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Abstract
This paper studies a structured compound stochastic program involving multiple expec-
tations coupled by nonconvex and nonsmooth functions. We present a successive convex-
programming based sampling algorithm for solving this problem, establish its subsequential
convergence, and discuss a probabilistic stopping rule based on the computable error-bound for
the algorithm. We present several risk measure minimization problems that can be formulated
as such a compound stochastic program; these include generalized deviation optimization prob-
lems based on optimized certainty equivalent and buffered probability of exceedance (bPOE),
a distributionally robust bPOE optimization problem, and a multiclass classification problem
employing the cost-sensitive error criteria with bPOE risk measure.
Key words: stochastic programming, nonconvex optimization, risk measure optimization
1 Introduction
This paper studies the so-called compound stochastic program (compound SP) that was originally
introduced in [10]. Let ξ˜ : Ω → Ξ ⊆ Rm be an m-dimensional random vector defined on a
probability space (Ω,A,P), where Ω is the sample space, Ξ is a measurable subset of Rm, A is
a σ-field generated by Ω, and P is a probability measure defined on the pair (Ω,A). We use ξ
without tilde to denote the realization of the random vector ξ˜. The compound SP considered in
this paper is the following class of optimization problems that involves the nested expectations of
random functions in the objective:
minimize
x∈X
Θ(x) , ψ
(
E
[
ϕ(G(x, ξ˜), E [F (x, ξ˜) ]
] )
, (1)
where X ⊆ Rn is a closed convex set contained in an open set Y , and for some nonnegative integers
ℓG and ℓF with ℓ , ℓG + ℓF > 0, and a positive integer ℓϕ, (G,F ) : Y × Ξ ⊆ Rn+m → Rℓ,
ϕ : Rℓ → Rℓϕ and ψ : Rℓϕ → R. We assume throughout that F and G are Carathe´odory functions;
i.e., F (•, ξ) andG(•, ξ) are continuous for almost every ξ ∈ Ξ and F (x, •) andG(x, •) are measurable
(in fact, with E
[
‖G(x, ξ˜) ‖
]
and E
[
‖F (x, ξ˜) ‖
]
both finite in our context) for all x ∈ X, and ϕ and
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ψ are continuous with more assumptions on them to be stated later. The notation E denotes the
expectation operator associated with the random vector ξ˜. Clearly, without the outer function ψ,
we must have ℓϕ = 1; moreover in this case, the objective function Θ can be written alternatively
as E[h(x,E[F (x, ξ˜) ], ξ˜ ) ] for some scalar-valued function h : X × RℓF × Ξ → R; this is the form
of a compound double expected-value function studied in [10] where asymptotic properties of a
sample average approximation (SAA) estimator are established using the Rademacher average of
the underlying random functions. Besides the feature of the two-layer expectation, the objective
function Θ in (1) involves an outer (vector) deterministic function ψ(·) and an additional inner
function G. For mathematical analysis, the compact form E[h(x,E[F (x, ξ˜) ], ξ˜ ) ] is convenient and
broad; for the algorithmic development and the applications to be discussed later, the form (1) lends
itself to provide a more convenient framework. When ℓG = 0 (or ℓF = 0), the objective function Θ
essentially becomes ϕ(E[F (x, ξ˜ )] ). This case extends beyond a single expectation functional which
is the building block of a standard SP.
The compound SP in (1) arises naturally in risk measure minimization problems. First proposed
in [29], a generalized deviation measure quantifies the deviation of a random variable from its
expectation by a risk measure. In this paper, we focus on two such measures, one is based on
the optimized certainty equivalent (OCE) [2, 3] of a random variable that predates and extends
the popular conditional value-at-risk (CVaR) [27, 28] used extensively in financial engineering and
risk management. The other risk measure we are interested in is based on the buffered probability
of exceedance (bPOE). First employed by Rockafellar and Royset [26] as a structural reliability
measure in the design and optimization of structures, the bPOE is a recent entry in the risk area;
its study has been further explored by Uryasev and his collaborators in a series of publications
[19, 20, 18, 17]. In the area of distributionally robust optimization (DRO), the robustification of
the (conditional) value-at-risk has been studied and applied extensively to portfolio management
and other areas; see e.g. [14, 4, 16, 23] for the applications of (C)VaR-based DRO, and [25] for a
thorough literature review of DRO. Motivated by the growing importance of the bPOE and the
significant interests and advances in distributionally robust optimization, we became interested in
the study of a distributionally robust mixed bPOE optimization problem. It turns out that this
problem can be formulated as a nonconvex compound stochastic program (1) due to the mixture
of distributions and the mixture of bPOEs at multiple thresholds.
The departure of our study from the SAA analysis in [10] is that we aim to design a practically im-
plementable algorithm for approximating a stationary solution of (1). Due to the lack of convexity
of the application problems to be presented later, seeking a stationary solution of a sharp kind is
the best we can hope for in practical computations. This task is complicated by the coupled non-
convexity and nonsmoothness in the problem that renders (sub)gradient based algorithms difficult
to be applied. This feature highlights the contributions of the present paper and distinguishes it
from a series of recent works [7, 32, 13, 33] on nested stochastic optimization, where the asymptotic
convergence of the SAA estimations are established using the Delta method and stochastic gradient
type algorithms are analyzed, all of which are based on the assumption that the composite random
functions in all layers are differentiable.
In a nutshell, the major contributions of our work are summarized as follows.
1. We introduce a practically implementable convex-programming based stochastic majorization
minimization (SMM) algorithm with incremental sampling for solving the nonconvex nondifferen-
tiable compound SP. With the sample size increasing roughly linearly, we establish the subsequential
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convergence of the algorithm to a fixed point of the algorithmic map in an almost sure manner. We
relate such a point to several kinds of stationary solutions of the original problem under different
assumptions on the component functions G and F and a blanket assumption on ψ and ϕ (see
Subsection 2.1).
2. We provide a computable stopping rule for the proposed SMM algorithm with the aid of a novel
surrogate-function based error-bound theory of deterministic locally Lipchitz programs. Such a
theory aims to bound the distance of a given iterate to the set of stationary points in terms of a
computable residual. To the best of our knowledge, this is the first attempt to develop such an error
bound theory for majorization-minimization algorithms for nonsmooth nonconvex optimization
problems, and in both deterministic and stochastic settings .
3. We present several applications of the compound SP for risk minimization based on some
topical risk measures; these include OCE-based deviation minimization, bPOE-based deviation
minimization, and distributionally robust mixed bPOE optimization. We also apply the bPOE as
the risk measure in cost-sensitive multiclass classification problems to illustrate the promise of the
compound SP methodology in statistical learning.
1.1 Notation and organization
We explain some notations that are used in the present paper. Let B(x; δ) denote the Euclidean
ball centered at a vector x ∈ Rn with a positive radius δ; in particular, we let B denote the unit
ball in Rn. For a vector-valued function φ : Rk → Rℓ, we use φi for i = 1, · · · , ℓ to denote each
scalar-valued component function of φ; thus, φi : R
k → R. We say that a function φ : Rk → Rℓ
is isotone if ui ≤ vi for all i = 1, · · · , k implies φj(u) ≤ φj(v) for all j = 1, · · · , ℓ. A real-valued
function ψ : Rn → R is directionally differentiable at a vector x if the limit
ψ ′(x; dx) , lim
τ↓0
ψ(x+ τ dx)− ψ(x)
τ
,
called the directional derivative of ψ at x along the direction dx, exists for all dx ∈ Rn. If ψ is
locally Lipschitz continuous near x, then the Clarke directional derivative
ψ ◦(x; dx) , lim sup
z→x; τ↓0
ψ(z + τ dx)− ψ(z)
τ
is well defined for all dx ∈ Rn. The Clarke subdifferential of ψ at x is the compact convex set
∂C ψ(x) ,
{
v ∈ Rn | ψ ◦(x; dx) ≥ v⊤dx, ∀ dx ∈ Rn
}
.
The function ψ is Clarke regular at x if it is directionally differentiable at x and ψ ′(x; dx) =
ψ ◦(x; dx) for all dx ∈ Rn. A convex function ψ is always Clarke regular and its subdifferential is
denoted by ∂ ψ(x) . For a function V (x, y) of two arguments such that V (•, y) is convex, we write
∂xV (x, y) for the subdifferential ∂V (•, y)(x) of the latter convex function at x. We refer to [5]
for basic results in nonsmooth analysis, particularly those pertaining to the Clarke subdifferential.
Subsequently, we will freely use such results when they arise. The set of minimizers of a real-valued
function ψ on a set X is denoted argmin
x∈X
ψ(x). When this set is a singleton with the single element
x¯; we will write x¯ = argmin
x∈X
ψ(x). A major assumption in the present paper has to do with random
sets and integrable selections; see e.g. [1] and [30, Chapter 14] for properties that we will freely use
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below. In particular, let (Ω,A,P) be a probability space. A random set Φ in Rℓ is a measurable
set-valued map that assigns to each element ω ∈ Ω a nonempty closed set Φ(ω) ⊆ Rℓ. We say that
this random set Φ admits an integrable selection if there exists a measurable function φ such that
φ(ω) ∈ Φ(ω) for almost all ω ∈ Ω, and ∫Ω ‖φ(ω) ‖ dP(ω) is finite. The expectation of a random set
Φ with integrable selections is the set of integrals:∫
Ω
Φ(ω) dP(ω) ,
{∫
Ω
φ(ω) dP(ω) | φ is a P-integrable selection of Φ
}
.
The rest of the paper is organized as follows. In Section 2, we present the promised stochastic
majorization-minimization algorithm for solving the compound SP (1). The subsequential con-
vergence of the proposed algorithm is established in Section 3. Following that, in Section 4 we
discuss the stationary properties of the accumulation points generated by the algorithm with re-
spect to the original problem under specific constructions of the surrogate functions used in the
SMM algorithm. In Section 5, we develop an error bound theory for deterministic, nonconvex
and nonsmooth programs based on convex surrogate functions. This theory allows us to design an
implementable stopping rule for the SMM algorithm. Applications of the compound SP to the risk
measure minimization problems mentioned above are discussed in the last section.
2 The Stochastic Majorization-Minimization Algorithm
In this section, we propose a stochastic majorization-minimization (SMM) algorithm for solving
the compound SP (1). The proposed algorithm consists of solving a sequence of convex subprob-
lems. The construction of each such subproblem starts with the use of convex majorants of the
component random functions {Gi} and {Fj}; these surrogate functions are then composite with
the two functions ψ and ϕ along with sample average approximations of the double expectations.
These two approximations define an overall convex surrogate function of the objective function Θ.
The minimization of the resulting convexified objective completes a general iterative step of the
algorithm.
2.1 Assumptions
We impose the following blanket assumptions on the problem (1) as the basic requirements to define
the SMM algorithm:
(A1) the feasible set X is nonempty, convex, and compact with a finite diameter;
(A2) ψ and ϕ are isotone and Lipschitz continuous functions with Lipschitz constants Lipψ and
Lipϕ, respectively; moreover, ψ and each ϕj (for j = 1, · · · , ℓϕ) are convex;
(A3G) for every x
′ ∈ X and ξ ∈ Ξ, there exists a family G(x ′, ξ) consisting of functions Ĝ(•, ξ;x ′) :
Y → RℓG satisfying the following conditions (1)–(4):
(1) a touching condition: Ĝ(x ′, ξ;x ′) = G(x ′, ξ);
(2) majorization: Ĝ(x, ξ;x ′) ≥ G(x, ξ) for any x ∈ X;
(3) convexity : each Ĝi(•, ξ;x ′) for i = 1, · · · , ℓG is a convex function on X;
(4) uniform outer semicontinuity : the set-valued function G(•, ξ) which maps from X to a family of
functions satisfies the condition that there exists a finite-valued integrable function L : Ξ ⊆ Rm →
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R+ such that for any sequence {x ν} ⊂ X converging to x∞ and any bounded sequence of functions
{ Ĝ(•, ξ;x ν) } with Ĝ(•, ξ;x ν) ∈ G(x ν , ξ) for all ν, there exists a function Ĝ(•, ξ;x∞) ∈ G(x∞, ξ)
and an infinite subset K ⊆ {1, 2, · · · } such that for all x ∈ X and any ε > 0, an integer ν¯(x, ε)
exists satisfying
‖ Ĝ(x, ξ;x ν)− Ĝ(x, ξ;x∞) ‖ ≤ εL(ξ), for all ν (∈ K) ≥ ν¯(x, ε), for all ξ ∈ Ξ; (2)
(A3F ) this is the counterpart of (A3G) for the function F ; details are not repeated.
Any function Ĝ(•, ξ;x ′) ∈ G(x ′, ξ) satisfying (1) and (2) in (A3G), is called a (majorizing) surrogate
ofG(•, ξ) at x ′; similarly for the family F(x ′, ξ). Condition (3) in (A3G) enables the implementation
of convex programming solvers for solving the sequence of convex subproblems in the algorithm.
However, this convexity assumption can be relaxed; see the remark following the proof of Theorem
3 and the subsequent Corollary 4. The uniformity in condition (4) requires that (2) holds for all
ξ ∈ Ξ. The uniform outer semicontinuity assumption on the family of surrogate functions is critical
in the convergence analysis of the developed algorithm.
The conditions (A3G) and (A3F ) can be met for the class of difference-of-convex (dc) functions
which appear in the risk measure optimization problems presented in Section 6. The fundamental
roles of the class of dc functions in optimization and statistics are well documented in the paper [21].
Suppose that for each i = 1, · · · , ℓG, Gi(•, ξ) is such a function on X with the dc decomposition
Gi(x, ξ) = gi(x, ξ) − hi(x, ξ) that satisfies the following assumptions:
(DC1) gi(•, ξ) and hi(•, ξ) are convex functions and uniformly continuous on X with the latter
continuity being uniform in ξ; hi(x, ξ) is random lower semicontinuous with finite expectation
function E[hi(x, ξ˜)].
Under the above assumption on the pair (gi, hi), for any given x
′ ∈ X, we can construct the family
G(x ′, ξ) as follows:
G(x ′, ξ) =
 Ĝ(•, ξ;x ′) ,
(
Ĝi(•, ξ;x ′)
)ℓG
i=1
: where for all i = 1, · · · , ℓG, and x ∈ X:
Ĝi(x, ξ;x
′) = gi(x, ξ)− hi(x ′, ξ)− ai(x ′, ξ)⊤(x− x ′) with ai(x′, ξ) ∈ ∂xhi(x ′, ξ)
 ,
(3)
where ∂xhi(x
′, ξ) denotes the subdifferential of the convex function hi(•, ξ) at x ′. Note that if
hi(•, ξ) is continuously differentiable, then ∂xhi(x ′, ξ) consists of the single element ∇xhi(x ′, ξ). In
order to satisfy the uniform outer semicontinuity condition (4) in (A3G) for the family G(•, ξ), we
impose an additional assumption on the functions {hi}ℓGi=1.
(H) for each i = 1, . . . , ℓG, the subdifferential of hi(•, ξ) is uniformly outer semicontinuous on X.
We remark that condition (H) is satisfied when hi(•, ξ) is differentiable and its gradient ∇xhi(•, ξ) is
continuous uniformly in ξ. For general convex functions, it is known that its subdifferential is outer
semicontinuous. By assuming further that its subdifferential is outer semicontinuous uniformly
with respect to ξ ∈ Ξ, the condition (H) holds. Under the above assumptions, it is then easy to
verify that the family G(•, ξ) satisfies the four conditions in (A3G). A similar set of requirements
can be stated for the functions {Fj} which we omit.
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2.2 The SMM algorithm
Under the pair of assumptions (A3G) and (A3F ), we construct below a family of convex majorants
V̂(x ′) ,
{
V̂ (•;x ′)
}
of the objective function Θ(x) where each function V̂ (•;x ′) : Y → R is deter-
mined by functions Ĝ(•, ξ;x ′) and F̂ (•, ξ;x ′) from the families G(x ′, ξ) and F(x ′, ξ) respectively,
for every ξ ∈ Ξ:
V̂ (x;x ′) , ψ
(
E
[
ϕ
(
Ĝ(x, ξ˜;x ′),E[F̂ (x, ξ˜;x ′)]
) ])
. (4)
The function V̂ is not always well defined unless Ĝ(x, ξ˜;x ′) and F̂ (x, ξ˜;x ′) are integrable functions
with respect to the probability measure P for given (x, x ′). It turns out that such integrability
condition is not needed at the iterates of the SMM algorithm. This is because we discretize
the expectations by sampling and combine the iterative sampling with the iterative majorized
minimization; resulting in the SMM algorithm for solving (1). The resulting algorithm is different
from the sample average approximation (SAA) scheme for the compound SP as described in [10].
When applied to nonconvex problems, the subproblem in the SAA scheme remain nonconvex, thus
can not be solved to global optimality in general. Hence, the asymptotic convergence of the global
optimum of SAA established in [10] does not provide practical guidance of convergence. In contrast,
the subproblems in the SMM algorithm are convex; thus the algorithm is readily implementable
in practice by state-of-the-art convex programming methods. Nevertheless, the SAA analysis in
[10] provides a key to bound the errors of incremental sampling in the SMM algorithm which is
essential in proving the subsequential convergence of the SMM algorithm.
Specifically, at iteration ν, we approximate the compound expectations by sample averages using
two independent sets of i.i.d. samples of size Nν , each of which is composed of past samples of size
Nν−1 and new sample sets of size ∆ν, i.e., Nν = Nν−1 + ∆ν . Writing [N ] , {1, · · · , N} for any
positive integer N , we let {ξ t}t∈[Nν−1] and {η s}s∈[Nν−1] denote the sample sets utilized at iteration
ν − 1, and let {ξNν−1+t}t∈[∆ν ] and {ηNν−1+s}s∈[∆ν ] denote the independent sample sets generated
at iteration ν; then the sample sets utilized at iteration ν are given by { ξ
t }t∈[Nν ] , { ξ t }t∈[Nν−1] ∪ {ξNν−1+t}t∈[∆ν ],
{ η s }s∈[Nν ] , { η s }s∈[Nν−1] ∪ { ηNν−1+s }s∈[∆ν ].
(5)
Given the last iterate xν along with the families {G(xν , ξt)}t∈[Nν ] and {F(xν , ηs)}s∈[Nν ], the family
of discretized convex majorization function is as follows:
V̂Nν (xν) ,

V̂Nν (• ;x ν) : for any x ∈ X,
V̂Nν (x;x
ν) = ψ
(
1
Nν
Nν∑
t=1
ϕ
(
Ĝ t(x, ξ t;x ν),
1
Nν
Nν∑
s=1
F̂ s(x, η s;x ν)
))
with Ĝ t(•, ξt ;xν) ∈ G(xν , ξt) and F̂ s(•, ηs ;xν) ∈ F(xν , ηs)

. (6)
By the convexity of V̂Nν (•;x ν), the function V̂Nν (•;x ν)+
1
2 ρ
‖ •−x ν ‖22 has a unique minimizer on
the convex set X for any positive scalar ρ. We are ready to present the SMM algorithm for solving
the problem (1).
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The Stochastic Majorization-Minimization Algorithm (SMM)
1: Initialization: Let x0 ∈ X, a positive scalar ρ, and a positive sequence {∆ν} be given. Set
N0 = 0.
2: for ν = 1, 2, · · · , do
3: generate two independent sample sets {ξNν−1+t }t∈[∆ν ] and { ηNν−1+s }s∈[∆ν ] i.i.d. from the
probability distribution of the r.v. ξ˜ that are also independent from the past samples;
4: choose a member V̂Nν (x;x
ν) from the family V̂Nν (x ν) according to (6);
5: compute xν+1 = argmin
x∈X
{
V̂Nν (x;x
ν) +
1
2ρ
‖x− xν‖2
}
;
6: end for
2.3 Extension to constrained compound SP
Although the main focus of our work is on a problem over a compact convex set, we can apply the
proposed algorithm to an SP with constraints of compound or single expectation functions. This is
done through an exact penalization formulation that connects the stationary solutions rather than
minimizers of the two problems. Specifically, consider an extension of the problem (1) as follows:
minimize
x∈X
ψ0
(
E
[
ϕ0(G 0(x, ξ˜), E[F 0(x, ξ˜) ]
] )
subject to ψi
(
E
[
ϕi(G i(x, ξ˜), E[F i(x, ξ˜) ]
] )
≤ 0, i = 1, · · · , I,
(7)
where Y is an open set containing X, for some nonnegative integers ℓ iG and ℓ
i
F with ℓ
i , ℓ iG +
ℓ iF > 0, and positive integers ℓ
i
ϕ, (G
i, F i) : Y × Ξ → Rℓi , ϕi : Rℓi → Rℓ iϕ , and ψi : Rℓ iϕ → R,
for all i = 0, 1, 2, · · · , I. Without the outer functions ψi for i = 0, 1, · · · , I, the reference [10]
establishes asymptotic and non-asymptotic convergence rate of the sample average approximation
(SAA) scheme which discretizes the expectations in both the objective and the constraints. A
technical issue of applying such a scheme for the compound SP with expectation constraints is
that the sampled problems may not be feasible; even if these sampled problems are feasible, the
obtained solutions may not be feasible for the original SP problem. Moreover, it is not practical
to solve the SAA problems for a nonconvex nonsmooth compound SP to global optimality. Hence,
instead of discretizing the SP directly, we construct a penalization of the constraints of (7): given
a penalty parameter γ > 0,
minimize
x∈X
ψ0
(
E
[
ϕ0(G 0(x, ξ˜), E[F 0(x, ξ˜) ]
] )
+
γ
I∑
i=1
max
{
ψi
(
E
[
ϕi(G i(x, ξ˜), E[F i(x, ξ˜) ]
] )
, 0
}
.
(8)
Under a suitable constraint qualification on (7), one may prove an equivalence result between
stationary solutions of the original SP problem (7) and the penalized SP problem (8). This is
in contrast to the equivalence in terms of globally optimal solutions of the problems in classical
nonlinear programming. Considered as a deterministic problem, a classic result of this sort of
equivalence of stationary solutions under suitable constraint qualifications can be found in the
reference [6]. When the objective and the constraint are single expectation functions, the penalized
7
problem (8) is a compound SP due to the composition of max function with the constraints. In
general, the penalized SP (8) remains an instance of compound SP (1) to which the SMM algorithm
can be applied. Hence, in the rest of this paper, we focus on the compound SP problem with a
deterministic compact convex feasible set X as stated in assumption (A1).
There is another extension of the SMM algorithm that is relevant to a subsequent application. We
postpone the discussion of this other extension until Subsection 4.3.
3 Convergence Analysis of the SMM Algorithm
Our convergence proof leverages the non-asymptotic bounds of the SAA for the compound SP in
[10]. In spite of the reliance on this important result, the proof below hinges on an approximate
descent property of the sequence of objective values generated by the SMM algorithm and also on
the finiteness of the accumulated errors by a proper control of the sample sizes in the algorithm.
With the Lipschitz continuity of the outer function ψ, the non-asymptotic bound of the SAA in [10]
is applied to the compound expectation function E[ϕi (G(x, ξ˜),E [F (x, ξ˜) ])], which can be written
as E[hi(x,E[F (x, ξ˜ ) ], ξ˜ ) ] by letting hi(x, y, ξ) , ϕi(G(x, ξ), y) for i = 1, . . . , ℓϕ. The assumptions
B and C in the cited reference are satisfied under the following additional assumptions on the
functions G and F .
(A4) max
(
sup
(x,ξ)∈X×Ξ
‖G(x, ξ) ‖ , sup
(x,ξ)∈X×Ξ
‖F (x, ξ) ‖
)
< ∞.
(A5) G(•, ξ) and F (•, ξ) are Lipschitz continuous with constant L on X, uniformly in ξ.
Assumption B except condition (iii) and Assumption C except condition (iv) from [10] are readily
satisfied under the blanket assumption of continuity, and assumptions (A1), (A2), (A4) and (A5)
on the problem (1). The rest of the conditions in the reference involve the Rademacher averages
pertaining to the function F and hi(x, y, ξ) = ϕi(G(x, ξ), y). For clarity, we present the formal
definition of the Rademacher average and confirm the validity of the conditions on the Rademacher
average imposed in the reference via the formal statement of Lemma 2.
Definition 1. For a given set of points (ξ1, . . . , ξN ) = ξ
N ∈ ΞN and a sequence of functions
{ f(•, ξi) : X → R }Ni=1, the Rademacher average RN (f, ξN ) is defined as
RN (f, ξ
N ) , Eσ
[
sup
x∈X
∣∣∣ 1
N
N∑
i=1
σif(x, ξi)
∣∣∣ ] ,
where σi are i.i.d. random numbers such that σi ∈ {+1,−1 } each with the probability 1/2 and
Eσ denotes the expectation over the random vector σ = (σ1, . . . , σN ). For the family of functions
{f(•, ξ) : X → R}ξ∈Ξ, the Rademacher average is defined as
RN (f,Ξ) , sup
ξN∈ΞN
RN (f, ξ
N ).
Lemma 2 (Lemma B.2, [10]). Under assumptions (A1), (A2), (A4) and (A5), for any β ∈ (0, 1/2),
there exist positive constants K1(β) and K2(β), such that
RN (Fj ,Ξ) ≤ K1(β)/Nβ , RN (hi,Ξ) ≤ K2(β)/Nβ , for all j = 1, · · · , ℓF and i = 1, . . . , ℓϕ,
where hi(x, y, ξ) , ϕi(G(x, ξ), y). 
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We are now ready to state and prove the following subsequential convergence result of the SMM
algorithm. There are two sets of assumptions: one set—(A1), (A2), (A4), and (A5)—is for the
functions defining the objective Θ of the problem (1). For the other set, (A3) is for the surrogate
function family G and F , (A4∞) below is for surrogate functions Ĝ and F̂ at an accumulation point,
and (E∞) below is a technical condition that justifies the application of the law of large number
for the sum of i.i.d. random closed sets.
Theorem 3. Let ρ > 0 be arbitrary. Let the sequence of sample sizes {Nν} be such thatNν = ⌈ να ⌉
for some α > 1, where ⌈ • ⌉ represent the ceiling function. Under assumptions (A1)–(A5), for the
sequence {xν} generated by the SMM algorithm, we have lim
ν→∞
∥∥xν+1 − xν ∥∥ = 0 with probability
1. Furthermore, for any accumulation point x∞, there exists a well-defined V̂ (•;x∞) ∈ V(x∞) such
that x∞ ∈ argmin
x∈X
V̂ (x;x∞) with probability 1 if the following two conditions holds at x∞:
(A4∞) sup
{∥∥∥ Ĝ(x, ξ;x∞)∥∥∥ : (x, ξ) ∈ X × Ξ, Ĝ(•, ξ;x∞) ∈ G(x∞, ξ)} < ∞;
sup
{∥∥∥ F̂ (x, ξ;x∞)∥∥∥ : (x, ξ) ∈ X × Ξ, F̂ (•, ξ;x∞) ∈ F(x∞, ξ)} < ∞,
(E∞) the expectation of two random sets ΦG(x, x
∞, ξ˜) and ΦF (x, x
∞, ξ˜) are nonempty, closed and
convex sets for any x ∈ X, where ξ˜ is the random vector mapping from Ω to Ξ, ΦG(x, x∞, ξ˜) is a
set-valued map from Ω to a set of subsets of RℓG such that for every ξ ∈ Ξ,
ΦG(x, x
∞, ξ) ,
{
Ĝ(x, ξ;x∞) : Ĝ(•, ξ;x∞) ∈ G(x∞, ξ)
}
,
and similarly for ΦF (x, x
∞, ξ˜).
Proof. We write
ΘNν (x) , ψ
(
1
Nν
Nν∑
t=1
ϕ
(
G(x, ξ t ),
1
Nν
Nν∑
s=1
F (x, η s)
))
and suppose at the νth iteration, the sample average surrogate function V̂Nν (x;x
ν) is constructed
as follows with Ĝ t(x, ξ t;xν) ∈ G(xν , ξ t) and F̂ s(x, η s;xν) ∈ F(xν , η s) for t, s ∈ [Nν ],
V̂Nν (x;x
ν) , ψ
(
1
Nν
Nν∑
t=1
ϕ
(
Ĝ t(x, ξ t;xν),
1
Nν
Nν∑
s=1
F̂ s(x, η s;x ν)
))
.
By the update rule in SMM algorithm, we derive
ΘNν (x
ν+1) +
1
2ρ
∥∥xν+1 − xν ∥∥2 ≤ V̂Nν (xν+1;xν) + 12ρ ∥∥xν+1 − x ν ∥∥2 ≤ V̂Nν (x ν ;x ν) = ΘNν (x ν).
(9)
Since
1
Nν
Nν∑
s=1
F (x ν , η s) =
Nν−1
Nν
 1
Nν−1
Nν−1∑
s=1
F (x ν , η s)
+Nν −Nν−1
Nν
 1
Nν −Nν−1
Nν∑
s=Nν−1+1
F (x ν , η s)
 ,
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by the convexity of each component function ϕj for j ∈ [ℓϕ], we derive that, for all t = 1, · · · , Nν ,
ϕj
(
G(x ν , ξ t),
1
Nν
Nν∑
s=1
F (x ν , η s)
)
≤ Nν−1
Nν
ϕj
G(x ν , ξ t), 1
Nν−1
Nν−1∑
s=1
F (x ν , η s)
+
Nν −Nν−1
Nν
ϕj
G(x ν , ξ t), 1
Nν −Nν−1
Nν∑
s=Nν−1+1
F (x ν , η s)
 .
Hence,
1
Nν
Nν∑
t=1
ϕj
(
G(xν , ξ t),
1
Nν
Nν∑
s=1
F (xν , η s)
)
≤ N
2
ν−1
N2ν
 1
Nν−1
Nν−1∑
t=1
ϕj
G(xν , ξ t), 1
Nν−1
Nν−1∑
s=1
F (xν , η s)

+
Nν−1 (Nν −Nν−1 )
N2ν
 1
Nν −Nν−1
Nν∑
t=Nν−1+1
ϕj
G(xν , ξ t), 1
Nν−1
Nν−1∑
s=1
F (xν , η s)

+
Nν −Nν−1
Nν
 1
Nν
Nν∑
t=1
ϕj
G(x ν , ξ t), 1
Nν −Nν−1
Nν∑
s=Nν−1+1
F (x ν , η s)
 .
Since
N2ν−1
N2ν
+
Nν−1 (Nν −Nν−1 )
N2ν
+
Nν −Nν−1
Nν
= 1, by the isotonicity and convexity of ψ, we
obtain
ΘNν (x
ν)−ΘNν−1(xν)
= ψ
(
1
Nν
Nν∑
t=1
ϕ
(
G(xν , ξ t),
1
Nν
Nν∑
s=1
F (xν , η s)
))
− ψ
 1
Nν−1
Nν−1∑
t=1
ϕ
G(x ν , ξ t), 1
Nν−1
Nν−1∑
s=1
F (x ν , η s)

≤ eν,1 + eν,2 + eν,3,
where
eν,1 ,
(
N 2ν−1
N 2ν
− 1
) 
ψ
 1
Nν−1
Nν−1∑
t=1
ϕ
G(x ν , ξ t), 1
Nν−1
Nν−1∑
s=1
F (xν , η s)

−ψ
(
E
[
ϕ
(
G(x ν , ξ˜),E
[
F (xν , ξ˜)
] ) ] )
 ,
eν,2 ,
Nν−1 (Nν −Nν−1 )
N2ν

ψ
 1
Nν −Nν−1
Nν∑
t=Nν−1+1
ϕ
G(xν , ξ t ), 1
Nν−1
Nν−1∑
s=1
F (xν , η s)

−ψ
(
E
[
ϕ
(
G(xν , ξ˜ ),E
[
F (xν , ξ˜ )
] ) ] ]
 ,
10
eν,3 ,
(
1− Nν−1
Nν
) 
ψ
 1
Nν
Nν∑
t=1
ϕj
G(xν , ξ t ), 1
Nν −Nν−1
Nν∑
s=Nν−1+1
F (xν , η s)

−ψ
(
E
[
ϕ
(
G(xν , ξ˜ ),E
[
F (xν , ξ˜ )
] ) ] )
 .
Combining with (9), we derive that
ΘNν (x
ν+1) +
1
2ρ
∥∥xν+1 − xν ∥∥2 ≤ ΘNν−1(xν) + eν,1 + eν,2 + eν,3. (10)
By Lemma 2 above, and Theorem 3.5 and its extensions in [10], it follows that for any β ∈ (0, 1/2),
there exist positive constants C1(β), C2(β), and C3(β) such that when Nν = ν
α for some α > 1,
E | eν,1 | ≤
Lipψ C1(β)
(Nν−1)β
(
1− N
2
ν−1
N 2ν
)
= O
(
1
(ν − 1)αβ+1
)
,
E | eν,2 | ≤
Lipψ C2(β)
(Nν −Nν−1)β
Nν−1(Nν −Nν−1)
N2ν
= O
(
1
(ν − 1)αβ−β+1
)
,
E | eν,3 | ≤
Lipψ C3(β)
(Nν −Nν−1)β
Nν −Nν−1
Nν
= O
(
1
(ν − 1)αβ−β+1
)
.
Hence, with α and β as specified, it follows that the summation
∞∑
ν=1
( | eν,1 |+ | eν,2 |+ | eν,3 | ) is
finite with probability 1. By (10) and the assumption (A4), we deduce that lim
ν→∞
∥∥xν+1 − xν ∥∥ = 0
and lim
ν→∞
ΘNν (x
ν+1) exists with probability 1. For any accumulation point x∞ of the sequence {xν},
let K be a subset of {1, 2, . . . , } such that lim
ν(∈K)→+∞
xν = x∞, which implies that with probability 1,
lim
ν(∈K)→+∞
xν+1 = x∞. By [10, Corollary 3.7] and [31, Proposition 5.1], it follows that,
lim
ν→∞
ΘNν (x
ν+1) = Θ(x∞), with probability 1.
Under the uniform outer semicontinuity of set-valued maps F and G in (A3F ) and (A3G), there
exist functions Ĝ t,∞(•, ξ t;x∞) ∈ G(x∞, ξ t), F̂ s,∞(•, η s;x∞) ∈ F(x∞, η s), and a nonnegative
integrable function L(ξ) such that for all x ∈ X and any ε > 0, there exists a subset of K (which is
assumed to beK without loss of generality) and an integer ν¯(x, ε), such that for any ν(∈ K) ≥ ν¯(x, ε)
and all t, s ∈ [Nν ],∥∥∥ Ĝ t(x, ξ t;x ν)− Ĝ t,∞(x, ξ t;x∞) ∥∥∥ ≤ εL(ξ t), ∥∥∥ F̂ s(x, η s;x ν)− F̂ s,∞(x, η s;x∞) ∥∥∥ ≤ εL(η s).
(11)
Let
V̂∞;Nν (x;x
∞) , ψ
(
1
Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t;x∞),
1
Nν
Nν∑
s=1
F̂ s,∞(x, η s;x∞)
))
. (12)
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Let x ∈ X be fixed but arbitrary. By the Lipschitz continuity of ψ and ϕ, it follows that for any
ν(∈ K) ≥ ν¯(x, ε), we have
∣∣∣ V̂Nν (x;xν)− V̂∞;Nν (x;x∞) ∣∣∣ ≤ Lipψ Lipϕ εNν
Nν∑
t=1
[
L(ξ t) +
1
Nν
Nν∑
s=1
L(η s)
]
= Lipψ Lipϕ
ε
Nν
[
Nν∑
t=1
L(ξ t) +
Nν∑
s=1
L(η s)
]
.
By the law of large numbers, it follows that
lim
ν→∞
1
Nν
Nν∑
t=1
L(ξ t) = lim
ν→∞
1
Nν
Nν∑
s=1
L(η s) = E[L(ξ˜) ] < ∞, almost surely.
Since ε is arbitrary, it follows that for the infinite subset K,
lim
ν(∈K)→∞
∣∣∣ V̂Nν (x;xν)− V̂∞;Nν (x;x∞) ∣∣∣ = 0, with probability one.
Without loss of generality, under (A4∞), suppose with the same subset K that the following limits
exist:
f∞(x) , lim
ν(∈K)→∞
1
Nν
Nν∑
s=1
F̂ s,∞(x, η s; x∞), ϕ∞(x) , lim
ν(∈K)→∞
1
Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t; x∞), f∞(x)
)
.
Under the assumption (E∞), from the law of large number for the sum of i.i.d. random closed
sets [1, Theorem 3.2], there exist functions Ĝ∞(x, ξ;x∞) ∈ ΦG(x, x∞, ξ) with Ĝ∞(•, ξ;x∞) ∈
G(x∞, ξ) and F̂∞(x, ξ;x∞) ∈ ΦF (x, x∞, ξ) with F̂∞(•, ξ;x∞) ∈ F(x∞, ξ) such that Ĝ∞(x, ξ˜;x∞)
and F̂∞(x, ξ˜;x∞) are P-integrable and that
f∞(x) = E [ F̂∞(x, ξ˜;x∞) ], ϕ∞(x) = E
[
ϕ
(
Ĝ∞(x, ξ˜;x∞), E
[
F̂∞(x, ξ˜;x∞)
] )]
.
Thus, V̂∞(x;x
∞) , ψ (ϕ∞(x) ) is well defined. By the Lipschitz continuity of ψ, we have
∣∣∣ V̂∞;Nν (x;x∞)− V̂∞(x;x∞) ∣∣∣ ≤ Lipψ
∥∥∥∥∥ 1Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t;x∞),
1
Nν
Nν∑
s=1
F̂ s,∞(x, η s;x∞)
)
− ϕ∞(x)
∥∥∥∥∥
≤ Lipψ
∥∥∥∥∥ 1Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t;x∞),
1
Nν
Nν∑
s=1
F̂ s,∞(x, η s;x∞)
)
− 1
Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t; x∞), f∞(x)
) ∥∥∥∥∥
+Lipψ
∥∥∥∥∥ 1Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t; x∞), f∞(x)
)
− ϕ∞(x)
∥∥∥∥∥
≤ Lipψ
[
Lipϕ
∥∥∥∥∥ 1Nν
Nν∑
s=1
F̂ s,∞(x, η s;x∞)− f∞(x)
∥∥∥∥∥+
∥∥∥∥∥ 1Nν
Nν∑
t=1
ϕ
(
Ĝ t,∞(x, ξ t; x∞), f∞(x)
)
− ϕ∞(x)
∥∥∥∥∥
]
.
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Hence, we have lim
ν(∈K)→∞
V̂∞;Nν (x; x
∞) = V̂∞(x;x
∞). By the assumption (A4∞), it follows that
with probability one,
lim
ν(∈K)→∞
V̂Nν (x;x
ν) = lim
ν(∈K)→∞
(
V̂Nν (x;x
ν)− V̂∞;Nν (x;x∞)
)
+ lim
ν(∈K)→∞
V̂∞;Nν (x;x
∞) = V̂∞(x;x
∞).
Let V˜ ρNν (•;x ν) , V̂Nν (•;x ν) +
1
2 ρ
‖ • −x ν ‖22. From the optimality of xν+1, it follows that
ΘNν (x
ν+1) +
1
2ρ
∥∥xν+1 − xν ∥∥2 ≤ V˜ ρNν (xν+1;xν) ≤ V̂Nν (x;xν) + 12ρ ‖x− xν ‖2 , ∀x ∈ X.
Letting ν(∈ K)→∞ in the above inequality, we derive that with probability 1, for all x ∈ X,
Θ(x∞) = V̂∞(x
∞;x∞) ≤ V̂∞(x;x∞) + 1
2ρ
‖x− x∞ ‖2 . (13)
Since the right-hand side is a convex function in x, the stated result of this theorem follows.
We make an important observation about the proof of Theorem 3. Namely, the convexity of the
surrogate functions Ĝ(•, ξ;xν) and F̂ (•, ξ;xν) is not used until the last step when we drop the
proximal term in the right-hand side of (13). Of course, this convexity is needed to ensure the
convexity of the function V̂Nν (•;xν) for the practical implementability of the SMM algorithm.
Nevertheless, in situations when the latter implementation is not an issue, as in the case discussed
in Subsection 4.3, then the convexity requirement of these surrogate functions can be removed with
a suitable modification of the conclusion of Theorem 3. In what follows, we state a variant of the
theorem without assuming the convexity of Ĝ(•, ξ;xν) and F̂ (•, ξ;xν).
Corollary 4. Assume the same setting of Theorem 3 but without the convexity of Ĝ(•, ξ;xν) and
F̂ (•, ξ;xν). Provided that the family of surrogate functions G(x∞, ξ) and F(x∞, ξ) satisfy conditions
(A4∞) and (E∞) at the accumulation point x
∞ and that V̂ (•;x∞) is additionally directionally
differentiable at x∞, it holds that V̂ (•;x∞) ′(x∞;x − x∞) ≥ 0 for all x ∈ X; that is x∞ is a
directional stationary solution of V̂ (•;x∞) on X almost surely.
Proof. Expression (13) shows that x∞ = argmin
x∈X
[
V̂∞(x;x
∞) +
1
2ρ
‖x− x∞ ‖2
]
, which readily
implies that x∞ is a directional stationary solution of V̂∞(•;x∞) on X.
Two comments regarding the above theorem are in order. First, Theorem 3 shows that with
probability 1, any accumulation point of the sequence derived from the stochastic majorization-
minimization algorithm has a certain fixed-point property relative to a well-defined convex surrogate
function of the objective function Θ in the original compound SP (1). In the present statement,
this conclusion is fairly abstract as very little details of the surrogate function are provided except
for the assumptions (A3G) and (A3F ). In particular, an understanding of how the fixed-point
conclusion is related to some kind of stationarity of the original problem (1) is warranted, which
will be addressed in the next section.
Second, when the functions ψ(t) = ϕ(t) = t (so that ℓG = 1) for any scalar t, and the random
function F is absent (ℓF = 0), the compound SP (1) reduces to the classical stochastic program.
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In a recent paper [15], the authors have studied the subsequential convergence of the stochastic
difference-of-convex (dc) algorithm for solving such problems when the random function G(• , ξ˜)
is further assumed to be a dc function. Unlike our algorithm where the sample size Nν grows at
the rate of ν α (α > 1), the number of samples used per iteration by the proposed stochastic dc
algorithm in [15] (for the special case) grows linearly. The higher sample complexity required by our
algorithm is mainly due to the nature of the compound SP – the composition of a function and an
expectation; specifically, in order for the summation of the errors
∑∞
ν=1 ( | eν,1 |+ | eν,2 |+ | eν,3 | )
to be finite almost surely in the proof of Theorem 3, we need Nν −Nν−1 →∞ as ν →∞.
4 Post-convergence Analysis: Stationarity
We discuss the connection between the fixed-point property of a limit point of the SMM algorithm
and some stationary properties of (1) for the three structural cases of the component random
functions of G and F : (i) the smooth case, (ii) the case of a dc function with a smooth concave
part, and (iii) the dc case with a “max-smooth” concave part. The terminology “max-smooth” will
be clear from the expression (17). In the first two cases, each surrogation family G(x, ξ) and F(x, ξ)
has only a single member, so the validity of assumptions (A4∞) and (E∞) are trivial. In section
4.3, these assumptions are verified for the dc case with nonsmooth concave part in particular. In
all three cases, the objective function Θ in (1) is not convex.
4.1 The smooth case
Suppose that each component function Fj(•, ξ) and Gi(•, ξ) are smooth functions with the Lipschitz
gradient modulus κ uniformly for all ξ ∈ Ξ. Hence, for any x ′ ∈ X, we may take their surrogate
functions as
F̂j(x, ξ;x
′) = Fj(x, ξ) +
κ
2
∥∥x− x ′ ∥∥2 and Ĝi(x, ξ;x ′) = Gi(x, ξ) + κ
2
∥∥x− x ′ ∥∥2 . (14)
Thus the families F(x ′, ξ) and G(x ′, ξ) are singletons consisting of the single vector functions
F̂ (•, ξ;x ′) ,
(
F̂j(•, ξ;x ′)
)ℓF
j=1
and Ĝ(•, ξ;x ′) ,
(
Ĝi(•, ξ;x ′)
)ℓG
i=1
, respectively, with their compo-
nents F̂j(•, ξ;x ′) and Ĝi(•, ξ;x ′) being convex functions. It is easy to verify conditions (A3F ) and
(A3G) by the smoothness assumptions of F (•, ξ) and G(•, ξ) and the Lipschitz continuity of their
gradients. At an accumulation point x∞ of the sequence of iterates {xν} generated by the SMM
algorithm, the limiting function V̂∞(•;x∞) is given by (cf. (12)):
V̂∞(x;x
∞) , ψ
(
E
[
ϕ
(
G(x, ξ) +
κ
2
‖x− x∞ ‖2 , E
[
F (x, ξ) +
κ
2
‖x− x∞ ‖2
] ) ] )
.
Then under suitable conditions that ensure the directional differentiability of the objective func-
tion Θ in (1) and the interchangeability of the directional derivatives with expectations, (see [31,
Chapter 7.2.4]) Theorem 3 yields that any accumulation point x∞ of the sequence generated by the
SMM algorithm is a directional stationary point of (1) in the sense that Θ ′(x∞;x−x∞) ≥ 0 for all
x ∈ X, with probability 1. As noted in [22], directional stationarity is a stationarity concept that is
the strongest among all stationarity properties of a convex constrained optimization problem with
a directionally differentiable objective, which the function Θ is.
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4.2 The dc case with a smooth concave part
The connection between the fixed-point property and the stationary property in the dc case is less
straightforward. It depends on the differentiability of the concave part in a dc decomposition of
the functions Gi and Fj . Suppose each Gi(•, ξ) and Fj(•, ξ) are dc functions given by
Gi(x, ξ) = g
G
i (x, ξ)− hGi (x, ξ), and Fj(x, ξ) = gFj (x, ξ)− hFj (x, ξ), (15)
where gGi (•, ξ), hGi (•, ξ), gFj (•, ξ) and hFj (•, ξ) satisfy the assumption (DC1) in Subsection 2.1, with
hGi (•, ξ) and hFj (•, ξ) being additionally differentiable with Lipschitz gradient moduli independent
of ξ. The family G(x ′, ξ) (and similarly, F(x ′, ξ)) is given by (3) with the single element. Given a
vector x∞, the family V̂(x∞) has only one element function V̂ (x;x∞) given by
V̂ (x;x∞) , ψ
(
E
[
ϕ
(
Ĝ(x, ξ˜;x∞), E
[
F̂ (x, ξ˜;x∞)
] ) ] )
,
where Ĝ(x, ξ;x∞) ,
(
Ĝi(x, ξ;x
∞)
)ℓG
i=1
and F̂ (x, ξ;x∞) ,
(
F̂j(x, ξ;x
∞)
)ℓF
j=1
with each Ĝi(x, ξ;x
∞) , gGi (x, ξ) − hGi (x∞, ξ)−∇xhGi (x∞, ξ)⊤(x− x∞), i = 1, · · · , ℓG,
F̂j(x, ξ;x
∞) , gFj (x, ξ)− hFj (x∞, ξ)−∇xhFj (x∞, ξ)⊤(x− x∞), j = 1, · · · , ℓF .
(16)
Hence, if x∞ is an accumulation point of the sequence of iterates {xν} produced by the SMM
algorithm, then x∞ is a global minimizer of the convex compound SP:
minimize
x∈X
ψ
(
E
[
ϕ
(
Ĝ(x, ξ˜;x∞), E
[
F̂ (x, ξ˜;x∞)
] ) ] )
.
Under conditions that ensure the interchangeability of expectations with directional derivatives [31,
Theorem 7.44], it can be shown that this limit point is a directional stationary point of original
compound SP (1). Again, this is the best one can hope for in a general dc stochastic program.
4.3 The dc case with a max-smooth concave part
When the concave parts in the dc functions Gi(x, ξ) and Fi(x, ξ) are nonsmooth functions, surroga-
tion function families G(x ′, ξ) and F(x ′, ξ) are constructed by linearizing the concave parts using
subgradients in (3). By assuming the following uniform boundedness property, the assumptions
(A4∞) and (E∞) made at the limit point x
∞ in Theorem 3 hold.
(DC2) sup {max {‖G(x∞, ξ) ‖ , ‖F (x∞, ξ) ‖} : ξ ∈ Ξ } <∞,
sup
{ ∥∥ aG,i(x∞, ξ) ∥∥ : aG,i(x∞, ξ) ∈ ∂xhGi (x∞, ξ), ξ ∈ Ξ, i ∈ [ℓG]} <∞,
sup
{∥∥ aF,j(x∞, ξ) ∥∥ : aF,j(x∞, ξ) ∈ ∂xhFj (x∞, ξ), ξ ∈ Ξ, j ∈ [ℓF ]} <∞.
Under (DC2), it is straightforward to see (A4∞) is true. For the assumption (E∞), the random set
ΦG(x, x
∞, ξ) =
{(
gGi (x
∞, ξ)− hGi (x∞, ξ)− aG,i(x∞, ξ)⊤(x− x∞)
)
i∈[ℓG]
: aG,i(x∞, ξ) ∈ ∂hGi (x∞, ξ)
}
.
From Theorem 7.47 in [31], we have ∂ E[hGi (x
∞, ξ˜)] = E[∂ hGi (x
∞, ξ˜)], which is a nonempty, closed,
convex set. Hence E [ ΦG(x, x
∞, ξ˜) ] and E [ ΦF (x, x
∞, ξ˜) ] are nonempty, closed and convex sets for
any x ∈ X.
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As it presently stands, the SMM algorithm falls short of computing a directional stationary point
of the problem (1) when the concave part in the dc function is nonsmooth. In the case, the fixed-
point property of an accumulation point x∞ in Theorem 3 asserts that there exist subgradients
aG,i(x∞, ξ) ∈ ∂xhGi (x∞, ξ) and aF,j(x∞, ξ) ∈ ∂xhFj (x∞, ξ) such that same conclusion as in the
last case holds for x∞ except that the gradients ∇xhGi (x∞, ξ) and ∇xhFi (x∞, ξ) in the functions
Ĝi(x, ξ;x
∞) and F̂i(x, ξ;x
∞) in (16) are replaced by the subgradients aG,i(x∞, ξ) ∈ ∂xhGi (x∞, ξ)
and aF,j(x∞, ξ) ∈ ∂xhFj (x∞, ξ), respectively. Extending the notion of criticality in deterministic
dc programming, we call this fixed-point property of x∞, i.e., x∞ ∈ argmin { V̂ (x;x∞) : x ∈ X},
the compound criticality of the compound SP (1), and x∞ a compound critical point of the same
problem.
It is worth mentioning that the directional stationarity of the problem (1) is a stronger concept
than the compound criticality, in the sense that a point satisfying the former property must also
satisfy the latter one. The reverse implication is not true, which can be seen from the example
given in [24, Section 8]. This cited example is a special case of (1) with the univariate functions
ψ(t) = t, ϕ(t) = t2, G(x, ξ) = |x⊤ξ[1:n]| − ξn+1 and F (x, ξ) = 0 for any scalar t and n-dimensional
vector x, where ξ[1:n] refers to the first n components of a (n+1)-dimensional random vector ξ and
ξn+1 refers to its last component. Based on [24, Propositions 8.1 and 8.2], the point x = 0 is a
Clarke stationary point (thus a compound critical point), but not a directional stationary point.
If the functions hGi (•) and hFj (•) are deterministic pointwise maxima of finitely many convex smooth
functions (while gGi (•, ξ) and gFj (•, ξ) remain random), then we may adopt the enhancement idea
for deterministic dc programs as detailed in [22] and develop an enhanced version of the SMM
algorithm that may be shown to converge subsequentially to a directional stationary solution of
(1). We provide a bit more details on this class of specially structured dc problems and skip the
full development. The interesting feature of the enhanced version of SMM algorithm is that the
surrogate functions V (•, x ′) is not convex, yet the subproblems can be decomposed into finitely
many convex programs. Specifically, let
Gi(x, ξ) = g
G
i (x, ξ)− max
1≤k≤KG
hGi,k(x) and Fj(x, ξ) = g
F
j (x, ξ)− max
1≤k≤KF
hFj,k(x), (17)
where gGi (•, ξ), hGi,k gFj (•, ξ) and hFj,k are all convex functions with hGi,k and hFj,k being additionally
differentiable with Lipschitz gradients. The pointwise maxima in the above functions explains the
terminology “max-smooth” in the heading of this subsection. For any ε > 0 and any x ∈ X, let
AG;εi (x) ,
{
k | hGi,k(x) ≥ max
1≤k ′≤KG
hGi,k′(x)− ε
}
and AF ;εj (x) ,
{
k | hFj,k(x) ≥ max
1≤k ′≤KF
hFj,k′(x)− ε
}
.
For a given x ′ ∈ X and with two families of i.i.d. samples {ξ t}Nνt=1 and {η s}Nνs=1 specified as in the
SMM algorithm, define
V˜ εNν (x;x
′) , ψ
(
1
Nν
Nν∑
t=1
ϕ
(
G˜ ε(x, ξ t;x ′),
1
Nν
Nν∑
s=1
F˜ ε(x, η s;x ′)
))
,
where G˜ ε(x, ξ;x ′) ,
(
G˜ εi (x, ξ;x
′)
)ℓG
i=1
and F˜ ε(x, ξ;x ′) ,
(
F˜ εj (x, ξ;x
′)
)ℓF
j=1
whose components
are given by
G˜ εi (x, ξ;x
′) , min
ki∈A
G;ε
i (x
′)
Ĝi,ki(x, ξ;x
′), F˜ εj (x, ξ;x
′) , min
k ′j∈A
F ;ε
j (x
′)
F̂j,k ′j (x, ξ;x
′), (18)
16
where
Ĝi,ki(x, ξ;x
′) , gGi (x, ξ) − hGi,ki(x ′)−∇hGi,ki(x ′)⊤(x− x ′),
F̂j,k ′j (x, ξ;x
′) , gFj (x, ξ)− hFj,k ′j (x
′)−∇hFj,k ′j (x
′)⊤(x− x ′).
The functions G˜ εi (•, ξ;x ′) and F˜ εj (•, ξ;x ′) are no longer convex; nevertheless, the optimization
problem, minimize
x∈X
{
V̂ εNν (x;x
ν) +
1
2ρ
‖x− xν‖2
}
is practically implementable as it is equivelant to
minimize

ki ∈ AG;εi (x ν), i ∈ [ℓG]
k ′j ∈ AF ;εj (x ν), j ∈ [ℓF ]


minimize
x∈X
{
V̂ k,k
′
Nν
(x;xν) +
1
2ρ
‖x− xν‖2
}
︸ ︷︷ ︸
a convex program, one for each pair (k, k ′)
,
where
V̂ k,k
′
Nν
(x;x ′) , ψ
(
1
Nν
Nν∑
t=1
ϕ
(
Ĝk(x, ξ t;x ′),
1
Nν
Nν∑
s=1
F̂ k
′
(x, η s;x ′)
))
,
Ĝk(x, ξ;x ′) ,
(
Ĝi,ki(x, ξ;x
′)
)ℓG
i=1
, F̂ k
′
(x, ξ;x ′) ,
(
F̂j,k ′j (x, ξ;x
′)
)ℓF
j=1
.
In this case, the limiting surrogate function at an accumulation point x∞ is
V̂ ε∞(x;x
∞) , ψ
(
E
[
ϕ
(
G˜ ε(x, ξ˜;x∞), E
[
F˜ ε(x, ξ˜;x∞)
] ) ] )
.
Under the technical assumptions stipulated in Corollary 4 and the interchangeability of directional
derivatives with expectations, it can be shown that the accumulation point x∞ satisfies that for
any ε ′ ∈ [ 0, ε ),
(
V̂ ε
′
∞ (•;x∞)
)′
(x∞;x − x∞) ≥ 0 for all x ∈ X (see [22]). In particular, with
ε ′ = 0, it follows that every limit point of the SMM algorithm sequence satisfies the directional
stationarity property of the given compound SP (1).
With the above strong conclusion, it is natural to ask the question whether this result can be
extended to the case where the functions hGik and h
F
jk are random. The challenge of this case is that
the both index sets AG;εi and AF ;εj will be dependent on the realizations of random vector ξ˜, and
significantly complicate the proof; further analysis of the behavior of the index sets AG;εi (x, ξ) and
AF ;εj (x, ξ) is needed. In this situation, the analysis in the paper [24] may prove useful. A detailed
treatment of this extended case is left for a future study.
5 Post-Convergence Analysis: Error Bounds
A practical stopping rule of an iterative algorithm for solving a nonconvex optimization problem
should test the accuracy of a candidate solution to stationarity, instead of optimality. The type
of stationarity depends on the algorithm and the problem structure as well. For instance, for
the compound SP (1) in which the component functions G and F are dc functions with max-
smooth concave parts, the SMM Algorithm asymptotically computes a compound critical point
with probability 1, whereas the enhanced version of the SMM Algorithm could asymptotically
compute a directional stationary solution of the same problem with probability 1.
When the algorithm terminates, we wish to be able to affirmatively assert that the iterate at
termination is indeed such an approximate stationary point, guaranteed by a posteriori error bound
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with a computable residual function for the stationarity property in question. The derivation of
such an error bound is the main focus of this section. We accomplish this in two steps. First, for
iterates of the Majorization-Minimization (MM) algorithm for solving a deterministic nonconvex
nonsmooth optimization problem with a locally Lipschitz continuous objective function and convex
constraints, we provide a surrogation-based error bound for the distance of the test point to the
set of Clarke stationarity points with a computable residual function. Second, the discussion is
extended to the SMM Algorithm for the compound SP (1) by means of a probabilistic surrogation-
based global error bound. We should note that while there is an extensive literature on the theory
of error bounds for deterministic optimization problems, the main departure of our results from
this literature is that we aim at addressing the family of surrogation-based algorithms, of which
the SMM algorithm is an example. In particular, we quantify the distance to stationarity in terms
of the deviation of the fixed-point property of the surrogation-based algorithmic map.
5.1 A detour: Deterministic problems with an MM algorithm
Consider the following optimization problem:
minimize
x∈X
θ(x), (19)
where X is a closed convex set in Rn and θ is a locally Lipschitz continuous function on X so
that the Clarke subdifferential ∂C θ(x) is well defined at any x ∈ X. Assume the following three
conditions on the family of surrogation (SR) functions
{
V̂ (•;x ′)
}
x ′∈X
:
(SR1) for any x ′ ∈ X, the objective θ admits a convex majorant V̂ (•;x ′) on X satisfying:
(i) V̂ (x ′;x ′) = θ(x ′) (ii) V̂ (x;x ′) ≥ θ(x) for all x ∈ X; and (iii) a positive scalar κ independent of
x ′ exists such that:
θ(x) +
κ
2
‖x− x ′ ‖2 ≥ V̂ (x;x ′), ∀x ∈ X. (20)
For a given but arbitrary scalar ρ > 0, let V˜ρ(x;x
′) , V̂ (x;x ′) +
1
2 ρ
‖x − x ′ ‖2. The MM
algorithm for solving the problem (19) generates a sequence {xν} by the fixed-point iteration:
xν+1 =MV˜ρ(x ν) applied to the map
MV˜ρ : x
′ 7→ argmin
x∈X
V˜ρ(x;x
′).
A natural question to ask about the fixed-point iterations of the map M
V˜ρ
is when to terminate
the iterations so that a current iterate xν can be certified to be “asymptotically stationary” for the
problem (19). Let S CX,θ be the set of C(larke) stationary points of the problem (19); i.e.,
S CX,θ , {x ∈ X | 0 ∈ ∂C θ(x) +N (x;X) } ,
where N (x;X) is the normal cone of X at x ∈ X. For a given x̂ ∈ X, the (Euclidean) distance
from x̂ to S CX,θ, denoted dist(x̂;S
C
X,θ), is a conceptual measure of stationarity of x̂ in the sense
that this distance is equal to zero if and only if x̂ is C-stationary. An alternative measure is
rCX,θ(x̂) , dist(0; ∂C θ(x̂) +N (x̂;X)), which is the (Euclidean) distance from the origin to the set
∂C θ(x̂) +N (x̂;X). Note that these two measures are related in the following sense,
dist(x̂;S CX,θ) = 0 ⇔ rCX,θ(x̂) = 0, (21)
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which means that either distance can serve as a residual function for the other. Yet, it is not easy to
compute the distance measure rCX,θ(x̂) when θ is the composition of nonsmooth functions. Tailored
to the MM algorithm, we are interested in establishing an upper bound of dist(x̂;SCX,θ) by the
computable residual rV˜ρ(x̂) ,
∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ for any x̂ of interest. We consider two types of error
bound conditions, namely local error bound and metric subregularity, under which the computable
residual r
V˜ρ
(x̂) can be used to measure the asymptotic stationarity of a test point globally or locally,
respectively.
5.1.1 Local error bounds
An error bound property extends the above equivalence (21) to an inequality between the two
distances when they are not zero. Specifically, we say that a local error bound (LEB) holds for the
set S CX,θ with r
C
X,θ(x) as the residual on X if
(LEB) there exist positive constants η and ε such that
rCX,θ(x) ≤ ε ⇒ dist(x;S CX,θ) ≤ η
[
rCX,θ(x)
]
, ∀x ∈ X. (22)
We refer to [11, Chapter 6] for some basic discussions about error bounds. In the case when θ
is continuously differentiable so that ∂C θ(x) consists of the gradient ∇θ(x) only, the stationarity
condition of (19) becomes a variational inequality (VI) defined by the pair (X,∇θ) and the residual
rCX,θ(x) is the so-called normal residual of the VI. It is shown in the reference [11, Proposition 6.2.1]
that in this differentiable case, the error bound (22) is intimately related to the “semistability” of
the VI on hand. Generalization of this connection to the nondifferentiable case is outside the scope
of this paper and deserves a full investigation elsewhere. By relating the two quantities under the
LEB condition, one can obtain an inequality bounding the distance dist(x;SCX,θ) in terms of the
computable residual r
V˜ρ
(x). Specifically, we are interested in establishing the existence of a global
and computable error bound:
(S-GEBρ) for every ρ > 0, there exists a positive constant η̂ such that
dist
(
x;S CX,θ
) ≤ η̂ r
V˜ρ
(x), for all x ∈ X of interest. (23)
The above inequality is a surrogation-based global error bound (S-GEB) for Clarke stationarity
of the problem (19) with the computable quantity rV˜ρ(x) as the residual. Informally, this error
bound suggests that the smaller this residual is (i.e., the closer x̂ is to satisfying the fixed-point
property of the map M
V˜ρ
), the smaller the left-hand side will be; (i.e., the closer x̂ is to the set
of C-stationary solutions of (19)). Thus (23) provides a theoretical basis for the use of r
V˜ρ
(x) as
a practical termination rule for the surrogation-based algorithm. Note that a necessary condition
for (23) to hold is that
(SR2) FIX(M
V̂
) ⊆ S CX,θ, where FIX(MV̂ ) , {x ∈ X : x =MV̂ (x)}; this is equivalent to assuming
FIX(M
V˜ρ
) ⊆ S CX,θ for any ρ > 0.
Assumption (SR2), depending on the choice of surrogation functions, amounts to stipulating that
the quantity r
V˜ρ
(x) is a legitimate residual for the set S CX,θ for any ρ > 0. Under this assumption, we
establish the surrogation-based global error bound (23) via two steps. The first step (Lemma 6) is
to apply Ekeland’s variational principle to obtain some preliminary bounds of an auxiliary vector x¯
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derived from x. The proof of this step is similar to the argument employed in [9]. The second step is
to invoke the (LEB) assumption on the set S CX,θ to deduce the bound (23) when the right-hand side
is sufficiently small, which is further extended to hold for all vectors x in the compact set X (or any
compact subset T of X in the case when X is not assumed compact) from [11, Proposition 6.1.3]. It
is worth mentioning that in the proof below, the Clarke subdifferential is used for convenience and
can be replaced by any suitable subdifferential for which the condition (SR2) holds and a first-order
optimality condition holds for the optimization problem to which Ekeland’s variational principle is
applied. The significance of this remark is that in the setting of the subsequent Theorem 7, the
error bound (23) holds for any suitable subdifferential of θ that contains ∂Cθ(x) as a subset. For
instance, if θ = g−h is a dc function with g and h both being convex, then the inequality (23) can
be replaced by
dist
(
x;SDCX,θ
) ≤ η̂ r
V˜ρ
(x), for all x ∈ X of interest,
where SDCX,θ = {x ∈ X : 0 ∈ ∂g(x) − ∂h(x) + N (x;X)}, which establishes an error bound for
the set of critical points of θ on X. Throughout the discussion below, we continue to employ
the C-subdifferential but emphasize that a replacement of this subdifferential by other appropriate
subdifferentials may be warranted for certain classes of objective functions θ.
Lemma 5 (Ekeland’s variational principle). Let f : X ⊆ Rn → R be a lower semicontinuous
function that is bounded from below on a closed convex set X. Suppose that for some scalar ε > 0
and some vector x̂ ∈ X, we have f(x̂) ≤ infx∈X f(x) + ε. Then for any λ > 0, there exists a point
x¯ satisfying: (i) f(x¯) ≤ f(x̂); (ii) ‖ x¯− x̂ ‖ ≤ ǫ/λ; and (iii) x¯ = argmin
x∈X
{ f(x) + λ ‖x− x̂ ‖ }.
Lemma 6. Let X be a compact convex set in Rn and θ be a locally Lipschitz continuous function
on X. Suppose the conditions (SR1) and (SR2) hold for the optimization problem (19) and the
surrogate function V̂ . For every vector x̂ ∈ X and every scalar ρ > 0, there exists x¯ ∈ X, dependent
on ρ and x̂, such that
‖ x¯− x̂ ‖ ≤ 2rV˜ρ(x̂), and r
C
X,θ(x¯) = dist(0; ∂C θ(x¯) +N (x¯;X)) ≤
(
2
ρ
+
5κ
2
)
rV˜ρ(x̂).
Proof. For any x̂ ∈ FIX(MV˜ρ), from (SR2), we have x̂ ∈ S CX,θ. Thus for such x̂, choosing x¯ = x̂,
the lemma holds. It remains to consider the case when x̂ ∈ X \ FIX(MV̂ρ). Let
ζρ(x; x̂) , θ(x) +
(
1
2ρ
+
κ
2
)
‖x− x̂ ‖2 .
By the assumption (SR1), particularly the key inequality (20), we have
V˜ρ(x; x̂) +
κ
2
‖x− x̂ ‖2 ≥ ζρ(x; x̂) ≥ V˜ρ(x; x̂).
Consequently, ζ∗ , minimize
x∈X
ζρ(x; x̂) ≥ V˜ρ(MV˜ρ(x̂); x̂). Hence
ζρ(MV˜ρ(x̂); x̂)− ζ∗ ≤ ζρ(MV˜ρ(x̂); x̂)− V̂ρ(MV˜ρ(x̂); x̂) ≤
κ
2
∥∥∥MV˜ρ(x̂)− x̂∥∥∥2 .
By Ekeland’s variational principle, with ε =
κ
2
∥∥∥MV˜ρ(x̂)− x̂ ∥∥∥2 > 0 and λ = κ2 ∥∥∥MV˜ρ(x̂)− x̂ ∥∥∥ >
0, we deduce the existence of x¯ ∈ X such that
ζρ(x¯; x̂) ≤ ζρ(MV˜ρ(x̂); x̂),
∥∥∥ x¯−MV˜ρ(x̂) ∥∥∥ ≤ ∥∥∥ x̂−MV˜ρ(x̂) ∥∥∥ (24)
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and x¯ = argmin
x∈X
{ ζρ(x; x̂) + λ ‖x− x¯ ‖ }. By the optimality condition of the latter problem, we
have 0 ∈ ∂C θ(x¯)+
(
1
ρ
+ κ
)
(x¯− xˆ)+λB+N (x¯;X). This is the place where one can choose other
suitable subdifferential with which the first-order optimality condition holds. From (24), we have
‖ x¯− x̂ ‖ ≤
∥∥∥ x¯−MV˜ρ(x̂)∥∥∥+ ∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ ≤ 2 ∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ .
Moreover, we deduce
dist (0; ∂C θ(x¯) +N (x¯;X)) ≤
(
1
ρ
+ κ
)
‖ x¯− x̂ ‖+ λ ≤
(
2
ρ
+
5κ
2
)∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ ,
obtaining the two desired bounds.
Employing the (LEB) condition (22), we can establish the (S-GEBρ) condition (23).
Theorem 7. Let X be a compact convex set in Rn and θ be locally Lipschitz continuous on X.
Suppose the conditions (LEB), (SR1) and (SR2) hold for the optimization problem (19) and the
surrogate function V̂ . Then for every ρ > 0, (S-GEBρ) holds; that is there exists a constant η̂ > 0
such that
dist
(
x;S CX,θ
) ≤ η̂ rV˜ρ(x), for all x ∈ X.
Proof. We first show that positive ε ′ and η ′ exist such that for all x ∈ X,∥∥∥x−MV˜ρ(x)∥∥∥ ≤ ε ′ ⇒ dist (x;S CX,θ) ≤ η ′ rV˜ρ(x). (25)
Let x ∈ X be arbitrary, satisfying that x 6= MV˜ρ(x) without loss of generality. Corresponding to
this x, let x¯ ∈ X be the vector satisfying the two inequalities in Lemma 6. Let ε be the constant
with which (LEB) holds and ε ′ ,
(
2
ρ
+
5κ
2
)−1
ε. We then have
∥∥∥x−MV˜ρ(x)∥∥∥ ≤ ε ′ =⇒ rCX,θ(x¯) ≤
(
2
ρ
+
5κ
2
) ∥∥∥x−MV˜ρ(x)∥∥∥ ≤ ε
(LEB)
=⇒ dist(x¯;S CX,θ) ≤ η
[
rCX,C(x¯)
]
≤ η
(
2
ρ
+
5κ
2
) ∥∥∥x−MV˜ρ(x)∥∥∥ .
By the triangle inequality, we have
dist(x;S CX,θ) ≤ dist(x¯;S CX,θ) + ‖x− x¯ ‖ ≤ η
(
2
ρ
+
5κ
2
) ∥∥∥x−MV˜ρ(x)∥∥∥+ 2 ‖x −MV˜ρ(x) ‖,
from which the existence of the constants ε ′ and η ′ satisfying (25) follows readily. Since X is a
compact set, by a scaling argument employed in [11, Proposition 6.1.2], the local error (25) easily
implies the surrogation-based global error bound for all x ∈ X.
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5.1.2 Metric subregularity
A benefit of the local error bound postulate is that it yields a quantitative surrogation-based global
error bound (23) for a measure of approximate stationarity of any test vector x ∈ X; in particular,
the bound applies to any iterate xν produced by the MM algorithm. A pointwise version of this
postulate will yield similar conclusions but is restricted to points near a given reference point of
concern. We say that the point-to-set map x(∈ X) 7→ ∂Cθ(x) + N (x;X) is metrically subregular
[8, Section 3.8 3H] at a given C-stationary point x̂ of (19) if
(MS) there exist positive constants δ and η such that for all x ∈ X,
‖x− x̂ ‖ ≤ δ ⇒ dist(x;S CX,θ) ≤ η rCX,θ(x); (26)
or equivalently,
‖x− x̂ ‖ ≤ δ ⇒ dist
(
x; [ ∂C θ +N (•;X) ]−1 (0)
)
≤ η dist (0; ∂C θ(x) +N (x;X)) .
By [11, Proposition 6.1.2], it follows that the local error bound postulate implies metric subregular-
ity at every C-stationary solution of (19). With an additional assumption below, we establish the
surrogation-based computable error bound in Theorem 9 below, which is the pointwise analog of
Theorem 7, but holds in a neighborhood of the C-stationary point satisfying metric subregularity.
(SR3) The set-valued map ∂xV̂ : (x, x
′) ∈ X × X 7→ ∂xV̂ (x;x ′) is closed; that is, its graph{
(a, x, x ′) ∈ Rn × X ×X | a ∈ ∂xV̂ (x;x ′)
}
is a closed set.
Remark: Unlike the previous (SR1), (SR3) pertains to an upper semicontinuity of the subdiffer-
ential map ∂xV̂ of the surrogate function V̂ with reference to its two arguments. The role of (SR3)
is highlighted in the following proposition.
Proposition 8. Under (SR3), the map M
V˜ρ
is continuous and thus has a fixed point in X.
Proof. We only sketch the proof. Let {xk} ⊂ X be a sequence converging to x∞. We need to show
that the sequence {MV˜ρ(xk)} converges to MV˜ρ(x∞). To do this, it suffices to show that every
accumulation point of {M
V˜ρ
(xk)}, at least one of which must exist, solves minimize
x∈X
V˜ρ(x;x
∞). In
turn, this can be proved using a subgradient argument, assumption (SR3), and the uniqueness of
the optimal solution of the latter strongly convex problem.
Theorem 9. Let X be a compact convex set in Rn and θ be locally Lipschitz continuous on X.
Let the surrogate function V̂ satisfy the condition (SR1), (SR2), and (SR3). Let x̂ be a fixed point
of MV˜ρ (thus a C-stationary solution of (19) under (SR2)). If x̂ is metrically subregular satisfying
(26), there exist positive scalars δ ′ and η ′ > 0 such that
x ∈ B(x̂; δ ′) ⇒ dist(x;S CX,θ) ≤ η ′
∥∥∥x−MV˜ρ(x)∥∥∥ . (27)
Proof. Let δ and η be the constants associated with the metric subregularity of x̂. By the continuity
of MV˜ρ , for the given δ, we may choose δ1 > 0 such that
‖x− x̂ ‖ ≤ δ1 ⇒
∥∥∥x−MV˜ρ(x)∥∥∥ ≤ δ/4.
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Let δ ′ , min
(
δ1,
δ
2
)
. Let x ∈ X be arbitrary satisfying ‖x − x̂‖ ≤ δ ′, and without loss of
generality we may assume that x ∈ X \FIX(MV˜ρ). Thus
∥∥∥x−MV˜ρ(x)∥∥∥ ≤ δ/4. Let x¯ ∈ X be the
vector asserted by Lemma 6 satisfying
‖ x¯− x ‖ ≤ 2
∥∥∥x−MV˜ρ(x)∥∥∥ ≤ δ2 and rCX,θ(x¯) ≤
(
2
ρ
+
5κ
2
) ∥∥∥x−MV˜ρ(x)∥∥∥ .
We have ‖ x¯− x̂ ‖ ≤ ‖ x¯− x ‖+ ‖x− x̂ ‖ ≤ δ ′ + δ
2
≤ δ. Thus by the metric subregularity at x̂, it
follows that
dist(x¯;S CX,θ) ≤ η rCX,θ(x¯) ≤ η
(
2
ρ
+
5κ
2
) ∥∥∥x−MV˜ρ(x)∥∥∥ .
Therefore,
dist(x;S CX,θ) ≤ ‖x− x¯ ‖+ dist(x¯;S CX,θ) ≤
[
2 +
(
2
ρ
+
5κ
2
)
η
] ∥∥∥x−MV˜ρ(x)∥∥∥ ,
establishing the desired implication (27) with η ′ = 2 +
(
2
ρ
+
5κ
2
)
η.
5.2 Probabilisitic stopping rule of the SMM algorithm
Returning to the compound SP problem (1), whose statement we repeat below:
minimize
x∈X
Θ(x) , ψ
(
E
[
ϕ(G(x, ξ˜), E[F (x, ξ˜) ]
] )
, (28)
we are interested in the establishment of a global error bound with a computable residual function
similar to (23) for all x of interest, and apply the global error bound to construct a probabilistic
stopping rule for the SMM algorithm. Notice that with the random vectors in Θ, it is difficult to
achieve the kind of deterministic error bounds for (28) that are practically computable, unless the
sample space of the random vector ξ˜ is finite and known. In fact, the ultimate bounds we derive for
the compound SP are of the “with high probability” kind; see (34). To achieve this, we postulate
the following condition as an extension of the condition (iii) in (SR1):
(SRst) in addition to (A3G) and (A3F ), there exists a constant κ0 > 0 such that for all (x
′, ξ) ∈
X × Ξ, for any Ĝ(•, ξ;x ′) ∈ G(x ′, ξ) and F̂ (•, ξ;x ′) ∈ F(x ′, ξ),
G(x, ξ)+
κ0
2
‖x−x ′ ‖2 ≥ Ĝ(x, ξ;x ′) and F (x, ξ)+κ0
2
‖x−x ′ ‖2 ≥ F̂ (x, ξ;x ′), for any x ∈ X.
The above assumption is satisfied for the three types of component functions F and G discussed
in Section 4 under some Lipschitz gradient properties. It is straightforward to see that (SRst)
holds when each scalar function Gi(•, ξ) and Fj(•, ξ) are smooth functions with uniform Lipschitz
gradient κ0 with the surrogate functions following (14). When Gi(x, ξ) and Fj(x, ξ) are dc func-
tions following (15) with smooth concave parts hGi (x, ξ) and h
F
i (x, ξ), under the condition that
hGi (x, ξ) and h
F
i (x, ξ) have uniform Lipschitz gradient κ0, a simple calculation can show that the
above assumption holds with surrogate functions (16). Furthermore, when Gi(x, ξ) and Fj(x, ξ)
are dc functions with deterministic max-smooth concave parts following the definition (17), by
constructing the surrogation functions Ĝεi (x, ξ;x
′) and F̂ εj (x, ξ;x
′) following (18), we show that the
assumption (SRst) holds when the component functions in the concave parts {hGi,k(x)}k=1,...,KG and
{hFi,k(x)}k=1,...,KF have the uniform Lipschitz gradient.
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Proposition 10. Suppose G(•, •) : X × Ξ → RℓG , F (•, •) : X × Ξ → RℓF are two vector-
valued functions, where each element Gi(x, ξ) and Fj(x, ξ) are dc functions with deterministic
max-smooth concave parts following the definition (17). Each surrogation family G(x ′, ξ) and
F(x ′, ξ) contains a single surrogation function Ĝε(x, ξ;x ′) and F̂ ε(x, ξ;x ′) respectively following
(18) for any x ′ ∈ X and ξ ∈ Ξ. Suppose that the component functions in the concave parts
{hGi,k(x)}KGk=1 and {hFi,k(x)}KFk=1 have the uniform Lipschitz gradient, then the assumption (SRst)
holds.
Proof. By the convexity and the Lipschitz gradient property with modulus κ1, we have
hGi (x
′) +∇hGi (x ′)⊤(x− x ′) +
κ1
2
∥∥x− x ′ ∥∥2 ≥ hGi (x) ≥ hGi (x ′) +∇hGi (x ′)⊤(x− x ′)
Then Ĝεi (x, ξ;x
′)− κ1
2
∥∥x− x ′ ∥∥2 ≤ gGi (x, ξ) −max{hGi,k(x) : k ∈ AG,εi (x ′)} ≤ Ĝεi (x, ξ;x ′). Let
AGi (x) ,
{
k | hGi,k(x) ≥ max
{
hGi,k ′(x) : 1 ≤ k ′ ≤ KG
}}
. For an arbitrary x ′ ∈ X, for any positive
ε, ∃ δ(x ′, ε) such that ∀x ∈ X∩B(x ′; δ(x ′, ε)), we have AGi (x) ⊆ AGi (x ′) ⊆ AG,εi (x ′). This indicates
that ∀x ∈ X ∩ B(x ′; δ(x ′, ε)),
max
k∈AG,εi (x
′)
hGi,k(x) = max
k∈AGi (x
′)
hGi,k(x), and Ĝ
ε
i (x, ξ;x
′) ≤ Gi(x, ξ) + κ1
2
∥∥x− x ′ ∥∥2 . (29)
We next extend this local condition into a global one as in (SRst). Under assumptions (A4) and
(A4st), both ‖G‖ and ‖Ĝε‖ are upper bounded for any x, x ′ ∈ X and ξ ∈ Ξ. Hence, for any x in
the set X \B(x ′; δ(x ′, ε)), there exists κ2 > 0 such that Ĝεi (x, ξ;x ′) ≤ Gi(x, ξ)+
κ2
2
∥∥x− x ′ ∥∥2. By
combining with (29), the condition (SRst) holds with κ0 = max{κ1, κ2}.
The assumption (SRst), together with (A2), implies that all functions V̂ (•;x ′) ∈ V(x ′) are well
defined and there exists a constant κ > 0, such that
Θ(x) +
κ
2
‖x− x ′ ‖2 ≥ V̂ (x;x ′), ∀x ∈ X. (30)
For any member V̂ (•;x ′) ∈ V̂(x ′) and any scalar ρ > 0, we continue to write V˜ ρ(x;x ′) , V̂ (x;x ′)+
1
2ρ
∥∥x− x ′ ∥∥2. Although being a deterministic quantity, the residual based on the corresponding
fixed-point map MV˜ρ involves compound expectations, thus is not practical for use in an error
bound or a stopping rule for the SMM algorithm. For any member V̂N (•;x ′) ∈ V̂N (x ′) and any
scalar ρ > 0, let V̂N (x ′) be the family of discretized convex majorants (6) associated with given
sample sets {ξt}t∈[N ] and {ηs}s∈[N ]. We are interested in utilizing the sample-based fixed-point
map MV˜ ρ
N
where V˜ ρN (x;x
′) , V̂N (x;x
′) +
1
2ρ
∥∥x− x ′ ∥∥2 to construct a computable sample-based
residual function and establish a corresponding error bound of stationarity; such a result must
necessarily be probabilistic in order to take into account the randomness that defines the latter
map.
Further, we want to globalize the pointwise conditions (A4∞) so that we can apply the error
bound to an arbitrary test vector. Thus we postulate the following assumptions, which also cover
conditions (A4) and (A5):
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(A4st) sup
{∥∥∥ Ĝ(x, ξ;x ′)∥∥∥ : (x, ξ, x ′) ∈ X × Ξ×X, Ĝ(•, ξ;x ′) ∈ G(x ′, ξ)} < ∞;
sup
{∥∥∥ F̂ (x, ξ;x ′)∥∥∥ : (x, ξ, x ′) ∈ X × Ξ×X, F̂ (•, ξ;x ′) ∈ F(x ′, ξ)} < ∞.
(A5st) Ĝ(•, ξ;x ′) and F̂ (•, ξ;x ′) are both Lipschitz continuous on X, uniformly in (ξ, x ′) ∈ Ξ×X
for any Ĝ(•, ξ;x ′) ∈ G(x ′, ξ) and F̂ (•, ξ;x ′) ∈ F(x ′, ξ).
Finally, we postulate that the condition (LEB) holds for the pair (Θ,X) and that (SR2) holds for
any surrogate V̂ ∈ V. As a deterministic optimization problem and with the latter deterministic
surrogate, Theorem 7 can be applied to the problem (28) to yield the existence of a scalar η̂ > 0
such that
dist
(
x̂;S CX,Θ
) ≤ η̂ rV˜ρ(x̂), for all x̂ ∈ X. (31)
The next step is to relate the deterministic residual rV˜ρ(x̂) =
∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ to the sampled
residual rV˜ ρ
N
(x̂) =
∥∥∥ x̂−MV˜ ρ
N
(x̂)
∥∥∥ corresponding to the given (but arbitrary) samples {ξ t}t∈[N ]
and {η s}s∈[N ]. By the triangle inequality, we have∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ ≤ ∥∥∥ x̂−MV˜ ρN (x̂)∥∥∥+ ∥∥∥MV˜ρ(x̂)−MV˜ ρN (x̂)∥∥∥ (32)
Therefore, it remains to bound the second term on the right-hand side. Noticing that M
V˜ρ
(x̂) and
M
V˜ ρ
N
(x̂) are, respectively, the unique minimizers of the two strongly convex programs:
minimize
x∈X
[
V̂ (x; x̂) +
1
2 ρ
‖x− x̂ ‖2
]
and minimize
x∈X
[
V̂N (x; x̂) +
1
2 ρ
‖x− x̂ ‖2
]
,
we may apply the following simple result which is fairly standard for a strongly convex program.
For completeness, we provide a proof.
Lemma 11. Let f be a strongly convex function with modulus ζ > 0 on the compact convex set
X ⊆ Rn and let x¯ be the unique minimizer of f on X. For any function g, if xg is a minimizer of
g on X, then ‖ x¯− xg ‖ ≤ 2√
ζ
√
max
x∈X
| f(x)− g(x) |.
Proof. By the strong convexity of f , it follows that f(x) − f(x¯) ≥ ζ
2
‖x− x¯ ‖2 for all x ∈ X.
Thus, for xg as given in the lemma, we have
ζ
2
‖xg − x¯ ‖2 ≤ f(xg)− f(x¯) = [ f(xg)− g(xg) ] + [ g(xg)− g(x¯) ] + [ g(x¯)− f(x¯) ]
≤ 2max
x∈X
| f(x)− g(x) | because g(xg) ≤ g(x¯).
Thus the desired inequality follows readily.
Since the function V̂ (•; x̂)+ 1
2 ρ
‖ •−x̂ ‖2 is strongly convex with the modulus ρ−1 that is independent
of x̂, applying Lemma 11 to the inequality (32) yields that for all x̂ ∈ X, all positive integers N ,
and all samples {ξ t}t∈[N ] and {η s}s∈[N ],∥∥∥ x̂−MV˜ρ(x̂)∥∥∥ ≤ ∥∥∥ x̂−MV˜ ρN (x̂)∥∥∥+ 2√ρ
√
max
x∈X
| V̂ (x; x̂)− V̂N (x; x̂) | .
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Substituting this into (31) we therefore deduce, with ζ̂ , 2
√
ρ η̂,
dist
(
x̂;S CX,Θ
) ≤ η̂ ∥∥∥ x̂−MV˜ ρ
N
(x̂)
∥∥∥ + ζ̂√max
x∈X
| V̂ (x; x̂)− V̂N (x; x̂) | . (33)
Notice that max
x∈X
| V̂ (x; x̂) − V̂N (x; x̂) | is the uniform upper bound of the sample average approxi-
mation error for the compound expectation function V̂ (x; x̂) on X. Under assumptions (A4st) and
(A5st), we apply Corollary 3.6 in [10] to deduce the existence of positive constants γ, B, and C
such that for all x̂ ∈ X, all positive integers N , all i.i.d. samples {ξ t}t∈[N ] and {η s}s∈[N ], and all
scalars t > 0,
P
(
max
x∈X
| V̂ (x; x̂)− V̂N (x; x̂) | ≥ B +
√
t
N γ
)
≤ 2 exp
{
− t
2
2C
}
.
Combining the above inequality with (33) and choosing t = N γ/4, we obtain the existence of a
positive constant B′ such that
P
(
dist
(
x̂;S CX,Θ
) ≥ η̂ ∥∥∥ x̂−MV˜ ρ
N
(x̂)
∥∥∥+ B ′
N γ/4
)
≤ 2 exp
{
−N
γ/2
2C
}
. (34)
We summarize the above derivations in the theorem below.
Theorem 12. Under assumptions (A1)–(A3), (A4st), (A5st), (SRst), (LEB), and (SR2), for every
ρ > 0, there exist positive constants γ, B ′, and C such that for all x̂ ∈ X, all positive integers N ,
all i.i.d. samples {ξ t}t∈[N ] and {η s}s∈[N ], the probabilistic bound (34) holds. 
This suggests that in the SMM algorithm, the distance between successive iterates can be adopted as
a stopping rule to guarantee the asymptotic stationarity of the iterative point with high probability
when the sample size Nν is large.
6 Applications to Risk Measure Minimization
In all the problems discussed in this section, there is a bivariate loss function f(x, ξ) defined on
R
n × Ξ that is of the Carathe´odory kind. The random vector ξ˜ here may represent the rates of
returns of some financial assets. This loss function is composed with multiple types of risk measures;
the resulting composite function is then the overall objective to be minimized. We present three
classes of decision-making problems under uncertainty and show how they can be formulated as
special instances of (1).
6.1 Risk measures: (C)VaR, OCE, and (b)POE
We focus on three risk measures: the conditional value-at-risk (CVaR); the optimized certainty
equivalent (OCE), and the buffered probability of exceedance (bPOE). Let Z : Ω→ R be a scalar
random variable on the probability space (Ω,A,P) with cumulative distribution function FZ . For
a given scalar α ∈ (0, 1), the α-Value-at-Risk (VaR) is defined as VaRα(Z) , min{z : FZ(z) ≥ α}
while the α-Upper Value-at-Risk of Z is defined as VaR+α (Z) , min{z : FZ(z) > α}. The α-CVaR
is CVaRα(Z) ,
1
1− α
∫
z≥VaRα(Z)
z d(FZ(z) − α). For a continuous random variable Z, we have
CVaRα(Z) = E [Z | Z ≥ VaRα(Z) ]. It is known that CVaR can be represented as the optimal
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value of a scalar convex optimization problem; i.e., CVaRα(Z) = min
η∈R
{
η +
1
1− α E [Z − η ]+
}
.
Predating the CVaR and generalizing it, the Optimized Certainty Equivalent (OCE) is a decision-
theoretic risk measure that is defined relative to a utility function. By choosing appropriate utility
functions, it is shown in [3] that the negative of the OCE covers a wide family of convex risk
measures. For instance, the negative OCE of a certain piecewise linear utility function reduces to
the CVaR. The formal definition of OCE is given below.
Definition 13. Let u : R→ [−∞,∞) be a proper closed concave and nondecreasing utility function
with effective domain dom(u) = {t ∈ R : u(t) > −∞} 6= ∅. Assume further that u(0) = 0 and
1 ∈ ∂u(0). The Optimized Certainty Equivalent (OCE) of the uncertain outcome Z is:
Su(Z) , sup
η∈R
{ η + E[u(Z − η)] } . (35)
The following lemma ([3, Proposition 2.1]) states that whenever there is an optimal solution to the
problem (35), there is an optimal solution in the support of the random variable Z.
Lemma 14. Let Z be a scalar random variable with the support interval [zmin, zmax]. If the
supremum in Su(Z) is attained, then Su(Z) = sup
η∈[zmin, zmax]
{ η + Eu(Z − η) } . Furthermore, if u is
strictly concave and Z is a continuous random variable, then the supremum is uniquely attained
in [zmin, zmax].
We refer the reader to [21] for a demonstration of the difference-convexity of the function Su(f(•, ξ˜))
when f(•, ξ) is a difference-of-convex function for almost all ξ ∈ Ξ. Another natural risk measures
are the Probability of Exceedance(POE) and its buffered extension. Both of these measures have
received growing attention in risk applications [26, 27, 28, 19, 20, 18, 17]. Being the counterpart
of VaR, the POE quantifies the probability that an uncertainty exceeds a threshold. In the same
manner that 1 - POE is the inverse of VaR, the buffered probability of exceedance is proposed as
the counterpart of CVaR; i.e., 1 - bPOE is the inverse of CVaR. These two probability concepts:
POE and bPOE, are formally defined as follows. We let sup(Z) , sup
ω∈Ω
Z(ω) denote the essential
supremum of a scalar-valued random variable Z.
Definition 15. The probability of exceedance at the threshold τ ∈ R of a random variable Z with
cumulative distribution function FZ is
POE(Z; τ) , P(Z > τ) = 1− FZ(τ).
The upper buffered probability of exceedance at the same threshold τ is
bPOE+(Z; τ) ,
{
1−min {α ∈ (0, 1) : CVaRα(Z) ≥ τ } if τ ≤ sup(Z)
0 if τ > sup(Z).
As a function of τ , bPOE+(Z; •) is a nonincreasing function on R with no more than one discontin-
uous point, which is sup(Z) if P(Z = sup(Z)) 6= 0. Besides upper bPOE, lower bPOE is defined in
[18] which differs from upper bPOE only when τ = sup(Z). In the present paper, we focus on the
upper bPOE as the risk measure, so we use bPOE(Z; τ) as a simplification to represent the upper
bPOE. As discussed in-depth in [18], it is advantageous to use the bPOE rather than the POE as
the risk measure because bPOE includes the tail distribution of risk; moreover, the minimization
27
of the objective bPOE(x⊤ξ˜; τ) over the (deterministic) variable x can be formulated as a convex
stochastic program by using the convex optimization formula of bPOE as follows:
bPOE(Z; τ) = minimum
a≥0
E[a(Z − τ) + 1]+ . (36)
For a continuous random variable Z, we have bPOE(Z; τ) = P(Z > q) where q satisfies the
equation τ = E [Z | Z ≥ q ]. It can be easily shown that bPOE is invariant under monotonic
linear transformation, i.e., bPOE(h(X);h(τ)) = bPOE(X; τ) for any nondecreasing linear function
h. So bPOE is not a coherent risk measure. The following lemma identifies the solution set of the
optimization formula of the bPOE, showing in particular that it is a closed interval. Its detailed
proof can be found in [20, Proposition 1].
Lemma 16. Let Z be a random variable satisfying E[Z] < sup(Z). For τ ∈ (E[Z], sup(Z) ), the
optimal solution set in the formula (36) is a closed interval
[
1
τ −VaR+α∗(Z)
,
1
τ −VaRα∗(Z)
]
with
α∗ = 1 − bPOE(Z; τ). For τ ≤ E[Z], the corresponding optimal solution in bPOE(Z; τ) is 0. For
τ = sup(Z), bPOE(Z; τ) = lim
a→∞
E[a(Z − τ) + 1]+. For τ > sup(Z), the corresponding optimal
solution set is
[
1
τ − sup(Z) , +∞
)
.
We should emphasize that key conclusions of Lemmas 14 and 16 are the existence of bounded
optimal solutions of the respective optimization problems defining the OCE and bPOE. Such
boundedness of the optimizing scalars plays an important role in the treatment of the applied
problems within the framework of the compound SP (1) that requires the blanket assumption of
the boundedness of the feasible set X.
6.2 Generalized deviation optimization
The variance is the expected squared deviation from the mean. Generalizing this classic deviation,
a generalized deviation measure, which was first proposed in [29], quantifies the deviation from the
mean by employing risk measures. For instance, the CVaR of deviation (from the mean) is defined
as CVaRα(Z − E[Z ] ), which quantifies the conditional expectation of the tail distribution of the
difference Z − EZ. It is useful in many applications; e.g., in portfolio management problems when
the manager has an adverse attitude towards the tail of the excessive and/or shortfall return. It
can also be connected with parametric statistical learning problems. For instance, the excessive
or shortfall forecast of demands may lead to different levels of costs in inventory management and
thus should be weighted asymmetrically in demand forecasting. Replacing the CVaR of deviation,
we consider two other generalized deviations in the following subsections, using the OCE (that
covers the CVaR) and bPOE; we also consider a distributionally robust extension of the bPOE
problem. While the treatment in each of these cases is similar, we separate their discussion due
to their independent interests. The applications presented below broaden the applicability of the
compound SP framework beyond those noted in the reference [10].
6.2.1 OCE of deviation optimization
Given the loss function f(x, ξ) of the Carathe´odory kind, a random vector ξ˜, and a compact convex
subset X of Rn, the OCE of deviation (from the mean) optimization problem is:
minimize
x∈X
φ(x) , −Su
(
f(x, ξ˜)− E[f(x, ξ˜)]
)
. (37)
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Here we make the following additional assumptions on the function f :
(B1) There exist finite scalars fmin and fmax satisfying fmin < fmax,
fmin ≤ f(x, ξ)− E
[
f(x, ξ˜)
]
≤ fmax for all x ∈ X and almost all ξ ∈ Ξ.
(B2) For any x ∈ X, the argmax of the OCE defining the objective φ(x) in (37) is nonempty; i.e.,{
η∗ ∈ R | Su
(
f(x, ξ˜)− E[ f(x, ξ˜)]
)
= η∗ + E
[
u(f(x, ξ˜)− E[f(x, ξ˜)]− η∗)
]}
6= ∅.
With (B1) and (B2) in place, we have, according to Lemma 14,
φ(x) = minimum
η∈[fmin,fmax]
{
−η − E
[
u
(
f(x, ξ˜)− E
[
f(x, ξ˜) + η
] ) ]}
.
Hence, the OCE of deviation optimization (37) can be formulated as the nonconvex compound
stochastic program:
minimize
x∈X, η∈[ fmin, fmax ]
E
[
ϕ(G(x, η, ξ˜),E [F (x, η, ξ˜)] )
]
, (38)
where F (x, η, ξ) , f(x, ξ) + η, G(x, η, ξ) ,
( −f(x, ξ)
−η
)
, and ϕ(y1, y2, y3) , −u(−y1 − y3) + y2
is a convex and isotone function. With this formulation, we only need to take the surrogation of
±f(x, ξ) with respect to x and leave the vector η alone. Depending on the structure of f , we can
construct the surrogation accordingly. For instance, if f(•, ξ) is a dc function (thus so are F (•, η, ξ)
and G(•, η, ξ)), we can refer to Subsection 2.1 for the construction of surrogate functions of the
objective function in (38). Details are omitted.
6.2.2 bPOE of deviation optimization
Buffered probability of exceedance can be used as a risk measure to quantify the deviation as well.
In this and the next subsection, we discuss bPOE-based optimization problems. This subsection
pertains to a bPOE of deviation problem (39) subject to a convex feasibility constraint, similar to
the OCE of deviation problem discussed in the last subsection. The next subsection considers a
distributionally robust version with the bPOE optimization problem.
The τ -bPOE of deviation optimization problem as follows:
minimize
x∈X
φ(x) , bPOE
(
f(x, ξ˜)− E
[
f(x, ξ˜)
]
; τ
)
. (39)
Without loss of generality, we may assume that τ ≤ min
x∈X
sup(f(x, ξ˜) − E[f(x, ξ˜)]), because if
τ > min
x∈X
sup(f(x, ξ˜) − E[f(x, ξ˜)]), then any x¯ ∈ argmin
x∈X
sup(f(x, ξ˜) − E[f(x, ξ˜)]) is an optimal
solution of (39) because φ(x¯) = 0. Furthermore, to avoid technical details, we restrict the level τ
so that Lemma 16 is applicable to the random vectors for all x ∈ X; specifically, we assume
(C1) the constant τ satisfies that τ < min
x∈X
sup (f(x, ξ˜)− E[f(x, ξ˜)]).
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With this restriction, from Lemma 16, we deduce the existence of a positive constant A¯ independent
of x such that
φ(x) = minimum
0≤a≤ A¯
E
[
a ( f(x, ξ˜)− E[f(x, ξ˜)]− τ ) + 1
]
+
.
By lifting the optimization problem in (39) to the minimization over x and a jointly, we can
formulate the following compound SP with a convex and compact constraint:
minimize
x∈X, 0≤a≤A¯
E
[
ϕ(G(x, a, ξ˜),E[F (x, a, ξ˜)])
]
,
where ϕ(b1, b2) = [ b1+ b2 ]+, F (x, a, ξ) , −af(x, ξ) and G(x, a, ξ) , a(f(x, ξ)− τ)+1. For a host
of loss functions f(x, ξ), such as smooth functions and dc functions, we can again derive surrogates
of the above objective function based on the general discussion in previous sections.
6.3 Distributionally robust mixed bPOE optimization
With the single bPOE measure and a convex loss function f(•, ξ), the bPOE optimization problem
can be reformulated as a convex stochastic program (see Proposition 4.9 in [18]) by using the
operation of right scalar multiplication. Several special cases, such as convex piecewise linear cost
functions and homogenous cost functions with no constraints are considered in [18] and [17]. In
this subsection, we consider the bPOE optimization with the objective being a mixture of bPOEs
at multiple thresholds. In this way, unlike the mixed CVaR which is still a convex function,
bPOE optimization becomes nonconvex and nonsmooth. Though the idea of mixed risk measures
is not new, to the best of our knowledge, the present paper is the first to study mixed bPOE
optimization. There are many potential applications of mixed bPOE. For instance, a decision
maker may expect a solution under which not only the probability of the loss exceeding a positive
level τ1, i.e., POE(f(x, ξ˜); τ1) is small but also the probability of the return exceeding a positive
level τ2, i.e., POE(−f(x, ξ˜); τ2) = 1 − POE(f(x, ξ˜);−τ2) is large. Using the bPOE in the place
of POE and a mixture of two objectives, the goal is thus to minimize the combined objective
β bPOE(f(x, ξ˜); τ1) + (1− β) bPOE(f(x, ξ˜);−τ2) for different values of the scalar β ∈ (0, 1).
In practice, the exact probability distribution of the uncertainty is usually unknown. If one has
the partial knowledge of the true probability distribution, one could construct an ambiguity set
of probability distributions and formulate the distributionally robust mixed bPOE optimization.
There are numerous choices of ambiguity sets; we refer to [25] for a thorough review of the state-of-
art of distributionally robust optimization. In what follows, we use a set of mixture distributions as
the ambiguity set and we formulate the resulting distributionally robust mixed bPOE optimization
as a compound SP program. If we use the ambiguity set based on the Wasserstein distance, with
the dual result in [12], a standard SP may be formulated. Since this falls outside the scope of
compound SPs, we do not consider this version of the robust bPOE problem in this paper.
In what follows, we consider the optimization of a multi-level mixture of bPOEs. Let P denote
an ambiguity set of a family of cumulative distribution functions. The objective function is the
maximum over distributions in P of a weighted summation of the bPOE( f(x, ξ˜p); τj ) at the level
τj weighted by the factor βj ≥ 0 for j = 1, · · · , J , where ξ˜p : Ω → Ξ ⊆ Rm represents the random
vector with cumulative distribution function p ∈ P. With this setup, we consider the following
distributionally robust mixed bPOE optimization problem:
minimize
x∈X
maximum
p∈P
J∑
j=1
βj minimum
aj≥0
E
[
aj
(
f(x, ξ˜p)− τj
)
+ 1
]
+
, (40)
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where a , (aj)
J
j=1. In what follows, we take the family P to consist of mixtures (i.e., convex com-
binations) of given cumulative distribution functions {πk}Kk=1, i.e., P ,
{
K∑
k=1
λk πk : λ ∈ Λ
}
,
where Λ ,
{
λ = (λk)
K
k=1 |
K∑
k=1
λk = 1, and 0 ≤ λk ≤ 1 ∀ k = 1, · · · ,K
}
is the unit simplex in
R
K . Although being convex constrained, problem (40) is a highly nonconvex nonsmooth problem
with the nonconvexity and nonsmoothness coupled in a nontrivial way; both challenging features are
in addition to the stochastic element of the expectation. Besides being computationally intractable
as far as a global minimizer is concerned, it is not even clear what kind of stationary solutions
one can hope for any algorithm to be able to compute. Our approach to treat this problem as
follows. First, we show that each minimization over aj can be restricted to a compact interval;
this then allows us to exchange the maximization over p ∈ P with the minimization over a ≥ 0.
The second step is to combine the latter minimization in a with that in x and to realize that the
maximization in p over the unit simplex Λ is equivalent is a discrete pointwise maximum, by the
fact that the cumulative distribution function of the random vector ξ˜p is a mixture of {πk}Kk=1.
The end result is that problem (40) becomes a compound SP of the type (1). To accomplish these
steps, we assume, in addition to the standing assumption of compactness and convexity of the set
X and the Carathe´odory property of f , the following condition similar to the condition (C1):
(C2) for each j = 1, · · · , J , the constant τj satisfies that τj < min
x∈X
max
1≤k≤K
sup(f(x, ξ˜πk)).
With p ∈ P given by p =
K∑
k=1
λk πk, we write
gj(x, aj , p) , E
[
aj
(
f(x, ξ˜p)− τj
)
+ 1
]
+
=
K∑
k=1
λk E
[
aj
(
f(x, ξ˜πk)− τj
)
+ 1
]
+︸ ︷︷ ︸
denoted gj(x, aj , πk)
.
Thus,
minimum
aj≥0
gj(x, aj , p) = minimum
aj≥0
K∑
k=1
λk gj(x, aj , πk). (41)
Under (C2), we may deduce from Lemma 16 the existence of a positive constant A¯j independent
of k such that
minimum
aj≥0
gj(x, aj , πk) = minimum
0≤aj ≤ A¯j
gj(x, aj , πk). (42)
The constants A¯j cannot be directly applied to (41) because there is the summation over k. We need
to invoke the following lemma which shows that if each univariate convex minimization problem
in a finite family has a bounded optimal solution, then so does any nonnegative combination of
this family of problems. This allows us to bound the minimizer in (41) and prepare the exchange
of the maximization and inner minimization operators in the objective function of (40); see the
subsequent Proposition 18.
Lemma 17. Let {hi(t)}Ii=1 be a finite family of convex functions all defined on the same closed
interval T of R. For each i ∈ [I], let t∗i ∈ T be a global minimizer of hi on T . Then for any
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family of nonnegative scalars {βi}Ii=1, the sum function ĥ(t) ,
I∑
i=1
βihi(t) has a minimizer on T
that belongs to the compact sub-interval T∗ ,
[
min
i∈[I]
t∗i , max
i∈[I]
t∗i
]
.
Proof. Being continuous, ĥ has a minimizer in the interval T∗, which we denote t∗. We claim that t∗
is a minimizer of ĥ on T . Assume the contrary. Then there exists u ∈ T \T∗ such that ĥ(u) < ĥ(t∗).
Without loss of generality, we may assume that t∗1 = min
i∈[I]
t∗i and t
∗
I = max
i∈[I]
t∗i . Suppose u < t
∗
1. By
convexity, we have hi(u) ≥ hi(t∗1) for all i ∈ [I]. Hence, it follows that∑
i∈[I]
βi hi(t
∗
1) ≤ ĥ(u) < ĥ(t∗) ≤
∑
i∈[I]
βi hi(t
∗
1),
which is a contradiction. If u > t∗I , then hi(u) ≥ hi(t∗I) for all i ∈ [I]. Hence, it follows that∑
i∈[I]
βi hi(t
∗
I) ≤ ĥ(u) < ĥ(t∗) ≤ ĥ(t∗I) =
∑
i∈[I]
βi hi(t
∗
I),
which is also a contradiction.
Since for each j,
K∑
k=1
λk gj(x, aj , πk) is a nonnegative combination of the family { gj(x, aj , πk) }Kk=1,
and each gj(x, •, πk) attains its minimum on the nonnegative axis in the interval
[
0, A¯j
]
, by the
above lemma, we deduce the existence of positive constants Âj > 0, for j = 1, · · · , J , that are
independent of p ∈ P such that
minimum
a≥0
J∑
j=1
βj gj(x, aj , p) =
J∑
j=1
βj minimum
aj≥0
gj(x, aj , p) =
J∑
j=1
βj minimum
aj≥0
K∑
k=1
λk gj,k(x, aj , πk)
=
J∑
j=1
βj minimum
0≤aj ≤ Âj
K∑
k=1
λk gj(x, aj , πk) = minimum
0≤a≤ Â
J∑
j=1
βj gj(x, aj , p).
(by (41), (42), and Lemma 17)
Since the simplex Λ is a compact convex set, it follows from the well-known min-max theorem that
maximum
p∈P
minimum
a≥0
J∑
j=1
βj gj(x.aj , p) = minimum
0≤a≤ Â
maximum
p∈P
J∑
j=1
βj gj(x.aj , p)
= minimum
0≤ a≤ Â
maximum
λ∈Λ
K∑
k=1
λk
J∑
j=1
βj gj(x, aj , πk) = minimum
0≤a≤ Â
maximum
1≤k≤K
J∑
j=1
βj gj(x, aj , πk).
Summarizing the above derivations, we obtain the next result that yields the promised equivalent
formulation of (40) as one of minimizing a pointwise maximum function. No more proof is needed.
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Proposition 18. Under condition (C2), the distributionally robust mixed bPOE optimization
problem (40) is equivalent to the following program:
minimize
x∈X, 0≤a≤Â
maximum
1≤k≤K
J∑
j=1
βj gj(x, aj , πk), (43)
where gj(x, aj , πk) , E
[
aj
(
f(x, ξ˜πk)− τj
)
+ 1
]
+
. The equivalence means that if x is an optimal
solution of (40), then a exists such that (x, a) is an optimal solution of (43); conversely, if (x, a) is
an optimal solution of (43), then x is an optimal solution of (40). 
To see how (43) fits the compound SP framework (1), we define ψ : RJK → R by ψ(y1, · · · , yJ) =
max
1≤k≤K
J∑
j=1
βj y
j
k where each y
j =
(
yjk
)K
k=1
, G(x, a, ξ) =
(
( aj ( f(x, ξπk)− τj ) + 1 )Kk=1
)J
j=1
, ϕ(b) =
b+ for b ∈ RJK , and the function F to be identically zero. One can now readily obtain convex
majorants of the objective function in (43). Details are omitted. Notice that in this problem, the
outer function ψ is a non-trivial pointwise maximum of finitely many linear functions.
6.4 Cost-sensitive multiclass classification with buffered probability
In binary classifications, type I error (the conditional probability that the predicted label is 1 given
that the true label is 0) and type II error (the conditional probability that the predicted label is 0
given that the true label is 1) may result in significantly different costs. So cost-sensitive learning
approach assigns two different costs as weights of the type I and type II errors in order to learn
a classifier with the asymmetric control of the binary classification errors. Generalizing to the
multiclass classification, there could be multiple (more than two) types of errors which need the
asymmetric control. For instance, a medical diagnosis may categorize the serious condition of a
disease into 5 levels, i.e., {1, 2, 3, 4, 5}, in which the higher number represents the worse condition.
We might categorize the errors into 4 groups by the gap between the true level and the categorized
level: (i) greater than 2; (ii) less than 2 and greater than 0; (iii) less than 0 and greater than -2; (iv)
less than -2. Errors in each group can produce similar costs, but the costs of errors among different
groups could be significantly different. Hence, with this attitude of the asymmetric classification
errors, we need to assign different weights as the costs in learning the classifier.
In general, for a multiclass classification problem, let (X,Y ) be jointly distributed random vectors
where Y ∈ [M ] , {1, . . . ,M} denotes the label from M classes and X ∈ Rk denote the random
vector of attributes. The classifier makes its decision based on the scoring functions {h(x, µm)}Mm=1
where {µm}Mm=1 ⊂ Rn are parameters. Given these parameters, we classify a vector X into the
class j if j ∈ argmax{h(X,µm) : m ∈ [M ]}. Since there are M classes, there are M(M − 1)
types of misclassification errors. Suppose that these errors are separated into multiple groups
such that each group of errors could result in the distinguished costs. Mathematically, let T ,
{ (i, j) ∈ [M ]× [M ] | i 6= j } be all pairs of misclassified labels, i.e., a true label i is misclassified
as j 6= i. Let T =
S⋃
s=1
Ts be a partition of T into S groups each of which is associated with a weight
in learning the classifier. For every m ∈ [M ], let Xm denote a k-dimensional random vector with
the cumulative distribution function such that P(Xm ≤ x) = P(X ≤ x | Y = m) for any x ∈ Rk.
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The conditional probability that the classified label is j given that the true label is i with j 6= i is
P
(
h(X,µj) > max
m∈[M ]
h(X,µm) | Y = i
)
= P
(
h(Xi, µj) > max
m∈[M ]
h(Xi, µm)
)
.
To produce classifiers with acceptable margins, we are interested in the following probability of
having the error (i, j) ∈ T with the margin τi,j ≥ 0:
P
(
h(Xi, µj) ≥ max
m∈[M ]
h(Xi, µm)− τi,j
)
= POE
(
h(Xi, µj)− max
m∈[M ]
h(Xi, µm); −τi,j
)
.
The above probability is a discontinuous function of µ, thus difficult to be minimized directly.
Nevertheless, when we replace the POE with its buffered version, then the cost-sensitive multi-
class classification model yields a compound SP (1). Specifically, with the weights {αs}s∈[S] for S
groups of errors and tolerance {τi,j}, we consider the following buffered cost-sensitive multiclass
classification model
minimize
{µm ∈Rn}Mm=1
S∑
s=1
αs
{
max
(i,j)∈Ts
bPOE
(
h(Xi, µj)− max
m∈[M ]
h(Xi, µm);−τi,j
)}
.
Using the minimization formula of the bPOE that involves lifting such a formula by an additional
scalar variable, interchanging the resulting minimization in the latter variable by the max over the
pairs (i, j), we can obtain a compound stochastic programming problem (1) of the above model
wherein the function F is identically equal to zero. We omit the details; cf. the derivation at the
end of the last subsection.
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