Aiming at the use of hand gestures for human-computer interaction, this paper presents a real-time approach to the spotting, representation, and recognition of hand gestures from a video stream. The approach exploits multiple cues including skin color, hand motion, and shape. Skin color analysis and coarse image motion detection are joined to perform reliable hand gesture spotting. At a higher level, a compact spatiotemporal representation is proposed for modeling appearance changes in image sequences containing hand gestures. The representation is extracted by combining robust parameterized image motion regression and shape features of a segmented hand. For efficient recognition of gestures made at varying rates, a linear resampling technique for eliminating the temporal variation (time normalization) while maintaining the essential information of the original gesture representations is developed. The gesture is then classified according to a training set of gestures. In experiments with a library of 12 gestures, the recognition rate was over 90%. Through the development of a prototype gesture-controlled panoramic map browser, we demonstrate that a vocabulary of predefined hand gestures can be used to interact successfully with applications running on an off-the-shelf personal computer equipped with a home video camera. c 2002 Elsevier Science (USA)
INTRODUCTION
This paper presents a real-time approach to the spotting, visual appearance modeling, and recognition of hand gestures from a single video stream. In recent years, hand gesture recognition has become a very active research theme because of its potential use in humancomputer interaction (HCI), image/video coding, and content-based image/video retrieval, for example. Furthermore, a successful hand gesture recognition system will provide valuable insight into how one might approach other similar pattern recognition problems such as facial expression interpretation, lip reading, and human action identification. However, recognizing hand gestures from a real-time video stream is a challenging task for at least three major reasons: (i) hand gestures are dynamic and are characterized by the changing hand shape and its motion; (ii) the human hand is a complex nonrigid object; and (iii) for each type of gesture, there is quite a bit of variability in how each person performs the gesture.
Approaches to hand gesture recognition from video streams can be classified into two major groups: those based on 3-D modeling of the hand (with or without the arm) [1] [2] [3] [4] [5] [6] and those based on directly modeling the visual appearance changes in an image sequence caused by hand motion [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Generally speaking, approaches in the first group are applicable to almost all kinds of hand gestures while those in the second group may be only suitable for communicative hand gestures. However, the computational cost of fully recovering the 3-D hand/arm state is prohibitive for real-time recognition and may be unnecessary to accomplish the task. Even worse, there are many approximations involved in the process of 3-D modeling, and so the recovery of model parameters is seldom stable. By contrast, appearance-based approaches have many attractive features including low computational cost, real-time processing, and as shown here high accuracy for a modest gesture vocabulary.
Hand detection is certainly a first step of fully automatic gesture recognition. For appearance-based approaches, color and motion are the most frequently used visual cues for detecting hands. Previous works usually use these visual cues individually. Most of the color-based detection techniques rely on histogram matching [4, 7, 26] , or use a simple look-up table [5, 8, 12] obtained by training image data from the skin and the surrounding nonskin areas. These techniques frequently suffer from the variability of the skin color under different lighting conditions. Although the problem can be partially removed using restrictive backgrounds and clothing, wearing uniquely colored gloves, or putting markers on the hand and/or fingers [13, 14] , the intrusiveness of these techniques is unreasonable for natural HCI.
The approach presented in this paper uses multiple cues including color, hand motion, and shape for the spotting, representation, and recognition of hand gestures. In addition to validating the method off-line on a test set of gestures, a prototype on-line gesture recognition system-a gesture-controlled panoramic map browser-was built to demonstrate the application of the proposed approach to gesture recognition for HCI. Figure 1 illustrates the processing architecture of the system. First, skin color analysis and coarse image motion detection are joined to perform robust gesture spotting, namely identifying an image sequence within the video stream that contains a hand gesture and locating image frames corresponding to the start and end of the gesture. Then a compact spatiotemporal representation, characterizing both the motion and shape appearance changes in the image sequence, is extracted using robust parameterized image motion regression and shape analysis of the hand image region. Afterwards, the spatiotemporal representation is passed to the recognition module. If the representation is recognized as a predefined gesture command, then the panoramic map browser will respond to the predefined function of the gesture command.
In order to realistically expect hand gestures to be used for HCI, the gesture recognition module must not only be sufficiently accurate but as part of a larger system it must be very efficient since only a small portion of system resources are likely to be devoted to the module. Hence many of the design decisions (e.g., linear resampling vs dynamic time warping) were made in favor of faster computation when there was negligible degradation of recognition performance.
The rest of the paper is organized as follows. Section 2 provides some related work. Section 3 describes the technique for real-time spotting of hand gestures in video streams. The spatiotemporal appearance modeling and recognition technique are given respectively in Section 4 and Section 5. Section 6 reports the results of both off-line (isolated gesture) and on-line experiments. A brief summary and some discussion are provided in Section 7. An initial, short version of this paper was presented in [27] .
RELATED WORK
Work on recognizing hand postures or gestures for HCI has been surveyed recently [28, 29] . Some efforts focus on interpreting static hand postures. For example, using statistical shape models, five hand poses were recognized and used to simulate a mouse manipulating a windows interface [18] . To use hand gestures for navigation in a virtual environment, Maggioni [11] first exploited the color cue for hand segmentation, then extracted moments of the hand contour as features to recognize six hand postures. In Ref. [30] , region direction histograms were used for hand tracking, and simple hand postures were identified and used to control games, appliances, etc.
Others focus on recognizing hand gestures from a video stream. For example, Becker [31] developed the Sensi system that can recognize five T'ai Chi gestures by using the velocity of the hand in 3-D space as features combined with hidden Markov models (HMMs). Culter and Turk [21] built a virtual playground for children in which six types of gestures were interpreted using the motion and shape features of motion blobs and rule-based recognition.
Another area of effort is recognition of sign language, especially American Sign Language (ASL). For example, Vogler and Metaxas [32] developed a 3-D camera system that can recognize a 53-word lexicon with 89.9% accuracy by coupling HMMs and 3-D motion analysis; Starner et al. [20] described two experiments of recognizing sentence-level ASL selected from a 40-word lexicon with higher than 90% accuracy.
As noted by many other researchers, it is difficult to make a clear and convincing comparison between currently reported gesture recognition systems because almost no two systems are intended for the same application. As a result, the complexity of each system also varies in terms of its gesture command set, assumptions about the background, system settings, etc. Also unlike face detection and face recognition, there is also a lack of standard databases with which to compare different gesture recognition systems. Therefore, it is probably more appropriate and useful to point out some salient characteristics of our system. These include: (i) the system has a larger command set than most of those systems intended for manipulating virtual objects within HCI context even though it has a smaller vocabulary than those of sign language recognition systems; (ii) the system can spot, analyze, and recognize hand gestures with high accuracy as well as give feedback in real-time; (iii) users are allowed to continuously issue gesture commands from any location within the view field of the camera; (iv) hand gestures are recognized in real-time from video without resorting to any special marks, restricted or uniform background, or particular lighting conditions; and (v) a consumer personal computer and an uncalibrated home-use video camera are the only required equipment.
HAND GESTURE SPOTTING
Akin to word spotting in speech recognition, the goal of hand gesture spotting is first to delineate a moving hand (if it appears in a video stream) from the rest of the image and then to locate the start and end frames of the image sequence containing a hand gesture. The temporal characteristics of hand gestures play an important role in gesture spotting. Psychological studies are fairly consistent about the temporal nature of hand gestures; it has been established that three phases make a gesture: preparation, stroke, and retraction [33] . Yet, this still leaves quite a bit of temporal variability in hand gestures, and provides a challenge for gesture spotting. A trade-off between the complexity of gesture recognition and the naturalness of performing gestures must be made. As Baudel and BeaudouinLafon [34] noticed, users must largely follow a set of rules-the interaction model-when communicating with computers using gestures.
Within an HCI context, we propose an interaction model in which an image sequence is considered to contain a hand gesture if the sequence has the following four characteristics: (i) a moving hand appears in the sequence; (ii) the moving hand is the dominant moving object; (iii) the movement of the hand follows a three-stage process, namely starts from rest, then moves smoothly for a short period of time, and finally slows down; and (iv) the duration of the moving stage is longer than L 1 frames, but not more than L 2 frames for a given sampling rate. Integrating the interaction model with motion and color cues gives us a real-time gesture-spotting algorithm, which is explained in detail in the following.
As a first step, skin regions are segmented from the rest of the image using color, and numerous skin color detectors have been developed. Depending upon the segmentation method (e.g., metrics used), different color spaces may be preferable. (Note: when Bayesian classification is used, the color space may be unimportant [35] .) Under a Euclidean norm, skin color is usually more distinctive and less sensitive to illumination changes in the HSI (hue, saturation, and intensity) space rather than in the RGB space. Off-line, a hue-saturation look-up table of skin color is learned using a supervised learning technique on data collected from the skin and its surrounding nonskin areas (see Ref. [36] for details about the learning technique). On-line, each pixel is labeled according to its similarity to the skin color by indexing into the table constructed off-line.
The on-line video stream containing hand gestures can be considered as a signal, S(x, y, t), where (x, y) denote image coordinates, and t denotes time. After converting the original signal from RGB space to HSI, the intensity signal I (x, y, t) is extracted. The abovementioned look-up table approach is used to label skin pixels and form a binary image sequence M (x, y, t) that we call the region mask sequence. Figure 4 shows example image sequences along with the region mask sequences. A second binary image sequence M (x, y, t) that reflects motion information is produced by thresholding the difference images between every consecutive pair of intensity images. See again Fig. 4 for examples. Both M (x, y, t) and M (x, y, t) are contaminated by noise, and so morphological filtering operations of erosion and dilation are applied to eliminate isolated pixels and fill out holes.
Given the skin color mask sequence M (x, y, t) and the motion mask sequence M (x, y, t), a new binary image sequence delineating the moving skin region, M(x, y, t), is produced by performing a logical AND operation between the corresponding frames of the two mask sequences. The algorithm then determines whether a moving hand appears in each image based on the area ratio of each region in M(x, y, t) to that of the whole image. Under the assumed interaction model, a hand gesture is spotted if a moving hand is detected in more than L 1 but not more than L 2 consecutive frames. The result is an image sequence containing a segmented moving hand.
SPATIO-TEMPORAL APPEARANCE MODELING
Given a spotted gesture (an intensity image sequence I (x, y, t) and a region mask sequence M(x, y, t) where each mask covers the moving hand region within its corresponding intensity image), a spatiotemporal representation of the gesture is extracted by combining robust parameterized image motion regression and a shape descriptor of the hand image region. The extracted representation is a trajectory of feature vectors consisting of motion and shape components that characterize, respectively, motion and shape appearance changes in the image sequence.
Robust Parameterized Image Motion Regression
As Bergen et al. [37] noted, parameterized models of image motion make explicit the assumptions about the spatial variation of the optical flow within an image region, and typically it is assumed that the flow can be represented by a low-order polynomial. Among the widely used parameterized models are the translation, affine, and planar models. Black and Anandan [38] presented a robust estimation framework for parameterized image motion regression, especially robust affine motion regression. The framework has advantages such as a concise representation, high computational efficiency, and stability. We adopt this framework, and show in the paper how it can be successfully applied to modeling the image motion of hand gestures.
For completeness, we briefly explain the robust estimation framework. The eight parameter planar model of image motion [39] can be written
where a i (i = 0, . . . , 7) are constant with respect to the image region, and u(x, y) and v(x, y) are respectively the horizontal and vertical motion components at pixel x with coordinates (x, y).
For convenience of notation, we define
T . The translation, affine, and planar motions models can then be expressed as u(x, T) = X(x)T, u(x, A) = X(x)A, and u(x, P) = X(x)P respectively.
Let be the set of image points within a region (e.g., within the masked region M(x, y, t)), and let Θ be the parameter vector of the motion model (Θ could be T, A, or P). The brightness constancy assumption for the analysis region states that
where I is the image intensity function, and t represents time. Taking the Taylor series expansion of the right-hand side, simplifying, and dropping terms above first order gives
where ∇I = [I x , I y ] T is the intensity gradient, I x , I y , and I t are respectively partial derivatives of image intensity with respect to the spatial coordinates and time. Then the parameter vector, Θ, is estimated by minimizing the objective function
where ρ is some robust error norm, and σ is a scale parameter. Numerous ρ functions are used in the computer vision literature, and for the experiments in this paper we follow [40] and use the German-McClure function,
where r = ∇I T (X(x)Θ) + I t . Equation (4) is then minimized using a simultaneous overrelaxation scheme with a continuation method (see Ref. [38] for detail). Specifically, the iterative update equation for minimizing E(Θ) at step n + 1 is simply
where 0 < ω < 2 is the relaxation parameter. When 0 < ω < 2 the method can be shown to converge. However, the rate of convergence is sensitive to the exact value of ω. The term T (a i ) is an upper bound on the second partial derivative of E(Θ), that is,
The control parameter, σ , is lowered according to a factor during each interation. The effect of this procedure is that initially all points in the region contribute to the solution and gradually the influence of the outlying residuals is reduced.
To cope with large motions a coarse-to-fine strategy is used in which a Gaussian pyramid is constructed [37] . Starting at the lowest spatial resolution with the motion parameters, Θ, being initialized as zero, the change in the motion estimate, Θ, is computed. The new motion parameters, Θ + Θ, are then projected onto the next level in the pyramid (scaled as appropriate), and the image at time t is warped toward the image at time t + 1 using the current motion parameters. The warped image is then used to compute Θ at this level. The process is repeated until the finest level.
Interframe Motion Appearance
We use a parameterized image motion model to approximate the projected 3-D motions of the hand onto the image plane. For instance, the affine model would be appropriate when the difference in depth caused by the hand motion is small relative to the distance of the hand from the camera. With the intensity image region covered by the mask image as the analysis region, robust parameterized image motion regression is used to recover the motion model parameters. Since almost all pixels in the region belong to the image of the moving hand, the regressed motion is the hand motion. At the same time, by identifying inliers and rejecting outliers according to the result of regression, a better segmentation of the moving hand can be generated as a by-product [23] .
As Cipolla et al. [41] and Black and Yacoob [40] indicated, the parameters of image motion models can be decomposed into independent components that have simple geometric interpretations. The specific interpretation of the parameters or their combinations is given in the following: The rotation, divergence, and the deformation are scalar invariant and do not depend on the particular choice of image coordinate system. Therefore, a feature vector
T for characterizing the image motion (motion appearance) between consecutive frames at time t is constructed.
Intraframe Shape Appearance
Geometric moments are a succinct description of a region's shape. In this paper, a spatial covariance matrix c 2,0c1,1
of the region is formed (central momentsc p,q of order p, q). Then the major axis (a) and minor axis (b) of the ellipse fitted to the region and the angle (θ) between the major axis and the horizontal axis of the image plane are estimated from the eigenvalues and corresponding eigenvectors of the covariance matrix. Given the parameters of the ellipse, a vector s t = [a, a/b, θ] T for describing the static hand shape (shape appearance) in the frame at time t is constructed. Note that a/b is the length ratio of the major axis to the minor one.
Spatiotemporal Representation
Given an image sequence with L frames containing a hand gesture, let I t (t = 0, . . . , L − 1) denote the tth frame. After having estimated the motion appearance m t between frame I t and I t+1 , and the shape features s t for frame I t , we model the interframe appearance change by combining the motion and shape features as
T . The spatiotemporal representation (G) of the entire gesture is then defined as a trajectory of interframe appearance feature vectors (
GESTURE RECOGNITION

Time Normalization
Since the gesturing rate may vary between different individuals and at different times for the same individual, elimination of this fluctuation has been an important issue in recognition of hand gestures. In speech recognition, dynamic time warping (DTW) was proposed to match a test pattern with a reference pattern if their time scales were not perfectly aligned [42] . DTW assumes that the endpoints of the two patterns have been accurately located and formulates the problem as finding the optimal path from the start to the end on a finite grid. The optimal path can be found by dynamic programming.
However, results of our experiments found that DTW was rather ineffective for matching two spatiotemporal representations. Unlike the high sampling rate in speech recognition, the sampling rate is usually 10 Hz in hand gesture recognition. Comparatively, the local fluctuation in the time axis of hand gesture patterns is much sharper than that of speech patterns (see Table 4 ). Traditional DTW is insufficient for dealing with patterns with sharp fluctuation. On the other hand, as a result of enforcing the afore-mentioned interaction model, the extracted spatiotemporal representations can be linearly reparametrized. Keeping computational efficiency in mind, we propose a linear resampling technique for warping the spatiotemporal representations. Each warped representation has a fixed temporal period (called the warping-length). The normalization technique can maintain the essential spatiotemporal distribution of the original representations. Although different warping-lengths may be used for different types of gestures, the same warping-length will be applied to all instances of the same type of gesture. 
Step 1: Compute the accumulated motion of the ith motion component A i,t from time 0 until time t,
Step 2: Divide the temporal axis into K − 1 intervals delimited by times t k
Step 3: Using linear interpolation, estimate the total amount of motionÃ i,t k of the ith motion component from time 0 until time t k according tõ
where · and · are respectively the floor and ceiling operations.
Step 4: Estimate the warped motion of each component,m i,k ,
Note. The motion-feature-warping algorithm is explained using an original sequence of L frames being warped to K frames (K ≤ L).
We warp the motion components m t and the shape components s t in different ways since the image motion is a velocity measurement while the shape appearance characterizes a static configuration of the hand shape. Tables 1 and 2 describe respectively the motionappearance-warping and shape-appearance-warping algorithms. Using the two algorithms, we can warp the motion components m i,t and shape components s j,t to temporally normalized onesm i,k ands j,k , respectively. To see more clearly the functionality of the proposed warping algorithms, Fig. 2 shows us the trajectory of a motion component of an original spatiotemporal representation and the corresponding trajectory generated by the proposed motion-appearance-warping algorithm. 
Step 1: Divide the temporal axis into K − 1 intervals delimited by times t k
Step 2: Using linear interpolation estimate the shape components j,k at time instance t k , according tõ
Note. The shape-feature-warping algorithm is explained using an original sequence of L frames being warped to K frames (K ≤ L).
FIG. 2.
Illustration of the functionality of the motion-feature-warping algorithm by applying it to the motion component m 2,t of an example spatialtemporal representation. The temporal length of the original representation and that of the warped one are 12 and 8 frames, respectively.
Measuring Distance
Using the above time normalization technique, a distance measure between two spatiotemporal representations can be established using the normalized correlation between their warped representations. Given two spatiotemporal representation A = (a i j ) 10×T 1 and B = (b i j ) 10×T 2 with T 1 and T 2 frames long, respectively, we define the distance between them as
whereÃ = (ã i j ) 10×K andB = (b i j ) 10×K are the representations warped to K frames. The weights w i (i = 0, . . . , 9) are taken to be the inverse of the standard deviation of the features computed over the entire training set.
Template-Based Recognition
The final step of our gesture recognition system is the creation of reference templates for use in the recognition phase. Assume we are given a training set of gestures, for each of the C types of hand gestures in the vocabulary, there are J samples made by different subjects. To create a single reference template for each gesture, the J versions of the gesture must somehow be combined. Given that the variation of the same gesture as performed by different subjects can be quite large, simply averaging the time-normalized spatiotemporal representations of each type of gesture was found to be ineffective. We therefore use a minimax selection technique, which has been successfully applied to spoken word recognition [43] and landmark selection [44] , to select a reference template for each type of hand gesture. Under the minimax criterion, the reference template is chosen so that its maximum distance to any of the J samples is minimized. Essentially, the training sample most representative is used as a reference template for the gesture.
Let the spatiotemporal representations of all gesture samples be G c, j , c = 1, . . . , C, j = 1, . . . , J ; the reference template for gesture c is taken to be G c,ĵ wherê j = arg min arg max D (G c, j , G c,k ) . j k
With G c,ĵ (c = 1, . . . , C), we apply template-based classification techniques to gesture recognition in the following manner. Given a test image sequence, first extract the gesture's spatiotemporal representation, and then compute its distance to each of the C reference templates; afterward, find the minimal distance and record the corresponding template. If the minimal distance is below a prescribed threshold, then the test gesture belongs to the class in which the reference template resides; otherwise it is rejected.
EXPERIMENTAL RESULTS AND ANALYSIS
Two types of experiments were performed: off-line isolated hand gesture recognition and real-time on-line gesture recognition. The goal of the first set of experiments was to examine the acceptability and effectiveness of the proposed approach. In a second set, a prototype gesture-controlled panoramic map browser was built to demonstrate the use of hand gestures for HCI. Since the error rate of real-time on-line gesture recognition depends greatly on the gesture reference templates generated in the first stage, experiments in the first stage were executed carefully. Additional experiments were also conducted in the first stage to investigate the impact of the image motion models and the warping-length on the recognition performance.
The prototype system, illustrated in Fig. 3 , is running on a Pentium II (266 MHz) PC with Windows 98. The computer is equipped with a Matrox Meteor board and a Sony Video Hi8 Pro video camera. When using the gesture-controlled map browser, users control the movement of a panoramic map by issuing gesture commands. The command set consists of 12 types of gestures. The name, function definition, and some sample frames of each type of gesture command are listed in Table 3 .
Isolated Hand Gesture Recognition
Five subjects were asked to perform the 12 types of gestures in front of the video camera (see Fig. 3 ). Each gesture was repeated twice. Therefore, a total of 120 gesture samples (color image sequences) were spotted from video and collected as the experimental data set. Each sample gesture lasts about 1 s. Images are 160 × 120 pixels with 24 bits per pixel (taken at 10 Hz). To effectively utilize the available samples, we use the leave-one-out cross-validation method (L-method), detailed in [45] , to evaluate the proposed approach. Specifically, one FIG. 4 . Examples of real-time spotted gesture instances obtained using the algorithm described in Section 3. (a)-(f) illustrate an example gesture from respectively the scroll-up, scroll-left, zoom-out, rotate-clockwise, yawleft, and pitch-down types of gesture commands. Each of the six examples has four columns representing, from left to right respectively, the original color image sequence S (x, y, t), the skin region image sequence M (x, y, t) generated using the color cue, the moving region image sequence M (x, y, t) produced using motion cue, and the final image sequence M(x, y, t) containing only the moving hand region from which both the human faces and moving clothes are successfully separated using multiple cues. The image sequences in the forth columns are passed on to the spatiotemporal feature extraction module.
sample is excluded for testing the classifier, which in turn is trained on the remaining 9 samples. This operation is repeated 10 times to test all 10 samples for each type of gestures. Then the number of misclassified samples is counted to estimate the average error. Time for spotting, feature extraction, and recognition of one gesture instance is about 2 s.
Real-Time Hand Gesture Spotting
The first step of the gesture recognition system is spotting gestures from a real-time video stream using the algorithm described in Section 3. Figure 4 shows six examples of the spotted gesture instances. Images in Fig. 4 indicate that the moving hand image segmented using multiple cues is quite clean and complete even though the intermediate results generated using a single cue are noisy and/or unreliable. For example, both the human face and moving clothes (jacket) image regions were successfully separated from the moving hand region. The results generated using the spotting algorithm is sufficient for higher level processing-extraction of the spatiotemporal representations.
Determining Warping-Length
This experiment examines how varying the value of warping-length affects the system's performance. Table 4 lists the statistics of temporal lengths of all gesture samples, showing that the gesturing rate varies quite often, sometimes even significantly, from person to
FIG. 4-Continued
person as well as from time to time. For instance, within the training set, the longest instance of gesture No. 11 has 13 frames while the shortest one has only 7 frames. The statistics demonstrate that the recognition technique must be able to cope with the variation in gesturing rate.
In order to determine an appropriate warping-length, we first need to find out the range of the warping-length. Table 4 tells us that the longest gesture instance has 15 frames. The longest duration of all extracted spatiotemporal representations on the data set, therefore, is 14 frames. As such, the possible warping-length ranges from 1 to 14 frames. One by one, we examine the recognition performance of the system on the data set using the possible warping-lengths with the planar model of image motion. The experiment results, shown in Fig. 5 , indicate that the average recognition accuracy is 83.33% when the warping-leangth is 1 frame (in other words, no temporal information is exploited). The average recognition
accuracies reach the highest (90.83%) when the warping-length is 4, 6, or 8 frames. Since a smaller warping-length requires less computation, we set the warping-length to be 4 frames in most other experiments.
Selecting Appropriate Image Motion Model
Different image motion models have different discriminative capacities and involve different computational requirements. For modeling the motion of video containing hand gestures, should we use the planar model, the affine model, or even the translation model? 
FIG. 5.
Correct recognition rates vs warping-length ranged from 1 to 14 frames, obtained using the leaveone-out cross-validation method. The result was achieved on the data set containing 120 gesture instances (there are 12 type of gestures, each has 10 samples). The best recognition performance (90.83% accuracy on average) was attained when the warping-length is 4, 6, or 8 frames.
The answer depends on the size of the gesture command sets, usage of hand gestures, expectation of the recognition performance, and requirement of processing speed. We have experimented with different image motion models separately. Experimental results, listed in Table 5 , reveal that the planar model is most appropriate in terms of recognition performances for the gesture command set used in our experiment. Considering the significant difference between the computational complexity of recovering the planar model parameters and that of the affine model parameters, the latter may be more desirable since their average accuracies are close to one another.
Motion Appearance versus Shape Appearance
The spatiotemporal appearance is modeled by combining both motion and shape appearances. In order to explore the individual discriminative capacity of motion information vs shape information, we did two additional experiments. In the first experiment, only the components characterizing motion were used for recognition while in the second experiment only the components characterizing shape appearances were used. The average recognition accuracies are, respectively, 82.50 and 68.33%, using the planar motion model and a warping-length of four frames. Recall that the average accuracy obtained using both shape and motion information is 90.83%; it is obvious that shape appearance is indispensable for achieving higher recognition performance even though the discriminative capacity of motion appearance is dominant.
Real-Time Gesture-Controlled Panoramic Map Browser
To demonstrate using gestures in HCI, we designed and implemented a prototype gesturecontrolled panoramic map browser (see Fig. 3 ). The system couples two functional parts seamlessly, namely the module for building a panoramic map from multiple views of a scene, and the gesture recognition module that interprets input gestures as control commands. In order to have an entire impression of the panoramic map, users navigate in a 3-D virtual space by issuing gesture commands.
For on-line gesture recognition, all the available gesture instances in the data set were used to create reference templates. Five different users were asked to use the real-time gesturecontrolled panoramic map browser. The accuracy of the on-line hand gesture recognition ranged from 80 to 90% for an instantly trained user.
SUMMARY AND DISCUSSION
Summary
An efficient approach for spotting, spatiotemporal appearance modeling, and recognition of hand gestures from real-time video stream has been presented. First, an interaction model for using gestures in HCI is suggested. By integrating the interaction model, color cue-based hand detection, and coarse image motion detection, image sequences containing a single gesture are segmented from video streams in real-time. Then the image sequences are modeled with spatiotemporal representations that characterize both the motion and shape appearance changes in the sequences caused by the hand motion. The representations are trajectories of interframe feature vectors consisting of both motion and shape components. The motion components are estimated using robust parameterized image motion regression, and the shape components are recovered using the geometrical features of an ellipse fitted to the hand image region. Finally, a fast linear time normalization technique for eliminating temporal variations of the gesture representations is developed. The technique can maintain the essential temporal and spatial distribution of the original representations. After time normalization, gestures are successfully recognized using a template-based classification technique.
Both off-line (isolated gesture) and on-line experiments were conducted and reported. For isolated gesture recognition, we did additional experiments to investigate the impact of the choice of the image motion models and the warping-lengths (a key parameter used in the linear time normalization) on the performance of recognition. For the on-line experiment, a prototype gesture-controlled panoramic map browser was designed and implemented to demonstrate using gestures in HCI.
Discussion
After examining the misclassified gestures instances, we found that most of the misclassified gesture instances are made by one particular subject. To further test the performance of the proposed approach, we generated a new data set by removing the samples made by this subject from the original data set. As a result, there are 9 samples left for each of the 12 types of gestures. We then ran the afore-mentioned cross-validation on the new data set using all possible warping-length. As we expected, better performances were achieved (the highest average correct recognition rate is 93.52%).
The successful application of HMMs in speech recognition [46] has led their way into the community of gesture recognition. Many researchers have explored using HMM in sign language recognition. The statistical nature of HMM provides a good framework for gesture recognition, but as Bobick and Wilson mentioned [19] , it precludes a rapid training phase, and many parameters need to be adjusted for the model to relate to gestures. By contrast, the simple time normalization technique proposed in this paper provides a fast training process and efficient computation. On the other hand, we have noticed that the warping-length, the key parameter used in the technique, has a close relationship to the number of states, also a key parameter used in HMMs. It would be interesting to compare the recognition rates achieved on a same data set using the two methods. Finally, we emphasize that to couple HMMs into the work presented here is straightforward since the spatiotemporal representations of hand gestures can be extracted successfully using the techniques reported in the paper.
Our work adopted an interaction model under which 12 types of predefined gestures were recognized with satisfactory accuracy. This kind of framework is suitable for applications similar to that present in the paper. As observed in [29] , current systems are unable to recognize natural gestures that people spontaneously make. In most cases, the communication between user and computer is restricted to a few "special" gestures. Considering the three reasons mentioned in the beginning of the paper, we argue that it is more feasible and applicable for computers to interpret gestures within an interaction model even in the near future. A deeper understanding of gestures and user's intent is needed in order to develop a proper interaction model capturing the best trade-off between the naturalness of the gestures and the necessary computational complexity.
In this paper, a moving object with skin color in the scene is assumed to be the gesturing hand, which could be invalid when there are other moving objects with the similar color, for instance, a moving human face. Obviously, introducing a model of the entire human body can alleviate this problem. It will be necessary to have more gesture commands in order to practically use gestures in HCI. Some commands may be more reasonably input by hand postures. Others may be better replaced by speech input. We are currently working on cooperating hand gesture recognition into a multimodal human-computer interface.
