Arguments from scale physics, augmented by numerical and analytical investigations, are used to consider the probability and the detectability of superoscillations in generic functions. The detectability is defined as the fraction of the total power in the field that is located at regions of superoscillations. It is found that the probability for a superoscillation of a particular scale follows a quadratic power-law decay curve above the scale of the bounded support of the spectrum. The detectability is found to be even more severely suppressed, following a fourth-order power-law decay curve above the scale of the spectrum.
I. INTRODUCTION
Recently, the notion that local variations of a physical wave or field can occur faster than what its Fourier spectrum would seem to allow has received much attention in signal processing, quantum mechanics, and classical as well as quantum optics [1] [2] [3] [4] [5] [6] [7] . It was shown that, in principle, arbitrary fast local oscillations can be synthesised in a field with a confined spectrum [3, 8] .
The phenomenon underlying these fast local variations is referred to as superoscillations, and it can be defined as follows. A square integrable complex-valued function displays superoscillations if its local spatial or temporal oscillation frequency exceeds all its global (spectral) frequencies. Obviously, superoscillations assume that the support of the spectrum is bounded. This bound sets the scale that governs the behavior of superoscillations.
Optical superoscillations may play an important role in metrology for imaging applications. While fast local oscillations are difficult to detect, they give rise to a ruler with a scale smaller than the wavelength of the light involved. Indeed, it is possible to generate tiny intensity peaks of sub-wavelength width that are surrounded by an area of even smaller intensity, the so-called field of view. For example, superoscillatory lenses that produce focal spots with widths on the order of λ/3 to λ/2 have been manufactured with lithographic techniques or programmed on spatial light modulators [5] . Such lenses can be used as part of conventional microscopes to scan and image objects with sub-wavelength resolution, beating the Rayleigh limit. Experiments in the context of superresolution induced by superfocussing have achieved a resolution of λ/6 [9] . Nevertheless, numerical simulations show that resolutions of a tenth of the wavelength are within reach [5] .
How unusual are superoscillations? Which local frequencies can we expect to detect? Here, we seek answers from scale physics and show that local frequencies of up to one order of magnitude greater than the band limit are not counterintuitive, but likely to be found in a random light field. Greater frequencies will be surpressed according to a power law decay as already confirmed for local phase oscillations in random speckle fields [10, 11] and isotropic random waves in higher dimensions [12] . We support the qualitative scale physics arguments by a statistical analysis of phase and amplitude oscillations. In addition to their likelihood in random light fields, we also investigate the expected intensity with which superoscillations occur.
While their likelihood is given by the probability for the appearance of a specific superoscillation, their expected intensity addresses the amount of power available at the location of the superoscillation in the function. This power turns out to be suppressed, because rapid variations in an optical field require higher spatial frequencies, including those that do not propagate, and thus retain energy in the resulting evanescent field. This leads to the well-known correlation between the level of intensity and the phase gradient: high levels of intensity are found at those points in a function where the phase is stationary, whereas low intensity levels are associated with those points with a large phase gradient. The compounding effect of both a lower probability and a lower power level implies that the suppression of the detectability of superoscillation is more severe than for its probability. The detectability for superoscillations decreases according to a power-law with a larger negative power than the probability to find such superoscillations.
In this paper, we consider the phenomenon of superoscillations from the perspective of scale physics to argue that their observation is not counterintuitive. We provide several examples from other fields of physics and engineering to support this argument. To provide quantitative support for these arguments, we analyse the probability for a given magnitude of the field gradient. Here, the field gradient can either be the gradient of the phase or the normalized gradient of the amplitude. We investigate both cases, showing that they have the same probability distribution curve. The case of a phase gradient has been studied before within a different context, and using a different approach [11] . We also analyse the detectability -the expectation value for the intensity at all locations in the field where one finds a given magnitude of the field gradient. As far as we know, such a calculation has not been done before. However, the calculation of the required total energy in the (one-dimensional) signal for a superoscillation with a given size [3] can lead to similar conclusions. The results of these analyses are analytical expressions for the quantities as functions of the magnitude of the field gradient. To confirm these expressions, we provide a numerical calculation based on simulated random fields. The analytical and numerical results are in excellent agreement.
II. SCALE PHYSICS
All physical phenomena (apart from a few special scenarios, perhaps) are governed by scales. The dynamics of physical processes are intricately associated with such scale parameters. Even in the absence of relevant fundamental scales, dynamics can produce scale parameters, for instance, in the context of phase transitions.
Consider for example the strong interaction as described by the theory of quantum chromodynamics (QCD). The fundamental particles that can interact via QCD, the quarks, become confined and form hadrons at an energy scale (the QCD scale) of about Λ QCD = 200 MeV, which corresponds to a distance scale of about 1 fm = 10 −15 m. The confinement implies that the strong force is confined to within the hadrons. As a result, one does not observe QCD interactions at energy levels below the QCD scale, while it behaves as a perturbative interaction at energy scales high above the QCD scale. The rest masses of all hadrons are governed by the QCD scale: expressed in terms of energies, they all lie within an order of magnitude around 200 MeV. In this case, the QCD scale is produced by the dynamics associated with QCD.
In macroscopic physics certain mechanisms can generate scale parameters. One such mechanism is provided by boundary conditions. In such a case, the mechanism does not require interactions.
A good example of such a scenario is found with Mie scattering -the elastic scattering of electromagnetic waves from a spherical scatterer. Consider for instance the radar cross-section of a perfectly conducting sphere, as a function of the frequency, which is shown in Fig. 1 in terms of normalized quantities. In this case, the scale parameter is determined by the size of the sphere (the circumference), which we denote by X. The frequency (or wavelength) of the radiation illuminating the sphere is a dimension parameter, which we denote by x. In those regions where the dimension parameter is far away from the scale parameter (x ≪ X or x ≫ X) the function is scale invariant -it follows a power law behaviour (∝ x γ ). 1 This scale invariance is indicated by the red lines in Fig. 1 . (Power law behaviour includes constants such as 0 or 1, as in the region above the scale of scatterer shown in Fig. 1 .) Different power laws are found for the opposite sides of the function, respectively above and below the scale X. In the region where the dimension parameter is of the order of the scale parameter, the function experiences a changeover from the behavior on one side to the behaviour on the other side. This changeover is usually confined to a region of about one order of magnitude around the value of the scale parameter and it may be quite complicated, leading to asymptotic decay toward the power law behaviour away from the scale X. For instance, in Fig. 1 we see that the function portrays an oscillatory behaviour in the region of the scale parameter. This oscillatory behaviour then decays away toward larger scales until one finds the simple power law far above the scale. In those cases where the observable quantity needs to satisfy an additional requirement, such as normalizability or the conservation of probability, one can say more about the power law behaviour. Above the scale X, the power law must decay to 0, which requires that γ < 0. For multi-dimensional cases (where x represents the radial coordinate), the rate of decay can be further restricted. Moreover, the function usually needs to be finite at the origin where x = 0, which means that the power law below the scale X must have γ ≥ 0.
Note that even when the wavelength is several orders of magnitude larger than the size of the sphere, one still finds that some, albeit very little, of the radiation is scattered back. Even under these conditions, the radiation excites currents on the sphere. Since these currents exist at scales much smaller than the wavelength, it requires evanescent fields around the sphere in addition to the radiated field to satisfy the boundary conditions. The evanescent field does not represent a loss of energy, because all the energy stored in the evanescent field is eventually radiated away. Some of this radiation finds its way back to the receiver. A scenario that is analogous to Mie scattering is a dipole array antenna. Although the elements are electrically driven instead of being illuminated, the dipole array antenna produces a radiated field and, under certain conditions, a non-propagating evanescent field, just as the sphere in Mie scattering. The overall size of the antenna is the scale parameter that can be compared to the size of the sphere. The different elements provide additional degrees of freedom that can be manipulated to modify the radiation pattern. From this scenario an idea developed that is not unlike the idea of superoscillations. This idea emerged during the Second World War in the antenna community [15, 16] when it was shown that one can design an antenna with an arbitrary high directivity.
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Such antennas are called super-gain antennas. To satisfy the boundary conditions imposed by such antennas, they also excite large evanescent fields. However, it was soon realized that super-gain antennas have extremely low efficiencies and are extremely sensitive to manufacturing tolerances [17] . These constraints effectively rendered such super-gain antennas impractical. The low efficiencies are due to ohmic losses, attributed to the extremely large currents that are required to drive such antennas 2 The directivity of an antenna is defined as the maximum radiant intensity (power per unit solid angle) that the antenna will produce compared to the radiant intensity of an isotropic radiator.
[17]. For superoscillatory lenses, losses result from the unavoidable production of sidebands that carry high intensity [5, 18] . It may seem that the notion of directivity is something completely different from superoscillations but it is quite similar [19] . To understand why, one can consider the analogy with a one-dimensional superoscillation example, where a superoscillatory function is produced to give a narrow peak within a region where the function value is close to zero, as shown in Fig. 2 . Beyond that region, the function values become extremely large [19] , as shown in the regions with the gray background in Fig. 2 . In the Fourier domain, the spectrum of this function is restricted to a finite region of support, outside of which the spectrum is zero.
The situation in the case of antennas interchanges the position domain and the Fourier domain functions. In analogy with the spectrum with bounded support, one finds the physical antenna with a finite size. The superoscillatory function in the position domain is analogous to the far-field radiation pattern of the antenna, which thus defines its function in the Fourier domain. The design of the antenna is such that the extremely large function values are pushed beyond the limit of propagating waves. Hence, the boundary between the gray and white regions in Fig. 2 indicates the spatial frequency equal to the inverse wavelength 1/λ. So the region with the gray background represent the evanescent field -also called the reactive field in the antenna community. However, the implications is that the antenna produces an extremely large evanescent field. So we see that apart from the interchange of the position and Fourier domain, the situation is precisely the same. The conclusions that follow from the antenna work on super-gain antennas are therefore also relevant for the more recent work on superoscillations.
A. Superoscillations in light fields
The above examples provide a useful picture of the role of scale physics, allowing us to consider the case of superoscillations from the same perspective. Superoscillations of light are an ideal case to study in terms of scales, since there is only a single relevant scale, given by the size of the support (for instance the spectral radius) of a confined spectrum. Fundamental scales are irrelevant (photons are massless, and other fundamental particles play no role). Moreover, there is no dynamics that can produce additional scales, as one would find in the presence of a phase transition, for instance. The single scale provides enough information to determine the scale physics properties of the statistical distributions of such superoscillatory functions. Any observable quantity in which only one scale plays a role, and that is presented as a function of a dimension parameter with the same units as the scale parameter will produce a curve with those characteristics presented above.
Here, we restrict our study to monochromatic paraxial light where its angular spectrum has a specific boundthe band limit B. Given such a generic band limited light field, at what rate would we expect the amplitude and phase to vary from one point on the transverse plane to the next? In the absence of other frequency scales, such variations would occur mostly at rates that lie within an order of magnitude from the band limit. They would rarely occur at rates that are orders of magnitude higher or lower than the band limit.
The idea of superoscillations is based on the requirement that the support of the spectrum is bounded. The bound also sets the scale that governs the behaviour of the function. In that sense, one may argue that the same behaviour would be seen for any spectrum that is confined by some scale, even if the confinement does not represent a hard boundary. Consider for instance a Gaussian envelop instead of a hat-shaped envelop. The Gaussian allows frequency components far beyond the scale to be nonzero even though they are very small. However, in the latter case, the appearance of a superoscillation can then be justified by the fact that, for the confined (but not bounded) spectrum, the same frequency would be present in the spectrum, even if it is extremely small. To avoid such a scenario, we only consider spectra with hard boundaries.
Since there is only a single relevant scale B, the probability density p(k) to find local spatial frequencies k that are orders of magnitude larger than B, must be invariant under scale transformations k → Λk, where Λ is a real constant. This invariance implies that
Therefore, as with the radar cross-section example above, it follows that p must asymptotically follow a power law, i.e. p ∝ k ζ . The same argument applies for local spatial frequencies k that are orders of magnitude smaller than B, leading to another power law p ∝ k ξ below B, but with ξ = ζ. The requirement for the conservation of probability implies that ζ < 0 and ξ > 0.
In the region where k ∼ B, the function for the probability density p would somehow change from the power law on one side to the power law on the other side. Although such a changeover region may have a complicated shape, as we saw with the radar cross-section example in Fig. 1 , it is not expected to have significant jumps in value. As a result, the probability density just above the point k = B would still be close to the value at the point k = B. Since superoscillations are defined as any local spatial frequences k > B, it follows that a significant number of points in a generic paraxial light field with a spectrum of finite support would represent superoscillations. In other words, from the perspective of scale physics, the phenomenon of superoscillations is not counterintuitive.
On the other hand, if we only consider those local spatial frequences that are at least an order of magnitude above the scale k ≫ B, then we find that the probability to find such a superoscillation may be suppressed by several orders of magnitude, depending on the power ζ. Such behaviour would adversely affect any application of superoscillation that aim to achieve significantly large enhancements in scale.
B. Local vs global properties
In the discussion of superoscillations in optical fields, it may be useful to point out that the relationship between superoscillations in a function and the support of its spectrum comes down to the comparison of local properties and global quantities. What do we mean by local and global properties? To make this difference between global and local quantities clearer, we consider an example.
When we consider a global quantity, one can for instance ask: what is the expectation value of the magnitude of the global spatial frequency in a function? Let's assume one can express the function in terms of a discrete sum
where α n denotes complex coefficients and where the spatial frequencies k n are restricted to have k n < B for all n. To compute the expectation value of the magnitude of the global spatial frequency one can extract the spatial frequency from each of the Fourier components, compute its magnitude and add them with the modulus squares of the coefficients in the sum. So
Here we assumed for the sake of simplicity that f is normalised, i.e. |α n | 2 = 1. The result is a quantity applicable to the entire function. Obviously, the restriction of the spectrum imposes a bound on the global quantity: the expectation value is strictly smaller than the scale of the spectrum.
On the other hand, we can consider a local quantity for which one would ask: what is the expectation value of the magnitude of the local spatial frequency in a function? In this case, one can use the local derivative of the function to obtain the value of the local gradient and from that compute the magitude at each point in the function. Then one can compute the average
where A represents the domain of integration. In this case, for a function composed of frequency components that are restricted to k n < B, one finds that, since B sets the scale of the spatial frequency spectrum, the expectation value is of the order of B. In other words, the value of the local expectation value would be proportional to B and the proportionality constant would be of order 1. Such a constant of order one can range from about 1 3 to 3. It means that the actual value can even be slightly larger than the scale B. Such a situation would still be considered as being natural.
C. Fine-tuning
The suppression of the probability for significantly high superoscillatory behaviour can be understood in terms of the notion of fine-tuning [20] , as it appears in fundamental theoretical physics. It is the undesirable situation where a theoretical model requires a precise adjustment of parameters to fit observations. An example is the so-called hierarchy problem [21, 22] , which involves the appearance of scales in fundamental physics that are far away from the fundamental scales. Why is the mass of the Higgs boson (which corresponds to an energy of 125 GeV) so much smaller than the Planck scale energy (∼ 10
19 GeV)? Higher order perturbative calculations would give the Higgs mass a value that corresponds to the cutoff energy -the Planck scale. There does not seem to be a mechanism, such as gauge invariance, that can protect this mass from running all the way up to the Planck scale. It would seem that the cancellations among higher order Feynman diagrams need to be extremely precisely tuned so that the mass comes out to be so much smaller than the Planck scale. Such a fine-tuning is considered to be unphysical. Therefore, it is expected that a different mechanism (perhaps another symmetry, such as supersymmetry 3 ) could be the reason why the mass of the Higgs boson is what it is.
The notion of fine-tuning can be compared with the scale argument used above. It is considered unlikely that a phenomenon would occur at a scale x that is far away from the nearest intrincsic scale X, characterising the phenomenon. The unlikeliness can be quantified by a suppression factor of (x/X) −γ , for x ≫ X, where γ > 0 is given by the power law behaviour far above the intrincsic scales.
While fine-tuning may be abhorrent in fundamental physics, it is a sought-after devise for engineering. The interest in superoscillations falls under the latter situation. In fundamental physics, the aim is to understand the fundamental dynamics of our universe. In engineering, on the other hand, the aim is to obtain an optimal design for a specific application. The question is then, to what extent can a function be designed to achieve superoscillations that satisfy certain properties? In this context, the unlikeliness does not so much address the mechanism for a phenomenon, but rather the sensitivity of a design and the required precision in the manufacturing process. Although the context may change, the analysis stays the same. The same suppression factor that represents the unlikeliness of a phenomenon far away from the intrincsic scale, now represents the increase in sensitivity and the contraints on the required precision in the manufacturing process [17] .
III. THEORETICAL ANALYSIS
In order to give quantitative support for the arguments presented in the previous section, we provide analytical calculations for the probability density and the detectability of superoscillations. Although a part of this analysis reproduces a previously known result [11] , the conclusion we obtain from these results go beyond those previously found. In addition, our analysis also includes both the real and imaginary parts of the gradient and not only the real part as considered in [11] . Moreover, our analysis of the detectability has not been done before.
A. Superoscillations
First, we define precisely what we mean by a superoscillation. Considering a square integrable complexvalued function g, which represents the transverse optical field, we introduce its complex-valued local wave vector
For the polar decomposition of g(x),
where
the complex-valued local wave vector reads
The pure exponential form on the right-hand side of Eq. (6) is chosen to normalise the gradient of the amplitude, ∇α = ∇I/2I, in such a way that it is not sensitive to an arbitrary amplification in the overall intensity. The field 4 g(x) contains a superoscillation at a point x, when the magnitude of the real partk θ or the magnitude of the imaginary partk α of the complex-valued local wave vector exceeds all its global frequencies:
wherek(x) is eitherk θ (x) ork α (x). The global frequencies are those that correspond to the Fourier decomposition of the optical field,
For a given complex-valued field g(x) = g r (x) + ig i (x), one can extract the phase function as
It then follows from Eqs. (7) and (11) that the gradients of the phase and normalised amplitude read
Note that our definition comprises all possible kinds of superoscillations, those caused by fast variations of the local phase gradient [2] , but also superoscillations induced by fast amplitude changes, as well as mixed forms. However the different kinds can be separately accessed as the real and imaginary part ofk c , as is seen in Eq. (8).
B. Correlation functions
Here, we restrict the fields to have spectra with hard boundaries, as opposed to those with Gaussian envelops, mentioned in Section II. If we now treat the field values at different locations as independent random variables, then, by the central limit theorem, the real and imaginary parts of the spectrum would be normally distributed. We expect to obtain a fairly good idea of the generic occurrence of superoscillations, by studying optical fields with such random spectra.
We now compute the two-point correlation functions that would be produced by such an ensemble of random fields. The random functions are defined in terms of their spectra
where x = x x + y y is the transverse position vector; a = a x x + a y y is the transverse spatial frequency vector; S(a) is a real-valued envelope function; and χ(a) is a complex-valued, zero mean, random function, with normally distributed function values. These random functions are delta-correlated
where ∆ is a scale parameter 5 on the frequency domain, which is from now on omitted, and δ 2 (·) is a twodimensional Dirac delta function. 5 One can think of ∆ as the resolution on the frequency domain. Now we compute the two-point correlation function
We define the envelop function as a normalised, finite energy, hat-shaped function
It allows us to evaluate the integral for the two-point correlation function:
where r = |x−x ′ |, and J 1 is the first order Bessel function of first kind. The two-point correlation function serves as a generating function for all the required local correlation functions (where x = x ′ ). The only nonzero local correlation functions that we require are
where the subscripts x, y indicate the respective derivatives. Here we have assumed that g(x) is normalised and thus dimensionless.
C. Statistical optics
In order to compute the expectation value of the magnitudes of the real and imaginary parts of the local wave vector
we use a statistical optics approach [23] [24] [25] [26] . For this purpose, we convert the derivatives of the optical field into auxiliary variables and obtain an expression of the form
where q represents the 6 auxiliary variables, F (q) is the function for the magnitude of a local gradient, and
is the propability density function. The derivation of Eq. (21) is given in Appendix A.
D. Joint probability density function
The expression for the expectation value in Eq. (21) involves six random variables. However, we are only interested in three quantities: the magnitude of the local phase gradient, the magnitude of the local normalised amplitude gradient and the local intensity. Moreover, rather than their expectation values, we are looking for the probability density functions of these quantities. In Appendix B, we provide the derivation for the joint probability density function for these three quantities, obtained in Eq. (B6), through a change of integration variables. The result is symmetric with respect to an interchange ink α andk θ , which shows that these two quantities have the same probability distributions. One can therefore integrate over one of them and replace the remaining one byk. The result reads
where I is the local intensity. The marginal probability for the magnitude of the gradient is obtained by integrating the joint probability over the local intensity I:
We are also interested in the fraction of beam power that is associated with a particulark. It can be calculated as the expected intensity that is obtained behind a filter that passes only light of a particulark:
Instead of considering the real and imaginary parts of the complex-valued local wave vectork c , one can obtain a probability density for its magnitude by substituting
into Eq. (B6). The new angular variable ϕ ranges from 0 to π/2, because the two magnitudes only span the positive quadrant of a two-dimensional space. We then integrate out the variables ϕ and I to obtain the marginal probability density fork c :
Comparing the probability densities in Eqs. (23) and (26), for large values of the random variable, one finds that they decay at the same rate. Therefore, we only consider the local gradients associated with the real and imaginary parts of the complex-valued wave vector, since these are also studied in the literature. In order to see the scale behaviour of these quantities, one needs to plot these functions on a log-log scale. For this purpose, we substitutẽ
in them, taking into account the transformation of the integration measure dk. Note that the change in the measure changes the power-law behaviour in the logarithmic expressions compared to the linear expressions. The expressions are thus transformed to In Fig. 3 , we provide curves for the expressions in Eq. (28). These curves clearly demonstrate that they are indeed governed by the scale set by the radius of support in the frequency domain B, as surmised in the Introduction. The variations of the curves occur in the region of the scale; far away from this region the curves revert to a power-law behaviour, which is scale invariant. The probability density fork is symmetric around the scale. The curve for the expectation value of the intensity is more suppressed for values ofk larger than the scale, but apart from this, it is still governed by the scale.
IV. NUMERICAL RESULTS
As a confirmation of the theoretical expressions for the probability and the detectability of superoscillations in a generic complex function given in Eq. (28), we perform a simple numerical calculation. Random complex functions are generated on a two-dimensional grid in the frequency domain by restricting the support to within a circular region of a given radius B, as shown in Fig. 4 . Within the circular region, the spectrum is allowed to have any form, but outside the circular region, the spectrum is zero. The spatial function is then obtained from this spectrum via a Fast Fourier Transform routine. The resulting spatial domain function is again a random complex-valued function that is defined on a two-dimensional grid. We then determine the number of points on this grid that has a given magnitude of the local spatial frequency. Here, we prefer to obtain the result as a function of the logarithmic variable in accordance with the results in Eq. (28), incorporating the scale as a normalization
The expectation value of the intensity associated with a given magnitude of the local spatial frequency (the detectability) is obtained by integrating the intensity I over the region in which the magnitude of the local spatial frequency has that given value. These expressions allow us to compute the probability for t and the detectability both as functions of t, for several generic fields generated by random spectra of restricted support. In our computations, we use a grid consisting of 1024 × 1024 points and we produced 64 such functions. It gives us a total of 2 26 points that are sorted, according to their values ofk, into 1024 bins of equal size on the logarithmic scale. Note that, since the bins are of equal size on a logarithmic scale, it modifies the powerlaw behaviour compared to what one would see if the bins were of equal size on a linear scale.
The resulting distributions are provided in Fig. 5 . Comparing these curves to those in Fig. 3 , we see a strong agreement. (In fact, the reason why we don't show the theory and numerical results on the same graph, is because the numerical results would complete cover the theory curves, so that one wouldn't be able to distinguish them.) The numerical results therefore serve as a strong confirmation of the theoretical results. The region for values ofk larger than the scale (i.e., for values on the horizontal axis larger than 1), represents the region of superoscillations. Here, we find that the probability density is represented by a power-law decay:
The expectation value of the intensity has an even more strongly suppressed power-law decay given by
The implication is that one order of magnitude increase ink implies a reduction in the detectability of such a superoscillation by four orders of magnitude.
V. CONCLUSIONS
The idea that functions with band-limited spectra can produce oscillations at scales larger than the scale of the spectral bandwidth is not counterintuitive. Using scale physics, one can argue that superoscillations are natural features of such functions, especially when their definition allows such oscillation to exceed the bandwidth by less than an order of magnitude.
Scales that differ by less than an order of magnitude are considered to be effectively the same scale. Hence, in the context of scale physics, superoscillations would only be considered to exist at a different scale when they exceed that of the bandwidth by an order of magnitude or more. In such cases, scale physics expects severe suppression factors, which are indeed found to be the case for superoscillations.
The probability and detectability of such features are suppressed by inverse powers of the ratio of scales. Superoscillations at scales high above the scale of the bandwidth become less likely and even harder to observe. For one order of magnitude difference between the scales of the bandwidth and the superoscillations, the detectability is suppressed by four orders of magnitude.
The present analysis only considers the generic behaviour of the ensemble of all possible light fields. Obviously, some of the elements of this ensemble would produce probabilities and detectabilities that exceed those predicted for the generic behaviour. The selection of an optimal element that performs much better than the average element in the ensemble, corresponds to the design process that we here referred to as fine-tuning. An open question is then: by how much would such an optimal element outperform the average behaviour of the generic ensemble element?
From a scale physics perspective, it seems unlikely that the improvement in performance due to fine-tuning would exceed one order of magnitude. As discussed in the Introduction, the best experimental efforts in optical fine-tuning of superoscillations have not yet reached this mark. In view of the fact that such an improvement in the scale of the superoscillations would produce a suppression in detectability of four orders of magnitude, the maximum expected improvement due to fine-tuning would therefore at best lessen it to a suppression of three orders of magnitude. The consequence is that practical applications of such higher order superoscillations would be challenged by signal-to-noise ratio, among other issues, regardless of the best efforts in fine-tuning.
Appendix A: Derivation of probability density function
Here we compute the probability density function for the statistical optics calculations in terms of 6 auxiliary variables. For this purpose, we replace the real and imaginary parts of the field and their first derivatives by auxiliary variables. The result becomes [23] [24] [25] [26] 
where q ={q 1 , q 2 , q 3 , q 4 , q 5 , q 6 } g = {g r , g i , ∂ x g r , ∂ x g i , ∂ y g r , ∂ y g i } .
and F (q) is the function for the magnitude of the local gradient in terms of the q's. For the phase and the normalized amplitude, these functions are obtained from 
The Dirac delta functions in Eq. (A1) are now expressed in terms of their Fourier transforms δ(z) = exp(i2πaz) da.
As a result, we have
where a = {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 }.
Note that the ensemble average only affects the part that contains the fields g. Therefore,
(A7) If we assume that the fields are normally distributed, then it follows that
where A = {a 1 + ia 2 , a 3 + ia 4 , a 5 + ia 6 } T , 
is the covariance matrix. When we substitute the local correlation functions that we obtained in Eq. (18) 
The joint probability density function of the six random variables represented by the q's is given by Eq. (21).
