The Warning Decision Support System -Integrated Information (WDSS-II) is the second generation of a system of tools for the analysis, diagnosis and visualization of remotely sensed weather data. WDSS-II provides a number of automated algorithms that operate on data from multiple radars to provide information with a greater temporal resolution and better spatial coverage than their currently operational counterparts. In this paper, we describe how the individual automated algorithms that have been developed using the WDSS-II infrastructure together yield a forecasting and analysis system, providing real-time products useful in severe weather nowcasting. The purposes of the individual algorithms and their relationships to each other are described, as is the method of dissemination of the created products. 
Many radar algorithms were initially devised to work with data from a single radar. For example, all the algorithms currently operational in the WSR-88D system and the ORPG are designed to be single-radar algorithms. However, such algorithms can attain their purpose (whether it be estimating hail sizes or estimating precipitation) much better if data from nearby radars and other sensors were considered. Using data from other radars would help mitigate radar geometry problems (See Figure 3 ), achieve a much better vertical resolution, attain a much better spatial coverage (as shown in Figure 9 ) and obtain data at faster time steps. Using data from other sensors and numerical models would help provide information about the near storm environment and temperature profiles. Considering the numerous advantages to be had by using all the available data in conjunction, and considering that technology has evolved to the point where such data can be transmitted and effectively used in real-time, there is little reason to consider Vertical Integrated Liquid (VIL) or hail diagnosis algorithm output based on a single radar whenever there is overlapping radar coverage available.
[ Figure 3 about here.]
On the other hand, there are algorithms that need their computation to be done with single radar data. An algorithm might need to operate on data from a single radar if its computation requires data in the native, polar format. For example, the computation of shear from velocity data requires knowledge of the relative position of the radar. The quality control of radar reflectivity data requires knowledge of the range of every data value and the data available from the same radar 5 at other elevation angles. Thus, quality control and shear computation are two algorithms that need to operate on data from individual radars as opposed to operating on data optimally combined from multiple radars.
a. Quality control neural network (QCNN)
Weather radar data is subject to many contaminants, mainly due to non-precipitating targets such as insects and wind-borne particles, anomalous propagation (AP) and ground clutter. Although weather forecasters can usually identify, and account for, the presence of such contamination, automated weather algorithms are affected drastically. These applications require that echoes in the radar reflectivity moment correspond, broadly, to "weather". Several local texture features and image processing steps can be used to discriminate some of these types of contaminants. However, none of these features by themselves can discriminate between precipitating and non-precipitating areas. A neural network is used to combine these features into a discrimination function (Lakshmanan et al. 2003a (Lakshmanan et al. , 2005a .
Knowledge of the surface temperature at the radar site is useful to distinguish between summertime bloom and winter-time snow, so that information is extracted from the model analysis grids
(by "w2radarenv" in Figure 1 ) and presented to the quality control neural network ("w2qcnn" in same figure) . The performance of the quality control technique is demonstrated in Figure 4 .
[ Besides creating greater confidence in the value of intensity of meteorological features that are sampled, the LLSD method for calculating shear values has several other advantages. The LLSD removes many of the radar dependencies involved in the detection of rotation and radial divergence (or radial convergence) signatures. Thus, these derivatives of the radial velocity field may be viewed in three-dimensional space or used as input to multi-sensor meteorological applications that require more than one radar as input. Additionally, fields of these radial estimates of rotation and divergence have specific signatures when boundaries or circulations are sampled. Figure 5 shows an example of the rotation LLSD component ("Azimuthal Shear", shorted to "AzShear"
in Figure 1 ) accumulated over time to form the Rotation Tracks products (see right hand side of Figure 2 ), and how it may be used to plot the path of a strong circulation signature.
[ Figure 5 about here.]
c. Near-storm environment (NSE) algorithm
The near-storm environment (NSE) algorithm analyzes mesoscale numerical model output and derives a number of environmental parameters. These derived gridded data are used by a number of other algorithms, particularly the hail diagnosis applications. As compared to rawinsonde information used by the operational algorithms, the model initial analysis fields provide greater temporal and spatial resolution of important environmental data for the multiple-sensor applications. For example, hourly thermodynamic data (heights of 0 o C and −20 o C levels) are input into the cellbased and grid-based hail diagnosis algorithms. This rapidly updating information can be used to capture rapidly evolving thermodynamic fields or fields with large spatial gradients much better than rawinsonde information. Presently, the NSE Algorithm takes input from the Rapid Update
Cycle (RUC) model analysis, although it is capable of processing data from other sources as well.
d. Lightning and Total Lightning Applications
Applications have been built to run on lightning data from the National Lightning Detection Network (NLDN) and from the Oklahoma Lightning Mapping Array (LMA; Krehbiel et al. (2005) ).
The NLDN data contain two-dimensional cloud-to-ground lightning flash location and time information while the LMA data also encode the height and path information for all lightning strokes.
Because the LMA is, as of now, only a research network whose data is not available over the continental United States (CONUS), the only routinely available product over the CONUS is a 2D density field.
An automated multi-sensor application uses isotherm levels from the RUC model, radar reflectivity data, and cloud-to-ground lightning data from the NLDN to predict the onset of cloud-8 to-ground lightning. The application, still under evaluation, uses a radial basis function (RBF) to form a relation between past observed reflectivity at various isotherm levels to current cloud-toground lightning activity. The RBF relationship matrix is constantly updated in real-time, and used to predict the onset of cloud-to-ground activity in the future based on current observations of radar reflectivity at various isotherm levels ( Figure 6 ; Lakshmanan and Stumpf (2005)).
[ Figure 6 about here.]
Lightning source data from the LMA is presented visually in several ways: as a dynamic threedimensional plot of source data, as a dynamic three-dimensional grid of source densities and as various derived two-dimensional grids of source densities. The remapping of lightning source data into lightning density grids is achieved using temporal averaging and spatial smoothing, as shown in Figure 7 . It is possible to run WDSS-II algorithms on this 3D lightning density grid. 3. Multi-radar/Multi-sensor Applications WDSS-II includes several tools for remapping, rescaling, transforming coordinate systems and combining data from multiple sensors and placing them onto a common earth-relative, constantly updating grid. If these tools are used to combine the moments from the individual radars (reflectivity and velocity), then algorithms may be run on the combined data. In many cases, algorithms 9 that process data combined from multiple radars outperform their single-radar counterparts because radar geometry problems are mitigated in the combined grid. For example, the "cone of silence" from one radar could get filled in from data from a farther radar, resulting in more uniform coverage throughout the domain. Similarly, interleaving elevation scans from adjacent radars can lead to better vertical and temporal resolution. Incorporating data from other sensors and numerical models is simplified because the radar data are now in an earth-relative coordinate system (rather than the radar-centric polar coordinate system that single-radar applications work in).
Base radar data from multiple radars are combined in real-time into a rapidly updating 3D merged grid and derived products are computed based on this 3D merged grid (Lakshmanan et al. 2005b ). See Figure 9 for an example of such a product -the composite reflectivity computed from the merged grid during the Hurricane Ivan event. Since the hurricane is over water and quite far from the coast-line, no individual radar could have captured as much of the hurricane as is shown in the merged data.
[ Figure 9 about here.]
a. Cluster-based Motion Estimation
Because the individual radars will sense the same storm at different instants and because the storms move and evolve in that interval, it is necessary to correct the data from the individual radars before combining them. Each range gate from each radar is time-corrected and placed at a grid point in the final 3D grid based on the time difference from the observation to the grid's reference time.
The various observations at each grid point are combined following different strategies. Strategies include taking the value whose magnitude is maximum (useful for combining fields such as shear)
and Cressman weighting (Cressman 1959).
In order to perform time correction, the merger process requires an estimate of how far a storm would have moved between the time of observation and the time of the merged grid. This estimate is performed by first clustering the reflectivity values in a reflectivity composite field (Lakshmanan et al. 2003b ). These clusters (called segments in image processing) are used as a template and the movement that minimizes the absolute-error between two frames is computed. Given the motion estimates for each of the regions in the image, the motion estimate at each pixel is determined through interpolation. This motion estimate is for the pair of frames that were used in the comparison. We do temporal smoothing of these estimates by running a Kalman filter (Kalman 1960) at each pixel of the motion estimate, yielding a wind field over the entire domain at the resolution of the reflectivity field. Forecasts can be made on fields other than the tracked field by advecting them based on this estimated wind field. The forecast is done by first projecting data forward in time to a spatial location given the motion estimate at their current location and the time that has elapsed. Locations not filled by this forward projection are filled by interpolating using an inverse square-distance metric of nearby filled locations.
To obtain an estimate of the wind field, albeit at lower resolution, where there are no storms currently, a 0 − 6km mean wind from the RUC model is used as a background. (See the bottom left corner of Figure 2 ). In the absence of model data, a distance-weighted average of storm motion is used. The three steps of clustering, motion estimation and advection are shown in Figure 10 .
[ Figure 10 about here.]
b. Merger of Azimuthal Shear
In addition to merging radar reflectivity data from multiple radars, the same process can be used to merge other information from single radars into a common multi-radar grid. Other scalar quantities derived from the moment data can be merged similarly. For example, one way of merging velocity data is to merge the shear derived from the radar velocity moments. We use the LLSD algorithm (See Section 2b) to compute azimuthal shear and rotational divergence on each single-radar field and then run separate merger processes for these derived scalar fields (Figure 11 ).
[ Figure 11 about here.]
Another derived scalar that can be similarly merged is the maximum observed shear from a single radar at a certain point over a time interval (typically 2-6 hours). Such a "rotation track field" (See Figure 12 and bottom right of Figure 2 ) is useful for conducting post-storm damage surveys.
[ Figure 12 about here.]
c. Cloud cover quality control
While the single-radar quality control performed by the QCNN removes most of the artifacts from radar data, it can fail when faced with echoes caused by moving targets such as chaff and birds.
Therefore, a second level of quality-control is often desirable. Based on the observation that the infrared temperature of the 11-micron satellite channel is colder than the ground temperature when there are storms (Lakshmanan et al. 2005a), we can remove pixels that remain in the reflectivity fields in areas where the ground temperature is nearly the same temperature as the satellite field. This is shown in the top-left corner of Figure 2 . The resulting quality-controlled 3D reflectivity grid is utilized to compute various severe weather diagnostic fields.
d. VIL and MVR
Since its introduction by Greene and Clark (1972) , Vertically Integrated Liquid (VIL) has been used widely as a measure of severe weather potential, including in the WSR-88D system (Kitzmiller et al. 1995) . WSR-88D two-dimensional maps of maximum vertical-column reflectivity (MVR;
or "Composite Reflectivity") and VIL suffer from several drawbacks: poor spatial resolution (2km Cartesian grids), poor temporal resolution (5-minute updates) and radar geometry problems since the algorithms operate on data from individual radars. Newer, "digital" ORPG products address the spatial resolution problem by creating polar grids of these products, but the other two problems remain. The problem of poor temporal resolution may be alleviated by creating these products in a virtual volume fashion, i.e. updating the result with every elevation and computing the 3D products with the latest available elevations instead of waiting for the end of a radar volume scan.
The issue of radar geometry is addressed by creating a new multi-radar product, merging radar reflectivity data from multiple radars onto a 0.01 o × 0.01 o degree in latitude-longitude space (approximately 1kmx1km in the continental United States), and computing VIL and MVR on these multi-radar grids. An example multi-radar MVR product is shown in Figure 9 . An example multiradar VIL product is shown in Figure 13 . Note that Figure 9 covers a much broader area than any single radar could have and that radar geometry problems are minimized. However, because the VIL depends on the height of the echoes and these heights can be different when estimated from more than one radar (Maddox et al. 1999) , the multi-radar VIL values for the same storm will be different from the single-radar VIL values. Therefore, guidance based on single-radar values will have to be adapted to a multi-radar product.
[ Figure 1998) to multiple radars. The input to MR-SCIT includes 2D features generated by single-radar SCIT algorithms running on multiple radars with overlapping coverage (that is, they are able to sample the same storm). The algorithm also incorporates near-storm environmental data.
The MR-SCIT algorithm combines the two-dimensional information from multiple radars and uses these data sets to produce 3D detections. This allows for a more complete vertical sampling of storms. Vertical and time association is performed at regular intervals with the last several minutes of 2D features within a virtual volume enabling rapid updating of algorithm output and time-synchronization of the multiple-radar data.
Information from multiple radars is used to detect and diagnose storm cells. Virtual volumes of radar data containing the latest information from each radar are combined to produce vertical cores representing storm cells. The vertical association technique clusters 2D features from each of the radars within a 5 minute window into 3D storm features. Time-to-space correction based on mean-wind and storm history is used to account for storm motion for the older 2D features.
The 2D detections are then associated vertically to form 3D storm cell detections. The multi-radar reflectivity data from the 2D features used to construct these 3D storm cell detections are diagnosed to give traditional cell-based attributes such as VIL. Cell-based hail diagnosis information such as the probability of severe hail is also diagnosed using the combined multiple radar data, as well as NSE data from mesoscale models. The cell-based storm and hail diagnoses are executed rapidly at 1-minute intervals. Storm cells are also tracked in time, attribute data are available for trend information, and 30-minute forecast positions are made.
f. Hail diagnosis
The three-dimensional grids of reflectivity are created at constant altitudes above mean sea level.
By integrating numerical model data, it is possible to obtain an estimate of the spatial variation of temperature by height. Thus, it is possible to compute the reflectivity value from multiple radars and interpolate it to points not on a constant altitude plane, but on a constant temperature level. This information, updated in real-time, is valuable for forecasting hail and lightning (See Section 2d and Figure 6 ). Having hail size estimates on a geospatial grid allows warning forecasters to understand precisely where the largest hail is falling. These grids can also be compared across a time interval, to map the swaths of the largest hail or estimate the hail damage by combining hail size and duration of hail fall (See Figure 14) .
[ The presence or absence of hail as determined by the gridded hail diagnosis products is used to discriminate between stratiform and convective precipitation.
To help prevent contamination from anamalous propagation and/or ground clutter, the singleradar reflectivity data are quality controlled using the quality neural network before being merged into a latitude-longitude-height grid from multiple radars. It is on this merged reflectivity grid that precipitation is estimated. From this 3D grid, a 2D grid of reflectivity is estimated. In that 2D grid, the reflectivity at every point is given by the reflected power closest to the ground in the 3D grid. To help prevent bright-band or hail contamination, the 2D grid does not get assigned reflectivity values if the closest value to the ground comes from a point higher than an estimated bright band height.
The bright-band height is assumed to lie within 1km of the 0 o C temperature level. Thus, this precipitation algorithm is simply a reimplementation of the WSR-88D rainfall algorithm of Fulton et al. (1998) as a multi-radar product that makes use of numerical model information and better quality-control techniques. It is expected that a more sophisticated and scientifically validated precipitation estimation algorithm that uses polarimetric radar data, data from other sensors (rain gages and satellite) and a wider variety of geographically and seasonally tuned Z-R relationships will take its place.
Results
During the spring of 2004, a proof-of-concept test of the WDSS-II system described in this paper was conducted at the National Weather Service Forecast Office (NWSFO) in Norman, OK. The goal of this proof-of-concept test was to determine which products may aid forecasters in making more efficient tornado warning and severe thunderstorm warning decisions (Adrianto et al. 2005 ).
This was determined by surveying the forecasters after every event on the usefulness of WDSS-II multi-sensor applications and display tools in the warning decision-making process.
During the proof-of-concept test, forecasters provided feedback on several items that indicate the potential for an improved level of sevice should they be incorporated into NWS operational systems:
• Multi-sensor applications provide information that is not available from a single source, and fill in data voids that may not be apparent when evaluating a severe storm with a single radar.
• Applications that provide information about the spatial extent of severe weather (primarily tornadoes and hail in this experiment) may provide the key to reducing the area of perceived false alarms.
• Spatial data from the Rotation Track and Hail Track applications provide an extremely useful verification tool, allowing forecasters to pinpoint areas to focus limited resources when conducting verification phone calls and damage surveys.
• Four-dimensional analysis tools for base data and base data derivatives provide forecasters important new tools for analyzing severe storms.
Forecaster feedback during this experiment was also used to improve the decision support system.
For example, observation of forecaster tasks and feedback from forecasters resulted in the rapid de-velopment of a new, dynamically-updating vertical cross-section tool in the WDSS-II display, that is now being introduced into the National Weather Service's operational AWIPS system (Stumpf et al. 2005 ).
The shaded rectanges in Figures 1 and 2 represent products (some of which are single-radar and others based on data from multiple radars). We do not disseminate the single-radar products but the multi-radar research products described in this paper are being transferred to the forecasting community and the public at large through three main mechanisms: to the National Weather Service's operational system, called AWIPS, to the National Centers of Environmental Prediction's operational system, called N-AWIPS, and to the public at large via the World Wide Web.
a. AWIPS
We run a special regional domain that covers the County Warning Areas of three forecast offices -Tulsa, Norman and Fort Worth. On this domain, we create both reflectivity-based and velocity-based multi-radar, multi-sensor products (See Figure 2) . These products are converted into a Display-2-Dimensions (D2D)-compatible netCDF format files in cylindrical (equal latitudelongitude spacing) projection. These files are then compressed and shipped via Unidata's Local Data Manager (LDM) to the NWS' Southern Region Headquarters from where they are shipped on the AWIPS network to the three forecast offices. A forecaster using D2D accesses these products using the D2D volume browser. It is possible to create subsets of the CONUS products for the various regions, convert them into the AWIPS netcdf format and make them available in a similar manner (via the various regional headquarters) for interested forecast offices across the United States.
b. N-AWIPS
One of our purposes in building national-scale severe weather diagnostic products is to demonstrate the utility of high-resolution, complete coverage to the NWS' National Centers for Environmental Prediction (NCEP). The primary display system at the Storm Prediction Center (SPC) is N-AWIPS, which reads gridded files in GEMPAK format. Since N-AWIPS does support the conversion of GRIB2 formatted files to GEMPAK, we distribute the products in the more common GRIB2 format to NCEP. N-AWIPS, however, imposes severe restrictions on the size of grids (750,000 grid points).
The CONUS 1km products are approximately 4000 x 3000 i.e. 12,000,0000 points or nearly 16 times the maximum size acceptable by N-AWIPS. We have successfully subsected the CONUSwide grids into smaller grids at the full resolution and displayed them with N-AWIPS. We envision that a forecaster will choose the sub-grids currently of interest and load only those grids in realtime.
c. World Wide Web
We distribute the multi-radar, multi-sensor products on the Internet in two ways: as static images and as GeoTiff images. The static images are created by the WDSS-II display which creates offscreen snapshots of the images, with the appropriate map backgrounds. We then automatically mirror these images onto a public webserver.
We also convert our netCDF products into geo-referenced images (GeoTiff). These GeoTiff images can be easily incorporated into most Geographic Information Systems (GIS) including freely available GIS such as Google Earth (Smith and Lakshmanan 2006) . We provide on our website XML metadata that enables Google Earth to dynamically request updated weather data 19 and overlay the weather data on top of satellite land imagery or other GIS information.
Both the static images and the Google Earth imagery can be accessed in real-time from http://wdssii.nssl.noaa.gov/
Summary
The individual automated algorithms that have been developed using the WDSS-II infrastructure together yield a forecasting and analysis system, providing real-time products useful in severe weather nowcasting. It was demonstrated that automated algorithms that operate on data from multiple radars can provide information with greater temporal resolution and better spatial coverage than their currently operational single-radar counterparts. These applications when used together yield real-time products that can be incorporated into a forecasting and analysis system for severe weather hazards. The products from the system of algorithms computed from remotely 
