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s.2012.0Abstract In this paper, we consider a Humbert matrix function in the following form:
JA;BðzÞ ¼ z
3
 AþB
C1ðAþ IÞC1ðBþ IÞ0F2 ; ; Aþ I; Bþ I;  z
3
27
 
; jzj < 1;
where
0F2 ; ; Aþ I; Bþ I;  z
3
27
 
¼ CðAþ IÞCðBþ IÞ
X1
k¼0
ð1ÞkC1ðAþ ðkþ 1ÞIÞC1ðBþ ðkþ 1ÞIÞ
k!
z
3
 3k
;
and for this function we present order and type, integral representations and differential
recurrence relations. Also, the Humbert matrix differential equation is studied.
ª 2012 Egyptian Mathematical Society. Production and hosting by Elsevier B.V.
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1. Introduction
Humbert function of scalar coefﬁcients and variables is ap-
peared in [1,2]. Special matrix functions appear in the literature
related to statistics [3,4]. Recently, Laguerre, Hermite and
Gegenbauer matrix polynomials have appeared in connection
with the study of matrix differential equations [5–7]. The pri-
mary goal of this paper is to consider a new system of matrix
functions, namely the Humbert matrix function. The paper is
RE
.com (M. Abul-Dahab).
ptian Mathematical Society.
g by Elsevier
ical Society. Production and hostin
7.002organized as follows. Section 2 is deﬁne and study of a new
matrix functions, say, the Humbert matrix function, the radius
of regularity and order and type on this function are estab-
lished. In Section 3 Integral expressions of Humbert matrix
functions are given. In Section 4 deducing some recurrence
relations of Section 5, we prove that the Humbert matrix func-
tion satisfy a matrix differential equation.
A matrix P in CNN is a positive stable matrix if Re(k) > 0
for all k 2 r(P) where r(P) is the set of all eigenvalues of P and
its two-norm denoted by
kPk ¼ sup
x–0
kPxk2
kxk2
;
where for a vector y in CN, kyk2 ¼ ðyTyÞ
1
2 is the Euclidean
norm of y.
Let a(P) and c(P) be the real numbers which were deﬁned in
[5] byg by Elsevier B.V. Open access under CC BY-NC-ND license.
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AaðPÞ ¼ maxfReðzÞ : z 2 rðPÞg; cðPÞ ¼ minfReðzÞ : z
2 rðPÞg: ð1:1Þ
If f(z) and g(z) are holomorphic functions of the complex
variable z which are deﬁned in an open set X of the complex
plane and P is a matrix in CNN such that r(P)  X, then from
the properties of the matrix functional calculus (see [5]), it fol-
lows that
fðPÞgðPÞ ¼ gðPÞfðPÞ: ð1:2Þ
Hence, if Q in CNN is a matrix for which r(Q)  X and if
PQ= QP, then
fðPÞgðQÞ ¼ gðQÞfðPÞ: ð1:3Þ
The reciprocal Gamma function denoted by C1ðzÞ ¼ 1CðzÞ is
an entire function of the complex variable z. Then the image of
C1(z) acting on P denoted by C1(P) is a well-deﬁned matrix.
Furthermore, if
Pþ nI is invertible for all integer nP 0; ð1:4Þ
Then from [5], the Pochhammer symbol or shifted factorial de-
ﬁned by
ðPÞn ¼ PðPþ IÞ    ðPþ ðn 1ÞIÞ
¼ CðPþ nIÞC1ðPÞ; nP 1; ðPÞ0 ¼ I: ð1:5Þ
Jo´dar and Corte´s have proved in [8] that
CðPÞ ¼ lim
n!1
ðn 1Þ!½ðPÞn1nP: ð1:6Þ
Let P and Q be two positive stable matrices in CNN. The
gamma matrix function C(P) and the beta matrix function
B(P,Q) have been deﬁned in [9], as follows
CðPÞ ¼
Z 1
0
ettPI dt; tPI ¼ exp ðP IÞ ln tð Þ; ð1:7Þ
and
BðP; QÞ ¼
Z 1
0
tPIð1 tÞQI dt: ð1:8Þ
Let P and Q be commuting matrices in CNN such that the
matrices P+ nI, Q+ nI and P+ Q+ nI are invertible for
every integer nP 0. Then according to [9], we have
BðP; QÞ ¼ CðPÞCðQÞ½CðPþQÞ1: ð1:9ÞTR
2. Humbert matrix function
In this section we deal with the Humbert matrix function
JA,B(z) that is deﬁned by
JA;BðzÞ¼ z
3
 AþB
C1ðAþ IÞC1ðBþ IÞ0F2 ;;Aþ I;Bþ I; z
3
27
 
¼
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
z
3
 AþBþ3kI
¼
X1
k¼0
UAþBþ3kIz
AþBþ3kI; ð2:1Þ
where A+ I and B+ I are matrices in CNN such that
A+ (k+ 1)I and B+ (k+ 1)I are invertible for every integer
kP 1. The ﬁrst few terms of the series are given by the
formula
REJA;BðzÞ¼ z
AþBC1ðAþIÞC1ðBþIÞ
3AþB
1z
3I½ðAþIÞ1½ðBþIÞ1
331!
"
þz
6I½ðAþIÞ1½ðAþ2IÞ1½ðBþIÞ1½ðBþ2IÞ1
362!

#
For A and B are equal the zero matrix 0 it follows
J0;0ðzÞ ¼ 1 z
3I
33
þ z
6I
36  23 
z9I
39  23  33 þ   
 
:
Now we prove that the matrix power series (2.1) converges
uniformly in any bounded domain of the complex variable z,
by the following inequality
kJA;BðzÞk
X1
k¼0
kC
1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
z
3
 AþBþ3kI
k
k z
3
 AþB
k
X1
k¼0
kC
1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ z
3
 	3k
k!
k
k z
3
 AþB
C1ðAþIÞC1ðBþIÞk
X1
k¼0
k½ðAþIÞk
1½ðBþIÞk1 z3
 	3k
k!
k:
So,
kJA;BðzÞk 6 k z
3
 AþB
C1ðAþ IÞC1ðBþ IÞk
exp ðAþ IÞ1ðBþ IÞ1 z
3
27










 
6 z
3
 AþB
C1ðAþ IÞC1ðBþ IÞ









 exp 127 jzj3
 
:
ð2:2Þ
By considering all the terms of the series for JA,B(z) except
the ﬁrst, it is found that
JA;BðzÞ ¼ z
3
 AþB
C1ðAþ IÞC1ðBþ IÞð1þHÞ; ð2:3Þ
where
kHk 6 exp ðAþ IÞ1ðBþ IÞ1 z
3
27










 
 1
6 kðAþ IÞ1ðBþ IÞ1k exp 1
27
jzj3
 
 1
 
:
Thus, the series on the right in (2.1) converges uniformly
in any bounded domain of the complex variables z. We de-
ﬁne the radius of regularity of the function JA,B(z) given in
the form
1
R
¼ limsup
k!1
ðkUAþBþ3kIkÞ
1
AþBþ3kI ¼ limsup
k!1
1
3AþBþ3kIk!ðAþkIÞ!ðBþkIÞ!










  1
AþBþ3kI
¼ limsup
k!1
1
3AþBþ3kI
ﬃﬃﬃﬃﬃﬃﬃﬃ
2pk
p
k
e
 	k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðAþkIÞp AþkI
e
 	AþkI ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðBþkIÞp BþkI
e
 	BþkI












 ! 1
AþBþ3kI
6 limsup
k!1
1
kkþ
1
2ðAþkIÞAþ kþ12ð ÞIðBþkIÞBþ kþ12ð ÞI
 ! 1
AþBþ3kI
¼0:
Therefore, the order and type of the Humbert matrix
function is formulated as follows
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k!1
ðAþBþ3kIÞ lnðAþBþ3kIÞ
ln 1kUAþBþ3kIk
 
¼ limsup
k!1
ðAþBþ3kIÞlnðAþBþ3kIÞ
lnð3AþBþ3kIk!ðAþkIÞ!ðBþkIÞ!Þ
¼ limsup
k!1
ðAþBþ3kIÞlnðAþBþ3kIÞ
ln
ﬃﬃﬃﬃﬃﬃﬃﬃ
2pk
p
k
e
 	k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðAþkIÞp AþkI
e
 	AþkI ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðBþkIÞp BþkI
e
 	BþkI
3AþBþ3kI
 
6 limsup
k!1
1
klnk
ðAþBþ3kIÞ lnðAþBþ3kIÞþ ðAþkIÞ lnðAþkIÞðAþBþ3kIÞ lnðAþBþ3kIÞþ ðBþkIÞlnðBþkIÞðAþBþ3kIÞlnðAþBþ3kIÞ
¼1; ð2:4Þ
and
s¼ 1
eq
limsup
k!1
ðAþBþ3kIÞðkUAþBþ3kIkÞ
q
AþBþ3kI
¼ 1
e
limsup
k!1
ðAþBþ3kIÞ 1
3AþBþ3kIk!ðAþkIÞ!ðBþkIÞ!
  1
AþBþ3kI
¼ 1
3e
limsup
k!1
ðAþBþ3kIÞ
 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pk
p ðk
e
Þk ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2pðAþkIÞp ðAþkI
e
ÞAþkI ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2pðBþkIÞp ðBþkI
e
ÞBþkI
 ! 1
AþBþ3kI
6 1
3
limsup
k!1
ðAþBþ3kIÞ 1
kkðAþkIÞðAþkIÞðBþkIÞðBþkIÞ
 ! 1
AþBþ3kI
¼ 1:
ð2:5Þ
Summarizing, the following result has been established.
Theorem 2.1. Let A and B be matrices in CNN such that
A + (k + 1)I and B + (k + 1)I are invertible for every
integer kP 1. Then the Humbert matrix function is an entire
function and the order and type of the Humbert matrix function
is equal one.3. An integral representation
In this section, we provide integral expressions of Humbert
matrix function JA,B(z) by the following theorems:
Theorem 3.1. Let A and B be matrices in CNN such that
c(A)> c(B)> 1. Then for complex number z it follows that
JA;AðzÞ¼ 3 z
3
 AB
C1ðABÞ
Z 1
0
ð1 t3ÞABItðA2ðBþIÞÞJA;BðztÞ dt;
ð3:1Þ
and
JB;BðzÞ¼ 3 z
3
 BA
C1ðBAÞ
Z 1
0
ð1 t3ÞBAItðB2ðAþIÞÞJA;BðztÞ dt:
ð3:2Þ
where c(B) > c(A) > 1.
Proof. Let I ¼ R 10 ð1 t3ÞABItðA2ðBþIÞÞJA;BðztÞ dt, then
from the expression of Humbert matrix function, we have
JA;BðztÞ¼
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
zt
3
 AþBþ3kI
;
the integral becomes
RE
TRI¼
Z 1
0
ð1 t3ÞABItðA2ðBIÞÞ

X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
zt
3
 AþBþ3kI
dt
¼
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
z
3
 AþBþ3kI

Z 1
0
ð1 t3ÞABIt3Bþ2Iþ3kI dt:
Letting t3 = s, then
I ¼
X1
k¼0
ð1ÞkC1ðAþ ðkþ 1ÞIÞC1ðBþ ðkþ 1ÞIÞ
k!
z
3
 AþBþ3kI

Z 1
0
ð1 sÞABIsBþkI ds:
ð3:3Þ
From the properties of Beta and Gamma matrix function in
[9], we get
Z 1
0
ð1 sÞABIsBþKI ds ¼ CðA BÞCðBþ ðk
þ 1ÞIÞC1ðAþ ðkþ 1ÞIÞ; ð3:4Þ
then
I¼CðABÞ
z
3
 	BA
3
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðAþðkþ1ÞIÞ
k!
z
3
 2Aþ3kI
¼CðABÞð
z
3
ÞBA
3
JA;AðzÞ:
Thus,
JA;AðzÞ ¼ 3ðz
3
ÞABC1ðA BÞ
Z 1
0
ð1
 t3ÞABItðA2ðBIÞÞJA;BðztÞ dt:
Another integral representation of JA,B(z) can be estab-
lished starting from the formula in [10, p. 115, No. (5.10.5)]
and Lemma 2 of [9, p. 209] we ﬁnd that
C1ðAþ ðkþ 1ÞIÞ ¼ 1
2pi
Z
C
expðsÞsðAþðkþ1ÞIÞ ds; ð3:5Þ
and
C1ðBþ ðkþ 1ÞIÞ ¼ 1
2pi
Z
C0
expðtÞtðBþðkþ1ÞIÞ dt; ð3:6Þ
and substituting the above expression into the series expression
of the Humbert matrix function given in (2.1), it follows that
JA;BðzÞ ¼
X1
k¼0
ð1Þk z
3
 	AþBþ3kI
k!
1
ð2piÞ2
Z
C0
Z
C
expðs
þ tÞsðAþðkþ1ÞIÞtðBþðkþ1ÞIÞ ds dt:
Interchanging the order of the integral and summation,
JA;BðzÞ ¼
z
3
 	AþB
ð2piÞ2
Z
C0
Z
C
expðsþ tÞsðAþIÞtðBþIÞ
X1
k¼0
z3
27st
 k
k!
ds dt;
CT
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JA;BðzÞ ¼
z
3
 	AþB
ð2piÞ2
Z
C0
Z
C
expðsþ tÞsðAþIÞtðBþIÞ exp z
3
27st
 
ds dt;
¼
z
3
 	AþB
ð2piÞ2
Z
C0
Z
C
exp sþ t z
3
27st
 
sðAþIÞtðBþIÞ ds dt:
Therefore, the following result has been established. h
Theorem 3.2. Let A and B be two matrices in CNN. Then the
Humbert matrix function for complex variable z satisﬁes the
following integral
JA;BðzÞ ¼
z
3
 	AþB
ð2piÞ2
Z
C0
Z
C
exp sþ t z
3
27st
 
sðAþIÞtðBþIÞ ds dt:
ð3:7ÞA4. Recurrence relations
Some recurrence relations are carried out on the Humbert ma-
trix function. We obtain the following:
Theorem 4.1. The Humbert matrix function JA,B(z) satisﬁes the
following relations:
(i) dz dz
 	n
zðAþBÞJA;BðzÞ
  ¼ ð1ÞnzðAþBÞnI JAþnI;BþnIðzÞ,
(ii) J 0A;BðzÞ ¼ JA;BIðzÞ  ð2BAÞz JA;BðzÞ,
(iii) J 0A;BðzÞ ¼ JAI ;BðzÞ  ð2ABÞz JA;BðzÞ,
(iv) ð3AÞz JA;BðzÞ ¼ JAþI ;BþIðzÞ þ JAI ;BðzÞ,
(v) ð3BÞz JA;BðzÞ ¼ JAþI ;BþIðzÞ þ JA;BIðzÞ.
Proof.
(i) Applying mathematical induction: for 1:
d
dz
 n
zðAþBÞJA;BðzÞ
 
¼ d
dz
X1
k¼0
ð1Þk 1
3
 	AþBþ3kI
C1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
ðzÞ3kI
¼
X1
k¼1
ð1Þk 1
3
 	AþBþ3kII
C1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
ðk1Þ! ðzÞ
3kII
¼
X1
k¼0
ð1Þkþ1ð1
3
ÞAþBþ3kIþ2IC1ððAþ IÞþðkþ1ÞIÞC1ððBþ IÞþðkþ1ÞIÞ
k!
ðzÞ3kIþ2I;
i.e.,
d
z dz
 
fzðAþBÞJA;BðzÞg ¼ zðAþBÞI JAþI;BþIðzÞ; ð4:1Þ
For n= r  1, we have
d
z dz
 r1
fzðAþBÞJA;BðzÞg¼ð1Þr1zðAþBÞðr1ÞI JAþðr1ÞI;Bþðr1ÞIðzÞ:
Then for n= r:
RE
TRd
z dz
 r
zðAþBÞJA;BðzÞ
 
¼ d
z dz
 
d
z dz
 r1
zðAþBÞJA;BðzÞ
 
¼ d
z dz
 
fð1Þr1zðAþBÞðr1ÞIJAþðr1ÞI;Bþðr1ÞIðzÞg
¼ ð1ÞrzðAþBÞ rI JAþrI;BþrIðzÞ: ð4:2Þ
Thus, the proof of relation (i) is completed.
(ii) In this case
d
dz
ðz2ABJA;BðzÞÞ
¼ d
dz
X1
k¼0
ð1Þk 1
3
 	AþBþ3kI
C1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
ðzÞ3Aþ3kI
¼
X1
k¼0
ð1Þk 1
3
 	AþBþ3kII
C1ðAþkIÞC1ðBþðkþ1ÞIÞ
k!
ðzÞ3Aþ3kII
¼ z2ABJAI;BðzÞ:
By carrying out the differentiation of the product on the left-
hand side, we have
ð2A BÞz2ABIJA;BðzÞ þ z2ABJ0A;BðzÞ ¼ z2ABJAI;BðzÞ:
Hence
J0A;BðzÞ ¼ JAI;BðzÞ 
ð2A BÞ
z
JA;BðzÞ: ð4:3Þ
(iii) We have
d
dz
ðz2BBAJA;BðzÞÞ
¼ d
dz
X1
k¼0
ð1Þk 1
3
 	AþBþ3kI
C1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
ðzÞ3Bþ3kI
¼
X1
k¼0
ð1Þk 1
3
 	AþBþ3kII
C1ðBþkIÞC1ðAþðkþ1ÞIÞ
k!
ðzÞ3Bþ3kII
¼ z2BAJA;BIðzÞ: ð4:4Þ
By carrying out the differentiation of the product on the left-
hand side, we have
ð2B AÞz2BAIJA;BðzÞ þ z2BAJ0A;BðzÞ ¼ z2BAJA;BIðzÞ:
Hence
J0A;BðzÞ ¼ JA;BIðzÞ 
ð2B AÞ
z
JA;BðzÞ: ð4:5Þ
(iv) From result (i), we have
J0A;BðzÞ ¼
ðAþ BÞ
z
JA;BðzÞ  JAþI;BþIðzÞ: ð4:6Þ
Subtracting (4.5) from result (ii) we obtain the required rela-
tionship.
(v) Subtracting (4.5) from result (iii) we obtain the required
relationship.
Finally, we can ﬁnd some properties related with differen-
tiation of the Humbert matrix function with respect to indexes
A and B in the forms
CT
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@A
JA;B¼ @
@A
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
z
3
 AþBþ3kI
¼ JA;B ln z
3
 
C0ðAþðkþ1ÞIÞC1ðAþðkþ1ÞIÞ
h i
¼ ln z
3
 
JA;BJA;BwðAþðkþ1ÞIÞ;
ð4:7Þ
and
@
@B
JA;B¼ @
@B
X1
k¼0
ð1ÞkC1ðAþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
k!
z
3
 AþBþ3kI
¼ JA;B ln z
3
 
C0ðBþðkþ1ÞIÞC1ðBþðkþ1ÞIÞ
h i
¼ ln z
3
 
JA;BJA;BwðBþðkþ1ÞIÞ: 
ð4:8ÞA5. Humbert matrix differential equation
We know a matrix differential equation satisﬁed by any 0F2 by
specializing the result in [11]. The matrix differential equation:
½hðhIþ AÞðhIþ BÞ  yU ¼ 0; h ¼ y d
dy
; ð5:1Þ
has U= 0F2(,A+ I,B+ I,y) as one solution. Eq. (5.1) can
also be written
y2
d3U
dy3
þ ðAþ Bþ 3IÞy d
2U
dy2
þ ðAþ IÞðBþ IÞ d U
dy
U
¼ 0; ð5:2Þ
we now put y ¼  z3
27
, therefore
dU
dy
¼  9
z2
 dU
dz
;
d2U
dy2
¼ 81
z4
 d
2U
dz2
 162
z5
 dU
dz
;
and
d3U
dy3
¼  729
z6
 d
3U
dz3
þ 428
z7
 d
2U
dz2
 7290
z8
 dU
dz
;
in (5.2) to obtain
z2
d3U
dz3
þ ð3Aþ 3Bþ 3IÞz d
2U
dz2
 ½6Aþ 6B 2Iþ z2ðAþ IÞðBþ IÞ d U
dz
þ z2U ¼ 0; ð5:3ÞET
Rin which primes denote differentiations with respect to z, one
solution (5.3) is
U ¼ 0F2 ; Aþ I; Bþ I;  z
3
27
 
:
We seek an equation satisﬁed by U= zA+BW. Hence in
(5.3) we now put W= z(A+B)U and arrive at the matrix
differential equation.
z3
d3W
dz3
þ3z2 d
2W
dz2
 3ðAþBÞðAþBþ IÞþð6Aþ6B2IÞþ z2ðAþ IÞðBþ IÞ z dW
dz
þ ðAþBÞðAþBþ IÞð2Aþ2Bþ IÞþðAþBÞð6Aþ6B2IÞ½
þ z2ðAþBÞðAþ IÞðBþ IÞþ z3W¼ 0; ð5:4Þ
of which one solution is W ¼ zAþB0F2 ; Aþ I; Bþ I;  z327
 
.
Eq. (5.4) is Humbert matrix differential equation.
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