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Abstract
For the problem of estimating the ospring mean m of a branching process with immigration,
we propose a modication of the sequential estimator of m considered in Sriram et al. (1991,
Ann. Statist.) and study its nonasymptotic and asymptotic properties. In the nonasymptotic
setting, it is shown that the modied estimator is unbiased and has bounded mean squared error
(MSE) for all m>0, while the estimator in Sriram et al. is biased and a theoretical bound for its
MSE is dicult to obtain. The above result is established for the cases of known and unknown
ospring variances, separately. In the asymptotic setting, for the case of m2 (0; 1], it is shown
that the modied sequential estimator is as ecient as the sequential estimator in Sriram et al.
The theoretical results are supported through simulations. Finally, asymptotic normality of the
stopping time, for the case of known ospring variance, is also established. c© 1998 Elsevier
Science B.V. All rights reserved.
Keywords: Modied sequential estimator; Stopping time; Unbiased; Mean squared error;
Uniform asymptotic normality
1. Introduction
Consider a branching process with immigration dened by
Zi=
Zi−1X
k=1
i−1; k + Yi; i=1; 2; : : : ; (1.1)
where i−1; k is the number of ospring of the k th individual belonging to the (i−1)th
generation, and Yi denotes the number of immigrants in the i th generation. Assume that
fi; jg and fYig are two independent sequences of i.i.d., nonnegative, integer-valued ran-
dom variables with nite mean and variance (m; 2) and (; b2), respectively. Here Z0
is an integer valued, square integrable random variable which is assumed to be inde-
pendent of fi; jg and fYig.
Based on the information on fZig alone estimation of the means m and  has
been discussed extensively in the literature using least-squares, conditional least-squares
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and weighted conditional least-squares estimators. See, for instance, Heyde and Seneta
(1972; 1974), Klimko and Nelson (1978) and Wei and Winnicki (1989; 1990) and the
references therein. Also, Heyde and Seneta (1972) noted that the expressions for the
maximum likelihood estimator (MLE) of m and  in the parametric models were, in
general, too complicated to be useful. However, if the immigration is assumed to be
observable (as we do so below), then the maximum likelihood approach yields useful
results. See, for instance, Bhat and Adke (1981), Venkataraman (1982), Venkataraman
and Nanthi (1982) and Nanthi (1983).
In either case (observable=unobservable immigration), the estimators of the ospring
mean are complicated nonlinear functions of observations. This makes it dicult to
calculate the expected value and the mean squared error of the estimators of m for a
xed number of observations. Due to these considerations, all of the above mentioned
papers study the properties of the estimators of m using large sample theory. The
large sample inference for m, however, is not entirely satisfactory because the limit-
ing distribution of the estimators of m vary dramatically depending on whether m<1
(subcritical), m=1 (critical) and m>1 (supercritical) which is generally not known in
advance. See Wei and Winnicki (1990), for instance.
In an attempt to provide a universal limit distribution which does not require the prior
knowledge of values of m, Sriram et al. (1991) considered the problem of estimation
of m through the use of sequential analysis. That is, basing the inference about m on
random sample sizes instead of xed sample sizes. More specically, suppose that fYig
in (1:1) is observable. Then, a natural estimator of the ospring mean is given by
m^n=
nX
i=1
(Zi − Yi)
,
nX
i=1
Zi−1: (1.2)
Motivated by the work of Lai and Siegmund (1983) for autoregressive (AR) pro-
cesses of order 1 (also see Borisov and Konev, 1977), Sriram et al. (1991) proposed
a stopping rule Nc of the form
Nc= inf
(
n>1:
nX
i=1
Zi−1>c2
)
(1.3)
and showed that
lim
c!1 supF2F
PF
8><
>:
PNc
i=1 Zi−1
1=2
(m^Nc − m)

6x
9>=
>;− (x)
=0; (1.4)
where F is the family dened in Eqs. (4.1){(4.3) below. See, Sriram et al. (1991),
Theorem 5.2 for details. Property (1:4) is referred to as uniform asymptotic normality.
It is clear that the denition of Nc assumes that 2 is known. For the case of
unknown 2, one can replace 2 in the denition of Nc by a suitable estimator and show
that the resulting sequential estimator is asymptotically normal for each xed m2 (0; 1].
See, Sriram et al. (1991), Theorem 4.2 for details. The asymptotic distribution of m^Nc
for the case m>1, however, was not considered in Sriram et al. (1991). See Section 5
for a brief discussion of the case m>1.
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From Eq. (1.4), it is clear that the sequential procedure m^Nc unies the limit dis-
tribution for the cases m<1 and m=1. However, due to the ratio-type nature of the
estimator, it is dicult to calculate the expectation and mean squared error of m^Nc for
each xed c. In fact, it can be shown that m^Nc is a biased estimator of m. The purpose
of this paper is to propose a modication of m^Nc and establish some of its nonasymp-
totic properties for each xed c. Furthermore, we also obtain the limiting distribution
of the modied estimator for the case m2 (0; 1] and compare them with those of m^Nc .
In Section 2 we construct a modied sequential estimator of m for the cases of
known and unknown 2. In Section 3 we show that the modied estimator is a so
called xed precision estimator, that is, it is unbiased and has bounded mean squared
error. In Section 4 we show that the modied estimator (for the known 2 case) is also
uniformly asymptotically normal over the family F dened in Eqs. (4.1){(4.3) below.
We also show that the modied estimator (for the unknown 2 case) is asymptotically
normal for each m2 (0; 1]. Furthermore, we establish the asymptotic normality of the
stopping time Nc for the case m<1. In Section 5, we support our theoretical results
through simulations.
2. Modied sequential estimator
Motivated by the nature of the stopping time dened in Eq. (1.3) we can modify
the sequential estimator of m in the following way. From Eq. (1.3), note that
Nc−1X
i=1
Zi−1<c26
NcX
i=1
Zi−1: (2.1)
From this we can dene a correction multiplier c 2 (0; 1] uniquely by the equation
Nc−1X
i=1
Zi−1 + cZNc−1 = c
2 (2.2)
and thereby modify the sequential estimator m^Nc (see Eqs. (1.2) and (1.3)) as
m^(c)=
PNc−1
i=1 (Zi − Yi) + c(ZNc − YNc)
c2
: (2.3)
Note that the estimator m^(c) dened in Eq. (2.3) depends on 2 and so does m^Nc ,
as Nc depends on 2. For the case of unknown 2, we proceed as follows. Dene an
estimator of 2 by
^2n = n
−1
nX
i=1
[(Zi − m^nZi−1 − Yi)2=Zi−1]; (2.4)
where m^n is as dened in Eq. (1.2). Let ~
2
n = maxf^2n ; n−g for some >0. No-
tice that the estimator of 2 in Eq. (2.4) is dierent from the one considered in
Sriram et al. (1991). Let n0 be the initial sample size. Now, dene
~Nc= inf
(
n>n0 + 1:
nX
i=n0+1
Zi−1>c ~2n0
)
: (2.5)
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Then, as in Eq. (2.2), we can dene a correction multiplier ~c 2 (0; 1] uniquely by the
equation
~Nc−1X
i=n0+1
Zi−1 + ~cZ ~Nc−1 = c ~
2
n0 (2.6)
and thereby modify the sequential estimator m^ ~Nc as
~m(c)=
P ~Nc−1
i=n0+1 (Zi − Yi) + ~c(Z ~Nc − Y ~Nc)
c ~2n0
: (2.7)
It should be mentioned here that Melnikov and Novikov (1988) considered the
sequential xed precision estimation for semimartingales. In their paper, as an example,
they considered branching processes without immigration and constructed a sequential
estimator similar to m^(c) dened in Eq. (2.3) though the stopping time Nc dened in
Eq. (1.3) with 2 = 1. It is shown in Melnikov and Novikov (1988) that if m>1 then
the sequential estimator is unbiased and has bounded mean squared error. Note that
our results (see Section 3) extend Melnikov and Novikov's (1988) example.
We end this section with a summary of results from the literature which form the
basis for many of the results in this paper. Stopping times of the form (1:3) were
studied in Anscombe (1953) and Grambsch (1983). However, time substitution of the
type (1:3) for estimating the drift parameter of a diusion type process was rst used
in Novikov (1972) and Lipster and Shiryaev (1977, 1978), where sequential maximum
likelihood estimates with properties such as unbiasedness and prescribed mean squared
error were obtained.
For the AR(1) processes with known error variance, the idea of constructing a stop-
ping time of the type (1:3) to produce a sequential unbiased estimator with a prescribed
mean squared error was rst proposed by Borisov and Konev (1977) in the context of
estimating the autoregressive parameter . Lai and Siegmund (1983) also independently
proposed the same stopping time for AR(1) processes and established the uniform
asymptotic normality of the stopped least-squares estimator of , for jj61. Recently,
for the case jj>1 and normal errors with unit variance, Shiryaev and Spokoiny (1993)
established the asymptotic normality of the sequential least-squares estimator (consid-
ered in Lai and Siegmund); also see Konev and Pergamenshchicov (1993). For the case
of unknown error variance, recently Dimitrienko and Konev (1994) proposed a two-
stage sequential procedure similar to the one considered in Eq. (2.7) and established
its unbiasedness and bounded mean squared error, under certain regularity conditions
on the error density. See a recent paper of Konev and Lai (1995) for some extensions
of results for autoregressive models to stochastic regression models.
3. Nonasymptotics
In this section we show that the estimators dened in Eqs. (2.3) and (2.7) are
unbiased and have bounded mean squared error. These are stated as theorems below.
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Theorem 3.1. For the process dened in Eq. (1.1) and the estimator m^(c) dened in
Eq. (2.3) the following hold: For each c>0
P(Nc<1)= 1; (3.1)
E(m^(c))=m for m>0 (3.2)
and
sup
m>0
E(m^(c)− m)261
c
: (3.3)
Theorem 3.2. For the process dened in Eq. (1.1) and estimator ~m(c) dened in
Eq. (2.7) the following hold: For each c>0,
P( ~Nc<1)= 1 (3.4)
E( ~m(c))=m for m>0 (3.5)
and
supE( ~m(c)− m)26c−120n0; (3.6)
where the supremum is over (m; 2)2 (0;1) (0; 20 ) for a known 20 .
Before we prove the theorems stated above, we dene a sigma algebra Fn given by
Fn= fZ0; i−1; jYi; 16i6n; j>1g: (3.7)
Proof of Theorem 3.1. Assertion (3:1) follows easily. As for Eq. (3.2), use Eqs. (2.3)
and (2.2) to write
m^(c)− m=
PNc−1
i=1 (Zi − mZi−1 − Yi) + c(ZNc − mZNc−1 − YNc)
c2
= (c)=c2: (3.8)
It suces to show that for each c>0; E(c)= 0 for m>0. For this, write
(c) =
1X
i=1
[IfNc>ig + cIfNc=ig](Zi − mZi−1 − Yi)
=
1X
i=1
Vii; (3.9)
where Vi= [IfNc>ig+cIfNc=ig]ui with ui=
p
Zi−1 and i=(Zi−mZi−1−Yi)=ui if ui 6=0
and 0 otherwise. From the denition of Nc in Eqs. (1.3) and (2.2) it can be veried that
the set fNc>ig and the random variable c IfNc=ig are Fi−1 measurable. This implies
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that Vi dened in Eq. (3.9) is Fi−1 measurable. Furthermore,
1X
i=1
V 2i =
1X
i=1
[IfNc>ig + 
2
c IfNc=ig]Zi−1
6
Nc−1X
i=1
Zi−1 + cZNc−1 = c
2; (3.10)
by Eq. (2.2) and since c 2 (0; 1]. Also, observe that for any n>1; E(
Pn
i=1 Vii)= 0
and conditioning on Fi−1 yields
E
 
nX
i=1
Vii
!2
= 2E
 
nX
i=1
V 2i
!
6 2E
 1X
i=1
V 2i
!
6c4; (3.11)
where the last step follows from Eq. (3.10). Clearly, fPni=1 Vii;Fng is a mean-zero
martingale and by Eq. (3.11), supn E(
Pn
1 Vii)
26c4. Therefore, by Corollary 2.2 of
Hall and Heyde (1980),
Pn
i=1 Vii converges in L2 and almost surely. From this and
Eq. (3.9) it follows that E(c)= 0 for m>0. Hence the assertion (3:2). As for asser-
tion (3:3), use Eqs. (3.8) and (3.9) to write
E(m^(c)− m)2 = (c2)−2E
 1X
i=1
Vii
!2
6 1=c; (3.12)
where we used the fact that
Pn
i=1 Vii converges in L2 and Eq. (3.11). The required
result now follows.
Proof of Theorem 3.2. Once again assertion (3:4) follows easily. As for Eqs. (3.5)
and (3.6) we proceed as in the proof of Theorem 3.1. Use Eqs. (2.7) and (2.6) to
write
~m(c)− m= c−1
1X
i=n0+1
~Vii; (3.13)
where ~Vi=[If ~Nc>ig+
~cIf ~Nc=ig]
p
Zi−1= ~
2
n0 and i is as dened in Eq. (3.9). For i>n0+1;
once again, ~Vi is Fi−1 measurable with
P1
i=n0+1
~V
2
i 6(c= ~
2
n0 ), as in Eq. (3.10). Also, as
in Theorem 3.1, fPni=n0+1 ~Vii;Fn; n>n0+1g is a mean-zero martingale with supn>n0+1
E(
Pn
i=n0+1
~Vii)26c2E( ~
−2
n0 )<c
2n0, since ~
2
n0>n
−
0 by denition. Now, proceed as
in Theorem 3.1 to get the conclusion in Eq. (3.6). Hence the theorem.
4. Asymptotics
In this section we obtain the limit distribution of the modied estimators dened in
Eqs. (2.3) and (2.7) for the cases of known and unknown 2, respectively. Furthermore,
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we also obtain the limit distribution of appropriately normalized Nc (see Eq. (1.3)) for
the case m<1. We state all these results and then give the proofs.
Dene a class of distribution functions F, as in Sriram et al. (1991), where
F
(
F :
Z 1
−1
(x − m) dF(x)= 0 and
Z 1
−1
(x − m)2 dF(x)= 2F 2 (0;1)
for some m2 (0; 1]
)
(4.1)
and satises the conditions
lim
a!1 supF2F
Z
fjx−mj>ag
(x − m)2 dF(x)= 0 (4.2)
and
inf
F2F
2F>0: (4.3)
Theorem 4.1. For m^(c) and Nc dened in Eqs. (2.3) and (1.3), respectively, and the
class F dened in Eq. (4.1) satisfying conditions (4:2) and (4:3), the following holds:
lim
c!1 supF2F
PF
8<
:
 
NcX
i=1
Zi−1
!1=2
(m^(c)− m)

6x
9=
;− (x)
=0;
where  is the standard normal distribution function.
Theorem 4.2. For the stopping time Nc dened in Eq. (1.3) the following holds: If
0<m<1; E41;1<1 and EY 41<1
c−1=2[Nc − (1− m)2c=] D−!N(0; d2) as c!1;
where d2 = [4 + b22(1− m)=]−2:
In order to obtain the limit distribution of ~m(c) in Eq. (2.7) for the case of un-
known 2 we assume that the initial sample size n0 (see Eq. (2.5)) depends on c.
More specically, take n0 = n0(c), where
1<n0(c)!1 but n0(c)= o(c1=2) as c!1: (4.4)
The next theorem requires the strong consistency of ^2n dened in Eq. (2.4). In fact,
we will show that ^2n is uniformly strongly consistent for 
2, where the uniformity is
over m2 (0; 1]. Incidentally, a similar uniform consistency result for the estimator m^n
dened in Eq. (1.2) was established by Sriram (1991).
Proposition 4.1. For ^2n dened in Eq. (2.4) the following holds: If supF2F Ej1;1 −
mj4<1, then for every >0
lim
k!1
sup
F2F
PFfj^2n − 2j> for some n>kg=0;
where F is as in Eqs. (4.1){(4.3).
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Theorem 4.3. Under the conditions of Proposition 4.1, for ~m(c) and ~Nc dened in
Eqs. (2.7) and (2.5), respectively, with n0 as dened in Eq. (4.4), the following holds:
For each 0<m610
@ ~NcX
i=1
Zi−1
1
A
1=2
( ~m(c)− m)
~n0(c)
D−!N(0; 1) as c!1;
where ~2n is as dened below (Eq. (2.4)).
First, we prove Theorems 4.1 and 4.3 as the steps involved are somewhat similar
and then prove Theorem 4.2. The proof of Proposition 4.1 is given in the appendix.
Proof of Theorem 4.1. From Eqs. (3.8) and (1.2)
m^(c)− m=(m^Nc − m)
"
NcX
i=1
Zi−1=(c2)
#
+ (c − 1)f(ZNc − mZNc−1 − YNc)=(c2)g:
(4.5)
By Theorem 5.2 and Eqs. (5.8){(5.10) of Sriram et al. (1991)
−1
 
NcX
i=1
Zi−1
!1=2
(m^Nc − m)
"
NcX
i=1
Zi−1=(c2)
#
(4.6)
is uniformly asymptotically normal over the family F dened in Eq. (4.1) satisfying
conditions (4:2) and (4:3). Therefore, it suces to show that
−1jc − 1jj(ZNc − mZNc−1 − YNc)=(c2)j
 
NcX
i=1
Zi−1
!1=2
P−! 0 (4.7)
(in probability) uniformly over F dened in Eq. (4.1) as c!1. From the fact that
c 2 (0; 1] and
PNc−1
i=1 Zi−1<c
2 we have that the expression in Eq. (4.7) is
6jNc =j
0
@ZNc−1
,
Nc−1X
i=1
Zi−1
!1=28<
:1 +
 
ZNc−1
,
Nc−1X
i=1
Zi−1
!)1=2
; (4.8)
where i is as dened in Eq. (3.9). Now, for >0 choose K large such that K−2<=2.
Then, for i dened in Eq. (3.9), Nc in Eq. (1.3) and Fi in Eq. (3.7)
PfjNc =j>Kg =
1X
n=1
Pfjn=j>K; Nc= ng
=
1X
n=1
EIfNc = ngPfjn=j>K jFn−1g
6K−2
1X
n=1
EIfNc = ngEfjn=j2jFn−1g
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6K−2
1X
n=1
P(Nc= n)
= K−2; (4.9)
where we used the Chebyschev's inequality and the fact that Efjn=j2jFn−1g=1.
Therefore, for F dened in Eqs. (4.1){(4.3)
sup
F2F
PfjNc =j>Kg<=2: (4.10)
Since ZNc−1=
PNc−1
i=1 Zi−1
P−! 0 uniformly in F (see Eqs. (5.8){(5.10) of
Sriram et al., 1991) we have from Eqs. (4.8) and (4.10) that Eq. (4.7) holds. The
desired result now follows from Eqs. (4.5){(4.7).
Proof of Theorem 4.3. Clearly ~Nc!1 almost surely (a.s.) as c!1. Since n0(c)!1
as c!1 [see Eq. (4.4)], by Proposition 4.1, ~2n0(c)! 2 a.s. as c!1 for each xed
m2 (0; 1]. Also, from the fact that EZi6EZ0 + i for m2 (0; 1] and n0(c)= o(c1=2) we
have E(
Pn0(c)
i=1 Zi−1=c
2)= o(1), as c!1. Hence,
n0(c)X
i=1
Zi−1=c2
P−! 0 as c!1: (4.11)
Now, from Lemma A of Sriram et al. (1991) [without uniformity] we have that
Z ~Nc−1=
P ~Nc−1
i=1 Zi−1! 0 a.s. as c!1. Therefore, from these and the fact that c ~2n0(c)6P ~Nc
i=n0(c)+1 Zi−1<c ~
2
n0(c) + Z ~Nc−1 (see Eq. (2.5)) it can be shown that
~NcX
i=n0(c)+1
Zi−1=c2! 1 a.s. as c!1; (4.12)
for each xed m2 (0; 1]. Now, to prove the theorem, write using Eq. (2.7)
~m(c)−m=
8<
:
~NcX
i=n0(c)+1
(Zi−mZi−1−Yi)+( ~c−1)(Z ~Nc−mZ ~Nc−1−Y ~Nc)
9=
;

[c ~2n0(c)]:
(4.13)
Using arguments similar to Eqs. (4.7){(4.10) it can be shown that
~−1n0(c)
0
@ ~NcX
i=1
Zi−1
1
A
1=2
( ~c − 1)(Z ~Nc − mZ ~Nc−1 − Y ~Nc)=(c ~2n0(c))
P−! 0 (4.14)
as c!1. Also,
~NcX
i=n0(c)+1
(Zi − mZi−1 − Yi)=
~NcX
i=1
(Zi − mZi−1 − Yi)−
n0(c)X
i=1
(Zi − mZi−1 − Yi);
(4.15)
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where0
@ ~NcX
i=1
Zi−1
1
A
1=2(n0(c)X
i=1
(Zi−mZi−1−Yi)
,
(c ~2n0(c))
)
=
 n0(c)X
i=1
Zi−1
!1=2
(m^n0(c)−m) ~−1n0(c)
 n0(c)X
i=1
Zi−1=c
!1=2 24 ~NcX
i=1
Zi−1=(c ~n0(c))
3
5
1=2
P−! 0 as c!1; (4.16)
where we used the fact that (
Pn0(c)
i=1 Zi−1)
1=2(m^n0(c) − m) converges in distribution for
m2 (0; 1]; ~2n0(c)! 2, Eqs. (4.11) and (4.12). Also, for the rst term on the right-hand
side of Eq. (4.15)
~−1n0(c)
2
4 ~NcX
i=1
Zi−1=(c ~2n0(c))
3
5
1=2 ~NcX
i=1
(Zi − mZi−1 − Yi)=[c ~2n0(c)]1=2
= ~−1n0(c)
2
4 ~NcX
i=1
Zi−1=(c ~2n0(c))
3
5 (m^ ~Nc − m)
0
@ ~NcX
i=1
Zi−1
1
A
1=2
D−!N(0; 1) (4.17)
by Eqs. (4.11), (4.12) and arguments similar to those for Theorem 4.2 of Sriram et
al. (1991). The required result now follows from Eqs. (4.13){(4.17).
Proof of Theorem 4.2. It is easy to see that
c−1=2[c2 − Nc=(1− m)] = c−1=2
"
NcX
i=1
Zi−1 − Nc=(1− m)
#
−c−1=2
"
NcX
i=1
Zi−1 − c2
#
; (4.18)
where by the denition of Nc
06c−1=2
"
NcX
i=1
Zi−1 − c2
#
6ZNc−1=
p
c: (4.19)
By direct calculations, it can be shown that EZ 4n6K0, where K0 is a constant indepen-
dent of n. Therefore,
P1
n=1 EZ
4
n =n
2<1, which implies that Zn=
p
n! 0 a.s. as n!1.
Since Nc!1 a.s. as c!1 and Nc=c! (1−m)2= a.s. as c!1 (see Theorem 4.3
of Sriram et al., 1991) we have that ZNc−1=
p
c! 0 a.s. as c!1. Therefore, from
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Eqs. (4.18) and (4.19) it suces to show that rst term on the right-hand side of
Eq. (4.18) is asymptotically normal.
To this end, write
(1− m)
nX
i=1
Zi−1 =
nX
i=1
(Zi − mZi−1 − Yi) +
nX
i=1
(Yi − ) + n+ (Z0 − Zn):
(4.20)
Let Mn=
Pn
i=1 (Zi − mZi−1 − Yi) +
Pn
i=1 (Yi − ). Then, from Eq. (4.20)
c−1=2
"
NcX
i=1
Zi−1 − Nc=(1− m)
#
=(1− m)−1c−1=2MNc + (Z0 − ZNc)=
p
c: (4.21)
As before, we have that ZNc =
p
c! 0 a.s. as c!1. Also, by martingale CLT (See
Corollary 3.2 of Hall and Heyde, 1980) we have that
Mnp
n
D−!N(0; 2=(1− m) + b2); (4.22)
as n!1. Furthermore, arguing as in Lemma 5 of Sriram (1988) it can be shown that
fMn=
p
n; n>1g is uniformly continuous in probability (u:c:i:p:): (4.23)
See Woodroofe (1982) for a denition of u.c.i.p.. Since Nc=c! 2(1−m)= as c!1,
we have by the Anscombe's theorem (see Theorem 1.4 of Woodroofe, 1982) that
c−1=2MNc
D−!N(0; 4 + b22(1− m)=) (4.24)
as c!1. From this and Eq. (4.21) we have that
c−1=2
"
NcX
i=1
Zi−1 − Nc=(1− m)
#
D−!N(0; f4=(1− m)2 + b22=[(1− m)]g) (4.25)
as c!1. The required result now follows from Eqs. (4.18) and (4.25).
5. Simulation studies
In this section we compare the performance of the estimators m^Nc and m^(c) [see
Eqs. (1.2), (1.3) and (2.3)] through simulations. For the purpose of simulation we
assumed that the ospring r.v.'s i; j follow Geometric (p) distribution with values of
p ranging from 0.2 to 0.8 with an increment of 0.05, and the immigration r.v.'s Yi
follow discrete uniform over f1; : : : ; 5g. Note that the value p=0:8 yields m=0:25
and p=0:2 yields m=4. Thus, the range of values chosen for p cover values for
m that are <1; =1 and >1. For brevity, however, we only present the results for
the cases m=0:818182 (p=0:55) and m=1 (p=0:5). It should be mentioned that
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Table 1
m=0:818182 (p=0:55)
Est. of MSE Est. of MSE Est. of
c Ave m^Nc Ave m^(c) AveNc of m^Nc of m^(c) RMSE
50 0.814558 0.819361 9.9291 0.0173768 0.0189681 1.09157
100 0.8151 0.816729 15.3203 0.00936603 0.00984766 1.05142
200 0.817479 0.818137 24.914 0.00494175 0.00510573 1.03318
300 0.818243 0.818507 34.0489 0.0032891 0.00330554 1.02057
400 0.818196 0.818344 43.1463 0.00242555 0.00246496 1.01625
500 0.818403 0.818589 52.1225 0.00199109 0.00202334 1.0162
Table 2
m=1 (p=0:5)
Est. of MSE Est. of MSE Est. of
c Ave m^Nc Ave m^(c) AveNc of m^Nc of m^(c) RMSE
50 0.995349 0.999747 9.5315 0.0172927 0.019025 1.10018
100 0.99793 1.00034 13.1893 0.00912632 0.0097926 1.07301
200 0.9992 1.00074 18.2855 0.00475285 0.00498893 1.04967
300 0.998894 0.999905 22.3732 0.00314095 0.00326929 1.04086
400 0.998885 0.999584 25.7923 0.00235382 0.00245956 1.04492
500 0.99927 0.999839 28.6931 0.00187073 0.00192923 1.03127
the simulation results for other values of m [in the range (0; 1)] were similar to those
presented here. For the case m=4, the simulation results [not given here] indicated that
the estimate of relative mean squared error of m^Nc to m^(c) is substantially greater than 1
implying that m^(c) is not as ecient as m^Nc . Furthermore, the simulation also suggested
that m^Nc may be asymptotically normal where as m^(c) may not be asymptotically
normal. The case m>1 will be theoretically explored elsewhere.
In order to obtain a value of Nc we set c=50 to 500 with an increment of 50.
For each value of p and c we carried out 10 000 simulations. The following quantities
were computed based on 10 000 simulations: averages of m^Nc , m^(c) and Nc; estimates
of mean squared error (MSE) of m^Nc and m^(c); and estimate of Relative MSE of m^Nc
to m^(c). For c=50; 100; 200; 300; 400 and 500 these values are reported in Table 1 for
m=0:818182 and in Table 2 for m=1, see tables above.
From Tables 1 and 2 we note (for all values of c and, in particular, for c>200)
the following: (i) the average m^(c) value is very close to the respective value of m,
and (ii) the estimate of Relative MSE of m^Nc to m^(c) is very close to 1. These clearly
support the theory establishing the unbiasedness and asymptotic normality of m^(c) (for
the case m2 (0; 1]). It is also interesting to note that average m^Nc values are close to
the respective values of m, eventhough m^Nc is a biased estimator of m.
Next, we give the histograms and Q-Q plots for the following statistics:
Mhat =
 
NcX
i=1
Zi−1
!1=2
(m^Nc − m) and MUB=
 
NcX
i=1
Zi−1
!1=2
(m^(c)− m):
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Fig. 1.
Fig. 2.
The plots for m=0:818182 and c=500 for Mhat and MUB are given in Figs. 1 and 2,
respectively. The plots for m=1 and c=500 for Mhat and MUB are given in Figs. 3
and 4, respectively. The plots support the theoretical result that Mhat and MUB are
asymptotically normal. All these plots were drawn using Splus.
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Fig. 3.
Fig. 4.
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Appendix
Here we give a proof of Proposition 4.1 stated in Section 4. From Eq. (2.4) and the
denition of i in Eq. (3.9)
^2n − 2 = n−1
nX
i=1
(2i − 2)−
"
nX
i=1
(Zi − mZi−1 − Yi)
#2, 
n
nX
i=1
Zi−1
!
: (A.1)
By arguments similar to Eq. (2.5) of Sriram (1991) we have that for every >0
lim
k!1
sup
F2F
PF
8<
:
"
nX
i=1
(Zi − mZi−1 − Yi)
#2
>n
nX
i=1
Zi−1 for some n>k
9=
;=0:
(A.2)
As for the rst term on the right-hand side of Eq. (A.1), set
Xn=
"
nX
i=1
(2i − 2)
#2,
n2 and n= n−2Ef(2n − 2)2jFn−1g: (A.3)
Then, it can be shown that
EfXnjFn−1g6Xn−1 + n: (A.4)
A sequence fXng satisfying Eq. (A.4) is said to be an almost supermartingale (see
Robbins and Siegmund, 1971 for denition). By Proposition 2 of Robbins and Sieg-
mund (1971)
P

max
n>k
Xn>2

m6 −2
(
EXk + E
1X
n=k
n
)
! 0 as k!1 (A.5)
uniformly over F 2F due to the following:
E
 1X
n=k
n
!
= E
1X
n=k
n−2Ef(2n − 2)2jFn−1g
6 E
1X
n=k
n−2Ef4n jFn−1g − 4
1X
n=k
n−2
6K0 sup
F2F
Ej1;1 − mj4
1X
n=k
n−2 − 4
1X
n=k
n−2
! 0 as k!1; (A.6)
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uniformly over F 2F, where we used Corollary 10.3.2 of Chow and Teicher (1978)
in the last inequality, and
EXk = E
8<
:
"
k−1X
i=1
(2i − 2)
#2
+ (2k − 2)2
9=
;
,
k 2
6 E
"
k−1X
i=1
(2i − 2)
#2,
[k=2 + (k − 1)=2]2 + E(2k − 2)2=[k=2 + k=2]2
...
6 E
(
kX
i=1
(2i − 2)2=[k=2 + i=2]2
)
6

K0 sup
F2F
Ej1;1 − mj4 + 4
 kX
i=1
1=[k=2 + i=2]2
6C0
Z 1
0
1=(k=2 + x)2 dx
! 0 as k!1 (A.7)
uniformly over F 2F, where we used Corollary 10.3.2 of Chow and Teicher (1978)
and C0 and K0 are constants. The required result now follows from Eqs. (A.1), (A.2),
(A.5){(A.7).
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