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Gaussian, Strong and Transversal Greedoids
VICTOR BRYANT AND IAN SHARPE
Various types of greedoids have been studied in relation to the Greedy Algorithm and therefore it
is not surprising that these structures are inter-linked in various ways. However, it is quite surprising
that the Gauss greedoids and the strong greedoids, approached from quite different points of view,
turn out to be precisely the same. Although this can be seen very indirectly by combining the two sets
of separate results, the main purpose of this short paper is to prove directly that the two structures are
identical, thus giving a simple axiomatic characterisation of the Gauss greedoids. We also note that
the transversal greedoids provide an interesting class of examples of such greedoids.
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1. THE GAUSS GREEDOIDS
Recall that a greedoid .E; E/ consists of a finite set E and a collection of subsets E of E
which satisfy:
G(1) ; 2 EI
G(2) if A 2 E and A 6D ;, then A n fxg 2 E for some x 2 A;
G(3) if A; B 2 E with jBj D jAj C 1, then A [ fxg 2 E for some x 2 B n A.
On the other hand, a matroid .E; E/ satisfies G(1), G(3) and the stronger version of G(2):
M(2) if A 2 E and B  A, then B 2 E .
In both cases, the members of E are called the independent sets, the maximal independent
sets are the bases, and the common cardinality of the bases is the rank of the structure. More
generally, the rank of a set is the cardinality of its maximal independent subsets, and a flat is a
maximal set of any given rank. All the standard terminology and results concerning matroids
can be found in [6] and the corresponding results for greedoids in [5].
We now consider some greedoids motivated by the work of Goecke [3, 4] (and recalled
in [5]).
DEFINITION. An inclusion chain3 D .E1; E2; : : : ; En/ consists of a family of matroids on
a ground set E , where each Ei  EiC1 and where the rank of each Ei equals i . Given such a3
define the associated Gaussian structure G.3/ as the collection of subsets of E consisting of
the empty set; together with all sets of the form fx1; x2; : : : ; xkg such that fx1; x2; : : : ; xi g 2 Ei
for 1 6 i 6 k.
It is straightforward to check that a Gaussian structures is a greedoid. Note also that each
of its non-empty independent sets is a basis of one of the matroids in the inclusion chain, but
that not all such bases are necessarily independent in the Gaussian structure. Now in order
to consider a strengthened form of an inclusion chain based on Goecke’s work using ‘strong
maps’ we need the following result:
KEY LEMMA. Let .E; E1/ be a matroid of rank one less than the rank of the matroid .E; E2/.
Then the following properties are equivalent:
(1) Every flat of E1 is also a flat of E2.
(2) E1  E2 and, given bases B1 and B2 of .E; E1/ and .E; E2/, respectively, there is an
x 2 B2 n B1 such that B1 [ fxg 2 E2 and B2 n fxg 2 E1.
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PROOF. .1/) .2/. Assume (1). To show that E1  E2 let A 2 E1 be non-empty, let x 2 A,
and let F be the span of A n fxg in E1; i.e., the intersection of all the flats containing it. Then
F is itself a flat of E1 and so it is a flat of E2. Also, x 62 F and so x is not in the span of A n fxg
in E2 and, since this works for all x 2 A, it follows that A 2 E2 as required.
We deduce the remaining part of (2) by induction on jB2 n B1j, the case jB2 n B1j D 1 being
trivial. So assume that B1 and B2 are bases of E1 and E2, respectively, that jB2 n B1j > 1,
and that (2) is known for all bases B 02 of E2 with jB 02 n B1j < jB2 n B1j. Since B1; B2 2 E2,
there is an x 2 B2 n B1 with B1 [ fxg 2 E2. If B2 n fxg 2 E1, then (2) follows, so assume that
B2 n fxg 62 E1. Now the flat spanned by B2 in E1 contains the flat spanned by B2 in E2, which
is E itself. Thus B2 must contain a basis of E1, B2 n fyg say. Let A D B2 n fx; yg.2 E1/ and
let z 2 B1 n A with A [ fzg 2 E1. Then it is easy to check that x; y; z are distinct and hence
that z 2 B1 n B2. Furthermore, if F is the flat spanned by A in E1, then F (which is also a flat
of E2) contains B2 n fxg but not z. Hence, z is not in the flat spanned by B2 n fxg in E2 and it
follows that B 02 D .B2 n fxg/ [ fzg is a basis of E2.
Since jB 02 n B1j < jB2 n B1j we can apply the induction hypothesis to deduce that there
exists an x 2 B 02 n B1. B2 n B1/ with B1 [ fxg 2 E2 and B 02 n fxg 2 E1. But then
B2 n fx; xg  B 02 n fxg 2 E1. Also, as commented earlier, B2 must contain a basis of E1; i.e.,
it must have rank jB2j − 1 in E1. Therefore, as B2 n fxg 62 E1, it follows that B2 n fxg 2 E1
and property (2) is satisfied by x.
.2/ ) .1/. Now assume that (2) holds but that (1) fails, i.e., some flat F of E1 is not
a flat of E2. Then there exists a maximal E1-independent subset A1 of F and a maximal
E2-independent subset A2 of F with A1  A2, and an x 2 E n F with A1 [ fxg 2 E1 and
A2 [ fxg 62 E2. In particular, it follows that A1  A2. Now extend A1 [ fxg to a basis B1 of
E1, extend A2 to a basis B2 of E2, and apply (2) to B1 and B2 to give an x 2 B2 n B1 with
B2 n fxg 2 E1 and B1 [ fxg 2 E2. But then B2 n fxg is a basis of E1 and it contains A1.
Hence .B2 n fxg/ \ F D A1 and it follows that A2 n A1 D fxg. Then
A2 [ fxg D A1 [ fx; xg  B1 [ fxg 2 E2;
which is the required contradiction. 2
DEFINITION. A strong inclusion chain consists of a family of matroids3 D .E1; E2; : : : ; En/
on a ground set E where the rank of each Ei is equal to i and, for 1 6 i < n, if F is a flat of
Ei then F is also a flat of EiC1. The associated Gaussian structure is called a Gauss greedoid.
It is immediate from the lemma that a strong inclusion chain is indeed an inclusion chain
and, by our earlier comments, that a Gauss greedoid is indeed a greedoid. In fact, given a
strong inclusion chain 3 D .E1; E2; : : : ; En/, the non-empty independent sets of the Gauss
greedoid G.3/ are now precisely the bases of each Ei . For if B is a basis of some Ei (i > 1),
then, by (2) of the lemma, B n fy1g is a basis of Ei−1 for some y1 2 B. Repeated application
of this process gives points with B n fy1; y2; : : : ; y j g a basis of Ei− j for each j , thus showing
that B 2 G.3/.
2. GAUSS = STRONG
In [1] Bryant and Brooksbank define the ‘strong greedoids’ in the following way:
DEFINITION. A strong greedoid .E; E/ is a greedoid which satisfies the following strength-
ened version of property G(3):
G(3)0 if A; B 2 E , with jBj D jAjC1, then A[fxg 2 E and B nfxg 2 E for some x 2 B n A.
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Both the Gauss greedoids and the strong greedoids were defined in order to find natural
settings for the Greedy Algorithm and it is clear if you put together a long string of results of
Bryant’s, Brooksbank’s and Goecke’s that the two structures are the same. Thus, the Gauss
greedoids can be characterized by the simple ‘strong’ property G(3)0, and the Key Lemma now
enables us to give a direct proof of this fact. Before proceeding, recall (from [2] or [6] for
example) that a collection of sets B of the same cardinality form the bases of a matroid if and
only if they satisfy:
(B) if B1; B2 2 B and x 2 B1 n B2, then there exists y 2 B2 n B1 with .B1 n fxg/[ fyg 2 B.
THEOREM. The Gauss greedoids are precisely the strong greedoids.
PROOF. Firstly, consider the Gauss greedoid G.3/ associated with the strong inclusion
chain 3 D .E1; E2; : : : ; En/. To establish G(3)0 let A; B 2 E with jBj D jAj C 1. Then B is
a basis of some Ei and A is a basis of Ei−1. Therefore, by (2) of the Key Lemma, there is an
x 2 B n A with A [ fxg 2 Ei and B n fxg 2 Ei−1. It follows that these sets are bases in the
respective matroids and hence, from our earlier comments, that A [ fxg; B n fxg 2 E and that
G(3)0 is satisfied. Hence G.3/ is a strong greedoid.
Conversely, let .E; E/ be a strong greedoid of rank n. For 1 6 i 6 n, let E .i/ denote the
independent sets of E of cardinality i and let Ei be the completion of E .i/; i.e., the members of
E .i/ together with all their subsets. We shall show that each Ei is a matroid and that the family
of matroids 3 D .E1; E2; : : : ; En/ is a strong inclusion chain with G.3/ D E .
To show that Ei is a matroid we shall show that the members of E .i/ satisfy the basis property
(B). So let B1; B2 2 E .i/ and x 2 B1 n B2. Then let A be a maximal E-independent subset
of B1 n fxg. Since E is a greedoid, the set A can be extended one element at a time to give a
sequence of independent sets ending with B1. Since A is maximal in B1 n fxg, this sequence
must look like
A  A [ fxg  A [ fx; y1g  A [ fx; y1; y2g      A [ fx; y1; y2; : : : ; yr g D B1:
Now as A; B2 2 E it follows that there exists y 2 B2 n A with A [ fyg 2 E . Since A was
maximal in B1 n fxg it follows that y 2 B2 n B1. Now if we apply G(3)0 to A [ fyg and
A [ fx; y1g, then the only element of .A [ fx; y1g/ n .A [ fyg/ which can be deleted from
A [ fx; y1g to give an independent set is y1. Therefore, A [ fy; y1g 2 E . Applying G(3)0 in a
similar way to A [ fy; y1g and A [ fx; y1; y2g shows that A [ fy; y1; y2g 2 E . Repeating this
process eventually shows that .B1 n fxg/[fyg D A[fy; y1; y2; : : : ; yr g 2 E and property (B)
follows for E .i/.
It is clear that adjacent pairs of matroids in the family3 D .E1; E2; : : : ; En/ satisfy property
(2) (and hence property (1)) of the Key Lemma. Therefore 3 D .E1; E2; : : : ; En/ is a strong
inclusion chain. As commented earlier, the members of G.3/ are precisely the empty set
together with the members of each E .i/, which clearly leads to E itself. Hence, the strong
greedoid .E; E/ is indeed a Gauss greedoid, and the theorem is proved. 2
3. AN EXAMPLE
Given a family of (finite) sets A D .A1; A2; : : : ; An/ a transversal (or set of distinct rep-
resentatives) of A is a set of n elements fa1; a2; : : : ; ang with ai 2 Ai for each i . A partial
transversal of A is a transversal of some subfamily of A. It is well known that the collection
of partial transversals of A form a matroid, known as the transversal structure of A and de-
noted by E.A/ (see [2] for example). This idea extends naturally to ‘ordered’ structures in the
following way:
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DEFINITION. Let A D .A1; A2; : : : ; An/ be a family of sets. Then an ordered partial
transversal of A is a transversal of a subfamily of A of the form .A1; A2; : : : ; Ar /. The
collection of all ordered partial transversals of A is called the ordered transversal structure of
A and is denoted by
!
E.A/.
Brooksbank has shown by direct means that ordered transversal structures are indeed strong
greedoids. In fact (unlike the transversal structures) they are easy to characterize, and it
is straightforward to show that the ordered transversal structures are precisely those strong
greedoids which satisfy the super-strong version of G(3):
G(3)00 if B 2 E with B 6D ;, then there exists an x 2 B with B n fxg 2 E and A [ fxg 2 E
for all A 2 E with jAj D jBj − 1.
However, in the context of our present work (and assuming without loss in generality that
the family has a transversal) it is clear that the ordered transversal structure
!
E.A/ is the Gauss
greedoid associated with the strong inclusion chain 3 D .E1; E2; : : : ; En/, where each Ei is
the transversal structure of the family .A1; A2; : : : ; Ai /.
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