Visually-moderated phonetic context effects 6 Thus, although Vroomen and de Gelder (2001) and Fowler et al. (2000) employed very similar methods to examine the indirect, or second-order, auditory-visual context effects, their results were strikingly different. Whereas
Fowler et al. observed a significant visually-moderated context effect on subsequent speech identification, Vroomen and de Gelder found no evidence of such effects. Given the close similarity of the two studies, the discrepancy in their findings is puzzling.
Indirect context effects arising from disambiguating lexical information have been very influential in understanding the dynamics of processing in spoken word recognition (e.g., Elman & McClelland, 1988; Pitt & McQueen, 1998; Magnuson et al., 2003; Samuel & Pitt, 2003) . Indirect effects arising from visual information could similarly inform models of speech perception and spoken word recognition. Thus, we undertook to replicate the visually-moderated phonetic context effect reported by Fowler et al. in an attempt to determine the variables that are responsible for the presence or absence of these effects.
Experiment 1
In Experiment 1, we attempted to replicate the visually-moderated context effect reported by Fowler et al. (2000) using novel stimulus materials based on the Fowler et al. stimulus description.
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Method

Participants
Twenty-two undergraduate students at Carnegie Mellon University participated. All were monolingual English speakers who reported normal hearing. The experiment took less than one hour and participants received course credit.
Materials -------------------------------Figure 1 About Here -------------------------------
A caricature of the stimuli is shown in Figure 1 . A series of ten acoustic test syllables ranging perceptually from /ga/ to /da/ was created using the cascade branch of the Klatt (1980) synthesizer according to the parameters specified by Lotto and Kluender (1998) . These synthesis parameters are listed in Table I .
-------------------------------Table I About Here -------------------------------
Each member of the test-syllable series consisted of an 80-ms formant transition followed by a 170-ms steady-state segment. These stimuli comprised the set of stimuli indicated in Figure 1b . Each test syllable was paired with a vowelconsonant precursor with acoustic characteristics between /al/ and /ar/ ( Figure 1a ).
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The precursor syllable consisted of a 200-ms steady-state segment followed by a 250-ms transition for a total length of 450 ms. Synthesis parameters (as specified by Fowler et al.) are shown in Table I . This relatively long stimulus duration was used by Fowler et al. to match the duration of the hyperarticulated syllables of the videotaped speaker. All syllables were synthesized with 16-bit resolution at a 10-kHz sampling rate. Test and precursor syllables were matched in RMS amplitude.
The syllables were digitally appended with 50 ms of silence separating them and converted to PCM .WAV format for use as video soundtracks.
Two videos were created by digitally recording the face of a speaker (JDWS) as he spoke aloud the syllables /al/ and /ar/ in isolation. The speaker listened to the synthesized precursor sound while producing these syllables in order to produce utterances of approximately the same length as the precursor.
The speaker produced several tokens of each syllable. One good visual token of each syllable was selected for use in the experiment (Figure 1c ). These videos differed from the video materials of Fowler et al. (2000) in that video accompanied only the precursor ( Figure 1c ) and not the test syllable (Figure 1d ).
Although only the video information corresponding to /al/ and /ar/ is fundamental to the arguments advanced by Fowler et al., video corresponding to articulation of the final syllable was included in the original study. We discuss the implications of this stimulus factor in Experiments 3 and 4.
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Each of the ten acoustic test syllables was combined with each of the two precursor videos to create a set of 20 audiovisual stimuli. The acoustic and optic portions of the stimuli were combined such that the synthesized acoustic precursor syllable was synchronized with each of the videos by matching its onset to the onset of the speaker's voice in the original video soundtrack. The original soundtrack was then removed, leaving only the synthesized acoustic stimulus. The video was cut at the offset of the precursor syllable, so that no visual information was present during the test syllable. During this period, a black box covered the region of the computer monitor that otherwise displayed the face articulating /al/ or /ar/.
Each video was trimmed from the beginning to equalize the silent interval before optic and acoustic onset of the syllables. The audiovisual stimuli were saved as Windows .AVI movies (30 frames/sec). Participants viewed the movies from a distance of approximately 31 inches with a monitor resolution of 800 x 600 pixels. The on-screen size of the movies was 640 x 480 pixels. Acoustic presentation was controlled by a Creative Audio PCI ES1370 sound card and participants heard acoustic stimuli diotically over Sennheiser HD-265 linear headphones at a comfortable listening level.
Procedure
During the experiment, participants sat in a sound-attenuated booth and listened over headphones while watching a LCD computer monitor mounted at Visually-moderated phonetic context effects 10 eye-level on the front wall of the booth. Before performing the task, participants were instructed to attend to both the sound and the video and to report what they heard. After viewing each audiovisual stimulus, participants indicated responses using an electronic button box labeled AL-GA, AL-DA, AR-GA, and AR-DA.
Following each response, a prompt on the monitor directed participants to make an additional button press in order to proceed to the next trial.
Each experimental session began with a brief warm-up phase during which participants viewed four videos (/al/ and /ar/ audiovisual stimuli paired with acoustic endpoints drawn from the /ga/ to /da/ series). Each video was presented three times, in random order. Participants identified the syllables without feedback. This warm-up phase differed from that of Fowler et al. (2000) , which began with a 100-item listening task in which listeners identified isolated test syllables as "ga" or "da" with no video accompanying the syllables.
After the warm-up task, participants performed an identical task with all 20 stimuli. Stimuli were presented in blocks of 20 and presentation order was randomized within each block. There were 20 blocks over all, for a total of 400 trials. As in the Fowler et al. (2000) study, participants did not receive feedback.
Results
To evaluate the influence of visual information on precursor identification, each participant's accuracy in precursor syllable identification (as defined by the congruence of precursor identification to the actual identity of the syllable Visually-moderated phonetic context effects 11 articulated in the accompanying video) was computed. corner of the figure. These individuals form a distinct subset of participants that is well-captured by a 65% correct criterion. Thus, participants whose precursor responses were less than 65% correct were excluded from further analyses because their performance showed little or no influence of visual information on precursor identification and such interaction is fundamental to the phenomenon. 3.20, p = .11. For the data points where there appears to be a slight influence of visual precursor upon identification, the trend was opposite the predicted influence. There was no interaction between test series member and audiovisual condition (F<1).
Although the data entered into the analyses above were drawn only from participants exhibiting an influence of visual stimulus upon precursor identification, even these participants were not perfectly accurate in their Fowler et al. (2000) . One may question the robustness of the phenomenon given the failure of Vroomen and de Gelder (2001) to find evidence of a visually-moderated phonetic context effect and the null effect of Experiment 1. However, some differences existed between the materials and procedure used 
As in Experiment 1, data from participants with greater than 65% correct identification of the precursors were included in analyses (N=11, 73% of total).
Average accuracy of precursor identification for these above-criterion participants was 76.8% for /al/ and 87.1% for /ar/. Accuracy for precursors was much better in Experiment 2 than Experiment 1, but still worse than reported by Fowler et al. The results were qualitatively the same when only trials for which listeners identified the precursor syllables congruent with video information were included.
In an additional analysis, responses to test syllables were grouped according to participants' responses to precursors. If precursor perception causes a context effect on perception of test syllables, the effect might be more reliably observed when analyzed in terms of participants' precursor identifications rather than the stimulus characteristics of the precursor. However, in a 2 (precursor response) x 10 (test series member) ANOVA, there was only a trend in the predicted direction, F(1,10) = 3.90, p = .08. Thus, the proportion of "ga" responses on trials in which participants had identified the precursor as /al/ was only marginally greater than on trials in which participants had identified the precursor as /ar/.
Discussion
Experiment 2 successfully replicated the major finding of Fowler et al.
(2000) using stimulus materials from the original study. Participants identified test syllables as "ga" more often when the acoustically-ambiguous precursor was accompanied by visual /al/ than when the precursor was accompanied by visual /ar/, suggesting that phonetic context effects may occur even when acoustic information remains constant across conditions. Clearly, the two are not identical.
It is possible that the video-only identification experiment reported by 
Materials
Audiovisual stimuli for this experiment were modified versions of the stimuli used by Fowler et al. (2000) . Using Adobe Premiere (Adobe Systems, San
Jose, CA), the videos were cut 200 ms before the onset of the test syllables in the corresponding soundtracks. 4 All video frames after that point in time were discarded, leaving only a blank screen during presentation of the test syllables.
Procedure
The experimental protocol was identical to that of Experiment 2.
Results
As in Experiments 1 and 2, participants with greater than 65% correct identification of the precursors were included in analyses (N=12, 71% of total).
Average accuracy of precursor identification for these above-criterion participants Visually-moderated phonetic context effects 22 was 77.7% for /al/ and 80.8% for /ar/. Mean identification responses for these participants are illustrated in Figure 6 .
A 2 (audiovisual precursor condition) x 10 (test series member) ANOVA of percent "ga" responses in the audiovisual portion of the experiment revealed a significant main effect of test series member, F(9,99) = 79.67, p < .001, no significant effect of condition, F(1,11) = 1.05, p =.33, and no significant interaction, F(9,99) = 1.44, p = .18. There was also no effect of audiovisual precursor when only the trials in which participants correctly identified the precursor were analyzed, F(1,11) < 1. In an additional analysis, responses to test syllables were grouped according to participants' responses to precursors. In a 2 (precursor response) x 10 (test series member) ANOVA, there was also no effect of precursor response, F(1,11) < 1.
Experiment 2 provided evidence of a robust phonetic context effect using the stimulus materials of Fowler et al. (2000) . These results were presumed to be a visually-moderated phonetic context effect arising from the phoneticallydisambiguating precursor video. The results of Experiment 3 suggest a different interpretation. When visual information coincident with test-syllables is eliminated by replacing the test-syllable video with a black box, no effect of Visually-moderated phonetic context effects 23 precursor visual context is observed. It is possible that small differences in video accompanying the test-syllable across conditions may produce the effect of context replicated in Experiment 2.
Experiment 4
In Experiment 4, the original stimulus materials of Fowler et al. (2000) were presented without optic and acoustic precursors (Figure 1a and 1c) . This 
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Materials
Audiovisual stimuli for Experiment 4 were modified versions of the stimuli used in Fowler et al. (2000) and Experiments 2 and 3. Using Adobe
Premiere software, the original Fowler et al. video clips were cut at the beginning of the frame in which acoustic information for the test syllable began such that the frames illustrated in Figure 5 were the first frames of the video stimulus. Video that had preceded the onset of the test syllable was discarded ( Figure 1c ). The acoustic stimuli from Experiment 2 were cut synchronously with the beginning of the video frame in which the acoustic information for the test syllable began and acoustic information for the precursor was eliminated (Figure 1a ). The resulting audiovisual stimuli therefore consisted of acoustic test syllables paired with either optic /da/ from /alda/ or optic /da/ from /arda/ (Figure 1b and 1d) .
Procedure
The procedure for Experiment 4 was identical to the procedure for Experiment 2, except that "ga" and "da" were the only response options.
Results
Results of Experiment 4 are presented in Figure 7 . There was a significant influence of the concurrent visual stimulus upon test-syllable identification.
Specifically, listeners responded "ga" more often when test syllables accompanied visual /da/ from the /alda/ video than when they accompanied visual /da/ from the /arda/ video. Qualitatively, this influence is the same as that found in Experiment found no significant difference, F<1. 5 Given that the acoustic stimuli were constant across the conditions and that there were no auditory or visual precursors, differences across the two visual /da/ stimuli appear to have been the basis of the observed effect.
-------------------------------Figure 7 About Here -------------------------------
Discussion
In Experiment 4, precursor syllables were eliminated entirely, leaving neither visual nor auditory context stimuli. Even without a precursor stimulus, participants' responses to the test syllables shifted as a function of the accompanying /da/ videos. Although Fowler et al. (2000) found no significant difference in participants' labeling of the second syllable of the /alda/ and /arda/ videos in a video-only condition, there appears to be a rather significant influence of the two visual /da/ tokens when they are allowed to interact with the acoustic 
Theoretical Consequences
The classic demonstrations of non-auditory or cross-modal influences in speech perception, such as McGurk effects, may be referred to as first order interactions (McGurk & MacDonald, 1976) . That is, there is an interaction of information specifying the same phonetic segment or syllable. For example, patterns of acoustic energy consistent with /da/ may interact with (typically concurrent) optic patterns of articulation that influence the perceived syllable.
Such first order interactions may be accounted for by models of cross-modal integration that are general in nature (e.g., Massaro, 1987; 1998) or by models specific to speech perception (e.g., Liberman & Mattingly, 1985; see Miller, 1990) . The lexical or statistical context effects described by Elman & McClelland (1988) and Pitt & McQueen (1998; see also Magnuson et al., 2003; Samuel & Pitt, 2003) are examples of second order interactions, with lexical or statistical information influencing the perceived identity of acoustically ambiguous context sounds which, in turn, influences the perception of a subsequent test syllable. Elman & McClelland's TRACE model (1988; McClelland and Elman, 1986) Visually-moderated phonetic context effects 29 accommodates these interactions by activation that flows from lexical representations to phonemic representations that can influence the activation of acoustic/phonetic features in subsequent time-slices.
The visually-moderated effects described by Fowler et al. (2000) appeared to be examples of second order interactions. The visual information disambiguated the perceived identity of the acoustically ambiguous context sounds and test syllable identification appeared to be moderated by the perceived context identity. However, the results of the four experiments presented here provide little evidence for second order interaction of visual and auditory information. In Experiments 1 and 3, the visual information concurrent with the context syllable was sufficient to influence its perceived identity. However, this had no effect on test syllable identification when no video accompanied the test syllable. In Experiment 2, when responses to the original stimuli of Fowler et al.
were analyzed in terms of participants' identification responses to the context syllable (as opposed to the intended identity of the visual display) the context effect was non-significant. Finally, Vroomen and de Gelder (2001) failed to find evidence of second order interactions for very similar stimuli despite observing robust first-order interactions of concurrent auditory and visual information.
The lack of a strong second order interaction in the present experiments is unexpected given demonstrations of lexical second-order effects (Elman & McClelland, 1987; Magnuson et al., 2003; Samuel & Pitt, 2003) . On the surface, Visually-moderated phonetic context effects 30 the two experimental paradigms share many similarities. In both cases the phonemic identity of an acoustic context syllable is disambiguated by nonacoustic information. When the disambiguating information is lexical or statistical there is a concomitant change in test syllable identity, but when the information is visual there is no attendant change in perceived test syllable identity. For models like TRACE that rely on the phonemic content of the context to predict effects on test syllable identification, this lexical-visual discrepancy is difficult to reconcile (McClelland & Elman, 1986) . In TRACE, the activation of the phoneme representations is not differentiated by source; thus, there is no mechanism to distinguish context effects on subsequent test stimuli based on the source of disambiguating information.
Whereas there is a lack empirical evidence for second order interactions in auditory-visual speech recognition, the present experiments join many previous studies in demonstrating the robust interaction of concurrent visual and auditory information on speech perception (see Colin & Radeau, 2003 (Experiments 1 and 3) . Presumably, the system would also attribute coarticulatory influences to the context syllables in these conditions where there was strong evidence for the presence of a context. The null effects in these experiments suggest that the effect of the visual stimulus in Experiment 4 was not because it specified the context syllable (a second order interaction) but because the differences in the video specified the identity of the test syllable (a first order interaction). That is, the concurrent visual information modulated participants' identification of the test syllable without influence of a preceding context.
Whether this first-order interaction is the result of speech-gesture specific perception (e.g., Fowler et al., 2000) or general cross-modal perceptual processes (e.g., Massaro, 1987; 1998) Correspondence concerning this article should be addressed to Lori L. Fowler et al. (2000) . 4 Munhall, Gribble, Sacco & Ward (1996) 
