Abstract In this article, we present a new numerical method to solve the integro-differential equations (IDEs). The proposed method uses the Legendre cardinal functions to express the approximate solution as a finite series. In our method the operational matrix of derivatives is used to reduce IDEs to a system of algebraic equations. To demonstrate the validity and applicability of the proposed method, we present some numerical examples. We compare the obtained numerical results from the proposed method with some other methods. The results show that the proposed algorithm is of high accuracy, more simple and effective. 
Introduction
The integro-differential equation is an equation that involves both integrals and derivatives of an unknown function. Mathematical modeling of real-life problems usually results in functional equations, like ordinary or partial differential equations, integral and integro-differential equations and stochastic equations. Many mathematical formulations of physical phenomena contain integro-differential equations, these equations arise in many fields like fluid dynamics, biological models and chemical kinetics [1] .
Legendre polynomials occur in the solution of Laplace equation of the potential, r 2 UðxÞ ¼ 0, in a charge-free region of space, using the method of separation of variables, where the boundary conditions have axial symmetry, the solution for the potential will be Uðr; hÞ ¼ X 1
l¼0
A l r l þ B l r Àðlþ1Þ Â Ã P l ðcos hÞ;
A l and B l are to be determined according to the boundary conditions of each problem. They also appear when solving Schro¨dinger equation in three dimensions for a central force. In recent years, there has been a growing interest in IDEs which are combination of differential and Fredholm-Volterra integral equations. This is an important branch of modern mathematics and arise frequently in many applied areas which include engineering, mechanics, physics, chemistry, astronomy, biology, economics, potential theory, electrostatics, etc. [2] [3] [4] [5] [6] . The mentioned IDEs are usually difficult to solve analytically, so approximate and numerical methods are required [7] [8] [9] [10] [11] [12] [13] . The concept of IDEs has motivated a huge size of research work in recent years. Several numerical methods were used, such as the successive approximations [14] , homotopy perturbation method [15, 16] , Chebyshev and Taylor collocation [17, 18] , Haar function methods [19] , variational iteration method [20] [21] [22] [23] [24] , etc., [25] [26] [27] [28] [29] [30] where a ik ; b ik ; c ik and k i are suitable constants; À1 6 c 6 1. The organization of this paper is as follows. In the next section, the definition of Legendre cardinal functions is introduced, in Section 3, the procedure of the numerical solution of the proposed problem is given, in Section 4, two numerical examples are introduced, in the last Section 5, conclusions and discussion are presented.
Legendre cardinal functions
In this section, to construct the so called Legendre cardinal functions for the set of orthogonal Legendre polynomials fP i ðxÞg 1 i¼0 , we will use the Taylor expansion of P Nþ1 ðxÞ in neighborhood the jth root of P Nþ1 ðxÞ, which gives
from this relation, since the first term in the right hand side vanishes, then we can define the cardinal function of degree N in [À1, 1] as follows [33] C j ðxÞ ¼ P Nþ1 ðxÞ
where the subscript x denotes x-differentiation and x j ðj ¼ 1; 2; . . . ; N þ 1Þ are the zeros of P Nþ1 ðxÞ. ðx þ 1Þ þ a. For more detail about these functions and its properties see [27, 34] .
The first derivative of vector U N ðxÞ in Eq. (5) can be expressed into the matrix form 
comparing Eqs. (6) and (7) we get
By the same procedure we can write the nth derivative of vector U N ðxÞ in the following matrix form 
Procedure of the numerical solution
In this section, we are going to construct the fundamental matrix equation corresponding to Eq. (1). We use Eq. (4) to approximate the function yðxÞ as
where Y is ðN þ 1Þ unknown vector as Y ¼ ½y 1 ; y 2 ; . . . ; y Nþ1 T and should be found. Now using Eqs. (9) and (10) we can write
and
Using Eqs. (10)- (13) in Eq. (1) we get
Collocation of Eq. (14) at some points s j ðj ¼ 1; 2; . . . ; N À m þ 1Þ in the interval ½À1; 1 gives
We approximate the integral term in Eq. (15) 
We can obtain the corresponding matrix forms for the conditions (2) as
Eqs. (18) together with Eqs. (19) give a system of N þ 1 linear or non-linear algebraic equations, which can be solved for y k ; k ¼ 1; 2; . . . ; N þ 1, so the unknown function yðxÞ can be found using a suitable numerical method.
Numerical examples
In this section, to achieve the validity, the accuracy and support our theoretical discussion in this paper of the proposed method, we give some computational results of numerical examples. 
We apply the suggested method with N ¼ 6, and approximate the solution yðxÞ as follows
Using Eq. (15) we have
We approximate the integral term in Eq. (23) using NewtonCotes integration rule as the formula (16) we have
where XðtÞ ¼ Y T U 6 ðtÞ, also, the matrix equations of the mixedboundary conditions are
Eqs. (24)- (26) 
Now, we compare the approximate solution using the proposed method with the well-known approximate variational iteration method (VIM) as follows.
VIM gives the possibility to write the solution of Eq. (21) with the aid of the correction functionals 
where dỹ n is considered as a restricted variation, i.e., dỹ n ¼ 0, yields the following stationary conditions (by comparison the two sides in the above equation)
The equations in (31) are called Lagrange-Euler equation and the natural boundary conditions, respectively, the Lagrange multiplier can be obtained by solving this equation as follows
Now, by substituting from (32) in (29), the following variational iteration formula can be obtained [20] y nþ2 ðxÞ ¼y nþ1 ðxÞ þ 
We start with initial approximation y 0 ðxÞ ¼ ax 3 þ bx 2 þ cx þd, for some constants a; b; c and d which will determine later, and by using the above iteration formula (33), we can directly obtain the components of the solution. Now, the first two approximations of the solution yðxÞ of Eq. (21) by using (33) are The exact solution of this problem is yðxÞ ¼ 1 þ xe x . The behavior of the numerical solutions using the proposed cardinal function method, with N ¼ 6, compared with the approximate solution using VIM, y VIM , with three components ðn ¼ 3Þ are presented in Fig. 1 . Also, in Table 1 to show the effect of the numbers of terms of the series (22) , N, we introduced the absolute error of our approximate solution with different values of N ¼ 3; 5; 7 at some values of x. From this figure, it is clear that the proposed method can be considered as an efficient method.
Example 2. Consider Eq. (1) 
i.e., Eq. (1) takes the form
We approximate the integral term in Eq. (37) using Newton-Cotes integration rule as the formula (16) Now, we compare the approximate solution using the proposed method with the well-known VIM as follows.
VIM gives the possibility to write the solution of Eq. (35) with the aid of the correction functionals 
Now, by substituting from (44) in (43), the following variational iteration formula can be obtained [20] y nþ1 ðxÞ ¼y n ðxÞ þ Fig. 1 The behavior of the approximate solution and the exact solution at N ¼ 6 and comparison with the solution using VIM. Fig. 2 The behavior of the approximate solution and the exact solution at N ¼ 6 and comparison with the solution using VIM.
