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ABSTRACT
The increased awareness regarding the impact of energy consump-
tion on the environment has led to an increased focus on reduc-
ing energy consumption. Feedback on the appliance level energy
consumption can help in reducing the energy demands of the con-
sumers. Energy disaggregation techniques are used to obtain the
appliance level energy consumption from the aggregated energy
consumption of a house. These techniques extract the energy con-
sumption of an individual appliance as features and hence face the
challenge of distinguishing two similar energy consuming devices.
To address this challenge we develop methods that leverage the fact
that some devices tend to operate concurrently at specific operation
modes. The aggregated energy consumption patterns of a subgroup
of devices allows us to identify the concurrent operating modes of
devices in the subgroup. Thus, we design hierarchical methods to
replace the task of overall energy disaggregation among the devices
with a recursive disaggregation task involving device subgroups.
Experiments on two real-world datasets show that our methods
lead to improved performance as compared to baseline. One of our
approaches, Greedy based Device Decomposition Method (GDDM)
achieved up to 23.8%, 10% and 59.3% improvement in terms of
micro-averaged f score, macro-averaged f score and Normalized
Disaggregation Error (NDE), respectively.
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1 INTRODUCTION
The residential sector consumes about one-third of the total elec-
tricity in the United States and thus, significant opportunities exist
to reduce these energy demands [7]. Consumers are often unaware
as to which appliances consume most of the energy [1, 12], and
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which actions have the greatest savings potential. Individual appli-
ance level energy consumption provides feedback to consumers to
improve their energy consumption behavior, detect malfunctioning
devices and forecast demand [11]. But currently, there is no system
which can inform consumers about their appliance level energy
consumption. As an example, consider consumers receiving a shop-
ping bill with a single figure and being asked to spend less on the
next shopping trip. It would be extremely difficult, if not impossible,
for consumers to adjust their spending habits without knowing
the cost of individual items. Advanced Metering Technique [25]
records the total energy consumption of houses in real time. This
gives us an opportunity to perform energy disaggregation which is
the task of decomposing the entire energy consumption of a house
into appliance level energy consumption.
Previous approaches that attempt to solve the energy disag-
gregation problem include deep neural networks [15], k-nearest
neighbours [2], discriminative sparse coding [18], multilabel classi-
fication [26], and matrix factorization [3]. These approaches extract
the energy consumption of each appliance as features and use them
for decomposing the aggregated energy consumption. However,
they face the challenge of correctly disaggregating energy in sce-
narios where the energy consumption of different devices is similar.
Some methods [10, 27, 31] try to address this challenge by extract-
ing handcrafted features such as duration of usage of an appliance,
prior knowledge of appliance concurrence, and average energy
consumption in different time intervals. But these methods incor-
porate extra constraints to take into account the above mentioned
features which causes an increased complexity of solving the prob-
lem. Deep Sparse Coding based Recursive Disaggregation Model
(DSCRDM) [8] attempts to solve this problem by capturing the
devices which are co-used. However, its dictionary elements do not
necessarily represent the energy consumption pattern of devices
at specific operation modes, leading to degraded disaggregation
performance [10]. Also, DSCRDM is computationally expensive as
it solves non-convex optimization problems at each recursive step.
In our work, we present an extension to the Powerlet based
energy disaggregation (PED) [10] to address the limitations men-
tioned above. PED is a dictionary learning method which captures
the different power consumption patterns of each appliance as
representatives (used as dictionary atoms) and then estimates a
combination of these representatives that best approximates the
observed aggregated power consumption. However, it faces the lim-
itation of determining which appliance is operating when devices
have similar representatives. For handling such cases, we leverage
the fact that some devices instead of merely co-occurring together,
operate at specific operation modes (the various modes in which a
device can operate) for performing a certain task. To distinguish
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between two similar power consuming devices, we develop meth-
ods that can extract the concurrent operation of different devices
without using any extra information.
Our approaches extract the representatives among the aggre-
gated power consumption of the device set. If devices in the set
co-occur at a specific operation mode then the representative power
consumption of that operation mode is one among the extracted
representatives. The device set is decomposed level-wise into two
partitions each containing equal number of devices (or one parti-
tion containing one more device than the other if the number of
devices is odd) recursively until only one device is left. Organizing
the devices in this fashion creates a binary tree, which induces a
hierarchical clustering of the devices. The leaves of that tree corre-
spond to the individual devices and the interior nodes correspond
to subsets of devices whose cardinality increases as we move up
the tree. Instead of performing the disaggregation among all the
devices together, we decompose the task as a recursive one where
the power consumption of subsets of devices is estimated at every
level from top to bottom.
We investigated two different heuristics for building the hierar-
chical tree: Greedy based Device Decomposition Method (GDDM)
and Dynamic Programming based Device Decomposition Method
(DPDDM). To perform disaggregation, we formulate our problem
as Semi Definite Programming (SDP) using [22] and solve it using
Alternate Direction Method of Multipliers (ADMM) [5], which is
more scalable than the optimization approach used in PED. Experi-
ments on two real-world datasets show that our methods lead to
improved performance as compared to baseline. GDDM achieved up
to 23.8%, 10% and 59.3% improvement in terms of micro-averaged
f score, macro-averaged f score and Normalized Disaggregation
Error (NDE), respectively.
2 DEFINITIONS AND NOTATIONS
In this paper, all vectors are represented by bold lower case letters
(e.g., y), all matrices are represented by bold upper case letters (e.g.,
B), and sets using upper case caligraphic letters (e.g., S).
2.1 Problem Definition
Let L be the number of devices in a house, xi (t) be the energy
consumption of device i at timestamp t ∈ {1, . . . ,T }, and x¯(t) =∑L
i=1 xi (t) be the aggregated energy consumption of the house at
timestamp t . The goal of energy disaggregation is, given the total
energy consumed by a house, x¯(t), at time t , identify the energy
consumption of every device in the house at that time, i.e., estimate
xi (t) for i ∈ {1, . . . ,L}.
3 RELATEDWORK
Energy disaggregation or non-intrusive load monitoring was ini-
tially studied and explored in [13]. Various data mining and pattern
recognition methods have been applied to find the contribution of
each appliance in the total energy consumption. Methods such as
deep neural networks [15], k-nearest neighbours [2], discriminative
sparse coding [18], multilabel classification [26] and matrix factor-
ization [3] have been used to solve energy disaggregation problem.
These methods extract electrical events as features and use them
for decomposing the aggregated energy consumption. On the other
Figure 1: Energy consumption of a refrigerator. Horizontal
and vertical axes correspond to time (seconds) and energy
consumption (Watts), respectively. The energy consumption
at active cooling and idle operation modes are shown. This
figure shows that there exists pattern in energy consump-
tion of appliances.
hand, methods like [17, 19, 24, 27] exploit the sequential nature of
the aggregated energy consumption data by modeling every ap-
pliance as an independent Hidden Markov Model. However, these
methods do not focus on learning a structure which decomposes
the device set systematically and helps in finding a disaggregation
sequence. The disaggregation sequence improves the overall accu-
racy of the method as is described in [8]. Another work [23] models
the disaggregation problem as a non-negative matrix factorization
problem with constraints to reduce the effect of correlation be-
tween atoms in the dictionary. The difference between this method
and what we present in our paper is that the grouping effect is
induced within the atoms of a particular device only, instead our
method induces a grouping effect of different devices in the house.
Another competing approach, seq2point [30], uses a convolution
neural network to map between the mains power readings and
single appliance power readings. Their networks extract energy
consumption values and duration of energy consumption as fea-
tures but again fail to consider the co-occurrent power consumption
of subset of devices.
We now describe the two methods that this paper is built upon:
3.1 Powerlet Based Energy Disaggregation
(PED)
PED introduced the concept of powerlets for energy disaggrega-
tion. It solves the problem by breaking the task into two phases,
extracting the energy consumption pattern of each device and per-
forming the actual disaggregation task among the extracted energy
consumption patterns.
The operation modes of a device refer to the various modes in
which it can operate based on the energy that it consumes. For
example, a microwave can operate in operation modes such as
defrost, heat with high power or low power or switched off state.
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Table 1: Notation.
Notation Description
T Total timestamp for which aggregated energy was recorded on the meter
L The number of devices in the house
xi (t) The energy consumption of device i at timestamp t
x¯(t) The aggregated energy consumption at timestamp t
B The dictionary learned for performing disaggregation
Bi The dictionary of ith device
Bi j jth powerlet of ith device
The training phase of PED assumes that each device’s operation
mode can bemapped to a vector of lengthw , referred to as powerlet,
which represents the energy consumption pattern in that operation
mode.
To find the powerlets of a device i , the energy consumption of the
device in time interval [t , t+w−1] is represented by aw-dimensional
vector, yi (t), where t ∈ {1, 2, . . . ,T −w + 1}. Powerlets for device
i are selected from the set of vectorsV = {yi (t),∀t ∈ {1, 2, . . .T −
w +1}}, using a variant of the DS3 algorithm for sequential data [9].
Let subdictionary Bi ∈ Rw×Ni consists of the powerlets of device i ,
represented by a matrix whose columns are the powerlets and Ni
is the number of powerlets of device i . The dictionary, B ∈ Rw×N
where N =
∑L
i=1 Ni is the set of subdictionaries of all the devices
in the house and is obtained by concatenating the subdictionaries
of all the devices, i.e.,
B = [B1, . . . ,BL]. (1)
The vector y¯(t) represents the aggregated energy consumption
in time interval [t , t +w − 1] i.e.,
y¯(t) = [x¯(t), x¯(t + 1), . . . , x¯(t +w − 1)]. (2)
In its second phase, PED disaggregates the energy by solving
the following optimization problem:
minimize
c(t)
λρ(c(t)Tt=1) +
T∑
t=1
| |y¯(t) − Bc(t)| |1
subject to ci (t) = {0, 1}Ni ,
1T ci (t) ≤ 1
(3)
where c(t) = [c1(t),c2(t), . . . ,cL(t)] ∈ RN , ci (t) ∈ RNi is the coef-
ficient of the powerlets of device i , λ is a regularization parameter,
and ρ(c(t)Tt=1) indicates the penalty associated with the priors such
as device-sparsity, knowledge about devices that do or do not work
together, and temporal consistency of the disaggregation. The first
constraint enforces the selection or not of a powerlet and the second
constraint is used to ensure that at most one powerlet is selected
for every device.
However, PED does not take into account the concurrent opera-
tionmodes of devices within the timewindoww . The co-occurrence
prior in PED only considers the devices which are used together
or which are not used together. Instead, certain devices tend to be
used concurrently at specific operation modes, which arises when
certain tasks are performed.
3.2 Recursive dictionary learning for energy
disaggregation
Deep Sparse Coding based Recursive Disaggregation Model
(DSCRDM) [8] exploits a tree structure for the problem of energy
disaggregation, such that, at a particular level, one of the nodes
contains one device and the other contains the rest. That device is
separated from the remainder which minimizes the disaggregation
error on the training set. DSCRDM is based on Discriminative
Disaggregation Sparse Coding [18] (DDSC) to find the dictionary
of each appliance. DDSC models the entire energy consumption
of each device as a sparse linear combination of the atoms of an
unknown dictionary.
However, the dictionary atoms used in DDSC are arbitrary vec-
tors which do not correspond to the energy consumption pattern of
specific operation modes of the device. This degrades the disaggre-
gation performance [10]. Moreover, DSCRDM solves a non-convex
problem to find the best split at each node which increases the
computational complexity of training the decomposition structure.
4 PROPOSED METHOD
Similar to PED, we follow a two-step procedure for energy disag-
gregation. Firstly, we learn powerlets of different subsets of devices
and the decomposition structure using the training dataset. Then
we decode the aggregated energy consumption among the learned
dictionary atoms at each level of the decomposition structure fol-
lowing an optimization scheme similar to PED. In this section, we
first provide the motivation for our method followed by the frame-
work we developed for energy disaggregation.
4.1 Motivation
The prior approaches for energy disaggregation face the common
challenge of disaggregating energy of similar power consuming de-
vices. For example, in Figure 2 both stove and refrigerator consume
similar power. However, we observe that the air exhaust is usually
on when the stove is used. Thus, for performing disaggregation
we can consider the aggregated power consumption of air exhaust
and stove as they have different power consumption pattern com-
pared to the refrigerator alone. Grouping devices into sets and then
performing disaggregation can help in distinguishing two similar
power consuming devices. Motivated by this, we develop device
decomposition methods to find the sequence in which energy is
to be disaggregated.
Another fact to consider is that devices do not just merely co-
occur but they co-occur at specific operation modes for performing
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(a) Energy consumption of stove (b) Energy consumption of refrigerator
(c) Energy consumption of air exhaust
Figure 2: Illustration of devices having a similar energy consumption value. Both stove and refrigerator show a pattern where
they tend to operate at 160W. The prior approaches may fail to distinguish between the power consumption of the two devices.
We can resolve this by using the fact that the air exhaust is on whenever the stove is in use.
one task and for another task they can co-occur at different modes.
For example, when heating food, a person will start by opening the
refrigerator to get the food item, which can potentially transition
the fridge to an active cooling operationmode. Then the person puts
the item in the microwave and switches it on. Thus, the transition of
operation modes of the two devices tends to occur simultaneously.
After switching the microwave on, the person puts the left out food
back in the fridge which again changes the operation mode of the
fridge. However, when a dish is being cooked, some other appliance
in the kitchen can be used along with the microwave and fridge.
Thus, a set of devices are used at specific modes, for certain tasks
(food heating), whereas for other tasks (cooking), another set of
devices are used simultaneously.
To summarize, it is important to group devices into sets and then
perform disaggregation. Additionally, the co-occurence of devices
is not specific to two devices merely operating together but the
operation modes at which they co-occur is also important.
4.2 Learning powerlets
A powerlet is a vector of length w , which is used as a represen-
tative for a specific operation mode of a device. In order to find
the powerlets, we select representatives among the set of vectors
V = {yi (t),∀t ∈ {1, 2, . . .T −w + 1}}, where yi (t) is the energy
consumption of the device during the time interval [t , t +w − 1].
The DS3 algorithm employed in PED has high storage and computa-
tional complexity [21]. A simpler clustering based method [28] can
be used for selecting the representatives among the set of vectors.
Specifically, we use k-medoid algorithm because both k-medoid
and DS3 select representatives from the data to be clustered.
4.3 Learning dictionary and device
decomposition structure
We create the device decomposition structure by decomposing the
device set recursively into two equal halves (or one half with one de-
vice more than the other if the number of devices is odd) until only
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Figure 3: An example of binary tree structure of a particular
house.
one device remains. This creates a binary tree structure containing
sets of devices at every node. We choose to use binary tree as device
decomposition structure because of its simplicity. For understand-
ing purpose, we define a pseudo device as a hypothetical device
whose energy consumption is the same as the aggregated energy
consumption of the devices in the set, i.e., energy consumption of
a pseudo device at time t , xρ (t) is calculated as,
xρ (t) =
∑
i ∈S
xi (t). (4)
We extract the powerlets of the pseudo devices at each node. If
devices in the set co-occur at a specific operation mode then the
representative power consumption of that operation mode is one
among the extracted representatives. We perform energy decom-
position in a recursive manner, starting from the root node and
disaggregating the aggregated energy assigned at every node be-
tween its two children. Figure 3 shows an example of the device
decomposition structure.
In order to maximize the accuracy of decomposing the energy
signal, we focus on making the powerlets of devices used for disag-
gregation as dissimilar as possible. A key parameter for constructing
the device decomposition structure is the method that is used to
partition the set of devices at each node of the tree.
4.3.1 Greedy based Device Decomposition Method (GDDM):. This
approach splits the set of devices into two groups by maximizing
the dissimilarity between powerlets at each level.
Let S1 and S2 be the two subsets of devices created from the set
of devices. Let B1 and B2 be the powerlets for these two pseudo
devices. Dissimilarity of S1 and S2 is the distance between the pair
of closest powerlets, one from each of the pseudo device, which is
defined as,
dissimilarity(S1, S2) = minp,q | |B1p − B2q | |1, (5)
Since the disaggregation is performed using the powerlets of the
pseudo devices, we want the resultant powerlets to be as dissimilar
as possible. Hence, we maximize the dissimilarity between the two
pseudo devices. We explore two different ways of splitting the de-
vice set greedily.
Equi-sized partition: To find equi-sized partitions, we start by
randomly dividing the device set equally among the two nodes (or
with one node having one more device than the other if the number
of devices in the node is odd). We find a device, d1 from the first
node, which when moved to the second node leads to the maxi-
mum increase in the dissimilarity between the resultant pseudo
devices. Similarly we find a device, d2, from the resultant second
node which when moved to the first node increases the dissimi-
larity between the resultant pseudo devices. We then move d1 to
the second node and d2 to the first. We repeat this step until no
such device is found which when moved increases the dissimilarity
between the pseudo devices. Algorithm 1 describes how equi-sized
partition is performed using GDDM.
Alg. 1 Greedy based Maximizing Inter-set Dissimilarity Method
(Equi-sized Partition)
Input: S : The set of devices to be partitioned
1begin
2 l ←number of devices in S
3 Iterate until d1 or d2 is NULL:
4 S1 ← l/2 randomly selected devices ∈ S.
5 S2 ← S \ S1
6 d1 ← split(S1,S2)
7 d2 ← split(S2 ∪ d1,S1 \ d1)
8 S1 ← S1 ∪ d2
9 S2 ← S2 ∪ d1
10 Return S1,S2
Procedure: split(S1, S2)
Input: S : The set of devices to be partitioned
1begin
2 for i ∈ S1:
3 B1ρ ← Powerlets of pseudo device S1 \ i
4 B2ρ ← Powerlets of S2 ∪ i
5 CM(i)= minp,q | |Bρ2p − Bρ1q | |1
6 d ← maxi CM(i)
7 BS1 ← powerlets of pseduo device S1
8 BS2 ← powerlets of pseduo device S2
9 CM(d) > minp,q | |BS1p − BS2q | |:
10 Return NULL
11 else:
12 Return d
1-vs-rest partition: 1-vs-rest partitioning refers to the parti-
tioning of a set of devices such that one of the subsets contains one
device and the other contains the rest. For 1-vs-rest partitioning,
we find a device d such that its powerlets are most dissimilar to the
powerlets of the pseudo device created by the remainder devices in
the set. We then create two subsets - one containing the device d
and the other containing the rest. This step is repeated recursively
until only one device is the left in the subset. Algorithm 2 describes
1-vs-rest partitioning using greedy mechanism.
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Alg. 2 Greedy based Device Decomposition Method (1-vs-rest)
Input: S : The set of devices to be partitioned
1begin
2 for d ⊂ S
3 Bd ← Powerlets of device d
4 Bρ ← Powerlets of S \ d
5 CM(d) = minp,q | |Bρp − Bdq | |1
6 Return device = argmaxiCM(i)
4.3.2 Dynamic Programming based Device Decomposition Method
(DPDDM):. In case of GDDM, we split a set of devices such that
the dissimilarity between the powerlets of the pseudo devices cor-
responding to the children node can be maximized. Sometimes,
splitting of devices to maximize the dissimilarity of only the result-
ing pseudo devices can result in children nodes containing devices
with similar powerlets. For example, consider a house with devices
d1, d2, and d3, such that d1 and d2 have similar power consump-
tion. Greedy based methods can result in a decomposition structure
that it predicts the power consumption of d3 followed by d1 and
d2. Since it is difficult to distinguish the consumption pattern of
d1 and d2, disaggregating energy between them can lead to error.
However, DPDDM tries to find the optimal decomposition structure
to address this limitation. The split is made by taking into consider-
ation the overall dissimilarity between the powerlets that construct
dictionary after any split. In DPDDM, we maximize the following
objective function to find the decomposition structure,
N∑
ρ=1
|Sρ |α minp,q | |B
1
ρp − B2ρq | |1, (6)
where N is the total number of non-terminal nodes in the binary
tree structure, Sρ is the device set corresponding to the node ρ,
B1ρ and B2ρ correspond to the subdictionaries of the pseudo devices
of the left and right child of the node ρ, respectively, and α is a
tunable parameter. Note that Equation (6) is a weighted combination
of dissimilarity of powerlets used for disaggregation at all the levels
in the decomposition structure. Since an error made in the top
nodes of the decomposition structure propagates down the tree, we
assign more weight to dissimilarity between powerlets of pseudo
devices occurring in the top nodes than the bottom ones. The tree
that gives the maximum value of the objective function is selected
as the decomposition structure. To optimize the above objective
function, we use the following recurrence relation while splitting
the nodes,
CS = maxP, |P |= |S |/2
CP +CS/P + |S|α minp,q | |B
1
ρp − B2ρq | |1, (7)
where CS is the optimum cost of the tree rooted at the node cor-
responding to device set S, B1ρ is the subdictionary of the pseudo
device ofP and B2ρ is the subdictionary of the pseudo device ofS/P.
Algorithm 3 describes Dynamic Programming based Maximizing
Inter-set Dissimilarity method.
Alg. 3 Dynamic Programming based Device Decomposition Method
(DPDDM)
Input: S : The set of devices to be partitioned
1begin
2 for P ⊂ S such that |P | = |S|/2:
3 B1ρ ← Powerlets of pseudo device P
4 B2ρ ← Powerlets of S \ P
5 C1S = DPDDM(P)
6 C2S = DPDDM(S \ P)
7 CP = C1S +C
2
S
+|S|α |minp,q | |B2ρp − B1ρq | |1
8 Q = argmaxPCP
9 Return Q, S \ Q
4.4 Decomposing the energy signal
In order to disaggregate the energy, we start from the root node
containing all the devices and approximate the aggregated energy
consumption of the devices that belong to the child nodes. This step
is performed recursively until we reach the leaf nodes which contain
only one device. Thus, we modify the entire task of decomposing
the energy signal into a recursive task. Note that, this is not the
same as expressing Equation (3) recursively because the dictionaries
involved in performing the disaggregation at each recursion is
derived from the powerlets of the corresponding pseudo devices.
Specifically, at every node, ρ, of the tree, the dictionary, Bρ to
be used for disaggregating the energy consumption is obtained
by concatenating the subdictionaries of the pseudo devices of its
two children, i.e., Bρ = [B1ρ ,B2ρ ]. Since a (pseudo) device can be
operating in one of the operation modes, we select exactly one
powerlet from the dictionary of the powerlets for every (pseudo)
device. We solve the following optimization problem to obtain the
energy consumption of the (pseudo) devices at every step:
minimize
c(t)
T∑
t=1
| |(y¯ρ (t) − Bρc(t))| |2
subject to ci (t) = {0, 1}Ni ,
1T ci (t) = 1,
(8)
where y¯ρ (t) is the aggregated energy consumption of the devices
that belong to node ρ. The last two constraints ensure the selection
of exactly one powerlet per device1.
Using decomposition structure for performing disaggregation of
energy signal provides speedup as the time complexity of solving
the non convex problem using standard solvers is exponential in the
number of devices, k . By decomposing the problem into recursive,
independent subproblems with less number of variables at each
optimization, we reduce the time complexity to linear with respect
to number of devices.
To solve Equation (8) we used ADMM based method as it is more
computationally efficient [22] and scalable compared to integer
programming based method used in PED. Note that, even though
1Note that we have added the powerlets of the operation mode corresponding to
switch off state in the dictionary.
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ADMM is scalabale with time complexity O(k3), our decomposition
methods reduced the time complexity to O(k).
In order to reframe this problem in a general form, assume c(t) ∈
RN as x , where N is the sum of number of the powerlets of the
two (pseudo) devices belonging to the child nodes, y¯ρ (t) as b and
Bρ as A. All the linear constraints are combined such that matrix
P ∈ R2×N has ith row element, ei ∈ RN whose entries for the
powerlets of pseudo (device) i are one and the rest are zeros,q ∈ R2
is a vector consisting of all ones.
minimize
x
| |Ax − b | |2
subject to xi (xi − 1) = 0,
PT x = q.
(9)
Following the idea of SDP relaxation for integer programming
problem [22], we can reformulate the above optimization as2:
minimize
X ,x
Tr (AT AX ) − 2 ∗ bTAx
subject to diaд(X ) ≥ x ,[ 1 xT
x X
]
⪰ 0,
PT x = q.
(10)
By introducing Xˆ =
[ 1 xT
x X
]
we can represent Equation (10)
in a more compact form as
minimize
Xˆ
Tr (AˆXˆ )
subject to Xˆ ⪰ 0,
A(Xˆ ) = b˜,
(11)
where Aˆ =
[ 0 −bT A
−(bT A)T AT A
]
∈ SN+1+ , b˜ ∈ Rm and A :
SN+1+ → Rm is a linear map [29], m is the number of equality
constraints. In addition, we impose a non-negativity constraint on
the matrix Xˆ . The final equation then becomes
minimize
Xˆ
Tr (AˆXˆ )
subject to Xˆ ⪰ 0,
A(Xˆ ) = b˜,
(12)
where Aˆ =
[ 0 −bT A
−(bT A)T AT A
]
∈ SN+1+ , b˜ ∈ Rm and A :
SN+1+ → Rm is a linear map [29], m is the number of equality
constraints. In addition, we impose a non-negativity constraint on
the matrix Xˆ . The final equation then becomes
minimize
Xˆ
Tr (AˆXˆ )
subject to Xˆ ⪰ 0, Xˆ ≥ 0,
A(Xˆ ) = b˜ .
(13)
2The only modification is that we keep the equality constraint which is not present in
the equation given in [22].
To apply ADMM on Equation (11), we use Moreau-Yosida qua-
dratic regularization [20].
Lagrangian function for Equation (11) can be written as
Lµ = Tr (AˆXˆ ) + 12µ | |Xˆ − S | |
2
F + λ
T (b˜ − A(X )
−Tr (WT Xˆ ) −Tr (PT Xˆ ),
where λ ≥ 0, P ⪰ 0, ,W ≥ 0 are dual variables and µ > 0 is a
constant.
By taking the derivative of Lµ and computing optimal value of
Xˆ , one can derive the standard updates of ADMM solver.
After obtaining optimal, X⋆ and x⋆ from Xˆ , we use random-
ized rounding [22] for finding an approximate solution, xopt to
our original problem which minimizes the optimization function of
Equation (12). We randomly sample z from N(x⋆,X⋆ − x⋆x⋆T ).
After obtaining z, we greedily change its values so that the con-
straint of selection of exactly one powerlet per device is met. After
performing this random sampling for few iterations, we select the
optimal z⋆ that gives lowest value of objective function as xopt .
Since the results at various time instants are independent, we
solve each integer quadratic problem sequentially.
5 EXPERIMENTAL SETUP
5.1 Datasets
We evaluate our results on the publicly available Electricity Con-
sumption & Occupancy (ECO) [4] and the UK Domestic Appliance-
Level Electricity (UK-DALE) [16] datasets.
ECO [4]: This dataset contains the energy consumption of 6 house-
holds and the average number of appliances in the households is 7.
The data was collected over a span of 8 months. The meter readings
is recorded at a frequency of 1 Hz. We sample the data so that the
consecutive energy consumption readings are at an interval of one
minute.
UK-DALE [16]: This dataset monitors 5 households and the record-
ings are available every 6 second. In this dataset, there are varying
number of devices from 6 to 24. We sample this data also so that
the consecutive energy consumption readings are at an interval of
one minute.
The ground truth data is the actual energy consumption of each
appliance. We use the readings with mains label in the dataset as
the aggregated power consumption value.
5.2 Evaluation Methodology and Performance
Assessment Metrics
Approaches:We compare our methods with three other existing
methods: PED [10], Seq2point [30] and DSCRDM [8], which are
described in section 3. DSCRDM applies its decomposition learning
on DDSC which faces the challenges mentioned in Section 3.2. For
fairest comparison of the decomposition structure learning tech-
niques, we modify DSCRDM to use its method of structure learning
on dictionary learned using PED and refer to the resulting method
as Modified DSCRDM (MDSCRDM).
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Metrics:We assess the performance of the different methods us-
ing three different metrics: macro-averaged f score (Mf ), micro-
averaged f score (µ f ) and Normalized Disaggregation Error (NDE)
which were introduced in [19].
We use True Positive (TP) as the portion of the predicted energy
consumption of a device that it actually consumes, False Negative
(FN) as the portion of the actual energy consumption that is not
predicted and False Positive (FP) as the portion of predicted energy
consumption that is not a part of the actual energy consumption.
Since there is no notion of predicting non-consumption of energy,
True Negative (TN) is 0.
TPi,t =
min(xi,t , xˆi,t )
xˆi,t
, FPi,t =
min(0, xˆi,t − xi,t )
xˆi,t
, (14)
FNi,t =
min(0,xi,t − xˆi,t )
xi,t
,TN = 0. (15)
For µ f score, we define the precision and recall as:
µPrecision =
∑T
t=1
∑
i ∈D TPi,t∑T
t=1
∑
i ∈D (TPi,t + FPi,t )
(16)
µRecall =
∑T
t=1
∑
i ∈D TPi,t∑T
t=1
∑
i ∈D (TPi,t + FNi,t )
(17)
ForMf score, we define the precision and recall as:
Precisioni =
∑T
t=1 TPi,t∑T
t=1(TPi,t + FPi,t )
, (18)
Recalli =
∑T
t=1 TPi,t∑T
t=1(TPi,t + FNi,t )
(19)
MPrecision =
∑
i ∈D Precisioni
|D| , (20)
MRecall =
∑
i ∈D Recalli
|D| , (21)
where,D is the set of devices in the house. The harmonic mean of µ
andM precision and recall gives µ andM f scores [26], respectively.
The difference between the two f scores is that the Mf score
gives equal weight to each device, whereas the µ f score tends to
give higher importance to devices that consume high power.
We also use the popular metric, Normalized Disaggregation Error
(NDE) [31].
NDE =
∑
i,t (xˆi,t − xi,t )2∑
x2i,t
(22)
Model Training and Parameter Selection:We train each model
using 80% of the data with respect to time and test it on the rest.
The parameters of the methods used are kept unchanged. We com-
pute the performance of GDDM in terms of the f scores and NDE
averaged over all the houses of ECO and UK-Dale at different val-
ues w ∈ {5, 15, 25, 35} and k ∈ {20, 40, 60}. We find that w = 15
gives the best performance for the method and for w = 15, the
best performance on the test data is obtained when k is 40. For our
device decomposition methods we usew = 15 and k = 40.
For DPDDM, the weights associated with a node is calculated as
|S|α , where S is the set of devices belonging to the node. We try
three different values of α[1, 2, 3] and find that α = 2 gives the best
performance for all the metrics.
Table 2: The performance of GDDM_ADMM, GDDM_IP the houses of the UK-
Dale dataset.
Method µ f M f NDE
GDDM_IP 0.517 0.761 1.665
GDDM_ADMM 0.535 0.765 1.701
6 RESULTS AND DISCUSSION
6.1 Comparison of optimization methods for
decomposing the energy signal
PED uses standard integer programming solver MOSEK [6] for
solving optimization functions with integer constraints as is the
case in Equation (8). In order to validate that the improvement in
the performance of the device decomposition methods is because
of utilizing decomposition of device set scheme and not the opti-
mization solver, we compare the results of GDDM with equi-sized
partition with the integer programming solver (GDDM_IP) and
GDDM with ADMM (GDDM_ADMM). The results are shown in
Table 2 and none of the methods perform consistently better than
the other. The discussion on solvers for integer convex quadratic
problem also suggests that SDP formulation achieves a good op-
timal solution [22] comparable to standard integer programming
solvers.
6.2 Comparison of device decomposition
methods
Table 3 shows the performance of GDDM (1-vs-rest), GDDM (equi-
sized partition), DPDDM, and MDSCRDM for dividing the devices
at each node on the ECO and the UK-Dale datasets. From the results,
we observe that the equi-sized partitioning methods (GDDM (with
equi-sized) and DPDDM) perform better than the 1-vs-rest (MD-
SRDM and GDDM (1-vs-rest)) partitioning methods. We perform a
paired t-test on the values of f scores and NDE obtained for all the
houses in both the datasets. For the null hypothesis that the results
of GDDM (equi-sized partition) and MDSCRDM are derived from
the same distribution, the resulting p-value ( 0.01) shows that the
difference is statistically significant. The same holds for results of
GDDM (equi-sized partition) and GDDM (1-vs-rest partition).
6.3 Comparison with PED and Seq2point
Tables 3 shows the performance achieved by GDDM, Seq2point, and
PED on the ECO and UK-Dale datasets. For ECO, GDDM improves
average performance by 16.7%, 8.65% and 69.3% in terms of the
µ f ,Mf and NDE, respectively compared to PED. Compared to the
seq2point method, we obtain an improvement of 39.9%, 15.9% and
59.3% in terms of the µ f ,Mf and NDE, respectively. The improve-
ments obtained by GDDM is statistically significant at confidence
level of 1%. In comparison with PED, for UK-Dale, GDDM improved
the performance by 30.8%, 10% and 39.9%, in terms of µ f ,Mf and
NDE, respectively. Compared to seq2pointmethod, GDDMachieved
performance improvement of 23.8%, 12.3%, and 2.9% in terms of
µ f ,Mf and NDE, respectively on UK-Dale. The paired t-test shows
that the improvement in terms ofMf and µ f is significant (pvalue
< 0.02) while the improvement on NDE is not.
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Table 3: The performance of device decomposition methods for all the house in the UK-Dale and ECO dataset. Both our methods DPDDM,
GDDM (equi-sized) outperform the existing state-of-the-art methods. 1,2,3
UK-Dale ECO
µ f M f NDE µ f M f NDE
GDDM (equi-sized) 0.535±0.168 0.765±0.038 1.701±0.884 0.473±0.139 0.741±0.070 1.018±0.617
PED 0.409±0.209 0.696±0.053 2.832±1.131 0.405±0.036 0.682±0.108 3.321±0.434
seq2point 0.432±0.300 0.681±0.108 1.753±1.445 0.338±0.079 0.639±0.015 2.488±0.195
1 shown are mean± standard deviation values.
2 Bold numbers are the best performance for the corresponding metric.
3 ForMf and µ f measures higher values and for NDE lower values are better, respectively.
Table 4: Per appliance performance comparison. This table shows how our method performs at predicting the power consumption of each
appliance. Our method performs better for the appliances which consumemost power in a household and are used frequently (Fridge and
freezer).
µ f M f NDE
Appliance GDDM PED seq2point GDDM PED seq2point GDDM PED seq2point
Fridge 0.620 0.181 0.445 0.763 0.235 0.704 0.552 0.894 0.997
Dryer 0.426 0.149 0.447 0.653 0.246 0.607 1.005 1.029 1.093
Coffee Machine 0.037 0.001 0.027 0.835 0.945 0.085 1.896 1.354 1.003
Kettle 0.009 0.000 0.003 0.946 0.991 0.826 1.976 2.946 1.037
Washing Machine 0.001 0.004 0.005 0.844 0.941 0.738 0.999 1.644 1.237
PC 0.047 0.013 0.068 0.441 0.810 0.619 1.655 1.026 1.046
Freezer 0.542 0.174 0.273 0.714 0.423 0.593 0.926 0.980 5.879
Average 0.240 0.075 0.181 0.742 0.656 0.596 1.287 1.410 1.756
1 Bold numbers are the best performance for the corresponding metric.
2 ForMf and µ f measures higher values and for NDE lower values are better, respectively.
Additionally, we compare the three methods on appliance level
performance. Table 4 shows the performance of various methods
on all the appliances of house 1 of the ECO dataset. We can see that
our method GDDM performs better than the other methods for half
the number devices in terms of µ f . TheMf score of PED method is
better for 4 devices compared to our method. In terms of NDE, our
method performs better for 4 devices compared to the other two
methods. Additionally, our method shows better performance in
terms of the overall average µ f ,Mf and NDE than the other two.
6.4 Visualization of Device Decomposition
Strucuture
In order to show the effectiveness of designing a decomposition
structure for performing disaggregation, we visualize how disag-
gregation is performed on the 1st household of the ECO dataset.
Figure 4a shows the device decomposition structure used by our
method for performing disaggregation. Note that even though ap-
pliances such as washing machine and fridge show similar power
consumption values when active, they can be distinguished by our
method as the powerlets of pseudo devices {PC, Dryer and washing
machine} or {Fridge, Freezer, Kettle and coffee machine } are dif-
ferent. This is because in some cases the activation of fridge could
co-occur with freezer or kettle. Thus, using decomposition struc-
ture helps in capturing the co-occurence of devices and improve
Table 5: Training time (inminutes) of various methods for training house2 of
UK Dale dataset.
GDDM DPDDM MDSCRDM PED seq2point
3.33 8.56 323.33 0.33 1735.45
the disaggregation performance for this house. Figure 4b visualizes
the powerlets of different (pseudo) devices at each level.
6.5 Training Efficieny
Table 5 shows the training time taken by various methods using
Intel Xeon E7 processor. PED takes the least time for training while
seq2point takes the most. Our approaches take an order of mag-
nitude less time to train as compared to MDSCRDM because MD-
SCRDM solves an optimization function at each level for splitting
the device set while our methods use heuristics to find the best
split.
7 CONCLUSION AND FUTUREWORK
In this paper, we improved the performance of the existing methods
to obtain appliance level energy consumption from the aggregated
energy of a house. Our methods leverage the fact that devices oper-
ate concurrently at specific operation modes. In order to capture
the concurrent operating devices, we find the representatives of
power consumption of sets of devices. We decompose the device
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Fridge, Dryer, Coffee
machine, Kettle, Washing
machine, PC,Freezer
Dryer, Washing
machine, PC
Fridge, Coffee
machine, Kettle,
Freezer, 
Dryer, Washing
machine 
Coffee machine,
KettlePC Fridge, Freezer
Dryer Washing machine Fridge Freezer Kettle Coffe machine
(a) Decomposition structure used for disaggregating the electricity con-
sumption ofHouse 1 in ECOdataset. The devices such as (Kettle, Coffee
machine), which co-occur are discovered by our method and used for
disambiguating similar power consuming devices.
(b) Visualization of powerlets of the pseudo devices at each level of the device decom-
position structure shown above.
Figure 4: Visualization of device decomposition structures.
set hierarchically to improve the performance of the task. We have
empirically shown that device decomposition methods mostly out-
perform the state of the art methods on two real world data sets.
The strength of our methods is that they are able to learn the devices
that operate concurrently and use this knowledge to distinguish
two similar energy consuming devices.
As part of future work, we plan to model the power consumption
pattern of devices by including how the power consumption of
device vary over time. Devices usually exhibit complex exponential
decays or growth, bounded min-max, and cyclic patterns [14] of
power consumption. This idea can be incorporated in extracting
the powerlets. Additionally, a limitation of our model is that it is
heavily dependent on the idea that devices in a house co-occur at
some of their operation modes. However, if that is not the case, we
can use simpler methods, such as PED. In future we plan to design a
method to detect if some devices in the set go together and use our
method to disaggregate energy only for those scenarios, otherwise
use PED.
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