Abstract-Taking advantage of the independent fading channel conditions among multiple wireless users, opportunistic transmissions schedule the user with the instantaneously best condition and thus increase the spectrum utilization efficiency of wireless networks. So far, most proposed opportunistic scheduling policies for ad hoc networks exploit local multiuser diversity, i.e., each transmitter selects its best receiver independently. However, due to co-channel interference, the decisions of neighboring transmitters are highly correlated. Furthermore, the neighboring links without a common sender also experience independent channel fading. Taking the contention relationship and the channel diversity among links into account, we extend the concept of multi-user diversity to a more generalized one, by which a set of senders cooperatively schedule the instantaneously and globally best out-going links, thus the spatial diversity of the channel variation can be further exploited. In this paper, we formulate the opportunistic scheduling problem with fairness requirements into an optimization problem and present its optimal solution, i.e., the optimal scheduling policy. We also propose GOS, a distributed Graph theory based and Opportunistic Scheduling algorithm, which modifies IEEE 802.11 protocol to implement the optimal scheduling policy. Theoretical analysis and simulation results both verify that our implementation achieves higher network throughput and provides better fairness support than the existing algorithms.
I. INTRODUCTION
T HE opportunistic transmission is firstly studied for cellular networks, in which a base station serves multiple wireless users which are experiencing independent channel fading. The authors showed in [1] that the total capacity can be maximized by picking the user with the best channel to transmit. For wireless ad hoc networks, the Opportunistic Auto Rate (OAR) scheme is proposed in [2] , by which a flow transmits with higher data rate and more back-to-back packets when the channel condition is better. OAR only exploits the time diversity of the channel variation, whereas a node may have packets destined to several neighboring nodes in wireless ad hoc networks. Therefore, each transmitter selecting its instantaneously best receiver simply exploits the multiuser diversity as in cellular networks, which jointly leverages the time and spatial heterogeneity of channels. Furthermore, multiple co-channel senders exist in a wireless ad hoc network and the neighboring links which are not originated from the same sender also experience independent channel fluctuations. By introducing the coordination among neighboring transmitters, such link diversity can be exploited and further improves the system performance. However, to opportunistically schedule the links in 802.11 based ad hoc networks, there are at least three unique challenges due to the substantially different PHY and MAC characteristics. Firstly, due to the shared media in wireless ad hoc networks, the co-channel interference has deep impact on the link scheduling. Two links that contend with each other can not be scheduled concurrently. Hence, we should find the optimal set of links those can be activated simultaneously to achieve the best network performance. Secondly, while selecting the links with good channel conditions, it is also important to consider the fairness among the flows. To schedule a link should not be barely based on its channel quality but also the achieved throughput of its own and the neighboring flows. Thirdly, without the help of any infrastructure node, the scheduling policy should be executed in a distributed way. Not only the transmitter selects the on-going receiver but also the links without common senders should exchange necessary information and adjust their own transmission patterns accordingly.
Recently, Opportunistic packet Scheduling and Auto Rate (OSAR) scheme [3] and Medium Access Diversity (MAD) scheme [4] are proposed to exploit multiuser diversity for 802.11 based wireless ad hoc networks. By using these schemes, one sender multicasts a channel probing message (e.g. Group RTS in MAD) before data transmissions. Each receiver replies the current channel condition and then the sender schedules the rate adaptive transmission to the receiver with the best channel quality. In [5] , the authors improved the OSAR and proposed a Contention-Based Prioritized Opportunistic (CBPO) scheme to reduce the probing overhead, in which the channel conditions can be replied simultaneously by using Black-Burst (BB) contention method. However, the previous algorithms do not consider the interaction among neighboring transmitters, i.e. a sender individually makes its local decision to maximize its own performance. In [11] , the authors introduce the cooperation among neighboring transmitters into the opportunistic scheduling. It is shown that cooperatively selecting the outgoing link remarkably increases the network throughput. Actually, Such cooperation leads to a more generalized multiuser diversity, i.e. the diversity among multiple links with and without a common sender.
Purely exploiting channel variations shows preference to flows with good channel conditions. For wireless ad hoc networks, many schemes [6] - [8] are presented to provide fair scheduling, whereas none of them takes the time-varying channels into account. For 802.11 based networks with fading channels, to keep fairness among multiple flows, MAD [4] use a -set round robin and the revenue based scheduling to make sure each receiver can be served according to its QoS requirement. However, by the above work, QoS requirements are difficult to achieve, since no mechanism is presented to coordinate the neighboring senders' transmissions.
In this paper, we formulate the cooperative and opportunistic scheduling with fairness requirements as an optimization problem, in which the objective is to maximize the network utility and the constraints are the contention restrictions. The utility function is chosen to reveal the fairness among different links. We solve the problem and present its optimal solution, i.e. the optimal policy for our opportunistic scheduling problem. In order to implement the optimal policy into the IEEE 802.11 based ad hoc networks, we also propose a distributed scheduling algorithm, which is inspired by a greedy algorithm in graph theory to find the maximum weighted independent set. In our scheme, the links exchange their channel information and determine their own transmission priorities by adjusting the length of a Traffic-control InterFrame Space (TIFS), which is a newly introduced by us and to be inserted into the consecutive transmissions of each link. Through such a priority-based link scheduling algorithm, a link with better channel condition accesses the channel with higher probability, while the fairness requirements are taken into consideration. The key contributions of this paper are: 1) A generalized multiuser diversity model is given for wireless ad hoc networks, while considering fairness requirements; 2) We present the optimal criteria to choose the globally optimal set of simultaneously transmitting links, which actually is a weighted maximum independent set in the context of the graph theory; 3) A Graph theory based and Opportunistic Scheduling (GOS) is designed, which can be easily implemented into the IEEE 802.11 based ad hoc networks. We also give the theoretical analysis of the performance lower bound and the overhead of our scheme. 4) In the GOS, we propose a new priority based algorithm by introducing the TIFS, and the optimal value of TIFS is analytically given.
The rest of this paper is organized as follows. Problem formulation is given in Section II. Section III represents the optimal solutions. Section IV to VI describe the distributed implementation of the optimal scheduling and its performance analysis. Section VII gives the numerical results. This paper is concluded in Section VIII.
II. PROBLEM FORMULATION
Consider an ad hoc network with links ( , ∈ ), in which denotes the th link. We assume that all of the links (single-hop flows) have saturated traffic. In this paper, we consider the system with fixed transmit power. Due to the fading phenomenon, the channel condition of a certain link, i.e. the SINR (Signal to Interference plus Noise Ratio) sensed by the receiver, is time-varying. Suppose that time is divided into timeslots with fixed time width. Hence, throughput achieved by a link in one timeslot is linear proportional to its transmit data rate. It is reasonable to assume that channel conditions do not vary during a timeslot, since the channel coherence time typically exceeds the duration of multiple packet transmissions [3] . As in literature [3] , we also use the highest achievable data rate ( ( )), which is determined by the SINR, to represent the th link's channel condition in timeslot .
The contention relationship of links can be represented by a Contention Graph (CG) [8] , in which vertexes are links and an edge exists between two vertexes if the corresponding two links contend with each other. Herein, two links are claimed to be contended if and only if any node of one link is in the interference range of any node of another link. A node's interference range is the area in which the transmission of any other node can interrupt its receiving. Throughout this paper, we use vertex/link/flow, contended/edged/neighboring interchangeably. Due to the fading phenomenon, the path gain between any two nodes varies from time to time, which leads to a time-varying contention relationship CG( ). We introduce a contention indication function ( , , ), which equals 1 if link and link are edged in the contention graph CG( ), otherwise zero. Moreover, by coloring vertices we can obtain several Independent Subsets (IS), in which the flows can transmit simultaneously. A Maximal Independent Subset (MIS) (S ( )) is an IS that is not subset of any other IS. The set Ω( ) = {S ( )} denotes the MIS set.
We formulate an arbitrary scheduler as Q, in which Q( ) denotes the scheduled transmitting link set in timeslot . The ∈Q( ) means that link transmits at this moment. We also introduce an indicator function , which equals 1 if is true, otherwise zero.
We formulate each link's average throughput as = lim →∞ ( ), in which ( ) denotes the average throughput of the th link until timeslot and it can be updated by using an exponentially weighted low-pass filter [1] , i.e.
in which is the average window size. We aim to maximize the network utility by introducing the utility functions (⋅), which are non-decreasing, concave and differentiable. By maximizing the sum of all users' utilities ∑ (⋅), we can control the tradeoff between efficiency and fairness. Different shapes of utility functions lead to different types of fairness. For example, a family of utility functions parameterized by ≥ 0 is proposed in [10] :
by which the proportional fairness is achieved as = 1 and the max-min fairness as → ∞. If we set = 0, the problem reduces to system throughput maximization. Thus we present the link scheduling problem with fairness requirements as
III. OPTIMAL CRITERIA OF SCHEDULING AND THEIR GRAPH THEORETICAL ANALYSIS Let us denote the optimal solution/policy of problem (3) by * . Then we have the following lemma. Lemma 1: The optimal selection of the opportunistic scheduling (3) in any timeslot is a maximal independent set, i.e. the optimal policy satisfies * ( ) ∈ Ω( ). This can be easily proved by contradiction. Then, we give the following three propositions to present the optimal policies for the proportional fairness, the system throughput maximization and the -utility maximization problem respectively.
Proposition 1: The optimal solution of the log-utility maximization problem ( = 1 in problem (3)), i.e. the scheduling problem with proportional fairness, is of the following form.
Proof: According to the objective of the problem (3) with = 1, the optimal scheduler * should meet the condition: 
where † is obtained by a scheduler
Since the average throughputs of links which are selected neither by * nor by † are the same in both sides of (6), the link set of concern is * ( )
Since ∪ can be replaced by either
By replacing * ( )'s and † ( )'s in (8) using (1), we have
Since we have
(10) Therefore, the scheduler * is the optimal solution if and only if * ( ) = * ( ),
Note: If the window size goes to infinite, eqn. (11) can be reduced to * ( ) = * ( ),
since we have lim
The optimal solution of the system throughput maximization ( = 0 in problem (3)), is of the following form. * ( ) = * ( ), where
Similarly as the proof of Proposition 1, the optimal scheduler * to maximize the overall throughput of links should meet the following condition: For any specific , ∑
where
(14) can be written as ∑
Therefore, the optimal solution of the system throughput maximization problem can be given as (13) .
Proposition 3: In the case of the window size
→ ∞, the optimal solution of -utility maximization problem (3) , is of the following form. * ( ) = * ( ), where
.
The optimal scheduler * to maximize the network -utility of links should meet the following condition: For any specific ,
(17) can be written as ∑
By using the first order Taylor expression and → ∞, we have
to both sides of (18), we have
The differential function of −family utility is − . Therefore, the nearly optimal solution of the network -utility maximization problem can be given as (16).
Note:
If the is set as 1, the nearly optimal solution is right the reduced proportional fairness scheduler (12) . In another case that = 0, we get the same optimal scheduling policy as Proposition 2 claims.
In the real world, large is acceptable, thus the nearly optimal solution is reasonable. By defining the weight of the th link as ( ) ( ( )) , we can see that the nearly optimal scheduling policy * selects a Maximum Weighted Independent Set (MWIS) in each timeslot. The MWIS is one concept in the graph theory, which denotes an MIS that has the largest total weight of links among all the MIS's.
Graph theory is an important branch of mathematics in which a graph can be a symbolic representation of a network and of its connectivity. In recent years, graph theory has been widely introduced into the research of the wireless ad hoc networks, e.g. the media access scheme design [8] , the system capacity [13] and the network connectivity [14] analysis. In the previous literature, the graph is used to represent the contention or the connectivity. Whereas, in this paper, we consider the fading channels and thus we suggest using the weighted graph in which each vertex is associated with a weight. In the view of the graph theory, to find the (weighted) maximal independent set is a classical and NP-hard discrete mathematical problem. There have been proposed and analyzed numerous approximation algorithms for this problem. We give some background knowledge as follows.
A. Maximum Weighted Independent Set in Graph Theory
Let be an undirected graph where each vertex has a positive weight . Let ( ) and ( ) denote the vertex set and the edge set of , respectively, as usual. Let ( ) be the sum of the weights of all vertices: ( ) = ∑ ∈ . For a vertex set , let ( ) denote the sum of the weights of the vertices in . Let ( ) denote the neighbor set of vertex in . For a vertex , the weighted degree ( , ) in is given as follows:
The weighted average degree ( ) of graph is defined as follows:
In graph theory, the most important greedy algorithm [12] to locate the MWIS can be written as follows. We select a minimum weighted degree vertex as a vertex in the weighted independent set , and delete this vertex and all of its neighbors from the graph. We repeat this process for the remaining subgraph until the subgraph becomes empty. It is proved that such an algorithm attains the following lower bound
In the next section, we will borrow the above idea from the graph theory to design our heuristic scheduling policies.
IV. GOS: A GRAPH THEORY BASED AND OPPORTUNISTIC SCHEDULING
By the optimal criteria, a scheduler should gather following instantaneous parameters for each timeslot: the contention graph, the links' feasible data rate and achieved throughput. Then a set of flows in the MWIS are scheduled to transmit simultaneously. The above procedures cannot be directly implemented into IEEE 802.11 based ad hoc networks due to the following challenges: 1) exchanging feasible data rates all over the network is impractical, since such a flooding consumes lot of bandwidth and some instantaneous values become outdated after a multi-hop transmission; 2) it is difficult to track the time-varying contention graph which is needed in the optimal scheduling; 3) to schedule a set of links in a deterministic order, as TDMA in cellular networks, is not trivial because of the distributed nature of an IEEE 802.11 based ad hoc network.
We design our Graph theory based and Opportunistic Scheduling (GOS) policy based on the greedy algorithm to find MIS in the graph theory, of which the core idea is that the link with the lowest weighted degree among its neighbors transmits first. In fact, the weighted degree denotes a kind of cooperation among links, since a link with lower weighted degree means that it contends with fewer neighboring links or it gets higher weight by itself. In other words, by using our GOS, each link decides its own transmission pattern with the consideration of its neighboring links' information.
In our scheme, each link's transmitter and receiver maintains a degree table for the neighboring links and the link itself. Figure 1 shows a typical time line of GOS. Before a data transmission, a sender multicasts a RTS packet and its candidate receivers reply with CTS packets which contain their degree tables. Then, the sender sends back-to-back packets on one of the links. After one sequence of transmission, i.e. RTS, CTS, DATA and ACK, the transmitter would hold for an interval before starting the next transmission. The length of inserted interval is set according to the weighted degree of this link. In detail, we describe several important parts of our GOS in following subsections.
1) Degree Table Update : As we mentioned in Section II, two links are claimed to be neighboring if they are within each other's interference range. This range is variable according to the distance between this node and its intended sender, and it is usually larger than the communication range and can be conservatively regarded as twice of it [9] . Thus in practice, we redefine the neighboring relationship as two links are within each other's 2-hop transmission range.
In order to create and update the degree tables, two mechanisms are introduced: channel probing and degree table exchanging. The probing process is based on the Group RTS mechanism [3] , by which the link's condition is computed by its receiver when a RTS packet is arrived and the result is sent back to the transmitters by CTS packets (one by one if multiple candidate receivers exist). A receiver would also update the channel condition and its own degree table when it receives any other packets, e.g. DATA packets, from its intended senders. We modified the Group RTS mechanism to facilitate the degree table exchanging. In our scheme, a receiver measures the channel condition and updates its degree table after receiving RTS from its intended transmitter. Then the receiver sends back its degree table by CTS. The transmitter also conveys its degree table in the DATA packets (after the preamble part and coded in the basic data rate). It is meant that during a sequence of RTS-CTS-DATA-ACK exchange, the transmitter and the receiver of a link synchronize their degree tables. In the meantime, a node overhearing the above CTS or DATA packets would also update its own degree table. Therefore, the channel information is spread out during the data transmissions. Since each node maintains the information of its neighboring links, the parameters are actually propagated in a 2-hop transmission range.
2) Link Scheduling: Two phases of scheduling are proposed here. The first one is that, after receiving CTS packet(s) destined to itself, the transmitter select a link which has the lowest weighted degree among the out-going links. The transmitter sends certain number of back-to-back packets on this link with the PAcket Concatenation (PAC) mechanism [4] , by which nodes will transmit more data during epochs of high-quality channels.
In order to achieve the priority based scheduling among the links without common senders, we propose the second phase of scheduling in which a longer interval is inserted into two consecutive sequence of data transmissions for a lower priority transmitter. Here we call the inserted interval as the Trafficcontrol InterFrame Space (TIFS) (see Fig. 1 ), which is up to one or several packets' transmission time. In other words, after receiving an ACK packet, a transmitter would not try to send another RTS for several packets' transmission time. In addition, if a delayed node finds that its degree has turned to be the lowest by overhearing packets, it would reset the TIFS to 0 at once and try to send its RTS.
The optimal length of TIFS is the duration from now till the transmitter to be scheduled again. We give the closedform express of the optimal TIFS in Section V. However, the optimal value depends on several factors of the network, such as the move pattern of the nodes, contention graph and fairness requirements. In order to adaptively set TIFS, we imitate the IEEE 802.11 Contention Window (CW) updating algorithm in which a transmitter doubles its CW size if a collision occurs:
in which the denotes one transmitter's degree order among all the transmitters in its neighboring links. The = 1 means that such a transmitter has the lowest degree. The exponential increase (multiply by the factor ) leads to quick convergence to the optimal value, whereas the TIFS is reset to zero as soon as the weighted degree turns to be the smallest in the degree table.
To evaluate the proposed distributed algorithm, two discussions should be given as follows: 1) The network performance depends on the setting of the TIFSs, thus what's the optimal setting of TIFS should be discussed; 2) By using the optimal TIFS, how is the network utility that obtained by our scheme in the worst cases and how is the overhead of our distributed algorithm? The answers will be given in the following two sections.
V. THE OPTIMAL LENGTH OF TRAFFIC CONTROL INTER FRAME SPACE
In our heuristic scheduling algorithm, a TIFS is inserted between the consecutive data transmissions for an unscheduled link. Shorter TIFS leads to frequently access to channel even if its channel condition has not turn be good enough. However, longer TIFS leads to longer delay while it may miss the right chance to access the channel. Therefore, the optimal length should be the expect time that an unscheduled sender turns to be scheduled from now.
To compute the expect time, we model the fading channel as a Finite-State Markov channel (FSMC) as in literature [15] , in which each state means a achievable data rate . For each link, the transition probability can be computed by giving the nodes' mobile speed, the average signal to noise ratio and the sampling rate (see detail in literature [15] ). Here we assume that the channel conditions of different links are independent. Therefore, a -link fading channel can be formulated as a -dimension discrete Markov chain (see Fig. 2 
for example). Each state is identified by
}, in which the denotes the number of possible data rates (including zero) and denotes the weight of the th link associated with a certain data rate, e.g. = for system maximization and = / for proportional fairness. By using the optimal scheduling in each state, the links in the MWIS should be scheduled, i.e.
We can classify the states into overlapped groups associated with each link = { | ∈ * ( )}, ∀ ∈ . In other words, contains all the states in which the th link would be scheduled. We assume that each link knows the starting state 0 , i.e., the weights of all other links. Thus the optimal TIFS should be the expect first arrival time, i.e. the expect rounds (denoted by ) that starting from state , the state of the Markov chain firstly jumps into the state group . By taking other states as the transition states after one-step jump, we have
in which denotes the one-step transit probability from state to . The 's can be computed by multiplying each link's transit probability, since the transitions of links are assumed to be independent. The above equation can be rewritten as
For different , ∈ − , the above equation holds. We have an equation array with = − | | equations and unknown values ( 's). Therefore, we have
Here is a -dimension identity matrix, is the one-step transit probability matrix among the states { | ∈ − }.
In conclusion, the optimal TIFS for the th link in state should be
where 0 denotes the width of one timeslot.
VI. THE PERFORMANCE ANALYSIS OF OUR GOS

A. Performance Lower Bound of the Optimal Scheduling
As we mentioned in the Section III, the centralized and greedy algorithm to locate MWIS obtains a lower bound as equation (23). In this paper, we propose a distributed way to located the MWIS. Distributed and centralized implementations differ in terms of the choice of vertex to be selected in each stage. By using our distributed and heuristic scheduling GOS with the optimal TIFS setting and the Perfect Information (PI), more than one link can be selected at the same time, whereas each chosen link is associated with the lowest weighted degree among its neighbors. The perfect information means that each link knows the right weighted degrees of its neighboring links.
Let 's ( ∈ ℐ) denote the vertices selected from the contention graph. Then we give the following lemma which helps to derive the lower bound of our algorithm.
Lemma 2: In our proposed GOS with the PI, the vertices in the CG can be divided into groups
′ 's which satisfy the following requirements:
• Non-overlapped:
• Full Division: Proof: The lemma is proved if we can give a process of the grouping. We present the following procedures.
Firstly, we set the groups ′ = { }, in which only a core vertex exists in each group.
Nextly, we group the other non-core vertices. For an arbitrary non-core vertex , it must have at least one neighboring vertex, otherwise it should be a core. Three situations should be considered: 1) If only one core exists in 's neighborhood, joins the group of this core; 2) If multiple cores are around , can randomly select to join one and only one group from the groups associated with the neighboring cores; 3) In the cases that no core exists in 's neighborhood, we can find at least one vertex, denoted by , is the neighbor of and satisfies < . Such a must exist, otherwise would be a core. If have already been grouped, can join the same group as . Otherwise, can be treated as to find a group. If a group can be found for , would join the same group as . Otherwise, a , which is not a core and satisfies < , can be found. is absolutely not the , since we have < < . Iteratively, a chain of non-core vertices can be found if still can not be grouped. Whereas, the number of vertices in CG is finite. Thus the chain would definitely be terminated by reaching a grouped vertex, e.g. the vertex has a neighboring core. Then all the vertices in this chain can be grouped into the group associated with this grouped vertex.
With the help of Lemma 2, we can give the performance lower bound of our algorithm as follows.
Proposition 4: The distributed and heuristic scheduling GOS with the PI obtains the following performance lower bound, i.e., produces the independent set satisfying the inequality
where is the overall weight, is the weighted average degree and = { | ∈ ℐ} denotes the link set selected by our GOS.
Proof: We can divide the contention graph into nonoverlapped, full divided and core existed groups according to the Lemma 2, i.e., ′ , ∈ ℐ. We first argue the lower bound of as follows.
(28) Adding = ∑ ( ′ ) to both side of the above inequality, we have
Finally we apply Proposition 1 in literature [12] with = , = ( ′ ) . The inequality
holds, which implies this proposition. The rate adaptive IEEE 802.11 MAC protocols, e.g. OAR, exploit the time heterogeneity of each link but do not take the generalized multiuser diversity into account. The links with different data rates supported have nearly the same probability to access the channel. In the case of the perfect carrier sensing, i.e. no collision happens, the link set selected by 802.11 MAC is a random independent set. We can compute the average performance of the rate adaptive 802.11 MAC by
in which denotes the expect value. Proposition 1 to 3 give the optimal and centralized scheduling policies, by which a set of links in the MWIS are scheduled to transmit in a timeslot. For practical implementation, we propose the distributed and asynchronous way to approach the optimal policy: A link with the lowest weighted degree among its neighbors has the highest priority to transmit. The distributed algorithm may not achieve the optimal performance as the optimal policies due to the heuristic nature, whereas Proposition 4 provides its performance lower bound. Furthermore, the equation (31) shows that the average performance of the rate adaptive 802.11 MAC without collisions equals the lower bound of our proposed algorithm with PI.
B. Overhead Analysis of our Distributed Algorithm
Comparing with other opportunistic scheduling schemes, e.g. OSAR, our distributed algorithm GOS does not induce any more control packets, although we need to carry a bit more information on the CTS and DATA packets. However, the number of packet makes difference of network throughput rather than the packet length. The extension part of the CTS and DATA packets are the degree table whose length is 3 + (8 + 4 + 11 + 1) × bits, in which the first 3 bits indicate the number ( ) of entities in this table, and the number is limited to be no greater than 8. The (8 + 4 + 11 + 1) denotes the information bits of one entity which is composed of one byte for link identifier (e.g. combining the last four bits of the transmitter's and the receiver's MAC address), four data rate bits (at most 16 levels), 11-bit for the weighted degree and one immediate neighbor indicator bit. In order to be decoded by all of the neighboring nodes, the extension parts are encoded in the basic data rate, 1Mbps. In a typical scenario, in which a sender receives 1.5 CTS packets on average and the interval of a data packet is the transmission time of a 1000-byte data packet with 1Mbps data rate, the overhead induced by our scheme is Overhead = In this case, our new scheme introduces lower than 5% bandwidth overhead, but leads to much higher overall throughput gain as it will be seen in the next section.
VII. SIMULATION RESULT
Our simulation experiments are conducted by ns-2 (version 2.29). For system maximization problem, we compare GOS with OAR, OSAR, and the optimal scheduling. Moreover, three schemes with proportional fairness requirements: GOS prop, OSAR prop and Optimal prop are compared. By using the optimal scheduling policies (Optimal and Optimal prop), there is no overhead of the information exchanging and the flows are scheduled in a collision-free way. In all schemes, the data packet size is set to 1000 bytes, of which the available transmit rates of data packets are set to 1Mbps, 2Mbps, 5.5Mbps and 11Mbps according to IEEE 802.11b standard. The number of packets in one back-to-back transmission is set according to the data rate selected: 1 for 1Mbps, 2 for 2Mbps, 5 for 5.5Mbps and 11 for 11Mbps. All the control packets (GRTS, CTS and ACK) are transmitted with (24)), the fifth is the optimal TIFS setting (eqn. (26)) and the last is the optimal scheduling without collisions and overhead.
the basic data rate, 1Mbps. The values of receiver sensitivities for different data rates are chosen based on the settings of ORiNOCO 802.11b card 1 . Thus, the average transmission and carrier sensing ranges can be computed by the two-ray ground reflection model and the result is shown in Table I .
In our simulation, the Rician fading channel model we use is the same as the one used in literature [2] , [3] . To evaluate the performance of OSAR with proportional fairness requirements, we modify OSAR prop's scheduling criteria as: Each sender selects the link with maximal / among its own outgoing links.
We use the fixed route policy and report the end-to-end effective throughput. We set the = 5ms and = 500ms in the adaptive TIFS adjusting algorithm (eqn. (24)). By using different methods of setting the TIFS, we give the network throughput in Fig. 3 for a simple scenario where two 450-meter links are parallel with a distance of 50 meters. Fig. 3 shows that the adaptive algorithm achieves higher network throughput than the first three static settings and its performance is nearly the same as the optimal TIFS setting method obtains. In the following simulations, we use the adaptive TIFS adjusting algorithm, since the optimal TIFS can not be easily computed as described in Section V.
A. Two-Transmitter Scenario
Firstly, we simulate a two-transmitter scenario with five CBR flows as illustrated in Fig. 4 . In this scenario, each transmitter has multiple candidate receivers. The distance between any sender and its receiver of each flow is 500m. Meanwhile, the distance between two transmitters is 1800m, which is larger than the average carrier sensing range.
As Fig. 5(a) depicts, under the system maximization objective, GOS prefers to transmit on link 1, 4 and 5, since they maximize the spatial reuse of channel. Comparing with OSAR, GOS reduces throughput of link 2 and 3, but improves link 1, 4 and 5 by almost 100%. Totally, the network throughput of GOS is 35% higher than that of OSAR. Furthermore, our GOS achieves about 90% of the network throughput achieved by the optimal scheduling.
To evaluate our scheduling policies to achieve proportional fairness, Fig. 5(b) shows the each link's normalized throughput, i.e. / * , in which * is the throughput obtained by the Optimal prop. Our policy GOS prop achieves well fairness among links and its network throughput is about 70% of the optimal one. Let FI denote the proportional fairness indexes, which is given by FI =
The FI of the Optimal prop, GOS prop and OSAR prop are 1, 0.9993 and 0.9497 respectively. It shows that comparing with the OSAR prop, our GOS prop obtains higher throughput and higher fairness index.
B. Random Topologies
In this experiment, we simulate random topologies, in which the transmitters are uniformly distributed in a square area. More importantly, each transmitter has one or two receivers which are also in this square area. Firstly, we set the side length of square as 800m, and the distance between each transmitter and its intended receiver is fixed at 450m. Therefore, under this setting, the links can hear from each other. Figure 6 (a) shows the network throughput versus the number of links in the square, where each transmitter is associated with only one receiver. It is shown that our GOS gets nearly the same throughput as the Optimal scheduling gets, and it outperforms the OSAR up to 50% when the number of links equals 8. As the number of links increases, the Optimal and GOS get higher network throughput since the degree of diversity increases. However, without exploiting the diversity among links which do not have a common sender, the throughput achieved by OSAR drops as the number of links increase due to higher collision probability. The OSAR and OAR achieve the same throughput, since no multi-receiver diversity can be exploited here. In Fig. 6(b) , when each sender is associated with two receivers, the OSAR gets higher throughput than OAR which does not exploit multiuser diversity. However, our GOS still obtains the highest performance due to the coordination among different senders. In Fig. 8 , we also present the throughput obtained by the policies with proportional fairness requirement. In this 800×800 area, the six links are symmetrical, thus the throughput of each link obtained by each policy is almost equal. Our GOS obtains 25% higher throughput than the OSAR.
Secondly, we set the side length of the square area as 2km. Each transmitter has one or two candidate receivers which are uniformly distributed in a round area with a radius of from their intended transmitters. By setting = 800 , the network throughput of different schemes versus the number of links is shown by Fig. 7 . Similarly as before, our GOS performs much better than OSAR with a 30% throughput gain. In addition, we simulate an topology with 3 senders and 6 receivers and the FI of the Optimal prop, GOS prop and OSAR prop are 1, 0.9972 and 0.8816 respectively, which reveals that our policy provides much better fairness support than the OSAR does.
VIII. CONCLUSION
In this paper, we study the opportunistic scheduling problem for IEEE 802.11 based wireless ad hoc networks, in which the fading effect of the channel, the contention among neighboring links and the utility-based fairness among links are taken into consideration. By exploiting the generalized multiuser diversity, i.e. by assigning the links with or without the common sender in better channel conditions with higher priority to access the channel, the network throughput can be dynamically increased. We formulate the utility-based scheduling problem as an optimization problem and we present the optimal solutions for different utility functions. In order to implement the optimal schedulers into IEEE 802.11 based ad hoc networks, we propose the graph theory based and opportunistic scheduling scheme, GOS, which is a distributed algorithm and imitates the greedy algorithm to locate the maximum weighted independent set in graph theory. We give the analytic analysis of the performance bound and the overhead of our GOS, which both verify its efficiency. The simulation results also show that GOS achieves more than 30% network throughput gain and provides better fairness support than the existing work. 
