Discretionary service facilities are providers of products and/or services that are purchased by customers who are traveling on otherwise preplanned trips such as the daily commute. Optimum location of such facilities requires them to be at or near points in the transportation network having sizable flows of different potential customers. N. Fouska (1988) and 0. Berman, R. Larson and N. Fouska (BLF 1992) formulate a first version of this problem, assuming that customers would make no deviations, no matter how small, from the preplanned route to visit a discretionary service facility. Here the model is generalized in a number of directions, all sharing the property that the customer may deviate from the preplanned route to visit a discretionary service facility. Three different generalizations are offered, two of which can be solved approximately by greedy heuristics and the third by any approximate or exact method used to solve the p-median problem. We show for those formulations yielding to a greedy heuristic approximate solution, including the formulation in BLF, that the problems are examples of optimizing submodular functions for which the G. Nemhauser, L. Wolsey and M. Fisher (1978) bound on the performance of a greedy algorithm holds. In particular, the greedy solution is always within 37% of optimal, and for one of the formulations we prove that the bound is tight.
Fouska (1988) and Berman, Larson and Fouska
) considered a problem formulation in location theory which was called "optimal location of discretionary service facilities." Independently, and at approximately the same time, Hodgson (1990) formulated the same problem and called it a "flow-capturing model." The motivation for this class of problems is a perceived behavioral change on the part of customers. Instead of undertaking a one-stop tour from home or workplace to a facility to purchase a service or product, it was argued that many customers now carry out such purchases as part of routine preplanned trips, say on the daily commute to and from home and workplace. Examples include stopping at gasoline service stations, automatic teller machines, and "convenience stores." Traditional "Hakimi type" location models focus on minimizing some measure of travel distance or travel time from home (or workplace) to the facility. The optimal location of discretionary service facilities, on the other hand, requires convenience with regard to the customer's preplanned trip.
The focus in BLF was on locating the mr-discretionary service facilities to maximize the flow of potential customers who passed at least one discretionary service facility along their preselected travel paths from origin to destination. A path containing a facility was "covered;" a path not containing a facility, even if there existed a facility 8 travel units from the path (8 > 0), was not covered. BLF proved that an optimal set of facility locations exists on the nodes of the network, and both exact and heuristic algorithms were developed to solve the problem.
In this paper, we relax the assumption that, to be useful to a potential customer, a facility must be located at some point precisely on her preplanned travel path. Facilities located "near" the preplanned path may also be utilized by the customer.
In the first generalization, which we call delta coverage or problem P1, we assume that, as in BLF, the customer passes through each node of her preplanned trip path. If there are no facilities on the path, she is willing to detour a maximum distance A from any one of the path nodes to travel to a discretionary service facility. After purchasing the service or product at the facility, she returns to the same path node, implying that a total detour travel distance of up to 2A is incurred. This model depicts a situation in which a detour of up to 2A travel units, starting and ending at one of the preplanned path nodes, is associated with a zero disutility on the part of the customer. Any detour requiring more than 2A travel units has, in effect, infinite disutility, so the detour will not be executed and the associated service (product) will not be purchased. We show that this problem can be reduced to the problem solved in BLF.
In the second generalization, which we call maximize market size or P2, we assume that customers are increasingly likely to balk at traveling to a service facility as the deviation distance to it increases. More precisely, we assume that the probability that a customer is willing to travel an extra d units of distance to a facility that is located off the preplanned path, assuming that this facility is the least inconvenient to the original path, is a convex decreasing function of d. The objective is to locate the m facilities to maximize the expected number of potential customers who become actual customers at the facilities. We develop both exact and approximate algorithms to solve this problem.
Problems P1 and P2 can be considered within one unified context, namely that of minimizing total customer disutility. Consider the disutility of the customers as a function of the (extra) distance d they must travel for service. In the third generalization, which we call minimize expected inconvenience or P3, we assume that all potential customers traveling on the network must purchase the service at a service facility, regardless of the extra distance that must be traveled to get to the facility. In this sense the facilities are no longer discretionary. For some (lucky) customers, there will be a facility on their preplanned travel paths, and no inconvenience is incurred. For others, the customers must deviate from the preplanned trip to travel to the service facility causing the least digression from the originally selected path. We assume that customers select their deviation paths to be the shortest ones possible. The objective of this problem is to locate the service facilities to minimize the total deviation distance traveled per unit of time, or equivalently, to minimize the expected deviation distance traveled by a random customer. Hodgson (1981) was the first to identify and study this problem. He showed that this problem is essentially an m median problem, and any m median algorithm can be used to locate the m facilities. (The literature usually refers to the multifacility median problem as the p median problem, but p has another meaning herein; m is the number of facilities we consider.)
We present a generic worst-case analysis of all the (greedy) heuristics developed both in this paper and in BLF. We show that each of our models, with the exception of the median model (P3), belongs to a family of problems in which there is a e-1 worst-case bound associated with the greedy heuristic and the bound is tight. This result improves upon the worst-case bound published in BLF for the original form of the discretionary services location problem.
The paper includes specific algorithms, a greedy heuristic, and a branch-and-bound algorithm to solve problem P2, numerical results, and a section on conclusions and future research.
BACKGROUND AND NOTATION
Let G(N, A) be a bidirectional urban transportation network, where N is the set of nodes with cardinality n and A is the set of arcs. We denote by P the set of non-zero flow paths through the network nodes and let fp indicate the number of units of travel flow along any path p E P, per unit of time. The flow quantity fp is not a decision variable, but rather is the known apriori number of units of flow along pathp. Let m be the number of facilities to be located on the network. All facilities are assumed to provide identical service and thus no customer needs to stop at more than one of them on any given trip. and k is a vector of m points in G. BLF show that G can be replaced with N in P-BLF because it is proved that an optimal set of locations exists in N.
Deviation Distances
In this paper, we relax the assumption that customers do not deviate from their preplanned trips when service is required. We define the deviation distance as the extra distance incurred when a customer deviates from her preplanned trip path. We denote by d(a, b) the shortest distance (travel time) between a and b, a, b E G.
In each analysis that follows, we allow one or more of three alternative deviation travel behaviors by the customer. The specific behavior allowed will be indicated in each respective section of the paper.
Consider an arbitrary customer who, without any travel deviation to a service facility, would travel on a preplanned path p E P, defined by a node visitation sequencep = {1, 2, ... , 1} (where 1 is the pathp origin node and 1 is the destination node). To compute deviation distances we distinguish among three cases. 
THE PROBLEMS

P1: Delta Coverage
Delta coverage depicts a situation in which a round-trip detour of up to 2A travel units, starting and ending at the same preplanned path node, is allowed for the customer to visit a facility "nearest" to her preplanned route. It is assumed that the detour route is restricted to a tour comprising a minimum distance path from the detouroriginating path node to a nearest facility and, due to network bidirectionality, a repeat of that path in reverse direction. Thus, we are assuming that the travel deviation behavior follows case iii. The formulation of problem P-BLF is easy to extend to include problem P1. In P1 a customer is said to be intercepted by a facility if at least one facility is at a distance of, at most,, A from a node on the customer's trip pathp, that is: The algorithms of BLF, both exact and heuristic, can be applied directly to solve problem P1, with the set of possible facility locations now extended to N'.
P2: Maximize Market Size
The objective of problem P2 is to locate the m facilities to maximize the expected number of potential customers who become actual customers at the facilities. Here we allow customers to deviate from their preplanned route in any of the three manners described in subsection 1.2; in particular, detours are not restricted to be tours. We assume that as the deviation distance grows larger, customers become less and less likely to select the detour to visit a nearest facility. Thus, we again have a flow intercept maximization problem.
We assume that the flow of path-p customers to the "nearest" of m facilities in the location set x is a convex decreasing function of the deviation distance D(p, 4 denoted by fpg(D (p, .*)), where g(O) _ 1. Here g(D (p, x)) can be interpreted to be the fraction of path-s customers who would deviate to use a facility in x; closest to path p, or equivalently, the probability that a random path-s customer will deviate to use that facility. Therefore, problem P2 is as follows. Cases ii and iii (the two instances requiring nodes to be visited in proper sequence, subsection 1.2): Both are proved in a similar fashion.
P3: Minimize Expected Inconvenience
In problem P3 all customers must travel to a service facility "closest" to their preplanned paths to purchase or consume the service provided there. "Closeness" of a facility to a path is measured in terms of the minimum deviation distance (subsection 1.2). The objective of P3 is to locate the service facilities to minimize the total deviation distance traveled per unit time, or equivalently, to minimize the expected deviation distance traveled by a random customer, that is:
Min E fpD(p, x), JEEG peP where the deviation distance can be calculated according to any of the cases i, ii, and iii.
As noted by Hodgson (1981) , who first posed this problem, the objective function of P3 is identical in form to that of the well known "m-median" type problem (see, for example, Mirchandani and Francis 1990). For the m-median problem, Hakimi (1964 Hakimi ( , 1965 proved that an optimal set of facility location exists on the nodes of the network. Thus, in P3 the search for optimal locations in G in the objective function can be replaced with a search limited to the node set N. Any of the algorithms, heuristic or exact, developed and used to solve the (NPhard) m-median problem can be used for P3. However, as an instance of the m-median, P3 cannot be approximated within a constant factor unless P = NP (see Nemhauser and Wolsey 1988) . Moreover, it is well known that the greedy heuristic applied to the rn-median problem provides solutions with values arbitrarily bad from the optimal. In the rest of the paper we focus on problems P1 and P2-
A Simple Numerical Example
We illustrate the three alternative formulations above with a simple 3-node example network, as depicted in Figure 2 . As usual, the numbers adjacent to the links are their respective lengths. Suppose that there are three paths having positive customer flow rates: P = {1-2, 2-3, 3-1}, with the flows given as fl2 = 110, f2-3 = 70, and f3_1 = 80. Consider the problem of locating only one facility, and let X be the nodal facility location (with one exception, for P1 with A > 0 we let X E N'). Problem P1. Consider problem P1 with A = 0. The total flow through node i is 190, 180, and 150 for i = 1, 2, and 3, respectively. Hence, node 1 is the optimal location.
Suppose that for this problem we had set A = 1.5. Inspection of the network shows that the optimal location for the facility is half-way between nodes 2 and 3, representing a situation in which all customers are "covered." Problem P3. Now consider problem P3 for deviation distance according to cases i and ii (the calculations for case iii are similar). In each case, one set of customers, representing one of the three flow patterns, must deviate to visit the facility. The P3 objective function that we wish to minimize is the product of the flow of the customers who must deviate and their deviation distance. For instance, placing the facility at node 1 requires 70 customers per unit time to deviate from their 2-3 path (of length 3) to a 2-1-3 path of length 11.5; the corresponding objective function value is 70 (11.5 -3) = 595. Similar values for a facility at nodes 2 and 3 are 80 (3.5) = 280 and 110 (2.5) = 275, respectively. Hence node 3 is optimal. bD(p, x) ). The values of the objective function for facility placement at nodes 1, 2 and 3, respectively, 6 are 190 + 70 exp(-8.5b), 180 + 80 exp(-3.5b) and 150 + 110 exp(-2.5b). For 0 < b < 0.0367, node 3 is optimal. For b > 0.58, node 1 is optimal. For 0.0367 < b < 0.58, node 2 is optimal.
Problem P2. Finally, consider problem P2 for deviation distance according to cases i and ii with g(D(p, x)) = exp(-
WORST CASE ANALYSIS OF GREEDY ALGORITHMS
In this section, we analyze a generic greedy algorithm for problems P1 and P2. We show that the solutions given by the greedy algorithm are always within 37% of the optimal solution and this bound is tight. In Section 4 we develop a specific greedy algorithm for P2, as well as a branch-and-bound algorithm, and we give numerical results. Problems P1 and P2 can be formulated generically as follows: Let hi: 2N --R + (i = 1, 2) be set functions defined on subsets of the set N. Then, problem Pi, (i = 1, 2) can be formulated as follows. 
Problem
h(S fl T) + h(S U T) S h(S) + h(T) and is nondecreasing if for all S, T. S C T. we have h(S) < h(T).
Obtaining the exact solution to the problem of maximizing a submodular set function is NP-hard. The greedy algorithm, however, provides very good solutions, yielding results "close" to the optimum. More precisely, Nemhauser, Wolsey and Fisher prove the next theorem. 
Z 'B1-(1m)
.
~~~~~~~~~(3)
We note that the tightness of the bound is proved in Nemhauser and Wolsey (1981) for arbitrary submodular functions. Still remaining is the question whether a better bound can be found for our problem. Therefore, in the following theorem we investigate the tightness of the bound. and we locate the second facility at node 7, and we delete node 7 from N. We find new e -bD(pj) and delete from P paths 2 and 10. Since I = 2, P = 0 we set 1 = 3, and find that b1 = 0.0975, b2 = 0.0487, b3 = 0, b4 -0.0975, b5 = 0.0975, imax = 1 (or 4 or 5). Since I = 3, we are done. The total flow intercepted is 9.4999 + 0.4024 + 0.0975 = 9.9998.
To solve the problem P2 exactly we developed a branch-and-bound code for the problem. This branchand-bound procedure is based on two upper bounds. The first one, which is a minor modification of the one developed in ( We note that UB2 is useful when there are many variables in a partial solution for which Xj = 0, which is exactly the situation when UB1 is not useful. Therefore, UB1 and UB2 complement each other in the branch and bound. Finally, the upper bound is the minimum of UB1 and UB2. The computer code implementing the branch-andbound algorithm for problem P2 is written in C and tests were run on a DEC 5810. To provide test results we randomly generated network sizes, their paths and corresponding flows. Table II illustrates a typical sample of our test cases for the problem with an exponential damping factor. The table provides the CPU time and the ratio of the solution value provided by the greedy heuristic and the branch and bound for networks with a number of nodes and a number of paths ranging from 20-100 and a number of facilities ranging from 2-5. We see that for this 
