Abstract. The Border Air Quality and Meteorology Study (BAQS-Met) was an intensive, collaborative field campaign during the summer of 2007 that investigated the effects of transboundary pollution, local pollution, and local meteorology on air quality in southwestern Ontario. This analysis focuses on the measurements of the inorganic constituents of particulate matter with diameter of less than 1 µm (PM 1 ), with a specific emphasis on nitrate. We evaluate the ability of AURAMS, Environment Canada's chemical transport model, to represent regional air pollution in SW Ontario by comparing modelled aerosol inorganic chemical composition with measurements from Aerosol Mass Spectrometers (AMS) onboard the National Research Council (NRC) of Canada Twin Otter aircraft and at a ground site in Harrow, ON. The agreement between modelled and measured pNO − 3 at the ground site (observed mean (M obs ) = 0.50 µg m −3 ; modelled mean (M mod ) = 0.58 µg m −3 ; root mean square error (RSME) = 1.27 µg m −3 ) was better than aloft (M obs = 0.32 µg m −3 ; M mod = 0.09 µg m −3 ; RSME = 0.48 µg m −3 ). Possible reasons for discrepancies include errors in (i) emission inventories, (ii) atmospheric chemistry, (iii) predicted meteorological parameters, or (iv) gas/particle thermodynamics in the model framework. Using the inorganic thermodynamics model, ISORROPIA, in an offline mode, we find that the assumption of thermodynamic equilibrium is consistent with observations of gas and particle composition at Harrow. We develop a framework to assess the sensitivity of PM 1 nitrate to meteorological and chemical parameters and find that errors in both the predictions of relative humidity 
Introduction
Atmospheric PM 1 refers to liquid and solid particles suspended in air with aerodynamic diameters of less than 1 µm. They are ubiquitous in the atmosphere and are important because they alter the radiative balance of the Earth either by scattering incoming solar radiation directly, or by serving as cloud condensation nuclei (CCN) in cloud formation. PM 1 also reduces visibility through the formation of haze, affects sensitive ecosystems through acid deposition, and provides surface area for several important atmospheric chemical reactions Jacob, 1999; Finlayson-Pitts and Pitts, 2000; Pinder et al., 2007) . Recent studies have linked PM 1 to pulmonary disease and reduced lung function (Oberdorster, 2001; Gauderman et al., 2004) , cardiac arrest (Dockery, 2001; Peters et al., 2001; Dominici et al., 2006) and in some cases even premature death (Burnett et al., 2000; Pope et al., 2002) . For these reasons understanding the processes that govern the sources, sinks and chemical composition of PM 1 is of utmost importance.
In Eastern North America, more than 50% of the composition of atmospheric fine particulate matter is inorganic in nature, containing mostly sulphate (SO lnK p = 84.6 − (24220/T ) − 6.1 · ln(T /298.15) , where K p = P NH 3 · P HNO 3 ( 1) where T is in Kelvin, and P x is the gas phase partial pressure in ppb. When the aerosol is aqueous, the equilibrium product (K * p ) depends on the solution concentrations, the Henry's law constants (H x ) and activities (α x ) must be considered (Mozurkewich, 1993; Finlayson-Pitts and Pitts, 2000) :
In this manuscript, we refer to particulate nitrate as pNO − 3 , whether in the solid or aqueous form, and similarly particulate ammonium is referred to as pNH When meteorological conditions in the atmosphere change, the distribution of the ammonium-sulphate-nitrate system between the gas and particle phases may also change. The change subsequently alters the atmospheric lifetime of some of the constituents. Compared to the gas phase, the dry deposition velocities of ammonium and nitrate in fine particles are much lower, so partitioning to the particle phase results in higher steady state concentrations of atmospheric reactive nitrogen. The compounds can then be transported longer distances downwind of emission sources to remote regions where they can affect fragile ecosystems through acid and nutrient deposition Finlayson-Pitts and Pitts, 2000) . As SO 2 and NO x emissions are decreasing in much of the developed world, it is expected that nitrate will become a more important constituent of inorganic aerosol, both in relative and possibly absolute terms. This will impact the effectiveness of PM precursor emission controls, the spatial distribution of nitrogen deposition, and the rates of many heterogeneous reactions, including e.g. the reactive uptake of N 2 O 5 . To assess the ability of a model to examine these impacts and make predictions, it is important to test its ability to determine pNO − 3 and its sensitivity to a range of input parameters.
In order to describe the processes that govern the formation and partitioning of particulate matter in the atmosphere, numerous thermodynamic partitioning models have been developed: EQUIL (Bassett and Seinfeld, 1983) , KE-QUIL (Bassett and Seinfeld, 1984) , MARS (Saxena et al., 1986) , SEQUILIB (Pilinis and Seinfeld, 1987) , AIM Seinfeld, 1990, 1991; Clegg, 1992; Clegg and Pitzer, 1992; Clegg et al., 1992) , SCAPE (Kim et al., 1993a, b) , EQUISOLV (Jacobson et al., 1996) , ISORROPIA (Nenes et al., 1998 (Nenes et al., , 1999 and others. The more recently developed or revised thermodynamic partitioning models include SCAPE 2 Meng et al., 1995) , AIM 2 (Clegg et al., 1998a, b; Wexler and Clegg, 2002) , GFEMN (Ansari and Pandis, 1999a, b) , EQUISOLV II (Jacobson, 1999) , MESA (Zaveri et al., 2005) , UHAERO (Amundson et al., 2006) , and ISORROPIA II (Fountoukis and Nenes, 2007) . These equilibrium partitioning models, which are used to predict the gas/particle partitioning of inorganic semi-volatile species at atmospherically relevant conditions (RH, T ), differ in the type and variety of chemical species that they can treat, the type of input they can accept, the method they use to predict (solve for) the composition at thermodynamic equilibrium, and their computational efficiency (Fountoukis et al., 2009) . For these reasons, the outputs of the models differ, and their ability to accurately predict the equilibrium partitioning is usually assessed by comparisons to other models and to measurements assuming that the thermodynamic equilibrium between gases and particles was established on the time scales of the measurements (Ansari and Pandis, 1999a; Zhang et al., 2000 Zhang et al., , 2003 Moya et al., 2001; Yu et al., 2005; Amundson et al., 2006; Fountoukis and Nenes, 2007) . The differences and similarities between outputs of thermodynamic equilibrium models are discussed elsewhere (Ansari and Pandis, 1999a; Zhang et al., 2000; Amundson et al., 2006; Fountoukis and Nenes, 2007) . Ansari and Pandis (1999a) , and Zhang et al. (2000) demonstrated that most of the reviewed equilibrium partitioning models were generally comparable in predictions of particle composition under most atmospherically relevant conditions.
Compared to other thermodynamic partitioning models, ISORROPIA uses a set of unique process-solving mechanisms with nested algorithms that allow it to be more robust and require much less computational time for thermodynamic calculations (Nenes et al., 1998 (Nenes et al., , 1999 . The thermodynamic system modelled by ISORROPIA includes TA, TS, TN and water, which are partitioned between gas, liquid and solid phases depending on the meteorological input parameters. During computations, ISORROPIA assumes that all particles have identical chemical composition. Due to its robustness and rapid computations, the model has been embedded in three-dimensional chemical transport models such as A Unified Regional Air Quality Modelling System, AURAMS (Zhang et al., 2002; Makar et al., 2003; Gong et al., 2006) , Community Multiscale Air Quality Modelling System, CMAQ Mebust et al., 2003) , and Particulate Matter Comprehensive Air Quality Model with Extensions, PMCAMx (Gaydos et al., 2007; Karydis et al., 2007) in addition to being used offline to model thermodynamic partitioning of the inorganic ammonium-sulphate-nitrate-water system. Several studies have been conducted to test the applicability of thermodynamic equilibrium by comparison of ISORROPIA-calculated gas/particle partitioning to field measurements in Mexico City (Moya et al., 2001; San Martini et al., 2006; Hennigan et al., 2008; Fountoukis et al., 2009; Karydis et al., 2010) , Atlanta Yu et al., 2005; Nowak et al., 2006) , and Pittsburgh (Yu et al., 2005) . The majority of these studies found that the assumption of the existence of thermodynamic equilibrium between the gas and the condensed phases of inorganic composition of PM 2.5 was valid to within the errors of the measurements.
AURAMS is a size-and composition-resolved, regional particulate matter and gas modelling system developed by Environment Canada for forecasts of regional air pollution and policy scenario simulations. The model consists of three principal components: (i) a prognostic meteorological model: Global Environmental Multiscale model, GEM (Cote et al., 1998) , (ii) an emissions processing system: Sparse Matrix Operator Kernel Emissions, SMOKE (Houyoux et al., 2000; CEP, 2003) , and (iii) an offline regional chemical transport model: the AURAMS Chemical Transport Model, CTM (Zhang et al., 2002; Makar et al., 2003; Gong et al., 2006) . The CTM makes use of HETV (Makar et al., 2003) for thermodynamic partitioning of chemical species; a vectorized equilibrium solver based on the algorithms of ISOR-ROPIA. In order to make accurate predictions of inorganic aerosol composition, an air quality model must provide accurate representations of meteorology, precursor emissions, oxidant fields, and gas/particle partitioning. In the case of pNO − 3 predictions, the model is especially sensitive to inputs because of the strong temperature and humidity dependences (Eqs. 1 and 2), and the critical dependence on the availability of ammonia. In a recent assessment of the CMAQ model Mebust et al., 2003) , which also uses the ISORROPIA inorganic equilibrium module, Yu et al. (2005) found that the performance of the model for particulate nitrate was strongly dependent on the ability of the model to accurately predict TA, TN, and pSO 2− 4 . Furthermore, the bias in TA in the model was found to be more critical to the accurate prediction of pNO − 3 than the bias in pSO 2− 4 . From the sensitivity studies with ISORROPIA, Yu et al. (2005) concluded that the model predictions of pNO were also sensitive to the errors in T and RH and that an error of ±20% in both T and RH can result in significant bias in predicted pNO − 3 mass loadings (<42% of the points were reproduced to within a factor of 1.5 of the input due to the bias in T and RH).
The Border Air Quality and Meteorology Study (BAQSMet) was an intensive, collaborative field campaign during the summer of 2007 that investigated the effects of transboundary pollution, local pollution, and local meteorology on regional air quality in southwestern Ontario. Air pollution formation in this region is quite complex because local lake-and thermally-forced meteorological circulation interacts with local emissions, and long-range transport of pollutants, to generate some of the highest levels of ozone and PM 1 in Canada. The composition of PM 1 during the campaign was monitored by a network of ground-based and airborne Aerosol Mass Spectrometers (AMS, Aerodyne Research Inc.) (Drewnick et al., 2005; DeCarlo et al., 2006) . Instrument details along with supporting meteorological and gas phase measurements relevant to our analysis are described in Sect. 2.
The goal of this paper is to evaluate the ability of AU-RAMS to predict the speciation and mass loadings of the inorganic fraction of atmospheric PM 1 during BAQS-Met. A special emphasis was placed on the agreement between pNO − 3 predictions and measurements (Sect. 3.1). In order to investigate the thermodynamic partitioning as a potential source of large bias in nitrate predictions we performed a series of sensitivity tests by using the ISORROPIA thermodynamic partitioning model in an offline mode (Sect. 3.2). Following this comparison, we develop a framework to assess the sensitivity of pNO − 3 mass loadings to variability in meteorological and chemical variables used by the model (Sect. 3.3). In Sect. 3.4, we examine the model bias in the availability of ammonia, and in Sect. 3.5, we carry out some model sensitivity tests by replacing the modelled meteorology with measured temperature and relative humidity. 
Experimental

Research aircraft
Sixteen research flights (33 project hours) with the NRC's Twin Otter research aircraft were completed between 23 June and 8 July 2007. Research flights were carried out throughout southwestern Ontario and included multiple passes over Lake Erie and Lake St. Clair to investigate the effects of lake breezes on processing of pollutants (Fig. 1) . Vertical profile measurements of trace pollutants were made over land and over the lakes during several day and night flights. In this project, we include the analysis of aircraft data over all flights.
The inorganic composition of PM 1 was measured with a compact time-of-flight aerosol mass spectrometer (c-ToF-AMS, Aerodyne Research, Inc., Billerica, MA, USA) which has been described in detail in the literature (Drewnick et al., 2005; DeCarlo et al., 2006) . Briefly, the AMS consists of an aerodynamic lens that focuses particles <1 µm into a narrow beam, a chopper and time-of-flight chamber for sizeselective separation of particles, a thermal vaporization plate with an ionizer for Electron Impaction (EI) of the vapourized particles, and a time-of-flight mass spectrometer for the analysis of ionized fragments. The AMS provided mass concentrations of sulphate, ammonium and nitrate with a time resolution of 30 s. A pressure controlled inlet (PCI) was used in front of the AMS to remove variations in particle sizing and transmission due to pressure changes in the aerodynamic lens of the AMS (Bahreini et al., 2008; Hayden et al., 2008 Hayden et al., , 2011 . Transmission efficiency experiments indicated that particles were transmitted through the PCI with near 100 % efficiency. The particle collection efficiency (CE) for the AMS, i.e. the fraction of particles that hit the vaporizer and are vaporized, has been described in detail in the literature (Drewnick et al., 2005; Kleinman et al., 2008; Dunlea et al., 2009) and is typically evaluated through comparisons with other instruments. The CE in this study was determined to vary between 0.5 and 1 as a function of particle acidity and the mass loadings reported in this paper have been adjusted as described in Hayden et al. (2011) . The detection limits (determined as 3 times the standard deviation of mass concentrations for 30 s filtered samples) were 0.073, 0.024, and 0.014 µg m −3 for pNH + 4 , pSO 2− 4 , and pNO − 3 respectively. Uncertainty in the measurements is estimated at ±20%. For comparison to model output, the observations were averaged to 2 min.
The ambient temperature was measured with a Rosemount temperature probe mounted on the nose of the aircraft; measurement uncertainty is ±1%. The relative humidity was calculated using the measured dew point and temperature and the estimated error is ±4%.
Harrow monitoring site
The Harrow supersite was located in Harrow, ON (42.033 • N, 82.893 • W), about 5 km north of Lake Erie and about 30 km southeast of the Detroit-Windsor metropolitan area (Fig. 1 ). Measurements were made from 17 June to 11 July 2007. The site was subject to frequent inflows of transboundary pollution from Michigan to the west and Ohio to the south. More locally, the atmospheric composition at the site was often influenced by afternoon lake breezes from Lake Erie to the south and less frequently from Lake St. Clair to the north. Harrow is located in a rural area dominated by agricultural activities, mainly the cultivation of corn, soybeans, and fruit.
A c-ToF-AMS similar to that onboard the research aircraft (see above) was deployed to measure the composition of atmospheric PM 1 at the ground site. Instrument collection efficiency was estimated by the acquisition of single particle mass spectra in conjunction with particle counting by an optical scattering module (Cross et al., 2009 ), which provides a light scattering pulse for particles larger than ∼215 nm. The collection efficiency was estimated as the fraction of optically-detected particles yielding single particle mass spectra above background levels, and this ratio was assumed to apply across the entire detectable size range of the AMS (Slowik et al., 2010) . The vaporization of sulphate and bisulphate species in the AMS produces H 2 SO 4(g) , SO 3(g) , and H 2 O (g) , with the ratios of these species dependent on particle composition. H 2 SO 4(g) and SO 3(g) are treated separately in the AMS spectral analysis, with the H 2 O (g) formed in equal molar quantities with SO 3(g) , and the total reported sulphate + bisulphate concentration is the sum of H 2 SO 4(g) , SO 3(g) and calculated H 2 O (g) (Allan et al., 2004) . Detection limits at 5 min time resolution were determined to be 0.200, 0.014, and 0.006 µg m −3 for pNH + 4 , pSO 2− 4 and pNO − 3 respectively. Uncertainty in measurements was estimated to be ±20%. Data were acquired at 5 min time resolution and averaged to 30 min time steps for our analysis of ground-based data.
Gas phase measurements of ammonia were made using a Quantum Cascade Tunable Infrared Laser Differential Absorption Spectrometer (QC-TILDAS), developed by Aerodyne Research Inc. (Billerica, Massachusetts). Data were acquired with a time resolution of 1 Hz using a specially designed heated quartz inlet (Ellis et al., 2010) to minimize interferences and sampling biases. Further description of the QC-TILDAS along with a detailed analysis of ammonia during BAQS-Met can be found in Ellis et al. (2011) . NH 3(g) data averaged to 30 min were used in our analysis.
A chemiluminescence-based NO/NO x instrument (Thermo Scientific Model 42C) was modified to conduct measurements of NO, NO 2 and NO y , where NO y is defined as the sum of all nitrogen oxides (NO y = NO + NO 2 + HNO 3 + PAN + HONO + NO 3 radical + 2 · N 2 O 5 + gaseous organic nitrates + semi-volatile pNO − 3 ). A photolytic converter unit from Ecophysics (model PLC 760 MH) was used to selectively convert NO 2 to NO, and a molybdenum converter heated at 325 • C was used to reduce all NO y species to NO. The photolytic converter was operated inside the building, while the molybdenum converter unit was housed outside to minimize the losses for the reactive NO y components such as HNO 3 , HONO and NO 3 radical. For this analysis, we used NO z (≡ NO y − NO x ) as a constraint on TN levels at Harrow. NO z is calculated as the difference between measurement of NO following the molybdenum converter and NO following the photolytic converter, after correction for conversion efficiency. Data were available at 1 min time resolution and averaged to 30 min time steps for our analysis.
Relative humidity and temperature measurements were made via Orion Weather Station™ from Columbia Weather Systems Inc. (Hillsboro, Oregon) with 1 min resolution. The uncertainties were ±1.5% for T and ±4% for RH. Measurements averaged to 30 min were used in our analysis.
AURAMS Model
AURAMS version 1.4.0 was used for the simulations during BAQS-Met. The model was run in forecast mode with 15 km resolution during the campaign to guide the research aircraft and mobile ground-based platforms. After the campaign, a new high-resolution nested version of AURAMS was re-run for BAQS-Met with three levels of nesting: a 2.5 km grid-size high-resolution local domain nested within a 15 km regional domain, nested in turn within a 42 km North American domain. The model ran with a 2 min time step for the innermost local domain and a 15 min time step on the two larger domains. The two lower resolution simulations make use of 15 km grid spacing meteorological input from the GEM (v3.2.2 with physics version 4.5), while the higher resolution AURAMS simulation made use of GEM output in a 2.5 km grid spacing configuration (Makar et al., 2010b) . All three levels of nesting employed a monthly-varying upper boundary condition for all advected chemical species. The outermost domain also made use of time-invariant and vertically-varying chemical lateral boundary conditions, with the exception of ozone, for which a dynamic tropopausereferenced boundary condition was applied (Gong et al., 2006; Makar et al., 2010a) . In this analysis, the output from the highest resolution AURAMS simulation (2.5 km with 2 min time steps) was used. SMOKE version 2.2 was utilized to drive the emission component of AURAMS by processing anthropogenic emission inventories from 2005 for the US (EPA) and 2006 for Canada (EC). The inventories included 17 gas phase species and primary PM 2.5 and PM 10 emissions. Major point source emissions in the model domain (e.g. power plants) were corrected by using CEM (Continuous Emission Monitor) data. Biogenic emissions were calculated "online" via BEIS3.09 algorithms with model-generated temperatures and photosynthetically active radiation. Version 1.4.0 of AURAMS CTM included the following processes: (i) gas phase, aqueous phase, and inorganic heterogeneous chemistry, (ii) particle nucleation, condensation, coagulation, sedimentation, activation, and secondary organic particle formation, (iii) dry and wet deposition, (iv) emissions from the surface and elevated sources, and (v) horizontal and vertical advection, and vertical diffusion. The model's gas phase chemical mechanism is a modified version of ADOM-II mechanism (Lurmann et al., 1986) , which includes 42 gas phase species and 114 reactions and is solved using a version of the predictorcorrector method of Young and Boris (1977) . AURAMS employs a sectional representation of the PM size spectrum. PM is represented by 12 size (diameter) bins in the AURAMS output, each including 9 chemical species. PM 1 mass loadings were calculated as the sum of bins 1 through 6 plus 0.042 · bin 7. As described above, AURAMS makes use of HETV (Makar et al., 2003) , a vectorized equilibrium solver based on the algorithms of ISORROPIA, for thermodynamic partitioning of chemical species. In this configuration, the model was run with the "metastable state" option on, which treats all particles as exclusively aqueous and prevents crystalline solid formation in the model output. More information about the model can be found in (Makar et al., 2003 (Makar et al., , 2010b Gong et al., 2006) .
ISORROPIA
ISORROPIA v2.1 (Fountoukis and Nenes, 2007) was used for all offline re-partitioning work including a series of sensitivity tests. All of the runs in ISORROPIA were performed in "forward mode" where TA, TS, TN, relative humidity and temperature were entered and the model was allowed to repartition the species between the gas and particle phase according to its thermodynamic algorithms. All runs were executed with the "metastable state" option on (efflorescent Table 1 . Statistical evaluation of modelled and measured inorganic PM 1 mass loadings at the ground and aloft during BAQS-Met. M mod = modelled mean, M obs = observed mean, MB = mean bias, ME = mean error, NMB = normalized mean bias, NME = normalized mean error, RMSE = root mean square error, and R = correlation coefficient. 
branch). Both observations and AURAMS output were separately entered into ISORROPIA and re-partitioned in these studies. We restricted the re-partitioning analysis for the measurements and the model to time points for which there were valid measurements of TA, TS, TN, RH and T . ISOR-ROPIA output, including mass loadings of NH 3(g) , NH + 4 (aq) , HSO − 4 (aq) , SO 2− 4 (aq) , HNO 3(g) , and NO − 3 (aq) was compared to the original modelled and measured data. We focused our sensitivity studies on the ground-based data because the additional measurements of NH 3(g) and NO z (not available on the aircraft) provided better constraints on the levels of TA and TN. (Fig. 2b) was biased low (MB = −0.19 µg m −3 ), also with a large RMSE = 1.50 µg m −3 .
AURAMS tended to predict more extreme values of PM 1 nitrate than those measured by the AMS (Fig. 2c) . While AURAMS frequently predicted zero, AMS observations were rarely below the detection limit. On the other hand, AURAMS tended to predict much higher mass loadings when the observations indicated significant levels of nitrate. As a result, while the mean bias appears small (MB = 0.08 µg m −3 ), the RMSE is very large (1.27 µg m −3 ). Because the model predicted peaks in pNO − 3 at approximately the same times of day as the observations, the correlation coefficient (R = 0.39) is higher than it might otherwise be. 
Aircraft data
Compared to the evaluation of the model predictions at the ground site, the evaluation of aircraft data poses the additional challenges of (i) the simultaneous evaluation of predictions in both time and space, and ii) the precise nature of the relatively fast aircraft measurements vs. 2.5 km grid resolution constraining the evaluation. Both modelled sulphate (Fig. 3a, d ) and ammonium (Fig. 3b, e) were biased high relative to observations for most of the flights and the bias was more significant for time periods characterized by high PM 1 levels. The positive bias in pSO 2− 4 was much larger than that for pNH + 4 , even in terms of equivalents, resulting in predictions of aerosol that were more acidic than indicated by the observations. This contributed to a normalized mean bias in pNO − 3 of −72.7%. The model seldom predicted significant nitrate mass loadings (>1 µg m −3 ) aloft, but when it did, the predictions were also biased high relative to the AMS observations (Fig. 3c, f) . Thus, a very low correlation coefficient (R = 0.12) is found between modelled and measured aircraft pNO − 3 data (Table 1) .
The influence of plume effects on the model/measurement agreement
While the data in Table 1 and Figs. 2 and 3 demonstrate that AURAMS did accurately predict the overall magnitude of regional nitrate mass loadings during the BAQS-Met campaign, individual observations both at a specific ground site and in the lowest 3000 m aloft were not well-represented by the model. Because point sources (e.g. power plants) or vehicle sources are expected to be the dominant sources of SO 2 and NO x in the region, one explanation of the large RMSE for pNO − 3 is inaccurate predictions of when plumes are influencing the measurements. The erroneous placement of a plume from a power plant, road, or urban area in space or time due to inaccurate representations of advection or diffusion could lead to poor correlations on short timescales. In addition, the spatial resolution of AURAMS is currently limited to a 2.5 km × 2.5 km grid box which is larger than the spatial extent of most plumes. To examine the significance of these "hit-and-miss" instances on the agreement between measurements and predictions of PM 1 composition, we examine the data through a series of histograms. The histogram shown in Fig. 4 illustrates the range of measurements and predictions of pNO − 3 . All modelled values lower than 0.01 µg m −3 were accumulated into the lowest bin in the figure. The great majority of aircraft measurements were made within the boundary layer during daytime (Hayden et al., 2011) . Most of the nitrate mass loadings measured by the aircraft AMS were between 0.1 and 1 µg m −3 . In comparison to aircraft measurements, the mass loadings of pNO − 3 at the Harrow site were slightly higher, as evident by greater frequency of points in 1 to 4 µg m −3 range.
While the measured average mass loading of pNO − 3 at Harrow was higher than that aloft (Table 1) , both datasets are well-represented by a log-normal distribution. In contrast, the model predicts a much wider range of particulate nitrate, with a significant fraction of the data predicted to be below the detection limit of the AMS. However, only 0.1% of the observations at Harrow and 1.3% of the aircraft observations were in fact below the detection limit. If hit-and-miss errors were the significant driver of model bias, we would expect the overall distribution to be well-represented by the model, even if the point-to-point comparisons were not good. Because the distributions of nitrate mass loadings predicted by the model do not match the distributions observed from the aircraft or on the ground, we can conclude that inaccurate plume placement is not the main reason for disagreement between the model and the measurements. We now examine alternative explanations for the disagreement in the remainder of the paper.
The applicability of thermodynamic equilibrium at Harrow
In order to determine whether the ammonium-sulphatenitrate system was in thermodynamic equilibrium, Harrow measurements were re-partitioned using ISORROPIA. At Harrow, TA values were calculated using the sum of NH 3(g) measurements by QC-TILDAS and pNH 4 is expected to be at particle sizes less than 1 µm diameter. The lack of specific HNO 3(g) measurements at the site precluded an exact calculation of TN from direct observations. We estimated TN as a fraction of the NO z measurements from the chemiluminescence analyzer. We re-partitioned the data assuming (i) a low TN case, TN = AMS pNO − 3 , (ii) a medium TN case, TN = 0.5 · NO z , and (iii) a high TN case, TN = NO z . The medium TN case provided the most reasonable TN concentrations because the re-partitioned pNO not be carried out for the aircraft data because of the lack of NH 3(g) and NO z measurements.
Observed Harrow TA, TS, TN, RH and T values were used as inputs to ISORROPIA and the model was allowed to re-partition the data between the gas and the particle phase assuming thermodynamic equilibrium conditions. The repartitioned data were in very good agreement with the original measurements suggesting that the ammonium-sulphatenitrate system was in thermodynamic equilibrium in Harrow. According to ISORROPIA, TS was almost exclusively in the form of SO 2− 4 as opposed to HSO − 4 . In terms of neutralization of the ammonium-sulphate-nitrate system this means that PM 1 sulphate was completely neutralized and that thermodynamic formation of particulate ammonium nitrate is possible under such conditions. Re-partitioned TA was in good agreement with the original observations suggesting that most of the pNH + 4 is contained in particles with diameter <1 µm, and that the observed species are sufficient to describe the system. The scatter plot of re-partitioned pNH + 4 versus AMS pNH + 4 has a slope of 1.072 and R = 0.982 (Fig. 5a ). The close agreement between observed and repartitioned pNH + 4 also suggests that the estimated values for TN were not unreasonable.
The scatter plot (Fig. 5b) between the re-partitioned and original pNO − 3 has a slope of m = 1.413 and R = 0.74, suggesting that ISORROPIA predicted, on average, more pNO − 3 than measured. While the scatter appears significant, according to an average percent difference calculation, ISORROPIA predicted, on average, about 1% more pNO − 3 than observed. Most likely, TN = 0.5 · NO z is, at least in some cases, an overestimate that leads to the overestimate in pNO − 3 by the model in conditions of high TA. This is also consistent with a slope of greater than one for the pNH + 4 comparison (Fig. 5a) . Predictions of high nitrate can also be attributed to increased pNO − 3 formation due to dissolution of HNO 3(g) in water (Fig. 5b) . Under high RH conditions, the amount of pNO − 3 that will form from dissolution in water is directly proportional to TN. For this reason, the repartitioned pNO − 3 points that are furthest away from the 1:1 line in the positive direction correspond to high RH regimes, as shown by colour scale. The fact that the re-partitioned TA data agrees well with the measured data and that repartitioned TN data agrees reasonably well (considering the constraints in TN measurements) suggests that gas/particle partitioning can be described by thermodynamic equilibrium expressions at Harrow during BAQS-Met. Thermodynamic equilibrium for fine PM was also observed in the field by Zhang et al. (2003) , Nowak et al. (2006), and Fountoukis et al. (2009) . In addition, Meng and Seinfeld (1996) , Dassios and Pandis (1999) , and Cruz et al. (2000) showed that the submicron particles (PM 1 ) have short equilibration time and will reach thermodynamic equilibrium on the order of minutes. Because the measurement site is not directly located next to a source that would strongly perturb the levels of NH 3(g) or acidic aerosols, and an adequate representation of pNO − 3 is achieved by the re-partitioning using ISORROPIA, it is expected that the HETV algorithms in AURAMS should appropriately describe the gas/particle partitioning.
Free ammonia (FA) chemical maps
In Sect. 3.2, we demonstrated that thermodynamic equilibrium expressions are appropriate to model the gas/particle partitioning of TA and TN. The accurate prediction of pNO − 3 will depend not only on accurate predictions of TN, but also on RH, T , and the availability of NH 3(g) , as a result of the equilibrium expressions in Eqs. (1) and (2). In order to assess the variables that control the ability of AURAMS to accurately predict PM 1 nitrate, we examine the parameters governing the mass loading of particulate nitrate by using free ammonia chemical maps. Free ammonia is defined as FA = TA − 2 · TS , where the factor of 2 accounts for the equivalents of sulphate. If FA of the ammonium-sulphate-nitrate system is positive, the system contains sufficient ammonia to form ammonium nitrate (particulate nitrate), depending on the RH and T conditions. If FA is negative, the system does not contain sufficient ammonia and the formation of ammonium nitrate is thermodynamically unfavourable. At sufficiently high RH, HNO 3(g) may dissolve to form aqueous nitrate, even in the absence of high FA. In order to investigate the combined effects of absolute concentrations and meteorological variables on the formation of pNO − 3 , as driven by algorithms of the model, we generated a series of FA chemical maps, an example of which is shown in Fig. 6 .
The map in Fig. 6 was created by running ISORROPIA to predict pNO ating these maps, we can identify regimes in which the formation of particulate nitrate is favourable for a given pair of T and FA values. It suggests that in order to form >2 µg m −3 of particulate nitrate (given 6.2 µg m −3 of TN) at RH = 0.65, temperatures must be lower than 295 K, and if they are above 270 K, FA must also be positive. The S-shaped transition region between where formation of nitrate is less favourable (light) and where the formation is more favourable (dark) is where the predictions of nitrate are most sensitive to model input parameters. It should be noted that the position of the transition region depends on RH, as the formation of particulate nitrate becomes more pronounced at high water concentrations in the atmosphere. At high RH, the amount of water in the atmosphere is sufficiently high for the dissolution of HNO 3(g) to form pNO − 3 (aq) and become more important than chemically driven formation of nitrate through the reaction with NH 3(g) . Figure 6 shows that temperature strongly impacts both predictions of particulate nitrate and their sensitivity to FA. Because the absolute amount of TN, the temperature and the relative humidity impact the predictions of particulate nitrate, we have generated a series of panels (Fig. 7) representing different scenarios relevant to the measurements during BAQS-Met. These partitioning maps were generated at three RH regimes (low RH = 0.40, medium RH = 0.65 and high RH = 0.90) and three TN regimes (low TN = 20 nmol m −3 , medium TN = 50 nmol m −3 and high TN = 100 nmol m −3 ). of FA values that were observed during the field campaign (−275 to 275 nmol m −3 ). RH increases from left to right (a to c) and TN increases from top the bottom (a to g).
The AURAMS model predictions (red circles) and observations from Harrow (yellow triangles) are overlaid on the panels. AMS and AURAMS data were binned according to measured and modelled RH respectively in order to match three RH regimes (low RH ≡ 0-0.50, medium RH ≡ 0.50-0.80, and high RH ≡ 0.80-1.0) to account for the effect of RH on the formation of nitrate. For example, all measured and modelled data corresponding to the low RH bin are plotted on maps generated at RH = 0.40, because there is little variation in the characteristics of the maps at all RH < 0.50 in the temperature range observed during BAQS-Met. Data were not binned according to TN because the NO z measurements did not offer a strong constraint on TN, so the same data appear on e.g. panels a, d, and g. At RH = 0.65, the average observed RH at Harrow, there is little variation in the position of the S-shaped transition region between the three TN regimes (Fig. 7b, e, and h ). At high RH there is sufficient water in the atmosphere such that the dissolution of HNO 3(g) in water completely outcompetes chemical formation of ammonium nitrate. This is evident from the vertical shift of the S-shaped transition region from Fig. 7d , e, and f.
As indicated by the colour scale, the absolute amount of particulate nitrate will significantly increase going from low to high TN concentrations. For an intermediate to high level of FA (50-100 nmol m −3 ), the higher the level of TN in the atmosphere, the more of it will partition into particle phase, both in relative and absolute terms. At high TN levels, FA becomes the limiting factor in the formation of particulate nitrate according to Eqs. (1 and 2). On these maps, both modelled and observed FA values are located close to the transition between the light region where the majority of TN is HNO 3(g) and dark region where the majority of TN is pNO (Fig. 7 a, d, and g ), but the chemical maps indicate that this causes little bias in pNO (Fig. 7e) .
Measured and modelled FA
The bias in AURAMS FA values results either from overpredictions of TS, or underpredictions of TA. In Ellis et al. (2011) , it is shown that the TA was consistently underpredicted at Harrow. To compare the range of measured and modelled FA values, we generated histograms of FA from the aircraft data (Fig. 8a ) and at Harrow (Fig. 8b) . Compared to FA values calculated from measurements, FA values predicted by AURAMS were distributed across a much wider range both at the ground and aloft. In addition, a significant number of modelled FA values were negative while all of the ground-based and >95% of the aircraft measurements of FA values were positive. One of the reasons why measured FA values were lower aloft is because we had no NH 3(g) instrument onboard the aircraft. In the absence of NH 3(g) data we calculated TA by TA ≡ pNH + 4 , so measurements of FA from the aircraft are an underestimate, which further exacerbates the differences with respect to the model, which is already biased low for FA. We expect that the contribution of NH 3(g) to TA (and hence FA) is less significant for the aircraft data than for Harrow because ammonia is emitted at the ground from agricultural and traffic sources; thus, we expect TA, and hence FA, values to be higher at the ground site. According to Fig. 7 , the impact on pNO − 3 of a negative bias in FA ranges from negligible (under warm, dry conditions and low TN loadings) to significant (under cool, moist conditions with moderate to high TN).
Measured and modelled meteorological parameters
Modelled values of relative humidity compared with measurements at Harrow were significantly lower across the entire spectrum of RH values (Fig. 9a) . Only in a few instances was the modelled RH higher than the measurements, and this generally occurred in higher RH regimes (RH = 0.70-0.90). The difference between modelled and measured RH for the most part ranged between −0.20 and −0.30. The comparison between temperature data at Harrow (Fig. 9b) showed that the model was biased high at high temperatures and biased low at low temperatures. The difference between modelled and measured temperatures rarely exceeded 5 K. The chemical maps in Fig. 7 show that the predictions of pNO − 3 are much more sensitive to temperature between 280 K and 290 K than between 300 K and 310 K. The low bias at low temperatures likely contributes to the high bias in pNO − 3 seen on several days at Harrow (Fig. 2) , which occur between 02:00 and 08:00 when the temperature was lowest.
Compared to measurements of relative humidity aboard the aircraft, modelled RH (Fig. 10a) values were significantly lower, much like at the ground site. The model was seldom biased high relative to the observations and the high bias was most pronounced at lower RH (<0.60). The comparison Table 1 , because it has been filtered to only include points for which measured T and RH are available, which were needed to generate cases I-IV. Re-partitioning of AURAMS data was performed: (i) with original (AURAMS) met data (case I), (ii) with measured RH only (case II), (iii) with measured T only (case III), and (iv) with measured RH and T (case IV). For each case, the model is compared to the AMS pNO − 3 measurements. MB = mean bias, ME = mean error, NMB = normalized mean bias, NME = normalized mean error, RMSE = root mean square error, and R = correlation coefficient. between measured and modelled temperature data ( Fig. 10b ) showed that the model was biased low (by 1-5 K) over the entire study period. According to Fig. 7 , the impact of biases in RH and T on pNO − 3 depends on the levels of TN and FA and is most important in the transition region.
Sensitivity studies with meteorological variables
In order to further investigate the impact of meteorological parameters on AURAMS's bias in pNO − 3 , we performed a series of sensitivity tests in which we re-partitioned modelled PM 1 data using ISORROPIA offline with (i) modelled meteorological data (case I), (ii) measured RH only (case II), (iii) measured T only (case III), and (iv) measured T and RH (case IV), with the results compiled in Table 2 . These sensitivity tests were carried out both for the Harrow data and the aircraft data. Because of missing temperature and relative humidity measurements (more significant at Harrow than on aircraft), the "AURAMS" column in Table 2 refers to model output only from periods when meteorological measurements were available for use in the other cases. For case I, any differences compared to the original AURAMS data should only reflect differences in the partitioning calculated by the algorithms used in HETV and those in ISORROPIA v2.1, which was used in the offline re-partitioning analysis.
In terms of the chemical maps (Fig. 7) , vertical shifts in the location of data brought about by changes in T were more significant when the FA of the system was positive because regions of favourable and non-favourable nitrate formation were as little as 2-3 K apart for T values observed during BAQS-Met (282-308 K). However, RH affects the entire chemical map and caused a large upward shift in the location of S-shaped transition curve -increasing RH from 0.65 to 0.90 is the equivalent of moving a point from Fig. 7e to Fig. 7f .
As shown in Table 2 , re-partitioning of aircraft data with measured RH and T had little effect on the overall metrics describing the predictions of pNO Compared to the aircraft data, re-partitioning of Harrow data with measured meteorological parameters had a more significant impact on predicted pNO − 3 (Table 2) . Repartitioning with measured RH led to an increase in predicted nitrate (MB = 0.12 µg m −3 ) and a better correlation (R = 0.32) with measured pNO − 3 data. Re-partitioning with measured T values, led to an overall decrease in predicted nitrate (MB = −0.12 µg m −3 ) and in the correlation (R = 0.25) with measurements. The combined effect (case IV) of repartitioning was the same as for the aircraft data, which was an overall increase in predicted nitrate (MB = 0.08 µg m −3 ) and slight improvement in the correlation (R = 0.30). Even though the overall effect was an increase in predicted nitrate, for the most part, the increase occurred in instances when the FA of the system is positive and significant levels of nitrate already existed. This exacerbated the instances of pNO − 3 overprediction and led to an overall increase in RMSE from 1.09 to 1.22 µg m −3 .
These sensitivity studies demonstrate that the bias in modelled RH and T contributes to some of the errors in pNO − 3 predicted by the AURAMS model during BAQS-Met. However, constraining RH and T without also removing the bias in FA prevents significant improvements in the predictions. This simple offline re-partitioning approach does not fully account for the impact of inaccuracies in the meteorological parameters driving AURAMS, because gas/particle partitioning of TN (and TA) determines their lifetimes, which feeds back to the predictions of pNO − 3 . For example, a low bias in RH is likely to produce a low bias in pNO − 3 /HNO 3(g) , which will lead to a low bias in TN (because HNO 3(g) deposits more quickly), further exacerbating the low bias in pNO − 3 . From the chemical maps in Fig. 7 , it is clear that in a sulphate-rich summertime atmosphere, the model output is most sensitive to temperature biases when T < 290 K.
Conclusions
During the BAQS-Met campaign, A Unified Regional Airquality Modeling System (AURAMS) exhibited large biases in the prediction of PM 1 nitrate. The agreement between model predictions and observations at the ground site (M obs = 0.50 µg m −3 ; M mod = 0.58 µg m −3 ; RMSE = 1.27 µg m −3 ; and R = 0.39), was better than aloft (M obs = 0.32 µg m −3 ; M mod = 0.09 µg m −3 ; RMSE = 0.48 µg m −3 ; R = 0.12). In order to better understand the factors that limited AURAMS' ability to accurately predict pNO − 3 during BAQS-Met, we generated a set of FA chemical maps that illustrated the relationship between the absolute amounts of TA, TS, TN, and meteorological variables (RH, T ) in the formation of pNO − 3 . From the histogram in Fig. 8a , we determined that for the aircraft data, AURAMS was biased low for pNO − 3 because it was making predictions in the chemical map space where pNO − 3 formation is not allowed due to negative FA. At Harrow, pNO − 3 measurements ranged between 0.1 and 3 µg m −3 , whereas the model predicted a wide range of values up to 8 µg m −3 , with the most frequent prediction being zero. The underpredictions appear to be the result of a low bias in FA, whereas the overpredictions occur when FA is positive, but the temperature predictions are too low by several K. AU-RAMS was biased low for FA during the campaign because it was biased high for TS and/or biased low for TA. From the chemical FA maps, we concluded that at low temperatures and high relative humidity, the role of FA in pNO − 3 formation becomes less important. Sensitivity tests with ISORROPIA using measured RH and T showed that constraining meteorological inputs with measurements can only offer modest improvements in the predictions of pNO − 3 if the FA values in the model remain biased. In this work, we developed a novel framework to examine the variables that affect the model's ability to accurately predict fine particulate nitrate. The results of our analysis are relevant to all regional air quality models and as such can help improve approaches to modelling regional PM pollution.
