In [6] for c > 0 we defined truncated variation, T V c µ , of Brownian motion with drift, Wt = Bt +µt, t ≥ 0, where (Bt) is a standard Brownian motion. In this article we define two related quantities -upward truncated variation
U T V
We prove that exponential moments of the above quantities are finite (in opposite to the regular variation, corresponding to c = 0, which is infinite almost surely). We present estimates of the expected value of U T V c µ up to universal constants.
As an application we give some estimates of the maximal possible gain from trading a financial asset in the presence of flat commission (proportional to the value of the transaction) when the dynamics of the prices of the asset follows a geometric Browniam motion process. In the presented estimates upward truncated variation appears naturally.
Introduction
Let (B t , t ≥ 0) be a standard Brownian motion, and W t = B t +µt be a Brownian motion with drift µ.
In [6] Using similar techniques as in [6] we will prove existence of finite exponential
Further we will consider two related quantities
• upward truncated variation, defined as
• and, analogously, downward truncated variation, defined as
It is easy to see that all three above defined quantities have the following properties, which we state only for the truncated variation
• shift invariance property in distributions:
• superadditivity property: for any numbers a ≤ a 1 < a 2 < · · · < a n ≤ b
It is also easy to see that the following relations hold
By (3) all estimates proved for upward truncated variation have analogs for downward truncated variation.
Analogously as in [6] we will prove some estimates of EU T V Remark 1.1. In order to shorten the proofs we did not put much stress on obtaining the best possible constants in the presented estimates. Remark 1.2. K. Oleszkiewicz pointed out that it would be also interesting to have estimates for higher moments of the defined quantities. However, the author presumes that there are other methods than these used in this paper needed to obtain such estimates. T ]) we will use similar techniques as in [6] . Due to typographical reasons let us introduce notation max {x, 0} =: (x) + .
We will need the following analogon of Lemma 2 from [6] :
Lemma 3.1. We have the following identity
Proof. Let 0 ≤ t 1 < s 1 < t 2 < s 2 ... < t n < s n ≤ T be numbers from the interval [0, T ] . We will prove that
Let n 0 be the greatest number such that s n0 < T c and let us assume that n 0 < n and t n0+1 < T c . Let us consider several cases.
• W tn 0 +1 ≥ W Tc . In this case
• W tn 0 +1 < W Tc and
In this case
Thus for t n0+1 < T c inequality (6), (7) or (8) holds and we may assume, adding in the case t n0+1 < T c new terms in the partition and renaming the old ones, that
In order to prove (5) without loss of generality we may assume that for
Iterating the above inequality, we obtain
This, together with the obvious inequality
proves (5) . Taking supremum over all partitions 0 ≤ t 1 < s 1 < t 2 < s 2 < ... < t n < s n ≤ T we finally get
Since the opposite inequality is obvious, we finally get (4).
Let us now define some auxiliary variables. Let T sup
(notice that T
(1) c = T c ). We define a new variable
We have the following 
where the first relation holds almost surely and the second holds in the sense of stochastic domination i.e. for every
Proof. By the previous lemma, we have
From (11) we almost immediately get (9)
In order to prove the second relation let i 0 ≥ 1 be the greatest indice such that T (i0−1) c
< T and let us consider the term

A = sup
c ∧T (W s − W t − c, 0) + but has the same distribution as B.
By (11) we have
In both cases (i 0 = 1 and i 0 > 1) 2U T V c µ [0, T ] stochastically dominates the sum
(W s − W t − c) + dominates the first i 0 − 1 terms in the above sum and B, which appears in the sum (12) dominates A.) Similarly, define i k recursively as the greatest integer such that T
T sup
S k is independent from S 1 , ..., S k−1 , moreover it has the same distribution as S 1 and
which proves (10).
Next, let us state a refinement of Lemma 3 from [6] :
Lemma 3.3. For any µ and c > 0
Proof. The proof follows exactly as in [6] , since one can show that for any real
and, by the Paley-Zygmund inequality we obtain
and Now, by the above inequality and Lemma 3.3
The estimate from below is obtained from Lemma 3.2 (see also the comment after the calculation):
In the above calculations we used consecutively: independence of
, equality of distributions of every term sup
, which implies the equality
and finally we used the inequality e x ≥ 1 + x. 
Proof. The estimate from above is a straighforward consequence of Theorem 3.4 and the estimate from below is obtained immediately by the superadditivity property
Remark 3.6. Using results of of Hadjiliadis and Vecer [1] we are able to calculate exactly the estimate from above appearing in (13). Using the notation from [1] , for z > 0 we have
and by Theorem 2.1 from [1] , for y > c we have
(y − c) .
(y − c) dy
Estimates of EU T V and η is the unique positive solution of tanh η = − η µy . In the notation used in [5] for z > 0 we have
and thus
However, the above formula is very numerically unstable and it seems not to be a straightforward task to obtain using it good numerical or analytical estimates of expected value of the variable sup 0≤t≤s≤T (W s − W t − c) + .
Example of application
As it was mentioned earlier, upward truncated variation appears naturally in the expression for the least upper bound for the rate of return from any trading of a financial asset, dynamics of which follows geometric Brownian motion, in the presence of flat commission. Similar result was proved in [6] for truncated variation, however, truncated variation is not the least upper bound. Indeed, similarly as in [6] , let us assume that the dynamics of the prices P t of some financial asset (e.g. stock) is the following P t = exp (µt + σB t ). We are interested in the maximal possible profit coming from trading this single instrument during time interval [0, T ] . We buy the instrument at the moments 0 ≤ t 1 < ... < t n < T and sell it at the moments s 1 < ... < s n ≤ T, such that t 1 < s 1 < t 2 < s 2 < ... < t n < s n , in order to obtain the maximal possible profit. Furthermore we assume that for every transaction we have to pay a flat commission and γ is the ratio of the transaction value paid for the commission. This gives the claimed bound.
