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Abstract 
This master thesis explores the touch interaction with 3D geo models on mobile surfaces and, in 
particular, high precision touch interaction for 3D visualization. This research is part of 
exploratory project at Schlumberger with a goal to investigate the opportunities that touch 
interaction offers in combination with Geographical Information System (GIS). I developed three 
distinct touch techniques and implemented them on the iPad2. Consequently, I investigated their 
advantages and disadvantages for different task types requiring high precision action, on the 
touch screen, by users. 
 
In the evaluation phase, I employed both usability testing and experimental design methods to 
evaluate the touch techniques with different groups of users. After discovering the best candidate 
among the three techniques, I conducted another round of experiment to compare the 
performance of the touch technique with currently used interface, the mouse and the keyboard . 
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1 Introduction  
This project started out from my own interest in touch interactions on several genres of tablet 
devices (e.g. the 10-inch and 7-inch tablets such as iPad and Google Nexus 7 respectively) 
presently widely available on the market. The reason I paid special interest to this type of devices 
was because of their larger screen size, compared to those of smartphones. The larger screen 
allows users to apply more types of touch interaction while they still preserve some degree of 
mobility as a personal device. I believe that this could open new opportunities for software 
industry to develop enterprise applications for this type of mobile personal devices. After a 
discussion with my supervisor at the University of Oslo, I got to know that a large company was 
seeking a students from the university to participate in an innovation project related to 
development of Geographical Information System (GIS) on the iPad. Seeing a good opportunity 
to learn about the touch screen device and gain more experience from real software development 
context, I applied for the internship and started doing my research on touch interface on the iPad 
at the company from January 2012. In the first four months, I did some preliminary literature 
searches and used the exploratory methods (e.g. unstructured interview, demo session with 
experts and formative usability testing sessions) to explore problem areas of touch screen 
interface. You can find more detail about the exploratory process under chapter 4, Preliminary 
Study. I found that one of the common problems in the preliminary testing with participants at 
the company was about poor precision of the human finger compared to their already familiar 
interface such as the mouse pointer. This problem typically occurred when annotation points 
needed to be selected with relatively high precision. At this point, I began to narrow down the 
scope of my study to the finger precision problem on touch screen when interacting with 3D 
graphical model, for example, 3D surface. Thus, I formulated my research question as follow: 
 
“What are the appropriate gestures for high precision touch interaction for 3D visualization in 
Geographic Information System?” 
 
After having a concrete research question, in the second phase of my study, I did some more 
research on the previous relevant works (details can be found in Chapter2, Literature Review). 
Based on the knowledge from previous research, I further developed different touch techniques 
that could help to address the issue of poor precision in human finger. Then, I arranged the 
12 
summative usability testing (more information can be found in chapter 5) and experimental 
design (Chapter 6) to evaluate the touch techniques. In the last cycle of my experimental design, 
I also compared different qualities of the touch interaction technique I developed with the 
traditional mouse and keyboard interface. 
 
I hope that the findings presented in this thesis could help people who are interested in 
developing GIS applications on touch screen devices become aware of the potential problems 
that could arise in the interaction between human finger and the touch screen and address these 
problems properly. 
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2 Literature Review 
This chapter gives background and describes previous research relevant to this thesis. Before I 
started working on this project, I had done some preliminary literature search in the areas that 
were related to touch interactions for 3D manipulation. More detail about these areas are 
described under section 2.4 of this chapter. 
 
After I formulated my research task more precisely, which was related to high precision touch 
interaction for 3D visualization, I did some further literature search in many topics in the hope 
that they could shed some light to my problem area. To the best of my knowledge, there have not 
been any studies that directly touch upon the problem with the same focus as my study yet. 
However, I found many interesting articles that were related to my study. This chapter presents 
the detail of these studies and demonstrates the process of how I expanded my literature review 
from one area to another and formulated the fundamental framework for my study grounded in  
those previous works. 
 
The structure of this chapter is as follows: first, I start my literature review in the research area of 
“General challenges in touch interaction design” (section 2.1) before narrowing down my focus 
to “Data selection accuracy problem on touch screen” (section 2.2). Even though, all articles are 
related to the tasks for 2D environment, there are many aspects and good lessons learned which 
are applicable for 3D visualization. Many studies presented in section 2.2 employ bimanual 
interaction techniques to address the precision problem. As a result, I expanded my literature 
search into a new area of “Bimanual interaction” (section 2.3). I found that Guiard’s Kinematic 
Chain (KC) theory was an analogous model to what my focus was and that it can also be applied 
to my study. According to Guiard’s KC theory, one important role of Non-Dominant Hand 
(NDH) is to adjust a reference frame for Dominant Hand (DH) to perform a specific task. This 
major task of the NDH from Guiard’s KC theory is also related to my preliminary literature 
search in the area of “Touch interaction for 3D model manipulation” (section 2.4) 
 
In summary, Figure 2.1 shows the overall map of different areas in my literature review and of 
an emerging area of my research on high precision touch interaction for 3D visualization. 
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Figure 2.1: Map of my literature review and position of my research area 
 
2.1 General Challenges in touch interaction design 
In this section, I present a very broad and general topic related to challenges that could occur in 
design of applications for small touch screen devices. Bachl et al. (2010) mentions three main 
categories of challenges, which are: screen-based, user-based and input-based challenges. For 
screen-based challenges, the article gives examples of challenges related to affordances of touch 
screen, which are mandated by device’s physical properties. Screen size, for example, is one of 
the properties that need to be considered when a designer designs an application for the device, 
e.g. too large screen size in smartphones might not be convenient for one-hand interaction. 
Availability of different types of feedback such as tactile, acoustic and visual feedback on touch-
based devices is also a very crucial factor for design of applications, especially when the 
application is designed to be used by many, which could include those with vision problems, or 
other disadvantages users may have. Thus, the design should be done according to universal 
design principles as much as possible. 
 
Touch interaction for 
3D model manipulation 
(Section 2.4) 
 
Bimanual interaction 
(Section 2.3) 
 
Data selection accuracy 
problem on touch screen 
(Section 2.2) 
 
General challenges in touch interaction design (Section 2.1) 
My research area: High 
precision touch interaction 
for 3D visualization 
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Another interesting area is the user-base challenges. They are the challenges that come from 
ergonomics, accessibility of touch-based system and differences between users’ physical 
attributes. The topic surrounding ergonomic of touch interaction are also studied by many 
researchers. For instance, Fu et al. (2010) presents different orientations of two-touch gestures 
that suit the naturalness of unimanual and bimanual interactions. Moscovich and Hughes (2008) 
also point out different types of appropriate operations for unimanual and bimanual interactions. 
There is an article from TechCrunch (2009) that presents different ergonomic problems caused 
by interactions with different types of touch-based devices. For example, interaction with touch-
screen desktop might create an arm fatigue if users use it for a long time. This is because the 
user’s arm position is higher that their heart position.  As for the tabletop surface, it might create 
an inconvenient position for your neck if you have to look down at the screen for a long period. 
Bachl et al. (2010) describes challenges around accessibility by using the example of appropriate 
type of feedback that can help people with disabilities accessing touch systems.  However, in the 
article by Bachl et al (2010), the authors mention only the physical attributes of different users as 
part of user-based challenges. In my opinion, experiences of each user should be categorized into 
this type of challenges as well. This is  because intangible internal attributes affect ways in which 
a person uses an application. In other words, user experience design is also fundamental. An 
example of that could be a selection of different experience levels (beginner user, experienced 
user, expert user) by using a pre-screening session. This is a common method in many usability 
testing sessions and experimental designs to ensure that the application designs and conducted 
studies are appropriate for their target user groups. Lastly, input-base challenges cover the issues 
about how to design the pattern of gesture on touch-base devices. The challenges in this area, 
especially in the area of gestures for bimanual selection with high precision task and 3D scene 
manipulation, will be elaborated more in the rest of this chapter. 
2.2 Data Selection accuracy problem on touch screen  
Judging by a dramatic increase in popularity of touch screen devices such as smartphones and 
tablet PCs nowadays, it is obvious that touch interaction has many advantages over other 
traditional interfaces such as mouse and keyboard. One of the reasons often stated both in 
research and mass media articles is because it presents a more natural way of interaction (Bachl 
et al., 2010). However, one of the major drawbacks in this compelling interaction is the precision 
problem caused by big and chubby human fingers. Whenever it comes to the tasks that require 
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high accuracy actions such as small target selection, the pointing device like mouse usually 
perform better than our own fingers. 
 
Many studies try to address this low precision problem in the human finger by employing 
different approaches to interactions such as, for example, using on-screen tools to adjust the 
cursor position, using scene distortion effects to enlarge the target and snapping cursor to 
specific data points. Reviewing different papers in this area, I found that the approaches can be 
categorized into 5 different groups as described bellow. 
2.2.1 Cursor offset adjustment techniques 
The techniques in this group use some virtual tools or user’s non-dominant hand to adjust the 
offset of cursor used for data selection activities. One of the very first techniques in this category 
that tries to address the precision issue is “Take-off” (Potter et al., 1988), the technique that 
places a cursor with fixed offset above user’s finger. 
 
“Cross-keys” and “Precision-handles” techniques by Albinsson and Zhai (2003) use helps from 
virtual tools that appear near a point at which user initially try to tap to select a target. After the 
tools appear on the screen, user can then adjust the position of cursor with higher precision by 
using the virtual tools. 
            
Figure 2.2: On the left, Precision-handle technique and, on the right, Cross-key technique; from 
Albinsson and Zhai (2003)        
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In the Precision-handle technique, after the first tap, the virtual handle will appear on the screen 
(Figure 2.2 c. and d.). User’s movement of the handle will also result in the movement of the tip 
of the handle but in the smaller scale. Hence, it allows the user to adjust the selection target with 
higher precision. The picture on the right is the Cross-key technique. For this technique, the user 
can use the four onscreen arrows to adjust the initial tapped point. In both techniques, the user 
can activate the selection action by tapping inside the gray circle area. Albinsson and Zhai (2003) 
found that these two techniques perform better (faster and more accurate) than the Take-off 
technique. One problem I found with these two techniques is that they require two separated 
steps, which are the initial tap and then the adjustment actions, to complete one selection action. 
In my opinion, the adjustment action would be more fluidly integrated with a help of the NDH in 
bimanual interaction. 
 
The more recent techniques in this category are “Dual finger offset” and “Dual finger midpoint” 
(Benko et al., 2006). The techniques use the help of the NDH for the offset adjustment process. 
For Dual finger offset, the cursor is always offset above the primary finger plus the distance 
between the secondary finger and primary finger. For example, if user place a secondary finger 
to the left of the primary finger, the cursor will be placed to the left and above of primary finger. 
In Dual finger midpoint (Figure 2.3), the cursor always appears in the middle between primary 
and secondary fingers. 
 
Figure 2.3: Dual finger midpoint technique; from Benko et al. (2006) 
 
Even though a lot of offset adjustment techniques have been developed, and this technique has 
the benefit of retaining the original scale of the screen (unlike the Zooming technique, which will 
be explained more in section 2.2.2), the experiments that compared between different data 
selection techniques from Benko et al. (2006) and Albinsson and Zhai (2003) showed that they 
still did not give better results than techniques that employ the power of zooming effects. 
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2.2.2 Zooming techniques 
Zooming effects are also widely used in many studies and usually, as I mentioned earlier, they 
come out as the best in comparison with other techniques.  
 
Albinsson and Zhai (2003) present “Zooming-Point” technique in their study. This technique 
first requires the user to draw a rectangle to define the zooming boundary before making a 
selection to a small target (Figure 2.4). 
 
Figure 2.4: Zooming-point technique; from Albinsson and Zhai (2003) 
 
The experiment from Albinsson and Zhai (2003) showed that this technique was the best one 
compared to the other offset-adjustment techniques presented in the article. However, the article 
also states that one disadvantage of this technique is that the user will lose the view of global 
context of user interface. 
 
The same result can be found in the experiments from Benko et al. (2006). The Zooming 
technique in the article called “Dual finger stretch” (Figure 2.5) gains the best result compared 
to other techniques. This technique utilizes the NDH in performing the zooming operation while 
the DH is controlling the selection point. 
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Figure 2.5: Dual finger stretch technique; from Benko et al. (2006) 
 
Even though the technique showed the best performance in experiments, the zooming area 
activated by the NDH could block the vision of interfaces nearby. In my opinion, this problem 
could be mitigated by using distortion effect like fisheye view because the effect can preserve the 
area surrounding a target point. More detail regarding the performance of different fisheye 
distortion effects can be found in the study and experiments conducted by Gutwin (2002). 
2.2.3 Use of helping device to solve the problem 
Using special pointing devices such as pen and stylus is another approach to address the 
precision problem on touch-based devices. Ren and Moriya (2000) conducted two experiments 
to compare among six different data selection strategies on pen-based device. The result from the 
first experiment showed that “Slide Touch” was the best strategy based from the measurements 
of selection time, error rate and subject’s preference. In addition, the second experiment showed 
that when the size of targets was smaller than five pixels (1.8 mm) there was no significant 
difference in performance among the six strategies. 
 
Even though the pen or stylus can remedy the precision problem in data selection tasks,  I believe 
that the interaction with touch screen through these pointing devices would feel less natural 
compared to using real hands and fingers to interact with touch screen. 
2.2.4 Techniques to reduce speed of the cursor 
Many studies also try to reduce the speed movement of the cursor on the screen in order to let 
user select a target more precisely. Benko et al. (2006) presents 2 Dual finger techniques that can 
be categorized into this group. They are “Dual finger X-Menu” and “Dual finger Slider” 
respectively. 
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In Dual finger X-Menu technique, users first touch a finger from the NDH on the screen to 
activate the X-Menu (Figure 2.6). 
  
Figure 2.6: visualization of the X-Menu; from Benko et al. (2006) 
 
After the X-Menu appeared on the screen, users move the finger of the NDH to the different 
areas in order to activate different effects. For instance, users move the finger to the top right 
area of the menu to get “slow 4x” speed or move the finger to the bottom area of the menu to 
freeze the cursor position. This freeze menu can be used for the purpose of stopping the cursor to 
adjust its offset distance from the DH (Figure 2.7). 
 
Figure 2.7: Interaction with the X-Menu; from Benko et al. (2006) 
 
In my opinion, this technique requires some amount of learning and practicing before the user 
can master it because the two hands’ actions require totally different types of movements.  
According to Guiard (1987), this type of bimanual interaction is categorized as “Orthogonal 
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Assembly”, which is not a common interaction type that users face in their daily life. You will 
see more explanation related to this topic under section 2.3.3.  
 
Dual finger Slider (Benko et al., 2006) is a more natural technique in my view. In this technique, 
the speed is reduced depending on the distance between fingers of the NDH and DH. The closer 
the distance, the slower the speed of the cursor will be (Figure 2.8 a - c).  The cursor will also 
freeze when the distance reaches a specific threshold (Figure 2.8 d). 
 
Figure 2.8: Dual finger slider technique; from Benko et al. (2006) 
 
2.2.5 Techniques that snap the cursor to specific data points 
Some techniques, such as traditional snap to point function, remember different target locations 
that can be selected in an application and jump the cursor’s position to these locations when the 
cursor moves close to them in order to facilitate user selection action. However, the drawback 
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from this “jumping” effect is that the user cannot select the area close to the target points (Figure 
2.9, top picture). To address this problem, Baudisch et al. (2005) invents a new technique called 
“Snap and Go”. Instead of jumping to the target point, the technique shows an enlarged motor 
space when a cursor moves close to a target position (Figure 2.9, bottom picture). 
 
Figure 2.9: Comparison between traditional snap to point and Snap and Go techniques; from 
Baudisch et al. (2005) 
 
2.3 Bimanual interaction 
Most of the techniques mentioned in the previous section require users to use 2 hands for the 
data selection tasks. Therefore, I think that it is worth exploring the researches in the area of 
bimanual interaction in order to gain more understanding about its advantages and appropriate 
roles of the DH and NDH. At the end of this section, I present Guiard’s Kinematic Chain (KC) 
Theory, which provides an analogue model for human bimanual interaction, and the applications 
of this theory in the studies on 3D manipulation. 
2.3.1 Bimanual vs. Unimanual 
There were many examples of experiments in the past that compared performance between 
Bimanual and Unimanual interaction. Leganchuk et al. (1998) conducted 2 experiments to 
compare the performance of Unimanual and Bimanual techniques. The participants in the 
experiments were asked to perform area sweeping tasks with three different techniques. The first 
one was the conventional one-hand task that required participants to drag control points of a 
specific shape to adjust its size. The second one was the “Stretching with Two Hands” technique. 
In this technique, participants can use two hands to control two different control points (at top-
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left and bottom-right corners) simultaneously. The last technique was the adoption of the 
“Toolglass” technique (Bier et al., 1993) to help the user select a proper type of shape at the 
beginning of the tasks. After participants had made the selection of the shape, they used two 
hands to control two different control points to resize the shape in the same way as the 
“Stretching with Two Hands” technique. 
 
The first experiment showed that both bimanual techniques yielded a better performance 
compared to the unimanual technique. The main reason was because participants gained manual 
benefits of using both hands simultaneously to select the control points. However, there was no 
significant difference found between the two bimanual techniques. The second experiment 
compared the performance between unimanual and bimanual Toolglass techniques only. The 
result showed that performance difference between the two techniques was larger in the tasks 
that contained more cognitive difficulties.  
 
Latulipe et al. (2005) also conducted an experiment to compare the performance of a unimanual 
technique with two different bimanual techniques, symmetric and asymmetric bimanual 
interactions. The design of symmetric bimanual interaction was based on findings of an informal 
experiment on physical image alignment task. In the informal experiment, there was an evidence 
of participant using both hands symmetrically when performing the tasks with heavy and large 
images. The real experiment was implemented by using one mouse for unimanual techniques and 
dual-mouse for the bimanual techniques. In the experiment, participants were asked to align 
partial images into one completed image by using translation, rotation and scale operations. The 
single mouse technique employed the same methods found in many commercial applications 
(e.g. dragging the control points to scale or rotate the picture in Microsoft PowerPoint). For the 
asymmetric dual-mouse, the left (Non-dominant Hand) mouse was used for the translation and 
the right (Dominant Hand) was used for rotation and scale. For Symmetric dual-mouse, 
participants used the two cursors from dual-mouse to drag two control points at the corners to 
perform translation, rotation and scale. The result showed that bimanual interaction achieved a 
better performance compared to the unimanual technique and the symmetric outperformed the 
asymmetric dual-mouse. 
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Buxton and Myers (1986) also conducted two experiments to compare the performance of 
unimanual and bimanual interactions. The tasks in the first experiment required the participant to 
move a rectangle to a specific position and scale it to a specific size. The bimanual interaction 
technique in this first experiment was designed in a way that required participants to use their left 
and right hands for scale and translation operations respectively. In the second experiment, 
participants were asked to navigate and select a particular word from a list. In this experiment, 
participants who employed bimanual interaction used their left hand to navigate and right hand to 
select the words. Both experiments showed that bimanual interaction outperformed unimanual 
interaction significantly. 
 
Dillon et al. (1990) conducted an experiment to compare the performance and error rate of one 
mouse and dual mouse techniques. The task involved drawing multiple line segments between 
predefined dots and menu selection of an appropriate line color. In dual mouse technique, 
participants used the first mouse to draw line and the second mouse to select the menu. The 
result showed that there was no significant difference in the performance of the two techniques. 
Furthermore, the dual mouse technique caused more error rate than the one mouse technique. 
 
The last experiment by Dillon et al. (1990) showed an insignificant advantage of bimanual over 
unimanual interaction. Therefore, it is not always guaranteed that using bimanual interaction will 
yield a better result over unimanual interaction. One analogical model that would help to analyze 
an appropriate design for two-hand interaction here is Guiard’s Kinematic Chain Theory 
(Guiard, 1987) which will be presented in the next section. 
2.3.2 Guiard’s kinematic chain Theory 
Guiard (1987) represents a human hand as an abstract motor (Figure 2.10). In his analysis of 
bimanual interaction, this abstract motor is considered as a black box. Regardless of its internal 
mechanisms, the focus in this model is the function of the motor to change input position, 
Reference Position (RP), into a new output position, Variable Position (VP), and the motor is 
controlled by Information Processing System (IPS) (Figure 2.10). 
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Figure 2.10: Black box model of abstract motor; from Guiard (1987) 
 
Using the concept of abstract motor, Guiard (1987) identifies three different types (Figure 2.11) 
of the assembly of 2 motors and compares them to human bimanual activities. 
 
Figure 2.11: Three different assembly types of two motors. a) Orthogonal assembly, b) Parallel 
assembly and c) Serial assembly; from Guiard (1987) 
 
a) Orthogonal assembly - The assembly of two motors where each motor acts 
independently from the other. The author gives an example of milling machine that has two 
motors controlling the moving horizontal plan on x and y axis respectively. 
b)  Parallel assembly - The assembly of two motors that help each other in the same 
dimension. An example of the task in this category can be found from weightlifting athletes. 
c) Serial assembly - The assembly of two motor where the output of the first motor is the 
input of the second. Therefore, the two motors work sequentially in this case. 
 
According to Guiard (1987), Orthogonal and Parallel assemblies represent only limited instances 
of human activities. On the other hand, Serial assembly represents most of bimanual interaction 
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in typical human activities. The Serial assembly leads to the analogical framework of Guiard’s 
KC theory. According to Figure 2.11-c from Guiard (1987), the M1 represent the NDH while the 
M2 represent the DH in human bimanual interaction. Based from a summary by Carroll (2003) 
about Guiard’s model of bimanual control, the roles of each hand can be explained as follows: 
 
Roles of Non-Dominant hand  
● Initiate the task and set the rough area for the DH to work on later. 
● Execute the task at a lower resolution level compared to the DH. 
 
Roles of Dominant hand 
● Do the task in the area that is set previously by the NDH. 
● Execute the task at a higher resolution level compared to the NDH. 
 
To give an example of real-life activities that follow this analogical model, Guiard (1987) shows 
an example of handwriting activity as follow: 
 
“The right hand moves the pen with reference to the page, which is manipulated relative to the 
table by the left hand” (Guiard, 1987) 
 
Guiard’s KC theory is also applied on many other research endeavors concerning the 3D 
manipulation. One example is a study from Zeleznik et al. (1997) who investigated the use of 
bimanual interaction to manipulate 3D models. In this study, the translation, rotation and scale 
operations were distributed equally to both DH and NDH. The obvious operation that adopted 
this model was the rotation operation. The NDH was used for selection of the axis of rotation 
while the DH was used to control the degree of rotation.  Cutler et al. (1997) also developed 
different bimanual interactions to manipulate virtual 3D models based from this model. The 
example of interactions from this study such as using left hand to grab an object and then using 
the right hand to scale it properly or using left hand to pin the center point of rotation before 
using the right to rotate it were pretty much aligned with the roles of the NDH and DH 
mentioned by Guiard’s KC theory. 
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2.4 Touch interaction for 3D model manipulation 
Guiard’s KC theory presented in the previous section triggers ideas to design tasks for both NDH 
and DH in my study. I believe that, to address the problem of poor precision in data point 
selection for 3D visualization, the knowledge in the areas of touch interactions for 3D scene 
manipulation, which are the tasks to be assigned for the NDH according to Guiard’s KC theory, 
is also one of the crucial elements. I strongly believe that an appropriate design of the tasks on 
the NDH will then support the DH to achieve a selection action with a better precision. You will 
find more literature review on the topics about 3D scene manipulation in this section.  
2.4.1 Manipulation Separability 
First, I start this section with a common problem that can arise from multiple spatial 
transformations in multi-touch interface. This problem area was investigated by Nacenta et al. 
(2009). The literature mentions that although the combination of rotation, translation and scale 
gestures potentially could improve the time performance of user activities, because users can 
flexibly change among the gestures simultaneously during the interaction, this flexibility could 
lead to some undesired results (Figure 2.12) 
 
Figure 2.12: A) initial state B) expected result C) undesired result caused by too much flexibility 
of multiple spatial transformation; from Nacenta et al. (2009) 
 
To mitigate this problem, Nacenta et al. (2009) proposed different techniques of manipulation 
separability to eliminate unwanted transformation during the course of interaction as follows: 
● “Handles” - This technique requires an explicit change in mode to perform different 
types of transformation. An example of this technique can be found in many commercial 
application nowadays, for instance, Microsoft PowerPoint has different types of handles 
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for different modification modes of drawing objects, e.g. the handles for scaling and 
rotation mode. 
● “Magnitude Filtering” - This technique requires the transformations to reach a certain 
threshold value in order to produce the effect to user. For example, during the translation 
of an object, users can change to rotation only if users perform the rotation gestures that 
change the angle of rotation more than 20
o
. 
● “Frame to frame Gesture Matching” - This technique compares the gesture frame by 
frame. If the change between the gesture in the previous frame and the current one 
reaches a certain threshold value, a specific transformation will then take the effect. 
However, there are usually small changes of gesture happening between the two frames. 
These small changes are not enough to indicate the user’s intention to change the type of 
transformation. In addition, the threshold value cannot be too low because it will create 
the same result as the unconstrained movement. As a result, users end up having to 
perform a fast and obvious movement between frames in order to change the gesture in 
this technique.  
● “First-touch Gesture matching” - This technique uses the same concept as Frame to 
frame gesture matching but it compares the current frame with the first frame of the 
gesture (first touch) only. For example, when users start a gesture to scale an object, the 
first gesture will be remembered by a system. Then, users decide to change the operation 
to rotation and start performing the rotation gesture. During the first stage of this gesture 
change from scale to rotation, the object will still continue with the scaling operation. 
When the difference between the current gesture and the first remembered gesture 
reaches a certain threshold, the rotation gesture will take effect and the object will jump 
back to its original size before starting to rotate. 
 
At the end, the experiments by Nacenta et al. (2009) showed that “Magnitude Filtering” and 
“First-touch Gesture matching technique” were the most successful methods for manipulation 
separability. Apart from the techniques present in this literature, there are also other techniques 
used for the separability such as typical Pin functionality that is used in many applications 
nowadays and using different number of touch to separate different operations (Hancock et al., 
2007). 
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2.4.2 Techniques for 3D scene manipulation using touch interaction 
Arcball (Shoemake, 1992) is one of the popular methods to implement rotation operation for 
mouse interface. The technique uses the metaphor of spherical surface to calculate the angle and 
axis of rotation from the movement of a mouse pointer on the screen. This technique allows the 
rotation to be possible on any axis of rotation. Therefore, it can be used for both free and 
constrained rotations. Arcball technique was extended by Kratz and Rohs (2012). The technique 
was improved by using the Gaussian function to make the change from z-axis rotation to x-axis 
or y-axis rotation smoother. In addition, Kratz and Rohs (2012) used “iPhone Sandwich” to 
extend the half-sphere to a full sphere metaphor. However, Arcball is the technique focusing on 
rotation only.  
 
“Sticky fingers and Opposable thumbs” (Hancock et al., 2009) is the technique that can 
manipulate virtual 3D model with 6 Degree of Freedom (DOF). In this technique, the user can 
use two fingers to rotate along the z-axis and move along x-axis, y-axis, and z-axis. (The author 
takes the scale as the moving toward or outward a camera along the z-axis because the real rigid 
body cannot be scaled). To rotate along x-axis and y-axis, the third finger (opposable thumb) will 
come into play. With this third finger, the object will rotate along the axis that is orthogonal to 
the direction of the finger’s movement (Figure 2.13). 
 
Figure 2.13: y-axis Rotation by using opposable thumb; from Hancock et al. (2009) 
  
Reisman et al. (2009) presents a slightly different approach for 3-finger rotation. Unlike the 
technique presented by Hancock et al. (2009) that ignores the role of the first two fingers in the 
3-finger rotation, the 3-finger rotation proposed by Reisman et al. (2009) uses the first 2 fingers 
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to form the axis of rotation and the third finger to define the angle of rotation around that axis 
(Figure 2.14). 
 
Figure 2.14: 3-finger rotation; from Reisman et al. (2009) 
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3 Research Methodologies 
This chapter presents briefly the set of methods that I employed in this master thesis project. I 
start the chapter with the short explanation of quantitative research methods before continuing 
with qualitative research methods. After that, I present the two main approaches that I applied 
throughout my study, experimental research and usability testing. 
3.1 Quantitative research methods 
Quantitative research methods focus on the breadth of the data. The examples of methods in 
quantitative research are surveys distributed to a wider public. The types of data generated by the 
methods in this type of research are usually numerical and statistical data. Even though I did not 
employ the methods of this research approach in my project with the wider population, I did use 
a short survey to gather data from participants after usability testing sessions. I also collected 
some quantitative data from my experiments and used some statistical tool such as t test (Lazar et 
al., 2010) in my study. 
3.2 Qualitative research methods 
Qualitative research methods focus on the depth instead of the breadth of the data. Usually, the 
data is in a descriptive format such as interview note, observation note, audio and video 
recordings. This section explains the detail of qualitative research methods I conducted in this 
master thesis project. 
3.2.1 Observation 
Observation is one of the common methods for qualitative research. The power of this method is 
the ability to see “Distinction between what people do and what they say” (Blomberg et al., 
1993).  Blomberg et al.( 1993) also mentions two types of observation as follows: 
 
● “Fly on the wall”- It is an unobtrusive approach for observation where a researcher tries 
to passively observe some certain activities. Because the feeling of being observed by a stranger 
can impact the natural behavior of informants, one of the difficulties of this approach is that it 
requires the researcher to adapt some local cultures and it might take some time before the 
researcher is accepted as a familiar part of informants’ communities and activities. 
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● Participant observer - As opposed to the previous approach, this type of observation 
requires a researcher to participate in activities while also taking a role of an observer. The 
advantage of this approach is that the researcher gains first-hand experiences from the 
participation. However, trying to observe, e.g. taking a field note, and participate in an activity at 
the same time might pose some difficulties to the researcher. As a result, some researchers end 
up having to write their field notes at the end of the day when they finish their field works. 
 
In this master thesis project, I used “Fly on the wall” approach in usability testing sessions and 
experiments in order to observe how participants in these sessions interacted with the touch 
screen technology without influencing their activities. 
3.2.2 Interview 
In a real field work, researcher can use interview as a complement of observation methods in 
order to gain more understanding about questions that could arise during the course of 
observation. Crang and Cook (2007) also mentions that the process of observation and interview 
method can become mutually involved. For example, the researcher could have an ad-hoc 
informal interview with participants when he/she observes some interesting activities performed 
by participants. Crang and Cook (2007) also mentions three types of interviewing as follows: 
 
● Highly Structured interview - For this type of interview, the researcher has a set of 
predefined questions and asks those questions to participant in a specific order in the interview 
session. 
● Semi-Structured interview – The researcher has only some rough guidelines before the 
Semi-Structured interview. Therefore, the interview session could be led into unexpected areas 
and the researcher could discover some interesting information based from this flexibility. 
● Unstructured interview - This type of interview can be seen as an informal conversation 
between the researcher and participant. 
 
In this master thesis project, I conducted the semi-structured interview after every formative 
usability testing session in order to gain more knowledge about my problem area. I used 
unstructured interview with employees at the company to gain more understanding about their 
existing products and the requirements for the prototype on the iPad. Furthermore, I applied the 
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unstructured interview method at the end of summative usability testing and experimental 
sessions to gain more understanding about the issues and behaviors of participants. 
3.2.3 Video recording 
Video recording can be useful when researchers want to look back to examine their previous 
sessions, for example usability testing sessions, in the past. Blauhu and Buur (2009) explain 
three different styles of video recordings as follows: 
 
● “The Surveying Camera” - The camera with this recording style will be placed at a 
respectful distance from an informant. Thus, it also records the environment of the informant 
while he/she performing a specific activity. There will be no interaction between the cameraman 
and the informant because the purpose of this style of camera recording is to let the activities 
happen naturally in a setting. 
● “The Composing Camera” - This style of camera recording will closely focus at 
informant’s activities. However, the cameraman still keeps a certain distance from the informant. 
The cameraman can ask question and listen to informant’s answers during the recording but it 
should not interfere too much with the informant’s activities. 
● “The Engaging Camera” - In this style of recording, the camera is looked like a part of 
informant’s activities. The informant will interact directly with the video camera during the 
recording session. Some researchers use one hand to hold the camera while using the other hand 
for a pointing gesture in this recording style. 
 
In this master thesis project, I used both The Composing Camera” and “The Engaging Camera” 
in usability testing sessions and experiments. The former was to record postures of participants 
from the middle-ranged distance and the later was used to focus on participants’ hands during 
their interactions with the touch screen. 
3.3 Experimental Research 
Experimental research is widely used in many studies in the field of Human-Computer 
Interaction (HCI). Unlike the other research approaches, e.g. Descriptive and relational 
investigations, the experimental research can be used to discover the causal effect of different 
variables (Lazar et al., 2010). This section gives a brief explanation about important 
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characteristics of the experimental research and different types of experimental design. Finally, 
some limitations of this research approach are presented at the end of this section. 
3.3.1 Characteristics of experimental research 
Lazar et al. (2010) mentions that the experimental design contains three different important 
elements as follows: 
 
● Unit - For the studies in the field of HCI, unit usually means a human subject. 
● Treatment – It is the condition of different controlled variables that researchers want to 
study, for example, the type of devices, text-entry techniques, type of interaction, etc. 
● Assignment method – it is the method to assign different units to different treatments. 
 
A proper management of the three components above will empower the experimental research as 
an approach that can discover the causal effect among different variables. In order to achieve this 
goal, the treatments need to be controlled by changing only the variables of interest in a study 
while keeping the other variables the same as much as possible among different treatments. In 
addition, the assignment method needs to be totally randomized in order to ensure that the 
experiment is free from intended and unintended biases. 
3.3.2 Hypothesis in experimental research 
Every experiment starts with an aim to prove or disprove a specific hypothesis. There are two 
types of hypotheses (Lazar et al., 2010) in experimental research as follows: 
 
● Null hypothesis - This hypothesis states that the different treatments will not cause any 
differences in results 
● Alternative hypothesis - On the contrary, this hypothesis will state that different 
treatments will cause some differences in results. 
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3.3.3  Dependent Variable and Independent Variable 
The hypothesis in experimental research mentioned previously usually contains two types of 
variables (Lazar et al., 2010) as follows: 
 
● Independent variable (IV) – This is the variable that is manipulated by researchers in 
different treatments. This variable is considered a cause of a specific phenomenon. 
● Dependent Variable (DV) - This variable is the outcome of different treatments. It could 
be seen as a consequence of manipulating the IV. 
3.3.4 Designing an experiments 
In experimental research, there are three ways to design and manage the assignment methods, 
units and treatments. Lazar et al. (2010) gives the explanation of the three types and their 
advantages and disadvantages as follows. 
Between-Group design 
In this type of design, each group of participants will attend only one type of treatment. The 
advantage from this type of design is that it is a clean design and participants will become less 
fatigued compared to the Within-Group design because they have to only perform tasks under a 
controlled condition of one treatment. However, this type of design will require a lot of 
participants if the experiment contains several treatments. In this study, I used this type of design 
in the first experiment (more detail is provided under chapter 6) to compare performance of 2 
touch techniques. 
Within-Group design 
In this type of design, one group of participants will attend all treatments of an experiment. The 
obvious advantage of this design is that it involves less number of participants because only one 
group is required. In addition, this design makes it easier to observe the changes of the same 
participants when they attend different treatments. However, in this type of design, there is a risk 
of “learning effect”, the effect that one participant might perform better in the later treatments 
because they have learnt something from the previous ones (Lazar et al., 2010). In this master 
thesis project, I used this type of design in the second experiment (more detail is provided under 
chapter 6) to compare performance between touch and mouse & keyboard interface. 
Split-plot design 
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This type of design combines the previous two together and is used in the experiments that 
contain more than one IV. For example, in an experiment that contains two IVs, the Between-
Group design will be used for the first IV and the other IV will be managed by using Within-
Group design. 
3.3.5 Limitation of experimental research 
In order to control the variables in different treatments, experiments have to be arranged in 
laboratory environments. Therefore, while gaining information about the causal effects from the 
strictly controlled environment, the results might not be generalizable to the other settings 
because the artificial environment in laboratory could influence the participants’ performances 
during the experiments. For example, there might be a risk of “Hawthorne effect”, the effect that 
make participants perform better because they know that they are being observed during the 
laboratory experiment (Lazar et al., 2010). 
3.4 Usability testing 
Usability testing is an industrial approach used to identify interface flaws of an application. 
According to Lazar et al. (2010), “Usability testing, in general, involves representative users 
attempting representative tasks in representative environment”, the major goal of usability 
testing is to discover major flows in the user interface for the majority of the target users. 
3.4.1  Recruiting participant for usability testing 
As stated earlier, usability testing requires  representative users to perform the tests. A set of 
representative users can be identified from the target customers and taking into consideration the 
purpose of the application. If the application is designed for specific professional areas, for 
example medical or architectural modeling applications, your participants might be required to 
have the “domain expertise” while the “computer expertise” might not be necessary. On the 
contrary, if the application is designed for general uses, such as the personal organizer 
application on smartphones, a specific “domain expertise” might not be an attribute of your 
interest while you might want to recruit participants with different levels of “computer expertise” 
(Lazar et al., 2010), e.g. people with experiences ranging from novice to the expert smartphone 
users. The motivation toward the computer application might also be a factor that a researcher 
needs to take into account during the recruitment process. Of course, people with high 
motivation toward the new technology will be enthusiastic to participate in usability testing and 
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eager to perform the testing with new interfaces or technologies. However, they could pose bias 
and overlook some deficiencies of the application in the study. On the other hand, people with 
less motivation tend to give a critical judgment and feedback about the application frankly (Lazar 
et al., 2010). Therefore, balancing the profiles of participants in order to gain a reliable result 
from a study is one of the great challenges in conducting usability testing. 
 
Another problem regarding the recruitment of participants is about the number of participant 
needed that will suffice for one study. There are several arguments about this problem. One of 
the most popular answers is that the magic number of five participants can usually discover 80% 
of the flaws of a specific application (Lazar et al., 2010). 
3.4.2 Tasks design for usability testing 
The tasks for usability testing should be clearly explained and easy to be understood by the 
participant. The participant should be provided with a clear instruction about how to follow the 
sequence of the tasks and how the tasks are completed. You can see more examples of the tasks 
in usability testing from chapter 4 and 5 about formative and summative usability testing of this 
project respectively. 
3.4.3 Types of usability testing 
Usability can be mainly separated into two types. Both of them are usually employed at different 
stages of design process. 
Formative usability testing 
This is the type of usability testing which is used in the early phase of design process. It is 
considered an exploratory approach to get the feedback about the early design concept from 
participants. The prototype used in this testing is called “low-fidelity” prototype (Lazar et al., 
2010). I also applied this type of usability testing in my preliminary study in order to explore the 
problem areas around 3D model manipulation on touch screen in the initial phase of my study. 
Summative usability testing 
Summative usability testing is usually used at the end of a design project to evaluate the final 
prototype. The prototype in this testing is called a “high-fidelity” prototype (Lazar et al., 2010). 
This type of usability testing focuses on the quantitative measurement of different attributes. The 
38 
common attributes for measurements in summative usability testing are time performance, error 
rate and user satisfaction (Lazar et al., 2010). 
3.5 Ethics in conducting research with people 
In this section, I explain the meaning of ethics and its importance to a research project. At the 
end, I describe the concept of informed consent which I applied throughout the course of my 
study. 
3.5.1 What is ethics? and Why is it important? 
I found that Resnik (2011) give a good definition of ethics as follow: 
 
“norms for conduct that distinguish between acceptable and unacceptable behavior” 
(Resnik, 2011) 
 
People learn about ethics or the norms of conduct through the course of their life in different 
social contexts, e.g. their families, schools, working places and their colleagues within the same 
disciplinary. Different social contexts have their own norms that influence ethics. Ethics is 
opened for interpretation and more informal compared to laws. Different people in the same 
social contexts can interpret their norms differently (Resnik, 2011). Resnik (2011) also shows the 
important roles of ethical norms for research, for instance, it helps directing the research toward 
proper aims, it encourages values that support collaboration among researchers, it promotes the 
research to be more responsible for its social contexts and, in return, it helps the research project 
get supported or funded from social institutes. 
3.5.2 Informed consent 
Informed consent is a concept that was originated from ethical issues of medical research 
experiments conducted in the mid-20th centuries (Lazar et al., 2010). There are two important 
parts of this concept. First, it ensures that participants are informed about all important 
information about an experiment, e.g. purpose of the study, duration of an experiment, 
procedures, potential risks and compensation for attending the experiment (Lazar et al., 2010). 
Secondly, the participations need to be voluntary. The participants must not be forced to join an 
experiment (Lazar et al., 2010). 
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Normally, in the standard procedure of conducting an experiment with human, the participants 
will be given an informed consent form before attending a research project. The form will 
contain all important information about the study I mentioned previously. After the participants 
sign the form, researchers will give a copy of the form to the participants while the original form 
will be kept by the researchers. 
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4 Preliminary Study 
This chapter presents the detail of my preliminary study during the first four months of my 
master thesis project. This chapter starts with the background information of Schlumberger, the 
company that I worked for as intern throughout the course of this research project. After that, I 
describe the purposes of this preliminary study before explaining in detail about the design 
process during the development phase of the preliminary prototype, which was used in the 
formative evaluation at the end of this study phase. Then, I explain the design of the formative 
evaluation with participants. This chapter ends with the results and findings from the evaluation 
sessions that led me to the design of the final prototype and touch techniques which could 
potentially be used to improve the issues about high precision touch interaction for 3D 
visualization. 
4.1  Schlumberger 
My internship at Schlumberger lasted from January until the end of December 2012. I found that 
the official website of the company (Schlumberger, 2011) provides a good and brief explanation 
of what the company does:  
 
“Schlumberger Limited (NYSE:SLB) is the world's leading oilfield services company supplying 
technology, information solutions and integrated project management that optimize reservoir 
performance for customers working in the oil and gas industry. Founded in 1926, today the 
company employs more than 115,000 people of over 140 nationalities working in approximately 
85 countries.” - Schlumberger (2011). 
 
The company has two main business segments as follows: 
● Schlumberger Oilfield Services “supplies a wide range of products and services from 
formation evaluation through directional drilling, well cementing and stimulation, well 
completions and productivity to consulting, software, information management and IT 
infrastructure services that support core industry operational processes.” - Schlumberger 
(2011) 
● WesternGeco “is the world's largest seismic company and provides advanced acquisition 
and data processing services.” - Schlumberger (2011) 
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Schlumberger invests lot of resources in the area of Research and Development (R&D) segments 
every year. For example, in 2011, the company invested $1.1 billion for R&D in oil field 
activities (Schlumberger, 2011). Schlumberger considers this significant investment as a long-
term strategy to support the technology growth of the company in the future. The part of the 
organization I worked with during the course of my project is Schlumberger Information 
Solutions (SIS). SIS provides information management, software technology and infrastructure 
service which can be used to support workflows of oil and gas companies (Schlumberger, 2011). 
4.2 Setting the Goal 
The primary goal in my preliminary studies was to understand and discover possible problems 
that could arise when people interact with 3D visualization on touch screen device. My 
secondary goal was to get feedback for future improvement of the prototype in different areas, 
for example, the layout of the User Interface, color scheme of the application and the possible 
additional features that could lead me to other interesting research areas for touch screen. 
Furthermore, this phase was a great opportunity for a new intern and research novice at the 
company like me to contact and get to know different people in the company. Hence, my tertiary 
goal was to get engaged with people at the company so that I can involve them in my research 
project in the future. 
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4.3 Design process of the preliminary Prototype 
This section explains the design process of the preliminary prototype during my first months at 
the company. The design process of the preliminary prototype is illustrated in the figure 4.1 
below. 
 
 
Figure 4.1: design process for the preliminary prototype. 
 
 
“Initial Study” is the term describing basically my familiarization with the development 
environment at the company, study of the company’s existing application for displaying 3D 
visualization which users can manipulate via mouse and keyboard interface. A manager at the 
company also briefed me about his vision of the iPad application that could support similar 
activity. This was to be something I could research and develop.  
 
After finishing the Initial Study, I entered into iterative development cycles and each cycle 
comprised of the following three activities: 
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● (Re) prioritize requirement - The purpose of this activity was to organize the list of 
existing requirements and also newly added requirements according to their priorities at the 
beginning of the iteration. 
● Develop prototype - This activity was primarily for coding in order to develop the 
prototype according to the priorities set from the previous activity. The hardware I used for my 
development was iMac with Xcode 4 installed and the prototype was run on the iPad2. 
● Unstructured interview with mentors - The purpose of this interview was to gain 
feedback about the prototype developed from the previous activity. I had three mentors involved 
during the design process of the preliminary prototype. All of them are software engineers, who 
are working in a software project that is related to 3D visualization and manipulation at the 
company. 
 
According to Figure 4.1, there were in total four iterations before I completed the preliminary 
prototype and each iteration focused on the different themes of requirements as described bellow. 
4.3.1  Iteration 1: 3D Visualization and manipulation  
This was the iteration which involved implementing 3D visualization and manipulation 
functionalities for the prototype. I will skip the detail about 3D visualization implementation, for 
examples, surface construction, shading and shadowing techniques, because they are not relevant 
to the focus of this master thesis. Before going into detail of the implementation about different 
gestures for 3D manipulation, I would like to give an introduction about the axis system I use 
throughout this master thesis report. The x- and y-axis are the axes that form the touch plane of 
the iPad2 device and the z-axis is the axis that points outward the plane (Figure 4.2).  
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Figure 4.2: x-,y- and z-axis system on the iPad2 
 
As for the 3D manipulation functionalities, I started with the implementation of touch gestures 
for rotation. I decided to choose one-touch gesture for the rotation because it aligned with the 
existing interactions used for rotating the 3D model on the current desktop application of the 
company. (Making the interaction consistent with the desktop application contains some benefits 
to the company because it will be easier for the existing customers to migrate to this iPad 
application when it is made for commercialization in the future.)  The desktop application 
employs similar techniques as “Arcball” (Shoemake, 1992) for the rotation by using mouse 
pointer. However, “Arcball” (Shoemake, 1992) requires a lot of mathematical knowledge and 
development time. In addition, without a proper fine-tuning of Gaussian function (which could 
also take a lot of development time), the method could pose some frustration to the user when the 
transformation is changed from rotation along x- or y-axis to z-axis (Kratz and Rohs, 2012). As a 
result, I decided to adopt the method “Rotation by using opposable thumb” (Hancock et al., 
2009), which is simpler in term of user’s interaction and implementation in my opinion. While 
the original method uses three-touch gesture, I adopted the technique by using only one-touch 
gesture. In my implementation, the application performs the rotation operation by rotating a 3D 
model along the axis that is orthogonal to the direction of the finger’s movement (Figure 4.3) 
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Figure 4.3: The movement of one touch (blue arrow) and the axis of rotation (red dashed arrow) 
 
However, there was a limitation of the one-touch rotation because a user cannot perform rotation 
along the z-axis using this method. Therefore, I implemented another two-touch gesture for the 
rotation along the z-axis. For this gesture, users have to move their 2 fingers like they want to 
draw a circle on the touch screen. Another way to explain this gesture is to represent the gesture 
with a line segment drawn between both touch points (p1 and p2 in Figure 4.4a). This gesture 
will be activated when the line segment rotates along its center point (Figure 4.4 a). 
 
I also used two-touch gestures for translation and scale operations. Using the line segment I 
mentioned earlier as the gesture representative, the translation operation will be activated when 
the line segment is moved up, down left or right without changing its size and angle (figure 4.4 
b). The scale operation will be activated when the line segment length is longer or shorter (figure 
4.4 c). I did not implement the translation along the z-axis because the scaling operation can be 
seen as a translation along z-axis, e.g. the object being bigger means that it is moving toward 
user’s eyes and vice versa. 
End 
Touch 
Position 
Start 
Touch 
Position 
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Figure 4.4a - c: The gesture representatives as a line segment for z-axis rotation, translation and 
scale respectively. 
 
After finishing the implementation, I conducted an unstructured interview with my mentors to 
gain feedback about my implementation. I received positive feedback from the gestures I 
implemented for the prototype. However, one of my mentors gave a suggestion that the gesture 
recognition seemed to be unstable, e.g. the 3D model was also scaling while he was performing 
translation operation. 
 
To improve the stability of the gesture recognition, I decided to implement the “Magnitude 
Filtering” manipulation separability technique (Nacenta et al., 2009). I used the following ratio 
for each two-touch gesture recognition process. 
● z-axis Rotation - The gesture will be activated when the representative line segment’s 
angle of rotation is changed more than 5
o
 
● Translation - The gesture will be activated when the representative line segment’s 
position is changed more than  30 pixels 
● Scale - The gesture will be activated when the representative line segment’s length is 
changed more than 25 pixels 
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4.3.2 Iteration 2: Connection to server 
In this iteration, most of the development activities were about network programming and 
protocol used for communication between client (the iPad application) and server. Because it is 
not an area of study I focus on, I will skip the details on this iteration. However, at the end of this 
iteration, I received a feedback and suggestions about the general UI design concepts of the 
application which will be explained in more detail in Iteration 3. 
4.3.3 Iteration 3: User Interface (UI) development  
This iteration focused on the design of overall UI of the application. At the end of previous 
iteration, one of my mentors gave me a brief concept of the UI he wanted that it had to be easy to 
understand and leave, as much as possible, space on the screen for 3D model visualization and 
manipulation. As a designer, I also added some standard UI design concepts of Apple (iOS 
Human Interface Guidelines, 2012) into my implementation. I also kept in mind that the UI had 
to be finger friendly.  I found that the combination of Apple’s Toolbar UI (iOS Human Interface 
Guidelines, 2012), which can be used to provide the user with fundamental command buttons at 
the top, and Popover UI (iOS Human Interface Guidelines, 2012), which can be used to display 
more detail of the fundamental commands when it is necessary, would help the application save 
its space for the interactions with 3D model. As a result, the first page of the preliminary 
prototype looked like the Figure 4.5a below. 
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(a) 
     
(b)                (c) 
Figure 4.5a - c: First page of preliminary prototype and the popover menu 
     
There were two main menu buttons in the toolbar meant for project selection (Figure 4.5b) and 
3D model selection (Figure 4.5c). Popover menu of each main menu was to be popped up when 
users tapped on the main menu buttons in the toolbar. In Popover UI, I decided to use a simple 
list structure to display all available project and 3D model names alphabetically. Additionally, 
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using Apple’s standard UI elements automatically made the application finger friendly. After 
finishing the development, I had another unstructured interview with my mentor to test out the 
UI design and I again received a positive feedback on the UI.  
 
Note: The “annotation” menu that may be seen in Figure 4.5a-c will be explained more in the 
next iteration and the other UIs you might notice in the Figure 4.5a-c are for server and cache 
configuration which will not be explained as it is not in the scope of this master thesis. 
4.3.4 Iteration 4: Annotation features 
The main focus of this iteration was annotation features. I received a new requirement about the 
annotation feature at the end of the third iteration. The purpose of the feature was to let different 
users be able to give feedback on the colleagues work by sending comments via annotations back 
to the server.  
 
 For interactions with annotations, I used long-pressed gesture of one second for the insertion 
action of a new annotation point and used a single tap as a gesture for the selection of existing 
annotation points on a surface (Figure 4.6). If users tapped on any of the annotation points on the 
surface, they would be prompted by a Popover dialog displaying the detail of the annotation and 
buttons for three different actions, “Set Text”, “Post” and “Delete” (Figure 4.6). The “Set Text” 
button was the command to save the text of the annotation. The “Post” button was the command 
to communicate with server. The “Delete” button was the command to delete the selected 
annotation. In addition, users could tap at the white rectangle area of text field (Figure 4.6) to 
edit the text (the on-screen keyboard will appear automatically when users tap on the area).  
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Figure 4.6: Points of annotation (white dots) on a surface and annotation Popover dialog which is 
appeared after user tap at a point of annotation. 
 
In order to enable these annotation features, a user had to tap at the orange “Annotation” button 
at the toolbar and the button will then turn to green, as shown in Figure 4.7. 
 
 
Figure 4.7: Annotation button in the toolbar when it is disabled (top) and enabled (bottom) 
 
4.4 The design of Formative evaluation (Usability Testing) 
After the 4 iterations, the prototype became more stable and concrete enough to conduct some 
usability testing sessions with different user groups. Therefore, I started to design the formative 
evaluation (Lazar et al., 2010) for the preliminary prototype. This section explains in detail about 
the tasks designs, the participants and the data collection methods of this formative evaluation. 
4.4.1 Tasks 
As formative evaluation is an exploratory approach, I designed the session in a way that left a 
certain degree of flexibility for unexpected activities or issues that may occur. As a result, I 
decided to only brief participants with the overall functionalities of the prototype at the 
beginning of the sessions and let them play around with the prototype to discover the details of 
these functionalities by themselves. However, I produced a shortlist of functionalities for myself 
51 
to ensure that participants explored a completed set of functionalities of the prototype. In the case 
that some participants could not discover some features, I used this shortlist as a map to guide 
them to the unexplored areas accordingly. The detail of the shortlist can be grouped into 3 areas 
as follows: 
 
Area 1: UI Navigation 
The area comprises of the two main menus to select different projects and 3D models to be 
displayed on the screen (Figure 4.5 b-c). It also includes the user feedback on the overall look 
and feel of the prototype. 
 
Area 2: 3D Manipulation 
The functionalities in this area are the different gestures for 3D manipulation which cover one-
touch rotation, 2-touch z-axis rotation, 2-touch translation and 2-touch scale (You find more 
detail about these gestures in the section 4.3.1). 
 
Area 3: Annotation functionality 
The functionalities in this area can be separated into two categories as follows: 
1 Gestures to manipulate annotation point: These gestures are the long-pressed gesture to 
add a new annotation and the single tap gesture to select the existing annotations. 
2 User interface: It is comprised of the annotation enable button in the toolbar and the 
annotation dialog that contains “Set Text”, “Post” , “Delete” buttons and a Text field 
(Figure 4.6) 
4.4.2 Participant recruitment 
This formative evaluation involved participants from different backgrounds in order to get 
different perspectives from both “domain expertise” and “computer expertise” (Lazar et al., 
2010). The participant can be categorized into 3 groups as follows: 
● Developers at the company - There were in total four developers participating in the 
sessions. All of them are the software engineers who are working on the current desktop 
product of the company. This is a group of participants that contains both “computer 
expertise” (as they are software developers) and “domain expertise” (as they have some 
experiences on designing software for their customers). 
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● Geologists at the company - There were in total 2 geologists participating in the session. 
Their job roles are to validate the new version of the desktop application before each 
software release. This participant group is considered as a group of “domain expertise”. 
● Informatics student - There were also 3 informatics master students participating in the 
sessions. This is the group that contains only “computer expertise”. 
4.4.3 Data collection methods during the formative evaluation sessions 
The formative evaluation sessions were arranged in a private room. The iPad was placed on a 
table in front of participants and they would sit on a chair while interacting with the device and 
the prototype (Figure 4.8). The session lasted around 50 - 60 minutes, 30 - 40 minutes for 
interaction with the prototype and 15 -20 minutes for interview and a short survey after exploring 
the prototype. 
 
           
Figure 4.8: Setting of the formative evaluation session 
 
During the formative evaluation sessions, I applied the following data collection methods. 
● “Fly on the wall” Observation - After giving a brief introduction to participants at the 
beginning of the sessions, I passively observed how participants interacted with the device 
without me interfering them. The purpose was to find out how participants naturally interacted 
with the device and prototype, e.g. their postures and hand positions. 
● Semi-structure interview - During the course of observation, I took some notes if 
interesting things happen. After participants finished the testing activities, I used the semi-
structure interview technique to gain clarification or confirmation about the things that I had 
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noted down with them. I also used the shortlist in section 4.4.1 to ensure that I covered all 
functional areas during the interview. 
● Short survey - After finishing the interview, I provided each participant with a short 
survey (Appendix #1) in order to evaluate prototype’s functionalities and user satisfaction levels. 
● Video and audio recording - I employed the middle range video camera recording style, 
which was “The Composing Camera” (Blauhu and Buur, 2009) throughout the sessions. This 
was to ensure that I can go back and do further analysis of the participants’ interaction later. 
4.5 Findings from the formative evaluation 
The findings from the formative testing sessions can be separated into two types which are the 
qualitative data from observation, interview and analysis of video recording and the quantitative 
data from the short survey at the end of each session. 
4.5.1 Qualitative data 
Based from observation, interview and analysis of video recording, the qualitative findings can 
be categorized into different groups as follows. 
 
3D Manipulation gestures 
All nine participants showed positive feedback toward the direct-touch manipulation. Two 
participants gave advice that the prototype should contain minimal number of UI elements such 
as buttons and switches and, instead, use different innovative gestures to perform different 
commands and actions. There were also two participants who seemed to expect some action 
from performing a double tap gesture. In addition, five out of nine participants suggested that 
there should be a gesture to reset the scene back to default camera view point. 
 
Even though I had implemented “Magnitude Filtering” for manipulation separability, I noticed 
that five out of nine participants had a problem with the gesture recognition during the session 
and they said that the gesture recognition of the system was too sensitive. Two participants, who 
were software developers, suggested the solution that the gesture recognition would be more 
stable if the prototype did not allow the change to other gesture after a specific gesture had been 
activated and performed.  
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Annotation functionality 
All participants seemed to have a problem with a long-pressed gesture because they did not 
realize how long they had to wait before the system would respond to the action. Therefore, 
some types of visual or audio feedback were required to improve the discoverability of this 
gesture. Furthermore, I noticed that all participants had a problem with the data point selection 
operation. Sometimes, they cannot precisely select a point of annotation and attempted to tap on 
the screen many times before they can complete the selection action. It was also hard for them to 
notice a new added annotation after performing the long-pressed gesture because the new little 
point was hidden underneath their own fingers tip. 
 
Overall UI and the Look and feel  of the prototype 
One participant had a concern about the scalability of the UI if the prototype contained more 
settings and functionalities in the future. He suggested that it would be nice to investigate more 
about the different UI layouts of existing iPad applications which could be applied to the 
prototype. He also suggested that the black background would be more suitable for the 3D 
model. In addition, three participants suggested that it would be nice to have a semi-transparent 
background in Popover menu so the menu did not obstruct the visualization of 3D model when 
they made changes in the menu.  
4.5.2 Findings from the short survey 
This section presents the quantitative data collected from the short survey at the end of each 
formative testing session (You can find all questions and results from Appendix#1). None of the 
participants thought that the touch-based was harder to use when compared to the same kind of 
application with mouse & keyboard interface and all of them gave a very high satisfaction rating. 
As for the touch gestures, Most of the participants found that the one-touch rotation was the 
easiest gesture to learn while the long press gesture for adding an annotation was the hardest one 
for them to learn how to use. Two-touch scale was the most comfortable gesture among other 
two-touch gestures for participants to perform. On the opposite side of the spectrum, a number of 
participants seemed to have a problem in performing the two-touch rotation gesture. 
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4.6 Improvements toward the final prototype 
The findings about precision problems in annotation functionality from the formative evaluation 
led me to formulatemy research question and the literature search in the area of data precision 
problem and other relevant topics I mentioned in the chapter 2. In addition, it brought a lot of 
improvements to the design of the final prototype which was also used as a tool for my 
summative usability testing and experiments, which will be explained in chapter 5 and chapter 6 
respectively. In this section, you will find detail descriptions of the improved prototype. 
4.6.1 Improvements on UI and color theme 
According to the feedback from the participants, I decided to change the background color of the 
application to black and make the UI semi-transparent. However, there was a technical limitation 
of the Popover UI because it cannot be configured to be transparent. Trying to find a new UI as a 
replacement, I did some research on the different UIs of iPad applications and found that an 
adapted version of “Split View” (iOS Human Interface Guidelines, 2012) would suit this 
requirement. As a result, in the new design, I split the main display area into two parts as 
follows: 
● Sidebar menu - This area contains three different tabs, Projects (Figure 4.9a), Inputs 
(Figure 4.9b) and Settings (Figure 4.9c). The first two tabs are equivalent to the Popover menu 
for projects and 3D models selection respectively. The Setting tab is a place for all application 
configurations, which could be scalable for any new settings in the future. To save as much space 
as possible for the 3D manipulation, the prototype will display the Sidebar menu only when user 
tab on the button on the top left of the application (Figure 4.10 a-b) 
● 3D visualization area - This is the area where users visualize the 3D model. 
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(a)      (b)    (c) 
Figure 4.9a-c: Projects, Inputs and Settings tabs respectively in sidebar UI 
 
      
(a)       (b) 
Figure 4.10a-b: The default view of the prototype (a) and when the sidebar UI appeared 
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4.6.2 Gestures improvements 
Based on participants’ feedback, the improvements of the gesture in the final prototype can be 
grouped into three categories as follows. 
 
Stability improvement for gesture recognition 
According to the finding about stability of gesture recognition mentioned in previous section, I 
decided to modify my implementation of gesture recognition to use “Magnitude Filtering” for 
choosing an activated gesture at the beginning only. Once the gesture was recognized, the system 
would not allow users to change to the other gestures unless users canceled the action by 
releasing their fingers from the touch screen. 
 
Introduction of new gestures 
After observing two participants expected some response from performing double-tap gesture in 
the formative evaluation sessions, I decided to implement an operation that allowed zooming at a 
specific point, the same operation as the one in Google Map application, when users performed 
double tap gesture on the final prototype (Figure 4.11 a-b) 
 
      
(a)     (b) 
Figure 4.11a-b: Before and after double-tap zooming operation. The double circle in (a) 
represents the double-tapped point. 
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I also did some experimenting by implementing the double-tap with two touch gesture for 
returning the camera view to default view. (Figure 4.12a-b) 
 
      
(a)     (b) 
Figure 4.12a-b: Before and after the double-tap with two touch gesture. The double circles in (a) 
represent the double-tapped points and (b) represents the default camera view of the 3D scene 
     
Gesture feedback improvements 
I decided to show the “Activity Indicator” (iOS Human Interface Guidelines, 2012) during the 
time when user were waiting for the response from long-pressed gesture in order to let them  
aware that there was some action happening (Figure 4.13). 
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Figure 4.13: The “Activity Indicator” appears at the touch point (white circle) of the long-
pressed gesture. 
4.6.3 Annotation dialog improvements 
In the final prototype, there is a new feature that moves the existing annotation to a new position 
on the surface by performing the long-pressed gesture on the existing points of annotation and 
dragging them to the new locations. The annotation dialog will be minimized when the moving 
operation is activated to make users aware of the mode of operation and make the dialog be less 
obstructive to the 3D scene in the background (Figure 4.14 a-c) 
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(a) 
 
(b) 
 
(c) 
Figure 4.14a-c: The moving operation from starting the long-pressed gesture at the existing point 
(a), the annotation is ready to move (b) and the annotation is moved to a now place (c). The 
white circle represents the long-pressed point. 
 
In addition, there was feedback on the annotation dialog box saying that it contained too many 
buttons. Therefore, I decided to remove the three buttons and replace them with the following 
gesture to perform the same kind of commands in the final prototype. 
● “Delete” command - Users can activate this command by dragging the annotation dialog 
to the recycle bin icon at the bottom left of the screen (Figure 4.15a) 
● “Post” command - Users can activate this command by dragging the annotation dialog to 
the server icon at the bottom right of the screen (Figure 4.15b) 
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(a)           (b) 
Figure 4.15a-b: Performing the gestures to delete (a) and post (b) the annotation to server. 
 
As for the “Set Text” button, I modified the mechanism of the final prototype to automatically 
save the text every time users edited it. Therefore, there was no need to have to the “Set Text” 
button anymore (Figure 4.16).  
 
Figure 4.16: The new annotation dialog 
4.6.4 Addressing the precision problems 
From the findings presented previously, to address the problem of small target point selection in 
the annotation feature, I decided to design a solution based on the following techniques I found 
in my literature search (You can find more detail about the techniques that I mentioned below 
from Chapter 2). 
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● “Take-off” (Potter et al., 1988) - I believe that this simple technique, placing a “Take-
off” cursor (Figure 4.17) on top of the finger, could remedy the precision problem in the human 
finger and solve the issue where a newly added point is hidden beneath the user’s finger.  
 
Figure 4.17: The “Take-off” cursor above the touch point (the white circle) 
        
● X-Menu (Benko et al., 2006) - Instead of controlling the differing speeds of the cursor, I 
implemented an onscreen menu to activate different commands that “Add”, “Move” and 
“Place” an annotation to a specific position (Figure 4.18a-c). I call this a “Command” button 
and it can dynamically move along with the “Take-off” cursor in “Unimanual Cursor Method” 
or be statically placed at a specific location on screen in “Bimanual Cursor Method”. The details 
of both methods will be explained later in this section. 
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(a)                                               (b)                                             (c) 
Figure 4.18a-c: The “Command” button represents the three commands: (a) “Add” command 
when the cursor points at a blank area, (b) “Move” when the cursor points at the existing 
annotation and (c) “Place” when the cursor is currently moving an annotation’s position. 
 
● Guiard’s KC theory (Guiard, 1987) - The theory gives me an idea of using the 3D 
manipulation gestures on Non-Dominant Hand (NDH) concurrently with the Dominant Hand 
(DH) controlling the “Take-off” cursor. 
 
In addition, the final prototype allows users to adjust the offset of the “Take-off” cursor and the 
position of “Command” button according to their preferences before use. Users can modify the 
positions of the cursor and button by tapping on the edit button at the bottom left of the screen to 
enter the edit mode (Figure 4.19a) and dragging the cursor and button further away or closer to 
the touch point (the blue dashed arrows in Figure 4.19b represent the movements of the cursor 
and button). As a consequence, the positions of both the cursor and button will be adjusted 
relative to the touch point (Figure 4.19c) 
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(a)      (b)    (c) 
Figure 4.19a-c: The positions of the cursor and button before entering the edit mode (a), during 
the edit mode (b) and after being adjusted from the edit mode (c). 
    
Based from the three techniques above, I found two methods that would address the precision 
problems for 3D visualization as follows: 
 
Unimanual Cursor Method 
This method employs only the first two techniques, “Take-off” and “X-Menu”. The purpose of 
this method is to enable users to use one hand or unimanual interaction with the prototype 
therefore it is not applicable for Guiard’s KC theory of bimanual interaction. Firstly, users have 
to use a long-pressed gesture to activate the “Take-off” cursor on the screen. The “Command” 
button will also appear at a relative distance to the touch point (Figure 4.20a-b).  
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(a)        (b) 
Figure 4.20a-b: The relative distance (blue dashed arrow) to the touch point (white circle) of 
“Command” button when the touch position moves from one location (a) to a new one (b) 
    
This relative distance can be adjusted according to user’s preferences in the edit mode (Figure 
4.19a-c). Users have to keep touching on the screen with their finger and drag the cursor to the 
area where they want to perform a specific action. Keeping the “Command” button moving 
along with the cursor at the relative distance allows users to use another finger from the same 
hand to tap on the button to activate a command. Thus, it allows users to use only one hand for 
the interaction.  
 
Bimanual Cursor Method 
This method applies all of the three techniques: “Take-off”, “X-Menu” and Guiard’s KC theory. 
There are two main differences of this method compared to the “Unimanual Cursor Method”. 
● Users can, in parallel, use the NDH to manipulate the 3D scene while they are using their 
DH to control the “Take-off” cursor. 
● “Command” button is statically placed at a specific location on screen (Figure 4.21a-b). 
This design is meant for users to use their NDH to press the button while they use their DH to 
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control the cursor. Users can also adjust the position of “Command” button according to users’ 
preferences by activating the edit mode (Figure 4.19a-c).  
      
         (a)     (b) 
Figure 4.21a-b: The cursor and the “Command” button for “Bimanual Cursor Method” when the 
touch point moves from one location (a) to a new one (b). The cursor moves along with the touch 
point while the “Command” button stays at the same position on the screen. 
    
As a result, there are in total three methods for annotation manipulation in the final prototype, 
which are “Direct Manipulation Method” (the existing method that is inherited from the 
preliminary prototype), “Unimanual Cursor Method” and “Bimanual Cursor Method”. Users 
can select these three methods from the Settings tab. 
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5 Summative Evaluation 
This chapter gives you the detail of the summative evaluation of the final prototype. I start this 
chapter by explaining the goal of the evaluation and how I formulated additional use scenarios 
with people with different roles at the company. After that, I describe the pilot testing and the 
design of my summative evaluation based from the use scenarios and the feedback from the pilot 
testing. Then, I continue with the findings from the evaluation sessions. This chapter ends with 
the discussion of the findings and future improvement of the prototype. 
5.1 Setting the goal 
The primary goal of this summative evaluation was to measure different properties, which were 
Time Performance, Gesture Discoverable Rate and User Satisfaction Rating, of the final 
prototype in the real use scenarios. You can see more detail about the measurement of the 
properties from the section 5.4.4 below. In addition, because the goal was to test the prototype in 
real use scenarios, I describe the detail of how I formulated the potential real use cases of the 
prototype in section 5.2 below. 
5.2 Find out more real use situation at the company 
One obvious real use scenario of the prototype on the iPad is the mobile use on the move, e.g. 
users use the application on the train or car while commuting to offices to review their work or 
the work of their colleagues. However, it was suggested to me by one of my mentors at the 
company that it would be nice to involve more people from different job roles to find out about 
other potential use cases of the prototype. I also thought that this would benefit my research 
project especially for the summative evaluation that needed to be conducted under the real use 
scenarios. As a result, we decided to arrange a brainstorming session with the following 
participants: 
● 2 Software Developers. 
● 2 Geologists whose job role is to validate the software before each product release. 
● 1 Geologist whose job role is to define a list of requirements for the company’s products. 
 
This brainstorming session helped me come up with another new use scenario for the prototype. 
It was the scenario to use the application for project presentation, for example, in a meeting or 
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conference. This is because, compared to normal laptops, iPads are easier to carry around to the 
meeting places. 
5.3 Pilot testing 
Before the summative evaluation, I conducted three short pilot testing sessions with three 
software developers at the company. The purpose was mainly to gain feedback on the final 
prototype and make some adjustments if it was required in order to ensure that the prototype was 
in the ready state for the summative evaluation. It turned out that the prototype received positive 
feedback on the new User Interface (UI) and the stability of the gesture recognition system. The 
participants also felt positive toward the new double-tap gesture to zoom in and reset the default 
camera view (more detail about the gestures is explained in section 4.6.2).  
 
However, two participants in the pilot testing seemed to have a problem handling the moving  
“Command” button (Figure 4.18a-c) in the “Unimanual Cursor Method” (more detail about this 
method is explained in section 4.6.4). The participants found that it was difficult to use the same 
hand for both controlling the “Take-off” cursor (Figure 4.17) and tapping at the “Command” 
button to activate a specific action. They preferred to have the button statically stay in the same 
place and use the finger from another hand to tap it to activate the command. As a result, I 
decided to exclude the “Unimanual Cursor Method” out of this summative evaluation. 
5.4 Design of Summative Evaluation 
This section explains the design of the summative evaluation I conducted. Firstly, I describe the 
task designs, which were derived from the use scenario generated from the brainstorming session 
mentioned in section 5.2. Then, I will explain the group of participants in this evaluation and the 
rational ideas behind the recruitment. At the end of this section, I provide the detail of data 
collection methods and metric of measurements I applied in the sessions with the participants. 
5.4.1 Tasks design 
Because the main purpose of this session was to evaluate the final prototype in real use 
scenarios, I separate the tasks into 2 main use scenarios as follows. 
Scenario#1: Usage for presentation 
Scenario detail: You have to do a presentation with all stakeholders of a project. You decide to 
use this iPad application as a tool for the presentation. 
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Task A: Preparation of the project work on the iPad. 
1 Before the meeting, you load one of the projects you have made onto the server into the 
iPad application (please search for the project that contains the longest list of 3D models) 
2 Then, you want to display 5 specific models (please enable 1 surface model and any 4 
well models). 
 
Task B: Preparation of the annotation on the iPad. 
1 Also, before the meeting, you decide to present some important areas in your model with 
different annotations. So, you add 3 new annotations onto the surface (any places you 
want). 
2 After that, you move the 3 newly added annotations to a new locations (any places you 
want) and edit text content and type of annotation. 
3 Then, you decide to delete 2 annotations (any ones) out of the surface. 
 
Task C: During the presentation time. 
1 During the course of your presentation, you manipulate the 3D model onto the iPad 
application so all participants can see the model you have made thoroughly. (In one 
minute, please try using 1 touch and 2 touch gestures to discover all types of 
manipulation for 3D models) 
2 You also show the comments you have made from the previous tasks to audiences to 
point out the important areas (please tab at 5 different annotation points to see their 
content.) 
 
Scenario#2: Use on mobile 
Scenario Detail: While commuting to the company, you decide to use the iPad application to 
check the work of your peers and give them some feedback. 
 
Task A: Loading a required project work. 
1 You load one of the projects into the iPad application in order to check the models in that 
project (please search for the project that contains the shortest list of models) 
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Task B: Sending feedback to your colleagues. 
1 You want to give feedback on a few areas of the models so you add 3 new annotations to 
the surface, edit their text content and send them to the server. 
 
Task C: Using cursor method. 
1 You want to annotate at a few more precise positions on the surface so you enable 
“cursor mode” (“Bimanual Cursor” Method) to help you insert 3 new annotation points 
on the surface accurately. 
5.4.2 Participants 
The participants in summative evaluation were all internship students at the company. Due to  
time constraint of the employee at the company at the time, I could recruit only internship 
students into this evaluation. However, I managed to find students with different experiences and 
job roles at the company. There were totally four participants. Three of them were the students 
with computer science backgrounds who had different levels of experiences with the company’s 
existing desktop application (They were 6-month experienced, 3-month experienced and 
inexperienced respectively). All of the three worked as software developers for the company. 
The last participant had a background on mathematics and statistics who had worked as a 
software tester at the company for four months. 
5.4.3 Data collection methods 
The same as formative evaluation session, the summative evaluation sessions were arranged in a 
private room. The iPad, with the final prototype installed, was placed on a table in front of 
participants (Figure 5.1). Then, the participants had roughly 15 minutes to complete the tasks. 
After a participant completed all tasks, there was a debrief session to discuss the problems found 
during the session. Participants were then given with the CSUQ questionnaire (Appendix #2) at 
the end to evaluate satisfaction level of the prototype. 
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Figure 5.1: Setting of summative usability testing. 
 
The data collection methods that I employed in the sessions were as follows: 
● “Fly on the wall” Observation - This was the same as what I did in the formative 
evaluation. I passively observed the behaviors of participants while they were interacting with 
the prototype to complete the tasks. 
● Unstructured interview - I used unstructured interview in the debrief session after the 
participants finished all of the tasks. The reason why I applied this method was because I found 
that it was hard to identify the direction of discussion in advance without seeing the real situation 
in the testing sessions. As a result, I decided to leave the conversation open as much as possible 
and let the results in the testing session define the direction of the interview on the fly. 
● Survey - I used CSUQ (Appendix#2) to collect the satisfaction level from participants 
after the debrief sessions. 
● Video and audio recording - I employed the middle range video camera recording style, 
which is “The Composing Camera” (Blauhu and Buur, 2009) throughout the sessions. 
5.4.4 Measurements 
This section explains the three metrics I used to measure the three properties of the Prototype: 
Time Performance, Gesture Discoverable Rate and User Satisfaction Rating. 
 
Time Performance 
This attribute is measured from the duration (in seconds) from the start of a task until participants 
finish the task. I believe that this attribute can be used to detect the potential problematic tasks, 
e.g. tasks that obviously take too long to complete compared to the others that might need special 
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attention to analyze their problem from the video recording. This measurement is applicable for 
all tasks except the task C1 of scenario#1. 
 
Gesture Discoverable Rate (only applicable for scenario#1 Task C1) 
This attribute is measured by dividing the number of 3D model manipulation gestures that users 
can discover by the total number of the available gestures. There are in total six gestures for 3D 
model manipulation in the prototype which are: 
1. One-touch rotation. 
2. Two-touch z-axis rotation. 
3. Two-touch translation. 
4. Two-touch scale (pinch zoom). 
5. One-touch double tap gesture to zoom in at a specific point. 
6. Two-touch double tap gesture to reset to default camera view. 
 
The result of this metric is presented in a form of percentage, e.g. 100% means that a participant 
discovers all gestures and 50% means that the participant discovers only half of the gestures 
available. 
 
User Satisfaction Rating 
This property is measured by the average points from the 19 questions in CSUQ questionnaire 
(Appendix#2). The rating ranges from 1 (the minimum value) to 7 (the maximum value). 
5.5 Findings 
This section explains the results from the summative evaluation with the four participants. The 
findings can be categorized into two groups which are qualitative and quantitative data. The 
qualitative data is generated from observation, interview and video analysis while the 
quantitative data is produced from the survey and measurements metrics that are mentioned in 
section 5.4.4. 
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5.5.1 Qualitative Data 
After analyzing qualitative data, I grouped the results into three categories as follows. 
Findings on overall User Interface (UI) of the prototype 
All four participants gave positive feedback about the semi-transparent Sidebar Menu and the 
black color theme in the final prototype. Anyway, there was one comment for improvement from 
one participant in a debrief session. The feedback was related to the task A1 of Scenario#1 and 
Scenario#2, which were the tasks where the participant had to find the project that contained the 
longest and shortest 3D model list respectively. The participant suggested that, after selecting a 
project file from Projects tab (Figure 4.9a), the prototype should have some extension UI to the 
side of the Projects tab showing the list of models so users did not have to spend an extra tap at 
the Input tab (Figure 4.9b) to see the list of available models of a selected project. 
 
Gesture recognition system 
I observed only a few instances of problems on the new gesture recognition system in the final 
prototype (more detail about this new gesture recognition system is explained in 4.6.2) and no 
participant gave any negative feedback about it during the debrief session. The only problems 
about gesture recognition that I found happened when user tried to activate the two-touch 
translation gesture but they ended up activating the two-touch z-axis rotation instead. I believe 
that the small adjustment of ratios for “Magnitude Filtering” of the two gestures would remedy 
the problem. (The detail about the ratio was explained previously at the end of section 4.3.1). I 
also noticed that the one-touch double tap gesture to zoom in at a specific point and two-touch 
double tap gesture to reset the camera to default view was hardly discovered by the participants 
(only one out of six participants can discover them in task C1 of Scenario#1. You can see more 
detail about this from the Gesture Discoverable Rate value in section 5.5.2 below) 
 
In addition, I observed one more interesting point while participants were performing the tasks 
that were related to the selection of annotations on the screen. Most of the time, participants used 
the zoom gesture (either double tap zoom-in or 2-touch pinch zoom) when they faced some 
difficulties in selecting the small targets. As a result, it seemed to me that the zooming technique 
was a natural way of solving the problem of small target selection for the participants. 
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Annotation 
I found that the new way of removing the annotation and sending annotations to the server 
(Figure 4.15 a and b respectively) caused the two following problems: 
● The recycle bin and server icons could be hidden behind the iPad’s onscreen keyboard. 
Therefore, when the keyboard appeared, participants had to perform one extra step to hide the 
onscreen keyboard before they can complete the functions. 
● In some cases, it required a long traveling distance of the participants’ hands to drag the 
annotation from the top area to the locations of the icons at the bottom of the screen. 
 
Regarding these issues, one participant suggested a simple solution to this problems during the 
debrief session. The detail about this solution can be found under section 5.6.3; “Improvement 
related to annotation functionality”. 
 
As for the feedback on Bimanual cursor method, two participants gave positive feedback that it 
made sense and was easier to use the cursor as a helping tool to add annotations. The other two 
participants felt neutral toward the cursor method and did not give any particular feedback about 
it. However, I observed that none of the participants used their Non-Dominant Hand (NDH) to 
perform the gestures for 3D model manipulation in parallel with the actions of their Dominant 
Hand (DH), which was used to control the “take-off” cursor. All of the participants did use their 
DH to manipulate the 3D model at first, e.g. zoom in or move the scene around, before activating 
the cursor with the same hand to perform a specific action accordingly. The only usage of the 
NDH that I observed during the testing session was to tap at the “Command” button to activate a 
specific action. 
5.5.2 Quantitative Data 
There are three type of quantitative data generated from the summative evaluation sessions 
which are User Satisfaction Rating, Gesture Discoverable Rate and Time Performance. 
 
User Satisfaction Rating from the survey 
The average rating can be seen in figure 5.2 (the scale has the lowest value of 1 and the highest 
of 7). The rating was collected from all 19 questions in CSUQ for each participant. Overall, the 
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final prototype received good ratings from all participants. The detail rating of each question in 
CSUQ from all participants can be found in Appendix #2. 
 
Figure 5.2: Average satisfaction rating from CSUQ (Appendix#2), rating is ranged from 1 - 7 
 
I noticed that Participant 4 gave obviously lower rating compared to the other three participants. 
Thinking that the answers that this participant gave in the questionnaire might provide some 
interesting information on the usability of the prototype, I found that the participant gave ratings 
that lower than the moderate level (rating = 4) on the following questions. 
● Q7: It was easy to learn to use this system  
● Q11:The information (such as online help, on-screen messages, and other documentation) 
provided with this system is clear  
● Q12:  It is easy to find the information I needed  
 
In addition, I also noticed that three out of four participants gave one of their lowest ratings on 
Q11. Therefore, these might imply that there were some issues on the information displayed on 
the UI of the prototype, e.g. some wordings or icons might be hard for the participant to 
understand. 
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Gesture Discoverable Rate 
According to Figure 5.3, only Participant 3 discovered all gestures during one minute time limit 
in task C1 of Scenario#1. The other three participants can only discover four out of the six 
gestures. The two gestures that were not discovered by Participant 1, Paritipant 2 and Participant 
4 were: 
1. One-touch double tap gesture to zoom in at a specific point (Figure 4.11a-b). 
2. Two-touch double tap gesture to reset the camera view to default (Figure 4.12a-b).  
 
You can see the Gesture Discoverable Rate from all four participants in Figure 5.3. 
 
 
Figure 5.3: Gesture Discoverable Rate from 4 participants 
 
Time Performance 
You can find average Time Performance of each task in Scenario#1 and Scenario#2 in Figure 5.4 
and 5.5 respectively. The values in both bar charts are averaged from all four participants. 
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Figure 5.4: Average time performance from each task in scenario#1 
 
Figure 5.5: Average time performance from each task in scenario#2 
 
 
 
 
 
 
78 
5.6 Future improvements of the prototype 
After the four sessions of usability testing, I can summarize the potential areas of improvement 
of the prototype as follows. 
5.6.1 Improvements related to User Interfaces of the prototype 
Based on the findings, one area of improvement of the application’s UI was to provide a way for 
user to check the list of available 3D model right away after they selected a project. In addition, 
the result from CSUQ of Participant4 (Appendix#2) indicated that some onscreen information of 
the prototype, e.g. wordings and icon pictures, might need to be revised to make the prototype 
easier for users to understand how to use it. 
5.6.2 Improvement related to gestures of the prototype 
As for the gesture recognition system, the ratios for “Magnitude Filtering” of two-touch 
translation and two-touch z-axis rotation gestures needed to be adjusted. Based on the usability 
testing sessions, the former gesture was too hard to activate while the later gesture was too 
sensitive and participants, sometimes, accidentally activated it. Therefore, the ratio for two-touch 
translation needed to be set lower (to make it easier for users to activate it) and the ratio for two-
touch z-axis rotation needed to be set higher (to make it harder for users to activate it) 
 
In addition, the fact that three out of four participants cannot discover the two double tap 
gestures during the testing sessions implied that some help or tutorial for the first-time use might 
be required. This help or tutorial could be seen as a small guide tour to introduce users to all the 
gestures for 3D model manipulation of the application. I did not consider deleting these two 
gestures because all of the three participants were positive about the two double tap gestures 
after I introduced the gestures to them. 
5.6.3 Improvement related to annotation functionality 
Obviously, the features to delete and send annotation information to the server needed to be 
improved (Please see more detail about the issues in “Annotation” part under section 5.5.1). I 
believed that the simple solution suggested by one of the participants would remedy the issues of 
the two features. The participant suggested that it would be better to place the icons of the server 
and recycle bin somewhere near and relatively to the touch point to avoid placing the icon behind 
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the on screen keyboard which could appear at the bottom of the screen and reduce the hand’s 
traveling distance. 
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6 Experimental design 
This chapter presents details of two experiments conducted in relation to my master thesis 
project. The first experiment had an objective to compare performance, effective rate and user 
satisfaction level between “Direct Manipulation Method” and “Bimanual Cursor Method”. 
After finding out that the later method performed better than the former, I conducted the second 
experiment to compare the difference in performance, effective rate and accuracy of the touch 
method with the current traditional user interface of using the mouse and keyboard. 
6.1 Experiment 1: Comparison between Direct Manipulation and Bimanual 
Cursor 
The content described under this section comprises of the goal, the design  and findings from the 
first experiment. 
6.1.1  Setting the Goal 
The purpose of this experiment was to compare the Time Performance, Effective Rate and User 
Satisfaction Rating between the “Direct Manipulation Method” and “Bimanual Cursor method” 
(Please see more detail regarding these two methods from section 4.6.4). 
6.1.2 The design of experiment 
This section describes the detailed design of the first experiment which contains the information 
about participants, tasks design, measurement and data collection methods employed in the 
experiment. 
 
Participants 
In order to design a clean experiment and avoid the risk of the “learning effect”(Lazar et al., 
2010), I decided to apply Between-Group design (Lazar et al., 2010) in this experiment. There 
were in total two groups of participants joining this experiment. The first group of participants 
was assigned to test “Direct Manipulation method”. This group contained in total 10 people with 
different backgrounds as follows: 
● Developers at the company - There were in total four developers participating in the 
sessions. All of them are the software engineers who are working on the current desktop product 
of the company.  
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● Geologists at the company - There were in total three geologists participating in the 
session. Two participants in this group have job roles to validate the new version of the desktop 
application before each software release and the other one has a job role to define a list of 
requirements of new coming products at the company. 
● Informatics student - There were also two informatics master students participating in the 
experiment.  
● Geologist student - There was one internship student who was studying at master level in 
the field of geology participating in the experiment. 
 
The second group of participants was assigned to test “Bimanual Cursor method”. This group 
also contained in total 10 people with different backgrounds as follows:. 
● Developers at the company - There were in total four developers. All of them are also the 
software engineers who are working on the current desktop product of the company.  
● Geologists at the company - There were in total three geologists participating in the 
session. The same as in the previous group, two participants in this group have job roles to 
validate the new version of the desktop application before each software release and the other 
one has a job role to define a list of requirement of new coming products at the company. 
● Informatics students - There were two bachelor students who had a computer science  
background participating in the experiment.  
● Mathematics students - There was one master student who was studying in the field of 
statistic and mathematics participating in the experiment. 
 
Data Collection methods 
The experiments were arranged in a private room. The iPad, with the final prototype installed, 
was placed on a table in front of the participants. There were two cameras recording, the first one 
was at the middle rage and the second one (I used the iPod that contained a camera recording 
feature as the second recording) was set up to zoom in on the participant’s hands (Figure 6.1). 
During the experiment sessions, I first gave an introduction to participants about the objectives 
and the tasks for 10 minutes. After that, participants had time (around 20 - 30 minutes) to 
complete all tasks. After participants had completed all of the tasks, there was a debrief session 
at the end for discussing the problems found during the session. 
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Figure 6.1: the setting in Experiment 1. 
 
The data collection methods that I employed in the sessions were as follows: 
● “Fly on the wall” Observation - This was the same as what I did in the summative 
evaluation. I passively observed the behaviors of participants when they were interacting with 
the prototype to complete the tasks. 
● Unstructured interview - I used unstructured interview in the debrief session after users 
had finished all of the tasks to discuss the problem they found during the session.  
● Video and audio recording - I employed the middle range video camera recording style, 
which was “The Composing Camera” (Blauhu and Buur, 2009) throughout the sessions. In 
addition, I also applied some degree of the close range camera recording style, “The Engaging 
Camera” (Blauhu and Buur, 2009), by focusing the recording on the hand of participant during 
their activities in a session. 
● Prototype as a data collection tool - To record the information more precisely, I 
implemented the module to instrument data in the final prototype. As a result I can use the 
prototype as a tool to collect data such as the time from the start until participants finished the 
tasks, the number of added annotations and the number of activated selection actions. 
 
 
83 
Tasks 
Participants in both treatments, “Direct Manipulation Method” and “Bimanual Cursor Method”,  
performed the same sets of tasks. There were three groups of tasks as follows: 
 
1) Insertion of new Annotation  
The general idea about this task was that participants had to add new annotations at specific 
marked positions on the 3D surface. The task was completed when users added annotations to all 
marked position. When performing the task, participants saw several poles (They were the 3D 
model of wells) appearing on the surface (Figure 6.2a). Then, participants had to add new 
annotations at the areas on the surface where the poles intersected the surface. When the 
participant added a new annotation precisely at the point, that specific pole would turn to green 
(Figure 6.2b) 
 
     
(a)      (b) 
Figure 6.2a-b: The insertion test at the initial state (a) and when participant completed adding 
annotations at the 2 correct positions (b) 
  
Firstly, participants had around five minutes to practice and familiarize themselves with the 
gestures and the insertion method. Then, they had to perform the tasks on three different sets of 
poles and surfaces. You can find more detail about each set of poles and surfaces in this type of 
task in appendix#5.  
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For “Direct Manipulation Method”, participants had to perform the long-pressed gesture with 
duration of one second to insert a new annotation on the surface (Figure 6.3) 
    
Figure 6.3: Performing the long-pressed gesture to add a new annotation on to the surface. 
 
For “Bimanual Cursor Method”, participants had to use their Dominant Hand (DH) to activate 
the cursor by performing the long-press gesture and, then, used their Non-Dominant Hand 
(NDH) to tap at the “Command” button to insert an annotation on the surface (Figure 6.4). You 
can find more detail about insertion operation for “Bimanual Cursor Method” under section 
4.6.4. 
       
Figure 6.4: Before and after participant presses at the “Command” button to add a new 
annotation (represented by the blue circle) 
 
2) Movement of Annotation  
At first, participants were provided with one annotation point and several orange poles on a 
surface (Figure 6.5a). Then, participants had to move the annotation to pass the areas where the 
poles intersected the surface. When participants moved the annotation to those positions, the 
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corresponding poles would tun their color from orange to green (Figure 6.5b). To complete this 
task, participants had to turn all poles on the surface to green. 
 
       
    (a)     (b) 
Figure 6.5a-b: The initial state of the movement test (a) and some poles turn to green after the 
annotation passed through them (b). The annotation position is represented by the blue circle. 
    
The same as in the insertion tasks, participant had roughly 3-5 minutes to practice and familiarize 
themselves with the tasks before performing the real test with three different sets of poles, 
annotation and surface (Appendix#6). 
 
For “Direct Manipulation Method”, participants had to perform the long-pressed gesture with 
duration of one second on the existing annotation points on the surface in order to move that 
annotation (Figure 6.6). More detail about this operation can be found under section 4.6.3. 
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Figure 6.6: The states starting from user performing a long-press gesture on the existing 
annotation (blue circle), the annotation is in moving state and the annotation is moved to the new 
position respectively. (Blue arrow represents the movement path) 
 
For “Bimanual Cursor Method”, participants had to use their DH to activate the cursor by 
performing the long-press gesture. After that participants moved the cursor to point at the 
existing annotation point on the surface and use their NDH to press the “Command” button to 
activate the move operation (Figure 6.7). You can find more detail about this operation of 
“Bimanual Cursor Method” under section 4.6.4. 
 
     
Figure 6.7: The states starting from user point the cursor to the existing annotation (blue circle), 
pressing  “Command” button to activate moving operation and the annotation is moved to the 
new position. (Blue arrow represents the movement path) 
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3) Selection of Annotation  
In this task, participants had to select all annotation points on the 3D surface. When participants 
tapped precisely on the annotation’s position, that annotation point would turn its color from 
white to black (Figure 6.8). To complete that task, participants had to turn all annotation points 
on the surface to black. 
 
Figure 6.8: The several annotation points placed on a surface for Selection of Annotation tasks 
 
The same as in the previous two tasks, participant had roughly 3-5 minutes to practice and 
familiarize themselves with the tasks before performing the real test with three different sets of 
annotations and surfaces (Appendix#7). 
 
For “Direct Manipulation Method”, participants could simply tap on the point of annotation in 
order to make the selection. For “Bimanual Cursor Method”, participants had to use their DH to 
activate the cursor by performing the long-press gesture. An annotation was automatically 
selected when participants hovered the cursor over the annotation points (Figure 6.9). 
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Figure 6.9: The annotation is selected when the cursor is hovered over the annotation point. 
 
Measurements 
There were three dependent variables being measured during the experiments. 
● Time Performance - This variable is the duration (in seconds) that each participant spent 
completing each task. 
● User Satisfaction Rating - This variable ranges from 1 (the lowest level of satisfaction) to 
5 (the highest level). The participants were asked for the rating in overall at the end of the 
experiment. 
● Effective Rate - This variable is only applicable for the tasks Insertion of Annotation and 
Selection of Annotation. For insertion task, this variable is the number of poles on the 
surface divided by the number of annotations added by a participant. For selection task, 
this variable is the number of annotations on the surface divided by the number of 
selection actions activated by a participant. This variable is converted into a percentage 
unit and the maximum (best) value is 100%. 
6.1.3 Findings 
This section presents the comparison results of the dependent variables Time Performance, 
Effective Rate and Satisfaction Rating of the two treatments from the experiment. 
 
Time Performance 
Please find below the bar charts (Figure 6.10a-c) that compare the time performance (in seconds) 
between “Direct Manipulation (DM) Method” and “Bimanual Cursor (BC) Method” in 
Insertion, movement and selection tasks. 
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   (a)            (b) 
 
(c) 
Figure 6.10a-c: The histograms showing the 20 participants (between groups) assigned to the two 
different methods on the x-axis and the Time Performance value on the y-axis of insertion (a), 
movement (b) and selection (c) tasks respectively. 
 
For all three task types, “Bimanual Cursor Method” showed significant improvement in Time 
Performance (p < 0.05). The average time performance for the three tasks can be seen in the 
Table 6.1 below. 
Table 6.1: The average Time Performance of “Bimanual Cursor Method” (BC) and “Direct 
Manipulation Method” (DM) from insertion, movement and selection tasks. 
Task Types Average Time Perf. (BC) Average Time Perf. (DM) 
Insertion Task 89 152 
Movement Task 52 80 
Selection Task 46 109 
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Effective Rate 
Please find below the bar charts (Figure 6.11a-b) that compare the Effective Rate between 
“Direct Manipulation Method” and “Bimanual Cursor Method” in Insertion and selection tasks. 
 
 (a)       (b) 
Figure 6.11a-b: The histograms showing the 20 participants (between groups) assigned to the 
two different methods on the x-axis and the Effective Rate value on the y-axis of insertion (a) 
and selection (b) tasks respectively. 
   
For the insertion task, “Bimanual Cursor Method” showed significant improvement in Effective 
Rate (p < 0.05) when compared to the “Direct Manipulation Method”. However, for selection 
task, the “Bimanual Cursor Method” showed a downgrade in Effective Rate” significantly (p < 
0.05). More detail may be seen from the table below. 
 
Table 6.2: The average Effective Rate of “Bimanual Cursor Method” (BC) and “Direct 
Manipulation Method” (DM) from insertion and selection tasks. 
Task Types Average Effective Rate (BC) Average Effective Rate (DM) 
Insertion Task 76.53% 48.64% 
Selection Task 73.28% 92.17% 
 
The issue on Effective Rate presented in the table above also led me to an improvement on 
selection action of “Bimanual Cursor Method” (more detail explained at section 6.2 under 
”Tasks”) 
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Overall satisfaction rating  
The bar chart (Figure 6.12) below compares the Satisfaction Rating between “Direct 
Manipulation Method” and “Bimanual Cursor Method”. 
 
Figure 6.12: The histograms showing the 20 participants (between groups)  assigned to the two 
different methods on the x-axis and the Satisfaction Rating on the y-axis. 
 
“Bimanual Cursor Method” showed significant improvement on Satisfaction rating (p < 0.05) 
when compared to the “Direct Manipulation Method”. The average Satisfaction Rating for 
“Bimanual Cursor Method” is 4.05 while the rating for “Direct Manipulation Method” is 3.4. 
 
The results confirmed that the “Bimanual Cursor Method” outperforms “Direct Manipulation 
Method” in almost every aspect. Therefore, “Bimanual Cursor Method” was selected as the 
candidate for the next experiment with the goal to compare its performance with the traditional 
interface like mouse & keyboard. 
6.2 Experiment#2: Compare touch screen with mouse 
The content described under this section comprises the goal, the design and findings from the 
second experiment. 
6.2.1 Setting the Goal 
The purpose of this experiment was to compare the performance, accuracy and user satisfaction 
rating between mouse & keyboard interface and “Bimanual Cursor method” on touch screen.   
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6.2.2 The design of experiments 
This section describes the detailed design of the second experiment. It contains the information 
about participants, task design, measurement and the data collection methods employed in the 
experiment. 
Participants 
In order to make it easier to observe the differences in the variables between the two types of 
user interfaces, I decided to use Within-Group design (Lazar et al., 2010) in the second 
experiment. There were in total nine participants in this experiment and they had the following 
backgrounds 
● Developers at the company - There were in total three developers participating in the 
sessions. All of them are software engineers who are working on the current desktop product of 
the company.  
● Geologists at the company - There were in total two geologists whose job roles were to 
validate the new version of the desktop application before each software release. 
● Informatics students - There were two bachelor students and one master student who had 
computer science backgrounds participating in the experiment.  
● Mathematics student - There was one master student who studied in the field of statistic 
and mathematics participating in this experiment. 
 
Because each participant had to attend two treatments (Touch interface and mouse & keyboard 
interface) in this experiment, I applied the random assignment method (Lazar et al., 2010) in 
order to ensure that the experiment was free from bias. 
 
The iPad Simulator: A tool for testing mouse and keyboard interface 
In order to be able to use the mouse and keyboard with the final prototype, I used the rotated-
screen Macbook pro 13” and the iPad simulator to host the prototype. (Figure 6.13) 
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Figure 6.13: Running the prototype on the iPad simulator with Macbook 13” rotated screen 
 
Performing the multi-touch in the iPad simulator software 
On the iPad simulator, participants could perform the touch gesture by pressing the left click of a 
mouse on the area of the iPad simulator. However, this was possible only for the single touch 
gesture. In order to perform the multi-touch gestures, participants had to press special key 
buttons on the keyboard while using the mouse. 
 
To perform the 2-touch z-axis rotation and 2-touch scale, participants had to press “alt” before 
pressing the left click of the mouse. The simulator simulated the second touch point by using the 
mirror effect referenced from the center of the screen (Figure 6.14a-b) 
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(a)     (b) 
Figure 6.14a-b: The original touch (white circle) (a) and the second touch (blue circle) simulated 
by the iPad simulator using the mirror effect (b) 
     
When participants moved the point further away from the center of the iPad screen, the two 
touches also moved further away from each other (Figure 6.15a). On the contrary, when 
participants moved the point closer to the center position, the 2 touch points moved closer to 
each other (Figure 6.15b) 
     
(a)     (b) 
Figure 6.15a-b: The movement of the two touches on the simulator 
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As can be seen, the simulated multi-touch gestures mentioned above cannot perform some 
specific 2-touch gestures such as panning. To perform the 2-touch panning or translation, 
participants had to press “alt” and “Shift” together before pressing the left click on the mouse. 
When pressing the 2 key buttons, the distance between the two touches on in the simulator was 
fixed wherever they moved the mouse cursor (Figure 6.16). 
     
Figure 6.16: Performing 2-touch panning on the iPad simulator. 
 
Annotation feature on the  iPad simulator 
To insert a new annotation, participants had to press the left-click button for one second on a 
surface (the same concept as explained for long-pressed gesture). In order to select an existing 
annotation, participants had to press the left-click button on that specific annotation point. 
Finally, in order to move an existing annotation point, participants had to press the left-click 
button on the existing annotation point for one second to activate the move operation. 
 
Note: In the real experiment, participants had roughly 10 minutes to practice these different 
gestures on the iPad simulator in order to familiarize themselves with the techniques. 
Data Collection method 
In the setting of experiment, I provided a participant with two stations for the testing, which were 
the station for “Bimanual Cursor Method” and the mouse & keyboard interface respectively 
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(Figure 6.17). In this experiment, I applied the same data collection methods as the ones in the 
first experiment. 
     
Figure 6.17: Setting of the experiment 2 
 
Tasks 
For “Bimanual Cursor Method”, Participants performed the same task as in the previous 
experiment, except for the task “Selection of Annotation”. I modified the selection method 
because I thought that automatically activating the selection action when participants hovered the 
cursor over the annotation point was too sensitive and contained too much error rate (More detail 
can be found under section 6.1.3 at Effective Rate result of selection task). Therefore, in the 
second experiment, I decided to change this behavior in the prototype. As a result, participants 
had to press the “Command” button to activate the selection action in this experiment (Figure 
6.18) 
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Figure 6.18: the “Command” button for making a selection in “Bimanual Cursor Method” of the 
second experiment 
 
Measurements 
I employed the same measurements as in the previous experiment except for the User 
Satisfaction rating, which I omitted in this experiment. In addition, I added a new measurement 
for a new dependent variable called Accuracy Rate in Insertion of Annotation and Selection of 
Annotation tasks. Accuracy Rate represented how much an added or selected annotation point 
deviated from the real target point. For the insertion tasks, Accuracy Rate was measured from the 
average distance between the position of added annotations and the center of the target area, 
where the poles intersected the surface. For the selection tasks, Accuracy Rate was measured 
from the average distance between the tap position and the target annotation position.  
 
The unit of the accuracy value was based on the size of the annotation point. The annotation 
point in this prototype was actually represented by a cube whose sides were roughly 1 mm long,  
when the annotation was at the coordinate of origin in the default view of the final prototype. 
Therefore the value of 1 mm was equal to 1 unit of Accuracy Rate. 
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6.2.3 Findings 
This section presents the comparison results of the dependent variables Time Performance, 
Effective Rate and Accuracy Rate of the two treatments from the second experiment. 
 
Time Performance 
Please find below the bar charts (Figure 6.19a-c) that compare the time performance (in seconds) 
between mouse & keyboard interface and “Bimanual Cursor Method” in insertion, movement 
and selection tasks. 
 
          (a)      (b) 
 
(c) 
Figure 6.19a-c: The histograms showing the 10 participants (within group) assigned to the two 
methods on the x-axis and the Time Performance value on the y-axis of insertion (a), movement 
(b) and selection (c) tasks respectively. 
 
The insertion task was the only one that showed the significant difference in the Time 
Performance (p < 0.05). The user could complete the task faster with “Bimanual Cursor 
Method” (average time was 71 seconds) when compared to mouse & keyboard user interface 
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(average time is 114 seconds). For the other two tasks, there was no significant difference in 
Time Performance. 
 
Effective Rate 
Please find below the bar charts (Figure 6.20a-b) that compare the Effective Rate between mouse 
& keyboard interface and “Bimanual Cursor Method” in Insertion and selection tasks. 
 
 
(a)            (b) 
Figure 6.20a-b: The histograms showing the 10 participants (within group) assigned to the two 
methods on the x-axis and the Effective Rate value on the y-axis of insertion (a) and selection (b) 
tasks respectively. 
    
The insertion task was the only one that showed the significant difference on the Effective Rate 
(p < 0.05). The user could complete the task more effectively with “Bimanual Cursor Method” 
(average value is 80.99%) when compared to mouse & keyboard user interface (average value is 
68.57%). For the selection tasks, there was no significant difference in Effective Rate. 
 
Accuracy Rate 
Please find below the bar charts (Figure 6.21a-b) that compare the Accuracy Rate between 
mouse & keyboard interface and “Bimanual Cursor Method” in Insertion and selection tasks. 
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(a)            (b) 
Figure 6.21a-b: The histograms showing the 10 participants (within group) assigned to the two 
methods on the x-axis and the Accuracy Rate value on the y-axis of insertion (a) and selection 
(b) tasks respectively. 
    
The same as in Effective Rate case, The insertion task was the only one that showed the 
significant difference on the Accuracy Rate (p < 0.05). The user could complete the task more 
accurately with “Bimanual Cursor Method” (average value is 2.06 units) when compared to 
mouse & keyboard user interface (average value is 3.61 units). For the selection tasks, there was 
no significant difference in Accuracy Rate. 
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7 Summary and way forward 
In this master thesis, in order to find out what are the appropriate gestures for high precision 
touch interaction for 3D visualization, I applied a combination of approaches from both industry 
and research. I applied usability testing and experimental design respectively, with different 
groups of participants. 
 
I used the summative usability testing, presented in chapter 5, to evaluate the overall 
functionalities of the final prototype and the touch techniques, “Direct Manipulation” and 
“Bimanual Cursor” methods, in the real use scenarios. The findings from the sessions showed 
promising results regarding my prototype and the touch techniques I implemented. From the 
result of CSUQ questionnaire (Appendix#2), the users were positive about the prototype and the 
touch techniques. The usability testing identified the potential areas for improvement towards a 
finished product that can be released to real users.  For examples, the required adjustment of 
“Magnitude Filtering” ratio (Nacenta et al., 2009) for gesture recognition and the need of user’s 
guide or tutorial for the first-time user regarding different gestures for 3D manipulation and 
“Bimanual Cursor Method” (This was due to the result of “Gesture Discoverable Rate” and 
observation in the evaluation sessions)  that can be employed. 
 
The experiment, presented in chapter 6, demonstrated the big improvements of “Bimanual 
Cursor” over the “Direct Manipulation” method in the tasks that require high precision actions. 
In addition, when compared to the baseline interface such as mouse and keyboard, the 
“Bimanual Cursor” method presented no downgrade in term of  time performance, effective rate 
and accuracy rate (In the insertion task, the “Bimanual Cursor” method showed even better 
results). As a result, I strongly believe that “Bimanual Cursor” method will be able to mitigate 
the problem of poor precision in human fingers in touch interaction and the method will be a 
good candidate for high precision touch interaction for 3D visualization that can help the users 
achieve the same performance as the traditional user interface like mouse and keyboard. 
 
Some potential areas for continuing research 
Due to the limitations in time and resources for this project, I was able to conduct only the short 
experiment sessions (20-30 minutes to perform the tasks) with the participants. Thus, the effect 
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from fatigue or exhaustion might not be obvious and represented in the statistics. It will be 
interesting to conduct a longer experiment with participants to see the impact of the fatigues 
from using the touch techniques in the prototype. In addition, as there are currently many 
different screen sizes of touch-based tablets available in the market, conducting the experiments 
and usability testing for the touch techniques on the different screen sizes would also be another 
interesting research area. 
 
Right now, the prototype works as a standalone application separated from the main desktop 
application. It might be interesting to apply the concepts of using the mobile phone with other 
bigger-screen devices such as the public display (Müller et al., 2008) into this project. For 
example, instead of using the prototype as a standalone application, the users can also use the 
tablet or Smartphone to control or manipulate 3D model being displayed on the main desktop 
application. The application on mobile devices, in this case, can be seen as an extension or plug-
in that can work collaboratively with the main application. This could be another interesting area 
of research in my opinion. 
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9 Appendices 
9.1 Appendix #1: Survey question and results from preliminary study 
1) Please rate [1-5] if the application is easy to use compared to the other mouse/keyboard-based 
applications with this kind of functionalities? 
 0 - It’s hard to compare. 
1 - Very much harder 
2 - A bit harder 
3 - The same 
4 - A bit easier 
5 - Very much easier 
Answers 
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2) What do you like the most about this application? 
Answers 
 
3) For you, which types of two-touch Gesture are the most and least comfortable action to 
perform by hand? 
Two-touch gesture list: 
a) two-touch z-axis rotation. 
b) two-touch translate (moving object) 
c) two-touch scale 
Answers 
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4) Which gestures are the easiest and hardest to understand? 
Functionality list 
a) one-touch rotation 
b) two-touch z-axis rotation. 
c) two-touch translate (moving object) 
d) two-touch scale 
e) add annotation 
Answers 
 
5) Please rate your overall satisfaction with the application. 
[1(very unsatisfied) to  5 (very satisfied)] 
 Answers 
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9.2 Appendix #2 : Answers from the 4 participant on 19 question on Computer 
System Usability Questionnaire (CSUQ) in summative evaluation 
 
Note:  
 The rating is ranged from 1(Strongly Disagree) - 7 (Strongly agree) 
 Source: http://hcibib.org/perlman/question.cgi?form=CSUQ 
 
9.3 Appendix #3 : Time performance from 4 participants in scenario#1 from 
summative evaluation 
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9.4 Appendix #4 : Time performance from 4 participants in scenario#2 from 
summative evaluation 
 
 
9.5 Appendix #5: The 3 different set of poles and surface for Insertion of new 
annotation task. 
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9.6 Appendix #6 : The 3 different set of poles, annotation and surface for 
Movement of annotation task. 
The blue circle in each picture indicates the starting point of annotation of that set. 
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9.7 Appendix #7: The 3 different set of annotations and surface for Selection of 
annotation task. 
The white dots in each picture are the points of annotation in that test set. 
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