We consider the massive Thirring model and establish pointwise long-time behavior of its solutions in weighted Sobolev spaces. For soliton-free initial data we can show that the solution converges to a linear solution modulo a phase correction caused by the cubic nonlinearity. For initial data that support finitely many solitons we obtain long-time behavior in the form of a multi-soliton which in turn splits into a sum of localized solitons. This phenomenon is known as soliton resolution. The methods we will is the nonlinear steepest descent of Deift and Zhou and the paper also relies on recent progress in the inverse scattering transform for the massive Thirring model.
Introduction
Our goal is to explore long-time asymptotics for the massive Thirring model (MTM) which can be written in laboratory coordinates as i(u t + u x ) + v + u|v| 2 = 0, i(v t − v x ) + u + |u| 2 v = 0, (1.1) for the two unknowns u, v : R × R → C with u(0, x) = u 0 (x) and v(0, x) = v 0 (x) for given initial data (u 0 , v 0 ). For u 0 , v 0 ∈ H s (R) with s ≥ 0, the problem is globally well-posed, see [Can11] . The model (1.1) was introduced by Thirring in [Thi58] in the context of general relativity and describes the self interaction of a Dirac field in the space of one dimension. The MTM system is integrable in the sense that it admits a Lax pair. This Lax pair was already presented and studied in [Mik76, KN77, KM77] . It allows one to solve the equation with the inverse scattering transform. This procedure may be described as follows:
Step 1: For generic initial data (u 0 , v 0 ) compute the scattering data S(u 0 , v 0 ) = (p, {λ j , C j } N j=1 ), where p is a function p : R ∪i R → C, called reflection coefficient, and λ j and C j are complex numbers, called eigenvalues and norming constants. The precise connection between (u 0 , v 0 ) and S(u 0 , v 0 ) is achieved through a spectral problem obtained from the Lax pair, see (2.4).
Step 2: As it is stated later in Theorem 2.3 the time evolution of the scattering data is trivial if (u, v) evolves according to the MTM flow. Namely, at any time t we then have S(u(t), v(t)) = (p(λ)e −it(λ 2 +λ −2 )/2 , {λ j , C j e −it(λ 2 j +λ −2 j )/2 } N j=1 ).
Step 3: Use the inverse map (p, {λ j , C j } N j=1 ) → (u, v) and the time evolution of the scattering data to compute the solution of (1.1) at time t > 0.
Even though the inverse scattering machinery is a powerful tool in many nonlinear equations, so far it has not been applied to the question of pointwise asymptotic behavior of (1.1). Certainly, one reason for this might be the fact that particularly Step 3 of the method is presented in [KM77] only formally. In [Vil91] the treatment of the inverse problem in terms of Riemann-Hilbert problems is somehow sketchy and in [Zho89] an abstract condition for solvability through Riemann-Hilbert problems is given. But, thanks to the transformation (2.10) discovered in the recent work [PS17] , it is known how the inverse scattering transform can be developed rigorously with the Riemann-Hilbert approach. Once a differential equation is transformed into an oscillatory Riemann-Hilbert problem, the steepest descent method of Deift and Zhou [DZ93] (extended in various ways, see [Do11] for instance and the references therein) can be used in evaluating the long-time behavior of the respective equation. As an example for the success of this method we want to mention the series of papers [LPS16, LPS18, JLPS18a, JLPS18b] , where the asymptotic behavior of the derivative nonlinear Schrödinger equation is obtained in four steps: inverse scattering and global well-posedness without solitons, [LPS16] ; asymptotic behavior for solitonfree initial data, [LPS18] ; inverse Scattering and global well-posedness with solitons, [JLPS18a] ; and finally soliton resolution, [JLPS18b] . The present paper together with the preparatory work [PS17] can be seen as an analogue to these four papers. As in [LPS18] our first main result deals with the specific class of initial data (u 0 , v 0 ) ∈ G 0 , see Definition 2.1. These are soliton-free initial data, i.e. functions for which the scattering data consists of only the reflection coefficient (i.e. N = 0). G 0 contains a neighborhood of the zero solution (0, 0) and it is therefore of great importance and of special interest. The following theorem states that solutions for (1.1) in G 0 scatter to a linear solution as t → ∞ inside the light cone: Theorem 1.1. Let (u 0 , v 0 ) ∈ G 0 ∩ X 2,1 and fix ε > 0. Then there exist positive constants C = C(u 0 , v 0 , ε) and τ 0 = τ 0 (u 0 , v 0 , ε) and bounded functions f ± : (−1, 1) → C such that for all τ := √ t 2 − x 2 > τ 0 and ε ≤ t+x t−x ≤ ε −1 . Moreover, there exists a λ 0 = λ 0 (ε) such that for all initial data satisfying λ := u 0 H 2 (R)∩H 1,1 (R) + v 0 H 2 (R)∩H 1,1 (R) ≤ λ 0 , (1.3)
(ii) Whereas in [CL18] the functions f ± are given implicitly, we are able to express them explicitly in terms of the reflection coefficient, see (3.22) and (3.23).
(iii) The method used to establish (1.2) is readily extended to prove the soliton resolution conjecture for the massive Thirring model, see Theorem 1.2 below. Thus, the question of asymptotic behavior is fully answered. This shows that the inverse scattering transform is best suited for the pointwise analysis of the MTM.
Our second main result is stronger than Theorem 1.1 and the result in [CL18] because it holds for initial data that contain finitely many solitons. Solitons are explicit solutions of (1.1) with specific properties, [New85, DJ89] . So-called N -solitons can be characterized as functions having a vanishing reflection coefficient and only discrete spectrum D = {λ j , C j } N j=1 . We denote them by (u sol (t, x; D), v sol (t, x; D)). In general we use the notation G N to denote (u, v) which admit N eigenvalues (but not necessarily a vanishing reflection coefficient). Hence, N -solitons are contained in G N and as it turns out also neighborhoods of N -solitons belong to G N . Moreover, according to the following theorem all solutions to initial data in G N converge to reflection-free solutions. for all t > t 0 and ε ≤ t+x t−x ≤ ε −1 . The constants t 0 and C depend on u 0 , v 0 and ε only.
Estimates (1.4) can be viewed as asymptotic stability of N -solitons. Thus, the theorem complements the orbital stability of solitons, proved in [PS14] .
The paper is organized as follows: We begin with a review of the scattering and inverse scattering transform in Section 2. Section 3 gives a summary of the proof of Theorem 1.1. All technical details of the steepest descent can be found in Sections 4-7. Theorem 1.2 is proved in Section 8.
Method of Inverse Scattering
The method of inverse scattering relies on the fact that the MTM system (1. with is the third Pauli matrix σ 3 = diag(1, −1). Freezing the time variable t we can define two particular matrix-valued solutions ψ (±) (λ; x) of the spectral problem
by the following asymptotic behavior: ψ (±) (λ; x) ∼ e ixσ 3 (λ 2 −λ −2 )/4 , as x → ±∞.
For u, v ∈ L 1 (R)∩ L 2 (R) it can be shown that those solutions exist for any λ ∈ (R ∪i R)\{0}. Moreover, writing ψ (±) = [ψ admit analytic continuations to the set {λ ∈ C : Im(λ 2 ) < 0}. From elementary ODE theory it follows that there exists a unique matrix T (λ) not depending on x such that ψ (−) (λ; x) = ψ (+) (λ; x)T (λ). As it is shown in [PS17] this matrix, which is commonly referred to as the transition matrix, takes the form
Applying Cramer's rule and det ψ (±) = 1 we find
From the latter equation we firstly learn that α can be extended analytically from R ∪i R to the second and fourth quadrant C II ∪ C IV . Secondly, (2.6) tells us that for any zero λ j ∈ C II ∪ C IV of the analytic continuation of α we can find a constant γ j such that
By symmetries we have α(−λ) = α(λ) and thus each zero λ j located in the second quadrant corresponds to a zero −λ j in the fourth quadrant. We call zeroes λ j simple, if α ′ (λ j ) = 0. Zeroes of α with Im(λ 2 j ) = 0 are called resonances and simple zeroes with Im(λ 2 j ) = 0 are called eigenvalues. All initial data for (1.1) considered in the present paper are generic potentials in the following sense, [BC84, BC85, BDT88] .
to be the set of functions (u, v) such that the associated function α admits no zeroes on R ∪i R (i.e. no resonances) and exactly N simple zeroes in the second quadrant. Moreover we define the set
Formal results of inverse scattering can be found in [KM77] . According to this reference we define the scattering data of (u, v) in the following way.
the scattering data of (u, v) ∈ G N . The reflection coefficient p : R ∪i R → C is defined in terms of the transition matrix by p(λ) = β(λ)/α(λ). λ 1 , ..., λ N are the pair-wise distinct simple zeroes of α in the second quadrant and C 1 , ..., C N are non-zero constants defined by C j = γ j /α ′ (λ j ) where γ j is supposed to be the constant as in (2.7). Now, let us state the evolution of the scattering data in time. This remarkable fact demonstrates the significance of the direct scattering transform because it linearizes the MTM system and thus makes the MTM system integrable. Theorem 2.3. Assume that (u(t), v(t)) solves (1.1) for initial data (u 0 , v 0 ) with scattering data
). Then, at any time t the scattering data S(u(t), v(t)) of the solution (u(t), v(t)) is calculated from S(u 0 , v 0 ) by the following:
In particular, the number of zeroes does not vary in time and the sets G N are invariant under the MTM flow.
In order to describe the map (u, v) → S(u, v) rigorously, we need to specify spaces which S maps into. This issue is treated with the help of explicit transformations of (2.4) in the following subsection.
Transformation of the scattering data
The key element of [PS17] is the following pair of transformations:
where ψ(λ; x) is supposed to be a solution of the spectral problem (2.4). The new spectral parameters are given by
It is shown by direct computations that the transformations (2.10) make (2.4) equivalent to spectral problems
with matrix operators L and L. Now, the procedure described above for the operator L can be adapted to the transformed operators. More precisely, for w, z ∈ R we define solutions Ψ (±) (w; x) and Ψ (±) (z; x) of (2.12) satisfying the following asymptotic behavior:
Again, this determines x-independent transition matrices T 1 (w) and T 2 (z) such that Ψ (−) (w; x) = Ψ (+) (w; x)T 1 (w) and Ψ (−) (z; x) = Ψ (+) (z; x)T 2 (z). The transformations (2.10) change some symmetries and so we find T 1 and T 2 of the following form:
Since the transformations (2.10) are given in a very explicit way, we can observe the following relations between the entries of the original transition matrix T (λ), (2.5), and the entries of T 1 (w) and T 2 (w), respectively:
Defining the transformed reflection coefficients by r(w) = b(w)/a(w) and r(z) = b(z)/ a(z) we find that they are actually related to the original reflection coefficient p(λ) in the following way.
(2.14)
These relations also imply a relation of r and r amongst each other:
Moreover, assuming that a(w) does not vanish at any w ∈ R it follows by det T 1 (w) = 1 and the definition of r that 1 + w|r(w)| 2 > 0 for all w ∈ R. If additional r(w) → 0 as w → ±∞ we can find a positive constant c such that
From the expressions in (2.13) we also learn that a admits an analytic continuation into C + , whereas a is continued analytically into C − . Moreover, let {λ 1 , ..., λ N } be the set of zeroes of α(λ) in the second quadrant and set
Then, {w 1 , ..., w N } ⊂ C + is exactly the set of zeroes of a(w) in the upper half plane and, analogously, {z 1 , ..., z N } ⊂ C − forms the set of zeroes of a. The meaning of zeroes of a and a is similar to the meaning of zeroes of α: if a(w j ) = 0, there exists a constant Γ j such that Ψ
The transformed norming constants are now defined by c j = Γ j /a ′ (w j ) and c j = Γ j / a ′ (z j ). They satisfy the following relations
The full set of transformed scattering data reads as follows:
Since S w (u, v) and S z (u, v) can be computed also without solving the spectral problems (2.12) but only by making use of relations (2.15), (2.17) and (2.18) one might wonder why we have actually introduced the transformations (2.10). The usefulness of (2.10) lies in the structure of the matrix operators L and L. Namely, in contrast to L, L and L do not admit singularities at w = ∞ and z = ∞, respectively. This fact is the crucial investigation in [PS17] and allows a rigorous analysis of the scattering maps
The following is proven in [PS17, Theorem 2 and Remark 9] and was not obtained in the formal works [KM77] and [Vil91] .
(2.20)
In particular, relation (2.16) holds. Moreover, for each N ∈ N 0 the maps
Using the relations (2.14), (2.17) and (2.18) and the time evolution (2.9) we can calculate the time evolution of the transformed scattering data. Assume that (u(t), v(t)) ∈ G ∩ X 2,1 solves the MTM system (1.1) and at time t = 0 the transformed scattering data are given as in (2.19). Then, at any other time t we have
).
Inverse scattering problem
The inverse scattering problem is the construction of a map (p, {λ j , C j } N j=1 ) → (u, v). In fact we will work with the transformed scattering data (2.19). The potential u will be reconstructed from S w (u, v) and v will be reconstructed from S z (u, v). The inverse scattering map is based on the analyticity of the functions Ψ ± x (·; x) and Ψ ± x (·; x) solving the transformed spectral problems (2.12). According to [PS17, eq. (4.1)] the relation Ψ (−) (w; x) = Ψ (+) (w; x)T 1 (w) can be used to define a matrix-valued function M (t, x; w) from Ψ (±) and a(w) that yields a solution for the following Riemann-Hilbert problem (RHP).
Riemann-Hilbert problem 2.5. For given scattering data (r, {w j , c j } N j=1 ) and each (t, x) ∈ R 2 , find a 2 × 2-matrix-valued function C \ R ∋ w → M (t, x; w) satisfying
3. The non-tangential boundary values M ± (t, x; w) exist for w ∈ R and satisfy the jump relation
where R = R(t, x; w) is defined by R(t, x; 0) = 0 and R(t, x; w) = w|r(w)| 2 r(w)e 4. M (t, x; ·) has simple poles at w 1 , ..., w N , w 1 , ..., w N with
An expansion of Ψ (±) for large w shows that the following holds: Riemann-Hilbert problem 2.6. For given scattering data ( r, {z j , c j } N j=1 ) and each (t,
3. The non-tangential boundary values M ± (t, x; z) exist for z ∈ R and satisfy the jump relation
where R = R(t, x; z) is defined by R(t, x; 0) = 0 and
4. M (t, x; ·) has simple poles at z 1 , ..., z N , z 1 , ..., z N with
Analogously to (2.23) and (2.24), the following reconstruction formulae are available.
Again, solvability of RHP 2.6 is ensured by assuming (2.16) and (2.20). Thus the construction of the map S z (u, v) → v is completed. For the following rigorous result we refer again to [PS17] for the case of N = 0 and to [Saa17b] for the case of N ≥ 1.
Theorem 2.7. Assume data (r, {w j , c j } N j=1 ) and ( r, {z j , c j } N j=1 ) to satisfy relations (2.15), (2.17) and (2.18). Moreover, let the reflection coefficients r and r admit the regularity (2.20). Then the pair (u(t, ·), v(t, ·)) obtained by means of RHP's 2.5 and 2.6 and formulae (2.23), (2.24), (2.27) and (2.28) lies in the space X 2,1 for all t ∈ R and solves (1.1).
Remark 2.8. Without requiring relations (2.15), (2.17) and (2.18) in Theorem 2.7 we can still obtain a pair of functions (u(t, ·), v(t, ·)) ∈ X 2,1 but in general it is not going to be a solution of (1.1).
Remark 2.9. Assume that M solves RHP 2.5 for scattering data (r, {w j , c j } N j=1 ). Moreover, assume that M is a solution for RHP 2.5 with scattering data (e iα r, {w j , e iα c j } N j=1 ), where α is a fixed real number. Then a direct computation shows that
for all w ∈ C \ R. Thus we may conclude that [M (t,
Taking into account the reconstruction formulae (2.23) and (2.24) we learn from this observation, that if a function u belongs to scattering data (r, {w j , c j } N j=1 ), then e iα u belongs to scattering data (e iα r, {w j , e iα c j } N j=1 ). Repeating the same argument for RHP 2.6 we may summarize the statements as
). This property of the scattering map will be useful in the proof of Theorem 1.2 and represents the invariance of (1.1) under phase shifts (u, v) → (e iα u, e iα v).
We close the overview by introducing the notion of soliton solutions: Definition 2.10. In the case where the initial data generate eigenvalues λ 1 , ..., λ N but p(λ) = 0 for all λ ∈ (R ∪i R) \ {0} we call the solution of (1.1) an N -soliton solution or multi-soliton solution.
for the associated N -soliton.
For N = 1 and r ≡ 0 and r ≡ 0, respectively, RHP's 2.5 and 2.6 reduce to a system of linear equations which can be solved explicitly. As a result of straight forward computations we obtain the known explicit one-soliton solutions for (1.1).
Here we set λ 1 = δe iγ/2 and the physical parameters are
The parameters x 0 and φ 0 are determined by C 1 . The exact formulas can be found in [KM77] . Explicit expressions for multi-solitons can be in principal obtained by solving the corresponding RHP's. However, expressions get very bulky. Instead we want to mention that we can apply Theorem 8.1 to find the following:
Thus, a multi-soliton breaks up into individual one-solitons of the form (2.29). The modified norming constants C (±) j are given seperately for + and − as described in [KM77] .
3 Strategy of the proof of Theorem 1.1
The summary of forward and inverse scattering in the preceding section shows that to analyze the asymptotics of (1.1) we need to analyze RHP's 2.5 and 2.6 and evaluate formulae (2.23), (2.24), (2.27) and (2.28).
New coordinates
Although the asymptotics (1.2) are given in laboratory coordinates, inside the light-cone {(x, t) ∈ R 2 : t > |x|} which forms the physically interesting region for the massive Thirring model, we define two sets of coordinates, (τ, w 0 ) and (τ, z 0 ), by the following:
As it is illustrated in Figure 1 , w 0 and z 0 are constant along rays where
The purpose of these new coordinates is as follows. Using (3.1) it is easily checked that the phase functions occurring in (2.21) and (2.25), respectively, can be simplified in the following way:
where Z is the Joukowsky transform defined by
These new coordinates show that RHP's 2.5 and 2.6 in case of N = 0 are structurally similar to the following Riemann-Hilbert problem: Riemann-Hilbert problem 3.1. For given functions ρ,ρ and τ ∈ R, find a 2 × 2-matrix valued
as |ζ| → ∞.
The non-tangential boundary values M (0)
± (τ ; ζ) exist for ζ ∈ R and satisfy the jump relation
where
3)
The following Lemma shows precisely how one can make a connection between the two RHP's 2.5 and 2.6 and the Joukowsky type RHP 3.1. Thus, the Lemma describes a way of eliminating the coordinates w 0 and z 0 . 
The solution M (t, x; w) of RHP 2.5 can be obtained from the solution M (0) (τ, ζ) of RHP 3.1 as
(ii) RHP 2.6 with N = 0 and RHP 3.1 are equivalent for the following choice of ρ andρ in (3.3):
The solution M (t, x, z) of RHP 2.6 can be obtained from the solution
Proof. Part (ii) of the Lemma is immediate. Indeed, for ρ andρ defined as in (3.7) we have R(t, x; z) = R
τ (z/z 0 ). This leads to (3.8). In order to understand part (i) of the Lemma we notice that the right hand side of (3.6) has a jump on R with jump matrix
Because of the fact, that d + (w) = d − (w)(1 + w|r(w)| 2 ) for w ∈ R we find that this jump matrix is nothing but R(w; t, x) defined in (2.21).
Fix ε > 0 and assume ε < z 0 = w −1 0 < ε −1 . Furthermore, assume that functions r, r ∈ H 1,1 (R) ∩ L 2,−2 (R) satisfy (2.16). Then, the functions ρ andρ given by either of the formulae (3.4) or (3.7) satisfy
Moreover, by the Lipschitz continuity of the forward scattering, Theorem 2.4, there is a constant c > 0 depending on ε but not depending on z 0 and w 0 such that
Particularly with regard to the reconstruction formulas (2.23), (2.24), (2.27) and (2.28) we are interested in behavior of M (0) (τ ; 0) as τ → ∞ and the function defined by the following,
(3.14)
In order to formulate the asymptotic expansion of M (0) (τ ; 0) and q (0) (τ ), it is convenient to work with the following package of definitions. Let functions ρ andρ be given:
Over the course of the present paper we will repeat each of the above definitions and explain their meanings. The integral appearing in the expression for δ(ζ) is well-defined for ζ = 0 due to (3.12). For the moment we need definitions (3.15)-(3.17) only in order to express the following result:
Theorem 3.3. There exist positive constants Γ 0 , c and τ 0 such that for any two functions ρ and ρ satisfying the assumptions (3.9)-(3.12), the Riemann-Hilbert problem 3.1 admits a unique solution M (0) (τ ; ζ) for which the following holds for all τ ≥ τ 0 :
Moreover, the function q (0) (τ ) defined in (3.14) satisfies, for all τ ≥ τ 0 ,
where the limit function q (as) (τ ) is given by
in the case of ρ(±1) = 0. If either ρ(−1) = 0 or ρ(1) = 0 the corresponding summand in (3.20) has to be set to zero. In particular we have
The proof of this theorem is the main part of the present paper. Theorem 1.1 is a direct consequence of Theorem 3.3 and Lemma 3.2. Substituting (3.4) and (3.7) into (3.20) we obtain after lengthy calculations (see Appendix B)
for the functions in (1.2). In (3.23), Γ is the gamma function.
Summary of the proof of Theorem 3.3
The long-time behavior results (3.18) and (3.19) are obtained through a sequence of transformations of RHP's. The initial RHP is RHP 3.1 above and it has contour R and jump matrix R
τ . We will use the notation RHP(Σ (j) ,R (j) ) to denote the (normalized) Riemann-Hilbert problem 3.1 where R is replaced by the contour Σ (j) and the jump matrix R (0) τ is replaced by R (j) τ . Then, by M (j) (τ ; ζ) we will denote the solution of RHP(Σ (j) ,R (j) τ ) and set
The sequence of the assigned functions q (j) is thus determined by the sequence of pairs of contours and jump matrices which reads as follows.
The pair (Σ (2) , R (2) ) does not appear in this schematic graph because as we will see later in this summary, in the second step it is necessary to consider a mixed ∂-RHP instead of a pure RHP. In what follows we give a summary of the computations without many details. We refer to the subsequent sections for full calculations.
Step 1: The first step is standard in proofs of long-time behavior of oscillatory Riemann-Hilbert problems. In order to prepare the initial Riemann-Hilbert problem RHP(R,R
τ ) for the method of steepest descent by (3.26) below, we first have to solve the following scalar Riemann-Hilbert problem.
Riemann-Hilbert problem 3.4. For given functions ρ,ρ ∈ L 2 (R) find a scalar function C \ R ∋ ζ → δ(ζ) which satisfies
3. The non-tangential boundary values δ ± (ζ) exist for ζ ∈ R and satisfy the jump relation
In Section 4 we list properties of δ and give details about the solvability of the scalar RiemannHilbert problem 3.4. In particular we find an explicit solution formula for δ(ζ), see (4.2). The function δ is finally used to define the following transfomation:
Figure 2: The augmented contour Σ (2) = Σ
8 .
It is easy to verify that we obtain a solution of a new Riemann-Hilbert problem RHP(R,R
τ ), where
(3.27)
Since the factor [δ] σ 3 is diagonal the manipulation (3.26) does not affect the reconstruction formula (3.25) and we have q (1) (τ ) = q (0) (τ ) and moreover
Step 2: The next transformation deforms the contour R to a new contour Σ (2) a picture of which is given in Figure 2 . The transformation is based on the fact that R
(1) τ defined in (3.27) admits a factorisation of the form 1 + R
(1)
As we will specify in Section 5 there exists a matrix-valued function ζ → W(τ ; ζ) of the form (5.3) which is continuous on C \(R ∪Σ (2) ) and satisfies for ζ ∈ R the following. L that the new unknown
has no jump on the real axis. The discontinuity of W on Σ (2) will be arranged in such a way that M
5 ,
and
4 ,
0ρ
8 ,
We notice that R We want to mention that the purpose of the first step (3.26) was exactly to alow this construction and the contour Σ (2) fits in an optimal way to the signature table for Re(iZ). Note that in (3.28) the sign
R is depending on wether ζ ∈ [−1, 1] or not. In general W cannot be chosen as a holomorphic function. Because it has the specific form (5.3) we find
The jump condition given by (3.32) and (3.33) and the lack of analyticity are summarized in the following mixed ∂-RHP: ∂-Riemann-Hilbert problem 3.5. For given functions ρ,ρ and τ ∈ R, find a 2 × 2-matrix valued
has continuous first partial derivatives in C \Σ (2) (with respect to ζ).
The non-tangential boundary values M (2)
± (τ ; ζ) exist for ζ ∈ Σ (2) and satisfy the jump relation
is given in (3.32) and (3.33).
4. The relation (3.35) holds in C \Σ (2) .
Step 3: The idea of the third step is to split the mixed ∂-RHP 3.5 into a pure RHP and a pure ∂-problem. For consistency of notation we set
and define M (3) to be the solution of the normalized pure Riemann-Hilbert problem RHP(Σ (3) ,R (3) ).
Notice that RHP(Σ (3) ,R (3) ) and ∂-RHP 3.5 would coincide if W was analytic. In general we have M (2) = M (3) and seek for a function D such that
It follows, that D has to be continuous in the entire C-plane. Furthermore, the following equation must hold:
Figure 4: The two crosses Σ (4−) and Σ (4+) .
It is easy to check (3.39) by direct calculations and we arrive at the following pure ∂-problem for D.
∂-Problem 3.6. For each τ ∈ R + , find a 2 × 2-matrix valued function C ∋ ζ → D(τ ; ζ) which satisfies 1. D(τ ; ζ) is continuous in C (with respect to the parameter ζ).
D(τ
3. The relation (3.39) is satisfied.
We will solve ∂-Problem 3.6 in Section 7. It turns out that the contribution of D in (3.38) is of order τ −3/4 , see Lemma 7.2. Thus, the asymptotic (3.20) is mainly determined by M (3) which represents the Riemann-Hilbert part of the mixed ∂-RHP 3.5. Section 6 is devoted to RHP(Σ (3) ,R (3) ). In contrast to, for instance, NLS and DNLS equation, at this point RHP(Σ (3) ,R (3) ) is not solvable directly and some further work is required. The following two remaining steps are necessary.
Step 4: The next step separates out the influence of the jumps on the two crosses Σ (4−) and Σ (4+) , see Figure 4 . Let us split the jump matrix R 
To each cross and corresponding jump matrix we associate a Riemann-Hilbert problem. That is, we look at solutions M (4±) of RHP(Σ (4±) ,R (4±) ) and consider the assigned functions q (4±) (τ ). In Proposition 6.4 we will show that M (3) is approximated by the product M (4−) M (4+) and thus q (3) (τ ) is approximated by the sum q (4−) (τ ) + q (4+) (τ ). Since there are no explicit expressions available for M (4−) and M (4+) we introduce the final step 5.
Step 5: In the last step we end up with two model RHP's for which explicit solutions are known. The with its second-order Taylor expansion around the negative stationary phase point −1:
We also enlarge the rays Σ and define, see Figure 5 ,
in a natural way we set
Analogously we derive a model RHP from RHP(Σ (4+) ,R (4+) ) by setting
and defining
1+ρ(1)ρ(1) (δ
To compute the solution of RHP(Σ (5−) ,R (5−) ) is subject of Subsection 6.1. In subsection 6.2 we show that the two solutions M (5±) approximate the two solutions M (4±) in the sense that M (4±) = F (±) M (5±) with matrix functions F (±) close to identity, see (6.20) and Proposition 6.3.
Regrouping of the transformations:
We close this summary with regrouping the above explained transformations. Recalling successively (3.26), (3.31) and (3.38) we obtain
Using W(τ ; ζ) = 1 for ζ = 0 and ζ ∈ Ω 9 ∪ Ω 10 and making use of the fact that [δ(ζ)] −σ 3 is diagonal we derive the following two solution formulas for the expressions we want to evaluate in Theorem 3.3:
Based on these formulas, Theorem 3.3 is a direct consequence of Propositions 6.2 -6.4 and Lemma 7.2 below. Therein the following is shown:
Propositions 6.2 -6.4
Estimates (3.18) and (3.19) of Theorem 3.3 follow easily by substituting these results into (3.42).
Preparation for Steepest Descent
Scalar Riemann-Hilbert problems such as RHP 3.4 are well understood and explicit representations for their solution are available in terms of the Cauchy operator, see (4.2) below. We will state important global properties of the solution δ of RHP 3.4 in the following subsection and compute the asymptotic behavior at the stationary phase points ±1 in the subsequent subsection.
The scalar Riemann-Hilbert problem
We define ν(ζ) := 1 2π log (1 + ρ(ζ)ρ(ζ)) (4.1) and consider the following function
The following can be found in many works, see for instance [DZ94] .
Proposition 4.1. The function δ defined in (4.2) satisfies the following:
(i) δ is a solution of Riemann-Hilbert problem 3.4.
(
Asymptotics near the Stationary Phase Points
In this subsection we address the asymptotic behavior of δ(ζ) near the stationary phase points −1 and +1. Using the notation introduced in (4.1) we set
(1 + ρ(−1)ρ(−1)), and we learn that locally for ζ → −1 the two functions (−( · + 1)) iν 
Here the complex powers of ∓(ζ ± 1) are defined with the branch of the logarithm as described above: −π < arg(−(ζ + 1)) < π in (4.4) and −π < arg(ζ − 1) < π in (4.5), respectively.
Proof. In the following we give some standard computations. Let us define the following two functions,
and denote the exponent in (4.2) by γ such that δ(ζ) = exp(γ(ζ)) and
Using the notation
we find γ(ζ) = β(ζ) + b (−) (ζ) + b (+) (ζ). The functions b (±) are continuous around ∓1. Indeed, we have
if ζ is closed to ∓1. Since the function s → ν(s) − ϕ(s) is in H 1 (R) and has zeroes at ±1 of at least order 1/2, the values β(±1) exist and, moreover, as shown in [CP14, Lemma 3.4] we have
Now, let ζ ∈ C \[−1, ∞) and choose −π < arg(−(ζ + 1)) < π. An explicit calculation of b (−) yields
and we learn that |b (−) (ζ) − iν
Making use of (4.6) and (4.7), we easily obtain
This is turn implies that (4.4) holds for
Using very similar computations estimates around +1 can be derived and it follows that (4.5) holds for
The property |δ ± 0 | = 1 is obvious and thus the Proposition is proved.
∂-extensions of jump factorization
In this section we will specify the transformation M (1) → M (2) , given explicitly by (3.31). As explained in the summary the purpose of this deformation is to remove the jump along the real axis and introduce jumps on Σ (2) , where
8 is depicted in Figure 2 . Therefore we need to construct the function W piecewise on Ω 1 , ..., Ω 10 , where we denote by Ω j the components of C \(R ∪Σ (2) ) as sketched in Figure 6 . Assume that functions R k : Ω k → C, k = 1, ..., 8 satisfy the following boundary
Figure 6: Decomposition of C \(R ∪Σ (2) ) into ten connected components.
conditions:
1 ,
2 ,
3 ,
4 , (5.1d)
5 , (5.1e)
6 , (5.1f)
7 , (5.1g)
8 . We set
and by (5.1a)-(5.1h) (first line in each case) we find that W satisfies (3.30). Moreover it follows from (5.1a)-(5.1h) (second line in each case) that M (2) admits jumps on Σ (2) of the form M
τ precisely given by (3.32) and (3.33). The lack of analyticity is measured by means of the following differential operator:
We would have ∂W = 0 if W was analytic. The general case is
(5.4) Similar to [LPS18, CJ16, CP14, DM08] by explicit construction the following Lemma can be obtained.
Lemma 5.1. Let ρ,ρ satisfy assumptions (3.9)-(3.12). Then for j = 1, ..., 8 there exist functions R k : Ω k → C satisfying (5.1a)-(5.1h), so that for k ∈ {1, 2, 5, 6} and ζ ∈ Ω k
whereas for k ∈ {3, 4, 7, 8} and ζ ∈ Ω k , 
2 . Moreover, we can find a constant c such that
for all ζ ∈ Ω 2 . Now let us use the function just introduced for an interpolation between the first and second line of (5.1b):
Immediately from this definition and from the definitions of G and χ, (5.2), we can verify (5.1b). Thus it remains to prove the desired bound (5.5). A direct computation yields | ∂R 2 (ζ)| ≤ W 1 + W 2 + W 3 with
,
where the constants C 1 , C 2 , C 3 are independent of ρ andρ by assumption. Using |f (a) − f (b)| ≤ c f H 1 (R) |a − b| 1/2 for all functions f ∈ H 1 (R), Proposition 4.2 and (5.7) we find
Differentiating yields
where c 2 depends on the constant Γ 0 in the assumption (3.10). This completes the proof of (5.5) for k = 2. The other R k 's can be defined similar to (5.8). The idea in each case is to use arg(ζ ± 1) and the function g to interpolate between the first and second line of (5.1a)-(5.1h). For technical reasons it is necessary to include the function χ(ζ), see Remark 5.2 below.
Remark 5.2. Since W is defined piecewise on Ω 1 , ..., Ω 10 , one would expect a discontinuity on the line [−i, i]. But the reader might check that the presence of the cutoff function χ, introduced in (5.2), and the fact that the function g is constant on [0, π/6], as depicted in Figure 7 , avoid that kind of discontinuity for W.
As explained in the summary, the definition of R (2) τ in (3.32) and (3.33) involve that for τ → ∞, R (2) τ (ζ) → 0 point-wise for all ζ ∈ Σ 2 \ {±1}, see also (3.34) and Figure 3 . However, we do not have lim τ →∞ R (2) τ L ∞ (Σ (2) ) = 0. But we will need the following. Proposition 5.3. Under the assumption (3.9)-(3.12) there exists a constant c > 0 such that
for all τ ∈ R + . Here, the constant Γ 0 is defined in (3.11).
Proof. We start with calculating the L 1 -norm on Σ 3 , we find a constant c 1 such that
The same argument can be used to estimate R
for j ∈ {2, 6, 7}. Now we consider the ray Σ
4 and use the parametrization ζ = 1+ a(1+ i). Having a look at the imaginary part of Z(1+ a(1+ i)) we discover that it is possible to identify positive constants a 0 , b 1 and b 2 such that 0 ≤Ǐ(a) ≤ Im(Z (1 + a(1 + i) 
Analogously to the above estimates we now find
The same can be done for the remaining rays Σ
5 and Σ
8 . Thus, the proof of the Proposition is done.
The reason for splitting the notation in (3.32) and (3.33) into two contributions will become clear later in Proposition 6.3. Therein we will show that as τ → ∞ the interaction between the two crosses
(5.11) and
(5.12) with regard to the reconstruction formula (2.23) is negligible. See Figure 4 for an illustration of the contours Σ (4−) and Σ (4+) .
Figure 8: The contour Σ (P C) of the model Riemann-Hilbert problems.
Analysis of pure RHP
The RHP contribution (3.36) is mainly responsible for the long-time asymptotics of q(τ ) stated in Theorem 3.3. We can provide this explicit result since the function q (3) (τ ) associated to RHP(Σ (3) ,R
τ ) converges to the sum q (5−) (τ ) + q (5+) (τ ), where both q (5±) are associated to model RHP's which can be solved explicitly.
Two model RHPs
The Riemann-Hilbert problems RHP(Σ (5±) ,R (5±) τ ) with Σ (5±) depicted in Figure 5 and R (5±) τ given in (3.40) and (3.41) are explicitly solvable. Usually the solution procedure is presented in the following way. We begin with defining a change of variables
and set
with the new contour Σ (P C) := (e iπ/4 R) ∪ (e −iπ/4 R). (6.3)
As depicted in Figure 8 we let Σ (P C) inherit the orientation of R. Thus, it is important to notice that Σ (P C) is not simply the image of Σ (5−) under the transformation ζ → η defined in (6.1). This is because the change of variables in (6.1) would also rotate the contour by an angle of π and thus reverse the orientation. As an important consequence we have M
. It follows that the condition
is transformed into the jump condition
This gives rise to the definition
With a view to (3.40) it will be useful to have the following identities
Note that we define −π < arg(η) < π so that the branch cut of η 2iν . Using the notation just introduced we find for η ∈ Σ (P C)
:= e −iπ/4 R + .
(6.6)
We may write R
where R − 0 is shown in Figure 9 . Now let us repeat the above procedure for the positive stationary phase point +1. That means to transform RHP(Σ (5+) ,R (5+) τ ) into a Riemann-Hilbert problem on Σ (P C) . We start with introducing another change of variables
In contrast to the scaling (6.1) used for the model RHP at the negative stationary phase point we do not rotate the contour if we use the new variable η defined in (6.8). For that reason, M (P C+) (τ, η) defined in (6.9) is a solution of RHP(Σ (P C) ,R
) where we recall the definition of Σ (P C) , see (6.3), and the jump is simply given by R (P C+) τ (η) := R (5+) τ (ζ(η)). The following identities hold: We set ρ . We find
(6.11)
In Figure 10 we illustrate the matrix R + 0 defined on Σ (P C) , where R + 0 has the meaning that
The solution of the two Riemann-Hilbert problems RHP(Σ (P C) ,R
) is not worked out in this paper. However, the reader might wonder why the superscript (P C) is used for the model Riemann-Hilbert problems. Here, P C stands for Parabolic Cylinder functions. This well-known class of functions plays a certain role in the derivation of the following which we take from [LPS18] . Proposition 6.1. Given complex non-zero constants ρ
) with R (P C±) τ defined in (6.6) and (6.11) and with Σ (P C) depicted in Figure 8 are solvable. The solutions take the form Using the relations (6.2) and (6.9) and the two different scalings (6.1) and (6.8) we obtain M (5±) (τ ; ζ) = M (P C±) (τ ; ± √ τ (ζ ∓ 1)) and then we find that
Thus, if we substitute the definitions of ρ 
and that ρ(±1) = 0 andρ(±1) = 0, the Riemann-Hilbert problems RHP(Σ (5±) ,R (5±) ) are uniquely solvable and the functions
are explicitly given by
Moreover, we have
The implied constant is independent of ρ(±1) andρ(±1). Also,
Truncated crosses
This subsection is devoted to the Riemann-Hilbert problems RHP(
), where the contours Σ (4+) and Σ (4−) are depicted in Figure 4 . We recall that R (4±) τ are given by
. See (3.32) and (3.33) for the definition of R (2) τ . Our next basic result is the following proposition.
Proposition 6.3. Under the same assumptions as in Proposition 6.2, there exist a constant τ 0 > 0 such that the Riemann-Hilbert problems RHP(Σ (4±) ,R (4±) ) are uniquely solvable for all τ ≥ τ 0 . Moreover, there exist positive constants C 1 and C 2 such that the functions
for all τ ≥ τ 0 , where q (5±) (τ ) are given in (6.14). We also have
and for a fixed ǫ > 0 and any ζ 0 with dist(
C 1 and τ 0 depend on Γ 0 as in (3.11) only. C 2 may also depend on ǫ.
Proof. We only give a proof for the "−" case of (6.17)-(6.19). The idea is to construct the solution of RHP(Σ (4−) ,R
) which is provided by Proposition 6.2. Therefore we seek for a matrix-valued function F such that
A direct computation shows that F needs to be the solution of a normalized Riemann-Hilbert problem RHP(Σ (5−) ,R
τ ), where the jump is given by
Here we set R 
We learn that for all w ∈ Σ (5−) ,
The constant c is determined by
) and thus independent of τ , see (6.16). Using the notation
we can find a constant c such that
It follows that for all ζ ∈ B 1/2 (−1) := {ζ ∈ C : |ζ + 1| < 1/2} we have
Taking ζ ∈ Σ (5−) 2 ∩ B 1/2 (−1) and parameterizing ζ + 1 = se iπ/4 with 0 ≤ s ≤ 1/2 we find
As it is shown easily, γ τ has the following properties
From these observations and similar estimates on the other rays Σ and from (3.11) we can deduce that R
In order to show that equivalent estimates are also available on the contour Σ (5−) \ B 1/2 (−1) we use the estimate |R 
Combining the two crosses
In this subsection we attend to the Riemann-Hilbert part of the mixed ∂-RHP 3.5 Therefore we will construct the solution M (3) of RHP(Σ (3) ,R (3) τ ) from the two solutions of RHP(Σ (4±) ,R (4±) τ ), which were constructed in the proof of Proposition 6.3 from two model Riemann-Hilbert problems. We recall that the contour Σ (3) = Σ (2) is depicted in Figure 2 and we also recall that
See (3.32) and (3.33) for the definition of R
τ . We have the following proposition.
Proposition 6.4. Under the same assumptions as in Proposition 6.2, there exist a constant τ 0 > 0 such that the Riemann-Hilbert problem RHP(Σ (3) ,R (3) ) is uniquely solvable for all τ ≥ τ 0 . Moreover, there exists a positive constants C such that the function
for all τ ≥ τ 0 , where q (4±) (τ ) satisfy (6.17). We also have
Either of the constants, C and τ 0 , does depend on the constant Γ 0 given in (3.11) only.
Proof. We consider RHP(Σ (4−) ,R
τ ), where the jump matrix R (E) τ is given by
Denoting the solution of RHP(Σ (4−) ,R (E) τ ) by E(τ, ζ) we then have
which is verified by computing explicitly the the jumps on
Thus, it suffices to show that RHP(Σ (4−) ,R (E) ) is indeed solvable and we have to prove estimates on E 1 . Similar to the above proof of Proposition 6.3 we intend to apply theory for RHPs with jump matrix R (E) near zero, see Appendix A. It follows from Theorem A.2 that (6.23)-(6.25) are proven if the following estimates can be verified.
We will provide the proof of (6.26) and (6.27) in the following. Writing
where we also used that [R
] 2 = 0, we learn that (ζ) = 0 which follows from the cut-off function occurring in (3.32) and (3.33). Making use of this observation and considering estimate (6.19) we realize that (6.28) implies
Thus, by (3.11) we find (6.26). Inequality (6.27) follows by Proposition 5.3. The proof of the Proposition is now completed.
7 Analysis of pure ∂ problem 
The definition of Υ was given in (3.39). For J we can prove the following.
Proposition 7.1. For the operator in (7.1) we have J :
for all τ ∈ R + . C depends on ρ andρ through theirs H 1,1 (R)-norms and Γ 0 , see (3.11).
Proof. We decompose the operator into J = J 1 + ... + J 8 , where
and prove (7.2) first for J 4 and afterwards for J 3 . Other values for j are similar to one of these. By Lemma 5.1 it is clear that to bound J 4 it is enough to bound I 1 , I 2 and I 3 defined by
|s − 1| −1/2 |e iτ Z(s) | |s − ζ| dA(s),
We start with presenting two useful estimates. First, by monotonicity and by (5.10) we have
for any y > 0. Secondly, we will need the following observation which can be obtained by elementary computations. For arbitrary α, β ∈ R and any real y = β we have
Let us now begin with estimating I 1 . Writing s − 1 = x + iy and ζ − 1 = α + iβ and making use of (7.3) and (7.4) we obtain and thus
Proceeding like in (7.5) we now consider
dy.
A direct computation shows that (
does not depend on y > 0 . Thus, we can copy the arguments from above in order to obtain I 2 ≤ cτ −1/4 . Similarly, I 3 ≤ cΓ 0 τ −1/4 which proves (7.2) for J 4 . The case J 3 is similar. We define
Using again obvious properties of the Joukowsky transform Z we can easily see that for all y ∈ (0, 1),
where I(y) is the same function as defined in (5.9). Using (7.7) and (7.4) we find
y 2 |y − β|
Applying the idea of (7.6) we immediately end up with
. For estimating K 2 we write the same as we did for I 2 :
can be bounded by a constant that is independent of y we deduce
Since χ is finitely supported we can estimate K 3 in the same way as K 1 and obtain K 3 ≤ cΓ 0 τ −1/4 Therefore, we have shown that
). This suffices to prove the Proposition. 
Here the constant C is independent of τ and depends on ρ andρ through theirs H 1,1 (R)-norms and Γ 0 as in (3.11). 
Writing again s − 1 = x + iy and differentiating between cases x ≤ 1 and x ≥ 1, see Figure 11 , we can obtain from elementary computations that e −iτ θw 0 (s) ≤ e −τ c 1 xy , s ∈ Ω 4,1 , e −τ c 2 y , s ∈ Ω 4,2 .
(7.11)
We can now begin with estimating I ′ 1 .
Recalling the bound ( ∞) ) ≤ c from the proof of Proposition 7.1 we can bound I ′ 2 I ′ 3 in a similar way so that finally
Let us now estimate Ω 3 Υ(s)dA(s). Writing again s − 1 = x + iy we have for any y ∈ (0, 1 2 ) and any
where c is a sufficiently small and positive constant not depending on x and y . This observation can be used to find |e iτ Z(s) | ≤ e τ xy/2 for s ∈ Ω 3,1 as depicted in Figure 11 . It follows that
and the same forρ instead of ρ. By the same argument we also find
To bound the integral over Ω 3,2 (see Figure 11) we write s − i = x + iy. For y ∈ (−1/2, 0) and x ∈ (0, −y) (which is equivalent to s ∈ Ω 3,2 ) we find
≤ e τ y/4 for s ∈ Ω 3,2 . It follows that
Altogether we have proven that
Since other regions Ω j can be considered in a similar way we can conclude the proof of the Lemma.
Soliton resolution
The preceding sections were dealing with pure radiation solutions of (1.1). That is the case N = 0 in RHP's 2.5 and 2.6. Let us now assume N ≥ 1 and S(u 0 , v 0 ) = (p; {λ j , C j } N j=1 ) as in (2.8). For velocities −1 < v 1 ≤ v 2 < 1 and initial points −∞ < x 1 ≤ x 2 < ∞ we want to compute the asymptotic behavior of solutions (u, v) for (1.1) in the space-time cone
For arbitrary ǫ > 0 and sufficiently large t the set K corresponds to those (t, x) for which z 0 = w
and it will turn out that only solitons corresponding to eigenvalues λ k with k ∈ Λ(K) will be visible in K. The remaining solitons corresponding to eigenvalues λ k with k belonging to one of the sets
will eventually leave S to the left (if k ∈ Λ ← (K)) or to the right (if k ∈ Λ → (K)). A first step of proving the soliton resolution conjecture is to prove the following Theorem:
). For a given space-time cone K(v 1 , v 2 , x 1 , x 2 ) of the form (8.1), define new scattering data
Figure 12: Inside a cone K(v 1 , v 2 , x 1 , x 2 ) the asymptotic behavior of u(t, x) and v(t, x) is preassigned by the reduced spectrum shaded on the right which only contains eigenvalues λ j such that
where L 1 and L 2 are numbers determined from v 1 and v 2 , (8.2).
These expressions can be derived from the relations (2.14), (2.18) and (2.17) and the following equalities
that are true for any complex λ 2 = z = w −1 and λ 2 j = z j = w
The proof of Theorem 8.1 can be obtained from the proofs of Lemma 3.1 and 3.2 in [Saa17a] applied to RHP's 2.5 and 2.6 separately. The technique of steepest descent is not used for this result, because the asymptotic functions u K and v K in (8.6) still have a non-vanishing reflection coefficient p given by (8.5) or, equivalently, (8.7). Theorem 8.1 already implies the resolution of (u, v) into the sum of solutions (u K 1 , v K 1 ), ..., (u K K , v K K ) where the sets K 1 , ..., K K are supposed to have parameters v
sufficiently close together such that Λ(K k ) is either empty or |λ j 1 | = |λ j 2 | for all j 1 , j 2 ∈ Λ(K k ). Applying Theorem 1.1 to those sets K k for which Λ(K k ) = ∅ we find |u(t, x)| + |v(t, x)| = O(t −1/2 ) in these sectors. Let us now state the complementing result which describes the behavior of u and v in any narrow cone K k for which the contributing eigenvalues {λ j : j ∈ Λ(S k )} form a non-empty set. The constant c depends on the initial data through S(u 0 , v 0 ) and on ǫ.
Proof. The proof is obtained by repeating the proof of Theorem 3.3. What makes the difference is the presence of singularities in the RHP's. If RHP 2.5 admits poles at w 1 , ..., w n , w 1 , ..., w n (recall w j = λ has, under the assumption (8.12), the following properties: Now, let us go back to the original coordinates t and x. We recall formula (3.6) and set analogously M (sol) (t, x; w) := M (sol−0) (τ ; w/w 0 ).
From (8.19) it follows that M (sol) (t, x; w) satisfies exactly the RHP for the multi-soliton u sol (t, x; D ′ ) with data D ′ = {λ j , C ′ j } n j=1 where Here the scattering data are given by D = {λ j , C j } n j=1 with modified norming constants
It is left to the reader to verify that the latter expression is equivalent to both lines in (8.9). Repeating the above line of argument for RHP 2.6 it follows that v(t, x) = v sol (t, x; D) + O(t −1/2 ) with the same scattering data as for u. Thus, the remaining part of the proof is a discussion of the region where (8.12) does not hold. Equivalently, the region, where |L −1 0 −w 0 | > τ −1/2 . It is a fact that in those regions (u(t, x), v(t, x)) behaves like a pure radiation solution and thus |u(t, x)|+|v(t, x)| ≤ cτ −1/2 by Theorem 1.1. The proof of this fact can be provided with arguments similar to Theorem 8.1. In particular, if |L 
A Existence theory for RHPs
The following is presented for the convenience of the reader even though it does not contain something new. Let Σ ⊂ C be a finite union of smooth curves equipped with an orientation. We will call such objects oriented contours. To each contour Σ we can associate the Cauchy operator
For ζ ∈ Σ it is a fact that C Σ [f ](ζ ′ ) can approach different values as ζ ′ → ζ, depending on the side of Σ on which the limit is taken. If one moves along the contour in the direction of the orientation, it is a convention to say that the ⊕-side lies to the left. The ⊖-side lies to the right, respectively. See Figure  13 for an example. This gives rise to the following definition. 
The last inequality follows from standard inclusion L 2 ⊂ L 1 ∩ L ∞ and (A.5). In a very similar way we can prove (A.7). In order to understand why (A.8) is indeed a solution formula for RHP(Σ,R) we first note that µ = C 
