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Resumen El Problema de Mu´ltiples Ascensores (MEP) es un proble-
ma de optimizacio´n combinatorio, dina´mico no estacionario, consiste en
encontrar la secuencia de movimientos para cada ascensor de un edificio
de manera tal de minimizar el tiempo medio de espera de los pasajeros.
En este trabajo se propone un algoritmo ACO Multicolonia de Hormigas
(M-ACO) para el MEP que implementa una estrategia simple para adap-
tarse a los cambios basada en la modificacio´n de los rastros de feromona.
Se aplican y analizan me´tricas espec´ıficas para entornos dina´micos y pa-
ralelos para medir el desempen˜o del algoritmo.
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1. Introduccio´n
La metaheur´ıstica Optimizacio´n de Colonias de Hormigas (ACO, Ant Colony
Optimization) [4], se inspira en el comportamiento de las colonias de hormigas
naturales. Es aplicable a problemas de optimizacio´n combinatorios (POC) duros
en ambientes estacionarios y no estacionarios, esta´ticos y dina´micos.
En particular, un algoritmo ACO Multicononias de hormigas [1,2,16,17],
posee varias colonias de hormigas cada una con su propia matriz de feromo-
nas las cuales, para la construccio´n de una solucio´n, cooperan con sus colonias
vecinas, con algu´n tipo de informacio´n. En un entorno paralelo, las colonias
de hormigas son distribuidas en los procesadores disponibles, utilizando as´ı la
potencia de co´mputo y los recursos que brindan hoy en d´ıa las arquitecturas
paralelas y las redes de computadoras.
El Problema de Mu´ltiples Ascensores (MEP) [13,14,18,20] es un problema de
optimizacio´n combinatorio dina´mico (POD) [12,15] no estacionario, que consiste
en encontrar una secuencia de movimientos que deben realizar los ascensores
de un edificio de manera tal de minimizar el tiempo medio de espera de los
pasajeros. La llegada de un nuevo pasajero a la cola de un ascensor, la rotura de
un ascensor, etc. son eventos que provocan cambios de estado en el problema,
hacie´ndolo un problema dina´mico ya que se modifica la instancia del problema
para la cual se intenta encontrar una solucio´n.
En este trabajo se propone un algoritmo ACOMulticolonia de Hormigas (M-
ACO) para el MEP, se aplica una estrategia especial de modificacio´n de la matriz
de feromonas cuando ocurre un cambio, la cual es introducida con el propo´sito
de lograr una mejor adaptacio´n del algoritmo a los cambios del entorno del
problema. Adema´s, se muestra la aplicabilidad de las me´tricas espec´ıficas para
entornos dina´micos y paralelos para medir el desempen˜o del algoritmo en cuanto
a la calidad de las soluciones obtenidas, el costo de adaptacio´n del mismo y el
tiempo de ejecucio´n.
2. El Problema de Mu´ltiples Ascensores
En te´rminos generales, el Problema de los Mu´ltiples Ascensores (MEP) con-
siste de un edificio de varias plantas con un grupo de ascensores, en donde los
usuarios generan llamadas a los mismos para trasladarse de una planta a otra.
Cada ascensor debe realizar un recorrido eficiente de las plantas de manera
tal que se minimice por ejemplo, el tiempo medio de espera de los usuarios, el
tiempo medio de tra´nsito de los usuarios, la cantidad de usuarios dentro de un
ascensor o el consumo de energ´ıa.
Para el MEP se han realizado investigaciones con el objetivo de estudiar el
comportamiento de un grupo de ascensores, a trave´s de simuladores, proban-
do diferentes pol´ıticas de planificacio´n y te´cnicas algor´ıtmicas para encontrar
la secuencia de movimientos de los ascensores. Por ejemplo: Mateus Rosso y
Me´ndez [13] implementan un simulador en JAVA que permite configurar las
caracter´ısticas del edificio e incluir nuevas pol´ıticas de planificacio´n; Molina et
al. [14] implementan un simulador en C++ el cual se incluye en un algoritmo ACS
para encontrar la solucio´n al Problema de Unico Ascensor; Yu et al. [20] prueban
un algoritmo h´ıbrido, el cual utiliza Programacio´n de Redes Gene´ticas y Opti-
mizacio´n de Colonias de Hormigas para un sistema de control y supervicio´n de
un grupo de ascensores; Ma´rquez Torres [18] incluye un simulador que interactu´a
con un algoritmo gene´tico; Ho y Robertson [8] aplican Redes de Petri combinadas
con Redes Neuronales para encontrar la secuencia de movimientos que debe re-
alizar un ascensor; Eguchi et al. [5] aplican Programacio´n Red-Gene´tica para
evolucionar un controlador de un sistema de ascensores mu´ltiples. Otros apli-
can enfoques alternativos para abordar el problema, como controladores difusos,
Sistemas Expertos, Redes Neuronales y combinacio´n de los mismos [3,7,9,10].
2.1. Formulacio´n del Problema
Como se muestra en la figura 1, el MEP se puede definir en te´rminos de las
siguientes componentes: (i) el conjunto de las n plantas P = {p1, p2, . . . , pn}; (ii)
el conjunto de losm ascensores del edificio A = {A1, A2, . . . , Am}, las velocidades
y capacidades de cada ascensor,
−→
V = 〈v1, v2, . . . , vm〉 y
−→
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Figura 1. Esquema general del MEP. La llamada (tl, pln, p
l
d) se genera en el tiempo t
l desde la
planta plo y hacia la planta p
l
d. λi son las velocidades medias de arribos de la llamadas para una
determinada planta i.
respectivamente. La funcio´nm(t) : t→ N, retorna el nu´mero de ascensores dispo-
nibles en un tiempo determinado y (iii) las funciones de distribucio´n Poisson fλi ,
con para´metro λi para i ∈ {1, . . . , n}. Este para´metro respresenta la velocidad
media de generacio´n de llamadas por unidad de tiempo en la planta i, puede
variar respecto a las plantas y respecto al tiempo (t); por lo tanto se tiene
el vector de funciones de distribucio´n para cada planta, para un determinado
tiempo:
−→
f λ(t) = 〈fλ1 , fλ2 , . . . , fλn〉, con λi(t) : t→ N.
2.2. Instancias del Problema
Para los estudios realizados en este trabajo, el nu´mero de ascensores no cam-
bia con el tiempo, los ascensores tienen la misma velocidad y capacidad. Por lo




C por las constantes m, v y c
respectivamente.
Aqu´ı, consideramos una u´nica fuente de dinamismo usada para el MEP es





d), . . . , (t
l, plo, p
l
d)〉 (en donde t
1 es
el tiempo de ocurrencia de la llamada, plo la planta origen de la llamada, p
l
d la
planta destino de la llamada) debido a la variacio´n en el tiempo de las funciones
fλ. De acuerdo a estas caracter´ısticas, la frecuencia de cambio de L es discreta,
es decir, la instancia del problema cambia cada cierto periodo de tiempo. As´ı, el
MEP puede ser visto como una secuencia de problemas esta´ticos diferentes. E´sta
es una de las posibles maneras de definir problemas dina´micos (Leguizamo´n et
al. [12]). Por lo tanto, una instancia queda definida como I = 〈n,m, v, c, δC〉 con
δC = (
ciclo1︷ ︸︸ ︷
L1, L2, L3, . . . ,
cicloC︷ ︸︸ ︷
L1, L2, L3), el sub´ındice C ∈ N, indica el nu´mero de ciclos
de la forma (L1, L2, L3). El per´ıodo de tiempo que se considera una determinada
secuencia Li de δC , se denomina Etapa y su tiempo de duracio´n es denotado con
te. Por ejemplo, con δ2 y te = 50, indica que se producen dos ciclos de secuencias
de llamadas, resultando δ2 = (L1, L2, L3, L1, L2, L3) y que L1 sera´ considerada
50 unidades de tiempo antes de que ocurra un cambio de secuencia, siguiendo
L2 y as´ı sucesivamente.
2.3. Evaluacio´n de la Calidad de una Solucio´n del Problema
Una solucio´n para el MEP consiste de una secuencia de plantas a visitar para
cada ascensor (basada en el modelo del SEP propuesto en Molina et al. [14]).
Por ejemplo, la figura 2 muestra una secuencia posible de visitas de longitud
k1 = 6 y k2 = 8 para los ascensores A1 y A2 respectivamente, en un edificio con
dos ascensores (m = 2).
A
 1 A 2 210 3 2 0 3 4240 1 3 1
Figura 2. Secuencias para el MEP, de longitud k1 = 6 para A1 y k2 = 8 para A2.
La funcio´n de evaluacio´n de la calidad de una solucio´n se basa en la funcio´n
propuesta en Ma´rquez Torres [18] y a su vez se aplica en Molina et al. [14] y su
formulacio´n esta´ dada por: f = 1
n
∑n




j=1 µij , en donde µi es
el tiempo medio de espera total de las personas en la planta i; µij es el tiempo
medio de espera de una persona j en la planta i; y βi es el nu´mero de personas
que han esperado en la planta i.
3. Algoritmo M-ACO
En el algoritmo M-ACO (algoritmo 1) varias colonias de hormigas, exploran
el espacio de bu´squeda utilizando su propia matriz de feromonas y cooperan en-
tre s´ı con algu´n tipo de informacio´n con sus colonias vecinas. En este trabajo nos
basamos en el modelo ACO presentado en Molina et al. [14], adoptando as´ı, el
Grafo de Construccio´n Parcialmente Conectado, la Regla Proporcional Pseudo-
random y la informacio´n heur´ıstica: la distancia entre dos plantas, la longitud
media de cola, el tiempo medio de espera y el nro. de pasajeros dentro del ascen-
sor. Este algoritmo, interactu´a con el algoritmo simulador MEP, el cual simula
los movimientos de los ascensores segu´n lo que indica la solucio´n en evaluacio´n;
y con el algoritmo Admin Id el cual administra las instancias dina´micas del pro-
blema en funcio´n del tiempo de simulacio´n (controla los cambios de secuencias
segu´n δC). En segundo lugar, cada colonia de hormigas (Ci) inicializa la matriz
de feromonas (paso 3). Luego, en forma repetitiva en cada colonia: se iniciali-
zan las estructuras de datos segu´n los valores parame´tricos le´ıdos (paso 5), cada
hormiga (k) de una colonia construye una solucio´n (paso 6), el algoritmo M-ACO
env´ıa al simulador del MEP los pro´ximos movimientos que debe realizar cada
ascensor, para que los simule. Luego, el simulador retorna a M-ACO el nuevo es-
tado del edificio. El algoritmo Admin Id le proporciona al simulador la instancia
Id a simular en un determinado momento y le avisa al algoritmo M-ACO si ha
ocurrido un cambio. Esto no implica que M-ACO tenga conocimiento de tipo de
cambio o que sepa de antemano cua´ndo ocurre el cambio. El aviso es una simple





4: for (iter = 1; iter <=Max iter; iter ++) do
5: InicializarColoniaCi();









15: Intensificar(MejorSolucio´nLocalCi , MejorSolucio´nGlobalCi);
16: if (Hay cambios()) modificar τ(γ); end if
17: end for






matriz de feromonas. Luego, se elige la mejor solucio´n de todas como la Mejor
Solucio´n Local, en caso de ser necesario la Mejor solucio´n Global es reemplaza-
da por e´sta (pasos 7 y 8). Luego, se realiza la evaporacio´n (paso 9) seguida de
un proceso de comunicacio´n basada en un modelo sincro´nico, durante el cual,
migra la Mejor Solucio´n Global (pasos 11 y 12), se aplica la topolog´ıa de co-
municacio´n Anillo. Acontinuacio´n, se realiza un proceso de intensificacio´n de los
rastros de feromona usando la Mejor Solucio´n Local, la Mejor Solucio´n Global y
la Solucio´n Vecina (pasos 13 y 15). Seguidamente, si ha ocurrido un cambio, se
actualizan todos los valores τi,j de la matriz de feromonas utilizando la funcio´n
(Leguizamo´n y Alba [11]): τnewi,j = (1 − γ)τ
old
i,j + γτ0 (paso 16). Del Factor de
actualizacio´n o adecuacio´n γ depende la cantidad de experiencia adquirida que
preserva el algoritmo luego de un cambio, y por ende el grado de exploracio´n del
mismo. Por u´ltimo, se elige (en la colonia Cmain) la mejor de todas las soluciones
producidas por cada colonia, que es la solucio´n final que retorna el algoritmo.
4. Marco Experimental
El marco experimental presentado, tiene el objetivo de estudiar el desempen˜o
del algoritmo M-ACO, variando el nu´mero de procesadores utilizados, respecto
a: (i) la calidad de las soluciones obtenidas, analizando los TME∗ (valores ob-
jetivos promedios a lo largo de las etapas) y utilizando las me´tricas Exactitud
y Error ; (ii) la adaptacio´n del algoritmo a los cambios del problema, utilizando
la me´trica Estabilidad y Reactividad- (Leguizamo´n et al. [12], Feng et al. [6],
Weiker [19]); y (iii) los tiempos de ejecucio´n obtenidos utilizando las me´tricas
Speedup, Eficiencia y Eficacia. Se utilizan los valores de referencias (Vref ), los
mejores valores objetivos conocidos para cada una de las etapas, y calculados
previamente.
Experimento Id n m v c δC te γ
E(Id1
,γ) Id1 25 2 2.6 15 δ8 50 {0.2,0.5,0.8,0}
E(Id2
,γ) Id2 25 2 2.6 15 δ4 100 {0.2,0.5,0.8,0}
E(Id3
,γ) Id3 25 2 2.6 15 δ2 200 {0.2,0.5,0.8,0}
E(Id4
,γ) Id4 25 4 2.6 15 δ8 50 {0.2,0.5,0.8,0}
E(Id5
,γ) Id5 25 4 2.6 15 δ4 100 {0.2,0.5,0.8,0}
E(Id6
,γ) Id6 25 4 2.6 15 δ2 200 {0.2,0.5,0.8,0}
Cuadro 1. Configuraciones de los experimentos realizados.
El cuadro 1 muestra los experimentos realizados, incluye la descripcio´n de
las instancias Id usadas y los valores del Factor de actualizacio´n (γ) estudiados.
Para cada experimento se calcularon las me´tricas en funcio´n de los valores medios
obtenidos al considerar los resultados de 30 ejecuciones independientes.
Los valores parame´tricos del M-ACO, considerados fueron: Max iter=1200,
nro. de iteraciones entre comunicaciones iteri = 10, k = 20, ρ = 0.5, q0 = 0.8,
β = 2, τ0 = 0.8, los factores de la heur´ıstica local η: α1 = 0.05, α2 = 0.3,
α3 = 0.7 y α4 = 0.5.
4.1. Ana´lisis de los Resultados
Para el ana´lisis de los resultados se consideran los aspectos (i)-(iii) de la
seccio´n 4, se aplica el test no parame´trico de Kruskal Wallis para comparar los
resultados obtenidos en cada experimento y concluir as´ı sobre la significancia de
las diferencias entre e´stos.
Experimento E1-(0.136) E2-(0.179) E3-(0.213) E4-(0.136) E5-(0.179) E6-(0.213)
E(Id3
,0.2) 0.152 0.201 0.230 0.161 0.200 0.212
E(Id3
,0.0) 0.157 0.216 0.279 0.177 0.217 0.256
Cuadro 2. Valores TME∗ para cada etapa (E1-E6) para los experimentos E(Id3 ,0.2)
, E(Id3 ,0.0)
con 2 procesadores. Los valores Vref se asocian a cada etapa. En E3 las diferencias son ma´s extremas
entre los TME∗ alcanzados para cada experimento.
(i) Calidad de las Soluciones Obtenidas. El test estad´ıtico Kruskal Wallis,
aplicado para concluir sobre la significancia de las diferencias entre los TME∗ al
























Valores de exactitud promedio vs número de procesadores
E(Id3,0.2); np= 1E(Id3,0.2); np= 2E(Id3,0.2); np= 3E(Id3,0.2); np= 4
min
máx
Figura 3. Exactitud promedio para el experimento E(Id3 ,0.2)
variando el nu´mero de procesadores
(np). El valor mı´nimo (min) y ma´ximo (ma´x) posible de Exactitud es 0 y 1 respectivamente.
las diferencias de los resultados son significativas entre aplicar la estrategia de
modificacio´n de feromonas (γ = 0.2, 0.5 y 0.8) en lugar de no aplicarla (γ = 0.0),
ya que los valores p resultantes, son menores al nivel de significancia 0.05. Esta
diferencia es ma´s notable a partir de la etapa 3 (E3), cuando el algoritmo debe
encontrar una solucio´n a una situacio´n ma´s compleja, en donde se considera la
secuencia de llamadas L3 (con distribucio´n Poisson con λ = 30). Adema´s, de
haber adquirido cierta experiencia de bu´squeda, al finalizar E3 el cambio es ma´s
severo ya que la nueva etapa comienza con la secuencia L1 (con distribucio´n
Poisson con λ = 10). Por ejemplo, en el cuadro 2 se muestran los TME∗ para
las etapas (E1-E6) y sus respectivos Vref (junto al nombre de la etapa), de los
experimentos E(Id3 ,0.2) y E(Id3 ,0.0), con un nu´mero de procesadores (np) igual
a 2 en donde se observa lo mencionado anteriormente, en E3 se muestran las
diferencias ma´s extremas entre los TME∗ alcanzados para cada experimento.
En cambio, las diferencias de los TME∗ no son significativas cuando se aplica
la estrategia de modificacio´n de feromona con distintos valores de γ > 0.0 (los
valores p resultantes de aplicar el test son mayores a 0.05).
La figura 3 muestra los valores de exactitud variando el nu´mero de proce-
sadores (np) para el E(Id3 ,0.2), para cada una de las etapas los valores de Exacti-
tud ma´s cercanos a uno se encuentran al final de las mismas. En particular, en el
primer ciclo (E1−E3, primeras 600 iteraciones) la exactitud final en cada etapa
va creciendo en relacio´n al valor alcanzado en la etapa anterior. Esto muestra
que la experiencia adquirida es u´til dentro de una misma etapa como as´ı tam-
bie´n para las pro´ximas etapas, a pesar de que las nuevas secuencias provocan
cambios cada vez ma´s severos (dados por el aumento en el nu´mero de llamadas
por unidad de tiempo). En el segundo ciclo (E4 − E6, u´ltimas 600 iteraciones)
la exactitud disminuye notablemente cuando se cambia de la E3 a E4, en donde
E4 utiliza una secuencia menos compleja que en E3.
Los valores observables al inicio de cada etapa, muestran la sensibilidad del
algoritmo a los cambios de la instancia del problema ya que la exactitud dismi-
nuye abruptamente (el Error aumenta). En las etapas de los ciclos que utilizan
la misma secuencia de llamadas (por ejemplo E1 y E4) el Error aumenta pero
no de manera significativa.
(ii) Costo de Adaptacio´n a los Cambios. El algoritmo es altamente estable
para cada una de las etapas, ya que los valores de Estabilidad son cercanos a
cero (aunque con tendencia a subir al inicio de cada una de las etapas). El mayor
valor de estabilidad se alcanza en la etapa E3 indicando que el algoritmo tiene
mayor dificultad de adaptacio´n ante cambios ma´s severos. El cuadro 3 muestra
los valores de las diferentes me´tricas, para el experimento E(Id3 ,0.2), se resaltan
los valores extremos alcanzados, se puede observar lo mencionado anteriormente.
Un punto interesante de comentar para la me´trica Reactividad− (la cual mide
Me´trica E1 E2 E3 E4 E5 E6
Exactitud 0.7350 0.8120 0.8820 0.7100 0.8160 0.8730
Error 0.1520 0.1240 0.0870 0.1750 0.1230 0.0840
Estabilidad 0.0011 0.0014 0.0025 0.0009 0.0015 0.0000
Cuadro 3. Exactitud, Error y Estabilidad promedios para el experimento E(Id3 ,0.2)
para cada
etapa (E1-E6) para np = 2.
np E1(t = 200) E2(t = 400) E3(t = 600) E4(t = 800) E5(t = 1000)
1 12 49 548 9 53
2 14 37 548 10 41
3 19 54 548 10 59
4 18 93 548 11 86
Cuadro 4. Valores de Reactividad− para los experimentos E(Id3 ,0.2)
, para la u´ltima unidad de
tiempo (t), variando el nro. de procesadores (np).
np Speedup Eficiencia Eficacia
2 1.739 0.869 1.511
3 2.047 0.682 1.397
4 2.720 0.680 1.850
Cuadro 5. Speedup, Eficiencia y Eficacia para el experimento E(Id3 ,0.2)
obtenidos al variar el
nro. de procesadores (np).
cua´ntas unidades de tiempo tiene que transcurrir despue´s del cambio hasta al-
canzar una exactitud similar a la lograda antes del cambio), es respecto a lo
que ocurre al final de cada etapa, ya que para el resto de las unidades de tiem-
po (t) independientemente de la etapa el valor es de 1 (indicando una ra´pida
adaptacio´n del algoritmo), en cambio en los tiempos t = 200, 400, 600, 800 y
1000 se observan valores mayores a 1. En particular para t = 600 se alcanza
el mayor valor, indicando que al algoritmo le cuesta adaptarse a los cambios
mucho ma´s cuando pasa de considerar una secuencia L3 a considerar una se-
cuencia L1. Por ejemplo, el cuadro 4 muestra los valores de reactividad para el
experimento E(Id3 ,0.2) variando el nu´mero de procesadores, se puede observar
que cuando t = 600 el algoritmo alcanza un valor de exactitud similar despue´s
de 548 unidades de tiempo (independientemente del nu´mero de procesadores),
cuando nuevamente se considera L3 en E6 y habiendo transcurrido 148 unidades
de tiempo dentro de esta etapa.
Respecto a la influencia en la calidad de las soluciones, al variar el nu´mero de
procesadores, se observa que no existen diferencias significativas en los TME∗
obtenidos cuando el nu´mero de procesadores aumenta.
(iii) Tiempo de Ejecucio´n. Los valores medios de los tiempos de ejecucio´n,
el Speedup, la Eficiencia y la Eficacia obenidos para cada experimento, difieren
significativamente respecto a los valores obtenidos al variar el np. El speedup
aumenta cuando el nu´mero de procesadores crece, en particular para np = 2 se
alcanzan valores ma´s cercanos al Speedup Ideal (2, 3 y 4 para np = 2, 3 y 4
respectivamente), lo comentado se refleja al observar los valores de la eficacia y
la eficiencia (ver cuadro 5). Esto se debe a la sobrecarga generada por las comu-
nicaciones entre los procesos proveniente de la comunicacio´n entre las colonias
de hormigas durante el proceso de migracio´n y la sincronizacio´n proveniente del
modelo sincro´nico elegido para la comunicacio´n.
5. Conclusiones
En este trabajo presentamos un algoritmo ACO Multicolonias de Hormigas,
basado en un modelo sincro´nico para el MEP. Hemos realizado varios experimen-
tos con el objetivo de medir el desempen˜o del algoritmo en cuanto a la calidad
de las soluciones obtenidas, el costo de adaptacio´n a los cambios y el tiempo de
ejecucio´n.
Se logro´ mejorar el desempen˜o del algoritmo al aplicar una te´cnica de modi-
ficacio´n de la matriz de feromonas ante los cambios de entorno del problema.
El algoritmo se adapta ra´pidamente a los cambios en la mayor´ıa de los casos,
excepto en las etapas ma´s complejas.
Los tiempos de ejecucio´n mejoran cuando el nu´mero de procesadores aumen-
ta. Por lo tanto, se considera interesante seguir investigando sobre las carac-
ter´ısticas de la comunicacio´n entre las colonias durante el proceso de migracio´n
y diferentes tipos de instancias de estudio del problema.
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