Abstract-Turbo equalizers have been shown to be successful in mitigating the effects of inter-symbol interference introduced by partial response modems and by dispersive channels for code rates of 1 2. In this contribution, we comparatively studied the performance of a range of binary phase-shift keying turbo equalizers employing block-turbo codes, namely Bose-Chaudhuri-Hocquenghen turbo codes, convolutional codes, and convolutional turbo codes having high code rates, such as = 3 4 and = 5 6, over a dispersive five-path Gaussian channel and an equally weighted symbol-spaced five-path Rayleigh fading channel. These turbo equalization schemes were combined with an iterative channel estimation scheme in order to characterize a realistic scenario. The simulation results demonstrated that the turbo-equalized system using convolutional turbo codes was the most robust system for all code rates investigated.
I. INTRODUCTION
T URBO equalization (TEQ) [1] was proposed by Douillard et al. in 1995 for a rate convolutional-coded binary phase-shift keying (BPSK) system. Specifically, Douillard et al. demonstrated that the turbo equalizer was capable of mitigating the effects of inter-symbol interference (ISI), provided that the channel impulse response (CIR) was known. Here the performance improvements were obtained by performing the channel equalization and channel decoding iteratively. Gertsman and Lodge [2] then showed that the turbo principle can compensate for the performance degradations due to imperfect CIR estimation. Different iteration termination criteria [3] , such as cross-entropy minimization [4] , were also investigated in order to minimize the number of iterations carried out by the turbo equalizer. A turbo equalization scheme was proposed by Bauch and Franz [5] for the global system for mobile communications (GSM) where different approaches of overcoming the dispersion of the so-called a priori information due to the interburst interleaving scheme were investigated. Research into combined convolutional turbo coding [6] , [7] and iterative channel equalization has also been conducted by Raphaeli and Zarai [8] . Their results showed that for BPSK systems transmitting over nonrecursive channels the turbo equalizer using turbo codes outperformed the turbo equalizer utilizing convolutional codes. In the context of recursive channels, such as precoded magnetic storage media [9] , the same trend was observed in the "floor" region of the bit-error rate (BER) curve. However, in the "cliff" region, the opposite trend was observed, where the turbo equalizer employing convolutional codes outperformed the turbo equalizer using turbo codes.
With the ever increasing demand for bandwidth, current systems aim to increase the spectral efficiency by invoking high-rate codes. This has been the motivation for research into block-turbo codes, which have been shown by Hagenauer et al. [10] to outperform convolutional turbo codes using punctured high-rate convolutional component codes, when the coding rate is higher than . It was also observed that a rate block turbo code using BPSK over the nondispersive Gaussian channel can operate within 0.27 dB of the Shannon limit [11] . Another method of generating high-rate turbo codes have been proposed by Açikel and Ryan [12] , whereby a rate turbo code consisting of two convolutional codes is punctured. These high-rate turbo codes have been shown to perform better than the turbo codes proposed by Hagenauer et al. [10] . The puncturing patterns were optimized for transmission over the nondispersive additive white Gaussian noise (AWGN) channel.
In this contribution, our objective is to investigate the performance of BPSK turbo equalizers employing different classes of high-rate codes, namely and convolutional codes, convolutional turbo codes, and block-turbo codes. This is because known turbo equalization results have only been presented for turbo equalizers using convolutional codes and convolutional turbo codes for code rates of and [1] , [8] . Specifically, Bose-Chaudhuri-Hocquengham (BCH) codes [13] , [14] are used as the component codes of the BT codec. Since BCH codes can be constructed with parameters and , which represent the number of coded bits and data bits, respectively, we will use the notation BCH . The notations convolutional coded (CC), convolutional turbo (CT), and block-turbo (BT), will also be used to represent the CC system, the convolutional turbo coded scheme, and the BCH turbo coded system, respectively.
The organization of this paper is as follows. In Section II, the model of the investigated systems is described. Subsequently, an overview of turbo equalization [27] is presented in Section III. Section IV discusses the relative complexity of the turbo equalizers, while Section V presents the simulation parameters. The performance of the systems is demonstrated in Section VI and, finally, we conclude in Section VII.
II. SYSTEM OVERVIEW
In our investigations, we have considered a coded BPSK system employing turbo equalization [27] at the receiver, as illustrated in Fig. 1 . At the transmitter, the source bits are encoded in order to yield the coded bits . Three classes of codecs are investigated, namely convolutional codecs, the convolutional turbo codecs, and the BCH turbo codecs for code rates of , , and . Subsequently, the coded bits are channel-interleaved and passed to the modulator, which produces the modulated signal , transmitted in bursts.
The transmission burst structure used in this system is the Frames Mode A1 (FMA1) nonspread burst as specified in the Pan-European FRAMES proposal [15] . It consists of a 27-symbol training sequence, which separates two 72-symbol data sequences. At each end of the transmission burst, there are three tail symbols. The signal is transmitted over the channel characterized by the CIR and further corrupted by the zero-mean complex white Gaussian noise , having a variance of , where is the single-sided noise power spectral density at the receiver, yielding the received signal . Here, we utilized a dispersive five-path Gaussian channel, written as (1) and a five-path, symbol-spaced fading channel of equal CIR weights (2) where is a complex variable possessing Rayleigh fading statistics and obeys a normalized Doppler frequency of 1.5 10 . The resultant received signal is:
where denotes convolution. At the receiver, the CIR is estimated using an iterative CIR estimation technique [16] , [17] . In the first turbo equalization iteration, the CIR is estimated using the least mean square (LMS) algorithm [18] and the training sequence mentioned previously. The initial step-size of the LMS algorithm is set to 0.05. Subsequently, the CIR estimate is then utilized by the soft-in/soft-out (SISO) [19] equalizer, which generates soft decisions in the form of the logarithmic probability ratios known as log-likelihood ratios (LLR). These soft decisions are passed to the channel decoder, which computes the reliability information referred to as a posteriori information, corresponding to the coded bits. At the next iteration, in addition to using the training sequences for reestimating the CIR, the soft estimates of the entire transmission burst's symbols derived from the a posteriori information of the SISO decoder are employed. Here, a smaller step-size of 0.01 is utilized in the LMS algorithm. The decoder's a posteriori information is transformed from the ratio of probability values into soft estimates of the modulated symbols by computing the statistical average of the transmitted symbol probabilities [20] . This CIR estimation process is repeated for each turbo equalization iteration.
Although there exists a wide range of low complexity SISO [19] algorithms, we have chosen the logarithmic-maximum a posteriori (Log-MAP) algorithm [21] , [22] for the SISO channel equalizer and channel decoder, since the Log-MAP algorithm achieves optimal performance, despite having reduced computational complexity compared with the original maximum a posteriori (MAP) algorithm [23] .
III. OVERVIEW OF TURBO EQUALIZATION
Before proceeding with the overview of turbo equalization, let us first define the terms a priori, a posteriori, and extrinsic information. The a priori information associated with a bit is the information known before equalization or decoding commences, and originates from a source other than the received information or the code constraints. Next, the extrinsic information associated with a bit is defined as the information provided by the equalizer or decoder based on the received sequence and on the a priori information of all other bits with the exception of the received and a priori information explicitly related to that particular bit. Finally, the a posteriori information associated with a bit is the reliability information that the SISO algorithm provides taking into account all available sources of information about the particular bit.
As shown in Fig. 2 , the turbo equalizer consists of a SISO equalizer and a SISO decoder. The SISO equalizer in Fig. 2 generates the a posteriori probability upon receiving the corrupted transmitted signal sequence and the a priori probability provided by the SISO decoder. However, at the initial iteration stages, i.e., at the first turbo equalization iteration, no a priori information is available. Therefore, the a priori probability is set to 1/2, since the transmitted bits are assumed to be equiprobable. Before passing the a posteriori information generated by the SISO equalizer to the SISO decoder of Fig. 2 , the contribution of the decoder, i.e., the a priori information accruing from the previous iteration must be removed, in order to yield the combined channel and extrinsic information. This also minimizes the correlation between the a priori information supplied by the decoder and the a posteriori information generated by the equalizer. The removal of the a priori information is necessary, in order to prevent the decoder from "reprocessing" its own information, which would result in the so-called "positive feedback" phenomenon, overwhelming the decoder's current reliability estimation of the coded bits, i.e., the extrinsic information.
The combined channel and extrinsic information is channeldeinterleaved and directed to the SISO decoder, as depicted in Fig. 2 . Subsequently, the SISO decoder computes the a posteriori probability of the coded bits. Note that in contrast to turbo decoding, the SISO decoder of the turbo equalizer not only produces the a posteriori probability of the source bits, but also those of all channel coded bits. The deinterleaved channel and extrinsic information is then removed from the a posteriori information provided by the decoder in Fig. 2 before channel interleaving, in order to yield the extrinsic information. This is to prevent the channel equalizer from receiving information based on its own decisions, which was generated in the previous turbo equalization iteration. The interleaved extrinsic information computed is then employed as the a priori input information of the equalizer in the next channel equalization process. This constitutes the first turbo equalization iteration. The iterative process is repeated, until the required termination criteria are met [3] . At this stage, the a posteriori information of the source bits, which has been generated by the decoder is utilized to estimate the transmitted bits. Further discussions on turbo equalization/detection can be found in [1] , [2] , [8] , and [24] .
IV. COMPLEXITY OF THE TURBO EQUALIZERS (TEQ)
This section presents the complexity of the TEQ utilized by the investigated systems. In order to simplify the complexity analysis of these systems, the complexity of the channel encoder, modulator, interleaver, and deinterleaver has been assumed to be negligible. Therefore, the complexity of the turbo equalizer is dependent only on the complexity of the equalizer, the decoder, and the number of turbo equalization iterations performed.
In order to determine the complexity of the turbo equalizer, the complexity of the equalizer and decoder is added and subsequently multiplied by the number of turbo equalization iterations. Therefore, we must adopt the same measure of complexity for both the equalizer and decoder, which in this paper is the number of associated trellis transitions per information bit. Since the complexity of the equalizer is dependent on the number of trellis transitions per coded bit, it must be normalized to become the number of transitions per information bit. This is achieved by multiplying the number of equalizer transitions per coded bit with the reciprocal of the code rate employed. For a BPSK equalizer, the number of transitions per coded bit depends on the number of trellis states and the number of trellis branches leaving each trellis state, as expressed below no. of transitions per coded bit no. of states no. of branches (4) where is the duration of the channel memory. Consequently, the number of trellis transitions per information data bit which is also proportional to the complexity of the equalizer, can be expressed as no. of transitions per coded bit Code rate
Code rate
Let us now consider the complexity of the decoder. As mentioned above, the complexity of the decoder is dependent on the number of transitions considered for decoding each information data bit. Hence, for the convolutional decoder, the complexity incurred is no. of states no. of branches (6) since the convolutional code is a binary code which has two branches leaving each state. For the convolutional turbo code, the complexity is a factor of two higher than that of the convolutional code , since the turbo decoder consists of two convolutional decoders. Therefore, the complexity of the convolutional turbo code is written as no. of states no. of branches
As for BCH turbo codes, the number of transitions computed for each information bit varies depending on the specific segment of the decoding trellis considered, unlike for the convolutional decoder and for the convolutional turbo decoder. The decoding trellis of the code can be divided into three segments [25] . For every trellis instant the number of states is given as [25] no. of States . (8) Therefore, in order to determine the number of transitions computed for each information bit, the total number of transitions in the trellis must be calculated and subsequently divided by the total number of information bits. With the aid of the equations given below (9) (10) we can determine the number of transitions for each of the three decoding trellis segments. Starting with the segment where , we note that the total number of states is , which from (9) is equal to . Therefore, the total number of transitions is . Using (8), the total number of states in segment is . However, since the trellis begins to converge back to the all-zero state for , the total number of transitions in this segment is . Finally, by using (10), the total number of transitions for the segment, where , is . By summing the number of transitions for each of the three trellis segments, we obtain the total number of transitions for the entire decoding trellis. Hence, the number of transitions per information bit which is also our measure of the complexity for BCH turbo codes, becomes Total no. of transitions (11) As in the case of the convolutional turbo codes in (7), a multiplicative factor of two was applied, since there are two component BCH decoders in the turbo decoder.
Having determined the complexity of the equalizer and decoder as a function of the number of transitions per information bit, the complexity of the turbo equalizer can be expressed as Decoder complexity no. of TEQ iterations (12) Using (6), (7), (11) , and (12), the complexity of the turbo equalizers was evaluated and summarized in Table I .
V. SIMULATION PARAMETERS
In this contribution, BPSK modulation is employed in all the examined systems. The first system described is a convolutional-coded scheme, denoted by CC. A rate , constraint length , nonrecursive convolutional code was used with octal generator polynomials and . In order to obtain and rate convolutional codes, we have employed the puncturing pattern used by Yasuda et al., which is specified in Table II. For the convolutional turbo-coded system, represented by CT, we have used the rate , convolutional constituent codes employing the feedback generator polynomial of and feedforward polynomial of . A constraint length of was employed for the convolutional turbo codes, in order to obtain a fair comparison with the similar-complexity convolutional codes. When no puncturing is implemented, the overall rate of the turbo code is . Therefore, we have applied regular puncturing as detailed in Table III , to the turbo codes in order to obtain , , and rate convolutional turbo codes. Note that the puncturing patterns employed in these systems have been determined experimentally. For proceduresondesigningoptimumhigh-rateturbocodesviapuncturing, the interested reader is referred to [12] .
Finally, for the BCH turbo-coded system which we denoted by BT, three different constituent BCH codes were used, namely the BCH(15,11) code, the BCH(31,26) code, and the BCH(63,57) code in order to obtain the code rates of , , and , respectively. No puncturing is required for this class of turbo codes.
We used a random channel interleaver, which was employed in the original turbo equalizer proposed by Douillard et al. [1] , for all three turbo equalization systems and the interleaver size was set to approximately 20 000 bits. Similarly, random turbo coding interleavers were used in the turbo equalizers employing BCH turbo codes and convolutional turbo codes. Note that the same random interleaver mapping rules were used throughout the simulation. The detailed channel and turbo coding interleaver sizes are specified in Table IV . The number of turbo equalization iterations performed is specified in Table I . Here, the required number of iterations was determined experimentally and it was defined as the number of iterations, beyond which yielded no significant iteration gains. A total of 5 10 bits were transmitted for each signal-to-noise ratio (SNR) value in our investigations.
Our comparative study was conducted both over a five-path Gaussian channel, which is given in (1) and an equally-weighted five-path Rayleigh fading channel, as shown in (2), using a normalized Doppler frequency of . Note that for a fixed information rate, the channel ISI pattern will vary for different code rates. Therefore, in order to achieve a fair comparison, theperformanceoftheturboequalizermustbecomparedforaparticular code rate, but not between different code rates.
As mentioned in Section II, we have employed the iterative CIR estimation technique proposed in [16] . Our simulations demonstrated that the performance of the turbo equalizer using the iterative CIR estimator was virtually the same as that of the turbo equalizer possessing perfect CIR knowledge after performing the critical number of turbo equalization iterations. Therefore, in our contribution the simulation results obtained using the iterative CIR estimator also closely represent the performance of the turbo equalizer possessing perfect CIR knowledge.
VI. RESULTS AND DISCUSSION
In this section, we compared the turbo equalization performance of the CC, CT, and BT systems investigated. We commence by comparing the turbo equalization performance of the CT, BT, and CC systems for code rates of , , and over the five-path Gaussian channel, followed by the five-path Rayleigh fading channel results in (1) and (2), respectively. We have compared the performance of these schemes at the target BER of 10 , noting that a similar preference order has been observed at the BERs of 10 and 10 for the various schemes. We also note that the performance of the coded systems recorded for transmission over the nondispersive AWGN channel was included in both Figs. 3 and 4 for comparison. Fig. 3(a) shows the turbo equalization performance of the BT system, the CT system, and the CC system over the five-path Gaussian channel shown in (1) . At , we observed that the performance of the CT system was comparable to the CC system. Both of these systems outperformed the BT system by approximately 1.0 dB at . The same comparison was performed for BPSK turbo equalizers in Fig. 3(b) . We observed that the performance of the CT scheme was again comparable to the CC system, while achieving a gain of 0.7 dB over the BT system at . Fig. 3(c) shows the turbo equalization performance of the BT system, the CT scheme, and that of the CC system. For this code rate, we observed that the CT system achieved a gain of 0.8 dB over the BT system at and was comparable to the CC system. The results demonstrated that at high code rates and for transmission over the dispersive Gaussian channel of (1) turbo equalizers using convolutional turbo codes and convolutional codes required similar values in order to achieve a BER of 10 . It was also observed that both of these systems achieved gains of 0.7 dB-1.0 dB, when compared with the BT schemes.
A. Five-Path Gaussian Channel

B. Equally Weighted Five-Path Rayleigh Fading Channel
Let us now compare the turbo equalization performance of the CC, CT, and BT systems, for particular code rates of , , and over the five-path Rayleigh fading Fig. 3 . Comparing the turbo equalization performance of the CC system, the CT scheme, and the BT system for code rates R = 1=2, R = 3=4, and R = 5=6 over the five-path Gaussian channel of (1).
channel shown in (2) . As shown in Fig. 4(a) , the CT system achieved a gain of 1.6 dB and 1.9 dB, when compared with the BT system and the CC system at . For a code rate of , we observed in Fig. 4(b) that the BT system and the CT scheme required a similar value in order to achieve . Relative to the BT system and the CT scheme, the CC system exhibited an loss of 1.4 dB at . The same performance trend was observed in Fig. 4(c) for the rate turbo equalizers, where the BT system and CT scheme required a similar in order to achieve a . Both systems obtained a gain of 1.5 dB at when com-pared with the rate CC system. Over the Rayleigh fading channel, the CT system was again the best, achieving better performance than the CC system. When compared with the BT schemes, the rate CT system outperformed the BT system, while the rate and CT systems were comparable to the performance of the and BT systems. In the five-path Gaussian channel, the performance of the high-code-rate CT system was comparable to the CC system and outperformed the BT scheme at . For the five-path Rayleigh fading channel scenario, the performance of the CT system is better, than that of the other systems of similar code rate. However, for higher code rates, its performance is similar to that of the BT system at . Still, the CT system is favored as it is computationally less complex than the BT scheme (see Table I ).
It was also observed in Fig. 4(a) -(c) that the CC turbo equalizer systems required only three turbo equalization iterations over the five-path Rayleigh fading channel for all code rates. Furthermore, the CC schemes were seen to perform poorly over the Rayleigh fading channel. For example, for a code rate of and at , a loss of 1.5 dB was observed, when compared with the turbo-equalized CT system. A reason for this marginal improvement of the CC scheme through iterative equalization and decoding is that the CC system's performance is already close to the optimum, i.e., only 1.1 dB from the decoding performance over the nondispersive Gaussian channel, after three iterations.
It was also observed that the performance of the turbo-equalized CC systems transmitting over the dispersive Gaussian and Rayleigh fading channels of (1) and (2), respectively, approach the nondispersive AWGN performance. This trend was also seen for the turbo-coded CT and BT schemes transmitting over the dispersive Rayleigh fading channel. However, over the dispersive Gaussian channel the performance of the high-rate CT and BT coded turbo-equalized systems was approximately 2.5 dB-3.0 dB poorer than their corresponding AWGN performance. It is worth noting that the gap between the nondispersive AWGN channel performance and the turbo-equalized CT performance curve of the five-path dispersive Gaussian channel is due to the fact that the turbo equalizer is required to operate and to converge under extremely low SNR conditions. In this low-SNR region, the powerful turbo decoder used over the nondispersive AWGN channel is capable of providing a good performance, whereas the turbo equalizer is unable to converge when communicating over the five-path dispersive Gaussian channel resulting in the above-mentioned 2.5 dB-3.0 dB performance gap. In contrast to turbo codes, convolutional codes exhibit an inferior performance, hence, they require a higher operating SNR over nondispersive Gaussian channels and in this higher SNR region the turbo equalizer exhibits better convergence properties. This is why the performance gap between the CC nondispersive AWGN channel scenario and the turbo-equalized dispersive five-path Gaussian channel scenario appears more narrow, than for the corresponding turbo-coded scenario. 1 1 The authors wish to thank the reviewer for the above observation.
VII. CONCLUSION
The turbo equalization performance of BPSK modulated transmission systems using BCH turbo codes, convolutional turbo codes, and convolutional codes was compared at code rates of , and . Our comparative study of the turbo equalizers showed that for the five-path Gaussian channel of (1) and at high code rates of and , the convolutional turbo coded system CT yielded better performance, when compared with the BCH turbo coded BT system and gave comparable performance to the convolutional-coded system CC at . Furthermore, this performance was obtained by the CT scheme at the lowest complexity as compared with that of the BT and CC systems. Over the equally-weighted symbol-spaced five-path Rayleigh fading channel of Fig. 2 , the CT system was again the best, achieving better performance than the CC system. When compared with the BT schemes, the rate CT system outperformed the BT system, while the rate and CT systems were comparable to the performance of the and BT systems. It was also observed that the CC turbo equalizer system performed poorly and required only three turbo equalization iterations, whereas the turbo-coded turbo equalizer schemes needed six to eight iterations. This was because after three iterations the performance of the CC system was already close to the decoding results over the nondispersive Gaussian channel. On the whole, the turbo-equalized CT system was the most robust scheme, giving better or comparable performance for all code rates investigated. Furthermore, the CT system incurs moderate computational complexity compared with the other schemes, hence, it constitutes the best choice in most turbo equalizer applications.
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