The dynamics of the recursive sequence xn+1=αxn−1β+γxn−2p  by El-Owaidy, H.M. et al.
Applied Mathematics Letters 18 (2005) 1013–1018
www.elsevier.com/locate/aml
The dynamics of the recursive sequence xn+1 = αxn−1
β+γ x pn−2
H.M. El-Owaidy, A.M. Ahmed∗, A.M. Youssef
Mathematics Department, Faculty of Science, Al-Azhar University, Nasr City 11884, Cairo, Egypt
Received 29 April 2003; accepted 19 September 2003
Abstract
In this paper, we investigate the global behavior of the difference equation
xn+1 = αxn−1
β + γ x pn−2
, n = 0, 1, . . . ,
with non-negative parameters and non-negative initial conditions.
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1. Introduction
Consider the third-order difference equation
xn+1 = αxn−1
β + γ x pn−2
, n = 0, 1, . . . , (1.1)
where the parameters α, β, γ , and p are non-negative real numbers and the initial conditions x−2, x−1,
and x0 are non-negative real numbers such that
β + γ x pn−2 > 0, ∀n ≥ 0.
We investigate the global asymptotic behaviour and the periodic character of the solutions of the
difference Eq. (1.1), by generalizing the results due to Amleh et al. [1] corresponding to the difference
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equation
yn+1 = r yn−11 + yn−2 , n = 0, 1, . . . ,
where r ≥ 0 and the initial conditions y−2, y−1, and y0 are arbitrary non-negative real numbers. Similar
recursive sequences are studied. See for example [2–6].
The study of these equations is quite challenging and rewarding and is still in its infancy.
We believe that the nonlinear rational difference equations are of paramount importance in their own
right, and furthermore, that results about such equations offer prototypes for the development of the basic
theory of the global behavior of nonlinear difference equations.
We need the following definitions.
Definition 1.1. Let I be an interval of real numbers and let f : I × I × I → I be a continuously
differentiable function. Consider the difference equation
xn+1 = f (xn, xn−1xn−2), n = 0, 1, . . . , (1.2)
with x−2, x−1, x0 ∈ I . Let x¯ be the equilibrium point of Eq. (1.2).
The linearized equation of Eq. (1.2) about the equilibrium point x¯ is
yn+1 = c1 yn + c2 yn−1 + c3yn−2, n = 0, 1, . . . , (1.3)
where
c1 = ∂ f
∂xn
(x¯, x¯ , x¯), c2 = ∂ f
∂xn−1
(x¯, x¯, x¯), c3 = ∂ f
∂xn−2
(x¯, x¯ , x¯).
The characteristic equation of Eq. (1.3) is
λ3 − c1λ2 − c2λ − c3 = 0. (1.4)
Definition 1.2. A positive semicycle of {xn}∞n=−2 of Eq. (1.2) consists of a ‘string’ of terms{xl, xl+1, . . . , xm}, all greater than or equal to x¯ , with l ≥ −2 and m < ∞ and such that either l = −2
or l > −2 and xl−1 < x¯ and either m = ∞ or m < ∞ and xm+1 < x¯ .
A negative semicycle of {xn}∞n=−2 of Eq. (1.2) consists of a ‘string’ of terms {xl, xl+1, . . . , xm} all
less than x¯ , with l ≥ −2 and m < ∞ and such that either l = −2 or l > −2 and xl−1 ≥ x¯ and either
m = ∞ or m < ∞ and xm+1 ≥ x¯ .
Definition 1.3. A solution {xn}∞n=−2 of Eq. (1.2) is called nonoscillatory if there exists N ≥ −2, such
that either
xn > x¯, ∀ n ≥ N or xn < x¯, ∀ n ≥ N ,
and it is called oscillatory if it is not nonoscillatory.
We need the following theorem.
Theorem A (See [1]). (i) If all roots of Eq. (1.4) have absolute value less than one, then the
equilibrium point x¯ of Eq. (1.2) is locally asymptotically stable.
(ii) If at least one of the roots of Eq. (1.4) has absolute value greater than one, then x¯ is unstable. The
equilibrium point x¯ of Eq. (1.2) is called a saddle point if Eq. (1.4) has roots both inside and outside
the unit disk.
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(iii) All roots of Eq. (1.4) have absolute value less than one if and only if the following conditions hold:
|c1 + c3| < 1 − c2, |c1 − 3c3| < 3 + c2, c23 − c2 − c1c3 < 1. In this case, x¯ is called a sink.
2. The special case αβγp = 0
In this section, we examine the character of solutions of Eq. (1.1) when one or more of the parameters
of Eq. (1.1) are zero. There are five such equations, namely,
α = 0:






, n = 0, 1, . . . , (2.2)
p = 0:
xn+1 = α




xn−1, n = 0, 1, . . . , (2.4)
β = p = 0:
xn+1 = α
γ
xn−1, n = 0, 1, . . . . (2.5)
In each of the above five equations, we assume that all parameters in the equations are positive. Eq. (2.1)
is trivial and Eqs. (2.3)–(2.5) are linear. Eq. (2.2) can be also reduced to a linear difference equation by
the change of variables xn = eyn .
3. Dynamics of Eq. (1.1)
In this section, we investigate the dynamics of Eq. (1.1) under the assumptions that all parameters in
the equation are positive and the initial conditions are non-negative.
The change of variables xn = (β/γ )1/p yn reduces Eq. (1.1) to the difference equation
yn+1 = r yn−11 + y pn−2
, n = 0, 1, . . . , (3.1)
where r = α/β > 0.
Note that y¯1 = 0 is always an equilibrium point of Eq. (3.1). When r > 1, Eq. (3.1) also possesses
the unique positive equilibrium y¯2 = (r − 1)1/p.
Theorem 3.1. The following statements are true.
(i) If r < 1, then the equilibrium point y¯1 = 0 of Eq. (3.1) is locally asymptotically stable.
(ii) If r > 1, then the equilibrium point y¯1 = 0 of Eq. (3.1) is a saddle point.
(iii) When r > 1, then the positive equilibrium point y¯2 = (r − 1)1/p of Eq. (3.1) is unstable.
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Proof. The linearized equation of Eq. (3.1) about the equilibrium point y¯1 = 0 is
zn+1 = r zn−1, n = 0, 1, . . . ,
so, the characteristic equation of Eq. (3.1) about the equilibrium point y¯1 = 0 is
λ3 − rλ = 0,
and hence, the proof of (i) and (ii) follows from Theorem A.
For (iii), we assume that r > 1, then, the linearized equation of Eq. (3.1) about the equilibrium point
y¯2 = (r − 1)1/p has the form
zn+1 = zn−1 − p(r − 1)
r
zn−2, n = 0, 1, . . . ,
so, the characteristic equation of Eq. (3.1) about the equilibrium point y¯2 = (r − 1)1/p is
λ3 − λ + p(r − 1)
r
= 0. (3.2)
It is clear that Eq. (3.2) has a root in the interval (−∞,−1), and so, y¯2 = (r − 1)1/p is an unstable
equilibrium point. This completes the proof. 
Theorem 3.2. Assume that r > 1, and let {yn}∞n=−2 be a solution of Eq. (3.1) such that
y−2, y0 ≥ y¯2 = (r − 1)1/p and y−1 < y¯2 = (r − 1)1/p, (3.3)
or
y−2, y0 < y¯2 = (r − 1)1/p and y−1 ≥ y¯2 = (r − 1)1/p. (3.4)
Then, {yn}∞n=−2 oscillates about y¯2 = (r − 1)1/p with semicycles of length one.
Proof. Assume that (3.3) holds. (The case where (3.4) holds is similar and will be omitted.) Then,
y1 = r y−11 + y p−2
< y¯2
and
y2 = r y01 + y p−1
≥ y¯2,
then, the proof follows by induction.
Theorem 3.3. Assume that r < 1, then, the equilibrium point y¯1 = 0 of Eq. (3.1) is globally
asymptotically stable.
Proof. We know by Theorem 3.1 that the equilibrium point y¯1 = 0 of Eq. (3.1) is locally asymptotically
stable. So, let {yn}∞n=−2 be a solution of Eq. (3.1). It suffices to show that
lim
n→∞ yn = 0.
Since
0 ≤ yn+1 = r yn−11 + y pn−2
≤ r yn−1 < yn−1,
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so,
lim
n→∞ yn = 0.
This completes the proof. 
Theorem 3.4. Assume that r = 1, then, Eq. (3.1) possesses the prime period two solution
. . . , φ, 0, φ, 0, . . . , (3.5)
with φ > 0. Furthermore, every solution of Eq. (3.1) converges to a period two solution (3.5) with φ ≥ 0.
Proof. Let
. . . , φ,ψ, φ,ψ, . . .
be a period two solution of Eq. (3.1). Then, φ = rφ/(1 + ψ p), and ψ = rψ/(1 + φ p). So,
φψ = (φ − ψ)(r − 1)
ψ p−1 − φ p−1 ≥ 0,
which implies that r − 1 ≤ 0 (when p > 1).
If r < 1, then, this implies that φ < 0 or ψ < 0, which is impossible, so r = 1. If p < 1, then
r − 1 ≥ 0. If r > 1, then, this implies that ϕ = ψ = (r − 1)1/p = 0, which contradicts that ϕ = ψ , so
r = 1. To complete the proof, assume that r = 1 and let {yn}∞n=−2 be a solution of Eq. (3.1), then,
yn+1 − yn−1 = −
yn−1y pn−2
1 + y pn−2
≤ 0.
So, the even terms of this solution decrease to a limit (say Φ ≥ 0), and the odd terms decrease to a limit
(say Ψ ≥ 0). Thus,
Φ = Φ
1 +Ψ p and Ψ =
Ψ
1 + Φ p ,
which implies that
ΦΨ p = 0 and ΨΦ p = 0.
This completes the proof. 
Theorem 3.5. Assume r > 1, then Eq. (3.1) possesses an unbounded solution.
Proof. From Theorem 3.2, we can assume without loss of generality that the solution {yn}∞n=−2 of
Eq. (3.1) is such that
y2n−1 < y¯2 = (r − 1)1/p and y2n > y¯2 = (r − 1)1/p, for n ≥ 0.
Then,
y2n+2 = r y2n1 + y p2n−1
>
r y2n
1 + (r − 1) = y2n
and
y2n+3 = r y2n+11 + y p2n
<
r y2n+1
1 + (r − 1) = y2n+1,
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from which it follows that
lim
n→∞ y2n = ∞ and limn→∞ y2n+1 = 0.
Then, the proof is complete. 
Remark. If p = 1, the results in [1] follow directly.
References
[1] A.M. Amleh, V. Kirk, G. Ladas, On the dynamics of xn+1 = (a+bxn−1)/(A+ Bxn−2), Math. Sci. Res. Hot-Line 5 (2001)
1–15.
[2] C. Gibbons, M. Kulenovic´, G. Ladas, On the recursive sequence yn+1 = (α + βyn−1)/(γ + yn), Math. Sci. Res. Hot-Line
4 (2) (2000) 1–11.
[3] V.L. Kocic, G. Ladas, Global Behavior of Nonlinear Difference Equations of Higher Order with Applications, Kluwer
Academic, Dordrecht, 1993.
[4] V.L. Kocic, G. Ladas, I. Rodrigues, On the rational recursive sequences, J. Math. Anal. Appl. 173 (1993) 127–157.
[5] H.M. El-Owaidy, A.M. Ahmed, M.S. Mousa, On the recursive sequences xn+1 = (−αxn−1)/(β ± xn), J. Appl. Math.
Comput. 145 (2003) 747–753.
[6] H.M. El-Owaidy, A.M. Ahmed, Z. Elsady, Global attractivity of the recursive sequence xn+1 = (α − βxn−1)/(γ + xn),
J. Appl. Math. Comput. 151 (2004) 827–833.
