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I. INTRODUCTION
The process of digital video transmission contains a series of steps in order to digitally transmit a video which includes a digital encoder, a channel, a digital decoder and an end user display hardware. All these steps are typically involved in transmitting a video sequence over a channel. During the transmission certain errors can take place which can degrade the digitally encoded data. The errors can be classified into a number of categories. Networks have certain limitations for which it is necessary to maintain acoding bitrate for the transmission of digital videos. For this reason, network operators provide a control mechanism on the encoder side in order to optimize the bitrate. Videos have different temporal and spatial variations depending on the content of the video. In case of high complexity in the content of a video, the network operators have to employ a mechanism on the encoder side in order to maintain the bitrate. The bitrate is normally maintained by fixing a threshold for the bitrate and reducing the frame rate of the video sequence. If the frame rate is not reduced then there is a certain chance that the bitrate will not be maintained causing spatial and temporal impairments such as a jitter or fluctuation in the video sequence. Also, if the complexity in the video content is not controlled then this can result in frame freezing or some frames might be dropped from the original video. Furthermore, an error prone network can result in temporal degradations of the transmitted video as it might introduce some errors in the transmitted video sequence which can result in frame freezing or frame dropping. Multiple number of consecutive frozen frames is called a freeze event. The reception side of the network is thus unable to recover the video in its original form. Some transmission protocols such as transmission control protocol (TCP) help in retransmission of a video if the already transmitted video fails to regain its original shape at the reception side. Retransmission can result in delays in a live video broadcasting scenario or live video streaming which is highly unfavorable for the end user. Network operators make sure that the video transmission is done without any delay or lag in order to have a good rating between the end users. Network operators need to employ different techniques in order to monitor the video quality so that such temporal degradations might be avoided. There are certain algorithms or metrics that help to monitor the quality of the video thus giving a better chance to the network operators in order to provide better Quality of Service (QoS) to the end users. All these concepts have been explained in detail in [1] .
The metrics used to monitor the quality of the received videos, use different types of reference techniques. Full reference (FR), reduced reference (RR) and no reference (NR)are the 3 kinds methods used to monitor the received videos on the reception side. These methods have been used and described in details in [2] - [5] . FR method requires the full reference of the transmitted video on the receiving side in order to assess the video quality and reduced referenceuses partial reference or a few statistics of the transmitted video. FR and RR methods are not friendly towards network operators and have limited application as they require higher capital and operational expenditures. NR method, as explained in [4] , [5] , does not require any reference of the transmitted video sequence on the receiving side and is designed to assess the video quality by the received statistics of the video as shown in Fig. 1 . Network operators ensure that the video transmission is monitored so that they can adapt certain measures to make the quality better after receiving feedback from the video quality assessment (VQA) metric. The VQA metric in [6] uses the NR method for temporal quality assessment of the received video sequences. This metric has been studied in this paper and it works by calculating the MSD between consecutive frames in order to highlight the freeze events and then builds a mapping function. The mapping function is then used to assess the quality of the video [6] . The metric has been discussed in section III of the paper in order to have a better understanding with the help of figures and mathematical equations. The performance of the metric is tested with the help of different videos which were generated for two scenarios, i.e., single freeze and multiple freeze. The test scenarios have been described in section II of this paper. With the help of the subjective tests and the results from the VQA metric a comparison is made in order to analyze the performance of the metric. Also, some limitations were found in the performance of the metric which are discussed at the end of the paper. Other related work includes the following. The metric used in [7] recursively aggregates arbitrary freeze distortions as an equivalent freeze distortion in the video under test. The temporal quality metric proposed in [8] accounts for the impact of various frame dropping situations and spatio-temporal luminance variations due to motion. In [9] the authors present estimation of the effects of lost frames on visual quality by analyzing the inter frame correlation present at the output of the rendering application.
The rest of the paper is organized as follows. Section II provides the test stimuli for the VQA subjective tests, Section III describes the VQA metric, Section IV includes the simulations. Finally Section V includes the conclusion. II. TEST SCENARIO Subjective tests are very important in order to benchmark any algorithm. These tests are used to make useful comparisons in order to better understand the performance of an algorithm or metric under certain conditions. Parameters such as frame rate, bitrate and frame size impact a lot on the working of a VQA metric. Some studies, such as [10] , [11] have investigated the impact of these parameters on subjective testing. The contribution of this paper majorly emphasizes over evaluating the VQA metric under certain conditions. So, we have designed these tests using a number of video sequences and altering them using MATLAB. The frame rate of the video sequences is kept same as the native frame rate, i.e., 30 frames per second (fps). All the videos were kept uncompressed and used same resolution i.e. VGA 640x480, so that the video sequences could emphasize strongly to assess the perceptual impacts of frame freeze. We selected 5 videos with different spatial (SI) and temporal (TI) perceptual information(SI and TI as recommended by ITU-T Rec. P. 910 [12] ). The video sequences used are described briefly as follows:
 Ice Skating: A crowd skating on white ice, low SI and TI.  City View: Camera panning over high buildings, high SI and low TI  Crew: A Space shuttle crew walking through an aisle, low SI and high TI  Harbor: Boats moving in the sea near a harbor, high SI and high TI  Football: A football practice match, high SI and high TI All the video sequences were of equal duration of 12 seconds. The duration of the video, frame freeze and the number of frame freezes have to be selected carefully as the test are of high importance in order to assess the VQA metric. There are different sets of test conditions available and we have used the ones in [13] , which comprises of single freeze experiment and multiple freeze experiments. There is a broad range of test scenarios for different frame freeze durations available but we have selected two of them for our test and they have been described in Table I and Table II. Table I  refers to the single freeze conditions and Table II refers to the multiple freeze test conditions. Before performing the tests, the test lab was setup according to the recommendations of ITU-R BT 500-12 [14] . A cubical room with white walls was used in which a laptop was placed on a table. The software used for the subjective tests was configured and installed in the laptop. A total of 18 test subjects were chosen from youth, expert and non expert categories. The test subjects were trained before they were asked to do the assessment on the laptop. After every video was displayed, the test subject was asked automatically by the software to make the assessment of the quality of the video according to the absolute category rating (ACR) scale recommended by ITU-T P. 910 [12] . The test subject was left alone in the room till the test was complete in order to minimize the chance for any distractions. The ACR scale has been described in Table III . The video sequences were presented in a random order so that test subjects would not experience any fatigue during the tests. The tests were designed for a total duration of half an hour.
Both 
A. Single Freeze Experiment
For the single freeze experiment, a single freeze was introduced using the halt and continuestrategy. Every sixth frame for each video was copied in the following frames of the video sequence in order to create a frame halt or frame freeze. There were in total six different frame freeze durations as described in Table I and for every video, all the frame freeze durations were used [13] . Thus, there were a total of 30 videos for the test subjects to perform the assessments.
The single freeze experiments were no longer than a duration of 20 minutes. The test results were used to generate the results for the single freeze experiment in order to calculate the mean opinion scores (MOS). The MOS from the tests has been used to make the comparison which has been discussed in the Section IV.
B. Multiple Freeze Experiment
For the multiple freeze experiment, same videos were used but this time for a different set of frame freezes and number of freeze even occurrences which have been described in Table II [13] . So, a total of 110 videos were generated for the multiple freeze experiment. These tests were performed on the same test subjects and the total duration of the test was not longer than half an hour approximately.
The MOS for this experiment was recorded in order to make the comparison with the VQA metric and it has been discussed in Section IV of the paper.
III. DESCRIPTION OF THE METRIC USED FOR PERFORMANCE ANALYSIS
The metric in [6] uses temporal information in the video sequences to assess the quality of the video. The algorithm used in this metric calculated the MSD between consecutive frames and if the MSD is found to be zero then it means that the video is frozen at that particular instant. This kind of approach is practically not easy as in real practice there is always a noise factor involved due to an error prone channel. So, even if there are two identical frames, there MSD might not be equal to zero, as one of the frames might have introduced some noise in them. In this algorithm, firstly all the frames in the video sequence are converted to YUV color format as it is recommended to use this format for the purpose of image processing.
For calculating the MSD, two steps are involved as described in [6] and are briefly explained in this paper.
First, MSD is calculated between the consecutive frames and if the MSD is zero then it is considered as a frozen frame. But if there is low complexity in the motion content then it might be considered as a frozen frame which is not favorable. So another step is involved in which the MSD between the frozen frame and the first frozen frame of the freeze event is calculated. So the chance of low complexity motion be considered as a frozen frame can be avoided.
After calculating the MSD with the help of the above steps it can be said a frame 'i' will be considered a frozen frame if the MSD between a frame and its previous frame is zero and also the MSD between the same frame and the first frame of the freeze event is below a certain threshold. This has been explained more thoroughly in [6] . The threshold parameters are defined in [6] . After the information about the freezes and freeze events is collected, then the following equations are used in order to develop a mapping function. The mapping function is then used to calculate the MOS for a given video sequence. The mapping function is derived with the help of following equations.
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(1)
where; 'b' is called a bin and it represents a freeze event in the video sequence. FrDur, TotDur and FrTotDur represent the duration of a single freeze event, total duration of the video and cumulative sum of all the freeze events respectively. Finally, the mapping function is computed using Eq. (1), (2) which is as follows:
where f 1 (x), f 2 (x) and f 3 (x) are calculated as;
The values for a 1 , b 1 , c 1 and d 1 have been empirically calculated with the help of the subjective tests in [6] . Each T 1 (b) value is then bound-limited in the range 1-5 according to the ACR scale given in Table III and the following equation is used to suggest the MOS of the video sequence:
where in Eq. (7), 5 represents excellent quality video and 1 represents poor quality [6] . Finally, the temporal VQA metric is set to:
This metric has been implemented in MATLAB and its simulations results are discussed in the next section along with the subjective test results from Section II. 
IV. SIMULATION RESULTS
After performing the subjective tests described in section II, a comparison has been made between the MOS from the tests and the VQA metric. The simulation results have been discussed separately for the single and multiple freeze scenarios. From Fig. 2 it can be seen that the VQA metric has performed remarkably well and the MOS results are much closer to the MOS calculated through the subjective tests. Especially, if we take a look at the MOS for freeze durations of 0.5 and 2 seconds, it seems that the VQA metric gives almost the same results as the subjective tests.But, after careful analysis of the results, it can be noted that the frame freezes which are lesser than 0.52 seconds have not been noticed at all by the VQA metric. The frame freezes with freeze durations of 0.12 and 0.2 seconds have been assessed as excellent quality and an MOS of 5 is shown by the metric which means that these freeze durations passed the metric undetected.
A. Simulation Results for Single Freeze Scenario
This limitation has further been studied for the multiple freeze scenario as it is too early to make any conclusions regarding the performance of the metric.
B. Simulation Results for Multiple Freeze Scenario
In Fig. 3 , it is clear that the metric does not perform well for videos that contain multiple frame freezes. Here, again it can be noticed that the frame freezes which were lesser than the duration of 0.5 seconds approximately, have passed the VQA metric without any detection.
For a video sequence containing one freeze event and two freeze events the VQA metrichas shown a MOS of 5 (excellent quality)where the subjective test results show a MOS of 3 (fair) as shown in Fig. 4 . Similar behavior can be noticed in fig. 3 for the video sequence that contains 8 freeze events, the VQA metric shows a MOS of 5 but the test results show a MOS between 1 (bad) and 2 (poor).But, for three and five number of freeze events, the metric is showing results which are not even closer to the subjective tests. Here, if Table II is noticed, it can be seen that most of the frame freeze durations are lower than 0.5 seconds and the VQA metric is simply unable to detect the frozen frames which are lower than this duration.
After careful study of this metric and running a number of tests with a freeze duration less than 0.5 seconds, it can be said that the VQA metric is unable to detect frozen frames which are lesser than 0.5 seconds (0.48 seconds approximately).
V. CONCLUSION
After going through the simulation results for the single and the multiple freeze scenarios, it can be concluded that the VQA metric performs well for detection of frozen frames and assessing the quality of the videos but under certain parameters and conditions. The performance of the metric for single freeze scenario is better than multiple freeze scenario as shown in Fig. 1 and Fig. 2 respectively. The multiple freeze scenario is more complex and hence requires more careful detection of frozen frames for which the metric does not perform well.
Also we noticed that any frozen frame greater than the duration of 0.48 seconds is detected and the quality of the video is assessed accordingly but, the metric fails to perform for frame freezes lesser than 0.48 seconds which is shown in Fig. 4 . Most of the frame freezes for the multiple freeze scenario were designed to be lesser than 0.48 seconds as shown in Table II , so this can be the reason for the metric to perform poorly in this scenario.
Hence, it can be concluded that the VQA metric is limited to perform quality assessment of the videos that contain frame freezes greater than 0.48 seconds. Otherwise it fails to detect any frozen frames in the videos resulting in wrong assessment of the video quality. 
