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Experimental evidence for collisional shock formation via two obliquely
merging supersonic plasma jets
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We report spatially resolved measurements of the oblique merging of two supersonic laboratory plasma jets.
The jets are formed and launched by pulsed-power-driven railguns using injected argon, and have electron
density ∼ 1014 cm−3, electron temperature ≈ 1.4 eV, ionization fraction near unity, and velocity ≈ 40 km/s
just prior to merging. The jet merging produces a few-cm-thick stagnation layer, as observed in both fast-
framing camera images and multi-chord interferometer data, consistent with collisional shock formation [E.
C. Merritt et al., Phys. Rev. Lett. 111, 085003 (2013)].
I. INTRODUCTION
We have conducted experiments on the oblique merg-
ing of two supersonic plasma jets1 on the Plasma Liner
Experiment2 (PLX) at Los Alamos National Laboratory.
These experiments were the second in a series of experi-
ments intended to demonstrate the formation of implod-
ing spherical plasma liners via an array of merging super-
sonic plasma jets.3–5 The latter has been proposed3,6,7
as a standoff compression driver for magneto-inertial
fusion8–10 (MIF) and, in the case of targetless implo-
sions, for generating cm-, µs-, and Mbar-scale plasmas
for high-energy-density physics11 research. In our first
set of experiments, the parameters and evolution of a sin-
gle propagating plasma jet were characterized in detail.2
The next step beyond this work, a thirty-jet experiment
to form and assess spherically imploding plasma liners,
has been designed3,5,12 but not yet fielded. A related
jet-merging study13–15 was also conducted recently by
HyperV Technologies.
The supersonic jet-merging experiments reported here
are also relevant to the basic study of plasma shocks16
in a semi- to fully collisional regime. Related stud-
ies include counter-streaming laser-produced plasmas
supporting hohlraum design for indirect-drive iner-
tial confinement fusion17–19 and for studying astro-
physically relevant shocks,20–24 colliding plasmas us-
ing wire-array Z pinches,25,26 and applications such as
pulsed laser deposition27 and laser-induced breakdown
spectroscopy.28 Primary issues of interest in these studies
include the identification of shock formation, the forma-
tion of a stagnation layer29–31 between colliding plasmas,
and the possible role of two-fluid and kinetic effects on
plasma interpenetration.32–35
In this paper we present detailed measurements of the
stagnation layer that forms between two obliquely merg-
ing supersonic plasma jets in a semi- to fully collisional
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regime. First, we briefly describe the experimental setup
(Sec. II). Then we discuss observations of the stagna-
tion layer emission morphology (Sec. III) and density
enhancements (Sec. IV). We also examine the observed
stagnation layer thickness in the context of various esti-
mated collision length scales and two-fluid plasma shock
theory (Sec. V). Collectively, our observations are shown
to be consistent with collisional shocks. We close with a
discussion of the implications of our results on proposed
imploding plasma liner formation experiments (Sec. VI)
and a summary (Sec. VII).
II. EXPERIMENTAL SETUP
Two plasma railguns are mounted on adjacent ports of
a 2.7-m-diameter spherical vacuum chamber [Fig. 1(a)],
with a half-angle ≈ 12◦ between the jet axes of propa-
gation and a distance ≈ 46 cm between the gun nozzles.
At the nozzle exit, individual jets have initial parame-
ters of peak electron density ne ≈ 2 × 10
16 cm−3, peak
electron temperature Te ≈ 1.4 eV, diameter = 5 cm,
and axial length ≈ 20 cm.2 In this series of experiments,
the initial jet velocity Vjet ≈ 40 km/s and Mach number
M ≡ Vjet/Cs,jet > 10, where Cs,jet is the sound speed in
the jet. More details on the railguns and the characteri-
zation of single-jet propagation are reported elsewhere.2
The jets are individually very highly collisional (ther-
mal mean free paths λi ∼ λe ∼ 100 µm in a ∼ 20-
cm-scale plasma at initial jet merging), but the char-
acteristic collision length (∼ 1 cm, see Sec. V) between
counter-propagating jet ions is on the order of the thick-
ness of the observed stagnation layer that forms between
the obliquely merging jets.
The key diagnostics for our merging experiments are a
visible-to-near-infrared survey spectrometer (0.275 m fo-
cal length with 600 lines/mm grating and 0.45 µs gating
on the 1024-pixel microchannel plate array detector), an
eight-chord 561 nm laser interferometer,36,37 and an in-
tensified charged-coupled-device (CCD) visible-imaging
camera (DiCam Pro, 1280× 1024 pixels, 12-bit dynamic
range). The CCD camera field-of-view extends from
2FIG. 1. (a) Schematic showing the spherical vacuum cham-
ber, two merging plasma jets, (R,Z) coordinates used in the
paper, approximate interferometer (representing all 8 chords)
and spectrometer (view ‘1’) lines-of-sight, and CCD camera
field-of-view. (b) Location of interferometer chords (dots,
Z ≈ 85 cm, inter-chord spacing = 1.5 cm), and spectroscopy
views (dashed circle, diameter ≈ 7 cm) overlaid on a cropped
CCD image of jet merging. Spectroscopy views ‘1’ and ‘2’
are located at (R,Z) ≈ (3.75 cm, 85 cm) and (12 cm, 55 cm),
respectively.
Z ≈ 0–156 cm. The interferometer chords and spectrom-
eter view ‘1’ intersect the stagnation layer at Z ≈ 85 cm
[Fig. 1(b)], with an angle of ≈ 36◦ with respect to the
jet-merging plane (into the page). The line formed by the
interferometer chords is roughly transverse to the stagna-
tion layer (≈ 30◦ with respect to the R direction), with
inter-chord spacing of ≈ 1.5 cm, spanning R ≈ 0.75–
11.25 cm. The ≈ 30◦ angle with respect to R introduces
slight temporal offsets (≈ 0.2 µs between adjacent inter-
ferometer chords) for interferometer data plots versus R.
The ≈ 36◦ angle between the chords and the merge plane
may lead to underestimates of plasma density enhance-
ments and overestimates of local density minima due
to the chords intersecting both shocked and unshocked
plasma regions. Spectrometer view ‘1’ is centered on the
interferometer chord at (R,Z) = (3.75 cm, 85 cm). Spec-
trometer view ‘2’ is located at (R,Z) ≈ (12 cm, 55 cm)
and is oriented ≈ 31◦ relative to the merge plane. The
collimated spectrometer field-of-view has a divergence of
2.4◦ and a diameter ≈ 7 ± 0.5 cm at the measurement
position. Plasma jet velocity is determined via an array
of intensified photodiode detectors.2 Figure 2 shows a se-
quence of twelve CCD camera images (a different shot
for each time; images are very reproducible) of the time
evolution of jet merging and the formation of a stagna-
tion layer along the jet-merging plane (midplane, hor-
izontal in the images), with a double-peaked emission
profile transverse (R direction, vertical in the images)
to the layer. Experiments were conducted with top jet
only, bottom jet only, and both jets firing to enable the
most direct comparison between single- and merged-jet
measurements.
We have measured the jet magnetic field strength
(transverse to the jet propagation direction) using mag-
netic probes mounted at two locations along the exte-
rior of the cylindrical railgun nozzle. The probe coils
have nominal turns × area of 10 cm2 (at the relevant
frequency of 50 kHz, corresponding to the frequency of
the gun current that produces the jet magnetic field),
and the signals are passively integrated with a time con-
stant of 0.322 ms. The jet is maintained at a constant
diameter of 5 cm inside the nozzle. The field strength de-
creases from ≈ 0.14 T at Z = −16 cm to ≈ 0.075 T near
the nozzle exit (Z = 0 cm), with a decay time of 5.6 µs
(see Fig. 3). Extrapolating the decay to t = 24 µs (i.e.,
≈ 12 µs after the jet exits the nozzle), the field would
be approximately 0.01 T. Based on the parameters at
initial jet merging (ne = 2 × 10
14 cm−3, Te = 1.4 eV,
2
B = 0.01 T and v = 40 km/s), then the ratio of the
jet kinetic energy density (ρv2/2) to the magnetic en-
ergy density (B2/2µ0) is 270. The corresponding mag-
netic Reynold’s number Rm ≈ 1.4 (using a jet radial
length scale of 5 cm for diffusion and a propagation dis-
tance 40 cm for advection), consistent with strong resis-
tive field decay. If instead of being spatially uniform, the
axial current producing the measured transverse mag-
netic field is peaked and mostly contained within a ra-
dius r0 < rnozzle = 2.5 cm, then the peak field inside the
jet would be larger than the measured value by a factor
B0rnozzle/r0, where B0 = 0.0035 T. If r0 = 1 cm, then
the peak B = 0.35 T, which, extrapolating to t = 24 µs,
would give a kinetic-to-magnetic energy density ratio of
≈ 47, still much larger than unity. We also point out that
the inferred decay time of 5.6 µs ignores jet expansion and
cooling, meaning that 5.6 µs is an upper bound. Thus,
we ignore magnetic field effects in this paper. These mag-
netic field measurements were taken during hydrogen ex-
periments (the rest of the paper reports argon results),
but Te ≈ 1.4 eV, and thus the magnetic diffusivity, were
similar in both cases.
The argon plasma jets in these experiments likely had
high levels of impurities. The post-shot chamber pres-
sure rise for gas-injection-only was about 30% of that of a
full railgun discharge, implying possible plasma impurity
levels of up to 70%. Identification of bright aluminum
and oxygen spectral lines in our data1 suggests that im-
purities are from the zirconium-toughened-alumina (0.15
ZrO2 and 0.85 Al2O3) railgun insulators. Because the ex-
act impurity fractions as a function of space and time in
our jets are unknown, we bound our analysis by consider-
ing the two extreme cases of (i) 100% argon and (ii) 30%
argon with 70% impurities. For case (ii), we approximate
the jet composition as 43% oxygen and 24% aluminum
(based on their ratio in zirconium-toughened-alumina)
for spectroscopy analysis.
3FIG. 2. False-color, cropped CCD images (log intensity, 20 ns exposure) of oblique jet merging [shots 1130, 1129, 1128, 1127,
1125, 1122, 1120, 1132, 1134, 1136, 1138, 1140 (in order of timing)]. In each image, the two railgun nozzles (≈ 46 cm apart)
are visible on the right-hand-side, and the stagnation layer is oriented horizontally. All images have the same scale, which has
a slightly nonlinear pixel-to-cm conversion due to the camera angle and optics.
FIG. 3. Peak magnetic field (transverse to rails and jet propa-
gation direction) vs. time (shots 2444, 2445, 2446, 2448, 2449,
2450). The data (squares) are from magnetic probes mounted
at two positions along the exterior of the cylindrical railgun
nozzle.
III. CONSISTENCY OF STAGNATION LAYER
MORPHOLOGY WITH HYDRODYNAMIC SHOCKS
A. Oblique shock morphology
Because inherently two-dimensional (2D) effects, such
as non-uniform jet profiles, and time-dependent effects do
not permit a tractable analytic treatment of our problem
and require full 2D simulations, we use analytic 1D hy-
drodynamic theory to gain qualitative insight into the
shock boundary morphology. The assumption of paral-
lel, uniform flow within each jet [see Fig. 4(a)] reduces
this to a 1D problem analogous to supersonic flow past
a wedge or compression corner.38,39 Comparing with the
1D theory, we show that the observed emission layers
(Fig. 2) are consistent with post-shocked plasma,1 with
their edges (at larger |R|) corresponding to the shock
boundaries.
Figure 4(a) shows a simple schematic of the jet inter-
action, where δ is the angle between the jet flow direc-
tion and the midplane, M1 is the initial (pre-interaction)
Mach number, and β ≡ β(δ,M1) is the angle between the
jet-flow direction and the position of an oblique shock
boundary.11,39 Figure 4(b) shows a similar structure in a
merged-jet CCD image. In this system, the turning an-
gle δ ≡ δ(Zi) is given by tan δ = (23 cm)/Zi, where Zi is
the point at which the jets first interact, as determined
by the appearance of emission [as indicated in Figs. 4(b)
and 4(c)]. The shock boundary angle β is given by38
23 cm
Zi
= 2 cotβ
[
M21 sin
2 β − 1
M21 (γ + cos 2β) + 2
]
, (1)
and the opening angle of the shock relative to the mid-
plane is β−δ. Determination of Zi from plasma emission
may slightly overestimate Zi, but the errors introduced
are small compared to the actual difference between pre-
dicted and observed values of β − δ (presented below).
Also, a slight overestimate of Zi does not affect the dis-
cussion in Sec. III B regarding a possible shock transition.
Assuming Te = 1.4 eV, mean charge Z¯ = 0.94 (both
inferred from spectroscopy at Z = 41 cm),2 and specific
heat ratio γ = 1.4,12 then a 100% argon plasma jet with
Vjet = 40 km/s has M = 19. For the 30%/70% mixture
composition, Te = 1.4 eV and Z¯ = 0.92 (see Sec. IV),
4FIG. 4. (a) Simple schematic of the interaction of two
obliquely interacting supersonic flows with initial Mach num-
bers M1. Flows are incident on the midplane with angle δ.
A shock boundary forms at angle β with respect to the orig-
inal flow direction. Post-shock flows have Mach number M2
and flow direction parallel to the midplane. (b) CCD image
with postulated shock boundaries (solid white lines) and ini-
tial jet interaction distances Zi for shot 1128 at t = 30 µs
(Zi ≈ 30 cm) and (c) shot 1120 at t = 38 µs (Zi ≈ 21 cm).
The field-of-view is the same for both CCD images.
which are similar to the 100% argon case. To place a
stringent lower bound on M for the 30%/70% case, we
use an ion-to-proton mass ratio µ = µO = 16 because
oxygen is the lightest element in the impurity mixture.
Thus, we estimate that 12 < M < 19. We find that
predicted β − δ values are very similar for M = 12 and
M = 19 for a range of Z [Fig. 5(a)].
We observe that Zi falls from Zi ≈ 45 cm at t = 26 µs
to Zi ≈ 18 cm at t = 36 µs [Fig. 5(b)], consistent with
jet axial expansion2 that reduces the velocity and thus
increases the jet expansion angle for the rear portion of
the jet. A second dip in Zi beginning at t ≈ 47 µs is
due to the arrival of a trailing jet (created by ringing in
the underdamped railgun current2) at the merge region.
For early times t ≈ 24–33 µs (Zi ≈ 45–25 cm), the 1D
theory predicts oblique shock formation consistent with
the observed wedge-shaped emission boundary, as illus-
trated in Fig. 4(b). In this case, the measured β−δ ≈ 5◦.
For M = 12–19, the theoretically predicted β − δ ≈ 11◦,
which is within approximately a factor of two of the ex-
perimentally inferred value. This is reasonable agreement
given that the 1D prediction does not include 2D/3D nor
plasma equation-of-state14 (EOS) effects.
B. Speculation on shock transition
There is a possible emission morphology transition
between earlier and later times [i.e., Fig. 4(b) versus
FIG. 5. (a) Plot of δ and β − δ vs. Z for both M = 12
and M = 19 (from 1D hydrodynamic theory). The predicted
threshold turning angle (also from the 1D theory), δ = δmax =
45◦, and corresponding Zi(δmax) ≈ 25 cm are marked with
horizontal and vertical dotted lines, respectively. (b) Plot of
Zi vs. time for shots 1119–1143 and shots 1160–1182. Error
bars correspond to a ±7.5 pixel offset along the Z axis during
image processing. The 1D theoretical cutoff for oblique shock
formation, Zi ≈ 25 cm, is indicated by a horizontal dashed
line.
4(c)]. For the theoretical 1D problem with uniform, par-
allel flow [with an angle δ relative to the “interaction
boundary” in Fig. 4(a)], there is a threshold δmax ≈ 45
◦
(Zi ≈ 25 cm) beyond which no oblique shock forms. In
2D theory, this corresponds to a detached shock, which
we treat in the 1D analysis by considering the limiting
case of a normal shock. Predicting the exact structure of
a detached shock in our 2D geometry, including spatial
non-uniformities and time-dependence, is not a tractable
analytic problem and requires 2D simulations beyond the
scope of this paper. However, we can still compare our
postulated morphology transition with δmax from the 1D
theory. As shown in Fig. 5(b), our observed Zi falls below
(and hence δ rises above) the transition threshold (pre-
dicted by the 1D theory) around 33 µs, consistent with
the approximate time of the possible morphology tran-
sition between Figs. 4(b) and 4(c). While it is far from
conclusive that our observations show a shock transition
or a detached shock, they are suggestive and motivate
more detailed future work.
IV. OBSERVATION OF MERGED-JET DENSITIES
EXCEEDING THAT OF INTERPENETRATION
If the merged-jet emission layers are post-shocked
plasma, then we expect an increase in density across
the shock boundary during jet merging. The density in-
crease across a 1D shock boundary should satisfy the 1D
5Rankine-Hugoniot relation11
n2
n1
=
(M1 sinβ)
2(γ + 1)
(M1 sinβ)2(γ − 1) + 2
, (2)
where n1 and n2 are the pre- and post-shock densities,
respectively. We bound the theoretically predicted den-
sity changes in the system by using M1 = 12–19, as well
as the β range corresponding to the observed Zi(δ). We
use the conservative value of γ = 1.4, as suggested by
recent work in a similar parameter regime,12 as a simple
way to model ionization and EOS effects in the theo-
retical estimates of Mach number and density enhance-
ment. Because the Zi range encompasses δ > δmax, we
consider the limiting case of detached shock formation
(corresponding to a normal shock, i.e., β = 90◦, in 1D
theory) in addition to oblique shocks. For an oblique
shock with M = 12, Eq. (1) gives β = 34◦–59◦ for mea-
sured Zi = 45–25 cm. Thus, the range of n2/n1 = 5.4–
5.7. Similarly, for M = 19 we find β = 34◦–58◦ and
n2/n1 = 5.7–5.9. Assuming normal shocks (β = 90
◦)
for Zi < 25 cm, we find n2/n1 = 5.8–5.9 for M = 12–
19. Thus, the overall range across the shock boundary is
n2/n1 = 5.4–5.9, according to hydrodynamic 1D theory.
Next we compare n2/n1 from the 1D theory with
the measured density enhancement nmerged/nsingle of the
merged- over single-jet cases. We calculate the ion-plus-
neutral density ntot using an interferometer phase shift
analysis accounting for multiple ionization states and the
presence of impurities (see Appendix A). According to
Eq. (A4), to determine ntot we need the interferome-
ter phase shift ∆φ, mean charge Z¯, the correction Err
[Eq. (A5)] accounting for all non-free-electron contribu-
tions to ∆φ, and the interferometer chord path length
(approximated by the plasma jet diameter). The maxi-
mum correction Errmax is the largest scaled sensitivity,
C0,k/Ce [Eq. (A9)]. These are for Ar i: 0.08 (δN
STP
n =
2.8 × 10−4 at λ = 561 nm, ρSTP = 1.6 g/L),40,41 for
O i: 0.03 (KOImO ≈ 4.4× 10
−24 cm3 for 5000 K < T <
10000 K),42 and for Al i: 0.007 (δNSTPn = 6.2× 10
−2 at
λ = 561 nm, ρSTP = 2.7 g/cm3).41,43 Thus, Errmax =
0.08 (for Ar i).
First, we determine ∆φsingle and ∆φmerged for the
single- and merged-jet cases, respectively. The single-jet
peak ∆φsingle, averaged across chords for a single shot,
is ∆φsingle ≈ 4.0
◦ ± 0.6◦, where 0.6◦ is the standard
deviation [Fig. 6(a)]. The peak ∆φsingle averaged over
multiple top-jet-only shots at the R = 2.25 cm chord is
∆φsingle = 4.3
◦ ± 0.3◦ [Fig. 7(b)], and thus we assume
∆φsingle = 4
◦ for evaluating ntot,single ≡ nsingle. Merged-
jet ∆φmerged traces for a single shot show [Fig. 6(b)] a
non-uniform spatial profile with a peak near the mid-
plane and peak magnitude ∆φ ≈ 14◦. At R = 2.25 cm,
the peak ∆φ = 14.3± 2.4◦ averaged over multiple shots
[Fig. 7(b)]. Thus, we assume ∆φmerged = 14
◦ for evalu-
ating ntot,merged ≡ nmerged.
Before evaluating nsingle and nmerged, we examine ∆φ
enhancements for merged- over single-jet experiments by
considering the quantity
∆ψ = ∆φmerged − (∆φtop +∆φbottom), (3)
where ∆φtop and ∆φbottom are from top-jet-only and
bottom-jet-only shots, respectively. We use ∆φ values
averaged over multiple shots (Fig. 7) to reduce potential
errors introduced by shot-to-shot variations. A ∆ψ > 0
implies a density of the merged-jet beyond that of the
sum of single jets and/or an increase in Z¯ over that
of a single jet. Merged-jet measurements over the data
set considered (merged-jet: shots 1117–1196; bottom-jet:
shots 1277–1278; top-jet: shots 1265–1267) show that
∆ψ > 0 for R ≤ 5.25 cm [Fig. 7(a)], implying that sim-
ple jet interpenetration cannot account for the observed
stagnation layer ∆φmerged. For R ≥ 6.75 cm, ∆ψ is small
because this region is outside the stagnation layer.
Now we evaluate nsingle and nmerged in order to es-
timate the density enhancement nsingle/nmerged at Z ≈
85 cm and R ≤ 5.25 cm. Having determined ∆φ and
Errmax, we need only Z¯ to estimate nsingle and nmerged.
The Te and Z¯ are determined by comparing spectral
data1,2 with non-local-thermodynamic-equilibrium (non-
LTE) spectral calculations in the optically thin limit us-
ing PrismSPECT.44 To mitigate the impact of line-of-
sight effects on our spectral analysis, we used the ap-
pearance (e.g., Ar ii) and absence (e.g., impurity Al iii)
of spectral lines in the data (typically varying only in in-
tensity) in the time range of interest to determine bounds
on peak Te and Z¯. A single jet (assuming 100% Ar) has
a jet diameter ≈ 22 cm at Z ≈ 80 cm and Z¯ = 0.94
(Te = 1.4 eV) at Z ≈ 41 cm (the emission is too low
at Z = 85 cm to infer Z¯ there).2 Using Z¯ = 0.94 with
∆φsingle = 4.0
◦, we obtain nsingle = 2.1–2.3× 10
14 cm−3
(bounds provided by Err = 0 and Errmax = 0.08). For
the 30%/70% mixture case (at the same Te = 1.4 eV),
Z¯ = 0.92,1 and therefore the nsingle estimate changes by
only a few percent.
To infer Z¯ and Te for the merged-jet case, and there-
fore nmerged, at Z ≈ 85 cm, we examine spectral data
from spectrometer view ‘1.’ For 100% argon, we infer
that peak Te ≥ 1.4 eV and Z¯ ≥ 0.94.
1 For the 30%/70%
mixture, we infer that 2.2 eV≤ peak Te < 2.3 eV and
1.3 ≤ Z¯ < 1.4, with the upper bounds determined by
the absence of an Al iii line in the data.1 Thus, for the
100% argon case, we see little-to-no change in Z¯ com-
pared to the single-jet measurements, but the 30%/70%
mixture calculation predicts an increase in Z¯ during jet
merging, accounting for some of the observed ∆φ en-
hancement. Using ∆φ = 14◦, chord path length of
22 cm, and Z¯ = 0.94 (100% argon case), we obtain
nmerged = 7.5–8.2 × 10
14 cm−3 (bounds provided by
Err = 0 and Errmax = 0.08). In this case the den-
sity increase nmerged/nsingle = 3.2–3.8. For the most
conservative Z¯ = 1.4 of the 30%/70% mixture case,
nmerged = 5.0–5.3×10
14 cm−3, and nmerged/nsingle = 2.1–
2.4. These values are summarized in Table I.
The observed range of nmerged/nsingle = 2.1–3.8
exceeds the factor of two expected for jet interpen-
6FIG. 6. (a) Phase shift vs. time at Z ≈ 85 cm for top-jet-only (shot 1265) and merged-jet (shot 1120) cases. The merged-jet
phase shift shows multiple small phase peaks of amplitude ≈ 2.5◦ and width ∆t ≈ 2 µs. One such phase structure is highlighted
by the dashed circle. (b) Phase shift vs. interferometer chord position at several times for the same shots.
FIG. 7. (a) The difference between merged-jet and the sum of
single-jet phase shifts ∆ψ vs. time for data averaged over shots
1117–1196 (merged-jet), shots 1277–1278 (bottom-jet) and
shots 1265–1267 (top-jet). (b) Multi-shot (same data sets)
averaged interferometer phase shift vs. time at R = 2.25 cm,
for top-, bottom-, and merged-jet cases. Error bars indicate
the standard deviation of ∆ψ or ∆φ over the stated data set.
etration, although it is smaller than the n2/n1 =
nshock/nunshocked = 5.4–5.9 predicted by 1D theory. Note
that plasma diameter enhancement (along the interfer-
ometer chord direction) in the merged- over the single-
jet case, which we have not characterized, and overesti-
mates of Z¯ (given that we do not have a direct measure-
ment at Z ≈ 85 cm) would both lead to reductions in
our estimate of nmerged/nsingle. The difference between
the measured and predicted density jumps could be due
to 3D (e.g., pressure-relief in the out-of-page dimension)
and/or plasma EOS effects not modeled by 1D hydrody-
namic theory.
We point out a few additional features from the inter-
ferometry. The spatial profile for the merged-jet ∆φ, as
seen in Fig. 6(b), is peaked a few centimeters away from
the midplane (R = 0) and correlates with the peaked
emission profile in the R direction, as seen in the CCD
images (Fig. 2). Figure 6(a) shows evidence of varia-
tions in ∆φpeak ≈ 2.5
◦ over ∆t ≈ 2 µs in the merged-jet
measurements that are not present in single-jet experi-
ments. Assuming Vjet = 40 km/s, the width of the indi-
cated structure is ≈ 8 cm. The appearance of this ∆φ
structure alternates between adjacent chords for chords
at R = 0.75–3.75 cm, i.e., the ∆φ rise in one chord cor-
responds to a fall in another chord at ≈ 1.5 µs intervals.
Because the inter-chord distance is 1.5 cm, the structure
has a transverse velocity ≈ 15 km/s. The underlying
100% Ar 30%/70%
Te,merged ≥ 1.4 eV 2.2 eV≤ Te <2.3 eV
Z¯single 0.94 0.92
Z¯merged 0.94 1.4
nsingle 2.1–2.3×1014 cm−3 2.2–2.4×1014 cm−3
nmerged 7.5–8.2×1014 cm−3 5.0–5.3×1014 cm−3
nsingle/nmerged 3.2–3.8 2.1–2.4
TABLE I. Summary of the experimentally inferred jet den-
sity enhancement at Z ≈ 85 cm for the two mixture cases:
100% Ar and 30% Ar/70% impurities. Single-jet and merged-
jet densities are calculated using ∆φ = 4◦ and ∆φ = 14◦,
respectively, jet diameter of 22 cm, and Errmax = 0.08. Note
that values for Z¯single are from Z ≈ 41 cm.2
7FIG. 8. Determination of electron density ne at t = 30 µs via
Stark broadening of the H-β lines for (a) top-jet-only (shot
1106) and (b) merged-jet (shot 1101) cases at the spectrom-
eter position ‘2’ [see Fig. 1(b)]. Shown are the experimen-
tal data (diamonds with error bars ±√counts), an overlay
of the measured instrumental broadening profile (dotted line,
labeled as ‘psf’ for point spread function), and a Lorentzian
H-β profile (dashed line) that gives the best fit (minimum χ2)
of the convolution (solid line) of the psf and the Lorentzian
to the data.
cause of these structures has not yet been determined.
Electron density results (determined via Stark broad-
ening of the H-β line) at spectrometer view ‘2’ (Z ≈
55 cm) also show a density enhancement: from ne ≤
8.6 × 1013 cm−3 (shot 1106) for a top-jet-only case to
ne ≈ 1.6 × 10
15 cm−3 (shot 1101) during jet merging
(Fig. 8). The electron density was determined via2
ne = 6.05× 10
14[FWHM(pixels)]3/2 cm−3, (4)
where FWHM is the full-width-half-maximum of the
Stark-broadened H-β line (more details given in the cap-
tion for Fig. 8). For the top-jet-only shot (1106), the
FWHM of the Lorentzian (with instrumental broaden-
ing removed) is 0.27 pixels, which is significantly less
than the 1 pixel spectrometer resolution. So, we con-
sider ne = 8.6 × 10
13 cm−3 an upper bound, i.e., the
density could be less but is too small to be resolvable.
Thus, ne,merged/ne,single & 10 at Z ≈ 55 cm, which is
significantly larger than the nmerged/nsingle observed at
Z ≈ 85 cm. Some of the ne = Z¯ntot increase is likely due
to increased ionization during jet merging, but unfortu-
nately there was not enough information in the measured
spectrum at Z ≈ 55 cm to infer Z¯. The Z ≈ 55 cm mea-
surements were taken at a larger distance from the jet
axes than the Z ≈ 85 cm measurements, which, along
with possibly a different Z¯ at Z ≈ 55 cm, could con-
tribute to the difference in density enhancements ob-
served at the two different locations. Nevertheless, the
magnitude of the ne enhancement suggests the presence
of post-shocked density also at Z ≈ 55 cm.
V. COLLISIONALITY ESTIMATES AND COMPARISON
TO TWO-FLUID PLASMA SHOCK THEORY
Both the experimentally measured emission1 and in-
terferometer ∆φ [Fig. 6(b)] have the same gradient
length scale (few cm) in the R direction, and the ∆φ
dip at R = 0.75 cm and peak at R = 2.25–3.75 cm
[Fig. 6(b)] are well-aligned with the emission dip and
peak, respectively.1 In this section, we compare these
observations with the expected scale sizes of collisional
plasma shock formation via colliding plasmas. For the
latter, the stagnation layer thickness is expected34 to be
on the order of the ion penetration length into the op-
posing jet. We find that, in our parameter regime, the
limiting physics for ion penetration is frictional drag ex-
erted by the ions of one jet on the counter-streaming ions
of the other jet. This is evaluated using the slowing-down
rate in the fast approximation,45
νsii′ = 9.0× 10
−8n′iZ
2Z ′2 ln Λ
(
1
µ
+
1
µ′
)
µ1/2
ǫ3/2
, (5)
where (see Appendix B)
lnΛ = 43− ln
[
ZZ ′(µ+ µ′)
µµ′(vrel/c)2
(
ne
Te
)1/2]
(6)
is the Coulomb logarithm for counter-streaming ions
(with relative velocity vrel) in the presence of warm
electrons,45 ni and ne [cm
−3] the ion and electron den-
sities, respectively, Z the mean charge state, Te [eV] the
electron temperature, ǫ [eV] the relative kinetic energy of
the test particle, c the speed of light, and the unprimed
and primed variables correspond to a test particle from
one jet and the field particles of the other jet, respec-
tively. The ion penetration length is
λsi ≈
vrel
4
∑
i′ ν
s
ii′
, (7)
where the factor of 4 results from the integral effect of
vrel slowing down to zero,
14 and the summation is over
all field-ion species for the mixed-species jet case. We
estimate λsi by considering jets of 100% argon and the
30%/70%mixture (specifically, 30% Ar, 43% O, 24% Al),
in all cases using vrel = 20 km/s (corresponding to
δ = 30◦ and Zi ≈ 40 cm) and the plasma parameters
listed in Table II, which also contains a summary of the
ion-electron slowing-down distances λsie calculated using
the slow approximation for νsie and the Coulomb loga-
rithm for ion-electron collisions.45 For inter-species colli-
sions between mixed-species jets (due to impurities), we
use ni = (% ion species)× ntot.
We also estimate the inter-jet mean free path (mfp)
of Ar1+-Ar charge and momentum transfer. The as-
sumption of vrel = 20 km/s gives a kinetic energy of
≈ 80 eV, corresponding to charge and momentum trans-
fer cross-sections σCT ≈ 0.3 × 10
−18 m2 and σm ≈
0.7×10−18 m2, respectively.46 The total mfp for Ar1+-Ar
8100% Ar 30%/70% mixture
ntot (cm
−3) 8× 1014 5× 1014
Te (eV) 1.4 2.2
Z¯ Ar 0.94 1.2
Al 2.0
O 1.0
λsi (cm) Ar 1.8 0.8
Al 0.2
O 0.3
λsie (cm) Ar 17.3 25.1
Al 6.6
O 14.1
TABLE II. Summary of stopping lengths for inter-jet particle
interactions, for both the 100% Ar and 30%/70% mixture
cases.
interaction is λin = 1/σtotnn = 1/[(σCT +σm)nn], where
nn = (1 − Z¯)ntot (for Z¯ < 1) is the neutral density. For
the pure-argon merged-jet parameters (an upper bound
on nn because nn/ntot < 10
−2 for the mixture case),
λin ≈ 2 cm & λ
s
i . Comparing all these length scale es-
timates with the observed few-cm-thick stagnation layer
implies that our inter-jet merging is in a semi- to fully
collisional regime.
Previously, we showed that the transverse (R) dy-
namics of our oblique jet merging compared favorably
with 1D collisional multi-fluid plasma simulations of our
experiment.1 Specifically, reflected shocks in the simu-
lation (propagating in the R direction) gave rise to a
double-peaked density profile (at ±R) consistent with
our density and emission profile measurements. Here,
we consider our experimental observations in the con-
text of two-fluid plasma shock theory.16 In the case of
a high-M , two-fluid shock, differing ion and electron
transport results in shock structures on multiple spatial
scales.16 The length scale of ion viscosity and thermal
conduction effects is on the order of the collisional mfp
of the shocked ions, λi = vth,i/νi, where vth,i and νi
are the ion thermal velocity and thermal collision fre-
quency, respectively, while the length scale of electron
viscosity and thermal conduction effects is on the order
of λi
√
mi/me.
16 The downstream mfp in our system is
estimated to be on the order of 8 × 10−3 cm based on
the merged-jet parameters given in Table I. In order to
bound the range of electron shock scale lengths, we use
the limiting cases of µ = µO = 16 and µ = µAr = 40,
and obtain λi
√
mi/me ≈ 1.4–2.2 cm, which is of the
same order as the gradient scale lengths of the observed
emission1 and ∆φ profiles [Fig. 6(b)]. This suggests that
our observations are also consistent with collisional two-
fluid plasma shocks in that the observed scales could be
large enough to contain an electron-scale pre-shock.
FIG. 9. Leading edge position of the merged jet, as deter-
mined visually from CCD images, versus time (shots 1120–
1172). Diamonds are data points, and the black line is a
linear fit giving the velocity of the merged-jet leading edge.
VI. ON THE USE OF MERGING PLASMA JETS FOR
FORMING SPHERICALLY IMPLODING PLASMA LINERS
A key motivation for this work was to study two
obliquely merging supersonic plasma jets as the “unit
physics” process underlying the use of an array of such
jets to form spherically imploding plasma liners. The lat-
ter is envisioned as a standoff driver for MIF.2,3,6,7,47,48
The dynamics arising in the jet merging, e.g., shock for-
mation, sets the properties of the subsequent, merged
plasma that ultimately determines the liner uniformity
and peak ram pressure (ρv2). These physics issues
have been considered recently via theory and numeri-
cal modeling.4,49,50 In spherical plasma liner formation
via an array of plasma jets, the initial merging would
be among more than two jets, and the detailed merg-
ing geometry would depend on the port geometry of the
vacuum chamber. In the case of PLX, a quasi-spherical
arrangement of 60 plasma guns would result in twelve
groups of five jets, with each group arranged in a pen-
tagonal pattern.
A key figure of merit for implosion performance is the
jet/liner Mach number M , i.e., a lower M results in
faster plasma spreading, density reduction, and lower
ram pressure.5,12,49,51 A concern is that jet merging
would lead to shock formation and heating that would
significantly decrease M (compared to its initial value)
and, thus, implosion performance. The results reported
here are encouraging in that the experimentally inferred
increases in Te [by up to a factor of (2.3 eV)/(1.4 eV) =
1.64] and Z¯ (by up to a factor of 1.4/0.94 = 1.49) lead
to an increase in Cs ∼ (Z¯Te)
1/2 of 56% (we caution that
more data is needed to establish a more accurate up-
per bound on Te in the merged case). We estimate the
speed of the leading edge of the merged plasma to be
≈ 45 km/s (see Fig. 9), which is close to the initial jet
speed of ≈ 41 km/s. An unchanged velocity after jet
merging would result in a modest 36% reduction in M .
With regard to uniformity, the outstanding questions
are how the observed structure in two-jet merging would
affect the uniformity of the leading edge of an implod-
ing spherical plasma liner formed by multiple merging
jets, and how much non-uniformity would be tolerable
9for compression of a magnetized plasma target for ap-
plication to MIF. This problem has been studied re-
cently in two simulation studies,4,50 which reached op-
posing conclusions using two different codes employing
very different numerical models and techniques. One
study concluded that a series of shocks occurring dur-
ing plasma liner convergence would degrade the implo-
sion performance,50 while the other showed that initial
non-uniformities arising from jet merging were largely
smeared out by the time of peak compression.4 More de-
tailed studies are needed to resolve the discrepancy. We
envision a five-jet experiment on PLX followed by a 30-
or 60-jet experiment to study this and other issues.
VII. SUMMARY
We have made spatially resolved measurements, in a
semi- to fully collisional regime, of the stagnation layer
that forms between two obliquely merging supersonic
plasma jets. CCD images show a double-peaked emis-
sion profile transverse to the layer, with the central emis-
sion dip consistent with a density dip observed in the
interferometer data. The stagnation layer thickness is
a few cm, which is of the same order as the ion pene-
tration length (in our case determined by frictional drag
between counter-streaming ions). The observed stagna-
tion layer emission morphology shortly after jet merging
is consistent with hydrodynamic oblique shock theory.
The density increase from that of an individual jet to
the density of the post-merge stagnation layer is greater
than that of interpenetration, even accounting for the
higher ionization estimates found for the high-impurity
versus pure-argon analysis limits. The measured density
increase is low compared to 1D theoretical hydrodynamic
predictions, but discrepancies are expected due to multi-
dimensional and plasma EOS effects in the experiment.
We did not observe a strong rise in Te or Z¯, which, cou-
pled with little observed change in the jet velocity after
merging, is encouraging for proposed plasma liner forma-
tion experiments.
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Appendix A: Interferometer phase shift analysis
Previous interferometer phase shift analysis37 for this
experiment assumed a singly ionized argon plasma, which
was adequate for our single-jet experiments.2 In these
two-jet merging experiments, the observation of higher
ionization states and significant impurity percentages re-
quired generalization of the phase shift analysis.
For a plasma with multiple gas species and ionization
states, we can write ∆φ as a superposition of the con-
tributions from the electrons and all possible ionization
states for each gas species in the plasma:
∆φtot = ∆φe −
∑
j,k
∆φj,k (A1)
=
∫
Cenedl −
∫ ∑
j,k
Cj,knj,kdl, (A2)
where Ce is the interferometer sensitivity constant for
electrons and Cj,k is the sensitivity constant for the jth
ionization state (j = 0 denotes neutrals) of the kth gas
species.
For a species with ionization state j, the electron den-
sity due to that species is ne,j = jnj . The total electron
density is then ne =
∑
j,k ne,(j,k) =
∑
j,k jnj,k. The av-
erage ionization state of the plasma is then
Z¯ =
ne
ntot
=
∑
j,k ne,(j,k)∑
j,k nj,k
=
∑
j,k jnj,k∑
j,k nj,k
, (A3)
where ntot =
∑
j,k nj,k is the total ion-plus-neutral den-
sity of the plasma. The phase shift equation becomes
∆φtot =
∫ CeZ¯ntot −∑
j,k
Cj,knj,k

 dl
=
∫
Ce

Z¯ −∑
j,k
Cj,k
Ce
nj,k
ntot

ntotdl
≈ Ce[Z¯ − Err]
∫
ntotdl, (A4)
assuming a uniform Z¯ along the path length through the
plasma, and where
Err =
∑
j,k
Cj,k
Ce
nj,k
ntot
. (A5)
If all the Cj,k and nj,k in the plasma are known, then
Err can be calculated exactly. However, this is typically
prohibitive due to a lack of complete information for both
Cj,k and nj,k. When Err cannot be calculated exactly,
it is useful to determine bounds on Err (and thus ntot).
Using Eq. (A4) and Err = 0 (i.e., only electrons present),
then the lower bound for ntot is given by(∫
ntotdl
)
min
=
∆φtot
CeZ¯
. (A6)
Similarly, if we can determine the maximum Err =
Errmax, then an upper bound on ntot is given by(∫
ntotdl
)
max
=
∆φtot
Ce[Z¯ − Errmax]
. (A7)
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One method for determining Errmax is to determine
Cmax for all j, k present in the plasma, and then define
Errmax ≡ Cmax/Ce. Because Cmax ≥ Cj,k for all j, k (by
definition), then
Err ≤
Cmax
Ce
∑
j,k
nj,k
ntot
=
Cmax
Ce
= Errmax (A8)
is always satisfied. The problem then reduces to finding
Cmax for the given plasma. The Cj,k = (2πKj,kmk)/λ,
where Kj,k is the Slater screening constant, mk is the
mass, and λ is the interferometer laser wavelength. Since
K is proportional to the sum of mean square electron
orbits for all bound electrons,52 then for a given gas
species k the largest Kj,k occurs for the neutral atom,
i.e., Kmax = K0,k. Thus, Cmax = C0,k for whichever gas
species k in the plasma has the largest neutral sensitivity
constant. The maximum correction factor can be written
as
Errmax =
(C0,k)max
Ce
=
2π
Ceλ
(K0,kmk)max (A9)
or, using Kj,kmk = (δN
STP
n /n
STP
n )k,
37,53
Errmax =
2π
Ceλ
(
NSTPn
nSTPn
)
k,max
, (A10)
where nSTPn is the neutral density of the species at
standard temperature and pressure, Nn is the refrac-
tive index of the neutral species, δNn = Nn − 1, and
Ce = λe
2/(4πǫ0mec
2).
Appendix B: Re-derivation of the Coulomb logarithm for
counter-streaming ions in the presence of warm electrons
We point out an inconsistency in the Coulomb log-
arithm for counter-streaming ions with relative veloc-
ity vD = βDc in the presence of warm electrons
(kTi/mi, kTi′/mi′ < v
2
D < kTe/me), as given in the NRL
Plasma Formulary (2013 edition),45
λii′ = λi′i = 35− ln
[
ZZ ′(µ+ µ′)
µµ′β2D
(
ne
Te
)1/2]
, (B1)
where Te is in eV and units are cgs unless otherwise
noted. Unprimed and primed variables refer to test and
field particles, respectively. Equation (B1) affects ion
collisionality estimates for counter-streaming plasmas.54
We re-derive the Coulomb logarithm using the defini-
tion employed in the NRL Plasma Formulary,45
λ = lnΛ = ln
(
rmax
rmin
)
, (B2)
where in this case
rmax = λDe =
(
kTe
4πnee2
)1/2
= 7.43× 102
(
Te
ne
)1/2
(B3)
is the electron Debye length, and rmin = ZZ
′e2/(mii′v
2
D)
is the distance of closest approach between two counter-
streaming ions with reduced mass mii′ = mimi′/(mi +
mi′) and relative speed vD. We assume that rmin is
greater than the de Broglie wavelength ~/(2mii′vD). We
re-write rmin by pulling numerical constants to the front:
rmin =
e2
mpc2
ZZ ′(µ+ µ′)
µµ′(vD/c)2
=
(4.8032× 10−10)2
(1.6726× 10−24)(2.9979× 1010)2
ZZ ′(µ+ µ′)
µµ′β2D
= 1.5347× 10−16
ZZ ′(µ+ µ′)
µµ′β2D
. (B4)
Substituting Eqs. (B3) and (B4) into Eq. (B2), we obtain
λii′ = lnΛ = ln
{
743(Te/ne)
1/2
1.5347× 10−16[ZZ ′(µ+ µ′)]/(µµ′β2D)
}
= 43− ln
[
ZZ ′(µ+ µ′)
µµ′β2D
(
ne
Te
)1/2]
(B5)
[same as Eq. (6)], which should supersede Eq. (B1).
The discrepancy between Eqs. (B5) and (B1) is exactly
accounted for if the constants k = 1.6022× 10−12 erg/eV
and e2 = (4.8032× 10−10)2 statcoulomb2 in Eq. (B3) are
dropped.55 This seems like a plausible mistake to make
in arriving at Eq. (B1).
For counter-streaming Al-Al collisions with µ = µ′ =
27, Z = Z ′ = 2.0, vD = 20 km/s, Te = 2.2 eV, and ne =
6.5×1014 cm−3 (corresponding to values in Table II), we
calculate λii = 0.325 and λii = 8.3 using Eqs. (B1) and
(B5), respectively. The latter is a more reasonable result
for this weakly coupled example.
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