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Abstract
We consider how properties of the bonding maps of the inverse spectrum determine properties
of the inverse limit. Specifically, we study the limits of inverse spectra of finite T0-spaces with
bonding maps which are either chaining or normalizing. We will show that if the bonding maps
are normalizing, then the inverse limit is a normal T0-space, and therefore, its Hausdorff reflection
is its subset of specialization minimal elements. If the maps are chaining, then the inverse limit is a
completely normal spectral space; such spaces have been studied since they include the real spectra
of commutative rings [C.N. Delzell, J.J. Madden, J. Algebra 169 (1994) 71], and the prime spectrum
of a ring of functions, Spec(C(X)). The existence and importance of this class of non-Hausdorff,
normal topological spaces was extremely surprising to us. Further, each of these results is reversible;
if the inverse limit is normal, then each space in the spectrum is preceded by one whose bonding map
to it is normalizing. By way of contrast, the inverse limit of finite T0-spaces with separating bonding
maps need not be a normal topological space (Example 3.8(a)) and furthermore, if the spaces of the
inverse spectrum are normal, then the Hausdorff reflection of the limit must be zero-dimensional
(Theorem 3.15).
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1. IntroductionIn two previous papers [7,9], we considered the problem of approximating a compact
Hausdorff space X by an inverse spectrum of finite T0-spaces in the sense that X is the
Hausdorff reflection of the limit of the inverse system. Our aim was to relate certain
properties of X to those of the finite spaces. For example, in [7] we showed that if the
finite spaces are COTS then the space X is a chainable continuum, while in [9] we showed
that if X is a k-dimensional continuum, then the finite spaces may be chosen to be of
Alexandroff dimension no greater than k. Our interest in these papers was confined to
properties of the spaces of the inverse spectrum and the Hausdorff reflection of its limit;
we considered properties of the bonding maps of the inverse spectrum only when they
simplified our work. In particular, in the proofs of [7], we assumed that the bonding maps
were normalizing and in those of [9], that they were chaining.
Here we instead consider how properties of the bonding maps of the inverse spectrum
determine properties of the inverse limit. Specifically, we study the limits of inverse spectra
of finite T0-spaces with bonding maps which are either chaining or normalizing, but placing
no further conditions on the spaces of the inverse spectrum. We will show that if the
bonding maps are normalizing, then the inverse limit is a normal T0, topological space,3
and therefore, its Hausdorff reflection is its subset of specialization minimal elements. If
the maps are chaining, then the inverse limit is a completely normal spectral space; such
spaces have been studied since they include the real spectra of commutative rings [1],
and the prime spectrum of a ring of functions, Spec(C(X)). Further, each of these results
is reversible; if the inverse limit is normal, then each space in the spectrum is preceded
by one whose bonding map to it is normalizing. By way of contrast, the inverse limit of
finite T0-spaces with separating bonding maps does not imply normality of the limit space
(Example 3.8(a)) and furthermore, if the elements of the inverse spectrum are normal, then
the Hausdorff reflection of the limit must be zero-dimensional (Theorem 3.15).
2. Notation and terminology
The specialization, τ , of a topological space (X, τ) is defined by x τ y if x ∈ cl{y}.
This relation is a preorder and it is well known that it is a partial order if and only if X
is a T0-space. In this paper, whenever an order on a topological space is mentioned, this
is assumed to be the specialization unless otherwise stated. A subset A of X is saturated,
if x ∈ A and x τ y ⇒ y ∈ A; the saturation ↑(A) of a subset A of a topological space
(X, τ) is {y | x τ y for some x ∈A}, which is easily seen to be the intersection of all open
sets containing it. When ↑(A) is open (as it is for finite spaces), we use n(A) to denote the
same set. The de Groot dual of a topology τ on X is the topology τG whose closed sets are
generated by the compact saturated subsets of (X, τ) and we let XG = (X, τG). Closures
in the topology τ (respectively, τG) will be denoted by cl (respectively, clG).
3 The intuitive notion that skew compact topologies arise from the bitopological analogue of compact
Hausdorff spaces, and thus from compact normal bitopological spaces, was discussed in [10]. What is surprising
and discussed below, is the existence and usefulness of a wide class of normal, non-Hausdorff topological spaces.
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Although the results of this paper deal exclusively with topological spaces, we call
the reader’s attention to the following notation from the theory of bitopological spaces
which will be needed in the sequel. A bitopological space (X, τ, τ ∗) is pseudoHausdorff
if whenever x /∈ cl(y), there are U ∈ τ and V ∈ τ ∗ such that x ∈ U , y ∈ V and U ∩V = ∅.
A property is said to hold pairwise for a bitopological space, (X, τ, τ ∗), if both it and
its dual, (X, τ ∗, τ ), satisfy the property. The symmetrization topology of (X, τ, τ ∗) is
τ s = τ ∨ τ ∗, and a subset of X is symmetrically closed (respectively, compact, etc.) if
closed (respectively, compact, etc.) in τ s . The space (X, τ, τ ∗) is joincompact if it is
pairwise pseudoHausdorff and symmetrically compact and Hausdorff. Finally, (X, τ) is
skew compact if for some topology τ ∗ on X, (X, τ, τ ∗) is joincompact. In fact, τG is the
unique possible topology τ ∗ on X for which (X, τ, τ ∗) can be joincompact. More details
and other notations we use are in [10].
3. The main results
In what follows, µ(X) will denote the set of specialization-minimal elements of X—
that is, those x ∈X such that {x} is closed. Further, m will denote the relation {(x, y) | y ∈
cl({x}), {y} closed}.
Lemma 3.1. Let (X, τ) be compact, and (X, τ, τ ∗) be pseudoHausdorff.
(a) µ(X) is a compact subspace of (X, τ), and τ |µ(X)⊆ τ ∗|µ(X).
(b) If each element x ∈X lies above a unique element mx ∈µ(X), then m is a continuous
map from (X, τ ∗) onto (µ(X), τ | µ(X)).
Proof. (a) The first assertion has often been shown (e.g., see, [5,11]), but we include a
simple proof for convenience. Suppose µ(X) ⊆⋃i∈I Ti . By compactness each element
x ∈ X lies above an element of µ(X) (the intersection of a maximal chain of closed
subsets of cl(x) is one such) and so X = ↑[µ(X)] ⊆ ↑⋃i∈I Ti . But
⋃
i∈I Ti is open, so⋃
i∈I Ti = ↑
⋃
i∈I Ti . But then by the compactness of X, µ(X)⊆ X ⊆
⋃
i∈F Ti for some
finite F ⊆ I .
For the second assertion, notice that if (X, τ, τ ∗) is pairwise pseudoHausdorff, then so
is its subspace µ(X). [10, Theorem 3.1] applied to its bitopological dual, (X, τ ∗, τ ) now
implies that each compact, saturated subset of µ(X) is τ ∗-closed. But the specialization
is equality on µ(X), so each set is saturated, and since we have just shown that µ(X) is
compact, each closed set is also compact, thus τ ∗-closed.
(b) Clearly m is a function. Let C be a τ -closed subset of µ(X); by (a), C is a compact
subspace of X. However, m−1[C] = {x | m(x) ∈ C} = ↑C and since this latter set is the
saturation of C it is τ ∗-closed (also see [10, 3.1]). ✷
Proposition 3.2. Suppose X is skew compact.
(a) Suppose T ∩U = ∅ whenever x ∈ T , y ∈ U and T ,U ∈ τ . Then there is a z ∈X such
that x, y ∈ cl(z).
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(b) If each element of X contains a unique minimal element in its closure, then µ(X) is a
Hausdorff subspace of (X, τ).
Proof. (a) Consider {clG(T ) ∩ clG(U) | x ∈ T , y ∈ U, T ,U ∈ τ }. These sets are
τS-closed, and the collection has the finite intersection property, since clG(T1) ∩
clG(U1) · · ·clG(Tn) ∩ clG(Un) ⊇ clG(T1 ∩ · · · ∩ Tn) ∩ clG(U1 ∩ · · · ∩ Un) = ∅. Thus
their intersection is nonempty, so let z be in this intersection. Since (X, τ) is skew
compact, (X, τ, τG) is joincompact and it follows from Theorem 3.6 of [10] that each
open neighbourhood of x and each of y contains a τG-closed neighbourhood of the
corresponding point and so z ∈ ↑(x). Thus x ∈ cl(z) and similarly y ∈ cl(z).
(b) If x, y are distinct points in µ(X) then by assumption, there is no z ∈ X such that
x, y ∈ cl(z). But then by (a), x, y are in disjoint open subsets of X. Thus the intersections
of these open sets with µ(X) are disjoint open sets in µ(X) containing x, y. ✷
Recall that given a topological space X, its Ti -reflection (i ∈ {0,1,2,3,3.5}) is a pair
(H,p), where H is a Ti -space and p :X→H is a continuous map such that if f :X→ Y
is continuous and Y is a Ti -space, then there is a unique continuous f˜ :H → Y such that
f = f˜ p. We are mostly interested in T2-reflections below. The existence of Ti -reflections
can be shown using the fact that the Ti separation axioms are productive and hereditary.
Proposition 3.3.
(a) If X is compact, f :X → Y is continuous, and Y is T1, then f :XG → Y is also
continuous.
(b) If X is skew compact, then its Hausdorff reflection is that of XG.
Proof. (a) If C ⊆ Y is closed, then f−1[C] is closed in X, thus compact. Further, trivially,
C is saturated, thus so is f−1[C]. Thus f−1[C] is τG-closed.
(b) By (a), each continuous map from X to a Hausdorff space is continuous from XG
as well; by skew compactness, X = (XG)G, so X and XG have the same continuous maps
to Hausdorff spaces, thus the same Hausdorff reflection. ✷
Theorem 3.4. The following are equivalent for a skew compact topological space X:
(a) X is normal;
(b) Each point of X has a unique closed point in its closure;
(c) m is a retract from (X, τ) to its subspace µ(X).
If any of these hold, then (µ(X),m), is the Hausdorff reflection of (X, τ) and also that
of (X, τG) (note that µ(X) is the set of maximal points of (X, τG) and in this space, the
map m takes each point to the uniqueτG -maximal point above it ).
Proof. (a) ⇒ (b) Suppose by way of contradiction, that for some x ∈X, there are closed
points y, z ∈ cl{x}. But then if y ∈ T , z ∈U , open sets, we have x ∈ T ∩U , contradicting
the normality of X.
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(b) ⇒ (c) µ(X) is Hausdorff by Proposition 3.2(b), so m is a continuous map by
Proposition 3.3(a) and Lemma 3.1(b); it is then a retract, since m2 = m, and its range
is µ(X).
Clearly (c) ⇒ (b) and hence we need only show that (b) ⇒ (a). µ(X) is compact
by Lemma 3.1(a), and if each point is above a unique closed point, then µ(X) is T2 by
Proposition 3.2(b) and so it is normal. Now, let C,D be disjoint closed subsets of X. Then
C∩µ(X), D∩µ(X), are disjoint closed subsets of µ(X), so they are contained in disjoint
open sets; say C∩µ(X)⊆ T , D∩µ(X)⊆U , and also C ⊆m−1[C∩µ(X)], since if x ∈C
then m(x) ∈C∩µ(X); similarly, D ⊆m−1[D∩µ(X)]. ThusC ⊆m−1[T ], D ⊆m−1[U ],
and the latter are disjoint open sets since m is a continuous map.
If (a)–(c) hold, suppose h is a continuous map from X to a Hausdorff space, Y .
Then h|µ(X) ◦ m = h, for if x ∈ X then m(x) ∈ cl(x) so (h|µ(X))(m(x)) = h(m(x)) ∈
cl(h(x)) = {h(x)}. Thus each continuous map to a Hausdorff space from X factors
through m. This completes the proof that (µ(X),m) is the Hausdorff reflection of
(X, τ), and that it is also the Hausdorff reflection of (X, τG) now follows from
Proposition 3.3(b). ✷
Definition 3.5. A spectral space is a skew compact space, (X, τ), such that (X, τ, τG) is
pairwise zero-dimensional, that is to say, such that whenever x /∈ cl(y) then there is a T ∈ τ
such that x ∈ T and y ∈ X \ T ∈ τG. A spectral space is completely normal if whenever
x, y, z ∈X and y, z ∈ cl(x) then y ∈ cl(z) or z ∈ cl(y).
We take the term “complete normality” from a paper in the Journal of Algebra, [1], (but
the notation did not originate there), and is often used in algebraic geometry. These spaces
arise in this field as the real spectra of commutative rings. Thus Corollary 3.7(c) (below)
seems a happy coincidence.
In the construction used in [8] (and earlier in [3]), each point of the inverse limit of
the finite spaces is above a unique minimal point, but such a space is normal, and as a
result, the bonding maps are eventually normalizing (see Theorem 3.10 below). It may be
surprising, but is easy to show that the prime spectrum of a C(X) is a completely normal
spectral space (see comments in the proof of Corollary 3.13 below).
Definition 3.6. Suppose that X and Y are T0-spaces; we say that a map f :X → Y is:
separating if inverse images of distinct closed points are contained in disjoint open sets,
normalizing if inverse images of disjoint closed sets are contained in disjoint open sets,
chaining if f [cl{x}] is a specialization chain for each x .
Normalizing maps are clearly separating. In [9, Proposition 2.1], it was shown that a
map is chaining if and only if it is hereditarily separating or hereditarily normalizing.
Corollary 3.7.
(a) If two maps are continuous and either of them is normalizing (respectively, chaining),
then the composition is also normalizing (respectively, chaining). As a result, if either
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X or Y is normal (respectively, a completely normal spectral space), then each
continuous f :X→ Y is normalizing (respectively, chaining).
(b) A skew compact space X is normal if and only if the identity map iX on X is a
separating (equivalently, a normalizing) map.
(c) A spectral space X is completely normal if and only if each symmetrically closed
subspace of X is normal.
Proof. (a) We omit the straightforward proof of this result.
(b) If iX is separating, then distinct closed points are in disjoint open sets, thus points
are above unique closed points and so by Theorem 3.4, X is normal. Conversely, if X is
normal, (the inverse images under iX of) disjoint closed sets are contained in disjoint open
sets.
(c) First note that by [10, Theorem 3.7], for each symmetrically closed subspace
Y of a skew compact space (X, τ), (Y, τ |Y, τG|Y ) is joincompact. Thus the subspace
Y is skew compact and by the uniqueness comment following the definition of skew
compactness, τG|Y = (τ |Y )G. If further, X is spectral, then so is the subspace Y , since
if x /∈ cl(y), x, y ∈ Y , then we can find T ∈ τ so that X \ T ∈ τG, x ∈ T , y /∈ T ; thus
x ∈ T ∩ Y ∈ τ |Y, and y ∈ Y \ T ∈ τG|Y = (τ |Y )G.
Certainly completely normal spectral spaces are normal, for if y, z ∈ cl{x} were distinct
closed points, then cl{x} could not be a chain. Since subspaces inherit the specialization
order of the space, the symmetrically closed subspaces are also normal spaces.
Conversely, suppose each symmetrically closed subspace of X is normal. By way
of contradiction, if y, z ∈ cl{x}, and neither y ∈ cl{z} nor z ∈ cl{y}, then {x, y, z} is a
symmetrically closed subspace of X, and in it, y, z are distinct closed points in the closure
of x , contradicting the normality of this subspace. ✷
Examples 3.8.
(a) A variation on the construction of the Smyth interval in [8], shows that an inverse
limit of finite T0-spaces with separating bonding maps need not be normal: For
each n ∈ N, let Xn = {{k/2n} | k = 0, . . . ,2n − 1} ∪ {(k/2n, (k + 1)/2n) | k =
0, . . . ,2n − 2} ∪ {(1− 1/2n,1], (1,2), [2,2+ 1/2n)} ∪ {{2+ k/2n} | k = 1, . . . ,2n} ∪
{(2 + k/2n,2 + (k + 1)/2n) | k = 1, . . . ,2n − 1}, with the quotient topology arising
from the map taking each element of [0,3] into the interval containing it. For
each n, define fn :Xn+1 → Xn by fn(x) is the unique element of Xn of which
x is a subset. Each fn is a separating map, since the closed points are those
of the forms {k/2n} and {2 + k/2n}, and their inverse images are contained in
the mutually disjoint {((k− 0.5)/2n, k/2n), {k/2n}, (k/2n, (k + 0.5)/2n)} or {(2 +
(k − 0.5)/2n,2+k/2n), {2+k/2n}, (2+k/2n,2+(k+ 0.5)/2n)}). However, the maps
are not normalizing, since any open set containing the inverse image of either of the
disjoint closed sets {{1 − 1/2n}, (1 − 1/2n,1]} and {[2,2+ 1/2n), {2 + 1/2n}} must
contain (1,2). The inverse limit is homeomorphic to the Smyth interval, except that in
the center, it has an open point with two closed points in its closure. Thus it is not a
normal space.
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(b) Let X = {0,1,2,3}, where cl{0} = {0}, cl{1} = {0,1}, cl{2} = {0,2} and cl{3} =
{0,1,2,3}; it is easy to see that X is a normal spectral space which is not completely
normal and its subspace {1,2,3}, is not normal.
In what follows, we suppose that (Xα,fβα), where α,β are elements of some directed
set (I,) and α  β , is an inverse system of finite T0-spaces and continuous maps, whose
inverse limit we denote by X. The projection map from X→ Xα will be denoted by pα
and hence for each α,β ∈ I with α  β , we have fβα ◦ pβ = pα .
Lemma 3.9.
(a) Let f :X→ Y be a continuous surjection and X a finite connected normal T0-space.
If Y is T0, then Y is normal.
(b) If X is the inverse limit of a spectrum of finite spaces (Xα,fβα), then for each
α, there is some β  α such that fβα[Xβ ] = pα[X]. For this β , if γ  β then
fγα[Xγ ] = fβα[Xβ ].
Proof. (a) If X is a finite connected normal T0-space then X has precisely one closed point
and if Y is T0, then it has the same property.
(b) Clearly fβα[Xβ ] ⊇ pα[X] for each β  α. Also, for each y ∈ Xα \ pα[X] we can
choose βy such that y /∈ fβyα[Xβy ]. Since Xα is finite, there is some β  βy for each
y ∈ Xα \ pα[X] and hence fβα[Xβ ] = pβ [X]. If γ  β then pα[X] = fγα[pγ [X]] ⊆
fγα[Xγ ] = fβα[fγβ[Xγ ]] ⊆ fβα[Xβ ] = pα[X], so all these sets are equal. ✷
Theorem 3.10. For an inverse system of finite T0-spaces and continuous maps (Xα,fβα)
whose inverse limit is X, the following conditions are equivalent:
(a) For each α ∈ I there is some γ  α such that fγα is normalizing.
(b) X is normal.
Proof. (b) ⇒ (a). Suppose (b) holds, and C,D are disjoint closed subsets of some
fixed Xα . Then p−1α [C],p−1α [D] are disjoint closed subsets of the normal space X, and
so are contained in disjoint open sets, which we denote by T and U , respectively.
The base {p−1γ [V ] | V ⊆ Xγ open, γ ∈ I } is closed under finite unions, since for
γ,V, δ,W , let γ, δ  %; then p−1γ [V ] ∪ p−1δ [W ] = p−1% [f−1%γ [V ]] ∪ p−1% [f−1%δ [W ]] =
p−1% [f−1%γ [V ] ∪ f−1%δ [W ]]. Since p−1α [C] and p−1α [D] are compact, we can find basic open
sets p−1β [T ′] and p−1δ [U ′] such that p−1α [C] ⊆ p−1β [T ′] ⊆ T , and p−1α [D] ⊆ p−1δ [U ′] ⊆U .
Now let ρ be greater than α and each of the finite number of β and δ found in the above
constructions for all possible pairs of closed disjoint C,D ⊆Xα . By Lemma 3.9(b), there
exists γ  ρ such that pρ [X] = fγρ[Xγ ]. The virtue of this choice of γ is that if A,B ⊆Xρ
are such that p−1ρ [A] ⊆ p−1ρ [B] then f−1γρ [A] ⊆ f−1γρ [B]: For by way of contradiction, if
y ∈ f−1γρ [A] \ f−1γρ [B] ⊆ Xγ then let z ∈ X be such that pρ(z) = fγρ(y) ∈ A \ B . Thus
z ∈ p−1ρ [A] \p−1ρ [B], so p−1ρ [A] ⊆ p−1ρ [B]. In particular, if p−1ρ [A] = ∅ then f−1γρ [A] = ∅.
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Recalling from above that p−1α [C] ⊆ p−1[T ′], we see that p−1ρ [f−1ρα [C]] ⊆ p−1ρβ
[f−1ρβ [T ′]], so now f−1γ α [C] = f−1γρ [f−1ρα [C]] ⊆ f−1γρ [f−1ρβ [T ′]] = f−1γβ [T ′], and similarly,
f−1γ α [D] ⊆ f−1γ δ [U ′]. Also, p−1ρ [f−1ρβ [T ′]] ∩ p−1ρ [f−1ρδ [U ′]] ⊆ T ∩ U = ∅, and thus
f−1γβ [T ′] ∩ f−1γ δ [U ′] = ∅. Therefore the open sets f−1γβ [T ′] and f−1γ δ [U ′] are disjoint
neighbourhoods of f−1γ α [C] and f−1γ α [D], and so fγα is normalizing.
(a) ⇒ (b) First notice that an apparently stronger assumption must be true: For each α ∈
I there is some γ  α so that fγα is normalizing to its image, the subspace fγα[Xγ ] of Xα .
To see this, let β  α be as in Lemma 3.9(b). Thus if δ  β then fδα[Xδ] = fβα[Xβ ]. Next
choose γ  β such that fγβ is normalizing. We show that fγα is normalizing to its image
by letting C,D be disjoint closed subsets of the image fγα[Xγ ]; thus there are closed
C′,D′ ⊆ Xα such that C = C′ ∩ fγα[Xγ ] = C′ ∩ fβα[Xβ ] and D = D′ ∩ fγα[Xγ ] =
D′ ∩ fβα[Xβ ]. Since the bonding maps are continuous, f−1βα [C], f−1βα [D], are closed,
disjoint subsets of Xβ , and so f−1γ α [C] = f−1γβ [f−1βα [C]], f−1γ α [D] = f−1γβ [f−1βα [D]] are
contained in disjoint open subsets of Xγ .
Now suppose to the contrary, that there is an element x of the inverse limit X with
two distinct closed points y, z ∈ cl(x). If cl(pα(y)) ∩ cl(pα(z)) ∩ pα[X] = ∅ for each
α ∈ I , then by compactness, there is a w ∈⋂α∈I p−1α [cl(pα(y))] ∩ p−1α [cl(pα(z))]. But
then w ∈ cl(y)∩ cl(z), which, since y, z are closed, implies y =w = z, which contradicts
our initial assumption.
Thus for some α, cl(pα(y)) ∩ cl(pα(z)) ∩ pα[X] = ∅. But then for some γ  α
fγα is normalizing, and also by Lemma 3.9(b) and Corollary 3.7(a), we may assume
fγα[Xγ ] = pα[X]. Thus n(f−1γ α [cl(pα(y))])∩ n(f−1γ α [cl(pα(z))])= ∅. But this contradicts
the fact that since y, z ∈ cl(x), for each γ  α we have pγ (x) ∈ n(pγ (y)) ∩ n(pγ (z)) ⊆
n(f−1γ α [cl(pα(y))])∩ n(f−1γ α [cl(pα(z))]). ✷
Theorem 3.11. For an inverse system of finite T0-spaces and continuous maps (Xα,fβα)
whose inverse limit is X, the following conditions are equivalent:
(a) For each α ∈ I there is some γ  α such that fγα is chaining.
(b) X is a completely normal spectral space.
Proof. (a) ⇒ (b). That X is spectral is an immediate consequence of [8, Theorem 3.1].
Suppose now to the contrary, that there are elements x, y, z of the inverse limit X
with y, z ∈ cl(x), y /∈ cl(z), z /∈ cl(y). Then for some α,β ∈ I , pα(y) /∈ cl(pα(z)) and
pβ(z) /∈ cl(pβ(y)). Since I is directed, let α,β  γ ∈ I ; by assumption there is a δ  γ
such that fδγ is a chaining map. Since y, z ∈ cl(x),we have pδ(y),pδ(z) ∈ cl(pδ(x)). Then
either pγ (y)= fδγ (pδ(y)) ∈ cl(fδγ (pδ(z)))= cl(pγ (z)), whence pα(y)= fγα(pγ (y)) ∈
cl(pα(z)), a contradiction, or we get a similar contradiction to pβ(z) /∈ cl(pβ(y)).
For (b) ⇒ (a), assume X is a completely normal spectral space. Fix α, and let y, z
be incomparable elements of Xα . Then, since X is completely normal, it follows from
Proposition 3.2(a), that each specialization incomparable pair of points of X is separated,
and in fact for such points there must be open sets from the base {p−1β [T ] | T ∈ τβ}
separating them. This base is closed under finite unions, so pairs of compact subsets can
R.D. Kopperman, R.G. Wilson / Topology and its Applications 135 (2004) 265–275 273
also be separated by basic open sets if all elements of one are incomparable with each
element of the other. In particular, for the symmetrically closed, and hence compact sets
p−1α (y), p−1α (z), there must be some βy,z  α and some open T ,U in Xβy,z such that
p−1α (y)⊆ p−1βy,z [T ], p−1α (z)⊆ p−1βy,z [U ], and p−1βy,z [T ] ∩ p−1βy,z [U ] = ∅.
Now let ρ be greater than α and each of the finite number of βy,z found in the above
constructions. Also, as in the proof of Theorem 3.10, let γ  ρ be such that pρ [X] =
fγρ[Xγ ], so if A,B ⊆Xρ are such that p−1ρ [A] ⊆ p−1ρ [B] then f−1γρ [A] ⊆ f−1γρ [B] and if
p−1ρ [A] = ∅ then f−1γρ [A] = ∅. This implies, as in that proof, that f−1γ α (y)⊆ f−1γβy,z [T ] and
f−1γ α (y)⊆ f−1γβy,z [U ] and also that f−1γβy,z [T ] ∩ f−1γβy,z[U ] = ∅. Thus fγα is chaining. ✷
The following corollary is immediate from the known fact that each spectral space is an
inverse limit of finite T0-spaces and continuous maps (proved in our notation in [8]).
Corollary 3.12. A spectral space is normal if and only if it is an inverse limit of finite
T0-spaces and normalizing maps. It is a completely normal spectral space if and only if it
is an inverse limit of finite T0-spaces and chaining maps.
In [2], De Marco and Orsatti note that Spec(C(X)) is a normal space.
Corollary 3.13. Each compact Hausdorff space is the Hausdorff reflection of the inverse
limit of a spectrum of finite T0-spaces with bonding maps which are chaining.
Proof. If X is compact Hausdorff, then it is homeomorphic to the subspace of maximal
ideals, being the space of specialization-minimal elements of the prime spectrum
Spec(C(X)) of the ring C(X) with the hull-kernel topology (see [4, 7M]). Also, the prime
spectrum of any commutative ring with identity with the hull-kernel topology is a spectral
space (see [6]), whose specialization is easily seen to be reverse set inclusion. Since the
ideals in C(X) which include a given prime ideal form a chain under set inclusion (see,
[4, 14.8]), they form a specialization chain, so Spec(C(X)) is a completely normal spectral
space. It is an inverse limit of finite T0-spaces with continuous maps, so by Theorem 3.11
an inverse limit of finite T0-spaces with chaining maps, and the result follows. ✷
But things are quite different when we try to approximate using finite normal spaces,
rather than normalizing maps. First we need this lemma:
Lemma 3.14. Let X be the limit of an inverse spectrum of finite T0-spaces and continuous
maps (Xα,fβα) with projection maps pα :X→ Xα . A subspace Z ⊂ X is symmetrically
closed if and only if it is the limit of the restricted system (pα[Z], fβα|pβ [Z]).
Proof. If Z is this restricted inverse limit, then Z = ⋂α∈I p−1α [pα[Z]], which is
symmetrically closed as an intersection of subbasic symmetrically closed sets. Conversely,
suppose Z is symmetrically closed. Certainly, if z ∈ Z, then each pα(z) ∈ pα[Z], so z
is in the limit of the restricted system. Conversely, if w is in the limit of the restricted
system, then for each α, Z ∩ p−1α (pα(w)) = ∅. But if α  β then Z ∩ p−1β [pβ(w)] ⊆Z ∩
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p−1α [(pα(w))], so this is a directed family of nonempty symmetrically closed sets which
thus has nonvoid intersection. But if x ∈ Z ∩⋂α∈I p−1α [(pα(w))], then w = x ∈Z. ✷
The following theorem was proved at the second birthday party of the second author’s
second granddaughter, Paula:
Paula’s Theorem 3.15. A compact Hausdorff space is the Hausdorff reflection of an
inverse limit of finite normal spaces if and only if it is zero-dimensional.
Proof. It is well-known that each compact, zero-dimensional space is an inverse limit of
finite discrete spaces (which are certainly normal). For the converse, it suffices to show
that the Hausdorff reflection of the inverse limit of normal spaces with continuous bonding
maps is hereditarily disconnected, and so zero-dimensional being a compact Hausdorff
space. To this end, let (Xα,fβα) (where α,β ∈ I ) be a spectrum of normal T0-spaces, X
its inverse limit and H the Hausdorff reflection of X. We denote by α the specialization
order on Xα . Note that by Theorems 3.4 and 3.10, H is the closed-point subspace of X
since the spaces Xα are normal and hence the maps fβα are normalizing. Thus if C is
a nontrivial component of H , it follows immediately that X has a component with more
than one closed point. Hence we need only show that an arbitrary component D, of X, has
a single closed point. However, note first that D is closed in X and hence symmetrically
closed and so by Lemma 3.14, the subspace D is the inverse limit of the restricted system,
(pα[D], fβα|pβ [D]). Now for each α, pα[D] is connected and hence is contained in some
component Dα of Xα . Since Dα is closed in Xα , it is a normal subspace of Xα . For this
same reason, E = lim←(Dα,fβα|Dβ) is closed in X and contains D. Below we show that
E has only one closed point. As a consequence, E must be connected and therefore equal
to D; so D has only one closed point, as required.
Note that by Lemma 3.9(b), for each α there is a β  α such that fβα[Dβ ] = pα[E].
But since Dβ is normal and connected, it follows from Lemma 3.9(a) that pα[E] is both
normal and connected. Thus, for each α ∈ I , pα[E] has precisely one (relatively) closed
point which we denote by 0α .
Next note that if α  β then for each u ∈ p−1β [0β] and each v ∈ E, pα(u) =
fβα(pβ(u)) = fβα(0β) α fβα(pβ(v)) = pα(v), thus pα(u) = 0α , so u ∈ p−1α [0α]. So
if α  β then p−1β [0β] ⊆ p−1α [0α]; thus the family {p−1α [0α] | α ∈ I } is a directed family
of closed sets which must have nonvoid intersection in the skew compact space E. Let
w ∈⋂{p−1α [0α] | α ∈ I } and v ∈E; then for each α, pα(w)= 0α α pα(v), so w ∈ cl(v).
But this implies that w is the unique closed point in E. ✷
Note that in the last theorem we have in fact proved the following:
Corollary 3.16. The inverse limit of finite connected normal T0-spaces under continuous
maps is both normal and connected.
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