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Abstract
We prove that, for κ ≤ 4, backward chordal SLEκ admits backward chordal SLEκ(−4,−4) de-
composition for the capacity parametrization. This means that, for any bounded measurable subset
U ⊂ Q4 := R+×R−, if we integrate the laws of extended backward chordal SLEκ(−4,−4) with different
pairs of force points (x, y) against some suitable density function G(x, y) restricted to U , then we get
a measure, which is absolutely continuous with respect to the law of backward chordal SLEκ, and the
Radon-Nikodym derivative is a constant depending on κ times the capacity time that the generated
welding curve t 7→ (dt, ct) spends in U , where dt > 0 > ct are the pair of points that are swallowed by the
process at time t. For the forward SLE curve, a similar analysis has been done for SLE in the natural
parametrization ([1] κ ≤ 4, [10] κ < 8), and for the capacity parametrization ([10] κ <∞).
1 Introduction
Chordal Schramm-Loewner evolution, or SLE, is a path in the upper half plane generated by plugging a
time scaled Brownian motion into the chordal Loewner differential equation. In some cases, the reverse, or
backward, flow of the Loewner equation is easier to study and can be used to answer questions about the
regular, or forward, SLE process. Analysis of the backward flow was used to show existence of the SLEκ
curve for κ 6= 8 ([6]). In [3], a multifractal analysis is used to study moments for the backward SLE flow,
which is used to provide a new proof of the Hausdorff dimension of an SLE path.
While the backward SLE process, abbreviated as BSLEκ, generates a family of random paths, they do
not form a good global object with which to study the whole process. Instead, for κ ≤ 4, the BSLEκ process
generates a random continuous homeomorphism φ : R → R called the conformal welding defined by the
following: for each t > 0, there are exactly two points ct < 0 < dt that are swallowed by the process at time
t, then φ(ct) = dt and φ(dt) = ct. BSLE and the conformal welding have been coupled with the Gaussian
free field and what is called the Liouville quantum zipper [9], where the welding of the real line onto the
backward SLEκ traces is seen as the conformal image of gluing random surfaces together. In [7], the welding
was proven to be time reversible, which is analogous to the fundamental reversibility property of the forward
SLEκ path [12] [4]. This result is then used to study ergodic properties of the tip of a forward SLEκ in [11].
The goal of this paper is to establish a result for BSLEκ, which is similar to the results in [10] for the
forward SLEκ. In [10], a family of Green’s functions G
α(z) are constructed, each of which is associated
with an SLEκ(ρ) process with an interior force point z via Girsanov Theorem. The SLEκ(ρ) curve ends
at the force point z, and an extended SLEκ(ρ) is defined by continuing this SLEκ(ρ) curve with a chordal
SLEκ curve in the remaining domain from z to ∞. The law of the extended SLEκ(ρ) is denoted by P ρz .
Given a bounded measurable set U in the upper half plane, a new measure PρU is constructed by integrating
P
ρ
z against 1U (z)G
ρ(z)A(dz), where A is the Lebesgue measure. For one particular parameter ρ = κ − 8,
this measure is absolutely continuous with respect the law of the chordal SLEκ, and the Radon-Nikodym
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derivative is the Minkowski content of the path in U . This holds for all κ ∈ (0, 8), and extends an earlier
result in [1]. For a different parameter ρ = −8, the integrated measure is also absolutely continuous and the
Radon-Nikodym derivative is a constant times the capacity time the path spends in U . A similar result is
also proven for the intersection of the SLEκ path with the boundary for κ ∈ (4, 8). In all of these cases, the
results follow from more precise theorems about path decomposition. This work has recently been used to
construct SLE loop measures [13].
In this paper, we consider the relation between BSLEκ and extended BSLEκ(ρ+, ρ−) with force points
x > 0 > y, whose law is denoted by P
ρ+,ρ−
x,y . We expect that for certain parameters (ρ+, ρ−), for any bounded
measurable set U in the fourth quadrant, the measure P
ρ+,ρ−
U defined as
∫
U
G(ρ+,ρ−)(x, y)P
ρ+,ρ−
x,y dxdy is
absolutely continuous with respect to the law of BSLEκ, where G
(ρ+,ρ−) is the Green’s function associated
with BSLEκ(ρ+, ρ−) via Girsanov Theorem. This is done for one parameter: ρ+ = ρ− = −4 in the case
κ ≤ 4. Moreover, we prove that the Radon-Nikodym derivative is a constant times the capacity time that
the welding curve t 7→ (dt, ct) spends in U .
2 Preliminary
2.1 Backward SLE
We now review backward Loewner equations. There are two versions of such equations: chordal and radial.
This work will focus on backward chordal Loewner equation, and so will omit the word “chordal”.
For a real valued continuous function λt, 0 ≤ t < T , where T ∈ (0,∞], the backward Loewner equation
driven by λ is
∂tft(z) =
−2
ft(z)− λt , f0(z) = z. (2.1)
This differs from the (forward) Loewner equation in [2] by a minus sign. The process (ft)t<T is called the
backward Loewner process driven by λ. For each z ∈ C, let τz denote the lifetime of the equation started at
z, and let St = {z ∈ C:τz ≤ t}, 0 ≤ t < T . Then St = [ct, dt], 0 ≤ t < T , is a continuously increasing family
of compact real intervals with S0 = [c0, d0] = {λ0}, and each ft is a conformal map defined on C \ St that
satisfies limz→∞ ft(z) =∞ and ft(z) = ft(z). Let H denote the upper half-plane {z ∈ C : Im z > 0}. Then
ft(H) ⊂ H, and Lt := H \ ft(H) is an H-hull with half-plane capacity 2t ([2]). So we say that the backward
Loewner process given by the definition is parametrized by capacity.
Definition 2.1. We call Φ(t) = Φλ(t) := (dt, ct) ∈ [λ0,∞) × (−∞, λ0], 0 ≤ t < T , the conformal welding
curve generated by λ. In the case when the maps t 7→ ct and t 7→ dt are both strictly monotonic, we get an
auto-homeomorphism φ = φλ of the interval ST :=
⋃
0≤t<T St such that φ(ct) = dt and φ(dt) = ct for each
t. Such φ is called the conformal welding generated by λ.
Remark 2.2. The welding curve Φλ exists for all driving function λ, but the welding φλ may not exist.
When φλ exists, Φλ determines φλ, and φλ determines Φλ up to parametrization.
Let κ > 0 and Bt be a standard Brownian motion. The process given by solving (2.1) with λt =
√
κBt
is called the backward SLEκ process, and will be denoted by BSLEκ. Suppose κ ∈ (0, 4]. From the relation
between BSLE and SLE ([6]), it is known that the BSLEκ hulls are all simple curves. Thus, BSLEκ generates
a random conformal welding φ of S∞ = R. This welding is the main object of study in [7], where it is shown
that the random map x 7→ 1/φ(1/x) has the same law as φ. This is analogous to the reversibility property
of the forward SLE curve ([12, 4]).
We will also consider a variant of backward SLE, called the backward SLE process with force points
which was introduced in [9, 7]. Let ρ+, ρ− ∈ R. Let x > 0 > y. The chordal Loewner equation with driving
function λ which satisfies the SDE:
dλt =
√
κdBt +
−ρ+dt
λt − ft(x) +
−ρ−dt
λt − ft(y) , λ0 = 0, (2.2)
2
is called a BSLEκ(ρ+, ρ−) process started from (0;x, y), where ρ+, ρ− ∈ R are the force values at the force
points x, y ∈ R. This definition can be extended to include more than two force points, which can also be
placed in the interior of H, but this is the amount of generality which will be needed in this paper.
We now describe the Radon-Nikodym derivative of the law of a BSLEκ(ρ+, ρ−) driving process against
the laws of a BSLEκ driving process, which is (
√
κBt). Let Xt = ft(x)− λt > 0 and Yt = ft(y)− λt < 0.
Proposition 2.3. Suppose λt =
√
κBt, 0 ≤ t <∞. Fix ρ+, ρ− ∈ R. Then
M
ρ+,ρ−
t (x, y) := |Xt|
ρ+
−κ |Yt|
ρ−
−κ |Xt − Yt|
ρ+ρ−
−2κ |f ′t(x)|
ρ+(ρ++4−(−κ))
−4κ |f ′t(−y)|
ρ−(ρ−+4−(−κ))
−4κ , 0 ≤ t < τx ∧ τy,
is a local martingale such that the process (
√
κBt) weighted by M
ρ+,ρ−
t (x, y)/M
ρ+,ρ−
0 (x, y) using Girsanov
theorem is the driving process of a backward SLEκ(ρ+, ρ−) process started from (0;x, y).
Remark 2.4. The proposition is similar to [8, Theorem 6]. So we omit its proof. One way to check that
the formula here is correct is to note that it differs from the formula of [8, Theorem 6] in the case that
n = 2, z1 = x, z2 = y, ρ1 = ρ+ and ρ2 = ρ− in two places: 1) the forward map gt there are replaced by the
backward map ft here; 2) κ is replaced by −κ. These changes make sense since it has been explained in [7]
that BSLEκ may be viewed as SLE with negative parameter −κ.
Proposition 2.3 motivates us to define the (ρ+, ρ−)-BSLEκ Green’s function:
Gρ+,ρ−(x, y) :=M
ρ+,ρ−
0 (x, y) = |x|
ρ+
−κ |y|
ρ−
−κ |x− y|
ρ+ρ−
−2κ ,
so that the M
ρ+,ρ−
t (x, y) in Proposition 2.3 can be expressed by G
ρ+,ρ−(Xt, Yt)f
′
t(x)
q+f ′t(y)
q− for some
scaling exponents q± ∈ R depending on κ, ρ±.
Suppose now that λ is the driving function of a BSLEκ(ρ+, ρ−) process started from (0;x, y) with lifetime
[0, T ). From (2.1) we know that
∂t(Xt − Yt)2 = ∂t(ft(x) − ft(y))2 = 4(Xt − Yt)
2
XtYt
= −4(|Xt|+ |Yt|)
2
|Xt||Yt| ≤ −16, 0 ≤ t < T. (2.3)
So T ≤ (x − y)2/16. Since ft(x) > λt > ft(y), ft(x) is decreasing, and ft(y) is increasing on [0, T ), we see
that both limt→T ft(x) and limt→T ft(y) converge. As t → T , either ft(x) − λt → 0 or ft(y) − λt → 0, for
otherwise the process can be extended beyond T . In either case, we have the convergence of limt→T λt.
Definition 2.5. If λ is the driving function of a BSLEκ(ρ+, ρ−) process started from (0;x, y) with lifetime
[0, T ), we may extend λ continuously to R such that λ(T + t) − λ(T ) = √κB̂t, t ≥ 0, for some standard
Brownian motion B̂t that is independent of λ(t), 0 ≤ t < T . The backward Loewner process driven by such
extended λ is called an extended BSLEκ(ρ+, ρ−) process started from (0;x, y).
Define u(t) = −κ2 ln(Xt−Ytx−y ) on [0, T ). From (2.3) we know u(0) = 0 and u′(t) = −κXtYt . Let
Wt =
Xt + Yt
Xt − Yt ∈ (−1, 1), 0 ≤ t < T.
If limt→T Xt = 0 > limt→T Yt, then limt→T Wt = −1; if limt→T Xt > 0 = limt→T Yt, then limt→T Wt = 1.
Let Ŵt = Wu−1(t) be the time-change of W via u. A straightforward Itoˆ’s calculation (cf. [5]) using (2.1,2.2)
shows that Ŵ satisfies
dŴt = −
√
1− Ŵ 2t dB̂t −
ρ+ + 2
−κ (Ŵt + 1)dt−
ρ− + 2
−κ (Ŵt − 1)dt, (2.4)
where B̂s is a standard Brownian motion. Equation (2.4) is associated with the cosine of a radial Bessel
process, and is studied in [11, Appendix B, Remark 3]. The process Ŵt behaves like a squared Bessel process
of dimension δ+ =
4(ρ++2)
−κ near 1, and a squared Bessel process of dimension δ− =
4(ρ−+2)
−κ near −1. Thus,
if ρ± ≤ −κ2 − 2, then δ± ≥ 2, and Ŵt does not tend to either 1 or −1 as t → u(T ), which implies that Wt
does not tend to 1 or −1 as t→ T . So we obtain the following lemma.
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Proposition 2.6. Suppose ρ+, ρ− ≤ −κ2 − 2. Then for a BSLEκ(ρ+, ρ−) process started from (0;x, y) with
lifetime [0, T ), we have a.s. limt→T Xt = 0 = limt→T Yt and u(T ) := limt→T u(t) = −κ2 ln
(
XT−YT
x−y
)
=∞.
Remark 2.7. Suppose ρ+, ρ− ≤ −κ2 − 2. From the proposition we see that, if λ is the driving function for
an extended BSLEκ(ρ+, ρ−) process started from (0;x, y), and if T is the lifetime of the unextended portion
of the process, then x and y are both swallowed at the time T by the extended process. So we get cT = y
and dT = x, i.e., Φ
λ(T ) = (x, y). Moreover, since u(T ) = ∞, we may recover T from the diffusion process
(Ŵt) in (2.4) by the formula
T =
(x− y)2
4κ
∫ ∞
0
e−
4
κ t(1− Ŵ 2t )dt. (2.5)
2.2 Processes with a random lifetime
We now review the framework introduced in [10] to study stochastic processes with a random lifetime. We
will need to introduce the notation which will be used in this paper, and several propositions will be stated
without proof. For complete details, the reader can refer to [10].
Define the space
Σ =
⋃
0<T≤∞
C[0, T ),
where C[0, T ) is the set of real valued functions which are continuous on [0, T ). For each f ∈ Σ, let Tf
denote the lifetime of f , i.e., [0, Tf) is the definition domain of f . For 0 ≤ t <∞, let Σt = {f ∈ Σ : Tf > t}.
We define a filtration (Ft) on Σ such that
Ft = σ ({f ∈ Σs, f(s) ∈ U}, s ≤ t, U ⊂ R is measurable) .
The global σ-field on Σ is F = σ(Ft : 0 ≤ t < ∞). If µ, ν are measures on (Σ,F), then we say that ν
is locally absolutely continuous with respect to µ if for every t > 0, ν|F⊔∩±⊔ is absolutely continuous with
respect to µ|F⊔∩±⊔ . We will use the notation ν ≪ µ to mean (global) absolute continuity and ν✁µ to mean
local absolute continuity.
We will define a few operations on this space, which all measurable on (Σ,F).
• Killing: For 0 < τ ≤ ∞, define Kτ : ± → ± by Kτ ({) = {|[′,τ{), where τf = min{τ, Tf}.
• Continuation: Define subspaces of Σ by Σ⊕ = {f ∈ Σ : Tf < ∞, f(T−) := limt→T−f f(t) ∈ R} and
Σ⊕ = {f ∈ Σ : f(0) = 0}. Then we define ⊕ : Σ⊕ × Σ⊕ → Σ by
f ⊕ g(t) =
{
f(t), 0 ≤ t < Tf
f(T−f ) + g(t− Tf), Tf ≤ t < Tf + Tg
.
• Time marked continuation: Define ⊕̂ : Σ⊕ × Σ⊕ → Σ× [0,∞) by f⊕̂g = (f ⊕ g, Tf).
We will also have to work with random measures, which are called kernels. More precisely, suppose
(U,U) and (V,V) are measurable spaces. A kernel from (U,U) to (V,V) is a map ν : (U,V) → [′,∞) such
for each u ∈ U , ν(u, ·) : V → [0,∞) is a measure and for each E ∈ V , the function ν(·, E) : U → [0,∞) is
U-measurable. If µ is a measure on (U,U), then ν is called a µ-kernel if it is a kernel on the µ-completion of
(U,U). We say that ν is a finite µ-kernel if ν(u, V ) <∞ for µ-a.s. u ∈ U , and we say ν is a σ-finite µ-kernel
if V =
⋃∞
n=1 Fn such that for each n, for µ-a.s. u ∈ U , we have ν(u, Fn) <∞.
Combining kernels with measures, we have the following operations for measures:
• If µ is a σ-finite measure on (U,U) and ν is a σ-finite µ-kernel from (U,U) to (V,V), then we define
µ⊗ ν on U × V by
µ⊗ ν(E × F ) =
∫
E
ν(u, F )dµ(u).
In this case, µ · ν := ∫ ν(X, ·)µ(dX) is the marginal measure of µ⊗ ν on V .
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• If ν is a σ-finite measure on V and µ is a σ-finite ν-kernel from (V,V) to (U,U), we define µ←−⊗ν on
U × V to be the pushforward measure of ν ⊗ µ under the map (v, u) 7→ (u, v).
Remark 2.8. One may sample (X,Y ) according to the “law” µ⊗ν by two steps. First, sample X according
to the “law” µ. Second, given X , sample Y according to the “law” ν(X, ·). We use the quotation marks
because the µ and ν(X, ·) are in general not probability measures. One should be careful that the marginal
“law” of X is changed after the second step unless for µ-a.s. X , ν(X, ·) is a probability measure.
Combining the operations on Σ and the language of kernels, we have the following operations for measures.
• If ν is a σ-finite µ-kernel from Σ to (0,∞), define a measure Kν(µ) on Σ to be the pushforward measure
of µ⊗ ν under the map K : Σ× (0,∞)→ Σ given by (f, r)→ Kr(f).
• If µ is a σ-finite measure supported by Σ⊕, and ν is a σ-finite µ-kernel from Σ⊕ to Σ⊕, then µ⊕ ν and
µ⊕̂ν are defined by the pushforward measures ⊕∗(µ⊗ ν) and ⊕̂∗(µ⊗ ν), respectively.
The following propositions are [10, Propositions 2.1 and 2.2].
Proposition 2.9. Let µ be a measure on (Σ,F) which is σ-finite on F0. Let (Υ,G) be a measurable space.
Let ν : Υ × F → [0,∞] be such that for every v ∈ Υ, ν(v, ·) is a finite measure on F that is locally
absolutely continuous with respect to µ. Moreover, suppose that the local Radon-Nikodym derivatives are
equal to (Mt(v, ·))t>0, where Mt : Υ × Σ → [0,∞) is G × Ft measurable for every t ≥ 0. The ν is a kernel
from (Υ,G) to (Σ,F). Moreover, if ξ is a σ-finite measure on (Υ,G) such that µ-a.s., ∫ΥMt(v, ·)dξ(v) <∞,
then ξ · ν ✁ µ, and the local Radon-Nikodym derivatives are ∫
Υ
Mt(v, ·)dξ(v) for 0 ≤ t <∞.
Proposition 2.10. Let µ be a probability measure on (Σ,F). Let ξ be a µ-kernel from (Σ,F) to (0,∞) that
satisfies Eµ[ξ((0,∞))] <∞. Then Kξ(µ)✁ µ, and the local Radon-Nikodym derivatives are Eµ[ξ((t,∞))|Ft]
for 0 ≤ t <∞.
For κ > 0, we use PκB to denote the law of (
√
κBt)t>0, and use E
κ
B to denote the corresponding expectation,
where (Bt)t>0 is a standard one dimensional Brownian motion. We will omit κ when it is fixed in the context.
Then PB is supported on C[0,∞) ∩ Σ⊕.
The following propositions are [10, Propositions 2.3 and 2.4]. The first extends Girsanov theorem to a
statement about local absolute continuity, and the second extends the strong Markov property of Brownian
motion.
Proposition 2.11. Let Pκσ denote the law of the process (Xt)0≤t<T , which satisfies the SDE:
dXt =
√
κdBt + σtdt, 0 ≤ t < T, X0 = 0,
where T is a stopping time. Suppose that (Mt)0≤t<T is a positive local martingale that satisfies the SDE
dMt =Mt
σt√
κ
dBt, 0 ≤ t < T.
Then Pκσ ✁ P
κ
B, and the local Radon-Nikodym derivatives are
dPκσ|Ft∩Σt
dPκB|Ft∩Σt
= 1{T>t}
Mt
M0
, 0 ≤ t <∞.
Proposition 2.12. Let (θt)0≤t<∞ be a right-continuous increasing adapted process defined on Σ that satisfies
θ0 = θ0+ = 0 and E
κ
B [θ∞] <∞. Let dθ be the kernel such that dθ(f, ·) is the measure induced by the monotonic
function t 7→ θt(f) on [0,∞). Then
Kdθ(PκB)⊕̂PκB = PκB ⊗ dθ.
Thus, Kdθ ⊕ PκB ≪ PκB, and θ∞ is the Radon-Nikodym derivative.
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2.3 Laws of driving functions
Let κ > 0 and ρ+, ρ− ∈ R. For x > 0 > y, let Pρ+,ρ−x,y be the law of the driving function for the BSLEκ(ρ+, ρ−)
process starting from (0;x, y). We have discussed before Definition 2.5 that P
ρ+,ρ−
x,y is supported by Σ⊕. So
P
ρ+,ρ−
x,y ⊕ PB is well defined, which is the law of an extended BSLEκ(ρ+, ρ−) process.
Fix ρ+, ρ− ∈ R. Observe that (x, y) 7→ Pρ+,ρ−x,y ⊕ PB is a probability kernel from the fourth quadrant
Q4 := R+ × R− to Σ. Recall the (ρ+, ρ−)-BSLEκ Green’s function Gρ+,ρ−(x, y) defined after Proposition
2.3. Let A denote the Lebesgue measure on R2.
Definition 2.13. We say that BSLEκ admits a BSLEκ(ρ+, ρ−) decomposition if there is a PB-kernel ν
ρ+,ρ−
from C[0,∞) to Q4 such that
PB(dλ)⊗ νρ+,ρ−(λ, d(x, y)) = (Pρ+,ρ−x,y ⊕ PB)(dλ)←−⊗Gρ+,ρ−(x, y) · 1Q4A(d(x, y)). (2.6)
In the spirit of Remark 2.8, we may interpret (2.6) as follows. It means that we have two methods to
sample the same measure on the space C([0,∞))×Q4. One is first sample λ ∈ C([0,∞)) according to the law
of (
√
κBt), and given λ then sample (x, y) ∈ Q4 according to the law νρ+,ρ−(λ, ·). The other is first sample
(x, y) ∈ Q4 according to the measure Gρ+,ρ− ·1Q4A, i.e., the Lebesgue measure restricted to Q4 weighted by
the Green’s function, and given (x, y) then sample λ according to the law of the extended BSLEκ(ρ+, ρ−)
driving function started from (0;x, y).
This is a backward analogue to the definition in [10], which defines what it means for SLEκ to admit
an SLEκ(ρ) decomposition. In [10], it is proven that SLEκ admits both an SLEκ(κ− 8) decomposition and
an SLEκ(−8) decomposition. In the former case, ν corresponds to the natural parametrization, and in the
latter ν corresponds to a constant times the capacity parametrization.
Later, we will prove that (2.6) holds for κ ≤ 4 and ρ+ = ρ− = −4, and the kernel ν is given by the
pushforward measure CΦλ∗ (m |R+), where C is a constant depending on κ, m is the Lebesgue measure on R,
and Φλ is the welding curve generated by λ as in Definition 2.1.
We believe that the decomposition also holds for some other parameters (ρ+, ρ−), probably ρ+ = ρ− =
−κ2 − 4, and the corresponding kernel ν is related to the “natural parametrization” of BSLEκ.
3 Main Theorem
The goal of this section is to show that, for κ ∈ (0, 4], BSLEκ admits a BSLEκ(−4,−4) decomposition, and
to show the relationship between this decomposition and the capacity time for the welding curve. For this
section, we fix κ ∈ (0, 4] and write G,Mt and Px,y for G−4,−4,M−4,−4t and P−4,−4x,y , respectively. From Propo-
sitions 2.3 and 2.11, we know that Px,y ✁ PB, and the local Radon-Nikodym derivative is 1τx∧τy>t
Mt(x,y)
G(x,y) ,
where G(x, y) = |x| 4κ |y| 4κ |x−y|− 8κ . As before, T is the lifetime of the BSLEκ(−4,−4) process. The following
is the main technical lemma of the paper.
Lemma 3.1.
∫
R−
∫
R+
Px,y[T ≤ 1]dxdy <∞.
Proof. Using (2.5), we get Prs,r(s−1)[T ≤ 1] = Ps,s−1[T ≤ r−2]. Performing the change of coordinates
x = rs, y = r(s − 1) and writing Ps for Ps,s−1 and Es for Es,s−1, we get that∫
R−
∫
R+
Px,y[T ≤ t]dxdy =
∫ 1
0
∫ ∞
0
Ps[T ≤ r−2]rdrds.
For any fixed s ∈ (0, 1), observe that∫ ∞
0
Ps[T ≤ r−2]rdr =
∫ ∞
0
Ps
[
T−1 ≥ r2] rdr = 1
2
Es
[
T−1
]
.
Thus, it suffices to show that
∫ 1
0
Es
[
T−1
]
ds <∞.
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We use the diffusion process (Ŵt). Since a = b = −4, x = s and y = s − 1, equations (2.4) and (2.5)
reduce to
dŴt = −
√
1− Ŵ 2t dB̂t −
4
κ
Ŵtdt; (3.1)
T =
1
4κ
∫ ∞
0
e−
4
κ t(1− Ŵ 2t )dt. (3.2)
Moreover, the law Ps corresponds to the initial value Ŵ0 = 2s− 1. So we will use Ŵ st to denote a process
that satisfies (3.1) with initial value 2s− 1 at time 0.
Fix δ ∈ (0, 1/2) is small. First suppose s ∈ [δ, 1 − δ]. We may couple two processes (Ŵ st ) and (Ŵ δt )
such that |Ŵ st | ≤ |Ŵ δt | for all t ∈ [0,∞). For the construction of the coupling, we start the two processes
independently, and after the first time that |Ŵ st | = |Ŵ δt |, we continue the two processes such that the ratio
between them is constant 1 or −1. This is possible since the SDE (3.1) is symmetric about 0. Using (3.2)
we see that
Es[T
−1] ≤ Eδ[T−1], s ∈ [δ, 1− δ]. (3.3)
Now suppose s ∈ (0, δ). Define τδ = inf{t > 0 : Ŵ st = 2δ − 1}. From (3.2), we get
T =
1
4κ
∫ ∞
0
e−
4
κ t(1− (Ŵ st )2)dt ≥
1
4κ
∫ ∞
τδ
e−
4
κ t(1− (Ŵ st )2)dt = e−
4
κ τδ
1
4κ
∫ ∞
0
e−
4
κ t(1− (Ŵ sτδ+t)2)dt.
By the Markov property of (Ŵt), we know that (Ŵ
s
τδ+t
) has the law of (Ŵ δt ). Thus,
Es[T
−1] ≤ Es[e 4κ τδ ] · Eδ[T−1], s ∈ (0, δ). (3.4)
We will show that there is some δ0 ∈ (0, 1/2) such that Eδ0 [T−1] < ∞ and Es[e
4
κ τδ0 ], 0 < s < δ0, are
uniformly bounded by a finite number. Once this is done, using (3.3,3.4) and that E1−s[T
−1] = Es[T
−1] we
then get the finiteness of
∫ 1
0
Es
[
T−1
]
ds.
First, we bound Es[e
4
κ τδ0 ], 0 < s < δ0. Since the process (Ŵt) equals to the cosine of a radial Bessel
process of dimension 8/κ ≥ 2 ([11, Formula (8.2)]), it makes sense to define the process (Ŵ 0t ). Such process
starts from −1 at time 0, and stays in (−1, 1) and satisfies (3.1) after the initial time. One may couple (Ŵ st )
with (Ŵ 0t ) such that Ŵ
0
t ≤ Ŵ st for all t ≥ 0, and so the τδ for (Ŵ 0t ) is bigger than that for (Ŵ st ). So it
suffices to bound E0[e
4
κ τδ ] for some δ ∈ (0, 1/2). We now estimate P0[τδ > n] for n ∈ N. By the Markov
property of (Ŵt) and the fact that the τδ for (Ŵ
s
t ) is stochastically bounded by the τδ for (Ŵ
0
t ), we get
P0[τδ > n] ≤ P0[τδ > 1]n. Therefore,
E0[e
4
κ τδ ] ≤
∞∑
n=1
e
4
κnP0[τδ > n− 1] ≤
∞∑
n=1
e
4
κnP0[τδ > 1]
n−1. (3.5)
We have P0[τδ > 1] ≤ P0[sup0≤t≤1 Ŵ 0t < 2δ − 1] → 0 as δ → 0+ since Ŵt > −1 for t > 0. So there is
δ0 ∈ (0, 1/2) such that P0[τδ0 > 1] < e−
4
κ . From (3.5) we get E0[e
4
κ τδ0 ] < ∞, and so Es[e 4κ τδ0 ], 0 < s < δ0,
are uniformly bounded.
It remains to show that Eδ0 [T
−1] < ∞. Fix δ′ ∈ (0, δ0). Let τ̂δ′ = inf{t > 0 : Ŵ δ0t ∈ {2δ′ − 1, 1− 2δ′}}.
Then |W δ0t | ≤ 1− 2δ′ on [0, τ̂δ′ ]. From (3.2), we get
T ≥ 1
4κ
∫ τ̂δ′
0
e−
4
κ t(1− (1− 2δ′)2)dt ≥ δ
′(1− δ′)
κe4/κ
min{1, τ̂δ′}.
Thus, Eδ0 [T
−1] ≤ κe4/κδ′(1−δ′)Eδ0 [τ̂−1δ′ + 1]. So it suffices to show that Eδ0 [τ̂−1δ′ ] <∞.
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For that purpose, consider the process V̂ δ0t = arccos Ŵ
δ0
t , which satisfies the SDE
dV̂ δ0t = dB̂t +
8/κ− 1
2
cot(V̂ δ0t )dt (3.6)
with initial value V̂ δ00 = arccos(2δ0 − 1). Now τ̂δ′ is the first time that V̂ δ0t reaches arccos(2δ′ − 1) or
pi − arccos(2δ′ − 1). Since | cot(V̂ δ0t )| on [0, τ̂δ′ ] is bounded by cot(arccos(1− 2δ′)), from (3.6) we have
B̂t −At ≤ V̂ δ0t − V̂ δ00 ≤ B̂t +At, 0 ≤ t ≤ τ̂δ′ ,
where A := 8/κ−12 cot(arccos(1− 2δ′)) ∈ (0,∞). Setting X = | arccos(2δ0 − 1)− arccos(2δ′ − 1)| > 0, we get
|B̂τ̂δ′ | ≥ |V̂ δ0τ̂δ′ − V̂
δ0
0 | −Aτ̂δ′ ≥ X − Aτ̂δ′ .
Thus, if τ̂δ′ < ε <
X
2A , then sup0≤t≤ε |B̂t| ≥ X − Aε > X/2. By scaling property, symmetric property and
reflection property of Brownian motion, we get
Pδ0 [τ̂δ′ < ε] ≤ P[ sup
0≤t≤1
|B̂t| > X
2
√
ε
] ≤ 2P[ sup
0≤t≤1
B̂t >
X
2
√
ε
] ≤ 4P[B̂1 > X
2
√
ε
], 0 < ε <
X
2A
.
As ε → 0+, the RHS of the above formula decays like a constant times e−X28ε . So we get the finiteness of
Eδ0 [τ̂
−1
δ′ ]. The proof is now complete.
Corollary 3.2. Let Ct =
∫
R−
∫
R+
G(x, y)Px,y[T ≤ t]dxdy. Then Ct = tC1, for all t ≥ 0, and C1 ∈ (0,∞).
Proof. That Ct = tC1 follows from (2.5) and the fact that G(x, y) is homogeneous of degree 0. That C1 > 0
follows from the fact that T ≤ (x−y)2/16 ≤ 1 under Px,y when x−y ≤ 4 (see the discussion before Definition
2.5) and that G > 0. That C1 <∞ follows from Lemma 3.1 and that G < 1.
We now make use of the results in Section 2.2. For any N > 0 and x > 0 > y, define the measure PNx,y
by PNx,y[E] = Px,y[E\ΣN ], where ΣN = {f ∈ Σ : Tf > N}. Note that this is not a probability measure. Let
E ∈ Ft ∩ Σt. If t ≥ N , then PNx,y[E] = 0. If t < N , then
PNx,y[E] := Px,y[E]− Px,y[E ∩ ΣN ] =
∫
E
1τx∧τy>t
Mt(x, y)
G(x, y)
dPB −
∫
E∩ΣN
1τx∧τy>N
MN (x, y)
G(x, y)
dPB
=
∫
E
1τx∧τy>t
G(x, y)
(Mt(x, y)− EB [1τx∧τy>NMN(x, y)|Ft])dPB.
Therefore, we conclude that
dPNx,y|Ft∩Σt
dPB|Ft∩Σt
=
1{t<N∧τx∧τy}
G(x, y)
(
Mt(x, y)− EB [1τx∧τy>NMN (x, y)|Ft]
)
. (3.7)
It is straightforward to check that, for a fixed t0 ≥ 0, the maps (f t0t (z) := ft0+t◦f−1t0 (z+λt0)−λt0)t≥0 are
the backward Loewner maps driven by (λt0t := λt0+t−λt0)t≥0. Since λt =
√
κBt, from the Markov property
of Brownian motion, we find that (λt0t ) has the same law as (λt), and is independent of λs, 0 ≤ s ≤ t0. With
Xt0 = ft0(x) − λt0 and Yt0 = ft0(y)− λt0 , we may rewrite Mt0+t(x, y) as
Mt0+t(x, y) = f
′
t0(x)f
′
t0(y)M
λ
t0
·
t (Xt0 , Yt0),
where Mλ
t0
·
t (·, ·) is the Mt(·, ·) function generated by λt0· . Define Gt on Q4 by
Gt(x, y) = G(x, y)Px,y[T ≤ t] = G(x, y)Px,y[Σ \ Σt] = G(x, y)− EB [1τx∧τy>tMt(x, y)].
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Then we have
Ct =
∫
R−
∫
R+
Gt(x, y)dxdy (3.8)
Mt(x, y)− EB [1τx∧τy>NMN(x, y)|Ft] = f ′t(x)f ′t(y)GN−t(ft(x)− λt, ft(y)− λt). (3.9)
Let PN =
∫
R−
∫
R+
G(x, y)PNx,ydxdy. From (3.7,3.8,3.9), Proposition 2.9 and Corollary 3.2, we know that
PN ✁ PB, and
dPN |Ft∩Σt
dPB|Ft∩Σt
=
∫ ct
−∞
∫ ∞
dt
1t<N (Mt(x, y)− EB [MN(x, y)|Ft])dxdy
= 1t<N
∫ ct
−∞
∫ ∞
dt
f ′t(x)f
′
t(y)GN−t(ft(x) − λt, ft(y)− λt)dxdy
= 1t<N
∫ 0
−∞
∫ ∞
0
GN−t(X,Y )dXdY = 1t<NCN−t = ((N − t) ∨ 0)C1,
where the first equality of the last line follows from a change of variables and the fact that ft − λt maps
(−∞, ct) and (dt,∞) onto R− and R+, respectively.
Let m denote the Lebegue measure on R. From Proposition 2.10 we get PN = KC1 m |[0,N ](PB). Using
Proposition 2.12, we then get PN ⊕̂PB = PB ⊗ C1m |[0,N ]. Using the definition of PN , we get∫
R−
∫
R+
G(x, y)PNx,y⊕̂PBdxdy = PB ⊗ C1m |[0,N ].
Applying the map (λ, t) 7→ (λ,Φλ(t)) to both sides of the above formula, where Φλ is the welding curve
generated by λ as in Definition 2.1, and using Remark 2.7, we get
(PNx,y⊕̂PB)(dλ)←−⊗1Q4G(x, y) · A(dxdy) = C1PB(dλ) ⊗ Φλ∗(m |[0,N ])(dxdy).
Since PNx,y = Px,y|Σ\ΣN , by sending N →∞, we get the following theorem, which tells us that BSLEκ admits
BSLEκ(−4,−4) decomposition, and the corresponding kernel is associated with the capacity parametrization.
It is similar to [10, Theorem 5.1].
Theorem 3.3. Let κ ∈ (0, 4]. Let PB denote the law of (
√
κBt)t≥0, where (Bt) is a standard Brownian
motion. For x > 0 > y, let P̂x,y denote the law of the driving function for the extended BSLEκ(−4,−4)
process started from (0;x, y). Let m and A denote the Lebegue measure on R and R2, respectively. Let
G(x, y) = |x| 4κ |y| 4κ |x − y|− 8κ for (x, y) ∈ R+ × R−. Let Φλ be the welding curve from R+ into R+ × R−
generated by λ as in Definition 2.1. Then there is a constant C1 ∈ (0,∞) depending only on κ such that
P̂x,y(dλ)
←−⊗1R+×R−G(x, y) · A(dxdy) = C1PB(dλ) ⊗ Φλ∗(m |R+)(dxdy). (3.10)
By restricting the measures on both sides of (3.10) to Σ×U for any given measurable set U ⊂ R+×R−,
and looking at the marginal measures of the second coordinate and the first coordinate, respectively, we get
the following corollary.
Corollary 3.4. Let κ ∈ (0, 4]. There is a constant C1 ∈ (0,∞) depending on κ such that the following holds.
(i) For any measurable set U ⊂ R+ × R−, we have the expectation of the total (capacity) time that a
BSLEκ welding curve spends in U :
EB[m({t ≥ 0 : Φ(t) ∈ U})] = C−11
∫ ∫
U
G(x, y)dxdy,
where G(x, y) = |x| 4κ |y| 4κ |x− y|− 8κ .
(ii) If, in addition,
∫ ∫
U
G(x, y)dxdy < ∞, then the integral of the laws of the extended BSLEκ(−4,−4)
process started from (0;x, y) against the measure 1UG(x, y)dxdy is a bounded measure, which is abso-
lutely continuous with respect to the law of the BSLEκ process, and the Radon-Nikodym derivative is
C1m({t ≥ 0 : Φ(t) ∈ U}).
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