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The numerical solution of non-linear partial differential equa- 
tions by the method of  lines 
L. Graney (*) and A. A. Richardson (**) 
ABSTRACT 
A new method for solving non-linear parabolic partial differential equations, based on the method 
of lines, is developed. Second order and fourth order finite difference approximations to the 
spatial derivatives are used, and in each case the band structure of the associated Jacobian is ex- 
ploited. This, together with the use of Gear's fourth order stiffly stable method in Nordsieck 
form, leads to a method which compares favourably with the respected Sincovec and Madsen 
method on Burgers' equation. The method has been tested on a number ofdlfficult problems in 
the literature and has proved to be most successful. 
1. INTRODUCTION 
The "method of lines" or "semi-discretisation" has 
been widely suggested as a method for the approximate 
solution of parabolic partial differential equations. In 
this paper we describe an implementation f the 
method applied to non-linear parabolic partial differ- 
ential equations. 
Specifically we were interested in problems of the 
fo rm : 
u t = f(t, x, u, u x, uxx ) (1) 
for 
O~ x•  I, t> O, 
given initial conditions u(x,0) = u0(x), 0 • x • 1, 
and boundary conditions 
(i) x = 0 : 
Either : u(0,t) = a(t), t > 0, 
or : Ux(0,t ) = gl(t,u), t > 0. 
(ii) x= 1 : 
Either : u(l~t) = b(t), t > 0, 
or : Ux(1,t ) = g2(t,u), t > 0. 
In the method of lines the solution u(x,t) is approxim- 
ated by a vector of (re+l) functions . . . . .  
(Uo(t) ' Ulit ) ..... Um(t)}T where the uj(t) are 
independent functions of the single variable t. The 
interval 0 • x • I is subdivided into a number m of 
intervals of equal ength. Derivatives w.r.t, x are re- 
placed by finite difference relationships between 
neighbouring function values uj(t) and a system of 
simultaneous ordinary differential equations remits. 
Consider for example the heat equation 
(Ul)xx 
and 
u t=ux .  x .over0~ x•  1, t>  0, (2) 
subject o 
u(x ,0 )=u0(x  ) , 0•x•  1, 
u (0 , t )=0 , t>  0, 
and 
u(1, t )=0 , t>0.  
An equal space distribution of m-1 points spaced 
8x = 1/m apart gives m-1 functions {uj(t);j= 1,2 ..... m-l). 
The functions u0(t ) and Um(t ) are known to be zero 
for all t from the boundary conditions. If (uj)xx are 
approximated by the standard second order finite 
difference approximations 
(uj)xx - ui-1 - 2ui + Ui+l j=2,3,...,m-2, (3) 
(8x)2 
-2u I + u 2 
(~x) 2 
Um_ 2 - 2Um_ 1 
(Um_l)xx ~, 
(~x) 2
this leads to the equations 
dUldt - (~x)2 (-2Ul + u2) 
N .=  uj_ 1 _ 2uj +uj+ 1) j=2,3 ..... m-2 
at 
: • : 
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dum-1_ ( 1__)2 _ 2Um_l). 
dt ~x {urn-2 
Or in matrix~vector form 
• (5_~) 2 AE 
where -2  1 0 0 
1 -2 1 
1 -2 1 
A= 
0 
0 1 
0 
1 
-2 
(4) 
Thus an approximate solution to problem (2) can be 
obtained by solving the initial value problem in 
ordinary differential equations given by, equation (4) 
and the initial conditions 
u(0) T = {u0(xl), u0(x 2) ..... u 0 (Xm_l)}, 
where xj = j/m, for j= 1,2 ..... m-1. 
Considerable attention has been devoted to the solution 
of initial value problems in ordinary differential equa- 
tions. Many methods are available for their practical 
solution and these usually include techniques for step 
size modification to keep local discretisation errors 
to within the requirements of the problem and to 
ensure that a stable solution is obtained. Dealing 
with these last two problems is difficult in the 
standard finite difference approach to partial differential 
equations. 
In section 2 we discuss the solution of the associated 
initial value problem mentioning specifically how the 
difficulty of stiffness of the equations i dealt with. 
The second order and fourth order finite difference 
approximations u ed to approximate the differential 
equation and the boundary conditions are mentioned 
in section 3. 
In section 4 we discuss the results obtained from test 
problems and in section 5 we draw conclusions. 
2. THE O.D.E. INTEGRATOR AND THE PROBLEM 
OF STIFFNESS 
A practical difficulty with equation (4) is that the 
system of ordinary differential equations i  stiff. This 
stiffness is present because a small ocal truncation 
error in the space discretisation requires a small 
spacing between "the lines" or functions uj(t); this 
means that the matrix 1 A will have large negative 
(8,,) 2 
dgenvalues. They are in fact given by 
-4 sin 2 (ilr/(2m)}, j= 1,2,...¢a-1, 
Xj = Ox) 2 
with a stiffness ratio r given by 
r= sin2 {(m-1)lr/(2m))/sin2 (lr/(2m)}, 
or r ~ 4m2Dr 2 for large values of m. 
Choosing m = 10, corresponding to a space discretisa- 
tion of 0.1 leads to a stiffness ratio of approximately 
40, while more realistically, choosing m = 100 we 
obtain a stiffness ratio of approximatdy 4050. These 
ratios are certainly large enough to require a method 
specially developed to deal with stiff problems. 
Stiff problems have been studied in depth for many 
years. Among the most successful algorithms at present 
available are those of Gear [3], named by him "stiffly 
stable" and discussed at length in that reference. These 
are implicit linear multistep methods. Implicit multi- 
step methods cannot be solved efficiently for stiff 
problems by usual predictor-corrector methods where 
the corrector iterations take the form of the method 
of successive approximations. With the usual notation 
of O.D.E.'s these implicit multistep methods are of 
the form 
k 
Yn+l = i__Z1 ai Yn+l-i + h~0 f(tn+l' Yn.l)" (5) 
This is equivalent to solving the nonlinear system of 
equations 
k 
Yn+l- h/30 f(tn+l' Yn+l) -i__E1 ai Yn+l-i = 0. (6) 
The Jacobian matrix J for the system (6) is 
J = I - h~ 0 J1 (7) 
where J1 is the Jacobian matrix 3_f. 
ay 
It is well known (see Ortega & Rheinbolt [5]) that 
the successive approximation method 
k _ (k), (k+l) Z (8) 
Yn+l = i= 1 a!iYn+l-i + h/30 f(tn+l' Yn+l ) 
where k denotes iteration umbers, converges if 
h~01LTlll < 1 for some matrix norm. 
In stiff problems lull[ is very large, thus the implicit 
multistep equation must be solved by an alternative 
method. Gear [3] chose a modified-Newton method 
for his general purpose algorithm. 
In this application however the Jacobian matrix is 
band structured, a property worth exploiting because 
it saves inversion of the matrix J. As a consequence 
we wrote a general purpose, band-structured Jacobian 
matrix, variable step, fourth order O.D.E. solver. 
The method implemented was Gear's fourth order 
stiffly stable method in 'lqordsieck form" or "normal 
form", Gear [3]. In "Nordsieck form", "normalised 
derivatives" (see Gear [3]) are stored and modified 
as the solution is obtained. That is, at each mesh 
point tn the values Yn' hYn' lh2yn" '1h36 Yn'" and 
2~ h4yn ''' stored and modified where h is the are  
current value of the step size, rather than storing a 
number of values of Yn' Yn-l' "'" ' Yn' Yn-1 ..... The 
main advantage of this method is that step size modific 
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adon is very simple. 
The step size was controlled by an estimate of the 
local truncation error at each step. 
The method was not self starting and was started by 
Lawson's ix stage Fifth order Runge-Kutta method, 
(Lawson [41). 
Where second order Finite difference approximations 
to the spatial derivatives are made, the Jacobian matrix 
for Newton's method applied to the implicit multistep 
equation is tridiagonal and pentadiagonal for fourth 
order Finite difference approximations. Gaussian 
elimination is used to solve these equations with the 
multipliers tored and used until the Jacobian matrix 
needs recomputation. Formation of the Jacobian 
matrix will be discussed in later sections. 
The method was implemented as a FORTRAN sub- 
routine which carries out one apparent step from 
t=t 0 to t=t0+h 1. 
3. FINITE DIFFERENCE APPROXIMATIONS TO 
SPATIAL DERIVATIVES 
3.1. Second Order Approximations 
The following Fmite difference approximations were 
used :
On Internal Lines : 
[i.e. on the lines x=xj, j= 1,2 ..... (m-l)] 
8x 8x 
xj_ 1 xj xj+ 1 
(i) (uj) x = (Uj+l-Uj_1)128x +0(8x) 2 (9..1) 
(il) (Uj)xx - (uj+ 1 - 2uj + Uj_l)/(dx) 2 + 0(8x) 2 (9.2) 
(iii) uj - (uj+ 1 + Uj_l)/2 + 0(8x) 2 (9.3) 
Thus for each internal ine, or component of u,  we 
have 
u. = f[t,xj, -1 )' +i -1 )/(28x)' 
J 
(uj +l-2Uj +uj_ 1)/(8 x) 21 (10) 
Equation 9.3 was included because it improved the 
handling of instabilities in difficult practical problems. 
On Boundary Lines : 
(i) Dirichlet 
boundary conditions : u:., lu. i u,,  ,. 
x I x 2 
0 
For j= l  we use act ) in place ofuj_ 1 in equations (9.1), 
(9.2) and" (9.3). 
(ii) Derivative boundary conditions 
conditions on x=0 we I 
introduce an additional I <-8x~ 
line x 0 and a fictitious I 
line X l. I 
We are given : 0 x 1 x 2 
(u0) x = gl(t,u) 
However : (u0) x -- (Ul-U_1)/(28x) "~ gl(t,u0) (11) 
rearranging, we get U l ,~ u 1 - 28xgl(t,u0) 
Now (u0)xx ,~ (u I - 2u 0 + u 1)/(61)2 
Substituting for U l leads to 
(U0)xx ,~ 2[Ul-U0-~x gl(t,u0)]/(6x) 2 (12) 
Expressions (11) and (12) are used for (u0) x and 
(u0)xx respectively in the functional relationship f.
Similar expressions are obtained at the boundary x=l. 
Where there are derivative boundary conditions 
additional lines, and components of u, are introduced. 
u'= F(t, 
For internal ines we have 
• ½(9 +9 (9 -"J u j= f[t,xj, +1 -1)' +1 -1 )/(281)' 
(uj +l-2Uj +Uj_l)/(8 x)2l 
= f(t, x, u;, u*, Uxx) 
with the obvious notation. 
Hence the (jj-1)st. element of aF is 
au 
i~f a * af aUx* i~f au A 
Ui  4 - -  - -  + - -  
 uj*  uj_ 1  Ux*  uj-1  9-1 
i.el_ ~f 1 af +fi_L__ af 
• ~ *" 
2 ~uj 28x aUx* (8x)2 Uxx 
Similar results are obtained for the other two 
dements 0~) and (jj+l). These partial derivative~are 
approximated by forward Finite differences. Similar 
expressions are obtainable for the boundary lines. 
In the case of derivative boundary conditions 
u x = g(t,u) an approximation to ~ is also required. 
~u 
3.2. Fourth Order Approximations 
The following finite difference approximations were 
used : 
On Internal Lines : 
.h h h h 
I I I I I 
xj_ 2 xj_ 1 xj xj+ 1 xj+ 2 
(uj) x = {uj_ 2 + 8(uj+ 1 - Uj_l) - uj+2I/(12h ) + 0(h 4) 
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(Uj)xx = {-uj_2+16(Uj_l+Uj+l)-Uj+2-30uj)/(12h2)+0(h4) 
uj = {4(uj+ 1 + uj.~l) - uj+ 2 -uj_2}/6 + O(h4) 
Except for the first and last rows, the Jacobian matrix 
for the OJg.E. system is now pentadiagonal and the 
elements are routinely derived. For example the (jj+2) 
element=_Lf16_ af/(12h).~ af /(12h2). 
a u ~) u X ~) Uxx 
Although there are five elements per row, only three 
finite difference approximations a f a f and a f 
~)u' aU x ~uxx  
are required, not five. 
On Boundary Lines : 
Only Dirichlet boundary conditions were implemented. 
If we are given u0=a(t ) at x=0 then fourth order finite 
difference approximations at x=x I are 
(Ul)x = (-12u0-65Ul+120u2-60u3+20u4-3u 5)/(60h) 
+ OCh 4) 
(u 1)x.x= (10u0-15u 1-4u 2+14u3-6u 4+u 5)/(12h 2)+0(h 4) 
Ul= (u0+10u2-10u3+Su4-u5)/5 + 0(hS). 
Similar equations hold at the other boundary when 
Dirichlet boundary conditions are given. All of these 
equations lead to a Jacobian matrix of the form 
0 0 
j=  
4. TEST PROBLEMS AND RESULTS 
the absolute rror in the numerical solution and 8t is 
the value of the stepsize chosen by the O.D.E. integrator 
at the various output levels. The error per step value 
satisfied by the O.D.E. integrator is shown as e in the 
table. As the steady state is reached the value of 8t 
increases.  
In table 1 it can be seen that results become more 
accurate as the solution progresses. Moreover, between 
time values 4.0 and 30.0 the errors obtained with 19 
lines are comparable with those obtained with 39 
lines. Thus there is a need for some automatic method 
for determining ~x and e to obtain a required accuracy 
in the solution and to modify these as the solution 
progresses, to the steady state for example. 
Results for the fourth order method were obtained by 
changing the boundary conditions to u(0,t) = 1 and 
u(4,t) = the analytic value. A comparison between 
the second and fourth order methods i shown in 
table 2. 
TABLE 1. Results of second order method applied to 
problem 1. 
t 
0.5 
1.0 
1.5 
3.0 
4.0 
4.5 
5.0 
10.0 
15.0 
20.0 
25.0 
30.0 
8x=0.1, e=0.5E-5 
C.P.U. time : 
29 seconds 
(39 lines) 
[[Error[l® 8t 
4.37E-4 0.0165 
1.45E-4 0.0292 
1.54E-4 0.0385 
7.93E-5 0.0903 
4.22E-5 0.1163 
2.98E-5 0.1163 
1.20E-5 0.1578 
1.88E-5 0.3883 
2.08E-5 0.4648 
1.50E-5 0.5319 
9.31E-6 0.6234 
5.31E-6 0.7501 
~x=0.2, e=0.5E-5 
C.P.U. time : 
13.7 seconds 
(19 lines) 
IlErrorll,, 8t 
1.09E-3 0.0285 
5.77E-4 0.0509 
6.18E-4 0.0907 
3.13E-4 0.1628 
1.66E-4 0.2775 
1.13E-4 ~ 0.2775 
7.44E-5 0.2775 
7.46E-5 0.5420 
7.24E-5 1.1381 
4.58E-5 1.1381 
2.58E-5 1.5195 
9.67E-6 1.5195 
4.1. Problem 1 
The heat equation, u t = Uxx over 0 < x < 4, t > 0, 
subject o the boundary conditions u(0,t) = 1, 
Ux(0,t ) = 4, and initial conditions u(x,0) = 0, was 
solved. 
The solution is 
u(x,t) = 1-(4/n) ~= l(2k-1)-lexp(-a~t) sin (akx), 
where a k = (2k-1)~r/8. 
Numerical results of the second order method are 
shown in table 1. Two sets of results are tabhlated, 
one with the mesh line spacing chosen as 8x=0.1, the 
other with 8x=0.2, corresponding to39 and 19 mesh 
lines respectively. I lErrorll.= is the Chebyshev norm of 
4.2. Problem 2 
u t= Uxx-XUx; ~>0,0<x<l,  t>0. 
Initial conditions : u(x,0) = 0, 0<x< 1. 
Boundary conditions : u(0,t) = 1, 
Ux(1,t ) = 0, for t>0. 
The solution is 
u(x,t)= l{erfc[(x-Xt)/(2t 1/2)] -
+ exp(~x)erfc[(x+Xt)/(2t 1/ )]} 
+ exp(X) {I l~-lx(2-x+Xt)]erfc[(2-x+Xt)/(2t 1 2)]) 
- X(t/lr) 1/2 exp[-(2-x+Xt)2/(4t)]. 
Journal of Computational and Applied MathematicS, volume 7, no. 4, 1981. 232 
TABLE 2. Comparison of second order and fourth 
order methods applied to problem 1. 
6x = 0.2, e = 0.5E-4, 19 lines 
Second order method Fourth order metl/od 
t 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.5 
2.0 
2.5 
3.0 
IiE~or[l~ 8t 
.532 E-2 .00405 
.271E-2 .00910 
.178 E-2 .01382 
.134E-2 .01382 
.108 E-2 .02065 
.897 E-3 .02065 
.772 E-3 .03149 
.677 E-3 .03149 
.597 E-3 .03149 
.526 E-3 .04720 
.257 E-3 .07132 
.113 E-3 .07132 
.985 E-4 .10855 
.943 E-4 .10855 
IIErrortloo 
.105E-2 
.269 E-3 
.107 E-3 
.487 E-4 
.256E-4 
.146 E-4 
.999 E-5 
.681E-5 
.474E-5 
.373E-5 
.212E-5 
.142E-5 
.150E-5 
.137E-5 
.00408 
.00865 
.01320 
.01989 
.01989 
.03033 
.03033 
.03033 
.04549 
.04549 
.06874 
.06874 
.10466 
.10466 
Approximate ratio of C.P.U. times 1 : 1.24. (With 9 lines the 
approximate ratio of C.P.U. times was 1 : 1.16.) 
This problem was a test problem of Siemieniuch and 
Gladwell {8] who studied several finite difference 
methods. They reported ifficulty with values of 
X=50 and 175. We obtained satisfactory results with 
20 lines for values of X= 10, 25, 50, 175. Central 
Processor time was approximately seven seconds to 
reach the steady state solution. 
Figure 1 shows the behaviour of the solution for 
X= 50. The steady state solution is u(x,t)= 1. 
To obtain a solution with the fourth order method 
the boundary conditions were again changed to exact 
Diricldet conditions. The results of second and fourth 
order methods applied to this problem with ~= 50, 
1.0 
0.8  
0.6  
0 .4  
0 .2  
0 .0  
0 .0  0 .2  0 .4  0 .6  0 .8  1 .0  
J[ 
Fig. 1. Solution to problem 2 with X= 50 
are shown in table 3. The steady state solution for 
this value of ~ was effectively reached when t=0.045. 
TABLE 3. Results of second and fourth order methods 
applied to Siemienuich and Gladwell's 
problem with ~= 50. 
~x=0.05, e=0.5 E~-3, 19 lines 
Second order methi/d Fourth order method 
t IIErrorllo, 
0.001 0.479 E-1 
0.002 0.422 E-1 
0.003 0.393 E-1 
!0.004 0.365 E-1 
0.005 0.341 E-1 
0.010 0.264 E-1 
0.015 0.223 E-1 
0.020 0.286 E-1 
0.025 0.629 E-2 
0.030 0.369 E-2 
0.035 0.792 E-3 
0.040 0.776 E-6 
0.045 0.501 E-5 
0.050 0.518 E-7 
~t  
0.00013 
0.00013 
0.00017 
O.OO024 
0.00024 
0.00035 
0.00041 
0.00047 
0.00055 
0.00066 
0.00090 
0.00090 
0.00196 
0.00196 
IIErrorll. 
0.548 E-1 
0.239 E-1 
0.131 E-1 
0.763 E-2 
0.594 E-2 
0.120 E-2 
0.113 E-2 
0.127 E-2 
0.116 E-2 
0.275 E-3 
0.364 E-4 
0.607 E-5 
0.761 E-6 
0.672 E-6 
~t  
0.00012 
0.00012 
0.00014 
0.00018 
0.00018 
0.00028 
0.00039 
0.00044 
0.00055 
0.00083 
0.00083 
0.00107 
0.00107 
0.00255 
Approximate ratio of C_P.U. times 1 : 1.25 
4.3. Burger's equation 
U t = /.~1XX - UUx, 
where v is a parameter. Ames [1] reports that this 
equation is difficult to deal with when u is small. 
No diff~.-xdty was experienced until values of v less 
than 0.005 were attempted. We present results for 
two problems, both over 0< x< 1, t> 0. 
(i) u(0,t) = u(1,t) = 0 
u(x,0) = u0(x ) = sinlrx 
and v = 0.001. 
(ii) We provided exact initial and boundary conditions 
from the solution presented by Sincovec and Madsen 
[9]. 
u(x,t) = {0.1 exp(-A) + 0.5 exp(-B) + exp(-C)}/D 
where A = 50(x-0.5+4.95t)/3, 
B = 250(x-0.5+0.75t)/3, 
C = 500(x-0.375)/3, 
D = exp(-A)+exp(-B)-~xp(--C) 
and u = 0.003. 
4.3.1. Burger's equation with conditions (i) 
Attempts at the numerical solution of problem (i) 
above are described by Ames [1] and an analytical 
solution is presented by Cole [2]. We were not able 
to evaluate Cole's solution and examined only the 
numerical solution. We believe that the solution be- 
haves in the manner shown in f~tre  2. The sine curve, 
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t = 0 t=  0.3 
1.0  . . . .  ' , , ,  / ~'! 
"~ o .s .  / , ......... . / . ," I 
i' I 1 15 ." i ................ " ~, 
. ........... 
• ...-",~ = ~.o  .. . . . . . . . . .  . . . . . . . . . . .  ~'..:: 
....'" . ......... . ............... L " 
,' ....... . ........ ~;'- ............... t - s .o  I~ 
0.0  I 
0 0.5  
x 
Fig. 2. Solution of problem 4(i) 
t=  0 .5  
at t=0 is rapidly distorted with the peak moving to 
the right of the interval. From t=0.5 onwards the 
solution gradually decreases invalue and the peak 
moves lightly away from the extreme right hand end 
of the interval, gradually becoming less sharp. 
It was the behaviour of the numerical solution to this 
problem that caused the introduction of equation 9.3 
as an attempt to perform some smoothing or damping. 
In figure 3 we see the results when second order 
methods are applied to the problem with 8x--0.01 
corresponding to 99 mesh lines. The graph on the left 
] .5" 
1.0 
0.5  
WITHOUT DAMPING 
Max (u99) = 4.36 at t = 0.6 
CPU time : 4 min 18 s A 
I : "0"4  
t -  3.0 
I 
I |  
I t  
I t  
I I  
I t 
a 
t=5.0  
shows the results without he damping term, equation 
9.3, included. The graph on the right shows the results 
with the term included. Maximum values of the in- 
stabilities are not in fact shown. For the undamped 
case a maximum value of 4.36 for u99, the component 
corresponding to x=0.99, was reached at t=0.6 while 
for the damped case the maximum value was 1.22 at 
t=0.5. In both cases the instabilities decreased as the 
solution progressed, however the improvement was 
more rapid for the damped solution. 
Figure 4 shows some results of the fourth order 
method, again with ~x=0.01 and e=.5E-7. The 
oscillations apparent in the second order methods 
were reduced considerably although they persisted 
until approximately t= 1.5, as for the second order 
method. 
C.P.U. times presented in figure 3 were achieved on 
the Decsystem 10 with a K.L processor at the 
University of Essex. This problem was rerun on the 
Decsystem 10 at the James Cook University of North 
Queensland where the processor is a KA processor, 
which is somewhat slower. At James Cook University 
the second order method took 36 minutes 38 seconds 
while the fourth order method took 29 minutes 51 
seconds. 
1.5" 
1.0 
0.5 
0.0 , ~ 0.0 
0.90 0.95 I .00 0.90 
x 
Fig. 3. Numerical solution to problem 4(i) 
WITH DAMPING 
Max (u99) = 1.22 at t = 0.5~ 
CPU time : 6 min 8 s 
t = 0.4 
2 ~~i ..................................................... "" °i i°i-°i """ i~ i i~ i""" i ~°] ~~]~ i~   ~*°°~.~/l| 
t = 5.0 ~'\.~/ 
g. 
J 
0.95 I .00 
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0.8  : :0  
0.6  
"= 0 .4  
0.2  
. 0 .0  
t -O .8  
0 .0  0 .2  0 .4  0 .6  0 .8  1.0  
0.90  0 .95  1 .00  
z X 
Fig. 4. Fourth order solution to problem 4(i) Fig. 5. Sincovec and Madsen's olution to Burger's 
equation. Problem 4(ii) 
4.3.2. Burger's equation with Sincovec and Madsen's 
solution 
Graphs of the solution are shown in fxgure 5. As pre- 
viously with Burger's equation there is a steep wave- 
front. In this case it moves across the range of the 
space variable x. 
With Sincovec and Madsen's coding for the solution 
we were able to run the problem only as far as t=0.966. 
Here, loss of accuracy in the Decsystem 10, even in 
double precision arithmetic, resulted in the computa- 
tion of incorrect values for the solution at x= 1, hence 
incorrect boundary values were obtained. Thus we 
present results only up to t=0.9. These were obtained 
with ~x=0.01 corresponding to 99 internal lines and 
are shown in table 4. 
lines with their method. 
We ran the fourth order method with two values of 
e, the error per step required of the O.D.E. integrator, 
(i) e = 0.SE - 5 and (ii) e = 0.5E - 6. Negligible 
differences in the results occurred. At t = 0.2 for 
example IlErrorlJoo.for the first case was 1.855E - 3 
and was 1.856E - 3 for the second case. Stepsizes in 
the time domain however were somewhat smaller for 
the second case. They are shown in table 5. 
This again draws attention to the need for a method of 
determining e for a given choice of mesh lines. 
TABLE 5. Comparison of stepsizes in the time domain 
for the fourth order method applied to 
problem 4(ii) with different values of e. 
TABLE 4. Comparison between second and fourth 
order methods applied to problem 4(ii) 
~x=0.01, e=0.5E- 6 
Second Order Fourth Order 
t 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
IIErrorll~ 8t 
1.79E- 2 0.00010 
2.04E - 2 0.00010 
2.40E - 2 0.00010 
2.21E - 2 0.00010 
2.38E - 2 0.00010 
4.10E - 2 0.00078 
5.72E - 2 0.00078 
5.17E - 2 0.00078 
5.74E - 2 0.00078 
IIErrorll~ ~t 
1.95E- 3 0.00085 
1.86E- 3 0.00085 
2.02E- 3 0.00085 
1.81E- 3 0.00085 
1.81E-3 0.00085 
5 .82E-3 0.00085 
1.12E- 2 0.00068 
9.69E- 3 0.00068 
1.25E- 2 0.00068 
Fourth order results appear to be very similar to those 
obtained by Sincovec and Madsen who used 400 mesh 
0.1 to 0.5 
0.5 
0.6 
0.7 to 0.9 
e = 0.5E - 5 
8t 
0.00141 
0.00141 
0.00113 
0.00113 
e= 0 .5E  6~ 
8t 
0.00085 
0.00085 
0.00085 
0.00068 
5. CONCLUSIONS 
Our work supports the usefulness of the method of 
lines, particularly for nonlinear equations, although 
the usefulness in application to linear equations should 
not be forgotten, becanse the step size and error 
control mechanisms for the O.D.E. system relieve the 
user of stability analysis to determine stepsize in the 
time domain, if a Finite difference method is used. 
The O.D.E. stepsize and error control mechanism 
obviously works well here. 
It appears that our fourth order method is preferable 
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to our second order method. For Burger's problems 
we actually had a reduction in processor time because 
a larger time step could be taken by the O.D.E. 
integrator. The fourth order method did however fail 
to start in one problem when the second order method 
w~s mccessful. 
The need for automatic adaptive mesh line spacing is 
obvious, particularly for Burger's equation. Moreover 
this must be dynamic in the sense that the mesh line 
spacing should be able to change as the solution 
progresses, to deal with such problems as moving 
wavefronts or areas of increasing difi~cuky such as the 
problems highlighted by Burger's equation. Further, 
for those problems in parabolic partial differential 
equations that have a solution which tends to a steady 
state, the problem becomes easier to deal with as the 
steady state is approached and mesh lines could be 
reduced in number, with a gain in efficiency, in addition 
to the increase in stepsize St in the time domain that 
occurs at present. Our findings indicate that the most 
significant contribution to the error in the numerical 
solution comes from the spatial discretisation. One 
possible development that is of interest lies in using a 
tridiagonal, fourth order finite difference approxima- 
tion developed by Chawla [10] which may yield a 
faster, more efficient algorithm. 
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