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The structure of free resolutions of finite length modules over regular local rings has
long been a topic of interest in commutative algebra. Conjectures by Buchsbaum-
Eisenbud-Horrocks and Avramov-Buchweitz predict that in this setting the minimal
free resolution of the residue field should give, in some sense, the smallest possible
free resolution of a finite length module. Results of Tate and Shamash describing the
minimal free resolution of the residue field over a local hypersurface ring, together
with the theory of matrix factorizations developed by Eisenbud and Eisenbud-Peeva,
suggest analogous lower bounds for the size of free resolutions of finite length modules
of infinite projective dimension over such rings. In this dissertation we describe both
positive and negative results pertaining to these lower bounds. By refining an argu-
ment of Charalambous, we show that the lower bounds hold in certain multigraded
settings. We are also able to obtain results for finite free resolutions of multigraded
modules, recovering results of Charalambous and Santoni. For the local case, how-
ever, we use a construction of Iyengar-Walker to provide examples showing that the
lower bounds do not always hold. In order to accomplish this, we make use of the
theory of higher matrix factorizations developed by Eisenbud-Peeva to investigate the
structure of free resolutions over complete intersections of arbitrary codimension.
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1Chapter 1
Introduction
Commutative algebra is the study of commutative rings and their modules. Modules
over certain rings can be quite simple to describe. For example, if k is a field, then a
finitely generated module over k is nothing more than a finite-dimensional vector space
over k. As we work with more complicated rings, however, we find that their module
theories become more complicated as well. This makes it necessary to develop tools
and techniques that, in certain situations, allow us to reduce the problem of studying
arbitrary modules over arbitrary rings to the problem of studying vector spaces over
fields, which is much more familiar territory. One of the most fruitful methods for
accomplishing this reduction is to study free resolutions of modules.
If (R,m, k) is a local Noetherian ring, a general recurring principle is that the min-
imal free resolution of the residue field R/m = k plays a crucial role in understanding
both the structure of R and its module theory. For example, we have the follow-
ing central result which initiated a rich interplay between the areas of commutative
algebra and homological algebra:
2Theorem 1.0.1 (Auslander-Buchsbaum-Serre). For a local Noetherian ring (R,m, k),
the following are equivalent:
1. R is a regular local ring.
2. Every finitely generated R-module has a finite free resolution.
3. The R-module k has a finite free resolution.
When R is a regular local ring of Krull dimension d, we are actually able to say
exactly what a minimal free resolution of its residue field is. Namely, it is a Koszul
complex on a minimal set of generators of its maximal ideal. This yields an equality
βRi (k) =
(
d
i
)
where βRi (k), the i
th Betti number of k, is the rank of the free module appearing in
the ith step of the minimal free resolution of k.
After understanding the minimal free resolution of the residue field, it is natural
to consider resolutions of modules of finite length, which are essentially the modules
that can be “built” from the residue field. More formally, if R is a commutative ring,
then an R-module M has finite length if there exists a filtration
0 =M0 ⊆M1 ⊆ · · · ⊆Mn =M
of R-modules such that Mi+1/Mi ∼= R/mi for some maximal ideal mi ⊆ R for each
0 6 i < n. The following conjecture from [11] predicts that, step by step, the Koszul
complex gives the smallest possible resolution among all resolutions of finite length
modules:
3Conjecture 1.0.2 (Buchsbaum-Eisenbud-Horrocks Conjecture). Let (R,m, k) be a
Noetherian local ring of Krull dimension d, and let M 6= 0 be a finite length R-module
of finite projective dimension. Then for all i there is an inequality
βRi (M) >
(
d
i
)
.
This conjecture, henceforth referred to as the BEH Conjecture, has received significant
attention over the years, see for example Santoni [28] and Charalambous [15] for
results in the multigraded case and Chang [14] and Burman [13] for results in the
Loewy length two case. Also, in [6] it is noted that for local rings of dimension d 6 4
the conjecture holds for elementary reasons.
Avramov-Buchweitz introduced a weaker form of the BEH conjecture in [6], which
predicts that the total sum of the Betti numbers of a nonzero finite length module
will be at least as large as the total sum of the Betti numbers coming from the Koszul
complex of a system of parameters:
Conjecture 1.0.3 (Total Rank Conjecture). Let (R,m, k) be a Noetherian local ring
of Krull dimension d, and let M 6= 0 be a finite length R-module of finite projective
dimension. Then there is an inequality
d∑
i=0
βRi (M) > 2d.
Using the Evans-Griffith Syzygy Theorem (see [20]), Avramov-Buchweitz proved the
conjecture when d = 5 under the assumption that R contains its residue field (see
[6]). Due to recent work of Andre´ and Bhatt (see [1] and [9]) on the Direct Summand
Conjecture, the assumption about the residue field is no longer needed. In [31], Walker
proved the conjecture when char k 6= 2 with additional assumptions on R, including
4the case when R is a regular local ring.
So far, these conjectures have all revolved around modules having finite free res-
olutions. Once we move out of the regular local case, however, we must contend
with infinite free resolutions. The next simplest case comes from rings of the form
R = Q/(f), where (Q, n, k) is a regular local ring, say of Krull dimension d+ 1, and
f ∈ n2 is a nonzero element. Shamash [29] and Tate [30] provide an explicit structure
for the minimal free resolution of k as an R-module, and in particular demonstrate
an equality
βRi (k) = 2
d
for all i > d. Eisenbud [18] went on to describe the asymptotic structure of arbitrary
free resolutions over such rings: given any finitely generated R-moduleM , its minimal
free resolution eventually becomes periodic of period 2 after at most d+1 steps. The
periodic part of the resolution comes from a matrix factorization of the element f ,
and there is an equality
βRi (M) = β
R
d+1(M)
for all i > d + 1 (see [18]). Based off of the same intuition as in the regular case,
we might expect that any finite length R-module of infinite projective dimension will
have a larger minimal free resolution, at least asymptotically, than the residue field.
This leads to the following conjecture:
5Conjecture 1.0.4 (Matrix Factorization Conjecture). Let (Q, n, k) be a regular local
ring of dimension d+1, let f ∈ n2 be Q-regular, and set R = Q/(f). If M is a finite
length R-module of infinite projective dimension, then there is an inequality
βRn (M) > 2d for all n > d.
We call this the Matrix Factorization Conjecture (MFC) because the inequality is
equivalent to saying that the matrices appearing in a matrix factorization giving the
periodic part of the minimal free resolution ofM are at least as big as those appearing
in a matrix factorization giving the periodic part of the minimal free resolution of k.
Although this conjecture does not appear explicitly in the literature, it is suggested
both by the aforementioned results of Shamash and Tate and also results of Eisenbud-
Peeva in [19] which relate the sizes of certain matrix factorizations to other invariants
of modules over complete intersections, which we describe below.
Let R = Q/(f1, ..., fc) be a complete intersection of codimension c. This means
that (Q, n, k) is a regular local ring and f1, ..., fc ∈ n2 is a Q-regular sequence. If
M is a finitely generated R-module of infinite projective dimension, results of and
Avramov [2] and Gulliksen [22] show that the Betti numbers of M are eventually
given by two polynomials, one for the even Betti numbers and one for the odd Betti
numbers, each of degree j for some 0 6 j 6 c − 1 and each with the same leading
coefficient. The value j + 1 is known as the complexity of M . Avramov-Buchweitz
[5] give the following description of the leading coefficient of these polynomials:
6Theorem 1.0.5. ([5], Theorem 7.3) With the notation as above, if the complexity
of M is d > 1, there exist a positive integer β-degR(M) and polynomials peven(t) and
podd(t) ∈ Q[t] of degree 6 d− 2 such that
βRn (M) =
β-degR(M)
2d−1(d− 1)!n
d−1 +

peven(n) for even n 0
podd(n) for odd n 0.
The number β-degR(M) is the Betti degree of M . Avramov-Buchweitz [5] go on to
introduce the following conjecture:
Conjecture 1.0.6 (Betti Degree Conjecture). With the notation as above, there is
an inequality β-degR(M) > 2d−1. Equivalently,
lim
n→∞
βRn (M)
nd−1
> 1
(d− 1)! .
Eisenbud-Peeva give explicit formulas in [19] for certain Poincare´ series over complete
intersections that relate Betti degrees to the size of certain matrix factorizations.
Their results, together with the Betti Degree Conjecture (BDC) and the motivation
described earlier, lead one directly to the statement of the MFC. By recent work of
Iyengar-Walker in [24], the BDC has been shown to be false in general.
In this work we explore the relationships between these various conjectures, paying
special attention to the MFC. In Chapter 2 we study the graded analogue of the
MFC. By refining an argument of Charalambous we show that the conjecture holds
for multigraded modules over a certain class of multigraded hypersurface rings:
Theorem 1.0.7. Let S be a G-graded finitely generated algebra over a field k, where
G is an abelian group, that is also a hypersurface ring. Let R = S[x] be the polynomial
ring over S. If the graded MFC holds for all G-graded S-modules, then it also holds
7for all G×Z-graded R-modules. In particular, if S is multigraded and the graded MFC
holds for all multigraded S-modules, then the graded MFC holds for all multigraded
R-modules.
Additionally, we are able to recover results of Charalambous and Santoni pertaining
to the graded analogue of the BEH Conjecture, and we give a new result pertaining
to the graded analogue of the Total Rank Conjecture:
Theorem 1.0.8. ([28], Corollary 2.6) Let S be a G-graded finitely generated algebra
over a field k, where G is an abelian group, and let R = S[x] be the polynomial
ring over S. If the graded BEH Conjecture holds for all G-graded S-modules, then
it holds for all G × Z-graded R-modules. In particular, if S is multigraded and the
graded BEH Conjecture holds for all multigraded S-modules, then the graded BEH
Conjecture holds for all multigraded R-modules.
Theorem 1.0.9. Let S be a G-graded finitely generated algebra over a field k, where G
is an abelian group, and let R = S[x] be the polynomial ring over S. If the graded Total
Rank Conjecture holds for all G-graded S-modules, then it holds for all G×Z-graded
R-modules. In particular, if S is multigraded and the graded Total Rank Conjecture
holds for all multigraded S-modules, then the graded Total Rank Conjecture holds for
all multigraded R-modules.
In Chapter 3 we return to the local setting. After recalling some basic defini-
tions and constructions, we review the theory of higher matrix factorizations. Along
the way we provide a new proof of the following essential result, originally due to
Eisenbud-Peeva:
Theorem 1.0.10. ([19], Theorem 1.3.1) Let (Q, n, k) be a regular local ring with
infinite residue field k, let f1, ..., fc ∈ n2 be a Q-regular sequence, and set R =
8Q/(f1, ..., fc). If M is a finitely generated R-module, then for all n  0 the mod-
ule SyzRn (M) is a higher matrix factorization module with respect to some generating
set f ′1, ..., f
′
c of (f1, ..., fc).
Next, we revisit the Betti Degree Conjecture. Although it is known to be false in
general (see [24]), we provide some specific cases where the conjecture does hold. In
particular, we will show
Proposition 1.0.11. Let (R,m, k) be a complete intersection, and let M be a finitely
generated R-module of infinite projective dimension whose Betti numbers are eventu-
ally polynomial. Then the Betti Degree Conjecture holds for M .
Finally, we return our attention to the Matrix Factorization Conjecture. We begin
by relating it to some of the other existing conjectures, and then we show that the
conjecture holds in certain cases. However, using the Iyengar-Walker construction,
we show
Theorem 1.0.12. There exist hypersurfaces R = Q/(f) with f an element of the
cube of the maximal ideal of Q such that the MFC fails over R.
Drawing inspiration from the theory of Kno¨rrer periodicity, we produce additional
counterexamples over “quadratic hypersurfaces” (those whose defining relations are
in the square, but not the cube, of the maximal ideal) that are not immediately
obtainable through the Iyengar-Walker construction.
Proposition 1.0.13. If R = Q/(f) is a local hypersurface ring for which the MFC
fails, and the characteristic of the residue field of R is different from 2, then the MFC
also fails for R## = Q[[x, y]]/(f + xy).
9Having seen that the MFC fails in general, we end by asking what lower bounds are
obtainable for the asymptotic size of minimal free resolutions of finite length modules
over hypersurface rings. Using an elementary argument, we give a first step:
Proposition 1.0.14. Let R be a local hypersurface ring of dimension d and let M be
a finite length R-module of infinite projective dimension. Then there is an inequality
βRn (M) >
d
2
for all n > d.
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Chapter 2
Resolutions of Finite Length Multigraded Modules
Given a polynomial ring R = k[x1, ..., xd] with coefficients in a field k, we often exploit
the fact that it has a graded structure. The standard way to grade R is to declare that
each variable xi has degree one, in which case we have a decomposition R =
⊕
n>0Rn,
where Rn is the k-vector space spanned by all monomials x
a1
1 · · ·xadd satisfying ai > 0
for each 1 6 i 6 d and a1 + · · ·+ ad = n. In particular, we say that R is a Z-graded
ring.
In this section we study properties of modules with a more refined graded struc-
ture. Instead of considering Z-graded modules over Z-graded rings, we will focus our
attention on Zn-graded modules over Zn-graded rings. It turns out that this addi-
tional graded structure allows us to place additional restrictions on free resolutions of
such modules that need not be present in more general settings. After developing the
necessary preliminaries we will proceed to our main results, which pertain to modules
of both finite and infinite projective dimension.
2.1 Preliminaries
We begin by collecting the necessary terminology for multigraded rings and modules.
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Definition 2.1.1. ([10], Section 5.1) Let (G,+) be an Abelian group. A G-graded
ring is a ring R together with a decomposition R =
⊕
a∈GRa as an Abelian group
such that RaRb ⊆ Ra+b for all a, b ∈ G. A G-graded R-module is a module M with
a decomposition M =
⊕
a∈GMa as an Abelian group such that RaMb ⊆ Ma+b for all
a, b ∈ G.
If G = Zn in the previous definition for some n > 0 we say that R is a multigraded
ring. If M is a Zn-graded R-module, we say that M is a mutigraded R-module.
Example 2.1.2. If k is a field, the polynomial ring R = k[x1, ..., xn] is a Zn-graded
ring with the degree of xi, denoted |xi|, given by (0, ..., 1, ..., 0) where 1 is in the ith
component.
Example 2.1.3. The multigraded R-submodules of R = k[x1, ..., xn] as above are
precisely the collection of monomial ideals of R. Moreover, if I ⊆ R is a monomial
ideal, then R/I is a multigraded R-module.
2.2 The Infinite Projective Dimension Case
2.2.1 Endomorphisms of Tor Modules
We will let k be a field, G an abelian group, S a G-graded finitely generated k-
algebra of (Krull) dimension d − 1, and R = S[x] the polynomial ring over S with
|x| = (eG, 1) ∈ G× Z (eG is the identity element of G). M will denote an R-module.
As usual, we set βRi (M) = dimk Tor
R
i (M,k), and we will adopt the notation of [15]
by setting
γRi (M) = rankR Syz
R
i (M).
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Note that for each i > 0, γRi (M) is well-defined for all finite length R-modules M
since rankR(M) = 0 ([10], Proposition 1.4.5). We begin with a series of results from
Charalambous:
Lemma 2.2.1. ([15], Lemma 1) Any R-module M fits into a functorial short exact
sequence of R-modules
0 // R⊗S M φ // R⊗S M  //M // 0
where φ(1⊗m) = x · (1⊗m)−1⊗x ·m and (r⊗m) = rm. Moreover, φ is equivalent
to multiplication by x if and only if x ·M = 0.
Lemma 2.2.2. ([15], Lemma 2) There are isomorphisms TorRi (R⊗SM,N) ∼= TorSi (M,N)
for i > 0.
Suppose M is an R-module of finite length. Then we obtain an exact sequence of
finite dimensional k-vector spaces
TorRi (R⊗S M,k)
φi // TorRi (R⊗S M,k) i // TorRi (M,k) // TorRi−1(R⊗S M,k).
From this we see that Image i ∼= Coker φi for all i. Moreover, as φi is an endomor-
phism of k-vector spaces, there is an equality
dimk Coker φi = dimk Ker φi
(see [15], Section 3). These facts lead to
13
Lemma 2.2.3. ([15], Lemma 4) If M is a finite length R-module, then for each i > 0
dimk Tor
R
i (M,k) = dimk Coker φi + dimk Coker φi−1.
From now on, we can (and will) assume that φi is an endomorphism on Tor
S
i (M,k),
as in [15].
Lemma 2.2.4. ([15], Lemma 5) Let M be a finite length R-module. Then γRi (M) =
dimk Coker φi−1 for i > 1.
2.2.2 Extending Results of Charalambous
Let R = S[x] as before. In addition to viewing S as a subring of R, we can also view
it as a quotient of R, since S = R/(x). We begin by recalling a result of Nagata,
and Shamash independently, that illustrates the utility of the latter interpretation.
Although we will state it in terms of graded modules over graded rings, we remark
that in [29] the result was stated in terms of modules over local rings (see also [26]).
Proposition 2.2.5. ([29], Corollary 1) For a finitely generated graded R-module M
such that x ·M = 0, there is an equality of Poincare´ series
PSM(t) =
PRM(t)
(1 + t)
.
In particular, for each i there is an equality
βRi (M) = β
S
i (M) + β
S
i−1(M).
From this, we have the following useful corollary:
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Corollary 2.2.6. Let M be a finitely generated S-module such that x ·M = 0. Then
pdS(M) <∞ if and only if pdR(M) <∞.
Let M be a graded (G × Z-graded) R-module of finite length. As was done in [15],
we may decompose M as
M =M0 ⊕ · · · ⊕Mj
where Mi :=
⊕
g∈G
M(g,i) is a G-graded S-module of finite length and x ·Mi ⊆ Mi+1
for each i. As we are interested in modules of infinite projective dimension, it will be
important to understand the values pdS(Mi).
Lemma 2.2.7. If pdS(Mi) <∞ for all i, then pdR(M) <∞.
Proof. We proceed by induction on j. If j = 0, then M = M0, and so we may use
Proposition 2.2.5. If j > 0, we can write a short exact sequence of R-modules
0→M>1 →M →M0 → 0
(since M0 ∼= M/M>1, it is an R-module satisfying x · M0 = 0). By assumption,
pdS(Mi) <∞ for all i. Thus, we see that pdR(M>1), pdR(M0) <∞ by the inductive
hypothesis. An inspection of the induced exact sequence of Tor modules now yields
pdR(M) <∞.
When we prove the main result of this section, we will ultimately want to reduce
to the case where pdS(M0) = ∞. Iterating the next result allows us to make this
reduction.
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Lemma 2.2.8. Let M be an R-module as before. If pdS(M0) <∞, then
γRi (M) > γRi (M>1) for all i > d,
with equality for i > d.
Proof. We begin with the graded version of a construction from ([8], Lemma 2.3). Let
F• → M and G• → M0 be minimal graded R-free resolutions, and let ϕ : F• → G•
be a lifting of the natural surjection of R-modules M →M0. Since F0 maps onto M0
by way of composition, ϕ0 must be surjective by Nakayama’s Lemma. We obtain a
mapping cone
Cone(ϕ) : · · · → F1 ⊕G2 → F0 ⊕G1 → G0 → 0
with the usual differential. Now set
T• = · · · → F2 ⊕G3 → F1 ⊕G2 → Ker
(
ϕ0 ∂
G
1
)→ 0
with T0 = Ker
(
ϕ0 ∂
G
1
)
.
We claim that T• is a graded free resolution of M>1, following the argument of
([8], Lemma 2.3): First note that Ker
(
ϕ0 ∂
G
1
)
is a free R-module, since
(
ϕ0 ∂
G
1
)
is
a surjection from the free R-module F0 ⊕ G1 onto the free R-module G0. Also, it is
clear that Hi(T•) ∼= Hi+1(Cone(ϕ)) for i > 0. The exact sequence
0→ G• → Cone(ϕ)→ ΣF• → 0
16
induces an exact sequence on homology:
· · · → Hi(G•)→ Hi(Cone(ϕ))→ Hi−1(F•)→ Hi−1(G•)→ · · ·
From this we see thatHi(T•) = 0 for i > 1 (F• andG• are acyclic). Another inspection
of the exact sequence on homology yields H0(T•) = H1(Cone(ϕ)) ∼= M>1. Thus, T•
is a graded free resolution of M>1.
Since pdS(M0) < ∞ and x ·M0 = 0, we know that pdR(M0) < ∞ by Corollary
2.2.6. Thus, T• is minimal starting in homological degree d. It now follows that
SyzRi (M)
∼= SyzRi (M>1) for i > d. In particular, we get equalities
γRi (M) = γ
R
i (M>1) for i > d.
As for i = d, we observe the exact sequence of Tor modules:
TorRd+1(M0, k)→ TorRd (M>1, k)→ TorRd (M,k)→ TorRd (M0, k)→ TorRd−1(M>1, k)
By assumption, TorRd+1(M0, k) = 0, and so β
R
d (M>1) 6 βRd (M). Therefore, we’ll have
γRd (M) = β
R
d (M)− γRd+1(M)
> βRd (M>1)− γRd+1(M)
= βRd (M>1)− γRd+1(M>1)
= γRd (M>1),
which completes the proof.
17
2.2.3 Verifying the Lower Bound
We now arrive at the main result of Section 2.2:
Theorem 2.2.9. Let S be a G-graded finitely generated algebra over a field k, where
G is an abelian group, that is also a hypersurface ring. Let R = S[x] be the polynomial
ring over S. If the graded MFC holds for all G-graded S-modules, then it also holds
for all G×Z-graded R-modules. In particular, if S is multigraded and the graded MFC
holds for all multigraded S-modules, then the graded MFC holds for all multigraded
R-modules.
Proof. Set dim S = d − 1. Decompose M = M0 ⊕ · · · ⊕Mj, with each Mp a finite
length G-graded S-module and x ·Mp ⊆Mp+1. Fixing i > d, we obtain a direct sum
decomposition
TorSi−1(M,k) ∼= TorSi−1(M0, k)⊕ · · · ⊕ TorSi−1(Mj, k).
The argument from ([15], Theorem 1) carries over to show that TorSi−1(M0, k) is a
direct summand of Coker φi−1, where
φi−1 : TorSi−1(M,k)→ TorSi−1(M,k)
is the map induced from multiplication by x. Combining Lemmas 2.2.7 and 2.2.8, we
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may assume without loss of generality that pdS(M0) =∞. We now have
γRi (M) = dimk Coker φi−1 (by Lemma 2.2.4)
> dimk TorSi−1(M0, k)
= βSi−1(M0)
> 2d−1.
The result now follows from the equality βRi (M) = γ
R
i (M) + γ
R
i+1(M).
Example 2.2.10. Let S = k[x0]/(x
n
0 ) for some n > 1. Then S is a zero-dimensional
hypersurface ring, and so the graded MFC holds trivially for S. Theorem 2.2.9 implies
that the graded MFC holds for multigraded modules over the ring
R = S[x1, ..., xd] = k[x0, x1, ..., xd]/(x
n
0 ).
Example 2.2.11. The Theorem also applies to the graded hypersurface ring R =
k[x0, x1, ..., xd]/(x
n
0x
m
1 ) for n,m > 1. Indeed, we can view R = S[x2, ..., xd] where
S = k[x0, x1]/(x
n
0x
m
1 ). The graded analogue of Proposition 3.3.3 below shows that the
graded MFC holds for S.
2.3 The Finite Projective Dimension Case
We now return to the case of finite free resolutions, where we will see that our methods
from the previous section can be applied to both the BEH Conjecture and the Total
Rank Conjecture.
2.3.1 The Buchsbaum-Eisenbud-Horrocks Conjecture
We begin with the BEH Conjecture.
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Theorem 2.3.1. ([28], Corollary 2.6) Let S be a G-graded finitely generated algebra
over a field k, where G is an abelian group, and let R = S[x] be the polynomial ring
over S. If the graded BEH Conjecture holds for all G-graded S-modules, then it also
holds for all G× Z-graded R-modules.
Proof. Set dim S = d−1. DecomposeM =M0⊕· · ·⊕Mj as before. Fixing i > 0, the
argument from ([15], Theorem 1) again implies that TorSi (M0, k) is a direct summand
of Coker φi, where
φi : Tor
S
i (M,k)→ TorSi (M,k)
is the map induced from multiplication by x. By assumption, pdR(M) < ∞, and so
Lemma 2.2.3 now implies that pdS(M0) <∞. Thus, it follows that
γRi+1(M) = dimk Coker φi (by Lemma 2.2.4)
> dimk TorSi (M0, k)
>
(
d−1
i
)
.
But then βRi (M) = γ
R
i (M) + γ
R
i+1(M) >
(
d−1
i−1
)
+
(
d−1
i
)
=
(
d
i
)
, which completes the
proof.
Example 2.3.2. ([15], Corollary 1; [28], Corollary 3.6) The graded BEH Conjecture
holds for Zd-graded modules of finite length over R = k[x1, ..., xd].
Example 2.3.3. ([28], Corollary 3.6) Let S be a regular local ring (or a regular graded
k-algebra) of dimension d 6 4. As mentioned before, the (graded) BEH Conjecture
holds for S. Theorem 2.3.1 implies that the graded BEH Conjecture also holds for
Zn-graded modules of finite length over R = S[x1, ..., xn].
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2.3.2 The Total Rank Conjecture
We now prove an analogous result for the Total Rank Conjecture.
Theorem 2.3.4. Let S be a G-graded finitely generated algebra over a field k, where
G is an abelian group, and let R = S[x] be the polynomial ring over S. If the graded
Total Rank Conjecture holds for all G-graded S-modules, then it also holds for all
G× Z-graded R-modules.
Proof. Set dim S = d− 1. Decompose M = M0 ⊕ · · · ⊕Mj as before. Fixing i > 1,
TorSi−1(M0, k) is again a direct summand of Coker φi−1, where φi−1 : Tor
S
i−1(M,k)→
TorSi−1(M,k) is the map induced from multiplication by x (see [15], Theorem 1). By
assumption, pdR(M) < ∞, and so Lemma 2.2.3 now implies that pdS(M0) < ∞. It
follows that
d∑
i=1
γRi (M) =
d∑
i=1
dimk Coker(φi−1) (by Lemma 2.2.4)
>
d∑
i=1
dimk Tor
S
i−1(M0, k)
=
d−1∑
i=0
βSi (M0)
> 2d−1.
Since
d∑
i=0
βRi (M) = 2
(
d∑
i=1
γRi (M)
)
, the desired result follows at once.
Example 2.3.5. Let S be either a Noetherian local ring (or a graded k-algebra)
of dimension d 6 5. Then the (graded) Total Rank Conjecture holds for S (see [6]).
Theorem 2.3.4 now implies that the graded Total Rank Conjecture holds for Zn-graded
modules of finite length and finite projective dimension over R = S[x1, ..., xn].
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Chapter 3
Resolutions over Local Complete Intersections
We now turn our attention to free resolutions over local complete intersections. First,
we recall the theory of higher matrix factorizations from [19] which describes the
asymptotic structure of minimal free resolutions over complete intersections of arbi-
trary codimension. We then proceed to the Betti Degree Conjecture from [5]. While
it was shown in [24] to fail in general, we demonstrate certain classes of modules and
complete intersections for which it holds. We also produce additional counterexam-
ples to the conjecture, using [24] as a starting point. In the closing section we return
to the Matrix Factorization Conjecture. After demonstrating certain situations where
the conjecture holds, we use higher matrix factorizations together with the Iyengar-
Walker construction to produce families of counterexamples to the conjecture.
3.1 Preliminaries
Throughout this section (Q, n, k) will denote a Noetherian local ring, f ∈ n will
denote a Q-regular element, and R = Q/(f) will be the quotient of Q by f . Our
main goal will be to take homological information over the ring Q and translate it
into homological information over the ring R.
As a first example of this translation, we recall a result of Shamash [29] which
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takes a Q-free resolution of an R-module M and produces an R-free resolution of M .
The statement is taken from [4].
Proposition 3.1.1. ([29], Lemma 2) If R = Q/(f) with f a Q-regular element, M
is an R-module, and U• is a Q-free resolution of M , then there is a family of Q-linear
endomorphisms σ = {σ[j] ∈ HomQ(U•, U•) | |σ[j]| = 2j − 1}j>0, such that
σ[0] = ∂U• ; σ[0]σ[1] + σ[1]σ[0] = f · idU• ;
n∑
j=0
σ[n]σ[n−j] = 0.
If {x(i) | |x(i)| = 2i}i>0 is a linearly independent set over R, then
· · · //
n⊕
i=0
Rx(i) ⊗Q Un−2i ∂ //
n−1⊕
i=0
Rx(i) ⊗Q Un−1−2i // · · ·
is an R-free resolution Sh(σ, U•) of M with differential
∂(x(i) ⊗ u) =
i∑
j=0
x(i−j) ⊗ σ[j](u).
The collection σ is referred to as a system of higher homotopies of f . We will
call Sh(σ, U•) the Shamash resolution of M over R, suppressing the system of higher
homotopies σ and the Q-free resolution U• unless specificity is required.
We remark that the Shamash resolution need not be minimal. For instance, taking
M = R from the Proposition we see that any Q-free resolution of R and any system
of higher homotopies σ of f produces an infinite free resolution of R as an R-module.
There are, however, situations in which the Shamash resolution is minimal. We record
one such instance now.
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Proposition 3.1.2. ([29], Theorem 1) Let f be a Q-regular element, let R = Q/(f),
and suppose M is an R-module such that f ∈ n(0 :Q M). If U• is a minimal Q-free
resolution of M and σ is any system of higher homotopies of f , then Sh(σ, U•) is a
minimal R-free resolution of M .
We now recall a construction that involves modding out Q by a regular sequence
whose length may be bigger than one. Let f = f1, ..., fc be a Q-regular sequence,
and set R = Q/(f1, ..., fc). Given a complex F• of finitely generated free R-modules,
we construct a sequence of c degree −2 chain maps on F• known as the Eisenbud
operators.
Definition 3.1.3. ([18], Section 1) Let (F˜•, ∂˜F•) be a lifting of (F•, ∂F•) to Q. That
is, for each i ∈ N, choose a map ∂˜Fi : F˜i → F˜i−1 of free Q-modules such that ∂˜F•i ⊗R =
∂F•i . Since ∂
F• ◦ ∂F• = 0 and f is a regular sequence, it follows that
∂˜F• ◦ ∂˜F• =
c∑
i=1
fit˜i
for some degree −2 maps t˜i. We then define the Eisenbud operators associated to
f1, ..., fc to be the maps ti = t˜i ⊗R for 1 6 i 6 c.
In [18], Eisenbud shows that the ti’s are chain maps of degree −2, and that they
are independent of the choice of liftings up to homotopy.
Suppose R = Q/(f1, ..., fc) as above, and let F• be the minimal R-free resolution of
a finitely generated R-module M . In this case we will denote the Eisenbud operators
associated to f1, ..., fc by t
M
1 , ..., t
M
c . If we need to be specific about the generating
set f = f1, ..., fc we will write t
M
1 (f), ..., t
M
c (f). When c = 1 we write R = Q/(f) and
denote the Eisenbud operator associated to f by tMf . With this notation, we record
another situation when the Shamash resolution is minimal.
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Proposition 3.1.4. ([7], Proposition 6.2) Let f be a Q-regular element, let R =
Q/(f), and suppose M is an R-module. If U• is a minimal Q-free resolution of M
and σ is a system of higher homotopies for f , then Sh(σ, U•) is minimal if and only
if tMf is surjective.
3.2 Asymptotic Properties of Resolutions
We now explore the asymptotic structure of minimal free resolutions over complete
intersections. After beginning with the hypersurface case, we review the theory of
higher matrix factorizations from [19], where we provide a new proof that sufficiently
high syzygies over arbitrary complete intersections having an infinite residue field
are higher matrix factorization modules. Next, we proceed to our study of the Betti
Degree Conjecture. Although the conjecture fails in general (see [24]), we will demon-
strate a special case when the conjecture still holds. Namely, we will show that the
Betti Degree Conjecture holds for modules whose Betti numbers are eventually given
by a single polynomial. Together with results from [3], this will imply that the Betti
Degree Conjecture holds for all complete intersections of minimal multiplicity.
3.2.1 Matrix Factorizations
Let (Q, n, k) be a regular local ring, let f ∈ n2 be a Q-regular element, and set
R = Q/(f). We now recall the theory of matrix factorizations from [18] and its role
in describing the module theory of R.
Definition 3.2.1. ([18], Section 5) A matrix factorization of f is an ordered pair
of maps of finitely generated free Q-modules (ϕ : F → G,ψ : G → F ) such that
ϕ ◦ ψ = f · idG and ψ ◦ ϕ = f · idF .
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Notes:
(1) Given a matrix factorization (ϕ : F → G,ψ : G → F ) we will suppress the free
modules and simply write (ϕ, ψ).
(2) Because f is Q-regular, one can deduce that ϕ and ψ are injective and that F
and G have the same rank.
Definition 3.2.2. ([32], Definition 7.1) A morphism between matrix factorizations
(ϕ1, ψ1) and (ϕ2, ψ2) is a pair of morphisms (α, β) making the following diagram
commute:
Qn1
ψ1 //
α

Qn1
ϕ1 //
β

Qn1
α

Qn2
ψ2 // Qn2
ϕ2 // Qn2
The matrix factorizations above are said to be isomorphic if α and β are isomor-
phisms.
Let mf(Q, f) denote the category of matrix factorizations of f over Q. We say that
the matrix factorizations (1, f), (f, 1) ∈ mf(Q, f) are trivial ([18], Section 6). Define
[mf(Q, f)] to be the category with the same objects as mf(Q, f) but whose morphisms
are classes of morphisms from mf(Q, f) modulo maps that factor through direct sums
of trivial matrix factorizations. Now let MCM(R) denote the category of maximal
Cohen-Macaulay R-modules whose morphisms are classes of morphisms of MCM
R-modules modulo maps that factor through a free R-module (for details see [32],
Chapter 7). Then we have the following result:
Theorem 3.2.3. ([18], Corollary 6.3) There is an equivalence of categories
cok : [mf(Q, f)]→MCM(R)
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given on objects by cok(ϕ, ψ) = coker ϕ.
Defining a reduced matrix factorization (ϕ, ψ) to be one in which each entry of ϕ and
ψ is in n ⊆ Q ([18], Section 6), the above equivalence can also be interpreted as an
equivalence between reduced matrix factorizations of f over Q and MCM R-modules
having no non-trivial free summand.
The inverse of this equivalence can be described on objects as follows (see [32],
Chapter 7): given a MCM R-moduleM with no nontrivial free summands, its minimal
Q-free resolution has the form
0 // Qn
ϕ // Qn //M // 0.
The fact that pdQ(M) = 1 follows from the Auslander-Buchsbaum formula, and the
fact that the free Q-modules appearing in the resolution of M have the same rank
follows from the fact that f ·M = 0. Moreover, since f annihilates M , there exists a
homotopy ψ : Qn → Qn such that ϕ ◦ψ = f · idQn . So M gets assigned to the matrix
factorization (ϕ, ψ) in [mf(Q, f)], which is reduced because M has no non-trivial free
summand.
We now describe an equivalence demonstrated by Buchweitz in [12] between
[mf(Q, f)], MCM(R), and the singularity category Dbsing(R) of R. We begin with
the definition of the derived category.
Definition 3.2.4. ([21], III.2.1) Let R be a ring and let C(R) denote the category of
chain complexes of R-modules. The derived category, denoted by D(R), is a category
together with a functor pi : C(R)→ D(R) such that
1. pi(f) is an isomorphism for any quasi-isomorphism f .
27
2. Any functor ϕ : C(R) → X transforming quasi-isomorphisms into isomor-
phisms factors uniquely through D(R). That is, there exists a unique functor
ψ : D(R)→ X such that ϕ = ψ ◦ pi.
Recall that a quasi-isomorphism of complexes is a morphism f : A• → B• of chain
complexes such that the induced map on homology H(f) : H(A•) → H(B•) is an
isomorphism. Next we recall the definition of the bounded derived category.
Definition 3.2.5. ([12], Section 0.2) The bounded derived category of R, denoted
by Db(R), is the full subcategory of D(R) whose objects have finitely generated total
homology.
Finally we arrive at the definition of the singularity category. Recall from [12] that a
perfect complex is a complex X• ∈ Db(R) that is isomorphic in Db(R) to a bounded
complex of finitely generated projective R-modules. The full subcategory Dbperf(R)
of perfect complexes can be shown to be a thick triangulated subcategory of Db(R),
and thus it is possible to take the Verdier quotient of Db(R) by Dbperf(R) (see [12]).
Definition 3.2.6. ([12], Definition 1.2.2) The singularity category of R, denoted by
Dbsing(R), is the Verdier quotient category D
b(R)/Dbperf(R).
Having gathered the necessary terminology, we close with the statement of the afore-
mentioned equivalences.
Theorem 3.2.7. ([12], Theorem 4.4.1) Let R = Q/(f) be a local hypersurface ring.
Then there are equivalences of categories
[mf(Q, f)] cok //MCM(R) i // Dbsing(R).
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On objects, the functors are given by cok(ϕ, ψ) = coker ϕ and i(M) = M (M is
viewed as a complex concentrated in degree zero).
3.2.2 Higher Matrix Factorizations
Our purpose in this section is to recall the theory of higher matrix factorizations and
to give a new proof of a version of Theorem 1.3.1 from [19] for complete intersections.
Instead of beginning in the natural way by defining a higher matrix factorization, we
begin with an equivalent notion (at least in our setting).
Definition 3.2.8. ([19], Definition 6.1.1) Let (Q, n, k) be a Cohen-Macaulay local
ring, let f1, ..., fc ∈ n be a regular sequence, and set R = Q/(f1, ..., fc). We say that
a finitely generated R-module M of finite projective dimension over Q is a stable
syzygy (or stable) with respect to f1, ..., fc if c = 0 and M = 0, or if c > 1 and:
1. M = SyzR2 (L) for some finitely generated R-module L such that L has finite pro-
jective dimension over Q, L is MCM without free summand, and the Eisenbud
operator tLc is surjective.
2. The module M˜ = SyzR˜2 (L) is a stable syzygy with respect to f1, ..., fc−1, where
R˜ = Q/(f1, ..., fc−1).
Notes:
(1) From the definition one sees that if Q is regular, then for c = 1 a finitely generated
R-module M is a stable syzygy if and only if M is MCM without free summand
(see [19], Proposition 6.1.6).
(2) If M is stable with respect to f1, ..., fc, then so are all of its syzygies (see [19],
Proposition 6.1.5).
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The benefit of working with stable syzygies is that their minimal R-free resolutions
can be constructed inductively, beginning with a finite free resolution over the regular
local ring Q. This is clear in the case of c = 1, but requires more justification in arbi-
trary codimension. By Proposition 3.1.4, if we can build a minimal R˜-free resolution
of a stable syzygy R-module M , then we can simply apply the Shamash construction
to obtain its minimal R-free resolution. Assuming by induction that we understand
the resolutions of stable syzygies in codimension c−1, with the base case being MCM
modules without free summands over hypersurface rings, we need only find a way to
navigate between the modules M,L, and M˜ from the definition. This is the content
of the following construction.
Construction: (The Box Complex: [19], Section 6.3) Let R = Q/(f) with (Q, n, k)
local and f ∈ n2 a Q-regular element, let L be a finitely generated R-module, and set
M = SyzR2 (L). Let
F• : · · · // F3 ∂3 // F2 ∂2 // F1 ∂1 // F0 // L // 0
denote a minimal Q-free resolution of L. Since F• is a Q-free complex that resolves
an R-module, there exists a system of higher homotopies σ on F• with respect to f .
Let θ := σ[1] with components {θi : Fi → Fi+1}i>0, and let τ := σ[3] with components
{τi : Fi → Fi+3}i>0. Given the above information, one can show the following:
Proposition 3.2.9. ([19], Box Theorem 6.3.2) A Q-free resolution of M = SyzR2 (L)
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is given by the complex
Box(F•) : · · · // F4 ∂4 // F3 ∂3 // F2
⊕ ⊕
F1
θ1
FF
∂1 // F0
The resolution is minimal if and only if θ1 is minimal. In particular, it is minimal if
L admits a surjective Eisenbud operator. Moreover, a homotopy for f on Box(F•) is
given by
θ2 τ0
∂2 θ0
 , (θ3 τ1), θ4, θ5, θ6, · · · .
We now illustrate the construction by resolving a stable syzygy of complexity two in
codimension two.
Example 3.2.10. Suppose R = Q/(f1, f2) is a complete intersection of codimension
two and that M is a finitely generated R-module that is stable with respect to f1, f2.
By definition, M = SyzR2 (L) where L is MCM without free summand, the minimal R-
free resolution of L is the Shamash resolution, and M˜ = Syz
Q/(f1)
2 (L) is MCM without
free summand. Then M˜ has a two-periodic minimal Q/(f1)-free resolution:
F• : · · · // F1 // F0 // F1 // F0 // 0
and so L has a minimal Q/(f1)-free resolution of the form:
· · · // F1 // F0 // F1 // F0 // G1 // G0 // 0
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Applying the box complex construction yields a minimal Q/(f1)-free resolution of M :
· · · // F1 // F0 // F1 // F0 // 0
⊕ ⊕
G1 //
FF
G0
Applying the Shamash construction yields the minimal R-free resolution of M (letting
bars denote tensoring down to R):
· · · // F1n ⊕G1 // F0n ⊕G0 // · · · // F1 ⊕G1 // F0 ⊕G0 // 0.
Having seen how to build resolutions of stable syzygies, we gather the preliminaries
necessary to prove that high syzygies of modules over complete intersections are
always stable.
Lemma 3.2.11. Let R = Q/(f1, ..., fc) be a complete intersection of codimension
c, let M be a finitely generated R-module, let F• be the minimal R-free resolution
of M , and suppose there is a sequence f ′ = {f ′1, ..., f ′c} generating (f1, ..., fc) such
that tMc (f
′) : F• → F• is surjective. Let {f ′′1 , ..., f ′′c−1} be another set of generators
for (f ′1, ..., f
′
c−1) and set f
′′
c = f
′
c. Then f
′′ = {f ′′1 , ..., f ′′c } generates (f1, ..., fc) and
tMc (f
′′) : F• → F• is surjective.
Proof. The change of rings property of the Eisenbud operators ([18], Proposition 1.7)
implies that tMc (f
′) and tMc (f
′′) are homotopic. Thus, the surjectivity of tMc (f
′) is
equivalent to the surjectivity of tMc (f
′′) since F• is a minimal complex.
Construction: (The Iterated Box Complex) Let R = Q/(f) with (Q, n, k) local
and f ∈ n2 a Q-regular element, let L be a finitely generated R-module, and set
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Mn = Syz
R
2n(L) for n > 0. Suppose
F• : · · · → F3 → F2 → F1 → F0
is a Q-free resolution of L. We construct a Q-free resolution of Mn for each n as
follows:
• n = 1 : Let σF• be a system of higher homotopies on F• for f and set Box2(F•) =
Box(F•). Then as we have seen before, Box2(F•) is a Q-free resolution of M1.
• n > 1 : Suppose Box2(n−1)(F•) is a Q-free resolution of Mn−1. Let σBox2(n−1)(F•)
be a system of higher homotopies on Box2(n−1)(F•) for f . Then setting Box2n(F•) =
Box
(
Box2(n−1)(F•)
)
, the original arguments for the box complex carry through
to show that Box2n(F•) is a Q-free resolution of Mn.
Note: Suppose F• is minimal and tLf : F• → F• is surjective. Then Box2n(F•) is a
minimal Q-free resolution of Mn for each n > 0 by Proposition 3.1.4.
Theorem 3.2.12. ([19], Theorem 1.3.1) Let (Q, n, k) be a regular local ring with
infinite residue field k, let f1, ..., fc ∈ n2 be a Q-regular sequence, and set R =
Q/(f1, ..., fc). If N is a finitely generated R-module, then for all i  0 the syzygy
modules SyzRi (N) are stable with respect to some regular sequence f
′
1, ..., f
′
c generating
(f1, ..., fc).
Proof. We proceed by induction on c. When c = 1, being a stable syzygy is equivalent
to being MCM without free summand, so this case follows from ([18], Theorem 6.1).
Now suppose c > 1. After taking a generic choice of generators f ′ = {f ′1, ..., f ′c} of
(f1, ..., fc) and passing to a sufficiently high syzygy we may assume N is MCM and
tNc (f
′) is surjective ([18], Theorem 3.1). Let R˜ = Q/(f ′1, ..., f
′
c−1) and suppose Y• is the
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minimal R˜-free resolution of N . By induction, there is a j  0 such that SyzR˜2j+2(N)
is stable with respect to f ′′1 , ..., f
′′
c−1, some generic choice of generators of (f
′
1, ..., f
′
c−1).
Using Lemma 3.2.11, we may assume that f ′i = f
′′
i for 1 6 i 6 c− 1.
We claim that the module M = SyzR2j+2(N) is stable with respect to f
′
1, ..., f
′
c.
To see this, set L = SyzR2j(N) (so that M = Syz
R
2 (L)). First, note that L is MCM
without free summand since N is. Also, tLc (f
′) is surjective since L is a syzygy of
N and tNc (f
′) is surjective. Finally, we verify that SyzR˜2 (L) is stable with respect to
f ′1, ..., f
′
c−1. Using the iterated box complex construction, we see that the minimal
R˜-free resolution of L is Box2j(Y•):
Box2j(Y•) : · · · // Y2j+2 // Y2j+1 // Y2j
⊕ ⊕
j−1⊕
k=1
Y2k+1
CC
//
j−1⊕
k=1
Y2k
But then SyzR˜2 (L) = Syz
R˜
2j+2(N), which is stable with respect to f
′
1, ..., f
′
c−1 by as-
sumption. Thus, we arrive at the desired result.
Finally, we arrive at the definition of a higher matrix factorization. In the case
where the ring Q below is a regular local ring (or more generally a Gorenstein local
ring) the notion of a stable syzygy is the same as the notion of a higher matrix
factorization module (see [19], Theorem 7.2.1).
Definition 3.2.13. ([19], Definition 1.2.2) Let f1, ..., fc ∈ Q be elements in a com-
mutative ring, and set R(p) = Q/(f1, ..., fp) for 1 6 p 6 c with R = R(c). A higher
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matrix factorization (d, h) with respect to f1, ..., fc is:
• A pair of free finitely generated Q-modules A0, A1 with filtrations
0 ⊆ As(1) ⊆ · · · ⊆ As(c) = As, for s = 0, 1
such that each As(p− 1) is a free summand of As(p);
• A pair of maps d, h preserving filtrations,
c⊕
q=1
A0(q)
h // A1
d // A0
where we regard
c⊕
q=1
A0(q) is filtered by the submodules
⊕
q6pA0(q);
such that, writing
A0(p)
hp // A1(p)
dp // A0(p) 1 6 p 6 c
for the induced maps, we have
1. dphp = fp · idA0(p) mod (f1, ..., fp−1)A0(p)
2. piphpdp ≡ fp · pip mod (f1, ..., fp−1)(A1(p)/A1(p − 1)), where pip is the natural
projection A1(p)→ A1(p)/A1(p− 1).
Finally, we define the module of the higher matrix factorization (d, h) to beM =M(c),
where
M(p) = Coker(R(p)⊗ dp), 1 6 p 6 c,
and refer to M as a higher matrix factorization module (HMF module).
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In the case when stable syzygies are equivalent to higher matrix factorization modules,
the proof of ([19], Theorem 6.4.2) shows that the maps dp and hp are essentially
liftings of various homotopy maps and differentials from resolutions of intermediate
stable syzygies M(p) over the intermediate quotient rings R(p).
It turns out that one can give a more thorough description of the relationship
between the modules M(1), ...,M(c) = M (see [19] for more details). We start with
a definition:
Definition 3.2.14. ([19], Definition 7.3.1) Let S be a Gorenstein local ring and let
M be a finitely generated S-module. Choose an integer q > depth S − depth M . We
set
AppS(M) = Syz
S
−q(Syz
S
q (M))
and refer to it as the essential CM S-approximation of M.
Note that the definition is independent of q by construction. In particular, AppS(M)
is an invariant of the moduleM . We now use this invariant to describe the aforemen-
tioned relationship between M(1), ...,M(c) =M :
Theorem 3.2.15. ([19], Theorem 7.4.1) Let Q be a Gorenstein local ring, and sup-
pose M = M(c) is the module over R = R(c) = Q/(f1, ..., fc) of a stable minimal
matrix factorization of a regular sequence f1, ..., fc.
1. For every p = 1, ..., c we have:
M(p) = AppR(p)(M).
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2. Suppose that M = SyzRj (N) for some R-module N with j > depth Q−depth N .
For every p = 1, ..., c we have:
M(p) = Syz
R(p)
j (N).
3.2.3 The Betti Degree Conjecture
We have seen in the introduction that the Betti numbers of every finitely generated
module over a complete intersection are eventually determined by two polynomials of
the same degree with the same leading coefficient (see Theorem 3.2.18 below). In this
section we examine the leading coefficient more closely by exploring the Betti Degree
Conjecture. We begin with a definition:
Definition 3.2.16. ([4], Section 4.2) Let (R,m, k) be a Noetherian local ring and let
M be a finitely generated R-module. The complexity of M as an R-module, denoted
cxR M , is
cxR M = inf{d ∈ N | βRn (M) 6 βnd−1 for some real number β and for all n 0}.
In the same way that the Auslander-Buchsbaum-Serre Theorem classifies regular
local rings as those for which all modules have finite projective dimension, we have
the following result of Gulliksen [23] which classifies complete intersections in terms
of polynomial growth of Betti numbers:
Theorem 3.2.17. ([23], Theorem 2.3) For a Noetherian local ring (R,m, k), the
following are equivalent:
a) R is a complete intersection.
b) cxR M <∞ for all finitely generated R-modules M .
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c) cxR k <∞.
We now recall a result stated in the introduction due to Avramov-Buchweitz:
Theorem 3.2.18. ([5], Theorem 7.3) Let (R,m, k) be a local complete intersection,
and let M be a finitely generated R-module of complexity d > 1. Then there exist
a positive integer β-degR(M) and polynomials peven(t) and podd(t) ∈ Q[t] of degree
6 d− 2 such that
βRn (M) =
β-degR(M)
2d−1(d− 1)!n
d−1 +

peven(n) for even n 0
podd(n) for odd n 0
The Betti Degree Conjecture states that, in the setting above, there is an inequal-
ity β-degR(M) > 2d−1. In [5], Avramov-Buchweitz remark that the conjecture holds
for all modules M over all complete intersections R such that cxR M 6 2. They also
note that the conjecture holds for the residue field of a complete intersection of arbi-
trary codimension. In the main result of this section, we show that the Betti Degree
Conjecture holds whenever the module in question has its Betti numbers governed by
exactly one polynomial:
Proposition 3.2.19. Let (R,m, k) be a local complete intersection and let M be a
finitely generated R-module of complexity d > 1. If the Betti numbers of M are
eventually given by a single polynomial, i.e., βRn (M) = p(n) for all n  0 for some
p(t) ∈ Q[t], then 2d−1 | β-degR(M). In particular, β-degR(M) > 2d−1.
Proof. Perhaps after passing to a high syzygy of M , we may assume without loss of
generality that βRn (M) = p(n) for n > 0. Then by Theorem 3.2.18 we may write
p(n) =
β-degR(M)
2d−1(d− 1)!n
d−1 + pd−2nd−2 + · · · .
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In particular, we note that p(t) takes on integer values for all t ∈ N. Next, define a
new function ∆1(n) := p(n + 1) − p(n). Then for each 1 < i 6 d − 1 set ∆i(n) :=
∆i−1(n+1)−∆i−1(n). Note that each ∆i is an integer valued function. We now claim
that for each i the leading term of ∆i is
β-degR(M)
2d−1(d−1−i)!n
d−1−i. To see this, we proceed by
induction on i.
For i = 1, we have
∆1(n) = p(n+ 1)− p(n)
=
(
β-degR(M)
2d−1(d−1)!(n+ 1)
d−1 + · · ·
)
−
(
β-degR(M)
2d−1(d−1)!n
d−1 + · · ·
)
= β-degR(M)
2d−1(d−1)!
(
d−1
1
)
nd−2 + · · ·
= β-degR(M)
2d−1(d−1−1)!n
d−1−1 + · · ·
Now suppose the result holds for all 1 6 j < i 6 d− 1. Then
∆i(n) = ∆i−1(n+ 1)−∆i−1(n)
=
(
β-degR(M)
2d−1(d−i)! (n+ 1)
d−i + · · ·
)
−
(
β-degR(M)
2d−1(d−i)!n
d−i + · · ·
)
= β-degR(M)
2d−1(d−i)!
(
d−i
1
)
nd−i−1 + · · ·
= β-degR(M)
2d−1(d−1−i)!n
d−1−i + · · · ,
which gives the desired form. In particular, ∆d−1 is an integer-valued function satis-
fying
∆d−1(n) =
β-degR(M)
2d−1(d− 1− (d− 1))!n
d−1−(d−1) =
βdegR(M)
2d−1
.
It follows that 2d−1 | β-degR(M), and so in particular β-degR(M) > 2d−1.
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3.2.4 Betti Numbers and HMF Modules
As we have seen, over a complete intersection R = Q/(f1, ..., fc) of codimension c
every finitely generated R-module M has a sufficiently high syzygy that is stable
with respect to some generic choice of minimal generators of (f1, ..., fc). Given the
explicit construction of the minimal R-free resolutions of stable syzygy modules, we
are able to describe the Poincare´ series and the Betti degrees of such modules.
With the notation above, let M be a finitely generated R-module that is stable
with respect to f1, ..., fc. Then M is a HMF module ([19], Theorem 7.2.1). Among
many other things, this implies that M comes with two finitely generated free Q
modules A1, A0, filtrations
0 ⊆ As(1) ⊆ · · · ⊆ As(c) = As for s = 0, 1
and direct sum decompositions As(p) = As(p− 1)⊕Bs(p) for s = 0, 1 and 1 < p 6 c
(we also set As(1) = Bs(1) for s = 0, 1). It turns out that these free modules are key
players in determining the Betti numbers of M , as the following result shows:
Theorem 3.2.20. ([19], Corollary 5.2.1) Keeping the notation from above, suppose
M is a HMF module over R with respect to f1, ..., fc. Then the Poincare´ series of M
over R has the form
PRM(t) =
c∑
p=1
1
(1− t2)c−p+1 ( rankR(B1(p)) · t+ rankR(B0(p)) ) .
Moreover, the Betti numbers of M over R are given by the following two polynomials:
bMeven(2t) =
c∑
p=1
(
c− p+ t
c− p
)
rankR(B0(p))
40
bModd(2t+ 1) =
c∑
p=1
(
c− p+ t
c− p
)
rankR(B1(p)).
Note: In ([19], Corollary 5.2.3) it is shown that if
γ = min
16q6c
{q | rankR(B0(q)), rankR(B1(q)) 6= 0},
then rankR(B0(γ)) = rankR(B1(γ)) (this last equality reflects the fact that the “bot-
tom layer” of a HMF always comes from a classical matrix factorization). So, if M is
a HMF module over R with respect to f1, ..., fc and we have
γ = min
16q6c
{q | rankR(B0(q)), rankR(B1(q)) 6= 0},
then ([19], Corollary 5.2.3) yields an equality
β-degR(M) = rankR(B0(γ)) = rankR(B1(γ)).
3.3 The Matrix Factorization Conjecture
In our final section, we examine the Matrix Factorization Conjecture in the local set-
ting. We first show that it implies the Total Rank Conjecture and the Betti Degree
Conjecture for modules of maximal complexity over complete intersections. After list-
ing some situations for which the Matrix Factorization Conjecture holds, we produce
a family of counterexamples which build off of the Iyengar-Walker construction.
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3.3.1 Relationship with other Conjectures
We begin by showing that the Matrix Factorization Conjecture implies the Total
Rank Conjecture.
Proposition 3.3.1. If the Matrix Factorization Conjecture is true, then the Total
Rank Conjecture is true for regular local rings.
Proof. Let M 6= 0 be a finite length Q-module, where (Q, n, k) is a regular local ring
of dimension d. Then a positive power of n annihilates M , and so in particular there
is some regular element g ∈ n such that g ·M = 0. Setting f = g2 we see that M is
a finite length module over R = Q/(f). Moreover, f = g2 ∈ n(0 :Q M), and so the
Shamash resolution is a minimal R-free resolution of M by Proposition 3.1.2. This
yields an equality of Poincare´ series
PRM(t) =
PQM(t)
(1− t2) .
Now fix j > d. Then we have an equality
βRj (M) =
∑
i>0
βQ2i(M) =
∑
i>0
βQ2i+1(M).
As we are assuming the validity of the Matrix Factorization Conjecture, we know
that βRj (M) > 2d−1, and so
d∑
i=0
βQi (M) =
∑
i>0
βQ2i(M) +
∑
i>0
βQ2i+1(M) > 2d−1 + 2d−1 = 2d.
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Proposition 3.3.2. If the Matrix Factorization Conjecture is true, then the Betti
Degree Conjecture is true for modules of maximal complexity.
Proof. Let (R,m, k) be a complete intersection of codimension c, sayR = Q/(f1, ..., fc),
and let M be a finitely generated R-module of complexity c with minimal free reso-
lution F•. We begin by making a series of reductions.
Since the Betti numbers of M remain unchanged after passing to a faithfully flat
extension, we may assume that Q (and R) has an infinite residue field. Next, we
may pass to a high syzygy and assume M is MCM over R. Now let x be a maximal
R-regular sequence in m \ m2. Then x is an M -regular sequence as well, and so
F• ⊗ R/(x) is the minimal R/(x)-free resolution of M/xM ([10], Proposition 1.1.5).
Thus, we may assume from the outset that R is an artinian complete intersection
of codimension c and M has finite length. By passing to a high syzygy again, and
perhaps after relabeling the generators of the ideal (f1, ..., fc), we may use Theorem
3.2.12 to assumeM is a stable syzygy with respect to f1, ..., fc and thatM ∼= SyzRj (N)
with j > c and N a finite length R-module without free summand.
We have the equality 1 = min{p | B0(p), B1(p) 6= 0}. Moreover, by Theorem
3.2.15 there is an isomorphismM(1) ∼= SyzR(1)j (N), with R(1) = Q/(f1). But now we
have that M(1) is a stable syzygy of complexity one that is a high syzygy of a finite
length module over a dimension d− 1 hypersurface. Thus, the Matrix Factorization
Conjecture implies that β
R(1)
0 (M(1)) = rankR(B0(1)) > 2d−1. But now using the note
after Theorem 3.2.20, we get β-degR(M) > 2d−1, which is the desired result.
We close by noting that Avramov-Buchweitz showed that the Betti Degree Conjecture
implies the Total Rank Conjecture ([5], Example 7.4).
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3.3.2 Examples of Small Dimension and Loewy Length
In this section we collect some examples in which the Matrix Factorization Conjecture
holds. We begin with hypersurfaces of small dimension:
Proposition 3.3.3. Let (R,m, k) be a local hypersurface of dimension d = 0 or d = 1.
Then the Matrix Factorization Conjecture holds for R.
Proof. If d = 0 the result is trivial: the ith Betti number of any module of infinite
projective dimension is at least 2d = 1 for all i > 0.
Now suppose d = 1, and let M be a finite length R-module of infinite projective
dimension. Then rankR(M) = 0. Thus, γ
R
i (M) = rankR(Syz
R
i (M)) is well defined for
all i > 0 ([10], Proposition 1.4.5). Suppose βRi (M) = 1 for some i > 2. This yields
an exact sequence
0→ SyzRi+1(M)→ R→ SyzRi (M)→ 0.
It follows that one of SyzRi (M) or Syz
R
i+1(M) has rank 0, and so one of these modules
is annihilated by an R-regular element, which is a contradiction.
Our final proposition in this section shows that for a fixed hypersurface R = Q/(f)
with a residue field k of characteristic different from 2, there is a class of finite length
R-modules for which the Matrix Factorization Conjecture holds. We recall that for
a finitely generated module M over a local ring (R,m, k), the Loewy length of M is
given by
``R(M) = inf{n ∈ N | mnM = 0}.
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Proposition 3.3.4. Let (Q, n, k) be a regular local ring of dimension d + 1, with
char k 6= 2, let f ∈ nj, and set R = Q/(f). If M 6= 0 is an R-module such that
``R(M) = m < j, then the Matrix Factorization Conjecture holds for M .
Proof. Since ``Q(M) = ``R(M) = m, we see that f ∈ nj = nnj−1 ⊆ n(0 :Q M).
Letting U• be a minimal Q-free resolution of M and choosing a system of higher
homotopies σ of f , we know that Sh(U•,σ) is a minimal R-free resolution of M by
Proposition 3.1.2. Because char k 6= 2 and Q is regular, we know from [31] that the
Total Rank Conjecture holds for Q. Hence, we have an inequality
d+1∑
n=0
βQn (M) > 2d+1.
By the construction of the Shamash resolution, we obtain the inequality
βRn (M) =
1
2
(
d+1∑
n=0
βQn (M)
)
> 1
2
· 2d+1 = 2d
for all n > d, which is the desired result.
3.3.3 Kno¨rrer Periodicity
In this section we use the Buchweitz Equivalence ([12], Theorem 4.4.1) to show that
the validity of the Matrix Factorization Conjecture is preserved under change of rings
in certain situations. To do this, it will be necessary to recall the theory of Kno¨rrer
Periodicity from [25].
For the rest of the section we will use the following notation. Let (Q, n, k) be a
regular local ring of dimension d with char k 6= 2, let f ∈ n2 be nonzero, and set
R = Q/(f). Following [25], we define R# = Q[[z]]/(f + z2) to be the double branched
cover of R, which is a hypersurface ring of dimension d. We can of course repeat this
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procedure, which yields R## = Q[[u, v]]/(f + uv), a hypersurface ring of dimension
d + 1 (here we use that char k 6= 2 to replace f + z2 + w2 with f + uv). Note that
any R-module admits an R#-module structure via the natural projection R#  R
sending z to 0, and similarly for R##.
Next we define a functor F : mf(Q, f)→ mf(Q[[u, v]], f + uv) from ([25], Section
3). Given (ϕ : F → G,ψ : G→ F ) ∈ mf(Q, f), set F (ϕ, ψ) to be

u ψ
ϕ −v
 : H → H,
v ψ
ϕ −u
 : H → H
 .
where H = (F ⊕ G) ⊗Q Q[[u, v]]. From now on we omit the free modules in the
description of the matrix factorizations. For a morphism (α, β) in mf(Q, f), set
F (α, β) to be

α 0
0 β
 ,
α 0
0 β

 .
It can be shown that F induces a functor F : [mf(Q, f)] → [mf(Q[[u, v]], f + uv)].
Moreover, we have the following result:
Theorem 3.3.5. ([25], Theorem 3.1) The functor F is an equivalence of categories
between [mf(Q, f)] and [mf(Q[[u, v]], f + uv)].
In this situation we say that the hypersurface rings R and R## are Kno¨rrer equivalent.
Although we will have a result stated in terms of Kno¨rrer equivalence, we will
actually be more interested in a functor # : [mf(Q, f)] → [mf(Q[[z]], f + z2)], which
we now recall.
Proposition 3.3.6. ([32], Chapter 12) Let (Q, n, k) be a regular local ring, let f ∈ n2
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be a Q-regular element, and set R = Q/(f). Then there is a functor # : [mf(Q, f)]→
[mf(Q[[z]], f + z2)] given on objects by
(ϕ, ψ) 7→

ψ −z
z ϕ
 ,
 ϕ z
−z ψ

 .
Remark 3.3.7. As it will come in handy later, we will note that

ψ −z
z ϕ
 ,
 ϕ z
−z ψ

 ∼=

 ϕ z
−z ψ
 ,
ψ −z
z ϕ

 .
Note that # also yields a functor  = cokR# ◦# ◦ cok−1R : MCM(R)→ MCM(R#). A
nice feature of the # functor is that there is a sense in which it preserves syzygies. We
make this notion precise with the following two results, the second of which appears
in the argument of a more general result in [19].
Proposition 3.3.8. ([32], Lemma 12.3) IfM is a MCM R-module with no nontrivial
free summands, then
(M) = SyzR
#
1 (M),
where M is regarded as an R#-module via restriction of scalars along R#  R.
Proposition 3.3.9. ([19]) If M is a finitely generated R-module and M ′ = SyzR1 (M),
then SyzR
#
i (M
′) ∼= SyzR#i+1(M) for all i > 1.
The second Proposition yields the following:
Corollary 3.3.10. If M is a finitely generated R-module and M ′ = SyzRj (M) for
some j > 0, then SyzR
#
i (M
′) = SyzR
#
i+j(M) for all i > 1.
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Proof. We proceed by induction on j. The case j = 1 is the previous proposition. If
j > 1, then for all i > 1 we have
SyzR
#
i (M
′) = SyzR
#
i (Syz
R
j−1(Syz
R
1 (M))) = Syz
R#
i+j−1(Syz
R
1 (M)) = Syz
R#
i+j(M).
Now suppose M is a finitely generated R-module of infinite projective dimension.
Then we can view M as a (nonzero) object in Dbsing(R). In [12], Buchweitz uses the
theory of MCM approximations to show that in Dbsing(R), the moduleM is equivalent
to SyzR2j(M) for some (and hence for all) j >
d
2
. Now consider the following diagram:
Dbsing(R)
i−1R //
α

MCM(R)
cok−1R //


[mf(Q, f)]
#

Dbsing(R
#)
i−1
R# //MCM(R#)
cok−1
R# // [mf(Q[[z]], f + z2)]
where α is the restriction of scalars functor induced by the ring map R#  R.
First, recall that for all i  0, SyzR#i+2j(M) ∼= SyzR
#
i (Syz
R
2j(M)). Moreover, by
Remark 3.3.7 and Proposition 3.3.8 we see that
(i−1R (M)) = (Syz
R
2j(M))
= SyzR
#
1 (Syz
R
2j(M))
= SyzR
#
2j+1(M)
∼= SyzR#2j+2(M)
= i−1
R#
(α(M)).
By definition, the second square commutes, and so we see that the diagram commutes.
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Sending M through the top row, we see that it corresponds to a unique reduced
matrix factorization; namely (ϕ, ψ) = cok−1R (i
−1
R (M)). Thus, we can read off the
eventual Betti numbers of M from its image in [mf(Q, f)]. Repeating the same
process on the bottom row, we see that

ψ −z
z ϕ
 ,
 ϕ z
−z ψ

 = cok−1R#(i−1R#(α(M)))
is the reduced matrix factorization which describes the asymptotic structure of the
minimal R#-free resolution of M . This leads to the following result:
Proposition 3.3.11. Let (Q, n, k) be a regular local ring of dimension d+ 1, and let
f ∈ n2 be a Q-regular element. If the Matrix Factorization Conjecture holds for the
ring R# = Q[[z]]/(f + z2), then the Matrix Factorization Conjecture holds for the
ring R = Q/(f).
Note: Iterating this result and taking the contrapositive yields Proposition 1.0.13
from the Introduction.
Proof. Let M be a finite length R-module of infinite projective dimension, and sup-
pose its minimal R-free resolution is eventually desribed by the reduced matrix fac-
torization (ϕ, ψ). Viewing M as an R#-module, we see from the preceding discussion
that its minimal R#-free resolution is eventually described by the reduced matrix
factorization 
ψ −z
z ϕ
 ,
 ϕ z
−z ψ

 .
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Since we are assuming that the Matrix Factorization Conjecture holds over R#, it
follows that the size of these matrices is at least 2d+1 × 2d+1. This means that the
size of the matrices ϕ and ψ is at least 2d × 2d, which gives the desired result.
We close by remarking that there is an alternate proof of the proposition that
goes as follows: since dim R# = d+ 1, R = R#/zR#, and dim R = d, it follows that
z is R#-regular ([10], Proposition A.4). Thus, we have an equality
PRM(t) =
PR#M (t)
(1 + t)
([4], Proposition 3.3.5). In particular, βR
#
n (M) = β
R
n (M) + β
R
n−1(M) for all n > 0.
Applying the hypothesis yields an inequality
2d+1 6 βR#n (M) = βRn (M) + βRn−1(M)
for n > d + 1. But for n > d + 1 we also have βRn (M) = β
R
n−1(M), and so
2d+1 6 2βRn (M) for n > d + 1. Dividing both sides by two gives the desired re-
sult.
Although the second proof requires less machinery, the first proof is useful in
the sense that if we are given explicit matrix factorizations describing the eventual
structure of an R-resolution of M , we can produce explicit matrix factorizations
describing the eventual structure of an R#-resolution of M .
3.3.4 Counterexamples
In this section we recall a construction of Iyengar-Walker from [24] which produces
counterexamples to a variety of conjectures pertaining to complexes of free modules.
For our purposes, we will be the most interested in their construction providing a
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counterexample to the Betti Degree Conjecture, which will in turn provide a coun-
terexample to the Matrix Factorization Conjecture. We then build off of their con-
struction to produce additional counterexamples, both to the Matrix Factorization
Conjecture and the Betti Degree Conjecture.
3.3.4.1 The Iyengar-Walker Construction
In what follows, (Q, n, k) is a regular local ring of dimension d > 8 with char k 6= 2 and
R = Q/(f1, ..., fc) is a complete intersection of codimension c satisfying the condition
that fi ∈ n3 for 1 6 i 6 c. Let Λ be an exterior algebra on a k-vector space with
basis e1, ..., ed. In [24], Iyengar-Walker produce an endomorphism on Λ having small
rank.
Proposition 3.3.12. ([24], Corollary 2.3) There is an element ω ∈ Λ2 such that
dimkKer(φ) + dimkCoker(φ) < 2
d,
where φ : Λ→ Λ denotes multiplication by ω.
Let M be a complex of R-modules with finitely generated total homology. As in
[24], we will define the Betti numbers of M by taking a semiprojective resolution, say
F , of M over R, and setting
βRi (M) = dimk Ext
i
R(M,k) = dimk H−i(HomR(F, k)).
Because M has finitely generated total homology, there is Laurent polynomial pM(t)
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such that
PRM(t) :=
∑
i∈Z
βRi (M)t
i =
pM(t)
(1− t2)c ,
(see [4], Remark 9.2.6). Also, pM(1) 6= 0 if and only if cxR(M) = c (see [4], Theorem
9.2.1). Finally, if c > 1 and M has complexity c, then pM(1) = 2β-degR(M) (see [24],
Section 4).
We now recall the structure of the modules Ext∗Q(k, k) and Ext
∗
R(k, k) (see [4],
Example 10.2.3). Since Q is a regular local ring, there is an isomorphism of k-algebras
Λ ∼= Ext∗Q(k, k).
Because of our assumption that the regular sequence f1, ..., fc is contained in n
3, we
obtain an isomorphism of k-algebras
Ext∗R(k, k) ∼= Λ⊗k S,
where S = k[χ1, ..., χc] is a polynomial ring such that each χi has cohomological
degree 2. Using this structure, together with the previous Proposition, one obtains
the following result:
Theorem 3.3.13. ([24], Theorem 4.1) Let (R,m, k) be a complete intersection of
codimension c with char k 6= 2 such that R = Q/(f1, ..., fc) with (Q, n, k) a regular
local ring and fi ∈ n3 for all 1 6 i 6 c. If e = embdim R > 8, then there exists a
fintely generated R-module N such that
0 < pN(1) < 2
e.
52
In particular, if R is artinian then we have c = e. Thus, the module N from the Theo-
rem is a counterexample to the Betti Degree Conjecture. By taking the contrapositive
of Proposition 3.3.2, we immediately obtain the following corollary:
Corollary 3.3.14. For each d > 7, there is a local hypersurface ring (R,m, k) with
char k 6= 2 and dim R = d for which the Matrix Factorization Conjecture fails.
3.3.4.2 Extending to the Quadratic Case
The methods of the previous section produce counterexamples to the Betti Degree
Conjecture for certain complete intersections R = Q/(f1, ..., fc) satisfying f1, ..., fc ∈
n3Q. By extension, the corresponding counterexamples to the Matrix Factorization
Conjecture all come from hypersurfaces of the form R = Q/(f) with f ∈ n3Q. In this
section we will produce counterexamples to the Matrix Factorization Conjecture with
f ∈ n2Q \ n3Q, and we will produce counterexamples to the Betti Degree Conjecture
without assuming that each fi is in n
3
Q.
In the case of the Matrix Factorization Conjecture, we have already done the nec-
essary work. By Proposition 3.3.11, if R = Q/(f) is a hypersurface for which the
Matrix Factorization Conjecture fails, then R# = Q[[z]]/(f + z2) is again a hyper-
surface for which the Matrix Factorization Conjecture fails. Making the necessary
adjustments for the Betti Degree Conjecture is a slightly more involved endeavor,
which we will now begin.
Let (Q, n, k) be a regular local ring of dimension d. Let R = Q/(f1, f2, ..., fc)
be a complete intersection of codimension c such that f1, ..., fc ∈ n3Q, and set R#1 =
Q[[z]]/(f1 + z
2, f2, ..., fc). The next two results serve to illustrate the relationship
between homological invariants over R and homological invariants over R#1 .
Lemma 3.3.15. R#1 is a complete intersection of codimension c. Moreover, the image
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of z in R#1 is a regular element.
Proof. By ([10], Proposition A.4), the first claim would follow if we could demonstrate
an equality dim R#1 := j = d − c + 1. We first note that dim R = d − c and that
R ∼= R#1 /zR#1 . We now obtain
dim R > dim R#1 − 1 ([10], Proposition A.4)
= j − 1
> (d− c+ 1)− 1 ([10], Proposition A.4)
= d− c.
This now forces j− 1 = d− c, and so we have dim R#1 = d− c+1. From this we also
see that dim R = dim R#1 − 1, from which we conclude that the image of z in R#1 is
a regular element.
Lemma 3.3.16. Let M be a finitely generated R-module. Then there are equalities
cxR(M) = cxR#1
(M) and 2β-degR(M) = β-degR#1
(M).
Proof. From ([4], Proposition 3.3.5) we have an equality
PRM(t) =
PR
#
1
M (t)
1 + t
,
which yields
βR
#
1
n (M) = β
R
n (M) + β
R
n−1(M) for all n > 1.
Both desired equalities now follow immediately.
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Having established these preliminaries, we can state our main result for the section.
Theorem 3.3.17. Let (Q, n, k) be a regular local ring of dimension 2n with n > 20,
let R = Q/(f1, f2, ..., f2n) be a complete intersection of codimension 2n with fi ∈ n3
for 1 6 i 6 2n, and set R#1 = Q[[z]]/(f1 + z2, f2, ..., f2n). If char k = 0, then there
exists a finitely generated R#1 -module M of complexity 2n such that
β-degR#1
(M) < 22n−1.
Proof. By ([24], Theorem 4.1), there is finitely generated R-module M of complexity
2n such that
β-degR(M) =
1
2
·
(
2(n+ 1)
n+ 1
)
.
By ([24], Remark 2.2), there is an inequality
1
2
(
2(n+ 1)
n+ 1
)
< 22n−1 · 4√
pi(n+ 1)
< 22n−2,
where the last inequality comes from the assumption that n > 20. Lemma 3.3.16 now
implies that
β-degR#1
(M) = 2β-degR(M) < 2 · 22n−2 = 22n−1,
which is the desired result.
Earlier we saw explicitly how to take reduced matrix factorizations over a hyper-
surface R = Q/(f) that were counterexamples to the Matrix Factorizations and turn
them into counterexamples over R# = Q[[z]]/(f + z2). It would be interesting to
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see if there was a similar correspondence between higher matrix factorizations that
yielded counterexamples to the Betti Degree Conjecture over R and R#1 .
3.3.5 Establishing a Linear Lower Bound
We have now seen that the Matrix Factorization Conjecture need not hold in general.
This leaves us with the following question: is there any general lower bound, de-
pending only on the dimension of the underlying hypersurface, for the size of matrix
factorizations appearing in the minimal free resolutions of finite length modules of
infinite projective dimension? And if so, what is the optimal lower bound? In this
section we establish a lower bound that is linear with respect to dimension. This
bound follows from a general principle regarding free complexes having finite length
total homology:
Proposition 3.3.18. Let (R,m, k) be a Noetherian local ring of dimension d > 0 and
let F• be a complex of finitely generated free R-modules such that 0 < `(H(F•)) <∞.
Also suppose there is a j > 0 such that for every x ∈ mj, multiplication on F• by x is
nullhomotopic. If Fi 6= 0, then there is an inequality
rankR(Fi−1) + rankR(Fi+1) > d.
Proof. Let F•, with differential ∂, be a complex as described in the statement, and
suppose Fj = R
nj for each j. We may assume, without loss of generality, that F• is a
minimal complex. Write ∂i = (aij) and ∂i+1 = (bij) as matrices with aij, bij ∈ R. Now
let x ∈ mj be nonzero. By assumption, there is a nullhomotopy between multiplication
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by x and 0. This gives a diagram
Rni+1
x

∂i+1 // Rni
β
{{
x

∂i // Rni−1
α
{{
x

Rni+1
∂i+1 // Rni
∂i // Rni−1
in which
∂i+1β + α∂i = x · IdRni
for some matrices α =
(
cxij
)
and β =
(
dxij
)
with entries in R (the superscripts merely
indicate that these ring elements may depend on the choice of x). Equating the top
left entries in the matrices coming from this equality yields
ni+1∑
`=1
b1`d
x
`1 +
ni−1∑
`=1
cx1`a`1 = x.
Letting I :=
(
a11, ..., ani−11, b11, ..., b1ni+1
) ⊆ R we see that x ∈ I. As x ∈ mj was
an arbitrary nonzero element, we see that mj ⊆ I ⊆ m (where the last containment
follows from the minimality of F•). Hence, ht(I) = ht(m) = dim R = d. On the other
hand, we know from Krull’s Principal Ideal Theorem that
ht(I) 6 µ(I) 6 ni−1 + ni+1,
which yields the desired result.
Corollary 3.3.19. Let (R,m, k) be a local hypersurface ring of dimension d, and let
M be a finite length R-module of infinite projective dimension. Then for all n > d+1
there is an inequality βRn (M) > d2 .
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Proof. We may assume d > 0. Let F• be a minimal R-free resolution of M . Then
0 < `(H(F•)) = `(M) < ∞, and for j = ``R(M) > 0, multiplication on F• by
each x ∈ mj is nullhomotopic. Thus, Proposition 3.3.18 applies to F•. Choosing
n > d + 1, we see that βRn−1(M) = β
R
n (M) = β
R
n+1(M) ([18], Theorem 6.1). The
previous Proposition yields an inequality βRn−1(M) + β
R
n+1(M) > d. Thus,
βRn (M) =
1
2
(βRn−1(M) + β
R
n+1(M)) >
d
2
,
which is the desired result.
Proposition 3.3.18 also has applications to finite free resolutions:
Corollary 3.3.20. Let (R,m, k) be a Noetherian local ring of dimension d, and let
M 6= 0 be a finite length R-module of finite projective dimension. Then there is an
inequality
d∑
i=0
βRi (M) >
1
2
(d2 + d).
Proof. We may assume d > 0. Let F• be a minimal R-free resolution of M . Since M
is nonzero and has finite length, we know that pdR(M) = d. Proposition 3.3.18 now
yields
2
d∑
i=0
βRi (M) = 2
d∑
i=0
rankR(Fi)
> rankR(F0) + 2
d−1∑
i=1
rankR(Fi) + rankR(Fd)
=
d∑
i=0
(rankR(Fi−1) + rankR(Fi+1))
> (d+ 1)d.
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We remark that this result also follows from Theorem 3.3.22 below. The bound
from the previous result is in the same vein as one found in [6], where they demonstrate
a lower bound
d∑
i=0
βRi (M) >
3
2
(d− 1)2 + 8
for d > 5 (which is strictly greater than the lower bound from Corollary 3.3.20).
We conclude with a more general application of Proposition 3.3.18. First we re-
quire a definition. For a ring R, we say that a perfect complex is a bounded complex of
finitely generated projective R-modules (we take this as the “non-derived” definition
of perfect).
Lemma 3.3.21. Let (R,m, k) be a Noetherian local ring and let F• be a perfect
complex such that 0 < `(H(F )) < ∞. Then HomR(F•, F•) is a perfect complex with
`(H(F )) <∞.
Proof. Clearly HomR(F•, F•) is a perfect complex. As for the statement about its
homology, let p be a prime ideal of R different from m. First, we have the usual
localization isomorphism
HomR(F•, F•)p ∼= HomRp((F•)p, (F•)p).
Note that (F•)p is a perfect complex over Rp, and in particular it is semiprojective
([17], Proposition 5.2.9). (F•)p is also acyclic by assumption, and so it follows that
HomRp((F•)p, (F•)p) is acyclic as well. Hence the homology of HomR(F•, F•) is sup-
ported at the maximal ideal, and so it has finite length.
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Theorem 3.3.22. Let (R,m, k) be a Noetherian local ring of dimension d, and let
F• be a perfect complex such that 0 < `(H(F )) <∞. Then
∑
i∈N
rankR(Fi) > 12(d2+d).
Proof. As before, we may assume without loss of generality that d > 0 and that F•
is a minimal complex. Also, perhaps after a suspension, we may assume that F• is
concentrated in homological degrees 0 through n for some 0 < n < ∞. The New
Intersection Theorem (see [27]) implies that n > d. By Lemma 3.3.21, HomR(F•, F•)
has finite length homology. Hence, there is a power j > 0 of m such that mj · [idF• ] = 0
in H0(HomR(F•, F•)). Thus, there is a positive integer j such that multiplication by
x on F• is nullhomotopic for every x ∈ mj.
Using Proposition 3.3.18, we see that for each 0 6 i 6 n there is an inequality
rankR(Fi−1) + rankR(Fi+1) > d.
But then we have
2
n∑
i=0
rankR(Fi) > rankR(F0) + 2
n−1∑
i=1
rankR(Fi) + rankR(Fn)
=
n∑
i=0
(rankR(Fi−1) + rankR(Fi+1))
> (n+ 1)d
> (d+ 1)d.
Dividing by two yields the desired result.
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