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sections to contain a prescribed closed subscheme (with some necessary conditions). As a consequence, we obtain a generalization of the Bertini irreducibility theorem over finite fields by Charles-Poonen. The Bertini problem for normality (of hyperplane sections) was raised for the first time in a joint paper of H. Muhly and O. Zariski [20] as part of their attempt to prove resolution of singularities. The question of Muhly-Zariski over infinite fields was answered by Seidenberg [25] . However, this question does not yet have an answer over finite fields.
We provide an answer to this question in a stronger form where we allow the hypersurface section to contain a prescribed closed subscheme with some condition. Over infinite fields, our proofs provide a much simplified and generalized version of Seidenberg's Bertini theorem.
The Bertini theorems for geometrically reduced and geometrically integral schemes are known over infinite fields (e.g., see [1, Theorem 1] and [18, Théoréme 6.3] ). However, such results are unknown if the given variety is only reduced (or integral), especially if we ask our hypersurface section to contain a prescribed closed subscheme. In this manuscript, we resolve these problems.
At present, very little is known about Bertini theorems for various properties of quasiprojective schemes over a base which is not a field. Such theorems turn out to be very useful whenever we need to use models for quasi-projective schemes defined over the quotient field of a discrete valuation ring. They have many applications in the study of class field theory and algebraic cycles over local fields. The Bertini-regularity theorem for schemes which are regular, flat and projective over a discrete valuation ring and whose reduced special fibers are strict normal crossing divisors was proven by Jannsen-Saito [17] and Saito-Sato [23] . The normal crossing condition in the results of Jannsen-Saito and Saito-Sato was removed by Binda-Krishna in [3, Proposition 2.3] . To our knowledge, apart from the above result, no other Bertini type result seems to be known for schemes over a discrete valuation ring. In this manuscript, we generalize the results of Jannsen-Saito, Saito-Sato and Binda-Krishna to arbitrary quasi-projective schemes.
1.2. Applications. The results of this manuscript were motivated by the need for Bertini-normality and integrality theorems over finite fields in geometric class field theory and the theory of Levine-Weibel Chow group of 0-cycles on singular varieties over and finite and infinite imperfect fields. The main problem of geometric class field theory is to describe the abelian field extensions of the function field of a variety over a finite field in terms of motivic objects such as 0-cycles. This problem is very well studied for smooth varieties. But there has not been much progress on this question in the presence of singularities.
We use the Bertini-normality theorem of this manuscript to study this problem for normal projective varieties over finite fields in [12] . The Bertini theorems of this manuscript are also used critically in the main proofs of [5] and [6] . The results of this manuscript also allow the generalization of the main results of [3] to imperfect fields.
The Bertini-normality theorem over finite fields can also be useful in the study of the Levine-Weibel Chow group of normal projective varieties over p-adic fields.
Poonen's closed points sieve method that we use in our proofs over finite fields can be useful in proving Bertini theorems for other properties of schemes over finite fields as well. The Bertini theorems for strongly F -regular and F -pure schemes over finite fields are studied in [10] . Such results over algebraically closed fields are due to Schwede-Zhang [24] .
1.3. Notations. In this manuscript, all rings will be assumed to be commutative (with unity) and Noetherian. If k is a field, we shall let Sch k denote the category of finite type separated schemes over k. For X, Y ∈ k, we shall write X × Spec (k) Y simply as X × Y . If k ⊂ k ′ is a field extension, we shall let X k ′ = X × Spec (k ′ ). For a Noetherian scheme X, we shall let Irr(X) denote the set of all irreducible components of X.
If H f ⊂ P n k = Proj(k[x 0 , . . . , x n ]) is the hypersurface defined by a homogeneous polynomial f , and if k ⊂ k ′ is a field extension, we shall usually denote (H f ) k ′ simply by H f whenever k ′ is given. We shall let k denote a fixed algebraic closure of k. For X ⊂ P n k ′ (or a subset of P n k ) and f ∈ k[x 0 , . . . , x n ] homogeneous, we shall write X ∩(H f ) k ′ (or X ∩H f ) as X f . For a locally closed subscheme X ⊂ P n k , we shall let X denote the scheme-theoretic closure of X in P n k . We shall write X (q) (resp. X (q) ) for the set of codimension (res. dimension) q points on X.
The key lemmas
In this section, we prove the key lemmas. This includes the Bertini theorem for regularity over infinite (but possibly imperfect) fields. We shall use these results in the latter sections to prove our main Bertini theorems.
Since the assertion of the lemma is a local question, we can replace X by the local integral domain O X,z 1 . Since this latter ring is also Noetherian and catenary, the lemma is reduced to showing that if R is a catenary Noetherian local integral domain with maximal ideal m and p ⊊ m is a prime ideal, then dim(R p ) + dim(R p) = dim(R). But this is a well known consequence of the catenary property of a Noetherian local integral domain (see [19, Chapter 5, pp . 31]).
2.2.
The key lemma. We shall say that a scheme X is locally embeddable in a regular scheme if every point of X has an affine neighborhood which is a closed subscheme of a Noetherian regular scheme (see [13, Proposition 5.11.1] ). The key lemma for proving the Bertini theorem for (R a +S b )-schemes over any field is the following result of independent interest. Lemma 2.3. Let X be a Noetherian separated scheme of pure dimension d ≥ 0. Assume that X is catenary and locally embeddable in a regular scheme. Assume that X is an S r -scheme for some integer r ≥ 0. Let Σ r X = {x ∈ X dim(O X,x ) ≥ r + 1 and depth(O X,x ) = r} . Then Σ r X is a finite set. Proof. For any integer n ≥ r + 1, we let T n = {x ∈ X dim(O X,x ) = n and depth(O X,x ) = r}.
T n . Hence, it suffices to show that each T n is a finite set. For any integer m ≥ 0, let
Here, we assume that the codepth of a field is zero. Since X is locally embeddable as a closed subscheme of a regular scheme, it follows from Auslander's theorem (see [13, Proposition 6.11.2] ) that x ↦ codepth(O X,x ) is an upper semi-continuous function on X. In particular, each W m is a closed subset of X. Furthermore, no irreducible component of X can be contained in W m if m ≥ 1 since the codepth of every generic point of X is zero. We shall consider W m as a closed subscheme of X with the reduced induced closed subscheme structure.
To prove the lemma, suppose on the contrary that T n is infinite for some n ≥ r + 1. Since T n ⊆ W n−r and the latter subset is closed, it follows that W n−r is a closed subset of X of dimension at least one. Moreover, as W n−r can have only finitely many generic points and T n is infinite, we see that infinitely many points of T n do not belong to the set of generic points of W n−r . It follows that we can find distinct points x ∈ T n and y ∈ W n−r such that x ∈ W ′ n−r ∶= {y} and dim(W ′ n−r ) ≥ 1. Note now that as dim(O X,x ) = n and {x} ⊊ {y}, we must have dim(O X,y ) ≤ n − 1. Suppose that dim(O X,y ) = n − 1. Then we obtain a point y ∈ X such that dim(O X,y ) = n − 1 ≥ r and depth(O X,y ) ≤ (n − 1) − (n − r) = r − 1. But this is absurd as every local ring of X of codimension at least r has depth also at least r by our assumption.
Suppose next that dim(O X,y ) ≤ n − 2. Let X ′ ⊂ X be an irreducible component of X which contains W ′ n−r . We then get a chain of irreducible closed subschemes {x} ⊊ W ′ n−r ⊊ X ′ in X. Note here that n − r ≥ 1. Let m = codim({x}, W ′ n−r ) > 0 denote the codimension of {x} in W ′ n−r and let {x} = X 0 ⊊ ⋯ ⊊ X m = W ′ n−r be a chain of irreducible closed subsets. Let x 1 ∈ X 1 denote the generic point of X 1 . We must then have dim(O X 1 ,x ) = codim({x}, X 1 ) = 1. Since X is Noetherian and catenary, Lemma 2.2 says that dim(O X,
We therefore get distinct points x ≠ x 1 in W ′ n−r such that {x} ⊊ {x 1 } and dim(O X,x 1 ) = n − 1. It follows as before that depth(O X,x 1 ) ≤ r − 1. Since n − 1 ≥ r, we again obtain a point x 1 ∈ X such that dim(O X,x 1 ) ≥ r and depth(O X,x 1 ) ≤ r − 1 and this contradicts our assumption. The lemma is therefore proven.
Since a complete Noetherian local ring is a quotient of a Noetherian regular local ring (see [19, Theorem 29.4] ) and in particular, is universally catenary, we obtain the following. This result will be used in our proof of the Bertini theorem over a discrete valuation ring in § 8.
Corollary 2.4. Let X be essentially of finite type over a Noetherian regular ring. Then it satisfies the assertion of Lemma 2.3. In particular, if X is essentially of finite type over a Noetherian complete local ring, then it satisfies the assertion of Lemma 2.3.
2.3.
Bertini-regularity over infinite fields. Recall that a Noetherian scheme is regular if all its local rings are regular local rings. We shall first prove a Bertini theorem for regularity using a result of Seidenberg [25] . This result for regular projective schemes was proven by Flenner (see [9, Corollary 3.4.14] ). We emphasize however that the result below can not be deduced from Flenner's Bertini theorem because the latter requires the projective scheme to be everywhere regular. In the rest of § 2, we fix an infinite field k. Lemma 2.5. Let X be an equi-dimensional quasi-projective scheme over k with a locally closed embedding X ⊂ P n k . Let d ≥ 1 be any integer. We can then find a dense open subscheme U of the linear system H 0 (P n k , O P n k (d)) such that every H ∈ U(k) has the property that the hypersurface section X ∩ H is regular at every point of H ∩ X reg .
Proof. We can replace X by X reg which allows us to assume that X is regular. We can replace P n k by its d-uple Veronese embedding which allows us to assume that d = 1. We now let X denote the scheme-theoretic closure of X in P n k . Since X is reduced, X is the topological closure of X with its reduced induced closed subscheme structure.
By [25, Theorem 1] , there is a dense open subscheme U of the linear system H 0 (P n k , O P n k (1)) such that for every H ∈ U(k), the hypersurface section X ∩ H is regular at every point of X reg ∩ H. We remark that Seidenberg assumes in the statement of his theorem that X is irreducible, but never uses it in his proof. He uses this extra condition only in the latter sections of his paper. Since X is open in X, it follows that X ∩ H is regular at every point of X reg ∩ H.
The following result is a Bertini-regularity theorem for hypersurfaces containing a finite closed subscheme. For a locally closed subscheme X ⊂ P n k and a closed immersion Z ⊂ X, we let Z be the scheme-theoretic closure of Z in P n k . For any closed subscheme Y ⊂ P n k , we let I Y ⊂ O P n k denote the sheaf of ideals defining Y . Proposition 2.6. Let X ⊂ P n k be as in Lemma 2.5 and let Z ⊂ X reg be a reduced finite closed subscheme of P n k . Then for all d ≫ 0, we can find a non-empty dense open subscheme U of the linear system H 0 (P n k , I Z (d)) such that every H ∈ U(k) has the property that the hypersurface section X ∩ H contains Z and is regular at every point of X reg ∩ H.
Proof. The proposition is trivial if dim(X) = 0. We shall therefore assume that dim(X) ≥ 1. We let X denote the scheme-theoretic closure of X in P n k . Since X is reduced, X is the topological closure of X with its reduced induced closed subscheme structure. Let I Z ⊂ O P n k denote the sheaf of ideals defining Z. We let S d = H 0 (P n k , O P n k (d)), I d = H 0 (P n k , I Z (d)) and V = X ∖ Z. We shall assume that d is large enough so that I Z (d) is globally generated.
Combining it with the given inclusion V ⊂ X ⊂ P n k and following the result with the Segre embedding, we get a locally closed embedding
. This embedding is clearly defined by the natural surjection
We thus get a commutative diagram
where all maps are locally closed embeddings and Y ⊂ P(I d+1 ) is some closed subscheme.
Since α is a locally closed embedding, it follows from Lemma 2.5 that there is a dense open subscheme U of the linear system H 0 (P(I d+1 ), O(1)) such that for every H ∈ U(k), the hyperplane section V ∩ H is regular at every point of V reg ∩ H. Since the embedding V ⊂ P n k followed by the Veronese embedding P n k ↪ P(S d ) factors through α, it follows that for all d ≫ 0, we can find a dense open subscheme U of the linear system H 0 (P n k , I Z (d)) such that for every H ∈ U(k), the hypersurface section X ∩ H is regular at every point of V reg ∩H. To complete the proof of the proposition, it remains to show that for every x ∈ Z (note that Z is finite) and d ≫ 0, there is a dense open subscheme U x ⊂ H 0 (P n k , I Z (d)) such that for every H ∈ U x (k), the hypersurface section X ∩ H is regular at x.
We write Z = {x} ∪ Z ′ with x ∉ Z ′ . Since Z is a finite reduced subscheme of P n k , we can write I Z = I {x} I Z ′ . This implies that
where the second equality occurs because {x} and Z ′ are disjoint. This implies that
On the other hand, the map H 0 (P n k ,
is surjective for d ≫ 0. We conclude that the canonical map of sheaves H 0 (P n k ,
Let m x denote the maximal ideal of the local ring O X,x . Then we have the surjection
x , it follows from the above that the canonical map of k(x)-vector spaces
x is surjective for d ≫ 0. But this implies from (2.2) that its restriction H 0 (P n k , I Z (d)) → m x m 2
x can not be zero. Note that dim k(x) m x m 2 x = dim(X) ≥ 1. Let us call this restriction map ψ x . If we choose any element f ∈ H 0 (P n k , I Z (d)), then f will not die in m x m 2
x if and only if the hypersurface H f contains Z and X ∩ H f is regular at x. Note that this uses our assumption that x ∈ X reg . Since P(Ker(ψ x )) is a proper closed subscheme of H 0 (P n k , I Z (d)) , it follows that there is a dense open subscheme U x ⊂ H 0 (P n k , I Z (d)) for d ≫ 0 such that every H ∈ U x (k) contains Z and X ∩ H is regular at x. This finishes the proof.
2.4.
Bertini for hypersurfaces containing a good subscheme. Let X ⊂ P n k be as in Lemma 2.5. Let m = dim(X). Let Z ⊂ P n k be a closed subscheme. We shall say that Z is 'good' if (1) no point of Z is the generic point of an irreducible or an embedded component of X and, (2) no point of Z is the generic point of any irreducible component of X sing . Let T ⊂ P n k be a finite closed subscheme. Let Σ ⊂ X be a finite set of (not necessarily closed) points such that (T ∪ Σ) ∩ Z ∩ X = ∅. Assume that X is generically reduced and Z is good. Lemma 2.7. For all d ≫ 0, there exists a non-empty dense open subscheme U of the linear system H 0 (P n k , I Z (d)) such that every H ∈ U(k) satisfies the following properties.
Proof. There is nothing to prove if m = 0. So we assume that m ≥ 1. Since X is generically reduced, it follows that X sing is a closed subscheme of X such that dim(X sing ) ≤ m−1. We consider X sing as a closed subscheme with its reduced induced structure. Let T 1 be the set of generic points of the irreducible and embedded components of X. Then T 1 is a finite set. We let T 0 denote the set of generic points of X sing . We let
Note that Z ∩ T 2 = ∅ by our assumption.
Since d ≫ 0, we know that I Z (d) is globally generated, where I Z is the sheaf of ideals on P n k defining Z. Since Z ∩ T 2 = ∅, we can choose a closed point in the closure of each of the points of the set T 2 such that this closed point does not lie in Z. If x is such a point, then there is a short exact sequence of Zariski sheaves
This yields a short exact sequence (for d ≫ 0) 0 → H 0 (P n k , I Z∪{x} (d)) → H 0 (P n k , I Z (d)) → k(x) → 0. It follows from this that for d ≫ 0, there is a dense open subscheme U x ⊂ H 0 (P n k , I Z (d)) such that every H ∈ U x (k) does not contain x. Let U be the intersection of these open subschemes running over the chosen closed points. Then every H ∈ U(k) will have the property that it will not meet T 2 . Since X ∩ H does not contain the generic point of any irreducible or embedded component of X, it follows that X ∩ H is an effective Cartier divisor on X of dimension m − 1. This finishes the proof.
For a Noetherian scheme X and a point x ∈ X, we let edim ′
. We shall call this number the 'analytic embedding dimension' of X at x. If X is essentially of finite type over k, we let Ω 1 X (x) = Ω 1 X k ⊗ O X k(x) and let edim x (X) be the number dim k(x) (Ω 1 X (x)). This is called the 'embedding dimension' of X at x. Note that this notion makes sense if k is any field. If k is perfect, then edim ′ x (X) ≤ edim x (X). If x is moreover a closed point, then edim ′ x (X) = edim x (X). If x ∉ X, we let edim ′ x (X) = edim x (X) = −1.
For any integer e ≥ 0, we let X e denote the subscheme of points x ∈ X such that edim x (X) = e. Since x ↦ edim x (X) is an upper semi-continuous function on X (see [16, Example III.12.7.2]), it follows that X e is a locally closed subscheme of X. We let edim(X) = max
Let X ⊂ P n k be a locally closed subscheme. If f ∈ H 0 (P n k , O P n k (d)) and x ∈ X is a closed point, we shall say that f ∈ m r X,x if the restriction of x −d i f to O X,x lies in m r X,x . Here, i ∈ {0, ⋯, n} is chosen such that x ∈ D + (x i ). Note that if we choose another j ∈ {0, ⋯, n} such that x ∈ D + (x j ), then x i x −j is a unit in O P n k ,x and hence in O X,x . The above notion is therefore well defined.
If x ∈ X is a closed point and Z ⊂ X is the closed subscheme defined by the ideal m r X,x , then we note that Z is a closed subscheme of P n k too. However, the reader should be warned that its defining ideal sheaf on P n k is different from m r X,x (unless r = 1). In fact, if X is the scheme-theoretic closure of X in P n k with the defining sheaf of ideals I X and if we let Z ′ = Spec (O P n k ,x m r P n k ,x ), then there is a short exact sequence
In what follows, we shall always work with the scheme Z and will keep in mind that it is a closed subscheme of P n k even if X itself may not. Lemma 2.8. Let X ⊂ P n k be as in Lemma 2.5. Let Z ⊂ P n k be a closed subscheme. Let x ∈ X be a closed point. Assume that edim ′ x (Z ∩ X) < edim ′ x (X). Then for all d ≫ 0, we can find a non-empty dense open subscheme U of the linear system H 0 (P n k , I Z (d)) such that every H ∈ U(k) has the property that its defining polynomial f ∈ H 0 (P n k , I Z (d)) does not lie in m 2 X,x .
Proof. Let X denote the scheme-theoretic closure of X in P n k . We let Z ′ = Z ∩X. If x ∉ Z, we are done by Lemma 2.7 (with T = {x}). This part does not require our assumption on the analytic embedding dimensions. Note also that Lemma 2.7 (1) only requires that Z ∩ T = ∅. We now assume that x ∈ Z. We write m x = m X,x = m X,x .
We consider the short exact sequence of coherent sheaves
Letting F = I 2 {x} + I X and tensoring this sequence with O P n k F, we get an exact sequence (2.5)
We let G be the image of the map of sheaves I Z → mx m 2
x . We therefore have a short exact sequence
is surjective for all d ≫ 0. On the other hand, since the last term of (2.5) is same as m Z ′ ,x m 2 Z ′ ,x , our assumption on the analytic embedding dimension implies that the second arrow in (2.5) is not injective. We conclude that the map H 0 (P n k , I Z (d)) → mx m 2
x is not zero for all d ≫ 0. If we call this map ψ x , then it follows that P(Ker(ψ x )) is a nowhere dense closed subscheme of the linear system H 0 (P n k , I Z (d)) . Moreover, if we let U be the complement of this closed subscheme, then every H ∈ U(k) satisfies the desired property.
Bertini theorems over infinite fields
In this section, we shall work with the following set-up. We fix an infinite field k. Let X be an equi-dimensional quasi-projective scheme over k of dimension m ≥ 1 with a locally closed embedding X ⊂ P n k . Let Z, T ⊂ P n k be two closed subschemes such that dim(T ) = 0 and X ∩ Z ∩ T = ∅. Let X sm ⊂ X be the open subscheme consisting of points
x ∈ X such that X is smooth over k at x. Note that X sm ⊂ X reg and the equality occurs if k is perfect.
If H ⊂ P n k is a hypersurface which contains Z, we shall say that the hypersurface section X ∩ H is good if it satisfies the following.
In the sequel, we shall refer to the i-th property listed above as (Gi). We shall say that a general hypersurface section of X (containing Z ∩ X) satisfies a property P (resp., is good) if for all d ≫ 0, there is a non-empty dense open subscheme U of the linear system H 0 (P n k , I Z (d)) such that X ∩ H satisfies P (resp., is good) for all H ∈ U(k).
3.1.
Bertini without smoothness of X reg . We shall now prove our Bertini theorems over infinite fields. In this subsection, we prove these theorems without assuming that X reg is smooth. In particular, these results may be very useful over imperfect fields. The price we pay is that we need to assume some further condition on Z. However, this condition is often met in applications.
Recall from § 1 that for any n ≥ 0, the set X Sn has the structure of an open subscheme of X containing all points x ∈ X such that O X,x satisfies Serre's (S n )-condition. For any integer b ≥ 0, let Σ b X ⊂ X be the set defined in the proof of Lemma 2.3.
Theorem 3.1. Assume that X is an (R a + S b )-scheme for some a, b ≥ 0 and Z ⊂ X reg is a reduced finite subscheme of P n k . Then a general hypersurface section of X containing Z ∩ X is good and is an (R a + S b )-scheme.
Proof. Since X is equi-dimensional of dimension m ≥ 1 and Z ∩ X is a reduced finite subscheme which lies in X reg , it follows that Z is good. It also follows that Z ∩ Σ b X = ∅. Since X is an (R 0 )-scheme, it is generically reduced. We can therefore apply Lemma 2.7. It follows from Proposition 2.6 and Lemma 2.7 (with Σ = Σ b X ) that for d ≫ 0, there is a dense open subscheme U ⊂ H 0 (P n k , I Z (d)) such that every H ∈ U(k) has the property that X ∩ H satisfies (G1) ∼ (G4) and X ∩ H ∩ Σ b X = ∅. By shrinking U if necessary and using [1, Theorem 1], we can also assume that every H ∈ U(k) satisfies (G5).
Let H ∈ U(k) and write Y = X ∩ H. Since X has pure dimension m and is regular in codimension a, it follows that dim(
We fix a point y ∈ Y . If y ∈ X reg , then O Y,y is regular by (G4) and hence an S bring. We can therefore assume that y ∈ X sing . Since y ∉ Σ b X by the choice of U, we see that
Since Y is an effective Cartier divisor on X, it follows that O Y,y is also Cohen-Macaulay.
If dim(O X,y ) ≥ b + 1, then we just saw that depth(O X,y ) ≥ b + 1. But this implies by Lemma 2.1 that depth(O Y,y ) ≥ b. We have therefore shown that for every y ∈ Y , the local ring O Y,y is either Cohen-Macaulay or depth(O Y,y ) ≥ b. But this is equivalent to saying that Y is an S b -scheme. This finishes the proof. Corollary 3.2. Assume that X is reduced and Z ∩X is a reduced finite subscheme which lies in X reg . Then a general hypersurface section of X containing Z ∩ X is reduced and good.
Proof. Apply Theorem 3.1 for (a, b) = (0, 1) and note that a Noetherian scheme is reduced if and only if it is (R 0 + S 1 ). Corollary 3.3. Assume that X is normal and Z ∩X is a reduced finite subscheme which lies in X reg . Then a general hypersurface section of X containing Z ∩ X is normal and good.
Proof. Apply Theorem 3.1 for (a, b) = (1, 2) and note that a Noetherian scheme is normal if and only if it is (R 1 + S 2 ). Lemma 3.4. Assume that X is irreducible of dimension m ≥ 2 and the codimension of Z ∩ X is at least two in X. Then a general hypersurface section of X containing Z ∩ X is irreducible.
Proof. Let p denote the exponential characteristic of k. We let k ⊂ k ′ ⊂ k be the inclusions of fields such that k is an algebraic closure of k and k ′ = k p −∞ is the perfect closure of k in k. We consider the projection maps X k
. It easily follows from the commutativity of the higher direct images with flat pull-back (e.g., see [16, Proposition III.9.3]) that H 0 (P n k ,
We shall now show that U 2 is actually defined over k. This is clear if p = 1. So we assume that p > 1. In this case, it is clear that there is a finite extension k ⊂ k 1 inside k ′ such that U 2 is defined over k 1 . So we can assume that U 2 ⊂ P(V k 1 ) is open. We let W = P(V k 1 )∖U 2 with the reduced induced closed subscheme structure. Then W is defined by finitely many homogeneous polynomials
x s ] for all j and some q = p a . This implies that there exists a closed subscheme (possibly
has two distinct irreducible components, say, C 1 and C 2 . In this case, no element of Irr((C 1 ) k ) can be Galois conjugate to any element of Irr((C 2 ) k ) with respect to the action of the Galois group of k k ′ on X k .
On the other hand, Irr((
, and our choice of U shows that there is a bijection Irr(X k )
Since the elements of Irr(X k ) are the Galois conjugates of each other, so are the elements of Irr(Y k ). This leads to a contradiction. We conclude that Y k ′ is irreducible. Hence, Y must also be irreducible. This finishes the proof. Theorem 3.5. Assume that X is irreducible and generically reduced of dimension m ≥ 2. Assume also that Z ∩ X is a reduced finite subscheme which lies in X reg . Then a general hypersurface section of X containing Z ∩ X is irreducible and good.
Proof. Since X is irreducible of dimension m ≥ 1 and Z ∩ X is a reduced finite subscheme which lies in X reg , it follows that Z is good. Since X is also generically reduced, we can apply Lemma 2.7. It follows from Proposition 2.6, Lemma 2.7 (with Σ = ∅) and [1, Theorem 1] that a general hypersurface section of X containing Z∩X is good. Combining this with Theorem 3.1, we finish the proof.
Corollary 3.6. Assume that X is integral of dimension m ≥ 2 and Z ∩ X is a reduced finite subscheme which lies in X reg . Then a general hypersurface section of X containing Z ∩ X is integral and good.
Proof. Combine Corollary 3.2 and Theorem 3.5.
3.2.
Bertini with smoothness of X reg . We shall now prove the Bertini theorems over infinite fields by allowing Z to have positive dimension, but at a price. We shall continue with the set-up described in the beginning of § 3. In all results of this subsection, we shall assume the following three further conditions.
These conditions are necessary in order to apply [1, Theorem 7] . Recall that the Closure above is the scheme-theoretic closure in P n k . Note that the first condition is automatic if k is perfect. The second condition was automatic in § 3.1.
Then a general hypersurface section of X containing Z ∩ X is good and is an (R a + S b )-scheme.
Proof. Under our assumptions, the proof of this theorem is identical to that of Theorem 3.1.
Corollary 3.8. Assume that X is reduced, Z ∩ X ⊂ X S 2 and Z does not contain any generic point of X and X sing . Then a general hypersurface section of X containing Z ∩X is reduced and good.
Proof. This follows by directly applying Theorem 3.7 for (a, b) = (0, 1) provided we verify that Z is good and Z ∩ Σ 1 X = ∅. Now, the reducedness of X implies that the embedded and irreducible components of X coincide (e.g., see [15, Lemma 3.3] ). It follows therefore from our assumptions that Z is good (see the first paragraph of § 2.4). Since Z ∩X ⊂ X S 2 , it follows that Z ∩ Σ 1 X = ∅. Corollary 3.9. Assume that X is normal, Z ∩ X ⊂ X S 3 and Z does not contain any generic point of X and X sing . Then a general hypersurface section of X containing Z ∩X is normal and good.
Proof. This follows by directly applying Theorem 3.7 for (a, b) = (1, 2) provided we verify that Z is good and Z ∩ Σ 2 X = ∅. Since X is normal, it is also reduced. Hence, following the proof of Corollary 3.8, we see that Z is good. The condition Z ∩ Σ 2 X = ∅ follows immediately from our assumption that Z ∩ X ⊂ X S 3 .
Theorem 3.10. Assume that X is irreducible and generically reduced of dimension m ≥ 2. Assume also that Z is good and the codimension of Z ∩ X is at least two in X. Then a general hypersurface section of X containing Z ∩ X is irreducible and good.
Proof. It follows from Lemma 2.7 (with Σ = ∅) and [1, Theorem 1.1] that a general hypersurface section of X containing Z ∩ X is good. We now use Lemma 3.4 to conclude the proof.
Corollary 3.11. Assume that X is integral of dimension m ≥ 2. Assume also that Z does not contain any generic point of X and X sing , the codimension of Z ∩ X is at least two in X and Z ∩ X ⊂ X S 2 . Then a general hypersurface section of X containing Z ∩ X is integral and good.
Proof. Combine Corollary 3.8 and Theorem 3.10.
The theorems of Poonen and Wutz
In this section, we shall use the Bertini-smoothness theorems with Taylor conditions by Poonen and Wutz to prove their generalizations which are applicable to singular schemes. This generalization will play a crucial role in our proofs of Bertini theorems over discrete valuation rings later in this paper. We shall also use this generalization to prove a Bertini theorem for normal crossing varieties.
We shall assume throughout this section that k is a finite field of order q = p s , where p is a prime number and s ≥ 1 is an integer.
. It is clear that
is the homogeneous ideal of S which defines Z. In particular, S Z ∶= S I Z is the homogeneous coordinate ring of Z. We letS Z = ⊕ i≥0 H 0 (Z, Z(d)). The short exact sequence
shows that there is a canonical inclusion of graded k-algebras S Z ↪S Z . This inclusion is an isomorphism in all sufficiently high degrees.
Recall that there is a surjective map of Zariski sheaves O
Tensoring this surjection with I Z and twisting by d ≫ 1, we see that there exists c Z ≫ 1 such that
if the limit exists. We call µ Z (−) the density function on the power set of I Z homog . When we replace the limit on the right hand side of (4.3) by the limit superior (resp. inferior), we shall denote the associated density function by µ Z (−) (resp. µ Z (−)). When Z = ∅, we shall write µ Z (P) as µ(P). It is clear that in this case, we have I Z d = S d for every d ≥ 0. The following lemma is elementary.
Lemma 4.1. Given two subsets P and P ′ of I Z homog , the following hold.
(2) If µ Z (P) and µ Z (P ′ ) both exist and µ Z (P ′ ) = 1, then µ Z (P ∩ P ′ ) = µ Z (P).
Proof. The first part of (1) is clear. For the second part, suppose on the contrary that there exists an integer d 0 ≥ 1 such that P ∩ I Z d = ∅ for all d > d 0 . Then we get
which contradicts the assumption.
For (2), let ǫ > 0 be a real number and let d 0 ≫ 0 be an integer such that #(P ∩
. This shows that µ Z (P ∩ P ′ ) exists and is same as µ Z (P).
4.2.
Bertini-smoothness with Taylor conditions. Recall that if X is a scheme of finite type over k, then its arithmetic zeta function is defined to be the power series
It is a consequence of Galois theory that ζ
For a finite closed subscheme of T ⊂ P n k and a homogeneous polynomial
. , n} such that the coordinate x j is invertible on T i . We refer the reader § 2.4 for the definitions of X e and edim(X). We shall follow the notations of § 1.3. By s smooth scheme of dimension m, we shall mean a smooth scheme whose all connected components have dimension m.
Let
We begin with the following generalization of the Bertini results of Poonen [21] and Wutz [28] . 
Proof. This is a straightforward generalization of the Bertini-smoothness theorems with Taylor conditions for hypersurfaces containing a prescribed closed subscheme, proven by Wutz ([28, Theorem 1.1]). We give a very brief sketch.
Let c Z be the integer found in (4.2). We define the following sets. 
. We conclude that µ Z (P) = lim r→∞ µ Z (P r ).
Since edim(V i ) < m i by our assumption, we get dim((V i ) e ) < m i − e for every 1 ≤ i ≤ t. We also have the inequality dim(U i ∖ V i ) < m i + 1 for every 1 ≤ i ≤ t. We conclude from the above computation of µ Z (P r ) that the above limit converges and its value is
Since this is clearly positive, we conclude the proof.
4.3.
Bertini for snc schemes. Let X ⊂ P n k be a quasi-projective scheme of dimension m ≥ 0 and let X 1 , . . . , X r be its irreducible components. Recall that X is said to be a strict normal crossing (snc) scheme if for all J ⊂ {1, . . . , r}, the scheme-theoretic intersection X J ∶= ⋂ i∈J X i is regular of pure dimension m + 1 − J , where we let X ∅ = X and ∅ = 1. By a scheme of negative dimension, we shall always mean to be an empty scheme.
Let X ⊂ P n k be a locally closed subscheme and let D ⊂ X be a closed subscheme. Let Y ⊂ P n k be a finite closed subscheme such that U = X ∖ Y is smooth of dimension m ≥ 0. Let E = D ∖ Y . Assume that E ⊂ U is a strict normal crossing divisor. Let E 1 , . . . , E r be the irreducible components of E. Let Z ⊂ P n k be a closed subscheme such that
Corollary 4.3. Under the above assumptions, we have µ Z (P) > 0.
It follows from Proposition 4.2 that µ Z (P ′ ) > 0. It remains to show that P ′ = P. It is clear that P ⊂ P ′ . The inclusion P ′ ⊂ P is an easy consequence of a descending induction on J and the elementary fact that if a locally principal divisor Y on a k-scheme X is regular at a point, then X is also regular at that point.
Corollary 4.4. Let X ⊂ P n k be a smooth quasi-projective scheme and let D ⊂ X be a strict normal crossing divisor. Let Z ⊂ X be a finite reduced closed subscheme such that 
4.4.
Bertini for singular schemes. We now let X ⊂ P n k be a locally closed subscheme. Let Y ⊂ P n k be a finite closed subscheme. Assume that U ∶= X ∖ Y is a disjoint union of locally closed subschemes U 1 , . . . , U t such that U i is smooth of dimension m i ≥ 0 for 1 ≤ i ≤ t. Note that U itself may not be smooth. Let Z ⊂ P n k be a closed subscheme such that Y ∩ Z = ∅ and edim(Z
The following Bertini theorem is useful for singular schemes. We shall use this in the proof of Bertini theorems over discrete valuation rings.
Lemma 4.6. Under the above assumptions, there exists P ′ ⊆ P such that µ Z (P ′ ) > 0.
Proof. Let
It follows from Proposition 4.2 that µ Z (P ′ ) > 0. We only need to show that P ′ ⊆ P. Suppose that f ∈ P ′ . If x ∈ U is a closed point, it must lie in some U i . In that case, U i ∩ H f is smooth at x of dimension m i − 1 by the definition of P ′ . This implies that f can not lie in m 2 U i ,x . But this clearly implies in turn that f can not lie in m 2 U,x too (note that x is a closed point).
Bertini theorem for (R a + S b )-property
In this section, we shall use the results of § 2 and Proposition 4.2 to prove a Bertini theorem for Serre's (R a + S b )-property over finite fields. As a consequence, we shall obtain Bertini theorems for normality and reducedness over finite fields. This extends Seidenberg's Lefschetz hyperplane section theorem [25] for normal varieties to finite fields. These results were not known over finite fields in any form before.
We shall assume throughout this section that k is a finite field of order q = p s , where p is a prime number and s ≥ 1 is an integer. We shall need a generalization of [8, Lemma 3.1] to prove this Bertini theorem for (R a + S b )-property.
Lemma 5.1. Let Z and W be two closed subschemes of P n k such that W is finite and
Proof. We can assume that W is reduced in order to prove the lemma. 
This finishes the proof.
Lemma 5.2. Let W be a positive dimensional irreducible locally closed subscheme of P n k (resp. P n k ). Let Z be a closed subscheme of P n k such that W red ⊂ Z (resp. W red ⊂ Z k ).
Proof. We can assume W to be reduced to prove the lemma. Let W denote the closure of W in P n k (resp. P n k ). We can then replace W by W to prove the lemma. We can therefore assume that W is closed in the ambient projective space. If W lies in P n k , then it lies in the projective space defined over a finite field extension of k. Since H f is defined over k, we can therefore replace W by its scheme-theoretic image in P n k in order to prove the lemma. In conclusion, we can assume that W ⊂ P n k . Since W is irreducible and not contained in Z, it follows that U ∶= W ∖ Z is a positive dimensional irreducible subscheme of P n k disjoint from Z. Moreover, W ⊂ H f if and only if U ⊂ H f for any f ∈ I Z homog . We can therefore assume that W ∩ Z = ∅. For any closed point w ∈ W , we know that µ Z (P) is bounded by µ Z ({f ∈ I Z homog w ∈ H f }) = (#k(w)) −1 by Lemma 5.1. Since dim(W ) > 0, we can choose (#k(w)) −1 to be arbitrarily small and this implies that µ Z (P) = 0. In particular, we get µ Z (P) = 0.
Our setting for the Bertini theorem for (R a + S b )-property is as follows. Let X be a locally closed subscheme of P n k of pure dimension m ≥ 0. Let Z ⊂ P n k be a closed subscheme. Assume that edim(Z ∩ X sm ) < m. Let W ⊂ P n k be a finite closed subscheme such that Z ∩ W ∩ X = ∅. For any r ≥ 0, let Σ r X ⊂ X be the subset defined in Lemma 2.3. Note that Σ r X ⊂ X sing . We refer to § 2.4 for the conditions for Z being good and § 3 for the definition of a good hypersurface section.
Theorem 5.3. Assume that X is an (R a + S b )-scheme for some integers a, b ≥ 0 such that Z is good and Z ∩ Σ b X = ∅. Let P ⊂ I Z homog be the set of homogeneous polynomials f such that the subscheme X ∩ H f satisfies the following.
(1) X ∩ H f is good.
Then P contains a subset P ′ such that µ Z (P ′ ) > 0.
Proof. Since W ∩ X is a closed subscheme of P n k , we can replace W by W ∩ X and assume that W ⊂ X. In particular, Z ∩ W = ∅ in P n k . It follows from our R 0 -assumption that X is generically reduced. Since k is perfect, it follows that X sm = X reg ⊂ X is a dense open subscheme of X. In particular, dim(X sing ) ≤ m − 1. We consider X sing as a closed subscheme with its reduced induced structure. Let W 1 be the set of generic points of the irreducible and embedded components of X. Then W 1 is a finite set. We let W 0 denote the set of the generic points of X sing .
We let
where W 3 consists of the closed points of X lying in W 2 and W 4 consists of the non-closed points of X lying in W 2 . We write W 3 = {P 1 , . . . , P r }. It follows by our assumptions that Z ∩ W 2 = ∅.
For any point x ∈ X, we let m x denote the maximal ideal of the local ring O X,x . Define
T i is a finite closed subscheme of P n k , con-
We now apply Proposition 4.2, where we take the scheme X to be our X sm . We take T and T ′ of Proposition 4.2 as we just defined. Then U = X sm ∖ (T ∩ X sm ) = X sm ∖ W 3 . Since Z ∩ W 2 = ∅, we have that Z ∩ T = ∅. Letting
For any point x ∈ P n k , we let P
Since no point of W 4 is either closed in X or lies in Z, it follows from Lemma 5.2 that µ Z (P x ) = 1 for all x ∈ W 4 . We conclude from (5.1) and Lemma 4.1 that µ Z (P ′ ) > 0. We shall now show that P ′ ⊆ P, which will finish the proof.
We fix an element f ∈ P ′ and let Y = X ∩ H f . It is clear from the definition of P 0 that Y ∩ X sm is smooth except possibly at the points of W 3 . However, it follows from the definition of T ′ and P 0 that H f contains no point of W 3 . It follows that Y ∩ X sm is smooth, proving (G4). Note that (G4) and (G5) are equivalent conditions over finite fields.
We have seen above that Y contains no point of W 3 . Since P ′ is also contained in P x for every x ∈ W 4 , it follows that Y contains no irreducible component of X sing . That is, it satisfies (G3). By the same reason, Y contains no irreducible or embedded component of X. This implies that Y is an effective Cartier divisor on X. Hence, (G2) holds. The property (G1) follows because W ⊂ W 3 . We have thus shown that X ∩ H f is good. It remains to show that Y is an (R a + S b )-scheme.
Since X has pure dimension m and Y ⊂ X is a Cartier divisor, it follows that Y has pure dimension m−1. Since X has pure dimension m and is regular in codimension a, it follows that dim(X sing ) ≤ m − a − 1. It follows from (G3) that dim(Y ∩ X sing ) ≤ m − a − 2. Since Y is catenary, it follows that (Y ∩X sing ) has codimension at least (m−1)−(m−a−2) = a+1 in Y . We conclude from (G4) that Y is regular in codimension a.
We now show that Y is an S b -scheme. We fix a point y ∈ Y . If y ∈ X sm , then O Y,y is an S b -ring by (G4). We can therefore assume that y ∈ X sing . Since f ∈ ∩ Proof. This follows by directly applying Theorem 5.3 for (a, b) = (0, 1) provided we verify that Z is good and Z ∩ Σ 1 X = ∅. But this is shown in the proof of Corollary 3.8. Corollary 5.5. Assume that X is normal, Z ∩ X ⊂ X S 3 and Z does not contain any generic point of X and X sing . Then the set P = {f ∈ I Z homog X∩H f is good and normal} has positive density.
Proof. This follows by directly applying Theorem 5.3 for (a, b) = (1, 2) provided we verify that Z is good and Z ∩ Σ 2 X = ∅. But this is shown in the proof of Corollary 3.9.
Bertini-integrality over finite fields in dimension two
Our next goal is to prove a generalization of the Bertini-irreducibility theorem of Charles-Poonen [8] , where we allow the hypersurface to contain a prescribed closed subscheme. We shall then combine this with Corollary 5.4 to prove a Bertini-integrality theorem.
Our proof of the Bertini-irreducibility theorem for hypersurface sections containing a prescribed closed subscheme is based on the combination of ideas from the papers [22] and [8] . But some crucial new steps and manipulations are required to take care of the presence of the prescribed closed subscheme. In this section, we prove some preliminary results and prove the Bertini-irreducibility theorem in dimension two. The general case will be treated in the next section. We fix a finite field k of order q = p s , where p is a prime number. We fix an algebraic closure k = F q of k.
6.1. Some Lemmas. For a Noetherian scheme X, recall that Irr(X) denotes the set of irreducible components of X. Lemma 6.1. Let X be an equi-dimensional locally closed subscheme of P n k of dimension m ≥ 2. Let U ⊂ X be a dense open subscheme. Let Z ⊂ P n k be a closed subscheme such that Z k ∩ X has codimension at least two in X. Then, for f in a subset of I Z homog of density one, there is a bijection
Proof. Let T = {x ∈ X ∖ U dim(O X,x ) = 1}. Since X ∖ U is a closed subscheme of X of codimension at least one, it can contain only finitely many codimension one points of X. It follows that T is a finite set. Since T ⊂ X (1) and Z k ∩ X has codimension at least two in X, it follows that T ∩ Z k = ∅. For any t ∈ T , we get that {t} has dimension m − 1 ≥ 1 and {t} ∖ ({t} ∩ Z k ) is dense in {t}. Therefore, {t} ⊂ Z k . It follows from Lemma 5.2 that there is a subset P t ⊂ I Z homog of density one, none of whose elements vanishes on {t}. We let P = ∩ t∈T P t so that µ Z (P) = 1 by Lemma 4.1. Let us now fix f ∈ P and let D ∈ Irr(X f ). Then dim(D) = m − 1 so that the generic point of D lies either in U f or in T . Since the points of T do not lie in H f by the choice of f , the generic point of D must lie in U f . Since D ∈ Irr(X f ) was arbitrary, it follows that U f is dense in X f .
The following lemma generalizes the weaker version of the hard result [8, Lemma 3.5] to hypersurfaces containing a prescribed closed subscheme. But we will show that this weaker version is sufficient for the proof of the Bertini-irreducibility theorem (even the stronger version).
Then, for f in a subset of I Z homog of density one, the scheme (X f ) sing is finite.
For f ∉ P, we see that (Y f ) sing has positive dimension, and hence it contains closed points of arbitrarily high degrees. It follows that f is contained in the set
such that Y f is not smooth of dimension m − 1 at y}, where c Z is as in (4.2). We conclude that P ∪ Q high = I Z homog . On the other hand, [22, Lemma 4.2] says that µ Z (Q high ) = 0. In particular, µ Z (Q high ) = 0. We must therefore have µ Z (P) = 1 (see the proof of Lemma 4.1). It remains to show that (X f ) sing is finite for every f ∈ P.
We fix an f ∈ P and let W = (Y f ) sing . Then W is finite and
and must therefore be smooth.
6.2.
The dimension two case. The following result proves a version of Bertini-irreducibility theorem in dimension two. Lemma 6.3. Let X ⊂ P n k be a closed integral subscheme of dimension two and let Z ⊂ P n k be a closed subscheme such that Z ∩ X is finite. Then, for f in a subset of I Z homog of density one, there is a bijection Irr(X k )
Proof. We shall prove this lemma using [8, Proposition 4.1] . We consider the commutative diagram
for d ≥ 0 obtained by the obvious restrictions and inclusions of sheaves. The vertical arrows are injective (for all d) and the horizontal arrows are surjective for d ≫ 0. We fix d 0 ≫ 0 such that the horizontal arrows in (6.1) are surjective for all d ≥ d 0 .
Define the subsets S X,homog = ⋃ d≥1 H 0 (X, O X (d)) and 
if the limits exist.
If there are f, g ∈ S homog such that g ∈ P ′ and δ(f ) = δ(g), then both f and g must have the same degree (say, d) unless δ(f ) = δ(g) = 0. In the latter case, the equality X f = X g is automatic. In the former case, the exact sequence
implies that f − g ∈ H 0 (P n k , I X (d)) so that X f = X g . This forces f to also lie in P ′ . It follows therefore that δ −1 (P ′′′ ) = P ′ . In particular, α −1 (P ′′ ) = P.
It follows from [8, Proposition 4.1] that µ(P ′ ) = 1. So we get
The short exact sequence of sheaves
and the finiteness of Z ∩ X together imply that there exists an integer b ≥ 1 such that #Coker(γ d ) ≤ q b for all d ≥ 1. Let ǫ > 0 be given. Since µ ′ (P ′′′ ) = 1, there exists
) and γ d is injective, we get #((P ′′ ) c ∩H 0 (X,I Z ⋅O X (d)))
< ǫ. Equivalently, we get
This shows that µ ′ Z (P ′′ ) = 1.
To conclude, we note that α d is surjective for all d ≥ d 0 and we have shown that P = α −1 (P ′′ ). This implies that
This finishes the proof of the lemma.
Bertini-integrality over finite fields
In this section, we shall prove the Bertini-irreducibility and Bertini-integrality theorems over finite fields. We shall closely follow the proof of the main result of [8] for the irreducibility. We need some results in order to reduce the proof to the case of dimension two. The following lemma is a direct generalization (with essentially same proof) of a weaker version of [8, Lemma 5.3 ] to hypersurfaces containing a prescribed closed subscheme.
Lemma 7.1. Let Y be a smooth irreducible locally closed subscheme of P n k of dimension m ≥ 3 and let X ∈ Irr(Y k ). Let Z ⊂ P n k be a closed subscheme such that Y ∩ Z = ∅ and Y ∩ Z has codimension at least two in Y . Then there exists a hypersurface J ⊂ P n k satisfying the following.
(
has density one.
Proof. Let π∶ P n k → P n k be the projection map. We know that the Galois group Gal(k k) acts on P n k and on the set of all its subsets. We can write Irr(Y k ) = {σ 1 (X), . . . , σ r (X)}, where σ i ∈ Gal(k k) and σ 1 = id. Since Y is smooth, all elements of Irr(Y k ) are mutually disjoint. It is also easy to see that π −1 (Y ) = (Y k ). Indeed, if there is an open subset U ⊂ P n k which meets π −1 (Y ) and does not meet Y k , then π(U ) is an open subset of P n k which meets Y but not Y . But this is not possible. We therefore get Irr((Y ) k ) = {σ 1 (X), . . . , σ r (X)},
The rest of the proof is identical to that of [8, Lemma 5.3] and we simply reproduce it briefly. Using Lemma 5.1 and [8, Lemma 3.1], we choose h 0 , . . . , h m ∈ S homog , all of same degree (say, d) such that dim(
This defines a rational map ψ = (h 0 , . . . , h m )∶ P n k ⇢ P m k . Our choice of h i 's implies that ψ defines a honest morphism ψ∶ X → P m k which is surjective and generically finite.
Let W 1 ⊂ P m k be the set of closed points x ∈ P m k such that ψ −1 (x) has codimension one in X. One checks that W 1 is a finite closed subset of P m k . We let W = π(W 1 ), where π∶ P m k → P m k is the projection map. Then it is immediate that W ⊂ P m k is the set of all closed points each of whose fibers for the composite map π ○ ψ∶ X → P m k has codimension one in X.
Let such that H g is geometrically integral, it contains no B i and H g ∩ W = ∅ is positive. For g ∈ Q, we let X g = (π ○ ψ) −1 (H g ). Then X g contains no irreducible component of X ∖ X and X ∩ Z k .
Since H g ∩ W = ∅, we also have that the image of every irreducible component of X g in P m k under the map π ○ ψ has positive dimension. By applying [8, Lemma 5.2] to the morphisms X ψ → P m k id → P m k , we see that by shrinking Q without changing its density, we can assume that X g ∶= ψ −1 ((H g ) k ) is irreducible of dimension m − 1. Note here that (X f ) horiz of the above cited result is same as our X while (Y f ) horiz is same as our H g by the choice of g. If we take any g ∈ Q and let h = g(h 0 , . . . , h m ) be the image of g under the map ψ * ∶ k[x 0 , . . . ,
It is easy to check from our choice of g that J ∶= H h ⊂ P n k is a hypersurface which has the property that dim(J k ∩ (X ∖ X)) ≤ m − 2 and dim(X ∩ J k ∩ Z k ) ≤ m − 3. Since X g is irreducible, this also implies that X ∩ J k is irreducible of dimension m − 1. This proves part (1).
To prove (2), we fix a hypersurface J = H h ⊂ P n k as above. We let P 1 be the set of polynomials f ∈ I Z homog such that f does not vanish on any (m−2)-dimensional irreducible component of J k ∩ (X ∖ X) and (X f ) sing is finite. Since dim(X ∩ J k ∩ Z k ) ≤ m − 3, none of these components is contained in Z k . It follows by Lemmas 5.2 and 6.2 that µ Z (P 1 ) = 1. It remains to show that P 1 ⊂ P. But the proof of this is exactly identical to that of [8, Proof. There exists a finite field extension k ⊂ k ′ inside k such that if π ′ ∶ Y k → Y k ′ is the projection map, then the assignment W ↦ π ′−1 (W ) defines a bijection π ′−1 ∶ Irr(Y k ′ ) ≃ → Irr(Y k ). In particular, there exists a unique W ∈ Irr(Y k ′ ) such that Y ′ = π ′−1 (W ). It is then clear that W is geometrically integral and W k = Y ′ . In particular, the map π ′ ∶ Y ′ → W is surjective. Note here that Y is geometrically reduced because k is perfect. Since the projection map Y k ′ → Y is finite and surjective, every element of Irr(Y k ′ ) maps onto Y . In particular, W maps onto Y . Hence, so does Y ′ . Lemma 7.3. Let X ⊂ P n k be an irreducible locally closed subscheme of dimension m ≥ 2. Let Z ⊂ P n k be a closed subscheme such that Z ∩ X has codimension at least two in X. Then there is a subset P ⊂ I Z homog such that µ Z (P) = 1 and every f ∈ P defines a bijection
Proof. We can assume X to be reduced, and hence integral, in order to prove the lemma. We shall prove the lemma by induction on m. The base case follows easily from Lemmas 6.1 and 6.3. We can therefore assume that m ≥ 3.
Since X sm is dense open in X, there is a bijection Irr(X k ) ≃ → Irr((X sm ) k ). It follows by Lemma 6.1 that for f in a density one subset of I Z homog , there is a bijection Irr((X f ) k ) ≃ → Irr((X sm ) f ) k . We can therefore assume that X is integral and smooth. Lastly, if X ′ = X ∖ Z, then X k ∖ X ′ k has codimension at least two in X k . In particular, X k ∖ X ′ k does not contain any element of Irr(X k ) and ((X ∖ X ′ ) ∩ H f ) k does not contain any element of Irr((X f ) k ). It suffices therefore to prove the lemma for X ′ . We can therefore assume without loss of generality that X is an integral and smooth subscheme of P n k such that X ∩ Z = ∅.
Let D ∈ Irr(X k ). Then D is a smooth integral subscheme of P n k of dimension m ≥ 3. We can therefore find a hypersurface J ⊂ P n k satisfying the conditions of Lemma 7.1.
In particular, D ∩ J k is irreducible of dimension m − 1 and dim(D ∩ J k ∩ Z k ) ≤ m − 3.
Since the map π∶ P n k → P n k is surjective, we must have π(D ∩ J k ) red = (X ∩ J) red . It follows from this that X ∩ J is irreducible of dimension m − 1. Furthermore, D being an irreducible component of π −1 (X), it follows from Lemma 7.2 that π(D) = X. In particular, π(D ∩ J k ∩ Z k ) red = (X ∩ J ∩ Z) red . It follows that dim(X ∩ J ∩ Z) ≤ m − 3. We let X ′ = X ∩ J.
Since D ∩ J k is an irreducible closed subset of X k ∩ J k = X ′ k and both have dimension m − 1, it follows that D ∩ J k ∈ Irr(X ′ k ). By the induction hypothesis applied to X ′ , we see that for f in a density one subset P of I Z homog , there is a bijection Irr(X ′ k )
By shrinking P if necessary and applying part (2) of Lemma 7.1 to D, we conclude that D f is irreducible for every f ∈ P.
We now claim that for each f ∈ P, there is a bijection Irr(X k ) ≃ → Irr((X f ) k ) as stated in the lemma. Indeed, we know that Irr(X k ) is the set of Galois conjugates of D under the canonical Galois action on P n k . Since
σ(D f ). We conclude that
Since all elements of Irr(X k ) are disjoint because X is smooth, it follows that D ↦ D f gives a bijection between the two sets in (7.1). This proves the claim, and hence the lemma.
Theorem 7.4. Let X be a locally closed subscheme of P n k of dimension m ≥ 2. Let Z ⊂ X be a closed subscheme of codimension at least two. Assume that X is irreducible (resp. geometrically irreducible). Let
Proof. We let Z be the scheme-theoretic closure of Z in X. Since X is reduced and X is its scheme-theoretic closure in P n k (see § 1.3), we see that X is scheme-theoretically dense in X. Hence, Z is scheme-theoretically dense in Z. It follows that Z is a closed subscheme of X (hence of P n k ) of codimension at least two. We can therefore apply Lemma 7.3 to Z.
If X is geometrically irreducible, then the theorem follows directly from Lemma 7.3. We therefore have to consider the case when X is irreducible but not necessarily geometrically irreducible. Let P ⊂ I Z homog be as in Lemma 7.3 and let f ∈ P. A wordby-word repetition of the last part in the proof of Lemma 3.4 shows that X f must be irreducible.
7.1.
Bertini-integrality over finite fields. Let X be an equi-dimensional locally closed subscheme of P n k of dimension m ≥ 2. Let Z ⊂ X be a closed subscheme of codimension at least two. Recall that Z is the scheme-theoretic closure of Z in P n k . Assume that Z does not contain any generic point of X sing and Z ∩ Σ 1 X = ∅. Assume further that edim(Z) < dim(X). Let P int = {f ∈ I Z homog X ∩ H f is good and integral}, and
The final result of this section is the following Bertini-integrality theorem over finite fields. This result was not known before in any form.
Proof. It is easy to check under the given assumptions that Z is good. Since X is integral, it is reduced. We let
and P ′ = {f ∈ I Z homog X f is good and reduced}. We let Q i = P i ∩ P ′ for i = 1, 2. Since k is perfect, X f is reduced if and only if it is geometrically reduced. It follows that X f is geometrically integral if f ∈ Q 2 . It follows from Lemma 4.1, Corollary 5.4 (see its proof) and Theorem 7.4 that µ Z (Q 1 ) > 0 if X is integral and µ Z (Q 2 ) > 0 if X is geometrically integral. This finishes the proof.
Bertini theorems over a dvr
Let A be an excellent discrete valuation ring with maximal ideal m = (π). Let K denote the quotient field and k the residue field of A. Let S = Spec (A). We shall let j∶ {η} ↪ S and ι∶ {s} ↪ S denote the inclusions of the generic and the closed points of S, respectively.
We let S ′ = A[x 0 , . . . , x n ] so that P n A = Proj A (S ′ ) = P A (V ), where V = Ax 0 ⊕ ⋯ ⊕ Ax n is a free A-module of rank n + 1. We let S ′ η = S ⊗ A K and S ′ s = S ′ ⊗ A k. We define a hypersurface H ⊂ P n S of degree d to be a closed subscheme of the form Proj A (S ′ (f )), where f ∈ S ′ d is homogeneous polynomial of degree d not all of whose coefficients are in m. For f ∈ S ′ , we let f denote its image under the surjection S ′ ↠ S ′ s .
8.1. The specialization of hypersurfaces. For an integer N ≥ 1, let sp∶ P N k (K) → P N k (k) be the standard specialization map. This takes a K-rational point x to the restriction of the closure {x} in P N S to the special fiber P N k . Note that this map is well defined because P N S is projective over S. In precise terms, this map is defined as follows. Let x = [a 0 , . . . , a n ] ∈ P N K (K). We let l = min 0≤i≤N v(a i ), where v∶ K → Z is the discrete valuation with valuation ring A. Then a ′ i ∶= π −l a i ∈ A and not all of them lie in m. It is clear that sp(x) = [a ′ 1 , . . . , a ′ N ] ∈ P N k (k). The following is elementary.
Proof. It is clear that the projection map {x} → S is finite and surjective. So the first assertion follows from a commutative algebra statement that if f ∶ A → A ′ is a finite and injective homomorphism between Noetherian rings (with A as above) such that the induced map k → A ′ ⊗ A k is an isomorphism, then f is an isomorphism. But this latter statement is a simple consequence of Nakayama's lemma.
To prove the second assertion, let x = [a 0 , . . . , a N ] ∈ P N k (k), where a i ∈ A. It is clear that not all a i can lie in m. Moreover, we have that y = [a 0 , . . . , a N ] ∈ P N K (K) and sp(y) = x. Proof. We first show that h does not vanish on all points of I ∶= I 1 × ⋯ × I N by induction on N . If N = 1, this is clear. So we suppose N ≥ 2. Now, h is either a polynomial in x 1 , . . . , x N −1 (up to a permutation of the indices) or we can write
where we can assume that h d is non-zero. In the first case, we are done by the induction. In the second case, we can again apply induction to find a point (a 2 , . . . , a N ) ∈ I 2 × ⋯× I N such that h d (a 2 , . . . , a N ) ≠ 0. We let h ′ (x 1 ) = h(x 1 , a 2 , . . . , a N ) ∈ K[x 1 ]. Then h ′ is a non-zero polynomial in x 1 . Since I 1 is infinite, it contains a point a 1 such that h ′ (a 1 ) ≠ 0. But this means that h(a 1 , a 2 , . . . , a N ) ≠ 0. This completes the induction step.
Suppose now that h vanishes outside I ∖ W . Let W 1 be the projection of W on I 1 . Then h vanishes everywhere on
is infinite, this contradicts what we showed above. The proof of the lemma is therefore complete. Proof. Let x = [a 0 , . . . , a N ], where a i ∈ A. It is clear that not all a i can lie in m. We assume without loss of generality that a 0 ∈ A × . Consider the map
Since the first coordinate of ψ x ((c 1 , . . . , c N )) is a 0 , which does not depend on (c 1 , . . . , c N ), it is cleat that ψ x is injective. Even if this suffices to complete the proof of the lemma, we show that ψ x is actually bijective. This provides an explicit description of sp −1 (x).
To prove that ψ x is surjective, let [b 0 , . . . , b N ] ∈ sp −1 (x). We let l = min i v(b i ). Then x = sp([b 0 , . . . , b N ]) = [π −l b 0 , . . . , π −l b N ]. Hence, there exists u ∈ A × such that uπ −l b i − a i ∈ m for all 1 ≤ i ≤ N . Write uπ −l b i = a i + πd i for some d i ∈ A. Since a 0 ∈ A × , we must have a 0 + πd 0 ∈ A × . We let c = −d 0 (a 0 + πd 0 ) −1 . This yields (1 + πc)(a 0 + πd 0 ) = a 0 + πd 0 + πc(a 0 + πd 0 ) = a 0 + πd 0 − πd 0 = a 0 .
We let c i = d i + ca i + πcd i ∈ A for 1 ≤ i ≤ N . We then get (1 + πc)(a i + πd i ) = a i + πc i for all i. This yields
We have thus shown that ψ x is bijective. Suppose now that sp −1 (x) ∩ U (K) is a finite set. Call it W . Since U is dense open, it implies that sp −1 (x) ∖ W is contained in a nowhere dense closed subset of P N K . In particular, it is contained a hypersurface H f for some non-zero homogeneous polynomial f ∈ K[x 0 , . . . , x N ]. We let g(x 1 , . . . , x N ) = f (a 0 , x 1 , . . . , x N ). Since a 0 ≠ 0 and f is homogeneous, it follows that g ∈ K[x 1 , . . . , x N ] is a non-zero polynomial. In particular, the polynomial h(x 1 , . . . , x N ) ∶= g(a 1 + πx 1 , . . . , a N + πx N ) is also not zero.
We now note that since W is finite and ψ x is injective, it follows that A N ∖ ψ −1 x (W ) is finite. Let us now take any element (c 1 , . . . , c N ) ∈ A N ∖ ψ −1
x (W ). Then [a 0 , a 1 + πc 1 , . . . , a N + πc N ] = ψ x ((c 1 , . . . , c N )) ∈ sp −1 (x) ∖ W ⊂ H f . Hence, h(c 1 , . . . , c N ) = g(a 1 + πc 1 , . . . , a N + πc N ) = f (a 0 , a 1 + πc 1 , . . . , a N + πc N ) = 0.
We have thus shown that h vanishes on A N ∖ ψ −1
x (W ). Since ψ −1 x (W ) is finite, an application of Lemma 8.2 with I 1 = ⋯ = I N = A ⊂ K leads to a contradiction. We conclude that sp −1 (x) ∩ U (K) can not be finite. This finishes the proof.
Let Z ⊂ P n A be a closed subscheme defined by a homogeneous ideal I ⊂ S ′ . Assume that the projection Z → S is surjective. Let Z η and Z s denote the generic and the special fibers of Z, respectively, over S. Let I Z denote the sheaf of ideals on P n A defining Z. We define I Zη and I Z S similarly. We know that H 0 (P n A ,
We have a short exact sequences of coherent sheaves
We choose a large enough integer d 0 such that I Z (d) is globally generated and the above sequence remains short exact all d ≥ d 0 after applying the global section functor (see [16, III.5.2, 5.3] ).
For all d ≥ d 0 , we therefore get a commutative diagram of short exact sequences
The middle and the right vertical arrows are easily seen to be isomorphisms for all d ≥ 0 (see § 4.1). Since I s,d = I d ⊗ A k, it follows that
We know that P A (H 0 (P n A , I Z (d))) (resp. P k (H 0 (P n k , I Zs (d)))) is the subspace of S ′ d (resp. S ′ s ) consisting of hypersurfaces of degree d in P n A (resp. P n k ) which contain Z (resp. Z s ) for all d ≥ 1. If we let d ≥ d 0 , then (8.4) shows that under the structure map φ Z,d ∶ P A (H 0 (P n A , I Z (d))) → S, the special fiber coincides with P k (H 0 (P n k , I Zs (d))). It is clear that the generic fiber of φ Z,d coincides with P K (H 0 (P n K , I Zη (d))). Applying Lemma 8.3 to φ Z,d , we obtain the following. This result applies to more general situations than [4, Lemma 2.2], including the case of finite residue field. Corollary 8. 4 . Let H f ⊂ P n k be a hypersurface containing Z s , defined by a homogeneous polynomial f ∈ I s of degree d ≥ d 0 . Let U ⊂ P K (H 0 (P n K , I Zη (d))) be a non-empty open subset. Then sp −1 (H f ) ∩ U (K) is infinite.
We shall now use above results to prove various Bertini theorems over S.
8.2.
Bertini-regularity over S. Let X be an equi-dimensional quasi-projective scheme over S of dimension m + 1 ≥ 2. Let φ∶ X → S be the structure map. Assume that φ is surjective. Let X η = X × S {η} and X s = X × S {s}. We let X = (X ) red . Since X is quasiprojective over S, there is a locally closed embedding X ↪ P n S over S. We let X ⊂ P n S denote the scheme-theoretic closure of X . We shall say that a subscheme of P n S is vertical if it lies over the closed point of S. We shall say that a subscheme of P n S is horizontal if it meets the generic as well as the special fiber (fiber over the closed point) of P n S . Our Bertini theorem over a discrete valuation ring with minimal assumptions is the following. This result is completely new if either the quotient field or the residue field of A is imperfect. This result is also new if the residue field of A is perfect but X is not projective over S. When A has infinite perfect residue field and X is projective and flat over S, this result was shown in [ Theorem 8.5. There exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X reg ∩ H is regular. If the generic fiber of X reg is smooth, then so is the generic fiber of X reg ∩ H.
Proof. We can replace X by X to prove the theorem. We therefore assume that X is projective over S. There are two cases to consider. Suppose first that X reg ⊂ X η . In this case, we have that X reg = (X η ) reg . We can therefore apply Lemma 2.5 to get a dense open subscheme U ⊂ P K (S ′ η,d ) for every d ≥ 1 such that every H ⊂ U(K) has the property that H ∩ X reg is regular. We let U ′ ⊂ P A (S ′ d ) be the scheme-theoretic closure of U. Then it is clear that every H ∈ U ′ (S) has the property that H ∩ X reg is regular. If X reg is smooth, then X reg ∩ H is smooth by [1, Theorem 1] .
We now assume that φ∶ X reg → S is surjective. Since (X η ) reg = X reg ∩ X η , Lemma 2.5 again says that there is a dense open subscheme U ⊂ P K (S ′ η,d ) for every d ≥ 1 such that every H η ⊂ U(K) has the property that
Since X is reduced, we can write X as a disjoint union of irreducible locally closed subschemes X = r ∐ i=1 U i such that each U i is regular. Suppose now that the residue field k is infinite. By Lemma 2.5, we can find a dense open subscheme U ′ ⊂ H 0 (P n k , O P n k (d)) for all d ≫ 0 such that every H ∈ U ′ (k) has the property that H ∩ U i is regular and has codimension one in U i for all 1 ≤ i ≤ r. If we let H ∈ U ′ (k) and let it be defined by the homogeneous polynomial f ∈ S ′ s,d , then we must have that f ∈ m U i ,x ∖ m 2 U i ,x for every closed point x ∈ X and every i such that x ∈ U i ∩ H. Note that U(k) is infinite because k is infinite and U is a rational k-variety.
If the residue field k is finite, Lemma 4.6 (with T = Z = ∅) says that for all d ≫ 0, there are infinitely many hypersurfaces H ⊂ P n k of degree d having the property that if f ∈ S ′ s,d is the defining homogeneous polynomial of any of these hypersurfaces, then f ∈ m U i ,x ∖ m 2 U i ,x for every closed point x ∈ X and every i such that x ∈ U i ∩ H. Let F d ⊂ H 0 (P n k , O P n k (d)) be the subset of hypersurfaces of degree d satisfying this property. We have then shown without any condition on k that F d = ∞ for all d ≫ 0.
We let F ′ d = sp −1 (F d ) ⊂ P K (S ′ η,d )(K). Then F ′ d ↠ F d by Lemma 8.1. Let H η ∈ F ′ d and let H be its closure in P A (S ′ d ). Then H ∈ P A (S ′ d )(S) so that it is defined by a homogeneous polynomial f ∈ S ′ d . Let x ∈ X reg ∩ H ∩ X be a closed point. We claim that X ∩ H is regular at x. To show this, it suffices to check that f ∉ m 2 X ,x . Suppose to the contrary that f ∈ m 2 X ,x . Then its image in O X,x lies in m 2 X,x . Choose some integer 1 ≤ i ≤ r such that x ∈ U i . Then it follows that the image of f in O U i ,x lies in m 2 U i ,x . But this is not possible since sp(H η ) ∈ F d . We have therefore proven the claim. We now choose any H s ∈ F d . Let U ⊂ P K (S ′ η,d ) be as above. It follows from Lemma 8.3 that sp −1 (H s ) ∩ U(k) is infinite. Let H ∈ P A (S ′ d ) be the unique hypersurface such that H η ∈ sp −1 (H s ) ∩ U(K). Let f ∈ S ′ d be the homogeneous polynomial defining H. We shall show that X reg ∩ H is regular, which will finish the proof of the theorem.
It is clear by our choice that X reg ∩ X η ∩ H η is regular. We let x ∈ X reg ∩ X be a closed point. Note that such a point is closed in X . We have shown above in this case that X ∩ H is regular at x. Since S is excellent and X is quasi-projective over S, it follows that X and X ∩ H are excellent. In particular, (X ∩ H) reg is open in X ∩ H. It follows that there is an open subscheme U x ⊂ X containing x such that U x ∩ H is regular. We now let y ∈ X reg ∩ H be any point which lies in X. Then we can find a closed point x ∈ X reg ∩ H ∩ X such that y ∈ U x . But this forces O X ∩H,y to be regular. We have therefore shown that O X ∩H,y is regular for every point y ∈ X reg ∩ H. This is equivalent to saying that X reg ∩ H is regular.
The following results prove the Bertini-regularity theorem over S for hypersurface sections containing a prescribed closed subscheme with some necessary conditions.
Let φ∶ X → S be as above. Assume that X s = X (e.g., when X is smooth over S). Let Z ⊂ P n A be an equi-dimensional reduced closed subscheme such that the structure map Z → S is surjective of relative dimension at most zero. Assume that Z ⊂ X reg , and Z ∩ X is a reduced closed subscheme of X reg . Theorem 8.6. There exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that Z ⊂ H and X reg ∩ H is regular. If the generic fiber of X reg is smooth, then so is the generic fiber of X reg ∩ H.
Proof. Under our extra assumptions, the proof is identical to that of Theorem 8. Theorem 8.7. Assume that X is an (R a + S b )-scheme for some a, b ≥ 0. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that Y ∶= X ∩ H satisfies the following. Proof. Let Σ b X ⊂ X be the set defined in Lemma 2.3. It follows from our assumptions and Corollary 2.4 that Σ b X is a finite set. Since X is an (R 0 )-scheme, it is generically reduced. In particular, it is generically regular. This implies that dim(X sing ) ≤ m. We let W 0 ⊂ X be the set of generic points of the following closed subschemes of X . a) Irreducible and embedded components of X . b) Irreducible and embedded components of X s . c) Irreducible components of X sing . We write W = W 1 ∪ Σ b X and W = (W ∩ X η ) ∐ (W ∩ X). It follows from Theorem 3.1 that there exists an integer d 1 ≫ 0 such that for all d ≥ d 1 , we can find a dense open subscheme U ⊂ H 0 (P n K , O P n K (d)) so that every H η ∈ U(K) has the property that it does not contain W ∩ X η and X η ∩ H η is an (R a + S b )-scheme.
If X η is irreducible, it follows from Lemma 3.4 that there exists an integer d ′ 1 ≫ 0 such that for all d ≥ d ′ 1 , we can find a dense open subscheme U ′ ⊂ H 0 (P n K , O P n K (d)) so that every H η ∈ U ′ (K) has the property that X η ∩ H η is irreducible. In the rest of the proof, we shall replace d 1 by max(d 1 , d ′ 1 ) and U by U ∩ U ′ if X η is irreducible. By Theorems 3.1 and 5.3, we can find an integer d 2 ≫ 0 such that for all d ≥ d 2 , there are infinitely many hypersurfaces H s ∈ H 0 (P n k , O P n k (d)) (k) having the property that H s ∩ W ∩ X = ∅. We let d 0 = max(d 1 , d 2 ).
It follows from Lemma 8.3 that sp −1 (H s ) ∩ U(K) is an infinite set for every H s ∈ H 0 (P n k , O P n k (d)) (k) and d ≥ d 0 . We choose any such H s , and any H η ∈ sp −1 (H s )∩U(K). Let H ∈ P A (S ′ d ) be the unique hypersurface such that H η = H ∩ P n K . Let Y = X ∩ H. To prove the theorem, it suffices to show that Y satisfies the properties (1) ∼ (7).
Since Y ∩ X η = H η ∩ X η and Y ∩ X = H s ∩ X, it follows from our choice of H s and H η that Y ∩ X η and Y ∩ X are both non-empty. In particular, Y → S is surjective. Since H ∩ W 0 = ∅, the properties (2) (3) and (4) are immediate. The property (5) follows from Theorem 8.5. Using (2) and (5), the proof of (6) becomes identical to the one given (for the field case) in the proofs of Theorems 3.1 and 5.3. The property (7) is clear from the refined choice of U if X η is irreducible.
Remark 8.8. The reader can check from the proof that none of the properties in the statement of Theorem 8.7 except (6) requires X to be an (R a + S b )-scheme. Corollary 8.9. Assume that X is flat over S. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X ∩ H is flat over S.
Proof. Let H ⊂ P n A be such that Y ∶= X ∩H satisfies properties (2) and (4) of Theorem 8.7 (see Remark 8.8) . It follows that Y∩X s is an effective Cartier divisor on X s of codimension 1. Since X is flat over S, we conclude from [19, Theorem 22.6 ] that Y is flat over S. Corollary 8.10. Assume that X is reduced. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X ∩ H is reduced.
Proof. Apply Theorem 8.7 with (a, b) = (0, 1). Corollary 8.11. Assume that X is normal. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X ∩ H is normal.
Proof. Apply Theorem 8.7 with (a, b) = (1, 2). Corollary 8.12. Assume that X is irreducible and flat over S of relative dimension m ≥ 2. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X ∩ H is irreducible and flat over S. Proof. Let H ∈ P A (S ′ d ) be such that Y ∶= X ∩ H satisfies Theorem 8.7 (7) and Corollary 8.9. Then Y η is irreducible and Y is flat over S. The flatness implies that no irreducible component of Y can be vertical. But this forces Y to be irreducible. Corollary 8.13. Assume that X is integral and flat over S of relative dimension m ≥ 2. Then there exists an integer d 0 ≫ 0 such that for all d ≥ d 0 , there are infinitely many hypersurfaces H ⊂ P n S of degree d such that X ∩ H is integral and flat over S. Proof. Combine Corollaries 8.10 and 8.12.
