Remote Sensing involves a wide variety of techniques for Image Classification of land cover features of different terrains. Different traditional image classifiers are present for appropriate use of land. However, these features are not sati sfactory and efficient. This paper attempts to use Artificial Intelligent algorithms different from traditional classifiers for image clas sification in order to improve the proper use of land. The reason behind using Artificial Intelligent algorithms is that they have an extensive search space which increases their efficiency. The algorithms chosen for this purpose are meta-heuristic Cuckoo Search(CS) and Artificial Bee colony(ABC) algorithms. The image used for classification is of Saharanpur region of Uttar Pradesh with a 641 x 641 dimension. Both the algorithms prove to be efficient in image classification by effectively classifying each land cover feature and showing satisfactory Kappa Coefficient value of 0.96(CS) and 0.91(ABC). Various other metrics results like User Accuracy, Producer Accuracy has also been tabulated.
Introduction
Remote sensing means gathering information about an object without making any physical contact 1 . Image classification has been used for the purpose of using the land appropriately with the intent of categorizing all the pixels present in the input multi-spectral image into land cover features like water, sand, vegetation and many more. Different traditional classifiers like Maximum Likelihood Classifier(MLC) 2 , Minimum Distance Classifier(MDC) 3 has been used at present for image classification scenario. This paper aims at using two nature-inspired algorithms namely, CS and ABC for the supervised image classification process. Nature-inspired algorithms draw their inspiration from the activities of the natural occurring species on this earth. They are an important branch of Artificial Intelligence as these natural activities are incorporated artificially to form artificially intelligent systems.
The paper is divided as follows: Section 2 gives the nature-inspired algorithms used for the classification along with the flowchart; Section 3 gives the classifying input and classified output along with the simulation results and Section 4 gives the conclusion drawn from the results.
Nature Inspired Algorithms for Image Classification
Cuckoo Search Algorithm Two nature-inspired algorithms: Cuckoo Search and Artificial Bee Colony are used for classifying land cover features of Saharanpur region of Uttar Pradesh, India. The reason of using nature-inspired algorithms over traditional algorithms is their excellent capability of extensive searching in the entire search space. The algorithms have been modified accordingly for making them suitable for the process of image classification. The algorithms are described below.
Cuckoo Search Algorithm
Cuckoo search (CS) was developed by Xin-she Yang and Suash Deb 4 and is inspired by the brood parasitism of cuckoo species. Fig. 1 shows the modified CS flowchart explaining the entire procedure of the image classification.
Artificial Bee Colony Algorithm
This algorithm is a population-based search algorithm that mimics the food foraging behavior of swarms of honey bees 5 . Honey bee colonies have a decentralized system to collect food and can adjust the searching pattern precisely in order to enhance the collection of nectar. The modified algorithm for image classification involves the following assumptions: Bees are the pixels of the input image; Food sources are taken as land cover features like water, sand; Neighbourhood solutions are taken as the adjacent pixels of the previously classified dataset given by experts; Bees are regulated by pixels of the classified dataset which contains the actual values of the optimization solution; Fig. 2 contains the flowchart of the modified ABC.
Experimental Analysis and Results
The experiments for the classification process are implemented in MATLAB 7 and are executed on a DELL Studio15 Computer with the configuration of Intel Core I3 CPU M370 at 2.40 GHz and 4GB RAM. The 75% of the pixels of the dataset are used for classification and the remaining 25% are used for validation process.
Dataset for Implementation
The dataset taken contains 6 band data of the multi-spectral, multi-resolution and multi-sensor images of the Saharanpur region obtained from DTRL, DRDO. The 6 band images have a dimension of 641 x 641 and are stacked together for using as an input in the MATLAB. All the bands have a pixel type of Unsigned Integer and a pixel depth of 8 bit. The un-stacked and stacked input images of the dataset are shown in the fig. 3 and 4 respectively. 
Classified Output
Geoscientists have identified six land cover features in Saharanpur. Based on the expert knowledge, land has been classified into six different land cover features each labeled by different colors for identification. In the image, Red represents Barren land, Black represents Dense Vegetation, Green represents medium Vegetation, Pink represents Urban area, Yellow represents Sparse Vegetation and Blue represents water. The MATLAB classified outputs by CS and ABC are shown in fig. 5 and 6 respectively. 
Accuracy Assessment Results
For checking the effectiveness of the nature-inspired algorithms for image classification various assessment values are calculated. Table 1 gives the error matrix 6 using ABC and table 2 gives the same using CS. Table 3 and 4 gives the producer accuracy 7 and user accuracy 8 for each land cover feature for ABC and CS algorithms while Table  5 gives the overall accuracy and Kappa Coefficient values. 
Conclusion
Nature-inspired algorithms prove to be efficient in image classification and can be effectively used in the field of remote sensing. CS and ABC are giving very good and accurate results with a Kappa Coefficient value of 0.96 and 0.91 respectively. It has also been found that these algorithms classified Barren, Water and Sparse Vegetation regions with utmost accuracy both in the case of User and Producer accuracy. Thus, it can be concluded that natureinspired algorithms are an alternate way of image classification different from the traditional classifiers that has been used till now. These algorithms have an advantage of using the search space efficiently and therefore have a bright future scope in the field of geology.
