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Abstract: We consider a bottom-up holographic model of QCD at finite temperature T
and magnetic field B, and study dependence of thermodynamics and CP-odd transport on
these variables. As the magnetic field couples to the flavor sector only, one should take
the Veneziano limit where the number of flavors and colors are large while their ratio is
kept fixed. We investigate the corresponding holographic background in the approximation
where the ratio of flavors to colors is finite but small. We demonstrate that B-dependence
of the entropy of QCD is in qualitative agreement with the recent lattice studies. Finally
we study the CP-odd transport properties of this system. In particular, we determine the
Chern-Simons decay rate at finite B and T, that is an important ingredient in the Chiral
Magnetic Effect.
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1. Introduction and Summary
Strongly interacting quantum field theories when coupled to finite magnetic field exhibit
a host of interesting phenomena1. In QCD such effects include the modification of the
phase diagram of QCD at finite B [2], the chiral magnetic effect [3, 4], and the magnetic
catalysis [5], or de-catalysis [2] among others. These problems are much beyond mere
academic interest as strong magnetic fields ~B are produced in all non-central heavy ion
collisions (i.e. those with nonzero impact parameter b) by the charged “spectators” (i.e. the
nucleons from the incident nuclei that “miss”, flying past each other rather than colliding).
Indeed, estimates obtained via application of the Biot-Savart law to heavy ion collisions
1We refer to [1] for an extensive study of the various phenomena mostly for QCD.
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with b = 4 fm yield e| ~B|/m2pi ≈ 1-3 about 0.1-0.2 fm/c after a RHIC collision with
√
s =
200 AGeV and e| ~B|/m2pi ≈ 10-15 at some even earlier time after an LHC collision with√
s = 2.76 ATeV [3,6–12].
We study the dependence of thermodynamics and the CP-odd transport in QCD in the
deconfined phase at finite temperature and magnetic field in the limit of large QCD coupling
constant and large number of colors Nc. In this limit, the gauge-gravity duality [13–15]
allows one to study the theory by mapping it to a gravitational theory in one-higher dimen-
sion. In particular we employ the bottom-up holographic model put forward in [16–19] to
model the glue sector of large-Nc QCD at large ’t Hooft coupling. However, this is not suf-
ficient to study the effects of the magnetic field on the system as B couples the quark-gluon
plasma through the quarks that constitute the flavor sector in the fundamental represen-
tation of the gauge group SU(Nc), not the glue sector that is in the adjoint representation.
The dynamics of flavor degrees of freedom are introduced by considering Nf pairs of flavor
branes and anti-branes in the glue background, [20, 21]. Then, non-trivial dependence on
B of any quantity in the large Nc limit will only be visible if we also consider large number
of flavors Nf and keep the ratio fixed:
Nc →∞, Nf →∞, Nf
Nc
≡ x = const . (1.1)
In the gravity dual, this limit requires back reacting the flavor branes on the background
solution [22–27] and the solution now acquires a non-trivial dependence on the ratio x
above. Dependence on any quantity on B will arise in the form xB. In this paper we
consider finite but small x. This approximation, even tough makes our study slightly
unrealistic (as x = 1 for QCD with 3 flavors), simplifies the calculations drastically as
explained below. Therefore, in this work, we shall mostly confine ourselves in the qualitative
features of the B-dependence in the system. Previous holographic studies of the N = 4
Super Yang-Mills thermodynamics in the presence of magnetic field include [28]. The
sphaleron rate in N = 4 SYM, for finite B was calculated in [29].
We study two separate effects of the magnetic field in this paper. Firstly we ask
how the entropy density S of the thermal state depends on B. We find that the ratio
S(B 6= 0)/S(B = 0) increases with B at any fixed temperature above Tc. Here Tc is
the deconfinement temperature. We also find that the rate of increase becomes more
substantial at lower temperatures T & Tc and the dependence of S(B 6= 0)/S(B = 0) on
B becomes milder as T is raised. This finding is summarized in figures 1 and 2. All of
this is in non-trivial qualitative agreement with the recent lattice studies [2]. Secondly, we
consider anomalous transport properties of QCD at finite B and T. In particular we study
how the sphaleron decay rate (sometimes called the Chern-Simons decay rate) depends on
these variables.
In QCD at finite temperature there exist sizable effects, e.g. the sphaleron decays [30]
that generate a non-trivial expectation value 〈TrG∧G〉, which in turn generates an effective
chiral chemical potential µ5 [3, 4] for the quarks. This effective thermodynamic variable is
an important ingredient in the recently discovered Chiral Magnetic Effect [3, 4]. In short,
the CME refers to generation of a macroscopic electric current in the presence of an external
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Figure 1: [Color online] Top: the entropy density S, as a function of eB with IHQCD
potentials. Down: change in entropy density divided by T 3 vs. T/Tc for different values of
eB.
magnetic field ~B in gauge theories with chiral fermions as a result of the chiral anomaly.
A number of independent derivations [4,31] reveal that the generated electric current is of
her form
~J = σCME ~B , (1.2)
where the so-called chiral magnetic conductivity σCME is of the form
σCME =
e2
2pi2
µ5 . (1.3)
Therefore, it is essential to determine the dependence of µ5 on B and T in order to assess
the importance of this phenomenon. On the other hand, the most effective mechanism
that generates µ5 in QCD are sphaleron decays [30]. Therefore the question translates
into a calculation of the sphaleron decay rate in QCD at finite B and T. This rate in any
Quantum Field Theory is captured by the Wightman two point function of the topological
charge,
q(xµ) ≡ 1
16pi2
tr [F ∧ F ] = 1
64pi2
µνρσtrFµνFρσ, (1.4)
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Figure 2: [Color online] ΓCS vs. eB with IHQCD potential for different temperatures.
With c1 = 1 and c4 = 1.
where xµ = (t, ~x). In a state invariant under translations in space and time, the rate
of change of NCS per unit volume V per unit time t is called the Sphaleron decay rate,
denoted ΓCS,
ΓCS ≡ 〈(∆NCS)
2〉
V t
=
∫
d4x 〈q(xµ)q(0)〉W , (1.5)
where the subscript W denotes the Wightman function. Therefore, in order to study the
magnitude of the chiral magnetic current, one should study this Wightman correlator of
the topological charge. Holographic calculations of ΓCS in different holographic models are
presented in [32,33,36], In the regime of strong interactions, this quantity can be obtained
by means of the gauge-gravity correspondence by studying the propagation of a bulk axion
field in the 5 dimensional gravitational background. Our findings are shown in figure 2. We
find that, similar to the entropy above, the sphaleron decay rate increases as a function of
B and the rate of increase is more substantial at low temperatures. Thus, we conclude that
presence of the magnetic field in QGP magnifies the chiral magnetic effect, in an indirect
fashion, by increasing µ5 in (1.3), in addition to the direct dependence on B in (1.2).
The rest of the paper is organized as follows. In the next section we introduce our
holographic model that corresponds to QCD with flavors in the Veneziano limit (1.1) and
present the equations of the motion for backgrounds at finite T and B. In this section we
also introduce the CP-odd part of the gravity action, that contains the axion field, that
will be used in calculating the Sphaleron decay rate. In section 3 we present the calculation
of the background that we obtain by solving the background equations numerically for a
specific choice of the model. In the same section we present our findings for the B and
T dependence of thermodynamic variables, in particular they entropy density S(B, T ).
Section 4 is devoted to the sphaleron decay rate, that we calculate by solving the axion
fluctuation equation numerically, on top of the numerical background found in section 3.
We present our results for dependence of the sphaleron decay rate on B and T in this
section. Section 5 is a discussion and an outlook on our research. Two appendices present
details of our calculations.
Note added: Another paper [34] that studies the dependence of thermodynamics on
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magnetic fields appeared on the arXiv yesterday while this work ready to post. While we
have some overlap with this paper in our results concerning entropy as a function of B,
in general we consider different holographic models and the focus of the two papers are
somewhat different.
2. Holographic QCD with Flavors
Improved Holographic QCD, [16–19] , is a string theory inspired bottom-up model of large
Nc 4-dimensional pure Yang-Mills at strong coupling, which is in remarkable agreement
with low energy QCD phenomenology. The model was generalized in order to include
mesonic physics in the Veneziano limit, where Nf → ∞, Nc → ∞ and Nf/Nc = finite,
λ = g2Nc = fixed, [22,23,25–27] . The full action for the Veneziano QCD model (V-QCD)
can be written as
S = Sg + Sf + Sa (2.1)
where Sg, Sf , and Sa are the actions for the glue, the flavor and the CP-odd sectors
respectively. As discussed in [16] and [22], only the first two terms contribute to the
vacuum structure of the theory if the phases of the quark mass matrix and the θ angle
vanish, hence the ground state is CP-even. In this work, we study the theory above the
confinement-deconfinement phase transition in the presence of an external magnetic field
which descends from the flavor degrees of freedom. However, Sa is important for the
analysis of the CP-odd excitations of the model.
2.1 The glue sector
The holographic glue action is a two-derivative gravity-dilaton action with fields that cor-
respond to the lowest dimension operators of the boundary field theory. The metric is dual
to the energy momentum tensor of the theory and the dilaton corresponds to the TrF 2
operator. The action was introduced in [16] and reads
Sg = M
3N2c
∫
d5x
√−g
(
R− 4
3
(∂λ)2
λ2
+ Vg(λ)
)
. (2.2)
Here λ = eφ is the exponential of the dilaton field and its boundary value is identified with
the holographic ’t Hooft coupling. Both the metric and the dilaton field are non-trivial in
the ground state2.
2.2 The flavor sector
The flavor action is the generalized Sen’s action which was first used in holographic QCD
in [20], in the probe limit, and was incorporated in the study of backreacting flavors in [22].
The form of the action is
2Our choice for the dilation potential as well as the other potentials in the action is presented in section
3.1.
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Sf = −1
2
M3NcTr
∫
d4x dr
(
Vf (λ, T
†T )
√
−det AL + Vf (λ, TT †)
√
−det AR
)
, (2.3)
The quantities inside the square roots are defined as
ALMN = gMN + w(λ, T )F
(L)
MN +
κ(λ, T )
2
[
(DMT )
†(DNT ) + (DNT )†(DMT )
]
,
ARMN = gMN + w(λ, T )F
(R)
MN +
κ(λ, T )
2
[
(DMT )(DNT )
† + (DNT )(DMT )†
]
, (2.4)
with the covariant derivative
DMT = ∂MT + iTA
L
M − iARMT . (2.5)
The gauge fields AL, AR, and the complex scalar T transform under the U(Nf )L×U(Nf )R
flavor symmetry and they are dual to the left/right axial current and the quark mass
operator, respectively. One can define the vector and axial vector combination of the
gauge fields
VM =
ALM +A
R
M
2
, AM =
ALM −ARM
2
. (2.6)
We also define the ratio of the number of flavors over the number of colors
x ≡ Nf
Nc
. (2.7)
The form of the tachyon potential is generally
Vf (λ, TT
†) = Vf0(λ)e−a(λ)TT
†
. (2.8)
The Plank mass, M, which appears as an overall factor in front of both Sg and Sf , is
fixed by requiring the pressure of the system to approach the large temperature limit of a
system free non-interacting fermions and bosons. This fixes (M`)3 = (1+7x/4)/45pi2, [23],
where ` is the AdS radius. The coupling functions κ(λ, T ) and w(λ, T ) are allowed in
general to depend on T , through such combinations that the expressions (2.4) transform
covariantly under flavor symmetry. However, following string theory intuition we take
them independent of τ . The potentials Vf0(λ), a(λ), κ(λ), and w(λ) are constrained by IR
properties of QCD like chiral symmetry breaking and meson spectra as it is studied in [25].
2.3 The CP-odd sector
The CP-odd part of the action has been studied in detail in the probe limit in [20]. Its
main features are that it arises from the Wess-Zumino action that couples the Ramond-
Ramond forms with the gauge fields on the branes and it is such that it reproduces the
U(1)A anomaly of the field theory. For finite x, the action was introduced in [25], and it
couples the axion field, dual to TrF ∧ F , from the closed string sector to the tachyon’s
phase (T = τ eiξ INf ) and the U(1)A axial-vector field, in such a way that reproduces the
correct U(1)A axial anomaly of the boundary field theory
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Sa = −M
3N2c
2
∫
d5x
√
g Z(λ) [da− x (2Va(λ, T )A− ξ dVa(λ, T ))]2 , (2.9)
where ξ is the phase of the tachyon field. The action is normalized so that a is dual to
θ/Nc with θ being the standard θ-angle of QCD. The potential Z(λ) has been studied in
the x = 0 case extensively and is constrained by the topological susceptibility of QCD and
the 0+− glueball spectrum [17]. In this work, we are not interested in the exact form of the
potential Va. We notice though that it should satisfy Va(λ, T = 0) = 1, in order to have
the correct U(1)A anomaly. A detailed analysis of this action in the zero temperature case
is under preparation.
2.4 Background at finite magnetic field and temperature
The non-trivial bulk fields on the ground state include the metric, the dilaton, the tachyon
and a constant magnetic field. The non-zero background magnetic field arise from the
flavor part of the action. Hence, it is naturally defined as the U(1) part of the vector field
VM =
(
0,−x2
2
B,
x1
2
B, 0, 0
)
, AM = 0 . (2.10)
The non-trivial magnetic field breaks the SO(3) rotation symmetry of the vacuum state to
SO(2) symmetry of the directions transverse to the magnetic field plane, x1 − x2. Hence,
the Ansatz for the background metric and the dilaton should be,
ds2 = e2A(r)
(
dr2
f(r)
− f(r)dt2 + dx21 + dx22 + e2W (r)dx23
)
, λ = λ(r) , (2.11)
The UV boundary lies at r = 0 (and A → ∞). In the UV, the AdS coordinate, r,
is identified roughly as the inverse of the energy scale of the dual field theory. At zero
temperature, f(r) = 1 and the solution has AdS5 asymptotics near the boundary with
logarithmic corrections. In the IR region of the space-time the solution asymptotes to a
qualitatively similar solution for A(r) and λ(r) as the B = 0 case, while the function W (r)
will be proportional to B. At finite temperature, at least two solutions should exist. One
is the similar to the zero-temperature solution but with periodic time coordinate and a
black hole solution. At some certain temperature, confinement-deconfinement transition
is expected to happen, similarly to N = 4 case, [28]. Above the deconfinement transition
the dominant solution is a black hole metric, so f(r) is non-trivial and satisfies f(rh) = 0,
where r = rh is the position of the black hole horizon. The black hole temperature is
T = β−1 = |f ′(rh)|/4pi. The boundary asymptotics should match the T = 0 solution.
Moreover, in the general case of a boundary field theory with Nf light quarks, we
consider a background tachyon field of the form
T = τ(r) INf , (2.12)
which corresponds to quarks with the same mass. Since, τ(r) is dual to the quark mass
operator, its profile signals the chiral symmetry breaking in the boundary field theory.
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Background solutions with non trivial tachyon which is diverging in the the deep IR of
space-time generically correspond to chirally broken state of the field theory. Bulk solutions
with identically vanishing τ(r) signal a chirally symmetric phase of the boundary theory.
V-QCD, at B = 0, has been studied both at zero and non-zero temperatures and it has been
found that the theory exhibits a chiral transition at finite temperature, depending on x,
above which the chiral symmetry is restored, hence τ(r) = 0 and the theory is deconfined.
In the present work, we analyze the theory in the chirally symmetric phase and non-trivial
B. A full study of the model would require to find all the different bulk solutions, with the
same near boundary conditions, for each B. By comparing their free energies one can decide
which is the dominant solution. In the present work, we assume that the magnetic field
does not change the phase structure dramatically, so at high temperatures the dominant
phase is deconfined and chirally symmetric3. The CP-odd fields are set to zero at the
ground state, a = ξ = AM = 0. The vacuum action then reads
S = M3N2c
∫
d5x
[√−g(R− 4
3
(∂λ)2
λ2
+ Vg(λ)
)
− xVf (λ, τ)
√
−det(gµν + w(λ)Vµν + κ(λ, τ) ∂µτ ∂ντ)
]
(2.13)
The Einstein equations of motion read
Rµν − 1
2
gµνR−
(
4
3
∂µλ∂νλ
λ2
− 2
3
(∂λ)2
λ2
gµν +
1
2
gµνVg(λ)
)
− xVf (λ, τ)
2
(
−gµν
√
D +
1√
D
dD
dgµν
)
= 0 , (2.14)
where D = det(δµλ +w(λ) g
µν Vνλ + κ(λ, τ)g
µν∂ντ ∂λτ). The full set of equations of motion
for non-zero τ(r) is presented in Appendix A. We now consider the deconfined and chirally
symmetric phase where the fermion condensate is zero and we have a background magnetic
field. This magnetic field comes from the vector field on the flavor branes and is described
by Sen’s action (2.3). In case of small magnetic field the DBI can be expanded to quadratic
order to the Maxwell action
Sf = −M3Nc Tr
∫
d4x drVf (λ, τ)
√−g
√
det(δµν + w(λ, τ)2gµρVρν)
= −M3NcNf
∫
d4x dr Vf (λ, τ)
√−g
(
1 +
w(λ, τ)2
4
Vµν V
µν
)
.
(2.15)
The gauge field part of the action reads
SB = −M3NcNf
∫
d4x dr
√−g Vb(λ, τ)
2
4
Vµν V
µν , (2.16)
3This can be further justified since the condensate in QCD decreases for increasing magnetic field at
temperature close to Tc, a phenomenon called inverse magnetic catalysis, [35].
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where Vb(λ) = Vf (λ)w(λ)
2. The potentials are taken independent on the tachyon since it
is neglected in the current solution. We notice that for small x the contribution of the
magnetic field in the background solution is small. The Einstein equations now read
Rµν − 1
2
gµνR−
(
4
3
∂µλ∂νλ
λ2
− 2
3
(∂λ)2
λ2
gµν +
1
2
gµνVeff (λ)
)
− xVb(λ)
2
(
V ρµ Vνρ −
gµν
4
VρσV
ρσ
)
= 0 , (2.17)
where now the dilaton potential is replaced by Veff = Vg − xVf0. The equations of motion
for the metric ansatz functions are
3A′′(r) +
2
3
λ′2
λ2
+ 3A′2 +
(
3A′ −W ′) f ′
2f
+
3xVb(λ)B
2 e−2A
4 f(r)
− e
2A
2f(r)
Veff (λ) = 0 , (2.18)
W ′′ +
W ′f ′
f
+W ′2 + 3A′W ′ − xVb(λ)B
2 e−2A
2 f(r)
= 0 , (2.19)
f ′′ + (3A′ +W ′) f ′ − xVb(λ)B2 e−2A = 0 . (2.20)
We can integrate the equation of f(r) and find
f(r) = e2W
(
1− C1
∫ r
0
e−3A−3Wdr′
)
. (2.21)
where we considered the boundary conditions, f(0) = 1 and W (0) = 0. C1 is determined
by requiring regularity on the black hole horizon
C1 =
1∫ rh
0 e
−3A−3Wdr′
. (2.22)
Using 2.21, this integration constant can be related to the enthalpy as
S =
C1
16piG5 T
. (2.23)
The first order constraint equation reads
2
3
λ′2
λ2
− (3A′ +W ′) f ′(r)
2 f(r)
− 6A′2 − 3A′W ′ + e
2A
2 f
Veff (λ)
− xVb(λ)B
2 e−2A
4 f
= 0 (2.24)
The dilaton equation of motion is not independent but can be derived from combining the
above equations
λ′′(r)
λ(r)
− λ
′(r)2
λ(r)2
+
(
3A′(r) +W ′(r) +
f ′(r)
f(r)
)
λ′(r)
λ(r)
+
3
8
λ(r) e2A(r)
f(r)
∂λVeff (λ)
− 3B
2 e−2A(r) λ(r)
16 f(r)
∂λVb(λ) = 0 . (2.25)
The equations of motion enjoy the following scaling symmetries
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• rescaling of f(r), f → fcf , A→ A− 12 log cf , B → Bcf .
• rescaling of the AdS coordinate, r → Λ r , A→ A− log Λ , B → B
Λ2
,
• rescaling of the W (r), W →W + cW .
2.5 UV asymptotics
The UV asymptotics of the above equations that we are interested in are AdS with loga-
rithmic corrections [16, 17]. The magnetic field influences the UV expansions of the fields
at O(r4). In case of a very strong magnetic field and a potentials Veff , Vb of the form
Veff =
12
`2
(1 + v1λ+ +v2λ
2 + . . .) , Vb(λ) = vb 0(1 + vb 1λ+ . . .) (2.26)
A(r) ' log
(
`
r
)
+
4
9 log(Λr)
− B
2x vb 0
40`2
r4 log(Λr) , W (r) ' B
2x vb 0
8`2
r4 log(Λr) ,
λ(r) ' − 8
9v1 log(Λr)
− 2B
2x vb 0
15v1`2
r4 , f(r) ' 1 +
(
CT +
B2x vb 0
4`2
log(Λr)
)
r4 , (2.27)
where CT is a temperature dependent coefficient.
2.6 IR asymptotics
Requiring regularity on the horizon, the near horizon asymptotics of the system are of the
form
A = Ah +A
′
h + . . . , W = Wh +W
′
h + . . .
λ = λh + λ
′
h + . . . , f = f
′
h+
f ′′h
2
2 + . . . , (2.28)
where  is the distance from the horizon,  = rh − r. Expanding the equations of motion,
(2.20, 2.24, 2.25) we find the coefficients
A′h =
Veff (λh) e
2Ah
3f ′h
− e
−2AhB2 xVb(λh)
3fh
, W ′h =
e−2AhB2 xVb (λh)
2f ′h
λ′h = −
3e2Ahλ2hV
′
eff (λh)
8f ′h
+
3e−2Ahλ2hB
2 xV ′b (λh)
16f ′h
,
f ′′h = −e2AhVeff (λh) +
3
2
e−2AhB2 xVb(λh) . (2.29)
3. Numerical solution
3.1 Choice of the model
In Improved Holographic QCD, the asymptotics of the potential Vg(λ)
4are fixed for small
λ (UV of the field theory) to match the perturbative large-Nc β-function, which gives the
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dual field theory asymptotic freedom. In large λ (IR of the field theory), the potential must
have a form such that the dual field theory is confining and has a linear gapped glueball
spectrum [16–18]. In addition, as r → 0, we want metric to approach AdS, eA → `r and
λ→ −1/log(r) to mimic the perturbative running of large-Nc YM coupling. A form with
the correct asymptotics that we use in our numerical calculations is
V (λ) =
12
`2
(
1 + V0λ+ V1λ
4/3
√
log
(
1 + V2λ4/3 + V3λ2
))
. (3.1)
We can constrain Z(λ), the dilaton-dependent normalization of the axion’s kinetic term,
as done in [36]. We will use the following forms for Z2 with correct asymptotics,
Z(λ) = Z0
(
1 + c4λ
4
)
(3.2)
Z(λ) = Z0
(
1 + c1λ+ c4λ
4
)
, (3.3)
with coefficients c1 and c4 restricted by lattice calculations of axial glueball masses [36] as
0 . c1 . 5, 0.06 . c4 . 50. (3.4)
The potentials appearing in the flavor action, (2.3), can be constrained by looking at
their asymptotics and comparing to lattice and perturbative results as done in [22,23,25].
Their UV asymptotics are chosen to match the perturbative anomalous dimension of the
quark mass operator. Their IR asymptotics were fixed by QCD features of the flavor sector
as chiral symmetry and the meson spectra, [25]. Here we simply present the form of Vf0(λ)
and w(λ), that we use in our calculation
w(λ) =
1(
1 + 3a14 λ
)4/3 , (3.5)
Vf0(λ) = W0
(
1 +W1λ+W2λ
2
)
, (3.6)
with coefficients
a1 =
115− 16x
216pi2
, W0 = 3/11 (3.7)
W1 =
24 + (11− 2x)W0
27pi2W0
, W2 =
24(857− 46x) + (4619− 1714x+ 92x2)W0
46656pi4W0
. (3.8)
3.2 Numerical technique
In order to define a physical, finite action for a non-compact geometry, we must choose a
reference background with the same asymptotics for the metric as well as the dilaton.
We solve Eq. (2.17) using the following numerical method. First, we note that the free
integration constants of this solution are f ′h, Ah, Wh, φh = log λh (letting the subscript h
denote the function at rh), as all other integration constants are fixed in terms of these
by the Einstein’s equations and the condition of horizon regularity, (2.29). The only other
free parameters are rh, the location of the horizon, and B, the magnetic field strength. We
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choose the reference background to be the B = 0 solution. Then, at some UV cutoff rc, for
each value of B 6= 0, we match the geometry of the solutions at the cutoff by demanding√
f(rc)β =
√
f0(rc)β0, β = β0 (3.9)
e2A(rc)Vol2 = e
2A0(rc)V˜ol2, Vol2 = V˜ol2 (3.10)
eA(rc)+W (rc)Vol1 = e
A0(rc)V˜ol1, Vol1 = V˜ol1 (3.11)
φ(rc) = φ0(rc). (3.12)
where the subscript 0 meansB = 0. The left column contains the requirements for matching
the intrinsic Euclidean geometry of the two solutions and the right column contains the
extra conditions we add for convenience. For example, it is convenient to see how a solution
changes with B while keeping temperature T = 1/β = |f
′(rh)|
4pi fixed.
Our numerical method is then a shooting method, that is, we vary the free horizon
quantities Ah, Wh, φh, rh until the constraints at the cutoff are satisfied. Now, we can see
how the horizon quantities Ah, Wh, φh, rh change as a function of B.
3.3 Solutions
We can use the UV matching procedure described above with a choice of x = 1/10 to solve
for Ah, Wh, φh, and rh. In the figures below, we present the dependence on the physical
magnetic field eBphys where e is the elementary charge and Bphys, the physical magnetic
field of our dual field theory, is obtained by
Bphys =
B
`2
, (3.13)
where ` can be found in physical units by taking ` ≈ 0.00161482247MeV , see [19].
Once the background solution is found, it is a trivial matter to calculate the entropy
of the background using the Bekenstein-Hawking entropy formula
S =
Areah
4G5
=
e2A(rh)+W (rh)
4G5
, (3.14)
where Areah denotes the area of the horizon and G5 is Newton’s constant, related to the
5-dimensional Planck mass by M3 = 1/(16piG5N
2
c ). This can be converted into a function
of T and B as the location of the horizon rh can be numerically obtained for varying values
of B and T. An important point here is that the dependence on B and T is twofold: in
addition to the explicit dependence on rh, hence T and B, in (4), the metric functions
A and W also change as we change B and T resulting in a hidden dependence on these
variables.
The plots5 in Fig. 3 show the change in entropy as a function of eBphys for different
temperatures. In addition we plot in Fig. 4 the entropy’s dependence on temperature, for
different values of eB.
It is tempting to compare these results with the recent lattice studies, see for example
figure 10 in [37], that we reproduce here in figure 5. Comparison of figures 5 and 4 show
5Tc in the figures 3 and 4 below refer to the deconfinement temperature at B = 0.
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Figure 3: [Color online] The entropy density S, as a function of eB with IHQCD potentials
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Figure 4: Change in entropy density divided by T 3 vs. T/Tc for different values of eB.
very good qualitative agreement. To see that the agreement is better than it appears in
these figures one has to consider only the part T > Tc of figure 5. The tails on the left
of the peaks at around Tc ≈ 150 MeV in this figure are absent in the large Nc limit that
we consider here. One can even hope for quantitative agreement and the reason that our
results do not quantitatively agree with that of the lattice studies should be because we
consider a model where the ratio of flavors to color x = 0.1, whereas in [37] this ratio is
x = 1. We expect the agreement become better when we consider larger values of x.
3.4 Free energy and phase transition temperature
Another important thermodynamic quantity is the free energy. In the case where the en-
tropy only depends on the temperature, the free energy can be obtained from the entropy
that we found above simply by integrating the first law in T, [18]. On the other hand, this
cannot be done here as S is a function of both B and T. Then the only way to calculate
– 13 –
Figure 5: [Color online] Change in entropy density divided by T 3 in terms of T/Tc for
different values of eB. It is noticed that it has a maximum at Tc. The plot was produced
using Lattice field theory in [37].
the free energy from the holographic dual theory is from the gravity action (including the
Gibbons-Hawking term and the counter-terms) evaluated on the background solution [18].
A similar method is to consider the difference of the on-shell actions evaluated on the black-
hole and the thermal gas solutions, that is a solution with the same boundary asymptotics
but no horizon. As explained in [38], (see also [18,19]) the black-hole solution corresponds
to the deconfined plasma phase and the thermal gas corresponds to the low tempera-
ture, confined phase. The curve in the (B, T ) space where this difference vanishes then
determines the phase boundary in the system on which the confinement/deconfinement
transition takes place. This curve Tc = Tc(B) can be calculated in the aforementioned
manner.
We can easily obtain the thermal gas solution that obeys the same boundary asymp-
totics as the black-hole solution above by employing the following trick. The thermal gas
has no horizon hence vanishing entropy. Using equation (2.23) then this means setting
the integration constant C1 in the solution (2.21) to zero. Hence the thermal gas solution
obeys
f(r) = exp(2W (r)) . (3.15)
The other metric functions can then be determined by numerical integration. Once both the
black-hole and the thermal gas solutions are obtained, one should calculate the difference of
the on-shell actions to determine the phase diagram. We shall not carry out this calculation
in this paper for two reasons: firstly there are various numerical difficulties which render
the calculation very tricky and one needs new techniques to maintain numerical efficiency
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of the difference of the actions. Secondly, we consider small values of x in this paper, hence
the difference Tc(B)−Tc(0) = O(x) that is small. This will make a difference O(x2) in the
figures 3 and 4 above, which we can safely neglect.
4. CP-odd fluctuations at finite x and magnetic field B.
We now analyze the coupling of CP-odd excitations of the model and calculate the Chern-
Simons diffusion rate at finite B. As explained in section 2.3, the pseudo scalar axion α is
dual to the topological charge operator given by
q(xµ) ≡ 1
32pi2
Tr
(
FµνF˜
µν
)
. (4.1)
Recall that the Chern-Simons diffusion rate is given by
ΓCS ≡ lim
V→∞
lim
t→∞
〈(∆NCS)2〉
V t
. (4.2)
This can be rewritten as
ΓCS =
∫
d4x 〈q(xµ)q(0)〉W , (4.3)
where 〈 〉W denotes the Wightman correlator, [30].
In Fourier space, let GˆW (ω,~k) and GˆR(ω,~k) denote the Wightman and retarded
Green’s functions of the topological charge operator q, defined in Minkowski spacetime
as
GˆR(k) = −i
∫
d4x e−ik·xθ(t)〈[q(x), q(0)]〉 (4.4)
GˆW (k) =
1
2
∫
d4x e−ik·x〈q(x)q(0)− q(0)q(x)〉 (4.5)
where k = (ω,~k). Then, the fluctuation-dissipation theorem relates these as
GˆW (ω,~k) = −coth
( ω
2T
)
Im GˆR(ω,~k). (4.6)
for ω  T . Taking the zero momentum and small frequency limit of this, we can write the
Chern-Simons diffusion rate as
ΓCS = −κ2 lim
ω→0
2T
ω
Im GˆR(ω,~k = 0), (4.7)
where we now consider GˆR(ω,~k) to be the retarded Green’s function of the topological
charge operator q(xµ), dual to the axion. To compute the above transport coefficient in
our model at finite B, we study the quadratic excitations of the axion field which are
coupled to the U(1)A axial-vector current and the phase of the tachyon. The interplay
of the gluon topological correlator and the axial current has been studied in the probe
limit in [39–41]. In the DBI, (2.3), the coupling of the axial-vector to the phase of the
tachyon is proportional to the tachyon background solution which is taken zero, hence
this is neglected. At τ(r) = 0, the potential appearing in the CP-odd action, (2.9), is
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Va(λ, τ = 0) = 1, so the axion coupling to the phase of the tachyon is also zero since it is
proportional to the derivative of Va. Expanding the actions (2.3, 2.9) up to second order
in the fluctuations we have,
S1 =
1
4
M3N2c x
∫
d4x drVb(λ)
√
−det(G)
[
GSMS AST GSTN ANM (4.8)
+ GAMS AST GATNANM − 1
2
(GAMNAMN )2
]
S2 = −1
2
M3N2c
∫
d4xdr
√−g Z(λ) (∂Mα− 2xAM)(∂Nα− 2xVaAN)gMN .
S1 comes from the expansion of the DBI and the metric G is defined as
GMN =

−e2A(r)f(r) 0 0 0 0
0 e2A(r) w(λ, τ)B 0 0
0 −w(λ, τ)B e2A(r) 0 0
0 0 0 e2A(r)+2W (r) 0
0 0 0 0 e
2A(r)
f(r) ,
 (4.9)
It is noticed that GMN is split in its symmetric and antisymmetric parts GMN = GSMN +
GAMN . The equations of motion read to leading order in the magnetic field
∂M
[
Z(λ)
√−g gMN (∂Mα(r, x)− 2xAM (r, x))
]
= 0 (4.10)
∂N
[
Vb(λ)
√
−det(G)
(
GSMSGSTNAST + GAMSGATNAST
+
1
2
GASTGAMNAST
)]
+ 2Z(λ)
√−g gMN
[
∂Nα(r, x)− 2xVaAN (r, x)
]
= 0
In order to calculate the Chern-Simons diffusion rate we now look at the equation of
motion for the axion fluctuation α in the small ω limit. Following [32], we solve this
equation with a Dirichlet boundary condition at the asymptotically AdS boundary (at
r = 0) and an in-going wave boundary condition at the horizon rh. Considering the case
where kµ = (−ω, 0, 0, 0), the solution for the axion takes the form
α(r, t) =
∫
dω
2pi
e−iωt α(r, ω) a(ω), (4.11)
where a(ω) is fixed by the Dirichlet boundary condition,
lim
r→0
α(r, t) =
∫
dω
2pi
e−iωt a(ω), (4.12)
and α(r, ω) is the solution to Eq. (4.10) in momentum space. Similar expansions hold for
AM . Taking the spatial components of the axial-vector field to be zero, the fluctuation
equations become
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∂r
[
Z(λ) e3A+W f ∂rα
]
+ Z(λ)
e3A+W
f
(ω2α− 2i ω xAt) = 0
∂r
[
iω Vb(λ) e
A+W ∂rAt
]
+ 2Z(λ)
e3A+W
f
(ω2α− 2iω xAt) = 0
iω Vb(λ) e
A+W ∂rAt − 2Z(λ) e3A+W f ∂rα = 0 . (4.13)
In the present work, we restrict ourselves in the calculation of the Chern-Simons diffusion
rate, which is the transport coefficient of q(x), hence we are interested in solving the
∂r
[
Z(λ) e3A+W f ∂rα
]
+ Z(λ)
e3A+W
f
ω2α = 0 . (4.14)
The on-shell action of the axion reduces to the boundary term
Son-shellaxion =
∫
dω
2pi
a(−ω)F(r, ω) a(ω)
∣∣∣∣rh
0
, (4.15)
where
F(r, ω) ≡ −M
3
2
α(r,−ω)Z(λ(r))
√−g grr ∂rα(r, ω). (4.16)
The retarded Green’s function as prescribed by [32], is given by
GˆR(ω) = −2 lim
r→0
F(r, ω). (4.17)
In order to calculate ΓCS , we need to solve Eq. (4.14) for α with small ω. We do this
using near-horizon matching following [36]. In this method, we first solve Eq. (4.14) with
ω = 0 and expand the solution near the horizon. Then we reverse the order, solving in the
near-horizon region and then expanding in small ω. Finally, we match these to solutions
to obtain F .
When ω = 0, the solution of Eq. (4.14) is
δα = C1 + C2
∫ r
0
dr′
Z(λ(r′)) e3A(r′)+W (r′) f(r′)
, (4.18)
with C1 and C2 constants. The integral term in Eq. (4.18) diverges as r → rh, since
f(rh) = 0. Therefore, a normalizable solution must have C2 = 0 when ω = 0 and C2 ∝ ω
when ω is small. This solution Eq. (4.18) gives for Eq. (4.16),
lim
r→0
F(r, ω) = −M
3
2
C1C2, ω  T, (4.19)
In order to have unit normalization at the asymptotically AdS boundary, we choose C1 = 1.
Now, expanding Eq. (4.18) near the horizon, we find the solution
δα = C1 +
C2
Z(λh) e3A(rh)+W (rh) f ′(rh)
log(rh − r) +O(rh − r), (4.20)
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Figure 6: [Color online] ΓCS vs. eB with IHQCD potential for different temperatures.
With c1 = 1 and c4 = 1.
where we used |f ′(rh)| = 4piT . Next we do the reversed order of operations. First, we
expand Eq. (4.14) near the horizon and we find the solution
α = C+(rh − r)
iω
4piT + C−(rh − r)−
iω
4piT , (4.21)
with coefficients C+, C− depending on ω but not r. In order to have an in-going wave
condition at the horizon, we set C+ = 0. Expanding the solution for small ω, we get
α = C− − i ω
4piT
C−log(rh − r) +O
(
ω2
T 2
)
. (4.22)
By matching the constant and logarithm terms in Eqs. (4.20) and (4.22), we find
C1 = C− = 1, C2 = −iωZ(λh)e3A(rh)+W (rh)C−. (4.23)
Using Eqs. (4.17) and (4.19), we obtain
GˆR(ω,~k = 0) = −iωM3pZ2(λh)e3A(rh)+W (rh), ω  T. (4.24)
And so our final result for ΓCS is
ΓCS =
1
N2c
T
8piG5
κ2Z(λh)e
3A(rh)+W (rh) =
1
N2c
sT
2pi
κ2Z(λh), (4.25)
using that the entropy density is s = e
3A(rh)+W (rh)
4G5
and M3 = 1/(16piG5N
2
c ).
The dependence of ΓCS on temperature in Fig. 6 is in good agreement with the previous
result in [36], showing a peak at the devonfinement transition. We notice that ΓCS is
quadratic in B for weak magnetic field and becomes linear for strong magnetic field.
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5. Discussion and Outlook
In this paper we studied the effect of finite magnetic field on the quark-gluon plasma in the
Veneziano limit (1.1) at strong coupling, using a bottom-up holographic model for QCD.
The Veneziano limit is crucial because the magnetic field couples to the plasma only through
the flavor sector and in the large color limit, this coupling effectively vanishes unless one
takes the number of flavors to infinity as well, keeping the ratio fixed. We found that the
thermodynamic variables exhibit non-trivial dependence on B. In particular the entropy
density increases with B and the rate of increase is more pronounced at smaller values
of T, close to the deconfinement temperature Tc. This result is in very good qualitative
agreement with the recent lattice studies [37]. We also studied the sphaleron decay rate
and found that this rate also increases with B. This means that sphaleron decay processes
are favored in the presence of magnetic field which in turn imply a larger value for the
effective axial chemical potential µ5 in (1.3). Therefore the chiral magnetic effect is more
probable in a strongly interacting plasma with magnetic field.
There are several future directions to explore. First of all, we simplified our calculations
by taking a small value of x, the ratio of flavors to colors. This allowed us to expand the DBI
action on the flavor branes. It is straightforward but cumbersome to lift this approximation
and study the system in a more realistic case of x ∼ 1. We leave this study for the future.
Secondly, we have not studied the dependence of the free energy on B in this paper.
As explained at the end of section 3.4, this, and the phase diagram of the theory can
be explored by studying the difference of the on-shell actions evaluated on the black-hole
(deconfined phase) and the thermal gas (confined phase) solutions. We plan to study this
in the near future. In fact, one can also add the baryon chemical potential µ to the phase
space and explore the full phase diagram in the space (T,B, µ).
Finally, we are currently studying the response of the axial charge to the fluctuations
of the topological operator, which requires the study of the full, coupled system of the
CP-odd excitations. Similar issues are addressed in the probe limit in [39–41].
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APPENDIX
A. Equations of motion for τ 6= 0
Einstein equations are written in terms of the ansatz functions of Eqs. (2.10, 2.11, 2.12)
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3A′′(r) +
2
3
λ′2
λ2
+ 3A′2 +
(
3A′ −W ′) f ′
2f
+
xVf (λ, τ)G(r) e
2A
2Q(r) f(r)
(2Q2 − 1)− e
2A
2f(r)
Vg(λ) = 0 ,
W ′′ − W
′f ′
f
+W ′2 + 3A′W ′ +
xVf (λ, τ)G(r) e
2A
2Q(r) f(r)
(
1−Q2) = 0 , (A.1)
f ′′ + (3A′ +W ′) f ′ − xVf (λ, τ) e
2AG
Q
(
1−Q2) = 0 , (A.2)
where we have defined the functions
G(r) =
√
1 + e−2A(r)κ(λ, τ)f(r)(∂rτ(r))2 , Q(r) =
√
1 + w(λ, τ)2B2e−4A(r). (A.3)
The first order constraint equation reads
2
3
λ′2
λ2
− (3A′ +W ′) f ′(r)
2 f(r)
− 6A′2 − 3A′W ′ + e
2A
2 f
Vg(λ)
− xVf (λ, τ)Qe
2A
2Gf
= 0 . (A.4)
The dilaton eom is
λ′′(r)
λ(r)
− λ
′(r)2
λ(r)2
+
(
3A′(r) +W ′(r) +
f ′(r)
f(r)
)
λ′(r)
λ(r)
+
3
8
λ(r) e2A(r)
f(r)
∂λVg(λ)
− 3xB
2 e−2A(r)G(r)λ(r)Vf (λ, τ)w(λ, τ)
8 f(r)Q(r)
∂λw(λ, τ)− 3x e
2A(r)G(r)λ(r)Q(r)
8f(r)
∂λVf (λ, τ)
− 3xλ(r)Q(r)Vf (λ, τ) τ
′(r)2
16G(r)
∂λκ(λ, τ) = 0 . (A.5)
This is not independent but can be derived from combing Eqs. (A.2, A.4) The tachyon
equation of motion is
τ ′′(r)− e
2A(r)G(r)2
f(r)κ(λ, τ)
∂τ log Vf (λ, τ) + e
−2A(r) f(r)κ(λ, τ)
(
W ′(r) +
1
2
f ′(r)
f(r)
+2A′(r)
1 +Q(r)2
Q(r)2
+
1
2
λ′(r) ∂λ log (κ(λ, τ)Vf (λ, τ)2)− λ
′(r) (1−Q(r)2)
Q(r)2
∂λ log w(λ, τ)
)
τ ′(r)3
+
(
A′(r)
2 +Q(r)2
Q(r)2
+W ′(r) +
f ′(r)
f(r)
+ λ′(r)∂λ log(Vf (λ, τ)κ(λ, τ))− λ
′(r) (1−Q(r)2)
Q(r)2
∂λ log w(λ, τ)
)
τ ′(r)
+
τ ′(r)2
2
∂τ log κ(λ, τ) +
e2A(r)G(r)2 (1−Q(r)2)
f(r)κ(λ, τ)Q(r)2
∂τ logw(λ, τ) = 0 (A.6)
To find the equation of motion of the gauge field, we define the matrix in the square root
of the flavor action, Eq.(2.13), as
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ALMN = ARMN = GMN =

−e2A(r)f(r) 0 0 0 0
0 e2A(r) w(λ, τ)B 0 0
0 −w(λ, τ)B e2A(r) 0 0
0 0 0 e2A(r)+2W (r) 0
0 0 0 0 e
2A(r)
f(r) G(r)
2 .

(A.7)
The inverse matrix is
GMN =

− e−2A(r)f(r) 0 0 0 0
0 e
−2A(r)
Q(r)2 −w(λ,τ)Be
−4A(r)
Q(r)2 0 0
0 w(λ,τ)Be
−4A(r)
Q(r)2
e−2A(r)
Q(r)2 0 0
0 0 0 e−2A(r)−2W (r) 0
0 0 0 0 e
−2A(r)f(r)
G(r)2 ,

, (A.8)
Then, the eom of the magnetic field is
∂M
(
Vf (λ, τ)w(λ, τ)
√−G GMNA
)
= 0 , (A.9)
where GA is the antisymmetric part of G. The above equation is automatically satisfied for
the gauge field of the form (2.10).
B. Fluctuation equations τ 6= 0 and B 6= 0
The quadratic action of those fluctuations reads
S1 = −1
2
M3N2c x
∫
d4x drVf (λ, τ)
√
−det(G)
(
κ(λ, τ) τ(r)2 GSMN (∂Mξ + 2AM ) (∂Nξ + 2AN )
(B.1)
− w(λ, τ)
2
2
[
GSMS AST GSTN ANM + GAMS AST GATNANM − 1
2
(GAMNAMN )2
])
S2 = −1
2
M3N2c
∫
d4xdr
√−g Z(λ) (∂Mα− x(2VaAM − ξ∂MVa)(∂Nα− x(2VaAN − ξ∂NVa))gMN
where the ”metric” G was defined in (A.7). It is noticed that GMN is split in its symmetric
and antisymmetric parts GMN = GSMN +GAMN . The fully couple system of the equations
of motion in the presence of external magnetic field then reads
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∂M
[
Z(λ)
√−g gMN (∂Mα− x(2VaAM − ξ∂MVa)
]
= 0 (B.2)
∂M
[
Vf (λ, τ)κ(λ, τ) τ
2
√
−det(G)GSMN (∂Nξ + 2AN )
]
(B.3)
−Z(λ) ∂MVa
√−g gMN
[
∂Mα+ x(2VaAM − ξ∂MVa
]
= 0
∂N
[
Vf (λ, τ)
√
−det(G)w(λ, τ)2
(
GSMSGSTNAST + GAMSGATNAST
+
1
2
GASTGAMNAST
)]
− 2Vf (λ, τ)
√
−det(G)κ(λ, τ) τ2 GSMN (∂Nξ + 2AN )
+2Z(λ)Va
√−g gMN
[
∂Nα− x(2VaAN − ξ∂NVa
]
= 0 . (B.4)
References
[1] D. Kharzeev, K. Landsteiner, A. Schmitt, and H.-U. Yee, Strongly Interacting Matter in
Magnetic Fields, Lect.Notes Phys. 871 (2013) pp. 624.
[2] G. Bali, F. Bruckmann, G. Endrodi, Z. Fodor, S. Katz, et al., The QCD phase diagram for
external magnetic fields, JHEP 1202 (2012) 044, [arXiv:1111.4956].
[3] D. E. Kharzeev, L. D. McLerran, and H. J. Warringa, The Effects of topological charge
change in heavy ion collisions: ‘Event by event P and CP violation’, Nucl.Phys. A803 (2008)
227–253, [arXiv:0711.0950].
[4] K. Fukushima, D. E. Kharzeev, and H. J. Warringa, The Chiral Magnetic Effect, Phys.Rev.
D78 (2008) 074033, [arXiv:0808.3382].
[5] V. Gusynin, V. Miransky, and I. Shovkovy, Dimensional reduction and catalysis of dynamical
symmetry breaking by a magnetic field, Nucl.Phys. B462 (1996) 249–290, [hep-ph/9509320].
[6] V. Skokov, A. Y. Illarionov, and V. Toneev, Estimate of the magnetic field strength in
heavy-ion collisions, Int.J.Mod.Phys. A24 (2009) 5925–5932, [arXiv:0907.1396].
[7] K. Tuchin, Synchrotron radiation by fast fermions in heavy-ion collisions, Phys.Rev. C82
(2010) 034904, [arXiv:1006.3051].
[8] V. Voronyuk, V. Toneev, W. Cassing, E. Bratkovskaya, V. Konchakovski, et al.,
(Electro-)Magnetic field evolution in relativistic heavy-ion collisions, Phys.Rev. C83 (2011)
054911, [arXiv:1103.4239].
[9] W.-T. Deng and X.-G. Huang, Event-by-event generation of electromagnetic fields in
heavy-ion collisions, Phys.Rev. C85 (2012) 044907, [arXiv:1201.5108].
[10] K. Tuchin, Particle production in strong electromagnetic fields in relativistic heavy-ion
collisions, Adv.High Energy Phys. 2013 (2013) 490495, [arXiv:1301.0099].
[11] L. McLerran and V. Skokov, Comments About the Electromagnetic Field in Heavy-Ion
Collisions, Nucl.Phys. A929 (2014) 184–190, [arXiv:1305.0774].
[12] U. Gursoy, D. Kharzeev, and K. Rajagopal, Magnetohydrodynamics, charged currents and
directed flow in heavy ion collisions, Phys.Rev. C89 (2014), no. 5 054905, [arXiv:1401.3805].
– 22 –
[13] J. Maldacena, The Large N Limit of Superconformal Field Theories and Supergravity,
Adv.Theor.Math.Phys. 2 (1998) 231–252, [hep-th/9711200].
[14] S. Gubser, I. Klebanov, and A. Polyakov, Gauge theory Correlators from Non-critical String
Theory, Phys.Lett. B428 (1998) 105–114, [hep-th/9802109].
[15] E. Witten, Anti-de Sitter Space and Holography, Adv.Theor.Math.Phys. 2 (1998) 253–291,
[hep-th/9802150].
[16] U. Gursoy and E. Kiritsis, Exploring improved holographic theories for QCD: Part I, JHEP
0802 (2008) 032, [arXiv:0707.1324].
[17] U. Gursoy, E. Kiritsis, and F. Nitti, Exploring improved holographic theories for QCD: Part
II, JHEP 0802 (2008) 019, [arXiv:0707.1349].
[18] U. Gursoy, E. Kiritsis, L. Mazzanti, and F. Nitti, Holography and Thermodynamics of 5D
Dilaton-gravity, JHEP 0905 (2009) 033, [arXiv:0812.0792].
[19] U. Gursoy, E. Kiritsis, L. Mazzanti, and F. Nitti, Improved Holographic Yang-Mills at Finite
Temperature: Comparison with Data, Nucl.Phys. B820 (2009) 148–177, [arXiv:0903.2859].
[20] R. Casero, E. Kiritsis, and A. Paredes, Chiral symmetry breaking as open string tachyon
condensation, Nucl.Phys. B787 (2007) 98–134, [hep-th/0702155].
[21] I. Iatrakis, E. Kiritsis, and A. Paredes, An AdS/QCD model from tachyon condensation: II,
JHEP 1011 (2010) 123, [arXiv:1010.1364].
[22] M. Jarvinen and E. Kiritsis, Holographic Models for QCD in the Veneziano Limit, JHEP
1203 (2012) 002, [arXiv:1112.1261].
[23] T. Alho, M. Jarvinen, K. Kajantie, E. Kiritsis, and K. Tuominen, On finite-temperature
holographic QCD in the Veneziano limit, JHEP 1301 (2013) 093, [arXiv:1210.4516].
[24] D. Arean, I. Iatrakis, M. Jarvinen, and E. Kiritsis, V-QCD: Spectra, the dilaton and the
S-parameter, Phys.Lett. B720 (2013) 219–223, [arXiv:1211.6125].
[25] D. Arean, I. Iatrakis, M. Jarvinen, and E. Kiritsis, The discontinuities of conformal
transitions and mass spectra of V-QCD, JHEP 1311 (2013) 068, [arXiv:1309.2286].
[26] T. Alho, M. Jarvinen, K. Kajantie, E. Kiritsis, C. Rosen, et al., A holographic model for
QCD in the Veneziano limit at finite temperature and density, JHEP 1404 (2014) 124,
[arXiv:1312.5199].
[27] M. Jarvinen, Massive holographic QCD in the Veneziano limit, arXiv:1501.07272.
[28] E. D’Hoker and P. Kraus, Magnetic Brane Solutions in AdS, JHEP 0910 (2009) 088,
[arXiv:0908.3875].
[29] G. Basar and D. E. Kharzeev, The Chern-Simons diffusion rate in strongly coupled N=4 SYM
plasma in an external magnetic field, Phys.Rev. D85 (2012) 086012, [arXiv:1202.2161].
[30] G. D. Moore and M. Tassler, The Sphaleron Rate in SU(N) Gauge Theory, JHEP 1102
(2011) 105, [arXiv:1011.1167].
[31] D. T. Son and P. Surowka, Hydrodynamics with Triangle Anomalies, Phys.Rev.Lett. 103
(2009) 191601, [arXiv:0906.5044].
[32] D. T. Son and A. O. Starinets, Minkowski space correlators in AdS / CFT correspondence:
Recipe and applications, JHEP 0209 (2002) 042, [hep-th/0205051].
– 23 –
[33] B. Craps, C. Hoyos, P. Surowka, and P. Taels, Chern-Simons diffusion rate in a holographic
Yang-Mills theory, JHEP 1211 (2012) 109, [arXiv:1209.2532].
[34] R. Rougemont, R. Critelli, and J. Noronha, Holographic calculation of the QCD crossover
temperature in a magnetic field, arXiv:1505.07894.
[35] G. Bali, F. Bruckmann, G. Endrodi, Z. Fodor, S. Katz, et al., QCD quark condensate in
external magnetic fields, Phys.Rev. D86 (2012) 071502, [arXiv:1206.4205].
[36] U. Gursoy, I. Iatrakis, E. Kiritsis, F. Nitti, and A. O’Bannon, The Chern-Simons Diffusion
Rate in Improved Holographic QCD, JHEP 1302 (2013) 119, [arXiv:1212.3894].
[37] G. Bali, F. Bruckmann, G. Endrodi, S. Katz, and A. Schafer, The QCD equation of state in
background magnetic fields, JHEP 1408 (2014) 177, [arXiv:1406.0269].
[38] E. Witten, Anti-de Sitter Space, Thermal Phase Transition, and Confinement in Gauge
Theories, Adv.Theor.Math.Phys. 2 (1998) 505–532, [hep-th/9803131].
[39] U. Gursoy and A. Jansen, (Non)renormalization of Anomalous Conductivities and
Holography, JHEP 1410 (2014) 92, [arXiv:1407.3282].
[40] A. Jimenez-Alba, K. Landsteiner, and L. Melgar, Anomalous magnetoresponse and the
Stckelberg axion in holography, Phys.Rev. D90 (2014), no. 12 126004, [arXiv:1407.8162].
[41] I. Iatrakis, S. Lin, and Y. Yin, Axial current generation by P-odd domains in QCD matter,
arXiv:1411.2863.
– 24 –
