Abstract. We consider a lowest-order finite element discretization of the nonlinear system of Maxwell's and Landau-Lifshitz-Gilbert equations (MLLG). Two algorithms are proposed to numerically solve this problem, both of which only require the solution of at most two linear systems per timestep. One of the algorithms is fully decoupled in the sense that each timestep consists of the sequential computation of the magnetization and afterwards the magnetic and electric field. Under some mild assumptions on the effective field, we show that both algorithms converge towards weak solutions of the MLLG system. Numerical experiments for a micromagnetic benchmark problem demonstrate the performance of the proposed algorithms.
Introduction
The understanding of magnetization dynamics, especially on a microscale, is of utter relevance, for example in the development of magnetic sensors, recording heads, and magnetoresistive storage devices. In the literature, a well accepted model for micromagnetic phenomena, is the Landau-Lifshitz-Gilbert equation (LLG), see (1a) . This nonlinear partial differential equation describes the behaviour of the magnetization of some ferromagnetic body under the influence of a so-called effective field. Existence (and non-uniqueness) of weak solutions of LLG goes back to [AS, V'85] . Existence of weak solutions for MLLG was first shown in [CF'98] . For a complete review of the analysis for LLG, we refer to [C, GC, KP] or the monographs [HS, P] and the references therein. As far as numerical simulation is concerned, convergent integrators can be found e.g. in the works [BP, BKP] or [BBP'08] , where the latter considers a weak integrator for the coupled MLLG system. From the viewpoint of numerical analysis, the integrator from [BKP] suffers from explicit time stepping, since this imposes a strong coupling of the timestep-size k and the spatial mesh-size h. The integrators of [BP, BBP'08] , on the other hand, rely on the implicit midpoint rule for time discretization, and unconditional convergence is proved. In practice though, a nonlinear system of equations has to be solved in each timestep, and to that end, a fixed-point iteration is proposed in the works [BP, BBP'08] . This, however, again leads to a coupling of h and k, and thus destroys unconditional convergence. Using the Newton method for the midpoint scheme seems to allow for larger time-steps, see [DSM] and also [BBrP'12] , where an efficient Newton-multigrid nonlinear solver has been proposed.
In [A'08] , an unconditionally convergent projection-type integrator is proposed, which, despite the nonlinearity of LLG, only requires the solution of one linear system per timestep. The effective field in this work, however, only covers microcrystalline exchange effects and is thus quite restricted. In the subsequent works [A'11, GHMPS, GPS] the analysis for this integrator was widened to cover more general (linear) field contributions, where only the highest-order exchange contribution is treated implicitly, whereas the other contributions are treated explicitly. This allows to minimize computational effort while still maintaing unconditional convergence. Finally, in the very recent work [BSFFGPP'12] , the authors could show unconditional convergence of this integrator, where the effective field consists of some general energy contributions, which are only supposed to fulfill a certain set of properties. This particularly covers some nonlinear contributions, as well as certain multiscale problems. In addition, it is shown in [BSFFGPP'12] that errors arising due to approximate computation of field contributions like e.g. the demagnetizing field can be incorporated into the analysis.
In [A'12] , the authors also investigate a higher-order extension of this algorithm which, however, requires implicit treatment of nonlocal contributions like the magnetostatic strayfield.
In our work, we extend the analysis of the aforementioned works and show that the integrator from [A'08] can be coupled with a weak formulation of the full Maxwell system (1b)-(1c). For the integration of this system, we propose two algorithms that only require the solution of one (Algorithm 2) resp. two linear systems (Algorithm 3) per timestep while still guaranteeing unconditional convergence (Theorem 6). The contribution of the present work can be summarized as follows:
• We extend the linear integrator from [A'08, GHMPS] to time-dependent contributions of the effective field by considering the full Maxwell equations instead of the magnetostatic simplification.
• Unlike [BBP'08] , at most two linear systems per timestep, instead of a coupled nonlinear system, need to be solved. Nevertheless, we still prove unconditional convergence.
• Unlike [BBP'08] , the decoupling of the Maxwell and the LLG part in the integrator of Algorithm 3 is rigorously included into the convergence analysis of the time-marching scheme.
Outline. The remainder of this paper is organized as follows: In Section 2, we recall the mathematical model for the full Maxwell-LLG system (MLLG) and recall the notion of a weak solution (Definition 1). In Section 3, we collect some notation and preliminaries, as well as the definition of the discrete ansatz spaces and their corresponding interpolation operators. In Section 4, we propose two algorithms (Algorithm 2 and 3) to approximate the MLLG system numerically. The large Section 5 is then devoted to our main convergence result (Theorem 6) and its proof. Finally, in Section 6, some numerical results conclude this work.
Model Problem
We consider the Maxwell-Landau-Lifshitz-Gilbert equation (MLLG) which describes the evolution of the magnetization of a ferromagnetic body that occupies the domain ω Ω ⊆ R 3 . For a given damping parameter α > 0, the magnetization m : (0, T ) × ω → S 2 and the electric and magnetic fields E, H : (0, T ) × Ω → R 3 satisfy the MLLG system
where the effective field H eff consists of H eff = C e ∆m + H + π(m) for some general energy contribution π which is assumed to fulfill a certain set of properties, see (13)-(14) . This is in analogy to [BSFFGPP'12] . We stress that, with the techniques from [BSFFGPP'12] , an approximation π h of π can be included into the analysis, as well. We emphasize that throughout this work, the case H eff = C e ∆m + H + C a DΦ(m) + H ext is particularly covered. Here, Φ(·) denotes the crystalline anisotropy density and H ext is a given applied field. The constants ε 0 , µ 0 ≥ 0 denote the electric and magnetic permeability of free space, respectively, and the constant σ ≥ 0 stands for the conductivity of the ferromagnetic domain ω. The field J : Ω T → R 3 describes an applied current density and χ ω : Ω → {0, 1} is the characteristic function of ω. As is usually done for simplicity, we assume Ω ⊂ R 3 to be bounded with perfectly conducting outer surface ∂Ω into which the ferromagnet ω Ω is embedded, and Ω\ω is assumed to be vacuum. In addition, the MLLG system (1) is supplemented by initial conditions
as well as boundary conditions
Note that the side constraint |m| = 1 a.e. in ω T does not need to be enforced explicitely, but follows from |m 0 | = 1 a.e. in ω and ∂ t |m| 2 = 2m · m t = 0 in ω T , which is a consequence of (1a). This behaviour should also be reflected by the numerical integrator. In analogy to [CF'98, BBP'08] , we assume the given data to satisfy
as well as
With the space
we now recall the notion of a weak solution of (1a)-(1c) from [CF'98] .
(iii) there holds m(0, ·) = m 0 in the sense of traces; (iv) for almost all t ∈ (0, T ), we have bounded energy
where C > 0 is independent of t.
Existence of weak solutions was first shown in [CF'98] . We note, however, that our analysis is constructive in the sense that it also proves existence.
Remark. Under additional assumptions on the general contribution π(·), namely that π(·) is self-adjoint with π(n) L 4 (ω) ≤ C for all n ∈ L 2 (ω) with |n| ≤ 1 almost everywhere, the energy estimate (5) can be improved. The same techniques as in [BSFFGPP'12, Lemma A.1] then show for almost all t ∈ (0, T ) and ε > 0
This is in analogy to [BBP'08] . In particular, the above assumptions are fulfilled in case of vanishing applied field H ext ≡ 0 and if π(·) denotes the uniaxial anisotropy density.
Preliminaries
For time discretization, we impose a uniform partition 0 = t 0 < t 1 < . . . < t N = T of the time interval [0, T ]. The timestep size is denoted by k = k j := t j+1 − t j for j = 0, . . . , N − 1. For each (discrete) function ϕ ϕ ϕ, ϕ ϕ ϕ j := ϕ ϕ ϕ(t j ) denotes the evaluation at time t j . Furthermore, we write d t ϕ ϕ ϕ j+1 := (ϕ ϕ ϕ j+1 − ϕ ϕ ϕ j )/k for j ≥ 1, and ϕ ϕ ϕ j+1/2 := (ϕ ϕ ϕ j+1 + ϕ ϕ ϕ j )/2 for j ≥ 0 and a sequence {ϕ ϕ ϕ j } j≥0 . For the spatial discretization, let T Ω h be a regular triangulation of the polyhedral bounded Lipschitz domain Ω ⊂ R 3 into compact and non-degenerate tetrahedra. By T h , we denote its restriction to ω Ω, where we assume that ω is resolved, i.e. 
For the sake of computational and implementational ease, LLG and Maxwell's equations can be decoupled which leads to only two linear systems per timestep. This modification is explicitely stated in the second algorithm. 
Unique solvability.
In this brief section, we show that the two above algorithms are indeed well defined and admit unique solutions in each step of the iterative loop. We start with Algorithm 2.
Lemma 4. Algorithm 2 is well defined in the sense that in each step j = 0, . . . , N − 1 of the loop, there exist unique solutions (m
Proof. We multiply the first equation of (9) by µ 0 and the second and third equation by some free parameter C 1 > 0 to define the bilinear form a
and the linear functional
To ease the readability, the respective first lines of these definitions stem from (9a), the second from (9b), and the third from (9c). Clearly, (9) is equivalent to
Next, we aim to show that the bilinear form a
Usage of the Hölder inequality reveals that for all (ϕ
where we have used
. In order to prove the desired result, we have to show a, b > 0 by choice of C 1 . We make the following ansatz: Fix C 2 > k > 0, choose ε > 0 in such a way that 0 < αC 2 − 2ε 2 − 2αε, and define
which is true due to the choice of ε. The condition b > 0 now gives
which is automatically fulfilled due to the original choice of k < C 2 . In particular, (9) thus admits a unique solution (v
and the Pythagoras theorem, we get |m
Hence, also step (ii) of Algorithm 2 is well defined. This concludes the proof.
The following lemma states an analogous result for the second algorithm.
Lemma 5. Algorithm 3 is well defined in the sense that it admits a unique solution at each step j = 0, . . . , N − 1 of the iterative loop.
Proof. For the first equation (10a), we define the bilinearform a
and the functional
Obviously, L j (·) is linear, while a j (·, ·) is bilinear and positive definite, since
Hence there exists a unique v 
which is continuous and positive definite, since
which is obviously linear. Due to finite dimension, there is a unique solution (E j+1 h , H j+1 h ) of (10b). As in Lemma 4, we see that step (iii) of Algorithm 3 is also well-defined.
Main theorem & Convergence analysis
In this section, we aim to show that the two preceeding algorithms indeed define convergent schemes. We first consider Algorithm 3.
5.1. Main result. We start by collecting some general assumptions. Throughout, we assume that the spatial meshes T h | ω are uniformly shape regular and satisfy the angle condition
For x ∈ Ω and t ∈ [t j , t j+1 ), we now define for
We suppose that the general energy contribution
provided that the sequence n hk n is weakly subconvergent in H 1 (ω T ) towards some n ∈ H 1 (ω T ). For the initial data, we assume
Finally, for the field J, we assume sufficient regularity, e.g.
Remark. Before proceeding to the actual proof, we would like to remark on the before mentioned assumptions.
(i) We emphasize that all energy contributions mentioned in the introduction fulfill the assumptions BSFFGPP'12] , the analysis can be extended to include approximations π h of the general field contribution π. In this case, one needs to ensure uniform boundedness of those approximations as well as the subconvergence property
The angle condition (11) is a somewhat technical but crucial ingredient for the convergence analysis. Starting from the energy decay relation
it has first been shown in [B'05] ,that (11) and nodewise projection ensures energy decay even on a discrete level, i.e.
This yields the inequality ∇m
, which is needed in the upcoming proof.
(iv) Note that assumption (11) is automatically fulfilled for tetrahedral meshes with dihedral angles that are smaller than π/2. If the condition is satisfied by T 0 , it can be ensured for the refined meshes as well, provided e.g. the strategy from [V'96, Section 4.1] is used for refinement.
The next statement is the main theorem of this work.
Theorem 6 (Convergence theorem). Let (m hk , v hk , H hk , E hk ) be the quantities obtained by either Algorithm 2 or 3 and assume (11)- (17) and θ ∈ (1/2, 1]. Then, as (h, k) → (0, 0) independently of each other, a subsequence of (m hk , H hk , E hk ) converges weakly in
In particular, each accumulation point of (m hk , H hk , E hk ) is a weak solution of MLLG in the sense of Definition 1.
The proof will roughly be done in three steps for either algorithm: Throughout the proof, we will apply the following discrete version of Gronwall's inequality. 5.2. Analysis of Algorithm 3. As mentioned before, we first show the desired boundedness.
Lemma 8. There exists k 0 > 0 such that for all k < k 0 , the discrete quantities (m
for each j = 0, . . . , N and some constant C 3 > 0 that only depends on |Ω|, on |ω|, as well as on C π .
Proof. For Maxwell's equations, i.e. step (iii) of Algorithm 3, we choose (ψ ψ ψ h , ζ ζ ζ h ) = (E i+1 h , H i+1 h ) as special pair of test functions and get from (10b)-(10c)
Summing up those two equations (and multiplying by 1/C e ), we therefore see
The LLG equation (10a) is now tested with ϕ ϕ
Next, we follow the lines of [A'08, A'11, BSFFGPP'12] and use the fact that ∇m
stemming from the mesh condition (11), cf. [B'05] , to see
Multiplying the last estimate by µ 0 /k and adding (19), we obtain
Next, we recall Abel's summation by parts, i.e. for arbitrary u i ∈ R and j ≥ 0, there holds
Multiplying the above equation by k, summing up over the time intervals, and exploiting Abel's summation for the E i h and H i h scalar-products, this yields
=:E 0 h for any j ∈ 1, . . . , N . By use of the inequalities of Young and Hölder, the first part of the right-hand side can be estimated by
for any ε, ν > 0. The combination of the last two estimates yields
Unfortunately, the term
on the right-hand side cannot be absorbed by the term
on the left hand-side, since the latter consists only of contributions on the smaller domain ω. The remedy is to artificially enlarge the first term
and absorb the first sum into the corresponding quantity on the left-hand side. With
this yields
In order to show the desired result, we have to ensure that there are choices of ε and ν, such that the constants C v , C H , and C E are positive, i.e.
(α − ε) > 0, 1 − k 2ε > 0, and
which is equivalent to k 0 /2 < ε < α and ν > k 0 /ε 0 . The application of the discrete of Gronwall inequality, from Lemma 7 yields a j ≤ M and thus proves the desired result.
We can now conclude the existence of weakly convergent subsequences.
where the subsequences are succesively constructed, i.e. for arbitrary mesh-sizes h → 0 and timestep-sizes k → 0 there exist subindices h , k for which the above convergence properties are satisfied simultaniously. In addition, there exist some v ∈ L 2 (ω T ) with
for the same subsequence as above. 
Here, we used the fact that
and analogously
i.e. we have lim γ
In particular it holds that lim γ hk = lim γ hk . From the uniqueness of weak limits and the continuous inclusions
, we then even conclude the convergence properties of m hk , m ± hk , and
we finally deduce |m| = 1 a.e. in ω T .
Lemma 10. The limit function v ∈ L 2 (ω T ) equals the time derivative of m, i.e. v = ∂ t m almost everywhere in ω T Proof. The proof follows the lines of [A'08] and we therefore only sketch it. The elaborated arguments can be found in [G'12, Lemma 3.3.12] . Using the inequality
we exploit weak semicontinuity of the norm to see
Proof of Theorem 6. For the LLG part of (2), we follow the lines of [A'08] . Let ϕ ϕ ϕ ∈ C ∞ (ω T ) and (ψ ψ ψ, ζ ζ ζ) ∈ C ∞ c [0, T ); C ∞ (Ω)∩H 0 (curl, Ω) , be arbitrary. We now define test functions by
With the notation (12), Equation (10a) of Algorithm 3 implies
hk ×ϕ ϕ ϕ)(t, ·) and the approximation properties of the nodal interpolation operator, this yields
Passing to the limit and using the strong L 2 (ω T )-convergence of (m − hk ×ϕ ϕ ϕ) towards (m×ϕ ϕ ϕ), we get 
and
So far, we thus have proved
Finally, we use the technical results
for the left-hand side, resp. the first term on the right-hand side to conclude (2). The equality m(0, ·) = m 0 in the trace sence follows from the weak convergence m hk m in H 1 (ω T ) and thus weak convergence of the traces. Using the weak convergence m 0 h m 0 in L 2 (ω), we finally identify the sought limit. For the Maxwell part (3)- (4) of Definition 1, we proceed as in [BBP'08] . Given the above definition of the testfunctions, (10b) implies
We now consider each of those two terms separately. For the first term of the first equation, we integrate by parts in time and get
Passing to the limit on the right-hand side, we see
where we have used the assumed convergence of the initial data. For the first term in the second equation we proceed analogously. The convergence of the terms
is straightforward. Here, we have used the approximation properties (6)- (7) of the interpolation operators for the last two limits. It remains to analyze the second term in the second equation. Using ∇ × E + hk (t) ∈ Y h and the orthogonality properties of I Y h , we deduce
For the last equality, we have used the boundary condition ζ ζ ζ × n = 0 on ∂Ω T and integration by parts. This yields (3) and (4).
It remains to show the energy estimate (5). From the discrete energy estimate (18), we get for any t ∈ [0, T ] with t ∈ [t j , t j+1 )
Integration in time thus yields for any measurable set
whence weak lower semi-continuity leads to
The desired result now follows from standard measure theory, see e.g. [E'09, IV, Thm. 4.4] .
5.3. Analysis of Algorithm 2. This section deals with Algorithm 2 and the analysis follows the lines of Section 5.2. As before, we first need boundedness of the involved discrete quantities.
Lemma 11. The discrete quantities (m
for each j = 0, . . . , N and some constant C 4 > 0 that depends only on |Ω|, |ω|, and C π .
Note, that in contrast to Lemma 8 from the analysis of Algorithm 3, we do not have boundedness of
Proof. As before, the proof relies on the choice of the correct test functions. For Maxwell's equations (9b)
) and obtain after summing up
).
For the LLG equation (9a), we again test with ϕ ϕ ϕ h = v i h ∈ K m i h and argue as in (20) to see
The combination of the last two estimates thus yields for any ε, ν > 0
Multiplying by k and summing over the timesteps, we see
Analogously to the last section, the term Ω) in the third line cannot be absorbed by the one on the left-hand side directly due to the different domains. We thus again extend the quantity by
and absorb the first part by the left-hand side for appropriate ν. As before, the assertion then follows by an application of the discrete Gronwall's inequality.
Analogously, we get
denote the in time piecewise constant approximations of φ φ φ h , ψ ψ ψ h , and ζ ζ ζ h respectively. We then get
In the following, we are going to show lim (h,k)→(0,0) a hk = 0. By definition, we get
For the second term, we immediately get
and ϕ ϕ ϕ W 2,∞ , and therefore elementwise boundedness of (m
for any T ∈ T h . For the first term on the right-hand side, the mean value theorem yields
Analogously, we derive φ φ φ
Using the convergence properties (26a), the remainder of the proof follows as for the one of Theorem 6 for Algorithm 3. As for the energy estimate, we again utilize weak semi-continuity and the discrete energy estimate (25).
Numerical examples
We study the standard µ-mag benchmark problem no. 4, see [muMAG] using Algorithm 2 and Algorithm 3. Here, the effective field consists of the magnetic field H from Maxwell's equation and some constant external field H ext , i.e. π(m j h ) = H ext for all j = 1, . . . , N . This problem has been solved previously using the midpoint scheme in [B'10] , and we also use those results for comparison.
Despite the fact that the system (9) in Algorithm 2 is linear, for computational reasons it is preferable to solve Maxwell's and LLG equations separately. After decoupling, the corresponding linear systems can be solved using dedicated linear solvers. This leads to a considerable improvement in computational performance, cf. [BBP'08] . In order to decouple the respective equations in (9), we employ a simple block Gauss-Seidel algorithm. For simplicity we set σ ≡ 0, J ≡ 0. Assuming the solution v 
until w h − w
In this setting, F h is an approximation of E j+1/2 h and G h is an approximation of H j+1/2 h , respectively. Therefore, we have
h .
Analogous treatment of the H
j+1/2 h -term thus motivates the above algorithm. We obtain the solution on the time level j + 1 as v is realized via a Lagrange multiplier, see [GHMPS] . For the solution of the linear system, (28b)-(28c) we employ a multigrid preconditioned Uzawa algorithm from [BBP'08] .
The physical parameters for the computation were µ 0 = 1.25667 × 10 −6 , ε 0 = 0.88422 × 10 −11 , A = 1.3×10 −11 , M s = 8×10 5 , γ = 2.211×10 5 , α = 0.02, H ext = (µ 0 M s ) −1 (−24.6, 4.3, 0), C e = 2A(µ 0 M 2 s ) −1 . Here, γ denotes the gyromagnetic ratio, and M s is the so-called saturation magnetization, see e.g. [BSFFGPP'12] . We set θ = 1 in both, Algorithm 2 and 3. The ferromagnetic domain ω = 0.5 × 0.125 × 0.003 (µm) is uniformly partitioned into cubes with dimensions of (3.90625 × 3.90625 × 3)(nm), each cube consisting of six tetrahedra. The Maxwell's equations are solved on the domain Ω = (4 × 4 × 3.072) (µm). The finite element mesh for the domain Ω is constructed by gradual refinement towards the ferromagnetic domain ω, see Figure 1 . We take a uniform timestep k = 0.05 which is two times larger than the time-step required for the midpoint scheme [B'10] . Note that the scheme admits time-steps up to k = 1, the smaller time-step has been chosen to attain the desired accuracy. The initial condition m 0 for the magnetization is an equilibrium "S-state", see Figure 2 , which is computed from a long-time simulation as in [BBP'08] , [B'10] . The initial condition H 0 is obtained from the magnetostatic approximation of Maxwell's equation with and E 0 = 0, for details see [B'10] . In Figure 3 we plot the evolution of the average components m 1 and m 2 of the magnetization for Algorithm 2 and Algorithm 3. For comparison, we also present the results computed with the midpoint scheme from [B'10] with timestep k = 0.02.
We also show a snapshot of the magnetization for Algorithm 2 and the midpoint scheme at times when |ω| 
