Headway or interarrival time (IAT) data of successive vehicles in free-flowing traffic ahead of work zones at six different Ohio freeways (two with two lanes in one direction, three with three lanes, and one with four lanes) for three days were measured and analyzed. Approximated cumulative IAT distributions were generated as a function of the traffic volume for each lane and relationships between traffic volumes and approximate cumulative IAT distributions were established allowing a direct conversion from hourly traffic counts to corresponding cumulative IAT distributions. Based upon the validation of these cumulative IAT distributions using IAT data collected in an independent study, this conversion method produces fairly accurate cumulative IAT distributions for selected hourly traffic volumes. A set of cumulative IAT distribution spreadsheets may be downloaded at http://webce.ent.ohiou.edu/orite/cumulativeIATdistributions.html. It was also found that the same approximated cumulative IAT distribution can be used to model and simulate the freeflowing traffic at other freeway locations in Ohio. It is not known whether or not these universal approximated IAT distributions would apply for freeways in other states.
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INTRODUCTION
Two methods or approaches exist to determine the effects of factors such as lane closures in work zones or other traffic bottlenecks. One method is based on using simple deterministic queuing models which are usually based on hourly traffic counts, a standard traffic measure. Basic variables of uninterrupted traffic flow, including volume or flow rate, speed, density, and concentration are discussed in (1) . For example the Quick Zone traffic simulation software is based on a simple deterministic queuing model and uses hourly traffic counts to estimate traffic delays and queues in work zones (2) . Any such deterministic queuing model has, however, limited accuracy due to the assumption of a constant interarrival time (IAT). Deterministic models do not properly account for the stochastic nature of the variables or the transient nature of the traffic (steep increases to peaks and/or steep decreases to valleys in arrival rates). Deterministic and stochastic queuing models are discussed in (3, 4) . Based on the literature review performed, it was found that no simple method to convert the hourly traffic volumes to IAT distributions was developed so far but lot of research was done on the distributions that can be used to describe the IAT distributions for traffic on freeways. If higher prediction accuracy for queue build-up and delay times under congested traffic conditions is required, a stochastic queuing simulation model is needed. This requires probabilistic IAT and service time distributions. Service times in such a stochastic traffic queuing simulation model refer to the elapsed times a vehicle spends driving through restricted road sections after leaving the bottleneck or taper area. To obtain probabilistic cumulative IAT distributions for a given traffic volume requires more time and effort. According to the Traffic Engineering Handbook (1, p. 84) the IAT or headway is defined as the time between successive vehicles as they pass a point on a lane, again using a common reference point on both vehicles.
According to May.D (5) the headway distribution varies a lot based on the traffic flow rate. A classification scheme is proposed for time headway distributions consisting of a random state for low traffic flow levels, an intermediate distribution state for moderate traffic flow levels and a constant distribution state for high traffic flow levels. The Negative exponential, the Normal distribution and the Pearson Type-III distribution are the mathematical models that can be used to model the time headways for the flow states mentioned above respectively. It would, therefore, be of advantage to find a way to convert hourly traffic counts into corresponding cumulative IAT distributions for cases where the random traffic based Poisson assumption (1) does not hold, or where other mathematical IAT distributions ( 6, 7, 8) require field measurements or do not fit the real world data closely. These could then be combined with probabilistic service time distributions in stochastic queuing models to obtain a higher predictive accuracy for congestion measures such as the aforementioned expected queue lengths and delay times at work zones. In (9, 10) traffic data were collected and fitted using statistical distributions available for headways, however the data used for fitting were limited to specific roads and one statistical headway distribution is not capable of estimating headways on all types of freeways. In this study headways were observed for long periods of time at locations with different road characteristics and a least squares method was used to produce a better fit of headway data collected from Ohio freeways with similar characteristics.
Ali S. AlGhamdi (11) did an analysis of the time headways on urban roads in Riyadh, Saudi Arabia. He established boundaries for three states of flow based on the distributions that fit the flow on the roadways. The headway data for low, medium and high flow states were analyzed for thirteen freeway and seven arterial sites. Enough data was collected at each site to be sufficient for distribution fitting. Then the chi-square statistical testing technique was used to obtain the best fit among the distributions attempted. The distribution was selected on the basis of increments of 100 or 200 vph so that any change in data behavior with respect to the fitted distributions can be detected. The flow range of the vehicles observed was divided into three classifications of low (<400 vph), medium (400-1200 vph) and high (>1200 vph) flows. The distributions that were fitted to the flow ranges mentioned above were negative exponenential, shifted exponential gamma and erlang distributions respectively. The author concluded that the modeling of headways for high traffic flows is still vague and the research done so far focused on the low traffic conditions where the independence between successive vehicles is satisfied. The author stated that the time headway distributions proposed are good for the data analyzed in Riyadh but may not necessarily reflect traffic conditions elsewhere.
OBJECTIVE
The first objective of this research is to measure the IAT's of free-flowing traffic on freeways at different locations in Ohio and determine the IAT or headway distributions for different hourly traffic volumes for selected traffic lanes and develop Microsoft Excel (12) spreadsheets which will produce approximate cumulative IAT distributions for any traffic volume per hour per lane within the range of the observed traffic volumes. The actual interarrival time distributions are needed to run digital simulations to examine the effects of the bottlenecks in work zones and to model multilane traffic in driving simulators.
The second objective of this research is to investigate whether or not the IAT or headway distributions for different freeways in Ohio for selected hourly traffic volumes are similar (portability). If the IAT's or headway distributions of similarly configured freeways are sufficiently similar for the same traffic volumes in the corresponding lanes, then universal approximate IAT or headway distributions can be used in probabilistic queuing simulations in conjunction with hourly traffic counts.
DATA COLLECTION
Microwave radar trailers were used in data collection efforts in 2004 at six different construction work zone sites on Ohio freeways (13) . One trailer was placed before the beginning of the construction work zone on freeways, which provided the data for free-flowing traffic conditions. The six sites selected for data collection were; I-76 Westbound near Akron (2 lanes in one direction, average speed=65 miles per hour (mph) (104 kilometers per hour (kph))), I-270 Westbound in Columbus (2 lanes, average speed=60 mph (97 kph)), I-270 Eastbound in Columbus (3 lanes, average speed=60 mph (97 kph)), I-90 Eastbound in Cleveland (3 lanes, average speed =50 mph (80 kph)), I90 Westbound in Cleveland (4-lanes, average speed=60 mph (97 kph)), and I-75 Southbound in Dayton (3 lanes, average speed=60 mph (97 kph)).
The key parameter collected by the microwave radar trailers was a timestamp for the vehicle arrivals. The microwave radar trailer recorded arrival time of vehicles for each lane in 2.5 millisecond increments. Lane of traffic for each vehicle, a moving average of speed based on the last 16 vehicles in miles per hour, and a vehicle class (three classes: class 0 is 0-20 ft (0-6.1 m), class 1 is 21-40 ft (6.1-12.2 m), and class 2 is anything at least 41 ft (12.2 m) long) were also recorded by the microwave radar trailers.
In addition to the microwave radar trailers, the Ohio Research Institute for Transportation and the Environment (ORITE) researchers validated the trailer measurements by separately measuring traffic for approximately an hour at each site, for all lanes in the same direction. The traffic was videotaped with a time-stamped video camera synchronized to the same laptop the radar units were synchronized with to determine IAT's. The vehicle speeds were measured with a Kustom Signals TR-6 radar unit and recorded by hand, along with a notation of the type of vehicle (passenger vehicle, bus or large truck) to correlate the trailer data with the video record. The ORITE recorded independent data were documented in a Microsoft Excel spreadsheet with the time a vehicle passed the trailer to the nearest second, vehicle type, and speed.
METHOD
A total of 3 days of data (about 72 hours) were collected in the field with the microwave radar trailers at each site. As mentioned earlier the key parameter used in this research was the timestamp for each vehicle arrival. The downloaded text file from the trailer was imported into Microsoft Excel, and the ORITE data were entered into a separate worksheet in the same Excel file. ORITE vehicle arrival data records were matched against the radar trailer data, and misses (a vehicle observed on the video but not detected by the trailer) and phantoms (vehicles reported by the trailer but not seen in the video) were identified. The net error was tabulated. This is the number of phantoms minus the number of misses; thus a negative value represents an undercount by the trailer system (more misses than phantoms). For purposes of establishing overall traffic counts, a phantom and a miss will cancel each other out and the net error is the figure of interest. Using the net error correction factors for the microwave radar trailer, adjusted vehicle counts were generated.
The three days of data for each site were separated according to the lane of travel and then split into 15-minute time intervals. The vehicle counts for each 15-minute time period were multiplied by 4 to obtain hourly vehicle counts. A correction factor obtained from phantoms and misses analysis was used to multiply the hourly vehicle counts to obtain the adjusted hourly traffic counts. This number indicated the best estimate of the actual number of vehicles per hour per lane (vphpl).
Matlab (14) scripts were employed for computing cumulative percentages for each 15-minute time interval data sets. Bins were set up from 0.01 to the maximum observed IAT in the time interval in increments of 0.01 seconds. An IAT time of 0.1 seconds was arbitrarily assigned for the minimum cumulative value of 0%. After calculating the cumulative percentage values, IAT's were extracted for the following 16 percentiles: 1%, 2%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, 95%, 98%, 99%, and 100% (taken as the maximum IAT recorded). The sixteen points selected are judged to be adequate to represent an estimate of the true cumulative IAT distribution for the simulation purposes mentioned in the objectives. While the selected percentile values appear to be adequate for work zone bottleneck simulations they may not be accurate and detailed enough for capacity estimation based on short headways and safety analyses which may require a larger number of percentile values. For each site, date, and lane the following data was tabulated: 15 minute time period, adjusted vehicles per hour per lane (vphpl), IAT's from the extracted cumulative percentiles. Cumulative percentages were used in determining the IAT distributions instead of histograms since cumulative percentages are better suited for statistical tests such as the Kolmogorov-Smirnov Goodness of Fit Test (17) .
After having adjusted hourly traffic counts, each data set was combined according to the type of freeway on which the data were collected. 15-minute data sets were combined for 2-lane freeways (I-76 On each graph, the data were fitted using a hyperbolic fit of the form: y = (a/x) + b. The hyperbolic fit to describe the relationship between the IAT value and the hourly traffic volume for a given percentile value is the correct fit considering that in the case of constant IAT's the relationship between the IAT and the hourly traffic volume is exactly hyperbolic with b = 0. Based on this one would expect the quality of the hyperbolic fit expressed by the R-square value to be highest around the 50 percentile value and because of the increased variability at the tails of the IAT distribution the R-square values would be lower as demonstrated in Table 1 . Figure 1a and Figure 1b illustrate the hyperbolic relationship between IAT and hourly traffic volume for the 50 percentile (median) and 20 percentile values for all the sites for the driving lane. The least squares fitting method was used to estimate the coefficients a and b. R-square (R 2 ) values were also estimated along with the coefficients, which provided a measure of quality of fit. Table 1 shows the hyperbolic formulae and the corresponding R 2 values used to determine the cumulative IAT's for selected percentiles for lane 2 of 2-lane freeways. It should be noted that the effect of geometrics on the vehicle headways is not analyzed because all the sites where data was collected were straight tangent road sections with no lane restrictions. As expected, based on the literature of the analysis of extreme value data (15) the R-square (R 2 ) values for the smallest and the largest percentiles are relatively low for the sample size when compared to the (R 2 ) values around the median. The average IAT's computed using the cumulative IAT distribution tables from the universal data sets were compared with the corresponding hourly traffic volumes' (vphpl) average IAT's for fine tuning of the distributions. The average IAT for a given hourly traffic volume (vphpl) can be calculated by dividing the number of seconds in an hour (3600) by hourly traffic volume (vphpl). The average IAT of fit is computed as a weighted average of the IAT's at the different cumulative percentiles. The formula to calculate the average IAT's of fit distributions is given below: Since the IAT's at different percentiles are calculated from the hyperbolic fit distributions, the average IAT obtained from the fitted distributions may differ somewhat from the average IAT determined from the hourly traffic volumes (vphpl) by a factor. Hence, an adjustment factor is needed to correct the cumulative IAT's at different percentiles. Adjustment factors were computed by dividing the average IAT from the hourly traffic volumes (vphpl) by the weighted average IAT from the fitted distributions. Then the IAT's at different percentiles were multiplied by the correction factor for fine tuning and the adjusted IAT's at different percentiles were tabulated along with the observed hourly traffic volumes from the minimum to maximum in increments of 50 vphpl.
The next step was to obtain the IAT distribution for any given hourly traffic volume (vphpl) in the observed range of traffic volumes. To obtain the IAT distribution at any intermediate volume in the interval between two hourly traffic volumes (vphpl) in the table, the IAT's at these points were linearly interpolated as given below: Universal Cumulative IAT Distribution spreadsheets were prepared to compute the scaled IAT distribution for any user-specified hourly traffic volume (vphpl) in the observed range of traffic volume, for each lane of 2, 3, or 4 lane freeways based on the above interpolation scheme.
RESULTS AND DISCUSSION
A total of nine Universal Cumulative IAT Distribution spreadsheets to compute the cumulative IAT distributions for any user-specified hourly traffic volume (vphpl) in the observed range of traffic volumes were generated. The range of the hourly traffic volumes observed in a lane is indicated at the end of each freeway mentioned below. The generated 9 Universal Cumulative IAT Distributions and their applicable volume ranges are as follows:
• In TABLE 2, a Universal IAT Distribution spreadsheet for a 2-Lane freeway for lane 2 is given as an example for how to determine the IAT distribution for a given hourly traffic volume. In the spreadsheet the user enters only the observed number of vehicles per hour per lane in the corresponding interval into the shaded cell on the left and the IAT's for the corresponding cumulative probabilities are generated according to the linear interpolation formula and displayed in the cells to the right of the shaded cell. As an example, suppose the user desires to obtain the cumulative IAT distribution for 653 vehicles per hour per lane for Lane 2 of a 2-lane freeway. First, it needs to be determined if the user-specified vphpl is in the observed range (between 150-1450). If the user-specified vphpl is in the range then it is entered into the corresponding cell according to the traffic volume ranges specified in increments of 50 vphpl in the spreadsheet. For 653 vphpl, the corresponding cell is in the 651-700 vphpl range of the traffic volumes. We obtain the cumulative IAT distribution values as shown in FIGURE 2a for the traffic volume of 653 vphpl. For illustration purposes FIGURE 2b shows the generated cumulative IAT distribution. In FIGURE 3, FIGURE 4, FIGURE 5, and FIGURE 6 the graphs for the generated universal cumulative IAT distributions for different freeway configurations for different lanes are given for selected traffic volumes within the observed ranges of traffic. The IAT scales in the graphs are given using a logarithmic scale along the abscissa to highlight the difference between lower IAT's at higher traffic volumes. The validation results in FIGURE 9 and FIGURE 10 show fairly good fits for traffic volumes near the minimum, the middle, and the maximum range of the observed traffic volumes. The independent actual IAT data used for the validation were recorded at another site by Schnell, et al. (16) at I-70 Westbound near SR-256 in 2000. The independent data available were for a 2-Lane freeway for the Right Lane (Lane 1) and Lane 2. The universal IAT distributions were compared with the actual independent data using the Kolmogorov-Smirnov Goodness of Fit Test (17) . For both lanes all validation data sets are fitted rather well by the universal IAT distributions. In this research the approximated cumulative IAT or headway distributions for similar hourly traffic volumes for the same lane for different freeways in Ohio had similar configurations meaning that vehicle arrivals have the same pattern for similar types of freeways in Ohio. These were also compared to investigate portability of IAT distributions between different freeways with the same configuration. Two 2-lane freeways and three 3-lane freeways were compared with each other. Traffic data were available only for one 4-lane freeway, so no portability analysis could be performed for 4-lane freeways. Nearly equal hourly traffic volumes were selected near the minimum, center, and the maximum of the observed ranges of traffic volumes.
CONCLUSIONS
We have developed an easy to use and nearly automatic method to convert hourly traffic volumes into corresponding approximate cumulative IAT distributions for 2, 3, and 4 lane freeways in Ohio which can be used as input for running discrete digital simulation models to analyze the effects of the bottlenecks in a work zone. It should be noted that the approximated IAT distributions developed are useful in traffic simulations, driving simulators and they may not be accurate and detailed enough to be used for capacity estimation and safety analyses. One might ask whether or not the conversion method developed in this study is important and useful? Most existing mathematical models for headways, such as the ones based on the Poisson or Erlang distributions, do not model IAT distributions observed on freeways very closely. More complex mathematical headway models such as a Pearson Type III (5) model could be used to generate probabilistic IAT's, however such two-parameter models require knowledge of the average IAT and the standard deviation of the IAT's which must be calculated using actual field data which requires a substantial data collection effort. The conversion approach presented here, using a least squares fit approach to hyperbolic equations to get the best relationship between the cumulative IAT's and the hourly traffic volumes has been implemented in an easy-to-use Excel spreadsheet which works quite well and appears to provide reasonably accurate cumulative IAT distributions which can then be used in stochastic queuing model simulations to investigate traffic bottlenecks in work zones with lane closures. The approximated cumulative IAT Distribution spreadsheets for freeways with different number of lanes may be downloaded at http://webce.ent.ohiou.edu/orite/CumulativeIATDistributions.html. The study also investigated the portability of the approximated cumulative IAT distributions for a given traffic volume, traffic lane, and freeway configuration for different freeway locations in Ohio. The comparison included 2-lane and 3-lane freeways and found that the approximated cumulative IAT or headway distributions are nearly the same for a given lane and for a similar hourly traffic volume.
Future research efforts could include expanding the range of hourly traffic volumes in the spreadsheet by studying freeway sites with lower and higher hourly traffic volumes and to investigate headway or IAT distributions in other geographic areas of the United States where driver behavior might differ from what is observed in Ohio. Research is also needed to possibly refine and validate the use of the approximated cumulative IAT distributions and the developed conversion method for other purposes such as capacity estimations and safety analyses.
