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We investigate an optimization problem of finding quantum sequential measurements, which forms
a wide class of state discrimination problems with the restriction that only sequential measurements
are allowed. Sequential measurements from Alice to Bob on a bipartite system are considered.
Using the fact that the optimization problem can be formulated as a problem with only Alice’s
measurement and is convex programming, we derive its dual problem and necessary and sufficient
conditions for an optimal solution. In the problem we address, the output of Alice’s measurement
can be infinite or continuous, while sequential measurements with a finite number of outcomes
are considered. It is shown that there exists an optimal sequential measurement in which Alice’s
measurement with a finite number of outcomes as long as a solution exists. We also show that if
the problem has a certain symmetry, then there exists an optimal solution with the same type of
symmetry. A minimax version of the problem is considered, and necessary and sufficient conditions
for a minimax solution are derived. An example in which our results can be used to obtain an
analytical expression for an optimal sequential measurement is finally provided.
I. INTRODUCTION
The study of the power and limitations of local discrim-
ination of quantum states has attracted considerable in-
terest in quantum information theory in recent years. In
particular, sequential measurements, which can be imple-
mented using local measurements and one-way classical
communication (one-way LOCC), have been widely in-
vestigated. Sequential measurements are relatively easy
to implement with current technology; for example, when
two or more parties receive quantum states at different
times, measurements in which individual measurements
are performed sequentially would be desirable in prac-
tical implementations of quantum measurements. How-
ever, it is well known that orthogonal quantum states
shared by separated parties may not be perfectly distin-
guished when only sequential measurements are allowed,
while they can be perfectly distinguished by a global mea-
surement. This implies that sequential measurements
are less powerful than global measurements for quantum
state discrimination. An important question that arises
in studies of this kind is how well one can distinguish
between given quantum states by a sequential measure-
ment.
Many studies have been developed to tackle the prob-
lem of which sets of orthogonal states are distinguishable
when only sequential measurements are allowed (e.g., [1–
7]). There have also been several investigations of a se-
quential measurement realizing a measurement that max-
imizes the average success probability (called a minimum-
error measurement) [8–11]. It has also been reported
that a measurement that maximizes the average success
probability with no error at the expense of allowing for a
certain fraction of inconclusive (failure) results (called an
optimal unambiguous measurement) can be realized by
a sequential measurement for binary pure states [12–14].
However, these results are only applicable to a special
class of quantum states. Investigations applicable to a
broad class of quantum states would be required.
In the scenario in which all quantum measurements
are allowed, optimal measurement strategies have been
investigated under various criteria, such as the Bayes
criterion [15–17] and the minimax criterion [18–20]. A
measurement strategy that allows for inconclusive results
has also been well studied. The most well-known exam-
ple along this line is an optimal unambiguous measure-
ment [21–23]. Other examples are a measurement that
maximizes the average success probability with a fixed
average inconclusive probability, denoted as an optimal
inconclusive measurement [24–26], and a measurement
that maximizes the average success probability under the
condition that the average error probability should not
exceed a certain error, denoted as an optimal error mar-
gin measurement [27–29]. Recently, a generalized state
discrimination problem, which is applicable to the above
mentioned criteria, has also been presented [30]. From
these studies, some properties of optimal measurements
in the above criteria, such as necessary and sufficient con-
ditions for optimality, have been derived. By contrast, in
the case of a sequential measurement, very few studies of
an optimal sequential measurement for a strategy other
than the minimum error strategy and the unambiguous
strategy have been reported (e.g, [31–35]).
More recently, Croke et al. have derived a necessary
and sufficient condition for a sequential measurement to
maximize the average success probability (we call such a
measurement a minimum-error sequential measurement)
and used it to prove optimality of a candidate solution
[36]. Also, the authors have derived the dual problem
of the problem of finding a minimum-error sequential
measurement and utilized it to compute numerical so-
lutions [37]. These results are applicable to arbitrary bi-
2partite quantum states; however, only a few properties of
a minimum-error sequential measurement have ever been
reported. In addition, these methods cannot directly be
applied to other criteria.
In this paper, we address a sequential-measurement
version of the generalized state discrimination problem
described in Ref. [30]. Similarly as in this reference, this
problem includes problems with various criteria. We con-
sider sequential measurements from Alice to Bob on a
bipartite system. Since the problem of finding an opti-
mal sequential measurement is much more complex than
that of finding an optimal global measurement, the re-
sults proposed in Ref. [30] cannot readily be applied to
this problem. However, we can see that the entire set
of sequential measurements is convex; thus, the general-
ized state discrimination problem with sequential mea-
surements can be formulated as a convex programming
problem. Useful results available in convex programming
help us to further understand an optimal sequential mea-
surement. In the problem we address, sequential mea-
surements with a finite number of outcomes are consid-
ered, whereas the output of Alice’s measurement can be
infinite or continuous. We show that there always ex-
ists an optimal sequential measurement in which Alice’s
measurement with a finite number of outcomes as long
as a solution exists. We also derive the dual problem of
the original problem and necessary and sufficient condi-
tions for an optimal solution. These properties would be
useful to obtain analytical and numerical expressions for
an optimal sequential measurement.
In Sec. II, we discuss the formulation of sequential mea-
surements and provide a sequential-measurement ver-
sion of the generalized state discrimination problem. In
Sec. III, its dual problem is derived. Then, we show that
the optimal values of the primal and dual problems are
the same. Necessary and sufficient conditions for an op-
timal solution is also obtained. In Sec. IV, we show that
if a problem has a certain symmetry, then there exists
an optimal solution with the same type of symmetry. In
Sec. V, we discuss a sequential-measurement version of
the generalized minimax problem described in Ref. [30].
We also derive necessary and sufficient conditions for a
minimax solution. In Sec. VI, as an example, our results
are applied to the problem of finding an optimal inconclu-
sive sequential measurement. An analytical expression of
an optimal inconclusive sequential measurement for dou-
ble trine states is also derived. This example illustrates
that our results can be used to obtain an analytical so-
lution to at least an easy problem.
II. GENERALIZED OPTIMAL SEQUENTIAL
MEASUREMENT
A. Sequential measurement
We consider a composite system, H = HA ⊗ HB,
of two subsystems, Alice and Bob. Let S and S+
be, respectively, the entire sets of Hermitian operators
and positive semidefinite operators on H. Sk and S+k
(k ∈ {A, B}) are defined in the same way with H re-
placed by Hk. Also, let R and R+ be, respectively, the
entire sets of real numbers and nonnegative real num-
bers, and IN ≡ {0, 1, · · · , N − 1}. Let 1ˆ, 1ˆA, and 1ˆB be,
respectively, the identity operators on H, HA, and HB.
We denote {tbn} and {bn+b′n} with t ∈ R and b, b′ ∈ RN
(or b, b′ ∈ RN+ ) as tb and b+ b′, respectively. xˆ ≥ yˆ with
Hermitian operators xˆ and yˆ denotes that xˆ−yˆ is positive
semidefinite.
Let us consider a sequential measurement on H. Alice
first performs a measurement, which is represented by a
positive operator valued measure (POVM) {Aˆj ∈ S+A }j,
the output of which can be infinite (or continuous). The
measurement result j is sent to Bob. Then, Bob chooses
a measurement {Bˆ(j)m ∈ S+B }M−1m=0 depending on j, and
obtains the outcome m ∈ IM , which represents the fi-
nal measurement result. The measurement on the joint
system is given by the POVM {Πˆm =
∑
j Aˆj⊗Bˆ(j)m }M−1m=0 .
We can consider this sequential measurement from a
different viewpoint [37]. Let MB be the entire set of al-
lowed Bob’s measurements and Ω be an isomorphic set
of MB. Each element of MB is uniquely labeled by an
index ω ∈ Ω; we denote Bob’s measurement correspond-
ing to ω ∈ Ω as Bˆ(ω) ≡ {Bˆ(ω)m }M−1m=0 . Alice first per-
forms a measurement, Aˆ, with continuous outcomes in
Ω, She sends the result ω ∈ Ω to Bob. He performs
the corresponding measurement Bˆ(ω). Alice’s POVM Aˆ
uniquely determines this sequential measurement, which
is denoted as Π(Aˆ) ≡ {Πˆ(Aˆ)m }M−1m=0 with
Πˆ(Aˆ)m ≡
∫
Ω
Aˆ(dω)⊗ Bˆ(ω)m . (1)
We can interpret that Alice’s POVM, Aˆ, includes all the
information regarding the measurements Bob should per-
form. Let MA be the entire set of Alice’s POVMs. Any
sequential measurement can be denoted as Π(Aˆ) with
Aˆ ∈ MA. In this formulation, the problem of finding
an optimal sequential measurement can be formulated as
an optimization problem with only Aˆ.
Let σ(Ω) be the sigma algebra of all measurable subsets
of Ω. Aˆ ∈ MA is a mapping of σ(Ω) into S+A , which
satisfies
(1) positivity: Φˆ(E) ≥ 0, ∀E ∈ σ(Ω),
(2) countable additivity: Φˆ(∪kEk) =
∑
k Φˆ(Ek) with
mutually disjoint {Ek} ⊂ σ(Ω),
(3) normalization: Φˆ(Ω) = 1ˆA.
LetMA be the entire set of (not necessarily normalized)
mappings Aˆ : σ(Ω) → S+A satisfying the conditions (1)
and (2). Obviously, MA ⊃MA holds.
It should be noted that MB is not necessarily the en-
tire set of POVMs on HB; for example, HB can be a
composite system of n subsystems, and MB can be the
entire set of sequential measurements (or two-way LOCC
measurements) on HB.
3B. State discrimination problem
Here, we consider a sequential-measurement version of
the optimization problem described in Ref. [30], which is
expressed as
P : maximize f(Aˆ) ≡
M−1∑
m=0
Tr
[
cˆmΠˆ
(Aˆ)
m
]
subject to Aˆ ∈M◦A,
(2)
where
M◦A ≡
{
Aˆ ∈ MA : ηj(Aˆ) ≤ 0, ∀j ∈ IJ
}
,
ηj(Aˆ) ≡
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Aˆ)
m
]
− bj , (3)
cˆm ∈ S, aˆj,m ∈ S, and bj ∈ R. J is a nonnegative integer
that represents the number of constraints.
As an example, let us consider the problem of obtaining
a minimum-error sequential measurement for the states
{ρ˜m}M−1m=0 with equal prior probabilities {ξm}M−1m=0 , which
is expressed as
maximize
M−1∑
m=0
Tr
[
ρˆmΠˆ
(Aˆ)
m
]
subject to Aˆ ∈ MA,
(4)
where ρˆm = ξmρ˜m. This problem is obtained by substi-
tuting cˆm = ρˆm and J = 0 into Problem P. Problem P
can express a large class of problems; one can find some
examples in Subsec. II.B of Ref. [30] (also, see Sec. VI of
this paper).
We can easily verify thatM◦A is convex, and thus Prob-
lem P is a convex programming. Let f⋆ be the optimal
value of Problem P. f⋆ is regarded as −∞ if the feasi-
ble set, M◦A, is empty. Note that an equality constraint,
ηj(Aˆ) = 0, can be replaced by two inequality constraints,
ηj(Aˆ) ≤ 0 and −ηj(Aˆ) ≤ 0.
III. OPTIMAL SOLUTION TO GENERALIZED
PROBLEM
A. Dual problem
We will derive the dual problem of Problem P, which
is formulated as follows:
DP : minimize s(Xˆ, λ) ≡ Tr Xˆ +
J−1∑
j=0
λjbj
subject to (Xˆ, λ) ∈ X ◦
(5)
with variables Xˆ and λ, where
X ◦ ≡
{
(Xˆ, λ) ∈ X : Xˆ ≥ σˆω(λ), ∀ω ∈ Ω
}
,
X ≡ SA ⊗RJ+,
σˆω(λ) ≡ TrB
M−1∑
m=0
zˆm(λ)Bˆ
(ω)
m ,
zˆm(λ) ≡ cˆm −
J−1∑
j=0
λj aˆj,m. (6)
TrB is the partial trace with respect to the system HB.
Let s⋆ be the optimal value of Problem DP.
We define the following Lagrangian for Problem P as:
L(Aˆ, Xˆ, λ) ≡ f(Aˆ) + Tr[Xˆ [1ˆA − Aˆ(Ω)]]
−
J−1∑
j=0
λjηj(Aˆ), (7)
where L(Aˆ, Xˆ, λ) is a function of Aˆ ∈ MA and (Xˆ, λ) ∈
X . If Aˆ(Ω) 6= 1ˆA holds, then there exists a vector
|x〉 satisfying 〈x|[1ˆA − Aˆ(Ω)]|x〉 6= 0; taking the limit
t → ∞ or t → −∞ yields L(Aˆ, t |x〉 〈x| , λ) → −∞.
Similarly, if there exists j ∈ IJ such that ηj(Aˆ) > 0,
then L(Aˆ, Xˆ, λ) → −∞ when λj → ∞. Thus, if
Aˆ 6∈ M◦A holds, then there exists (Xˆ, λ) ∈ X such that
L(Aˆ, Xˆ, λ)→ −∞. On the other hand, if Aˆ ∈M◦A holds,
then L(Aˆ, Xˆ, λ) ≥ f(Aˆ) holds and the equality holds if
λ = 0 holds. Therefore, we obtain
max
Aˆ∈MA
min
(Xˆ,λ)∈X
L(Aˆ, Xˆ, λ) = max
Aˆ∈M◦A
min
(Xˆ,λ)∈X
L(Aˆ, Xˆ, λ)
= max
Aˆ∈M◦A
f(Aˆ) = f⋆. (8)
Let
s˜(Xˆ, λ) ≡ max
Aˆ∈MA
L(Aˆ, Xˆ, λ). (9)
Substituting F = f , x = Aˆ, and y = (Xˆ, λ) into the
following formula:
min
y
max
x
F (x, y) ≥ max
x
min
y
F (x, y) (10)
and using Eqs. (8) and (9) yields
min
(Xˆ,λ)∈X
s˜(Xˆ, λ) ≥ f⋆. (11)
Let us consider the problem of finding (Xˆ, λ) ∈ X that
minimizes s˜(Xˆ, λ), which can be regarded as a dual
problem of Problem P. From Eqs. (5)–(7), L(Aˆ, Xˆ, λ) is
rewritten as
L(Aˆ, Xˆ, λ) = s(Xˆ, λ) +
∫
Ω
Tr[σˆω(λ)− Xˆ]Aˆ(dω).(12)
If (Xˆ, λ) 6∈ X ◦ holds (i.e., there exists ω such that Xˆ 6≥
σˆω(λ)), then there exists a vector |x〉 ∈ HA such that
4〈x|[Xˆ − σˆω(λ)]|x〉 < 0; substituting Aˆ(ω) = t |x〉 〈x| into
Eq. (12) and taking the limit t → ∞ gives L(Aˆ, Xˆ, λ) =
∞. Thus, from Eq. (9), s˜(Xˆ, λ) = ∞ holds. On the
other hand, if (Xˆ, λ) ∈ X ◦ holds, then L(Aˆ, Xˆ, λ) reaches
its maximum value of s(Xˆ, λ) when Aˆ(E) = 0 for any
E ⊆ Ω, and thus s˜(Xˆ, λ) = s(Xˆ, λ) holds. Therefore, we
obtain
min
(Xˆ,λ)∈X
s˜(Xˆ, λ) = min
(Xˆ,λ)∈X ◦
s(Xˆ, λ), (13)
which indicates that the dual problem can be rewritten
as Problem DP. From Eq. (11), s⋆ ≥ f⋆ holds.
In a convex optimization problem, the optimal values
of the primal and dual problems are generally not the
same. However, as stated in the following theorem, the
optimal values of Problems P and DP are always the
same (proof in Appendix A).
Theorem 1 s⋆ = f⋆ always holds.
B. Conditions for an optimal solution
In generalized state discrimination problems with no
restriction on measurements, necessary and sufficient
conditions for an optimal solution have been derived [30].
In a similar manner, we can derive necessary and suffi-
cient conditions for an optimal solution to Problem P
using its dual problem.
Theorem 2 Let Aˆ be a POVM satisfying Aˆ ∈ M◦A. The
following statements are all equivalent.
(1) Aˆ is an optimal solution to Problem P.
(2) There exists (Xˆ, λ) ∈ X ◦ such that
[Xˆ − σˆω(λ)]Aˆ(ω) = 0, ∀ω ∈ Ω, (14)
λjηj(Aˆ) = 0, ∀j ∈ IJ . (15)
(3) There exists λ ∈ RJ+ such that∫
Ω
σˆω′(λ)Aˆ(dω
′) ≥ σˆω(λ), ∀ω ∈ Ω, (16)
λjηj(Aˆ) = 0, ∀j ∈ IJ . (17)
Moreover, if Condition (2) holds, then (Xˆ, λ) is an opti-
mal solution to Problem DP.
From Eq. (14), for any ω ∈ Ω, the kernel of Xˆ − σˆω(λ)
includes the support of Aˆ(ω). Note that Condition (3)
in the case of the problem of obtaining a minimum-error
sequential measurement is given in Ref. [36].
Proof We will show (1) ⇒ (2), (2) ⇒ (3), and (3) ⇒
(1) in this order. After that, we will show that (Xˆ, λ)
is an optimal solution to Problem DP if Condition (2)
holds.
First, we show (1) ⇒ (2). Let (Xˆ, λ) be an optimal
solution to Problem DP. Since Aˆ(Ω) = 1ˆA and ηj(Aˆ) ≤ 0
hold, the second and third terms of the right-hand side
of Eq. (7) are zero and nonnegative, respectively, which
gives L(Aˆ, Xˆ, λ) ≥ f(Aˆ) = f⋆. Also, since Xˆ ≥ σˆω(λ)
and Aˆ(ω) ≥ 0 hold, the second term of the right-hand
side of Eq. (12) is nonpositive, which gives L(Aˆ, Xˆ, λ) ≤
s(Xˆ, λ) = s⋆ holds. Since f⋆ = s⋆ holds from Theorem 1,
we obtain
f⋆ = L(Aˆ, Xˆ, λ) = s⋆, (18)
i.e., the third term of the right-hand side of Eq. (7) and
the second term of the right-hand side of Eq. (12) must be
zero. Thus, Eqs. (14) and (15) hold. Note that Eq. (14)
follows from the fact that xˆyˆ = 0 holds for any xˆ, yˆ ∈ S+A
satisfying Tr(xˆyˆ) = 0.
Next, we show (2) ⇒ (3). Integrating both sides of
Eq. (14) and using Aˆ(Ω) = 1ˆA gives
Xˆ =
∫
Ω
σˆω(λ)Aˆ(dω). (19)
Xˆ ≥ σˆω(λ) gives Eq. (16). Equation (17) is equivalent to
Eq. (15).
We show (3) ⇒ (1). We define Xˆ as in Eq. (19). We
have that for any POVM Aˆ′ ∈ M◦A,
f(Aˆ)− f(Aˆ′)
≥ f(Aˆ)−
J−1∑
j=0
λjηj(Aˆ)− f(Aˆ′) +
J−1∑
j=0
λjηj(Aˆ
′)
=
M−1∑
m=0
Tr
[
zˆm(λ)Πˆ
(Aˆ)
m − zˆm(λ)Πˆ(Aˆ
′)
m
]
= Tr Xˆ − Tr
∫
Ω
σˆω(λ)Aˆ
′(dω)
= Tr
∫
Ω
[Xˆ − σˆω(λ)]Aˆ′(dω) ≥ 0. (20)
The second line follows from Eq. (17) and ηj(Aˆ
′) ≤ 0.
The third line follows from Eqs. (2), (3), and (6). The
fourth line follows from the fact that, from Eqs. (1) and
(6), we have that for any Φˆ,
M−1∑
m=0
Tr
[
zˆm(λ)Πˆ
(Φˆ)
m
]
= Tr
∫
Ω
σˆω(λ)Φˆ(dω). (21)
The last inequality follows from Eq. (16) (i.e., Xˆ ≥
σˆω(λ)). From Eq. (20), Aˆ is an optimal solution to Prob-
lem P.
Finally, we will show that (Xˆ, λ) is an optimal so-
lution to Problem DP if Condition (2) holds. From
Eqs. (12) and (14), L(Aˆ, Xˆ, λ) = s(Xˆ, λ) holds. Also,
from Eqs. (7) and (15), L(Aˆ, Xˆ, λ) = f(Aˆ) = f⋆ holds.
Thus, s(Xˆ, λ) = f⋆ holds, which means that (Xˆ, λ) is an
optimal solution to Problem DP. 
5We should mention that obtaining an optimal solution
to Problem P is much more difficult than obtaining an op-
timal solution to the problem described in Ref. [30], i.e.,
the state discrimination problem with no restriction on
measurements. The reason is that, in the former case, we
have to optimize over all of Alice’s measurements, which
include all the information regarding the measurements
Bob should perform. Problem DP is generally difficult
to solve as well as Problem P. However, we can obtain an
analytical solution by solving Problem DP in some cases
(see Subsec. VIB).
C. Number of outcomes of Alice’s POVM
So far in this paper, we have considered Alice’s POVM
Aˆ to be continuous. We find that an optimal solution to
Problem P with finite outcomes always exists as long as a
feasible solution exists, as shown in the following theorem
(proof in Appendix B):
Theorem 3 Let dA = dim HA. If M◦A is not empty,
then an optimal solution to Problem P with at most (J+
1)d2A outcomes exists.
D. Comparison with the problem with no
restriction on measurements
Table I summarizes the formulation of the state dis-
crimination problems (a) when arbitrary measurements
are allowed and (b) when only sequential measurements
are allowed. The dual problem in the case (b) (i.e.,
Problem DP) has an infinite (continuous) number of con-
straints, while that in the case (a) has a finite number
M of constraints. This makes it difficult to obtain an
optimal sequential measurement.
IV. GROUP COVARIANT PROBLEM
In this section, we discuss the case in which Problem P
has a certain symmetry. State discrimination problems
with symmetries have been well studied, and it is known
that, in some cases, there exists an optimal solution with
the same type of symmetry [25, 38–45]. The existence
of a symmetric solution helps us to obtain analytical or
numerical optimal solutions (e.g., [46–50]).
A. Group action
First, we briefly introduce a group action. Let G be a
group and e ∈ G be its identity element. Also, let g ∈ G
be the inverse element of g ∈ G. We assume that G has
at least two elements. Let |G| be the number of elements
in G. A group action of G on a set T is a set of mappings
on T , {πg : T → T }g∈G, such that
πgh(x) = πg[πh(x)], ∀g, h ∈ G, x ∈ T,
πe(x) = x, ∀x ∈ T. (22)
In what follows, we denote πg(x) as g ◦ x. Equation (22)
can be rewritten by
(gh) ◦ x = g ◦ (h ◦ x), ∀g, h ∈ G, x ∈ T,
e ◦ x = x, ∀x ∈ T. (23)
The action is called faithful if, for any distinct g, h ∈ G,
there exists x ∈ T such that g ◦ x 6= h ◦ x.
Next, we set actions of G on the sets IN , S, SA, SB, and
Ω as follows. An action of G on IN , {g ◦n (n ∈ IN )}g∈G ,
is given by a set of permutations of {0, · · · , N−1}, which
is not necessarily faithful. We choose them such that they
meet the conditions of Theorem 4 described below.
We also consider the action of G on S expressed by
g ◦ Qˆ ≡ UˆgQˆUˆ †g , ∀g ∈ G, Qˆ ∈ S, (24)
where Uˆg is a unitary or anti-unitary operator and
† is
the conjugate transpose operator. Note that if Uˆg is an
anti-unitary operator, then Uˆ †g is also anti-unitary such
that Uˆ †g Uˆg = UˆgUˆ
†
g = 1ˆ. From Eq.(23), Uˆgh equals UˆgUˆh
up to a global phase for any g, h ∈ G, and Uˆe = 1ˆ holds.
Assume that the action of G on S is faithful, i.e., Uˆg
and Uˆh are not equivalent up to a global phase for any
distinct g, h ∈ G. Also, assume that Uˆg can be expressed
by
Uˆg = Vˆg ⊗ Wˆg, (25)
where Vˆg and Wˆg are, respectively, unitary or anti-
unitary operators on HA and HB. We can easily verify
that Vˆgh and Wˆgh, respectively, equal VˆgVˆh and WˆgWˆh
up to global phases for any g, h ∈ G, and Vˆe = 1ˆA and
Wˆe = 1ˆB hold.
We set actions of G on SA and SB as follows:
g ◦ Qˆ(A) ≡ VˆgQˆ(A)Vˆ †g , ∀g ∈ G, Qˆ(A) ∈ SA,
g ◦ Qˆ(B) ≡ WˆgQˆ(B)Wˆ †g , ∀g ∈ G, Qˆ(B) ∈ SB. (26)
These actions are not necessarily faithful.
We stress that actions of G are different among differ-
ent sets. For example, g◦Qˆ with Qˆ ∈ S and g◦Qˆ(A) with
Qˆ(A) ∈ SA mean UˆgQˆUˆ †g and VˆgQˆ(A)Vˆ †g , respectively.
Assume that {g ◦ Bˆ(ω)m }m is in MB for any g ∈ G and
ω ∈ Ω [51]. We set an action of G on Ω, {g ◦ ω (ω ∈
Ω)}g∈G , such that
g ◦ Bˆ(ω)m = Bˆ(g◦ω)g◦m , ∀g ∈ G,m ∈ IM , ω ∈ Ω. (27)
The above model can handle various symmetries. For
example, in the case in which only Bob’s system has a
certain symmetry, we can consider a group G with Vˆg =
1ˆA for any g ∈ G. As another example, if Alice’s and
6TABLE I. Formulation of the generalized state discrimination problems.
(a) Arbitrary measurements [30] (b) Sequential measurements
Primal problems
maximize
M−1∑
m=0
Tr(cˆmΠˆm)
subject to Π : POVM,
M−1∑
m=0
Tr(aˆj,mΠˆm) ≤ bj (∀j ∈ IJ)
maximize
M−1∑
m=0
Tr
[
cˆmΠˆ
(Aˆ)
m
]
subject to Aˆ ∈ MA,
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Aˆ)
m
]
≤ bj (∀j ∈ IJ )
(2),(3)
Dual problems
minimize Tr Xˆ +
J−1∑
j=0
λjbj
subject to Xˆ ≥ zˆm(λ) (∀m ∈ IM ), λ ∈ R
J
+
where zˆm(λ) = cˆm −
J−1∑
j=0
λj aˆj,m
minimize Tr Xˆ +
J−1∑
j=0
λjbj
subject to Xˆ ≥ σˆω(λ) (∀ω ∈ Ω), λ ∈ R
J
+
where σˆω(λ) = TrB
M−1∑
m=0
zˆm(λ)Bˆ
(ω)
m ,
zˆm(λ) = cˆm −
J−1∑
j=0
λj aˆj,m
(5),(6)
Necessary and sufficient conditions for optimality (Condition (3))
λ ∈ RJ+ exists such that
M−1∑
m=0
zˆm(λ)Πˆm ≥ zˆm(λ), ∀m ∈ IM ,
λj
[
bj −
M−1∑
m=0
Tr(aˆj,mΠˆm)
]
= 0, ∀j ∈ IJ
λ ∈ RJ+ exists such that∫
Ω
σˆω′(λ)Aˆ(dω
′) ≥ σˆω(λ), ∀ω ∈ Ω,
λj
[
bj −
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Aˆ)
m
]]
= 0, ∀j ∈ IJ
(16),(17)
Bob’s systems independently have different symmetries,
represented by groups GA and GB respectively, then we
can consider the direct product of the groups, G = GA ×
GB; we can define the actions of G on SA and SB as
g ◦ Qˆ(A) ≡ VˆgAQˆ(A)Vˆ †gA and g ◦ Qˆ(B) ≡ WˆgBQˆ(B)Wˆ †gB for
any g = (gA, gB) ∈ G. A more complex example is given
in Subsec. IVC.
B. Group covariant optimal solution
We show that if Problem P has a certain symmetry,
then there exists an optimal solution with the same type
of symmetry (proof in Appendix C).
Theorem 4 Suppose that, in Problem P, there exist a
group G and its actions on IM , IJ , and S such that
g ◦ aˆj,m = aˆg◦j,g◦m, ∀g ∈ G, j ∈ IJ ,m ∈ IM ,
bj = bg◦j , ∀g ∈ G, j ∈ IJ ,
g ◦ cˆm = cˆg◦m, ∀g ∈ G,m ∈ IM . (28)
Then, as long as M◦A is not empty, for any Φˆ ∈ M◦A,
there exists Aˆ ∈M◦A such that f(Aˆ) = f(Φˆ) and
g ◦ Aˆ(ω) = Aˆ(g ◦ ω), ∀g ∈ G, ω ∈ Ω. (29)
Moreover, for any (Yˆ , ν) ∈ X ◦, there exists (Xˆ, λ) ∈ X ◦
such that s(Xˆ, λ) = s(Yˆ , ν) and
g ◦ Xˆ = Xˆ, ∀g ∈ G,
λj = λg◦j , ∀g ∈ G, j ∈ IJ . (30)
In particular, there exist an optimal solution Aˆ to Prob-
lem P satisfying Eq. (29) and an optimal solution (Xˆ, λ)
to Problem DP satisfying Eq. (30).
If Eq. (29) holds, then Πˆ(Aˆ) has the following symme-
try:
g ◦ Πˆ(Aˆ)m = Πˆ(Aˆ)g◦m. (31)
Indeed, from Eqs. (27), (C1), and (C2), we obtain
g ◦ Πˆ(Aˆ)m = g ◦
[∫
Ω
Aˆ(dω)⊗ Bˆ(ω)m
]
=
∫
Ω
[g ◦ Aˆ(dω)]⊗
[
g ◦ Bˆ(ω)m
]
=
∫
Ω
Aˆ[d(g ◦ ω)]⊗ Bˆg◦ωg◦m = Πˆ(Aˆ)g◦m. (32)
Let M◦A;G be the entire set of Aˆ ∈ M◦A satisfying
Eq. (29) and X ◦G be the entire set of (Xˆ, λ) ∈ X ◦ sat-
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FIG. 1. Phase-space representation of (a) PSK coherent states
{ρ˜
(A)
m } and (b) ASK coherent states {ρ˜
(B)
m }.
isfying Eq. (30). We can easily verify thatM◦A;G and X ◦G
are convex. Thus, Problems P and DP remain in convex
programming even if we restrict the feasible sets toM◦A;G
and X ◦G , respectively.
C. Example
As an example of a symmetric problem, let us con-
sider the problem of finding a minimum-error sequential
measurement for ternary quantum states {ρˆm = 13 ρ˜
(A)
m ⊗
ρ˜
(B)
m }2m=0 with Tr ρ˜(A)m = Tr ρ˜(B)m = 1, where {ρˆm} have
the following symmetry. Let GA ≡ {pkA, pkAqA}k∈I3 and
GB ≡ {pkB, pkBqB}k∈I2 be dihedral groups with |GA| = 6
and |GB| = 4. Gk (k ∈ {A,B}) is generated by a rota-
tion pk and a reflection qk, which have pkqkpk = qk. We
have p3A = q
2
A = eA and p
2
B = q
2
B = eB, where eA and
eB are, respectively, the identity elements of GA and GB.
We define actions of GA on SA and GB on SB as
gA ◦ Qˆ(A) ≡ VˆgAQˆ(A)Vˆ †gA , ∀gA ∈ GA, Qˆ(A) ∈ SA,
gB ◦ Qˆ(B) ≡ WˆgBQˆ(B)Wˆ †gB , ∀gB ∈ GB, Qˆ(B) ∈ SB,(33)
where VˆgA and WˆgB are, respectively, unitary (or anti-
unitary) operators on HA and HB, satisfying Vˆ 3pA =
Vˆ 2qA = 1ˆA and Wˆ
2
pB
= Wˆ 2qB = 1ˆB. Assume
pA ◦ ρ˜(A)m = ρ˜(A)m⊕1, qA ◦ ρ˜(A)m = ρ˜(A)κ(m),
pB ◦ ρ˜(B)m = ρ˜(B)κ(m), qB ◦ ρ˜(B)m = ρ˜(B)m , (34)
where κ(0) = 0, κ(1) = 2, and κ(2) = 1, and m ⊕ 1
is m + 1 if m < 2 holds; otherwise, 0. For example,
if {ρ˜(A)m }2m=0 are phase-shift keyed (PSK) coherent states
and {ρ˜(B)m }2m=0 are amplitude-shift keyed (ASK) coherent
states, then they have the above symmetries. The phase
space representation of such states is shown in Fig. 1. pA
and pB, respectively, correspond to the rotation of 2π/3
and π. qA and qB correspond to the reflection about the
xc axis.
To use Theorem 4, we obtain a group G satisfying
Eq. (28). Since J = 0 and cˆm = ρˆm hold for the prob-
lem of finding a minimum-error sequential measurement,
Eq. (28) can be reduced to
g ◦ ρˆm = ρˆg◦m, ∀g ∈ G,m ∈ IM . (35)
Let e ≡ (eA, eB) and p ≡ (qA, pB); then, G1 ≡ {e, p} is a
group such that
p ◦ ρˆm = 1
3
[
qA ◦ ρ˜(A)m
]
⊗
[
pB ◦ ρ˜(B)m
]
=
1
3
ρ˜
(A)
κ(m) ⊗ ρ˜
(B)
κ(m) = ρˆκ(m). (36)
Note that we redefine Vˆg ≡ VˆgA and Wˆg ≡ WˆgB for g =
(gA, gB) ∈ GA × GB. Also, let q ≡ (eA, qB); then, G2 ≡
{e, q} is a group such that
q ◦ ρˆm = 1
3
[
eA ◦ ρ˜(A)m
]
⊗
[
qB ◦ ρ˜(B)m
]
=
1
3
ρ˜(A)m ⊗ ρ˜(B)m = ρˆm. (37)
G2 expresses a symmetry of only HB. We can consider
the group G = {e, p, q, pq}, which is the direct product
of G1 and G2. Note that the action of G on SA is not
faithful; indeed, both Vˆe and Vˆq are identical to VˆeA . Let
us define an action of G on IM such that p ◦m = κ(m)
and q ◦m = m; then, Eq. (35) holds. Thus, there exists
Aˆ ∈ MA satisfying Eq. (29). From Eq. (31), Π(Aˆ) with
such Aˆ has the following symmetry:
UˆpΠˆ
(Aˆ)
m Uˆ
†
p = Πˆ
(Aˆ)
κ(m),
UˆqΠˆ
(Aˆ)
m Uˆ
†
q = Πˆ
(Aˆ)
m , (38)
where Uˆp = VˆqA⊗WˆpB and Uˆq = 1ˆA⊗WˆqB from Eq. (25).
Moreover, from Eq. (30), there exists Xˆ ∈ X ◦ commuting
with VˆqA .
Note that, in this example, neither Aˆ nor Xˆ has the
symmetry expressed by {pkA}k∈I3 , while the states {ρ˜(A)m }
have this symmetry. The reason is that the states {ρ˜(B)m }
do not have this symmetry.
V. GENERALIZED MINIMAX SOLUTION
In the minimax strategy for a quantum state discrim-
ination problem, prior probabilities is unknown and the
task is to maximize the worst case of the objective func-
tion (such as the average success probability) over all
prior probabilities. This strategy has been investigated
in several studies [18–20, 45, 52], whose generalized ver-
sion is appeared in Ref. [30]. In this section, we consider a
sequential-measurement version of the generalized min-
imax problem. In a similar manner to the method re-
ported by Ref. [30], we can provide necessary and suffi-
cient conditions for a minimax solution to the sequential-
measurement version of the problem. In what follows, we
discuss properties that a minimax solution has.
8A. Formulation
Let us consider K ≥ 1 objective functions
f0(Aˆ), · · · , fK−1(Aˆ) expressed as:
fk(Aˆ) ≡
M−1∑
m=0
Tr
[
cˆk,mΠˆ
(Aˆ)
m
]
+ dk, (39)
where cˆk,m ∈ S and dk ∈ R. Also, let P be the entire
set of collections of K nonnegative real numbers, µ ≡
{µk}K−1k=0 ∈ RK+ , satisfying
∑K−1
k=0 µk = 1. µ ∈ P can be
interpreted as a probability distribution. Let F (µ, Aˆ) be
the objective function defined by
F (µ, Aˆ) ≡
K−1∑
k=0
µkfk(Aˆ) (40)
and M◦A be the set defined by Eq. (3). We investigate
the problem of finding a POVM Aˆ ∈M◦A that maximizes
the worst-case value of F (µ, Aˆ) over µ ∈ P . This problem
can be formulated as follows:
Pm : maximize min
µ∈P
F (µ, Aˆ)
subject to Aˆ ∈M◦A.
(41)
Let F ⋆ be the optimal value of Problem Pm. We call
(µ⋆, Aˆ⋆) ∈ P×M◦A and Aˆ⋆ ∈M◦A satisfying F (µ⋆, Aˆ⋆) =
F ⋆ a minimax solution and a minimax POVM, respec-
tively.
B. Properties of a minimax solution
We first show the following remark.
Remark 5 (Minimax theorem) If M◦A is not empty,
then there exsists a minimax solution (µ⋆, Aˆ⋆) to Prob-
lem Pm, and it satisfies
min
µ∈P
max
Aˆ∈M◦A
F (µ, Aˆ) = F (µ⋆, Aˆ⋆)
= max
Aˆ∈M◦A
min
µ∈P
F (µ, Aˆ). (42)
Proof M◦A and P are closed convex sets. F (µ, Aˆ) is a
continuous convex function of µ for fixed Aˆ and a con-
tinuous concave function of Aˆ for fixed µ. Thus, the
minimax theorem holds (e.g., [53]); that is to say, there
exists a minimax solution (µ⋆, Aˆ⋆) to Problem Pm, which
satisfies Eq. (42). 
A minimax solution to Problem Pm can be character-
ized by a saddle point; i.e., (µ⋆, Aˆ⋆) is a minimax solution
if and only if, for any µ ∈ P and Aˆ ∈ M◦A, (µ⋆, Aˆ⋆) sat-
isfies [53]
F (µ⋆, Aˆ) ≤ F (µ⋆, Aˆ⋆) ≤ F (µ, Aˆ⋆). (43)
Let
F ⋆(µ) ≡ max
Aˆ∈M◦A
F (µ, Aˆ). (44)
From Eq. (43), F ⋆(µ⋆) = F (µ⋆, Aˆ⋆) holds.
Let cm(µ) ≡
∑K−1
k=0 µk cˆk,m and d(µ) ≡
∑K−1
k=0 µkdk;
then, we find that the problem of finding F ⋆(µ) for a
fixed µ ∈ P is reduced to Problem P, as shown in the
following remark:
Remark 6 Let f⋆(µ) be the optimal value of Problem P
with cˆm = cm(µ); then, F
⋆(µ) = f⋆(µ) + d(µ) holds.
Proof
F ⋆(µ) = max
Aˆ∈M◦A
F (µ, Aˆ)
= max
Aˆ∈M◦A
K−1∑
k=0
µk
[
M−1∑
m=0
Tr
[
cˆk,mΠˆ
(Aˆ)
m
]
+ dk
]
= max
Aˆ∈M◦A
M−1∑
m=0
Tr
[
cm(µ)Πˆ
(Aˆ)
m
]
+ d(µ)
= f⋆(µ) + d(µ). (45)

Theorem 7 Assume µ⋆ ∈ P and Aˆ⋆ ∈M◦A. The follow-
ing statements are all equivalent.
(1) (µ⋆, Aˆ⋆) is a minimax solution to Problem Pm.
(2) The following equation holds:
fk(Aˆ
⋆) ≥ F ⋆(µ⋆), ∀k ∈ IK . (46)
(3) The following equations hold:
F ⋆(µ⋆) = F (µ⋆, Aˆ⋆),
fk(Aˆ
⋆) ≥ fk′(Aˆ⋆), ∀k, k′ ∈ IK s.t. µ⋆k′ > 0. (47)
Proof The same as Theorem 3 of Ref. [30]. 
Theorem 8 Let us consider the following optimization
problem
maximize fmin(Aˆ) ≡ min
k∈IK
fk(Aˆ)
subject to Aˆ ∈M◦A
(48)
with Aˆ. An optimal solution to the problem given by
Eq. (48) is equivalent to a minimax POVM of Prob-
lem Pm.
Proof The same as Theorem 4 of Ref. [30]. 
9C. Group covariant minimax problem
Similar to Theorem 4, if Problem Pm has a certain
symmetry, then there exists a minimax solution with the
same type of symmetry, as stated in the following theo-
rem (proof in Appendix D).
Theorem 9 Suppose that, in Problem Pm, there exist a
group G and its actions on IM , IJ , IK , and S such that
g ◦ aˆj,m = aˆg◦j,g◦m, ∀g ∈ G, j ∈ IJ ,m ∈ IM ,
bj = bg◦j , ∀g ∈ G, j ∈ IJ ,
g ◦ cˆk,m = cˆg◦k,g◦m, ∀g ∈ G, k ∈ IK ,m ∈ IM ,
dk = dg◦k, ∀g ∈ G, k ∈ IK . (49)
Then, as long asM◦A is not empty, there exists a minimax
solution (µ⋆, Aˆ⋆) such that
µ⋆k = µ
⋆
g◦k, ∀g ∈ G, k ∈ IK ,
g ◦ Aˆ⋆(ω) = Aˆ⋆(g ◦ ω), ∀g ∈ G, ω ∈ Ω. (50)
VI. EXAMPLES
In this section, we apply our results to the problem
of finding an optimal inconclusive sequential measure-
ment. Also, we derive an analytical expression of an
optimal inconclusive sequential measurement for double
trine states. Note that one can find other examples of
generalized state discrimination problems in Subsec. II.B
of Ref. [30].
A. Optimal inconclusive sequential measurement
An optimal inconclusive measurement is a measure-
ment that maximizes the average success probability with
a fixed average inconclusive probability, pI. We here con-
sider its sequential-measurement version.
Let us consider the problem of obtaining an optimal
inconclusive sequential measurement, Π(Aˆ) = {Πˆ(Aˆ)r }Rr=0
(R ≥ 2), for the states {ρ˜r}R−1r=0 with prior probabilities
{ξr}R−1r=0 . The detection operator Πˆ(Aˆ)r (r ∈ IR) corre-
sponds to identification of the state ρˆr, while Πˆ
(Aˆ)
R corre-
sponds to the inconclusive answer. The problem can be
formulated as follows:
maximize PS(Aˆ) ≡
R−1∑
r=0
Tr
[
ρˆrΠˆ
(Aˆ)
r
]
subject to Aˆ ∈MA,
R−1∑
r=0
Tr
[
ρˆrΠˆ
(Aˆ)
R
]
= pI,
(51)
where ρˆr ≡ ξrρ˜r. This problem is equivalent to Prob-
lem P with
M = R + 1,
J = 1,
cˆm =
{
ρˆm, m < R,
0, m = R,
aˆ0,m =


0, m < R,
−
R−1∑
r=0
ρˆr, m = R,
b0 = −pI, (52)
where we use the fact that the problem remains un-
changed when the second constraint of Eq. (51) is
replaced with
∑R−1
r=0 Tr[ρˆrΠˆ
(Aˆ)
R ] ≥ pI. Substituting
Eq. (52) into Problem DP yields the following dual prob-
lem:
minimize s(Xˆ, λ) = Tr Xˆ − λpI
subject to (Xˆ, λ) ∈ X ◦, (53)
where
X ◦ =
{
(Xˆ, λ) ∈ SA ⊗R+ : Xˆ ≥ σˆω(λ), ∀ω ∈ Ω
}
,
σˆω(λ) = TrB
R−1∑
r=0
ρˆr
[
Bˆ(ω)r + λBˆ
(ω)
R
]
. (54)
From Theorem 2, Aˆ ∈ M◦A is an optimal solution if
and only if the following equations hold:
[Xˆ⋆ − σˆω(λ⋆)]Aˆ(ω) = 0, ∀ω ∈ Ω,
λ⋆
[
R−1∑
r=0
Tr
[
ρˆrΠˆ
(Aˆ)
R
]
− pI
]
= 0, (55)
where (Xˆ⋆, λ⋆) is an optimal solution to Eq. (53).
B. Optimal inconclusive sequential measurement
for double trine states
We derive an optimal solution to the problem of
Eq. (51) for double trine states with equal probabilities.
Note that, in the cases of pI = 0 (corresponding to a
minimum-error sequential measurement) and pI = 1/2
(corresponding to an optimal unambiguous sequential
measurement), optimal solutions are given in Refs. [54]
and [55], respectively.
Double trine states with equal probabilities can be ex-
pressed by {ρˆm ≡ 13 |ψm〉 〈ψm|}2m=0 with
|ψm〉 ≡ |φm〉 ⊗ |φm〉 ,
|φm〉 ≡ cos 2πm
3
|0〉+ sin 2πm
3
|1〉 . (56)
{|φm〉} has the symmetry of |φm〉 = Vˆ krot |φm⊖k〉, where
Vˆrot ≡ −1
2
1ˆ +
√
3
2
(|1〉 〈0| − |0〉 〈1|), (57)
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which is a unitary operator corresponding to a rotation of
2π
3 , and m⊖k is the remainder of the division ofm−k by
3. Also, since 〈k|φm〉 (k ∈ {0, 1}) is real, Vˆconj |φm〉 =
|φm〉 holds, where Vˆconj is the anti-unitary operator of
complex conjugation in the basis {|0〉 , |1〉} [56].
First, we derive an optimal solution (Xˆ⋆, λ⋆) to the
problem of Eq. (53). Assume, without loss of generality,
that Xˆ⋆ commutes with Vˆrot and Vˆconj (see Theorem 4);
then, it follows that such Xˆ⋆ must be proportional to 1ˆA.
After some computations, we obtain an optimal solution
(Xˆ⋆, λ⋆) as follows (see Appendix E):
Xˆ⋆ =
(
1
2
+
3− 2pI
4
√
3− 4pI
)
1ˆA,
λ⋆ =
1
2
+
1
2
√
3− 4pI . (58)
Thus, the average success probability of an optimal in-
conclusive sequential measurement, P ⋆S , which is equiva-
lent to the optimal value s(Xˆ⋆, λ⋆), is given by
P ⋆S = s(Xˆ
⋆, λ⋆) = Tr Xˆ⋆ − λ⋆pI
=
1
2
(1− pI) + 1
4
√
3− 4pI. (59)
When pI = 1/2, P
⋆
S + pI = 1 holds; i.e., the average error
probability, 1−P ⋆S −pI, is zero. This indicates that there
exists an unambiguous sequential measurement with the
average inconclusive probability of 1/2. Since the case of
pI > 1/2 is trivial, assume 0 ≤ pI ≤ 1/2 (in this case,
1
2 +
1
2
√
3
≤ λ⋆ ≤ 1 holds).
Next, we derive an optimal sequential measurement.
Let |φ⊥m〉 be the vector expressed by
|φ⊥m〉 ≡ − sin
2πm
3
|0〉+ cos 2πm
3
|1〉 , (60)
which satisfies 〈φ⊥m|φm〉 = 0 and |φ⊥m〉 = Vˆ krot |φ⊥m⊖k〉.
From the discussion in Appendix E and the symmetry of
{|φm〉}, Xˆ⋆ − σˆω(λ⋆) is rank one (i.e., the largest eigen-
value of σˆω(λ
⋆) is υ(λ⋆), which is defined in Appendix E)
if and only if {Bˆ(ω)m }3m=0 is expressed as
Bˆ(ω)m = Bˆ
(ωk)
m ≡
{
Vˆ krotBˆ
•
m⊖kVˆ
−k
rot , m < 3,
4
3
pI |φ⊥k 〉 〈φ⊥k | , m = 3,
(61)
where {Bˆ•m} is given by Eq. (E12) with α = 4pI/3, and
ωk ∈ Ω (k ∈ I3) is an index corresponding to the POVM
B(ωk) ≡ {Bˆ(ωk)m } defined by Eq. (61). In Eq. (61), we use
Vˆ krotBˆ
•
3 Vˆ
−k
rot = αVˆ
k
rot |φ⊥0 〉 〈φ⊥0 | Vˆ −krot =
4
3
pI |φ⊥k 〉 〈φ⊥k | .
(62)
Using the fact that, from Eq. (55), the support of Aˆ(ω) is
included in the kernel of Xˆ⋆− σˆω(λ⋆), Aˆ can be obtained
in the following way. When ω = ωk, since Eq. (E4) with
θ = 2πk3 holds, Vˆ
k
rot |1〉 = |φ⊥k 〉 is in the kernel of Xˆ⋆ −
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FIG. 2. Average success probabilities of optimal sequential
and global measurements for double trine states with equal
prior probabilities.
σˆω(λ
⋆). Then, Aˆ(ωk) must be proportional to |φ⊥m〉 〈φ⊥m|.
When ω 6= ωk, the kernel of Xˆ⋆ − σˆω(λ⋆) is {0}, this
implies that Aˆ(ω) = 0. Thus, an optimal inconclusive
sequential measurement, Π⋆, is expressed by Π⋆ = Π(Aˆ),
where
Aˆ(ω) =
{
2
3
|φ⊥k 〉 〈φ⊥k | , ω = ωk (k ∈ I3),
0, otherwise
(63)
holds for any ω ∈ Ω. It follows that Aˆ is a POVM with
three outcomes, {ωk}2k=0. From Eqs. (61) and (63), Π⋆
can be rewritten as
Πˆ⋆m =


2
3
2∑
k=0
k 6=m
|φ⊥k 〉 〈φ⊥k | ⊗ Vˆ krotBˆ•m⊖kVˆ −krot , m < 3,
8
9
pI
2∑
k=0
|φ⊥k 〉 〈φ⊥k | ⊗ |φ⊥k 〉 〈φ⊥k | , m = 3.
(64)
Figure 2 shows the average success probabilities of
optimal measurements with and without the restriction
that only sequential measurements are allowed. Note
that the average success probability of an optimal in-
conclusive global measurement can be computed by the
method described in Ref. [57]. The average error prob-
ability is zero when pI ≥ 1/2 and pI ≥ 1/4 in the cases
of optimal inconclusive sequential and global measure-
ments, respectively.
VII. CONCLUSION
We have studied a sequential-measurement version of
the generalized state discrimination problem discussed
in Ref. [30]. Since the entire set of sequential measure-
ments is convex, Problem P is convex programming. The
corresponding dual problem and necessary and sufficient
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conditions for an optimal sequential measurement were
derived. We also showed that for an optimization prob-
lem having a certain group symmetry, there exists an
optimal solution with the same type of symmetry. More-
over, the minimax version of this problem was studied,
and necessary and sufficient conditions for a minimax so-
lution were provided. We expect that our results will
be useful for the investigation of a broad class of state
discrimination problems with sequential measurements.
ACKNOWLEDGMENTS
We are grateful to O. Hirota of Tamagawa University
for support. T. S. U. was supported (in part) by JSPS
KAKENHI (Grant No.16H04367).
Appendix A: Proof of Theorem 1
We will prove the cases of f⋆ > −∞ and f⋆ = −∞
separately.
1. Case of f⋆ > −∞
From s⋆ ≥ f⋆, it is sufficient to show that there exists
Aˆ ∈ M◦A satisfying f(Aˆ) ≥ s⋆. Indeed, in this case,
s⋆ = f⋆ holds from s⋆ ≤ f(Aˆ) ≤ f⋆.
Let us consider the following set:
Z ≡
{(
{σˆω(λ) + xˆω − Xˆ}ω∈Ω, s(Xˆ, λ) − u
)
: (Xˆ, λ, u, {xˆω}ω∈Ω) ∈ T
}
, (A1)
where
T ≡
{
(Xˆ, λ, u, {xˆω}) : (Xˆ, λ) ∈ X , s⋆ > u ∈ R,
xˆω ∈ S+A
}
. (A2)
Since xˆω is in S+A , σˆω(λ)+ xˆω − Xˆ = 0 holds only if Xˆ ≥
σˆω(λ) holds, which implies that {σˆω(λ) + xˆω − Xˆ}ω =
{0} holds only if (Xˆ, λ) ∈ X ◦ holds. Since s(Xˆ, λ) ≥
s⋆ > u holds when (Xˆ, λ) ∈ X ◦, we have ({0}, 0) 6∈ Z.
Also, we can easily see that Z is a convex set having
a nonempty interior. Thus, from the geometric Hahn-
Banach theorem (e.g., [58]), for any (Xˆ, λ, u, {xˆω}) ∈ T ,
there exists ({A˜ω}ω∈Ω, α) 6= ({0}, 0) with A˜ω ∈ SA and
α ∈ R satisfying
Tr
∫
Ω
A˜ω [σˆω(λ) + xˆω − Xˆ]µ(dω) + α[s(Xˆ, λ)− u] ≥ 0,
(A3)
where µ is a strictly positive measure on a sigma alge-
bra σ(Ω) satisfying µ(Ω) = 1. Let δω(E) (E ⊆ Ω)
be the Dirac measure, which is defined by δω(E) = 1
if ω ∈ E holds, δω(E) = 0 otherwise. By substituting
xˆω = txˆδω′(ω) (xˆ ≥ 0, ω′ ∈ Ω) into Eq. (A3) and tak-
ing the limit t → ∞, we obtain Tr(A˜ω′ xˆ) ≥ 0. Since
this inequality holds for any xˆ ≥ 0 and ω′ ∈ Ω, A˜ω ≥ 0
holds for any ω ∈ Ω. Also, taking the limit u → −∞ in
Eq. (A3) gives α ≥ 0.
To show α > 0, assume by contradiction that α = 0.
Substituting Xˆ = txˆ (xˆ ≥ 0) and xˆω = t[1 − δω′(ω)]xˆ
into Eq. (A3) and taking the limit t→∞ gives
Tr
∫
Ω
A˜ωδω′(ω)xˆµ(dω) = Tr(A˜ω′ xˆ) ≤ 0, (A4)
which implies A˜ω ≤ 0 for any ω ∈ Ω. Thus, A˜ω = 0 must
hold, which contradicts ({A˜ω}, α) 6= ({0}, 0). Therefore,
α > 0 holds.
Here, let Aˆ ∈ MA be a measure satisfying Aˆ(ω) =
A˜ωµ(ω)/α for any ω ∈ Ω. To complete the proof, we will
show Aˆ ∈ M◦A and f(Aˆ) ≥ s⋆. Dividing both sides of
Eq. (A3) by α yields
Tr
∫
Ω
[σˆω(λ) + xˆω − Xˆ]Aˆ(dω) + s(Xˆ, λ)− u ≥ 0. (A5)
Substituting Xˆ = txˆ (xˆ ∈ SA) into Eq. (A5) and taking
the limit t→∞ gives
Tr xˆ ≥ Tr
[
xˆ
∫
Ω
Aˆ(dω)
]
= Tr[xˆAˆ(Ω)]. (A6)
Since this inequality holds for any xˆ ∈ SA, Aˆ(Ω) = 1ˆA
holds. Substituting λj = tδj,j′ (δj,j′ is Kronecker delta)
into Eq. (A5) and taking the limit t→∞ gives ηj′ (Aˆ) ≤
0, and thus Aˆ ∈M◦A holds. Also, substituting xˆω = Xˆ =
0 and λ = 0 into Eq. (A5) and taking the limit u → s⋆
gives f(Aˆ) ≥ s⋆. Therefore, s⋆ = f⋆ holds.
2. Case of f⋆ = −∞
Let us consider the following set:
W =
{
{ηj(Aˆ)}J−1j=0 ∈ RJ : Aˆ ∈ MA
}
. (A7)
Since f⋆ = −∞ implies that M◦A is empty, for any Aˆ ∈
MA, there exists j ∈ IJ such that ηj(Aˆ) > 0. Therefore,
the set W ′ ≡ {{βj ≤ 0}J−1j=0 ∈ RJ} has no intersecton
withW . We can easily verify thatW is compact andW ′
is closed; thus, by a separating hyperplane theorem (e.g.,
[59]), there exist q ≡ {qj}J−1j=0 ∈ RJ+ and 0 < ǫ ∈ R+
such that
J−1∑
j=0
qjηj(Aˆ) > ǫ, ∀Aˆ ∈MA. (A8)
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Now, assume that
∑J−1
j=0 qj = 1, with no loss of general-
ity. Equations (3) and (A8) give
J−1∑
j=0
qjTr
M−1∑
m=0
aˆj,mΠˆ
(Aˆ) ≥
J−1∑
j=0
qjbj + ǫ. (A9)
Substituting Eq. (1) into this equation and doing some
algebra gives
Tr
∫
Ω
Ξ(ω)Aˆ(dω) ≥ 0, (A10)
where
Ξ(ω) ≡ TrB
J−1∑
j=0
qj
M−1∑
m=0
aˆj,mBˆ
(ω)
m
−

J−1∑
j=0
qjbj + ǫ

 1ˆA
dA
(A11)
and dA = dim HA. Since Eq. (A10) holds for any Aˆ ∈
MA, Ξ(ω) ≥ 0 holds.
Let Xˆ⋆0 be the optimal solution to the following prob-
lem:
minimize Tr Xˆ0
subject to Xˆ0 ≥ TrB
M−1∑
m=0
cˆmBˆ
(ω)
m , ∀ω ∈ Ω.
(A12)
Also, let
Yˆ (t, q) ≡ Xˆ⋆0 − t

J−1∑
j=0
qjbj + ǫ

 1ˆA
dA
, (A13)
where t ∈ R+. From Eqs. (A12) and (A13), we have
Yˆ (t, q) ≥ TrB
M−1∑
m=0
cˆmBˆ
(ω)
m − tTrB
J−1∑
j=0
qj
M−1∑
m=0
aˆj,mBˆ
(ω)
m
= TrB
M−1∑
m=0
zˆm(tq)Bˆ
(ω)
m = σˆω(tq), (A14)
where the first and second lines follow from Ξ(ω) ≥ 0
and the definition of zˆm(λ) given by Eq. (6), respectively.
Thus, [Yˆ (t, q), tq] ∈ X ◦ holds, which gives s[Yˆ (t, q), tq] ≥
s⋆. From Eq. (A13), we obtain
s⋆ ≤ s[Yˆ (t, q), tq] = Tr Yˆ (t, q) + t
J−1∑
j=0
qjbj
= Tr Xˆ⋆0 − tǫ. (A15)
Since Tr Xˆ⋆0 is constant, Tr Xˆ
⋆
0 − tǫ → −∞ as t → ∞.
Therefore, s⋆ = −∞ holds. 
Appendix B: Proof of Theorem 3
1. Outline
Let b ≡ {bj}J−1j=0 ∈ RJ . Also, let f•(β) be the optimal
value of the optimization problem obtained by replacing
b of Problem P with β ≡ {βj}J−1j=0 ∈ RJ . We will first
show that f•(β) is a concave function. We will also show
that there exists an optimal solution to Problem P with
at most d2A outcomes if f
•(β) is strictly concave at β = b,
and with at most (J + 1)d2A outcomes otherwise.
2. Preparations
Before proceeding to the proof, we make some prepa-
rations. From Theorem 1 of Ref. [60], any Aˆ ∈ MA can
be expressed as
Aˆ(ω) =
∫
Γ
Eˆ(γ)(ω)p(dγ), (B1)
where Eˆ(γ) ∈ MA is a POVM with at most d2A outcomes,
Γ is the entire set of indices γ such that Eˆ(γ) is a POVM
with at most d2A outcomes, and p is a probability mea-
sure, which satisfies p(Γ) = 1. From Eqs. (1), (2), and
(B1), we have
f(Aˆ) =
∑
m
Tr
[
cˆm
∫
Ω
[∫
Γ
Eˆ(γ)(dω)p(dγ)
]
⊗ Bˆ(ω)m
]
=
∫
Γ
f [Eˆ(γ)]p(dγ). (B2)
Let us define Γ◦ as
Γ◦ ≡ {γ ∈ Γ : Eˆ(γ) ∈M◦A}, (B3)
which is the entire set of indices γ such that Eˆ(γ) is a fea-
sible solution to Problem P. Let Aˆ be an optimal solution
to Problem P.
We show the following lemma:
Lemma 10 If p(Γ◦) = 1 holds, then there exists an op-
timal solution to Problem P with at most d2A outcomes.
Proof Let γ⋆ be an index satisfying
γ⋆ ∈ argmax
γ∈Γ◦
f [Eˆ(γ)]. (B4)
From Eq. (B2), we have
f⋆ = f(Aˆ) =
∫
Γ
f [Eˆ(γ)]p(dγ)
=
∫
Γ◦
f [Eˆ(γ)]p(dγ) ≤ f [Eˆ(γ⋆)]. (B5)
On the other hand, from γ⋆ ∈ Γ◦ (i.e., Eˆ(γ⋆) ∈ M◦A),
f [Eˆ(γ
⋆)] ≤ f⋆ must hold. Thus, f [Eˆ(γ⋆)] = f⋆. There-
fore, Eˆ(γ
⋆), which is a POVM with at most d2A outcomes,
is an optimal solution to Problem P. 
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3. Proof
We first consider the case J = 0. From Γ◦ = Γ,
p(Γ◦) = 1 holds. Thus, from Lemma 10, there exists
an optimal solution to Problem P with at most d2A out-
comes. For the remainder of the proof, the case J ≥ 1 is
considered.
In the following, we will show that f•(β) is a concave
function. It suffices to consider the range of β such that
f•(β) > −∞. Let M•A(β) ⊆ MA be the feasible set
of the optimization problem obtained by replacing b of
Problem P with β. Now we consider distinct β(1), β(2) ∈
RJ . For each k ∈ {1, 2}, there exists Aˆk ∈ M•A[β(k)]
satisfying f(Aˆk) = f
•[β(k)]. Since tAˆ1 + (1 − t)Aˆ2 ∈
M•A[tβ(1) + (1− t)β(2)] with 0 ≤ t ≤ 1 holds, we obtain
f•[tβ(1) + (1− t)β(2)]
≥ f [tAˆ1 + (1− t)Aˆ2]
= tf(Aˆ1) + (1 − t)f(Aˆ2)
= tf•[β(1)] + (1− t)f•[β(2)]. (B6)
Therefore, f•(β) is concave.
Let us consider a linear function fL(β) such that
fL(β)− f•(β) ≥ fL(b)− f•(b) = 0. (B7)
Since −f•(β) is convex and thus subdifferentiable at each
point [61], there always exists such fL(β). Let
D ≡ {β ∈ RJ : fL(β) = f•(β)}. (B8)
It follows that D is a convex set including b. Let ED be
the entire set of extremal points of D. Also, let E be the
entire set of β′ ∈ RJ such that f•(β) is strictly concave
at β = β′. We can easily verify ED ⊆ E .
First, we consider the case b ∈ ED. From b ∈ E , f•(β)
is strictly concave at β = b. From Lemma 10, it suffices to
show p(Γ◦) = 1; assume by contradiction that p(Γ◦) < 1.
Let, for each j ∈ IJ ,
Γj ≡ {γ ∈ Γ : ηk[Eˆ(γ)] ≤ 0 (∀k ∈ Ij), ηj [Eˆ(γ)] > 0}.
(B9)
For simplicity, let ΓJ ≡ Γ◦. {Γj}Jj=0 are obviously dis-
joint sets satisfying
⋃J
j=0 Γj = Γ. Let pj ≡ p(Γj) and,
for each j ∈ IJ+1,
Aˆj(ω) ≡


∫
Γj
Eˆ(γ)(ω)
p(dγ)
pj
, pj > 0,
0, otherwise;
(B10)
then, Aˆj is in MA if pj > 0 holds. From Eqs. (B1) and
(B10), we have
Aˆ(ω) =
J∑
j=0
∫
Γj
Eˆ(γ)(ω)p(dγ) =
J∑
j=0
pjAˆj(ω). (B11)
Thus, we obtain
f•(b) = f(Aˆ) = f

 J∑
j=0
pjAˆj


=
J∑
j=0
pjf(Aˆj) ≤
J∑
j=0
pjf
•[β(j)], (B12)
where β(k) ≡ {ηj(Aˆk)}J−1j=0 . The inequality follows from
the fact that Aˆj ∈M•A[β(j)] (i.e., f(Aˆj) ≤ f•[β(j)]) holds
when pj > 0. On the other hand, it follows that pj < 1
holds for any j ∈ IJ+1. Indeed, pJ = p(Γ◦) < 1 obvi-
ously holds. Also, since ηj [Eˆ
(γ)] > 0 holds for any j ∈ IJ
and γ ∈ Γj , if pj = 1 holds for some j ∈ IJ , then,
ηj(Aˆ) = ηj(Aˆj) > 0 holds from Eq. (B10), which contra-
dicts Aˆ ∈ M◦A. Thus, there exist at least two distinct
integers k ∈ IJ+1 satisfying pk > 0. This implies that,
from Eq. (B12), f•(β) is not strictly concave at β = b
(i.e., b 6∈ E), which contradicts b ∈ ED ⊆ E . Therefore,
p(Γ◦) = 1 must hold. From Lemma 10, there exists an
optimal solution to Problem P with at most d2A outcomes.
Next, we consider the case b 6∈ ED. Since D is convex,
from the finite-dimensional version of the Krein-Milman
theorem [62], D is the convex hull of ED. Thus, from
Carathe´odory’s theorem, there exists a set of J+1 points
{b(j)}Jj=0 ⊆ ED such that b ∈ D lies in the convex hull of
{b(j)} (note that b(j) and b(j′) (j 6= j′) can be the same).
This indicates that there exists {qj}Jj=0 ∈ RJ+1+ with∑J
j=0 qj = 1 such that b =
∑J
j=0 qjb
(j). From b(j) ∈
ED, similar to the above discussion, it follows that, for
each j ∈ IJ+1, there exists γj ∈ Γ satisfying f [Eˆ(γj)] =
f•[b(j)] and Eˆ(γj) ∈ M•A[b(j)]. Using such γj , let
Aˆ′ ≡
J∑
j=0
qjEˆ
(γj); (B13)
then, we have
f(Aˆ′) = f

 J∑
j=0
qjEˆ
(γj)

 = J∑
j=0
qjf [Eˆ
(γj)]
=
J∑
j=0
qjf
•[b(j)] = f•(b) = f⋆. (B14)
The fourth equality follows from the fact that, from
b, b(j) ∈ D and Eq. (B8), f•(b) = fL(b) and f•[b(j)] =
fL[b
(j)] hold, and that fL(β) is linear. Also, from Eˆ
(γj) ∈
M•A[b(j)], Aˆ′ ∈ M•A(b) =M◦A holds. Thus, Aˆ′, which is
a POVM with at most (J+1)d2A outcomes, is an optimal
solution to Problem P. 
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Appendix C: Proof of Theorem 4
Using Eq. (24), we can easily verify that, the following
equations hold for any g ∈ G, c ∈ R, and Qˆ, Rˆ ∈ S:
g ◦ (Qˆ+ Rˆ) = g ◦ Qˆ+ g ◦ Rˆ,
g ◦ (QˆRˆ) = (g ◦ Qˆ)(g ◦ Rˆ),
g ◦ (cQˆ) = c(g ◦ Qˆ),
g ◦ 1ˆ = 1ˆ,
Tr(g ◦ Qˆ) = Tr Qˆ,
g ◦ Qˆ ≥ 0, ∀Qˆ ≥ 0,
g ◦ TrB Qˆ = TrB(g ◦ Qˆ). (C1)
The similar equations (except for the last one) for SA
and SB instead of S also hold. Also, from Eqs. (25) and
(26), we have that for any Qˆ(A) ∈ SA and Qˆ(B) ∈ SB,
g ◦ [Qˆ(A) ⊗ Qˆ(B)] = [g ◦ Qˆ(A)]⊗ [g ◦ Qˆ(B)]. (C2)
In what follows, we will often make use of these equations
without mentioning it.
Let, for any g ∈ G and Φˆ ∈ M◦A,
Φˆ(g)(ω) ≡ g ◦ Φˆ(g ◦ ω). (C3)
From Eq. (27), we obtain
g ◦ Πˆ(Φˆ(g))m =
∫
Ω
[g ◦ Φˆ(g)(dω)]⊗
[
g ◦ Bˆ(ω)m
]
=
∫
Ω
Φˆ[d(g ◦ ω)]⊗ Bˆ(g◦ω)g◦m
= Πˆ
(Φˆ)
g◦m. (C4)
We first show that the mapping κg : Φˆ 7→ Φˆ(g) is bijec-
tive on M◦A. We can easily verify that Φˆ(g) is a POVM.
We have that for any j ∈ IJ ,
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Φˆ(g))
m
]
=
M−1∑
m=0
Tr
[
(g ◦ aˆj,m)
[
g ◦ Πˆ(Φˆ(g))m
]]
=
M−1∑
m=0
Tr
[
aˆg◦j,g◦mΠˆ
(Φˆ)
g◦m
]
=
M−1∑
m′=0
Tr
[
aˆg◦j,m′Πˆ
(Φˆ)
m′
]
≤ bg◦j = bj , (C5)
where m′ = g ◦ m. The second and fourth lines follow
from Eq. (C4) and Φˆ ∈ M◦A, respectively. Thus, Φˆ(g) is
inM◦A. Also, κg is the inverse mapping of κg. Therefore,
κg is bijective on M◦A.
We next define Aˆ ∈M◦A as
Aˆ(ω) ≡ 1|G|
∑
g∈G
Φˆ(g)(ω), (C6)
and show Eq. (29), Aˆ ∈M◦A, and f(Aˆ) = f(Φˆ). We have
that for any g ∈ G and m ∈ IM ,
g ◦ Aˆ(ω) = 1|G|
∑
h∈G
g ◦ Φˆ(h)(ω)
=
1
|G|
∑
h′∈G
h′ ◦ Φˆ(h′ ◦ g ◦ ω)
=
1
|G|
∑
h′∈G
Φˆ(h
′)(g ◦ ω) = Aˆ(g ◦ ω), (C7)
where h′ = h ◦ g. This gives Eq. (29). From Eq. (C5),
we have that for any j ∈ IJ ,
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Aˆ)
m
]
=
1
|G|
∑
g∈G
M−1∑
m=0
Tr
[
aˆj,mΠˆ
(Φˆ(g))
m
]
≤ bj .
(C8)
Thus, Aˆ ∈ M◦A holds. Moreover, we obtain
f(Aˆ) =
M−1∑
m=0
Tr
[
cˆmΠˆ
(Aˆ)
m
]
=
1
|G|
∑
g∈G
M−1∑
m=0
Tr
[
cˆmΠˆ
(Φˆ(g))
m
]
=
1
|G|
∑
g∈G
M−1∑
m=0
Tr
[
(g ◦ cˆm)
[
g ◦ Πˆ(Φˆ(g))m
]]
=
1
|G|
∑
g∈G
M−1∑
m=0
Tr
[
cˆg◦mΠˆ
(Φˆ)
g◦m
]
=
1
|G|
∑
g∈G
f(Φˆ) = f(Φˆ),
where the fourth line follows from Eq. (C4). In particu-
lar, if Φˆ is an optimal solution to Problem P, then so is
Aˆ.
We finally show that there exists (Xˆ, λ) ∈ X ◦ satisfy-
ing Eq. (30). Let
Yˆ (g) ≡ g ◦ Yˆ ,
ν(g) ≡ {ν(g)j ≡ νg◦j}J−1j=0 ; (C9)
then, we have that for any g ∈ G and m ∈ IM ,
g ◦ zˆm(ν) = cˆg◦m −
J−1∑
j=0
νj aˆg◦j,g◦m
= cˆg◦m −
J−1∑
j=0
ν
(g)
g◦j aˆg◦j,g◦m
= zˆg◦m[ν(g)]. (C10)
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Thus, we have that for any ω ∈ Ω,
Yˆ (g) ≥ g ◦ σˆω(ν)
= TrB
M−1∑
m=0
[g ◦ zˆm(ν)]
[
g ◦ Bˆ(ω)m
]
= TrB
M−1∑
m=0
zˆg◦m[ν(g)]Bˆ
(g◦ω)
g◦m
= σˆg◦ω [ν(g)], (C11)
i.e., [Yˆ (g), ν(g)] ∈ X ◦. Also, we obtain
s[Yˆ (g), ν(g)] = Tr Yˆ (g) +
J−1∑
j=0
ν
(g)
j bj
= Tr Yˆ +
J−1∑
j=0
νg◦jbg◦j
= s(Yˆ , ν). (C12)
Let us define (Xˆ, λ) as
Xˆ ≡ 1|G|
∑
g∈G
Yˆ (g), λj ≡ 1|G|
∑
g∈G
ν
(g)
j . (C13)
We can easily verify that Eq. (30) holds. We have that
for any ω ∈ Ω,
σˆω(λ) =
1
|G|TrB
∑
g∈G
M−1∑
m=0
zˆm[ν
(g)]Bˆ(ω)m
=
1
|G|
∑
g∈G
σˆω[ν
(g)], (C14)
which gives
Xˆ − σˆω(λ) = 1|G|
∑
g∈G
[Yˆ (g) − σˆω[ν(g)]] ≥ 0, (C15)
i.e., (Xˆ, λ) ∈ X ◦. Moreover, from Eqs. (C12) and (C13),
we obtain
s(Xˆ, λ) = Tr Xˆ +
J−1∑
j=0
λjbj
=
1
|G|
∑
g∈G

Tr Yˆ (b) + J−1∑
j=0
ν
(g)
j bj


=
1
|G|
∑
g∈G
s[Yˆ (g), ν(g)] = s(Yˆ , ν). (C16)
In particular, if (Yˆ , ν) is an optimal solution to Prob-
lem DP, then so is (Xˆ, λ). 
Appendix D: Proof of Theorem 9
Let (ζ, Φˆ) be a minimax solution to Problem Pm. Also,
let µ⋆ ≡ {µ⋆k}K−1k=0 with
µ⋆k ≡
1
|G|
∑
g∈G
ζg◦k. (D1)
We can see that µ⋆ ∈ P and the first line of Eq. (50)
hold. Moreover, similar to Eq. (C6), let Aˆ⋆(ω) ≡
|G|−1∑g∈G Φˆ(g)(ω), where Φˆ(g) is defined by Eq. (C3);
then, from Eq. (C7), the second line of Eq. (50) holds.
The only thing we have to show now is that (µ⋆, Aˆ⋆) is
also a minimax solution. From Theorem 7, it suffices to
show fk(Aˆ
⋆) ≥ F ⋆(µ⋆) for any k ∈ IK . In what follows,
we will show fk(Aˆ
⋆) ≥ F ⋆(ζ) and F ⋆(ζ) ≥ F ⋆(µ⋆).
First, we show fk(Aˆ
⋆) ≥ F ⋆(ζ) for any k ∈ IK . We
have that for any k ∈ IK ,
fk(Aˆ
⋆) =
1
|G|
M−1∑
m=0
∑
g∈G
Tr
[
cˆk,mΠˆ
(Φˆ(g))
m
]
+ dk
=
1
|G|
M−1∑
m=0
∑
g∈G
Tr
[
(g ◦ cˆk,m)Πˆ(Φˆ)g◦m
]
+ dk
=
1
|G|
M−1∑
m′=0
∑
g∈G
Tr
[
cˆg◦k,m′Πˆ
(Φˆ)
m′
]
+ dk
=
1
|G|
∑
g∈G
[
M−1∑
m′=0
Tr
[
cˆg◦k,m′ Πˆ
(Φˆ)
m′
]
+ dg◦k
]
=
1
|G|
∑
g∈G
fg◦k(Φˆ) ≥ F ⋆(ζ), (D2)
wherem′ = g◦m. The second line follows from Eq. (C4).
The inequality follows from the fact that, from Theo-
rem 7, fk(Φˆ) ≥ F ⋆(ζ) holds for any k ∈ IK .
Next, we show F ⋆(ζ) ≥ F ⋆(µ⋆). Let ζ(g) ≡ {ζ(g)k ≡
ζg◦k}K−1k=0 ; then, we have that for any g ∈ G,
F ⋆[ζ(g)] = max
Φ∈M◦A
K−1∑
k=0
ζg◦k
[
M−1∑
m=0
Tr
[
cˆk,mΠˆ
(Φˆ)
m
]
+ dk
]
= max
Φ∈M◦A
K−1∑
k′=0
ζk′
[
M−1∑
m′=0
Tr
[
cˆk′,m′Πˆ
(Φˆ(g))
m′
]
+ dk′
]
= F ⋆(ζ), (D3)
where k′ = g ◦ k and m′ = g ◦ m. From Eq. (D3), we
obtain
F ⋆(µ⋆) = max
Φ∈M◦A
1
|G|
∑
g∈G
K−1∑
k=0
ζ
(g)
k fk(Φ)
≤ 1|G|
∑
g∈G
max
Φ∈M◦A
K−1∑
k=0
ζ
(g)
k fk(Φ)
=
1
|G|
∑
g∈G
F ⋆[ζ(g)] = F ⋆(ζ); (D4)
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thus, (µ⋆, Aˆ⋆) is a minimax solution. 
Appendix E: Derivation of (Xˆ⋆, λ⋆)
We will obtain an optimal solution (Xˆ⋆, λ⋆) to the
problem of Eq. (53). This can be derived by extending
methods described in Refs. [36, 54], in which a minimum-
error sequential measurement for double trine states is
obtained.
Now, we consider the problem of Eq. (53) in which λ
is fixed. An optimal solution, denoted as Xˆ⋆(λ), to this
problem can be expressed by Xˆ⋆(λ) = υ(λ)1ˆA, where
υ(λ) is a real-valued function of λ. It follows that υ(λ)
is the minimum value satisfying υ(λ)1ˆA ≥ σˆω(λ) for any
ω ∈ Ω, which means that υ(λ) is the maximum value of
the largest eigenvalues of σˆω(λ) over all ω ∈ Ω.
Substituting Eq. (56) into Eq. (54) gives
σˆω(λ) =
2∑
m=0
l(ω)m |φm〉 〈φm| , (E1)
where
l(ω)m ≡
1
3
〈φm|
[
Bˆ(ω)m + λBˆ
(ω)
3
]
|φm〉 . (E2)
Let υ+ω (λ) and υ
−
ω (λ) be the eigenvalues of σˆω(λ) with
υ+ω (λ) ≥ υ−ω (λ). Uˆθ is defined as
Uˆθ ≡ (cos θ)1ˆ + sin θ(|1〉 〈0| − |0〉 〈1|), (E3)
which is a unitary operator corresponding to a rotation
of θ. There exists θ such that
σˆω(λ) = Uˆ θ
2
[υ−ω (λ) |0〉 〈0|+ υ+ω (λ) |1〉 〈1|]Uˆ †θ
2
. (E4)
Using Eqs. (E1), (E3), and (E4) and doing some algebra
gives
υ+ω (λ) =
2∑
m=0
1
2
[
1− cos
(
θ − 2πm
3
)]
l(ω)m . (E5)
Substituting Eq. (E2) into Eq. (E5) yields
υ+ω (λ) =
λ+ 1
2
3∑
m=0
Tr
[
ρˆ(θ)m Bˆ
(ω)
m
]
, (E6)
where
ρˆ(θ)m ≡


1− cos (θ − 2πm3 )
3(λ+ 1)
|φm〉 〈φm| , m < 3,
λ
2∑
r=0
ρˆ(θ)r , m = 3.
(E7)
We can easily see
∑3
m=0Tr ρˆ
(θ)
m = 1.
Tr[ρˆ
(θ)
m Bˆ
(ω)
m ] in Eq. (E6) equals the average success
probability of the POVM {Bˆ(ω)m }3m=0 for the quaternary
states {ρˆ(θ)m }3m=0. Let P ⋆θ be the average success proba-
bility of a minimum-error measurement for {ρˆ(θ)m }; then,
from Eq. (E6), we have
υ+ω (λ) ≤
λ+ 1
2
P ⋆θ . (E8)
This gives
υ(λ) = max
ω
υ+ω (λ) ≤
λ+ 1
2
max
θ
P ⋆θ . (E9)
By the symmetry of the problem, we may, without loss
of generality, consider only the case 0 ≤ θ ≤ π/3 (i.e.,
Tr ρˆ
(θ)
0 ≤ Tr ρˆ(θ)2 ≤ Tr ρˆ(θ)1 ). Using the method described
in Ref. [63] (the method of Ref. [64] can also be used), we
can obtain an analytical expression of P ⋆θ for each θ. To
avoid cumbersome details, we do not give an analysical
expression of P ⋆θ , but note that P
⋆
θ achieves its maximum
value if and only if θ = 0 holds and satisfies
P ⋆θ ≤ P ⋆0 =


2 +
√
3
4(λ+ 1)
, λ ≤ 1
2
+
1
2
√
3
,
λ(3λ− 1)
2(λ+ 1)(2λ− 1) , otherwise,
(E10)
where we assume λ ≤ 1 to simplify the discussion (it is
sufficient to consider only this case, as will be described
in the main text). From Eqs. (E9) and (E10), we have
υ(λ) ≤ λ+ 1
2
P ⋆0 =


2 +
√
3
8
, λ ≤ 1
2
+
1
2
√
3
,
λ(3λ− 1)
4(2λ− 1) , otherwise.
(E11)
A minimum-error measurement, denoted as {Bˆ•m}3m=0,
for the states {ρˆ(0)m }3m=0 (i.e., in the case of θ = 0) is
given by
Bˆ•m = |Bm〉 〈Bm| ,
|B0〉 = 0,
|B1〉 =
√
1
2
|0〉 −
√
1− α
2
|1〉 ,
|B2〉 =
√
1
2
|0〉+
√
1− α
2
|1〉 ,
|B3〉 =
√
α |1〉 , (E12)
where
α =
2(6λ2 − 6λ+ 1)
3(2λ− 1)2 . (E13)
Let ω0 be in Ω such that {Bˆ(ω0)m } = {Bˆ•m}. In the case
of ω = ω0, from Eqs. (E1) and (E2), Eq. (E4) with θ = 0
holds. Since, in this case, υ+ω0(λ) =
λ+1
2 P
⋆
0 holds, the
equality in Eq. (E11) holds. By substituting this into
Eq. (53) and optimizing λ, we obtain Eq. (58). From
Eq. (58), in the case of λ = λ⋆, we have
α =
4pI
3
. (E14)
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