Predictions of the flow and thermal fields in an inlet
Introduction and Overview
The flow within vane passages in gas turbine engines is complex, characterized by interactions between coherent vortical motions that affect endwall and vane surface heat transfer and contribute significantly to aerodynamic losses. From a thermal standpoint, the environment of the first-stage vane and endwalls ͑hub, tip͒ is particularly harsh. Consequently, strategies for component cooling have been under investigation for many years ͑e.g., see the recent review by Dunn ͓1͔ and references therein͒. As is also discussed by Dunn ͓1͔, in order to improve the knowledge base for understanding, and eventually controlling, the heat transfer, an understanding of the underlying flow structure is needed. Numerical simulation and modeling provide a valuable tool for studying flow and heat transfer in complex flows; as computer capacity continues to increase the efficiency of simulations, modeling will evolve as a more integral component in analysis and design.
All aspects of computational strategies for predicting the velocity and temperature fields in vane passages are challenging, from the design and construction of the grid on which the NavierStokes equations are discretized, to solution, and subsequent postprocessing and interpretation. A hierarchy of simulation techniques are possible, from the most fundamental-Direct Numerical Simulation ͑DNS͒ in which no explicit turbulence model is used-to techniques that introduce more empiricism, e.g., Large Eddy Simulation ͑LES͒ which models the effect of the small, unresolved scales of motion, and Reynolds-averaged Navier-Stokes ͑RANS͒ approaches which model the entire spectrum of turbulent motions. The computational cost of timedependent, eddy-resolving techniques such as DNS and LES is not insignificant, even more so for geometries with finer-scale features, e.g., cooling passages, discrete slots, and/or film cooling holes. While these methods are valuable research tools and will continue to be applied to complex flows, the bulk of current modeling is based on application of RANS methods.
In RANS modeling, the governing equations are averaged over time or ensembles, the averaging process yielding the turbulent Reynolds stress and turbulent heat flux in the momentum and energy equations, respectively. Many of the more widely used closure models link the Reynolds stress to the mean strain rate via scalar eddy viscosity, more complex approaches solve for the Reynolds stresses from their ͑modeled͒ transport equations. Irrespective of the details of the particular closure model, substantial empiricism is required. For flows with heat transfer, additional modeling is required to close the turbulent heat flux, often by assuming it can be modeled using a gradient-transport approach and then introducing the turbulent Prandtl number. In gas turbine applications, the velocity field in inlet vane passages is characterized by influences that are difficult to capture, e.g., strong pressure gradients, mean-flow skewing, and streamline curvature. Thus, given the level of empiricism in RANS models, prediction of configurations that combine many of the complicating influences encountered in practice provides a useful avenue for evaluating current capabilities. The overall objective of this contribution is application and assessment of RANS models in predicting the flow and thermal fields in an inlet vane passage. The simulations are evaluated via an inter-comparison of the solutions obtained using different models and compared to experimental measurements of endwall distributions of the Stanton number and cooling effectiveness.
Related works include the investigation reported by Hildebrandt and Fottner ͓2͔ on the influences of the turbulence closure and grid resolution, the calculations were evaluated using experimental measurements of the compressible flow through a linear turbine cascade. Three two-equations models were used in the study, one high-and two low-Reynolds number k-closures, along with two levels of mesh refinement ͑up to 1.14ϫ10 6 hexahedral cells͒. For the high-Reynolds number model, the distance to the first cell center from the wall was z 1 ϩ Ͼ30 and with z 1 ϩ Ͻ2 for the low-Reynolds number closures. The investigators concluded that the main effect on the quality of the computations was grid resolution and that additional calculations were needed in order to develop grid-independent solutions, illustrating the challenge faced in developing completely grid-independent predictions of three-dimensional turbulent flows through complex geometries. Kalitzin and Iaccarino ͓3͔ modeled the flow and thermal fields in the endwall and airfoil boundary layers of a linear cascade, also focusing on the roles of the turbulence models and grids in determining solution quality. Computations were performed using Fluent ͓4͔ and CFL3D. One focus of the study was the influence of the turbulence models on heat transfer predictions, using for comparison experimental measurements obtained in the NASA-Glenn Transonic Turbine Blade Cascade Facility. The Spalart-Allmaras ͓5͔ and v 2 Ϫ f ͓6͔ RANS models were used in the computations. Five critical regions at the endwall were identified in the heat transfer solution-at the vane-endwall junction near the stagnation point, in the region of minimum pressure near the vane suction surface, across the entire mid-downstream region of the passage, a localized region near the trailing edge in the wake, and a thin strip near the end of the vane suction side. Both RANS models performed adequately without clear differences between the predictions. The need for high-quality meshes, required to capture the vortical flows dominating the region around the leading edge and in the passage, was highlighted by the investigators.
Heidmann et al. ͓7͔ used Reynolds-averaged approaches to predict the three-dimensional flow and heat transfer in a film-cooled turbine vane, the geometry corresponding to that chosen for an experimental investigation. A low-Reynolds number k-model was used, the flow was resolved using a grid size of 1.2ϫ10 6 hexahedral cells. A focus of the investigation was on the flow physics and details of the solution in the vicinity of the cooling holes. Simulation results showed that the holes exhibited the expected jetting behavior as reported in Leylek and Zerkle ͓8͔, the peak mass flux was influenced by both external static pressure variation and the hole orientation. Shaped holes, for example, were effective in producing a low-velocity, uniform film layer.
For brevity and because this paper mainly reports computational work, a separate review of earlier experimental works relevant to the present study is not presented. However, in a recent review, Dunn ͓1͔ presented an extensive overview of the existing literature related to both measurement and prediction of heat transfer in turbomachinery applications.
1.1 Objectives. One of the principal motivations for the present effort is mitigation of high heat flux levels in the vicinity of the vane leading edge and along the endwall. As is well known, increases in heat transfer rate near the leading edge of the vane is brought about via the rollup of the upstream boundary layer into a horseshoe vortex, which in turn provides a mechanism for transport of hot mainstream gas to the endwall ͑e.g., see ͓9,10͔ and references therein͒. Cooling strategies, e.g., the use of film cooling, have long been employed to reduce vane and endwall temperatures with a substantial body of research focusing on vanepassage aerodynamics to interpret and understand heat transfer characteristics brought about by film cooling ͑e.g., see ͓11,1͔͒. In this study, the approach employed to alleviate high heat transfer in the vicinity of the vane leading edge is the introduction of secondary air through three discrete slots in the endwall, upstream of the vane leading edge. The slots are angled with respect to the hub endwall and provide a means to increase cooling effectiveness in the critical region at the vane-endwall junction.
As shown below, the secondary air injection strongly alters the vortical structure in the flow, both in the vicinity of the vane leading edge as well as within the passage. Insight into the changes are investigated via identification of coherent structures in the flow using the scheme proposed by Jeong and Hussain ͓12͔. Coherent structures are identified based on an eigenvalue analysis of the symmetric tensor S ik S k j ϩ⍀ ik ⍀ k j where S i j and ⍀ i j are the strain-and rotation-rate tensors, respectively. Using this approach, it is possible to identify in the baseline configuration ͑without introduction of secondary air͒ the dominant vortical structures and to contrast the view of the structural elements in the solutions under the influence of air injection.
In the following, the velocity and temperature fields are solved within a single passage. The role of the turbulence model is examined in a series of computations of a baseline configuration and a subsequent geometry in which cooler secondary air is introduced through three discrete slots angled at 20 deg to the endwall and positioned upstream of the vane leading edge. The influence of the vortical motions in the flow on endwall transfer is investigated. As shown later, the coherent structures predicted by the models, while possessing globally similar features ͑e.g., rollup of a horseshoe vortex͒, do not describe identical evolutions of the vortical flow upstream of and through the passage. These structural differences resolved by the models are relevant in that it is also shown that surface heat transfer characteristics can be interpreted via the coherent structures resolved by a given model. The calculations are assessed via inter-comparison of results obtained using the various models along with evaluation against experimental measurements of the endwall Stanton number and cooling effectiveness.
Approach

Configuration and Primary Diagnostics.
A plan view of the geometry near the leading edge of the vane is shown in Fig.  1 . The vane configuration in the computations follows the midspan shape of the three-dimensional vanes used in the companion set of experiments. The calculations were of the flow around a single vane, with periodicity applied in the pitchwise ͑y͒ direction. Also shown in Fig. 1 are surface grids on the endwall and the leading-edge region of the vane. The plan view in Fig. 1a shows the three small slots, inclined at 20 deg to the endwall ͑Fig. 1b͒, positioned upstream of the vane and used for injection of secondary air. The four planes indicated in Fig. 1a define the plane labeled L1 and the planes labeled S1, S2, and S3 which are normal to the vane suction surface at the locations along the passage shown in the figure. As discussed in greater detail in the next section, properties of the solutions in these planes are investigated in interpretation of the simulation results. The inlet boundary to the domain was 1.3 axial chord lengths upstream of the vane leading edge. In the experiments, a turbulent boundary layer was created by tripping the flow upstream of this position. The momentum thickness Reynolds number of the boundary layer 1.3 axial chord lengths upstream of the vane was Re ϭ955, a turbulent profile at the same Re was then introduced at the inlet to the computational domain. Other geometric and flow parameters are summarized in Table 1 .
For computations in which secondary air was introduced, the slots were included in the computational domain, a view in plane L1 that includes the center slot is shown in Fig. 1b . This allowed non-uniformities in the exiting flow to be partially accounted for by the computational model, though without a complete inclusion of the supply plenum the present approach remains approximate. For the incompressible flow considered in this work, the blowing ratio, BR, reduces to the ratio of the uniform inlet velocity at the entrance to the slot normalized by the freestream velocity at the inlet to the computational domain. The blowing ratio was set equal to BRϭ1.3 for calculations with secondary air injection ͑the same value as in the experiments with blowing͒.
Comparison against experimental measurements is achieved using the endwall distributions of the Stanton number, St, and cooling effectiveness, . These quantities are defined as,
where and c p represent the fluid density and specific heat at standard atmospheric conditions, respectively. The free-stream velocity and freestream temperature are denoted U ϱ and T ϱ in ͑1͒, respectively, T r is the reference fluid temperature at the wall ͑i.e., the adiabatic wall temperature͒, q w Љ is the heat flux into the wall, and T s is the temperature of the secondary air injected through the slots. The wall temperature is denoted T w in ͑1͒. Note that the reference fluid temperature T r (ϭT s ϩ(1Ϫ)T ϱ ) represents the temperature of the mixed main air and secondary ͑cooling͒ air, the difference (T r ϪT w ) drives the heat transfer from the ͑hotter͒ mixed air to the wall.
To obtain St and for the solution with secondary air injection, two computations using different secondary air temperatures were performed. The first with ''hot'' secondary air, i.e., at a temperature above the mainstream fluid and a second calculation with ''cold'' secondary air at a temperature below that of the mainstream gas. By assuming that the Stanton number and cooling effectiveness are the same for the two computations, ͑1͒ can be solved for St, , and T r . This approach is identical to the procedure employed in the companion experiments to calculate these quantities. In the simulations, the consistency of these procedures was checked by performing an additional computation with insulated walls ͑zero heat flux͒, which yielded the adiabatic wall temperature T r directly, the distribution found identical to that obtained using the two computations with hot and cold secondary air.
The specific values of the temperatures of the mainstream fluid at the inlet to the computational domain and of the secondary air introduced into the slots were the same as in the experiments. The mainstream fluid temperature was 316.8 K, the ''hot'' and ''cold'' secondary air temperatures for the computations with blowing were 322.1 K and 313.1 K, respectively. The walls were isothermal with a temperature boundary condition of 309.15 K, identical to the transition ͑to color green͒ temperature of the thermochromic liquid crystal ͑TLC͒ used for the heat transfer measurements. The simulations reported in this contribution were performed with low freestream turbulence, corresponding to the Ϸ1% freestream turbulence intensity in the companion experiments.
In the experiments, the heat transfer distribution on the hub The uncertainty in the measured heat transfer coefficient is estimated to be Ϯ10% over most of the endwall. That in the cooling effectiveness is about the same. However, since a onedimensional, semi-infinite medium formulation of transient heat conduction was used for the hub endwall in the TLC method, higher uncertainty ͑up to Ϯ12%͒ in the measurements is expected near the vane-endwall junction.
Solution Procedure and Turbulence Models.
The Reynolds-averaged equations governing conservation of mass and momentum for an incompressible fluid and assuming constant fluid properties were solved using Fluent ͓4͔. The thermal field within the vane passage was predicted via solution of the Reynolds-averaged thermal energy equation. The numerical method is based on a finite-volume approach and is second-order accurate, the SIMPLEC method ͓13͔ is used for the pressurevelocity coupling. The resulting system of algebraic equations were solved using a segregated iterative approach.
Computations were performed on a series of unstructured grids comprised of hexahedra and prisms that were generated using Gambit ͓4͔. Each grid was comprised of two blocks, one that contains the inlet boundary layer and the second block containing the domain around the vane, propagated into the wake region downstream of the vane. In the first block, hexahedral cells were employed, using quadrangular elements at the endwall and at the lateral faces of the domain, and then projecting the ͑two-dimensional͒ endwall mesh through the spanwise direction. In the second block, a two-dimensional O-mesh with quadrangular elements was created around the vane using a boundary-layer gridtype in Gambit. The stretching ratio between consecutive cells from the vane wall was 1.17, the same as for the stretching from the hub endwall. For the finest grids, and for both configurations ͑i.e., with and without secondary air injection͒ grid cells were clustered near solid surfaces. Based on the friction velocity at the inlet, the first cell center was within 0.7 viscous units of the endwall. The mesh within the slots for air injection was created using hexahedral elements, including resolution of the boundary layer along the slot walls. Initially, a two-dimensional grid was created across the slot ͑i.e., a plane parallel to the endwall͒, that for the finest grid was comprised of 28ϫ28 elements. The planar grid was then projected through the slot, 32 nodes were used to resolve the solution along the streamwise axis of the slot. For the configuration with secondary air injection, additional refinement of the mesh in the vicinity of the slots above the endwall was also employed.
A series of calculations were used to investigate grid convergence, with the coarsest grid comprised of 2.5ϫ10 5 to the finest grid of 1.9ϫ10 6 cells. Convergence in the skin friction with the grid is demonstrated in plane L1 and plane S3 in Fig. 2 . Figure 2a shows that in plane L1 the skin friction upstream of the vane is relatively insensitive to the grid, though the figure also shows that for x larger than about 0.14 m, deviations are apparent with the skin friction predicted using the coarsest grid below that using the finer meshes. For the two finest grids, Fig. 2a shows little difference in C f . In plane S3, a similar influence of the grid on skin friction predictions is observed. On the coarsest mesh, C f levels are substantially below those on the finer grids. Results presented below were obtained on the finest mesh of 1.9ϫ10 6 cells. The computations presented in the next section were of the steady-state solution, convergence was monitored using the local mass residual, i.e., the maximum imbalance of the mass flux in any control volume at a given iteration. Residuals from the other transport equations ͑momentum, thermal energy, and turbulence transport equations͒ were typically smaller than those from conservation of mass. Thus, basing convergence on satisfaction of mass conservation represented the most stringent criterion. In the present simulations, a numerical solution was considered converged when the maximum mass imbalance for any control volume within the domain was less than 10 Ϫ8 , rather than the usual standardized residual. Using this criterion, approximately 4000 iterations were required for convergence.
The inlet velocity profile was obtained from an auxiliary calculation in which boundary layer parameters matched the measured values ͑c.f., Table 1͒ . The outlet boundary condition was applied along a plane xϭcnst, one axial chord length downstream of the trailing edge. At the outlet, a constant pressure condition for the momentum equations was prescribed along with zero surfacenormal gradient for the temperature and turbulence variables. Computations with fixed mass-flux conditions at the outlet yielded essentially the same predictions of the flow within the passage. No-slip and constant temperature conditions were prescribed along the vane and hub endwall. For computations that included secondary air injection, a uniform velocity was prescribed at the slot inlet, no-slip conditions were applied to the surface within the slots. In the present computations, which resolved the vane and endwall boundary layers, taking into account the entire range of geometrical complexity, e.g., inclusion of the secondary air ple- num, was not possible. A zero stress condition was applied to the upper ͑tip͒ endwall, periodic conditions were applied along the pitchwise direction.
Results from computations performed using three RANS models are presented in the next section: the Spalart-Allmaras ͓5͔ ͑referred to as S-A throughout͒ one-equation model, RNG k-͓14͔, and a Reynolds stress transport model ͓15͔ ͑referred to as RSM throughout͒. S-A and RNG k-relate the turbulent Reynolds stress to the mean strain rate using a scalar eddy viscosity. In S-A, a single transport equation is solved for a working variable, , which is related to the turbulent eddy viscosity, T , the advantage of the working variable is its linear behavior near the wall and that damping functions are not required. The model includes a wall destruction term that reduces the turbulent viscosity in the log layer and laminar sublayer, and trip terms that provides a smooth transition from laminar to turbulent flow. Note that in the present investigation, because the boundary layer in the experiments was fully turbulent ͑having been tripped upstream͒, the trip terms were not used in the computations.
RNG k-computes the eddy viscosity using solutions of the transport equations governing the turbulence kinetic energy and dissipation rate. An approach based on Renormalization Group Theory is developed in Yakhot et al. ͓14͔ for derivation of model constants different from the standard k-model, in addition to new terms and functions in the transport equations for both variables. An important difference between RNG k-and the standard k-model appears in the dissipation equation through an additional term that has the effect of raising , consequently lowering k and also the turbulent eddy viscosity, in regions of high strain rate. This feature should, in principle, be an advantage in application to the current vane-passage.
The Reynolds stress transport model was used in the present computations in order to improve context in interpretation of the results obtained using the other closures. In Reynolds stress transport, the turbulent Reynolds stress is computed directly from its transport equation, solution of the equation provides the remaining turbulence scale. In flows with complicating effects such as those encountered in vane passages-strong pressure gradients, mean-flow skewing, and streamline curvature-RSM models would appear to offer an advantage over scalar eddy viscosity approaches in that the transport equations possess several exact terms and, therefore, a closer connection to the exact equations. The production of turbulent Reynolds stress via normal-stress anisotropy is an example of an improvement that can be captured by RSM models and not the scalar eddy viscosity approaches ͑em-ploying a Boussinesq constitutive relation͒. In addition, Reynolds stress transport modeling also formally accounts for the effects of streamline curvature, and rapid changes in strain rate more rigorously than one-and two-equation models. While possessing more exact terms, the computational cost of the calculation is substantially greater-the approach requires solutions of seven transport equations for the model-and the models are not without empiricism ͑e.g., in the pressure and dissipation terms͒. In the present computations, for example, a linear model is used for pressurestrain ͓16,15͔ and with the turbulent diffusion terms closed using a scalar ͑rather than tensor͒ diffusivity ͓17͔.
All the closures are integrated to solid surfaces, i.e., the nearwall flow is resolved rather than modeled using wall functions. The boundary condition on the modified viscosity in the S-A model is straightforward, ϭ0. For the RNG k-and RSM closures the two-layer approach of Chen and Patel ͓18͔ is employed in which the eddy viscosity in the viscous region is computed using the kinetic energy obtained from its transport equation and an algebraic mixing length. The dissipation rate computed from an algebraic relation is used to smoothly bridge the near-wall distribution of to the values obtained from the transport equation in the fully turbulent region. For the RSM predictions, the pressurestrain closure is modified as outlined by Launder and Shima ͓19͔ in which the model coefficients are modified in terms of the Reynolds stress invariants and turbulence Reynolds number, Re t ϭk 2 / where is the kinematic viscosity of the fluid. For all of the computations, the turbulent heat flux appearing in the Reynolds-averaged thermal energy equation was closed using a constant turbulent Prandtl number, Pr t ϭ0.9. Note that for the RSM calculations, the turbulent Prandtl number is used to calculate the turbulent eddy thermal diffusivity after forming the eddy viscosity T using the same formula as in the RNG k-model. The sensitivity of thermal field predictions was examined by performing additional simulations using the S-A model with the turbulent Prandtl number lowered from 0.9 to 0.8 and then with Pr t increased to 1.0. Fig. 3 are temperature contours and streamlines predicted by each of the RANS models for the baseline configuration in plane L1. All of the models show the development of the horseshoe vortex as evidenced by the rollup of the streamlines, the figure showing variation in the vortex location and size predicted by each model. Temperature contours in Fig. 3 exhibit the distortion of the thermal field in the leading edge plane due to the presence of the vane and rollup of boundary layer fluid. The figure shows a slight thickening of the temperature boundary layer upstream of the horseshoe vortex and evidence of the transport of hotter mainstream fluid to the endwall in the vicinity of the vane-endwall junction. In addition to the primary horseshoe vortex, Fig. 3 also shows that in each of the calculations a secondary, corner vortex is resolved ͑shown in the lower right region of each frame͒. Compared to the S-A result in Fig. 3a , the RNG k-prediction of the rollup of the horseshoe vortex is nearer the vane leading edge. The S-A result also predicts a horseshoe vortex with a more elliptic cross-section and, though not obvious from Fig. 3 , a small recirculating region is induced slightly upstream of the horseshoe vortex ͑roughly in the region 0.12ϽxϽ0.13). The RSM prediction in Fig. 3c yields different flow features to those resolved using scalar eddy viscosity models, the horseshoe vortex is more compact and nearer the vane-endwall junction. Thus, the figure shows that the details of the solutions obtained using the RANS closures differ though the overall thickness of the recirculating region is comparable, consistent with similar descriptions of the boundary layer upstream of the vane. Shown in Fig. 4 are contours of the coherent structures in plane S2. The prediction in Fig. 4a was obtained using the S-A model and the suction-and pressure-side legs of two ͑this vane and the adjacent vane, respectively͒ horseshoe vortices are identified ͑us-ing ''1'' and ''2,'' respectively, in the figure͒. Streamlines are not drawn in plane S2 because of problems associated with postprocessing, i.e., obscuring the contours of the coherent structures. Overall, RANS predictions of the size and relative positions of the legs of the horseshoe vortex using the three models are similar. The pressure-side leg of the horseshoe vortex from the adjacent vane ͑''2'' in Fig. 4͒ predicted in the S-A result is larger and closer to the suction side of the vane than predicted by the other models. The suction-side leg of the horseshoe vortex predicted using S-A is also slightly larger than that obtained in the predictions using RNG k-and RSM. The S-A and RSM results show that there is a secondary structure ͑''3'' in Fig. 4a͒ that is induced by the suction-side leg, possessing the same sign of vorticity as the pressure-side leg of the horseshoe vortex from the adjacent vane.
Results
Baseline Configuration. Shown in
An analogous secondary structure is resolved beneath the pressure-side leg ͑''4'' in Fig. 4a͒ for all the models. Finally, the S-A prediction shows at the right border of the frame, corresponding to the pressure side of the adjacent vane, a corner vortex ͑''5'' in Fig. 4a͒ . In addition, all of the models show that along the vane suction surface ͑left vertical border of the figure͒ a coherent structure is identified ͑''6'' in Fig. 4a͒ . Figure 5 shows coherent structures further into the passage, in plane S3. Also shown in the figure are streamlines of the in-plane velocities. Note that in plane S3, the structures in the left-half portion of each frame are within the passage, while the structures in the right-half portion of each frame are from the neighboring passage and have evolved further along the mainstream direction. In Fig. 5a , the suction-side leg of the horseshoe vortex ͑''1''͒ is identified, along with the pressure-side leg ͑''2''͒ from the adjacent vane. A kidney-shaped coherent structure ͑''3''͒ is identified and represents the vortical structure that has developed from that induced beneath the suction side leg shown in Fig. 4 ͑''3'' in Fig.  4͒ , along with structures developed near the vane-endwall junction. In the right-half portion of the frame, the larger kidneyshaped structure ͑''4'' in Fig. 5a͒ represents the downstream evolution from those shown on the left-half sides of the frame. The larger structure now represents the amalgamation of the pressureside leg and kidney-shaped structure shown in the left-half of the frame. In the RNG k-prediction, the suction-side leg from the neighboring passage remains distinct while in the S-A prediction the suction-side leg is no longer identified in the right-hand side of the frame, having been diffused by the turbulence model and numerics. Overall, and similar to the observation concerning the flow structure shown in plane S2 ͑c.f., Fig. 4͒ , RANS predictions Distributions of the hub-endwall Stanton number, St, for the baseline configuration are shown in Fig. 6 . Shown are the RANS predictions obtained using all of the models, in addition to the experimentally measured distribution. The experimental measurement in Fig. 6d shows that the maximum Stanton number is achieved in the leading edge region and is nearly 0.016, substantially higher than the values in the upstream flow. Through the passage and towards the pressure side of the vane, measured St levels remain relatively high, in the range StϷ0.012-0.013. In general, the measured St distribution exhibits similar features as reported in the work by Radomsky and Thole ͓10͔, e.g., the similarly elevated heat transfer rates in the leading edge region.
The features in the endwall St distributions predicted by the RANS models are consistent with the flow visualizations of the coherent structures described above. Rollup of the upstream boundary layer around the leading edge of the vane and formation of the horseshoe and corner vortices leads to high values of St at the vane-endwall junction with predictions of the St distribution correlated to the flow structure resolved using the various closures. Maxima in the Stanton number, for example, are not predicted at the same locations along the endwall for each of the models, the particular ranges and distributions being dependent upon the relative proximity of the vortical structures to the vane and endwall, as well as their size and intensity ͑e.g., as measured by the peak vorticity within the structure͒. RNG k-predictions of the peak St in the leading edge region are the highest, St Ϸ0.0167, compared to S-A, StϷ0.0160. In general, in the leading edge region St levels predicted using the Reynolds-stress transport model are slightly lower than that obtained from the scalar eddy viscosity models, e.g., the peak value is Stϭ0.0152 for RSM. Comparison of the measured St to that predicted shows that the region corresponding to high St levels directly adjacent to the vane leading edge covers an area of somewhat greater extent than predicted, though the maximum measured value, StϷ0.016 is predicted by the computations. Into the passage, near the suction side, all the models predict higher St maxima than measured. The RNG k-predictions of the Stanton number are the largest downstream of the leading edge along the thin strip that follows the contour of the vane suction side. In general, the elevated levels of St in this location arise from the interaction of the horseshoe and corner vortices, which promote transport of hotter mainstream fluid to the endwall. As the flow evolves further through the passage close to the suction side, St levels decrease to a range of roughly 0.009Ϫ0.011. Figure 6 shows that differences in RANS predictions of the endwall St are most apparent within the passage, downstream of the minimum-area section. All of the models predict increases in the Stanton number, with the most significant elevations obtained in the RNG k-result ͑maximum St ϭ0.0165 in the passage͒, followed by RSM ͑maximum St ϭ0.0159), and then S-A ͑maximum Stϭ0.0147). These regions of elevated St are again strongly correlated to the local flow structure, e.g., the overall transport of the flow from the pressure side to the suction side within the passage, an effect that transports hotter mainstream fluid to the endwall ͑c.f., Fig. 5͒ . Closer to the suction side, the overall upward motion of the flow results in comparatively lower St. These effects are less apparent in the experimental measurements, though there is some reduction in St observed across the passage, from the pressure to the suction sides.
For the RNG k-predictions the core of the vortical structures are characterized by eddy viscosity levels lower by about a factor of two compared to the S-A predictions and higher peak-vorticity ͑almost two times the levels resolved in the vortex cores using S-A͒. RNG k-predictions yield correspondingly smaller and relatively more intense vortical structures than resolved in the S-A predictions. Though not shown here, for the RNG k-and RSM models, elevated levels of turbulent kinetic energy are strongly correlated to the coherent structures in the vicinity of the vane leading edge, exhibiting less correlation with continued downstream evolution. As a result of these differences, in the middle of the passage the pressure-side leg of the horseshoe vortex in the RNG k-predictions has the highest peak vorticity, an aspect that promotes more efficient entrainment towards the endwall and, consequently, higher Stanton numbers. In the RSM predictions, the peak vorticity in the pressure-side leg is lower than in the RNG k-predictions, and about 40% higher than obtained using S-A. Thus, in the RSM predictions, as in the RNG k-, the vortical structure of the pressure-side leg of the horseshoe vortex is more intense, as indicated by the peak vorticity levels, than that obtained in the S-A results. This implies that smaller and more intense vortical structures characterize the coherent structures in the RSM predictions, which results in higher endwall heat transfer rates than S-A, though lower than RNG k-.
As described in the previous section, while the underlying closure models for the momentum equations differ in various respects, the turbulent heat flux is modeled by introducing a constant turbulent Prandtl number, Pr t ϭ0.9. Shown in Fig. 7 is the influence of Pr t on the endwall Stanton number distribution from predictions obtained using the S-A model. In addition to the calculation performed using Pr t ϭ0.9, endwall St distributions are also shown from calculations with Pr t ϭ0.8 and 1.0. In the vicinity of the leading edge where the Stanton number is high via the entrainment of hot mainstream gas by the horseshoe and corner vortices, the maxima in St from the three calculations are essentially the same, i.e., St max Ϸ0.0160. Further downstream, within the passage and past the minimum-area section, the figure shows more sensitivity to Pr t , with the highest levels in St obtained for the smallest turbulent Prandtl number of 0.8. The maxima in St within the passage are 0.0157, 0.0147, and 0.0147 for Pr t ϭ0.8, 0.9, and 1.0, respectively. Thus, while the variations are not substantial, the results seem generally consistent with the fact that reductions in Pr t correspond to increases in the thermal eddy diffusivity compared to the value governing turbulent momentum transport, the increases in maximum Stanton number levels with reductions in Pr t indicative of greater mixing of the thermal field leading to an increase in the temperature gradient at the wall and associated higher heat flux.
Effect of Secondary Air Injection.
Predictions of the flow and thermal fields used to investigate the influence of secondary air injection were obtained using the S-A and RNG kmodels. Because of the limitations of available computational resources, it was not possible to obtain solutions on the finest meshes needed for grid independent solutions using the Reynolds stress closure.
The effect of secondary air injection on flow structure in plane L1 is shown in Fig. 8 . The temperature contours shown in Fig. 8a are from the solutions using cold secondary air, i.e., with the secondary air temperature below that of the mainstream flow. Comparison of the temperature contours to the corresponding baseline case in Fig. 3a shows a significant alteration of the solution in plane L1 due to injection. The vane-endwall junction is now effectively shielded by the secondary air, with most of the fluid near the junction close to the temperature of the injected fluid. Though not as pronounced as in the baseline configuration, very near the vane-endwall junction, boundary layer fluid rolls up and forms a small horseshoe vortex. The coherent structures educed in the leading edge plane are shown in Fig. 8b , the horseshoe vortex identified as ''1'' in the figure. Above the small horseshoe vortex a second larger coherent structure is identified ͑''2'' in the figure͒, which is the structure that develops around the vane due to the interaction of the secondary air with the vane. Also shown in Fig.  8b is an identifiable structure that evolves slightly downstream of the central slot location.
Streamlines, coherent structures, and temperature contours are contrasted for the baseline configuration and secondary air injection case in Figs. 9 and 10. Shown in Fig. 9 are streamlines and coherent structure contours in plane S1. Coherent structures shown for the baseline configuration in Fig. 9a show the suctionside leg of the horseshoe vortex ͑''1'' in the figure͒, a secondary structure induced by the horseshoe, and the corner vortex that is initially formed near the vane leading edge ͑''3BL'' in the figure͒. Entrainment of hotter mainstream gas towards the endwall in the baseline configuration, as shown in Fig. 10a , is the mechanism responsible for elevated heat transfer levels in the vicinity of the suction surface-endwall junction. Under the influence of secondary air injection, the vortical structure around the vane and near the endwall is strongly distorted as shown in Fig. 9b . The small horseshoe vortex identified in the leading edge plane in Fig. 8b corresponds to the structure identified ''1'' in Fig. 9b . Similar to that shown in Fig. 9a , the suction-side leg of the horseshoe vortex in the flow with secondary air injection also induces a smaller structure as observed in Fig. 9b . The jet fluid that interacts with the vane above the endwall corresponds to the structure identified ''2'' in Fig. 9b , the remaining structure identified in Plane S1 ͑''3BR'' in the figure͒ corresponds to a vortical structure that has developed at the periphery of the suction-side slot.
Streamlines are again drawn in Fig. 10 along with temperature contours from the calculation with secondary air injected at a temperature below that of the freestream value. The result in Fig.  10a is the prediction of the flow and temperature field in plane S1 from the baseline configuration, using the S-A model. Between the suction side of the vane and suction-side leg of the horseshoe vortex, the figure shows the entrainment of hotter mainstream gas to the wall, an effect that results in elevated St ͑c.f., Fig. 6͒ . For the solution with secondary air injection the temperature field in Plane S1 shown in Fig. 10b is strongly distorted compared to that obtained in the baseline configuration. Because of the injection of cooler secondary air, fluid in the region near the suction side of the vane and along the endwall is at a lower temperature than observed in the baseline configuration. As shown below, this is synonomous with a reasonably broad coverage of the endwall with high cooling effectiveness.
The Stanton number and cooling effectiveness distribution on the hub endwall from calculations performed using the S-A and RNG k-models and the experimental measurements are shown in Fig. 11 . Note that the images in Figs. 11e, f are actual laboratory images ͑CCD camera͒ of the vanes, endwall, and injection slots. Any apparent mismatch in dimensions between these two frames and Figures 11a-d results form the scaling of the laboratory images. In general, the St distributions upstream of the vane leading edge exhibit structure consistent with the interactions between the vortical flow resulting from the interaction with fluid injected from the slots and the endwall. Both the S-A and RNG k-predictions show, for example, local increases in St downstream of the narrow gap between the slots. Measured values of St shown in Fig. 11e exhibit a similar effect though the measured values are higher than predicted. The measured increase in St just downstream of the slots is an effect apparent in the RNG kresults, while the S-A predictions do not yield similar increases. Analogous to the baseline configuration, the S-A prediction shows a thin region near the vane leading edge and slightly into the suction side in which St levels are high, the maximum value is around 0.020 compared to a maximum of 0.016 in the baseline configuration ͑c.f., Fig. 6a͒ . While the S-A predictions of St are high in the leading edge region, Fig. 11b shows that the cooling effectiveness in the vicinity of the vane leading edge is substantial. The S-A and RNG k-predictions of exhibit similar features, reasonable coverage of elevated cooling effectiveness near the leading edge and with roughly half the of the endwall area within the passage, near the pressure side, also corresponding to 
Summary
RANS predictions of the flow and thermal fields in an inlet vane passage were obtained using scalar eddy viscosity approaches based on one-and two-equation transport models, in addition to ͑for the baseline case͒ predictions from a Reynolds stress transport model. The calculations were evaluated via an inter-comparison of the different model results and against experimental measurements of the Stanton number and cooling effectiveness on the hub endwall. For all of the models, the turbulent heat flux was closed using a constant turbulent Prandtl number of 0.9. Computations were also performed using the S-A model and turbulent Prandtl numbers of 0.8 and 1.0 in order to gauge sensitivity of endwall heat transfer predictions to the choice of Pr t .
Vortical structures in the solutions were educed using the technique developed by Jeong and Hussain ͓12͔. In the baseline case, a well-defined horseshoe vortex develops in the leading edge region of the vane, with a small corner vortex also resolved in the calculations. The evolution of the vortical flow through the passage exhibits similar features for each model, though differences in structural features are strongly correlated to the differences in the endwall surface transfer characteristics.
The flow field predictions were generally similar, especially in the leading edge region. The particular Reynolds stress transport model employed in this investigation did not offer strong advantages in the leading edge region since simpler models are well calibrated, able to accurately describe boundary layer growth upstream of the vane, in turn describing somewhat similar vortical structures in the leading edge region. Within the passage, differences are observed in the structural/vortical features resolved by the models, and it might be anticipated that other Reynolds stress models that are more sensitive, for example, to streamline curvature could show larger variations. Relevant in this regard is the quadratic pressure-strain model of Speziale et al. ͓20͔. More comprehensive investigations that should include experimental measurements of the passage flow field would be valuable in shedding light on these issues.
Computations with secondary air injection through slots upstream of the vane showed a very strong distortion of the vortical structure in the vicinity of the leading edge region. Development of vortical structures due to the interactions of the fluid issuing from the slots with the mainstream flow resulted in significant structural differences in the vicinity of the vane leading edge, resulting in endwall signatures of St and that were substantially altered compared to the baseline case.
In the vicinity of the leading edge, the region of substantial cooling effectiveness was relatively large, similar to that observed in the experimental measurements. Computed endwall Stanton numbers very close to the vane leading edge were higher than in the baseline configuration, unlike the change in the measured values caused by the introduction of secondary air. Flow visualizations from the computations show that in the regions with relatively high cooling effectiveness, fluid temperatures are near that of the secondary air. A marked difference compared to the experi- Transactions of the ASME mental measurements of was the larger extent of the cooled endwall surface within the passage in the calculations.
