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Abstract
We propose a simple projection and rescaling algorithm to solve the feasibility
problem
find x ∈ L ∩ Ω,
where L and Ω are respectively a linear subspace and the interior of a symmetric
cone in a finite-dimensional vector space V .
This projection and rescaling algorithm is inspired by previous work on
rescaled versions of the perceptron algorithm and by Chubanov’s projection-
based method for linear feasibility problems. As in these predecessors, each
main iteration of our algorithm contains two steps: a basic procedure and a
rescaling step. When L ∩ Ω 6= ∅, the projection and rescaling algorithm finds a
point x ∈ L∩Ω in at most O(log(1/δ(L∩Ω))) iterations, where δ(L∩Ω) ∈ (0, 1]
is a measure of the most interior point in L ∩ Ω. The ideal value δ(L ∩ Ω) = 1
is attained when L ∩ Ω contains the center of the symmetric cone Ω.
We describe several possible implementations for the basic procedure includ-
ing a perceptron scheme and a smooth perceptron scheme. The perceptron
scheme requires O(r4) perceptron updates and the smooth perceptron scheme
requires O(r2) smooth perceptron updates, where r stands for the Jordan alge-
bra rank of V .
1 Introduction
We propose a simple algorithm based on projection and rescaling operations to solve
the feasibility problem
find x ∈ L ∩ Ω, (1)
where L and Ω are respectively a linear subspace and the interior of a symmetric cone
in a finite-dimensional vector space V . Problem (1) is fundamental in optimization as
it encompasses a large class of feasibility problems. For example, for A ∈ Rm×n and
b ∈ Rm, the problem Ax = b, x > 0 can be formulated as (1) by taking L = {(x, t) ∈
Rn+1 : Ax − tb = 0} and Ω = Rn+1++ . For A ∈ Rm×n, c ∈ Rn, the problem ATy < c
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can be formulated as (1) by taking L = {(s, t) ∈ Rn+1 : tc − s ∈ span(A)} and
Ω = Rn+1++ . Likewise, the strict semi-definite feasibility problem AX = b,X ∈ Sn++
can be formulated as (1) by taking L = {(X, t) ∈ Sn × R : AX − tb = 0} and
Ω = Sn++×R++. The problem of finding an ǫ-solution to a primal-dual pair of conic
optimization problems satisfying the Slater condition can also be recast as a problem
of the form (1) via a similar type of homogenization.
To solve (1), we consider the equivalent problem
find z ∈ V such that PLz ∈ Ω, (2)
where PL : V → V denotes the orthogonal projection onto the subspace L. Observe
that if z is a solution to (2), then x = PLz is a solution to (1). Conversely, if x is a
solution to (1), then z = x is a solution to (2).
Our projection and rescaling algorithm for (2) formalizes the following two intu-
itive ideas. First, if the set L∩Ω is well-conditioned in the sense that the subspace L
contains points well in the interior of Ω, then a basic procedure, which relies only on
the projection mapping PL, can easily find a point in L∩Ω. Second, when the basic
procedure does not find a point in L ∩ Ω after some amount of work, information
about the problem instance can be inferred so that some type of rescaling step can be
applied to obtain a better conditioned problem. This two-step procedure eventually
terminates with a feasible point in L ∩Ω provided this set is nonempty.
Our projection and rescaling algorithm is inspired by previous work on rescaled
versions of the perceptron algorithm [6, 10, 20] as well as by Chubanov’s work on
a projection-based algorithm for linear feasibility problems [8]. In particular, the
article [20] is concerned with a feasibility problem of the form
find y ∈ F, (3)
where F ⊆W is an open convex cone in a finite dimensional vector space W , and it
is only assumed that a separation oracle for F is available. The gist of the approach
in [20] is to enhance a simple relaxation-type algorithm for (3), namely the perceptron
method, with a periodic rescaling of the ambient space W . When the set F is well-
conditioned in the sense that the volume of F ∩{y ∈ Rm : ‖y‖2 = 1} exceeds a certain
minimum threshold, the perceptron algorithm can easily find a point in F . When
that is not the case, the perceptron algorithm identifies a direction d in the ambient
spaceW such that a dilation along d increases the volume of F ∩{y ∈ Rm : ‖y‖2 = 1}
by a constant factor. We note that the article [20] was preceded and inspired by the
work of Dunagan and Vempala [10] and Belloni, Freund, and Vempala [6], who
introduced random rescaling as a technique for enhancing the perceptron algorithm.
Our projection and rescaling algorithm can be seen as an extension of the recent
work of Chubanov [8] for the feasibility problem
find x > 0 such that Ax = 0, (4)
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where A ∈ Rm×n. Observe that (4) is a special case of (1) for L = ker(A) and
Ω = Rn++. Chubanov [8] relies on the equivalent problem
find z ∈ Rn such that PLz > 0, (5)
where PL denotes the orthogonal projection onto L = ker(A). Chubanov [8] proposes
an algorithm that combines a basic procedure (a relaxation-type algorithm) for (5)
with a periodic rescaling of the ambient space Rn. When the set {x > 0 : Ax = 0} is
well-conditioned in the sense that there exists a point in {x > 0 : Ax = 0, ‖x‖∞ = 1}
whose coordinates are bounded away from zero (for example when {x : Ax = 0, 12 ≤
x ≤ 1} 6= ∅) the basic procedure easily finds a solution to (5). When the basic
procedure does not easily find a solution, it identifies a coordinate i such that every
point in {x > 0 : Ax = 0, ‖x‖∞ = 1} satisfies xi < 1/2. Hence a dilation of the
ambient space Rn along the i-th coordinate transforms the set {x > 0 : Ax = 0}
into a set that is better conditioned. Chubanov shows that when A has rational
entries, the resulting algorithm either finds a solution to (4) or concludes that (4)
is infeasible in a total number of operations that is polynomial in the bit-length
representation of A. The article by Chubanov [8] is similar in spirit to his previous
article [7]. Like [20] and its predecessors [6, 10], both [8] and [7], as well as this paper,
can be seen as enhancements of the classical relaxation method [1, 16]. Chubanov’s
work has also been revisited and extended by various sets of authors [4, 15, 21].
The numerical experiments reported in the articles by Roos [21] and by Li, Roos,
and Terlaky [15] provide promising evidence of the computational effectiveness of
Chubanov’s method [8] and related variants.
In a similar fashion to the approaches in [8] and in [20], we propose an algorithm
for (2) that combines a simple basic procedure with a periodic rescaling of V . The
analysis of our approach relies on a suitable condition measure δ(L ∩ Ω) ∈ (0, 1]
associated to themost interior point in L∩Ω. The ideal value δ(L∩Ω) = 1 is attained
when L∩Ω contains the center of the cone Ω. The main steps in our projection and
rescaling algorithm can be sketched as follows. When δ(L ∩ Ω) exceeds a certain
threshold, a basic procedure easily finds a point z ∈ L∩Ω. On the other hand, when
that is not the case, the basic procedure identifies a linear automorphism D : V → V
that leaves Ω unchanged and such that δ(D(L) ∩Ω) > 1.5 · δ(L ∩Ω). The algorithm
then continues with the transformed problem
find x ∈ D(L) ∩Ω.
As Theorem 3 below formally shows, if L ∩ Ω 6= ∅ then the projection and rescaling
algorithm finds a point in L∩Ω after O(log(1/δ(L ∩Ω)) rounds of this combination
of basic procedure and rescaling step.
We describe several elementary implementations for the basic procedure including
a perceptron scheme [6, 22], a von Neumann scheme [12], and variations of each of
them, namely a von Neumann scheme with away steps [18], and a smooth perceptron
scheme [25, 26]. A common attractive feature of all of these schemes is their low
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computational work per iteration. We show that the first three schemes require
O(r4) simple updates and the smooth perceptron algorithm requires O(r2) simple
updates, where r is the Jordan algebra rank of V . In the special case Ω = Rn++, we
have r = n but the first three schemes require O(n3) simple updates and the smooth
perceptron scheme requires O(n3/2) simple updates.
It is worth noting that the problems (1) and (3) are alternative systems when
F = {y : A∗y ∈ Ω∗} for a linear mapping A : V → W with L = ker(A). In this
case the rescaling operation in [20] can be seen as a type of left reconditioning that
transforms A to DA for some isomorphism D : W → W . On the other hand, the
rescaling operation in [8] and its general version in this paper can be seen as a type
of right reconditioning that transforms A to AD for some isomorphism D : V → V
that satisfies D(Ω) = Ω. These kinds of left and right reconditioning operations are
in the same spirit as the left and right preconditioners operations introduced and
discussed in [19].
Observe that the reformulations (2) and (5) are amenable to the algorithmic
scheme developed in [20] since they are of the form (3). However, the algorithmic
scheme in [20] relies solely on separation and hence does not take advantage of the
properties of the symmetric cone Ω. Not surprisingly, the algorithmic scheme in [20]
applied to (2) could be weaker than the one presented in this paper. In particular,
the iteration bound for the perceptron phase in the algorithmic scheme in [20] applied
to (2) depends on the dimension of the vector space V . By contrast, the iteration
bound for the basic procedure of the algorithm in this paper depends on the Jordan
algebra rank of V which is at most equal to the dimension of V but could be quite a
bit smaller. For instance, the Jordan algebra rank of Sn is n whereas its dimension is
n(n+ 1)/2. If V is endowed with the Jordan algebra associated to the second-order
cone, then its Jordan algebra rank is only 2 regardless of its dimension.
The main sections of the paper are organized as follows. In Section 2 we describe
a Projection and Rescaling Algorithm that is nearly identical to that proposed by
Chubanov [8] for the special case of problem (1) when V = Rn and Ω = Rn++,
albeit presented in a slightly different format. The main purpose of this section is to
introduce the algorithmic scheme and main ideas that we subsequently generalize.
In Section 3 we extend our Projection and Rescaling Algorithm to the case when V
is the space Sn of symmetric n × n real matrices and Ω is the cone Sn++ of positive
definite matrices. This is a special but particularly important case of the more general
case when V is a vector space endowed with an Euclidean Jordan algebra structure
and Ω is the interior of the cone of squares in V , which is presented in Section 4.
In Section 5 we describe different implementations for the basic procedure. Finally
in Section 6 we discuss how the projection matrix in (2) can be updated after each
rescaling operation.
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2 Projection and rescaling algorithm
Assume L ⊆ Rn and consider the problem
find x ∈ L ∩ Rn++. (6)
Let PL : R
n → Rn be the projection onto L. Then (6) is equivalent to
find y ∈ Rn such that PLy ∈ Rn++.
Consider the following kind of condition measure of the set L ∩ Rn++:
δ(L ∩ Rn++) := maxx
{
n∏
i=1
xi : x ∈ L ∩ Rn++, ‖x‖22 = n
}
.
Observe that δ(L∩Rn++) > 0 provided L∩Rn++ 6= ∅. Furthermore, by the arithmetic-
geometric inequality, δ(L ∩ Rn++) ≤ 1, and δ(L ∩ Rn++) = 1 precisely when e =[
1 · · · 1]T ∈ L ∩ Rn++.
For v ∈ Rn let v+ denote max(v, 0) componentwise. Let ei ∈ Rn denote the
unitary vector whose i-th entry is equal to one and all others are equal to zero. The
following key observation suggests a certain rescaling as a reconditioning operation.
Proposition 1 Assume z ∈ Rn+ \ {0} is such that ‖(PLz)+‖2 ≤ ǫ‖z‖∞ for some
ǫ ∈ (0, 1). Let D = I + aeieTi where i is such that zi = maxj=1,...,n zj and a > 0. Then
δ(DL ∩ Rn++) ≥
1 + a
(1 + (2a+ a2)ǫ2)n/2
· δ(L ∩ Rn++).
In particular, if ǫ = 1
3
√
n
and a = 1 then
δ(DL ∩ Rn++) ≥ 1.5 · δ(L ∩ Rn++).
Proof: Observe that for x ∈ L∩Rn++ the point xˆ :=
√
n
‖Dx‖2Dx satisfies xˆ ∈ DL∩Rn++
and ‖xˆ‖22 = n. Thus it suffices to show that for x ∈ L ∩ Rn++ with ‖x‖22 = n
both
∏n
j=1(Dx)j = (1 + a)
∏n
j=1 xj and ‖Dx‖22 ≤ n(1 + (2a + a2)ǫ2) as this would
imply
∏n
j=1(xˆ)j ≥ 1+a(1+(2a+a2)ǫ2)n/2 ·
∏n
j=1 xj. Equivalently, it suffices to show that for
x ∈ L ∩ Rn++ with ‖x‖2 = 1 we have
∏n
j=1(Dx)j ≥ (1 + a)
∏n
j=1 xj and ‖Dx‖22 ≤
1 + (2a+ a2)ǫ2.
Assume x ∈ L∩Rn++ with ‖x‖2 = 1 is fixed. Since Dx = (I+aeieTi )x = x+axiei,
we have
n∏
j=1
(Dx)j=(1 + a)
n∏
j=1
xj
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Furthermore, since x ∈ L ∩ Rn++, ‖x‖2 = 1, and z ≥ 0 it follows that
0 < xizi ≤ xTz = xTPLz ≤ ‖ (PLz)+ ‖2 ≤ ǫzi.
Hence xi ≤ ǫ and so ‖Dx‖22 = ‖x‖22 + (2a+ a2)x2i ≤ 1 + (2a+ a2)ǫ2. 
Proposition 1 suggests the Projection and Rescaling Algorithm described in Al-
gorithm 1 below. We note that Algorithm 1 is nearly identical to the algorithm
proposed by Chubanov [8], albeit presented in a slightly different format.
Algorithm 1 Projection and Rescaling Algorithm
1 (Initialization)
Let PL ∈ Rn×n be the orthogonal projection onto L.
Let D := I and P := PL.
2 (Basic Procedure)
Find z 	 0 such that either Pz > 0 or ‖(Pz)+‖2 ≤ 1
3
√
n
‖z‖∞.
3 if Pz > 0 then HALT and return x = D−1Pz ∈ L ∩ Rn++ end if
4 (Rescaling step)
Pick i such that zi = ‖z‖∞.
Put D := (I + eie
T
i )D and P := PDL.
Go back to step 2.
Theorem 1 states the main property of the above algorithm. A major difference
from the results in [8] is that Theorem 1 depends solely on δ(L∩Rn++). In particular,
L can be any arbitrary linear subspace of Rn. It is not necessarily assumed to be the
null space of a matrix with rational entries.
Theorem 1 If L ∩ Rn++ 6= ∅ then Algorithm 1 finds x ∈ L ∩ Rn++ in at most
log1.5(1/δ(L ∩ Rn++)) main iterations.
Proof: This is an immediate consequence of Proposition 1 and the fact that δ(L˜ ∩
Rn++) ≤ 1 for any linear subspace L˜ ⊆ Rn with L˜ ∩ Rn++ 6= ∅. 
To complement the statement of Theorem 1, we next account for the number
of arithmetic operations required by Algorithm 1. A call to the basic procedure is
the bulk of the computational work in each main iteration of Algorithm 1. As we
discuss in detail in Section 5, there are several possible implementations for the basic
procedure. The simplest implementations for the basic procedure terminate O(n3)
perceptron or von Neumann steps. Each of these steps requires a matrix-vector
multiplication of the form z 7→ Pz in addition to some other negligible operations.
As we explain in Section 6 below, the projection matrix P can be stored and updated
in the form P = QQT for some matrixQ ∈ Rn×m wherem = dim(L) and the columns
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of Q form an orthogonal basis of DL. For a matrix of this form, each matrix-vector
multiplication z 7→ Pz requires O(mn) arithmetic operations. It thus follows that
the total number of arithmetic operations required by Algorithm 1 is bounded above
by
O(mn · n3 · log(1/δ(L ∩Rn++))) = O(mn4 log(1/δ(L ∩Rn++))).
Algorithm 1 is designed to find a solution to (6) assuming that L ∩ Rn++ 6= ∅.
If L ∩ Rn++ = ∅, Algorithm 1 will not terminate. However, Algorithm 1 has the
straightforward extension described as Algorithm 2 that solves either (6) or its strict
alternative
find xˆ ∈ L⊥ ∩ Rn++
provided at least one of them is feasible. An immediate consequence of Theorem 1
is that Algorithm 2 will find either x ∈ L ∩ Rn++ or xˆ ∈ L⊥ ∩ Rn++ in at most
log1.5(1/max(δ(L ∩ Rn++), δ(L⊥ ∩ Rn++))) main iterations provided L ∩ Rn++ 6= ∅ or
L⊥ ∩ Rn++ 6= ∅.
Algorithm 2 Extended Projection and Rescaling Algorithm
1 (Initialization)
Let PL ∈ Rn×n be the orthogonal projection onto L.
Let PL⊥ ∈ Rn×n be the orthogonal projection onto L⊥.
Let D := I and P := PL.
Let Dˆ := I and Pˆ := PL⊥ .
2 (Basic Procedure)
Find z 	 0 such that either Pz > 0 or ‖(Pz)+‖2 ≤ 1
3
√
n
‖z‖∞.
Find zˆ 	 0 such that either Pˆ zˆ > 0 or ‖(Pˆ zˆ)+‖2 ≤ 1
3
√
n
‖zˆ‖∞.
3 if Pz > 0 then HALT and return x = D−1Pz ∈ L ∩ Rn++ end if
4 if Pˆ zˆ > 0 then HALT and return xˆ = Dˆ−1Pˆ zˆ ∈ L⊥ ∩ Rn++ end if
5 (Rescaling step)
Pick i such that zi = ‖z‖∞.
Put D := (I + eie
T
i )D and P := PDL.
Pick j such that zˆj = ‖zˆ‖∞.
Put Dˆ := (I + eje
T
j )Dˆ and P := PDˆL⊥ .
Go back to step 2.
We conclude this section by noting that the stopping condition ‖(Pz)+‖2 ≤
1
3
√
n
‖z‖∞ in the basic procedure can be replaced by the less stringent condition
‖(Pz)+‖1 ≤ 12‖z‖∞. This is closer to the approach used by Chubanov [8]. With this
substitution it follows that if L ∩ Rn++ 6= ∅ then the algorithm finds x ∈ L ∩ Rn++ in
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at most log2(1/δ∞(L ∩ Rn++)) main iterations, where
δ∞(L ∩ Rn++) := maxx
{
n∏
i=1
xi : x ∈ L ∩ Rn++, ‖x‖∞ = 1
}
.
We chose to state the above Projection and Rescaling Algorithm with the stopping
condition ‖(Pz)+‖2 ≤ 13√n‖z‖∞ and presented the above statements in terms of
δ(L∩Rn++) because this approach has a more natural extension to symmetric cones.
3 Extension to semidefinite conic systems
Let Sn denote the space of n×n real symmetric matrices. Assume L ⊆ Sn is a linear
subspace and consider the problem
find X ∈ L ∩ Sn++, (7)
where Sn++ is the set of positive definite matrices, that is, the interior of the cone S
n
+
of positive semidefinite matrices.
Assume the space Sn is endowed with the trace inner product
X • S = 〈X,S〉 := trace(XS).
Let PL : S
n → Sn be the projection onto L with respect to the trace inner product.
Then (7) is equivalent to
find Y ∈ Sn such that PLY ∈ Sn++.
For X ∈ Sn let λ(X) ∈ Rn denote the vector of eigenvalues of X. We will rely on
the Frobenius norm ‖X‖F :=
√〈X,X〉 = ‖λ(X)‖2 as well as on the operator norm
‖X‖ := max
‖u‖2=1
‖Xu‖2 = ‖λ(X)‖∞.
Consider the following kind of condition measure of the set L ∩ Sn++:
δ(L ∩ Sn++) := max
X
{det(X) : X ∈ L ∩ Sn++, ‖X‖2F = n}.
In analogy to the case discussed in the previous section, L ∩ Sn++ 6= ∅ implies that
δ(L ∩ Sn++) ∈ (0, 1] and δ(L ∩ Sn++) = 1 precisely when I ∈ L ∩ Sn++.
For X ∈ Sn let X+ denote the projection of X on Sn+. It is known, and easy to
show, that if X = Qdiag(λ(X))QT is the spectral decomposition of X then X+ =
Qdiag(λ(X)+)QT.
The key property stated as Proposition 1 above extends as follows.
Proposition 2 Assume Z  0 is such that ‖(PLZ)+‖F ≤ ǫ‖Z‖. Let u ∈ Rn, ‖u‖2 =
1 be an eigenvector of Z with eigenvalue λmax(Z) = ‖Z‖. Let D : Sn → Sn be defined
as
D(X) = (I + auuT)X(I + auuT)
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for some constant a > 0. Then
δ(D(L) ∩ Sn++) ≥
(1 + a)2
(1 + (2a+ a2)ǫ)n
· δ(L ∩ Sn++).
In particular, if ǫ = 14n and a =
√
2− 1 then
δ(D(L) ∩ Sn++) ≥ 1.5 · δ(L ∩ Sn++).
Proof: Observe that for X ∈ L ∩ Sn++ the point Xˆ :=
√
n
‖D(X)‖F · D(X) satisfies
Xˆ ∈ D(L)∩ Sn++ and ‖Xˆ‖2F = n. Thus it suffices to show that for X ∈ L∩ Sn++ with
‖X‖2F = n both det(D(X)) = (1 + a)2 det(X) and ‖D(X)‖2F ≤ n(1 + (2a+ a2)ǫ)2 as
this would imply det(Xˆ) ≥ (1+a)2
(1+(2a+a2)ǫ2)n
· det(X). Equivalently, it suffices to show
that for X ∈ L ∩ Sn++ with ‖X‖F = 1 both det(D(X)) = (1 + a)2 det(X) and
‖D(X)‖2F ≤ (1 + (2a+ a2)ǫ)2.
Assume X ∈ L ∩ Sn++ with ‖X‖F = 1 is fixed. Since D(X) = (I + auuT)X(I +
auuT) and ‖u‖2 = 1, it readily follows that
det(D(X)) = det(I + auuT)2 det(X) = (1 + a)2 det(X).
The first step above holds because det(AB) = det(A) det(B) for all A,B ∈ Sn. The
second step holds because det(I + auuT) = 1 + auTu = 1 + a.
On the other hand,
‖D(X)‖2F = trace(D(X)2)
= trace(X(I + auuT)2X(I + auuT)2) (8)
= trace(X2 + 2(2a+ a2)X2uuT + (2a+ a2)2(uTXu)XuuT)
= trace(X2) + 2(2a + a2)trace(X2uuT) + (2a+ a2)2(uTXu)trace(XuuT)
= trace(X2) + 2(2a + a2)trace(uTX2u) + (2a+ a2)2(uTXu)trace(uTXu)
= trace(X2) + 2(2a + a2)uTX2u+ (2a + a2)2(uTXu)2.
The steps above hold because trace(AB) = trace(BA), trace(A + B) = trace(A) +
trace(B), and trace(cA) = c · trace(A) for all A,B ∈ Sn and c ∈ R.
Now observe that by construction uuT  Z‖Z‖ . Thus using that X ∈ L ∩ S
n
++
and ‖X‖F = 1 we get
uTXu = X • uuT ≤ X • Z‖Z‖ =
PLX • Z
‖Z‖ =
X • PLZ
‖Z‖ ≤
‖X‖F ‖(PLZ)+‖F
‖Z‖ ≤ ǫ.
Furthermore, since X ∈ Sn++ and ‖X‖F = 1, it follows that X −X2 ∈ Sn++ and so
uTX2u ≤ uTXu ≤ ǫ. Hence (8) yields
‖D(X)‖2F ≤ 1 + 2(2a + a2)ǫ+ (2a+ a2)2ǫ2 = (1 + (2a+ a2)ǫ)2.
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The Rescaling and Projection Algorithm from Section 2, namely Algorithm 1,
extends to Algorithm 3.
Algorithm 3 Projection and Rescaling Algorithm for Semidefinite Conic Systems
1 (Initialization)
Let PL : S
n → Sn be the orthogonal projection onto L.
Let D : Sn → Sn be the identity map, P := PL, and a :=
√
2− 1.
2 (Basic Procedure)
Find Z  0 such that either P (Z) ≻ 0 or ‖ (P (Z))+ ‖F ≤ 14n‖Z‖.
3 if P (Z) ≻ 0 then HALT and return X = D−1(P (Z)) ∈ L ∩ Sn++ end if
4 (Rescaling step)
Pick u ∈ Rn, ‖u‖2 = 1 such that Zu = λmax(Z)u.
Replace D : Sn → Sn with the mapping X 7→ (I + auuT)D(X)(I + auuT).
Let P := PD(L).
Go back to step 2.
Theorem 1 and its proof readily extends as follows.
Theorem 2 If L ∩ Sn++ 6= ∅ then Algorithm 3 finds X ∈ L ∩ Sn++ in at most
log1.5(1/δ(L ∩ Sn++)) main iterations.
As it was the case in Algorithm 1, the bulk of the work in each main iteration of
Algorithm 3 is a call to the basic procedure. As we detail in Section 5, the simplest
implementations of the basic procedure are guaranteed to terminate in O(n4) per-
ceptron or von Neumann steps. Each of these steps requires an operation of the form
Z 7→ P (Z) in addition to a leading eigenvalue computation for a matrix in Sn and
some other negligible computations. Assuming that P is maintained via an orthogo-
nal basis for D(L) each operation Z 7→ P (Z) requires O(mn2) arithmetic operations
where m = dim(L). The operation Z 7→ P (Z) dominates the leading eigenvalue
computation. Indeed, there are several methods from the numerical linear algebra
literature (see, e.g., [17]) that compute the leading eigenvalue and eigenvector of an
n × n symmetric matrix in O(n2) arithmetic operations. It thus follows that the
total number of arithmetic operations required by Algorithm 3 is bounded above by
O(mn2 · n4 · log(1/δ(L ∩ Sn++))) = O(mn6 log(1/δ(L ∩ Sn++))).
Algorithm 3 extends in the same fashion as Algorithm 1 extends to Algorithm 2
to find a point in either L ∩ Sn++ or L⊥ ∩ Sn++ provided one of them is feasible.
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4 Extension to symmetric conic systems
Consider the problem
find x ∈ L ∩ Ω, (9)
where L ⊆ V and Ω ⊆ V are respectively a linear subspace and the interior of a
symmetric cone in a finite-dimensional vector space V over R.
We next present a version of the Projection and Rescaling Algorithm for the more
general problem (9). To that end, we rely on some machinery of Euclidean Jordan
Algebras. For succinctness we recall only the essential facts and pieces of notation
that are necessary for our exposition. We refer the reader to the articles [23, 24] and
the textbooks [3, 13] for a more detailed discussion of Euclidean Jordan algebras and
their connection to optimization. The key connection between symmetric cones and
Euclidean Jordan algebras is given by a theorem of Koecher and Vinberg that estab-
lishes a correspondence between symmetric cones and cones of squares of Euclidean
Jordan algebras [13, Chapter III].
Assume V is endowed with a bilinear operation ◦ : V × V → V and e ∈ V is
a particular element of V . The triple (V, ◦, e) is an Euclidean Jordan algebra with
identity element if the following conditions hold:
• x ◦ y = y ◦ x for all x, y ∈ V
• x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ V , where x2 = x ◦ x
• x ◦ e = x for all x ∈ V
• There exists an associative positive definite bilinear form on V .
Example 1 below summarizes the most popular types of Euclidean Jordan algebras
used in optimization.
An element c ∈ V is idempotent if c2 = c. An idempotent element of V is a
primitive idempotent if it is not the sum of two other idempotents. The rank r of
V is the smallest integer such that for all x ∈ V the set {e, x, x2, . . . , xr} is linearly
dependent. Every element x ∈ V has a spectral decomposition
x =
r∑
i=1
λi(x)ci, (10)
where λi(x) ∈ R, i = 1, . . . , r are the eigenvalues of x and {c1, . . . , cr} is a Jordan
frame, that is, a collection of non-zero primitive idempotents such that ci ◦ cj = 0
for i 6= j, and c1 + · · · + cr = e. We will rely on the following simple observation:
Given the spectral decomposition (10), we have x ◦ ci = λi(x)ci, i = 1, . . . , r.
The trace and determinant of x ∈ V are respectively defined as trace(x) =∑r
i=1 λi(x) and det(x) =
∏r
i=1 λi(x). Throughout this section we assume that (V, ◦, e)
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is an Euclidean Jordan algebra with identity. Furthermore, we assume that V is en-
dowed with the following trace inner product:
〈x, y〉 := trace(x ◦ y). (11)
We also assume that Ω is the interior of the cone of squares in V, that is, Ω = int({x2 :
x ∈ V }).
Example 1 The following are the most popular Euclidean Jordan algebras used in
optimization.
(a) The space Sn of n× n real symmetric matrices with the bilinear operation
X ◦ Y := XY + Y X
2
is an Euclidean Jordan algebra of rank n and identity element I. In this case,
the spectral decomposition, trace, and determinant are precisely the usual ones.
The cone of squares is the cone of positive semidefinite matrices Sn+.
(b) The space Rn with the bilinear operation
x ◦ y =


x1y1
...
xnyn


is an Euclidean Jordan algebra of rank n and identity element e =


1
...
1

. In
this case, the spectral decomposition of an element x ∈ Rn is
x =
n∑
i=1
xiei.
For x ∈ Rn we have trace(x) = ∑ni=1 xi and det(x) = ∏ni=1 xi. The cone of
squares is the non-negative orthant Rn+.
(c) The space Rn with the bilinear operation[
x0
x¯
]
◦
[
y0
y¯
]
:=
[
xTy
x0y¯ + y0x¯
]
is an Euclidean Jordan algebra of rank 2 and identity element e =
[
1
0
]
. In this
case, the spectral decomposition of an element x =
[
x0
x¯
]
∈ Rn is
x = (x0 + ‖x¯‖2)
[
1/2
u¯/2
]
+ (x0 − ‖x¯‖2)
[
1/2
−u¯/2
]
,
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where u¯ ∈ Rn−1 is such that ‖u¯‖2 = 1 and x¯ = ‖x¯‖2u¯. Consequently, for x ∈ V
we have trace(x) = 2x0 and det(x) = x
2
0 − ‖x¯‖2. The cone of squares is the
second order cone Ln =
{
x =
[
x0
x¯
]
∈ Rn : x0 ≥ ‖x¯‖2
}
.
(d) A direct product of finitely many of the above types of Euclidean Jordan algebras
is again an Euclidean Jordan algebra.
Let PL : V → V be the projection map onto L relative to the inner product
defined in (11). Then (9) is equivalent to
find y ∈ V such that PLy ∈ Ω.
We will rely on the Frobenius norm ‖x‖F :=
√〈x, x〉 = ‖λ(x)‖2, as well as on the
operator norm ‖x‖ := ‖λ(x)‖∞, where λ(x) ∈ Rr denote the vector of eigenvalues of
x ∈ V .
Consider the following kind of condition measure of the set L ∩ Ω:
δ(L ∩Ω) := max
x
{
det(x) : x ∈ L ∩ Ω, ‖x‖2F = r
}
.
Observe that this condition measure matches the ones defined in Section 2 and
Section 3 for the special cases Ω = Rn++ and Ω = S
n
++. As in those special cases,
observe that L∩Ω 6= ∅ implies δ(L∩Ω) ∈ (0, 1] with equality precisely when e ∈ L∩Ω.
Let Ω¯ denote the closure of Ω. For v ∈ V let v+ denote the projection of v on
Ω¯. It is easy to see that if v =
∑r
i=1 λi(v)ci is the spectral decomposition of v, then
v+ =
∑r
i=1 λi(v)
+ci, where λi(v)
+ = max{λi(v), 0}, i = 1, . . . , r.
Assume c ∈ V is a primitive idempotent and a > 0 is a positive constant. The
following mapping associated to c is key to our development. Let Dv : V → V be
the quadratic mapping associated to v = e+ ac, that is,
Dvx = 2v ◦ (v ◦ x)− v2 ◦ x. (12)
The following identities readily follow from the properties of the Jordan algebra
product
v ◦ x = (e+ ac) ◦ x = x+ ac ◦ x
v ◦ (v ◦ x) = (e+ ac) ◦ (x+ ac ◦ x) = x+ 2ac ◦ x+ a2c ◦ (c ◦ x)
v2 ◦ x = (e+ 2ac+ a2c) ◦ x = x+ (2a+ a2)c ◦ x.
Hence the quadratic mapping associated to v = e + ac defined in (12) can also be
written as
Dvx = x+ (2a− a2)c ◦ x+ 2a2c ◦ (c ◦ x). (13)
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Proposition 3 Assume z ∈ Ω¯ \ {0} is such that ‖ (PLz)+ ‖F ≤ ǫ‖z‖. Let c ∈ V be a
primitive idempotent such that z ◦ c = λmax(z)c and let Dv : V → V be the quadratic
mapping associated to v = e+ ac as in (12) for some constant a > 0. Then
δ(Dv(L) ∩ Ω) ≥ (1 + a)
2
(1 + (2a+ a2)ǫ)r
· δ(L ∩ Ω).
In particular, if ǫ = 14r and a =
√
2− 1 then
δ(Dv(L) ∩ Ω) ≥ 1.5 · δ(L ∩Ω).
Proof: Observe that for x ∈ L∩Ω the point xˆ :=
√
r
‖Dvx‖F ·Dvx satisfies xˆ ∈ Dv(L)∩Ω
and ‖xˆ‖2F = r. Thus it suffices to show that for x ∈ L ∩ Ω with ‖x‖2F = r both
det(Dvx) = (1 + a)
2 det(x) and ‖Dvx‖2F ≤ r(1 + (2a + a2)ǫ)2 as this would imply
det(xˆ) ≥ (1+a)2
(1+(2a+a2)ǫ)r
det(x). Equivalently, it suffices to show that for x ∈ L∩Ω with
‖x‖F = 1 both det(Dvx) ≥ (1 + a)2 det(x) and ‖Dvx‖F ≤ 1 + (2a + a2)ǫ. Assume
x ∈ L ∩ Ω with ‖x‖F = 1 is fixed. Since Dv is the quadratic form associated to
v = e+ ac, it follows from [13, Prop III.4.2] or from [3, Prop 2.5.4] that
det(Dvx) = det(v)
2 det(x) = (1 + a)2 det(x).
On the other hand, the expression (13) for Dvx yields
‖Dvx‖2F = ‖x‖2F + 2(2a+ a2)trace(c ◦ x2) + (2a + a2)2trace((c ◦ x)2). (14)
Next observe that z‖z‖ − c ∈ Ω¯. Thus using that x ∈ L ∩ Ω and ‖x‖F = 1 we get
〈x, c〉 ≤ 1‖z‖ 〈x, z〉 =
1
‖z‖ 〈PLx, z〉 =
1
‖z‖ 〈x, PLz〉 ≤
1
‖z‖‖x‖F ‖(PLz)
+‖F ≤ ǫ.
Since c, x ∈ Ω we have c ◦ x ∈ Ω. In particular, trace((c ◦ x)2) ≤ (trace(c ◦ x))2 ≤ ǫ2.
Furthermore, since x ∈ Ω and ‖x‖F = 1 we also have x − x2 ∈ Ω. In particular
trace(c ◦ x2) ≤ trace(c ◦ x) ≤ ǫ. Therefore (14) yields
‖Dvx‖F ≤ 1 + (2a+ a2)ǫ.

We have the following more generic version of the Projection and Rescaling Al-
gorithm presented in Algorithm 4.
Theorem 3 If L∩Ω 6= ∅ then Algorithm 4 finds x ∈ L∩Ω in at most log1.5(1/δ(L∩
Ω)) main iterations.
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Algorithm 4 Projection and Rescaling Algorithm for Symmetric Conic Systems
1 (Initialization)
Let PL : V → V be the orthogonal projection onto L.
Let D : V → V be the identity map, P := PL, and a :=
√
2− 1.
2 (Basic Procedure)
Find z ∈ Ω¯ \ {0} such that either Pz ∈ Ω or ‖(Pz)+‖F ≤ 14r‖z‖.
3 if Pz ∈ Ω then HALT and return x = D−1Pz ∈ L ∩ Ω end if
4 (Rescaling step)
Pick c ∈ V a primitive idempotent point such that z ◦ c = λmax(z)c.
Let Dv : V → V be the quadratic mapping associated to v = e+ ac.
Replace D with DvD and P with PDL.
Go back to step 2.
We note that in the special case when V = Sn with the Euclidean Jordan algebra
described in Example 1(a), Algorithm 4 reduces to Algorithm 3 in Section 3. On the
other hand, when V = Rn with the Euclidean Jordan algebra described in Exam-
ple 1(b), Algorithm 4 yields a slightly weaker version of Algorithm 1 in Section 2. It
is the small price we pay for extending the algorithm to general symmetric cones.
Once again, the bulk of each main iteration in Algorithm 4 is a call to the
basic procedure. As we detail in Section 5, for r = Jordan algebra rank of V the
simplest implementations of the basic procedure terminate in O(r4) perceptron or
von Neumann steps. Each of these steps requires an operation of the form z 7→ P (z)
in addition to a Jordan leading eigenvalue computation in V and some negligible
computations. The amount of computational work required by the operation z 7→
P (z) dominates that of the other operations. Assuming that P is maintained via an
orthogonal basis for D(L), it follows that the total number of arithmetic operations
required by Algorithm 4 is bounded above by
O(mn · r4 · log(1/δ(L ∩Ω)))
where m = dim(L), n = dim(V ), and r = Jordan algebra rank of V .
Algorithm 4 also extends in the same fashion as Algorithm 1 extends to Algo-
rithm 2 to find a point in either L ∩ Ω or L⊥ ∩Ω provided one of them is feasible.
5 The basic procedure
We next describe various possible implementations for the basic procedure, i.e., step
2 in the Projection and Rescaling Algorithm. The schemes we discuss below vary in
their work per iteration and overall speed of convergence. Assume Ω and V are as
in Section 4 and define the spectraplex ∆(Ω) as follows:
∆(Ω) :=
{
x ∈ Ω¯ : 〈e, x〉 = 1} .
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Assume also that P : V → V is a projection mapping.
5.1 Perceptron scheme
This is perhaps the simplest possible scheme. It is based on the classical perceptron
algorithm of Rosenblatt [22], which has a natural extension to conic systems [6, 20].
We assume that the following kind of separation oracle for Ω is an available: Given
v ∈ V , the separation oracle either verifies that v ∈ Ω or else it yields a separating
vector u ∈ ∆(Ω) such that 〈u, v〉 ≤ 0.
Observe that such a separation oracle is readily available when Ω is Rn++,S
n
++,
int(Ln) or any direct product of these kinds of cones. Algorithm 5 gives an imple-
mentation of the basic procedure via the perceptron scheme.
Algorithm 5 Perceptron Scheme
1 Pick z0 ∈ ∆(Ω) and t := 0.
2 while Pzt 6∈ Ω and ‖(Pzt)+‖F > 14r‖zt‖ do
Pick u ∈ ∆(Ω) such that 〈u, Pzt〉 ≤ 0.
Let zt+1 :=
(
1− 1t+1
)
zt +
1
t+1u =
t
t+1zt +
1
t+1u.
t := t+ 1.
3 end while
Proposition 4 If Algorithm 5 has not halted after t ≥ 1 iterations then
‖Pzt‖2F ≤
1
t
.
Proof: Proceed by induction on t. To that end, observe that ‖z‖F ≤ 1 for all
z ∈ ∆(Ω) and so ‖Pz‖F ≤ 1 since P is a projection. Therefore the condition readily
holds for t = 1. Assume the condition holds for t and the algorithm continues to
iteration t+ 1. Then
‖Pzt+1‖2F =
t2
(t+ 1)2
‖Pzt‖2F +
1
(t+ 1)2
‖Pu‖2F +
2t
(t+ 1)2
〈u, Pzt〉
≤ t
2
(t+ 1)2
‖Pzt‖2F +
1
(t+ 1)2
‖Pu‖2F
≤ t
2
(t+ 1)2
1
t
+
1
(t+ 1)2
=
1
t+ 1
.

Corollary 1 If the basic procedure is implemented via Algorithm 5, then one of
the stopping conditions Pz ∈ Ω or ‖(Pz)+‖F ≤ 14r‖z‖ is reached after at most
16
(4r2)2 = 16r4 iterations. In the special case Ω = Rn+ one of the stopping conditions
Pz > 0 or ‖(Pz)+‖2 ≤ 13√n‖z‖∞ is reached after at most (3n
√
n)2 = 9n3 iterations.
Proof: Both statements readily follow from Proposition 4 and the observations that
‖z‖ ≥ 1r for all z ∈ ∆(Ω) and ‖v+‖F ≤ ‖v‖F for all v ∈ V . 
5.2 Von Neumann scheme
The second scheme is based on a classical algorithm communicated by von Neumann
to Dantzig and later studied by Dantzig in an unpublished manuscript [9].
Several authors have studied various aspects of this algorithm over the last few
years [11, 18, 26]. The von Neumann scheme can be seen as a greedy variation of the
perceptron scheme that includes an exact line-search in each iteration. In the special
case Ω = Rn+, this scheme is essentially the same as the basic procedure proposed by
Chubanov [8].
Assume the following mapping u : V → ∆(Ω) is available:
u(v) := argmin
u∈∆(Ω)
〈u, v〉 .
Observe that such an mapping is readily available when Ω is Rn++,S
n
++, int(Ln) or
any direct product of these kinds of cones. Algorithm 6 gives an implementation of
the basic procedure via the von Neumann scheme.
Algorithm 6 Von Neumann Scheme
1 Pick z0 ∈ ∆(Ω) and t := 0.
2 while Pzt 6∈ Ω and ‖(Pzt)+‖F > 14r‖zt‖ do
Let u = u(Pzt).
Let zt+1 := zt + θt(u− zt) where
θt = argmin
θ∈[0,1]
‖P (zt + θ(u− zt))‖2F =
‖Pzt‖2F − 〈u, Pzt〉
‖Pzt‖2F + ‖Pu‖2F − 2 〈u, Pzt〉
.
t := t+ 1.
3 end while
An inductive argument like the one used in the proof of Proposition 4 yields
the following result. However, we note that the choice of u and θt at each iteration
suggests that ‖Pzt‖2F may decrease faster for this scheme than for the previous one.
Proposition 5 If Algorithm 6 has not halted after t ≥ 1 iterations then
‖Pzt‖2F ≤
1
t
.
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Corollary 2 If the basic procedure is implemented via Algorithm 6, then one of
the stopping conditions Pz ∈ Ω or ‖(Pz)+‖F ≤ 14r‖z‖ is reached after at most
(4r2)2 = 16r4 iterations. In the special case Ω = Rn+ one of the stopping conditions
Pz > 0 or ‖(Pz)+‖2 ≤ 13√n‖z‖∞ is reached after at most (3n
√
n)2 = 9n3 iterations.
Proof: Both statements readily follow from Proposition 5 and the observations that
‖z‖ ≥ 1r for all z ∈ ∆(Ω) and ‖v+‖F ≤ ‖v‖F for all v ∈ V . 
In the special case Ω = Rn+ Corollary 2 recovers the iteration bound O(n3)
originally given by Chubanov [8, Lemma 2.2].
5.3 Smooth perceptron scheme
Soheili and Pen˜a [25, 26] proposed a variation of the perceptron that relies on the
following tweaked version of the subproblem min
u∈∆(Ω)
〈u, v〉 used in the von Neumann
scheme. Given µ > 0 let uµ : V → ∆(Ω) be defined as
uµ(v) := argmin
u∈∆(Ω)
{
〈u, v〉+ µ
2
‖u− u¯‖2
}
.
where u¯ ∈ ∆(Ω) is a given point, e.g., u¯ = 1re.
Pen˜a and Soheili [26] show that the mapping uµ is readily available when Ω is
Rn++,S
n
++,Ln or any direct product of these kinds of cones. Algorithm 7 gives an
implementation of the basic procedure via the smooth perceptron scheme.
Algorithm 7 Smooth Perceptron Scheme
1 Let u0 := u¯; µ0 = 2; z0 := uµ0(Pu0); and t := 0.
2 while Put 6∈ Ω and ‖(Pzt)+‖F > 14r‖zt‖ do
θt :=
2
t+3
ut+1 := (1− θt)(ut + θtzt) + θ2t uµt(Pzt)
µt+1 = (1− θt)µt
zt+1 := (1− θt)zt + θtuµt+1(Put+1)
t := t+ 1.
3 end while
Proposition 6 If Algorithm 7 has not halted after t ≥ 1 iterations then
‖Pzt‖2F ≤
8
(t+ 1)2
.
Proposition 6 follows from [26, Lemma 1]. For the sake of exposition, Lemma 1
below restates this technical result in the current context. To that end, define ϕ :
V → R as follows
ϕ(z) := −1
2
‖Pz‖2F + min
u∈∆(Ω)
〈u, Pz〉 .
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Observe that Pz ∈ Ω if ϕ(z) > 0. For µ > 0 define ϕµ : V → R as follows
ϕµ(z) := −1
2
‖Pz‖2F + min
u∈∆(Ω)
{
〈u, Pz〉+ µ
2
‖u− u¯‖2
}
.
Lemma 1 (from [26]) (a) For all µ > 0 and z ∈ V
0 ≤ ϕµ(z)− ϕ(z) ≤ µ.
(b) The iterates generated by Algorithm 7 satisfy
1
2
‖Pzt‖2F ≤ ϕµt(ut).
Proof of Proposition 6. Since the algorithm has not halted after t iterations we
have Put 6∈ Ω and consequently ϕ(ut) ≤ 0. Thus Lemma 1 yields
‖Pzt‖2F ≤ 2ϕµt(ut) ≤ 2(µt + ϕ(ut)) ≤ 2µt.
To conclude, observe that µt =
4
(t+1)(t+2) ≤ 4(t+1)2 . 
Corollary 3 If the basic procedure is implemented via Algorithm 7, then one of the
stopping conditions Pu ∈ Ω or ‖Pz‖F ≤ 14r‖z‖ is reached after at most 8
√
2r2 − 1
iterations. In the special case Ω = Rn+ one of the stopping conditions Pz > 0 or
‖(Pz)+‖2 ≤ 13√n‖z‖∞ is reached after at most 6n
√
2n− 1 iterations.
Proof: Both statements follow from Proposition 6 and the observations that ‖z‖ ≥ 1r
for all z ∈ ∆(Ω) and ‖v+‖F ≤ ‖v‖F for all v ∈ V . 
The iteration bound O(r2) for the smooth perceptron scheme versus the iteration
boundO(r4) for the perceptron scheme or von Neumann scheme does not account for
the potentially higher cost of a smooth perceptron iteration. Hence we next provide
a bound on the number of arithmetic operations. Aside from comparable operations
of the form z 7→ P (z), each iteration of the smooth perceptron requires the compu-
tation of uµ(v) versus the computation of u(v) required by the perceptron or von
Neumann schemes. As it is discussed in detail in [26], the computation of uµ(v)
requires a complete eigenvalue decomposition of v + µu¯ whereas the computation
of u(v) only requires computing the smallest eigenvalue and corresponding eigen-
vector of v + µu¯. By considering the special case of symmetric matrices, it follows
that a complete Jordan eigenvalue decomposition requires O(r3) arithmetic opera-
tions. Hence the number of arithmetic operations required by the smooth perceptron
scheme is bounded above by
O(max(mn, r3) · r2).
On the other hand, a smallest eigenvalue calculation requires O(r2) arithmetic oper-
ations. Hence the number of arithmetic operations required by either the perceptron
scheme or the von Neumann scheme is bounded above by
O(max(mn, r2) · r4).
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5.4 Von Neumann with away steps scheme
We now consider another variant on the von Neumann scheme that includes so-called
away steps. This can be seen as a particular case of the Frank-Wolfe algorithm with
away steps that has recently become a subject of renewed attention [2, 5, 14, 18]. The
away steps rely on the following construction. Given z ∈ ∆(Ω), let z =∑ri=1 λi(z)ci
be the spectral decomposition of z and define the support of z as S(z) := {ci : λi(z) >
0}. In principle we could update z by decreasing the weight on an element of S(z)
while increasing the other weights. Let
c(z) := argmax
c∈S(z)
〈c, Pz〉
and let λ(z) denote the eigenvalue of c(z) in the spectral decomposition of z. Algo-
rithm 8 gives the implementation of the basic procedure via the von Neumann with
away steps scheme.
Algorithm 8 Von Neumann with Away Steps Scheme
1 Pick z0 ∈ ∆(Ω) and t := 0.
2 while Pzt 6∈ Ω and ‖(Pzt)+‖F > 14r‖zt‖ do
Let u = u(Pzt) and c = c(zt).
if ‖Pzt‖2 − 〈u, Pzt〉 > 〈c, Pzt〉 − ‖Pzt‖2 then (regular step)
a := u− zt; θmax = 1
else (away step)
a := zt − c; θmax = λ(z)1−λ(z)
endif
Let zt+1 := zt + θta where
θt = argmin
θ∈[0,θmax]
‖P (zt + θa)‖2F = min
{
θmax,−〈zt, Pa〉‖Pa‖2F
}
.
t := t+ 1.
3 end while
Proposition 7 If Algorithm 8 has not halted after t ≥ 1 iterations then
‖Pzt‖2F ≤
8
t
.
Proof: This readily follows via the same argument used in the proof of [18, Theorem
1(b)]. 
Corollary 4 If the basic procedure is implemented via Algorithm 8, then one of the
stopping conditions Pz ∈ Ω or ‖(Pz)+‖F ≤ 14r‖z‖ is reached after at most 8(4r2)2 =
128r4 iterations. In the special case Ω = Rn+ one of the stopping conditions Pz > 0
or ‖(Pz)+‖2 ≤ 13√n‖z‖∞ is reached after at most 8(3n
√
n)2 = 72n3 iterations.
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Proof: Both statements readily follow from Proposition 7 and the observations that
‖z‖ ≥ 1r for all z ∈ ∆(Ω) and ‖v+‖F ≤ ‖v‖F for all v ∈ V . 
We note that although the bound in Proposition 7 is weaker than that in Proposi-
tion 4 and Proposition 5, the von Neumann with away steps scheme tends to generate
iterates z ∈ ∆(Ω) with smaller support. Since these kinds of points in ∆(Ω) in turn
tend to have a larger value of ‖z‖, this could be an advantage as the scheme may
reach the stopping condition ‖(Pz)+‖ ≤ 14r‖z‖ sooner.
6 Updating the projection matrix
Each rescaling step requires the update of the projection matrix from PL to PD(L).
We next describe how this update can be performed. As the subsections below detail,
in certain important cases this update can be done much more efficiently than simply
performing a naive recalculation of the projection matrix.
A possible approach to maintaining and updating the projection matrix is via
orthogonal bases. In particular, assume PL = QQ
T for some matrix Q ∈ Rn×m whose
columns form an orthogonal basis of L, that is, span(Q) = L and QTQ = Im. To
obtain a likewise expression PD(L) = Q˜Q˜
T where the columns of Q˜ are an orthogonal
basis of D(L) we can proceed as follows.
First, observe that span(DQ) = D(L). Henceforth, it suffices to orthogonalize the
columns of DQ. That is, we need to find R ∈ Rm×m such that DQR is orthogonal,
or equivalently such that
(DQR)T(DQR) = RTQTDTDQR = Im. (15)
Although a matrix R such that (15) holds could be achieved via a Gram-Schmidt
procedure for the columns of DQ or via a Cholesky factorization of QTDTDQ, the
particular structure of D may enable a more efficient procedure. In all of the cases
discussed above D is of the form In +B for some structured and symmetric matrix
B ∈ Rn×n. In this case
QTDTDQ = QT(In + 2B +B
2)Q = Im +Q
T(2B +B2)Q.
Let QT(2B + B2)Q = PΛPT be the spectral decomposition of QT(2B + B2)Q for
some orthogonal matrix P ∈ Rm×p and some diagonal matrix Λ ∈ Rp×p. It readily
follows that (15) holds for
R = Im − P Λ¯PT
if Λ¯ ∈ Rp×p is a diagonal matrix such that
(Im − P Λ¯PT)(Im + PΛPT)(Im − P Λ¯PT) = Im. (16)
Observe that (16) holds provided the diagonal matrix Λ¯ solves
−2Λ¯ + Λ− 2Λ¯Λ + Λ¯2 + Λ¯2Λ = 0.
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One of the solutions of this equation is
Λ¯ = (Ip + Λ)
−1/2 + Ip. (17)
Notice that Λ¯ is easily computable componentwise since Λ is a diagonal matrix.
6.1 The case Ω = Rn++
In this case D is of the form D = I + eie
T
i . In this case B = eie
T
i and the term
QT(2B +B2)Q turns out to be
3QTeie
T
i Q = 3qiq
T
i
where qi = Q
Tei ∈ Rm. The spectral decomposition of QT(2B +B2)Q = 3qiqTi is
qi
‖qi‖ · (3‖qi‖
2) · q
T
i
‖qi‖ .
Hence
R = Im − qi‖qi‖ ·
(
1 +
1√
1 + 3‖qi‖2
)
· q
T
i
‖qi‖ = Im −
(
1 +
1√
1 + 3‖qi‖2
)
· qiq
T
i
‖qi‖2
and so
Q˜ = (In + eie
T
i )Q
(
Im −
(
1 +
1√
1 + 3‖qi‖2
)
· qiq
T
i
‖qi‖2
)
.
6.2 The case Ω = Sn++
Assume the “columns” of Q correspond to the matrices A1, . . . , Am ∈ Sn such that
Ai • Ai = 1, i = 1, . . . ,m and Ai • Aj = 0, i 6= j. The columns of the new DQ
correspond to the matrices
D(Ai) = (In + auu
T)Ai(In + auu
T) = Ai + auu
TAi + aAiuu
T + a2(uTAiu)uu
T.
In particular, the columns of the new BQ = DQ−Q are
B(Ai) = auu
TAi + aAiuu
T + a2(uTAiu)uu
T.
Next, observe that
B(Ai) • Aj = 2a(Aiu)T(Aju) + a2(uTAiu)(uTAju)
and
B(Ai) •B(Aj) = 2a2(Aiu)T(Aju) + (2a2 + 4a3 + a4)(uTAiu)(uTAju).
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Consequently, the (i, j) entry of the matrix Q(2B +B2)QT is
2(2a + a2)(Aiu)
T(Aju) + (2a+ a
2)2(uTAiu)(u
TAju).
Therefore
QT(2B +B2)Q = UWUT,
where
UT =
[
A1u A2u · · · Amu
uTA1u u
TA2u · · · uTAmu
]
, W =
[
2(2a+ a2) 0
0 (2a+ a2)2
]
. (18)
When m ≤ n, it is typically cheaper to compute R = L−T via the Cholesky
factorization LLT = Im + UWU
T of QTDTDQ = Im + UWU
T. On the other
hand, if m ≫ n + 1, it is typically more efficient to find the spectral decomposition
PΛPT = UWUT for some orthogonal matrix P ∈ Rm×p and some diagonal matrix
Λ ∈ Rp×p, and then compute R = Im−P Λ¯PT where Λ¯ = (Ip+Λ)−1/2+ Ip. In either
case, it follows that the columns of DQR form an orthogonal basis for D(L).
6.3 The case Ω = int(Ln)
In this case D is the matrix representation of the mapping
x 7→ x+ (2a− a2)c ◦ x+ 2a2c ◦ (c ◦ x)
where c =
1
2
[
1
u¯
]
, with u¯ ∈ Rn−1, ‖u¯‖2 = 1. Observe that the mapping x 7→ c ◦x can
be written as
x 7→ 1
2
[
1 u¯T
u¯ I
]
x.
It thus follows that D = I +B where
B =
2a− a2
2
[
1 u¯T
u¯ I
]
+
2a2
4
[
1 u¯T
u¯ I
]2
= a
[
1 u¯T
u¯ I
]
+
a2
2
[
1 u¯T
u¯ u¯u¯T
]
.
Therefore,
B2 = a2
[
1 u¯T
u¯ I
]
+
(
a2 + 2a3 +
a4
2
)[
1 u¯T
u¯ u¯u¯T
]
and
2B +B2 = (2a+ a2)
{[
1 u¯T
u¯ I
]
+
2a+ a2
2
[
1 u¯T
u¯ u¯u¯T
]}
. (19)
In particular, QT(2B + B2)Q is easily computable. This computation provides the
basis for the more interesting case when Ω is a direct product of semidefinite and
second-order cones that we discussed next.
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6.4 Direct products of semidefinite and second-order cones
We now consider the case Ω = K1×· · ·×Kr ⊆ Rn1×· · ·×Rnr where each Ki ⊆ Rni is
a semidefinite cone or a second-order cone. Assume Rn1 × · · · ×Rnr is endowed with
the appropriate Euclidean Jordan algebra structure. It is easy to see that a primitive
idempotent in this vector space is of the form
[
0 · · · cTi · · · 0
]T
where vi is a
primitive idempotent in Rni . It follows that the scaling matrix D is of the form
D =


D1
. . .
Dr


where Dj = Inj for j 6= i and Di = Ini+B for some structured and symmetric matrix
B ∈ Rni×ni that depends on the idempotent ci. Observe that QT =
[
QT1 · · · QTr
]
where each Qj ∈ Rnj×m. It thus follows that
QTDTDQ = Im +Q
T
i (2B +B
2)Qi.
The particular expression for the term QTi (2B + B
2)Qi is of the form (18) in Sec-
tion 6.2 or of the form QTi (2B +B
2)Qi where 2B +B
2 is as in (19) in Section 6.3.
Again as we mentioned in Section 6.2 and in Section 6.3, when m ≤ ni, it
is typically cheaper to compute R = L−1 via the Cholesky factorization LLT =
Im+Q
T
i (2B+B
2)Qi = Q
TDTDQ whereas whenm≫ ni, it is typically more efficient
to find the spectral decomposition PΛPT = QTi (2B + B
2)Qi and then compute
R = Ip−P Λ¯PT where Λ¯ = (Ip+Λ)−1/2+Ip. In either case it follows that Q˜ := DQR
is an orthogonal basis of D(L).
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