Abstract. We define and solve Volterra equations driven by an irregular signal, by means of a variant of the rough path theory called algebraic integration. In the Young case, that is for a driving signal with Hölder exponent γ > 1/2, we obtain a global solution, and are able to handle the case of a singular Volterra coefficient. In case of a driving signal with Hölder exponent 1/3 < γ ≤ 1/2, we get a local existence and uniqueness theorem. The results are easily applied to the fractional Brownian motion with Hurst coefficient H > 1/3.
Introduction
This article is the first of a series of two papers dealing with Volterra equations driven by rough paths. For an arbitrary positive constant T , this kind of equation can be written, in its general form, as:
where x is a n-dimensional Hölder continuous path with Hölder exponent γ > 0, a ∈ R d stands for an initial condition, and σ :
is a smooth enough function. Motivated by the previous works on Volterra equations driven by a Brownian motion or a semi-martingale [2, 3, 15, 21] , often in an anticipative context [1, 4, 5, 19, 18, 20] , we have taken up the program of defining and solving equation (1) in a pathwise way, allowing for instance a straightforward application to a fractional Brownian motion with Hurst parameter H > 1/3. This will be achieved thanks to a variation of the rough path theory due to Gubinelli [11] , whose main features are recalled below at Section 2 (we refer to [9, 13, 14] for further classical references on rough paths theory). To the best of our knowledge, this is the first occurrence of a paper dealing with Volterra systems driven by a fractional Brownian motion with H < 1/2.
More specifically, the current article focuses on the 3 following cases: (i) The Young case: When x is a γ-Hölder continuous path with γ > 1/2 (in particular for a n-dimensional fBm with Hurst parameter H ∈ (1/2, 1)), and assuming that σ : [0, T ] ). This extension of the Young integral requires however a careful analysis, which will be detailed at Section 4. We can then solve equation (1) in the space C
(iii) The rough case: When x is a γ-Hölder signal with γ ∈ (1/3, 1/2) (this applies obviously to a n-dimensional fBm with Hurst parameter H ∈ (1/3, 1/2)), the integral appearing in equation (1) has then to be interpreted in some rough path sense. As mentioned before, we shall resort in this case to the formalism introduced in [11] , which allows us to prove the existence and uniqueness of a local solution, defined on a small interval [0, T 0 ] for some T 0 ∈ (0, T ] (Section 5). We will then point out the technical difficulties one must cope with when trying to extend this local solution.
Here is a brief sketch of the strategy we have followed in order to obtain our results: the algebraic integration formalism relies heavily on the notion of increments, which are simply given, in case of a function y of one parameter t ∈ [0, T ], by (δy) st = y t − y s . At a heuristic level, the main difference between classical differential equations driven by rough signals and our Volterra setting lies in the dependance of the increment (δy) st of the possible solution on the whole past of the trajectory. Indeed, if y is a solution to equation (1) , then one has 
As one might expect, the first integral in (2) can be dealt with just as the classical diffusion case treated in [11] . In other words, under suitable regularity conditions on σ, the variable t appearing in the integrand does not play a prominent role. The second term in the right hand side of (2) is the one which is typical of the Volterra setting, and involves the whole past of x. It is still possible to retrieve some |t − s|-increments from this term thanks to the regularity of σ with respect to its first variable, in order to solve our equation by a fixed point argument. However, as we shall see at Section 5.3, the term s 0
[σ(t, u, y u ) − σ(s, u, y u )] dx u will eventually induce some severe problems in the classical arguments allowing to get a global solution for our differential system in the rough case. This explains why we have decided to change radically the setting presented here in the companion paper [7] . In this latter reference, by means of what we call generalized convolutional increments, we show how to get a global solution to equation (1) in case of a rough driving noise x, for a wide class of coefficients σ. It was however important for us to include also a direct treatment of Volterra systems by existing rough paths methods, mainly because (i) It allows to consider a more general driving coefficient σ. (ii) The method presented here works perfectly well for the Young setting, and can be further extended in order to cover the case of a singular coefficient σ.
Here is how our paper is structured: we recall at Section 2 the notions of algebraic integration which will be needed later on. Section 3 is devoted to the study of equation (1) driven by a γ-Hölder continuous process with γ > 1/2, when the coefficient σ is regular. Section 4 deals with the same kind of equation, with a singular coefficient σ. Section 5 treats the case of a rough driving signal x, and finally the proof of some technical lemmas are postponed to the Appendix.
Let us finish this introduction by fixing some notations which are used throughout the paper: we call Df the gradient of a function f , defined on R n , and when we want to stress the fact that we are differentiating f with respect to the j th variable, we denote this by D j f . As far as the regularity of σ is concerned, the following spaces come into play. If E, F are Banach spaces and U an open set of E, denote C n,b (U ; F ) the set of n-times differentiable mappings from U to F with bounded derivatives. For each κ ∈ (0, 1), let us also introduce the subset 
Algebraic integration
The current section is devoted to recall the main concepts of algebraic integration, which will be essential in order to define suitable notions of generalized integrals in our setting. Namely, we shall recall the definition of the spaces of increments C κ n , of the operator δ, and its inverse called Λ (or sewing map according to the terminology of [8] ). We will also recall some elementary but useful algebraic relations on the spaces of increments.
2.1. Increments. As mentioned in the introduction, the extended integral we deal with is based on the notion of increment, together with an elementary operator δ acting on them. The notion of increment can be introduced in the following way: for two arbitrary real numbers 2 > 1 ≥ 0, a vector space V , and an integer k ≥ 1, we denote by C k (V ) the set of continuous functions g :
Such a function will be called a (k − 1)-increment, and we will set C * (V ) = ∪ k≥1 C k (V ). The operator δ alluded to above can be seen as an operator acting on k-increments, and is defined as follows on C k (V ):
wheret i means that this particular argument is omitted. Then a fundamental property of δ, which is easily verified, is that δδ = 0, where δδ is considered as an operator from
Some simple examples of actions of δ, which will be the ones we will really use throughout the paper, are obtained by letting g ∈ C 1 and h ∈ C 2 . Then, for any t, u, s
Furthermore, it is readily checked that the complex (C * , δ) is acyclic, i.e. ZC k (V ) = BC k (V ) for any k ≥ 1. In particular, the following basic property, which we label for further use, holds true:
Observe that Lemma 2.1 implies that all the elements h ∈ C 2 (V ) such that δh = 0 can be written as h = δf for some (non unique) f ∈ C 1 (V ). Thus we get a heuristic interpretation of δ| C 2 (V ) : it measures how much a given 1-increment is far from being an exact increment of a function (i.e. a finite difference).
Notice that our future discussions will mainly rely on k-increments with k ≤ 2, for which we will use some analytical assumptions. Namely, we measure the size of these increments by Hölder norms defined in the following way: for f ∈ C 2 (V ) let
In the same way, for h ∈ C 3 (V ), set
where the last infimum is taken over all sequences {h i ∈ C 3 (V )} such that h = i h i and for all choices of the numbers ρ i ∈ (0, z). Then · µ is easily seen to be a norm on C 3 (V ), and we set C
, and remark that the same kind of norms can be considered on the spaces ZC 3 (V ), leading to the definition of some spaces ZC 
Recall that Lemma 2.1 states that for any h ∈ ZC 3 , there exists a f ∈ C 2 such that δf = h. Importantly enough for the construction of our generalized integrals, this increment f is unique under some additional regularity conditions expressed in terms of the Hölder spaces we have just introduced:
. This gives rise to a linear continuous map Λ :
Proof. The original proof of this result can be found in [11] . We refer to [7, 12] for two simplified versions.
At this point the connection of the structure we introduced with the problem of integration of irregular functions can be still quite obscure to the non-initiated reader. However something interesting is already going on and the previous corollary has a very nice consequence which is the subject of the following property.
Corollary 2.3 (Integration of small increments). For any 1-increment
where the limit is over any partition Π st = {t 0 = s, . . . , t n = t} of [s, t] whose mesh tends to zero. The 1-increment δf is the indefinite integral of the 1-increment g.
Proof. For any partition
and as a consequence, lim |Πst|→0
Computations in C * . We gather in this section some elementary but useful algebraic rules for increments. We refer again to [7, 12] for the proof of these statements.
For sake of simplicity, let us assume for the moment that V = R (the multidimensional version of the below considerations can be found in [16] ), and set C k (R) = C k . Then the complex (C * , δ) is an (associative, non-commutative) graded algebra once endowed with the following product: for g ∈ C n and h ∈ C m let gh ∈ C n+m the element defined by
In this context, we have the following useful properties.
Proposition 2.4. The following differentiation rules hold true:
(1) Let g, h be two elements of C 1 . Then
(2) Let g ∈ C 1 and h ∈ C 2 . Then
The iterated integrals of smooth functions on [ 1 , 2 ] are obviously particular cases of elements of C which will be of interest for us, and let us recall some basic rules for these objects: consider f, g ∈ C ∞ 1 , where C ∞ 1 is the set of smooth functions from [ 1 , 2 ] to R. Then the integral dg f , which will be denoted by J (dg f ), can be considered as an
The multiple integrals can also be defined in the following way: given a smooth element
In particular, the double integral J st (df
which defines the iterated integrals of smooth functions recursively. Observe that a nth
) could be defined along the same lines.
The following relations between multiple integrals and the operator δ will also be useful in the remainder of the paper: Proposition 2.5. Let f, g be two elements of C ∞ 1 . Then, recalling the convention (7) , it holds that
and, in general,
The Young case
In this section, we assume that the driving process x of equation (1) is a continuous
), the formalism introduced in the previous section enables to give a meaning to the integral t s z u dx u when ρ + γ > 1, in the Young sense. This is the issue of the following proposition, borrowed from [11, Proposition 3] :
and
Remark 3.2. Thanks to Corollary 2.3, J st (z dx) can also be seen as a Young integral, that is
Nevertheless, as we shall see in a moment, the exact expression (10) of the integral is easier to deal with for computational purposes than the limit expression (12), owing to a better knowledge of the remainder Λ(δz δx).
With this definition in mind, the Volterra equation (1) will now be interpreted in the Young sense, and is written as:
The next lemma ensures that the latter integral is well-defined:
Proof. This is obvious: recall that we denote by Dσ the gradient of σ. Then, if 0 ≤ u < v ≤ T we get:
We are now in position to prove the announced existence and uniqueness result for the Volterra equation in the Young case:
This theorem can be obviously applied to the fractional Brownian motion, in the following sense:
Corollary 3.5. Let B be a n-dimensional fractional Brownian motion with Hurst parameter H > 1/2, defined on a complete probability space (Ω, F, P ). Then almost surely, B fulfills the hypotheses of Theorem 3.4.
We divide the proof of Theorem 3.4 into two propositions: first, we will look for a local solution defined on some interval [0, T 0 ] with 0 < T 0 ≤ T , and then we will settle a patching argument to extend it onto the whole interval [0, T ].
Notations. Before going into the details of the proof, let us mention a few conventions that will be used in the sequel. We assume that we always work with a fixed (finite) horizon T to be distinguished from the intermediate times T 1 , T 0 , .... In particular, this means that the constants that will appear in the below calculations may depend on T without explicit note. For the sake of conciseness, let us denote
The local existence and uniqueness result for our Volterra equation is contained in the following: Proof. We are going to resort to a fixed point argument. To this end, let us associate to
The solution we are looking for will then be constructed as a fixed point of Γ.
Step 1: Invariance of a ball. Fix a time T 1 ∈ (0, T ] (T 1 will be chosen retrospectively).
such that y 0 = a and set z = Γ(y), where, of course, the application Γ has been adapted to [0,
At this point, let us remind the reader of some specificity of the Volterra setting that we evoked in the introduction. As in (2), the increment (δz) ts can be decomposed as a sum of two terms that will receive a distinct treatment:
. In order to estimate those two integrals, we shall of course resort to inequality (11) . However, as far as I 2 st is concerned, it is clear that the latter inequality will not be sufficient so as to retrieve |t − s|-increments (remember that we are looking for an estimation of N [z;
. This is where the following lemma, which also anticipates the contraction argument, will come into play.
under the hypothesis of Theorem 3.4, for any s, t ∈ I,
Now, let us go into the details. To deal with I 1 , use (11) to get
, and thus, thanks to Lemma (3.3) ,
, with
, use the contraction property (6) and the estimate (15) to deduce
Therefore, putting together our bounds on I
We can thus pick T 1 ∈ (0, T ] such that for each 0 < T 0 ≤ T 1 , there exists a radius A T 0 for which the ball
Notice that the radius A T 0 is an increasing function of T 0 , a fact which will be used in the second step.
Step 2: Contraction property. Fix a time T 0 ∈ (0, T 1 ] and let y,ỹ ∈ B
Let us now estimate the γ-Hölder norm of each of these three terms.
: Inequalities (6) and (16) yield:
Case of J

2
: By (6) and (17),
Since the radius A T 0 decreases as T 0 tends to 0, we can choose a sufficiently small time T 0 ∈ (0, T 1 ] such that the application Γ, restricted to the (stable) ball B A T 0 T 0 ,a , is a strict contraction. Hence the existence and unicity of a fixed point in this set.
The next proposition summarizes our considerations in order to get the global existence and uniqueness for solution to equation (13):
Under the hypothesis of Theorem 3.4, the local solution y (1) defined by the previous proposition can be extended to a global and unique solution in
Proof. In fact, we are going to show the existence of a small ε > 0, which shall not depend on y (1) , such that y (1) can be extended to a solution on [0, T 0 +ε]. The conclusion then follows by a simple iteration argument.
To this end, let us introduce the application Γ defined for any
Just as in the previous proof, we are looking for a fixed point of Γ.
Step 1: Invariance of a ball. In order to estimate
In the first case, we simply have
Let us now bound each of these terms: first, owing to (6) and (14), I 1,2 st can be estimated as follows:
It is thus readily checked that (6) and (15), we also have the following bound for I 2,2
Putting together the three cases we have just studied, the following bound is obtained forẑ on the whole interval [0,
(ε does not depend on y (1) ) and N 1 = 2c
In other words, we have found that the ball
Step 2: Contraction property. This second step consists in finding a small η ∈ (0, ε] such that the previous application Γ (adapted to [0, T 0 + η]) satisfies a contraction property when restricted to some (invariant) ball.
Let z (1) , z (2) ∈ B
and setẑ
). Of course, sinceẑ (1) and z (2) share the same initial condition on [0,
. Let then T 0 ≤ s < t ≤ T 0 + η and as in the proof of Proposition 3.6, use the decomposition δ(ẑ (1) −ẑ (2) ) st = J
)) δx). We will bound again each of these terms separately: for J
1,1
, we have
and so
The term J 1,2 st can be estimated as follows: by (6) and (16),
. Finally, according to (6) and (17), we have:
. As a result, putting together the bounds on J 
We can now pick η ∈ (0, ε] such that c
, and the application Γ becomes a strict contraction on B
. It is easy to check (see Lemma 3.9 
is invariant by Γ too, hence the existence and uniqueness of a fixed point in this set, denoted by y (1),η . Notice now that the arguments leading to uniqueness remain true on the (stable) ball
For instance, to establish the equivalent of relation (18) 
This enables to extend y 
Proof. If z belongs to such a ball, set
.
, so that, thanks to the first step of the previous proof,
, which means that Γ(z) is an extension of Γ(z) and as a result
The Young singular case
This section is devoted to the study of a particular case of Equation (1), when the coefficient σ admits a singularity in (t, u) on the diagonal. Namely, we shall consider an equation of the form
a sufficiently regular mapping and
, for some γ and α to be precised. Thus, the application σ appearing in (1) tends here to explode when approaching the diagonal
This singularity prevents us from directly applying the algebraic formalism introduced at section 2 in order to define the integral t 0
(t−u)
−α ψ(y u ) dx u above. However, as in Section 3, we shall see that this latter integral can still be defined thanks to a slight extension of Young's interpretation, insofar as the integral will simply be seen as the limit of the associated Riemann sums. In other words, we will be able to set
where ∆ k ([s, t)) = {s = t 0 < t 1 < . . . < t k < t} is any sequence of partitions whose meshes tend to 0, and where t k → t. In this context, Theorem 4.6 is quite close to Theorem 3.4.
Remark 4.1. The tedious calculations to come will give us an idea of how the Λ-formalism used in the previous sections makes the writing more fluent (when it can be applied), by avoiding the often cumbersome study of Riemann sums.
4.1. Young singular integrals. This section deals with a rigorous definition of integrals like (20) . A first technical lemma in this direction is then the following:
the three integrals being understood in the Young sense.
Proof. Consider a partition ∆ = {a = t 0 < · · · < t n = b}, with mesh |∆|, and use the decomposition
Notice then that
which tends to 0 as |∆| → 0. The proof is thus easily finished. 
) and since κ + γ > 1, the integral I ε st is well-defined in the Young sense of Proposition 3.1. We will now study the convergence of I ε st when ε → 0.
It is easily checked from relation (10) that one is allowed to perform a integration by parts in I ε st , in order to deduce
st . Let us analyze now the three terms we have obtained: since
it is readily checked that I 
, which achieves the proof since, by hypothesis,
It is also important to control the Hölder continuity of the singular Young integral defined above. Before we turn to this task, let us quote an elementary estimate for further use: 
Then our regularity result is the following: 
Proof. We rely on the decomposition (δz) st = I st + II st , with
Notice that the term I is exactly the one introduced at Lemma 4.3. Let us now bound each of these terms.
Case of I:
It is easily seen that I can also be obtained thanks to the following approximation sequence: for n ≥ 1, set
Then I st is obtained as lim n→∞ J n . Moreover, it is readily checked that
But
, and a telescopic sum kind of argument shows that
As for B, the following bound holds true:
, and accordingly
Going back to (24) and putting together our estimates for A and B, we get
where v n is the general term of a converging series. Now, write J N = J 0 + N −1 n=0 (J n+1 −J n ), so that, by letting n tend to infinity, we obtain
It only remains to notice that
to conclude
Case of II:
We use the same strategy as for I, with this time s i n = is 2 n and
To deal with D, notice that u → f s,t (u) is a decreasing function on [0, s], and hence
Furthermore, according to our elementary bound (22) applied with β = κ, we have |f s,t
, so that
As far as E is concerned, use (22) with β = γ − α to deduce
hence
Just as for I, gathering our bounds on D and E, we can then assert that
Since |t
|t − s| κ , the term J 0 above can be estimated as:
so that
Finally, going back to decomposition (23), our bounds on I and II yields
, which was the announced result.
Solving Volterra equations.
Thanks to the considerations of the last section, we can now interpret equation (19) , and especially its integral term, in the sense given by Lemma 4.3 and Proposition 4.5. We are now in position to state the main result of this section:
Fix κ ∈ (1 − (γ − α), γ − α). As in Section 3, we shall solve our equation by identifying its solution with the fixed point of the map Γ defined, for any y ∈ C
We divide again our proof into two propositions, dealing respectively with local and global existence and uniqueness for the solution.
Proposition 4.7 (Local existence). Under the hypothesis of Theorem 4.6, there exists T 0 ∈ (0, T ] such that Equation (19) admits a unique solution y
Proof. Step 1: Invariance of a ball. A simple application of Proposition 4.5 allows to conclude the existence of a stable ball
Step 2: Contraction property. Let y,ỹ ∈ Q a,T 0 , and set z = Γ(y),z = Γ(ỹ). Thus,
We will now estimate these two terms, according to the same strategy as for Proposition 4.5, i.e. invoking approximations by dyadic partitions.
Case of III:
Denote
For F , we have, since (y −ỹ) 0 = 0,
which, thanks to (25), gives
As far as G is concerned, use (16) to assert that
Besides,
Relations (37) et (38) entail
Furthermore, we have
Case of IV :
In this case, the approximating sequence is defined by:
Hence, the difference J n+1 − J n can be decomposed into:
In order to bound these two terms, let us introduce first some λ ∈ (κ, γ − α). From (30), and invoking (22) with β = λ, we obtain
, and so
which, together with (22) applied with β = γ − α, gives
As a result, combining the estimates for H and K along the same lines as for the term III st , we end up with:
We have thus proved that
The contraction property then clearly holds when Γ is restricted to a stable ball Q a,T 0 , for T 0 small enough. This easily yields the existence and uniqueness of a solution to (19) 
The following proposition summarizes the extension of the unique solution to (19) to an arbitrary interval. Proof. We resort to the same scheme as in Proposition 3.8, in which we try to exploit the estimations of the previous proof.
Step 1: Invariance of a ball. Let ε > 0 and y ∈ C (1) . Set
Let s, t ∈ [T 0 , T 0 + ε] and consider the decomposition (23) of (δz) st . For I, use (24), together with the estimations (26), (27) and (28), to deduce
As for II, use (29), together with (31), (32) and (33) to assert
As a result,
. By copying the arguments of the proof of Proposition 3.8, we then deduce the existence of a small ε, independent of y (1) , and a radius N 1 , such that the ball
Step 2: Contraction property. Let η ≤ ε , and consider y,ỹ ∈ C 
. As far as IV is concerned, the decomposition (40), together with (41), (42) and the fact that ψ(y 0 ) = ψ(ỹ 0 ), provides
The end of the proof follows then exactly the same lines as the proof of Proposition 3.8.
The rough case
In this section, we go back to equation (1), with a smooth and bounded coefficient σ. However, we will only assume that x belongs to C γ 1 ([0, T ]; R n ) for some γ ∈ (1/3, 1/2), which means in particular that we can no longer resort to Young's interpretation for t 0 σ(t, u, y u ) dx u and some rough path type considerations must come into the picture. We will thus briefly review the setting used in this context, and then prove a local existence and uniqueness result for our equation.
5.1. Controlled processes. For sake of conciseness, we only recall here the key ingredients of the formalism introduced in [11] in order to handle integrals driven by an irregular signal x. First, as usual in the rough path theory, we will have to assume a priori the following hypothesis:
Hypothesis 1. The path x admits a Levy area, that is a process x
As explained in [11] , we are then incited to introduce a particular subspace of the space of Hölder continuous functions C
), which are the convenient processes to be integrated with respect to x: 
)) such that the decomposition (43) holds. This space is endowed with the natural semi-norm
Finally, let us denote Q
). With our main equation (13) in mind, it is important for us to get a stability property for controlled processes, when composed with the map σ. This is the object of the following proposition (for which we recall the notation on gradient of functions given at the end of the introduction). 
where c σ does not depend on t.
Proof. See Appendix.
Let us now turn to the integration of weakly controlled paths, which is summarized in the following proposition, borrowed from [11] . This result requires a little additional Let x be a signal satisfying Hypothesis 1, and let also (z, z ) 
, 
, for any 0 ≤ s < t ≤ T , where the limit is taken over all the partitions
, as the mesh of the partition goes to zero.
It only remains to enunciate the multidimensional version of the previous proposition:
) by the natural relations
Rough Volterra equations.
Let us say a few words about the strategy to be used in order to solve equation (13) ) and σ ∈ C 2,b
). Moreover, in order to settle a fixed point argument, we shall see that the process z defined by z 0 = a and
is a controlled process (recall that Y stands for the multidimensional function s → (s, y s )). Indeed, if we assume that the path
, which can be done owing to Proposition 5.3, and if we set δz
If we manage to show that σ(., ., y . ) *
) (which will be done in the course of the following proof), then (z, σ(., ., y
) and the application Γ introduced in the Young setting becomes here
With this notation, a solution of (13) corresponds to a fixed point of Γ.
We have now all the tools in hand to express the announced (local) result properly:
) and a ∈ R 1,d . Then there exists T 0 ∈ (0, T ] such that the equation ).
As in the Young case, the result will stem from a contraction argument (Proposition 5.9) on some invariant ball (Proposition 5.8). Before we turn to detail these arguments, let us state an equivalent of Lemma 3.7:
) such that y 0 =ỹ 0 and y 0 =ỹ 0 . Then, under the hypothesis of Theorem 5.6, for any s, t ∈ [0, T ],
We can now state the result concerning the invariance of a ball for the map Γ: 
where 
But, according to (44), 
Case of r z,1,2
: It is readily checked, invoking (6) and (45), that
Case of r z,2,1
: The following elementary estimates hold true.
Case of r z,2,2
: Owing to (6) and (47), we have
Finally, gathering all our estimates for the terms in (50), it is easily seen that N [r z ; C We can now prove the contraction property allowing to establish the existence and uniqueness of a local solution to equation (13) . : By (6) and (49),
Finally, putting together all our estimates of the remainder terms, we end up with the relation N [r z − rz; C In the rough case, it is also easily seen that our existence and uniqueness result for equation (13) can be applied to the fractional Brownian motion:
Corollary 5.10. Let B be a n-dimensional fractional Brownian motion with Hurst parameter 1/3 < H ≤ 1/2, defined on a complete probability space (Ω, F, P ). Then almost surely, B fulfills the hypotheses of Theorem 5.6.
Proof. We only have to show that B satisfies Hypothesis 1. But this kind of result is easily deduced from the convergence results contained in [6] . , (y (1) ) ) the solution on [0, T 0 ]. The first step would consist in finding some small ε > 0, independent of (y (1) , (y (1) ) ), and some radius N 1 such that the ball
is invariant by Γ. In fact, if we set (z, z ) = Γ(y, y ) for (y, y ) in this ball, then some standard estimations, similar to those appearing in the proofs above, show that
for some λ > 0 and some constants c 1 , c 2 with c 1 > 2. It is then rather clear that, owing to the exponent 2 in the latter expression, the constant ε ensuring the stability of the ball has to depend on N [y
More specifically, imagine the reasoning of the proof of Proposition 3.8 remains true when starting with (51), which means that we can find some constant ε > 0 and some sequence of radii (N i ) such that
Then N i+1 ≥ c 1 N i ≥ 2N i and the sequence (N i ) diverges to infinity. On the other hand, if relation (52) is meant to admit solutions, then the relation 1 − 4ε λ c 2 (c 1 N i + c 2 ) ≥ 0 must be fulfilled, so that (N i ) is bounded, hence a contradiction.
At this point, it is interesting to notice that even if ε is allowed to vary and becomes a sequence ε i such that i ε i = ∞ (in order to be sure that [0, T ] is covered), then we get
This failure in our apprehension of (1) motivated the study of a particular case of Volterra equations (see our companion paper [7] ) for which some modifications of the δ-formalism enable to get rid (in some way) of the past-dependent term in (2).
Appendix
We gather in this section some regularity results for the functions and controlled processes we handle in throughout the paper.
Proof of Lemma 3.7 . To obtain (15), pick u < v and observe that
which gives the result.
In order to establish (16) , let us introduce the operator R defined for any ϕ ∈ C 
Then of course Rϕ
where r has to be interpreted as a remainder, whose exact expression is given by: We will now bound the two terms in expression (54). 
