A new method for predicting protein-coding regions in microbial genomic DNA sequences is presented. It uses an ab initio iterative Markov modeling procedure to automatically perform the partition of genomic sequences into three subsets shown to correspond to coding, coding on the opposite strand, and noncoding segments. In contrast to current methods, such as GENEMARK 
The complete genome sequencing of Haemophilus influenzae (1) initiated a tremendous interest in bacterial genomics. At the end of 1997, 11 complete bacterial genomes had been published (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) . In the meantime, the first eukaryote genome had also been completed (12) , allowing global genomic studies between five major phylogenetic lineages (13) . Venter's group developed the now-popular direct shotgun approach (1) for the complete sequencing of megabase-sized genomes. An essential feature of this strategy is that no prior knowledge of the genome is required. As a consequence, most of the numerous genomes (more than 40) targeted for sequencing in the near future (see The Institute for Genomic Research microbial database at: http:͞͞www.tigr.org͞tdb͞mdb͞mdb.html) correspond to relatively uncharacterized microorganism species. In particular, the public databases do not contain any proteincoding gene sequences for most of these organisms.
In contrast, all current computer methods for locating genes require some prior knowledge of the sequence statistical properties (such as codon usage, positional preference, etc., see review in ref. 14) that have to be estimated from previously identified protein-coding genes of the microorganism. For instance, GENEMARK (15, 16) , the most popular program today, requires a sizable training set for estimating the numerous parameters of a nonhomogeneous seven-state Markov model of up to order 4. Although a general method derived from basic principles would have obvious advantages, training set-based methods presently dominate the field of gene identification (17) . Those methods are inherently conservative. Once trained and optimized on a set of "typical" genes, these programs tend to be successful at only detecting more of the same. Furthermore, training set-dependent programs may also perpetuate biases unknowingly introduced in the original data set. The main goal of complete genome sequencing, i.e., an exhaustive gene annotation eventually leading to the discovery of surprising and atypical features, thus is not well served by this type of approach. In addition, the fundamental interest in trying to decipher the genomic information in an objective way is also to identify the truly universal and biologically significant signals, transcending the peculiarities of any given organism. For the same reason, it is desirable to avoid the use of too many adjustable parameters and empirical thresholds, a weakness of current gene-recognition programs.
Typical bacterial genes correspond to ORFs spanning an average of 950 nt. Because ORFs longer than 300 nt are very unlikely to occur by chance (18) , most coding regions can be located within an assembled genomic sequence by simply sieving on ORF size. However, there is an increasing demand for a new method capable of identifying most coding regions in the context of inexpensive genome survey projects [1-to 2-fold redundancy shotgun sequencing (19) ]. The challenge then becomes to analyze sequence data distributed between a multitude of small islands of one or two individual gel readings with a typical 1-2% error rate.
The original method presented here predicts coding regions without learning species-specific features from an arbitrary training set. Its accuracy is comparable to the popular program GENEMARK (15) . In addition, our method can work on totally unassembled sequence data and tolerate a simulated error rate of 1-2%. Finally, the method involves only two parameters (a window size, w, and a Markov chain order, k), the optimal values of which are fixed once and do not depend on the bacterial genome being analyzed. The method has been successfully tested on 10 complete genomes, including species from the four major phylogenetic lineages (Gram-negative, Gram-positive, cyanobacteria, archebacteria). Given the differences (in size, composition, GϩC content, etc.) in the properties of those genomes, it is likely that the method will work equally well on any of the bacteria to be studied in the future.
METHODS
Homogeneous Markov Modeling. The procedure starts from an initial data set consisting of all the genomic sequences available for a given organism. It could be a complete and fully assembled sequence, a number of large contigs, or the many disjoined sequence fragments resulting from a low-redundancy shotgun sequencing project. The driving principle of our algorithm is to regroup similar sequences into the same categories. However, unlike most clustering͞partition procedures used in sequence analysis, our approach does not involve pairwise comparisons. Instead, the sequences will be distributed between N classes on the basis of their best match to N homogeneous Markov models. Markov chains often have been used to model DNA sequences (see, for instance, refs. [20] [21] [22] [23] . Given a word of length k (the order of the Markov chain), a Markov transition matrix consists of all the probabilities for any of the possible k words (4 k of them) to be followed by one of nucleotides A, C, G, or T. The probability for a specific DNA sequence W of length L to be emitted by a given Markov transition matrix M is given by:
where s i is the word of length k starting at position i in the sequence W, and n i is the nucleotide occurring at position i. Markov models traditionally are used in sequence analysis for the purpose of mapping distinct (nonoverlapping), functional domains (coding͞noncoding regions, promoters, etc.). In this context, several Markov transition matrices are used, one for each of the domains to be recognized. Among N competing Markov models, the problem is now to determine which one is the most likely to have emitted a given input sequence. This is done by inverting Eq. 1 using Bayes' theorem:
where P(M j ) is the probability of the matrix M j to correspond to any sequence before input. In the following, the N classes have been taken as a priori equiprobable; that is, P(M j ) ϭ 1͞N.
We can now use Eq. 2 to classify (or partition) any new input sequence into the best matching of the N functional categories.
For the specific purpose of identifying protein-coding regions in bacterial genomic sequences, a natural number of nonoverlapping classes is n ϭ 3, corresponding to sequence regions (i) coding on the direct strand, (ii) coding on the complementary strand (reverse coding), and (iii) noncoding sequences. Three distinct, homogeneous Markov models then will be used (i.e., n ϭ 3 in Eq. 2) for which we now have to build three transition matrices. It is usually at this stage that the notion of ''training sets'' would come into play. Classically, sequences previously known to belong to one of the three classes would be collected in three training subsets, and the three Markov transition matrices would be computed from their respective, hopefully different, statistical properties. Here, we want to show that an alternative procedure is possible, leading to a fully objective way of analyzing bacterial genomes in the absence of any prior functional (or database similarity) information. To avoid the use of training sets, the task of annotating the sequence will be treated as a more abstract, optimal partition problem. A concept of ''similarity'' between objects is required to regroup them into different classes. Here, two sequence segments will be considered ''similar'' (denoted ''Ϸ'') and as belonging to the same j class, if they are best recognized (on average, over a minimal window length w) by the same transition matrix M j :
The Markov model M j of the j class then will be computed from the statistical features of the subset of j-type sequences. Indeed, this definition is self-referential and, at first, does not alleviate the need for three training sequence subsets corresponding to the j (j ϭ 1, 2, 3) classes. However, we used a simple iterative procedure to overcome this problem. The whole data set of genomic sequence (assembled or not) first was randomly cut into nonoverlapping pieces w nucleotides in length (with w Х 100, see below). These pieces then are randomly distributed between three distinct subsets, from which three initial Markov transition matrices are built. The genomic sequence data then are scanned by using a sliding window of w nucleotides. Within each window, the most likely emitter (M 1 , M 2 , or M 3 ) was determined according to Eq. 2. The window is then shifted over five positions, and the process is repeated. A decision about the classification of the current sequence segment occurs when two successive windows cease to be associated with the same M j transition matrix. If the same M j has been called for n (or more) successive windows (such as 5n Ն w), the largest, locally j-consistent segment (from the middle point of the first window to the middle point of the last consistent one) is collected into the j data set. Otherwise, the current sequence segment remains unclassified. Requiring the same Markov transition matrix to be the best match over the entire window length alleviates the need for an arbitrary probability threshold. After completion of the analysis of the whole genomic sequence data, three new Markov transition matrices are built from each of the three data sets, and the procedure is reiterated. Convergence is reached when the size (and content) of each of the j data sets does not vary significantly (Ͻ0.5%) from one iteration to the next.
This simple algorithm exhibited two essential features. First, convergence was obtained quite rapidly, usually after 50 iterations or less (Fig. 1) . Second, from any initial random partitioning of the data, the procedure kept converging to the same Markov transition matrices and j data set content. This suggested that the three classes defined by the algorithms could have a functional interpretation. To proceed from the abstract three-way partition performed by the iterative algorithm to the practical assignment of the three classes as ''coding,'' ''reverse coding,'' or ''noncoding'' requires a supplementary step establishing the correct functional correspondence. A possible approach might consist of searching for similarities between known protein sequences and the content of the three data sets. The data set corresponding to the noncoding sequences should exhibit the fewest protein similarities, whereas the orientation of the matches from the two other data sets will indicate which one corresponds to the coding (direct strand matches) or reverse-coding (opposite strand matches) regions. The next section describes a better approach, in which the functional assignment of the three classes of sequences is performed without using prior information and is combined with a significant refinement of the original partition.
Inhomogeneous Markov Model Refinement. The functional attributes (coding, reverse coding, and noncoding) are determined as follows. For each of the three data sets obtained after convergence of the homogeneous Markov modeling, the fraction of sequences totally open in reading frames 1, 2, 3, and Ϫ1, Ϫ2, Ϫ3 is computed. The data set for which the fraction of totally open sequences on the direct (respectively opposite) strand is maximal then is equated to the ''coding'' (respectively ''reverse coding'') class. The remaining data set is equated to the noncoding class. The assignment of functional classes thus is done objectively, without using protein similarity. The only information needed at this point is the proper genetic code to apply.
Once the coding, reverse coding, and noncoding sequence subsets are identified, they can be optimized according to a theoretical framework well established by Borodovsky and McIninch (15) and implemented in the popular GENEMARK program (15, 16) . Briefly, seven Markov transition matrices are built, three for capturing the phase-dependent (in frame, in frame ϩ1, in frame ϩ2) statistical regularities of coding regions, three for capturing the phase-dependent statistical regularities of reverse coding (also referred to as ''shadow'') regions, and one for modeling noncoding regions. The construction of these matrices from sets of examples has been described previously in detail (15, 16) . It is referred to as ''inhomogeneous Markov modeling,'' to emphasize that different transition matrices M 1 , M 2 , and M 3 (or M Ϫ1 , M Ϫ2 , or M Ϫ3 ) have to be used in a proper phase-dependent context to properly model the coding and reverse-coding regions.
The iterative procedure that we described above using three homogeneous Markov transitions matrices can now be extended as follows. From the data sets assigned to the coding and reverse-coding classes we extracted the sequences containing a single totally opened ORF. Alternatively, the presence of statistically significant ORFs (i.e., Ͼ300 nt) can be used. These unambiguous ORFs then were Genetics: Audic and Claverie Proc. Natl. Acad. Sci. USA 95 (1998) 10027 used to compute the starting set of transition matrices M 1 , M 2 , and M 3 . Matrices M Ϫ1 , M Ϫ2 , and M Ϫ3 were computed similarly from unambiguous ORFs from the reverse-coding class. The noncoding transition matrix M 7 was computed from all sequences of the noncoding class. These seven matrices were then used to reanalyze the original genomic data, using a window of w nucleotides, according to the inhomogeneous (i.e., phase-dependent) Markov model procedure. The analysis was repeated after sliding the window over six positions. For a sequence segment to be classified in the j class (M j being the most likely emitter, starting at position 1), we required the M j Markov model to be consistently verified over n (or more) successive windows (now chosen such as 6n Ն w, for an easy implementation of the phase-dependent Markov analysis). The locally j-consistent segment then is collected into the j data set (e.g., coding region in phase j, or noncoding region). As before, segments failing the consistency test were left unclassified. The analysis of the input sequence then resumed with a new analysis window shifted over six positions. Upon completion of the genomic data scan, the data sets corresponding to the three coding classes are used to compute the next set of M 1 , M 2 , and M 3 transition matrices. The data sets corresponding to the three reverse-coding classes are used similarly to compute the M Ϫ1 , M Ϫ2 , and M Ϫ3 matrices. The noncoding transition matrix also is actualized. As before, the iteration is finally ended when the content of the seven data sets becomes stable. Again, the convergence was fast (less than 50 iterations) for the 10 bacterial genomes tested (Table 2) .
RESULTS
The Three-Class Homogeneous Markov Partition Identifies Protein-Coding Regions. Table 1 summarizes the result of the partition of the H. pylori (Gram-negative eubacteria, 1.67 Mb) and M. jannaschii (anaerobic archebacteria, 1.67 Mb) genome sequences using the ab initio homogeneous Markov modeling (k ϭ 5, w ϭ 100) without further refinement. Upon convergence, 82% and 84% of the total nucleotides of H. pylori and M. jannaschii are respectively distributed between three data sets (DB1, DB2, DB3) corresponding to the sequence segments with a consistent best match to the three Markov transition matrices built by the procedure. The association between a data set and a coding status is a priori unknown and varies from one experiment to the next. The correlation between the abstract partition in three classes and the coding, reverse coding, and noncoding functional classes was computed by reference to GenBank (24) annotations. In Table 1 , the iteration for H. pylori mostly collected coding segments (95%) in the DB1 data sets and reverse-coding segments (94%) in DB3. For M. jannaschii, the iteration shown collected coding segments (93%) in DB3 and reverse-coding segments (93%) in DB1. The cross-contamination between coding regions in opposite orientation is very small. Starting from an initial window size of 100 nt, the final average lengths of the segments of the coding͞reverse-coding classes are 328͞330 for H. pylori and 410͞516 for M. jannaschii. For both organisms, the third and smallest data set, DB2, collected a mixture of noncoding (i.e., unannotated), coding, and reverse-coding segments. Thus, the correspondence between this third data set and the noncoding class is weaker. Noncoding regions consist of regulatory sequences mixed with true intergenic regions and might be less statistically homogeneous. The results shown in Table 1 are typical of all microbial genomes we analyzed so far.
Inf luence of the Window Size and Markov Chain Order on the Initial Sequence Partition. Our procedure for the spontaneous partition of the data set in coding, reverse-coding, and noncoding sequences involves two parameters: the analysis window size w, and the order (k in Eq. 1) of the three Markov models to be built. Fig. 1 A shows the H. pylori convergence behavior for k ϭ 3, k ϭ 4, and k ϭ 5. More coding nucleotides are classified successfully as k increases. The convergence is satisfactory for k Ն 4, with k ϭ 5 resulting in a faster, more symmetrical, and more accurate partition. Markov models of order 5 are built from the frequencies of hexamers. The power of hexamer statistics to discriminate between coding and noncoding regions has been recognized previously (14, 25) and is confirmed here. Larger (k Ն 6) Markov model orders do not result in significant improvement and may even cause convergence problems by lack of sufficient data to populate all transition matrix elements. The value k ϭ 5 was then retained throughout this work. Another important parameter is the size w of the analysis window over which a consistent best match to one of the Markov models, M j , is required for classification in the j class. Fig. 1B shows the H. pylori convergence behavior for w ϭ 50, 100, and 200. A window of 100 allows more coding nucleotides to be classified successfully than a window of 50. However, using a window of 200 produced an uneven recognition between the coding and reverse-coding regions (this pathological behavior originates from the over-͞underpredic-tion of a class and also is encountered when using nonoptimal Markov orders). A window size of 100 nt thus was retained throughout this work.
Inf luence of Sequencing Errors. The iterative homogeneous Markov modeling leads to an accurate detection of the protein-coding regions without explicitly involving the concept of an ORF. It is thus suitable for the automated annotation of sequence data in the context of a genome survey, where each position is determined only once or twice on average (19) , precluding contigs much larger than individual runs (400-500 nt) to be assembled. However, our method will be practical only if it can handle the typical sequencing error rate associated with this approach. Fig. 1C compares the H. pylori convergence behavior of the method in the presence of 0, 1, 2, and 5% simulated sequence errors (point mutations, insertions, and deletions each amounting for a third of the total rate). The method is clearly able to handle a realistic 2% error rate without degradation in performances, whereas a rate of 5% induces the asymmetrical recognition pattern, indicative of a failure of the procedure as already seen for other nonoptimal parameter choices ( Fig. 1 A and B) .
Inf luence of the G؉C Composition. Because it relies on the existence of distinct hexamer vocabularies between coding and noncoding regions, the success of our iterative homogeneous Markov modeling procedure might be expected to depend on some statistical characteristics, such as the GϩC composition. Fig. 1D shows the average specificity (predicted͞annotated as coding) achieved by our method for each of the 10 available microbial genomes. A specificity above 90% is achieved for largely different (32-51%) GϩC genome contents. There also is no obvious correlation between the size of the genome (or its gene density) and the accuracy of the coding region prediction. The mycoplasma genomes are atypical, because they exhibit a marked difference (92 vs. 76%) in the recognition of coding regions in opposite orientations. These results suggest a strand asymmetry that is already visible in the number of coding nucleotides annotated in the database: a strand difference of 30 and 20% for M. pneumoniae and M. genitalium, respectively. These variations probably are not a result of annotation errors because the numbers of putative ORFs are also different: 274 vs. 204 and 203 vs. 152 for ORFs spanning more than 600 nt in M. pneumoniae or M. genitalium, respectively. Thus, we interpret our results as suggesting that a significant fraction of the genes encoded on the low-coding density strand have a distinct statistical make-up that is less easily captured by homogeneous Markov models (albeit no significant difference was found in codon usage). Fortunately, the problem is corrected by the inhomogeneous Markov refinement (Table 2) .
Performances After Inhomogeneous Markov Modeling. Table 2 summarizes the results obtained on 10 bacterial genomes with the ab initio partition procedure used to seed the inhomogeneous Markov model refinement described in Methods. The improvement over the simpler iterative homogeneous Markov procedure is 2-fold. First, a larger fraction of the genomic sequence data is classified (from 84 to 89% for M. jannaschii, and from 82 to 93% for H. pylori). Second, the prediction specificity also is increased (from 93 to 95% for M. jannaschii, and from 94 to 96% for H. pylori). The best specificity (98%) is found for Escherichia coli, probably the most reliably annotated genome. The discrepancies between the coding and reverse-coding regions previously noted for the mycoplasma genomes (Fig. 1D ) also are largely attenuated. assumes that all coding nucleotides are annotated correctly in the database. Some ORFs, for instance, might extend 5Ј to the actual translation initiator codon. Interestingly, the agreement between our predictions and the E. coli genome annotations improved with time: between January 16, 1997 and September 12, 1997, we gained 1% of the nucleotides predicted as ''coding'' or ''noncoding.'' Finally, we noticed that most of the coding regions remaining undetected by our method are from genes with a low codon usage bias [class III genes (27) ]. Fortunately, those genes represent a small proportion of the E. coli genome (about 10%).
Preliminary Results with Less Compact Genomes. The method presented here is primarily intended for the analysis of new bacterial genomes. Its extension to the analysis of less compact genomes is being studied. We verified, for instance, that the homogeneous iterative Markov modeling converged when applied to the yeast genomic sequence. Our ab initio procedure recognizes coding regions with a specificity of about 80% and a sensitivity of about 68%. Those rates are clearly lower estimates given that GenBank annotations for the yeast genome are far from being complete and accurate. The three-class homogeneous Markov modeling also converged when applied to human genomic sequences, albeit with quite different results. In this case, two of the three self-defined classes collected the most frequent repeats: Alu and Line-1 sequences. The recognition of genes in complex genomes thus might be possible after adapting the iterative procedure for the presence of repeats that could be masked out in successive steps. Alternatively, a larger number of classes could be imposed on the iterative Markov modeling procedure. The curious convergence properties of this algorithm need to be studied in more detail. For instance, what happens when the number of classes does not correspond to a ''natural'' partition scheme for the input data? For bacterial sequences, the use of only two classes (instead of three) significantly decreases the specificity of the recognition process although coding͞reverse coding categories still dominate the final partition. On the other hand, imposing four classes may result in two scenarios: one of the dominant classes (coding or reverse coding) becomes distributed between two data sets of roughly equal sizes, or, alternatively, one of the data sets eventually shrinks to a small number of nucleotides.
The iterative partition procedure presented here is unlike other ab initio genome analysis methods proposed so far (3, 28, 29) . However, it is reminiscent of the Gibbs sampling approach (30) in the sense that it combines a mathematical model of the data with a randomized optimization procedure. The algorithm selects sequence segments according to their conditional probabilities, then uses the resulting partition to update those probabilities. In our case, the convergence is driven by the maximization of the number of sequence segments locally consistent with N coevolving Markov models. The fast and accurate convergence observed with bacterial genome sequences when using Markov models of order 5 confirms that the hexamer͞dicodon bias (14, 25) is the essential characteristic exhibited by protein-coding regions.
