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Die Generalized Estimating Equations: 
Herleitung und Anwendung 
Andreas Ziegler, Christian Kastner, Ulrike Grömping, Maria Blettner 
Zusammenfassung 
Die Generalized Estimating Equations (GEE), die von LIANG and ZEGER (1986) 
vorgeschlagen wurden, fanden in den vergangenen Jahren große Beachtung und wurden 
ständig erweitert und verallgemeinert. Dieser Artikel möchte eine intuitive Entwicklung 
der GEE geben, wie sie in den letzten Jahren vollzogen wurde. Darüber hinaus werden 
Vorzüge und Nachteile der verschiedenen Parametrisierungen diskutiert. Dies wird an zwei 
Beispielen demonstriert. Auf die dabei verwendeJe Software wird ebenfalls verwiesen. 
1. Einführung 
In vielen biometrischen, epidemiologischen, sozialpolitischen und ökonomischen Frage-
stellungen sind die klassischen Annahmen der Statistik, das sind insbesondere Unabhän-
gigkeit und Normalverteilung, nicht erfüllt. Letzteres ist z. B. dann der Fall, wenn 
Zähldaten (Anzahl epileptischer Anfälle) oder binäre Daten (Person ist erkrankt: ja, 
nein) vorliegen. 
Die Unabhängigkeit ist z. B. dann verletzt, wenn mehrere Messungen an einem Patienten 
vorgenommen wurden oder ein Patient mehrfach behandelt wurde bzw. die Behandlung 
aus mehreren Zyklen bestand. Sie ist auch dann verletzt, wenn gepaarte Daten erhoben 
werden, z. B. am linken und rechten Arm, an beiden Augen, usw. Eine Vernachlässigung 
des Zusammenhanges zwischen den gemessenen Merkmalen kann in diesen Situationen_ 
allerdings zu falschen Schlüssen führen: In der Regel wird die Genauigkeit überschätzt, 
so daß falsche Signifikanzen beobachtet werden. 
Aus diesem Grund wurden schon sehr früh Modelle zur Analyse nicht-metrischer, aber 
korrelierter Daten entwickelt (s. z. B. SPEARMAN, 1904, oder YULE, 1912). Allerdings 
waren die Modelle noch so beschränkt und die technischen Möglichkeiten s6 begrenzt, 
daß eine Behandlung relevanter Fragestellungen nicht möglich war. 
Daher ist die Entwicklung rechenintensiver statistischer Methoden wie der verallge-
meinerten linearen Modelle (NELDER und WEDDERBURN, 1972) oder der hier betrachteten 
Generalized Estimating Equations im Zusammenhang mit der Entwicklung der Com-
putertechnik zu sehen. Auch aus diesem Grund wurde in den letzten Jahren der Analyse 
korrelierter Beobachtungen zunehmend größere Beachtung geschenkt. 
Eine mögliche Struktur für korrelierte Beobachtungen sind Cluster. Hierbei nimmt man 
an, daß zwischen den Beobachtungen eines Clusters eine Verbindung besteht, während 
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Beobachtungen verschiedener Cluster als unabhängig angesehen werden. Derartige 
Blockstrukturen sind in der Regel durch das Design der Daten gegeben. Beispiele hierfür 
sind 
Longitudinal- oder Panel daten. 
- Familienstudien. 
- Studien mit räumlicher Blockbildung. 
Die Blöcke müssen nicht notwendigerweise in sich homogen sein: Es ist möglich, daß 
innerhalb eines solchen Blocks weitere Unterblöcke vorliegen. Ein Beispiel für derartige 
(hierarchische) Verschachtelungen stellen Familienstudien dar. Hier ergeben sich die 
Unterblöcke aus den unterschiedlichen Beziehungen zwischen den Elternteilen, zwischen 
Eltern und Kindern sowie den Kindern untereinander. 
Meist steht in den genannten Fällen die Frage im Vordergrund, welchen Einfluß die 
Variablen auf eine festgelegte Zielgröße, den Response, haben. Ist dieser Response stetig 
und approximativ normalverteilt, so gibt es eine Vielzahl theoretischer Arbeiten (s. 
z. B. WARE, 1985). Der weitaus häufigere Fall binärer oder allgemein kategorialer ab-
hängiger Variablen wurde jedoch erst in den letzten Jahren untersucht. Ausgangspunkt 
sind die generalisierten linearen Modelle (GLM; NELDER und WEDDERBURN, 1972), die 
eine Verallgemeinerung des Regressionsmodells zur Behandlung von stetigem und 
diskretem Response darstellen. Zur Modellierung wird die Linkfunktion verwendet. 
Eine mögliche Abhängigkeitsstruktur im Response wird bei den GLM jedoch nicht 
berücksichtigt. Marginale Modelle, konditionale Modelle und Zufallseffektsmodelle 
stellen die Erweiterung der GLM für korrelierte Daten dar. 
Beim marginalen Modell steht der marginale Erwartungswert des Response gegeben die 
Kovariablen im Vordergrund. Die Korrelation - allgemeiner Assoziation - wird 
separat modelliert und meistens als nuisance Parameter betrachtet. Ziel marginaler 
Modelle ist, es die Kovariableneffekte der Population auf den Response zu schätzen. 
Die Berücksichtigung der Assoziation macht sich in erster Linie bei der Berechnung des 
robusten Schätzers für die Varianz des Parametervektors bemerkbar. Erstmals eingeführt 
wurden die marginalen Modelle durch LIANG et al. (1985) sowie LIANG und ZEGER 
(1986). Dort findet man auch eine ausführliche Definition dieses Ansatzes. 
Bei konditionalen und Zufallseffektsmodellen wird im Gegensatz zu marginalen Mo-
dellen die Assoziationsstruktur gleichzeitig mit der Regression modelliert. Konditionale 
Modelle berücksichtigen außer den Kovariablen auch die restlichen Responsewerte im 
Cluster. 
Die Wahl des Modells hängt sowohl von der gegebenen Datenstruktur als auch von 
der Fragestellung ab, da sich die Interpretation der Parameter wesentlich voneinander 
unterscheidet. Eine ausführliche Diskussion findet man z. B. in VACH et al. (1994), 
LIANG et al. (1992) oder ZIEGLER (1994b). 
Zur Schätzung der Parameter in marginalen Modellen wurden in den letzten Jahren 
verschiedene Verfahren entwickelt. In dieser Arbeit wird versucht, die Entwicklung des 
Ansatzes von Liang und Zeger und seiner Erweiterungen intuitiv zugänglich darzustellen 
und verschiedene Anwendungsmöglichkeiten aufzuzeigen. Diese werden an zwei Bei-
spielen demonstriert. Die verfügbare Software wird diskutiert. Die mathematische 
Theorie, die zur Beweisführung benötigt wird, steht eher im Hintergrund dieser Arbeit. 
In Abschnitt 2 werden zunächst einige Beispiele aus der Literatur gegeben, die die 
Problemstellung verdeutlichen und die verschiedenen Anwendungssituationen für die 
GEE aufzeigen. Die Beispiele unterscheiden sich hinsichtlich der Blockstrukturen und 
der Zielvariablen. 
In Abschnitt 3 werden Blockstrukturen formalisiert. Hier wird die Abhängigkeitsstruktur 
als nuisance Parameter aufgefaßt. Ziel ist vielmehr, die Modellierung des Erwartungs-
werts der Zielvariablen in Abhängigkeit von erklärenden Variablen. Bekannte Modelle 
für diese Fragestellungen sind das GLM sowie das lineare Modell mit geschätzter 
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Kovarianzmatrix (feasible generalized least squares, feasible Aitken estimator; s. 
GREENE, 1993). Das GLM hat den Nachteil, daß die Abhängigkeit innerhalb eines 
Clusters nicht berücksichtigt wird, das lineare Modell hat eine eingeschränkte Struktur, 
da z. B. eine funktionale Abhängigkeit der Varianz vom Erwartungswert nicht vor-
gesehen ist. Die Generalized Estimating Equations (GEE) von LIANG und ZEGER 
(1986) können als Synthese dieser beiden unzureichenden Modelle motiviert werden. 
Wie beim GLM erhält man auch bei den GEEI grundsätzlich nur asymptotische 
Aussagen, d. h. bei einer großen Anzahl von Clustern. 
Die Schätzung der relevanten Parameter kann unter Verwendung der (Pseudo-)Maxi-
mum-Likelihood (ML) Methode erfolgen, so daß die Hauptaufgabe darin besteht, 
Schätzgleichungen (Scoregleichungen, Normalgleichungen) zu lösen (Ziegler, 1994b). 
Der Preis, den man für die Aufgabe der Linearität zu zahlen hat, besteht wie beim GLM 
darin, daß Lösungen der Schätzgleichungen im allgemeinen nur iterativ und nicht 
analytisch bestimmt werden können. 
Ist man nicht nur an der korrekten Schätzung der Mittelwertstruktur, sondern auch an 
den Korrelationen innerhalb eines Clusters interessiert, so geht man zu den G EE2 über. 
Diese werden in Abschnitt 5 behandelt. 
In Abschnitt 6 werden zwei Beispiele zu den Anwendungsmöglichkeiten der GEE 
vorgestell t. 
In Abschnitt 7 werden die verschiedenen GEE-Ansätze diskutiert, Hinweise auf derzeit 
existierende Software und einige Empfehlungen für die praktische Anwendung ge-
geben. 
2. Einführende Beispiele 
Beispiel 1: Streß der Mutter - Krankheit der Kinder 
Der erste im Zusammenhang mit den GEE analysierte Datensatz untersucht den Einfluß 
des Stresses der Mutter auf die Anfälligkeit für Krankheiten der Kinder (ZEGER et al. , 
1985 ; ZEGER und LIANG, 1986). Untersucht wurden Mütter mit Kindern im Alter von 
18 Monaten bis 5 Jahren. Dabei gaben die Mütter an 28 aufeinanderfolgenden Tagen 
an, ob sie gestreßt waren oder nicht. 167 Mütter nahmen an dieser Studie teil. In einem 
zuvor durchgeführten Interview wurden sie nach weiteren Faktoren befragt, wie 
Familienstand, dem allgemeinen Gesundheitszustand des Kindes, der ethnischen Gruppe 
und ihrem Erwerbstätigkeitsstatus. 
Untersucht werden sollte, welche Variablen einen signifikanten Einfluß auf den aktuellen 
Gesundheitszustand des Kindes ausüben. Dabei wird die abhängige Variable binär 
gemessen: Yit = 1, falls das Kind i am Tag t erkrankt ist, 0 sonst. Die Korrelation, 
die hier durch wiederholte Messungen an aufeinanderfolgenden Tagen an denselben 
Personen entsteht, ist nur von sekundärem Interesse. 
Beispiel 2: Klinische Studie 
In diesem Beispiel wird die Wirksamkeit eines Antiepileptikums bei Epileptikern 
betrachtet. Die Daten wurden schon wiederholt in der Literatur betrachtet (THALL und 
VAIL, 1990; BRESLOW und CLAYTON, 1993; DIGGLE et al., 1994). Für jeden Patienten 
wurde zunächst die Anzahl der epileptischen Anfälle innerhalb von 8 Wochen gezählt, 
bevor die kontrollierte Phase des klinischen Versuchs begann. Danach wurden die 
Patienten zufällig in zwei Behandlungsgruppen aufgeteilt. Zusätzlich zur üblicherweise 
durchgeführten Chemotherapie, erhielten Patienten der ersten Gruppe ein antiepi-
leptisches Medikament, die der zweiten Gruppe Placebo. 
Zielvariable ist die Anzahl der epileptischen Anfälle in vier aufeinanderfolgenden 
Zwei-Wochen-Intervallen. Zusätzliche erklärende Variablen wie das Alter der Patienten 
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wurden in den Datensatz mit aufgenommen. Die Abhängigkeit, die hier durch eine 
Panelstruktur entsteht, ist von sekundärem Interesse. 
Beispiel 3: Fall-Kontrollstudie 
In diesem Beispiel wurde der Fall-Kontrollansatz zur Untersuchung von Familien 
hinsichtlich der chronischen obstruktiven Lungenkrankheit (chronic obstructive pulmo-
nary disease, COPD) gewählt (COHEN, 1980). Die abhängige Variable besteht aus einer 
binären Variable: Gemessen wird nur eine binäre Zielgröße, nämlich ob eine Versuchs-
person eine eingeschränkte Lungenfunktion hat oder nicht. Ziel ist es, zu bestimmen, 
ob ein signifikanter Zusammenhang zwischen der Erkrankung von Kindern und Eltern 
existiert. Dieser Zusammenhang könnte auf eine genetische Komponente dieser Erkran-
kung hinweisen. 
Während in den ersten beiden Beispielen die Mittelwertstruktur von primärem Interesse 
ist, steht in Beispiel drei die Assoziation zwischen den Familienmitgliedern im Vorder-
grund. Im zweiten Beispiel muß das Modell die starke Abhängigkeit der Anzahl der 
Anfälle in dem Beobachtungszeitraum von denen des Basiszeitraums sowie die Korrela-
tion zwischen der Anzahl der Anfälle in den vier Beobachtungszeiträumen berück-
sichtigen. Im letzten Beispiel müssen Indikatoren, die den speziellen Haushalt und 
Persönlichkeitsmerkmale beschreiben, neben der Assoziation in die Analyse mit ein-
bezogen werden, um die interessierende Assoziation von den einflußreichen Kovariablen 
zu trennen und Scheinassoziationen zu vermeiden. 
Man beachte, daß in den ersten beiden Beispielen die Korrelation zur Schätzung der 
Mittelwertstruktur nicht vernachlässigt werden darf. Im zweiten diskutierten Beispiel 
müssen potentielle Kovariablen der Mittelwertstruktur zur Schätzung der Assoziations-
struktur berücksichtigt werden. 
3. Die Generalized Estimating Equations (GEE1) und ihre Wurzeln 
Zunächst soll die Datenstruktur der Beispiele formalisiert werden. Gegeben seien n 
Cluster i = 1, . .. , n, wobei für den iten Cluster T Beobachtungen Yit vorliegen. Zu jedem 
Yit werden relevante Einflußvariablen Xit erhoben, wobei das erste Element von Xit eine 
1 zur Einbeziehung einer Konstanten enthält. Die Daten werden in einem Vektor Yi 
sowie in einer Matrix Xi = (X;l ' . .. , X;T)' zusammengefaßt. Dieser Ansatz läßt sich sehr 
einfach auf ungleiche Clustergrößen T; erweitern. 
In diesem Abschnitt steht die ModelIierung der Mittelwertstruktur der Yit in Abhängig-
keit von Xit im Vordergrund. Benötigt wird ein Verfahren, das die Assoziation zwischen 
den T Beobachtungen eines Clusters i angemessen berücksichtigt. Im linearen Modell 
ist eine solche Methode bekannt unter Begriffen wie Aitkenschätzer oder Feasible 
Generalized Least Squares (FGLS). Wir nehmen zunächst 
(1) 
an, wobei p ein unbekannter zu schätzender p xl Parametervektor ist. Weiter sei zunächst 
unterstellt, daß für den Vektor Yi die Kovarianzmatrix bekannt ist als 
<COV(Yi I X;) = Vi ' (2) 
Daraus ergibt sich für P der Aitkenschätzer durch 
/i = (X'V - lX) - l X'V - 1y = (tl X;V i- 1 Xir1 it1 X;V i- 1Yi ' (3) 
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wobei X und y durch Übereinanderstape1n der Xi Matrizen und Yi Vektoren entstehen 
und V die Blockdiagonalmatrix der Matrizen Vi ist. 
Dieser Schätzer beruht auf den Scoregleichungen (Normalgleichungen): 
1 
u(P) = - X'V-1(y -11) = 0, (4) 
n 
wobei l1i = X;P ist und 11 analog zu y aus l1i gebildet wird. 
Dieser Schätzer ist erwartungstreu, seine Kovarianzmatrix ist gegeben durch 
(5) 
Für diesen Schätzer gilt das Gauß-Markov-Theorem: Er ist ein optimaler Schätzer in 
dem Sinn, daß er unter allen linearen Schätzern die Kovarianzmatrix minimiert. Unter 
Normalverteilungsannahme ist /i finit normalverteilt, andernfalls nur asymptotisch für 
n ---> 00. 
Falls man (2) zur Schätzung verwendet hat, obwohl 
(6) 
gilt, so bleibt der Schätzer erwartungstreu. Allerdings ist (3) nicht mehr die korrekte 
Varianzmatrix des Schätzers /i. Entsprechend sind alle Schlüsse falsch, die auf der 
Kovarianzmatrix (3) beruhen. Statt dessen ist in diesem Fall die Kovarianzmatrix ge-
geben durch : 
V (/i) = (X' V - 1 X) - 1 (X' V - lU V - 1 X)(X' V - 1 X) - 1 . (7) 
U ist analog zu V die Diagonalmatrix der U i. Diesen Schätzer erhält man sehr 
einfach durch Nachrechnen unter Verwendung von /i = (X'V -lX)-l X'V - ly und 
<Cov(y I X) = U . 
Wieder ist /i unter Normalverteilungsannahme finit normalverteilt, andernfalls asympto-
tisch normal verteilt (n ---> 00). Allerdings ist nun die Kovarianzmatrix von /i nicht be-
kannt, da U i unbekannt ist. Sie kann aber (stark) konsistent geschätzt werden durch 
den sogenannten robusten oder Sandwich-Schätzer (vgl. WHITE, 1982). Zur Schätzung 
der Varianzmatrix wird U i ersetzt durch 
(8) 
Q entsteht dann wieder als Diagonalmatrix der Matrizen Qi' Man beachte, daß Qi allein 
kein Schätzer für U i ist. Schlüsse, die auf der geschätzten Kovarianzmatrix ((7) zusammen 
mit (8)) beruhen, sind wiederum nur asymptotisch gültig. 
Es ist auch möglich, statt unterstellter bekannter Kovarianzmatrizen Vi ein Modell für 
die Kovarianzmatrix Vi = VJIX) in Abhängigkeit von gewissen Parametern IX aufzustellen, 
z. B. eine Kovarianzstruktur gemäß eines AR(l)-Prozesses oder eine Kovarianzstruktur, 
die eine gleiche Korrelation zwischen allen Beobachtungen eines Clusters vorsieht. Dann 
kann man diese Parameter IX in einem ersten Schritt schätzen. In einem zweiten Schritt 
wird dann die Schätzung von /i unter Verwendung von VJ~) durchgeführt (FGLS; vgl. 
GREENE, 1993). Der Schätzer ist dabei nicht mehr erwartungstreu, sondern nur noch 
konsistent für p. Alle Aussagen gelten nur asymptotisch. In der ökonometrischen Lite-
ratur finden sich viele Untersuchungen zum Verhalten solcher Schätzer (s . z. B. GREENE, 
1993). 
Im linearen Modell haben wir nun die Abhängigkeit innerhalb eines Clusters be-
rücksichtigen können. Ein lineares Modell ist aber häufig nicht ausreichend, um Er-
wartungswert- und Varianzstruktur eines Problems angemessen zu modellieren. Für 
unkorrelierte Daten ist schon seit langem das GLM bekannt (NELDER und WEDDERBURN, 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 2/ 1996 
74 ZIEGLER et al., Die Generalized Estimating Equations 
1972), das eine größere Vielfalt zuläßt als das lineare Modell. Für den Erwartungswert 
wird dort 
t=1, ... ,T, i = 1, ... , n, (9) 
angenommen, wobei g eine hinreichend oft in Richtung ß differenzierbare Response-
funktion ist (g-l heißt Linkfunktion). Es gelte lE(Cit I Xit) = 0, so daß lE(Yit I Xit) = f.1it 
= g(x;tß)· 
Ein wesentlicher Aspekt des GLM ist die Abhängigkeit der Varianz vom Erwartungswert, 
d. h.: 
(10) 
Die Funktion h heißt Varianzfunktion. Sowohl die Link- als auch die Varianzfunktion 
der GLM werden durch eine Verteilungsannahme motiviert. So ist z. B. für Bernoulli-
verteiltes f.1it ~ B(1, f.1it) der Logitlink üblich, da er die sogenannte kanonische Link-
funktion für die Binomialverteilung darstellt 
X g-l(X) = __ . 
1 - x 
(11) 
In der Ökonometrie wird häufig der Probitlink gewählt, der sich aus Zufallsnutzen-
maximierungsmodellen herleiten läßt: 
(12) 
Hier ist tP die Verteilungsfunktion der Standardnormalverteilung. Für beide Linkfunk-
tionen ist die Varianzfunktion gegeben durch 
(13) 
Analog ist für Poisson-verteiltes Yit mit Parameter f.1it der Loglink die kanonische 
Linkfunktion. Die dazugehörige Varianzfunktion ist die Identität, d. h.: 
g- l(X) = In (x), (14) 
Das klassische lineare Regressionsmodell erhält man durch g - 1 = id. Hier ist die Varianz 
allerdings keine Funktion des Mittelwertes. 
Der Parametervektor ß eines GLM wird - zunächst einmal unter der Annahme 
unabhängiger Beobachtungen Yit, i = 1, ... , n, t = 1, . .. , T - üblicherweise mit der 
Maximum Likelihoodmethode (ML) geschätzt. Dabei werden unter Verwendung einer 
Verteilungsannahme, etwa der Binomial- oder Poissonverteilung, die Likelihoodglei-
chungen (Scoregleichungen) aufgestellt, die man i. a. durch Differentiation der Log-
likelihoodfunktion nach ß erhält. Die Score gleichungen haben die Form 
1 n 1 
u(ß) = - I D;Vi- 1 (Yi - Pi) = _ D'V - 1(y - p) = O. (15) 
n i = l n 
Dabei bezeichnet man mit D i = apJaß' die Diagonalmatrix der ersten Ableitungen und 
mit Vi die Diagonalmatrix der Varianzen Vi = diag (v it). Die durch (15) gegebenen 
Gleichungen werden als Unabhängigkeits gleichungen (lEE) bezeichnet. 
Gleichung (15) hat außer im Spezialfall des linearen Normalverteilungsmodells keine 
explizite Lösung. Der Schätzer fJ für ß wird iterativ bestimmt unter Verwendung von 
Verfahren wie Fisher's Scoring, Newton-Raphson, Quasi-Newton oder iterative ge-
wichtete kleinste Quadrate (vgl. DENNIS und SCHNABEL, 1983). Der Schätzer fJ hat außer 
im Spezialfall des linearen Normalverteilungsmodells nur asymptotische Güteeigen-
InFormatik, Biometrie und Epidemiologie in Medizin und Biologie 2/ 1996 
ZIEGLER et al., Die Generalized Estimating Equations 75 
schaften: Er ist konsistent, asymptotisch normalverteilt mit Kovarianzmatrix (fov(ß) 
= (D' V -1 D) - \ die stark konsistent durch 
(16) 
geschätzt wird. 
4. Generalized Estimating Equations zur Schätzung der Mittelwertstruktur 
Den bisherigen Betrachtungen zum GLM liegt die Annahme unabhängiger Beobachtun-
gen Yit zugrunde, die bei der vorliegenden Datenstruktur sicherlich unangemessen ist. 
Die Abhängigkeit wurde nur im linearen Modell berücksichtigt. 
Sind die Beobachtungen innerhalb eines Clusters i abhängig, so kann die wahre 
Varianzmatrix keine Diagonalmatrix sein. ZEGER et al. (1985) haben daher vorgeschlagen, 
anstelle von (16) den robusten Varianzschätzer von WHITE (1982) zu verwenden: 
W(ji) = (tyv -lD) - l (D'V - lQV - lD) (D'V - 1iJ) - 1 
= (f DiV i- 1 D i) - l (f D; V i- 1Qi V i- 1 Di) (f DiV i- 1 D i) -l 
i = l i =l i = l 
(17) 
Dabei ist Q die Blockdiagonalmatrix (keine Diagonalmatrix) der Qi = (Yi - flJ (Yi -
flJ. Hier wird fli über die Linkfunktion des GLM definiert. Man beachte, daß Qi kein 
konsistenter Schätzer für Qi ist. 
(17) ist im Gegensatz zu (16) ein konsistenter Schätzer für die Kovarianzmatrix (fov(ji), 
auch wenn die Beobachtungen innerhalb eines Clusters abhängig sind. Doch werden 
die Schätzungen nicht sehr effizient sein, da im Modell angenommen wird, daß die 
Varianzmatrix diagonal ist. 
4.1 Die Generalized Estimating Equations 
Der von LIANG und ZEGER (1986) und ZEGER und LIANG (1986) vorgeschlagene Ansatz 
ermöglicht eine Effizienzsteigerung der Schätzungen durch eine Synthese von GLM und 
FGLS: Man stellt zunächst das Modell für Erwartungswert und Varianz unter Ver-
wendung eines GLM auf. Die resultierende Schätzgleichung eines solchen GLM kann 
geschrieben werden als 
(18) 
wobei jetzt Vi nicht mehr notwendigerweise eine Diagonalmatrix ist, sondern eine 
Kovarianzmatrix, die der wahren Kovarianzmatrix Qi ähnlicher (näher) sein soll als die 
Diagonalmatrix. Ziel ist dabei zunächst nur eine effiziente Schätzung von p. Die 
Kovarianzmatrix selbst ist von sekundärem Interesse. LIANG und ZEGER (1986) haben 
zunächst die Korrelation zur Schätzung des Zusammenhangs von Yit und Yit' verwendet. 
Bezeichnet man mit Vi die möglicherweise falsch spezifizierte Kovarianzmatrix von Yi, 
gegeben Xi' so erhält man daraus die zugehörige Korrelationsmatrix R i durch 
(19) 
wobei A i- 1/ 2 , die inverse Wurzel der Diagonalmatrix der Varianzen Vit ist. 
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Hat man umgekehrt einen Schätzer Ri für Rb so ergibt sich daraus ein Schätzer für Vi 
durch 
(20) 
Schätzer für A {/2 ergeben sich durch die Wahl der Varianzfunktion. 
Ri soll eine positiv definite T x T Matrix sein, von der man glaubt, daß sie die wahre 
Abhängigkeitsstruktur angemessen modelliert. So könnte Ri = Ri(cx) als AR(I)-Matrix 
in Abhängigkeit von einem skalaren Korrelationsparameter gewählt werden. LIANG und 
ZEGER (1986) bezeichnen diese Korrelationsmatrix als Arbeitskorrelationsmatrizen, da 
zwar gefordert wird, daß sie der wahren Korrelationsmatrix möglichst nahe sein sollen, 
aber nicht davon ausgegangen wird, daß diese tatsächlich korrekt modelliert werden. 
Entspricht die Arbeitskorrelationsmatrix allerdings nicht der wahren Korrelations-
matrix, so ist eine Interpretation ihrer Schätzung fragwürdig, wie von CROWDER (1995) 
gezeigt wurde. 
Wählt man als Arbeitskorrelationsmatrix die Einheitsmatrix, so reduziert sich (20) wieder 
auf die Diagonalmatrix der Varianzen, und die resultierenden Schätzgleichungen sind 
die IEE (15). 
Unter Verwendung einer geschätzten Arbeitskorrelationsmatrix Ri und fixierten Diago-
nalmatrizen Ai hat das Schätzgleichungssystem der Generalized Estimating Equations 
(GEEI) die Form 
(21) 
Die Bezeichnung "Generalized" ist für den mathematisch bewanderten Leser etwas 
irreführend~och ist diese Bezeichnung gerechtfertigt, wenn man bedenkt, daß LIANG 
und ZEGER (1986) das Gleichungssystem (21) aus dem der GLM hergeleitet haben. Der 
Zusatz 1 zu GEE bedeutet, daß ausschließlich die Momente erster Ordnung, d. i. die 
Mittelwertstruktur, konsistent geschätzt werden. Man beachte, daß (21) Ähnlichkeiten 
mit dem FGLS Schätzer haben, bei dem in einem ersten Schritt die Varianzmatrix Vi 
und erst in einem zweiten Schritt der Parametervektor ß geschätzt wird. 
Wenn ß unter Verwendung von (21) geschätzt wird, so ist der Schätzer P unter milden 
Regularitätsbedingungen konsistent, sofern f1it = lE(Yit I Xit) = lE(Yit I X;) korrekt spezifi-
ziert ist. 
Bei Verwendung der Einheitsmatrix als Arbeitskorrelationsmatrix reicht es für die 
Konsistenz von p, daß f1it = lE(Yit I Xi,) korrekt modelliert ist. Es ist nicht erforderlich, 
daß lE(Yit I Xit) = lE(Yit I X;) gilt. 
Ist Vi korrekt spezifiziert, so daß Qi = Vi gilt, dann ist P sogar effizient (im Sinne von 
Rao-Cramer, s. RAO, 1973, bzw. im Sinne von NEWEY, 1990). 
Wichtig ist für praktische Anwendungen jedoch nicht nur die Konsistenz des Schätzers, 
sondern vor allen Dingen auch seine asymptotische Kovarianzmatrix. Es gilt, daß der 
GEEI Scnätzer asymptotisch normalverteilt ist und daß seine Kovarianzmatrix (stark) 
konsistent durch den robusten Schätzer (17) von WHITE (1982) geschätzt werden kann, 
wobei Vi aus (20) eingesetzt wird. 
4.2 Schätzung der Arbeitskorrelationsmatrix 
Nachdem die asymptotischen Eigenschaften geklärt sind, stellt sich die Frage, wie die 
Arbeitskorrelationsmatrix geschätzt werden kann. 
Da es zunächst nur um eine möglichst effiziente Schätzung der Mittelwertstruktur geht, 
reicht es, elementare Schätzer zu verwenden, die auf der Momentenmethode basieren. 
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Hat man keine konkreten Vorstellungen über eine spezielle Korrelationsstruktur, so läßt 
sich R i unter Verwendung der standardisierten Residuen 
schätzen: 
Yit - flit 
vftl 2 (22) 
(23) 
für t =!= t'. Dieser Schätzer ist instabil, da er auf einer einzelnen Beobachtung basiert. In 
vielen Anwendungen wird vereinfachend R i = R angenommen. Man beachte, daß trotz 
R i = R durch Ai =!= A j für i =!= j i. a. Vi =!= Vj sein wird. 
Ein natürlicher Schätzer der Elemente dieser Korrelationsmatrix R ist dann für t =!= t' 
gegeben durch 
1 n 
ftt' = [Rl tt , = - I eiteit" (24) 
n i=l 
Beispiele für spezielle Strukturen der Korrelationsmatrix R ergeben sich manchmal aus 
dem Datensatz, der Fragestellung oder dem Stichprobendesign. 
Betrachtet man z. B. Familienstrukturen, so ist häufig eine exchangeable correlation 
structure sinnvoll. In diesem Modell ist die Korrelation zwischen verschiedenen 
Familienmitgliedern gleich, d. h. für t =!= t' : 
(Corr(Yit' Yit') = a. (25) 
Unter Verwendung des Strukturparameters a läßt sich die exchangeable Korrelations-




a a a 
(26) 
1 
In diesem Beispiel wird explizit angenommen, daß die Korrelation zwischen den Eltern, 
den Elternteilen und den Kindern sowie den Kindern identisch ist. 
Ein natürlicher Schätzer & für a ist durch 
o; ___ lf 1 ,,~ 
LI. i..J 1...; ~ eiteft' 
n i=l T(T - 1)/2 t>t' t'= l (27) 
gegeben. 
In Längsschnittstudien ist eine AR(I) Struktur häufig sinnvoll: 
(28) 
Einen Schätzer für dieses Modell findet man z. B. in ZIEGLER (1994a). 
In beiden Beispielen ist der Strukturparameter IX skalar. Im allgemeinen sind aber auch 
Abhängigkeiten von mehreren Parametern denkbar. Wird auf eine Strukturierung von 
R verzichtet, so hat IX die Dimension T(T - 1)/2. Doch ist, wie LIANG und ZEGER (1986) 
oder GOURIEROUX et al. (1984) gezeigt haben, in jedem dieser Fälle nur eine konsistente 
Schätzung des Parameters IX notwendig für die Konsistenz von p. 
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4.3 Schätzgleichungen für den Assoziationsparameter 
Die meisten Schätzer von Korrelationsstrukturen lassen sich auch unter Verwendung 
von Schätzgleichungen herleiten. Das bedeutet, daß zusätzlich zum Schätzgleichungs-
system für ß 
1 n 1 n 
u(ß) = - L DWi- 1 (Yi -g(Xß)) = - L DWi- 1 (Yi - p;) = 0 (29) 
ni=l ni=l 
ein zweites Schätzgleichungssystem für IX eingeführt wird. 
So kann man den Schätzer der exchangeablen Korrelationsstruktur auch durch das 
Schätzgleichungssystem 
u(o:) = - L L (eiteit' - 0:) 1 n ( 2 ) 
n i = l T(T - 1) t>t' (30) 
erhalten. 
Die allgemeine Form eines solchen Schätzgleichungssystems ist gegeben durch 
1 n 
U(IX) = - L E/W i- 1(Zi - (/i(IX)) = O. (31) 
n i = l 
In (29) ist Pi der Erwartungswert von Yi, dargestellt als Funktion des Mittelwertpara-
meters ß. In (31) ist (/(IX) = (Q12(IX), .. . , QT1(IX), ... , Q32(IX), ... , QT-l , T(IX))' die Vektorisie-
rung der Korrelationsmatrix R(IX), dargestellt als Funktion des Assoziationsparameters 
IX. Zi ist analog zu Yi der "Beobachtungsvektor". Die Anführungszeichen werden ver-
wendet, da 
(32) 
nicht nur Beobachtungen, sondern ebenfalls Parameter enthält. Ei ist die Matrix der 
ersten Ableitungen von (/;(IX) bzgl. IX: 
E- = OQi(lX) 
I OIX" (33) 
W i- I kann als inverse Kovarianzmatrix von Zi analog zu Vi für Yi interpretiert werden. 
Die Wahl von Wi wird in Abschnitt 4.5 ausführlich diskutiert. 
4.4 Modellierung der Korrelationsstruktur 
Der Vorteil von (31) ist, daß sich allgemeine, somit auch nicht lineare Korrelationsstruk-
turen schätzen lassen. Analog zu Linkfunktionen läßt sich eine funktionale Abhängigkeit 
von den erklärenden Variablen Xi modellieren, so daß (/;(IX) = (/i(Xi, IX) ist. Problematisch 
ist es, einen geeigneten funktionalen Zusammenhang zwischen den Korrelationen (/i(Xi, IX) 
und den erklärenden Variablen Xi herzustellen, da diese metrisch sein können, Korrelatio-
nen aber auf das Intervall [ -1; 1] beschränkt sind. Für die Assoziationsstruktur müssen 
daher Restriktionen eingeführt werden. Diese lassen sich am leichtesten durch nicht 
lineare Funktionen realisieren, analog zur Linkfunktion. Ein Beispiel für eine solche 
Funktion ist 
( _ exp {k(Xit' Xit ')' IX} - 1 (/itt' IX) - , 
exp {k(xit, Xit')' IX} + 1 
(34) 
wo bei beliebige Werte in Xi bei gegebenem IX auf das Intervall [ -1; 1] abgebildet werden. 
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Dabei ist k(Xi' , Xi") eine Funktion, die den Zusammenhang zwischen den erklärenden 
Variablen und den Korrelationen beschreibt. Im allgemeinen wird es schwierig sein, den 
funktionalen Zusammenhang zwischen Xi und IX korrekt zu spezifizieren. Die Trans-
formationen übernehmen dabei ähnliche Aufgaben wie Linkfunktionen im GLM. Daher 
wird im folgenden der Begriff "Assoziationslinkfunktion" verwendet. 
4.5 Die Kovarianzmatrix des zweiten Schätzgleichungssystems 
Da die Berechnungen (Schätzungen) i. a. sehr zeitintensiv sind, wurden bisher komplexere 
Modelle nur für binäre abhängige Variablen betrachtet. Für diese ist (s. z. B. PRENTICE, 
1988) 
(1 - 211;,) (1 - 2I1i") 2 
\V(Zill') = 1 + 12ill' - 12ill' . (35) (Ji,(Ji" 
Setzt man Wi = diag (\V(ZiW))' .'" so entspricht das daraus resultierende Schätzgleichungs-
system (31) dem Schätzgleichungssystem (29) mit der T(T - 1)/2 Einheitsmatrix als 
Arbeitskorrelationsmatrix. 
Unabhängig davon, ob einfache Momentenschätzer oder kompliziertere Strukturen 
verwendet werden, wie in (31) allgemein definiert, stellt sich die Frage nach einem 
iterativen Algorithmus zur Lösung des Schätzproblems. 
Da (29) und (31) zwei unabhängige Schätzgleichungssysteme sind, bietet es sich an, einen 
zweistufigen Algorithmus zu benutzen. Da ß konsistent unter Verwendung der lEE 
geschätzt werden kann, wird zunächst fiIEE berechnet. Dieses kann unter Verwendung 
von Standardprogrammen erfolgen, die die Möglichkeit zur Schätzung von GLM bieten. 
fiIE E wird dann als Startwert zur Schätzung 1i(1) von IX verwendet. Dieses Vorgehen 
entspricht einem Startwert 1i(0) = 0. Unter Verwendung von fiIEE und 1i(1) wird dann 
ein neuer Wert fi(1) gemäß (29) fixiert. Um die Varianzschätzungen zu stabilisieren 
(ZIEGLER, 1994 b) wird dieses Vorgehen wiederholt, bis ein Abbruchkriterium erfüllt ist: 
Mit fi(1) und 1i(1) wird 1i(2) fixiert , danach fi(2) usw. In fast allen Fällen führt dieses 
Vorgehen zur Konvergenz des Algorithmus. 
Zur Lösung der einzelnen Schätzgleichungen werden in der Regel ein modifiziertes Fisher 
Scoring oder ein modifiziertes IWLS-Verfahren verwendet (vgl. ZIEGLER, 1994a). 
Die Verwendung der G EE1liefert Schätzer für die Mittelwertstruktur unter Berücksichti-
gung von Korrelationen. Die Korrelation wurde nur als nuisance Parameter betrachtet. 
Im folgenden wollen wir Mittelwert- und Assoziationsstruktur gemeinsam schätzen. 
5. Generalized Estimating Equations zur Schätzung der Mittelwert- und der Assozia-
tionsstruktur (GEE2) 
Im vergangenen Abschnitt wurden Schätzgleichungen betrachtet, die eine konsistente 
Schätzung der Mittelwertstruktur ermöglichen. Da diese Schätzgleichungen erster 
Ordnung waren, trugen sie die Bezeichnung GEEl. In diesem Abschnit werden Schätz-
gleichungen vorgestellt, in denen die ersten bei den Momente gemeinsam konsistent 
geschätzt werden. Daher werden die folgenden Gleichungen als GEE2 bezeichnet. Der 
Leser beachte, daß LIANG, ZEGER und QAQISH (1992) den Begriff GEE2 ausschließlich 
für die simultane Schätzung von Mittelwert- und Assoziationsstruktur benutzen. Doch 
erscheint eine Unterteilung in Schätzgleichungen erster und zweiter Ordnung sinn-
voller. 
Die Schwierigkeit bei den GEE2 ist, daß hier z. Z. noch keine einheitliche Darstellung 
möglich ist. Es handelt sich eher um ein Sammelslirium von verschiedenen Verfahren. 
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Dabei wird hier versucht, die Entwicklung der verschiedenen unterschiedlichen Schätz-
gleichungssysteme nachzuvollziehen. 
Da sich die Schätzgleichungssysteme (29) und (31) ähneln, kann man vermuten, daß 
unter geeigneten Regularitätsbedingungen die Schätzungen /i und a. der Parameter-
vektoren ß und a. gemeinsam asymptotisch normalverteilt sind. 
Den Nachweis dieser Verteilungsaussagen hat PRENTICE (1988) ohne exakte Bestimmung 
der Regularitätsbedingungen geführt. Dort wird auch die asymptotische Kovarianz-
matrix formuliert. Da sich der in (29) und (31) vorgestellte Ansatz in die Generalized 
Method of Moments einbetten läßt (vgl. ZIEGLER, 1995), kann der Nachweis der 
asymptotischen Normalität unter den bei HANSEN (1982) aufgeführten Regularitäts-
bedingungen geführt werden. Eine wichtige Voraussetzung dafür, daß /i und a. (f. s.) 
existieren, stark konsistent geschätzt werden können und gemeinsam asymptotisch 
normal verteilt sind, ist die korrekte Spezifikation der Funktionen Pi und (!i, also der 
Mitte1wert- und der Assoziationsstruktur. 
Faßt man (29) und (31) zu einem Schätzgleichungssystem 
api 0 (ß) 1" aß' u =- I 
ari a. n i= 1 0 
( W(oY;) 0 )-1 (Yi - Pi) = 0 (36) 
W(z;) Zi - (}i 
aa.' 
zusammen, kann man erkennen, daß hier die Matrix der ersten Ableitungen und die 
"Arbeitsvarianzmatrix" (ZIEGLER, 1994 b) Blockdiagonalmatrizen sind. Daher kann (36) 
als Vereinfachung des folgenden Schätzgleichungssystems aufgefaßt werden: 
api api 
, 
(ß) 1 n aß' aa.' ( W(y;) <COV(Yi, Z;)) - 1 (Yi - p) = o. u = - I 
a(!i a(!i <COV(Zi, y;) W(z;) Zi - (!i (37) a. n i=l 
-
aß' aa.' 
Ist apJaa' ungleich 0, so bedeutet dieses, daß die Erwartung vonYi eine Funktion des 
Assoziationsparameters ist. Diese Annahme ist nicht plausibel. Außerdem ließe sich der 
Erwartungswert nur sehr schwer unter Hinzunahme von a. interpretieren. Daher wird 
in allen Anwendungen der Mittelwert nur als Funktion von ß - unabhängig von a. -
gewählt. Das bedeutet: apJaa.' = O. Weiterhin bedeutet (37), daß die Assoziation - hier 
immer noch die Korrelation - eine Funktion von ß ist. Da (!i i. a. über (34) definiert 
und damit unabhängig von ß ist, ist in den bisher durchgeführten Anwendungen, in 
denen die Korrelation als Assoziationsmaß verwendet wurde, a(!Jaß' = 0 gewählt 
worden. 
Wählt man diesen Ansatz und modelliert a. unter Verwendung von (34), so ergibt sich 
automatisch (37), da ß zur Modellierung der Assoziationen nicht benötigt wird. 
Ist die Matrix der ersten Ableitungen blockdiagonal, so lautet das erste Schätzgleichungs-
system (für ß) : 
(ß) 1", , U = - I [D;Wll(Yi - p;) + D;Wdzi -;- (!i)] = 0 , 
a. n i= 1 
(38) 
wobei zur Vereinfachung W = W((y;, z;)') gesetzt wurde. Daher muß W i. a. blockdiagonal 
sein, um unverzerrte Schätzungen /i für ß zu garantieren (PRENTICE und ZHAO, 1991; 
ZIEGLER, 1994b). 
Diese Schätzgleichungen werden wegen der Unabhängigkeit der Assoziation (!i von ß 
als ad-hoc Schätzgleichungen (PRENTICE und ZHAO, 1991) bezeichnet. Sinnvoller ist die 
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Bezeichnung ad-hoc dann, wenn man sieht, daß sich die Schätzgleichungen von PRENTICE 
(1988) "spontan" als Verallgemeinerung der Schätzgleichungen von LIANG und ZEGER 
(1986) ergeben haben. 
Bislang wurden nur Schätzgleichungen unter Verwendung der Korrelation als Assozia-
tionsmaß formuliert. Als Alternative zu den zweiten Momenten können die Schätzglei-
chungen auch unter Verwendung der Kovarianz beschrieben werden: Dabei werden 
Sitt ' = (Yit -'- J1it) (Yit ' - J1it') und O'itt' = JE(Sitt ') = <COV(Yit' Yit') anstelle von Zitt ' und (litt' 
verwendet. Entsprechend müssen die Matrix der ersten Ableitung und die Varianzmatrix 
verändert werden. 
Die Frage ist hier - wie bei der Verwendung der Korrelation als Assoziationsmaß -
wie der funktionale Zusammenhang zwischen O'i und a: bzw. ß modelliert werden soll. 
Wegen O'itt ' = (VitVi") = 1/ 2 (litt' kann O'itt ' als Funktion von ß via Vit modelliert werden. 
Auch für dieses Schätzgleichungssystem gilt: Sind I'i und (Ti als Funktionen von a: und 
ß korrekt spezifiziert, so sind p, ci konsistent schätzbar und gemeinsam asymptotisch 
normalverteilt (PRENTICE und ZHAO, 1991). Die Formulierung der asymptotischen 
Kovarianzmatrix ist z. B. in PRENTICE und ZHAO (1991) gegeben. Das Schätzgleichungs-
system unter Verwendung der Kovarianzen wird in der Praxis nicht verwendet, da es 
gegenüber (29) und (31) folgenden Nachteil hat: Hier müssen für eine konsistente 
Schätzung von ß sowohl I'i als auch (Ti korrekt spezifiziert sein. Aufgrund der 
Unabhängigkeit von (29) und (31) ist unter Verwendung von (!i als Assoziationsmaß ß 
auch dann konsistent schätzbar, wenn (!i(a:) falsch spezifiziert ist. Die Interpretation der 
resultierenden Parameter a: wird durch die Verbindung von (Ti zu (!i nicht erhöht. (!i muß 
immer noch als Funktion von a: spezifiziert werden. Der Vorteil des Schätzgleichungs-
systems unter Verwendung der Kovarianz als Assoziationsmaß gegenüber dem System 
(29) und (31) ist, daß sich die Schätzgleichungen unter Verwendung eines (Pseudo) 
Maximum Likelihood Verfahrens (PML2; GOURIEROUX et al. , 1984) intuitiv herleiten 
lassen (ZIEGLER, 1994b) und daher exakte Regularitätsbedingungen formuliert werden 
können. 
Die Frage ist, ob sich ein Assoziationsmaß zur Formulierung der Schätzgleichungen 
verwenden läßt, das leichter zu interpretieren ist. Unter Verwendung der PML2-Methode 
lassen sich nicht nur Schätzgleichungen in den zweiten zentralen Momenten, also den 
Kovarianzen, sondern auch in den zweiten gewöhnlichen Momenten formulieren. Setzt 
man m i und "i mit mitt' = YitYit' und X itt , = JE(mitt ,), so lauten die Schätzgleichungen in 
den zweiten gewöhnlichen Momenten 
al'i 0 -
<COV(Yi' m;)r 1 (Yi - I'i) = o. (ß) 1 n aß' ( W(y;) u = - I 
a"i a"i <Cov(mi, y;) W(m;) m i - "i 
(39) 
a: n i=l 
aß' aa:' 
Der Zusammenhang zwischen "i und a: kann nun über die Odds Ratios OR(Yi t' Yit') = )l itt' 
hergestellt werden. Es gilt (BISHOP et al. , 1975) 
1 htt' - {fitt' - 4)1itt' (Yitt ' - 1) J1itJ1it,P/2 Xitt , = 2 ()l itt' - 1) 
)litt' J1itJ1it ' 
()litt' =1= 1) (40) 
()l itt' = 1) 
wobei htt' = {1 - (1 - )litt ') (J1it + J1it ')} gesetzt wurde und )litt' der Odds Ratio von Yit 
und Yit' ist. 
Der log Odds Ratio In ()l itt ') kann nun als lineare Funktion erklärender Variablen Xi 
und unbekannter Parameter a: modelliert werden. 
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Sind Pi und "i als Funktion von ß und a, korrekt spezifiziert, so existieren (f. s.) stark 
konsistente Schätzer ji und ~, die gemeinsam asymptotisch normalverteilt sind. Ist a, 
nicht korrekt spezifiziert, so kann die Verwendung von (39) zu inkonsistenten Schätzun-
gen von ß führen. Die Struktur der asymptotischen Kovarianzmatrix wird z. B. in LIANG 
et al. (1992) beschrieben. 
In verschiedenen Anwendungen ist man sich nicht sicher, ob die Assoziationsstruktur 
korrekt spezifiziert ist. Dann möchte man sicher stellen, daß ß stark konsistent geschätzt 
wird. In diesem Fall sollte man annehmen, daß die Parameter a, und ß orthogonal sind 
(im Sinne von LIANG et al., 1992), so daß a"Jaa,T = 0 gilt. 
Mit einem Trick kann man bei Verwendung der log OR als Assoziationsmaß das 
simultane Schätzverfahren für ji, ~ in ein zweistufiges Verfahren (analog zum GEE1) 
umwandeln, daß die Konsistenz von ji auch dann gewährleistet, wenn a, nicht korrekt 
spezifiziert ist. Dieser Ansatz wird in der Literatur als alternierende logistische Regression 
(ALR) bezeichnet (CAREY et al., 1993), da dort als Linkfunktion der Logitlink verwendet 
wurde. Der Vorteil eines zweistufigen Verfahrens wurde zuerst von FIRTH (1992) bzw. 
DIGGLE (1992) in der Diskussion des Artikels von LIANG et al. (1992) formuliert. 
Der Vorteil dieses zweistufigen Algorithmus liegt unter anderem in der Speicherplatz-
ersparnis. Der Trick der ALR liegt darin, daß anstelle der zweiten gewöhnlichen Momente 
kitt' bedingte logits betrachtet werden, denn es gilt: 
I '!P( ) I I ( f-lit - Xii' ) ogIt Yit = 1 I Yit' = n Yitt'Yit' + n _ _ . 
1 f-lit f-lit' + X itt , 
(41) 
Ist In Yitt' = ('). und betrachtet man den zweiten Term auf der rechten Seite von (41) als 
offset, dann ist der In OR der Regressionskoeffizient einer logistischen Regression von 
Yit auf Yit'. Da der offset von den aktuellen Schätzungen (ji, ~) abhängt, wird eine Iteration 
benötigt. Wählt man In Yitt' = k(Xit' Xit')' a" so wird a, als Koeffizient einer Regression 
von Yit auf Yit,k(xit, Xit ') bei festem offset interpretiert. 
Daher ist der ALR-Ansatz durch den folgenden zweistufigen Algorithmus gegeben. Mit 
aktuellen Werten ji(k) und ~(k) berechne r~k) und löse die Schätzgleichungen des GEE1 
für ji(k+1). Berechne anschließend mit ji(k+1) und ~(k) den offset in (41) und führe eine 
logistische Regression von Yit aus Yit,k(Xit ' Xit ' ) mit insgesamt nT(T - 1)/2 Beobachtungen 
für ~(k+ 1) aus. Eine detaillierte Beschreibung des Algorithmus, eine Beweisskizze der 
asymptotischen Normalität von ji, ~ und die Struktur der asymptotischen Kovarianz-
matrix findet man in CAREY et al. (1993). 
In dem ALR-Ansatz wird durch das Fixieren des offset eine Diagonalisierung der Matrix 
der ersten Ableitungen erreicht. Dieses entspricht dem Ansatz von PRENTICE (1988), nur 
daß hier anstelle der Korrelationen log OR's verwendet werden. 
Die GEE2-Schätzansätze, die in der Praxis nur für binäre abhängige Variablen 
angewendet wurden, haben einen Nachteil, der unter Umständen zu erheblichen 
Problemen führen kann: Der Parameterraum des Assoziationsparameters, der marginal 
über Korrelation bzw. unbedingte log OR's und nicht über bedingte log OR's 
(FITZMAURICE und LAIRD, 1993) gewählt wurde, ist beschränkt. Dieses gilt für die 
Korrelationen ab T = 2: 
0 1 
0 nOO n01 
1 n lO nll nl. 
n. 1 
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Dazu betrachte man eine 2 x 2 Tafel mit Elementen 1[tt' > 0 mit t, t' = 0, 1. Außer 
L t ,t,1[" , = 1 werden keine Anforderungen an die 1[w gestellt. Wegenp1 = 1[1. = n 10 + 1[11 
und P2 = 1[.1 = 1[01 + 1[10 ist die Wahrscheinlichkeit 1[11 auf das Intervall 
(42) 
beschränkt. Daraus ergeben sich für den Korrelationskoeffizienten Q, der gegeben ist 
durch 
1[11 - P1P2 
Q = ----;:::.=======:== V P1 (1 - P1) . P2 (1 - P2) (43) 
folgende Einschränkungen des Parameterraums (LIANG et al., 1992; PRENTICE, 1988): 
0.1 











Ähnliche Einschränkungen gelten für Momente höherer Ordnung (PRENTICE, 1988). 
Auch die Odds Ratio sind beschränkt ab T = 3: Es seien P1, pz, P3, Y12 und Y13 fest 
gewählt. Dann sind Y12 und Y13 spezifiziert und der Wertebereich von Y23 ist eingeschränkt 
durch (LIANG et al., 1992) 
(44) 
Ähnliche Beschränkungen des Parameterraums gelten auch hier für Momente höherer 
Ordnung (LIANG et al., 1992). 
Deshalb kann als Faustregel verwendet werden: Ist T = 2, so sollte die log OR 
Parametrisierung unter Verwendung des ALR verwendet werden, um nicht zulässige 
Schätzungen des Assoziationsparameters IX auszuschließen. Ist T > 3, so muß überprüft 
werden, ob die Schätzung für alle "plausiblen" Kombinationen von Einflußvariablen 
zulässig ist. Liegen die Schätzungen außerhalb des zulässigen Parameterraums, so muß 
über die Hinzunahme von Momenten höherer Ordnung entsprechend dem Ansatz von 
FITZMAURICE und LAIRD (1993) entschieden werden. 
6. Beispiele 
6.1 2 x 2 Crossover Studie 
Die Daten, die in diesem Unterabschnitt betrachtet werden, stammen aus einer 2 x 2 
Crossover Studie zur zerebralen Defizienz. Die Daten wurden in verschiedenen Pu-
blikationen verwendet (s. z. B. ]ONES und KENwARD, 1989 ; DIGGLE et al., 1994). Den 
Patienten wurden die Behandlungen A und B, das sind ein Medikament und Placebo, 
verabreicht. Als abhängige Variable Yit wurde das Ergebnis des Elektrokardiogramms 
von Person i zum Zeitpunkt t, t = 1, 2, betrachtet mit Yit = 1, wenn das EKG keinen 
abnormen Befund aufweist, 0, wenn es einen Befund aufweist. 
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Von den 34 Patienten, die zuerst das Medikament und anschließend Placebo erhalten 
haben, hatten 28 in der ersten Periode ein normales EKG, in der zweiten nur noch 22. Von 
den 33 Personen mit der Kombination BA hatten 20 in der ersten und 22 in der zweiten 
ein normales EKG. 
Im folgenden sollen verschiedene GEE mit unterschiedlichen Modellen angewendet 
werden. Hier ist n = 67 und T = 2. Die beiden erklärenden Variablen des Modells sind 
gegeben durch 
XiI = {I, falls t = 2 
0, falls t = 1 ' 
Xi2 = {I, falls A (Medikament) 
0, falls B (Placebo) (45) 
Als Linkfunktion wird hier der Logitlink gewählt, so daß das für die Mittelwertstruktur 
saturierte Modell für Person i gegeben ist durch 
(46) 
Die Assoziation wird unabhängig von den erklärenden Variablen definiert. Als Varianz-
funktion wird die Binomialverteilung gewählt, so daß W(Yit I xJ = ,uit(1 - ,uit) gilt. Die 
Parameterschätzungen für verschiedene Modelle sind in Tabelle 1 dargestellt. 
Tabelle 1: Ergebnisse der klinischen Studie 
Variable Modell 
Variable 1 2 3 
Konstante 0,431 0,666 0,660 
(1,209) (2,335) (2,056) 
[1,210] [2,313] [2,297] 
Zeitpunkt (Xl) 0,175 -0,295 -0,274 
(0,347) ( -1,271) ( -0,728) 
[0,347] [ -1,276] [ -1,181] 
Behandlung (Xl) 1,110 0,669 0,558 
(1,934) (2,433) (1,475) 
[1,934] [2,444] [2,393] 
Interaktion (XlXl) -1,023 - -
( -1,045) 
[ -1,045] 
Assoziation CI: 1,447 1,449 -
(3,673) (3,705) -
[3,216] [3,256] 
Modellbasierte z-Werte in runden Klammern, robuste z-Werte in eckigen 
Klammern 
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In diesem Beispiel wurden die GEE1-Schätzgleichungen von PRENTICE (1988) verwendet. 
Der Assoziationsparameter ist über Gleichung (34) mit k(Xil' XiZ) = 1 definiert. Enfernt 
man aus dem für die Mittelwertstruktur saturierten Modell (Modell 1) die Interaktion, 
so wird der Behandlungseffekt statistisch signifikant (SN = 0.05). Ignoriert man aller-
dings die vorhandene Assoziation innerhalb eines Clusters (Modell 3), so ist unter 
Verwendung der Modell-basierten Varianz der Behandlungseffekt statistisch nicht 
signifikant. Erst durch Verwendung der robusten Varianzmatrix zeigt sich dessen 
Signifikanz auf dem 5%-Niveau. 
6.2 Fall-Kontrollstudie 
Das zweite Beispiel stammt aus einer Fall-Kontrollstudie, in der untersucht wurde, ob 
es eine familiäre Aggregation für das atopische Ekzem (AE) gibt. Die Daten wurden für 
428 Fälle und 628 Kontrollen erhoben. Fälle sind Patienten, die in der Hautklinik der 
Universität Erlangen mit einem chronischen AE diagnostiziert wurden. Kontrollen sind 
Personen, die bisher nicht an AE erkrankt waren und in der Umgebung der Klinik 
wohnen. Eine Zuordnung der Kontrollen zu den Fällen entsprechend soziodemogra-
phischer Variablen wurde nicht vorgenommen (unmatched case-control study). Das 
Durchschnittsalter in beiden Gruppen war ca. 23 Jahre. 
Tabelle 2: Ergebnisse der Fall-Kontrollstudie 
Modell Parameter Odds Ratio 95%-Konfidenzintervall 
Modell 1 2,16 (1,58 - 2,96) 
Modell 2 pp 1,27 (0,63 - 2,58) 
ps 1,97 (1,31 - 2,97) 
ss 3,86 (2,1 0- 7,09) 
Modell 3 pp 1,27 (0,63 - 2,57) 
fs 1,29 (0,69 - 1,87) 
ms 2,66 (1,45 - 4,88) 
ss 3,74 (2,04 - 6,87) 
Die Abkürzungen geben an, ob die Paare Eltern (pp), Geschwister (ss), 
ein Elternteil und ein Geschwisterteil (ps) bzw. Vater 
und ein Geschwisterteil (fs) oder Mutter und ein Geschwisterteil (ms) sind. 
Alle Indexprobanden wurden von Dermatologen untersucht und befragt, ob und welche 
allergischen Erkrankungen bei ihren Familienmitgliedern ersten Grades (Geschwistern 
und Eltern) aufgetreten sind. Die Familiengeschichte liegt von 1054 Familien vor, die 
5136 Personen einschließen. Weitere Informationen auf Kovariablen wurden nicht 
erhoben. Da es sich hier um eine Fall-Kontrollstudie handelt, wurden bei der Analyse 
der Daten die Indexprobanden ausgeschlossen, wie von LIANG und BEATY (1991) sowie 
TOSTESON et al. (1991) vorgeschlagen. Außerdem wird in der Mittelwertstruktur eine 
Dummyvariable für den Fall-Kontrollstatus eingesetzt, um adjustierte OR zu erhalten 
(vgl. LIANG und BEATY, 1991). Einzelheiten der Studie finden sich bei DIEPGEN und 
BLETTNER (1995). 
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Drei Modelle für das Odds Ratio wurden untersucht. In dem ersten Modell wurde 
angenommen, daß das OR zwischen je zwei Familienmitgliedern gleich groß ist. In dem 
zweiten Modell wurde angenommen, daß das OR von dem Verwandtschaftsgrad 
abhängt. In dem dritten Modell wurde ein zusätzlicher Parameter eingeführt, um 
zwischen der Assoziation zwischen der Mutter und den Kindern und dem Vater und 
den Kindern zu unterscheiden. Die Ergebnisse werden in Tabelle 2 zusammengefaßt. 
Zur Berechnung des Konfidenzintervalls wurden die robusten Varianzschätzer verwen-
det. Diese unterscheiden sich in diesem Beispiel nur minimal von den Modell-basierten 
Konfidenzintervallen. 
Beim Vergleich von Modell 1 zum Modell 2 zeigt sich, daß die Assoziation zwischen 
den Geschwistern am größten ist. Das OR zwischen den Eltern ist nicht signifikant 
(SN = 5%). Modell 3 zeigt zusätzlich, daß die Assoziation zwischen den Müttern und 
den Kindern größer ist als die Assoziation zwischen den Vätern und den Kindern. Dieser 
Effekt läßt sich inhaltlich begründen, doch könnte er auch durch bessere Kenntnis der 
mütterlichen Erkrankungen entstanden sein. Leider lagen bei dieser Studie keine Daten 
über weitere Kovariablen vor, die aber bei der weiteren Untersuchung der familiären 
Assoziation zu berücksichtigen wären. 
7. Hinweise zur praktischen Anwendung der GEE 
7.1 Effizienz, Bias, Konvergenzverhalten und einige Erweiterungen 
Für den Anwender stellt sich die Frage, ob er die ML-Methode für multivariate 
Verteilungen (z. B. FGLS) verwenden oder den Ansatz der GEEI bzw. GEE2. 
Grundsätzlich gilt, daß der ML-Ansatz nur dann verwendet werden sollte, wenn die 
gemeinsame Verteilung von Yi' gegeben Xi' korrekt spezifiziert ist. Ansonsten kann die 
Fehlspezifikation der bedingten Verteilungen zu inkonsistenten Schätzungen der Para-
meter führen. 
Die GEEI führen zur konsistenten Schätzung der Mittelwertstruktur, falls diese korrekt 
spezifiziert ist. Dabei wird die Assoziation zwischen Beobachtungen innerhalb eines 
Clusters als nuisance betrachtet. Durch Verwendung des robusten Varianzschätzers wird 
der möglichen Fehlspezifikation der Assoziation Rechnung getragen. 
Falls das Ziel der Untersuchung die Assoziation der Beobachtungen ist, so kann man 
die GEE2 verwenden, falls Mittelwert- und Assoziationsstruktur korrekt spezifiziert sind. 
Die GEE2 liefern bei Verwendung von blockdiagonalen Matrizen in den GEE2-
Schätzgleichungen konsistente Schätzungen der Mittelwertstruktur, auch wenn die 
Assoziationsstruktur falsch spezifiziert ist. 
Von Interesse ist, wie effizient die GEEl - und GEE2-Schätzungen im Vergleich zu 
ML-Schätzungen sind, bei denen die Momente höherer Ordnung berücksichtigt werden. 
Mit diesem Problem hat sich eine Reihe von Autoren beschäftigt, doch ist die Situation 
keinesfalls vollständig geklärt. Diese Betrachtungen wurden bisher nur für die GEEI 
durchgeführt. Zur Effizienz der GEE2-Schätzungen kann zum jetzigen Zeitpunkt noch 
wenig gesagt werden. Hier existieren nur die theoretischen Ergebnisse für das asymptoti-
sche Verhalten von GOURIEROUX et al. (1984) im Rahmen von PML2-Schätzung bzw. 
NEWEY (1993) im Rahmen von GMM-Schätzung. 
Für normalverteilte abhängige Variablen kam PARK (1993) zu dem Schluß, daß ML 
effizienter als GEE ist. Sobald allerdings binäre abhängige Variablen betrachtet werden, 
verändert sich das Bild. SHARPLES und BRESLOW (1992) kamen für binäre Daten zu dem 
Ergebnis, daß die GEEl-Schätzungen bei kleinen Stichproben fast effizient sind und in 
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manchen Situationen effizienter als die ML-Schätzungen sind. Auch LEE et al. (1993) 
stellen fest, daß die GEEl-Schätzungen in Situationen mit Erwartungswerten nahe bei 
o oder 1 effizienter sind als die entsprechenden ML-Schätzungen. Unterschiede in den 
Parameterschätzungen wurden nicht gefunden: ß wurde konsistent mit ML, lEE und 
GEE geschätzt. Starke Unterschiede ergaben sich allerdings bei den Schätzungen der 
asymptotischen Varianzmatrix bei kleinen Stichproben. 
Allerdings zeigen VACH et al. (1994), daß im Fall von Panelstrukturen mit zeitabhängigen 
exogenen Variablen die lEE verwendet werden sollten, um bei Fehlspezifikation der 
Korrelationsstruktur Verzerrungen des Parameterschätzers ß zu vermeiden. 
LEE et al. (1993) haben in einem einfachen Modell theoretisch gezeigt, daß der robuste 
Varianzschätzer für ßIEE die tatsächliche Kovarianzmatrix unterschätzt. Doch tendieren 
alle Schätzverfahren (ink!. ML) zu einer Unterschätzung der Kovarianzmatrix. Da die 
Korrelationen konsistent geschätzt werden, kommt es bei geringeren Stichprobenum-
fängen zu Verzerrungen der Schätzungen. Diese Verzerrungen nehmen mit wachsender 
Anzahl n der Cluster ab (SHARPLES und BREsLOw, 1992). 
Aufgrund der Simulationsergebnisse ist es gerechtfertigt zu sagen, daß bei geringer 
Clustergröße T:::; 4 und geringem Stichprobenumfang n :::; 30 der GEEI zu schlechten 
Schätzergebnissen führen (PAIK, 1988; PARK, 1993; McDoNALD, 1993). So schließt 
McDoNALD (1993) aus seinen Simulationen, daß grundsätzlich die GEE mit einer 
Arbeitskorrelationsmatrix gleich der Einheitsmatrix verwendet werden sollten. ßIEE 
ist robuster als ßGEE und vermeidet darüber hinaus das Problem der Beschränkungen 
des Parameterraums. Anders als McDoNALD (1993) kommen LEE et al. (1993) zu dem 
Schluß, daß die GEE-Schätzungen anstelle der lEE-Schätzungen verwendet werden 
sollten. 
Unabhängig von der Wahl der Korrelationsstruktur ist festzustellen, daß als asymptoti-
sche Kovarianzmatrix die robuste Kovarianzmatrix verwendet werden sollte, da es 
ansonsten zu starken Verzerrungen der Varianzschätzung kommen kann (EMRICH und 
PIEDMONTE, 1992). Zwar führt der robuste Varianz schätzer häufig zu konservativen 
Schätzergebnissen (s. z. B. ROYALL, 1986), doch kann dieses in den Analysen eher 
berücksichtigt werden als die Verzerrungen, die Modell-basierte Varianzschätzer liefern 
(EMRICH und PIEDMONTE, 1992). 
Problematisch scheint die Interpretation des Parameters rx unter Verwendung der GEE 
mit einer Arbeitskorrelationsmatrix zu sein, da dieser Parameter für ein möglicherweise 
falsch spezifiziertes Modell geschätzt wird und keine Interpretation in dem wahren 
Modell besitzt (CROWDER, 1995; ZIEGLER, 1996). Unter Verwendung der lEE existiert 
das von Crowder aufgezeigte Interpretationsproblem nicht, da hier kein rx geschätzt 
wird. 
SHARPLES und BRESLOW (1992) stellten in ihren Simulationen fest, daß die lEE in den 
meisten Fällen zur Konvergenz des Schätzalgorithmus führte. Unter Verwendung der 
GEE I-Schätzungen gab es häufiger Konvergenzprobleme, die mit wachsendem Stichpro-
benumfang n abnahmen. Dies stellten auch die Autoren bei ihren eigenen Untersuchun-
gen fest. 
Für die GEE2 konnte nur festgestellt werden, daß häufiger als bei GEE I Konvergenzpro-
bleme auftreten. Daher sollte sich der Anwender in dieser Situation auf einfache 
Arbeitsmatrizen beschränken. Zur Schätzung des GEE2 sollte daher bei Konvergenzpro-
blemen als unterer rechter Block der Arbeitsmatrix die Einheitsmatrix gewählt werden. 
Zur Vereinfachung setzt man die dritten Momente O. Die daraus resultierende Arbeits-
matrix heißt Arbeitsvarianzmatrix für praktische Zwecke (KASTNER, 1994). Die häu-
figsten Konvergenzprobleme sind in unseren Anwendungen bei den GEE2 in der Form 
von LIANG et al. (1992) aufgetreten. 
Aufgrund dieser Literaturergebnisse und den eigenen praktischen Erfahrungen mit den 
GEE kommen die Autoren zu dem Schluß, daß die Anzahl der Cluster keinesfalls 
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geringer als 30 sein sollte bei einer Clustergröße T:::; 4, um die GEE anzuwenden. Je 
größer die Clustergröße T ist, desto eher läßt sich eine Anwendung der GEE rechtfertigen. 
Allerdings treten in der Praxis häufig kleine Cluster mit starken Korrelationen auf. Im 
Fall großer Cluster wie bei Familienstrukturen sind die Daten i. a . unbalanciert. Die 
Behandlung fehlender Daten wird z. B. in ZIEGLER (1994b, 1996) oder ausschließlich für 
Paneldaten in einer Reihe von Arbeiten von Robins und Rotnitzky (z. B. ROBINS et al. , 
1995) erläutert. 
Im allgemeinen wird man ab n > 50 für T z 2 die IEE verwenden können. Hier wird 
aufgrund der Ergebnisse von VACH et al. (1994) im Fall von Panelstrukturen den 
Anwendern nahe gelegt, die lEE zur Vermeidung von Verzerrungen zu benutzen. 
Konvergenzprobleme treten bei komplizierteren Wahlen der Korrelationsstrukturen auf. 
LIANG und ZEGER (1986) haben die GEE vorgeschlagen, um gegenüber den IEE einen 
Effizienzgewinn erzielen zu können. Doch stellten die Autoren in ihren Anwendungen 
fest , daß die IEE ausreichend waren und nur geringe Effizienzsteigerungen durch die 
Einführung einer Arbeitskorrelationsmatrix erzielt werden konnten. Daher raten die 
Autoren dazu, zunächst die lEE zu verwenden und erst danach eine andere Assoziations-
struktur zu modellieren. 
In dem univariaten GLM ist ein Parametervektor P verwendet worden, der für alle i 
identisch ist. Die GEE können analog zu multivariaten GLM so erweitert werden, daß 
eine Schätzung beobachtungsspezifischer Parametervektoren Pt möglich ist. Diese 
Erweiterung ist vor allem in Longitudinalstudien von Bedeutung, da der Einfluß 
verschiedener Faktoren sich mit der Zeit verändert. Eine ausführliche Darstellung dieser 
Erweiterung der GEE findet man z. B. bei ZIEGLER (1994b). 
In der vorliegenden Arbeit haben wir ausschließlich den Fall identischer Clustergrößen 
T betrachtet, um die Darstellungen einfach zu halten. Eine Erweiterung auf ungleiche 
Clustergrößen Ti ist ohne weiteres möglich. Dabei ist zu beachten, daß unterschiedliche 
Clustergrößen 1'; sich auf die Anzahl der Beobachtungen, die für die Schätzung der 
Assoziationsstrukturen verwendet werden können, auswirken. Daher ist eine korrekte 
Formulierung der GEE2 bei unterschiedlichen 1'; aufwendig. 
7.2 Software zur Schätzung der GEE 
Bisher bietet nur S-Plus im Lieferungsumfang ein Pro gram zur Schätzung der GEEl. 
Ansonsten muß der Anwender auf selbst entwickelte Software zurückgreifen, die auf 
matrixorientierte Interpretersprachen zurückgreift. Zu nennen ist hier das SAS-Makro 
von GRÖMPING (1993; verfügbar via ftp auf statlab.uni-heidelberg.de) zur Lösung der 
GEE1 , das eine Weiterentwicklung des GEEI-Makros von Karim und Zeger darstellt. 
Mit diesem Programm ist es auch möglich, MCAR-Strukturen unter Verwendung des 
EM-Algorithmus (DEMPsTER et al. , 1977) zu schätzen. 
Alternativ kann der Anwender auf ein GAUSS-Programmsystem von ZIEGLER (1994a; 
verfügbar via ftp auf wwstlO.wiwi.uni-wuppertal.de) zurückgreifen, mit dem außer der 
Schätzung der GEEI ebenfalls Regressionsdiagnostik für den GEEI durchgeführt 
werden kann. 
Zur Schätzung der GEE2 stehen zwei Programme zur Verfügung. Zum einen ein 
Pascalprogramm von Liang (statlab.uni-heidelberg.de), zum anderen ein GAUSS-
Programm von KASTNER (1994 ; zu erhalten direkt beim Autor), das sowohl eine 
Schätzung der GEE2 von PRENTICE (1988), der GEE2 von PRENTICE und ZHAO (1991) 
als auch der GEE2 von LIANG et al. (1992) anbietet. 
Da nicht jedem Anwender die oben aufgeführten Statistikprogramme zur Verfügung 
stehen, wird an dieser Stelle darauf verwiesen, daß der robuste Varianzschätzer in SAS 
für das univariate lineare Modell implementiert ist. Bei anderen Modellen kann man 
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den Jackknife-Schätzer der robusten Varianzmatrix (s. z. B. LIPSITZ et al. , 1994) 
verwenden. 
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7 Jahre rechnerunterstützte Krankenakten-
archivierung an den Universitätsklinika Heidel-
berg und Tübingen 
Eine kritische Würdigung 
C. Dujat' , v. Eder 2 , D. o. Schaefer 3 , P. Schmücker' 
1. Problemstellung 
Charakteristisch für Universitätsklinika ist ein umfassendes medizinisches Leistungs-
spektrum sowie ein hohes Maß an Forschungs- und Lehrtätigkeit. Dies führt zu einer 
umfangreichen medizinischen Dokumentation. Die medizinische Dokumentation in der 
Krankenakte stellt für den behandelnden Arzt und das Pflegepersonal die grundlegende 
Informationsquelle ([1], ein medizinisches ,Gedächtnis' dar. 
Um diese Informationen verfügbar zu halten, wurden bis Ende der 80er Jahre an den 
Universitätsklinika Heidelberg und Tübingen jeweils eine Vielzahl Archive in den 
Kliniken, den Instituten sowie der Klinikumsverwaltung betrieben, in denen patienten-
bezogene Akten und Dokumente nach unterschiedlichsten Kriterien (laufende Nummer, 
Name, Geburtsdatum, Behandlungsdatum) sortiert abgelegt und manuell registriert 
wurden. Aufgrund der gewachsenen organisatorischen Strukturen differierten diese 
Archive sehr stark in ihrem Aufbau, eine einheitliche Organisationsform war meist nur 
in abgeschlossenen Bereichen zu finden. Bei solchen dezentralen Archivstrukturen ist 
die Informationslogistik nicht zufriedenstellend. Die Zusammenführung von mehreren 
Krankenakten eines Patienten oder deren ständige Verfügbarkeit und rechtzeitige 
Verteilung über Bereichsgrenzen hinweg ist erschwert. Die zu betreibenden Aufwände 
- und somit die Kosten - für die dezentrale Archivierung sind hoch. Der stetige Anstieg 
der zu archivierenden Krankenakten und ihrer Inhalte - mittlerweise fallen jährlich ca. 
300000 neue Krankenakten mit insgesamt ca. 5 Millionen einzelnen Dokumenten 
an - sowie die begrenzten Lagermöglichkeiten vor Ort mach(t)en die Planung von 
langfristig zu betreibenden, zentralen Archivierungsverfahren an den Universitätsklinika 
zwingend erforderlich (vgl. hierzu auch [2]). 
Klinikum der Ruprecht-Karls-Universität Heidelberg, 1 Medizinische Informatik, 2 Klinikum der Eberhard-Karls-Universität 
Tübingen, Stabsstelle Archivwesen, 3 Medizinische Klinik und Poliklinik 
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2. Fragestellungen 
Für die Universitätsklinika Heidelberg und Tübingen haben sich aufgrund der Problema-
tik die folgenden Fragen gestellt: 
Können die logistischen Probleme, insbesondere der Raummangel, durch die 
Einrichtung zentraler Krankenaktenarchive langfristig behoben werden? 
Leisten rechnerunterstützte Archivierungsverfahren hierbei Unterstützung und somit 
auch einen Beitrag zur Qualität der Patienten versorgung? 
Rechtfertigt der Nutzen die entstehenden Kosten? 
Wie werden diese Verfahren in den Betrieb von heterogenen Krankenhausinforma-
tionssystemen integriert? 
Welche Auswirkungen ergeben sich für die anstehende Migration zu ,neuen' 
Informationssystemen (Digitale Archivierung, Patientenmanagement-, Dokumenta-
tions- und klinische Arbeitsplatzsysteme)? 
3. VorgehensweiselMethodik 
Bereits in den frühen 80er Jahren wurden zentrale Archive für die Klinikneubauten in 
Heidelberg (Kopfklinik) und Tübingen (Klinikum Schnarrenberg, CRONAM-Verbund) 
vorgesehen. N ach deren Fertigstellung wurden 1987/88 jeweils Zentral archive für aktuelle 
Unterlagen (,Aktenalter': O-ca. 5 Jahre) eingerichtet. Im Zentral archiv der Kopfklinik 
Heidelberg werden die Krankenakten der Augenklinik, der Hals-Nasen-Ohrenklinik, 
der Neurochirurgischen Klinik, der Neurologischen Klinik, der Klinik für Mund-
Zahn-Kieferkrankheiten sowie der Radiologischen Klinik (Abteilungen Nuklearmedizin 
und Klinische Radiologie) archiviert. Das Zentralarchiv des Klinikums Schnarrenberg 
Tübingen archiviert die Krankenakten der folgenden Kliniken/Abteilungen : Klinik für 
Anästhesiologie, Chirurgische Klinik, Kinderklinik (Abteilung Kinderkardiologie), 
Medizinische Klinik, Neurologische Klinik, Orthopädische Klinik und Radiologische 
Klinik. 
Die in die Zentral archive zu übernehmenden Akten wurden auf einheitliche Organisa-
tionsmittel (genormte Aktenmappen, Farbmarkierungen für Klinik und Behandlungs-
jahr) umgestellt und nach Geburtsdatum sortiert, patientenorientiert in Pendelschienen-
Regalanlagen eingehängt. Die Strukturierung der Akteninhalte wurde durch die Integra-
tion von Registern in die neuen Aktenmappen unterstützt. 
Gleichzeitig wurden für die Archivierung von Altbeständen (,Aktenalter': ab ca. 5 
Jahren) aus dem gesamten Universitätsklinikum zentrale Altarchive, jeweils in Lager-
hallen außerhalb des Klinikumsstandortes, zu Verfügung gestellt. Diese wurden im Laufe 
der Zeit ebenfalls mit - zum Teil fahrbaren - Regalanlagen ausgestattet. 
In den zentralen Archiven werden seit 1987/88 folgende Typen von Krankenakten 
archiviert : 
Allgemeine Krankenakten (ambulante Behandlungen und stationäre Aufenthalte), 
Bildakten (Röntgen, CT, NMR, Angiographie etc.), 
Funktionsbereichsakten (aus Spezialuntersuchungen und diagnostischen Leistungs-
stellen, EEG, CTG, Sonographie etc.), 
Verwaltungsakten (Abrechnungen, Leitungs- und Buchungsbelege) sowie 
Sonstige Unterlagen (Filme, Tonbänder, magnetische Datenträger, histologische 
Schnitte, Gebisse, Proben etc.). 
Für die rechnerunterstützte Verwaltung von Krankenakten wurden in Eigenentwicklung 
jeweils unterschiedliche Archivverwaltungssysteme (AVSe), entweder als eigenes Anwen-
dungssystem mit Kopplung zur zentralen Patientendatenbank (Heidelberg) oder als 
integriertes Modul des Patientendatenverwaltungssystems (Tübingen) realisiert. Als 
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Rechnersystemebene dienten die vorhandenen BS2000- bzw. CICS-Zentralrechner. Die 
Funktionalität der A VSe umfaßt das Anlegen, Lagern, Anfordern, Ausleihen, Rück-
leiten, Reservieren und Anmahnen von Krankenakten sowie die Erzeugung von 
Organisationsmitteln (Ausleihquittungen, Etiketten, Arbeits-, Mahn- und Inventur-
listen). In der Einführungsphase wurden die in die Zentralarchive zu übernehmenden 
Akten mithilfe von A VS erfaßt, in Tübingen zusätzlich auch alle Altakten für das neu 
einzurichtende zentrale Altarchiv. 
4. Erfahrungen und Ergebnisse 
4.1 Stand der zentralen Archivierung am Universitätsklinikum Tübingen 
Die zentralen Archive des Universitätsklinikums Tübingen sind als Stabsstelle der 
Klinikumsverwaltung zugeordnet und umfassen 25 Planstellen (inkl. Archivleitung). 
Nach nunmehr siebenjähriger Betriebszeit umfaßt das Zentralarchiv am Klinikum 
Schnarren berg für die ,aktuellen' Unterlagen konstant ca. 700000 Krankenakten, davon 
200000 Bildakten; der Füllungsgrad beträgt 100% bei 8000 laufenden Metern Kapazität. 
Akten, die ,älter' als 6 Jahre sind, werden in das zentrale Altarchiv ausgelagert. Dieses 
umfaßt Krankenakten ab dem Jahr 1960 und ist auf ca. 1,6 Mio. Altakten angewachsen; 
die Auslastung liegt mit 14500 laufenden Metern bei 82%. Die verbleibenden Restkapazi-
täten werden voraussichtlich 1999 erschöpft sein. 
Im Klinikum Tübingen wird das dortige A VS seit 1989 eingesetzt, es werden die 2,3 Mio. 
Krankenakten sowie 200000 weitere Akten vor Ort in den übrigen Kliniken verwaltet. 
4.2 Stand der zentralen Archivierung am Universitätsklinikum Heidelberg 
Die zentralen Archive des Universitätsklinikums Heidelberg bilden eine eigene Abteilung 
im Bereich ,Klinische Informationsverarbeitung' der Medizinischen Informatik und 
umfassen 13 Planstellen (inkl. Archivleitung). 
Das Zentralarchiv Kopfklinik archiviert konstant ca. 450000 Krankenakten, davon ca. 
130000 Bildakten; der Füllungsgrad beträgt bei 4000 laufenden Metern Kapazität 
ebenfalls 100%. Nach 4 Jahren werden die Akten in das zentrale Altarchiv ausgelagert. 
Im zentralen Altarchiv lagern derzeit ca. 17000 laufende Meter Akten ab dem Jahrgang 
1861 (!), die Auslastung liegt - inkl. der momentan stattfindenden letztmaligen 
Erweiterung durch Regalanlagen - bei 85%. Die verbleibenden Restkapazitäten werden 
etwa bis 1997 ausreichen. 
Im Klinikum Heidelberg wird das A VS seit 1988 im Zentralarchiv der Kopfklinik und 
im Archiv der Medizinischen Klinik eingesetzt. Es werden insgesamt ca. 500000 
Krankenakten rechnerunterstützt verwaltet. 
4.3 Gemeinsame Erfahrungen 
An beiden Klinika bearbeiten die Zentralarchive ca. 250 - 300, die zentralen Altarchive 
ca. 40 - 50 Aktenanforderungen pro Tag. Neben den ,konventionellen' Methoden der 
telefonischen oder schriftlichen Anforderung haben sich insbesondere rechne runter-
stützte Online-Aktenanforderungen - zum Beispiel über den automatischen Ausdruck 
von Anforderungsformularen im Zentralarchiv - aus anderen Anwendungssystemen 
und von dezentralen A VS-Arbeitsplätzen bewährt. 
Der Aktentransport von den Zentralarchiven in die Kliniken/Abteilungen im Haus er-
folgt jeweils über zentrale Fördersysteme und dauert im Durchschnitt ca. 20 - 30 Minu-
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ten. Die Zustellung in andere Klinikumsgebäude erfolgt in der Regel innerhalb eines 
Tages über die Hauspost oder Kurierfahrer. 
4.4 Ergebnisse 
Die Einführung der rechnerunterstützten zentralen Archivierung an den Universitäts-
klinika Heidelberg und Tübingen hat u. a. zu folgenden Ergebnissen geführt: 
Die Verfügbarkeit der Krankenakten hat sich insgesamt deutlich verbessert, die Rate 
von ,nichtauffindbaren' Akten liegt bei ca. 2%. 
Die Suchzeiten nach Akten wurden deutlich reduziert. 
Die ,Raumproblematik' wird von zentraler Stelle gelöst und entfällt somit vor Ort 
weitgehend. 
Die inhaltliche Systematik der Krankenakten (zum Beispiel durch die Sortierung 
mit einheitlichen Inhaltsregistern) hat sich verbessert. 
In einem Zentralarchiv befinden sich alle verfügbaren Akten eines Patienten 
beieinander. 
Die Kosten für die Archivierung werden durch zentrale Verfahren transparenter und 
damit planbarer, sie gehen nicht mehr im dezentralen Klinikbetrieb ,unter'. Ein 
konkreter Kostenvergleich läßt sich aufgrund fehlender Angaben zu (früheren) 
dezentralen Verfahren und der inzwischen deutlich gestiegenen Aktenmengen nur 
schwer anstellen. 
Die Falschzuordnungen von Akten zu Patienten sind durch den ständigen Abgleich 
mit dem Patientenmanagementsystem gering. 
Die Ergebnisse zeigen, daß rechnerunterstützte zentrale Archive durchaus effizient 
sowohl für die Patientenversorgung als auch für Forschung und Lehre betrieben werden 
können. 
5. Diskussion und Ausblick 
Konventionelle Krankenaktenarchive und rechnerunterstützte Archivverwaltungssy-
steme sind mittlerweile als integraler Bestandteil der medizinischen Informationsverar-
beitung und somit von Krankenhausinformationssystemen zu betrachten ([2]. [3], [5]). 
Der Betrieb solcher Archive ist als zentrale Dienstleistung innerhalb des Krankenhauses 
auch ein wesentlicher Aspekt des Managements von Krankenhausinformationssystemen. 
Die Integration in die Medizinische Informatik hat am Klinikum Heidelberg zu positiven 
Effekten, zum Beispiel der Beteiligung an der Einführung von Anwendungssystemen 
zur Dokumentenverwaltung oder Abteilungsorganisation sowie der Entwicklung von 
Schnittstellen für die Aktenanforderung geführt. 
Der Einsatz innovativer Verfahren (Rechnergestützte Mikroverfilmung, Digitale Archi-
vierung, Hybride Verfahren) mit zentralen Archiven und dezentraler Funktionalität 
an klinischen Arbeitsplätzen wird voraussichtlich die noch bestehenden Schwachstellen 
wie nur einmalige Verfügbarkeit und oft mangelnde inhaltliche Systematik der Akten 
minimieren. Die Universitätsklinika Heidelberg und Tübingen führen ab 1995 ein 
Anwendungssystem für das Management und die - digital-optische und konventionelle 
- Archivierung von Krankenakten ein ([5], [6]). Parallel wird jeweils das A VS, unter 
Übernahme der vorhandenen Datenbestände, abgelöst. Die beschriebenen Erfahrungen 
prägen bereits deutlich die Systementwicklung und erleichtern die systemtechnische und 
organisatorische Migration. Aufgrund der z. zt. nicht vorhandenen rechtlichen Anerken-
nung für digitale Dokumente und der damit noch fehlenden Verankerung in der 
Zivilprozeßordnung (wichtig zum Beispiel bei Schadensersatzansprüchen gegen Kran-
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kenhaus oder Arzt) ist es geplant, die konventionellen Krankenakten vorerst für 
einen Zeitraum von mindestens 3 bis 5 Jahren parallel im Original aufzubewahren. 
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Leserbrief zu "Einführung in die statistische Methodik von 
Äquivalenzstudien" von St. Wellek 
Die Publikation von Wellek in dieser Zeitschrift gibt eine gelungene Übersicht über 
das konventionelle Verfahren des Äquivalenztests (2 einseitige Teste bzw. (1-2cr)-Ver-
trauensbereich) sowie das optimale Verfahren nach Lehmann. Da das Lehmann-
Vorgehen seinerzeit auch in unserer Forschungsgruppe diskutiert und als Patel-Gupta-
Verfahren in unsere Programme integriert worden ist, möchten wir uns erlauben, ein 
paar erläuternde Bemerkungen dazu zu machen. Auch meinen wir, daß der Verfasser 
bei der Umsetzung des (sonst völlig korrekten) Verfahrens auf das Crossover-Design 
etwas übersehen hat, was zu einer scheinbaren Diskrepanz zwischen den Resultaten des 
optimalen Tests und dem üblichen Verfahren führte. 
Zunächst möchten wir hervorheben, daß das von Wellek befürwortete spezielle Verfahren 
auch von uns für optimal gehalten wurde. Wir hielten es aber seinerzeit (ca. 1986/ 1987) 
nicht für durchsetzbar, da die standardisierte Differenz - hierbei zur Definition des 
Äquivalenzbereichs verwendet - überwiegend nur in der Psycho-Sozialforschung als 
sog. Cohen effect size bekannt war, die Praktiker in der Forschung auf dem Gebiet des 
Bioäquivalenznachweises jedoch seit langen Jahren auf die Quotienten-Definition 
(± 20%) eingeschworen waren. 
In gewissermaßen eigener Sache weisen wir insbesondere darauf hin, daß unser Pro-
gramm "N" die Fallzahl für Äquivalenz nach dem optimalen Verfahren berechnet. 
Die Zahlen der Tabelle 7 der Publikation lassen sich, mit Beta-Fehler als Ziel feld bzw. 
an der OC-Kurve abzulesen, genau nachvollziehen. Die Fallzahl-/Trennschärfeberech-
nung im Programm N ist die für den optimalen Lehmann-Test anzuwendende Berech-
nung. Wellek weist im übrigen auf die alternativen Fallzahlberechnungen für den 
konventionellen Äquivalenztest hin, nach Publikationen von PHILIPS (1990, 1993) sowie 
DILETTI, HAUSCHKE und STEINIJANS (1991). Wenn es sich dabei auch um eine andere 
Test-Philosophie handelt, so unterscheiden sich die resultierenden Fallzahlen nach 
unseren Erfahrungen lediglich im Rahmen der ohnehin bei der Fallzahl-Berechnung 
notwendigen Ganzzahl-Rundung, zumindest bei praxisrelevanten Beispielen. 
In diesem Zusammenhang möchten wir aber noch hinzufügen, daß die Äquivalenzteste 
in unserem Programm TESTIMATE im Regelfall die konventionellen (Verfahren der 
2 einseitigen Teste) sind, so daß damit auch nur die Äquivalenztestergebnisse der ersten 
beiden Beispiele (Wi1coxon-Test, exakter Test für odds ratio) identisch repliziert werden 
können. Nur bei der Crossover-Auswertung unseres Programms ist als zusätzliches 
Verfahren das Patel-Gupta-Verfahren ausgegeben. Dieses liegt zwar auf der Linie des 
optimalen Verfahrens, ist aber nicht identisch : Es benutzt den Nichtzentralitätsparameter 
als Schätzung aus den Daten anstatt ihn zu postulieren, wie beim optimalen Lehmann-
Test. Dies hat immerhin den Vorteil, daß durch dieses Vorgehen dem Vorwurf ,durch 
schlampige Messungen erreicht man immer Äquivalenz' automatisch gegengesteuert 
wird. 
Bezüglich des Crossover-Beispiels ergab sich nun bei Wellek eine auffällige Diskrepanz 
zwischen dem Ergebnis des optimalen Testes und dem des konventionellen Verfahrens. 
Diese ist unserer Ansicht nach nicht zurückzuführen auf ,von vornherein sinnlose 
Trennschärfevergleiche' bezüglich der Verfahren. 
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In der von Wellek dargestellten Lehmannschen Form werden Null- und Alternativ-
hypothesen angegeben in Schranken für die standardisierte Differenz - 8 :s; ({JA - ({J B 
(J 
:s; 8. Hierfür existieren seit Cohen klare Vorstellungen darüber, was als kleine, mittlere 
oder große Differenz betrachtet wird. 
Führt man das Crossover-Design auf ein Parallelgruppendesign zurück (indem man die 
Differenz zwischen erster und zweiter Periode betrachtet), dann beurteilt man faktisch 
die Größe des Ausdrucks 
Wenn also im Parallelgruppen-Design -8 :s; ({JA - ({JB :s; 8 sein soll, so muß die beim 
(J 
Crossover-Design zu betrachtende Größe um den Faktor V 2 größer sein. Wendet 
1 - Q 
man obiges Vorgehen auf das Beispiel an, so erhält man für die 5%-Schranke bei Q = ° 
den Wert 1,486, bei Q = 0,5 die Schranke 2,7 und bei Q = 0,9 (empirischer Wert) die 
Schranken 7,45. In jedem Fall würde damit auf Äquivalenz entschieden. Damit werden 
alle Ergebnisse wieder stimmig, d. h. man erhält ebenfalls Signifikanz für Äquivalenz. 
Der Nachteil dieser Betrachtungsweise liegt allerdings darin, daß man nicht nur eine 
Vorstellung über die standardisierte Differenz, sondern auch über die wohl erreichbare 
Korrelation Q haben muß. 
Der "Trick" des Crossover-Designs liegt ja gerade im Effizienzgewinn, der sich bei hoher 
positiver Korrelation ergibt. Man sollte diesen Gewinn nicht dazu benützen, um desto 
härtere (engere) Äquivalenzschranken zu fordern. 
Ein schöner Beleg für die Notwendigkeit des beschriebenen Vorgehens beim Umstieg 
vom Parallelgruppen-Design auf das Crossover-Design ergibt sich aus der nahezu 
völligen Übereinstimmung der resultierenden Fallzahl, wenn man die Tabellen von 
DILETTI et a!. mit dem Programm N nachrechnet, jedoch mit Berücksichtigung von (J . 
Einen noch deutlicheren Hinweis für die Notwendigkeit für diese Art der Umsetzung 
ergibt sich beim Test auf Unterschied, wenn man die so erzeugten Fallzahlen mit denen 
von GRIZZLE (1965) vergleicht (man vergleiche hierzu die Rechenbeispiele im Handbuch 
zum Programm N). 
Diese Überlegungen der Umsetzungen gelten im übrigen auch für die Wilcoxon-Mann-
Whitney-Form des Äquivalenztestes bei Crossover-Daten, da hier ebenfalls die Differen-
zen der Meßwerte der bei den Phasen zugrundegelegt werden. In diesem Fall wird der 
Äquivalenzbereich, definiert mit dem Mann-Whitney-Kennwert P(X < Y), entspre-
chend größer. In dem Beispiel des Crossover, welches als Wilcoxon-Mann-Whitney-
Problemlösung in der Monographie von Wellek (1994, Seite 64) diskutiert wird, erhält 
man statt der vom Verfasser diskutierten Toleranz von 24% für 8 = 1 eine Toleranz 
von 34% bei (J = 0,42%, bei (J = 0,5 und gar 49,9% bei (J = 0,9. Bei dieser Betrachtung 
resultiert wieder Äquivalenz, genau wie bei dem parametrischen Testverfahren und dort 
genau so wie bei dem Standardverfahren der zwei einseitigen Teste. 
Dr. VOLKER W. RAHLFS, C. STAT. 
idv-Datenanalyse und Versuchsplanung 
82131 GautingjMünchen 
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Antwort des Autors auf den Leserbrief von V. W. Rahlfs und 
H. Zimmermann 
Ich danke Dr. V. W. Rahlfs und H. Zimmermann für ihren ausführlichen Kommentar 
zu meinem in Heft 2/95 erschienenen Tutorial "Einführung in die statistische Methodik 
von Äquivalenzstudien" . Ihre Anmerkungen beziehen sich schwerpunktmäßig auf den 
mit Hinblick auf Bioäquivalenzstudien sehr wichtigen Fall eines Tests auf Äquivalenz 
zweier Gauß-Verteilungen mit identischen Varianzen und unterstreichen die Sicht, daß 
die Formulierung der Hypothesen auf der Basis der standardisierten Differenz der beiden 
Erwartungswerte sowohl sachgerecht als auch mathematisch am nächstliegenden ist. 
Kritisch diskutiert wird lediglich die Berechtigung meines Hinweises auf die prinzipiellen 
Unterschiede zwischen dem (optimalen) Test auf Äquivalenz bezüglich {J·./.l - f..lz)/ (J 
und dem Intervallinklusions-Test für f..ll - f..lz ::; - 6 lader f..ll - f..lz ?: 6z gegen 
- 61 < f..ll - f..lz < 6z· In Anbetracht dessen möchte ich meine Antwort beschränken 
auf einige Anmerkungen zur "Geschichte" des optimalen Verfahrens und zur (fehlenden) 
Vergleichbarkeit mit der Intervallinklusions-Prozedur. 
1. Kaum etwas liegt mir ferner, als die herausragende Bedeutung von E. L. Lehmann's 
Buch "Testing Statistical Hypotheses" (1. Auf!. 19598; 2. Auf!. 1986) für Theorie und 
Anwendung statistischer Testverfahren zu unterschätzen. Dennoch halte ich es für 
irreführend, den optimalen (genauer : gleichmäßig besten invarianten) Test auf 
Äquivalenz der beiden Verteilungen JV(f..ll, (JZ), JV(f..lz, (JZ) bezüglich (f..ll - f..lz)/(J als 
"Lehmann-Verfahren" zu bezeichnen. Tatsächlich finden sich in Lehmann's Buch in 
allgemeiner Formulierung die wesentlichen Sätze zur Konstruktion optimaler Tests 
auch für Probleme, in denen die Alternativhypothese einem nichtausgearteten Intervall 
entspricht. Es wird aber kein einziger spezieller Test dieses Typs präsentiert, schon 
gar nicht für den hier vorliegenden Fall einer mehrparametrigen Familie, die erst über 
Invarianzbetrachtungen auf eine einparametrige Familie mit der erforderlichen 
Struktur reduziert werden muß. Hinzu kommt, daß die einschlägigen Sätze in 
LEHMANN [1959; 1986] ihrerseits Anwendungen des verallgemeinerten Fundamen-
tallemmas von NEYMAN & PEARSON [1936] sind. Wenn man also den Test schon nach 
Klassikern der Mathematischen Statistik benennen will, sollte man korrekterweise 
von einem Neyman-Pearson-Lehmann-Test sprechen. 
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2. Wenn Rahlfs & Zimmermann schreiben, der optimale Test sei in ihrem Software-
Produkt N "als Patel-Gupta-Verfahren . . . integriert worden", so ist dieser Sprach-
gebrauch zwar in der unvermindert kontroversen Diskussion um den Bioäquivalenz-
nachweis relativ üblich geworden, sollte aber im Sinne begrifflicher Klarheit unbedingt 
vermieden werden. Tatsächlich hätte das Paper von Patel & Gupta in der Form, in 
der es 1984 im Biometrical Journal abgedruckt wurde, niemals publiziert werden 
dürfen. Denn es stellt das im Tutorial als "unverbundener {-Test auf Äquivalenz" 
abgehandelte Verfahren fälschlich als einen Test auf Äquivalenz bezüglich der 
nichtstandardisierten Erwartungswerte dar. Als Lösung für dasjenige Testproblem, 
von dem die Patel-Gupta-Arbeit explizit ausgeht, ist dieser Test aber kein gültiges 
Verfahren, weil er ersichtlicherweise das Niveau nicht einhält. 
3. Selbst wenn Patel & Gupta das richtige Testproblem formuliert und die Optimalität 
des Verfahrens für dieses andere Problem gezeigt hätten, wären sie damit keineswegs 
die ersten gewesen, die einen optimalen Test für ein spezielles Problem mit Intervall-
Alternative explizit angegeben und bezüglich Trennschärfe bzw. minimal erforder-
licher Fallzahlen näher untersucht haben. Die früheste mir bekannte Publikation, 
die dies für sich in Anspruch nehmen kann, datiert nämlich aus dem Jahre 1969 
[Wo H. BONDY im American Statistician 23, 28 - 30] und ist damit sogar älter als 
Westlake's erste Veröffentlichung zur Intervallinklusions-Regel. 
4. Versuche, den optimalen Test durch "passende" Wahl der Äquivalenzgrenzen -BI, 
B2 für (PI - p2)/a mit dem Intervallinklusions-Test quasi zur Kongruenz zu bringen, 
halte ich weiterhin für verfehlt, und das von Rahlfs & Zimmermann vermutete 
"Übersehen" der Korrelation 12 zwischen den Messungen in beiden Perioden des 
Crossover-Versuchs hat in den von mir präsentierten Beispielen nirgendwo stattge-
funden. Vielmehr beruhen die aufgezeigten Abweichungen lediglich auf Notations-
unterschieden, vor allem in bezug auf das Symbol a. In Einklang mit der im Haupttext 
des Abschnitts 4.3 gegebenen allgemeinen Darstellung wird auf S. 97 in der Reanalyse 
des Beispiels 3 unter a die Standardabweichung der intraindividuellen Differenz 
zwischen den Meßergebnissen in bei den Versuchsperioden verstanden. Unser a ist 
also gleich a[2(1 - 12)F/2 bei Rahlfs & Zimmermann, deren <{JA bzw. <{JB umgekehrt 
mit (1 /2) x unserem PI bzw. P2 gleichzusetzen ist. 
Ehe man versucht, Festlegungen der Grenzen des Äquivalenzintervalls für (PI - p2)/a 
zu finden, unter denen der optimale Test in praktischen Anwendungen möglichst 
oft zur selben Entscheidung führt wie der Intervallinklusions-Test auf Äquivalenz 
im Sinne von Ipl - P21 < 2 . log (1,25), sollte man den prinzipiellen Unterschied 
zwischen beiden Tests so klar wie möglich herausarbeiten: 
Wie immer die Grenzen - (51 ' (52 einerseits und -BI' B2 andererseits numerisch 
festgelegt werden, hält weder der (optimale) Test auf Äquivalenz im Sinne von 
-BI< (PI - p2)/a < B2 als Test auf Äquivalenz im Sinne von -(51< PI - P2 < (52 
das Niveau ein, noch umgekehrt der Intervallinklusions-Test als Test auf Äquivalenz 
im ersteren Sinne. Power-Vergleiche zwischen Tests für unterschiedliche (Null-) 
Hypothesen sind aber in der Tat Vergleiche zwischen Äpfeln und Birnen, wie ich es 
in einer von Rahlfs & Zimmermann kritisierten Formulierung (siehe Bemerkung auf 
S. 9) sinngemäß geschrieben habe. 
Auch im Hinblick auf Anwendungen in der praktischen Datenanalyse halte ich es 
weder für vertretbar noch für erwünscht, die Unterschiedlichkeit beider Ansätze zu 
nivellieren. Man sollte mit dem Anwender diskutieren, welche Hypothesenformulie-
rung er unter inhaltlichen Gesichtspunkten bevorzugt und ihm beide Tests als 
Lösungen für prinzipiell unterschiedliche Problemstellungen anbieten. 
Prof. Dr. S. Wellek, ZI Mannheim, Abteilung Biostatistik, Postfach 122120, 68072 
Mannheim. 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 2/ 1996 
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 27 (2), 
101 - 110, ISSN 0943-5581 
© Verlag Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG , Stuttgart 
Empfehlung an die Bundesländer zur 
technischen Umsetzung der Verfahrensweisen 
gemäß Gesetz über Krebsregister (KRG) 
H.-J. Appelrath 1), J. Michaelis 2), I. Schmidtmann 2), W. Thoben 1) 
für die Projektgruppe Krebsregister der GMDS 
Zusammenfassung 
Dieses Papier gibt eine Empfehlung für die technische Umsetzung der im KRG vor-
gesehenen Verfahren zur Chiffrierung und Zusammenführung von Patientendaten. Für 
die Bundesländer, die das im KRG vorgesehene Meldemodell vollständig installieren, 
sind alle Kapitel der vorliegenden Empfehlung relevant. Für Bundesländer, die ein davon 
abweichendes Meldemodell verwenden, sind lediglich das Kapitel 3 und die darin ent-
haltenen Empfehlungen zur Gewährleistung eines bundesweiten Abgleichs der Landes-
krebsregister von Interesse. 
Um die künftig erforderliche länderübergreifende Zusammenarbeit zwischen den Re-
gistern sicherzustellen, mußte für die Beschreibung einiger technischer Aspekte ein 
Detaillierungsgrad gewählt werden, der für Fachexperten bei der Realisierung eine 
eindeutige Grundlage liefert. Dies wird bei vielen, die nicht enger mit Fragen der 
Informationstechnologie vertraut sind, den Eindruck hoher Komplexität hervorrufen. 
Daher sei ausdrücklich darauf hingewiesen, daß die praktische Implementierung der 
vorgeschlagenen Verfahren so erfolgen kann, daß für die tägliche Registerarbeit keine 
besonderen DV-technischen Kenntnisse erforderlich sind. Die Verfahren laufen vom 
Anwender praktisch unbemerkt im "Hintergrund" der Rechner, die in den Registern 
eingesetzt werden. Dies kann auch bereits praktisch von den an der Erprobung beteiligten 
Arbeitsgruppen in Mainz und Oldenburg demonstriert werden. 
1. Registrierungsmodell 
Zum l. l. 1995 ist das Gesetz über Krebsregister in Kraft getreten, welches die 
Bundesländer verpflichtet, bis zum l. l. 1999 bevölkerungsbezogene Krebsregister ein-
zurichten [1] . 
') OFFIS Oldenburg 
2) Institut für Medizinische Statistik und Dokumentation, Johanes-Gutenberg-UniversiHit , Mainz 
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Im folgenden wird ein von den Arbeitsgruppen in Mainz (Prof. Michaelis und 
Mitarbeiter) und Oldenburg (Prof. Appelrath und Mitarbeiter) gemeinsam erarbeiteter 
Vorschlag vorgestellt, der aus den Vorarbeiten der beiden Arbeitsgruppen resultiert ([3], 
[4], [5], [7]). Dieser Vorschlag beschreibt die technische Umsetzung des Registrierungs-
modells gemäß KRG, welches auf zwei unabhängigen, auch institutionell getrennte, 
Stellen basiert: 
Die Vertrauens stelle (VST) sammelt patientenbezogene Krebsmeldungen von Ärzten 
(einschließlich Pathologen und Zahnärzten), teilweise über Nachsorgeleitstellen und 
klinische Register. Sie chiffriert die personenidentifizierenden Daten und übermittelt 
die chiffrierten personenidentifizierenden Daten zusammen mit den im Klartext 
vorliegenden epidemiologischen Daten an die RegistersteIle. 
Die RegistersteIle (RST) speichert die chiffrierten personenidentifizierenden und 
die epidemiologischen Daten. Hier werden mehrere zu einem Patienten gehörende 
Meldungen zusammengeführt. 
Eine Dechiffrierung der personenidentifizierenden Daten zum Durchführen von Studien 
ist nur nach Erfüllung bestimmter, wohldefinierter Auflagen möglich. 
Für den Abgleich der Neumeldungen mit den bereits vorhandenen Meldungen in der 
RegistersteIle werden sogenannte Kontrollnummern 1) als Abgleichinstrument verwendet 
(siehe Kap. 3). In Zweifelsfällen können auch Unklarheiten durch Nachfragen über die 
Vertrauensstelle beseitigt werden. Dazu werden die Meldungen eine gewisse Zeit - im 
KRG sind in § 4, Abs. 1 dafür drei Monate vorgesehen - in der Vertrauensstelle 
aufbewahrt, jedoch dort spätestens nach dieser Zeitspanne oder nach Abschluß der 
Bearbeitung in der RegistersteIle gelöscht. 
2. Chiffrierverfahren 
Während für die Chiffrierung der personenidentifizierenden Angaben in der Vertrauens-
stelle ein Verfahren verwendet werden muß, welches eine Dechiffrierung auf Klartexte 
erlaubt, wird für die Bildung der Kontrollnummern eine Einwegverschlüsselung genutzt, 
die keine Rückabbildung auf die Klartexte ermöglicht. Es werden im Benehmen mit 
dem Bundesamt für Sicherheit in der Informationstechnik (BSI) folgende Verfahren 
empfohlen (vgl. Abb. I, einzelne Kästen sind durch Buchstaben Abis F gekennzeichnet): 
Vertrauensstelle 
Kasten A: Die Chiffrierung der personenidentifizierenden Daten wird durch ein 
asymmetrisches Verfahren [9] realisiert, wobei keine bundesweite Standardisierung 
notwendig ist. Es wird eine hybride IDEA-RSA-Chiffrierung empfohlen, wobei jedes 
Bundesland aus Praktikabilitätsgründen nur ein Schlüsselpaar, bestehend aus einem 
"öffentlichen" Schlüssel PK (Public Key 2) und einem "geheimen" Schlüssel SK (Secret 
Key 3), verwenden sollte. Die Identitätsdaten werden mit IDEA chiffriert. Der dazu 
jeweils pro Sitzung nach dem Zufallsverfahren erzeugte IDEA-Schlüssel wird mit dem 
"öffentlichen" Schlüssel RSA-chiffriert und mit den chiffrierten Identitätsdaten abgelegt. 
Die RSA-Schlüssel sollten eine Länge von mindestens 640 Bit haben. 
1) Kontrollnummern stellen eine spezielle Form von Pseudonymen dar. 
2) Asymmetrische oder Public-Key-Chiffrierverfahren haben zwei Schlüssel, einen "öffentlichen" Schlüssel zum Chiffrieren und einen 
"geheimen" zum Dechiffrieren. Der "geheime" Schlüssel kann aus dem "öffentlichen" nicht ohne unverhältnismäßig hohen 
Aufwand erzeugt werden. Daher ist es möglich, den sogenannten Public Key ungeschützt, d. h. öffentlich, zu übermitteln, ohne 
daß ein potentieller Angreifer eine mit diesem Schlüssel chiffrierte Nachricht dechiffrieren könnte. Der sogenannte Public Key 
wird in der Vertrauensstelle zum Chiffrieren verwendet, dort jedoch geheim gehalten. 
3) Der .,geheime" Schlüssel SK ist nicht in Abb. I dargestellt, da er außerhalb des Gesamtsystems bei einer unabhängigen dritten 
Stelle aulbewahrt und ausschließlich für die Dechiffrierung der anonymisierten Meldungen benötigt wird. 
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Kasten B: Entscheidend für den späteren, zwingend notwendigen Abgleich der Daten 
mit denen anderer Bundesländer ist die Verwendung eines bundeseinheitlichen Ver-
fahrens. Es wird vorgeschlagen, die Kontrollnummern KN l' ... , KN 22 aus einzelnen 
Attributen (Al' ... , A22) (siehe Kap. 3) der personenidentifizierenden Daten zu erzeugen, 
indem auf jedes Attribut nacheinander ein Einwegverschlüsselungsverfahren und ein 
symmetrisches Chiffrierverfahren angewendet werden. Als Ergebnis erhält man die 
Kontrollnummern KN j , deren Format als "Linkage Format" bezeichnet wird, da die 
Kontrollnummern in diesem Format zur Zusammenführung mehrerer Datensätze einer 
Person (Record Linkage) in der RegistersteIle verwendet werden. 
Das Einwegverfahren muß bundeseinheitlich sein. Als Einwegverfahren wird das MD5-
Verfahren empfohlen. Als symmetrisches Verfahren wird IDEA [10] empfohlen; dieses 
Chiffrierverfahren muß auf Landesebene einheitlich sein. Es muß auch landesweit ein 
einheitlicher IDEA-Schlüssel (IDEA-VST) verwendet werden. Ein einheitliches sym-
metrisches Chiffrierverfahren auf Bundesebene ist für den Abgleich nicht zwingend. 
RegistersteIle 
Kasten C: Nach dem Abgleich in der RegistersteIle werden die Kontrollnummern KN j 
vor der permanenten Abspeicherung in der Datenbank nochmals, ergänzt um eine 
Zufallszahl x, zusammen symmetrisch chiffriert (IDEA). Als Ergebnis erhält man den 
Schlüssel text RKN, dessen Format als "Storage Format" bezeichnet wird, da die 
Kontrollnummern in dieser Form in der RegistersteIle dauerhaft gespeichert werden. 
Der dabei verwendete IDEA-Schlüssel (IDEA-RST) ist unabhängig von dem der 
Vertrauensstelle(n) und nur in der RegistersteIle bekannt. Die Zufallszahl dient dem 
Schutz vor einer Probechiffrierung von Kontrollnummern. Auch dieses Verfahren muß 
nicht bundeseinheitlich standardisiert sein, dies wäre jedoch aus Praktikabilitätsgründen 
empfehlenswert. 
Kasten D: Zum Record Linkage müssen jeweils die Kontrollnummern der Meldungen, 
die bereits in der Registerdatenbank gespeichert sind, vom "Storage Format" in das 
"Linkage Format" überführt werden, indem die in Kasten C beschriebene Chiffrierung 
für die Dauer des Record Linkage rückgängig gemacht wird. 
Registerübergreifender Abgleich 
Kasten E: Für einen registerübergreifenden Abgleich stellt die RegistersteIle durch 
Dechiffrieren mit dem Schlüssel IDEA-RST aus den Kontrollnummern im "Storage 
Format" wieder die Kontrollnummern im "Linkage Format" her und übergibt sie an 
die Vertrauens stelle. Das Vorgehen ist dasselbe wie in Kasten D, nur diesmal für den 
registerübergreifenden Abgleich. 
Kasten F: Die Vertrauens stelle bringt die Kontrollnummern in das "Austauschformat", 
indem sie die IDEA-Chiffrierung mit dem Schlüssel IDEA-VST rückgängig macht und 
eine erneute Chiffrierung mit IDEA vornimmt. Für diese Chiffrierung wird ein IDEA-
Schlüssel (IDEA-ABG) verwendet, der nur für diesen Abgleich eingesetzt wird. Das 
"Austauschformat" ist ein "Linkage Format". Es unterscheidet sich vom lokal verwen-
deten nur durch den eingesetzten IDEA-Schlüssel. 
Vorschläge zum Schlüsselmanagement 
Das Schlüsselpaar (PK, SK) für die asymmetrische Chiffrierung in einem Bundesland 
kann durch das BSI oder durch eine eigene Landesbehörde generiert werden. 
Für die Schlüsselerzeugung der symmetrischen Schlüssel muß für das gesamte 
Bundesland gen au eine Vertrauensstelle (IDEA-VST) bzw. die RegistersteIle (IDEA-
RST) selbst zuständig sein. 
Während der geheime Schlüssel (SK) für die asymmetrische Dechiffrierung außerhalb 
des Krebsregisters verwaltet werden muß, sind Vertrauensstelle(n) und RegistersteIle 
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Tabelle 1: Kontrollnummernformate 
Ort Dauer Form 
Klartext- Vertrauens- temporär, solange (Ab ... , A22) 
attribute stelle der Fall in der Ver-
trauensstelle vorliegt 
«3 Monate) 
"Linkage Register- jeweils temporär KN i = IDEA 
Format" stelle während (MD5(AJ, lDEA-VST), 
eines Record Linkage- i = 1, ... ,22 
Laufs « 1 Stunde) 
"Storage Register- permanent RKN = IDEA 
Format" stelle ({KN 1, .. . , KN zz , Zufallszahl}, 
IDEA-RST) 
"Austausch- Vertra uens- temporär, zur Weiter- KN; = IDEA 
format" stelle gabe an die Vertrauens- (MD5(AJ, lDEA-ABG), 
stelle des kooperieren- i = 1, ... , 22 
den Registers 
für die Verwaltung der Schlüssel für die symmetrischen Chiffrierungen (IDEA-VST 
bzw. IDEA-RST) sowie die Vertrauensstelle(n) außerdem für den "öffentlichen" 
Schlüssel (PK) der asymmetrischen Chiffrierung selbst verantwortlich. 
3. Record Linkage 
Anonymisierte Meldungen werden in der RegistersteIle anhand von Kontrollnummern 
abgeglichen, wobei folgende Empfehlungen für eine bundesweite Standardisierung des 
Record Linkage in epidemiologischen Krebsregistern gegeben werden: 
Alle Krebsregister müssen dieselben Kontrollnummern verwenden, damit ein regi-
sterübergreifender Abgleich möglich ist. 
Es wird empfohlen, zum Abgleich ein stochastisches Record Linkage-Verfahren, z. B. 
AutoMatch einzusetzen. Zur Durchführung des Record Linkage müssen die Kon-
trollnummern in der RegistersteIle für die Dauer eines Record Linkage-Laufs 
kurzzeitig im "Linkage Format" vorliegen (bei AutoMatch auf einem mittelgroßen 
Unix-System etwa 30 min. je 100.000 Datensätze). 
Kontrollnummern sollen jeweils nur aus einem einzelnen Attribut erzeugt werden. 
Die bisherigen Untersuchungen [5, 7] haben gezeigt, daß ein stochastisches Record 
Linkage-Verfahren, das auf einzelnen Attributen basiert, zu besseren Zuordnungen 
führt als Verfahren, die feste Kombinationen von mehreren Attributen verwenden. 
Es wird empfohlen, die Datensätze nicht vollautomatisch zusammenzuführen, was 
mit AutoMatch möglich wäre. Vielmehr sollte bei den vom Abgleichsystem zusam-
mengeführten Datensätzen anhand der epidemiologischen Daten entschieden werden, 
ob sie tatsächlich zusammengehören. Bei der Nachbearbeitung der vom System 
zusammengeführten Datensätze kann man auf die Kontrollnummern im "Linkage 
Format" verzichten. Zur besseren Handhabung der Kontrollnummern wird emp-
fohlen, anstelle der ursprünglichen Ausprägungen "Pseudoausprägungen" zu verwen-
den, d. h. statt der chiffrierten Ausprägungen erscheinen z. B. A, B, C usw. Dabei 
stehen gleiche Buchstaben für gleiche Merkmalsausprägungen innerhalb einer 
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Gruppe von zusammengeführten Datensätzen. Bei Diskrepanzen ist in jedem Fall 
genauso nachzufragen, wie man es in einem Register tun würde, dem die Identi-
tätsdaten im Klartext vorliegen. 
Folgende Angaben der personenidentifizierenden Daten sollten als Einzelattribute 
zur Erzeugung von Kontrollnummern für den bundesweiten Abgleich verwendet 
werden: 
Al' . .. , A3 Name, drei Komponenten 
A4, ... , A6 Vorname, drei Komponenten 
A?, ... , A9 Geburtsname, drei Komponenten 
A10, ... , A l2 früherer Name, drei Komponenten 
Al3 Geburtstag 
A14 DDR-Namenscode 
AlS phonetischer Code "standardisierter" Name 
A 16 phonetischer Code "standardisierter" Vorname 
Al? phonetischer Code "standardisierter" Geburtsname 
AlS phonetischer Code "standardisierter" früherer Name 
A19, A20 Titel, zwei Komponenten 
A2l , A22 zwei Kontrollnummern aus Baden-Württemberg, basierend auf drei 
Zeichen Vorname, drei Zeichen Name, vollständiges Geburtsdatum 
bzw. drei Zeichen Vorname, drei Zeichen Geburtsname, vollständiges 
Geburtsdatum. 
Erläuterungen zu den Attributen 
Name, Vorname, Geburtsname und früherer Name werden jeweils in drei Kom-
ponenten zerlegt. Die Zerlegung der Namen (siehe Abb. 2) vereinfacht die Zu-
ordnungen, z. B. wenn nicht immer alle Vornamen angegeben sind, von einem 
Doppelnamen nicht alle Teile vorliegen oder Namenserweiterungen ("von", "zu" 
usw.) vorkommen. Namenserweiterungen werden stets in der dritten Komponente 
abgelegt. 
Abbildung 2: Namenszerlegung und Standardisierung 
Namenszerlegung und Standardisierung 
Name: 
MEYERHEIOEZUR_~----, ___ ~.....-...I 
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Um Probleme mit unterschiedlichen Darstellungen von Umlauten zu vermeiden, 
werden alle Namenskomponenten standardisiert, d. h. Umlaute und ß werden 
umgesetzt (ß -> ss, ä -> ae, ö -> oe, ü -> ue), und alles wird einheitlich groß ge-
schrieben. 
Die phonetischen Codes (Kölner Phonetik) [11] werden verwendet, um Synonym-
fehler zu vermeiden, die durch Schreib- und Hörfehler zustande kommen. Bevor die 
Phonetikfunktion angewandt wird, werden jeweils die drei standardisierten Namens-
komponenten aneinander gehängt. 
Der DDR-Namenscode wird aufgenommen, um Abgleiche mit dem Altbestand des 
Berliner Registers zu ermöglichen, in dem zum Teil dieser Code anstelle von Name 
und Vorname gespeichert ist. Der DDR-Namenscode besteht aus vier Ziffern, wobei 
die ersten beiden für den Namen und die nächsten beiden für den Vornamen stehen. 
Dabei werden die Namen in 100 etwa gleich große Klassen eingeordnet. Die Zu-
ordnung entspricht genau dem bei Koller und Wagner [6, S. 351] beschriebenen 
Schlüssel des Statistischen Bundesamts. 
Die beiden Kontrollnummern aus Baden-Württemberg werden aufgenommen, damit 
überhaupt ein Abgleich mit Daten aus Baden-Württemberg möglich ist, das laut 
Landesgesetz nur die oben angegebenen Kontrollnummern verwenden darf. 
Zusätzlich zu den Kontrollnummern sollten folgende epidemiologischen Merkmale zum 
Record Linkage verwendet werden: Geschlecht, Geburtsmonat und -jahr sowie die 
Gemeindekennziffer. 
Im Krebsregister Rheinland-Pfalz stehen einige Programme zur Unterstützung des 
Record Linkage, auch für externe Interessenten, zur Verfügung: 
C-Programme für den phonetischen Code und für den DDR-Namenscode, 
- ein benutzerfreundliches Programm zur Nachbearbeitung der von AutoMatch 
zusammengeführten Daten. 
Die Namenszerlegung ist im Krebsregister Rheinland-Pfalz in die Datenerfassung 
integriert. Eine Kurzbeschreibung der Namenszerlegung ist auf Anfrage erhältlich. 
4. Sicherheitsaspekte 
Im folgenden werden ausschließlich Maßnahmen zur Gewährleistung der Vertraulichkeit 
skizziert. Diese sind Bestandteile eines umfassenden Konzeptes zur Gewährleistung der 
Datensicherheit, das jedes Register erarbeiten muß. Es ist vorgesehen, zu einem solchen 
umfassenden Datensicherheitskonzept ebenfalls einheitliche Empfehlungen zu erarbei-
ten. In diesen Empfehlungen werden alle Aspekte der IT-Sicherheit (Verfügbarkeit, 
Integrität, Vertraulichkeit) analysiert. Vorarbeiten wurden gemeinsam mit dem BSI 
bereits begonnen. 
Die in Kapitel 2 und 3 beschriebenen Verfahren gewährleisten folgende Sicherheits-
aspekte : 
Eine Wiederherstellung der Identitätsdaten aus den Kontrollnummern ist wegen des 
nicht umkehrbaren MD5-Verfahrens nicht möglich. 
Ein statistischer Angriff ist nur möglich, wenn ein potentieller Angreifer über die 
Daten im "Linkage Format" oder im "Austauschformat" oder aber im "Storage 
Format" und den zugehörigen Schlüssel (lDEA-RST) verfügt. Eine Probechiffrierung 
ist möglich, falls der Angreifer zusätzlich über den Schlüssel IDEA-VST verfügt. 
Die Daten liegen jedoch nur kurze Zeit im "Linkage Format" oder im "Aus-
tauschformat" vor, so daß ein erfolgreicher Angriff unwahrscheinlich ist. 
Um eine Probechiffrierung oder einen statistischen Angriff sicher zu verhindern, sind 
weitere organisatorische Maßnahmen zu ergreifen : 
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Der IDEA-Schlüssel der Vertrauensstelle ist sicher zu verwahren. 
Der IDEA-Schlüssel der RegistersteIle ist sicher zu verwahren. 
Ein Schlüsselwechsel in gewissen Zeitabständen bietet zusätzliche Sicherheit 
dagegen, daß Schlüssel rechtswidrig Unbefugten bekannt werden. 
Während der Durchführung des Record Linkage ist besonders sorgfältig darauf 
zu achten, daß kein Unbefugter Zugang zu den Daten hat. 
Die Daten müssen für die Weitergabe von der Vertrauensstelle an die RegistersteIle 
zusätzlich geschützt werden. 
Bei der Rückgabe der Daten an die Vertrauensstelle vor einem registerüber-
greifenden Abgleich und bei der Weitergabe an die Vertrauensstelle eines 
kooperierenden Registers sind die Daten ebenfalls zusätzlich zu schützen. 
Das BSI empfiehlt für den Versand der Daten die Chiffrierung des gesamten Daten-
bestandes mit einem Blockchiffrierverfahren (z. B. IDEA) im CBC- oder CFB-Modus 4 ) 
[2]. 
Nach Angaben des BSI sind Angriffe von außen als Risiko viel seltener und damit 
unwahrscheinlicher als technisches Versagen, Fehlbedienung durch Irrtum oder Nach-
lässigkeit oder mangelndes Sicherheitsbewußtsein der Mitarbeiter. Das BSI ist der 
Auffassung, daß die hier dargestellte Erzeugung der Kontrollnummern und Überver-
schlüsselung in Verbindung mit sorgfältiger Einhaltung der organisatorischen Maß-
nahmen gewährleistet, daß die Identitätsdaten der Patienten nicht von Unbefugten 
zurückgewonnen werden können [2]. 
5. Ausblick 
In diesem Papier sind die zentralen Konzepte und Empfehlungen zur technischen 
Umsetzung für den Aufbau eines epidemiologischen Krebsregisters nach dem KRG 
vorgestellt worden. 
Zusätzlich zu diesen empfohlenen Maßnahmen muß ein damit verträgliches Gesamt-
sicherheitskonzept für ein epidemiologisches Krebsregister definiert werden, welches in 
Abstimmung mit dem BSI zu überprüfen ist. Ein solches Sicherheitskonzept ist er-
forderlich, damit nicht die weitgehenden Datenschutzmaßnahmen des Registrierungs-
modells durch möglicherweise unzureichende Rahmenbedingungen gefährdet werden. 
Das Gesamtsicherheitskonzept des einzelnen Registers ergibt sich aus dem Zusammen-
wirken organisatorischer, baulicher, software- und hardwaretechnischer Maßnahmen. 
Die benötigte Hardwareausstattung richtet sich nach den Aufgaben, die von den 
einzelnen Stellen zu leisten sind. Die Aufgaben der Vertrauensstelle können mit heutigen 
Personal-Computern wahrgenommen werden, wenn nicht aufgrund spezieller zusätz-
licher Aufgaben einzelner Vertrauensstellen eine weitergehende Ausstattung nötig ist. 
Um die Aufgaben der RegistersteIle adäquat au~führen zu können, werden große 
Datenmengen (Registermeldungen, "Umweltdaten", digitalisierter Raumbezug) zu ver-
walten sein, die entsprechende Anforderungen an die Verarbeitungskapazität und 
-geschwindigkeit der Hardware stellen. Hier müssen mehrplatzfähige U nix-Workstations 
mit einem modernen Datenbanksystem eingesetzt werden. 
Inzwischen haben alle Bundesländer die Absicht, bald mit dem Aufbau epidemiologischer 
Krebsregister zu beginnen. Dafür zeigen die hier gegebenen Empfehlungen die techni-
schen Voraussetzungen auf. Zusammenfassend kann man feststellen, daß diese Emp-
fehlungen die Machbarkeit eines Meldemodells nach dem KRG gewährleisten und mit 
4) Cipher Block Chaining, Chipher Feed Back: Betriebsmodi für B10ckchilTrierverfahren 
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heutigen technischen Systemen umsetzbar sind. Im laufenden Betrieb einer Vertrauens-
und RegistersteIle werden sie kaum wahrgenommen werden. 
Damit treten die eigentlichen Entwicklungsaufgaben für den Aufbau eines epidemiologi-
schen Krebsregisters in den Vordergrund. Dies betrifft vor allem die Funktion der 
RegistersteIle, in der geeignete Auswertungsmethoden und -systeme (u. a. differenzierte 
statistische Verfahren für Cluster-Analysen, Herstellung eines einheitlichen digitalen 
Raumbezugs, Visualisierungstechniken) entwickelt und eingesetzt werden müssen. Auch 
hier sind länderübergreifende Kooperationen denkbar und sinnvoll. 
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Mehr Statistik lernen am pe - Programmbeschreibungen, Übungen und Lernziele zum 
Statistikpaket GSTAT2 
297 Seiten mit 337 Abb. und zahlreichen Tabellen, kartoniert DM 56,-, Göttingen: Vanden-
hoeck & Ruprecht, 1991. ISBN 3-525-13217-4. Disketten mit Einzellizenz DM 128,-
GSTAT2, die Fortsetzung von GSTAT enthält 13 weitere Statistikprogramme zur didaktischen 
Unterstützung der Vorlesungen. Inhalte sind: Einführung in die Testtheorie, Graphische Darstellung 
und Aufbereitung von Daten, Modellanpassungen, 2-dimensionale Normalverteilung, lineare und 
polynomiale Regression, Varianzanalyse, Kontingenztafeln, Klassische Zeitreihenanalyse, expo-
nentielles Glätten. Alle im Buch erwähnten Datensätze werden auf der GSTAT2-Diskette mit-
geliefert. 
Die Kapitelstruktur ist auch bei diesem Buch wieder 3-teilig: Im Teil A ,Programmbeschreibung' 
wird jeweils zunächst das entsprechende Unterprogramm mit se.i.nen Optionen, MöglichkeHen und 
den entsprechenden Bildschirmausgaben vorgestellt. Im Teil B Ubungen folgen konkrete Ubungs-
anweisungen, die die Studentinnen bzw. GSTAT2-Benutzerinnen am PC praktisch durchführen 
und nachvollziehen können, und so schrittweise den Stoff und die inhaltlichen Zusammenhänge 
der Statistik erfahren und lernen können. Im Teil C wird jeweils nachbereitet, was durch die in 
Teil Bangegebenen Ubungen gelernt werden sollte. Es .~ird zusammen gefaßt, welche inhaltlichen, 
stoffbezogenen Erkenntnisse aus den durchgeführten Ubungsschritte folgen . 
Schon ab dem I. Kapitel bzw. der Beschreibung und Einführung in das I. Unterprogramm 
TESTIDEE (IDEE des Signifikanz TESTs) gilt: Sollte es Ihnen als Leserin stellenweise schwer 
fallen, die Programmbeschreibung zu verstehen - weil sich hinter der Struktur der aufzurufenden 
Simulationen und Grafiken eine sehr ausgefeilte und z. T . komplexe Theorie verbirgt: Es hilft sehr, 
von Anfang an, jeweils parallel den Teil C ,Lernziele' zu Rate zu ziehen. Dort werden nämlich die 
Hintergründe der jeweiligen Programm-Einzelheiten detaillierter erklärt. Durch vom User selber 
angestoßene Simulationen und die didaktisch sehr gut strukturierte grafische Aufbereitung der 
Simulationsergebnisse wird anschaulich ,erfahren' : 
je näher das n der Grundgesamtheit an der in der Hypothese vermuteten Proportion der 
Binomialverteilung ist, um so öfter wird Ho fälschlicherweise verworfen werden 
- je größer n, umso verläßlicher wird meine statistische Entscheidung (weniger Irrtum) 
- was ist Gütefunktion, der Ablehnbereich, die Irrtumswahrscheinlichkeit und welcher Zusammen-
hang zwischen ihnen besteht. 
Für dieses 2. Buch und das Programmpaket GSTAT2 gilt meiner Meinung nach (noch mehr als 
beim I. Buch und dem zugehörigen GST AT), daß es nicht für Autodidakten geeignet ist. Es 
sollte als ergänzendes Werkzeug für eine Vorlesung in Analytischer Statistik betrachtet werden. 
Aber aw;.h hier kann man als Lehrende wieder viele inspirierende Anregungen für die Vorlesung 
und die Ubung(sgruppen) entdecken. Dieses 2. Buch eignet sich inhaltlich weniger für die Statistik 
anwendenden Praktiker (wie z. B. Mediziner bzw. Medizin-Studentinnen, Dokumentarinnen etc.). 
Es ist eher eine interessante Hilfe für Mathematik- und Statistik-Studenten und -Dozenten der 
Analytischen Statistik, wenn die Übungen aus jeweils Teil B der Kapitel praktisch am PC 
durchgeführt werden und so die Inhalte und Zusammenhänge der Testtheorie (nicht zuletzt durch 
die gute graphische Darstellung dessen) praktisch erfahrbar gemacht werden. 
Besonders gut gefäl.1.t mir das Unterprogramm ,Modell' . Es ist ein Programm zur Modell-Findung, 
-Anpassung und -Uberprüfung, das an ein stetig verteiltes Merkmal aus sieben verschiedenen 
Verteilungsfamilien eine geeignete Verteilung anpaßt. So etwas feht z. B. bei SAS. Auch hier arbeitet 
GSTAT2 wieder viel mit graphischer Darstellung und Aufbereitung: Mit Quantilplots, Scatterplots, 
Boxplots, der empirischen Verteilungsfunktion, und es werden Plots aufWahrscheinlichkeitspapier 
dargestellt. Dabei steht Wahrscheinlichkeitspapier von 7 Verteilungsfamilien zur Verfügung. An-
passungstests werden ebenfalls durchgeführt. 
Bei allen Unterprogrammen spielt die graphische Darstellung eine entscheidende Rolle und nicht 
zuletzt das macht das Besondere (auch) an GSTAT2 aus. Zum Beispiel werden beim Programmodul 
,LINREG' (für die lineare Regression) entsprechende 2-dimensionale Scatterplots erstellt, an deren 
Rändern sich jeweils auch die eindimensionalen Randverteilungen (entweder als Histogramme oder 
Boxplots) befinden. 
Der Stoff bzw. das Niveau von GSTAT2 geht meiner Meinung nach deutlich über den Stoff einer 
Anfänger- oder Grundvorlesung in Statistik hinaus. Kira Schulz, Hannover 
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Brief des Präsidenten 
Liebe Kolleginnen und Kollegen 
Das Call-for-Papers fur die nächste Jahrestagung der GMDS in Bonn hat eine erfreuliche 
Resonanz ausgelöst. Insgesamt sind ca. 450 Arbeiten eingereicht worden. Auf der Grundlage 
des Begutachtungsprozesses hat das Programmkomitee gemeinsam mit den lokalen 
Organisatoren ein vorläufiges Programm konzipiert, das z. Zt. gedruckt wird und Anfang Juni 
in den Postversand geht. Ich denke, daß uns alle eine spannende und attraktive Tagung in Bonn 
erwartet. Insbesondere freue ich mich über die Sondersitzungen, die die Verzahnung der drei 
GMDS-Fachbereiche deutlich machen. 
Nach der Akademie "Medizinische Informatik" in Heidelberg hat nun die Akademie 
"Medizinische Biometrie" in Bochum ihre Arbeit aufgenommen und wird das Fort- und Wei-
terbildungsangebot in Medizinischer Biometrie bündeln und, strukturieren. Prof. Trampisch, 
unter dessen Federfuhrung die Akademie in Bochum entstanden ist, sei an dieser Stelle aus-
drücklich gedankt. In Absprache mit der Heidelberger Akademie wird Bochum auf der GMDS-
Tagung in Bonn die Organisation und Betreuung aller Tutorien übernehmen. 
Unter Federfuhrung von Prof. Klar, Freiburg ist inzwischen eine Stellungnahme des Präsidiums 
der GMDS zur Klassifikation und Datenübermittlung von Diagnosen und Operationen ent-
standen. Nachdem diese Stellungnahme im Präsidium verabschiedet wurde, wird sie in diesen 
Wochen publiziert. 
Anfang Mai findet unter dem Titel "Praxis der Informationsverarbeitung im Krankenhaus" eine 
von der GMDS-Arbeitsgruppe "Krankenhausinformationssysteme" organisierte Fachtagung in 
Göttingen statt. Die Arbeitsgruppe "Krankenhausinformationssysteme" hat sich zur Aufgabe 
gesetzt, Krankenhäuser jeder Größenordnung hinsichtlich aller Fragen und Probleme des Ein-
satzes der elektronischen Informationsverarbeitung fur Verwaltung und medizinische Bereiche 
zu unterstützen. Hierzu fuhrt die Arbeitsgruppe auch die Ergebnisse aller mit Teilaspekten des 
DV-Einsatzes in Kliniken befaßter Arbeits- und Projektgruppen der GMDS zusammen und 
macht sie fur Entscheidungsträger in Krankenhäusern, in der Software-Industrie, bei Verbän-
den und Kassen verfugbar. Die praxisorientierte Fachtagung in Göttingen hat zum Ziel, an ei-
nem "Management-Tag" die Anforderungen und die strategischen Implikationen der Informati-
onsverarbeitung im Krankenhaus zu vermitteln. Darüber hinaus ermöglichen zwei fachlich ge-
prägte Tage den notwendigen inhaltlichen Erfahrungsaustausch. 
Im Fachbereich "Medizinische Biometrie" ist die Bildung einer Projektgruppe "Guidelines fur 
Klinische Studien" geplant. Entsprechend will der Fachbereich "Medizinische Informatik" Pro-
jektgruppen zum Thema "Internet" und "Telematik" einrichten. Interessenten wenden sich bitte 
an die jeweiligen Fachbereichsleiter. 
Erfreulicherweise hat der Aufiuf zum Vorschlag von Kandidaten fur die Wahl der Beisitzer im 
Präsidium zu einer repräsentativen Personenliste gefuhrt. Ich bitte alle Mitglieder der GMDS, 
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von ihrem Briefwahlrecht Gebrauch zu machen und sich so aktiv an der Gestaltung der GMDS 
zu beteiligen. 
Der elektronische Informationsdienst der GMDS - .. http:\\www.med.uni-muenchen.de/gmds .. 
hat inzwischen große Fortschritte gemacht. Allen Mitgliedern der GMDS, die diesen Dienst 
mit "Input" versorgt haben sei Dank gesagt. Mein ganz besonderer Dank gilt Herrn Dirschedl, 
München, der die eingegangenen Informationen in so vorzüglicher Weise autbereitet hat. Ein 
elektronischer Informationsdienst kann nur dann attraktiv sein, wenn er dauernd aktualisiert 
wird. Ich appelliere deshalb an alle Mitglieder der GMDS neue und interessante Informationen 
an Herrn Dirschedl weiterzuleiten. 
Im zweiten Quartal 1996 feiert unser langjähriges Mitglied - Prof. Dr. Hanns Klinger, Düssel-
dorf - seinen 70. Geburtstag. Im Namen der GMDS möchte ich dem biometrischen "Urgestein" 
Hanns Klinger ganz herzlich gratulieren und ihm alles Gute fur die Zukunft wünschen. 
Ihr 
Wolfgang Köpcke 
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13. Internationale Epidemiologische Sommerschule 
Westfalische Wilhelms-Universität Münster 
23.-28. Juni 1996 
Die Internationale Epidemiologische Sommerschule an der Universität Münster ist ein anwen-
dungsorientiertes Fortbildungsprogramm fur epidemiologisch interessierte Angehörige der 
Medizin- und Gesundheitsberufe. Der einwöchige Kurs bietet eine Palette von Angeboten fur 
die Umsetzung in Forschung und Praxis und vermittelt einen aktuellen Überblick über die 
quantitativen Methoden und Strategien epidemiologischer Untersuchungen. 
Um den internationalen Charakter der Sommerschule zu unterstreichen, wird der gesamte Un-
terricht in englischer Sprache abgehalten. Es ist erklärtes Ziel, einen engen Kontakt zwischen 
Lernenden und Lehrenden herzustellen. Deshalb werden Teilnehmer und Dozenten wärend der 
gesamten Woche gemeinsam in einem Tagungshotel der Universitätsstadt Münster unterge-
bracht sein. Es ergeben sich somit auch außerhalb der Unterrichtsstunden vielfaltige Möglich-
keiten zu gemeinsamen Diskussionen und sozialen Aktivitäten. 
Die Sommerschule bietet in diesem Jahr folgende funfKurse an: 
1. Introduction to Principles and Methods ofEpidemiology 
Charles H. Hennekens und Dimitios Trichopoulos, 
Harvard University, School ofPublic Health, Boston. 
2. Intermediate Biostatistics for Epidemiologists 
Lloyd Chambless, 
University ofNorth Carolina, School ofPublic Health, Chapel Hill. 
3. Clinical Epidemiology 
Miquel Porta, Universität Barcelona, 
Hans-Werner Hense, Universität Münster. 
4. Nutrition Epidemiology 
Karin Michels und Walter Willett, 
Harvard University, School ofPublic Health, Boston. 
5. Advanced Cardiovascular Disease Epidemiology 
Ulrich Keil, Universität Münster. 
Darüber hinaus wird Josep Maria Ant6 von der 
Universität Barcelona eine Evening Lecture halten: 
The Epidemiology of Asthma - Where do we stand, where do we go? 
Die funfKurse werden in Vormittags- und Nachmittags-Unterrichtsblöcken angeboten. Jeder 
Teilnehmer kann aus dem Vormittags- und Nachmittagsangebot einen Kurs auswählen. 
Ausfuhrliche Informationen zu den einzelnen Kursen sowie Anmeldungen sind möglich über: 
Carrnen Ewe, Institut fur Epidemiologie und Sozialmedizin, Universität Münster, 
Domagkstraße 3, 48129 Münster, Tel.: 0251-83-5396, Fax: 0251-83-5300, e-mail: 
HENSE@UNI-MUENSTERDE. 
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Ziele und Arbeitsschwerpunkte des Fachausschusses "Med. Biometrie" 
ftir die Amtsperiode 1995-98 
Der Fachausschuß des Fachbereichs Med. Biometrie setzt sich aufgrund der letzten Wahl f'jir 
die begonnene dreijährige Amtsperiode aus den Herren Prof. Feldmann (Homburg), Prof. 
Läuter (Magdeburg), PD Dr. Schuster (Leipzig), Prof. Trampisch (Bochum) und Prof. Victor 
(Heidelberg, Vorsitzender), zusammen. Schriftfuhrer wurde Dr. Heuer (Heidelberg). 
Zielsetzung und Arbeitsschwerpunkte 
Auf der ersten Sitzung des Fachausschusses, am 01.12.1995 wurden die Ziele fur die laufende 
dreijährige Amtszeit vereinbart. In unstrukturierter Reihenfolge wurden die folgenden Punkte 
als vordringliche Aufgaben zusammengestellt: 
Empfehlungen zur Einrichtung und Auflösung von Arbeitsgruppen und Projektgruppen 
sowie Zuordnung von AG's zu den Fachbereichen 
Empfehlungen von Aktivitäten und Themen im Biometriebereich an die Organe der 
GMDS, ihrer AG's, Programmkomitees, etc. 
Einflußnahme auf Regelungen und Richtlinien (gesetzlich, behördlich, etc.) 
Beratung des Präsidiums bei Benennung von Fachgutachtern fur DFG, BGA, Ministe-
rien, etc. 
Einflußnahme auf die Ausbildung in Med. Biometrie 
GMDS-Kooperationen mit nationalen und internationalen Fachgesellschaften im Be-
reich der Biometrie. 
Bei den oben genannten Zuständigkeiten und Zielen wurden auch Vorschläge des alten Fach-
ausschusses berücksichtigt. 
Aus den obigen Zielen hat der Fachausschuß fur die bevorstehende Amtsperiode einen Ar-
beitsplan abgeleitet, und will sich besonders den fol$enden drei Schwerpunkten zuwenden: 
I. Fachbereichsinterne Arbeit 
Hier soll besonders der Stand der derzeitigen AG-Situation ermittelt werden, woraus ggf. fol-
gende Aktivitäten resultieren sollen: 
Aktivierung von AG' s, Modifikation der thematischen Ausrichtung, Auflösung, Zusammenfas-
sung oder Neueinrichtung von AG' s und Neuwahlen. 
Eine entsprechende Umfrage unter den AG-Leitern wurde bereits durchgefuhrt. Eine kurze 
Zusammenfassung folgt später in diesem Bericht. 
11. Verzahnung der GMDS-Fachbereiche 
Zur Diskussion stehen hier besonders die Einrichtung fachbereichsübergreifender AG' s, um 
eine verstärkte Zusammenarbeit zwischen den Fachbereichen zu fördern. 
Zudem soll angestrebt werden, daß bei Empfehlungen offizieller Organe der GMDS möglichst 
alle drei Fachgebiete berücksichtigt werden. 
III. Einbindung des FB Med. Biometrie auf internationaler Ebene 
Auf nationaler Ebene bestehen bereits gute Beziehungen ' zur Deutschen Region der 
Biometrischen Gesellschaft. Daneben sollen auch Kooperationsmöglichkeiten mit der 
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Deutschen Statistischen Gesellschaft, der Gesellschaft fur Klassifikation sowie Gesellschaften 
mit medizinischer Ausrichtung (A WMF-Gesellschaften) geprüft und evtl. etabliert werden. 
Dagegen ist der Fachbereich derzeit auf internationaler Ebene nicht adäquat repräsentiert, da 
die IMIA informatikorientiert ist. Für eine mögliche Einbindung bieten sich folgende Gesell-
schaften an: Internationale Biometrische Gesellschaft, ISCB und International Society of Clini-
cal Trials. Hier soll zunächst geprüft werden, ob die ISCB die Funktion einer Dachgesellschaft 
wahrnehmen will. Parallel wird auch geprüft, ob eine thematische Erweiterung der IMIA mög-
lich ist. Im wesentlichen sollen entsprechende Aktivitäten über das GMDS-Präsidium weiterge-
tragen werden. Bevor hier maßgebliche Schritte eingeleitet werden können, sind jedoch noch 
viele Aspekte zu prüfen bzw. zu klären. 
Bisherige Aktivitäten des Fachausschusses: 
Zwischenzeitlich hat der Fachausschuß eine Umfrage unter den AG-Leitern durchgefuhrt, um 
zu klären, ob die AG' s aktiv sind und welche Kooperation auf nationaler und internationaler 
Ebene existieren. Diese Umfrage ist während der zweiten Sitzung des Fachausschusses, am 
14.03.1996 in Magdeburg, ausgewertet worden. Es hat sich dabei herausgestellt, daß bei fast 
allen AG' s die Wahlen der Leitung ordnungsgemäß durchgefuhrt wurden, und eine gute 
Kooperationstätigkeit vorhanden ist. Zwei AG-Leiter äußerten sich jedoch unzufrieden mit der 
thematischen Ausrichtung ihrer AG. AG' s, bei denen entsprechende Defizite bestehen, sollen in 
der nächsten Zeit angesprochen werden, um Lösungsmöglichkeiten zu erarbeiten. 
Der Fachausschuß sieht ferner die folgenden thematischen Lücken, die durch die Arbeitsgrup-
pen bisher nicht abgedeckt werden: 
- "Pharmakodynamische Modelle" 
- "Guidelines fur Clinical Trials". 
Er ist bemüht, sie durch Einrichtung entsprechender AG' s oder PG' s zu schließen. 
Für das letztere Thema könnte zunächst eine Projektgruppe eingeri'chtet werden, die eine ' 
Sammlung von Guidelines fur Clinical Trials anlegt und sie ggf. kommentiert und bewertet. Die 
Aufstellung könnte ggf. regelmäßig veröffentlicht werden. 
Nach Ansicht der Ausschußmitglieder sind außerdem auch wichtige Themen, wie Genetische 
Epidemiologie, Mathematische Modelle fur Infektionskrankheiten, Ausbildung in Med. Biome-
trie, Klassifikationsverfahren in der Medizin oder Qualitätssicherung im klinisch-chemischen 
Labor, nicht abgedeckt. Hier sieht der Fachausschuß noch deutlichen Handlungsbedarf. 
Dies war in aller Kürze ein Bericht über die bevorstehenden wichtigsten Initiativen und Tätig-
keiten des Fachausschusses Med. Biometrie fur die Amtsperiode 1995-98. Wir wollen Sie auch 
in Zukunft über unsere Aktivitäten auf diesem Wege auf dem laufenden halten. Über jegliche 
Anregungen und Kommentare zu unserer Arbeit und entsprechenden Themen des Fachberei-
ches Med. Biometrie würden wir uns sehr freuen. 
Dr. Carsten Heuer (Schriftfuhrer), Heidelberg 
* * * * * 
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Stellungnahme zur 
Klassifikation und Datenübermittlung von Diagnosen und Operationen 
Die Deutsche Gesellschaft rur Medizinische Informatik, Biometrie und Epidemiologie e.V. 
(GMDS) bearbeitet unter anderem Methoden und Anwendungen der Informatik im 
Gesundheitswesen. Sie hat sich mehrfach mit den aktuellen Problemen der Dokumentation, 
Klassifikation und Datenübermittlung von Diagnosen und Operationen befaßt, die rur die 
Krankenhäuser und Vertragsärzte aus dem Gesundheitsstrukturgesetz und den zugehörigen 
Verordnungen und Vereinbarungen resultieren. Die GMDS hält es zum gegenwärtigen 
Zeitpunkt rur notwendig, die Sachlage rur das "Kuratorium rur Fragen der Klassifikation im 
Gesundheitswesen" zusammenzufassen. 
1. Die ICD-IO ist baldmöglichst und in einer rur die ambulante und stationäre Versorgung 
überarbeiteten Fassung einzuruhren 
Ärzte und ihre Mitarbeiter dokumentieren Diagnosen, Qperative und konservative Therapien, 
Ptlegemaßnahrnen, Krankheitsverläufe usw. in der Regel in Textform in patientenbezogenen 
"Krankengeschichten". Zusätzlich sind u. a. rur Zwecke der Abrechnung, der Wirtschaftlich-
keitsprüfung, der Leistungsnachweise, der medizinischen Qualitätssicherung, der Gesund-
heitsberichterstattung und der wissenschaftlichen Auswertbarkeit einschließlich epidemiologi-
scher Fragestellungen Diagnosen (bzw. Behandlungsanlässe) und medizinische Prozeduren 
(insbesondere Operationen) klassifizierend zu verschlüsseln. Auf diese Art werden ähnliche 
Dokumentationsinhalte mit Schlüsselnummern unterschiedlicher Detailliertheit zusammenfas-
send dokumentiert. Gegenüber den individuellen Freitextangaben ist diese Klassifizierung aller-
dings fast immer mit einem Informationsverlust verbunden, bietet jedoch rur Abrechnungs-
zwecke und Statistiken aller Art sinnvolle größere Zähleinheiten (Klassen). 
Für die Verschlüsselung der Diagnosen wird weltweit am häufigsten die "International 
Classification of Diseases" (ICD) eingesetzt. Deren bisher in den deutschen Krankenhäusern 
verwendete Version ICD-9 ist veraltet, denn sie wurde von der WHO bereits vor 20 Jahren 
beschlossen. Es wäre wünschenswert, ihre aktuelle 10. Revision (ICD-10) so bald wie möglich 
im Krankenhausbereich einzuruhren, zumal ihre obligatorische Anwendung gemäß den 
revidierten Regelungen zum § 295 SGB V rur die ambulante Gesundheitsversorgung zwar bis 
Ende 1997 ausgesetzt, aber auf freiwilliger Grundlage doch möglich und nützlich und rur 
Testeinrichtungen ab Anfang 1997 auch verbindlich ist. Infolge der gegenwärtig unterschied li -
ehen Bestimmungen kann rur die Krankenhäuser ein aufwendiges und fehlerträchtiges 
Durcheinander von ICD-9 rur die stationäre und ICD-10 rur die nicht unbeträchtliche 
ambulante Versorgung entstehen (Notfallambulanz, ermächtigte Ärzte, Belegärzte und 
Polikliniken bzw. Ambulanzen). Die GMDS hat seit 1993 mehrfach auf diese Probleme hin-
gewiesen. 
Um im Krankenhaus die ICD-9 durch die ICD-10 ablösen zu können, sind die Fallpauschalen 
und die wenigen diagnosenorientierten Sonderentgelte (auch) nach der ICD-lO zu definieren, 
was innerhalb weniger Wochen mit überschaubarem Aufwand möglich wäre. Um den 
Übergang von der ICD-9 zur ICD-10 zu erleichtern und die bisherigen ICD-9-Datenbestände 
der Basisdokumentationen, der Diagnosenstatistiken, der Ptlege-Personalregelung etc. auch 
weiterhin und gemeinsam mit den zukünftig nach der ICD-10 verschlüsselten Daten verglei-
chend nutzen zu können, sind Überleitungstabellen zwischen ICD-9 und ICD-lO erforderlich, 
die inzwischen auch von einem Verlag angeboten werden. Die Rahmenvereinbarung vom 
2.2.1996 zwischen den Spitzenverbänden der gesetzlichen Krankenkassen (GKV), der 
Kassenärztlichen Bundesvereinigung (KBV) und der Deutschen Krankenhausgesellschaft 
(DKG) bietet jetzt die Möglichkeit, daß einzelne Krankenhäuser testweise den Übergang auf 
die ICD-10 vollziehen können, indem sie in diesem Jahr die ICD-10 intern nutzen und fur die 
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externe Datenübermittlung deren Schlüsselnummern automatisch in die ICD-9 konvertieren. 
Im nächsten Jahr kann bei einer Teilnahme an den Testungen die ICD-IO allein genutzt 
werden. 
Die vom Deutschen Institut fur medizinische Dokumentation und Information (DIMDI) 
herausgegebenen Dateien der amtlichen medizinischen Klassifikationen (ICD-9, ICD-IO und 
OPS-301) enthalten die Datenbestände fur den Druck von Buchausgaben. Für die Nutzung in 
Dokumentations-, Verschlüsselungs- und Auswertungsprogrammen sind andere Autberei-
tungsformen dieser Datenbestände nötig. Da diesbezüglich keine allgemeinverbindlichen 
Versionen vorliegen, fullen individuelle Entwicklungen diese Lücke. Das fuhrt unter anderem 
dazu, daß computerunterstützte Verschlüsselungsverfahren zu unterschiedlichen Ergebnissen 
bei gleicher Sachlage fuhren können. 
Die erwähnte Rahmenvereinbarung ermöglicht es, die ICD-IO - analog zur amerikanischen 
"Clinical Modification" (lCD-9-CM; in Vorbereitung ist die ICD-IO-CM) - sowohl fur 
klinische Belange als auch fur die ambulante Gesundheitsversorgung an die deutschen 
Verhältnisse anzupassen, damit ihre einfachere und vor allem standardisierte Anwendung 
gesichert wird. Mit Rücksicht auf die internationale Vergleichbarkeit ist dabei die Kompa-
tibilität mit der WHO-Fassung der ICD-lO zu wahren. Eine mit den anderen deutschsprachigen 
Ländern abgestimmte Entwicklung ist anzustreben. 
Da die ICD-IO fur die Ilmbulante und speziell die primärärztliche Gesundheitsversorgung nicht 
so gut geeignet ist, muß fur diesen Bereich eine geeignete Fassung mit besonderer Sorgfalt 
entwickelt werden, die einerseits die Spezifizierung der Krankheiten gemäß den praktischen 
Erfordernissen auf der drei- und vierstelligen Ebene vornimmt und auch die Symptome und 
Behandlungsanlässe mit hinreichender Genauigkeit enthält und andererseits die in Mitteleuropa 
seltenen Krankheiten eher kursorisch darstellt. Mit Rücksicht auf die spezialisierte fachärztliche 
Versorgung dürfte ein in seiner Differenziertheit abgestuftes drei- und vierstelliges Verschlüs-
selungsverfahren angebracht sein, das im Bedarfsfall auch über die vierstellige Verschlüsselung 
hinausgehen kann, dessen gemeinsame Basis aber die dreisteIligen Schlüsselnummern bilden. 
Die fur die vertragsärztliche Versorgung bereits empfohlenen Diagnosenzusätze (Verdacht, 
Zustand nach, Ausschluß von, gesichert) sind, soweit erforderlich, um Angaben zum Rezidiv, 
zur Seitenlokalisation und eventuell zum Schweregrad bzw. Stadium zu ergänzen und 
einheitlich fur den ambulanten und stationären Bereich einzufuhren. 
Zusätzlich muß eine Sammlung ("Thesaurus") korrekt nach der (ICD-9 und) ICD-IO 
verschlüsselter Krankheitsbezeichnungen des in Kliniken und Arztpraxen üblichen 
medizinischen Sprachgebrauches aufgebaut und allen Krankenhäusern, sonstigen Gesundheits-
einrichtungen, Vertragsärzten und Softwareherstellern gemeinfrei, d. h. praktisch kostenlos, 
zur Verfugung gestellt werden. 
Zahlreiche Einzelheiten der gesetzlich vorgeschriebenen Dokumentation bedürfen einer 
klareren Definition oder einer Verbesserung gemäß den praktischen Erfahrungen, damit die 
gewünschten Ziele erreicht werden (z. B. Festlegungen zur Anzahl der Aufnahmediagnosen 
und zur Dokumentation von Änderungen des Krankheitsverlaufs sowie zur Einbeziehung von 
Operationen, die nicht im OPS-301 enthalten sind). Ebenso sind Details der Verschlüsselung 
praxisgerecht zu regeln, darunter die fur Krankenhäuser und Vertragsärzte sinnvolle Nutzung 
des ICD-IO-Kapitels XXI ("Faktoren, die den Gesundheitszustand beeinflussen und zur Inan-
spruchnahme von Einrichtungen des Gesundheitswesens fuhren": insbesondere nichtkranke 
Zustände, Vorsorgeuntersuchungen, Impfungen, Schwangerschaftsüberwachung) und - im 
Regelfall, jedoch mit Ausnahmen - die Nichtnutzung des Kapitels XX ("Äußere Ursachen von 
Morbidität und Mortalität": insbesondere Unfallarten, andererseits aber auch Komplikationen 
und Folgezustände). Diese beiden Kapitel entsprechen in der ICD-9 der fur die Dokumentation 
unverzichtbaren V-Klassifikation der nichtkranken Zustände und der in den Krankenhäusern 
nicht genutzten E-Klassifikation der äußeren Ursachen. (Übrigens sind die in der Öffentlichkeit 
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seinerzeit diskutierten und teilweise auch in der ICD-9 vorhandenen "diskriminierenden" 
Schlüsselnummern ohnehin kaum Gegenstand der ärztlichen Dokumentation.) 
Zur Erfullung der genannten Aufgaben erinnert die GMDS an das 1991 von ihr veröffentlichte 
"Memorandum zum Aufbau und Betrieb eines medizinischen Klassifikationszentrums" und 
schlägt erneut die Einrichtung eines Deutschen Zentrums fur medizinische Klassifikationen vor. 
Das 1995 vom Bundesministerium fur Gesundheit berufene "Kuratorium fur Fragen der 
Klassifikation im Gesundheitswesen" (KKG) könnte dazu die geeigneten Grundlagen schaffen. 
Die jetzt abgeschlossene Rahmenvereinbarung ermöglicht eine einvernehmliche Lösung mit 
dem Bundesministerium fur Gesundheit im Rahmen der Selbstverwaltungsorgane (KBV, DKG 
und GKV), und zwar unter Beteiligung der Bundesärztekammer, der in der A WMF zusam-
mengeschlossenen wissenschaftlichen medizinischen Gesellschaften, der ärztlichen 
Berufsverbände und aller anderen interessierten Institutionen und Organisationen. Eine 
derartige Struktur, die in enger Kooperation mit dem DIMDI entstehen müßte, wird von der 
GMDS nachdrücklich unterstützt. 
2. Der OPS-301 (ICPM) und die Definition der neuen Entgelte können nur in Abstimmung 
mit den wissenschaftlichen Fachgesellschaften weiterentwickelt werden 
Der amtliche "Operationenschlüssel nach § 301 SGB V (OPS-301) - Internationale 
Klassifikation der Prozeduren in der Medizin" (ICPM), der im DIMDI unter Beteiligung 
verschiedener Partner entwickelt worden ist, muß fur die Datenübermittlung an die 
Krankenkassen, fur die Definition · der Sonderentgelte und Fallpauschalen und fur die 
Operationsstatistik der Leistungs- und Kalkulationsaufstellung benutzt werden. Probleme des 
Urheberrechts und der Nutzungsrechte der ICPM müssen dringend geklärt werden, um die 
Autorisierung durch die wissenschaftlichen medizinischen Fachgesellschaften zu ermöglichen. 
Das ist die unabdingbare Voraussetzung fur die sachgerechte Fortschreibung des OPS-301. 
Die GMDS hält die zur Zeit bestehende Situation, in der ein Wirtschaftsunternehmen auf 
diesem Gebiet eine urheberrechtliche Monopolstellung beansprucht, fur inakzeptabel. 
Es müssen neue Wege der Schlüsselpflege und Verbesserung der Entgeltdefinitionen gefunden 
werden, um die gravierenden Mängel und die damit verbundenen Irritationen und Mehrarbeiten 
auf diesem Gebiet zu beheben. Dabei ist aus Gründen der leistungsbezogenen und 
wissenschaftlichen Dokumentation auch die Erweiterung des bisherigen Operationenschlüssels 
um andere wichtige medizinische Prozeduren notwendig, z. B. radiologische und andere 
physikalische Verfahren, Laborverfahren und Arzneimitteltherapie. Die amtliche Ausgabe des 
OPS-301 muß unbedingt um ein verbindliches alphabetische Verzeichnis ergänzt werden. 
Langfristig, gegebenenfalls aber schon im zeitlichen Zusammenhang mit der Anwendung der 
ICD-IO, ist die Einfuhrung einer den praktischen und wissenschaftlichen Ansprüchen besser 
genügenden und umfassenderen Prozedurenklassifikation anzustreben (z. B. ICD-IO PCS 
[Procedure Classification System, 1996] oder SNOMED International [The Systematized 
Nomenclature ofHuman and Veterinary Medicine ("SNOMED III"), 1993]). 
3. Datenschutz und ärztliche Schweigepflicht sind konsequent zu wahren und neue Techniken 
zur Datensicherheit voll auszuschöpfen 
Die neuen Vorschriften der ICD-kodierten Diagnosenübermittlung nach § 295 und § 301 
SGB V beinhalten hinsichtlich ärztlicher Schweigepflicht und Datenschutz keine wesentlichen 
Änderungen. Früher hatten die Krankenhäuser und Vertragsärzte die Patientenstammdaten und 
die besonders sensibel zu handhabenden Diagnosen unchiffiiert als Texte meist per Brief an 
Krankenkassen, Kassenärztliche Vereinigungen und andere Institutionen weiterzugeben, von 
denen einige die Diagnosen nach der ICD-9 verschlüsselt haben. Nun verschlüsseln die Kran-
kenhäuser und Ärzte selbst und übermitteln diese infolge der ICD-Verschlüsselung meist 
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weniger detaillierten Informationen zusammen mit den Patientenstammdaten und einigen 
weiteren medizinischen Angaben, darunter den verschlüsselten Operationen, auf 
elektronischem Wege an die Kostenträger. 
Die automatisierte Datenübermittlung ist in der Regel besser als der konventionelle Postweg 
vor Mißbrauch geschützt, zumal fur die. Datenübermittlung nach der Intervention der 
Datenschutzbeauftragten des Bundes und der Länder nunmehr verbesserte ktyptographische 
Verfahren, vor allem fur die Personendaten, vorgesehen sind. Trotzdem besteht hier ein 
kontinuierlicher Handlungsbedarf 
Generell ist fur das gesamte Verfahren und auf allen Ebenen der Datenschutz mittels aller 
praktikablen organisatorischen und technischen Maßnahmen zu wahren. Hierbei sind die 
ärztliche Schweigepflicht und das informationelle Selbstbestimmungsrecht von Patient und 
Arzt zu beachten, die Besorgnisse hinsichtlich einer unbefugten Nutzung der entstehenden 
umfassenden Datensammlungen ernst zu nehmen und Mißbrauchsmöglichkeiten weitgehend 
auszuschließen. 
4. Für die Datenübermittlung sind die modernsten technischen Standards zu beachten 
Die "Datenübermittlungs-Vereinbarung" nach § 301 Abs. 1 SGB V zwischen den 
Spitzenverbänden der Krankenkassen und der Deutschen Krankenhausgesellschaft enthält trotz 
diverser zwischenzeitlicher Verbesserungen eine Reihe von Unklarheiten und Mängeln. 
Insbesondere beachten die soft- und hardwaremäßigen Verfahren der Datenübennittlung noch 
nicht alle modernen und zweckmäßigen Standards, so daß notwendige Veränderungen der 
Verfahren schon heute erkennbar sind. Hier sind Verbesserungen bei den Datensatzbeschrei-
bungen und der Art der Übermittlungstechnik nötig, die noch vor der geplanten 
Routineeinfuhrung vorgenommen werden sollten. Das könnte im Rahmen der gründlichen 
Testung der Verfahren geschehen, die auch Lösungen fur diejenigen Krankenhäuser ergeben 
muß, die immer noch über eher bescheidene EDV-Möglichkeiten verfugen. 
5. Es besteht ein dringender Bedarf an der Förderung der medizinischen Dokumentation und 
deren internationaler Abstimmung 
Die GMDS erkennt an, daß durch die geforderte Dokumentation und Verschlüsselung von 
Diagnosen und Operationen und deren vielfache Nutzung ein Beitrag zur Transparenz im 
Gesundheitswesen geleistet werden kann. Diese Verfahren bieten die Chance, die in 
Deutschland bisher zu sehr vernachlässigte medizinische Dokumentation zu verbessern. Dabei 
ist es wichtig, daß diese Dokumentation fur die Patientenbehandlung selbst genutzt werden 
kann und fur vielfältige sonstige interne Zwecke in Krankenhäusern und Arztpraxen bis hin zur 
Qualitätssicherung und zu wirtschaftlichen Steuerungsprozessen zur Verfugung steht. Die 
Verfahren könnten durch einen optimierten Informationsaustausch dazu beitragen,. die Integra-
tion der ärztlichen, pflegerischen und administrativen Bereiche im Krankenhaus sowie der 
verschiedenen Sektoren der gesamten Gesundheitsversorgung zu verbessern (z. B. 
"Verzahnung von ambulanter und stationärer Behandlung") und damit die Patientenbehandlung 
effektiver zu gestalten. 
Schließlich dürfen nicht nur die Krankenkassen Übersichten über das Kosten- und 
Leistungsgeschehen erhalten, sondern es müssen auch die einzelnen Krankenhäuser und 
Arztpraxen sowie die im Gesundheitswesen engagierten Verbände und Fachgesellschaften 
Diagnosen- und Leistungsstatistiken bekommen, um sich mit strukturähnlichen Einrichtungen 
vergleichen und sonstige Analysen durchfuhren zu können. Eine wichtige Voraussetzung fur 
diese Entwicklung ist es, daß den Vertragsärzten und Krankenhäusern die Mittel fur die 
notwendige Hard- und Software und das erforderliche dokumentationsgeschulte Personal zur 
Verfugung gestellt werden. 
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Die Weltgesundheitsorganisation hat vor 20 Jahren die 9. Revision der ICD (ICD-9) ver-
abschiedet. 1990 stimmte sie der aktuellen 10. Revision zu (ICD-I0) und bereitet seitdem die 
ICD-ll vor. Sie wird dabei von neun WHO-Kollaborationszentren unterstützt (drei fur den 
englischen und je eins fur den chinesischen, französischen, skandinavischen, portugiesischen, 
russischen und spanischen Sprachraum). Der deutsche Sprachraum hat kein eigenes Zentrum, 
sondern wird nebenher vom Londoner Kollaborationszentrum vertreten, so daß die deutschen 
Einflußmöglichkeiten auf die ICD-Weiterentwicklung völlig unzureichend sind. 
Innerhalb der letzten Jahre hat sich in der Europäischen Union mit dem CEN/TC 251 (Comite 
Europeen de Normalisation, Technical Committee 251 on Medical Informatics) eine Struktur 
gebildet, in der europäische Standardisierungsbemühungen auch auf dem Gebiet medizinischer 
Klassifikationen koordiniert werden (Working Group 2). In diesen Gremien werden 
beispielsweise auch neue Verfahren der technischen Datensicherheit und des Einsatzes der 
Telematik in der medizinischen Dokumentation beraten und festgelegt. Es muß leider 
festgestellt werden, daß die Bundesrepublik Deutschland sowohl bei der internationalen 
Entwicklung neuer Klassifikationsverfahren wie bei der Definition internationaler Standards, 
die auch das deutsche Gesundheitswesen betreffen, völlig unzureichend vertreten ist. Gleiches 
gilt fur die Beteiligung Deutschlands an neueren medizinischen Terrninologie- und Klassifika-
tionsprojekten, z. B. dem Unified Medical Language System [UMLS] der National Library of 
Medicine der USA). 
Die GMDS sieht die gegenwärtigen Defizite der gesetzlich vorgeschriebenen bzw. 
vorgesehenen Verfahren. Sie hat einige eigene Lösungsvorschläge ausgearbeitet und ist weiter-
hin bereit, an der Verbesserung der Verfahren mitzuarbeiten. Dabei sind vordringlich die zu be-
nutzenden Diagnosen- und Operationsklassifikationen an die Bedürfnisse der Praxis 
anzupassen und gemäß den international erreichten Standards weiterzuentwickeln und einzu-
setzen. Zur Unterstützung der praktischen Arbeit in den Krankenhäusern wird von einer 
GMDS-Projektgruppe ein "Leitfaden zur medizinischen Basisdokumentation nach § 301 
SGB V" erarbeitet, der als Fortschreibung des 1986/88 erschienenen "Leitfadens zur 
Erstellung der Diagnosenstatistik nach § 16 Bundespflegesatzverordnung" konzipiert ist und 
demnächst publiziert werden soll. Auch fur den vertragsärztlichen Bereich sollte am Ende der 
Erprobungsphase fur die ICD-l 0-Verschlüsselung ein ähnlicher Leitfaden vorgelegt werden. 
26. März 1996 
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GMDS-Förderpreis für Studierende 1996 
zur Förderung des wissenschaftlichen Nachwuchses s~hreibt die GMDS 1996 erneut einen 
Preis fur herausragende Abschlußarbeiten auf den Gebieten Medizinische Informatik, 
Medizinische Biometrie und Epidemiologie aus. 
Der GMDS-Förderpreis fur Studierende ist mit 500,-- DM dotiert. Der/die Gewinner können 
die Ergebnisse ihrer Arbeit auf der bevorstehenden Jahrestagung der GMDS präsentieren. Die 
Teilnahme an der Jahrestagung ist kostenlos. Kriterien zur Beurteilung der Arbeiten sind 
sowohl die Relevanz der Ergebnisse fur die Medizin als auch die erzielten methodischen 
Fortschritte auf einem der Fachgebiete Medizinische Informatik, Medizinische Biometrie oder 
Epidemiologie. 
Wer kann sich bewerben? 
Absolventinnen und Absolventen eines Studiengangs einer wissenschaftlichen Hochschule (z.B. 
Informatik, Mathematik, Medizin, Medizinische Informatik, Statistik) mit ihrer Abschlußarbeit 
(z.B. Informatik-Diplomarbeit, Medizin-Dissertation), die 1994, 1995 oder 1996 abgegeben 
wurde. 
Bitte senden Sie Ihre Bewerbung bis zum 30. Juni 1996 mit 
Ihrer Arbeit, 
Ihrem Abschlußzeugnis, 
einem Beurteilungsschreiben der Betreuerin bzw. des Betreuers Ihrer Arbeit, 
in dreifacher Ausfertigung an die Geschäftsstelle der GMDS, 
Herbert-Lewin-Straße 1, 50931 Köln. 
GMDS-Posterpreis 1996 
Das Programmkomitee der GMDS Jahrestagung wird auch 1996 in Bonn die ausgestellten 
Poster bewerten und einen Posterpreis verleihen. Der Posterpreis ist mit 500,--DM dotiert. 
Die Kriterien zur Beurteilung der Poster gliedern sich in zwei Gruppen: 
Zum einen wird ähnlich wie beim GMDS Förderpreis fur Studierende (s.o.) der Inhalt des 
Posters bewertet. Zum anderen wird jedoch gleichrangig die Präsentationsform beurteilt. Hier 
spielen das graphische Layout, die Konzentration aufWesentIiches, der geeignete Verweis auf 
weiterfuhrende Quellen, etc. eine Rolle. Poster (plakate) müssen aus bis zu '10 m Entfernung 
auf sich aufinerksam machen und zum Lesen auf ca. 1 m Entfernung einladen. 
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Diese Termin- und Themenübersicht enthält nur Veranstaltungen, von denen die Bearbeiter 
glauben, daß sie das Interesse der Mitglieder der GMDS und aller Leser der Mitteilungen fin-
den. Die Übersicht dient der Information und Terminkoordination. Für die Richtigkeit der An-
gaben, die uns von den Veranstaltern übermittelt werden, können wir keine Gewähr überneh-
men. 
67. Jahrestagung der Dt. Ges. f. Hals-Nasen-Ohrenheilkunde, Kopf- und Hals-Chirurgie 
* 18. - 22.05.1996 * Aachen 
Information: Dr. H. Feldmann, Univ.-HNO-Klinik, Kardinal-v.-Galen-Ring 10,48149 
Münster, Tel.: 0251-83-6872, Fax 0251-83-6812 . 
. 18. DGD-Online-Tagung 
* 21. - 23.05.1996 * Frankfurt 
Information: Deutsche Gesellschaft fur Dokumentation e.V., Ostbahnhofstraße 13, 60314 
Frankfurt, Tel.: 069-430313, Fax: 069-4909096, e-mail: dgd@darmstadt.gmd.de 
CAR '96 Computer Assisted Radiology 
10th International Symposium and Exhibition 
* 26. - 29.06.1996 * Paris 
Information: Prof. H. U. Lemke, Technische Universität Berlin, Sekretariat CG, FR 3-3 
Franklinstr. 28/29, 10587 Berlin, Tel.: 030-314-73100, Fax 030-314 21103 
Wissenschaftliches Symposium" Aspekte der Neuroepidemiologie " 
* 28. - 29.06.1996 * Darmstadt 
Information: PD Dr. K. LauerlFrau B. Seipp, Abt. fur Neurologische Epidemiologie, Städt. 
Kliniken Darmstadt, Heidelberger Landstraße 379,64297 Darmstadt, Tel 06151-9404527, Fax 
06151-9404599 
MIE 96 Thirteenth International Congress 
* 19.08.1996 *Kopenhagen 
Information: MIE 96, clo DIS Congress Service Copenhagen NS, Herlev Ringvej 2C, DK-
2730 Herlev, Denmark, Tel.: 04544924492, Fax 04544925050 
ISCB Seventeenth Meeting of the International Society for Clinical Biostatistics 
* 26. - 29.08.1996 * Budapest ' 
Information: ISCB-17 Secretariat, P.O. Box 434, H-1371 Budapest 5, Hungary Tel: 36 1 113 
8459, Fax 36 1 133 7969 
Jahrestagung der Dt. Ges. f. Medizinische Informatik, Biometrie und Epidemiologie 
(GMDS) 
* 15. - 19.09.1996 * Bonn 
Information: Prof. Dr. M. Baur, Inst. f. Med. Statistik, Dokumentation und Datenverarbeitung, 
Sigmund-Freud-Str. 25, 53105 Bonn, Tel: 0228-287-5400, Fax 0228-287-5032 
Jahreskongreß der Dt. Ges. f. Transfusionsmedizin u. Immunhämatologie 
* 18. - 21.09.1996 * Essen 
Information: Prof. Dr. N. Müller, Inst. f. Transfusionsmedizin,Univ.k1inikum, Hufelandstr. 55, 
45122 Essen, Tel. 0201-723-1550, Fax 0201-723-5945 
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Visualization in Biomedieal Computing (VBC'96) 
* 22. - 25.09.1996 Hamburg * 
Information: Institut fur Mathematik und Datenverarbeitung in der Medizin (IMDM) Uni 
Hamburg, Martinistraße 52, 20246 Hamburg, Tel 040-4717-3652, Fax 040-4717-4882, e-mail: 
vbc96@uke.uni-hamburg.de 
Jahrestagung der Dt. Ges. f. Sozialmedizin und Prävention 
* 25. - 27.09.1996 * Witten-Herdecke 
Information: Dr. C. Monser, Inst. f Forschung + Entwicklung, Alfred-Herrhausen-Str. 50, 
58455 Witten, Tel. 02302-926-858, Fax 02302-926-789 
Deutscher Orthopädenkongreß der Dt. Ges. f. Orthopädie u. Traumatologie DGOT 
* 17. - 20.10.1996 * Wiesbaden 
Information: Prof Dr. J. Krämer, Orthopäd. Univ.klinik St. Josef-Hospital, Gudrunstr. 56, 
44791 Bochum, Tel. 0234-5092511, Fax 0234-509-2508 
Workshop "Statistieal ModelIing of Discrete Data and Structures" 
* 24. - 26.10.1996 München * 
Informationen: Universität München, Institut fur Statistik, SFB 386, Ludwigstraße 33,80539 
München, Fax: 089-2180-3894, e-mail: SFB386@Stat.Uni-Muenchen.DE 
Internationales Symposium "Dioxins and Furans: Epidemiologie Assessment of Cancer 
Risks and other Human Health EfTects". 
* 7. - 8. 1l. 1996 Heidelberg * 
Information: PD Dr. H. Becher, Abteilung Epidemiologie, Deutsches Krebsforschungszentrum 
Heidelberg, Postfach 10 1949,69009 Heidelberg, Tel. 06221142-2389, Fax: 06221142-2203, 
e-mail: H.Becher@DKFZ-Heide1berg.de. 
Delegiertenkonferenz der Arbeitsgemeinschaft der Wissenschaftlichen Medizinischen 
Fachgesellschaft (A WMF) 
* 09.11.1996 * Frankfurt 
Information: Geschäftsstelle der AWMF, Moorenstraße 5, 40225 Düsseldorf, Tel. 0211-
312828, Fax 0211-316819 
SCANTECH EXPO Europe 96 
* 19. - 21.11.1996 * Paris 
Information: David Epps, Exhibition Manager, Advanstar Exhibitions, Advanstar House, Park 
. West Sealand Road, Chester CH 1 4RN (UK), Tel.: 44 1244378888, Fax 44 1244370011 
21. Interdisziplinäres Forum der Bundesärztekammer "Fortschritt und Fortbildung in 
der Medizin" 
* 27. - 30.11.1996 * Köln 
Information: Bundesärztekammer, Herbert-Lewin-Straße 1, 50931 Köln, Tel.: 0221-4004222, 
Fax: 0221-4004388. 
GMDS/GI-Workshop Erfolgsfaktor Softwaretechnik für die Entwieklung von Kranken-
hausinformationssystemen (SoftKIS '97) 
* 20.-2l.02.1997 * Dortmund 
Information: Dr. W. Hasselbring, Universität Dortmund, Informatik 10 (Software-Technolo-
gie), D-44221 Dortmund, Tel. 0231-7554712, Fax 0231-7552061, e-mail: wil-
li@lsl O. informatik. uni-dortmund. de,http://lsI0-www.informatik.uni-dortmund. dei -williiSoft 
KIS97/CFP.html 
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Die GMDS gratuliert herzlich. 
Herrn Professor Dr. Karl-Heinz Höhne dem die diesjährige Röntgenplakette durch den 
Oberbürgermeister der Stadt Remscheid verliehen worden ist. 
* * * * * 
Herrn Professor Dr. sc. hum. Dr. rer. pol. Hans-Jürgen Seelos der mit Wirkung zum 1. April 
1996 zum Geschäftsfuhrer des Zentrums fur Psychiatrie Emmendingen und des Zentrums fur 
Psychiatrie Reichenau bestellt worden ist. 
* * * * * 
AI M' r d b "0 s neue Itgne er egru en WIr: 
Dr. med. Christian Behles Dr. med. Felix Bergel 
DIMDI Krankenhaus Ost stadt 
Weisshausstraße 27, Podbielskistraße 380 
50939 Köln 30659 Hannover , 
Tel. : 0221-4724321 Tel. :05 11-9063851 
Dipl.-Math. Knut Bierwirth Dipl. Inf. Andreas Bittorf 
Bielenhöhe 27 Dermatologische Universitätsklinik 
45139 Essen Abt. Dokumentation 
Tel.: 0201-295444 Hartmannstraße 14 
91052 Erlangen 
Tel.: 09131-852727 
Dr. med, Michael Bomhard Dr. Victoria Cairns 
Pirmaterstraße 17 Hoechst AG 
81375 München Klinische Forschung 
Tel.: 089-7192930 65926 Frankfurt 
Tel.: 069-3056962 
Dipl.-Psych.Andreas Dehmlow Dipl.-Dok. Petra Dinghaus 
Fachklinik IMSIE-Institut f. Med. Statistik 
Kurbrunnenstraße 12 Informatik und Epidemiologie 
67098 Bad Dürkheim Universität Köln 
Tel.: 06322-934261 50924 Köln 
Tel.: 0221-4786511 
Dipl.-Math. Hamid Farroukh Dipl.-Math. Britta FaObender 
Institut fur Med. Informatik Padcom Clinical Research GmbH 
Philipps-Universität Marburg Am Probsthof 80 
Bunsenstraße 3 53121 Bonn 
. 35037 Marburg Tel.: 0228-9798365 
Tel.: 06421-283996 
Dr. med. Thomas Gummelt Dr. Margot Häfner 
Große Diesdorfer Straße 115 Unterer Schützenrain 8 
39110 Magdeburg 71229 Leonberg 
Tel.: 0391-7312309 Tel.: 07152-24789 
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Dipl,-Ing. Roland Hildebrandt Dipl,-Stat. Carina Hillenbach 
Löptener Straße 1 IMORGmbH 




Dr. med. Jürgen Hölzer Dr. med. univ. Ernst R. M. Hülsmann 
Am Gosepötken 12 Kasparstraße 17 
44795 Bochum 50670 Köln 
Tel.: 0234-9449377 Tel.: 0221~ 7326883 
Dipl,-Stat. Uwe Kaletsch Dr. med. Christof Kugler 
Institut fur Med. Statistik und Geschäftsstelle Qualitätssicherung 
Dokumentation Hessische Krankenhausgesellschaft 
Langenbeckstraße 1 Frankfurter Straße 10-14 
55101 Mainz 65760 Eschborn 
Tel.: 06131-173113 Tel. :06196-409952 
Dr. Ing. Felicitas Kuntz Dipl,-Inform. Med. Norbert Kurzel 
Korsörer Straße 6 Neuenheimer Landstraße 38 
10437 Berlin 69120 Heidelberg 
Tel.: 030-4490201 Tel.: 06221-470951 
Britta Lemke Petra Leyendecker 
Medizinische Hochschule Hannover Hintergasse 25-27 
MHRZ, OE 8735 35423 Lich 
30623 Hannover Tel.: 06404-63958 
Tel.: 0511-5322537 
Dr. med. Jörg Marienhagen Dipl,-Stat. Anke Miesner 
Rathausstraße 12 IMSD 
93138 Lappersdorf Obere Zahlbacher Straße 69 
Tel.: 0941-893257 55101 Mainz 
Tel.: 06131-173113 
Dr. med. Axel J. Müller Dipl,-Math. Fatemeh Parandeh-Shab 
Am SteinebfÜck 41 Institut f. Med. Statistik 
40589 Düsseldorf Informatik und Epidemiologie der 




Dr. Klaus Prank Klaudia Reinken 
Abt. Klinische Endokrinologie Softcon 
Med. Hochschule Hannover Ruhrstraße 90 
Konstanty-Gutschow-Straße 8 22761 Hamburg 
30625 Hannover Tel.: 040-853297-13 
TeL: 0511-5323827 
Dr. med. StephanRietbrock Dr. Walter Swoboda 
Abt. fur Klinische Pharmakologie Münchner Forschungsverbund 
Universitätskliniken Public Health 
Theodor-Stern-Kai 7 Pettenkoferstraße 33 
60590 Frankfurt 80336 München 
Tel.: 069-63016032 Tel.: 089-54420345 
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Dr. med. Kraft Schmidt Dipl.-Inform. Med. Sabine Schweigert-
Märklinstraße 5 Herrmann 
47805 Krefeld In der Neckarhelle 125 
Tel.: 02151-392624 69118 Heidelberg 
Tel.: 06221-804227 
Erika Stavrakakis Volker WallrafT 
Parodos Aristogitonos Zieblandstraße 37 
GR 19014 Afidne 80798 München 
Griechenland Tel.: 089-526397 
Tel.: 0030-29523094 
Dipl.-Inform. Ingrid Westphal-Binder Dipl.-Ing. Christian Wiese 
Memelstraße 30 Heilige GmbH 
32756 Detmold Abt. Marketing Strategie 
Tel.: 05231-23774 Munzinger Straße 3 
79111 Freiburg 
Tel.: 0761-4543203 




Al d . h M' r d b .. ß s stu enbsc e Itglle er egru en wIr: 
Heike Berger Anke Buchauer 
Gerberstraße 35 Institut f. med. Biometrie und Informatik 
74072 Heilbronn Universität Heidelberg 
Tel. :07131-993173 Im Neuenheimer Feld 400 
69120 Heidelberg 
Tel.:06221-470951 
Martina Busch Nicole Ronge 
Eppelheimer Straße 52 Gerberstr. 35 
69115 Heidelberg 74072 Heilbronn 





Um die Fördernde Mitgliedschaft in der GMDS hat sich erfolgreich beworben: 
Firma Kodak AG, Hedelfinger Straße, 70327 Stuttgart. 
Die GMDS erhoffi: sich eine gute Zusammenarbeit in der Zukunft. 
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ÖS 651.- / sFr 84.-. 
ISBN 3·800 12146·8. 
Ul1'J1er 
Die Ernährungsepidemiologie ist ein neues Teil· 
gebiet der Ernährungswissenschaften und umfaßt 
das ---+ Sammeln, Ordnen und Bewerten 
von Informationen über Handlungen (Ernäh-
rungsverhalten) und deren Beweggründe (De-
terminanten des Ernährungsverhaltens ) sowie 
deren Auswirkungen (Ernährungs- und Gesund-
heitszustand) im Bereich der Ernährung des 
Menschen. Die Theorien und Methoden der Er-
nährungsepidemiologie werden vorgestellt. Es 
wird ein Konzept für die empirische Erfassung 
der Beziehungen zwischen Ernährung, Mensch 
und Umwelt entwickelt. 
Aus dem Inhalt: Einleitung - Anmerkungen 
zur Entwicklung der Ernährungswissenschaft. 
Neue Anforderungen an die Ernährungswissen-
schaft. Grundlagen der Ernährungsepidemiolo-
gie: Definition und Aufgaben. Die Theoriebil-
dung. Die eigentlichen Methoden-Elemente der 
Ernährungsepidemiologie: Methoden zur Er-
fassung der Ern/ihrung des Menschen. Anthro-
pometrische und biochemische Messungen zur 
Ermittlung des Ernährungszustandes. Praktische 
Hinweise zur Organisation und Durchführung 
von ernährungsepidemiologischen Studien: Die 
Verschlüsselung der erhobenen Informationen 
und die EDV-gerechte Datenerfassung. Die Ver-
schlüsselung von Ernä·hrungsdaten. 
Der Autor: Dr. Ulrich S. Oltersdorf ist tätig an 
der Bundesanstaltfür Ernährung, Institutfür Er-
nährungsökonomie und -soziologie, Stuttgart. 
r--------------, 
Coupon an Ihre Buchhandlung oder senden an: 





o Senden Sie mir das Buch "Ernährungsepidemiologie" zum I 
Preis von DM 88,- / ÖS651.- / sFr84.-. (Best.·Nr.21468). I 
Name, Vorname 
Straße/Nr. 
PLZ , Ort 
Datum/Unterschrift 
~. schnelle Wege zum Buch: 
1" Kauf in Ihrer Buchhandlung. Lassen Sie sich 
das Buch zeigen. L Mit diesem Coupon. 1.: 
Bestellen Sie per Telefon (0711) 45 07·121. ~ 












Von Dr. Lothar Kreienbrock, 
Oberschleißheim, und Prof. Dr. Siegfried 
Schach, Dortmund 
1995. XII, 256 S., 37 Abb., 69 Tab., 
3 Verteilungstaf., kt. DM 64,-
Die Epidemiologie befaßt sich mit der Unter-
suchung der Verteilung von Krankheiten, 
physiologischen Variablen und sozialen 
Krankheitsfolgen in Bevökerungsgruppen 
sowie mit den Faktoren, die diese Verteilung 
beeinflussen. Damit kommt der Epidemio-
logie als Bindeglied zwischen Ursachen-
forschung und öffentlichem Gesundheits-
wesen große Bedeutung zu . 
Zur Beschreibung dieses komplexen Berei-
ches von Ursachen und Wirkungen werden 
zunehmend Methoden der statistischen 
Deskription und Analyse eingesetzt, deren 
Grundlagen im Rahmen dieses Buches dar-
gestellt werden. Da das Hauptinstrument 
der Epidemiologie die Beobachtung ist, wer-
den neben den statistischen Methoden im 
engeren Sinne auch die Problemkreise Bias, 
Confounding, Zufall und Kausalität behan-
delt. 
Die leicht verständliche Darstellung verzich-
tetweitgehend auf statistische Vorkenntnisse 
und mathematische Ableitungen. Anhand 
zahlreicher numerischer und inhaltlicher Bei-
spiele wird vor allem demonstriert, wie eine 
inhaltliche Fragestellung modelladäquat be-
handelt wird. 
Der Band richtet sich an alle, die im Rahmen 
ihrer Arbeit mit der Planung, Durchführung, 
Auswertung oder Bewertung epidemiolo-
gischer Studien beschäftigt sind . 
Multiple Tests und 
Auswahlverfahren 
Von Dr. Manfred Horn und Dr. Rüdiger 
Voliandt, Institut für med. Statistik, 
Informatik und Dokumentation, Jena 
1995. XII, 289 S., 12 Abb., 70 Tab., 
9 Verteilungstaf., kt. DM 68,-
Multiple Tests werden beim Vergleich von 
mehr als zwei Populationen benötigt. Dafür 
müssen die Begriffe des Signifikanzniveaus 
und des Konfidenzniveaus anders definiert 
werden als bei den klassischen Ein- und 
Zweistichproblemen, wie sie in den meisten 
statistischen Lehrbüchern beschrieben wer-
den. Dazu werden im ersten Teil des Bandes 
unterschiedliche Typen des Signifikanz- und 
Konfidenzniveaus eingeführt. 
Auswahlverfahren sind geeignet, um unter 
mehreren "Behandlungen" mit großer Si-
cherheit die beste oder zumindest eine gute 
zu erkennen . Die große praktische Bedeu-
tung dieser Verfahren ist bisher jedoch weit-
gehend unbekannt geblieben. In Teil 2 die-
ses Bandes werden entsprechende Verfah-
ren zur Auswahl einer" guten Behandlung" 
als auch zur Eingrenzung der "besten Be-
handlung" beschrieben . 
Die Darstellungen sind leicht verständlich 
und verzichten überwiegend auf mathema-
tische Ableitungen. 
Preisänderungen vorbehalten . 
)~IGUSTAV 
SEMPER ~ FISCHER 
