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Let Vgr be a variety of superalgebras and let cgrn (Vgr), n = 1,2, . . . ,
be its sequence of graded codimensions. Such a sequence is
polynomially bounded if and only if Vgr does not contain a list
of ﬁve superalgebras consisting of a commutative superalgebra, the
inﬁnite dimensional Grassmann algebra and the algebra of 2 × 2
upper triangular matrices with trivial and natural Z2-gradings.
In this paper we completely classify all subvarieties of the varieties
generated by these ﬁve superalgebras, by giving a complete list of
ﬁnite dimensional generating superalgebras.
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1. Introduction
Let F be a ﬁeld of characteristic zero and let F 〈X〉 be the free associative algebra on a countable
set X over F .
If V is a variety of associative algebras over F , we denote by Id(V) the T-ideal of F 〈X〉 associated
to V . Recall that Id(V) is a two-sided ideal invariant under all endomorphisms of F 〈X〉 and consists
of the polynomial identities satisﬁed by the algebras of V . If A is a generating algebra for the variety,
we write V = var(A) and Id(V) = Id(A).
An important invariant of a variety is given by its growth which is deﬁned as follows. If B is the
relatively free algebra of countable rank of the variety V , then its n-th codimension cn(V) is deﬁned
as the dimension of its multilinear part in n standard generators. Then the growth of the variety V is
the growth of the sequence cn(V), n = 1,2, . . . . We write also cn(V) = cn(A) if A generates V .
E-mail address: daniela.lamattina@unipa.it.
1 The author was partially supported by MIUR of Italy.0021-8693/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2011.03.025
210 D. La Mattina / Journal of Algebra 336 (2011) 209–226It is well known (see [16]) that if A satisﬁes some non-trivial polynomial identity and, so, V =
var(A) is a proper variety, then the sequence of codimensions of V is exponentially bounded, i.e.,
there exist constants α,a > 0 such that cn(V)  αan for all n. Kemer in [8,9] characterized those
varieties with a polynomially bounded codimension sequence as follows.
Let G be the inﬁnite dimensional Grassmann algebra over F and UT2 the algebra of 2×2 upper tri-
angular matrices over F . Then cn(V), n = 1,2, . . . , is polynomially bounded if and only if G,UT2 /∈ V .
Hence var(G) and var(UT2) are the only varieties of almost polynomial growth, i.e., they grow expo-
nentially but any proper subvariety grows polynomially.
From his description it follows that there exists no variety with intermediate growth of the codi-
mensions between polynomial and exponential, i.e., either cn(V) is polynomially bounded or cn(V)
grows exponentially.
In [12] and [13] the author determined a complete list of ﬁnite dimensional algebras generating
the subvarieties of var(G) and var(UT2).
By the theory of varieties developed by Kemer (see [10]) it turns out that the superalgebras and
their graded identities are the basic ingredients for the development of the theory.
Let Vgr be a variety of superalgebras over F . We write Vgr = vargr(A) in case Vgr is generated by
the superalgebra A.
Let cgrn (A), n = 1,2, . . . , be the sequence of graded codimensions of Vgr = vargr(A). Recall that
cgrn (A) is the dimension of the space of multilinear polynomials in n graded variables in the corre-
sponding relatively free superalgebra of countable rank.
It turns out that if a superalgebra satisﬁes an ordinary identity, then its sequence of graded codi-
mensions is exponentially bounded (see [6]).
The problem of characterizing the graded identities of a superalgebra whose sequence of graded
codimensions is polynomially bounded was studied in [5].
For the inﬁnite dimensional Grassmann algebra G = 〈1, e1, e2, . . . | eie j = −e jei〉, we write G to
mean G with the trivial grading and Ggr to mean G with the grading (G(0),G(1)) where G(0) is the
span of all monomials in the ei ’s of even length and G(1) is the span of all monomials in the ei ’s of
odd length.
Also let UT2 denote the algebra of 2× 2 upper triangular matrices over F with the trivial grading
and let UTgr2 denote the algebra UT2 with grading (UT
(0)
2 ,UT
(1)
2 ) where UT
(0)
2 = Fe11 + Fe22 is the
subspace of diagonal matrices and UT(1)2 = Fe12. Finally, let F ⊕ t F be the commutative algebra with
grading (F , t F ) where t2 = 1. By [5] the above ﬁve superalgebras characterize the varieties of super-
algebras of polynomial growth as follows: given Vgr , cgrn (Vgr)  knt if and only if G,Ggr,UT2,UTgr2 ,
F ⊕ t F /∈ Vgr .
Hence vargr(G),vargr(UT2),vargr(Ggr),vargr(UT
gr
2 ),var
gr(F ⊕ t F ) are the only varieties of superalge-
bras of almost polynomial growth. In particular these results show that also for the superalgebras no
intermediate growth is allowed.
In this paper we completely classify all subvarieties of vargr(G), vargr(UT2), vargr(Ggr), vargr(UT
gr
2 ),
vargr(F ⊕ t F ), by giving a complete list of ﬁnite dimensional superalgebras generating their proper
subvarieties.
Moreover we classify all their minimal subvarieties which are varieties Vgr satisfying the property:
cgrn (Vgr) ≈ qnk for some k  1, q > 0, and for any proper subvariety Ugr  Vgr , cgrn (Ugr) ≈ q′nt with
t < k.
Finally we remark that most of the algebras constructed here are subalgebras of upper triangular
matrices of some size.
2. Preliminaries
Throughout the paper F will denote a ﬁeld of characteristic zero and A an associative F -algebra
satisfying a non-trivial polynomial identity (PI-algebra). Let F 〈X〉 be the free associative algebra
on a countable set X = {x1, x2, . . .} and Id(A) = { f ∈ F 〈X〉 | f ≡ 0 in A} the T-ideal of (ordi-
nary) polynomial identities of A. It is well known that in characteristic zero Id(A) is completely
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the vector space of multilinear polynomials in the variables x1, . . . , xn . The non-negative inte-
ger
cn(A) = dimF Pn
Pn ∩ Id(A) , n 1,
is called the n-th codimension of A.
Now assume that the algebra A = A(0) ⊕ A(1) is an associative Z2-graded algebra or superalgebra
over F . Recall that the elements of A(0) and of A(1) are homogeneous of degree zero (or even ele-
ments) and of degree one (or odd elements), respectively. A subalgebra B ⊆ A is a graded subalgebra
if B = (B ∩ A(0)) ⊕ (B ∩ A(1)).
The free associative algebra F 〈X〉 has a natural structure of superalgebra as follows: write X =
Y ∪ Z , the disjoint union of two countable sets. If we denote by F (0) the subspace of F 〈Y ∪ Z〉
spanned by all monomials in the variables of X having even degree in the variables of Z and by
F (1) the subspace spanned by all monomials of odd degree in Z , then F 〈Y ∪ Z〉 = F (0) ⊕ F (1) is a
Z2-graded algebra called the free superalgebra on Y and Z over F .
Given a superalgebra A recall that f (y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y ∪ Z〉 is a graded identity of A if
f (a1, . . . ,an,b1, . . . ,bm) = 0 for all a1, . . . ,an ∈ A(0) , b1, . . . ,bm ∈ A(1) and let Idgr(A) denote the set
of graded identities of A. Notice that Idgr(A) is a T2-ideal of F 〈Y ∪ Z〉, i.e., an ideal invariant under
all endomorphisms η of F 〈Y ∪ Z〉 such that η(F (0)) ⊆ F (0) and η(F (1)) ⊆ F (1) .
It is well known that in characteristic zero, every graded identity is equivalent to a system of
multilinear graded identities. Hence if we denote by
Pgrn = spanF {wσ (1) · · ·wσ (n) | σ ∈ Sn, wi = yi or wi = zi, i = 1, . . . ,n}
the space of multilinear polynomials of degree n in y1, z1, . . . , yn, zn (i.e., yi or zi appears in each
monomial at degree 1) the study of Idgr(A) is equivalent to the study of Pgrn ∩ Idgr(A), for all n  1.
The non-negative integer
cgrn (A) = dimF P
gr
n
P grn ∩ Idgr(A)
, n 1,
is called the n-th graded codimension of A.
Notice that any F -algebra A can be regarded as a superalgebra with trivial grading, i.e., A =
A(0) ⊕ A(1) where A = A(0) and A(1) = 0. Hence the theory of graded identities generalizes the
ordinary theory of polynomial identities. The relation between ordinary codimensions and graded
codimensions is given in [6]: given a superalgebra A, cn(A)  cgrn (A) for all n  1 and, in case A
satisﬁes an ordinary polynomial identity then cgrn (A) 2ncn(A).
If A is an algebra with 1, by [2] Idgr(A) is completely determined by its multilinear proper poly-
nomials. Recall that f (y1, z1, . . . , yn, zn) ∈ Pgrn is a proper polynomial if it is a linear combination of
elements of the type
zi1 · · · zik w1 · · ·wm
where w1, . . . ,wm are left normed (long) Lie commutators in the yi ’s and zi ’s.
Let Γ grn denote the subspace of P
gr
n of proper polynomials in y1, z1, . . . , yn, zn and Γ
gr
0 = span{1}.
The sequence of proper graded codimensions is deﬁned as
γ
gr
n (A) = dim Γ
gr
n
gr gr , n = 0,1,2, . . . .Γn ∩ Id (A)
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codimensions (see for instance [2]), is given by the following:
cgrn (A) =
n∑
i=0
(
n
i
)
γ
gr
i (A), n = 0,1,2, . . . . (1)
Hence, if the sequence cgrn (A), n = 0,1,2, . . . , is polynomially bounded then
cgrn (A) = qnk + q1nk−1 + · · ·
is a polynomial with rational coeﬃcients.
As a consequence of [14, Lemma 2.2] we get the following.
Proposition 2.1. Let A be a superalgebra with 1 satisfying the graded identity [y1, y2] ≡ 0. If for some k 2,
γ
gr
k (A) = 0 then γ grm (A) = 0 for all m k.
One of the main tool in the study of the T2-ideals is provided by the representation theory of the
hyperoctahedral group Z2  Sn .
Recall that the group Z2  Sn acts on the space Pgrn as follows: for h = (a1, . . . ,an;σ) ∈ Z2  Sn ,
hyi = yσ(i) and hzi = zaσ(i)σ (i) = zσ(i) or −zσ(i) according as aσ(i) = 1 or −1, respectively. This action is
very useful since T2-ideals are invariant under it. Hence, for every superalgebra A,
Pgrn
Pgrn ∩Idgr(A) becomes
a Z2  Sn-module. Similarly Γ
gr
n
Γ
gr
n ∩Idgr(A) is a Z2  Sn-module under the induced action. We denote by
χ
gr
n (A) and ψ
gr
n (A) the characters of the Z2  Sn-modules P
gr
n
Pgrn ∩Idgr(A) and
Γ
gr
n
Γ
gr
n ∩Idgr(A) , respectively. They
are called the n-th graded cocharacter and the n-th proper graded cocharacter of A.
By complete reducibility χ grn (A) and ψ
gr
n (A) decompose into irreducibles and let
χ
gr
n (A) =
∑
λr,μn−r
mλ,μχλ,μ, ψ
gr
n (A) =
∑
λr,μn−r
m′λ,μχλ,μ,
where χλ,μ is the irreducible Z2  Sn-character associated to the pair of partitions (λ,μ) and
mλ,μ,m′λ,μ are the corresponding multiplicities.
3. Classifying the subvarieties of vargr(UT2) and vargr(G)
The purpose of this section is to classify the subvarieties of vargr(UT2) and vargr(G), where UT2
and G are endowed with the trivial grading. Since vargr(UT2) = var(UT2) and vargr(G) = var(G) this is
equivalent to the classiﬁcation of the ordinary subvarieties of var(UT2) and var(G).
In [12] and [13] such a classiﬁcation was given in terms of generators of the corresponding T-
ideals and, moreover, a complete list of algebras generating the subvarieties of var(G) and var(UT2)
was exhibited.
In this section we present these results in the language of varieties of superalgebras for conve-
nience of the reader.
We start by constructing, for any ﬁxed k  1, associative superalgebras belonging to the variety
generated by UT2 whose graded codimension sequence grows polynomially as nk . Recall that by [15],
Idgr(UT2) = 〈[y1, y2][y3, y4], z〉T2 .
Let UTk = UTk(F ) be the algebra of k × k upper triangular matrices over F and let E1 =∑k−1
i=1 ei,i+1 ∈ UTk where the ei j ’s are the usual matrix units.
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Nk = span
{
E, E1, E
2
1, . . . , E
k−2
1 ; e12, e13, . . . , e1k
}⊆ UTk,
where E denotes the k × k identity matrix.
We write Nk to mean Nk with trivial grading.
Notice that if k = 2 then Idgr(Nk) = Idgr(F ).
We next state the following result characterizing the graded polynomial identities and the graded
codimensions of Nk (see [4]).
Given polynomials f1, . . . , fn ∈ F 〈Y ∪ Z〉, let us denote by 〈 f1, . . . , fn〉T2 the T2-ideal generated by
f1, . . . , fn .
Lemma 3.1. Let k 3. Then
1) Idgr(Nk) = 〈[y1, . . . , yk], [y1, y2][y3, y4], z〉T2 .
2) cgrn (Nk) = 1+
∑k−1
j=2( j − 1)
(n
j
)≈ k−2
(k−1)!n
k−1 , n → ∞.
The free superalgebra F 〈Y ∪ Z〉 has a natural involution (an antiautomorphism of order 2) called
the reverse involution, denoted ∗, induced by requiring that y∗i = yi and z∗i = zi for all i = 1,2, . . . .
Hence if w = wi1 · · ·win is a monomial of F 〈Y ∪ Z〉, where wi j = zi j or yi j , we have that w∗ =
win · · ·wi1 . Accordingly if f ∈ F 〈Y ∪ Z〉, then f ∗ is the polynomial obtained by reversing the order of
the variables in each monomial of f .
Let ∗ be the involution of UTk deﬁned by ﬂipping a matrix along its secondary diagonal. Suppose
that A is a subalgebra of UTk , endowed with some Z2-grading. Then A∗ is also a graded subalgebra
of UTk . This is easily seen by observing that if A = A(0) ⊕ A(1) , then A∗ = (A(0))∗ ⊕ (A(1))∗ is a Z2-
grading on A∗ . Moreover an useful feature of the map ∗ is that f (y1, . . . , yn, z1, . . . , zn) is a graded
identity of A if and only if f ∗(y1, . . . , yn, z1, . . . , zn) is a graded identity of A∗ . Since we shall be
dealing mostly with Z2-subalgebras of the algebra UTk , the above observation will be useful through-
out the paper. In fact if A is such a subalgebra whose ideal of graded identities is generated by the
polynomials f1, . . . , ft , it will follow that f ∗1 , . . . , f ∗t generate the ideal of graded identities of A∗ .
Deﬁnition 3.2. For k 2, let
Ak = Ak(F ) = span
{
e11, E1, E
2
1, . . . , E
k−2
1 ; e12, e13, . . . , e1k
}⊆ UTk.
We write Ak to mean the algebra Ak with trivial grading. Hence
A∗k = span
{
ekk, E1, E
2
1, . . . , E
k−2
1 ; e1k, e2k, . . . , ek−1,k
}
is endowed with trivial grading.
Next we describe explicitly the graded identities of Ak and A∗k for any k 2.
Lemma 3.2. If k 2, then
1) Idgr(Ak) = 〈[y1, y2][y3, y4], [y1, y2]y3 · · · yk+1, z〉T2 .
2) cgrn (Ak) =
∑k−2
l=0
(n
l
)
(n − l − 1) + 1≈ qnk−1 , where q ∈ Q is a non-zero constant.
Hence Idgr(A∗k ) = 〈[y1, y2][y3, y4], y3 · · · yk+1[y1, y2], z〉T2 and cgrn (A∗k ) = cgrn (Ak).
Given A and B two superalgebras, we say that A is T2-equivalent to B and we write A ∼T2 B in
case Idgr(A) = Idgr(B).
The following theorem gives a classiﬁcation of the subvarieties of the variety generated by UT2.
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UT2,N,Nt ⊕ N,Nt ⊕ Ak ⊕ N,Nt ⊕ A∗r ⊕ N,Nt ⊕ Ak ⊕ A∗r ⊕ N,
where N is a nilpotent superalgebra and k, r, t  2.
The previous theorem allows to classify all graded codimension sequences of the superalgebras
belonging to the variety generated by UT2 (see [12]).
Next we describe the subvarieties of the variety generated by the Grassmann algebra G . Recall that
by [11], Idgr(G) = 〈[y1, y2, y3], z〉T2 .
We ﬁrst make a deﬁnition.
Deﬁnition 3.3. For t  1, let Gt denote the Grassmann algebra with 1 on a t-dimensional vector space
over F , i.e.,
Gt = 〈1, e1, . . . , et | eie j = −e jei〉.
We write also Gt to mean Gt with trivial grading.
Notice that G1 ∼T2 F .
The following result characterizes the graded polynomial identities and the graded codimensions
of Gt . Its proof can be found in [4].
Lemma 3.3. For k 1,
1) Idgr(G2k) = 〈[y1, y2, y3], [y1, y2] · · · [y2k+1, y2k+2], z〉T2 .
2) cgrn (G2k) =
∑k
j=0
( n
2 j
)≈ 1
(2k)!n
2k, n → ∞.
The following result classiﬁes the subvarieties of the variety generated by G .
Theorem 3.2. Let A ∈ vargr(G). Then either A ∼T2 G or A ∼T2 G2k ⊕ N or A ∼T2 G1 ⊕ N or A ∼T2 N, where
N is a nilpotent superalgebra and k 1.
Notice that the previous theorem allows us to classify all graded codimension sequences of the
superalgebras lying in the variety generated by G .
Corollary 3.1. Let A ∈ vargr(G) be such that vargr(A)  vargr(G). Then there exists n0 such that for all n > n0
we must have either cgrn (A) = 0 or cgrn (A) =
∑k
j=0
( n
2 j
)≈ 1
(2k)!n
2k, for some k 0.
Recall that if Vgr = vargr(A) is the variety of superalgebras generated by A then cgrn (Vgr) = cgrn (A)
and the growth of Vgr is the growth of the graded codimensions of A. We start by making the
following.
Deﬁnition 3.4. A variety Vgr is minimal of polynomial growth if cgrn (Vgr) ≈ qnk for some k 1, q > 0,
and for any proper subvariety Ugr  Vgr we have that cgrn (Ugr) ≈ q′nt with t < k.
As a consequence of Theorems 3.1 and 3.2 (see [12]) we get that G2k,Nk, Ak and A∗k generate the
only minimal subvarieties of the variety generated by G or UT2.
Corollary 3.2. A superalgebra A ∈ vargr(G) generates a minimal variety if and only if A ∼T2 G2k, for some
k 1.
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A ∼T2 Ak or A ∼T2 A∗k , for some k 2, t > 2.
4. Constructing superalgebras in vargr(UTgr2 )
The purpose of this section is to construct, for any ﬁxed k 1, superalgebras belonging to the vari-
ety generated by UTgr2 whose graded codimension sequence grows polynomially as n
k . Recall that UTgr2
denotes the algebra UT2 with Z2-grading (UT
(0)
2 ,UT
(1)
2 ), where UT
(0)
2 = Fe11 + Fe22 and UT(1)2 = Fe12.
Recall that if g = (g1, . . . , gk) ∈ Zk2 is an arbitrary k-tuple of elements of Z2, then g deﬁnes an
elementary Z2-grading on UTk by setting
UT(0)k = span{eij | gi + g j = 0} and UT(1)k = span{eij | gi + g j = 1}.
If A is a graded subalgebra of UTk , the induced grading on A is also called elementary.
Let k 2 and g= (0,1, . . . ,1) ∈ Zk2.
Deﬁnition 4.1. Ngrk is the algebra Nk with elementary Z2-grading induced by g.
Notice that N(0)k is a commutative subalgebra of Nk . This says that [y1, y2] ≡ 0 is a graded identity
of Ngrk . Moreover, being N
(1)
k = span{e12, e13, . . . , e1k}, also z1z2 ≡ 0 is a graded identity for Ngrk .
Hence, since by [17] Idgr(UTgr2 ) = 〈[y1, y2], z1z2〉T2 , we have that for any k 2, Ngrk ∈ vargr(UTgr2 ).
Next we describe explicitly the graded identities and codimensions of Ngrk , for any k 2.
Theorem 4.1. If k 2, then
1) Idgr(Ngrk ) = 〈[y1, y2], [z, y1, . . . , yk−1], z1z2〉T2 .
2) cgrn (N
gr
k ) = 1+
∑k−1
j=1
(n
j
)
j ≈ 1
(k−2)!n
k−1 , n → ∞.
Proof. Let Q = 〈[y1, y2], [z, y1, . . . , yk−1], z1z2〉T2 . Since [x1, . . . , xk] ≡ 0 is an ordinary identity of Nk
(see Lemma 3.1) and Ngrk ∈ vargr(UTgr2 ) we get that Q ⊆ Idgr(Ngrk ). Now let f ∈ Idgr(Ngrk ). We may
clearly assume that f is multilinear, and since Ngrk is an algebra with 1 we may take f proper. After
reducing the polynomial f modulo the identities in Q we obtain that f is the zero polynomial if
deg f  k and f is a linear combination of left-normed commutators of length say s k − 1,
f =
s∑
i=1
αi[zi, y j1 , . . . , y js−1 ], j1 < j2 < · · · < js−1,
if deg f < k.
Suppose that there exists i such that αi = 0. By making the evaluation zi = e12 (z j = 0, j = i)
and yt = ∑k−1i=2 ei,i+1, t = 1, . . . , s, we get αi = 0, a contradiction. This says that f ∈ Q and so Q =
Idgr(Ngrk ). The argument above also proves that the polynomials [zi, y j1 , . . . , y js−1 ], where i = 1, . . . , s,
are a basis of the proper graded polynomials of degree s modulo Idgr(Ngrk ).
Hence, γ grs (N
gr
k ) = s for s < k, and γ grs (Ngrk ) = 0 for s k. Then, by (1) we have
cgrn
(
Ngrk
)= n∑
(
n
i
)
γ
gr
i
(
Ngrk
)= 1+ k−1∑
(
n
i
)
i ≈ 1
(k − 2)!n
k−1, n → ∞.i=0 i=1
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i−1
] be
a highest weight vector corresponding to the partitions (λ,μ) = ((i − 1), (1)) (see [1]).
It is clear that f is not an identity of Ngrk , so, for 2  i  k − 1, χ(i−1),(1) participates in the i-th
proper graded cocharacter ψgri (N
gr
k ) of N
gr
k with non-zero multiplicity. Hence, for 2 i  k − 1, since
γ
gr
i (N
gr
k ) = i = degχ(i−1),(1) , we have
ψ
gr
i
(
Ngrk
)= χ(i−1),(1). 
Next we construct two algebras without unity with elementary Z2-grading in the variety generated
by UTgr2 .
Deﬁnition 4.2. For k  2, Agrk is the algebra Ak with elementary Z2-grading induced by g = (0,1,
. . . ,1).
Hence (Agrk )
∗ is a superalgebra with grading ((A(0)k )
∗, (A(1)k )
∗).
Next we describe explicitly the identities of Agrk and (A
gr
k )
∗ .
We adopt the convention that y j0 means 1F 〈Y∪Z〉 .
Theorem 4.2. If k 2, then
1) Idgr(Agrk ) = 〈[y1, y2], z1 y2 · · · yk, z1z2〉T2 .
2) cgrn (A
gr
k ) =
∑k−2
l=0
(n
l
)
(n − l) + 1≈ qnk−1 , where q ∈ Q is a non-zero constant.
Hence Idgr((Agrk )
∗) = 〈[y1, y2], y2 · · · ykz1, z1z2〉T2 and cgrn ((Agrk )∗) =
∑k−2
l=0
(n
l
)
(n − l) + 1.
Proof. Let Q = 〈[y1, y2], z1 y2 · · · yk, z1z2〉T2 . It is easily seen that Q ⊆ Idgr(Agrk ). Before proving the
opposite inclusion, we ﬁnd a generating set of Pgrn modulo P
gr
n ∩ Q .
Any multilinear polynomial of degree n can be written, modulo Q , as a linear combination of
monomials of the type
y1 · · · yn, yi1 · · · yit zi y j0 · · · y jl , (2)
t + l = n − 1, l < k − 1, i1 < · · · < it , j1 < · · · < jl .
We next show that the above elements are linearly independent modulo Idgr(Agrk ). Let f ∈ Idgr(Agrk )
be a linear combination of the above:
f = αy1 · · · yn +
k−2∑
l=0
∑
i,M,N
αi,M,N yi1 · · · yit zi y j0 · · · y jl ,
where, for a ﬁxed 0  l  k − 2, M = {i1, . . . , it}, N = { j0, . . . , jl} and i1 < · · · < it , j1 < · · · < jl . By
making the evaluation y1 = · · · = yn = e11 (z j = 0 for all j) we get α = 0. Let l be the smallest
integer such that αi,M,N = 0, for some i,M,N . The evaluation yir = e11, 1 r  t , zi = e12 and y jw =∑k−1
i=2 ei,i+1, for all w  l, gives αi,M,N = 0, a contradiction.
Therefore the elements in (2) are linearly independent modulo Pgrn ∩ Idgr(Agrk ). Since
Pgrn ∩ Idgr
(
Agr
)⊇ Pgrn ∩ Qk
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n 2. Thus
cgrn
(
Agrk
)= k−2∑
l=0
(
n
l
)
(n − l) + 1≈ qnk−1,
where q ∈ Q is a non-zero constant. 
Theorem 4.3. Let A = Ngru ⊕ Agrk , u,k 2. Then
1) Idgr(A) = 〈[y1, y2], z1z2, [z, y1, . . . , yu−1]yu+1 · · · yu+k−1〉T2 .
2) cgrn (A) = 1+
∑k−2
t=0
(n
t
)
(n − t) +∑u−2s=0 ( ns+1)(s + 1) ≈ cnq−1 , where q = max{u,k} and c ∈ Q is a non-
zero constant.
Hence, Idgr(Ngru ⊕ (Agrk )∗) = 〈[y1, y2], z1z2, yu+1 · · · yu+k−1[z, y1, . . . , yu−1]〉T2 and cgrn (Ngru ⊕ (Agrk )∗) =
cgrn (N
gr
u ⊕ Agrk ).
Proof. Let Q = 〈[y1, y2], z1z2, [z, y1, . . . , yu−1]yu+1 · · · yu+k−1〉T2 . By Theorems 4.2 and 3.1 Q ⊆
Idgr(Ngru ) ∩ Idgr(Agrk ) = Idgr(Ngru ⊕ Agrk ) = Idgr(A).
In order to prove the opposite inclusion it is enough to ﬁnd, as in the previous theorem, a gener-
ating set of Pgrn modulo P
gr
n ∩ Q linearly independent modulo Idgr(A).
Let f ∈ Pgrn be a multilinear polynomial of degree n u + k.
If u > 2 we can write f , modulo Q , as a linear combination of polynomials of the type
y1 · · · yn, yp1 · · · ypq [zi, y j1 , . . . , y ju−1 ]yi0 · · · yit , zl yl1 · · · yln−1 , (3)
[z j, yn1 , . . . , yns ]ym1 · · · ymr , (4)
where q+u+ t = n, t < k−1, j1 < · · · < ju−1 < p1 < · · · < pq , i1 < · · · < it , 1 < s < u−1, s+ r = n−1,
n1 < · · · < ns , m1 < · · · <mr , l1 < · · · < ln−1.
If u = 2, f , modulo Q , is a linear combination of the polynomials in (3).
We next show that the elements in (3) and (4) are linearly independent modulo the T2-ideal
Idgr(A).
For a ﬁxed 0 t  k − 2, let M = {i0, . . . , it}, N = { j1, . . . , ju−1, p1, . . . , pq} and {i} be disjoint sets
such that M ∪ N ∪ {i} = {1, . . . ,n} and i1 < · · · < it , j1 < · · · < ju−1 < p1 < · · · < pq .
Also, for a ﬁxed 1  s  u − 2, let I = {n1, . . . ,ns}, L = {m1, . . . ,mr} and { j} be disjoint sets such
that I ∪ L ∪ { j} = {1, . . . ,n} and n1 < · · · < ns , m1 < · · · <mr .
Let f ∈ Idgr(A) be a linear combination of the elements in (3) and (4) and write
f = αy1 · · · yn +
k−2∑
t=0
∑
i,M,N
αi,M,N yp1 · · · ypq [zi, y j1 , . . . , y ju−1 ]yi0 · · · yit
+
n∑
l=1
γl zl yl1 · · · yln−1 +
u−2∑
s=1
∑
j,I,L
β j,I,L[z j, yn1 , . . . , yns ]ym1 · · · ymr ≡ 0
where l1 < · · · < ln−1 and M,N, I, L are subjected to the above conditions.
By making the evaluation y1 = · · · = yn = (0, e11) (z j = 0 for all j) we get α = 0. Let t be the
smallest integer such that αi,M,N = 0, for some i,M,N . The evaluation ypr = (0, e11), 1 r  q, y jv =
(0, e11), 1  v  u − 1, zi = (0, e12) and yiw = (0,
∑k−1
i=2 ei,i+1), for all w  t , gives αi,M,N = 0, a
contradiction. Now, suppose that γl = 0, for some l. The evaluation, zl = (e12,0) and yl j = (E,0),
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be the smallest integer such that β j,I,L = 0 for some j, I and L. Then the evaluation z j = (e12,0),
ynt = (
∑u−1
i=2 ei,i+1,0), 1 t  s, ymw = (E,0) 1 w  r gives β j,I,L = 0, a contradiction.
Therefore the elements in (3) and (4) are linearly independent modulo Pgrn ∩ Idgr(A). Hence,
Idgr(A) = Q and the above elements are a basis of Pgrn modulo Pgrn ∩ Idgr(A). Thus by counting we
obtain
cgrn (A) = 1+
k−2∑
t=0
(
n
t
)
(n − t) +
u−2∑
s=0
(
n
s + 1
)
(s + 1) ≈ cnq−1,
where q =max{u,k} and c ∈ Q is a non-zero constant.
Notice that Idgr(Ngru ⊕ (Agrk )∗) = 〈[y1, y2], z1z2, yu+1 · · · yu+k−1[z, y1, . . . , yu−1]〉T2 and cgrn (Ngru ⊕
(Agrk )
∗) = cgrn (Ngru ⊕ Agrk ). 
5. Minimal varieties of polynomial growth
In this section we shall prove that Ngrk , A
gr
k , and (A
gr
k )
∗ generate the only minimal subvarieties of
the variety generated by UTgr2 .
Recall that if A = F + J is a ﬁnite dimensional superalgebra over F , where B is a semisimple
graded subalgebra and J = J (A) is its Jacobson radical, then J can be decomposed into the direct
sum of graded B-bimodules
J = J00 ⊕ J01 ⊕ J10 ⊕ J11,
where for i ∈ {0,1}, J ik is a left faithful module or a 0-left module according as i = 1 or i = 0,
respectively. Similarly, J ik is a right faithful module or a 0-right module according as k = 1 or k = 0,
respectively. Moreover, for i,k, l,m ∈ {0,1}, J ik Jlm ⊆ δkl J im where δkl is the Kronecker delta and J11 =
BN for some nilpotent subalgebra N of A commuting with B .
Its proof is essentially given in [7, Lemma 2] by observing that the given modules are graded.
Next we state some lemmas that will be needed for the classiﬁcation of the proper subvarieties
of UTgr2 .
Lemma 5.1. Let A = F + J be a superalgebra with J = J10 + J01 + J11 + J00 . If A satisﬁes the graded identity
[y1, y2, . . . , yr] ≡ 0 (resp. [z1, y2, . . . , yr] ≡ 0), for some r  2, then J (0)10 = J (0)01 = 0 (resp. J (1)10 = J (1)01 = 0).
In particular if [y1, y2, . . . , yr] ≡ 0 and [z1, y2, . . . , yr] ≡ 0 are graded identities of A then A = (F + J11) ⊕
J00 , a direct sum of algebras.
Proof. The proof is obvious since J01 = J (0)01 + J (1)01 = [ J (0)01 , F , . . . , F︸ ︷︷ ︸
r−1
]+[ J (1)01 , F , . . . , F︸ ︷︷ ︸
r−1
] and J10 = J (0)10 +
J (1)10 = [ J (0)10 , F , . . . , F︸ ︷︷ ︸
r−1
] + [ J (1)10 , F , . . . , F︸ ︷︷ ︸
r−1
]. 
Lemma 5.2. (See [3].) Let A be a superalgebra and suppose that cgrn (A) is polynomially bounded. Then A ∼T2 B
where B = B1 ⊕ · · · ⊕ Bm with B1, . . . , Bm ﬁnite dimensional superalgebras over F and dim Bi/ J (Bi)  1,
for all i = 1, . . . ,m.
Now we are going to prove that Ngrk generates a minimal variety.
Theorem 5.1. For any k 2, Ngrk generates a minimal variety.
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qnk−1, for some q > 0. We shall prove that in this case A ∼T2 Ngrk and this will complete the proof.
By Lemma 5.2 we may assume that
A = A1 ⊕ · · · ⊕ Am,
where A1, . . . , Am are ﬁnite dimensional superalgebras such that dim Ai/ J (Ai) 1, 1 i m. Notice
that this says that either Ai ∼= F + J (Ai) or Ai = J (Ai) is a nilpotent algebra. Since
cgrn (A) cgrn (A1) + · · · + cgrn (Am),
then there exists Ai such that c
gr
n (Ai) ≈ bnk−1, for some b > 0. Hence
vargr
(
Ngrk
)⊇ vargr(A) ⊇ vargr(F + J (Ai))⊇ vargr(F + J11(Ai))
and cgrn (F + J (Ai)) ≈ bnk−1, for some b > 0. By Lemma 5.1, since F + J (Ai) satisﬁes the identities
[z1, y2, . . . , yk] ≡ 0 and [y1, y2] ≡ 0, we get that F + J (Ai) = (F + J11(Ai)) ⊕ J00(Ai) and cgrn (F +
J (Ai)) = cgrn (F + J11(Ai)), for n large enough. Hence, in order to prove that A ∼T2 Ngrk , it is enough to
show that F + J11(Ai) ∼T2 Ngrk . Hence, without loss of generality, we may assume that A is a unitary
algebra.
Now, since cgrn (A) ≈ qnk−1 then
cgrn (A) =
k−1∑
i=0
(
n
i
)
γ
gr
i (A)
and, by Proposition 2.1, γ gri (A) = 0 for all 2 i  k − 1.
Recall that since Idgr(A) ⊇ Idgr(Ngrk ), Γ gri /(Γ gri ∩ Idgr(A)) is isomorphic to a quotient module of
Γ
gr
i /(Γ
gr
i ∩ Idgr(Ngrk )). Hence if ψgri (A) =
∑
λr,μi−r mλ,μχλ,μ , and ψ
gr
i (N
gr
k ) =
∑
λr,μi−r m′λ,μχλ,μ ,
we must have mλ,μ m′λ,μ for all λ  r, μ  i − r, r = 0, . . . , i. Since by the proof of Theorem 4.1,
ψ
gr
i (N
gr
k ) = χ((i−1),(1)) and γ gri (A) = 0 we obtain that also ψgri (A) = χ((i−1),(1)) . Hence
cgrn (A) =
k−1∑
i=0
(
n
i
)
γ
gr
i (A) =
k−1∑
i=0
(
n
i
)
i = cgrn
(
Ngrk
)
.
Thus A and Ngrk have the same sequence of graded codimensions and, since Id
gr(Ngrk ) ⊆ Idgr(A) we
get the equality Idgr(A) = Idgr(Ngrk ). 
In order to prove that also Agrk and (A
gr
k )
∗ generate minimal varieties we need to state the follow-
ing two results.
Lemma 5.3. Let A = F + J ∈ vargr(Agrk ) (resp. A = F + J ∈ vargr((Agrk )∗)). Then J01 = J (1)11 = 0 (resp.
J10 = J (1)11 = 0).
Proof. Since J01 = [ J01, F ] F · · · F︸ ︷︷ ︸
k−1
and [x1, x2]x3 · · · xk+1 ≡ 0 is an ordinary identity of A we get
J01 = 0.
Also, J (1)11 = J (1)11 F · · · F︸ ︷︷ ︸
k−1
implies J (1)11 = 0, since zy1 · · · yk−1 is a graded identity of A.
A similar proof holds for A ∈ vargr((Agrk )∗). 
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then A ∼T2 Agrk (resp. A ∼T2 (Agrk )∗).
Proof. By the previous lemma, A = F + J11 + J10 + J00 and J (1)11 = 0. Moreover, since A satisﬁes the
graded identity [y1, y2] ≡ 0, by Lemma 5.1, J (0)10 = 0.
Suppose that J (1)10 ( J
(0)
00 )
k−2 = 0. If Jm = 0, we claim that for any nm, f = yk · · · ynz1 y2 · · · yk−1 ∈
Idgr(A).
In fact, by the multilinearity of f , we can evaluate the variables in a basis of A which is the union
of a basis of J11, J10, J00 and 1 = 1F . Since Jm = 0, if all variables are evaluated in J we get a zero
value of f . Hence at least one variable must be evaluated in 1. Since J (0)10 = J (1)11 = 0 we need to check
the evaluation of z1 in J10. It is easily checked that since J
(1)
10 ( J
(0)
00 )
k−2 = 0 then f vanishes in A.
We have proved that f = yk · · · ynz1 y2 · · · yk−1 ∈ Idgr(A).
Let Q ⊆ Idgr(A) be the T2-ideal generated by f plus the generators of the T2-ideal Idgr(Agrk ). For
any nm, a set of generators of Pgrn (mod Pgrn ∩ Idgr(Q )) is given by
y1 · · · yn, yi1 · · · yit zi y j0 · · · y jl ,
t + l = n − 1, l < k − 2, i1 < · · · < it , j1 < · · · < jl . Hence
cgrn (A)
k−3∑
l=0
(
n
l
)
(n − l) + 1≈ qnk−2,
a contradiction.
Therefore we must have J (1)10 ( J
(0)
00 )
k−2 = 0. Let a ∈ J (1)10 , b1, . . . ,bk−2 ∈ J (0)00 be such that
ab1 · · ·bk−2 = 0.
Let f ∈ Idgr(A) be a multilinear polynomial of degree n. By Theorem 4.2, we can write f , modulo
Idgr(Agrk ), as
f = αy1 · · · yn +
k−2∑
l=0
∑
i,M,N
αi,M,N yi1 · · · yit zi y j0 · · · y jl ,
where, for a ﬁxed 0 l k − 2, M = {i1, . . . , it}, N = { j0, . . . , jl}, i1 < · · · < it , j1 < · · · < jl .
By choosing yi = 1F for all i = 1, . . . ,n (zi = 0) we get α = 0.
Also, for ﬁxed i,M,N the evaluation yim = 1F , 1  m  t , zi = a and y jp = bp , p  l, gives
αi,M,N = 0. Hence f ∈ Idgr(Agrk ) and Idgr(A) = Idgr(Agrk ).
Similarly it is proved that if A ∈ vargr((Agrk )∗) and cgrn (A) ≈ qnk−1, then A ∼T2 (Agrk )∗ . 
Now we are in a position to prove that the algebras Agrk and (A
gr
k )
∗ generate minimal varieties.
Theorem 5.2. For any k 2, Agrk and (A
gr
k )
∗ generate minimal varieties.
Proof. Let A ∈ vargr(Agrk ) be such that cgrn (A) ≈ qnk−1, for some q > 0. By Lemma 5.2, we may assume
that
A = A1 ⊕ · · · ⊕ Am,
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the Jacobson radical of Ai , 1 i m. Notice that this says that either Ai ∼= F + J (Ai) or Ai = J (Ai) is
a nilpotent algebra. Since
cgrn (A) cgrn (A1) + · · · + cgrn (Am),
then there exists Ai such that c
gr
n (Ai) ≈ bnk−1, for some b > 0. Being Ai ∈ vargr(Agrk ) by the previous
lemma Ai ∼T2 Agrk . Hence,
vargr
(
Agrk
)= vargr(Ai) ⊆ vargr(A) ⊆ vargr(Agrk )
and vargr(A) = vargr(Agrk ) follows.
It is proved similarly that (Agrk )
∗ generates a minimal variety. 
6. Classifying the subvarieties of vargr(UTgr2 )
In this section we classify the subvarieties of the variety generated by UTgr2 .
Lemma 6.1. Let A ∈ vargr(UTgr2 ) be a superalgebra with 1 such that vargr(A)  vargr(UTgr2 ). Then either A ∼T2
C or A ∼T2 Ngrk , for some k 2, where C is a commutative superalgebra with trivial grading.
Proof. Since A generates a proper subvariety of UTgr2 , then c
gr
n (A) =
∑k−1
i=0
(n
i
)
γ
gr
i (A) ≈ ank−1, for some
k 1. If k = 1 then by [3] A ∼T2 C , where C is a commutative superalgebra with trivial grading. Now
we assume that k > 1. Since γ grk (A) = 0 then [z1, y2, . . . , yk] ∈ Idgr(A). Hence
Idgr
(
Ngrk
)= 〈[y1, y2], [z, y1, . . . , yk−1], z1z2〉T2 ⊆ Idgr(A).
Since, by Theorem 5.1, Ngrk generates a minimal variety and c
gr
n (N
gr
k ) ≈ qnk−1, for some constant q, it
follows that A ∼T2 Ngrk . 
Next we prove some technical lemmas that will be needed for the classiﬁcation of the proper
subvarieties of UTgr2 . As before J = J00 + J10 + J01 + J11.
We start with the following.
Lemma 6.2. Let A = F + J ∈ vargr(UTgr2 ). Then A ∼T2 (F + J11 + J10 + J00) ⊕ (F + J11 + J01 + J00).
Proof. Let A1 = F + J11 + J10 + J00 and A2 = F + J11 + J01 + J00. Clearly Idgr(A) ⊆ Idgr(A1 ⊕ A2) =
Idgr(A1)∩ Idgr(A2). On the other hand, since A ∈ var(UTgr2 ), in particular A satisﬁes the ordinary iden-
tity [x1, x2][x3, x4] ≡ 0. It follows that J01 = [ J01, F ] and J10 = [ J10, F ] imply J10 J01 = J01 J10 = 0.
Hence, it is easily checked that Idgr(A1 ⊕ A2) ⊆ Idgr(A) and A ∼T2 A1 ⊕ A2. 
Lemma 6.3. Let A = F + J11 + J10 + J00 ∈ vargr(UTgr2 ) with J10 = 0 (resp. A = F + J11 + J01 + J00 ∈
var(UTgr2 ) with J01 = 0). Then there exist constants k,u  2 such that
1) if J (1)11 = 0, A ∼T2 Agrk ⊕ N (resp. A ∼T2 (Agrk )∗ ⊕ N), where N is a nilpotent superalgebra;
2) if J (1)11 = 0, A ∼T2 Nu ⊕ Agrk ⊕ N (resp. A ∼T2 Nu ⊕ (Agrk )∗ ⊕ N).
Proof. Let A = F + J11 + J10 + J00 ∈ vargr(UTgr2 ) with J10 = 0. Let t  0 be the largest integer such
that J10 J t00 = 0. Notice that t = 0 means that J10 J00 = 0 and in this case A = (F + J11 + J10) ⊕ J00.
We shall prove that A ∼T2 Agrt+2 ⊕ J00 or A ∼T2 Agrt+2 ⊕ Nu ⊕ J00 for some u  2.
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Let A¯ = A/ J t+100 . Then it is easily checked that zy1 · · · yt+1 ∈ Idgr( A¯) and so, by Theorem 4.2,
Idgr(Agrt+2) ⊆ Idgr( A¯).
Moreover, as in the proof of Lemma 5.4, it is possible to check the opposite inclusion. This says that
Agrt+2 ∼T2 A¯ and so Agrt+2 ∈ vargr(A). It follows that Idgr(A) ⊆ Idgr(Agrt+2) ∩ Idgr( J00) = Idgr(Agrt+2 ⊕ J00).
Conversely, let f ∈ Idgr(Agrt+2 ⊕ J00) be a multilinear polynomial of degree n.
Suppose n t + 1. Since f ∈ Idgr(Agrt+2), then f must be a consequence of [y1, y2], z1z2 ∈ Idgr(A).
Hence f ∈ Idgr(A).
Now let n > t + 1.
We can write f as
f = αy1 · · · yn +
t∑
l=0
∑
i,I,L
αi,I,L yi1 · · · yir zi y j0 · · · y jl
+
∑
p>t
∑
k,M,N
βk,M,N ym1 · · · yms zk yn1 · · · ynp + g (5)
where g ∈ 〈[y1, y2], z1z2〉T2 and I = {i1, . . . , ir}, L = { j0, . . . , jl}, M = {m1, . . . ,ms} and N = {n1, . . . ,np}
are such that I unionmulti L unionmulti {i} = M unionmulti N unionmulti {k} = {1, . . . ,n}, and i1 < · · · < ir , ji < · · · < jl , m1 < · · · < ms ,
n1 < · · · < np .
Notice that g and
∑
p>t
∑
k,M,N βk,M,N ym1 · · · yms zk yn1 · · · ynp are identities of Agrt+2. Hence, since
f ∈ Idgr(At+2) and the monomials appearing in the ﬁrst row in (5) are linearly independent modulo
Idgr(At+2) (see Theorem 4.2), then α = 0= αi,I,L for every i, I and L. Hence
f =
∑
p>t
∑
k,M,N
βk,M,N ym1 · · · yms zk yn1 · · · ynp + g.
Since f ∈ Idgr( J00), if we evaluate f into J00 we get a zero value. Since J10 J t+100 = 0 and J (1)11 = 0 it
is immediate to see that every evaluation of f into A gives a zero value. Hence f is a graded identity
of A and Idgr(Agrt+2 ⊕ J00) ⊆ Idgr(A). So A ∼T2 Agrt+2 ⊕ J00 follows.
Suppose now that J (1)11 = 0.
Let B = F + J10+ J00. Since J11(B) = 0, we can apply the ﬁrst part of the lemma to B and conclude
that B ∼T2 Agrt+2 ⊕ J00.
If we let D = F + J11, then by Lemma 6.1, D ∼T2 Ngru , for some u  2.
We shall prove that A ∼T2 Ngru ⊕ Agrt+2 ⊕ J00.
Let f ∈ Idgr(A). Since B and D are subalgebras of A, f ∈ Idgr(D)∩ Idgr(B) = Idgr(Ngru ⊕ Agrt+2 ⊕ J00).
Conversely, let f ∈ Idgr(Ngru ⊕ Agrt+2 ⊕ J00) be a multilinear polynomial of degree n.
If n < u + t + 1, being f an identity of Ngru ⊕ Agrt+2, by Theorem 4.3, f must be a consequence of
the polynomials [y1, y2], z1z2 and so f ∈ Idgr(A).
Let now n u + t + 1.
Write f as
f = αy1 · · · yn +
t∑
d=0
∑
k,Z ,V
αk,Z ,V yz1 · · · yzc [zk, yw1 , . . . , ywu−1 ]yv0 · · · yvd
+
∑
l>t
∑
i,M,N
γi,M,N yp1 · · · ypq [zi, y j1 , . . . , y ju−1 ]yi1 · · · yil
+
n∑
r=1
δr zr yl1 · · · yln−1 +
u−2∑
s=1
∑
j,I,L
β j,I,L[z j, yn1 , . . . , yns ]ym1 · · · ymr + g (6)
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p1, . . . , pq} and N = {i1, . . . , il} are such that Z unionmulti V unionmulti {k} = M unionmulti N unionmulti {i} = {1, . . . ,n}, and w1 < · · · <
wu−1 < z1 < · · · < zc , v1 < · · · < vd , i1 < · · · < il, j1 < · · · < ju−1 < p1 < · · · < pq , l1 < · · · < ln−1. Also,
I = {n1, . . . ,ns}, L = {m1, . . . ,mr} are such that Iunionmulti Lunionmulti{ j} = {1, . . . ,n}, and n1 < · · · < ns , m1 < · · · <mr .
If u = 2 the last sum does not appear. Notice that g and ∑l>t ∑i,M,N γi,M,N yp1 · · · ypq [zi, y j1 , . . . ,
y ju−1 ]yi1 · · · yil are identities of Ngru ⊕ Agrt+2. Since f is an identity of Ngru ⊕ Agrt+2 and the monomials
y1 · · · yn and those ones appearing in the ﬁrst and in the last two sums in (6) are linearly independent
modulo Idgr(Ngru ⊕ Agrt+2) (see Theorem 4.3) we must have that α = αk,Z ,V = δr = β j,I,L = 0, for all
k, Z , V , r, j, I, L. Hence
f =
∑
l>t
∑
i,M,N
γi,M,N yp1 · · · ypq [zi, y j1 , . . . , y ju−1 ]yi1 · · · yil + g.
Since f ∈ Idgr(Ngru ⊕ Agrt+2 ⊕ J00), with Ngru ∼T2 D , and Agrt+2 ⊕ J00 ∼T2 B , if we evaluate f into B
or into D we get a zero value. Moreover, since J (0)10 = 0 = J10 J t+100 it follows that every evaluation of
f into A gives a zero value. Hence f is an identity of A and we are done.
The case A = F + J11 + J01 + J00 is proved in a similar way. 
From the previous lemmas we get the following.
Lemma 6.4. Let A = F + J ∈ vargr(UTgr2 ) with J10 = 0 and J01 = 0. Then either A ∼T2 Agrk ⊕ (Agrr )∗ ⊕ N or
A ∼T2 Ngrt ⊕ Agrk ⊕ (Agrr )∗ ⊕ N, where N is a nilpotent superalgebra, for some constants k, r, t  2.
Proof. By Lemma 6.2, A ∼T2 A1 ⊕ A2, where A1 = F + J11 + J10 + J00 and A2 = F + J11 + J01 + J00.
By the previous lemma either A1 ∼T2 Agrk ⊕ N or A1 ∼T2 Ngrt ⊕ Agrk ⊕ N , where N is a nilpotent
superalgebra, for some k, t  2. Also, A2 ∼T2 (Agrr )∗ ⊕ N or A2 ∼T2 Ngrt ⊕ (Agrr )∗ ⊕ N , for some r  2.
Hence, it turns out that either
A ∼T2 Agrk ⊕
(
Agrr
)∗ ⊕ N
or
A ∼T2 Ngrt ⊕ Agrk ⊕
(
Agrr
)∗ ⊕ N. 
Now we are in a position to classify all the subvarieties of the variety generated by UTgr2 .
Theorem 6.1. If A ∈ vargr(UTgr2 ) then A is T2-equivalent to one of the following algebras: UTgr2 , N, C ⊕ N,
Ngrt ⊕ N, Agrk ⊕ N, (Agrr )∗ ⊕ N, Ngrt ⊕ Agrk ⊕ N, Ngrt ⊕ (Agrr )∗ ⊕ N, Agrk ⊕ (Agrr )∗ ⊕ N, Ngrt ⊕ Agrk ⊕ (Agrr )∗ ⊕ N,
where N is a nilpotent superalgebra, C is a commutative superalgebra with trivial grading and k, r, t  2.
Proof. If A ∼T2 UTgr2 there is nothing to prove. Hence we may assume that A generates a proper
subvariety of UTgr2 and, so, c
gr
n (A) is polynomially bounded. As in the proof of Theorem 5.2, we may
assume that
A = A1 ⊕ · · · ⊕ Am,
where A1, . . . , Am are ﬁnite dimensional superalgebras such that dim Ai/ J (Ai) 1, 1 i m. Now, if
dim Ai/ J (Ai) = 0, Ai is nilpotent. Suppose that i is such that dim Ai/ J (Ai) = 1. Then Ai = F + J (Ai)
and let J (Ai) = J11 + J10 + J01 + J00.
If J10 = J01 = 0, then by Lemma 6.1, either Ai ∼T2 C ⊕N or Ai ∼T2 Ngrti ⊕N , for some ti  2, where
N is a nilpotent superalgebra and C is a commutative superalgebra with trivial grading. Otherwise, by
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gr
ki
⊕ N , Ngrti ⊕ Agrki ⊕ N , (A
gr
ri )
∗ ⊕ N ,
Ngrti ⊕ (Agrri )∗ ⊕ N , Agrki ⊕ (A
gr
ri )
∗ ⊕ N , Ngrti ⊕ Agrki ⊕ (A
gr
ri )
∗ ⊕ N , for some ki, ri, ti  2. Since A = A1 ⊕ · · ·
⊕ Am , by putting together these results we get the desired conclusion. 
It is worth noticing that the previous theorem allows us to classify all algebras generating minimal
varieties.
Corollary 6.1. Let A ∈ vargr(UTgr2 ). Then A generates a minimal variety if and only if either A ∼T2 Ngrk or
A ∼T2 Agrk or A ∼T2 (Agrk )∗ , for some k 2.
Proof. If A is T2-equivalent to one of the algebras N
gr
k , A
gr
k , (A
gr
k )
∗ , k  2, then by Theorems 5.1
and 5.2, A generates a minimal variety. The converse follows immediately by the previous theo-
rem. 
7. Classifying the subvarieties of vargr(Ggr)
In this section we classify the subvarieties of the variety generated by the inﬁnite dimensional
Grassmann algebra G endowed with its natural Z2-grading (G(0),G(1)), where G(0) = span{ei1 · · · ei2k |
1  i1 < · · · < i2k , k  0} and G(1) = span{ei1 · · · ei2k+1 | 1  i1 < · · · < i2k+1, k  0}. We write Ggr to
mean G with this Z2-grading.
We remark that Idgr(Ggr) = 〈[y1, y2], [y, z], z1z2 + z2z1〉T2 (see [5]).
For k 1, let Ggrk denote the algebra Gk endowed with the grading induced by Ggr .
Next we describe explicitly the identities of Ggrk for any k 1.
Theorem 7.1. Let k 1. Then
1) Idgr(Ggrk ) = 〈[y1, y2], [y, z], z1z2 + z2z1, z1 · · · zk+1〉T2 .
2) cgrn (G
gr
k ) =
∑k
j=0
(n
j
)≈ 1
(k)!n
k.
Proof. Let Q = 〈[y1, y2], [y, z], z1z2 + z2z1, z1 · · · zk+1〉T2 . It is easily checked that Q ⊆ Idgr(Ggrk ). Let
f be a graded identity of Ggrk of degree t . Since the graded identities of a unitary algebra follow from
the proper ones we may assume that f is proper. After reducing the polynomial f modulo Q , we
obtain that f is the zero polynomial if t  k + 1 and f = αz1 · · · zt if t < k + 1. If α = 0, evaluating
zi = ei , i = 1, . . . , t , we get f = αe1 · · · et = 0, a contradiction.
Hence, this proves that Idgr(Ggrk ) = Q and, in case t < k + 1, the polynomial z1 · · · zt forms a basis
of the multilinear proper polynomials of degree t modulo Idgr(Ggrk ).
Hence γ grt (G
gr
k ) = 1 for t < k + 1, γ grt (Ggrk ) = 0 for t  k + 1 and we get 2). 
Theorem 7.2. For any k 1, Ggrk generates a minimal variety.
Proof. Let A ∈ vargr(Ggrk ) and suppose that cgrn (A) ≈ qnk , for some q > 0. We shall prove that A ∼T2
Ggrk . As in the proof of Theorem 5.1 we may assume that A is unitary. Hence
cgrn (A) =
k∑
i=0
(
n
i
)
γ
gr
i (A),
and, by Proposition 2.1, γ gri = 0 for all i  2. Now, since A ∈ vargr(Ggrk ), we have that γ gri (A) 
γ
gr
i (G
gr
k ) = 1. It follows that cgrn (A) = cgrn (Ggrk ) for all n and so, A ∼T2 Ggrk . 
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Theorem 7.3. Let A ∈ vargr(Ggr). Then either A ∼T2 Ggr or A ∼T2 N or A ∼T2 C ⊕ N or A ∼T2 Ggrk ⊕ N, for
some k 1, where N is a nilpotent superalgebra and C is a commutative superalgebra with trivial grading.
Proof. If A ∼T2 Ggr there is nothing to prove. Now let A generate a proper subvariety of vargr(Ggr).
Since vargr(Ggr) has almost polynomial growth, vargr(A) has polynomial growth and let cgrn (A) ≈ qnr
for some r  0. If r = 0 then by [3] A ∼T2 C ⊕ N . Now let r > 0. As in the proof of Theorem 5.1, we
may assume that
A = A1 ⊕ · · · ⊕ Am,
where A1, . . . , Am are ﬁnite dimensional superalgebras such that either Ai ∼= (F + J11) ⊕ J00 or Ai is
a nilpotent superalgebra (see Lemma 5.1). Hence
A = A1 ⊕ · · · ⊕ An = B ⊕ N,
where B is a unitary superalgebra, N is a nilpotent superalgebra and, for n large enough,
cgrn (A) = cgrn (B) =
r∑
i=0
(
n
i
)
γ
gr
i (B).
In particular we get that Γ grr+1 ⊆ Idgr(B). This implies that B ∈ vargr(Ggrr ) and, since Ggrr generates
a minimal variety and cgrn (G
gr
r ) ≈ q′nr we obtain that B ∼T2 Ggrr , and, so, A ∼T2 Ggrr ⊕ N . 
Notice that the previous theorem allows us to classify all codimension sequences of the superalge-
bras lying in the variety generated by Ggr . We can also classify all superalgebras generating minimal
varieties.
Corollary 7.1. Let A ∈ vargr(Ggr) be such that vargr(A)  vargr(Ggr). Then there exists n0 such that for all
n > n0 we must have either c
gr
n (A) = 0 or cgrn (A) =
∑k
j=0
(n
j
)≈ 1
(k)!n
k, for some k 0.
Corollary 7.2. A superalgebra A ∈ vargr(Ggr) generates a minimal variety if and only if A ∼T2 Ggrk , for some
k 1.
Proof. The proof follows from Theorem 7.2 and the previous theorem. 
8. Classifying the subvarieties of vargr(F ⊕ t F )
In this section we classify, up to T2-equivalence, all the superalgebras contained in the variety
generated by the commutative algebra F ⊕ t F with grading (F , t F ) where t2 = 1. Recall that Idgr(F ⊕
t F ) = 〈[y1, y2], [y, z], [z1, z2]〉T2 .
For k 2, let E be the k × k identity matrix and E1 =∑k−1i=1 ei,i+1.
We denote by
Ck = Ck(F ) =
{
αE +
∑
1i<k
αi E
i
1
∣∣∣ α,αi ∈ F
}
⊆ UTk,
the commutative subalgebra of UTk with elementary grading induced by g= (0,1,0,1, . . .) ∈ Zk2.
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1) Idgr(Ck) = 〈[y1, y2], [y, z], [z1, z2], z1 · · · zk〉T2 .
2) cgrn (Ck) =
∑k−1
j=0
(n
j
)≈ 1
(k−1)!n
k−1 .
As in the proof of Theorem 7.2 it is easily proof the following two theorems.
Theorem 8.2. For any k 2, Ck generates a minimal variety.
Theorem 8.3. Let A ∈ vargr(F ⊕ t F ). Then either A ∼T2 F ⊕ t F or A ∼T2 N or A ∼T2 C ⊕N or A ∼T2 Ck ⊕N,
for some k 2, where N is a nilpotent superalgebra and C is a commutative superalgebra with trivial grading.
Notice that the previous theorem allows us to classify all codimension sequences of the superalge-
bras lying in the variety generated by F ⊕ t F .
Corollary 8.1. Let A ∈ vargr(F ⊕ t F ) be such that vargr(A)  vargr(F ⊕ t F ). Then there exists n0 such that for
all n > n0 we must have either c
gr
n (A) = 0 or cgrn (A) =
∑k−1
j=0
(n
j
)
, for some k 0.
We can also classify all superalgebras generating minimal varieties.
Corollary 8.2. A superalgebra A ∈ vargr(F ⊕ t F ) generates a minimal variety if and only if A ∼T2 Ck, for some
k 2.
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