In this paper, I review recent developments on modelling macroeconomic variables with non-linear VA Rs. Specifically, the class of threshold VA Rs, in cluding systems with threshold cointegration, is discussed. Techniques for spec ification, estimation, testing, computing impulse responses and forecasting are presented, including hints for practitioners. In addition, I analyze recent results on the evaluation of this class of models, providing guidance on the application of these models. Finally, a TVAR is applied to extract the information of the spread to predict recessions; and a TVECM is employed to test threshold cointegration in the context of the term structure of interest rates.
Introduction.
Thresholds are everywhere. Small changes in the exchange rate do not affect prices, but large changes certainly do. Long and short term interest rates may not be converging to their eqUilibrium po sition most of the time, but when the deviations are large enough, convergence prevails. The spread between the long-and the short term interest rates helps to predict output growth in the US, but only when the spread is negative. The transmission of international shocks may depend on the quality of economic fundamentals of the country that suffers shocks.
This paper reviews the modelling procedures employed for spec ifying, estimating and testing multivariate models with thresholds. Thresholds together with an observed transition variable define regimes with different dynamic behavior for the endogenous vari ables of the system. These estimated threshold VARs or VECMs are employed for forecasting and to analyze asymmetric responses to shocks. We exemplify these techniques modelling the spread as leading indicator to predict the probability of US recessions and ana lyzing threshold cointegration between long-and short-term interest rates. Results on the evaluation of threshold models are discussed, proving guidance on the application of these models.
2. Modelling TVARs.
Threshold vector autoregressive models have regimes defined by an observed variable Wt-d and by a transition function F(Wt-d). Let us assume that Yt is a K x 1 vector of endogenous variables Yt = ( Ylf> ... , YKt ) ' ; c is a K x 1 vector of constants; Ai, j is a K x K matrix of coefficients of regime i and of lag j, where s is the number of regimes with different autoregressive parameters with i = 1, ... , s, and p is the autoregressive order with j = 1, .. ,p, a threshold VAR is written as: p Yt = Ci + L Ai,jYt-j + Ct,i if Ti-l < Wt-d ::; ri , j=l where Ct,i is a K x 1 vector of innovation process with zero mean, variance equal to L; and E(ctc; ) = 0 for 10Ft. The transition variable W is one of the variables in the Yt vector. This non-linear multivariate model supposes that p is the same for each variable and regime, and that the transition function is the same for each equation.
A threshold VAR with two regimes is written as:
Yt = (Cl + Al,lYt-l + .. , + Al,pYt-p) (I(wt-d ::; r))+ (C2 + A2,lYt-l + . . . + A2,pYt-p) (1 -I(wt-d ::; r)) + ct, where I(.) is an indicator function. An example of a 2R-TVAR in the literature is to model the output growth and the spread between long-and short-term interest rates with US data (Galvao, 2002) . The spread only helps to predict output growth when its value is negative. This implies a model with the spread as transition variable, the threshold value near zero and that the values of a21 in the A2, j matrices are statistically equal to zero. A threshold VAR with three-regimes is written as: One of the implications of the expectation theory of the term structure is that the spread between the long-and the short-term in terest rate must predict future changes in the short-term rate during the period of the maturity of the long-term rate. When the rela tionship between short-term rate and the spread is modelled with a 3R-TVAR, Clements and Galvao (2003b) show that the expectations theory only holds in the third regime when the spread is large and positive, but the effect of the spread on the short-rate is dissimilar to the other two regimes.
Estimation.
Assume that Yk = (Ykl, ... , YkT) is a vector of the k t h en dogenous variable of sample size T, Ck = (ckl, ... ,ckT) is the vec tor of residuals of the equation of the k'h endogenous variable, X i, t -l = (1, Yt-l, ... , Yt-p) is the matrix of explanatory variables at time t and for each regime with different autoregressive parame ters, so for all the regimes i = 1, .. , s, Xt-1 = (X1 , t-l, ... , X s , t-l) is a (1 x (skp + s)) matrix, consequently for the whole sample the matrix of explanatory variable is X = (Xo, ... , XT-1) . The vector of parameters of k t h equation is Ok = (f3k , L, f3k , N L)', where f3k , L is ((sKp + s) x 1) vector of constants and autoregressive parameters and f3k , N L is a vector of the parameters of the non-linear function. In a two-regime TVAR, for example, f3k,NL = [d, Tk] . Note that because of the VAR representation, the vector of parameters in the transition function is the same for each equation, that is, f31 , NL = f3 m ,NL for all I, m = 1, ... , K. Therefore, a non-linear VAR is written as:
( 1) where mi (.) is a non-linear function of X and Oi such that mi (.) is a vector (T x 1). This system is vectorized to be written in a compact form as
where y, m(x,O) and u are (TK x 1) vectors, x is a (TK x (sKp+s)) matrix and 0 = (01, .. , Ok)'.
Thus, given the covariance matrix of the residuals I:, the sum of squared residuals function is
and the least squares estimator is e = argmindet( i:: (O)),
e.e where t (O) is calculated as liT 2:: 7=1 ctci. This is equivalent to the maximum likelihood estimator under the assumption that the residuals are normally distributed (Gallant, 1987) .
Conditional on the parameters of the transition functions O NL = (,8 l ,NL, ... , fJK,NL), the estimation problem is linear. Thus, the sum of squared residuals function can be concentrated with respect to O NL :
Threshold VARs are estimated evaluating det (t( 0)) for each pos sible value of threshold in the case of two-regime models, and for each Tsay(1998) suggests to minimize the tr(t(BLIBNL)), showing that the estimator is consistent and that the estimates of BL are asymptotically normal. An important point is the definition of upper and lower limits of the allowed parameters in e, that is, [�, e] . These limits are normally defined by the minimum proportion of observations that one wants to have in each regime. Note that when only a small number of observations is allowed in each regime, the least square estimates of the autoregressive parameters cannot be precise. In addition, the estimation may define a regime for the outliers. Exercises presented by the literature normally define that each regime needs to have at least 10% of the observations (see, e.g., Hansen (2000b) and Hansen and Seo (2002) ).
Testing Linearity.
The test of linearity with a VAR(p) under the null and a TVAR(p) under the alternative implies nuisance parameters that are not identified under the null BNL. In such case, the distribution of the test is non-standard and non-similar, implying that tabula tion is not possible. Hansen (1996) solves this problem by proposing a transformation to compute the asymptotic distribution employing simulation, given that the distribution is data-dependent. The non standard distribution is obtained for a statistic that is equal to the supremum of a set of Wald statistics calculated for each allowable threshold value [rL, ru] .
Specifically, the test consists in computing sUPr E[ r L , ru ] W (r) , which has a distribution that depends on the moments of the ma trix of explanatory lag variables and on a random function with argument r. If the thresholds were known, the distribution of the statistic would be chi-squared. As long as the thresholds are un known, the asymptotic distribution and the exact p-value can be calculated using a simulation process to build the random function. Hansen (2000b) also describes an algorithm that can be employed to calculate the bootstrap approximation of this distribution. The algorithm consist in simulating data using bootstraps from the resid uals of the model under the null hypothesis (the linear one) and then using this data to estimate a threshold model and to compute the supWald statistic. Both procedures can be corrected to take into account heteroscedasticity in the residuals of the null hypothesis. Clements and Galviio (2003a) and Hansen and Seo (2002) apply similar methods to test threshold non-linearity in a VECM using bootstrap to obtain the empirical distribution. The earlier authors define a supLR statistics and the latter a supLM. This is so because data can be easily simulated by bootstrap from a VAR or a VECM needing only definition of initial values.
An alternative is the linearity test proposed by Tsay (1998) which is the vector extension of the Tsay (1989) test for non-linearity based on an 'arranged regression'. The problem in testing a thresh old becomes a problem in testing a change-point. Unlike likelihood based approaches, which rely on simulated critical values, the test has an asymptotic chi-squared distribution. The arranged regression orders the observations according to the size of Wt-d, and assumes that the threshold variable (Wt) and the delay, d, as well as the au toregressive order, p, are known. The model is then estimated by recursive LS, and the predictive residuals are obtained. Under the null that the model is linear, these residuals are uncorrelated with the explanatory variables in the arranged regression. The test is con structed by regressing the (standardized) predictive residuals on the explanatory variables, and testing for the significance of the latter. The simulation results presented by Tsay (1998) Hansen (2000a) and Gonzalo and Wolf (2001) present techniques to obtain confidence interval for the threshold. Hansen (2000a) shows that the problem of having one threshold dividing the sample into two sub-groups is equivalent to having a change-point. Therefore, the author derives a distribution for the threshold that is free of nuisance parameters supposing that when the sample increases the threshold effect goes to zero. In practice the procedure to obtain the confidence interval for the thresholds is based on the derived asymptotic distribution of a LR test for r = ro. The idea is to use the sum of squared residuals calculated for all r E [1:, r] ,8n (r) and to plot against r. Then, the limits of the confidence interval are defined by 8(1') ± a-2 c, where a-2 is the variance of the residuals of the threshold model and c is an asymptotic critical value of the distribution of the LR statistic which depends on the coverage of the confidence interval (c = 6.53 for a 95% confidence interval). Even though this method has not been applied to multivariate models, one could use these results and the results of Tsay (1998) to employ 8(1') = tr(c(f)' c(f)) and 6 2 = tr(c(f)' c(f))/(kn).
Hansen (2000a) has also shown that when the sample is large, the distribution of the autoregressive coefficients is normal because the uncertainty arisen from the threshold estimation is small.
The confidence intervals proposed by Gonzalo and Wolf (2001) are calculated using procedures based on subsampling. The advan tage is that it does not need the assumption that the threshold effect vanishes, but it can only be employed to calculate confidence inter vals of threshold univariate models with two regimes.
Specification of number of regimes and of lags.
The definition of the number of regimes can be done either by a supLR test or a sequential procedure with a penalty function. The first procedure was suggested by Hansen (2000b) and applied by Clements and Galvao (2003a) for TVARs assuming a two-regime TVAR under the null and a three-regime TVAR under the alterna tive. The empirical distribution of the test is calculated by bootstrap in the same way as it would be in testing linearity. The sequen tial procedure proposed by Gonzalo and Pitarakis (2002) requires that for each new threshold estimated using a sequential procedure a penalty function is evaluated. The penalty function depends on the number of estimated parameters evaluated comparatively with changes in the fit. The authors suggested penalty functions similar to those of the Schwarz criterion in order to choose accurately the number of regimes.
In his seminal paper, Tsay (1998) suggested the Akaike criterion to define the number of regimes, but the simulation results presented by Gonzalo and Pitarakis (2002) to univariate models suggest that the Schwarz criterion is more appropriate. The application of eco nomic theory to identify the number of regimes is another technique employed in the literature. Anderson (1997) applies a model with three regimes supported by the theoretical effect of transaction costs.
Finally, likewise most of the VAR literature, the autoregressive order is chosen by an information criteria, as most convenient being in this case the Schwarz criterion.
Impulse Response Functions.
Generalized impulse response functions are an instrument used to evaluate the response to shocks in threshold VARs. The responses depend on the size and the sign of the shock, the history when the shock hits the system and the assumption about shocks hitting the economy in the future. The generalized responses proposed by Koop et al. (1996) suppose that shocks with mean 0 and variance :t hit the system in the future. This is implemented bootstrapping the residu als of the estimated VAR. A natural way of determining a different set of histories (also employed by Altissimo and Violante (2001) ) is to use the matrix of past data X t -I conditional on the regime, or to specific economic situations. Artis et al. (2003) show that this can be employed to characterize different transmission mechanisms given some economic conditions. Another important definition is the type of shock that hits the economy at t. Altissimo and Violante (2001) calibrated the shocks for a system with output and unemployment by identifying two typical shocks: an aggregative and a reallocative. Alternatively, Artis et al. (2003) employ a identification of shocks that resembles Cholesky decomposition. In addition, Van Dijk et al. (2000) assume that the shocks are drawn randomly from a normal distribution with variance that is a multiple of the residual variance matrix.
Formally, the generalized response of the k series in Yt to the shocks Vt at horizon n conditional on the history nt-I is defined as:
Given the matrix of past data at t n t -I = X (as defined in sec tion 2.1), this matrix of histories is partitioned to obtain GIs condi tional on the regime. For example, in the case of a two-regime TVAR the first partition nL I has the rows of nt-I such that I(Wt-d :'0: r) . GIs are computed for determined matrix of shocks v that can have different combinations of k x 1 set of shocks. Koop et al. (1996) describe different algorithms to compute generalized responses.
An example of an algorithm to obtain G Iy (n , Vi> nL I) ' which is the GI at horizon n conditional on a type of shock in V and one subset of histories of n t -I , is: (1) Pick one row of shocks from the matrix VI and pick one of the subsets n i _1 of the matrix n t -I , where 1= 1, ... , Land i = 1, ... , s (2) Pick one of the rows of nL I ' (3) Use these vectors to compute y; , m = f(n t -I , B) + VI, where B is a vector with all the estimated parameters of the model. This calculates the impact of the shock. 
Use E * and the estimated TVAR to get y � s , m , ... ,y � ; ;; . This calculates a sequence that describes the dynamic of the system when there is not a shock.
Use yt , m , the first N observations of E * and the estimated TVAR to get yt+";, ... , y;+. ";y. This computes the dynamic effect of the shock. .
Repeat steps 3 to 6 M times. Thus, obtain E[ Yt+nl n{ , Vi ]
steps 3 to 6 are aimed at calculating the conditional expectations.
Pick another row of nL I and repeat the procedure from 3 to 7 until all rows are considered.
Average the conditional means over stories to get E[Yt+ nl n LI,
Select another combination of shock in VI and subset of histories nL i and repeat steps 2 to 9 until all possibilities are exhausted.
This will generate a set of different GIs conditional on the shock and the set of histories.
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Note that it is recommended to generate data from a 2R-TVAR, for example, based on the following formulation: Yt = [Cl +Al,lYt-l + '" + Al,pYt-p +c; l lh(Wt_d � r) + [C2 + A2,lYt-l + . .. +A2,pYt-p + 10; 2 ](1 -h(Wt-d � r )) , where 10; 1 and 10; 2 are bootstrapped from E, conditional on the regime. This means that information of the regime dependent covariance matrices are employed to the computation of the GIs.
Because of parameter uncertainty, inference on the GIs for each horizon is based on confidence intervals. Bootstrap can be employed to get the extreme values of an empirical 95% confidence interval. The distribution of the GI values for each horizon, conditional on the same set of histories and type of shock, is built by simulating R samples of size T using the estimated parameters and bootstraps from the residuals. Then these samples are employed to re-estimate the model and to re-calculate the GIs using the described algorithm. Note that the bootstrap procedure is heavily computational inten sive: when the number of TVARs to have their generalized impulse responses computed is large, the computation time of personal com puters may be measured in weeks.
2.6 Forecasting.
The computation of forecasts from TVARs is not equivalent to the VAR iterative procedure employing the matrix of coefficients: The expected value at t + h conditional on the information until t is where g(Yt+h-lll1t) is conditional distribution. The problem is that there is no analytical solution for this integral because Yt+h-lll 1 t depends non-linearly on Yt , so that the expected value at t + h -1 of the non-linear function that depends on e and Yt is not the same as the non-linear function applied to the expected value at t + h -1 . Granger and Teriisvirta (1993) describe many solutions for this problem, but the most successful procedures employed in applied work consist of approximating the value of the integral by Monte Carlo simulation or by bootstrap. Clements and Smith (1997) and De Gooijer and Vidiella-I-Anguerra (2003) argue that there is not a significant difference between employing Monte Carlo simulation and bootstrap to compute forecasts.
Technically, a forecast algorithm for a TVAR using bootstrap is described as follows:
(1) Draw a sub-sample c* of size h by bootstrapping from the resid uals c. The interest on threshold VECM in the literature arises from the ability of these models to characterize adjustment to the equi librium depending on certain conditions. For example, Martens et 81. (1998) argue that arbitrage between future and spot-index only occurs when the arbitrage relation is sufficiently large to compensate for transactional costs and other risks. Hansen and Seo (2002) de fi ne different adjustment of long and short-term interest rates from their long-run relationship depending on the deviations being either positive or negative. A TVECM for the first-difference of a k vector of variables Xt is:
where (3'Xt-1 is the long-run equilibrium or the cointegration re lationship. In the specific case that k = 2 and there is only one vector of cointegration (popular case in the literature) (3' Xt-l = X I,t-1 -(3x 2 ,t-l. Thus, the long-run relationship between Xl and X 2 is linear, but the adjustment to this equilibrium depends on the regime. Therefore, regimes with Cl near to zero represent no coin tegration; and regimes with large Cl suggest that the short-run dy namics adjust to long-run disequilibria. In a three-regime case, the adjustment can occur differently if the deviations from the equilib rium are positive and large compared with negative ones (Clements and Galvao, 2003b) . Recently, De Gooijer and Vidiella-I-Anguerra (2003) proposed a level TVECM (LTVECM) that has (3 changing conditional regime, that is:
In this case, depending whether the deviations from the equilib rium are larger or smaller than the threshold, the adjustment will occur to a different long-run equilibrium. These dynamics is shown by the authors to improve long-horizon forecasts. Balke and Fomby (1997) proposed a two step procedure to test non-linearity in cointegrated systems. The first step is to test for cointegration using a standard method, such as OL8 and an ADF test or the Johansen ML procedure. The second step tests for non linearity in the cointegrating combination, using a test of linear ity against 8ETAR structure, such as Hansen (1996) . The testing method leads to the estimation of a TVECM in three steps. In the first one, the cointegration relation is estimated by OL8. In the second one, a TAR is estimated for the residuals of the normalized cointegration vector. Finally, thresholds computed in the second step are employed to estimate a TVECM, without need for new threshold estimation.
Testing for cointegration (as in 8tep 1 of Balke and Fomby (1997) ) may have low power when the process is I (0) but exhibits non-linear mean reversion: see, for example, the Monte Carlo evi dence in Balke and Fomby (1997) . Enders and Granger (1998) pro posed a test for a unit root against asymmetric adjustment under the alternative hypothesis, whereby the process is either a two-regime TAR or an M-TAR (Momentum-TAR). For the former, the rate of autoregressive decay depends on whether the variable is above or below some threshold, and for the latter, on whether the vari able is increasing or decreasing. Enders and 8iklos (2001) generalize this test for cointegration, i.e., when the variable is an estimated residual from an Engle-Granger static regression of one integrated variable on another (or several), which implies to test the residual Wt = Xl,t -/3X2,t -fl, where (/3, fl) are OL8 estimates. The null hypothesis is now interpreted as a test that Xl and Xz are not cointe grated, and the alternative is of 'asymmetric cointegration', whereby the series can be shown to be related by a non-linear equilibrium correction modeL For example, when the threshold is zero, the fol lowing regression is run:
where, for the TAR alternative, It = 1 if Wt-I 2: 0, and is zero otherwise, and for testing against the M-TAR alternative, It = 1 if b.Wt-1 2: 0, and is zero otherwise. They obtain by simulation critical values of two test statistics of the null that PI = P2 = 0 (against both TAR and M-TAR alternatives). These are an F-test of PI = P 2 = 0 . and a 't -max' statistic, which is the larger of the two individual t-tests of PI = 0 and P2 = o. A Monte Carlo evaluation of these tests suggests that the F-test is to be preferred, and has reasonable power when the process is an M-TAR, but otherwise it is dominated by the ADF test. Further complications arise when the threshold is not known (the authors assume that it is zero for Wt). The results of cointegration tests are employed to decide between a M-TVECM and a TVECM. The authors suggest to estimate the threshold as in the second step suggested by Balke and Fomby and use different dynamics only in the adjustment to the long-run equilibrium.
Instead of testing Wt for non-linearity as outlined above, thresh old effects can be tested for by comparing the VECM against TVECM. This requires a multivariate extension of Hansen (2000b) employed by Clements and Galvao (2003a) and Lo and Zivot (2001) . We denote the estimated covariance matrices of TVECM with two regimes as E2, and let EI be the covariance matrix of the VECM. An LR test for linearity against the two-regime specification is:
where T is the number of observations. Similar test can be employed to test linearity against a three-regime TVECM.
The asymptotic distribution is an extension of Hansen (1996) , as argued by Hansen and Seo (2002) . Bootstrap can be used to obtain a finite sample approximation. The bootstrap distribution is calcu lated from the data generated by the linear model by re-sampling its residuals. The residuals are corrected for heteroscedasticity be fore re-sampling, using a regression of the squared residuals on the squared regressors, as described in Hansen (2000b) . This approach suggests a two step procedure for the estimation: (1) estimate the cointegration relation by OLS; (2) estimate a TVECM using grid search to minimize det(t(B)) or tr[t(B)].
Instead of fi rstly estimating the cointegrating relationship, Hansen and Seo (2002) suggest a single step approach that jointly estimates the cointegrating vector and the defining characteristics of the regimes. Their method involves estimating a two-regime TVECM at each point in a suitable grid of values defined over both f3 and r, and choosing the pair (/3, f) that minimizes log It (/3, f) I (where t is the estimated residual covariance matrix). In practice, because of the limitations in the estimation by grid search, the delay is given, and the TVECM is restricted to having two regimes. The authors also proposed an 'LM-like' non-linearity test. LM tests are calculated with f3 = /3, the MLE in the linear VECM, and where r takes on each of a pre-assigned set of values in the interval (TL, r u ) (such that a minimum number of observations occur in each regime, say 10%). The test statistic is the supremum:
( 5) rL:S.r:S.ru Hansen and Seo (2002) derive the asymptotic distribution of this statistic, which is similar to the Hansen (1996) distribution for the univariate case, and propose a fixed bootstrap procedure to obtain a finite sample approximation.
The estimation of the LTVECM as suggested by De Gooijer and Vidiella-I-Anguerra (2003) can be done by two-stage least squares and maximum likelihood. In both cases, the confidence interval es timated of fJ in the linear case is employed to define the size of the grid for fJi and also the grid for r. This is a generalization of the procedure suggested by Hansen and Seo (2002) .
Applications'.
In this section I apply some of the techniques discussed in the previous section in two examples. Both examples analyze US data. The first example applies a TVAR to model the spread as a leading indicator in order to predict the probability of recessions. The second example tests threshold cointegration and estimates a TVECM for the dynamic behavior between long-and short-term interest rates.
TVAR: Spread as Leading Indicator.
The literature documents that the spread between a 10-year and a 3-month interest rate is a good predictor for a US recession (Stock and Watson, 2001) , however the spread is not able to predict the strength of the expansion (Galbraith and Tkacz, 2000) . This suggests a 2R-TVAR for [.6.Yt, Btl' . The data employed in this application is obtained from the FRED database from the Fed of Saint Louis. The series are quarterly and span from 1953:2 to 2002:3, with the 10-year and the 3-month interest rates converted from monthly to quarterly employing averaging.
In the first part of this application I test linearity against the 2R-TVAR and also a 3R-TVAR. We also test whether the 2R-TVAR can be rejected in favor of the 3R-TVAR. These tests are done for the full sample. I employ a supLR test with bootstrapped empirical distribution as employed by Clements and Galviio (2003a) and Lo and Zivot (2001) .
The code written in Gauss (Aptech Systems) has the following structure:
(1) Definition of global parameters: I is the number of endogenous variables (or k); p is the autoregressive order; dmax is the max imum delay considered in the grid search; Ie is the location of the transition variables, pr is the minimum proportion of ob servations in each regime and boot is the number of bootstrap replication. (2) Loading and organization of data.
(3) Estimation of thresholds and delay for a 2R-TVAR and a 3R TVAR using a grid search to minimize det( t (BLIBNL». For the estimated values BNL, t 2 and t3 are saved, which is employed to compute the supLR statistic. (4) Given BNL, BL is computed by OLS.
(5) For each replication, data is simulated from the VAR using boot strap correcting for possible general heteroscedasticity of the residuals. (6) Repeat of step 3 with the simulated data, having the supLR statistic saved. 18.50 [0.752] To test the TVAR with two regimes against the one with three regimes, one can employ similar procedure, simulating data from the 2R-TVAR in step 5 and estimating the 2R-TVAR and the 3R-TVAR to get the supLR; statistics in step 5.
The results of these tests are presented in Table 1 . The null hypothesis of linearity is rejected against the 2R-TVAR and the 3R TVAR alternatives at 10% significance with heteroscedasticity con sistent statistics, but the specification test favors the 2R-TVAR I decide to employ both models to compute the probability forecast ing.
The probability of recession is defined in two ways by Fair (1993) : (A) probability of two consecutive periods of negative growth in the next five quarters and (B) probability of two periods of negative growth in the next five quarters. The definitions are based on the rule of thumb that a recession is defined after two quarters of negative growth but this is evaluated in a five-quarter window to mimic condi tions when dating turning points. This event can be dated using real quarterly GDP growth and the information is presented as a binary variable that is equal to 1 when the event occurs. The predicted probabilities from the 2R-TVAR and the 3R-TVAR are obtained by applying a small modification in the algorithm described in section 2.6: (1) Draw a sub-sample c ' of size h by bootstrapping from the resid uals c. The bootstraps are built in such a way that the residuals are assumed to have diff erent variance conditional on the regime.
(2) Use €*, the coefficients of the TVAR and the information up to T to get a sequence of 5 step-ahead forecasts y'Ttl' ... , y'T t5'
(3) Repeat steps 1 and 2 rep times.
(4) Apply the rule to identify event A or B in each one of the rep sequences of forecasts computed till step 3. The predicted prob ability is the proportion of times over all the replications that the event was identifi ed.
The algorithm to estimate and to forecast with TVARs is in corporated in a larger procedure to generate recursive out-of-sample forecasts for the inclusion of a new information that goes from to until T -to -5. For each new forecast origin, the TVARs are re estimated including the autoregressive order, computed to minimize SIC. As a product of the procedure, I obtain the observed events and the probability of the events forecasted with information until t -1.
The probabilities for event A predicted from the 2R-TVAR and the 3R-TVAR are presented in Figure 1 together with the actual values for to = 130. Two recessions occur in the out-of-sample pe riod: one in the 1990-91 period and another 10 years later in 200l. The information in the spread did not characterize probabilities of recessions higher than 50% in 1990/91, but this happened in the last / actual recession. Another important point is that there is no false alarms in the period. Figure 2 presents the estimated r, p and d for each forecast origin. This fi gure can tell us about the sta bility of the model to the inclusion of new information. There are only two main changes in the estimated parameters: one after the 1991 recession and another after 1998. The interesting point is that the parameters change in such a way that they are the same before 1991 and after 1998. Therefore, the estimation of the parameters of the model are relatively robust, supporting the evidence that TVAR models are able to capture interesting behavior of the data. In this example I aim at reproducing the threshold cointegration test and the procedure to estimate a TVECM suggested by Hansen and Seo (2002) . The application of the TVECM is motivated by the expectations theory of the term structure of interest rates that the spread between the long-term and the short-term interest rates is the long-run equilibrium of a VECM system for the first-difference of the interest rates (Hall et al., 1992) . This implies that the spread must be J(O), but this is not the case when employing ADF tests. Instead of rejecting the expectations theory based on the results of the ADF test, one could argue that the spread behaves as a random walk in a regime and it is mean-reverting in another regime, such that the spread only predicts changes in the short-rates in one regime. The presence of transaction costs supports the specification of a 3R TVEC!\ [: the rates will converge to the equilibrium only when the deviations from the equilibrium are large enough. In this example, I consider only 2R-TVECMs to be able to estimate the cointegration vector together with the threshold (for example of a 3R-TVECM with similar dataset, see Clements and Galviio (2003b) ).
Estimates of r, d and p for each forecast origin 3.5 3 2.5 The algorithm developed by Hansen and Seo (2002) has the fol lowing global parameters: k is the number of lags in the VAR; gn is the size of the grid for rand bn is the size of the grid for /3; _trim is the minimum proportion of observations in each regime; boot is the number of bootstrap replications; _cvalue is an indicator whether (3 is estimated by ML in a first step and _coint is an indicator whether (3 is jointly estimated with l' to obtain the TV ECM. Generally speak ing, the algorithm has three main steps: (1) (3 is estimated by ML and a confidence interval is built using the changes in the maximum of the likelihood function when small deviations from the estimated value are imposed. (2) The confidence intervals are employed to define the limits of a grid of bn points. Based on these limits, grid for l' is calculated given that the values of the transition variable are such that (8) . (3 ) Using the defined grids, a search is done to minimize
The test of linearity is actually applied using the t obtained in step 1 and doing search only to obtain r. The statistic is a supLM. The empirical distribution of this statistic is computed using fixed regressor bootstrap and parametric bootstrap. In the first case, the regressors (X) are supposed to be fixed and only y is randomized. In the second case, the bootstrap procedure re-estimates all the models for each step using simulated data as the supLR test discussed in the previous example.
Assuming p = 2, the sup LM statistic is 26.40 with p-value equal to 0.03 using fixed bootstrap and equal to 0.058 using parametric bootstrap (based on 1000 replications). This suggests evidence of threshold cointegration in the data. The other estimates are t = 0.932 and r = 0.472 defining 10% of the observations in the lower regime. The short-run adjustment to the cointegration vector is only strong in the equation of the short-term rate in the lower regime.
Evaluation.
Most of the evaluation of TVARs and TVECMs have been done by their forecast performance (see forthcoming issue (2003) of Inter national Journal of Forecasting). They improve forecasts for some regimes (such as recessions), are good to predict the probability of some rare events, and TVECMs only improve point forecasts at short-horizons (compared with VECMs) when the cointegration vec tor does not change over regimes. Diagnostic tests are rarely applied to these models and the development of appropriate diagnosis tests is needed.
Comparing with another non-linear specifications, such as smooth transition VARs, TVARs have the disadvantage of having a difficult asymptotic theory. However, TVARs are relatively easy to estimate and allow to generate forecasts and impulse response func tions with regime-dependent variances. Markov-Switching VARs are easily employed to obtain forecasts, given that simulation methods are not needed, but they have the disadvantage of having regimes determined by an unobserved variable that complicates the inter pretation of the results. There are not many comparisons between threshold and other classes of non-linear models. The results for uni variate models show that is hard to discriminate classes of non-linear models using forecasting (Clements and Krolzig, 1998 'Two copies of the manuscript should not have the author's name indicated or revealed in any manner. The manuscripts must be accompanied by a submission letter and be written in English or Portuguese. Submission of a paper is held to imply its contents represent original and unpublished work, and that it has not been submitted elsewhere. Manuscripts are always refereed and may be rejected, returned for specified revisions or accepted.
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