In the present paper we determine the group of automorphisms of pseudo H-type Lie algebras, that are two step nilpotent Lie algebras closely related to the Clifford algebras Cl(R r,s ).
(4) If s > 0, then any admissible module (U, · , · U ) of Cl r,s is neutral, i.e., dim U = 2l, l ∈ N, and U it is isometric to R l,l , see [ (1) If s = 0, then any irreducible Clifford module is minimal admissible with respect to a positive definite or a negative definite scalar product. (2) If r − s ≡ 0, 1, 2 mod 4, s > 0, then a unique irreducible module V r,s irr is not necessary admissible. The following situations are possible: (2-1) The irreducible module V r,s irr is minimal admissible or, (2-2) The irreducible module V r,s irr is not admissible, but the direct sum V r,s irr ⊕ V r,s irr is minimal admissible. (3) If r − s ≡ 3 mod 4, s > 0, then for two non-equivalent irreducible modules V r,s irr;± the following can occur: (3-1) If r ≡ 3 mod 4, s ≡ 0 mod 4, or r ≡ 1 mod 8, s ≡ 6 mod 8, or r ≡ 5 mod 8, s ≡ 2 mod 8 then each irreducible module V r,s irr;± is minimal admissible.
(3-2) Otherwise none of the irreducible modules V r,s irr;± is admissible. (3-2-1) If r ≡ 1 mod 8, s ≡ 2 mod 8, or r ≡ 5 mod 8, s ≡ 6 mod 8 then V r,s irr;+ ⊕ V r,s irr;+ , V r,s irr;− ⊕ V r,s irr;− are minimal admissible modules, and the module V r,s irr;+ ⊕ V r,s irr;− is not admissible. . We describe the number and the dimension of minimal admissible modules V r,s min in Table 1 . We indicate whether the scalar product restricted to the common 1-eigenspaces E r,s ⊂ V r,s min of the involutions from P I r,s is neutral or sign definite, see Section 2.3 or [25, Section 2.6] for details of the proof. We make the following comments to Table 1 : (1) We use the black colour when dim(V r,s min ) = 2 dim(V r,s irr ), see Proposition 2.2.3, statements (2-2) and .
(2) Writing the subscript "×2" we show that the Clifford algebra has two minimal admissible modules corresponding to the non-equivalent irreducible modules, see Proposition 2.2.3. statements (3-1) and (3-2-1). (3) The upper index "N" means that the scalar product restricted to the common 1-eigenspace E r,s is neutral. The fact that E r,s is a neutral space does not depend on the choice of the scalar product on V r,s min . (4) The upper index "±" shows that the scalar product restricted to the common 1-eigenspace E r,s of the system P I r,s is sign definite. The sign of the scalar product on E r,s depends on the choice of the admissible scalar product on the module V r,s min .
2.3. System of involutions P I r,s and common 1-eigenspace E r,s .
Mutually commuting isometric involutions.
Recall that a linear map Λ defined on a vector space U with a scalar product · , · U is called symmetric with respect to the scalar product · , · U , if Λx, y U = x, Λy U . We say that Λ is positive if it maps positive vectors to positive vectors and negative vectors to negative vectors and Λ is negative if it reverses the positivity and negativity of the vectors. Let J z i be representation maps for an orthonormal basis {z 1 , . . . , z r+s } of R r,s . The simplest positive involutions, written as a product of the maps J z i , are one of the following forms:
, two z i l are positive and two are negative, type (4) :
all three z i k are positive, type (5) :
one z i l is positive and two are negative.
For a given minimal admissible module V r,s min , we denote by P I r,s a set of the maximal number of mutually commuting symmetric positive involutions of types (1)- (5) and such that none of them is a product of other involutions in P I r,s . The set P I r,s is not unique, while the number of involutions p r,s = #{P I r,s } in P I r,s is unique for the given signature (r, s). The ordering on the set P I r,s can be made, if necessary, in such a way that at most one involution of the type (4) or (5) is included in P I r,s and it is the last one. We denote by P I * r,s the reduced system of involution, that contains only involutions of type (1)- (3) . In the case when there are no involutions of type (4) or (5) , we have P I r,s = P I * r,s and we write P I r,s if no confusion arises. We define the subspace E r,s of a minimal admissible module V r,s min by E r,s = {v ∈ V r,s min | P i v = v, i ≤ p r,s , r − s = 3 mod 4, or r − s ≡ 3 mod 4 with odd s} E r,s = {v ∈ V r,s min | P i v = v, i ≤ p r,s − 1, r − s ≡ 3 mod 4 with even s}. We call E r,s the "common 1-eigenspace" for the system of involutions P I r,s . The space E r,s is the minimal subspace of V r,s min that is invariant under the action of all involutions from P I r,s . The system of involutions P I r,s does not depend on the scalar product on the admissible modules V r,s min = (V r,s min , · , · V r,s min ) and V r,s min = (V r,s min , − · , · V r,s min ). Nevertheless, the restrictions of the admissible scalar products on the respective E r,s will have opposite signs. It is indicated in Table 1 that (1) the restriction of the admissible scalar product on E r,s is sign definite for r ≡ 0, 1, 2 mod 4 and s ≡ 0 mod 4 or for r ≡ 3 mod 4 and arbitrary s; (2) otherwise the restriction of the admissible scalar product on the common 1-eigenspaces E r,s is neutral.
From now on we use ± or N as the upper index and write V r,s;+ min (V r,s;− min ) or V r,s;N min if the restriction of the admissible scalar product on E r,s is positive (negative) definite or neutral. We also use the lower index ± to distinguish the minimal admissible modules, corresponding to a choice of non equivalent irreducible modules that were mentioned in Proposition 2.2.3, statements (3-1) and (3-2-1).
According to these agreements any admissible module can be decomposed into the orthogonal sum of minimal admissible modules, see Proposition 2.2.2, statement (2) . We distinguish the following possibilities. Since the involutions in P I r,s are symmetric, the eigenspaces of involutions are mutually orthogonal. The involutions commute, therefore, they decompose the eigenspaces of other involutions into smaller (eigen)-subspaces. We give an example, that is crucial for the paper. (4, 4) } is given by
The module V µ,ν min is decomposed into 16 one dimensional common eigenspaces of four
Then other common eigenspaces are spanned by J z i v, i = 1, . . . , 8, and J z 1 J z j v, j = 2, . . . , 8. Hence we have 
is called a pseudo H-type Lie algebra and it is denoted by n r,s (U).
A pseudo H-type Lie algebra n r,s (U) is 2-step nilpotent, the space R r,s is the centre, and the direct sum U ⊕ R r,s is orthogonal with respect to · , · U + · , · r,s .
The Baker-Campbell-Hausdorff formula allows us to define the Lie group structure on the space U ⊕ R r,s by
The Lie group is denoted by N r,s (U) and is called the pseudo H-type Lie group. Note that the scalar product · , · U is implicitly included in the definitions of the H-type Lie algebra and the corresponding Lie group. In general, the Lie algebra structure might change if we replace the admissible scalar product on U, see [4, 19, 20] .
3.2.
General structure of the group Aut(n r,s (U)). In the present section all the matrix groups are considered over the field R. Let n = (U ⊕ z, [. , .]) be a real 2-step nilpotent graded Lie algebra with the centre z and Aut(n) be a group of automorphisms of this Lie algebra. We use the identification U ∼ = R n and z ∼ = R m . An automorphism has to preserve the centre and therefore an element φ ∈ Aut(n) has to be of the form
is a normal subgroup of Aut(n). The factor group
is a subgroup of Aut(n) will be denoted by C(n) := Aut(n)/B(n). Thus the group Aut(n) is a semi-direct product of B(n) and C(n), and it is enough to determine the group C(n). From now on we write A ⊕ C for elements of the group C(n). The group
is a normal subgroup in C(n). Let us assume now, that n is a pseudo H-type Lie algebra n r,s (U) = U ⊕ z with z = R r,s , r + s = m. Then the group Aut 0 (n r,s (U)) can be written as follows (3.2) Aut 0 (n r,s (U)) = A ⊕ Id m , A ∈ SL(n, R), A τ J z A = J z for any z ∈ R r,s . Due to Lemma 3.2.1, we conclude that
where the transpositions A τ and C τ are understood with respect to the corresponding scalar products on U and on R r,s . In the next step we show that the map
is surjective. To achieve the goal we recall the notion of the Pin(r, s) group. The map R r,s ∋ z → −z ∈ R r,s ⊂ Cl r,s is extended to the Clifford algebra automorphism α : Cl r,s → Cl r,s by the universal property of the Clifford algebras. Note two properties of the map α:
The map Ad z : R r,s → R r,s is the reflection of the vector w ∈ R r,s with respect to the hyperplane orthogonal to the vector z ∈ R r,s . Then it extends to the twisted adjoint representation Ad : Cl × r,s → GL(Cl r,s ) by setting
The map Ad z for z ∈ R r,s× , leaving the space R r,s ⊂ Cl r,s invariant, is also an isometry: Ad z (w), Ad z (w) r,s = w, w r,s . Moreover, the properties to preserve the space R r,s and the bilinear symmetric form . , . r,s are fulfilled for the group 
, are called pin and spin groups, respectively. Recall the following. Let us introduce the norm mapping N : Cl r,s → Cl r,s defined by
It is easy to see that N(z) = z, z r,s for any z ∈ R r,s . where N(ϕ) = ϕ · α(ϕ T ), is the group homomorphism.
Proof. First we show that P (ϕ) ∈ C(n r,s (U)) that is
Let ϕ ∈ Pin(r, s). Then Ad
x k , x k r,s .
The properties of the maps * T and N can be found in [36, Page 15] . Then since
It proves the proposition. 
are short exact sequences. The kernel Aut 0 (n r,s (U)) is defined in (3.2).
Proof. It is well known fact that the second line is a short exact sequence, see, for instance [36] . Let C ∈ O(r, s) and ϕ be any element of Pin(r, s) such that Ad ϕ = C. Then to any C ∈ O(r, s) there is ψ −1 (C) = P(ϕ) ∈ C(n r,s (U)), given by Proposition 3.2.3. It shows that the map ψ is surjective.
be a short exact sequence of groups. We assume that K is a subgroup in G such that ψ| K is surjective. Then there is a group homomorphism ρ :
Proof. Since N is a normal subgroup of G, the subgroup K acts on N by conjugation
Then we have a surjective group homomorphism
In fact ρ((n, k) · (n ′ , k ′ )) = nkn ′ k −1 kk ′ = ρ((n, k))ρ((n ′ , k ′ )). The kernel of ρ is
where e is the unit element in G. Consequently, (N ⋊ φ K)/ ker ρ ∼ = G.
We set G = C(n r,s (U)), K = P Pin(r, s) and N = Aut 0 (n r,s (U)) in Lemma 3.2.5. The kernel ρ consists of Φ ∈ Aut 0 (n r,s (U)) ∩ P Pin(r, s) . Now we determine the order of Aut 0 (n r,s (U)) ∩ P Pin(r, s) for different types of admissible modules and all the pairs (r, s). Theorem 3.2.6. In the notations above, we have (1) Aut 0 (n r,s (U)) ∩ P Pin(r, s) = {± Id ⊕ Id} in the following cases (1a) r is even, s is arbitrary; (1b) r = 1 mod 4, s = 1, 2 mod 4; (1c) r = 3 mod 4, s = 0, 3 mod 4 and the admissible module is isotypic;
(2) Aut 0 (n r,s (U)) ∩ P Pin(r, s) = {± Id ⊕ Id; ±J Ω r,s ⊕ Id} in the following cases (2a) r = 1 mod 4, s = 0, 3 mod 4; (2b) r = 3 mod 4, s = 1, 2 mod 4; (2c) r = 3 mod 4, s = 0, 3 mod 4 and the admissible module is non-isotypic.
Proof. To prove the theorem we need to find φ ∈ Pin(r, s) such that
Then ±J φ ⊕ Id will belong to Aut 0 (n r,s (U)) ∩ P Pin(r, s) . Note that Ψ(±1) = Id. We also note that N(Ω r,s ) = α(Ω r,s )(Ω r,s ) T = (−1) s and zΩ r,s = (−1) r+s−1 Ω r,s z for any z ∈ R r,s .
Hence Ψ(Ω r,s ) = Id for odd values of r and arbitrary values of s. Thus, if r is even then for arbitrary s the only elements in Aut 0 (n r,s (U)) ∩ P Pin(r, s) are ± Id ⊕ Id. Moreover, in this case all the modules are isotypic. This shows (1a). Before we proceed, we remind some properties of the volume form:
We need to check the values r = 1, 3 mod 4.
Let r = 1 mod 4. In this case all admissible modules are isotypic. Moreover (3.7) implies
Thus, if r = 1 mod 4 and s = 1, 2 mod 4, then we have J Ω r,s = ± Id and it proves (1b). In the case r = 1 mod 4 and s = 0, 3 mod 4 we obtain (2a).
Let r = 3 mod 4. In this cases we need to distinguish isotypic and non-isotypic admissible modules. The property (3.7) implies
Thus if r = 3 mod 4 and s = 1, 2 mod 4 we obtain (2b). If r = 3 mod 4, s = 0, 3 mod 4 and module is isotypic then J Ω r,s = ± Id, that shows (1c). In the case r = 3 mod 4, s = 0, 3 mod 4 with a non-isotypic module we obtain (2c).
At the end we notice that the cases (1a), (1c), and (2c) contains the result of [44] .
We conclude that any element of C(n r,s (U)) has the form AJ ϕ ⊕ (−1) n N(ϕ) Ad ϕ . Thus the only thing that we need to define is the subgroup A ∈ SL(n, R) containing maps A such that
3.3.
Relation between the structure of involutions P I r,s and Aut 0 n r,s (U) .
In this section we show that the isomorphism group is closely related to the structure of the set of involutions P I * r,s of types (1)-(3) and it is defined by its behaviour on the common 1-eigenspace E * r,s . We give, in addition to (3.8) some relations between the automorphism A and the Clifford actions J z that we use in the present work. The proof follows from (3.8) by induction and can be found in [24, Lemma 3] for the product of any number of J z k .
be an orthonormal basis for R r,s and let Φ = A ⊕ Id ∈ Aut 0 (n r,s (U)). Then the following relations hold:
be an orthonormal basis for R r,s and U an admissible module. If a linear map A : U → U satisfies the conditions
Proof. We only need to show (3.8) for all z = z l for l = 1, . . . r + s. Let (3.11) is fulfilled. Then Let (V r,s min , J) be a minimal admissible module of Cl r,s . Let P : V r,s min → V r,s min be an involution from the set P I * r,s that is the product of four generators. We denote by E k P , k ∈ {1, −1} the eigenspace of the involution P with the eigenvalue k = ±1. In order to denote the intersection of eigenspaces of several involutions P l ∈ P I * r,s , l = 1, . . . , N = #(P I * r,s ), we use the multi-index
and for the transposed operators
Proof. The first statement follows from the fact that AP l = P l A for all l = 1, . . . , N.
The second statement is the direct consequence of (3.8) and Lemma 3.3.1.
Thus the construction of the map A : V r,s min → V r,s min can be reduced to the construction of the maps A I : E I → E I and setting A = ⊕A I . Theorem 3.3.4 states that, under some conditions, the construction of all maps A I can be obtained from the map A 1 : 
) −1 and the same for any other product of odd number of generators J z l , leaving the space E 1 invariant; and also
and the same for any other product of even number of generators J z l , leaving the space E 1 invariant.
uniquely defines the automorphism Φ = A ⊕ Id ∈ Aut 0 (n r,s (V r,s min )). Proof. The spaces E I are mutually orthogonal because all the involutions in P I * r,s are symmetric. Thus V r,s min = ⊕E I , where the direct sum is orthogonal. For the convenience we also write the maps defining A τ I :
Then we set A = ⊕A I . We only need to check the condition AJ z j 0 A τ = J z j 0 for any z j 0 in the orthonormal basis for R r,s . We choose y ∈ V r,s min = ⊕E I . Then we write y = ⊕y I with y I ∈ E I . Thus we distinguish the cases when the map G I is the product of an odd or even number of maps J z i . Moreover, we find a multi-index K for the multi-index I, such that
Since G K can also be the product of an even or odd number of J z k , we distinguish the following cases:
by definitions (3.14) and (3.15) of A K and A τ I . We only check the first condition, since the others can be verified similarly. The condition that
Now we show the uniqueness. Let us assume that G I , GĨ : E 1 → E I and both G I , GĨ are the product of even number of J z k . Then
I GĨ is the product of even number of J z k and we can apply (3.13). Thus A I = A −1 I . Let now G I , GĨ : E 1 → E I and both of them is the product of odd numbers of generators. Then by making use of (3.14) and (3.13) we obtain
I GĨ is the product of even number of generators. Finally, if G I : E 1 → E I is the product of odd number of generators and GĨ : E 1 → E I is the product of even number of generators, then we obtain
by (3.14) . Here we used the fact that G −1 I GĨ is the product of odd number of generators and (3.12).
3.4.
Classification of pseudo H-type Lie algebras n r,s (U). We start from the necessary condition of isomorphism between two H-type Lie algebras. Theorem 2] . Let (V r,s , · , · V r,s ) and (Vr ,s , · , · Vr ,s ) be admissible modules of the Clifford algebras Cl r,s and Clr ,s , respectively. Assume that r + s =r +s, dim(V r,s ) = dim(Vr ,s ), and that the Lie algebras n r,s (V r,s ) and nr ,s (Vr ,s ) are isomorphic. Then, either (r, s) = (r,s) or (r, s) = (s,r).
The classification of the pseudo H-type algebras n r,s (V r,s min ), constructed from the minimal admissible modules was done in [24] . We summarise the results of the classification in Table 2 . Table 2 . Classification result for minimal admissible modules
Here "d" stands for "double", meaning that dim V r,s min = 2 dim V s,r min and "h" (half) means that dim V r,s min = 1 2 dim V s,r min . The corresponding pairs are trivially nonisomorphic due to the different dimension of minimal admissible modules. The symbol ∼ = denotes the Lie algebra n r,s (V r,s min ) having isomorphic counterpart n s,r (V s,r min ), the symbol ∼ = shows that the Lie algebra n r,s (V r,s min ) is not isomorphic to n s,r (V s,r min ). The result of the classification for the cases when the Lie algebras has the same signature (r, s) of the scalar product on the centre and arbitrary admissible modules is contained in [25, Theorems 4.1.1-4.1.3]. We summarise the result here. 
Let r = 3 mod 8, s = 0, 4, 5, 6 mod 8 or r = 7 mod 8, s = 0, 1, 2 mod 8. Then
3.5. Periodicity of Aut(n r,s (U)) in parameters (r, s). In order to achieve the description of the groups Aut 0 (n r,s (U)) we need only to describe the basic cases, since the rest of the cases follow from the theorems that extend the periodicity properties in (r, s) of the Clifford algebras to the counterpart on the pseudo H-type Lie algebras. According to the correspondence of minimal admissible modules stated in Proposition 3.5.1, there is a natural injective map Conversely, automorphisms of the form A ⊕ C ∈ C(n r+µ,s+ν (U r+µ,s+ν min )) with the property that C(ζ j ) = ζ j , j = 1, . . . , 8, defines an automorphism A |E 0 ⊕ C |R r,s of the algebra n r,s (E 0 ), where the space E 0 is the common 1-eigenspace of the involutions T j , j = 1, 2, 3, 4, viewed as a minimal admissible module of Cl r,s .
Recall that the kernel of the map ψ
is given by the inclusion ι Aut 0 (n r,s (U r,s )) ⊂ C(n r,s (U r,s )), by Proposition (3.2.4).
Corollary 3.5.2. Let U r,s and U r+µ,s+ν = U r,s ⊗ V µ,ν min be admissible modules. Then Aut 0 (n r+µ,s+ν ((U r+µ,s+ν )) = B Aut 0 (n r,s (U r,s )) , that is the group Aut 0 (n r,s (U r,s )) is invariant under the map B defined in (3.18) .
Finally, we state the result of the periodicity of isomorphisms for the Lie algebras. 
Definition of classical groups
We aim to determine the subgroups A of SL(n, R) such that if A ∈ A, then A ⊕ Id ∈ Aut 0 (n r,s (U). In what follows we will identify A and Aut 0 (n r,s (U). The maps A : U → U are linear maps over the field of real numbers. From the other side the admissible modules U carry complex or quaternion structures such that the map A commutes with them. Thus, the map A has to be linear with respect to these additional algebras. We recall the algebras C, H and some useful embeddings into the space of real matrices. 4.1. Algebras over R. We write λ = a + bi, i 2 = −1, for λ ∈ C and h = a + bi + cj + dk for h ∈ H. Recall that
We describe here the embeddings of the algebras F = C, H and square matrices M(n, F) into the set of real square matrices M(n, R) and complex square matrices M(n, C), respectively. We define an embedding
Then naturally we have
The map ρ C is the algebra homomorphism:
where superscript A T denotes the transposition of A. Note also that if we denote by diag n L a block-diagonal real matrix with the blocks L on the diagonal, then
A quaternion number can be expressed by using the complex numbers by
with the conjugationh = a − bi − cj − dk =λ − jμ. Thus we define
Consider the space H n as right quaternion space. Thus, A H (vh) = (A H v)h for h ∈ H, a quaternion column vector v ∈ H n and quaternion matrix A H . The column vector h = (h 1 , . . . , h n ) T ∈ H n with h l = λ l + jµ l will be represented by the column vector (λ 1 , . . . , λ n , µ 1 , . . . , µ n ) T ∈ C 2n . Then the quaternion matrix Q H ∈ M(n, H) written as Q H = Λ C + jΨ C with Λ C , Ψ C ∈ M(n, C) will be represented as
This representation is convenient by the following reason: if H ∋ h = λ + jµ is given as a column vector λ µ , then multiplication from the left by a complex matrix representation of a quaternion produces a new column vector representing the correct quaternion. The map ρ H is also the algebra homomorphisms: H) . We recall the following definitions of the classical groups that will be used in the sequel. The general linear group GL(n, F) of degree n over the fields F = R, C is
The general orthogonal group O(n, F) over the fields F = R, C is
where Id n is the (n × n) identity matrix. In the case F = R we also use the pseudo- All the groups preserving a skew-symmetric bilinear form are isomorphic to Sp(2n, F).
The general unitary group U(p, q) of degree n is
The subgroup U(p, 0) ⊂ U(p, q) is denoted by U(p). Note that from a qualitative point of view, consideration of skew-Hermitian forms (up to isomorphism) provides no new groups, since the multiplication by i renders a skew-Hermitian form Hermitian, and vice versa. Thus only the Hermitian case needs to be considered. Now we turn to define the groups over the algebra F = H. Under the identification described above
The group Sp(p, q) is called quaternionic unitary group. If p = 0 or q = 0, then Sp(0, p) ∼ = Sp(p, 0) is denoted by U(n, H) and called hyperunitary group. The reason for the notation Sp(p, q) is that this group can be represented, as a subgroup of Sp(n, C) preserving an Hermitian form of signature (2p, 2q). The last group is the quaternionic orthogonal group denoted by O * (2n) = O(n, H) and it is defined by
Here j is the quaternionic unit represented by ρ H (j) ∈ 
Thus λ −μ µλ = a −c c a = α = a + ic and a 2 + c 2 = |α| 2 = 1
Thus we conclude that O * (2) ∼ = U(1).
5.
Determination of Aut 0 (n r,s (U)) 5.1. Integral basis. • the basis {x i } is orthonormal with respect to the admissible scalar product,
• for any z k and x i , there exists a unique x j such that either
One way to construct such a basis is given by taking a suitable vector from E r,s and choosing an orthonormal basis of V r,s min from the vectors
The choice of the basis is not unique. Nevertheless, once we fix a basis, we denote by η the matrix of the admissible scalar product. Thus either η = Id 2n or η = Id n 0 0 − Id n according to the ordering of positive vectors to negative vectors of the fixed integral basis. The construction of the integral basis can be found in [23] .
Recall that J τ z i is the transposition with respect to an admissible scalar product . , . , and J T z i the transposition with respect to a standard Euclidean scalar product. The relation between two transpositions is J τ
We consider four cases. (a) Let J 2 z i = − Id and x j an element of the integral basis such that x j , x j > 0.
(3.) The property ηJ z i ηJ z i = − Id implies J z i ηJ 2 z i = −ηJ z i .
5.2.
Description of the procedure of determination of Aut 0 (n r,s (U)).
Step 1. We determine the groups Aut 0 (n r,s (V r,s )) for the basic cases (2.5). According to Corollary 3.5.2 it provides the groups for all range of (r, s). Thus, the next steps are explained only for basic cases.
Step 2. We determine the groups Aut 0 (n r,s (V r,s min )) for minimal admissible modules. 2.1 We find P I r,s the sets of involutions of all types (1)- (5) and their subsets P * r,s ⊂ P I r,s that are involutions of types (1)-(3). We write P k for the operators from P I r,s . We denote by E * r,s the common 1-eigenspace of involutions from P * r,s and E r,s the common 1-eigenspace of involutions from P r,s . We find operators that commute with all involutions from P * r,s . These operators will leave the space E * r,s invariant. Among these operators we denote by I the almost complex structure, and by I, J, K the almost quaternion structure, i.e. the operators satisfying (4.1) and the product of even number of maps J z k . We use the notation Q for the negative operator Q = J z i J z j such that Q 2 = Id. Apart of mentioned operators it could be at most one more, denoted by Π that is a product of an even number of J z k commuting with all involutions from P * r,s . All these operators will be indicated for each case. We denote by A an operator on P * r,s that defines Aut 0 (n r,s (V r,s min )) by means of relations (3.8).
We choose an integral basis generated from a vector
Here we emphasise that E r,s ⊂ E * r,s is the common 1-eigenspace of all types of involutions from P I r,s . The details of the construction of the integral basis can be found in [24] . The basis of E * r,s will be indicated for each case in a table. We use the black colour to denote the basis vectors x k such that x k , x k E * r,s = 1 and by red colour the basis vectors x l such that x l , x l E * r,s = −1. 2.3 In this step we distinguish 6 possible collections of operators on E * r,s that leave it invariant.
2.3.1
The set E * r,s has neither complex, quaternion structure, no operator Q. In this case the operator A : E * r,s → E * r,s is real. In the presence of an operator Π we check the condition (3.8), that we write in the form:
These are the cases (r, s) ∈ {(1, 0), (0, 1), (7, 0), (0, 7), (8, 0), (0, 8), (3, 4) , (4, 3), (4, 4)}.
2.3.2
The set E * r,s has only a complex structure, but neither quaternion structure, no operator Q. Since A commutes with I we conclude that A ∈ GL(k, C), where k = dim C (E * r,s ). If there is no operator Π on E * r,s , then Aut 0 (n r,s (V r,s min )) = GL(k, C). Otherwise we check the condition (5.1). There are two options: if the map η Π is complex liner (η Π commutes with I), then Aut 0 (n r,s (V r,s min )) ∼ = Sp(k, C) or Aut 0 (n r,s (V r,s min )) ∼ = U(k). If the η Π is not complex linear, then Aut 0 (n r,s (V r,s min )) ∼ = O(k, C). These are the cases (r, s) ∈ {(2, 0), (0, 2), (6, 0), (0, 6), (2, 4), (4, 2), (3, 5), (5, 3), (7, 1), (1, 7)}.
2.3.3
The set E * r,s has quaternion structure, and has no operator Q. Since A commutes with I, J, K we conclude A ∈ GL(k, H), where k = dim H (E * r,s ). All the operators η Π will be quaternion linear and by checking (5.1) we make the conclusions in the cases (r, s) ∈ {(3, 0), (0, 3), (4, 0), (0, 4), (5, 0), (0, 5), (4, 1), (1, 4) , (5, 2), (2, 5), (6, 1), (1, 6), (6, 2), (2, 6), (6, 3), (3, 6), (7, 2), (2, 7)}.
2.3.4
The set E * r,s has operator Q and neither has complex no quaternion structure. In the presence of the operator Q we decompose E * r,s into eigenspaces of the involution Q that we denote by N ± . Thus E * r,s = N + ⊕N − . Since A commutes with Q, we get A = A + ⊕A − , where A ± : N ± → N ± . We check (5.1) and make the conclusion. Since in this case there are no other conditions on A ± the group Aut 0 (n r,s (V r,s min )) will be given by a direct product of subgroups of GL(k, R) with k = dim(N ± ). These are the cases (r, s) ∈ {(1, 1), (3, 3)}.
2.3.5
The set E * r,s has a complex structure and operator Q but does not have a quaternion structure. We start from the decompositions E * r,s = N + ⊕N − and A = A + ⊕A − . In all these cases we have Q I = −I Q and therefore we define A − = −IA + I. If it needs, we check (5.1) on N + and make the conclusions. These are the cases (r, s) ∈ {(2, 2), (3, 2), (2, 3), (2, 1), (1, 2)}.
2.3.6
The set E * r,s has a quaternion structure and the operator Q. We start from the decompositions E * r,s = N + ⊕ N − and A = A + ⊕ A − . The result depends on the situation whether N + carries the complex or quaternion structure. These are the cases (r, s) ∈ {(3, 1), (1, 3), (5, 1), (1, 5), (7, 3), (3, 7)}.
Having in hands the operator A : E *
r,s → E * r,s , we can extend it to the operator A : V r,s min → V r,s min . The operator A is completely and uniquely determined by the operator A according to Theorem 3.3.4. To match the notation of the present description and Theorem 3.3.4 we note that E * r,s = E 1 and A = A 1 in Theorem 3.3.4. The operators G I used for the construction of A are indicated for all the cases in tables. We emphasise that we present only some of the operators G I , since the extention of A from A does not depend on the choice of a specific operator G I , but only on its existence. The map A will satisfy (3.8) by Theorem 3.3.4. Thus the group Aut 0 (n r,s (V r,s min )) is already defined in item 2.3. We proceed to the next step.
Step 3. We determine the groups Aut 0 (n r,s (V r,s )) for arbitrary admissible modules V r,s = ⊕V r,s min . It follows from the following procedure. We decompose the module V r,s into the orthogonal direct sum (3.16) of minimal admissible modules following the classification of Theorem 3.4.2. We write V r,s ⊃ E = ⊕ l=p l=1 (E * r,s ) l , where (E * r,s ) l ⊂ (V r,s min ) l . In each (E * r,s ) l will be chosen a vector v l , with v l , v l (Er,s) l = ±1, generating an orthonormal basis on (V r,s min ) l . We draw the attention of the reader to the fact that v l , v l (Er,s) l = 1 if (E r,s ) l ∈ (V r,s;+ min ) l , v l , v l (Er,s) l = −1 if (E r,s ) l ∈ (V r,s;− min ) l and always v l , v l (Er,s) l = 1 for (E r,s ) l ∈ (V r,s;N min ) l . We write v = ⊕ l=p l=1 v l for the generating vector on E ⊂ V r,s . The result for E ⊂ V r,s is the direct sum of the results for (E * r,s ) l ⊂ (V r,s min ) l , l = 1, . . . , p, that will allow us to make the conclusion in each case.
We list the final result of the determination and then we proceed to consider case by case. Table 3 . Groups Aut 0 (n r,s (U)
In the following sections we will write the calculation in the order that was described in item 2.3. We write J k for J z k for shortness.
5.3.
Modules over R.
dim R (E *
r,s ) = 1: cases n 7,0 (U), n 3,4 (U), n 8,0 (U), n 4,4 (U), n 0,8 (U). 
There are four types of minimal admissible modules: According to the classification Theorem 3.4.2 we can reduce the consideration to the non-isotypic (p, q)-module
We consider non-isotypic (p, q)-module (5.2) and a vector space E = ⊕ p (E * 7,0 ) + ⊕ ⊕ q (E * 7,0 ) − , with (E * 7,0 ) + ⊂ V 7,0;+ min;+ and (E * 7,0 ) − ⊂ V 7,0;− min;+ . Note that Π acts as Id on E and η = Id p,q . The unique condition that needs to be checked is
We conclude Aut 0 (n 7,0 (U)) = O(p, q; R).
Structure of the minimal admissible modules and the involutions for n 3,4 (U) are similar to n 7,0 (U) and we conclude that Aut 0 (n 3,4 (U)) ∼ = O(p, q, R) for a non-isotypic (p, q)-module U.
Basis for E * 
The tables for (r, 
r,s ) = 2: cases n 1,0 (U), n 0,1 (U); n 0,7 (U), n 4,3 (U).
In this case A ∈ Aut 0 (n 1,0 (U)) has to fulfil the relation
that Aut 0 (n 0,1 (U)) = Sp(2p; R) as in the previous case. Basis for E * 0,7
We need to check the condition
In the basis y 1 = x 1 + x 2 and
We conclude that Aut 0 (n 0,7 (U)) ∼ = O(p, p, R) for U = ⊕ p V 0,7;N min .
For the case n 4,3 (U) the system of involutions and operators are similar. We conclude that Aut 0 (n 4,3 (U)) = O(p, p, R).
Modules over C.
In this section we first consider the cases when the operators η Π k are complex linear, or in other words they commute with the almost complex structure I. In this cases the group of automorphisms is related to unitary transformations. The last part of the cases is related to the situations when the operators η Π k are not complex linear.
dim C (E *
r,s ) = 1: cases n 7,1 (U), n 3,5 (U); n 6,0 (U), n 2,4 (U).
Basis for E * 7,1
. Since η Π is complex linear, we need to check
Here we used the embedding (4.2) and denoted by A C the matrix with complex entries such that ρ C (A C ) = A. It shows that A ∈ U(p, q) and Aut 0 (n 7,1 (U)) ∼ = U(p, q).
The table and calculations for n 3,5 (U) are analogous to n 7,1 (U) and we conclude
We consider now cases when the operators η Π are not complex linear.
Basis for E * 6,0
x 1 = v . . . . . . . . .
We have E * C) . We also have that Π I = −I Π with Π = 1 0 0 −1 . We obtain
By making use of (4.3), we conclude that A T C A C = Id. For general admissible module U = ( p ⊕ V 6,0;+ min ) we obtain Aut 0 (n 6,0 (U)) = O(p, C).
Calculations and the table for n 2,4 (U) are similar to the case n 6,0 (U). Thus Aut 0 (n 2,4 (U)) = O(p, C).
r,s ) = 2: cases n 1,7 (U), n 5,3 (U); n 2,0 (U), n 0,2 (U); n 0,6 (U), n 4,2 (U). 
We consider the minimal admissible module first. We have A ∈ GL(2, C) and η Π I = Iη Π. Thus the complex linear map η Π = 0 −1 1 0 is skew-Hermitian.
As it was noticed, from a qualitative point of view, consideration of skew-Hermitian forms (up to isomorphism) provides no new classical groups, since multiplication by i renders a skew-Hermitian form Hermitian, and vice versa. The form iη Π is Hermitian of the signature (1, 1) and the conditionĀ T C iη Π A C = iη Π leads to Aut 0 (n 1,7 (V 1,7;N min )) ∼ = U(1, 1). It shows that Aut 0 (n 1,7 (U)) ∼ = U(p, p) for a general admissible module.
The calculations and the table for n 5,3 (U) are similar to n 1,7 (U) and we conclude that Aut 0 (n 5,3 (U)) ∼ = U(p, p).
We make calculations for U = V 2,0;+ min . We have A ∈ GL(2, C), Π I = −I Π, and
The condition A T Π A = Π is equivalent to
Observation (4.3) implies that
For the general module U = ⊕ p V 2,0;+ min , we obtain Aut 0 (n 2,0 (U)) ∼ = Sp(2p; C).
Let now U = ⊕ p V 0,2;N min . For the neutral metric η we obtain
Thus by calculations for A T η Π A = η Π as above we get Aut 0 (n 0,2 (U)) = Sp(2p, C). 
We start from U = V 0,6 min . Note that A ∈ GL(2; C), η Π I = −Iη Π and
The matrix 0 1 1 0 is symmetric of signature (1, 1). Thus Aut 0 (n 0,6 (V 0,6;N min )) ∼ = O(1, 1; C) ∼ = O(2; C). We obtain Aut 0 (n 0,6 (U)) ∼ = O(2p; C) for U = ⊕ p V 0,6;N min , w.
The calculations and the table for n 4,2 (U) are similar to n 0,6 (U) and we conclude that Aut 0 (n 4,2 (U)) = O(2p, C).
5.5.
Modules over H.
dim H (E *
r,s ) = 1: cases n 4,0 (U), n 0,4 (U), n 6,2 (U), n 2,6 (U), n 6,1 (U), n 1,6 (U), n 5,2 (U), n 2,5 (U), n 5,0 (U), n 1,4 (U), n 3,0 (U), n 3,6 (U), n 7,2 (U). 
The table for n 0,4 (V 0,4 min ) is analogous, with I = J 1 J 2 , J = J 2 J 3 , K = J 1 J 3 .
Basis for E * 6,2
x 1 = v . . . . . . . . . . . . . . . . . . . . .
The table for n 2,6 is similar. In all 4 cases there are no conditions except of requirement to commute with the quaternion structure. We conclude that Aut 0 (n 4,0 (U)) = Aut 0 (n 0,4 (U)) = Aut 0 (n 6,2 (U)) = Aut 0 (n 2,6 (U)) = GL(p, H).
Basis for E * 1,6
Observe that P 3 = − Id on E * 1,6 according to the agreement that E * 1,6 ⊂ V 1,6;N min;+
where Ω 1,6 = Id on V 1,6;N min;+ . We consider U = ⊕ p V 1,6;N min;+ . Since η Π = diag p j and
we conclude Aut 0 (n 1,6 ) ∼ = O * (2p).
Basis for E *
5,2
Observe that P 3 = − Id according to E * 5,2 ⊂ V 5,2 min;+ where Ω 5,2 = Id on V 5,2;N min;+ . The calculations are similar to the case of n 1,6 (U) show that Aut 0 (n 5,2 ) ∼ = O * (2p).
Basis for E * 6,1
Observe that E * 6,1 = E + P 3 ⊕ E − P 3 , with E + P 3 = span{v, Kv} and E − P 3 = span{Iv, Jv}. We obtain η Π = diag p j for U = ⊕ p V 6,1;N min . Thus, Aut 0 (n 6,1 ) ∼ = O * (2p).
The calculations and the table for n 2,5 (U) are similar to n 6,1 (U) and we conclude Aut 0 (n 2,5 (U)) ∼ = O * (2p).
Basis for E * 5,0
Note that E * 5,0 = E + P 2 ⊕ E − P 2 with E + P 2 = span{v, Jv} and E − P 2 = span{Iv, Kv}. Thus Π = diag p j and we conclude that Aut 0 (n 5,0 (U)) ∼ = O * (2p) for U = ⊕ p V 5,0;+ min .
For the case n 1,4 (U) we use the quaternion structure I = J 3 J 4 , J = J 3 J 2 , K = J 2 J 4 . The rest of calculations are similar to n 5,0 (U) and we obtain Aut 0 (n 1,4 (U)) ∼ = O * (2p).
Observe that Π = Ω 3,0 = Id. We obtain that A T Π A = Π is equivalent tō A T H Id p,q A H = Id p,q . Thus Aut 0 (n 3,0 (U)) = Sp(p, q) for U = ⊕ p V 3,0;+ min;+ ⊕ V 3,0;− min;+ . 
We have E * 3,6 The calculation and the table for n 7,2 (U) are similar to the case n 3,6 (U) and we conclude that Aut 0 (n 7,2 (U)) = Sp(p, q).
dim H (E *
r,s ) = 2: cases n 0,3 (U), n 6,3 (U), n 2,7 (U), n 0,5 (U), n 4,1 (U). n 0,3 dim = 8 Basis
We make calculations on V 0, 3 min and note that η Π = 0 1 1 0 . In the basis the operator η Π takes the form Id 1,1 . Thus
We have that η Π = Id 1,1 in the basis (5.6) . It leads to Aut 0 (n 6,3 (U)) ∼ = Sp(p, p).
The calculations are similar to n 6,3 (U) and we conclude Aut 0 (n 2,7 (U)) ∼ = Sp(p, p).
We have η Π = 0 1 −1 0 on V 0,5 min , and η Π = 
It leads to
Thus we showed that Aut 0 (n 0,5 (U)) ∼ = O * (4p).
In the case n 4,1 (U) we use the quaternion structure I = J 1 J 2 , J = J 4 J 2 , K = J 1 J 4 . The rest of calculations are similar to n 0,5 (U). Thus Aut 0 (n 4,1 (U)) ∼ = O * (4p). 5.6. Modules over R caring a negative involution. 5.6.1. Cases n 1,1 (U), n 3,3 (U). In these cases there are no complex or quaternion structures, but only a negative involution leaving invariant the space E * r,s . We denote it by Q, and write in the tables. The involution Q commutes with involutions of type (1)-(3) and therefore decomposes the space E * r,s into its eigenspaces: E * r,s = N + ⊕N − . The admissible scalar product is degenerate in both N ± , but the decomposition still orthogonal with respect to the admissible product. In these cases the determination of Aut 0 (n r,s (U)) reduces to the calculations on N ± .
We conclude Aut 0 (n 1,1 (V 1,1;N min )) ∼ = Sp(2, R) × Sp (2, R) . We obtain Aut 0 (n 1,1 (U) ∼ = Sp(2p, R) × Sp(2p, R) for a general admissible module U = ⊕ p V 1,1;N min .
Basis for E * 3,3
We have E *
We have η Π Q = Q η Π and η Π = Id 2 in the basis {y k }, k = 1, 2. Thus the condition A T η Π A = η Π is equivalent to two independent conditions A T ± A ± = Id. We conclude Aut 0 (n 3,3 (V 3,3;
. 5.7. Modules over C, caring a negative involution. In this cases we continue consider eigenspaces of the negative involution Q. The presence of the complex structure can preserve eigenspaces of Q or reverse them. It leads to the different results. 5.7.1. Cases n 2,2 (U), n 3,2 (U), n 2,3 (U), n 1,2 (U).
We have the decomposition E * 2,2 = N + ⊕ N − with the bases: (5.8)
We
We conclude that for minimal admissible module A ∈ GL(2; R). In general Aut 0 (n 2,2 (U)) = GL(2p, R) for U = ⊕ p V 2,2;N min .
In this case there are two minimal admissible modules but they are metrically isotypic and we set Π v = v. We start from a minimal admissible module and write V 1,2;N min = N + ⊕ N − . We also write A = A + ⊕ A − , where A + ∈ GL(2; R) and
We obtain η Π = 0 Id 2 Id 2 0 in the basis (5.8). The condition
Thus we conclude that Aut 0 (n 1,2 (V 1,2;N min )) = Sp(2; R). For a general admissible module U = ⊕ p V 1,2;N min we obtain Aut 0 (n 1,2 (U) = Sp(2p; R).
Basis for E * 3,2
We have E * 3,2 = E + Π ⊕ E − Π , with E + Π = span{v, Iv} and E − Π = span{Q v, Q Iv}, and η Π = Id in the basis (5.8) . As before we decompose A = A + ⊕ A − on E * 3,2 with A + ∈ GL(2(p + q); R) and A − = −IA + I. The condition
leads to the conclusion that Aut 0 (n 3,2 (U)) = O(2p, 2q; R).
Basis for E * 2,3
Arguing as in the case V 3,2 min and by making use the basis (5.8) we come to condition
For a general module U = ⊕ p V 2,3;N min we conclude that Aut 0 (n 2,3 (U)) = O(p, p; R).
We use the basis for:
for V 2,1;N min = N + ⊕ N − with N + = span{y 1 , y 2 , y 3 , y 4 }, N − = span{y 5 , y 6 , y 7 , y 8 }. We write A = A + ⊕ A − with A + ∈ GL(4; R) and A − = J 1 J 2 A + J 2 J 1 in the basis (5.9). Then
Thus we need to check the condition
Finally, we conclude that Aut 0 (n 2,1 (U)) = Sp(4p; R).
5.8.
Modules over H caring a negative involution.
5.8.1.
Cases n 1,3 (U), n 3,1 (U), n 1,5 (U), n 5,1 (U), n 7,3 (U), n 3,7 (U),
We choose P 1 v = v and the basis for V 1,3;N min = N + ⊕ N − :
(5.10)
Since Q J = J Q we deduce that A + ∈ GL(2; C). Moreover (5.11) N + = span{y 1 , y 2 = Jy 1 , y 3 = y 3 , y 4 = Jy 3 }.
We also have η Π Q = Q η Π, η Π J = Jη Π with the matrix η Π | N + = 0 i i 0 .
It leads to
The matrix 0 1 1 0 is Hermitian of index (1, 1). We conclude that Aut 0 (n 1,3 (V 1,3;N min )) ∼ = U(1, 1) and Aut 0 (n 1,3 (U) ∼ = U(p, p) for U = ⊕ p V 1,3;N min .
We have V 3,1; We also have η Π Q = Q η Π and η Π J = Jη Π with η Π | N + = diag 2 0 −1 1 0 in the basis (5.11) . It leads to
The conclusion is that Aut 0 (n 3,1 (V 3,1;+ min )) ∼ = U(2) and Aut 0 (n 3,1 (U) ∼ = U(2p, 2q) for U = (⊕ p V 3,1;+ min ) ⊕ (⊕ q V 3,1;− min ). 
We have E * 5,
The negative involution Q decomposes E * 5,1 into two eigenspaces E * 5,1 = N + ⊕ N − with the basis We also have η Π Q = Q η Π, η Π I = Iη Π, η Π J = Jη Π. Thus η Π is quaternion linear and η Π | N ± = j, written in the basis (5.13) . It leads to
The conclusion is that Aut 0 (n 5,1 (V With the chosen operators I, J, Q, Π the calculations are identical to the case of n 5,1 and we conclude that Aut 0 (n 1,5 (U) ∼ = O * (2p) × O * (2p) for U = ⊕ p V 1,5;N min . Observe that E * 7,3 = E + P 4 ⊕ E − P 4 , with E + P 4 = span{v, Iv, JJ 10 v, KJ 10 v}, E − P 4 = span{J 10 v, IJ 10 v, Jv, Kv}.
We start from the minimal admissible module. The negative involution Q decomposes E * 7,3 into two eigenspaces E * 7,3 = N + ⊕ N − with the bases N + = span{y 1 = x 1 + x 6 2 , y 2 = x 2 − x 5 2 , y 3 = x 4 + x 7 2 , y 4 = x 8 − x 3 2 }, N − = span{y 5 = x 1 − x 6 2 , y 6 = x 2 + x 5 2 , y 7 = x 7 − x 4 2 , y 8 = x 8 + x 3 2 }.
(5.14)
Since A Q = Q A and Q I = I Q, Q J = J Q we write A = A + ⊕ A − , where A ± ∈ GL(1; H). Moreover (5.15 ) N + = span{y 1 , y 2 = Iy 1 , y 3 = y 3 , y 4 = Iy 3 }.
We also have η Π Q = Q η Π, η Π I = Iη Π, η Π J = −Jη Π with η Π | N ± C = i Id 2 , written in the basis (5.15) . It leads to
Thus we conclude Aut 0 (n 7,3 (V 7,3;+ min ) ∼ = Sp(1) × Sp(1) for a minimal admissible module. If U = (⊕ p V 7,3;+ min ) ⊕ (⊕ q V 7,3;− min ), then Aut 0 (n 7,3 (U) ∼ = Sp(p, q) × Sp(p, q).
The calculations and the table for n 3,7 (U) are identical to n 7,3 (U) and we conclude that Aut 0 (n 3,7 (U) ∼ = Sp(p, q) × Sp(p, q) for U = (⊕ p V 3,7;+ min ) ⊕ (⊕ q V 3,7;− min ).
6. Appendix 6.1. Comparison of Aut 0 (n r,s (U)) for isomorphic algebras. Cases n 1,0 (U), n 0,1 (V ); n 2,0 (U), n 0,2 (V ); n 5,1 (U), n 1,5 (V ). n 1,0 (⊕ p V 1,0;+ min ) ∼ = n 0,1 (⊕ p V 0,1;N min ), n 2,0 (⊕ p V 2,0;+ min ) ∼ = n 0,2 (⊕ p V 0,2;N min ) n 5,1 (⊕ p V 5,1;N min ) ∼ = n 1,5 (⊕ p V 1,5;N min ) Aut 0 (n 1,0 (U)) = Aut 0 (n 0,1 (V )) ∼ = Sp(2p, R), Aut 0 (n 2,0 (U)) = Aut 0 (n 0,2 (V )) = Sp(2p, C), Aut 0 (n 1,5 (U)) = Aut 0 (n 5,1 (V )) = O * (2p) × O * (2p).
Cases n 4,0 (V ), n 0,4 (U); n 2,6 (U), n 6,2 (V ); n 8,0 (U), n 0,8 (V ), n 4,4 (W ); n 1,6 (U), n 6,1 (U); n 2,5 (U), n 5,2 (V ). n 4,0 (⊕ p V 4,0;+ min ) ∼ = n 0,4 (⊕ p V 0,4;N min ), n 2,6 (⊕ p V 2,6;N min ) ∼ = n 6,2 (⊕ p V 6,2;N min ) n 1,6 (⊕ p V 1,6;N min ) ∼ = n 6,1 (⊕ p V 6,1;N min ), n 2,5 (⊕ p V 2,5;N min ) ∼ = n 5,2 (⊕ p V 5,2;N min ) n 8,0 (⊕ p V 8,0;+ min ) ∼ = n 0,8 (⊕ p V 0,8;+ min ) ∼ = n 4,4 (⊕ p V 4,4;+ min ) Aut 0 (n 4,0 (V )) = Aut 0 (n 0,4 (U)) = Aut 0 (n 2,6 (U)) = Aut 0 (n 6,2 (V ) = GL(p, H); Aut 0 (n 1,6 (U)) = Aut 0 (n 6,1 (V )) = Aut 0 (n 2,5 (U)) = Aut 0 (n 5,2 (V )) = O * (2p). Aut 0 n 8,0 (U) = Aut 0 n 0,8 (V ) = Aut 0 n 4,4 (W ) = GL(p, R).
Cases n 5,0 (U), n 0,5 (V ); n 1,4 (U), n 4,1 (V ); n 6,0 (U), n 0,6 (U); n 2,4 (U), n 4,2 (U); n 1,2 (U), n 2,1 (U) Here we have that n 5,0 (⊕ 2p V 5,0;+ min ) ∼ = n 0,5 (⊕ p V 0,5;N min ), n 1,4 (⊕ 2p V 1,4;+ min ) ∼ = n 4,1 (⊕ p V 4,1;N min ) n 6,0 (⊕ 2p V 6,0;+ min ) ∼ = n 0,6 (⊕ p V 0,6;N min ), n 2,4 (⊕ 2p V 2,4;+ min ) ∼ = n 4,2 (⊕ p V 4,2;N min ), n 1,2 (⊕ 2p V 1,2;N min ) ∼ = n 2,1 (⊕ p V 2,1;N min ), 6.2. Some isomorphisms. In the work [24, Theorem 11] it was shown the existence of an isomorphism n 1,7 (U 1,7;N min ) ∼ = n 7,1 (V 7,1;± min ⊕V 7,1;± min ). The proof was not constructive and did not show how the metric changes under the isomorphism. Therefore we propose here the constructive proof of n 1,7 (U 1,7;N min ) ∼ = n 7,1 (V 7,1;+ min ⊕ V 7,1;− min ). We will construct the isomorphism only for minimal dimensional module. Thus we choose the basis (z 1 , . . . , z 8 ) z k , z k 1,7 = −1, k = 1, . . . , 7, z 8 , z 8 1,7 = 1 for R 1,7 . y 1 = u, y 2 = Iy l1 , y 3 = J z 1 J z 2 J z 7 y 1 , y 4 = Iy 3 = J z 8 y 1 for E 1,7 ⊂ U 1,7;N min with u, u E 1,7 = 1 and the complex structure I = J z 1 J z 2 J z 7 J z 8 . We also choose the basis (w 1 , . . . , w 8 ) w k , w k 7,1 = 1, k = 1, . . . , 7, w 8 , w 8 7,1 = −1 for R 7,1 . =⇒ −λ 1 = λ 2 = 1 2 , µ 1 = µ 2 = 1.
As we see the Lie algebras n 1,7 (V 1,7;N min ) and n 7,1 (V 7,1;+ min ⊕ V 7,1;− min ) are isomorphic. The isomorphism is extended to any modules and the algebras n 1,7 (⊕ p V 1,7;N min ) and n 7,1 (⊕ p V 7,1;+ min ) ⊕ (⊕ p V 7,1;− min ) . Analogously we can show 
