Bounding the distance of a controllable system to an uncontrollable one by Clotet Juan, Josep & García Planas, María Isabel
Bounding the Distance of a Controllable System
to an Uncontrollable one
Josep Clotet
Departament de Matematica Aplicada I








Departament de Matematica Aplicada I
Universitat Politecnica de Catalunya
C. Marques de Sentmenat 63-4-3,
08029 Barcelona, Spain
E-mail: igarcia@ma1.upc.es
ABSTRACT.- Let (A;B) be a pair of matrices representing a time-invariant linear
system _x(t) = Ax(t) +Bu(t) under block-similarity equivalence.
In this paper we measure the distance between a controllable pair of matrices (A;B)
and the nearest uncontrollable one.
A bound is obtained in terms of singular values of the controllability matrix C(A;B)
associated to the pair. This bound is not simply based on the smallest singular value
of C(A;B) contrary to what one may expect.
Also a lower bound is obtained using geometrical techniques expressed in terms of








(C) corresponding to a
time-invariant linear systems _x(t) = Ax(t) +Bu(t) . For convenience, we identify the
pair (A;B) with the rectangular block-matrix (A B) . We consider the following












The controllability matrix is dened as
C(A;B) = (B AB : : : A
n 1
B )
and it is well known that the pair of matrices (A;B) is controllable if and only if
rankC(A;B) = n .




(C); (A;B) controllableg . This





is invariant with respect to the G -action.
For each (A;B) 2 C there exists an open neigbourhood of (A;B) relatively small,
such that all pairs of matrices in it are controllable. Then it makes sense to consider
the distance to the nearest uncontrollable one, and to deduce safety neighbourhoods
for controllable pairs of matrices.
One of the main goals of this paper is to show that a bound of this distance (in
both real and complex cases) can be obtained. The method used for that, as in [1],
is to explore the singular values of the controllability matrix of the pair (A;B) . In
[1] the distance of a controllable pair to the nearest uncontrollable one is measured
considering the action of the general linear group via change of basis in the state
space. In our case we consider feedback the action and we need rstly, to ensure
that the controllability matrix is invariant under feedback equivalence. The norm
considered in this case is the 2-norm
The sets of equivalent pairs under state feedback relation are dierentiable mani-
folds called orbits. Given a controllable pair of matrices the nearest uncontrollable
one remains obviously, in another orbit. Then the problem can be reduced to compute
the distance from (A;B) to the orbits of uncontrollable pairs. For that we explore
the singular values of a matrix representing the tangent space to the orbit of the
pair (A;B) . In [4] a lower bound given safety neigbourhoods is obtained considering
matrix pencils (A;B) + (I; 0) under strictely equivalence. In spite of if two pairs of
matrices are feedback equivalent their associate pencils are strictely equivalent, we re-
mark that we can perturb a pair of matrices (A;B) considering it as a pencil, in such a





As a consequence we improve a little the size of safety neigbourhoods.
In this case the norm considered is the Frobenius norm because it is easier to obtain




(I.1.1) We recall that the state feedback group is the subgroup of the linear group





where P 2 Gl(n;C) , Q 2
Gl(m;C) and R 2 M
mn
(C) . We will denote this group by G and its unit element
by I . We can identify G with the open subset f(P;Q;R); det P 6= 0; detQ 6= 0g of






(C) , so that G is a complex manifold






































(I.1.3) The action dened by  induces the following equivalence relation between

















(C) which are equivalent
to (A;B) is its orbit under the action of  and we will denote it by O(A;B) .
We recall that a pair (A;B) is structurally stable if and only if there exists a
neigbourhood of this pair in the space of pairs of matrices formed by pairs equivalent
to it. Then (A;B) is structurally stable if and only if dimO(A;B) = n
2
+ nm .
Willems in [10] gives a characterization of structurally pairs in terms of its structural
invariants.
(I.1.4) There exists a canonical reduced form, called Kronecker canonical form,





(C) . If (A;B) is in the Kronecker canonical form, it has the following form












a) N = diag(N
1
















(C); 1  i  r
0
.
We assume that k
1
 : : :  k
r
0
, and we write p = k
1






; : : : ; 
s
be the distinct eigenvalues.
J = diag(J
1



































(C); 1  i  s , j = 1; 2; : : : .









(i) = n  p .
c) E = diag(E
1











(C) , 1  i  r
0
.





it is called the controllable pair of (A;B) .
(I.2) Controllability matrix






C(A;B) = (B AB : : : A
n 1
B ) :
Proposition. The rank of the controllability matrix is invariant under the equiva-
lence relation considered.
In fact this result is more general:




(C) , the scalars
rank (B AB : : : A
i
B ) ; 8i  0
are invariant under feedback equivalence.




) equivalent pairs. Then there exist invertible ma-
































































































































Another proof of this proposition can be deduced as a corollary of the result given in





























= rank (B AB : : : A
i
B )
characterize the controllable part of each pair of matrices in the following manner.
We consider the conjugate partition [k
1















are called controllability indices.
It is well know the following characterization of controllable pairs of matrices.




(C) is controllable if and
only if the controllability matrix has full rank, i.e.
rankC(A;B) = n:
Notice that, if (A;B) is a controllable pair, k
1




It is interesting to remark that if (A;B) is structurally stable then it is controllable.
The converse it is only true in the case where m = 1.




(C); (A;B) controllableg . Tak-
ing into account the upper semicontinuity of rank, any small perturbation of a matrix





(C) . In the other hand if the matrix C(A;B) has full rank
it is in a neigbourhood then the set is also an open set.
(I.4) Strata
The understanding of which orbits that are close to an orbit is revealed by the
stratication of space of pairs of matrices. Then we dene the strata.




(C) consists of all pairs of matrices hav-
ing the same collection of discrete invariants than (A;B) ,  = f(k
1









(1)); : : : ; (
1
(s); : : : ; 
l
s
(s))g . We denote by E(A;B) the stratum of the pair (A;B) .





one is an orbit or an uncountable union of block-similarity equivalence classes, diering
only in the values of the eigenvalues 
1
; : : : ; 
s
.
Garca-Planas in [5], proved that any strata is a dierentiable manifold which di-
mension is given by dimE(A;B) = s+dimO(A;B) where s is the number of distinct
6
eigenvalues of (A;B) . Also is proved that they verify the frontier condition, that is
to say, the boundary of any stratum is formed by strata of strictely lower dimension.
In [8] a characterization of O(A;B)  O(C;D) in terms of the structural invariants
is given.
We present here as an example, the hierarchic closure of the set of 3  2 pairs of
matrices.





















































































































































































































(I.5) The tangent and normal spaces to the orbit




(C) . It is not dicult
7
to check that the tangent space of its orbit T
(A;B)












Using the Kronecker products and vec-operator (see [9] for their denition and
properties), we can represent the n
2







































































































as the orthogonal to the tangent
space T
(A;B)






























+ nm  rankT = dimKerT m
2
:
(I.5.2) After this, we observe that we can obtain the dimension of T
(A;B)
O(A;B)
from the singular value decomposition (s.v.d.) of the matrix T.





= number of zero singular values of T:
(I.5.3)Knowing the Kronecker structure of (A;B) , it is possible to give the dimension
of the orbit in terms of the collection of invariants of the pair.
8





































) + : : :)+
+(m  r
0
)(n   p)) :
J. Demmel and A. Edelman in [2] give the codimension of the orbit of a pencil
A + B in terms of its discrete invariants. Notice that if we consider A = (A B ) ,
B = ( I
n
0 ) and counting the codimension of its orbit referred to the variety of
pencils A + B with B = ( I
n
0 ) the formula presented in [2] coincides with this
one.
(I.5.4) As a consequence, we can analyze the controllability and stability of a pair of
matrices obtaining the following
Proposition. Let (A;B) be a controllable pair of matrices. Then
n
2











if and only if the pair is structurally stable.
The lower bound is achieved when r
0
= 1 .
Remark 1: If m = 1, only structurally stable pairs of matrices are controllable.
Remark 2: It is possible to nd no controllable pairs of matrices (C;D) with n
2
+
nm > dimTO(A;B) = dimTO(C;D)  n
2
+ n +m   1. But taking into account
that the partition into strata veries the frontier condition the pair (C;D) is not in
the closure of the stratum (orbit) of the controllable pair (A;B) .
We note dimT
(A;B)






















) is also a controllable pair. Therefore it
makes sense to consider the distance to the nearest uncontrollable pair.














(C) and B 2M
nm
(C) such that (A+A;B+B) is uncontrollable.
If we restrict ourselves to real perturbations we use the following













(R) and B 2M
nm
(R) such that (A+A;B+B) is uncontrollable.



































(I   A;B) is the smallest singular value of (I   A;B) . But nding the
values of 
R
can be a very involved process. However, we can give a bound of 
R
in
terms of the singular values of the controllability matrix of (A;B) .
(II.1) -distance and controllability matrix
Now we analyze if a bound of k(A; B)k
2
can be deduced from the controllability
matrix of a given pair of matrices (A;B) .
Taking into account that the controllability is mesured by the rank controllablity
matrix we need to compute the singular value decomposition (s.v.d.) of the control-
lability matrix C(A;B) associated with a given controllable pair (A;B) 2 C .
C(A;B) = (B AB : : : A
n 1





Calling [ j 0 ] the s.v.d. of C(A;B) we have
C(A;B) = X
t























































) is uncontrollable and conversely. To prove








BQ and make use of the















































) = [ j 0 ]Q
1





















































It suces to consider Q
1
= Y diag (Q; : : : ;Q) .
Lemma 3. For a given pair (A;B) 2 C there exist an orthogonal matrix P , and an






























































































: : : + 
n
.





















; and [ j 0 ]














































































Then the matrix B
1
































































Taking into account that 
r


















































































































 1 = 
r+1
:




















































) = (AB : : : A
n
B )
= A (B AB : : : A
n 1
B ) :
The matrices A and A
1

























































where + denotes the Moore-Penrose inverse. That is to say,
A
1























































































































































































































































































































































Taking r = 1; : : : ; r = n  1, we obtain the following Corollary.



























































































































, the pair of matrices (A + A;B + B)
is obviously uncontrollable (rankC(A + A;B + B) = 0), and kA; Bk = 1 <
2:002711015.
(II.2) -distance and tangent space
The s.v.d. characterization of the dimension of O(A;B) leads to the following
Theorem.
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Theorem. For a given controllable pair of matrices (A;B) with dimO(A;B) = a a
lower bound on the distance to the closest pair (A + A;B + B) with dimO(A +























Proof: Let (A+ A;B + B) be a perturbed pair of matrices with
dimTO(A + A;B + B) = a   b:
Then



































The Eckart-Young and Mirsky Theorem for nding the closest matrix of a given
rank (see [6]), gives that the size of the smallest perturbation in Frobenius norm that












Moreover if rankT = a , 
a+1





























As we say in (I.2), if m = 1 any controllable pair of matrices is structurally stable.
The we can deduce the following Corollary.



































































0 0 0 8 0 0 0 0 0 0 0 0 0
 8 0 0 0 8 0 0 0 0 0 0 0 0
0  8 0 0 0 8 0 0 0 0 0 0 0
0 0 0 0 0 0 8 0 0 0 0 0 0
0 0 0  8 0 0 0 8 0 0 0 0 0
0 0 0 0  8 0 0 0 8 0 0 0 0
0 0 0 0 0 0 0 0 0 8 0 0 0
0 0 0 0 0 0  8 0 0 0 8 0 0
0 0 0 0 0 0 0  8 0 0 0 8 0
0 0  8 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0  8 0 0 0 0 0 0 0
























If we consider the pencil A + B where
A = (A B ) ; and B = ( I
3
0 )





























Then, as we say in the Introduction we obtain a larger safety neigbourhood.
References
[1] D. Boley, Wu-Sheng Lu; Measuring How Far a Controllable System is from
an Uncontrollable One. IEEE Trans. On Automatic Control, AC-31, 249-251
(1986).
[2] J. Demmel, A. Edelman; The dimension of Matrices (Matrix Pencils) with
Given Jordan (Kronecker) Canonical forms. LAA, 230 61-88, (1985).
17
[3] R. Eising; Between controllable and uncontrollable. Systems & Control Letters
4, 263-264, (1984).
[4] A. Edelman, E. Elmroth, B. Kagstrom, A Geometric Approach to Perturbation
Theory of Matrices and matrix Pencils. Part I: Versal Deformation, Report





I. Garca-Planas; Estudio geometrico de familias diferenciables de parejas
de matrices. Doctoral Thesis, Universitat Politecnica de Catalunya, Barcelona
Spain. (1994).
[6] G. Golub, C. Van Loan. \Matrix Computations. Johns Hopkins University
Press, Baltimore, MD 1989.
[7] I. Gohberg, P. Lancaster, L. Rodman; Invariant subspaces of matrices with
applications. Wiley-Interscience. 1986.
[8] J.M. Gracia, I. de Hoyos, I. Zaballa, Perturbation of Linear Control Systems,
LAA, 121, 353-383, (1989).
[9] P. Lancaster, M. Tismenestsky. \The Theory of Matrices". Academic Press,
New York, 1985.
[10] J.C. Willems. Topological Classication and Structural Stability of Linear
Systems. Journal of Dierential Equations 35, 306-318 (1980).
18
