Given a generic dual program we discuss the absence of duality gap for a family of Lagrange-type functions. We obtain necessary conditions that become sufficient ones under some additional assumptions. We also give examples of Lagrange-type functions for which this sufficient conditions hold.
Introduction
New kinds of Lagrange-type functions have a crucial role in devising efficient schemes for solving constrained optimization problems. These problems are among the most important challenges in applied, and particularly industrial, mathematics. Usually they can only be solved by employing numerical methods, namely computational optimization algorithms. The role of Lagrange-type functions in the development of computational methods is to reduce the original constrained problem to a sequence of unconstrained subproblems, in such a way that information on the constraints is encapsulated in the Lagrangian. This reduction is carried out with the assumption that the subproblems are better behaved, and simpler, than the original one. Among the most well-known methods for reduction to unconstrained optimization, are the so-called augmented Lagrangian methods [2, chapter 11, section K * ], represented by the sum of the ordinary Lagrangian and an augmenting function. Methods incorporating Lagrange-type functions are successful when the optimal value of the dual problem coincides with that of the primal problem. This property, when holds, is referred to as the zero duality gap property. In this paper we analyze a family of Lagrange-type functions, where the underlying problem is nondifferentiable and nonconvex. In particular, we prove that, if the Lagrange-type function satisfies some basic conditions, then the zero duality gap property holds.
We consider the nonlinear programming problem (P ):
where X is a metric space, X 0 ⊂ X is closed and the function f 0 : X → IR is continuous. Denote by d(·, ·) the metric distance in X and let
be the optimal value of the problem (P ). Let Λ be a nonempty set. Consider a function L : X × Λ → IR. Given a set Λ and a function L : X × Λ → IR, we define the dual function 
The absence of the duality gap is crucial for applications of Lagrange-type functions. Thus it is important to find conditions that guarantee this property. Clearly these conditions should depend on both the Lagrange-type function L and the problem (P ).
Consider a mathematical programming problem (P ), where the set X 0 of feasible elements is given by inequality and equality constraints:
with finite sets I and J. Various sufficient conditions for validity of the zero duality gap are known in this case (see, for example, [3, 4] and references therein). Problem (P ) is represented in these conditions in terms of the functions f 0 , g i , (i ∈ I) and h j (j ∈ J) (or in terms of the so-called perturbation function, which again depends on f 0 , g i and h j ).
In this paper we impose some assumptions on Problem (P ) in terms of the objective function f 0 only. (See Assumption (A 1 ) below.) We also consider functions L with some properties related to X 0 and f 0 . We do not need to describe X 0 in terms of inequalities and/or equalities constraints in order to describe these properties.
Conditions for the zero duality gap property
We now describe properties which we impose on a Lagrange-type function L of problem (P ). First of them, (H 1 ), guarantees the weak duality:
Indeed, for each λ ∈ Λ and x ∈ X 0 we have
Hence inf
so the weak duality holds. Let Λ 0 ⊂ Λ. Besides from (H 1 ), we will also consider the following property that depends on Λ 0 :
Condition (H 2 (Λ 0 )) is a step towards strong duality. In fact, it can be seen as a "growth" property of L on the set Λ 0 , in the sense that it allows L to attain values greater than every α such that α < M P . In view of property (H 1 ), this growth can only be attained at points outside X 0 , and hence we consider points such that d(x, X 0 ) ≥ δ.
Our first result connects this property with the zero duality gap. More precisely, if (H 1 ) holds, then the zero duality gap implies (H 2 (Λ 0 )) with Λ 0 ⊂ Λ such that
and the zero duality gap property, we conclude that
Now fix α < M P and ε > 0 such that α + ε < M P . The expression above gives M P < sup λ∈Λ 0 L P (λ) + ε and hence there exists λ 0 ∈ Λ 0 such that
So that for all δ > 0 we have
L(x, λ) .
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We now show that the necessary condition from Theorem 1 becomes sufficient under two additional assumptions. One of them, (A 1 ), related to the function f 0 :
For all α < M P , the level set {z ∈ X | f 0 (z) ≤ α} is compact. and the other, (
The above condition, combined with (H 1 ), gives to L and Λ 0 a "non-improving" property for points outside X 0 . Note that it is not necessarily a penalization (see Remark 2).
Theorem 2 Assume that there exists
) and (H 3 (Λ 0 )) are satisfied, and suppose also that condition (A 1 ) holds for
We noted above that weak duality follows from (H 1 ), so M P ≥ M D,0 . Suppose that there exists α such that M P > α > M D,0 . In such a case there exists δ > 0 such that
Indeed, if such a number δ does not exists then for each positive integer k we can find an element
In view of (A 1 ) we can assume without loss of generality that there exists lim
Let δ > 0 be a number such that (2) holds. Then for all λ ∈ Λ 0 we can write
where we used (H 3 (Λ 0 )) in the last inequality. The above expression implies that
for all λ ∈ Λ 0 . Since α < M P , we can use (H 2 (Λ 0 )) to findλ ∈ Λ 0 such that
for ε := α − M D,0 > 0. Using (4) and (5), we get
Corollary 2.1 Let (H 1 ) hold and let Λ 0 be a set such that (H 2 (Λ 0 )) and (H 3 (Λ 0 )) are satisfied. Suppose also that (A 1 ) holds. Then (1) holds.
Proof. By the proof of the previous theorem,
Remark 1 Let conditions of Theorem 2 hold. Consider the restriction of the function L to the set X × Λ 0 . Then the zero duality gap property holds also for this restriction, in other words
Remark 2 We could have in (H
for all λ ∈ Λ 0 . This situation, together with (H 2 (Λ 0 )) implies that
Indeed, for all ε > 0 and for all δ > 0, condition (H 2 (Λ 0 )) and (6) imply that
we conclude that for all ε > 0 and for all x ∈ X it holds f 0 (x) ≥ M P − ε. So (7) holds. In other words, the original problem is unconstrained.
Examples
There are relevant examples for a subset Λ 0 and function L satisfying (H 1 ), (H 2 (Λ 0 )) and (H 3 (Λ 0 )). We now provide two of them. L(x, (c, u) ) corresponding to the augmenting function σ (see [2, 1] ):
It follows from (10) and (11) that
A simple example of a function p with properties (10)- (12) (v 1 , 0) , . . . , max(v m , 0)) and χ : R m + → R is a function with properties
The corresponding Lagrange-type function
can be considered as a (generalized) penalty function. In particular, if
i , we get a quadratic penalty function.
We claim that function L defined by (9) and Λ 0 verify assumptions (H 1 ), (H 2 (Λ 0 )), (H 3 (Λ 0 )). This fact, together with condition (A 1 ) implies that strong duality also holds for function L. Indeed, it follows from (10) that (H 1 ) holds. From (11) we get that (H 3 (Λ 0 )) holds. We now prove that (H 2 (Λ 0 )) holds as well. If (H 2 (Λ 0 )) does not hold than there exists α 0 < M P and δ 0 > 0 such that 
This defines a sequence {x
for all k. Using (11) we get f 0 (x k ) ≤ α 0 +ε for all k. By assumption (A 1 ) we conclude that the sequence {x k } is bounded. Assume without loss of generality that the entire sequence {x k } converges to somex. Then d(x, X 0 ) ≥ δ 0 sox / ∈ X 0 . On the other hand, by (12) and (13) we must have g i (x) = lim k g i (x k ) ≤ 0 for all i = 1, . . . , m. Hencex ∈ X 0 , a contradiction. This shows that (H 2 (Λ 0 )) holds.
