The blooms of Noctiluca in the Gulf of Oman and the Arabian Sea have been intensifying in recent 22 years posing a threat to regional fisheries and the long-term health of an ecosystem supporting a 23 coastal population of nearly 120 million people. We present the results of a microscopic data 24 analysis to investigate the onset and patterns of the Noctiluca (mixotrophic dinoflagellate Noctiluca 25 scintillans) blooms, which form annually during the winter monsoon in the Gulf of Oman and in the 26 Arabian Sea. Our approach combines methods in physical and biological oceanography with 27 machine learning techniques. In particular, we present a robust algorithm, the variable-length 28 Linear Dynamic Systems (vLDS) model, that extracts the causal factors and latent dynamics at the 29 microscopic population-level along each individual drifter trajectory, and demonstrate its 30 effectiveness by using it to test and confirm previously benchmarked macroscopic scientific 31 hypotheses. The test results provide microscopic statistical evidence to support and recheck the 32 macroscopic physical and biological Oceanography hypotheses on the Noctiluca blooms; it also 33 helps identify complementary microscopic dynamics that might not be visible or discoverable at the 34 macroscopic scale. The vLDS model also exhibits a generalization capability (inherited from a 35 machine learning methodology) to investigate important causal factors and hidden dynamics 36 associated with ocean biogeochemical processes and phenomena at the population-level. 37 38 39 KEY WORDS: Noctiluca blooms; GDP Lagrangian drifters; Microscopic hypothesis testing; Variable-40 length Linear Dynamical Systems (vLDS); Machine learning and artificial intelligence; Latent 41 variables; Expectation Maximization algorithm 42 Introduction 43 Background 44 Recent advances in Data Science and Machine Learning have produced great successes in a variety 45 of data-driven modeling for interdisciplinary scientific problems concerning complex natural 46 phenomena, in Marine Ecology [1-6], Climatology [7], Oceanography [8-11], Geoscience [12], 47 Computer Vision [13-15], Social Science [16], Computational Neuroscience [17-20], Speech and 48 Language Processing [21-23], and Environmental Health Science [24]. Here we use these techniques 49 to investigate the onset and patterns of the Noctiluca winter monsoon blooms, which form annually 50 and with predictable regularity in the Gulf of Oman and in the Arabian Sea. Our approach relies on 51 a combination of satellite and drifter derived oceanographic data and machine learning techniques.
162
The benefit of vLDS is threefold. First, it provides statistical evidence in a direct and zoomed-in These test results support the claim that the assumption on the vLDS model is natural. Moreover, 195 the recovered, summarized, and predicted latent dynamics (rather than the observed time series) 
Data collection
210 The Arabian Sea (coordinate range ~5 to 28° N, 45 to 75° E) is predominantly located in the tropics 211 ( Fig 1A) , and it has one of the most energetic current systems driven by the seasonally reversing Combining multiple dataset 261 We merged the satellite data with the buoy data to generate a Lagrangian dataset. It is a collection 262 of multivariate time series for each drifter with a unique id to combine the information from the 263 satellites, namely, Chl a, CDOM, KD490, T865, PAR, and SST4, and the data associated with the drifters 264 including id, time, latitude, longitude, velocity components, speed, and distance to the coast.
265 Fourteen features were selected in our experiments ( 
303 In our implementation, we have applied the interpolation process to the chlorophyll a 304 concentration, distance to the nearest coast, and all other predictors. As an illustration of the 305 interpolation process, we display the distance to the nearest coast [42] with a resolution of in 4
306 Fig 4A and 
313
Using the multidimensional interpolation procedure described above, we map the satellite In the other case, if this percentage of 'NaN' values is larger than the threshold, the data quality 372 for this particular float is considered to unsuitable for interpolation. We split the discontinuous 373 series into smaller continuous series on 'chlor_a'. We loop through the time series on 'chlor_a' and 374 split it into smaller continuous series on 'chlor_a'. Moreover, we assign a new derived float id to each 375 newly generated shorter series, by adding a small increment 0.03 to the original float id. Also, we 376 drop any series on 'chlor_a' of length 1. See Fig 6 for an example, in which we split the time series 377 on 'chlor_a' into 5 different shorter series, and we drop three series of length 1. 397 taking the expectation over the latent variables , and maximizing the log-likelihood of the | 398 complete data , where is the model parameter from the previous iteration and is the { , | } 399 parameter that we are seeking at the current iteration. In the expectation step, with the parameter
400
, the mean and the variance of the posterior marginal latent variables at time | , , ,…
401
(see float 1 in Fig 7A) and the mean and the variance of the posterior marginal latent variable | 402 based on the information at all time (see float 1 in Fig 7B) , are calculated using the , , ,… 403 forward and backward iterations. Here, is the total length of a particular time series on a float. 
Variable-length Linear Dynamical Systems (vLDS)
419 In this study, each float generates one or more statistically independent time series of the Chl a 420 concentration, due to the interpolation or splitting process discussed in the "Data Preprocessing"
421 Section. For the preprocessed dataset with 186 floats, we treat it as multiple multivariate time 422 series, each with a unique id. Also, we note that the lengths of the time series in the dataset are 423 mostly different, due to the irregularity in the longevity of the floats. The variable-length Linear 424 Dynamical Systems model is specifically designed for this situation, and it summarizes and recovers 425 the latent dynamics from multiple multivariable time series with a different time span.
427
To fit the vLDS model, we start with some initial parameter , which is shared across all floats in 428 the dataset. We keep the superscript here. The Expectation step is carried out on each float id, 439 It is possible that some of the components of , for instance, the in our study, as demonstrated 865 440 in the "Discussion & Conclusion" Section, are not much involved in the latent dynamics. Therefore, 441 the dimension of the latent space recovered by the latent variable might be smaller than the 442 dimension of the observations . In this study, the latent dimension in , as determined by the 443 cross-validation procedure, turns out to be 11, and the dimension of the observations is 12.
445
To test our benchmarked hypotheses in the "Background" Section, we first generate the predicted 446 values of by using the equation (1) with the recovered latent variables from the vLDS model. 495 has an addition summation sign running through in Equation (4). We use , instead of = 1, 2…
496
, to denote the length of the time series of the float Given the fact that the derivative of a linear .
497 combination of functions is a linear combination of derivatives of each function, we can write the 498 updating formula for the maximization step as:
(3) (4) 499 500 Each Expectation-Maximization cycle of the LDS model for Gaussian random variables is 518 guaranteed to increase the value of the complete data log-likelihood. Therefore, a standard stopping (5)
519 criteria for the Expectation-Maximization algorithm is based on the complete data log-likelihood in 520 Equations (2), (4) with a relative tolerance and maximum iteration . = 10 -4 100 521 522
One of the key model parameters in the LDS modeling is the dimension of the latent space, 523 namely, the number of components in the latent variable . It is the dimension of the subspace 524 generated by the projection of the full feature space onto the latent subspace, whose projection back 525 onto the full feature space in Equation (1) 530 the parameter and choose the optimal that achieves the maximum complete data log-likehood 531 on the test dataset. More specifically, we group the dataset by float ids. We hold a portion of the 532 floats ids and consider them as the heldout dataset. We take the rest of the float ids as the cross-533 validation dataset. In the cross-validation step, we split the cross-validation set evenly into 10 folds.
534 Each time we take one fold as the testing dataset, we take the rest as the training dataset. We fit the 535 vLDS parameter on the training dataset and compute the complete data log-: = { , ,Γ,Σ, ,V 0 } 536 likelihood on the testing dataset using this newly fitted parameter . The complete data log-537 likelihood is averaged for different testing fold for a fixed . Then, we repeat the process for different 538 values of . See Table 2 With the optimal value of the latent space dimension identified, we fit the vLDS model one = 11 553 more time with the full cross-validation dataset to generate the vLDS model parameter. In Fig 9, we 554 display the log-likelihood convergence of the Expectation-Maximization algorithm for the complete 555 cross-validation dataset and five individual floats in the cross-validation dataset. We note that from 556 Equations (2) -(4), the log-likelihood of the complete cross-validation dataset is the sum of the log- 574 The model captures this correlation with some overshooting or undershooting in certain regions.
575 Also, 't865', the aerosol optical thickness over water, turns out to be independent of the chlorophyll 576 a concentration and other ocean profiles. Moreover, the spatial information, namely, the longitude, 577 latitude, velocity, speed of the float, and distance from the nearest coast, is all well recovered by the 578 vLDS model (lat and spd are not shown in Figs 10, 11 due to space limitations).
580
We next examine on the robustness of the vLDS model. The floats in the heldout dataset are not 581 used in the cross-validation process or the model's parameter estimation process. Therefore, the 582 heldout dataset is totally unknown to the vLDS learning algorithm. We use the cross-validated latent 637 dispersal, and biological environments (Fig 10, 11 , Table 3 .) The model's generalization capability
