Abstract: A uniform circular array (UCA) can provide 360 azimuthal coverage and can be steered in any direction in two-dimensional (2-D) space without changing the shape of the pattern. These attractive features led to the rapid development of direction-of-arrival (DOA) estimation techniques using a UCA. However, most of the previous work on DOA estimation based on a UCA only utilized the time-space statistical information available from the array signals and did not exploit the inherent sparsity of the underlying signal in space domains. In this paper, we develop a new circular array DOA estimation approach that can achieve spatial sparsity, and thus improve spatial resolution, by imposing penalties based on the l 1 -norm. Our approach differs from most other circular array DOA estimation methods not only in its recognition of the concept of phase modes but also in how it imposes the spatial sparsity constraint on the impinging signal wave fields to achieve better DOA estimation performance. It turns out that our approach, in essence, applies the compressive sensing technique to the modal array signal processing and does not need to reconstruct the correlation matrix or its inverse, so can work well when the sources are coherent. Computer simulations with several frequently encountered scenarios, such as a single source and two closely spaced coherent sources, indicate the superior DOA estimation resolution of our proposed approach as compared with existing techniques. In addition, from a statistical viewpoint, the performance of our proposed approach is investigated more closely by considering the root-mean-square error (RMSE) versus the signal-to-noise ratio (SNR), number of snapshots, or number of sensors, and its excellent DOA estimation accuracy is demonstrated.
INTRODUCTION
In array signal processing, direction-of-arrival (DOA) estimation is a problem of interest in a variety of applications, including sonar, radar, navigation, and other fields [1] [2] [3] . During the last half century, several standard array apertures have been designed. One of the simplest and most practical arrays is the uniform linear array (ULA). Its advantage is the simplicity of its construction and analysis [4] . Accordingly, many classical DOA estimation algorithms have been developed with a ULA [5] [6] [7] [8] . However, a ULA can only provide 180 azimuthal coverage and its beam becomes broad as the array is steered away from the boresight [9] .
In contrast, a uniform circular array (UCA) has several obvious advantages over a ULA: (1) it can provide 360 azimuthal coverage and, if necessary, can also provide elevation angle information; (2) its beam can be steered in any direction in two-dimensional (2-D) space without changing the shape of the pattern [10] . These attractive features led to the rapid development of DOA estimation techniques using a UCA. In the literature, the DOA estimation algorithms using a UCA can be divided into two Ã e-mail: songhaiyan0508@hrbeu.edu.cn y e-mail: cyyang@npu.edu.tw major categories: one is the classical array signal processing algorithm, which is applied directly to the individual sensors of the array [11] , and the other is the modal array signal processing algorithm based on the concept of phase modes, which is essentially Fourier analysis of the array excitation function and synthesizes a beamspace manifold similar to that of a ULA [12] . When a UCA is excited using circularly symmetric phase modes, a wide range of applications become possible and certain novel signal processing techniques can be carried out rather easily. Motivated by this observation, this paper mainly deals with the DOA estimation problem by the second approach.
DOA estimation using a UCA based on phase modes has been investigated by many researchers for the past three decades. Mathews and Zoltowski developed an rootmusic algorithm for estimating the azimuth angles of narrowband signals, which operated in beam space and relied on the phase mode excitation technique [13] . Rafaely et al. presented some results of room acoustics analysis based on a spherical microphone array, which employed high-order spherical harmonics for improved spatial resolution [14] . Hu et al. proposed a maximum likelihood method for DOA estimation in the spherical harmonic domain that avoided the division of the spherical Bessel function and can be used at arbitrary frequencies [15] . In [16] , four delay-and-sum (DAS) beamformers formulated in the modal domain and space domain for open and solid spherical apertures respectively were examined through numerical simulations.
However, note that most of the previous work on DOA estimation using a UCA based on phase modes only utilized the time-space statistical information available from the array signals and did not exploit the inherent sparsity of the underlying signal in space domains to achieve super-resolution. This can be realized by resorting to compressive sensing (CS), which is a novel sensing/ sampling paradigm that goes against the conventional sampling rate [17] . With the rapid development of the theory and algorithms for sparse recovery in finite dimensions, CS has attracted considerable attention in signal processing [18, 19] and has already inspired some notable investigation in the context of DOA estimation [20] . Gorodnitsky and Rao considered DOA estimation as an underdetermined problem and used the FOcal Underdetermined System Solver (FOCUSS) to find its sparse solutions [21] . Malioutov et al. enforced the spatial sparsity by imposing penalties based on the l 1 -norm and improved the performance of CS in DOA estimation by singular value decomposition (SVD) of the data matrix [22] . In aero acoustics, Simard and Antoni investigated the problem of acoustic source identification from a limited number of measurements delivered by a microphone array as a basis pursuit problem in the context of CS [23] . In ocean acoustics, Edelmann and Gaumond applied CS to beamforming of measured underwater acoustic data obtained from the BASE07 experiment [24] . Angeliki and Peter analyzed in detail the performance of CS in DOA estimation in terms of the discretization of the angular space, the coherence of the sensing matrix, and the signalto noise ratio (SNR) [25] .
Prior research has established CS as a valuable tool for array signal processing, although it is mainly based on the sensor space, and seldom considers the modal space. In contrast, the algorithms presented here are not solely based on the foundations of classical array signal processing and the CS technique but are also based on classical wave propagation theory and the phase mode concept. Concretely speaking, the motivation of this paper is to achieve superior DOA estimation resolution and higher estimation accuracy by applying the CS technique to modal array signal processing. The main contributions of the paper are as follows: (1) to the best of our knowledge, this is the first study in which CS is introduced to modal array signal processing for DOA estimation; (2) different from most of the former DOA estimation algorithms, the present algorithm does not need to reconstruct the correlation matrix or its inverse and can work well when the sources are coherent.
The remainder of the article is organized as follows. Section 2 presents the acoustic circular array signal model in modal space. In Sect. 3, the basic concepts of CS are introduced and the acoustic circular array DOA estimation algorithm in modal space using the sparsity constraint is investigated. Section 4 analyzes the numerical results in detail using synthetic data, including spatial spectrum curves and statistical performance analysis in terms of root mean square error (RMSE) versus the SNR, number of snapshots, or number of sensors. Finally, the conclusions are summarized in Sect. 5.
CIRCULAR ARRAY SIGNAL MODEL IN MODAL SPACE
A circular array is a practical and versatile soundmeasurement system and its far-field measurement model was introduced into array signal processing over a decade ago [26] . The purpose of this section is to present the acoustic circular array signal model and show some typical modal array signal processing algorithms, such as the eigen-beamformer (EBF), which will be used in the remainder of this article.
Acoustic Wave Field in Cylindrical Coordinates
Assume there is a point source located sufficiently far from a cylinder of radius a. The impinging sound wave interacting with the cylinder can therefore be regarded as planar. According to acoustic scattering theory and phenomena, the total acoustic wave field around a scattering object will be the superposition of the incoming and scattered waves. For simplicity, assume the incoming plane wave travels in a direction perpendicular to the cylinder's axis, i.e., ' ¼ %=2, as shown in Fig. 1 . 0 represents the incidence azimuth angle. For an acoustically rigid cylindrical scatter, whose acoustic impedance is much higher than that of the sound propagation medium, the sound pressure in cylindrical coordinates ðr; ; ' ¼ %=2Þ can be expressed as [11] Pðkr; Þ ¼ P inc ðkr; Þ þ P scat ðkr; Þ 
where the subscripts ''inc'' and ''scat'' respectively denote an incoming wave and a scattered wave, k ¼ 2% f =c is the wave number, f denotes the frequency, c is the acoustic velocity, J m denotes the spherical Bessel function, H m represents the spherical Hankel function, j is defined as the imaginary unit, and the prime ðÁÞ 0 denotes the derivative with respect to the argument.
If the cylinder is not present, the scattered wave will not exist and the acoustic wave field in cylindrical coordinates can be expressed as
which can also be obtained by applying the plane-wave expansion in a Fourier series form [10] .
Circular
Array Signal Representation and Conventional Modal Array Signal Processing Algorithms Thus far, we have shown the acoustic wave field in cylindrical coordinates. We now investigate the circular array output. For simplicity, we describe the prevailing narrowband array signal model in the far field of a UCA, which is used in the remainder of this article. Let the UCA under consideration consist of N sensors with equal spacing, located on the x-y plane as depicted in Fig. 2 .
It has been proven by theoretical and experimental research that only a limited number of modes can be excited by a given circular aperture [27] . The highest-order mode that can be excited by the aperture at a reasonable strength is given as
According to the discussion above, the sound pressure on the circular aperture, with radius a, can be expressed as
To simplify the notation, the acoustical transfer function b m ¼ j m J m ðkaÞ is introduced and the acoustic wave field in cylindrical coordinates can be rewritten as
where P m ¼ b m e À jm 0 is referred to as a mode or eigenbeam (EB) of order m, which is of paramount importance for the modal array signal processing algorithms [28] . Figure 3 shows the modal magnitude response of the first six eigenbeams, 20 log 10 kP m k, m ¼ 0; 1; Á Á Á ; 5. We can see that (1) for low ka, only the zero order is present; (2) for higher ka, more modes emerge. Once a mode has reached a certain strength, it can be used by the modal array signal processing algorithms, such as the EBF.
Next we consider K narrowband signals s k ðtÞ, k ¼ 1; Á Á Á ; K, impinging on the circular array at azimuth angles k , k ¼ 1; Á Á Á ; K. Then the output of the n th sensor can be given by
Given that the measurement of the array output is corrupted by additive noise, the array output Pðka; tÞ can be expressed as the compact matrix form The symbols in Eq. (7) have the following meaning: Pðka; tÞ ¼ ½P 1 ðka; tÞ; P 2 ðka; tÞ; Á Á Á ; P N ðka; tÞ T , the sensor space output matrix;
AðÞ ¼ ½að 1 Þ; að 2 Þ; Á Á Á ; að K Þ , the array manifold matrix in modal space; að k Þ ¼ ½e À jM k ; e À jðMÀ1Þ k ; Á Á Á ; e jM k T , the steering vector in modal space;
SðtÞ ¼ ½s 1 ðtÞ; s 2 ðtÞ; Á Á Á ; s K ðtÞ T , the source signal matrix;
nðtÞ ¼ ½n 1 ðtÞ; n 2 ðtÞ; Á Á Á ; n N ðtÞ T , the noise matrix. Equation (7) is simply the circular array signal model. Note that the circular array can provide 360 azimuthal coverage and its beam can be steered in any direction in 2-D space without changing the shape of the pattern. In addition, the array manifold matrix in modal space AðÞ is a Vandermonde matrix and contains all the azimuth angle information . Our aim is to estimate the azimuth angle from Eq. (7).
By applying the transforming matrix
to the sensor space data matrix in Eq. (7), we obtain the modal space data matrix
where XðtÞ denotes the modal space outputs and NðtÞ ¼ T nðtÞ represents the noise field. It can therefore be observed that after applying this transformation T , we synthesize a manifold in modal space similar to that of a ULA. In other words, we obtain a single ''virtual'' linear array. Now, the standard sensor-space DOA estimation algorithms (such as conventional beamforming (CBF), the minimum-variance distortionless response beamformer (MVDR) and multiple signal classification (MUSIC)) can be directly applied to the modal space. CBF is a natural extension of classical Fourier-based spectral analysis to sensor array data [29] . This algorithm can be applied to the modal space and results in the socalled EBF MVDR attempts to minimize the power contributed by noise and by any signals arriving from directions other than while maintaining a fixed gain in the ''look direction'' [30] . It can be viewed as a sharp spatial bandpass filter, and its corresponding ''modal space'' formulation (EB-MVDR) can be represented as
The MUSIC method utilizes the eigenvalue decomposition of the spatial covariance matrix to obtain the noise subspace U n , which can be calculated by the following steps:
Step 1: Take the eigen-decomposition of the covariance matrix.
Step 2: Determine the signal eigenvalues and noise eigenvalues according to number of the source signals.
Step 3: Find the noise eigenvectors corresponding to the noise eigenvalues.
Step 4: The noise subspace U n is composed of the noise eigenvectors and can be determined.
Once the noise subspace has been estimated, a search for the DOA is made by looking for steering vectors that are as orthogonal to the noise subspace as possible [31] . The corresponding formulation (EB-MUSIC) in modal space can be given as
CIRCULAR ARRAY DOA ESTIMATION IN MODAL SPACE BASED ON COMPRESSIVE SENSING
In this section, we first review the basic concepts of CS and give a brief introduction to the sparse signal recovery algorithm. We apply the CS technique to modal array signal processing to improve the DOA estimation performance. 
Compressive Sensing Problem and Sparse Signal
Recovery Algorithm The Shannon/Nyquist sampling theorem specifies that to avoid losing information when capturing a signal, the sampling rate must be at least twice the maximum frequency present in the signal (the so-called Nyquist rate). In many engineering applications, the Nyquist rate is so high that too many samples are obtained. CS is a novel sensing/sampling paradigm that captures and represents compressible signals at a rate significantly below the Nyquist rate [32] .
Generally speaking, many natural signals can be expressed in a convenient orthonormal basis. For example, any signal x 2 R N can be expanded in an orthonormal basis É ¼ ½ 1 ; 2 ; Á Á Á ; N as follows:
where
The signal x is sparse in a strict sense since all but a few of its entries are zero; we will call the signal x K-sparse if it is a linear combination of at most K basis vectors, that is, there are at most K nonzero entries in s.
The signal x is compressible in the sense that Eq. (12) has only a few large coefficients and many small coefficients. In other words, we can discard a large fraction of the coefficients without much loss [33] .
Consider a general linear measurement process that computes M < N inner products between x and a collection of vectors f j g M j¼1 as y j ¼ hx; j i or y ¼ Èx ð13Þ
By substituting Eq. (12) for x in Eq. (13), y can be written as
where the sensing matrix Â ¼ ÈÉ is the product of the measurement matrix È MÂN and the transformation matrix É NÂN . Equation (14) is a typical CS problem, which involves designing a reconstruction algorithm to recover s from only M % K measurements y.
The sparse signal recovery algorithm involves using the M measurements in the vector y, the measurement matrix È, and the transformation matrix É to reconstruct the length-N signal x or, equivalently, its sparse coefficient vector s. In the case that M < N, Eq. (14) is underdetermined and does not have a unique solution.
The classical approach to Eq. (14) is to find the solution with the minimum energy (l 2
where s:t: denotes ''subject to.'' This optimization problem has the convenient analytic solution
However, l 2 -norm minimization aims to minimize the signal energy, rather than its sparsity, hence it will almost never find a K-sparse solution. By definition, an ideal measure of sparsity is the number of non zero entries in s, which is mathematically called the l 0 -norm (denoted by ksk 0 ), so we can impose sparsity on s by minimizing the l 0 -norm as follows:
Unfortunately, Eq. (17) is a difficult combinatorial optimization problem and its solution is both numerically unstable and NP-hard. Many algorithms to solve this problem, including greedy algorithms (such as matching pursuit, stepwise regression, and their variants), as well as l 1 and l p relaxations, where the l 0 -norm is replaced by the l 1 -norm and l p -norm (0 < p < 1), respectively [34] . For the latter two, it has been proved recently that if the signals are sufficiently sparse with respect to the sensing matrix, Eq. (17) is equivalent to the following problem:
This is a convex optimization problem, which can be reduced to a linear program known as basis pursuit [35] , whose computational complexity is about OðN 3 Þ. Moreover, due to the convexity of the l 1 -norm, it is convenient for finding the global optimum.
Compressive Sensing for DOA Estimation in
Modal Array Signal Processing Now, we start to formulate the DOA problem as a sparse representation problem, and for simplicity we first consider the single-snapshot case. Let f 1 ; 2 ; Á Á Á ;ñ; Á Á Á ; Ñg (ñ 2 ½0
; 360 ) be a sampling grid in all directions of interest. We construct the sensing matrixÃ formed by steering vectors corresponding to each potential source direction as its columns,
whereÃ is an overcomplete representation in terms of all possible source directions. Furthermore, we reformulate the signal field SðtÞ by a newÑ Â 1 vectorSðtÞ, whose n-th elements n ðtÞ is nonzero and equal to s k ðtÞ if source k originates from n for some k and zero otherwise. Then, the DOA problem is recast as the following sparse representation problem as shown in Fig. 4 
[36]:
XðtÞ ¼ T Pðka; tÞ ¼ÃSðtÞ þ NðtÞ ð 20Þ
Generally speaking, the actual number of sources is small compared with the total number of possible source directions of interest, so the underlying spatial spectrum is sparse, and we can solve Eq. (20) by the l 1 -norm methodology described in Sect. 3.1. In the presence of the noise field NðtÞ, Eq. (20) can be solved as [25] min kSðtÞk 1 s:t:
where " is the upper bound for the noise energy (l 2 -norm). For some particular scenarios, such as nonstationary sources, single-snapshot processing may have its own advantages and we can solve Eq. (21) for each snapshot sequentially. However for stationary sources, DOA estimation with multiple snapshots is of greater practical importance and has the following form:
XðtÞ ¼ÃSðtÞ þ NðtÞ; t 2 ft 1 ; Á Á Á ; t T g ð22Þ 
However, because the signal is generally sparse in space, not in time, the numerical solution to Eq. (23) is somewhat complex. To accommodate this issue, we should first compute the l 2 -norm of all time samples of a particular spatial index ofS, such asS 
where ' is the upper bound for the noise energy (l 2 -norm).
In effect, Eqs. (21) and (24) are both convex optimization problems and can be readily handled by the l 1 -MAGIC package [37] , SeDuMi software [38] , the CVX toolbox, and so on [39] . In this article, we propose the use of the CVX toolbox, which is a modeling system for constructing and solving disciplined convex programs (DCPs) and supports a number of standard problem types, including linear and quadratic programs (LPs/QPs), second-order cone programs (SOCPs), and semidefinite programs (SDPs). Most importantly, it can also solve much more complex convex optimization problems, including many involving non differentiable functions, such as l 1 -norms [40] . For convenience, we refer to the CS DOA estimation algorithm in modal space as eigenbeam-CS (EB-CS).
NUMERICAL SIMULATIONS
In this section, we evaluate the performance of the proposed techniques for different scenarios. First, we compare the spatial spectrum for a single source, followed by two closely spaced sources that are strongly correlated (coherent signals). Finally, we discuss and present the results of a statistical performance analysis in terms of the RMSE. In all simulations, the array SNR for a single snapshot is defined in decibels as
where knðtÞk 2 represents the noise l 2 -norm and kFBAðÞSðtÞk 2 represents the signal l 2 -norm.
Spatial Spectrum for a Single Source
Consider a uniform circular array of radius a ¼ 0:75 m with twelve sensors. A single narrowband source signal in the far field impinges on the circular array with a DOA of 125
. The signal frequency is 1.5 kHz, the total number of snapshots is 24, and the SNR is 5 dB. The numerical results under these conditions are shown in Fig. 5 .
Figures 5(a) and 5(b) respectively show the spatial spectrum estimation results from a single source at 125 in rectangular coordinates and polar coordinates. It is observed that owing to the Rayleigh resolution limit of the physical aperture, EBF has the widest main lobe and the highest sidelobes. In addition, by making use of the highresolution processors (MVDR and MUSIC), both EB-MVDR and EB-MUSIC can overcome the Rayleigh limitation and have narrower main lobes and lower sidelobes than EBF. However it is noteworthy that among all the algorithms, EB-CS has the lowest sidelobes (about À25 dB) and the narrowest spectrum peak indicating the true source. This is mainly because the inherent spatially sparse characteristics of the underlying array signal are exploited by EB-CS to achieve better performance. The numerical results in this section show that for a single source scenario, our proposed EB-CS algorithm has superior DOA estimation performance to the other algorithms, such as lower sidelobes and higher spectrum peaks.
To investigate the relationships among spatial sensitivity, methods, and frequency, we keep the above simulation conditions unchanged, except for the frequencies, which are set to 500 and 900 Hz. The simulation results are shown in Fig. 6 .
It is clearly shown that the main lobes for all the methods become wider as the frequency decreases. In other words, the spatial resolution deteriorates as the frequency decreases when the array structure is fixed. This phenomenon coincides with the fact that for the same spatial resolution, the frequency and the array aperture have an inverse relationship. More precisely, if the array aperture is fixed, the spatial resolution improves as the frequency increases and deteriorates as the frequency decreases.
Spatial Spectrum for Two Closely Spaced Coherent Sources
To illustrate the power of our methodology, we keep the above simulation conditions unchanged but consider two coherent sources with distinct DOAs of 90 and 120 , and an SNR of 20 dB. Unfortunately, the strong correlation between the two coherent signals will decay the rank of the data covariance matrix R, so the forward and backward spatial smoothing method for decorrelation is adopted in the EB-MVDR and EB-MUSIC algorithms [29, 41] . Also note that EB-CS does not need to reconstruct the correlation matrix or its inverse and can work well when the sources are coherent. The numerical results are shown in Fig. 7 .
Figures 7(a) and 7(b) show the spatial spectrum results for two coherent sources at 90 and 120 in rectangular and polar coordinates, respectively. As we have already noted, owing to the inherent Rayleigh resolution limit, EBF cannot distinguish the two distinct DOAs at all. Meanwhile, EB-MVDR and EB-MUSIC suffer from serious performance degradation (the notches between the two spectrum peaks are very shallow) and can hardly distinguish the two coherent sources. In contrast, EB-CS can directly deal with the coherent sources and resolve the two closely spaced sources as shown by the sharper spectrum peaks. Thus, under the challenging scenario of more closely spaced coherent sources, our proposed EB-CS algorithm can achieve superior DOA estimation resolution and higher estimation accuracy. (a) 500 Hz.
(b) 900 Hz. 
Spatial Spectrum under Different SNRs
The numerical results described in Sect. 4.2 are under a fixed-SNR condition, and the spatial spectrum curve for each algorithm is plotted only once. Now, we illustrate the superior performance of the proposed EB-CS algorithm by superposing the spatial spectrum curves multiple times under different SNRs. The simulation conditions are similar to those in Sect. 4.2, except for the SNR, which is respectively 40, 30, and 20 dB. We present the numerical results in Fig. 8 . Figure 8 (a) shows the numerical results when the SNR is 40 dB. It is clearly seen that due to the inherent Rayleigh resolution limit, EBF cannot distinguish the two distinct DOAs at all, while the other three algorithms (EB-MVDR, EB-MUSIC, and EB-CS) can resolve the two sources from 90 and 120
. In comparison, EB-CS takes advantage of the spatial sparsity information and can achieve better DOA estimation performance, such as sharper spectrum peaks and lower sidelobes. To investigate the performance of the above-mentioned algorithms comprehensively, we further (a) SNR=40 dB.
(b) SNR=30 dB.
(c) SNR=20 dB. the notches between the two spectrum peaks are only about À20 dB, which is much shallower than À60 dB when the SNR is 40 dB. However, it is noteworthy that regardless of the SNR, EB-CS still has the lowest sidelobes and the sharpest peaks. These numerical results indicate that our proposed EB-CS algorithm is highly robust against noise and outperforms the other algorithms, especially under low SNRs.
Statistical Analysis of Performance
Thus far, we have shown the spatial spectrum curves resolving two closely spaced coherent sources. We now investigate the performance of the above-mentioned algorithms more closely from a statistical viewpoint by considering the RMSE of DOA estimation for different SNRs, numbers of snapshots, and numbers of sensors. The RMSE is defined as
where S is the number of Monte Carlo trials, ðsÞ is the estimated DOA value in the s th Monte Carlo simulation, and 0 is the true DOA value.
RMSE vs SNR
In this simulation, two signals with equal powers arrive at a 12-element circular array of radius 0.75 m with incidence angles of 60 and 120
. The number of snapshots is 24 and the number of Monte Carlo trials is 50 (each point in the plot is the average of 50 trials). The SNR is varied from 0 to 20 dB. Figure 9 shows the performance of the algorithms tested versus SNR.
It is clearly seen in Fig. 9 that the RMSEs for all the algorithms decrease as the SNR increases. This phenomenon coincides with the fact that the algorithm performance improves as the SNR increases and deteriorates as the SNR decreases. However, note that EB-CS has the lowest RMSE at all times, especially at a low SNR. For example, in Fig. 9(a) , when the SNR is 6 dB, the RMSE for EB-CS is only 1.5 , while those for EB-MUSIC, EB-MVDR, and EBF are 2.5, 3.2, and 4.5 , respectively. This is mainly because EB-CS takes full advantage of the inherent spatially sparse characteristic of the underlying array signal to achieve better DOA estimation accuracy. Thus, this numerical simulation illustrates the superior performance of our proposed EB-CS algorithm against noise.
RMSE vs number of snapshots
In this example, the RMSE as a function of the number of snapshots is examined. The simulation conditions are the same as in Sect. 4.4.1 except that the SNR is set to 10 dB and the number of snapshots is changed from 2 to 64. Figure 10 displays the performance of the methods tested versus the number of training snapshots for the fixed SNR of 10 dB.
As is well known, although CBF suffers from the inherent Rayleigh resolution limit, it is robust against a small number of snapshots. Thus, the RMSE curve for EBF is almost flat (about 4 ) except for an extremely small number of snapshots. In addition, it has been theoretically proven that the conventional high-resolution processors (such as MVDR and MUSIC) suffer serious performance degradation if the training sample size (or snapshot) is small. Thus, it is clearly seen that the RMSE for EB-MVDR or EB-MUSIC increases as the number of snapshots decreases. For example, in Fig. 10(a) , when the number of snapshots is 30, the RMSE for EB-MVDR is only 0. 8 . However, when the number of snapshots is decreased to 8, the RMSE increases to 1.6 . As we have analyzed in Sect. 3, EB-CS can be directly applied in the single-snapshot case, so it is more robust against small numbers of snapshots. In comparison, EB-CS has lower RMSEs than the other algorithms all the time. Concretely speaking, the RMSE curves of EB-CS are almost stationary and invariant (about 0.7 ) as shown in Fig. 10 . Meanwhile, (a) RMSE for target 1 (60°).
(b) RMSE for target 2 (120°). note that only EB-CS has a negligible performance degradation (RMSE increases to 1.2 ) when the number of snapshots is less than 20. This numerical simulation illustrates that our proposed EB-CS algorithm is highly robust against small numbers of snapshots.
RMSE vs number of sensors
In the final example, we investigate the RMSE as a function of the number of sensors. The SNR is set to 10 dB and the number of sensors is varied from 8 to 20, while the other parameters remain unchanged. Figure 11 shows the performance of the methods tested versus the number of sensors.
It can be seen from Fig. 11 that with increasing number of sensors, a slight decrease in the RMSE occurs for all the algorithms. This corresponds to the fact that the array aperture determines the algorithm performance to some extent. Generally speaking, a large aperture will achieve superior DOA estimation resolution and higher estimation accuracy. However, note that EB-CS outperforms the other algorithms all the time, especially when the number of sensors is small (such as less than 10). This numerical simulation illustrates that our proposed algorithm is highly robust against a small number of sensors.
CONCLUSION
A circular array DOA estimation algorithm in modal space using the sparsity constraint has been proposed in this paper. Concretely speaking, we propose a circular array DOA estimation algorithm that exploits the inherent sparsity of the underlying signal in space domains to achieve superior DOA estimation resolution and higher estimation accuracy. It turns out that (1) our approach is not solely based on the foundations of modal array signal processing but is also based on the CS technique; (2) our approach does not need to reconstruct the correlation matrix or its inverse and can work well when the sources are coherent. The excellent performance of our proposed approach for DOA estimation is demonstrated via a number (a) RMSE for target 1 (60°).
(b) RMSE for target 2 (120°). (a) RMSE for target 1 (60°).
(b) RMSE for target 2 (120°). of numerical examples. The conclusion that can be drawn from the computer simulation results is that our method can achieve better DOA estimation performance, such as the superior resolution and higher accuracy, than the existing techniques even in a noisy and coherent environment with a small number of snapshots.
