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Abstract
In this paper we prove a general approximation result for reflected stochastic differential equations
in bounded domains satisfying conditions reorganized by Ren and Wu [6]. Then we show that it
includes Wong-Zakai approximation, mollifier approximation, etc.
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1 Introduction
The approximation of stochastic differential equations on a domain D has been a much studied
probelm after the work of Wong and Zakai [9]. Wong and Zakai found the relationship between stochastic
differential equations and ordinary differential equations. Their result shows that if the Brownian motion
in stochastic differential equation is replaced by its linear interpolation, we get an ordinary differential
equation which can approximate the corresponding Stratonovish stochastic differential equation. The
approximation is the so-called Wong-Zakai approximation. This result was improved by Ikeda, Nakao
and Yamato [4] and by Ikeda and Watanabe [3]. They extended linear interpolation to more general
Wiener transform. They can do this, since σ(Xδs )dB
δ
s converges in some way under their assumption
(Assumption 1.4 below). When it comes to the approximation of the reflected stochastic differential
equation, it’s necessary to mention the work of Zhang [10] and the work of Aida and Sasaki [1]. They
established the Wong-Zakai approximation of reflected stochastic differential equations respectively, but
Zhang employed an adapted version of the Wong-Zakai approximation which is helpful when people use
BDG’s inequality and Ito’s formula.
Existence and uniqueness of reflected stochastic differential equation were proved by Lions and Sznit-
man [5] when D is a bounded open set satisfying admissible condition. After that, this result were
extended to the unbounded domain by Saisho [8], and he removed the admissible condition. Here admis-
sible means that D can be approximated in some sense by smooth domains.
However, the general approximation of reflected differential equation based on Assumption 1.4 has
not yet been touched. In this paper we get such an approximation and show that it includes Wong-Zakai
approximation, mollifier approximation, etc. The way we employ is similar to Zhang’s. Actually, to
bound dBδudB
δ
s , we must use Itoˆ’s formula at a length of δ˜ (= nδ, see definition before Lemma 3.7), and
it makes another method no longer doable. We refer to the paper of Ren and Wu [6] when dealing with
dKδudB
δ
s . They have cited Evans and Stroock’s work [2] in their proof, and it also brings us inspiration.
In Section 1 we give some basic definitions and state our main result under an important assumption.
There are several remarks attached below that will be useful in Section 3. In Section 2, we restate the
framework reorganized by Ren and Wu [6], and introduce some results from others’ work. Next, we
provide in Section 3 some moment estimates and the proof of main result. Finally in Section 4, our
examples show that the shifted approximation of Brownian motion includes Wong-Zakai approximation,
mollifier approximation, etc.
Henceafter, we use C[a, b] to represent the space of continuous functions in [a, b], and C[a, b] is the
σ− algebra generated by supremum norm, and Cn[a, b] means C[a, b] × C[a, b] · · ·C[a, b]. Also f(∗ ∧ T )
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is represented by fT (∗) and A . B means that there exists a C ≥ 0 such that |A| ≤ C|B|. For any
f ∈ C[0,∞), we employ notations:
‖f‖ := sup
u∈[0,∞)
|fu| ,
‖f‖C[a,b] := sup
u∈[a,b]
|fu| ,
‖f‖[s,t] := sup
u,v∈[s,t]
|fu − fv| ,
‖f‖[s,t],θ := sup
u,v∈[s,t],u6=v
|fu − fv|
|u− v|θ ,
|f |ts := sup
∆
N∑
k=1
|f (tk)− f (tk−1)| ,
(1)
where ∆ = {s = t0 < · · · < tN = t} is a partition of the interval [s, t]. If s ∈ [kδ, (k + 1)δ), we define
s
δ
:= (k − 2)δ ∨ 0, sδ := (k − 1)δ ∨ 0, sδ := kδ, s¯δ := (k + 1)δ.
Skorohod problem. Let D be a domain in Rd. There is a continuous function h(t) : [0, T ] 7→ Rd
with h(0) ∈ D. We say a pair of functions (x(t), k(t)) is the solution of Skorohod problem (h,D,N ), if
the followng propertys hold.
(i) x(t) = h(t) + k(t), for t ∈ [0, T ].
(ii) x : [0, T ] 7→ Rd is a continuous path in D and x(0) = h(0).
(iii) k : [0, T ] 7→ Rd is a continuous function with bounded variation such that k(0) = 0 and
k(t) =
∫ t
0
n(s)d|k|s0,
|k|t0 =
∫ t
0
1∂D(x(s))d|k|s0,
where n(s) ∈ Nx(s) and Nx is the set of inward normal unit vectors at x ∈ ∂D defined by
Nx =
⋃
r>0
Nx,r,
Nx,r = {n ∈ Rd; |n| = 1, B(x− rn, r) ∩D = ∅}.
Wiener space. We have a probability measure P on (C[0,∞), C[0,∞)), under which the coordinate
mapping process Wt(w) := w(t), 0 ≤ t < ∞, is a standard, r−dimensional Brownian motion. We call
(C[0,∞), C[0,∞), P ) Wiener space.
Approximation of Brownian motion. A family {Gδ(t, f) = (Gδ,1(t, f), . . . , Gδ,r(t, f))}δ>0,
where Gδ : [0,∞)×C[0,∞) 7→ Rr is a measurable map, is called an approximation of Brownian motion,
if it is a class of r−dimensional continuous processes defined over the Wiener space such that
(i) for every w, t 7−→ Gδ(t, w) is piecewise continuously differentiable.
(ii) Gδ(t, ∗) is C[(t− δ) ∨ 0, t+ δ]−measurable and is linear at t = 0.
(iii) Gδ(t + kδ, w) = Gδ (t, θkδw) + w(kδ) for every k = 1, 2, . . . , t ≥ 0 and w, where (θtw) (s) =
w(t+ s)− w(t).
(iv) E[Gδ,i(0, w)] = 0 for i = 1, 2, . . . , r.
(v)
δm−1E
[∫ δ
0
|G˙δ,i(s, w)|2mds
]
≤ C for i = 1, 2, . . . , r,
∀m ≥ 1, δ < 1, where G˙δ,i(s, w) = ddsGδ,i(s, w) and C is a constant dependent on m.
(vi)
E
[∣∣Gδ,i(0, f(∗))∣∣2p] ≤ Cp ∥∥∥E [|f(∗)|2p]∥∥∥
C[0,δ]
for i = 1, 2, . . . , r and p ≥ 1, for any
f(s) = g(w(t1 + s), · · · , w(tn + s), w), w ∈ C[0,∞), tj ∈ R, n ≥ 0,
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is continuous in [0, δ], g is B(Rn) × C[0,∞)−measurable and E
[
|f(s)|2p
]
is continuous in [0, δ]. At the
same time, we call Bδ(t, w) the shifted approximation of Brownian motion, if
Bδ(t, w) =
{
Gδ(t− δ, w), δ ≤ t,
0, 0 ≤ t < δ. (2)
Remark 1.1. According to (vi), let g(x) = x, n = 1 and t1 = 0, for any p ≥ 1, we have
E
[∣∣Gδ,i(0, w(∗))∣∣2p] ≤ Cp ∥∥∥E [|w(∗)|2p]∥∥∥
C[0,δ]
= Cp ‖tp‖C[0,δ] ≤ Cpδp.
Remark 1.2. Since
E
[(∫ (k+1)δ
kδ
∣∣∣G˙δ,i(s, w)∣∣∣ ds)p] = E [(∫ δ
0
∣∣∣G˙δ,i(s, θkδw)∣∣∣ ds
)p]
= E
[(∫ δ
0
∣∣∣G˙δ,i(s, w)∣∣∣ ds)p]
for i = 1, 2, · · · , r, for any 0 < δ < 1, by Ho¨lder’s inequality, we have
E
[(∫ n1δ
0
∣∣∣G˙δ,i1s ∣∣∣ ds
)p1
· · ·
(∫ nrδ
0
∣∣∣G˙δ,irs ∣∣∣ ds
)pr]
. np11 n
p2
2 · · ·nprr δ
1
2 (p1+p2+···+pr). (3)
Let us introduce the following notations:
sij(t, δ) :=
1
2t
E
[∫ t
0
Gδ,i(s, w)G˙δ,j(s, w)−Gδ,j(s, w)G˙δ,i(s, w) ds
]
,
c∗ij(t, δ) :=
1
δ
E
[∫ δ
0
G˙δ,i(s, w)
[
Gδ,j(t, w) −Gδ,j(s, w)] ds]
and
cij(t, δ) :=
1
t
E
[∫ t
0
G˙δ,i(s, w)
[
Gδ,j(t, w) −Gδ,j(s, w)] ds] .
Remark 1.3. We have kcij(kδ, δ) = c
∗
ij(kδ, δ) + (k − 1)cij((k − 1)δ, δ).
Assumption 1.4. There exists a skew-symmetric r× r−matrix (sij) such that sij(δ, δ) −→ sij as δ ↓ 0.
Set
cij = sij +
1
2
δij , i, j = 1, 2, . . . , r. (4)
We have the following result from [3] (Section 7, Chapter VI).
Proposition 1.5. Let k(δ) : (0, 1]→ Z+ such that k(δ) ↑ ∞ as δ ↓ 0. Then
lim
δ↓0
cij(k(δ)δ, δ) = cij .
Now, we consider stochastic differential equation with reflecting boundary ∂D,
Xt = x+
∫ t
0
σ(Xs)dWs +
∫ t
0
b¯(Xs)ds+Kt (5)
and differential equation with reflecting boundary ∂D,
Xδt = x+
∫ t
0
σ(Xδs )dB
δ
s +
∫ t
0
b(Xδs )ds+K
δ
t , (6)
where
b¯l(Xs) = b
l(Xs) +
r∑
i,j=1
d∑
α=1
cijσ
α
i ∂xασ
l
j(Xs), for l = 1, · · · , d,
and x ∈ D¯. The main result of this paper is the strong convergence
E
[‖Xδ,T −XT‖p]→ 0 as δ → 0, ∀p > 0.
3
2 Framework and some results
The domain D, regarded as bounded now, is supposed to satisfy:
(A) There exists a constant r0 > 0 such that for any x ∈ ∂D,
Nx = Nx,r0 6= ∅.
(B) There exist constants δ > 0 and β ≥ 1 satisfying that for any x ∈ ∂D there exists a unit vector
lx such that
〈lx, n〉 ≥ 1/β for any n ∈
⋃
y∈B(x,δ)∩∂D
Ny,
where 〈·, ·〉 denotes the usual inner product in Rd.
(C) There exists a C2b function ϕ on Rd and a positive constant γ such that for any x ∈ ∂D, y ∈ D¯
and n ∈ Nx,
〈y − x, n〉+ 1
γ
〈Dϕ(x), n〉 |y − x|2 ≥ 0.
(D) There exist m ≥ 1, λ > 0, R > 0, a1, . . . , am ∈ Sd−1 and x1, . . . , xm ∈ ∂D such that ∂D ⊂⋃m
i=1 B (xi, R) and x ∈ ∂D ∩B (xi, 2R)⇒ n · ai ≥ λ, ∀n ∈ Nx.
Under the above assumptions, the existence and uniqueness of (5) and (6) are proved by [5]. Here we
have some results.
Lemma 2.1. ([5], Theorem 1.1). Assume (A),(D) hold, then for all h ∈ C([0,∞[,Rd) (with h(0) ∈ D¯),
there exists a unique solution (xt, kt) of the skorohod problem (h,D,N ).
Lemma 2.2. ([1], Lemma 2.4). Assume condition (A) and the existence of the solution (x, k) to the
Skorohod problem for a continuous bounded variation path h. Then the total variation of the solution x
has the estimate:
|x|ts ≤ 2(
√
2 + 1)|h|ts.
Lemma 2.3. ([2], Theorem 3.5). Assume (D) holds and (x, k) is a pair of solutions of the skorohod problem
(h,D,N ), for any 0 ≤ s < t, θ ∈ (0, 14 ),
|k|t0 − |k|s0 ≤ C
(
(t− s)R− 1θ ‖x‖ 1θ[s,t],θ + 1
)
‖k‖[s,t] ,
where R is the constant given by condition (D).
Lemma 2.4. ([1], Lemma 2.3). Assume (A), (B) hold. Let 0 < θ ≤ 1. Then there exist positive constants
C1, C2, C3 which depend only on θ, δ, β and r in the Assumptions (A) and (B) such that
|k|ts ≤ C1
(
1 + ‖h‖C2[s,t],θ(t− s)
)
eC3‖h‖[s,t]‖h‖[s,t]
for all 0 ≤ s < t ≤ T , where (x(t), k(t)) is a pair of solutions to Skorohod problem (h,D,N ).
3 Approximation theorem
We first state our main result.
Theorem 3.1. Under Assumption 1.4, if σ ∈ C2b and b is globally Lipschitz and bounded, then for any
p > 0, we have
E
[‖Xδ,T −XT ‖p]→ 0 as δ → 0,
where X, {Xδ}0<δ<1 are solutions to (5), (6) respectively.
The proof of Theorem 3.1 is accomplished in (70). Let Bt := σ(Ws, s ≤ t) and Ft := σ(Bt ∪ N ),
where N denotes the P -negligible sets under B∞.
Lemma 3.2. There exists a constant Cp such that for any t ∈ [0, T ], 1 ≤ p and 0 < δ < 1.
E
[(
|Xδ|ttδ
)2p]
≤ Cpδp, E
[(
|Kδ|ttδ
)2p]
≤ Cpδp.
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Proof. Assume now
Lδt = x+
∫ t
0
σ(Xδs )dδBs +
∫ t
0
b(Xδs )ds.
Since (
|Lδ|ttδ
)2p
.
(∫ tδ
tn
|B˙δs |ds
)2p
+ (tδ − tδ)2p,
according to Definition (v) of Gδt , we have
E
[(
|Lδ|ttδ
)2p]
. E
(∫ tδ
tδ
|B˙δ(s, w)|ds
)2p+ (tδ − tδ)2p
= E
(∫ 2δ
0
|G˙δ(s, θt
δ
w)|ds
)2p+ (tδ − tδ)2p
= E
(∫ 2δ
0
|G˙δ(s, w)|ds
)2p+ (tδ − tδ)2p
. δp.
(7)
Using Lemma 2.2, we get
E
[(
|Xδ|ttδ
)2p]
. E
[(
|Lδ|ttδ
)2p]
. δp
and
E
[(
|Kδ|ttδ
)2p]
. E
[(
|Xδ|ttδ
)2p]
+ E
[(
|Lδ|ttδ
)2p]
. δp,
which completes the prove.
Lemma 3.3. For any s, t ∈ [0, T ], s < t, we have
E
[
sup
u,v∈[s,t]
∣∣∣∣∫ v
u
σ
(
Xδr
)
dBδr
∣∣∣∣2p
]
≤ C|t− s|p
and
E
[∥∥Lδ∥∥2p
[s,t]
]
≤ C|t− s|p.
Proof. If sδ < tδ, write∫ v
s
σ
(
Xδr
)
dBδr =
∫ v
s
σ
(
Xδr
)− σ (Xδrδ) dBδr + ∫ v
s
σ
(
Xδrδ
)
dBδr :=
2∑
i=1
Mi(v) (8)
and
M2(v) =
∫ sδ
s
σ
(
Xδrδ
)
dBδr +
∑
sδ≤kδ≤vδ
∫ (k+1)δ
kδ
σ
(
Xδrδ
)
dBδr +
∫ v
vδ
σ
(
Xδrδ
)
dBδr . (9)
We have ∑
sδ≤kδ≤vδ
∫ (k+1)δ
kδ
σ
(
Xδrδ
)
dBδr
=
∑
sδ≤kδ≤vδ
σ
(
Xδ(kδ − δ, w)) [Bδ(kδ + δ, w)−Bδ(kδ, w)]
=
∑
sδ≤kδ≤vδ
σ
(
Xδ(kδ − δ, w)) [W (kδ)−W (kδ − δ)]
+
∑
sδ≤kδ≤vδ
σ
(
Xδ(kδ − δ, w)) (Gδ(0, θkδw) −Gδ(0, θ(k−1)δw))
:=
2∑
i=1
Hi(v).
(10)
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Obviously, it holds that∑
sδ≤kδ≤vδ
σ
(
Xδ(kδ − δ, w)) [W (kδ)−W (kδ − δ)] = ∫ vδ
sδ
σ
(
Xδrδ
)
dWr,
thus BDG’s inequality implies
E
[
sup
v∈[s,t]
|H1(v)|2p
]
≤ C|tδ − sδ|p.
Note that
S′n =
n∑
k=1
σ
(
Xδ(kδ − δ, w))Gδ(0, θkδw)
is a {Fn}−martingale where Fn = B(n+1)δ, and
S′′n = −
n∑
k=1
σ
(
Xδ(kδ − δ, w))Gδ(0, θ(k−1)δw)
is a {Hn}−martingale where Fn = Bnδ. Since
E
[
max
sδ≤kδ≤vδ
|σ (Xδ(kδ − δ, w))Gδ(0, θkδw)|2p] . |tδ − sδ|
δ
δp ≤ |t− s|p
and
E
[|σ (Xδ(sδ, w))Gδ(0, θsδw)|2p] . δp ≤ |t− s|p,
by martingale inequality, it’s easy to see that
E
[
sup
v∈[s,t]
|H2(v)|2p
]
.E

∣∣∣∣∣∣
tδ/δ∑
k=sδ/δ
σ
(
Xδ(kδ − δ, w)) (Gδ(0, θkδw) −Gδ(0, θ(k−1)δw))
∣∣∣∣∣∣
2p
+ |t− s|p
=E

∣∣∣∣∣∣Gδ
0, tδ/δ∑
k=sδ/δ
σ
(
Xδ(kδ − δ, w)) (θkδw − θ(k−1)δw)
∣∣∣∣∣∣
2p
+ |t− s|p
.
∥∥∥∥∥∥∥E

∣∣∣∣∣∣
tδ/δ∑
k=sδ/δ
σ(Xδ(kδ − δ, w))(w(kδ + ∗)− w((k − 1)δ + ∗))
∣∣∣∣∣∣
2p

∥∥∥∥∥∥∥
C[0,δ]
+
∥∥∥∥∥∥∥E

∣∣∣∣∣∣
tδ/δ∑
k=sδ/δ
σ(Xδ(kδ − δ, w))(w(kδ) − w((k − 1)δ)
∣∣∣∣∣∣
2p

∥∥∥∥∥∥∥
C[0,δ]
+ |t− s|p
=
∥∥∥∥∥E
[ ∣∣∣∣∫ tδ
sδ
σ(Xδ(rδ, w))dwr+∗
∣∣∣∣2p
]∥∥∥∥∥
C[0,δ]
+
∥∥∥∥∥E
[ ∣∣∣∣∫ tδ
sδ
σ(Xδ(rδ, w))dwr
∣∣∣∣2p
]∥∥∥∥∥
C[0,δ]
+ |t− s|p
. ‖(tδ − sδ)p‖C[0,δ] + |t− s|p ≤ |t− s|p.
(11)
Moreover
E
[
sup
v∈[s,t]
∣∣∣∣∫ v
vδ
σ
(
Xδrδ
)
dBδr
∣∣∣∣2p
]
≤ E
 sup
v∈[s,t]
(∫ vδ
vδ
|B˙δr |dr
)2p ≤
E
 sup
v∈[s,t]
(∫ vδ
vn
|B˙δr |dr
)4p
1
2
≤
 ∑
sδ≤kδ≤tδ
E
(∫ (k+1)δ
kδ
|B˙δr |dr
)4p
1
2
.
( |tδ − sδ|
δ
δ2p
) 1
2
. |t− s|p,
(12)
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and we can also get
E
∣∣∣∣∣
∫ sδ
s
σ
(
Xδrδ
)
dBδr
∣∣∣∣∣
2p
 . |t− s|p
in the same way. All the estimates before show
E
[
sup
v∈[s,t]
|M2(v)|2p
]
. |t− s|p.
As for the term M1, we have
E
[
sup
v∈[s,t]
|M1(v)|2p
]
.E
(∫ tδ
sδ
|Xδ|rδrδ |B˙
δ
r |dr
)2p
≤
( |tδ − sδ|
δ
)2p−1 tδ/δ∑
k=sδ/δ
E
(|Xδ|(k+1)δ(k−1)δ ∫ (k+1)δ
kδ
|B˙δr |dr
)2p
.
( |tδ − sδ|
δ
)2p
δ2p . |t− s|2p.
(13)
Then
E
[
sup
u,v∈[s,t]
∣∣∣∣∫ v
u
σ
(
Xδr
)
dBδr
∣∣∣∣2p
]
.
2∑
i=1
E
[
sup
v∈[s,t]
|Mi(v)|2p
]
. |t− s|p. (14)
If sδ ≥ tδ, the result is trivial by Definition (v). The second inequality is an immediate result from the
first one, thus we complete the prove.
Lemma 3.4. For any s, t ∈ [0, T ], s < t and p ≥ 1, there is a constant Cp such that
E
[
‖Xδ‖4p[s,t]
]
≤ Cp|t− s|p, E
[
‖Kδ‖4p[s,t]
]
≤ Cp|t− s|p.
Proof. If sδ ≥ tδ, a similar argument in Lemma 3.2 leads to the result. Otherwise, for all r ∈ [s, t], we
have
e−
2
γ
ϕ(Xδr )|Xδr −Xδs |2
=2
∫ r
s
e−
2
γ
ϕ(Xδu)(Xδu −Xδs )∗σ(Xδu)dBδu
+2
∫ r
s
e−
2
γ
ϕ(Xδu)(Xδu −Xδs )∗b(Xδu)du
+2
∫ r
s
e−
2
γ
ϕ(Xδu)(Xδu −Xδs )∗dKδu
− 2
γ
∫ r
s
e−
2
γ
ϕ(Xδu)|Xδu −Xδs |2Dϕ(Xδu)σ(Xδu)dBδu
− 2
γ
∫ r
s
e−
2
γ
ϕ(Xδu)|Xδu −Xδs |2Dϕ(Xδu)b(Xδu)du
− 2
γ
∫ r
s
e−
2
γ
ϕ(Xδu)|Xδu −Xδs |2Dϕ(Xδu)dKδu
:=
6∑
i=1
Ui(r).
(15)
It’s obvious that
U3(r) + U6(r) ≤ 0.
Since D is bounded, it’s easy to see that
E
[
sup
s≤v≤r
|U2(v)|2p
]
. |r − s|2p
7
and
E
[
sup
s≤v≤r
|U5(v)|2p
]
. |r − s|2p.
As for U1(r), write
U1(r)
=2
∫ r
s
e−
2
γ
ϕ(Xδuδ
)(Xδuδ −X
δ
s )
∗σ(Xδuδ )dB
δ
u
+2
∫ r
s
e−
2
γ
ϕ(Xδu)Xδ,∗u σ(X
δ
u)− e−
2
γ
ϕ(Xδuδ
)Xδ,∗uδ σ(X
δ
uδ
)dBδu
−2
∫ r
s
Xδ,∗s
(
e−
2
γ
ϕ(Xδu)σ(Xδu)− e−
2
γ
ϕ(Xδuδ
)σ(Xδuδ )
)
dBδu
:=
3∑
i=1
U1i(r).
(16)
Obviously, for i = 2, 3, we have
E
[
sup
s≤v≤r
|U1i(v)|2p
]
.(r − s)2p−1E
 rδ/δ∑
k=sδ/δ
∫ (k+1)δ
kδ
(
|Xδ|(k+1)δ(k−1)δ|B˙δu|
)2p
du

≤(r − s)2p−1
rδ/δ∑
k=sδ/δ
(
E
[(
|Xδ|(k+1)δ(k−1)δ
)4p]) 12 E
(∫ (k+1)δ
kδ
|B˙δu|2pdu
)2
1
2
≤(r − s)2p−1 rδ − sδ
δ
δ . (r − s)2p−1.
(17)
Write ∫ rδ
sδ
e−
2
γ
ϕ(Xδuδ
)(Xδuδ −X
δ
s )
∗σ(Xδuδ)dB
δ
u
=
rδ∑
k=sδ
e−
2
γ
ϕ(Xδ(k−1)δ)(Xδ(k−1)δ −Xδs )∗σ(Xδ(k−1)δ) (w(kδ)− w(kδ − δ))
+
rδ∑
k=sδ
e−
2
γ
ϕ(Xδ(k−1)δ)(Xδ(k−1)δ −Xδs )∗σ(Xδ(k−1)δ)
(
Gδ(0, θkδw)−Gδ(0, θ(k−1)δw)
)
:=
2∑
i=1
U11i(r).
(18)
Note that D is bounded, BDG’s inequality implies
E
[
sup
s≤v≤r
|U111(v)|2p
]
. (r − s)p−1
∫ rδ
sδ
E
[|Xδuδ −Xδs |2p] du . (r − s)p,
and a similar argument as we handle H2 in Lemma 3.3 leads to
E
[
sup
s≤v≤r
|U112(v)|2p
]
. (r − s)p.
Thus we claim
E
[
sup
s≤v≤r
|U1(v)|2p
]
. (r − s)p.
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Now we consider U4(r),
− 2
γ
∫ r
s
e−
2
γ
ϕ(Xδu)|Xδu −Xδs |2Dϕ(Xδu)σ(Xδu)dBδu
= − 2
γ
∫ r
s
e−
2
γ
ϕ(Xδuδ
)|Xδu −Xδuδ |
2Dϕ(Xδuδ )σ(X
δ
uδ
)dBδu
− 4
γ
∫ r
s
e−
2
γ
ϕ(Xδuδ
)(Xδu −Xδuδ )(X
δ
uδ
−Xδs )Dϕ(Xδuδ )σ(X
δ
uδ
)dBδu
− 2
γ
∫ r
s
e−
2
γ
ϕ(Xδuδ
)|Xδuδ −X
δ
s |2Dϕ(Xδuδ )σ(X
δ
uδ
)dBδu
− 2
γ
∫ r
s
|Xδu −Xδs |2
(
e−
2
γ
ϕ(Xδu)Dϕ(Xδu)σ(X
δ
u)− e−
2
γ
ϕ(Xδuδ
)Dϕ(Xδuδ )σ(X
δ
uδ
)
)
dBδu
:=
4∑
i=1
U4i(r).
(19)
Since
E
[(
|Xδ|ttδ
)2p]
≤ Cpδp,
reasoning in the same way as we do to U12, we have
E
[
sup
s≤v≤r
|U4i(v)|2p
]
. |r − s|p,
for i = 1, 2, 4. Also
− 2
γ
∫ rδ
sδ
e−
2
γ
ϕ(Xδuδ
)|Xδuδ −X
δ
s |2Dϕ(Xδuδ )σ(X
δ
uδ
)dBδu
= − 2
γ
rδ∑
k=sδ
e−
2
γ
ϕ(Xδ(k−1)δ)|Xδ(k−1)δ −Xδs |2Dϕ(Xδ(k−1)δ)σ(Xδ(k−1)δ) (w(kδ) − w(kδ − δ))
− 2
γ
rδ∑
k=sδ
e−
2
γ
ϕ(Xδ(k−1)δ)|Xδ(k−1)δ −Xδs |2Dϕ(Xδ(k−1)δ)σ(Xδ(k−1)δ)
(
δG(0, θkδw) −δ G(0, θ(k−1)δw)
)
.
(20)
A same way as we do to U11 shows
E
[
sup
s≤v≤r
|U43(v)|2p
]
. (r − s)p.
Summing up all above, we claim
E
[
sup
s≤r≤t
|Xδr −Xδs |4p
]
. (r − s)p.
Consequently
E
[
‖Xδ‖4p[s,t]
]
. (r − s)p.
Also, by Lemma 3.3, we get
E
[
‖Kδ‖4p[s,t]
]
. E
[
‖Xδ‖4p[s,t]
]
+ E
[∥∥Lδ∥∥4p
[s,t]
]
. (r − s)p.
Remark 3.5. By Lemma 3.4 and Kolmogorov′s continuity criterion, p ≥ 1, for any θ ∈ (0, 14), we
have
E
[
‖Xδ‖p[s,t],θ
]
≤ Cp,θ, E
[
‖Kδ‖p[s,t],θ
]
≤ Cp,θ.
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Remark 3.6. By Remark 3.5 and Lemma 2.3, p ≥ 1, we have
E
[(∣∣Kδ∣∣T
0
)p]
< Cp.
Since ∀θ ∈ (0, 14 ), there is a p large enough satisfying θ ∈ (0, 14 − 14p ),
E
[
sup
0≤u,v≤T
|Kδu −Kδv |4p
]
. E
[
sup
0≤u,v≤T,u6=v
( |Kδu −Kδv |
|u− v|θ
)4p]
<∞.
Following notations in [3], let n(δ) : (0, 1] −→ Z+ such that n(δ) ↑ ∞ as δ ↓ 0 and n(δ)5δ ↓ 0 as δ ↓ 0.
Assume that
δ˜ = n(δ)δ,
[s](δ˜) = kδ˜,
[s]+(δ˜) = (k + 1)δ˜,
[s]−(δ˜) = ((k − 1) ∨ 0) δ˜,
(21)
if kδ˜ ≤ s < (k + 1)δ˜, and
Sδ(t) = [t](δ˜)/δ˜.
Lemma 3.7. Let
µδ(t) = e
− 2
γ (ϕ(Xt)+ϕ(X
δ
t )), mδ(t) = e
− 2
γ (ϕ(Xt)+ϕ(X
δ
t ))
∣∣Xt −Xδt ∣∣2 .
Then
E
[
|µδ(t)− µδ([t](δ˜))|2
]
. δ˜
1
2 , E
[
|mδ(t)−mδ([t](δ˜))|2
]
. δ˜
1
2 , ∀t ∈ [0, T ],
where ϕ is given by condition (C) and X, {Xδ}0<δ<1 is a sequence of solutions to (5) and (6).
Proof. Since ϕ ∈ C2b , by Lemma 2.4 and Lemma 3.4, we have
E
[
|µδ(t)− µδ([t](δ˜))|2
]
. E
[
|Xt −X[t](δ˜)|2
]
+ E
[
|Xδt −Xδ[t](δ˜)|2
]
. δ˜
1
2 .
By virtue of the boundness of D, we get
E
[
|mδ(t)−mδ([t](δ˜))|2
]
. E
[
|µδ(t)− µδ([t](δ˜))|2
]
+ E
[
|Xt −X[t](δ˜)|2
]
+ E
[
|Xδt −Xδ[t](δ˜)|2
]
. δ˜
1
2 .
(22)
which is the desired result.
Proposition 3.8. Under Assumption 1.4, if σ ∈ C2b and b is globally Lipschitz and bounded, then
E
[
sup
u≤t
|Xu −Xδu|4
]
.
∫ t
0
E[sup
u≤s
|Xu −Xδu|4]ds+ o(1), ∀t ∈ [0, T ],
where
o(1) = n(δ)
5
2 δ
1
2 + n(δ)−1 + |(cij)(δ˜, δ)− (cij)|2
and X, {Xδ}0<δ<1 are solutions to (5), (6) respectively. Convention: We say a process Ft is trivial if
E[supt≤T |Ft|2] . o(1).
Proof. By Itoˆ’s formula, we have
e−
2
γ
(ϕ(Xt)+ϕ(X
δ
t ))|Xt −Xδt |2
=− 2
γ
∫ t
0
mδ(u)Iδ(u)du
− 2
γ
∫ t
0
mδ(u)Dϕ(X
δ
u)σ(X
δ
u)dB
δ
u
− 2
γ
∫ t
0
mδ(u)Dϕ(Xu)σ(Xu)dWu
(23)
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+∫ t
0
µδ(u)[− 2
γ
|Xu −Xδu|2(Dϕ(Xδu)dKδu +Dϕ(Xu)dKu) + 2(Xu −Xδu)∗(dKu − dKδu)]
+ 2
∫ t
0
µδ(u)(Xu −Xδu)∗(b(Xu)− b(Xδu))du
− 4
γ
∫ t
0
µδ(u)Dϕ(Xu)σ(Xu)σ
∗(Xu)(Xu −Xδu)du
− 2
∫ t
0
µδ(u)(Xu −Xδu)∗σ(Xδu)dBδu
+ 2
∫ t
0
µδ(u)(Xu −Xδu)∗σ(Xu)dWu
+ 2
∫ t
0
µδ(u)(Xu −Xδu)∗
(
b¯− b) (Xu)du
+
∫ t
0
µδ(u)tr(σ
∗σ(Xu))du
:=
10∑
i=1
Ii(t),
(24)
and
Iδ(u) = Dϕ(X
δ
u)b(X
δ
u) +Dϕ(Xu)b¯(Xu) +
1
2
tr(σ∗D2ϕσ(Xu))− 1
γ
|Dϕ(Xu)b(Xu)|2. (25)
It’s easy to see that
E[sup
s≤t
|I1(s)|2] .
∫ t
0
E[m2δ(u)]du.
BDG’s inequality implies
E[sup
s≤t
|I3(s)|2] .
∫ t
0
E[m2δ(u)]du,
and Condition (C) yields
I4(t) ≤ 0.
Since ϕ ∈ C2b , we get
E[sup
s≤t
|I5(s)|2] .
∫ t
0
E[m2δ(u)]du.
As for the term I2,
I2(t)
=− 2
γ
∫ t
[t](δ˜)
mδ(u)Dϕ(X
δ
u)σ(X
δ
u)dB
δ
u
− 2
γ
∫ [t](δ˜)
δ˜
mδ(u)Dϕ(X
δ
u)σ(X
δ
u)dB
δ
u
− 2
γ
∫ δ˜
0
mδ(u)Dϕ(X
δ
u)σ(X
δ
u)dB
δ
u
:=
3∑
i=1
I2i(t).
(26)
It follows that
E
[
sup
s≤t
|I21(s)|2
]
≤
(
E
[
sup
s∈[0,T ]
|I21(s)|4
]) 1
2
.
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
.
(
1
n(δ)δ
n(δ)4δ2
) 1
2
≤ n(δ) 32 δ 12 ,
(27)
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and a similar argument leads to
E
[
sup
s≤t
|I23(s)|2
]
. n(δ)
3
2 δ
1
2 .
Now split I22(t) as
I22(t)
=− 2
γ
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
mδ(u)Dϕσ(X
δ
u)dB
δ
u
=− 2
γ
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
mδ(u)
(
Dϕσ(Xδu)−Dϕσ(Xδkδ˜−δ)
)
dBδu
− 2
γ
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
(
mδ(u)−mδ(kδ˜ − δ)
)
Dϕσ(Xδ
kδ˜−δ
)dBδu
− 2
γ
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
mδ(kδ˜ − δ)Dϕσ(Xδkδ˜−δ)dBδu
:=
3∑
i=1
Sδ(t)−1∑
k=1
Ik22i.
(28)
We have
Ik221
=− 2
γ
r∑
i,j=1
∫ (k+1)δ˜
kδ˜
mδ(kδ˜ − δ)
∫ u
kδ˜−δ
(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)dBδ,js dB
δ,i
u
− 2
γ
r∑
i,j=1
∫ (k+1)δ˜
kδ˜
mδ(u)
∫ u
kδ˜−δ
(D(Dϕσ)iσ)j(X
δ
u)− (D(Dϕσ)iσ)j(Xδkδ˜−δ)dBδ,js dBδ,iu
− 2
γ
r∑
i,j=1
∫ (k+1)δ˜
kδ˜
(mδ(u)−mδ(kδ˜ − δ))
∫ u
kδ˜−δ
(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)dBδ,js dB
δ,i
u
− 2
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
mδ(u)
∫ u
kδ˜−δ
D(Dϕσ)ib(X
δ
s )dsdB
δ,i
u
− 2
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
mδ(u)
∫ u
kδ˜−δ
D(Dϕσ)idK
δ
sdB
δ,i
u
:=
5∑
i=1
Ik221i.
(29)
We are going to bound each of them. By Remark 3.6,
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2215|2
 . E
(∫ [t](δ˜)
δ˜
|B˙δu||Kδ|[u]
+(δ˜)
[u](δ˜)−δ
du
)2 . E
(|Kδ|T0 sup
k
∫ (k+1)δ˜
kδ˜
|B˙δu|du
)2
≤
(
E
[(|Kδ|T0 )4]) 12
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
.
(
1
n(δ)δ
n(δ)4δ2
) 1
2
≤ n(δ) 32 δ 12 .
(30)
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Also
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2214|2
 . E
(∫ [t](δ˜)
δ˜
δ˜|B˙δu|du
)2 ≤ E
(sup
k
∫ (k+1)δ˜
kδ˜
|B˙δu|du
)2
≤
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
.
(
1
n(δ)δ
n(δ)4δ2
) 1
2
≤ n(δ) 32 δ 12 .
(31)
As for I2212, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2212|2
 . E

Sδ(t)−1∑
k=1
||Xδ||[kδ˜−δ,(k+1)δ˜]
(∫ (k+1)δ˜
kδ˜−δ
|B˙δu|du
)22

. Sδ(T )
Sδ(t)−1∑
k=1
E
||Xδ||2
[kδ˜−δ,(k+1)δ˜]
(∫ (k+1)δ˜
kδ˜−δ
|B˙δu|du
)4
. Sδ(T )
2 δ˜
1
2 n(δ)4δ2 . n(δ)
5
2 δ
1
2 .
(32)
A similar argument shows that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2213|2
 . n(δ) 52 δ 12 .
Observe that
Ik2211
=− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
kδ˜
−Bδ,j
kδ˜−δ
)(
Bδ,i
(k+1)δ˜
−Bδ,i
kδ˜
)
− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
(k+1)δ˜
−Bδ,j
kδ˜
)(
Bδ,i
(k+1)δ˜
−Bδ,i
kδ˜
)
+
2
γ
r∑
i,j=1
∫ (k+1)δ˜
kδ˜
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
(k+1)δ˜
−Bδ,ju
)
dBδ,iu
:=
3∑
i=1
Ik2211i
(33)
Rewrite Ik22111 as
Ik22111
=− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
kδ˜
−Bδ,j
kδ˜−δ
)(
W i((k + 1)δ˜)−W i(kδ˜)
)
− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
kδ˜
−Bδ,j
kδ˜−δ
)(
Bδ,i
(k+1)δ˜
−W i((k + 1)δ˜)
)
+
2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Bδ,j
kδ˜
−Bδ,j
kδ˜−δ
)(
Bδ,i
kδ˜
−W i(kδ˜)
)
:=
3∑
i=1
Ik22111i.
(34)
It’s easy to see that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(
Ik221112 + I
k
221113
) |2
 . n(δ)−2.
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Moreover, martingale inequality implies
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221111|2
 . r∑
i,j=1
Sδ(T )−1∑
k=1
E
[(
Bδ,j
kδ˜
−Bδ,j
kδ˜−δ
)2 (
W i((k + 1)δ˜)−W i(kδ˜)
)2]
.
1
n(δ)δ
n(δ)δ2 = δ.
(35)
Thus
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22111|2
 . n(δ)−2 + δ.
As for Ik22112, we have
Ik22112
=− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
W j
(k+1)δ˜−δ
−W j
kδ˜−δ
)(
W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)
− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
W j
(k+1)δ˜−δ
−W j
kδ˜−δ
)(
Gδ,i(0, θ(k+1)δ˜−δw) −Gδ,i(0, θkδ˜−δw)
)
− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Gδ,j(0, θ(k+1)δ˜−δw)−Gδ,j(0, θkδ˜−δw)
)(
W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)
− 2
γ
r∑
i,j=1
mδ(D(Dϕσ)iσ)j(X
δ
kδ˜−δ
)
(
Gδ,j(0, θ(k+1)δ˜−δw)−Gδ,j(0, θkδ˜−δw)
)
×
(
Gδ,i(0, θ(k+1)δ˜−δw) −Gδ,i(0, θkδ˜−δw)
)
:=
4∑
i=1
Ik22112i
(36)
It’s trivial to prove that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(
Ik221122 + I
k
221123
) |2
 . n(δ)−1
and
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221124|2
 . n(δ)−2.
Also, by martingale inequality, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221121|2
 . n(δ)δ + ∫ [t](δ˜)
δ˜
E[m2δ([u](δ˜)− δ)]du
. n(δ)
1
2 δ
1
2 +
∫ t
0
E[m2δ(u)]du,
(37)
the last ” . ” is a result from Lemma 3.7. Thus we say
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22112|2
 . n(δ) 12 δ 12 + n(δ)−1 + ∫ t
0
E[m2δ(u)]du.
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Now we turn to Ik22113. By Remark 1.3, it’s easy to check that
Ik22113
=
2
γ
r∑
i,j=1
∫ (k+1)δ˜−δ
kδ˜−δ
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)G˙δ,iu
(
Gδ,j
(k+1)δ˜−δ
−Gδ,ju
)
du
=
2
γ
r∑
i,j=1
∫ (k+1)δ˜−δ
kδ˜
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)
[
G˙δ,iu
(
Gδ,j
(k+1)δ˜−δ
−Gδ,ju
)
− cij(δ˜ − δ, δ)
]
du
+
2
γ
r∑
i,j=1
∫ kδ˜
kδ˜−δ
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)
[
G˙δ,iu
(
Gδ,j
(k+1)δ˜−δ
−Gδ,ju
)
− c∗ij(δ˜, δ)
]
du
+
2
γ
δ˜
r∑
i,j=1
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)
(
cij(δ˜, δ)− cij
)
+
2
γ
δ˜
r∑
i,j=1
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)cij
:=
4∑
i=1
Ik22113i.
(38)
Immediately
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221134|2
 . ∫ [t](δ˜)
δ˜
E
[
m2δ([u](δ˜)− δ)
]
du .
∫ t
0
E
[
m2δ(u)
]
du+ n(δ)
1
2 δ
1
2 ,
the last ” . ” is a result from Lemma 3.7. Also we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221133|2
 . Sδ(T ) Sδ(t)−1∑
k=1
δ˜2
r∑
i,j=1
(
cij(δ˜, δ)− cij
)2
. |(cij)(δ˜, δ)− (cij)|2.
Moreover
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221132|2

.Sδ(T )
Sδ(t)−1∑
k=1
r∑
i,j=1
E
(∫ kδ˜
kδ˜−δ
G˙δ,i(u,w)
[
Gδ,j((k + 1)δ˜ − δ, w)−Gδ,j(u,w)
]
du− δc∗ij(δ˜, δ)
)2
=Sδ(T )
Sδ(t)−1∑
k=1
r∑
i,j=1
E
(∫ δ
0
G˙δ,i(u, θkδ˜−δw)
[
Gδ,j(δ˜, θkδ˜−δw) −Gδ,j(u, θkδ˜−δw)
]
du − δc∗ij(δ˜, δ)
)2
.Sδ(T )
2
r∑
i,j=1
E
(∫ δ
0
G˙δ,i(u,w)
[
Gδ,j(δ˜, w)−Gδ,j(u,w)
]
du
)2
.Sδ(T )
2
r∑
i,j=1
E
(∫ δ
0
G˙δ,iu
[
Gδ,jδ −Gδ,ju
]
du
)2
+ (Gδ,iδ −Gδ,i0 )2(Gδ,jδ˜ −G
δ,j
δ )
2


.Sδ(T )
2
r∑
i,j=1
E
(∫ δ
0
|G˙δu|du
)4
+
(∫ δ
0
|G˙δu|du
)2 (
Gδ,j(0, θδ˜w) −Gδ,j(0, θδw) +W (δ˜)−W (δ)
)2

.
1
n(δ)2δ2
(
δ2 + δ2n(δ)
) ≤ n(δ)−1.
(39)
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Since
Hn =
2
γ
n∑
k=1
r∑
i,j=1
∫ (k+1)δ˜−δ
kδ˜
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)
[
G˙δ,iu
(
Gδ,j
(k+1)δ˜−δ
−Gδ,ju
)
− cij(δ˜ − δ, δ)
]
du
is a Hn−martingale, where Hn = B(n+1)δ˜, by martingale inequality, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221131|2

.
r∑
i,j=1
Sδ(T )−1∑
k=1
E
(∫ (k+1)δ˜−δ
kδ˜
mδ (D(Dϕσ)iσ)j (X
δ
kδ˜−δ
)
[
G˙δ,iu
(
Gδ,j
(k+1)δ˜−δ
−Gδ,ju
)
− cij(δ˜ − δ, δ)
]
du
)2
. Sδ(T )
r∑
i,j=1
E
(∫ δ˜−δ
0
[
G˙δ,iu
(
Gδ,j
δ˜−δ
−Gδ,ju
)
− cij(δ˜ − δ, δ)
]
du
)2
. Sδ(T )
r∑
i,j=1
E
(∫ δ˜−δ
0
G˙δ,iu
[
Gδ,j
δ˜−δ
−Gδ,ju
]
du
)2
. Sδ(T )E
(∫ δ˜
0
|G˙δu|du
)4 . n(δ)3δ.
(40)
That is
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22113|2
 . ∫ t
0
E
[
m2δ(u)
]
du+ o(1).
Putting our estimates together, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik221|2
 . ∫ t
0
E
[
m2δ(u)
]
du+ o(1).
Now we consider Ik222.
Ik222
=− 2
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
(
mδ(u)−mδ(kδ˜ − δ)
)
dBδ,iu
=
4
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
mδ(s)Iδ(s)dsdB
δ,i
u
+
4
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
mδ(s)Dϕσ(X
δ
s )dB
δ
sdB
δ,i
u
+
4
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
mδ(s)Dϕσ(Xs)dWsdB
δ,i
u
− 2
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)dA
δ
sdB
δ,i
u
− 4
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)(Xs −Xδs )∗(b(Xs)− b(Xδs ))dsdBδ,iu
+
8
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)Dϕσσ
∗(Xs)(Xs −Xδs )dsdBδ,iu
+
4
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)(Xs −Xδs )∗σ(Xδs )dBδsdBδ,iu
(41)
16
− 4
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)(Xs −Xδs )∗σ(Xs)dWsdBδ,iu
− 4
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)(Xs −Xδs )∗
(
b¯− b) (Xs)dsdBδ,iu
− 2
γ
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
µδ(s)tr(σ
∗σ(Xs))dsdB
δ,i
u
:=
10∑
i=1
Ik222i,
(42)
where
Iδ(s) = Dϕ(X
δ
s )b(X
δ
s ) +Dϕ(Xs)b¯(Xs) +
1
2
tr(σ∗D2ϕσ(Xs))− 1
γ
|Dϕ(Xs)b(Xs)|2,
and
dAδs = −
2
γ
|Xs −Xδs |2(Dϕ(Xδs )dKδs +Dϕ(Xs)dKs) + 2(Xs −Xδs )∗(dKs − dKδs ).
By Ho¨lder’s inequality, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik222i|2
 . E
sup
k
(∫ (k+1)δ˜
kδ˜−δ
|B˙δu|du
)2 .
∑
k
E
(∫ (k+1)δ˜
kδ˜−δ
|B˙δu|du
)4
1
2
≤ n(δ) 32 δ 12 ,
for i = 1, 5, 6, 9, 10. Also it’s easy to see that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2224|2
 . E
(sup
k
∫ (k+1)δ˜
kδ˜
|δB˙u|du|δA|T0
)2 .
∑
k
E
(∫ (k+1)δ˜
kδ˜
|δB˙u|du
)4
1
2
≤ n(δ) 32 δ 12 .
Note that Ik2223 equals to
4
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
mδDϕσ(Xs)dWsdB
δ,i
u
=
4
γ2
r∑
i=1
∫ (k+1)δ˜
kδ˜
(Dϕσ)i(X
δ
kδ˜−δ
)
∫ u
kδ˜−δ
mδDϕσ(Xs)−mδDϕσ(Xkδ˜−δ)dWsdBδ,iu
+
4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
(
W j
(k+1)δ˜
−W j
kδ˜−δ
)(
Bδ,i
(k+1)δ˜
−Bδ,i
kδ˜
)
− 4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
∫ (k+1)δ˜
kδ˜
(
Bδ,iu −Bδ,ikδ˜
)
dW ju
:=
3∑
i=1
Ik2223i.
(43)
Ho¨lder’s inequality and BDG’s inequality yield
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22231|2

. Sδ(T )
Sδ(T )−1∑
k=1
E
(∫ (k+1)δ˜
kδ˜
|B˙δ,iu |du
)2
sup
kδ˜≤u≤(k+1)δ˜
|
∫ u
kδ˜−δ
mδDϕσ(Xs)−mδDϕσ(Xkδ˜−δ)dWs|2

. Sδ(T )
2n(δ)2δδ˜
3
2 . n(δ)
3
2 δ
1
2
(44)
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and
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22233|2

.
r∑
i,j=1
E
[
sup
δ˜≤s≤t
|
∫ s
δ˜
mδ(Dϕσ)i(X
δ
[u](δ˜)−δ
)(Dϕσ)j(X[u](δ˜)−δ)
(
Bδ,iu −Bδ,i[u](δ˜)
)
dW ju |2
]
.
∫ T
0
E
(∫ [u]+(δ˜)
[u](δ˜)
|B˙δs |ds
)2 du . n(δ)2δ.
(45)
We split Ik22232 as
Ik22232
=
4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
(
W j
(k+1)δ˜−δ
−W j
kδ˜−δ
)(
W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)
+
4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
(
W j
(k+1)δ˜−δ
−W j
kδ˜−δ
)(
Gδ,i(0, θ(k+1)δ˜−δw) −Gδ,i(0, θkδ˜−δw)
)
+
4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
(
W j
(k+1)δ˜
−W j
(k+1)δ˜−δ
)(
W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)
+
4
γ2
r∑
i,j=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Dϕσ)j(Xkδ˜−δ)
(
W j
(k+1)δ˜
−W j
(k+1)δ˜−δ
)(
Gδ,i(0, θ(k+1)δ˜−δw)−Gδ,i(0, θkδ˜−δw)
)
:=
4∑
i=1
Ik22232i,
(46)
reasoning in the same way as we handle Ik22112, it’s trivial to prove that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik22232|2
 . n(δ) 12 δ 12 + n(δ)−1 + ∫ t
0
E[m2δ(u)]du.
Thus we claim
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2223|2
 . ∫ t
0
E
[
m2δ(u)
]
du+ o(1).
A similar argument can change Ik2228 into
Ik,12228 := −
4
γ
r∑
i,j=1
µδ(Dϕσ)i(X
δ
kδ˜−δ
)((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xkδ˜−δ)
× (W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)(W j
(k+1)δ˜−δ
−W j
kδ˜−δ
), (47)
if we neglect some trivial terms.
Applying the same way that we use to deal with Ik2211, we can prove
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2222|2
 . ∫ t
0
E
[
m2δ(u)
]
du+ o(1),
and turn Ik2227 into
Ik,22227 + I
k,3
2227
= − 4
γ
r∑
i,j=1
µδ(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)cij δ˜
+
4
γ
r∑
i,j=1
µδ(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)(W i(k+1)δ˜−δ −W ikδ˜−δ)(W
j
(k+1)δ˜−δ
−W j
kδ˜−δ
).
(48)
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Now we consider Ik223, which is the last term in I
k
22.
Ik223 =−
2
γ
r∑
i=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)
+
2
γ
r∑
i=1
mδ(Dϕσ)i(X
δ
kδ˜−δ
)(Gδ,i(0, θ(k+1)δ˜−δw)−Gδ,i(0, θkδ˜−δw))
:=
2∑
i=1
Ik223i.
(49)
BDG’s inequality shows
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2231|2
 . ∫ t
0
E
[
m2δ(u)
]
du+ o(1),
and martingale inequality gives
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik2232|2
 . n(δ)−1.
Write I7(t) as
I7(t)
=− 2
∫ t
[t](δ˜)
µδ(u)(Xu −Xδu)∗σ(Xδu)dBδu
− 2
∫ [t](δ˜)
δ˜
µδ(u)(Xu −Xδu)∗σ(Xδu)dBδu
− 2
∫ δ˜
0
µδ(u)(Xu −Xδu)∗σ(Xδu)dBδu
:=
3∑
i=1
I7i(t).
(50)
Obviously
E
[
sup
s≤t
|I71(s) + I73(s)|2
]
≤
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
. n(δ)
3
2 δ
1
2
and
I72(t)
=− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
(µδ(u)− µδ(kδ˜ − δ))(Xu −Xδu)∗σ(Xδu)dBδu
− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[
(Xu −Xδu)∗ − (Xkδ˜−δ −Xδkδ˜−δ)∗
]
σ(Xδu)dB
δ
u
− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗
(
σ(Xδu)− σ(Xδkδ˜−δ)
)
dBδu
− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗σ(Xδkδ˜−δ)dBδu
:=
4∑
i=1
Ik72i.
(51)
We are going to bound each of them.
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With respect to Ik724, write
Ik724
=− 2µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗σ(Xδkδ˜−δ)
(
W(k+1)δ˜−δ −Wkδ˜−δ
)
− 2µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗σ(Xδkδ˜−δ)
(
Gδ(0, θ(k+1)δ˜−δw) −Gδ(0, θkδ˜−δw)
)
:= I4,k7241 + I
k
7242.
(52)
Martingale inequality yields
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik7242|2
 . n(δ)−1.
Rewrite Ik722 as
Ik722
=− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
σ(Xs)dWs
]∗
σ(Xδu)dB
δ
u
− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
b¯(Xs)ds
]∗
σ(Xδu)dB
δ
u
− 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
dKs
]∗
σ(Xδu)dB
δ
u
+ 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
σ(Xδs )dB
δ
s
]∗
σ(Xδu)dB
δ
u
+ 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
b(Xδs )ds
]∗
σ(Xδu)dB
δ
u
+ 2
Sδ(t)−1∑
k=1
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)
[∫ u
kδ˜−δ
dKδs
]∗
σ(Xδu)dB
δ
u
:=
6∑
i=1
Ik722i.
(53)
Immediately, we have
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(Ik7222 + I
k
7225)|2
 . E
(∫ [t](δ˜)
δ˜
δ˜|B˙δu|du
)2 .
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
. n(δ)
3
2 δ
1
2
and
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(Ik7223 + I
k
7226)|2
 . E
(|V δ|T0 sup
k
∫ (k+1)δ˜
kδ˜
|B˙δu|du
)2
.
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
. n(δ)
3
2 δ
1
2 ,
(54)
where V δt := K
δ
t +Kt.
Employing the same way that we deal with Ik2223 in (43), turn I
k
7221 into
I5,k7221 := −2µδ(kδ˜ − δ)
(
W(k+1)δ˜−δ −Wkδ˜−δ
)∗
σ∗(Xkδ˜−δ)σ(X
δ
kδ˜−δ
)
(
W(k+1)δ˜−δ −Wkδ˜−δ
)
.
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Using the way in (33) to handle Ik7224, we can change I
k
7224 into
2µδ(kδ˜ − δ)
(
W(k+1)δ˜−δ −Wkδ˜−δ
)∗
σ∗σ(Xδ
kδ˜−δ
)
(
W(k+1)δ˜−δ −Wkδ˜−δ
)
−2µδ(kδ˜ − δ)
r∑
i,j=1
(σ∗σ)ij (X
δ
kδ˜−δ
)cij δ˜
:=I6,k72241 + I
7,k
72242
(55)
without some trivial terms.
Now we apply Itoˆ’s formula to Ik721, it follows that
− 2
∫ (k+1)δ˜
kδ˜
(µδ(u)− µδ(kδ˜ − δ))(Xu −Xδu)∗σ(Xδu)dBδu
=
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕb(X
δ
s )ds)(Xu −Xδu)∗σ(Xδu)dBδu
+
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕσ(X
δ
s )dB
δ
s )(Xu −Xδu)∗σ(Xδu)dBδu
+
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕ(X
δ
s )dK
δ
s )(Xu −Xδu)∗σ(Xδu)dBδu
+
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕb¯(Xs)ds)(Xu −Xδu)∗σ(Xδu)dBδu
+
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕσ(Xs)dWs)(Xu −Xδu)∗σ(Xδu)dBδu
+
4
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδDϕ(Xs)dKs)(Xu −Xδu)∗σ(Xδu)dBδu
+
2
γ
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδtr(σ
∗D2ϕσ(Xs))ds)(Xu −Xδu)∗σ(Xδu)dBδu
− 4
γ2
∫ (k+1)δ˜
kδ˜
(
∫ u
kδ˜−δ
µδ|Dϕσ(Xs)|2ds)(Xu −Xδu)∗σ(Xδu)dBδu
:=
8∑
i=1
Ik721i.
(56)
Then we obtain
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik721i|2
 .
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
. n(δ)
3
2 δ
1
2 ,
for i = 1, 3, 4, 6, 7, 8. As we treat Ik2211 in (33), I
k
7212 can be considered as
4
γ
r∑
i,j=1
µδ(kδ˜ − δ)(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)(W i(k+1)δ˜−δ −W ikδ˜−δ)(W
j
(k+1)δ˜−δ
−W j
kδ˜−δ
)
− 4
γ
r∑
i,j=1
µδ(kδ˜ − δ)(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)cjiδ˜
:=I8,k72121 + I
9,k
72122.
(57)
As in (43) we can turn Ik7215 into
I10,k7215 :=
4
γ
r∑
i,j=1
µδ(kδ˜−δ)(Dϕσ)i(Xkδ˜−δ)((Xkδ˜−δ−Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)s(W i(k+1)δ˜−δ−W ikδ˜−δ)(W
j
(k+1)δ˜−δ
−W j
kδ˜−δ
).
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To deal with Ik723, we write it as
− 2
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗
(∫ u
kδ˜−δ
▽σσ(Xδs )dBδs
)
dBδu
− 2
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗
(∫ u
kδ˜−δ
▽σb(Xδs )
)
dsdBδu
− 2
∫ (k+1)δ˜
kδ˜
µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗
(∫ u
kδ˜−δ
▽σ(Xδs )dKδs
)
dBδu
:=
3∑
i=1
Ik723i,
(58)
where (▽σb)ij :=
∑d
α=1 b
α∂xασ
i
j . Since σ ∈ C2b , it’s easy to see that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(Ik7232 + I
k
7233)|2
 .
∑
k
E
(∫ (k+1)δ˜
kδ˜
|B˙δu|du
)4
1
2
. n(δ)
3
2 δ
1
2 .
A similar way as we used in (33) transforms Ik7231 to
−2µδ(kδ˜ − δ)
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i,j=1
d∑
α=1
σαi ∂xασ
l
j(X
δ
kδ˜−δ
)(W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)(W j
(k+1)δ˜−δ
−W j
kδ˜−δ
)
+2µδ(kδ˜ − δ)
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i,j=1
d∑
α=1
σαi ∂xασ
l
j(X
δ
kδ˜−δ
)cjiδ˜
:= I11,k72311 + I
12,k
72312.
(59)
So far, we have left I6(t), I8(t), I9(t), I10(t) and I
1,k
2228, I
2,k
2227, I
3,k
2227, I
4,k
7241, I
5,k
7221, I
6,k
72241, I
7,k
72242, I
8,k
72121,
I9,k72122, I
10,k
7215, I
11,k
72311, I
12,k
72312. We are going to bound them.
Group 1. I8, I
4,k
7241.
Since
I8(s) +
Sδ(s)−1∑
k=1
I4,k7241
= 2
Sδ(s)−1∑
k=1
∫ (k+1)δ˜−δ
kδ˜−δ
µδ(u)(Xu −Xδu)∗σ(Xu)− µδ(kδ˜ − δ)(Xkδ˜−δ −Xδkδ˜−δ)∗σ(Xkδ˜−δ)dWu
+2
∫ δ˜−δ
0
µδ(u)(Xu −Xδu)∗σ(Xu)dWu
+2
∫ s
[s](δ˜)−δ
µδ(u)(Xu −Xδu)∗σ(Xu)dWu,
(60)
BDG’s inequality shows
E
sup
s≤t
|I8(s) +
Sδ(s)−1∑
k=1
I4,k7241|2
 . n(δ) 12 δ 12 .
Group 2. I9, I
11,k
72311, I
12,k
72312.
Neglecting some trivial terms, we can consider I9(s) as
2µδ(kδ˜ − δ)
Sδ(s)−1∑
k=1
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i,j=1
d∑
α=1
σαi ∂xασ
l
j(X
δ
kδ˜−δ
)cij δ˜.
Note
cij = sij +
1
2
δij , i, j = 1, 2, . . . , r
22
and (sij) is a skew-symmetric r × r−matrix, we have
I9(s) +
Sδ(s)−1∑
k=1
I12,k72312
= 2µδ(kδ˜ − δ)
Sδ(s)−1∑
k=1
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i=1
d∑
α=1
σαi ∂xασ
l
i(X
δ
kδ˜−δ
)δ˜.
(61)
By Itoˆ’s formula, we have
Sδ(s)−1∑
k=1
I11,k72311
=− 2
Sδ(s)−1∑
k=1
µδ(kδ˜ − δ)
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i=1
d∑
α=1
σαi ∂xασ
l
i(X
δ
kδ˜−δ
)δ˜
− 2
Sδ(s)−1∑
k=1
∫ (k+1)δ˜−δ
kδ˜−δ
µδ(kδ˜ − δ)
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i,j=1
d∑
α=1
σαi ∂xασ
l
j(X
δ
kδ˜−δ
)(W iu −W ikδ˜−δ)dW ju
− 2
Sδ(s)−1∑
k=1
∫ (k+1)δ˜−δ
kδ˜−δ
µδ(kδ˜ − δ)
r∑
l=1
(Xkδ˜−δ −Xδkδ˜−δ)l
r∑
i,j=1
d∑
α=1
σαi ∂xασ
l
j(X
δ
kδ˜−δ
)(W ju −W jkδ˜−δ)dW
i
u.
(62)
By BDG’s inequality, the last two terms are trivial. However the first one plus
I9(s) +
Sδ(s)−1∑
k=1
I12,k72312
equals to zero, thus
E
sup
s≤t
|I9(s) +
Sδ(s)−1∑
k=1
(I11,k72311 + I
12,k
72312)|2

is trivial.
Group 3. I10, I
5,k
7221, I
6,k
72241, I
7,k
72242.
Applying the same way in (62) to I5,k7221 and I
6,k
72241, we get
−2µδ(kδ˜ − δ)
r∑
i,j=1
σij(Xkδ˜−δ)σij(X
δ
kδ˜−δ
)δ˜
and
2µδ(kδ˜ − δ)
r∑
i,j=1
σ2ij(X
δ
kδ˜−δ
)δ˜
without some trivial terms. By virtue of (4),
I7,k72242 = −µδ(kδ˜ − δ)
r∑
i,j=1
σ2ij(X
δ
kδ˜−δ
)δ˜.
Thus we claim
E
sup
s≤t
|I10(s) +
Sδ(s)−1∑
k=1
(I5,k7221 + I
6,k
72241 + I
7,k
72242)|2

.
r∑
i,j=1
E

Sδ(t)−1∑
k=1
µδ(kδ˜ − δ)
(
σij(X
δ
kδ˜−δ
)− σij(Xkδ˜−δ)
)2
δ˜
2
+ n(δ) 12 δ 12
.
∫ t
0
E[m2δ(u)]du+ n(δ)
1
2 δ
1
2 .
(63)
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Group 4. I2,k2227, I
3,k
2227, I
9,k
72122.
It’s easy to see that
I2,k2227 + I
9,k
72122 = −
4
γ
r∑
i=1
µδ(kδ˜ − δ)(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xδkδ˜−δ)δ˜.
A similar way as we handle (62), we can turn I3,k2227 into
4
γ
r∑
i=1
µδ(kδ˜ − δ)(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xδkδ˜−δ)δ˜,
if we ignore some trivial terms. Hence
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(I2,k2227 + I
3,k
2227 + I
9,k
72122)|2
 . o(1). (64)
Group 5. I1,k2228, I
8,k
72121.
Note that
n∑
k=1
(I1,k2228 + I
8,k
72121)
=
4
γ
n∑
k=1
r∑
i,j=1
µδ(Dϕσ)i(X
δ
kδ˜−δ
)
[
((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)
−((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xkδ˜−δ)
]
(W i
(k+1)δ˜−δ
−W i
kδ˜−δ
)(W j
(k+1)δ˜−δ
−W j
kδ˜−δ
).
(65)
A similar way as we handle (62), we can turn it into
4
γ
n∑
k=1
r∑
i=1
µδ(Dϕσ)i(X
δ
kδ˜−δ
)
[
((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xδkδ˜−δ)− ((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xkδ˜−δ)
]
δ˜. (66)
Then we get
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(I1,k2228 + I
8,k
72121)|2
 . ∫ t
0
E[m2δ(u)]du+ n(δ)
1
2 δ
1
2 . (67)
Group 6. I6, I
10,k
7215.
Assume that
Ik6 := −
4
γ
r∑
i=1
µδ(kδ˜ − δ)(Dϕσ)i((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xkδ˜−δ)δ˜.
Clearly, it holds that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
Ik6 − I6(s)|2
 . n(δ) 12 δ 12 .
Moreover, as we do in (62), by Ito’s formula,
Sδ(s)−1∑
k=1
(
Ik6 + I
10,k
7215
)
=
4
γ
Sδ(s)−1∑
k=1
r∑
i=1
µδ(kδ˜ − δ)(Dϕσ)i(Xkδ˜−δ)
[
((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xδkδ˜−δ)− ((Xkδ˜−δ −Xδkδ˜−δ)∗σ)i(Xkδ˜−δ)
]
δ˜
+
4
γ
Sδ(s)−1∑
k=1
∫ (k+1)δ˜−δ
kδ˜−δ
µδ(kδ˜ − δ)
r∑
i,j=1
(Dϕσ)i(Xkδ˜−δ)((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)(W iu −W ikδ˜−δ)dW ju
+
4
γ
Sδ(s)−1∑
k=1
∫ (k+1)δ˜−δ
kδ˜−δ
µδ(kδ˜ − δ)
r∑
i,j=1
(Dϕσ)i(Xkδ˜−δ)((Xkδ˜−δ −Xδkδ˜−δ)∗σ)j(Xδkδ˜−δ)(W ju −W
j
kδ˜−δ
)dW iu.
(68)
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BDG’s inequality and Lemma 3.7 yield
E
sup
s≤t
|
Sδ(s)−1∑
k=1
(
Ik6 + I
10,k
7215
)
|2
 . ∫ t
0
E[m2δ(u)]du + n(δ)
1
2 δ
1
2 .
It follows that
E
sup
s≤t
|
Sδ(s)−1∑
k=1
I10,k7215 + I6(s)|2
 . ∫ t
0
E[m2δ(u)]du+ n(δ)
1
2 δ
1
2 .
Since ϕ ∈ C2b , put estimates of Group 1− 6 together, we claim
E
[
sup
u≤t
|Xu −Xδu|4
]
.
∫ t
0
E[m2δ(u)]du + o(1)
.
∫ t
0
E[sup
u≤s
|Xu −Xδu|4]ds+ o(1),
(69)
where o(1) = n(δ)
5
2 δ
1
2 + n(δ)−1 + |(cij)(δ˜, δ)− (cij)|2. We complete the prove.
Proof of Theorem 3.1.
Proof. Employing Proposition 3.8 and Gronwall’s inequality, we get
E
[‖Xδ,T −XT‖] ≤ C (n(δ) 52 δ 12 + n(δ)−1 + |(cij)(δ˜, δ)− (cij)|2) . (70)
That is, ∀ǫ > 0,
lim
δ→0+
P (‖Xδ,T −XT ‖ > ǫ) = lim
δ→0+
E
[‖Xδ,T −XT‖]
ǫ
= 0.
Furthermore, by the boundness of solution on D and Dominated Convergence Theorem, we have
lim
δ→0+
E
[‖Xδ,T −XT‖p] = 0
for any p > 0.
4 Example
According to Theorem 3.1, we can get strong convergence of some usual approximation.
Example 4.1. (mollifiers). Let ρ be a non-negative C∞− function whose support is contained in [0, 1],
satisfying
∫ 1
0 ρ(s)ds = 1. we define
ρδ(s) =
1
δ
ρ
(s
δ
)
for δ > 0
and
Gδ,i(t, w) =
∫ ∞
0
wi(s)ρδ(s− t)ds =
∫ δ
0
wi(s+ t)ρδ(s)ds
for i = 1, 2, . . . , r.
Proof. It’s easy to see that {Gδ(t, f)}δ>0 is a class of B(R)× C[0,∞)−measurable map.
(i) for any t ∈ [0,∞), we have
G˙δ,i(t, w) = −1
δ
∫ 1
0
wi(t+ δξ)ρ′(ξ)dξ ∈ C[0,∞).
(ii) is obvious.
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(iii)
Gδ,i(t+ kδ, w) =
∫ δ
0
wi(s+ t+ kδ)ρδ(s)ds
=
∫ δ
0
(
wi(s+ t+ kδ)− wi(kδ)) ρδ(s)ds+ wi(kδ)
= Gδ,i(t, θkδw) + w
i(kδ).
(71)
(iv)
E
[
Gδ,i(0, w)
]
=
∫ δ
0
E
[
W is
]
ρδ(s)ds = 0.
(v)
δm−1E
[∫ δ
0
|G˙δ,i(s, w)|2mds
]
=
1
δm+1
E
[∫ δ
0
|
∫ 1
0
wi(s+ δξ)ρ′(ξ)dξ|2mds
]
=E
[∫ 1
0
|
∫ 1
0
wi(δs+ δξ)√
δ
ρ′(ξ)dξ|2mds
]
= E
[∫ 1
0
|
∫ 1
0
wi(s+ ξ)ρ′(ξ)dξ|2mds
]
<∞.
(72)
(vi) By Ho¨lder’s inequality, we have
E
[∣∣Gδ,i(0, f(∗))∣∣2p] = E
∣∣∣∣∣
∫ δ
0
f(s)ρδ(s)ds
∣∣∣∣∣
2p
 ≤ ∫ δ
0
E
[|f(s)|2p] ds(∫ δ
0
ρ
2p
2p−1
δ (s)ds
)2p−1
= δ
(∫ δ
0
ρ
2p
2p−1
δ (s)ds
)2p−1
E
[|f(ξ)|2p] = (∫ 1
0
ρ
2p
2p−1 (s)ds
)2p−1
E
[|f(ξ)|2p] ,
(73)
for some ξ ∈ [0, δ]. Finally, we have sij(δ, δ) = 0. Thus we say {Gδ(t, f)}δ>0 is an approximation of
Brownian Motion.
Now, let C10,1 be the space of continuously differentiable functions f on [0, 1] such that f(0) = 0, f(1) =
1. Let f ′ = ddtf and ∆k+1w = w(kδ + δ)− w(kδ).
Example 4.2. Select f i ∈ C10,1, i = 1, 2, . . . , r, and set
Gδ,i(t, w) = witδ + f
i
(
t− tδ
δ
)
(witδ − witδ ).
Proof. (i)− (iii) is obvious. Since Gδ,i(0, w) ≡ 0, (iv) and (vi) are also easy to get. As for (iv), we have
δm−1E
[∫ δ
0
|G˙δ,i(s, w)|2mds
]
=
1
δm+1
∫ δ
0
∣∣∣f˙ i (s
δ
)∣∣∣2m ds E [∣∣W iδ −W i0∣∣2m]
.
∫ 1
0
|f˙ i(s)|2mds <∞.
(74)
Since sij(δ, δ) = 0, Assumption 1.4 is satisfied.
Example 4.3. (McShane). If r = 2 and choose f i ∈ C10,1, i = 1, 2. Let
Gδ,i(t, w) =
{
wi(tδ) + f
i
(
t−tδ
δ
)
(wi
tδ
− witδ ), (w1tδ − w1tδ )(w2tδ − w2tδ ) ≥ 0,
wi(tδ) + f
3−i
(
t−tδ
δ
)
(wi
tδ
− witδ ), (w1tδ − w1tδ )(w2tδ − w2tδ ) < 0.
(75)
Proof. A similar argument shows (i)− (vi) are satisfied, now we say that Assumption 1.4 is also true. In
fact, using integration by parts, we have
1
2
∫ δ
0
[Gδ,1(s, w)G˙δ,2(s, w) −Gδ,2(s, w)G˙δ,1(s, w)]ds = 1− 2
∫ 1
0
f˙1(s)f2(s)ds
2
|W 1δ ||W 2δ |.
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