Daily Exchange Rate Pass-through into Micro Prices by Alvarez, Renzo et al.
Florida International University
FIU Digital Commons
Economics Research Working Paper Series Department of Economics
5-3-2018
Daily Exchange Rate Pass-through into Micro
Prices
Renzo Alvarez
Department of Economics, Florida International University, ralva021@fiu.edu
Amin Shoja
Department of Economics, Florida International University, ashoj003@fiu.edu
Syed A. Uddin
Department of Economics, Florida International University, suddi002@fiu.edu
Hakan Yillmazkuday
Department of Economics, Florida International University, hyilmazk@fiu.edu
Follow this and additional works at: https://digitalcommons.fiu.edu/economics_wps
Part of the Economics Commons
This work is brought to you for free and open access by the Department of Economics at FIU Digital Commons. It has been accepted for inclusion in
Economics Research Working Paper Series by an authorized administrator of FIU Digital Commons. For more information, please contact
dcc@fiu.edu.
Recommended Citation
Alvarez, Renzo; Shoja, Amin; Uddin, Syed A.; and Yillmazkuday, Hakan, "Daily Exchange Rate Pass-through into Micro Prices"
(2018). Economics Research Working Paper Series. 126.
https://digitalcommons.fiu.edu/economics_wps/126
Daily Exchange Rate Pass-through into Micro Prices
Renzo Alvarezy Amin Shojaz Syed Uddinx Hakan Yilmazkuday{
May 3, 2018
Abstract
This paper estimates the exchange rate pass-through (ERPT) by using good-level
daily data on wholesale prices of imported agricultural products, where the identi-
cation is achieved by using daily data on the domestic ination rate. The results of
standard empirical analyses are in line with existing studies that employ lower frequen-
cies of data by showing evidence for incomplete daily ERPT of about 5 percent. The
key innovation is achieved when nonlinearities in ERPT are considered, where ERPT
is doubled to about 10 percent when daily nominal exchange rate changes are above
0:55 percent, daily frequencies of price change are above 3:12 percent, and storage life
of a product is above 10 weeks. Important policy implications follow.
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1 Introduction
Exchange rate pass-through (ERPT) is the standard measure used to represent the rela-
tionship between nominal exchange rates (NER) and prices of internationally traded goods.1
Since central banks that have the objective of price stability can intervene the exchange rate
market to have full or partial control over the value of their currency, policy makers need to
know how prices would react to changes in NER. Such knowledge is also essential for indi-
vidual welfare through income and substitution e¤ects, especially for small-open economies.
Within this picture, we investigate ERPT at the product-level by introducing a new data
set that has two main advantages over the ones employed in the existing literature. First, we
have daily wholesale price data on 52 imported agricultural products that cover the period
between January 2005 and August 2015 in Turkey; to our knowledge, this is one of the few
rich data sets based on daily observations of micro prices. Second, we have the corresponding
daily prices for domestically produced agricultural products as well, so that the pure e¤ects of
NER changes on prices can be identied with respect to other macroeconomic developments.2
Having a daily (rather than a lower frequency) investigation is essential for understanding
the dynamics in the import prices of agricultural goods, because the e¤ects of NER changes
can only be investigated in a high frequency setup due to the perishable nature of these
products (e.g., having a storage life of one week for raspberry). We combine the daily import
price data of agricultural products with the corresponding data on NER, frequency of price
change (measured over the sample period, thanks to the micro-price nature of the data)
and storage life (a concept corresponding to the opposite of perishability/depreciation) to
estimate ERPT, where we consider potential nonlinearities through estimated thresholds in
these variables.
1This paper follows the textbook denition of ERPT as described in Knetter (1997) which is the percentage
change in local currency import prices resulting from a one percent change in the exchange rate. Accordingly,
complete ERPT corresponds to a value of 1 (or 100%), while incomplete ERPT corresponds to values below
1 (or 100%).
2Another daily data set is by Lott (2013) who has considered daily ERPT evidence based on eBay
transactions of U.S. imports from Australia, Canada, Germany, Japan and the U.K. that constitute a small
portion of the overall expenditure in the U.S. without controlling for domestic price changes; in comparison
to such online price data, our data set not only represents o­ ine wholesale prices of agricultural products
that constitute about 22% of overall consumption expenditure in Turkey (according to the Turkish Statistical
Institute) but also controls for domestic price changes.
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This paper is closest to the recent empirical ERPT literature using nonlinear/threshold
models. Within this literature, by estimating a nonlinear time series model for the U.S.,
Shintani, Terada-Hagiwara, and Yabu (2013) show that the period of low ERPT during
the 1980s and 1990s is likely to be associated with low ination. Similarly, Cheikh and
Louhichi (2016) show, using a panel threshold framework for 63 countries, that the class
of countries with higher ination rates experiences higher degrees of ERPT; Ben Cheikh
and Rault (2016) show, using logistic smooth transition models for ve heavily indebted
countries, that ERPT is higher when sovereign bond yield spreads exceed a given threshold;
and Donayre and Panovska (2016) show, using a Bayesian threshold vector autoregression
for Canada and Mexico, that ERPT is higher when the growth rate of output is larger.
We contribute to this literature by considering thresholds in alternative variables of NER,
frequency of price change, and storage life. Moreover, whereas these papers have considered
low frequency macro-level data sets, this paper considers a daily micro-level data set that
avoids any aggregation/measurement problem due to converting daily observations into lower
frequency data sets.
2 Data and Empirical Methodology
The micro-price data that cover daily wholesale prices of 52 imported agricultural goods
in Istanbul, Turkey between January 2005 and August 2015 have been obtained from the
web page of Istanbul Metropolitan Municipality.3 The data source distinguishes between
imported products and goods that are domestically produced in Turkey, which is a perfect t
to our daily investigation of ERPT for identication purposes; accordingly, in order to control
for local macroeconomic developments, we construct the daily domestic ination rate using
daily price data of 311 agricultural goods produced within Turkey and sold in Istanbul.4
We combine this data set with the daily nominal exchange rate (NER) between Turkish
Lira and U.S. dollar (which is the main currency used for Turkish imports) that has been
3The web page of Istanbul Metropolitan Municipality is www.ibb.gov.tr.
4In particular, for each day, we calculate the average percentage change in good-level prices, after ignoring
the outlier goods dened as the ones that have price changes more than two standard deviations away from
the average ination.
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obtained from the web page of The Central Bank of the Republic of Turkey. The usage of
the NER between Turkish Lira and U.S. dollar is motivated by studies such as by Nazlioglu
and Soytas (2011), Richards, Myers, Swinton, and Walker (2012) and Scha¤nit-Chatterjee,
Schneider, Peter, and Mayer (2010) who show that agricultural products are globally traded
in U.S. dollars. Moreover, as shown in Gopinath (2015), the majority (60%) of Turkish
imports are invoiced in U.S. dollars, while only 3% of them are invoiced in Turkish liras.
Since Turkish imports from the U.S. represent only 6% of total Turkish imports, it is implied
that the U.S. dollar is the main foreign currency used for Turkish imports, independent of
the source country and product considered.
The micro-price data are also used in order to calculate the good-level frequencies of price
change. Given that our data set consists of perishable imported goods, we would also like to
study whether ERPT varies with respect to the storage life of a commodity. Our motivation
comes from studies such as by Kryvtsov and Midrigan (2012) or Alessandria, Kaboski, and
Midrigan (2013) who have shown that the optimal price (and thus markups) of any seller
decreases with the depreciation rate of inventories. Intuitively, since sellers may want to
sell more perishable goods as soon as possible due to their high depreciation rate, they may
accept lower price o¤ers, independent of NER changes. This translates into an ERPT that
is higher for less-perishable products in relative terms. Accordingly, we use the storage life
measures provided by Cantwell (2001) that cover all of our agricultural products.
Following studies such as by Campa and Goldberg (2005) and Burstein and Gopinath
(2014), we use the following standard specication in order to measure ERPT:
pg;t = +
 
TX
k=0
ket k
!
+ t + g + St + t (1)
where pg;t is the daily change in log wholesale price of imported good g, k measures the
exchange rate pass through of the kth lag of the log NER change, et k is the kth lag of
the log NER change, t is the daily domestic ination rate (as a control variable), gs are
good-xed e¤ects, St represents seasonality controls, and t is the error term.5
5Augmented Dickey-Fuller and Phillips-Perron unit root tests suggest that the level of prices and exchange
rates are nonstationarity, but both variables become stationary after considering daily log changes; this is
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The number of daily lags T in Equation (1) is determined by using standard criteria of AIC
and BIC, together with the signicance of the corresponding coe¢ cients. The usage of the
domestic ination rate t as a control variable is essential to identify the pure e¤ects of NER
changes as a source of daily foreign shocks. Good xed e¤ects of gs are useful to control for
good-specic factors. Following studies using daily data sets such as by Al-Khazali (2008),
Al-Ississ (2010), Anson, Bo¤a, and Helble (2014), and Ali and Akhter (2016), seasonality
controls St include weekday xed e¤ects, monthly xed e¤ects, and Ramadan xed e¤ects,
where the period of Ramadan changes each year with respect to the religious calendar.
We also consider potential nonlinearities in the determination of ERPT. The literature
studying nonlinearities in ERPT (introduced above) has made use both of the threshold
approach and of the smooth transition framework. In a threshold regression, the transition
from one regime to the next is instantaneous in the sense that the nonlinearity kicks in fully
and immediately once the transition variable passes its threshold value, while in a smooth
transition regression the transition across extreme regimes is gradual. The choice of one
approach over another depends on whether the analysis is at the macro or microeconomic
level as discussed in details by Ben Cheikh and Rault (2017). Within this context, since we
employ micro-price data, we consider the following threshold regression:
pg;t = +
 
TX
k=0
ket kI (qg;t  )
!
+
 
TX
k=0
ket kI (qg;t > )
!
+ t+ g +St+ t (2)
where qg;t is the threshold variable (representing NER, frequency of price change, or storage
life),  is the corresponding threshold value, I (qg;t  ) is an indicator function taking a value
of 1 if qg;t   and 0 otherwise, and I (qg;t > ) is an indicator function taking a value of 1 if
qg;t >  and 0 otherwise. Following studies such as by Chan (1993) and Hansen (2000),  is
estimated using least squares with the objective of minimizing the residual sum of squares.
the reason behind our specication. Cointegration tests based on the Engle-Granger procedure suggest that
residuals are I(0).
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3 Empirical Results
The results for the benchmark specication in Equation (1) are given in Table 1, where we
show the estimation results based on lags of NER up to T = 1, although we considered lags
up to T = 8.6 Although the criteria of AIC and BIC both select T = 1 (followed by T = 0),
the corresponding coe¢ cient of lagged NER is statistically insignicant in all specications;
accordingly, we consider the lag selection of T = 0 for the rest of our investigation, which
is in line with studies based on daily data such as by Lott (2013). It is implied that the
coe¢ cient of the current log NER change 0 corresponds to the measure of ERPT as well.
Within this picture, the results in Table 1 show that ERPT is about 5% on average across
goods and time. Compared to the existing studies in the literature, this ERPT measure is
very similar to the ones estimated at the good level, especially for the category of foods (e.g.,
see Ben Cheikh and Rault (2017), Aron, Farrell, Muellbauer, and Sinclair (2014), Gopinath,
Itskhoki, and Rigobon (2010) or Lott (2013)). The results are also robust to the consideration
of alternative control variables, where domestic ination contributes to log price changes with
a coe¢ cient of about 0:34 when T = 0 and all control variables are included in the regression
in column (7).
The results for the threshold analyses represented by Equation (2) are given in Table 2,
where we distinguish between all price changes and non-zero price changes similar to studies
such as by Gopinath, Itskhoki, and Rigobon (2010).7 When all price changes are included
in the regression (including zero price changes), there is evidence for incomplete ERPT of
around 10% only when log daily NER changes are above 0:55%, when goods with frequency
of price change over 3:12% are considered, or when goods with storage life of more than 10
weeks are considered, while ERPT is statistically insignicant below these threshold values.
When only non-zero price changes are included in the regression, the tables turn with showing
evidence for complete ERPT, since a positive and signicant coe¢ cient of 1 (i.e., 100%) is
within any condence interval. In this case, the consideration of a threshold in storage life
6The results based on higher number of lags have much higher AIC and BIC criteria (and thus are not
selected) that have been skipped to save space, but they are available upon request.
7In order to focus on daily ERPT, we use a slightly di¤erent approach compared to Gopinath, Itskhoki,
and Rigobon (2010) who consider cumulative changes in nominal exchange rates when a price change is
observed, whereas we consider daily (instantaneous) changes in the nominal exchange rate.
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contributes most to the investigation by leading into an ERPT of about 155% for products
with storage life of more than 10 weeks, followed by an ERPT of about 120% for days when
the NER change is higher than 0:55%, and an ERPT of about 73% for products with a
frequency of price change larger than 3:12%.
These results are in line with existing studies in the literature (that employ lower frequency
data sets) such as: (i) Burstein, Eichenbaum, and Rebelo (2005) who have shown that the
magnitude of NER changes may be e¤ective in the determination of ERPT; (ii) Gopinath
and Itskhoki (2010) and Antoniades and Zaniboni (2016) who have shown that there is
a positive relationship between frequency of price change and ERPT; and (iii) Kryvtsov
and Midrigan (2012) or Alessandria, Kaboski, and Midrigan (2013) who have shown that
the optimal price (and thus markups) of any seller decreases with the depreciation rate of
inventories. Intuitively, since sellers may want to sell the more perishable goods as soon as
possible due to their high depreciation rate, they may accept lower price o¤ers, independent
of NER changes. This translates into an ERPT that is higher for less-perishable products in
relative terms, which is new in this paper.
4 Policy Suggestions and Concluding Remarks
Policy makers are interested in exchange rate pass-through (ERPT) measures not only be-
cause of price-stability concerns especially in small-open economies, but also because ERPT
measures are mapped into real e¤ects of nominal exchange rate (NER) changes. By using
daily good-level wholesale price data on imported agricultural products, this paper has shown
that ERPT is incomplete on average across goods and time in Turkey, robust to the consid-
eration of nonlinearities or control variables such as daily domestic ination rate. Although
complete ERPT is observed when non-zero price changes are considered, since frequency of
daily price changes is low on average across goods in our sample, the overall evidence for
incomplete ERPT remains intact.
These results can be perceived as positive for Turkish policy makers, since low and in-
complete pass-through as in this paper (i) ensures that NER shocks do not destabilize the
price level and thus facilitates the prediction of future Turkish ination, (ii) helps the sta-
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bilization of CPI ination (targeting) rather than that of non-traded goods prices, and (iii)
provides higher degrees of freedom to the monetary authority to conduct an independent
policy, without having a trade-o¤ between real stability and ination stability, because high
nominal exchange rate volatility is allowed to stabilize the real economy in face of external
shocks (e.g., see Vega, Winkelried, et al. (2005), Choudhri and Hakura (2006), Devereux,
Lane, and Xu (2006), or Winkelried (2014)).
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