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Introduction
The development of multi-lingual document image analysis systems has become an important task with many applications recently. There is a big need for systems that are capable of handling documents with different languages. In the early 90s, several document analysis systems have appeared that are able to handle single language documents. There is a big need these days to expand document analysis systems to handle multi-lingual documents. In order to develop such systems we have to solve the problem of language identification. This paper addresses the problem of language identification for documents printed in hybrid ArabicEnglish languages. Because of the many differences between Arabic and English text styles, character recognition methods differ in the way they handle text in these two languages. For example, Arabic is written from right to left while English is written from left to right. Also, Arabic text is cursive, i.e., characters are connected within each word and so Arabic OCR systems have an explicit or implicit segmentation phase to segment words into characters[l, 2, 31. In contrast English characters are isolated and need no segmen- Language Identification prior to OCR has received some attention recently. In [ 101 multi-channel Gabor filtering is used to extract rotation invariant texture features that are used to identify the language of text blocks. In [9] features related to upward concavities in character structure are used to discriminate between two broad classes: western scripts and oriental (Korean, Japanese, Chinese) scripts. Different features were used to discriminate between languages in each of these classes. In [5] a combined analysis of several discriminating statistical features i s used to discriminate between European and oriental language scripts.
In this paper, three techniques for language identification perior to OCR phase for hybrid Arabic-English documents are presented. These techniques may be generalized to include all other Romance and Anglo Saxon languages instead of only English and other languages that uses Arabic scripts such as Persian and Urdo. Although we emphasis on technical documents and magazines in the experiments, these techniques can be used in other document analysis ap-plications.
The organization of the paper is as follow: Section 2 introduces the document analysis environment that we used. Section 3 presents three techniques for solving the identification problem. In section 4, experimental evaluation results of the proposed techniques are shown. 
Document Analysis Environment
The problem that we are concerned about in this paper can be described as follows: Given an image of a word or a collection of words in one text line, how can we determine what language it is written in prior to solving the OCR problem provided that it is written in one language. We consider the case of documents written in hybrid ArabicEnglish environment as those in figure 1 . The proposed techniques are part of our research bilingual (ArabicEnglish) document analysis system. The approach that is used for document analysis affects the technique used for language identification. There are two basic approaches for document analysis [4] ; top down approach and bottom up approach. In the top down approach, starting with the scanned page, the page is segmented into large blocks which are then classified to text blocks, Figures, tables, etc. Text blocks are then resegmented into text lines and then into words and characters. In the bottom up approach, black pixels are grouped into small components (character size). These components are combined to form words and then text lines and paragraphs. We use a bottom up approach to analyze the document similar to that used by Tsujimoto and Asada [ 1 I]. First, connected component extraction is performed on the thresholded image after horizontal smearing [4] . Connected components are grouped together horizontally through a series of steps to form a tree structure of subwords, words, lines and paragraphs. Language identification is performed on word level, i.e., after extracting tokens corresponding to words, these tokens are passed to a language identification process to label them either Arabic or English.
The techniques proposed in section 3 are general enough to solve the problem of ArabicEnglish language identification on two levels:
Textline level: In this case, text lines are either written in Arabic or in English. Consider, for example, postal automation applications that handle international mail where you can find complete text lines written in Arabic or in English.
Word level: We can call this case, hybrid ArabicEnglish writing. where the same text line contains both Arabic and English words. This is the basic problem that we are going to emphasize on.
Other document analysis applications require solving the language identification problem on the page level or on the paragraph level where pages or paragraphs are written in the same language.
Techniques for Language Identification

Horizontal Projection Profile
The black-count horizontal projection profile is a onedimensional integer-valued function f ( y ) , where the value off is the number of black pixels in row y. Projection profiles have been used extensively in the field of document analysis specially in skew removal [4] and for block classification [ 121. Two techniques are described and evaluated below to discriminate between these two types of projection profiles.
Peak Detection
In this method the peaks in the horizontal projection profile are detected. First the projection is normalized with respect to the total length of the profile. Fig. 3 illustrates a typical normalized profile for a typical Arabic and English text line. latter case, a word's projection does not preserve the characteristic of peaks as complete text lines do. A single word's profile is always sensitive to the characters in the word specially if the word is too short in length and have small number of characters. two layer feed forward neural network is used as a classifier in this problem. The input to the network is the three moments m3, m4, m5, i.e., each input node is a continuous valued input. Four nodes are used in the hidden layer and two nodes for the output (ArabicEnglish). The back propagation [7] algorithm is used to train the network. The back propagation training algorithm is an iterative gradient algorithm designed to minimize the mean square error between the actual output and the desired output.
Use of Moments
According to the experimental results that will be shown in section 4, The moment method gives excellent performance in both the case of textline-level language identification and the case of word-level language identification.
Runlength Histogram
In this method each runlength, (x,, z,, y), where z, and 2, are the start and the end points of the runlength and y is its horizontal location, is mapped to a pair (loc, Zen) where loc is the normalized vertical location with respect to the height of the textline and Zen is the normalized length, i.e., The distribution of runlengths over the 2-D location-length space is a very discriminating feature to discriminate Arabic and English text. the runlengths in each bin is calculated. We used 8x8 bins for the histogram and the histogram is then normalized. A two layer feed forward neural network is used as a classifier. The input layer contains 64 nodes taking as an input the histogram normalized bin count. We used 10 hidden nodes and 2 output nodes. The segmoid function is used as output activation function for the output and hidden nodes. The network is trained using the backpropagation algorithm with text lines and words of various length.
Experimental Results
The suggested methods for language identification are tested and evaluated using sample documents. The testing were performed on both textline-level and word-level in or-
Conclusion
der to enable us to evaluate the performance of each technique.
In the Experiments, three sets of documents were used. The first set contains Arabic documents from 4 different Arabic magazines and also contains pages written using word processors and printed on laser printer. This variety of sources in the Arabic set is to ensure the existence of variety of fonts and sizes in the sample. The second set of documents contains English documents from 2 different magazines (IEEE computer and IEEE JSAC.) The third set contains documents with hybrid environment (mixed Arabic and English text) some of them from Arabic magazines that contains English text and some of them were prepared using a word processor and printed on laser printer. All the documents were scanned with resolution 300 dpi and processed to separate text lines and words that are units of evaluations. The first and second sets were used to obtain training samples for Arabic and English text respectively, The training set contains about 12,000 text lines of various lengths ranging from very short words to full text lines.
For textline-level evaluation, 8 16 Arabic textlines and 1 160 English textlines of various lengths were used as a test set. Table 1 shows the results obtained for each of the techniques described in section 3 evaluated on text line level. For word-level evaluation, 8320 words (4168 Arabic and 4152 English) were used as a test set. Table 2 shows the results obtained for each of the techniques described in section 3 evaluated on word level. As can be noticed from the results in both cases, the three techniques give good results in the case of textline level language identification. However, the runlength histogram is the most robust in the case of word level language identification.
Textline-Level Language Identification
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We presented three simple and efficient techniques to discriminate between words and text lines written in Arabic and English. The three techniques utilize the different characteristics of Arabic and English text. The characteristics of the horizontal projection profiles as well as runlength histograms are used as features for the classification. We presented an approach based on detecting the peaks in the horizontal projection profile. We presented another approach based on the moments of the profiles using neural networks for classification. Finally, we presented an approach based on classifying runlength histogram using neural networks.
We achieved a correct classification of 99.7% for text line level language identification and 96.8% for word level language identification. 
