Introduction {#Sec1}
============

Radiation-induced resistance oscillations (RIRO) and zero resistance states (ZRS)^[@CR1],[@CR2]^ are remarkable phenomena in condensed matter physics that reveal a novel scenario in radiation-matter coupling. Those effects rise up when a high-mobility, typically above 10^6^  *cm* ^2^/*Vs*, two dimensional electron system under a moderate magnetic field (*B*) is illuminated with microwave (MW) or terahertz (TH) radiation. The mangetoresistance (*R* ~*xx*~) of such systems (2DES) shows oscillations with peaks and valleys at a certain radiation power. When increasing power, the *R* ~*xx*~ oscillations increase in turn and at high enough intensity the valleys turn into ZRS. The radiation-induced resistance oscillations show characteristic traits such as periodicity in the inverse of *B* ^[@CR1],[@CR2]^, a 1/4 cycle shift in the oscillations minima^[@CR3]^, sensitivity to temperature^[@CR4],[@CR5]^ and radiation power^[@CR6]^. For the latter case, a sublinear law is obtained for the dependence of RIRO on the radiation power, *R* ~*xx*~ ∝ *P* ^*α*^, where *P* is the radiation power and, interestingly, the exponent is around 0.5. This clearly indicates a squared root dependence^[@CR7]--[@CR16]^.

A great number of experiments and theoretical models have been presented to date to try to explain such striking effects. From a theoretical standpoint, we can cite for instance the displacement model^[@CR17]^ based on radiation-assisted inter Landau level scattering, the inelastic model based on the effect of radiation on the nonequilibrium electron distribution function^[@CR18]^. Being these two models the most cited to date, other models are also very successful explaining the basic features of RIRO, such as the one by Lei *et al*.^[@CR19]^, or the radiation-driven electron orbit model^[@CR20]--[@CR24]^. We have to admit that to date there is no universally accepted theoretical approach among the people devoted to this field. The current or future theoretical models dealing with RIRO or ZRS have to confront with the available experimental results to prove how good and accurate they are. Another approach to prove theories is to check out if they are able to predict results on novel scenarios where there are no experiments carried out yet. For instance RIRO and ZRS obtained on different semiconductor platforms other than GaAs, the most extensively platform used in this kind of experiments. The main reason for using GaAs is that this platform offers the highest mobility^[@CR25]^ to date, (\~3.0×10^7^  *cm* ^2^/*Vs*), among different semiconductor heterostructures.

In this article we present a theoretical study on the effect of radiation on the magnetotransport in samples with strong Rashba^[@CR26]--[@CR28]^ spin-orbit interaction (RSOI), such as InAs. The interest by heterostructures with InAs is increasing very fast in the last years, on the one hand for their technological impact being part of new electronic devices. On the other hand from basic research standpoint in fields such as spintronics transistors and the realisation of Majorana fermions^[@CR29]^. Usually, the electron mobility in InAs has been always below 1.0 × 10^6^  *cm* ^2^/*Vs* and RIRO can hardly be seen. Yet, there have been published very recently experimental results demonstrating that improving MBE growth techniques in quantum wells of InAs electron mobilities can be dramatically increased^[@CR30]^. They claimed a mobility close to 3.0 × 10^6^  *cm* ^2^/*Vs*. Therefore, samples of InAs, with strong RSOI, can now become reasonable candidates to observe RIRO. Then, we could study the interplay of Rashba interaction and radiation in these kind of systems. We could also predict that with samples with even higher mobilities and at high enough radiation intensity, 2DES systems with RSOI can give rise to ZRS.

Thus, we start off based on the previous theory of *the radiation-driven electron orbit* ^[@CR20]--[@CR24]^. This theory stems from the displacement model^[@CR17]^ and shares with it the interplay between charged impurity scattering and radiation to be at the heart of RIRO. As a further evolution of the displacement model, our theory proceeds in an alternative approach starting from the exact solution of the time-dependent Schrodinger equation for an electron under magnetic field and radiation. The obtained exact wave function represents a Landau state where the guiding center is harmonically driven back and forth by radiation at the same frequency. Interestingly, the Landau states guiding center follows a classical trajectory given by the solution of the driven classical oscillator. According to this theory, the interaction of the driven Landau states with charged impurities ends up giving rise to shorter and longer average advanced distances by the scattered electrons. These distances are reflected on irradiated *R* ~*xx*~ as valleys and peaks respectively.

We have added to the same total Hamiltonian of the radiation-driven electron orbit theory the Rashba interaction, solving exactly the corresponding time-dependent Schrodinger equation. Then, applying a Boltzmann transport model we are able to obtain an expression for *R* ~*xx*~ with radiation and RSOI. In the simulations we obtain, first without radiation, the well-known beating pattern with the system of nodes and antinodes of the Rashba magnetoresistance^[@CR31]--[@CR43]^. Then, we switched on light obtaining *R* ~*xx*~ that shows a strong deformation of the previous beating pattern where the nodes and antinodes follow the peaks and valleys of RIRO. We study the dependence on power and frequency including the terahertz regime. 2DES with RSOI share similar Hamiltonian with 3D topological insulators, then we consider that the results that we present in this article could be of application in the field of 3D topological insulators under the influence of radiation.

Theoretical Model {#Sec2}
=================

We consider a 2DES in the *x*--*y* plane with strong Rashba coupling subjected to a static and perpendicular *B* and a DC electric field parallel to the *x* direction. Using Landau gauge for the potential vector, **A** = (0, *Bx*, 0), the hamiltonian of such a system, *H* ~0~ reads: *H* ~0~ = (*H* ~*B*~ + *H* ~*SO*~) where the different components of *H* ~0~ are:$$\documentclass[12pt]{minimal}
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To analyze magnetotransport in 2DES with RSOI we calculate the longitudinal conductivity *σ* ~*xx*~ following the Boltzmann transport theory^[@CR44]--[@CR46]^, where *σ* ~*xx*~ is given by:$$\documentclass[12pt]{minimal}
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To calculate the density of states *ρ* ~*i*~(*E*) of a 2DES with perpendicular *B* and RSOI we proceed starting off with the expression of the energy of the states, eq. ([3](#Equ3){ref-type=""}) that can be rewritten in a more compact way:$$\documentclass[12pt]{minimal}
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The Hamiltonian *H* ~0~ is the same as the one of the surface states of nonideal Dirac fermions in 3D topological insulators. The only difference is that for the latter the quadratic term is small compared to linear term that it is the dominant when it comes to topological insulators. In real samples the surface states of 3D topological insulators are no longer described by massles Dirac fermions. Experiments demonstrate important band bending and broken electron-hole symmetry with respect to the Dirac point in the band structure of real 3D topological insulators^[@CR49],[@CR50]^. Therefore the results presented above, especially the ones concerning density of states and states energy, could be of interest in the study of magnetotransport in real 3D topological insulators.

If now we switch on radiation, first of all we have to add to the Hamiltonian *H* ~0~ a radiation term *H* ~*R*~ and then: *H* ~0~ = (*H* ~*B*~ + *H* ~*SO*~ + *H* ~*R*~), where$$\documentclass[12pt]{minimal}
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                \begin{document}$$L=\frac{1}{2}{m}^{\ast }{\dot{x}}_{cl}^{2}-\frac{1}{2}{m}^{\ast }{w}_{c}^{2}{x}_{cl}^{2}-\frac{\alpha }{\hslash }\,[{\sigma }_{y}{m}^{\ast }{\dot{x}}_{cl}-{\sigma }_{x}eB{x}_{cl}]$$\end{document}$$Apart from phase factors, the wave function for *H* ~0~ now is the same as the standard harmonic oscillator where the center is displaced by *x* ~*cl*~(*t*). In the presence of radiation, the electronic orbit center coordinates change and are given according to our model by *X*(*t*) = *X*(0) + *x* ~*cl*~(*t*). This means that due to the radiation field all the electronic orbit centers in the sample harmonically oscillate at the radiation frequency in the *x* direction through *x* ~*cl*~. Applying initial conditions, at *t* = 0, *X*(*t*) = *X*(0) and then *β* = *π*/2. As a result the expression for the time dependent guiding center is now:$$\documentclass[12pt]{minimal}
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                \begin{document}$$X(t)=X\mathrm{(0)}+A\,\sin \,wt$$\end{document}$$In the presence of charged impurities scattering and radiation the average advanced distance by electrons is going to be different than in the dark, Δ*X*(0) = \[*X* ~2~(0) − *X* ~1~(0)\] (see Fig. [1a](#Fig1){ref-type="fig"}). Now the positions of the Landau states guiding centers are time-dependent according to the last expression (Eq. [23](#Equ23){ref-type=""}). If the scattering event begins at a certain time *t*, the initial LS is given by, *X* ~1~(*t*) = *X* ~1~(0) + *A* sin *wt*. After a time *τ*, that we call *flight time*, the electron "lands" in a final LS that is no longer *X* ~2~ as in the dark scenario; due to the swinging nature of irradiated LS, its former position is taken now by a new LS that we can call *X* ~3~ (see Fig. [1b](#Fig1){ref-type="fig"}). Thus, the new final LS under irradiation is written as, *X* ~3~(*t* + *τ*) = *X* ~3~(0) + *A* sin *w*(*t* + *τ*), and the scattering-induced advanced distance by the electron reads now,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}\langle {\rm{\Delta }}X(t)\rangle  & = & \langle {X}_{3}(t+\tau )-{X}_{1}(t)\rangle \\  & = & {X}_{3}\mathrm{(0)}+\langle A\,\sin \,w(t+\tau )\rangle \\  &  & -{X}_{1}\mathrm{(0)}-\langle A\,\sin \,wt\rangle \\  & = & {X}_{3}\mathrm{(0)}-{X}_{1}\mathrm{(0)}\end{array}$$\end{document}$$where obviously we have taken into account that 〈*A* sin *w*(*t* + *τ*)〉 = 0 and 〈*A* sin *wt*〉 = 0. Here, the angular brackets describe time-average over a period of the time-dependent field.Figure 1Schematic diagrams for elastic scattering (charged impurities) between Landau States without radiation (Fig. 1a), with radiation where all Landau States move at radiation frequency (Fig. 1b) and with radiation but in the steady state after time average. In this description the final average advanced distance, under radiation and after time average, turns out to be smaller than in the dark. Thus, we obtain a valley in the radiation-induced oscillations. Similar situation but in reverse can be depicted for a peak.

Next, we have to relate 〈Δ*X*(*t*)〉 with the advanced distance in the dark Δ*X*(0), i.e., we have to express *X* ~3~(0) in terms of *X* ~2~(0). Since during the time *τ* all LS have been displaced in phase the same distance, *A* sin *wτ*, the condition to be fulfilled by those guiding centers is that *X* ~3~(0) and *X* ~2~(0) have to be separated by *A* sin *wτ*. Then *X* ~3~(0) = *X* ~2~(0) − *A* sin *wτ* (see Fig. [1c](#Fig1){ref-type="fig"}). Substituting this result in the above expression we obtain,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}\langle {\rm{\Delta }}X(t)\rangle  & \equiv  & {\rm{\Delta }}X(\tau )=({X}_{2}\mathrm{(0)}-A\,\sin \,w\tau )-{X}_{1}\mathrm{(0)}\\ \,\,\,{\rm{\Delta }}X(\tau ) & = & {\rm{\Delta }}X\mathrm{(0)}-A\,\sin \,w\tau \end{array}$$\end{document}$$According to our model, this expression is responsible of RIRO including the maxima and minima positions. In Fig. [1](#Fig1){ref-type="fig"} we exhibit a schematic description of the scattering process between LS in the dark (Fig. [1a](#Fig1){ref-type="fig"}), in the presence of radiation (Fig. [1b](#Fig1){ref-type="fig"}), and in the steady state scenario (Fig. [1c](#Fig1){ref-type="fig"}). The specific case of Fig. [1](#Fig1){ref-type="fig"} corresponds to a valley in RIRO since the final average advanced distance in the scattering turns out to be smaller than in the dark. Similar description can be given for a peak but now the advanced distance is larger than in the dark.

For the flight time *τ* it was previously proposed, in a quantum mechanical and semiclassical approach^[@CR53],[@CR54]^, that during the scattering jump from one driven orbit to another (in a time *τ*) electrons in their orbits would complete, on average, one full loop, which implies that $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau ={T}_{c}=\frac{2\pi }{{w}_{c}}$$\end{document}$. On the other hand, another way to obtain the expression of *τ* is to compare the condition fulfilled by the minima positions obtained from the theoretical expression (Eq. [26](#Equ26){ref-type=""}), to the one obtained in experiments^[@CR1]^. These minima positions represent one of the main traits describing RIRO and were first found by Mani *et al*.^[@CR1]^ being given by:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\frac{w}{{w}_{c}}=\frac{5}{4},\frac{9}{4},\frac{13}{4}\mathrm{.}\ldots =(\frac{1}{4}+n)$$\end{document}$$where *n* = 1, 2, 3..... According to theory, i.e., expression (26), the minima positions are obtained when,$$\documentclass[12pt]{minimal}
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Finally, the advanced distance due to scattering in the presence of radiation reads,$$\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{\Delta }}X(\tau )={\rm{\Delta }}X\mathrm{(0)}-A\,\sin \,(2\pi \frac{w}{{w}_{c}})$$\end{document}$$Applying these last results to a Boltzmann transport model, similarly as the first part of this section, we can get to an expression for the longitudinal conductivity of the magnetotransport of a high mobility 2DES with strong RSOI in the presence of radiation. In this expression three harmonic terms turn up, two cosine terms depending on the Fermi energy and *α*, that interfere to give rise to the beating pattern profile in the magnetoresistance. And one sine term depending on radiation parameters, frequency and power. We expect the latter to interfere on the beating pattern profile.$$\documentclass[12pt]{minimal}
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Results and Discussion {#Sec3}
======================

All calculated results presented in this article are based on the next list of parameteres regarding experiments in InAs quantum wells^[@CR30],[@CR33]--[@CR37]^: Rashba parameter *α* = 0.6 × 10^−11^  *eV* · *m*, electron density *n* ~*i*~ = 2.0 × 10^16^  *m* ^−2^, electron effective mass *m*\* = 0.045 *m* ~*e*~ where *m* ~*e*~ is the electron rest mass and temperature, *T* = 1 *K*.

In Fig. ([2)](#Fig2){ref-type="fig"} we present calculated *R* ~*xx*~ vs *B* for dark and irradiated scenarios in a high-mobility 2DES with strong RSOI. For the latter, the radiation frequency *f* = 149 GHz. For the dark curve we obtain a very clear beating pattern profile made up of a system of nodes and antinodes. The radiation curve exhibits a similar beating pattern but this time dramatically deformed and modulated by the rise of the system of peaks and valleys of RIRO. In the new beating pattern the node *B*-positions are not affected by the presence of radiation but yet the different antinodes are, according to their *B*-position^[@CR55]--[@CR57]^. This peculiar profile in *R* ~*xx*~ shows up as result of the interference effect between the sine and cosine terms that is reflected in equation ([31](#Equ31){ref-type=""}).Figure 2Calculated magnetoresistance, *R* ~*xx*~, vs magnetic field, *B*, for dark and radiation of frequency *f* = 149 GHz, in a high-mobility 2DES with strong RSOI of Rashba parameter *α* = 0.6 × 10^−11^  *eV* · *m*. For the dark curve we obtain, as expected, a beating pattern profile made up of a system of nodes and antinodes. The radiation curve exhibits similar beating pattern but modulated by the rise of the system of peaks and valleys of RIRO. (T = 1 K).

In Fig. ([3)](#Fig3){ref-type="fig"} we present the dependence of calculated *R* ~*xx*~ on *P* for 2DES with important Rashba coupling under radiation. In panel (a) we exhibit calculated *R* ~*xx*~ vs *B* for a radiation frequency *f* = 103.08 GHz, different radiation intensities from dark to 10 mW: 0.5, 1, 2.2, 4, 6.2 and 10 mW and *T* = 1 K. We easily observe, as expected, that RIRO increase their amplitudes as *P* increases from dark. At the same time the deformation of antinodes gets stronger too, keeping constant the *B*-position of the nodes. In panel (b) we exhibit, again for *f* = 103.08 GHz, Δ*R* ~*xx*~ = *R* ~*xx*~ − *R* ~*xx*~(*dark*) versus *P* for *B* corresponding to dashed vertical lines on panel (a). One line corresponds to the *B*-position of a node and the other of an antinode. We want to check out if the presence of Rashba coupling affects the previously obtained sublinear power law for the dependence of RIRO on *P*. In this way we obtain for both, according to the calculated fits, an approximately square root dependence on *P*, concluding that Rashba coupling does not affect the sublinear law. We can theoretically explain these results according to our model. In the expression of *σ* ~*xx*~ and then in *R* ~*xx*~, *P* only shows up in the numerator of the amplitude *A* as $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{P}\propto {\varepsilon }_{0}$$\end{document}$, but not in the phase of the sine function. Thus, on the one hand, *P* does not affect the phase of RIRO that remains constant as *P* changes, and on the other hand $\documentclass[12pt]{minimal}
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                \begin{document}$${R}_{xx}\propto \sqrt{P}$$\end{document}$, giving rise to the sublinear (square root) power law for the dependence of *R* ~*xx*~ on *P*. Finally, in the phase of cosine terms there is no radiation parameters concluding that radiation will not affect the *B*-positions of nodes and antinodes.Figure 3Dependence on radiation power *P* of the calculated magnetoresistivity under light in 2DES with Rashba coupling. In panel (a) we exhibit *R* ~*xx*~ as a function of *B*, for different radiation intensities starting from dark and for the same frequency *f* = 103.08 GHz. In panel (b) we exhibit Δ*R* ~*xx*~ = *R* ~*xx*~ − *R* ~*xx*~(*dark*) versus *P* for *B* corresponding to dashed vertical lines on panel (a). One line corresponds to the *B*-position of a node and the other of an antinode. For both, node and antinode, we obtain a square root (sublinear) dependence showing the corresponding fits. (T = 1 K).

In Fig. ([4)](#Fig4){ref-type="fig"} we present the dependence on radiation frequency of irradiated *R* ~*xx*~ for 2DES with Rashba interaction. In panel (a) we show the low frequency case and in panel (b) the high frequency, obtaining similar results for both. Thus, the nodes *B*-position turns out to be immune to radiation frequency keeping the same ones as in the dark situation. The deformation of the antinodes changes with the frequency. The reason is that the deformation or modulation depends on the RIRO position and the latter does change with radiation frequency. As a result, the same initial antinode in the dark will deform differently according to *f*. We also observe that the strongest deformation corresponds to the RIRO's peaks irrespective of radiation frequency. The immunity of nodes with *f* can be readily explained as in the previous figure, according to Eq. ([31](#Equ31){ref-type=""}). In this equation the nodes position depends only on the cosine terms where the Rashba term *α* shows up in the corresponding phases. In these phases *f* does not show up and then its variation will not affect the positions of either the nodes or the antinodes.Figure 4Dependence on radiation frequency, *f* of irradiated *R* ~*xx*~ vs *B* for 2DES with Rashba coupling. In panel (a) we exhibit the low frequency scenario and in panel (b) the high frequency, obtaining similar results for both. Nodes *B*-position is immune to frequency and antinodes shape depends on frequency because the former depends on RIRO's positions that, in turn, deeply depend on *f*. (T = 1 K).

In Fig. ([5)](#Fig5){ref-type="fig"} we present the obtained results for irradiated *R* ~*xx*~ vs *B* for 2DES with Rashba coupling in the terahertz regime showing two frequencies: 300 GHz in panel (a) and 400 GHz in panel (b). Apart form RIRO, due to radiation and the beating patter, we have obtained zero resistance states for $\documentclass[12pt]{minimal}
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                \begin{document}$$B\simeq 0.4\,{\rm{T}}$$\end{document}$ in the upper panel and for $\documentclass[12pt]{minimal}
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                \begin{document}$$B\simeq 0.55\,{\rm{T}}$$\end{document}$ in the lower panel. The ZRS region in each panel is indicated by arrows. The exhibited curves in panel (a) correspond to dark and radiation power of 1 mW, 4 mW and 10 mW. We observe the evolution of the antinode of the beating pattern from dark to the onset of zero resistance states. The intensity of the *R* ~*xx*~ oscillations in the antinode is diminished as the power increases. Finally these oscillations are completely wiped out at high enough power immersed in the ZRS region. The inset in this panel exhibits a zoom-in of the intermediate region of *B*, (0.2--0.6) T, in order to observe more clearly the quenching of the antinode when approaching ZRS. Thus, we can conclude that the Rashba beatings are not simply chopped off but they are slowly quenched as the radiation power is getting bigger until they disappear and the ZRS region rise up. This behavior can be readily explained as in the previous figures, according to Eq. ([31](#Equ31){ref-type=""}). In this equation the term of the squared brackets (radiation dependent) describes the average distance advanced by the scattered electron. As *P* increases, in the corresponding *B* region, this term is getting smaller and smaller affecting in turn the curly brackets term. The latter defines the Rashba beating that is not simply cut when approaching ZRS but modulated (diminished) by the previous radiation dependent term. In this way it is interesting to stand out that, on the other hand, when the *B* region corresponds to a RIRO peak, the intensity of the Rashba antinode is greatly enhanced by the action of radiation when the power is increased. In the lower panel we present a similar situation as in the upper panel but this time ZRS is obtained from a node. In this panel the exhibited curves correspond to dark and radiation power of 1 mW and 10 mW. Similarly as before, the node disappears as power increases, immersed in the ZRS region.Figure 5Terahertz irradiated *R* ~*xx*~ versus *B* for a 2DES with Rashba interaction for radiation frequencies, *f* = 300 GHz in panel (a) and *f* = 400 GHz in panel (b). The dark case is also presented for both panels. We obtain a ZRS region in each panel as indicated by arrows. The exhibited curves in panel (a) correspond to dark and radiation power of 1 mW, 4 mW and 10 mW. We observe the evolution of the antinode of the beating pattern from dark to the onset of zero resistance states. The intensity of the *R* ~*xx*~ oscillations in the antinode is diminished as the power increases. Finally these oscillations are completely wiped out at high enough power immersed in the ZRS region. The inset in this panel exhibits a zoom-in of the intermediate region of *B*: (0.2--0.6) T. In panel (b) the exhibited curves correspond to dark and radiation power of 1 mW and 10 mW. We observe the evolution of a node of the beating pattern for increasing radiation power from dark to zero resistance states. (T = 1 K).
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