Summary. Methods based on the propensity score comprise one set of valuable tools for comparative effectiveness research and for estimating causal effects more generally. These methods typically consist of two distinct stages: (1) a propensity score stage where a model is fit to predict the propensity to receive treatment (the propensity score), and (2) an outcome stage where responses are compared in treated and untreated units having similar values of the estimated propensity score. Traditional techniques conduct estimation in these two stages separately; estimates from the first stage are treated as fixed and known for use in the second stage. Bayesian methods have natural appeal in these settings because separate likelihoods for the two stages can be combined into a single joint likelihood, with estimation of the two stages carried out simultaneously. One key feature of joint estimation in this context is "feedback" between the outcome stage and the propensity score stage, meaning that quantities in a model for the outcome contribute information to posterior distributions of quantities in the model for the propensity score. We provide a rigorous assessment of Bayesian propensity score estimation to show that model feedback can produce poor estimates of causal effects absent strategies that augment propensity score adjustment with adjustment for individual covariates. We illustrate this phenomenon with a simulation study and with a comparative effectiveness investigation of carotid artery stenting versus carotid endarterectomy among 123,286 Medicare beneficiaries hospitlized for stroke in 2006 and 2007. 
Introduction
One valuable class of methods for comparing the effectiveness of clinical treatments as they are applied in routine practice relies on the notion of the propensity score (PS; Rosenbaum and Rubin, 1983) to estimate causal effects that are not confounded by observed characteristics. Estimating causal effects with PS methods is achieved in two stages: (1) a "PS stage" where a model is fit to predict the receipt of treatment from available covariates, with the predicted values from this model representing the estimated PS, and (2) an "outcome stage" whereby outcomes of treated and untreated units are compared among units with similar values of the PS. Typically, the two-stage nature of the problem is accommodated by separate and sequential estimation; a model is fit in the PS stage, then the estimated PS from this model are treated as fixed and known to conduct adjusted comparisons in the outcome stage.
Only recently has Bayesian estimation been proposed as a means to jointly estimate quantities in the PS and outcome stages (McCandless, Gustafson, and Austin, 2009) . One major motivation for Bayesian PS estimation is that jointly estimating quantities in the two stages propagates uncertainty in estimation of the PS into estimation of the treatment effect, whereas one well-known limitation of traditional sequential methods is that they potentially misstate the uncertainty in causal estimates by treating the estimated PS as a known quantity in the outcome stage (Gelman and Hill, 2007) . The key idea with joint Bayesian PS estimation is that the PS is acknowledged as an unknown quantity, uncertainty about which is integrated out of posterior distributions of quantities in the outcome stage. Aside from providing a more comprehensive account of uncertainty, clear potential lies in incorporating PS methods into the broader literature on Bayesian methodology.
One salient feature of unifying distinct modeling stages with Bayesian estimation is that doing so allows "feedback" between the stages. In the PS context, this means that posterior samples of parameters in the PS stage are informed in part by information from the outcome stage, rendering the problem of Bayesian PS estimation substantially more nuanced than a simple Bayesian analog to well-established procedures. In fact, the notion of estimation and use of the PS in a joint likelihood has generated some controversy. One view is that the PS is meant to approximate the design stage of a randomized study, and that this should be done without any access to the outcome to ensure objective design decisions that are completely separate from analysis decisions (Rubin, 2007 (Rubin, , 2008 . Nonetheless, methods that incorporate outcome information have been advocated (McCandless et al., 2009; Schneeweiss et al., 2009) . In principle, incorporating feedback in joint Bayesian PS estimation entails estimates of the PS themselves that make more complete use of the data, which could improve estimation of causal effects. However, a rigorous investigation of exactly how feedback can impact estimation of causal effects is lacking.
In what follows we illustrate that, in general, model feedback in joint Bayesian PS estimation can result in biased estimates of the treatment effect. Unlike traditional sequential procedures that estimate the PS using only information on how covariates relate to the treatment, we show that joint Bayesian PS estimation with feedback uses information from the outcome model to construct the PS, and that this type of feedback can distort the nature of the PS and impair its ability to adjust for confounding. We also show that the nature of feedback is changed when using outcome models that augment PS adjustment with adjustment for individual covariates, and that this strategy can recover causal effects.
Using nationwide data on 123,286 Medicare beneficiaries, we illustrate joint Bayesian PS estimation in a comparative effectiveness investigation regarding the recent increase in the use of carotid artery stenting (CAS) for treatment of carotid artery disease (a primary cause of stroke), as compared to the more established carotid endarterectomy (CEA) procedure. Because these therapies are not randomly applied in clinical practice, we make use of numerous clinical characteristics to adjust for confounding in pursuit of a causal treatment effect estimate. We compare the results of the joint Bayesian analysis with a traditional sequential approach.
Section 2 of this paper briefly reviews PS estimation and outlines a traditional sequential estimation approach. Section 3 provides the details of joint Bayesian PS estimation and offers a transparent exploration of the role of feedback. Section 4 provides a simulation study to illustrate the role of feedback in comparison with conventional sequential methods. Section 5 uses Medicare data to compare the effectiveness of CEA versus CAS for preventing mortality within the first year of hospitalization. We conclude with a discussion.
Propensity Score Estimation
For a binary treatment, X = 0, 1, an outcome, Y , and a vector of p covariates (C 1 , C 2 ,...,C p ), Rosenbaum and Rubin (1983) defined the PS as the conditional probability of assignment to treatment X = 1, given the covariates. Causal inference with the PS relies on two important features. First, treatment assignment must be assumed strongly ignorable, that is, there must be no unmeasured confounders. Second, by virtue of the fact that the PS reflects the treatment assignment mechanism, the PS enjoys the property of a balancing score, resulting in conditional independence between the treatment and the individual covariates, conditional on the score: X ਈ C 1 , . . . , C p |PS. This balancing score property combined with the assumption of strongly ignorable treatment assignment allows average comparisons between treated and untreated outcomes at a given value of the PS to serve as an unbiased estimate of the average treatment effect at that value of the PS.
Models for the PS and Outcome Stages
PS methods consist of two distinct stages: the PS stage that estimates a model for the treatment assignment mechanism, and the outcome stage that uses the PS to compare outcome values between treated and untreated units with similar covariate characteristics. The PS stage consists of a model for the probability that X = 1 (given covariates): g x {E(X|C)} = Cγ, where g x (·) is a link function, and C is the collection of pretreatment covariates plus an intercept, C = (1, C 1 , C 2 , ...,C p ). Thus, the PS stage can be represented with the following likelihood:
where, here and throughout, boldface is used for vectors and matrices representing the values for the entire sample, and i = 1, . . . , n indexes observational units. With this formulation, the values of γ and C i determine the PS ≡ P (X i = 1|C i ) for the i th unit. Consider a binary outcome, Y = 0, 1, but note that results in the following analogously hold for other outcomes (e.g., continuous or survival). We confine our attention to settings that posit a model for the outcome, conditional on the PS:
where g y (·) is another link function, the deterministic function h(γ, C) specifies how the PS enters the outcome model, and the term C + δ denotes possible residual adjustment for some subset C + ∈ C in addition to the PS. For example, h(γ, C) = Cγ would specify linear adjustment for the link-transformed PS from (1), and δ = 0 would indicate adjustment for the transformed PS only. Alternatively, h(γ, C) could specify dummy variables for membership in subclasses defined byuantiles of the PS, and δ = 0 could augment PS adjustment with individual covariate adjustment within subclass. We express the outcome stage likelihood as:
The primary objective is to estimate the causal effect of X = 1 versus X = 0 on Y . Toward this end, the conditional parameter β may be of primary interest, but issues such as non-collapsibility imply that this conditional parameter may not describe the marginal causal effect in the population (Greenland, Robins, and Pearl 1999) . Nonetheless, much of the subsequent equates estimation of causal effects to estimation of β for ease of illustration, as marginalizing over covariate distributions to obtain the marginal effect would also require adequate estimation of β as a precursor step.
Traditional Sequential Estimation
Traditional PS procedures conduct estimation in the PS and outcome stages completely separately. Estimates of γ are obtained from (1) to construct the estimated PS. Then, the estimated PS are treated as known and used in the outcome model. That is, with estimated γ, estimation of the treatment effect follows from L(Y|β, ξ, X, C, γ, δ) specified in (2).
An important feature of this approach is that it makes no attempt to recover the entire covariate-outcome response surface. Rather than specify a model for the relationship between each covariate and the outcome, the outcome model conditions on a one-dimensional summary of multivariate covariate information (the PS), with the dimension reduction determined by fitting the PS model in (1). Of key importance is that this dimension reduction reflects the treatment assignment mechanism to ensure the balancing-score property. Other dimension-reductions of C that imply different values of γ may fail to reflect p(X = 1|C), and are not guaranteed to entail the balancing-score property at the heart of PS methods.
With sequential estimation, estimates of γ from (1) are obtained in a manner completely agnostic with regard to quantities in the outcome model such as β, ξ, and Y . As we elaborate in the following sections, the primary difference with joint Bayesian PS estimation is the presence of feedback, which means that specification of the outcome model affects estimates of γ.
Bayesian Estimation and Model Feedback
In this section, we formalize Bayesian PS estimation and illuminate in detail the role of model feedback. In contrast to the sequential procedure described in Section 2.2, Bayesian PS estimation combines the models in (1) and (2) into a single joint likelihood:
The likelihood in (3)-(4), coupled with prior distributions for γ, β, ξ, and δ serves as the basis for posterior inference. Recall that h(γ, C) is a deterministic function of γ, which means that the PS themselves are treated as unknown quantities that are updated with every posterior update of γ. Model feedback in this case arises because γ appears in both terms of the likelihood, leading to posterior samples of γ that involve both the PS model and the outcome model. Throughout, we use a Metropolis-Hastings MCMC algorithm to sample from posterior distributions. We conduct the MCMC using two sampling blocks: one updating γ from its conditional posterior distribution, which implies a corresponding update of the PS, and another block updating all parameters in the outcome model. Note from the likelihood in (3)-(4) that updating γ conditional on (β, ξ, δ) corresponds to an update of the PS and will involve both terms of the likelihood, but updating (β, ξ, δ) conditional on γ will only involve term (4) pertaining to the outcome model.
To illustrate the fundamental features of feedback implied by joint estimation of (3)- (4), the remainder of Section 3 considers the simplified setting where the outcome model entails linear adjustment for g x (PS), that is, in (4) we assume that h(γ, C) = Cγ and that ξ is a scalar, ξ 1 .
Algebraic Illustration of Feedback
Purely for illustration, take g −1 x (·) and g −1 y (·) as the Normal CDF, Φ(·), representing Probit regression in the PS and outcome stages, and take all prior distributions ∝ 1. Following Albert and Chib (1993) , the Probit link allows Bayesian estimation with a data-augmentation procedure that iteratively samples Normally distributed latent continuous data with unit variance such that the latent X * (Y * ) are > 0 when X = 1(Y = 1), and < 0 otherwise. Conditional on simulated
where
, C is the n × (p + 1) design matrix, and 1 n is a n−dimensional vector with every entry equal to one. Thus, the conditional posterior distribution of γ can be written as:
which corresponds to the kernel of a Normal distribution with covariance matrix {C T C(1 + ξ 2 1 )} −1 and mean
Immediately we see that when ξ 1 = 0, quantities from the outcome model impact posterior estimates of γ and, by extension, the PS. This is the nature of model feedback.
Implied Parameterization of the Covariate-Outcome
Response Surface Until otherwise noted, assume an outcome model that only adjusts for the PS, that is, assume δ = 0 in (4). Considering the joint likelihood in (3)-(4) implies a parameterization of the covariate-outcome response surface. We re-express ξ 0 + βX + ξh(γ, C) from term (4) as:
The key feature of model feedback is that posterior estimates of γ are informed in part by this parameterization of the outcome model, which may imply information about γ that is not consistent with the treatment assignment mechanism. In particular, this will occur if the true covariate-outcome response surface cannot be expressed by rescaling the covariatetreatment surface (characterized by γ) by a single scalar, namely, ξ 1 in (7). To further illustrate, consider a simple setting where the true underlying relationships between p covariates, treatment, and outcome is described as follows:
With the above data-generating mechanism, the joint likelihood in (3)-(4) with δ = 0 correctly models (8), but entails linear adjustment for g x (P S), rather than a model for the complete covariate-outcome response surface in (9). Combining the above data-generating mechanism with the paramaterization of expression (7) corresponds to α 0 = (ξ 0 + ξ 1 γ 0 ) and
. . , α p = ξ 1 γ p , meaning that the only way that the PS and outcome modeling stages can imply the same values of γ is if α k = ξ 1 γ k for all k. If this relationship does not hold, then feedback from the outcome model will yield posterior estimates of γ that do not reflect the true treatment-assignment mechanism in (8), meaning that h(γ, C) is not technically a function of the PS and may not be a balancing score. Thus, Bayesian estimation with (3)-(4) and δ = 0 is not guaranteed to yield estimates of β that reflect the causal treatment effect. In contrast, the sequential strategy in Section 2.2 estimates γ without regard to the outcome model, thus ensuring that h(γ, C) maintains the balancingscore property. We illustrate this phenomenon in the simulation study of Section 4.
Augmenting PS Adjustment with Individual Covariates
The above feature of joint Bayesian PS estimation is not a feature of model feedback in general, but rather a byproduct of the dimension reduction implied by using the PS as a univariate summary of covariate information. Consider instead a model with δ = 0 that adjusts for covariates in addition to the PS. With h(γ, C) = Cγ, C + can include at most (p − 1) covariates to prevent perfect multicolinearity. In this case, setting C + = (C 2 , . . . , C p ), the right hand side of expression (7) denoting the implied parameterization of the covariateoutcome response surface becomes,
Thus, setting δ = 0 allows the additional flexibility of modeling the covariate-outcome response surface without assuming a univariate rescaling of the covariate-treatment surface. Although setting δ = 0 still implies feedback, the feedback does not imply the same restriction on the relationship between the covariate-treatment and covariate-outcome surfaces, which allows estimation of γ in accordance with the treatment assignment mechanism, thus maintaining the balancing-score property. The simulation study in Section 4 also illustrates this phenomenon, and the discussion draws connections with the notion of "double robustness."
Simulation Study of Feedback in joint Bayesian PS
Estimation In this section we present a simulation study to illustrate that the features described in the simplified setting of Section 3 persist in settings with more flexible specification of h(γ, C). All simulated data sets contain n = 1000 observations and p = 6 covariates, simulated from the following data-generating scheme. First, C 1 , . . . , C 6 are simulated from a multivariate normal distribution with mean (0, 0, 0, 0, 0, 0) and the identity covariance matrix. For all i, X i is simulated from a Bernoulli distribution with:
.
All Y i are similarly generated from Bernoulli distributions with:
The values of γ specify the true treatment assignment mechanism, those of α specify the true covariate-outcome response surface, and β is the conditional treatment effect. For all simulations, we set β = 0.0. We simulated 1000 data sets under each scenario described below, and analyze the simulated data with the joint Bayesian method described in Section 3. For comparison, we obtain maximum likelihood estimates of β using the traditional sequential procedure of Section 2.2 and from fitting model (12) directly, referring to the latter as the "Gold Standard" because we know that this is the true data-generating mechanism.
Throughout analysis of the simulated data, we specify both g
, indicating logistic regression in both model stages. Unlike the simple illustrations provided in Section 3, we take a more flexible modeling approach that stratifies units on quintiles of the logit(PS) and estimates the same β across PS strata. Adjustment for PS subclass is augmented with additional covariate adjustment (δ = 0) when noted. For the joint Bayesian PS analysis, every posterior update of γ implies an update of the PS, so the quintiles of logit(PS) are recalculated and the PS subclasses redefined at every MCMC iteration. We specify diffuse prior distributions for all parameters as Normal with mean 0 and variance 10 10 . In addition to comparing estimates of β, we also compare methods on the basis of estimates of γ, which imply the estimated PS. For point estimation, we use posterior mean estimates for the joint Bayesian method, obtained from three MCMC chains, each run for 10,000 iterations, with the first 5000 discarded as burn in and every 10th sample saved for posterior inference. Note here that application of PS methods in practice should involve an investigation of whether covariates are balanced within PS subclass, which we forego in the simulation study. Balance checks are addressed in detail for the data analysis in Section 5. 
. , p).
We analyze the data with δ = 0. Figure 1 depicts boxplots of the resulting posterior estimates of γ and β, along with estimates from the sequential approach. We see that, on average, both methods produce point estimates of γ that are similar and agree with the true parameter values from (11). For γ 1 , . . . , γ 6 , point estimates are less variable with the joint Bayesian method, which is to be expected because posterior distributions of these quantities involve additional information via feedback from the outcome model. Estimates of β are similar between the two methods. This simulation illustrates the special case where the PS and outcome models imply the same values of γ, so posterior estimates of h(γ, C) reflect the treatment assignment mechanism and the joint Bayesian method estimates the causal effect.
Scenario where One Covariate Exhibits a Different
Covariate-Treatment Relationship Appealing to the discussion in Section 3, we simulate Scenario 2 with 5 covariates having the same covariate-treatment and covariate-outcome relationships, with the sixth covariate exhibiting a different covariate-treatment relationship. This setting illustrates the effect that model feedback can have on joint Bayesian PS estimation when the covariate-outcome response surface cannot be expressed as a simple rescaling of the covariate-treatment surface. Toward this end, we simulate data as in Scenario 1, except we change γ 6 to −0.3 so that every γ k cannot be rescaled by the same factor to obtain α k .
We first analyze the data with δ = 0. Figure 2 (a) depicts boxplots of estimates of γ and β from both estimation methods. Unlike in Scenario 1, we see that, on average, the two estimation methods produce different estimates of γ 1 , . . . , γ 6 . Whereas the traditional sequential approach estimates γ in accordance with the treatment assignment mechanism in (11), the joint Bayesian method estimates different values of γ, with the most pronounced difference is evident for γ 6 . Thus, in the joint Bayesian method, the quantity h(γ, C) does not reflect the treatment assignment mechanism, and is not guaranteed to serve as a balancing score. The result is posterior estimates of β with poor performance relative to estimates from the sequential procedure. This illustrates how feedback can distort the balancing-score property of the PS and yield estimates of β that do not reflect a causal effect.
We argued in Section 3.3 that augmenting PS adjustment with individual covariates can prevent feedback from distorting estimates of γ. Because we know in this simulated example that one covariate exhibits a different relationship with the treatment, we reanalyze these simulated data sets with an outcome model that adjusts for C 6 within PS subclass. That is, we let δ = 0 and C + = C 6 in (2), referring to this analysis as Scenario 2 + . Point estimates from this analysis are compared in Figure 2(b) . Compared to the analysis that adjusts only for the PS, the model that augments PS estimation with additional adjustment of C 6 produces estimates of γ 1 , . . . , γ 6 that are much more similar between the two estimation methods, implying that the joint Bayesian method with δ = 0 comes closer to capturing the true treatment assignment mechanism. As a result, estimates of β are similar in the joint Bayesian and traditional sequential estimation approaches, although the two methods do not produce the exact same estimates.
Scenario where Every Covariate Exhibits Different
Covariate-Treatment and Covariate-Outcome Relationships Finally, we simulate Scenario 3 so that every covariate exhibits different relationships with both the treatment and the outcome. For the PS model (11) We first analyze the data with δ = 0. From Figure 3 (a), we see that the joint Bayesian method provides estimates of γ 1 , . . . , γ 6 that are all shrunken toward 0.35 (the average value of γ 1 , . . . , γ 6 ), which is a consequence of estimating these quantities with feedback from an outcome model that assumes (γ 1 , . . . , γ 6 ) can be rescaled by a single factor to fit the outcome-response surface, as discussed in Section 3.2. This is in stark contrast to the estimates from the sequential method that are not informed by the outcome and accurately reflect a different γ k for k = 1, 2, . . . , 6. We also see that these vast discrepancies between estimates of γ lead to estimates of β that are very different in the two methods, with the joint Bayesian estimates performing very poorly. Thus, in a setting where the covariate-treatment and covariate-outcome relationships are different for every covariate, joint Bayesian estimation with δ = 0 cannot adequately recover the treatment effect, even though traditional sequential methods perform well.
We reanalyze the data simulated in Scenario 3 with δ = 0 and C + = (C 1 , . . . , C 6 ), referring to this analysis as Scenario 3 + . Results for these analyses are summarized in Figure 3(b) , which depicts that the additional covariate adjustment in the outcome model prevents feedback from distorting estimates of γ, leading to Bayesian estimates of γ that agree, on average, with those from the sequential procedure and the true treatment assignment mechanism. As a consequence, h(γ, C) maintains the balancing-score property, and Bayesian estimates of β agree very closely with estimates from the sequential procedure and with the true parameter value. Table 1 numerically summarizes the performance of each method in terms of estimates of β. This table also summarizes bias from an unadjusted analysis, which is large in all scenarios. The joint Bayesian PS analyses of scenarios containing different covariate-outcome and covariate-treatment relationships that do not augment PS adjustment (Scenarios 2 and 3) produce estimates of β with substantial bias, as compared to the traditional sequential approach and to the Gold Standard analysis. Joint Bayesian estimates for these scenarios also exhibit low coverage probabilities.
For Scenarios 1, 2 + , and 3 + , estimates of β from the joint Bayesian and traditional sequential approach exhibit small bias. Posterior estimates are slightly more variable than the sequential estimates, as the Bayesian estimates reflect uncertainty in the PS. Coverage probabilities for estimates from the joint Bayesian and traditional sequential methods are comparable and near the nominal 95% rate for these scenarios. Note that the joint Bayesian estimates in Scenarios 1 and 2 + exhibit a slight improvement in bias over the sequential procedure because these analyses jointly process the data while fixing certain components of δ exactly to zero in accordance with the known data-generating mechanism, but the researcher would not know which components of δ are exactly zero in practice.
It is also important to note that the detrimental effects of feedback on causal estimates when δ = 0 (as displayed in Scenarios 2 and 3) is indeed a feature of the dimensionreduced feedback explicated in Section 3.2 and that this phenomenon cannot be remedied by increasingly flexible choices for h(γ, C). To illustrate this point, the Web Appendix conducts a simulation study paralleling that in Scenarios 3 and 3 + , but specifying a flexible spline basis for h(γ, C). The results of this simulation are the same as those presented here; posterior estimates of β perform poorly when δ = 0, but not when δ = 0, the latter case being analogous to the penalized spline of propensity prediction method of Little (2011).
Comparing the Effectiveness of Cardiovascular
Treatments CAS has recently emerged as a promising non-inferior alternative to CEA for treatment of carotid artery disease, which is a primary cause of stroke. To compare CEA (X = 1) vs. CAS (X = 0) for preventing death within one year of hospital admission (Y = 1 for death, 0 otherwise), we use hospital impatient data from 123,286 Medicare beneficiaries admitted to the hospital with a primary diagnosis of stroke during 2006 or 2007, as determined by the diagnosis codes found in Lichtman et al. (2009) . An unadjusted comparison between 1-year mortality in CEA versus CAS patients yields an odds ratio for death of 0.58 indicating worse outcomes with CAS, but this comparison is thought to be confounded by patient characteristics that help determine treatment choice. In particular, CAS patients generally have a higher baseline risk profile, as evident from Table 2 , which summarizes patient characteristics in the CEA and CAS treatment groups. In pursuit of a causal effect estimate, we conduct a PS analysis that adjusts for the 25 variables in Table 2 , including patient ethnicity, age, and gender, as well as baseline risk factors consisting of the Hierarchical Condition Categories (Pope et al., 2004) for current or previous presence of comorbidities.
We conduct the analysis using logistic regression in both the PS and the outcome stages, with h(γ, C) specifying PS subclasses based on quintiles of the logit(PS). We checked that the entire range of PS values was represented in both treatment groups (i.e., that there was sufficient overlap) using maximum likelihood estimates of γ. For the joint Bayesian method, the quintiles for defining PS subclasses were recalculated for every update of the PS. In light of the discussion in Sections 3 and 4, we consider an outcome model with δ = 0 and C + ≡ C, implying residual adjustment for every covariate within PS subclass. We estimate the treatment effect using the joint Bayesian PS analysis of Section 3, as well as with a standard sequential analysis. Prior distributions for all parameters were considered Normal with mean 0 and variance 10 10 . Three MCMC chains were run for 100,000 iterations, discarding the first 25,000 as burn in and saving every 20th sample for posterior inference. Note that convergence of the MCMC chains was adequate, but mixing was poor, requiring a large number of MCMC iterations. Figure 4 depicts how well each method balances covariates between CEA and CAS patients within PS subclass by depicting, for each binary covariate, the percent difference in prevalence between the treatment groups within each PS subclass. We see from Figure 4 that, with δ = 0, joint Bayesian analysis and the traditional sequential analysis achieve similarly adequate covariate balance for the binary covariates. Age was also similarly balanced, with an average absolute within-stratum difference between CEA and CAS patients of 0.18 years in both the joint Bayesian and traditional sequential analyses. From the joint Bayesian PS analysis, the posterior mean of the conditional causal odds ratio (OR), e β , was 0.68, with a 95% posterior probability interval (PI) of (0.61, 0.76), indicating a decreased odds of death within 1 year of hospital admission for CEA patients as compared to CAS patients. The analogous traditional sequential analysis produced the same point estimate and 95% confidence interval (CI). The posterior mean population causal OR was 0.69 (95% PI: 0.62, 0.77) with the joint Bayesian analysis, and the sequential procedure produced the same point estimate, with a 95% bootstrap CI of (0.63, 0.77) based on 1000 bootstrap samples. Thus, our analysis fails to provide evidence that CAS is a noninferior alternative to CEA for treating carotid artery disease in stroke patients, with increased odds of death within 1-year of hospital admission among patients treated with CAS. As in our simulation study, the joint Bayesian and traditional sequential analyses yield virtually identical results when δ = 0.
Results
Purely to illustrate the potential for feedback to distort the nature of the PS in an applied setting, we also conducted the joint Bayesian analysis that only adjusts for the PS in the outcome model (δ = 0), even though our simulation study in Section 4 indicated that this procedure does not guarantee estimation of a causal effect. Poor estimation of the treatment-assignment mechanism when δ = 0 is evident by the poor covariate balance relative to the analysis with δ = 0 or the traditional sequential approach (see Figure 4) . Estimates of the conditional causal OR were 0.69 (95% PI: 0.62, 0.78) with the joint Bayesian method with δ = 0, and 0.67 (95% CI: 0.60,0.74) using the traditional sequential analysis with δ = 0. We also note that for the Bayesian analysis with δ = 0, MCMC performance was suspect for many parameters in the PS model, although convergence was adequate for all parameters in the outcome model, including β. We revisit this point in the discussion.
Discussion
Through a detailed assessment of model feedback, we have advanced the existing research on Bayesian PS estimation. Using a simple example and simulated illustrations, we have shown that a joint likelihood for a PS model and an outcome model that adjusts for the PS only cannot uncover treatment effects in general settings. The salient idea is that outcome models that adjust for the PS imply a characterization of the covariate-outcome response surface, and feedback from this outcome model can distort estimates from the PS stage and compromise the desirable features of PS adjustment. This casts substantial doubt on the validity of using Bayesian PS estimation for an outcome model that only adjusts for the PS, and represents a vital feature that has been previously overlooked in the literature on Bayesian PS estimation.
One constructive approach that we explore here augments PS adjustment with additional covariate adjustment, which has been previously recommended in the PS literature (Rubin, 1985; Stuart, 2010) . We have shown that joint Bayesian PS estimation using this strategy can accurately estimate the treatment effect in settings where adjustment for only the PS fails. Our recommendation is that, when conducting joint Bayesian PS estimation with models for the PS and outcome stage, PS adjustment should be augmented with adjustment for every covariate that appears in the PS model, which is a strategy akin to those previously developed to yield "doubly robust" estimators that will estimate causal effects when either the PS model or the model for additional adjustment is correctly specified (Bang and Robins, 2005; Little, 2011) . Although this strategy could still provide substantial benefit over methods for direct covariate adjustment that do not use the PS (Rubin, 1985) , adjusting for each individual covariate within PS subclass may be unappealing to researchers drawn to PS methods precisely because of their ability to provide reliable causal estimates without specifying every covariate in an outcome model. If, when specifying a model for the PS and a model for the outcome, researchers wish not to augment PS adjustment with adjustment for every covariate, then we recommend against using the type of joint Bayesian PS estimation presented here. In comparison with traditional sequential procedures, joint Bayesian PS estimation implies a significant computational burden. In the analysis of the Medicare data, achieving adequate MCMC performance and chain mixing was challenging for parameters in the PS model, which can be considered nuisance parameters in a PS analysis. As noted in Section 5, MCMC performance for parameters in the PS model was poor in the analysis with δ = 0, which was presented only for comparison. Regardless of the value of δ, performance of parameters in the outcome model, including β, was adequate.
Our goal for this work is to shed light on the subtlety of model feedback when conducting joint Bayesian PS estimation when a model is used to conduct outcome comparisons adjusted for the PS. To achieve this goal, we made several simplifying assumptions. In particular, we specified an outcome model that stratified on PS quintiles, but assumed the same treatment effect across all PS subclasses. In analyzing the Medicare stroke data, we investigated the use of additional PS subclasses and the inclusion of PS-by-treatment interaction terms in (2) to estimate a different treatment effect in each subclass, but this did not qualitatively alter our results. Other interactions or more complicated modeling strategies could be implemented in either the PS stage or the outcome stage, but the salient features of model feedback would persist, as shown the Web Appendix. We also note that the entire joint Bayesian PS estimation paradigm relies on a likelihood reflecting a PS model and an outcome model, and the issues addressed in this article have no clear analog to PS methods that exchange likelihood-based inference for matching or weighting in the outcome stage. Furthermore, the entirety of this article is predicated on the assumption of ignorable treatment assignment. Although this assumption held by design in our simulation study, our results regarding the comparative effectiveness of CEA vs. CAS should be viewed in light of the prospect of unmeasured confounding, which may be present in our example where the Medicare data lacks specific information on condition severity.
Better understanding of model feedback is essential to advance research on Bayesian methodology for use in problems involving the PS. For example, there has been recent interest in PS estimation when the set of necessary confounders is an unknown subset of those available for analysis (Wang, Parmigiani, and Dominici, 2012; McCandless, 2012; Vansteelandt, 2012) . In principle, conducting Bayesian variable selection jointly on the PS and outcome models could ensure that important outcome predictors are included in the PS model, but our results here show that using model feedback to estimate coefficients in the PS model could prove detrimental. Although approximately Bayesian methods that "cut the feedback" (McCandless et al., 2010) could propagate uncertainty without distorting the PS, doing so in the context of variable selection would sacrifice the ability of the outcome to inform which variables to include in the PS. In another example relevant to joint Bayesian PS estimation, McCandless, Richardson, and Best (2012) use PS ideas to adjust for confounding using external validation data within a complex joint Bayesian model, but do not directly address the role of feedback. Investigation of feedback in these and other settings is an important avenue for future research, and provides sound motivation for further pursuit of Bayesian PS methods.
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