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The relationship of language, perception, and action has been the focus of recent stud-
ies exploring the representation of conceptual knowledge. A substantial literature has
emerged, providing ample demonstrations of the intimate relationship between language
and perception. The appropriate characterization of these interactions remains an impor-
tant challenge. Recent evidence involving visual search tasks has led to the hypothesis
that top-down input from linguistic representations may sharpen visual feature detectors,
suggesting a direct inﬂuence of language on early visual perception.We present two exper-
imentstoexplorethishypothesis.Experiment1demonstratesthatthebeneﬁtsoflinguistic
priming in visual search may arise from a reduction in the demands on working memory.
Experiment 2 presents a situation in which visual search performance is disrupted by the
automatic activation of irrelevant linguistic representations, a result consistent with the
idea that linguistic and sensory representations interact at a late, response-selection stage
of processing. These results raise a cautionary note: While language can inﬂuence per-
formance on a visual search, the inﬂuence need not arise from a change in perception
per se.
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INTRODUCTION
Language provides a medium for describing the contents of our
conscious experience. We use it to share our perceptual expe-
riences, thoughts, and intentions with other individuals. The
idea that language guides our cognition was clearly articulated
by Whorf (1956) who proposed that an individual’s conceptual
knowledge was shaped by his or her language. There is clear evi-
dence demonstrating that language directs thought (Ervin-Tripp,
1967), inﬂuences concepts of time and space (e.g., Boroditsky,
2001), and affects memory (e.g., Loftus and Palmer, 1974).
Morecontroversialhasbeentheclaimthatlanguagehasadirect
effectonperceptualexperience.Inaseminalstudy,KayandKemp-
ton (1984) found that linguistic labels inﬂuence decisions in a
color categorization task. In the same spirit, a ﬂurry of studies
over the past decade has provided ample demonstrations of how
perceptual performance is inﬂuenced by language. For example,
Meteyardetal.(2007)assessedmotiondiscriminationatthreshold
for displays of moving dots while participants passively listened
to verbs that referred to either motion-related or static actions.
Performance on the motion detection task was inﬂuenced by the
words, with poorer performance observed on the perceptual task
when the direction of motion implied by the words was incon-
gruent with the direction of the dot display (see also, Lupyan and
Spivey, 2010). Results such as these suggest a close integration of
perceptual and conceptual systems (see Goldstone and Barsalou,
1998),anideacapturedbythetheoreticalframeworksofgrounded
cognition(Barsalou,2008)andembodiedcognition(seeFeldman,
2006; Borghi and Pecher, 2011).
Therearelimitationswithtasksbasedonverbalreportsorones
in which the emphasis is on accuracy. In such tasks,language may
affect decision and memory processes, as well as perception (see
Rosch,1973). For example,in the Kay and Kempton (1984) study,
participants were asked to select the two colored chips that go
togetherbest.Eventhoughthestimuliarealwaysvisible,acompar-
ison of this sort may engage top-down strategic processes (Pinker,
1997) as well as tax working memory processes as the participant
shifts their attentional focus between the stimuli.
To reduce the contribution of memory and decision processes,
researchers have turned to simple visual search tasks to explore
the inﬂuence of language on perception. Consider a visual search
study by Lupyan and Spivey (2008). Participants were shown an
array of shapes and made speeded responses,indicating if the dis-
play was homogeneous or contained an oddball (Figure 1A). The
shapes were the letters “2” and “5,” rotated by 90˚. In one condi-
tion, the stimuli were described by their linguistic labels. In the
other condition,the stimuli were referred to as abstract geometric
shapes. RTs were faster for the participants who had been given
the linguistic labels or spontaneously noticed that the shapes were
rotated letters. Lupyan and Spivey concluded that“...visual per-
ception depends not only on what something looks like, but also
on what it means”(p. 412).
Visual search has been widely employed as a model task for
understanding early perceptual processing (Treisman and Gelade,
1980;Wolfe,1992).Indeed,wehaveusedvisualsearchtoshowthat
the inﬂuence of linguistic categories in a detection task is ampli-
ﬁed for stimuli presented in the right visual ﬁeld (Gilbert et al.,
2006, 2008). While our results provide compelling evidence that
language can inﬂuence performance on elementary perceptual
tasks,the mechanisms underlying this interaction remain unclear.
Lupyan and Spivey (2008; Lupyan, 2008) suggest that the inﬂu-
ence of language on perception reﬂects a dynamic interaction in
which linguistic representations sharpen visual feature detectors.
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FIGURE 1 | Sample stimulus displays for the No Cue (A) and Cue (B)
conditions in Experiment 1. Participants made speeded responses,
indicating if the display items were homogenous or contained an oddball. In
the Cue conditions, the oddball matched the central cue.
By this view, feedback connections from linguistic or conceptual
representations provide a mechanism to bias or amplify activ-
ity in perceptual detectors associated with those representations
(Lupyan and Spivey, 2010), similar to how attentional cues may
altersensoryprocessing(e.g.,Lucketal.,1997;MazerandGallant,
2003).
While there is considerable appeal to this dynamic perspective,
it is also important to consider alternative hypotheses that may
explain how such interactions could arise at higher stages of pro-
cessing (Wang et al., 1994; Mitterer et al., 2009; see also, Lupyan
et al., 2010). Consider the Lupyan and Spivey task from the par-
ticipants’point of view. The RT data indicate that the displays are
searched in a serial fashion (Treisman and Gelade, 1980). When
targets are familiar, participants compare each display item to an
image stored in long-term memory, terminating the visual search
whenthetargetisfound.Withunfamiliarstimuli,thetaskismuch
more challenging (Wang et al., 1994). The participant must form
a mental representation of the ﬁrst shape and maintain this repre-
sentation while comparing it to each display item. It is reasonable
to assume that familiar shapes, ones that can be efﬁciently coded
with a verbal label, would be easier to retain in working memory
for subsequent use in making perceptual decisions (Paivio, 1971;
Bartlettetal.,1980).Incontrast,sinceunfamiliarstimulilackaver-
balrepresentationinlong-termmemory,theﬁrstitemwouldhave
to be encoded anew on each trial. We test the memory hypothesis
in the following experiment,introducing a condition in which the
demands on working memory are reduced.
EXPERIMENT 1
For two groups, the task was similar to that used by Lupyan and
Spivey (2008): participants made speeded responses to indicate if
a display contained a homogenous set of items or contained one
oddball. For two other groups, a cue was present in the center of
the display,indicating the target for that trial.Within each display
type, one group was given linguistic primes by being told that the
displays contained rotated 2’s and 5’s. The other group was told
that the stimuli were abstract forms.
The inclusion of a cue was adopted to minimize the demands
on working memory. By pairing the search items with a cue of
the target, the task is changed from one requiring an implicit
matching process in which each item is compared to a stored rep-
resentationtoonerequiringanexplicitmatchingprocessinwhich
each item is compared to the cue. If language inﬂuences percep-
tion by priming visual feature detectors, we would expect that
participants who were given the linguistic labels would exhibit
a similar advantage with both types of displays. In contrast, if
the verbal labels reduce the demands on an implicit matching
process (e.g., because the verbal labels provide for dual coding
in working memory, see Paivio, 1971), then we would expect this
advantagetobeeliminatedorattenuatedwhenthedisplayscontain
an explicit cue.
MATERIALS AND METHODS
Participants
Fifty-three participants from the UC Berkeley Research Participa-
tion pool were tested. They received class credit for their partici-
pation. The research protocol was conducted in accordance with
the procedures of the University’s Institutional Review Board.
Stimuli
The visual search arrays consisted of 4, 6, or 10 white char-
acters, presented on a black background. The characters were
arrangedinacircle.Thecharacterswereeithera“5”or“2,”rotated
90˚clockwise. The characters ﬁt inside a rectangle that measured
9cm×9cm, and participants sat approximately 56cm from the
computermonitor.Forthenocue(NC)conditions,aﬁxationcross
was presented at the center of the display. For the Cue groups,the
ﬁxation cross was replaced by a cue.
Procedure
The participants were randomly assigned to one of four groups.
The two NC groups provided a replication of Lupyan and Spivey
(2008). They were presented with stimulus arrays (Figure 1A)
and instructed to identify whether the display was composed of a
homogenoussetofcharacters,orwhetherthedisplayincludedone
characterthatwasdifferentthantheothers.Oneof theNCgroups
was told that the display contained 2’s and 5’s whereas the other
NC group was told that the displays contained abstract forms. For
the two Cue groups, the ﬁxation point was replaced with a visual
cue (Figure 1B). For these participants,the task was to determine
if an array item matched the cue. As with the NC conditions, one
of the Cue groups was told that the display consisted of 2’s and
5’s and the other Cue group was told that the display contained
abstract forms.
Each trial started with the onset of either a ﬁxation cross (NC
groups) or cue (CUE groups). The search array was added to the
displayaftera300-msdelay.Participantsrespondedononeof two
keys,indicatingif thedisplaycontainedoneitemthatwasdifferent
than the other display items. Following the response, an accuracy
feedback screen was presented on the monitor for 1000ms. The
screen was then blanked for a 500-ms inter-trial interval. Average
RT and accuracy were displayed at the end of each block.
The experiment consisted of a practice block of 12 trials and
four test blocks of 60 trials each. At the beginning of each block,
participantsinboththeNCandCuegroupswereinformedwhich
character would be the target for that block of trials, similar to
the procedure used by Lupyan and Spivey (2008). Each charac-
ter served as the oddball for two of the blocks. The oddball was
present on 50% of trials, positioned on the right and left side of
the screen with equal frequency.
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At the end of the experiment, the participants completed a
short questionnaire to assess their strategy in performing the task.
We were particularly interested in identifying participants in the
abstract groups who had generated verbal labels for the rotated
2’s and 5’s given that such strategies produced a similar pattern of
results as the Cue group in the Lupyan and Spivey (2008) study.
ThreeparticipantsintheNCgroupandtwoparticipantsintheCue
reportedusingverballabels,eitherspontaneouslyrecognizingthat
the symbols were tilted 2’s and 5’s, or creating idiosyncratic labels
(one subject reported labeling the items “valleys” and “moun-
tains”).Theseparticipantswerereplaced,yieldingatotalof12par-
ticipantsineachofthefourgroupsfortheanalysesreportedbelow.
RESULTS
Overall, participants were correct on 89% of the trials and there
was no indication of a speed–accuracy trade-off. Excluding incor-
rect trials, we analyzed the RT data (Figure 2) in a three-way
ANOVA with two between-subject factors (1) task description
(linguistic vs. abstract) and (2) task set (NC vs. Cue), and one
within-subject factor, (3) set size (4, 6, or 10 items). The effect of
set size was highly reliable, consistent with a serial search process,
F(2, 88)=289.35, p <0.0001. Importantly, the two-way interac-
tion of task description and task set was reliable, F(1, 44)=4.96,
p <0.05, and there was also a signiﬁcant three-way interaction,
F(2, 88)=6.23, p <0.005, reﬂecting the fact that the linguistic
advantage was greatest for the largest set size, but only for the NC
group.
To explore these higher-order interactions, we performed sep-
arate analyses on the NC and Cue groups. For the NC groups,the
data replicate the results reported in Lupyan and Spivey (2008).
Participants who were instructed to view the characters as rotated
numbers(linguisticdescription)respondedmuchfastercompared
toparticipantsforwhomthecharactersweredescribedasabstract
symbols. Overall, the RT advantage was 303ms, F(1, 22)=10.12,
p <0.001.
We used linear regression to calculate the slope of the search
functions, restricting this analysis to the target present data. The
FIGURE 2 | Reaction time data for Experiment 1, combined over target
present and target absent trials. Conﬁdence intervals in the ﬁgure were
calculated using the three-way interaction (Loftus and Masson, 1994).
mean slopes for the linguistic and symbol groups were 112 and
143ms, respectively. This difference was not reliable, (p =0.10).
However, there was one participant in the symbol group with a
negative slope (−2ms/item), whereas the smallest value for all of
the other participants in this group was at least 93ms/item.When
the analysis was repeated without this participant,the mean slope
for the symbol group rose to 155ms/item,a value that was signiﬁ-
cantlyhigherthanforthelinguisticgroup(p =0.03).Insummary,
consistent with Lupyan and Spivey (2008), the linguistic cues not
onlyledtofasterRTsoverall,butalsoyieldedamoreefﬁcientvisual
search process.
A very different pattern of results was observed in the analysis
of the data from the two Cue groups. Here, the linguistic advan-
tage was completely abolished. In fact, mean RTs were slower by
46ms for participants who were instructed to view the characters
as rotated numbers, although this difference was not reliable F(1,
22)=0.072,ns. Similarly,there was no difference in the efﬁciency
of visual search, with mean slopes of 126 and 105ms/item for
the linguistic and symbol conditions,respectively. Thus,when the
demands on working memory were reduced by the inclusion of a
cue, we observed no linguistic beneﬁt.
The results of Experiment 1 challenge the hypothesis that lin-
guistic labels provide a top-down priming input to perceptual
featuredetectors.If thiswereso,thenwewouldexpecttoobservea
linguisticadvantageregardlessof whetherthetaskinvolvedastan-
dard visual search (oddball detection) or our modiﬁed, matching
task.Apriori,wewouldexpectthatwitheitherdisplay,thelinguis-
tic description of the characters should provide a similar priming
signal.
Incontrast,theresultsareconsistentwithourworkingmemory
account. In particular, we assume that the linguistic advantage in
the NC condition arises from the fact that participants must com-
pare items in working memory during serial search, and that this
process is more efﬁcient when the display items can be verbally
coded. Mean reaction time was faster and search more efﬁcient
(e.g., lower slope) when the rotated letters were associated with
verbal labels. In this condition,each item can be assessed to deter-
mine if it matches the designated target, with the memory of the
target facilitated by its verbal label (especially relevant here given
that each target was tested in separate blocks). When the rotated
letterswereperceivedasabstractsymbols,thecomparisonprocess
is slower,either because there is no verbal code to supplement the
working memory representation of the target, or because partici-
pants end up making multiple comparisons between the different
items.
The linguistic advantage was abolished when the target was
always presented as a visual cue in the display. We can envision
two ways in which the cue may have altered performance on the
task.First,itwouldreducethedemandsonworkingmemorygiven
that the cue provides a visible prompt. Second, it eliminates the
needforcomparisonsbetweenitemsinthedisplaysinceeachitem
canbesuccessivelycomparedtothecue.Byeitherorbothof these
hypotheses,wewouldnotexpectasubstantivebeneﬁtfromverbal
labels. RTs increase with display size, but at a similar rate for the
linguistic and abstract conditions.
Mean RTs were slower for the Cue group compared to the NC
group when the targets were described linguistically. This result
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might indicate that the inclusion of the cues introduced some sort
of interference with the search process. However, this hypothe-
sis fails to account for why the slower RTs in the Cue condition
were only observed in the linguistic group; indeed, mean RT was
faster in the Cue condition for the abstract group. One would
have to posit a rather complex model in which the inclusion
of the cue somehow negated the beneﬁcial priming from verbal
labels.
Alternatively, the inclusion of the cue can be viewed as chang-
ing the search process in a fundamental way, with the task now
more akin to a physical matching task rather than a comparison
to a target stored in working memory. A priori, we cannot say
which process would lead to faster RTs. However, the comparison
of the absolute RT values between the Cue and NC conditions
is problematic given the differences in the displays. One could
imagine that there is some general cost associated with orient-
ing to the visual cue at the onset of the displays for the Cue
groups. Nonetheless, if the verbal labels were directly inﬂuencing
perceptual detectors, we would have expected to see a persistent
verbaladvantageintheCuecondition,despitetheslowerRTs.The
absenceof suchanadvantageunderscoresourmainpointthatthe
performance changes in visual search for the NC condition need
not reﬂect differences in perception per se.
EXPERIMENT 2
We take a different approach in Experiment 2, testing the pre-
diction that linguistic labels can disrupt processing when this
information is task irrelevant. To this end, we had participants
makeanoddballjudgmentbasedonaphysicalattribute,linethick-
ness. We presented upright or rotated 2s and 5s, assuming that
upright numbers would be encoded as linguistic symbols, while
rotatednumberswouldnot.If languageenhancesperception,per-
formance should be better for the upright displays. Alternatively,
the automatic activation of linguistic codes for the upright dis-
plays may produce response conﬂict given that this information is
irrelevant to the task.
MATERIALS AND METHODS
Participants
Twelve participants received class credit for completing the study.
Stimuli
Thick and thin versions of each character were created. The thick
version was the same as in Experiment 1. For the thin version,the
stroke thickness of each character was halved.
Procedure
Each trial began with the onset of a ﬁxation cross for 300ms.
An array of four characters was then added to the display
and remained visible for 450ms (Figure 3). Participants were
instructed to indicate whether the four characters had the same
thickness,orwhetheronewasdifferent.Thecharacterswereeither
displayed in an upright orientation or rotated, with the same ori-
entation used for all four items in a given display. Upright and
rotated trials were randomized within a block. Each participant
completed four blocks of 80 trials each. All other aspects were
identical to Experiment 1.
FIGURE 3 | Sample stimulus displays for Experiment 2.The four display
items were letters, rotated 90˚clockwise (A) or upright (B). Participants
made speeded responses, indicating if the font thickness for the displays
items were homogenous or contained an oddball.
RESULTS
Participants were slower when the characters were upright com-
pared to when they were rotated, F(1, 11)=7.67, p <0.01. The
mean RT was 375ms for the upright displays and 348ms for the
rotated displays, for an average cost of 27ms (SEdiff =5.6ms).
Participants averaged 92% correct,and there was no evidence of a
speed accuracy trade-off.
We designed this experiment under the assumption that the
upright displays would produce automatic and rapid activation
of the lexical codes associated with the numbers, and that these
task-irrelevant representations would disrupt performance on the
thickness judgments. We can envision at least two distinct ways
in which linguistic codes might disrupt performance. Perceptu-
ally, linguistic encoding encourages holistic processing. If parts
of a number are thick, there is a tendency to treat the shape in
a homogenous manner, perhaps reﬂecting the operation of cate-
gorization (Fuchs, 1923; Prinzmetal and Keysar, 1989; Khurana,
1998). This bias may be reduced for the less familiar, rotated
shapes,which may be perceived as separate lines.
Alternatively, the linguistic codes could provide potentially
disruptive input to decision processes (e.g., response selection).
This hypothesis is similar to the theoretical interpretation of the
Stroop effect (MacLeod, 1991). In the classic version of that task,
interference is assumed to arise from the automatic activation of
the lexical codes of word names when the task requires judging
the stimulus color, at least when both the relevant and irrele-
vant dimensions map onto similar response codes (e.g., verbal
responses). In the current task, this interference would be more
at a conceptual level (Ivry and Schlerf, 2008). Given that the
four items in the display were homogenous, we would expect
priming of the concept “same”, relative to the concept “differ-
ent”, and that this would occur more readily for the upright
condition where the items are readily recognized as familiar
objects.
DISCUSSION
In the current study, we set out to sharpen the focus on how
language inﬂuences perception. This question has generated con-
siderable interest, reﬂecting the potential utility for theories of
embodied cognition to provide novel perspectives on the psycho-
logicalandneuralunderpinningsof abstractthought(Galleseand
Lakoff, 2005; Feldman, 2006; Barsalou, 2008). An explosion of
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empiricalstudieshaveappeared,providingawiderangeofintrigu-
ing demonstrations of how behavior (reviewed in Barsalou,2008)
and physiology (Thierry et al.,2009;Landau et al.,2010;Mo et al.,
2011)inperceptualtaskscanbeinﬂuencedbylanguage.Wesetout
here to consider different ways in which language might inﬂuence
perceptual performance.
As a starting point,we chose to revisit a study in which perfor-
mance on a visual search task was found to be markedly improved
when participants were instructed to view the search items as
linguistic entities,compared to when the instructions led the par-
ticipants to view the items as abstract shapes (Lupyan and Spivey,
2008). The authors of that study had championed an interpreta-
tion and provided a computational model in which over-learned
associativelinksbetweenlinguisticandperceptualrepresentations
allowed top-down effects of a linguistic cue to sharpen perceptual
analysis.
While this idea is certainly plausible, we considered an alter-
native hypothesis, one that shifts the focus away from a linguistic
modulation of perceptual processes. In particular, we asked if the
beneﬁt of the linguistic cues might arise because language, as a
ready form of efﬁcient coding,might reduce the burden on work-
ing memory. We tested this hypothesis by using identical search
displays, with the one addition of a visual cue, assumed to mini-
mize the demands on working memory. Under these conditions,
we failed to observe any performance differences between partic-
ipants given linguistic and non-linguistic prompts. These results
present a challenge for the perceptual account, given the assump-
tion that top-down priming effects would be operative for both
the cued and non-cued versions of the task. Instead, the working
memory hypothesis provides a more parsimonious account of the
results,pointingtosubtlewaysinwhichperformanceentailsahost
of complex operations.
Our emphasis on how language might inﬂuence performance
atpost-perceptualstagesof processingisinaccordwiththeresults
from studies employing a range of tasks. In a particularly clever
study, Mitterer et al. (2009) showed that linguistic labels bias
the reported color of familiar objects. When presented with a
picture of a standard trafﬁc light in varying hues ranging from
yellow to orange, German speakers were more likely to report
the color as “yellow” compared to Dutch speakers, a bias con-
sistent with the labels used by each linguistic group. Given the
absence of differences between the two groups in performance
with neutral stimuli, the authors propose that the effect of lan-
guage is on decision processes, rather than by directly inﬂuencing
perception.
It should be noted, however, that participants in the Mitterer
et al. (2009) study were not required to make speeded responses;
as such, this study may be more subject to linguistic inﬂuences
at decision stages than would be expected in a visual search task.
However,numerous visual search studies have also shown that RT
in such studies is inﬂuenced by the degree and manner in which
targetsanddistractorsareverbalized(JonidesandGleitman,1972;
Reicher et al., 1976; Wang et al., 1994). Consistent with the cur-
rent ﬁndings, RTs are consistently slower when the stimuli are
unfamiliar, an effect that has been attributed to the more efﬁcient
processingwithinworkingmemoryforfamiliar,nameableobjects
(e.g.,Wang et al.,1994).
We recognize that language may have an inﬂuence at multiple
levels of processing. That is, the perceptual and working mem-
ory accounts are not mutually exclusive, and in fact, divisions
such as “perception” and “working memory” may in themselves
be problematic given the dynamics of the brain. Nonetheless, we
do think there is value in such distinctions since it is easy for our
descriptions of task domains to constrain how we think about the
underlying processes.
Indeed,thisconcernisrelevanttosomeworkconductedinour
own lab. In a series of studies, we have shown that the effects of
language on visual search is more pronounced in the right visual
ﬁeld (Gilbert et al., 2006, 2008). We have used a simple visual
searchtaskhere,motivatedbythegoalof minimizingdemandson
memory processes and strategies. Our results, showing that task-
irrelevant linguistic categories inﬂuence color discrimination,can
beinterpretedasshowingthatlanguagehasselectivelyshapedper-
ceptual systems in the left hemisphere. Alternatively, activation of
(lefthemisphere)linguisticrepresentationsmayberetrievedmore
readily for stimuli in the right, compared to left, visual ﬁeld, and
thus exert a stronger inﬂuence on performance. While the answer
to this question remains unclear – and again, both hypotheses
may be correct – the visual ﬁeld difference disappears when par-
ticipants perform a concurrent verbal task (Gilbert et al., 2006,
2008).Thisdual-taskresultprovidesperhapsthemostcompelling
argument against a linguistically modiﬁed structural asymmetry
intheperceptualsystemsof thetwohemispheres.Rather,itiscon-
sistent with the post-perceptual account promoted here (see also
Mitterer et al.,2009) given the assumption that the secondary task
disrupted the access of verbal codes for the color stimuli,an effect
that would be particular pronounced in the left hemisphere.
We extended the basic logic of our color studies in the second
experiment presented here, designing a task in which language
might hinder perceptual performance. We again used a visual
search task, but one in which participants had to determine if
a display item had a unique physical feature (i.e., font thickness).
For this task, linguistic representations were irrelevant. Nonethe-
less, when the shapes were oriented to facilitate reading, a cost in
RT was observed, presumably due to the automatic activation of
irrelevant linguistic representations.
While linguistic coding can be a useful tool to aid processing,
the current ﬁndings demonstrate that language can both facilitate
and impede performance. Language can provide a concise way
to categorize familiar stimuli; in visual search, linguistic coding
wouldprovideanefﬁcientmechanismtoencodeandcomparethe
display items (Reicher et al., 1976; Wang et al., 1994). However,
when the linguistic nature of the stimulus is irrelevant to the task,
language may also hurt performance (Brandimonte et al., 1992;
Lupyan et al., 2010).
Theseﬁndingsprovideacautionarynotewhenweconsiderhow
language and perception interact. No doubt, the words we speak
simultaneously reinforce and compete with the dynamic world
we perceive and experience. When language alters perceptual per-
formance, is it tempting to infer a shared representational status
of linguistic and sensory representations. However, even perfor-
mance in visual search reﬂects memory, decision, and perceptual
processes. We must be vigilant in characterizing the manner in
which language and perception interact.
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