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Extracting word roots in Arabic language is very prob-
lematic due to the specific morphological and structural
changes in the language. To address this problem, several
techniques have been proposed. This paper continues
the problem of identifying and exploiting relationship
amongst Arabic letters for Arabic root extraction begun
in [1]. Eight different rules that detect the root letters
according to other letters in the word have been pro-
posed and tested, four of them benefiting from the idea
of morphological substitution (MUTATION). The ap-
proach has been evaluated using the Holy Quran words.
The evaluation results show a promising root extraction
algorithm.
Keywords: rule-based stemmer, word root, suffixes,
prefixes, words patterns
1. Introduction
The morphology of the English language has
been well studied and documented. However,
the nature of the Arabic language slows the de-
velopment of effective stemmers. There are
more than 223 million native Arabic language
speakers, more than of any other Semitic lan-
guage [6]. Arabic is a very rich language which
makes root extraction a very complicated task.
Some significant features of the Arabic lan-
guage include:
• Arabic letters can be divided into twogroups;
the first one contains the affix letters1 that




and the second one includes the rest of Ara-
bic alphabetic letters.
• The letters (   ā,w,y) are the long vowels
and the rest are consonants.
• The gemination mark, ALShaddah, is a dia-
critical mark used to indicate a doubled con-
sonant.
• Words are derived frombasic building blocks
with triconsonantal roots. For example, the
word (  āsthtārhm) which means
“their irreverence” has the following struc-
ture: the prefix ( āst ), the infix ( ā ),
the root ( htr), and the suffix ( hm).
In spite of this difficulty, researchers have made
some recent progress exploring the morphology
of the Arabic language. This paper continues
the problem of identifying and exploiting re-
lationships amongst Arabic letters for Arabic
word root extraction begun in [1]. The algo-
rithms in this paper are compared with those
found in [1].
This paper introduces an answer to the follow-
ing research question: “Can we identify and
exploit relationships between Arabic letters for
Arabic word root extraction?”.
Section 2 introduces a brief review of the vari-
ous available Arabic root extraction techniques.
Section 3 discusses the proposed approach. Ex-
perimental results, evaluations and discussions
are found in Section 4. Finally, conclusions and
future work can be found in Section 5.
1 Letters act as prefixes, infixes, or suffixes in the Arabic language.
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2. Previous Work
Many techniques have been developed to pro-
cess languages such as English [8, 11, 12] and
French [13, 14]. In [2], a detailed analysis of
the morphological structure of Arabic words
yielded classification strategies for the Arabic
language. The Arabic language can be catego-
rized into a more classical language, as found
in the Holy Quran or poetry, a standardized
modern language, and regional dialects. Two
main types of stemming include light stemming,
where a few prefixes and/or suffixes are re-
moved, and heavy stemming, where the root
is extracted after removing prefixes and suf-
fixes [3]. Stemming can be further divided
into several approaches: dictionary or table
lookup, combinatorial, rule-based (also referred
to as linguistic strategy), and pattern-based.
Typically, one or more of these stemming ap-
proaches are selected to create new algorithms.
A rule-based strategy is a commonly applied
stemming technique. This linguistic strategy
simulates the same process of an expert linguist
during his analysis of a given Arabic word. The
most common stemmers in this field are de-
scribed in [7], [15] and [10]. In [3], the au-
thors test a rule-based stemmer called the Ara-
bic Rule-based Light Stemmer (ARBLS) which
uses a series of rules and relationships to derive
root words. Their approach differs from ours
in that the rules and relationships used to derive
root words depend only on the vowel letters
(     ā , w , y).
The ARBLS algorithm finds only the triliteral
word roots, it is not extended to deal with any
other word root types. The ARBLS algorithm
utilizes an Arabic dictionary of root words to
aid in the classification process. The reliance
on a dictionary is problematic because classi-
fication errors within the dictionary propagate
into newly stemmed words. Moreover, each
extracted root is checked against all the roots
stored in the dictionary, which means that the
execution time of the ARBLS algorithm will be
consumed by searching the dictionary.
Stemming can also be used to reduce the curse of
dimensionality. For example in [5] the authors
pre-process the document as an intermediate
step when classifying a new document against
a known corpus. For root extraction, the au-
thors used the method of Al-Shalabi, Kanaan,
and Al-Serhan, that is also mentioned in [9]. Al-
Shalabi method categorizes all letters according
to six integer weights, ranging from 0 to 5, as
well as the rank of the letter which is determined
by the position this letter holds in a word. The
weight and rank are multiplied together, and the
three letters with the smallest product constitute
the root of the word. See [4] for more details
on this interesting approach to stemming. [9]
claimed that Al-Shalabi did not explain or clar-
ify why or on what basis did it use such ranking
or weighting. In our work, only two integer
weights (0 and 1) have been used to categorize
some letters. We’ve also extended the number
of categories of letters from six to eight, yield-
ing a finer partition of the Arabic letters. The
position of the individual letters are, of course,
important and, additionally, we chose to utilize
morphological substitution to further enhance
the stemming process which utilizes some of
the morphological characteristics of the Arabic
language. Some rules are proposed to allow pre-
dicting separately for those letters which have
no weight if they belong to the root.
3. The Root Extraction Approach
Throughout this paper, ∧ denotes logical “and”
while ∨ denotes logical “or.”
3.1. Overview of the First Stage
of the Approach
The first stage of the new approach is the same
as the one used in [1].
• Each word is represented in the form W =
(L1, L2, L3, . . . , Ln), where Li represents a
letter, and n is the length of the word.
• Let W(segments) = (S1, S2, S3) be a parti-
tion of the word W into three approximately
equal pieces with the following restrictions





b) Length(S2) = n− 2 · Length(S1).
• The word root is represented in the form
R = (r1, r2, r3, . . . , rn), where ri is the ith
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1, letter is present in the word root
0, letter is not used in the word root
−1, letter is as yet undetermined.
At the beginning of execution, ri = −1 for
1 ≤ i ≤ n, indicating no decision has been
made yet about any letters found in the word
W.
This approach also classifiesArabicword letters
into eight sets or groups as shown in Table 1.
Example 3.1. The word ( snktb) which
means “we will write” and its root will be rep-
resented as follows:
n = 5;
W = (         b , t , k , n , s);






Length(S2) = 5− 2 · Length(S1) = 1;
W(segments) = (2, 1, 2);
R = (0, 0, 1, 1, 1).
The first stage also proposed a definition for
the permanent component ( āl ) to distinguish
between the definite article ( āl ) and the per-
manent component ( āl ).
Definition 3.1. We do not consider the prefix
( āl ) as a definite article, but rather a perma-
nent component of a word, if at least one of the
following cases is true. Let k be the position of
( āl ) in the word.
• Case one:
Lk+2 ∈ {the sun letters}2
∧ Lk+3 /∈ {AL-Shaddah}
• Case two: k = 2 (one letter precedes  āl ).
L1 /∈ { 
!  k ,w ,f ,b}
∨ (L1 ∈ { 
!  k ,w ,f ,b} ∧ n < 6).
• Case three: k = 3 (two letters precede  āl ).
− L1, L2 ∈ { 
!  k ,w ,f ,b} =⇒
(L1 = L2) ∨ (L1 ∈ {w} ∧ L2 ∈ { !f })
∨ (L1 ∈ {  k ,b}
∧ L2 ∈ { 
!  k ,w ,f ,b}).
− L1 or L2 does not belong to
{ 
!  k ,w ,f ,b}
• Case four: k > 3 (more than two letters
precede  āl ).
From definition 3.1, the following rules are de-
duced. From case one, Lk+2 is a root letter
except when Lk+2 ∈ { t}. When working un-
der case two, L1 is considered a root letter. In
the first condition of case three, L2 is a root let-
ter only when L1 = L2 or L2 /∈ {w}. In the
second condition of case three, L2 is considered
a root letter unless L2 ∈ {w}. Finally, in case
four, the only prefix found in the holy Quran
that negated this case is (
"

↩afb). As a small
example, consider (#$  "

↩afbālbāt. l). In all
cases above, Lk+1 is considered a root letter. If
( āl ) is not any of the cases mentioned above,
then this approach considers it a definite article
and applies the following rule:
(“Definite AL”) and Lk+2 ∈
{ 
!              
s , y , l, h- , w , n , k , f, b}
=⇒ rk+2 = 1.
3.2. The Supplementary Rules
Any letters not appearing in Table 1 will use
the following supplementary rules to determine
its weight. The idea behind using these rules
to detect the word root is that some Arabic let-
ters change their form (either as a root letter in
some words or as a non-root letter in others) ac-
cording not only to their positions in the word,
but also according to the adjacent letters. An
extensive linguistic analysis of patterns and af-
fixes of the Arabic language were carried out
to find these relationships. Eight rules will be
proposed in the following subsections, four of
them benefiting from the idea of morphological
substitution (MUTATION).




, r, z, s, š, s. , d. , t., z. , n, l )
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Group Names The Letters Location Weight
G1
{     %  %  & ' '  ()  *  *  + +  , ,  ( } anywhere in the word 1
G2 {  } first letter of S1 1
G3 G2 + { ! } S1 1
G4 G3 +{ -  -  - 

        } first letter of S2 1
G5 G4 + {. } S2 1
G6 {-  - 

       !  } last letter of S3 1
G7 {-  -  - 

  .     !  } S3 1
G8
{ } S1 0
{ /} the end of S3 0
Table 1. Arabic word letter classifications according to the proposed algorithm.
3.2.1. Mutation rules
Mutation or morphological substitution can be
defined as the changing or removing of one let-
ter and replacing it with another. Our approach
benefits from this idea by either finding some
root letters or eliminating others. Four mutation
rules are proposed.
1. (Li ∈ { -  -} ∧ Li ∈ S1) =⇒ Li =

 .
Next, apply the rule
(Li ∈ {

 } ∧ Li−1 ∈ {  } ∧ Li ∈ S1)=⇒ri=1.
In this rule, change each one of {  -  -}
found in the first part of W with

 and then
check the preceding letter. If it is  then set




) and (- ).
2. Li ∈ {
2
} =⇒ (Li =

 ∧ ri = 1).
Whenever
2
 is found in the word W, replace
it with

 and set it as a root letter. Examples




3. (Li ∈ { ,  ,} ∧ Li+1 ∈ {+})
=⇒ (Li+1 =  ∧ ri+1 = 0).
The letter + is not considered a root letter
when it appears either after the letters ,
or ,. In these cases, it should be replaced
with . Two examples using this rule are
the words ( 	 5678) and (   6 9).
4. (Li ∈ { } ∧ Li+1 ∈ {%})
=⇒ (Li+1 =  ∧ ri+1 = 0).
The letter % is not considered a root letter
when it appears after the letter . When this
occurs, it should be replaced with . Ex-
amples utilizing this rule include the words
( %% ) and (  % ).
3.2.2. Other rules
The following rules are applied to those letters
which are not mentioned in Table 1 and do not
follow the above mutation rules.
1. Li = Li+1 =⇒ (ri = 0 ∧ ri+1 = 1).
If any two successive letters are similar, then
consider the first one an augmented letter and
the second one to be a root letter.
2. (Li ∈ {  .    } ∧ Li ∈ (S1 ∪ S2) ∧
rj = 1 ∧ j < i) =⇒ ri = 1.
If one of the letters that form the word :
;
is found in S1 or S2, and one of the letters
before is a root letter, then consider the letter
a root letter.
3. (Li ∈ {     

} ∧ Li ∈ S1 ∧ Li−1 ∈
{.}) =⇒ ri = 1.
In the first segment of the word, if one of the
letters that form the word  	

 is preceded
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by the letter ., then consider that letter a root
letter.
4. (Ln ∈ {<} ∧ ((Ln−1 ∈ { } ∧ n ≤ 3) ∨
(Ln−1 /∈ { }))) =⇒ rn−1 = 1.
For all words ending with the letter <, this
rule considers the letter preceding < a root
letter. An exception to this rule is the let-
ter  , which is considered a root letter only
when the word is three letters in length or
less.
3.2.3. Calculating the distance between the
word root letters
If during program execution two root-letters
have been detected, then we may enhance the
process of finding the third root letter by calcu-
lating root-distance which measures the num-
ber of letters between the two root letters being
found. If the value of the root-distance is two
or more, then the current two root-letters are
the first and the last ones, and the third one
is between them. Otherwise, the root-distance
routine will start searching for the third root
letter outside the two root-letters, either before
the first one or after the second one, using the
assumption that only one or two letters can be
added between any two root letters [16].
3.3. Root-extraction Algorithm
Algorithm 1 summarizes the paper’s approach
for root word extraction.
3.4. Examples Demonstrating the Proposed
Technique
This section introduces three examples to demon-
strate the proposed technique explained in this
paper.
Example 3.2. Theword ( => 	 wbālwāldyn)
which means “and with the parents”
1. At the initial stage the following parameters
will be set:
n=10;
W=(              %   
);
R=(−1,−1,−1,−1,−1,−1,−1,−1,−1,−1).
Algorithm 1 used for root word extraction
1: CountON ← CountOFF ← 0
2: Flag← true
3: r1 Flag← f alse
4: rn Flag← f alse
5: W ← inputword
6: N ← wordlength
7: R← {−1}
8: Apply “identifyAL” routine
9: n← N
10: W(segments)← S1, S2, S3
11: Mutate W
12: for each letter Li ∈ G1 do
13: ri ← 1
14: Increment (CountON)
15: end for
16: for each letter Li ∈ G8 do
17: ri ← 0.
18: Increment (CountOFF)
19: end for
20: start index← 1
21: last index← n
22: if CountON ≥ 3 then
23: go to 54
24: end if
25: if CountON = 2 AND Flag then
26: Apply “root Distance” routine
27: end if
28: if rstart index = 0 OR rlast index = 0 then
29: if rstart index = 0 then
30: r1 Flag← true
31: while rstart index = 0 do
32: Increment (start index)
33: end while
34: end if
35: if rlast index = 0 then
36: rn Flag← true
37: while rlast index = 0 do




42: n← word length
43: W(segments)← S1, S2, S3
44: for each letter Li ∈ G2, . . . , G7




49: while Applying the rules 1, . . . , 4 no Changes do
50: if Changes then
51: go to 22
52: end if
53: end while
54: Stop and output the root.
62 Rule-based Approach for Arabic Root Extraction: New Rules to Directly Extract Roots of Arabic Words
2. Apply the “definite Al routine” and check for
all occurrences of the component   in the
word. The first occurrence is found after the
letters  .
The algorithmdetermines that   is a definite
article, since none of the cases is applicable.
The algorithm removes   along with all the
letters preceding  . Consider the letter 
that followed   a root letter. Since  is one
of the letters, form the word 	?; .
3. Check again for  . If   is found for the sec-
ond time, then   in this case is a permanent
component, and the letter  is considered a
root letter.
4. Update each of n; W; R and calculate
W(segments)
n = 6;






Length(S2) = 6− 2 · Length(S1) = 2;
W(segments) = (2, 2, 2);
R = (1,−1, 1,−1,−1,−1).
5. Check W for all letters in Table 1, and update
R.
R = (1,−1, 1, 1,−1,−1).
R = (1, 0, 1, 1, 0, 0).
6. Stop and produce the result.
Example 3.3. The word ( @ 3mbālġ ) which
means “exaggerator”
1. At the initial stage the following parameters
will be set:
n = 5;
W = ( );
R = (−1,−1,−1,−1,−1).
2. Apply the “definite Al routine” and check for
all occurrences of the component   in the
word. The only occurrence is found after the
letters  3.
The algorithmdecides that   is a permanent
component, since case three is applied to it.
In this case, both the letter  and  are
considered root letters.
3. Update R and calculate W(segments).
n = 5;







Length(S2) = 5− 2 · Length(S1) = 1;
W(segments) = (2, 1, 2);
R = (−1, 1,−1, 1,−1).
4. Check W for all letters in Table 1, and update
R.
R = (−1, 1,−1, 1, 1).
R = (0, 1, 0, 1, 1).
5. Stop and produce the result.
Example 3.4. The word ( AB↪syr ) which
means “very hard”
1. At the initial stage the following parameters
will be set:
n = 4;
W = (*      );
R = (−1,−1,−1,−1).
2. Calculate W(segments), since the word does






Length(S2) = 4− 2 · Length(S1) = 2;
W(segments) = (1, 2, 1);
3. Check W for all letters in Table 1, and up-
date R.
R = (1,−1,−1, 1).
4. Check the rules in Section 3.2.2. Rule 2 is
applicable.
Update R
R = (1, 1,−1, 1).
R = (1, 1, 0, 1).
5. Stop and produce the result.
4. Evaluation and Discussion
The Holy Quran words are used for evaluation,
a preprocessing module which does the follow-
ing is applied on a file consisting of all the 114
chapters of the Holy Quran3:
• Remove from the texts all the numerals and
symbols found in the file, punctuationmarks,
assimilation marks, short vowels, function
3 Information about the Holy Quaran can be taken from: http://en.wikipedia.org/wiki/Quran.
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words, and diacritics except the gemination
mark.
• Split the text into tokens.
• Exclude the stop words.
• Remove duplicate words.
• Save the remaining words in a file.
The file produced consists of 14,067 unique
words. The length of these words ranges from
2 to 13 letters.
After executing the algorithm, the generated
root letters of each word are compared to the
ones stored in the roots file4, which contains
the positions of the root letters of each word in
the words file in addition to the root letters that
are missing from the words (if any). Table 2
illustrates the contents of the roots file.
If any match is found (either a whole match or
sub match), then the root analysis is considered
correct. On the other hand, if at least one letter
produced by analyzing the testedword is wrong,
the root analysis is considered incorrect.
The experimental system is evaluated using the
following three phases:
• A summary of the final results obtained
from [1].
• Evaluating the whole system with the rules
being introduced in this paper.
• Discussing and analyzing the current version
of the approach.
4.1. PHASE 1: A Summary of the Results
in [1]
This section contains a brief summary of the re-
sults obtained after evaluating the system in [1].
The experimental system analysed 13,856words
and failed on 211. The generated roots letters
of each word were compared to the ones stored
into the roots file after taking into account that
the system was in its first stage.
By using the evaluationmethodmentioned above,
13,193 results were considered correct, that is
about 93.79% and only 663 of the results, that is
4.71% of the experimented words, were incor-
rect. Table 3 and Figure 1 show a summary of
the results found in [1]. In Figure 1, the words
with a correct root analysis are divided into the
number of letters which are correctly reported.
Thus, in Figure 1a, of the 13,129 words con-
sidered correct, the percentage of words with
trilateral roots with one (14%), two (41.6%),
or three (44.4%) root letters successfully iden-
tified is given. Similarly, Figure 1b is a visual
representation of the number of correct letters
discovered in the 89 correct matches of words
with quadrilateral roots. In this case, the per-
centage of two (18%), three (57.3%), and four
(24.7%) correctly identified letters is shown.
From Table 3, we see that:
• 5,360 words out of 14,067 were totally cor-
rect.
• 5,870 words out of 14,067 contained only
one missing root.




the Root’s file Description
 >C" wāq↪dwā 3, 4, 5 The third, fourth and the fifth letters form the root (>C"q↪d)
 	
7B wā↪ts.mwā 3, 5, 6 The third, fifth and the sixth letters form the root (DEFB↪s.m)
"wqnā 1, 2, {y} The first two letters and the letter ( y) form the root (G
"wqy)
H>9ws.dd 2, 3, 4 The diacritic (AL-Shaddah) is part of the root (%>9s.d d )
Table 2. Description of the roots file format.
4 We selected the root letters of each word by using the reliable Arabic dictionary Muktar Al Sahah.













































































Figure 1. The experimental results of phase 1.
(a) Percentage of root letters successfully found in
words with Trilateral roots. (b) Percentage of root letters
successfully found in words with Quadrilateral roots.
4.2. PHASE 2: Evaluating the Current
Version of the Approach
In this phase, the experimental system anal-
ysed 13,876 words and failed on 191. By us-
ing the evaluation method mentioned above,
13,219 results were considered correct. This














Figure 2. The experimental results of phase 2.
(a) Percentage of root letters successfully found in
words with Trilateral roots. (b) Percentage of root letters
successfully found in words with Quadrilateral roots.
657 of the results, approximately 4.67% of the
experimented words, were incorrect. Table 4
summarizes the results of this updated algo-
rithm. Figure 2 again splits the percentage
of the root analysis which is considered cor-
rect into the percentage of correctly identified
letters. Thus, we see in Figure 2a, for trilat-
eral roots, the percentage correctly identified
(44.4%) is a small increase (3.7%) of the num-
ber trilateral roots completely identified from
the previous algorithm. The number of roots
with two letters correctly identified (41.6%)


















































Table 4. The experimental results of phase 2.
went down slightly, a small (2.8%) decrease,
and the percentage of roots with a single let-
ter correctly identified (14%) also decreased
slightly (0.9%) when compared to the previous
work. Figure 2b graphically summarizes the
successes for quadrilateral roots. The percent-
age of complete identification of a root (59.6%)
represents a large increase (34.9%) over the pre-
vious work. The percentage of roots with three
letters correctly identified (39.02%) shows a
small decrease (2.71%), and the percentage of
two letter identifications (13.09%) is a quite
small decrease (0.87%) when compared to the
previous algorithm.
From Table 4, we see that:
• 5,889 words out of 14,067 were totally cor-
rect.
• 5,489 words out of 14,067 with exactly one
root missing.
• Only 1,841 words out of 14,067 contained
two missing roots.
4.3. PHASE 3: Discussing and Analyzing
the Current Version of the Approach
Analysis of the final statistics in Table 5 and
Figure 3, allow the following to be concluded:
• Slight improvement is achieved when only
four rules are applied to the words. This re-
sult is very encouraging and it may yield a
promising root extraction algorithm if more
rules are added to the approach. Since
13,493 (95.9%) of the corpus contain long
vowels, rules to identify relationships be-
tween the long vowels and the consonants
should yield significant improvements. Ta-
ble 6 shows some of the tested words after
applying phase 1 and phase 2.
Phase 1 Phase 2
Total Number Percentage Total Number Percentage
Correct Roots 5,360 38.10% 5,889 41.86%
Succeeded
Roots with 1
letter missing 5,870 41.73% 5,489 39.02%
Results Roots with 2
letter missing 1,963 13.96% 1,841 13.09%
Failed Wrong results 663 4.71% 657 4.67%
Results Missing roots 211 1.5% 191 1.36%
Total 14,067 100% 14,067 100%
Table 5. Final results of phase 1 and phase 2.
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Table 6. Some of tested words of phase 1 and 2.
• Since the incorrect results obtained from
phase 1 (4.71%) and phase 2 (4.67%) are
considered poor, further analysis of thewords
used in the experiment was conducted.
– Rule 2 was successful in classifying Li ∈
{  .    } as root letters when Li ∈
S1 ∪ S2 unless Li ∈ { } appeared as the last
letter of S2. Consider, for example, the word
( V) which means “we chose them”.
– G5 in Table 1 classified the letters
{ .      } as root letters whenever
they appeared in S2. This behavior is cor-
rect except when one of these letters appears





which means “to follow you”, ( V)
which means “we chose them”, the word
( H=?B%) which means “invite them” and the
word (	L W	B%) which means “you invited
them” are all examples of this behavior.
– G7 in Table 1 classified the letter
.
as a
root letter in S3. Unfortunately, some of the
results obtained contradict this fact. For ex-




) which means “to
follow you”.
– The system’s failures are mostly found in
some of the following Critical points of a
word:
∗ The first letter of S2 (has been dealt with
correctly in Table 1).
∗ The last letter of S2.
∗ The last letter of S3 (has been dealt with
correctly in Table 1).
• To eliminate failures found in this algorithm,
modifications are applied in both Table 1
and Rule 2, taking into account the Critical
points of the word. Table 7 and the fol-
lowing Rule 2-A and Rule 2-B reflect this
modification.
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Group name The letters Location Weight
G1
    %  %  & ' '  (}
{ )  *  *  + +  , ,  ( Anywhere in the word 1
G2 { } First letter of S1 1
G3 G2 + { !f} S1 1
G4 G3 +{ -  -  - 

        } First letter of S2 1
G5 G4 + { .  } S2 1
G6 G5 – { .      } Last letter of S2 1
G7 { -  - 

       !  } Last letter of S3 1
G8 { -  -  - 

     !  } S3 1
G9 {  } S1 0
{ /} the end of S3 0
Table 7. Arabic word classification according to the proposed algorithm.
Rule2-A: Li ∈ {  .   } ∧ Li ∈ S1 ∪ S2 ∧
rj = 1 ∧ j < i =⇒ ri = 1.
Rule2-B: Li ∈ { } ∧ i < (Length(S1) +
Length(S2)+k−1)∧rj = 1∧ j < i =⇒ ri = 1,
where k is the start index of W.
5. Conclusion and Future Work
A new technique for finding the Arabic word
root without relying on a database of word
roots, a list of patterns, or even a list of pre-
fixes and suffixes of Arabic words has been in-
troduced. This technique relies only on the use
of some rules which benefit from the relation-
ships among letters of a word. The results of
the evaluation of this stage show a promising
root extraction approach. The next stage of this
approach will cover relationships to handle the
long vowels of the Arabic alphabet. Since about
96% of the current corpus contain long vowels,
rules which can identify relationships among
the long vowels and/or between the long vow-
els and the consonants should yield significant
improvements.
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