In statistical literature there exist many tests to reveal the independence of two qualitative variables in two-way contingency tables (CTs), in particular in 2×2 CTs. In this paper four independence tests were compared. These are: the chi-square test, being the most popular type of power divergence statistics; the modular test and the d-square test, which is a modification of the Pearson's test; the logarithmic minimum test which is a new proposal. Critical values for the tests listed above were determined with the Monte Carlo method. In order to compare the tests, the measure of untruthfulness of H 0 was proposed and the power of the tests was calculated.
Introduction
The analysis of contingency tables (CTs) is one of the most common tasks performed by statisticians. CTs display the frequency distribution of two (two-way CTs) or more (multi-way CTs) categorical variables. Information presented as CTs features in a wide variety of areas such as the social sciences (Wickens, 1969) , genetics (El Galta et al., 2008; Dickhaus et al., 2012) , demography (Cung, 2013) and psychology (Iossifova et al., 2013) .
Independence tests are probably one of the most commonly used statistical tools. Test data are arranged in the form of CTs, in particular 2×2 CTs. Well--known and commonly used are the (Pearson's) χ 2 test and the log likelihood ratio G 2 test. Garside and Mack (1976) compared the sizes of the χ 2 testand some of its corrected versions numerically. Authors noted that though the corrected versions are conservative in nature, the χ 2 test has the size closest to the nominal level α. For small CTs (not applicable 2×2) with small sample sizes, Lawal, Uptong, 1984) suggested a modification to the χ 2 test to make the size closer to the nominal level α. Numerous publications on CTs and the χ 2 test of independence were proposed, one can see e.g. (Meng, Chapman, 1966; Diaconis, Efron, 1985; Albert, 1990; Andrés et al., 1995) , where the χ 2 test statistics was interpreted from various angles. Information about chi-square approximations of χ 2 and G 2 can be found in (Cochran, 1952; 1954; Koehler, Larntz, 1980; Cressie, Read, 1989) . The χ 2 and G 2 tests provide consistent and asymptotically unbiased tests of independence (Haberman, 1981) . These test statistics belong to the power divergence statistics (PDS) (Cressie, Read, 1984) The Fisher exact test (Fisher, 1922) is also popular, independently developed by Irwin (1935) and also known as the Fisher-Irwin (FI) test. The FI test is most commonly applied to 2×2 CTs because it can be computationally time consuming for tables bigger than 2×2. Campbell (2007) recommended the use of the χ 2 test for large sample sizes and the FI test for small sample sizes. This test is also criticized for being too conservative and hence having lower power. Lydersen et al. (2009) recommended that the FI test should practically never be used.
CTs having very small or no cell counts are said to be sparse. Sparse CTs often containing cells with zero cell counts are of two types: sampling zero (n * ij = 0, p ij > 0) and structural zero (n * ij = 0, p ij = 0) . This article assumes, that cells count in CTs are positive, which means n * ij = 0, (i, j = 1,2). Some researchers have investigated the test methods when there exists a natural ordering among the X i values and Y j values (Tab. 1). For details please consult e.g. (Agresti, 2002) . In this paper, features X and Y are nominal in nature.
In hypothesis testing, the theory of bootstrap is well developed and provides a reasonably good answer in many parametric problems where a consensus is hard to reach (Hall, Wilson, 1991; Chang, Pal, 2008; Chang et al., 2011) .
Statistical science has been enriched with many papers offering statistics related to testing independence. Haber (1987) compared the two-sided FI test with six nonrandomized unconditional exact tests with respect to their power. Zelterman (1987) proposed the D 2 test, which is another adjustment to the χ 2 test. Berry and Mielke (1988) used Monte Carlo methods to assess the relative fit of two asymptotic χ 2 tests, two asymptotic G 2 tests, and a recently developed nonasymptotic χ 2 test to the models specified by the null hypotheses of independence and homogeneity. Results of the study indicate that the nonasymptotic χ 2 test is superior in overall performance to the other four tests. Lawal and Uptong (1990) compared the PDS with the modified χ 2 test statistics (Lawal, Uptong, 1984) by means of the statistical power. Cohen and Nee (1990) used the Monte Carlo methods and calculated the statistical power using the Rao F-test in CTs. Davis (1993) described a generalized chi-square approximation to the distribution of the χ 2 test statistics for testing independence in CTs. The new method consistently yields estimated p-value, which agrees closely with the exact result. In (Jeong et al., 2005) , for the analysis of CTs having ordered row categories and ordered column categories, a bootstrap method was applied for the model-based G 2 test for independence. Taneichi and Sekiya (2007) considered a class of test statistics C ϕ based on ϕ-divergence for the test of independence in CTs. The class of test statistics C ϕ includes the test statistics R a based on the PDS as a special case. The research shows that the transformed χ 2 test performs very well. Ceyhan (2010) compared the directional (i.e. one-sided) versions of the cell-specific nearest neighbor contingency tables (NNCT) tests with new directional NNCT tests for the two-class case using Monte Carlo simulations and statistical power. Yenigün et al. (2011) carried out a simulation study to see the empirical power performance of the maximal correlation test and compared it with χ 2 and G 2 tests of independence. When the underlying continuous variables are uncorrelated but dependent, authors pointed out some cases for which the maximal correlation test appears to be more powerful. Nandram et al. (2013) considered a G 2 test for quasi-independence in large CTs which are likely to have both structural and sampling zeros. A new procedure requires at least one sampling zero, and is an alternative to the commonly used ad hoc procedures of converting the zero cells to positive ones by adding a small constant (Clogg, Eliason, 1987; Beh, Farver, 2009) . One drawback of the new procedure is that it is a conditional (on the set of positive cells) test but it is not conditional on the margins as in the FI test. It is also true that T 2 is an exact test and it does not rely on asymptotic theory. Yu (2014) allows the margins to be random and compares the power of the G 2 test, the Bayes factor test, and the FI test. Egozcue et al. (2015) examine the independence in CTs using simplicial geometry. Shan and Wilding (2015) extends the unconditional approach based on estimation and maximization to designs with the total sum fixed. with regard to actual type I error rates and powers. Lipsitz et al. (2015) propose Wald and score test statistics for independence based on weighted least squares estimating equations. In contrast to the Rao-Scott test statistics, the proposed Wald and score test statistics always exist. Comparing the Rao-Scott test statistics, the score and Wald statistics with respect to power, one can see that the Wald test statistics had the highest power. Lin et al. (2015) explore the accuracy of the χ 2 and G 2 tests through an extensive simulation study and then propose their bootstrap versions that appear to work better than the asymptotic tests. The bootstrap tests are useful even for small-cell frequencies as they maintain the nominal level quite accurately. Also, the proposed bootstrap tests are more convenient than the FI test which is often criticized for being too conservative. Vélez et al. (2016) propose and illustrate a new graphical method to perform diagnostic analyses in two-way CTs. In this method, one observation is added or removed from each cell at a time, whilst the other cells are held constant, and the change in a test statistics of interest is graphically represented. García and González-López (2016) present a new non--parametric independence test for sparse data, which is a generalization of the LIS test (Garcia, González-López, 2014) for the hypothesis of independence between two continuous random variables. The new test does not require the assumption of continuity for the random variables. This test is applied to two datasets and also compared with the χ 2 test. Lin et al. (2015) show, that a simple bootstrap version of the existing asymptotic tests can correct the size problems even for small sample sizes without going through the restrictive adjustment already reported in literature. In biomedical studies, ordered categorical variables are frequently encountered. Hui-Qiong et al. (2016) introduce a simple ordering test approach for the two-way r×c CTs with incomplete counts. The results show that the G 2 test statistics based on the bootstrap resampling methods performs satisfactorily from small to large sample sizes. The modular test has been compared with the family of PDS on 2×2 CTs (Sulewski, 2016a) and on CTs bigger than 2×2 (Sulewski, 2016b) .
In this paper the new logarithmic minimum statistics (LMS) is proposed, which was compared with three other statistics. The first one is the well-known and commonly used χ 2 test statistics (Pearson, 1904) representing the PDS. The second one is the D 2 test statistics (Zelterman, 1987) , which is an adjustment to the χ 2 test statistics. The third one is the modular statistics (Sulewski, 2016a) , which is another modification of the χ 2 test statistics. To use the smaller samples size, critical values were determined by means of the Monte Carlo simulation method. Lin et al. (2015) also determined the critical values of the χ 2 test using the Monte Carlo method. For the above test statistics, the power-of-the-test (PoT) function was determined. To calculate the power of the test, 2×2 CTs were generated by means of the bar method and the measure of untruthfulness of H 0 (MoU) for five probability scenarios were proposed.
Recalling 2×2 contingency table basics
Let X and Y be two features of the same object having levels X 1 , X 2 and Y 1 , Y 2 . Testing for independence of these two features with appropriately arranged CT and χ 2 statistics applied is probably one of the most common tasks for statisticians. There are n items classified with respect to X and Y. This produces a table of a pattern shown below as 
S cenarios of generation of 22 contingency tables
One can treat CTs as a mathematical expression of a certain phenomenon we cope with.
This formulation suggests that there is some internal mechanism in this phenomenon that determines probabilities of particular XY combinations and ascribes these probabilities to cells Source: own material These are details of particular variants: TP Variant (theoretical probabilities). Cells contain: 1) probabilities intrinsic to the phenomenon that is of our interest. Exact values of these probabilities are unknown to the investigator, or 2) probabilities of which values are arbitrarily set by the Monte Carlo experimenter. EC Variant (experimental counts). Cells contain counts observed on a sample drawn from the general population being a subject of investigation.
TC Variant (theoretical counts). Cells contain the expected counts based on the Monte Carlo experiment.
EP Variant (empirical probabilities). Cells contain estimates of the unknown content of TP. 
Scenarios of generation of 2×2 contingency tables
One can treat CTs as a mathematical expression of a certain phenomenon we cope with. This formulation suggests that there is some internal mechanism in this phenomenon that determines probabilities of particular XY combinations and ascribes these probabilities to cells of the table. Below is a "progenitor" of all the 2×2 CTs:
EP Variant (empirical probabilities). Cells contain estimates of the unknown content of TP.
S cenarios of generation of 22 contingency tables
One can treat CTs as a mathematical expression of a certain phenomenon we cope with. This formulation suggests that there is some internal mechanism in this phenomenon that determines probabilities of particular XY combinations and ascribes these probabilities to cells of the table. Below is a "progenitor" of all the 22 CTs:
The variety of tables may be generated when portions of probability in quantity of a flow from "maternal" cells of T p to other cells. In this paper five scenarios were developed that seem fundamental (Tab. 2). The variety of tables may be generated when portions of probability in quantity of a flow from "maternal" cells of Tp to other cells. In this paper five scenarios were developed that seem fundamental (Tab. 2). Table 2 . Scenarios of generation of 2×2CTs (a = k · 0.25 · 10 -3 , k = 0, 1, …, 1000)
In all above scenarios the flow portion 0 ≤ a ≤ 0.25. Scenarios may be locally mutated by reversing rows or columns to better fit to the data analyzed. Surely, these are not unique. One may anticipate a variety of modifications as it is common in statistics. The others differ in degree of untruthfulness of H 0 which will be one of the subjects of the next section.
Each scenario has a multinomial distribution of its own. Particular formulas are easy to obtain by substituting probabilities in formula of the multinomial distribution with probabilities taken from relevant cells of CTs. For instance, the scenario V has the following distribution, obtained after simple transformations: 
The measure of untruthfulness of H0
As it has already been stated in Section 2 particular classes of feature X are ascribed to
Source: own material
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e measure of untruthfulness of H0
(1) As it has already been stated in Section 2 particular classes of feature X are ascribed to rows and these of feature Yare ascribed to columns. Features X, Y are independent and H 0 is true, if
When equality (2) is not fulfilled, H 0 is not true and an appropriate measure of untruthfulness of H 0 (MoU) is needed. In this paper the following MoU is put forward:
It doubtlessly springs from essence of H 0 and seems to be of a very simple form.
Replacing theoretical probabilities by empirical ones (Tab. 1 EP Variant) we get the sample M oU as Table 3 shows values of M oU at the points k = 0, 1, …, 1000 (see Tab. 2), where the power of the test was determined. These values show that the M oU -for all probabilities scenarios -is changing with the constant step. 
S elected tests of independence (3)
It doubtlessly springs from essence of H 0 and seems to be of a very simple form. Replacing theoretical probabilities by empirical ones (Tab. 1 EP Variant) we get the sample MoU as
S elected tests of independence
(4) Table 3 shows values of MoU at the points k = 0, 1, …, 1000 (see Tab. 2), where the power of the test was determined. These values show that the MoU -for all probabilities scenarios -is changing with the constant step. 
The opportunity to make something better than it currently is occurs everywhere if someone chooses to act. As a result statistical science has been enriched with many statistics intended to test independence.
In this paper the well-established and commonly used χ 2 test was selected. In relation to 22 CTs χ 2 test statistics is defined as   
The opportunity to make something better than it currently is occurs someone chooses to act. As a result statistical science has been enriched with intended to test independence.
In this paper the well-established and commonly used χ 2 test was selecte 22 CTs χ 2 test statistics is defined as   (5) asymptotically (i.e. sample size n → ∞) follows the chi-square distribution with 1 degree of freedom, provided that H 0 is true. If not, and while n is large, test statistics follow the non-central chi-square distribution. For details please consult e.g. (Agresti, 2002) . Cressie and Read (1984) proposed the power divergence statistics (PDS). PDS for 2×2 CTs is given by 8 and while n is large, test statistics follow the non-central chi-square distribution. For details please consult e.g. (Agresti, 2002) . Cressie and Read (1984) proposed the power divergence statistics (PDS). PDS for 22
CTs is given by
which is always positive and is defined as limits of P 2 at -1 and 0. This is a very rich class of test statistics and it contains many other test statistics. There are:
1) the χ 2 statistics (λ = 1) (formula (5)),
2) the G 2 statistics (the limit as λ goes to 0), 3) the Freeman-Tukey statistics (λ = -0.5), 4) the modified G 2 statistics (the limit as λ goes to -1), 5) the Neyman modified χ 2 statistics (λ = -2), 6) the Cressie-Read statistics (λ = 2/3).
Garcia-Perez and Nunez-Anton (2009) studied the whole family of the PDS. They found that χ 2 test statistics is the best up to a table density as low as 2. They showed that the G 2 statistics performs poorly and hence did not recommend it. In (author), it was shown that the PDS-on probability scenarios II, IV, V (Tab. 2) -are of exactly/more or less the same power.
Therefore, for further analysis in this paper, the well-known and commonly used χ 2 test statistics (1) was selected.
Another adjustment to the χ 2 statistics is given by Zelterman (1987 
which is always positive and is defined as limits of P 2 at -1 and 0. This is a very rich class of test statistics and it contains many other test statistics. There are: 1) the χ 2 statistics (λ = 1) (formula (5)), 2) the G 2 statistics (the limit as λ goes to 0), 3) the Freeman-Tukey statistics (λ = -0.5), 4) the modified G 2 statistics (the limit as λ goes to -1), 5) the Neyman modified χ 2 statistics (λ = -2), 6) the Cressie-Read statistics (λ = 2/3).
Garcia-Perez and Nunez-Anton (2009) studied the whole family of the PDS. They found that χ 2 test statistics is the best up to a table density as low as 2. They showed that the G 2 statistics performs poorly and hence did not recommend it. In (Sulewski, 2016a) , it was shown that the PDS-on probability scenarios II, IV, V (Tab. 2) -are of exactly/more or less the same power. Therefore, for further analysis in this paper, the well-known and commonly used χ 2 test statistics (1) was selected. Another adjustment to the χ 2 statistics is given by Zelterman (1987) . The adjustment is the D 2 statistics, which in 2×2 CTs is given by 8 and while n is large, test statistics follow the non-central chi-square distribution. For details please consult e.g. (Agresti, 2002) . Cressie and Read (1984) proposed the power divergence statistics (PDS). PDS for 22
Another adjustment to the χ 2 statistics is given by Zelterman (1987) . The adjustment is the In (author) the modular statistics was proposed, which is a modification of the χ 2 statistics
D 2 test statistics is not a member of the PDS. Note that the contribution of n * ij = 0 to D 2 is the same as that of the χ 2 statistics. In (Sulewski, 2013 ) the modular statistics was proposed, which is a modification of the χ 2 statistics for CTs and in 2×2 CTs is given by D 2 statistics, which in 22 CTs is given by In (author) the modular statistics was proposed, which is a modification of the χ 2 statistics for CTs and in 22 CTs is given by 
The modular statistics was compared in terms of power with the PDS for the 2×2 CTs (Sulewski, 2016a) . For scenarios II, IV (Tab. 2) it was shown that the modular statistics is more powerful than PDS.
In this paper the new logarithmic minimum statistics (LMS) was proposed, that in 2×2 CTs is defined as follows 9
The modular statistics was compared in terms of power with the PDS for the 22 CTs (author). For scenarios II, IV (Tab. 2) it was shown that the modular statistics is more powerful than PDS.
In this paper the new logarithmic minimum statistics (LM S) was proposed, that in 22
CTs is defined as follows 
Determining of the power-of-the-test function
This section is devoted to PoT functions. An independent variable (an argument) is an appropriately defined measure of untruthfulness of H 0 (M oU). A dependent variable (a value of the function) is a probability to reject H 0 when it should be rejected as being untruth.
Generation of 22 contingency tables
In the simulation study, the generation of contingency tables is very important. The M arkov Chain M onte Carlo (Diaconis, Efron, 1998; Cryan, Dyer, 2003; Chen et al., 2005; Cryan et al., 2006; Fishman, 2012) , the Sequential Importance Sampling (Chen et al., 2005; Chen et al., 2006; Blitzstein, Diaconis, 2011; Yoshida et al., 2011) , the probabilistic divideand-conquer technique (Desalvo, Zhao, 2016) , the Generalized Gamma Distribution (author), and the bar method (author) are all very popular approaches in literature about the generation of two-way contingency tables.
In this paper to generate 22 CTs the bar method was used. The algorithm of this method is as follows:
Step 1: Choose scenario I-V.
Step 2: Set M oU and value of k, a (Tab. 3). 
Determining of the power-of-the-test function
This section is devoted to PoT functions. An independent variable (an argument) is an appropriately defined measure of untruthfulness of H 0 (MoU). A dependent variable (a value of the function) is a probability to reject H 0 when it should be rejected as being untruth.
Generation of 2×2 contingency tables
In the simulation study, the generation of contingency tables is very important. The Markov Chain Monte Carlo (Diaconis, Efron, 1998; Cryan, Dyer, 2003; Chen et al., 2005; Cryan et al., 2006; Fishman, 2012) , the Sequential Importance Sampling (Chen et al., 2005; Chen et al., 2006; Blitzstein, Diaconis, 2011; Yoshida et al., 2011) , the probabilistic divide-and-conquer technique (Desalvo, Zhao, 2016) , the Generalized Gamma Distribution (Sulewski, 2009) , and the bar method (Sulewski et al., 2015) are all very popular approaches in literature about the generation of two-way contingency tables.
In this paper to generate 2×2 CTs the bar method was used. The algorithm of this method is as follows:
Phase 1
Step 2: Set MoU and value of k, a (Tab. 3).
Step 3: Calculate probabilities p ij (i, j = 1, 2) (Tab. 2).
Step 4: Set label cells of 2×2 tables p i (ij = 1, 2, 3) according to the rules
Step 5: Set sample size n.
Phase 2
Repeat the following steps from 1 to 3n times:
Step 1: Set initial values of cells count i.e. n ij = 0 (i, j = 1, 2).
Step 2: Generate random number rw uniformly distributed within (0, 1).
Step 3: Increase cells count of 2×2 tables according to the rule:
10
Step 3: Increase cells count of 22 tables according to the rule:
where pi (i = 1, 2, 3) are given by (10).
Power of the test assessment
Let M oU be an appropriately defined measure of XY dependency (3). A standard course of action is that two competitive hypotheses are formed, namely:
1. The main hypothesis, H 0 , that says: X and Y are independent.
2. An alternative hypothesis, H 1 that says: X and Y are dependent.
The PoT function takes the measure of dependency M oU as its argument and returns the probability of rejecting H 0 as dependency increases. Since there is no way to determine the function in an analytical way, we employ the M onte Carlo method which we can rely on in such situations.
Phase 1:
Step 1: Set sample size n.
Step 2: Set significance level α = 0.1.
Step 3: Repeat m = 10 6 times the following points (such a large number of repetitions guaranties avery accurate result):
where p i (i = 1, 2, 3) are given by (10).
Power of the test assessment
Let MoU be an appropriately defined measure of XY dependency (3). A standard course of action is that two competitive hypotheses are formed, namely: 1. The main hypothesis, H 0 , that says: X and Y are independent.
2. An alternative hypothesis, H 1 that says: X and Y are dependent. The PoT function takes the measure of dependency MoU as its argument and returns the probability of rejecting H 0 as dependency increases. Since there is no way to determine the function in an analytical way, we employ the Monte Carlo method which we can rely on in such situations.
Phase 1
Step 3: Repeat m = 10 6 times the following points (such a large number of repetitions guaranties avery accurate result): -Generate of the 2×2 CT in accordance with the scenario as it was described above for a = 0 (Tab. 2). -Calculate values of test statistics Q il (i = 1, …, 4; l = 1, …, m).
Step 4: Present values of test statistics in increasing order.
Step 5: Calculate critical values of tests cvl i (i = 1, …, 5) on the base of estimates of quantiles. Unknown values of quantiles are replaced by appropriate order statistics, namely
 Generate of the 22 CT in accordance with the scenario as it was described above for a = 0 (Tab. 2).
 Calculate values of test statistics Qil (i = 1, …, 4; l = 1, …, m).
Step 5: Calculate critical values of tests cvli (i = 1, …, 5) on the base of estimates of quantiles. Unknown values of quantiles are replaced by appropriate order statistics, namely
Step 7: Repeat ω = 100 steps 3-5 and calculate finally critical values of tests cvi (i = 1, …,
Phase 2:
(11)
Step 6: Repeat ω = 100 steps 3-5 and calculate finally critical values of tests cv i (i = 1, …, 4).
Phase 2
Step 1: Choose scenario I-V
Step 2: Set a (Tab. 2).
Step 3: Set value of MoU (2) for which the test has to be carried-out (Tab. 3).
Step 4: Create a CQ i (i = 1, …, 4) that are counters of rejections of H 0 for Q i statistics.
Step 5: Set initial values CQ i = 0 (i = 1, …, 4).
Step 6: Repeat m = 10 6 times the following points: -Generate of the 2×2 CT in accordance with the scenario described above, taking into account a (Tab. 2). -Calculate values of test statistics Q i (i = 1, …, 4).
Step 7: Calculate power of tests
The results
Different scenarios determine different intervals of achievable MoU values. Moreover, the sample size in particular scenarios differs. The reason is that the minimal sample size n for each particular scenario has to be chosen to guarantee that all the cell counts expected in a 2×2 contingency table will be nonzero. The maximal sample size n was, in turn, chosen to obtain tests of high power. Tables 4-8 show how MoU impacts PoT at significance level α = 0.05 and for a given sample size n, Figures 1-5 -at significance level α = 0.01. These tables and figures indicate that the MoU -for analyzed scenarios -changes in different intervals, and it takes the greatest value for the scenario V. Of course, PoT function is a strictly increasing function and its values are increasing together with the sample size n.
At the outset, test power functions of Q i (i = 1, 2, 3) tests were visually compared. The most powerful test was selected out of them. It was definitely Q 3 then taken as a representative of the trio in question to compete against Q 4 . Since the test power function has a meaning of a portion of untruthful hypotheses H 0 rejected, a widely known Z test for testing equality of two portions was employed. Obtained values significantly higher relative to Q 3 were marked in bold (see Tables 4-8) . Table 4 . Sizes and power of four tests for scenario I and α = 0.05
MoU n = 250 n = 500 n = 750 n = 1000 Table 5 . Sizes and power of four tests for scenario II and α = 0.05
MoU n = 40 n = 60 n = 80 n = 100 Table 7 . Sizes and power of four tests for scenario IV and α = 0.05
MoU n = 25 n = 35 n = 45 n = 55 .00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Source: own material 68 Piotr Sulewski statistics is more powerful for sample size n = 25.
Examples
In a general population, a testing for independence of two features was carried out. The obtained results are presented in Table 9 . Table 10 For weak dependence in scenarios I-IV and in scenario V, the power functions of these tests are very similar. Under scenario I, for strong dependence and for the smaller samples, the highest power function corresponds to Q 3 and Q 4 statistics. Related to Scenarios II and III the highest power function corresponds to Q 4 statistics, this is particularly visible for the smaller samples. Under scenario IV, Q 3 and Q 4 statistics have the highest power and Q 4 statistics is more powerful for sample size n = 25.
In a general population, a testing for independence of two features was carried out. The obtained results are presented in Table 9 . Table 10 gives the average of 100 simulated critical values using m = 10 6 of ( ) 4 ,..., 1 = i Q i α for n = 40 and α ∈ {0.05, 0.1}. This table summarizes other findings too. The preferred tests are Q 3 , Q 4 according to which null hypothesis is rejected, whereas the Q 1 , Q 2 tests retain the null.
Conclusion
Under the considered scenarios MoU changes in different intervals. It is because different scenarios determine different intervals of achievable MoU values. Moreover, sample sizes in particular scenarios are different. The reason is that the minimal sample sizes for each particular scenario have to be chosen to guarantee counts expected for each i, j = 1, 2 to be nonzero. The maximal sample size was, in turn, chosen to obtain high power of tests.
Under scenarios I-IV, especially for smaller samples and for strong dependence, the new test (LMS) is of higher power than other tests analyzed in this paper. Under scenario V, where MoU takes the greatest values, the power functions of these tests are very similar. An identical situation can be observed in scenarios I-IV for weak dependence.
Therefore it can be concluded, that the LMS is not less effective than the Q i (i = 1, 2, 3) tests, and it may be an alternative to them. Under some scenarios, LMS is of higher power, that is understood in the sense of the proposed measure MoU. With the increase of the variability range of MoU, the power function of LMS is more similar to other tests.
