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Abstract
The notions of irreducibility, primitivity, and exponent of a nonegative matrix are general-
ized to k-tuples of non-negative matrices of the same order. It is shown that for each positive
integer k, the maximum exponent of a primitive k-tuple of n by n nonnegative matrices is
(nk+1).
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1. Introduction
Let A = (A1, A2, . . . , Ak) denote a k-tuple of n by n nonnegative matrices. The
k-tuple A is irreducible provided A1 + A2 + · · · + Ak is an irreducible matrix.
Given a k-tuple α = (α1, α2, . . . , αk) of nonnegative integers, we let Aα denote the
sum of all products of
∑k
i=1 αi matrices in which each product contains αj factors
equal to Aj for j = 1, . . . , k. For example,
A(1,2) = A1A22 + A2A1A2 + A22A1
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and
A(1,1,...,1) =
∑
Ai1Ai2 · · ·Aik ,
where the summation is over all permutations i1, i2, . . . , ik of 1, 2, . . . , k. The k-
tuple A is primitive provided there exists a k-tuple α of nonnegative integers such
that Aα is an entrywise positive matrix. Note that for k = 1 these definitions re-
duce to the standard notions of irreducibility and primitivity of a nonnegative matrix,
and for k = 2 these definitions are equivalent to those introduced in [3] for pairs of
nonnegative matrices.
Pairs of n by n nonnegative matrices are studied in [3] in the context of certain dy-
namical systems that generalize Markov chains. We briefly discuss this here. A Mar-
kov chain x(j) (j ∈ Z) is governed by an initial condition x(0) that is a nonnegative
n by 1 vector, an n by n nonnegative matrix A and a recurrence x(j + 1) = Ax(j)
for j  0. In [3], a pair (A,B) of n by n nonnegative matrices is associated with the
two-dimensional dynamical system x(h, k) (h, k ∈ Z and h+ k  0) governed by
the initial conditions x(h, k) (h, k ∈ Z and h+ k = 0) that are nonnegative n by 1
vectors, and the recurrence
x(h+ 1, k + 1) = Ax(h, k + 1)+ Bx(h+ 1, k), h+ k  0.
In this light, a k-tuple A = (A1, A2, . . . , Ak) of n by n matrices can be associated
with a k-dimensional dynamical system
x(i1, i2, . . . , ik) (i1, i2, . . . , ik ∈ Z and i1 + i2 + · · · + ik  0),
governed by the initial conditions x(i1, i2, . . . , ik) (i1 + i2 + · · · + ik = 0) that are
n by 1 nonnegative vectors, and the recurrence
x(i1 + 1, i2 + 1, . . . , ik + 1) =A1x(i1, i2 + 1, . . . , ik + 1)
+A2x(i1 + 1, i2, i3 + 1, . . . , ik + 1)
+ · · ·
+Akx(i1 + 1, i2 + 1, . . . , ik−1 + 1, ik).
Let c1, c2, . . . , ck be distinct colors. The colored multidigraph D(A) ofA is the
multidigraph with vertices 1, 2, . . . , n, and an arc of color c from vertex u to vertex
v if and only if the (u, v)-entry of A is positive. A walk ω in D(A) from u to v is
a sequence a1, a2, . . . , a of arcs of D(A) such that the initial vertex of a1 is u, the
terminal vertex of a is v and for i = 1, 2, . . . , − 1 the terminal vertex of ai is the
initial vertex of ai+1. If the initial vertex of a1 is the terminal vertex of a, then ω is
a closed walk. If each vertex is a vertex of at most two of a1, a2, . . . , a, then ω is
a path. A cycle is a closed path. The length of ω is the number of arcs . We define
#(ω) to be the k by 1 vector whose ith coordinate is the number of arcs in ω of color
ci . Given a nonnegative k by 1 integer vector χ = (χ1, χ2, . . . , χk)T, a χ -walk is a
walk with exactly χi arcs of color ci for i = 1, 2, . . . , k. Thus, ω is a #(ω)-walk. The
notion of a χ -cycle is defined analogously.
D.D. Olesky et al. / Linear Algebra and its Applications 356 (2002) 123–134 125
For n  2,A is irreducible if and only if D(A) is strongly connected, that is, for
each pair (u, v) of vertices there exists a path in D(A) from u to v. Also, for a pair
(u, v) of vertices, the (u, v)-entry of A(i1,i2,...,ik) is positive if and only if there is a
walk ω in D(A) from u to v with #(ω) = (i1, i2, . . . , ik)T. Thus, for n  2, A is
primitive if and only if there exists a nonnegative integer vector α such that for each
pair (u, v) of vertices there is an α-walk in D(A) from u to v.
Assume that A is primitive. Extending the classical definition for k = 1, and
the definition in [7] for k = 2, we define the exponent of A to be the minimum
of i1 + i2 + · · · + ik over all nonnegative integer k-tuples (i1, i2, . . . , ik) for which
A(i1,i2,...,ik) is entrywise positive. Clearly, the irreducibility, primitivity, and expo-
nent of A = (A1, A2, . . . , Ak) depend only upon which entries of the Ai are non-
zero, and hence there is no loss of generality in restricting our study to k-tuples of
(0, 1)-matrices.
A multidigraph D with arcs colored by c1, c2, . . . , ck determines the k-tuple
(A1, A2, . . . , Ak) of (0, 1)-matrices where the (u, v)-entry of Aj is 1 if and only if
there is an arc in D from u to v of color cj . In light of this one-to-one correspondence
between k-colored multidigraphs D and k-tuples A of (0, 1)-matrices, we make no
distinction between D(A) and A. Thus, the notions of irreducibility, primitivity,
and exponent of D pertain to the corresponding k-tuple of (0, 1)-matrices.
Let e(k, n) be the maximum exponent of a primitive k-tuple of n by n nonnegative
matrices. The classical result of Wielandt (see [2, Theorem 3.5.6]) asserts that
e(1, n) = n2 − 2n+ 2 for n  2.
Recently in [7, Theorems 6 and 10] it is shown that
(n3 − 5n2)/2  e(2, n)  (3n3 + 2n2 − 2n)/2 for n  5.
Hence e(1, n) = (n2) and e(2, n) = (n3). The main goal of this paper is to show
that e(k, n) = (nk+1) for each positive integer k.
The outline of the paper is as follows. In Section 2, we establish a useful algebraic
condition that is equivalent to the primitivity of a k-tuple A of n by n nonnegative
matrices. In Section 3, an infinite family of k-colored primitive multidigraphs on n
vertices is presented and these multidigraphs are shown to have exponent on the order
of nk+1. Hence, e(k, n) = (nk+1). In Section 4 we prove that e(k, n) = (nk+1)
for each positive integer k. The combined results of Sections 3 and 4 yield e(k, n) =
(nk+1).
2. Algebraic conditions
We use the following notation throughout the remainder of the paper. We let 1
denote the all ones vector of appropriate size, ej denote the k by 1 vector with a 1 in
the j th entry and 0 elsewhere, and Zt denote the set of all t by 1 vectors with integer
entries. LetA = (A1, A2, . . . , Ak) be a k-tuple of n by n nonnegative matrices, and
let D(A) be the corresponding colored multidigraph. Let γ1, γ2, . . . , γt be the cycles
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of D(A) in some order, and let C be the k by t matrix whose j th column is #(γj ).
Let
M = {Cx : x ∈ Zt }
be the sublattice of Zt generated by the columns of C. We call C the cycle matrix,
and M the cycle lattice of A. The sublattice M is related to walks and closed walks
in D(A) as follows. Since the arcs of each walk ω in D(A) from a vertex u to a
vertex v can be partitioned into the arcs of a path from u to v and the arcs of certain
cycles, it follows that #(ω)− #(ρ) ∈ M for some path ρ from u to v. Also, if ω is a
closed walk in D(A), then #(ω) ∈ M .
The following theorem characterizes the primitivity ofA in terms of the algebraic
properties of M and C. Note that the case k = 1 is the classic result (see [2, p. 69])
that an irreducible matrix is primitive if and only if the greatest common divisor
of the lengths of the cycles in its digraph is 1, or equivalently if and only if the
lengths of the cycles in its digraph generate all of Z. The case k = 2 is proven in [3,
Proposition 6.1]. It is also in [7, Theorem 2]. The proof in [3] extends to general k,
and is explicitly given in [6]. We include a sketch of a proof of this theorem here
because its technique will be used later. A unimodular matrix is a square, integer
matrix whose determinant is ±1. Thus, unimodular matrices are precisely the square
integer matrices that have an inverse with only integer entries.
Theorem 1. Let A = (A1, A2, . . . , Ak) be an irreducible, k-tuple of n by n non-
negative matrices with n  2 and each Ai nonzero. Then the following are equiva-
lent:
(a) A is primitive.
(b) M = Zk .
(c) The greatest common divisor of the k by k minors of the k by t cycle matrix C
is 1.
Proof. To prove the equivalence of (b) and (c), note that if either (b) or (c) hold,
then t  k. If t  k, then there exist unimodular matrices U and V such that UCV
is in Smith normal form (see [5, Theorem II.9]), and hence that
UCV = [D O] , (1)
where D is a k by k diagonal matrix. By [5, Theorem II.8], the greatest common divi-
sor of the k by k minors of C equals the greatest common divisor of the k by k minors
of UCV , which is clearly |detD|. Thus (c) is equivalent to detD = ±1. Since U and
V are unimodular it is easy to verify that M = Zk if and only if {UCV x : x ∈ Zt } =
Zk , thus this is equivalent to (b). Using (1) we see that {UCV x : x ∈ Zt } = Zk if
and only if D is unimodular, that is if and only if detD = ±1. Hence (b) and (c) are
equivalent.
It now suffices to show that (a) and (b) are equivalent. First suppose that A is
primitive. Let α be a k-tuple of nonnegative integers such that Aα is entrywise pos-
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itive. Let j ∈ {1, 2, . . . , k}. Since Aj /= , there is an arc, say one joining u to v,
in D(A) of color cj . Since Aα is entrywise positive, there is an α-walk ω from
v to v, and an α-walk ω′ from v to u. Appending to ω′ the arc of color cj from
u to v results in a closed walk. It now follows that #(ω) ∈ M and #(ω′)+ ej ∈ M .
Since #(ω) = #(ω′) = α and M is a lattice, ej ∈ M . Because j is arbitrary, M = Zk .
Therefore (a) implies (b).
Next suppose that M = Zk . For each pair (u, v) let ρu,v be a path in D(A) from
u to v. Since M = Zk , there is an integer vector xu,v such that Cxu,v = #(ρu,v). Let
y be a fixed nonnegative integer vector such that y  xu,v (entrywise) for each pair
(u, v). Since A is irreducible, there exists a closed walk ω that passes through each
vertex of D(A). Let α = #(ω)+ Cy. We claim that for each pair (u, v) of vertices
there is an α-walk in D(A) from u to v. To prove this, note that
α = #(ω)+ #(ρu,v)+ C(y − xu,v).
By definition each entry of y − xu,v is nonnegative. Let zj denote the j th entry of
y − xu,v . Then the walk that starts at u, follows ω back to u and in addition along
the way goes zj times around γj (j = 1, 2, . . . , t), and then follows ρu,v to v is an
α-walk from u to v. We conclude that A is primitive. Hence (b) implies (a). 
3. Colored multidigraphs with large exponent
Since a (k − 1)-colored multidigraph can be viewed as a k-colored multidigraph,
e(k, n) is a nondecreasing function in k. In this section we first show that e(k, n)
is also a nondecreasing function in n, and then we construct infinite families of
k-colored multidigraphs whose exponents have order of magnitude equal to nk+1.
In Section 4, we show that the exponent of a k-colored multidigraph on n vertices is
bounded above by n(n− 1)+ kk!nk+1. Therefore, the examples of k-colored multi-
digraphs given in this section have the same order of magnitude as those with largest
exponent.
Lemma 2. For all positive integers k and n  2, e(k, n)  e(k, n+ 1).
Proof. Let D be a k-colored primitive multidigraph with exponent equal to e(k, n).
Let  be the number of different colors among the arcs of D. Thus   k, D can
be viewed as an -colored multidigraph and, by Theorem 1, the cycle lattice is all
of Z. Since n  2 and D is strongly connected, there exists a walk u1 → u2 → u3
of length 2 in D. Assume that the arc from u1 → u2 has color ci and the arc from
u2 to u3 has color cj . Let E be the -colored multidigraph obtained from D by
appending a new vertex n+ 1, an arc of color ci from u1 to n+ 1, and an arc of
color cj from n+ 1 to u3. Clearly E is strongly connected, and its cycle lattice
contains that of D. Hence by Theorem 1, E is primitive. Let α be a nonnegative
 by 1 integer vector such that for each pair (u, v) of vertices of E there exists
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an α-walk ω from u to v. Consider a pair (u, v) of vertices of D. Replacing each
occurence in ω of the walk u1 → n+ 1 → u3 by the walk u1 → u2 → u3 results
in an α-walk from u to v in D. Hence e(k, n) = exp(D)  exp(E)  e(, n+ 1) 
e(k, n+ 1). 
Note that the result of Lemma 2 for k = 1 follows from the fact that e(1, n) =
n2 − 2n+ 2 is a nondecreasing function for n  1.
Now, for each k, we describe an infinite family of k-colored digraphs and give
lower bounds on their exponents.
Case k = 1. Let D be the digraph on n vertices consisting of the arcs (1, 2),
(2, 3), . . . , (n− 1, n), (n, 1) and (n− 1, 1). The digraph D is known as the Wielandt
digraph on n vertices, and has exponent n2 − 2n+ 2 for n  2 (see [2, Theorem
3.5.6]). Thus for each n  2, e(1, n)  n2 − 2n+ 2.
Case k = 2. Let m be a positive integer and
C =
[
m m− 1
m+ 1 m
]
.
LetD be the two-colored digraph with n = 4m− 1 vertices consisting of an (m,m+
1)T-cycle and an (m− 1, m)T-cycle which have only the vertex 1 in common, and in
each of the cycles the c1-arcs precede the c2-arcs as we traverse the cycle starting at
vertex 1. Since D is strongly connected and detC = 1, Theorem 1 implies that D is
primitive. Suppose that α is a 2 by 1 vector of nonnegative integers such that between
each pair (u, v) of vertices there exists an α-walk in D. Taking u = 1 and v = 1, we
see that there is a nonnegative integer vector x such that Cx = α. Now take u = 1
and v the vertex such that the unique path from u to v consists of m c1-arcs. Since
there exists an α-walk from u to v, and this walk can be decomposed into the path
from u to v and cycles, there exists a nonnegative vector y such that
Cy = α −
[
m
0
]
. (2)
Pre-multiplying both sides of (2) by C−1 gives
0  y = x − C−1
[
m
0
]
= x −
[
m2
−m(m+ 1)
]
.
Since x is nonnegative we conclude that
x 
[
m2
0
]
and hence that
1Tα = 1TCx  [2m+ 1 2m− 1]
[
m2
0
]
= (2m+ 1)m2.
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This gives
exp(D)  (2m+ 1)m2 > 2m3 > n3/32.
Thus e(2, n) > n3/32 for each positive integer n with n ≡ 3 mod 4. It now follows
from Lemma 2 that e(2, n) > (n− 3)3/32 for each positive integer n, and hence that
e(2, n) = (n3).
Case k = 3. Let m be a positive integer and let
C =

 m m− 1 00 2m+ 2 2m+ 1
2m− 1 4m− 3 2m− 1

 .
The digraph D on 14m− 5 vertices consisting of an (m, 0, 2m− 1)T-cycle, an
(m− 1, 2m+ 2, 4m− 3)T-cycle, and a (0, 2m+ 1, 2m− 1)T-cycle, which are dis-
joint except they each contain vertex 1, and in which the c1-arcs precede the c2-arcs,
and the c2-arcs precede the c3-arcs as we traverse the cycle starting at vertex 1, has
cycle matrix C.
Since D is strongly connected and detC = 1, Theorem 1 implies that D is prim-
itive. Suppose that for each pair (u, v) of vertices of D there exists an α-walk in D
from u to v. Setting u = 1 and v = 1, we see that there exists a nonnegative integer
vector x such that Cx = α. Now set v = 1 and u to be the vertex for which the only
path from u to v in D consists of 2m− 1 arcs each of color c3. Since an α-walk from
u to v can be decomposed into the unique path from u to v and cycles, there exists a
nonnegative integer vector y such that Cy = α − (0, 0, 2m− 1)T. Thus,
0  y = C−1α − C−1

 00
2m− 1

 = x − (2m− 1)

(m− 1)(2m+ 1)−m(2m+ 1)
m(2m+ 2)

 .
Since x is also nonnegative, we conclude that
x 

(m− 1)(4m
2 − 1)
0
m(4m2 + 2m− 2)

 .
Hence
1Tα = 1TCx[3m− 1 7m− 2 4m]

(m− 1)(4m
2 − 1)
0
m(4m2 + 2m− 2)


28m4.
Thus e(3, n)  (n+ 5)4/1372 for each n with n ≡ 9 mod 14. It now follows from
Lemma 2, that e(3, n) = (n4).
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Case k  4. Let m be a positive integer. Consider the sequence
E4=


m m− 1 0 0
m+ 1 m 0 0
m+ 1 0 m m− 1
0 0 m+ 1 m

 ,
E6=


m m− 1 0 0 0 0
m+ 1 m 0 0 0 0
m+ 1 0 1 0 0 0
0 0 m 1 0 0
0 0 0 m m m− 1
0 0 0 0 m+ 1 m


,
E8=


m m− 1 0 0 0 0 0 0
m+ 1 m 0 0 0 0 0 0
m+ 1 0 1 0 0 0 0 0
0 0 m 1 0 0 0 0
0 0 0 m 1 0 0 0
0 0 0 0 m 1 0 0
0 0 0 0 0 m m m− 1
0 0 0 0 0 0 m+ 1 m


, etc.,
of even order matrices, and the sequence
E5=


m m− 1 0 0 0
m+ 1 m 0 0 0
0 m 1 0 0
0 0 m m m− 1
0 0 0 m+ 1 m

 ,
E7=


m m− 1 0 0 0 0 0
m+ 1 m 0 0 0 0 0
0 m 1 0 0 0 0
0 0 m 1 0 0 0
0 0 0 m 1 0 0
0 0 0 0 m m m− 1
0 0 0 0 0 m+ 1 m


,
E9=


m m− 1 0 0 0 0 0 0 0
m+ 1 m 0 0 0 0 0 0 0
0 m 1 0 0 0 0 0 0
0 0 m 1 0 0 0 0 0
0 0 0 m 1 0 0 0 0
0 0 0 0 m 1 0 0 0
0 0 0 0 0 m 1 0 0
0 0 0 0 0 0 m m m− 1
0 0 0 0 0 0 0 m+ 1 m


, etc.,
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of odd order matrices. Fix k  4 and m a positive integer. We can construct a colored
digraph D with cycle matrix Ek as follows. Let Ek(, i) denote the (, i)-entry of
Ek . The digraph D consists of k cycles that are disjoint except that they each contain
vertex 1. The ith cycle of D has Ek(, i) arcs of color c for  = 1, 2, . . . , k, and
the arcs of color c1 precede those of color c2 that in turn precede those of color c3,
etc., as we traverse the cycle starting at 1. Clearly, D is strongly connected. Since
det(Ek) = 1, Theorem 1 implies that D is primitive.
We now compute a lower bound on the exponent of D. Let C = Ek be the cycle
matrix of D. Suppose that α is a nonnegative k by 1 integer vector such that between
each pair (u, v) of vertices, there is an α-walk from u to v. Taking u = 1 and v = 1,
we see that there exists a nonnegative integer vector x such that Cx = α. Now take
u = 1 and v to be the vertex for which the unique path from u to v consists of m arcs
each of color c1. Since there exists an α-walk from u to v, and such a walk can be
decomposed into the path from u to v and cycles, there exists a nonnegative integer
vector y such that
Cy = α −


m
0
0
...
0

 .
Pre-multiplying by C−1 gives
0  y = x − C−1


m
0
0
...
0

 .
Hence,
x  C−1


m
0
0
...
0

 . (3)
It can be verified that the kth entry of the right-hand side of (3) equals (m+ 1)2mk−2.
Thus, since x is nonnegative,
x 


0
0
...
0
(m+ 1)2mk−2


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and
1Tα = 1TCx > [m m · · · m] x  (m+ 1)2mk−1 > mk+1.
Hence exp(D) > mk+1. Note that D has (k + 5)m− 2 vertices if k is even and
(k + 5)m− 3 vertices if k is odd. Thus, by Lemma 2, e(k, n) = (nk+1) for k  4.
Collecting the above cases, we have the following result.
Theorem 3. The maximum exponent e(k, n) of a primitive k-tuple of n by n matrices
is (nk+1).
4. Upper bound on exponent
In this section we give an upper bound on the exponent of a primitive k-tuple
A = (A1, A2, . . . , Ak) of n by n nonnegative matrices. As we are primarily inter-
ested in orders of magnitude, we make no attempt to give a tight upper bound. The
upper bound makes use of the following known result from [7, Theorem 8] (see also
[1,4]).
Proposition 4. Let N be a k by k integer matrix such that detN /= 0, P be a k by
t − k integer matrix, and b be a k by 1 integer vector such that [N P ]x = b has
an integer solution. Then there exist integer vectors r and s such that Nr + Ps = b,
s is nonnegative and 1Ts  | detN | − 1.
A consequence of Proposition 4 is the following lemma, in the proof of which we
use Nj←b to denote the matrix obtained from N by replacing its j th column by b.
Lemma 5. Let t  k and C be a k by t integer matrix whose leading k by k subma-
trix has nonzero determinant. Let b be a k by 1 integer vector such that Cx = b has
an integer solution. Set  to be the largest absolute value of a k by k minor of the
augmented matrix[
C b
]
.
Then there is an integer solution[
r
s
]
to Cx = b, where r = (r1, r2, . . . , rk)T is a k by 1 vector with |rj |   (j = 1, 2,
. . . , k) and s is a nonnegative (t − k) by 1 vector.
Proof. Let C = [N P ], where N is k by k and P is k by (t − k). By assumption,
Cx = b has an integer solution, thus by Proposition 4, there is a k by 1 integer vector
r and a nonnegative integer vector s = (s1, . . . , st−k)T such that Nr + Ps = b and
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1Ts  | det(N)| − 1. Since N is nonsingular, r = N−1(b − Ps). Thus, by Cramer’s
rule and the linearity of the determinant,
rj = detNj←(b−Ps)detN
= detNj←b −
∑t−k
i=1 si detNj←Pi
detN
,
where Pi (i = 1, . . . , t − k) is column i of P . By the triangle inequality, the fact that
s is nonnegative, and the fact that 1Ts  | detN | − 1,
|rj | + 
∑t−k
i=1 si
| detN |
.
Hence, the vector[
r
s
]
is a solution to Cx = b with the desired properties. 
We now use Lemma 5 to give an upper bound on the exponent of a primitive
k-tuple of n by n matrices.
Theorem 6. LetA = (A1, A2, . . . , Ak) be a primitive k-tuple of n by n nonnegative
matrices with n  2. Then
exp(A)  n(n− 1)+ kk!nk+1.
Proof. The bound n(n− 1)+ kk!nk+1 is an increasing function in k, thus we may
assume that each Ai is nonzero.
Since D(A) is strongly connected there exists a closed walk ω that goes through
each vertex. Letω be such a closed walk that is constructed by concatenating together
a path from vertex i to vertex i + 1 for i = 1, 2, . . . , n− 1, and a path from vertex n
to vertex 1. Clearly, ω has length at most n(n− 1).
For each pair (u, v) of vertices let ρu,v be a path in D(A) from u to v. Since ρu,v
is a path, #(ρu,v)  (n, n, . . . , n)T. Let C be the cycle matrix ofA. Since each Ai is
nonzero, Theorem 1 implies that the greatest common divisor of the k by k minors
of C is 1. Hence there is a nonzero k by k minor of C, and without loss of generality
we may assume that the leading k by k submatrix of C has nonzero determinant.
We claim that between each pair (u, v) of vertices there exists an α-walk where
α = #(ω)+ Cy
and y is the vector whose first k entries each equal k!nk and whose remaining entries
equal 0. Since A is primitive, Theorem 1 implies that for each integer vector b, the
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system Cx = b has an integer solution. Note also that if the absolute value of each
entry of b is bounded above by n, then the absolute value of each k by k minor of the
augmented matrix [C b] is at most k!nk .
Thus, by Lemma 5, there exists an integer vector xu,v such thatCxu,v = −#(ρu,v),
its last t − k entries are nonnegative, and each of its first k entries has absolute value
bounded above by k!nk . Now note that
α = #(ω)+ #(ρu,v)+ C(y + xu,v)
and that y + xu,v is entrywise nonnegative. Let zj be the j th entry of y + xu,v . Then
the walk that starts at u, follows ω back to u and in addition along the way goes zj
times around γj (j = 1, 2, . . . , t), and then follows ρu,v to v, is an α-walk from u to
v. Hence
exp(A)  1Tα = 1T#(ω)+ 1TCy  n(n− 1)+ n1Ty  n(n− 1)+ nkk!nk,
giving
exp(A)  n(n− 1)+ kk!nk+1. 
Combining Theorems 3 and 6 gives our main result.
Theorem 7. Let k be a positive integer. Then the largest exponent e(k, n) of a prim-
itive k-tuple of n by n matrices is (nk+1).
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