The finite element discretization of a control constrained elliptic optimal control problem is studied. Control and state are discretized by higher order finite elements. The inequality constraints are only posed in the Lagrange points. The computational effort is significantly reduced by a new mass lumping strategy. The main contribution is the derivation of new a priori error estimates up to order h 4 on locally refined meshes. Moreover, we propose a new algorithmic strategy to obtain such highly accurate results. The theoretical findings are illustrated by numerical examples.
Introduction
The discretization of optimal control problems by finite elements is nowadays a standard tool. A series of papers investigates a priori discretization error estimates in particular for control constrained problems. In this sense, the theory for the optimal control of linear, elliptic equations seems to be nearly completed. A closer look shows that the known approaches are limited due to regularity issues. A standard discretization with piecewise constant controls is limited to the rate of h, which is the mesh size, see Arada et al. [2002] , Falk [1973] , Geveci [1979] . Piecewise linear approximations are limited to h 3/2 , see Rösch [2006] , Casas and Mateos [2008] . The superconvergence approach yields a numerical approximation of order h 2 , Meyer and Rösch [2004] .
By using adaptive mesh refinement, the approximation order in two dimensions is limited by N −3/2 , where N is the number of unknowns, (this corresponds to h 3 ) because of the required number of cells close to the kinks of the optimal control, see [Schneider and Wachsmuth, 2015, Eq. (4) ] for a discussion of this limitation and Schneider and Wachsmuth [2016] for results showing convergence of order N −3/2 .
The only known (non-adaptive) approach where the accuracy is not limited by h 2 is the variational discretization by Hinze [2005] . Of course, at least quadratic finite elements are necessary to obtain an accuracy higher than h 2 in L 2 (Ω). The main challenge is the numerical computation of the optimal control and the evaluation of the scalar product of the optimal control with a finite element function. This can be done exactly for piecewise linear finite elements, but the usage of higher order finite elements is computationally challenging, see Sevilla and Wachsmuth [2010] .
We also mention the work Springer and Vexler [2013] , in which the variational discretization together with the post-processing approach is used to obtain convergence of order three (w.r.t. the temporal discretization) for the time-dependent control of a parabolic equation. This is the starting point of our new method which has convergence order up to h 4 . We propose a new fully discrete approach with higher accuracy and low computational effort. In order to compensate for the low regularity of the control, we use locally refined meshes. As a model problem, we consider the optimal control of an elliptic PDE with homogeneous Neumann boundary conditions. That is, we discuss the problem
w.r.t. y ∈ H 1 (Ω), u ∈ L 2 (Ω) s.t. −∆y + y = u in Ω ∂ ∂n y = 0 on ∂Ω and u a ≤ u ≤ u b in Ω.
(P)
We assume that y d is continuous and sufficiently smooth. Moreover, we assume that the domain Ω ⊂ R 2 is convex and polygonal. For simplicity of the presentation, we further assume u a , u b ∈ R. Note that the state equation in (P) has to be understood in the weak sense, that is, y satisfies a(y, v) := Ω ∇y · ∇v + y v dx = Ω u v dx ∀v ∈ H 1 (Ω).
(1.1)
Motivation
It is well-known that the (necessary and sufficient) optimality condition for an optimal controlū of (P) with associated optimal stateȳ is given by the pointwise projection formulaū (x) = Proj [ua,u b ]p (x) α for a.a. x ∈ Ω, (2.1)
wherep is the (weak) solution of the adjoint equation
Although the adjoint statep may possesses high regularity (e.g., H 2 (Ω) on convex domains), the regularity of the control is limited by the projection formula (2.1). Indeed, the gradient of the optimal controlū is discontinuous in neighborhoods of the set {x ∈ Ω :p(x)/α ∈ {u a , u b }}. This limits the regularity ofū and we do not, in general, haveū ∈ H 2 (Ω). Nevertheless, one hasū ∈ W 1,∞ (Ω) andū ∈ H 3/2−ε (Ω) for all ε > 0 by standard results on Nemytskii operators (induced by Lipschitz continuous scalar functions) in Sobolev spaces, see, e.g., [Bourdaud and Meyer, 1991, Théorème 2] , [Oswald, 1992, Theorem 1] , and [Runst and Sickel, 1996, Theorem 5.4 .1]. Finally, we mention that the set {x ∈ Ω :p(x)/α ∈ {u a , u b }}, on which the control might posses kinks, is typically a (finite union of) arc(s).
Now, we consider a discretized version of (P). Let T be a quasi-uniform triangulation of Ω, cf. [Brenner and Scott, 2008, Definition (4.4.13) ]. We will work with a finite element space
where P denotes a certain polynomial space of higher order. We will specify the details later, cf. Section 4. We do not distinguish between the function v h ∈ V h and the associated coefficient vector (both are related by a bijective mapping induced by the Lagrange interpolation). We denote by M and K the usual mass and stiffness matrix associated with the inner products of L 2 (Ω) and H 1 (Ω), respectively. That is,
is the nodal basis of V h . By u h M := (u M u) 1/2 we denote the norm induced by the mass matrix and the operator I h : C(Ω) → V h in (P h ) is the (usual) nodal Lagrange interpolation, see (3.1) below.
A possibility to discretize the optimal control problem (P) would be
Since V h consists of polynomials of higher order, only a coefficient-wise interpretation of the control constraints is practicable from a computational point of view. That is, the control constraint in (P h ) is to be understood as u a ≤ u h (x L ) ≤ u b for all Lagrangenodes x L of the triangulation or, equivalently, as u a ≤ u i h ≤ u b for all coefficients u i h of u h . Note that such a discretization is not conforming if the polynomial degree is larger than one.
We denote by Proj
This projection can be evaluated coefficient-wise if and only if the mass matrix M is diagonal, otherwise nonlocal effects appear.
It is easy to see that the (necessary and sufficient) optimality condition for an optimal controlū h of (P h ) can be written as
where the discretized adjoint statep h is defined by the equations
The main drawback of this approach is that the projection formula (2.3) cannot be evaluated in a coefficient-wise manner.
The superconvergence approach introduced in Meyer and Rösch [2004] works with different discrete spaces for state and control. In particular, the controls are discretized by piecewise constant functions and, thus, the mass matrix becomes a diagonal matrix which is heavily exploited in the derivation of the approximation results.
We will propose here a new approach with a mass matrix M and a diagonal lumped-mass matrix M L . The mass matrix is used in the tracking term and the lumped-mass matrix is used twice: in the right-hand side of the state equation and in the control cost term in the objective.
Hence, we propose to use
with a diagonal, positive semidefinite approximation M L of the mass matrix. As in (P h ), the control constraints are to be understood coefficient-wise.
Mass lumping is a standard tool for the numerical solution of time dependent partial differential equations. Until now, only a few papers are devoted to mass lumping in optimal control. Mass lumping is used in the computation of an L 1 term, see [Wachsmuth and Wachsmuth, 2011, (4.13)] and to obtain a discrete projection formula, see [Casas et al., 2012, Lemma 3.4] . However, only convergence of order h was proved. This was improved by Pieper [2015] , who also considered the lumped-mass matrix in the righthand side of the discrete PDE, see [Pieper, 2015, Section 4.5.4 ] and convergence of order h 2 for a piecewise linear discretization was obtained. Similar ideas are also used for the control of ordinary differential equations, see for instance Alt et al. [2007] .
It is easy to check, that the optimality conditions for (P h ) are given bȳ
If the diagonal M L is not strictly positive, the solution of (P h ) is not unique. Indeed, entries of u h corresponding to a zero diagonal entry of M L do not enter the objective or the state equation in (P h ). We fix these entries by the optimality condition (2.4a). We emphasize that the projection in (2.4a) is to be understood coefficient-wise.
We mention that there are two possible interpretations of mass lumping. The first one is from a linear algebra point-of-view and the lumped-mass matrix is understood as a diagonal approximation of the mass matrix, by defining, e.g.,
From a numerical analysis point-of-view, mass lumping can be understood as follows.
For the triangulation T we have the (global) Lagrange nodes x i L , i = 1, . . . , N and the associated (global) basis functions φ i satisfy φ i (x j L ) = δ ij . Then, we choose a quadrature formula whose nodes are exactly the Lagrange nodes and the weights ω i are non-negative. Now, we can define a lumped-mass matrix by approximating the L 2 (Ω) inner product by the quadrature formula. Indeed, the matrix M L defined via
3 Basic error estimate for the control problem
In this section we will derive the basic error estimate. Here, we do not need a specific form of the finite element space V h . Only the following three properties are required:
• The coefficient vector u h corresponds to a nodal basis, i.e., for every coefficient
Moreover, the interpolation operator
• The control constraints in (P h ) are understood coefficient-wise, i.e., they are equivalent to u a ≤ u i h ≤ u b for all coefficients associated with the nodal basis.
• The lumped-mass matrix M L is diagonal and all entries are non-negative.
Lemma 3.1. Let us assume that the above assumptions are satisfied by the finite element space V h . Moreover, we assumeū,p ∈ C(Ω). Then we have
where (ȳ h ,ū h ,p h ) is the unique solution of the optimality system (2.4).
In (3.2), we used the usual notations
Proof. Together with (2.4a) the assumptions on V h imply
We choose v =ū(x i L ), which is possible due toū ∈ C(Ω) and u a ≤ū ≤ u b a.e. in Ω. This yields
Sinceū andp are continuous, the projection formula (2.1) holds everywhere, and we
. Now, we weight both inequalities by the i-th diagonal entry of M L and sum over all indices i to obtain
Here, we used (I hū ) i =ū(x i L ). This implies the assertion.
In the following theorem, we estimate the right-hand side of (3.2) by approximation errors for the state and adjoint equation.
Finally, we discuss the terms on the left-hand side of (3.3). The first term is an error estimate for the approximation of the control. However, since the lumped-mass matrix is involved, only the error in the Lagrange nodes is measured. The second term is equal to
and this is, up to the interpolation error, the L 2 (Ω)-error in the state variable.
Error estimates for the equations
Let us now give a precise description of the discrete spaces V h . We require the following properties:
• The convex polygonal domain Ω is discretized exactly by the triangulation T , i.e.,
we have Ω = Ω h := interior( T ∈T T ), where interior(A) denotes the interior of the set A ⊂ R 2 .
• The triangulation T is quasi-uniform in the sense of [Brenner and Scott, 2008, Definition (4.4.13) ]. Hanging nodes are not allowed. There is no restriction on the diameter h T := max x 1 ,x 2 ∈T x 1 − x 2 of a single element T ∈ T . Later we will have the mild restriction (4.7). We denote by h := max T ∈T h T the global mesh size.
• The discrete space V h is generated by a family of finite elements which is affine equivalent to a common reference element (independent of h), cf. [Brenner and Scott, 2008, Section 3.4] . A basis of V h is given by the continuous and piecewise polynomial basis functions φ i , i = 1, . . . , N , corresponding to Lagrange nodes x i L ∈ Ω. We postulate the following assumptions on the basis functions.
-All basis functions have nonnegative integrals, i.e., Ω φ i dx ≥ 0.
-The basis functions build a partition of unity, i.e.,
-There exists two positive numbers k and k with P k ⊂ V h ⊂ P k . Later, we will need the inequalities k ≥ 2 and k ≤ k + 1. Here, P k (P k ) is the usual space of continuous functions which are piecewise polynomials of degree at most k (k ).
-The mass matrix M of the finite element space V h and the lumped mass matrix M L are connected by the relation
-The quadrature rule with points {x i L } N i=1 and weights {ω i } N i=1 corresponding with the lumped-mass matrix, cf. (2.5), is exact for (piecewise) polynomials
for all ϕ ∈ C(Ω) for which ϕ| T is a polynomial of degree at most k + k − 2 for all T ∈ T . Note that this directly implies
since the local degree of φ i is at most k ≤ k + k − 2. Hence, the quadrature weights ω i are uniquely determined by the Lagrange nodes x i L . Moreover, we have
Let us describe two particular finite elements for which the associated finite element spaces V h satisfy the above assumptions: standard P 2 elements and enriched P 3 elements as constructed in Cohen et al. [2001] .
We denote byT = conv{(0, 0), (1, 0), (0, 1)} the reference cell. The standard P 2 element is given by (T , P 2 (T ), N 2 ), where P 2 (T ) denotes the quadratic polynomials onT and N 2 are the degrees of freedom given by the point evaluations in the standard Lagrange nodes, i.e., in the points (0, 0), ( quadrature rule (on the reference cell) associated with mass lumping possesses the weights 1/3 (for the midpoints of the edges) and 0 (for the vertices), and is exact for polynomials of degree 2. This is caused by the fact that the local basis function associated with a vertex has mean value 0. Hence, the lumped mass matrix M L is singular for P 2 elements. This is not a obstruction for the analysis, since we only required that M L is positive semidefinite. To the contrary, this is beneficial for the numeric implementation, since the discretized problem (P h ) does not depend on any of the vertex values of u h and, thus, we can work with less degrees of freedom for u h . To summarize, the standard P 2 element satisfies the above assumptions with k = k = 2.
The enriched P 3 elements consists of the standard cubic finite element space P 3 (T ) and this space is enriched by all bubble functions of degree at most four. That is, the local ansatz space is given bŷ
For the degrees of freedomN 3 , one takes point evaluations at cleverly chosen points on T , cf. Figure 4 .1 (right), and we refer to [Cohen et al., 2001, Lemma 4.3] for their precise locations. The associated quadrature rule has positive weights in all 12 points and is exact for polynomials of degree at most 5, see again [Cohen et al., 2001, Lemma 4.3] . Hence, a finite element space constructed from the reference element (T ,P 3 (T ),N 3 ) satisfies the above assumptions with k = 3, k = 4.
We denote the space of continuous, piecewise linear functions by V
(1) h and by I
h the nodal interpolation operator to the space V
(1) h .
Error estimates for the adjoint equation
In this section we will estimate the second term
the right-hand side of (3.3). We start with an auxiliary result.
Lemma 4.1. There is a constant c > 0 (depending only on the reference element),
Proof. The result follows from a simple transformation argument. Let us investigate the norm on a single element T ∈ T . After transformation to the reference element we can estimate the lumped-mass matrix semi-norm by the mass matrix norm. Retransformation yields the assertion.
Lemma 4.2. The following estimate is valid
Proof. We obtain the desired result immediately from the last lemma:
Let us remark that the second term on the right-hand side of this inequality is the usual finite element error for the adjoint equation evaluated for the optimal stateȳ. The first term represents an interpolation error.
Error estimates for the state equation
Next, we estimate the first term I hȳ − K −1 M L I hū M on the right-hand side of (3.3). Let us introduce the notationỹ
This auxiliary discrete state is just the Galerkin solution of the state equation in which the quadrature rule corresponding to the lumped-mass matrix is used to evaluate the right-hand sideū. Indeed,
for all v h ∈ V h . Here, "≈" indicates that the sum is the evaluation of the integral by using the quadrature rule associated with the lumped mass matrix.
The first addend on the right-hand side of (3.3) can be estimated by the triangle inequality
Owing to the regularity ofȳ, we can estimate the interpolation error I hȳ −ȳ L 2 (Ω) and the second term is addressed in the following lemma.
Lemma 4.3. The following a priori error estimate holds
Proof. Using the first Lemma of Strang, see, e.g., [Ciarlet, 1978, Thm. 4.1 .1], we obtain
Now, we use the Nitsche trick to estimate ȳ −ỹ L 2 (Ω) . We define ϕ as the solution of the dual problem with right-hand sideȳ −ỹ, i.e.
where a is the bilinear form from the state equation (1.1). Since Ω is assumed to be convex and polygonal, we have ϕ ∈ H 2 (Ω) and ϕ
Here, we used [Brenner and Scott, 2008, Theorem (4.4.4) ] for the interpolation error and the stability of the interpolation in H 2 (Ω). Together with the error estimate for the energy norm we obtain the assertion.
This result is the key to estimate the first term in (3.3). Hence, the main contribution to this error term is addressed in (4.3). We emphasize that the terms containing the sup in (4.3) are just the (normalized) quadrature errors
It remains to estimate these quadrature errors. The global quadrature error can be split into elementwise error contributions.
Quadrature error on a single element
In this section we will study the error caused by the mass lumping. Let us define the order r := k + k − 1. Let us briefly recall the two finite element spaces of interest, which were defined at the beginning of Section 4.
1. quadratic polynomials for which we have V h = P k , i.e., k = k = 2, r = 3, 2. enriched cubic polynomials for which we have P 3 ⊂ V h ⊂ P 4 , i.e., k = 3, k = 4, r = 6.
In both cases, the quadrature rule associated with mass lumping is exact for polynomials of degree up to order r − 1, see Section 4. Let us discuss a single triangle T of the triangulation T . In the following discussions, c > 0 will denote a generic constant, which will not depend on the triangle T , but only on its shape regularity, and on the reference element.
To allow for a local analysis, we introduce the local quadrature formulas. We denote by x 
(4.5)
For φ ∈ C(T ) and v h ∈ V h | T we define the quadrature error
The sum over all elements yields the desired estimate, cf. (4.4) and (4.5).
Theorem 4.4. There exist a constant c such that for each cell T ∈ T , we have the estimates
We emphasize that the constant c in Theorem 4.4 does not depend on the triangulation T , but only on its shape regularity.
Proof. By standard arguments (transformation to reference cell and the Bramble-Hilbert Lemma), we obtain the estimate
Hence, I h φ − φ is zero in the Lagrange points and these are precisely the quadrature nodes x i L . Consequently, we find
which implies
Since I h φ, v h are polynomials of degree k , all derivatives of order k + 1, . . . , r are zero.
Together with an inverse estimate (see [Brenner and Scott, 2008, Lemma (4.5. 3)]) we get
Next we use the stability of the Lagrange interpolant, see [Brenner and Scott, 2008, Theorem (4.4.4) ] (note that this requires k ≤ k + 1), and the interpolation estimate [Brenner and Scott, 2008, Theorem (4.4.4) ] to obtain
This shows (4.6a). The estimate (4.6b) follows from
and the shape regularity of T .
Quadrature error on the entire mesh
Now, we use the estimate from Theorem 4.4 in order to bound the quadrature error term in the estimate (4.3) for the state equation from Lemma 4.3. Our idea is to work with two different mesh sizes. That is, we use the mesh width h good for cells on which the optimal controlū is quite regular (these cells will be called good cells) and a finer mesh width h bad for cells on which the optimal controlū possesses kinks (these cells will be called bad cells). That is, we use h good ≥ h bad with
i.e., there are constants c, C > 0 with c | ln h good | ≤ | ln h bad | ≤ C | ln h good |. We will first derive an error estimate containing both mesh sizes. Later we will balance the error terms.
More precisely, our assumptions on the mesh widths h good and h bad are as follows.
• Cells T with smooth behavior of the solutionū have a diameter less than h good , that is, we require thatū =p orū = u a orū = u b hold on each of these cells. In particular, this impliesū ∈ W k+1,2 (T ) if p ∈ W k+1,2 (T ). The set of all these cells is denoted by T good .
• The remaining elements are denoted by T bad and have a diameter less than h bad . These are cells where the optimal control has a kink. By N bad we denote the numbers of cells in T bad .
Theorem 4.5. We assume that the optimal adjoint statep belongs to the space X = W k+1,2 (Ω). Together with the above assumptions, we have
where C = max p X , |u a |, |u b | .
Proof. On the cells belonging to T good we use (4.6a) and obtain
with X = W k+1,2 (Ω).
Using the inverse estimate [Brenner and Scott, 2008, Eq. (4.5.15 )] in (4.8), we find
Let us now investigate the second type of cells T ∈ T bad . We start with the identity
The first term contains only smooth terms and can be estimated in the same way as on the first type of cells. The crucial term is the second one where we use (4.6b) to obtain
(4.11)
Here we used the Lipschitz continuity ofū,p and the factū = α −1p for at least one point in the element. This implies ū − α −1p
. Summing up the error terms we find
where we used X → W 3,1 (Ω) → W 1,∞ (Ω). Since our mesh parameters h good and h bad satisfy (4.7), we can use [Brenner and Scott, 2008, Lemma (4.9. 2)] and find the discrete Sobolev embedding
This shows
Together with (4.9) and (4.10), we obtain the assertion.
Plugging these estimates into (4.3), we obtain the following corollary.
Corollary 4.6. Under the assumptions of Theorem 4.5, we have
where the constant c depends on p X .
Proof. The estimate follows from Lemma 4.3 and Theorem 4.5.
Error estimates for the optimal control problem
In this section we will combine the results of Section 4.4 and our main estimate (3.3). The number of refined cells N bad plays a crucial role in Corollary 4.6. We will require
which is reasonable if the kinks are located on a finite number of regular curves. A similar assumption is commonly used for error estimates of control constrained problems, see Rösch [2006] , Pieper [2015] .
bad . Then the error estimate
is satisfied.
This statement follows immediately from Corollary 4.6 combined with (3.3).
Corollary 5.2. The choice h bad = h 2 good gives the estimate
in the case of P 2 -elements (k = k = 2) and
in the case of enriched P 3 -elements (k = 3, k = 4).
The logarithmic term in (5.2) can be dropped due to Corollary 4.6. Further, for the verification of (5.2), h bad = h
3/2+ε
good , ε > 0, is enough. By using ε = 0, one obtains an additional logarithmic term.
Remark 5.3. Our assumption on the adjoint statep is quite strong since one has to expect corner singularities due to the polygonal domain. However, it is possible to combine our approach with a mesh grading at the corners of the polygon. We refer to Apel [1999 Apel [ , 2004 for graded meshes in combination with higher order finite elements. The adjoint statep belongs to a corresponding weighted Sobolev space of higher order. The optimal stateȳ has the same regularity if one stays away from the kinks of the optimal controlū. Some details concerning mesh grading are given in Section 7.2. Next we will analyze Computational Approach 1 and the regular case addressed in Remark 5.4. The Computational Approach 2 is rather heuristically and will not be analyzed.
Let us denote the numerical solution of the discretized problem (P h ) of the first step with (ỹ h ,ũ h ,p h ). Since the mesh is quasi-uniform, we have h good ∼ h bad . We can directly apply the error estimate (5.1) to obtain
Since the interpolation error I hȳ −ȳ L 2 (Ω) is of higher order, we get
The regularity of the optimal adjoint state and the above inequality imply
Kinks in the optimal controlū may occur at x ∈ Ω ifp(x)/α ∈ {u a , u b }. Because of (6.1) kinks cannot appear at x ∈ Ω if
hold. On the set of elements on which (6.2) is satisfied, no mesh refinement is necessary. Next, we discuss how many elements are needed if the remaining part is refined by the mesh size h bad .
To do this, we need an additional assumption on the behavior of the adjoint statep. Let us define the family of sets
Let us assume that the measure of this set can be bounded by
with a certain positive γ and a fixedε > 0. We remark that a similar property is frequently used, in particular for the approximation of bang-bang controls, see Deckelnick and Hinze [2012] , Wachsmuth and Wachsmuth [2011] . Now, the relation (6.2) can be guaranteed outside of the set K(2c (1+|ln h good |) 1/2 h 2 good ). Due to our assumption we know
Until now, we investigated sets of points x ∈ Ω. To get an estimate we need that the union of cells T ∈ T containing such points has the same behavior. Let us assume that the area of all elements which intersect this set, i.e., the area of
This region is discretized in the second step with the mesh size h bad . The number of elements needed is proportional to (1 + |ln h good |) 1/2 h 2 good )/h 2 bad . Hence, the number of needed element is not essentially increasing if
For the quadratic finite elements we can choose
good . In the case of enriched cubic elements we use h bad ∼ (1 + |ln h good |) 1/4 h 2 good . On the refined mesh, a new finite element solution (ȳ h ,ū h ,p h ) will be computed. We can apply directly (5.4) and (5.5) to the new discrete solution to obtain
Numerical experiments
In this section, we present numerical examples. First, we consider a regular case in which no mesh grading is needed and this illustrates the convergence results (5.4) and (5.5), see Section 7.1. Afterwards, we discuss the application of mesh grading to our situation and present an example in which mesh grading is necessary to obtain the optimal rates, see Section 7.2.
Results for smooth solutions
First, we consider the optimal control problem (P) with the data
In the numerical implementation, we used an algorithm similar to Computational Approach 2 in Section 6 which is additionally coupled with a nested iteration. We start with a coarse initial mesh and perform the following in each iteration:
• We set h good = max T ∈T diam(T ) and h bad = h 3/2 good (P 2 elements) or h bad = h 2 good (P 3 elements).
• If there is any cell T with diam(T ) > h bad and on which Proj [ua,u b ] (p h /α) has a kink, we refine all those cells (local refinement).
• Otherwise, we refine all cells T with diam(T ) > h good /2 (global refinement).
For the mesh refinement, we use the longest-edge-bisection algorithm, similar to Rivara [1991] . The above algorithm is implemented in the finite element toolbox FEniCS, cf. Alnaes et al. [2015] , Logg et al. [2012] , by using the geometric multigrid implementation from Ospald [2012] .
The computational results are shown in Figure 7 .1 (for P 2 elements) and h good 10 −3
Figure 7.2: Errors in the control and state for the discretization with enriched P 3 elements.
is not known, we used a fine grid solution as a reference for the computed errors. In fact, we usedȳ
where (ū h ,ȳ h ,p h ) is the solution of (P h ) on a finer grid with mesh sizes h = 5.5 · 10 −3 in case of P 2 elements and h = 1.6 · 10 −2 in case of enriched P 3 elements. As predicted in (5.4) and (5.5), we see convergence of order h k+1 for the errors
Note that the error of the control ū h −ū h * L 2 (Ω) converges significantly slower. For quasiuniform meshes and P 1 -elements one knows a convergence of order h 3/2 , cf. Rösch [2006] , Casas and Mateos [2008] . Clearly, these techniques can be extended to more general meshes and larger classes of finite elements. However, the best approximation on our mesh is of order h 3/2 bad due to the presence of the kink. Exactly this order is observed in our numerical tests. Because of the coupling of h good and h bad , we obtain h
good for the case of P 2 elements and h 3/2 bad = (h 2 good ) 3/2 = h 3 good for the case of enriched P 3 elements. This is essentially smaller as the convergence order of our new method (3 respectively 4).
Let us give a possible explanation for the fact that mesh grading seems not to be necessary for problem (P) with data given in (7.1). The homogeneous Neumann boundary condition in the state equation can be seen as a symmetry boundary condition. In fact, we can extend the problem to, e.g., (0, 1) × (0, 2) by a reflection at the line R × {1}. On this extended domain, there are no corners at (0, 1) and (1, 1). This might be a reason that no corner singularities (see (7.4) below) appear for this problem and we benefit from higher regularity of the solution.
Graded meshes
As already mentioned in the theoretical part corner singularities of state and adjoint state may influence the accuracy of the numerical results. Here we will sketch some theoretical aspects of mesh grading. Moreover, we will present numerical experiments for graded meshes. The theory works for convex as well as for nonconvex polyhedral domains.
Let us discuss the following Neumann boundary value problem
Even for for convex domains and smooth data the regularity of the solution of the Poisson equation is limited due to corner singularities. The behavior close to a corner is dominated by the so-called singular part z sing of the solution z. This singular part is given by
where (r, ϕ) are the polar coordinates with the origin located in the corner and ξ denotes a smooth cut-off function, i.e., ξ ∈ C ∞ 0 ([0, ∞)) with ξ(0) = 1. The singular exponent λ is given by the formula λ = π/ω, where ω denotes the interior angle of the investigated corner. A simple computation shows that H 3 -regularity or H 4 -regularity near the corner requires λ > 2 or λ > 3 which is only satisfied for very small angles ω.
An established way is to work with weighted Sobolev spaces, which we introduce next. Let m be the number of corners of the domain Ω. At each corner x j , we introduce a circular sector Ω j := B(x j , R j ) ∩ Ω, where B(x, R j ) is the closed ball with center x j and radius R j . The radii R j > 0 are chosen in such a way that the domains Ω j are disjoint.
We set
Note that the decomposition Ω = m j=0 Ω j is overlapping. For a natural number k, an integrability parameter p ∈ [1, ∞) and weight vector β = (β 1 , .., β m ) ∈ [0, ∞) m we define the weighted Sobolev space W k,p β (Ω) as set of all (equivalence classes) of functions v on Ω with finite norm
, where the Sobolev space W k,p (Ω 0 ) is defined as usual and the weighted part of the norm is defined by
with the standard notation for the multiindex α, and r j (x) := x − x j is the distance to the corner x j .
In the case that the elements of weight vector β are strictly positive, the weight function r β j j vanishes at the corner x j and is bounded on Ω. Therefore, we have W k,p (Ω) ⊂ W k,p β (Ω) and the space W k,p β (Ω) allows for stronger singularities in the neighborhood of the corners compared to the space W k,p (Ω). In particular, we still obtain W k,2 β (Ω)-regularity of solutions of (7.3) under an assumption on β, cf. Lemma 7.1 below.
The idea behind graded meshes is to benefit from the regularity of solutions in such weighted Sobolev spaces. Graded meshes are refined towards the corners of the domain. Assume that the element T is located in one of the domains Ω R j . Then, one requires that the diameter h T of T satisfies
with certain positive constants c 1 , c 2 and r T,j denotes the distance of the element T to the corner j, i.e., r T,j = min x∈T r j (x). Note that the number of finite elements in the graded mesh has still the order O(h −2 ).
Following the argumentation in [Apel et al., 2012, Lemma 4 .1], we obtain the following result.
Lemma 7.1. We denote by z the solution of (7.3). Let us assume that 2 − λ j < β j ≤ 2(1 − µ j ) holds for all j ∈ {1, . . . , m} and that the right-hand side satisfies f ∈ W 1,2 β (Ω). Moreover, we consider a quasi-uniform family {T h } of triangulations obeying (7.5). We denote by z h the solution of the Galerkin discretization of (7.3) with continuous P 2 elements on the mesh T h . Then, the following error estimates are satisfied for the finite element solution
for the discretization with enriched P 3 -elements if 3 − λ j < β j ≤ 3(1 − µ j ) holds for all j ∈ {1, . . . , m} and f ∈ W 2,2
This result can be directly used to substitute corresponding results for the adjoint state p in previous sections.
A more complicate issue is the derivation of error estimates for the state y. Here, we have to modify the derivations of Theorem 4.5. For graded meshes we set X = W k+1,2 β
(Ω).
Since the diameter h T of cells near the corner contains now the factor h r 1−µ j T,j , one can derive corresponding error estimates in weighted norms. Moreover, as usual for graded meshes, the elements located in the corner (r T,j = 0) have to discussed separately. We abstain from performing this technical discussion in detail. At the end, the results for Section 5 are still true (even in the nonconvex case) with graded meshes. Note, that in the nonconvex case the mesh grading is very strong. The standard L-shape domain requires a mesh grading factor µ < 2/9 for P 3 -elements and µ < 1/3 for P 2 -elements.
The following experiments will provide some numerical evidence that mesh grading is necessary for obtaining the optimal order of convergence. The domain Ω is the interior of the quadrilateral conv{(0, 0), (1, 0), (0.7, 0.7), (0, 1)}. The remaining data of the problem (P) is chosen as in (7.1).
The interior angle at the upper-right vertex x 1 = (0.7, 0.7) is approximately ω 1 ≈ 2.381 and the interior angles at the upper-left and lower-right vertices are approximately ω 2 ≈ 1.167. Hence, we have λ 1 ≈ 1.320 for the upper-right vertex and λ 2 ≈ 2.695. According to Lemma 7.1 we would have to choose the mesh-grading parameters µ 1 < 0.66 and µ 2 < 1.35
for optimal convergence rates with P 2 elements and µ 1 < 0.44 and µ 2 < 0.90 for optimal convergence rates with enriched P 3 elements. Note that this means that we also need mesh grading in the convex vertices (1, 0) and (0, 1) for P 3 elements.
The numerical solution is obtained as described in Section 7.1. That is, for a given mesh, we solve the discrete problem (P h ). Afterwards, we refine all cells T , on whichū h possesses a kink and h T ≥ h bad , and all cells T which violate the grading condition (7.5).
In order to present the effect of mesh grading, we solved the optimal control problem once without mesh grading (i.e., µ 1 = µ 2 = 1) and once with sufficiently strong mesh grading.
The computed errors for P 2 elements are shown in Figure 7 .3 (µ 1 = µ 2 = 1) and Figure 7 .4 (µ 1 = 0.6, µ 2 = 1). The reference solutionsȳ h * ,ū h * are obtained as described in Section 7.1, with h = 4 · 10 −3 , see (7.2). It can be clearly seen that the estimated errors are significantly smaller if mesh grading is used. We mention that the dimension of the ansatz space only increases from 208162 to 211852 due to the mesh grading for the finest mesh width h = 8 · 10 −3 which is shown in the error plots.
The estimated errors for the enriched P 3 elements are shown in h good
h 2.5 Figure 7 .3: Errors in the control and state for the discretization with P 2 elements without mesh grading. h good Figure 7 .4: Errors in the control and state for the discretization with P 2 elements with mesh grading.
with the mesh size h = 1.2 · 10 −2 according to (7.2). Again, the estimated errors are significantly smaller if mesh grading is used and this improvement is even more significant as in case of P 2 elements. The dimension of the ansatz space only increases from 210385 to 220403 due to the mesh grading for the finest mesh width h = 2.5 · 10 −2 which is shown in the error plots.
Generalizations
In this section we shortly comment on possible generalizations. The application of our theory to varying control bounds is not connected with essential difficulties. We only have to require u a , u b ∈ X, and min
where X = W k+1,2 (Ω). It is also possible to apply our theory to non-convex domains.
The main features were already addressed in Section 7.2. Note that a quite strong mesh grading is required to obtain the required error estimates for the Galerkin solutions, cf. Lemma 7.1.
The generalization to three-dimensional domains seems to be challenging. In our derivation we used the discrete Sobolev inequality
see [Brenner and Scott, 2008, Lemma (4.9. 2)]. In the three-dimensional case we would loose half an order of h good . Let us mention that specific properties of two-dimensional domains were used in several other derivations, too.
A discussion of more general elliptic equations or different boundary conditions can be done by the presented techniques. Of course, the smoothness requirements of the optimal control, state and adjoint state have to be satisfied. Varying coefficients can be directly used in the quadrature formulas caused by the mass lumping.
Our theory can also be modified to problems where the control acts only on a subdomain or if the defect term in the objective is only observed on a subdomain.
A more difficult task is the application of our theory to boundary control problems. The techniques for deriving optimal error estimates for Neumann boundary control are quite different from the techniques presented in the paper. If a combination of these different techniques is possible or not, is not clear at the moment. 10 −5
Figure 7.5: Errors in the control and state for the discretization with enriched P 3 elements without mesh grading. h good
Figure 7.6: Errors in the control and state for the discretization with enriched P 3 elements with mesh grading.
