When the behaviour of a speci c hypothesis test statistic is studied by a M o n te Carlo experiment, the usual way to describe its quality is by giving the empirical level of the test. As an alternative to this procedure, we use the empirical distribution of the obtained p-values and exploit its information both graphically and numerically.
Introduction
In a hypothesis test problem several statistics can be employed to test the same null hypothesis. The theoretical distribution of these test statistics is unfortunately unknown in many cases. As a consequence, it must be properly approximated and usually there is not a unique way to do it. So each t e s t statistic and each speci c approximation to its distribution may l e a d t o a di erent p-value for the same test and possibly to a di erent decision about H 0 . To discern between proposals simulation methods are a highly useful resort. The scope of this paper is to process the output of those Monte Carlo experiments graphically and numerically beyond the conventional practice of reporting empirical levels.
1
In essence, a Monte Carlo experiment l i e s i n s i m ulating a number of S samples of size n. From each sample a di erent v alue of the test statistic T n and its corresponding p-value, computed from the distribution of T n or from an approximation, are registered. The empirical signi cance level of the test,^ , is traditionally reported as the only reference to decide if the test strategy is better than other schemes of inference. This conventional method focuses attention on a single value of the signi cance level . It does not take i n to account the behavior of the statistic at other levels of signi cance. Consistently, t o p r o vide only such a speci c reference can hide valuable information about the whole behavior of the statistic.
For that reason, in this work we make use of the information contained in all the p-values obtained by s i m ulation. The empirical distribution function of the simulated p-values encloses all the relevant aspects of the Monte Carlo experiment, and it can be exploited graphically and numerically in terms of the nearness of that empirical distribution to the distribution of a uniform random variable in 0 1].
The paper is organized as follows: section 2 introduces notation and describes previous related works de nitions of several distances between distribution functions, multivariate analysis of simulated distances and the tabulation of some of them are the scope of section 3 section 4 contains two practical examples: rst, the test of the lack of correlation, and second, the test of the equality o f v ariances for two independent samples. In the second example, some considerations about re ecting the power of tests are expounded. Finally, in section 5, we d r a w a few conclusions.
Some notation and concepts
Consider the hypothesis test H 0 against H 1 , concerning some aspect of the distribution of a random variable X. Given a sample X 1 : : : X n from X, the p-value is the smallest value of the signi cance level at which t h e null hypothesis is rejected. For the clarity of the exposition we assume that the critical region can be written as R = f(X 1 : : : X n ) 2 X n :
T n (X 1 : : : X n ) F ;1 Tn (1 ; )g where F Tn is the distribution of the test statistic T n under the null hypothesis. First, we consider this distribution is known. In that case, the p-value is a random variable that takes the value p-value = p-value(X 1 : : : X n ) = 1 ;F Tn (T n (X 1 : : : X n )): This random variable is uniform in the interval 0 1] under H 0 . The decision of rejecting or not the null hypothesis at a given nominal size can be expressed in terms of the p-value: the null hypothesis is rejected if and only if the p-value is lower than the signi cance level .
Sometimes the exact distribution F Tn of T n is unknown. Then, to make inference, it is necessary to approximate F Tn in some way. If an asymptotic approximation to F Tn is available, it is usually used to de ne the p-value of the test. There exist situations where the asymptotic distribution of T n is also unknown. In some of these cases, bootstrap techniques are used to approximate the distribution of T n . This happens when a limit distribution exists for the statistic T n and a bootstrap version of T n (e.g., T n ) has the same limit distribution. The approximation of F Tn is the the empirical distribution of a sequence of B bootstrap observations of T n (see Efron and Tibshirani 1993 for an introduction to bootstrap techniques).
When some approximationF Tn (obtained from either asymptotic arguments or bootstrap) is involved in the process, a Monte Carlo experiment i s worthwhile in order to investigate whether it is an acceptable estimate of the theoretical distribution F Tn . I f t h e S simulated samples are according to the null hypothesis and F Tn is known, the S obtained p-values form a sample of a U( 0 1]) distribution. For a given theoretical signi cance level , the empirical level of the test is^ = 1 S P S s=1 I (0 ] (p s ) = F p ( ) where p s is the p-value in the s-th replication of the experiment a n d F p is the empirical distribution of the sample fp s : s = 1 : : : S g. The random variable^ follows a distribution B(S )=S. In case that F Tn is approximated by some distribution functioñ F Tn , then the distribution of the p-values and the empirical level^ are only approximately U( 0 1]) and B(S )=S distributed, respectively.
A graphic of the empirical functionF p permits to appreciate if it is near the unity square diagonal (the distribution function F U of a U( 0 1]) random variable). In that case, we deduce thatF Tn is near F Tn . The use of this kind of graphics in the literature is not new. Delicado (1995) develops some goodness of t tests for the distribution of the coe cients in the random coe cient regression model, and reports the results of simulation experiments using graphics of the empirical distributionsF p . Their usefulness is proved there when data are generated from both the null and the alternative h ypotheses. Davidson and MacKinnon (1994) discuss the graphic ofF p (they call it p-value plot) and propose a variation, the p-value discrepancy plot, consisting in plotting the pairs (p s F p (p s ) ; p s ), where s index the simulated samples. The last graphic is more appropriate when two di erent tests with 3 good behavior under H 0 have to be compared. Authors also refer to other published papers where the empirical distribution functionF p or its inverse (the quantile function) have been used as a natural way to summarize the results of simulation studies. They are particular cases of the well known P-P and Q-Q plots (see, for instance, Chambers et al. 1983) .
The main advantage of using p-value plots instead of reporting only some empirical values is that plots ensure us that the performance of a test is adequate at all the signi cance levels. In particular, when we report a pvalue as the result of a certain hypothesis test, we m ust be sure that the test procedure has an empirical level similar to the theoretical one at nominal sizes near to the p-value we pretend to report, not just for two or three nominal sizes previously chosen.
Not only graphics can be derived fromF p . W e h a ve already mentioned that empirical levels can be calculated fromF p . In addition to them, many numerical single values that measure the nearness ofF Tn to F Tn can be extracted fromF p . Distances between distribution functions computed from F p and F U gives us very rich i n s i g h ts to know whether a testing procedure is correct or not, much better than the empirical signi cance levels do. The use of Kolmogorov-Smirnov distance was presented in both Delicado (1995) and Davidson and MacKinnon (1994) .
An important d r a wback is inherent i n p-value plots. Davidson and MacKinnon (1994) word it as follows: because they use one dimension for nominal size, p-value plots and p-value discrepancy plots cannot use that dimension to represent something else, such as the value of some parameter. F or example, to represent the behavior of a test procedure against some alternative hypotheses, we need not a single plot, but several plots. Distances between F p and F U solve this problem and continue to exhibit a global view through the whole range of possible p-values.
Distances between distribution functions
The graphic study of nearness betweenF p and F U by m e a n s o f p-value plots is strengthened when we compute some distances between these distribution functions. The ones proposed here are based on the Kolmogorov-Smirnov distance and on L 1 and L 2 norms. L 1 is known as Mallows distance and it is related to the Gini's index used in Economics, and L 2 is the squared root of the Cram er-von Mises distance (see, for instance, Shorack and Wellner 1986, d The distances we h a ve considered are displayed in Table I . In their denitions, w(p) i s a w eight function de ned in 0 1] with integral equal to one, that takes higher values at low p's. These distances are very jointly related because, in fact, all of them measure discrepancies between two distribution functions.
Under the null hypothesis, the theoretical distribution of p-values is F U . Thus, the standardized empirical process S = p S(F S p ; F U ) converges to the standard brownian bridge as S goes to in nity, w h e r e S is the number of simulated samples. Moreover, the distances we h a ve de ned above and many others, standardized by the factor p S, can be expressed as continuous functionals of the empirical process S . S o i f w e consider k distances d 1 : : : d k , the random vector (d 1 : : : d k ) 0 is a k-dimensional continuous functional of S and, by the Continuous Mapping Theorem, has a limit joint distribution that is the same functional applied to the brownian bridge. Theory about that kind of properties can be found, for instance, in Shorack and Wellner (1986) . The limit distributions of the unweighted distances we h a ve i n troduced are explicitly derived in that book, and they are also tabulated.
The distances we propose are continuous functionals of S and they generally have complicated unidimensional distributions. Moreover, when some weight function is introduced, the standard theory cannot be applied directly and it is not possible to nd published tables of the resultant distances. At our knowledge, it does not exist neither any study referred to the joint distribution of several distances. Monte Carlo methods are useful to know a b o u t this joint distribution. 
Multivariate analysis of simulated distances
We present a simulation study where observations of the joint distribution of nine distances betweenF S p and F U are generated. Sample sizes n = 30, 50, 100, 500 and 1000 are used and 10000 samples are drawn for each case.
Nine Our objective is to discover the relationships between the distances d 1 : : : d 9 and to see if they are reporting similar or di erent information about the nearness betweenF p and F U . We carry out a multivariate analysis of the data matrix D 10000 9 that contains in each r o w the observed distances (d 1 : : : d 9 ) b e t ween F U and the empirical distribution functions of simulated samples from U( 0 1]). We present results only for n = 1000. For other sample sizes, conclusions are similar but less clean.
A quick l o o k a t t h e v alues of single columns of D shows that d i 's are very asymmetric. S o w e decide to transform D by taking logs on d i . L e t D be the transformed data matrix. The computed sample correlation matrix of datã D is 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 A Principal Component Analysis is done on the correlation matrix ofD. The percentages of variance explained by the rst components are shown in Table II . Figure 1 shows the distancesd i placed on the plane of the rst two components. The rst component i s a w eighted mean of distances, in which distances based on empirical sizes have l o wer weight than the rest. This rst component c a n b e i n terpreted as an index of discrepancy between each simulated sample and the uniform distribution. Global distances have the most important role on de ning this index.
In Figure 1 we also can see the relative position of eachd i with respect to the others. They are placed on an imaginary half circle, and if we g o through it, we rst nd distances based on empirical values (d 1 ,d 2 and d 3 , in that order), then we arrive t o w eighted distances (d 5 followed byd 7 andd 9 ) and nally to unweighted distances (quite near one another). This relative position con rms that the behaviour of the test procedure at small values of nominal sizes, gives not many clues about its global behaviour. The information that unweighted distances are o ering is very di erent to that reported by empirical values. Weighted distances are a compromise between the two other groups.
Third, fourth and fth components are closely related tod 1 ,d 2 andd 3 , respectively. Therefore we can deduce that those distances present particularities that do not concern the global goodness of t of the p-values to the uniform distribution.
We conclude that a weighted distance is the best choice if we w ant t o u s e only one measure of nearness from p-values to F U . T h e c hoice of d 7 or d 9 (the weighted L 1 or L 2 norms) seems to be the most reasonable.
A similar analysis is possible when the null hypothesis is assumed to be false. In these cases the empirical distribution function of p-values is not similar to the obtained from a U( 0 1]) distribution. So in order to evaluate the performance of di erent distances d i under alternative h ypothesis, we generate data from distributions near to F U but not exactly uniform. Distributions (a b = 1), for a = :95 : 90 : 85 : 75 are chosen to generate p-values, imitating the ones obtained when we separate gradually from the null hypothesis (rememberthat U( 0 1]) (a = 1 b = 1)). We draw 1000 samples of size n = 500. Figure 2 summarizes the results of the experiment concerning the alternative h ypothesis. Columns of matrixD (calculated as before) are plotted in the plane of its two rst principal components. There is a di erent graphic for each v alue of a. The graphic corresponding to H 0 (i.e., a = 1 ) i s n o t showed, but it practically coincides with the one in Figure 1 . We can see that, as data move a way f r o m H 0 , global distances d i get closer. Distances based on empirical sizes follow the other group and the farther from 1 a is, the lower remarkable the peculiarities of true for d 2 and d 3 . Moreover, the percentage of variance corresponding to the rst principal component raises as data move a way from H 0 . Speci cally, the rst PC explains the 56%, 63%, 68%, 70% and 73% of the total variance as a equals 1, .95, .90, .85 and .75, respectively. S u c h result implies that the discrepancy between data and the null hypothesis (a way o f i n terpreting the rst principal component) becomes the most important feature of matrixD. As a conclusion of the analysis, the structure of interdependence between distances changes slightly when data are generated from hypothesis near H 0 , and the main change is that all d i 's become closer. Therefore, di erences between decisions based on di erent distances are more important when data are according to H 0 than when they are not. 
Distribution tables of some distances
In order to make easier the use of weighted distances, we include here tables of these distances obtained by s i m ulation of 10000 samples of uniform random variables with di erent sizes. Tables for unweighted distances d 4 , d 6 and d 8 can be found in Shorack and Wellner (1986) . The simulated sample sizes are n = 30, 50, 100, 300, 500 and 1000. The empirical distribution of d i does not change much with n, s o w e conclude that the asymptotic distribution of d i is a good approximation to the distribution of d i for every sample size n at least greater than 30. Table III shows the empirical quantile function (the inverse of the empirical distribution function) of simulated data for n = 1000, calculated at 100 points in 0 1]. That function approximates well the asymptotic distribution of d i .
Some applications
As an illustration of the performance of graphical and numerical techniques presented in this paper, we apply them to two examples. We study two hypothesis tests for which s e v eral test statistics are available and their unknown distributions can be approximated in di erent w ays. We u s e t h e t o o l s described above to compare all these test strategies. First, we w ork on the test of no correlation and second on the test of the equality o f v ariances for two samples.
Testing the lack of correlation of two v ariables
Consider (X Y ) t wo r a n d o m v ariables and let be their correlation coecient. We w ant t o t e s t H 0 : = 0 against H 1 : 6 = 0 . L e t ( x 1 y 1 ) ::: (x n y n ) be a random sample of (X Y ) a n d r n the corresponding sample correlation coe cient. The exact distribution F rn of the statistic r n is in general unknown.
Some tests for H 0 are based on the transformation of r n (see, for instance, Arnold 1990, pages 419{423). The estatistic T n = ( ( n ; 2) 1=2 r n )=(1 ; r 2 n ) 1=2 has distribution t n;2 when (X Y ) i s a b i v ariate normal and = 0. So that statistic can be used to test H 0 in the normal case. Moreover, that test procedure is asymptotically insensitive to normal assumption under fairly general assumptions. Also, the Fisher's Z-transformation Z n = :5 log((1 + r n )=(1 ; r n )) (which is asymptotically normally distributed when = 0 ) c a n be used to test H 0 . Although both are commonly used solutions, it remains the doubt about how large must be the sample size n so that the asymptotic distribution of T n or Z n approximates them well.
Other test strategies, taking the sample correlation coe cient as the test statistic, may be implemented. In this paper, we study one permutation test and two bootstrap tests. All of them are based on the generation of arti cial samples of the empirical correlation coe cient u n d e r H 0 , that constitute a reference distribution for the statistic r n .
In the permutation test, data y i are shu ed and attached to data x i to form a permuted sample (x i y p i ) i = 1 : : : n , according to the null hypothesis of no correlation. Repeating B times the permutation scheme, we obtain observations of the permuted correlation coe cient r n .
The rst bootstrap test, based on regression, starts from the sample (x i y i ) and de nes e i as the residuals (y i ;ŷ i ), corresponding to the linear regression model. Each bootstrap sample is f(x i e i ) i = 1 : : : n g, w h e r e e i is randomly selected from fe 1 : : : e n g. W e draw B bootstrap samples from which B coe cients r n are calculated. In Freedman (1981) some properties of that bootstrap approximation are studied. Finally, the bootstrap test based on principal components works with the n 2 data matrix of values (x i y i ) i = 1 : : : n . Its principal components (PC) are calculated from the covariance matrix. The coordinates of the original pairs on the plane of PC represent a sample of n uncorrelated pairs (x i ỹ i ). Those pairs are resampled B times to obtain B bootstrap samples from which B coe cients r n are got.
Some general conclusions are derived from simulation experiments. When data have been generated under the null hypothesis and they are near to the normality, the ve m e n tioned ways of testing H 0 behave similarly. N e v ertheless, remarkable di erences appear when the distribution of data is far from the normality (for instance if they present a heavy tail). In such c a s e s the last testing procedure (bootstrap based on principal components) di ers considerably from the rest.
As an example of the obtained results, we present a s i m ulation case. Bivariate samples of size n are generated from a mixture of two normal bivariate distributions: where 1 = :75, 2 = :25 and = 1 0 . For each sample, the ve a b o ve statistics are calculated and the corresponding p-values are found. When resampling techniques are used, the number of resamples is B = 300. We repeat the experiment S = 300 times for sample sizes n = 10, 30 and 100. As we previously advanced, the performance of the bootstrap test based on principal components is quite di erent from the other four, which are very similar one another. Thus, we only report the results of two test: the later described bootstrap test and the permutation test. Figure 3 shows the empirical distribution function of the p-values for these tests when sample size ranges from 10 to 100. Table IV contains the nine distances between those empirical distribution functions and F U . Graphical and numerical information permit to conclude that four of the ve proposed test techniques show similar performance and they do not behave properly even when n = 1 0 0 , whereas the other one (bootstrap test based on principal components) is acceptable when n = 30 and it works very well when n = 1 0 0 .
Testing the equality o f v ariances
We study now the test of the equality o f v ariances for two samples. Several test statistics are available and their unknown distributions can be approximated in di erent w ays. We use the tools described previously to compare all these test strategies.
Consider two random variables X and Y , w i t h n i t e v ariances Y . We study two permutations test, one of them based on the mean and the other on the median, following the work of Baker (1995) . In essence, both tests proceed as follows. Let x 1 : : : x n and y 1 : : : y n be samples from X and Y , respectively, andx andŷ be location estimators for those samples. Mean and median are our choices for location estimators. We de ne the test statistic T n as the di erence between the sums of squares Figure 4 . It is important to remark that conclusions about the uniformity of the p-values (and therefore about the validity o f t h e t wo permutation tests) can be di erent depending on the distance employed. At .05 signi cance level, the three distances lead to reject the uniformity o f t h e p-values distribution, but whereas d 4 and d 7 indicate that the test based on the median has worst performance than the test based on the mean,^ indicates the opposite. At .01 signi cance level, distances d 4 and d 7 indicate that only the test based on the mean is acceptable. Looking at the graphics, we visually agree with that decision.
We n o w p a y attention to the cases where data are generated according to some alternative h ypothesis, usually identi ed by a parameter, e.g., (in our example is the standard deviation of Y , a n d a x v alue for the variance of X is used). In such cases, the usual way to report results is by using graphics of the empirical power (i.e., the proportion of simulated samples for which the null hypothesis is rejected) at a given nominal size, versus the values of the parameter .
Our task is to nd graphics, or sequences of graphics, analogous to the power function graphics. A rst approach is to report a sequence of graphics that shows the empirical distribution function of the p-values for each v alue of . Figure 5 presents such a sequence of graphics when X = 1 and Y goes from 1 to 1.5. Two empirical distribution functions of p-values are drawn in each graphic: the one that takes higher values corresponds to the test based on the mean and the other one corresponds to the test based on the median. As we h a ve pointed out in the introduction, to show graphically the global behaviour of a test procedure under some alternatives, requires a sequence of graphics, and it implies the use of a lot of output space. Besides, the values of may not be equispaced. When it occurs, we wish to be able to re ect the di erent size of the parameter increments in the gaps between graphics, but it does not look a trivial task.
To show the global performance of the two permutation tests when data are not according to the null hypothesis can also be done by means of distances d i . W e could compute distances from the empirical distribution function of the p-values to F U at each v alue of , and then plot these distances as a function of . This is a rst naive approach, because each distance d i has its own range of acceptable values under H 0 and therefore the interpretation of those graphics is not direct. Instead of that, we could compute the probability of obtaining distances bigger than the observed ones in case that data came from the null hypothesis (remember that asymptotic distributions of distances are available see Section 3.2). In other words, we could calculate the p-values (we call them meta-p-values) got from the test of uniformity o f the previous p-values, based on distances d i .
The representation of the meta-p-values versus provides a set of graphics with the same range of values for any distance and interpretable in the same way. The problem is now that distances d i are usually too big as the null hypothesis is left and then meta-p-values are almost zero for alternative hypothesis not very far from H 0 . Nevertheless, the calculation of meta-pvalues is very interesting when data come from the null hypothesis. In the presented example, the meta-p-values of the nine distances under H 0 are dis- played in Table V . Note that the test based on the mean has an acceptable performance under H 0 if we look at global distances, and it is according to the conclusions obtained from the analysis of Figure 4 . Alternative graphics can be designed in order to achive t wo objectives: rst, they have to be easily interpretable, independently on the involved distance, and second, graphics must not be trivial, whichever the alternative hypothesis is. Our proposal is to compute the ratio between each observed d i and the greatest value d i can take, which corresponds to a sequence of pvalues identically equal to 1. Those ratios always lie in 0 1] they are 0 if d i is 0 and 1 under the farthest alternative h ypothesis we can suppose. Moreover, in case that d i is d , this ratio is very similar to the empirical power^ for a nominal size , because the ratio j^ ; j=(1 ; ) is approximately^ when , w h e r e w is the expectation of a random variable with density function w and 2 w is its variance. For the weight function w used in this work, these two supremum are 0:8 a n d :7855.
In Figure 6 , we plot ratios of the observed distances d i over its supremum values. As weighted distances show v ery similar ratio patterns, we o n l y p l o t the ratio corresponding to L w 1 . For the same reason, we plot the L 1 ratio instead of plotting the ones for both L 1 and L 2 . In the test based on the median, the passing of the empirical function of p-values from the lower diagonal region into the upper diagonal region is also re ected in the ratio graphics of weighted distances: these ratios have a minimum not at Y = X but at Y = 1 :1 X . Finally, w e can conclude that the test based on the mean is better than the test based on the median, because the ratios corresponding to the mean are always higher than the ones corresponding to the median. The implications of this fact are similar to those derived from the observation of two p o wer functions, if one of them was always over the other one. The same conclusion is also derived from Figure 5 .
Conclusions
In this paper, we h a ve presented new graphical and numerical tools that summarize the results of a simulation study concerning hypothesis test. These tools are mainly based on the computation of distances between distribution functions. We h a ve tabulated the null distribution of some of these distances. A j o i n t study of several distances reveals that important aspects of a test can pass unnoticed if only empirical signi cance levels are calculated. The proposed tools have been applied in two practical examples, demonstrating their usefulness in the discrimination between alternative test procedures and also in the detection of data not according to the null hypothesis.
