This paper describes the process carried out to validate the application of one of the most robust and influential video quality metrics, Video Multimethod Assessment Fusion (VMAF), to 360VR contents. VMAF is a full reference metric initially designed to work with traditional 2D contents. Hence, at first, it cannot be assumed to be compatible with the particularities of the scenario where omnidirectional content is visualized using commercial head-mounted displays (HMDs). In this article, we prove that this metric can be successfully used to measure the quality of 360VR sequences without any specific training or adjustments, which evidences its usefulness and flexibility, and entails significant time and resource savings. Thus, it can be straightforwardly included in consumer appliances, namely content generators, servers and clients, as part of the embedded software or hardware as a reliable means to monitor the quality of the 360VR content consumed by users.
I. INTRODUCTION
V IRTUAL Reality (VR) applications try to provide an immersive experience to the user by creating a realisticlooking world, which can be static or responsive to the user's actions [1] . Among the available sensory feedbacks, visual information is the most important one to help the perception of being physically present in a non-physical world [2] . However, the rendering of high quality video imposes critical technical restrictions. First, its synthesis demands important computational resources and, second, its transmission requires very high bit rates. While local computing power seems to be widely available, video delivery assuring the suppression of incompatible sensory input does not [3] . So, many VR applications have been restricted to operate with local video information, although synthesized video could be generated online from delivered abstract representations. Manuscript Nowadays 360VR content is one of the most relevant scenarios related to VR. Specifically, its visualization through a Head-Mounted Display (HMD) allows a 3 Degreesof-Freedom (DoF) scenario, used for a wide variety of applications in different areas like education, medicine, or entertainment. Although different applications consider content locally hosted, leading edge proposals require remote content streamed to the client whenever required. Adaptive Bit Rate (ABR) streaming techniques are widely used to that end [4] . However, the delivery of omnidirectional content with acceptable quality is still a challenge due to the amount of resources it demands. Typically, contents with at least 4K resolution and 60 fps are required to provide good Quality of Experience (QoE), guaranteeing an immersive and engaging experience [5] - [7] . However, these high requirements lead to very high bit rates when they are encoded and delivered in the same way as traditional 2D content [8] .
Therefore, to relax these strict conditions, different approaches can be considered. First, the design of new quality ladders leading to different perceptible levels of quality in 360VR contents. Second, efficient delivery schemes that take advantage of the specific characteristics of 360VR visualization. In particular, existing schemes are typically based on the fact that only a portion of the received 360VR sequence, called viewport, is viewed by the user, and the specific portion varies with the variations of his/her point of gaze with respect to the scene [9]- [11] . Therefore, only the area viewed by the user needs to be provided with high quality, thus decreasing the required overall bit rate. Moreover, other approaches take into account the users' behavior assuming that users tend to look at certain orientations or elements in the scene with higher probability than others. In this case, the content is prepared considering saliency or attention maps, leading to a better use of the bit rate [12] , [13] . Additionally, other proposals exploit the peculiarities of the type of projection: equirectangular, cubemap, pyramidal, equiangular cubemap. . . [6] , [14] , [15] , that each projection impacts in a different way the quality of the different areas of the omnidirectional image, to provide satisfactory QoE to users and save bit rate simultaneously. All these approaches require a quality metric that offers reliable results in the sense that it should be able to capture the quality perceived by users [16] . Thus, a significant effort has been made to adapt some of the most popular and useful quality metrics of the traditional 2D world to 360VR scenarios.
Indeed, there is literature referring to modifications of the Peak Signal-to-Noise Ratio (PSNR) metric to fit the specific features of 360VR content [17] . Specifically, Yu et al. [18] proposed the Sphere based PSNR computation (S-PSNR), where the distorted frame is projected onto a sphere before computing its distortion. So, for each projected point on the sphere, the associated pixels in the plane domain are calculated to compute the PSNR. Based on the S-PSNR, other methods have targeted the approximation of the average quality of all possible user points of view related to different viewports, weighting them taking into account the attention maps experience. For instance, Sum et al. [19] proposed the use of the Weighted to Spherically PSNR (WS-PSNR) metric, where the weights assigned to an area decreases as this area gets away from the equator. Similarly, Zakharchenko et al. [20] proposed the Craster Parabolic Projection PSNR (CPP-PSNR) metric, where the weights are assigned to different areas based on this projection. In contrast, Ghaznavi [21] introduced the Uniformly Sampled Spherical PSNR (USS-PSNR) metric, which implements a uniform weight sampling of the decoded video on the sphere. Hence, the sample density changes based on latitude and longitude. Anyhow, these adaptations still have the same problem as the original PSNR, they do not take into account any Human Visual System (HVS) characteristics [22] .
With the aim of including subjective aspects, the Multi-Scale structural similarity (MS-SSIM) index method was proposed by Wang et al. [23] . It extends SSIM by incorporating information regarding image details at different resolutions and viewing conditions that subsequent works have adjusted for 360VR content. Specifically, the proposal by Corbillon et al. [14] uses several encoded versions of the same viewport whereas the work by Tran et al. [24] is based on different encoded versions of the whole 360VR scene. Nevertheless, although the approximation of the perceived quality carried out by MS-SSIM outperforms the results of PSNR-based methods, the complexity involved complicates its use [24] .
None of these Video Quality Metrics (VQMs) adaptations offer a solution for a 360VR scenario in terms of reliability and resource consumption. For this reason, we have focused our work on the extension to omnidirectional video one of the most influential metrics used today for traditional contents: the Video Multimethod Assessment Fusion (VMAF) metric [25] - [27] . VMAF is a Full-Reference (FR) metric based on different elementary metrics combined by a machine-learning algorithm, offering a good prediction of the human quality perception [27] . Its original version was designed to operate with traditional content of up to Full HD (1080p) resolution under limited compression and viewing conditions. However, subsequent proposals have extended its capabilities and range of operating points to include more types of content and displays and extra compression, distribution and viewing conditions [28] . Furthermore, recent studies have verified its accuracy on environments different from the one it was intended to without any specific training in this sense. In particular, Rassol [29] carried out subjective quality tests to validate the application of VMAF to 4K traditional contents, a resolution the metric was not originally trained for, obtaining good results when trying to predict the VMAF score. In addition, a 4K-capable version of the model was recently released [28] . Moreover, Barman et al. [30] validated VMAF's performance to assess gaming content quality and Lee et al. [31] proved that it correlates well with the user's perception in ABR environments. Besides, Bampis and Bovik [32] used the dataset created for VMAF to implement their quality predictor and compare the results obtained by VMAF with other typical metrics. Likewise, Bampis et al. [33] proposed the SpatioTemporal-VMAF (ST-VMAF), a VMAF extension consisting in expanding the analysis of temporal features in video sequences to enhance the metric results. The significantly good results provided by VMAF with several types of non-immersive contents and viewing conditions led to considering its application without making any specific adjustments to assess omnidirectional content, thus avoiding generating a large and rich specific 360VR video dataset, carrying out numerous subjective quality assessments and performing the corresponding training and testing stages. Thus, this new approach, not considered before, allows to save time and resources, and endorses the incorporation of the VMAF metric in the form of embedded software or others in consumer electronic devices to assess the quality of the content provided in 360VR systems.
The rest of the paper is structured as follows. Section II describes the approach taken to validate the use of VMAF to assess the quality of 360VR content. Section III introduces the first stage of our procedure and Section IV the subjective assessment carried out to validate the use of VMAF for 360VR contents. Finally, Section V includes general conclusions.
II. WORK APPROACH
This work aims at the application of the FR VMAF metric to 360VR content without any specific training or adaptations in this sense. Moreover, we consider its application on the whole frame without any specific focus on the FOV, as it would enable its use in a far more general and practical fashion without the need to track the movements of the users and process the required data afterwards. So, our approach assumes that the QoE perceived by each user is similar to what he/she would perceive if he/she watched the complete image, independently of the portion of the scene observed. The reason for this assumption is twofold. First, the content and quality of the spherical image are usually rather homogeneous, leading to equivalent VMAF scores. Second, there is a large coincidence in the users behaviors -the overlap of FOVs over time-, since users tend to look at the same locations in the scene, as saliency maps show [13] .
Saliency or attention maps show that users tend to look mainly at areas near the equator [36] , where the distortion introduced by any projection is smaller. Indeed, local image features in these areas are closer to those of traditional 2D contents. Then, we can assume that a robust metric designed for 2D content can offer acceptable results for common 360VR content. We have focused our study on the equirectangular projection, as it is the one most commonly used and recommended today [37] .
The VMAF metric is tailored to only cover compression and scaling artifacts, as content is assumed to be already edited and finished, and transmission impairments are solved in adaptive bit rate streaming scenarios [27] . With the aim of providing good QoE and thus guaranteeing an immersive and engaging experience, scaling is unusual in 360VR scenarios [5] , [6] . Therefore, our analysis is focused on compression. Thus, the Quantization Parameter (QP) is the more significant parameter to determine the quality of the compression outcome. Indeed, the higher the QP value is, the less detail is retained, implying lower quality but also lower bit rate usage [38] . Moreover, this analysis allows to establish levels of acceptable and unacceptable quality for most of the users [39] . Besides, QP analysis is useful for the implementation of efficient encoding schemes where multi-quality frames are created.
We hypothesize that there is a similarity relation between the application of VMAF on traditional 2D contents and its proposed new application on 360VR contents. Thus, the VMAF-vs-QP curve for 360VR contents should be monotonically decreasing by the nature of the encoding and, therefore, the validation can be carried out on a reduced set of adequately selected values, without replicating the whole VMAF design on 360VR contents. So, instead of conducting a sweep over the whole range of QP values to search for Just-Noticeable Differences (JND) [40] , we consider only a subset of them which correspond to anchor VMAF scores in the curve.
So, after selecting the set of Source Sequences (SRCs), the process is performed in two steps. First, to obtain target qualities, we encode each SRC with constant QP covering the whole range of possible QP values. Later on, we apply the original VMAF metric to these Processed Video Sequences (PVS's) to obtain the variation of the score with the encoding parameter. Secondly, we verify through subjective tests that the users' perception fits the VMAF scores obtained in the first step. The following sections describe in depth both steps.
III. APPLICATION OF VMAF TO 360VR CONTENTS
Here, we present the reasons why we use this process through which we obtain the reference VMAF-vs-QP curve for 360VR contents. It is divided into two main parts: the test material subsection, where the created database and the main features of the SRCs are presented, and the experimental results subsection, where the VMAF scores are analyzed.
A. Test Material
We have selected as SRCs nine clips from as many 360VR videos in equirectangular format with different features in terms of color, texture, camera motion, composition, and type of content [41] , [42] , in accordance to Rec. ITU-R BT.500-13 [43] . Additionally, the selected clips do not present any relevant changes between frames and guarantee a minimum level of visual comfort to avoid any disturbances that could affect the subjects' rates. Seven of them were obtained from a database made publicly available by the Virtual Human Interaction Lab from Stanford University [34] and one from the dataset created by Wu et al. [35] . The last one came from a private source. Figure 1 depicts descriptive screenshots of the first eight sequences. All nine clips had a duration of 10 seconds, following several works in the literature on subjective quality assessments in 360VR scenarios [44] - [46] . Concretely, we verified in our pilot studies the conclusions by Singla et al. [44] , who found that 10 seconds are enough to properly assess homogeneously encoded contents, as this duration makes subjects not move extensively their head around, focusing on certain areas of the scene. This behavior allows to properly compare the quality between different versions, boosting their quality evaluation criteria. Moreover, the original resolution of all the sequences is 4K (3840x1920), which was kept constant for all tested qualities throughout the experiment. All clips were set to 25 fps to build a homogeneous dataset. Despite not being a particularly high framerate, we selected it intending to use representative, varied, and habitual sequences of very different nature and complexity. The reason is that most available 360VR videos (including the ones included in most public databases) are of the same or a very similar framerate, as this is the frequency at which most commercially available (rigs of) cameras capture content [47] , [48] .
We next briefly describe the selected contents: a) "AbandonedBuilding": a mainly static content with notable texture. b) "Alaska": its main feature relies on the motion of the camera, since it is on a sailing boat. c) "Beach": a beach landscape with superimposed titles. d) "CaribbeanVacation": people on a cruise deck. A video is played back in the background. e) "FemaleBasket": a basketball game. f) "Happyland": some children moving around the camera. g) "Sunset": camera on a sailing cruise. The camera motion is not perceptible due to the height of the cruise. i) "Waterfall": a landscape with a quite large waterfall that is rather close to the camera. j) "Lions": lions moving very close to the camera. All SRCs were characterized in terms of their spatial and temporal complexity, using the Spatial Information (SI) and Temporal Information (TI) indicators, respectively, as expressed in Rec. ITU-T P.910 [49] . Figure 2 shows the distribution of the SI & TI values, consistent with other studies [50] - [52] and databases [53] .
To obtain the full range of scores, all SRCs were encoded with ITU-T H.265/High Efficiency Video Coding (HEVC) using fixed QPs ranging from 1 to 51 [54] . As a result, we obtained 51 PVSs per SRC with bit rates ranging from 310 Mbps to 370 kbps. A summary of the created dataset is presented in Table I . This set of 459 (51 times 9) sequences were the inputs to the VMAF computing algorithm.
B. VMAF Results
We present the results of computing the VMAF metric over the whole set of PVSs. To that end, we used the VMAF Development Kit (VDK) that can be found available in a public repository [55] . Specifically, we employed VDK version 1.3.3 and VMAF version 0.6.1 with the default configuration parameters. This model was selected as it is more stable and better suited to our scenario, as the resolution perceived by users through the HMD is quite lower than 4K (see Subsection IV-B). Due to the absence of scene changes in the SRCs, the arithmetic mean was used as temporal pooling mechanism, since it is a representative value for those sequences. Figure 3 shows the relation of VMAF final scores for all the contents with QP, which is monotonous decreasing. Furthermore, the curve decreases slightly for the highest qualities (low QP values), more sharply for medium qualities (medium QP values), and dramatically for low qualities (high QP values). As already mentioned, the effect of changing the QP varies with the characteristics of the content, resulting in a different VMAF curve for each of the SRCs.
IV. VALIDATION OF VMAF FOR 360VR CONTENTS THROUGH SUBJECTIVE QUALITY ASSESSMENT
We describe in this section the subjective quality test conducted to validate the results obtained with VMAF. As mentioned above, VMAF is a metric prepared to operate with traditional 2D contents. In this work, we evaluate to what extent it can be used with omnidirectional contents. To that end, we designed an experiment consisting in presenting a subset of the PVS's used in the previous step that are located closest to several strategic VMAF scores to some subjects. For each version, subjects were asked to evaluate the perceived quality. In this way, we obtained subjective quality rates for those strategic points within the QP range. These evaluations are used to check how close the given rates are from the computed VMAF scores for 360VR contents.
Furthermore, it is first noteworthy mentioning that to date there are no official recommendations for subjective metrics to measure the QoE in 360VR scenarios, where HMDs are used as displays. Indeed, the first draft created by ITU-T Study group 12 [56] was published in early 2018 but the final document is still under development. In this way, the subjective assessment carried out in this work is based on the information obtained from documents related to traditional contents which have been highly tested: ITU-R BT.500-13 [43] , ITU-T P.910 [49] , and ITU-T P.913 [57] .
A. Material
We used a subset of the PVS's of the previous step corresponding to six quality levels: five distorted and one reference sequences. So, a total of 54 (six qualities, nine SRCs) are presented to each subject. Concretely, considering the VMAF curve in Figure 3 , the distorted PVS's selected in the validation step are those closest to the following key VMAF scores.
• VMAF equal to 90. This value is located where the curve begins to decrease slightly. • VMAF equal to 80 and 70. These values are located where the curve decreases more sharply. • VMAF equal to 50 and 30. These values are located where the curve decreases more dramatically. Additionally, concerning the reference sequences, on the one hand, we have no access to the original raw videos. On the other hand, references must comply with the same restrictions as the rest of the sequences in the experiment, namely, that are encoded using a fixed uniform QP value. Therefore, we cannot directly use the available SRCs, but clips picked from the already generated PVS's database. So, for each content, we have selected a reference that scores higher than 90 in the VMAF scale, since the reference clip needs to offer the best quality presented to the user during the test. In this way, a QP value of 0 is desirable during the encoding of the reference sequences but the high bit rates achieved are not suitable for a real streaming 360VR environment. Therefore, reference sequences were encoded with a QP value that, when possible, led to a similar bit rate to that of the original video and, as a mandatory restriction, all references provided VMAF scores in the range between 92 and 95. The six qualities are denoted from A to F, where A is the reference (best quality version), and B to F are the five distorted versions associated with the VMAF scores 90, 80, 70, 50, and 30, respectively.
B. Equipment
The tests have been carried out using a smartphone and a mobile VR headset. This decision is based on the fact that consumer electronics devices are the most used for 360VR content visualization application [58] . In any case, the conclusions drawn from the experiments conducted with this device can be extended to most 360VR systems, as the vast majority of commercial HMDs available today, either tethered, standalone or mobile, do not offer significantly better display resolutions [47] .
C. Environment
The test area is set according to ITU-R BT.500-13 [43] . The subject uses an HMD which tracks the rotational movements (3 Dof) [6] . Moreover, he/she performs the tests sitting in a swivel chair in the middle of a room to allow him/her to spin around freely, facilitating the exploration of content.
D. Observers
A total of 24 observers (8 females, 16 males) participated in this experiment, with age ranging from 21 to 36 (average of 26) and normal or corrected vision. An a-posteriori screening was conducted computing the Linear Pearson Correlation Coefficient (LPCC) between the scores of every subject and the average ones of the whole set of observers. Following the guidelines of Rec. ITU-T P.913 [57] for outlier removal, we set a threshold of 0.75, which led to eliminating one subject. 
E. Methodology
A Single-Stimulus (SS) method is applied in this experiment, specifically the ACR-HR (Absolute Category Rating with Hidden Reference) [49] , where a reference version of each content is randomly presented to subjects, who rate it like any other [57] . This method uses the same five-level rating scale as ACR (see Rec. ITU-T P.910 [49] ): "Excellent", "Good", "Fair", "Poor" and "Bad".
In the conducted tests, there is no training session in terms of showing the expected maximum and minimum qualities to the subjects. The reason is twofold. First, we want to observe the real absolute quality that users perceive, with no bias. And second, training sessions imply longer tests, increasing the user's fatigue. This is particularly important in 360VR scenarios. Furthermore, the nature of our experiments would not allow to perform such a session properly, since we cannot guarantee a priori that different sources encoded with the same or a very close VMAF score provide an equivalent quality, since validating this link is the objective of the experiments. Hence, it is not possible to present additional sequences not included in the test session showing representative global maximum and minimum qualities. Anyhow, the effects of not performing a training session are canceled thanks to the use of hidden references, the participation of a significant number of observers, and the randomization of the PVS's, following Rec. ITU-R BT.500-13 [43] . 
F. Test Session
Subjects use a developed application that allows for watching contents and rating them subsequently without having to remove his/her glasses or interact outside the 360VR environment [59] . This app then enables a more immersive and engaging experience for the subjects. Subjects are instructed at the beginning of the test session and guided through it.
Each test session is composed of 54 10-second-long clips (45 distorted and 9 reference videos). All videos are viewed by every subject. The duration of the whole test is around 15 minutes, assuming a period of 5 seconds to vote each PVS. The voting period length is user-driven and so is not limited beforehand. As mentioned before, different randomization of the PVS's is used for each session to reduce contextual effects [43] . Although the same quality can be used on two consecutive videos, subjects cannot watch the same clip with different qualities consecutively.
G. Experimental Results
Both the Mean Opinion Score (MOS) and the Differential Quality Score (DMOS) are computed from the evaluations provided by the subjects. The final scores per content and quality are depicted in Figures 4(a) and 4(b), respectively. Moreover, 95% Confidence Intervals (CI) are included according to the Rec. ITU-R BT.500-13 [43] . The main differences between the MOS and DMOS results are related to high qualities. In the MOS graph, we observe that there is no statistical differences between Quality A, the reference PVS, and Quality B for all the contents. However, for most of the contents, it is possible to observe differences between Quality A and Quality C. This information is lost in the DMOS graph. Regarding medium qualities, the differences between them are more noticeable in general in both cases. Finally, the results show that working with such low qualities as E and F lead to the appearance of artifacts that are virtually equally annoying to the users.
In Figure 5 , the VMAF and the normalized DMOS curves, with the associated CIs, are presented together for each content to facilitate comparison. The mapping was done considering that VMAF is basically a rescaled DMOS, as acknowledged by the authors [27] , [60] . Therefore, for a given SRC, we only needed to connect the reference PVS with the VMAF score associated with the corresponding QP. The rest of the values were obtained preserving the relative differences with respect to the score of the reference video. It is worth mentioning that the absence of raw video sources in our test material influences our analysis in terms of the choice of the references for the subjective assessment and, consequently, the DMOS normalization. However, the alternative of acquiring a new specific database of raw video sources, with its associated problematic acquisition and stitching processes, is beyond the scope of this work.
Through the comparison of the VMAF and DMOS curves for all contents, we can study the performance of the VMAF metric for 360VR content. We can see that the shape of the curves is very similar and the gap between both is quite small. Therefore, we can conclude that the subjective rates obtained in our experiment fit the VMAF scores to a great extent for almost the whole range of qualities. Only for "Happyland" and, more moderately, "CaribbeanVacation", we can really notice a greater gap between the VMAF and DMOS curves.
Nevertheless, we can see that there is a deviation of the DMOS curves with respect to the VMAF curves in the lowest range of qualities. The most plausible reason for that is that the perceived video quality goes into a saturation region, where users statistically barely perceive any differences. It is caused by artifacts that appear and are annoying to the user, making much more difficult for him/her to discern between such distorted contents. This saturation effect is further boosted by the characteristics of the HMD. In addition, this effect is also justified considering the computation of VMAF. The CIs associated with the VMAF score are notably higher for low qualities, decreasing the reliability of the results.
To validate these findings, we have computed the Pearson's Linear Correlation Coefficient (PLCC), the Root Mean Square Error (RMSE) and the Spearman's Rank-Order Correlation Coefficient (SROCC) between the VMAF and DMOS values. These results are included in Table II . Due to the deviation commented previously, the PLCC and the RMSE have been computed for qualities ranging from B to F and from B to E. It can be seen that the correlation between the VMAF scores and the DMOS is extremely high and is even higher for most of the sequences when the last QP is not considered. Although the overall PLCC is very similar in both cases, the RMSE clearly shows this effect. Finally, the SROCC is either one or 
H. Comparison With Other Metrics
We have also compared the results obtained by VMAF with the following FR VQMs: PSNR, WS-PSNR, CPP-PSNR, SSIM, and MS-SSIM. The VQMs were computed on the nine SRCs using public available software [55] . A regression analysis between the subjective DMOS and the outcome of each objective metric was conducted using a third degree polynomial without any fitting constraints and a sigmoid function. Table III shows the values of the PLCC, RMSE and the coefficient of determination R 2 [61] between both fittings and the DMOS. We can see that the results for the sigmoid function are slightly worse than the ones obtained with the polynomial function. Also, Fig. 6 shows the scatter plots and their corresponding curves for the polynomial fitting. The ones corresponding to the sigmoidal fitting are not included due to their great similarity to the polynomial ones. The top and second row three graphs present PSNR, WS-PSNR, and CPP-PSNR in linear and logarithmic scales, respectively. In the third row, SSIM, MS-SSIM, and VMAF are presented.
It is clear that VMAF outperforms the rest of the metrics under evaluation, as already reported for conventional HD video [27] and still holds in 360VR video. Besides, VMAF is the only one whose relation with DMOS is almost linear, only modified by the user perception of the lower qualities. The PLCC and the RMSE values before and after the polynomial fitting are very similar, which shows that VMAF can be used for 360VR content without particular adaptation.
V. CONCLUSION
We have presented an exhaustive study on the feasibility of directly applying the original VMAF metric to assess the quality of omnidirectional contents watched by users using an HMD. Based on the assumption that VMAF scores decrease monotonically with the QP, due to the effect of this encoding parameter in the resulting sequence, we have carried out an experiment consisting of two main steps. First, we have used the original implementation to obtain the VMAF score of several 360VR sequences encoded with constant QP in the whole range of possible values to capture how it varies with the encoding parameter. Secondly, we have validated the obtained VMAF scores through a subjective assessment. We have done so by creating a second curve per content from a finite number of scores corresponding to several operating points, which have been selected sufficiently spaced. These values are then normalized DMOS obtained in the subjective tests for the subset of input sequences encoded for the specific QP anchor points. The minimum divergence of the two curves in most cases allows us to conclude that VMAF works sufficiently correctly with this homogeneous 360VR content, without performing any particular adjustments to prepare the metric accordingly.
In this way, in a 360VR content visualization with an HMD scenario, one can avoid the creation of a specific dataset with rich 360VR content of acceptable quality and retraining the machine learning algorithm to obtain an omnidirectionalcontent-aware VMAF metric, saving computing and time resources. The suitability of this option and its associated gains in terms of resources make it an appropriate and robust choice to be incorporated in consumer electronic appliances throughout the encoding and transmission chain to properly and easily monitor the quality of 360VR videos delivered to end-users.
