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DESARROLLO DE UN AGENTE SNMPv3 PARA LA GESTIO´N
TE´CNICA DE DISPOSITIVOS EN ESCENARIOS DE ATENCIO´N
DOMICILIARIA
RESUMEN
En este proyecto se ha desarrollado un agente SNMPv3 (Simple Network Management
Protocol) para la gestio´n te´cnica de dispositivos involucrados en un escenario de
atencio´n domiciliaria. Este agente va a permitir recoger la informacio´n te´cnica de los
dispositivos me´dicos (ba´scula, termo´metro...) asociados al Compute Engine (CE), el
cual es el dispositivo concentrador de datos utilizado en la casa del paciente para
reunir informacio´n de los dispositivos y enviarla posteriormente al centro sanitario
correspondiente. Adema´s, el agente permitira´ la gestio´n te´cnica del CE, permitiendo
as´ı conocer informacio´n de recursos propios de dicho dispositivo y la deteccio´n de posibles
problemas que afecten al correcto funcionamiento de e´ste. El disen˜o del agente se ha
adaptado a la utilizacio´n de dispositivos me´dicos que implementen el esta´ndar X.73
para las comunicaciones con el CE. Para desarrollar las herramientas que componen el
sistema de gestio´n se ha utilizado software Java y bases de datos MySQL.
El agente no so´lo ofrece la ventaja de una centralizacio´n de la informacio´n proveniente
de los dispositivos me´dicos, sino que permite una escalabilidad total. Para llevar a
cabo estas funciones, se han disen˜ado los bloques que componen el sistema completo:
establecimiento y control de comunicaciones SNMP entre agente y gestores, disen˜o de la
MIB de gestio´n de la informacio´n te´cnica, control de las comunicaciones con el manager
X.73 y disen˜o del interfaz del agente y del interfaz de simulacio´n del manager X.73.
Adema´s, el agente desarrollado recogera´ informacio´n de los recursos propios del CE
mediante encuestas SNMP transparentes al gestor. De esta forma, el agente propuesto
permite la gestio´n de la informacio´n te´cnica de los dispositivos, dejando a eleccio´n del
gestor la configuracio´n de alarmas y eventos.
Por u´ltimo, se han realizado pruebas mediante simulacio´n del sistema de gestio´n
propuesto para comprobar el alcance de la gestio´n del sistema y asegurar que todas las
capacidades que el sistema se supone debe cumplir para realizar una gestio´n completa
realmente se llevan a cabo de forma satisfactoria. Mediante la consecucio´n de estas
pruebas, se presenta un resumen de los resultados obtenidos que demuestra la eficacia
del sistema de gestio´n de dispositivos me´dicos propuesto.

I´ndice general
1 Introduccio´n y Objetivos 1
1.1 Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Propuesta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Materiales y herramientas utilizadas . . . . . . . . . . . . . . . . . . . . . 9
1.6 Organizacio´n de la memoria . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Arquitectura del Agente 11
2.1 Descripcio´n del agente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Descripcio´n de la arquitectura SNMP . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Conceptos ba´sicos de SNMP . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Bases de datos en SNMP: MIB . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Caracter´ısticas espec´ıficas de SNMPv3 . . . . . . . . . . . . . . . . 17
2.3 Funcionalidades del agente como proxy . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Esta´ndar ISO/IEEE 11073 . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Protocolo de comunicaciones agente SNMP- Manager X.73 . . . . 19
3 Disen˜o de la MIB MedicalDevicesManager 23
3.1 Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Estructura de la MIB Medical Devices Manager . . . . . . . . . . . . . . . 24
3.2.1 Grupo ComputeEngineControlInfo . . . . . . . . . . . . . . . . . . 25
3.2.2 Grupo MedicalDeviceInfo . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2.1 MedicalDeviceControlTable . . . . . . . . . . . . . . . . . 27
3.2.2.2 MedicalDeviceDataTable . . . . . . . . . . . . . . . . . . 28
i
ii I´NDICE GENERAL
3.2.2.3 MedicalDeviceStateTable . . . . . . . . . . . . . . . . . . 28
3.2.2.4 SpecificErrorsTable . . . . . . . . . . . . . . . . . . . . . 30
3.2.3 Grupo AlarmTable . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.4 Grupo EventTables . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.4.1 ConfigEventTable . . . . . . . . . . . . . . . . . . . . . . 32
3.2.4.2 LogTable . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.5 Grupo ManagerTable . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.6 Definicio´n de los Traps . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Definicio´n formal de la MIB . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 Implementacio´n y pruebas 37
4.1 Definicio´n de un entorno de simulacio´n . . . . . . . . . . . . . . . . . . . . 37
4.2 Entorno de pruebas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.1 Recogida de informacio´n del CE . . . . . . . . . . . . . . . . . . . 39
4.2.2 Recepcio´n y almacenamiento de datos de los dispositivos me´dicos . 39
4.2.3 Comprobacio´n de alarmas y eventos . . . . . . . . . . . . . . . . . 42
4.2.4 Actualizacio´n de los MDs . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.5 Borrado de tablas y objetos . . . . . . . . . . . . . . . . . . . . . . 46
5 Conclusiones y l´ıneas futuras 49
5.1 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 L´ıneas futuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Bibliograf´ıa 53
I´ndice de figuras
1.1 Aquitectura general de un sistema de telemonitorizacio´n . . . . . . . . . . 2
1.2 Funcionamiento del manager X.73 . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Esquema general de la arquitectura propuesta . . . . . . . . . . . . . . . . 7
2.1 Esquema de bloques del proyecto . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Bloques de comunicaciones del agente . . . . . . . . . . . . . . . . . . . . 13
2.3 Ejemplo de creacio´n del OID de un objeto . . . . . . . . . . . . . . . . . . 16
2.4 Sincronizacio´n y conexio´n entre agente y gestor SNMP . . . . . . . . . . . 18
2.5 Comunicacio´n entre manager X.73 y agente SNMP . . . . . . . . . . . . . 21
2.6 Ejemplo de documento XML . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Estructura general de la MIB . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Objetos de ComputeEngineControlInfo . . . . . . . . . . . . . . . . . . . . 26
3.3 Objetos de MedicalDeviceControlTable . . . . . . . . . . . . . . . . . . . . 28
3.4 Objetos de MedicaDeviceDataTable . . . . . . . . . . . . . . . . . . . . . 29
3.5 Objetos de MedicalDeviceStateTable . . . . . . . . . . . . . . . . . . . . . 29
3.6 Objetos de SpecificErrorsTable . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 Objetos de AlarmTable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.8 Objetos de ConfigEventTable . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.9 Objetos de LogTable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.10 Objetos de ManagerTable . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1 Interfaz gra´fico del agente desarrollado . . . . . . . . . . . . . . . . . . . . 38
4.2 Visualizacio´n del contenido de la tabla de control del CE . . . . . . . . . . 39
4.3 Interfaz con un termo´metro conectado al sistema . . . . . . . . . . . . . . 40
4.4 Ejemplo de XML que contiene informacio´n de estado . . . . . . . . . . . . 41
iii
iv I´NDICE DE FIGURAS
4.5 Vista desde MIB Browser del contenido de la tabla de estados . . . . . . . 42
4.6 Vista desde MIB Browser del contenido de la tabla de datos . . . . . . . . 42
4.7 Conexio´n de varios dispositivos . . . . . . . . . . . . . . . . . . . . . . . . 42
4.8 Ejemplo de datos con errores . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.9 Vista de la tabla de errores . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.10 Error al crear alarma al no estar creado el evento asociado . . . . . . . . . 43
4.11 Alarma configurada para el estado DISCONNECTED . . . . . . . . . . . 44
4.12 Trap enviada por la alarma anterior . . . . . . . . . . . . . . . . . . . . . 45
4.13 Estados del dispositivo antes de actualizar . . . . . . . . . . . . . . . . . . 45
4.14 Estados del dispositivo despue´s de actualizar . . . . . . . . . . . . . . . . 45
4.15 Tabla de control antes de eliminar dispositivo . . . . . . . . . . . . . . . . 46
4.16 Tabla de estados antes de eliminar dispositivo . . . . . . . . . . . . . . . . 46
4.17 Tabla de control despue´s de eliminar dispositivo . . . . . . . . . . . . . . . 47
4.18 Tabla de estados despue´s de eliminar dispositivo . . . . . . . . . . . . . . 47
I´ndice de tablas
2.1 Ejemplo de etiquetas de la clase MDS . . . . . . . . . . . . . . . . . . . . 20
v

Cap´ıtulo 1
Introduccio´n y Objetivos
1.1 Introduccio´n
Las tecnolog´ıas de comunicaciones han avanzado en gran medida la u´ltima de´cada.
Gracias a la expansio´n de Internet, existen multitud de tareas de gestio´n de la vida
cotidiana que pueden realizarse sin salir de casa, desde comprar un libro hasta mirar
el parte meteorolo´gico. Todas esas acciones que nos parecen tan sencillas requieren una
compleja gestio´n de sistemas. Esa es la razo´n por la que la gestio´n de redes ha sido una
de las a´reas de mayor investigacio´n en los u´ltimos an˜os.
Dentro de este entorno de gestio´n domiciliaria, uno de los a´mbitos de mayor intere´s
actualmente es el de la telemonitorizacio´n de pacientes debido a los numerosos beneficios
que reporta. Desde el punto de vista del paciente, se reducen el nu´mero de visitas que
deber´ıa realizar a los centros me´dicos, una ventaja destacable en casos de personas
con movilidad reducida; aumenta la calidad de vida del paciente, permitie´ndole tener
controlado su estado de salud regularmente sin salir de casa. Desde el punto de vista
del centro sanitario, se reducen las listas de espera en centros de atencio´n primaria y
se aumenta el tiempo que puede dedica´rsele a cada paciente, adema´s de suponer un
descenso en los gastos sanitarios que supone la atencio´n al paciente.
Como se puede ver en la figura 1.1, de manera general un sistema de
telemonitorizacio´n domiciliaria esta´ compuesto por lo tanto, por dos entidades: el
hogar del paciente y el centro sanitario. En el domicilio del paciente se encuentran
los dispositivos me´dicos (ba´scula, medidor de presio´n arterial, gluco´metro...), los cuales
se conectan a un dispositivo concentrador de datos el cual se ha denominado como
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CE (Compute Engine) en este proyecto. Este dispositivo es el encargado de transmitir
la informacio´n posteriormente al centro sanitario. En el centro me´dico se ubica el MS
(Monitoring Server), el cual es el dispositivo al que se conectan todos los CEs para
enviar los datos recogidos.
Figura 1.1. Aquitectura general de un sistema de telemonitorizacio´n.
En este escenario de telemonitorizacio´n se trata con dos tipos de datos (me´dicos y
te´cnicos), por lo que nos encontramos con dos tipos de gestio´n a realizar en este entorno:
gestio´n cl´ınica y te´cnica. El objetivo de la gestio´n cl´ınica es realizar la transferencia
de datos cl´ınicos (medidas realizadas por el paciente) de forma correcta al centro
sanitario as´ı como su evaluacio´n para la deteccio´n de posibles cambios en la evolucio´n
del paciente. El objetivo de la gestio´n te´cnica es recoger y evaluar toda la informacio´n
referente al estado f´ısico de los dispositivos, como puede ser el estado de las bater´ıas
o el ancho de banda que esta´n generando. Este proyecto esta´ orientado a realizar la
gestio´n te´cnica de los dispositivos, la cual es tan importante como la me´dica. Es necesario
verificar el correcto funcionamiento de los dispositivos me´dicos para garantizar que el
comportamiento de los mismos no afecta a la calidad de las medidas realizadas ni por lo
tanto al seguimiento del paciente. Por lo tanto la problema´tica que se va a solucionar es
la relacionada con el tratamiento, almacenamiento e interpretacio´n de los datos te´cnicos
de los dispositivos presentes en el domicilio del paciente. En caso de que surgiera algu´n
problema en el funcionamiento de un dispositivo, se avisar´ıa al gestor encargado de
supervisar los dispositivos para que se corrigiera el problema con la mayor celeridad
posible. De esta forma permite saber que los datos me´dicos que se obtengan mientras
hay un problema te´cnico pueden no ser correctos y no lleven a un diagno´stico inadecuado.
Todos los dispositivos me´dicos, as´ı como el CE y el MS se pueden ver (ya que de
hecho son) como elementos de una red de comunicaciones. Es por ello que ser´ıa de gran
intere´s poder desarrollar para su gestio´n una arquitectura basada en esta´ndares de gran
relevancia para las redes de comunicaciones basadas en la pila de protocolos TCP/IP.
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Utilizar te´cnicas de gestio´n de redes nos va a permitir realizar una intensa recogida
de datos de forma eficiente ademas de proporcionar seguridad en la tranmisio´n de la
informacio´n. En este entorno de trabajo la seguridad es un factor primordial a la hora de
elegir la te´cnica de gestio´n adecuada, ya que aunque la informacio´n con que trabajamos
no exige privacidad, la manipulacio´n de la misma puede afectar a la gestio´n me´dica.
Por ello, para realizar esta gestio´n, en este proyecto fin de carrera se decidio´ utilizar el
protocolo SNMP (1) (Simple Network management Protocol), el cual es el actual esta´ndar
de facto para la gestio´n de redes. En este proyecto fin de carrera se ha propuesto el disen˜o
y desarrollo de un agente (aplicacio´n capaz de responder a peticiones realizadas por un
gestor de la red) SNMP versio´n 3 (2) para permitir la gestio´n te´cnica de los dispositivos
en un escenario de telemonitorizacio´n domiciliaria. Este agente va a permitir integrar los
datos te´cnicos de los dispositivos, asi como detectar anomal´ıas en el funcionamiento de
los dispositivos y controlar que todo funciona de forma correcta, posibilitando a su vez
la transmisio´n de mensajes a fin de avisar al gestor en caso de datos erro´neos o fuera del
rango o´ptimo.
Como aplicacio´n, se ha propuesto integrar en el agente la gestio´n te´cnica de
dispositivos me´dicos que utilicen el esta´ndar ISO/IEEEE 11073 (X.73) (3) para la
transferencia de datos al CE. X.73 es el esta´ndar europeo para la transmisio´n de
dispositivos me´dicos, el cual se ha propuesto como solucio´n para la integracio´n e
interoperabilidad en la transmisio´n de datos entre los MDs (Medical Devices) y el CE.
De esta forma, el agente propuesto actuara´ tambie´n como proxy con un manager X.73
encargado de recoger los datos enviados por los dispositivos me´dicos. La informacio´n,
tanto te´cnica como me´dica, se transmite de los MDs al CE. Como se puede ver en la
figura 1.2, la informacio´n X.73 (enviada por los agentes X.73 instalados en los MDs) es
procesada por el manager X.73 presente en el CE.
1.2 Estado del arte
Actualmente no existen muchas propuestas que traten con el problema de la gestio´n
de dispositivos pertenecientes a entornos de telemonitorizacio´n de atencio´n domiciliaria.
Para poder realizar la gestio´n de estos dispositivos se requiere de un protocolo que
permita la gestio´n del sistema en toda su extensio´n y proporcionar seguridad. El sistema
de gestio´n elegido debe de poder facilitar la interoperabilidad con distintos mo´dulos
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Figura 1.2. Funcionamiento del manager X.73.
con los que deba comunicarse y utilicen distinos lenguajes para ello. A pesar de que
la arquitectura elegida finalmente es SNMP, durante la bu´squeda y documentacio´n
inicial sobre arquitecturas y tecnolog´ıas de gestio´n de redes se encontraron alternativas
interesantes.
CORBA (4) (Common Object Request Broker Arquitecture) es una arquitectura
basada en un mecanismo intermediario llamado broker. La idea es que esta arquitectura
nos permite comunicar aplicaciones definidas en diferentes lenguajes y ejecutados en
distintas plataformas de manera trasparente sin tener que realizar ningu´n proceso
intermedio. CORBA se encarga de la comunicacio´n entre sistemas. El funcionamiento de
CORBA es el siguiente: tenemos un cliente y un servidor conectados mediante CORBA;
el cliente desea realizar una peticio´n y se la env´ıa al broker, e´ste lo traduce y lo env´ıa al
servidor, el cual cursa la peticio´n y env´ıa la respuesta al broker, y finalmente se reenv´ıa al
cliente. Esta arquitectura es capaz de soportar ma´s de veinte lenguajes de programacio´n
diferentes, lo que evitar´ıa problemas de incompatibilidad entre sistemas.
Para el sistema que se plantea CORBA podr´ıa ser muy interesante, ya que mediante
su uso nos olvidarnos de traducir porque la arquitectura se encarga de todo. Adema´s
este protocolo tiene diferentes versiones disen˜adas para equipos con pocos recursos como
los sensores, para gastar menos energ´ıa. Por otra parte, SNMP nos permite una gestio´n
ma´s amplia y esta´ muy extendido entre la mayor´ıa de fabricantes. Adema´s, este sistema
no es tan heteroge´neo como para apreciar las ventajas que una aplicacio´n de este tipo
nos ofrece.
MANNA (5) (Management Architecture for Wireless Sensor Networks) es una
tecnolog´ıa de gestio´n creada para gestionar redes de sensores wireless. Esta arquitectura
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propone un sistema integrado de gestio´n de la seguridad desde el que podemos
administrar cada nodo sensor a trave´s de una pa´gina web. MANNA divide la gestio´n de
los sensores en 3 dimensiones: a´reas funcionales, niveles de gestio´n y funcionalidades de
WSN (Wireless Sensor Networks).
Dentro de los mo´dulos funcionales, MANNA dispone de una interfaz de usuario
web desde la que se puede monitorizar la red y analizar la informacio´n del sistema; el
mo´dulo de gestio´n de la informacio´n de los sensores puede mostrar los datos en gra´ficas
y permite al administrador cambiar el periodo de las mediciones, el mo´dulo de gestio´n
del nodo sensor permite gestionar el sensor o un grupo de sensores y pedir informacio´n
a los mismos; el mo´dulo de informacio´n del nodo sensor permite la autenticacio´n y
registro de usuarios autorizados; finalmente, el mo´dulo de seguridad de la red proporciona
informacio´n del estado de la seguridad de la red.
Realmente la idea de MANNA es parecida a la que queremos desarrollar nosotros,
un sistema de gestio´n que ofrezca seguridad y permita controlar los para´metros de los
sensores. Sin embargo SNMP tiene la ventaja de que es un sistema muy extendido y que
muchos de los dispositivos existentes tipo routers o gateways lo tienen implementado,
as´ı que aunque MANNA no ofrece ventajas sustanciales sobre SNMP, e´ste u´ltimo si las
tiene frente a MANNA.
NETCONF (6) es un protocolo de gestio´n muy reciente basado en el protocolo
XML. Es el nuevo protocolo del IETF (Internet Engineering Task Force) para la
gestio´n de varios dispositivos simulta´neamente, incluso de diferentes fabricantes. Este
protocolo permite mantener 3 configuraciones diferentes de gestio´n del equipo: running,
la configuracio´n actual del dispositivo; candidate, configuracio´n en standby que puede
modificarse con la de running funcionando; y la de startup, que es la configuracio´n
inicial del dispositivo. Utiliza una estrucutura en capas para separar de forma adecuada
la gestio´n de datos del protocolo de transporte que va por debajo. Un protocolo basado
en XML tiene las ventajas de ser muy flexible definiendo estructuras de datos, existen
muchas APIs (Application Programming Interface) gratuitas, es fa´cil de leer y de
transmitir por canales seguros.
SNMP es una arquitectura que presenta muchas ventajas en el a´mbito de la gestio´n de
redes, por eso es el esta´ndar de facto, sin embargo no carece de limitaciones. NETCONF
ha sido disen˜ado expresamente para suplir las carencias de SNMP respecto a la gestio´n
de dispositivos, presentando una alternativa de futuro a SNMP para sistemas donde los
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gestores necesiten escribir grandes cantidades de informacio´n en las bases de datos y
para la gestio´n de muchos equipos simulta´neamente.
Tras evaluar las distintas propuestas, hemos comprobado que SNMP tiene ventajas
tanto sobre CORBA como sobre MANNA, sin embargo NETCONF es ma´s potente que
SNMP. El factor determinante de la eleccio´n realizada ha sido la amplia distribucio´n del
protocolo a nivel mundial. NETCONF es un protocolo de reciente aparicio´n, mientras
que SNMP se implementa en la mayor´ıa de routers, gateways y otros dispositivos de
diferentes compan˜´ıas, adema´s de que como no queremos escribir grandes cantidades de
informacio´n en la base de datos, sus limitaciones no nos afectan sustancialmente.
Existen otros trabajos que utilizan tambie´n SNMP como solucio´n de gestio´n en
entornos sanitarios similares, como se puede apreciar en (7), (8) y (9). Sin embargo,
la aplicacio´n que se propone en este proyecto a la utilizacio´n del esta´ndar X.73 resulta
novedosa, adema´s de presentarse, a diferencia de los trabajos anteriores, una arquitectura
que permite una gestio´n global en un escenario de telemonitorizacion domiciliaria.
1.3 Propuesta
En este proyecto se propone el desarrollo de un agente SNMPv3 para la gestio´n
te´cnica de dispositivos me´dicos en entornos de atencio´n domiciliaria. En concreto, se va
integrar la gestio´n te´cnica de los MDs que utilizan el esta´ndar X.73 para la transmisio´n
de datos as´ı como el CE dentro de la arquitectura SNMP. De manera que la arquitectura
propuesta de gestio´n integra los dos esta´ndares. Esta arquitectura nos permite almacenar
la informacio´n obtenida de los dispositivos me´dicos de forma estructurada en unas bases
de datos propias de esta arquitectura, conocidas como MIB (Management Information
Base). El agente propuesto, adema´s de funcionar como agente SNMP para establecer
comunicaciones con gestores externos, funcionara´ como proxy X.73. De esta forma,
el agente establecera´ comunicaciones con un manager capaz de comunicarse con los
dispositivos me´dicos mediante dicho protocolo, aplica´ndose as´ı el disen˜o del agente a la
utilizacio´n de este protocolo por parte de los dispositivos me´dicos.
Por lo tanto, la informacio´n con la que se evaluara´ el funcionamiento de los
dispositivos se almacenara en una MIB privada, separada en tablas dependiendo del
tipo de informacio´n que se trate. La MIB va a permitir conocer informacio´n te´cnica de
los MDs, as´ı como gestionar recursos propios del CE. La gestio´n del CE se va a llevar a
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cabo mediante la realizacio´n de encuestas perio´dicas a un agente SNMP presente en el
mismo, y finalmente va a permitir la definicio´n de eventos y alarmas ante la deteccio´n
de problemas te´cnicos tanto en los MDs como en el CE. Como se observa en la figura
1.3, en la que se representa la estructura general del sistema, cualquier gestor que se
autentique de forma correcta en nuestro agente podra´ acceder a la informacio´n que e´sta
almacena, pudiendo tanto examinar el comportamiento de los dispositivos a lo largo del
tiempo como configurar el agente para que le avise cuando haya algu´n problema con
alguno de los dispositivos conectados.
Figura 1.3. Esquema general de la arquitectura propuesta.
Como previamente hemos resaltado, queremos y necesitamos seguridad en nuestras
comunicaciones, as´ı que se ha decidido utilizar la versio´n 3 del protocolo. Esta u´ltima
versio´n del protocolo nos aporta varios mecanismos de seguridad: USM (10) (User-based
Security Model) nos proporciona proteccio´n frente a ataques de usuarios que traten
de autenticarse en nuestro sistema sin autorizacio´n, el VACM (11) (View-based Acces
Control Model) define la pol´ıtica de control de acceso para el agente y determina a
que´ partes del la MIB puede acceder cada gestor, y lo ma´s importante es que proporciona
cifrado y privacidad a las comunicaciones.
El uso de SNMP en el disen˜o del agente nos proporciona las siguientes ventajas:
• El agente nos permite gestionar un nu´mero indeterminado de dispositivos y
mantener un nu´mero indeterminado de gestores.
• SNMP nos permite la definicio´n de traps, mensajes as´ıncronos enviados por el
agente al gestor para la notificacio´n de cambios importantes en la monitorizacio´n
de un recurso. Su definicio´n en este entorno puede ser de gran utilidad para
la definicio´n y gestio´n de alarmas relacionadas con el funcionamiento de los
dispositivos me´dicos.
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• La versio´n 3 del protocolo nos proporciona confidencialidad e integridad en las
comunicaciones mediante los me´todos previamente comentados.
• Gracias a la integracio´n del CE en la arquitectura SNMP, y utilizando el protocolo
X.73 para la transmisio´n de informacio´n, conseguimos una plataforma de gestio´n
integrada e interoperable que concentra en un so´lo mo´dulo de gestio´n toda
la informacio´n te´cnica procedentes de las diferentes fuentes (CE y MDs) que
componen el escenario de telemonitorizacio´n.
1.4 Objetivos
El objetivo principal de este proyecto es el disen˜o de un agente SNMP para la
gestio´n de dispositivos me´dicos en entornos de atencio´n domiciliaria. Para llevar a cabo
la realizacio´n del proyecto se han completado los siguientes objetivos:
1. Disen˜o tecnolo´gico del agente
• Documentacio´n sobre el
funcionamiento del protocolo SNMP e implementacio´n de bases de datos
MIB, as´ı como la revisio´n de las especificaciones de dispositivos del esta´ndar
X.73 y revisio´n bibliogra´fica sobre te´cnicas de gestio´n de dispositivos me´dicos
y te´cnicas comunes de gestio´n de redes.
• Disen˜o de las comunicaciones entre el agente y el gestor para una conexio´n
segura.
• Disen˜o y desarrollo de la MIB privada en la que se almacenen los datos
obtenidos de los dispositivos, as´ı como las alarmas y eventos que los gestores
quieran utilizar.
• Implementacio´n de las comunicaciones con el manager X.73 mediante
intercambio de ficheros XML.
• Disen˜o del interfaz gra´fico del agente.
2. Aplicacio´n del agente en un escenario simulado: implementacio´n y pruebas
• Disen˜o de un interfaz gra´fico para simular un entorno domiciliario en el
que varios dispositivos me´dicos env´ıan informacio´n me´dica al manager X.73
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y e´ste establece las comunicaciones con el agente disen˜ado para el cual
esta´ encargado de su control te´cnico.
• Definicio´n de los escenarios de prueba necesarios para comprobar el correcto
funcionamiento del agente.
• Presentacio´n y ana´lisis de los resultados obtenidos.
1.5 Materiales y herramientas utilizadas
El desarrollo de la aplicacio´n informa´tica se llevo´ a cabo sobre el lenguaje de
programacio´n Java y el entorno de desarrollo SDK Eclipse. Para el almacenamiento
esta´tico de los datos se hizo uso de una base de datos MySQL. La conexio´n entre Java y
la base de datos se realizo´ mediante el conector de bases de datos JDBC (Java DataBase
Conectivity). Para la implementacio´n de las comunicaciones SNMP entre el agente y el
gestor se ha utilizado un framework de Java llamado SNMP4j (12). Adema´s se utilizo´ el
programa MIB Browser de MG-Soft (13) como gestor para comprobar y demostrar el
correcto funcionamiento del agente.
Tanto el
lenguaje MySQL como la herramienta de programacio´n son multiplataforma, lo que
nos proporciona las ventajas de portabilidad e independencia del sistema operativo que
se utilice.
1.6 Organizacio´n de la memoria
En el cap´ıtulo 1 se ha desarrollado una breve introduccio´n al PFC y los objetivos
principales que se han perseguido.
En el cap´ıtulo 2 se describen los bloques que componen la arquitectura, detallando
adema´s las caracter´ısticas ma´s importantes de la arquitectura SNMP as´ı como de la
informacio´n te´cnica X.73.
En el cap´ıtulo 3 se describe la organizacio´n de la MIB as´ı como se detallan los campos
de las tablas y grupos que la componen.
El cap´ıtulo 4 recoge las pruebas realizadas y resultados obtenidos de la evaluacio´n
del funcionamiento del agente, adema´s de la evaluacio´n y el ana´lisis final de la eficacia
demostrada por el mismo ante las simulaciones a las que se le sometio´.
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Finalmente, en el cap´ıtulo 5 se exponen las conclusiones obtenidas sobre el resultado
del proyecto, y las posibles l´ıneas futuras de investigacio´n y mejora que se podr´ıan seguir.
Cap´ıtulo 2
Arquitectura del Agente
2.1 Descripcio´n del agente
El agente se encarga de almacenar informacio´n que proviene de los dispositivos
me´dicos facilitando de esta forma su gestio´n te´cnica a un gestor externo. Como el
programa va a ser intermediario de todas las peticiones y acciones que se van a realizar
en el sistema global, podemos situarlo en un u´nico dispositivo, creando un sistema
centralizado que nos ahorra recursos y facilita la instalacio´n y mantenimiento del mismo.
Por lo tanto, el software necesario se vera´ reducido a la instalacio´n del agente en una
ma´quina accesible por toda la red y al mantenimiento de gestores SNMP en aquellos
sistemas operativos desde los que queramos tener acceso a nuestro agente.
La arquitectura general del agente SNMPv3 esta´ compuesto por 3 bloques.
1. Bloque de comunicaciones SNMP entre agente y gestor.
El agente y el gestor se comunican mediante el protocolo SNMPv3. El agente se
encarga de atender las peticiones que le llegan del gestor, del mismo modo que
es capaz de enviar mensajes as´ıncronos al gestor cuando alguna de las alarmas
definidas por el mismo se activa.
2. Bloque de comunicaciones con el manager X.73.
Las comunicaciones entre agente y manager se realizan mediante documentos
XML. El agente se encarga de traducir la informacio´n que le llega del manager
X.73 en valores que e´l pueda almacenar en la base de datos, adema´s puede enviar
XML al manager para pedirle actualizaciones de informacio´n que los dispositivos
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le hayan comunicado.
3. Bloque de la MIB de gestio´n de dispositivos me´dicos.
La MIB va a recoger toda la informacio´n de monitorizacio´n, tanto la proporcionada
por los MDs como la proporcionada por el CE adema´s de permitir la definicio´n y
configuracio´n de alarmas. El agente se encarga tanto de crear las tablas, como de
escribir, modificar y borrar datos en ellas, siguiendo una estructura interna que
explicaremos ma´s adelante.
En la figura 2.1 se puede apreciar el resultado final a trave´s del esquema global
del sistema. El funcionamiento general del sistema es el siguiente. Los dispositivos
me´dicos se comunican con el manager X.73 instalado en el dispositivo concentrador.
E´ste transmite la informacio´n recibida al agente mediante el uso de un protocolo basado
en el intercambio de documentos XML. Este protocolo funciona de manera que cuando
el dispositivo me´dico realiza un cambio de estado o env´ıa informacio´n al manager, el
manager se lo comunica al agente mediante el XML generado. El agente se encarga de
traducir y almacenar la informacio´n en la MIB, a la vez que se ocupa de forma esta´tica
de obtener datos del tra´fico en la red y uso del procesador.
Figura 2.1. Esquema de bloques del proyecto.
La obtencio´n de datos del CE se realiza mediante encuestas SNMP. El CE, adema´s
de nuestra MIB, tiene disponibles otras MIBs para realizar consultas, como es la
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MIB2, donde se almacenan para´metros de tra´fico y del sistema. Nuestro agente manda
peticiones de consulta a la MIB2, y a trave´s de unos datos concretos de esa MIB podemos
calcular el ancho de banda o el uso de CPU del CE.
Cuando el gestor se conecta al agente puede consultar toda la informacio´n
almacenada hasta la fecha, adema´s de poder actualizar el estado de los dispositivos
a trave´s del agente, que se encarga de proporcionarle todos los servicios que precise. De
esta forma el proceso que se lleva a cabo es totalmente transparente de cara al usuario,
el cual se encarga solamente de conectar los dispositivos a la ma´quina que contiene el
agente, y tambie´n transparente de cara al gestor, que exclusivamente tiene que lanzar
peticiones y configurar alarmas y el agente se encarga de procurarle lo que necesita.
En la figura 2.2 se muestra ma´s detalladamente las comunicaciones entre los distintos
bloques que componen el agente.
Figura 2.2. Bloques de comunicaciones del agente.
En definitiva, el agente propuesto nos ofrece una solucio´n centralizada y transparente
al usuario, con posibilidades de integracio´n en una red que ya posea una gestio´n de redes
con SNMP.
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2.2 Descripcio´n de la arquitectura SNMP
SNMP (1) (2) es la arquitectura de gestio´n de redes ma´s utilizada en redes TCP/IP
debido a su simplicidad y su escaso gasto de recursos. SNMP define un protocolo
para el intercambio de informacio´n de gestio´n adema´s de definir un formato para la
representacio´n de esa informacio´n y un marco para organizar sistemas distribuidos en
gestores y agentes.
La primera versio´n del protocolo ten´ıa tanto fallos de seguridad como funcionales,
tales como la imposibilidad de pedir grandes cantidades de informacio´n en un mismo
paquete. En la segunda versio´n se solucionan los problemas funcionales, pero la seguridad
que implementaba no fue aceptada por fallos en su definicio´n, as´ı que se llego´ a una
tercera versio´n en la que se implementa un sistema de seguridad efectivo, manteniendo
el funcionamiento de las versiones anteriores. SNMPv3 describe toda una arquitectura
con estructuras de mensajes y caracter´ısticas de seguridad, pero el payload (parte del
mensaje transmitido por la red que contiene los datos y la informacio´n que identifica
a la fuente y al destino) de SNMPv1 y SNMPv2 se mantiene intacto. Como resumen
podr´ıamos decir que SNMPv3 es SNMPv2 an˜adiendo seguridad y administracio´n.
2.2.1 Conceptos ba´sicos de SNMP
Las comunicaciones mediante SNMP involucran invariablemente a dos participantes,
un agente y un gestor.
• Gestor: es el encargado de pedir informacio´n y modificarla segu´n las necesidades
de funcionamiento de la ma´quina en la que reside el agente. El gestor o gestores de
la red poseen un interfaz gra´fico para poder emitir comandos y examinar en forma
de tablas los datos que les llegan de los agentes. Estos sistemas incluyen como
mı´nimo aplicaciones para monitorizacio´n, control de configuracio´n y realizacio´n
de informes.
• Agente: programa situado en el equipo que se va a monitorizar, sus misiones son
recolectar y guardar informacio´n local, as´ı como responder ante peticiones del
gestor y enviar informacio´n de forma as´ıncrona cuando sucede algu´n evento.
Todas las aplicaciones de la red comparten normalmente un protocolo de gestio´n
comu´n para facilitar las comunicaciones, y cada agente tiene una MIB donde almacena
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informacio´n como por ejemplo de configuracio´n local o para´metros de tra´fico. La
verdadera potencia del protocolo esta´ en que las MIBs esta´n estandarizadas y hay un
gran nu´mero de ellas definidas, as´ı que implementando las que nosotros queramos en
cada agente recogeremos la informacio´n que necesitemos.
El protocolo SNMP define una serie de mensajes para el intercambio de informacio´n.
En concreto, para la versio´n 3, que es la que se ha desarrollado en el proyecto, existen los
siguientes tipos de mensajes de implementacio´n obligatoria en un agente o gestor segu´n
corresponda:
• Mensajes enviados por el gestor al agente:
- GetRequest: peticio´n de una o varias variables incluidas en el mensaje de
respuesta Response.
- GetNextRequest: peticio´n de la inmediatamente siguiente variable a la
variable que mandamos y con valor no nulo, cuya respuesta se incluye tambie´n
en un mensaje Response.
- GetBulkRequest: tipo de peticio´n presente solo a partir de la versio´n 2. Nos
permite recibir una lista de variables consecutivas para cada variable que le
mandamos nosotros. El nu´mero de variables consecutivas viene determinado
por el valor max-repetitions. Adema´s podemos pedir variables sin repetir,
cuyo nu´mero viene determinado por el valor non-repeaters. De este modo
podemos pedir ma´s informacio´n en una cantidad menor de mensajes, con lo
que aumentamos la efectividad.
- SetRequest: mensaje que modifica una variable de la base de datos. Si ha
habido algu´n error a la hora de modificar, el agente lo comunicara´ en el
mensaje de respuesta mediante el co´digo de error correspondiente.
• Mensajes enviados por el agente al gestor:
- Response: mensaje de respuesta para los mensajes que nos env´ıa el gestor.
En e´l se incluyen los valores de las variables requeridas, y el co´digo del error
en caso de que ocurra alguno.
- Trap: mensaje generado y transmitido de forma as´ıncrona como respuesta a
un evento excepcional. En e´l se incluye el sysUpTime, que es el tiempo que
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lleva encendido el dispositivo, adema´s de las variables que correspondan al
tipo de trap generado.
• Mensajes enviados de gestor a gestor:
- InformationRequest: mensaje para enviar una alerta de un gestor a otro.
Como nuestra aplicacio´n no requiere comunicacio´n entre gestores, no se
incluira´ en el proyecto.
2.2.2 Bases de datos en SNMP: MIB
Adema´s de las comunicaciones gestor-agente y de los mensajes estandarizados, la
arquitectura SNMP tambie´n cuenta con unas bases de datos tambie´n estandarizadas
conocidas como MIB. Estas bases esta´n organizadasn jera´rquicamente en forma de a´rbol,
y definidas a trave´s del lenguaje SMI (14) (Structure of management Information). La
filosof´ıa de este lenguaje de programacio´n de bases de datos es favorecer la simplicidad
y extensibilidad de las MIB, permitiendo so´lo estructuras simples de datos. Cada objeto
dentro de la MIB esta´ formado por una variable, que es el valor del objeto, y un
identificador conocido como OID (Object Identifier). El OID esta´ formado por una
secuencia de nu´meros y puntos, representando cada uno un salto de nivel dentro del
a´rbol que compone la MIB, como podemos observar en la figura 2.3.
Figura 2.3. Ejemplo de creacio´n del OID de un objeto.
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Las MIBs se dividen en dos tipos, pu´blicas y privadas. Las pu´blicas esta´n definidas
mediante esta´ndares y proporcionan informacio´n general del sistema. Las privadas esta´n
definidas por los fabricantes y ofrecen informacio´n mas detallada y concreta. La MIB
ma´s conocida es la MIB II, dado que tiene una amplia informacio´n tanto de la red,
por ejemplo para´metros estad´ısticos de tra´fico, como de dispositivos, por ejemplo es uso
de CPU o de memoria, aunque no contiene informacio´n de ma´s alto nivel, referente a
aplicaciones o al sistema operativo.
2.2.3 Caracter´ısticas espec´ıficas de SNMPv3
Como hemos introducido previamente, la versio´n 3 (2) se diferencia principalmente
de las otras en que nos permite confidencialidad y privacidad en las comunicaciones a
trave´s de la autenticacio´n del usuario y del cifrado de la comunicacio´n.
Para la definicio´n y aplicacio´n de pol´ıticas de seguridad se utilizan dos bloques dentro
de la propia entidad SNMP, llamados USM (User-based Security Model) y VACM (View-
based Access Control Model). USM se encarga de la gestio´n de usuarios e informacio´n
necesaria para el cifrado y seguridad de las comunicaciones. Para ello utiliza funciones
resumen del cuerpo del mensaje (MD5 o SHA-1) para evitar la modificacio´n del mensaje
por parte de un tercero o ataques de suplantacio´n de identidad. Para asegurar la
confidencialidad SNMPv3 se apoya en algoritmos de cifrado (DES-CBC o AES de
128 bits). VACM gestiona los privilegios que cada usuario USM posee y las tablas y
objetos a los que puede acceder. Para ello asigna a cada usuario una pareja de valores
securityModel, securityName con los que determina el nivel de seguridad aplicado a
cada usuario. En la figura 2.4 podemos observar co´mo se lleva a cabo este proceso de
autenticacio´n y cifrado.
El agente y el gestor necesitan sicronizarse antes de comenzar la comunicacio´n.
Para realizar la sincronizacio´n, el gestor copia los valores de snmpEngineTime (indica
el tiempo que ha transcurrido desde la u´ltima vez que se reinicio´ por u´ltima vez),
snmpEngineBoots (para´metro que indica cua´ntas veces se ha reiniciado ese agente) y
latestReceivedEngineTime del agente. Para mantener la sincronizacio´n, el agente manda
sus para´metros temporales junto con su snmpEngineID en cada mensaje, que es un
identificador u´nico de cada entidad SNMP, y si esos valores son correctos el gestor
actualiza los valores.
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Se establece una ventana en la cual los mensajes recibidos no se consideran con
retardo y son va´lidos. Hay que tener cuidado de no poner una ventana demasiado pequen˜a
o grande. En caso de que el timeout expire, el mensaje se considera inva´lido, se devuelve
un error de notInTimeWindow y se espera la retransmisio´n del mensaje.
2.3 Funcionalidades del agente como proxy
El agente disen˜ado adema´s de su funcionalidad ba´sica como agente se comporta
como un proxy X.73. El resultado es que adema´s de la funcionalidad ba´sica, sea capaz
de comportarse como un proxy con el manager X.73, leyendo la informacion X.73 de los
mensajes que e´ste le env´ıa e insertando la informacio´n en la MIB. Esta comunicacio´n
entre dispositivos me´dicos y manager se lleva a cabo mediante el esta´ndar X.73, mientras
que el manager y el agente se comunican mediante documentos XML, protocolos que
explicaremos a continuacio´n.
Figura 2.4. Sincronizacio´n y conexio´n entre agente y gestor SNMP.
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2.3.1 Esta´ndar ISO/IEEE 11073
El esta´ndar ISO/IEEE 11073 (3) (15) (16), tambie´n conocido como esta´ndar X.73,
fue definido para permitir la comunicacio´n entre dispositivos me´dicos y de asistencia
sanitaria con sistemas informa´ticos externos. Se encarga de proveer de forma automa´tica
informacio´n detallada sobre el usuario y sus signos vitales, as´ı como informacio´n del
funcionamiento del dispositivo. Los principales objetivos de este protocolo son obtener
informacio´n me´dica en tiempo real, facilidad a la hora de la instalacio´n (“Plug-and-play”)
y que pueda ser procesado por muchos tipos de aplicaciones.
El nu´cleo del esta´ndar es el llamado DIM (Domain Information Model). El DIM
describe una serie de objetos con atributos que caracterizan la informacio´n que puede
ser mandada desde los MDs al CE (por ejemplo medidas de datos o informacio´n gene´rica
del dispositivo). Dentro de esta estructura, la clase MDS representa el identificador y
los atributos del agente X.73, los que contienen la mayor parte de la informacio´n te´cnica
que los dispositivos me´dicos pueden proporcionar. En la tabla 2.1 podemos ver algunos
ejemplos de informacio´n te´cnica general que env´ıa X.73. Adema´s, algunas especificaciones
definen informacio´n te´cnica adicional, presente en el modo de configuracio´n extendida
de los dispositivos, relacionada con las singularidades o el modo espec´ıfico de trabajo del
MD. Por ejemplo, las especificaciones del pulsiox´ımetro definen informacio´n relacionada
con el estado del dispositivo o el sensor tales como deteccio´n deficiente del sensor o
irregularidades en la sen˜al. El disen˜o de las MIB esta´ realizado para cubrir la informacio´n
proporcionada por los dispositivos me´dicos incluida en el esta´ndar. Por lo tanto esta MIB
contiene toda la informacio´n descrita en la tabla 2.1.
2.3.2 Protocolo de comunicaciones agente SNMP-
Manager X.73
Para conocer los datos pertenecientes a los dispositivos, el agente tiene que establecer
una comunicacio´n con el manager del esta´ndar X.73 que los recibe en el CE. Dicha
comunicacio´n se lleva cabo mediante el intercambio de documentos XML donde se incluye
la informacio´n deseada en el formato que define el propio lenguaje XML.
Se trata de una comunicacio´n bidireccional en la que el manager X.73 env´ıa
informacio´n de forma as´ıncrona o puede responder a peticiones realizadas por el agente.
Esta u´ltima opcio´n esta´ pensada para una versio´n futura en la que el manager tenga
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Clase:
atributo-subatributo
Valor Descripcio´n
MDS:
System-Type-Spec-List
MDC DEV SPEC -
PROFILE SCALE xxx
Tipo de dispositivo
(gluco´metro, ba´scula...)
MDS: System-Id OctetString Identificador u´nico del
MD.
MDS:
System-Model::model
OctetString Model del MD.
MDS: System-
Model.manufacturer
OctetString Fabricante del MD.
MDS:
Dev-Configuration-Id
Standard
config/Extended config
Tipo de configuracio´n
utilizada por el MD.
MDS: Power-Status onMains(0),
onBattery(1),
chargingFull(8)
Muestra si el
MD esta´ usando bater´ıa
o conectado a la red.
MDS: Battery-Level Int (percentage) Porcentaje de bater´ıa
restante.
MDS:: Remaining-
Battery-Time
MDC DIM MIN,
MDC DIM HR, or
MDC DIM DAY
Timepo restante de
bater´ıa.
Tabla 2.1. Ejemplo de etiquetas de la clase MDS.
implementada esa posibilidad, de momento so´lamente es capaz de devolver al agente los
u´ltimos datos recibidos de los dispositivos.
La comunicacio´n se realiza mediante socket TCP/IP dentro de la misma ma´quina. Se
utiliza una serie de etiquetas para indentificar la informacio´n que se esta´ transmitiendo:
deviceInfo para la informacio´n te´cnica, measurementInfo para la informacio´n cl´ınica
y stateInfo para la informacio´n del estado del dispositivo. Los comandos que usa el
agente para pedir informacio´n son getDeviceInfo y gestStateInfo. Adema´s, cuando la
comunicacio´n la inicie el agente, el XML llevara´ un requestId para identificar al mensaje,
y relacionarlo con la respuesta enviada por el manager X.73 y saber a que´ peticio´n
esta´ respondiendo. Cuando el mensaje es enviado de forma as´ıncrona por el manager
no hace falta mandar el requestId. En la figura 2.5 se aprecia la comunicacio´n entre
manager y agente. En la parte superior se encuentra la comunicacio´n iniciada por el
agente pidiendo informacio´n al manager, y en la parte inferior la comunicacio´n as´ıncrona
del manager cuando recibe datos de los dispositivos me´dicos.
El primer paso que realizan los dispositivos para poder transmitir informacio´n es
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Figura 2.5. Comunicacio´n entre manager X.73 y agente SNMP.
la asociacio´n con el manager. Esto consiste comunicar que su estado es AVAILABLE.
El manager se lo comunica al agente, el cual extrae del documento el indentificador
del dispositivo (SystemId), as´ı como la configuracio´n que esta´ utilizando. Cuando un
dispositivo se retira del CE, enviara´ un estado de NOTAVAILABLE. En la figura 2.6 se
presenta un ejemplo de documento XML enviado por un dispositivo me´dico.
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Figura 2.6. Ejemplo de documento XML.
Cap´ıtulo 3
Disen˜o de la MIB
MedicalDevicesManager
3.1 Introduccio´n
Una MIB (Management Information Base) es una base de datos estructurada que
sirve para almacenar informacio´n intercambiada a trave´s del protocolo SNMP. En este
proyecto, para contener la informacio´n proporcionada por el manager X.73 se ha disen˜ado
una MIB privada. Esta base de datos se divide en varias tablas, cada una responsable
de un tipo de informacio´n diferente dentro del sistema. Los gestores pueden aceder a la
informacio´n recogida en estas tablas e incluso configurar algunas de ellas para mejorar
su capacidad de control sobre la informacio´n tabulada, mediante la definicio´n de alarmas
y eventos, un me´todo muy eficaz de controlar los valores ano´malos de forma pasiva por
parte del gestor. Tambie´n se les permite solicitar actualizaciones de los dispositivos, bien
de su estado de conexio´n o de los datos almacenados, as´ı como la configuracio´n del tipo
de aviso mediante traps que van a recibir del agente.
La definicio´n formal de las MIB se realiza mediante un lenguaje de definicio´n de
datos, el esta´ndar SMI (Structure of Management Information). La filosof´ıa de este
lenguaje prima la sencillez a la hora de definir datos, nos permite una gran flexibilidad
y escalabilidad a la hora del disen˜o, de manera que esta base de datos se puede expandir
sin demasiada dificultad para aumentar su capacidad de gestio´n sobre los dispositivos en
un futuro. Como la definicio´n mediante el esta´ndar SMI es una obligacio´n que impone
la arquitectura, permite que cualquier gestor que se conecte al agente sea capaz de
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interpretar la estructura de la base de datos y de acceder a sus valores con la misma
facilidad que si de una MIB pu´blica se tratara, necesitando u´nicamente el gestor tener
la definicio´n formal de la MIB dentro de su registro de MIBs. El esta´ndar utilizado
nos permite realizar una descripcio´n de cada variable dentro de la MIB, de forma que
cualquier gestor sea capaz de analizar la informacio´n contenida en las tablas sin necesidad
de conocimientos previos de la organizacio´n y propo´sito de la MIB. La definicio´n formal
se incluye en el anexo E.
Adema´s la definicio´n de alarmas nos permite tanto la emisio´n de mensajes tipo Trap,
como la creacio´n de entradas en una tabla de Logs, para poder comprobar un histo´rico
de valores ano´malos, la cual sera´ descrita en el siguiente apartado junto con las dema´s
tablas.
3.2 Estructura de la MIB Medical Devices
Manager
Siguiendo la estructura en a´rbol
definida por SNMP, la MIB se incluye dentro del grupo de las MIB privadas, en un
grupo llamado ZaragozaNetworkManagementResearchGroup, creado en la Universidad
de Zaragoza para contener MIBs creadas por sus grupos de investigacio´n, en el cual se
recogen disen˜os anteriores de bases de datos para la gestio´n de dispositivos. Siguiendo
con el orden del grupo, nuestra MIB tendra´ el ı´ndice 4 dentro del mismo, con lo que
el OID que identificara´ la base de datos MedicalDevicesManager sera´ 1.(iso). 3(org).
6(dod). 1(internet). 4(private). 1(enterprises).
28308(zaragozaNetWorkManagementResearchGroup). 4(medicalDevicesManager). En
la figura 3.1 se observa la estructura de la MIB dentro de la organizacion jera´rquica
de SNMP.
La estructura de la MIB MedicalDevicesManager se dispone en 5 grupos, los
cuales contienen 10 tablas en total, separados segu´n la informacio´n que contienen y la
relacio´n entre las tablas que contienen. En el primer grupo, ComputeEngineControlInfo,
encontramos la informacio´n relacionada con los recursos propios del CE. El siguiente,
MedicalDeviceInfo, contiene las tablas que almacenan informacio´n de los dispositivos
me´dicos, tanto de control, como de datos y estados, y finalmente de los errores sucedidos.
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Figura 3.1. Estructura general de la MIB.
El grupo AlarmTable contiene las alarmas definidas por el gestor. EventTables es el grupo
que contiene las tablas de eventos definidos por el gestor, y los logs resultantes de los
eventos. El siguiente grupo contiene la tabla donde se almacena la informacio´n relativa a
los gestores del sistema, y finalmente nos encontramos con las posibles traps que puede
enviar el agente. Para el disen˜o de la MIB se ha seguido la filosof´ıa de RMON (17). RMON
se define como una extensio´n de las MIB que basa su funcionamiento en la organizacio´n
de la MIB que implementa en tabla de control y tabla de datos, consiguiendo de esta
forma soportar nuevas funciones adema´s de las de SNMP: configuracio´n e invocacio´n de
acciones.
En los subapartados siguientes se explica de forma ma´s detallada la organizacio´n de
cada tabla y su funcionalidad. La informacio´n para´metro a para´metro de cada una de
ellas se encuentra en el anexo C.
3.2.1 Grupo ComputeEngineControlInfo
En este grupo no encontramos ninguna tabla, sino “hojas”, como se observa en la
figura 3.2, en las que se almacenan informacio´n esta´tica que caracteriza al CE, tales
como su identificador dentro del sistema, tipo de dispositivo, estado de trabajo en
el que se encuentra o nu´mero de MDs asociados en ese momento; asimismo tambie´n
encontramos informacio´n de los recursos propios del CE, como son el ancho de banda
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utilizado y el uso de memoria y de procesador, recogidos con periodicidad de un
minuto de las tablas MIB II mediante encuestas SNMP al propio dispositivo y de
forma transparente al gestor, incluyendo la fecha en la que se recogieron por u´ltima vez
estos valores. Tambie´n se conserva informacio´n de contacto con el usuario que posee
el CE. Finalmente encontramos dos variables escribibles, updateRequestStateMDs y
updateRequestTechnicalDataMDs, que le permiten al gestor pedir una actualizacio´n del
estado o los datos te´cnicos de todos los MDs que tiene asociados, respectivamente.
Figura 3.2. Objetos de ComputeEngineControlInfo.
La forma de acceder a cada uno sera´ mediante un OID, que se contruira´ a partir
del el identificador de la rama madre ma´s un ı´ndice consecutivo empezando por el
1 para cada hoja, tal que as´ı: 1 .3 .6 .1 .4 .1 .28308 .4(MedicalDevicesManager)
.1(computeEngineControlInfo) .X, siendo X un valor del 1 al 15, que es el nu´mero de
hojas de esta rama.
3.2.2 Grupo MedicalDeviceInfo
El grupo medicalDeviceControlInfo contiene toda la informacio´n relativa a los datos
y recursos pertenecientes a los dispositivos me´dicos asociados. Toda esa informacio´n
se organiza en 4 tablas, divididas por informacio´n de control, datos te´cnicos de los
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dispositivos, errores sucedidos durante la recogida de esos datos, y cambios en el estado
de asociacio´n de los MDs.
A cada MD dentro de nuestra base de datos vamos a proporcionarle un identificador
que servira´ para indexar varias de las tablas de la MIB. Ese identificador sera´n nu´meros
consecutivos en orden de la primera conexio´n al CE. La forma de indexar las entradas de
las tablas de este apartado sera´ mediante el identificador del dispositivo responsable de
la entrada, y para las entradas correspondientes a datos, estados y errores, tambie´n
se utilizara´ el ı´ndice del dato, estado o error en cuestio´n, quedando un OID de
esta forma: 1 .3 .6 .1 .4 .1 .28308 .4(MedicalDevicesManager) .2(MedicalDeviceInfo)
.1(MedicalDeviceControlTable) .A(identificador de la tabla dentro del grupo) .1(Entry
de la tabla) .B(indentificador del para´metro dentro de la tabla) .C(identificador del
dispositivo) .D(identificador del dato, estado o error, cuando se requiera).
3.2.2.1 MedicalDeviceControlTable
Esta tabla contiene informacio´n esta´tica de los dispositivos. Entre ellos se incluyen
el fabricante, modelo e identificador del MD, adema´s del tipo de dispositivo, protocolo,
configuracio´n utilizada y la fecha en que se conecto´ por primera vez al CE. Finalmente
contiene dos para´metros de escritura similares a los descritos en el grupo anterior,
updateRequestState y updateRequestTechData, que en este caso se utilizan para
permitir al gestor pedir la actualizacio´n del estado o informacio´n te´cnica del dispositivo
en cuestio´n.
Se creara´ una entrada nueva en esta tabla cada vez que un nuevo dispositivo se
registre en el CE. Es posible que la primera vez que un dispositivo se conecte no nos
proporcione informacio´n suficiente para llenar todos los para´metros de la nueva entrada.
Si es as´ı, todos los valores no facilitados permanecera´n con un valor nulo hasta que el MD
los actualice en pro´ximas transmisiones. Para solicitar una actualizacion de valores, el
gestor activara´ la actualizacio´n poniendo el valor 1 en los campos de updateRequestState
o updateResquestTechnicalData. Posteriormente estos valores volvera´n al valor anterior
para no estar realizando peticiones de actualizacio´n continuamente.
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Figura 3.3. Objetos de MedicalDeviceControlTable.
3.2.2.2 MedicalDeviceDataTable
Esta tabla contiene informacio´n relativa al funcionamiento te´cnico de los MDs tales
como el tipo de alimentacio´n, el nivel de bater´ıa restante y la estimacio´n de la duracio´n
de la bater´ıa, o si se ha producido algu´n error en esa medicio´n. Adema´s guardamos
tambie´n la fecha en que se realizo´ esa entrada en la tabla.
Para cada uno de los dispositivos esta tabla permite registrar un total de 20 entradas
relativas a sus datos te´cnicos, lo que permitira´ realizar comparativas o permitira´ observar
su comportamiento a lo largo del tiempo. Cuando un dispositivo env´ıa por primera vez
un dato, se incializan sus 20 entradas a un valor nulo y se van rellenando conforme van
llegando ma´s mediciones. Una vez completas todas las entradas disponibles, se empiezan
a sobreescribir las entradas ma´s antiguas y se actualiza la posicio´n de cada entrada para
que la nueva entrada pase a ser la primera en la tabla. A la hora de evaluar las entradas
desde el gestor, ignoraremos aquellas que todav´ıa sigan con valor nulo.
3.2.2.3 MedicalDeviceStateTable
Cuando el manager detecta un cambio de estado en un dispositivo lo hace saber
mediante el documento XML correspondiente. En esta tabla se almacenan esos cambios
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de estado. Adema´s del nuevo estado, en esta tabla podemos encontrar la fecha en que se
recibio´ la informacio´n y los identificadores correspondientes al dispositivo y el nu´mero
de captura de la entrada. Para esta tabla se han seguido las mismas reglas respecto al
taman˜o y la inicializacio´n que en la tabla anterior.
Figura 3.4. Objetos de MedicaDeviceDataTable.
Figura 3.5. Objetos de MedicalDeviceStateTable.
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3.2.2.4 SpecificErrorsTable
A veces los datos recibidos de los dispositivos muestran un problema de
funcionamiento del mismo. La informacio´n relacionada con los errores existentes en la
recepcio´n de datos te´cnicos se incluyen en una entrada en esta tabla. Los errores que se
van a monitorizar son en el funcionamiento del dispositivo en s´ı, en el funcionamiento
del sensor en caso de que el dispositivo tuviera uno, en la conexio´n del dispositivo con el
CE, las posibles interferencias que pudiera tener el sensor y que invalidar´ıa la medida o
un fallo en la sen˜al, como por ejemplo una sen˜al erra´tica o demasiado pobre para medirse
adecuadamente. Realmente la mayor´ıa de los dispositivos no son capaces de transmitir
estos problemas espec´ıficos, u´nicamente el pulsiox´ımetro dentro de los dispositivos que
vamos a tratar.
Figura 3.6. Objetos de SpecificErrorsTable.
Adema´s de los datos te´cnicos recibimos tambie´n el dato me´dico del dispositivo para
tratarlo en la bu´squeda de errores. Mientras que los errores espec´ıficos son enviados
mediante una entrada en el documento XML que se recibe, un error en el funcionamiento
normal del dispositivo se descubre analizando la informacio´n me´dica. Del dato me´dico
se obtiene tanto su valor como la unidad en que se ha realizado y el tipo de dato. Se
evalu´a si el valor entra dentro de los para´metros correctos para ese tipo de medida y esas
unidades. En caso de que no sea el caso, se activa el parametro de error de la entrada
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en la tabla de datos y se crea una nueva entrada en la tabla de errores especificando el
tipo de error que se ha observado.
3.2.3 Grupo AlarmTable
Este grupo esta´ formado en exclusiva por una tabla que almacena las alarmas
definidas por los gestores del agente. Como es una tabla configurable por el gestor,
inclu´ımos un para´metro de estado de la entrada para saber si la entrada esta en creacio´n
o ya creada y validada. Se permite la definicio´n de 3 tipos de alarmas: alarmas por
valor, por un valor que sobrepase un umbral definido por encima o que lo sobrepase por
debajo. Para cada una habra´ que definir el OID de la variable que vamos a monitorizar,
as´ı como el valor de la misma o los umbrales que no debe sobrepasar y el evento que se
va a producir al activar la alarma, dependiendo de la alarma que se defina. Adema´s se
debe especificar el identificador del gestor que ha definido dicha alarma, para saber cua´l
es la direccio´n IP del gestor en caso de que haya que enviarle una Trap.
Figura 3.7. Objetos de AlarmTable.
En este grupo la indexacio´n se realizara´ mediante el identificador del dispositivo y
el ı´ndice de la alarma, quedando un OID final similar a los anteriores, 1 .3 .6 .1 .4 .1
.28308 .4(MedicalDevicesManager) .3(AlarmTable) .1(AlarmEntry) .A(identificador del
para´metro dentro de la tabla) .B(identificador del dispositivo) .C(´ındice de la alarma).
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Para crear una entrada en la tabla de alarmas se tiene que mandar primero una
peticio´n de creacio´n de entrada, lo que si se ha realizado correctamente dara´ lugar a
una nueva entrada en la tabla con todo sus valores nulos menos los ı´ndices, necesarios
para realizar la indexacio´n. Ma´s tarde habra´ que ir rellenando los valores del OID de la
variable a monitorizar, del gestor y de al menos una de la tres alarmas disponibles antes
de que se nos permita validar la entrada. Hasta que la entrada no se valida la alarma no
se considera definida y no se activara´ cuando deber´ıa. Esta forma de crear una entrada
se adecu´a al uso de la filosof´ıa RMON.
3.2.4 Grupo EventTables
En este grupo podemos encontrar la informacio´n relacionada con la gestio´n de los
eventos activos en el sistema. Se subdivide en dos tablas, una para almacenar los datos
necesarios para configurar los eventos que crean los gestores, y otra que contiene los logs
de los eventos que as´ı lo dispongan en su configuracio´n.
A la hora de indexar este grupo, el identificador del evento sera´ obligatorio, an˜adiendo
el ı´ndice de log para la tabla de logs, resultando un OID como el siguiente: 1 .3 .6 .1 .4 .1
.28308 .4(MedicalDevicesManager) .4(EventTables) .A(identificador de la tabla).1(Entry
de la tabla) .B(identificador del para´metro en la tabla) .C(identificador del evento)
.D(´ındice de log, cuando se requiera).
3.2.4.1 ConfigEventTable
En esta tabla se almacenan los eventos que los gestores han definido para controlar
las acciones que se llevan a cabo cuando se activa una alarma. Para ello se han de definir
en cada evento el tipo de evento que es, el tipo de trap que se manda cuando se activa,
en caso de mandar alguna, y el gestor al que se debe avisar en caso de activacio´n.
La forma de crear entradas es del mismo estilo que para la entrada de alarmas. La
diferencia radica en que en este caso necesitamos tener la entrada definida en su totalidad
antes de validar.
3.2.4.2 LogTable
Esta tabla registra los logs resultantes de la activacio´n de una alarma. No todas las
alarmas generan un log, eso depende de si el evento asociado a ella lo permite. Como los
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logs depende tanto de la alarma como de evento asociado, para cada log registramos la
alarma y el evento asociado que lo crearon. Adema´s se an˜ade una descripcio´n de lo que
ha pasado para que se creara la entrada y la fecha en que se creo´.
Un evento puede tener varias alarmas asociadas, mientras que una alarma
esta´ asociada a un u´nico evento. Por ello para indexar la tabla utilizaremos el ı´ndice
del evento, adema´s del ı´ndice del log.
Figura 3.8. Objetos de ConfigEventTable.
Figura 3.9. Objetos de LogTable.
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3.2.5 Grupo ManagerTable
Grupo compuesto por una u´nica tabla, permite registrar gestores a los que luego
esta´ permitido el env´ıo de traps. Esta informacio´n se compone de la IP del gestor para
recibir los traps, un tele´fono de contacto, direccio´n de correo electro´nico y lugar de
trabajo. Tambie´n encontramos un para´metro que nos permite en un futuro diferenciar
los permisos que tiene cada gestor dentro de la MIB. Adema´s existe un campo que nos
permite indexar los gestores de forma consecutiva.
Figura 3.10. Objetos de ManagerTable.
Para indexar utilizaremos precisamente el ı´ndice del gestor, lo que resultra´ en un
OID como este: 1 .3 .6 .1 .4 .1 .28308 .4(MedicalDevicesManager) .5(ManagerTable)
.1(ManagerEntry) .A(identificador del para´metro en la tabla) .B(identificador del
gestor).
3.2.6 Definicio´n de los Traps
Para informar al gestor de los problemas te´cnicos de los dispositivos se han disen˜ado
5 tipos de Traps para abarcar todas las posibles situaciones: SystemOvercharged,
WrongDeviceWorking, SpecificError, NewMD y Warning.
Un Trap es un mensaje enviado por un agente de forma as´ıncrona al puerto 162
(puerto por defecto para la recepcio´n de Traps) de un gestor de la red, para informar
de ciertos cambios importantes sobre el estado de un proceso. La definicio´n y env´ıo de
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los Traps permite a los gestores conocer los problemas te´cnicos de los dispositivos en
tiempo real, reduciendo el tiempo de reaccio´n necesario para solucionar el problema.
Con cada mensaje no so´lo se env´ıa el tipo de Trap, sino tambie´n una serie de valores que
nos ayudan a evaluar el problema sin tener que buscar en las tablas de la MIB que´ valor
ha hecho saltar las alarmas.
Cuando el uso de alguno de los recursos propios del CE supera un cierto umbral, se
lanza una Trap de tipo SytemOvercharged. De esta forma evitamos que se sobrecargue el
CE y tengamos problemas en la recepcio´n de la informacio´n de los dispositivos te´cnicos.
Las variables que se adjuntan son el ancho de banda, uso de CPU y uso de memoria del
CE, junto con la fecha en que ocurrio´ la sobrecarga.
Cuando alguna de las medidas realizadas por los dispositivos se salen del rango
aceptable en caso de buen funcionamiento del dispositivo, se activa un Trap tipo
WrongDeviceWorking. Este mensaje nos permite conocer el mal funcionamiento de
alguno de los dispositivos. Los valores que se mandan son el identificador del dispositivo,
el identificador de la captura y la fecha en que ocurrio´ el fallo.
Para errores ma´s concretos que son comunicados a trave´s de los archivos XML se
utiliza el Trap SpecificError. Con este mensaje mandamos todos los para´metros de la
entrada en la tabla de errores que ha creado esta situacio´n. De esta forma el gestor puede
ver cua´l de los posibles errores espec´ıficos ha ocurrido.
Tambie´n nos interesa saber cua´ndo se ha conectado un dispositivo nuevo, por eso
definimos la Trap NewMD. Cada vez que un nuevo dispositivo se registra en el CE, se
manda un Trap de este tipo a cada gestor registrado en la tabla ManagerTable. Para
conocer la informacio´n relativa al dispositivo, se manda la entrada creada en la tabla de
control de MDs junto al tipo de trap en el mensaje.
Finalmente, se define un trap gene´rico que se puede utilizar para todos aquellas
variables de la MIB que no son cubiertas con los Traps anteriormente descritos, como
por ejemplo una alarma de cambio de estado a un valor concreto. Este tipo de Trap se
denomina Warning, e incluye el OID y valor que ha hecho activarse a la alarma.
3.3 Definicio´n formal de la MIB
La definicio´n formal de la MIB ha sido realizada siguiendo el SMIv2 (18),
estructura de gestio´n de la informacio´n, que presenta el formato para la informacio´n
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de administracio´n, convenciones, sintaxis y reglas ba´sicas para la construccio´n de MIBs.
La definicio´n completa y estructura formal de la MIB se recoge en el anexo E. Un ejemplo
de la definicio´n ser´ıa el siguiente:
idComputeEngine OBJECT-TYPE
SYNTAX OCTET STRING
ACCESS read-only
STATUS mandatory
DESCRIPTION ‘‘This is the identifier for this compute engine inside
the network.’’
::= { computeEngineControlInfo 1}
Cada objeto de la MIB tiene que tener especificados los siguientes para´metros:
Nombre (usando la convencio´n SMI), tipo de dato del ASN.1 (integer32,octetstring,
objectidentifier,etc.) o de los tipos de datos definidos en la MIB (en este caso:
Date, DisplayString EntryStatus, Mode, OperationValue, OwnerString), el tipo de
acceso permitido para ese valor (lectura, escritura, lectura / escritura), soporte de la
implementacio´n requerida (status: definidos todos en este caso como obligatorios), una
breve descripcio´n del objeto y su relacio´n con otros objetos de la MIB, es decir, su
posicio´n dentro del a´rbol, indicando a que´ tabla pertenece y en que´ posicio´n se encuentra.
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4.1 Definicio´n de un entorno de simulacio´n
Para comprobar el correcto funcionamiento del sistema integrado, se han realizado
una serie de pruebas incluyendo todos los aspectos que el agente es capaz de gestionar.
Hemos realizado las pruebas con un software de simulacio´n de disen˜o propio que nos
permitira´ reproducir situaciones reales de funcionamiento.
El primer interfaz es el que nos aparece al lanzar el agente en un equipo. Este
interfaz nos permite configurar el puerto y la IP en el que escuchara´ el agente, as´ı como
los para´metros de seguridad que regira´n las comunicaciones. Estos para´metros esta´n
compuestos por el nombre de usuario, las contrasen˜as de autenticacio´n y privacidad y el
nivel de seguridad de la comunicacio´n (privacidad y autenticacio´n, so´lo autenticacio´n
o ninguna de las dos). Una vez lanzado el interfaz, podemos conectarnos al mismo
mediante un gestor SNMP comercial. En nuestro caso utilizamos MIB Browser. Adema´s
de escuchar en un puerto a la espera de la conexio´n del gestor, el agente tambie´n abre
un socket que le permitira´ recibir los documentos XML proporcionados por el manager
X.73. El interfaz se puede observar en la figura 4.1, en el anexo A se puede comprobar
con ma´s detalle la forma en que el agente se conecta al gestor y recibe estos documentos.
El segundo interfaz nos permitira´ simular la presencia de dispositivos me´dicos en
el sistema. Vamos a simular 4 tipos diferentes de dispositivos: termo´metro, ba´scula,
pulsiox´ımetro y medidor de presio´n arterial. El interfaz simula el comportamiento
de estos dispositivos, permitiendo enviar modificaciones en el estado o mensajes con
informacio´n te´cnica. Tras seleccionar el tipo de informacio´n que se va a transmitir,
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Figura 4.1. Interfaz gra´fico del agente desarrollado.
se crea un documento XML que representara´ dicha informacio´n mediante las etiquetas
correspondientes del protocolo X.73 para cada para´metro. Esta informacio´n se transmite
utilizando un socket como si del verdadero manager se tratara. Este interfaz se explica
ma´s detalladamente en el anexo B.
4.2 Entorno de pruebas
Para evaluar los resultados obtenidos en las pruebas realizadas al agente, vamos
a mostrar el comportamiento del agente mediante un ejemplo que ilustraremos con
capturas de pantalla en el que se seguira´ el proceso lo´gico de conexio´n y env´ıo de datos de
un dispositivo, adema´s de la creacio´n de alarmas y eventos y su posterior funcionamiento.
Para comprobar que los valores en las tablas son correctos nos conectaremos al agente
con el MIB Browser y visualizaremos las tablas desde su interfaz gra´fico.
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4.2.1 Recogida de informacio´n del CE
Cuando activamos el agente, aparte de abrir el socket y quedarse escuchando a la
espera de conexiones por parte del gestor, tambie´n empieza la recogida de informacio´n
de recursos propios del CE. El agente env´ıa peticiones SNMP a la MIB II presente en
el CE en la que se recoge informacio´n del tra´fico y nivel de utilizacio´n de los sistemas
del CE. Estos datos se almacenan en la tabla de control del CE. El resto de valores de
esa tabla son esta´ticos en su mayor´ıa y se escriben al iniciar el agente por primera vez.
En la figura 4.2 vemos los objetos pertenecientes a la tabla de control tras consultar los
recursos propios del sistema.
Figura 4.2. Visualizacio´n del contenido de la tabla de control del CE.
4.2.2 Recepcio´n y almacenamiento de datos de los
dispositivos me´dicos
Uno de los principales objetivos del agente es el mantenimiento de una MIB con la
informacio´n que le llega de los dispositivos me´dicos. Para comenzar las pruebas, partimos
del supuesto de que el agente acaba de ser instalado en el CE y no se ha conectado
todav´ıa ningu´n dispositivo, por lo tanto sus tablas esta´n vac´ıas. As´ı podemos comprobar
que desde el principio el agente funciona correctamente.
En este caso vamos a simular la conexio´n de un termo´metro al CE. Al conectarse el
boto´n rojo del interfaz gra´fico pasa a color verde si se ha realizado la conexio´n, como
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vemos en la figura 4.3. Lo primero que hacen los dispositivos al conectarse por primera vez
es mandar su estado de funcionamiento. Cuando un dispositivo se conecta por primera
vez debe enviar un estado de AVAILABLE. A partir de ese momento el dispositivo
puede cambiar de estado, pero no podra´ enviar datos hasta que se encuentre en estado
ASSOCIATED. La primera vez que llegue a este estado el dispositivo enviara´ informacio´n
te´cnica, y a partir de entonces cada vez que el dispositivo se asocie podra´ enviar
informacio´n, cambiando su estado a OPERATING. En la figura 4.4 se muestra un
ejemplo de XML.
Figura 4.3. Interfaz con un termo´metro conectado al sistema.
Para interpretar la informacio´n presente en el documento, el agente lee las etiquetas
que deben llevar los para´metros para poder ser interpretadas por el protocolo X.73.
En la figura 4.4 vemos algunos ejemplos de etiquetas. Unas etiquetas se utilizan para
informacio´n como la etiqueta STATEINFO para imformar de un estado. Tambie´n hay
etiquetas de atributos como MDC ATTR DEV CONFIG, que sirve para indicar que el
valor siguiente es la configuracio´n del dispositivo.
Dentro del XML, la informacio´n se divide en apartados segu´n el tipo de
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Figura 4.4. Ejemplo de XML que contiene informacio´n de estado.
informacio´n que se trate: te´cnica, me´dica o de estado. Dentro de cada apartado
se transmiten diferentes atributos, cada uno con un identificador (como el
MDC ATTR DEV CONFIG) y el valor o valores correspondientes. Los atributos
me´dicos tambie´n incluyen la escala con la que esta´n tomados.
Tras interpretar la informacio´n contenida en el documento, el agente almacena dicha
informacio´n en la tabla que corresponda. Lo primero que se comprueba es si el dispositivo
que ha enviado el mensaje esta´ registrado previamente en la MIB. De no ser as´ı, lo
registramos en la tabla de control de MDs y le asignamos un identificador dentro de la
MIB. Adema´s, actualizamos el nu´mero de MDs conectados al CE en la tabla de control
del CE. Si la informacio´n era te´cnica, se crea una entrada en la tabla de datos. Los
datos me´dicos inclu´ıdos en un XML con la informacio´n te´cnica servira´n para comprobar
si las medidas realizadas por el dispositivo entran dentro de los ma´rgenes aceptables de
trabajo. Es decir, si un termo´metro esta´ registrando valores de 50 ◦C, hay algo que no
funciona bien. Si el dispositivo transmite un error espec´ıfico o el dato me´dico se sale de los
umbrales de aceptacio´n, se crea a su vez una entrada en la tabla de errores. Finalmente,
la informacio´n de estado se escribira´ en la tabla de estados. Como explicamos en el
cap´ıtulo anterior, las tablas de datos y estados han sido limitadas en extensio´n para
evitar sobrecargar al agente con tablas demasiado grandes.
Siguiendo con el ejemplo que se ha iniciado al conectar un nuevo dispositivo, seguimos
realizando cambios en su estado, para posteriormente poder enviar informacio´n. En la
figura 4.5 podemos observar los estados por los que ha pasado el dispositivo antes de
poder enviar informacio´n.
El siguiente paso es el env´ıo de informacio´n por parte del dispositivo, cuyo registro
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en las tablas de la MIB podemos apreciar en la figura 4.6. A continuacio´n conectaremos
otro dispositivo ma´s (figura 4.7) y enviaremos mensajes con datos que contienen errores,
tanto generales de funcionamiento como espec´ıficos a traves del pulsiox´ımetro. En las
figuras 4.8 y 4.9 podemos observar el funcionamiento de la MIB en esos casos.
4.2.3 Comprobacio´n de alarmas y eventos
El gestor crea una alarmas o evento mediante el env´ıo de peticiones SNMP. Para
ello nuestro agente tiene que tratar esas peticiones, comprobar que´ tipo de peticio´n es,
y tratarla como corresponda.
Se van a definir una serie de alarmas para probar los diferentes tipos de Traps que
se pueden enviar. Primero se define una alarma que mande un trap de tipo Warning
cuando el primer dispositivo que se conecto´ env´ıe un estado de DISCONNECTED. En
la figura 4.11 se puede apreciar la configuracio´n de la alarma.
Hay que tener en cuenta que para poder definir una alarma antes se deben tener
creados los eventos a los que se va a asociar, como se puede comprobar en la figura
Figura 4.5. Vista desde MIB Browser del contenido de la tabla de estados.
Figura 4.6. Vista desde MIB Browser del contenido de la tabla de datos.
Figura 4.7. Conexio´n de varios dispositivos.
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Figura 4.8. Ejemplo de datos con errores.
Figura 4.9. Vista de la tabla de errores.
4.10. Tampoco se puede validar la alarma hasta que no se hayan definido un nu´mero
Figura 4.10. Error al crear alarma al no estar creado el evento asociado.
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determinado de objetos dentro de la tabla, y hasta que la alarma no se haya validado
no sera´ evaluada a la hora de determinar si se activan o no las alarmas.
Figura 4.11. Alarma configurada para el estado DISCONNECTED.
Para evaluar si se activa una alarma, cada vez que se introduce un nuevo dato en una
tabla, el agente comprueba si su OID coincide con alguno perteneciente a una alarma
definida y validada. En el caso de que as´ı sea, comprueba que el valor de la variable
cumple las restricciones impuestas por la alarma, esto es, el valor no excede los umbrales
o no es un valor concreto que activa la alarma. En caso de activarse la alarma, el evento
asociado a la misma indica lo que se debe hacer a continuacio´n. Segu´n sea el caso se
transmite un trap al gestor que definio´ la alarma, se crea una entrada en la tabla de logs
o ambas acciones.
En la figura 4.12 vemos co´mo llega una Trap al gestor indicando, adema´s del tipo de
Trap, el valor que ha hecho activarse la alarma.
4.2.4 Actualizacio´n de los MDs
Para simular el comportamiento del manager X.73 ante una peticio´n de actualizacio´n
de un dispositivo, se dispone de una serie de XML con informacio´n que responde a todos
los tipos de peticiones que pueden llegar de parte del agente. Tras enviar la peticio´n, se
simulara´ que el manager la ha recibido, la ha procesado y responde con un XML. La
respuesta es procesada a su vez por el proxy y posteriormente se trata como si de un
mensaje as´ıncrono enviado por el manager se tratara, actualizando las tablas que sean
necesarias.
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Figura 4.12. Trap enviada por la alarma anterior.
Para ilustrarlo en la figura 4.14 se puede comprobar como tras la peticio´n de
actualizacio´n del dispositivo, se ha producido una actualizacio´n en su estado.
Figura 4.13. Estados del dispositivo antes de actualizar.
Figura 4.14. Estados del dispositivo despue´s de actualizar.
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4.2.5 Borrado de tablas y objetos
Cuando un dispositivo se desvincula del CE, es decir, pasa al estado
NOTAVAILABLE, ya no es necesario guardar su informacio´n en la MIB, as´ı que se
procede al borrado de toda la informacio´n vinculada al dispositivo.
Se va a borrar el primer dispositivo que se conecto´, para poder evaluar todos los
pasos que se realizan a la hora de eliminar informacio´n. En las figuras 4.15 y 4.16 se
aprecia la situacio´n de las tablas de control y estados antes de borrar el dispositivo, y
en las figuras 4.17 y 4.18 el estado de las mismas tras proceder a la eliminacio´n del MD.
Figura 4.15. Tabla de control antes de eliminar dispositivo.
Figura 4.16. Tabla de estados antes de eliminar dispositivo.
Cap´ıtulo 4. Implementacio´n y pruebas 47
Figura 4.17. Tabla de control despue´s de eliminar dispositivo.
Figura 4.18. Tabla de estados despue´s de eliminar dispositivo.
Como se aprecia en las figuras posteriores a la eliminacio´n, al eliminar el primero
de los dispositivos, se actualizan los identificadores de los dispositivos que se registraran
posteriormente, lo que conlleva una actualizacio´n de los ı´ndices utilizados para indexar
tablas. Adema´s de borrar la informacio´n de control del dispositivo, se debera´n eliminar
las entradas correspondientes a sus datos, estados, errores y alarmas.
En cuanto a las alarmas y eventos, se puede borrar una alarma o evento de forma
individual cambiando su valor de status a 4. La eliminacio´n de un evento conlleva adema´s
la de los logs generados por el mismo.

Cap´ıtulo 5
Conclusiones y l´ıneas futuras
5.1 Conclusiones
En este proyecto se ha desarrollado un agente SNMPv3 para la gestio´n de dispositivos
me´dicos en entornos de atencio´n domiciliaria. La utilizacio´n de esta arquitectura
proporciona una estrutura de datos en la que se incluira´ la informacio´n obtenida
de los dispositivos me´dicos organizada de forma lo´gica y ordenada en tablas (MIB),
as´ı como del protocolo y la base de las comunicaciones con los gestores de la red y de
las comunicaciones con el manager X.73. Para desarrollar todas las herramientas que
componen el sistema de gestio´n se ha utilizado el lenguaje de programacio´n Java.
El agente constituye un sistema totalmente centralizado que puede instalarse como
un mo´dulo ma´s en cualquier sistema que ya posea una gestio´n de redes v´ıa SNMP.
Adema´s, no so´lo ofrece la ventaja de una centralizacio´n de la informacio´n proveniente
de los dispositivos me´dicos, sino que permite una escalabilidad total. Para el desarrollo
completo del agente se han disen˜ado e implementado los bloques que integran el sistema
completo: establecimiento y control de comunicaciones SNMP entre agente y gestores,
disen˜o de la MIB de gestio´n de la informacio´n te´cnica, control de las comunicaciones con
el manager X.73 y disen˜o de interfaz del agente y de interfaz de simulacio´n de manager
X.73. De esta forma, el agente propuesto permite la gestio´n de la informacio´n te´cnica de
los dispositivos, dejando a eleccio´n del gestor la configuracio´n de alarmas y eventos para
controlar de una manera efectiva los problemas presentes en los dispositivos. Tambie´n se
deja al usuario la eleccio´n de los para´metros de seguridad del agente, as´ı como el puerto
y la interfaz de salida al sistema, permitiendo mantener un registro de usuarios para
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configurar ra´pidamente los para´metros caracter´ısticos del agente.
Para el almacenamiento de la informacio´n se ha disen˜ado e implementado una
MIB privada. Esta MIB nos permite disponer de una estructura organizada en la que
almacenar la informacio´n (datos te´cnicos, estados, datos de control, errores, alarmas,
eventos y logs) necesaria para la gestio´n te´cnica de los dispositivos. La implementacio´n
f´ısica de la MIB se ha realizado mediante una base de datos MySQL. Ademas, para la
organizacio´n interna de la misma se ha disen˜ado una estructura basada en la utilizacio´n
de tablas que puede ser utilizada en la definicio´n de una MIB gene´rica. Adicionalmente
se han definido unos traps que permitira´n al agente avisar en caso de recibir alguna
medida ano´mala o la conexio´n de un nuevo dispositivo.
Para facilitar la configuracio´n del agente por parte del usuario, se ha disen˜ado
un interfaz desde el que se pueden establecer los para´metros de seguridad para la
conexio´n de la versio´n 3 de SNMP. Adema´s el interfaz permite tanto guardar como
cargar datos de configuracio´n establecidos previamente, lo que agiliza el proceso. Una
vez establecida la seguridad, permite seleccionar puerto e IP por los que el agente va a
estar escuchando, y lanzar y parar el agente mediante dos sencillos botones. Finalmente,
y como funcionalidad an˜adida, permite iniciar la MIB para asegurarnos de que hay tabla
creadas, o resetear la MIB.
Por u´ltimo, se han realizado pruebas mediante simulacio´n del sistema de gestio´n
propueto para comprobar el alcance de la gestio´n del sistema y asegurar que todas las
capacidades que el sistema se supone debe cumplir para realizar una gestio´n completa
realmente se llevan a cabo de forma satisfactoria. Mediante la consecucio´n de estas
pruebas, se presenta un resumen de los resultados obtenidos que demuestra la eficacia
del sistema de gestio´n de dispositivos me´dicos propuesto.
Podemos concluir que el agente desarrollado constituye un sistema integrado
y unificado de gestio´n de informacio´n te´cnica en entornos de telemonitorizacio´n
domiciliaria. Proporciona una gestio´n total de la informacio´n te´cnica que se transmite
de los MDs al CE, y a su vez, al haber tenido en cuenta en el disen˜o el uso del esta´ndar
X.73 por parte de los MDs, contribuye a implementar una plataforma esta´ndar donde
la interoperabilidad y la capacidad de gestio´n global esta´n garantizadas.
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5.2 L´ıneas futuras
La telemonitorizacio´n de pacientes es un tema de gran intere´s en la actualidad por
las posibilidades que ofrece, y por lo tanto las l´ıneas de investigacio´n que ofrece son
numerosas.
Las posibles v´ıas de desarrollo del proyecto de gestio´n de dispositivos me´dicos en
entornos de gestio´n domiciliaria son las siguientes:
• Aplicar el sistema presentado a la problema´tica de gestio´n de informacio´n me´dica
de los dispositivos me´dicos.
• Crear un gestor propio para facilitar y agilizar la gestio´n de la MIB creada en
contrapartida de soluciones comerciales como el MIB Browser de MG-Soft.
• Aumentar la capacidad de gestio´n an˜adiendo para´metros nuevos de los dispositivos
me´dicos y mejorando los traps creando traps nuevos ma´s espec´ıficos.
• Aumentar la variedad de dispositivos me´dicos que el agente puede gestionar.
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