An image processing system developed to support evaluation of Computed Tomographic Colonography (CTC) was presented at this conference in 1996. There is growing acceptance of the merits of interactive, intraluminal volume rendering for CTC, however, most current CTC systems contain technical problems that prohibit their routine clinical application.
BACKGROUND 2.1 CT Colonography
Computed Tomographic Colonography (CTC) is an emerging technique for detecting colon poiyps. Colon cancer is a major cause of death in industrialized nations. Since colon cancer develops from adenomatous polyps, detection and removal of these poiyps greatly reduces the risk of developing colon cancer. Currently available colorectal screening tests are imperfect. The potential use of CTC as a screening test holds great promise.
A CTC examination involves the use of a helical CT scanner to image the lower abdomen of a patient whose colon has been purged and insufflated with carbon dioxide.' Imaging is typically performed with five mm collimation, table speed of 7.5 mm per second, and a reconstruction interval of 3 mm. This results in the generation of a volume image containing approximately 150 tomograms or 40 million voxels.
CTC Interpretation System
CTC is the first clinical procedure to employ a combination of cross sections and rendered images for primary interpretation of a radiological examination. A custom image analysis system has been developed at our institution2 for CTC interpretation. This system simultaneously presents axial sections, rendered scout views, transcolonic cross sections, and two intraluminal perspective views. The system was developed because existing image analysis tools, while very powerful and flexible, proved unable to address the requirement for quick interpretation necessary for a clinical screening procedure. It has been shown that the use of this system is also more reliable than the interpretation of the axial tomograms alone.3 In order to achieve acceptable performance, novel volume rendering techniques were developed.
Conventional Rendering Techniques
"Rendering" is the use of a computer to generate three dimensional scenes. Algorithms which perform rendering can be classified by the type of input data they accept. Inputs to a rendering algorithm may be 1) geometric models, 2) polygonal surfaces, and 3)volume arrays. The class of rendering algorithms which accepts geometric models is widely used in engineering and entertainment applications but not in medical imaging. Objects in scenes from these algorithms are defined as sets of geometric elements such as cubes, cylinders, cones, and etc. Translucence, refraction, and reflection, as well as various surface texture properties, can be depicted.4 Very high quality ("photo-realistic") images of engineered environments can be generated by these methods.
For surface rendering, the surfaces of objects to be rendered are defined by sets of small polygons. Small, connected triangles are typically used. Scenes of objects with very complex shapes can be generated by these algorithms. However, like geometric rendering algorithms, these depict engineered objects. To be useful in medical imaging applications, surface rendering must be preceded by a segmentation process which divides the scanned volume into separate homogeneous objects. This segmentation is often slow and requires manual supervision. Also, misidentification of regions creates inappropriate textures and other artifacts. A larger disadvantage of required pre-segmentation, however, arises from the fact that surfaces in medical images are often ambiguous. Ideally, the definition of the surface could be altered at the time of image interpretation.
The input to volume rendering algorithms are samples of some physical property at intervals throughout the volume.
The translucence of each point in the rendered volume is depicted as a function of the sampled property. Thus, volume rendering entails many interpolations and projections. Volume rendering algorithms can be divided into two subclasses by the format of their input data sets. A three (or four) dimensional array of uniformly spaced volume elements (voxels) can be used. Conversely, voxels can be represented by a list of magnitude values and coordinates. The first of these formats (raster images) is ideally suited for medical imaging because it matches the data generated by CT scanners and other tomographic medical imaging modalities. List based algorithms have two main advantages. First; computers designed for geometric rendering or surface rendering often perform list based volume rendering very quickly. Second; it is possible to discard unimportant portions of the data set. For example, a segmentation operation can be performed and then all voxels which do not lie along a region boundary can be discarded. In this way, the rendering time (and quality) of surface rendering can be achieved with a volume rendering algorithm. Of course, this data reduction also results in the same inability to redefine surfaces as suffered by surface rendering techniques.
The classes of rendering algorithms also differ in the number of input elements typically used and the resources devoted to rendering each element. A geomethcally defined scene typically contains several hundred or a few thousand objects. Surface rendered scenes are typically specified by tens of thousands of small triangles. Volume rendering accepts volume images which contain tens of millions or even hundreds of millions of input voxels. In spite of the huge amount of processing required, volume rendering is the preferred method for CTC because of the need to support interactive redefinition of the rendered surfaces.
OPTIMIZATION OF RENDERING TECHNIQUES

Opportunities for Optimization
To be clinical viable, images must be rendered at a speed of several frames per second. To be widely accepted, equipment costs must also be controlled. Ideally, workstations costing less than twenty thousand dollars would be used. Meeting these competing requirements remains challenging, but, the scenes rendered for CTC have several properties which create opportunities for optimization.
These properties include very limited translucence and limited depth of view. CTC scenes virtually always depict opaque foreground objects and the most remote visible surface is within a twenty centimeters of the point of view. Also, there is a limited number of possible view points. The first step in analyzing a CTC scan is to map the colon's midline. All view points will be on or near this midline. Some of the optimizations made possible by these properties can be achieved by simply choosing appropriate rendering routines. Others require re-implementation of standard algorithms. Maximum efficiency is achieved using a novel new rendering algorithm which was designed specifically for this application.
It is a common software engineering practice to assume that since computer performance improves be at least 50% annually, by the time the system being developed is operational, it will run fast enough. This leads engineers to choose additional functionally, the use of purchased libraries, and similar factors over performance. In most cases, this is a correct approach. However, there are two reason to choose not to follow that reasoning in this case. First, there is a clinical requirement for a system which works now. We chose to proceed with the use and development of CTC without waiting for computer performance and price to improve. The second reason for maximizing the efficiency of the software is that we do not expect to have computers whose performance exceeds the operators' demands in the foreseeable future. As CTC gains clinical acceptance, user expectations of the system. will increase much faster than computer performance. For these reasons there is a present and continuing need for very efficient rendering techniques.
Rendering Direction
One of the most effective ways to improve rendering speed is to match the order in which scene elements are rendered to the nature of the scene. This concept is illustrated by the analogy of an artist painting a landscape. The artist could begin by painting a plain background scene of sky and distant horizon. Then he could paint over parts of this background to add in closer objects. And finally, he could paint the extreme foreground objects over the top of the entire scene. This is not a very efficient way to generate a scene. Much of the effort which went into generating the scene is not visible in the final product. Extending this metaphor to a ridiculous extreme, the artist could "render" the trunk of a tree by first painting the bark on the far side of the tree. Then details of the grain of the wood could be added. The grain couldbe drawn and redrawn at minute intervals through the trunk. Finally, all of this work would be painted over as the artist renders the visible bark on the near side of the tree. Obviously, this "back to front" method is a very inefficient approach to the task of rendering a scene. However, since it is not known a priori which voxels make up visible surfaces, this is precisely how many volume rendering algorithms work.
Another approach to volume rendering casts rays out from the view point along lines of sight. At small intervals along each ray, the translucence is sampled and the rendered pixel is modified. When the ray is totally attenuated, tracing is terminated. For scenes which are dominated by opaque foreground objects, (such as those from CTC) this approach is obviously much more efficient. Even when using a computer which has been designed to do the back-to-front rendering very quickly, it is impossible to achieve maximum performance when most of the processing time is spent rendering details which are obscured in the final scene.
Selection of Rendered Scene Matrix Size
The number of pixels in the rendered scenes are often determined by the physical size of the resulting image when displayed. A more effective approach selects a rendered scene matrix size based on the resolution of the input data. If a larger image must be displayed, interpolation can be performed without loss of detail.
Computed tomographic images are generally reconstructed with a 512 by 512 pixel matrix and a 35 cm reconstruction circle size. Thus, the distance between pixel centers in the original scan is 0.6836 mm. The ShannonWhittaker sampling theorem5 dictates that the separation between pixels in the rendered scene should be equal to this value and that the spacal wavelength of the finest reproducable tecture 1 .367 mm. The separation of rendered scene rays is a function of scene depth, field of view, and matrix size. When a 90 degree field of view is used, all rendered pixels within 22.8 cm of the view point are sampled at intervals smaller than required by the sampling theorem (over sampled) using a 256 by 256 pixel matrix. Applying similar reasoning to depth resolution leads to the conclusion that a depth precision of 1 part in 334 is required. Based on these results, we conclude that rendering should be performed using a 256 pixel square matrix and a depth buffer resolution of 9 bits. The resulting images can be subsequently interpolated to other matrix sizes and resolutions as needed for display.
Adaptive Matching of Matrix Size to Depth
Further optimization can be achieved by building on the work presented in sections 3.2 and 3.3. The apparent size of an object in a perspective scene varies with depth. This leads to over sampling of foreground objects by conventional rendering algorithms. It is possible to partially avoid this over sampling when a front to back rendering approach is used. This is done by first rendering the extreme foreground at a low resolution. When rays have been cast into the volume to the depth where the Nyquist criterion is marginally satisfied, the matrix size is doubled. Intermediate depth and attenuation values are interpolated. Rays which have not been totally attenuated are propagated deeper into the volume until their divergence again separates them by the Nyquist limit. At this depth, the matrix size is again doubled and the iterative process is repeated.
The casting of rays can be done in a bit reversed order like that used in "resolution sharpening" image transmission or a Cooley-Tokey fast fourier transform.6 Here, a few widely spaced rays are cast through the volume until they are totally attenuated. Then, if the rays are attenuated before under sampling occurs, depth values for rays between each of the cast ones are determined by interpolation. Otherwise, additional rays are cast beginning at the point where under sampling began and continuing into the volume until an opaque object is encountered. Again, this process is repeated at successively higher resolutions with only the unattenuated rays being traced until the desired image matrix size has been reached.
Panoramic Precomputation.
This is a technique which was used in some of our earliest CTC works. In applications such as CTC where a limited number of points of view are necessary, it is possible to render a complete set of scenes from which any desired view can be selected. Analysis of CTC data usually begins with a mapping of the colon's midline. All subsequent perspective rendering is from points of view which are on this midline. After the midline is defined, six scenes are rendered from points of view at small intervals along the midline. These six images each have a ninety degree field of view and are oriented along the positive and negative coordinate axis. This alignment with cardinal directions combined with appropriate selection of the sampling interval allows the ray casting to be done with bilinear interpolation which is much faster the trilinear interpolation which is usually required. This simplification reduces rendering time by about thirty percent.
The resulting six images correspond to murals painted on the four walls, the ceiling, and the floor of a hypothetical cubic room centered over the view point. A volume rendered scene from any arbitrary orientation with any field of view can generated by surface rendering this simple (six polygon) cubic room using the prerendered scenes as surface maps. This is equivalent to warping and merging several of the scenes together. This processing can be performed interactively on very inexpensive workstations. Completely adequate interactively can be achieve using computers capable of approximately million operations per second.
This technique produces volume rendered images at speed greater the possible even with surface rendering. The utility of this technique, like surface rendering, is limited by the inability to interactively alter the surface defining parameters. This limitation and the requirement for even quicker rendering than could be achieved with the optimizations described above led to the development of the rendering algorithm which is described in section 4.
HYPERLIST VOLUME RENDERING
Overview of Hyperlist Rendering
This is a voxel list based technique. However, it avoids the limitation of predefining surfaces. When there are a finite number of possible view points and the need for translucence is limited, it is possible to select a set of voxels which will contain all surfaces. In a typical CTC examination, the set of possible threshold voxels is remarkably small. In these cases all of the possible viewpoints are within the gas insufflated colon and rendering depths can be limited to twelve centimeters or less. Under these circumstances, the required data set is approximately five percent of the voxels in the scan.
Lossless Data Reduction
In renderings without translucence, a voxel may only lie on a visible surface if its value is either greater than all voxels between it and the view point, or is less than all those voxels. This, of course, is true regardless of the threshold. To find these voxels, rays are cast out in all possible directions from each possible view point. Along each of these rays, all voxels whose value is either greater than or less than all previously encountered voxels along the ray are identified.
A list is generated which contains the coordinates of each identified voxel. The value of the voxel and that of the last previously identified voxel are also stored. These values form the upper and lower bounds on threshold values for which the selected voxel lies on a visible surface. These data are extracted for each view point and the resulting list is sorted by position. Points which are visible from multiple viewpoints will have several adjacent elements in this list. These redundant data are compressed into a single entry with the maximum range of threshold values and the range of consecutive view points noted. The remaining data are then reordered by initial view point.
This processing is performed in a noninteractive mode before the CTC scan is interactively analyzed. The exhaustive ray casting to detect potential surface points is quite similar to the ray casting aspect of conventional front to back volume rendering. Therefore, many of the optimization outlined in section 3 can be applied.
Dynamic Transformation of Candidate Surface Voxels Into Hyperlists
During interactive interpretation, a complete list of potentially visible voxels is maintained within the computers memory. As the point of view is interactively moved along the midline, the voxels which have become obscured are released and those which will soon come into view are loaded. In most cases, the buffer is large enough to contain about twice as many voxels as could be seen from a single view point. This dynamic buffer is managed by a separate processing thread which keeps the segment of the colon whose surfaces are loaded approximately centered over the current view point.
This loaded voxel list is stored in a data structure know as a "hyperlist". This structure is unique from a conventional voxel list much as hypertext is different from standard text. This difference, of course, is that links connect related element in diverse sections of the structure. This data structure is different form a linked list in several powerful ways. Perhaps the most important difference is in how the links are formed. Every element in the structure is accessible even when a minimum number of links are present. However, whenever an element is chosen (in this case, selected for transformation into the rendered scene) additional links are generated which associate the selected voxel with others. A single index is also maintained which identifies the voxels which are visible in the most recent rendering.
The hyperlinks form a four dimensional mesh. Two of these dimensions relate to coordinates in the rendered image. The others are aligned with view point number (distance along the colon midline) and with depth or threshold value. These last two dimensions correspond to parameters which are constant throughout an entire rendered scene. Since both of these parameters are never simultaneously manipulated, the hyperlist links form mainly along orthogonal planes within this parameter space. Movements along these planes become increasingly efficient. This leads to rendering performance similar to that achieved by algorithms which use depth buffer recycling without the associated erosion of resolution. While selected voxels remain within the hyperlist, the number of links increases making the link mesh progressively more intricate and powerful. Thus, while a selected region of the colon is explored, the rendering speed increases.
Rendering from Hyperlists.
Hyperlinks are always maintained that connect voxels into strings which form line of sight rays through each pixel in the scene to be rendered. These links are formed whenever the view point is altered. To do this, the voxels are divided into six sectors and sorted by direction and distance from the view point. The precision of the integer direction components can be varied with depth to form a set of rays which embody the resolution to depth matching described in section 3.4.
When a single opaque surface is rendered with depth and gradient shading (as is typically used in CTC), rendering a pixel is as simple as scanning the corresponding hyperlist to find the depth of the threshold crossing and interpolating the shading value into the rendered scene. Additional links are created which associate the selected depths among adjacent rays. These new links make it possible to render previously observed areas of the view field without searching along depths (ray tracing). The use of these alternate links is similar in complexity to two dimensional geometric transformation with bilinear interpolation. Similar additional hyperlinks are generated when the point of view is gradually altered. Thus rendering speed is significantly enhanced when the traversal of a segment of the colon midline is repeated.
Other Applications of Hyperlist Rendering
The hyperlist volume rendering algorithm has been presented as a fast method for rendering perspective scenes with depth or gradient shading which contain opaque foreground objects. Indeed, it was developed specifically for this purpose. However, it is also quite efficient at rendering with a variety of other shading techniques and is adaptable to many other applications. This method can be used whenever there is a finite number of view points or all view points lie within regions with know boundaries.
Maximum intensity projections (MIP's) can be rendered by selecting the end node from the ray hyperlists described above. Of course, if the potential use of MIP shading is anticipated, Additional hyperlinks to the terminating node could be recorded. This would further simplifies rendering. Translucency can be rendered by allowing multiple voxels along the extracted ray to contribute to the rendered voxel. Many other shading methods can also be performed.
TISSUE CHARACTERIZATION FROM HYPERLISTS
There are three aspects of tissue characterization which apply to CTC. The first of these is the differentiation of mucosal surface from colon lumen. The second is the classification of identified polypoid masses. The final aspect is the identification of subtle mural masses which might be overlooked due to their unremarkable appearance on both cross sectional and rendered images.
Processing of Retained Liquid
Differentiation between the gas insufflated into the colon lumen and the mucosal surface of the colon is almost trivial. However, the lavage preparation required prior to CTC often leaves significant fluid within the colon. This liquid can obscure the colon surface and lesions because it is usually isodense with soft tissue. An automated segmentation technique combined with the administration of an oral stool marker could help in solving this problem.
The current CTC analysis software processes enhanced liquid without difficulty. Negative threshold crossings are processed just as positive ones are. The voxel at the view point is always considered transparent. When the colon midline passes beneath the surface of a pool of liquid contrast, the definition of the wall automatically switches and the liquid/mucosal surface is rendered. An additional benefit of this feature is that evaluation of contrast-enhanced vascular structures is also supported by this system. Preliminary experience with prototype software indicates that it is also possible to automatically eliminate retained liquid from the hyperlist data structures. A related enhancement promises to replace the user specified threshold with a value which is found by statistical analysis of the voxels along each projected ray. Neither of these enhancements have been sufficiently developed for use in the clinical system.
Classificationof Polypoid Masses
There is a need to evaluate polypoid masses and determine their true nature. Solid stool is often indistinguishable from polyps in rendered images. Also, some intraluminal masses are benign lipomas which do not require treatment when fully characterized. While these abnormalities can have similar shapes, they have different internal morphology. The density of stool is often lower than soft tissue (polyps). Furthermore, stool is usually more heterogeneous than a polyp. Lipomas are composed largely of fat cells. Therefore their internal density is significantly different from other soft tissue neoplasm. These differences can be determined either from the tomographic images or from the rendering hyperlist. The hyperlists could potentially be used to structure rigorous definitions for automatic differentiation. Much additional effort is needed to fully realize the potential of this application of hyperlists.
Detection of Subtle Mural Masses
It has been reported7 that flat polyps can be automatically identified by measuring mucosal thickness or perfusion. If such measurements do prove useful, the hyperlist rendering algorithm will be very effective because of its inherent encoding of these parameters. S 6. CONCLUSION CT Colonography is a new method of assessing the colorectum for neoplastic growths. The system which we presented one year ago was the first clinically viable method for analyzing these examinations. That system has now been used evaluate over 100 CTC examinations. Many of these have been processed multiple times by different radiologists for training purposes and to assess interobserver variability.8 Although the performance of available workstations has improved substantially during this period, these improvements have been far outpaced by increases in workload. This trend is expected to continue for several years.
The purpose of this manuscript has been to describe a unique method of volume rendering that was developed to meet CTC's specific requirements for high resolution interactive volume rendering. This technique, referred to as "hyperlist volume rendering", is voxel list based and generates a multiple dimensional link mesh. In this way, endoluminal perspective renderings with dynamic surface definition can be generated and displayed at interactive speeds on low cost workstations. Lesion detection and characterization is also possible using the described system.
