If K is a large enough field and P ⊂ K 2 is a fixed, generic set of points, which is available for precomputation, we show how to compute all the evaluations of any dense polynomial f on P in quasi-linear time. Similarly, in quasi-linear time then given interpolation constraints on P and a target y-degree, we compute an f having those evaluations on P and at most that y-degree. Our genericity assumption is explicit and we prove most point sets over a large enough field satisfy it. If P violates the assumption our algorithms still work and the performance degrades smoothly according to a distance from being generic.
INTRODUCTION
Let K be an effective field. We consider the three classical problems for bivariate polynomials K[x, y] mentioned in the title. We assume a model where parts of the input are given early as preinput which is available for heavier computation, and the primary goal is to keep the complexity of the online phase, once the remaining input is given, to a minimum.
Multi-point evaluation (MPE): with preinput a point set P = {(α i , β i )} n i=1 ⊆ K 2 and input f ∈ K[x, y], compute f (α i , β i ) n i=1 . We give two algorithms: the first requires that P has distinct xcoordinates and has online complexityÕ(deg x f deg y f +n) as long as P is balanced, a notion we define in the paper 1 ; the second accepts repeated x-coordinates with online complexityÕ(deg x f (deg x f + deg y f ) + n) as long as a certain "shearing" of P is balanced.
Interpolation: with preinput a point set P as before, and input interpolation constraints γ ∈ K n , compute f ∈ K[x, y] such that f (α i , β i ) n i=1 = γ , satisfying some constraints on the monomial support. We give an algorithm which preinputs a degree bound d y ∈ Z >0 and such that the output polynomial f is dense with deg y f < d y and deg x f ∈ O(n/d y ). The online complexity is O(n) assuming that P is balanced. d y should exceed the x-valency of P, i.e. the maximal number of y-coordinates for any given xcoordinate.
Modular composition: with preinput G, R ∈ K[x], we input f ∈ K[x, y] and compute f (x, R) rem G. Our algorithm has online 1 "soft-O" ignores logarithmic terms: O (f (n)(log f (n)) c ) ⊂Õ (f (n)) for any c ∈ Z >0 . complexityÕ(deg x f deg y f + deg R + deg G), as long as the ideal ⟨G, y − R⟩ is balanced.
We prove that if P ⊆ K 2 is random of fixed cardinality n, and if |K| ≫ n 2 log(n) then P is balanced with high probability 2 . Similarly, if G is square-free and R is uniformly random, then ⟨G, y − R⟩ is balanced with high probability. For our second MPE algorithm, we shear the point set, see below. Since our current genericity techniques do not extend to this, we do not make claims on it being generically balanced. Ad-hoc simulations indicate that this is be the case unless the x-valency of P is very high. The cost of the second MPE algorithm is not symmetric in the x and y-degree, so whenever deg x f < deg y f one should consider transposing the input, i.e. MPE of f (Y , X ) on P ⊤ = {(β i , α i )} n i=1 . In this case, the balanced assumption is on P ⊤ .
Our algorithms are deterministic, and once the preinput has been processed, the user knows whether it is balanced and hence whether the algorithms will perform well once the input arrives. Further, the performance of our algorithms deteriorate smoothly with how "unbalanced" the input is. In a toolbox one might therefore apply our algorithms whenever the input turns out to be sufficiently balanced and reverting to other algorithms on very unbalanced input.
Precomputation can be reasonable if we e.g. compute MPE's on the same point set for many different polynomials. This occurs in coding theory, where MPE of bivariate polynomials corresponds to "encoding" of certain algebraic codes such as some Reed-Muller codes [1, Chapter 5] and some algebraic-geometric codes [13] : here P is fixed and communication commences by a (very long) series of MPE's on bivariate polynomials on P. In these applications, P will often not be random, but chosen carefully, and so our genericity assumptions might not apply.
Techniques. We introduce a tool we call reshaping of polynomials for achieving the following: given an ideal I ⊆ K[x, y] and f ∈ K[x, y], computef ∈ f + I with smaller y-degree. For instance, in MPE and when P has distinct x-coordinates, we let Γ ⊂ K[x, y] be the ideal of polynomials which vanish on all the points P. Then all elements of f +Γ have the same evaluations on P, so we compute af ∈ f + Γ of y-degree 0, and then apply fast univariate MPE.
An obvious idea to accomplish this is to choose some д ∈ Γ of lower y-degree and whose leading y-term is monic, and then computef = f rem д. The problem is to control the x-degree off , which generically grows by (deg y f − deg y д) deg x д. Our idea is to look for polynomials д that we call reshapers, which have the form 
which is easy to compute and has y-degree less than 2d y /3 and x-degree only deg x f + deg x д. To reduce the y-degree down to 0, as in MPE, we repeat the process logarithmically many times.
For efficiency, we therefore need the x-degrees of all these reshapers д to be small. For MPE, stating that д ∈ Γ specifies n homogenoeus linear restrictions on the coefficients ofд, so generically we could expect that ≈ n monomials suffice to solve for д; since deg yд < d y /3 we might expect that deg x д i ≈ 3n/d y suffice. Informally, by P being "balanced" we mean that all the д-polynomials we need for reshaping will satisfy this "expected" degree constraint.
To handle point sets with repeated x-coordinates, we shear the points by (α, β) → (α + θ β, β), where θ ∈ L \ K and L : K is a field extension of degree 2. The resulting point set now has distinct xcoordinates. This replaces f (x, y) with f (x − θy, y), and whenever deg x f < deg y f we stay within quasi-linear complexity if the sheared point set is balanced.
Previous work. Quasi-linear complexity has been achieved for multivariate MPE and interpolation on special point sets and monomial support: Pan [17] gave an algorithm on grids, and van der Hoeven and Schost [25] (see also [5, Sec. 2] ) generalised this to certain types of subsets of grids, constraining both the points and the monomial support. See [25] for earlier work on interpolation, achieving worse than quasi-linear complexity.
In classical univariate modular composition, we are given f , G, R in K[x] and seek f (R) rem G. Brent and Kung's baby-step giant-step algorithm [3, 18] performs this operation inÕ(n (ω+1)/2 ), where ω is the matrix multiplication exponent with best known bound ω < 2.37286 [12] . Nüsken and Ziegler [16] extended this to a bivariate input f ∈ K[x, y]: they showed how to compute f (x, R) rem G in complexity O(deg x f (deg y f ) (ω+1)/2 ), assuming that both deg x R and deg x G are at most deg x f deg y f . They applied this result to solve MPE in the same cost; in this paper, we use essentially the same link between these problems. To the best of our knowledge, this is currently the best known cost bound for these problems, in the algebraic complexity model.
In a breakthough result, Kedlaya and Umans [10] achieved "almost linear" time for modular composition and MPE, for specific types of fields K and in the bit complexity model. For univariate modular composition, the cost is O(n 1+ϵ ) bit operations for any ϵ > 0, while for MPE it is O((n + (deg x f ) 2 ) 1+ϵ ), assuming deg y f < deg x f (the algorithm also supports multivariate MPE). Unfortunately, these algorithms have so far resisted attempts at a practical implementation [24] .
Our quasi-linear online complexities improve on the above results (including Kedlaya and Umans' ones since quasi-linear compares favorably to almost linear). However we stress that none of the above algorithms have the two constraints of our work: allowing precomputation on P, and genericity of P. For modular composition, allowing precomputation on G was proposed in [23] to leverage the factorisation structure of G. Except for slight benefits of precomputation in the context of Brent and Kung's modular composition algorithm (used e.g. in the Flint and NTL libraries [7, 21] ), we are unaware of other work focusing on the use of precomputation for MPE, Interpolation, and Modular Composition.
Genericity has recently been used for such problems by Villard [26] , who showed how to efficiently compute the resultant of two generic bivariate polynomials f , д ∈ K[x, y]; a particular case is the computation of the characteristic polynomial of G ∈ K[x] in the quotient K[x]/⟨G⟩ for given R and G in K[x], with direct links to the univariate composition f (R) rem G [26, 27] . This led to an ongoing work on achieving modular composition with exponent (ω + 2)/3 [14] , thus improving upon Brent and Kung's result but not reaching quasi-linear complexity (even for ω = 2). In that line of work, the main benefit from genericity is that the ideal ⟨G, y −R⟩ admits bases formed by m polynomials of y-degree < m and x-degree at most deg(G)/m, for a given parameter 2 ≤ m ≤ deg(G). Such a basis is represented as an m × m matrix over K[x] with all entries of degree at most deg(G)/m, and one can then rely on fast univariate polynomial matrix algorithms. One of the main contributions of [26] is to show how to compute such a basis efficiently.
In this paper, genericity serves a purpose similar to that in [14, 26] : it ensures the existence of such bases for several parameters m, and also of the reshapers д mentioned above; besides we make use of these bases to precompute these reshapers. Note that, these objects being only used in the precomputation stage, the speed of computing them is not a main concern in this paper. Once the reshapers are known, our algorithms work without requiring any other genericity property.
Organisation. After some preliminaries in Section 2, we describe the reshaping strategy for an arbitrary ideal in Section 3. Then Sections 4 to 6 give algorithms for each of the three problems. We discuss precomputation in Section 7 and genericity in Section 8.
PRELIMINARIES
For complexity estimates, we use the algebraic RAM model and count arithmetic operations in K. By M(n) we denote the cost of multiplying two univariate polynomials over K of degree at most n. We may take M(n) ∈ O(n log n log log n) ⊂Õ(n) [4] , or the slightly faster [8] . Univariate division with remainder, qo_rem, has similar cost O(M(n)), see e.g. [28, Theorem 9.6] . When degrees of a polynomial, say f ∈ K[x], appears in a complexity estimates, we will abuse notation and denote by deg x f the quantity max(deg x f , 1). This shorthand makes e.g. the expression O(deg x д deg y д) denote the time for e.g. scanning all coefficients of some д ∈ K[x, y].
The following two results on univariate polynomials are wellknown, see e.g. [ 
We will also use the fact that given f , д ∈ K[x, y], we may For a bivariate polynomial
For our genericity results, we will invoke the following staple: [6, 20, 29] ). Let f ∈ K[x 1 , . . . , x n ] and T ⊆ K Let α 1 , . . . , α k ∈ T be chosen independently and uniformly at random. Then the probability that f (α 1 , . . . , α k ) = 0 is at most d/|T |, where d is the total degree of f .
Vanishing ideals of point sets
For a point set P ⊆ K 2 , we define its vanishing ideal as follows:
The x-valency of P, denoted by ν x (P), is the maximal number of y-coordinates for any given
When ν x (P) = 1 then all the x-coordinates of P are different.
The following is an explicit lex-ordered Gröbner basis for Γ(P):
The proof of Proposition 2.2 is in the appendix, but remark that we can take b ′ i to be
is as in the proposition and r ∈ K[x] is the interpolation polynomial satisfying r (α) = β for each (α, β) ∈ P.
The following lemma bounds the cost of computing a reduced Gröbner basis of Γ(P), which we use only to bound the complexity of our precomputation; it rests on [2] which is currently in review.
The interpolation algorithm of that paper is a small generalisation of Pan's interpolation algorithm on grids [17] . Lemma 2. 3 . Given a point set P ⊆ K 2 of size n, we can compute a reduced Gröbner basis IV.5] shows that for any interpolation constraints on such a point set, we can compute a polynomial with y-degree less than i and x-degree less than n i := |X 0 \ X i | < n. The complexity of this algorithm isÕ(n i i), so to compute all the b ′ i costs O(nν x 2 ). To obtain a reduced Gröbner basis, we then compute
Proof. Use the notation of Proposition 2.2. For each
We define Γ m (P) ⊂ Γ(P) to be the subset of polynomials of y-degree less than m. The following shows that Γ m (P) is a K[x]module of rank m, and we can compute an explicit basis for it using Lemma 2. 3 . The lemma follows from Lazard's structure theorem on lex-Gröbner bases of bivariate ideals [11] , see the appendix.
RESHAPE
We first describe our "reshape" algorithm which takes f ∈ K[x, y] and an ideal I and findsf ∈ f + I whose y-degree is below some target. This will pass through several intermediate elements of f +I of progressively smaller y-degree. This sequence of y-degrees has to be of the following form:
Our algorithms are faster with short reshaping sequences, so we should choose
It is easy to see that for any a, b ∈ Z >0 , there is an (a, b)-reshaping sequence of length at most log 3/2 (a) + 1. We return in Section 3.1 to when η-reshapers exist for vanishing ideals of point sets. 
Proof.f ∈ f +I since each д i ∈ I . We turn to the degree bounds. Letf i ,f i,0 ,f i,1 be the values off ,f 0 resp.f 1 at the end of iteration i. We show the following loop-invariants, which imply the bounds on the degrees on the outputf :
Both are true for i = 0, (just before the loop). For the x-degree bound, then clearly deg xf i ≤ deg xf i−1 + deg x д i , and the loop invariant follows. For the y-degree bound, then write
We get that
For complexity, work is only done in Line 4. We can assume η 1 ≤ deg y f for otherwise the algorithm could be called with the same input but the first element of both η and д removed. Since deg yf i,1дi < η i then the multiplication can be done in complexity
The addition in the same line is only linear in the same amount since similar degree bounds hold forf i,0 . We get that the i'th iteration has cost
. Transpose the double-sum and use η 1 > η 2 > . . . > η k to conclude. □
Reshapers for point sets
In Section 8 we prove that balancedness captures the expected x-degree of a reshaping sequence. The following is crucial for our complexity estimates: Lemma 3.4. Let P ⊆ K 2 be an η-balanced point set with |P | = n for some reshaping sequence η = (η i ) k i=0 , and д = (
Let P ⊆ K 2 be a point set and η = (η i ) k i=0 a reshaping sequence. As long as
be as in Proposition 2.2. Since b ν x (P) is y-monic, deg y (y η rem G) < ν x (P) for any η ∈ Z >0 , Hence we may set д i = y η i − (y η i rem G), and this yields an η-reshaper as long as ν x (P) ≤ δ i . □ Corollary 3.6. Let P ⊆ K 2 be a point set of cardinality n and a, b ∈ Z >0 with n > a > b ≥ ν x := γ (P). Then there is an (a, b)reshaping sequence η which satisfies the conditions of Lemma 3.5 and has length k ≤ log 3/2 (a) + 1 ∈ O(log(a)).
It is not hard to see that η is an (a, b)-reshaping sequence. Indeed, clearly the endpoints are correct, and η i−1 > η i for i = 1, . . . , k. Moreover,
which concludes the proof. □
MULTI-POINT EVALUATION
In this section we use reshaping for MPE with precomputation; i.e. given a point set P ⊂ K 2 upon which we are allowed to perform precomputation, and a polynomial f ∈ K[x, y] which is assumed to be received at online time, compute f (P) for all P ∈ P. Algorithm 2 deals with the case ν x (P) = 1, which we can reduce to an instance of univariate MPE using Reshape. The cost of the Algorithm 2 follows directly from Theorem 3.2. Algorithm 2 can easily be extended to the case where ν x (P) > 1 by partitioning P into ν x (P) many subsets, each having x-valency one. This approach also has quasi-linear complexity in the input size as long as ν x (P) ≪ n, or more precisely if nν x (P) ∈Õ(n).
When ν x (P) is large, this strategy is costly, and we proceed instead by shearing the point set, as proposed by Nüsken and Ziegler [16] , so that the resulting point set has distinct x-coordinates: by taking θ ∈ L \ K, where L is an extension field of K of degree 2, we apply the map (α, β) → (α + θ β, β) to each element of P. The problem then reduces to evaluatingf = f (x − θy, y) at the sheared points. To computef [16] provides an algorithm with complexity O(M(d x (d x +d y )) log(d x )). Algorithm 3 describes a basic algorithm for this task which improves the cost on the logarithmic level. 
Proof. For correctness we write
For complexity we observe only computing the Taylor shifts s t costs operations in K. We use univariate MPE and interpolation:ŝ t is given by interpolatingŝ 
INTERPOLATION
In this section we use reshaping for the interpolation problem in a very similar setting: we preinput a point set P for precomputation, and interpolation values at online time. When P are appropriately balanced, we are able to solve the interpolation problem in quasilinear time (see Algorithm 5). The strategy is to first shear the point set to have unique y-coordinates and then compute u ∈ L[y] which interpolates the values on the sheared y-coordinates. We then reshape this into r ∈ L[x, y] with xand y-degree roughly √ n.
Shearing back this polynomial to interpolate the original point set is now in quasi-linear time. We then use reshaping again to obtain the target y-degree.
with η k 1 = ⌊ √ n⌋ for some k 1 and satisfying the conditions of Lemma 3.5. Precomputation: 
IfP is η 1 -balanced and P is η 2 -balanced the complexity isÕ(n) assuming that k 1 , k 2 ∈ O(log n).
Proof. First note that it follows from Lemma 3.5 that д 1 and д 2 actually exist since d y > ν x (P). 
and all entries in γ are in K, we must have that s 2 (α i , β i ) = 0 for i = 1, . . . , n, which implies that s 1 (α i , β i ) = γ i . We also then have
and
The complexity estimate simply gathers the calls to Algorithm 1 and Algorithm 3. The relaxed cost under the balance assumptions is due to Lemma 3. 4 . □
MODULAR COMPOSITION
We now turn to the following generalisation of the univariate modular composition problem: given G,
We will consider the variant of the problem where G and R are available for precomputation. Consider the ideal I = ⟨G, y − R⟩ ⊆ K[x, y]. Computing (2) is tantamount to computing the unique element of (f + I ) ∩ K[x] of degree less than n. We can therefore consider this a reshaping task: given f of some y-degree, reshape it to one of y-degree 0 while keeping it fixed modulo I : this is formalised as Algorithm 6.
Similar to the terminology for point sets, if η = (η i ) k i=0 is a reshaping sequence, we say that
PRECOMPUTING RESHAPERS
We now describe algorithms for the precomputation of reshapers. We use a canonical normal form of univariate polynomial matrices called Popov form [19] . They exist for singular and rectangular matrices, but we will only need the full-rank square case. For any t = (t i ) δ i=1 ∈ Z ≥0 let |t | = δ i=1 t i , and for any matrix Popov forms are special cases of "row reduced forms" which enjoy the Predictable Degree Property [9, Thm. 6.3-13] , which implies the following: if P ∈ K[x] δ ×δ is the Popov basis of M, then any row vector v ∈ K[x] 1×δ can be written uniquely as v = v ′ + uP, where cdeg(v ′ ) < degdet(P) entrywise. Furthermore, v ′ has minimal row degree among all vectors of the coset v + M. We will denote v ′ by v rem P. In the following, we will convert between bivariate polynomials and K[x]-matrices using the following map: for any δ ∈ Z >0 and Proof. If a satisfactory д = y η −д ∈ I exists, then deg y (y η rem G) ≤ deg y (д) since G is a lex-ordered Gröbner basis with x ≺ y. Hence the algorithm does not fail in Line 2.
For correctness of the output, observe that y η − R ∈ I so satisfactory д = y η −д all haveд ∈ R + I δ . Now,д of Line 6 is clearly in R + I δ since P is the Popov basis of I δ , but alsoд has minimal x-degree in the coset R + I δ . Hence among all д of the correct form, the algorithm returns that of minimal x-degree.
For complexity, work is done in Lines 1, 5 and 6. Note that since G is reduced then deg For Line 1 we use van der Hoeven [22] : the multivariate division algorithm computes q 0 , . . . , q s , R ∈ K[x, y] such that y η = q 0 b 0 + . . . + q s b s + R, and the cost of the algorithm can be bounded as
where deg • x · denotes an a priori upper bound on the x-degree, and similarly for deg • y ·. Firstly since G is a lex-ordered Gröbner basis, then deg •
For the x-degrees, note that in an iteration of the division algorithm where b i , i > 0 is used, then deg x r < deg x b 0 , where r is the current remainder, since otherwise we would have used b 0 as deg 
We claim that for any δ > ν x then degdet(ϕ δ (Γ δ (P))) = n: we use the notation X i from Proposition 2. 
GENERICITY
In this section we prove that on random input, our algorithms will usually display quasi-linear complexity, i.e. that random point sets are usually balanced and that for random R, G then ⟨G, y − R⟩ is balanced.
Lemma 8. 1 . Let α = [α 1 , . . . , α n ] ∈ K n with α i α j when i j, and let x, y, y 1 , . . . , y n be n + 2 distinct variables (transcendental over K). Consider for s ∈ Z >0 the following matrix A s :
where D is the diagonal matrix with entries (y 1 , . . . , y n ), and V s = [α j−1 i ] i, j ∈ K n×s . Then A s has full rank min(n, ms).
Proof. if we specialise y i to α s i for i = 1, . . . , n, we obtain a matrixâ s = [α j−1 i ] i, j ∈ K n×ms which is the n × ms Vandermonde matrix over α . Since the α i are distinct, this has full rank min(n, ms).
Hence A s must also be full rank over L. □
The columns of A s correspond to monomials x i y j for a bivariate polynomial p ∈ K[x, y] with x-degree less than s and y-degree less than m. If p ∈ Γ(P) is a bivariate polynomial which vanishes on all points in some point set P ⊂ K 2 having distinct x-coordinates, then we can considerÂ s = (A s ) |y i →β i ∈ K n×ms to be the specialisation of the y i variables to the values β i . Then the coefficients of p, properly organised as a vector, will be in the right kernel ofÂ s .
We now determine the exact row degrees of the Popov basis P m of ϕ m (Γ m (P)) for a "random" point set. Note that Γ m has rank m, and so P m is a full-rank m × m matrix. The affine transformation λ will be used for modular composition but will be just the identity function for MPE and interpolation. Lemma 8. 2 . Let α 1 , . . . , α n ∈ K be distinct, let T ⊆ K a finite subset, and let λ : K n → K n be an affine transformation. Let γ 1 , . . . , γ n ⊆ T be chosen independently and uniformly at random, set (β 1 , . . . , β n ) = λ(γ 1 , . . . , γ n ), and set P = {(α i , β i )} n i=1 . Let m ∈ Z >0 with ν x (P) < m ≤ n and let (d, t) = qo_rem(n, m). Let P m ∈ K[x] m×m be the Popov basis of ϕ m (Γ m (P)). With probability at least 1 − 2nm/|T | then P m has exactly m − t rows of degree d and t rows of degree d + 1. In particular deg x P m ≤ d + 1 with probability at least 1 − 2nm/|T |.
Proof. Let p 1 , . . . , p m ∈ K[x, y] be the non-zero bivariate polynomials corresponding to the rows of P m . As in the proof of Corollary 7.5, then degdet P m = n and in particular m i=1 deg x p i = n. Let A s ∈ K[y 1 , . . . , y n ] n×ms be as in Lemma 8.1, and letÂ s = (A s ) |y i →β i ∈ K n×ms . We know rank(A s ) = min(n, ms) for any s ∈ Z >0 . Consider first s = d: if deg x p i < d for some row i, then the coefficients of p i properly organised as a vector is in the right kernel ofÂ d , and so rank(Â d ) < rank(A d ) = md. In particular, if we let the M ∈ K[y 1 , . . . , y n ] be one of the non-zero md × md minors of A d then M(β 1 , . . . , β n ) = M(λ(γ 1 , . . . , γ n )) = 0. M has degree at most m − 1 in each variable, so the total degree of M is less than nm. We can write λ(z 1 , . . . , z n ) = (λ 1 , . . . , λ n ), where each λ i ∈ K[z 1 , . . . , z n ] has total degree 1, and so the composition M•λ ∈ K[z 1 , . . . , z n ] also has total degree less than nm. By Lemma 2.1 then the probability that M(λ(γ 1 , . . . , γ n )) = 0 for independently and uniformly randomly chosen γ j ∈ T is at most nm/|T |.
Assume therefore that we are in a case where there are no rows of P m with degree less than d. If deg x p i = d for some row i, then the coefficients of p i as a vector is in the right kernel ofÂ d +1 ∈ K n×m(d +1) . By Lemma 8.1 then A d +1 has a rightkernel of dimension exactly m(d + 1) − n = m − t. Since the rows of P m are linearly independent over K[x], and therefore also over K, this gives at most m − t rows of P m with x-degree exactly d whenever rank(Â d +1 ) = rank(A d +1 ). We therefore consider N ∈ K[y 1 , . . . , y n ] a non-zero n × n minor of A d +1 . Again N has total degree less than nm, and so the probability that N (β 1 , . . . , β n ) = N (λ(γ 1 , . . . , γ n )) = 0 for independently and uniformly randomly chosen γ j ∈ T is at most nm/|T |, and this then bounds the probability that rank(Â d +1 ) < rank(A d +1 ).
Hence, with probability at least 1 − 2nd/|T | then P m has no rows of degree less than d and at most m − t rows of degree exactly d. The remaining t rows each have degree at least d + 1, while their degrees must sum to
Hence they each have degree exactly d + 1. □ Algorithm 7 for computing reshapers output a д = y η −д with deg yд < δ satisfying deg xд ≤ deg x P δ , where P δ is the Popov basis of Γ δ (P). Lemma 8.2 states that generically we can expect deg x P δ = ⌊ n δ ⌋ + 1, and so when δ = 2η i − η i−1 + 1 in a reshaping sequence, this exactly matches the definition of η-balanced. Proposition 8. 3 . Let α 1 , . . . , α n ∈ K be distinct, let T ⊆ K a finite subset, and let λ : K n → K n be an affine transformation. Let γ 1 , . . . , γ n ⊆ T be chosen independently and uniformly at random, set (β 1 , . . . , β n ) = λ(γ 1 , . . . , γ n ), and set P = {(α i , β i )} n i=1 . Let η = (η i ) k i=0 be a reshaping sequence with η 0 ≤ n and satisfying the constraints of Lemma 3. 5 . With probability at least 1 − n 2 k | T | , then P is η-balanced.
The above proposition directly applies to both our MPE and interpolation algorithm on random point sets with unique x-coordinates. There are many formulations depending on the type of randomness one needs over the point sets; the following is a simple example of such over finite fields: Corollary 8. 4 . Let d y , n ∈ Z >0 with d y ≤ n and F q be a finite field with q elements, and let P = {(α i , β i )} n i=1 ⊆ F 2 q be chosen uniformly at random among point sets with cardinality n.
With probability at least 1 − n 2 q 1 − 3n 2 (log 3/2 (n)+1) q over the choice of P, there exists two deterministic algorithms with complexitỹ O(n) with the following behaviour:
(1) Input polynomial f ∈ F q [x, y] with deg y f < d y , and output (f (α i , β i )) n i=1 ∈ F n q .
(2) Input interpolation values γ = (γ i ) n i=1 ∈ F n q , and output f ∈ F q [x, y] satisfying f (α i , β i ) = γ i for i = 1, . . . , n, as well as deg y f < d y and deg x f ≤ cn for some constant c which depends only on n and d y .
Proof sketch. The probability simply bounds the probability that P has unique x-coordinates and that it is balanced in all the necessary ways. Corollary 3.6 there is an appropriate reshaping sequence of length log 3/2 (n) + 1 or less. □
We do not make a claim about the genericity of Algorithm 4: indeed, due to the shearing in that algorithm, the arguments of this section do not immediately apply. Lastly, we turn to the genericity of modular composition: Theorem 8. 5 . Let G ∈ K[x] be square-free with degree n, let d y ∈ Z >0 with d y ≤ n and let η be a (d y , 1)-reshaping sequence of length k. Let T ⊆ K be a finite subset, and let R ∈ K[x] be chosen uniformly at random of degree less than n with coefficients from T . Then I = ⟨G, y − R⟩ is η-balanced with probability at least 1 − n 2 k | T | .
Proof. Let L : K be the splitting field of G, so there exists α 1 , . . . , α n ∈ L such that G = n i=1 (x − α i ), where n = deg x G. Since G is square-free then the α i are distinct. Write R = n−1 i=0 r i x i−1 , where the r i ∈ T are chosen independently and uniformly at random, and define the dependent stochastic variables β i = R(α i ) for i = 1, . . . , n. Then the map λ(r 0 , . . . , r n−1 ) = (β 
