Abstract-The Bell Labs layered space-time (BLAST) architecture is a simple and efficient multiantenna coding structure that can achieve high spectral efficiency. Many BLAST detectors require more receiver antennas than transmitter antennas. We propose two novel turbo-processing BLAST detectors that can operate in systems with fewer receiver antennas than transmitter antennas. Both detectors are based on the group-detection strategy. The first proposed detector, the reduced-dimension maximum a posteriori (RDMAP) detector uses a dynamically formed group for each bit decision, while the second proposed detector, the group maximum a posteriori (GMAP) uses a static grouping. For both detectors, a maximum a posteriori (MAP) decision is made using a group of transmitted symbols, and the remaining signal contribution is treated as interference. The interference is characterized as nonzero mean colored-noise source that is whitened before a decision is made. Both proposed detectors are generalizations of the MAP detector and the turbo-processing minimum mean-squared error (MMSE) detector in Sellathurai and Haykin, and Abe and Matsumoto. An uncoded bit-error rate analysis for an independent Rayleigh fading environment is also presented. Simulated results are presented which show that both the RDMAP and GMAP detectors have a performance improvement over the MMSE detector, especially in systems having an excess number of transmitter antennas.
I. INTRODUCTION
T HE use of multiple transmitter and receiver antennas can provide a tremendous capacity increase in wireless fading environments [1] . The Bell Labs layered space-time (BLAST) architecture is a simple and efficient coding structure that can take advantage of the multiple-input multiple-output (MIMO) channel capacity. A simple interference cancellation and nulling algorithm (ICNA) can be used in detection for both the original diagonal BLAST (D-BLAST) architecture and simplified vertical BLAST (V-BLAST) [4] . In systems with several more receiver antennas than transmitter antennas, even an uncoded V-BLAST system can largely take advantage of the available channel capacity [5] . ICNA, however, gives rise to increasingly poor performance as the number of receiver antennas approaches the number of transmitter antennas, and becomes infeasible for systems with an excess number of transmitter antennas. Systems having an excess number of transmitter antennas thus demand a more complex detection structure, and exist in different scenarios. For example, in the downlink of a cellular systems, size limitationsoften makeit infeasible to have a mobile station with many receiving antennas. A similar situation can exist when there is more than one transmitter and a single receiver, thus, the total number of transmitting antennas can easily exceed the number of receiving antennas.
There are several detection strategies that can be applied to systems having an excess number of transmitter antennas. An optimal solution is the maximum-likelihood (ML) detector. The ML detector unfortunately has an exponential complexity that grows with , where is the constellation size and is the number of transmitter antennas. The ML detector can be implemented using the sphere-decoding algorithm [6] with no performance loss and a complexity reduction. Although the average case complexity of the sphere-decoding algorithm can be polynomial at high signal-to-noise ratio (SNR) [7] , sphere decoding still has a exponential worst-case complexity. Suboptimal ML detectors have been applied to BLAST systems using tree-search algorithms [8] and group detection strategies [9] , [10] .
Turbo processing is an effective way to improve the performance of a BLAST receiver. Layered turbo processing receivers have been employed in [11] - [13] , which consist of an iterative exchange of soft information between the detector and the decoders. The optimal soft-input soft-output (SISO) detector is the maximum a posteriori (MAP) detector, which, like the ML detector, has an exponential complexity that grows with . For systems with a large number of transmitter antennas, a computationallymorefeasibleminimummean-squarederror(MMSE)detector has been proposed, first in the multiuser context [14] , [15] , and later applied to BLAST [2] , [3] . The detector discussed in [2] and [3] uses soft interference cancellation with an instantaneous MMSE filter that only suppresses residual interference that has not been cancelled. A similar detector is proposed in [16] , which additionally employs a reduced-set MAP detector by forcing tentative decisions. For the detector in [2] and [3] , much of the energy from interfering symbols is cancelled after the first iteration, and the instantaneous MMSE filter only needs to suppress energy from uncertain symbols. The performance of theSISO MMSE detector improves dramatically with successive iterations, but falls short of the MAP detector performance, especially in systems having a significant excess of transmitter antennas.
In this paper, we propose two novel SISO detectors, termed the reduced-dimension MAP (RDMAP) detector and group MAP (GMAP) detector, which are both based on a group detection strategy. These detectors bridge the performance gap between MAP and MMSE detectors in systems with an excess number of transmitter antennas, and are developed for quadrature amplitude modulation (QAM). The RDMAP and GMAP detectors operate by dividing the set of transmitted symbols into two groups: a MAP group and an interfering group. In the RDMAP detector, the MAP and interfering groups are formed dynamically for each bit decision. The GMAP detector reduces the complexity of the RDMAP detector by using a static set of disjoint MAP groups and jointly producesabitdecisionforeachbitinagroup.Anovelgreedyalgorithm is proposed to form the MAP groups for the GMAP detector. For both detectors, the symbols in the interfering group are treated as an interfering noise source that is whitened by applying an appropriate filter. The prior probabilities for the interfering symbols are used to determine the mean of the interfering noise source. The size of the MAP group is an adjustable parameter that determines the detector complexity. Through the choice of this parameter, we show that the RDMAP and GMAP detectors are a generalization of both the MAP detector and MMSE detector in [2] and [3] .
In this paper, we develop the RDMAP and GMAP detectors for a BLAST transmission across a flat-fading channel. These detectors can also be applied to threaded space-time (TST) codes [17] and universal space-time codes [18] that have recently been developed as generalizations of BLAST. In addition, the RDMAP and GMAP can be easily extended to the frequency-selective channel, following the formulation in [3] by stacking symbols from different time instances together. Finally, we distinguish our group detection strategy from that in [9] , as the solution in [9] does not use a noise-whitening filter, and from the solution in [10] , as we incorporate prior information into the whitening filter.
An uncoded bit-error rate (BER) analysis of the RDMAP and GMAP detectors is also presented in this paper for an independent Rayleigh fading channel. By approximating the MAP decision rule with the ML decision rule, the union bound on the symbol-error rate (SER) probability can be expressed as the sum of Hermitian quadratic forms in complex Gaussian variables. The BER is obtained from the probability density function (pdf) of the summed Hermitian quadratic forms.
The remainder of this paper is organized as follows. Section II provides a system model that includes the layered transmitter, channel model, and turbo-processing receiver structure. Section III describes the detector design, starting with the MAP detector, followed by the RDMAP and GMAP detectors. An uncoded BER analysis is developed in Section IV, with a complexity analysis and simulated results in Section V. Finally, Section VI contains a summary and concluding remarks.
II. SYSTEM MODEL

A. Layered Space-Time Transmitter
Consider the transmitter structure in Fig. 1 for a layered space-time architecture [2] having transmitter antennas. Binary data is demultiplexed into bit streams that are independently encoded and interleaved, where is the number of bits per symbol to be modulated on the inphase and quadrature phase signals. Let , , and denote the the set of raw binary data, channel coded output, and interleaver output, respectively, for the th bit stream. The change of indexing variable for to indicates the interleaving process. Groups of bit streams are then modulated using an -ary Gray coded modulation function. The th modulated output or layer is given by , where is the Gray-coded -ary modulating function whose output is . For quaternary phase-shift keying (QPSK), the th-layer modulated output is given by . The modulated output from each layer is passed through a modulo-shifter that changes every seconds, and with no loss of generality, we set equal to the symbol period. The transmitted signal on antenna is given by , .
B. Channel Model
We consider a flat-fading MIMO channel with transmitter antennas and receiver antennas sampled at symbol rate. The channel output at the th receiver antenna at the th time index is given by (1) where is the channel gain between the th transmitter antenna and the th receiver antenna, and is an additive white Gaussian noise (AWGN) source of variance . We define the SNR at the channel output as SNR , where for QPSK. Stacking measurements in the spatial domain results in (2) where , and . It is convenient to transform the complex channel equation in (2) into the real matrix equation (3) where , , , is the real channel matrix with and .
C. Turbo BLAST Receiver
The block diagram for the turbo-processing BLAST receiver is shown in Fig. 2 . The receiver consists of a SISO symbol detector, a set of SISO channel decoders, and an interleaver and deinterleaver between each decoder and the detector. There are modulo-shifters at the input and output of the detector that have been omitted from Fig. 2 for clarity. In each iteration, the detector produces an a posteriori probability (APP) for each coded bit in the form of a log-likelihood ratio (LLR) that is given by (5) where is the extrinsic information that is fed to the channel decoder for the th bit stream, and is the a priori information provided by the th channel decoder. The channel decoders produce an extrinsic LLR for each coded bit as (6) After a sufficient number of iterations, estimates for the uncoded bits can be obtained as (7) The channel decoders can be efficiently implemented using a SISO APP module [19] .
III. DETECTOR DESIGN
The optimal APP detector can be derived by evaluating (5) over all possible symbol vectors. From (3), the signal component of the real-value channel observation is determined by a symbol vector , and is formed from a bit vector . Let be the set of possible , and let be a subset of having , . The APP for a coded bit can be evaluated in the log domain as
The evaluation of (8) can be computationally prohibitive for systems with a large number of transmitter antennas. There are a total terms to be summed in the numerator and denominator of (8) . In Sections III-A and B, we derive two reduced-complexity detectors that are based on reducing the size of the symbol vector .
A. Reduced-Dimension MAP Detector
In order to reduce the number of terms to be summed in the MAP decision, we perform a MAP decision using a subset of the elements of the symbol vector and treat the contribution of the remaining signal contribution as interference. For a signal vector , define the MAP group as the set of integers corresponding to indexes of elements in used in the MAP decision. Further define an interfering group as a complementary set of integers corresponding to indexes of elements in such that and . For a particular choice of , the channel output can be expressed as (9) where is the reduced-dimension signal vector, is the interference vector, ,
, and is the th column of . The time index has been omitted for clarity. The contribution of the interference and Gaussian noise can be treated as a colored noise source. Let be the colored noise source whose mean is , where and is evaluated using the prior probabilities from the channel decoders as (10) For a symbol mapping , the symbol probability is , with . For QPSK modulation, (10) reduces to . The covariance of is given by (11) where and . For QPSK,
. We have assumed perfect interleaving in (11) such that the elements of are independent. The noise can be whitened by first removing the mean and then applying an appropriate noise-whitening filter , where is a diagonal matrix and is an orthogonal matrix, both obtained from the eigenvalue decomposition of , . The whitened channel observation is given by (12) Under the assumption the noise at the filter output is Gaussian, the APP for the bit corresponding to the th bit in the mapping can be evaluated as (13) where is the set of possible having . The noise at the filter output is uncorrelated, but it is not Gaussian, since the interference has a non-Gaussian pdf. This is especially true at high SNR, when the noise contribution is almost entirely from inference. The APP in (13) tends to be more confident than the true APP, because of the non-Gaussian noise at the filter output. An overconfident APP can cause the turbo receiver to diverge. In order to prevent divergence, we prescale the prior LLRs according to , where . Prescaling the prior LLRs leads to an overestimation of the noise power from interfering symbols and compensates for the non-Gaussian noise pdf. The prescaling function tends to scale down large LLR values more than small LLR values, as incorrect large LLR values are more likely to cause divergence.
The choice of the groups and is critical to the performance of the RDMAP detector. Consider forming and for bit decisions corresponding to a symbol . The biggest factor affecting the bit decision in (13) is the noise enhancement or signal attenuation associated with the noise-whitening filter . The noise-whitening filter scales down the channel output in directions where the noise power is high, and scales up the channel output in directions where the noise power is low, while maintaining an uncorrelated noise output. In order to minimize signal attenuation, the group should be formed, such that the noise power in the direction of the desired signal is minimized. In the channel observation space, the noise power from an interfering symbol , projected onto the subspace of is given by (14) The value of is the projected noise variance caused by if it were considered in isolation. Although the total noise power in the subspace of is not simply the sum of 's, it still remains that symbols having a high will lead to high noise enhancement if they are placed in the interfering group. Accordingly, is formed by the smallest 's, and is formed by the largest 's.
We now consider the MAP detector and the MMSE detector in [2] and [3] as special cases of the RDMAP detector. Consider the following lemmas.
Lemma 1: The RDMAP detector and MAP detector are equivalent for . 1 
Lemma 2:
The RDMAP detector and MMSE detector in [2] and [3] are equivalent for .
B. Group MAP Detector
The bulk of the the RDMAP detector complexity lies in evaluating for all in (13) . The RDMAP detector uses each only once to produce a single bit decision. A bit decision could, however, be produced for each element of that would lead to an approximate complexity reduction of . This is the motivation behind the GMAP detector. For a group , the GMAP detector produces a log-domain APP according to (13) for each bit , corresponding to the elements of . With no loss of generality, we assume that the symbol vector can be divided into disjoint 1 The proofs for all lemmas can be found in the Appendix.
groups of equal size, denoted , such that , , . At this point, it can be noted that the RDMAP and GMAP detectors are equivalent in the limiting cases, when and . Based on Lemmas 1 and 2, it can be concluded that the GMAP detector is also a generalization of both the MAP and MMSE detectors in [2] and [3] .
What remains in the development of the GMAP detector is an algorithm to choose the groups in . Like the RDMAP detector, we propose a correlation-based grouping algorithm, but require a modified weighting criterion. Consider, for example, a situation in which there is a small angle between the vectors and , but the magnitude of and/or is small. The RDMAP detector would likely include in the MAP decision group for , but not include in the MAP decision group for . In a joint detection structure, we require a cost metric that is symmetric to whether a decision on is made with interference from or vice versa. To this end, let be the normalized correlation matrix whose entry in row and column is given by (15) The element is the normalized correlation between the symbols and at the channel output. We note that if the in (14) were used as weights, they would be cancelled in the normalization in (15) .
Given a normalized correlation matrix , consider forming using the following objective function: (16) which is equivalent to maximizing the maximum pairwise correlation among the members of each group, averaged over all groups. We use the maximum pairwise correlation criteria, instead of, for example, the average pairwise correlation, since the former relates to the minimum distance between columns of . At a high SNR, the BER is usually largely determined by the minimum distance between constellation points, instead of average distances. An exact solution to (16) requires an exhaustive search over all possible groupings, and is computationally infeasible for large . An approximate solution to (16) can be found using the following greedy algorithm. is an indicator function that evaluates to 1 if is true, and 0, otherwise. The preceding algorithm starts with groups with one element in each, and finishes with groups with elements in each group. At each iteration, two groups are merged. The list of possible groups mergers is determined in lines 4-8, and a greedy decision is made to merge the two groups having maximum pairwise correlation. The preceding algorithm is greedy, as it attempts to form highly correlated groups first. Although this may not optimally satisfy the objective function in (16) , it is advantageous to form highly correlated groups first, since the BER is more strongly influenced by groups with a high pairwise correlation, instead of by the average pairwise correlation across all groups.
IV. BER ANALYSIS
This section presents an analysis of the uncoded BER for the RDMAP and GMAP detectors in a Rayleigh fading environment. We make the assumption that the channel coefficients have an independent Rayleigh fading distribution with unity variance, . Our analysis is based on expressing SER as a Hermitian quadratic form in complex Gaussian random variables. A similar approach has been used in the context of multiuser detection to analyze the performance of the ML detector [20] and the optimal ratio combiner [21] .
The RDMAP and GMAP detectors produce an a posteriori bit probability in (13) , with error probability , where . The summations in the numerator and denominator of (13) are dominated by the term corresponding to the of the closest Euclidean distance to the channel observation in the noise-whitened space. Approximating the summation operators in (13) with operators yields the ML decision rule, whose decision-error probability is given by (17) (18) (19) where and is the set of all . The ML decision rule chooses the group vector that is closest to the received vector in the noise-whitened space. For a transmitted group vector , an erroneous decision is made if the ML detector chooses an erroneous symbol vector , which will occur if , where is the cost metric associated with a candidate group vector defined by . The probability of this pairwise error event is denoted , where . The union bound on the probability of a detection error for a transmitted vector is given by the sum of the pairwise error probability over the set of received vectors
. Averaging over the set of transmitted vectors yields an upper bound of the error probability that is given by (20) In order to evaluate (20), we will express as a Hermitian quadratic form in complex Gaussian variables. Although it is easier to represent in real-valued Hermitian quadratic form, such an expression does not allow for easy factorization, as will be discussed later. We first require a representation of the group detector derived in Section III in complex variables.
The real channel matrix consists of orthogonal pairs of column vectors , . Since both the RDMAP and GMAP detectors form the MAP group , based on the correlation between columns, it is unlikely that and will both be in the . Under this assumption, each column in is orthogonal to one column in and approximately independent of the remaining columns of , . The independence would be exact if the MAP group was formed by randomly choosing independent columns of . If we project the set of interfering sources onto a column of , there will be one interfering source with no noise contribution, and a noise contribution from the remaining interfering sources, each of which has a signal subspace defined by , that is independent of . If we apply the same projection on another column of , there will be a different interfering source with no noise contribution and a noise contribution from the remaining sources. In order to facilitate analysis, we assume there are interfering sources whose signal subspace is independent of , leading to an approximate channel model (21) where is an interference vector that consists of independent elements of unity variance, and is a Gaussian matrix that is independent of . Since the grouping criterion for the RDMAP and GMAP detectors is based on the assumption of independent interfering sources, we expect the uncoded BER of both detectors to be quite similar. At this point, we consider the case where is even, letting , and impose a structure on of the form (22) where , are matrices of independent Gaussian entries with variance 1/2. The structure imposed in (22) is needed to represent the real-valued system in complex variables. One may note that the columns of that are not orthogonal to can be represented in a form similar to (22) . Using (22) , the real-valued channel model in (21) can be equivalently represented in complex variables as (23) where , such that , , and . The complex noise-correlation matrix is , and the complex noise-whitening filter is , where is a real-valued diagonal matrix, and is an orthogonal matrix, both obtained from the eigenvalue decomposition of , . With no loss of generality, we assume the elements on the diagonal of are in ascending order. The noise-whitened output is given by (24) where is a length-vector of independent elements of unity variance. For the sake of analysis, we further assume that the elements of have a complex Gaussian distribution. The matrix is rotationally invariant, as it has independent Gaussian elements. Accordingly, multiplying by the orthonormal matrix does not change its distribution. The combined channel and whitening-filter response in (24) is a function of the random matrix and the random eigenvalue matrix . We approximate the random eigenvalue matrix with its expectation in (24) , which leads to (25) where is a matrix of zero-mean independent complex Gaussian elements, whose element has a variance of . The mean eigenvalue matrix can be obtained in one of several ways, as discussed in Appendix.
Thus far, we have developed the complex noise-whitened channel output in (25) At this point, it is worth justifying the need for a complex noisewhitened channel output. If a real output were used, the factors in the denominator of (30) would be replaced by factors of the form [22] , which would not allow for the expansion in (31). From tables of inverse Laplace transforms, the pdf of is given by (33) where is 1 if , and otherwise, and is 1 if , and 0, otherwise. Integrating (33) from to 0 yields (34) which can be substituted back into (20) to evaluate the BER.
V. SIMULATED RESULTS
This section analyzes the coded and uncoded BER performance of the RDMAP and GMAP detectors, along with the complexity of both detectors. The analysis in the previous section of the uncoded BER is also examined. The MAP and MMSE detectors in [2] and [3] are used as references for comparison, in terms of complexity and performance.
A complexity analysis for the RDMAP and GMAP detectors is shown in Table I , along with the complexity of the MAP and MMSE [2] , [3] detectors for reference. All operations TABLE I  APPROXIMATE COMPLEXITY OF MAP, MMSE, RDMAP, AND GMAP DETECTORS FOR EACH CODED BIT DECISION are shown for a single bit decision. The number of multiplications (mult) and additions (add) is approximate, since only the highest polynomial term of , , , etc., is shown for clarity. The number of elementary operations involved in a matrix inverse (inv) and eigenvalue decomposition (eig) is difficult to evaluate, thus, the complexity is expressed in notation. It was assumed that the noise-free channel outputs were precomputed for the MAP detector, but produced online for the RDMAP and GMAP detectors. The computational load of the MAP detector grows exponentially with , and this detector is rendered infeasible for systems with a moderate-to-large number of transmitter antennas. The MMSE detector has polynomial complexity with respect to and , with the matrix inversion typically being the most computationally intensive task. The complexity of the proposed RDMAP and GMAP detectors grows exponentially with , and thus, it is important to choose a moderately small . For small , the complexity of the RDMAP and GMAP detectors is polynomial with respect to and , with the eigenvalue decomposition requiring a large part of the computational effort. In all operations, the GMAP detector has approximately the complexity of the RDMAP detector. Simulations were performed for both QPSK modulation and 16QAM using an independent Rayleigh fading model with perfect channel knowledge at the receiver. For simulations of the coded BER, a rate-1/2 recursive systematic convolutional code with generating polynomial (7, 5) was used with a random interleaver and deinterleaver. For the QPSK simulations, bursts of 200 symbols were used, final bit decisions were produced after 10 turbo iterations, and the prescaling constant was set to . For the 16QAM simulations, bursts of 400 symbols were used, with 15 turbo iterations and . The 16QAM system was more sensitive to correlated intrinsic input, and thus required a longer symbol burst and a nonunity .
The effect of the group size on the the uncoded BER performance of the RDMAP and GMAP detectors is shown in Fig. 3 , for a system with transmitting antennas and receiver antennas using QPSK modulation. From Lemma 1, the MMSE detector in [2] and [3] corresponds to the case of for either detector. The uncoded BER performance of the both the RDMAP and GMAP detectors tends to improve with larger , with the RDMAP detector performing slightly better than the GMAP detector, especially for larger . The RDMAP and GMAP detectors hence have a significant uncoded BER improvement over the MMSE [2] , [3] . Looking at BER produced by the analysis in the previous section, the analysis is almost exact in the case. For larger , the BER produced by analysis tends to approach the simulated BER of the RDMAP and GMAP detectors from above with increasing SNR. In the low-SNR region, the gap between the analysis and the simulated performance is largely the result of the union-bound approximation, and this gap is more pronounced for large . The effect of the number of receiver antennas on the uncoded BER performance is shown in Fig. 4 for a system with transmitter antennas, a group size of , and different numbers of receiver antennas. As expected, BER performance improves with a larger number of receiver antennas, and the RDMAP detector performed slightly better than the GMAP detector. A BER floor at exists in the , system, having fewer receiver antennas that transmitter antennas. The BER produced by analysis tended to provide an approximate upper bound on the BER, with relative tightness for the and systems. The analysis in the system tends to significantly overestimate the BER because of the error floor and the poorness of the union-bound approximation when the BER is high. In the uncoded system having fewer receiver than transmitter antennas, both the RDMAP and GMAP detectors reach an error floor.
We now consider the coded BER performance of these detectors in a turbo processing receiver in systems with fewer receiver antennas than transmitter antennas. For a group size , the BER performance of the RDMAP and GMAP detector are shown in Fig. 5 for a system and a system. The BER performance of the MMSE detector from [2] and [3] and MAP detector are also shown for reference. Unlike the uncoded case, there is no error floor, and the turbo processing receiver is able to equalize both systems that have fewer receiver than transmitter antennas. In both the and systems, the MAP detector performed the best, the MMSE detector performed the worst, and the RDMAP detector performed better than the GMAP detector. In the system, the performance gap between the MMSE and MAP detector is small, suggesting the MMSE has near-optimal performance. In the system, however, there is a 2-dB performance gap between the MMSE and MAP detectors, and the RDMAP and GMAP detectors have a performance improvement of approximately 1.3 and 1 dB, respectively, over the MMSE detector.
The coded BER as a function of the number of turbo iteration is shown in Fig. 6 for the RDMAP and GMAP detectors with in a system using QPSK. The coded BER is produced after 1, 3, 5, and 10 turbo iterations. For both detectors, there is a significant BER improvement after the first few turbo iterations, and the incremental improvement is less with each iteration. There is only a 0.3-dB performance improvement between the fifth and tenth iteration.
The effect of group size on the coded BER performance of the RDMAP and GMAP detector is shown in Fig. 7 as a function of the group size for a system with transmitter antennas and receiver antennas using QPSK. The MAP detector is omitted, as it is computationally infeasible for this system, and the MMSE detector [2] , [3] is equivalent to the case of . The BER performance of the RDMAP and GMAP detectors improves with larger , with the RDMAP performing better than the GMAP detector for a given . For the case of , the RDMAP and GMAP detectors have a performance gain of 3 and 2.5 dB, respectively, over the MMSE detector at a nominal BER of . The better performance of the RDMAP detector over the GMAP detector stems from the dynamic group selection, which incorporates the intrinsic symbol probabilities in the grouping criteria. As a result, the signal power at the whitening filter output is generally higher for the RDMAP detector.
The coded BER performance of the MMSE, RDMAP, and GMAP detectors for 16QAM modulation is shown in Fig. 8 for a system for group sizes . The MMSE detector was not able to equalize the channel having an error floor at . The RDMAP and GMAP detectors could equalize the channel, although the GMAP detector with reaches an error floor just above . At a nominal BER of , the RDMAP detector with had the best performance, with the GMAP detector and RDMAP detector having a 2 and 5 dB performance loss, respectively. For systems having significantly fewer receiver antennas than transmitter antennas, the RDMAP and GMAP detectors can provide a significant coded BER performance improvement over the MMSE detector at a computational cost that is significantly smaller than the MAP detector. The performance improvement is more significant with high-order modulations, where the MMSE detector may be ineffective.
VI. SUMMARY AND CONCLUSIONS
In this paper, we proposed two novel group detectors that operate within a turbo-processing BLAST receiver. These detectors allow a tradeoff between complexity and performance through the MAP group size, and include as special cases both the MAP and MMSE detectors in [2] and [3] . A novel grouping algorithm is developed for the GMAP detector. The uncoded BER performance of the RDMAP and GMAP detectors has been analyzed, and the analysis provided an approximate upper bound on the BER. In the uncoded case, the RDMAP and GMAP detectors have a significant performance improvement over the MMSE detector for a moderately chosen MAP group size. In the coded case, the RDMAP and GMAP detectors can have a large performance improvement over the MMSE detector in systems having fewer receiver antennas than transmitter antennas.
APPENDIX
In this appendix, we prove Lemmas 1 and 2, and thus show that the RDMAP/GMAP detector is a generalization of both the MAP and MMSE detectors in [2] and [3] .
Lemma 1: The RDMAP detector and MAP detector are equivalent for . Proof: For , and , where is a permutation matrix. Also, is a zero-mean Gaussian scaler that has a whitening filter vector . The RDMAP decision in (13) for a bit correspond in a symbol can be expressed as
which is the MAP decision rule in (8).
Lemma 2:
The RDMAP detector and MMSE detector in [2] and [3] are equivalent for . Proof: The MMSE detector in [2] and [3] uses a combination of soft interference cancellation and an MMSE residual suppression filter. To make a decision for a bit , the channel observation after interference cancellation is given by (37) where , , and QPSK is assumed. The output is filtered with a residual MMSE filter given by , with , and . The filter output is approximated as a Gaussian distribution to produce an extrinsic LLR given by (38) For the case where , the RDMAP decision in (13) can be simplified as (39) (40) where the second term in (40) is the extrinsic output that can be further simplified as (41) We now require to show that (41) and (38) are equivalent. We first note that , as it can be readily seen that . What remains is to show that (42) Substituting on the left-hand side of (42) and using the matrix inversion lemma with , , and gives the expression on the right-hand side (RHS) of (42) after some simplification.
A. Evaluation of Noise Correlation Eigenvalues
This section discusses several methods to evaluate the expectation of the ordered eigenvalues of the noise-correlation matrix . A direct method to determine is through Monte Carlo simulations. Such a method can, however, be computationally intensive. Alternatively, the eigenvalues of can be expressed as (43) where is a complex Wishart matrix of the form , and is a matrix of independent complex zero-mean Gaussian entries with unity variance. The pdf of the ordered eigenvalues of is given by [24] (44) where is the multivariate gamma function. The expectation of the Wishart matrix eigenvalues can be directly evaluated by marginalizing the joint pdf in (44). The number of factors on the RHS of (44) grows with , and quickly becomes computationally infeasible for moderately large . A computationally more efficient method to find the expected eigenvalues can be adapted from [21, App. B] . This method exploits the intrinsic symmetry in eigenvalue pdf and converts the nested integrals (required to find the expectation) into separate integrals.
The method used in this paper to find the expected eigenvalues of the Wishart matrix is simpler than the methods previously discussed, and it is based on the the asymptotic eigenvalue distribution as . Letting increase without bound, such that asymptotically, the empirical distribution of of converges to the nonrandom limit defined by [24] (45) for , where , . In the case of , we have for . The expectation of the eigenvalues of can be found from (45), by dividing the domain of into adjacent regions, such that each region has the same area under . Each region can be represented by its center of mass under , denoted , for the th region. The 's can be easily found by numerically integrating (45). The expected eigenvalues of can then be approximated as . The use of (45) to approximate the eigenvalues of tends to be accurate, even for small , especially when . For the simulated examples in Section V, there was negligible difference in the estimated BER, whether the mean eigenvalue matrix was determined through Monte Carlo simulations or by using the asymptotic distribution in (45).
