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We study how the shape of a periodic magnetic field affects the presence of Majorana bound states (MBS)
in a nanowire-superconductor system. Motivated by the field configurations that can be produced by an array
of nanomagnets, we consider spiral fields with an elliptic cross-section and fields with two sinusoidal compo-
nents. We show that MBS are robust to imperfect helical magnetic fields. In particular, if the amplitude of one
component is tuned to the value determined by the superconducting order parameter in the wire, the MBS can
exist even if the second component has a much smaller amplitude. We also explore the effect of the chemical
potential on the phase diagram. Our analysis is both numerical and analytical, with good agreement between
the two methods.
I. INTRODUCTION
Majorana bound states (MBS) have been of great inter-
est for quantum computing over the past two decades due
to their non-Abelian statistics and robustness against local
perturbations1,2. Different models for creation of MBS have
been suggested and studied1–30. One of the models, which has
attracted much attention because of its potential experimental
feasibility, is a nanowire-superconductor hybrid system11,12.
It is constructed from a nanowire with strong spin-orbit in-
teractions in a uniform magnetic field on a superconducting
substrate, which induces superconductivity in the nanowire
due to the proximity effect. The Hamiltonian for the semi-
conducting part of this device, i.e. the nanowire with spin or-
bit interaction and a uniform magnetic field, is related by a
unitary transformation to a Hamiltonian for a nanowire with
a helical magnetic field and no spin orbit interaction31. The
presence of MBS in nanowires and carbon nanotubes with
helical magnetic fields was studied in Refs. 16 and 32. It
was also suggested to create a similar setup with a helical-
shaped effective magnetic field via magnetic atoms on top of
a superconductor25,33–38. Non-uniform magnetic fields, cre-
ated by an array of nanomagnets, can be used to create MBS
in a nanowire-superconductor hybrid system17,18. The forma-
tion and braiding of MBS via a nanomagnet pattern on a 2D
substrate was discussed in Refs. 39 and 40. There are other
suggestions for devices with various magnetic field shapes and
origins which may host MBS, e.g., Refs. 41–43.
Recent work in Ref. 44 presented detailed modelling of the
magnetic field due to an array of nanomagnets acting on a
nanowire in a Si heterostructure. As Si is widely used in mod-
ern technology, and therefore a material convenient for po-
tential applications, it can be useful for an experimental real-
ization of MBS to study whether certain Si structures can host
MBS. Here, we consider a Si nanowire with superconductivity
induced by the proximity effect and with nearby nanomagnets
that can be made out of Co or SmCo44.
In this work, we investigate when a topological supercon-
ducting phase in lithographically defined Si nanowires exists.
Using parameters that are reasonable for lithographically de-
fined silicon nanowires and magnets (see Sec. II A), we con-
sider 25-nm wide wires with a superconducting gap ∼ 5 µeV
and with the magnetic field produced by nanomagnets with
strength about 100 mT, see Fig. 1. These conditions are suffi-
cient for a perfect helical magnetic field to produce the topo-
logically non-trivial superconducting phase that supports an
MBS with localization length of about 1 µm16,31,32. Since
an ideal helix is difficult to achieve using micromagnets, we
study how different shapes of the magnetic field would affect
the presence of an MBS in a Si-based setup. In particular, we
consider a spiral magnetic field with an elliptic cross section.
For both ideal and non-ideal helical fields, a partial gap opens
in the presence of a magnetic field. However in the non-ideal
case, a second gap opens that is proportional to the differ-
ence between the major and minor axes of the spiral44. If the
chemical potential is tuned such that it is inside both gaps, the
superconductivity and the MBS are both suppressed.
We investigate the phase boundary of the topological super-
conducting phase as a function of the major and minor axes of
the spiral elliptic magnetic field. The boundary between topo-
logical and non-topological phases is marked by the vanishing
of the superconducting gap around the chemical potential. In
the non-topological phase, there are no states below the gap,
while in the topological phase two additional states, the MBS
localized at the wire edges, develop. The localization length
of the MBS decreases quickly as the superconducting gap re-
covers away from the phase boundary. Thus, we use the ex-
istence of two states with eigenenergies below the supercon-
ducting gap, together with their localization near edges, as a
criterion for the topological phase. We demonstrate that the
eigenenergies of the topological state are exponentially sup-
pressed for long enough wires, yielding effective zero-energy
modes that are associated with the topological superconduct-
ing phase.
MBS develop in the presence of a perfect helical magnetic
field when the field magnitude exceeds a threshold value equal
to the superconducting order parameter in the wire16,31,32. A
small deformation of the perfect helix is not expected to im-
mediately destroy the MBS. Our analysis demonstrates the ro-
bustness of the MBS to relatively strong deformation of the
helical field. As we demonstrate below, when one amplitude
of the oscillating magnetic field is tuned so that it is about
twice the value of the superconducting order parameter in the
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FIG. 1. (a) A schematic representation of the system geometry. Here,
the nanowire (orange cylinder) is in proximity with a superconductor
(grey rectangle). Nanomagnets with alternating magnetization are
arranged nearby (blue-red rectangles), in the same plane as the wire.
Alternatively, the nanomagnets can be positioned higher than the
nanowire, which could improve the shape of the magnetic field for
our purposes44. (b) Components of the spiral magnetic field, Bx =
Bx0 cos(2pir/Λ) (solid line) and By = By0 sin(2pir/Λ) (dashed
line) in the nanowire, with period Λ, as a function of position along
the wire, r. For an ideal helical field, we have By0 = Bx0. Here, we
show the case of an elliptic helical field, with By0 = 0.62Bx0.
wire, the MBS develop even when the second component of
the field is much smaller; thus, when the magnitude of one of
the field components is tuned appropriately, the MBS can sur-
vive even very strong ellipticity of the helical magnetic field.
We also show that the analytic solution of a continuum model
with a linearized energy dispersion provides a good guide for
understanding the numerical results obtained for finite, dis-
cretized wires.
The paper is organized as follows. In Sec. II we discuss
the experimental constraints on the model parameters for an
example system of a nanowire in which the superconductivity
is induced by the proximity effect and magnets are patterned
lithographically. We then present the Hamiltonian that we an-
alyze in the succeeding sections, II B and II C. We present an
analytical derivation of the MBS wave function and the spec-
trum for a spiral magnetic field with an elliptic cross-section
in Sec. III. Sec. IV A presents numerical results for the phase
diagrams for the different shapes of the magnetic field. Our
conclusions follow in Sec. V.
II. MODEL OF SUPERCONDUCTING NANOWIRE IN
PERIODIC MAGNETIC FIELD
A. Estimations of experimental parameters
While the focus of this work is theoretical, it is important to
note that the physical regimes are realistic. An example physi-
cal system is a silicon nano ire, whose width we estimate be-
low, with superconductivity induced by the proximity effect,
either from metals45 or from the superconductivity in a nearby,
very highly doped semiconductor region46. Lithographically
defined Co and SmCo nanomagnets44 deposited nearby give
rise to appropriate helical field variations, as shown in Fig. 1.
We now estimate the transverse width of the nanowire and
its associated Fermi wavelength. Because the experimental
parameters of interest (e.g., the threshold density) are better
characterized in two-dimensional (2D) systems than in wires,
we will refer to 2D experiments as a starting point. The six-
fold valley degeneracy of the conduction band in bulk sili-
con is lifted by tensile strain or by narrow confinement, leav-
ing just two low-energy valleys to form a quantum device47.
The remaining degeneracy is lifted by wavefunction over-
lap with sharp interfaces, with a valley energy splitting of
δv . Assuming a parabolic dispersion relation for the two-
dimensional electron gas (2DEG), the lower (l) and upper
(u) valley band energies are given by εl(p) = p2/2m and
εu(p) = p
2/2m + δv , where p is a two-dimensional quasi-
momentum and m = 1.73× 10−31 kg is the transverse effec-
tive electron mass. Here, we choose δv . 100µeV as the val-
ley splitting of a typical 2DEG48, although there is some evi-
dence of larger valley splittings in wire geometries, depending
on the confinement49.
The Fermi energy EF should be large enough to allow the
nanowire to conduct, where EF is measured from the bottom
of the lower valley in the 2DEG dispersion. Normally the
threshold electron density needed for a 2DEG to conduct is
smaller than for a wire, since any disorder disrupts the cur-
rent flow in the one-dimensional case. For a nanowire, we
therefore assume an electron density ne for which the Fermi
energy is higher than the maximum value of the disorder po-
tential. The Fermi energy and the electron density are then
related by
ne =
2m(2EF − δv)
2pi~2
, (1)
assuming spin degeneracy.
To determine the size of the nanowire, we assume a har-
monic confinement potential in the transverse direction with a
root-mean-square width of the wavefunction, σw, correspond-
ing to an energy level splitting of
~ω0 =
~2
mσ2w
. (2)
Since the valley degree of freedom represents an unwanted
quantum variable, we can suppress the filling of the upper val-
ley band by adjusting the ground-state energy ~ω0/2 such that
it lies between the highest filled state and the lowest unfilled
3state:
EF − δv < ~ω0
2
< EF . (3)
To satisfy this constraint, we adopt σw = 25 nm, yielding an
upper limit of ne = 5.9 × 1010cm−2 for the electron den-
sity, which as desired is significantly higher than the thresh-
old electron density of a conducting 2DEG, ne,th = 2 × 1010
cm−2, as reported in Ref. 50 for a 100 nm deep Si/SiGe quan-
tum well.
The chemical potential in the wire is counted from the bot-
tom of the one-dimensional conduction channel, such that
µ = EF − ~
2
2mσ2w
,
with a corresponding Fermi wavevector of kF =
√
2mµ/~2.
Here we choose µ ' 50 µeV, so that the occupation of the
higher valley is well suppressed.
Finally, we estimate the values of the magnetic field B and
the proximity-induced superconducting gap in the nanowire
∆ that support an MBS. For a perfectly helical magnetic
field, the presence of an MBS requires fields with gµBB >√
∆2 + δµ216,17, where the Lande´ g-factor g ≈ 2 for Si, µB
is the Bohr magneton, and δµ = µ−~2Q2/2m is the detuning
of the chemical potential away from the center of the energy
gap (~2Q2/2m), caused by a magnetic superlattice with pe-
riod Λ (see Fig. 1) and wavevector Q = 2pi/Λ. (Henceforth,
we adopt energy units for B by absorbing gµB into its defi-
nition.) Because it is difficult to achieve Zeeman splittings in
excess of 20 µeV using nanomagnets, we take ∆ = 5 µeV
here. This choice also satisfies the condition µ ∆, which is
necessary for achieving a proximitized superconducting gap
in the wire.
B. Magnetic superlattice
In the following two sections, we present the Hamiltonian
studied in this work. First, we introduce a periodic magnetic
field in the absence of superconductvity. In Sec. II C, we then
include the effects of superconductivity.
We consider the Hamiltonian for a single electron in the
wire with parabolic energy dispersion in the presence of a
magnetic field B(r) = {Bx(r), By(r), Bz(r)} that oscillates
periodically as a function of the coordinate r along the wire:
HZ = εl(p) + B(r) · σ − µ, (4)
where σ = {σx, σy, σz} are Pauli matrices.
The actual magnetic field configuration produced by nano-
magnets is complex. Field configurations produced by arrays
of bar-shaped nanomagnets as well as electron spectra are cal-
culated in Ref. 44. It was also shown that a special configura-
tion of magnetic fields may improve conditions for the MBS
to develop. However, the goal of this paper is to investigate
how deviations from the perfect helical magnetic field may af-
fect the topologically non-trivial superconducting phase. For
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FIG. 2. The band structure (energy versus normalized wavevector
k/Q) of an electron in the presence of the periodic, helical magnetic
field, defined in Eq. (5), with period Λ = 2pi/Q = 200 nm. (a) An
ideal helical magnetic field Bx0 = By0 = 10 µeV. (b) An elliptical
magnetic field Bx0 = 10 µeV and By0 = 5 µeV. (c) A non-chiral
magnetic field Bx0 = 10 µeV and By0 = 0. States with the two
spin chiralities with energies below the gap are denoted in orange and
blue, while states with the two spin chiralities with energies above the
gap are denoted in red and green. For the ideal helical field (a), a
gap opens for one spin chirality but not the other, so there are states
in at least one band for all values of the chemical potential. When
the field is non-chiral (c), the energy dispersions of the different spin
helicities are the same, and there is no chemical potential for which
one band is gapped and the other is not. (The blue and green curves
are not visible on the plot because they are identical to the orange
and red curves.) When the field is chiral but not an ideal helix (b),
the gaps of the two helicities are different, and there are values of
the chemical potential that are in the gap for one chirality but not the
other.
this purpose, we use a helical magnetic field with elliptical
helical cross-section:
Bx = Bx0 cosQr, By = By0 sinQr, Bz = 0, (5)
where Q = 2pi/Λ is the vector of the reciprocal 1D
Brave lattice of the magnetic superlattice with period Λ and
Bx0, Bz0 ≥ 0. We note, that due to the absence of the spin–
orbit interaction in this system, the direction of the wire and
magnetic field orientation are completely decoupled. For ex-
ample, the system properties remain the same regardless of the
choice of the magnetic components x, y relative to the wire di-
rection.
For the magnetic field given by Eq. 5, the matrix elements
of the magnetic periodic potential are non-zero only for two
reciprocal vectors ±Q:
W±Q =
1
2
(
0 Bx0 ±By0
Bx0 ∓By0 0
)
. (6)
The spectral equation for electron states in the magnetic su-
perlattice has the form(
~2(k − nQ)2
2m
− E(k)
)
ck−nQ+
∑
±
W±Qck−(n±1)Q = 0,
(7)
where n = 0,±1,±2 . . . and the spinor coefficients
ck−nQ define the electron wave function ψk(r) =∑
n ck−nQ exp(i(k − nQ)r)44,51.
4Using Eq. (7), we can determine that there are energy
gaps at the edges of the Brillouin zone with magnitudes
|Bx0 ±By0|. For an ideal helical field with Bx0 = By0, one
branch has a large gap Bx0 + By0, while the other branch is
gapless. However, when Bx0 6= By0, both gaps are nonzero,
and there are no states within the energy window |Bx0−By0|
around  = ~2Q2/8m.
We solve Eq. (7) for for the magnetic field period Λ =
200 nm in Si nanowire. The energy bands are shown in
Fig. 2(a) for Bx0 = By0 = 10 µeV, in Fig. 2(b) for Bx0 =
2By0 = 10 µeV, and in Fig. 2(c) for Bx0 = 10 µeV, By0 = 0.
For the last case, the magnetic field is non-chiral, the two spin
helicities have identical band structures, and no topologically
nontrivial phase is supported.
Using parameters from Subsec. II A, we find that Λ =
200 nm is an acceptable scale for nanofabrication and at the
same time allows the lifting of the valley degeneracy of the
conducting channel in the wire. Indeed, the magnetic structure
would require fabrication of pairs of 50 nm wide nanomagnets
with opposite magnetizations, see Fig. 1.
C. Hamiltonian for superconducting wire
We now add to the Hamiltonian the superconductivity terms
that pair electrons with energies above the chemical poten-
tial with holes below the chemical potential. This coupling
is conveniently represented by the electron creation and anni-
hilation operators in the Nambu space defined by the vector
Ψ = {ψ↑, ψ↓, ψ†↑, ψ†↓}T . The Hamiltonian of the system can
be written as
H =
∫
Ψ†(r)HΨ(r)dr, (8a)
where the Hamiltonian matrix in the Nambu space is
H =
(
HZ i∆σy
−i∆σy −H∗Z
)
, (8b)
where r is the position along the wire, ∆ is the superconduct-
ing gap, and the single-electron Hamiltonian HZ is given by
Eq. (4). This Hamiltonian has eigenvectors that are solutions
to the Bogolyubov-De Gennes (BdG) equation52
HΨ = EΨ. (9)
Below we will investigate the eigenenergies and eigenstates
of this Hamiltonian by finding solutions of the BdG equation
numerically.
The electron wavefunctions can be rewritten in the Majo-
rana basis instead of the Nambu basis by introducing a uni-
tary transformation of the vector Ψ, where the transformation
matrix is given by
Φ = UMΨ, UM =
1√
2
1 0 1 00 1 0 1i 0 −i 0
0 i 0 −i
 . (10)
The MBS in this basis is represented by a real function with
eigenenergy E0 → 0.
III. ANALYTICAL CHARACTERIZATION OF THE
PHASE DIAGRAM
To provide analytic insight into when a magnetic field that
does not have an ideal helical form induces MBS, we gener-
alize the procedure described in Ref. 53 to apply to the case
of a field with an elliptical cross section. We consider perfect
matching between the Fermi momentum of 1D electrons in the
wire and the periodicity of the magnetic superlattice by setting
the chemical potential µ = ~2Q2/8m. We choose Bx0 > 0
and By0 > 0; this restriction is inessential because different
signs of these components correspond to different chiralities
of the magnetic field. The continuum and long-length limits
examined here are expected to be applicable when the period
of the magnetic field oscillations is much less than the length
of the wire and when Bx0, By0,∆ µ.
We represent the electron wave functions as a superposition
of left- and right-movers
ψσ = Rσe
iQr/2 + Lσe
−iQr/2, (11)
where σ = {↑, ↓}, and we linearize the energy dispersion in
the kinetic energy term:
Hkin = −i~vF (R†↑∂rR↑ − L†↑∂rL↑ +R†↓∂rR↓ − L†↓∂rL↓),
(12)
where the Fermi velocity is vF = ~Q/2m. The hole part of
the Hamiltonian can be obtained from the anticommutation
relations of the fermion operators and we do not explicitly
show it here. We neglect all fast-oscillating terms, assuming
that the localization length of the R and L functions is much
larger than 2pi/Q. Later we show that this condition indeed
holds for our results. The Zeeman term due to the magnetic
field is
Hmag =
1
2
[(Bx0 −By0)(R†↑L↓ + L†↓R↑) + (13)
+(Bx0 +By0)(L
†
↑R↓ +R
†
↓L↑)],
and the superconductivity term
Hsc = ∆(R↓L↑ + L↓R↑ −R↑L↓ − L↑R↓ +H.c.). (14)
The Hamiltonian can be decoupled into two non-interacting
subspaces χ− = {R↑, L↓, R†↑, L†↓}T and χ+ =
{L↑, R↓, L†↑, R†↓}T . In these subspaces, the Hamiltonian has
the form
H± = ±i~vF∂rσz − δµτz +B±σxτz −∆σyτy, (15)
where B± = (Bx0 ± By0)/2 and δµ = µ − ~2Q2/8m is
the mismatch between the chemical potential and the center
of energy gap of electron bands of the magnetic superlattice.
The energies of quasiparticle excitations of Hθ with θ = ±
for perfect matching of the chemical potential, δµ = 0, are
given by
E±θ =
√
~2v2F δk2 + [Bθ ±∆]2, (16)
where δk = k ± Q/2 denotes momenta counted from Fermi
points±Q/2 and we consider only non-negative energies. We
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FIG. 3. Contour plot of E0, the energy ofthe state of lowest positive
energy in the system, versus the magnetic field amplitudes Bx0 and
By0. Parameter values used are: superconducting order parameter
∆ = 5 µeV, magnetic field wavevector Q = 2pi/Λ, Λ = 200 nm,
chemical potential µ = ~2Q2/8m = 49.6 µeV, and wire lengthL =
20 µ. The uncolored region where E0 > 0.5 µeV corresponds to
the gapped non-topological superconducting phase, the dark purple
color denotes the region in which E0 < 10−2µeV, and the crossover
region over which the zero energy state develops in this wire with
finite length is evident in the transitions between colors in the color
plot for the region of E0 < 0.5µeV. The solid straight lines show the
analytical predictions for the phase boundary given by Eq. (21).
note that the two subspaces, θ = ±, describe two chiralities of
electrons in the spiral magnetic field. Without the proximity
effect, ∆ = 0, Eqs. (III) correspond to two branches with a
smaller and larger magnetic gaps at the boundary of the Bril-
louin zone of the magnetic superlattice, see Subsec. II B and
Fig. 2.
We observe that the excitation energy vanishes for δk = 0
when
either B+ = ∆ or B− = ∆ . (17)
These lines, which define the boundaries between topologi-
cally trivial and non-trivial superconducting phases in an in-
finitely long wire, are shown as solid straight lines in Fig. 3.
Our next step is to demonstrate that the internal region in the
phase diagram indeed supports the MBS.
Away from the lines defined by Eq. (17), there is no zero-
energy eigenstate for real δk. However, the purely imaginary
values of
δk±α,θ = ±i
αBθ + ∆
~vF
(18)
might describe zero-energy solutions that exponentially de-
crease or grow along the nanowire. The ± sign in Eq. (18)
defines the solutions that decrease or increase as a function
of coordinate r along the wire and would correspond to two
states localized at each of the ends of the nanowire, and α = ±
identifies the sign choice in Eq. (16). Here we focus on the so-
lution that is localized near r = 0. In this case, we identify
only one pair of δ±α,θ=+ and δ
±
α,θ=− that satisfy the boundary
condition Ψ(r = 0) = 0.
The general solution can be written as a linear combination
of eight terms
χ(r) =
∑
θ=±
∑
α=±
∑
σ=±
βσα,θc
σ
α,θ exp(irδk
σ
α,θ) (19)
of four linearly independent 4−component vectors
c+−,− = c
−
−,+ =
 1i1
−i
 , c++,− = c−+,+ =
 1−i−1
−i
 ,
c−−,− = c
+
−,+ =
 1−i1
i
 , c−+,− = c++,+ =
 1i−1
i
 .
(20)
The proper solution (19) vanishes at r = 0, so it must con-
tain a pair of terms formed by one of the vectors of Eq. (20)
and multiplied by the exponential functions exp(irδkσα,θ)
with different top index σ in δkσα,θ. At the same time,
each term in the pair must decrease as a function of r, i.e.
Im{δkσα,θ} > 0. We find that the first pair, c+−,− = c−−,+,
satisfies these conditions, provided that
Bx0 < 2∆ +By0, Bx0 +By0 > 2∆. (21a)
However, addition requirement to the above inequalities is
By0 < 2∆ +Bx0. (21b)
Otherwise, another solution with zero energy develops near
r = 0, formed by the pair c−+,− = c
+
+,+ in Eq. (20). Overall,
a non-degenerate solution of Eq. (15) with eigenenergyE = 0
and localized near r = 0 can exists within the rectangular re-
gion shown by bold solid lines in Fig. 3. Since the energy
gap vanishes on these lines, we identify the region inside as
the topologically non-trivial superconducting phase that sup-
ports the MBS. The outside region is the topologically trivial
superconducting phase.
We comment on the localization length of the MBS. The
length is determined by max{1/|δkσα,θ|}. The localization
length diverges near the phase boundaries, but then saturates
to ~vF /∆ in the center of the topological superconducting
phase at Bx0 = By0. The predictions yielded by this contin-
uum theory for the dependence of the localization length on
model parameters will be compared with numerical results in
the next section.
IV. PHASE DIAGRAM: NUMERICAL RESULTS
A. Discretized Hamiltonian
We now show the results of numerical calculations in which
the approximations that enable the analytical calculations in
6Sec. III are not made, obtaining results similar to those of the
analytic model, as shown in Fig. 3. We now consider a finite-
length wire. We calculate the eigenvalues and eigenstates of
a discretized version of Eq. (8a) to determine the energy gap
and identify the MBS. We rewrite the Hamiltonian represent-
ing the second derivative as a finite difference of the wave
function Ψn = Ψ(nδr) for a set of n points separated by a
discretization distance δr along the wire; the total number of
sites along the wire is N = L/δr. The full Hamiltonian is
given by the 4N × 4N matrix
H˜ =

. . .
Tˆ Kˆn−1 Tˆ 0ˆ 0ˆ
. . . 0ˆ Tˆ Kˆn Tˆ 0ˆ . . .
0ˆ 0ˆ Tˆ Kˆn+1 Tˆ
. . .
 , (22)
where the diagonal blocks are
Kˆn =

2T˜ − µ+Bnz Bnx − iBny 0 ∆
Bnx + iB
n
y 2T˜ − µ−Bnz −∆ 0
0 −∆ −2T˜ + µ−Bnz −Bnx − iBny
∆ 0 −Bnx + iBny −2T˜ + µ+Bnz
 , (23)
and the off-diagonal blocks are
Tˆ =

−T˜ 0 0 0
0 −T˜ 0 0
0 0 T˜ 0
0 0 0 T˜
 . (24)
The T˜ terms are given by
T˜ =
~2
2mδr2
(25)
and originate from the discretized kinetic energy
− ~
2
2m
∂2Ψ(r)
∂r2
→ −T˜ (Ψn+1 − 2Ψn + Ψn−1) . (26)
The Bnx,y,z terms in Eq. (23) are components of the magnetic
field Bn = B(nδr) at site n. To be specific, we assume that
the wire length L is a multiple of the magnetic period Λ. We
implement the boundary conditions Ψ(r = 0) = Ψ(r = L) =
0.
We diagonalize the discretized Hamiltonian and obtain the
energy eigenvalues and eigenstates. The MBS, if present in
the superconducting nanowire, is a non-degenerate state with
energy in the middle of the superconducting gap that is zero
in the limit of an infinite length wire and that is spatially lo-
calized at the ends of the nanowire. We use these conditions
to build phase diagrams for our setup for different amplitudes
of the magnetic field components. The eigenstates of the dis-
cretized Hamiltonian Eq. (22) are 4N vectors, where 4 ele-
ments in each of N blocks represent the four components of
the electron wavefunction in the Nambu space.
We discuss the precise criteria for how we define zero en-
ergy and the gap energy in the numerical calculation for a fi-
nite system and the definition of the localization length in the
following subsections of this section.
B. Energy gap and zero-energy excitations
Using the numerical method described above, we analyze
the low energy eigenstates of the Hamiltonian Eq. (8a). For
the results shown, the discretization length used in the numer-
ical calculations is δr = 20 nm unless stated otherwise. This
value of δr satisfies δr  Λ and δr  ~vF /∆, and we have
checked that changing the value of δr does not change the
numerical results significantly.
To identify the phase transition and the development of the
MBS, it is sufficient to focus only on the behavior of the low-
est energy excitations. To illustrate how MBS are manifest in
the numerical results, we compare the lowest energy excita-
tions for the ideal helical field with Bx0 = By0 (where it is
known that MBS are supported53) to the lowest energy excita-
tions when one of the field components is zero (when there is
no field chirality and the phase is topologically trivial for all
magnitudes of the nonzero component).
To explore the phase diagram in Bx0 − By0 plane, we
construct a color contour plot for E0 for the wire of length
L = 20 µm, shown in Fig. 3. In the uncolored regions of the
plot, the lowest energy E0 is above 0.1∆ = 0.5 µeV, which
we identify as the gapped non-topological superconducting
phase. In wires of finite length, the zero energy state develops
over finite crossover region shown as transition colors when
E0 < 0.5 µeV, where E0 quickly drops below 10−2µeV. This
region can be identified as the topological superconducting
phase with a superconducting gap in the density of states and
a low-energy state inside the gap, corresponding to the MBS.
We note that the crossover region is well described by the an-
alytical expressions for the phase boundary evaluated in the
previous section, see solid thick lines in Fig. 3 and Eqs. (17).
To illustrate the actual dependence of lower energies on the
magnetic field, we show the two lowest two energies E0,1 as
function of the magnetic field strength Bx0 = By0 = B0
7in Fig. 4(a), this field configuration corresponds to a perfect
helix studied earlier31,32,53. When B0 = 0, the values of
both energies are just above the superconducting gap ∆. As
B0 is increased from zero, the effective superconducting gap
|B0 −∆| as well as all three eigenenergies decrease. As B0
is increased beyond ∆, the lowest energy E0 continues to de-
crease monotonically towards zero, while the energy of the
higher eigenstate goes through its minimum at B0 ' ∆ and
then increases until it reaches an asymptotic value equal to the
superconducting gap ∆. Here, there is a topologically nontriv-
ial phase when Bx0 = By0 > 2∆, and the lowest energy E0
approaches zero while the higher energies increase as strength
of the field Bx0 = By0 are increased past 2∆.
The form of the phase diagram shown in Fig. 3 makes it
clear that the robustness of the MBS to eccentricity of the
magnetic field helicity depends strongly on the magnitude of
the larger field component; in fact, the topological phase could
be reached even when one of the magnetic field components is
much smaller than the other, provided that the larger compo-
nent is near 2∆. To explore this region of the phase diagram
in more detail, we plot the two lowest energy states, E0 and
E1 as a function of one component of the magnetic field, Bx0
or By0, while keeping the other component equal to zero, see
Fig. 4(b). We observe that the lowest energy E0 reaches its
minimum when the non-zero component is ≈ 2∆ and then
increases as the field component is increased further. We note
that in these plots, for which one component of the field is
zero, there is no topologically protected phase.
Figure 4(c) shows the energies of the two lowest-energy
excitations, E0,1 as function of the magnetic field strength of
one component, while the other is fixed at 2∆. We notice
that for both Bx0 = 2∆ (solid lines) or By0 = 2∆ (dashed
lines), the lowest energy excitation vanishes quickly as the
magnitude of the other field component is increased.
While the actual orientation of magnetic field components
Bx0 and By0 is arbitrary with respect to the direction of the
wire, the dependence of the energies on the two components
are not identical since the field magnitude at the ends of the
wire is determined by the value of Bx0, while the By field al-
ways vanishes at the wire ends, see Eq. (5). This distinction
between components explains a weak asymmetry of the phase
diagram with respect to line Bx0 = By0 in Fig. 3. The dis-
tinction is even more pronounced in the energy plots shown
Figs. 4(b) and 4(c). When Bx0 = 0 and By0 6= 0, the low
energy levels, such as E0,1, are doubly degenerate. In the op-
posite case, Bx0 6= 0 and By0 = 0, this double degeneracy
is split, pushing the lowest energy closer to zero, see the low-
est solid line in Fig. 4(b). The double degeneracy is always
split by Bx0 6= 0, as shown by the lower two dashed lines in
Fig. 4(c).
Overall, the above analysis demonstrates that the topologi-
cal phase with MBS is possible when the dominant magnetic
field has magnitude about 2∆ and the minor component is
strong enough to open the gap in the energy spectrum and
push the energy of the MBS to zero. MBS are enhanced fur-
ther when the dominant field component is at its maximum
value at the wire ends.
C. Localization length
The coherence length is important energy scale of a super-
conductor and is inversely proportional to the superconduct-
ing energy gap:
ξ =
~vF
E1
. (27)
Equation (27) takes into account that in the topological su-
perconducting phase, the lowest energy state corresponds to
the MBS and the superconducting gap is determined by the
next positive energy E1. In this subsection we argue that the
localization length ζ of the MBS near the wire ends is con-
sistent with the correlation length determined by Eq. (27),
ζ ' ξ. We also show that the lowest positive energy E0
agrees well with the exponential dependence on wire length L
as E0 ∝ exp(−L/ξ). The behavior of the localization length
for helical fields with elliptical cross-section is qualitatively
similar to that found for purely helical fields.
Figure 5(a) shows on a semilog scale the lowest energy as
a function of Bx0 = By0, corresponding to a perfectly he-
lical field.53 For Bx0 = By0 = B0 > ∆ the lowest ex-
citation eigenenergy E0 > 0 decreases exponentially with
B0, as demonstrated in Fig. 5(a). To demonstrate the de-
pendence on wire length, we show the energy versus B0 for
wires with length L = 20 (solid line), L = 40, (dashed
line) and L = 80 µm (dash-dotted line) and compare the re-
sult with exponential fit ∝ exp(−L/ξ), where ξ is evaluated
from Eq. (27) with numerical values of E1 (E1 is presented in
Fig. 4(a) for L = 40 and 80µm.)
Figure 5(b) examines the case of an elliptical helical field;
it is a semilog plot of the three lowest excitation energies as
a function of one field component (either Bx0 or By0) as the
other is held fixed at 2∆. As the variable magnetic field com-
ponent is increased from zero, the lowest energyE0 decreases
towards zero. The lowest energyE0 again decreases exponen-
tially with the wire lengthL as∝ exp(−L/ξ) with ξ evaluated
from Eq. (27) with E1 shown in Fig. 4(c) by a dashed line for
Bx0 = 2∆ and variable By0.
We also calculate the localization length by examining the
wavefunction of the lowest energy excitation (the eigenvec-
tor with energy eigenvalue E0). To characterize the localiza-
tion length, we define the following integral expression that
effectively evaluates the distance of the ‘center-of-mass’ of
the MBS wave function from the wire ends:
ζ = 2δr
N/2∑
n=0
nPn +
N∑
n=N/2
(N − n)Pn
 , (28)
where Pn is the probability density for the MBS at site n:
Pn = Φ
†
nΦn, Φn = Φ(nδr), (29)
and Φ(r) is obtained from the state Ψ(r) corresponding to
the lowest positive eigenenergy of Eq. (9) via transforma-
tion (10).
The dependence of the localization length ζ on the mag-
netic field is shown in Fig. 5(c) a perfect helical field as
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FIG. 4. Comparison of two lowest-energy excitation energies E0 and E1 in non-topological and topological phases as a function of magnetic
field magnitude. (a): Energies E0 and E1 versus the magnetic field amplitude Bx0 = By0 in wires evaluated for different wire lengths, solid
lines: L = 40 µm and δr = 20nm; dashed lines: L = 80 µm and δr = 40nm. In the topologically nontrivial phase, E0 approaches zero
for when Bx0 = By0 is large. The second excitation energy E1 reaches its minimum at the phase transition, where the gap in the density of
states closes in the infinitely long wire, and then increases as the magnetic field is increased further. (b): Energies of the lowest two excitations
as a function of one component of the field, Bx0 = B (solid lines) or By0 = B (dashed lines), while the other component is strictly zero,
By0 = 0 or Bx0 = 0, respectively. When one field component is zero, the magnetic field has no helicity and no topologically protected state
can form. All the excitation energies show minima at B ' 2∆ = 10 µeV and then all energies increase as B is increased further. When
Bx0 = 0 and the magnetic field is zero at the ends of the wire, E0 = E1, but the energies E0 and E1 are split near Bx0 = 2∆ when the field
at the ends is not zero (By0 = 0 case). (c): Energies of the lowest energy excitations as a function of one component of the magnetic field
when the other component is fixed at twice the superconducting gap ∆, either Bx0 = B, By0 = 2∆ or By0 = B, Bx0 = 2∆. For both
cases, the energy of the lowest-energy state monotonically decreases towards zero as B increases, while all other excitation energies increase
as the superconducting gap opens, consistent with a topologically nontrivial phase. For all these plots, the proximity-induced superconducting
order parameter ∆ = 5 µeV, and the chemical potential µ = ~2Q2/8m = 49.6 µeV is matched to the middle of the magnetic superlattice
gap. For panels (b) and (c), the wire length is L = 40 µm.
a function of field magnitude and in Fig. 5(d) for the case
where one field component is fixed at 2∆ and the magnitude
of the other component is varied. We calculate the localiza-
tion length using Eq. (28) for several values of the nanowire
length. At Bx0 = By0 < ∆, evaluated values of the localiza-
tion length ζ is comparable to the length of the wire. At larger
fields, ζ decreases rapidly and reaches the value ζ ' ξ/2,
where ξsc = ~2Q/(2m∆) ' 1.26 µm the superconducting
coherence length that determines |Ψn|2 ∝ exp(−2nδr/ξ).
Figs. 5(c) and 5(d) also show that the estimate of the local-
ization length using the dependence of the coherence length ξ
on E1 agrees well with the estimate of the MBS localization
length done using Eq. (28).
D. Dependence of the phase diagram on chemical potential
We now investigate the phase diagram when the chemical
potential µ is not located in the middle of energy spectrum
gap of magnetic superlattice, so that µ = ~2Q2/8m + δµ
with δµ 6= 0.
It is straightforward to extend the analytic theory developed
in Sec. III to the case in which δµ 6= 0. The excitation energies
of Hamiltonian (15) are
E±θ =
√
B2θ + ∆
2 + δµ2 + v2F δk
2 ± 2D , (30)
with
D =
√
B2θ (∆
2 + δµ2) + δµ2v2F δk
2. (31)
The lowest energy for real δk is achieved for δk = 0 and is
given by
E−θ = |Bθ −
√
∆2 + δµ2|, (32)
and the gap closes for Bθ =
√
∆2 + δµ2. This expression
is similar to the condition for the point of the phase transition
in perfect helical magnetic field31,32. For fixed ∆ and δµ, the
gap closes when
B+ = (Bx0 +By0)/2 >
√
∆2 + δµ2. (33a)
This condition specifies the magnitude of the magnetic field
necessary to develop the topologically nontrivial supercon-
ducting phase.11,12,16 The second condition for the topologi-
cal phase is determined by ellipticity of the spiral magnetic
field that limits the relative mismatch between Bx0 and By0
components. At non-zero δµ, the corresponding condition is
|B−| <
√
∆2 + δµ2 , (33b)
with B− = (Bx0 − By0)/2. We notice that Eq. (33b) im-
plies that non-zero δµ makes the system more robust to im-
perfect helical magnetic fields, but at the same time, Eq. (33a)
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FIG. 5. (a): Numerically obtained value of the lowest positive energy E0 as function of the magnetic field amplitude Bx0 = By0 in wires of
length L = 20µm (solid line) and L = 40µm (dashed line) obtained using δr = 20nm and L = 80µm obtained using δr = 40nm. The onset
of exponential decrease of E0 with increasing Bx0 = By0 above ∆ indicates the transition to the topologically nontrivial superconducting
phase, with the stronger dependence in longer wires arising because the overlap between MBS decreases exponentially with wire length. Thin
red lines show E ∝ exp(−L/ξ), where ξ is given by Eq. 27. (b): Numerically obtained value of the lowest positive energy E0 in wires of
length L = 40µm as function of the magnetic field amplitude By0 (solid line) or Bx0 (dashed line) fixed with Bx0 = 2∆ or By0 = 2∆,
respectively. The similarity of the behavior to that seen in (a) demonstrates the robustness of the topologically nontrivial phase to ellipticity in
the helical magnetic field. Energy E0 decreases exponentially as L/ξ is increased, as demonstrated by thin red line for ∝ exp(−L/ξ), where
ξ is computed from Eq. (27) using E1(By0) at Bx0 = 2∆, see red solid line in Fig. 4(c). (c): Numerical obtained localization length of the
lowest-energy state ζ, obtained using Eq. (28) versus the strength of the magnetic field for a perfect helix, Bx0 = By0, in wires of length
L = 20 (solid line), 40 µm (dashed line). Also shown as the thin red line is the localization length ξ, Eq. (27), obtained using values of E1 for
a wire of length L = 40 µm, see red solid line in Fig. 4(a). (d): Numerically obtained localization lengths of the lowest-energy state, obtained
using Eq. (28) versus the magnitude of Bx0 (dashed line) or By0 (solid line) with By0 = 2∆ or Bx0 = 2∆, respectively, in wires of length
L = 40 µm. Also shown as the thin red line is the localization length ξ obtained from Eq. (27) using E1(Bx0 = 2∆, By0 = B) as function of
B, see solid red line in Fig. 4(b). The similarity to (c) demonstrates the robustness of the topological phase to ellipticity in the helical magnetic
field. In all panels, superconducting gap parameter ∆ = 5 µeV and chemical potential µ = ~2Q2/8m = 49.6 µeV, which is matched to the
middle of the magnetic superlattice gap.
implies that stronger fields are needed to reach the topolog-
ically nontrivial phase. The conditions for the existence of
the MBS at δµ = 0 can be interpreted as requiring that one
out of the two electron bands has a gap in the energy inter-
val ~2Q2/8m ± ∆ while the other does not. When δµ 6= 0,
we find that a similar condition applies. If at the Fermi mo-
mentum one of the bands is gapped while the other is not,
then a topologically nontrivial phase can be supported, The
mismatch of the Fermi momentum with the points of 1D Bril-
louin zone correspond to the superconducting excitation with
energy ~2Q2/8m±
√
∆2 + δµ2, and the MBS exists if these
energies cross one and only one band of electrons in the mag-
netic superlattice, see Fig. 2.
We also performed numerical investigations of systems
with δµ 6= 0 for wires of finite length. Figure 6 shows the
results for a phase diagram obtained for a wire with length
L = 20 µm by showing the energy of the lowest-energy state
as a function of the magnitudes of the magnetic field com-
ponents. We define the regions of field in which the system
is in a topologically nontrivial phase and MBS are supported
to be those where the lowest-energy state has energy that is
much less than that of the superconducting gap. A compari-
son of the results in Fig. 6 with those in Fig. 3 demonstrate
that tuning the chemical potential of the nanowire can play an
important role in optimizing the robustness of MBS.
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FIG. 6. Contour plot of the lowest positive energy E0 of the sys-
tem in the plane of magnetic field amplitudes Bx0 and By0 for the
chemical potential µ = ~2Q2/8m + δµ with δµ = 4 µeV. Here,
the superconducting pairing energy ∆ = 5 µeV, the and the wire
length L = 20 µm. The region with energy E0 above 0.5 µeV cor-
responds to the gapped non-topological superconducting phase and
is shown as unfilled parts of the Bx0–By0 plane. The solid straight
lines represent the analytical expressions (33) for the phase bound-
aries derived for linearized bands and an infinite length wire. In wires
of finite length, the zero energy state develops over finite crossover
region shown as transition colors in the color plot for the region of
E0 < 0.5 µeV, the dark purple color shows area where E0 drops
below 10−2µeV.
V. CONCLUSIONS
Motivated by the possibility of introducing strong artificial
spin-orbit coupling in nanowires fabricated in silicon, we have
considered a nanowire-superconductor hybrid structure with
a non-uniform magnetic field and studied the conditions for
which the superconductivity is topologically nontrivial and
MBS appear. We have investigated both analytically and nu-
merically the case of a spiral magnetic field with an ellipti-
cal cross-section, which becomes helical for a round cross-
section. This spatial dependence is similar to the magnetic
field configurations obtained in Ref. 44, which were achieved
using nanomagnet arrays compatible with current lithographic
techniques. Here, we have shown that this system can support
MBS even when the magnitudes of the two components of the
helical field are substantially different.
The robustness of topological superconductivity to elliptic-
ity of the helical magnetic field depends strongly on the mag-
nitude of the dominant field component. If the magnitude of
this component is optimized, by making its value twice the su-
perconducting pairing energy ∆, then a topological phase ap-
pears, even when the other magnetic field component is small.
Analytic theory for an infinite length wire with a linearized
electronic spectrum provides an excellent guide for interpret-
ting results obtained numerically for a discretized model using
finite-length wires.
We have also investigated the localization length of the
MBS. The dependence of the energy on wire length, for the
lowest energy excitation, is consistent with a simple picture in
which the energy is proportional to the overlap of two expo-
nentially localized states at the ends of the wire.
Our results provide evidence that using lithographically
patterned micromagnets is a viable method for creat-
ing spatially-dependent magnetic fields that, together with
proximity-induced superconductivity, can be used to generate
MBS. Because intrinsic spin-orbit coupling is not required,
many materials systems could also be suitable hosts for MBS,
in addition to the silicon wires considered here.
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