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Sommaire
Les gens infectés par la rougeole subissent une suppression immunitaire [1]. Ce mémoire
porte sur l’influence de cette caractéristique de la rougeole sur un autre pathogène, ici la
grippe. Il s’agit donc de modéliser la réponse immunitaire d’une interaction virus-virus, pro-
blème d’une grande pertinence durant la pandémie causée par le SRAS-CoV-2 alors que les
interactions de celui-ci avec le virus de l’influenza demeurent à déterminer. Nous avons éga-
lement que la grippe augmente la production d’autres pathogènes [3]. Un modèle de chaque
pathogène va être développé et analysé. On cherchera les points fixes, leurs conditions de sta-
bilité et on observera quelques résultats numériques pour constater leurs évolutions dans le
temps. Ensuite un modèle suivant l’évolution des deux pathogènes ayant infecté un individu
au même moment sera conçu. Dans ce modèle nous inclurons les interactions d’un pathogène
l’un sur l’autre pour déterminer théoriquement les effets chez les individus infectés à la fois
par la grippe et la rougeole. On pourra par la suite comparer entre les différentes populations
lorsqu’il n’y a aucune interaction et avec les différentes interactions entre les deux pathogènes.
Mots-clés : grippe, rougeole, suppression immunitaire, points fixes, stabilité, interactions




People infected with measles experience immune suppression [1]. This work focuses on the
influence of this characteristic of measles on another pathogen, here the flu. We also have that
the flu will increase the production of other pathogens in a co-infection model [3]. Modeling
the immune response to such virus-virus interaction is currently of signficant relevance, given
the limited knowledge on SARS-CoV-2/influenza interactions. A model of each pathogen will
be developed and analysed. We will look for the fixed points, conditions for their stability
and we will observe some numerical results of their evolution over time. Then a model fol-
lowing the evolution of the two pathogens having simultaneously infected an individual will
be designed. In this model we will include the interactions of the pathogens on each other to
theoretically determine the effects in individuals infected with both influenza and measles.
Then we can compare between the different populations when there is no interaction and
with the different interactions between the two pathogens.
Keywords : influenza, measles, immune suppression, fixed points, stability, interactions
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Nul n’est besoin aujourd’hui d’être convaincu de l’importance des modèles d’infections
virales. Les modèles de co-infections entre deux virus distincts sont rares. Cela est dû au fait
qu’il est difficile de comprendre ou d’observer les différentes interactions, si elles existent,
entre deux pathogènes ayant infecté un même individu. Malgré la rareté de ce type de mo-
dèle, la co-infection touche plusieurs populations dans le monde présentement. Un exemple
répandue de co-infection de deux pathogènes différents assez fréquent est la grippe avec une
bactérie quelconque infectant les voies respiratoires [3]. Il existe quelques interactions entre
ces deux pathogènes qui peuvent soit aider ou nuire à la propagation de l’autre pathogène [2,3].
Il a récemment été découvert que la rougeole, qui infecte les cellules mononucléées
sanguines périphériques, notamment les lymphocytes, provoque une suppression immunitaire
sévère [1]. Nous avons alors qu’il serait possible de recontracter une maladie que nous
avions précédemment contractée et développé une immunité contre celle-ci. La mortalité
de la rougeole est faible, mais les morts associées à la rougeole sont principalement causé
par des infections secondaires [9]. Cette information est intéressante pour la conception
d’un modèle de co-infection puisque la rougeole aurait un effet direct sur la réponse du
système immunitaire face à un deuxième pathogène. Une co-infection avec la rougeole
résultera, a priori, d’une durée prolongée de l’infection dû au second pathogène. Le second
pathogène qui sera étudié pour le modèle de co-infection sera la grippe, ou le virus de
l’influenza. La caractéristique intéressante de la grippe est la présence d’une glycopro-
téine antigénique, la neuraminidase, qui augmente la mobilité des particules virales et
bactériennes à travers le mucus des voies respiratoires et accroît ainsi l’évolution de la
population des agents pathogènes [3]. La présence de cette glycoprotéine dans un cas
d’infection simultané entre deux pathogènes différents ne fera donc pas seulement augmenter
la production de la grippe, mais également celle d’autres pathogènes en contact avec la grippe.
Le modèle de co-infection présenté dans ce mémoire résulte de la juxtaposition de deux
modèles joint l’un à l’autre, un sur la grippe et l’autre sur la rougeole. Il faudra bien choisir
et concevoir les deux modèles pour les joindre aisément et analyser les deux modèles préala-
blement pour observer les changements lorsqu’on joindra les deux modèles. Pour joindre les
deux modèles, il faut ajouter les termes qui modéliseront les interactions que les deux virus
auront l’un sur l’autre. Les acteurs des interactions entre les deux virus sont la neuraminidase
de la grippe et la capacité de la rougeole de réduire la réponse immunitaire de notre corps
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face aux différents agents pathogènes avec lesquelles nous sommes en contact. L’interaction
d’un des deux pathogènes n’aura pas seulement comme effet de propager plus rapidement
l’autre virus mais également lui-même, puisque la grippe et la rougeole auront un effet l’un
sur l’autre. Par exemple, la rougeole supprimera partiellement la réponse immunitaire contre
la grippe, alors si la grippe propage la rougeole plus rapidement, la rougeole suprimera encore





1.1 Présentation du modèle de la grippe
La première étape consiste à trouver un modèle approprié de la grippe. Nous devons
d’abord déterminer les populations considérées, soit les cellules cibles, les cellules infectées
et les virus de la grippe. Étant un virus avec une courte durée de vie et un comportement
facilement modélisable, un modèle générique peut être utilisé pour modéliser sa progression.






= βTV − δI
dV
dt
= pI − cV (1.1)
Étant donné que joindre deux modèles suivant l’évolution de deux virus distincts aura
potentiellement une dimension élevée, il est préférable de prendre un modèle plus simple
pour ne pas trop compliquer les futurs calculs. Seul l’effet d’un pathogène sur l’autre vont
nous intéresser.
Nous avons T représentant les cellules cibles, I représentant les cellules infectées et V
représentant les virus de la grippe. Le paramètre β correspond au coefficient d’infectiosité de
la grippe, δ au taux de mortalité des cellules infectées, p au taux de naissance des virus et c
au taux de mortalité général des virus.
Nous allons devoir apporter des modifications au système (1.1). La première étant qu’il
faut ajouter une population d’anticorps étant donné que la rougeole affectera celle-ci. Encore
une fois, Cuipe et Heffernan [4] proposent un autre modèle d’une maladie générique avec une
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population d’anticorps. La seconde modification sera pour l’équation modélisant l’évolution
de la population des cellules cibles. On ajoute deux termes pour modéliser la naissance et la
mortalité des cellules cibles. Voici le modèle modifié que nous allons utiliser :
dT
dt
= s− dTT − βTV
dI
dt
= βTV − δI
dV
dt
= pI − cV − cAV A
dA
dt
= kPAV + sA − dAA (1.2)
Le paramètre s représente la production des cellules cibles et dT le taux d’élimination
des cellules cibles. Initialement, on pouvait ignorer ces deux termes pour la population T
puisqu’ils sont souvent considérés négligeables étant donné la courte durée de la grippe. La
dynamique entre les populations ne changeait pas de façon significative, un modèle plus
simple était plus approprié. Par contre, en créant un modèle combiné où la rougeole pourra
a priori augmenter la durée de la charge virale qui nous affectera, nous allons ajouter la
production et la dégradation des cellules cibles puisqu’ils pourront avoir un impact sur la
dynamique de notre modèle.
Nous avons également une nouvelle population A modélisant l’évolution des anticorps
contre la grippe. Les nouveaux paramètres introduits sont kP , le taux de production lié à la
quantité de virus, sA, le taux de production naturel des anticorps et dA, le taux d’élimination
naturel des anticorps. Nous aurons à partir de maintenant que c ne représente plus le taux
d’élimination général du virus, mais bien son taux d’élimination naturel. Le paramètre cA
représente le taux d’élimination des virus causée par les anticorps.
1.2 Analyse du modèle de la grippe
La positivité des solutions, demeurer positives pour des conditions initiales positives, est
une propriété d’un problème bien posé. Étant donné la longueur et la complexité des calculs,
montrer que le problème est bien posé sera fait dans l’annexe B.
Pour trouver les valeurs des points fixes du système (1.2), nous devons résoudre le système
d’équations suivant, en considérant que les populations T , I, V et A sont constantes :
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s− dTT − βTV = 0
βTV − δI = 0
pI − cV − cAV A = 0
kPAV + sA − dAA = 0 (1.3)
Réalistement, la grippe ne perdurera jamais, elle finira par s’estomper ou nous être fatale
si nous avons d’autres problèmes de santé. Nous pouvons donc considérer uniquement le
point fixe sans maladie, c’est-à-dire qu’on pose I = 0 et V = 0 dans les équations de (1.3).
Nous devons alors résoudre le système d’équations simplifié ci-dessous :
s− dTT − 0 = 0
0− 0 = 0
0− 0− 0 = 0
0 + sA − dAA = 0
s− dTT = 0








Avec la résolution du système (1.3) on a obtenu la valeur suivante pour le point fixe sans
maladie du modèle (1.2) de la grippe :









Pour trouver la condition de stabilité du système, il faut tout d’abord calculer la matrice
Jacobienne du système d’équation (1.2).



































































J (T, I, V, A) =

−dT − βV 0 −βT 0
βV −δ βT 0
0 p −c− cAA −cAV
0 0 kPA kPV − dA
 (1.6)
Pour trouver les valeurs propres de (1.6), il faut résoudre l’équation suivante :
Det(J (pt∗G)− λI4x4) = 0 (1.7)
∣∣∣∣∣∣∣∣∣∣∣∣
−dT − λ 0 −β sdT 0
0 −δ − λ β s
dT
0
0 p −c− cA sAdA − λ 0



















(−dA − λ) = 0 (1.9)
Le polynôme caractéristique, qui est de degré quatre, possède clairement les deux racines
λ = −dT et λ = −dA qui sont toutes deux négatives. Il ne reste qu’à déterminer les deux autres
valeurs propres de (1.6). Il faut résoudre un polynôme de degré 2. On peut donc résoudre les









A = δ + c+ cA
sA
dA






Le premier constat est que A > 0 pour n’importe quelle valeur de paramètres. Nous avons
donc que −A/2 < 0. Il faut par la suite déterminer la condition de stabilité du système en
fonction de A2 − 4B.
Cas 1 : A2 = 4B
Nous aurons donc dans ce cas une valeur propre double et négative :
λ± = −
A
2 < 0 (1.12)
Cas 2 : A2 − 4B < 0
Pour cette condition nous avons que
√
A2 − 4B/2 est un nombre imaginaire, c’est-à-
dire que ce terme n’influence par la stabilité du système, mais changera les trajectoires des
populations et potentiellement le vitesse de convergence. Il en résulte que la partie réelle des
deux dernières valeurs propres sont négatives :
Re(λ±) = −
A
2 < 0 (1.13)
Cas 3 : A2 − 4B > 0
Pour cette condition nous avons que
√
A2 − 4B/2 est un nombre réel positif. Nous avons
clairement que λ− = −A/2−
√
A2 − 4B/2 est un nombre réel négatif. Il ne reste qu’à déter-




2 < 0 ⇐⇒ B > 0
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avec :






dT δ(cdA + cAsA) > dApβs
dApβs
dT δ(cdA + cAsA)
< 1 (1.14)
Ceci correspond au nombre de reproduction R0. Dans ce cas, le nombre de reproduction
correspond à la moyenne du nombre de cellules qui se feront infecter par une cellule infectée.
Lorsque R0 < 1, la maladie va finir par être éliminée, si R0 > 1, la maladie va perdurer. On




dT δ(cda + cAsA)
(1.15)
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1.3 Résultats numériques du modèle de la grippe
Figure 1.1 – Graphiques de l’évolution de la grippe pour les conditions ini-
tiales : (T, I, V, A) = (108, 0, 10, 10) et les paramètres : (s, dT , β, δ, p, c, cA, kP , sA, dA) =
(108/750, 1/750, 2.56× 10−5, 3.2, 4.6× 10−2, 5.2, 5× 10−3, 7× 10−5, 1, 0.07)
Les paramètres pour la figure ci-dessus sont tirés de Cuipe et Heffernan [4]. Certains
paramètres sont modifiés ou approximés étant donné que leur modèle de la grippe n’a pas de
population d’anticorps et possède un population latente de cellules infectées non-productive.
Nous atteindrons le maximum de la charge virale environ deux jours après l’infection initiale.
À ce moment, le nombre d’anticorps va augmenter rapidement et la charge virale diminuera
rapidement, pour ensuite continuer à diminuer à un rythme un peu plus lent. Il faudra environ
sept jours pour que la charge virale passe sous le seuil de 10−2 virus/(ml d’épithélium).
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Figure 1.2 – Graphiques de l’évolution de la grippe sur un intervale de 1 à 3 jours
En zoomant sur l’intervalle de un à trois jours après l’infection, nous constatons évidem-
ment que l’augmentation de la concentration de virus fait augmenter lla concentration des
cellules infectées et diminuer celle des cellules cibles. La concentration de virus fera également
augmenter la concentration d’anticorps. Le nombre de virus descendra plus rapidement
lorsque le nombre d’anticorps sera proche de son maximum. Par la suite, il descendra moins
rapidement, puisque le contact entre les virus et les anticorps sera plus rare et que le nombre
de cellules cibles sera lui aussi nettement plus bas.
Si nous calculons le R0 du modèle de la grippe, nous obtenons :
R0 =
dApβs
dT δ(cda + cAsA)
= 0.07× 4.6× 10
−2 × 2.56× 10−5 × 108/750
(1/750)× 3.2× (5.2× 0.07 + 5× 10−3) = 6.981 > 1 (1.16)
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Figure 1.3 – Évolution de la grippe sur une période de 1000 jours
Le nombre de reproduction est donc plus grand que un. Nous avons alors que le point fixe
sans maladie est instable pour le modèle utilisé avec les paramètres présents. Théoriquement,
après une centaine de jours, la grippe réapparaît de nouveau et se stabilisera au point fixe
endémique. Le nombre de virus se raprochera de zéro sans l’atteindre. En pratique, le nombre
de virus se rapprochera de zéro et finira par l’atteindre, faisant en sorte que nous guérirons
de la grippe. Puisque la dynamique du modèle est bonne pour une période réaliste où nous
guérissons de la grippe, il suffit de changer un paramètre lorsque le nombre de virus est très
proche de zéro pour corriger ce problème et pour avoir un nombre de reproduction inférieur
à un. Si nous supposons qu’après 30 jours nous ne pouvons plus développer la grippe, nous
posons V = 0 après 30 jours et le problème est réglé.
Si le nombre de reproduction est initialement plus petit que un, nous convergerons vers le
point fixe sans maladie immédiatement. Il faut donc laisser la maladie progresser et changer
un paramètre au moment opportun pour avoir un nombre de reproduction inférieur à un pour
éviter la réapparition des pathogènes dans le modèle.
14
Figure 1.4 – Évolution de la grippe sur une période de 1000 jours. On pose β = 0 après 30
jours
Nous avons maintenant que le point fixe endémique n’est plus stable puisque R0 = 0.
Après 7 jours on restera sous un seuil de 10−2 virus/(ml d’épithélium). La grippe ne re-
viendra pas, à moins qu’on se fasse éventuellement infecté par des nouveaux virus de la grippe.
Pour éviter d’avoir à changer la valeur de V , Ciupe et Heffernan [4] modifient le modèle
avec une population d’anticorps en faisant le changement suivant pour ce paramètre β :
β −→ β1 + αA (1.17)
Faire ce changement pourrait éviter de changer manuellement la valeur de β, mais com-





2.1 Présentation du modèle de la rougeole
La rougeole est une maladie plus complexe que la grippe. Cela nous offre un avantage
puisqu’il existe plusieurs modèles sur la rougeole qui sont déjà développés presque adéqua-
tement pour le modèle combiné qui sera créé. Le modèle de la rougeole retenu est celui de
Heffernan et Keeling [5] :
dx
dt
= λx − dxx− βqxv
dy
dt
= βqxv − dyy − ξyz
dv
dt
















= ρz − dmm−
cmqvm
Cqv +K (2.1)
Le modèle (2.1) comporte six populations, soit x, la population de cellules cibles, y, la
population de cellules infectées, v, les virus, w, les anticorps naïfs, z, les anticorps actifs, et
m, les anticorps mémoires.
Les paramètres sont ; λx, les naissances des cellules cibles, λz, les naissances des anticorps
naïfs, dx, le taux de mortalité des cellules cibles, dy, le taux de mortalité naturel des
cellules infectées par la rougeole, dw, le taux de mortalité des anticorps naïfs, dz, le taux
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de mortalité des anticorps actifs, dm, le taux de mortalité des anticorps mémoires, u, le
taux de mortalité des virus, β, le taux d’infectiosité des virus, ξ, le taux de mortalité
des cellules infectées liée aux anticorps actifs, k, taux de bourgeonement des virus, q,
pourcentage des virus qui sont infectieux, c, le taux d’activation des anticorps naïfs, cm,
le taux de transition des anticorps mémoire, f , la prolifération des anticorps mémoires
nouvellement activés, p, le taux de prolifération des anticorps activés, ρ, taux de transi-
tion des anticorps actifs vers les anticorps mémoires, et K et C, des constantes de saturations.
Le modèle (2.1) de la rougeole sera légèrement modifié pour que le modèle réflète l’immu-
nité aquise après l’infection. En observant l’équation de l’évolution des anticorps mémoire m,
si la popuation de virus v est nulle, et donc par le fait même les anticorps actifs z, le terme
−dmm fera en sorte que la population m convergera vers 0. C’est-à-dire que l’immunité n’est
donc pas permanente après une infection de la rougeole. On utilisera donc le modèle (2.2)
avec dm = 0 ci-dessous :
dx
dt
= λx − dxx− βqxv
dy
dt
= βqxv − dyy − ξyz
dv
dt
















= ρz − cmqvm
Cqv +K (2.2)
2.2 Analyse du modèle de la rougeole
Les calculs pour montrer que le problème est bien posé sont présentés dans l’annexe C.
Pour trouver les points fixes de notre système, il faut résoudre le système d’équations
suivant en considérant que les populations x, y, v, w, z et m comme des constantes :
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λx − dxx− βqxv = 0
βqxv − dyy − ξyz = 0
ky − uv − βqxv = 0
λz −
cqvw




Cqv +K − (ρ+ dz)z +
fcmqvm
Cqv +K = 0
ρz − cmqvm
Cqv +K = 0 (2.3)
Comme pour la grippe, le point fixe endémique a peu d’intérêt étant donné le fait que la
maladie ne perdurera pas et que le taux de mortalité de la rougeole est faible. Le point qui
nous intéresse est donc le point fixe sans maladie, c’est-à-dire avec y = 0 et v = 0. On peut
donc réduire le système (2.3) pour résoudre le système résultant :
λx − dxx− 0 = 0
0− 0− 0 = 0
0− 0− 0 = 0
λz − 0− dww = 0
0 + 0− (ρ+ dz)z + 0 = 0
ρz − 0 = 0





z = 0 m = ? (2.4)
Nous avons alors que m ne converga pas vers une valeur spécifique, mais dépendera des
conditions initiales et de l’évolution des autres variables. On a trouvé que la valeur du point
fixe sans maladie est :










Il faut maintenant déterminer la condition de stabilité du système (2.2) au point fixe (2.5).
Comme précédemment, on calcule la matrice jacobienne du système (2.2) :



















































































































































J (x, y, v, w, z,m) =
−dx − βqv 0 −βqx 0 0 0
βqv −dy − ξz βqx 0 −ξy 0
−βqv k −u− βqx 0 0 0
0 0 − Kcqw(Cqv+K)2 −
cqv





Cqv+K − ρ− dz
fcmqv
Cqv+K





Par la suite, il faut trouver les valeurs propres de la matrice jacobienne (2.6) évaluée au
point fixe sans maladie (2.5) et déterminer quand toutes les valeurs propres ont une partie
réelle négative. Il faudra résoudre l’équation suivante pour trouver les valeurs propres :
Det(J (pt∗R)− λI6x6) = 0 (2.7)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−dx − λ 0 −βq λxdx 0 0 0
0 −dy − λ βq λxdx 0 0 0
0 k −u− βq λx
dx
− λ 0 0 0
0 0 − Kcq(Cqv+K)2
λz
dw
−dw − λ 0 0
0 0 ? 0 −ρ− dz − λ 0




Puisque le point fixe ne défini pas de valeur pour m, lorqu’on évalue la matrice Jacobienne
en ce point, deux entrées de la matrice sont indéterminées. Par chance, puisque plusieurs



















... (−dw − λ)(−ρ− dz − λ)λ = 0 (2.9)
Nous avons directement quatre des valeurs propres de (2.6) évaluées au point fixe (2.5),
soient λ = −dx, λ = −dw, λ = −ρ − dz et λ = 0, dont trois sont des valeurs réelles
négatives. Puisque nous avons une valeur propre qui est nulle, le système ne peut pas être
asymtotiquement stable, mais peut être simplement stable. Nous pouvons dire que le système
est alors asymptotiquement stable dans les cinq premières dimensions. Pour avoir les valeurs
des deux dernières valeurs propres, nous devons encore une fois utiliser la formule quadratique.








A = dy + u+ βq
λx
dx






Nous avons que A > 0, nous sommes donc dans les mêmes conditions que pour le modèle












Ceci correspond encore une fois au nombre de reproduction R0. Lorsque R0 < 1, la
maladie va finir par être éliminée, si R0 > 1, la maladie va perdurer. Nous avons alors que la






2.3 Résultats numériques du modèle de la rougeole
Figure 2.1 – Graphiques de l’évolution de la rougeole
Les conditions initiales sont (x, y, v, w, z,m) = (1000, 0, 10, 600, 0, 0) et les paramètres sont
(λx, λz) = (100, 25), (dx, dy, dw, dz, u) = (0.1, 0.5, 4.17×10−2, 2.5×10−2, 3), (β, ξ, k, q, c, cm) =
(6.1 × 10−4, 0.01, 100, 0.05, 0.006, 0.16) et (f, p, ρ,K,C) = (4, 0.6, 0.06, 10, 0.1). Les para-
mètres pour la figure ci-dessus proviennent de Heffernan et Keeling [5]. Étant donné que ce
modèle n’est pas modifié, les paramètres ne sont pas modifiés non plus. Le nombre de virus
augmentera lentement et prendra plus d’ampleur après une dizaine de jours. Les anticorps
naïfs commenceront à s’activer vers le dixième jour après le début de l’infection. Plus les
anticorps actifs seront nombreux, plus les virus vont diminuer. La rougeole s’estompera après
environ 20 jours.
Si on calcule le nombre de reproduction de la rougeole avec les paramètres utilisés dans





= 100× 6.1× 10
−4 × 0.05× 100
0.5(3× 0.1 + 6.1× 10−4 × 0.05× 100) = 2.013 > 1 (2.16)
Figure 2.2 – Évolution de la rougeole sur une période de 300 jours
Comme on s’en doutait avec la valeur du R0, le point fixe sans maladie sera instable avec
les paramètres utilisés. Dans Heffernan et Keeling [5], ils posaient que au vingt-et-unième
jour R0 = 0 et que les virus de la rougeole seront éliminés. Nous pouvons obtenir un tel
résultat en posant que β = 0 après vingt-et-un jours. Puisque le nombre de virus reste très
proche de zéro pendant quelques jours, nous pouvons poser β = 0 au trentième jour comme
pour la grippe, cela nous donnera une marge de manœuvre pour le modèle combiné si la
grippe rallonge la période où un grand nombre de virus survivent. On fait cela puisque la
dynamique du modèle est appropriée sur une période de trente jours.
Comme pour la grippe, si le nombre de reproduction est plus petit que 1 initialement,
nous convergerons immédiatement vers le point fixe sans maladie. Il faut donc laisser la
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maladie progresser et changer un paramètre au moment opportun pour avoir un nombre de
reproduction inférieur à un pour éviter la réapparition des pathogènes.
Figure 2.3 – Évolution de la rougeole sur une période de 300 jours avec β = 0 après 30 jours
Nous avons maintenant que le point fixe sans maladie est stable puisque R0 = 0. Après
21 jours on restera proche d’une population de zéro virus. La rougeole ne reviendra pas





3.1 Présentation du modèle combiné
Pour combiner deux modèles de virus, il faut tout d’abord déterminer les interactions entre
les virus et les modifications qu’il faut apporter à nos équations modélisant les différentes
populations de nos modèles. Voici le modèle auquel il faudra apporter des modifications :
dT
dt
= s− dTT − βGTV
dI
dt
= βGTV − δI
dV
dt
= pI − cGV − cAV A
dA
dt
= kPAV + sA − dAA
dx
dt
= λx − dxx− βRqxv
dy
dt
= βRqxv − dyy − ξyz
dv
dt
















= ρz − cmqvm
Cqv + k (3.1)
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Ce modèle est simplement la superposition des deux modèles modélisant l’évolution
de la grippe (quatre premières équations) et de la rougeole (les six dernières équations).
Notons que les deux modèles ont chacun un paramètre β et c. Pour faire la distinction des
paramètres dans les deux modèles, le coefficient d’infectiosité de la grippe deviendra βG et
celui de la rougeole sera βR. Le paramètre c dans le modèle de la grippe représentait le taux
de mortalité naturel des virus de la grippe. Il devient cG. Dans le modèle de la rougeole il
représentait le taux d’activation des anticorps naïfs. Il devient cR.
Le virus de la grippe possède une glycoprotéine, la neuraminidase [3], qui a comme
fonction d’accélérer la mobilité des pathogènes dans le mucus pulmonaire. Selon Smith et
al. la neuraminidase peut également aider la propagation d’autres pathogènes infectant un
individu, ayant déjà la grippe, dans le système respiratoire. La rougeole infectera les cellules
sanguines mononucléées périphériques. Le sang circule dans tout le corps, incluant le système
respiratoire. La neuraminidase aura donc pour effet d’aider la propagation de la rougeole
pour les virus dans le système respiratoire.
Pour l’équation modélisant l’évolution des virus de la rougeole, il faudra apporter une
modification du terme qui modélise les naissances des virus pour qu’ils dépendent des virus
de la grippe [3] comme ci-dessous :
dv
dt
= ky − uv − βRqxv −→
dv
dt
= ky(1 + εRV )− uv − βRqxv (3.2)
Le nouveau paramètre εR correspond à un facteur de correction tel que kεR est le taux
de naissance supplémentaire des virus de la rougeole résultant de l’aide de la neuraminidase
des virus de la grippe.
Il fut récemment découvert que la rougeole cause une suppression immunitaire [1]. Il faut
alors modifier l’équation modélisant l’évolution des anticorps de la grippe. Le terme qui doit
être modifié est celui de la mortalité des anticorps contre la grippe pour dépendre des virus
de la rougeole [3] comme ci-dessous :
dA
dt
= kPAV + sA − dAA −→
dA
dt
= kPAV + sA − dAA(1 + εGv) (3.3)
Le nouveau paramètre εG correspond à un facteur de correction tel que dAεG est le
taux de mortalité supplémentaire des anticorps de la grippe résultant de la suppression
immunitaire causé par les virus de la rougeole.
Les deux modifications (3.2) et (3.3) apportées au modèle combiné (3.1) nous donnent le
nouveau modèle où la grippe et la rougeole sont devenues dépendantes de l’évolution virale




= s− dTT − βGTV
dI
dt
= βGTV − δI
dV
dt
= pI − cGV − cAV A
dA
dt
= kPAV + sA − dAA(1 + εGv)
dx
dt
= λx − dxx− βRqxv
dy
dt
= βRqxv − dyy − ξyz
dv
dt
















= ρz − cmqvm
Cqv + k (3.4)
3.2 Analyse du modèle combiné
Étant donné les deux modifications des équations modélisant l’évolutions de A et v, nous
devons vérifier si le problème est toujours bien posé, ce qui est fait dans l’annexe D.
Nous cherchons encore une fois le point fixe sans maladie du système. Nous posons toutes
les équations du système égales à 0 et posons encore que I = 0, V = 0, y = 0, v = 0 et z = 0
pour obtenir le système d’équations à résoudre suivant :
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s− dTT − βGTV = 0
βGTV − δI = 0
pI − cGV − cAV A = 0
kPAV + sA − dAA(1 + εGv) = 0
λx − dxx− βRqxv = 0
βRqxv − dyy − ξyz = 0
ky(1 + εRV )− uv − βRqxv = 0
λZ −
cRqvw




Cqv +K − (ρ+ dz)z +
fcmqvm
Cqv +K = 0
ρz − cmqvm
Cqv + k = 0
s− dTT − 0 = 0
0− 0 = 0
0− 0− 0 = 0
0 + sA − dAA(1 + 0) = 0
λx − dxx− 0 = 0
0− 0− 0 = 0
0− 0− 0 = 0
λZ − 0− dww = 0
0 + 0− (ρ+ dz)z + 0 = 0
ρz − 0 = 0
s− dTT = 0
sA − dAA = 0
λx − dxx = 0
λz − dww = 0
−(ρ+ dz)z = 0
ρz = 0 (3.5)
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Les deux premières équations sont indépendantes des quatre dernières équations. Elles
correspondent alors à la superposition des équations de (1.4) et (2.4). Nous obtenons alors















Étant donné que les deux modifications (3.2) et (3.3) dépendent de V et v, mais que ces
deux variables prennent une valeur nulle point fixe, la valeur du point fixe sans maladie sera
l’union des points fixes (1.5) et (2.5) sans modifier leurs valeurs.
Par la suite, il ne reste qu’à déterminer la condition de stabilité du système (3.4) au point
fixe (3.6). Il faut donc déterminer les valeurs propres de la matrice jacobienne du système
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Nous remarquons qu’il y a deux termes dans le jacobien (3.7) qui vont lier les deux
maladies, soient [J ]4,7 = −dAεGA et [J ]7,3 = kεRy. En observant l’intersection des quatre
premières lignes et quatre premières colonnes de la matrice jacobienne (3.7), elle correspond
à la matrice jacobienne de la grippe (1.6) à l’exception de [J ]4,4 = kPV − dA(1 + εGv).
En observant également l’intersection des six dernières lignes et six dernières colonnes de
la matrice jacobienne (3.7), elle correspond à la matrice jacobienne de la rougeole (2.6) à
l’exception de [J ]7,6 = k(1 + εRV ).
En évaluant la matrice jacobienne (3.7) au point fixe (3.6), c’est-à-dire que V = 0 et
v = 0, on obtient [J (pt∗C)]4,4 = −dA et [J (pt∗C)]7,6 = k. Dans ce cas, on aura que l’intersection
des quatre premières lignes et colonnes de (3.8) sont identiques à (1.7) et l’intersections des
six dernières lignes et colonnes de (3.8) sont identiques à (2.8). Nous obtenons également que
[J (pt∗C ]7,3 = 0 puisque y = 0. Finalement, on a que la quatrième colonne de (3.8) n’a qu’un
seul terme non nul qui est sur la diagonale, soit [J (pt∗C) − λI10x10]4,4 = −dA − λ. Pour le
calcul des valeurs propres, on a alors qu’on factorise le terme (−dA − λ) de l’équation (3.8)
et qu’on supprime la quatrième ligne et colonne de la matrice, ce qui fait que la valeur de
[J (pt∗C)− λI10x10]4,7 n’influence pas les valeurs propres du système.
Étant donné ces observations, on conclut que les interactions entre les deux virus ne
changent pas la condition de stabilité des deux systèmes unis ensemble. L’inclusion des inter-
actions ne changera que la vitesse de convergence vers le point fixe. En observant l’équation
(3.9), on constate que les dix valeurs propres du système (3.4) au point fixe (3.6) sont les
mêmes que les quatre valeurs propres de la grippe et des six de la rougeole. Ceci implique que
le point fixe sans maladie (3.6) est stable si les deux conditions (1.14) et (2.14) sont respectées
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3.3 Résultats numériques du modèle combiné
Figure 3.1 – L’évolution des populations pour la grippe et la rougeole. Toutes les conditions
initiales et les paramètres sont les mêmes que dans les figures (2.1) et (3.1). Les deux nouveaux
paramètres sont (εG, εR) = (1, 0), c’est-à-dire que la rougeole influencera l’évolution de la
grippe, mais que la grippe n’influencera pas celle de la rougeole.
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Sur la Figure 4.1, nous observons l’effet de la suppression immunitaire causé par la
rougeole sur la population d’anticorps de la grippe. Le constat le plus évident est la réduction
considérable de la population d’anticorps, particulièrement au quatorzième jour suivant
l’infection par les deux pathogènes, ce qui correspond au maximum de la charge virale pour
la rougeole. Ceci aura directement un effet sur la vitesse de convergence de la population de
virus et de cellules infectées par la grippe. En effet celles-ci prendront plus de temps pour
converger vers 0. Les virus de la grippe passeront sous le seuil de 10−2 vers onze jours suivant
l’infection au lieu d’environ sept jours. On constate également que le rythme d’élimination
des virus de la grippe se fait plus lentement vers le cinquième jours après l’infection initiale,
cela correspond au moment où le nombre d’anticoprs contre la grippe commence à diminuer
très rapidement. Ceci est dû au fait que la population d’anticorps a une action directe sur
les virus, moins d’anticorps pour éliminer les virus, plus de temps il faudra pour éliminer les
virus, et vice-versa. Évidemment, puisque la grippe n’agit pas sur la rougeole, car εR = 0, les
graphiques sur la rougeole demeurent ceux du chapitre 2.
L’effet unilatéral de la rougeole sur la longévité de la grippe sera probalement amplifié si
la grippe influence la rougeole de façon à augmenter la production des virus de la rougeole
également. En effet, si la grippe a un tel effet sur la rougeole, l’augmentation des virus de la
rougeole fera diminuer encore plus le nombre d’anticorps contre la grippe, pouvant augmenter
la charge virale au delà des onze jours pour la grippe que nous avons présentement.
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Figure 3.2 – L’évolution des populations pour la grippe et la rougeole. Toutes les conditions
initiales et les paramètres sont les mêmes que dans les figures (2.1) et (3.1). Les deux nouveaux
paramètres sont (εG, εR) = (0, 1.5x10−5), c’est-à-dire que la grippe influencera l’évolution de
la rougeole, mais que la rougeole n’influencera pas celle de la grippe.
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Sur la figure 4.2, on observe l’effet de la grippe sur les virus de la rougeole : les graphiques
de la grippe sont inchangés du chapitre 1, puisque εG = 0. Pour les virus de la rougeole, on
constate que le nombre de virus augmente significativement aux environs du deuxième jour
après l’infection initiale. L’effet des virus de la grippe sur les virus de la rougeole est différent
de ceux de la rougeole sur la grippe. Ici, les virus de la grippe vont directement aider à la
propagation de la rougeole, tandis que les virus de la rougeole vont indirectement aider la
grippe en réduisant les anticorps contre la grippe. Ceci est aisé à remarquer puisque les virus
de la rougeole et les cellules infectées par la rougeole ont une augmentation brusque vers le
deuxième jour suivant l’infection. Précédemment, lorsque la rougeole uniquement affectait les
populations de la grippe, c’était les anticorps qui avaient drastiquement changé. Les virus de
la grippe survivraient plus longtemps, mais le rythme d’élimination des virus de la grippe
changeraient moins abruptement que ceux de la rougeole. L’augmentation du nombre de virus
de la rougeole causée par les virus de la grippe se produit environ au deuxième jour suivant
l’infection initiale, correspondant approximativement au maximum de la charge virale de la
grippe. Nous aurons également que les virus de la rougeole seront éliminés après dix-neuf
jours. Cela est plus court que pour le modèle de la rougeole seule. Cela est causé par la
grippe, puisqu’elle accélère la production de virus de la rougeole, les anticorps naïfs de la
rougeole vont s’activer plus rapidement que pour la rougeole seule. La rougeole s’aggravera
plus tôt, mais se terminera plus tôt également.
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Figure 3.3 – L’évolution des populations pour la grippe et la rougeole. Toutes les conditions
initiales et les paramètres sont les mêmes que dans les figures (2.1) et (3.1). Les deux nouveaux
paramètres sont (εG, εR) = (1, 1.5x10−5)
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Figure 3.4 – Comparaison de la charge virale de la grippe sans interaction, avec la rougeole
éliminant les anticorps de la grippe, et les interactions entre les deux virus.
Sur la figure 4.3, nous pouvons voir que les interactions entre la grippe et la rougeole
en même temps vont changer un peu la dynamique des deux maladies. Pour la grippe, le
nombre de virus passe sous le seuil de 10−2 après douze jours au lieu de onze comme dans
la figure 3.1. La différence pour la rougeole est plus diffile à observer. Il faudrait comparer
dans un même graphique les différents résultats pour le changement de la charge virale.
La suppresion immunitaire causé par la rougeole devrait, en théorie, ralentir le proces-
sus d’élimination des virus de l’influenza puisque la concentration d’anticorps sera réduite.
Puisque les infections de la grippe et de la rougeole débutent en même temps et que la
grippe se développe plus rapidement que la rougeole, l’effet de la suppression immunitaire sur
la grippe se remarquera alors que la grippe sera déjà en déclin en ralentissant le processus
d’élimination des virions de la grippe. Cela est dû au fait que la rougeole va atteindre son
maximum virale quelques jours après le maximum virale de la grippe.
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Figure 3.5 – Comparaison de la charge virale de la rougeole sans interaction, avec la grippe
qui aide la production de virus de la rougeole, et les intérections entre les deux virus.
Sur la figure 4.5 on constate les effets des différentes interactions sur les virus de la
rougeole. Encore une fois, puisque les infections de la grippe et de la rougeole débutent en
même temps et que la grippe se développe plus rapidement que la rougeole, le maximum de
la charge virale de la grippe se produit vers le deuxième jour et on constate qu’il y a une nette
croissance des virions de la rougeole à ce moment. Étant donné que le nombre de virions de
la grippe sera constament en décroissance par la suite, la rougeole poursuivra sa croissance
presque similairement sans la grippe. La grippe ne semble donc pas changer de façon drastique
l’évolution de la rougeole, hormis le fait que la rougeole aura une certaine avance comparé
au cas précédent. Sur la figure 4.5, ceci correspond à un décalage de la courbe noir vers la




En pratique, la rougeole cause une supression immunitaire et la grippe accentue la
propagation des pathogènes dans le système respiratoire. Notre objectif était de modéliser
ces interactions dans un modèle combiné. Nous avons pu analyser ce modèle de la rougeole
et de la grippe pour observer comment elles peuvent modifier l’évolution habituelle des deux
virus individuellement.
Nous avons tout d’abord conçu un modèle approprié pour modéliser l’évolution de la
grippe et choisi un modèle pour la rougeole également. On a par la suite joint les deux
modèles et modifiées certaines équations pour inclure les interactions entre les deux virus.
Cela nous a permis de voir comment la grippe prendra plus de temps pour être entièrement
éliminée et comment le rougeole va se développer plus rapidement.
Ce type de modèle peut être difficile à analyser étant donner leur dimension. Ils sont
toutefois utiles pour modéliser différents types d’interactions entre pathogènes et déterminer
le prolongement ou raccourcissement de la période d’infection, ainsi que les variations des
charges virales maximales ou l’apparition d’un deuxième (voire plus) maximum de celles-ci.
Dans un contexe plus général, l’infection par deux virus d’un individu est généralement
possible. Constater leurs interactions peut servir pour potentiellement déterminer plus
précisément les périodes de traitements contre les pathogènes en question. Les interactions
entre pathogènes sont multiples et souvent difficiles à déterminer qui peuvent soient
inhiber ou accélérer la progression d’autres pathogènes [8]. Elles peuvent également différer
d’un individu à l’autre et avoir des effets négligeables qui auront peu d’intérêt à inclure
dans un modèle. Il faut également déterminer si les interactions auront bien lieux entre
certains pathogènes, puisque certaines populations de virus ou bactéries peuvent être
principalement localisées dans une région restreinte du corps. On aura donc que même si
théoriquement certaines composantes des différents pathogènes peuvent influencer l’évolution
de l’autre pathogène, si elles ne rentrent pas en contact, il n’y aura aucune interaction
entres les pathogènes distincts. D’un point de vue plus biologique que mathématique, la
récente découverte de la suppression immunitaire causé par une infection de la rougeole
est également un problème dans pour une population en générale. Cette caractéristique
pourrait faire en sorte que plusieurs immunités aquises seront éliminées. Cela pourrait
potentiellement engendrer une hausse de cas de plusieurs autres graves maladies dont
un vaccin existe déjà et qui avaient été éliminées dans le passé. L’étude de ces patho-
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gènes serait utile dans le contexte actuelle pour déterminé les potentielles intéractions
d’autres maladie de nos jours, qui diffères du temps où la rougeole était problématique,
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Pour l’analyse des modèles qui sont présentés, nous devons connaître la base de la théorie
des systèmes dynamiques. Toutefois, il ne sera pas nécessaire d’avoir des connaissances
approfondies sur ceux-ci puisque seule l’évolution des différentes variables nous intéresse. Les
résultats ci-dessous proviennent de l’ouvrage Introduction to Applied Nonlinear Dynamical
Systems and Chaos [6].
Définition 1 Un système dynamique est un triplet (X,T, φ) où X est un espace d’états, T
est un espace de temps et φ un flot tel que :
φ : T ×X −→ X
(t, x0) 7−→ φ(t, x0) pour t ∈ T , x0 ∈ X (3.10)
Avec les propriétés :
i) φ(0, x0) = x0
ii) φ(s, φ(t, x0)) = φ(t+ s, x0) pour t, s ∈ T , x0 ∈ X
Définition 2 Soit f : Rn −→ Rm une fonction tel que toutes ses dérivées partielles existent
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Théorème 1 Supposons que les valeurs propres de J (x̄) ont toutes une partie réelle
négative, où J est la Jacobienne d’un flot φ d’un système dynamique (X,T, φ) et que
x̄ est un point fixe du système dynamique i.e. φ(x̄) = 0, alors le point fixe x̄ ∈ X est
asymptotiquement stable.
Définition 3 Un problème bien posé possède les propriétés suivantes :
i) Une solution existe
ii) La solution est unique
iii) Le comportement d’une solution change continuement selon la condition initiale.
La définition 3 sera importante puisque certains modèles qui seront présentés vont
être modifiés ou conçues spécifiquement pour ce mémoire. Pour montrer que ces modèles
sont des problèmes bien posés, il faudra utiliser le théorème de Cauchy-Lipschitz ainsi que
deux corollaires découlant de ce théorème. Il faudra définir plusieurs concepts d’analyse
fonctionnelle avant d’arriver à ce théorème. Tout les résultats d’analyses fonctionelles
proviennent de MAT311 - Analyse réelle et complexe [7].
Définition 4 Une métrique sur X est une fonction d : X ×X −→ R telle que :
i) d(x, y) = 0 ⇐⇒ x = y
ii) d(x, y) ≥ 0 ∀x, y ∈ X
iii) d(x, y) = d(y, x)0 ∀x, y ∈ X
iv) d(x, z) ≤ d(x, y) + d(y, z) ∀x, y, z ∈ X
Définition 5 Soit (X, d). On dit qu’il est complet si toutes les suites de Cauchy convergent
dans X.
Lemme 1 Soit (X, d) un espace métrique complet et Y ⊂ X. Alors (Y,d) est complet si et
seulement si Y est fermé.
Théorème 2 Le produit fini d’espaces métriques complets est complet.
Lorsqu’on aura posé les modèles de l’évolution des virus dans les chapitres suivants,
les populations auront des valeurs positives réelles et le temps sera aussi en valeur réelle
positive. On a donc que les systèmes dynamiques seront les triplets suivants (R≥0,Rn≥0, φ)
avec n un nombre entier qui correspond à la dimension du système dynamique et φ le flot du
système dynamique. Si on prend comme métrique d(x, y) = |x− y|, alors (R, d) est un espace
métrique complet, puisque toute suite de Cauchy converge dans R. On a que R≥0 ⊂ R et
que R≥0 est fermé puisque son complément ]−∞, 0[ est ouvert, donc (R≥0, d) est complet.
Définition 6 Une norme sur X est une fonction ‖ ∗ ‖ : X −→ R telle que :
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i) ‖x‖ = 0 ⇐⇒ x = 0
ii) ‖x‖ ≥ 0 ∀x ∈ X
iii) ‖αx‖ = |α|‖x‖ ∀α ∈ K, ∀x ∈ X K = R ou C
iv) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ ∀x, y ∈ X
Définition 7 Un espace normé et complet est appelé un espace de Banach





Théorème 2 (Cauchy-Lipschitz) Soit E un espace de Banach, Ω un ouvert de R × E et
une fonction f continue de Ω dans E :
dx
dt
(t) = f(t, x(t)) (3.14)
x(t0) = x0 telle que (t0, x0) ∈ Ω (3.15)
Si f est Cp, les solutions sont de classe Cp+1. Si f est localement lipschitizienne par rapport
à la deuxième variable, il existe une seule solution maximale à l’équation (3.14) respectant
(3.15).
Corollaire 1 Sous les mêmes conditions que le théorème de Cauchy-Lipschitz, toute solution
de (3.14) respectant (3.15) et définie sur un intervalle est une restriction de la solution
maximale.
Corollaire 2 Les graphes des solutions maximales forment une partition de Ω.
Definition 8 f est Lipschitzienne par rapport à la deuxième variable sur une partie W de Ω
s’il existe une constante k telle que :
(t, x1), (t, x2) ∈ W =⇒ ‖f(t, x1)− f(t, x2)‖ ≤ k‖x1 − x2‖ (3.16)
Définition 9 f est localement Lipschitzienne par rapport à la deuxième variable si tout point

















s− dTT − βTV
βTV − δI
pI − cV − cAV A
kPAV + sA − dAA

et
x = (T, I, V, A)T ∈ R4
On a R4≥0 un espace de Banach, Ω un ouvert de R≥0×R4≥0 et la fonction f qui est continue
dans Ω. Nous devons montrer que f est localement lipschitienne par rapport à la seconde
variable. Soient ω ⊂ Ω et (t, x), (t, y) ∈ ω avec x = (x1, x2, x3, x4)T , y = (y1, y2, y3, y4)T .
Montrons que ‖f(t, x)− f(t, y)‖ ≤ k‖x− y‖ ⇐⇒ ‖f(t, x+ y)− f(t, y)‖ ≤ k‖x‖.




s− dT (x1 + y1)− β(x1 + y1)(x3 + y3)
β(x1 + y1)(x3 + y3)− δ(x2 + y2)
p(x2 + y2)− c(x3 + y3)− cA(x3 + y3)(x4 + y4)
kP (x4 + y4)(x3 + y3) + sA − dA(x4 + y4)
−

s− dTy1 − βy1y3
βy1y3 − δy2
py2 − cy3 − cAy3y4






−dTx1 − β(x1x3 + x1y3 + x3y1)
β(x1x3 + x1y3 + x3y1)− δx2
px2 − cx3 − cA(x3x4 + x3y4 + x4y3)






dTx1 + β(x1x3 + x1y3 + x3y1)
β(x1x3 + x1y3 + x3y1) + δx2
px2 + cx3 + cA(x3x4 + x3y4 + x4y3)







(dT + β(x3 + y3))x1 + βy1x3
β(x3 + y3)x1 + δx2 + βy1x3
px2 + (c+ cA(x4 + y4))x3 + cAy3x4






(dT + 2βz3)x1 + βz1x3
2βz3x1 + δx2 + βz1x3
px2 + (c+ 2cAz4)x3 + cAz3x4


















(dT + 2βz3)x1 + βz1x3
2βz3x1 + δx2 + βz1x3
px2 + (c+ 2cAz4)x3 + cAz3x4


















F = c+ 2cAz4
G = cAz3
H = kP z4













Cx1 + 2Dx2 +Bx3




































































≤ max (A,D,G,H) ‖x‖+ max (A,D, F, I) ‖x‖+ max (A,B,E, I) ‖x‖+ max (B,C,E, I) ‖x‖
≤ 4 max (A,B,C, ..., I) ‖x‖ = k ‖x‖
avec






















λx − dxx− βqxv
βqxv − dyy − ξyz
ky − uv − βqxv











x = (x, y, v, w, z,m)T ∈ R6
On a R6≥0 un espace de Banach, Ω un ouvert de R≥0 × R6≥0 et la fonction f qui est
continue dans Ω. Nous devons montrer que f est localement lipschitienne par rapport à la
seconde variable. Soient ω ⊂ Ω et (t, a), (t, b) ∈ ω avec a = (a1, a2, a3, a4, a5, a6)T , b =
(b1, b2, b3, b4, b5, b6)T . Montrons que ‖f(t, a)−f(t, b)‖ ≤ k‖a−b‖ ⇐⇒ ‖f(t, a+b)−f(t, b)‖ ≤
k‖a‖.
‖f(t, a+ b)− f(t, b)‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

λx − dx(a1 − b1)− βq(a1 + b1)(a3 + b3)
βq(a1 + b1)(a3 + b3)− dy(a2 + b2)− ξ(a2 + b2)(a5 + b5)
k(a2 + b2)− u(a3 + b3)− βq(a1 + b1)(a3 + b3)




Cq(a3+b3)+K − (ρ+ dz)(a5 + b5) +
fcmq(a3+b3)(a6+b6)
Cq(a3+b3)+K






λx − dxb1 − βqb1b3
βqb1b3 − dyb2 − ξb2b5
kb2 − ub3 − βqb1b3













−dxa1 − βq(a1a3 + a1b3 + a3b1)
βq(a1a3 + a1b3 + a3b1)− dya2 − ξ(a2a5 + a2b5 + a5b2)















dxa1 + βq(a1a3 + a1b3 + a3b1)
βq(a1a3 + a1b3 + a3b1) + dya2 + ξ(a2a5 + a2b5 + a5b2)















(dx + βq(a3 + b3))a1 + βqb1a3
βq(a3 + b3)a1 + (dy + ξ(a5 + b5))a2 + βqb1a3 + ξb2a5
βq(a3 + b3)a1 + ka2 + (u+ βqb1)a3
cq(a4+b4)





















(dx + 2βqe3)a1 + βqe1a3
2βqe3a1 + (dy + 2ξe5)a2 + βqe1a3 + ξe2a5
2βqe3a1 + ka2 + (u+ βqe1)a3
2 cqe4
K
a3 + (dw + cqe3K )a4
2 cqe4+pqe5+fcmqe6
K
a3 + cqe3K a4 + (
pqe3
K
+ ρ+ dz)a5 + fcmqe3K a6
2 cmqe6
K
























(dx + 2βqe3)a1 + βqe1a3
2βqe3a1 + (dy + 2ξe5)a2 + βqe1a3 + ξe2a5
2βqe3a1 + ka2 + (u+ βqe1)a3
2 cqe4
K
a3 + (dw + cqe3K )a4
2 cqe4+pqe5+fcmqe6
K
a3 + cqe3K a4 + (
pqe3
K
+ ρ+ dz)a5 + fcmqe3K a6
2 cmqe6
K







Ca1 +Da2 +Ba3 + Ea5
Ca1 + Fa2 +Ga3
Ha3 + Ia4
Ja3 +Ka4 + La5 +Ma6





A = dx + 2βqe3
B = βqe1
C = 2βqe3
D = dy + 2ξe5
E = ξe2
F = k
G = u+ βqe1
H = 2cqe4
K
I = dw +
cqe3
K

















Ca1 +Da2 +Ba3 + Ea5
Ca1 + Fa2 +Ga3
Ha3 + Ia4
Ja3 +Ka4 + La5 +Ma6







Ca1 +Da2 +Ba3 + 3Ea5
2Ca1 + 2Fa2 + 2Ga3
Ha3 + 5Ia4
Ja3 +Ka4 + 2La5 + 2Ma6




























































≤ 6 max (A,B,C, ..., P ) ‖a‖ = k ‖a‖
avec






























s− dTT − βGTV
βGTV − δI
pI − cGV − cAV A
kPAV + sA − dAA− dAεGAv
λx − dxx− βRqxv
βRqxv − dyy − ξyz
ky + kεRV y − uv − βRqxv











x = (T, I, V, A, x, y, v, w, z,m)T ∈ R10≥0
On a R10≥0 un espace de Banach, Ω un ouvert de R≥0×R10≥0 et la fonction f qui est continue
dans Ω. Nous devons montrer que f est localement lipschitienne par rapport à la seconde
variable. Soient ω ⊂ Ω et (t, a), (t, b) ∈ ω avec a = (a1, a2, a3, a4, a5, a6, a7, a8, a9, a10)T , b =
(b1, b2, b3, b4, b5, b6, b7, b8, b9, b10)T . Montrons que ‖f(t, a)− f(t, b)‖ ≤ k‖a− b‖ ⇐⇒ ‖f(t, a+
b)− f(t, b)‖ ≤ k‖a‖.
62
‖f(t, a+ b)− f(t, b)‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

s− dT (a1 + b1)− βG(a1 + b1)(a3 + b3)
βG(a1 + b1)(a3 + b3)− δ(a2 + b2)
p(a2 + b2)− cG(a3 + b3)− cA(a3 + b3)(a4 + b4)
kP (a4 + b4)(a3 + b3) + sA − dA(a4 + b4)− dAεG(a4 + b4)(a7 + b7)
λx − dx(a5 + b5)− βRq(a5 + b5)(a7 + b7)
βRq(a5 + b5)(a7 + b7)− dy(a6 + b6)− ξ(a6 + b6)(a9 + b9)
k(a6 + b6) + kεR(a3 + b3)(a6 + b6)− u(a7 + b7)− βRq(a5 + b5)(a7 + b7)




Cq(a7+b7)+K − (ρ+ dz)(a9 + b9) +
fcmq(a7+b7)(a10+b10)
Cq(a7+b7)+K





s− dT b1 − βGb1b3
βGb1b3 − δb2
pb2 − cGb3 − cAb3b4
kP b4b3 + sA − dAb4 − dAεGb4b7
λx − dxb5 − βRqb5b7
βRqb5b7 − dyb6 − ξb6b9
kb6 + kεRb3b6 − ub7 − βRqb5b7














−dTa1 − βG(a1a3 + a1b3 + a3b1)
βG(a1a3 + a1b3 + a3b1)− δa2
pa2 − cGa3 − cA(a3a4 + a3b4 + a4b3)
kP (a3a4 + a3b4 + a4b3)− dAa4 − dAεG(a4a7 + a4b7 + a7b4)
−dxa5 − βRq(a5a7 + a5b7 + a7b5)
βRq(a5a7 + a5b7 + a7b5)− dya6 − ξ(a6a9 + a6b9 + a9b6)















dTa1 + βG(a1a3 + a1b3 + a3b1)
βG(a1a3 + a1b3 + a3b1) + δa2
pa2 + cGa3 + cA(a3a4 + a3b4 + a4b3)
kP (a3a4 + a3b4 + a4b3) + dAa4 + dAεG(a4a7 + a4b7 + a7b4)
dxa5 + βRq(a5a7 + a5b7 + a7b5)
βRq(a5a7 + a5b7 + a7b5) + dya6 + ξ(a6a9 + a6b9 + a9b6)
















(dT + βG(a3 + b3))a1 + βGb1a3
βG(a3 + b3)a1 + δa2 + βGb1a3
pa2 + (cG + cA(a4 + b4))a3 + cAb3a4
kP (a4 + b4)a3 + (kP b3 + dA + dAεG(a7 + b7))a4 + dAεGb4a7
(dx + βRq(a7 + b7))a5 + βRqb5a7
βRq(a7 + b7)a5 + (dy + ξ(a9 + b9))a6 + βRqb5a7 + ξb6a9
kεR(a6 + b6)a3 + βRq(a7 + b7)a5 + (k + kεRb3)a6 + (u+ βRqb5)a7
cRq(a8+b8)




















(dT + 2βGe3)a1 + βGe1a3
2βGe3a1 + δa2 + βGe1a3
pa2 + (cG + 2cAe4)a3 + cAe3a4
2kP e4a3 + (kP e3 + dA + 2dAεGe7)a4 + dAεGe4a7
(dx + 2βRqe7)a5 + βRqe5a7
2βRqe7a5 + (dy + 2ξe9)a6 + βRqe5a7 + ξe6a9
2kεRe6a3 + 2βRqe7a5 + (k + kεRe3)a6 + (u+ βRqe5)a7
2 cRqe8
K
a7 + ( cRqe7K + dw)a8
2 cRqe8+pqe9+fcmqe10
K
a7 + cRqe7K a8 + (
pqe7
K
+ ρ+ dz)a9 + fcmqe7K a10
2 cmqe10
K








































Ea2 + Fa3 +Ga4
Ha3 + Ia4 + Ja7
Ka5 + La7
Ma5 +Na6 + La7 +Oa9
Pa3 +Ma5 +Qa6 +Ra7
Sa7 + Ta8
Ua7 + V a8 +Wa9 +Xa10










F = cG + 2cAe4
G = cAe3
H = 2kP e4
I = kP e3 + dA + 2dAεGe7
J = dAεGe4
K = dx + 2βRqe7
L = βRqe5
M = 2βRqe7
N = dy + 2ξe9
O = ξe6
P = 2kεRe6
Q = k + kεRe3

























Ea2 + Fa3 +Ga4
Ha3 + Ia4 + Ja7
Ka5 + La7
Ma5 +Na6 + La7 +Oa9
Pa3 +Ma5 +Qa6 +Ra7
Sa7 + Ta8
Ua7 + V a8 +Wa9 +Xa10







Ca1 + 8Da2 +Ba3
2Ea2 + 6Fa3 + 2Ga4
Ha3 + 8Ia4 + Ja7
8Ka5 + 2La7
Ma5 + 5Na6 + La7 + 3Oa9
Pa3 +Ma5 + 5Qa6 + 3Ra7
Sa7 + 9Ta8
Ua7 + V a8 + 6Wa9 + 2Xa10









































































































































≤ 10 max (A,B,C, ..., Y, Z, ZZ) ‖a‖ = k ‖a‖
avec
k = 10 max (A,B,C, ..., Y, Z, ZZ)
69

