Abstract. In this paper, we study systems of functional equations (FEs) and first-order partial differential equations (PDEs) suggested in [SIAM J. Sci. Statist. Comput., 12 (1991), pp. 607-647 and SIAM J. Numer. Anal., 29 (1992), pp. 1741-1768 as approximations for the computation of invariant tori. The main new ideas of this paper are, first, to investigate these systems in the setting of Hilbert spaces rather than in the setting of Banach spaces and, then, to employ Fourier methods instead of difference methods for a numerical solution. Based on the setting of Sobolev spaces H s (T p ), proper conditions for the PDE and FE systems to be dissipative are described, and some regularity results for the FE system are proved. We studied two kinds of Fourier methods, the spectral method and the pseudospectral method, in detail under dissipativity conditions. Convergence and optimal error estimates are shown theoretically for these Fourier methods in the case of general linear systems. Numerical results for three examples provided in the last section indicate that the Fourier method behaves very well not only for smooth solutions but also for nonsmooth solutions.
1. Introduction. In this paper, we consider the autonomous system of ordinary differential equations in partitioned form, (1.1) dϑ dt = f (ϑ, r),ϑ ∈ T p = { ϑ =(ϑ 1 ,...,ϑ p ):ϑ j ∈R(mod2π)} , dr dt = g(ϑ, r),r ∈ R q ,t∈R ,
and aim at finding a manifold of the form
which is invariant under the flow of system (1.1).
As indicated in [6] (Dieci, Lorenz, and Russell) there are two approaches which may be used to compute such invariant tori, i.e., manifolds parametrized over T p . The partial differential equation (PDE) approach consists of solving the following first-order system of partial differential equations:
This is a nonlinear system of PDEs defined on T p with (1.1) as its characteristics; no boundary conditions are necessary.
The functional equation (FE) approach requires that a solution of the following functional equation be found:
(1.4) R ξ ϑ, R(ϑ) = Q ϑ, R(ϑ) ,ϑ ∈ T p , where ξ :
are given functions and (1.4) appears after reduction via a Poincaré map [7] . In the context of numerical methods, one solves (1.3) or (1.4) by linearization and discretization. For instance, consider the linearization by Newton's method: if R 0 = R 0 (ϑ)isa given approximation of R(ϑ), then an improved approximate solution R 1 (ϑ)m a yb e obtained by solving the following linear system: where b and H are q × q matrices and R, Q are q × 1 vectors. To get a numerical approximation of R(ϑ), some discretization of equation (1.5) or (1.6) has to be introduced. A discretization of the leap-frog difference scheme was suggested in [6] for the PDE model (1.3) . In the linear and constant coefficient case (i.e., equation (1.5) with constants f 1 ,...,f p ), it was proved by Fourier analysis that the accuracy of the approximate solution given by the leap-frog scheme is of second order. Some modified leap-frog scheme also has been studied recently (see [5] ) by using the technique of block M -matrices for the slightly more general equation However, only first-order accuracy can be obtained. Concerning the FE model, several schemes based on spline interpolation have been introduced and investigated by Morlet and Lorenz in [7] . Usually, these spline schemes will lose certain properties of the continuous problem. As is shown in numerical results, spurious overshoots may happen for schemes with order of accuracy higher than 2 (see [7] ). Since the unknown function R(ϑ) of equation (1.3) or (1.4) is a function on a ptorus, we may consider R(ϑ) to be a periodic function defined on R p with period 2π in every variable ϑ j ,j =1,2...,p. Therefore, it is reasonable to discretize equation (1.3) or (1.4) by a spectral or pseudospectral method, i.e., by looking for an approximate solution of (1.3) or (1.4) in the form
The discretization of the Fourier method for the underlying problem has at least the following advantages.
(i) Most properties of the continuous problem, such as "contractivity" and "symmetry," will be preserved by the Fourier method. (ii) The method works very well even for nonsmooth solutions. For example, it gives a good approximation to the Weierstrass function, which is a solution of the functional equation
It is known [7] that the function R(ϑ) is nowhere differentiable on (0, 1) if ab > 1. (iii) If the solution is smooth enough, the Fourier method may give results of any order of accuracy. (iv) The method may be implemented by FFT (fast Fourier transform). Based on these facts, we shall make a careful study of the Fourier method (spectral and pseudospectral methods) for the FE model (1.4) and the PDE model (1.3). In the present paper, our theoretical analysis will be restricted to the linear equations (1.5) and (1.6), although the method is easily defined for nonlinear equations as well.
An outline of the paper is as follows. In section 2 we describe the conditions for the PDE system (1.5) and the FE system (1.6) to be dissipative, and we discuss the regularity of the solutions in terms of Sobolev spaces H s (T p ) q for general linear equations with arbitrary integers p, q > 0. Section 3 is written as a preparation for subsequent studies of the Fourier method: we introduce the notation and facts that will be needed in our discussion. Sections 4 and 5 are devoted to the Fourier method for the PDE model (1.5) and the FE model (1.6), respectively. Two Fourier methods are described in detail, the spectral and the pseudospectral methods. We will show that the spectral and pseudospectral methods both have very nice stability and convergence properties for the systems (1.5) or (1.6) if they are dissipative in the sense given in the paper. In section 6 we present the results of our numerical calculations for three examples solved by the Fourier method. As demonstrated by these numerical results, for both models (FE and PDE) the Fourier method behaves very well. The approximate solutions calculated by the Fourier method for all these problems are convergent even if the solution is not smooth. It also has been shown numerically that the Fourier method provides a higher convergence rate than the difference methods.
2. Dissipative systems and regularities. In [6] , the authors discussed the analytical properties of the linear system (1.5) in the case p =2,q= 1 by interpreting the system over a 2-torus as a problem of periodic solutions; their analysis is carried out in the space C s (T 2 ). Here we prefer to investigate the system (1.5) in the Hilbert space H s (T p ) rather than in the Banach space C s (T p ), since this choice enables us to prove more general results.
First, we describe an overall dissipativity condition for the first-order PDE system (1.5). Using the notation ∇ =( ∂ ∂ϑ1 ,..., ∂ ∂ϑp ) the system (1.5) has the form
Multiplying this equation in the inner product of (L 2 (T p )) q by the function R(ϑ) yields
Using integration by parts,
we see
a n dt h e nb ye q u a t i o n( 2 . 2 ) ,w eh a v e
The PDE system (1.5) is said to be dissipative if the following condition holds:
where β>0is a constant independent of η and ϑ. Here, ·, · and |·| denote the inner product and the Euclidian norm in vector space R q . As a consequence of inequality (2.4), we obtain the following estimate for dissipative systems. THEOREM 2.1. Assume the system (1.5) is dissipative; then its solution (weak or classical) R(ϑ) satisfies
Remark. Under assumption (2.4), for any given q ∈ L 2 (T p ) there always exists a unique weak solution R(ϑ) ∈ L 2 (T p ) for system (1.5) defined by
This can be proved via the Hahn-Banach and the Riesz representation theorem. We now formulate an analogous dissipativity condition for the FE system (1.6).
DEFINITION 2. The linear FE system (1.6) is said to be dissipative if
where α ∈ (0, 1) is a constant independent of η and ϑ.
If we introduce the linear operator L ϑ : L ϑ R(ϑ)=H(ϑ)R(χ(ϑ)), then the system (1.6) has the form
, we see that under condition (2.5)
This property of L ϑ implies the following theorem. THEOREM 2.2. Assume that system (1.6) is dissipative; then its solution R(ϑ) satisfies
To explore the geometric meaning of conditions (2.4) and (2.5) and the connections between them, let us consider the evolution of ϑ. Let ϑ(ϑ 0 ,t) be the solution of
Then ∂ϑ/∂ϑ 0 satisfies the linear equation
Since
and tr(f ′ ) = divf , we know that for fixed small τ>0, the map γ :
volume preserving if divf = 0 (this is a known fact from Liouville's theorem; see [1] ). This situation illustrates that (2.4) is really a combined condition that implies restrictions on the r-dynamics and the angular dynamics of (1.1). In the case of
we have b = −∂g/∂r, and condition (2.4) requires [−∂g/∂r− 1 2 (divf )I] to be uniformly positive definite in the region G + = {ϑ ∈ T p ; divf (ϑ) > 0} and in the region
The torus mapping ϑ = γ(ϑ 0 ) defined above is locally contractive in G − and locally expansive in G + .
Observe that the map χ = χ(ϑ) in system (1.6) is the inverse of γ(ϑ 0 ), so that in our problem, condition (2.5) consists of (2.5)
Here, |H| denotes the Euclidean norm of the matrix H. Using these results, the dissipativity conditions (2.4) and (2.5) can be illustrated: if the expanding coefficient
p , the solution R(ϑ) of system (1.5) (or (1.6)) will fulfill the estimate of Theorem 2.1 (or Theorem 2.2).
A regularity discussion of R(ϑ) will be based on the FE formulation (1.6). We assume that H(ϑ),Q(ϑ), and χ(ϑ)a r es -times continuously differentiable; then
First we estimate the
Assume now that
It is not difficult to show that for any η>0, there is a constant C(η) such that
Now, we choose such a fixed η 0 that q + η 0 < 1, and notice that for ε>0 ,
. By the contraction mapping theorem, the solution R(ϑ) of system (2.6) belongs to H s (T p ). To summarize the discussion, we have proved the following theorem. THEOREM 2.3. Assume that H(ϑ),Q ( ϑ ) , and χ(ϑ) are s-times continuously differentiable and
then the FE system (1.6) has a unique solution R(ϑ), which belongs to H s (T p ).
Finite Fourier expansion and interpolation.
In this section we introduce some necessary notation and basic facts without proofs.
Let ·, · and |·| be the inner product and corresponding norm in the complex vector space C q defined by
, we denote inner product and norm by
We shall use multiple index
It is known that the sequence of functions
, its finite Fourier expansion is defined by
Then we see that r N (ϑ)=P N r(ϑ).The following results are standard (see [3] or [4] ):
(i)
(ii)
Here H s (T p ) denotes the Sobolev space with norm
We see that P N ℓ ≤ 1,ℓ≥0; i.e., P N is a bounded operator in H ℓ (T b ),ℓ≥0. To define the Fourier interpolation, we need to specify a mesh on T p .S e t
then a uniform mesh with M nodes on T p is defined by
For grid functions u h ,v h :Ω h →C q , we define a discrete inner product and norm by
then the set of functions
is an orthonormal basis for the grid functions
Assume that r(ϑ):T p →C q is a continuous function and the Fourier interpolation of r(ϑ) is a function in S h , denoted by P C r, which satisfies
It is known that
The following facts are very well known (see [5] and [6] ):
4. Fourier method for the FE model. In this section, based on a finite Fourier expansion, we describe two types of discretizations of the linear functional system
Spectral method. We are looking for an approximate solution to (4.1) of the form
where the coefficients r k are to be determined. Substitute R of (4.1) with R N and multiply the equation (4.1) in the inner product by (2π) −p/2 e i k ′ ,ϑ . Then, using
we have
Here, (4.3) is a linear algebraic system with {r k ,k ∈ Z N } as its unknowns. The computations involved in the Fourier method are obtained from system (4.3) by calculating the integrals (4.4) and (4.5); we then solve this system to determine the coefficients in expression (4.2). For the purpose of theoretical studies, it will be convenient to use the projection operator P N defined in section 3. In operator form, system (4.3) is equivalent to
To get an estimate for R N (ϑ), the solution of (4.6), we multiply (4.6) in the inner product by R N (ϑ) and obtain
the following inequality holds:
which shows the following theorem. THEOREM 4.1. Assume that
Then the discrete system (4.3) has a unique solution {r k ,k ∈ Z N }, and the corresponding solution R N (ϑ) of (4.6) satisfies
Comparing the estimate of Theorem 4.1 with that of Theorem 2.2 indicates that the spectral method (i.e., the discrete system (4.3)) preserves the "dissipativity" property of the continuous system perfectly, and the method is stable in the L 2 norm.
To show convergence, we first compute R N by the Fourier projection P N R(ϑ)o f the exact solution R(ϑ); i.e., we estimate e N (ϑ)=R N (ϑ)−P N R(ϑ). Since (4.8)
we obtain by subtracting (4.6) and (4.8)
By a process similar to that used to estimate R N (ϑ)f r o m( 4 . 6 ) ,w em a ys h o w (4.9) e N (ϑ) ≤max
Assume that condition (4.7) holds and that the solution R(ϑ) ∈ (H s (T p )) q . Then the approximate solution R N (ϑ) defined by (4.6) converges and satisfies the following estimate:
Proof. By the triangle inequality and by (4.9) we have
The conclusion of the theorem is proved by the approximation property of the projection operator P N (see section 3). Remark. From inequality (4.9) we see that the approximate solution R N (ϑ) determined by the spectral method (4.6), will converge to R(ϑ)e v e ni fR ( ϑ ) is nonsmooth but only square integrable.
Pseudospectral method. As in section 3, assume that
is a mesh over T p . We look for an approximate solution to (4.1) in the form
In other words, R h (ϑ) satisfies the equation (4.1) at each mesh point of Ω h . Here the number of unknowns {r k ,k ∈ Z N } is just the same as the number of equations in (4.10), so it is a closed linear system of {r k ,k ∈ Z N }. By taking the discrete inner product (·, ·) h with functions
equation (4.10) can be written as
From the above definition, we see that the pseudospectral method is nothing but a result of changing the inner product in the spectral method from (·, ·)t o( · ,· ) h .I n terms of the interpolation operator, this method turns out to be
To estimate R h (ϑ), we multiply (4.12) by R h (ϑ) to get
Then it remains to estimate the right-hand side of equation (4.13). Here, we have
ϑ). In addition, the form
defines a norm of R h (χ), and
where C>0 is a constant independent of h and R h (χ). Then, by using P C R h (χ)= R h ( χ ) again, we see
Under assumption (4.7), there exists an h 0 > 0 such that α(1+Ch) < 1 for 0 <h<h 0 . Then
From this and (4.13) it is easy to show
Assume that condition (4.7) holds. Then there exists an h 0 > 0 such that for 0 <h<h 0 , the discrete system (4.10) has a unique solution R h (ϑ), which satisfies
To show convergence, we shall compare R h (ϑ) with P C R(ϑ). So let e h (ϑ)= R h ( ϑ ) − P C R ( ϑ ), which satisfies
Multiplying by e h (ϑ)g i v e s
Under the same assumptions as in Theorem 4.3 and using the same processes, we get
Then, by the triangle inequality and the approximation property of the operator P C , we have the following theorem. THEOREM 4.4. Under the assumptions of Theorem 4.3, the approximate solution R h (ϑ) defined by the pseudospectral method (4.11) satisfies the error estimate
Remark. One advantage of the pseudospectral method compared with the spectral method is given by the fact that for nonlinear equations, exchanging the order of linearization and discretization does not make any difference. This is not true for the spectral method.
5. The Fourier method for the PDE model. In this section, we consider the discretization of the PDE system
Spectral method. The basic principle of the spectral method is "projection." We first substitute the function R(ϑ)i n( 5 . 1 )b y
then apply the operator P N on both sides of the equation; i.e., the method is defined by
which is a linear finite-dimensional system. To write down the k ′ th equation explicitly, we multiply equation (5.2) by
this yields
We compute {r k ,k ∈ Z N } by solving the linear system (5.3). Then we get an approximate solution R N (ϑ) from (5.2) with {r k ,k ∈ Z N } as its coefficients. Again our analysis of stability and convergence will be based on the formulation (5.2). Multiplying (5.2) by R N ,w eg e t
and using the following formula of integration by parts:
by taking real parts. Assume that
Then the following estimate evidently holds:
which implies the existence and uniqueness of the solution to the system (5.3). For error estimates, set e N = R N − P N R, which satisfies
By the same process carried out for the estimates of R N , it can be shown that under condition (5.4),
From the approximate property of P N ,
Therefore, we have proved the following theorem.
THEOREM 5.1. Assume that condition (5.4) holds and that R(ϑ) ∈ (H s (T p )) q . Then the discrete system (5.3) has a unique solution R N (ϑ), which satisfies
Pseudospectral method. This method is a kind of "collocation method." We shall use notation defined in sections 3 and 4. Ω h is a mesh over |≤N j ,j=1,...,p},N = max(N 1 ,...,N p ) .
The pseudospectral method directly applied to the original form of (5.1),
is not a proper discretization, since such a discrete system does not preserve the dissipativity of the continuous system (5.1). To find a "correct discretization," we consider the following weak formulation of problem (5.1):
Using the discrete inner product (·, ·) h and the finite-dimensional space S h (see section 4), based on formulation (5.5) we now define the pseudospectral method of (5.1) in the following way. Look for R h ∈ S h such that
Since the function space S h has finite dimension, (5.6) is a finite linear system with respect to the coefficients of R h .
By choosing w h = R h in (5.6), we may show, using the dissipativity condition (5.4),
hence with respect to dissipativity, (5.6) is a proper discretization of system (5.1).
To get the k ′ th equation of system (5.6), we choose
To show convergence, as before we first compare R n with P c R; i.e., we consider e h = R h − P c R, which satisfies
In fact, due to (I − P c )R(ϑ)=0forϑ∈Ω h , the right-hand side of (5.8) has only one term, namely,
left, for the remaining terms are equal to zero. With assumption (5.4), we deduce from (5.8)
Estimate (5.9) combined with the known estimate for (I − P c )R will produce an estimation for R h (ϑ) − R(ϑ) immediately. Then we show the following theorem. THEOREM 5.2. Under the same conditions as in Theorem 5.1, the discrete system (5.5) has a unique solution R h (ϑ), which satisfies
Remark. Introduce the linear operator
Then the pseudospectral method (5.6) can be written in operator form also as
From this form we see that the principle part (A h − A * h )/2 is a skew-symmetric operator.
6. Numerical experiments. In this section, we present results of numerical experiments performed on three examples by using the Fourier method. For comparison, these examples are taken from [5] and [7] , where they are numerically solved by means of difference methods or spline schemes. The main purpose of our experiments is to study the numerical behavior of the Fourier method for both the FE system (1.4) and the PDE system (1.5), and to confirm the theoretical results proved in the previous sections numerically. We note that the Fourier coefficients in the following examples have been evaluated by almost exact numerical integration.
Example 1. Consider the functional equation . To determine a real approximate solution R N (ϑ)= − N≤ k≤ N r k e i 2 πkϑ of (6.1), we introduce α k = r k + r −k ,k=1,2,...,N and α 0 = r 0 .
Since r −k =r k , then
and all coefficients α k ,k=0 ,1 ,...,N, are real numbers. For the spectral method, the {α k } are determined by the linear system
From (6.4), we find that α 1 =1,α 3 n =aα 3 n−1 = ··· = a n α 1 = a n , α k = 0 when k =3 m for some integer m>0;
Comparing (6.5) with the exact solution we see that the spectral method for (6.1) is simply truncating the series of the exact solution R(ϑ), and it is obvious that R N (ϑ) converges to R(ϑ)asN →+∞, not only in L 2 but also in the uniform norm of C[0, 1]. The numerical calculations were performed for the case a =0 . 9. We calculate the approximate solutions R N (ϑ)f o rN =3 0 ,3 2 ,3 6 by formula (6.5), and they are shown in Fig. 1 . Since the exact solution R(ϑ) is a nowhere differentiable function, one cannot plot it. However, through its successive approximations, in some sense we approach this limit function, which has oscillations at every place. Instead of the exact solution R(ϑ), we have plotted R 3 10 (ϑ)i nF i g .2 .
Example 2. Consider the functional equation
Here c is taken as a parameter. Since max ϑ dα dϑ =1+2 πc, we see that (6.6) is dissipative for all c ≥ 0. For the sake of comparison, we can compute the exact solution R(ϑ) within any required degree of accuracy by using where the coefficients {r k1,k2 } are to be determined by (6.9)
Here f 1 (x, y)=−cos x, f 2 (x, y)=−sin y,a n dq ( x, y)=s i n b y. By carrying out the computation of the Fourier coefficientsf i andq, we see that the linear system (6.9) has the following simple form: The numerical experiment is first performed for b = 1, since the exact solution of (6.6) is known to be R(x, y)=−2tan y 2 ln sin y 2 . ; graphs of R N ,N=25,55, 105 and the exact solution.
The computed approximate solutions R N are shown in Fig. 9 for odd N =5,15, 25 and in Fig. 10 for even N =4 ,14, 24. In this case, although the derivative of the solution R(y) blows up at the two end points (y =0,2π), we see from Figs. 9 and 10 that the approximate solutions obtained successively by the spectral method converge to R(y) rapidly.
The experiment is also performed for b = Here an interesting phenomenon occurs, as we see that the approximate solutions with even number N have a different shape than those with odd number N , especially in the neighborhood of the midpoint y = π.
Although the reason for this phenomenon has not yet been made very clear, we think it may be related to the "dissipativity." In fact, we are solving a one-dimensional equation ; graphs of R N ,N=24,54, 104 and the exact solution.
The derivative of R(y) blows up not only at two end points y =0, 2π, but also at the midpoint y = π with ∂R ∂y ∼−2 
