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Abstract
The role of the descriptor system representation as
basis for reliable numerical computations for system
analysis and synthesis, and in particular, for the ma-
nipulation of rational matrices, is discussed and avail-
able robust numerical software tools are described.
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1 Introduction
A linear time-invariant (LTI) continuous-time de-
scriptor system is described by the equations
Ex˙(t) = Ax(t)+Bu(t),
y(t) = Cx(t)+Du(t),
(1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is
the input vector, y(t) ∈ Rp is the output vector, and
A,E ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m. The
square matrix E is possibly singular, but we assume
that the linear matrix pencil A−λE , with λ a complex
parameter, is regular (i.e., det(A−λE) 6≡ 0). A LTI
discrete-time descriptor system has the form
Ex(k+ 1) = Ax(k)+Bu(k),
y(k) = Cx(k)+Du(k).
(2)
Descriptor system representations of the forms (1)
and (2) are the most general descriptions of LTI sys-
tems. Standard LTI state-space systems correspond
to the case E = In. We will alternatively denote the
LTI descriptor systems (1) and (2) with the quadru-
ples (A−λE,B,C,D) or (A,B,C,D) if E = In.
Continuous-time descriptor systems frequently
arise when modeling interconnected systems involv-
ing linear differential equations and algebraic re-
lations, and are also common in modeling con-
strained mechanical systems (e.g., contact problems).
Discrete-time descriptor representations are encoun-
tered in the modeling of some economic processes.
The descriptor system representation is instrumental
in devising general computational procedures (even
for standard LTI systems), whose intermediary steps
involve operations leading to descriptor representa-
tions (e.g., system inversion or system conjugation in
the discrete-time case).
The input-output behavior of the LTI systems (1)
and (2) can be described in the form
y(λ) = G(λ)u(λ), (3)
where u(λ) and y(λ) are the transformed input and
output vectors, using, in the continuous-time case, the
Laplace transform with λ = s, and, in the discrete-
time case, the Z-transform with λ = z, and where
G(λ) =C(A−λE)−1B+D (4)
is the transfer function matrix (TFM) of the system.
The transfer function matrix G(λ) is a rational ma-
trix having entries which are rational functions in the
complex variable λ (i.e., ratios of two polynomials in
λ). G(λ) is proper (strictly proper) if each entry of
G(λ) has the degree of its denominator larger than or
equal to (larger than) the degree of its numerator. If
E is singular, then G(λ) could have entries with the
degrees of numerators exceeding the degrees of the
corresponding denominators, in which case G(λ) is
improper. We will use the alternative notation
G(λ) :=
[
A−λE B
C D
]
, (5)
to relate the TFMG(λ) in (4) to a particular quadruple
(A−λE,B,C,D).
An important application of LTI descriptor sys-
tems is to allow the numerically reliable manipula-
tion of rational matrices (in particular, also of poly-
nomial matrices). This is possible, because for
any rational matrix G(λ), there exists a quadruple
(A− λE,B,C,D) with A− λE regular, such that (4)
is fulfilled. Determining the matrices A, E , B, C and
D for a given rational matrix G(λ) is known as the re-
alization problem and the quadruple (A−λE,B,C,D)
is called a descriptor realization of G(λ). The solu-
tion of the realization problem is not unique. For ex-
ample, if U and V are invertible matrices of the same
order as A, then two realizations (A−λE,B,C,D) and
(A˜−λE˜, B˜,C˜,D) related as
A˜−λE˜ =U(A−λE)V, B˜=UB, C˜ =CV, (6)
have the same transfer function matrix. The rela-
tions (6) define a (restricted) similarity transforma-
tion between the two descriptor system representa-
tions. Performing similarity transformations is a basic
tool to manipulate descriptor system representations.
An important aspect is the existence of minimal re-
alizations, which are descriptor realizations with the
smallest possible state dimension n. The characteri-
zation of minimal descriptor realizations in terms of
relevant systems properties is done in Section 3. To
simplify the presentation, we will assume in most of
the cases discussed that the employed realizations of
rational matrices are minimal.
Complex synthesis approaches of controllers and
filters for plants modeled as LTI systems are of-
ten described as conceptual computational procedures
in terms of input-output representations via TFMs.
Since the manipulation of rational matrices is numer-
ically not advisable because of the potential high sen-
sitivity of polynomial based representations, it is gen-
erally accepted that the manipulation of rational ma-
trices is best performed via their equivalent descrip-
tor realizations. In what follows, we focus on dis-
cussing a selection of descriptor system techniques
which are frequently encountered as computational
blocks of the synthesis procedures. Whenever pos-
sible, we will indicate the best available numerical al-
gorithms, but refrain from discussing computational
details, which can be found in the cited references.
We conclude with the presentation of a short overview
of available software tools for descriptor systems.
2 Basics of manipulating rational
matrices
In this section, we present the basic manipula-
tions of rational matrices, which represent the build-
ing blocks of more involved manipulations.
Basic operations
We consider some operations involving a single TFM
G(λ)with the descriptor realization (A−λE,B,C,D).
The transposed TFM GT (λ) corresponds to the dual
descriptor system with the realization
GT (λ) =
[
AT −λET CT
BT DT
]
.
If G(λ) is invertible, then an inversion free real-
ization of the inverse TFM G−1(λ) is given by
G−1(λ) =
 A−λE B 0C D I
0 −I 0
 .
This realization is not minimal, even if the original
realization is minimal. However, if D is invertible,
then an alternative realization of the inverse is
G−1(λ) =
[
A−BD−1C−λE −BD−1
D−1C D−1
]
,
which is minimal if the original realization is mini-
mal. Notice that this operation may generally lead to
an improper inverse even for standard state-space re-
alizations (A,B,C,D) with singular D.
The conjugate (or adjoint) TFM G∼(λ) is defined
in the continuous-time case as G∼(s) = GT (−s) and
has the realization
G∼(s) =
[
−AT − sET CT
−BT DT
]
,
while in the discrete-time case G∼(z) = GT (z−1) and
has the realization
G∼(z) =
 ET − zAT 0 −CTzBT I DT
0 I 0
 .
If G(z) has a standard state-space realization
(A,B,C,D) with A invertible, then an alternative re-
alization of G∼(z) is
G∼(z) =
[
A−T − zI −A−TCT
BTA−T DT −BTA−TCT
]
.
This operation may lead to a conjugate system with
improper G∼(z), for a standard discrete-time state-
space realization (A,B,C,D) with singular A.
Basic couplings
Consider now two LTI systems with the ratio-
nal TFMs G1(λ) and G2(λ), having the de-
scriptor realizations (A1 − λE1,B1,C1,D1) and
(A2 − λE2,B2,C2,D2), respectively. The product
G1(λ)G2(λ) represents the series coupling of the two
systems and has the descriptor realization
G1(λ)G2(λ) :=
 A1−λE1 B1C2 B1D20 A2−λE2 B2
C1 D1C2 D1D2
 .
The parallel coupling corresponds to the sum
G1(λ)+G2(λ) and has the realization
G1(λ)+G2(λ) :=
A1−λE1 0 B10 A2−λE2 B2
C1 C2 D1+D2
 .
The column concatenation of the two systems corre-
sponds to building
[
G1(λ)
G2(λ)
]
and has the realization
[
G1(λ)
G2(λ)
]
=

A1−λE1 0 B1
0 A2−λE2 B2
C1 0 D1
0 C2 D2
 .
The row concatenation of the two systems corre-
sponds to building
[
G1(λ) G2(λ)
]
and has the real-
ization
[
G1(λ) G2(λ)
]
=
A1−λE1 0 B1 00 A2−λE2 0 B2
C1 C2 D1 D2
 .
The diagonal stacking of the two systems corresponds
to building
[
G1(λ) 0
0 G2(λ)
]
and has the realization
[
G1(λ) 0
0 G2(λ)
]
=

A1−λE1 0 B1 0
0 A2−λE2 0 B2
C1 0 D1 0
0 C2 0 D2
 .
3 Minimal Realization
The manipulation of rational matrices via their de-
scriptor representations relies on the fact that for any
rational matrixG(λ)∈R(λ)p×m, there exist n≥ 0 and
the real matrices E,A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n
and D ∈ Rp×m, with A− λE regular, such that (4)
holds and n has least possible value. IfG(λ) is proper,
this fact is a well-known result of the realization the-
ory of standard state-space systems for which numer-
ically reliable minimal realization methods exist. Us-
ing this result, a simple realization technique allows to
obtain a minimal descriptor realization of a (generally
improper) rational matrix G(λ) by using the additive
decomposition
G(λ) = Gp(λ)+Gpol(λ),
whereGp(λ) is the proper part of G(λ) andGpol(λ) is
its strict polynomial part (i.e., without constant term).
The proper part Gp(λ) has a standard state-space re-
alization (Ap,Bp,Cp,Dp) and for the strictly proper
TFM λ−1Gpol(λ
−1) we can build another standard
state-space realization (Apol,Bpol,Cpol ,0). Then, we
obtain
G(λ) =
 Ap−λI 0 Bp0 I−λApol Bpol
Cp Cpol Dp
 .
A minimal descriptor system realization
(A − λE,B,C,D) is characterized by the follow-
ing five conditions.
Theorem 1 ([Verghese et al, 1981]). A descriptor
system realization (A−λE,B,C,D) of order n is min-
imal if the following conditions are fulfilled:
(i) rank
[
A−λE B
]
= n, ∀λ ∈C,
(ii) rank
[
E B
]
= n,
(iii) rank
[
A−λE
C
]
= n, ∀λ ∈ C,
(iv) rank
[
E
C
]
= n,
(v) AN (E)⊆ R (E).
Here, N (E) denotes the (right) nullspace of E , while
R (E) denotes the range space of E .
The conditions (i) and (ii) are known as finite and
infinite controllability, respectively. A system which
fulfills both (i) and (ii) is called controllable. Sim-
ilarly, the conditions (iii) and (iv) are known as fi-
nite and infinite observability, respectively. A system
which fulfills both (iii) and (iv) is called observable.
Condition (v) expresses the absence of non-dynamic
modes (see their definition in Section 5). A descriptor
realization which satisfies only (i)−(iv) is called irre-
ducible (also weakly minimal). The numerical com-
putation of minimal realizations is addressed, for ex-
ample, in [Varga, 2017b, Section 10.3.1].
4 Canonical Forms of Linear Pencils
The main appeal of descriptor system techniques
lies in their ability to address various analysis and
synthesis problems of LTI systems in the most gen-
eral setting, both from theoretical and computational
standpoints. The basic mathematical ingredients for
addressing analysis and synthesis problems of de-
scriptor systems are two canonical forms of linear ma-
trix pencils: theWeierstrass canonical form of a regu-
lar pencil and the Kronecker canonical form of a sin-
gular pencil. For a given a linear pencilM−λN (reg-
ular or singular), the corresponding canonical form
M˜ − λN˜ can be obtained using a pencil similarity
transformation of the form M˜−λN˜ =U(M−λN)V ,
whereU and V are suitable invertible matrices.
If the pencil M−λN is regular and M,N ∈ Cn×n,
then, there exist invertible matricesU ∈Cn×n andV ∈
Cn×n such that
U(M−λN)V =
[
J f −λI 0
0 I−λJ∞
]
, (7)
where J f is in a (complex) Jordan canonical form
J f = diag
(
Js1(λ1),Js2(λ2), . . . ,Jsk(λk)
)
, (8)
with Jsi(λi) an elementary si× si Jordan block of the
form
Jsi(λi) =

λi 1
λi
. . .
. . . 1
λi

and J∞ is nilpotent and has the (nilpotent) Jordan form
J∞ = diag
(
Js∞1 (0),Js
∞
2
(0), . . . ,Js∞h (0)
)
. (9)
The Weierstrass canonical form (7) exhibits the fi-
nite and infinite eigenvalues of the pencil M− λN.
Overall, by including all multiplicities, there are n f =
∑ki=1 si finite eigenvalues and n∞ = ∑
h
i=1 s
∞
i infinite
eigenvalues. Infinite eigenvalues with s∞i = 1 are
called simple infinite eigenvalues. IfM and N are real
matrices, then there exist real matrices U and V such
that the pencil U(M−λN)V is in a real Weierstrass
canonical form, where the only difference is that J f
is in a real Jordan form. In this form, the elemen-
tary real Jordan blocks correspond to pairs of complex
conjugate eigenvalues. If N = I, then all eigenvalues
are finite and J f in the Weierstrass form is simply the
(real) Jordan form ofM. The transformation matrices
can be chosen such thatU =V−1.
If M− λN is an arbitrary (singular) pencil with
M,N ∈Cm×n, then, there exist invertiblematricesU ∈
Cm×m and V ∈Cn×n such that
U(M−λN)V =
 Kr(λ) Kreg(λ)
Kl(λ)
, (10)
where:
1) The full row rank pencil Kr(λ) has the form
Kr(λ) = diag
(
Lε1(λ),Lε2(λ), · · · ,Lενr (λ)
)
,
with Li(λ) (i ≥ 0) an i× (i+ 1) bidiagonal pencil
of form
Li(λ) =
 −λ 1. . . . . .
−λ 1
 ; (11)
2) The regular pencil Kreg(λ) is in a Weierstrass
canonical form
Kreg(λ) =
[
J˜ f −λI
I−λJ˜∞
]
,
with J˜ f in a (complex) Jordan canonical form as
in (8) and with J˜∞ in a nilpotent Jordan form as in
(9);
3) The full column rank Kl(λ) has the form
Kl(λ) = diag
(
LTη1(λ),L
T
η2
(λ), · · · ,LTηνl
(λ)
)
.
As it is apparent from (10), the Kronecker canoni-
cal form exhibits the right and left singular structures
of the pencilM−λN via the full row rank blockKr(λ)
and full column rank block Kl(λ), respectively, and
the eigenvalue structure via the regular pencilKreg(λ).
The full row rank pencilKr(λ) is nr×(nr+νr), where
nr = ∑
νr
i=1 εi, the full column rank pencil Kl(λ) is
(nl + νl)× nl , where nl = ∑
νl
j=1 η j, while the regu-
lar pencil Kreg(λ) is nreg× nreg, with nreg = n˜ f + n˜∞,
where n˜ f is the number of eigenvalues of J f and n˜∞
is the number of infinite eigenvalues of I − λJ˜∞ (or
equivalently the number of null eigenvalues of J˜∞).
The normal rank r of the pencilM−λN results as
r := rank(M−λN) = nr+ n˜ f + n˜∞+ nl.
If M − λN is regular, then there are no left- and
right-Kronecker structures and the Kronecker canon-
ical form is simply the Weierstrass canonical form.
The reduction of matrix pencils to the Weierstrass
or Kronecker canonical forms generally involves the
use of non-orthogonal, possibly ill-conditioned, trans-
formation matrices. Therefore, the computation of
these forms must be avoided when devising numer-
ically reliable algorithms for descriptor systems. Al-
ternative condensed forms, as the (ordered) general-
ized real Schur form of a regular pencil or various
Kronecker-like forms of singular pencils, can be de-
termined by using exclusively perfectly conditioned
orthogonal transformations and can be always used
instead of the Weierstrass or Kronecker canonical
forms, respectively, in addressing the computational
issues of descriptor systems. Numerically stable al-
gorithms to determine Kronecker-like forms are de-
scribed in [Varga, 2017b] and in the literature cited
therein.
5 Advanced Descriptor Techniques
In this section we discuss a selection of problems
involving rational matrices, whose solutions involve
the use of advanced descriptor system manipulation
techniques. These techniques are instrumental in ad-
dressing controller and filter synthesis problems in the
most general setting by using numerically reliable al-
gorithms for the reduction of linear matrix pencils to
appropriate condensed forms.
Normal rank
The normal rank of a p×m rational matrix G(λ),
which we denote by rankG(λ), is the maximal num-
ber of linearly independent rows (or columns) over
the field of rational functions R(λ). It can be shown
that the normal rank of G(λ) is the maximally pos-
sible rank of the complex matrix G(λ) for all values
of λ ∈ C such that G(λ) has finite norm. For the cal-
culation of the normal rank r of G(λ) in terms of its
descriptor realization (A−λE,B,C,D), we use the re-
lation
r = rankS(λ)− n,
where rankS(λ) is the normal rank of the system ma-
trix pencil S(λ) defined as
S(λ) :=
[
A−λE B
C D
]
(12)
and n is the order of the descriptor state-space real-
ization. The normal rank r can be easily determined
from the Kronecker form of the pencil S(λ) as
r := nr+ nreg+ nl− n,
where nr, nreg and nl defines the normal ranks of
Kr(λ), Kreg(λ), and Kl(λ), respectively, in the Kro-
necker form (10) of S(λ).
For numerical computations, the Kronecker-like
form of the system matrix pencil provides the same
structural information by using pencil reduction algo-
rithms based on orthogonal transformations. An even
more efficient way to determine the normal rank is to
determine the maximum of the rank of S(λ) for a few
random values of the frequency variable λ by using
singular values based rank evaluations.
Poles and zeros
The poles ofG(λ) are related to Λ(A−λE), the eigen-
values of the pole pencil A−λE (also known as the
generalized eigenvalues of the pair (A,E)). For a
minimal realization (A−λE,B,C,D) of G(λ), the fi-
nite poles of G(λ) are the np, f finite eigenvalues in
the Weierstrass canonical form of the regular pencil
A− λE , while the number of infinite poles is given
by np,∞ = ∑
h
i=1(s
∞
i − 1), where s
∞
i is the multiplicity
of the i-th infinite eigenvalue. The infinite eigenval-
ues of multiplicity ones are the so-called non-dynamic
modes. The McMillan degree of G(λ), denoted by
δ
(
G(λ)
)
, is the total number of poles np := np, f +np,∞
of G(λ)
δ
(
G(λ)
)
:= np
and satisfies δ
(
G(λ)
)
≤ n. A proper G(λ) has only
finite poles.
A proper G(λ) is stable if all its poles belong to
the appropriate stable region Cs ⊂ C, where Cs is the
open left half plane of C, for a continuous-time sys-
tem, and the interior of the unit circle centered in the
origin, for a discrete-time system. G(λ) is unstable if
it has at least one pole (finite or infinite) outside of the
stability domain Cs.
The zeros of G(λ) are those complex values of λ
(including also infinity), where the rank of the sys-
tem matrix pencil (12) drops below its normal rank
n+ r. Therefore, the zeros can be defined on the ba-
sis of the eigenvalues of the regular part Kreg(λ) of
the Kronecker form (10) of S(λ). The finite zeros
of G(λ) are the nz, f finite eigenvalues of the regular
pencil Kreg(λ), while nz,∞, the total number of infi-
nite zeros, is the sum of multiplicities of infinite ze-
ros, which are defined by the multiplicities of infinite
eigenvalues of Kreg(λ) minus one. The total number
of zeros is nz := nz, f +nz,∞. A proper and stable G(z)
is minimum-phase if all its zeros are finite and stable.
The number of poles and zeros of G(λ) satisfy the
relation
np = nz+ nl+ nr,
where nr and nl are the normal ranks of Kr(λ) and
Kl(λ), respectively, in the Kronecker form (10) of
S(λ).
Numerically stable algorithms for the computa-
tion of poles employ orthogonal transformations to
reduce the pole pencil A− λE to a quasi-upper tri-
angular form (i.e., with the pair (A,E) in a general-
ized Schur form), while for the computation of zeros
use orthogonal transformations to reduce the system
matrix pencil S(λ) to special Kronecker-like forms
[Misra et al, 1994].
Rational nullspace bases
Let G(λ) be a p×m rational matrix of normal rank r
and let (A− λE,B,C,D) be a minimal descriptor re-
alization of G(λ). The set of 1× p rational (row) vec-
tors {v(λ)} satisfying v(λ)G(λ) = 0 is a linear space,
called the left nullspace of G(λ), and has dimension
p− r. Analogously, the set of m×1 rational (column)
vectors {w(λ)} satisfying G(λ)w(λ) = 0 is a linear
space, called the right nullspace of G(λ), and has di-
mension m− r.
The p− r rows of a (p− r)× p rational matrix
Nl(λ) satisfying Nl(λ)G(λ) = 0 is a basis of the left
nullspace of G(λ), provided Nl(λ) has full row rank.
Analogously, the m− r columns of a m× (m− r) ra-
tional matrix Nr(λ) satisfying G(λ)Nr(λ) = 0 is a ba-
sis of the right nullspace of G(λ), provided Nr(λ) has
full column rank. The determination of a rational left
nullspace basis Nl(λ) of G(λ) can be easily turned
into the problem of determining a rational basis of the
system matrix S(λ). Let Ml(λ) be a suitable rational
matrix such that
Yl(λ) := [Ml(λ) Nl(λ) ] (13)
is a left nullspace basis of the associated system ma-
trix pencil S(λ) (12). Thus, to determineNl(λ)we can
determine first Yl(λ), a left nullspace basis of S(λ),
and then Nl(λ) results as
Nl(λ) = Yl(λ)
[
0
Ip
]
.
By duality, if Yr(λ) is a right nullspace basis of S(λ),
then a right nullspace basis of G(λ) is given by
Nr(λ) = [ 0 Im ]Yr(λ).
The Kronecker canonical form (10) of the system
pencil S(λ) in (12) allows to easily determine left and
right nullspace bases of G(λ). Let S(λ) =US(λ)V be
the Kronecker canonical form (10) of S(λ), where U
and V are the respective left and right transformation
matrices. If Y l(λ) is a left nullspace basis of S(λ),
then
Nl(λ) = Y l(λ)U
[
0
Ip
]
. (14)
Similarly, if Y r(λ) is a right nullspace basis of S(λ)
then
Nr(λ) = [ 0 Im ]VY r(λ). (15)
We choose Y l(λ) of the form
Y l(λ) =
[
0 0 Y l,3(λ)
]
, (16)
where Y l,3(λ) satisfies Y l,3(λ)Kl(λ) = 0. Similarly,
we choose Y r(λ) of the form
Y r(λ) =
 Y r,1(λ)0
0
 , (17)
whereY r,1(λ) satisfies Kr(λ)Y r,1(λ) = 0. BothY l,3(λ)
and Y r,1(λ) can be determined as polynomial or ratio-
nal matrices and the resulting bases are polynomial or
rational as well.
Numerically reliable computational approaches to
compute proper nullspace bases of rational matri-
ces rely on using Kronecker-like forms (instead of
the Kronecker form), which can be determined by
using exclusively orthogonal similarity transforma-
tions. Moreover, these methods are able to determine
nullspace bases of minimalMcMillan degree and with
arbitrary assigned poles [Varga, 2008].
Additive decompositions
Let G(λ) be a rational TFM with a descriptor system
realization G(λ) = (A−λE,B,C,D). Consider a dis-
junct partition of the complex plane C as
C= Cg∪Cb, Cg∩Cb = /0 , (18)
where bothCg andCb are symmetrically located with
respect to the real axis, and Cg has at least one point
on the real axis. Since Cg and Cb are disjoint, each
pole of G(λ) lies either in Cg or in Cb. Using a sim-
ilarity transformation of the form (6), we can deter-
mine an equivalent representation of G(λ) with parti-
tioned system matrices of the form
G(λ) =
[
UAV −λUEV UB
CV D
]
=
Ag−λEg 0 Bg0 Ab−λEb Bb
Cg Cb D
 , (19)
where Λ(Ag−λEg) ⊂ Cg and Λ(Ab−λEb) ⊂ Cb. It
follows that G(λ) can be additively decomposed as
G(λ) = Gg(λ)+Gb(λ), (20)
where
Gg(λ) =
[
Ag−λEg Bg
Cg D
]
,
Gb(λ) =
[
Ab−λEb Bb
Cb 0
]
,
andGg(λ) has only poles in Cg, while Gb(λ) has only
poles in Cb. The spectral separation in (19) is auto-
matically provided by the Weierstrass canonical form
of the pole pencil A− λE , where the diagonal Jor-
dan blocks are suitably permuted to correspond to the
desired eigenvalue splitting. This approach automati-
cally leads to partial fraction expansions ofGg(λ) and
Gb(λ). A numerically reliable approach to compute
spectral separations as in (19) has been proposed in
[Ka˚gstro¨m and Van Dooren, 1990].
Coprime factorizations
Consider a disjunct partition (18) of the complex
plane C, where both Cg and Cb are symmetrically lo-
cated with respect to the real axis, and such that Cg
has at least one point on the real axis. Any rational
matrix G(λ) can be expressed in a left fractional form
G(λ) =M−1(λ)N(λ) , (21)
or in a right fractional form
G(λ) = N(λ)M−1(λ) , (22)
where both the denominator factor M(λ) and the nu-
merator factor N(λ) have only poles in Cg. These
fractional factorizations over a “good” domain of
poles Cg are important in various observer, fault de-
tection filter, or controller synthesis methods, because
they allow to achieve the placement of all poles of a
TFM G(λ) in the domain Cg simply, by a premulti-
plication or postmultiplication ofG(λ)with a suitable
M(λ).
Of special interest are the so-called coprime fac-
torizations, where the factors satisfy additional co-
primeness conditions. A fractional representation of
the form (21) is a left coprime factorization (LCF) of
G(λ) with respect to Cg, if there existU(λ) and V (λ)
with poles only inCg which satisfy the Bezout identity
M(λ)U(λ)+N(λ)V(λ) = I .
A fractional representation of the form (22) is a right
coprime factorization (RCF) of G(λ) with respect to
Cg, if there exist U(λ) and V (λ) with poles only in
Cg which satisfy
U(λ)M(λ)+V(λ)N(λ) = I .
For the computation of a right coprime factoriza-
tion of G(λ) with a minimal descriptor realization
(A−λE,B,C,D) it is sufficient to determine a state-
feedback matrix F such that all finite eigenvalues in
Λ(A+BF−λE) belong to Cg and all infinite eigen-
values in Λ(A+BF−λE) are simple. The descriptor
realizations of the factors are given by[
N(λ)
M(λ)
]
=
 A+BF−λE BC+DF D
F Im
 .
Similarly, to determine a left coprime factorization, it
is sufficient to determine an output-injection matrix K
such that all finite eigenvalues in Λ(A+KC−λE) be-
long to Cg and all infinite eigenvalues in Λ(A+KC−
λE) are simple. The descriptor realizations of the fac-
tors are given by
[N(λ)M(λ) ] =
[
A+KC−λE B+KD K
C D Ip
]
.
An important class of coprime factorizations is the
class of coprime factorizations with minimum-degree
denominators. The McMillan degree ofG(λ) satisfies
δ(G(λ)) = ng+nb, where ng and nb are the number of
poles ofG(λ) inCg andCb, respectively. The denom-
inator factor M(λ) has the minimum-degree property
if δ(M(λ)) = nb. Special classes of coprime factor-
izations, as the coprime factorizations with inner de-
nominators or the normalized coprime factorizations,
have important applications in solving various anal-
ysis and synthesis problems. For the computation of
coprime factorizations with minimum degree denom-
inators, descriptor system representation based meth-
ods have been developed, which rely on iterative pole
dislocation techniques [Varga, 1998, 2017a].
Full rank compressions
Row compressions of a p×m rational matrix G(λ) of
normal rank r< p to a full row rank matrix can be de-
termined by pre-multiplying G(λ) with an invertible
rational matrixU(λ) to obtain
U(λ)G(λ) =
[
R(λ)
0
]
,
where R(λ) has full row rank r. Of particular im-
portance for solving model-matching problems is the
case when U(λ) has the form U(λ) = Q∼(λ), where
Q(λ) is a square inner matrix, that is, Q(λ) is sta-
ble and Q∼(λ)Q(λ) = I. If we partition Q(λ) as
Q(λ) = [Q1(λ)Q2(λ) ], withQ1(λ) having r columns,
then we have
G(λ) = Q(λ)
[
R(λ)
0
]
= Q1(λ)R(λ). (23)
The full column rank matrix Q1(λ) is an inner basis
of the image space of G(λ), while Q2(λ) is called its
inner orthogonal complement. We call (23) the inner–
full-row-rank factorization of G(λ) and it can be in-
terpreted as the generalization of the orthogonal rank-
revealing QR factorization of a constant matrix.
The column compression of G(λ) to a full col-
umn rank matrix can be obtained in a similar way,
by post-multiplying G(λ) with Q∼(λ), where Q(λ)
is a square inner matrix. With Q(λ) partitioned as
Q(λ) =
[
Q1(λ)
Q2(λ)
]
, with Q1(λ) having r rows, then we
can write
G(λ) = [R(λ) 0 ]Q(λ) = R(λ)Q1(λ). (24)
The full row rank matrix Q1(λ) is co-inner (i.e.,
Q1(λ)Q
∼
1 (λ) = I) and is a basis of the co-image space
of G(λ). The factorization (24) is called the full-
column-rank–co-inner factorization and can be seen
as a generalization of the orthogonal rank-revealing
RQ factorization of a constant matrix.
The primary role of the inner matrix Q(λ) is to
achieve the row or column compression of G(λ) to a
full rank matrix. If G(λ) has no zeros on the bound-
ary of the stability domain Cs, then it is possible
to achieve simultaneously that all zeros of R(λ) re-
sult in the stable region Cs. Additionally, if G(λ)
is stable, then R(λ) results stable too, and thus,
minimum-phase. In this case, the factorization (23)
is called the inner-outer factorization of G(λ), with
R(λ) outer (i.e., minimum-phase and full row rank),
and the factorization (24) is called the co-outer–co-
inner factorization of G(λ), with R(λ) co-outer (i.e.,
minimum-phase and full column rank). The inner-
outer and co-outer–co-inner factorizations are instru-
mental in solving approximate controller and fault de-
tection filter synthesis problems, which involve the
minimization of H∞-norm or H2-norm performance
criteria. General methods to determine inner-outer
factorizations are based on the computation of spe-
cial Kronecker-like forms of the system matrix pencil
[Oara˘ and Varga, 2000; Oara˘, 2005].
Linear rational matrix equations
The solution of model-matching problems encoun-
tered in the synthesis of controllers or filters involves
the solution of the linear rational matrix equation
G(λ)X(λ) = F(λ) , (25)
with G(λ) a p×m rational matrix and F(λ) a p× q
rational matrix. This equation has a solution provided
the compatibility condition
rankG(λ) = rank[G(λ) F(λ) ] (26)
is fulfilled. Assume G(λ) and F(λ) have descriptor
realizations of the form
G(λ) =
[
A−λE BG
C DG
]
, F(λ) =
[
A−λE BF
C DF
]
,
which share the system pair (A−λE,C). It is easy to
observe that any solution X(λ) of (25) is also part of
the solutionY (λ) =
[
W(λ)
X(λ)
]
of the linear (polynomial)
equation
SG(λ)Y (λ) =
[
BF
DF
]
, (27)
where SG(λ) is the associated system matrix pencil
SG(λ) =
[
A−λE BG
C DG
]
. (28)
Therefore, an alternative to solving (25), is to solve
(27) for Y (λ) instead and compute X(λ) as
X(λ) = [ 0 Ip ]Y (λ) . (29)
The compatibility condition (26) becomes
rank
[
A−λE BG
C DG
]
= rank
[
A−λE BG BF
C DG DF
]
.
If G(λ) is invertible, a descriptor system realiza-
tion of X(λ) can be explicitly obtained as
X(λ) =
 A−λE BG BFC DG DF
0 −Ip 0
 . (30)
The general solution of (25) can be expressed as
X(λ) = X0(λ)+Xr(λ)Y (λ),
where X0(λ) is any particular solution of (25), Xr(λ)
is a rational basis matrix for the right nullspace of
G(λ), and Y (λ) is an arbitrary rational matrix with
suitable dimensions. General methods to determine
both X0(λ) and Xr(λ) can be devised by using the
Kronecker canonical form of the associated system
matrix pencil SG(λ) in (28). It is also possible to
choose Y (λ) to obtain special solutions, as, for exam-
ple, with least McMillan degree. A numerically sound
computational approach to determine least McMillan
degree solutions is based on the reduction of the sys-
tem matrix pencil SG(λ) to a Kronecker-like form and
has been proposed in [Varga, 2004].
Approximate model matching
We consider the following standard formulation of the
approximatemodel-matching problem (MMP): deter-
mine for a given stable G(λ) and a stable F(λ), a sta-
ble rational matrix X(λ) such that
‖F(λ)−G(λ)X(λ)‖=min,
where either the L2-norm or L∞-norm of the approxi-
mation error E(λ) := F(λ)−G(λ)X(λ) are used. The
corresponding problems are called L2-MMP and L∞-
MMP, respectively.
In the absence of general necessary and sufficient
conditions for the existence of an optimal solution of
the MMPs, an often employed sufficient condition is
to assume that G(λ) has no zeros on the boundary of
Cs. Furthermore, in the case of the L2-norm and for
a continuous-time system, it is assumed that F(s) is
strictly proper. These conditions are clearly not nec-
essary (e.g., if an exact solution exists).
The inner-outer factorization (23) of G(λ), with
R(λ) outer, can be employed to reduce the MMPs to
simpler ones, the so-called least distance problems
(LDPs). The factorization (23) allows to express the
error norm as
‖E(λ)‖=
∥∥∥∥[ F˜1(λ)−Y(λ)F˜2(λ)
]∥∥∥∥ , (31)
where Y (λ) := R(λ)X(λ) and
Q∼(λ)F(λ) =
[
Q∼1 (λ)F(λ)
Q∼2 (λ)F(λ)
]
:=
[
F˜1(λ)
F˜2(λ)
]
.
The terms F˜1(λ) and F˜2(λ) are generally unstable, and
may even be improper in the discrete-time case (i.e.,
if Q(z) has poles in the origin).
The problem of computing a stable solution X(λ)
which minimizes the error norm ‖E(λ)‖ has been
thus reduced to a LDP to compute the stable solution
Y (λ) which minimizes the norm in (31). The solution
of the original MMP is given by
X(λ) = R†(λ)Y (λ) ,
where R†(λ) is a stable right inverse of R(λ) (i.e.,
R(λ)R†(λ) = I).
The solution of the LDP in the case of L2-norm is
straightforward. Let Ls(λ) be the stable part and let
Lu(λ) be the unstable part in the additive decomposi-
tion
F˜1(λ) = Ls(λ)+Lu(λ) , (32)
where, in the continuous-time case, we take the un-
stable projection Lu(λ) strictly proper. The solution
of the LDP is
Y (λ) = Ls(λ)
and the achieved minimum error norm of E(λ) is
‖E(λ)‖2 =
∥∥[Lu(λ) F˜2(λ)]∥∥2 .
The solution of the LDP in the case of L∞-norm
is more complicated, and follows the approach de-
scribed in [Francis, 1987] for continuous-time sys-
tems. The solution procedure involves the solution of
a Nehari problem and, if F˜2(λ) is present (i.e., G(λ)
has no full row rank), the repeated solution of a spe-
cial spectral factorization problem in a so-called γ-
iteration approximation process. Details can be found
in [Francis, 1987] for the continuous-time case, or in
[Varga, 2017b, Chapter 9 and 10].
6 Software Tools
Several basic requirements are desirable when im-
plementing robust software tools for numerical com-
putations:
• employing exclusively numerically stable or nu-
merically reliable algorithms;
• ensuring high computational efficiency;
• enforcing robustness against numerical excep-
tions (overflows, underflows) and poorly scaled
data;
• ensuring ease of use, high portability and high
reusability.
The above requirements have been enforced in the
development of high-performance linear algebra soft-
ware libraries, such as BLAS [Dongarra et al, 1990],
a collection of basic linear algebra subroutines, and
LAPACK [Anderson et al, 1999], a comprehensive
linear algebra package based on BLAS. These re-
quirements have been also adopted to implement SLI-
COT [Benner et al, 1999; Van Huffel et al, 2004], a
subroutine library for control theory, based primar-
ily on BLAS and LAPACK. The general-purpose li-
brary LAPACK contains over 1300 subroutines and
covers most of the basic linear algebra computations
for solving systems of linear equations and eigenvalue
problems. The release 4.5 of the specialized library
SLICOT (http://www.slicot.org/) is a free
software distributed under the GNU General Public
License (GPL). The substantially enriched current re-
lease 5.6 is free for academic and non-commercial use
and contains over 500 subroutines. SLICOT covers
the basic computational problems for the analysis and
design of linear control systems, such as linear system
analysis and synthesis, filtering, identification, solu-
tion of matrix equations, model reduction, and sys-
tem transformations. Of special interest is the com-
prehensive collection of routines for handling descrip-
tor systems and for solving generalized linear matrix
equations, as well as, the routines for computing var-
ious Kronecker-like forms. The subroutine libraries
BLAS, LAPACK and SLICOT have been originally
implemented in the general-purpose language Fortran
77 and, therefore, provide a high level of reusability,
which allows their easy incorporation in user-friendly
software environments, for example, MATLAB. In
the case of MATLAB, selected LAPACK routines un-
derlie the linear algebra functionalities, while the in-
corporation of selected SLICOT routines was possible
via suitable gateways, as the provided mex-function
interface.
The Control System Toolbox (CST) of MATLAB
supports both descriptor system state-space models
and input-output representations with improper ratio-
nal TFMs, and provides a rich functionality cover-
ing the basic system operations and couplings, model
conversions, as well as some advanced functionality
such as pole and zero computations, minimal realiza-
tions, and the solution of generalized Lyapunov and
Riccati equations. However, most of the functions
of the CST can only handle descriptor systems with
proper TFMs and important functionality is currently
lacking for handling the more general descriptor sys-
tems with improper TFMs, notably for determining
the complete pole and zero structures or for comput-
ing minimal order realizations, to mention only a few
limitations.
To facilitate the implementation of the synthesis
procedures of fault detection and isolation filters de-
scribed in the book [Varga, 2017b], a new collection
of freely available m-files, called the Descriptor Sys-
tem Tools (DSTOOLS), has been implemented for
MATLAB. DSTOOLS is primarily intended to pro-
vide an extended functionality for both MATLAB
(e.g., with matrix pencil manipulation methods for
the computation of Kronecker-like forms), and for
the CST by providing functions for minimal realiza-
tion of descriptor systems, computation of pole and
zero structures, computation of nullspace and range
space bases, additive decompositions, several fac-
torizations of rational matrices (e.g., coprime, full
rank, inner-outer), evaluation of ν-gap distance, ex-
act and approximate solution of linear rational ma-
trix equations, eigenvalue assignment and stabiliza-
tion via state feedback, etc. The approach used to de-
velop DSTOOLS exploits MATLAB’s matrix and ob-
ject manipulation features by means of a flexible and
functionally rich collection of m-files, intended for
noncritical computations, while simultaneously en-
forcing highly efficient and numerically sound com-
putations via mex-functions (calling Fortran routines
from SLICOT), to solve critical numerical problems
requiring the use of structure-exploiting algorithms.
An important aspect of implementing DSTOOLS was
to ensure that standard systems are fully supported,
using specific algorithms. In the same vein, all algo-
rithms are available for both continuous- and discrete-
time systems.
A precursor of DSTOOLS was the Descrip-
tor Systems Toolbox for MATLAB, a proprietary
software of the German Aerospace Center (DLR),
developed between 1996 and 2006 (for the sta-
tus of this toolbox around 2000 see [Varga,
2000]). Some descriptor system functionality
covering the basic manipulation of rational ma-
trices is also available in the free, open-source
software Scilab http:scilab.org and Octave
http://www.gnu.org/software/octave/.
7 Recommended Reading
The theoretical aspects of descriptor systems are
discussed in the two textbooks [Dai, 1989; Duan,
2010]. For a thorough treatment of rational matrices
in a system theoretical context two authoritative ref-
erences are [Kailath, 1980] and [Vidyasagar, 2011].
Most of the concepts and techniques presented in
this article are also discussed in depth in [Zhou et al,
1996] for standard systems. The book Varga [2017b]
illustrates the use of descriptor system techniques to
solve the synthesis problems of fault detection and
isolation filters in the most general setting. Chap-
ters 9 and 10 of this book describe in details the pre-
sented descriptor system techniques for the manipu-
lation of rational matrices and also give details on
available numerically reliable algorithms. These al-
gorithms form the basis of the implementation of the
functions available in the DSTOOLS collection. A
comprehensive documentation of DSTOOLS is avail-
able in arXiv [Varga, 2018]. A shorter version of this
article appeared in the Encyclopedia of Systems and
Control [Varga, 2019].
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