We address the problem of classifying the links of signed social networks given their full structural topology. Motivated by a binary user behaviour assumption, which is supported by decades of research in psychology, we develop an efficient and surprisingly simple approach to solve this classification problem. Our methods operate both within the active and batch settings. We demonstrate that the algorithms we developed are extremely fast in both theoretical and practical terms. Within the active setting, we provide a new complexity measure and a rigorous analysis of our methods that hold for arbitrary signed networks. We validate our theoretical claims carrying out a set of experiments on three well known real-world datasets, showing that our methods outperform the competitors while being much faster.
Introduction
Connections in most social networks are driven by the homophily assumption, which can be described in the following way: linked individuals tend to be similar, sharing characteristics, attitudes or interests. However, homophily is not sufficient to explain the whole human behaviour in social networks. In fact, sociologists have also studied networks, hereafter called signed social networks, where negative relationships like dissimilarity, disapproval or distrust are explicitly displayed. Nowadays several online social networks present instances where the nature of a relationship can be negative. For instance, EBAY, where users trust or distrust agents in the network based on their personal interactions, SLASHDOT, where each user can tag another as friend or foes, and EPINIONS, where users can rate positively or negatively not only products, but also other users.
Many social networks are indeed rich in structure, involving heterogeneous data samples related to each other. This kind of data continue to gain attention especially in the online social network domain. One of the reasons underlying this interest is the possibility to classify comments in frequent online debates that occur between two users. Some of these comments can be viewed as negative links between the users involved, even in social networks where connections represent friendships solely.
Consider a user joining an online community. His behaviour will often fall into two cases. On one hand, the new member could play well with other users, establishing positive relationships, for instance with those who have been helpful. On the other hand, the new user could try to disrupt the community by engaging into the so called anti-social behaviour and creating conflictual relationships with other members. In both cases, such binary behaviour assumption is supported by decades of research in psychology, starting with the seminal work of Festinger (1957) about cognitive dissonance. This feeling of mental discomfort-when one is acting in contraction to one or more personal beliefs, ideas or values-, leads to user behaviour consistency. A striking example of cognitive dissonance in economics is called "sunk cost" and describes the tendency of individuals to knowingly make decisions resulting in a loss in order to maintain consistency with their past behaviour (Arkes & Blumer, 1985) . On the relationships side, to justify the dissonance caused by doing something unpleasant, one tend to consider more valuable the causes and the results of his actions. For instance, when a user joins an online social community, he could interact anti-socially and later justify this behaviour by evaluating negatively the users involved in conflictual situations or debates about opposing opinions. In this case, this kind of attitude expressed publicly on social media leads to the definition of a "troll": "a user whose real intention(s) is/are to cause disruption and/or to trigger or exacerbate conflict for the purposes of their own amusement." (Hardaker, 2010) . Shachaf & Hara (2010) elaborate on their motive, adding that "boredom, attention seeking, and revenge motivate trolls; they regard Wikipedia as an entertainment venue, and find pleasure from causing damage to the community and other people".
Such signed social networks pose new challenges to the Machine Learning community. On one hand it calls for tailored methods to tackle existing problems, like user clustering, link prediction, targeted advertising, recommendation, pre-diction of user interests and analysis of the spreading of diseases in epidemiological models. On the other hand, new problems emerge. Perhaps the most representative of these new problems is the classification of the connection nature that can be either positive or negative, when the whole network topology is known. In several situations, in fact, it is reasonable to assume that the discovery of the nature of a link is more costly than acquiring the topological information of the network. For instance, when two users of an online social network communicate on a public web page, it is immediate to detect the interaction. However, the classification of the interaction nature may require complex techniques. A crucial issue in developing algorithms for this kind of data is scalability, because of the huge amount of networked data. Hence, it is necessary to depart from wellestablished yet computationally expensive approaches by relying on novel, simple and ad-hoc algorithmic techniques.
In this work, we propose an extremely scalable link classification approach able to achieve a good accuracy while relying on a simple bias motivated by the above mentioned psychological considerations for social networks. More precisely, we consider directed signed social networks and we posit that users are mostly consistent in their interactions, displaying either a positive or a negative attitude. Such behaviour is indeed consistent with the cognitive dissonance theory (Festinger, 1957) . This bias stems also from the intuition that most users are part of the community because they enjoy interacting with some other members, as shown by their positive relationships, whereas a minority of users is aggressive and obnoxiously looking for conflict, as shown by their outgoing negative links toward other members. As we said, this kind of users are commonly referred as trolls in online communities. This information relies only on edges viewed as outgoing from any given user. As we show later however, a more accurate classification is obtained by combining the above described user troll feature with edges viewed as ingoing to each users. More precisely, another user feature playing a crucial role is the pleasantness, since we noticed that in real world online datasets, most of the positive edges are ingoing to a relatively restricted subset of users. Hence, based on the fraction of negative outgoing edges from any user i, it is possible to estimate the trollness of i, i.e. to what extent i is a troll user. In a symmetric way, based on the fraction of negative ingoing edges to any user i, it is possible to estimate the unpleasantness 1 of i, i.e. to what extent i is an unpleasant user. These estimations are obtained analysing the observed sign of the edges present in the whole network, and provide a fast, accurate and simple 1 For the sake of simplicity, in order to operate with two symmetric features, we focus on trollness and unpleasantness instead of trollness and pleasantness. The meaning of the unpleasantness feature can be viewed simply as the opposite of the one of the above mentioned pleasantness. approach to solve the Link Classification problem.
We present a set of algorithms based solely on these two features motivated by the related bias. We demonstrate that our algorithms are extremely fast both in theory and in practice, working within the active and batch settings. We provide a new complexity measure derived from our bias together with a rigorous analysis of our method performance within the active setting and we motivate our prediction rule based on the characteristics of the two features used. We validate our theoretical claims by carrying out a set of experiments on three different real-world datasets, showing that our methods perform better than the competitors while being much faster. Moreover, they are easy to implement.
Some advantages of our approach are determined by the fact it exploits features that can be computed locally, irrespective of the structural complexity of the network topology. This locality have benefits not only in terms of interpretability but also scalability, allowing us to envision applying our method to very large graphs. More precisely, the time to build our classifier is almost linear in the training set size, while the worst case time per prediction is constant. Furthermore, this implies that computing the features could be parallelised in a distributed model where the nodes along with their incoming and outgoing edges are partitioned across machines.
Related Work
Interest in signed networks can be traced back to the psychological theory of structural balance (Cartwright & Harary, 1956; Heider, 1958) and its weak version (Davis, 1967) . The rise of online signed social networks has allowed Computer Science to provide a more thorough and quantified understanding of that phenomenon. Among several approaches related to our work, some extend the spectral properties of a graph to the signed case in order to find good embeddings for classification (Kunegis et al., 2009; Zheng & Skillicorn, 2015) . However, the use of the adjacency matrix usually requires a total worst case time quadratic in the node set size, which prevent those methods to scale to large graphs. Likewise, whereas the idea of mining ego networks with SVM provides good results (Papaoikonomou et al., 2014) , the running time makes this approach often impractical for large real-world datasets. A more local approach is provided by Leskovec et al. (2010) with the so called "status theory" in directed graphs. Some works on active classification use a more sophisticated bias based on the Correlation Clustering problem (Cesa-Bianchi et al., 2012a; provide strong theoretical guarantees, but the algorithm are necessarily more involved.
While we focus on binary prediction, it is possible to consider a weighted version of the problem, in which case edges measure the amount of trust or distrust between two users (Bachi et al., 2012; Guha et al., 2004; Qian & Adali, 2014; Tang et al., 2013) . Departing from our setting, link classification can also exploit side information related to the network. For instance, Papaoikonomou et al. (2015) use the product purchased on Epinion in conjunction with a neural network, Cheng et al. (2015) identify trolls by analysing the textual content of their post and Ye et al. (2013) use SVM with transfer learning from one network to another. While these approaches have interesting performance, they require both extra information and time processing which prevent them to be as scalable as ours.
Preliminaries and basic notation
We focus on directed graphs without side information, where each edge can be either positive or negative and is associated with a binary label in {−1, +1}. Given a directed graph G(V, E), where V is the vertex set and E is the edge set, we denote the set of edges (ingoing and outgoing) incident to a node i ∈ V by E(i). We also denote the subset of E(i) formed by the outgoing positive, outgoing negative, ingoing positive and ingoing negative edges respectively by E
, which is therefore the number of outgoing positive edges from i. Likewise, we define d
A directed edge from node i to node j is represented by i → j. We use a binary vector y ∈ {−1, +1} |V | to represent the labeling of each edge i → j. Hence, the label of edge i → j is denoted by y i→j . If y i→j = 1 (y i→j = −1), then node i is providing a positive (negative) signal to node j. We also define y min out (i) and y min in (i) as the least 2 used label in E out (i) and E in (i) respectively. Finally, the trollness t(i) of i and his unpleasantness u(i) are defined respectively as
Trollness and unpleasantness are therefore two features associated with each node i ∈ V considering respectively only outgoing and ingoing edge labels.
We use the "hat" symbol, together with the above described notation, to identify the mentioned sets and quantities related to the subset of observed edges solely. For example 2 Ties are broken arbitrarily. 3 In the special case dout(i) = 0 (din(i) = 0), we set t(i) = 1 2
is the number of observed positive labels associated with the edges of E out (i).
We study the problem of transductive link classification in directed signed graphs, focusing especially on the active setting. However, the simple prediction rules we designed, directly derived from our bias, can be used even within the batch setting. The whole input graph topology is always completely known to the learner.
We briefly recall the batch and active settings. In the batch setting, a subset of the whole label set (the training set) is provided to the learner. The training set information is exploited to predict the remaining labels (test set). In the active setting, the learner is allowed to select the training set. The training set selection can be performed in such a way to minimise the number of prediction mistakes on the remaining labels 4 .
Link classification using trollness and unpleasantness
Our transductive learning problem consists in the classification of the labels of a subset of the edges of an input directed signed graph G(V, E), given the whole topology of G when a subset of the edge labels is revealed. Since the input graph has no side information, an algorithm for this problem can only exploit the observed labels and the network topology. We design mainly two prediction rules based on only two node features which are defined in terms of the edge labels and the graph local topology. These rules are extremely simple yet very effective and attempt to estimate the value of the two node features we consider for all nodes in V . As we will explain in details in this section, the features associated with the nodes can also be viewed as features of the incident edges, taking into account the direction of each edge. Our prediction rules can be used within the transductive active and batch settings. We focus especially on the active setting, since the selection phase offers opportunities for simple and principled methods to obtain a very good estimation of these values.
We consider signed social networks, like SLASHDOT, where users can tag other users as friends or foes, EPINION where users can rate other users positively or negatively and WIKIPEDIA, where admins can vote for or against the promotion of another admin. Our approach for the link classification problem is based on the following simple consideration: we notice that most of the negative edges are outgoing from a restricted number of users. The labels of the edges outgoing from these users are often negative. This suggests us-in accordance with psychological evidences of a consistent user behaviour preventing cognitive dissonancethat a feature playing a crucial role in our prediction problem is the ratio
, defined in Section 3 as the trollness t(i) of any given node i. In a symmetric way, we notice that usually the difference between the number of positive and negative labels of the edges incoming in a vertex i is always quite big with respect to the total number of edges incoming to i. Hence we considered a second feature defined as the ratio
din(i) that we call unpleasantness u(i) of i. Interestingly, only one of these two feature is sufficient to provide enough information to design a prediction rule extremely simple yet effective. The combination of the two features can be exploited even more efficiently.
We then design a main simple method and a selection strategy for the active setting, that turns out to be extremely fast, very effective in practice and easy to implement. The results are easy to interpret and for the active setting, in order to provide insight into the use of these basic features, we analysed in details one of our methods (and give proofs in Appendix A). Finally, these methods are very local, which entails they can be even easily parallelizable.
Predicting using only one feature
The first step of our method using only the trollness feature is go through the training set and assign to each node i ∈ V the value t(i) equal to the ratio
between the number of observed negative labels and the total number of observed labels (positive and negative) assigned to the edges outgoing from i. Analogously, using the unpleasantness feature we assign the value u(i)
with each node i ∈ V .
In order to motivate the choice of our simple prediction rule described below, we now provide a key fact about the optimal threshold maximizing the number of training edge corrected classified using only one feature. Fact 1. Given any training set for any labeled signed directed graph, the threshold 1 2 maximises the number of training edges classified with the correct labels using only the trollness or the unpleasantness feature.
Hence, our simplest prediction rule based on a single feature is
using trollness and unpleasantness respectively.
We predict therefore y i→j = 1 with the majority of the labels of the outgoing edges from i or ingoing ones to j simply 5 Ties are broken arbitrarily, i.e., whenever t(i) or u(j) are equal to 1 2 , label yi→j can be predicted with a label arbitrarily chosen in preliminary phase.
with a majority vote rule 6 , exploiting locally the estimated trollness or unpleasantness of each node i or j. We call BLC(t) (Batch Link Classifier) and BLC(u) the algorithms using this prediction rule within the batch setting, respectively using the trollness or unpleasantness solely. Finally, when a single feature is used, it can be seen as associated with node i as well as with any edge respectively outgoing from i (using t(i)) or ingoing to i (using u(i)).
Predicting combining trollness and unpleasantness
When using both trollness and unpleasantness, each edge i → j can be viewed as a point with coordinates t out (i) and
A natural extension of the prediction rule using a single feature explained in Section 4.1 could be the following 7 :
which is interpreted saying that a label is predicted −1 if and only if the estimated trollness t out (i) of node i is larger than the estimated "pleasantness" (1 − u in (j)) of node j. This is equivalent to using linear separator in the plane with coordinates t out (i) and u in (j). This simple prediction rule takes into account the symmetry of the two features, but it is not guaranteed to be the optimal linear separator for the training set in the compact set [0, 1] × [0, 1]. Exploiting these two features for several datasets, linear classifiers such as the perceptron algorithm return a linear separator whose equation is very close to t out (i)+ u in (j)−k = 0 for a certain value of k depending on the training set. This suggest that a good linear separator using these two features is a line parallel to t out (i) + u in (j) − 1 = 0, and that one parameter (k in t out (i) + u in (j) − k = 0) needs to be learned. Indeed, using the rule
where k * is the optimal 8 k's value for separating the training points on the plane with a line expressed by the equation t out (i) + u in (j) − k = 0, we are able to obtain very good results while the resulting algorithm is extremely simple and fast. More precisely finding k * requires a time equal to O(|E train | log |E train |) using the following method (we recall that each point on the compact set [0, 1] × [0, 1] corresponds to a training edge):
1. For each training label y i→j we compute the distance between the line defined by the equation t out (i) + u in (j) = 0 and the point representing edge i → j.
6 Ties are broken arbitrarily. 7 Ties are broken arbitrarily in this case too, i.e. whenever tout(i) + uin(j) − 1 is equal to 0, label yi→j can be predicted with a label arbitrarily chosen in a preliminary phase. 8 We refer to the separator maximising the number of training edges classified in a correct way. 2. We create a sequence S containing all the training points sorted by the distance computed in the previous step. 3. We scan the whole sorted sequence S to find the optimal separator S (i→j) * for the given training set and we finally set
is the optimal separator line parallel to t out (i)+ u in (j)−1 = 0 for the given training set. In Figure 1 we illustrate this simple algorithm. We call this method BLC(t, u).
Active learning algorithms
Since the estimation of the true trollness t(i) and unpleasantness u(i) for each node i ∈ V plays a crucial role in these prediction rules, we devise two extremely fast and simple selection strategy and we analyse them in details in Section 5: ALCONE and ALCLOG (Active Link Classifier using, to estimate each node feature, one label or a logarithmic number of labels). Both strategies are very scalable in that they require only a worst case constant time per query. Analogously to the BLC algorithm, ALCONE(t) and ALCLOG(t) use only the trollness feature whereas ALCONE(u) and ALCLOG(u) use only the unpleasantness feature. ALCONE(t, u) and ALCLOG(t, u) use instead both the feature.
The prediction rule is all cases is the same described in Section 4.1 using only one feature and in Section 4.2 using two features.
In the selection phase, for all node i ∈ V , ALCONE(t) and ALCONE(u) pick one edge uniformly at random in E out (i) or E in (i) respectively (if it is not an empty set) and query its label. This query will be then used to predict all the other labels of the edges in E out (i) or E in (i) respectively. ALCLOG(t) and ALCLOG(u) work in an analogous way, selecting uniformly at random with replacement 4 log(d out (i) + 1) and 4 log(d in (i) + 1) edges respectively, and asking for their labels. This can provide, as demonstrated in Section 5, better guarantees on the number of mistakes occurring during the prediction phase.
Finally, for each node i ∈ V , ALCONE(t, u) picks one edge uniformly at random both from E out (i) and in E in (i) (if they are not empty sets). ALCLOG(t, u) operates analogously, picking uniformly at random with replacement 4 log(d out (i) + 1) edges from E out (i) and 4 log(d in (i) + 1) from E in (i). Both ALCONE(t, u) and ALCLOG(t, u), in the last step of the selection phase, query the labels of all the selected edges.
Link classification analysis

Complexity measures
We begin defining the complexity measures that we use to characterise the labeling for this problem. We basically have three complexity measures: Ψ out , Ψ in and Ψ t,u , which refer respectively to the trollness, the unpleasantness and to the combined use of both the features. Ψ out is defined as the sum over all nodes i of the number of outgoing edges labeled with the least used labels in E out (i). The definition of Ψ in is equal to the one of Ψ out except for the fact of considering only the ingoing edges, i.e. the unpleasantness feature. Ψ t,u takes into account both the features but we will not enter into the details since focusing on Ψ out and Ψ in provides the most significant information about the theoretical motivations underlying our learning approach. Finally, since these measures depend on the labeling, in some cases we will make explicit this dependence using notations like Ψ out (y).
We will now give an analysis of our simplest decision rule, based on a single feature and the natural threshold 1 2 , proven to be optimal for separating the training set in Section 4.1. Hence, a node i is considered a troll if the majority of the outgoing edges from i are negative, and unpleasant if the majority associated with the incoming edges to i are negative 9 .
For the sake of simplicity, hereafter in this section, we will use Ψ instead of Ψ out . The label irregularity measure Ψ can be defined formally as:
We also define the labeling irregularity contribution of each node i as
, which measures to what extent the behaviour of a node is self-consistent according to our bias, i.e. how many positive edges are outgoing from a troll node and how many negative edges are outgoing from a non-troll node.
9 Ties are broken arbitrarily, i.e., for any given node i, if d 
Active setting
The goal of this analysis is to provide insight into the use of these basic features within the active setting and, at the same time, to show the solidity and the reliability of our approach from a theoretical perspective. Since the analysis for the trollness and unpleasantness are basically equal, without loss of generality we will focus on the trollness feature and the complexity measure Ψ out . Moreover, given any algorithm A, we denote the number of mistakes made by A by m A .
In the active setting, we assume that all labels are set before the algorithm selection phase. Hence, according to our bias, in the selection phase the learner needs at least one edge from each node i in order to predict the labels of the edges outgoing from i. We provide now an interesting and general lower bound for the number of mistakes that can occur within the active setting.
Theorem 1. Given any directed signed graph G(V, E) and labeling irregularity budget K ≤ |E| 2 , there exist a randomized label strategy y such that the expected number of mistakes made by any active algorithm A asking any number Q of queries satisfies
We now prove that ALCONE always makes in expectation a number of mistakes close to our active lower bound expression in Theorem 1 when the difference between |E| and the number of queries Q is not too small.
Theorem 2. Given any directed signed graph G(V, E) and any labeling y, the expected number of mistakes made by ALCONE satisfies
while the number of distinct labels queried is not larger than |V |.
Finally, we conclude this section analysing ALCLOG and quantifying to what extent the accuracy performance guarantees can improve using this approach when we are allowed to query a larger number of labels.
Let d be the average node degree in G, i.e. d = |E| |V | and let Ψ 0 (y) be the average value of Ψ(i) over all nodes i such that Ψ(i) = 0. Theorem 3 quantifies the performance of ALCLOG in the worst case labeling for arbitrary input graphs. We conjecture that the mistake expression of Theorem 3 can be dramatically reduced in a non-adversarial setting, where the labels are assigned to edges in a stochastic way. An example of such setting could be the following. In a given arbitrary input graph, starting from a labeling y such that Ψ(y ) = 0, each label is flipped independently with a probability p ≤ 1/2. Hence, in this setting EΨ(y) ≤ p|E| and p is therefore a parameter expressing to what extent labeling y can be irregular with respect to our bias. Although the worst case analysis is important in that it provides strong performance guarantees holding for arbitrary labeling, we believe that an analysis for the above described non-adversarial setting can offer significant information about the performance of our methods on real-world signed networks.
Experiments
In this section, we evaluate our Link Classification method on representative real world datasets within two different transductive learning settings, batch and active, showing that it competes well against existing methods in terms of predictive and computational performance.
These three directed signed social networks are widely used as benchmark for this task. Specifically, in WIKIPEDIA, there is an edge from user i to user j if j applies for an admin position and i votes for or against that promotion. In SLASHDOT, a news sharing and commenting website, members i can tag other members j as friends or foes. Finally, in EPINION, an online shopping website, each user j can review products. Based on these reviews, another user i can display whether he considers j to be reliable or not. Although the semantic of the signs is not the same in these three networks, we will see that our bias apply to all of them. From the datasets properties showed in Table 1 , we note that most edge labels are positive. Therefore, to assess our prediction performance, in addition to the standard measure of accuracy, we also report the Matthews Correlation Coefficient (Baldi et al., 2000, MCC) , defined as:
It combines all the four quantities found in a binary confusion matrix (true positive, true negative, f alse positive and f alse negative) into a single metric and ranges from +1 (when all predictions are correct) to −1 (when all predictions are incorrect) through 0 (when prediction are made uniformly at random). Another notable feature of our datasets is the relative regularity of their labeling with respect to our complexity measures defined in Section 5 (especially in EPINION case, which is confirmed by higher accuracy).
We evaluate the prediction rules described in Sections 4.1 and 4.2. However, we report only the use of trollness as a single feature, as it performs as well as unpleasantness on EPINION and has 5% higher accuracy on WIKIPEDIA and SLASHDOT. Moreover, we use our estimated features to train two well established linear separators as implemented by the Scikit-learn library (Pedregosa et al., 2011) : Logistic Regression and Perceptron. Yet, we report only Perceptron results since both methods have similar performances. Finally, we experiment with the Nyström approximation of a Gaussian kernel (Williams & Seeger, 2001 ) but concluded that the small performance gain was not worth the large increase in training time.
In the active setting, we compare our approach with the TREE ("TreeletStar" in (Cesa-Bianchi et al., 2012b)) algorithm, which assumes that "edge labels are obtained through perturbations of an initial sign assignment consistent with a two-clustering of the nodes". It operates by first connecting stars of short subtrees extracted from a spanning tree and querying the sign of the edges forming this spanning structure. Then it predicts the sign of the other edges (i, j) based on a label multiplicative rule used in a path connecting i with j for which all its labels are revealed. Although this method disregards the direction of the edges, to the best of our knowledge it is the only one which solves the Link Classification problem in the active setting.
In the batch setting, we implemented three methods covering three different paradigms: local status theory, global matrix completion and spectral decomposition. The status theory heuristic posits that a positive link from i to j denotes that user i considers user j as having a higher status or skill than himself (Leskovec et al., 2010) . It implies that among the 16 possible triads of three nodes with two directed signed edges among them, some must be more represented than others. The 16 Triads method exploits this fact by counting for each edge in the training set how frequently it is involved in each of the 16 triad types. Based on these edge features and 7 degree features of each edge endpoints, a Logistic Regression model is trained and use to predict the sign of the test set edges. Looking at undirected graphs with a more global perspective, Chiang et al. (2014) consider the observed adjacency matrix A, made of the edges in E train , as a noisy sampling of the adjacency matrix A of an underlying complete graph satisfying the weakly balance condition (that is with no triangle containing only one negative edge). This condition implies the existence of a small number k of node clusters with positive links within themselves and negative links across clusters, which in turn yields rank(A ) = k. By recovering a complete matrixÃ which matches the non-zeros entries of A, it is possible to predict the sign of i → j / ∈ E train as y i,j = SGN(Ã i,j ). Although the exact version of this problem is NP-hard, authors assume that k is an hyperparameter known beforehand 10 and look for two matrices W, H ∈ R k×|V | which minimise a sigmoidal reconstruction loss with A, subject to a regularization term. We refer to this method as LowRank. Finally, the AsymExp heuristic (Kunegis et al., 2009 ) computes the exponential of the observed symmetrized adjacency matrix A + A T after it has been reduced to z dimensions by eigenvector decomposition. This allows summing the product of the signs of all paths between two nodes with decreasing weight depending of the path length. The label of a test edge is predicted as the sign of this sum. We set the parameter z equal to 15 because it is one of the best in (Kunegis et al., 2009, Fig. 11 ) and it performs well on real datasets in (Cesa-Bianchi et al., 2012b, Fig. 3 ). Although the authors also present a version using the directed adjacency matrix A, it performed slightly worse in our testing.
We start presenting our results within the active setting, as it follows more closely our theoretical analysis. Moreover, it has a natural application in social networks: by choosing a small set of edges and asking users to label them, it is possible to accurately predict the sign of the other edges of the network. This is valuable even outside the signed social networks context, since regular social networks like Facebook also present negative relationships, albeit not explicitly (Yang et al., 2012) . To provide a fair comparison with TREE , we restrict our sampling to the largest weakly connected component, which however includes 99.9%, 100% and 99.1% of edges in WIKIPEDIA, SLASHDOT and EPIN-ION respectively. We let each method performs its sampling of edges 12 times and report averaged results in Table 2 . It is striking that by querying far few edges than a spanning tree and running in less than a millisecond, ALCONE(t) manages to reach almost 80% accuracy over all the other remaining edges. Although querying more edges with ALCLOG(t) do not markedly improve performances, combining a larger budget with the use of our two features learning procedure ALCLOG(t, u) outperforms existing methods with a low running time matching the algorithm complexity presented in Section 4.2. In addition to accuracy, the first row indicates the time needed by each method to process the training set and make its prediction. Errors bars denote one standard deviation around the mean of the 12 runs. We do not include AsymExp in EPINION because its performance was far from all other methods. Compared with previous works in dashed lines, our methods compete very well while being much faster. Table 2 . Mean Accuracy and MCC (with their standard deviation) of active algorithms. We also report the mean fraction of edges queried and the time taken to query the labels and make the prediction (but no variance as they are very close to zero).
Accuracy MCC
79.8 ± 0.4 38.5 ± 1.0 2.3% 0.2 ms ALCLOG(t) 84.5 ± 0.1 43.3 ± 0.5 27.6% 0.1 ms ALCONE(t, u) 79.6 ± 0.4 39.4 ± 0.7 8.0% 0.7 ms ALCLOG(t, u) 87.2 ± 0.1 54.6 ± 0.6 48.7% 2.5 ms TREE 69.3 ± 2.0 20.1 ± 2.6 7.0% 253 ms SLASHDOT ALCONE(t) 78.6 ± 0.3 40.4 ± 0.7 8.0% 0.8 ms ALCLOG(t) 83.3 ± 0.1 53.4 ± 0.2 35.4% 0.6 ms ALCONE(t, u) 81.5 ± 0.1 46.0 ± 0.7 19.0% 4.5 ms ALCLOG(t, u) 86.0 ± 0.0 59.1 ± 0.3 60.8% 15.8 ms TREE 69.5 ± 0.6 24.4 ± 0.8 16.4% 4685 ms EPINION ALCONE(t) 86.2 ± 0.2 46.5 ± 0.8 10.6% 1.2 ms ALCLOG(t) 89.1 ± 0.1 58.4 ± 0.2 32.9% 1.0 ms ALCONE(t, u) 89.8 ± 0.1 59.8 ± 0.4 17.8% 5.8 ms ALCLOG(t, u) 93.8 ± 0.1 72.1 ± 0.2 52.5% 14.9 ms TREE 74.6 ± 2.4 28.8 ± 3.7 16.9% 7859 ms
Because most methods we compared with operate within the batch setting, we also evaluate our approach in that setting. Specifically, we sample uniformly at random 15, 30, 45, 60, 75 and 90% of the edges and train each method on that sample before predicting the edges not sampled. This procedure is repeated 12 times to account for the randomness of the sampling. Although some competitors are able to outperform our BLC(t) rule given a training set large enough, the use of our two features still let us achieve the overall best results in the shortest amount of time. An exception to that statement is the accuracy on the SLASHDOT dataset. However, a simple heuristic allows us to regain our crown: when predicting i → j ∈ E test , if the reciprocal edge j → i is part of the training set, we set SGN(i → j) = SGN(j → i).
Because most reciprocal edges have the same sign, this gives Accuracy and MCC a boost of 0.4 to almost 4% depending on the dataset (see Tables 3 and 4 for full details). Another point to notice is that with an equal budget, e.g. 60% of EPINION edges, the sampling strategy ALCLOG(t, u) achieves 93.6% accuracy whereas BLC(t, u) can only reach 92.5%, highlighting the benefits of our careful active selection of training edges.
Conclusion
In this work, we showed a new approach to solve the transductive Link Classification problem operating within the active and batch setting. We demonstrated our methods are able to achieve very good performance while being extremely fast. We also provided a rigorous analysis of our main approach within the active setting, based on a very natural and reasonable complexity measure for this problem. Since our algorithms exploit two features that are local irrespective of the structural complexity of the input network topology, we believe our approach can be easily parallelised. Furthermore, we plan to apply our methods to users-products bipartite input graphs, where users provide positive or negative feedbacks for products and a central issue is to predict the user preferences. Finally, we believe our model could be easily extended to the online learning setting and our approach could be modified in order to operate with weighted input graphs. 
A. Proofs
In this section, we indicate the probability of an event e by writing P(e).
Proof of Fact 1. Since the proofs for trollness and unpleasantness are equal, we will prove the statement solely for trollness. Without loss of generality, let t(i 1 ) ≤ t(i 2 ) ≤ . . . ≤ t(i z ), where z is the size of training set.
Let m(T ) be the function equal to the sum of the two following quantities:
• the number of negative edges outgoing from a node i ∈ V such that t(i) ≤ T and • the number of positive edges outgoing from a node j ∈ V such that t(j) > T .
The function m(·) represents the number of mistakes made by using a separator for the training set which has only one feature, i.e. a threshold. We will show now that the function m(T ) can be always minimised selecting the threshold T = 1 2 for all training sets and all input labeled graphs. 
. Hence the function m(·) has always a global minimum point at 1 2 .
Proof of Theorem 1. [Sketch]
Without loss of generality we will focus on negative edges. We also assume Q = |E|. Let be Y K be the set of all labelings such that the total number of negative and positive edges are respectively K and |E| − K. Consider the following randomized strategy to assign a labeling to the edge set of the input graph: we select uniformly at random a labeling y in Y K . For each node i ∈ V , we have Ψ(i) ≤ d − out (i), which implies that the statement constraint Ψ(y) ≤ K is satisfied. Let z be the number of negative edges present in the test set.
Assume now that A knows the value of K. Observe that, because of the above described randomized strategy used for selecting y, the probability that a test edge is labeled negatively or positively does not depend on the choice of the Q queries made by A. However, it is important to take into account that A, knowing K, knows also z observing the queried labels. This fact is important when Ez is not an integer. We will now clarify this point with a very simple example. Consider for instance the case in which |E| = 2, K = 1 and Q = 1. In this simple case we have Ez = 1 2 , independently of the algorithm A. However A, knowing the value of K, will not make any mistake since the information provided in the selection phase will reveal the label of the test edge. More precisely the sign of the test label will be the opposite of the one of the label queried and observed.
In general we have
. Hence, for each test edge i → j we have that both P(y i→j = −1) and P(y i→j = +1) are lower bounded by
We can therefore conclude that the number of expected mistakes that any algorithm A makes using the above mentioned labeling strategy is never smaller than
Proof of Theorem 2. ALCONE asks, for each node i ∈ V , the label y i→j of one edge picked uniformly at random in E out (i). The number of labels queried is therefore not larger that |V |. If the label y i→j queried for node i is equal to y min out (i), then ALCONE makes not more than d out (i) − Ψ(i) mistakes while predicting the labels of the edges in E out (i). If instead y i→j = y min out (i), then the number of mistakes made on the edge subset E out (i) is upper bounded by Ψ(i). We have P y i→j = y min out (i) =
. In order to simplify the notation, we set now P (i) equal to P y i→j = y min out (i) where j is selected uniformly at random in E out (i) by ALCONE. The expected number of mistakes made by ALCONE over the random choice of the query set is then bounded by
Observe that the tightness of the above bound depends on the quantities Proof of Theorem 3. We will use the Chernoff bound to quantify to what extent we can estimate in a correct way y min out (i) for each node i ∈ V with 4 log(d out (i) + 1) queries in E out (i) and we will bound the expected number of mistakes made by our prediction rule.
In order to simplify the notation, for each node i ∈ V we set now P (i) equal to P y i→j = y min out (i) = Ψout(i) dout(i) where, in the selection phase, j is chosen uniformly at random in E out (i) by ALCLOG. For each node i ∈ V , let s(i) be the total number of labels observed querying the ones assigned to the edges in E out (i). Let s min (i) be the number of labels observed that are equal to y min out (i). We predict the non-queried labels of E out (i) with y
the algorithm can make d out − Ψ(i) mistakes, which is the worst prediction case for each node i ∈ V . Let δ(i) be defined as 1 2P (i) − 1 and set z equal to
2 . Using the Chernoff bound, for any δ(i) > 0 we have
11 In this analysis we consider the case smin(i) =
when s is even according to the worst possible label choice for the prediction phase. In this case the label selected to predict the non-queried ones in Eout(i) is y 
We will now find an upper bound of the quantity
Notice that when z is close to 0 we could simplify the analysis taking advantage of the fact that
. On the other hand, when z is close to 1 2 , the multiplicative term 2z can be bounded by 1. In order to exploit both these facts, we will split the analysis into two cases: z ∈ [0, . It is immediate to verify that 
log(4Ψ(i) + 1) .
We will now use the last inequality to write an interpretable bound for m ALCLOG , exploiting Jensen inequality and the concavity of the mistake function.
Since
is concave for all Ψ(i) > 0 and recalling that Em (i) = 0 for all i such that Ψ(i) = 0, we can conclude that, for all Ψ(y) > 0,
Finally, the total number of distinct edge labels queried is bounded by i∈V 4 log(d out (i) + 1) ≤ i∈V 4(log(d out (i) + 1) + 1) ≤ 4|V | + 4 i∈V log(d out (i) + 1) which, using Jensen inequality together with the concavity of the logarithm function and taking into account that i∈V (d out (i) + 1) = |E| + |V |, can be in turn bounded by 4|V | + 4|V | log the strongest and most pervasive social forces in all human cultures, and it helps us build trust with others and pushes us toward equity in our relationships" (Cialdini & Goldstein, 2004) . This natural impulse can be related with the ageless law of talion and its modern game theory counterpart of "tit for that".
The action-based model is consistent with studies of neural activity showing that dealing with cognitive conflicts increases skin conductance, indicating arousal of the nervous system (Hajcak et al., 2004) . It also activate the anterior cingulate cortex and the level of activity predicts how much opinions will change in order to resolve conflicts (Sharot et al., 2009; van Veen et al., 2009 ).
The preference for consistency (PFC) that arises from the minimization of cognitive dissonance can be quantified through a questionnaire on a scale from 1 to 9 and is a good predictor of certain type of behaviors (Cialdini et al., 1995) . A surrogate of this feature for our users is related to the individual complexity measure Ψ out (i) that we defined in Section 5.1. A user with none or all of his outgoing edges of the same sign will have a PFC of 0.5 whereas a user with half of his outgoing edges positive will be the less consistent with a PFC of 0. On Figure 3 we see that indeed in WIKIPEDIA and EPINION, 75% of the nodes with at least one outgoing edges have a consistency larger than 0.4 even though the situation is more nuanced in SLASHDOT.
As people get older, they have witnessed more emotional upset and therefore have further motivations to reduce emotional instability. A study of 269 individuals between 18 and over 80 years indeed showed a positive relation between age and high preference for consistency (Brown et al., 2005) . Although we do not have demographic information about users in our data, this nonetheless suggest that younger users may have higher Ψ out and therefore require more careful estimation of their trollness. However, increasing the performance by driving the query phase based on side information is outside the scope of this paper as it would increase the complexity. Just as cognitive dissonance affects people differently depending of their age, the intensity of its effect also depends of cultural background (Heine & Lehman, 1997) .
Another long-discovered psychological effect at play in our situation is the fact that public commitment tend to be more stronger and more persistent than those made in private (Cialdini & Trost, 1998; Hollenbeck et al., 1989) . It turns out that in most signed social networks, the status of a relationship is on display, at least to the other connected user. This publicity provides further incentive to behave consistently with one past attitude.
Most of the psychological works cited so far performed their experiments offline in a lab room yet we apply our method to datasets obtained from online communities. Hence it is le- gitimate to wonder whether we can transfer the conclusions from one domain to another, especially since people tend to be less inhibited in their online interactions (Suler, 2004) and since " Facebook users tend to be more extroverted and narcissistic, but less conscientious and socially lonely, than nonusers" (Ryan & Xenos, 2011) .
Fortunately, most people keep their personality when going online, as evidenced by the fact that online surveys provide similar results to traditional pen-and-pencil ones (Gosling et al., 2004; Luce et al., 2007) including faking answers (Grieve & Elliott, 2013) . Online surveys even "elicit greater levels of sensitive item self disclosure" (Kays et al., 2012) , thereby providing more accurate picture of respondents. Likewise, communications are mostly unchanged-for instance by using emoticons, which "serve the same functions as actual nonverbal behavior" (Derks et al., 2008 )-or enhanced through virtual games, which "allow players to express themselves in ways they may not feel comfortable doing in real life because of their appearance, gender, sexuality, and/or age." (Cole & Griffiths, 2007) . Measuring the Big Five personality factors of 122 student participants, Blumer & Döring (2012) even concluded that "the emotional stability increases on the computer and the Internet". Finally, online structures closely mirror offline one (Dunbar et al., 2015) .
C. Additional results
Full result of accuracy (Table 3) and MCC (Table 4) in the batch settings follow on the next page, comparing our method (with and without reciprocal edges heuristic) against competitors. 
