The pattern of illumination on an undulating surface can be used to infer its 3-D form (shape-from-shading). But the recovery of shape would be invalid if the luminance changes actually arose from changes in reflectance. So how does vision distinguish variation in illumination from variation in reflectance to avoid illusory depth? When a corrugated surface is painted with an albedo texture, the variation in local mean luminance (LM) due to shading is accompanied by a similar modulation in local luminance amplitude (AM). This is not so for reflectance variation, nor for roughly textured surfaces. We used depth mapping and paired comparison methods to show that modulations of local luminance amplitude play a role in the interpretation of shape-from-shading. The shape-from-shading percept was enhanced when LM and AM co-varied (in-phase) and was disrupted when they were out of phase or (to a lesser degree) when AM was absent. The perceptual differences between cue types (in-phase vs out-of-phase) were enhanced when the two cues were present at different orientations within a single image. Our results suggest that when LM and AM co-vary (in-phase) this indicates that the source of variation is illumination (caused by undulations of the surface), rather than surface reflectance. Hence, the congruence of LM and AM is a cue that supports a shape-from-shading interpretation.
1. Introduction
Shape-from-shading
When an undulating surface is illuminated the pattern of illumination on the surface can be used to infer its shapea phenomenon known as shape-from-shading (Horn & Brooks, 1989) . A number of studies have shown that human observers are able to perceive shape-from-shading in the absence of other cues to shape (Christou & Koenderink, 1997; Erens, Kappers, & Koenderink, 1993; Kleffner & Ramachandran, 1992; Langer & Bü lthoff, 2000; Ramachandran, 1988; Todd & Mingolla, 1983; Tyler, 1998) . For example, if a Lambertian surface with uniform reflectance is illuminated by a point light source then those parts of the surface that face directly towards the light source will have a higher luminance than those that are tilted away from it. Thus, luminance modulations in the image are a potential cue to the 3-D shape of the surface.
The task of interpreting surface shape from the patterns of luminance variation in natural scenes is greatly complicated by gross changes in surface reflectance as these produce changes in luminance that are not dependent on the relationship between the shape of surfaces in the scene and the light source. However, it is very likely that such gross changes in luminance will be associated with other changes in surface reflectance such as changes in hue (see Kingdom, 2003) or visual texture. Although shape can be derived from the shading patterns on a uniformly coloured, matte, Lambertian surface the addition of an albedo texture 1 to the surface has been shown to improve the accuracy of surface shape judgements based on shading (Bülthoff & Mallot, 1990; Todd & Mingolla, 1983) and stereoscopic disparity (Todd, Norman, Koenderink, & Kappers, 1997) . However, Johnston and Passmore (1994) found that the addition of an albedo texture increased thresholds for judgments of curvature and slant based on shading. One possible reason for this disparity is that Johnston and Passmore (1994) used a texture and projection method that produced only minimal geometric distortions of the texture with changes in surface shape. By contrast, Todd and Mingolla (1983) used a texture with large elements that were highly distorted by variations in surface shape. This texture was capable of conveying shape information when presented on its own. Indeed, most studies of the role of texture in shape perception have been primarily concerned with geometric aspects of the texture such as distortions to micropattern size, shape, spatial frequency, or orientation (see Todd & Akerstrom, 1987 ; for an early example and Li & Zaidi, 2000 Todd & Oomes, 2002; Zaidi & Li, 2002 , for recent examples). However, shading an albedo textured surface also introduces changes in local luminance amplitude and we now show that this cue modulates the perception of shape-from-shading even in the absence of geometric cues. We now examine the luminance properties of shaded textures in detail.
The luminance properties of shaded textures
For a Lambertian surface the luminance of any point (x, y) in an image is the product of the reflectance at that point, R(x, y), and the amount of illumination that it receives, I(x, y). That is, L(x, y) = I(x, y)R(x, y). This process is known as multiplicative shading. Consider the example of Fig. 1A which is an artificially rendered image of a Lambertian, corrugated surface lit predominantly by a point source located above the scene (see figure legend for details of the rendering process and lighting). The level of illumination per unit of surface area depends on the angle between the surface normal at a given point and the ray joining the principle light source to the point, plus a small amount for diffuse illumination.
We consider three properties, local mean luminance, local luminance contrast, and local luminance amplitude. For ease of presentation we consider a portion of Fig. 1A , rotated through 90°as shown in Fig. 1B . In Appendix A, we derive equations for the above properties that apply to regions of constant illumination, but which are good approximations in regions where illumination varies only slightly. 1.2.1. Definition of luminance properties 1.2.1.1. Local mean luminance. The local mean luminance of any region of an image that is uniformly illuminated is given by the product of the mean of the reflectance values in the region and the illumination (Eq. A1). The thick, solid curve of Fig. 1C indicates the spatial variation in local mean luminance (luminance modulation, LM) across Fig. 1B . The modulation depth (or contrast) of the LM signal is given by its standard deviation divided by its mean (Eq. (A2)) which, for uniform albedo textures, depends only on the illumination (see Appendix A2).
1.2.1.2. Local luminance contrast. The local (r.m.s.) luminance contrast in any region of an image is given by the standard deviation of the luminance values in the region divided by their mean (see Appendix A3). Eq. (A4) shows that local luminance contrast depends only on the reflectance values in the texture and hence does not vary for uniform albedo textures. The dotted line in Fig. 1C indicates the spatial variation in local contrast (contrast modulation, CM), which in this case is flat. The modulation depth of the CM cue (given by its standard deviation divided by its mean, Eq. (A5)) is close to zero (see inset text on Fig. 1 ).
1.2.1.3. Local luminance amplitude. The local luminance contrast metric defined above is a measure of the relative luminance differences between pixels in a region. Close examination of the pixel values in a row of Fig. 1B (thick dots in Fig. 1C ) reveals that the absolute difference in luminance between pairs of pixels varies across the image. We now introduce a new term, local luminance amplitude, to describe this variation (Appendix A4). The luminance amplitude for any region of an image is given by the standard deviation of the luminance values in the region (Eq. (A6)). This equation can be reduced to the product of the standard deviation of the reflectance values in the texture and the illumination. The thin solid line of Fig. 1C shows the spatial variation in local luminance amplitude (amplitude modulation, AM) in Fig. 1B . The modulation depth for the AM signal is given by Eq. (A7). As with LM, AM modulation depth depends only on the illumination when the texture is uniform. Hence in this example, the LM contrast and AM modulation depth are equal (see inset text on Fig. 1 ). Further, since both the mean and standard deviation of the reflectance values in a uniform albedo texture are constant across space, the shape of the LM and AM curves depend only on variations in the illumination (caused by undulations of the surface). Hence, these properties are constrained to co-vary in-phase for albedo textures like that represented in Fig. 1 . Supplementary Fig. S1 shows an example of a shaded albedo texture (similar to that in Fig. 1 ) under diffuse illumination. The plots of fig S1C illustrate that LM and AM remain yoked for such textures regardless of the illuminant.
Changes in reflectance properties
Although LM and AM are yoked when the underlying texture has uniform reflectance properties, this relationship breaks down if the reflectance properties vary across the surface as might be the case at object boundaries or when the texture is varied for artistic effect. Eq. (A1) shows that the LM signal depends on the local mean reflectance. Similarly, Eq. (A6) shows that the AM signal depends on the standard deviation of the local reflectance values. Thus, if either the mean reflectance or standard deviation of the texture varies across the surface then LM and AM become decoupled. In these circumstances local luminance contrast will also vary across space. Changes in the reflectance properties of a texture can be achieved by gross changes in the texture but they can also result from more subtle changes which preserve the geometric structure and general appearance of the texture.
Relief textures
When a corrugated surface with a relief texture 2 is illuminated, the luminance at any point in the retinal image will depend on both the large-scale undulations of the surface and the small-scale undulations of the embossed texture. In this case, the light reflected will depend on the directions of local surface normals, plus inter-reflections, and cast shadows. In general, there may be a relationship Simulation of an albedo textured surface modulated sinusoidally in depth and illuminated by a strong point source, and a weak diffuse light source. The point source was placed above the line of sight at an angle of 26°to the line of sight. The diffuse source was generated as a semicircle of weak and distal point sources in an arc from 90°above the line of sight (i.e., directly above the modelled surface) through 0°(on the line of sight) to 90°below the line of sight (i.e., directly below the modelled surface). The distance of the arc (and the point source) from the surface was 100 times that of the distance of the camera from the surface. The surfaces and lighting were modelled using POV-Ray version 3.6 (Persistence of vision Raytracer Pty. Ltd.). The surface was diffuse with an albedo texture composed of small scale changes in reflectance. The surface had no specular component. The camera and light sources were transparent within the scene (they did not cast shadows). Rendering short cuts (such as 'ambient' lighting and surface 'roughness' were turned off). (B) Central portion of image (A) extracted and rotated ready for analysis. (C) cross sections through (B); thick dots, grey level values for the central row of pixels; thick solid line, LM, mean grey level in each column; dotted line, CM, r.m.s. luminance contrast of pixels each column; thin solid line, AM, luminance amplitude of pixels in each column. LM and AM refer to the left hand y-axis, CM refers to the right hand y-axis. Values for LM contrast, and CM and AM modulation depths are shown, as is the correlation between LM and AM.
2 Relief textures are defined as low amplitude variations in surface depth whose spatial scale is very much smaller than the principal depth modulations of the surface. between LM and AM, but, unlike a uniform albedo texture, these properties need not be positively correlated even if the relief texture is uniform. Fig. 2A shows a corrugated surface with a uniform relief texture illuminated predominantly by a point source, and supplementary Fig. S2A shows the same surface under a diffuse light source. As for Fig. 1 , extracted images, LM, CM and AM traces, and their modulation depths are shown. Note that for Fig. 2 LM and AM are weakly, negatively correlated, and have different profiles. Because it has a very low mean, the modulation depth of the AM signal exceeds that of the luminance signal (recall that the modulation depth of each signal is given by its standard deviation divided by its mean). Local contrast also varies in harmony with the AM signal in this image. Although the calculated modulation depths of the AM and CM signals in supplementary Fig. S2 are larger than for LM it is apparent that there is no meaningful structure in the AM and CM signals for this image. The high modulation depths arise from relatively large but random variations about a low mean. LM and AM are uncorrelated in this case.
Example stimuli
In summary, Section 1.2 showed that a high positive correlation between LM and AM signals arises from 3-D shading of an albedo texture, but not in other circumstances. We thus aimed to test psychophysically, whether the LM/AM relationship alone can serve to promote shapefrom-shading interpretations in human vision. To eliminate additional geometric texture cues, we chose to use not rendered surfaces but synthetic stimuli as described more fully in the method (Section 2.1). All stimuli were based on binary noise textures with fixed geometry. We now present examples of our key cues together with their LM, AM, and CM traces.
LM-only
Fig . 3A shows an example with a single, vertical LM component (AM modulation depth set to zero). In this image, the luminance signal is added to the noise (not multiplied with it) and hence this image could not be produced by shading an undulating surface. Fig. 3B shows the LM, Fig. 2 . Simulation of a relief textured surface modulated sinusoidally in depth and illuminated by a strong point source, and by a weak diffuse light source. Light sources were as Fig. 1 . The surface was modelled as a sinusoidal surface made up of a dense array of triangular facets. To generate the texture, the positions of the vertices were randomly jittered in the direction of the surface normal for the sinusoid (that is, we did not use the short cut of varying only the surface normals of an otherwise sinusoidal surface). All other aspects of the modelling were as Fig. 1 . Panel arrangements and key are as Fig. 1 . AM, and CM traces for this image. Note that while there is no AM signal in this image there is a CM signal, which is out of phase with LM. The CM signal arises because mean luminance (the divisor in Eq. (A3)) varies across space. However, because of the way it was generated we call this image an example of an LM-only signal.
AM-only
The image of Fig. 3C shows an example with a single AM component (contrast of the additive luminance component set to zero). Such images are generally described as 'contrast modulated' in the literature on human vision (see for example, Schofield & Georgeson, 1999) although in engineering the term amplitude modulation would be preferred. In terms of our current definitions both AM and CM vary (and are yoked) in the image of Fig. 3C . Hence the terms AM and CM are somewhat interchangeable for images of this type. However, for consistency with the LM-only case, we now prefer to adopt the engineering nomenclature and call this image an example of an AM-only signal.
LM + AM
The image of Fig. 4A shows an example that contains both LM and AM; these are yoked, positively correlated and their modulation depths are equal. As shown in Fig. 4B , CM modulation depth is zero in this image. Note that the relationship between LM and AM in this image is as would be expected for multiplicative shading, and its 3-D appearance is quite striking. Fig. 4C shows an image with both LM and AM but now these are in anti-phase. In this image, LM and AM have Fig. 3 . Example LM-only and AM-only stimuli: (A) isotropic binary noise texture with added luminance signal (LM-only), (B) cross sections through (A); thick solid line, LM, mean grey level in each column; dotted line, CM, r.m.s. luminance contrast of pixels each column; thin solid line, AM, luminance amplitude of pixels in each column. LM and AM refer to the left hand y-axis, CM refers to the right hand y-axis. Values for LM contrast, and CM and AM modulation depths are shown within the panel. (C) isotropic binary noise texture subject to amplitude modulations, (D) cross sections through (C), details as (B). The images of (A) and (B) are similar to some of our experimental stimuli except that here noise contrast, LM contrast, and AM modulation depth have been exaggerated, and the noise sample size is twice that used in our experiments. Experimental modulations were presented at ±45°and stimuli were windowed with a raised cosine profile (see Fig. 5 ).
LM À AM
equal modulation depth but are negatively correlated. We thus term images of this type LM À AM, although CM also varies in this image.
1.4. The role of AM in shape from shading Kingdom (2003) has shown that changes in hue can help the human visual system (HVS) to determine whether luminance changes are due to changes in reflectance or surface orientation (3-D shape). The shape-from-shading percept is enhanced for luminance changes whose spatial structure is mis-aligned with changes in hue and suppressed when changes in luminance and hue are co-aligned. We envisage that the relationship between LM and AM also provides a cue to distinguish luminance changes that are due to shading from those due to changes in reflectance. Vuong, Peissig, Harrison, and Tarr (2005) present some interesting face recognition data. They found that the inclusion of texture and pigment have a detrimental effect on face recognition for photographic negatives. Taking the photographic negative of an image inverts the luminance signal, exchanging the locations of light and dark regions, but does not alter the locations of regions of high and low luminance amplitude. We speculate that face recognition is compromised for negative images of textured faces because the relationship between LM and AM is disrupted in such images.
Light source assumptions
Our experiments require the observer to make judgements about the 3-D form of the perceived surface. Explicit estimation of the light source was not required, but the perception of shape-from-shading requires at least an implicit assumption about the lighting conditions since, in principle, a given luminance pattern can arise from an infinite number of light source and surface combinations. Psychophysical studies have shown that humans can infer the direction of the light source from specular reflections and shadows in the image (Cavanagh & Leclerc, 1989; Erens et al., 1993; Liu & Todd, 2004 ; Norman, Todd, & Orban, 2004; Todd & Mingolla, 1983) or from the shading patterns due to relief texture Koenderink, Van Doorn, Kappers, Pas, & Pont, 2003) . In the absence of such cues (as was the case with our stimuli) humans generally make one of two assumptions about the illuminant: (a) that it is a spatially limited source sited above (and a little to the left of) the observer's head (Adams, Graf, & Ernst, 2004; Mamassian & Goutcher, 2001; Ramachandran, 1988; Sun & Perona, 1998), or (b) that it is diffuse and hemispherical (Langer & Bülthoff, 2000; Tyler, 1998; Wright & Ledgeway, 2004) as would be consistent with a 'grey sky'. Under assumption (a) parts of the surface facing towards the light source will receive the most illumination and have the highest luminance and these will not generally be the highest points on the surface. Under assumption (b) most of the illumination at a point is accounted for by the amount of 'sky' that it can see and hence high points on the surface will have the highest luminance, leading to the 'dark is deep' rule. However, the amount of illumination at the bottom of the trough will be slightly higher than its immediate surround because the surface normal at this point projects an un-obscured path to the 'sky' (Langer & Bü lthoff, 2000; Langer and Zucker, 1994) . Note that local luminance can also be boosted if the surface has a specular component, and if there are significant reflections between parts of the surface.
Lighting-from-above is widely held to be the dominant prior assumption (constraint) driving the interpretation of shape-from-shading in humans. This notion is supported by several linked illusions (collectively called the crater illusion) in which perceived surface shape is seen to flip from convex to concave when either the image is inverted or the illuminant is placed below the line of sight (e.g., Brewster, 1826; Hess, 1950; Ramachandran, 1988; Rittenhouse, 1786; Von Fieandt, 1949) . These illusions are usually attributed to the lighting-from-above prior which in turn is attributed to our immersion in a world where the sun is above our heads. However, the crater illusion is also consistent with the operation of other assumptions such as a bias for perceiving backward slanting surfaces (Reichel & Todd, 1990 ) and for seeing objects as globally convex (Liu & Todd, 2004) . Indeed Liu and Todd (2004) contend that the global convexity constraint is stronger than the lighting-from-above constraint and that the crater illusion works well only for fronto-parallel presentations of surfaces that are balanced for convexity and concavity. The perceived direction of the 'default' illuminant is also susceptible to short term learning (Adams et al., 2004) . Further, while it is clear that observers prefer lightingfrom-above over lighting-from-below, depth judgments are not impaired when the lighting is diffuse (Langer & Bülthoff, 2000) . Indeed, Tyler (1998) argues that diffuse illumination is the default assumption in the absence of cues that might indicate a directional light source. Further, Christou and Koenderink (1997) found that when the direction of the illuminant is varied, depth judgements are dominated by the luminance profile of the image and are not veridical to the underlying surface. However, the variability of surface shape judgements does not change with the direction of the light source (Todd et al., 1997 ).
Second-order vision
One reason for our interest in AM is that it is one of the so-called second-order cues. Most of the research in this area has focused on amplitude modulated carrier signals in the absence of an LM signal. Although these stimuli have are typically denoted CM in the literature we now use the term AM for consistency (see Sections 1.2 and 1.3). The HVS is highly sensitive to variations in luminance, but it is also sensitive to variations in local luminance amplitude such as described above even when those modulations are static (Dakin & Mareschal, 2000; Georgeson & Schofield, 2002; Schofield & Georgeson, 1999 , 2003 Sutter, Sperling, & Chubb, 1995 ; but see Baker, 1999 for a review). It has been shown (Georgeson & Schofield, 2002; Schofield & Georgeson, 1999 ) that static modulations of LM and AM are detected independently in the HVS and such cue independence now has wide experimental support (see also Baker, 1999) .
The independent detection of LM and AM suggests that they might provide different information to human vision (Schofield, 2000) . Johnson and Baker (2004) measured the relationship between local luminance and contrast in natural images and found that they were highly correlated when an unsigned metric was used. In contrast, Schofield (2000) found that the sign of this correlation varied such that the signed-correlation across an ensemble of natural images was zero. Taken together, these results suggest that AM and LM tend to co-vary spatially but that their relationship is sometimes positive and sometimes negative, possibly reflecting differences in the underlying image structure such as shaded surfaces versus object/material changes. Georgeson and Schofield (2002) tested combinations of LM and AM (they used the term CM) in two phase relationships: peaks of amplitude aligned with peaks of luminance (in-phase, LM + AM, see Fig. 3A ) and peaks of amplitude aligned with troughs of luminance (anti-phase, LM À AM, see Fig. 3B ). They showed that these combinations could be discriminated from each other at or near their detection thresholds. They also noted that, above threshold, the two combinations led to strikingly different percepts despite their rather similar mathematical composition, but they did not test this difference experimentally. We now aim to provide empirical evidence in support of this subjective difference.
Experimental aims
We now examine the role of AM in shape from shading in the absence of other texture-based cues. Despite the artificial nature of our stimuli they were generally interpreted as coherent surfaces. Observers were able to make judgements about the relative depth of points on individual surfaces, and about the relative depth magnitude of pairs of surfaces. Judgements of relative depth (Experiment 1) were used to reconstruct perceived surface shape using a method similar to that of Li and Zaidi (2000) . These results showed some individual differences, so in Experiments 2 and 3 we asked a larger cohort of observers to make paired comparisons of the perceived depth magnitude of our stimuli.
General methods

Stimuli
Stimuli (examples shown in Figs. 5, 6, and 12) comprised binary-noise textures onto which we imposed sinusoidal LM and AM signals. The general form of our stimulus was a plaid with LM and AM components present at both oblique (±45°) orientations in one of two phase relationships.
3 Stimuli were constructed according to the following equation:
Lðx; yÞ ¼ L 0 ð1 þ Kðx; yÞ þ nN ðx; yÞ þ nN ðx; yÞMðx; yÞÞ; ð1Þ where L 0 is the mean luminance of the monitor, N(x, y) is a random, isotropic, binary-noise texture with contrast n, K(x, y) is an additive LM signal given by Eq. (2), and M(x, y) is the AM signal given by Eq. (3). The LM component is given by
and the AM component is given by, 
Noise contrast, amplitude modulation depth, and luminance contrast
As noted in the introduction the modulation depth of the AM signal associated with a shaded albedo texture is equal to the LM contrast. However, there is no such restriction for relief textures or reflectance changes so we saw no strong reason to equate AM modulation depth to LM contrast. Further, in these experiments we set the noise (texture) contrast (n in Eq. (1)) deliberately low (0.1) to reduce the impact of APNL (see Section 2.3). Noise at this contrast has a minimal masking effect on LM but provides a relatively weak carrier for AM (Schofield & Georgeson, 1999) . To ensure that the AM components were sufficiently visible, we tested with AM > LM. In most experiments amplitude modulation depth was twice the luminance contrast (but see individual methods sections). Note that, unbalanced LM + AM stimuli also contain a CM signal, in-phase with the LM when m > l.
Equipment and calibration
Stimuli were generated in the frame store of a VSG2/5 graphics card (Cambridge Research Systems, CRS Ltd, UK) and presented on a Sony Flexscan GDM-F520 monitor. In practice, we generated two luminance images (one for each oblique) and two images containing amplitudemodulated noise (one for each oblique). These four images were presented on successive frames at a high frame rate (170 Hz) such that the effective stimulus was the time-average of the four component images. Responses were made via a CRS-CB3 response box connected to the VSG, or via the host PC's mouse. The mean luminance of the monitor was 65 cd m À2 . Image size was 512 · 512 pixels but contrast was windowed by a circular, raised cosine envelope with a diameter (at half contrast) of 11.42 deg. Image contrast decayed over a region of 2.29 deg at the edge of the central window. Outside of the central window the display showed a mean luminance field to the limits of the monitor display. Noise samples had a side length of 2 pixels (0.055 deg, 0.45 mm). Viewing distance was 1 m, in a darkened room where the experimental monitor was the only significant light source.
The monitor's gamma nonlinearity (c $ 2.1) was estimated using 64 luminance readings from a ColourCal luminance meter (CRS Ltd, UK). We measured the luminance of a central patch within a luminance balanced stimulus (mean luminance and spatial extent equal to that of the experimental stimuli), presented within a mean luminance surround. Our own software estimated the shape of the gamma characteristic and put entries in the VSG's pseudo-15-bit lookup table. A post-calibration check revealed that deviations from linearity were less than 1 cd m À2 and were not systematic.
We assessed the possible distorting effect of adjacent pixel non-linearity (APNL, Klein, Hu, & Carney, 1996) on our stimuli. APNL can be reduced by using a high bandwidth monitor (ours was over 200 MHz), by using larger noise elements, and by limiting the range of contrasts displayed (we used relatively low contrast noise, thus reducing the maximum contrast displayed in any one image). We checked for effects of APNL by measuring mean luminance over a number of noise element sizes and a range of display contrasts. The drop in luminance with increased contrast was negligible for the noise elements used experimentally.
3. Experiment 1: Depth mapping 3.1. Design/procedure 3.1.1. Overview
Observers viewed plaid and single oblique images (e.g., Figs. 5 and 6) and indicated which of two positions (marked by red and blue squares in the experiment; black and white squares in Figs. 5 and 6) appeared closer to them. The method was similar to that of Li and Zaidi (2000) except that their marker positions were always close to each other, while ours were separated so as to encourage global processing. In our case, the effective distance between marker positions was small (1/12th of a period, shown by black and white crosses in Fig. 5 ) along one or other orientation (called the test diagonal), but the actual separation of markers was increased by an integer number of periods along both orientations, as indicated by the black and white dots in Fig. 5 . The crosses were not present in the experiment.
On some trials LM + AM and LM À AM were presented in a plaid configuration in which case either phase combination could be placed under test. For example in Fig. 5 , the effective displacement of markers (shown by the crosses) is in the bottom left to top right direction. Hence it is the LM + AM grating (oriented left oblique) whose depth is being tested in this condition. On other trials one combination of LM and AM was presented alone (single oblique) on either diagonal with no modulation present in the orthogonal direction. On such trials, the observer might be asked to judge points separated on either the modulated diagonal (Fig. 6C) or the unmodulated diagonal (that is the direction for which there was no LM or AM variation, see Fig. 6B ). Observers were asked to judge the unmodulated diagonals to establish a no-cue baseline for depth estimates in our method.
The absolute phase of each oblique was chosen at random. The experiment was repeated with two LM contrasts: weak (l = 0.04), and strong (l = 0.1). Stimuli with weak and strong LM contrast were tested in separate sub-experiments. The modulation depth of the AM signal was always 0.2 (for a single oblique) and the unmodulated noise contrast was 0.1. There were a total of 12 stimulus/test combinations at each level of luminance contrast. All conditions were tested equally often in random order.
Marker positioning procedure
The markers were placed according to the following algorithm. On each trial:
1. First a reference location was chosen for the image. For plaids this reference location was given by the intersection of the central luminance peaks of the two obliques.
As single oblique stimuli were generated by setting the LM contrast and AM modulation depth to zero for the unmodulated diagonal while still choosing a nominal phase for these signals, the reference location for such stimuli was similarly defined by the intersection of the central luminance peak and nominal peak. 2. A nominal test location was determined by adding an offset along each diagonal. Offsets were selected in random order from a set of 7 possible distances at 0.25 deg (1/8th of a cycle or 45 degrees of phase) intervals. Separate offsets were chosen for each diagonal. 3. Nominal marker positions were chosen to be 0.083 deg
(1/24th of a cycle or 15 degrees of phase) either side of the nominal test location (defined in step 2) such that they indicated points 0.167 deg (1/12th of a cycle or 30 degrees of phase) apart along the test diagonal but were not displaced relative to the non-test diagonal. 4. A random displacement that was an integer (in the range À1 to 1) multiple of 2 deg (that is, +1, À1 or 0 wavelengths) was added to both marker positions along both diagonals. Thus the final marker positions (squares in Figs. 5 and 6) could be a separated by a considerable physical distance. 5. Finally, marker locations were rounded to the nearest pixel, introducing negligibly small errors in their positions.
All positions and offsets were measured diagonally working downward (that is, from top-left to bottom-right or from top-right to bottom-left depending on the orientation of the diagonal). Thus, supposing that observers assume a light source located above their own heads, position was measured working away from this hypothetical light source.
Due to the periodic nature of the modulation signals and our final whole-wavelength displacements (step 4 above) only 7 test offsets were required to span a full cycle of modulation as the 0 and 2 deg offsets were represented by the same nominal test position. The final marker positions indicated points on the modulating sinewaves that differed by a net distance of 0.167 deg (30 degrees of phase) with respect to the test cue, when translated back to the central cycle of modulation, and 0 deg with respect to the non-test diagonal. Each nominal test location (as measured on the test oblique) was tested twice per stimulus configuration per experimental session.
Observers, responses, and feedback
A total of 6 observers took part in this experiment but they did not all participate in both sub-experiments. All had normal or corrected to normal vision. One was author GH and the others were experienced psychophysical observers who were naive to the purposes of the experiment. Most observers completed 3 sessions per sub-experiment (one observer contributed only two sessions and two contributed four sessions). Observers were asked to indicate which of the marked locations appeared closer to them in depth by pressing an appropriately coloured key on a button box. Observers were not told which of the two types of oblique was being tested in any trial although they may have been able to determine this for themselves. Observers viewed the stimuli binocularly, were encouraged to move their eyes, and viewing time was unlimited. Binocular viewing was used to improve sensitivity and prevent binocular rivalry, at the cost of introducing binocular cues to flatness in all stimuli. No feedback was given.
Analysis
Following Li and Zaidi (2000), we derived gradient estimates at each of the nominal test locations described in step 2 of Section 3.1.2. Responses where the positively shifted marker (that marker located lower down the screen before the application of the whole-wavelength displacements described in step 4 of Section 3.1.2) was 'seen closer' were scored +1 and those where the negatively shifted marker was seen closer À1. The average score at each test phase was taken as an index of the perceived surface gradient (range ±1) at the nominal test location. A value of 0 indicates that the positive and negative markers were chosen equally often, and is taken to indicate that the perceived surface was flat in the direction under test, although it might also arise when the observer is very uncertain. Because the test waveforms are periodic the sum of all the gradients in 1 period should be zero. Any deviation from zero indicates a response bias (e.g., favouring the 'left-closer' response). We thus integrated the gradient estimates to recover the perceived surface shape, then subtracted the average gradient from each trace to remove response bias. We then characterised each depth profile by taking its Fourier transform and extracting the amplitude and phase of the fundamental (0.5 c/deg) component (this is equivalent to finding the sinusoid, with frequency 0.5 c/ deg, that best fits the data). We also fit a 0.5 c/deg sinewave to the combined data from all observers for each stimulus configuration (ensemble fits). From these sinewave fits we calculated the location of the perceived depth peak relative to the luminance peak.
Results
The results of Experiment 1 are shown in Tables 1 and 2 and Figs. 7 and 8. Symbols show the estimated perceived depth profiles for individual observers, solid lines show the best sinewave fit to the ensemble data, and dotted lines show the shape of the luminance component of the mapped oblique. Fig. 7 shows depth profiles when luminance contrast was 0.04; Fig. 8 shows results for luminance contrast The test cue is listed first in the heading for each row. Values are given for the amplitude (top number in each cell) and phase (middle number) of the fundamental component (0.5 c/deg) for individual depth profiles and for the ensemble data. The bottom number in each cell shows the location of the depth peak, measured in deg, relative to the location of the luminance peak.
Titles for each sub-plot indicate the test cue and its orientation (first label) and the nature of the non-test cue (second label). For example, 'LM + AM left LM À AM right'
indicates that the test cue was an LM + AM mixture oriented to the left and the non-test cue was LM À AM oriented right. Tables 1 and 2 show the properties of the fundamental (that is, amplitude, phase, and peak location of the component with frequency 0.5 c/deg) of each depth profile for each individual, and for the ensemble data. We turn first to the weak LM condition, where there was less inter-observer variability. When LM + AM was tested against LM À AM, the peak of perceived depth in the ensemble data for left obliques was 0.329 deg of arc below the luminance peak (the best fit sinewave has phase equal to 59.2 degrees of phase). For right obliques the ensemble depth profile peaked 0.299 deg below the luminance peak (best fit sinewave has phase equal to 53.8 degrees of phase). Note phases are expressed in terms of Eq. (2) (i.e., cosine waveform), so a fit with phase zero would have a depth peak at the luminance maximum. Thus, the results indicate that points marked as closer to the observer occurred just below a luminance peak and points in the image with highest luminance were perceived to be on an upward facing (or backwards tilted) surface. That is, LM + AM waveforms are mapped in a way that is broadly consistent with the lighting-from-above rule. The amplitude of the depth profiles is arbitrarily scaled. The relative amplitude of the profiles is informative in that low amplitude profiles indicate either that the observer reliably perceived a flat surface or that they were uncertain as to the relative depths at the marked locations. However, assuming that noise sources are constant across stimuli, changes in uncertainty are likely to reflect changes in signal strength (that is perceived depth magnitude). We note that the profiles for the LM + AM pairing have relatively high amplitude. Broadly, similar results were found when for LM + AM tested alone.
When LM À AM was tested against LM + AM the amplitude of the depth profiles was comparatively small (fit amplitudes = 0.17 and 0.06) and the phase alignments varied considerably between observers. These results are broadly consistent with the perception of a flat surface in the LM À AM direction. However, when LM À AM was tested alone the depth profiles were stronger (zero-to-peak depths for the ensemble fits were 0.48 and 0.60) and had a phase alignment that was consistent with lighting-fromabove (like the LM + AM result), although inter-observer variability was high.
Results for the stronger luminance signal (l = 0.1, Fig. 8 and Table 2 ) were similar to those for the weaker luminance signal but showed more inter-observer variability. However, comparisons between the two parts of the experiment are difficult because different sub-sets of observers were used and the total number of observers was low. We note that observer AB (crosses) tended to produce depth profiles that followed the luminance profile -consistent with the dark-is-deep rule (depth peaks at 0 deg offset). Fig. 9 shows two representative examples of conditions where observers judged relative depth for markers spaced along the unmodulated diagonal in single oblique stimuli, where the key luminance properties (local mean and amplitude) of the regions surrounding the two markers were identical. The average amplitude of the ensemble depth profiles for all unmodulated diagonals were 0.16, and 0.17 for LM contrasts 0.04, and 0.1, respectively. These results confirm that observers judge unmodulated noise as relatively flat but also serve to calibrate the minimum depth amplitudes that can be expected with our method, thus providing a baseline against which the main results can be assessed. It is clear that, when pitted against LM + AM, LM À AM is perceived to be as flat as unmodulated noise.
Discussion
In-phase obliques (LM + AM) were perceived as having greater depth magnitude than anti-phase obliques (LM À AM) when they were presented together. The amplitude of the fundamental component was larger for the in-phase cases than the anti-phase cases, and the spatial phase of individual profiles was more consistent for LM + AM. However, when the cues were presented alone the difference between LM + AM and LM À AM was less marked. Despite the fact that a sinusoidal luminance profile is unlikely to arise from a sinusoidally corrugated surface, depth profiles were approximated well by sinewave fits. The phase relationship between the fundamental components and the underlying modulations was broadly consistent with the lighting-from-above rule for most observers (the location of depth peaks varied from about 0.167 to 0.333 deg). This result was true for all LM + AM test conditions but was only true for LM À AM when presented alone. We note that in nature the location of the luminance peak relative to an underlying surface varies considerably with both the position of the light source and the shape of the surface. In this experiment, the images were consistent with many possible combinations of lighting and surface shape. There was no single, veridical solution. Under these circumstances, the consistency between observers is remarkable and suggests a common set of prior assumptions. We think it unlikely that observers were simply mapping in accordance with the luminance profile (using relative luminance as a cue to relative depth), first, because simultaneously presented LM + AM and LM À AM had very different depth profiles but the same luminance (LM) profile, and second, because the depth maps did not have an obvious phase relationship with the luminance signal, such as 0 or 90 degrees of phase, as might be expected in the absence of any reliable shape-from-shading cue. The observed phase relationship between the luminance signal and the mapped depth profiles gives strong support for the notion that most of the observers assumed that they were looking at a sinusoidal surface lit from overhead (Fig. 10A) . There are some possible perceived lighting arrangements that we can rule out. A point source at the location of the observer's head (Fig. 10B) would produce a frequency-doubled luminance profile (both peaks and troughs in depth would give rise to peaks of luminance). This would entail frequencyhalving of the depth profile, but sinewave fits to the ensemble data constrained to have a frequency of 0.25 c/deg provide a very poor fit to the data. A diffuse hemi-spherical light source with its open end facing the surface (Fig. 10C) would produce a dark-is-deep profile, but this was found for only one observer. A point source located below the line of sight (Fig. 10D) would have placed the perceived depth peak above the nearest luminance peak. If the perceived light source had been located consistently to one side of the observer (Fig. 10E) , then the direction of any offset between the perceived depth peak and the nearest luminance peak would depend on the left/right orientation of the test oblique because, in our co-ordinate system, positions were measured in opposite directions for the two obliques with respect to the left/right axis. For example, if the perceived light source were a point source located to the left of the observer's head then the depth peak would be located to the left and below the luminance peak for left obliques and would have been recorded as positive in our co-ordinate system, whereas for right obliques the depth peak would be to the left and above the depth peak and would have been recorded as negative. In summary, observers seemed to use the assumption of directional lighting from above ( Fig. 10A ) to interpret depth from the shading in this experiment.
The anti-phase pairing of LM and AM seems to signal flatness, as if the modulation was due to a reflectance change, but this was true only when LM À AM was presented along with an LM + AM pair. When LM À AM was presented alone most observers produced a depth profile that was similar to that for LM + AM, albeit less consistently and with lower amplitude.
These results offer partial support for the notion that the in-phase combination of LM and AM signals is the signature for an illuminated, corrugated surface with an albedo texture. The results suggest that LM À AM may be more characteristic of a material change, but this did not hold for LM À AM presented alone. It might be that observers perceived LM À AM alone as being due to shaded corrugations of a surface with a relief texture. As shown in the introduction, this is a reasonable assumption to make. However, we cannot rule out the possibility that observers simply ignored the AM component when LM À AM was presented alone so as to provide a useable shape-from-shading cue given the nature of the instructions.
Experiment 2: Two-interval paired comparisons for relative depth magnitude
Motivation
During Experiment 1 we noted some individual differences in the interpretation of our stimuli. Some observers saw the anti-phase (LM À AM) pairing as flat, while others perceived this combination as conveying some depth, the latter interpretation being the majority outcome when LM À AM was presented alone. We therefore aimed to examine the role of AM in a larger population and to test individual cues (LM-only and AM-only). To test a larger number of naïve observers, we adopted the following paired comparisons task, which could be completed in a few minutes. In the first experiment (Experiment 2, presented in this section), we displayed cues on a single oblique and asked observers to make comparisons between stimuli in a two-temporal-interval forced-choice design. In the second experiment (Experiment 3, presented in Section 5) we displayed cues in a plaid configuration and asked observers to judge between the two obliques in a single-interval, binary choice design. We hypothesised that LM + AM would be seen as conveying the strongest depth, then LM-only, LM À AM and AM-only.
Method and procedure
Observers were presented with pairs of single-oblique stimuli similar to those shown in Figs. 6B and C and Figs. 3A and C. Four cue types were studied: AM-only (as Fig. 3C but oriented at ±45°), LM-only (Fig. 3A but oriented at ±45°), LM and AM in-phase (as Fig. 6B but without the markers), and LM and AM in anti-phase (as Fig. 6C , again without markers). All stimuli were windowed as shown in Fig. 6 , and presented successively in two temporal intervals. Observers indicated whether the first or second stimulus appeared 'more depthy'.
4 Each interval lasted 1400 ms and stimulus contrast was ramped on and off by a half-cycle of a raised cosine temporal envelope with a 200 ms rise/fall time. The inter-stimulus interval was 1400 ms. The stimuli in each trial were drawn at random from the total set such that all pairwise combinations were tested 20 times each. The order of presentation for each pair was balanced and the orientation of each oblique was randomised. The contrast of all luminance components was 0.1 and the modulation depth of the amplitude components was 0.2. The unmodulated noise contrast was 0.1. Sixteen observers took part in the study. All had normal or corrected to normal vision; all but 1 (author AJS) were naïve to the purpose of the experiment. Some of the observers received a small cash payment, some credits in a participation scheme, and some no reward.
Results and analysis
The left hand section of Table 3 shows the proportion of trials in which the dominant cue (listed first) in each possible pairing was seen with greater depth magnitude than its partner, (p(a, b) ). By definition the proportion of trials on which the non-dominant cue was seen with greater depth magnitude, p(b, a), was equal to 1Àp(a, b). As might be expected, proportions for same cue pairings were close to 0.5 and were arbitrarily set to 0.5 in the following analysis. Data represent the mean across all observers and confidence intervals are given on these means. We used these proportions to generate a scale of perceived depth magnitude using Thurstone's (1932 Thurstone's ( , 1959 scaling method (see also McNicol, 1972) . We adopted Thurstone's case 4 assumptions, namely that the variances of the distributions of sensory effect (discriminal processes) are similar but not equal and that they are un-correlated. The proportions of the left section of Table 3 were first converted to z-scores Table shows the proportion seen with greater depth magnitude (and 95% confidence intervals) for the stimulus listed first in the leftmost column versus that listed second. *Significant deviations from 0.5 (p < 0.05) as determined by one-sample t tests corrected for multiple comparisons using Horn's method (see Howell, 1997) based on the six proportions recorded in each experiment. 4 The colloquial term 'more depthy' proved more meaningful to naïve observers than the instruction to judge which stimulus had 'the greater depth magnitude.' via the inverse cumulative normal distribution. The distance between any two stimuli on the scale is given by:
where S i and S j are the scale values for the ith and jth stimulus class, z ij is the z-score for their comparison (that is the z-score of p(i, j)) and r i and r j are the variances of their associated discriminal processes which can be estimated from the available data (see Thurstone, 1959 page 119) . The scale value for the ith stimulus is then given by:
where s is the number of stimulus types compared (in this case 4). The left hand line in Fig. 11 shows a graphical rep- resentation of the resulting scale of perceived depth magnitude for the single oblique case (the scale origin is arbitrary and has been anchored at the AM-only value). By substituting the scale values into Eq. (4) and solving for z ij it is possible to reconstruct the data of Table 3 . Any differences between the observed and expected values reflect weaknesses in the assumptions made in the construction of Eq. (4). The r.m.s. value of these errors was 0.0089, which we consider to be sufficiently low to justify our use of case 4 assumptions. It is clear from the scale of Fig. 11 that all cues containing LM were seen as conveying much greater depth magnitude than AM-only. The separation between the cues containing LM is rather slight (reflecting the fact that the associated proportions in Table 3 are all close to 0.5). However, the scale produced the hypothesised rank ordering with LM + AM conveying the greatest depth then LM-only, LM À AM, and AM-only.
Experiment 3: Single interval paired comparisons for relative depth magnitude
Motivation
In this experiment, we repeated the paired comparisons of Experiment 2 but with plaid stimuli rather than single obliques. Plaid images were presented in a single interval and observers were asked to indicate which of two obliques was the 'more depthy or appeared more undulated'.
Method and procedure
Observers were presented with plaid stimuli similar to those of Figs. 5 and 6A (without markers) and those in Fig. 12 . Individual obliques comprised one of the following cue combinations: AM-only (seen in Figs. 12C-E), LM-only (Figs. 12A-C) , 6A and 12A and D), 6A and 12B and E) . In each trial a pair of cues from the preceding list was presented at orthogonal orientations in a plaid, in a single temporal interval. A single cue type could be presented on both obliques but these combinations are not shown. All cue combinations were tested 20 times in random order and the assignment of cues to oblique directions was balanced. Stimuli were presented for 1400 ms and contrast was ramped over time as in Experiment 2. There were 15 observers with characteristics as described for Experiment 2. Three observers had also taken part in Experiment 2. Author AJS participated in this experiment.
Results
The results for Experiment 3 are shown in the right hand section of Table 3 . Data analysis and presentation are as Experiment 2. The resulting scale (Fig. 11, right) is similar to that for the single cue case but now the scale values for LM + AM, LM-only, and LM À AM are more widely spaced. This spacing reflects the proportions of Table 3 , which were all significantly different from 0.5 except for the comparison between LM À AM and LM-only. The r.m.s. error between the proportions of Table 3 and their reconstruction from the scale values was 0.009.
General discussion
Amplitude modulation (AM) of texture has a significant impact on perceived depth from shading. The results of Experiments 2 and 3 confirm and strengthen those of Experiment 1. The perceived differences between cues were greater in Experiment 3 than in Experiment 2, but the rank ordering of cues remained the same. Observers tended to see the LM + AM combination as having the greatest depth magnitude, then LM-only and then LM À AM. The modulatory effects of AM were weak when single LM/AM pairings were presented in isolation but they were stronger when cues were presented in plaid configuration with the other oblique being an LM/AM mixture or LMonly. When LM + AM and LM À AM are combined in the same stimulus, the in-phase combination was usually seen as conveying depth while the anti-phase combination was seen as almost flat (Experiment 1). We conclude that observers tended to see the LM + AM vs LM À AM plaid as an albedo texture modulated in depth on one axis only. The LM À AM combination appeared to have depth when presented alone, perhaps because it is consistent with the 3-D corrugation of a relief-textured surface.
Experiments 2 and 3 produced relatively small differences between stimuli containing LM. However, if observers had simply ignored the AM cue then we should expect the three LM-based stimuli to have been seen with equal depth magnitude in Experiment 2, and LM + AM and LM À AM to have been mapped with equal amplitude in Experiment 1, but this was not so. Moreover, if observers had based their judgements solely on the LM cue without perceiving depth at all, then we should not have observed the offset between the peaks of perceived depth and luminance peaks in Experiment 1.
Subjective reports indicate that plaids composed of LM + AM and LM À AM are almost exclusively seen as a surface corrugated in the direction appropriate to the LM + AM cue with 'painted' stripes running in the direction appropriate to the LM À AM cue. The results of Experiment 3 give partial support to this interpretation. Averaged across all observers LM + AM was seen as having greater depth magnitude than LM À AM on about 70% of trials, even when presented in a plaid. One might expect this percentage to be higher given the results of Experiment 1. We examined data from individual observers and note that some observers were much less categorical in their responses than others, suggesting a greater level of uncertainty in some naive observers.
We have presented evidence that AM plays a role in the discrimination between luminance changes that are due to 3-D shading and those that are due to changes in surface material properties. Our AM signal strength was close to threshold whereas our LM contrasts were always suprathreshold (see Schofield & Georgeson, 1999) . Local luminance amplitude (AM) may thus be an important secondary cue in the interpretation of shape-from-shading. However, since AM and CM co-varied in many of our experimental stimuli it is difficult to establish which measure of local luminance variation is used by the HVS. We now draw several main conclusions which we relate to variations in both LM and CM:
1. In the absence of LM, AM (or CM) does not produce a strong depth percept when compared with stimuli that do contain LM (Experiments 2 and 3). 2. When LM and AM signals are combined in-phase observers tend to see the combination as being the result of shading of a single, textured, undulating surface but when they are out of phase observers, as a cohort, tend to see the combination as having a lower depth magnitude. Here, we used unbalanced stimuli (AM > LM) where CM varied in-phase with LM, but other data suggest that this finding holds even when LM and AM are balanced and CM is zero (Schofield, Rock, Georgeson, & Yates, 2006) . 3. The effects described in 2 are considerably strengthened when in-phase and anti-phase combinations are presented in the same stimulus. It is as if the in-phase relationship on one oblique confirms the interpretation of the anti-phase pair on the other oblique and vice versa. 4. In the absence of AM, additive luminance modulations of a texture (LM-only) are generally seen as being due to the shading of an undulating surface (Experiments 2 and 3) but with less depth amplitude than is perceived in the LM + AM combination. Note that CM is present in such stimuli and is out-of-phase with the LM signal. 5. The finding that surface depth was greatest for LM + AM suggests that observers tend to interpret binary noise textures as reflectance (albedo) textures, rather than as relief textures. 6. In cases where cues are considered to convey depth, the position of the depth peak relative to the luminance peak is consistent with an undulating surface lit from above.
The role of AM as a texture-based cue supporting shape-from-shading (points 2-4 above) is broadly in line with the finding of Todd and Mingolla (1983) and Bü lthoff and Mallot (1990) that the addition of texture improved shape judgements in a shape-from-shading task. However, these previous studies introduced both AM and geometric texture cues where we have isolated the AM cue from any attendant geometric distortions.
The role of AM as a cue for interpreting luminance modulations as due either to shading or reflectance variation is analogous to the finding that hue variations can promote or inhibit shape-from-shading (Kingdom, 2003) . In natural scenes, luminance shading that arises from 3-D corrugation of a surface tends to be uncorrelated with variations in hue (Kingdom, 2003) , but correlated with variations in AM (Fig. 1) . Kingdom suggests that luminance signals that are uncorrelated with hue variation will be preferentially weighted for input to shape-from-shading analysis. Our findings suggest that luminance signals that are correlated with AM are selected for 3-D shape analysis in a similar fashion. Perhaps the combination of correlated AM and uncorrelated hue variation will be even more likely to promote shape-from-shading.
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Appendix A. Analysis of luminance properties for an illuminated, uniform, albedo texture
A.1. Assumptions
The surface depicted in Fig. 1A is uniformly textured in the sense that the expected value of the local mean and standard deviation of its reflectance values do not vary spatially. Thus, local estimates of the mean and standard deviation of the surface reflectance values will be good estimates of the overall mean and standard deviation. The analysis presented below is valid for regions of constant illumination, which for Fig. 1B correspond to columns. The analysis holds for any region under constant illumination and is a good approximation any region for which the variation in illumination is small. That is, the analysis is a good approximation if local luminance properties are assumed to be estimated over regions that are small compared to the spatial scale of any illumination change.
A.2. Local mean luminance
The level of illumination is constant in any column of Fig. 1B and hence the mean luminance in each column is given by: 
where I x is the level of illumination for column x, R(x, y) is the reflectance of an individual pixel, R x is the mean reflectance in a column, and N is the number of pixels in each column. Thus when the illumination in a region is constant the mean luminance is given as the product of the illumination level and the mean reflectance in the column. The profile (across x-values) of the local mean luminance of each column in Fig. 1B is shown by the thick solid line in Fig. 1C . The modulation depth (or contrast) of this signal (M L ) is given by its standard deviation divided by its mean:
However, because the texture is uniform the expected value of the mean reflectance in any region of the image equals the overall mean, that is R x ¼ R, which is a constant. Therefore, this factor cancels in Eq. (A2) and the modulation depth of the LM signal for an image is given by the standard deviation of the local illumination values I(x, y) divided by the mean illumination for the whole image.
A.3. Local luminance contrast
The local (r.m.s.) luminance contrast (C x ) in any region of an image is given by the standard deviation of the luminance values in the region divided by their mean. For a column in Fig. 1B this gives:
Further, by substituting for luminance, Eq. (3) can be rewritten as: 
Eq. A4 shows that the luminance contrast of a region of albedo texture under uniform illumination depends only on the reflectance values in the region and is given by the ratio of their standard deviation and mean. The modulation depth of the local contrast signal (M c ) is given by its standard deviation divided by its mean:
But C x depends only on the reflectance properties of the texture (Eq. (A4)) and (because the reflectance properties of the texture do not vary spatially) is a good estimate of the overall mean contrast ðC x ¼ C x Þ. Thus, M c will be close to zero for such a texture.
A.4. Local luminance amplitude
The luminance amplitude (A x ) for any column in Fig. 1B 
where r Rx is the standard deviation of the reflectance values in column x. Thus the luminance amplitude signal A x (bottom curve in Fig. 1C ) depends on both the local illumination level and the standard deviation of the reflectance values within the region. The modulation depth of the local amplitude signal is then:
For a uniform texture the expected value of the local standard deviation of reflectance values equals their overall standard deviation (r Rx = r R ) and so is constant. Therefore this factor cancels in Eq. (A7) and the modulation depth of the AM signal is given by the standard deviation of the local illumination values I(x, y) divided by the mean illumination for the whole image, and is thus equal to the modulation depth of the local luminance signal.
