highly accurate and efficient finite-difference method for phase-change problems with multiple moving boundaries of irregular shape is developed by employing a coordinate transformation that immobilizes moving boundaries and preserves the conservative forms of the original governing equations. The numerical method is first presented for one-dimensional phase-change problems (involving large density variation between phases, heat generation. and multiple moving boundaries) and then extended to solve two-dimensional problems (without change of densities between phases). Numerical solutions are obtained non-iteratively using an explicit treatment of the interfacial mass and energy balances and an implicit treatment of the temperature field equations. The accuracy and flexibility of the present numerical method are verified by solving some phase-change problems and comparing the results with existing analytical. semi-analytical and numerical solutions. Results indicate that one-and two-dimensional phase-change problems can be handled easily with excellent accuracies.
INTRODUCTION
THE SOLUTION of moving boundary problems with phase changes has been of special interest due to the inherent difficulties associated with the nonlinearity of the interface conditions and the unknown locations of the moving boundaries. Exact closed-form solutions of phase-change problems are available only for a limited number of cases [I] . A variety of approximate analytic solution techniques have been developed, including the heat balance integral [2] , variational [3] , embedding [4] , and perturbation techniques [5, 6] . In addition, efforts to solve phase-change problems numerically have produced such diverse solution methods as the enthalpy [7, 8] , apparent heat capacity [9] , isotherm migration [IO] , and coordinate transformation methods [l I-161 ; these methods have been introduced by researchers mainly to overcome the difficulties in handling moving boundaries.
Of the numerical methods, coordinate transformation techniques have been widely used because of the advantage of working with fixed domains (the moving boundaries are immobilized in the transformed coordinates) and a good review in this approach is provided in the work of Crank [ 171. However, the simplification obtained by employing coordinate transformations introduces greater complexities into the transformed governing equations. Such complexities seem to become substantial with an increase in the number of moving boundaries especially for multi-dimensional problems, since the transformed equations were derived separately for each phase.
In this paper, troublesome complexities in the transformed equations are effectively eliminated through the careful use of a coordinate transformation (the well-known Landau transformation).
The present transformed equations also preserve the conservative forms, which enable the mass and heat fluxes across the control volume faces to be consistent: thus the conservation principle is satisfied exactly in each phase. Furthermore, multiple moving boundaries can be treated easily since the transformation is performed only for a representative phase.
The transformed conservation equations are solved numerically with an implicit finite-difference method described in ref.
[ 181. Iterations characterizing a fuilyimplicit method are avoided by the adoption of an efficient algorithm suggested by Sparrow and Chuck [ll] which is extended here to account for density variation between phases for the case of one-dimensional (I-D) geometry. By noting that additional convective terms are created as a result of coordinate transformations [12] , the performance of various numerical schemes-central difference, upwind, hybrid, and power law schemes (the details of these schemes are explained in ref. [18] )-on the accuracy and efficiency are investigated in this study.
The performance characteristics of the present numerical solution method, which can be applied to a broad class of phase-change problems due to its remarkable flexibility, are demonstrated by solving specific problems that involve volumetric effects, heat generation, and multiple moving boundaries.
FORMULATION IN 1-D GEOMETRY
The present numerical formulation? is presented in this section for 1-D geometry. Extension to multi- dimensional geometry is straightforward and will be presented later. It is assumed here that all phases are separated by sharp boundaries (or interfaces). Thermophysical properties are allowed to vary within each phase as well as between different phases. In particular, densities are assumed to be constant within each phase, but they may differ between phases. Therefore, I-D convective motions due to the voiumetric effects can be considered. One of the most general situations in I-D phasechange problems is illustrated in Fig. I configuration is shown for a planar geometry, the argument that follows is equally applicable to a cylindrical or spherical geometry.
Suppose that N phases are placed along the coordinate, as shown in Fig. 1 . Each boundary is either fixed or moving and can be an interface undergoing phase change or a boundary such as the edge of a thermal boundary layer and a fixed solid wall, etc.
The heat transfer process in each phase is governed by the unsteady, 1-D heat equation along with the mass continuity equation where /t = 0, I, and 2 for a planar. cylindrical, and spherical geometry, respectively, and an index i that ranges from I to N is assigned to each phase so multiple phases can be handled with ease. The specific enthalpy It, is assumed to depend only on temperature. and S, is the heat generation per unit volume within phase i. The quantity f;(t) associated with the velocity field u, is included to account for any 1-D motions caused by volume changes between phases. Now consider one of the interfaces at which a phase transition is occurring (at its phase temperature i,,,), and the phases adjacent to that interface. Let J?',, be the position of the interface. The interface conditions that serve as boundary conditions of the adjacent phases are expressed as [ 19) where all quantities are evaluated at the interface f,,,,. Equation (3) indicates the interface temperature is the temperature of phase equilibrium (for the prevailing pressure). Both the sides of equation (4) represent the mass flow rates per unit area across the interface and are equal to each other according to the conservation of mass. Equation (5) states the balance of thermal energy delivered to the interface. One of the conduction terms in equation (5) may be replaced by the convective heat fluxes or by the radiative heat fluxes, etc., depending on the problem of interest (treatment of such cases is straightforward and requires only a slight modification in the argument that follows ; thus. it is excluded for brevity).
The introduction of dimensionless coordinates q,'s that immobilize the moving boundaries eliminates the difficulty in handling the unknown positions of the moving boundaries
Since 8 ,_, <xdfi in phase i and 6i=T;-y,_r, each phase is then characterized by 3. SOLUTION PROCEDURE phase i : O<rli< 1, i= 1,2,3 ,..., N
for all time. A rigorous argument about the validity of the equalities in equation (7) is insignificant in the solution method and thus omitted. Without sacrificing mathematical simplicity, the transformation of the governing equations (1) and (2) gives [20] Before the solution method is presented. the role played by the interfacial mass balance in acquiring the velocity fields is stated briefly. The interfacial mass balance (12) can be rephrased as where c', = -&+I.
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where I < i < N. Note that the value of X, is the same as that of the coordinate s so that J?,,-, < X, < f,.
Note also that the transformed equations degenerate to the original governing equations unless the positions of the boundaries change with time and that the conservative forms are preserved in the present transformation (the advantage of the conservative forms is that the conservation principle is obeyed exactly in each phase when a finite control-volume integration method is used to derive discretization equations [IS]). After integration over time and over the control volume in 9, coordinates. the first terms in equations (8) and (9) denote the net change of the mass and the energy, respectively. contained in that control volume. The total mass flux F, combines the pseudo-convection terms created by the immobilization of the moving interfaces [I?] and the convective terms due to physical motions of adjacent phases (which, if present, are caused by density variation between phases). The total heat flux J, represents both the diffusional heat flow rates and the net convective enthalpy How rates.
The interface boundary conditions, equations (4) and (5), are then expressed as F,,,= F,,, = k=,
Jm = Jr,,+,
where all values are evaluated at 2," (i.e. at qm = 1 and qm+ , = 0), and the mass flow rate across the interface J?,,, is defined as c"',, for future use. Note that the interracial mass and energy balances are no more than the conditions of continuity of the flux terms in the transformed governing equations. which is known for all time (usually such a phase is stagnant, i.e. f; = 0); let it be phase m without a loss of generality. All other values of J; can then be determined successively from the above equation
starting with fm if all fii obtained from the interfacial energy balances are prescribed.
The transformed conservation equations (8) and (9) are similar to those of the diffusion/convection problems (without phase change) discussed in the work of Patankar [I81 and can be solved by an implicit method based on the finite control-volume integration procedure described in ref.
[ 181. The positions of the control volume faces are deployed in each phase according to the relation
where M, is the total number of control volume faces in phase i, and p, is an exponent suited to the problem. The grid points are placed midway between the control volume paces so that a total of (M, -I) grid points are distributed inside each phase. Since the transformed conservation equations (8) and (9) have the same forms for different phases except the phase index i, discretization equations are derived only for phase i yet applicable to other phases. For a typical control volume. shown in Fig. 2 , the integration of equation (9) with the aid of equation (8) Formula for A( 1 PI)
Here, the known values at time lo (i.e. the values at the beginning of the Lime step) are denoted by using the superscript 0. In accordance with the implicit difference, all other values (i.e. without a superscript) are to be determined ; SC and Sp arise from the linearization of the source terms [I81 ; and D and P (with the subscripts dropped) indicate the diffusion conductances and Peclet numbers, respectively. The function A(IPl) can be selected from Table I (the same as  Table 5 .2 in ref.
[l8]) for the desired scheme. Nonconstant values of thermal conductivity and specific heat can be handled in the same way as in ref.
[ 181.
It is interesting to note that, although the transformed equations are integrated over the transformed coordinates, all the quantities in the resulting discretization equations have exactly their own physical interpretation. For example. (A VJi corresponds to the actual volume enclosed by two adjacent control volume faces at time lo. The fact that (A V), changes with time represents in effect the stretching/ contraction of the moving control volume in the physical coordinates which corresponds to the fixed control volume in the transformed coordinates.
The interfacial energy balance at f",,. or equation (I 3), is discretized as ,h,,,+,(i',)+[D,,+,il(lP,~,,I) +max {-cm,+ I~m,O)l(im-T,,, ,.d
where
The indices and (m+ I) to the ,( f,,,) of phase m and phase (m+ I) at the of the to the as shown in Fig. 3 and (Av)~ and (A&+, are the distances between the interface Ic;, and the adjacent grid points. Equation (17) provides an implicit expression for F,,, : in the case of a central difference scheme
3. Grid-point cluster near the interface f,,, at phase temperature T,.
where L,,, = h,, , (f,,,) -/I,( f,,,), and the absolute value of L,, represents the latent heat. p,,, can also be obtained algebraically for other numerical schemes while trial and error is necessary for a power law scheme.
Let us suppose that all additional boundary conditions are specified for a particular problem, in addition to the phase interface conditions discussed previously. In solving the set of finite-difference equations (16) by a tridiagonal matrix algorithm, the unknown quantities fi9s and F,'s are required as input (values of Xi's, Vi's and 6,'s can be derived from yi's). While fi's are evaluated at time (t,+At) in accordance with the implicit difference, Fi's are evaluated at time (fO + IAt) (by interpreting an implicit difference as a central difference representation with respect to time (to + iA{) [ 1 I]) and discretized as where the superscript l/2 indicates the quantities at time (t,,+ iAt). Therefore, all f;"'s and fi's are required to determine the unknown temperature distributions T,'s at time (to +Af). The needed values can be obtained via the interracial mass and energy balances as follows.
First, fz is determined by evaluating the interfacial energy balance (17) at time t,. (df,,,/dt)' and fz+, are calculated from the interfacial mass balance (14) with the known values of fz, pj,. Next, p,,, at time (to + iAt) is obtained as (20) and X,!,' then follows. It should be noted here that there can be boundaries for which the above procedure is unnecessary since fi(t)'s may already be assigned, depending on the problem. For example, f,, indicates the origin of the system and remains unchanged with time (i.e. 2o(t) = 0), as shown in Fig. 1 . Thus, all values of f/'*'s can be determined by following the above procedure or by prescribing them. All S! "s then follow immediately. Similarly, PA' is determined by updating fi's and Si's in equation (17) with the quantities at time (to+ IAf), except the temperature fields. In addition, (dti,,,/df)'S' and fki, are obtained from equation (14). Finally, r', and f,,, at time (fO + At) are determined as At. fm = ((r~+l)~~}"~+".
(21)
It then becomes possible to solve the unknown temperature fields 7;'s at time (t,+Af) with known values of fi's and f,' ?'s, provided the additional boundary conditions corresponding to a specific problem are completely elucidated. The advantage of this approach is that it enables the solution to march steadily forward in time without requiring iterations at each time step while the positions of the interfaces are being updated [12] . The explicit treatment of the interfacial conditions can still assure the conservation of mass fluxes over all phases. Although the heat fluxes are also conserved within each phase by utilizing the present coordinate transformation, the heat fluxes at the interfaces may be inconsistent due to the explicit treatment of the moving boundaries. Those inconsistencies are adjusted by updating the positions of the interfaces; thus, the generation of parasitical heat sources is forced to vanish at each time step, which assures the overall energy conservation within a tolerance.
EXAMPLE PROBLEMS
The accuracy and flexibility of the present numerical method are examined in this section for the case of I-D geometry. Particular I-D phase-change problems are solved and compared with existing analytical, semi-analytical and numerical solutions.
I. Neumann problem with colume changes
Consider the solidification of a liquid in a semiinfinite plane for which phases 1 and 2 are the solid and the liquid phases, respectively ; 8, is the solid/ liquid interface with L, = h,,; and 2, is the front of a thermal boundary layer that diffuses into the liquid phase starting at the interface 8,. The additional boundary conditions are T, (0, f) = fo, T2(j,t) = 7-,(rlz,O) = f,,
To illustrate the volumetric effects, consider the case of p, 2 p2. The dimensionless parameters are 
For a more sensitive test of the quality of the numerical method, the positions of the phase interface with time are chosen as the compared quantities. Therefore, the value of i obtained numerically will be compared with that from the above equation for the same values of p, 4, and Ste. A value of 2, is selected to be large enough so that grid points near R2 remain thermally dormant and do not affect the solution. One simple way to achieve this objective is to assume that jZ = CR,, where C is a constant factor [12] . Numerical parameters defined in equation (15) are set to be M, = 51, .M, = 301, p, = 1 .O, p2 = I. I, and C = 500. The assumption that a solid layer of thickness ci ,/l = 10mh exists at time t = 0 avoids start-up difficulties due to the singularity in the initial condition. A linear temperature profile is prescribed in the solid phase (considering the thinness of the solid layer), while the temperatures of the liquid phase are initialized with f,. The time steps are selected so that the maximum change in 6, is less than 2% at each time step. The effect of this initially prescribed solid layer upon the subsequent results vanishes in small elapsed times, and the numerical solutions nearly follow the exact ones before 6,/l reaches, at most, a value of 10m5 for a wide range of parameters. Therefore, there is no need to start the calculation with the analytic solution as far as a small time solution is not the main concern. Thus, calculations continue until 6 ,/I = 100. Table 2 shows the maximum percentage errors between the results for a similarity constant i. from the exact solution (equation (24)) and the present numerical method during the interval IO-' < d,'l< IO'. Excellentagreementwith theexact solutions over a wide range of parameters is evident in Table 2 . The results also show the effect of various schemes on the accuracy. Although Ste < 5 represents the range of interest in most real situations, high Stefan numbers are included to show the performance of various numerical schemes more clearly. The upwind scheme gives the least accurate results, while negligible differences are observed in the results obtained by employing other schemes. The efficiency of the power law scheme deteriorates due to the additional work needed to find roots by trial and error (see equation (I 7)). In general, both central difference and hybrid schemes yield good results in addition to providing simple solutions to the interfacial energy balance (in most phase-change problems, the interface moves relatively slow, therefore allowing the use of the central difference scheme [16] ). For this reason, the central difference scheme is employed to solve the subsequent examples.
Bubble growth problem
The growth of a spherical bubble in a superheated liquid is considered next so the effects of system geometry (or n = 2) can be examined. In this system. phases I and 2 are the gas and the liquid phases, respectively; 2, is the gas,liquid interface with L, = -big ; and 8? is the front of a thermal boundary layer. In addition T, (rl , 7 I) = F, 1 TZ(r]>,O) = t,, R,(O) = 0.
with the dimensionless parameters
The analytic solution by Striven [2l] shows that 8,/l = 2i.,f (a,t/f2) where the relation between Ste and i. is given as 
The calculation starts with ,i?,/f = 10e6 and a uniform temperature field in the liquid phase at time t = 0. The edge of the thermal boundary layer 8, is carefully chosen so that it does not affect the heat transfer process at the interface f,, and it is allowed to increase with 2,. The computations are performed with Mz = 101,pz = 2.5. Table 3 shows the maximum percentage errors for E.'s produced by the present numerical method during the interval 10e4 < 2,/l c IO' and by the analytic solutions of equation (27) . Good agreement exists between the solutions even for a large density ratio. Note that the effect of a density change becomes insignificant as Ste + 0 for the Stefan numbers defined as above.
Inward solidtJicntion problem
The inward solidification of a saturated liquid in a sphere of radius 1 has been treated by many investigators [5, 22, 231 for either constant temperature or convection at the wall. The case with convection at the wall will be considered here, for which T,(rl,,t) = f,, 82(O) = 0,
J2(1,t) =X:h,{T,(I,t)-7-,; (28)
where phases 1 and 2 are the liquid and the solid phases, respectively; 8, is the phase interface with L, = -II,,; and 2, is the fixed wall (i.e. f?(t) = I). The dimensionless parameters are
A linear temperature profile with a negligible temperature drop is prescribed within the solid layer of thickness 6*/l = 10e6 at time t = 0, which avoids start-up difficulties. An overall energy balance is taken from the instant freezing begins (i.e. t = 0) to each time step 
which is useful in assessing the validity of the numerical solutions in terms of the physical reality. The above overall energy balance is checked at every time step to determine if it is satisfied within a tolerance (say, 0.1% for the present example with the reference enthalpy /I* being that of the solid phase at its fusion temperature). Figure 4 shows the timewise variation of p,(t) for Ste = 0.5 and three Biot numbers. The values of 2, with time are sufficiently close to those of refs. [22, 231, while some discrepancies are noted as the freezing front approaches the center. The time for complete solidification of the sphere, t,. is assumed to be equal to a time at which 2,/f reaches a value of lo-'. It is then natural to expect the degree of agreement to improve if more than the first three terms of the approximate analytic solutions can be included. An attempt to include more terms was made for the planar case (n = 0) by Pedroso and Domoto [6] , who developed the exact solutions for the case of Ste < 1 by including as many terms as desired in their perturbation technique (actually, the first nine terms were considered). For this planar case (n = 0). the solutions of the dimensionless freezing time for Bi = I, and Ste = 0.5 and l.Ogive (Bi)'(Ste)r, = 1.656 and 1.796, respectively, while the corresponding solutions from ref. [6] are (Bi)'(Ste)s, = 1.656 and 1.80-t. respectively. The difference between these two results is negligible, as expected.
Phase change with heat generation
Freezing and melting in a heat-generating. I-D slab of thickness 21 is chosen to test the effects of heat generation. The I-D slab is initially molten and trapped between two semi-infinite walls at temperatures below the freezing point of the slab. This problem was originally studied numerically by Cheung et al. [Ill using the method of collocation. Only one-half of the system is considered. since the heat transfer process is assumed to be symmetrical with respect to the centerline of the slab, which is taken to be the origin of the system. Here. phases 1 and 2 are the liquid and the solid phases of a heatgenerating substance with a uniform heat source S2( = S,), respectively. and phase 3 is a cold wall with S3 = 0 ; 2, is the liquid/solid interface with L, = -h,r; R2 is the fixed boundary (or R?(t) = I) separating two substances; and 2, is the edge of a thermal boundary layer in the cold wall. The additional boundary conditions are T,(4,*0) = f0, T,(rlj*O) = TJ,
For brevity, the present calculations are carried out when 0 < dZ < I. for which the above system of equations is valid (the details are described in ref.
[13]). The thermophysical properties of a heat-generating substance are assumed to be the same in both phases and the dimensionless parameters are then 
t It seems reasonable to neglect the differences contributed by the region .r 'I < -2, because the two profiles are nearly identical rn this region.
where the case of k3/k2 = x3/r? is considered, which simplifies the presentation of the numerical results. The initial singularity is avoided following a similar procedure to that discussed previously. and special care is taken for values of ,?j, which are selected continuously to be large enough so the results are not affected. By the nature of the problem. the results should satisfy the following relation :
which represents the overall energy balance reflecting the adiabatic conditions at the centerline of the slab and at infinity, and the contribution of the uniform heat generation. The above condition proves to be valid within a tolerance of 0.1% throughout the results presented below (with h* being that of /I? evaluated at f,). Figure 5 shows the dimensionless temperatures vs the physical distance normalized by the half-width of the slab for the case of A = I, 4 = I, Sfe = 2, and k3/k2 = 1 where the dimensionless time r (= r,t/l') is used. The dimensionless thickness of the solid layer, SZ/l, attains a value of 0.224 at T = 0.05 and achieves a maximum of 0.356 at r = 0.29, while the corresponding solutions from ref. [13] give 0.23 at r = 0.05, and a maximum of 0.34 at r = 0.3, respectively. The temperature distributions agree well at the initial stage of freezing but deviate significantly as r increases. The discrepancies can be explained with the aid of the overall energy balance mentioned above. The two profiles? corresponding to T = 1.2 show that the profile from ref.
[ 131 is always beyond that of the present study over the ranges shown in Fig. 5 . The energy associated with the temperature profiles from the present numerical method represents the sum of the energy initially contained in the system and the amount of energy generated and stored within the system until T = I .Z within a tolerance of 0. I %. Therefore, the results from ref.
[ 131 can probably be thought This argument is consistent with the results shown in Fig. 6 which demonstrates the dependence of the transient solid layer thickness on the dimensionless heat generation for the case of 4 = 1, Ste = 1, and k,/k2 = 1. The lifetimes of the solid layers from ref.
[ 131 are always significantly lower than those obtained by the present numerical method, thus it can be thought that the suspected additional heat sources in ref.
[I9 accelerate the decaying of the solid layer (except in the case of A = 0, in which heat generation does not come into play).
The flexibility of the present numerical method is noteworthy when one explores the effect of system geometry further. The case of a heat-generating sphere for which only a steady solution is presented in ref.
[13] can be resolved in the present study by merely changing the geometry index n. The behavior of the freezing front in a sphere, shown in Fig. 6 . indicates that a heat-generating sphere can be cooled more easily than a heat-generating slab, as was predicted in ref.
[l3].
EXTENSION TO MULTI-DIMENSIONAL

PROBLEMS
The numerical method formulated and tested for 1-D phase-change problems can be extended to solve multi-dimensional problems but 2-D cases (without density changes between phases) are considered in this section. In general, the (_x, v) rectangular coordinate and the (x, 0) cylindrical coordinate shown in Fig.  7 are transformed to new coordinates (r,~,. <) where vi = (x-fi_ ,) '6, and 5 = y (or 0) . With the details omitted, the transformed conservation equations are where I < i ,< N and n = 0 for a rectangular coordinate, 1 for a cylindrical coordinate, respectively. The interracial mass and energy balances are the same as equations (I 2) and (I 3). This can be justified by the fact that the heat flux in the q,-direction (i.e. normal to the phase boundary) contributed by the second term on the right-hand side is zero because the phase boundary is an isotherm (thus aTi/?< = 0 along the phase boundary). To obtain discretization equations from the above equations, a quite similar procedure. as discussed previously, is applied to the terms on the left-hand side. The treatment is implicit. while the quantities 2,'s (thus [I,'s, 6,'s. V,'s, and X,'s) can be obtained explicitly in the same way as before. The last two terms on the right-hand side are treated explicitly and a linear temperature profile is used to evaluate the gradients [23] . Also a piecewise linear profile is used to evaluate pi.
As a test problem, consider an infinitely long cylinder of square cross-section, initially filled with liquid at its freezing temperature i,. At zero time, the surface temperature is lowered to F? and maintained constant thereafter. Then the freezing front starts from the surface and moves inward until complete solidification is achieved. In this example. p2, c?, and k2 are taken as constants and the dimensionless parameter is the Stefan number, Ste = c?(?, -fZ)/lr,r. Solutions are obtained only for a representative octant of the square due to symmetry and a 20 x 20 grid is used in the cylindrical coordinate (i.e. II = 1). The symmetry lines are adiabatic and are characterized by fi2 = 0 and i-T,/?< = 0. Figure 8 shows the position of the freezing front on the .x-axis and its x-coordinate on the diagonal obtained by the present numerical method, where the s-axis is taken to be an adiabatic line opposite to the diagonal. The results obtained by Crank and Gupta [IO] . Crowley [8] , Allen and Severn [25] and Lazaridis [26] are also shown for comparison. The results of this study are in closer agreement with those of Crowley [8] . The numerical solution of the dimensionless time (r = r2t,'f', I is the half-width of the square) for complete solidification gives 0.626 while the corresponding solution from ref.
[S] is 5 0.625.
Next. the melting (or freezing) of a finite cylinder of height H and radius / is considered, which was studied originally by Duda ef al. [IS] . Only a brief description of the problem is given here and a sketch is shown in Fig. 9 (the details are given in ref.
[ 151). The cylinder contains both the solid and liquid phases the fusion temperature of which is f,, with the upper phase being solid and the lower phase liquid. Initially this system is at a steady-state condition with the upper surface of the cylinder maintained at a temperature T, (< f,) and the lower surface at f2 (> ?,) ; the side surface is thermally insulated and the phase boundary is at z = 2:. At f = 0 the insulation is removed and the side surface is exposed to a surrounding at T, (> T,) with the constant convective heat transfer coefficient /I,. Then the phase boundary. 2, (t, r). starts to move upward and reaches eventually a steady-state position. For this problem, the (r. I) coordinate is transformed into a new coordinate (5. q,) where t = r, r], = (z-t_ ,)/S, and the index i = I refers to the upper phase, i = 2 to the lower phase. respectively. The transformed governing equations for r,(t. C. rl,) are 
Thirty grid points were used in the radial direction and 15 in each phase in the axial direction. Table 5 shows a comparison of the steady-state phase boundary position calculated by the present numerical method with that obtained both anal>-tically and numerically in ref.
[ 151. The present numerical method gives exceptionally accurate results as e\<denced in Table 5 . In Fig. 10 , the dependence of the transient position of the phase boundary on the dimensionless time r ( = r, r/l') is shown. The results of this study compare favorably with those of Duda et cd. [15] . since the largest difference that occurs at the steady-state limit (the numerical values of the position of the phase boundary corresponding to this time are tabulated in Table 5 ) is within I %. 6 . SUMMARY A finite-difference method based on a coordinate transformation is developed for phase-change problems with multiple moving boundaries of irregular shape. The coordinate transformation employed here preserves and utilizes the conservative forms so the conservation principle is obeyed exactly in each phase. The resulting discretization equations are associated with the moving control volume which undergoes stretching/contraction (also distortion in two-dimensional problems) in the physical coordinates. Ths moving boundaries are treated explicitly to avoid iterations, while the temperature field equations are treated implicitly. The inconsistent heat fluxes, occurring at the interfaces due to the explicit treatment of the interfacial energy balances, are used to update the positions of boundaries, while the mass fluxes are always conserved throughout all phases.
The accuracy, which is an important criterion for numerical methods. is investigated by solving some specific problems with large density change. heat peneration. and multiple moving boundaries. The present numerical method gives rise to good or better results. when compared with available semi-analytical and numerical solutions. The present numerical method proves to be fairly general and flexible and can be used for a wide range of phase-change problems where phase change occurs at a distinct temperature. For the problems where the latent heat is released over a range of temperatures, the present numerical method is not applicable. Although the solution method is tested against phase-change problems, it is equally applicable to moving boundary problems without phase changes.
