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I. INTRODUCTION
Most multicarrier systems [1] - [3] use coherent detection of data symbols, which requires reliable estimation of channel at the receiver. Channel state information is also necessary for techniques such as channel shortening [4] , adaptive modulation/loading and/or power control [5] . In applications such as discrete multi-tone (DMT) xDSL [6] , channel is estimated through some initial training process and retraining is required to track the channel variation. To avoid the system overhead due to retraining and thus to track the channel more efficiently, in [7] , a correlation matrix based block recursive least-squares (CMB-RLS) algorithm is proposed. The algorithm takes advantage of the inherent redundancy introduced by the cyclic prefix (CP) to blindly estimate the channel. A basic problem with this approach is that it relies on computation of inverse of the correlation matrix Φ per time update, which requires ) (
computations, where r is the channel length. Obviously, in a real time system this cost can be prohibitively high with a large channel length.
In [8] , Liu et al. investigated a QR decomposition recursive least squares (QRD-RLS) algorithm using block Householder transformation (HT). The work in [8] describes the block HT implementation on a systolic array and its application to RLS algorithm called systolic block HT RLS (SBHT-RLS). The problem with SBHT-RLS approach is that it does not provide access to channel weights, as its use has been limited to problem seeking an estimate of an output error signal.
In this paper, we propose a new CP based adaptive channel estimation algorithm using block HT for adaptive channel estimation in multicarrier systems. The new method can be seen as an extension of Liu's method to find the channel explicitly through a time updating formula. The derivation of the channel updating in the new method is done by generalizing the extended QRD-RLS algorithm [9] to block RLS case. For this reason, this method will be referred to as CP based extended QRD-RLS algorithm. As compared to the CMB-RLS approach, the proposed arrangement is not only computationally efficient and amenable to systolic processors but also results in superior steady state performance.
In the rest of this paper, for clarity of presentation and uniformity, we closely follow the notation that appears in [7] . 
) is then appended in front of k x before transmission through the channel having impulse response
. At the receiver, the prefix part
The relationship between prefix part ) ( f k y and the transmitted signal may be expressed as [7] :
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. The received symbols can thus be written as:
, ,
is the noise of the ith subchannel.
To get the estimation of
) is then employed at the ith channel. The estimated data is then
. The decision is then made on
, where ) ( q is the decision operation.
III. CP BASED EXTENDED QRD-RLS ALGORITHM USING BLOCK HOUSEHOLDER TRANSFORMATION
Based on the CP data model (1), we define r nv  weighted data matrix and the 1  nv weighted received vector in a recursive manner as 
with forgetting factor across blocks
Suppose that at (k-1)th update we have QRD:
is a r r  upper triangular matrix.
Now by denoting
, we then have
A n n Householder transformations matrix T is of the form , (9) and a new column, we construct the formula:
It is thus we have
We define a lemma, known as the matrix factorization lemma [10] that is very elegant tool in the development of QRD-RLS algorithms. 
Applying Lemma 1 to (10), we obtain
This shows that R and can be updated by using the same orthonormal transformation .
k Q Next, we combine the second column of (9) and the new column to construct the formula:
Now by applying Lemma 1 to (14) yields
From (15), we establish a simple recursion to compute the channel vector
Based upon the above discussion, the new algorithm is formulated in Table I . The algorithm is initialized in a training mode, the algorithm then switches to a decision directed mode for channel tracking. Note that, in Step 1, based on the previous channel estimate ,
is then used to compute equalization coefficients. The decision directed data vector k X is then computed in Step 3. In Step 4, symbol estimates are projected onto the finite alphabet (FA), and the estimated transmitted CP data operations per time update. The proposed algorithm is thus computationally superior than the CMB-RLS algorithm. The detection part of the proposed algorithm (comprising of Steps 1 through 4) is standard complaint for which many efficient systolic array architectures have been proposed. Adaptive filtering part (comprising of steps 5 through 7) can be easily realized on a rhombic systolic array to achieve massive parallel processing with vector operations. 
, SNR=30 dB and constellation was set to 4-QAM. The performance is evaluated by averaged mean-square-error (MSE) per subchannel
, where U is the set of indexes corresponding to the U used subchannels and |U| is the number of all the used subchannels. The transmit power of all used subchannels is same (i.e., 2 2    i ) . The two static finite impulse response (FIR) test channels used in simulation example are listed in Table II , whereas, corresponding frequency responses are shown in Fig. 1 . Only the first DMT symbol was sent as pure training sequence to identify the initial channel 0 h for fast convergence. The learning curves of the two algorithms are plotted in Fig. 2 . Initially, the channel is having impulse response of Channel A, which remains unchanged for the first 250 data blocks. At data block 251, the channel impulse response switches to Channel B. It can be seen from Fig. 2 that both the algorithms are able to converge and track the channel variation. Notice that initial convergence of the extended QRD-RLS algorithm is similar to the CMB-RLS algorithm, however, its estimation quality improves with time and the algorithm outperforms CMB-RLS approach in terms of the steady state error performance.
V. CONCLUSION This paper has presented a new CP based extended QRD-RLS algorithm using block Householder transformations for channel tracking in multicarrier systems. Compared to the CP based CMB-RLS algorithm described in [7] , which requires ) ( 
