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In this paper, we propose and investigate several similarity measures on complex struc-
tured objects. The objects are understood as examples of a target relation, and they are
expressed in a ﬁrst-order logic language. We also propose and experimentally verify an
algorithm for description and classiﬁcation of objects. The algorithm transforms data
expressed in the ﬁrst-order logic language into a decision table expressed in an attri-
bute-value language. The table is constructed by applying a similarity measure as well
as some notions of rough sets. Decision rules induced from such a table are treated as a
description of objects. The rules can also be applied for classiﬁcation of new unseen objects.
 2008 Elsevier Inc. All rights reserved.1. Introduction
First-order logic (FOL) provides very expressive means of representation. Background knowledge, target examples, as well
as induced patterns can all be represented as formulas in a FOL language. This language allows for representation of complex
structured objects and relations among objects or their components. FOL approaches can take into account data organized in
several database relations with various connections existing among them. In a lot of applications aimed at description and
classiﬁcation of ﬁrst-order logic objects (i.e., examples of a target relation), an inductive logic programming (ILP) [5,17] ap-
proach has been used. In ILP, there are given a set Eþ of positive and a set E of negative examples of a target relation, and a
background knowledge B usually consisting of Horn clauses. The task is to ﬁnd a hypothesis H (a set of Horn clauses) such
that H covers all positive examples and does not cover any negative example.
Although our approach is not an ILP one, it is related to the task described above. Patterns in our approach are not hypoth-
eses consisting of ﬁrst-order rules, but they are decision rules of an attribute-value language (AVL).
In some systems using FOL, methods of rough sets are used in the process of generation of patterns [25]. We apply some
notions of rough sets such as decision table, positive region, and similarity of objects. The way of application of the AVL and
rough set theory is the following. We deﬁne similarity measures on literals. We associate with each target example a set of
background knowledge literals. Each literal of the set contains at least one term occurring in the example under consider-
ation. In order to compute a similarity degree of two examples, we apply the measures to literals of the sets associated with
these examples. Next, we construct a decision table where objects are target examples, condition attributes are constructed
on the base of similarity measures or functions using the measures. The decision attribute corresponds to classes of positive
and negative target examples. Decision rules induced from the decision table can be treated as a description of examples, and
they can also be applied for classiﬁcation of new unseen examples.
In the paper, we focus on deﬁning similarity measures and construction of the decision table. Consideration of newmeth-
ods generating rules and classifying objects is not of interest. We also stress that in our approach, we consider only relations. All rights reserved.
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ation of (real or symbolic) values of attributes is not necessary. Methods for other types of data are to be considered in future
research.
The rest of the paper is organized as follows. Section 2 presents some approaches similar to our approach. In Section 3, we
introduce some basic notions of rough set theory and of ﬁrst-order logic. Section 4 introduces a notion of similarity of exam-
ples. We propose some similarity and distance measures. In Section 5, we propose an algorithm SimEx for description and
classiﬁcation of examples. The results of experiments obtained by the algorithm are presented in Section 6. Conclusion and
future research related to the approach presented in the paper are discussed in Section 7. Proofs of propositions given in the
paper are shown in Appendix.2. Related works
In this section, we brieﬂy describe some selected approaches similar to that proposed in the paper.
Since our approach transforms data expressed in a FOL language into a single table expressed in an AVL, it is similar to
approaches based on propositionalization [12]. This notion can be understood as a transformation of relational learning prob-
lem into an attribute-value problem, which can be solved by using attribute-value learners. In the process of propositional-
ization, some features are constructed on the base of the background knowledge. Each feature is deﬁned as a clause in the
form fiðXÞ  Li;1; Li;2; . . . Li;n, where i is the feature number, Li;jð1 6 j 6 nÞ are literals from the background knowledge, and X
corresponds to a target example. Attributes of the single table are formed on the base of the features. If an example satisﬁes
the clause deﬁning a feature, the value of the corresponding attribute is set to true, otherwise it is set to false. Patterns gen-
erated from such a table by an attribute-value learner can be retransformed into the FOL language.
On the base of some approaches, we brieﬂy present different ways of propositionalization.
The pioneer system LINUS [13] performs transformation by considering all possible applications (expressed by literals) of
the background predicates on the arguments of the target predicate, taking into account argument types. Each such appli-
cation introduces a new Boolean attribute. LINUS allows only global variables from the target literal to appear in the back-
ground literals. DINUS, the successor of LINUS, considers also local variables, but only so-called determinate local variables.
An approach proposed in [14] overcomes this limitation by employing a so-called individual-centered representation.
WARMR [4] is an algorithm discovering frequent patterns in data. It extends the well-known APRIORI algorithm to mine
data expressed in a FOL language. The system constructs queries as conjunctions of literals. The algorithm searches for que-
ries that frequently succeed. The queries describe patterns and can be used to construct Boolean features for examples.
RSD [15] has been originally designed as a system discovering rules representing statistically interesting relational sub-
groups in a population of individuals. However, such rules may also be applied for the purposes of classiﬁcation. First-order
features are formed on the base of literal conjunctions, and they do not contain any constants. The obtained feature set is
then extended by copying certain features with some variables substituted by constants detected in the input data. The sin-
gle table is generated on the base of the feature set.
In our approach, in contrast to those presented above, an attribute of the single table does not correspond to one clause,
but it is constructed on the base of several clauses. In construction of the attribute, a similarity measure is applied.
The similarity measure is a useful tool for determining similarities of objects. One of the tasks where similarity measures
are applied is classiﬁcation. In this task, objects indistinguishable on the base of a similarity measure are put in the same
class. In rough set theory [19,22], classiﬁcation is done by applying equivalence or tolerance relations based on similarity
measures. Measuring similarities between some fuzzy sets [10,26] is useful in areas such as pattern recognition, machine
learning, and decision making. Similarity measures are also applied to retrieve similar documents in information retrieval
[6,16]. In FOL, similarity measures based on distance ones are developed for tasks such as relational learning and clustering
[2,11]. An example of an algorithm employing a similarity measure for relational learning is RIBL [7]. It generalizes the prop-
ositional distance-weighted k-nearest neighbor algorithm to a relational representation. The algorithm generates descrip-
tions of examples (i.e., a conjunction of literals) and stores them in its knowledge base. To classify an example, RIBL
computes its similarity to each example in the training set. The kmost similar neighbors then vote on the class of the exam-
ple. Unlike most ILP systems, RIBL does not generate explicit a set of clauses as the learning result.3. Basic notions and notation
In this section, we present some notions of rough set theory and of ﬁrst-order logic. We also introduce a notation to be
used in our approach.
3.1. Notions of rough set theory
Rough sets were introduced by Pawlak [19] as a mathematical tool to deal with vagueness and uncertainty. Rough set
theory provides a powerful foundation for discovery of important regularities in data and for classiﬁcation of objects [20,24].
We present some selected rough set notions corresponding to the ones used in our approach.
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is a decision attribute. Each attribute corresponds to the function a : U ! Va, where Va is the value set of attribute a.
Let DT ¼ ðU;A [ fdgÞ be a decision table.
Deﬁnition 2. An indiscernibility relation INDðAÞ is deﬁned as follows:INDðAÞ ¼ ðx; yÞ 2 U2 : 8a2AðaðxÞ ¼ aðyÞÞ
n o
:The indiscernibility relation can also be associated with any nonempty subset B#A. In this case, the relation is denoted by
INDðBÞ and is called a B-indiscernibility relation. The indiscernibility relation is an equivalence relation. Equivalence classes
of the relation are called indiscernibility classes.
Deﬁnition 3. An indiscernibility class of relation INDðAÞ with respect to an object x 2 U is deﬁned as follows:
½xINDðAÞ ¼ fy 2 U : ðx; yÞ 2 INDðAÞg:Deﬁnition 4. The generalized decision @A of DT is obtained as follows:  
8x2U @AðxÞ ¼ d ½xINDðAÞ ;where dðXÞ is the image of a set X.
Deﬁnition 5. The positive region POSAðdÞ of DT is deﬁned as follows:
POSAðdÞ ¼ x 2 U : card @AðxÞð Þ ¼ 1f g:Decision table DT is consistent if POSAðdÞ ¼ U, otherwise DT is inconsistent. A standard deﬁnition of the positive region (not
presented in the paper) is based on approximations of the decision classes, cf. [19].
Deﬁnition 6. Let fa1; . . . ; ang#A. A decision rule is a formula of the form
ða1 ¼ v1Þ ^    ^ ðan ¼ vnÞ ! ðd ¼ vdÞ;where vi 2 Vai ; vd 2 Vd for 1 6 i 6 n. Instead of value vi assumed by attribute ai, one can consider a set of values that the attri-
bute may assume.
Decision rules generated form the decision table describe objects by showing patterns hidden in data. The rules can also
be used in classiﬁcation [1] of new unseen objects. Usually, when the decision table consists of numerical valued attributes,
the rules are generated from a discretized decision table. Discretization [18] is considered for real or integer valued attributes,
and it is based on searching for cuts that determine intervals. Values lying within an interval are then treated as indiscern-
ible. If a new object to be classiﬁed matches more than one rule, then a problem of conﬂicting decisions may arise. It can be
solved by applying a voting strategy. In such strategies, the number of votes casted by each rule is considered, and some
quality measures of rules are used [3].
In many cases, one considers similarity of objects instead of indiscernibility of ones. In this case, we use the so-called
uncertainty function that deﬁnes for each object x 2 U a set of similarly described objects. This approach is based on general
approximation spaces introduced and discussed in [22,23].
Deﬁnition 7. Let da : Va  Va ! ½0;1Þ be a given distance function, where a 2 A. The uncertainty function can be deﬁned as
follows:y 2 Ifaa ðxÞ if and only if daðaðxÞ; aðyÞÞ 6 faðaðxÞ; aðyÞÞ;
where fa : Va  Va ! ½0;1Þ is a threshold function.
The global uncertainty function for set A can be deﬁned as the intersection, namely IAðxÞ ¼
T
a2AI
fa
a ðxÞ.
In our approach, some of the notions above such as decision table, decision rules, or positive region are used directly.
Other of them such as similarity of objects are adapted.
3.2. Notions of ﬁrst-order logic
Here we present selected notions of FOL used in the paper. We also discuss some restrictions imposed on data in the con-
text of our approach.
Notions of FOL are:
 a term – a variable or a constant;
 an atomic formula – an expression of the form pðt1; . . . ; tnÞ, where p is an n-ary predicate symbol and tið1 6 i 6 nÞ are terms;
 a literal – an atomic formula or its negation;
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 a Horn clause – a clause containing at most one positive literal.
A system using FOL usually has some restrictions. They can be imposed on input data (i.e., target examples, background
knowledge) and/or discovered knowledge (i.e., patterns). Our approach has the following restrictions imposed on input data:
function symbols are not allowed to appear as arguments of a literal, background knowledge consists of literals without vari-
ables and does not include the target predicate. Possible restrictions related to decision rules are not obviously the FOL ones,
and they depend onmethods applied to generation of rules from a decision table. Some other restrictions of our approach are
described in the further part of the paper.
In this section, we also introduce a notation to be used in our approach.
 termðlÞ denotes the set of terms of a literal l;
 termðSÞ ¼ ftermðlÞ : l 2 Sg denotes the set of terms of literals of a ﬁnite set S;
 predðlÞ denotes the predicate symbol of a literal l;
 predðSÞ ¼ fpredðlÞ : l 2 Sg denotes the set of predicate symbols of literals of a ﬁnite set S;
 arityðlÞ denotes the arity of a literal l;
 tupleðSÞ denotes a tuple of all elements of a ﬁnite set S;
 S½i denotes the ith element of an ordered set S;
 permðSÞ denotes the set of permutations of a ﬁnite set S (i.e., the set of all n-ary tuples of S, where n ¼ cardðSÞ).4. Similarity of examples
In this section, we consider target examples as regards their similarities. We also propose several measures to compute
similarity degrees of examples. Some measures are based on ones known in literature, cf. [6].
Our approach is based on the following assumptions:
 Target examples are as similar as the sets of background literals associated with these examples.Examples are considered on
the base of subsets of background literals. A way of computation of the subsets is crucial to distinguishing examples.
 Positive examples are more similar to each other than to the negative ones.The goal is to ﬁnd an appropriate similarity mea-
sure that enables to distinguish positive examples from the negative ones. This searching may in a certain degree depend
on data to be considered. Therefore, we propose several similarity measures.
We propose the following method of computation of the set of background literals associated with a target example.
Deﬁnition 8. An example e is supported by a literal l if and only iftermðeÞ \ termðlÞ–;:
Let suppðeÞ denote the set of literals supporting an example e. In our approach, relations among objects (represented by
terms) are more important than their concrete (real or symbolic) values. In order to capture these relations, we generalize
literals of supporting sets by replacing constants with variables. We consider two types of generalization, namely a local and
a global one. In the process of generalization, we obtain the set suppgenðeÞ of literals, where each term is a variable, or it is not
considered. The generalizations are carried out according to the following algorithms. Let termðeÞ ¼ ft1; t2; . . . ; tng for an
example e. Local generalization:
L GeneralðeÞ
beginT :¼ termðeÞ;n :¼ cardðTÞ;
for i :¼ 1 to n do associate a variable vi with a term ti 2 T;
for each l 2 suppðeÞ do
begin
T 0 :¼ T;m :¼ n;
for each t 2 termðlÞ do
beginif t R T 0 then
begin
m :¼ mþ 1; tm :¼ t; T 0 :¼ T 0 [ ftmg;
associate a variable vm with a term tm;
end;
replace t in l with v associated with t;
end;
end;
end;
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generalization:
G GeneralðeÞ
beginT :¼ termðeÞ;n :¼ cardðTÞ;m :¼ n; S :¼ suppðeÞ;
for i :¼ 1 to n do associate a variable vi with a term ti 2 T;
for each t 2 termðSÞ n T do
if ocurr numðS; tÞ > 1 then
beginm :¼ mþ 1; tm :¼ t; T :¼ T [ ftmg;
associate a variable vm with a term tm;
end;
for each l 2 S do
for each t 2 termðlÞ do
if t 2 T then replace t in l with v associated with t;
else replace t in l with ;
end;
If a term occurs only once in literals supporting an example e, then it is not considered as a variable, thus it is replaced
with ‘‘ ”.
In case of many data, only the relation between an example and a speciﬁc literal is important. The local generalization can
be applied then. When the relation among supporting literals is also important, we can consider the global generalization.
We try to illustrate this difference by means of a simple example.
Example 9. Given positive examples e1 ¼ grandfatherð1;2Þ, e2 ¼ grandfatherð5;6Þ and negative example
e3 ¼ grandfatherð9;10Þ. Let suppðe1Þ ¼ fmaleð1Þ; parentð1;3Þ; parentð3;2Þg, suppðe2Þ ¼ fmaleð5Þ; parentð5;7Þ; parentð7;6Þg,
and suppðe3Þ ¼ fmaleð9Þ; parentð9;11Þ; parentð12;10Þg.
Using the local generalization, we obtain suppgenðe1ðv1 ;v2 Þ Þ ¼ suppgenðe2ðv1 ;v2 Þ Þ ¼ suppgenðe3ðv1 ;v2 Þ Þ ¼ fmaleðv1Þ; parentðv1; v3Þ;
parentðv3; v2Þg, where ðv1; . . . ; vnÞ in eðv1 ;...;vnÞ is a tuple of variables associated with terms of an example e. Therefore, the
examples are indistinguishable.
Using the global generalization, we obtain suppgenðe1ðv1 ;v2 Þ Þ ¼ suppgenðe2ðv1 ;v2 Þ Þ ¼ fmaleðv1Þ; parentðv1; v3Þ; parentðv3; v2Þg and
suppgenðe3ðv1 ;v2 Þ Þ ¼ fmaleðv1Þ; parentðv1; Þ; parentð ; v2Þg. The positive examples are indistinguishable, but they differ from the
negative example. In this example, the global generalization seems to be more proper than the local one.
Note that some literals of a generalized supporting set may equal to other ones, hence cardðsuppgenðeÞÞ 6 cardðsuppðeÞÞ for
any example e. Therefore, one can consider the generalized supporting sets with or without repetitions. A similarity degree of
examples computed over sets with repetitions may be less than in the remaining case (see Example 13). Sets with repetitions
are deﬁned as follows.
Deﬁnition 10. Let X ¼ fx1; x2; . . . ; xng be a ﬁnite set. A set with repetitions is any function F : X ! N [ f0g. The function can
be represented in the following way F ¼ fs1Hx1; s2Hx2; . . . ; snHxng, where si ¼ FðxiÞ for i ¼ 1;2; . . . ;n. If si ¼ 0, then siHxi can
be omitted. The cardinality of F is deﬁned as follows: cardðFÞ ¼Pni¼1si. Let F ¼ fs1Hx1; s2Hx2; . . . ; snHxng and F 0 ¼
fs01Hx1; s02Hx2; . . . ; s0nHxng be sets with repetitions. The union and the intersection of sets F; F 0 are computed as follows:
F [ F 0 ¼ fmaxfs1; s01gHx1;maxfs2; s02gHx2; . . . ;maxfsn; s0ngHxng; F \ F 0 ¼ fminfs1; s01gHx1;minfs2; s02gHx2; . . . ;minfsn; s0ngHxng,
respectively.
Here we present a general deﬁnition of similarity of examples, which will be used in our approach. We compute a sim-
ilarity degree of examples that is a real number in the range of 0–1. The examples are then similar to each other at least to
the degree. If the degree is:
 0, then examples are not similar (i.e., they are dissimilar);
 1, then examples are totally similar.
The general deﬁnition of similarity of examples is as follows.
Deﬁnition 11. A similarity degree e simiðe; e0Þ of examples e; e0 is deﬁned bye simiðe; e0Þ ¼ S simiðS; S
0Þ if predðeÞ ¼ predðe0Þ and predðS \ S0Þ–;;
0 otherwise;
(where S ¼ suppgenðeÞ; S0 ¼ suppgenðe0Þ, and S simiðS; S0Þ is a similarity measure on sets S; S0 of literals.
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We present two simple similarity measures of sets that can be applied in the deﬁnition above.
Deﬁnition 12. Similarity degrees S sim1ðS; S0Þ and S sim2ðS; S0Þ of sets S; S0 of literals are deﬁned byS sim1ðS; S0Þ ¼ cardðS \ S
0Þ
cardðS [ S0Þ and S sim2ðS; S
0Þ ¼ cardðS \ S
0Þ
maxfcardðSÞ; cardðS0Þg :The second measure is less sensitive to changes in supporting sets. For instance, if cardðSÞ 6 cardðS0Þ and l 2 S; l R S0, then re-
moval of literal l does not inﬂuence the similarity degree of S; S0 in case of the second measure.
In the example below, we compare measures e sim1 and e sim2 by using sets with and without repetitions. For simpliﬁ-
cation, we use the local generalization.
Example 13. Given a dataset: Eþ ¼ fe1; e2; e3; e4g; E ¼ fe5; e6; e7; e8g, where e1 ¼ fatherð6;5Þ; e2 ¼ fatherð8;1Þ; e3 ¼
fatherð1;3Þ; e4 ¼ fatherð2;4Þ; e5 ¼ fatherð6;7Þ; e6 ¼ fatherð4;1Þ; e7 ¼ fatherð8;2Þ; e8 ¼ fatherð5;8Þ,
B¼fmaleð1Þ;maleð2Þ;maleð3Þ;maleð5Þ;maleð6Þ;maleð8Þ;maleð9Þ;parentð1;3Þ;parentð2;4Þ;parentð1;4Þ;parentð6;5Þ; parentð7;3Þ;
parentð8;1Þ;parentð9;7Þg.
We compute supporting sets for examples e1; e2, and e5. We obtain suppðe1Þ ¼ fmaleð5Þ;maleð6Þ; parentð6;5Þg; suppðe2Þ ¼
fmaleð1Þ;maleð8Þ; parentð1;3Þ; parentð1;4Þ; parentð8;1Þg; suppðe5Þ ¼ fmaleð6Þ; parentð6;5Þ; parentð7;3Þ; parentð9;7Þg.
Replacing constants with variables, we obtain suppgenðe1ðv1 ;v2ÞÞ ¼ fmaleðv1Þ;maleðv2Þ; parentðv1; v2Þg; suppgenðe2ðv1 ;v2ÞÞ ¼
fmaleðv1Þ;maleðv2Þ; parentðv1; v2Þ; parentðv2; v3Þg, suppgenðe5ðv1 ;v2ÞÞ ¼ fmaleðv1Þ; parentðv1; v3Þ; parentðv2; v3Þ; parentðv3; v2Þg.
When using sets with repetitions, we obtain a different result in case of example e2, namely suppgenðe2ðv1 ;v2ÞÞ ¼
fmaleðv1Þ;maleðv2Þ; parentðv1; v2Þ;2Hparentðv2; v3Þg.
Finally, we obtain the following similarities (results in parentheses are obtained for the sets with repetitions)
e sim1ðe1;e2Þ ¼ 3=4ð3=5Þ;e sim1ðe1;e5Þ ¼ 1=6ð1=6Þ;e sim1ðe2;e5Þ ¼ 1=3ð2=7Þ;e sim2ðe1;e2Þ ¼ 3=4ð3=5Þ;e sim2ðe1;e5Þ ¼ 1=4ð1=4Þ;
e sim2ðe2;e5Þ ¼ 1=2ð2=5Þ.
The measures above take into account only literals belonging to the intersection of sets under consideration. In some
cases, this restriction may make impossible to distinguish positive examples from the negative ones. In order to consider
all the literals, we use distance measures in construction of similarity measures.
In our approach, a distance of literals is a real number in the range of 0–1.
If the distance is:
 0, then there is no distance between literals;
 1, then literals are maximally distant.
In the deﬁnition of distance measures, we use the following notion.
Deﬁnition 14. The position pstðt; lÞ of a term t in the argument list of a literal lðt1; . . . ; tnÞ is returned by a functionpstðt; lÞ ¼ i if 916i6nðt ¼ tiÞ;
0 otherwise:

One should note that the function above may be considered only for literals without repetitions in their argument lists. A
method without this restriction will be considered in the further part of the paper.
We propose the following distance measure on literals.
Deﬁnition 15. A distance l dist1ðl; l0Þ of literals l; l0 is deﬁned byl dist1ðl; l0Þ ¼
P
t2T jpstðt;lÞpstðt;l
0 Þj
n2 þ 1 cardðTÞn
 
if predðlÞ ¼ predðl0Þ;
1 otherwise;
8<
:where T ¼ termðlÞ \ termðl0Þ;n ¼ arityðlÞ ¼ arityðl0Þ, and jxj is the absolute value of an integer number x.
The intuitive idea underlying the distance measure above is based on a hierarchical literal structure, which often occurs in
data. We try to show it by means of the following examples.
Example 16. We compute distances of the following examples.
1. Given examples e ¼ fatherðp1; p2Þ; e0 ¼ fatherðp3; p1Þ.Person p1 in e is a father, but p1 in e0 is a son/daughter. Thus, the dif-
ference between them is one generation, hence jpstðp1; eÞ  pstðp1; e0Þj ¼ 1.
2. Given examples e ¼ teamðpr; p1; p2; p3Þ; e0 ¼ teamðpr; p3; p1; p4Þ.Person p1 in e is a manager of project pr, but p1 in e0 is a
deputy manager, hence jpstðp1; eÞ  pstðp1; e0Þj ¼ 1. Person p3 in e is an ordinary worker. Thus, he/she is one grade lower
than the deputy manager and two grades lower than the manager, hence jpstðp3; eÞ  pstðp3; e0Þj ¼ 2.
All terms of the examples above are variables.
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metric relation (e.g., comparing partnersðp1; p2Þ with partnersðp2; p1Þ), our method does not work correctly in all cases.
We apply the distance measure to subsets of supporting sets. The subsets are obtained in the following way. A set of lit-
erals is divided into subsets of literals with the same predicate symbols, i.e., literals of a subset are formed on the base of the
same predicate. More formally, let Sp ¼ fl 2 S : predðlÞ ¼ pg denote a subset (of literals with predicate symbol p) of a ﬁnite set
S of literals. The following holds S ¼ Sp2predðSÞSp. When computing similarity of sets S; S0 of literals, we consider distances of all
pairs ðSp; S0pÞ, where p 2 predðS \ S0Þ. A distance of Sp; S0p may depend on the order by which we compare their literals. For this
reason, we consider separately all possible pairs of tuples. Similarity of the subsets is computed on the base of the minimal
distance of tuples.
Deﬁnition 17. A similarity degree S sim1ðS; S0Þ of sets S; S0 of literals is deﬁned by
S sim1ðS; S0Þ ¼ cardðuÞ minfPcardðuÞi¼1 l dist1ðu½i;u0½iÞ : u0 2 permðAÞg; where u ¼ tupleðSÞ;A ¼ S0 if cardðSÞ 6 cardðS0Þ;u ¼ tupleðS0Þ;A ¼ S otherwise:

This deﬁnition is auxiliary to the next one. In order to apply it separately (e.g., to compare two similarity degrees with
each other), one should replace each cardðuÞ with cardðu0Þ and normalize the similarity degree by dividing it by cardðu0Þ.
In this case, if i > cardðuÞ, then l dist1ðu½i;u0½iÞ ¼ 1.
We apply Deﬁnition 17 to the following one.
Deﬁnition 18. A similarity degree S sim3ðS; S0Þ of sets S; S0 of literals is deﬁned byS sim3ðS; S0Þ ¼
P
p2predðS\S0ÞS sim
1 Sp; S
0
p
 
maxfcardðSÞ; cardðS0Þg :Example 19. Compute similarity of examples e2; e5 from Example 13. We have S ¼ suppgenðe2ðv1 ;v2ÞÞ ¼ fmaleðv1Þ;
maleðv2Þ; parentðv1; v2Þ; parentðv2; v3Þg; S0 ¼ suppgenðe5ðv1 ;v2ÞÞ ¼ fmaleðv1Þ; parentðv1; v3Þ; parentðv2; v3Þ; parentðv3; v2Þg.
We obtain the following subsets with the same predicate symbols.
Sparent ¼ fparentðv1; v2Þ; parentðv2; v3Þg; Smale ¼ fmaleðv1Þ;maleðv2Þg for example e2 and S0parent ¼ fparentðv1; v3Þ;
parentðv2; v3Þ; parentðv3; v2Þg; S0male ¼ fmaleðv1Þg for example e5.
We compute similarities of these subsets by applying Deﬁnition 17. For the pair ðSparent; S0parentÞ, we take u ¼
tupleðSparentÞ ¼ ðparentðv1; v2Þ; parentðv2; v3ÞÞ and u0 ¼ ðparentðv3; v2Þ; parentðv2; v3Þ; parentðv1; v3ÞÞ 2 permðS0parentÞ: By Deﬁni-
tion 15, we obtain l dist1ðu½1;u0½1Þ ¼ j2 2j=4þ ð1 1=2Þ ¼ 1=2; l dist1ðu½2;u0½2Þ ¼ 0. Hence, S sim1ðSparent; S0parentÞ ¼
2 ð1=2þ 0Þ ¼ 3=2. For the second pair, we obtain S sim1ðSmale; S0maleÞ ¼ 1.
By Deﬁnitions 11 and 18, we obtain e sim3ðe2; e5Þ ¼ ð3=2þ 1Þ=4 ¼ 5=8.
One can observe some properties of the similarity measures proposed above. Let E ¼ Eþ [ E.
Proposition 20. For any examples e; e0 2 E, the following holds:e sim1ðe; e0Þ 6 e sim2ðe; e0Þ 6 e sim3ðe; e0Þ:Proposition 21. Let i ¼ 1;2;3. For any examples e; e0; e00 2 E such that suppgenðeÞ# suppgenðe0Þ# suppgenðe00Þ, the following hold:
1. e simiðe; e0ÞP e simiðe; e00Þ,
2. e simiðe; e00Þ 6 e simiðe0; e00Þ:
Now we consider a more complex data with respect to construction of literals. When deﬁning the distance of literals, we
assumed a term to occur only once in the argument list of a literal. In the following method, we also consider literals con-
taining possibly more than one occurrence of the same term. When comparing two literals, each term of the ﬁrst literal may
occur more than once in the second one. Therefore, one should select the most appropriate occurrence of the term in the
second literal. For this reason, we deﬁne a distance of literals with respect to a term. At ﬁrst, we extend Deﬁnition 14 to
a set of positions of a literal.
Deﬁnition 22. A set Pstðt; lÞ of positions of a term t in the argument list of a literal lðt1; . . . ; tnÞ is deﬁned byPstðt; lÞ ¼ i : t ¼ ti;1 6 i 6 nf g:Deﬁnition 23. A distance t distðt; l; l0Þ of literals l; l0 with respect to a term t 2 termðlÞ \ termðl0Þ is deﬁned byt distðt; l; l0Þ ¼min
XcardðuÞ
i¼1
ju½i  u0½ij : u0 2 permðAÞ
( )
;
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u ¼ tupleðPstðt; l0ÞÞ; A ¼ Pstðt; lÞ otherwise:
(We apply Deﬁnition 23 to the following one.
Deﬁnition 24. A distance l dist2ðl; l0Þ of literals l; l0 is deﬁned byl dist2ðl; l0Þ ¼
P
t2T t dist t;l;l
0ð Þ
n2 þ 1 mn
 
if predðlÞ ¼ predðl0Þ;
1 otherwise;
(where T ¼ termðlÞ \ termðl0Þ;n ¼ arityðlÞ ¼ arityðl0Þ, and m ¼Pt2T minfcardðPstðt; lÞÞ; cardðPstðt; l0ÞÞg.
We show a simple example of where our method can be applied.
Example 25. Given predicate ﬁlm(title,director, screenwriter,producer).
We compute a distance of literals l ¼ filmðt1; p2; p1; p3Þ and l0 ¼ filmðt1; p1; p1; p2Þ. Here T ¼ ft1; p1; p2g. For term t1, we
obtain t distðt1; l; l0Þ ¼ j1 1j ¼ 0. For term p1, we take u ¼ tuple ðPstðp1; lÞÞ ¼ ð3Þ and u0 ¼ ð3;2Þ 2 permðPstðp1; l0ÞÞ. We obtain
t distðp1; l; l0Þ ¼ ju½1  u0½1j ¼ j3 3j ¼ 0. For term p2, we obtain t distðp2; l; l0Þ ¼ j2 4j ¼ 2. The distance between the
literals is l dist2ðl; l0Þ ¼ ð0þ 0þ 2Þ=16þ ð1 3=4Þ ¼ 3=8.
Proposition 26. For any literals with unique terms (i.e., each term occurs only once in the argument list of the literal), Deﬁnitions
15 and 24 are equivalent.
Because of its computational complexity, similarity measure e sim3 should be applied to data where subsets (of literals
with the same predicate symbols) of supporting sets are relatively small. We have an analogous restriction in case of distance
measure l dist2. To eliminate these restrictions, we propose another similarity measure based on a distance one. We adapt a
standard distance measure. We use the following auxiliary function neqðt; t0Þ ¼ 0 if t ¼ t
0;
1 otherwise;

where t; t0 are any terms.
Deﬁnition 27. A distance l dist3ðl; l0Þ of literals lðt1; . . . ; tnÞ; l0ðt01; . . . ; t0nÞ is deﬁned byl dist3ðl; l0Þ ¼
Pn
i¼1neq ti ;t
0
ið Þ
n if predðlÞ ¼ predðl
0Þ;
1 otherwise:
(The distance measure above can also be applied to literals containing possibly more than one occurrence of the same term.
We deﬁne an auxiliary similarity measure.
Deﬁnition 28. A similarity degree S sim2ðS; S0Þ of sets S; S0 of literals is deﬁned byS sim2ðS; S0Þ ¼ 1
P
l2S
P
l02S0 l dist3ðl; l0Þ
cardðSÞ  cardðS0Þ :In the following deﬁnition, the measure above is applied to subsets (of literals with the same predicate symbols) of support-
ing sets.
Deﬁnition 29. A similarity degree S sim4ðS; S0Þ of sets S; S0 of literals is deﬁned byS sim4ðS; S0Þ ¼
P
p2predðS\S0 ÞS sim
2ðSp; S0pÞ
cardðpredðS [ S0ÞÞ :Example 30. Consider again the dataset from Example 13. We compute similarity of examples e2; e5. We have
S ¼ suppgenðe2ðv1 ;v2ÞÞ ¼ fmaleðv1Þ;maleðv2Þ; parentðv1; v2Þ; parentðv2; v3Þg; S0 ¼ suppgenðe5ðv1 ;v2ÞÞ ¼ fmaleðv1Þ; parentðv1; v3Þ;
parentðv2; v3Þ; parentðv3; v2Þg and the following subsets with the same predicate symbols Sparent ¼
fparentðv1; v2Þ; parentðv2; v3Þg; Smale ¼ fmaleðv1Þ;maleðv2Þg for example e2 and S0parent ¼ fparentðv1; v3Þ; parentðv2; v3Þ;
parentðv3; v2Þg; S0male ¼ fmaleðv1Þg for example e5. We obtain S sim2ðSparent;S0parentÞ¼1½ð1=2þ1þ1=2Þþð1=2þ0þ1Þ=6¼
17=12¼5=12 and S sim2ðSmale;S0maleÞ¼1ð0þ1Þ=2¼1=2. Hence, e sim4ðe2;e5Þ¼ ð5=12þ1=2Þ=2¼11=24.
The measure above has an interesting property, namely e sim4ðe; eÞ is not 1 for each e. More formally,
Proposition 31. ðe sim4ðe; eÞ ¼ 1Þ () ð8p2predðSÞ8l;l02Sp ðl ¼ l0ÞÞ, where S ¼ suppgenðeÞ.
When considering the supporting set without repetitions, we obtain ðe sim4ðe; eÞ ¼ 1Þ () 8p2predðSÞðcardðSpÞ ¼ 1Þ.
The distance measures proposed in this section have the following property.
Proposition 32. Let i ¼ 1;2;3 and B be a set of literals (i.e., background knowledge). Distance measures l disti : B B! ½0;1 are
metrics.
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ever, measures e sim1 and e sim2 can be applied to data with a simple structure where only common literals of supporting
sets are needed to distinguish positive examples from the negative ones. In case of data with more complex structure (i.e., an
occurrence of hierarchical literals, repetitions in the argument lists of literals), measure e sim3 or one based on l dist2 should
give better results. Measure e sim4 is more suitable when supporting sets are big and need to be considered by using a dis-
tance measure.5. The SimEx algorithm
In this section, we propose an algorithm SimEx (Similarity of Examples). Its task is to transform data expressed in a FOL
language into a single table expressed in an AVL. The task executed out of the algorithm is to induce patterns for description
and classiﬁcation of examples.
Data stored in the single table can be analyzed by any appropriate attribute-value learner. One can indicate several main
techniques applied for the purposes of classiﬁcation such as statistical learning (e.g., kNN, SMART), decision rule learning
(e.g., CN2, AQ), decision tree learning (e.g., C4.5, CART), and neural networks learning (e.g., RBL, MLP). We treat the single
table as a decision table, being a very simple representation for patterns to be induced. Since our decision table is high likely
to be inconsistent, then we use (in the process of induction of decision rules) rough set theory, which offers a means to deal
with inconsistent data. Decision rules induced from the training decision table are treated as a description of target exam-
ples, and they are used in classiﬁcation of new examples stored in the test decision table. In our approach, we use a similarity
measure to construct the decision table. However, such a measure can be applied in another way to classify examples. For
instance, one can search for a similarity degree such that the number of positive (negative) examples similar to positive
examples at least to the degree is highest (lowest) [9].
Here we propose a general method of construction of the decision table by applying similarity measures of examples. The
decision table consists of:
 objects representing target examples;
 condition attributes assuming values computed by applying similarity measures of examples or functions using the
measures;
 decision attribute assuming value 1 for a positive target example, 0 for a negative target example, or ‘‘?” in case of a new
example.
When constructing the decision table, the main task is to create the condition attribute set. The set should be possibly
small and also sufﬁcient to distinguish positive examples from the negative ones. Therefore, one can try to construct the
decision table with one condition attribute. Let X ¼ ðE;BÞ be a tuple representing a dataset. If X is the training one, then
E ¼ Eþ [ E. The attribute values are computed in the following way:
Compute attrðX; e sim; e; qÞ
beginm :¼ cardðX:EþÞ;
if m ¼ 1 then return 0;
s:=0;
if e 2 X:Eþ then m:=m1;
for each e0 2 X:Eþ do
if e–e0 then
if q is not null and e simðe; e0ÞP q then s:=s+1;
else if q is null then s:=s+e simðe; e0Þ;
return sm;
end;
Here e sim is any similarity measure of examples, e is an example for which we compute the attribute value, and q 2 ð0;1
is a similarity degree. Function Compute attr can compute the attribute values in one of two ways.
1. The case when degree q is given, i.e., q is not null. The function computes the number of positive examples similar to e at
least to degree q. The function returns the ratio of the number of positive examples satisfying the condition to the number
of all examples compared with e.
2. The case when degree q is not considered, i.e., q is null. The function returns the average similarity degree of example e to
positive examples.
In the ﬁrst case, degree qmay be ﬁxed by a user or generated. In both cases, if example e belongs to set X  Eþ, it is compared
with other examples of the set, otherwise (i.e., e is a negative or new example) it is compared with all examples of the set.
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Create DTðX;X0; e sim; qÞ
beginDT :¼ ;;
for each e 2 X0:E do
begin
a :¼ Compute attrðX; e sim; e; qÞ;
if e is positive then d :¼ 1; else if e is negative then d :¼ 0; else d :¼ ?;
Add ða; dÞ to DT;
end;
return DT;
end;
Here DT represents a decision table and is a collection of pairs of the form ða; dÞ, where a; d are values of the condition and
decision attributes, respectively. X is a training dataset. When creating the training decision table (i.e., X 0 is a training dataset),
the condition attribute shows similarities of training examples to the training positive ones. In case of the test decision table
(i.e., X 0 is a test dataset), the condition attribute shows similarities of test examples to the training positive ones.
We propose the following method applying function Create DT and generating the degree.
Generate degreeðX; e sim;QÞ
beginQ 0 :¼ ;;
for each q 2 Q do
begin
T :¼ Create DTðX;X; e sim; qÞ;
Dq :¼ Degree qualityðfqg; TÞ;Dq0 :¼ Degree qualityðQ 0; TÞ;
if Dq ¼ Dq0 then Q 0 :¼ Q 0 [ fqg; else if Dq > Dq0 then Q 0 :¼ fqg;
end;
if cardðQ 0Þ ¼ 1 then q0 :¼the element of Q 0; else q0 ¼ minðQ 0 ÞþmaxðQ 0 Þ2 ;
return q0;
end;
Here X is a training dataset, Q is a ﬁxed set of candidates to be the degree. On the base of function Degree quality, we obtain
set Q 0 of degrees such that an auxiliary decision table T obtained by applying any q 2 Q 0 satisﬁes the following conditions.
1. The positive region of the T is the greatest one.
2. The sum of the number of positive examples eþ 2 Eþ such that aðeþÞ 6 maxfaðeÞ : e 2 Eg and the number of the neg-
ative examples e 2 E such that aðeÞPminfaðeþÞ : eþ 2 Eþg is minimal.
3. The difference of the average condition attribute value of positive examples and the average condition attribute value of
the negative ones is maximal.
The intuition of this method underlies the assumption that positive examples are more similar to each other than to the
negative ones. The optimal situation is when the condition attribute value of each positive example is higher than the con-
dition attribute value of any negative one. Then the sum given in condition 2 is equal to 0.
We apply functions Create DT and Generate degree in our algorithm.
SimExðX;X0; e sim;QÞ
beginif cardðQÞ ¼ 1 then q :¼the element of Q;
else q :¼ Generate degreeðX; e sim;QÞ;
DT :¼ Create DTðX;X 0; e sim; qÞ;
return DT;
end;
We can use the algorithm
1. to a training dataset, where
 input: X ¼ X0 is a training dataset, q is ﬁxed by a user (i.e., card Q ¼ fqg and q 2 ð0;1), generated by the algorithm (i.e., Q
consists of candidates), or is null (i.e., card Q ¼ fqg and q is null);
 output: a decision table corresponding to training examples of X : E;
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 input: X is a training dataset, X 0 is the test one, q is the degree used for the training dataset;
 output: a decision table corresponding to test examples of X0: E (the decision table has unknown decision attribute val-
ues, namely d ¼ ? for each example).The task executed out of the algorithm is to generate decision rules and on their base to classify new examples. Since the
attribute of our decision table assumes real values, the table is discretized.
We illustrate our approach by means of a simple example.
Example 33. We generate the training decision table by applying the algorithm SimExðX;X; e sim3; f0:6gÞ, where X ¼ ðE;BÞ is
the dataset from Example 13.
The training decision table (before and after discretization).Objects a de1 1 1
e2 1 1
e3 0:667 1
e4 0:667 1
e5 0:5 0
e6 0:5 0
e7 0:5 0
e8 0:5 0Objects a de1 ½0:5835;1 1
e2 ½0:5835;1 1
e3 ½0:5835;1 1
e4 ½0:5835;1 1
e5 ½0;0:5835Þ 0
e6 ½0;0:5835Þ 0
e7 ½0;0:5835Þ 0
e8 ½0;0:5835Þ 0We obtain the following rules from the discretized training decision table: ða 2 ½0:5835;1Þ ! ðd ¼ 1Þ; ða 2 ½0;0:5835ÞÞ !
ðd ¼ 0Þ.
Let X0 ¼ ðE0;B0Þ; E0 ¼ fe9; e10g and B0 ¼ B. We classify new examples e9 ¼ fatherð7;3Þ; e10 ¼ fatherð9;7Þ. We generate the
test decision table by applying the algorithm SimExðX;X0; e sim3; f0:6gÞ.The decision attribute values are obtained by means
of the rules above.
The test decision table (before and after discretization and classiﬁcation).Objects a de9 0.5 ?
e10 0.75 ?Objects a de9 [0,0.5835) 0
e10 [0.5835,1] 1A rule induced from a discretized decision table can be presented in the form r : ða 2 ½v; v0Þ ! ðd ¼ vdÞ. Then objects rep-
resenting examples and matching rule r can be treated as indistinguishable because their similarities to set Eþ are within the
same interval, namely ½v; v0.
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We present results of some experiments performed by means of the SimEx algorithm. For the purposes of experiments,
the SimEx algorithm has been implemented. For generation of decision rules and classiﬁcation of new examples, systems
RSES version 2.1.1 and ROSETTA version 1.4.41 have been applied. In order to discretize decision tables, the Boolean reason-
ing algorithm (global method) has been applied when a table is consistent and the Equal frequency binning algorithm other-
wise. In the process of generation of decision rules, the exhaustive algorithm has been applied. New examples have been
classiﬁed by using standard voting. For more details of the RSES and ROSETTA methods, see [28,27], respectively.Table 1
Percentage of positive and negative examples classiﬁed as positive
1st dataset SimEx without q SimEx with q q
Positive Negative Positive Negative
Exp. 1 Sender 100 2.00 91.67 0.00 0.436
Receiver 80 0.00 80 1.90 0.422
Logo 100 0.00 100 0.00 0.519
Reference 94.74 0.00 89.47 0.00 0.550
Date 100 0.00 100 0.00 0.550
Exp. 2 Sender 100 23.40 91.67 2.13 0.436
Receiver 90 18.37 90 18.84 0.422
Logo 100 0.00 100 0.00 0.506
Reference 94.12 2.38 76.47 0.00 0.550
Date 100 8.16 100 4.08 0.550
Exp. 3 Sender 90.91 0.00 90.91 0.00 0.360
Receiver 91.67 31.91 100 27.66 0.392
Logo 100 0.00 100 0.00 0.519
Reference 100 13.04 100 8.70 0.550
Date 100 8.70 92.30 4.35 0.592
Exp. 4 Sender 53.34 0.00 53.34 0.00 0.477
Receiver 84.62 19.61 61.54 9.80 0.542
Logo 100 0.00 100 0.00 0.545
Reference 100 13.73 100 9.80 0.550
Date 100 11.76 84.62 5.88 0.449
Table 2
Percentage of positive and negative examples classiﬁed as positive
2nd dataset SimEx without q SimEx with q q
Positive Negative Positive Negative
Exp. 1 Wife 100 0.00 100 0.00 0.317
Husband 100 0.00 100 0.00 0.279
Mother 100 0.00 100 1.67 0.477
Father 100 0.00 96.67 0.00 0.528
Daughter 100 1.85 100 1.85 0.211
Son 93.94 0.00 100 1.52 0.550
Sister 100 2.13 100 2.13 0.422
Brother 100 0.00 100 0.00 0.477
Aunt 82.93 15.85 90.24 18.29 0.646
Uncle 71.74 16.30 69.59 15.22 0.586
Niece 60.87 23.91 52.17 26.09 0.586
Nephew 56.10 15.85 95.12 30.48 0.845
Exp. 2 Wife 91.67 0.00 91.67 0.00 0.343
Husband 100 0.00 91.67 0.00 0.309
Mother 100 0.00 100 0.00 0.414
Father 100 0.00 100 0.00 0.550
Daughter 92.59 0.00 96.30 1.85 0.317
Son 100 1.52 100 1.52 0.388
Sister 100 0.00 95.65 0.00 0.422
Brother 100 0.00 100 0.00 0.477
Aunt 68.29 13.41 80.49 14.63 0.477
Uncle 71.74 13.04 73.91 19.57 0.388
Niece 65.22 16.30 69.57 13.04 0.733
Nephew 70.73 20.73 36.59 17.07 0.646
Table 3
Average and evolution of results (1–4: 1st dataset, 5–8: 2nd dataset (Exp. 1, 2: wife–brother, Exp. 1*, 2*: wife–nephew))
SimEx without q SimEx with q
Positive Negative Quality Positive Negative Quality
1 Exp. 1 94.95 0.40 97.27 92.23 0.38 95.92
2 Exp. 2 96.82 10.46 93.18 91.63 5.01 93.31
3 Exp. 3 96.52 10.73 92.89 96.64 8.14 94.25
4 Exp. 4 87.59 9.02 89.29 79.90 5.10 87.40
5 Exp. 1 99.24 0.50 99.37 99.58 0.89 99.35
6 Exp. 2 98.03 0.19 98.92 96.91 0.42 98.25
7 Exp. 1* 88.80 6.32 91.24 91.98 8.10 91.94
8 Exp. 2* 88.35 5.42 91.47 86.32 5.64 90.34
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documents. Target predicates are related to the following components: sender, receiver, logo, reference, and date. Back-
ground predicates describe properties of the components and relationships with other components.
The second dataset is related to family relations, and it is created on the base of the Family dataset provided with the
FORTE system [21]. Target predicates are wife, husband, mother, father, daughter, son, sister, brother, aunt, uncle, niece,
and nephew. Background predicates describe other relations between persons.
In Tables 1 and 2, we present the results of the experiments for the SimEx algorithmwith and without a similarity degree.
The degrees generated by the algorithm are also included in the tables. We applied similarity measures e sim3 to the ﬁrst
dataset and e sim1 to the second one. In Table 3, we present the average and evaluation of the results. We evaluate the results
by applying the following function quality ¼ posþð100negÞ2 , where pos (neg) is the average percentage of positive (negative)
examples classiﬁed as positive.
For the ﬁrst dataset, in most cases, the SimEx algorithm returned a high percentage of positive examples classiﬁed as po-
sitive. The algorithm is effective in case of negative examples. In many cases, the percentage of negative examples classiﬁed
incorrectly is equal or close to 0. The algorithm without the degree gave insigniﬁcantly better results in the general evalu-
ation. In some cases, the results are much worse than in other cases, see Exp. 4 for sender and receiver. This may be caused by
the following reason that is related to ILP hypotheses. In ILP, a hypothesis usually consists of more than one rule. Therefore,
one can treat a set of positive examples as the union of subsets. Examples of each subset are covered by one rule. Examples
covered by a given rule are similar to each other (with respect to literals of the rule premises), but they may not be similar to
examples covered by other rules. We have an analogous situation in our approach. Namely, a set of positive examples is the
union of subsets. Examples of each subset are similar to each other (with respect to a given degree), but they may not be
similar to other examples. For this reason, our methods may be less effective for such sets of positive examples. A method
solving this problem will be considered in future research.
In case of the second dataset, for predicates wife–brother, the SimEx algorithm returned a high percentage of positive
examples classiﬁed as positive and low percentage of the negative ones classiﬁed incorrectly. Worse results obtained for
predicates aunt–nephew are caused by the construction of the supporting set. Namely, the method proposed in the paper
takes into account only literals supporting target examples, thereby omitting the rest of the background literals. For some
data, this method may make impossible to distinguish positive examples from the negative ones. In this case, one should
consider other literals from the background knowledge as well. A more advanced method concerning this problem will
be a subject of future research.7. Conclusion and future research
In the paper, we have proposed some methods of deﬁning similarity of examples and the SimEx algorithm, applying sim-
ilarity measures to description and classiﬁcation of examples. One can conclude that effectiveness of the algorithm depends
on the following factors.
 A way of computation of subsets of background literals related to target examples.
 A similarity measure applied to distinguishing target examples.
 A method applying similarity measures to generation of patterns describing positive (and alternatively negative)
examples.
We present some directions for future research.
 Extend the deﬁnition of supporting literals. For some data, the supporting sets may not be sufﬁcient to distinguish positive
examples from the negative ones. Therefore, one can also consider literals supporting elements of the set suppðeÞ for any
example e.
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not only relations among objects, but also (real and symbolic) values of attributes.
 Consider a decision table with more than one condition attribute. For instance, each attribute corresponds to one back-
ground predicate.
 Extend the approach for data with more than one target predicate. In the approach presented in the paper, in case of data
with more than one target predicate, we treat literals of the target predicate under consideration as a set of positive exam-
ples, and literals of other predicates – as a set of the negative ones. Instead, one can consider literals of each target pred-
icate as a separate decision class.
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Appendix
We show proofs of the propositions given in the paper.
Here is a proof of Proposition 20.
Proof. Let S ¼ suppðeÞ; S0 ¼ suppðe0Þ.
1. The case e sim1ðe; e0Þ 6 e sim2ðe; e0Þ. It is enough to show that cardðS [ S0ÞPmaxfcardðSÞ; cardðS0Þg.
Without losing generality, assume cardðSÞP cardðS0Þ. Since cardðS0Þ  cardðS \ S0ÞP 0, then we obtain
cardðS [ S0Þ ¼ cardðSÞ þ cardðS0Þ cardðS \ S0ÞP cardðSÞ ¼ maxfcardðSÞ; cardðS0Þg:
2. The case e sim2ðe; e0Þ 6 e sim3ðe; e0Þ. Since cardðS \ S0Þ ¼
P
p2predðS\S0 ÞcardðSp \ S0pÞ, then it is enough to show that
cardðSp \ S0pÞ 6 S sim1ðSp; S0pÞ. Without losing generality, assume cardðSpÞ 6 cardðS0pÞ. We have u ¼ tupleðSpÞ;A ¼ S0p.
2.1. The case Sp# S
0
p. We obtain cardðSp \ S0pÞ ¼ n ¼ cardðSpÞ. There exists a tuple u0 ¼ permðAÞ such that
816i6nðl dist1ðu½i;u0½iÞ ¼ 0Þ. We obtain Pni¼1l dist1ðu½i;u0½iÞ ¼ 0. Hence, S sim1ðSp; S0pÞ ¼ n 0 ¼ n.
2.2. The case Sp 6 # S0p. We obtain cardðSp \ S0pÞ ¼ n1 < cardðSpÞ. Let n ¼ n1 þ n2. There exists a tuple u0 ¼ permðAÞ such
that 816i6n1 ðl dist1ðu½i;u0½iÞ ¼ 0Þ and 8n1<i6nðl dist1ðu½i; u0½iÞ 6 1Þ. We obtain
Pn1
i¼1l dist1ðu½i;u0½iÞ ¼ 0 andPn
i¼n1þ1l dist1ðu½i;u0½iÞ 6 n2. Hence, S sim
1ðSp; S0pÞP n1 þ n2  ð0þ n2ÞP n1. h
Here is a proof of Proposition 21.
Proof. Let S ¼ suppgenðeÞ; S0 ¼ suppgenðe0Þ; S00 ¼ suppgenðe00Þ.
1. The case e simiðe; e0ÞP e simiðe; e00Þ. One should show that S simiðS; S0ÞP S simiðS; S00Þ. By the assumption that S# S0# S00,
we have
a. cardðS \ S0Þ ¼ cardðS \ S00Þ ¼ cardðSÞ;
b. cardðS [ S0Þ ¼ cardðS0Þ 6 cardðS00Þ ¼ cardðS [ S00Þ;
c. maxfcardðSÞ; cardðS0Þg ¼ cardðS0Þ 6 cardðS00Þ ¼maxfcardðSÞ; cardðS00Þg;
d. 8p2predðS\SjÞðSp# SjpÞ, where j ¼ 0; 00.
By case 2.1 of the proof of Proposition 20, we obtain S sim1ðSp; SjpÞ ¼ cardðSpÞ. Hence,
P
p2predðS\SjÞS sim
1ðSp; SjpÞ ¼P
p2predðSÞcardðSpÞ ¼ cardðSÞ.
We obtain S simiðS; S0Þ ¼ cardðSÞcardðS0 ÞP S simiðS; S00Þ ¼ cardðSÞcardðS00 Þ by a and b for i ¼ 1 , by a and c for i ¼ 2 , and by d and c for i ¼ 3.
2. The case e simiðe; e00Þ 6 e simiðe0; e00Þ. It can be proved in an analogous way to the ﬁrst case. h
Here is a proof of Proposition 26.
Proof. Assume that 8t2termðl0ÞðcardðPstðt; l0ÞÞ ¼ 1Þ, where l0 ¼ l; l0 are literals.
1. The case predðlÞ–predðl0Þ. By applying Deﬁnitions 15 and 24, we obtain l dist1ðl; l0Þ ¼ 1 ¼ l dist2ðl; l0Þ.
2. The case predðlÞ ¼ predðl0Þ. Let T ¼ termðlÞ \ termðl0Þ and n ¼ arityðlÞ ¼ arityðl0Þ. By the assumption, we obtain
8t2TðPstðt; l0Þ ¼ fpstðt; l0ÞgÞ, hence 8t2Tðt distðt; l; l0Þ ¼ jpstðt; lÞ  pstðt; l0ÞjÞ. By the assumption, we also obtainP
t2TminfcardðPstðt; lÞÞ; cardðPstðt; l0ÞÞg ¼
P
t2T1 ¼ cardðTÞ. By substituting jpstðt; lÞ  pstðt; l0Þj and cardðTÞ to Deﬁnition
24, we obtain l dist2ðl; l0Þ ¼
P
t2T jpstðt;lÞpstðt;l
0 Þj
n2 þ ð1 cardðTÞn Þ ¼ l dist1ðl; l
0Þ: h
Here is a proof of Proposition 31.
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We obtain ðS sim2ðSp; SpÞ ¼ 1Þ () ð
P
l2Sp
P
l02Sp l dist3ðl; l
0Þ ¼ 0Þ () ð8l;l02Sp ðl dist3ðl; l0Þ ¼ 0ÞÞ () ð8l;l02Sp ðl ¼ l0ÞÞ. Hence, we
obtain ð8p2predðSÞS sim2ðSp; SpÞ ¼ 1Þ () ð8p2predðSÞ8l;l02Sp ðl ¼ l0ÞÞ. h
And ﬁnally, we show a sketch of a proof of Proposition 32.
Proof. We have to show that
1. l distiðl; l0ÞP 0 for any l; l0 2 B and l distiðl; l0Þ ¼ 0 if and only if l ¼ l0.
2. l distiðl; l0Þ ¼ l distiðl0; lÞ for any l; l0 2 B.
3. l distiðl; l0Þ 6 l distiðl; l00Þ þ l distiðl00; l0Þ for any l; l0; l00 2 B.
It is easy to show conditions 1 and 2. One should consider cases predðlÞ ¼ predðl0Þ and predðlÞ–predðl0Þ. It is enough
for condition 3 to consider the following cases: predðlÞ#1predðl0Þ; predðl0Þ#2predðl00Þ; predðlÞ#3predðl00Þ, where
3.1. ð#1;#2;#3Þ ¼ ð¼;¼;¼Þ;
3.2. ð#1;#2;#3Þ ¼ ð¼;–;–Þ;
3.3. ð#1;#2;#3Þ ¼ ð–;¼;–Þ;
3.4. ð#1;#2;#3Þ ¼ ð–;–;¼Þ;
3.5. ð#1;#2;#3Þ ¼ ð–;–;–Þ.
We consider case 3:1:
3.1.1. The case i ¼ 1. In order to show the triangle inequality, we transform l dist1. Letdiff ðt; l; l0Þ ¼
jpstðt; lÞ  pstðt; l0Þj if t 2 termðlÞ \ termðl0Þ;
n=2 if t 2 termðlÞMtermðl0Þ;
0 if t R termðlÞ [ termðl0Þ;
8<
: :where n ¼ arityðlÞ ¼ arityðl0Þ and XMY denotes the symmetric difference between sets X;Y . Let T 0 ¼ termðlÞ [ termðl0Þ. The dis-
tance l dist1ðl; l0Þ of literals l; l0 such that predðlÞ ¼ predðl0Þ can be computed as follows: l dist1ðl; l0Þ ¼
P
t2T0 diff ðt;l;l
0 Þ
n2 : At ﬁrst, we
show that both deﬁnitions are equivalent.
Subproof.We have
P
t2T 0diff ðt; l; l0Þ ¼
P
t2Tdiff ðt; l; l0Þ þ
P
t2T 00diff ðt; l; l0Þ, where T ¼ termðlÞ \ termðl0Þ and T 00 ¼ T 0 n T. We obtai-
n(a)
P
t2Tdiff ðt; l; l0Þ ¼
P
t2T jpstðt; lÞ  pstðt; l0Þj and (b)
P
t2T 00diff ðt; l; l0Þ ¼
P
t2T 00n=2 ¼ cardðT 00Þ  n=2 ¼ 2ðn cardðTÞÞ  n=2 ¼
nðn cardðTÞÞ: One should also show that cardðT 00Þ ¼ 2ðn cardðTÞÞ. By (a) and (b), we obtain
P
t2T0 diff ðt;l;l
0 Þ
n2 ¼P
t2T jpstðt;lÞpstðt;l
0 Þj
n2 þ 1 cardðTÞn
 
¼ l dist1ðl; l0Þ. h (subproof)Let T ¼ termðlÞ [ termðl0Þ [ termðl00Þ. We have l dist1ðl; l00Þþ
l dist1ðl00; l0Þ ¼
P
t2T diff ðt;l;l
00 Þ
n2 þ
P
t2T diff ðt;l
00 ;l0 Þ
n2 ¼
P
t2T ðdiff ðt;l;l
00 Þþdiff ðt;l00 ;l0 ÞÞ
n2 . It is enough to show that diff ðt; l; l
00Þ þ diff ðt; l00; l0ÞP diff ðt; l; l0Þ
for any t 2 T . The following cases are possible: t#1termðlÞ; t#2termðl0Þ; t#3termðl00Þ, where
3.1.1.1. ð#1;#2;#3Þ ¼ ð2;2;2Þ;
3.1.1.2. ð#1;#2;#3Þ ¼ ð2;2; RÞ;
3.1.1.3. ð#1;#2;#3Þ ¼ ð2; R;2Þ;
3.1.1.4. ð#1;#2;#3Þ ¼ ðR;2;2Þ;
3.1.1.5. ð#1;#2;#3Þ ¼ ð2; R; RÞ;
3.1.1.6. ð#1;#2;#3Þ ¼ ðR;2; RÞ;
3.1.1.7. ð#1;#2;#3Þ ¼ ðR; R;2Þ.
For instance, in case 3:1:1:3, we obtain diff ðt; l; l00Þ þ diff ðt; l00; l0Þ ¼ jpstðt; lÞ  pstðt; l00Þjþ n=2P n=2 ¼ diff ðt; l; l0Þ:
Cases 3.1.1.1–3.1.1.7 imply that l dist1ðl; l0Þ 6 l dist1ðl; l00Þ þ l dist1ðl00; l0Þ for any literals l; l0; l00 satisfying 3.1.
3.1.2. The case i ¼ 2. It can be proved in an analogous way to the ﬁrst case.
3.1.3. The case i ¼ 3. For terms ti 2 termðlÞ; t0i 2 termðl0Þ; t00i 2 termðl00Þ, we have l dist3ðl; l00Þ þ l dist3ðl00; l0Þ ¼Pn
i¼1neqðti ;t
00
i
Þ
n þ
Pn
i¼1neqðt
00
i
;t0
i
Þ
n ¼
Pn
i¼1ðneqðti ;t
00
i
Þþneqðt00
i
;t0
i
ÞÞ
n , where n ¼ arityðl0Þ and l0 ¼ l; l
0
; l00. The following cases are possible:
3.1.3.1. ti ¼ t0i; t0i ¼ t00i ; ti ¼ t00i ;
3.1.3.2. ti ¼ t0i; t0i–t00i ; ti–t00i ;
3.1.3.3. ti–t0i; t
0
i ¼ t00i ; ti–t00i ;
3.1.3.4. ti–t0i; t
0
i–t
00
i ; ti ¼ t00i ;
3.1.3.5. ti–t0i; t
0
i–t
00
i ; ti–t
00
i .
For instance, in case 3:1:3:3, we obtain negðti; t00i Þ þ negðt00i ; t0iÞ ¼ 1þ 0 ¼ 1 ¼ negðti; t0iÞ.
Cases 3.1.3.1–3.1.3.5 imply that l dist3ðl; l0Þ 6 l dist3ðl; l00Þ þ l dist3ðl00; l0Þ for any literals l; l0; l00 satisfying 3.1. h
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