We study the correct solvability of an abstract functional differential equations in Hilbert space, which includes integro-differential equations describing evolution of thermal phenomena, heat transfer in materials with memory or sound propagation in viscoelastic media.
Introduction
We study functional differential and integro-differential equations with unbounded operator coefficients in a Hilbert space. The main part of the equation under consideration is an abstract hyperbolic-type equation, disturbed by terms involving Volterra operators. These equations can be regarded as an abstract form of the Gurtin-Pipkin equation (see [4, 8] for more details), which describes evolution of thermal phenomena, heat transfer in materials with memory or sound propagation in viscoelastic media. It also arises in homogenization problems in porous media (Darcy law). Countless examples about Gurtin-Pipkin type equation are studied in [1] . It is shown that the initial boundary value problems for these equations are well-solvable in Sobolev spaces on the positive half-axis (see, for instance, [9, 10, 11, 12, 13, 18] ).
For a self-adjoint positive operator A considered, we can take, in particular, the operator Au = −µ∆u − (λ + µ)▽(div u) where µ, λ are the Lame coefficients or A = −∆ with different boundary conditions (for more details, see [2, 3] ). Actually, there is an extensive literature on abstract integro-differential equations (see [4, 5, 8, 9, 11, 12, 13, 17, 18] and the references therein).
Vlasov and Rautian in [9] established well-defined solvability of initial boundary value problems in weighted Sobolev space on the positive semi-axis for the case ξ = 1. In the present paper we establish also the well-defined solvability, but for the case ξ ∈ (0, 1). Unlike the works [9, 11, 12] , we study the correct solvability of hiperbolic Volterra equations with kernels depenging on the parameter. In our case, the extreme cases ξ = 1, ξ = 0 are included. The present work is a natural extension of the results [9, 11, 12] .
It is important to mention here that in the paper [13] we provided a theorem about the well-defined solvability for the case ξ ∈ (0, 1) and there we mentionated that the result was the same as in [9, Theorem 1] . In reality the result is more general and different. In the section 3 we provide the details. This paper consists of four sections. Section 1 is a brief introduction to the subject and description of some applications of Gurtin-Pipkin type equation. Section 2 contains definitions of Sobolev space and the formulation of correct solvability theorem. In the section 3 is provided the proof of correct solvability theorem for the case ξ ∈ (0, 1). Comments and obsevations of the results obtained, are given in section 4, as well as the corrections and accuracies of the Theorem 2.2, 2.3 and Lemma 3.1 of paper [13] .
Throughout the paper, the expression a b means a ≤ Cb, C > 0 and a ≈ b means a b a.
Correct Solvability
Let H be a separable Hilbert space and A a self-adjoint positive operator in H with a compact inverse. We associate the domain dom(A β ) of the operator A β , β > 0, with a Hilbert space H β by introducing on dom(A β ) the norm · = A β · , equivalent to the graph norm of the operator A β . Denote by {e j } ∞ j=1 an othonormal basis formed by eigenvectors of A corresponding to its eigenvalues a j such that Ae j = a j e j , j ∈ N. The eigenvalues a j are enumerated in increasing order with their multiplicity, that is, they satisfy: 0 < a 1 ≤ a 2 ≤ · · · ≤ a n · · · ; where a n → ∞ as n → +∞. By W n 2,γ (R + , A n ) we denote the Sobolev space that consists of vector-functions on the semiaxis R + = (0, ∞) with values in H and norm
A complete description of the space W n 2,γ (R + , A n ) and its properties are given in the monograph [17, Chap. I]. Now, on the semi-axis R + = (0, ∞) consider the problem
It is assumed that the vector-valued function A 2−ξ f (t) belongs to L 2,γ 0 (R + , H) for some γ 0 ≥ 0, and the scalar function K(t) admits the representation
where
Note that if the condition (2.4) is satisfied, then K ∈ L 1 (R + ) and K L 1 < 1. Now, if, moreover, we take into consideration the condition In the paper [9, Theorem 1] was shown the existence of strong solution u and the welldefined solvability of system (2.1)−(2.2) for ξ = 1. The result provided below is more general than the result obtained in [9] . But it is important to note that for ξ = 1 we obtain the same result. 
with a constant d that does not depend on the vector-valued function f and the vectors ϕ 0 , ϕ 1 .
2) If condition (2.5) does not hold (that is, K(t) / ∈ W 1 1 (R + )) and ϕ 0 ∈ H 2+ξ , ϕ 1 ∈ H 1+ξ , ξ ∈ (0, 1] then for any γ > γ 0 the problems (2.1) and (2.2) have a unique solution in space W 2 ) and this solution satisfies the estimate
Remark 2.1. We note, moreover, that the solution
Proof of Theorem 2.1
Proof in the case of homogeneous initial conditions ϕ 0 = ϕ 1 = 0. For this purpose, we need to establish well-defined solvability of Cauchy problem for hyperbolic equations on the basis of the Laplace transformation. Before proceeding, is appropriate to mention some well-known facts that will be used later. 
2)
there is one and only one representation of the form (3.2), where f (t) ∈ L 2,γ 0 (R + , H). Moreover, the following inversion formula holds:
3. Forf (ζ) ∈ H 2 (Re ζ > γ, H) and f (t) ∈ L 2,γ 0 (R + , H) connected by the representation (3.2), the following relation holds:
This Theorem is well-known for scalar functions, but can be easily extended to the case of functions with values in a separable Hilbert space (see, for instance, [18] ).
We begin proving the Theorem 2.1 in the homogeneous initial conditions case ϕ 0 = ϕ 1 = 0. We note that the Laplace transformû(ζ) of any strong solution of equation (2.1) with the initial condition (2.2) has the formû
where the operator-valued function L(ζ) is the symbol of equation (2.1) and can be represented as
It is assumed here that there is γ * ≥ 0 such that u(t) ∈ W 2 2,γ * (R + , A 2 ). This condition is necessary to apply the Laplace transform to the equation (2.1).
If we can prove that the vector-valued function of equation (3.5) is such that A 2û (ζ) and ζ 2û (ζ) belong to the Hardy space H 2 (Re ζ > γ, H) for some γ > γ 0 ≥ 0, then by the PaleyWiener theorem, we be able to prove that A 2 u(t) and d 2 u(t)/dt 2 belong to L 2,γ (R + , H) and, therefore we will have shown that
2 ). That is, the solvability of system
2 ) will be established. With this in mind, let us consider the projectionû n (ζ) of the vector-valued functionû(ζ) to the one-dimensional subspace spanned by the vector e n :
wheref n (ζ) = (f (ζ), e n ) and
The restriction of A 2û (ζ) to the one-dimensional space spanned by e n has the form
whereĝ n (ζ) is the n-th coordinate of the vector-valued functionĝ(ζ) = A 2−ξf (ζ). According to the conditions of the Theorem 2.1, the vector-valued function g(t) = A 2−ξ f (t) belongs to the space L 2,γ 0 (R + , H), and therefore, its Laplace transformĝ(ζ) = A 2−ξf (ζ) belongs to Hardy space H 2 (Re ζ > γ 0 , H).
In order to prove that A 2û (ζ) belongs to H 2 (Re ζ > γ, H), it is suffices to establish the estimate
which is uniform with respect to ζ(Re ζ > γ) and n ∈ N. For this purpose, consider the function m n (ζ) =
. Let us estimate m n (ζ) from below by means of its real and imaginary parts:
First, we find a lower bound for |Im m n (ζ)| for |y| > x, where x > γ > γ 1 ≥ 0:
. Hence, for |y| > x with x > γ > γ 1 ≥ 0 we have
Second, we estimate |Re m n (ζ)| from below for |y| < x, where
It follows that
Therefore, for |y| < x, with x > γ > γ 1 ≥ 0, we have
From the estimates (3.10) and (3.11) we obtain 
The Hardy space H 2 (Re ζ > γ, H) is invariant with respect to multiplication of functions of the form
, since they are analytic and bounded in view of (3.12) . Therefore, the inclusion
H). Let us establish the estimate for the norm of vector-valued function
This function can be represented in the form
According to the hypothesis of Theorem 2.1, the vector-valued function
Therefore, by the Paley-Wiener theorem, A 2−ξf (ζ) ∈ H 2 (Re ζ > γ 0 , H) and
By (3.12) and Paley-Wiener theorem, the following relations hold:
. Hence, we obtain the inclusion
is valid. Now let us prove that ζ 2û also belongs to H 2 (Re ζ > γ, H) . Set
Note that for Re ζ > γ we can write
Hence, for Re ζ > γ, we obtain
It is our understanding that
Therefore, the function ζ 2û n (ζ) can be represented in the form
Under the assumptions imposed on the sequences {c k } ∞ k=1 and {γ k } ∞ k=1 , the function Ψ(ζ) is analytic and bounded on the half-plane {ζ : Re ζ > γ}. Indeed,
Since the vector-function
Hence we obtain the following relation 
Therefore,f (ζ) ∈ H 2 (Re ζ > γ, H) and f (t) ∈ L 2,γ (R + , H). Now, taking into account (3.12) and (3.21) we obtain the following estimate:
Therefore ζ 2û n (ζ) ∈ H 2 (Re ζ > γ, C) and
By (3.12) and Paley-Wiener theorem we have: + 2d 1 . Hence, we obtain the inclusion
is valid. Accordingly, combining the estimates (3.16) and (3.23), we come to the desired inequality
with a constant d independent of f . Implying that the equation (2.1) has a solution u(t), which belongs to space W 2 2,γ (R + , A 2 ) and the estimate (3.24) holds. Now, let us prove that the solution u(t) the initial conditions u(+0) = 0 and u (1) (+0) = 0. Indeed, for any η > γ and η k > 0, we have
Therefore, for any η > 0 there is a sequence {η k } ∞ k=1 such that lim k→∞ η k = +∞ and
Now it remains to use the Cauchy inequality. The above reasoning shows that u(t) ∈ L 2,γ (R + , H), and therefore,û(ζ) ∈ H 2 (Re ζ > γ, H) andû n (ζ) ∈ H 2 (Re ζ > γ, C). Moreover, let us prove that ζû n (ζ) ∈ H 2 (Re ζ > γ, C). Indeed,
. By the Paley-Wiener theorem, we obtain
The functionsû n (+0) andû (1) n (+0) are analytics on the right half-plane Re ζ > γ ≥ 0, and therefore, by the Cauchy theorem, for any η > γ, we have
According to Remark 3.2, we have
. Therefore, for η > γ, we find that
It follows that for η → +∞, u(+0) = 0 and u (1) (+0) = 0. Finally, let us prove that the solution u(t) satisfies the equation (2.1). By Paley-Wiener theorem, we have
Hence, we get
From (3.25)-(3.27), it follows that u(t) satisfies the equation (2.1). Let us turn to the proof of Theorem 2.1 in the case of nonhomogeneous initial conditions.
In the system (2.1)-(2.2), set
Then for the function ω(t) we obtain the system
where f 1 (t) = f (t) − h(t) and
Let us prove that the vector-valued function f 1 (t) satisfies the conditions of Theorem 2.1 with homogeneous initial conditions. Indeed,
Let us estimate the norm A 2−ξ h(t) L 2,γ (R + ,H) . 1. Suppose that the condition (2.5) holds. The direct integration shows that
In what follows, we need the following argument.
Remark 3.3. The following inequality holds
Indeed, note that for any vector v ∈ H, v H = 1, the following relations are valid:
where v n = (v, e n ). This implies (3.32), since operator A is self-adjoint and γ k is positive. Now, using (3.28), (3.30), (3.31), the inequalities cos(At) ≤ 1, sin(At) ≤ 1 and the above remark, we obtain the following result:
Thus, from (3.24) and the last estimate, we get
This mean that ϕ 0 ∈ dom(A 2 ) = H 2 and ϕ 1 ∈ dom(A) = H 1 . Hence, from (3.33) and obtained above it follows that
with a constant d that does not depend on the vector-valued function f and the vectors ϕ 0 , ϕ 1 . 
Therefore, for all ξ ∈ [0, 1] we have
Consequently, the second estimate of Theorem 2.1 is calculated:
Comments and observations
Let us mention some results closely related to those obtained in the present paper. In [10, 11] well-defined solvability is studied for problems of the form (2.6) and (2.7) under the hypothesis that the kernel K(t) is of class W 1 1 (R + ). In [9] and in the presente paper was included the case when K(t) / ∈ W 1 1 (R + ) (see the second estimate of Theorem 2.1). The proof in [10, 11] about the existence theorem essentially utilizes the decay to the Laplace transform K(ζ), but does not involve the assumption that the function K(t) can be represented as an exponential series of the form (2.3) (case that was considered in [9] and in the present work). It is noteworthy here that the correct solvability of hyperbolic Volterra equations considered here is a general and natural extension of what was presented in [9] .
Hereinafter, we provide some corrections and accuracies of paper [13] .
Lemma 4.1. Consider the function
Then the zeroes of the function ℓ n,N form a set of real zeroes {µ n,k } N k=1 , such that
where x n,k are real zeroes of the function f n,N (ζ) together with a pair of complex-conjugate zeroes µ ± n , µ + n = µ − n , which admit the asymptotic representation for all ξ ∈ (0, 1) and a n → ∞
In [13] was assumed the following condition holds:
Theorem 4.1. Suppose that conditions (2.5) and (4.6) are satisfied. Then the zeros of the meromorphic function ℓ n (ζ) form a countable set of real zeroes {µ n,k } ∞ k=1 , which satisfy
together with a pair of complex-conjugate zeroes µ c j + O 1 a n ± i (a n + O (1)) , ξ = together with a pair of complex-conjugate zeroes λ ± n , λ + n = λ − n which admit the asymptotic representations when a n → ∞: Under the conditions of Theorem 4.2 , the spectrum σ(L) of the operator-valued function L(ζ) coincides with the set of zeroes {λ n,k } ∞,∞ n,k=1 and {λ
