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Abstract
We consider the semilinear elliptic equation −Lu = f(u) in a general smooth bounded
domain Ω ⊂ Rn with zero Dirichlet boundary condition, where L is a uniformly elliptic
operator and f is a C2 positive, nondecreasing and convex function in [0,∞) such that
f(t)
t
→ ∞ as t → ∞. We prove that if u is a positive semistable solution then for every
0 ≤ β < 1 we have
f(u)
∫ u
0
f(t)f ′′(t) e2β
∫
t
0
√
f′′(s)
f(s) ds dt ∈ L1(Ω),
by a constant independent of u. As we shall see, a large number of results in the litera-
ture concerning a priori bounds are immediate consequences of this estimate. In partic-
ular, among other results, we establish a priori L∞ bound in dimensions n ≤ 9, under
the extra assumption that lim supt→∞
f(t)f ′′(t)
f ′(t)2 <
2
9−2
√
14
∼= 1.318. Also, we establish a
priori L∞ bound when n ≤ 5 under the very weak assumption that, for some ǫ > 0,
lim inft→∞
(tf(t))2−ǫ
f ′(t) > 0 or lim inft→∞
t2f(t)f ′′(t)
f ′(t)
3
2
+ǫ
> 0.
Key words: Regularity of stable solutions; Semilinear elliptic equations; Nonlinear
eigenvalue problem.
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1. Introduction
This article is devoted to the study of positive semistable solutions of the following
boundary value problem {
Lu+ f(u) = 0 x ∈ Ω,
u = 0 x ∈ ∂Ω, (1.1)
where Ω ⊂ Rn (n ≥ 2) is a smooth bounded domain, f ∈ C2 and Lu := ∂i(aij(x)uj) is
uniformly elliptic, namely (aij(x)) is a symmetric n× n matrix with bounded measurable
coefficients, i.e., aij = aji ∈ L∞(Ω), for which there exist constants c0 and C0 such that
c0|ξ|2 ≤ aij(x)ξiξj ≤ C0|ξ|2, for all ξ ∈ Rn, x ∈ Ω. (1.2)
Email address: aghajani@iust.ac.ir (A. AGHAJANI)
September 6, 2018
By the semistability of a solution u (see [6]), we mean that the lowest Dirichlet eigenvalue
of the linearized operator at u is nonnegative. That is,∫
Ω
f ′(u)η2dx ≤
∫
Ω
aij(x)ηiηjdx, for all η ∈ H10 (Ω). (1.3)
Replacing f with λf (λ ≥ 0), where f satisfies the assumption
f(0) > 0, f ′ ≥ 0 and lim
s→∞
f(s)
s
=∞, (1.4)
then it is well known ([6, 7, 9]) that there exists a finite positive extremal parameter λ∗
such that semistable solutions exist for λ ∈ (0, λ∗).
The problem of finding a priori bounds for solutions of (1.1) under the assumption (1.4)
has been studied extensively in the literature [2-12, 15, 16] and it is shown that it depends
strongly on the dimension n and nonlinearity f . In the case where L = ∆ and f is convex,
Nedev in [12] obtained the L∞ bound for n = 2, 3 (which also holds for general L). When
2 ≤ n ≤ 4 and L = ∆, the best known result was established by Cabre´ [2] who showed
that the L∞ bound holds for arbitrary nonlinearity f if in addition Ω is convex. Applying
the main estimate used in the proof of the results of [2], Villegas [15] got the same result
replacing the condition that Ω is convex with f is convex. However, it is still an open
problem to establish an L∞ estimate in dimensions 5 ≤ n ≤ 9, even in the case of convex
domains Ω and convex nonlinearities satisfying (1.4).
By imposing extra assumptions on the nonlinearity f much more is known, see [6]. Let f
is convex and define
τ− := lim inf
t→∞
f(t)f ′′(t)
f ′(t)2
≤ τ+ := lim sup
t→∞
f(t)f ′′(t)
f ′(t)2
. (1.5)
Crandall and Rabinowitz [7] proved an a priori L∞ bound for semistable solutions when
0 < τ− ≤ τ+ < 2 + τ− + √τ− and n < 4 + 2τ− + 4√τ−. This result was improved by
Ye and Zhou in [16] and Sancho´n in [10] establishing that u ∈ L∞ when τ− > 0 and
n < 6 + 4
√
τ− (note that 0 ≤ τ− ≤ 1 always hold by the assumptions on f). Moreover
if 0 < τ− ≤ τ+ < 1 then using an iteration argument in [7] one can show that u ∈ L∞
whenever n < 2+ 4
τ+
(1+
√
τ−). In [10] Sancho´n proved that u ∈ L∞ whenever τ− = τ+ ≥ 0
and n ≤ 9. As we have seen all the above results and others results in the literature
considering τ− and τ+ assume τ− > 0. However, recently Cabre´, Sancho´n and Spruck [6]
proved interesting results without assuming τ− > 0 and any lower bound on f ′ nor any
bound on f ′′. They considered in [6] convex nonlinearities f ∈ C2 satisfying (1.4) and one
of the following conditions:
For every ǫ > 0 there exist Tǫ and Cǫ such that
f ′(t) ≤ Cǫf(t)1+ǫ for all t > Tǫ, (1.6)
or,
there exist ǫ > 0, Tǫ and Cǫ such that
f ′(t) ≤ Cǫf(t)1−ǫ for all t > Tǫ. (1.7)
They showed in [6] that, under condition (1.6) u ∈ L∞ when n ≤ 5, and for n ≥ 6,
u ∈W 1,p0 (Ω) for all p < nn−5 . In particular, if n ≤ 9 then u ∈ H10 (Ω).
Also, under condition (1.7) they showed that u ∈ L∞ when n < 6+ 4ǫ1−ǫ , and if n ≥ 6+ 4ǫ1−ǫ
then u ∈W 1,p0 (Ω) for all p < (1−ǫ)n(1−ǫ)n−5+3ǫ . In particular, if n ≤ 10 + 4ǫ1−ǫ then u ∈ H10 (Ω).
As a corollary they proved the following results
if τ+ < 1 and n < 2 +
4
τ+
then u ∈ L∞ (1.8)
2
and
if τ+ = 1 and n < 6 then u ∈ L∞. (1.9)
Note that in both the above results (also in the rest of this paper), u ∈ Lp(Ω) or
u ∈W 1,p(Ω) mean that u is bounded in Lp(Ω) or W 1,p(Ω) by a constant indepen-
dent of u. Also, throughout the paper C is a generic constant independent of u, which
may take different values in different places.
In this paper, we improve most of the above results by proving the following main re-
sults using the semistability inequality (1.3) and a standard regularity result for uniformly
elliptic equations.
Theorem 1.1. Let f ∈ C2 be convex and satisfy (1.4). Let u be a positive semistable
solution of problem (1.1). Then for every 0 ≤ β < 1 we have
Hf,β(u) := f(u)
∫ u
0
f(t)f ′′(t) e2β
∫
t
0
√
f′′(s)
f(s)
ds
dt ∈ L1(Ω). (1.10)
Theorem 1.2. Let u ∈ H10 (Ω) be a nonegative weak solution of problem (1.1) with f
satisfies (1.4). If there exists a positive constant C independent of u such that
||u||L1(Ω) ≤ C and ||
f˜(u)α
uσ
||L1(Ω) ≤ C, for some 0 ≤ σ ≤ α, (1.11)
where f˜(u) = f(u)− f(0) and α ≥ 1, then
||u||L∞(Ω) ≤ C for n < 2α. (1.12)
Also, if n > 2α and 0 ≤ n−2
n
σ < α− 1 then we have
||u||Lr(Ω) ≤ C for all r <
(α− σ)n
n− 2α , (1.13)
||f(u)||Lr(Ω) ≤ C for all r <
(α− σ)n
n− 2σ , (1.14)
||u||W 1,r0 (Ω) ≤ C for all r <
(α− σ)n
n− α− σ . (1.15)
In particular, if α < 2 + σ then
||u||H10 (Ω) ≤ C for n <
2(α+ σ)
2 + σ − α. (1.16)
Notice that, in Theorem 1.2, if α ≥ 2 + σ then obviously we have ||u||H10 (Ω) ≤ C.
Indeed, we then have f˜(u)
α
uσ
≥ f˜(u)2 f˜(u)σ
uσ
gives ||f˜(u)2||L1(Ω) ≤ C (by (1.11) and the
superlinearity of f , i.e., lims→∞
f(s)
s
= ∞), and as we shall see later this immediately
gives ||u||H10 (Ω) ≤ C.
To see how the above results work and compare them with previous ones, first as an
example take f(t) = et. Then from the estimate (1.10) we get
(2 + 2β)Hf,β(u) = e
(3+2β)u − eu = f(u)3+2β − f(u) ∈ L1(Ω) for every 0 ≤ β < 1,
that also implies f(u)3+2β ∈ L1(Ω) for every 0 ≤ β < 1. Now (1.12) simply gives u ∈
L∞(Ω) when n < 10.
As an another example take f(t) = (1 + t)p, p > 1. Then (1.10) easily gives
f(u)
3− 1
p
+2β
√
p−1
p ∈ L1(Ω) for every 0 ≤ β < 1.
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Now, letting γ := 3 − 1
p
+ 2β
√
p−1
p
, then from the definition of f it is easy to see that
f˜(u)α
uα
≤ fγ(u) ∈ L1(Ω) where α := p
p−1γ. Hence from (1.12) we get u ∈ L∞(Ω) for
n < 2α, and since β < 1 is arbitrary we get
u ∈ L∞(Ω) for n < 2(1 + 2p
p− 1 + 2
√
p
p− 1).
The above results are the same as results obtained by Crandall and Rabinuwitz [7].
Note that by the assumptions of Theorem 1.1, from (1.10) it is easy to see that
Hf,β(u) ≥ Cf(u)f ′(u), that gives f(u)f ′(u) ∈ L1(Ω). This together with the fact that
f ′(u) ≥ f˜(u)
u
(comes from the convexity of f) give f˜(u)
2
u
∈ L1(Ω). Hence, from Theorem
1.2 with α = 2 and σ = 1 we get
||u||L∞(Ω) ≤ C for n < 4 (1.17)
and
||u||H10 (Ω) ≤ C for n < 6. (1.18)
The above results are the main results of G. Nedev in [12].
Now suppose that τ− > 0. Then for τ < τ− there exists Tτ such that f(t)f ′′(t) ≥
τf ′(t)2 for t ≥ Tτ , that also gives f
′′(t)
f(t) ≥ τ f
′(t)2
f(t)2 for t ≥ Tτ . Then using Ho¨lder’s
inequality, for r > 0 sufficiently large we have
Hf,β(r) ≥ Cτf(r)
∫ r
0
f ′(t)2 e2β
√
τ
∫
t
0
f′(s)
f(s)
ds
dt
≥ Cf(r)
∫ r
0
f ′(t)2f(t)2β
√
τdt ≥ Cf(r) (
∫ r
0 f
′(t)f(t)β
√
τdt)2
r
≥ C f(r)
δ
r
,
where δ := 3+2β
√
τ and C is a constant independent of u and depends on τ and β. Now,
since 0 ≤ β < 1 and τ < τ− were arbitrary then from Theorem 1.2 we get
u ∈ L∞(Ω) for n < 6 + 4√τ−. (1.19)
In particular, if τ− < 916 then u ∈ L∞(Ω) when n ≤ 9. Also, if n > 6 + 4
√
τ− then from
(1.15) we get
||u||W 1,r0 (Ω) ≤ C for all r <
2(1 +
√
τ−)n
n− 4− 2√τ− . (1.20)
The above results are the same as those obtained in [10, 16] when L = ∆.
Notice that, to get the above estimates (1.19-20) we assumed that f ∈ C2 satisfies τ− > 0.
However, when we know only f ∈ C1 then we have the following alternative.
Proposition 1.1. Let f ∈ C1 satisfy (1.4) and there exist s0 > 0 such that f1−δ is convex
in [s0,∞) for some 0 < δ < 1. If u is a semistable solution of problem (1.1) then
u ∈ L∞(Ω) for n < 6 + 4
√
δ, (1.21)
and
||u||
W
1,r
0 (Ω)
≤ C for all r < 2(1 +
√
δ)n
n− 4− 2
√
δ
. (1.22)
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Note that if we assume that f ∈ C2 then it is easy to see that τ− > 0 implies that for
every 0 < ǫ < 1, f1−τ−+ǫ is convex in [sǫ,∞) for some sǫ > 0. Hence, the above result
gives u ∈ L∞(Ω) for n < 6+4√τ− − ǫ, and since 0 < ǫ < 1 is arbitrary we get u ∈ L∞(Ω)
for n < 6 + 4
√
τ−.
Now consider the case τ+ < ∞ (we don’t assume that τ− > 0). Then the following
corollary improves the results (1.8) and (1.9).
Proposition 1.2. Let f ∈ C2 be convex and satisfy (1.4), and u be a positive semistable
solution of problem (1.1). The following assertions hold:
(a) If τ+ = 0 then u ∈ L∞(Ω) for every n ∈ N.
(b) If τ+ <
2
9−2
√
14
∼= 1.318 and n < 10 then u ∈ L∞(Ω).
(c) If 0 < τ+ <∞ and n < max{2 + 4τ+ + 4√τ+ , 4 + 2τ+ + 4√τ+ } then u ∈ L∞(Ω).
(d) If n > 4 + 2
τ+
+ 4√
τ+
then
||u||
W
1,r
0 (Ω)
≤ C for all r < n
n− 3− 2
τ+
− 4√
τ+
. (1.23)
In particular, if τ+ 6= ∞ then u ∈ H10 (Ω) for n < 7, and if τ+ < 411−4√7 ∼= 9.592 then
u ∈ H10 (Ω) for n < 10.
Note that here we do not assume that τ+ ≤ 1 as in [6]. Also part (b) improve (1.9)
from n < 6 to n < 10 even under the weaker assumption that τ+ <
2
9−2
√
14
, instead of
τ+ ≤ 1. Indeed from part (c) we see that to get the regularity up to dimension n < 6 we
need τ+ < 10 + 4
√
6 ≃ 19.79. Moreover, part (c) improve (1.8) even in the case τ+ ≤ 1.
Furthermore, as we have mentioned before, using previous results in the literature and an
iteration argument in [7] one can show that if 0 < τ− ≤ τ+ < 1 then u ∈ L∞ whenever
n < 2+ 4
τ+
(1+
√
τ−). However, we have 2+ 4τ+ (1+
√
τ−) ≤ 2+ 4τ+ + 4√τ+ , hence part (c) of
Proposition 1.2 also improve this result, without having the extra condition that τ− > 0.
Also notice that from the above proposition we infer that if τ+ = τ− then u ∈ L∞(Ω) for
n ≤ 9 since in this case we must have τ+ ≤ 1 (as τ− ≤ 1 always holds), hence from part
(c) we get u ∈ L∞(Ω) for n ≤ 9.
If we know 0 < τ− ≤ τ+ <∞ then we get better results.
Corollary 1.3. Let f ∈ C2 be convex and satisfy (1.4), and u be a positive semistable
solution of problem (1.1). If 0 < τ− ≤ τ+ < ∞, then, in addition to conclusions of
Proposition 1.2 and estimates (1.19− 20) we also have
u ∈ L∞(Ω), for n < 6 + 4√
τ+
. (1.24)
In particular, if τ+ <
16
9 then u ∈ L∞(Ω) for n ≤ 9.
Notice that, the above results and those in the literature including the assumption
τ− > 0, give the uniform L∞(Ω) bound for semistable solutions at least up to dimension
6. However, in the case when τ− = 0, we can use the following consequence of Theorems
1.1 and 1.2 that gives the uniform L∞(Ω) bound up to dimension 5 under a very weak
condition.
Corollary 1.4. Let f ∈ C2 be convex and satisfy (1.4). Assume in addition that, for
some 0 ≤ γ ≤ 2 and ǫ > 0 such that ǫ− γ > 12 we have
lim inf
t→∞
t2−γf(t)1+γf ′′(t)
f ′(t)1+ǫ
> 0. (1.25)
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Then if u is a positive semistable solution of problem (1.1), we have ||u||L∞(Ω) ≤ C for
n ≤ 5.
In particular, taking γ = 0 in (1.25), we see that if for some ǫ > 12 we have
lim inf
t→∞
t2f(t)f ′′(t)
f ′(t)1+ǫ
> 0,
then ||u||L∞(Ω) ≤ C for n ≤ 5.
The following preposition improves the main results of [6] that were based on assump-
tions (1.6) and (1.7).
Proposition 1.3. Let f ∈ C2 be convex and satisfy (1.4). Assume in addition that, for
some 0 ≤ γ <∞ and 0 ≤ δ ≤ γ there exist T := Tγ,δ and C := Cγ,δ such that
f ′(t) ≤ Ctδf(t)γ for all t > T. (1.26)
Then if u is a positive semistable solution of problem (1.1), we have
f ′(u) ∈ L1+ 2γ+δ (Ω) and f˜(u)
2+ 1
γ
u1+
1+δ
γ
∈ L1(Ω). (1.27)
As a consequence
u ∈ L∞(Ω) for n < max{4 + 2
γ
, 2 +
4
γ + δ
}. (1.28)
In particular we have:
(i) If γ <∞ then u ∈ L∞(Ω) for n ≤ 4, and if γ < 2 then u ∈ L∞(Ω) for n ≤ 5 .
(ii) If n > 4 + 2
γ
and (n− 2)δ < 2(γ + 1) then
u ∈ Lp(Ω) for p <
(1− δ
γ
)n
n− 4− 2
γ
, f(u) ∈ Lp(Ω) for p <
(1− δ
γ
)n
n− 2− 2(1+δ)
γ
and
u ∈ W 1,p0 (Ω) for p <
(1− δ
γ
)n
n− 3− 2+δ
γ
,
u ∈ H10 (Ω) for n <
6γ + 2δ + 4
γ + δ
.
In particular if 3γ + 7δ < 4 then u ∈ H10 (Ω) for n ≤ 9.
Note that, taking δ = 0 and γ = 1+ ǫ for some (ǫ > 0) in (1.26), then we have a weaker
condition than (1.6), that we need (1.6) holds only for some ǫ ∈ (0, 1) (not for every ǫ > 0
as in [6]), but we get the regularity up to dimension n ≤ 5. Also, from the last assertion
of the above corollary we see that, if 0 < ǫ < 13 then u ∈ H10 (Ω) for n ≤ 9. Note that, by
the above corollary, to get the regularity up to dimension n ≤ 5 we need only to have, for
some ǫ > 0, there exists a T = Tǫ such that
f ′(t) ≤ C(tf(t))2−ǫ for t ≥ T.
Also, taking δ = 0 and γ = 1 − ǫ for some (0 < ǫ < 1) in (1.26), we have the condition
(1.7). Then from (1.27-28) we get f ′(u) ∈ L 3−ǫ1−ǫ (Ω) and
u ∈ L∞(Ω) for n < 2 + 4
1− ǫ = 6 +
4ǫ
1− ǫ .
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Moreover, u ∈ H10 (Ω) for n ≤ 10 + 4ǫ1−ǫ .
For example take a convex nonlinearity f such that f(t) = t ln t for t large. It is easy
to see that f satisfies (1.7) for every 0 ≤ ǫ < 1, hence from (1.28) we have u ∈ L∞(Ω) in
every dimension n.
Remark 1.5. As we have mentioned before, in dimension n = 4, Cabre´ [2] and Villegas
[15] showed the uniform L∞ bound for arbitrary nonlinearity f if Ω is convex, or arbitrary
domain Ω if f is convex. For the proof, they used a geometric Sobolev inequality on general
hypersurface of Rn to bound the L∞(Ω) norm of every positive semistable solution u by
the W 1,4 norm of u on the set {u < t} where t can be chosen arbitrarily. However, the
above proposition shows that we can get the same result in dimension n = 4 and arbitrary
smooth bounded domain Ω, with a more simple proof using the semistability inequality,
under the very weak extra condition that for some γ < ∞ (arbitrarily large) we have
lim supt→∞
f ′(t)
f(t)γ <∞.
Brezis and Va´zquez in [1] showed that under the extra condition that lim inft→∞
tf ′(t)
f(t) >
1 or equivalently
tf ′(t)− f(t) ≥ ǫf(t), t > Tǫ, (1.29)
for some ǫ > 0, then we have u ∈ H10 (Ω). In [6], (1.10) is replaced with the following
weaker condition that, for some ǫ > 0
tf ′(t)− f(t) ≥ ǫt, t > Tǫ. (1.30)
In the following we give a weaker sufficient condition on f than (1.30) to guarantee u ∈
H10 (Ω).
Proposition 1.4. Let f ∈ C2 be convex and satisfy (1.4). Assume in addition that one
of the following assertions hold:
(i) For some ǫ > 0 there exists T = Tǫ > 0 such that
f ′(t)f
(
t− f(t)
f ′(t)
)
≥ ǫt, t > T. (1.31)
(ii) For some 0 < γ < 2 there exist C = Cγ and T = Tγ such that
f ′′(t)
f(t)
≥ C
t2(ln t)γ
, t > T. (1.32)
Then if u is a positive semistable solution of problem (1.1), we have ||u||H10 (Ω) ≤ C in
every dimension n ≥ 2.
Notice that from the superlinearity of f , i.e., limt→∞
f(t)
t
= ∞, it is obvious (1.31)
is weaker than (1.30). Indeed, the left hand side of (1.31) is equal to f(h)
h
(tf ′(t) − f(t))
where h(t) := tf
′(t)−f(t)
f ′(t) → ∞ as t → ∞ (use L’Hospital’s rule). As an example take a
nonlinearity f such that f(t) = t(ln t)a for large t, where 0 < a < 1. Then we have
tf ′(t)− f(t) = at
(ln t)1−a
,
so (1.29) or (1.30) do not hold, hence we can not apply the previous results in [1, 6].
However, we have, for t large, f ′(t) = (ln t)a + a(ln t)a−1, hence
f ′(t)f
(
t− f(t)
f ′(t)
) ∼= at(ln t)4a−1.
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Thus (1.31) is satisfied if 14 ≤ a < 1, and by part (i) of the above proposition we have
||u||H10 (Ω) ≤ C for every domain Ω and dimension n. However, in this case we see that
(1.32) is better than (1.31). Indeed, for t sufficiently large we have
f ′′(t)
f(t)
∼= a
t2(ln t)1−2a
,
thus (1.32) is satisfied for every 0 < a < 1. Hence, by part (ii) of the above proposition we
have ||u||H10 (Ω) ≤ C for every domain Ω and dimension n. Note that, we applied Propo-
sition 1.4 to this example only to compare our results with previous ones, while applying
Proposition 1.3 directly gives u ∈ L∞(Ω), implies ||u||H10 (Ω) ≤ C in every dimension n.
Indeed, here we have, for every γ > 0, f ′(t) < Cf(t)γ for t large.
2. Preliminary estimates
The following standard regularity result is taken from [6], for the proof see Theorem 3
of [13] and Theorems 4.1 and 4.3 of [14], also see the explanation after Proposition 2.1 of
[6].
Proposition 2.1. Let aij = aji, 1 ≤ i, j ≤ n be measurable functions on a bounded
domain Ω. Assume that there exist positive constants c0, C0 such that (1.2) holds. Let
u ∈ H10 (Ω) be a weak solution of{
Lu+ c(x)u = g(x) x ∈ Ω,
u = 0 x ∈ ∂Ω, (2.1)
with c, g ∈ Lp(Ω) for some p ≥ 1.
Then there exists a positive constant C independent of u such that the following assertions
hold:
(i) If p > n2 then ||u||L∞(Ω) ≤ C(|u||L1(Ω) + |g||Lp(Ω)).
(ii) Assume c ≡ 0. If 1 ≤ p < n2 then ||u||Lr(Ω) ≤ C|g||Lp(Ω) for every 1 ≤ r < npn−2p .
Moreover, ||||W 1,r0 (Ω) ≤ C for every 1 ≤ r <
np
n−p .
The following lemma is crucial for the proof of the main results.
Lemma 2.1. Let f ∈ C1 (not necessarily convex) satisfy (1.4) and g : [0,∞]→ [0,∞] be
a C1 function with g(0) = 0 and satisfy
H(s) := g(s)2f ′(s)−G(s)f(s) ≥ 0, for s sufficiently large, (2.2)
where G(s) :=
∫ s
0 g
′(t)2dt. Then if u is a positive semistable solution of problem (1.1), we
have H(u) ∈ L1(Ω).
In particular if
lim sup
s→∞
G(s)f(s)
g(s)2f ′(s)
< 1, (2.3)
then
g2(u)f ′(u) ∈ L1(Ω). (2.4)
Proof. Let u be a positive semistable solution of (1.1). Take η = g(u) as a test function
in the semistability inequality (1.3). Then we get∫
Ω
aijg′(u)2uiujdx−
∫
Ω
f ′(uλ)g(u)2dx ≥ 0. (2.5)
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Now, by using the integration by part formula, we compute∫
Ω
aijg′(u)2uiujdx =
∫
Ω
aijujG(u)idx = −
∫
Ω
∂i(a
ijuj)G(u)dx =
∫
Ω
G(u)f(u)dx. (2.6)
Using (2.6) in (2.5) we obtain ∫
Ω
H(u)dx ≤ 0. (2.7)
Now from (2.2) there is an M0 > 0 such that H(s) ≥ 0 for s ≥M0, and hence using (2.7)
we get∫
Ω
|H(u)|dx =
∫
u≤M0
|H(u)|dx+
∫
u≥M0
H(u)dx ≤
∫
u≤M0
(|H(u)| −H(u))dx ≤ C0|Ω|,
where |Ω| denotes the Lebesgue measure of Ω and C0 := sups∈[0,M0](|H(s)| −H(s)), and
since C0 is independent of u we get H(u) ∈ L1(Ω) that proves the first part.
Now suppose that (2.3) holds and take δ > 0 such that lim sups→∞
G(s)f(s)
g(s)2f ′(s) < δ < 1.
Then there exists an M1 > 0 so that
H(s) = (1 − G(s)f(s)
g(s)f ′(s)
)f ′(s)g(s)2 > (1− δ)f ′(s)g(s)2, for s ≥M1. (2.8)
From (2.8) we obtain
0 ≥
∫
Ω
H(u)dx =
∫
u<M1
H(u)dx+
∫
u≥M1
H(u)dx ≥ C1|Ω|+ (1− δ)
∫
u≥M1
f ′(u)g(u)2dx,
where C1 := inf [0,M1]H(s) is independent of u. Consequently, we have∫
Ω
f ′(u)g(u)2dx ≤ C˜ :=
( C1
δ − 1 + sup[0,M1]
f ′(s)g(s)2
)
|Ω|,
with C˜ independent of u, yields g(u)2f ′(u) ∈ L1(Ω) that proves (2.4).
The following lemma will be used for the proof of Proposition 1.1.
Lemma 2.2. Let g : [0,∞]→ [0,∞] be a C1 function with g(t) > 0 for t > 0 and there ex-
ist s0 positive such that g
γ is convex in [s0,∞) for some γ ∈ (0, 1]. If lim sups→∞ f(s)g(s)2f ′(s) =
0, then
lim sup
s→∞
G(s)f(s)
g(s)2f ′(s)
≤ 1
2− γ lim sups→∞
g′(s)f(s)
g(s)f ′(s)
. (2.9)
Proof. Take C :=
∫ s0
0
g′(t)2dt. By the assumption gγ is convex so g′gγ−1 is an increasing
function in [s0,∞), thus for t > t0 we can write
G(s) =
∫ s
0
g′(t)2dt = C +
∫ s
s0
[g′(t)gγ−1(t)] g′(t)g1−γ(t)dt
≤ C + g′(s)gγ−1(s)
∫ s
s0
g′(t)g1−γ(t)dt = C +
g′(s)gγ−1(s)
2− γ [g(s)
2−γ − g(s0)2−γ ]
≤ C + 1
2− γ g(s)g
′(s),
that easily implies (2.9).
9
3. Proof of the main results
Proof of Theorem 1.1
Let g and H be as in Lemma 2.1. We write
H(s) = g(s)2f ′(s)−G(s)f(s) = f(s)
(
g(s)2
f ′(s)
f(s)
−G(s)
)
:= f(s)H1(s).
Then from the definition of H1(s) we have
H1(s) =
∫ s
0
H ′1(t)dt+H1(0) =
∫ s
0
(
g(t)2
f ′(t)
f(t)
−G(t)
)′
dt+H1(0)
=
∫ s
0
(
g(t)2f ′′(t)
f(t)
− f(t)2
(
(
g(t)
f(t)
)′
)2)
dt+H1(0). (3.1)
Now take a 0 ≤ β < 1 and let g(s) be a C1 function with g(0) = 0 and for some s0 > 0,
g(s) = f(s)e
β
∫
s
0
√
f′′(t)
f(t)
dt
for s > s0. Then from (3.1) we get
H1(s) = C + (1− β2)
∫ s
s0
f(t)f ′′(t)e2β
∫
s
0
√
f′′(t)
f(t)
dt
, (3.2)
and since∫ s
s0
f(t)f ′′(t)e2β
∫
s
0
√
f′′(t)
f(t)
dt ≥
∫ s
s0
f ′′(t)dt = f ′(s)− f ′(s0)→∞ as s→∞,
from (3.2) we get
H1(s) ≥ C
∫ s
0
f(t)f ′′(t)e2β
∫
s
0
√
f′′(t)
f(t)
dt
, for s sufficiently large, (3.3)
where C is a positive constant depends only on f and β. Using (3.3) and the fact that
H(u) = f(u)H1(u) ∈ L1(Ω) (by Lemma 2.1) we get
f(u)
∫ u
0
f(t)f ′′(t)e2β
∫
s
0
√
f′′(t)
f(t) dt ∈ L1(Ω),
which is the desired result.
Remark 3.1. The following simple implication will help to simplify the proof of Theorem
1.2.
if f1 ∈ L1(Ω), and f q2 ∈ L1(Ω), then (f1f2)
q
q+1 ∈ L1(Ω), (q > 0). (3.4)
Indeed, from the assumptions we have f
q
1+q
1 ∈ L
1+q
q and f
q
1+q
2 ∈ L1+q, now the Ho¨lder
inequality gives the implication.
Proof of Theorem 1.2
By the assumption we have f˜(u)
α
uσ
∈ L1(Ω) for some 0 ≤ σ ≤ α (α ≥ 1), hence we have
∫
Ω
f˜(u)α
uα
dx =
∫
u≤1
f˜(u)α
uα
dx+
∫
u>1
f˜(u)α
uσ
uσ−αdx ≤M |Ω|+
∫
u>1
f˜(u)α
uσ
dx
≤M |Ω|+ || f˜(u)
α
uσ
||L1(Ω), where M := sup
0<t<1
f˜(t)α
tα
.
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Hence, we get f˜(u)
α
uα
∈ L1(Ω) or equivalently f˜(u)
u
∈ Lα(Ω). Now similar to the proof of
Corollary 2.2 in [6] we rewrite problem (1.1) as Lu + c(x)u = −f(0) where c(x) = f˜(u)
u
,
hence Proposition 2.1, part (i), gives (1.12).
Now assume that n > 2α ≥ 2 and 0 ≤ n−2
n
σ < α − 1. From the fact that f(u) ∈ L1(Ω),
and by the elliptic regularity theory (see Proposition 2.1 (ii)) we get
u ∈ Lq for any q < q1 := n
n− 2 . (3.5)
From (3.5) we have (uσ)q ∈ L1 for every q < q1
σ
, then using (1.11) and Remark 3.1 we get
f
αq
1+q (u) =
(f(u)α
uσ
uσ
) q
1+q ∈ L1(Ω), for any q < q1
σ
,
which implies that f(u) ∈ Lp(Ω) for every 1 ≤ p < αq1
σ+q1
. Note that αq1
σ+q1
> 1 since it is
equivalent to n−2
n
σ < α − 1. Also we have αq1
σ+q1
< α < n2 . Again the elliptic estimates
gives
u ∈ Lq for every q < q2 := αnq1
(σ + q1)n− 2αq1 , (3.6)
and by Remark 3.1 and similar as above we get f(u) ∈ Lp for every 1 ≤ p < αq2
σ+q2
. Using
a bootstrap procedure we can prove that u ∈ Lq for every 1 ≤ q < qm and f(u) ∈ Lp for
every 1 ≤ p < αqm
σ+qm
( m = 1, 2, ...,) where
qm :=
αnqm−1
(σ + qm−1)n− 2αqm−1 . (3.7)
Now it is easy to see that qm is a bounded increasing sequence with the limit q∞ given by
q∞ =
(α− σ)n
n− 2α , (3.8)
that proves (1.13) and (1.14). To get (1.15) it suffices to use (1.14) and Proposition 2.1,
part (ii).
Remark 3.2. In most cases, proofs of L∞(Ω) a priori estimates in the literature are based
on a uniform L1(Ω) bound for functions such as f˜(u)
α
uσ
, for some α > 1 and 0 ≤ σ ≤ α− 1,
followed by an iterative argument of Nedev [12] and standard regularity results to show
u ∈ L∞(Ω), for n < 2α. Our proof, however, is a direct consequence of Proposition 2.1,
with an improvement of the range 0 ≤ σ ≤ α− 1 to 0 ≤ σ ≤ α.
Proof of proposition 1.1
Let g(s) be a C1 function with g(0) = 0 and g(s) = fβ for s > s0, where β ≥ 1, and G
as in Lemma 2.1. Since g
1−δ
β = f(s)1−δ is convex, then by using (2.9) with γ = 1−δ
β
in
Lemma 2.2 we have
lim sup
t→∞
G(s)f(s)
g(s)2f ′(s)
≤ β
2
2β − 1 + δ . (3.9)
Now let β < 1 +
√
δ, then we have β
2
2β−1+δ < 1, hence form (3.9) and Lemma 2.1 we have
f(u)2βf ′(u) ∈ L1(Ω). (3.10)
From the convexity of f we have f ′(t) ≥ f˜(t)
t
, thus from (3.10) we get
f˜2β+1
u
∈ L1(Ω), (3.11)
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hence Theorem 1.2 gives u ∈ L∞(Ω) for n < 2 + 4β. Now since β < 1 +
√
δ was arbitrary
we get
u ∈ L∞(Ω) for n < 6 + 4
√
δ, (3.12)
that proves (1.21). Similarly, using Theorem 2.2 and (3.11) we can prove (1.22).
Proof of Proposition 1.2
Suppose that τ+ <∞. Then for τ > τ+ there exists Tτ such that
f(t)f ′′(t) ≤ τf ′(t)2 for t ≥ Tτ , (3.13)
that also gives f
′′(t)
f(t) ≥ 1τ f
′′(t)2
f ′(t)2 for t ≥ Tτ . From the convexity and superlinearity of f we
have f ′(t) → ∞ as t → ∞, hence ∫ t0
√
f ′′(s)
f(s) ds ≥ C + 1√τ ln f ′(t) for large t. Then from
the definition of Hf,β in (1.10) we see that for r > 0 sufficiently large
Hf,β(r) ≥ Cf(r)
∫ r
0
f(t)f ′′(t)f ′(t)
2β√
τ dt. (3.14)
Note that (3.13) is equivalent to d
dt
f ′(t)
f(t)τ ≤ 0 for t > Tτ implies that
f ′(t)
f(t)τ
≤ C := f
′(Tτ )
f(Tτ )τ
, for all t > Tτ . (3.15)
Using (3.15) in (3.14) we obtain, for r sufficiently large
Hf,β(r) ≥ Cf(r)
∫ r
0
f ′′(t)f ′(t)
1
τ
+ 2β√
τ dt ≥ Cf(r)f ′(r)1+ 1τ+ 2β√τ , (3.16)
where C is a constant depends on f and β but not u. Now if we use (3.15) in (3.16) and
Theorem 1.1 we get
f ′(u)1+
2
τ
+ 2β√
τ ∈ L1(Ω),
that also gives
f˜(u)
1+ 2
τ
+ 2β√
τ
u
1+ 2
τ
+ 2β√
τ
∈ L1(Ω), (3.17)
where we used the inequality f ′(t) ≥ f˜(t)
t
for t > 0. Also, using the later inequality in
(3.16) and using Theorem 1.1 again, we get
f˜(u)
2+ 1
τ
+ 2β√
τ
u
1+ 1
τ
+ 2β√
τ
∈ L1(Ω). (3.18)
From the estimate (3.17) and Theorem 1.2 with α = σ = 1 + 2
τ
+ 2β√
τ
we get
||u||L∞(Ω) ≤ C, for n < 2(1 +
2
τ
+
2β√
τ
). (3.19)
Now if τ+ = 0 then since (3.19) holds for every τ > τ+ = 0 we get ||u||L∞(Ω) ≤ C for every
n ∈ N that proves part (a). Also, if τ+ > 0 since 0 ≤ β < 1 and τ > τ+ are arbitrary in
(3.19) then we get
||u||L∞(Ω) ≤ C, for n < 2 +
4
τ+
+
4√
τ+
). (3.20)
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Also, from the estimate (3.18) and Theorem 1.2 with α = σ+1 = 2+ 1
τ
+ 2β√
τ
and similar
as above we get
||u||L∞(Ω) ≤ C, for n < 4 +
2
τ+
+
4√
τ+
. (3.21)
Now, (3.20) and (3.21) prove part (c). To prove part (b), it suffices to note that for
τ+ <
2
9−2
√
14
we have 4 + 2
τ+
+ 4√
τ+
> 9 and use part (c). Also, using the estimate (3.18)
and Theorem 2.2 we can easily prove part (d).
Proof of Corollaries 1.3 and 1.4
Suppose τ− > 0 then there exist a T > 0 such that
f(t)f ′′(t) ≥ τ−
2
f ′(t)2 for t ≥ T. (3.22)
Now, for τ > τ+ as in the proof of Proposition 1.2 and using (3.22), (3.14) and Ho¨lder
inequality, for r > 0 sufficiently large we have
Hf,β(r) ≥ Cf(r)
∫ r
0
f ′(t)2+
2β√
τ dt ≥ Cf(r) (
∫ r
0 f
′(t)dt)2+
2β√
τ
r
1+ 2β√
τ
≥ C f(r)
3+ 2β√
τ
r
1+ 2β√
τ
. (3.23)
where C is a constant depends on f and β but not u. Now similar to the proof of
Proposition 1.2 and using Theorems 1.1 and 1.2 we get the desired result of Corollary 1.3.
To prove Corollary 1.4, from (1.25) we deduce, there exist C and T > 0 such that
f(t)f ′′(t) ≥ C f
′(t)1+ǫ
t2−γf(t)γ
for t ≥ T. (3.24)
Hence, using (3.24) and Ho¨lder inequality, for r > 0 sufficiently large we have
Hf,β(r) ≥ Cf(r)
∫ r
0
f(t)f ′′(t)dt ≥ Cf(r)
∫ r
0
f ′(t)1+ǫ
t2−γf(t)γ
≥ C f(r)
r2−γf(r)γ
∫ r
0
f ′(t)1+ǫdt
≥ C f(r)
r2−γf(r)γ
(
∫ r
0
f ′(t)dt)1+ǫ
rǫ
≥ C f(r)
2+ǫ−γ
r2+ǫ−γ
.
Hence, f˜(u)
2+ǫ−γ
u2+ǫ−γ ∈ L1(Ω), thus Theorem 1.2 gives u ∈ L∞(Ω) for n ≤ 4 + 2(ǫ− γ). Now,
by the assumption that ǫ− γ > 12 we get u ∈ L∞(Ω) for n ≤ 5.
Proof of Proposition 1.3
By using the assumption (1.26), for r > 0 sufficiently large we have
Hf,β(r) ≥ Cf(r)
∫ r
0
f(t)f ′′(t)dt ≥ Cf(r)
∫ r
0
f ′(t)
1
γ
t
δ
γ
f ′′(t)dt
≥ C f(r)
r
δ
γ
∫ r
0
f ′(t)
1
γ f ′′(t)dt ≥ C f(r)
r
δ
γ
f ′(r)1+
1
γ ,
that gives (using Theorem 1.2)
f˜(u)
u
δ
γ
f ′(u)1+
1
γ ∈ L1(Ω). (3.25)
By using the inequality f ′(t) ≥ f˜(t)
t
for t > 0 in (3.25) we get
f˜(u)2+
1
γ
u1+
1+δ
γ
∈ L1(Ω). (3.26)
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Also, from (1.26) and the superlinearity of f we get , for t large enough, f ′(t) ≤ Cf(t)γ+δ,
that gives
f(t)
t
δ
γ
f ′(t)1+
1
γ =
f(t)
δ
γ
t
δ
γ
f(t)1−
δ
γ f ′(t)1+
1
γ ≥ f(t)1− δγ f ′(t)1+ 1γ ≥ f ′(t)1+ 2γ+δ ,
for t sufficiently large. Using the above inequality and (3.25) we deduce
f ′(u)1+
2
γ+δ ∈ L1(Ω). (3.27)
Now (3.26) and (3.27) prove (1.27), and an application of Theorem 1.2 completes the
proof.
Proof of Proposition 1.4
First notice that, from [6] ( or [1] for the case L = ∆), to prove the conclusion of theorem
it is sufficient to show that
uf(u) ∈ L1(Ω).
From the estimate (1.12) in Theorem 1.2 we have
h(u) := f(u)
∫ u
0
f(t)f ′′(t)dt ∈ L1(Ω). (3.28)
From the convexity of f and Jensen’s inequality we have
h(s) = f(s)
∫ s
0
f(t)d(f ′(t)) ≥ f(s)(f ′(s)− f ′(0))f
( 1
f ′(s)− f ′(0)
∫ s
0
td(f ′(t))
)
= f(s)(f ′(s)− f ′(0))f
(sf ′(s)− f(s) + f(0)
f ′(s)− f ′(0)
)
≥ Cf(s)f ′(s)f
(sf ′(s)− f(s)
f ′(s)
)
,
for s sufficiently large. Note that by the L’Hospital’s rule, we have limt→∞
sf ′(s)−f(s)
f ′(s) =∞.
Now suppose, for some ǫ > 0, (1.31) holds. Then from the above estimate and (3.28) we
get uf(u) ∈ L1(Ω)) that proves part (i).
To prove part (ii), first note that from (1.32) we get, for t large enough
∫ t
0
√
f ′′(s)
f(s)
ds ≥ C˜(ln t)1− γ2 .
By using the above inequality and (1.32) we have, for r sufficiently large
Hf,β(r) ≥ Cf(r)
∫ r
2
f(t)2
t2(ln t)γ
eC˜(ln t)
1− γ
2
dt.
Now using the fact that eC˜(ln t)
1− γ
2 ≥ (ln t)γ for t large enough, the above inequality implies
Hf,β(r) ≥ Cf(r)
∫ r
2
f(t)2
t2
dt ≥ C f(r)
r2
∫ r
0
f(t)2dt. (3.29)
From the superlinearity of f we have
∫ r
0 f(t)
2dt ≥ Cr3 for r sufficiently large, hence from
(3.29) we get Hf,β(r) ≥ Crf(r). Now, theorem 1.2 implies uf(u) ∈ L1(Ω) that gives the
desired result.
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