Non-equilibrium steady-states are characterized by the existence of macroscopic heat currents flowing between two or more reservoirs. However, the existence of these currents also implies that information is constantly being transmitted from one reservoir to the other. In this letter we address the transport of information in the context of quantum non-equilibrium steady states. We first show how the ability of the excitations to transfer information can be quantified by the conditional mutual information (CMI), a more general measure of tripartite correlations. We then apply this to an exactly soluble model allowing for both ballistic and diffusive behavior. Our approach allows us to compute the CMI for arbitrary sizes and thus find the scaling rules connecting information transport and diffusivity. Finally, we discuss how this new perspective in the characterization of non-equilibrium systems may be applied to understand the issue of local equilibration in non-equilibrium states. arXiv:1809.09931v1 [quant-ph] 
Introduction -When a system is coupled to two reservoirs kept at different temperatures, it eventually reaches a non-equilibrium steady-state (NESS), characterized by the existence of a macroscopic heat current flowing from the hot to the cold bath. Substantial effort has been dedicated over the past decades in furthering our general understanding of NESSs. For instance, important insights have been gained on the microscopic mechanisms responsible for the emergence of Fourier's law [1] [2] [3] [4] [5] [6] [7] [8] , the development of steady-state fluctuation theorems [9] [10] [11] [12] [13] and the description of NESSs supporting the transport of more general types of excitations, such as magnetization currents [14] [15] [16] [17] [18] [19] and even radiation squeezing [20, 21] .
One aspect which still remains largely unexplored, however, is the connection between transport of excitations and the transport of information. After all, the existence of a current implies that the excitations moving through the system carry information from one part to the other [22, 23] . In this sense, the NESS therefore functions as a noisy communications channel [24, 25] through which information from one reservoir is constantly being transmitted to the other. While this problem may not be relevant for classical systems, it certainly is in the quantum realm due to the growing interest in quantum information processing tasks. Moreover, it is also already within reach of several physical implementations, such as ultra-cold atoms [26] , trapped ions [27] and opto-mechanical systems [20, 28] .
Quantifying the flow of information in the NESS is a natural and timely problem, which could help us to shed light on the relationship between quantum information science and nonequilibrium physics. In order to explore this relationship it is desirable to construct a formal apparatus for the operational quantification of the transport of information in the NESS. The purpose of this letter is to construct such a framework. In particular we will be interested in applying this framework in order understand how the transport of information and the structure of correlations depend on the different heat conduction regimes (e.g., ballistic, diffusive, sub-diffusive, etc). We also demonstrate that knowledge of the structure of information transport sheds light on the question of local thermalization of non-equilibrium systems [29, 30] .
It is worth poiting out that although there is an existing body of work on quantum state transfer in many-body systems [31] [32] [33] [34] [35] , the NESS scenario that we focus on in this letter is fundamentally different. In the quantum state transfer approaches, the natural figure of merit is the fidelity between the initial sender state and the receiver state at some given time. In contrast, in a NESS scenario the environments tend to cause decoherence which eliminates any correlations within the system [36] . However, on the other hand, a gradient of temperature (or any other excitation) will tend to induce currents, which should have the opposite effect [22, 23] with different parts having a certain amount of shared information. In this letter we will properly characterize information transport in the NESS by quantifying the ability of the currents in sharing information.
Fundamentally, the way in which these systems share information should crucially depend on their conduction regime. For example, integrable systems usually tend to NESSs with a ballistic heat flow (that is, one in which the heat current J is independent of the system size L). Conversely, non-integrable systems lead in general to currents that scale as J ∼ 1/L α , where α is an exponent that has the value α = 1 in the diffusive case [37, 38] . Drawing again on the connection between NESSs and information channels, the degree of diffusivity of a NESS should be directly related to the degree of noise in the channel.
In this letter, we will work within the context of boundarydriven one-dimensional quantum chains (c.f. Fig. 1 ). First, motivated by some recent developments in the field of Quantum Markov chains [30, [39] [40] [41] [42] , we address how to quantify the transport of information between two distant parts of the chain and show that the appropriate quantifier is the conditional mutual information (CMI) [43, 44] I(A : C|B). We then apply these ideas to an exactly soluble model allowing for both ballistic and diffusive heat transport. Specifically, the model consists of a one-dimensional bosonic chain subject to two local Lindblad dissipators at the end-points [7] , plus additional self-consistent reservoirs [2] used to tuned between ballistic and diffusive transport (see Fig. 1(b) ). Making use of techniques stemming from Gaussian quantum information theory [45] [46] [47] , we are able to study the transport of information in systems of arbitrary size, including the thermodynamic limit. This allows us to find general scaling laws that reveal how the CMI scales with the system size in both regimes. These scaling laws are then used to discuss the notion of local thermalization in each regime.
Quantifying information transport -We consider the NESS generated in a boundary-driven one-dimensional quantum chain, such as that depicted in Fig. 1 . The basic assumptions are that the reservoirs act only locally on the end-points and the interaction Hamiltonian is short-ranged. We define S = {1, . . . , L} as the set of sites of the chain and ρ S as the global density matrix in the NESS. Moreover, given any subset A ⊂ S we define the reduced density matrix of that subset as ρ A = tr S/A ρ S , where S/A stands for the partial trace over all sites that are not in the set A. The simplest approach to information sharing is to consider a bipartition of the chain in two halves A = {1, . . . , k} and B = {k + 1, . . . , L}. In this case the total amount of information shared between them is quantified by the mutual information (MI) [48] 
where S (ρ) = − tr(ρ ln ρ) is the von Neumann entropy. This quantity measures the amount of information (quantum and classical) contained in the global state ρ AB ≡ ρ S , but which is missing in the marginalized state ρ A ⊗ ρ B . If ρ AB is a pure state (which is seldom the case for NESSs), this reduces to twice the entanglement entropy. Similarly, if one is interested in multipartite systems, one may quantify the shared information using the so-called total correlations (TC) [49] , defined as
where ρ i is the reduced density matrix of site i. This quantity is useful in understanding information transport from a global perspective, irrespective of how this information is locally distributed within the chain.
Our main focus will be on how to quantify the transport of information between two disconnected parts of the chain. That is, considering a tripartition ABC, our goal is to address how to quantify the ability of the currents to mediate information between parts A and C, passing through B (see Fig. 1(c) ). It turns out that, for this task, the mutual information I(A : C) is not appropriate. Instead, we argue that one should consider instead the conditional mutual information (CMI) [43, 44] 
To elucidate why, let us first draw a connection with classical Markov chains [39, 42] . Consider a discrete time chain characterized by three random variables, X → Y → Z. This process is called Markovian when X and Z are conditionally independent, given Y. i.e., P(Z, X|Y) = P(Z|Y)P(X|Y). And, as is well known, in a Markovian system, there is no information flow from the past (X) to the future (Z). However, this does not mean that X and Z are unconditionally independent. In fact, P(X, Z) = Y P(X|Y)P(Z|Y)P(Y) so that, in general, I(X : Z) 0. But the reason for this correlation lies solely on their common lack of information about Y and does not reflect, at all, the ability of X and Z to share information. Hence, I(X : Z) is not a proper quantifier of information transport. Instead, Markovianity is correctly quantified by the conditional mutual information (3). First, for a Markovian system I(X : Z|Y) ≡ 0 [30] . And second, for multi-step chains X 1 , X 2 , . . ., the dependence of the CMI on the size of the middle partition directly quantifies the degree of non-Markovianity [50] as it measures the extent of the chain's memory.
The situation is entirely analogous to our problem since a quantum chain can also be viewed as a Markov chain [39] , with the sites i = 1, . . . , L playing the role of the different times (our chain does not have a well defined causal order). Thus, the ability of the currents in transporting information between A and C is better captured by the CMI I(A : C|B). If I(A : C|B) = 0 then no information is transported, while the dependence of I(A : C|B) on the size of B quantifies the robustness of the chain in transmitting information, despite the noise in the channel. Another perspective to further clarify the meaning of the CMI is by means of the so-called chain rule [44] : I(A : C|B) = I(AB : C) − I(B : C). Thus, I(A : C|B) can be viewed as the difference between the total information shared between AB and C and the information that is shared only between B and C (or vice-versa).
The model -We now move to apply these concepts to an exactly soluble model. We consider a system of L bosonic modes a i , with the same frequency and interacting according to the Hamiltonian
where λ is a constant and the phase was chosen merely for simplicity. In addition, the system is also subject to two reservoirs at each end, which we choose to model by local Lindblad dissipators of the form
where
These ingredients lead to the model depicted in Fig. 1(a) , in which the NESS has a ballistic heat flow [1, 7, 14, 51] . Diffusive transport would require anharmonic interactions, which can seldom be treated analytically. Instead, a customary approach to induce diffusivity is to add additional energyconserving noise sources within the chain [2, 7, 8, 52, 53] . Here we do this using the concept of self-consistent reservoirs [2] , which ensures that Gaussianity is preserved in the NESS (for a comparison with other dephasing noises, see [54] ). The idea is to add L additional reservoirs, one at each site, but with temperatures chosen so as to match the local occupation number in the NESS,Ñ i = a † i a i ( Fig. 1(b) ). This ensures that no current flows to the auxiliary reservoirs, but only to the physical baths at the end-points. With all these ingredients, the system is taken to evolve according to the master equation
Here γ is the coupling to the physical baths, whereas Γ is the coupling to the self-consistent (auxiliary) baths. Hence Γ can also be interpreted as an additional noise source responsible for changing the flow from ballistic to diffusive. The NESS of this model can be computed using a variation of the method used in Refs. [7, 8, 14] . We shall leave the specific details to the Supplemental Material [54] and focus here only on the main results. In [54] we also show that it is straightforward to modify this model to introduce squeezing in the reservoirs, which can be used to tune between classical and quantum information transport. Interestingly, a proposal to simulate this model in trapped ions was given in [27] . The occupation numbers in the NESS, for the inner sites i = 2, . . . , L − 1, reads
with small corrections at i = 1 and i = L. For Γ ≡ 0, we obtain a flat profile typical of a ballistic behavior. Conversely, for any Γ 0 and L sufficiently large, the profile approaches a linear interpolation between the bath-induced occupations N 1 and N L . The only non-zero correlation in the system is between nearest-neighbors and reads
This correlator determines the current J = λ a † i a i+1 + a † i+1 a i [7, 14] . Thus, we see that if Γ ≡ 0 we get a ballistic current, independent of L, whereas for any Γ 0, we get a diffusive behavior in the thermodynamic limit, with J ∼ 1/L.
Analysis of the information transport -Due to the Gaussianity of the model, the state of the system is fully determined by the Covariance Matrix. This therefore provides a simple method to compute the von Neumann entropies in terms only of symplectic eigenvalues [45, 47, 55] (see [54] for details).
We begin our analysis by computing the mutual information I(A : B) [Eq. (1)] for a symmetric bipartition at L/2. In Fig. 2 (a) we illustrate how the MI increases with the temperature difference N 1 − N L , being zero when N 1 = N L . This therefore serves to illustrate the fact that information transport depends on the existence of currents from one bath to the other. This same behavior is of course true for all quantifiers of information. The dependence on the chain size L is shown in Fig. 2(b) , where we see that I(A : B) is independent of L in the ballistic case (Γ = 0), but scales as I(A : B) ∼ 1/L 2 in the diffusive case. For the purpose of comparison, in Fig. 3 we present results for the total correlations (TC) [Eq. (2)]. For ballistic transport the TC is an extensive quantity, T ∼ L. Conversely, for diffusive transport we find T ∼ 1/L. Next we turn to the CMI, which is summarized in Fig. 4 . We focus on symmetric tripartitions ABC with b = |B| sites in the middle. As illustrated in Fig. 4(a) , we find that in both regimes the CMI decays exponentially with b, as I(A : C|B) = 1/R b , where R is a constant that depends non-trivially on all parameters of the model. The dependence of the CMI on L is shown in Fig. 4(b) for b = 1 and in Fig. 4(c) for multiple values of b. We find that for ballistic transport the CMI is independent of L, whereas for diffusive transport it scales as I(A : C|B) ∼ 1/L 2b+2 . From these numerical simulations we therefore propose the following scaling law for the CMI:
where u and v are constants. That is, the CMI decays alge-braically with L and exponentially with b. The behavior also holds for b = 0, in which case one recovers the MI in Eq. (1). To confirm this scaling law behavior we present in Fig. 4(d) plots of I −1/(2b+2) vs. ΓL for different values of Γ, L and b. According to Eq. (9), this should lead to a fully collapsed straight line, which is precisely what is observed. Local equilibration -As first put form in Ref. [29] , the behavior of the CMI can also shed light on questions concerning the Hilbert space tensor structure of the NESS and local equilibration. Motivated by this, we now show that the scaling rule (9) for the ballistic and diffusive scenarios can give precise information about how close the NESS is from local equilibrium. To accomplish this, we make use of a recently proved theorem by Kato and Brandão [30] . Let I k denote the CMI with a tripartition at position k and only 1 site in the middle. The authors have shown that if I k < for all k, then there exists a local Hamiltonian H = i h i,i+1 , acting only on sites
This means that states with vanishingly small I k tend to be locally thermal (which includes the possibility of a sitedependente temperature, which we have incorporated into h i,i+1 ). Based on Eq. (9), with b = 1, we see that in the ballistic case I k ∼ L 0 , so that the NESS will in general be far from local equilibrium. However, in the diffusive case I k ∼ 1/L 4 so that Eq. (10) scales as 1/L 3 . Hence, we see that in the diffusive case the NESS tends to a locally thermal state in the thermodynamic limit. This agrees with our macroscopic intuition that even though a system may be out of equilibrium it is still in a local equilibrium state, but with a position-dependent temperature. This result therefore provides a direct application for the CMI in understanding local properties of NESSs.
Conclusions -In this letter we have put forth a detailed study on the transport of information in non-equilibrium steady-states. First, we have shown that the conditional mutual information appears as a robust quantifier of the ability of the chain to share information between different parts. We then applied this to an exactly soluble model and obtained how the CMI scales with the system size and other relevant quantities, which is summarized by Eq. (9), our main result. Finally, we showed how this type of knowledge may find applications in studies of local thermalization of non-equilibrium states, a topic which touches at the heart of many discussions in manybody and statistical physics. From our studies, several natural questions emerge. The most basic is whether the scaling rule (9) is universal, or whether it is model dependent. The simplicity of our scaling form seem to suggest that the answer is affirmative. However, it cannot exclude more exotic scenarios, such as the model studied in Ref. [56] , where the NESS is in a pure state so that all correlations are identically zero. Another interesting question is how this would be affected by anomalous diffusion (that is, in which J ∼ 1/L α for some exponent α). By understanding what changes this would in-troduce in the scaling law (9) 
Supplemental Material
In this supplemental material we provide additional details on how to compute the NESS of the proposed model and how to extract the von Neumann entropy from the NESS correlation functions. For completeness, we also include some additional plots and analysis.
COVARIANCE MATRIX AND REDUCED COVARIANCE MATRICES
The Gaussian state of a system of L bosonic modes, a i , i = 1, . . . , L, is completely characterized by the 2L × 2L Covariance Matrix (CM)
where X = (a 1 , a † 1 , . . . , a L , a † L ) and we have assumed the first moments are zero for simplicity. For instance, in the case of two modes, the structure of Θ becomes
This structure for the CM is not the most standard in the literature, which is usually defined in terms of quadrature operators [S46, S47]. However, it turns out to be more useful for the problem at hand, due to a convenient separation of the dynamics of the two reduced covariance matrices
which are L × L. The relation between Θ and C, S can then be written rather elegantly as
where σ i are the usual Pauli matrices.
LYAPUNOV EQUATION
The steady-state of Gaussian bosonic problems can be studied by solving the Lyapunov equation for the covariance matrix. Here we shall consider a slightly more general scenario as that treated in the main text. In particular, we wish to show how to write down equations in which the environments also contain squeezing, as this could be useful for studying the interplay between classical and quantum information. We therefore begin by discussing the following model:
is the Hamiltonian in the interaction picture [Eq.
(1) of the main text] and D i (ρ) represent local squeezed thermal baths, defined by
Here N i and M i are constants that can be associated to the thermal fluctuations and the degree of squeezing according to
wheren i is the local Bose-Einstein occupation and z i = r i e iθ i is the local squeezing value. In the main text we have worked with z i = 0 so that M i = 0 and N i =n i . The dynamics of the CM under the master equation (S5) can be written as a Lyapunov equation:
and F = diag(F 1 , 0, . . . , 0, F L ),
Instead of dealing with the full Lyapunov equation (S9), we can use the fact that the Hamiltonian does not spontaneously generate squeezing to factor the evolution into two parts, related to the reduced covariance matrices C and S in Eqs. (S2) and (S3). Using this tensor structure in Eq. (S10) allows us to write to separate equations for C and S :
Note how the two equations (S12) and (S13) are now structurally identical, which is a consequence of a convenient choice of parameters in the master equation.
The NESS is then obtained by setting the right-hand side of Eqs. (S12) and (S13) to zero; viz., WC + CW † + F N = 0, (S16)
If there is no squeezing in all environments, z i = 0, then F M = 0 and we therefore obtain S = 0. This is the situation considered in the main text.
SELF-CONSISTENT RESERVOIRS
We now focus on Eq. (S16). Analogous results can be stated for Eq. (S17) by simply replacing N i with M i . We first consider the ballistic model, in which γ 1 = γ L = γ and γ i = 0 otherwise. The matrices W and F N then become 
, and F N = γdiag(N 1 , 0, . . . , 0, N L ).
We next add the self-consistent reservoirs. This means we should add to Eq. (S16) the additional terms
where Γ is the coupling constant to the self-consistent reservoirs and
HereÑ i are the thermal occupations of the self-consistent reservoirs, which are chosen as
Thus, Eq. (S18) can be written as
where ∆(C) is the operation of removing all diagonals from C:
Eq. (S19) is now formally identical to the model studied in Ref.
[S7], which instead of using self-consistent baths, used dephasing baths of the form
Even though both models lead to the same equation for the covariances, it turns out that the steady-states themselves are different. The reason is that the dephasing model (S20) does not preserve Gaussianity since the Lindblad generators are quadratic, instead of linear, in the creation and annihilation operators. Consequently, the NESS of the self-consistent reservoirs is Gaussian, but that of the dephasing model is not. This will be further discussed in the next section. We also mention that the self-consistent model can be readily extended for the case of squeezing, whereas the dephasing model cannot, since a dissipator such as (S20) preserves the number of particles, but does not preserve the level of squeezing. The solution of Eq. (S19) is then identical to that studied in Ref.
[S7]. The matrix C is tridiagonal, of the form
The quantity x, in particular, is related to the current, which reads If we set Γ ≡ 0 we obtain a ballistic model, where
x = a † i a i+1 = γλ 4λ 2 + γ 2 (N L − N 1 ).
(S26)
In this case the occupation profile is flat inside the chain, except at the end-points. This is illustrated in Fig. S1(a) . Moreover, in this case the current is independent of L.
Conversely, if Γ 0, then for a sufficiently large L we obtain
Except for small end-point corrections, we see that in this case a † i a i interpolates linearly between N 1 and N L (see Fig. S1(b) ). Moreover, the current becomes inversely proportional to L, which is the hallmark of a diffusive behavior obeying Fourier's law.
GENERAL NESS COVARIANCE MATRIX WITH SQUEEZING
If we introduce squeezing in the reservoirs, then Eq. (S17) will give a non-trivial solution for S . This solution is identical to that for C, with N i replaced by M i . Thus, in the NESS with squeezing, S would also be tridiagonal, with
y := a i a i+1 = γλ 4λ 2 + γ 2 + γΓ(L − 1) (M L − M 1 ).
From C and S we can then reconstruct the full CM Θ using Eq. (S4). We then find that Θ will be block tridiagonal, of the form 
CALCULATION OF THE VON NEUMANN ENTROPY
The von Neumann entropy for a Gaussian state can be directly computed from the symplectic eigenvalues of Θ defined as
where Σ = I L ⊗ σ z is the symplectic form related to our choice of structure for Θ. Here, eigs + means selecting only the positive eigenvalues. The von Neumann entropy is then [S45, S47]
The same approach is used for considering any reduced density matrices. Recall that the reduced density matrix of a Gaussian state is also Gaussian and therefore has a CM which is simply obtained by dropping from Θ the elements one wishes to trace over.
