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ABSTRACT 
 
 
The Internet of Things (IoT) consists of many electronic and electromechanical devices connected 
to the Internet. It is estimated that the number of IoT-connected devices will be between 20 and 50 
billion by the year 2020. The need for mechanisms to secure IoT networks will increase 
dramatically as 70% of the edge devices have no encryption. Previous research has proposed RF-
DNA fingerprinting to provide wireless network access security through the exploitation of PHY 
layer features. RF-DNA fingerprinting takes advantage of unique and distinct characteristics that 
unintentionally occur within a given radio’s transmit chain during waveform generation. In this 
work, the application of RF-DNA fingerprinting is extended by developing a Nelder-Mead-based 
algorithm that estimates the coefficients of an indoor Rayleigh fading channel. The performance 
of the Nelder-Mead estimator is compared to the Least Square estimator and is assessed with 
degrading signal-to-noise ratio. The Rayleigh channel coefficients set estimated by the Nelder-
Mead estimator is used to remove the multipath channel effects from the radio signal. The resulting 
channel-compensated signal is the region where the RF-DNA fingerprints are generated and 
classified. For a signal-to-noise ratio greater than 21 decibels, an average percent correct 
classification of more than 95% was achieved in a two-reflector channel. 
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       CHAPTER 1 
 INTRODUCTION 
1.1  Overview 
Specific Emitter Identification is a physical (PHY) layer approach focused on the discrimination 
of radios (RF Emitters) for the purpose of augmenting traditional digital-level network security 
techniques. One of the common Specific Emitter Identification techniques used in wireless 
networks is the Radio Frequency Distinct Native Attribute (RF-DNA). RF-DNA fingerprinting 
takes advantage of unique and distinct characteristics, behaviors, and interactions that 
unintentionally occur within a given radio’s transmit chain during waveform generation.  
 
Prior work has shown that RF-DNA fingerprinting is impacted by the channel through which the 
transmitted waveform propagates [1-12]. These works focused solely on Additive White Gaussian 
(AWGN) channel models. However, a major concern within wireless communication channels is 
multipath fading and it remains a minimally researched topic within RF fingerprinting as a whole. 
Multipath occurs when the transmitted signal interacts with objects along the transmission path. 
These objects lead to the transmitted waveform being reflected, scattered, or a combination thereof 
[13]. The result is two or more instances of the transmitted waveform reaching the receiving radio 
antenna; thus, the received signal is a combination of copies of the originally transmitted signal in 
which each copy experiences its own path delay, attenuation, and phase shift [13].  
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In the case of RF-DNA fingerprinting, multipath channel effects can distort, change, mask, and 
even eliminate the unique and distinct waveform characteristics exploited by the fingerprinting 
process. The goal is to mitigate or even eliminate multipath channel effects while preserving the 
unique and distinct characteristics, behaviors, and interactions that are exploited by the RF-DNA 
fingerprinting process. 
1.2 Motivation 
The Internet of Things (IoT) consists of many electronic and electromechanical devices connected 
to the Internet. It is estimated that the number of connected IoT devices will be between 20 and 50 
billion by the year 2020 [14-16]. The need for mechanisms to secure IoT networks will increase 
dramatically as 70% of the edge devices employ weak or no encryption [17]. 
 
Wireless networks are governed by the Open System Interconnect (OSI) model described by 
Figure 1.1, which defines the services provided and data units produced at each of the seven layers. 
Traditionally, detection and security of unauthorized network access is provided using digital 
techniques within the higher layers of the OSI model, e.g., Network and Datalink layers. By 
default, the security mechanisms provided at the higher layers are independent and they ignore the 
Physical (PHY) layer, which is the first layer exposed to major malicious activities [5]. 
 
In an effort to enhance more traditional digital security mechanisms, RF-DNA fingerprinting has 
been proposed as a security approach by which to detect and prevent unauthorized wireless 
network access through the exploitation of PHY layer features [5]. There has been a significant 
amount of research in RF-DNA fingerprinting and the results have demonstrated success in the 
discrimination of wireless radios for the case of an AWGN channel model [2, 4-8, 10-12, 18]. 
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Despite the amount of work within RF-DNA fingerprinting, the investigation of radio 
discrimination when the transmitted waveforms have been subjected to a multipath channel 
remains largely unaddressed. There has been prior research into wireless device discrimination for 
the case of waveforms that have propagated through a multipath fading channel [19-21]. The 
contributions of these works as well as their limitations will be described in further detail within 
the next section and Chapter 2. 
 
  
Figure 1.1 Open Systems Interconnect (OSI) network model [1] 
 
1.3 Problem Statement  
Discrimination of wireless devices using waveforms that have been exposed to multipath 
environments is not new; however, the research has been limited to just a few efforts [19-21]. The 
work in [19] used an iterative approach to perform joint channel estimation and SEI within 
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multipath environments. This approach estimates the path delays, associated attenuation 
coefficients, and discriminates between the wireless devices by computing the residual power 
between the received waveform and each waveform contained within a set of candidate waveforms 
associated with each of the 32 radios that are to be discriminated. All of the candidate waveforms 
were collected within an anechoic chamber to prevent interference from other transmitters as well 
as to remove multipath channel effects. The work in [19] presents the first case of waveform-based 
SEI under multipath channel conditions. Two key oversights in [19] are:  
1) The details, e.g., distribution type, for the multipath channel were not provided. The 
multipath channel is simply described as, “an office multipath environment”.  
2) SEI performance was not assessed under degrading Signal-to-Noise Ratio (SNR) 
conditions. The SNR of the assessed case was not presented at all; thus, limiting the scope 
of the work. 
The work in [20, 21] implemented a Specific Emitter Identification (SEI) technique, by leveraging 
the features associated with the RF transmitter’s amplifier. Specifically, these works performed 
SEI using a constellation-based approach, which requires the demodulation of the transmitted 
waveform to facilitate discrimination via the complex symbols. This approach is distinctly 
different from RF-DNA fingerprinting, because the latter approach extracts the discriminating 
features from the waveform itself. Additionally, the work in [20, 21] utilized an RF front-end 
component that was modeled with fixed features for a given simulated transmission and across 
transmissions. The use of fixed features may unduly bias the discrimination results, because RF-
DNA fingerprinting has demonstrated that a given feature can vary across a given radio’s 
transmissions [10]. To assess the multipath impact on SEI, this work simulated the channel with 
fixed coefficients instead of time varying channel coefficients.  
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Therefore, to advance the current state-of-the-art in SEI, the assessment of wireless radio 
discrimination using 1) a specific multipath model based upon a time-varying random process, and 
2) degrading signal-to-noise ratio (SNR) conditions must be addressed. It is important to note that 
this work represents the first case of RF-DNA fingerprinting of wireless devices under multipath 
channel conditions. 
 
1.4 Objectives 
The objective of this research is to quantify RF-DNA fingerprinting in IEEE 802.11a Wireless 
Fidelity (Wi-Fi) indoor Multipath environments.  
 
The work is divided into two parts, the first part objective is to estimate the channel impulse 
response from IEEE 802.11a signals that have been corrupted by the simulated Rayleigh fading 
channel. The objective of the second part is to use the estimated channel impulse response to 
compensate for the channel effects and prepare the signals for subsequent RF-DNA fingerprinting 
processing. In this work, the RF-DNA fingerprinting uses signals collected from 4 IEEE 802.11a 
radios 
 
1.5 Research Contributions  
This section provides a relational mapping between previous SEI in multipath environments 
research and the contributions of the current work presented in this thesis. 
• This work presents a waveform based approach at the PHY layer, which means that the 
signal processing and analysis including fingerprints generation is done directly without 
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demodulating the received signal. The work in [19] has presented an approach that is based 
on waveforms, while [20, 21] used the demodulated signals at higher layers for analysis 
and discrimination between devices. 
• In this work, fingerprints are generated from 2-D, joint time-frequency (T-F) responses of 
signals using Discrete Gabor Transform (DGT), while the work in [20, 21] uses an 
approach that extracts the features from nonlinearities in transmitter’s amplifier. The 
approach presented in [19] does the fingerprinting and classification by computing the 
residual power between the received signal and a training database of signals. 
• This work assesses the performance of the SEI in multipath environments under degrading 
signal-to-noise ratio (SNR), while the work in [19, 20, 21] do not. 
•  While performing channel estimation, the work in [19] didn’t specify the multipath 
channel model, while that in [20, 21] used a generic Tap Delay Line (TDL) channel with 
fixed coefficients. In this work, a Rayleigh fading channel is used to model a time varying 
indoor multipath environment with random coefficients. 
• The work in [19] used an iterative approach that jointly estimate the channel impulse 
response and classify the received signals, while that in [20, 21] used a linear 
approximation approach for channel estimation and then proposed an iterative approach to 
improve the channel coefficients and transmitter’s nonlinearity estimation. This work uses 
Least Square (LS) technique to provide an initial channel estimate, then applies a Nelder-
Mead (N-M) based approach to further improve the coefficients estimation. The use on N-
M in this work represents the first application of N-M algorithm in channel coefficients 
estimation. 
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1.6 Thesis Outline  
The remaining chapters of this thesis are organized as follows: 
• Chapter 2: This chapter provides an overview of the literature on: prior RF fingerprinting 
involving multipath channels, the IEEE 802.11a Wi-Fi signal structure, Rayleigh fading 
channel model, Gabor Transform (GT) based fingerprint generation, and Multiple 
Discrimination Analysis/Maximum Likelihood (MDA/ML) classifier. 
• Chapter 3: This chapter presents the channel estimation and removal process using the least 
square method for coarse multipath channel estimation and Nelder-Mead algorithm for fine 
multipath channel estimation. Lastly, an overview of the RF-DNA fingerprint generation 
and classification process is provided. 
• Chapter 4: This chapter provides the simulation results and discussions on the performance 
of RF-DNA fingerprinting of radios operating within Rayleigh fading multipath channels. 
• Chapter 5: This chapter concludes the findings and contributions of this work as well as 
proposes topics and challenges for follow-on research.  
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CHAPTER 2 
BACKGROUND 
 
  This chapter presents the background needed for conducting the performance assessment 
of the RF-DNA fingerprinting process that is used to discriminate between wireless devices located 
in an indoor multipath environment. The chapter starts by introducing the signal of interest which 
is the IEEE 802.11a signal, then explains the concept of the multipath propagation and modeling 
using Rayleigh distribution. This chapter also presents the two channel estimation techniques that 
were used to estimate the multipath channel coefficients and delays in this work. The end of this 
chapter introduces the technique by which the RF-DNA fingerprints are generated and classified 
using the Multiple Discriminant Analysis, Maximum Likelihood (MDA/ML) classifier.    
 
2.1 Signal of Interest 
This work makes use of wireless radios which communicate using the IEEE 802.11a Wi-Fi 
standard [22]. The selection of this communication standard was made due to the significant 
amount of SEI research using 802.11a signals [3, 6, 9, 10, 20, 21, 23-26] as well as the use of the 
Orthogonal Frequency Division Multiplexing (OFDM) scheme in current and future wireless 
communication systems, e.g., 802.11ac, 802.11ad, 802.11ax, Long Term Evolution (LTE), 
Worldwide Interoperability for Microwave Access (WiMAX) [27]. The IEEE 802.11a standard is 
a wireless network protocol used in local and metropolitan area networks. The OSI model 
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associates IEEE 802.11a to the PHY and Data-link layers [22]. The standard utilizes the a OFDM 
scheme to provide communication capabilities of 6, 9, 12, 18, 24, 36, 48, and 54 Mbit/s [22]. In 
OFDM systems, the high data-rate stream is broken down into many low-rate streams that are 
transmitted in parallel, which increases the symbol duration while reducing the ISI [28]. 
 
The IEEE 802.11a standard is an OFDM based system designed to efficiently utilize the allocated 
300 MHz spectrum within the unlicensed national information infrastructure band from 5.15 to 
5.725 GHz [22]. OFDM modulates information separately on to each of the 52 parallel subcarriers, 
and those subcarriers are equally spaced and orthogonal to each other [29]. Figure 2.1 shows the 
structure of the OFDM system adopted by the IEEE 802.11a in which the upper portion describes 
the transmitter and the lower portion describes the receiver. The data to be transmitted is first 
encoded using convolutional encoding techniques, then block interleaved to improve the symbol 
per bit error rate. 
 
At the transmitter, the input data stream is mapped into N complex symbols, i.e., code words, in 
the frequency domain, including null data symbols for virtual subcarriers. These N complex code 
words are modulated onto N subcarriers of one OFDM symbol through the use of the Inverse 
Discrete Fourier Transform, which results in the time domain OFDM symbol given by, 
 
𝑥(𝑚) =
1
√𝑁
∑ 𝑋(𝑘)𝑒
𝑗2𝜋𝑘𝑚
𝑁
𝑁−1
𝑘=0
 
 
(2.1) 
 
 
where 𝑚 =  0, 1, 2, … ,𝑁 − 1, 𝑋(𝑘) denotes the data symbol in subcarrier 𝑘, 𝑥(m) is the 𝑚th  
sample of the OFDM symbol [30]. In IEEE 802.11a the number of data subcarriers is 52 while the 
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total number of the parallel subcarriers including the virtual pilots is 𝑁 = 64. A Cyclic extension 
often called the Guard Interval (GI) is added between adjacent OFDM symbols to reduce the ISI 
[31]. 
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Figure 2.1 OFDM system model 
 
 
Before transmission, the IEEE 802.11a OFDM frame is prepended with a known fixed symbol 
sequence known as a preamble. The preamble structure is illustrated in Figure 2.2 and is comprised 
of ten Short Training Symbols (STS) denoted by t1 through t10 and two Long Training Symbols 
(LTS) T1 and T2. Each STS and LTS are 0.8 μs and 3.2 μs in duration, respectively [10]. 
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Figure 2.2 Preamble structure [22] 
 
 
IEEE 802.11a compliant radios use the preamble in the estimation of time and frequency offsets 
that can exist between the transmitter and receiver (time/frequency synchronization), as well as 
channel estimation. The preamble remains the same for all IEEE 802.11a Medium Access Control 
(MAC) frames and is always transmitted at 6 Mbps regardless of the bitrates used by the rest of 
the frame [22]. In this work, the preamble is used to estimate the multipath channel impulse 
response as well as the portion of the IEEE 802.11a signal from which RF-DNA fingerprints are 
extracted. 
 
2.2 Channel Modeling  
2.2.1 Overview  
Multipath channel fading affects propagating signals over long and short distances, and is one of 
the severe challenges that must be overcome to maintain reliable high speed data communications 
within Wireless Local Area Networks (WLANs). Reflections and scattering of the transmitted 
signal caused by objects within the propagation environment, including human bodies, generate 
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time and phase shifted versions of the transmitted signal which combine and interfere at the 
receiver [32]. Multipath channel fading effects can be summarized in three points as follows: 
1) Changing the signal strength over small distances or during short time intervals. 
2) Shifting the carrier frequency randomly as a result of transmitter or receiver motion. 
3) Echoes caused by variable delays of multipath components [33]. 
Figure 2.3 shows a representative multipath environment in which the original transmitted signal 
is reflected by four objects that constitute 3 reflected paths, i.e., multipath components, in addition 
to the direct line of sight path.  
 
Transmitter Receiver 
Line-of-sight
Reflecting Objects
 
Figure 2.3 Multipath propagation scenario with a line-of-sight component and three multipath 
components [13] 
 
 
If the transmitter transmits a single pulse through the channel, shown in Figure 2.3, it will traverse 
multiple paths from the transmitter to the receiver resulting in a final pulse train signal. The first 
pulse within the received pulse train will correspond to the line of sight component and the last 
one will correspond to the longest reflected path [13]. 
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2.2.2 Indoor Multipath Channel Modeling  
In general, there are two approaches by which to model multipath channel propagations: 1) 
deterministic modeling and 2) empirical, a.k.a., statistical, modeling. Deterministic models are 
based on the numerical calculations of the Maxwell’s equations for certain environment 
conditions. These model are site specific and cannot be generalized as they take into account details 
of a specific environment they were developed for. Moreover, they are much more complicated 
than the empirical models as solving Maxwell’s equations for certain conditions requires the 
availability of a database of all the environment details [34]. Empirical models are based on 
statistical data collected for various environments under different conditions. Empirical models 
take into consideration all of the environmental influences and conditions regardless of whether 
they can be separately recognized. Empirical models are more practical and greatly reduce the 
computational complexity [34]. One of the most common empirical models used in the 
representation of IEEE 802.11a indoor, multipath environments is the Rayleigh Channel Model.  
2.2.3 Rayleigh Channel Model 
Multipath is one of the major concerns for indoor environments, in which 802.11a Wi-Fi 
transceivers operate, because it negatively impacts their performance (destructive interference and 
random frequency shift) as explained in section 2.2.1 [35]. The Rayleigh distribution has been 
selected by the IEEE 802.11 working group to assess the performance of the modulation used in 
IEEE 802.11a and IEEE 802.11b wireless multipath environments [35]. The Rayleigh distribution 
is used in the creation of a channel model to exhibit a statistically time varying nature of the 
multipath environment in which one or more reflectors are present and the line-of-sight/direct path 
does not. The delay of the reflected path is one of the parameters used to characterize multipath 
and is known as the delay spread, 𝜏 [35]. The delay spread of the multipath channel is a random 
14 
 
process that depends on the number of reflections, path length between the transmitter and receiver, 
the reflector materials, and transmitter/receiver motion. The delay spread will vary based upon the 
type of indoor multipath environment being modeled. The delay spread will be below 50 ns for 
home environments, and around 100 ns for office environments [35]. The multipath channel is 
modeled using a tap delay line in which each multipath component is represented by a single tap 
and associated delay as given by Figure 2.4 [28].  
 
 
Figure 2.4 TDL representation of the Multipath channel 
 
 
For Rayleigh fading channels, each tap coefficient can be modeled as circularly complex Gaussian 
random variable given by, 
 𝛼𝑘 = 𝐴 + 𝑗𝐵   (2.2) 
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where 𝑘 is the path index, and 𝐴, 𝐵 are zero mean independent, identically distributed (iid) 
Gaussian random variables with variance 𝜎2. The variance 𝜎2 of the iid Gaussian random variable 
𝐴, 𝐵  is given by, 
 
 
𝜎2 = 
𝜎𝑘
2
2
  
(2.3) 
 
where 
 
 𝜎𝑘
2 = 𝜎0
2𝑒
−𝑘𝑇𝑠
𝑇𝑅𝑀𝑆  , 
(2.4) 
 
 
𝑇𝑠 is the sampling period, 𝑇𝑅𝑀𝑆 is the Root-Mean-Squared (RMS) delay spread of the channel, and 
𝜎0
2 is the variance of the first multipath component given by, 
 
𝜎0
2 = 1 − 𝑒
−𝑇𝑠
𝑇𝑅𝑀𝑆 .  
 
(2.5) 
 
Each path coefficient, 𝛼𝑘 has statistics specified by the variance, 𝜎𝑘
2, which should satisfy: 
∑𝜎𝑘
2 = 1, 
and a magnitude drawn from a Rayleigh distribution. The tap delay line channel with 𝐿 total paths 
is characterized by [28], 
 
ℎ(𝑡, 𝜏) = ∑𝛼𝑘(𝑡)𝛿(𝑡 − 𝜏𝑘𝑇𝑠)
𝐿
𝑘=1
, 
 
(2.6) 
 
where 𝜏𝑘 is the delay of the 𝑘
th path normalized by 𝑇𝑠 [7]. If the transmitted IEEE 802.11a signal 
is 𝑥(𝑡), the received signal 𝑦(𝑡), filtered by a noisy multipath channel is, 
 𝑦(𝑡) = 𝑥(𝑡) ∗ ℎ(𝑡, 𝜏) + 𝑛(𝑡) 
 
(2.7) 
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where ‘∗’ denotes convolution, and 𝑛(𝑡) is complex Additive White Gaussian Noise (AWGN) 
with variance 𝜎𝑛
2 [28].  
 
2.3 Time Offset Estimation  
Time offset estimation is a necessary step for enabling symbol timing synchronization in IEEE 
802.11a WLAN systems [28]. Symbol timing synchronization facilitates the detection of whether 
a transmission is present within the wireless frame as well as determination of the start of the 
payload portion of the transmission [29]. OFDM systems are known to be sensitive to 
synchronization errors; therefore, improving the accuracy of timing offset estimation is essential 
to improving the overall system performance, i.e., recovery of the transmitted data. In IEEE 
802.11a WLAN systems, the time offset is estimated upon reception of each transmitted Wi-Fi 
signal, and prior to estimation of the carrier frequency offset and channel impulse response. The 
estimated time offset is directly used to determine the delay of the first tap with respect to the 
receiver’s point-of-view, and all the remaining calculated path delays are relative to that offset. 
The time offset estimation approach detailed here is based on the work presented in [30], it 
leverages the repeating 10 STSs and calculates the normalized autocorrelation function using the 
IEEE 802.11a preamble as an input.  
 
A received OFDM signal transmitted through a discrete time multipath channel is expressed by, 
 
𝑟(𝑚) =  ∑𝑥(𝑚 − 𝜃 − 𝜏𝑘)ℎ(𝑘)𝑒
𝑗2𝜋𝜀𝑚
𝑁𝑠𝑐
𝐿−1
𝑘=0
+ 𝑛(𝑚), 
 
(2.8) 
 
where 𝑚 is the time index, ℎ(𝑘) is the sampled complex channel impulse response, ε is the carrier 
frequency offset, 𝑛(𝑚) is the sampled complex AWGN, 𝑁𝑠𝑐 is the number of subcarriers used to 
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each symbol, and 𝜃 is the time offset to be estimated [30]. The approach in [30] and [29], utilizes 
the autocorrelation of the ten STSs extracted from the received IEEE 802.11a preamble to estimate 
the time offset. The time offset is determined through the calculation of two normalized 
autocorrelation timing metrics 𝑀1(𝜃) and 𝑀2(𝜃). The first timing metric 𝑀1(𝜃), is the normalized 
autocorrelation of the received preamble with a delayed copy of itself. The amount of delay for the 
first timing metric is exactly the duration of one STS, i.e., 0.8 s. The result is a plateau that is 
nine STSs in duration, i.e., 7.2 μs, which begins at the start of the first STS. The second timing 
metric, 𝑀2(𝜃), is the normalized autocorrelation of the received signal with itself delayed by two 
STSs. The result is a plateau that is eight STSs in duration, i.e., 6.4 μs [9]. The two timing metrics 
are given by, 
 
𝑀1(𝜃) =
∑ 𝑟(𝜃 + 𝑚)𝑟∗(𝜃 +𝑚 + 𝑁𝑠)
𝑁𝑠−1
𝑚=0
∑ |𝑟(𝜃 + 𝑚)|2
𝑁𝑠−1
𝑚=0
, 
 
(2.9) 
 
and 
 
𝑀2(𝜃) =
∑ 𝑟(𝜃 + 𝑚)𝑟∗(𝜃 + 𝑚 + 2𝑁𝑠)
𝑁𝑠−1
𝑚=0
∑ |𝑟(𝜃 + 𝑚)|2
𝑁𝑠−1
𝑚=0
, 
 
(2.10) 
 
where 𝑁𝑠 is the length of one STS. The start of the received preamble’s ninth STS is found by 
computing the maximum of the difference of the two timing metrics as given by, 
 𝜃 = 𝑎 𝑟𝑔𝑚𝑎𝑥⏟
𝜃
(𝑀1(𝜃) − 𝑀2(𝜃))   (2.11) 
 
If 𝜃 is earlier than the true time, part of the cyclic prefix of the current symbol is taken as data; 
thus, causing no interference. If 𝜃  is later than the true time, part of the cyclic prefix of next 
symbol is taken as data, which results in ISI.  Figure 2.5 shows the structure of the IEEE 802.11a 
MAC frame, where each Data symbol is prepended with a cyclic prefix denoted by GI. Figure 2.6, 
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and Figure 2.7 show the case when the estimated time offset is earlier, and later than the true time 
respectively. 
8 STSs 2 STSs GI2 2 LTSs DATA1 DATA2 DATA2
True Offset
Beginning of Payload portion 
of DATA2 
Guard Interval 
GI of DATA1
 
 
Figure 2.5 True time offset and beginning of the 802.11a payload 
 
2.4 Carrier Frequency Offset Estimation  
Carrier Frequency Offset (CFO) is due to the frequency difference that can occur between a 
transmitter’s Local Oscillator (LO) and the LO within the receiver [10]. All OFDM systems are 
sensitive to the presence of CFO, and can only tolerate CFO values which are fractions of the 
spacing between subcarriers, 312 KHz [36].  
 
The work in [36] presents a novel approach in the estimation of CFO. The approach uses the 
correlation of the frequency responses of two identical and consecutive training sequences to 
compute the phase difference between them. This phase difference is then used to calculate an 
estimated CFO value. 
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Figure 2.6 Estimated time offset is earlier than the true time 
 
If S(m) is the frequency response of the training sequence samples, the phase difference between 
frequency responses of two consecutive identical training sequences is given by [10], 
 
     ∅̂ = 𝑎𝑛𝑔𝑙𝑒 {∑ 𝑆(𝑑 +𝑚)∗𝑆(𝑑 + 𝑚 + 𝐿)
𝐿−1
𝑚=0
}, 
 
(2.12) 
 
 
 
 
where ∗ denotes the complex conjugate, 𝑑 is the time index corresponding to the first sample in a 
window of 2𝐿 samples, and 𝐿 is the length of one training sequence. The estimated carrier 
frequency offset ∆𝑓 is calculated from the phase difference by, 
 
∆𝑓 =
∅̂
𝜋𝑇
,  
 
(2.13) 
 
8 STSs 2 STSs GI2 2 LTSs DATA1 DATA2 DATA2
Earlier estimated 
Offset Beginning of Payload portion 
of DATA2 
End of the Payload 
Portion
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where 𝑇 is the time between the two sequences. The CFO given by equation (2.13), causes a 
rotation of the constellation as well as a random spread of the constellation points if uncorrected 
[36]. The estimated CFO can be removed from the complex In-Phase (I) and Quadrature (Q) 
samples of the time domain signal 𝑠(𝑛) using, 
 
 𝑠′(𝑛) = 𝑠(𝑛)𝑒−2𝜋𝑗∆?̂?𝑡, (2.14) 
 
where 𝑡 is time. The approach presented in  [36], estimates and removes the CFO in two steps. 
The first step is called “course” CFO estimation, where (2.13) and (2.14) are used with the two 
consecutive STSs 𝑡8 and 𝑡9. In the second step which is called “fine” CFO estimation and 
removal, the two LTSs 𝑇1 and 𝑇2, are used to remove any remaining CFO left after the “course” 
CFO estimation.  
 
 
8 STSs 2 STSs GI2 2 LTSs DATA1 DATA2 DATA2
late estimated 
Offset Beginning of Payload portion 
of DATA2 
End of the Payload 
Portion
        
Figure 2.7 Estimated time offset is later than the true time 
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2.5 Channel Estimation and Equalization 
In addition to the multipath channel’s path delays, each reflected path is associated with an 
attenuation amplitude value, which corresponds to the amplitude attenuation applied to the original 
transmitted signal. One technique used to compensate for these multipath effects is known as 
equalization. Equalization is implemented within the receiver as a filter in which the non-zero filter 
coefficient locations and values correspond to the path delays and inverses of the estimated 
attenuation values associated with each reflected path, respectively. The path delays and 
attenuation values form the multipath channel impulse response. Therefore, the goal within every 
wireless receiver is to estimate this impulse response to enable mitigation of the multipath effects 
on the received signal.  
 
For OFDM systems, there are two general approaches to estimation of the channel’s impulse 
response. The first approach is based on using training data transmitted on each subcarrier to 
estimate the channel, while the second uses training information transmitted on a subset of the 
subcarriers [37]. In this work, two channel estimation techniques, based on the first approach, are 
presented. The first channel estimation technique is based on the work in [37], [38], [39] and is 
known as Least Square (LS) channel estimation. A brief explanation of the LS estimation process 
is presented in Section 2.5.1. The second channel estimation technique was developed within this 
effort and is built upon the Nelder-Mead direct search method presented in [40], [41]. The Nelder-
Mead (N-M) approach estimates the channel coefficients through the minimization of an error 
function. The N-M direct search method will be explained in Section 2.5.2 and its application to 
channel estimation presented in Chapter 3. 
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2.5.1 Least Square Estimator 
The two, known LTS are used to estimate the channel impulse response based on the work 
presented in [9], [4], [37]. The frequency response of the transmitted and received LTSs are 
denoted as 𝑋 and 𝑌, respectively. The frequency response of the channel impulse response is 
denoted as 𝐻. The relationship between 𝑋, 𝑌, and 𝐻 is given by, 
 
     𝑌 = [
𝐻0
𝐻1
⋮
𝐻𝑁𝑠𝑐−1
] [
𝑋0   0   …     0
0    𝑋1   …     0
⋮      ⋮    ⋱      0
   0    0 … 𝑋𝑁𝑠𝑐−1
] + [
𝑁0
𝑁1
⋮
𝑁𝑁𝑠𝑐−1
], 
 
(2.15) 
 
where 𝑁 is the frequency response of the complex AWGN. The goal of the LS estimator is to 
minimize the cost function 𝐽(?̂?) given by, 
  𝐽(?̂?) = (𝑌 − 𝐻𝑋)𝐻(𝑌 − 𝐻𝑋), 
 
(2.16) 
 
where Ĥ is the estimate of the channel frequency response, and ( )H represents the conjugate 
transpose of matrix [10]. LS algorithm solves equation (2.16) and estimates the channel frequency 
response by using, 
 ?̂?𝑙𝑠 = 𝑋
−1𝑌. 
 
(2.17) 
 
The use of both LTSs in (2.17) will result in the reduction of the variance of the noise and the 
square error of the channel estimate by one-half. This LS approach to channel estimation is given 
by, 
 
 ?̂?𝑙𝑠 =
1
2
. 𝑋−1. (𝑌1 + 𝑌2),  
 
(2.18) 
 
where 𝑌1, and 𝑌2 are the Discrete Fourier Transforms of the first and second received LTSs, 
respectively. 
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2.5.2 Nelder-Mead Estimator 
The Nelder-Mead estimator, developed within this work, is based upon the N-M simplex 
algorithm. N-M simplex algorithm is a direct search method used in optimization problems with 
the goal of minimizing a specific function. The N-M method is widely used due its robustness and 
computational efficiency [42]. It attempts to minimize a 𝑛-variable nonlinear function through an 
iterative process using only the function values, i.e., without the need for calculation of first nor 
second order derivatives [28]. The problem to be solved by the N-M algorithm can be defined by 
the formula: 
𝑚𝑖𝑛𝑚𝑖𝑧𝑒⏟    
𝑥𝜖𝑅𝑛   
𝑓(𝑥)  
The N-M method uses an iterative approach to find the problem’s solution. Each iteration begins 
with a simplex determined by 𝑛 + 1 vertices where 𝑛 is the number of the scalar variables in that 
problem. For the case when 𝑛 = 2, the simplex is a triangle. The 𝑘𝑡ℎ iteration where 𝑘 ≥ 0, is 
terminated when the function value at the vertices of the simplex of that iteration satisfies a certain 
condition. This condition is presented later within this section. Complete definition of the N-M 
algorithm requires the specification of four parameters: reflection coefficient (𝜌), contraction (𝛾), 
expansion (𝜒), and shrinkage (𝜑). These four parameters should satisfy the following constrains 
[37]: 
𝜌 > 0 𝜒 > 1 𝜒 > 𝜌 0 < 𝛾 < 1 0 < 𝜑 < 1  
 
Trial steps within each iteration are generated by reflection, expansion, contraction, and shrinkage 
operations. At each interaction 𝑘, the following steps and function evaluations are performed:  
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• Each iteration starts with a simplex defined by the points 𝑥𝑖𝜖𝑅
𝑛, where 1 ≤ 𝑖 ≤ 𝑛 + 1. The 
simplex points should be ordered to satisfy  𝑓(𝑥1) ≤ 𝑓(𝑥2) ≤ ⋯ ≤ 𝑓(𝑥𝑛+1),  
• Compute the reflected vertex using, 
 
 
𝑥𝑟 = (1 + 𝜌)𝑥 − 𝜌𝑥𝑛+1, 
 
(2.19) 
 
where 
 
𝑥 =∑
𝑥𝑖
𝑛
𝑛
𝑖=1
, 
 
(2.20) 
 
 
is the center of the 𝑛 best points. It is important to note that the worst point, 𝑥n+1 is not included. 
The value of the function at 𝑥𝑟 determines which operation is done next and whether the trial is 
accepted or rejected. If the function value at 𝑥𝑟 is anywhere between the best point 𝑥1 and the 
second worst point 𝑥𝑛, then the iteration is ended and the reflected point replaces the worst point 
𝑥𝑛+1 within the simplex of the next iteration. For the case when the function value, corresponding 
to the reflected point 𝑓(𝑥𝑟), is less than its value at 𝑥1or greater than its value at 𝑥𝑛, one or more 
of the operations mentioned earlier needs to be done. If 𝑓(𝑥𝑟) ≤ 𝑓(𝑥1) , then the iteration is 
expanded and the expansion point is calculated by, 
 
  𝑥𝑒 = (1 + 𝜌𝜒)𝑥 − 𝜌𝜒𝑥𝑛+1. 
 
(2.21) 
 
The iteration is ended and the expansion point 𝑥𝑒 is accepted when 𝑓(𝑥𝑒) < 𝑓(𝑥𝑟). If 𝑓(𝑥𝑟) ≥
𝑓(𝑥𝑛), a contraction operation is performed and it has two cases, the first case is when 𝑓(𝑥𝑛) ≤
𝑓(𝑥𝑟) ≤ 𝑓(𝑥𝑛+1); thus, the outside contraction is performed using, 
 
  𝑥𝑐 = (1 + 𝜌𝛾)𝑥 − 𝜌𝛾𝑥𝑛+1. 
 
(2.22) 
 
25 
 
The function is then evaluated at 𝑥𝑐, and if 𝑓(𝑥𝑐) ≤ 𝑓(𝑥𝑟), then the iteration is ended and 𝑥𝑐 is 
accepted to replace the worst point in the simplex for the next iteration. Otherwise, the shrink 
operation is performed. The second case is when 𝑓(𝑥𝑟) ≥ 𝑓(𝑥𝑛+1), which results in an inside 
contraction being performed using, 
 
    𝑥𝑐𝑐 = (1 − 𝛾)𝑥 + 𝛾𝑥𝑛+1. 
 
(2.23) 
 
If 𝑓(𝑥𝑐𝑐) ≤ 𝑓(𝑥𝑛+1) the iteration is ended and 𝑥𝑐𝑐 is accepted; otherwise, the shrink operation is 
performed. The shrink operation is performed by calculating a new set of vertices 𝑣𝑖  given by, 
 
       𝑣𝑖 = 𝑥1 + 𝜑(𝑥𝑖 − 𝑥1), 
 
(2.24) 
 
where 2 ≤ 𝑖 ≤ 𝑛 + 1 and the new simplex for the next iteration is (𝑥1, 𝑣2, … , 𝑣𝑛+1) [41]. In this 
work, two stopping criteria were adopted to terminate the iterations and end the search. A 
termination condition based on the function values given by, 
 
1
𝑛
∑(𝑓(𝑥𝑖) − 𝑓)
2
𝑛+1
𝑖=1
< 𝜖1,  
 
(2.25) 
 
where 𝑓 is the mean of the function and 𝜖1 is a tolerance based on function values. The second 
stopping criterion is based on the points 𝑥𝑖 and is given by [41], 
 
1
𝑛
∑‖𝑥𝑖
𝑘 − 𝑥𝑖
𝑘+1‖
2
𝑛
𝑖=1
< 𝜖2, 
 
(2.26) 
 
where ‖∎‖ is the 𝑙2 norm. If the 𝑙2 norm of the point 𝑥𝑖 between two successive iteration is less 
than the tolerance 𝜖2, then the algorithm is terminated [42].  
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In this work, the function to be minimized is defined as follows: If the received signal defined by 
(2.8) is corrected for the time and carrier frequency offset, then the function of interest 𝑓(ℎ) can 
be defined as a square error function given by, 
 
 
𝑓(ℎ) = ∑ |𝑟(𝑚) −∑𝑥(𝑚 − 𝜏𝑘)ℎ(𝑘)
𝐿−1
𝑘=0
|
2
,
𝑘∈𝑚
 
 
 
(2.27) 
 
where 𝑟(𝑚) is the received signal, 𝑥(𝑚) is the IEEE 802.11a transmitted preamble, and ℎ(𝑘) is 
the multipath coefficient associated with the 𝑘th path. 
 
2.6 RF-DNA Fingerprinting 
This work assesses the impact of indoor multipath channel removal has on RF-DNA fingerprint 
based wireless radio discrimination performance. The RF-DNA fingerprints are extracted from 
two-dimensional, joint Time-Frequency (T-F) responses. Based on the work in [5], the features 
were extracted using the Discrete Gabor Transform (DGT) in which the complex Gabor 
coefficients are calculated as follows, 
 
𝐺𝑚𝑘 = ∑ 𝑠(𝑛)𝑊
∗(𝑛 − 𝑚𝑁∆)𝑒
−𝑗𝛾
𝑀𝑁∆
𝑛=1
, 
 
(2.28) 
 
where 𝐺𝑚𝑘 are the Gabor coefficients, 𝑠(𝑛) = 𝑠(𝑛 + 𝑙𝑀𝑁∆) is the periodic input signal, 𝑊(𝑛) =
𝑊(𝑛 + 𝑙𝑀𝑁∆) is the periodic analysis window, 𝛾 = 2𝜋𝑘𝑛/𝐾𝐺, 𝑁∆ is the total number of shifted 
samples, 𝑚 = 1, 2,… ,𝑀 for 𝑀 total number of shifts, 𝑘 = 1, 2, … , 𝐾𝐺 − 1  for 𝐾𝐺 ≥ 𝑁∆ and 
𝑚𝑜𝑑(𝑀𝑁∆, 𝐾𝐺) = 0 satisfied [10]. In calculation of the Gabor coefficients the signal 𝑠(𝑛) and 
window 𝑊(𝑛) should have finite support. The window function is usually required to have finite 
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support, while the signal is allowed to have a very large or infinite support. If the signal is very 
large, overlap-add techniques are applied by splitting up the signal into smaller pieces, and each 
piece is treated separately [43]. The Gabor transformation is oversampled for the case of 𝐾𝐺 > 𝑁∆ 
and critical sampling occurs when 𝐾𝐺 = 𝑁∆. Oversampling is preferred when processing noisy 
data, because it adds more reliability to the analysis of signals under varying SNR conditions [5]. 
Thus, 𝐾𝐺 and 𝑁∆were selected to achieve the oversampling condition. 
 
In Gabor based fingerprinting, the RF-DNA fingerprints are generated from the normalized 
magnitude-squared Gabor coefficients |𝐺𝑚𝑘|
2 which are given by [5], 
 
|𝐺𝑚𝑘|2 =
|𝐺𝑚𝑘|
2 −𝑚𝑖𝑛{|𝐺𝑚𝑘|
2}
𝑚𝑎𝑥{|𝐺𝑚𝑘|2 −𝑚𝑖𝑛{|𝐺𝑚𝑘|2}}
.  
 
(2.29) 
 
Figure 2.7, shows a representative normalized magnitude-squared T-F surface generated from the 
complex Gabor coefficients. The surface is divided up into 𝑁𝑅 two-dimensional sub-regions, 
which are also known as patches, in which each sub-region contains a total of 𝑁𝑇 × 𝑁𝐹 values. 
The variables 𝑁𝑇 and 𝑁𝐹 correspond to length of the sub-region along the time and frequency 
dimensions, respectively. The value of 𝑁𝑇 and 𝑁𝐹 are chosen to ensure that a minimum number of 
𝑁𝑇𝐹 = 120 values are contained by each sub-region. This criterion was set to facilitate a sufficient 
number of values are present within a given sub-region to satisfy statistical constraints. The 
statistics: standard deviation, variance, skewness, and kurtosis, are calculated for each individual 
sub-region as well as over the entire T-F surface, i.e., the 𝑁𝑅 + 1 sub-region [8]. 
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Figure 2.8 representation of a 2-D response generated using Gabor transform and normalized 
magnitude-squared GT coefficients [8] 
 
2.7 Device Classification 
This work uses the same Multiple Discriminant Analysis/Maximum Likelihood (MDA/ML) 
classification approach for feature selection and device discrimination as presented in [5, 10]. The 
process begins with MDA, which is an extension of Fisher’s Linear Discriminant Analysis from a 
two-class to the NC-class, where NC is the total number of classes, a.k.a., devices. MDA is used 
to project the RF-DNA fingerprints into a NC-1 dimensional subspace while maintaining class 
 
 
 
 
 
 
 
𝑆𝑏 =∑𝑃𝑖𝛴𝑖
𝐶
𝑖=1
 
 (2.30)      
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separability [5]. It reduces feature dimensionality while improving separation between classes by 
maximizing the between-class separation and minimizing the within-class variance [10]. Figure 
2.8 provides a 𝑁𝐷 = 3 class problem where the ML boundaries associated with each of the 
Gaussian class likelihood functions are projected into a (NC – 1 = 2)-dimensional subspace. The 
inter-class 𝑆𝑏 and intra-class 𝑆𝑤 scatter matrices are given by [44], and, 
 
𝑆𝑤 =∑𝑃𝑖(𝜇𝑖 − 𝜇0)(𝜇𝑖 − 𝜇0)
𝑇
𝐶
𝑖=1
,  (2.31) 
 
where 𝛴𝑖the covariance matrix and 𝑃𝑖 is is the prior probability of class ci. The generated RF-DNA 
fingerprints are projected into the (NC-1)-dimensional subspace by, 
 
𝑓𝑖
𝑤 = 𝑊𝑇𝑓, 
 
 (2.32) 
 
where 𝑊 is the projection matrix formed from the eigenvectors of 𝑆𝑤
−1𝑆𝑏 [5]. The MDA tries to 
find the best projection matrix that provides the optimal ratio between the inter-class distances and 
intra-class variances [5]. Figure 2.6 provides an example for two MDA projection matrices where 
projection matrix 𝑊1 maximizes the inter-class distances and so it provides better class separation 
performance [5]. 
 
During the MDA training process, the training RF-DNA fingerprints generated from each device 
are projected to NC-1 subspace to comprise the projected training matrix 𝑓𝑤.  The mean vector 
and covariance matrix are estimated for projected training fingerprints of the individual classes. A 
multi-variate Gaussian distribution is computed, and it’s mean vector is fitted to the projected 
training samples of each class to develop the reference model as shown by Figure 2.9 [5].  
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Figure 2.9 MDA projection of fingerprints from NC = 3 class space to 2-D subspaces [22] 
 
The identity of the originating device is determined by comparing its RF-DNA fingerprints to the 
developed reference models that were fit to the individual projected training sets.  The classifier 
makes decides based on calculation of similarity measure between the unknown RFDNA 
fingerprint and each of the known reference models. It assigns the unknown fingerprint to the class 
that results in the best match [5].  As in [5, 10], this work uses the Bayesian posterior probability 
assuming uniform costs and equal prior probabilities. 
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Figure 2.10 MDA/ML Classification subspace for NC = 3; multivariate Gaussian distributions 
are fitted to projected fingerprints; ML decision boundaries [23] 
 
2.8 Relevant Work 
2.8.1 Joint Channel Estimation and Classification  
The work in [19] presents an approach that performs wireless device discrimination through the 
use of RF fingerprints extracted from signals that were transmitted through a wireless multipath 
channel. This approach was tested on signals transmitted by Universal Mobile Telephone System 
(UMTS) user equipment, but it can be applied to any system with a known repeated symbol 
sequence such as the preamble of the IEEE 802.11a MAC frame. It is motivated by an 
authentication problem that can exist within the femtocell base stations used in cellular wireless 
networks, like UMTS. This problem is prevalent for cases where the core network signaling, due 
to the location management, is huge especially when the cell sizes are small. It uses RF 
fingerprinting to identify the cellular devices at the first contact with the femtocell base station. 
Authentication at the PHY layer reduces the signaling traffic at higher layers of the cellular core 
network. 
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The work in [19] assumes the availability of N-record training database of UMTS preambles 𝑠𝑛(𝑡) 
originating from different devices. One of the N-record database preambles is input to a multipath 
fading channel plus noise to generate output 𝑦(𝑡), which is the received signal. The original 
transmitted signal is needed to suppress the effects of the channel. However, the identity of the 
originating device is unknown prior to classification. In an effort to overcome this challenge, the 
work in [19] performed joint channel estimation and device classification. The joint channel 
estimation and device classification was performed using the linear adaptive compensator 
illustrated by the block diagram in Figure 2.10. The linear adaptive compensator in Figure 2.10 
can be summarized by the following equations: 
 
 𝑛0 = 𝑎𝑟𝑔𝑛=1,…,𝑁𝑚𝑖𝑛𝐺(𝑛), 
 
(2.33) 
 
 𝐺(𝑛) = 𝑚𝑖𝑛ℎ𝑙,𝛿𝑙,𝑤 ∑ |𝑦(𝑡) − ∑ ℎ𝑙𝑒
−𝑤𝑛𝑠𝑛(𝑡 − 𝛿𝑙)
𝐿
𝑙=1 |
2
𝑡∈𝑇 ,  
 
(2.34) 
 
where 𝐺(𝑛) is the residual power at the output of the adaptive compensator for the 𝑛𝑡ℎ signal 
candidate, 𝐿 is the length of the channel, 𝑇 is the duration of the samples, w, 𝛿𝑙, and ℎ𝑙 are the 
frequency offset, delay of the 𝑙𝑡ℎ tap, and the corresponding tap coefficient. The algorithm first 
compensates for the frequency offset, then calculates the residual power by subtracting the channel 
modified version of the candidate signal from the received signal. The 𝑛𝑡ℎ channel modified signal 
is the combination of delayed and weighted copies of the nth candidate. The candidate signal that 
results in the minimum residual power is selected as the closest match to the received signal. The 
received signal is determined to have originated from the device associated with the selected 
candidate signal.  
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2.8.2 Nonlinearity Estimation for Specific Emitter Identification  
The work in [20, 21] presents a constellation based method for SEI in an empirical indoor 
multipath channel model. This method is based on estimating the nonlinearity in the RF front-
ends, such as the amplifier, to identify a given radio. Reliable nonlinearity estimation and radio 
identification requires estimation and removal of the multipath channel to suppress ISI. The 
algorithm begins with the differentiation of the nonlinearity in each symbol, where the symbols 
with lower amplitudes are ignored as they are less affected by RF front-end nonlinearity distortion. 
After initial estimation of the RF front-end nonlinearities, the accuracy of the estimation is 
improved through the use of an iterative estimation approach. This iterative approach estimates 
the transmitted symbols and the channel coefficients to achieve an asymptotically unbiased 
estimation. The algorithm is applicable on multiple amplitude level modulation schemes such as 
Quadrature Amplitude Modulation (QAM), OFDM, and Pulse Amplitude Modulation (PAM). 
 
Figure 2.11 Linear adaptive compensator 
 
The work in [20] uses the linear approximation approach to estimate the channel coefficients , This 
linear approximation based estimate is achieved through the use of a known sequence of waveform 
symbols, e.g., the preamble of the IEEE 802.11a MAC frame. The estimated channel impulse 
response is then used to recover the transmitted signal, i.e., the channel input. The estimated 
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transmitted signal can then be used to derive the nonlinearity coefficients. This initial estimate of 
the channel impulse response, transmitted signal, and the nonlinearity coefficients, can be used to 
further improve the identification performance through the use of more iterations. The initial 
estimate of the transmitted signal can be used to re-estimate the channel impulse response, which 
is used to update the estimation of the transmitted signal and then the nonlinearity coefficients. 
The estimated nonlinearities can then be compared with the training RF front-end nonlinearity 
models to identify the transmitting device. 
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      CHAPTER 3 
 METHODOLOGY 
 
3.1 Introduction 
In this chapter, the process developed for assessing RF-DNA fingerprinting performance in 
wireless multipath channels is described. The methodology presented here uses the same IEEE 
802.11a signal set in [10]; thus, the carrier frequency offset value for each signal has been 
estimated and corrected prior to the methodology presented in the remainder of this chapter. The 
collected signals are filtered by Rayleigh multipath channels. Following Rayleigh channel 
filtering, the received signals then undergo time synchronization through estimation and correction 
of the time offset. The resultant signals are used with the known short and long training symbol 
sequences to estimate the channel impulse response. The channel impulse response is estimated 
using the Least Square (LS) and Nelder-Mead (N-M) estimators presented in Chapter 2. The LS 
estimator provides an accurate estimation of the path delays, while the estimation of the 
coefficients is further improved by the N-M estimator. A comparison between the LS and the N-
M estimator’s performance is presented in Chapter 4. The estimated channel impulse response is 
used to recover the original transmitted preamble, which input into the RF-DNA fingerprinting 
process. The statistical fingerprints are generated from the recovered preambles using the Gabor 
Transform (GT). The generated fingerprints are then classified using the MDA/ML classifier 
presented in Chapter 2. Figure 3.1 shows the processing blocks at each stage of this work. 
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3.2 Signal Detection and Collection  
Figure 3.1 shows the collection and post-collection processes adopted from [6] and adapted for 
this work. In particular, this work adds the Rayleigh fading channel, time offset correction, channel 
estimation, and channel equalization blocks. The IEEE 802.11a Wi-Fi signals used in this work 
are the same as those used to generate the results presented in [6, 10]. These signals were collected 
from a Cisco AIR-CB21G-A-K9 with a total of 𝑁𝐷 = 4 Wi-Fi cards in an office environment using 
Agilent E3238S-based RF Signal Intercept and Collection System (RFSICS). The RFSICS has a 
tunable frequency range from 0.02 to 6 GHz, and an RF filter with a bandwidth WRF = 36.0 MHz. 
In the collection process, the captured frequency spectrum is down converted to an intermediate 
frequency fIF = 70 MHz before going through the analog-to-digital converter (ADC). The ADC 
used in RFSICS has 12-bit resolution with a sampling rate of fs = 95 mega-samples-per-second. 
After analog-to-digital conversion, the digital signal is down converted and filtered with a WBB = 
9.28 MHz digital filter and stored as complex In-phase and Quadrature components (i.e., samples). 
A total of 𝑁𝐵 = 2000 individual 802.11a signals were extracted from each device’s collection 
record. The amplitude-based variance trajectory technique in [4] was used to detect the individual 
Wi-Fi transmissions within the overall collection record. The Carrier Frequency Offset (CFO) 
values were then estimated and removed from each detected signal using the approach in [10]. 
Following CFO removal, each signal was resampled from 23.75 MHz to 20 MHz to improve the 
accuracy of the time synchronization process. The time synchronization process, as described in 
Chapter 2, uses the sampled version of the 16 μs long preamble. 
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Figure 3.1 Signal collection and post-collection processing [5] 
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For the 20 MHz sampling rate, the number of samples for every STS and LTS is 16 and 64, 
respectively. However, when sampled at 23.75 MHz the number of samples per STS and LTS is 
no longer integer, e.g., STS has 19.001 samples. The algorithm presented in section 2.3 requires 
the number of samples to be integer for accurate time offset estimation because the offset is 
estimated by correlating the received signal with itself shifted by 1 or 2 STSs periods (in samples).  
 
3.3 Noisy Multipath Signal Generation 
Prior to application of the Rayleigh fading channel and addition of noise, 1,000 signals, from each 
Wi-Fi device, are randomly selected. This set of 4,000 signals, 1,000 per device, is designated as 
the “test” set and will be the only signals exposed to Rayleigh fading. The remaining 4,000, the 
1,000 not selected for each of the four devices, is designated as the “training” set. The training set 
is only passed through an Additive White Gaussian Noise (AWGN) channel prior to RF-DNA 
fingerprint generation; thus, this set of signals does not contain multipath channel effects.  The RF-
DNA fingerprints generated from the training set of signals is used for model development within 
the MDA/ML classifier.  
 
Figure 3.2 provides a more detailed representation of the Rayleigh channel block in Figure 3.1. 
The input signal, x(n), is filtered by the Rayleigh channel, detailed in Section 2.2.3, given by, 
 ℎ(𝑛) = (𝐴1 + 𝑗𝐵1)𝛿(𝑛 − 𝜏1) + ⋯+ (𝐴𝐿 + 𝑗𝐵𝐿)𝛿(𝑛 − 𝜏𝐿), 
 
(3.1) 
 
where 𝐴𝑘, and 𝐵𝑘 are zero mean independently identically distributed (iid) Gaussian random 
variables with variance σk
2 given by (2.3), (2.4), and (2.5) in section 2.2.3, and 𝜏𝑘 is the delay of 
the 𝑘th path. Each channel coefficient  (𝐴𝑘 + 𝑗𝐵𝑘) is generated from a Gaussian random variable 
with zero mean and unit variance as follows, 
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(𝐴𝑘 + 𝑗𝐵𝑘) =
𝜎𝑘
√2
[𝒩(0,1) + 𝑗𝒩(0,1)], 
 
(3.2) 
 
where 𝒩(0,1) is a zero mean, unit variance Gaussian random variable. The signal 𝑀(𝑛), in Figure 
3.2, is generated by the convolution of x(n) with the channel impulse response in (3.1).  
   
Rayleigh Channel h(n)
Noise n(t)
Received 
signal r(n)
x(n)
M(n)
Figure 3.2 Multipath signal generation 
 
 
The noisy channel output signal, r(n), in Figure 3.2 is generated by adding scaled and like-filtered 
noise to M(n). Prior to filtering, the added noise is complex with a variance σn
2. The variance σn
2 
is set to generate a received signal r(n) with signal-to-noise (SNR) ranging from 9 dB to 30 dB in 
3 dB steps. The like-filtered AWGN noise is simulated by first generating a zero-mean, and unit-
variance Gaussian random sequence with length 𝐿𝑛 given by, 
 𝐿𝑛 = 𝐿𝑥 + 𝐿 − 1, 
 
(3.3) 
 
where 𝐿𝑥, is the length of the transmitted signal x(n), and 𝐿 is the length of the channel. This 
sequence is filtered using the same parameters that were used to filter the collected signal. The like 
filtered Gaussian noise is then scaled to achieve analysis  𝑆𝑁𝑅𝐴
𝑑𝑏 ∈ [9, 30] dB in 3 dB steps. The 
𝑆𝑁𝑅𝐴
𝑑𝑏 is given by, 
 
𝑆𝑁𝑅𝐴
𝑑𝑏 = 10 × 𝑙𝑜𝑔10 (
𝑆𝑡
𝑃𝐺
), 
 
(3.4) 
 
40 
 
where 𝑆𝑡 is the power of the transmitted signal, and 𝑃𝐺  is the power of the scaled, like-filtered 
noise. The noise scale factor  𝑅𝑛 is given by, 
 
𝑅𝑛 =
√10
𝑆𝑁𝑅𝐴
𝑑𝑏
10 × 𝑆𝑡. 
 
(3.5) 
 
The power of the transmitted signal 𝑆𝑡 is given by, 
 
𝑆𝑡 =
1
𝐿𝑥
∑  x(m) x∗(m)
𝐿𝑥
m=1
. 
 
(3.6) 
 
  
 
3.4 Time Synchronization  
Carrier frequency offset correction and time synchronization must be performed prior to channel 
estimation and correction. The Wi-Fi signals used in this work are the same as those used in [10]; 
thus, the carrier frequency offset has been corrected and is neglected here. As explained in Section 
2.3, the timing metrics 𝑀1(𝜃), and 𝑀1(𝜃) are first computed by calculating the normalized 
autocorrelation of the received signal with itself delayed by one and two STS durations, 
respectively. For a sampling frequency of 20 MHz, each subcarrier in one OFDM symbol is 
represented by one sample in time, so one STS and LTS are 16 and 64 samples in length, 
respectively. The Guard Interval (GI) portion of the preamble will be 32 samples in length. 
 
In effort to improve clarity of the time synchronization process, an example of time 
synchronization is presented here using an ideal 802.11a preamble, i.e., one void of any device 
coloration and generated using modeling and simulation software. In this example, a delay of 1,500 
ns, i.e., 30 samples, is applied to the ideal preamble. Calculation of the first metric  𝑀1(𝜃) is 
computed using (2.9) and the resulting magnitude shown in Figure 3.3. In Figure 3.3, the 
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magnitude of 𝑀1(𝜃) reaches a maximum value of 1 at index 31, which corresponds to the 
beginning of the first STS of the delayed signal, and maintains this maximum through index 159. 
Figure 3.4 shows the magnitude of the second metric, 𝑀2(𝜃), calculated using (2.10). The 
magnitude of metric 𝑀2(𝜃) reaches it maximum value of 1 at the same index as that of 𝑀1(𝜃), but 
only maintains this maximum magnitude value through index 143.  
 
Estimation of the time offset within the received signal is determined through calculation of (11) 
in Section 2.3, which is the magnitude of the difference between the two metrics 𝑀1(𝜃), and 
𝑀1(𝜃). For this example, the result of (11) is a single peak corresponding to index 159 as illustrated 
in Figure 3.5. Thus, the estimated time offset 𝜃 would be 159, which corresponds to the start of 
the ninth STS. The estimated offset 𝜃 is essential to the estimation of the channel impulse response, 
because it provides a point of reference that is used to locate the start and end of the LTSs, which 
are used by the LS and N-M channel estimators. The process detailed in this section is applied to 
all the received signals generated in Section 3.3.  
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Figure 3.3 Normalized timing Metric M1(θ) for a delay of 30 samples 
 
 
 
 
Figure 3.4 Normalized timing Metric M2(θ) for a delay of 30 samples 
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Figure 3.5 Metric difference | M1(θ) - M2(θ)| as a function of offset θ 
 
3.5 Least Square Estimator  
As explained in Section 2.5.1, the LS estimator is used to estimate the channel impulse response 
using (2.18). The resulting estimate serves as the first estimate of the channel’s frequency response. 
A key assumption is that the overall length of the channel is less than that of the GI, i.e., 𝐿 < 32 
samples when 𝑓𝑠 = 20 MHz [45]. This assumption is applied in both the LS and N-M estimators. 
The remainder of this section explains the solution to (2.18) and determination of a course estimate 
of the channel’s impulse response. In (2.18), 𝑋  is the Discrete Fourier Transform (DFT) of the 
ideal long training symbol and is comprised of 52 nonzero elements corresponding to the data 
subcarriers as given by: 
𝑋(1: 26) = {1,−1,−1, 1, 1, −1, 1, −1, 1, −1, −1,−1,  
−1,−1, 1, 1, −1,−1, 1, −1, 1, −1, 1, 1, 1, 1}, 
                                       
𝑋(38: 63) = {1,1, −1,−1, 1, 1, −1, 1, −1, 1, 1, 1, 1, 1,1, 
−1,−1, 1, 1, −1, 1, −1, 1, 1, 1, 1}, 
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where 𝑋(𝑘) = 0 for 26 < 𝑘 < 38 corresponds to the virtual subcarriers [42]. In the discrete time 
domain, let 𝑃(𝑛) be the portion of the IEEE 802.11a ideal preamble that contains the GI and the 
two LTSs as shown in Figure 3.6. Let the received signal portion corresponding to 𝑃(𝑛) be 
designated as  𝐶(𝑛) = 𝑃(𝑛) ∗ ℎ(𝑛), which is the convolution of the length L channel with that of 
𝑃(𝑛). Due to the channel ℎ(𝑛), the first 𝐿 − 1 elements of 𝐶(𝑛) correspond to 𝑃(𝑛) and the ten 
STS of the transmitted preamble. The next 5𝑁/2 − 𝐿 + 1 elements only depend upon the channel 
and 𝑃(𝑛) [45]; thus, the focus is placed on this portion of the received signal to facilitate estimation 
of the channel’s impulse response. These elements are designated as, 
𝑣(𝑛) = 𝐶(𝑛 + 𝐿 − 1), 𝑛 = 0,… ,
5𝑁
2
− 𝐿. 
 
10 - STS GI LTS 1 LTS 2
P(n)
IEEE 802.11a Preamble 
 
Figure 3.6 𝑃(𝑛) signal portion of the IEEE 802.11a Preamble 
 
 
After determination of the time offset 𝜃, as described in Section 3.4, the first index 𝑛𝑣,1 of 𝑣(𝑛) is 
determined to be, 
 𝑛𝑣,1 = 𝜃 + 2 x 𝐿𝑆𝑇𝑆 − 1 + 𝐿 − 1, 
 
(3.7) 
 
and its last index 𝑛𝑣,2 is given by, 
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 𝑛𝑣,2 = 𝜃 + 2 x 𝐿𝑆𝑇𝑆 − 1 + 𝐿𝐺𝐼 + 2 x 𝐿𝐿𝑇𝑆, 
 
(3.8) 
 
where 𝐿𝑆𝑇𝑆 , 𝐿𝐺𝐼, and 𝐿𝐿𝑇𝑆 are the number of samples associated with one STS, the GI, and one 
LTS ,respectively. 
 
Following the extraction of 𝑣(𝑛), the first estimate of the channel’s frequency response Ĥlscan be 
calculated using (2.17) and (2.18). In (2.18),  𝑌2 is the DFT of the last 𝑁 elements of 𝑣(𝑛) and 𝑌1 
corresponds to the 𝑁 elements preceding 𝑌2. For the case of (2.17), 𝑌 can be either 𝑌1 or 𝑌2, because 
both are the result of filtering the same LTS by the channel ℎ(𝑛). For the results presented in 
Chapter 4, the channel’s frequency response is estimated using (2.18). The use of two LTSs 
reduces the variance of the noise, which results in the reduction of the square error by one half 
when compared to the use of only one LTS as in (2.17) [42].  A preliminary normalized estimate 
of the channel impulse response is calculated by, 
 
ℎ̅(𝑘)𝑝𝑟𝑒 =
ℎ(𝑘)𝑝𝑟𝑒
𝑚𝑎𝑥|ℎ(𝑘)𝑝𝑟𝑒|
 
 
(3.9) 
 
where ℎ(𝑘)𝑝𝑟𝑒 is given by, 
 
 ℎ(𝑘)𝑝𝑟𝑒 = 𝐼𝐷𝐹𝑇{?̂?𝑙𝑠}. 
 
(3.10) 
 
Using the estimate given by equation (3.9), each multipath coefficient’s position which represents 
the delay associated with that component can be determined by applying a threshold rule given by, 
 
ℎ̂(𝑘) = {
ℎ̅(𝑘)𝑝𝑟𝑒     𝑤ℎ𝑒𝑛  |ℎ̅(𝑘)𝑝𝑟𝑒| > Γ
0                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,      
 
 
(3.11) 
 
where Γ is a threshold that satisfies Γ < 1. ℎ̂(𝑘) Provides a coarse estimate for the channel 
coefficients, which can be further improved by feeding delays associated with the channel 
coefficients to the N-M estimator as will be explained in the next section.  
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3.6 Nelder-Mead Estimator 
This work presents a novel application of the Nelder-Mead (N-M) direct search algorithm, 
described in Section 2.5.2, in the development of a multipath channel estimator. This application 
is designated here as the N-M estimator and is used to provide a fine estimate of the channel 
coefficients prior to equalization. As previously stated, the N-M algorithm is applied in the 
minimization of the square error function 𝑓(ℎ) given by (29). One restriction of the N-M algorithm 
is that it solves only real-valued functions; however, the function 𝑓(ℎ) to be minimized is complex 
[36, 37]. This is due to the fact that both the transmitted signal and channel coefficients are 
complex. In an effort to overcome the N-M algorithm’s limitation, the function 𝑓(ℎ) is expanded 
into real and imaginary parts as follows: 
 
𝐶1 = ∑ |𝑅𝑒{𝑟(𝑚)}
m∈𝑇
− (∑ℎ𝑟,1(𝑘) ×  𝑅𝑒{𝑥(𝑚 − 𝜏𝑘)}) − ℎ𝑖,1(𝑘) ×  𝐼𝑚{𝑥(𝑚 − 𝜏𝑘)})
𝐿
𝑘=1
|
2
 
(3.12) 
 
 
 
𝐶2 = ∑ |𝐼𝑚{𝑟(𝑚)}
m∈𝑇
− (∑ℎ𝑟,2(𝑘) ×  𝐼𝑚{𝑥(𝑚 − 𝜏𝑘)}) + ℎ𝑖,2(𝑘) ×  𝑅𝑒{𝑥(𝑚
𝐿
𝑘=1
− 𝜏𝑘)})|
2
,         (3.13) 
 
where C1 and C2 are the real and imaginary parts of the function 𝑓(ℎ), respectively, ℎ𝑟,1(𝑘) and 
ℎ𝑟,2(𝑘) are the real parts of the 𝑘th estimated channel coefficient, ℎ𝑖,1(𝑘) and ℎ𝑖,2(𝑘) are the 
imaginary parts of the 𝑘th  estimated channel coefficient, 𝑅𝑒{} is the real part of a function, 𝐼𝑚{} 
is the imaginary part of the function, and 𝜏𝑘 is the path delay of the 𝑘th coefficient. The path delay 
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𝜏𝑘 represents the delay of the 𝑘th non-zero coefficient obtained through the use of the LS estimator 
as described in Section 3.5. 
 
Splitting 𝑓(ℎ) into its real and imaginary components allows for estimation of the real and 
imaginary parts of the channel impulse response separately and without violating the real-valued 
function limitation of the N-M algorithm. In an effort to minimize the estimation error, the 
coefficients estimated by (2.12) and (2.13) are averaged together to provide the final estimate of 
the real and imaginary components of the channel, respectively. The real and imaginary 
components for the final estimated channel are given by, 
 
ℎ𝑟(𝑛) = {
ℎ𝑟,1(𝑛) + ℎ𝑟,2(𝑛)
2
              , 𝑤ℎ𝑒𝑛  𝑛 ∈ [𝜏1, 𝜏𝐿]
          0                           ,                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 , 
 
(3.14) 
 
 
 
ℎ𝑖(𝑛) = {
ℎ𝑖,1(𝑛) + ℎ𝑖,2(𝑛)
2
              , 𝑤ℎ𝑒𝑛  𝑛 ∈ [𝜏1, 𝜏𝐿]
             0                            ,                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   , 
 
(3.15) 
 
 
where ℎ𝑟(𝑛) is the real part, and ℎ𝑖(𝑛) is the imaginary part of the estimated channel impulse 
response. The estimated channel impulse response can then be obtained by combining the real and 
imaginary parts as follows, 
 ℎ(𝑛) = ℎ𝑟(𝑛) + 𝑗ℎ𝑖(𝑛). 
 
(3.16) 
 
Depending on the transmitted signal 𝑥(𝑛), two different cases are considered in the estimation of 
the channel. In the first case, 𝑥(𝑛) is an ideal preamble, while the received signal is constructed 
using the collected signals, from the “test” set, convolved with the generated channel impulse 
response followed by addition of appropriately scaled noise to achieve the desired SNR. Thus, for 
this case, the coefficients used in construction of the equalization filter are based upon a 
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comparison of a received signal in which device specific waveform coloration is present to that of 
a transmitted signal that is devoid of such coloration. In the second case, a collected “candidate” 
preamble is used as 𝑥(𝑛) instead of the ideal preamble. In this work, a total of five candidate 
preambles were randomly selected from the training set of each of the 𝑁𝐷 = 4 devices; thus, a total 
of 𝑁𝑃 = 20 candidate preambles are used in obtaining the fine estimate of the channel coefficients. 
For every received signal, there is one set of channel coefficients corresponding to each of the 𝑁𝑃 
candidate preambles for which (2.27) is minimized.  
 
The “best” estimate of the channel is selected based upon the candidate preamble that results in 
the smallest residual power given by,  
 
ℎ̂(𝑚) = argmin 𝑐  {∑|𝑟(𝑚) − ℎ̂𝑐(𝑚) ∗ 𝑥𝑐(𝑚)|
2
𝑚
}, 
 
(3.17) 
 
where 1 ≤ 𝑐 ≤ 𝑁𝑃, and ℎ̂𝑐(𝑚) is the estimated channel associated with candidate preamble 𝑥𝑐(𝑚).  
 
3.7 Channel Equalization 
Removal of the channel effects from the received signal is achieved through the use of an 
equalization filter. The frequency response of the equalization filter is generated from the channel 
estimate obtained from the N-M estimator and is given by, 
 
  𝐺(𝑘) =
1
?̂?(𝑘)
 , 
 
(3.18) 
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where ?̂?(𝑘) is an 𝐿𝑚 point DFT of the “best” channel estimate given by (48), 𝐿𝑚 = 𝐿𝑥 + 𝐿 − 1 is 
the length of the received signal, 𝐿𝑥 is the length of the transmitted signal, and 𝐿 is the length of 
the channel. The equalization filter 𝐺(𝑘) is used to remove the channel as follows: 
 
?̂?(𝑚) =
1
𝑁𝐷𝐹𝑇
∑ 𝑅(𝑘). 𝐺(𝑘)𝑒
𝑗2𝜋𝑘𝑚
𝑁𝐷𝐹𝑇
𝑁𝐷𝐹𝑇−1
𝑘=0
, 
 
 
(3.19) 
 
where 𝑅(𝑘) is the DFT of the received signal, and 0 ≤ 𝑚 < 𝐿𝑚. The channel coefficients 
estimated by the two cases, presented in Section 3.6, are used in generation of the equalization 
filter. This results in two sets of channel corrected preambles from which RF-DNA fingerprints 
are generated prior to MDA/ML classification. Using these two sets of RF-DNA fingerprints, 
comparative assessment and analysis of percent correct classification performance is presented in 
Chapter 4. 
3.8 RF-DNA Fingerprint Generation  
The equalized signal ?̂?(𝑚), given by (3.19), serves as the region of interest from which RF-DNA 
fingerprints are generated. The RF-DNA fingerprints can be extracted based on amplitude, phase, 
and/or frequency characteristics [12]. In this work the RF-DNA fingerprints are generated using 
the same approach presented in [12], and briefly explained in Section 2.6. This approach leverages 
the Discrete Gabor Transform (DGT) to jointly capture the momentary T-F variations that occur 
within a signal [6]. The DGT was calculated using (2.28), a Gaussian synthesis window 𝑊(𝑛), 
and the variables defined in Section 2.6 [6]. The normalized magnitude response of the resulting 
2-D T-F plane is calculated using (2.29) and subsequently divided into 𝑁𝑅 patches. Each patch is 
associated with a total of 𝑁𝑇 ×𝑁𝐹  Gabor coefficients and is reshaped into a 𝑁𝑇𝐹  length vector. 
The statistics: standard deviation (𝜎), variance (𝜎2), skewness (𝛾), and kurtosis ( ) are calculated 
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from this vector and used to form the RF-DNA fingerprint corresponding to ?̂?(𝑚). For the 
classification results presented in Chapter 4, all RF-DNA fingerprints are generated using: 𝑀 =
186, 𝐾𝐺 = 186, 𝑁∆ = 1, 𝑁𝑇𝐹 = 120, 𝑁𝑇 = 12, and 𝑁𝐹 = 10, at SNR  [9,30] dB in 3 dB steps. 
 
3.9 Device Classification  
The RF-DNA fingerprints, associated with the “training” set and generated in accordance with 
Section 3.8, serve as the input to the MDA/ML classifier as described in Section 2.7. MDA serves 
as the feature selection process by projecting the “training” RF-DNA fingerprints for each of the 
𝑁𝐷 = 4 devices into a (𝑁𝐷 − 1) = 3-dimesional subspace. This subspace is associated with the 
projection that results in the maximum distances between classes and the minimum within class 
spread, a.k.a., variance [12].  
 
The MDA process is followed by ML classification, which uses the Bayesian Decision rule to 
assign each of the projected RF-DNA fingerprints to one of the ND classes. Each class assignment 
is based upon the reference model that returns to the largest likelihood value [10]. The MDA/ML 
classification performance results are presented in Chapter 4 and are measured using percent 
correct classification. Percent correct classification is calculated through the tracking of the 
number of times the classifier correctly assigns an RF-DNA fingerprint to its class over all trials 
[10]. 
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CHAPTER 4 
RESULTS AND DISCUSSION  
 
This chapter presents the results and analysis for: 1) multipath channel estimation using the LS 
(Sect. 2.5.1) and N-M (Sect. 2.5.2) estimators, and 2) IEEE 802.11a Wi-Fi device classification 
performance associated with the MDA/ML classifier, Section 2.2.3. Device classification 
performance is presented for four devices and multipath channel lengths of: L = 2 and L = 5 
reflectors. The multipath channel was implemented as a TDL in which each tap is characterized 
by a variance  𝜎𝑘
2 2⁄  and a delay spread 𝜏𝑘. The LS and N-M based estimator performance is 
presented in Section 4.1.  
 
The RF-DNA fingerprints were generated from the 2-D, joint T-F signal responses generated using 
the Discrete Fourier Transform (DGT) described in Section 2.6. The RF-DNA fingerprints were 
generated from 𝑁𝐵 = 2,000 collected signals for each device. The device classification results 
were generated based on four Wi-Fi devices from the same manufacturer, but with different serial 
numbers, which represent serial number discrimination [5]. Serial number discrimination 
represents the most challenging SEI case. In this work the RF-DNA fingerprints were divided into 
two sets: 
1. Training Set of Wi-Fi Signals: This set is used in the training of the MDA/ML classifier in 
the development of the reference model. The RF-DNA fingerprints comprising each 
device’s training set, were generated using 1,000 signals that were randomly drawn from 
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the collected set of  𝑁𝐵 = 2,000  signals. The training set of signals was subjected to an 
AWGN channel only, i.e., they are not used for multipath channel estimation. 
2. Test Set of Wi-Fi Signals: The test set is generated from the remaining 1,000 collected 
signals that were not selected for inclusion within training set. Unlike the training set 
signals, these signals were subjected to Rayleigh fading channel simulation in addition to 
the AWGN channel. The RF-DNA fingerprints associated with this set of signals serve as 
the “blind” test of the MDA/ML classifier model developed using the training set’s RF-
DNA fingerprints [5]. 
 
Table 4.1 Reflector parameters for L = 2 Rayleigh channel 
   K = 1   K = 2 
Variance 
𝝈𝒌
𝟐
𝟐
 0.8 0.2 
uDelay spread 𝝉𝒌 50 ns 200 ns 
 
 
4.1 LS and N-M Estimator 
In this study, the LS and N-M channel estimators were used to estimate the channel coefficients, 
which were then stored to facilitate a comparative assessment via squared error. For the results in 
this section, a unique L = 2 Rayleigh fading channel, with variances and associated delay spreads 
given in Table 4.1, is generated using (3.1) and (3.2) and applied to each signal within the test set 
for each of the four devices. The selection of 𝜎𝑘 was limited such that ∑ 𝜎𝑘
2 = 1. This limitation 
ensures that the average received power remained the same across all the signals at each SNR. 
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Following generation and application of the Rayleigh fading channel, each of the test set signals 
has scaled, like-filtered AWGN added to it for SNR  [0, 30] dB in 3 dB steps and ten noise 
realizations. Afterward, channel estimation is conducted using both the LS and N-M estimators. 
The result is a set of estimated coefficients for each of the signals associated with each device and 
every SNR, i.e., there is a total of 88,0000 channel estimates performed by each estimator. The 
performance of each estimator is assessed using square error given by, 
 
 𝜖 =∑|ℎ(𝑚) − ℎ̂(𝑚)|
2
,
𝑛∈𝐿
 
 
(4.1) 
 
where  ℎ(𝑚) is the true channel and ℎ̂(𝑚) is the estimated channel. Figure 4.1 shows the average 
of the square error 𝜖 given by equation (51) across all the  𝑁𝐵 = 2000 bursts and all the 𝑁𝐷 = 4 
devices at each SNR. For SNR ≥ 6 dB, the N-M based estimator results in the lowest square error 
in estimation of the channel coefficients; however, the performance of the LS estimator equals or 
outperforms the N-M estimator for SNR ≤ 3 dB. Due to the performance of the N-M estimator for 
SNR ≥ 6 dB, it is selected for use in the estimation of the Rayleigh fading channel coefficients for 
all of the results presented in Section 4.2. 
 
4.2 Device Classification 
The MDA/ML classifier uses a “best” match criterion to make the final device/class assignment. 
The classifier compares an “unknown”, i.e., one not seen during training, fingerprint and computes 
the likelihood values for each of the normal distribution functions that were “fit” to the projected, 
training RF-DNA fingerprints. The unknown fingerprint is then assigned to the device/class 
associated with the function that returns the largest likelihood value.  
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Figure 4.1 The average square error of the LS and NM estimators for SNR∈ [0, 30] dB. 
 
 
The reliability of the developed model has been assured through the use of: 1) Monte Carlo 
simulation in which 𝑁𝑧 = 10 independent, like-filtered AWGN noise realizations are generated 
for each SNR  [9,30] dB in 3 dB steps, and 2) k-fold cross validation with k = 5. k-fold cross 
validation is performed by randomly assigning an equal number of training RF-DNA fingerprints 
to one of the five subsets. In this work, each subset is comprised of 200 RF-DNA fingerprints for 
each device.  The implementation of k-fold cross validation was done at every noise realization 
and SNR; thus, for a given SNR and noise realization the random assignments were made and 
remained unchanged during the development and validation each “folds” corresponding model. In 
k-fold validation four of the five subsets, e.g., 1, 3, 4, and 5, are used in developing the classifier 
model and the fifth subset “held out” for model validation. The process is then repeated five 
additional times with a new and previously unselected subset being “held out”. This ensures that 
every RF-DNA fingerprint, within the training set, was used for model validation at least once. At 
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each SNR, the average percent classification error is calculated and tracked across all folds and 
noise realizations. The model that resulted in the smallest average percent classification error is 
designated as the “best” model and used for “blind” classification of the test set of RF-DNA 
fingerprints. The term “blind” refers to RF-DNA fingerprints that have never been used by the 
classifier for model development nor validation. RF-DNA fingerprint classification performance 
results are presented for L = 2 (Sect. 4.2.1) and L = 5 (Sect. 4.2.2) length Rayleigh fading channels 
used to corrupt the test set of Wi-Fi signals. All RF-DNA fingerprints are generated using the DGT 
given by (2.28) and (2.29) using parameters: 𝑀 = 186, 𝐾𝐺 = 186, 𝑁∆ = 1, 𝑁𝑇 = 12, and 𝑁𝐹 =
10. 
4.2.1 Two-Reflector Channel 
For the results presented here, a given SNR represents a total of 𝑁𝐷 × 1,000 = 4,000 unique 
Rayleigh fading channels [23]. The N-M estimator was used to estimate the channel impulse 
response, which is then used for channel equalization as described in Section 3.7. In this section, 
MDA/ML classification performance is presented for the two N-M based channel estimation 
approaches presented in Section 3.6. These two cases are: 1) an ideal preamble and 2) a set of 
candidate preambles. 
 
Figure 4.2 shows the percent correct classification performance results when N-M channel 
estimator is used to estimate the coefficients for the L = 2 reflector Rayleigh fading channel. The 
percent correct classification results associated with the N-M estimator’s use of the ideal preamble 
is shown in Figure 4.2(a). In Figure 4.2 (a), Device #1, #2, and #4 show percent correct 
classification performance of more than 90% for SNR ≥ 24, with device #4 achieving 100% at 
SNR ≥ 30 dB. At an SNR = 18 dB, Device #3 has the worst percent correct classification 
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performance of the 4 devices at 69%. The remaining three devices are classified correctly more 
than 83% at the same SNR. For SNRs below 15 dB, the percent correct classification performance 
was dramatically degraded for Device #1 and Device #4. When the candidate preambles are used 
in channel estimation, the percent correct classification performance is greater than 95% for all 
four devices at SNR ≥ 21, Figure 4.2(b). The percent correct classification performance of Device 
#4 remains above 93% for SNR ≥ 15 dB. It is important to note that the percent correct 
classification associated with the validation of the developed classifier model is included in Figure 
4.2(a) and Figure 4.2(b). These results represent classification of RF-DNA fingerprints generated 
from signals that have only an AWGN channel applied to them. 
 
Figure 4.2(c) shows the overlay of the percent correct classification for the ideal and candidate 
preamble cases. It shows that using candidate preambles improves the device classification 
performance for all SNR ∈ [9, 30] dB. When candidate preambles were used, the average percent 
correct classification was greater than 95% at SNR ≥ 21 dB. The ideal preamble case achieved this 
same performance at SNR ≥ 27 dB; therefore, using candidate preambles provides a 6 dB 
improvement over that of the ideal preamble case. 
 
4.2.2 Five-Reflector Channel  
This section presents the classification results for the L = 5 reflector fading channel in which the 
reflected path variances and delay spreads are given in Table 4.2. The results were generated using 
the same process used in the L = 2 case using candidate preambles by the N-M based estimator.  
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Table 4.2 Reflector Parameters for L = 5 Rayleigh Channel 
 K = 1 K = 2 K = 3 K = 4 K = 5 
Variance 
𝝈𝒌
𝟐
𝟐
 0.865 0.117 0.016 0.002 0.0003 
Delay spread 𝝉𝒌 50 ns 100 ns 150 ns 200 ns 250 ns 
 
Figure 4.2.2 shows that a correct classification percentage of greater than 90% was achieved for 
all of the 4 devices, for SNR ≥ 27 dB. Device 4 kept a correct classification of greater than 90% 
for SNR ≥ 21 dB. The overall classification performance was degraded when the number of 
multipath reflectors was increased from two to five. 
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(a) Estimated channel coefficients using an ideal preamble. 
 
 
(b) Estimated channel coefficients using candidate preambles. 
 
Figure 4.2 Two teflectors: RF-DNA fingerprint percent correct classification  
performance using ideal and candidate preambles 
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Figure 4.3  Two reflectors: ideal versus candidate preamble 
 
 
 
 
Figure 4.4 Five reflectors: IEEE 802.11a Wi-Fi RF-DNA  
fingerprint percent correct classification performance 
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CHAPTER 5 
CONCLUSION 
 
This work presents the first investigation of RF-DNA fingerprint classification performance of 
four IEEE 802.11a Wi-Fi devices using collected signals under an indoor multipath environment. 
The indoor multipath environment is simulated using a Rayleigh fading channel and degrading 
SNR. Additionally, an assessment of two multipath channel estimation approaches, Least Square 
(LS) and Nelder-Mead (N-M), is presented. This is the first known application of the N-M search 
algorithm in the estimation of multipath channel coefficients.  
 
When compared with the LS estimator, the N-M based estimator resulted in superior channel 
coefficient estimation performance for SNR ≥ 6 dB. This performance was assessed through the 
calculation of square error. Based upon these results, the N-M based estimator was chosen as the 
channel estimation process of choice prior to RF-DNA fingerprint classification and MDA/ML 
classification. The classification performance results were generated from signals that had been 
convolved with a Rayleigh fading channel consisting of either two or five reflectors. This work 
investigated channel estimation in which the N-M estimator used either an ideal preamble or a set 
of candidate preambles to determine the channel coefficients. The use of candidate preambles 
corresponded with superior percent correct classification performance for a two reflector channel.  
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For this case, the percent correct classification of 95% was achieved for all four Wi-Fi devices for 
SNR ≥ 21 dB.  Percent correct classification for the five reflector case was poorer than that of the 
two reflector case and that was expected because the coefficients estimation errors combine and 
affect the final recovered signal, so with five reflectors, the channel estimation error increases, and 
that affects the classification result.  Percent correct classification was greater than 90% for all of 
the 4 devices at SNR ≥ 27.  
 
 
5.1 Future Work 
 
A better “apples-to-apples” comparison of the N-M approach’s performance is to use the signals 
that have gone through the channel estimation, and equalization in constructing the “training” set 
used in MDA/ML classifier model development. 
 
Employ an alternative equalization technique better suited to degrading SNR. One such example 
is the Minimum Mean Square Error (MMSE) technique. MMSE is designed for demodulated data, 
but the same technique can be modified to perform equalization at the waveform i.e., PHY level. 
MMSE is capable of accounting for environmental statistics such as noise power, and the signal’s 
power spectral density. Thus, it may provide better performance as SNR degrades.  
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