Abstract. Those functions which nearly extremize Young's convolution inequality are characterized for discrete groups which have no nontrivial finite subgroups. Near-extremizers of the Hausdorff-Young inequality are characterized for Z d .
Introduction
Let G be any discrete group. We denote the product of x, y ∈ G by x + y, even though G is not assumed to be Abelian. Equip G with counting measure, so that f L p (G) = x∈G |f (x)| p 1/p for any p ∈ [1, ∞), while f ∞ = sup x∈G |f (x)|. Write f 1 * f 2 , f 3 =
x,y∈G f 1 (x)f 2 (y)f 3 (x + y).
Young's convolution inequality states that for any discrete group, (1.1)
f j p j for complex-valued functions whenever each p j ∈ [1, ∞] and j p −1 j = 2. Equivalently, f 1 * f 2 q ≤ f 1 p 1 f 2 p 2 for q −1 = p −1
2 − 1 provided q ∈ [1, ∞]. The optimal constants in these inequalities equal 1, since equality is attained if each f j is supported on a single point z j , provided that z 3 = z 1 + z 2 . If G = Z d for some d ≥ 1, then it is an elementary fact that so long as all p j belong to (1, ∞), equality is attained only if the support of each f j is a singleton, with the relation z 3 = z 1 + z 2 between their respective supports {z j }. This last assertion does not hold for general groups, for if H is a finite subgroup of G and each function f j is the indicator function of H, then equality holds in (1.1).
Another relevant example is as follows. Let G = Z. Let N be a large positive integer. Define f 
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Yet any subsequence of f
p 1 , even modulo translations, converges weakly to 0. The main result of this paper implies that such a phenomenon cannot arise if 3 4 is replaced by a constant sufficiently close to 1.
A group is said to be torsion-free if it has no finite subgroups except the trivial subgroup of cardinality equal to one. Theorem 1.1. For any d ≥ 1 and any ordered triple of exponents p j ∈ (1, ∞)
there exists a function δ : (0, 1] → (0, ∞) satisfying δ(ε) → 0 as ε → 0 with the following property. Let G be any torsion-free discrete group. For any ε ∈ (0, 1], if a triple (f 1 , f 2 , f 3 ) is a (1 − δ(ε))-near extremizer for Young's inequality for G, then there exist points z j ∈ G and scalars c j ∈ C such that for each index j ∈ {1, 2, 3},
Moreover
Equivalently, f j ∞ ≥ (1 − ε) f j p j , for a different but comparable value of ε. A more quantitative formulation is as follows.
There exist a continous nondecreasing function Λ : (0, 1] → (0, 1], an exponent γ > 0, and a constant c > 0 satisfying
such that for any torsion-free discrete group G and for any functions
The analogue of Theorem 1.1 for R d , has been proved in [1] . The simple method of proof developed here cannot apply to R d . Nonetheless, the questions for R and for Z are connected; the following reasoning shows that if Theorem 1.1 were not valid for Z, then its analogue for R would also necessarily fail. Indeed, fix an extremizer F ∈ L p (R) for Young's inequality for R. If a sequence of functions f ν ∈ L p (Z) were to furnish a counterexample to Theorem 1.1 for Z, then the sequence of functions g ν (x) = n∈Z f ν (n)ν 1/p F (νx) would provide a counterexample for R. The Hausdorff-Young inequality for Z d states that 
Our results for Young's inequality have the following implication for the HausdorffYoung inequality. Theorem 1.3. Let p ∈ (1, 2). For any ε > 0 there exists δ > 0 such that for any dimension d and any
More precisely, there exist a continuous nondecreasing function Λ : (0, 1] → (0, 1], an exponent γ ∈ (0, ∞), and a constant c > 0 satisfying
Lorentz space bound, and a consequence
We will work with triples of exponents p = (p j : 1 ≤ j ≤ 3) which satisfy the two hypotheses
j=1 f j p j , then the same holds with each f j replaced by |f j |. If |f j | satisfies the desired conclusion, then so does f j . Therefore it suffices to work only with nonnegative functions in the sequel.
Recall the Lorentz spaces L p,r , where p ∈ (1, ∞) and
in the sense that one of these quantities is finite if and only if the other is finite, and each is majorized by a constant multiple of the other, where these constants depend only on the indices p, r. In particular, if p < r < ∞ then there exist η ∈ (0, 1) and
By real interpolation [4] , for any p satisfying (2.1) and (2.2), there exist exponents r j > p j such that
where C < ∞ depends only on p.
By Hölder's inequality, (2.3) implies that there exists
Therefore Lemma 2.1. Let p satisfy (2.1) and (2.2). For any δ > 0 there exists ρ > 0 such that for any nonnegative functions
A consequence of a proof of Young's inequality
One proof of Young's inequality uses Hölder's inequality to reduce matters to the simpler inequality f * g p ≤ f 1 g p . In this section we review this proof in order to extract additional information from it.
Lemma 3.1. Let G be any discrete group. For any p satisfying hypotheses (2.1) and (2.2), there exist exponents s 1 , s 2 ∈ (1, ∞) and a constant C < ∞ such that for
Moreover, the same conclusion holds for any permutation of the three indices.
Proof. Without loss of generality, we may assume that each function f j is nonnegative. Let q = p ′ 3 be the exponent conjugate to p 3 , set θ = p 1 /q ∈ (0, 1) and φ = p 2 /q ∈ (0, 1), and write the cubic form as
where r 1 = (q − p 1 )p 3 /q and r 2 = (q − p 2 )p 3 /q. Define s j = p j /r j for j = 1, 2, and
Therefore the ordered triple (s 1 , s 2 , 1) satisfies (2.1), and Young's inequality with general exponents p now follows directly from the special case with exponents (s 1 , s 2 , 1).
If f is a (1 − δ)-near extremizer for the exponents p, then
and therefore
A consequence of strict uniform convexity
Extra information will later be derived from a study of near-extremizers in the special case when exactly one of the three indices p j equals 1 -paradoxically, a case in which our main conclusions do not hold. In this section we exploit the strict uniform convexity of the unit ball of L p for p ∈ (1, ∞) to characterize near-extremizers (f j : j ∈ Z) of the triangle inequality j f j p ≤ j f j p . Among the well-known inequalities of Clarkson [2] are the following two. 
We will need the following direct consequence.
Corollary 4.2. Let p ∈ (1, ∞).
Then there exist C, γ ∈ R + such that for any f, g ∈ L p and any ε ∈ [0, 1], if
Lemma 4.3. For any p ∈ (1, ∞), there exist C, ρ ∈ R + with the following property. Let S be a nonempty countable index set. Let {f i : i ∈ S} be a set of L p functions, at least one of which has positive norm. If i∈S f i p < ∞ and
then the set S can be partitioned as a disjoint union S = S ′ ∪ S ′′ so that the functions f i and their sum F = i∈S f i satisfy i∈S ′′
Proof. We may suppose without loss of generality that F p = 1. There exists a bounded linear functional ℓ ∈ (L p ) * which satisfies ℓ (L p ) * = 1 and ℓ(F ) = 1. By discarding all those indices for which f i p = 0, we may assume that f i p > 0 for every i ∈ S. Set
where C, γ ∈ R + depend only on p. For
(4.6) thus follows from Corollary 4.2 with f = F i and g = s i F .
where C ∈ R + is a constant which depends only on p.
Let η > 0 be a quantity to be chosen below, and define
On the other hand, for every i ∈ S ′ we have f i − ℓ(f i )F p < η f i p . Now
Thus both conclusions (4.4),(4.5) of the lemma hold, with ε(δ) = max(2η, Cδη −1/γ ). Choosing η = δ γ/(1+γ) yields the required bounds.
Conclusion of proof
All of the reasoning so far applies to any discrete group, with or without torsion. The remainder of the analysis relies on the following generalization of the CauchyDavenport inequality due to Kemperman [5] : For any two finite subsets A, B of any torsion-free group,
See also the alternative proof of Hamidoune [3] .
The following quantity N quantifies the extent to which a function fails to be concentrated on any small set. 
Proof. Let C, ρ be the constants which appear in Lemma 4.3 for the exponent s 1 , and suppose henceforth that δ is sufficiently small that Cδ ρ < η. Set N = N (f 2 , η, p 2 ). For u ∈ G, let τ u g(x) = g(x−u) denote the right translate of a function g : G → C. Since (f 1 , f 2 ) is a (1 − δ)-near extremizing pair, Lemma 3.1 says that
where s j , r j are the exponents which appear in that lemma and the constant C 0 depends on p 1 , p 2 alone.
Apply Lemma 4.3 to the collection of functions x → τ u f
and
According to the definition (5.2) of N = N (f 2 , η, p 2 ), (5.4) implies that |S ′ | ≥ N. Inequality (5.5) implies that there exists a set T , which is a translate of S ′ , such that
In particular, |T | = |S ′ | ≥ N. Let nT denote the set
Moreover, |nT | ≥ nN −n+1 by the Cauchy-Davenport inequality (5.1). Since N ≥ 2, |nT | ≥ 1 2
nN.
For any exponents p ∈ [1, ∞) and r ∈ [1, p] and any two nonnegative functions
Recall the decomposition f 1 = k∈Z 2 k F k , the associated sets E k , and the index κ = κ 1 of Lemma 2.1.
where A \ B denotes the intersection of a set A with the complement of a set B. One of the conclusions of Lemma 2.1 is that 2 κ |E κ | 1/p 1 ≍ f 1 p 1 so long as δ does not exceed a certain positive constant which depends only on p, not on η. Therefore for all sufficiently small η, for every u ∈ nT ,
The parameter n has not yet been specified. Choose it to satisfy
, where C is the constant in (5.7), assuming as we may that η is sufficiently small.
Consequently there exists x ∈ E κ which satisfies τ −u (x) ∈Ẽ κ for at least 1 2 |nT | elements u ∈ nT ; which is to say that x +T ⊂Ẽ κ for some subsetT ⊂ nT of cardinality ≥ 1 2
|nT |. We conclude that
where a is a positive constant which depends only on p. Let A ⊂ G be any subset of cardinality ≤
where c 1 > 0 is independent of f 1 , η; the final inequality follows from (2.5). The contrapositive statement is that for any A,
It is no loss of generality to assume that η is smaller than any specified constant, in particular, that η < c 
