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Resumo
A Teoria de Jogos e´ uma ferramenta da teoria de decisa˜o que auxilia na ana´lise de pro-
blemas que teˆm caracter´ısticas de interac¸a˜o estrate´gica dos indiv´ıduos ou jogadores. Iterac¸a˜o
estrate´gica se refere a` situac¸a˜o em que as ac¸o˜es de uma parte - direta ou indiretamente - afe-
tam as outras partes. Nesta dissertac¸a˜o sa˜o tratados os jogos na˜o-cooperativos de soma nula
e soma na˜o nula nebulosos, onde as incertezas sa˜o representadas por nu´meros triangulares
nebulosos. Para os jogos de soma nula nebulosos, sa˜o analisados dois modelos principais de
resoluc¸a˜o e, para os jogos de soma na˜o nula nebulosos, uma nova metodologia de resoluc¸a˜o
e´ proposta baseada em um algoritmo iterativo, onde o problema na˜o-linear nebuloso e´ resol-
vido atrave´s de uma sequ¨eˆncia de problemas de programac¸a˜o linear nebulosa. Resultados de
simulac¸a˜o computacional sa˜o obtidos e analisados e uma aplicac¸a˜o real inspirada no mercado
de energia ele´trica e´ analisada e os resultados obtidos atrave´s da metodologia proposta sa˜o
apresentados.
Abstract
The Game Theory is a tool of decision theory that assists the analysis of problems that
have characteristics of strategic interaction among the individuals. In this dissertation non-
cooperative game of fuzzy zero-sum and nonzero-sum are dealt, where the uncertainties are
represented by fuzzy triangular numbers. For the fuzzy zero-sum games, two main models of
resolution are analyzed and for fuzzy nonzero-sum games, a new methodology of resolution
is proposed based on an iterative algorithm, where the fuzzy nonlinear problem is solved
through a sequence of fuzzy linear problems. Computacional simulation results are gotten
and analyzed and an example inspired by the energy market is solved through the proposed
methodology.
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Cap´ıtulo 1
Introduc¸a˜o
Esta dissertac¸a˜o trata do desenvolvimento, ana´lise e implementac¸a˜o de um algoritmo para
a resoluc¸a˜o dos jogos nebulosos. Neste cap´ıtulo, o trabalho sera´ posicionado dentro do contexto
cient´ıfico, sera˜o apresentadas as motivac¸o˜es que levaram ao desenvolvimento do trabalho, os
principais objetivos sera˜o descritos e, finalmente, sera´ apresentada a organizac¸a˜o do texto.
1.1 Introduc¸a˜o
A Teoria de Decisa˜o (TD) fornece conceitos e te´cnicas anal´ıticas com diferentes graus de
formalizac¸a˜o, que buscam ajudar o decisor a escolher o melhor ou mais apropriado conjunto
de alternativas para uma determinada situac¸a˜o ou problema. A teoria de decisa˜o pode ser
aplicada em condic¸o˜es de certeza, risco e incerteza, oferecendo uma colec¸a˜o de te´cnicas e
procedimentos que revelam prefereˆncias introduzidas no modelo de decisa˜o.
A Teoria de Jogos (TJ) e´ um ramo da Teoria de Decisa˜o usada para analisar problemas
caracterizados pela interac¸a˜o estrate´gica de indiv´ıduos ou jogadores. Interac¸a˜o estrate´gica se
refere a` situac¸a˜o em que as ac¸o˜es de uma parte - direta ou indiretamente - afetam as outras
partes.
Em 1928, John von Neumann publicou o primeiro trabalho sobre teoria de jogos. Neste
trabalho a iterac¸a˜o social foi reconhecida envolvendo elementos de competic¸a˜o e cooperac¸a˜o.
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Depois deste trabalho inicial, muitos outros trabalhos foram desenvolvidos e inu´meras contri-
buic¸o˜es foram feitas nesta a´rea, notadamente por John Nash.
Diversas sa˜o as aplicac¸o˜es da teoria de jogos, inclusive para a resoluc¸a˜o de problemas reais,
nas mais diversas a´reas de pesquisa, principalmente na economia.
Sabe-se que, em situac¸o˜es reais, a determinac¸a˜o de dados com precisa˜o e´ uma tarefa
iluso´ria. A Teoria de Conjuntos Nebulosos e´ uma ferramenta de extrema importaˆncia para
o tratamento das mais diversas incertezas em problemas reais. A fusa˜o destas duas teorias,
Teoria de Jogos e Teoria de Conjuntos Nebulosos, resulta na Teoria de Jogos Nebulosos.
Portanto, a aplicac¸a˜o da Teoria de Jogos Nebulosos na resoluc¸a˜o de problemas reais permite
a interac¸a˜o estrate´gica com incertezas nas mais diversas a´reas do conhecimento.
1.2 Motivac¸a˜o
Atualmente com o mercado competitivo, e´ de extrema importaˆncia a resoluc¸a˜o, de maneira
ra´pida e eficiente, de problemas que envolvem um conjunto de alternativas como soluc¸o˜es, e
dependendo da escolha feita os resultados obtidos podem afetar mais de uma parte, mais de
um decisor, na situac¸a˜o geral.
A aplicac¸a˜o da teoria de jogos na resoluc¸a˜o de problemas reais se torna uma ferramenta
muito poderosa na a´rea de Pesquisa Operacional (PO), pois, a partir de enta˜o, e´ poss´ıvel
resolver problemas com um certo grau de dificulade, e com isso analisar as soluc¸o˜es e propor
soluc¸o˜es para os grandes impasses. Tambe´m e´ poss´ıvel identificar quais sa˜o os pontos cr´ıticos
de tais problemas, ale´m de inserir a possibilidade de simular comportamentos do mercado
diante de situac¸o˜es que podem acontecer, e de posse de tais resultados e´ poss´ıvel assumir
medidas de precauc¸a˜o.
Por este motivo, a teoria de jogos e´ objeto de estudo desta pesquisa com o intuito de desen-
volver te´cnicas e/ou algoritmos para a resoluc¸a˜o dos problemas de decisa˜o, mais precisamente
dos jogos nebulosos.
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1.3 Objetivo
O objetivo principal deste trabalho e´ estudar a teoria de jogos nebulosos, sendo os proble-
mas de enfoque: os jogos de soma nula nebulosos (JSNN) e os jogos de soma na˜o nula nebulo-
sos (JSNNN). Para os casos cla´ssicos destes jogos, me´todos de resoluc¸a˜o ja´ foram propostos.
Mas quando incertezas sa˜o inseridas nos problemas, poucos sa˜o os trabalhos encontrados na
literatura.
Portanto, este trabalho tem como objetivo principal o estudo dos jogos nebulosos. Modelos
para a resoluc¸a˜o de JSNN existentes na literatura sa˜o analisados e para os JSNNN e´ proposta
uma metodologia de resoluc¸a˜o baseada na decomposic¸a˜o do problema na˜o-linear nebuloso.
A fim de atingir este objetivo, diversos exemplos da literatura sa˜o analisados e uma
aplicac¸a˜o no mercado de energia, inspirada em (Singh, 1999), e´ proposta para a comprovac¸a˜o
da eficieˆncia do me´todo.
1.4 Organizac¸a˜o do trabalho
A dissertac¸a˜o esta´ estruturada em 5 cap´ıtulos e 2 anexos, sendo que os cap´ıtulos apresentam
os seguintes conteu´dos:
Cap´ıtulo 1
A TJ e´ posicionada, a motivac¸a˜o e o objetivo da pesquisa sa˜o apresentados e o seu conteu´do
detalhado.
Cap´ıtulo 2
Sa˜o apresentados conceitos fundamentais da teoria de jogos. A seguir, sa˜o detalhados os
tipos de jogos que sera˜o estudados no decorrer do trabalho com as respectivas metodologias
de resoluc¸a˜o. Finalmente, uma revisa˜o do estado da arte da teoria de jogos nebulosos e´
apresentada.
Cap´ıtulo 3
Neste cap´ıtulo, os dois modelos principais de resoluc¸a˜o dos jogos de soma nula nebulo-
sos (JSNN) encontrados na literatura sa˜o apresentados: (Campos, 1989) e (Maeda, 2003).
Cada uma das metodologias e´ descrita, implementada, analisada e os resultados obtidos para
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exemplos retirados da literatura sa˜o apresentados.
Cap´ıtulo 4
Sa˜o apresentados os jogos de soma na˜o nula nebulosos (JSNNN), como tambe´m uma
metodologia de soluc¸a˜o para o problema de programac¸a˜o bilinear nebuloso (PBN). Esta me-
todologia e´ baseada em um me´todo de decomposic¸a˜o, onde o problema na˜o-linear nebuloso
e´ resolvido atrave´s de uma sequ¨eˆncia de problemas de programac¸a˜o linear nebulosos (PLN).
Resultados importantes sobre a convergeˆncia do algoritmo sa˜o apresentados, a proposta e´
testada em exemplos retirados da literatura e uma aplicac¸a˜o real inspirada no mercado de
energia ele´trica e´ apresentada, com soluc¸o˜es obtidas atrave´s da metodologia proposta.
Cap´ıtulo 5
E´ apresentada uma ana´lise geral dos resultados obtidos durante todo o desenvolvimento do
trabalho e sa˜o discutidas propostas de generalizac¸a˜o das te´cnicas apresentadas e desenvolvidas.
Perspectivas e propostas de trabalhos futuros sa˜o sugeridas.
Os anexos apresentam os seguintes conteu´dos:
Anexo 1
Sa˜o apresentadas as definic¸o˜es de nu´meros triangulares nebulosos e as principais operac¸o˜es
com os nu´meros nebulosos.
Anexo 2
Neste anexo, sa˜o apresentados os princ´ıpios ba´sicos de programac¸a˜o linear nebulosa, assim
como algumas metodologias de resoluc¸a˜o.
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Cap´ıtulo 2
Teoria de Jogos
2.1 Introduc¸a˜o
Em muitas situac¸o˜es da vida do ser humano, a escolha de ac¸o˜es ou a tomada de deciso˜es
e´ necessa´ria. Muitas deciso˜es sa˜o tomadas intuitivamente, mas existem situac¸o˜es em que e´
preciso explorar mais intensamente as possibilidades que se apresentam, pois a maximizac¸a˜o
dos objetivos podem envolver ac¸o˜es na˜o intuitivas.
A teoria de decisa˜o fornece recursos e ferramentas para auxiliar no processo de tomada de
decisa˜o, dependendo do tipo de situac¸a˜o que se tem. De um ponto de vista abrangente, os
problemas de tomada de decisa˜o conteˆm os seguintes elementos:
• um decisor, que pode ser u´nico ou uma organizac¸a˜o, mas deve ter um interesse u´nico;
• um conjunto de estados poss´ıveis da natureza, sobre o qual o decisor na˜o tem controle;
• um conjunto das ac¸o˜es poss´ıveis a serem escolhidas pelo decisor;
• uma func¸a˜o objetivo que tenha um valor real e seja definida para qualquer conjuntos de
estados e ac¸o˜es poss´ıveis.
Para cada um desses diferentes elementos, considerac¸o˜es podem ser feitas. Ainda, e´ poss´ıvel
supor mais de um decisor para um problema de decisa˜o, ou mais de uma func¸a˜o objetivo
para se ter um problema de decisa˜o multiobjetivo. Diferentes considerac¸o˜es do estado da
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natureza podem ser considerados se a decisa˜o e´ feita sob condic¸o˜es de incerteza, risco e certeza
(J.L.Verdegay, 1994) .
• Incerteza: se cada ac¸a˜o tem como consequ¨eˆncia um conjunto de estados poss´ıveis de
sa´ıda, onde as probabilidades destas sa´ıdas sa˜o completamente desconhecidas, ou sejam
na˜o se tem nenhuma informac¸a˜o dos estados da natureza;
• Risco: se cada ac¸a˜o pode produzir um conjunto de estados de sa´ıdas poss´ıveis, onde
cada um destes estados ocorre com uma probabilidade conhecida, ou seja, e´ conhecida
a distribuic¸a˜o de probabilidade dos estados da natureza;
• Certeza: se cada ac¸a˜o e´ conhecida, o resultado desta ac¸a˜o e´ especificado.
Considerando estes aspectos e´ poss´ıvel classificar os problemas de decisa˜o em:
• Otimizac¸a˜o Monobjetiva: apenas um decisor e um objetivo e se tem certeza do resultado
quando tomada uma certa decisa˜o;
• Otimizac¸a˜o Multiobjetiva: um ou va´rios decisores com mu´ltiplos objetivos, o resultado
final e´ dado a partir de um compromisso de cooperativismo;
• Teoria de Decisa˜o: um ou mais decisores, as soluc¸o˜es sa˜o obtidas atrave´s do cooperati-
vismo considerando as incertezas da natureza ou mundo externo;
• Teoria de Jogos : dois ou mais decisores em conflito e as deciso˜es sa˜o tomadas conside-
rando incerteza em relac¸a˜o ao comportamento dos demais decisores.
A eˆnfase deste trabalho se dara´ junto aos problemas da Teoria de Jogos que sera˜o tratados
nos cap´ıtulos seguintes desta tese. A seguir, sa˜o apresentados os principais conceitos da Teoria
de Jogos.
A vida e´ cheia de conflitos e competic¸o˜es. Exemplos na˜o faltam para ilustrar este tipo de
situac¸a˜o, tais como: empresas competindo por nego´cios, candidatos pol´ıticos competindo por
votos, membros de um ju´ri decidindo um veredicto, animais competindo por presas, leiloeiros
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competindo em um leila˜o e muitas outras situac¸o˜es em que existem perdas e ganhos a curto
ou a longo prazo.
Todas estas situac¸o˜es de competic¸a˜o citadas possuem uma caracter´ıstica ba´sica: dependem
de uma combinac¸a˜o de estrate´gias selecionadas pelos decisores para que haja algum tipo de
sa´ıda.
Assim e´ poss´ıvel dizer que a Teoria de Jogos e´ uma ferramenta que ajuda na compreensa˜o de
situac¸o˜es em que existe a interac¸a˜o por parte dos responsa´veis pelas deciso˜es, mais conhecidos
como decisores.
Desde os anos 500 antes de Cristo, os primordios da Teoria de Jogos ja´ estavam presentes
no Talmud, que era a principal base para a lei religiosa, civil e criminal. Mas somente em 1985
foi reconhecido que o Talmud antecipou a Teoria Moderna de Jogos Cooperativos. Apenas
em 1928 von Neumann anunciou o teorema minimax. Mas as descobertas mais importantes
no campo da economia que marcaram o se´culo XX aconteceram em 1944, com o livro de John
von Neumann e Oskar Morgenstern, intitulado, Theory of Games and Economic Behavior.
Na de´cada de 50, John Nash fez descobertas sobre os jogos cooperativos e na˜o cooperativos e
pontos de equil´ıbrio (Nash, 1953).
Desde o seu surgimento, mais de cinqu¨enta anos se passaram e muitas descobertas e
aplicac¸o˜es esta˜o associadas a esta a´rea de pesquisa. E´ poss´ıvel aplicar a Teoria de Jogos
como: Matema´tica, Cieˆncia, Filosofia, Direito e como muitas outras formas.
Para uma maior compreensa˜o da Teoria de Jogos e´ preciso definir os elementos que a
compo˜em. A seguir, sera˜o descritos os elementos de um jogo.
2.2 Elementos e Representac¸a˜o de Jogos
Empresas competindo por nego´cios, leiloeiros competindo em um leila˜o sa˜o situac¸o˜es que
podem ser formuladas como um jogo. Mas o que realmente e´ um jogo? Um jogo e´ uma
situac¸a˜o, de conflito ou na˜o, em que para a obtenc¸a˜o do resultado final existem regras a serem
seguidas e ac¸o˜es a serem escolhidas.
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Os elementos essenciais do jogo sa˜o: jogadores, ac¸o˜es, informac¸o˜es, estrate´gias, pa-
gamentos, resultados e equil´ıbrio.
Os jogadores sa˜o os indiv´ıduos que determinam as deciso˜es. Cada jogador tem como
objetivo maximizar o resultado com a escolha das ac¸o˜es.
Algumas vezes nas situac¸o˜es e´ importante explicitar a inclusa˜o de indiv´ıduos no modelo
denominado na˜o-jogadores, nas quais as ac¸o˜es sa˜o determinadas de uma maneira puramente
mecaˆnica. A Natureza (Nature) e´ um ”na˜o-jogador”que tem ac¸o˜es randoˆmicas em pontos
espec´ıficos no jogo com probabilidades tambe´m espec´ıficas. E´ poss´ıvel afirmar diferentes rea-
lizac¸o˜es do jogo dependem diretamente dos movimentos randoˆmicos executados no jogo.
Uma ac¸a˜o ou movimento feita pelo jogador i, e´ uma escolha que ele pode fazer. Logo, o
conjunto de poss´ıveis ac¸o˜es do jogador sa˜o todas as ac¸o˜es dispon´ıveis para ele.
Uma combinac¸a˜o de ac¸o˜es e´ um conjunto ordenado de ac¸o˜es para cada um dos n
jogadores do jogo. Depois de especificar as ac¸o˜es dispon´ıveis para um dado jogador, se deve
especificar quando estas podem ser utilizadas, ou seja, a ordem das jogadas.
O conjunto de informac¸o˜es do jogador e´ o seu conhecimento, em um instante particular,
dos valores poss´ıveis das ac¸o˜es de cada um dos jogadores. Se este conjunto tem muitos ele-
mentos, o jogador pode encontrar dificuldade em qual informac¸a˜o utilizar e consequ¨entemente,
qual ac¸a˜o escolher.
O conjunto de informac¸o˜es inclui na˜o apenas as distinc¸o˜es entre os valores das ac¸o˜es, mas
tambe´m o conhecimento das ac¸o˜es previamente tomadas, enta˜o o conjunto de informac¸o˜es se
modifica no decorrer do jogo.
A estrate´gia do jogador i e´ uma ac¸a˜o escolhida em cada instante do jogo, dentre o conjunto
de ac¸o˜es, dada pelo conjunto de informac¸o˜es. A combinac¸a˜o de estrate´gias e´ um conjunto
ordenado de estrate´gias, uma para cada um dos n jogadores no jogo.
Pode haver uma certa confusa˜o em relac¸a˜o ao que e´ estrate´gia e ao que e´ ac¸a˜o. O conjunto
de informac¸o˜es inclui qualquer conhecimento do jogador sobre as ac¸o˜es anteriores de outros
jogadores, enquanto a estrate´gia diz a ele como reagir a`s ac¸o˜es dos outros jogadores.
O conceito de estrate´gia e´ muito u´til porque a ac¸a˜o escolhida por uma jogador depende
das ac¸o˜es anteriores do meio em que ele esta´ inserido ou dos jogadores.
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O pagamento de um jogador e´ o resultado recebido apo´s o jogo ter sido encerrado e todas
as estrate´gias terem sido escolhidas pelos jogadores.
O resultado de um jogo e´ um conjunto de elementos escolhidos entre os valores das ac¸o˜es,
pagamentos e outras varia´veis, depois do jogo ter sido conclu´ıdo.
Um dos mais importantes elementos do jogo e´ o equil´ıbrio. Para predizer o resultado do
jogo, o decisor foca nas combinac¸o˜es de estrate´gias poss´ıveis, desde que a iterac¸a˜o de diferentes
estrate´gias dos jogadores determinem o que esta´ acontecendo.
O equil´ıbrio e´ um conjunto de estrate´gias em que cada elemento consiste na melhor es-
trate´gia para cada um dos n jogadores no jogo. As estrate´gias de equil´ıbrio sa˜o escolhidas
pelos jogadores, que tentam maximizar seus rendimentos individuais, dentre as muitas possi-
bilidades do conjunto de estrate´gias que sa˜o obtidas atrave´s da escolha arbitra´ria de uma ac¸a˜o
por um jogador. Equil´ıbrio pode ser entendido de maneiras disteintas na teoria de jogos e na
economia. Em um modelo geral de equil´ıbrio, por exemplo, um equil´ıbrio e´ um conjunto de
resultados obtidos atrave´s do melhor comportamento de cada um dos indiv´ıduos na economia.
Na teoria de jogos, um conjunto de valores pode ser um conjunto de estrate´gias que geram
uma sa´ıda.
Para encontrar o equil´ıbrio na˜o e´ necessa´rio apenas especificar os jogadores, estrate´gias e
pagamentos porque ale´m desses elementos e´ necessa´rio decidir o que e´ a ”melhor estrate´gia’
significa. Logo, o ocnceito de equil´ıbrio ou soluc¸a˜o pode ser definido como:
Conceito de soluc¸a˜o ou equil´ıbrio e´ regra que define o equil´ıbrio baseado no conjunto
de estrate´gias poss´ıveis e as func¸o˜es de pagamento.
O conceito de soluc¸a˜o na˜o garante a unicidade do equil´ıbrio, logo este e´ o maior dos
problemas na Teoria de Jogos. Frequ¨entemente o conceito de soluc¸a˜o empregado nos leva a
ter mais de um equil´ıbrio em um mesmo jogo. Em outras vezes, o jogo na˜o possui equil´ıbrio
e na˜o existe justificativa para o jogador adotar uma estrate´gia mais do que outra.
A descric¸a˜o de um jogo deve incluir no mı´nimo jogadores, estrate´gias e pagamentos. Os
jogadores, ac¸o˜es e resultados se referem coletivamente a`s regras do jogo, e o objetivo do
jogador e´ usar essas regras do jogo para determinar o equil´ıbrio.
No decorrer dos cap´ıtulos deste trabalho, onde diferentes tipos de jogos sera˜o apresentados,
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o conceito de equil´ıbrio e as formas de como determina´-lo sera˜o descritos mais detalhadamente.
Na Teoria de Jogos existem algumas distinc¸o˜es entre os diversos tipos de jogos, por exem-
plo: jogos cooperativos, na˜o-cooperativos e jogos de soma nula e na˜o nula.
Os jogos cooperativos permitem que os jogadores formem coaliso˜es para compartilhar
deciso˜es, informac¸o˜es e pagamentos objetivando que o resultado final do jogo seja melhor para
todas as partes envolvidas, no caso, os jogadores. Ja´ os jogos na˜o-cooperativos caracterizam-
se pela na˜o existeˆncia de possibilidades de comunicac¸a˜o, correlac¸a˜o ou compromisso exceto
aqueles que sa˜o explicitados nas regras do jogo.
Um jogo pode ser representado de duas maneiras diferentes, que sa˜o: forma estrate´gia ou
extensiva.
A forma estrate´gica de um jogo consiste na lista de ac¸o˜es para todos os jogadores e os seus
pagamentos associados.
Existe diferenc¸as grandes para se resolver jogos com 2 jogadores e jogos com 3 ou mais
jogadores. A metodologia de resoluc¸a˜o sa˜o diferentes e a complexidade de implementac¸a˜o
sofrem um considera´vel acre´scimo de dificuldade quando se quer resolver jogos com 3 ou
n jogadores. Devido a` essa extensa˜o poss´ıvel do tratamento dos diversos tipos de jogos,
limitaremos o estudo aos jogos com 2 jogadores.
A representac¸a˜o estrate´gica de um jogo com 2 jogadores e´ dada atrave´s de uma matriz
m× n, onde:
• m corresponde as linhas da matriz que representam as estrate´gias do jogador 1;
• n corresponde as colunas da matriz que representam as estrate´gias do jogador 2.
A primeira entrada da ce´lula da matriz corresponde ao pagamento referente a uma es-
trate´gia do jogador 1 e a segunda entrada ao pagamento de uma estrate´gia do jogador 2.
E´ imposrtante ressaltar que m e n, as dimenso˜es da matriz de pagamento de um jogo de
2 jogadores podem assumir valores iguais ou diferentes. No exemplo a seguir, cada jogador
possui duas estrate´gias, ou seja, m = n = 2. O conjunto de ac¸o˜es do jogador 1 e´ dado por
{N,E} e do jogador 2 {A,R}. As matrizes de pagamento do jogador 1 e 2, sa˜o representadas
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a seguir:
A =

 0 0
2 −4

 B =

 4 4
2 −4


Exemplo 2.2.1. Disputa de mercado
Jogador 2
A R
Jogador 1 N (0,4) (0,4)
E (2,2) (-4,-4)
Tabela 2.1: Representac¸a˜o de um jogo na forma estrate´gica
Neste jogo, o jogador 1 e´ um candidato em potencial para entrar no mercado. Se o jogador
1 ficar de fora do mercado (N = Na˜o entrar), enta˜o o Jogador 2 monopoliza e ganha 4. Se
o jogador 1 entrar no mercado (E = Entrar) enta˜o o jogador 2 pode concordar (A) e enta˜o
o mercado e´ dividido entre os dois e cada um ganha 2, ou o jogador 2 pode retaliar (R =
Retaliar) causando um guerra de prec¸os e os dois perdem 4.
A forma extensiva de um jogo e´ representada atrave´s de uma a´rvore, mais conhecida como
a´rvore de decisa˜o. Nesta representac¸a˜o, e´ poss´ıvel estabelecer com precisa˜o os conceitos de
movimento, escolha, estrate´gia de informac¸a˜o, jogo, sa´ıda e pagamento. A seguir, a figura 2.1
ilustra a representac¸a˜o extensiva do jogo que foi representado na tabela 2.1.
Neste tipo de representac¸a˜o, o jogo e´ finalizado quando algum jogador alcanc¸a o no´ terminal
da a´rvore. Cada no´ terminal e´ uma sa´ıda e cada jogador atribui um valor a` sa´ıda.
Os no´s da a´rvore, exceto os no´s terminais, representam os pontos de escolha. Estes sa˜o
pontos nos quais o jogador pode escolher um movimento. Os no´s que surgem de cada escolha
sa˜o os movimentos.
Neste trabalho, jogos na˜o-cooperativos na forma matricial sera˜o objetivo de estudo, sendo
estes de soma nula ou de soma na˜o nula. Suas definic¸o˜es sera˜o apresentadas a partir da sec¸a˜o
2.3.1.
11
Figura 2.1: Representac¸a˜o de um jogo na forma extensiva
2.3 Tipos Ba´sicos de Jogos
Como citado anteriormente, o estudo deste trabalho se dara´ em jogos na˜o-cooperativos.
Estes, por sua vez, podem ser do tipo: jogos de soma nula e jogos de soma na˜o nula. Estes
tipos de jogos sa˜o os principais encontrados na literatura. A seguir, a descric¸a˜o de cada um
deles, juntamente com a modelagem de cada tipo de jogo.
2.3.1 Jogos de Soma Nula
Os jogos de soma nula sa˜o aqueles em que os objetivos dos jogadores sa˜o diametralmente
opostos, ou seja, o que um ganha, o outro perde.
Os jogadores sa˜o racionais, ou seja, esta˜o sempre querendo obter o ma´ximo resultado a seu
favor. Em se tratando de situac¸o˜es cotidianas, nenhuma empresa, por exemplo, quer disputar
um mercado onde somente haja possibilidade de perdas, todos querem lucro ma´ximo. A partir
desses conceitos, o jogador 1 procurara´ minimizar seus rendimentos, enquanto o jogador 2, ira´
maximizar seus rendimentos.
Quando o jogo e´ disputado/jogado apenas uma vez, e´ poss´ıvel adotar a lo´gica apresentada
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acima porque caso fosse jogado mais de uma vez, o resultado e os jogadores poderiam adotar
outras lo´gicas para obter um resultado maximizado. Enta˜o, e´ razoa´vel que o jogador 1 tente
assegurar perdas mı´nimas contra qualquer comportamento do jogador 2. Logo, o jogador 1
necessita escolher qualquer linha i da matriz de pagamentos A ∈ <m×n, cuja a maior entrada
da linha i escolhida e´ menor que qualquer entrada de uma linha qualquer da matriz. Na
linguagem matema´tica, esta afirmac¸a˜o pode ser escrita da seguinte forma:
V¯ = max
j
ai∗j ≤ max
j
aij, i = 1, . . . ,m (2.1)
Adotando a mesma maneira de jogar, o jogador 2 deve assegurar seus ganhos contra
qualquer decisa˜o do jogador 1. Logo, o jogador 2 deve escolher qualquer coluna j da matriz
A, onde a menor entrada desta coluna j escolhida e´ maior que qualquer outra entrada de uma
coluna qualquer da matriz. Matematicamente, temos:
V = min
i
aij∗ ≥ min
i
aij, j = 1, . . . , n (2.2)
As expresso˜es 2.1 e 2.2 sa˜o chamadas de n´ıveis de seguridade dos jogadores.
Quando as jogadas sa˜o pre´-determinadas em um jogo, tem-se que o jogador 1 escolhe uma
linha e repassa ao jogador 2 para que este fac¸a a escolha da coluna. E´ inquestiona´vel que o
jogador 1 deve escolher o n´ıvel de seguridade como sendo a melhor alternativa. Ja´, para o
jogador 2 o melhor resultado e´ dado por:
ai∗j∗ = max
j
ai∗j = V = min
i
max
j
aij j = 1 . . . , n (2.3)
Von Neumann, em 1928, determinou o equil´ıbrio de um jogo de soma nula. Se o jogo tiver
um equil´ıbrio, enta˜o, V = V = V .
Para um melhor entendimento, considere o exemplo seguinte.
Exemplo 2.3.1. Seja a matriz de pagamentos A:
A =


−3 −2 6
2 0 2
5 −2 −4

 ,
Procurando o equil´ıbrio do jogo, temos:
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Jogador 2
1 2 3 Mı´nino
1 -3 -2 6 -3
Jogador 1 2 2 0 2 0
3 5 -2 -4 -4
Ma´ximo 5 0 6
Os valores V e V sa˜o iguais, logo o jogo tem equil´ıbrio, e o resultado do jogo e´ V = V = 0.
As estrate´gias descritas acima sa˜o denominadas na literatura de estrate´gias puras e e´ poss´ıvel
afirmar que o jogo tem ponto de sela e e´ igual a 0. Lembrando que o que e´ positivo para um
jogador e´ negativo para o outro. Assim, se para jogador 1 e´ minimizado os rendimentos, para
o jogador 2 deve-se maximizar os rendimentos.
Quando os valores (V e V ) sa˜o diferentes, ou seja, o jogo na˜o possui ponto de sela, ou seja,
ponto de equil´ıbrio e e´ preciso recorrer ao conceito de estrate´gias mistas.
A estrate´gia mista para um jogador e´ a distribuic¸a˜o de probabilidade no espac¸o de suas
estrate´gias puras. Equivalentemente, e´ uma varia´vel randoˆmica, onde os valores sa˜o as es-
trate´gias puras dos jogadores. A seguir, sa˜o representados os espac¸os de estrate´gias mistas
dos jogadores 1 e 2, respectivamente:
X = {x ∈ Rm : x ≥ 0,
m∑
i=1
xi = 1} (2.4)
Y = {y ∈ Rn : y ≥ 0,
n∑
j=1
yj = 1} (2.5)
O valor do jogo com estrate´gias mistas e´ dado por:
E(x, y) =
m∑
i=1
n∑
j=1
xiaijyj = x
TAy (2.6)
As definic¸o˜es apresentadas a seguir sa˜o generalizac¸o˜es das estrate´gias puras.
Definic¸a˜o 2.3.1. O vetor x∗ e´ chamado de n´ıvel de seguridade para o jogador 1, no jogo com
matriz de pagamentos A, se a seguinte desigualdade for verdadeira para qualquer y:
V¯m = maxx
∗TAy ≤ maxxTAy, x ∈ X (2.7)
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De forma ana´loga, o n´ıvel de seguridade para o jogador 2 e´ definido por:
V
¯ m
= minxTAy∗ ≥ minxTAy, y ∈ Y (2.8)
Um teorema importante e´ o Teorema Minimax, descrito a seguir:
Teorema 2.3.1. Em qualquer jogo matricial A, os n´ıveis de seguridade dos jogadores com
estrate´gias mistas coincidem, ou seja,
V¯m(A) = min
X
max
Y
xTAy = max
Y
min
X
xTAy = V
¯ m
(A) (2.9)
Existem mais de uma maneira para se determinar o equil´ıbrio de um jogo. Pode ser
atrave´s de uma resoluc¸a˜o gra´fica, ou com a ajuda da programac¸a˜o linear. Neste trabalho, sera´
utilizada a abordagem da programac¸a˜o linear.
Programac¸a˜o Linear
Quando as matrizes de pagamento teˆm grandes dimenso˜es, a maneira mais fa´cil de se
resolver um jogo de soma nula e´ converter o jogo em um problema de programac¸a˜o linear.
Esta transformac¸a˜o requer mais que a aplicac¸a˜o do teorema minimax e o uso das definic¸o˜es
dos valores V¯ e V
¯
.
Primeiramente, e´ preciso considerar a estrate´gia mista o´tima, dada por:
m∑
i=1
n∑
j=1
aijxiyj, (2.10)
e a estrate´gia (x1, x2, · · · , xm) e´ o´tima se
m∑
i=1
n∑
j=1
aijxiyj ≥ V
¯
= v, (2.11)
para todas as estrate´gias do oponente (y1, y2, · · · , ym). Esta inequac¸a˜o deve ser mantida, isto
e´, para cada estrate´gia pura do jogador 2 onde yij = 1 e o resto zero. Substituindo estes
valores, tem-se:
m∑
i=1
n∑
j=1
aijxi ≥ v (2.12)
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Com isso, esta inequac¸a˜o implica em n inequac¸o˜es. A primeira inequac¸a˜o pode ser reescrita
da seguinte maneira:
n∑
j=1
yj
( m∑
i=1
aijxi
)
≥
n∑
j=1
yjv = v, desde que
n∑
j=1
yj = 1. (2.13)
Esta formulac¸a˜o impo˜e que o conjunto das n inequac¸o˜es seja equivalente a` inequac¸a˜o
original imposta para todas as estrate´gias (y1, y2, . . . , yn). Para completar o problema de
programac¸a˜o linear e´ preciso inserir as seguintes restric¸o˜es de igualdade e as condic¸o˜es de na˜o
negatividade das componentes do vetor de estrate´gias que sa˜o probabilidade.
x1 + x2 + x3 + . . .+ xm = 1 (2.14)
xi ≥ 0 i = 1, . . . ,m. (2.15)
A soluc¸a˜o que satisfaz o problema de Programac¸a˜o Linear e´ a estrate´gia mista o´tima. A
func¸a˜o objetivo deste PL e´ dada com a maximizac¸a˜o de um valor e as restric¸o˜es teˆm de ser
maior ou igual ao valor a ser maximizado. Logo, o problema de programac¸a˜o linear e´ dado
por:
max v
sujeito a
a11x1 + a12x2 + . . .+ a1mxm ≥ v
a21x1 + a22x2 + . . .+ a2mxm ≥ v
...
am1x1 + am2x2 + . . .+ amnxm ≥ v
x1 + x2 + . . .+ xm = 1
xi ≥ 0, i = 1, . . . ,m.
(2.16)
Este problema por ser escrito da seguinte forma:
max v
sujeito a
Ax ≥ v∑
i xi = 1
xi ≥ 0
i = 1, . . . ,m
(2.17)
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Se aplicarmos a mesma metodologia para o jogador 2, e´ poss´ıvel ter o seguinte problema
de programac¸a˜o linear:
min w
sujeito a
a11y1 + a21y2 + . . .+ am1yn ≤ w
a12y1 + a22y2 + . . .+ am2yn ≤ w
...
a1ny1 + a2ny2 + . . .+ amnyn ≤ w
y1 + y2 + . . .+ yn = 1
yj ≥ 0, j = 1, . . . , n.
(2.18)
Como no caso da formulc¸a˜o (2.16), o problema (2.18) pode ser escrito na forma matricial
min w
sujeito a
ATy ≤ w∑
j yj = 1
yj ≥ 0
j = 1, . . . , n
(2.19)
Considerando v, w > 0, e´ poss´ıvel considerar a seguinte substituic¸a˜o de varia´veis:
ui =
xi
v
, i = 1, . . . ,m (2.20)
sj =
yj
w
, j = 1, . . . , n (2.21)
Logo,
v =
∑
i xi∑
i ui
, i = 1, . . . ,m (2.22)
w =
∑
j yj∑
j sj
, j = 1, . . . , n (2.23)
Sabendo que
∑
i
xi = 1 (2.24)
∑
j
yj = 1 (2.25)
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Enta˜o,
v =
1∑
i ui
, i = 1, . . . ,m (2.26)
w =
1∑
j sj
, j = 1, . . . , n (2.27)
Logo, os problemas (2.17) e (2.19) podem ser reescritos da seguinte maneira:
min
∑
i ui
sujeito a
Au ≥ 1
ui ≥ 0
i = 1, . . . ,m
(2.28)
max
∑
j sj
sujeito a
AT s ≤ 1
sj ≥ 0
j = 1, . . . , n
(2.29)
Resolvendo os problemas de programac¸a˜o linear (2.16) e (2.18), e´ poss´ıvel encontrar a
estrate´gia mista para os jogadores 1 e 2, respectivamente.
No cap´ıtulo 3, os jogos de soma na˜o nula sera˜o tratados com a programac¸a˜o linear, mas
incluindo as incertezas no problema. Estas incertezas sera˜o representadas atrave´s dos nu´meros
triangulares nebulosos provenientes da Teoria de Conjuntos Nebulosos.
2.3.2 Jogos de Soma Na˜o Nula
Os jogos de soma na˜o nula sa˜o considerados uma extensa˜o natural dos jogos matriciais
(jogos de soma nula), denominados jogos bimatriciais, e descrevem situac¸o˜es que o resultado
do processo de decisa˜o na˜o e´, necessariamente, aquele em que que um jogador ganha e´ o que
o outro perde.
Um jogo bimatricial e´ composto por duas matrizes de dimensa˜o, m × n, A = {aij} e
B = {bij}, onde o par de entradas (aij, bij) denota o resultado correspondente a um par
particular de deciso˜es feitas pelos jogadores.
18
Partindo da utilizac¸a˜o dos jogos em ambiente de competic¸a˜o como, por exemplo, o mercado
financeiro de um pa´ıs, as economias mundias e o come´rcio entre partes diferentes, na˜o existira´
cooperac¸a˜o entre os jogadores que sa˜o racionais, ou seja, querem sempre maximizar seus
rendimentos.
Um par de estrate´gias e´ um ponto de equil´ıbrio se este ponto for um ponto de sela e se
na˜o existir incentivo para um desvio unilateral de um dos jogadores.
A seguir, e´ apresentada a definic¸a˜o do equil´ıbrio de um jogo de soma na˜o nula:
Definic¸a˜o 2.3.2. Um par de estrate´gias i∗, j∗ constitui uma soluc¸a˜o na˜o cooperativa (Nash)
de equil´ıbrio para um jogo bimatricial (A = {aij}, B = {bij}) se o seguinte par de desigualdades
sa˜o satisfeitas para todo i = 1, . . . ,m e todo j = 1, . . . , n:
ai∗j∗ ≤ aij∗ (2.30)
bi∗j∗ ≤ bi∗j (2.31)
O par (ai∗j∗ , bi∗j∗) e´ conhecido como o resultado na˜o cooperativo (Nash) de um jogo bima-
tricial.
Caso na˜o exista equil´ıbrio no jogo de soma na˜o nula de estrate´gias puras e´ preciso recor-
rer a`s estrate´gias mistas como definidas em (2.4), (2.5) e no teorema (2.3.1), apresentadas
anteriormente.
Definic¸a˜o 2.3.3. O par {x∗ ∈ X, y∗ ∈ Y }, onde x∗ e´ um vetor com m componentes e y∗
e´ um vetor com n componentes, e´ uma soluc¸a˜o de equil´ıbrio na˜o cooperativa para um jogo
bimatricial com estrate´gias mistas, se as seguintes desigualdades satisfizerem para todo x ∈ X
e y ∈ Y :
x∗TAy∗ ≤ xTAy∗, x ∈ X (2.32)
x∗TBy∗ ≤ x∗TBy, y ∈ Y (2.33)
Aqui, o par (x∗TAy∗, x∗TBy∗) e´ conhecido como resultado na˜o cooperativo de equil´ıbrio de
um jogo bimatricial com estrate´gias mistas.
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O equil´ıbrio de um jogo de soma na˜o nula pode ser obtido usando o algoritmo de Lemke-
Howson (Lemke e Howson, 1964), mas tambe´m e´ poss´ıvel estabelecer uma relac¸a˜o com a
programac¸a˜o na˜o-linear, que sera´ discutida na sec¸a˜o seguinte.
Programac¸a˜o Na˜o-Linear
Um me´todo geral para a obtenc¸a˜o de uma soluc¸a˜o para um jogo bimatricial e´ transforma´-lo
em um problema de programac¸a˜o na˜o-linear. Na verdade, e´ um problema de programac¸a˜o
bilinear que pode ser tratado utilizando as te´cnicas desenvolvidas para a resoluc¸a˜o de proble-
mas na˜o-lineares. A seguir, a formulac¸a˜o matema´tica de um jogo bimatricial (Mangasarian e
Stone, 1964) e (Basar e Olsder, 1982).
Definic¸a˜o 2.3.4. O par de estrate´gias {x∗, y∗} constitui uma soluc¸a˜o de equil´ıbrio de Nash
para um jogo bimatricial (A,B) se e somente se, {x∗, y∗, p∗, q∗}, onde p∗ e q∗ sa˜o constantes,
e´ a soluc¸a˜o do seguinte problema de programac¸a˜o bilinear
min xT (A+B)y + p+ q
sujeito a
Ay ≥ −plm
BTx ≥ −qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(2.34)
onde lm = (1, 1, . . . , 1)
T com m linhas e ln = (1, 1, . . . , 1)
T com n linhas.
Este problema tem sido investigado na literatura exaustivamente por mais de vinte anos.
Os primeiros me´todos de soluc¸a˜o foram propostos por (Mangasarian e Stone, 1964), que
resolvia o problema usando o me´todo de gradiente projetado e (Balinski, 1961) usava te´cnicas
de pontos extremos.
Algoritmos de otimizac¸a˜o global foram propostos por (Falk, 1973), (Konno, 1976), (Gallo
e U¨lku¨cu¨, 1977), (Sherali e Shetty, 1980), (Thieu, 1988) e (Al-Khayaal, 1992).
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Grande parte das propostas citadas anteriormente possuem um alto n´ıvel de dificuldade
para implementac¸a˜o, sem mencionar que muitas delas precisam de um tempo alto de con-
vergeˆncia. Tendo em vista uma abordagem pra´tica e com baixo custo computacional, adota-
remos a de (Bazaraa e Shetty, 1979). Apesar da facilidade de implementac¸a˜o, este algoritmo
de (Bazaraa e Shetty, 1979) na˜o garante uma convergeˆncia global, mas sim que o ponto
encontrado e´ de Kuhn-Tucker.
Em (Bazaraa e Shetty, 1979) o problema de programac¸a˜o bilinear considerado e´ dado por:
min φ(u, v) = cTu+ vTHu+ dTv
sujeito a
u ∈ D = {u ∈ <m : Au ≥ a, u ≥ 0}
v ∈ E = {v ∈ <n : Bv ≥ b, v ≥ 0}
(2.35)
onde: A e´ uma matriz m × n, B e´ uma matriz m × n, H e´ uma matriz n × n, a, b, c, d sa˜o
vetores de dimensa˜o m,m, n e n, respectivamente. Sem perda de generalidade, e´ considerado
que os poliedros D e E sa˜o na˜o vazios.
O algoritmo iterativo proposto por (Bazaraa e Shetty, 1979) e´ composto pela soluc¸a˜o de
dois problemas de programac¸a˜o linear, descritos a seguir:
Algoritmo 2.3.1. Algoritmo de Bazaraa Cla´ssico
1. Inicializac¸~ao Selecione x1 ∈ <
m e y1 ∈ <
n. Fac¸a k = 1, e va´ para Passo Principal.
2. Passo Principal
(a) Passo1: Resolva o problema de programac¸a˜o linear
min dTy + xk
THy
s.a. y ∈ Y
(2.36)
Seja yˆ a soluc¸a˜o o´tima. Fac¸a yk+1 como especificado abaixo e va´ para Passo2.
yk+1 =


yk, se φ(xk, yˆ) = φ(xk, yk)
yˆ, se φ(xk, yˆ) < φ(xk, yk)
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(b) Passo2: Resolva o problema de programac¸a˜o linear
min cTx+ xTHyk+1
s.a. x ∈ X
(2.37)
Seja xˆ a soluc¸a˜o o´tima. Fac¸a xk+1 como especificado abaixo e va´ para Passo3.
xk+1 =


xk, se φ(xˆ, yk+1) = φ(xk, yk+1)
xˆ, se φ(xˆ, yk+1) < φ(xk, yk+1)
(c) Passo3: Se xk+1 = x
k e yk+1 = y
k, pare, com (xk, yk) sendo um ponto de Kuhn-
Tucker. Caso contra´rio, atualize k ← k + 1, e va´ para Passo1.
onde X e Y sa˜o as restric¸o˜es pertencentes a x e y, respectivamente.
2.3.3 Convergeˆncia do Algoritmo de Bazaraa Cla´ssico
Em (Bazaraa e Shetty, 1979) e´ apresentado um algoritmo iterativo para a resoluc¸a˜o de
problemas de programac¸a˜o bilinear, onde as restric¸o˜es sa˜o conjuntos fechados poliedrais.
Este algoritmo consiste na resoluc¸a˜o iterativa de dois problemas de programac¸a˜o linear, e
o mesmo termina quando as soluc¸o˜es dos problemas na iterac¸a˜o vigente sa˜o iguais a`s soluc¸o˜es
da iterac¸a˜o passada. Bazaraa afirma que o ponto encontrado e´ um ponto de Kuhn-Tucker.
O Algoritmo de Bazaraa Cla´ssico foi descrito na sec¸a˜o 2.3.2. Para um maior embasamento
teo´rico, a seguir apresentamos a prova de que este algoritmo converge para um ponto de
Kuhn-Tucker.
Prova 2.3.1. Seja o seguinte problema de programac¸a˜o bilinear:
minφ(x, y) = cTx+ xTHy + dTy
sujeito a
x ∈ X
y ∈ Y
(2.38)
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Considerando que os conjuntos poliedrais limitados X e Y sa˜o da forma:
X := {x : Ax ≤ b}
Y := {y : By ≤ c}
Enta˜o, o problema bilinear pode ser reescrito da seguinte forma:
minφ(x, y) = cTx+ xTHy + dTy
sujeito a
x ∈ X := {x : Ax ≤ b}
y ∈ Y := {y : By ≤ c}
(2.39)
Considerando uma forma mais geral do problema, e´ poss´ıvel reescrever os conjuntos X e
Y da seguinte forma:
X := {x : g(x) ≤ 0}
Y := {y : h(y) ≤ 0}
Finalmente, o problema bilinear pode ser escrito da seguinte forma:
minφ(x, y) = cTx+ xTHy + dTy
sujeito a
x ∈ X := {x : g(x) ≤ 0}
y ∈ Y := {y : h(y) ≤ 0}
(2.40)
A func¸a˜o lagrangeana e´ dada pela expressa˜o:
l(x, y, µ, β) = φ(x, y) + µTg(x) + βTh(y)
Para que o ponto (xk = x
∗, yk = y
∗) seja ponto de Kuhn-Tucker do problema e´ preciso que
existam µ ≥ 0 e β ≥ 0 tais que as seguintes condic¸o˜es sejam satisfeitas:
µigi(x
∗) = 0, para ∀i
βjhj(y
∗) = 0, para ∀j
∇xl(x
∗, y∗, µ, β) = 0
∇yl(x
∗, y∗, µ, β) = 0
(2.41)
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Logo:
∇xl(x
∗, y∗, µ, β) =
∂φ
∂x
+∇gT (x∗)µ = c+ y∗TH +∇gT (x∗)µ = 0
∇yl(x
∗, y∗, µ, β) =
∂φ
∂y
+∇hT (y∗)β = d+ x∗TH +∇hT (y∗)β = 0
De posse destas informac¸o˜es na˜o e´ poss´ıvel concluir que o ponto (xk = x
∗, yk = y
∗) obtido
pelo Algoritmo de Bazaraa Cla´ssico e´ ponto de Kuhn-Tucker.
No Algoritmo de Bazaraa Cla´ssico, o problema de programac¸a˜o bilinear e´ decomposto em
dois problemas de programac¸a˜o linear onde ao final do processo iterativo, a soluc¸a˜o do problema
bilinear e´ a unia˜o das soluc¸o˜es dos dois problemas de PL.
Como no algoritmo xk+1 = x
∗ e yk+1 = y
∗ sa˜o soluc¸o˜es dos problemas de programac¸a˜o
linear, tem-se que:
x∗ = arg min φ(x, y) = cTx+ xTHy
sujeito a
x ∈ X := {x : g(x) ≤ 0}
(2.42)
y∗ = arg min φ(x, y) = dTy + xTHy
sujeito a
y ∈ Y := {y : h(y) ≤ 0}
(2.43)
Escrevendo e analisando as condic¸o˜es de Kuhn-Tucker para os problemas (2.42) e (2.43),
no ponto citado anteriormente temos, respectivamente:
µigi(x
∗) = 0, para ∀i
∇x(x
∗, y∗, µ) = c+ y∗TH +∇gT (x∗)µ = 0
(2.44)
βjhj(y
∗) = 0, para ∀j
∇y(x
∗, y∗, β) = d+ x∗TH +∇hT (y∗)β = 0
(2.45)
Como o ponto xk+1 = x
∗ e´ soluc¸a˜o do problema (2.42) e yk+1 = x
∗ e´ soluc¸a˜o do problema
(2.43) enta˜o atrave´s das condic¸o˜es de Kuhn-Tucker e´ poss´ıvel afirmar que existe um µ ≥ 0 tal
que satisfaz as condic¸o˜es (2.44) e que existe um β ≥ 0 tal que satisfaz as condic¸o˜es (2.45).
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Observe que as condic¸o˜es (2.44) e (2.45) sa˜o exatamente as condic¸o˜es de Kuhn-Tucker
para o problema de programac¸a˜o bilinear (2.38).
Logo, e´ poss´ıvel afirmar que o Algoritmo de Bazarra Cla´ssico converge para um ponto de
Kuhn-Tucker.
Atrave´s do teorema enunciado a seguir, afirma-se que o algoritmo sempre convergira´ para
um ponto no interior ou no contorno do conjunto das restric¸o˜es do problema, conjunto este
compacto.
Teorema 2.3.2. Bolzano-Weierstrass
Toda func¸a˜o que e´ cont´ınua em uma regia˜o fechada e limitada (conjunto compacto) Ω ⊂ <n
possui um valor ma´ximo e um valor mı´nimo no interior ou no contorno de Ω.
Sabe-se que a func¸a˜o objetivo do problema e´ uma func¸a˜o cont´ınua e o conjunto das res-
tric¸o˜es e´ um conjunto fechado e limitado, ou seja, compacto. Logo, e´ poss´ıvel afirmar que o
algoritmo vai convergir para um ponto, e este sera´ um ponto de Kuhn-Tucker, como mostrado
anteriormente.
Portanto, e´ poss´ıvel afirmar que o Algoritmo de Bazaraa Cla´ssico converge para um ponto
de Kuhn-Tucker.
Os jogos de soma na˜o nula podem ser resolvidos atrave´s do algoritmo apresentado acima.
No entanto, e´ preciso que sejam feitas algumas transformac¸o˜es para reescrever o problema
(2.34) na forma (2.35). Sejam elas:
u =


y
p
1

 , v =


x
1
q

 , H =

 A+B 0
0 I


onde x e y teˆm as dimenso˜es m× 1 e n× 1, respectivamente e p, q sa˜o escalares.
Reescrevendo o problema (2.34), temos:
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min vTHu
sujeito a
Amu ≥ 0
Bmv ≥ 0
vTCm ≥ 0
uTDm ≥ 0
vTEm = 1
uTFm = 1
(2.46)
onde:
Am =
(
A 1m×1 0m×1
)
, Bm =
(
BT 0n×1 1n×1
)
, Cm =

 Im×m
02×m

 ,
Dm =

 In×n
02×n

 , Em =

 1m×1
02×1

 , Fm =

 1n×1
02×1


Considerando o Algoritmo (2.3.1), os problemas de programac¸a˜o linear (2.47) e (2.48) sa˜o
resolvidos iterativamente atrave´s de te´cnicas cla´ssicas, como o Simplex.
min vTHu
sujeito a
Amu ≥ 0
uTDm ≥ 0
uTFm = 1
(2.47)
min vTHu
sujeito a
Bmv ≥ 0
vTCm ≥ 0
vTEm = 1
(2.48)
Atrave´s do Algoritmo (2.3.1) e´ poss´ıvel determinar o o´timo local do problema de pro-
gramac¸a˜o bilinear. Este algoritmo na˜o garante que o ponto encontrado no final do procedi-
mento seja um o´timo global, ja´ que para isso a condic¸a˜o de Kuhn-Tucker e´ necessa´ria, mas
na˜o suficiente (Bazaraa e Shetty, 1979). Portanto, e´ poss´ıvel que, mesmo com as condic¸o˜es
de Kuhn-Tucker sendo satisfeitas, o algoritmo termine antes da func¸a˜o objetivo ser igual a
zero. Neste caso, seria necessa´rio o algoritmo ter um mecanismo de reinicializac¸a˜o e que o
mesmo seja executado ate´ a func¸a˜o objetivo ser reduzida a zero, ou um valor muito pro´ximo
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de zero. Mesmo com a utilizac¸a˜o desta te´cnica de reinicializac¸a˜o na˜o e´ poss´ıvel garantir que
o algoritmo seja finalizado com o valor da func¸a˜o objetivo seja nula.
Esta metodologia de resoluc¸a˜o sera´ usada no cap´ıtulo 4, onde incertezas sera˜o inseridas
nos problemas de programac¸a˜o bilinear, ou seja, nos jogos de soma na˜o nula.
2.4 Jogos Nebulosos
Os jogos nebulosos surgiram da unia˜o de duas te´cnicas: a teoria de jogos e a teoria de
conjuntos nebulosos.
A Teoria dos conjuntos nebulosos surgiu em 1965, quando Zadeh publicou um trabalho
intitulado Fuzzy Sets (Zadeh, 1965), surgindo, assim, uma maneira poderosa e conveniente de
tratar as incertezas sem precisar recorrer aos conceitos estoca´sticos.
Na tentativa de reproduzir mais fielmente muitas situac¸o˜es de conflito, e´ que a incerteza
foi introduzida nos coeficientes da matriz de pagamentos dos jogos cla´ssicos, surgindo assim,
os jogos nebulosos.
O primeiro trabalho sobre jogos nebulosos foi o de (Butnariu, 1978), onde uma discussa˜o
heur´ıstica e um confronto da teoria de jogos cla´ssica com a nebulosa sa˜o apresentados. A
diferenc¸a entre estes dois tipo de jogos e´ que para os jogos cla´ssicos a possibilidade de escolha
de uma estrate´gia e´ a mesma para cada jogador. Ja´, nos jogos nebulosos, cada estrate´gia
pertence a um conjunto nebuloso.
Este trabalho de Butnariu foi a base para inu´meros artigos sobre os jogos nebulosos. Traba-
lhos como (Butnariu, 1980), (Sakawa e Nishizaki, 1994) e (Tsurumi et at., 2001) apresentaram
conceitos relevantes dos jogos cooperativos nebulosos.
(Nishizaki e Sakawa, 2000) transformam problemas de otimizac¸a˜o em jogos nebulosos,
maximizando objetivos nebulosos e determinando a existeˆncia ou na˜o de coaliso˜es priorita´rias.
Por fim, (Dhingra e Rao, 1995) combinam os conceitos de jogos cooperativos e teoria de
conjuntos nebulosos para resolver problemas de otimizac¸a˜o multiobjetivo.
(Nicolas e Grabisch, 1995) propo˜em que os jogos matriciais na˜o cooperativos baseados
em estrate´gias minimax sejam estendidos para jogos com estrate´gias baseadas em t-normas
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e t-conormas. Ja´ (Dengfeng e Chuntian, 2002) apresentam os jogos nebulosos matriciais
restritos na˜o cooperativos. Os me´todos de resoluc¸a˜o destes jogos se baseiam em programac¸a˜o
multiobjetivo, mas, atrave´s da metodologia de Zimmermann (Apeˆndice B), o jogo pode ser
resolvido atrave´s de te´cnicas de programac¸a˜o linear.
Inu´meros trabalhos tratam os jogos nebulosos cooperativos, mas quando pesquisamos sobre
os jogos nebulosos na˜o-cooperativos, poucos trabalhos sa˜o encontrados na literatura. Diante
desta constatac¸a˜o, surgiu a ide´ia de pesquisar os jogos de soma na˜o nula nebulosos para propor
metodologias de resoluc¸a˜o e tentar aplica´-los em probelmas reais.
Os jogos de soma nula nebulosos sera˜o descritos no cap´ıtulo 3, e os de soma na˜o nula
nebulosos no cap´ıtulo, 4. Ana´lise de metodologias ja´ existentes, bem como a proposta de
novas metodologias sera˜o feitas no decorrer deste trabalho.
2.5 Resumo
Este cap´ıtulo abordou primeiramente a Teoria de Jogos cla´ssica. Conceitos, definic¸o˜es
e teoremas foram apresentados para um maior entendimento por parte do leitor sobre esta
teoria, a qual fornece ferramentas poderosas na tomada de deciso˜es. Os jogos de soma nula e
na˜o nula foram apresentados, juntamente com a metodologia de resoluc¸a˜o de cada um deles.
Em um segundo instante, quando as incertezas sa˜o introduzidas nos jogos cla´ssicos, tem-
se os Jogos Nebulosos. Uma visa˜o geral e restrita do que existe na literatura foi descrita,
lembrando que maiores detalhes sobre os jogos de soma nula e na˜o nula nebulosos sera´ feita
no decorrer deste trabalho.
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Cap´ıtulo 3
Jogos de Soma Nula Nebulosos
3.1 Introduc¸a˜o
A teoria de jogos e´ uma ferramenta importante para a compreensa˜o das situac¸o˜es em que
existe interac¸o˜es de decisores. Muitas situac¸o˜es que podem ser resolvidas com os conceitos da
teoria de jogos sa˜o reais.
A determinac¸a˜o de dados em casos reais e´ uma tarefa iluso´ria. Existe uma grande dificul-
dade na determinac¸a˜o exata destes e muitas vezes existem impreciso˜es que alteram prejudici-
almente os resultados, ja´ que uma escolha erroˆnea pode ser feita.
Uma tentativa de suprir as dificuldades encontradas na determinac¸a˜o dos dados imprecisos,
que neste trabalho sera´ o coeficiente das matrizes de pagamentos dos jogadores, e´ a utilizac¸a˜o
da Teoria de Conjuntos Nebulosos.
A unia˜o da Teoria de Jogos e da Teoria de Conjuntos Nebulosos resulta na Teoria de Jogos
Nebulosos.
Neste cap´ıtulo, os jogos de soma nula com incertezas, ou seja, os jogos de soma nula
nebulosos sera˜o descritos. As incertezas estara˜o representadas atrave´s dos nu´meros nebulosos
triangulares. Na literatura, dois trabalhos descrevem este jogos. Sa˜o eles: (Campos, 1989) e
(Maeda, 2003). Os modelos propostos por Campos e Maeda sera˜o descritos, implementados,
analisados e resultados sera˜o apresentados a fim de se determinar a melhor metodologia para
a resoluc¸a˜o dos jogos de soma nula nebulosos.
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3.2 Metodologia de Soluc¸a˜o de Jogos de Soma Nula Ne-
bulosos
Os jogos de soma nula sa˜o aqueles em que os jogadores possuem objetivos diametralmente
opostos, ou seja, o que um perde o outro ganha. Os jogos de soma nula nebulosos (JSNN) pos-
suem a mesma definic¸a˜o, a diferenc¸a esta´ nos coeficientes da matriz de pagamentos. Nos jogos
nebulosos, as incertezas esta˜o representadas atrave´s dos coeficientes da matriz de pagamentos
e estes na˜o sa˜o nu´meros reais, mas sim nu´meros nebulosos.
Neste trabalhoapenas os JSNN com coeficientes nebulosos triangulares sera˜o estudados. E´
poss´ıvel, utilizar outros tipos de nu´meros nebulosos, como os trapezoidais.
A matriz de pagamentos de um JSNN pode ser representada por:
A˜ =


a˜11 a˜12 . . . a˜1n
a˜21 a˜22 . . . a˜2n
...
...
. . .
...
a˜m1 a˜m2 . . . a˜mn


onde a˜ij = (a, ea, da)LR: a e´ o valor modal, ea e´ a dispersa˜o a` esquerda e da a dispersa˜o a`
direita. As operac¸o˜es com os nu´meros nebulosos esta˜o descritas no apeˆndice A.
3.2.1 Modelagem dos JSNN
A modelagem de um JSNN na˜o difere muito do jogos de soma nula cla´ssico apresentada
na sec¸a˜o 2.3.1.
Supondo que os jogadores sa˜o racionais e que o jogador 1 quer minimizar as suas perdas (v)
e o jogador 2 quer maximizar os lucros (w), temos uma formulac¸a˜o semelhante a` dada pelos
problemas (2.16) e (2.18), exceto pelos coeficientes que sa˜o nu´meros triangulares nebulosos.
Por este motivo, as restric¸o˜es devem ser tratadas especialmente. A seguir, e´ apresentada a
formulac¸a˜o dos JSNN com estrate´gias mistas para os jogadores 1 e 2, respectivamente:
30
max v
sujeito a ∑
i a˜ijxi & v
x1 + . . .+ xm = 1
xi ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.1)
min w
sujeito a ∑
j a˜ijyj . w
y1 + . . .+ yn = 1
yj ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.2)
Se considerarmos v, w > 0 e´ poss´ıvel fazer um paralelo com a teoria cla´ssica, logo define-se:
ui =
xi
v
, i = 1, . . . ,m (3.3)
sj =
yj
w
, j = 1, . . . , n (3.4)
Enta˜o,
v =
∑
i xi∑
i ui
, i = 1, . . . ,m (3.5)
w =
∑
j yj∑
j sj
, j = 1, . . . , n (3.6)
Sabendo que
∑
i
xi = 1 (3.7)
∑
j
yj = 1 (3.8)
e´ poss´ıvel reescrever os problemas (3.1) e (3.2) da seguinte maneira:
min
∑
i ui
sujeito a ∑
i a˜ijui & 1
ui ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.9)
max
∑
j sj
sujeito a ∑
j a˜ijsj . 1
sj ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.10)
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A resoluc¸a˜o destes problemas de programac¸a˜o linear nebulosa (PLN) esta´ vinculada a
te´cnicas especiais para o tratamento destes problemas. A descric¸a˜o das principais te´cnicas de
resoluc¸a˜o de PLN existentes na literatura sa˜o apresentadas no apeˆndice B.
3.3 Ana´lise do Modelo
Na literatura, existem dois modelos principais de resoluc¸a˜o para os jogos de soma nula
nebulosos. Sa˜o eles o modelo de Campos (Campos, 1989) e o modelo de Maeda (Maeda,
2003). Na sec¸a˜o 3.2.1, a modelagem matema´tica utilizada pelos dois modelos foi apresentada.
A seguir, e´ apresentada uma descric¸a˜o de cada uma das metodologias.
3.3.1 Modelo de Campos
O modelo de Campos (Campos, 1989) foi um dos primeiros trabalhos existentes na lite-
ratura que considerou incertezas nos coeficientes dos jogos de soma nula. Como ja´ citado, as
incertezas esta˜o presentes na matriz de pagamentos A.
Campos define o jogo nebuloso como: G = (S1, S2, A˜) onde S1 e S2 sa˜o conjuntos de
estrate´gias e A˜ = (a˜ij) e´ uma matriz m × n de nu´meros triangulares nebulosos (matriz de
pagamentos). Estes jogos sa˜o denominados jogos matriciais nebulosos.
Para a resoluc¸a˜o do JSNN, Campos utiliza a programac¸a˜o linear trac¸ando um paralelo com
a programac¸a˜o linear nebulosa. Na verdade, na teoria cla´ssica existe um par de problemas
primal-dual. De acordo com o teorema de dualidade, eles teˆm o mesmo valor das func¸o˜es
objetivo no o´timo. Quando as incertezas esta˜o presentes nos problemas, esta caracter´ıstica
na˜o pode ser garantida.
A formulac¸a˜o dos JSNN com estrate´gias mistas se assemelham muito a` formulac¸a˜o cla´ssica,
exceto pela representac¸a˜o da matriz de pagamentos e, consequ¨entemente, das restric¸o˜es.
Logo, os problemas para os jogadores 1 e 2, sa˜o representados, respectivamente, pelos
problemas (3.1) e (3.2). Trac¸ando um paralelo com a teoria cla´ssica e fazendo as mudanc¸as
descritas na sec¸a˜o anterior, os problemas sa˜o representados por (3.9) e (3.10).
Campos resolve os problemas de PLN com a ajuda de uma metodologia auxiliar baseada no
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rankeamento de nu´meros nebulosos. Com isso, os problemas sa˜o reescritos e resolvidos atrave´s
de metodologias cla´ssicas da programac¸a˜o linear. A seguir, e´ apresentada uma descric¸a˜o desta
metodologia.
Considere o seguinte PLN:
max cTx
sujeito a
a˜ix . b˜i
x ≥ 0
(3.11)
O decisor conhece o valor impreciso a˜i e b˜i de cada restric¸a˜o, e ele pode permitir alguma
violac¸a˜o nas restric¸o˜es. Esta violac¸a˜o pode ser expressa atrave´s de uma func¸a˜o de pertineˆncia
µi : N(<)→ [0, 1] (3.12)
a qual mede a adequac¸a˜o entre os valores a˜i e b˜i, atrave´s dos nu´meros nebulosos t˜i. Estes
expressam a margem de toleraˆncia do decisor. Logo, a resoluc¸a˜o do problema (3.11) consiste
na substituic¸a˜o de cada conjunto nebuloso da restric¸a˜o por um conjunto convexo:
a˜ix / b˜i + t˜i(1− α) (3.13)
onde a relaxac¸a˜o / e´ definida pelo decisor, lembrando que e´ preciso preservar o rankeamento
entre os nu´meros nebulosos.
Portanto, o problema (3.11) reescrito tem a seguinte forma:
max cTx
sujeito a
a˜ix / b˜i + t˜i(1− α)
x ≥ 0
α ∈ (0, 1].
(3.14)
Campos sugere cinco me´todos de rankeamento de nu´meros nebulosos, sendo eles:
[ai + ai + ai]x ≤ [bi + bi + bi] + [ti + ti + ti](1− α) (3.15)
[ai + ai + 2ai]x ≤ [bi + bi + 2bi] + [ti + ti + 2ti](1− α) (3.16)
33
[kai + (1− k)ai]x ≤ kbi + (1− k)bi + [kti + (1− k)ti](1− α) (3.17)
aix ≤ bi + ti(1− α) (3.18)
[ai + ai]x ≤ bi + bi + [ti + ti](1− α) (3.19)
Logo, os problemas de resoluc¸a˜o dos JSNN possuem uma forma geral para cada um dos
jogadores, como segue:
min z1 =
∑
i ui
sujeito a
Bu ≥ c− d(1− α)
u ≥ 0
α ∈ (0, 1].
(3.20)
max z2 =
∑
j sj
sujeito a
sBT ≤ c+ e(1− α)
s ≥ 0
α ∈ (0, 1].
(3.21)
Estes problemas na˜o constituem um par primal-dual. Os valores das func¸o˜es objetivo na˜o
sa˜o iguais. Entretanto, e´ poss´ıvel obter uma soluc¸a˜o para o jogo com as incertezas estabelecidas
no problema.
Campos analisa da seguinte maneira: Se considerarmos λ = 1 − α com α ∈ (0, 1] nos
problemas (3.20) e (3.21), e´ evidente que, com o aumento dos valores de λ, z1 e z2 decrescem
e crescem, respectivamente. Enta˜o, faz sentido adotar v(λ) = 1
z1(λ)
e w(λ) = 1
z2(λ)
.
Com esta metodologia de resoluc¸a˜o proposta, a soluc¸a˜o para os jogadores e´ obtida quando
v(1) = w(1). Estes valores podem ser vistos como valor nebuloso o que esta´ em concordaˆncia
com as incertezas assumidas previamente por cada jogador.
A seguir, e´ apresentada a descric¸a˜o da metodologia de resoluc¸a˜o proposta por Campos
atrave´s de um algoritmo.
Algoritmo 3.3.1. Algoritmo do Modelo de Campos
1. Passo 1 - Inicializac¸~ao Apresentac¸a˜o dos dados iniciais: A˜, b˜i = (1, 1, 1), pi e qi.
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2. Passo 2: Escolher a opc¸a˜o de rankeamento de nu´meros nebulosos.
3. Passo 3: Dependendo da opc¸a˜o escolhida, obter: A, b, p, q.
4. Passo 4: Resolver o problema de programac¸a˜o linear para o Jogador 1.
5. Passo 5: Obter v e x.
6. Passo 6: Resolver o problema de programac¸a˜o linear para o Jogador 2.
7. Passo 7: Obter w e y.
8. Passo 8: Obter o valor do jogo.
9. Passo 9: Apresentar soluc¸a˜o do jogo: x,y e valor do jogo.
3.3.2 Modelo de Maeda
(Maeda, 2003) apresenta os conceitos de estrate´gias de equil´ıbrio para os jogos de soma
nula nebulosos e tambe´m caracteriza o equil´ıbrio de Nash de uma famı´lia de jogos bimatricias
parame´tricos.
Como em (Campos, 1989), as incertezas sa˜o consideradas atrave´s dos nu´meros nebulosos
triangulares, com a pequena diferenc¸a de que os nu´meros nebulosos devem ser sime´tricos, ou
seja, a dispersa˜o a` esquerda e a` direita sa˜o iguais.
Seja o nu´mero triangular nebuloso a˜ definido por a˜ = (m,h, h)LR, onde m e´ o valor modal
e h e´ o valor da dispersa˜o.
O modelo de Maeda explora o fato da matriz A˜ ser composta por nu´meros triangulares
sime´tricos visando definir condic¸o˜es necessa´rias e suficientes para a determinac¸a˜o de uma
estrate´gia de equil´ıbrio para o jogo nebuloso. Para isso transforma o jogo de soma nula
nebuloso em uma famı´lia de jogos bimatriciais parametrizados.
Seja A(λ) ≡ A + (1 − 2λ)H,A(µ) ≡ A + (1 − 2µ)H, onde A e´ a matriz com os valores
modais, H e´ a matriz das disperso˜es e λ e µ sa˜o paraˆmetros do jogo, a definic¸a˜o do equil´ıbrio
e´ dada por:
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Definic¸a˜o 3.3.1. Seja λ, µ ∈ [0, 1] nu´meros reais. A estrate´gia (x∗, y∗) ∈ X × Y e´ dito ser
um equil´ıbrio de Nash para o jogo Γ(λ, µ) se
xTA(λ)y∗ 5 x∗TA(λ)y∗ ∀x ∈ X, (3.22)
x∗TA(µ)y∗ 5 x∗TA(µ)y ∀y ∈ Y. (3.23)
Apesar da matriz A˜ ser composta por nu´meros nebulosos, as incertezas sa˜o realmente
determinadas no modelo de Maeda atrave´s dos paraˆmetros λ e µ. A formulac¸a˜o dos JSNN
com estrate´gias mistas segue a mesma lo´gica da teoria cla´ssica, sendo que para o jogador 1, a
matriz A˜ e´ substitu´ıda pela matriz A(µ) e, para o jogador 2, por A(λ). Sendo assim, e´ poss´ıvel
escrever os dois problemas de PLN da seguinte forma:
min
∑
i ui
sujeito a ∑
i aij(µ)ui ≥ 1
ui ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.24)
max
∑
j sj
sujeito a ∑
j aij(λ)sj ≤ 1
sj ≥ 0
i = 1, . . . ,m
j = 1, . . . , n
(3.25)
Para a resoluc¸a˜o destes problemas, deve-se aplicar qualquer me´todo de resoluc¸a˜o para
problemas de programac¸a˜o linear, ja´ que a formulac¸a˜o acima e´ de um PL sem incertezas, ou
seja, cla´ssico e que os paraˆmetros sa˜o determinados previamente.
A seguir, a descric¸a˜o da metodologia de resoluc¸a˜o de Maeda atrave´s de um algoritmo.
Algoritmo 3.3.2. Algoritmo do Modelo de Maeda
1. Passo 1 - Inicializac¸~ao Determinar as matrizes A com os valores modais e H com
as disperso˜es dos nu´meros triangulares nebulosos.
2. Passo 2 Escolher os paraˆmetros λ e µ.
3. Passo 3 Calcular as matrizes A(λ) e A(µ).
4. Passo 4 Resolver o problema de programac¸a˜o linear para o jogador 1 (3.24).
5. Passo 5 Obter x.
36
6. Passo 6 Resolver o problema de programac¸a˜o linear para o jogador 2 (3.25).
7. Passo 7 Obter y.
8. Passo 8 Calcular o valor do jogo (x∗TA(λ)y∗ e x∗TA(µ)y∗).
9. Passo 9 Apresentar soluc¸o˜es: x, y e valor do jogo.
3.3.3 Ana´lise Conjunta dos Modelos
Apesar dos modelos de Campos (Campos, 1989) e de Maeda (Maeda, 2003) possu´ırem
formulac¸o˜es matema´ticas muito semelhantes, a diferenc¸a nestes modelos esta´ em como as
incertezas sa˜o consideradas. A seguir, as caracter´ısticas de cada um dos modelos.
No modelo de Campos, os dados necessa´rios para aplicac¸a˜o da metodologia proposta sa˜o
as matrizes A˜, t˜i e o me´todo de rankeamento. As incertezas sa˜o tratadas atrave´s dos me´todos
de rakeamento de nu´meros nebulosos; e´ poss´ıvel utilizar qualquer tipo de nu´mero nebuloso
triangular na matriz de pagamentos. Campos na˜o determina qualquer tipo de equil´ıbrio, so´
diz que o valor do jogo pode ser determinado quando v(α) = w(α). O paraˆmetro t˜i representa
a margem de toleraˆncia das incertezas inseridas no jogo.
Ja´ no modelo de Maeda, os dados necessa´rios sa˜o as matrizes A e H, e os paraˆmetros λ e µ.
As incertezas sa˜o tratadas atrave´s de uma parametrizac¸a˜o da matriz de pagamentos, atrave´s
de λ e µ; somente nu´meros nebulosos triangulares sime´tricos sa˜o usados neste modelo. Maeda
define treˆs tipos de conceitos de estrate´gias de equil´ıbrio para os jogos de soma nula nebulosos
e investiga suas propriedades. E´ mostrado que os conjuntos de todas as estrate´gias mimimax
coincidem com os conjuntos das estrate´gias de equil´ıbrio de Nash de uma famı´lia de jogos
bimatriciais parametrizados com a matriz de pagamentos com elementos reais. Devido a esta
parametrizac¸a˜o, o modelo de Maeda e´ mais geral que o de Campos, pois qualquer incerteza
pode ser inserida atrave´s dos pareˆmatros λ e µ. Quando se tem λ = µ no modelo de Maeda
diretamente tem-se o modelo de Campos.
No modelo de Campos, as incertezas esta˜o inseridas na˜o so´ nos coeficientes das restric¸o˜es,
mas tambe´m nos n´ıveis de toleraˆncias para cada uma das restric¸o˜es.
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3.4 Implementac¸a˜o e Resultados
Nas implementac¸o˜es os modelos apresentaram possuem semelhanc¸as, ou seja, foram usados
muitos comandos em comum e as implementac¸o˜es foram desenvolvidas em Matlab c©, por
motivo de maior praticidade e conhecimento, por parte do candidato, desta linguagem de
programac¸a˜o. Os problemas de programac¸a˜o linear foram resolvidos atrave´s de um comando
lp. Para o modelo de Campos, como era necessa´rio a escolha do me´todo de rankeamento,
foram feitas para cada uma das escolhas, uma func¸a˜o para a determinac¸a˜o da matriz A e dos
paraˆmetros p e q e apo´s isso o PL era resolvido e a soluc¸a˜o obtida. Ja´, no modelo de Maeda
com a escolha dos valores dos paraˆmetros, determinava-se as matrizes A(λ), A(µ) e aplicava-se
a func¸a˜o lp para a resoluc¸a˜o dos PLs, obtendo-se a soluc¸a˜o.
A seguir, alguns exemplos com os respectivos resultados obtidos atrave´s das duas metodo-
logias.
3.4.1 Resultados
Nesta sec¸a˜o, sera˜o apresentados alguns exemplos com os respectivos resultados. Os exem-
plos apresentados aqui foram retirados da literatura, particularmente de (Thie, 1988) e de
(Maeda, 2003). Para estes exemplos as soluc¸o˜es cla´ssicas eram conhecidas, mas na˜o existia
incertezas nas matrizes de pagamento. Enta˜o, mediante este fato, surgiu a curiosidade de
investigac¸a˜o e possibilidade de descobrimento de novas soluc¸o˜es com a inserc¸a˜o de incertezas,
atrave´s dos nu´meros nebulosos.
Para todos os exemplos, foram usados
t1 = (0.10; 0.08; 0.11)LR
t2 = (0.15; 0.14; 0.17)LR
bi = (1; 1; 1)LR
As soluc¸o˜es cla´ssicas dos exemplos apresentados em seguida sa˜o:
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Exemplo x y
1 (0.4286; 0.5714) (0.2857; 0.7143)
2 (1; 0; 0; 0) (0; 0.1111; 0; 0.8889)
3 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
4 (0.7895; 0.2105) (0.2105; 0.7895)
Tabela 3.1: Resultados Crisp para os Exemplos
Exemplo 3.4.1. 1- A matriz nebulosa de pagamentos e´ dada por:
A˜ =

 (−3, 0.5, 0.5) (1, 0.5, 0.5)
(2, 0.5, 0.5) (−1, 0.5, 0.5)


Campos Maeda
Me´t. de Rankeamento x y λ µ x y
1 (0.4286; 0.5714) (0.2857; 0.7143) 0.1 0.1− 0.3 (0.4286; 0.5714) (0.2857; 0.7143)
2 (0.4286; 0.5714) (0.2857; 0.7143) 0.2 0.1− 0.4 (0.4286; 0.5714) (0.2857; 0.7143)
3 (0.4286; 0.5714) (0.2857; 0.7143) 0.3 0.1− 0.3 (0.4286; 0.5714) (0.2857; 0.7143)
4 (0.4286; 0.5714) (0.2500; 0.7500) 0.4 0.1− 0.3 (0.4286; 0.5714) (0.2857; 0.7143)
5 (0.4286; 0.5714) (0.2857; 0.7143) 0.4 0.4 (0.3000; 0.7000) (0.1737; 0.8263)
0.5 0.1− 0.3 (0.4286; 0.5714) (0.2857; 0.7143)
0.5 0.5 (0.3333; 0.6667) (0.1682; 0.8318)
Tabela 3.2: Resultados para o Exemplo 1
Os resultados apresentados na tabela 3.2 verificam que ambos os modelos com as incertezas
convergem para a soluc¸a˜o cla´ssica. E´ preciso ressaltar que o Modelo de Maeda na˜o admite a
inserc¸a˜o de incertezas muito grandes, ou seja, os paraˆmetros λ e µ devem ser pequenos, no
intervalo de [0.1−0.5] para λ e [0.1−0.3] para µ. Ja´, o modelo de Campos, independentemente
do me´todo de rankeamento de nu´meros nebulosos escolhido, as soluc¸o˜es obtidas sa˜o ideˆnticas
a`s do modelo cla´ssico.
Exemplo 3.4.2. 2- A matriz nebulosa de pagamentos e´ dada por:
A˜ =


(4, 0.5, 0.5) (2, 0.5, 0.5) (5, 0.5, 0.5) (2, 0.5, 0.5)
(2, 0.5, 0.5) (1, 0.5, 0.5) (−1, 0.5, 0.5) (−20, 0.5, 0.5)
(3, 0.5, 0.5) (2, 0.5, 0.5) (4, 0.5, 0.5) (2, 0.5, 0.5)
(−16, 0.5, 0.5) (10, 0.5, 0.5) (16, 0.5, 0.5) (1, 0.5, 0.5)


Observando os resultados contidos na tabela 3.3, conclui-se que ambos convergem para
a mesma soluc¸a˜o, apesar de uma pequena variac¸a˜o no caso de Campos em relac¸a˜o ao caso
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Me´todo x y λ µ x y
1 (0; 0; 0.9444; 0.0556) (0; 0.1111; 0; 0.8889) 0.1 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
0.2 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
2 (0; 0; 0.9444; 0.0556) (0; 0.1111; 0; 0.8889) 0.3 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
0.4 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
3 (0; 0; 0.9444; 0.0556) (0; 0.1111; 0; 0.8889) 0.5 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
0.6 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
4 (0; 0; 0.9444; 0.0556) (0; 0.1111; 0; 0.8889) 0.7 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
0.8 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
5 (0; 0; 0.9444; 0.0556) (0; 0.1111; 0; 0.8889) 0.9 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
1.0 0.1− 1 (0; 0; 1; 0) (0; 0.1111; 0; 0.8889)
Tabela 3.3: Resultados para o Exemplo 2
cla´ssico. Quando se compara as soluc¸o˜es obtidas pelos modelos de Campos e Maeda com a
soluc¸a˜o no caso crisp e´ poss´ıvel notar que a soluc¸a˜o para o jogador 1 (x) na˜o e´ a mesma.
Analisando as duas soluc¸o˜es para o caso cla´ssico, percebe-se que o valor do jogo xTAy e´
o mesmo para as soluc¸o˜es: x = (1, 0, 0, 0); y = (0; 0.1111; 0; 0.8889) e x = (0, 0, 1, 0); y =
(0; 0.1111; 0; 0.8889), possibilitando afirmar que as soluc¸o˜es sa˜o equivalentes.
Exemplo 3.4.3. 3- A matriz nebulosa de pagamentos e´ dada por:
A˜ =


(−1, 0.5, 0.5) (1, 0.5, 0.5) (2, 0.5, 0.5) (0, 0.5, 0.5)
(4, 0.5, 0.5) (−2, 0.5, 0.5) (−3, 0.5, 0.5) (2, 0.5, 0.5)
(0, 0.5, 0.5) (3, 0.5, 0.5) (1, 0.5, 0.5) (−2, 0.5, 0.5)


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Campos Maeda
Me´todo x y λ µ x y
1 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815) 0.1 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
0.2 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
2 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815) 0.3 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
0.4 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
3 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815) 0.5 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
0.6 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
4 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815) 0.7 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
0.8 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
5 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815) 0.9 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
1.0 0.1− 0.8 (0.6667; 0.2593; 0.0741) (0.0741; 0.4444; 0; 0.4815)
Tabela 3.4: Resultados para o Exemplo 3
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Os resultados do exemplo 3 apresentados na tabela 3.4 comprovam mais uma vez que os
modelos analisados neste cap´ıtulo resolvem os jogos de soma nula nebulosos. Os modelos
de Campos e Maeda convergem para a mesma soluc¸a˜o que no caso cla´ssico, possibilitando
concluir que as incertezas inseridas no exemplo sa˜o perfeitamente compat´ıveis e aceita´veis.
Exemplo 3.4.4. 4- A matriz nebulosa de pagamentos e´ dada por:
A˜ =

 (180, 5, 5) (156, 6, 6)
(90, 10, 10) (180, 5, 5)


Campos Maeda
Me´todo x y λ µ x y
0.1 0.1− 1 (0.7875; 0.2125) ≈ (0.21; 0.79)
1 (0.7895; 0.2105) (0.2105; 0.7895) 0.2 0.1− 1 (0.7880; 0.2120) ≈ (0.21; 0.79)
0.3 0.1− 1 (0.7885; 0.2115) ≈ (0.21; 0.79)
2 (0.7895; 0.2105) (0.2105; 0.7895) 0.4 0.1− 1 (0.7890; 0.2110) ≈ (0.21; 0.79)
0.5 0.1− 1 (0.7895; 0.2105) ≈ (0.21; 0.79)
3 (0.7888; 0.2112) (0.2112; 0.7888) 0.6 0.1− 1 (0.7899; 0.2101) ≈ (0.21; 0.79)
0.7 0.1− 1 (0.7904; 0.2096) ≈ (0.21; 0.79)
4 (0.7895; 0.2105) (0.2105; 0.7895) 0.8 0.1− 1 (0.7908; 0.2092) ≈ (0.21; 0.79)
0.9 0.1− 1 (0.7912; 0.2088) ≈ (0.21; 0.79)
5 (0.7906; 0.2094) (0.2094; 0.7906) 1 0.1− 1 (0.7917; 0.2083) ≈ (0.21; 0.79)
Tabela 3.5: Resultados para o Exemplo 4
Este exemplo e´ o mesmo apresentado em (Maeda, 2003). Os resultados apresentados
comprovam a eficieˆncia de ambos os modelos e mostra, mais uma vez, a estabilidade do me´todo
de Maeda. As soluc¸o˜es foram muito pro´ximas divergindo apenas em algumas casas decimais,
mas se caso houvesse arrendondamento essas seriam as mesmas para todos os me´todos de
rankeamento do Modelo de Campos.
Em uma ana´lise geral dos exemplos e resultados apresentados anteriormente, conclui-se
que ambos os modelos sa˜o adequados para a resoluc¸a˜o dos jogos de soma nula nebulosos. O
modelo de Campos apresentou mais soluc¸o˜es diferentes daquelas ja´ conhecidas pelo modelo
cla´ssico. Em (Maeda, 2003), o autor afirma que o seu modelo e´ mais geral que o de Campos,
porque admite a inserc¸a˜o de qualquer incerteza e de quantidades diferentes de incertezas para
cada um dos jogadores. Vale mencionar, ainda, que no trabalho original, (Maeda, 2003)
apresenta a definic¸a˜o de equil´ıbrio para os JSNN.
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3.5 Resumo
Este cap´ıtulo apresentou detalhadamente duas metodologias propostas na literatura para
a determinac¸a˜o da soluc¸a˜o dos jogos de soma nula nebulosos, onde as incertezas sa˜o nu´meros
nebulosos triangulares.
A metodologia de Campos foi a primeira que surgiu na literatura para resoluc¸a˜o destes
tipos de jogos e as incertezas sa˜o tratadas atrave´s dos me´todos de rankeamento de nu´meros
nebulosos. Ja´ o modelo de Maeda determina o equil´ıbrio dos JSNN e as incertezas sa˜o tratadas
atrave´s de uma parametrizac¸a˜o da matriz de pagamentos. O modelo de Maeda e´ mais geral
do que o modelo de Campos.
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Cap´ıtulo 4
Jogos de Soma Na˜o Nula Nebulosos
4.1 Introduc¸a˜o
Neste cap´ıtulo, e´ proposta uma metodologia de soluc¸a˜o dos jogos de soma na˜o nula nebulo-
sos atrave´s da resoluc¸a˜o dos problemas de programac¸a˜o bilinear nebuloso (PBN). O problema
de PBN e´ resolvido utilizando um algoritmo iterativo composto pela soluc¸a˜o de dois problemas
de programac¸a˜o linear nebulosos. As incertezas sa˜o adicionadas ao problema de PBN utili-
zando a teoria de conjunto nebulosos, atrave´s dos nu´meros triangulares nebulosos (Nascimento
et at., 2004).
Um problema do mercado de energia e´ apresentado como aplicac¸a˜o, onde se tem dois
geradores concorrendo para a produc¸a˜o de uma determinada quantia de energia e as incertezas
esta˜o nos prec¸os (Nascimento e Yamakami, 2004).
4.2 Metodologia de Soluc¸a˜o de Jogos de Soma Na˜o Nula
Nebulosos
Nos jogos de soma na˜o nula nebulosos (JSNNN), diferentemente dos jogos de soma nula,
os jogadores podem obter ganhos/perdas iguais ou diferentes.
No cap´ıtulo 2, sec¸a˜o 2.3.2, os jogos de soma na˜o nula cla´ssicos foram descritos. Os jogos
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tratados aqui, neste cap´ıtulo, sa˜o jogos de soma na˜o nula nebulosos, em que as incertezas sa˜o
tratadas atrave´s dos nu´meros triangulares nebulosos.
Seja o nu´mero triangular nebuloso a˜ = (a, ea, da), onde a representa o valor modal, ea a
dispersa˜o a` esquerda e da a dispersa˜o a` direita.
Logo, as matrizes de pagamento de um JSNNN podem ser representadas da seguinte
maneira:
A˜ =


a˜11 a˜12 . . . a˜1n
a˜21 a˜22 . . . a˜2n
...
...
. . .
...
a˜m1 a˜m2 . . . a˜mn


, B˜ =


b˜11 b˜12 . . . b˜1n
b˜21 b˜22 . . . b˜2n
...
...
. . .
...
b˜m1 b˜m2 . . . b˜mn


4.2.1 Modelagem dos JSNNN
A formulac¸a˜o dos jogos de soma na˜o nula nebulosos segue o mesmo modelo que no caso
cla´ssico e apenas difere em relac¸a˜o a`s matrizes, A e B que passam a ser A˜ e B˜.
Seguindo a formulac¸a˜o dada no modelo cla´ssico, o problema nebuloso pode ser escrito da
seguinte forma:
min xT (A˜+ B˜)y + p+ q
sujeito a
A˜y ≥ −plm
B˜Tx ≥ −qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.1)
Em (4.1), tem-se um problema de programac¸a˜o bilinear com coeficientes nebulosos. Ao
aplicar a mesma abordagem de resoluc¸a˜o apresentada em 2.3.2, e´ preciso reescrever o problema
(4.1) numa forma que possibilite a aplicac¸a˜o do algoritmo de Bazaraa modificado. Enta˜o, seja:
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uf =


y
p
1

 vf =


x
1
q

 H˜ =

 A˜+ B˜ 0˜
0˜ I˜


onde x = [m × 1], y = [n × 1], p, q sa˜o escalares. Os vetores uf e vf denotam os vetores das
varia´veis de decisa˜o do problema bilinear nebuloso.
Com as modificac¸o˜es propostas anteriormente, o problema (4.1) pode ser escrito da seguinte
forma:
min vT fH˜uf
sujeito a
Afuf ≥ 0˜
Bfvf ≥ 0˜
vf
TEf = 1˜
uf
TFf = 1˜
vf
TCf ≥ 0˜
uf
TDf ≥ 0˜
(4.2)
onde: 1˜ = (1, 0, 0)LR , 0˜ = (0, 0, 0)LR e a matriz I˜ e´ a matriz identidade nebulosa, nomen-
clatura definida e usada apenas neste trabalho.
Exemplo: Matriz Identidade Nebulosa de ordem 2
I˜ =

 1˜ 0˜
0˜ 1˜


As matrizes do problema (4.2) sa˜o expressas por:
Af =
(
A˜ 1˜m×1 0˜m×1
)
, Bf =
(
B˜T 0˜n×1 1˜n×1
)
, Cf =

 I˜m×m
0˜2×m

 ,
Df =

 I˜n×n
0˜2×n

 , Ef =

 1˜m×1
0˜2×1

 , Ff =

 1˜n×1
0˜2×1


Como o algoritmo (2.3.1) e´ iterativo, a resoluc¸a˜o do problema de programac¸a˜o bilinear
nebuloso se transforma na resoluc¸a˜o de problemas de programac¸a˜o linear nebulosos em que os
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coeficientes da func¸a˜o objetivo, da matriz de coeficientes tecnolo´gicos (matriz A) e do vetor
de recursos (vetor b) sa˜o nu´meros triangulares nebulosos. Portanto, os problemas a serem
resolvidos a cada iterac¸a˜o sa˜o:
min uf
T H˜vf
sujeito a
Afuf ≥ 0˜
uf
TDf ≥ 0˜
uf
TFf = 1˜
(4.3)
min uf
T H˜vf
sujeito a
Bfvf ≥ 0˜
vf
TCf ≥ 0˜
vf
TEf = 1˜
(4.4)
Os problemas (4.3) e (4.4) correspondem a` representac¸a˜o mais geral de problemas de
programac¸a˜o linear nebulosa.
4.3 Ana´lise do Modelo
Nesta sec¸a˜o, uma metodologia para a resoluc¸a˜o dos problemas de programac¸a˜o linear nebu-
losa representados por (4.3) e (4.4) sera´ apresentada. De uma maneira geral, estes problemas
podem ser representados por:
max
n∑
j=1
c˜jxj
sujeito a
n∑
j=1
a˜ijxj < b˜i, i = 1, . . . ,m
xj ≥ 0, j = 1, . . . , n.
(4.5)
onde os seguintes elementos nebulosos sa˜o considerados, ressaltando que F (R) e´ o conjunto
dos nu´meros nebulosos:
• para cada linha (restric¸a˜o) ∃µi ∈ F (R) tal que µi : R→ [0, 1], i = 1, . . . ,m, a qual define
o nu´mero nebuloso do lado direito;
• para cada i = 1, . . . ,m e j = 1, . . . , n, ∃µi ∈ F (R) tal que µij : R → [0, 1], define os
nu´meros nebulosos da matriz de tecnologia (matriz A);
• para cada j = 1, . . . , n ∃µi ∈ F (R) tal que µj : R→ [0, 1], define os nu´meros nebulosos
da func¸a˜o objetivo, e
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• para cada coluna ∃µi ∈ F (R) tal que µ
i : F (R) → [0, 1], dado ∀x ∈ <n o grau de
realizac¸a˜o do nu´mero nebuloso a˜i1x1 + a˜i2x2 + . . . + a˜inxn, i = 1, . . . ,m, com respeito a`
i-e´sima restric¸a˜o, que e´ a adequac¸a˜o entre este nu´mero nebuloso e o correspondente b˜i
com respeito a` i-e´sima restric¸a˜o. Este grau de realizac¸a˜o do nu´mero nebuloso significa
quanto a soluc¸a˜o encontrada foi violada em seus limites.
Em (Cadenas e Verdegay, 1995), existe uma proposta para resoluc¸a˜o deste problema de
programac¸a˜o linear nebulosa, que sera´ utilizada neste trabalho.
Para resolver o problema (4.5), e´ preciso usar o modelo auxiliar descrito a seguir:
max
n∑
j=1
g1(c˜j)xj
sujeito a
n∑
j=1
g2(a˜ij)xj < g2(b˜i) + g2(t˜i)(1− α)
xj ≥ 0,
i = 1, . . . ,m
j = 1, . . . , n
α ∈ [0, 1].
(4.6)
onde g1 e g2 sa˜o func¸o˜es de rankeamento, necessitando ser diferentes e g2 deve ser necessaria-
mente linear.
Em (Cadenas e Verdegay, 1995), e´ sugerido que para a func¸a˜o g1 seja usado o ı´ndice de
Adamo e para a func¸a˜o g2, o ı´ndice de Yager.
No trabalho (Cadenas e Verdegay, 1995) o problema de programac¸a˜o linear nebulosa e´
de maximizar, logo a ı´ndice de Adamo e´ definido de tal maneira que seja coerente com a
formulac¸a˜o. Como, aqui, o problema a ser resolvido possui uma func¸a˜o objetivo onde deseja-
se minimizar, e considerando que u˜ e´ um nu´mero triangular nebuloso da forma u˜ = (u− eu =
u
¯
, u, u+ du = u), logo temos que o ı´ndice de Adamo pode ser escrito da seguinte forma:
g1(u˜) = u
¯
− λ(u
¯
− eu)
Ja´ a func¸a˜o de rankeamento g2 e´ definida por:
g2(u˜) =
1
3
(eu + du + u)
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Portanto, o problema (4.6) que resolve (4.5) pode ser escrito como:
min
n∑
j=1
(c
¯
− λ(c
¯
− ec))xj
s.a.
n∑
j=1
1
3
(
eaij + daij + aij
)
xj <
1
3
(ebi + bai + bi) +
1
3
(eti + dti + ti) (1− α), i = 1, . . . ,m
xj ≥ 0, j = 1, . . . , n
α ∈ [0, 1].
(4.7)
A seguir, o significado das novas inco´gnitas e paraˆmetros do problema de programac¸a˜o
linear nebuloso (4.6):
α, na formulac¸a˜o de (Zimmermmann, 1985) representa o resultado de maior grau de per-
tineˆncia da decisa˜o o´tima. Considerando que x, a varia´vel de decisa˜o do problema, satisfaz as
restric¸o˜es e a func¸a˜o objetivo, e´ poss´ıvel dizer que:
α = max min{µR(x), µ0(x)}
onde R representa o conjunto das restric¸o˜es e 0 a func¸a˜o objetivo. Por α representar o grau
de pertineˆncia, pertence ao intervalo [0, 1].
Esta inco´gnita da´ ide´ia de risco associado, ou seja, se α estiver muito pro´ximo de 1, as
violac¸o˜es das restric¸o˜es na˜o sa˜o muito grandes, enquanto que, para valores pequenos de α, ha´
uma possibilidade bem maior das restric¸o˜es serem violadas.
O paraˆmetro t˜i, conforme (Carlsson e Korhonen, 1986), significa uma toleraˆncia definida
pelo decisor, que exprime a rigidez com que o problema e´ visto. Em (Campos, 1989), t˜i e´
definido como as margens de toleraˆncia estabelecidas pelos jogadores, para cada restric¸a˜o.
Quando este valor e´ definido pelo decisor, implicitamente se estabelece o risco associado a`
decisa˜o final.
λ e´ o paraˆmetro associado a` func¸a˜o de rankeamento de Adamo e representa o grau de
otimismo-pessimismo do decisor, afirma (Iba´n˜ez e Mun˜oz, 1989). Se o decisor estiver em uma
situac¸a˜o favora´vel e for otimista preferira´ obter o melhor resultado poss´ıvel, logo λ = 1, caso
contra´rio, se o decisor for pessimista, λ = 0. Caso a situac¸a˜o na˜o seja favora´vel a ele, as
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condic¸o˜es sa˜o invertidas, ou seja, para uma pessoa otimista λ = 0 e para uma pessimista
λ = 1.
Aplicando a metodologia descrita anteriormente, os problemas de programac¸a˜o linear que
resolvem o jogo de soma na˜o nula nebuloso para os jogadores 1 e 2, sa˜o descritos por:
minG1(v
T H˜)u
sujeito a
G2(a˜)u ≥ G2(0˜) +G2(t˜1)(1− α)
G2(d˜)u ≥ G2(0˜) +G2(t˜2)(1− α)
G2(f˜)u = G2(1˜) +G2(t˜3)(1− α)
(4.8)
minG1(u
T H˜)v
sujeito a
G2(b˜)v ≥ G2(0˜) +G2(t˜1)(1− α)
G2(c˜)v ≥ G2(0˜) +G2(t˜2)(1− α)
G2(e˜)v = G2(1˜) +G2(t˜3)(1− α)
(4.9)
onde t2 = t3 = (0, 0, 0)LR, G1 e G2 sa˜o uma representac¸a˜o generalizada das func¸o˜es de
rankeamento g1 e g2, ou seja, G1 =
∑
g1 e G2 =
∑
g2. Estes valores definidos de t2 e t3
siginifica que as restric¸o˜es correspondentes a estas toleraˆncias sa˜o crisp/cla´ssicas.
A seguir, um algoritmo do modelo de resoluc¸a˜o dos JSNNN.
Algoritmo 4.3.1. Algoritmo Proposto
1. Passo 1 - Inicializac¸~ao: Determinar as matrizes A e B com as respectivas matrizes
de incertezas, e os pontos iniciais para as varia´veis de decisa˜o x e y.
2. Passo 2: Determinar as varia´veis de decisa˜o do problema convertido u e v, determinar
as matrizes H, He e Hd.
3. Passo 3: Inicializar os lucros (condic¸o˜es de parada), k = 0 e nu´mero de iterac¸o˜es.
4. Passo 4: Resolver o problema de programac¸a˜o linear para o jogador 1 (4.8).
5. Passo 5: Obter u
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6. Passo 6: Resolver o problema de programac¸a˜o linear para o jogador 2 (4.9).
7. Passo 7: Obter v
8. Passo 8: Se a diferenc¸a entre os lucros (valor da func¸a˜o objetivo) for menor que uma
toleraˆncia ou nu´mero de iterac¸o˜es maior que um ma´ximo, PARAR e ir para Passo 9.
Caso contra´rio, volte ao Passo 4.
9. Passo 9: Quando o algoritmo parar, apresentar as soluc¸o˜es x, y, p, q, α1 e α2.
4.3.1 Teoremas e Resultados dos Jogos Nebulosos
Os jogos nebulosos tratados neste trabalho apresentam as incertezas em suas matrizes
de pagamento. Estas incertezas, por sua vez, sa˜o representadas por nu´meros triangulares
nebulosos. Nesta sec¸a˜o, apresentaremos alguns resultados obtidos quando adotamos nu´meros
triangulares nebulosos com disperso˜es sime´tricas e nulas.
A motivac¸a˜o para a considerac¸a˜o de nu´meros triangulares com disperso˜es sime´tricas e nulas
partiu do pressuposto de que se queria mostrar que dependendo do tipo de incertezas que sa˜o
inseridas nos modelos teria-se o modelo cla´ssico e os resultados para este tipo de problema
poderiam ser obtidos atrave´s dos algoritmos cla´ssicos.
Definem-se os nu´meros nebulosos triangulares da seguinte forma a˜ = (a, e, d)LR, onde a
representa o valor modal, e a dispersa˜o a` esquerda e d a dispersa˜o a` direita. Enta˜o, o nu´mero
triangular nebuloso e´ representado por a˜ = (a, a−e, a+d). Quando as disperso˜es a` esquerda
e a` direita sa˜o nulas, o nu´mero triangular nebuloso se transforma em um nu´mero real na forma
cla´ssica (a˜ = (a, 0, 0)LR = (a, a− 0, a+ 0) = (a, a, a)).
A seguir, resultados importantes para os jogos de soma na˜o nula nebulosos com matrizes A˜
e B˜ tendo como elementos nu´meros triangulares nebulosos com disperso˜es sime´tricas e nulas.
Teorema 4.3.1. Teorema para os JSNNN
Seja o jogo de soma na˜o nula nebuloso, onde as incertezas das matrizes A˜, B˜ sa˜o nu´meros
triangulares nebulosos com disperso˜es sime´tricas e nulas. Quando se utiliza a metodologia de
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resoluc¸a˜o do algoritmo iterativo, os problemas de programac¸a˜o linear nebuloso se reduzem a
problemas de programac¸a˜o linear cla´ssicos.
Demonstrac¸a˜o 4.3.1. Seja o problema de programac¸a˜o bilinear nebuloso da forma:
min xT (A˜+ B˜)y + p+ q
sujeito a
A˜y ≥ −plm
B˜Tx ≥ −qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.10)
onde as matrizes A˜, B˜ sa˜o da seguinte forma:
A˜ =


(a11, 0, 0) (a12, 0, 0) . . . (a1n, 0, 0)
(a21, 0, 0) (a22, 0, 0) . . . (a2n, 0, 0)
...
...
. . .
...
(am1, 0, 0) (am2, 0, 0) . . . (amn, 0, 0)


,
B˜ =


(b11, 0, 0) (b12, 0, 0) . . . (b1n, 0, 0)
(b21, 0, 0) (b22, 0, 0) . . . (b2n, 0, 0)
...
...
. . .
...
(bm1, 0, 0) (bm2, 0, 0) . . . (bmn, 0, 0)


,
Sabendo que cada nu´mero triangular nebuloso das matrizes e´: (aij, aij−0, aij+0) = (aij, aij, aij)
e reescrevendo os problemas para que sejam depois resolvidos pelo algoritmo de Bazaraa (Ba-
zaraa e Shetty, 1979) e aplicando a metodologia de Cadenas (Cadenas e Verdegay, 1995),
teremos:
Na func¸a˜o objetivo:
g1(c˜ij) = cij − λ(cij − cij) = cij
E nas restric¸o˜es, adotando ti = (0, 0, 0):
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a˜ij ≤ b˜ij + t˜ij(1− α)⇒
⇒
aij + aij + aij
3
≤
bij + bij + bij
3
+
0 + 0 + 0
3
(1− α)⇒
⇒
3aij
3
≤
3bij
3
+ 0(1− α)⇒
aij ≤ bij
Os coeficientes que eram nu´meros triangulares nebulosos se reduziram a nu´meros reais e as
restric¸o˜es que possu´ıam coeficientes nebulosos de ambos os lados, tambe´m tiverem os nu´meros
nebulosos reduzidos a nu´meros reais. Enta˜o, o problema de programac¸a˜o linear nebuloso se
resume a um problema de programac¸a˜o bilinear, descrito por:
minφ(x, y) = cTx+ xTHy + dTy
sujeito a
x ∈ X
y ∈ Y
(4.11)
Sabe-se que este tipo de problema pode ser resolvido atrave´s da aplicac¸a˜o do algoritmo de
Bazaraa. Portanto, a resoluc¸a˜o de um problema de programac¸a˜o bilinear nebulosos, em que
os coeficientes nebulosos sa˜o nu´meros triangulares nebulosos sime´tricos com disperso˜es nulas,
se resume a` resoluc¸a˜o de um problema de programac¸a˜o bilinear cla´ssico.
Para os jogos de soma nula nebulosos, as incertezas esta˜o na matriz de pagamentos A. Se
considerarmos na teoria cla´ssica, um jogo de soma na˜o nula com A = −B tem-se o seguinte
colora´rio apresentado em (Basar e Olsder, 1982), que estabelece uma equivaleˆncia direta entre
os jogos de soma nula de dois jogadores e os programas de programac¸a˜o linear.
Colora´rio 4.3.1. (Basar e Olsder, 1982) O par {x∗, y∗} constitui uma soluc¸a˜o de equil´ıbrio de
estrate´gias mistas para um jogo de soma nula de dois jogadores se, e somente se, {x∗, y∗, p∗, q∗}
e´ soluc¸a˜o do problema de programac¸a˜o linear:
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min p+ q
sujeito a
A˜y ≥ −plm
A˜Tx ≤ qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.12)
Considerando um jogo de soma na˜o nula nebuloso em que B˜ = −A˜, observa-se que este se
reduz ao de um jogo de soma nula cla´ssico. Seja o seguinte teorema:
Teorema 4.3.2. Seja um jogo de soma na˜o nula nebuloso, em que B˜ = −A˜, com nu´meros
triangulares nebulosos de disperso˜es sime´tricas e nulas. Este jogo se reduz a um jogo de soma
nula cla´ssico podendo ser resolvido por me´todos cla´ssicos.
Demonstrac¸a˜o 4.3.2. Seja o problema de programac¸a˜o bilinear nebuloso da forma:
min xT (A˜+ B˜)y + p+ q
sujeito a
A˜y ≥ −plm
B˜Tx ≥ −qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.13)
Como B˜ = −A˜, enta˜o as matrizes podem ser escritas da forma:
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A˜ =


(a11, 0, 0) (a12, 0, 0) . . . (a1n, 0, 0)
(a21, 0, 0) (a22, 0, 0) . . . (a2n, 0, 0)
...
...
. . .
...
(am1, 0, 0) (am2, 0, 0) . . . (amn, 0, 0)


,
B˜ =


−(a11, 0, 0) −(a12, 0, 0) . . . −(a1n, 0, 0)
−(a21, 0, 0) −(a22, 0, 0) . . . −(a2n, 0, 0)
...
...
. . .
...
−(am1, 0, 0) −(am2, 0, 0) . . . −(amn, 0, 0)


,
Reescrevendo o problema 4.1, temos:
min p+ q
sujeito a
A˜y ≥ −plm
A˜Tx ≤ qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.14)
Observando o problema resultante descrito acima, e´ poss´ıvel observar que o problema de pro-
gramac¸a˜o bilinear nebulosa se reduziu a um problema de programac¸a˜o linear nebulosa. Logo,
aplicando a metodologia de Cadenas para as restric¸o˜es, como descrita no apeˆndice B, teremos
o problema de programac¸a˜o linear:
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min p+ q
sujeito a
Ay ≥ −plm
ATx ≤ qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.15)
Este problema e´ descrito pelo (Corola´rio 4.3.1). Portanto, a resoluc¸a˜o de um jogo de soma
na˜o-nula nebuloso, onde as incertezas sa˜o representadas por nu´meros triangulares nebulosos
sime´tricos e de disperso˜es nulas, se resume a resoluc¸a˜o de um um jogo de soma nula.
4.4 Implementac¸o˜es e Resultados
As implementac¸o˜es referentes aos jogos de soma na˜o nula nebulosos foram desenvolvidas
tambe´m em Matlab c©. E como ja´ citado no cap´ıtulo anterior, esta linguagem foi definida
pela facilidade com que o candidato tinha em desenvolver os modelos neste ambiente de
programac¸a˜o. Func¸o˜es auxiliares foram criadas para o tratamento das diferentes partes no
algoritmo principal. Entre elas, as principais sa˜o:
lpfuzzy: os paraˆmetros de entrada desta func¸a˜o sa˜o os coeficientes da func¸a˜o objetivo, a
matriz de pagamentos nebulosa e os coeficientes do lado direito das inequac¸o˜es (bi). O ı´ndice
de Adamo e´ aplicado aos coeficientes da func¸a˜o objetivo, ja´ o ı´ndice de Yager e´ aplicado a
matriz de pagamentos e aos bi’s. Em seguida, c, A e b crisp sa˜o passados como paraˆmetros
para a func¸a˜o do Matlab lp, responsa´vel pela resoluc¸a˜o dos problemas de programac¸a˜o linear.
solveYmodfuzzy e solveZmodfuzzy: estas func¸o˜es teˆm como paraˆmetros de entrada u,
B˜ e H˜ e v, A˜ e H˜, respectivamente. Operac¸o˜es para se determinar c˜, A˜ e b˜ para PL Nebuloso
sa˜o feitas e depois estes dados sa˜o passados como paraˆmetros para func¸a˜o lpfuzzy. A sa´ıda
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destas func¸o˜es sa˜o: v, α1 e u, α2.
solveBilinearFuzzyBazaraa: func¸a˜o principal, em que os dados do problema bilinear
nebuloso sa˜o fornecidos. O algoritmo proposto e´ executado com aux´ılio das func¸o˜es descritas
anteriormente.
A seguir, alguns exemplos modificados em relac¸a˜o a inserc¸a˜o de incertezas, com os respec-
tivos resultados foram retirados de fontes da literatura como (Basar e Olsder, 1982), (Manga-
sarian e Stone, 1964) e (Campos, 1989).
4.4.1 Resultados
Para os exemplos e resultados apresentados a seguir foram usados os seguintes valores:
I´ndice de Adamo λ = 0.5
t1 = (0.01; 0.01; 0.01)
xT = yT = (0.4; 0.6)
xM = yM = (0.1667; 0.1667; 0.1667; 0.1667; 0.1667; 0.1667)
xC = yC = (0.5; 0.5)
Exemplo 4.4.1. (Basar e Olsder, 1982) As matrizes de pagamentos sa˜o:
A =

 1 0
2 −1

 , B =

 3 2
0 1


A soluc¸a˜o deste problema no caso cla´ssico e´: x = y = (0.5; 0.5). As incertezas introduzidas
sa˜o sime´tricas e podem ser divididas em 4 casos. Sa˜o eles:
Caso 1:
Ae = Ad = Be = Bd =

 0.25 0.25
0.25 0.25


Caso 2:
Ae = Ad = Be = Bd =

 0.5 0.5
0.5 0.5


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Caso 3:
Ae = Ad = Be = Bd =

 0.75 0.75
0.75 0.75


Caso 4:
Ae = Ad = Be = Bd =

 1 1
1 1


x y p q α1 α2
Caso 1 (0.495; 0.495) (0.495; 0.495) −0.5675 −1.4750 2.8694e− 019 2.8694e− 019
Caso 2 (0.495; 0.495) (0.495; 0.495) −0.4850 −1.4750 2.8518e− 019 2.8518e− 019
Caso 3 (0.495; 0.495) (0.495; 0.495) −0.4025 −1.4750 2.8273e− 019 2.8273e− 019
Caso 4 (0.495; 0.495) (0.495; 0.495) −0.3200 −1.4750 2.7905e− 019 2.7905e− 019
Tabela 4.1: Resultados para o Exemplo 1
Os resultados obtidos neste exemplo para todos os casos sa˜o muito pro´ximos dos resultados
do problema cla´ssico. As diferenc¸as esta˜o nos valores de p e q. A inco´gnita p tem uma maior
variac¸a˜o e atrave´s dos valores de α1 e α2 e´ poss´ıvel notar que todas as incertezas inseridas nos
problemas foram aceitas e incorporadas ao problema.
Exemplo 4.4.2. (Basar e Olsder, 1982) As matrizes Ac e Bc sa˜o as mesmas do exemplo
anterior, mas as matrizes de incertezas sa˜o geradas aleatoriamente e dividem-se em 4 casos.
Caso 1: Incertezas aleato´rias, de 5%.
Ae =

 0.03 0
0.08 −0.01

 Ad =

 0.03 0
0.05 −0.04


Be =

 0.06 0.08
0 0.03

 Bd =

 0.10 0.01
0 0.01


Caso 2: Incertezas aleato´rias, de 10%.
Ae =

 0.10 0
0.02 −0.04

 Ad =

 0.08 0
0.13 −0.01


Be =

 0.26 0.15
0 0.06

 Bd =

 0.15 0.08
0 0.03


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Caso 3: Incertezas aleato´rias, de 15%.
Ae =

 0.09 0
0.29 −0.05

 Ad =

 0.12 0
0.02 −0.08


Be =

 0.39 0.20
0 0.07

 Bd =

 0.15 0.02
0 0.08


Caso 4: Incertezas aleato´rias, de 20%.
Ae =

 0.05 0
0.28 −0.15

 Ad =

 0.12 0
0.38 −0.15


Be =

 0.37 0.36
0 0.13

 Bd =

 0.07 0.30
0 0.04


Os resultados obtidos sa˜o:
x y p q α1 α2
Caso 1 (0.4975; 0.4925) (0.4844; 0.5056) −0.6483 −1.4498 2.9468e− 019 2.8655e− 019
Caso 2 (0.4876; 0.5024) (0.4958; 0.4942) −0.6239 −1.4593 2.8790e− 019 2.9271e− 019
Caso 3 (0.5046; 0.4854) (0.5008; 0.4892) −0.6476 −1.4524 2.8462e− 019 2.8250e− 019
Caso 4 (0.5002; 0.4898) (0.5081; 0.4819) −0.6486 −1.4635 2.8027e− 019 2.8498e− 019
Tabela 4.2: Resultados para o Exemplo 2
Como no exemplo anterior, os resultados obtidos neste exemplo sa˜o muito pro´ximos do
caso sem incertezas. Existe uma variac¸a˜o na inco´gnita p, ja´ que no cla´ssico p = 0.5 e q = 1.5.
Todas as incertezas sa˜o incorporadas ao problema.
Exemplo 4.4.3. (Mangasarian e Stone, 1964) As matrizes de pagamentos sa˜o:
A =


0 0.2 0.4 0.6 0.8 1.0
0.2 0 0.2 0.4 0.6 0.8
0.4 0.2 0 0.2 0.4 0.6
0.6 0.4 0.2 0 0.2 0.4
0.8 0.6 0.4 0.2 0 0.2
1.0 0.8 0.6 0.4 0.2 0


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B =


0 −0.02 −0.08 −0.18 −0.32 −0.50
0 0.02 0 −0.06 −0.16 −0.30
0 0.06 0.08 0.06 0 −0.10
0 0.10 0.16 0.18 0.16 0.10
0 0.14 0.24 0.30 0.32 0.30
0 0.16 0.32 0.42 0.48 0.50


A soluc¸a˜o cla´ssica deste jogo e´: x = (0.5; 0; 0; 0; 0; 0.5) e y = (0; 0; 0.5; 0.5; 0; 0). Como no
exemplo (4.4.1), aqui tambe´m sera˜o analisados 4 casos, descritos a seguir.
Caso 1: Ae = Ad = 0.25 ∗ Imxm
Caso 2: Ae = Ad = 0.5 ∗ Imxm
Caso 3: Ae = Ad = 0.75 ∗ Imxm
Caso 4: Ae = Ad = Imxm
Os resultados sa˜o:
x y p q α1 α2
Caso 1 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.5833 0.0000 1 1
Caso 2 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.5000 0.0000 1 1
Caso 3 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.4167 0.0000 1 1
Caso 4 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.3333 0.0000 1 1
Tabela 4.3: Resultados para o Exemplo 3
As soluc¸o˜es obtidas para este exemplo foram iguais ao caso cla´ssico para as varia´veis x e
y. No caso cla´ssico p = −0.5, os resultados obtidos para p com incertezas esta˜o pro´ximos do
valor cla´ssico nos casos 1, 2 e 3. A varia´vel q apresentou o mesmo valor nos 4 casos, valor este
bem diferente do caso cla´ssico que e´ −0.12.
As incertezas do paraˆmetro t˜1 na˜o foram incorporadas aos problemas. Esta conclusa˜o e´
dada atrave´s dos valores α1 e α2 que sa˜o iguais a 1.
Exemplo 4.4.4. (Mangasarian e Stone, 1964) As matrizes Ac e Bc sa˜o as mesmas do exemplo
anterior, mas as matrizes de incertezas sa˜o geradas aleatoriamente e dividem-se em 4 casos.
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Caso 1: Incertezas aleato´rias, de 5%.
Ae =


0 0. 0.01 0.01 0.02 0.04
0.01 0 0.01 0.01 0 0.01
0.01 0.01 0 0 0.01 0
0.02 0.02 0 0 0.01 0.01
0.03 0.02 0.02 0.01 0 0.01
0.02 0.02 0.02 0.02 0.01 0


, Ad =


0 0 0.02 0.01 0.02 0.03
0 0 0.01 0.01 0.02 0.01
0.02 0.01 0 0.01 0.01 0.02
0.03 0.01 0.01 0 0.01 0.01
0.02 0.01 0 0 0 0
0.02 0.02 0 0.02 0.01 0


Be =


0 0 0 0 0 −0.02
0 0 0 0 0 −0.00
0 0 0 0 0 0
0 0 0 0.01 0 0
0 0.01 0 0.01 0 0.01
0 0 0 0 0 0.02


, Bd =


0 0 0 0 0 −0.01
0 0 0 0 0 −0.01
0 0 0 0 0 0
0 0 0 0.01 0 0
0 0 0 0.01 0.02 0
0 0 0 0.02 0 0.01


Caso 2: Incertezas aleato´rias, de 10%.
Ae =


0 0.01 0 0.02 0.07 0.03
0.01 0 0.01 0.03 0.04 0.03
0.01 0.02 0 0.02 0.02 0.06
0.01 0.01 0.01 0 0.01 0.01
0.02 0.03 0.02 0.01 0 0.01
0.05 0.02 0.03 0. 0.01 0


, Ad =


0 0 0.01 0.03 0.05 0.05
0 0 0 0.02 0.01 0.03
0.03 0.01 0 0.02 0.02 0.04
0.02 0.02 0.01 0 0.01 0.02
0.05 0.03 0.04 0.01 0 0.01
0.07 0.01 0.03 0.03 0.01 0


Be =


0 0 −0.01 −0.01 −0.02 −0.03
0 0 0 0 −0.01 −0.01
0 0 0 0.00 0 0
0 0 0.01 0.01 0.01 0
0 0.01 0.02 0.00 0.01 0
0 0.01 0.02 0.03 0.03 0.03


, Bd =


0 0 0 0 −0.01 −0.04
0 0 0 0 −0.01 −0.01
0 0 0 0 0 −0.01
0 0 0.01 0.01 0.01 0.01
0 0.01 0.01 0.02 0.01 0.01
0 0.01 0.02 0.03 0.03 0.04


Caso 3: Incertezas aleato´rias, de 15%.
Ae =


0 0.01 0.03 0.07 0.05 0.11
0.01 0 0.01 0.05 0.09 0
0.05 0.01 0 0.02 0.03 0.09
0 0.05 0.01 0 0.02 0.01
0.01 0.05 0.02 0.01 0 0.02
0.08 0.09 0.07 0.04 0.01 0


, Ad =


0 0.03 0.05 0.01 0.06 0.09
0.01 0 0.01 0.05 0.05 0.07
0.06 0.02 0 0.01 0.01 0.03
0.07 0.02 0.03 0 0.03 0.03
0.10 0.03 0.05 0 0 0
0.02 0.05 0.00 0.06 0.03 0


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Be =


0 0 0 0 −0.04 0
0 0 0 −0.01 −0.02 0
0 0 0.01 0 0 −0.01
0 0.01 0.02 0.02 0 0.01
0 0.02 0.04 0.03 0.02 0.01
0 0 0.04 0.01 0 0.04


, Bd =


0 0 −0.01 −0.01 −0.03 −0.04
0 0 0 −0.01 −0.02 −0.00
0 0 0.01 0.01 0 −0.01
0 0.01 0.01 0.01 0.01 0.01
0 0.02 0.02 0.04 0.03 0.01
0 0.01 0.01 0.06 0.04 0.05


Caso 4: Incertezas aleato´rias, de 20%.
Ae =


0 0 0.08 0.06 0.11 0.15
0.01 0 0.03 0 0.07 0.04
0.02 0.03 0 0.03 0.05 0.06
0.08 0.07 0.01 0 0.03 0.01
0.04 0.05 0.05 0 0 0.03
0.13 0.08 0.10 0.01 0.04 0


, Ad =


0 0.01 0.02 0.03 0.15 0.13
0.00 0 0.04 0.07 0.07 0.13
0.06 0.01 0 0.01 0.01 0.07
0.08 0 0.03 0 0 0
0.08 0.08 0.04 0.01 0 0.01
0.20 0.15 0.11 0.06 0.01 0


Be =


0 0 −0.01 −0.01 −0.01 −0.03
0 0 0 0 −0.03 −0.05
0 0 0.01 0.01 0 −0.02
0 0.01 0.03 0.01 0.01 0.02
0 0 0.04 0.04 0.01 0.06
0 0.01 0.01 0.02 0.01 0.07


, Bd =


0 0 −0.02 −0.02 −0.01 −0.06
0 0 0 −0.01 0 −0.06
0 0.01 0.01 0.01 0 −0.01
0 0.01 0 0 0.01 0.02
0 0.02 0.04 0.02 0.04 0.05
0 0.02 0.01 0.05 0.02 0.03


x y p q α1 α2
Caso 1 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.66 0.0000 1 1
Caso 2 (0.5; 0; 0; 0; 0; 0.5) (0; 0; 0.5; 0.5; 0; 0) −0.66 0.0000 1 1
Caso 3 (0.49; 0; 0.01; 0; 0; 0.51) (0; 0; 0.49; 0.51; 0; 0) −0.64 0.0000 1 1
Caso 4 (0.49; 0; 0.01; 0; 0; 0.49) (0; 0; 0.49; 0.51; 0; 0) −0.64 0.0000 1 1
Tabela 4.4: Resultados para o Exemplo 4
Os resultados obtidos para os casos 1 e 2 sa˜o iguais ao caso cla´ssico em relac¸a˜o a`s varia´veis
x e y. Nos casos 3 e 4, as soluc¸o˜es sa˜o um pouco diferentes das cla´ssicas. O valor de p e´ bem
diferente do valor cla´ssico e as incertezas na˜o sa˜o incorporadas aos problemas (α1 = α2 = 1).
Exemplo 4.4.5. Maeda (2003) onde A˜ = −B˜ e a matriz de pagamentos e´ dada por:
Ac =

 180 156
90 180

 , Ae = Ad =

 5 6
10 5


x∗ = (0.7800; 0.2100)
y∗ = (0.2113; 0.7887)
p∗ = −163.0010
q∗ = −163.3100
α∗1 = 0
α∗2 = 0
Para este exemplo, as soluc¸o˜es obtidas atrave´s do algoritmo proposto sa˜o muito pro´ximas
das soluc¸o˜es obtidas no exemplo (3.4.4), o que mostra que o algoritmo proposto pode ser
utilizado para a resoluc¸a˜o de jogos de soma nula e na˜o nula nebulosos.
4.5 Aplicac¸a˜o
Os servic¸os pu´blicos de energia ele´trica de todo o mundo esta˜o sendo submetidos a mu-
danc¸as radicais nas estruturas reguladoras e no mercado. Uma tendeˆncia deste processo de
reestruturac¸a˜o e´ promover a participac¸a˜o de agentes privados no processo de produc¸a˜o de
energia, que historicamente esteve sob o controle do estado.
Esta mudanc¸a esta´ se tornando fact´ıvel pelos avanc¸os na tecnologia de produc¸a˜o. Histo-
ricamente, gerac¸a˜o e´ naturalmente um monopo´lio imposto pelo tamanho da planta (tamanho
da usina), a qual e´ cada vez maior com o aumento da demanda. Entretanto, inovac¸o˜es tec-
nolo´gicas esta˜o tornando turbinas a ga´s mais eficientes, juntamente com o decl´ınio natural do
prec¸o do ga´s e tambe´m com a reduc¸a˜o dos custos para a construc¸a˜o de novas plantas. Como
consequ¨eˆncia disso, o mundo experimentou um enorme crescimento na construc¸a˜o de plantas
com capacidade pequena, as quais possuem prec¸os baratos e sa˜o mais eficientes.
Todas essas mudanc¸as abriram uma maneira de competic¸a˜o na gerac¸a˜o. Diversos mercados
ao redor do mundo como: Chile, Inglaterra, Argentina, Coloˆmbia, Nova Zelaˆndia e algumas
regio˜es dos Estados Unidos, em particular a Califo´rnia, entraram no processo de privatizac¸a˜o
e/ou reestruturac¸a˜o. (Kelman et at., 2001)
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No caso do Brasil na˜o e´ diferente, pois o setor energe´tico veˆm passando por diversas mu-
danc¸as e reestruturac¸o˜es para que seja poss´ıvel estabelecer competic¸a˜o entre os geradores e
compradores. O Sistema Interligado Nacional e´ um sistema hidrote´rmico de grande porte, com
forte predominaˆncia de usinas hidroele´tricas e com mu´ltiplos proprieta´rios. O Sistema Inter-
ligado Nacional e´ formado pelas empresas das regio˜es Sul, Sudeste, Centro-Oeste, Nordeste e
parte da regia˜o Norte.
O Operador Nacional do Sistema Ele´trico concentra sua atuac¸a˜o sobre o Sistema Inter-
ligado Nacional, que ao final de 2002 correspondia a uma capacidade geradora instalada de
72.843 MW, distribu´ıdos entre os diferentes tipos de gerac¸a˜o. A tabela abaixo ilustra a
poteˆncia instalada em usinas - MW:
Tipo de Gerac¸a˜o Produc¸a˜o %
Hidroele´tricas 57.534 78,98
Te´rmicas 7.002 9,61
Nuclear 2.007 2.76
Itaitpu 50 % 6.300 8.65
Total 72.843 100
Tabela 4.5: Poteˆncia Instalada em Usinas no Brasil (MW)
A maior parte da capacidade instalada e´ composta por usinas hidroele´tricas, que se distri-
buem em 12 diferentes bacias hidrogra´ficas nas diferentes regio˜es.
Desde meados da de´cada de 70, o sistema eletroenerge´tico brasileiro e´ operado de forma
coordenada, visando obter ganhos sine´rgicos a partir da interac¸a˜o dos agentes. A operac¸a˜o
coordenada visa minimizar os custos globais de produc¸a˜o de energia ele´trica, contemplando
restric¸o˜es intra e extra-setoriais e aumentando a confiabilidade do atendimento.
Em per´ıodos de condic¸o˜es hidrolo´gicas desfavora´veis, as usinas te´rmicas contribuem para
o atendimento ao mercado como um todo, e na˜o apenas aos consumidores de sua empresa
proprieta´ria. Assim, a participac¸a˜o complementar das usinas te´rmicas no atendimento do
mercado consumidor exige interconexa˜o e integrac¸a˜o dos agentes.
Com o atual processo de desverticalizac¸a˜o e privatizac¸a˜o das empresas, o nu´mero de agen-
tes aumentou significativamente, bem como o n´ıvel de competic¸a˜o entre eles. Ainda assim
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a otimizac¸a˜o do uso dos recursos de gerac¸a˜o e transmissa˜o dispon´ıveis se impo˜e, pelos be-
nef´ıcios que e´ capaz de produzir, tanto para os agentes setoriais como para o conjunto dos
consumidores. A explorac¸a˜o coordenada dos recursos hidro e termoele´tricos permite que se
maximize a disponibilidade e a confiabilidade do suprimento, com reduc¸a˜o dos custos para os
consumidores.
Em 2002, o Operador Nacional cumpriu sua missa˜o institucional de orquestrar os re-
cursos colocados a` sua disposic¸a˜o pelas empresas de gerac¸a˜o e transmissa˜o, harmonizando
a otimizac¸a˜o econoˆmica do despacho hidrote´rmico com a seguranc¸a operativa das redes de
transmissa˜o. A situac¸a˜o de recursos h´ıdricos inferiores a` me´dia histo´rica, exigiu do ONS uma
gesta˜o cuidadosa dos reservato´rios das usinas hidrele´tricas, compatibilizando o uso mu´ltiplo
da a´gua na produc¸a˜o de energia, navegac¸a˜o, abastecimento e questo˜es ambientais, o que de-
mandou grande interac¸a˜o com a ANEEL, ANA, organismos federais e estaduais, e tambe´m
com os agentes associados.
A participac¸a˜o da gerac¸a˜o te´rmica na produc¸a˜o total de energia chegou a alcanc¸ar 9, 02%
com o despacho das usinas nos n´ıveis de gerac¸a˜o indicados pela estrate´gia de otimizac¸a˜o dos
recursos existentes.
Mas, onde se contextualiza a teoria de jogos no mercado de energia? Os jogos na˜o-
cooperativos, motivo de estudo ao decorrer deste trabalho, sa˜o a fundac¸a˜o para alguns modelos
cla´ssicos de oligopo´lio, ou seja, modelos onde uma minoria de grandes empresas controlam o
mercado de energia. O estudo de oligopo´lios e´ essencial para o estudo do mercado de energia.
Existem dois modelos ba´sicos de oligopo´lio que sa˜o: o duopo´lio de Cournot e o duopo´lio
de Bertrand. O primeiro modelo envolve duas empresas que produzem a mesma quantidade
de um certo produto e devem decidir o prec¸o da produc¸a˜o. A estrate´gia de cada firma e´
maximizar seu rendimento sem tomar conhecimento da decisa˜o de seu oponente. Ja´, no
modelo de Bertrand cada empresa escolhe o prec¸o no qual esta´ disposta a produzir.
Em (Singh, 1999), o mercado de energia e´ definido como a habilidade do participante no
mercado em aumentar prec¸os acima do n´ıvel de competic¸a˜o restringindo a sa´ıda ou a entrada.
Neste trabalho, Singh ilustra o mercado de energia como um modelo simples de Cournot, onde
existe a competic¸a˜o entre dois geradores e pode ou na˜o haver contratos de diferenc¸as.
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Singh afirma que a teoria de jogos pode ser usada para o estudo dos efeitos dos contratos
de diferenc¸as no incentivo ao aumento de prec¸os. O propo´sito dos contratos de diferenc¸as e´
isolar o fornecedor contra as variac¸o˜es de prec¸os no mercado durante um determinado per´ıodo.
Existem dois tipos de contratos de diferenc¸as que sa˜o: one-way ou two-way.
O contrato do tipo one-way e´ similar aos contratos financeiros de opc¸a˜o. Inclui uma
taxa de opc¸a˜o em adic¸a˜o ao prec¸o corrente e depende da quantidade contratada. Diferentes
pagamentos podem ser feitos caso o prec¸o da bolsa aumente acima do prec¸o corrente. Ja´
os contratos do tipo two-way sa˜o similares aos contratos financeiros de futuro, em que sa˜o
definidos prec¸os em termos do prec¸o de leila˜o que depende do prec¸o corrente e da quantidade
contratada.
O mercado de energia em (Singh, 1999) foi modelado por um jogo do dilema do prisioneiro,
onde exemplos fict´ıcios de termoele´tricas sera˜o estudados com a inclusa˜o de incertezas. Neste
trabalho generalizou-se o uso de qualquer tipo de jogos nebulosos no mercado de energia
ele´trica, com o objetivo maior de mostrar uma das inu´meras aplicac¸o˜es desta teoria, a teoria
de jogos nebulosos.
4.5.1 Exemplos (Singh, 1999)
(Singh, 1999) utiliza um exemplo simples de Cournot com dois geradores (A e B) e uma
carga, como mostrado na figura (4.1), para enfatizar como os contratos de diferenc¸as incenti-
vam o aumento dos prec¸os.
Cada um dos geradores tem um custo de $10\MWh e uma sa´ıda ma´xima de 75MW. A
decisa˜o estrate´gica para os geradores e´ escolher a carga que maximize os rendimentos. O
prec¸o e´ determinado pela curva de demanda, como mostrado na figura 4.1. Cada gerador
pode escolher entre dois tipos de carga: um n´ıvel alto de 75MW ou um n´ıvel baixo de 20MW,
como mostrado na tabela a seguir (4.6).
Na tabela (4.6), o valor destacado igual a 75 representa o valor da quantidade de energia
a ser produzida pelos geradores caso o Gerador A escolha a estrate´gia Alta e o Gerador B
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A $10\MWh
0− 75 MW
B $10\MWh
0− 75 MW
C
0− 150 MW
$\MWh
MWh50 100 150
40
45
150
Figura 4.1: Jogo de dois geradores
Sa´ıda (MW) Gerador B
Alta Baixa
Alta 75 75 Sa´ıda de A
Gerador 75 20 Sa´ıda de B
A Baixa 20 20 Sa´ıda de A
75 20 Sa´ıda de B
Tabela 4.6: Deciso˜es de sa´ıda de A e B
escolha a estrate´gia Baixa.
Prec¸o ($\MW) Gerador B
Alta Baixa
Gerador Alta 40 45
A Baixa 45 150
Tabela 4.7: Prec¸os correspondentes a`s deciso˜es de sa´ıda
Para o ca´lculo do lucro ma´ximo l´ıquido, Singh utiliza as seguintes expresso˜es:
Ll = Q ∗ P − C ∗Q (4.16)
Llc = Q ∗ P − C ∗Q− (Qc −Q)(P − Pec) (4.17)
onde Ll e´ o lucro l´ıquido, Q e´ a quantidade produzida (MWh), Qc e´ a quantidade de energia
contratada, P e´ o prec¸o do MWh ($upslopeMWh), Pec e´ o prec¸o da energia contratada e C e´ o
custo de produc¸a˜o.
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A equac¸a˜o (4.16) representa o lucro l´ıquido nos cena´rios em que na˜o existe contratos de
diferenc¸as, ja´ a equac¸a˜o (4.17) representa o lucro l´ıquido nas situac¸o˜es com contratos.
(Singh, 1999) exemplifica os contratos de diferenc¸as com duas quantidades de sa´ıda que
sa˜o: 30MW e 10MW e o prec¸o da energia para os dois contratos e´ de $40upslopeMWh.
Ao aplicarmos as equac¸o˜es (4.16) e (4.17), sa˜o obtidas as seguintes tabelas de rendimentos
ou lucros l´ıquidos e em negrito esta˜o representadas as soluc¸o˜es o´timas:
Rendimento ($) Gerador B
Alta Baixa
Alta 2250 2625 Rendimento de A
Gerador 2250 700 Rendimento de B
A Baixa 700 2800 Rendimento de A
2625 2800 Rendimento de B
Tabela 4.8: Rendimentos sem contratos de diferenc¸as (Cfd)
Rendimento ($) Gerador B
Alta Baixa
Alta 2250 2475 Rendimento de A
Gerador 2250 550 Rendimento de B
A Baixa 550 -500 Rendimento de A
2475 -500 Rendimento de B
Tabela 4.9: Rendimentos com contratos de diferenc¸as (Cfd) de 30MW
Rendimento ($) Gerador B
Alta Baixa
Alta 2250 2575 Rendimento de A
Gerador 2250 650 Rendimento de B
A Baixa 650 1700 Rendimento de A
2575 1700 Rendimento de B
Tabela 4.10: Rendimentos com contratos de diferenc¸as (Cfd) de 10MW
Na sec¸a˜o seguinte, sera˜o apresentados os exemplos fict´ıcios das termoele´tricas, onde sera˜o
empregados os conceitos e algoritmos desenvolvidos no decorrer deste trabalho para a resoluc¸a˜o
de tais problemas.
4.5.2 Exemplo Proposto
A aplicac¸a˜o apresentada nesta sec¸a˜o e´ um exemplo fict´ıcio em que existem dois geradores,
onde cada um deles produz no mı´nimo 100MW e no ma´ximo 250MW, sendo que a produc¸a˜o
conjunta varia entre 200MW a 500MW. Os geradores sa˜o distribu´ıdos em treˆs categorias que
sa˜o determinadas pelo combust´ıvel utilizado para a gerac¸a˜o de energia ele´trica, ou seja: carva˜o,
o´leo ou ga´s.
As incertezas do exemplos esta˜o inseridas nas matrizes de prec¸os, que esta˜o dividas em:
• ou os dois geradores produzem uma certa quantidade de energia a um determinado
prec¸o;
• ou cada gerador tem seu pro´prio prec¸o para uma dada quantidade de energia.
A quantidade de energia convertida por cada gerador e´ a mesma, independente do tipo de
combust´ıvel usado, e a u´nica variac¸a˜o entre os diferentes casos e´ a matriz de prec¸os (ou matriz
de pagamentos). Essas quantidades esta˜o representadas nas seguintes matrizes:
A =

 100 150
180 250

 , B =

 100 130
200 250


Cada tipo de gerador tem um custo para a produc¸a˜o de cada MW. Os custos esta˜o deter-
minados na tabela 4.11:
Tipo de Gerador Custo de produc¸a˜o ($upslopeMW )
Carva˜o R$15,00
O´leo R$30,00
Ga´s R$20,00
Tabela 4.11: Custo de Produc¸a˜o para os diferentes Geradores ($upslopeMW )
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Como no exemplo de (Singh, 1999), nos 3 casos desta aplicac¸a˜o podem existir ou na˜o
contratos de diferenc¸as (Cfd). Se caso existir Cfd, enta˜o a quantidade de energia contratada
e´ de 150MW e o prec¸o dessa energia e´ determinado pela tabela 4.12:
Tipo de Prec¸o da Energia Contratada (R$upslopeMW )
Combust´ıvel Geradores com Prec¸os Iguais Geradores com Prec¸os Diferentes
Carva˜o 120,00 100,00
O´leo 250,00 230,00
Ga´s 150,00 130,00
Tabela 4.12: Prec¸os da Energia Contratada (R$upslopeMW )
As matrizes de prec¸os ou de pagamentos para os geradores sa˜o:
Carva˜o X Carva˜o
Prec¸os Iguais Prec¸os Diferentes
Gerador A = Gerador B Gerador A Gerador B
120 135 160 130 170 150
135 90 115 95 100 105
Tabela 4.13: Prec¸os para os Geradores a Carva˜o
O´leo X O´leo
Prec¸os Iguais Prec¸os Diferentes
Gerador A = Gerador B Gerador A Gerador B
250 225 300 270 280 250
225 190 250 210 230 200
Tabela 4.14: Prec¸os para os Geradores a O´leo
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Ga´s X Ga´s
Prec¸os Iguais Prec¸os Diferentes
Gerador A = Gerador B Gerador A Gerador B
150 170 165 150 155 140
170 130 125 130 120 100
Tabela 4.15: Prec¸os para os Geradores a Ga´s
As incertezas inseridas nesta aplicac¸a˜o seguem o mesmo modelo dos exemplos apresentados
na sec¸a˜o 4.4.1, ou seja, as incertezas sa˜o sime´tricas e sa˜o sempre da forma
valor = incerteza ∗ Im×m (4.18)
Incerteza Total = Im×m + valor (4.19)
Como o objetivo dos geradores e´ de maximizac¸a˜o dos lucros l´ıquidos, o problema de pro-
gramac¸a˜o bilinear que resolve um jogo de soma na˜o nula nebuloso com este objetivo pode ser
escrito da seguinte forma:
max xT (A˜+ B˜)y − p− q
sujeito a
A˜y ≤ plm
B˜Tx ≤ qln
xT lm = 1
yT ln = 1
x ≥ 0
y ≥ 0
(4.20)
Os resultados apresentados para cada um dos geradores, nas tabelas (4.16), (4.17) e (4.18)
sa˜o os problemas resolvidos com incertezas nulas, ou seja, o problema cla´ssico, considerando
as incertezas de toleraˆncia (t˜i). As matrizes de lucros para cada um dos geradores na˜o sera˜o
apresentadas aqui, mas podem ser obtidas atrave´s das equac¸o˜es (4.19). Mesmo quando sa˜o
resolvidos os exemplos com incertezas nulas, o valor do paraˆmetro t˜1 e´ mantido, por isso os
valores de α1 e α2 sa˜o diferentes de 1.
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Carva˜o X Carva˜o
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2
0 (0,1) (0.5072, 0.4928) 18.909 17.512 0 0
Prec¸os Diferentes
0 (0,1) (1,0) 20.000 17.676 0 1
COM CONTRATOS
Prec¸os Iguais
0 (1,0) (0,1) 19.504 23.250 1 0
Prec¸os Diferentes
0 (0,1) (1,0) 20.750 22.084 0 0
Tabela 4.16: Resultados para os Geradores a Carva˜o sem Incertezas
O´leo X O´leo
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2
0 (0,1) (1,0) 40.000 25.457 0 1
Prec¸os Diferentes
0 (0,1) (1,0) 45.000 28.747 0 1
COM CONTRATOS
Prec¸os Iguais
0 (0,1) (1,0) 49.000 28.172 0 1
Prec¸os Diferentes
0 (1,0) (0,1) 36.852 47.000 1 0
Tabela 4.17: Resultados para os Geradores a O´leo sem Incertezas
A seguir, foram introduzidas incertezas nas matrizes de pagamento. As incertezas adi-
cionadas aos problemas sa˜o em valores absolutos, os valores de x correspondem aos valores
das estrate´gias mistas para o Jogador 1 e os valores de y representam as estrate´gias mistas
do Jogador 2. As matrizes de lucro l´ıquido para cada gerador dependem da quantidade de
energia, que pode ser a matriz A ou B (jogador 1 e 2, respectivamente) e depende de qual
gerador sera´ escolhido: carva˜o, o´leo ou ga´s.
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Ga´s X Ga´s
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2
0 (0,1) (0.2778,0.7222) 27.500 25.278 0 1
Prec¸os Diferentes
0 (1,0) (0,1) 19.003 20.000 1 0
COM CONTRATOS
Prec¸os Iguais
0 (0,1) (1,0) 30.500 16.525 0 1
Prec¸os Diferentes
0 (1,0) (0,1) 19.768 24.500 1 0
Tabela 4.18: Resultados para os Geradores a Ga´s sem Incertezas
As soluc¸o˜es obtidas atrave´s da aplicac¸a˜o do algoritmo proposto sa˜o apresentadas nas ta-
belas (4.19), (4.20), (4.21), (4.22), (4.23) e (4.24). E´ importante ressaltar que foi poss´ıvel
calcular o Lucro L´ıquido de cada gerador de posse das matrizes de pagamento, da quantidade
de energia e de prec¸o, e com isso resolver os exemplos propostos.
E´ importante ressaltar que no exemplo com geradores a carva˜o, os dois utilizam o carva˜o
como combust´ıvel para a produc¸a˜o de energia ele´trica. Este princ´ıpio tambe´m e´ va´lido para
os demais geradores.
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Figura 4.2: Resultados para os Geradores a Carva˜o
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Os resultados obtidos para o gerador a carva˜o no modelo sem contratos (4.19) e com
incertezas foram os seguintes: os valores de x (estrate´gia mista do Jogador 1) sa˜o iguais aos
cla´ssicos para os valores de 5 − 70, e os valores de y sa˜o sempre divergentes da soluc¸a˜o do
problema cla´ssico. Quanto se tem o valor de 80 na incerteza, a estrate´gia de x passa a ser
(1, 0) e o valor de y tambe´m sofre mudanc¸as. Nas incertezas de 150 e 200, o problema na˜o e´
resolvido, pois as soluc¸o˜es obtidas pelo algoritmo sa˜o as mesmas das inicializac¸o˜es.
A` medida que as incertezas sa˜o inseridas no problema, os valores de p va˜o aumentando.
Ja´ a varia´vel q teve o seguinte comportamento: nas incertezas de 5 − 20 a soluc¸a˜o obtida e´
menor que a cla´ssica; para os valores de 70− 80 a varia´vel sofre um salto, ou seja, de 21.796
passa a valer 29.426, devido a` mudanc¸a de estrate´gia por parte do jogador 2.
Os valores obtidos para o paraˆmetro α com incertezas de 5−60 sa˜o iguais ao caso cla´ssico, o
que significa que todas as incertezas sa˜o aceitas no problema. Observando os gra´ficos (4.2(a))
e (4.2(b)) e´ poss´ıvel verificar que na˜o existe grandes mudanc¸as e as curvas esta˜o sempre
crescendo com o aumento das incertezas inseridas no problema.
Na mesma tabela (4.19) observa-se os resultados apresentados para o gerador a carva˜o, so´
que agora os prec¸os da energia sa˜o diferentes para cada gerador. Para as varia´veis x e y e
os paraˆmetros α1 e α2, os resultados obtidos com as incertezas de 5 − 50 sa˜o iguais ao caso
sem incertezas. Os valores de p, q e lucro final esta˜o sempre aumentando na medida que as
incertezas tambe´m aumentam.
Quando acontece uma troca de estrate´gia para o Jogador 1, ou seja, o valor de x passa
de (0, 1) para (1, 0), o valor de p sofre uma reduc¸a˜o, como pode ser observado no gra´fico dos
valores de incertezas entre 50 e 60.
A partir dos valores de incertezas iguais a 60, os dois jogadores (geradores) teˆm como
estrate´gias (1, 0) e os valores de α1 = α2 = 0, ou seja, todas as incertezas (t˜1) esta˜o sendo
consideradas na resoluc¸a˜o do problema. Como no modelo de prec¸os iguais, para incertezas no
valor de 150 e 200 o problema na˜o e´ resolvido.
Na tabela (4.20), sa˜o apresentados ainda resultados do gerador a carva˜o, mas agora ado-
tando o modelo de contratos de diferenc¸as.
Os resultados obtidos para prec¸os iguais so´ sa˜o iguais aos do cla´ssico quando as incertezas
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assumem valores iguais ou maiores que 40 para as varia´veis x e y, divergindo nos valores de p,
q, α1 e α2. Para os valores de incertezas de 45 e 50, ocorre um grande decre´scimo no valor de
p e acre´scimo do valor de q, o que representa a mudanc¸a de soluc¸a˜o para uma das estrate´gias,
que passa a ser igual ao do caso sem incertezas.
Diferentemente dos casos ja´ relatados aqui neste trabalho, o lucro final sofre um decre´scimo
entre os valores 50 e 60, apo´s isso os valores do lucro final continuam aumentando ate´ al-
canc¸arem o patamar de 15.500, aproximadamente.
Analisando ainda os resultados para o modelo de contrato, mas com prec¸os diferentes tem-
se: em nenhum dos casos em que as incertezas foram consideradas foi poss´ıvel obter soluc¸o˜es
coerentes quando comparadas as do caso cla´ssico, ou seja, sem incertezas. Nos valores de
incertezas de 20 e 25, houve um salto no valor p pela prova´vel mudanc¸a de α1 e o lucro sempre
aumenta a` medida que as incertezas inseridas no problemas tambe´m aumentam.
De maneira geral, os resultados obtidos para o gerador a carva˜o apresentaram divergeˆncias
quando estes sa˜o comparados aos resultados do caso cla´ssico. Este na˜o foi um exemplo esta´vel
sendo que as divergeˆncias retratadas foram mais evidentes no modelo com contratos de dife-
renc¸as.
76
0 20 40 60 80 100 120 140 160 180 200
0
1
2
3
4
5
6
x 104
Incertezas
Va
lo
re
s 
da
s 
in
có
gn
ita
s
Óleo − Sem contratos e preços iguais
P
Q
Lucro Final
(a) Sem contratos e prec¸os iguais
0 20 40 60 80 100 120 140 160 180 200
0
1
2
3
4
5
6
7
x 104
Incertezas
Va
lo
re
s 
da
s 
in
có
gn
ita
s
Óleo − Sem contratos e preços diferentes
P
Q
Lucro Final
(b) Sem contratos e prec¸os diferentes
0 20 40 60 80 100 120 140 160 180 200
0
1
2
3
4
5
6
7
x 104
Incertezas
Va
lo
re
s 
da
s 
in
có
gn
ita
s
Óleo − Com contratos e preços iguais
P
Q
Lucro Final
(c) Com contratos e prec¸os iguais
0 20 40 60 80 100 120 140 160 180 200
0
1
2
3
4
5
6
x 104
Incertezas
Va
lo
re
s 
da
s 
in
có
gn
ita
s
Óleo − Com contratos e preços diferentes
P
Q
Lucro Final
(d) Com contratos e prec¸os diferentes
Figura 4.3: Resultados para os Geradores a O´leo
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Todos os resultados obtidos para o gerador a o´leo no modelo sem contratos de diferenc¸as
(Tabela (4.21)) sa˜o coerentes quando comparados aos resultados do caso cla´ssico. Para in-
certezas de valor igual a 200 o problema na˜o e´ resolvido, pois a soluc¸a˜o obtida e´ igual a`s
inicializac¸o˜es do programa. Estas observac¸o˜es sa˜o va´lidas para os casos em que os prec¸os sa˜o
iguais ou diferentes.
Na tabela (4.22) tem-se os resultados para o gerador a o´leo, adotando agora os contratos
de diferenc¸as. Para todas as incertezas inseridas no problemas, as soluc¸o˜es obtidas sa˜o iguais
ao do caso sem incertezas exceto para incertezas de valores 150 e 200, onde x e y possuem
valores iguais ao caso cla´ssico, mas os valores de α1 e α2 se invertem causando o decre´scimo
no valor de p e aumento no valor de q, como pode ser observado no gra´fico (4.3(c)).
Quando os prec¸os sa˜o diferentes, para as incertezas de 5−50 as soluc¸o˜es obtidas sa˜o iguais
aos do caso cla´ssico. Em incertezas no intervalo de 60− 90, ocorre uma mudanc¸a na soluc¸a˜o
de x, de (1, 0) passa a ser (0, 1). No valor 100, a soluc¸a˜o volta para (1, 0) permanecendo neste
valor inclusive para as incertezas 150 e 200.
As mudanc¸as nos valores das estrate´gias do jogador 1 causaram mudanc¸as nos valores de p
nos valores (50−60) e (90−100) com aumento e reduc¸a˜o, respectivamente. Tambe´m acontecem
mudanc¸as no valor do pareˆmatro α1 nos mesmo intervalos. Na mudanc¸a de estrate´gia do
intervalo 50 − 60, houve uma reduc¸a˜o no lucro final, que de 11.000 foi para 7.500, podendo
ser observado no gra´fico (4.3(d)).
De maneira geral, os resultados obtidos atrave´s do algoritmo proposto para o gerador a
o´leo foram coerentes com as soluc¸o˜es obtidas no caso cla´ssico.
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Figura 4.4: Resultados para os Geradores a Ga´s
As soluc¸o˜es da tabela (4.24) sa˜o para o gerador a ga´s. No modelo sem contratos e prec¸os
iguais as soluc¸o˜es obtidas para os valores de incertezas 5, 10 e 15 sa˜o muito pro´ximas quando
comparadas ao caso cla´ssico. Mas, as soluc¸o˜es encontradas para os outros valores de incertezas
sa˜o divergentes das soluc¸o˜es do caso com incertezas nulas. O problema na˜o foi resolvido para
as incertezas 200 e 250, ou seja, as soluc¸o˜es obtidas sa˜o as inicializac¸o˜es do programa.
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Ainda observando os resultados do caso sem contratos, mas com prec¸os diferentes, as
soluc¸o˜es encontradas no intervalo de incertezas de 5− 70 sa˜o iguais ao caso cla´ssico. Quando
o valor de incerteza e´ igual a 80 ocorre uma mudanc¸a na estrate´gia do jogador 2, o que reflete
na reduc¸a˜o do valor de q.
Para valores de incertezas iguais a 150, 200 e 250 as soluc¸o˜es obtidas sa˜o as mesmas da
inicializac¸a˜o. De maneira similar aos resultados ja´ observados neste trabalho, os valores do
lucro final aumentam a` medida que os valores das incertezas tambe´m aumentam.
Para o exemplo com contratos e prec¸os iguais, os valores das estrate´gias dos jogadores sa˜o
iguais aos do caso sem incertezas no intervalo de 5− 100, a diferenc¸a se apresenta nos valores
de α1 e α2: ate´ a incerteza de valor 25 e´ igual ao caso cla´ssico e apo´s isso os valores sa˜o
invertidos, ocasionando reduc¸a˜o nos valores de p, q e lucro final (Gra´fico 4.4(c)).
Para valores de incertezas iguais a 200 e 250 o valor da estrate´gia de x se iguala ao valor
de y, ocorrendo mudanc¸as no valor de α2 novamente. Esta mudanc¸a de estrate´gia ocasiona
decaimento no valor de q que de 41.148 passa a 16.233, reduc¸a˜o esta bastante brusca.
Nos prec¸os diferentes, ainda no modelo de contratos, os valores das soluc¸o˜es com incertezas
sa˜o ideˆnticas ao caso cla´ssico, exceto para o valor 60, onde ocorre uma mudanc¸a na estrate´gia
do jogador 1 e no valor do paraˆmetro α1. Devido a estas mudanc¸as, houve aumento no valor
de p entre 50− 60, e logo em seguida uma reduc¸a˜o de 60− 70, mudanc¸as estas que podem ser
observadas no gra´fico (4.4(d)).
Os valores das estrate´gias do jogador 2 tambe´m sofrem alterac¸o˜es nos valores de incertezas
200 e 250.
As observac¸o˜es gerais que podem ser retiradas deste exemplo e´ que as soluc¸o˜es convergiram
para valores iguais aos do caso cla´ssico de maneira geral, e na˜o houve muitas mudanc¸as ao
longo das simulac¸o˜es.
Para os treˆs exemplos inspirados no mercado de energia, foi poss´ıvel encontrar soluc¸o˜es
pro´ximas ou iguais quando comparadas ao caso cla´ssico. E´ importante ressaltar que os exem-
plos proposto sa˜o jogos na˜o-cooperativos. Esta conclusa˜o e´ poss´ıvel quando observa-se as
soluc¸o˜es obtidas para os jogadores que sa˜o estrate´gias diferentes, afirmando assim o compro-
misso que existe com eles pro´prios de maximizac¸a˜o dos seus rendimentos.
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4.6 Considerac¸o˜es Gerais para os Resultados Obtidos
Como observado na sec¸a˜o anterior, os resultados obtidos para todos os geradores foram
compat´ıveis com as soluc¸o˜es ja´ conhecidas do caso cla´ssico. E´ importante ressaltar que apesar
que na˜o se ter obtido resultados diferentes dos conhecidos para estes exemplos, a obtenc¸a˜o de
resultados diferentes reflitiria na possibilidade da existeˆncia de outras soluc¸o˜es para o modelos
com a introduc¸a˜o de pequenas modificac¸o˜es, no caso, a introduc¸a˜o das incertezas atrave´s dos
nu´meros nebulosos.
Para todos os gra´ficos gerados observa-se que o lucro ma´ximo sempre tende a crescer, por
dois motivos: o primeiro deles e´ que se trata de um problema de maximizac¸a˜o. E o segundo
e´ o crite´rio de parada do algoritmo, que tem como o valor da func¸a˜o objetivo na iterac¸a˜o
anterior e na vigente. Com a inserc¸a˜o de incertezas, o valor da func¸a˜o objetivo do problema
de programac¸a˜o bilinear tende a assumir valores maiores e iguais nas iterac¸o˜es, e com isso se
distanciar de um valor pro´ximo a zero, a medida que as incertezas aumentam. E´ importante
ressaltar que este fato acontece porque na˜o existe um mecanismo de re-start deste crite´rio de
parada.
A aplicac¸a˜o da teoria de jogos no mercado de energia ele´trica pode ser visto com um
eficiente mecanismo de decisa˜o para a simulac¸a˜o dos prec¸os do mercado. Em um momento
de escassez de a´gua nos reservato´rios das usinas hidre´letricas, e´ poss´ıvel identificar que seria
mais vantajoso usar a energia ele´trica gerada pelas termoele´tricas do que usar a energia das
hidroele´tricas, esta atitude pode evitar a ocorreˆncia um desatre ambiental, e tambe´m de um
encarecimento ainda maior da prec¸o da energia.
4.7 Resumo
Neste cap´ıtulo, foi apresentada um metodologia de resoluc¸a˜o dos jogos de soma na˜o nula
nebulosos baseada na decomposic¸a˜o do problema na˜o-linear em uma sequeˆncia de problemas de
programac¸a˜o linear. Exemplos retirados da literatura foram apresentados para a demonstrac¸a˜o
da metodologia.
O algoritmo proposto na˜o garante que a soluc¸a˜o encontrada para o problema na˜o-linear
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seja a melhor, mas e´ uma soluc¸a˜o boa, ja´ que na˜o se tem garantia de convergeˆncia global.
E´ importante ressaltar que o algoritmo resolve os problemas de programac¸a˜o bilinear que
possuem os conjuntos de restric¸o˜es que sa˜o poliedrais limitados.
E´ sabido que a teoria teˆm inu´meras aplicac¸o˜es de problemas reais. Problemas do mercado
de energia com incertezas nos prec¸os dos geradores, inspirados em (Singh, 1999), foram es-
colhidos para exemplificar a metodologia proposta. Os resultados obtidos, de maneira geral,
demonstram que cada um dos jogadores pretende maximizar seus pro´prios interesses.
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Carva˜o X Carva˜o
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (1,0) 19753 16158 0 0 1545.85
10 (0,1) (1,0) 20597 16592 0 0 2823.51
15 (0,1) (1,0) 21441 17025 0 0 4101.18
20 (0,1) (1,0) 22285 17459 0 0 5378.85
25 (0,1) (1,0) 23129 17893 0 0 6656.51
30 (0,1) (1,0) 23973 18326 0 0 7934.18
35 (0,1) (1,0) 24817 18760 0 0 9211.85
40 (0,1) (1,0) 25661 19194 0 0 10489.51
45 (0,1) (1,0) 26505 19627 0 0 11767.18
50 (0,1) (1,0) 27349 20061 0 0 13044.85
60 (0,1) (1,0) 29037 20928 0 0 15600.18
70 (0,1) (1,0) 30417 21796 0 1 18315.49
80 (1,0) (0.2783, 0.7217) 31503 29426 1 0 21763.61
90 (1,0) (0.2459, 0.7541) 32710 31205 1 0 23938.98
100 (1,0) (0.2126, 0.7874) 33918 33047 1 0 26152.84
150 (0.5, 0.5) (0.5, 0.5) 34425 34425 1 1 34425
200 (0.5, 0.5) (0.5, 0.5) 34425 34425 1 1 34425
Prec¸os Diferentes
5 (0,1) (1,0) 20833 18110 0 1 3871.99
10 (0,1) (1,0) 21667 18543 0 1 5138.99
15 (0,1) (1,0) 22500 18977 0 1 6405.99
20 (0,1) (1,0) 23333 19411 0 1 7672.99
25 (0,1) (1,0) 24167 19844 0 1 8939.99
30 (0,1) (1,0) 25000 20278 0 1 10206.99
35 (0,1) (1,0) 25833 20712 0 1 11473.99
40 (0,1) (1,0) 26667 21145 0 1 12740.99
45 (0,1) (1,0) 27500 21579 0 1 14007.99
50 (0,1) (1,0) 28333 22013 0 1 15274.99
60 (1,0) (1,0) 25404 22880 0 0 17779.69
70 (1,0) (1,0) 26611 23747 0 0 19854.36
80 (1,0) (1,0) 27819 24615 0 0 21929.02
90 (1,0) (1,0) 29026 25482 0 0 24003.69
100 (1,0) (1,0) 30233 26349 0 0 26078.36
150 (0.5, 0.5) (0.5, 0.5) 35575 30686 0 0 33600.49
200 (0.5, 0.5) (0.5, 0.5) 35575 35575 0 0 35575
Tabela 4.19: Resultados para os Geradores a Carva˜o sem Contratos
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Carva˜o X Carva˜o
COM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (1,0) 23583 13313 0 1 7679.49
10 (0,1) (1,0) 23917 13242 0 1 7941.49
15 (0,1) (1,0) 24250 13170 0 1 8203.49
20 (0,1) (1,0) 24583 13167 0 1 8533.49
25 (0,1) (1,0) 24917 13164 0 1 8863.49
30 (0,1) (1,0) 25250 13160 0 1 9193.49
35 (0,1) (1,0) 25583 13157 0 1 9523.49
40 (1,0) (0,1) 25917 13154 0 1 9853.49
45 (1,0) (0,1) 26250 13150 0 1 9853.49
50 (1,0) (0,1) 20491 26983 1 0 10183.49
60 (1,0) (0,1) 20688 27663 1 0 6277.13
70 (1,0) (0,1) 20886 28343 1 0 7154.46
80 (1,0) (0,1) 21083 29023 1 0 8031.80
90 (1,0) (0,1) 21280 29703 1 0 8909.13
100 (1,0) (0,1) 21478 30383 1 0 9786.46
150 (1,0) (0,1) 22464 33783 1 0 14173.13
200 (1,0) (0,1) 23451 13150 1 1 15472.16
Prec¸os Diferentes
5 (0,1) (0,1) 21083 22425 0 0 386.49
10 (0,1) (0,1) 21417 22766 0 0 1060.49
15 (0,1) (0,1) 21750 23106 0 0 1734.49
20 (0,1) (0,1) 22083 23447 0 0 2408.49
25 (1,0) (0,1) 16351 23788 1 0 6603.87
30 (1,0) (0,1) 16449 24128 1 0 7043.20
35 (1,0) (0,1) 16548 24469 1 0 7482.53
40 (1,0) (0,1) 16647 24810 1 0 7921.87
45 (1,0) (0,1) 16745 25150 1 0 8361.20
50 (1,0) (0,1) 16844 25491 1 0 8800.53
60 (1,0) (0,1) 17041 26171 1 0 9677.87
70 (1,0) (0,1) 17239 26851 1 0 10555.20
80 (1,0) (0,1) 17436 27531 1 0 11432.53
90 (1,0) (0,1) 17633 28211 1 0 12309.87
100 (1,0) (0,1) 17831 28891 1 0 13187.20
150 (1,0) (0,1) 18817 32291 1 0 17573.87
200 (1,0) (1,0) 19804 9383.3 1 1 18705.49
Tabela 4.20: Resultados para os Geradores a Carva˜o com Contratos
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O´leo X O´leo
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (1,0) 40833 25891 0 1 11831.99
10 (0,1) (1,0) 41667 26324 0 1 13098.99
15 (0,1) (1,0) 42500 26758 0 1 14365.99
20 (0,1) (1,0) 43333 27192 0 1 15632.99
25 (0,1) (1,0) 44167 27625 0 1 16899.99
30 (0,1) (1,0) 45000 28059 0 1 18166.99
35 (0,1) (1,0) 45833 28493 0 1 19433.99
40 (0,1) (1,0) 46667 28926 0 1 20700.99
45 (0,1) (1,0) 47500 29360 0 1 21967.99
50 (0,1) (1,0) 48333 29794 0 1 23234.99
60 (0,1) (1,0) 50000 30661 0 1 25768.99
70 (0,1) (1,0) 51667 31528 0 1 28302.99
80 (0,1) (1,0) 53333 32396 0 1 30836.99
90 (0,1) (1,0) 55000 33263 0 1 33370.99
100 (0,1) (1,0) 56667 34130 0 1 35904.99
150 (0,1) (1,0) 65000 38467 0 1 48574.99
200 (0.5, 0.5) (1,0) 63175 42804 0 1 56463.16
Prec¸os Diferentes
5 (0,1) (1,0) 45833 29181 0 1 9996.99
10 (0,1) (1,0) 46667 29614 0 1 11263.99
15 (0,1) (1,0) 48333 30482 0 1 13797.99
20 (0,1) (1,0) 48333 30482 0 1 13797.99
25 (0,1) (1,0) 49167 30915 0 1 15064.99
30 (0,1) (1,0) 50000 31349 0 1 16331.99
35 (0,1) (1,0) 50833 31783 0 1 17598.99
40 (0,1) (1,0) 51667 32216 0 1 18865.99
45 (0,1) (1,0) 52500 32650 0 1 20132.99
50 (0,1) (1,0) 53333 33084 0 1 21399.99
60 (0,1) (1,0) 55000 33951 0 1 23933.99
70 (0,1) (1,0) 56667 34818 0 1 26467.99
80 (0,1) (1,0) 58333 35686 0 1 29001.99
90 (0,1) (1,0) 60000 36553 0 1 31535.99
100 (0,1) (1,0) 61667 37420 0 1 34069.99
150 (0,1) (1,0) 70000 41757 0 1 46739.99
200 (0.5, 0.5) (1,0) 70925 46094 0 1 58388.16
Tabela 4.21: Resultados para os Geradores a O´leo sem Contratos
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O´leo X O´leo
COM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (1,0) 49333 28237 0 1 16227.99
10 (0,1) (1,0) 49667 28301 0 1 16625.99
15 (0,1) (1,0) 50000 28366 0 1 17023.99
20 (0,1) (1,0) 50333 28431 0 1 17421.99
25 (0,1) (1,0) 50667 28495 0 1 17819.99
30 (0,1) (1,0) 51000 28492 0 1 18149.99
35 (0,1) (1,0) 51333 28489 0 1 18479.99
40 (0,1) (1,0) 51667 28485 0 1 18809.99
45 (0,1) (1,0) 52000 28482 0 1 19139.99
50 (0,1) (1,0) 52333 28479 0 1 19469.99
60 (0,1) (1,0) 53000 28472 0 1 20129.99
70 (0,1) (1,0) 53667 28465 0 1 20789.99
80 (0,1) (1,0) 54333 28459 0 1 21449.99
90 (0,1) (1,0) 55000 28452 0 1 22109.99
100 (0,1) (1,0) 55667 28445 0 1 22769.99
150 (0,1) (1,0) 42097 59896 1 0 18538.30
200 (0,1) (1,0) 43084 63296 1 0 22924.96
Prec¸os Diferentes
5 (1,0) (0,1) 36951 47333 1 0 7101.99
10 (1,0) (0,1) 37049 47667 1 0 7533.99
15 (1,0) (0,1) 37148 48000 1 0 7965.99
20 (1,0) (0,1) 37247 48333 1 0 8397.99
25 (1,0) (0,1) 37345 48667 1 0 8829.99
30 (1,0) (0,1) 37444 49000 1 0 9261.99
35 (1,0) (0,1) 37543 49333 1 0 9693.99
40 (1,0) (0,1) 37641 49667 1 0 10125.99
45 (1,0) (0,1) 37740 50000 1 0 10557.99
50 (1,0) (0,1) 37839 50333 1 0 10989.99
60 (0,1) (0,1) 52000 51767 0 0 7422.66
70 (0,1) (0,1) 52667 52447 0 0 8769.32
80 (0,1) (0,1) 53333 53127 0 0 10115.99
90 (0,1) (0,1) 54000 53807 0 0 11462.66
100 (1,0) (0,1) 38825 54487 1 0 14927.58
150 (1,0) (0,1) 39812 57887 1 0 19314.25
200 (1,0) (0,1) 40799 61287 1 0 23700.91
Tabela 4.22: Resultados para os Geradores a O´leo com Contratos
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Ga´s X Ga´s
SEM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (0.2612,0.7388) 28333 26139 0 1 2868.16
10 (0,1) (0.2444,0.7556) 29167 27016 0 1 4359.65
15 (0,1) (0.2273,0.7727) 30000 27909 0 1 5863.64
20 (1,0) (0.2099,0.7901) 29680 28818 1 0 7518.22
25 (1,0) (0.1923,0.8077) 30283 29744 1 0 8492.68
30 (1,0) (0.1744,0.8256) 30887 30686 1 0 9475.48
35 (1,0) (0.1562,0.8438) 31491 31646 1 0 10466.80
40 (1,0) (0.1378,0.8622) 32094 32623 1 0 11466.86
45 (1,0) (0.1190,0.8810) 32698 33619 1 0 12475.85
50 (1,0) (0.1,0.9) 33302 34633 1 0 13493.99
60 (1,0) (0.0610,0.9390) 34509 36720 1 0 15558.62
70 (1,0) (0.0207,0.9793) 35716 38886 1 0 17662.62
80 (1,0) (0,1) 36924 40833 1 0 20166.99
90 (1,0) (0,1) 38131 42500 1 0 23040.99
100 (1,0) (0,1) 39338 44167 1 0 25914.99
150 (1,0) (0,1) 45375 52500 1 0 40284.99
200 (0.5, 0.5) (0.5, 0.5) 45000 45000 1 1 45000.00
250 (0.5, 0.5) (0.5, 0.5) 45000 45000 1 1 45000.01
Prec¸os Diferentes
5 (1,0) (0,1) 19607 20833 1 0 1236.99
10 (1,0) (0,1) 20210 21667 1 0 2673.99
15 (1,0) (0,1) 20814 22500 1 0 4110.99
20 (1,0) (0,1) 21418 23333 1 0 5547.99
25 (1,0) (0,1) 22021 24167 1 0 6984.99
30 (1,0) (0,1) 22625 25000 1 0 8421.99
35 (1,0) (0,1) 23229 25833 1 0 9858.99
40 (1,0) (0,1) 23832 26667 1 0 11295.99
45 (1,0) (0,1) 24436 27500 1 0 12732.99
50 (1,0) (0,1) 25040 28333 1 0 14169.99
60 (1,0) (0,1) 26247 30000 1 0 17043.99
70 (1,0) (0,1) 27454 31667 1 0 19917.99
80 (1,0) (1,0) 28662 22651 0 0 22931.16
90 (1,0) (1,0) 29869 23518 0 0 25005.83
100 (1,0) (1,0) 31076 24385 0 0 27080.50
150 (0.5, 0.5) (1,0) 37375 28722 0 0 34347.99
200 (0.5, 0.5) (0.5, 0.5) 37375 37375 0 0 37375
250 (0.5, 0.5) (0.5, 0.5) 37375 37375 0 0 37375
Tabela 4.23: Resultados para os Geradores a Ga´s sem Contratos
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Ga´s X Ga´s
COM CONTRATOS
Prec¸os Iguais
Incertezas x y p q α1 α2 lucro final
5 (0,1) (1,0) 30833 16454 0 1 11176.99
10 (0,1) (1,0) 31167 16382 0 1 11438.99
15 (0,1) (1,0) 31500 16311 0 1 11700.99
20 (0,1) (1,0) 31833 16240 0 1 11962.99
25 (0,1) (1,0) 32167 16236 0 1 12292.99
30 (0,1) (1,0) 24767 32988 1 0 5578.05
35 (0,1) (1,0) 24866 33328 1 0 6016.71
40 (0,1) (1,0) 24964 33668 1 0 6455.38
45 (0,1) (1,0) 25063 34008 1 0 6894.05
50 (0,1) (1,0) 25162 34348 1 0 7332.71
60 (0,1) (1,0) 25359 35028 1 0 8210.05
70 (0,1) (1,0) 25556 35708 1 0 9087.38
80 (0,1) (1,0) 25754 36388 1 0 9964.71
90 (0,1) (1,0) 25951 37068 1 0 10842.05
100 (0,1) (1,0) 26148 37748 1 0 11719.38
150 (0,1) (1,0) 27135 41148 1 0 16106.05
200 (1,0) (1,0) 28122 16233 1 1 18194.99
250 (1,0) (1,0) 29108 16233 1 1 19181.66
Prec¸os Diferentes
5 (1,0) (0,1) 19867 24833 1 0 3246.99
10 (1,0) (0,1) 19965 25167 1 0 3678.99
15 (1,0) (0,1) 20064 25500 1 0 4110.99
20 (1,0) (0,1) 20163 25833 1 0 4542.99
25 (1,0) (0,1) 20261 26167 1 0 4974.99
30 (1,0) (0,1) 20360 26500 1 0 5406.99
35 (1,0) (0,1) 20459 26833 1 0 5838.99
40 (1,0) (0,1) 20557 27167 1 0 6270.99
45 (1,0) (0,1) 20656 27500 1 0 6702.99
50 (1,0) (0,1) 20755 27833 1 0 7134.99
60 (0,1) (0,1) 31500 28930 0 0 7696.32
70 (1,0) (0,1) 21149 29610 1 0 8668.33
80 (1,0) (0,1) 21347 30290 1 0 9545.66
90 (1,0) (0,1) 21544 30970 1 0 10422.99
100 (1,0) (0,1) 21741 31650 1 0 11300.33
150 (1,0) (0,1) 22728 35050 1 0 15686.99
200 (1,0) (1,0) 23715 13967 1 1 18607.32
250 (1,0) (1,0) 24701 13967 1 1 19593.99
Tabela 4.24: Resultados para os Geradores a Ga´s com Contratos
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Cap´ıtulo 5
Concluso˜es
Este cap´ıtulo visa apresentar, de forma sucinta, as diversas contribuic¸o˜es deste trabalho e
propor algumas poss´ıveis perspectivas de projetos a serem desenvolvidos como complemento
desta dissertac¸a˜o.
5.1 Contribuic¸o˜es
Este trabalho abordou o estudo das te´cnicas baseadas na teoria de jogos para resoluc¸a˜o de
problemas de decisa˜o. Exemplos retirados da literatura foram analisados e uma aplicac¸a˜o no
mercado de energia foi estudada.
Os jogos de soma nula (JSN) podem ser descritos atrave´s de problemas de programac¸a˜o
linear (PL). Quando incertezas sa˜o inseridas e/ou consideradas em tais problemas, e´ necessa´rio
resolver problemas de programac¸a˜o linear nebulosa (PLN). Os modelos analisados no Cap´ıtulo
3 deste trabalho foram:
• (Campos, 1989) onde os PLN’s sa˜o resolvidos atrave´s de func¸o˜es de rankeamento de
nu´meros nebulosos;
• (Maeda, 2003) onde as incertezas sa˜o parametrizadas.
Os resultados obtidos atrave´s da aplicac¸a˜o dos dois me´todos foram muito pro´ximos dos
resultados no caso cla´ssico e e´ poss´ıvel afirmar que o me´todo de Maeda e´ mais generalizado
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que o modelo de Campos.
No cap´ıtulo 4 os JSNNN foram estudados, analisados e uma nova metodologia de resoluc¸a˜o
foi proposta. Na teoria cla´ssica, os jogos de soma na˜o nula sa˜o formalizados atrave´s de um
problema de programac¸a˜o bilinear (PB) ((Mangasarian e Stone, 1964) e (Basar e Olsder,
1982)). Inu´meras te´cnicas para resoluc¸a˜o de PB’s existem na literatura, mas estas teˆm alto
custo computacional. Em (Bazaraa e Shetty, 1979) um algoritmo iterativo de resoluc¸a˜o de
PL’s e´ proposto para a resoluc¸a˜o de PB’s.
Com a inserc¸a˜o de incertezas no PB, este e´ transformado em um problema de programac¸a˜o
bilinear nebuloso (PBN), onde a metodologia anterior e´ modificada e aplicada ao novo pro-
blema.
Os resultados obtidos para os exemplos retirados da literatura foram muito pro´ximos
aos resultados no caso cla´ssico e para demonstrar que a metodologia pode ser aplicada em
problemas reais, um problema do mercado de energia foi apresentado e os resultados foram
analisados. Para este caso, os resultados obtidos demonstraram de forma clara que os exemplos
sa˜o na˜o-cooperativos e que cada jogador ou gerador quer defender os pro´prios interesses.
Em resumo, os principais resultados obtidos no desenvolvimento deste trabalho sa˜o enu-
merados a seguir:
• ana´lise dos modelos ja´ existentes na literatura para a resoluc¸a˜o dos jogos de soma nula
nebulosos;
• proposta de uma metodologia de resoluc¸a˜o para os jogos de soma na˜o nula nebulosos
baseada em um algoritmo iterativo;
• aplicac¸a˜o da metodologia a um exemplo do mercado de energia.
5.2 Extenso˜es ou Trabalhos Futuros
Existem va´rios to´picos relacionados ao tema deste trabalho cuja abordagem pode ser es-
tendida e vir a complementa´-los, tais como:
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• aplicac¸a˜o de outras func¸o˜es de rankeamento para os coeficientes nebulosos da func¸a˜o
objetivo e das restric¸o˜es do PBN;
• aplicac¸a˜o da metodologia proposta para resoluc¸a˜o de outros tipos de problemas, como
por exemplo: disputa do mercado de clientes por empresas ae´reas;
• extensa˜o do algoritmo iterativo proposto para resoluc¸a˜o de qualquer tipo de PBN;
• implementac¸a˜o de um sistema multi-agente, onde a metodologia proposta pudesse ser
aplicada e fosse poss´ıvel resolver confrontos de 2 em 2 jogadores;
• definic¸a˜o de um equil´ıbrio para os JSNNN;
• estudar casos em que ocorre aprendizado a` medida que se vai jogando (jogos com va´rios
estados de aprendizado), ou seja, jogos iterativos.
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Apeˆndice A
Nu´meros Nebulosos
Os nu´meros nebulosos triangulares sa˜o definidos da seguinte forma a˜ = (a, e, d)LR, onde
a representa o valor modal, e a dispersa˜o a` esquerda e d a dispersa˜o a` direita, veja figura A.1.
e da
Figura A.1: Nu´mero Triangular Nebuloso.
Sejam os nu´meros triangulares nebulosos a˜ e b˜ da seguinte forma: a˜ = (a, ea, da)LR e
b˜ = (b, eb, db)LR. As operac¸o˜es ba´sicas utilizadas neste trabalho sa˜o descritas a seguir, maiores
detalhes ver (Dubois e Prade, 1980) e (Pedrycz e Gomide, 1998).
As principais operac¸o˜es com os nu´meros nebulosos sa˜o:
1. Adic¸~ao: (a, ea, da)LR ⊕ (b, eb, db)LR = (a+ b, ea + eb, da + db)LR
2. Subtrac¸~ao: (a, ea, da)LR − (b, eb, db)RL = (a− b, ea + eb, da + db)LR
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3. Simetria: −(a, ea, da)LR = −(a, da, ea)RL
4. Multiplicac¸~ao por um escalar:
(a) Se c e´ positivo: c(a, ea, da)LR = (ca, cea, cda)LR
(b) Se c e´ negativo: c(a, ea, da)LR = (ca,−cda,−cea)LR
5. Multiplicac¸~ao de nu´meros nebulosos:
(a) Se M > 0, N > 0:
(a, ea, da)LR ⊗ (b, eb, db)LR ≈ (ab, aeb + bea, adb + bda)LR
(b) Se M > 0, N < 0:
(a, ea, da)LR ⊗ (b, eb, db)LR ≈ (ab, aea − bdb, ada − beb)LR
(c) Se M < 0, N > 0:
(a, ea, da)LR ⊗ (b, eb, db)LR ≈ (ab, bea − adb, bda − aeb)LR
(d) Se M < 0, N < 0:
(a, ea, da)LR ⊗ (b, eb, db)LR ≈ (ab,−bda − adb,−bea − aeb)LR
6. Divis~ao:
(a) (a, ea, da)LR/(b, eb, db)LR ≈ (
a
b
, dba+eab
b2
, eba+dab
b2
)LR
Neste trabalho, as operac¸o˜es com nu´meros nebulosos triangulares mais utilizadas sa˜o a
soma e a subtrac¸a˜o.
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Apeˆndice B
Programac¸a˜o Linear Nebulosa (PLN)
Um trabalho importante na a´rea de tomada de decisa˜o considerando as incertezas como
sendo nu´meros nebulosos foi de (Bellman e Zadeh, 1970).
A partir de enta˜o, muitas descobertas foram feitas nesta a´rea surgindo, assim, as mais
diversas metodologias de resoluc¸a˜o de problemas de programac¸a˜o matema´tica nebulosa.
A programac¸a˜o linear pode ser considerada como um tipo especial de modelo de decisa˜o:
o espac¸o de decisa˜o e´ definido pelas restric¸o˜es; o objetivo e´ definido pela func¸a˜o objetivo e o
tipo de decisa˜o e´ definido em um ambiente de certeza. O modelo cla´ssico de um problema de
programac¸a˜o linear (PL) e´ do tipo:
max cTx
sujeito a
Ax ≤ b
x ≥ 0
c, x ∈ <n
A ∈ <m×n
(B.1)
E´ poss´ıvel considerar um PL em um ambiente com incertezas, levando a` programac¸a˜o linear
nebulosa (PLN). Considerando que existem incertezas, enta˜o o decisor na˜o quer maximizar ou
minimizar a func¸a˜o objetivo e sim, deseja alcanc¸ar alguns n´ıveis de aspirac¸a˜o para a func¸a˜o
objetivo e para as restric¸o˜es.
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As restric¸o˜es podem ser imprecisas da seguinte maneira: os s´ımbolos matema´ticos ≤ na˜o
significam estritamente menor no sentindo matema´tico, mas pequenas violac¸o˜es sa˜o aceitas.
Os coeficientes da matriz A e dos vetores b e c podem ter caracter´ısticas nebulosas(nu´meros
nebulosos).
O papel das restric¸o˜es podem ser diferentes do que na programac¸a˜o linear cla´ssica, onde a
violac¸a˜o de uma restric¸a˜o pode gerar um soluc¸a˜o infact´ıvel. O decisor pode aceitar pequenas
violac¸o˜es nas restric¸o˜es, mas pode dar diferentes graus de importaˆncia a estas violac¸o˜es das
restric¸o˜es. A PLN oferece inu´meras maneiras para o tratamento das incertezas nos problemas
de programac¸a˜o linear.
A primeira versa˜o da PLN, ainda hoje a mais divulgada, corresponde a`s incertezas nos
recursos, considerando que as situac¸o˜es expressas pelas restric¸o˜es correspondem a uma esti-
mativa prudente dos valores dispon´ıveis, ou a` possibilidade da flexibilizac¸a˜o de alguma violac¸a˜o
para as restric¸o˜es.
Os modelos admitem que os valores dos termos independentes b em (B.1) podem ser ligei-
ramente ultrapassados, com insatisfac¸a˜o crescente, e sem ultrapassar uma certa toleraˆncia
pi em cada restric¸a˜o i. A definic¸a˜o de um conjunto impreciso pode ser dada por A˜i =
{x satisfaz a restric¸a˜o i} com func¸o˜es de pertineˆncia definida por:
µi(x, A˜i) =


1 se, (Ax)i < bi
µ[(Ax)i − bi] se, bi ≤ (Ax)i ≤ bi + pi
0 se, (Ax)i > bi + pi
onde µ→ [0, 1] e´ uma func¸a˜o mono´tona na˜o crescente.
A extensa˜o do conceito de admissibilidade corresponde a substituir o conjunto X pelo
conjunto impreciso X˜ = x e´ admiss´ıvel :
X˜ = A˜1 ∩ A˜2 ∩ . . . ∩ A˜m
sendo que o grau de admissibilidade da soluc¸a˜o x e´ dado por:
µ(x, X˜) = min{µ1(x, A˜1), µ(x, A˜2), . . . , µm(x, A˜m)}
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Esta situac¸a˜o pode representar as seguintes formulac¸o˜es nos PLN:
Ax ≤ b˜ ou Ax . b
onde, o primeiro caso significa que se representa incertezas nos recursos e, no segundo, que as
restric¸o˜es sa˜o flex´ıveis.
Em muitos dos me´todos de resoluc¸a˜o para os PLN’s, e´ preciso que o decisor defina uma
meta b0 e uma toleraˆncia p0, que permitem exprimir as aspirac¸o˜es de decisa˜o e rigidez do
decisor, respectivamente.
A seguir, descreve-se suncintamente alguns modelos existentes na literatura.
Modelo de Zimmermann
Neste modelo, a func¸a˜o objetivo e´ transformada em uma restric¸a˜o do problema, represen-
tada matematicamente por:
cTx & b0
A decisa˜o o´tima e´ a intersecc¸a˜o entre o conjunto dos valores de x que satisfazem as restric¸o˜es
e o conjuntos dos valores de x que satisfazem a func¸a˜o objetivo, a decisa˜o o´tima a ser escolhida
sera´ representada por:
α = max
x
min{µR(x), µ0(x)} (B.2)
A determinac¸a˜o de x e de α pode ser feita se todos os valores dos graus de pertineˆncia das
restric¸o˜es forem maiores que α. Por outro lado, procura-se o maior α que satisfac¸a essas
condic¸o˜es e esteja no intervalo [0, 1]. Todas essas considerac¸o˜es podem ser resumidas no
seguinte problema:
max α
sujeito a
µi(x) ≥ α, i = 0, . . . ,m
x ≥ 0
0 ≤ α ≤ 1
(B.3)
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onde µi e´ definida por:
µi(x, A˜i) =


1 se, (Ax)i < bi
1− (Ax)i−bi
pi
se, bi ≤ (Ax)i ≤ bi + pi
0 se, (Ax)i > bi + pi
A soluc¸a˜o o´tima do problema e´ x e o valor de α da´ ide´ia do risco associado, ou seja, se α
estiver pro´ximo de 1, as violac¸o˜es das restric¸o˜es na˜o sa˜o muito grandes, enquanto que, para
valores pequenos de α, a possibilidade e´ elevada das restric¸o˜es serem violadas.
Maiores informac¸o˜es sobre este modelo e´ poss´ıvel encontrar em (Zimmermmann, 1985).
Modelo de Verdegay
Neste modelo (Verdegay, 1995), o decisor participa explicitamente da decisa˜o no final do
processo. O modelo permite que as restric¸o˜es sejam relaxadas de acordo com um paraˆmetro
α, que corresponde ao grau de satisfac¸a˜o mı´nimo do conjunto de restric¸o˜es. O problema de
PL a ser resolvido e´:
max cTx
sujeito a
Ax ≤ b+ (1− α)p
x ≥ 0
0 ≤ α ≤ 1
(B.4)
A ide´ia deste modelo consiste em resolver o problema anterior para os va´rios valores de
α e apresentar uma lista de soluc¸o˜es ao decisor, que escolhera´ a soluc¸a˜o o´tima, em face dos
valores da func¸a˜o objetivo. Se existir em diferentes decisores e´ poss´ıvel que escolhas diferentes
sejam feitas, de acordo com a percepc¸a˜o de risco de cada decisor e do n´ıvel de aspirac¸a˜o para
a func¸a˜o objetivo.
Modelo de Carlsson e Korhonen
O modelo de (Carlsson e Korhonen, 1986) propo˜e um me´todo de resoluc¸a˜o que permite
trabalhar com um problema em que as incertezas esta˜o presentes nos recursos, func¸a˜o objetivo
e na matriz de coeficientes tecnolo´gicos, ou seja a matriz A.
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O PLN que representa este problema e´:
max c˜Tx
sujeito a
A˜x ≤ b˜
x ≥ 0
(B.5)
Em todos os casos, supo˜e-se uma variac¸a˜o parame´trica. A partir dos valores ci, bj e aij
admite-se uma variac¸a˜o parame´trica conjunta ate´ os respectivos limites: qi, pj e rij, ou seja:
c˜i = ci + (1− α)qi (B.6)
b˜j = bj + (1− α)pj (B.7)
a˜ij = aij + (1− α)rij (B.8)
A substituic¸a˜o dos coeficientes em B.5 estabelece um problema parametrizado, que pode
ser resolvido atrave´s da abordagem de (Verdegay, 1995). Resolvendo para va´rios valores de
α, apresenta-se um lista ao decisor e este escolhe a soluc¸a˜o o´tima de acordo com o risco que
ele esta´ disposto a correr.
Alguns dos modelos de resoluc¸a˜o dos PLN foram descritos neste Apeˆndice. Muitos outros
existem, mas na˜o sa˜o eˆnfase deste trabalho.
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