Introduction
Advances in wearable technologies have driven growing interest in recording (or 'lifelogging') people's everyday activities and interactions, and in the challenges of gathering, organizing, analyzing, searching, and visualizing this rich multimedia and sensory content. In this context, wearable cameras that capture 5 the wearer's everyday life from a first-person or "egocentric" perspective have created new research directions for computer vision and multimedia analysis, aiming to extract valuable semantic information from huge volumes of imagery $ Fully documented templates are available in the elsarticle package on CTAN. the image with the best quality from a set of images. The key contribution is a framework of mutual reference frame quality assessment for first-person vision which measures the LVI score of each frame.
In "Next-Active-Object Prediction from Egocentric Videos," Furnari et al.
address the problem of anticipating user-object interactions -i.e., predicting 30 the next object with which the user will interact. In particular, the authors train a classifier to discriminate trajectories leading to an object interaction from all others, and forecast next-active-objects by analyzing fixed-length trajectory segments within a temporal sliding window.
Paper "Egocentric Video Description based on Temporally-Linked Sequences," 
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