The concept of quantum cohomology arose in string theory around 20 years ago. Its mathematical foundations were established around 10 years ago, based on the theory of Gromov-Witten invariants. There are two approaches to Gromov-Witten invariants, via symplectic geometry or via algebraic geometry. Both approaches give the same results for the three-point Gromov-Witten invariants of familiar manifolds M like Grassmannians and flag manifolds, and these invariants may be viewed as the structure constants of the quantum cohomology algebra QH * M , a modification of the ordinary cohomology algebra H * M .
However, the name "quantum cohomology" may be misleading. On the one hand, the "quantum" and "cohomology" aspects are somewhat removed from the standard ideas of quantum physics and cohomology theory. On the other hand, there are strong relations between quantum cohomology and several other areas of mathematics: symplectic geometry and algebraic geometry, of course, but also differential geometry, the theory of integrable systems (soliton equations), and even number theory.
In these lectures 1 we shall focus on the quantum differential equations as the fundamental concept (due to Alexander Givental: [13] , [14] , [15] ) which encapsulates many aspects of quantum cohomology. This is "more elementary" than the definition of Gromov-Witten invariants, in the same way that de Rham cohomology is "more elementary" than the definition of simplicial or singular cohomology. In addition, it is essential for understanding the relation between quantum cohomology and the theory of integrable systems, which is becoming increasingly important. The language of D-module theory is very convenient for this purpose. It provides a unified way to think about (a) classical integrable systems such as the KdV equation, (b) integrable systems in differential geometry, such as harmonic maps, and (c) quantum cohomology.
The abstract theory of D-modules is well-developed, but not widely used by nonspecialists. One goal of these lectures is to give some motivation for D-module theory (sections 1,3), and to advertise some of its uses (sections 2,4). A second goal is to explain in simple terms how quantum cohomology is related to other parts of mathematics. These links have deep origins and are still evolving. It can be difficult to grasp them from articles which use haphazardly very technical language from symplectic geometry, algebraic geometry, and singularity theory, especially when some of the links are conjectural.
The lecture series "From quantum cohomology to integrable systems" (based on the book [19] ) traced a path from ordinary cohomology theory to the quantum differential equations and their role in the theory of integrable systems. The introductory lectures on cohomology and quantum cohomology do not appear here (they are the subject of an earlier survey article [18] ). The differential equations aspects of the lectures have been expanded slightly, and the applications have been gathered together in section 4. The lectures contained various concrete examples from [19] , which have been omitted here to save space.
I am very grateful to the organisers of the summer school for their invitation to give these lectures and for their careful planning which resulted in an effective and pleasant environment. I thank Ramiro Carrillo-Catalán for preparing a Spanish language version of the original lecture notes. I am grateful to PIMS at the University of British Columbia for its hospitality in August 2007, where some of this material was written. I thank the referee for refreshingly frank comments and for urging me to write a much better article, which I hope to do some day. This research was supported by a grant from the JSPS.
Linear differential equations and D-modules
Consider the linear ordinary differential equation The matrix A depends on the definition of y 0 , . . . , y s . Instead of using the successive derivatives of y, let us set y 0 = P 0 y, y 1 = P 1 y, . . . , y s = P s y where P 0 , . . . , P s are differential operators. This leads to an equivalent system of first order equations if the equivalence classes
, where D denotes the ring of differential operators (polynomials in ∂ with coefficients in H) and (T ) denotes the left ideal generated by T . The ring operations on D are addition and composition of differential operators.
Each such choice of basis corresponds to a way of converting the scalar equation to a matrix equation ∂Y = AY ; the matrix A is given explicitly by
It should be noted that M is an infinite-dimensional complex vector space, indeed it can be identified with the space Map(N, C s+1 ) of (holomorphic) maps from N to C s+1 .
This discussion can be generalized to partial differential equations. We shall be concerned only with "overdetermined" linear systems of p.d.e., which share many common features with linear o.d.e, in particular finite-dimensionality of the solution space. Let N = N z1,...,zr be a fixed open polydisk in C r . Writing ∂ 1 = ∂/∂z 1 , . . . , ∂ r = ∂/∂z r , we consider a system of p.d.e.
for a scalar function y(z 1 , . . . , z r ) on N . The T i are differential operators, that is, polynomials in ∂ 1 , . . . , ∂ r with coefficients in the ring H = H z1,...,zr (functions of z 1 , . . . , z r which are holomorphic in N ).
In contrast to the o.d.e. case, it is not at all clear whether the solution space is finite-dimensional (or what the dimension is). The concept of D-module and the closely related concept of flat connection are essential at this point. We shall just 2 The notation ∂P j here means composition of differential operators; this conflicts with our earlier usage of ∂f to mean ∂f /∂z. We shall just rely on the context to distinguish these: ∂f means the function ∂f /∂z when used in a differential equation, while in a D-module computation it is the same as the operator f ∂ + ∂f /∂z.
give a brief discussion, referring to [27] for the general theory. Let D = D z1,...,zr be the ring of differential operators generated by ∂ 1 , . . . , ∂ r with coefficients in the ring H of holomorphic functions on N . Let
where (T 1 , . . . , T u ) means the left ideal generated by the differential operators T 1 , . . . , T u .
Assumption: M is a free module of rank s + 1 over H. This is a strong assumption, but the following proposition (whose proof consists merely of unravelling the definitions) allows us to conclude that the solution space of the original system has dimension s + 1:
is an isomorphism of complex vector spaces.
As in the o.d.e. case, the D-module point of view allows us to make clear the relation between scalar and matrix equations, under the above assumption. However, there is an important new ingredient, a certain flat connection, which leads to the relation with integrable systems. We shall therefore review the whole procedure carefully, taking the opportunity to introduce some further notation.
How to convert a scalar system to a matrix system. Let [P 0 ], . . . , [P s ] be a basis of M over H. We define (s + 1) × (s + 1) matrix functions Ω 1 , . . . , Ω r by
We set Ω = r i=1 Ω i dz i . Then ∇ = d + Ω defines a connection in the trivial vector bundle N × C s+1 , whose space of sections is Map(N, C s+1 ). Namely,
Let us now recall a well known fact about such connections (see section 4.5 of [19] ). (1) The connection d + Ω is flat (i.e. has zero curvature).
for this it is essential that N is simply connected).
Using this we obtain:
The map L t in (4) can be regarded as a fundamental solution matrix for the system (∂ i − Ω To summarize, we can say that the choice of basis [P 0 ], . . . , [P s ] produces a matrix system from a scalar system in the following way:
t from the solution space
to the solution space
is an isomorphism of (s + 1)-dimensional vector spaces.
The appearance of the dual connection ∇ * and the dual D-module M * = Hom H (M, H) (of which Hom D (M, H) is a subspace) is an important feature of the construction. We shall make essential use of this in describing the reverse construction, next.
How to convert a matrix system to a scalar system.
Given a system
of first order matrix p.d.e. whose coefficients are holomorphic on N , it is possible to construct a system of higher order scalar p.d.e., providing the connection d − A corresponding to the matrix system is flat.
Step 1 
Step 2:
Step 3: Choose 3 a cyclic element of N * , namely an element p cyclic such that D · p cyclic = N * .
Step 4: It follows that N * ∼ = D/I, where I is the (left) ideal of operators which annihilate p cyclic . 3 To guarantee the existence of a cyclic vector, it is necessary to enlarge H in step 1, for example to the field of meromorphic functions on N . A proof can be found in [29] Step 5: Choose 4 generators T 1 , . . . , T u for the ideal I. Then a suitable scalar system (not unique) is T 1 y = 0, . . . , T u y = 0.
We illustrate the procedure with the following (artificial) example. In situations which arise from geometry, cyclic elements (step 3) and generators for ideals (step 5) often arise naturally. Example 1.8. Consider the matrix system
where u, v are given functions of z, holomorphic on N . As a candidate for a cyclic element of the dual D-module we try p 0 , defined by p 0 (Y ) = y 0 . Since
we have ∂ · p 0 = up 1 (where p 1 is defined by p 1 (Y ) = y 1 ). If u is never zero on N , p 0 and ∂ ·p 0 span the D-module over H, so p 0 is a cyclic element. A similar calculation gives
(This computation amounts to "declaring that y = y 0 " and computing the scalar system for y from the matrix system for Y .) If 1/u does not belong to H, we must either enlarge H or try another candidate for a cyclic element.
Although the D-module M = D/(T 1 , . . . , T u ) is the fundamental object, we can regard H s+1 (with D-module structure given by d+Ω) as a concrete representation. This representation is often useful for calculations. Moreover, H can be regarded as a gauge transformation which converts d + Ω to the trivial connection d. To express these correspondences it is convenient to introduce the following "J-function" (a name introduced by Givental in the context of quantum cohomology). Notation 1.9. Let J = (y (0) , . . . , y (s) ), where y (0) , . . . , y (s) is any basis of solutions of the scalar system T j y = 0, 1 ≤ j ≤ u.
We obtain a basis Y (0) , . . . , Y (s) of solutions of the matrix system, whose fundamental solution matrix can be written
It is usually possible to take P 0 = 1, in which case the top row of the last matrix is just J.
The identifications just described are shown below:
In each column, the operator (top) acts on elements (bottom) of the D-module (middle) in the natural way.
The quantum differential equations
We begin by summarizing briefly the notation from cohomology theory that we shall use. 
We have ab, M = a, B = b, A . This is a nondegenerate symmetric bilinear form.
We are interested primarily in the cup product operation on cohomology, and its generalization to the quantum product. It is convenient for this purpose to specify the cup product by giving its "structure constants" with respect to a basis. We can choose bases as follows
and then define dual cohomology classes b 0 , . . . , b s by (a i , b j ) = δ ij . Then for any i, j we have
Note that the intersection form itself can be specified in a similar way by the integers
It is modern practice to regard a cohomology theory as a functor from a certain category of topological spaces to the category of groups which satisfies the EilenbergSteenrod axioms. However, from the point of view of quantum cohomology, which we shall consider next, it is preferable to regard the cohomology of M as a collection of numbers
This primitive viewpoint is necessary because quantum cohomology does not (at present) have a functorial characterization.
If we denote ♯ A i ∩ A j ∩ A k by A i |A j |A k 0 , the quantum product is obtained by extending the above collection of numbers to an infinite sequence of "GromovWitten invariants"
, as follows. Let p, q, r be three distinct points in CP 1 . Informally, the definition is
where
and [f ] is the homotopy class of f .
As explained in [9] (for example), A|B|C D can be defined rigorously under very general conditions. The definition has the form To define a • t b for a, b ∈ H * M and t ∈ H 2 M , it suffices to define a • t b, C for all C ∈ H * M . The definition is:
The Fano condition ensures that the sum is finite, and in this case one has the following nontrivial theorem (see section 8.1 of [9] ):
In general the quantum product is supercommutative, but it is commutative here as we are assuming that the odd-dimensional cohomology of M is zero. We denote the algebra (H * M, • t ) (more precisely, family of algebras) by QH * M , and refer to it as the quantum cohomology algebra of M .
Since the second cohomology group plays a prominent role in quantum cohomology, we shall assume that the basis A 0 , . . . , A s has been chosen so that
It is conventional to introduce the notation q i = e ti . However, ∂ i always denotes the derivative with respect to t i ; thus
. . , b n where b is the (Poincaré dual of the) hyperplane class. We take this basis as b 0 , . . . , b n . A well known calculation (see section 8.1 of [9] ) gives the quantum products
In particular we obtain the presentation QH
, in which q is regarded as a formal parameter, rather than the number e t . In this article we shall switch between these two versions of quantum cohomology without further comment. 
, and the intersection form is given by (
As a concrete example, we shall just give the quantum products for M 3 5 . All quantum products in this case follow from
2 (see [8] , [24] ). In particular b
As we have mentioned, the construction M → QH * M is, unfortunately, not functorial. This is perhaps not surprising in view of the fact that the GromovWitten invariants A|B|C D contain much more information than the isomorphism class of the algebra QH * M . Therefore we are led to consider other objects constructed from the Gromov-Witten invariants, and the most prominent of these is the quantum D-module M (see [13] , [14] ).
Let us consider the space of sections of the trivial vector bundle
or, more generally, the space of sections over an open subset N of H 2 M . This is just the vector space consisting of all H * M -valued functions on N . The quantum product • t on H * M gives a way of multiplying sections. Thus the space of sections becomes an algebra over H t .
Next, we introduce the action of a ring of differential operators on sections, i.e. a D-module structure. We do this by defining a connection ∇, called the Dubrovin connection or Givental connection. The definition is:
where is a parameter. If ω i is the matrix of quantum multiplication by b i with respect to the basis b 0 , . . . , b s , then we can also write ∇ ∂i = ∂ i + 1 ω i . The D-module structure is specified by saying that ∂ i acts as ∇ ∂i . This extends to an action of the ring of all differential operators if the identity ∇ ∂i ∇ ∂j = ∇ ∂j ∇ ∂i holds for all i, j, and this identity does hold because the connection is flat -a consequence of the properties of the quantum product (see section 8.5 of [9] ).
It is convenient to incorporate the parameter into the ring of differential operators. Thus, we shall take as ring of differential operators the ring D which is generated by ∂ 1 , . . . , ∂ r and whose elements have coefficients which are holomorphic in t ∈ N and holomorphic in in a neighbourhood of = 0. This acts on the enlarged space of sections, in which the sections are allowed also to depend on (holomorphically, in a neighbourhood of = 0). The quantum D-module M is defined to be this enlarged space of sections. (We use the generic term "quantum D-module", rather than "quantum D -module", for simplicity, but M is of course a module over the ring D .)
The most important property of the quantum D-module is its close relation with the quantum cohomology algebra QH * M . We shall discuss the relation in this section under the assumption that H 2 M generates H * M as an algebra and M is a Fano manifold. These hypotheses imply that QH * M has a presentation
and H * M has a presentation
where 
for 1 ≤ i ≤ r. In other words, if we identify QH * M with H * M ⊗ C[q 1 , . . . , q r ] via the bases given by c 0 , . . . , c s and c 0 | q=0 , . . . , c s | q=0 , then quantum multiplication in H * M corresponds to the natural multiplication in QH * M . This follows from the observation (Theorem 2.2 of [30] ) that "any quantum polynomial may be written as the same classical polynomial plus lower classical terms, and vice versa". Namely, if we regard b j as a polynomial (with respect to the cup product) in b 1 , . . . , b r , then the polynomial c j is obtained by expressing b j as a polynomial with respect to the quantum product in b 1 , . . . , b r . The polynomials c j satisfy c j | q=0 = b j .
Exactly the same method gives the analogous result below for M, because any polynomial in the operators ∂ 1 + ω 1 , . . . , ∂ r + ω r can be expressed as the same polynomial in ∂ 1 , . . . , ∂ r plus terms of lower order. Moreover, since the lower order terms contain "additional" powers of , if we replace ∂ i by b i (for each i) then set equal to 0, these lower order terms all vanish and we are left with the original polynomial expressed in terms of the variables b 1 , . . . , b r . [19] and the original paper [15] ) has the remarkable property that it can be written explicitly in terms of Gromov-Witten invariants. 
Writing e 0 , e 1 , e 2 , e 3 for the standard basis of column vectors, repeated application of ∂ gives:
This shows that e 0 is a cyclic element. Now we "solve" for e 0 , e 1 , e 2 , e 3 , to obtain:
It follows that the matrix of ∂ with respect to [1] 
is the above matrix ω, so this is the required basis.
To obtain a relation for the D-module, i.e. a differential operator which annihilates the cyclic element, we differentiate once more:
4 · e 0 = 162q 2 e 0 + 27qe 2 + 27 qe 1 + 6 2 qe 0
Substituting for e 1 , e 2 , e 3 , we obtain
We conclude that M
At the commutative level, i.e. in the quantum cohomology algebra, the analogous calculation would give
(these were stated at the end of Example 2.4; the notation b i · here indicates the i-fold iteration of b• t ). Then
Thus we obtain c 0 = 1,
The replacement of QH * M by M is not unlike the process of quantization in physics. In the above example the relation b 4 − 27qb 2 is "quantized" to the relation ( ∂) 4 − 27q( ∂) 2 − 27 q( ∂) − 6 2 q. For CP n the same argument shows that the relation b n+1 − q is converted to the naive quantization ( ∂) n+1 − q. However, the naive quantization does not always work: there are examples where the "naive quantization" is not a quantization at all, because it gives a D-module of the wrong rank. (For the example above, the naive quantization ( ∂) 4 − 27q( ∂) 2 gives the correct rank, but it gives the wrong quantum products. We shall return to this point in section 5.)
In general, the parameter keeps track of the difference between the commutative and noncommutative multiplications. The incompatibility of the commutative and noncommutative situations reveals the key property of the quantum D-module. Namely, the action of ∂ i on the quantum D-module matches exactly the action of b i on the quantum cohomology algebra -both are given by the same matrix. However, to accomplish this, a careful choice of basis is necessary in each case, and these bases (like the relations) do not match exactly, only "mod ". If the bases did match exactly (for example, ( ∂) i and b i ), then the matrices of ∂ i and b i would not in general be the same.
In the above example, the basis [P 0 ], [P 1 ], [P 2 ], [P 3 ] was produced by modifying the monomial basis [1] 
, and this involved solving a system of linear equations -by Gaussian elimination. Gaussian elimination may be described as the process of finding a lower triangular/upper triangular factorization of matrices. It turns out that such a modification is always possible (under our assumption that H 2 M generates H * M and M is Fano), by using a suitable factorization which takes account of the parameter , known as the Birkhoff factorization, from [28] . This says that "almost every" loop γ ∈ ΛGL s+1 C (i.e. almost every smooth map γ : S 1 → GL s+1 C) may be factorized in the form
The subgroup of ΛGL s+1 C consisting of "negative" ("positive") loops is denoted Λ − GL s+1 C (Λ + GL s+1 C). The meaning of "almost every" is that the product set Λ − GL s+1 C Λ + GL s+1 C is open and dense in ΛGL s+1 C. 
For this we refer to [17] and section 6.6 of [19] , where it is also shown that
e. a finite series in , and that the coefficient matrices Q 0 , Q 1 , . . . , Q N may be found by a simple algorithm. The advantage of M over QH * M is that it contains all the Gromov-Witten invariants, and this algorithm shows how to extract them. 
Then it turns out that L m + = Q 0 (I + Q 1 ), with
3 − 21q ∂ − 6 q that we obtained in Example 2.6.
A D-module construction of integrable systems
An integrable p.d.e. is a p.d.e. which can be written as a zero curvature condition dΩ + Ω ∧ Ω = 0, where Ω is given in terms of some auxiliary function(s) u = u(z 1 , . . . , z r ). This concept is somewhat related to the "explicit solvability" of the p.d.e., and closely related to the concept of "integrable system". It is easy to write down connection forms Ω which depend on auxiliary functions, then compute the condition dΩ + Ω ∧ Ω = 0. However, it is not easy to produce nontrivial examples this way. In terms of D-modules, a random choice of ideal I generally leads to a D-module D/I of rank infinity or rank zero.
We have seen that quantum cohomology leads to D-modules of finite rank. It is natural to ask whether the quantum cohomology of a particular space can be regarded as a solution of an integrable p.d.e., and whether more general "quantum cohomology like" finite rank D-modules can be constructed. Let us begin with two simple examples. In this section, D denotes D z1,...,zr , but we omit z 1 , . . . , z r when there is no danger of confusion. 
where u is a given function of z 1 , z 2 . It is clear that the rank of D/(T 1 , T 2 ) is at most 2, because ∂ 2 is expressed in terms of ∂ 1 and T 1 is quadratic in ∂ 1 . Whether the rank is exactly 2 depends on whether [1] and [∂ 1 ] are independent, and this depends on the nature of u. It can be shown that the rank is 2 if and only if u satisfies the condition u z2 = 3uu z1 + 1 2 u z1z1z1 , which is the KdV equation.
Both of these examples arise in the following way: first, we fix a value of z 2 , and consider the single variable D-module D/(T 1 ), whose rank is obvious (the order of T 1 ); then, we attempt to "extend" to a two variable D-module of the same rank by adding a relation of the form T 2 = ∂ 2 − P .
Let us make this into a general procedure. We call the variables x and t, as the procedure can be interpreted as producing a t-flow of the original D-module in x. Thus, we start with a D-module D x /(T ) of rank s + 1, where
We wish to extend this to a D-module D x,t /(T 1 , T 2 ) of rank s + 1 by extending T to a t-family T 1 (with T 1 | t=0 = T ) and adjoining a further partial differential operator T 2 . If we take T 2 of the form T 2 = ∂ t − P , where P does not involve ∂ t , then it is obvious that rank D x,t /(T 1 , T 2 ) ≤ s + 1 since T 2 may be used to eliminate ∂ t . 
(where (T 1 ) t means the result of differentiating the coefficients of T 1 with respect to t).
Sketch proof. The proof hinges on the construction of a certain connection in the trivial bundle N x,t × C s+1 . We shall define the connection form with respect to the local basis [1] For Example 3.1 the connection form is just Ω = (−f )dz 1 + (−g)dz 2 . Since we are dealing with 1 × 1 matrices, we have Ω ∧ Ω = 0, so the flatness condition is dΩ = 0, i.e. f z2 = g z1 . For Example 3.2, let us consider a more general relation T 2 = ∂ t − P where P = f + g∂ x (keeping T 1 = ∂ 2 x + u). To find the connection matrix of ∇ ∂x , we compute
Similarly, from
we obtain
Now, the zero curvature condition dΩ + Ω ∧ Ω = 0 reduces to
To obtain an evolution equation such as the KdV equation it is natural to take f and g to be differential polynomials in u (it suffices to choose g, as without loss of generality f = − This can be used inductively to construct "hierarchies" of integrable p.d.e., including the well known KdV hierarchy.
Our extension procedure appears to produce very special D-modules, but it is in fact rather general. Namely, in a "generic" D-module of rank s + 1 of the form D x,t /I, the elements We conclude with a brief comment on the "spectral parameter". It is easy to write down a connection matrix Ω with a sprinkling of λ's, then obtain an "integrable p.d.e. with spectral parameter" dΩ + Ω ∧ Ω = 0, but, just as when λ is absent, it is not easy to produce nontrivial examples. However, such a parameter appears naturally in many integrable systems. For example, the Lax form of the KdV equation is often written as [∂ t − P, T 1 − λ] = 0, rather than [∂ t − P, T 1 ] = 0. These are equivalent, but the parameter λ (eigenfunction of the Schrödinger operator T 1 ) plays an important role in describing the solutions of the KdV equation. For the quantum differential equations we have a natural parameter λ = from the start. In such cases, the D-module treatment can be modified by incorporating the spectral parameter into the ring of differential operators, although some care is needed as the nature of the λ-dependence of the operators plays a crucial role.
Applications
The main justification for the D-module language of sections 1,3 is that it provides a unified approach to various kinds of integrable systems with quite different geometrical interpretations. Superficially the geometry arises from flat connections, but there are deeper undercurrents flowing between differential geometry, symplectic geometry and algebraic geometry which produce these connections.
In the case of quantum cohomology, we have already seen (Theorem 2.7, Example 2.8) how Gromov-Witten invariants are packaged efficiently by the quantum D-module. It is natural to expect that properties of quantum cohomology will correspond to properties of D-modules. We shall give several examples in this direction, all of which make contact with current research.
It is also natural to expect benefits from thinking of quantum cohomology in terms of integrable systems, and, conversely, developing a theory of integrable systems which resemble quantum cohomology in some way. Two key examples are the direct relation between "higher genus" quantum cohomology and the KdV hierarchy discovered by E. Witten and M. Kontsevich, and the classification of certain integrable systems developed by B. Dubrovin and Y. Zhang. We do not discuss these here, as they primarily involve infinite hierarchies and D-modules of infinite rank.
4.1. The WDVV equation and reconstruction of big quantum cohomology. It is time to address the question "Of which integrable system is the quantum cohomology (of a given space) a solution?". There are two main candidates, and each of them involves a considerable digression.
The first candidate is the WDVV equation. This applies to "big quantum cohomology" rather than the "small quantum cohomology" that we have seen so far, but the former may be "reconstructed" from the latter and this is where the D-module extension procedure of section 3 is relevant.
Let us briefly give the definition of big quantum cohomology and the WDVV equation. First, the Gromov-Witten potential of a manifold M is the generating function 
It is natural to define a new product, called the big quantum product, as follows:
It can be proved (see section 8.2 of [9] ) that this big quantum product is commutative, associative, and has the same identity element 1 as the small quantum product. The most difficult part of this is the associativity.
For any (smooth or analytic) C-valued function F on (an open subset of) H * M , we can define a product operation * t in the same way:
Whether this product is associative is a nontrivial condition on F . Commutativity is obvious. 
In general, solutions of the WDVV equation correspond to "Frobenius manifolds", a generalization of quantum cohomology (see section 8.4 of [9] and the references there).
Let us see how this leads to an integrable p.d.e. which admits the big quantum cohomology of CP 2 as a distinguished solution. Then we shall return to the matter of reconstructing the big quantum cohomology from the small quantum cohomology. This famous example is taken from [26] .
We consider the product operation defined in the above way by a function F on the three-dimensional complex vector space H * CP 2 = C1 ⊕ Cb ⊕ Cb 2 . We assume that 1 is the identity element; commutativity is automatic. It follows that
There is just one nontrivial associativity condition in this example, namely (b
. In terms of F this condition is
, which is by definition the WDVV equation. Now, it turns out that the associativity condition is equivalent to the flatness of the connection d + 1 ω (this connection is defined in the same way as for small quantum cohomology). From the above products, we see that the connection form is given explicitly by
This exhibits the WDVV equation as an integrable p.d.e. with spectral parameter (cf. the end of section 3) for the function F . The particular solution given by the Gromov-Witten potential of CP 2 turns out to be 
The positive integer N d can be interpreted as the number of rational curves of degree d in CP
The Reconstruction Theorem of [26] says that all of this highly nontrivial information may be "reconstructed" from the (much simpler) small quantum cohomology of must be of the previous form for some F , and, furthermore, F is essentially unique. An elementary discussion of this can be found in [10] . More sophisticated and more general versions of this argument have been given, starting with [21] .
In terms of our extension procedure, this example can be formulated as follows. If the D-module basis giving rise to the connection d
gives a third order relation
Similarly, the component
is also a relation. These two relations generate the ideal of relations of the Dmodule. This is an example of the situation of Proposition 3.3.
4.2.
Crepant resolutions. In [6] , two examples were given to illustrate a general principle known as the "Crepant Resolution Conjecture". The simpler of the two relates the quantum cohomology of the Hirzebruch surface We shall explain this example very simply using the method of section 3. As this does not involve direct geometric arguments, it suggests the possibility of a purely D-module theoretic formulation of the conjecture.
First, we state the quantum D-modules of each space, which are well known. Since F 2 is a CP 1 -bundle over CP 1 , H 2 F 2 has two additive generators, which we call b 1 , b 2 . Geometrically their Poincaré duals may be represented by a fibre and the infinity section of the bundle, respectively. With respect to this basis, it can be shown (section 5 of [17] or chapter 11 of [9] ) that
where 1, 2) , the (orbifold) quantum cohomology D-module was calculated in [7] . The (orbifold) cohomology group H 2 orbi P(1, 1, 2) contains an obvious "hyperplane class" b. With respect to this, one has
where 1, 2 ) has rank two; it has another additive generator called 1 1 2 , which arises from the orbifold structure at the singular point [0, 0, 1]. The definitions of orbifold cohomology and orbifold quantum cohomology are substantial generalizations of the non-orbifold case, and we shall not discuss them here. However, the available evidence suggests that the orbifold quantum differential equations behave in a similar way to those in the non-orbifold case. In particular, the orbifold Gromov-Witten invariants of weighted projective space may be extracted by the method of section 2 -see [20] . The canonical 7 bases of the quantum D-modules M F2 , M P(1,1,2) , with their corresponding cohomology bases, are as follows: 
2 , as required.
The correspondence between the bases may be justified geometrically, by examining the map F 2 → P (1, 1, 2 ), but it is remarkable that the quantum D-module contains this information implicitly -along with all the Gromov-Witten invariants of both spaces. For a recent update on the conjecture we refer to [23] .
4.3.
Harmonic maps and mirror symmetry. The second candidate for an integrable system whose solutions include quantum cohomology is the harmonic (or pluriharmonic) map equation. Small quantum cohomology is sufficient for this, but, as in the case of the WDVV equation, an entirely new direction -this time towards mirror symmetry -is required. Further details of the discussion below may be found in chapter 10 of [19] .
The harmonic map equation.
The equation for a harmonic map φ : R 2 = C → G, where G is a (compact or noncompact) Lie group, is
Writing z = x+iy and ∂ = ∂/∂z = This notation assumes that G is a matrix group. If G C is the complexification of G, and C : G C → G C is the natural conjugation 8 map, and c : g C → g C is the induced conjugation map of Lie algebras, then φ −1∂ φ, φ −1 ∂φ take values in g C and satisfy c(φ
The harmonic map equation can be represented as an integrable p.d.e. with spectral parameter if we introduce the g C -valued 1-form
where λ is a complex parameter. Namely, the connection d + α is flat for every (nonzero) value of λ if and only if φ satisfies the harmonic map equation. In fact, it is well known and easy to prove (see sections 4.3 and 7.3 of [19] ) that the following more general statement holds:
. If d+ α is flat for every (nonzero) value of λ, then there exists a map φ :
and this map satisfies the equation
8 If G = Un, then G C = GLnC, and C : G C → G C , c : g C → g C are given respectively by
Conversely, let φ : C 2 → G C be a map which satisfies the equation 
it is easy to show that the map given by Φ = L R is an extended harmonic map. This correspondence φ ←→ ω between harmonic maps φ and "unrestricted holomorphic data" ω is known as the DPW correspondence, or generalized Weierstrass representation. Further details can be found in section 7.3 of [19] or the original paper [12] . This D-module does not generally have a distinguished cyclic generator, although some examples with distinguished cyclic generators can be found in [16] (Proposition 2.3 and Theorem 2.4). We shall focus on one particular kind of harmonic map which arises from quantum cohomology, where the D-module may be identified with the quantum D-module.
Quantum cohomology as a (pluri)harmonic map.
To explain the link with quantum cohomology, two extensions are needed (sections 7.4,7.5 of [19] ). First, the theory applies also to pluriharmonic maps φ : C r → G, whose equations have a similar zero curvature form. However, when r > 1, the holomorphic data ω = r i=1 ω i dz i is no longer "unrestricted"; it is subject to the nontrivial flatness condition dω = ω ∧ ω = 0. Second, the theory applies to harmonic (or pluriharmonic) maps φ : C → G/K where G/K is a symmetric space. Here the 1-form α looks simpler as it can be written α = (α The first main observation is that the map L : N → GL s+1 C of quantum cohomology (where N is an open subset of H 2 M ∼ = C r ) is exactly of the above form, that is, it satisfies L −1 dL = 1 λ ω where ω is given by the quantum products. Moreover, ω takes values in m C , the (−1)-eigenspace of a certain natural involution σ on g C = gl s+1 C (this fact corresponds to the Frobenius property of the quantum product). By the above general theory, it follows that the quantum cohomology of M defines a pluriharmonic map into a symmetric space G/K, where G is any real form of GL s+1 C. One natural real form 10 is GL s+1 R, corresponding to the cohomology with real coefficients H * (M ; R), and this gives the symmetric space GL s+1 C/O s+1 .
The second main observation concerning quantum cohomology -and the link with mirror symmetry -is that in certain situations this (pluri)harmonic map has an independent geometrical interpretation, as the period map for a variation of Hodge structure. The most famous example is the quintic threefold M in CP 4 . The harmonic map obtained from the quantum cohomology of M can be described very simply as follows: for a certain holomorphic C 4 -valued function u, consider the holomorphic map
to the flag manifold SU 4 /S(U 1 × U 1 × U 1 × U 1 ). This flag manifold can be identified with the space of quadruples (L 1 , L 2 , L 3 , L 4 ) of mutually orthogonal complex lines in the Hermitian space C 4 , and it is well known (cf. Example 8.16 of [19] ) that the composition of any map U of the above form with the projection map (L 1 , L 2 , L 3 , L 4 ) → L 1 ⊕ L 3 is a harmonic map into the symmetric space Gr 2 C 4 = SU 4 /S(U 2 × U 2 ). In terms of the general theory of section 2, the map u can be identified with the J-function, and the map U with L, if the flag manifold is embedded suitably in the loop group ΩSU 4 where H i,j = H i,jM for a "mirror partner"M of M . The domain of this map is (an open subset of) the moduli space of complex structures ofM , as H i,jM depends on the complex structure.
It is a special feature of Calabi-Yau manifolds (such as the quintic threefold) that the harmonic map can be described as above in elementary terms, without using loop group theory. However, for the quantum cohomology of Fano manifolds (such as CP n ), the map L does not factor through a finite-dimensional submanifold of the loop group. It does still have a variation of Hodge structure interpretation, in a generalized sense (due to Barannikov [3] , [4] and Katzarkov et al [25] ), because of the Grassmannian model of the loop group: instead of U , we use the holomorphic map W (associated to L) which was described above. In this way, the quantum D-module contains not only the geometric information consisting of the Gromov-Witten invariants, but also the much less visible geometric information consisting of the variation of Hodge structure of the mirror partner.
Conclusion
Much remains to be done to clarify the integrable systems aspects of quantum cohomology, but an even more elusive goal is to characterize quantum cohomology in purely differential equation theoretic terms. The quantum D-module will attain the status of de Rham cohomology (for example) only if those D-modules which occur as quantum D-modules can be described precisely. This goal is probably too optimistic, but one can at least make a start by listing some conditions, such as: -quantization of a commutative algebra -regular singular point of maximal unipotent monodromy at q = 0 -homogeneity -self-adjointness
In section 2 we have focused on the first of these, so let us comment briefly on the others, taking the case of M 
