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HILBERT VON NEUMANN MODULES
PANCHUGOPAL BIKRAM, KUNAL MUKHERJEE, R. SRINIVASAN, AND V.S. SUNDER
Dedicated to Professor K. R. Parthasarathy on the occasion of his 75th birthday
Abstract. We introduce a way of regarding Hilbert von Neumann modules
as spaces of operators between Hilbert spaces, not unlike [4], but in an ap-
parently much simpler manner and involving far less machinery. We verify
that our denition is equivalent to that of [4], by verifying the `Riesz lemma'
or what is called `self-duality' in [4]. An advantage with our approach is that
we can totally side-step the need to go through C-modules and avoid the
two stages of completion - rst in norm, then in the strong operator topology
- involved in the earlier approaches.
We establish the analogue of the Stinespring dilation theorem for Hilbert
von Neumann bimodules, and we develop our version of `internal tensor prod-
ucts' which we refer to as Connes fusion for obvious reasons.
In our discussion of examples, we examine the bimodules arising from
automorphisms of von Neumann algebras, verify that fusion of bimodules
corresponds to composition of automorphisms in this case, and that the iso-
morphism class of such a bimodule depends only on the inner conjugacy class
of the automorphism. We also relate Jones' basic construction to the Stine-
spring dilation associated to the conditional expectation onto a nite-index
inclusion (by invoking the uniqueness assertion regarding the latter).
1. Preliminaries
The symbols H and K, possibly anointed with subscripts or other decorations,
will always denote complex separable Hilbert spaces, while L(H;K) will denote
the set of bounded operators from H to K. For E  L(H;K), we shall write [E]
for the closure, in the weak operator topology (WOT, in the sequel), of the linear
subspace of L(H;K) spanned by E. Similarly, if S  H is a set of vectors, we shall
write [S] for the norm-closed subspace of H spanned by S.
Without explicitly citing it again to justify statements we make, we shall use the
fact that a linear subspace of H (resp., L(H;K)) is closed in the weak topology
(resp., WOT) if and only if it is closed in the strong or norm topology (resp.,
`SOT'). (For example, [E] is an algebra if E is.)
If E  L(H;K) and F  L(H1;H), we write
EF = fxy : x 2 E; y 2 Fg and E = fx : x 2 Eg :
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If i : H0 ,! H and j : K0 ,! K, then we shall identify L(H;K0) with the subset
jL(H;K0)i of L(H0;K).
Proposition 1.1. For i = 1; 2, let ei denote the projection of H1 H2 onto Hi.
The following conditions on an E  L(H2;H1) are equivalent:
(1) There exists a von Neumann algebra M  L(H1H2) such that e1; e2 2M
and E = e1Me2.
(2) E = [E]  EEE:
When these equivalent conditions are met, we shall say that (E;H1;H2) is a (1,2)
von Neumann corner.
Proof. (1)) (2) is obvious.
(2) ) (1): Observe that the assumption (2) implies that [EE] is a WOT-
closed *-subalgebra of L(H2). Let p2 = supfp : p 2 P([EE]g and dene M22 =
[EE] +C(e2   p2); so M22 is a von Neumann subalgebra of L(H2) and e2   p2 is
a central minimal projection in it.
Similarly, dene M11 = [EE
] + C(e1   p1), where p1 = supfp : p 2 P([EE]g;
so M11 is a von Neumann subalgebra of L(H1) and e1   p1 is a central minimal
projection in it.
Finally set M12 = E;M21 = E
 and M =
P2
i;j=1Mij ; (alternatively M is the
von Neumann algebra (E [ E)00); it is clear that E = e1Me2. 
Denition 1.2. (1) The projection p1 (resp. p2) ocurring in the proof of
proposition 1.1 will be referred to as the left-support (resp., right-
support) projection of the (1,2) von Neumann corner E.
(2) A (1,2) von Neumann corner (E;H1;H2) is said to be non-degenerate if
its support projections are as large as they can be: i.e., pi = (ei =)1Hi ; i =
1; 2.
Remark 1.3. (1) The support projections p1; p2 of E have the following equiv-
alent descriptions:
 ran p1 = [
Sfran x : x 2 Eg] = Tfker x : x 2 Eg?; and
 ran p2 = [
Sfran x : x 2 Eg] = Tfker x : x 2 Eg?.
(2) A (1,2) von Neumann corner (E;H1;H2) is non-degenerate precisely when
M11(E) = [EE
] and M22(E) = [EE] are unital von Neumann subalge-
bras of L(H1) and L(H2) respectively.
Denition 1.4. (1) If A2 is a von Nemann algebra, a Hilbert von Neu-
mann A2 - module is a tuple E = (E;H1; (2;H2)) where (E;H1;H2)
is a (1,2) von Neumann corner equipped with a normal isomorphism
2 : A2 ! [EE].
(2) A submodule of a Hilbert von Neumann A2-module E is a subset E1  E
satisfying
E1 = [E1]  E1EE:
(3) If A1; A2 are von Neumann algebras, a Hilbert von Neumann A1  A2
- bimodule is a tuple
E = (E; (1;H1); (2;H2))
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comprising a Hilbert von NeumannA2 - module (E;H1; (2;H2)) equipped
with a normal unital homomorphism 1 : A1 ! [EE] (where the `unital
requirement' is that 1(1A1) = p1 is the identity of [EE
]).
Remark 1.5. (1) For other `extrinsic' denitions of Hilbert modules, see also
[4] and [2].
(2) If E  L(H2;H1) is any (possibly degenerate) (1,2) von Neumann corner,
with associated support projections p1; p2 (as in denition 1.2), dene
Ki = ran pi; A1 = [EE]; A2 = [EE] and let i denote the identity
representation of Ai on Ki; then (E; (1;K1); (2;K2)) is seen to be a
non-degenerate Hilbert von Neumann A1   A2 - bimodule. This is why
non-degeneracy is not a serious restriction.
(3) A Hilbert von Neumann A2 - module (E;H1; (2;H2)) does indeed admit
a right-A2 action and an A2 - valued inner product thus:
x  a2 = x2(a2) ; hx1; x2iA2 =  12 (x1x2)
(Here and in the sequel, we shall write h; iB for the B - valued inner-
product on a Hilbert B - module.) Notice, further, that the norm E ac-
quires from this Hilbert A2 - module structure is nothing but the operator
norm on E.
(4) A submodule of a Hilbert von Neumann A2 - module is a (possibly dege-
narate) (1,2) von Neumann corner.
(5) In a general Hilbert von Neumann A2 - module E = (E;H1; (2;H2)), note
that
[EE] 3 a 7! (E 3 x 7! a  x =: ax)
denes a *-homomorphism of [EE] into the space La(E) of bounded
adjointable operators on E, since, for instance
ha  x; yiA2 = (ax)y
= x(ay)
= x(a  y)
= hx; a  yiA2 :
(6) In the language of (2) above, the `rank-one operator' x;y is seen to be
given by
x;y(z) = xhy; ziA2
= xyz ;
so that the `rank-one operator' x;y on E is nothing but left multiplication
by xy on E, for any x; y 2 E. Let us write B = [EE], C = A2 and
A for the norm-closure of the linear span of EE. Then it is clear that
A is a norm-closed ideal in B, and that there is a unique C - algebra
isomorphism  : A ! K(E) such that (xy) = x;y; 8x; y 2 E: If E
is non-degenerate, then A is an essential ideal in B and  is injective.
It then follows from [3] proposition 2.1, that  extends uniquely to an
isomorphism of B onto La(E). (In fact, the reason for introducing the
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symbols A;B;C above was in order to use exactly the same symbols as in
the proposition 2.1 referred to above.)
(7) This remark concerns our requirement, in the denition of a Hilbert von
Neumann A2-module, that 2 : A2 ! [EE] must be an isomorphism.
What is really needed is that 2 is onto. If 2 is merely surjective but not
injective, there must exist a central projection z 2 A2 such that ker 2 =
(1   z)A2 so 2 would map zA2 isomorphically onto [EE] and the A2-
valued inner product (see item (2) of this remark) would actually take
values in zA2 and we could apply our analysis to zA2 and think of A2 as
acting via its quotient (and ideal) zA2.
(8) The `unital requirement' made in the denition of a Hilbert von Neumann
bimodule has the consequence that 1(A1)E = E.
Lemma 1.6. Let (E;H1;H2) be a (1,2) von Neumann corner. Suppose x 2
L(H2;H1) has polar decomposition x = ujxj. Then the following conditions are
equivalent:
(1) x 2 E.
(2) u 2 E and jxj 2 [EE].
(3) u 2 E and jxj 2 [EE].
Proof. Since (2) ) (1) and (3) ) (1) are obvious, let us prove the reverse impli-
cations. So, suppose x 2 E. Then xx 2 EE (resp., xx 2 EE) and as, jtj is
uniformly approximable on compact subsets of R by polynomials with vanishing
constant term, it is seen that jxj 2 [EE] and jxj 2 [EE]. Dene fn 2 C0([0;1))
by
fn(t) =
8<: 0 if t <
1
2n
2n2(t  12n ) if 12n  t  1n
1
t if t  1n
Since fn is uniformly approximable on sp(jxj) by polynomials with vanishing con-
stant term, it is seen that fn(jxj) 2 [EE], and hence xfn(jxj) 2 E. It follows from
the denitions that jxjfn(jxj) WOT-converges to 1(0;1)(jxj) = uu. In particular,
u = u(uu) = WOT   lim u(jxjfn(jxj) = WOT   lim xfn(jxj) 2 [E [EE]] 
E. 
Proposition 1.7. If E1 is a submodule of a Hilbert von Neumann A2 - module
E, and if E1 6= E, there exists a non-zero y 2 E such that yx = 0 8x 2 E1.
Proof. As observed in remark 1.5(4), E1 is a possibly degenerate (1,2) von Neu-
mann corner in L(H2;H1). Let p1 =
Wfe : e 2 P([E1E1])g and q1 = Wff :
f 2 P([E1E1 ])g be the right- and left- support projections of E1. Similarly, let
p =
Wfe : e 2 P([EE])g and q = Wff : f 2 P([EE])g be the right- and left-
support projections of E.
First observe that the hypotheses imply that
(EE)(E1E1)(E
E) = (E1EE)(E1EE)  E1E1
and hence that [E1E1] is a WOT-closed ideal in the von Neumann subalgebra
[EE] of L(pH2); consequently p1 =
Wfe : e 2 P([E1E1])g is a central projection
in [EE] and [E1E1] = [E
E]p1. It follows that if x1 2 E1 has polar decomposition
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x1 = u1jx1j, then (by lemma 1.6) u1 2 E1 and jx1j 2 [E1E1] = [EE]p1, and in
particular, x1p1 = u1jx1jp1 = u1jx1j = x1; i.e., E1 = E1p1.
Next, by denition, [
Sfran x1 : x1 2 E1g] = [Sfran x1x1 : x1 2 E1g] =
[
Sfran1(0;1)(jx1j) : x1 2 E1g] = ran q1; hence if x1 2 E1, then x1 = q1x1, and
we see that E1 = q1E1.
Summarising the previous two paragraphs, we have
E1 = q1E1 = E1p1 : (1.1)
(In fact, x1 = x1p1 = q1x1 8 x1 2 E1.)
We now consider three cases:
Case 1: p1 6= p
Here (p  p1) 6= 0 and the denition of p implies that there exists a y 2 E such
that y = y(p  p1) 6= 0. Then, for any x 2 E1, we have x = xp1 and hence
yx = (p  p1)yx = (p  p1)yxp1 2 (p  p1)EEp1 = (p  p1)p1EE = f0g :
Case 2: q1 6= q
Here (q   q1) 6= 0 and the denition of q implies that there exists a y 2 E such
that y = (q   q1)y 6= 0. Then, for any x 2 E1, we have x = q1x and hence
yx = y(q   q1)x = y(q   q1)q1x = 0 :
Case 3: p1 = p; q1 = q.
We shall show that the hypotheses of this case imply that E1 = E and hence
cannot arise. To see this, begin by noting that the collection of non-zero partial
isometries in E1 is non-empty in view of lemma 1.6. (Otherwise E1 = f0g; p1 =
q1 = 0 and so E = f0g = E1.) Hence the family F of collections fui : i 2 Ig of
partial isometries in E1 with pairwise orthogonal ranges, is non-empty. Clearly
F is partially ordered by inclusion, and it is easy to see that Zorn's lemma is
applicable to F .
If fui : i 2 Ig is a maximal element of F , we assert that
P
i2I uiu

i = q.
Indeed, if (q  Pi2I uiui ) 6= 0, the assumption q = q1 will imply the existence of
an x1 2 E1 such that x1 = (q  
P
i2I uiu

i )x1 6= 0. Then x1 2 [E1E1E1]  E1
and so if x1 = v1jx1j is its polar decomposition, then v1 2 E1 n f0g and ran v1 =
ran x1 is orthogonal to ran ui for each i 2 I, thus contradicting the maximality
of fui : i 2 Ig.
Thus, indeed q =
P
i2I uiu

i ; ui 2 E1.
Now, if x 2 E is arbitrary, then,
x = qx
=
X
i2I
uiu

i x
2 [E1E1E]
 [E1EE]
 E1
and so E = E1 in this case, and the proof of the proposition is complete. 
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Given a submodule E1 of a Hilbert von Neumann module E, as above, we shall
write E?1 for the set fy 2 E : yE1 = f0gg and refer to it as the orthogonal
complement of E1 in E. We now reap the consequences of proposition 1.7 in
the following corollary.
Corollary 1.8. Let E1 be a submodule of a Hilbert von Neumann A2 - module.
Then,
(1) E?1 = (1  q1)E, where q1 is the left support projection of E1.
(2) E??1 = q1E.
(3) If S is any subset of E, then S?? = [S[EE]].
(4) If E1 is a submodule of a Hilbert von Neumann module E, there exists a
projection q1 2 [EE] such that E1 = E??1 = q1E and E?1 = (1   q1)E;
and in particular E1 is complemented in the sense that E = E1  E?1 .
Proof. It is clear that yx = 0 if and only if y and x have mutually orthogonal
ranges.
(1) The previous sentence and the denition of q1 imply that
y 2 E?1 , (q1y = 0 and y 2 E),y 2 (1  q1)E:
(2) follows from (1) and the denition of the orthogonal complement.
(3) Let E1 = [SE
E]. It should be clear that y 2 S?,y 2 E?1 = q1E, by part
(1) of this corollary, and hence that
S?? = E??1 :
In view of remark 1.5(2) we may view S?? as a Hilbert von Neumann bimodule,
and regard E1 as a submodule of S
??. We may then deduce from proposition
1.7 that if E1 were not equal to S
??, then there would have to exist a non-zero
y 2 S?? such that yE1 = f0g. This would imply that y 2 S? and y 2 S?? so
that yy = 0, a contradiction.
(4) follows from the preceding parts of this corollary. 
That our denitions of Hilbert von Neumann modules and bimodules are con-
sistent with those of [4] is a consequence of the following version of Riesz' lemma,
which establishes that our Hilbert von Neumann modules are indeed `self-dual'
which is one of the equivalent conditions for a von Neumann module in the sense
of [4].
On the other hand, it is clear from [4] that any Hilbert von Neumann A2 -
module in the sense of [4] is also a Hilbert von Neumann A2 - module in our sense,
and the two formulations are thus equivalent.
Proposition 1.9. (Riesz lemma) Suppose E is a Hilbert von Neumann A2 - mod-
ule, and f : E ! A2 is right A2-linear - meaning f(x2(a2)) =  12 (f(x)2(a2))
for all x 2 E; a2 2 A2, or equivalently and less clumsily, suppose f : E ! [EE]
is linear and satises f(xz) = f(x)z for all x 2 E; z 2 [EE]; and suppose f is
bounded - meaning kf(x)k  Kkxk for all x 2 E, and some K > 0. Then there
exists y 2 E such that f(x) = yx 8x 2 E.
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Proof. First notice that if x 2 E has polar decomposition x = ujxj (so u 2 E; jxj 2
[EE] = 2(A2)), and if  2 H2, then
kf(x)k = kf(u)jxjk (by right A2 - linearity of f)
 kf(u)kkjxjk
 Kkjxjk
= Kkuxk
 Kkxk : (1.2)
Next, nd vectors n 2 H2 such that H2 = n[2(A2)n] (orthogonal direct sum).
It follows that p1H1 = n[En], where p1 is the left-support projection of E
because if n 6= m and x; y 2 E, then
hxn; ymi = hn; xymi = 0
and
[
[
n
[En]] = [
[
n
[EEEn]] = [EH2] = p1H1 :
Infer from the above paragraph and equation 1.2 that for arbitrary an 2 A2
with
P
n k2(an)nk2 <1 and x 2 E, we have
kf(x)(
X
n
2(an)n)k2 = k
X
n
(f(x)2(an))nk2
=
X
n
kf(x2(an))nk2

X
n
K2kx2(an)nk2 (by eq. (1.2))
= K2kx(
X
n
2(an)n)k2 :
Now deduce that there exists a unique bounded operator zf 2 L(H1;H2) satis-
fying zf = zfp1 and
zf (x) = f(x) ;8x 2 E;  2 H2 :
The denition of zf implies that zfE  [EE]; hence
zf = zfp1 2 zf [EE]  [zfEE]  [[EE]E] = E :
So y =: zf 2 E and we have
f(x) = zfx = y
x
as desired. 
2. Standard Bimodules and Complete Positivity
Given an element x of a von Neumann algebra M , let us write pr(x) for the
projection onto the range of x. (Thus pr(x) = 1(0;1)(xx).)
Lemma 2.1. Suppose  : A ! B is a normal positive linear map of von Neu-
mann algebras. Let e =
Wfu pr((1)) u : u 2 U(B)g be the (B-)central support
of pr((1)). Then the smallest WOT-closed ideal in B which contains (A) (equiv-
alently (1)) is eB. (In particular, (a) = e(a) 8a 2 A.)
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Proof. If p 2 P(A), then (p)  (1) ) pr((p))  pr((1))  e. Hence
(p) = e(p) 2 eB, so also B(p)B  eB. Conclude that [B(A)B] =
[B([P(A)])B] = [B(P(A))B]  eB. Conversely,
[B(A)B]  [BU(B)(1)U(B)B]  [BeB] = eB ;
and the proof is complete. 
Denition 2.2. A Hilbert von Neumann A2 - module E = (E;H1; (2;H2)) will
be called standard if :
 H2 = L2(A2; ) for some faithful normal state  on A2;
 2 is the left-regular representation; and
 E is non-degenerate.
A Hilbert von Neumann A1 A2 - bimodule will be called standard if it is standard
as a Hilbert von Neumann A2 - module.
Theorem 2.3. If  : A1 ! A2 is a normal completely positive map, there exists a
standard Hilbert von Neumann A1   eA2 bimodule E, with e as in lemma 2.1,
which is singly generated, (i.e., E = [1(A1)V 2(eA2)]) with a generator V 2 E
satisfying V 1(a1)V = 2  (a1).
Further, such a pair (E ; V ) of a standard bimodule and generator is unique in
the sense that if (eE ; ~V ) is another such pair, then there exists Ai - linear unitary
operators Ui : Hi()! fHi; i = 1; 2 such that ~V = U1V U2 and eE = U1EU2 .
Proof. Fix a faithful normal state  on eA2 and set H2() = L2(eA2; ), with
2 being the left-regular representation of eA2. We employ the standard notation
a^ = (a)1^ where 1^ is the canonical cyclic vector for (A) in L2(A). The Hilbert
space H1() is obtained after separation and completion of the algebraic tensor
product A1 
 eA2 with respect to the semi-inner product given by ha1 
 a2; b1 

b2i = (b2(b1a1)a2); and 1 : A1 ! L(H1()) is dened by 1(a1)(b1 
 b2) =
a1b1 
 b2. The verication that 1 is a normal representation is a fairly routine
application of normality of  and .
Dene V : H2() ! H1() to be the unique bounded operator for which
V (ea^2) = 1
 ea2. For arbitrary a1 2 A1; a2; b2 2 eA2, note that
hV 1(a1)V a^2; b^2i = ha1 
 a2; 1
 b2i
= (b2(a1)a2i
= h2((a1))a^2; b^2i
thus showing that indeed V 1(a1)V = 2((a1)) for all a1 2 A1.
Set E = [1(A1)V 2(eA2)] and observe that
[EE] = [2(eA2)V 1(A1)1(A1)V 2(eA2)]
= [2(eA2)2((A1))2(eA2)]
= [2(eA2(A1)eA2)]
= 2(eA2) ;
by lemma 2.1. Further, if x = 1(a1)V 2(ea2) for ai 2 Ai, note that, by def-
inition, we have x(e^) = a1 
 ea2 and hence, [
Sfran x : x 2 Eg] = H1().
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This shows that there exist projections fpi : i 2 Ig  [EE] such that idH1() =
WOT   limipi. Hence, we see that
1(A1)  [
[
f1(A1)pi : i 2 Ig]  [1(A1)EE]  [EE] ;
and we have veried everything neeed to verify that the tuple
E = (E; (1;H1()); (2;H2()))
denes a standard Hilbert von Neumann A1 eA2 - bimodule. As for the unique-
ness assertion, if (eE ; ~V ) also works, then fH2 = L2(eA2; ~) for some faithful normal
state ~ on eA2. In view of the `uniqueness of the standard module of a von Neu-
mann algebra' - see [1], for instance - there exists an eA2 - linear unitary operator
U2 : H2() ! fH2. Observe next that if ;  2 H2 and a1; b1 2 A1; a2; b2 2 eA2,
then
h1(a1)V 2(a2); 1(b1)V 2(b2)i
= h2(b2)V 1(b1a1)V 2(a2); i
= h2(b2)2((b1a1))2(a2); i
= h2(b2(b1a1)a2); i
= hU22(b2(b1a1)a2); U2i
= hf2(b2(b1a1)a2)U2; U2i
= hf2(b2)fV f1(b1a1)eVf2(a2)U2; U2i
= hf1(a1)eVf2(a2)U2;f1(b1)eVf2(b2)U2i :
Deduce from the above equation and the assumed non-degeneracy of E and eE that
there is a unique unitary operator U1 : H1 ! fH1 such that
U1 (1(a1)V 2(a2)) =f1(a1)eVf2(a2)U2 (2.1)
for all a1 2 A1; a2 2 eA2 and  2 H2() It is easy to see from equation (2.1)
that U1 is necessarily A1 - linear, that U1V = ~V U2 or ~V = U1V U

2 and thateE = U1EU2 , and the proof of the theorem is complete. 
Remark 2.4. Notice that the irritating e above is equal to the 1 of A2 in some
good cases, such as the following:
 when  is unital, i.e., (1) = 1;
 when (1) 6= 0 and A2 is a factor.
The uniqueness assertion in theorem 2.3 can also be deduced from the following
useful criterion for isomorphism of standard bimodules:
Lemma 2.5. Two standard Hilbert von Neumann A2 bimodules
E(i) = (E(i); ((i)1 ;H(i)1 ); ((i)2 ;H(i)2 )); i = 1; 2
are isomorphic if and only if there exist E
(i)
0 = fx(i)j : j 2 Ig  E(i) such that
(1) [E
(i)
0 ] = E
(i), and
(2) (
(1)
2 )
 1(x(1)j x
(1)
k ) = (
(2)
2 )
 1(x(2)j x
(2)
k ) 8j; k 2 I
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Proof. The only if implication is clear, as we may choose E
(i)
0 = E
(i) and x(2) =
U1x
(1)U2 for all x
(1) 2 E(1)(= I). Now for the other `if half'.
In view of the `uniqueness of the standard module of a von Neumann algebra -
see [1] -there exists an A2 - linear unitary operator U2 : H(1)2 ! H(2)2 . For arbitrary
j; k 2 I; 1; 2 2 H(1)2 , observe that
hx(1)j 1; x(1)k 2i = h1; x(1)j x(1)k 2i
= hU21; U2(1)2 ((1)2 ) 1(x(1)j x(1)k )2i
= hU21; (2)2 ((1)2 ) 1(x(1)j x(1)k )U22i
= hU21; (2)2 ((2)2 ) 1(x(2)j x(2)k )U22i
= hx(2)j U21; x(2)k U22i ;
deduce from the above equation and the non-degeneracy of the E(i) that there ex-
ists a unique unitary operator U1 : H(1)1 !
gH(2)1 such that U1(x(1)j ) = x(2)j U2 8j 2
I;  2 H(1)2 . The denitions show that U1x(1)j = x(2)j U2 8j 2 I and hence that
U1E
(1) = E(2)U2. Thus indeed E
(2) = U1E
(1)U2 and the proof of the `if half' is
complete. 
Notice, incidentally, that in the setting of the lemma above, the equation
Tx(1) = U1x
(1)U2
denes a WOT-continuous linear bijection T : E(1) ! E(2) satisfying
Tx(1)(Ty(1))Tz(1) = T (x(1)(y(1))z(1))
for all x(1)y(1); z(1) 2 E(1).
Remark 2.6. (1) The `generator' V of theorem 2.3 is an isometry precisely
when  is unital.
(2) If E is a singly generated Hilbert von Neumann A1 A2 bimodule, then it
is generated by a partial isometry (by lemma 1.6). Further, that generator,
say V may be used to dene the obviously completely positive map ;A1 !
A2 by
(a1) = 
 1
2 (V
1(a1)V ) ;
and then E would be isomosrphic to E if and only if E is a standard
non-degenerate bimodule.
3. Connes Fusion
Example 3.1. If E = (E; (1;H1); (2;H2)) is a Hilbert von Neumann A1   A2
- bimodule and K is any Hilbert space, then E 
 idK = (E 
 idK; (1 
 idK;H1 

K); (2
 idK;H2
K)) is also a Hilbert von Neumann A1 A2 - bimodule, where
of course we write E 
 idK for fx
 idK : x 2 Eg.
Lemma 3.2. Let E = (E; (1;H1); (2;H2)) be a Hilbert von Neumann A1   A2
- bimodule. For a projection p 2 P(2(A2)0), let q be the projection with range
[
Sfran(xp) : x 2 Eg]. Then
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(1) q 2 P(1(A1)0);
(2) y 2 E ) qyp = qy = yp; and
(3) qEp = (qEp; (q1(); qH1); (p2(); pH2)) satises all the requirements for
a non-degenerate Hilbert von Neumann A1 A2 - bimodule, with the posible
exception of injectivity of p2().
We shall use the suggestive notation Ep = q when q; E ; p are so related.
Proof. (1) Since 1(A1)E  E, it follows that ran(q) is stable under 1(A1).
(2) For all y 2 E, ran(yp)  ran(q) ) qyp = yp. Next, if ;  2 H2, and
x; y 2 E, note that
hxp; y(1  p)i = h; pxy(1  p)i
2 h; p [EE] (1  p)i
= 0 ;
since [EE] = 2(A2)  fpg0; since fxp :  2 H2g is total in ran(q), this
says that qy(1  p) = 0, as desired.
(3)
[(qEp)(qEp)] = [(Ep)(Ep)] = p [EE] p = p2(A2) (3.1)
since [EE] = 2(A)  fpg0; while
[(qEp)(qEp)] = q [EE] q  q1(A1): (3.2)
Non-degeneracy of qEp follows immediately from equations (3.1) and (3.2).

Remark 3.3. In general, if  : M ! L(H) is a faithful normal representation,
and if p 2 (M)0, the subrepresentation p() is faithful if and only if the central
support of p is 1 - i.e., supfupu : u 2 (M)0g = 1.
In particular if the E of lemma 3.2 is actually a Hilbert von Neumann A1 A2 -
bimodule, and if A2 happens to be a factor, then the qEp of lemma 3.2 is actually
a Hilbert von Neumann bimodule.
We next lead to our description of what is sometimes termed `internal ten-
sor product' but which we prefer (in view of this terminology being already
in use for tensor products of bimodules over von Neumann algebras) to refer
to as the Connes fusion of Hilbert von Neumann bimodules. Thus, suppose
E = (E; (1;H1); (2;H2)) is a Hilbert von Neumann A1   A2 - bimodule and
F = (F; (2;K2); (3;K3)) is a Hilbert von Neumann A2   A3 - bimodule. We
know that the normal representation 2 of A2 is equivalent to a subrepresenta-
tion of an innite ampliation of the faithful normal representation 2 of A2; thus
there exists an A2 - linear isometry u : K2 ! H2 
 `2: i.e., uu = idK2 and
u2(x) = (2(x)
 id`2)u 8x 2 A2. It follows that p = uu 2 (2(A2)
 id`2)0.
Now, set p = uu and let q = (E 
 1`2))(p) be associated to this p as in lemma
3.2 (applied to E 
 1`2).
Finally, if x 2 E; y 2 F , dene xJ y to be the composite operator
K3 x
J
y ! q(H1 
 `2) = K3 y ! K2 u ! uu(H2 
 `2) x
id`2 ! q(H1 
 `2) ;
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set E
J
F = [fxJ y : x 2 E; y 2 Fg]; and nally dene the Connes fusion of E
and F to be
E 
A2 F = (E
K
F; (q(1 
 id`2)jran q; q(H1 
 `2)); (3;K3)) : (3.3)
The justication for our use of `Connes fusion' for our construction lies (at least
for standard bimodules, by lemma 2.5) in the fact that (in the notation dening
Connes fusion) the A3 - valued inner product on E  F satises
hx1
K
y1; x2
K
y2iA3 = (x1
K
y1)
(x2
K
y2)
= (x1 
 id`2)uy1)(x2 
 id`2)uy2
= y1u
(x1x2 
 id`2)uy2
= y1(x

1x2)y2 (since u is an A2 - linear isometry)
= y1hx1; x2iA2y2
= hy1; hx1; x2iA2y2iA3 :
Proposition 3.4. The Connes fusion of (non-degenerate) Hilbert von Neumann
bimodules is again a (non-degenerate) Hilbert von Neumann bimodule.
Proof. Clearly E
J
F is a WOT-closed linear space of operators between the as-
serted spaces. Observe next thath
(E
K
F )(E
K
F )
i
= [f((x1 
 id`2)uy1)(x2 
 id`2)uy2) : xi 2 E; yj 2 Fg]
= [f(x1 
 id`2)uy1y2u(x2 
 id`2) : xi 2 E; yj 2 Fg]
= [f(x1 
 id`2)u [FF ]u(x2 
 id`2) : xi 2 Eg]
 [f(x1 
 id`2)u2(A2)u(x2 
 id`2) : xi 2 Eg]
= [f(x1 
 id`2)(2(A2)
 id`2)uu(x2 
 id`2) : xi 2 Eg]
= [(E 
 id`2)uu(E 
 id`2)] (since E2(A2) = E)
= q(1(A1)
 id`2)
(in particular q 2 [(EJF )(EJF )]) and thath
(E
K
F )(E
K
F )
i
= [f((x1 
 id`2)uy1)(x2 
 id`2)uy2) : xi 2 E; yj 2 Fg]
= [f(y1u(x1x2 
 id`2))uy2) : xi 2 E; yj 2 Fg]
= [f(y1u(2(A2)
 id`2)uy2) : yj 2 Fg]
= [f(y1uu [2(A2)] y2) : yj 2 Fg]
= [f(y1(2(A2))y2) : yj 2 Fg]
= F F ()
= 3(A3) ;
where the justication for the step labelled (*) is that 2(A2)F = F (see remark
1.5 (8). This completes the verication that E 
A2 F is indeed a Hilbert von
Neumann A1  A3 bimodule.
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Now, suppose E and F are both non-degenerate. Then
 2
\
fkerz : z in E
K
Fg
) (x
 id`2)uy = 0 8x 2 E; y 2 F
) uy = 0 8y 2 F (as E 
 id`2 is non-degenerate)
) y = 0 8y 2 F (as u is isometric)
)  = 0 (as F is non-degenerate) ;
while h[
fran((x
 id`2)uy) : x 2 E; y 2 Fg
i
=
h[
fran((x
 id`2)u) : x 2 Eg
i
(since F is non-degenerate)
=
h[
fran((x
 id`2)uu) : x 2 Eg
i
= ran q (by denition)
and hence E
J
F is indeed non-degenerate. 
Before addressing the question of the dependence of the denition of Connes
fusion and the seemingly ad hoc A2 - linear partial isometry u, we introduce a
necessary denition and the ubiquitous lemma.
Denition 3.5. Two Hilbert von Neumann A2 modules, say
E(i) = (E(i);H(i)1 ; ((i)2 ;H(i)2 )); i = 1; 2
are considered isomorphic if there exists unitary operators wj : H(1)j ! H(2)j , with
w2 being A2 - linear, such that
E(2) = w1E
(1)w2 :
If the E(i) happen to be A1   A2 bimodules, they are said to be isomorphic if,
in addition to the above, the unitary w1 happens to be A1 - linear.
Lemma 3.6. Let E = (E; (1;H1); (2;H2)) be a Hilbert von Neumann A1   A2
bimodule. Suppose w 2 2(A2)0 is a partial isometry with ww = p; ww = ~p. Let
q = Ep and ~q = E~p in the notation of lemma 3.2. Then there exists a unique
partial isometry w1 2 1(A1)0 such that w1w1 = q; w1w1 = ~q.
Proof. We rst assert that there is a unique unitary operator W1 : q(H1)! ~q(H1)
satisfying WTp = Tw 8T 2 E. This is because:
 (T1w)(T2w) = wT 1 T2w = T 1 T2p = pT 1 T2p; 8T1; T2 2 E and
 q(H1) = [
Sfran(Tp) : T 2 Eg] and ~q(H1) = [Sfran(Tw) : T 2 Eg] (since
ran w = ran ~p.
Finally w1 = W1q does the job. 
Remark 3.7. (1) We now verify that the denition we gave of E 
A2 F is
really independent of the choice of the isometry u used in that denition.
Indeed, suppose u; ~u : K2 ! H2 
 `2 are two A2 - linear isometries. If
uu = p; ~u~u = ~p, then w = ~uu is a partial isometry in (2(A2) 
 id`2)0
with ww = p; ww = ~p. Now apply lemma 3.6 to E 
 id`2 and w; p; ~p
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to nd a W 2 (1(A1) 
 id`2)0 such that W W = q = (E 
 id`2)p
and WW  = ~q = (E 
 id`2)~p. Then, as the proof of lemma 3.6 shows,
W : q(H1
`2)! ~q(H1
`2) is a unitary operator satisfyingW (x
id`2)p =
(x
 id`2)w 8x 2 E. It is now a routine matter to verify that the unitary
operators W : q(H1
 `2)! ~q(H1
 `2) and idK3 establish an isomorphism
between the models of E 
A2 F given by u and ~u are isomorphic.
(2) A not dissimilar reasoning shows that the isomorphism type of the Connes
fusion of two standard bimodules depends only on the isomorphism classes
of the two `factors' in the fusion, and is also standard.
(3) If E is only a Hilbert von Neumann A2-module, and F is a Hilbert von
Neumann A2 A3-bimodule, their Connes fusion E
A2F would still make
sense as a Hilbert von Neumann A3-module.
4. Examples
We now discuss some examples of Hilbert von Neumann (bi)modules.
(1) The simplest (non-degenerate) example is given by Aj = L(Hj); j = idAj
for j = 1; 2 and E = L(H2;H1); all the verications reduce just to matrix
multiplication.
(2) Suppose A2 is a unital von Neumann subalgebra of A1, and suppose there
exists a faithful normal conditional expectation  : A1 ! A2. Let 2
be a faithful normal state (even semi-nite weight will do). Let 1 =
2  ;Hj = L2(Aj ; j), and let j be the left regular representation of Aj
on Hj . Write U for the natural isometric identication of H2 as a subspace
of H1 (so that the `Jones projection' will be just UU). Finally, dene
E(A2A1) = (1(A1)U; (1;H1); (2;H2))
In this case, we nd that [EE] = [1(A1)e1(A1)], and we nd the `basic
construction of Jones appearing naturally in this context.
Further, it is a consequence of the uniqueness assertion in theorem 2.3
that E = E(A2A1).
(3) Suppose (M;H; J; P ) is a standard form of M in the sense of [1]. As
indicated in [1], there is a canonical `implementing' unitary representation
Aut(M) 3  7! u 2 L(H)
satisfying uxu

 = (x) 8x 2 M . We have the natural Hilbert von Neu-
mann M  M bimodule given by
E = (Mu; (idM ; L2(M)); (idM ; L2(M)))
(4) If ;  2 Aut(M);M are as in the previous example, we see now that
`Connes fusion corrsponds to composition' in this case:
E 
M E = E
(Reason: The `u' in the denition of Connes fusion is just idM , while
MuMu = M(M)uu = Mu :)
Proposition 4.1. If ;  2 Aut(M) are as in example (4) above, then E = E if
and only if  and  are inner conjugate.
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Proof. First, note that any M -linear unitary operator on L2(M) has the form
JvJ for some unitary v 2M , where of course J denotes the modular conjugation
operator. Observe next that each u commutes with J since  is a *-preserving
map, and hence, for any x 2M , we have
uJv
J = J(v)Ju (4.1)
If E is isomorphic to E, there must exist unitary v1; v2 2M such that
Mu = Jv

1JMuJv2J
= MJv1JuJv2J
= MJv1JJ(v2)Ju
= MJv1(v2)Ju ;
in particular, there must exist a y 2M such that
u = yJv

1(v2)Ju :
We nd that y is necessarily unitary and hence, writing u for y and v for v1(v2),
we see that there must be a unitary u 2M such that
(x) = uxu


= uJvJuxu

Jv
Ju
= uJvJ(x)JvJu
= u(x)u :
In other words,  and  are indeed inner conjugate.
Conversely, if () = u()u for some unitary u 2 M , we see that u =
uJuJu = uuJ
 1(u)J ; so we nd that w1 = idM and w2 = J 1(u)J dene
M - linear unitary operators on L2(M) such that Mu = Muuw

2 = w1Muw

2 ,
thereby establishing that E = E. 
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