Soft-tissue detectability in cone-beam computed tomography ͑CBCT͒ was evaluated via twoalternative forced-choice ͑2AFC͒ tests. Investigations included the dependence of detectability on radiation dose, the influence of the asymmetric three-dimensional ͑3D͒ noise-power spectrum ͑NPS͒ in axial and sagittal or coronal planes, and the effect of prior knowledge on detectability. Custom-built phantoms ͑ϳ15 cm diameter cylinders͒ containing soft-tissue-simulating spheres of variable contrast and diameter were imaged on an experimental CBCT bench. The proportion of correct responses ͑P corr ͒ in 2AFC tests was analyzed as a figure of merit, ideally equal to the area under the receiver operating characteristic curve. P corr was evaluated as a function of the sphere diameter ͑1.6-12.7 mm͒, contrast ͑20-165 HU͒, dose ͑1-7 mGy͒, plane of visualization ͑axial/ sagittal͒, apodization filter ͑Hanning and Ram-Lak͒, and prior knowledge provided to the observer ͓ranging from stimulus known exactly ͑SKE͒ to stimulus unknown ͑SUK͔͒. Detectability limits were characterized in terms of the dose required to achieve a given level of P corr ͑e.g., 70%͒. For example, a 20 HU stimulus of diameter down to ϳ6 mm was detected with P corr 70% at dose Ն2 mGy. Detectability tended to be greater in axial than in sagittal planes, an effect amplified by sharper apodization filters in a manner consistent with 3D NPS asymmetry. Prior knowledge had a marked influence on detectability-e.g., P corr for a ϳ6 mm͑20 HU͒ sphere was ϳ55% -65% under SUK conditions, compared to ϳ70% -85% for SKE conditions. Human observer tests suggest practical implications for implementation of CBCT: ͑i͒ Detectability limits help to define minimumdose imaging techniques for specific imaging tasks; ͑ii͒ detectability of a given structure can vary between axial and sagittal/coronal planes, owing to the spatial-frequency content of the 3D NPS in relation to the imaging task; and ͑iii͒ performance under SKE conditions ͑e.g., image guidance tasks in which lesion characteristics are known͒ is maintained at a lower dose than in SUK conditions ͑e.g., diagnostic tasks in which lesion characteristics are unknown͒. © 2007 American Association of Physicists in Medicine.
I. INTRODUCTION
Cone-beam computed tomography ͑CBCT͒ using flat-panel detectors ͑FPDs͒ is under investigation in a broad range of applications, including preclinical ͑e.g., small animal imaging͒, 1 screening and diagnosis ͑e.g., breast imaging͒, 2, 3 and image guidance ͑e.g., surgery 4-10 and radiotherapy͒.
1-14
The technology offers submillimeter spatial resolution and soft-tissue visibility across a large field of view from a single rotation about the object. While challenges to image quality posed by detector performance and high levels of x-ray scatter remain important areas of research, CBCT is being used in a variety of clinical research studies, and the importance of maximizing image quality and minimizing radiation dose is clear. Imaging performance may be quantitatively characterized in the context of such applications in terms of physical per-formance metrics involving the contrast, noise, and spatial resolution in CBCT reconstructions. For example, simple performance metrics such as the contrast-to-noise ratio or signal-difference-to-noise ratio ͑SDNR͒, demonstrate the importance of x-ray scatter management to maintain CBCT contrast. The spatial-frequency-dependent signal and noise characteristics are prevalently characterized in terms of Fourier-based metrics such as modulation transfer function ͑MTF͒, noise-power spectrum ͑NPS͒, and noise-equivalent quanta ͑NEQ͒. Analysis of MTF, for example, characterizes the degree to which three-dimensional ͑3D͒ spatial resolution is isotropic and isoplanatic and helps guide the selection of FPD design, imaging geometry, and choice of reconstruction filters. [15] [16] [17] [18] Similarly, measurement and modeling of the 3D NPS ͑Refs. 19-22͒ reveal that the axial plane exhibits a ramp ϩapodization characteristic ͑as in conventional CT͒. [23] [24] [25] while the longitudinal NPS is governed by the ͑aliased͒ detector MTF. The corresponding asymmetry is reflected in the 3D NEQ and suggests differences in detectability index associated with axial versus sagittal/coronal planes of visualization.
CBCT image quality evaluation by rigorous observer studies is likely important to eventual clinical deployment. Such studies require careful planning, with attention to numerous factors that affect statistical accuracy and bias-e.g., the number of cases, observers, and repeats, as well as selection of training sets, control of reading conditions, and the definition of "truth". Tests range from relatively simple preference tests ͑in which an observer selects which image is preferred in accomplishing a given task͒ and diagnostic satisfaction tests 26 ͑in which an observer rates an image on an ordinal scale with respect to a given task͒ to two-and multiple-alternative forced-choice tests [27] [28] [29] [30] ͑2AFC and MAFC tests, respectively͒ and receiver operating characteristic ͑ROC͒ tests. [31] [32] [33] Such an evaluation is important to more widespread clinical use and presents an opportunity to bridge the gap between observer-independent physical metrics ͑such as NEQ and detectability index͒ 34 and the performance of real observers.
This article reports an investigation of soft-tissue detectability in CBCT as measured in 2AFC tests as a function of several experimental variables, including: ͑1͒ Radiation dose, ͑2͒ size and contrast of the object to be detected, ͑3͒ filter selection in axial and sagittal/coronal planes, and ͑4͒ prior knowledge provided to the observer. The performance measure in such 2AFC tests is P corr , the proportion of correct responses, ranging from 0.5 to 1.0 and related to the area ͑A z ͒ under the receiver operating characteristic ͑ROC͒ curve as described by Green and Swets. 33 It is broadly appreciated that 2AFC tests are less efficient and require a greater number of images than ROC/LROC/FROC tests to achieve a given level of precision in A z ; moreover, 2AFC tests do not allow characterization of tradeoffs between sensitivity and specificity. However, 2AFC tests are often conducted in favor of these alternatives 29, [35] [36] [37] because they are well suited to experiments involving simple phantom or simulated images ͑e.g., sphere on a uniform background͒, place minimal demands on observers ͑i.e., do not require a qualitative assessment of confidence on each decision͒, and are therefore faster and simpler to conduct in studies involving numerous experimental variables. Three main studies were performed. The first investigated detectability as a function of dose, object size, and object contrast. The second probed the difference in detectability of a given object as visualized in axial versus sagittal/coronal planes, with differences in detectability compared to differences in 3D NPS correlation. The third examined the effect of prior knowledge on low-dose detectability limits, with conditions constructed in analogy to diagnostic imaging ͑in which the observer has little or no information regarding the object͒ and image-guided procedures ͑in which the observer may have full knowledge of the object characteristics͒.
II. MATERIALS AND METHODS

II.A. CBCT image requisition and reconstruction
II.A.1. CBCT imaging bench
Images were acquired on the experimental CBCT bench shown in Fig. 1 . The bench included an x-ray tube ͑Rad94 in Sapphire housing; W target; 0.4-0.8 mm focal spot; 14°an-ode; Varian Medical Systems, Salt Lake City, UT͒ powered by a constant potential generator ͓CPX-380, EMD Inc., ͑Montreal, QC͔͒. The flat-panel detector ͓RID-1640A, PerkinElmer Optoelectronics, ͑Santa Clara, CA͔͒ was based on a 1024ϫ 1024 ͑41ϫ 41 cm 2 ͒ active matrix of a-Si: H photodiodes and thin-film transistors with a 400 m pixel pitch, 80% fill factor, and 250 mg/ cm 2 CsI:Tl x-ray converter. The bench incorporated computer-controlled translation stages and a rotation stage ͑406XR and Dynaserv DM1060B, respectively, Parker Daedal, Harrison, PA͒. The geometry was similar to systems for CBCT-guided radiation therapy, 11, 38 with source-to-axis distance ͑SAD= 93.5 cm͒ and source-to-detector distance ͑SDD= 144.4 cm͒ yielding a magnification of ϳ1.54 and a ͑ϳ25.6ϫ 25.6ϫ 25.6 cm 3 ͒ field of view. CBCT images were reconstructed from 320 projections acquired in a circular orbit over 360°at 120 kVp ͑added filtration of 2.0 mm Al+ 1.1 mm Cu, chosen to reduce beam-hardening effects and provide beam quality comparable to that of clinical CT scanners͒. The dose was varied via five settings of mAs ͑0.4-1.25 mAs͒. An antiscatter grid was not employed.
The FDK reconstruction algorithm 39 was used. Voxel size was isotroptic ͑0.25ϫ 0.25ϫ 0.25͒ mm 3 , determined by the detector pixel pitch divided by the magnification, and the reconstruction filter consisted of a ramp and adjustable apodization window
where f is the transverse frequency domain, x inc is the detector pixel size, and the parameter h win is an adjustable apodization parameter ͑h win = 0.5 for a smooth Hanning filter; h win = 1.0 for a sharp Ram-Lak 36 filter͒. The Hanning filter was the nominal choice for all reconstructions, unless otherwise specified. No additional binning or filtering was used, and a scatter-correction algorithm was not employed.
II.A.2. Contrast-detail phantoms
Four custom-built 3D contrast-detail phantoms were used ͑The Phantom Laboratory, Greenwich, NY͒. Each phantom was a cylinder ͑150 mm diameter, 120 mm height͒ containing seven acrylic spheres ͑110 HU measured at 120 kVp on a clinical CT scanner-GE Lightspeed, General Electric Co., Waukesha WI͒ of diameter 1.6-12.7 mm as in Fig. 1͑b͒ . The four cylinders were formed of polyurethane mixed with varying concentrations of antimony to provide four levels of uniform background ranging from 64 to 275 HU. The resulting contrast of the spheres ͓i.e., absolute difference in mean HU between the spheres ͑110 HU͒ and the uniform background ͑64-275 HU͔͒ for the four phantoms was 20, 46, 105, and 165 HU ͓each ±5 HU, measured as the mean voxel value in a square ROI within the central slice of the largest sphere ͑to avoid partial volume effects͒, on the clinical CT scanner͔. These contrast values simulated a range of softtissue structures-e.g., contrast of gray to white matter in brain ͑ϳ20 HU͒, prostate or breast to water ͑ϳ46 HU͒, fat to water ͑ϳ105 HU͒, and muscle to fat ͑ϳ165 HU͒. Uniform backgrounds, especially within a small ROI contained in one tissue type, are a reasonable abstraction of various clinical situations such as detection of a lesion within a solid organ ͑e.g., a metastasis within the liver͒. Such simple backgrounds are suitable for early investigations designed to probe the fundamental limits of CBCT imposed by quantum noise, reconstruction filter, etc.
The four phantoms ͑20-165 HU contrast͒ were imaged at five levels of mAs ͑0.4-1.25 mAs͒, for a total of 20 CBCT images. Each image contained five diameters of sphere ͑1.6-12.7 mm͒ providing 100 combinations of contrastdiameter-dose ͑herein referred to as "cases"͒ for analysis of imaging performance. Example images acquired on the imaging bench are shown in Fig. 2 , showing regions about spheres ͑a͒ of varying contrast and diameter and ͑b͒ at varying dose in axial and sagittal planes reconstructed using Hanning and Ram-Lak filters. As discussed in Sec. III A, CBCT images acquired on the benchtop exhibit lower contrast compared to those obtained on a clinical CT scanner, primarily due to scatter. 
II.A.3. Imaging dose
The dose to isocenter was computed for the five mAs levels for each phantom. The dose to isocenter, for a water cylinder of equal diameter was computed as: 7, 40, 41 
where the mR/mAs was measured to be 1.8 mR/ mAs for the bench geometry and x-ray spectrum described above. The radius of the phantom, ᐉ, was 75.25 mm, and a scatter factor ͑SF͒ of 4.5 and f-factor of 0.9 provided D water values consistent with doses measured at the center and periphery of a 16 cm cylindrical dosimetry phantom. 40 To correct for attenuation differences associated with each phantom, the mean attenuation coefficient for each was estimated from the HU measured on the clinical CT scanner: phantom = water ͩ HU phantom 1000 + 1ͪ , ͑2b͒
and the dose to isocenter was corrected by the resulting attenuation:
where water = 0.02 mm −1 is the linear attenuation coefficient for water. Two assumptions associated with this approximation were: ͑i͒ The SF and f-factor were constant for each phantom, and ͑ii͒ the attenuation coefficient estimated from HU on the clinical CT scanner was the same as on the experimental benchtop-i.e., the x-ray spectra were equivalent. While such approximations could certainly be refined, the resulting dose values were consistent with other reports on CBCT dosimetry, [40] [41] [42] and the correction in Eq. ͑2c͒ gave good agreement between the measured and expected dependence of CBCT voxel noise on dose for each phantom. The resulting dose to isocenter for the five settings of mAs lies within the range ϳ1 -7 mGy. These values are representative of the range in CBCT-guided procedures-e.g., a dose of 3 mGy and 10 mGy suggested for bony-tissue and softtissue visualization, respectively, in CBCT-guided head and neck surgery, 40 significantly less than in diagnostic CT ͑Refs. 43 and 44͒ and sufficiently low for repeat intraoperative ͑or interfraction͒ scanning. Note that dose describes the dose to water at isocenter and accounts for attenuation of the background, which is different for each phantom.
II.A.4. SDNR analysis
Prior to the 2AFC tests described below, the contrast and noise in CBCT reconstructions were characterized: ͑i͒ To ensure that the image statistics follow a Poisson distribution-e.g., noise inversely proportional to the square root of dose, 23 ͑ii͒ to separate factors related to simple performance metrics ͑contrast and noise͒ from more complicated factors investigated in the 2AFC tests-e.g., the influence of NPS correlation and prior information, and ͑iii͒ to examine the 2AFC results relative to common rules of thumb for detectability-viz., the Rose criterion. [45] [46] [47] The largest sphere ͑12.7 mm͒ was used to analyze the contrast and noise. As shown in Fig. 3 , a 27ϫ 27 voxel ROI was identified inside the sphere, and eight smaller ROIs ͑9 ϫ 9 voxels͒ were identified surrounding the sphere. The absolute contrast, C, was defined as the mean signal difference:
and the relative contrast, C rel , was defined as the mean signal difference normalized by mean voxel value:
The absolute voxel noise, , was given by the average standard deviation in voxel values in the sphere and background ROIs:
and the relative voxel noise, rel , was given by the absolute voxel noise normalized by the mean voxel value:
The contrast-to-noise ratio ͑CNR͒, or signal-difference-tonoise ratio ͑SDNR͒, was therefore:
Values for contrast and noise were calculated from ten consecutive slices spanning 2.5 mm through the center of the sphere, with average value and error determined by the mean and standard deviation, respectively, over the nine ROIs and ten slices. 
II.B. Two-alternative forced choice "2AFC… tests
II.B.1. Experimental conditions and parameters
Thirteen tests were conducted in random order ͑see Table  I͒ from which soft-tissue detectability could be evaluated for the three specific studies detailed in Sec. II B 2. For each case, a pair of ROIs was presented-one containing a sphere ͑the "stimulus"͒ and one containing "noise-only"-and the observer was asked to select ͑by mouse click͒ which of the two more likely contained the stimulus. The number of repeats ͑3-25, as in Table I͒ , defined as the number of times the same case ͑from the same CBCT image͒ was presented to each observer in a single test, was determined from pilot studies that estimated response variability ͑fewer repeats required for larger stimuli and/or higher dose͒. Ideally, repeats would be presented from different image acquisitions so that distinct realizations of quantum noise would average over case sampling variability; however, practical limitations ͑time constraints and limited data storage͒ made this unfeasible. Multiple repeats for each observer served to average responses over reader inconsistency. A total of 3300 ROI pairs were presented in the 13 tests. Training sets involved an additional 30 ROI pairs presented prior to each test. Viewing time was unrestricted, and short breaks were allowed as desired between tests ͑but not during͒. An average of ϳ2.3 h was required to complete all tests, with an average of ϳ2.5 s per decision, ranging from Ͻ1 s for presumably conspicuous cases to ϳ5 s for more challenging detection tasks.
a. Image preprocessing. Prior to the tests, the location of the "stimulus" and "noise-only" ROIs was identified in CBCT reconstructions based on knowledge of phantom geometry. A ͑125ϫ 125 voxel͒ ROI surrounding each location was cropped to give stimulus and noise-only images. Care was taken to ensure that the stimulus and noise-only ROIs exhibited the same noise characteristics and did not exhibit recognizable features ͑e.g., ring artifacts͒ aside from the stimulus and quantum noise, respectively. Noise-only ROIs were generally identified at the same location as the stimulus in a nearby slice. This ensured that an observer could not base his decisions on the orientation of ringlike noise relative to the square ROI. For each case, one stimulus ROI was paired with one noise-only ROI, and the same pair was presented to each observer.
b. Observers and imaging task. Seven observers ͑physi-cists͒ were used. Previous studies 48 suggest that for 2AFC tests involving simple phantom images ͑e.g., detection of a sphere in a uniform background͒, such observers perform equivalently to expert radiologists. Identical instructions were given to each observer.
c. Display and viewing conditions. ROI pairs were displayed side by side on the same monitor, and surrounding regions of the screen were masked by black posterboard. Observers could not adjust the level, window, or magnification of the ROIs. The grayscale level was equal to the mean voxel value within the ROI, and the grayscale window was ±5 times the standard deviation in the stimulus image. Images were displayed with positive contrast ͑i.e., bright lesion, dark background͒. An LCD monitor ͑1280ϫ 1024 pixels; 96 pixels/inch; 32 bits; Dell, Inc.͒ was sufficient to display images without loss of resolution or gray-level discrimination, given the small format ͑125ϫ 125 voxels͒ and low grayscale range of the displayed ROIs. Display brightness and contrast were set to factory defaults. The room was darkened during each test, and a constant viewing distance of ϳ50 cm was suggested but not strictly enforced.
TABLE I. Summary of stimuli and number of ROI pairs presented in 2AFC tests. The number of ROI pairs denotes the total for all cases in a given row. For example, the final row indicates 30 ROI pairs for 1.25 mAs, corresponding to three repeats for each of the ten contrast-diameter combinations-i.e., 3 repeats ϫ2 contrasts ϫ5 diameters =30 ROI pairs. d. Analysis of performance. In each 2AFC test, the proportion of correct responses ͑P corr ͒ was analyzed as a figure of merit for soft-tissue detectability and evaluated as a function of dose for spheres of varying size and contrast. The use of P corr as a figure of merit relates to the ROC curve-viz., P corr ideally equal to the area under the ROC curve. 37, 49, 50 Thus for a 2AFC test, P corr = 0.5 implies pure guessing, and P corr = 1.0 implies perfect response. More specifically, P corr is the probability that the decision variable produced by a "signal ϩ noise" ROI is greater than that produced by a noiseonly ROI. Note that P corr was used in favor of detectability index, dЈ ͑a signal to noise ratio defined for decision variables͒, as a figure of merit due to its direct relationship with 2AFC tests, and because the calculation of dЈ requires assumptions as to the distribution of the decision variable. While dЈ has theoretical advantages, including linearity with dose, reporting in terms of dЈ is inapplicable to much of the data ͑conspicuous cases͒ due to its divergence as P corr approaches 1 ͑dЈ → ϱ ͒.
Because measured values of P corr are related to a binomial random variable whose variance is determined uniquely by its mean and sample size, standard deviations are a poor indication of uncertainty. Accordingly, 95% confidence intervals were calculated using bootstrapping with 10000 samples drawn from the combined responses of all observers. This presents meaningful error bars that reflect the asymmetry of the binomial distribution.
e. OPTEx -A software toolkit for observer performance tests.
To streamline the various preprocessing, display, randomization, and analysis aspects of the 2AFC tests described above, a MATLAB program ͑The Mathworks, Natick MA͒ was developed, 48 referred to as the Observer Performance Test Engine ͑OPTEx͒. The software has four primary functions: ͑i͒ It provides a simple interface to the image database by means of an Excel input parameter file listing the directories, filenames, ROI locations, ROI sizes, and associated experimental parameters ͑e.g., dose, kVp, voxel size, etc.͒ for each case in a test; ͑ii͒ it randomizes the left-right display and reading order of ROI pairs; ͑iii͒ for each case, it records truth, observer response ͑mouse click͒, and response time; and ͑iv͒ it analyzes mean and intraobserver standard deviation in P corr ͑as well as the mean and standard deviation in observer response time͒ as a function of any experimental parameter contained in the input parameter file.
The Excel input parameter file is generated with the assistance of an OPTEx preprocessing utility that provides a graphical interface for examining the 3D image data; selecting the ͑x , y , z͒ coordinates for each stimulus and noise-only ROI to be used in the test, and writing the coordinates to the input file. In addition to randomizing left-right display and reading order of ROI pairs, the option exists for each ROI to be randomly flipped horizontally and/or vertically ͑to reduce memorization bias͒ and shifted ͑a random in-plane displacement, so that the stimulus does not necessarily appear in the exact center of the ROI͒. Such additional randomization was found to reduce the tendency for observers simply to select whichever image exhibited the brighter voxel value at the exact center. Randomly shifting, rotating, and flipping the ROIs added a slight search and localization aspect to the task, increasing reader uncertainty and variability, which was found to make better use of the finite number of images, reduce observer fatigue and boredom, and provide a greater proportion of useful data ͑i.e., P corr Ͻ 1.0͒.
II.B.2. Effects of dose, plane of visualization, and prior knowledge
a. Study #1: Low-dose detectability limits. Results from all 13 tests in Table I were pooled to analyze the overall contrast-detail-dose performance-i.e., evaluation of P corr as a function of dose for each size and contrast of sphere. The resulting P corr versus dose data were fit to a two-parameter curve, P corr = a͑1−e −bDose ͒. Fits were intended only as guides for the eyes within the range of doses examined, and do not represent a physical model. Fits of this form were chosen in favor of a sigmoid that approaches P corr = 0.5 for zero dose, because the lack of data near the "toe" led to poor fits. The dose required to achieve a given value of P corr ͑e.g., D 70 , defined as the dose required to achieve P corr = 70%͒ was evaluated from the curve fits and plotted versus the contrast and diameter of the sphere to quantify the low-dose softtissue detectability limits.
b. Study #2: Axial versus sagittal plane of visualization. Previous investigation [20] [21] [22] of the 3D NPS of CBCT images suggests an asymmetric noise characteristic that imparts a distinct textural difference, as illustrated in Fig. 3 . To quantify the influence of such asymmetry on the low-dose softtissue detectability limits, 2AFC tests were conducted in which the stimulus and noise-only ROIs were taken from axial or sagittal planes. All images were taken near the central slice ͑stimuli extending above and below the central plane by, at most, the radius of the largest sphere, ϳ6.4 mm͒ to avoid complications due to detectability changes as a function of distance from the central slice ͑e.g., cone-beam artifact͒. In addition, spheres presented to the observers were obtained from five consecutive slices, reducing the potential for single-sample bias in a manner that could not be achieved in studies involving smaller spheres. The influence of the reconstruction filter was quantified by examining two extremes-a smooth Hanning filter ͑h win = 0.5͒ and a sharp Ram-Lak filter ͑h win =1͒. Examples of axial and sagittal ROIs for the two choices of filter are illustrated in Fig. 2͑b͒ . Each test consisted of 400 ROI pairs, corresponding to two planes of visualization, two choices of reconstruction filter, five dose levels, and 20 repeats, with all other aspects of the test as described above.
A second effect can potentially degrade detectability in sagittal planes-viz., the cone-beam artifact associated with violation of Tuy's condition for a circular orbit. 51, 52 The artifact results in the misappropriation of signal power belonging to spatial frequencies in a range ͑constituting a "cone"͒ about the longitudinal axis in the 3D frequency domain, with extent of the cone determined by the system geometry. 53, 54 To minimize this effect ͑so that observed differences in detectability may be attributed to NPS asymmetry rather than cone-beam artifact͒ we note the following: ͑i͒ Stimuli were located in the central plane of 3D reconstruction, where the cone-beam artifact is negligible; ͑ii͒ stimuli were spherical, thus presenting a rich spectrum of signal power largely unaffected by the cone-beam artifact 55, 56 ͑as opposed, e.g., to a flat disk, 57 which suffers the artifact completely͒; ͑iii͒ the contrast and SDNR ͑as shown in Sec. III A͒ were equivalent in axial and sagittal planes, demonstrating that there is no loss in contrast ͑signal power misappropriation͒ and no difference in voxel noise; and ͑iv͒ qualitative visual inspection reveals no noticeable artifact in the sagittal images acquired under these conditions ͓e.g., Fig. 3͑b͔͒ . Therefore, differences in P corr measured between axial and sagittal planes are attributed to 3D NPS asymmetry, and not cone-beam artifact or differences in contrast or SDNR.
c. Study 3: The effect of prior knowledge. As shown in Table I , tests varied in terms of the instructions provided to the observer. In Tests 1-8, observers were informed exactly of the stimulus to be identified ͑and were shown sample images of such in training prior to each test͒-referred to below as SKE. In Tests 9-10, observers were told the contrast of the stimulus ͑and shown example images of such in training͒ but not the size-referred to as "Contrast-Known/ Size-Unknown ͑CKSU͒. Similarly in Tests 11 and 12, observers were told the size of the stimulus but not the contrast-referred to as "Contrast-Unknown/Size-Known ͑CUSK͒"-and in Test 13, observers were told neither the contrast nor size of the stimulus-referred to as SUK.
While prior information has been shown by many authors to affect observer performance in general, differences probed herein were of interest with respect to various applications of CBCT. For example, in CBCT-guided procedures ͑e.g., radiotherapy and surgery͒, the observer typically has full knowledge of the object being imaged ͑from preoperative CT and MRI͒, and the task is primarily to localize the target for precise delivery of a therapeutic agent-analogous to SKE. In diagnostic imaging, on the other hand, the observer may have little knowledge of the object to be detected ͑aside from clinical knowledge-e.g., that a certain lesion typically exhibits a certain shape or contrast͒, and the task is to determine what ͑if any͒ abnormality exists-analogous to SUK. For otherwise identical cases, it was therefore possible to evaluate differences in P corr versus dose resulting solely from the degree of prior knowledge via 2AFC tests conducted under the SKE/CKSU/CUSK/SUK conditions. Future work will involve LROC and ROC tests as more clinically realistic probes of these distinct guidance and diagnosis tasks.
III. RESULTS
III.A. Signal-difference-to-noise ratio
The contrast, noise, and SDNR are plotted as a function of dose in Fig. 4 . Figure 4͑a͒ confirms that contrast is independent of dose as expected. Moreover, the contrast of a given sphere appears to be the same between axial and sagittal planes within experimental error. Ideally, one would expect an approximate eight-fold increase in contrast from the 20 HU phantom to the 165 HU phantom; however, the dif- ference is approximately three fold ͑i.e., the measured relative contrast for the 165 HU phantom was ϳ3.2 times greater than the 20 HU phantom͒. Contrast reduction is attributable to increased x-ray scatter relative to conditions on the clinical scanner. Figure 4͑b͒ confirms that voxel noise reduces as the inverse square root of dose, and the voxel noise measured in axial and sagittal planes appears to be the same within experimental error. The SDNR is plotted as a function of dose in Fig. 4͑c͒ . In each case, SDNR increases as the square root of dose, and there is no appreciable difference between axial and sagittal planes. Note that the SDNR for all cases is less than three although many images could be correctly identified 100% of the time ͑P corr = 1.0͒. As discussed below, this raises interesting consideration of the Rose criterion 46, 47, 58 ͑which suggests a threshold of ϳ3-5 for reliable detection͒ with respect to spatial frequencies of interest in the imaging task compared to the spatialfrequency characteristics of the background and NPS.
III.B. 2AFC tests
Figures 5-8 summarize the results of the 2AFC tests. One case ͑out of 100͒ appeared to be an outlier in the data and was excluded from the analysis-viz., the case involving the ͑6.4 mm, 46 HU͒ sphere imaged at ϳ2 mGy was found retrospectively to exhibit a slight ring artifact in the noise-only image that appeared similar to the stimulus, causing observers to mistakenly select the noise-only image. Also, P corr for the 1.6 mm diameter spheres was typically in the range ϳ0.5-0.6 ͑near guessing͒, exhibited high variability, and was excluded for purposes of clarity. Such low performance was partly real ͑owing to physical performance challenges of imaging the small stimulus͒ and partly artifactual ͓visibility degraded by slight ring artifacts which are most severe near the center of 3D reconstruction, where the 1.6 mm sphere was located, as shown in Fig. 1͑b͔͒ .
III.B.1. Study I: Contrast-detail-dose detectability limits
Figures 5 and 6 show P corr as a function of dose for stimuli of various size and contrast. Results in Fig. 5 correspond to spheres of a given contrast ͓20, 46, and 105 HU in Figs. 5͑a͒-5͑c͒, respectively͔ with separate curves plotted for each diameter. Figure 6 presents the same data, with separate curves plotted for ͑a͒ various contrasts and ͑b͒ various dose levels. The general trend throughout is as expected: P corr increases with dose, contrast, and diameter. As shown in Fig.  5͑a͒ for the lowest-contrast sphere ͑20 HU͒, P corr increases from ϳ0.5-0.6 ͑pure guessing͒ to ϳ0.9-1.0 ͑perfect response͒ across the range of diameters 3.2-12.7 mm; therefore, for this fairly challenging soft-tissue structure, stimuli below ϳ6 mm in size are poorly visualized, while stimuli Ͼ9 mm are well seen, particularly at dose ϳ3 mGy or greater. For a higher-contrast sphere ͓e.g., 105 HU as in Fig.  5͑c͔͒ , detectability of the 3.2 mm stimulus depended markedly on dose, whereas stimuli Ͼ6 mm diameter were well seen at all dose levels investigated.
Similarly in Fig. 6͑a͒ , the 6.4 mm sphere was well seen at all dose levels for higher-contrast stimuli ͑105 and 165 HU͒. The detectability of more subtle stimuli ͑20 and 46 HU͒, however, depended more strongly on dose, illustrating the importance of knowledgeable, task-specific selection of imaging techniques. For example ͓Fig. 6͑a͔͒, the detectability of the ͑6.4 mm, 46 HU͒ sphere ranged from poor to conspicuous over the range from ϳ1 to ϳ5 mGy. Figure 7 shows P corr versus dose for axial and sagittal planes of visualization, for both "smooth" ͑Hanning͒ and "sharp" ͑Ram-Lak͒ reconstruction filters. As shown in Fig.  7͑a͒ ͑6.4 mm, 105 HU sphere͒, there is a slight improvement in the axial plane compared to the sagittal. The difference is greater for the sharp filter, as shown in Fig. 7͑b͒ , owing to greater asymmetry in the 3D NPS. Cases involving more conspicuous stimuli ͑P corr ϳ 1͒ and more challenging stimuli ͑P corr ϳ 0.5-0.6͒ exhibited a smaller difference in detectability between axial and sagittal planes-appearing obvious or invisible, respectively, in either domain regardless of the plane of visualization or reconstruction filter. Intermediate stimuli, however, were subject to the effect-particularly in association with sharp filters that increase the degree of NPS asymmetry.
III.B.2. Study #2: Axial versus sagittal plane of visualization
The differences in detectability illustrated in Fig. 7 are attributed to NPS asymmetry and not SDNR or cone-beam artifact for reasons previously outlined. First, the cone-beam artifact is believed to be negligible under the conditions considered. Second, as shown in Fig. 4 , differences in contrast, noise, and SDNR are negligible. Third, the effect is amplified for sharper reconstruction filters. The results are consistent with previous investigations [20] [21] [22] of the 3D NPS and detectability index 34 that show: ͑i͒ Superior low-frequency NEQ in axial planes; 21 ͑ii͒ improved detectability index in axial planes for low-frequency detection tasks; 21 ͑iii͒ higher NEQ for systems with a low-pass presampling transfer characteristic in the longitudinal direction ͑viz., indirect versus directdetection FPDS͒; 20 ͑iv͒ improved NEQ for such systems using a smoother filter; 20 and ͑v͒ overall improvement in the minimum detectable sphere size in axial versus sagittal planes. 21 Such studies involved analysis of the ideal observer, with results attributable solely to signal and noise FIG. 7 . Performance ͑P corr ͒ measured in axial versus sagittal planes for ͑a͒ a smooth Hanning filter and ͑b͒ a sharp Ram-Lak filter. Results demonstrate that detection of a ͑6.4 mm, 105 HU͒ sphere is different between these planes of visualization, superior in the axial domain, and reduced for the sharp ͑Ram-Lak͒ filter. As shown in ͑b͒, the difference in detectability between axial and sagittal planes is increased for the sharper filter.
FIG. 8. Performance ͑P corr ͒ measured under various levels of prior knowledge provided to the observer ͑See Table I͒ . ͑a͒ The most subtle stimulus ͑3.2 mm, 20 HU sphere͒ was essentially undetectable under SUK conditions, with a small boost under SKE conditions. ͑b͒ Stimuli of intermediate detectability ͑e.g., a 6.4 mm, 20 HU sphere͒ exhibited a greater difference between SUK and SKE conditions. ͑c͒ For more conspicuous stimuli ͑e.g., a 6.4 mm, 46 HU sphere͒, there was no appreciable difference between levels of prior knowledge.
transfer characteristics of the imaging system ͑rather than more complicated psychophysical effects͒. The effects demonstrated in Fig. 7 may be accentuated beyond that due solely to the 3D NEQ, with possible effects resulting from degradation in real observer performance under conditions where the background noise is asymmetric ͑combined midpass/low-pass characteristic in x / z directions of sagittal planes͒ compared to cases where the background noise is symmetric ͑midpass characteristic in both x and y directions in axial planes͒-i.e., the asymmetric background noise texture ͓as in Figs. 2͑b͒ and 3͔ may be poorly matched to the eye response of a real observer.
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III.B.3. Study #3: The effect of prior knowledge Figure 8 shows P corr as a function of dose under various levels of prior knowledge provided to the observer regarding ͑a͒ subtle, ͑b͒ intermediate, and ͑c͒ more conspicuous stimuli. For the most subtle stimuli ͓20 HU, 3.2 mm sphere as in Fig. 8͑a͔͒ , performance under SKE conditions was elevated at all dose levels compared to SUK conditions, from pure-guessing to P corr ϳ 0.6. For intermediate stimuli ͓20 HU, 6.4 mm sphere as in Fig. 8͑b͔͒ , the improvement in performance appears greater ͑e.g., P corr ϳ 0.85 for SKE, compared to ϳ0.65 for SUK at the highest dose͒. For more conspicuous stimuli ͓46 HU, 6.4 mm sphere as in Fig. 8͑c͔͒ , there was no appreciable difference in performance among various levels of prior knowledge. Results for intermediate levels of prior knowledge ͑CKSU and CUSK͒ were between the SKE and SUK results, as might be expected, and were excluded from the graphs for clarity.
These results are interesting in at least two respects. First, the measured differences in P corr are not due to differences in image quality, owing rather to psychophysical characteristics for known versus unknown signal detection tasks. Second, the results hold implications in relation to diagnostic versus image-guidance applications where the degree of observer knowledge regarding the stimulus may vary in analogy to SKE and SUK. For challenging imaging tasks, knowledge of the stimulus can significantly elevate detectability above the level of pure-guessing ͓Fig. 8͑a͔͒ and indicate lower-dose techniques at fixed detectability ͓e.g., a factor of 2 or more in D 70 for SKE compared to SUK in Fig. 8͑b͔͒ . The results illustrate a simple, intuitive fact that is well known in the perception literature that "if you know what you are looking for, it is easier find it" and, more importantly, quantifies the dosimetric implications in CBCT.
IV. DISCUSSION AND CONCLUSIONS
Concurrent with the development of new imaging technologies over the last 20-30 years have come important advances in the evaluation of imaging performance, including standardization of performance measurement, practical metrics and physical models, and greater use and variations of ROC analysis. Still, the deceptively simple question presented to the imaging scientist, Can I see it? ͑or more specifically, At what dose can I see it? or from the standpoint of statistical decision theory, Does the image more likely represent A or B?͒ is often elusive and requires quantitation of at least three aspects of the imaging chain: ͑i͒ Precise definition of the imaging task; ͑ii͒ characterization of the physical performance of the imaging system; and ͑iii͒ an understanding of the observer response. Particularly in the development of new technologies, an understanding of these factors is key to optimization and knowledgeable clinical deployment. For CBCT, characterization of physical performance metrics ͑e.g., SDNR and the 3D NPS or NEQ͒ together with evaluation of human observer performance ͑e.g., AFC tests͒ helps to uncover the physical factors governing image quality and quantify their impact upon detectability.
The 2AFC tests quantify low-dose soft-tissue detectability trends in CBCT and illustrate several points: ͑1͒ Confident detection ͑P corr Ͼ 70% ͒ of a large low-contrast structure on a uniform background ͑viz., a sphere of diameter much greater than the system correlation length͒ is achieved at contrast-tonoise ratio well below that suggested by the Rose criterion; ͑2͒ the detectability of a given object depends on the degree and symmetry of noise correlation ͑e.g., axial versus sagittal planes in CT͒; and ͑3͒ such tests give a useful probe of the role of prior knowledge in such detection tasks ͑with implications, e.g., in diagnostic versus image-guidance applications͒. Figure 9 plots the dose required to achieve detection ͑D 70 , corresponding to P corr = 70%͒ as a function of the diameter and contrast of the stimulus, as estimated from the curve fits of P corr versus dose ͑as seen in Figs. 5 and 6͒, with uncertainty calculated from error in fitting parameters. The overall trends are intuitive ͑D 70 declines with diameter and contrast͒, but not obvious. The data suggest low-dose limits for taskspecific CBCT techniques and reveal the dose at which stimuli are confidently visualized with this new technology. Perhaps more importantly, the results help to establish to FIG. 9 . Dose required to achieve a given level of detectability ͑viz., the dose required to achieve P corr = 70%͒ plotted as a function of size and contrast of the stimulus. The measurements suggest low-dose detectability limits for various size and contrast of soft-tissue structures. Curve fits are singleparameter curves of the form D 70 = ͑k / diameter͒, intended as a guide for the eyes ͑not a physical model͒.
what extent dose can be reduced for various tasks without compromising detectability. Given the simplicity of the forced-choice detection task and the uniform background, the implied dose levels should be interpreted clinically as lower bounds-e.g., D 70 for detection of a ͑6 mm, 20 HU͒ sphere is ϳ2 mGy. It is worth reiterating, however, that results are based upon CBCT images acquired without an antiscatter grid and without a scatter correction algorithm; further improvement in SDNR ͑reduction in D 70 ͒ can be expected through improved management of x-ray scatter. [59] [60] [61] Considering the detectability thresholds of Fig. 9 in relation to the SDNR values of Fig. 4͑c͒ , we see that detectability in these simple forced-choice detection tasks is achieved for conditions corresponding to SDNR of ϳ1, considerably below the Rose criterion ͑SDNR ϳ3-5͒. In such 2AFC tests, observers were clearly able to "detect" the stimulus ͑i.e., able to identify it in a binary choice͒ before it might be considered "visible" ͑in the colloquial sense͒, with differences between "detectability" and "visibility" owing to several factors. First, detection of a disk on a uniform background corresponds to a low-frequency task function 34 ͑e.g., for a disk of diameter 3 mm, a first-order Bessel function, J 1 ͑f͒ / f, with first zero at ϳ0.4 mm −1 ͒. Therefore, the task function is highest at the same frequencies that the ͑axial͒ NPS is lowest, resulting in improved detectability compared to detection in white noise ͑as considered by Rose͒. Similarly, detectability would be reduced ͑D 70 increased͒ for cases of lumpy ͑or variable͒ background and higher-order tasks ͑e.g., discrimination͒, the former adding noise-power at low frequencies and the latter involving a higher-frequency task function ͑where the axial NPS is higher͒. For the specific case of anatomic backgrounds, detectability could be decreased due to the 1 / f ␤ characteristic of anatomical clutter, [62] [63] [64] [65] [66] which has been described also in terms of a lowfrequency reduction in the "generalized" DQE. 67, 68 The results suggest differences in detectability of a given object visualized in axial versus sagittal planes attributable to asymmetry in the 3D NPS, with the axial case exhibiting slightly higher detectability for the tasks considered. While it is important to recognize that different reconstruction algorithms affect the NPS in different ways, such asymmetry is not unique to the FDK algorithm. The 3D NPS asymmetry examined here is similar to that imparted by z-interpolation in helical CT. Conventional axial CT also involves 3D NPS asymmetry-midpass in the axial domain, compared to uncorrelated noise in the longitudinal direction. The effect is consistent with previous analysis of the 3D NEQ and detectability index, 20, 21 owing to the spatial-frequency content of the NPS relative to the imaging task: The axial NPS peaks at midfrequencies, whereas the longitudinal ͑z͒ component of the sagittal/coronal NPS is purely low-pass; therefore, detectability of a disk in a uniform background is improved for the former case. That is not to say that the axial domain is generally superior; on the contrary, it suggests that higherorder tasks involving middle and high frequencies ͑e.g., discrimination, size estimation, etc.͒ may perform better in the sagittal domain. Similarly, the low-pass characteristic of the sagittal NPS may provide superior performance for tasks involving lumpy and/or variable background. Given the growing clinical utilization of "3D contouring" ͑e.g., in radiotherapy guidance͒ and multiplanar views ͑e.g., coronal readings of MDCT͒ it is important to recognize that a given object can exhibit different detectability in different domains of visualization owing to the asymmetric characteristic of the 3D NPS.
The 2AFC tests provided insight into the role of prior knowledge on detectability, suggesting a significant difference between SKE and SUK conditions for objects near the detectability limit. While the results pertain to a simple detection task, the results hold implication for a variety of diagnostic and image-guided applications seeking dose reduction-for example: ͑i͒ Follow-up screening of lung nodules via low-dose CT ͓for which the task is typically size estimation, and prior knowledge ͑CKSU͒ is gained from the original screening exam͔; and ͑ii͒ image-guided surgery or radiation therapy via CBCT ͓for which the task is typically localization, and prior knowledge ͑SKE͒ is available from diagnostic and planning data͔. The results suggest the potential for dose reduction in situations where the observer has prior knowledge of the stimulus compared to that in which he or she does not. For example, D 70 for a ͑6.4 mm, 20 HU͒ sphere was ϳ2.5 mGy under SKE conditions, compared to ϳ5 mGy or greater for SUK conditions.
While the results pertain to fairly simple and idealized tests, the approach of linking physical performance metrics ͑SDNR and NPS͒ to real observer performance ͑P corr ͒ is useful in identifying low-dose techniques and guiding clinical deployment in a manner that explicitly considers the imaging task. The observed low-dose soft-tissue detectability limits are consistent with previous investigation in CBCT-guided head and neck surgery, 40 and suggest the potential for further dose reduction in CBCT-guided radiation therapy. 41 The results are generally consistent with those of Boone et al. 42 for diagnostic CBCT imaging of the breast at ϳ4 -9 mGy, recognizing differences in imaging geometry, beam energy, object size, etc. Implications for CBCT of the head and neck in dental-maxillofacial applications are clear, with low-dose limits for bone and soft-tissue visualization of ϳ5 mGy-a bit higher ͑ϳ8 mGy͒ for smaller and more subtle features and a bit lower ͑ϳ2-3 mGy͒ for larger and more conspicuous features. The influence of 3D NPS correlation on detectability among various planes of visualization should be considered in each of these applications, recognizing the potential for different performance in axial versus sagittal/ coronal planes, depending upon the imaging task. Future work includes evaluation of imaging performance in phantoms appropriate to larger body sites ͑e.g., chest, abdomen, and pelvis͒, for which the influence of x-ray scatter, beam hardening, object truncation, and similar artifacts are considerably increased. 
