Abstract. We study the sum of divisors of the quadratic form m We obtain the asymptotic formula
Introduction
Let τ (n) denote the number of divisors of n. Gafurov [3, 4] investigated the sum S 2 (X) = 1 m,n X τ (m 2 + n 2 ), and obtained the asymptotic formula S 2 (X) = A 1 X 2 log X + A 2 X 2 + O(X 5/3 log 9 X),
where A 1 and A 2 are certain constants. This was improved by Yu [10] , who proved that
for any fixed positive real number ε. C. Calderón and M. J. de Velasco [1] studied the divisors of the quadratic form m (log x)e(−xβ)dx dβ.
Recently, Guo and Zhai [5] improved (1.2) to
where ε is an arbitrary positive number. The purpose of this paper is to prove the following result.
Theorem 1.1. Let S 3 (X) be defined in (1.1). We have S 3 (X) = 8ζ(3) 5ζ(5) X 3 log X + (S 1 I 2 + S 2 I 1 )X 3 + O(X 2 log 7 X). (1.5) It is worth to pointing out that the error term O(X 2 log 7 X) in (1.5) cannot be replaced by o(X 2 log X). Otherwise, on considering X = N + 1/3 and X = N + 2/3 with N a positive integer, we have for j = 1, 2 that
This leads to a contradiction since S 3 (N + ). Therefore, the room for the further improvement is no more than O(log 6 X).
Preliminaries
Throughout this paper, we assume that X is a sufficiently large real number. Let P = ⌊5X⌋, where ⌊x⌋ denotes the greatest integer not exceeding real number x.
Our initial approach is to install the smooth weight in our problem. Let w 0 (x) be a function on [0, ∞) satisfying w 0 (x) = 1 for x = [0, 3], w 0 (x) = 0 for x 4 and w ′′ 0 (x) exists for x > 0. Let w 1 (x) be a function supported on [1/2, 3] satisfying w 1 (x) = 1 for 1 < x < 2 and w ′′ 1 (x) exists for 0 < x < 2. Now we introduce the function w(x) defined by
Note that w(x) is a smooth function supported on [1/2, 4X 2 ]. By (1.1),
Since m 1 , m 2 , m 3 X and m = n together imply n 3X 2 , we conclude that
In order to apply the circle method, we introduce the exponential sums
where we write e(z) for e 2πiz . By orthogonality,
Let g be a smooth, compactly supported function on (0, ∞). The Voronoi type summation formula asserts that
where (a, q) = 1, a denotes the inverse of a modulo q, and
Here Y 0 and K 0 denote the standard Bessel functions. For the proof of the above well-known formula, one may refer to Section 4.5 of Iwaniec and Kowalski [8] . For 0 < x ≪ 1, one has
Their derivatives fulfil recurrence relations: for any ν 0,
where ǫ = 1 for B = Y and ǫ = −1 for B = K.
The properties of the Gauss sum
We define S(q, a, n) = q x=1 e( ax 2 + nx q ) and S(q, a) = S(q, a, 0).
The proof of Lemma 3.1 is elementary, and the proofs of Lemmas 3.2-3.4 can be found in Chapter 7 of [7] . We define
S(q, a, n 1 )S(q, a, n 2 )S(q, a, n 3 )e a m q , and write T (q) = T (q; 0, 0, 0, 0).
Lemma 3.5. Suppose that (q 1 , q 2 ) = 1. Then one has
Proof. The proof is standard. We have
By Lemma 3.1, we obtain
The desired conclusion is established.
In view of Lemma 3.5, to obtain the upper bound for T (q; n 1 , n 2 , n 3 , m), it suffices to consider T (p r ; n 1 , n 2 , n 3 , m).
Lemma 3.6. One has
Proof. This follows from Lemma 3.3.
Lemma 3.7. Suppose that p > 2. Then one has
and
Proof. By Lemma 3.2, for p > 2 one has
Therefore,
This confirms (3.1). To prove (3.2), we deduce that
Then (3.2) follows from Lemma 3.2 and Lemma 3.4.
Lemma 3.8. Suppose that q = q 1 q 2 with (q 1 , q 2 ) = 1, q 1 square-free and q 2 square-full. Then one has
Proof. This follows from Lemmas 3.5-3.7 immediately.
From now on, we assume that q has the decomposition q = q 1 q 2 with (q 1 , q 2 ) = 1, where q 1 is square-free and q 2 is square-full.
Approximations for f (α) and h(α)
Lemma 4.1. Suppose that (a, q) = 1, q P and |β|
where E(b, q, β) satisfies
Proof. The result is implied by the proof of Theorem 4.1 of Vaughan [9] . One has
Then we can obtain
where
Note that |2xβ − b/q| < 1 for x X. By Lemma 4.2 in [9] , 
We can see
It follows from (4.5) and (4.6) that
The proof is completed. (log x + 2γ − 2 log q)e(xβ)w(x)dx (4.7)
e − a n q ∆(n, q, β),
where ∆(n, q, β) satisfies
Proof. On applying (2.2) with g(x) = e(xβ)w(x), we obtain
(log x + 2γ − 2 log q)e(xβ)w(x)dx
We use B to denote the Bessel function Y or K. In view of (2.6), we deduce from integration by parts that
By the definition of w(x), we have w ′′ (x) ≪ |x −2 χ S (x)| and w ′ (x) ≪ |x −1 χ S (x)|, where χ S denotes the characteristic function over the set S
From above, we deduce that
By (2.4) and (2.5),
Then we obtain |n|>q 2 |∆(n, q, β)| ≪ q log 2 (q + 2) + |β| 2 X 7/2 q log(q + 2). (4.10)
We also have
We first handle ∆ 1 . By (2.6),
Then from (4.9), we get
We apply (2.6) again to deduce that
When |n| q 2 , by (2.4) with ν = 1, we have
It follows from above that if |n| q 2 , then . For any v ∈ Z, we have
(log x + 2γ − 2 log q)e(−xβ)w(x)dx and D(q, β) satisfies
e(x 2 β)dx and ϑ(β, q) = (log x + 2γ − 2 log q)e(xβ)w(x)dx.
Set B = 3q/2. Then we introduce
By Lemmas 4.1-4.2, we get
We only handle D 1 , D 4 , D 5 and D 7 . The estimates for D 2 , D 3 and D 6 can be handled similarly. By Lemma 3.8,
2 . Then by (4.2) and (4.8),
Therefore, we can obtain
For D 4 , one has by (4.2), (4.8) and (4.12) that
Then one has
By (4.2) and (4.13),
It follows that
By (4.2), (4.12) and (4.13),
Similarly, we can prove
Therefore, (4.14) is established.
The Proof of Theorem 1.1
The apply the Hardy-Littlewood-Kloosterman circle method to decompose the integral (2.1), getting
, 1 q(q + q ′′ ) with q ′ and q ′′ satisfying
Note that
We exchange the summation over a and the integration over β by the standard technique. One may refer to the proof of Lemma 13 of Estermann [2] for this technique (see also Section 3 of Heath-Brown [6] ). We have
for some function σ satisfying
In light of Lemma 4.3,
Then we conclude by (5.2) that Then we deduce from Lemma 3.8 and (5.2) that
Moreover, we have
From (5.3), (5.4) and (5.5), we get
S(q, a) Note that |I(β, q) − I 0 (β, q)| ≪ X 3 (log X)(1 + X 2 |β|) −3/2 . Then we deduce It is easy to verify q P T (q) q 4 = S 1 + O(X −1 log X), and q P T (q)(2γ − 2 log q) q 4 = S 2 + O(X −1 log 2 X),
where S 1 and S 2 are given by (1.3) and (1.4) respectively. Then we finally obtain S 3 (X) = S 1 J 1 X 3 log X + (S 1 J 2 + S 2 J 1 )X 3 + O(X 2 log 7 X).
Note that S 1 , S 2 , J 1 , J 2 are constants independent of X. The proof of Theorem 1.1 is completed.
