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Resumen
En esta nota damos la motivacio´n y algunos detalles del grupo {At}, el cual surge al generalizar la cla´sica teorı´a
de Caldero´n-Zygmund sobre las integrales singulares.
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Abstract
In this note we give the motivation and some details about the group {At}, which appears in the generalization of
the classical Caldero´n-Zygmund’s theory on singular integrals.
Keywords. Singular Integrals, Kernel, Homogeneity, Infinitesimal operator, Caldero´n-Zygmund.
1. Introduccio´n. Un capı´tulo importante en el ana´lisis armo´nico es la teorı´a de Caldero´n-Zygmund sobre
integrales singulares, pues ella, por ejemplo, establecio´ conexiones con las ecuaciones en derivadas parciales; ver,
por ejemplo, [1] y [5] para una presentacio´n del tal teorı´a. Sea x ∈ Rn y Tf(x) = ∫Rn k(x−y)f(y)dy una integral
singular donde el nu´cleo k(x) satisface la condicio´n de homogeneidad de grado −n, esto es, k(tx) = t−nk(x),
con t > 0. Esta condicio´n para el nu´cleo permite tener una buena teorı´a, ası´ tales operadores son continuos en los
espacios Lp, 1 < p <∞. El e´xito de la teorı´a de Caldero´n-Zygmund permitio´ la investigacio´n de las ecuaciones de
tipo parabo´lico en donde se consideran nu´cleos k(x, s) que satisfacen la condicio´n de homogeneidad k(tx, tms) =
t−n−mk(x, s); los operadores construı´dos en base a ellos son tambie´n continuos en Lp, 1 < p < ∞. Este tipo
de operadores fueron estudiados por B.F.Jones (1964), E.B. Fabes (1966), y continuado por otros analistas. Tales
condiciones de homogeneidad fueron generalizados por E.B. Fabes - N. Riviere en 1966 [3] quienes consideran
nu´cleos que satisfacen una condicio´n de homogeneidad mixta:
k(tα1x1, ..., t
αnxn) = t
−∑ni=1 αik(x1, ..., xn),
donde t > 0, αi ≥ 1, x = (x1, ..., xn) ∈ Rn.
Consideremos ahora la funcio´n
F (x, ρ) =
n∑
j=1
x2j
ρ2αj
,
donde x es fijo, ρ > 0. Se observa que F (x, ρ) es una funcio´n decreciente de ρ, luego la ecuacio´n F (x, ρ) =
1 tiene una u´nica solucio´n que se llamara´ ρ(x). Pongamos Sn−1 = {x ∈ Rn/|x| = 1}. Entonces se tiene
∗Pontificia Universidad Cato´lica del Peru´, Seccio´n Matema´ticas. Peru´ (jortiz@pucp.edu.pe). .
.....................................................................................................................................................................................................................................
This work is licensed under the Creative Commons Attribution-NoComercial-ShareAlike 4.0.
27
28 Alejandro Ortı´z Fernandez.- Selecciones Matema´ticas. 05(01): 27-33 (2018)(
x1
ρα1 (x) , ...,
xn
ραn (x)
)
∈ Sn−1 pues
x21
ρ2α1(x)
+ ...+
x2n
ρ2αn(x)
= F (x, ρ) = 1.
Adema´s tenemos el
Lema 1.1. ρ(x) es una me´trica.
Prueba. ρ(x) ≤ 1 es equivalente a |x| ≤ 1, ya que ρ(x) ≤ 1 implica 1
ρ2αj (x)
≥ 1
de donde
n∑
j=1
x2j ≤
n∑
j=1
x2j
ρ2αj (x)
= 1, esto es, |x| ≤ 1.
Adema´s se tiene
ρ(tα1x1, ..., t
αnxn) = tρ(x1, ..., xn), (+)
esto es, se tiene ρ(tαx) = tρ(x).
En efecto;
n∑
j=1
t2αjx2j
ρ2αj (tα1x1, ..., tαnxn)
= 1 =
n∑
j=1
x2j
ρ2αj (x1, ..., xn)
,
de donde
t2αj
ρ2αj (tα1x1, ..., tαnxn)
=
1
ρ2αj (x1, ..., xn)
,
esto es, t2αjρ2αj (x1, ..., xn) = ρ2αj (tα1x1, ..., tαnxn), de donde se obtiene (+).
Probemos ahora la desigualdad triangular: ρ(x+ y) ≤ ρ(x) + ρ(y).
En efecto:
Llamemos t1 = ρ(x), t2 = ρ(y). t = t1 + t2.
Por las observaciones hechas es suficiente ver que(
x1 + y1
tα1
, ...,
xn + yn
tαn
)
=
((
t1
t
)α1
x∗1, ...,
(
t1
t
)αn
x∗n
)
+
((
t2
t
)α1
y∗1 , ...,
(
t2
t
)αn
y∗n
)
,
donde (x∗1, ..., x
∗
n) y (y
∗
1 , ..., y
∗
n) esta´n en S
n−1. Esta igualdad es cierta ya que(
x1 + y1
tα1
, ...,
xn + yn
tαn
)
=
( x1
tα1
, ...,
xn
tαn
)
+
( y1
tα1
, ...,
yn
tαn
)
=
(
tα11
tα1
x1
tα11
, ...,
tαn1
tαn
xn
tαn1
)
+
(
tα12
tα1
y1
tα12
, ...,
tαn2
tαn
yn
tαn2
)
.
Pongamos x∗i =
xi
t
αi
1
, donde i = 1, 2, ..., n. Luego,
n∑
i=1
(x∗i )
2 =
n∑
i=1
x2i
t2α11
=
n∑
i=1
x2i
ρ2αi(x)
= 1;
de ello (x∗1, ..., x
∗
n) ∈ Sn−1.
De igual modo si y∗i =
yi
t
αi
2
, se tiene tambie´n (y∗1 , ..., y
∗
n) ∈ Sn−1.
Por otro lado tenemos que:((
t1
t
)α1
x∗1, ...,
(
t1
t
)αn
x∗n
)
+
((
t2
t
)α1
y∗1 , ...,
(
t2
t
)αn
y∗n
)
=
t1
t
((
t1
t
)α1−1
x∗1, ...,
(
t1
t
)αn−1
x∗n
)
+
t2
t
((
t2
t
)α1−1
y∗1 , ...,
(
t2
t
)αn−1
y∗n
)
∈ Sn,
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donde Sn = {x ∈ Rn/|x| ≤ 1}, ya que (x∗1, ..., x∗n) ∈ Sn−1, (y∗1 , ..., y∗n) ∈ Sn−1, 0 ≤ tit ≤ 1, y por la convexi-
dad de la bola Sn observando que t1t +
t2
t = 1.
Resumen: Se ha probado que
(
x1+y1
tα1 , ...,
xn+yn
tαn
) ∈ Sn, esto es, x+ytα ∈ Sn, lo que implica que ∣∣x+ytα ∣∣ ≤ 1,
lo que es equivalente a ρ
(
x+y
tα
) ≤ 1, de donde 1t ρ(x+ y) ≤ 1 o ρ(x+ y) ≤ t = t1 + t2 = ρ(x) + ρ(y).
Esto termina el lema.
Nota. Los argumentos dados hasta aca´ encierran el germen de un nuevo enfoque del ana´lisis real cla´sico a
trave´s de me´trica parabo´lica ρ(x).
Fabes-Riviere [3] estudiaron la siguiente clase de operadores integrales singulares. Sea x ∈ Rn y el nu´cleo
k : Rn − {0} → C, y sean αi nu´meros reales, αi ≥ 1, i = 1, 2, ..., n. Asumamos que 1 = α1 ≤ α2 ≤ .... ≤ αn y
consideremos las siguientes hipo´tesis sobre k(x):
(i). k(tα1x1, ..., tαnxn) = t−
∑
αik(x1, ..., xn), con t > 0, esto es k(tαx) = t−|α|k(x).
Observemos que si:
t =

tα1 0 . . . 0
0 tα2 . . . 0
...
...
. . .
...
0 0 . . . tαn
 ,
la condicio´n de homogeneidad serı´a k(tx) = |det(t)|−1k(x).
(ii).
∫
Sn−1 |k(x)|dσ < ∞; se puede asumir
∫
Sn−1 |k(x)|dσ ≤ 1 y
∫
Sn−1 k(x)J(ϕ1, ..., ϕn−1)dσ = 0, donde
el jacobiano J aparece al hacerse el cambio de variables
x1 = ρ
α1 cosϕ1... cosϕn−2 cosϕn−1
x2 = ρ
α2 cosϕ1... sinϕn−1
· · · = · · · · · · · · ·
xn = ρ
αn sinϕ1,
y donde dx = dx1 · · · dxn = ρ(
∑
αi)
−1
J(ϕ1, ..., ϕn−1)dρdσ; dσ es el elemento de a´rea de Sn−1.
Consideremos ahora el nu´cleo truncado
kε(x) =
 k(x) si ρ(x) > ε
0 si ρ(x) ≤ ε
y el operador truncado f˜ε(x) definido vı´a
f˜ε(x) =
∫
kε(x− y)f(y)dy,
donde f ∈ D(Rn). Entonces, si ∫
{x/ρ(x)≥4ρ(y)}
|k(x− y)− k(x)|dx ≤ C,
entonces Fabes-Riviere verifican que
(a). ‖f˜ε‖Lp ≤ Ap‖f‖Lp , 1 < p <∞, donde Ap = Ap(p, α1, ..., αn,
∫
Sn−1 |k(x)|dσ).
(b). ∃f˜ ∈ Lp(Rn) tal que l´ımε→0 ‖f˜ − f˜ε‖Lp = 0.
Nota. Este resultado es una significativa generalizacio´n de la teorı´a de Caldero´n-Zygmund.
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2. Definicio´n y Propiedades del Grupo {At}. Volvamos a la cuestio´n de la homogeneidad del nu´cleo de los
operadores integrales singulares considerados antes.
Observemos que la condicio´n de homogeneidad de Fabes-Riviere sugiere la siguiente transformacio´n
At : Rn → Rn
donde At(x1, ..., xn) = (tα1x1, ..., tαnxn). Surge entonces la cuestio´n si se podrı´an considerar transformaciones
lineales ma´s generales de Rn tales que au´n se tenga la continuidad de tales operadores sobre los espacios Lp, 1 <
p <∞, o sobre otros espacios de funciones!...
A finales de los an˜os 1960’s la generalizacio´n de la teorı´a de Caldero´n-Zygmund a trave´s del grupo {At} se
imponı´a en forma natural. En esta direccio´n mencionemos los trabajos de M. de Guzma´n [4], N. Riviere [6] y A.
Torchinsky [7]. El siguiente argumento descansa en ideas de Riviere.
Sea {At}t>0 un grupo de transformaciones lineales de Rn tal que:
(i). AsAt = Ast; esta condicio´n es motivada por el anterior argumento,
Ast(x1, ..., xn) = ((st)
α1x1, ..., (st)
αnxn) = (s
α1tα1x1, ..., s
αntαnxn)
(poniendo yi = tαixi) = (sα1y1, ..., sαnyn)
= As (t
α1x1, ..., t
αnxn)
= AsAt(x1, ..., xn).
(i)’. A1 = I (identidad). Esto es, I = A = At.t−1 = AtAt−1 y asumimos que At−1 = (At)−1. Ası´, en el caso
particular que nos ocupa tendrı´amos, A1(x1, ..., xn) = (x1, ..., xn).
(ii). La aplicacio´n
Π : (0,∞) −→ L(Rn,Rn)
t 7−→ At es continua con respecto a la topologı´a uniforme de ope-
radores, esto es, con respecto a la topologı´a del espacio normado L(Rn,Rn).
(iii). El grupo satisface ‖Atx‖ ≤ t‖x‖, para 0 < t ≤ 1, x ∈ Rn, y de esta manera ‖At‖ ≤ t.
Notas:
• La condicio´n (i) sugiere tomar una representacio´n para el grupo {At}, t > 0. Tal respresentacio´n es
{eP log t}, donde P es una matriz real n× n llamada el operador infinitesimal del grupo; esto es sugerido
pues Ast = eP log st = eP log seP log t = AsAt.
En el caso de Fabes-Riviere se tendrı´a At(x1, ..., xn) = eP log t(x1, ..., xn) = (tα1x1, ..., tαnxn), donde
P =

tα1 0 . . . 0
0 tα2 . . . 0
...
...
. . .
...
0 0 . . . tαn
 .
En lo que sigue, desde que At = eP log t = tP , t > 0, se usara´ la notacio´n {At} o {tP }. Si t ≥ 1 se tiene
‖At‖ ≤ t‖P‖.
•• Estas transformaciones generales son utilizadas para considerar operadores integrales singulares asocia-
dos a nu´cleos k(x) satisfaciendo la condicio´n de homogeneidad generalizada
k(eP log tx) = k(Atx) = t
−trP k(x),
con x 6= 0, t > 0, trP = traza de P .
Algunas Propiedades de {At}.
(a). ‖t
P x‖
t es una funcio´n no-decreciente de t.
En efecto, si s < t se tiene ‖sPx‖ = ‖( st )P tPx‖ ≤ st ‖tPx‖, esto es, 1s‖sPx‖ ≤ 1t ‖tPx‖.
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Esta propiedad implica que ‖tPx‖ es una funcio´n estrictamente no-decreciente ya que si s < t se tiene
1
s‖sPx‖ ≤ 1t ‖tPx‖, lo que implica ‖sPx‖ ≤ st ‖tPx‖ < ‖tPx‖.
(b). Para x ∈ Rn − {0} existe un u´nico vector tx tal que t−Px x ∈ Sn−1.
En efecto, se observa que t−P = (t−1)P . Por otro lado, t−Px x ∈ Sn−1 implica ‖t−Px x‖ = 1 o
‖(t−1x )Px‖ = 1 o en la otra notacio´n que ‖At−1x x‖ = 1.
La propiedad quedarı´a probada si se verifica que
(i). ‖At−1x x‖ → 0 si tx →∞.
(ii). ‖At−1x x‖ → ∞ si tx → 0.
(iii). ‖At−1x x‖ es una funcio´n continua decreciente de t.
En efecto,
(i). ‖At−1x x‖ ≤ [desde que si tx →∞, t−1x → 0 y podemos considerar que t−1x < 1] ≤ t−1x ‖x‖.
(ii). Si tx → 0 podemos tomar tx ≤ 1. Pongamos x = Atxy de donde y = At−1x x. Luego, ‖x‖ =
‖Atxy‖ ≤ tx‖y‖ = tx‖At−1x x‖; de esta manera
‖x‖
tx
≤ ‖At−1x x‖. Pero
‖x‖
tx
→ ∞ si tx → 0, luego
‖At−1x‖ → ∞.
(iii). Si t1 ≤ t2, ‖At−12 x‖ = ‖At1t−12 At−11 x‖ ≤ t1t
−1
2 ‖At−11 x‖ ≤ ‖At−11 x‖. Por tanto queda probado
(b).
Nota. La norma ‖t−Px x‖ ≡ ‖At−1x x‖ es lo que en la anterior notacio´n es la funcio´n F (x, ρ(x)) donde
ponemos ρ(x) = tx. De esta manera Fabes-Riviere estudian a la funcio´n F (x, ρ(x)) = ‖Aρ−1(x)x‖.
(c). La funcio´n ρ(x) =
 tx si x 6= 0
0 si x = 0
, satisface ρ(tPx) = tρ(x) (condicio´n de homogeneidad) y la
desigualdad triangular ρ(x+ y) ≤ ρ(x) + ρ(y).
En efecto, pongamos ρ(tPx) = s; como ρ(tPx) = ttP x tal que t−PtP xt
Px ∈ Sn−1 se tiene que s−P tPx ∈
Sn−1 o
(
t
s
)P
x ∈ Sn−1.
Tenemos s = tρ(x) ya que esto es equivalente a st = ρ(x), esto es,
s
t = tx tal que t
−P
x x ∈ Sn−1.
Por lo tanto,
(
s
t
)P
x = tPx x o
(
t
s
)P
x = t−Px x y como t
−P
x x ∈ Sn−1 concluı´mos que s = tρ(x) es
equivalente a decir que
(
t
s
)P
x ∈ Sn−1, lo que ya fue probado antes.
Veamos ahora la desigualdad triangular ρ(x+ y) ≤ ρ(x) + ρ(y) [7].
Por comodidad pongamos x = x1, y = x2; t1 = ρ(x1). Luego t1 = tx1 con t
−P
x1 x1 ∈ Sn−1 o t−P1 x1 =
x′1 ∈ Sn−1 y x1 = tP1 x′1.
En forma similar, si ponemos t2 = ρ(x2) entonces t2 = tx2 con t
−P
2 x2 ∈ Sn−1 o t−P2 x2 = x′2 ∈ Sn−1,
y x2 = tP2 x
′
2.
Adema´s, si t3 = ρ(x1 + x2) y llamando x3 = x1 + x2 tendremos t3 = tx3 con t
−P
3 x3 = x
′
3 ∈ Sn−1, de
donde x3 = tP3 x
′
3. Luego, t
P
1 x
′
1 + t
P
2 x
′
2 = t3x
′
3.
Ahora se observa que la tesis es equivalente a probar que t3 ≤ t1 + t2.
Por el absurdo, supongamos que t3 > t1 + t2; entonces tendrı´amos:
1 = ‖x′3‖ = ‖
(
t1
t3
)P
x′1 +
(
t2
t3
)P
x′2‖ ≤
t1
t3
+
t2
t3
< 1, algo no posible.
Esto prueba (c).
Nota. Se observa que ρ(x + y) ≤ ρ(x) + ρ(y) es ma´s general que la desigualdad vista en el lema 1.
Remarcamos que (b) y (c) nos dicen que dado x 6= 0, ρ(x) es por definicio´n el u´nico txque satisface
‖t−Px x‖ = 1.
(d). El siguiente resultado, debido a Torchinsky[7], caracteriza a los grupos {tP }, para los cuales se tiene una
condicio´n suficiente para definir a la me´trica ρ(x).
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( , ) indica el producto interno familiar en Rn.
Lema 2.1. Se cumple
‖tPx‖ ≤ t‖x‖, 0 < t ≤ 1, x ∈ Rn ⇔ (Px, x) ≥ (x, x), x ∈ Rn.
Prueba. (⇒). Sea f(t) = ‖tPx‖2 − t2‖x‖2, luego f(t) ≤ 0 para 0 < t < 1, f(t) = 0 para
t = 1, f(t) ≥ 0 para t > 1; ya que ‖tP x‖t ≥ ‖1
P x‖
1 , se tiene ‖tPx‖2 ≥ t2‖x‖2, luego se debe tener
d
dtf(t)|t=1 ≥ 0.
Desde que ddt‖tPx‖2 = 2t (PtPx, tPx) se obtiene
0 ≤ d
dt
f(t)|t=1 = 2
t
(PtPx, tPx)− 2t(x, x)|t=1 = 2(Px, x)− 2(x, x),
de donde se tiene la tesis.
(⇐). Pongamos g(t) = ‖tPx‖2, entonces
d
dt
g(t) =
2
t
(PtPx, tPx) ≥ 2
t
(tPx, tPx) =
2
t
‖tPx‖2 = 2
t
g(t).
De esta desigualdad se obtiene para 0 < s ≤ 1,∫ 1
s
g′(t)
g(t)
dt ≥ 2 log
(
1
s
)
,
lo que implica
log
(
g(1)
g(s)
)
= log
( ‖x‖2
‖sPx‖2
)
≥ log
(
1
s2
)
,
de donde s2‖x‖2 ≥ ‖sPx‖2, por tanto se tiene la tesis para 0 < s ≤ 1.
Consecuencias del lema 2.1:
(i). Si (P ∗x, x) = (x, Px) = (Px, x), entonces (Px, x) ≥ (x, x) implica que {tP∗}t>0 tambie´n
satisface ‖tP∗x‖ ≤ t‖x‖, 0 < t ≤ 1, x ∈ Rn.
De esta manera {tP∗} determina una funcio´n ρ∗(x), la cual tiene propiedades ana´logas a las de
ρ(x). Si γ es la traza de P , entonces se tiene det tP = det tP
∗
= tγ .
(ii). Pongamos S = P+P
∗
2 , entonces
(Sx, x) =
(
P + P ∗
2
x, x
)
=
(
P
2
x, x
)
+
(
P ∗
2
x, x
)
=
1
2
(Px, x) +
1
2
(Px, x) = (Px, x).
Luego, ‖tPx‖ ≤ t‖x‖ es equivalente al hecho de que el ma´s pequen˜o valor propio de S sera´ ≥ 1.
En efecto, ‖tPx‖ < t‖x‖ ↔ (Px, x) ≥ (x, x)↔ (Sx, x) ≥ (x, x). Luego, si λ es un valor propio
de S, tendremos λ ≥ 1.
(e). (i). AtP = PAt, desde que PAt = elogP+P log t = AtP .
(ii). t ddtAt = PAt, desde que t
d
dtAt = t
d
dte
P log t = AtP = PAt.
(f). Si tα‖x‖ ≤ ‖Atx‖ ≤ tβ‖x‖, 1 ≤ α ≤ β, t ≥ 1 (+)
entonces tβ‖y‖ ≤ ‖Aty‖ ≤ tα‖y‖, t ≤ 1 (y a ser determinado).
En efecto, t ≤ 1 ↔ t−1 ≥ 1, luego si 1 ≤ α ≤ β se tiene (t−1)α‖x‖ ≤ ‖At−1x‖ ≤ (t−1)β‖x‖; si
ponemos At−1x = y, Aty = x y se tiene la tesis.
Nota. Posteriormente asumiremos la relacio´n (+). Remarcamos que la introduccio´n de la me´trica pa-
rabo´lica fue usada intensivamente por Caldero´n-Torchinsky [2],quie´nes reconstruyeron en base a tal
me´trica a´reas fundamentales del ana´lisis. Por otro lado, la topologı´a inducida por ρ(x) coincide con la
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topologı´a familiar de Rn.
Recalcamos que por definicio´n, ‖ρ−P (x)‖ ≡ ‖A−1ρ(x)x‖ ≡ ‖Aρ−1(x)x‖ = 1.
(g). (i). ρ(x) ≤ 1 si y solo si ‖x‖ ≤ 1.
(ii). ρ(x)β ≤ ‖x‖ ≤ ρ(x)α si ‖x‖ ≤ 1 o ρ(x) ≤ 1.
(iii). ρ(x)α ≤ ‖x‖ ≤ ρ(x)β si ‖x‖ ≥ 1 o ρ(x) ≥ 1.
En efecto,
(i). ρ(x) ≤ 1 si y solo si ‖A1x‖ ≤ 1 si y solo si ‖x‖ ≤ 1.
(ii). Si ρ(x) ≤ 1 (o ‖x‖ ≤ 1 por (i)), por (f) tenemos ρβ(x)‖y‖ ≤ ‖Aρ(x)y‖ ≤ ρα(x)‖y‖.
Pongamos x = Aρ(x)y, entoncesAρ−1(x)x = y, de donde ρβ(x)‖Aρ−1(x)x‖ ≤ ‖x‖ ≤ ρα(x)‖Aρ−1(x)x‖,
lo que implica la tesis.
(iii). Sigue en forma similar a (ii).
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