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By studying the coarsening dynamics of a one-dimensional spin-1 Bose-Hubbard model in a su-
perfluid regime, we analytically find an unconventional universal dynamical scaling for the growth
of the spin correlation length, which is characterized by the exponential integral unlike the con-
ventional power-law or simple logarithmic behavior, and numerically confirmed with the truncated
Wigner approximation.
Introduction− Coarsening is a relaxation dynamics
following a sudden change in system’s parameters across
a phase transition point. It has been studied in diverse
classical systems of immense practical and fundamental
importance such as magnetization processes, metal alloy-
ing, mixing of binary liquids, and nucleation in the gas-
liquid transition [1, 2]. The notable feature of coarsen-
ing is the dynamical scaling C(r, t) = f(r/Lc(t)), which
means that the correlation function C(r, t) is charac-
terized by a single length scale, namely the correlation
length Lc(t) with a universal function f(x). The time
dependence of Lc(t) classifies coarsening in various open
dissipative systems described by, e.g., Ginzburg-Landau,
Cahn-Hilliard equations into several universality classes
that depend on basic information of systems such as spa-
tial dimensions and symmetries.
Recently, the relaxation dynamics including coarsening
has attracted considerable attention in ultracold atomic
gases which emerge as an ideal platform for studying
nonequilibrium statistical mechanics in isolated quantum
systems [3–5]. Indeed, over the last decade, many the-
oretical and experimental studies have uncovered a rich
variety of relaxation phenomena in isolated quantum sys-
tems such as pre-thermalization [6, 7], many-body local-
ization [5, 8–10], transport dynamics [11–14], and the
Kibble-Zurek mechanism (KZM) [15–18].
Then the following question naturally arises: “Are
there any unconventional universality classes unique
to isolated coarsening dynamics?” Recently, coars-
ening dynamics in two-dimensional (2D) and three-
dimensional (3D) multi-component Bose-Einstein con-
densates (BECs) have been investigated [19–27], which
turn out to belong to the same conventional classes as
in open dissipative systems such as the classical binary
liquid and the planar spin model [20, 21, 23, 24, 27]. As
for the 2D coarsening dynamics with domains, this is
due to the fact that the curvature and the inertia are the
main driving forces promoting the coarsening both for 2D
BECs and 2D classical binary liquids. In binary liquids,
these forces overcome the effect of the dissipation in an
inertial hydrodynamic regime, and the system effectively
behaves as an isolated system, showing the characteris-
tic power law Lc(t) ∝ t2/3. The previous works for the
2D BECs [20, 21, 23, 24, 27] confirmed this conventional
universality class. Thus, it is still open whether the uni-
versality unique to isolated systems exists.
In this Letter, we theoretically investigate a one-
dimensional (1D) spin-1 Bose-Hubbard (BH) model to
demonstrate that the 1D isolated quantum system ex-
hibits coarsening dynamics that belongs to an unconven-
tional universality class. Unlike 2D and 3D systems, the
curvature and the torsion of domain walls are absent in
1D systems, so that a 1D domain-wall interaction is gen-
erally weak. In open dissipative systems, such a genuine
interaction between 1D topological objects is masked by
the effect of dissipation [28]; however, in 1D isolated
systems it should become significant. More specifically,
while a single 1D domain-wall pair is known to contract
by itself in open dissipative systems [29, 30], we find
that in an isolated system such a pair undergoes a lin-
ear uniform motion without self-contraction. Based on
this physical intuition, we obtain an analytical expres-
sion of Lc(t) characterized by an exponential integral,
and numerically confirm it on the basis of the truncated
Wigner approximation (TWA). This behavior is distinct
from any power-law or simple logarithmic behavior found
in open dissipative 1D systems [31–37], and attributed to
the genuine interaction between the topological objects
under energy conservation and to the absence of the cur-
vature and torsion of a domain wall. Thus, the univer-
sality class found here is unique to 1D isolated systems.
Some comments on previous related studies are in
order here. The 1D domain-wall dynamics has been
investigated numerically and experimentally in multi-
component BECs, and short-time domain dynamics and
the KZM have been discussed [38–44]. However, univer-
sal coarsening behaviors such as a dynamical scaling have
not been addressed. In contrast to the long-time coars-
ening dynamics, Nicklas et al. have focused on the short-
time dynamics after the quench and experimentally in-
vestigated the universal dynamical scaling related to the
KZM [45]. Recently, Maraga et al. have studied coars-
ening in the O(N) model and reported the breakdown
of usual dynamical scaling [46]; however, this result is
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2not well understood from the perspective of universality
classes.
Model−We consider a system of spin-1 bosons in a 1D
optical lattice with a lattice constant a. Under the tight-
binding approximation, this system is well described by
the 1D spin-1 BH model [47]. Representing annihilation
and creation operators of bosons with magnetic quantum
number m at the jth site as bm,j and b
†
m,j (m = 1, 0,−1),
the Hamiltonian is given by
Hˆ =− J
∑
m,j
(
bˆ†m,j+1bˆm,j + h.c.
)
+q
∑
m,j
m2bˆ†m,j bˆm,j
+
U0
2
∑
j
ρˆj(ρˆj − 1) + U2
2
∑
j
(
Sˆ2j − 2ρˆj
)
, (1)
where J , q, U0, and U2 characterize the hopping ampli-
tude, the quadratic Zeeman term, the density-dependent
interaction, and the spin-dependent interaction, respec-
tively. The operators for the total particle number and
the spin vector at the jth site are defined by ρˆj =∑
m bˆ
†
m,j bˆm,j and Sˆα,j =
∑
m,n bˆ
†
m,j(Sα)mnbˆn,j (α =
x, y, z) with the spin-1 spin matrices (Sα)mn.
The ground state of this model is either a Mott-
insulator phase or a superfluid phase depending on the
parameters [47]. In this work, we focus on a deep su-
perfluid regime, where a dimensionless parameter κ =
ρfJ/U0 is much larger than unity. Here, ρf ≡ N/3M is
the filling factor with the total particle number N and
the number of lattice points M .
Numerical result− We apply the TWA method [48,
49] to study the relaxation dynamics dominated by many
spin domains. This method can incorporate effects of
quantum fluctuations through sampling of initial states.
The system is assumed to have a ferromagnetic interac-
tion (U2 < 0), and the parameters in Eq. (1) are set
to be U0/J = 1/40, U2/U0 = −1/10, N = 40000, and
M = 1024. Then, κ is about 520 and the system is in
a deep superfluid regime. The detailed numerical im-
plementation is described in [50], where we demonstrate
that, in a deep superfluid regime, TWA results find good
agreement with results obtained by directly solving the
Schro¨dinger equation with the Crank-Nicolson method
[4].
To excite many spin domains, we quench the coefficient
q(t) for the Zeeman term as
q(t) =
{ −2.4nU2[1− (1 + 12.4 ) tτq ] (t < τq);
nU2 (τq ≤ t), (2)
where τq is the quench time and n = N/M . We choose
q(0) such that the initial state is a polar phase. This
quench protocol crosses two phase-transition points from
the polar phase to the broken-axisymmetry phase and
then to the ferromagnetic phase [47].
Figure 1 (a) shows the time evolution of the spin am-
plitude defined by S2av,α(t) = 〈
∑
j Sˆ
2
α,j/n
2M〉(t) (α =
(a) Time evolution of spatially averaged spin amplitudes
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FIG. 1. (a) Time evolution of S2av,α (α = t, y, z) for quench
time τq = 800τ . Color bands show 3σ/
√
Nsam error bars
in the TWA calculation, where σ is the standard deviation
and Nsam is the number of samples. The behavior of the
x-component (not shown) is almost the same as that of the
y-component. (b) Spatiotemporal distribution of Sz,j corre-
sponding to a single classical trajectory in the TWA calcula-
tion. Two dashed white circles indicate where domains merge.
x, y, z) and S2av,t(t) =
∑
α S
2
av,α(t), where the bracket
means a quantum average 〈· · · 〉(t) = 〈ψ(t)| · · · |ψ(t)〉 with
the state vector |ψ(t)〉 at time t. In this result, the quench
time is set to be τq = 800τ with τ = 4~/J . At an early
stage of the quench protocol, the x- and y-components
of the spin vector rapidly grow because the system is
brought to the broken-axisymmetry phase where the dy-
namical instabilities of the m = ±1 components lead to
the increase of the particle number of those components.
At a later stage, the instability of the m = 0 component
becomes strong as the system enters the ferromagnetic
phase. Then, the particle number of the m = 0 compo-
nent rapidly decreases and eventually the z-component
dominates the other components.
After the quench, many domain walls are formed as
shown in Fig. 1 (b), which is a spatiotemporal distribu-
tion of Sz,j obtained by a single classical trajectory of
the TWA calculation. The encircled regions shows where
spin domains merge. This merging process enlarges do-
main structures.
To investigate this coarsening behavior quantitatively,
we calculate a spatial correlation function Cz,j(t) for Sˆz,i
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FIG. 2. Time evolution of the correlation function Cz,j
with t/τ = 3000, 9000, 20000, and 30000. Color bands show
3σ/
√
Nsam error bars. The first zero-crossing point of each
curve defines the correlation length Lc(t). The inset shows
Cz,j with the x-axis normalized by Lc(t). All curves converge
to a single one.
defined by
Cz,j(t) =
∑M
k=1〈Sˆz,j+kSˆz,k〉(t)∑M
k=1〈Sˆz,kSˆz,k〉(t)
. (3)
Figure 2 shows the time evolution of Cz,j , and the in-
set shows the same curves with the abscissa normalized
by the correlation length Lc(t) defined by the first zero
crossing point of the correlation function. We find that all
curves are rescaled into a single universal curve, showing
a dynamical scaling characteristic of coarsening dynam-
ics. A small deviation from the single curve is expected
to be caused by density and spin waves excited by merg-
ing of the domains, which cannot dissipate in the isolated
system and weaken long-range correlations. Actually, in
dissipative 1D systems, clear dynamical scaling without
a small deviation has been confirmed [57, 58].
To understand the universality class, we examine the
time evolution of Lc(t). Figure 3 shows Lc(t), which
exhibits behavior quite different from the conventional
logarithmic and power laws [31–37].
Analytic result−We show that the growth law of Lc(t)
in Fig. 3 is characterized by the exponential integral.
As shown in Fig. 1(b), the size of a domain grows only
through merging of two domain-wall pairs. This suggests
that a domain-wall pair plays a key role here.
To analyze the domain-wall pair dynamics, we note
that this system can be transformed to a continuum
model similar to the spinor Gross-Pitaevskii equation be-
cause the width of the domain wall 2λ = 2a
√
J/|qF| =
6.4a at qF = q(τq) is larger than the lattice constant a.
Then, we can derive a spin-hydrodynamic equation [59–
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FIG. 3. Time evolution of the correlation length Lc(t) for
quench times τq/τ = 400, 800, and 1200. Color bands show er-
ror bars. Black dashed curves show analytic results of Eq. (8).
62], i.e. the Landau-Lifshitz (LL) equation, given by
∂
∂t
S(x, t) = −S(x, t)×B(x, t), (4)
where B(x, t) = −J ′∇2S(x, t)− q′Szeˆz, J ′ = Ja2/~ and
q′ = −qF/~. The derivation of Eq. (4) is described in
[50].
Applying the singular perturbation method [29, 30, 63]
to Eq. (4), we find that a domain-wall pair undergoes a
linear uniform motion with velocity V (l) given by
V (l) = 4
√
J ′q′e−l/λsin(φ1 − φ2). (5)
Here, l is the distance between the two domain walls, and
the phase φj is the azimuthal angle of Sj at the center of
the domain wall labeled by j = 1, 2. The derivation is de-
scribed in [50], where Eq. (5) is compared with numerical
results of Eq. (4).
Next, we investigate the correlation length Lc(t) by
assuming that many domain-wall pairs randomly move
and that merging of domains occurs through collisions
between the domain-wall pairs. Let us examine a situa-
tion where there are Nd(t) domain walls, and the average
distance between the walls at time t is denoted as ld(t).
Firstly, we note that the average collision time τc(t) is
given by ld(t)/Vav(t). Here the average velocity is repre-
sented as Vav(t) = V0exp(−ld(t)/λ) because of Eq. (5).
However, we cannot determine the proportionality con-
stant V0 since the distribution of φ1 − φ2 is complicated.
Then, assuming only two properties of a Poisson process
[64], we derive the time derivative of Nd(t):
d
dt
Nd(t) = − α
τc(t)
= −αVav(ld(t))
ld(t)
, (6)
where α is a positive constant.
4 6
 8
 10
 12
 14
 16
 18
 20
 22
 1000  10000
(a)
0
120
60
0 15000 30000
80
 80L
at
ti
ce
n
u
m
b
er
Sz
(b)
Time t/⌧exp
Time t/⌧expC
o
rr
el
a
ti
o
n
le
n
g
th
L
c
(t
)/
a
e
x
p
FIG. 4. Time evolution of the correlation length Lc(t) in
the experimental setup. A black dashed curve is the analytic
result of Eq. (8) with (γτexp, η) = (0.000280, 1.70), where a
color band shows an error bar. Inset. (a) Possible experimen-
tal setup. (b) Spatiotemporal distribution of Sz,j for a single
classical trajectory in the TWA calculation.
Secondly, we use the fact that Nd(t) is inversely pro-
portional to ld(t), which leads to Nd(t) = β/ld(t) with
a positive constant β. We substitute it into Eq. (6), ob-
taining
d
dt
ld(t) = γld(t)exp(−ld(t)/λ), (7)
where γ = αV0/β.
The solution to this equation is expressed by the expo-
nential integral Ei[x] =
∫ x
−∞ exp(t)/t dt [65]. Using this
function and the fact that ld(t) is proportional to the
correlation length Lc(t) = ηld(t) with the proportional-
ity constant η, we arrive at
Lc(t) = ηλEi
−1[γ(t− t0) + Ei[Lc(t0)/ηλ]]. (8)
Here Ei−1[b] = a is the inverse function of Ei[a] = b. We
note that this law asymptotically approaches a logarith-
mic law after a sufficiently long time.
In Fig. 3, we plot this function as dashed curves,
which are in excellent agreement with the numerical
results. The deviations of the data (τq/τ = 400)
in the early time are due to partial breakdown of
Eq. (5) because it becomes a good approximation only
when the distance l is large. Note that Eq. (8) has
two constants γ and η. In Fig. 3, we use (γτ, η) =
(0.000380, 1.72), (0.000385, 1.70), (0.000380, 1.69) for
τq/τ = 400, 800, 1200, respectively. Thus, all numerical
data can be fitted by almost the same γ and η.
Finally, we comment on the relation between our re-
sult of Eq. (8) and the previous works concerning the
1D coarsening [31–37]. In these works, the energy is dis-
sipated, so that two domain walls forming a wall pair
contract by itself. Such a self-contraction was confirmed
in Refs. [29, 30], but it is different from the coarsening
process (merging of two domain-wall pairs) of our study.
Thus, these systems do not obey Eq. (8), although both
previous studies and ours show the same logarithmic be-
havior in the long-time limit. As an exception, there is a
convective Cahn-Hilliard equation, where a domain-wall
pair undergoes a linear uniform motion [36, 66]. Thus we
expect that this system obeys Eq. (8), though it was not
derived in previous literature.
Discussion−We first discuss why Eq. (8) is universal.
As can be seen from the derivation, this law originates
from the mechanism where a domain-wall pair moves at
an average velocity proportional to exp(−l/λ) without
the self-contraction. The exponential dependence of the
velocity on l and the absence of self-contraction are due
to the interaction between the 1D domain walls and isola-
tion from the environment [67]. Thus, Eq. (8) reflects the
nature of a 1D isolated system. A typical example that
satisfies these conditions is the 1D LL equation, which is
a universal effective equation in 1D spin systems. Thus,
we expect that the growth law of Eq. (8) is universal in
a 1D isolated spin system if the domain is stable and the
domain merging occurs.
Next, we discuss possible experimental situations. A
difficulty of observing Eq. (8) is a limited lifetime of
trapped atoms. In a 1D system, the interaction between
domain walls is weak due to the exponential spin configu-
ration, so that the relaxation time is very long. However,
Eq. (8) may be observed if we prepare a 1D system with
7Li (F = 1).
We consider quasi-1D systems of 7Li atoms in a 1D op-
tical lattice, where atoms are tightly trapped in a radial
direction as shown in the inset (a) of Fig. 4. The param-
eters used are aexp = 0.387 µm [68], Mexp = 128, Nexp =
5000, the radial trapping frequency ωr = 2pi×4500/s, and
the depth of the lattice Vd = 5Er with Er = ~2/8Ma2exp
being the recoil energy. Then, this system behaves as
a quasi-1D system and a 1D calculation can be justified
since the condition ~ωr ∼ 2.8µ with the chemical poten-
tial µ is satisfied and excitations in the radial direction
are suppressed.
Under the above setup, we have performed a TWA
calculation for the 1D system and confirmed Eq. (8) as
shown in Fig. 4. The characteristic time τexp is about
0.156 ms, and the calculation terminates at about 4.7 s,
which is accessible in current experiments. To measure
the correlation function, we need the spatial resolution
of about 1 µm, which is available in an in-situ imaging
method [45]. When experiments continue until 9 s, we
can obtain 4 data points for Lc(t) [69]. In this time evo-
lution, Lc(t) is completely different from any power and
logarithmic laws. Thus, we can distinguish Eq. (8) from
the conventional laws.
Finally we discuss a finite-size effect and three-body
loss. As for the former, we note that the number of do-
main walls is not large as shown in the inset (b) of Fig. 4.
5Thus, in the long-time dynamics, the coarsening should
be suppressed. However, we confirm Eq. (8) until about
4.7 s. After this time, the finite-size effect may be sig-
nificant. As for the latter, the central density at each
site is about 2.23×1014 /cm3. Thus, if a three-body loss
rate of 7Li is 6× 10−31cm6/s [70], the particle loss until
9 s is about 19%, which allows experimental test of our
predictions.
Conclusion− The relaxation dynamics described by
the 1D spin-1 BH model has been analytically and nu-
merically studied. Our numerical calculation based on
the TWA method has revealed that the system in a deep
superfluid regime exhibits coarsening with the dynami-
cal scaling that belongs to the universality class different
from conventional classes. We have analytically obtained
the universal domain-growth law of Eq. (8), which is in
remarkable agreement with the numerical data.
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7SUPPLEMENTAL MATERIALS
In this Supplemental Material, we discuss here the numerical implementation of the truncated Wigner approximation
(TWA) calculation, and the dynamics of a spin domain-wall pair described by a one-dimensional (1D) Landau-Lifshitz
(LL) equation.
DETAILED NUMERICAL METHOD FOR THE TWA CALCULATION
We explain how the TWA method is applied to the spin-1 Bose-Hubbard (BH) model, and discuss the validity of
the TWA method by comparing TWA and full quantum dynamics (FQD) results. Details of the TWA formulation is
reviewed in Refs. [1, 2].
Numerical implementation of the TWA method in the spin-1 BH model
In the TWA calculation, we solve a classical equation corresponding to the spin-1 BH model, which is given by
i~
∂
∂t
bm,j =
∂
∂b∗m,j
HW, (S-1)
where the variables bm,j and b
∗
m,j are the c-numbers corresponding to the annihilation and creation operators, re-
spectively. The Hamiltonian HW for the c-numbers is the Weyl representation of the Hamiltonian of the spin-1 BH
model:
HW =− J
∑
m,j
(
b∗m,j+1bm,j + b
∗
m,jbm,j+1
)
+q
∑
m,j
(
m2|bm,j |2 − 1
2
)
+
U0
2
∑
j
(ρ2j − 4ρj + 3) +
U2
2
∑
j
(
S2j − 2ρj +
3
2
)
. (S-2)
The total particle number and spin vector at the j-site are defined by ρj =
∑
m |bm,j |2 and Sj =
∑
m,n b
∗
m,j(Sˆ)mnbn,j ,
respectively, where (Sˆ)mn are spin-1 matrices defined by
Sˆx =
1√
2
0 1 01 0 1
0 1 0
 , Sˆy = i√
2
0 −1 01 0 −1
0 1 0
 , Sˆz =
1 0 00 0 0
0 0 −1
 . (S-3)
In the TWA method, the initial state is sampled from a Wigner function corresponding to an initial quantum state.
This function contains information about quantum fluctuations in the initial state. In this sense, the TWA is an
approximation beyond the mean field theory.
In our study, the initial state is sampled from a Wigner function corresponding to the Bogoliubov vacuum |0〉B for
the polar phase. This vacuum is defined by aˆm,k|0〉B = 0 (m = 1, 0,−1; k ∈ 1stBZ), where the operator aˆm,k is an
annihilation operator for the Bogoliubov quasiparticle, which is defined through Eqs. (S-4)-(S-6) below. The notation
k ∈ 1stBZ means that wave number belongs to the 1st Brillouin zone. In the Bogoliubov theory, we assume that an
operator corresponding to a condensate mode is replaced by a c-number and that the condensate fraction is set to be
N0. Then, the annihilation operator bˆm,j can be expanded as
bˆ1,j =
1√
M
∑
k 6=0
k∈1stBZ
(
u1,kaˆ1,k + v−1,kaˆ
†
−1,−k
)
exp
(
i
2pikj
M
)
, (S-4)
bˆ0,j =
√
N0 +
1√
M
∑
k 6=0
k∈1stBZ
(
u0,kaˆ0,k + v0,kaˆ
†
0,−k
)
exp
(
i
2pikj
M
)
, (S-5)
8bˆ−1,j =
1√
M
∑
k 6=0
k∈1stBZ
(
u−1,kaˆ−1,k + v1,kaˆ
†
1,−k
)
exp
(
i
2pikj
M
)
, (S-6)
where the coefficients um,k and vm,k are given by
u1,k = u−1,k =
√
Ak + E1,k
2E1,,k , (S-7)
v1,k = v−1,k =
√
Ak − E1,k
2E1,k , (S-8)
u0,k =
√
Bk + E0,k
2E0,k , (S-9)
v0,k = −
√
Bk − E0,k
2E0,k , (S-10)
Ak = k + q + U2N
M
, (S-11)
Bk = k + U0N
M
, (S-12)
E1,k =
√(
k + q
)(
k + q +
2U2N
M
)
, (S-13)
E0,k =
√
k
(
k +
2U0N
M
)
, (S-14)
with the number of lattice points M and the dispersion relation k = 2J − 2Jcos(2pik/M) for free particles. Then, we
can derive the Wigner function for the vacuum |0〉B:
WB({a∗m,k}, {am,k}) =
1∏
m=−1
∏
k 6=0
k∈1stBZ
2
pi
exp
(
−2|am,k|2
)
, (S-15)
where a∗m,k and am,k are the c-numbers corresponding to the operators aˆ
†
m,k and aˆm,k. This function satisfies the
normalization condition ∫
WB({a∗m,k}, {am,k})
1∏
m=−1
∏
k 6=0
k∈1stBZ
da∗m,kdam,k = 1, (S-16)
where a measure da∗m,kdam,k = d(Re[am,k])d(Im[am,k]).
Note that in the above sampling the number of condensate particles is fixed to be N0 as shown in Eq. (S-5).
Alternatively, we may use a coherent state with the average particle number N0. In this case, am,0 and a
∗
m,0 are
sampled from
WC({a∗m,0}, {am,0}) =
1∏
m=−1
2
pi
exp
(
−2|am,0 −
√
N0δm,0|2
)
. (S-17)
Our numerical calculation shows that the TWA calculations with these two ways exhibit quantitatively the same
9results. This is due to a large number of condensate particles with N0 = 40000. Thus, in the main text, we show the
data sampled from Eq. (S-15) with the fixed N0.
In this setup, we can perform the TWA calculation by computing Nsam classical solutions of Eq. (S-1) with different
initial states sampled from Eq. (S-15). Firstly, to generate an initial state, we sample am,k from Eq. (S-15), and
transform am,k into bm,k by using a classical counterpart of Eqs. (S-4)-(S-6). Secondly, the classical equation of
(S-1) is solved with this initial state. Repeating this procedure with different initial states, we obtain Nsam classical
solutions b
(α)
m,j(t) (α = 1, 2, · · · , Nsam). Then, a quantum average for an operator Aˆ is computed by
〈Aˆ〉(t) = 1
Nsam
Nsam∑
α=1
AW({b(α)
∗
m,j (t)}, {b(α)m,j(t)}). (S-18)
Here, AW({b(α)
∗
m,j }, {b(α)m,j}) is the Weyl representation of Aˆ, which is derived by the same way as in Eq. (S-2).
We comment on the validity of the TWA method. In the TWA formulation [2], we assume that quantum fluctuations
from the classical trajectory obeying a mean field equation are small. Therefore, this method becomes a good
approximation if the parameters of the BH model are set to be in the deep superfluid regime (ρfJ/U0  1 and
ρf  1) and the system size is not so large, where ρf is the filling factor. The latter condition reflects the Mermin-
Wagner-Hohenberg theorem [3], which states that the mean field prediction is wrong in the thermodynamic limit. For
this reason, the system size is determined by the condition such that the quantum depletion Ndep is much smaller
than the condensate fraction N0. Here, the quantum depletion is expressed by
Ndep =
1∑
m=−1
∑
k 6=0
k∈1stBZ
v2m,k. (S-19)
In our numerical calculation, Ndep/N0 is smaller than 0.014. When the system size is too large, this condition breaks
down.
Comparison between FQD and TWA results
To demonstrate the validity of the TWA method, we compare FQD results with TWA ones. Key parameters are
κ = ρfJ/U0 and the filling factor ρf . When these parameters are much larger than unity, the TWA calculation
becomes valid. Taking this condition into account, we apply the TWA method to scalar and spin-1 BH models. The
former was investigated in Ref. [2].
Dynamics of the scalar BH model
We perform FQD and TWA calculations in the scalar BH model defined by
Hˆscalar = −J
∑
j
(
bˆ†j+1bˆj + h.c.
)
+
U0
2
∑
j
nˆj(nˆj − 1), (S-20)
where the parameters J and U0 are positive. We assume that the system has 5 lattices, and consider two parameter
sets, namely, (a) the run1 (J/U0 = 10, κ = 20, ρf = 2) and (b) the run2 (J/U0 = 1, κ = 1, ρf = 1). For the FQD
calculations, we use the exact diagonalization method. Initial states in both (a) and (b) are coherent states where all
particles occupy a single site.
In this setup, we numerically compute the time evolution of the particle number nmom(k = 0) in the zero momentum
state, which is defined by
nmom(k = 0) =
1
M
∑
i,j
〈bˆ†i bˆj〉. (S-21)
As shown in Fig. S-1, we find that in the run (a) the TWA result agrees very well with the FQD one. On the other
hand, in the run (b), the TWA result deviates slightly from the FQD result. In both cases, we also plot the mean
field results obtained by the Gross-Pitaevskii equation (GPE) with an initial state bj =
√
5ρfδj,1, which show large
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FIG. S-1. Numerical results of the scalar BH model obtained by FQD (black solid line), TWA (red dashed line), and the
Gross-Pitaevskii equation (GPE) (blue solid line). These graphs show the time evolutions of the occupation number at zero
momentum for (a) the run1 (J/U0 = 10, κ = 20, ρf = 2) and (b) the run2 (J/U0 = 1, κ = 1, ρf = 1). The abscissa is normalized
by the characteristic time τ = 4~/J . Color bands show 3σ/
√
Nsam error bars in the TWA calculation, where σ is the standard
deviation.
deviations from the FQD results. Thus, the TWA calculation becomes a good approximation when the conditions
κ 1 and ρf  1 are satisfied.
Dynamics of the spin-1 BH model
The validity of the TWA method for the spin-1 BH model is discussed by comparing FQD calculations with TWA
ones. We consider a Hamiltonian given by
Hˆspin = −J
∑
m,j
(
bˆ†m,j+1bˆm,j + h.c.
)
+q
∑
m,j
m2bˆ†m,j bˆm,j +
U0
2
∑
j
nˆi(nˆj − 1) + U2
2
∑
j
(
Sˆ2j − 2nˆj
)
. (S-22)
We assume that the system is comprised of 3 lattices with the total particle number N up to 24 and subject to
the periodic boundary condition; other parameters are set to be J/U0 = 20 and U0/U2 = −1 with J > 0. In this
model, the dimension of the Hilbert space is sufficinetly large, so that we solve the Schro¨dinger equation by using the
Crank-Nicolson method [4] instead of the exact diagonalization. Similar to the scalar BH model, we investigate the
time evolution of nmom,m(k = 0) (m = 1, 0,−1) defined by
nmom,m(k = 0) =
1
M
∑
i,j
〈bˆ†m,ibˆm,j〉, (S-23)
which is the occupation number of the zero-momentum state for the m-component. As shown in the previous numerical
results in Fig. S-1, the GP results deviate greatly from the FQD results in the spin-1 BH model as well. In the following
figures, we omit the GP results.
Firstly, we show numerical results without the quadratic Zeeman term (q = 0). The initial state in the TWA
calculations is a coherent state where all particles occupy the m = 0 component at a single site, but in the FQD
calculations we use a Fock state corresponding to the TWA initial state. When the particle number N is large, the
difference between the coherent and Fock state is small. Thus, we can expect good agreement between the TWA and
the FQD results for large N .
Figure S-2 shows that the agreement between the TWA and FQD results dramatically improves as the total particle
number increases. We also find that the excellent agreement between the FQD and TWA results in Fig. S-2 (b) breaks
down when the first quantum revival-like behavior occurs (t/τ ∼ 13). As shown in the inset of Fig. S-2 (b), this bump
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FIG. S-2. Numerical results of the spin-1 BH model obtained by FQD and TWA without the quadratic Zeeman term. Figures
(a) and (b) show the time evolutions of the occupation number at zero momentum for the total particle number N = 5 and
N = 24, respectively. The inset of (b) shows numerical data for a long-time span (12 ≤ t/τ ≤ 46). Color bands show 3σ/√Nsam
error bars in the TWA calculation.
appears with a period T/τ ∼ 11, so that we expect this revival-like behavior is caused by the smallness of the Hilbert
space. However, the revival time T grows exponentially large with increasing the number of particles. Experimentally,
the quantum revival-like behavior is not usually observed when the particle number and the lattice number are of the
order of 10, 000 and 100, respectively. This implies that the period T of the quantum revival-like behavior becomes
quite long in comparison with a time scale (∼ 10 s) that actual experiments can access. As a related analytical
calculation, the quantum revival in the Kerr model was investigated, and the period of the revival was proven to
become very long when the particle number is large [2]. From these results, we expect that the TWA method can
be utilized to study the long-time dynamics such as coarsening dynamics when we study a large system (N  1 and
M  1) in the deep superfluid regime (κ 1).
Secondly, numerical results with the quadratic Zeeman term (q = U2N/M) are discussed in Fig. S-3. The initial
state in the TWA calculations is a coherent state where all particles equally occupy the m = ±1 components at a
single site, and the initial state in the FQD calculations is a Fock state corresponding to the TWA initial state. When
the total particle number is small, the agreement between the FQD and TWA results is not so good. However, the
agreement becomes much better for a larger total particle number. For example, in the case with N = 4, the TWA
result for the m = 1 component cannot follow the oscillation of the FQD result, but in the case with N = 24 the
TWA result well reproduces this oscillation. Thus, we can expect better agreement in the system where we study the
coarsening dynamics because the total particle number is large.
Here, by comparing between the results with and without the quadratic Zeeman term, we find that the deviation
in the presence of the quadratic Zeeman term is large. We speculate that this is caused by the smallness of the
Hilbert space. Despite the deviation, the time-averaged value for the FQD calculation is close to one for the TWA
calculation. Furthermore, the main cause of the deviation of the m = 1 component is the dynamics of the m = 0
component. This m = 0 component has a low occupation number, and is thus strongly affected by the quantum
fluctuation. As a result, the m = 0 mode leads to the deviation of the m = 1 component because of the conservation
of the total particle number. However, in our coarsening dynamics discussed in the main text, the particle number
of the m = 1 component is much larger than that of the m = 0 component. Thus, the dynamics of the m = 1
component is not affected by that of the m = 0 component, and the TWA result in this case is expected to exhibit
better agreement with the FQD one.
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FIG. S-3. Numerical results of the spin-1 BH model obtained by FQD and TWA in the presence of the quadratic Zeeman term.
Figures (a) and (b) show the time evolutions of the occupation number at zero momentum for the total particle number N = 4
and N = 24, respectively. The upper and lower panels show the dynamics for the short-time (0 < t/τ < 12) and long-time
(0 < t/τ < 60) dynamics. Color bands show 3σ/
√
Nsam error bars in the TWA calculation.
ANALYSIS OF A SPIN DOMAIN-WALL PAIR IN A ONE-DIMENSIONAL LANDAU-LIFSHITZ
EQUATION
To derive the growth law of the correlation length in coarsening dynamics of the 1D spin-1 BH model, it is necessary
to investigate the dynamics of a spin domain-wall pair described by the 1D LL equation. Firstly, we derive the 1D LL
equation from Eq. (S-1) by using three approximations. Secondly, we apply the singular perturbation method [6–8]
to the LL equation, derive analytic expressions of this dynamics. Thirdly, performing numerical calculations, we find
excellent agreement between the analytical and numerical results.
Derivation of the Landau-Lifshitz equation
We can derive the Landau-Lifshitz equation from Eq. (S-1) under the following three assumptions: (i) the width d
of the domain wall is larger than the lattice constant a, (ii) the spin state is ferromagnetic, and (iii) the total density
ρj is independent of time t and lattice site j. As shown in the next section, we can change the width d by controlling
J and q, so that the assumption (i) can be justified. Actually, in our numerical calculation, the ratio d/a is about
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6.4. As for the assumptions (ii) and (iii), we can also justify them by noting U2 < 0 and U0  |U2| because the
former condition ensures that the spin interaction is ferromagnetic and the latter condition suppresses the density
fluctuation.
The assumption (i) enables us to apply continuum approximation to Eq. (S-1). Defining a macroscopic wave
function as ψm(x = ja) = bm,j , we obtain the spinor GP equation given by
i
∂
∂t
ψm(x, t) = −J ′ ∂
2
∂x2
ψm(x, t)− q′m2ψm(x, t) + U ′0ρ(x, t)ψm(x, t) + U ′2
1∑
n=−1
(S(x, t) · Sˆ)mnψn(x, t), (S-24)
where J ′ = Ja2/~, q′ = −qF/~, U ′0 = U0/~, U ′2 = U2/~, ρ(x, t) =
∑1
m=−1 |ψm(x, t)|2, S(x, t) =∑1
n,m=−1 ψn(x, t)
∗(Sˆ)nmψm(x, t). Here, we omit a chemical potential term because it can be removed by a U(1)
transformation. Using the assumption (ii) and Eq. (S-24), we can derive the spin hydrodynamics equation [5] given
by
∂
∂t
ρ(x, t) +
∂
∂x
(
ρ(x, t)v(x, t)
)
= 0, (S-25)
∂
∂t
Sµ(x, t) +
∂
∂x
Jµ(x, t) =
q′
ρ(x, t)
Sz(x, t)(S(x, t)× eˆz)µ, (S-26)
Jµ(x, t) = Sµ(x, t)v(x, t)− J ′
∑
ν,λ=x,y,z
µνλSν(x, t)
∂
∂x
(
Sλ(x, t)
ρ(x, t)
)
, (S-27)
∂
∂t
v(x, t) + v(x, t)
∂
∂x
v(x, t)− 2J ′2 ∂
∂x
(
1
ρ(x, t)
∂2
∂x2
√
ρ(x, t)
)
+
J ′2
ρ(x, t)
∂
∂x
∑
ν=x,y,z
{
ρ(x, t)
(
∂
∂x
Sν(x, t)
ρ(x, t)
)2
−Sν(x, t) ∂
2
∂x2
Sν(x, t)
ρ(x, t)
}
= −2J ′
{
U ′0
∂
∂x
ρ(x, t) + U ′2
∑
ν=x,y,z
Sν(x, t)
ρ(x, t)
∂
∂x
Sν(x, t)
}
, (S-28)
where v(x, t) is the velocity. Finally, we make use of the assumption (iii) in Eqs. (S-25)–(S-28) and denote the uniform
density as ρ(x, t) = ρ0. We then obtain the following equations:
∂
∂x
v(x, t) = 0, (S-29)
∂
∂t
Sµ(x, t) + v(x, t)
∂
∂x
Sµ(x, t) =
J ′
ρ0
∑
ν,λ=x,y,z
µνλSν(x, t)
∂2
∂x2
Sλ(x, t) +
q′
ρ0
Sz(x, t)(S(x, t)× eˆz)µ, (S-30)
∂
∂t
v(x, t) +
J ′2
ρ20
∂
∂x
∑
ν=x,y,z
{(
∂
∂x
Sν(x, t)
)2
−Sν(x, t) ∂
2
∂x2
Sν(x, t)
}
= 0, (S-31)
where in the derivation of Eqs. (S-30) and (S-31) we use Eq. (S-29) and S(x, t)2 = ρ(x, t)2 which follows from the
assumption (ii). Equation (S-29) shows that the velocity is independent of space x, so that we can write v(x, t) = v(t).
Substituting this expression into Eq. (S-31) and integrating it in the x-direction, we can obtain dv(t)/dt = 0 by
integrating the third term in Eq. (S-31). Thus, by denoting this uniform velocity as v0, Eq. (S-30) becomes
∂
∂t
Sµ(x, t) + v0
∂
∂x
Sµ(x, t) =
J ′
ρ0
∑
ν,λ=x,y,z
µνλSν(x, t)
∂2
∂x2
Sλ(x, t) +
q′
ρ0
Sz(x, t)(S(x, t)× eˆz)µ. (S-32)
The second term on the left-hand side of Eq. (S-32) just induces a parallel translation, which can be removed by
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a Galilean transformation. Thus, this inertial term is not important when we consider the domain-wall dynamics
dominated by a genuine domain-wall interaction. As a result, after the transformation, we obtain the LL equation
given by
ρ0
∂
∂t
S(x, t) = −S(x, t)×B(x, t), (S-33)
B(x, t) = −J ′∇2S(x, t)− q′Szeˆz. (S-34)
Here, the spin vector satisfies a relation |S(x, t)| = ρ0, and we can eliminate ρ0 in Eqs. (S-33) and (S-34) by replacing
S by ρ0S. In all of the following calculations, we use Eqs. (S-33) and (S-34) after this elimination.
A domain wall solution of the Landau-Lifshitz equation
The LL equation (S-33) and (S-34) has a stationary domain-wall solution given by
Sdx(x) = cosφd sech(x/λ), (S-35)
Sdy (x) = sinφd sech(x/λ), (S-36)
Sdz (x) = tanh(x/λ), (S-37)
where the azimuthal angle φd is an arbitrary constant and λ =
√
J ′/q′ = d/2 is the half-width of the wall. This
solution is obtained by solving S(x)×B(x) = 0 with the boundary condition Sz(x)→ ±1 (x→ ±∞) [9, 10].
Stereographic projection for the spin vector
In the following calculation, it is convenient to use the stereographic projection [11] for the spin vector S(x, t) as
shown in Fig. S-4. This transformation introduces a new complex variable defined by
η(x, t) = Xstereo(x, t) + iYstereo(x, t)
= eiφ(x,t)tan
(
θ(x, t)/2
)
, (S-38)
with the azimuthal angle φ(x, t) and the polar angle θ(x, t) for the spin vector S(x, t). Substituting Eq. (S-38) into
Eq. (S-33), we derive the equation of motion for η(x, t):
i
∂
∂t
η(x, t) = − ∂
2
∂x2
η(x, t) + F (η(x, t)), (S-39)
F (η(x, t)) =
2η(x, t)∗
1 + |η(x, t)|2
(
∂
∂x
η(x, t)
)2
+
1− |η(x, t)|2
1 + |η(x, t)|2 η(x, t). (S-40)
Here, for the simplicity of the notation, J ′ and q′ are set to be unity. In the following, we apply the singular
perturbation method [6–8] to Eq. (S-39). The reason we use this method is as follows. If we apply a usual perturbation
method to the LL equation, a perturbation expansion is found to break down because of the existence of the zero
mode (uniform spatial translation of a domain wall). This mode causes divergence of the usual perturbative solution.
This is often called a secular problem, and it is well known that we can remove such a divergence by using the singular
perturbation method [6–8].
Spin configuration for the domain pair
The situation we consider is depicted in Fig. S-5, where two spin domains are spaced by distance l(t). Positions
of the walls are specified by time-dependent variables x1(t) and x2(t), and the distance is l(t) = x2(t) − x1(t). The
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FIG. S-4. Stereographic projection for the spin vector S. Angles φ and θ are the azimuthal and polar angles of S, respectively.
In this figure, the projection is performed from the south pole. Two variables Xstereo and Ystereo represent the coordinates in
the Sx-Sy plane.
distinction between the previous work [7, 8] and ours is the existence of φ1(t) and φ2(t), which are the azimuth angles
of the spin vector at the center of domain walls. Using the single domain wall solution of Eq. (S-35)-(S-37), we can
approximately express the spin configuration in Fig. S-5 as
Sdpx (x) =
1
Sdp(x)
[
Sdx(X1, φ1) + S
d
x(X2, φ2)
]
, (S-41)
Sdpy (x) =
1
Sdp(x)
[
Sdy (X1, φ1) + S
d
y (X2, φ2)
]
, (S-42)
Sdpz (x) =
1
Sdp(x)
[
Sdz (X1)− Sdz (X2)− 1
]
, (S-43)
Sdp(x) =
√[
Sdx(X1, φ1) + S
d
x(X2, φ2)
]2
+
[
Sdy (X1, φ1) + S
d
y (X2, φ2)
]2
+
[
Sdz (X1)− Sdz (X2)− 1
]2
, (S-44)
with Xj = x− xj(t) (j = 1, 2). Then, a stereographic variable ηdp(x) for the domain-wall pair is represented as
ηdp(x) = exp(iφdp(x))tan
(
θdp(x)
2
)
, (S-45)
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x
x1(t) x2(t)
l(t) = x2(t)− x1(t)
x
x1(t) x2(t)
Sy
Sx
Sz
φ1(t) φ2(t)
φ1(t) = arctan
(
Sy(x1(t))/Sx(x1(t))
)
φ2(t) = arctan
(
Sy(x2(t))/Sx(x2(t))
)
FIG. S-5. Schematic spin configuration S(x, t) for a spin-domain pair. Time-dependent variables xj(t) (j = 1, 2) and φj(t) (j =
1, 2) are the positions and the azimuthal angles at the center of domain walls, respectively. Here l(t) = x2(t) − x1(t) denotes
the distance between the walls.
cos
(
θdp(x)
)
= Sdpz (x), (S-46)
tan
(
φdp(x)
)
=
Sdpy (x)
Sdpx (x)
. (S-47)
Application of the singular perturbation method to Eq. (S-39)
In the following analysis, we regard exp(−l(t)/λ) as a small quantity. We make three assumptions: (I) the distance
l(t) between the walls is much larger than the width of the wall λ, (II) the deformation ρdef(x, t) from Eq. (S-
45) is of the same order as exp(−l(t)/λ) (a definition of ρdef(x, t) is given in Eq. (S-56)), and (III) the velocity
dxj(t)/dt (j = 1, 2) and frequency dφj(t)/dt (j = 1, 2) of the domain walls are also of the same order as exp(−l(t)/λ).
Under these assumptions, we focus on a region |X2(t)| = |x− x2(t)| . λ, and derive the equations of motion for x2(t)
and φ2(t). We note λ = 1 because of J
′ = 1 and q′ = 1 in our above notation.
To begin with, we derive an expression of η(x, t) in the region |X2(t)| . 1. Using the approximation (I), we keep
terms up to the first order in exp(−l) and obtain
sech(X1) = sech(X2 + l)
=
2exp(−X2 − l)
1 + exp(−2X2 − 2l)
' 2exp(−X2 − l), (S-48)
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tanh(X1) = tanh(X2 + l)
=
1− exp(−2X2 − 2l)
1 + exp(−2X2 − 2l)
' 1− 2exp(−2X2 − 2l)
' 1. (S-49)
Then, these expansions lead to
tan
(
φdp(x)
)
=
Sdpy (x)
Sdpx (x)
=
Sdy (X1, φ1) + S
d
y (X2, φ2)
Sdx(X1, φ1) + S
d
x(X2, φ2)
=
2exp(−X2 − l) sinφ1 + sinφ2 sech(X2)
2exp(−X2 − l) cosφ1 + cosφ2 sech(X2)
' tan(φ2) + 2exp(−X2 − l) sinφ1
cosφ2 sech(X2)
− 2exp(−X2 − l) cosφ1sinφ2
(cosφ2)2 sech(X2)
= tan(φ2) +
2exp(−X2 − l) sin(φ1 − φ2)
(cosφ2)2sech(X2)
' tan
(
φ2 +
2exp(−X2 − l) sin(φ1 − φ2)
sech(X2)
)
. (S-50)
As a result, the azimuthal angle is given by
φdp(x) = φ2 +H(X2, φ1 − φ2)exp(−l), (S-51)
H(X2, φ1 − φ2) = 2sin(φ1 − φ2)exp(−X2)cosh(X2). (S-52)
A similar calculation leads to
tan
(
θdp(x)
2
)
=
√
1− (cosθdp(x))2
1 + cosθdp(x)
=
√
1− (Sdpz (x))2
1 + Sdpz (x)
' exp(X2)
[
1 +G(X2, φ1 − φ2)exp(−l)
]
, (S-53)
where the function G(X2, φ1 − φ2) is given by
G(X2, φ1 − φ2) = −2cos(φ1 − φ2)exp(−X2)sinh(X2). (S-54)
Thus, we substitute Eqs. (S-51) and (S-53) into (S-45), obtaining
ηdp(x) =
[
1 +G(X2, φ1 − φ2)exp(−l)
]
exp
(
X2 + iφ2 + iH(X2, φ1 − φ2)exp(−l)
)
. (S-55)
Finally, to consider the deformation of a domain configuration, we introduce the function ρdef(x, t) as follows:
η(x, t) = exp
(
X2(t) + iφ2(t) +
[
G(X2(t), φ1(t)− φ2(t)) + iH(X2(t), φ1(t)− φ2(t))
]
exp(−l(t)) + 2ρdef(x, t)coshX2(t)
)
' ηd(x, t)
(
1 + (x, t)
)
, (S-56)
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where
ηd(x, t) = exp
(
X2(t) + iφ2(t)
)
, (S-57)
(x, t) =
[
G(X2(t), φ1(t)− φ2(t)) + iH(X2(t), φ1(t)− φ2(t))
]
exp(−l(t)) + 2ρdef(x, t)coshX2(t). (S-58)
This is an approximate expression of η(x, t) in the region |X2(t)| . 1.
Substituting Eqs. (S-56)-(S-58) into Eq. (S-39) and keeping terms up to the first order in the small quantities
(assumptions (I)-(III)), we obtain an equation of motion for ρdef(x, t):
i
∂
∂T
ρdef(X2, T ) =Lρdef(X2, T )
+
φ˙2(T ) + ix˙2(T )
2cosh(X2)
+
[
G′(X2, φ1(T )− φ2(T )) + iH ′(X2, φ1(T )− φ2(T ))
]
eX2−l(T )
cosh(X2)2
, (S-59)
L = − ∂
2
∂X22
+ 1− 2
(coshX2)2
, (S-60)
where we perform the transformations X2(t) = x−x2(t) and T = t, and use notations H ′ = dH/dx and G′ = dG/dx.
Here, we consider an eigenvalue problem defined by
LΨn(X2) = EnΨn(X2), (S-61)
which is known to have a zero mode [10, 12]. The eigenfunction for the zero mode is given by
Ψ0(X2) =
1
cosh(X2)
. (S-62)
Thus, as in Refs. [6–8], a solvable condition becomes∫ λ
−λ
Ψ0(X2)
∗ρdef(X2, T )dX2 '
∫ ∞
−∞
Ψ0(X2)
∗ρdef(X2, T )dX2 = 0, (S-63)
which removes the divergence of the solution of Eq. (S-59) caused by the zero mode (secular term). From Eqs. (S-59)
and (S-63), we obtain
− ∂
∂T
φ2(T )− i ∂
∂T
x2(T ) =
∫ ∞
−∞
1
cosh(X2)
e−l(T )
[
G′(X2, φ1(T )− φ2(T )) + iH ′(X2, φ1(T )− φ2(T ))
]
eX2
cosh(X2)2
dX2
= −4ie−l(T )sin(φ1(T )− φ2(T ))− 4e−l(T )cos(φ1(T )− φ2(T )), (S-64)
which leads to
∂
∂T
x2(T ) = 4e
−l(T )sin(φ1(T )− φ2(T )), (S-65)
∂
∂T
φ2(T ) = 4e
−l(T )cos(φ1(T )− φ2(T )). (S-66)
As for an equation of X1 and φ1, we can similarly derive
∂
∂T
x1(T ) = 4e
−l(T )sin(φ1(T )− φ2(T )), (S-67)
∂
∂T
φ1(T ) = 4e
−l(T )cos(φ1(T )− φ2(T )). (S-68)
These results show that the domain pair undergoes a linear uniform motion at a constant velocity V (l) while rotating
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FIG. S-6. Numerical results with the angle difference φ1−φ2 = pi/3 for the 1D LL equation. The left and right figures show the
time evolutions of Sz(x, t) and Sx(x, t), respectively. The space and time are normalized by the numerical mesh 4x = λ/3.2
and the characteristic time τ = 4~/J .
Sx and Sy at a constant frequency Ω(l):
V (l) = 4e−lsin(φ1 − φ2), (S-69)
Ω(l) = 4e−lcos(φ1 − φ2), (S-70)
where both the phase difference φ1−φ2 and the distance l are constant. In the notation of J ′ and q′, Eqs. (S-69) and
(S-70) become
V (l) = 4
√
J ′q′e−l/λsin(φ1 − φ2), (S-71)
Ω(l) = 4q′e−l/λcos(φ1 − φ2). (S-72)
As in the assumptions (I), (II), and (III), this analytic expression is valid when the following two conditions are
satisfied: (i) the distance l = x2−x1 between the walls is much larger than the width of the wall λ, and (ii) the angle
difference φ1 − φ2 is far from an integer multiple of pi/2.
Equations (S-71) and (S-72) have two features. One is an exponential dependence on the distance l between two
walls, and the other is the dependence on φ1−φ2. The first feature reflects the interaction induced by an exponential
tail of the domain wall configuration. The second one is related to the vector product in the LL equation (S-33). This
is because the direction of this torque term is determined by the directions of transverse spins of the two interacting
domain walls.
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FIG. S-7. Numerical results of the quantities Errorvel (left) and Errorfre (right) for the 1D LL equation. The analytical
expressions of Eqs. (S-69) and (S-70) show excellent agreement with the numerical results when the following two conditions
are satisfied: (i) the distance l = x2 − x1 between the domain walls is much larger than the width of the wall λ, and (ii) the
angle difference φ1 − φ2 is far from an integer multiple of pi/2. The dependence of the errors on φ1 − φ2 is described in the
text.
Numerical test of the analytical result
We numerically calculate the 1D LL equation (S-33) to investigate the validity of Eqs. (S-69) and (S-70).
Taking the conditions (i) and (ii) into account, we perform numerical calculations corresponding to φ1 − φ2 =
pi/12, pi/6, pi/4, pi/3, 5pi/12 by varying the distance l.
Figures S-6 show spatiotemporal distributions of Sx and Sz with the angle difference φ1 − φ2 = pi/3. This result
shows that the domain pair moves at a constant velocity with the x component of the spin Sx rotating and that the
velocity and frequency with the narrower domain are larger than that with the wider one. This is consistent with
the analytical result. To compare the numerical results with the analytical one quantitatively, we compute following
quantities:
Errorvel =
VNum − V (l)
V (l)
× 100, (S-73)
Errorfre =
ΩNum − Ω(l)
Ω(l)
× 100. (S-74)
Figure S-7 shows results for these quantities, which demonstrate that Errorvel and Errorfre are small as long as the
conditions (i) and (ii) are satisfied.
Note that, if φ1 − φ2 is small, Errorvel is large but Errorfre is small. This is due to Eqs. (S-52) and (S-54). In
this case, H(X2, φ1 − φ2) in Eq. (S-52) is much smaller than unity but G(X2, φ1 − φ2) in Eq. (S-54) is the order of
unity. Then, the leading term for the imaginary part of (x, t) in Eq. (S-56), which is related to V (l), is smaller than
the order of e−l. As shown in the derivation, Eqs. (S-69) and (S-70) are correct to the order of e−l, so that Errorvel
becomes large when the angle difference φ1−φ2 is much smaller than unity. In contrast to this case, Errorvel is small
but Errorfre is large when φ1 − φ2 is near pi/2. This is because H(X2, φ1 − φ2) in Eq. (S-52) is the order of unity but
G(X2, φ1 − φ2) in Eq. (S-54) is much smaller than unity.
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