Recently, deep learning has transformed many fields including medical imaging. Inspired by diversity of biological neurons, our group proposed quadratic neurons in which the inner product in current artificial neurons is replaced with a quadratic operation on inputs, thereby enhancing the capability of an individual neuron. Along this direction, we are motivated to evaluate the power of quadratic neurons in representative network architectures, towards "quadratic neuron based deep learning". In this regard, our prior theoretical studies have shown important merits of quadratic neurons and networks. In this paper, we use quadratic neurons to construct an encoder-decoder structure, referred to as the quadratic autoencoder, and apply it for low-dose CT denoising. Then, we perform experiments on the Mayo low-dose CT dataset to demonstrate that the quadratic autoencoder yields a better denoising performance.
Introduction
Deep learning has achieved huge successes, such as in medical imaging over the past several years [1] [2] [3] . The spectrum of deep learning research is wide, ranging from theoretical research, architectural innovation, and practical application. It is underlined that network structures are critical for the overall performance of deep learning systems. Up to date, many excellent models, such as autoencoder [4] , VGG [5] , Res-Net [6] , GAN [7] etc., were developed, and achieved the state-of-the-art performances in various tasks, even outperforming human experts, which are frequently reported in news media. Inspired by the diversity of biologic neurons, recently our group proposed quadratic neurons [8] [9] [10] [11] by replacing the inner product in current artificial neurons with a quadratic operation on inputs, thereby enhancing the capability of an individual neuron. For instance, even a single quadratic neuron can realize any basic logic/fuzzy logic operation such as XOR. Furthermore, we theoretically demonstrated strengths of quadratic networks in terms of model efficiency [11] . Naturally, we are curious if quadratic networks can deliver competitive results in solving realworld problems as our theoretical analysis promises, and if so, quadratic neuron based deep learning should be included in the machine learning arsenal. Autoencoder [12] [13] [14] [15] [16] [17] [18] is a class of models that are successfully applied for denoising, feature extraction, generative tasks, etc. To our best knowledge, all these autoencoders are built with current artificial neurons, each of which performs two operations sequentially: an inner product and an activation sequentially, with the former being linear and the latter nonlinear. As the first step to prototype a practical quadratic network, here we propose a quadratic autoencoder, which is fundamentally different from aforementioned autoencoders. In particular, our quadratic autoencoder is prototyped with more expressive neurons, intrinsically enhancing the way of how features are extracted and represented. Heuristically speaking, the physical world is described by 2 nd order equations, and the information world is full of quadratic features. Therefore, a deep quadratic autoencoder seems appropriate and ought to be powerful in extracting features from image manifolds. It is therefore hypothesized that a quadratic autoencoder will learn a quadratic representation in an efficient way. Along this direction, we construct a convolutional quadratic autoencoder for low-dose CT denoising. To put our work in perspective, we would like to mention that there are some results in the literature on high-order or nonlinear representation as well, either in an implicit or explicit manner.
For example, high-order neurons came into spin in the early stage of artificial intelligence . However, they were never connected into deep networks due to training difficulties dealing with the combinatorial explosion. On the other hand, our quadratic network accomplishes a high-order nonlinear representation layer-wise, and our deep quadratic network can be trained using modern optimization methods and hardware, enabling a large-scale optimization for practical use. Livni et al. [19] altered the activation function of current neurons to a quadratic form: ( ) = 2 , but such a nonlinearity is only of a limited utility because at the cellular level the decision boundary is still linear. Tsapanos et al.
[20] suggested a parabolic neuron, which is a special case of a quadratic neuron. Lin et al. [21] proposed the so-called network in network (NIN) by sliding the micronetworks across the input images so that complex nonlinear feature maps can be directly acquired. Wang et al. [22] revealed the benefits of second-order operations in machine learning by using cross product of two network branches, but their method merely produces de facto processing features in the late stage extracted by two traditional networks consisting of conventional neurons. In contrast to these existing results, what we propose here is unique in terms of the quadratic neuron form, the deep quadratic network, and the first of its kind both quadratic and deep autoencoder.
Methods
Let us first introduce preliminaries on quadratic neurons and then generalize the convolutional operations for deep learning to "quadratic convolution". Then, let us consider quadratic autoencoder models. Quadratic Neurons: A quadratic neuron is an upgraded version of a conventional neuron that is basis on the inner product. Mathematically, the quadratic neuron processes the n-dimension inputs in the following manner (other forms of quadratic processing are possible but beyond the scope of this paper): (1) This function ℎ( ) will be passed into a nonlinear activation function to define the output:
( ) = σ(ℎ( )), (2) where ( ) is the definition of a typical quadratic neuron, (⋅) is an activation function such as a rectified linear unit (ReLU). It is noted that our definition of a quadratic neuron only uses 3 parameters, which is sparser than the general quadratic representation demanding ( +1) 2 parameters. Quadratic "Convolution": Convolutional neural network (CNN) is the most significant architecture for deep learning. In the circumstance of quadratic networks, each feature map is obtained by sliding a quadratic neuron over an input field in a similar manner as a micro network does in the context of NIN. Strictly speaking, such a quadratic operation is not a convolution, but it can be regarded as a special nonlinear convolution heuristically. Quadratic Autoencoder: A general autoencoder model with regularization terms on both weights and features can be expressed as follows: argmin , ‖ − ( , ( , ))‖ 2 2 + 1 ( ( , )) + 2 ( , )
where is the input data, is the output data. is an encoding function mapping input data into an abstract feature map, is a decoding function to invert , and are encoding and decoding weights, and 1 an 2 are regularization terms on features and weights respectively. For example, 1 can regularize for sparsity or invariance, and 2 usually plays a role to prevent overfitting in terms of weight decay, 1 -norm, and so on. In this pilot work, regularization terms were used on neither features nor weights, 1 = 0, 2 = 0. That is, we focus on evaluating the generic quadratic autoencoder in terms of its intrinsic potential.
Experiments
Low-dose CT suffers from unignorable image quality degradation. The most phenomenal degradation in low-dose CT images is disturbing image noise and artifacts. Although traditional methods offered improved imaging results, there are still significant problems to be resolved. Hence, we evaluated our quadratic autoencoder for low-dose CT image denoising with a realworld clinical dataset, publicly available as the NIH-AAPM-Mayo Clinical Low Dose CT Grand Challenge dataset. To establish the position of our quadratic autoencoder in this domain, several state-of-the-art methods including BM3D [23] , CNN [24] , and CPCE-2D [25] [26] were compared with our quadratic autoencoder in the popular quantitative measures SSIM (Structural Similarity Measure), PSNR (Peak Signal Noise Ratio) and RMSE (Root Mean Square Error). Especially, CPCE-2D are among the most advanced deep learning algorithms published in the latest IEEE TMI special issue on deep reconstruction. Specially, in our low-dose denoising task, the general loss function is denoted as: argmin
Here, are the normal dose clean images and are the low-dose noised images. As far as the training dataset is concerned, we randomly extract 64,000 64*64 patches from the five patients' data in Mayo dataset. Evaluation images are chosen from one patient's scans, that is not included in the training dataset. Topologically speaking, our quadratic autoencoder (denoted Q-AE) has identical architecture with RED-CNN [27] , where 10 layers and residual structures are used. As for details, in the encoding phase, 16 3*3 convolutional kernels are used, zero padding=1 in the first four layers and padding=0 in the fifth layer. In the decoding phase, deconvolution layers and operations are correspondingly aligned, in symmetry to the encoding layers. When it comes to the training process, in each neuron were initialized with truncated Gaussian function, while and were initialized with 0. Biases and were set to 1 and 0 initially for all the layers, were set to -0.05 and 0.05 respectively for neurons in encoding layer and decoding layer. The Adam method was used for optimization. Totally, mini-batch size of 50 is included in each iteration, with a total of 20 epochs. The learning rate is set to 0.5 −3 for the first 12 epochs, and 0.2 −3 for the last 8 epochs. Model accuracy: Randomly selected four slices from one patient, labeled as S#1-4, are evaluated in the measure of PSNR, RMSE, and SSIM. The quantitative results from the aforementioned images are summarized. In all the metrics and slices, our QAE achieved the best score with considerable superiority.
Conclusion
In conclusion, we have reported the configuration and utility of our quadratic autoencoder that is intrinsically different from the other autoencoder prototypes in order to promote the use of quadratic neuron based deep neural networks. Our results on low-dose CT denoising have demonstrated that quadratic deep learning has a great potential in machine learning. Future research along this direction can be on more effective architectures with quadratic neurons to solve more real-world problems.
