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PARALLEL  EXECUTION OF LOGIC  PROGRAMS 
BY  LOAD SHARING 
ZHENG L IN  
D Execution of a logic program can be sped up by load sharing among a group 
of interconnected processors. Network contention and load imbalance are 
two potentially limiting factors that must be dealt with carefully. In this 
paper, we discuss a task scheduling scheme in which processors hare the 
workload by voluntarily following a universal task distribution rule. Com- 
munication is reduced by having processors cooperate without frequent ex- 
change of information. However, load balancing is rendered more difficult. 
We propose solutions to the problem by altering the shape of a search space 
to remove the so-called structural imbalance, and by following a statisti- 
cally even task distribution rule. Simulation and experimental data indicate 
that the method is effective for a number of programs for which existing 
scheduling methods tend to generate overly fine-grained tasks that lead to 
heavy traffic in the network. Speed-up factors by the proposed technique 
are comparable to, or better than, that by a typical system which relies 
solely on dynamic task migration to balance the workload. The scheme 
appears to be particularly suitable for implementation on loosely coupled 
parallel platforms. Q Elsevier Science Inc., 1997 <3 
1. INTRODUCTION 
Parallel execution of a logic program creates many tasks that need to be assigned 
to processors at run time. Detecting available tasks at run time and migrating 
tasks among processors incur overhead. This is particularly acute for systems in 
which the cost of communication is high due either to architectural reasons, or 
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to a large number of processors being used. A traditional task scheduler relies 
heavily on shared resources, i.e., shared memory or an interconnection network, to 
perform its functions. As the scale of a nmltiprocessor system grows, and the speed 
of implementing resolution in local processors improves, task scheduling becomes 
increasingly frequent. However, the speed of the scheduler cannot be expected to 
increase proportionally if the scheduler continues to operate on resources hared 
by all processors, that is, the interconnection etwork, or the shared memory if 
available. It is therefore of growing importance to search for methods that are less 
reliant on resources ubject to competition by processors in a parallel computer. 
One way to avoid the bottleneck is to completely abandon interprocess communi- 
cation. This is possible for the execution of Horn-clause logic programs: alternative 
solution paths to a given goal can be pursued simultaneously because there is no 
dependency (excluding i/o) among the solution paths. This type of parallelism is 
normally referred to as Or-parallelism in the literature. 
In this paper, we discuss a scheduling scheme called self-organizing scheduling 
which directs processors to share the search space, the search tree defined implicitly 
by a program, according to a task distribution rule followed by all processors. We 
investigate problems that arise within this framework, namely, the load balancing 
problem and redundant computation problem, and study solutions to the problems. 
We discuss methods, including compile time program restructuring and choice pred- 
icate manipulation at run time, that help alter the shape of the search tree so as 
to facilitate a probabilistic task distribution rule which achieves the best possible 
distribution under the condition that the size of tasks is not known a priori. Using a 
probabilistic model, we show that the task distribution rule minimizes the average 
parallel run time in many circumstances. 
Experimental data are presented showing the effectiveness of the methods. 
Empirically, many programs that were frequently used as Or-parallelism bench- 
marks in the literature can be restructured to effectively take advantage of the 
proposed scheduling method. In addition, due to the low overhead nature of the 
proposed method, dynamic task redistribution (in a traditional way) can always be 
resumed to cope with a highly imbalanced search tree, without paying a significant 
extra price for first applying the self-organizing scheduling technique. For problems 
with fine-grained parallelism (e.g., an optimized 8-queens, zebra, turtles program, 
running on 30 or more processors) whose speed-up factors reach peaks at less than 
30 processors on a typical Or-parallel Prolog system in previous simulation stud- 
ies [161, we found that the peak speed-up factors can be doubled or tripled using 
the self-organizing scheduling method even without resorting to communication. 
An experimental parallel logic programnfing system has been implemented on a 
NUMA multiprocessor, Hector [23]. Experimental data from the system appear to 
be consistent with the simulation results with up to 16 processors. 
Several schemes had been proposed in the literature [11, 1] along the lines 
of adopting a zero or near-zero communication scheduling scheme. However, the 
proposals had done very little to address the load balancing and redundant com- 
putation problems which offset gains by eliminating (or reducing) communication 
overhead. The potential of noncommunicating protocols remains quite unclear in the 
absence of quantitative results. This paper addresses these issues, and in particular, 
investigates solutions to problems that arise within a noncommunicating protocol. 
The paper is organized as follows. Section 2 provides a background on parallel 
execution of logic programs; Section 3 discusses the proposed methods; Section 4 
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presents the experimentM results, and a comparison with existing systems; Section 
5 discusses the advantages and limitations of the proposed method, and possible 
solutions; Section 6 describes related work; and Section 7 concludes the paper. 
2. BACKGROUND 
We consider a logic program to be a set of Horn clauses written as 
H :-B1, B2, • • •, Bn 
where H, the head of the clause, is a positive literal and the B~s, the body of 
the clause, are conjunction of either positive of negated literals (possibly empty). 
Intuitively, the interpretation of the above rule is: if all B~s are solved, then H is 
considered solved. 
A query is written as :-Q, where Q is a conjunction of literals. Evaluation of Q 
starts with clause : Q, using resolution [17] to derive an empty clause should one 
exist. There may be multiple selection of rules at each resolution step, provided by 
rules with a matching head. All solutions to the query can be found by exhausting 
every possible alternative in the program. The resolution process can be visualized 
as the construction of a search tree (backtracking tree, proof tree) [17] for the given 
query. Given a program and a query, the tree is implicitly defined. 
2.1. Or-Parallel Execution of a Logic Program 
Or-parallel execution of a logic program can be viewed as having multiple processors 
(resolution engine, workers) simultaneously exploring different parts of a search tree 
defined implicitly by the program. Traditionally, execution starts with the initial 
goal (a conjunct) sent to one of the workers. The goal is expanded by resolving 
one of its literals (the leftmost one in the case of Prolog) with clauses which have 
matching heads. If more than one potential subgoal is generated, and if there are 
idle workers, the extra subgoals are made available to the idle workers. Any unsolved 
subgoal that remains is solved upon backtracking. The procedure repeats until all 
workers finish their tasks. In this paper, we are concerned only with the situation 
in which the tree is finite and all solutions need to be found. In other words, the 
entire search tree is explored. 
Task scheduling consists of searching for available tasks (or processors) and trans- 
ferring a task. Transferring a task from one processor to another means migrating 
the state (variable bindings, control information, etc.) of one processor correspond- 
ing to the task to another processor. Different execution models handle task migra- 
tion differently [2, 5, 20, 12, 18, 7, 9], with the objective of balancing load distribu- 
tion with as little communication as possible. A common characteristic of existing 
methods is that processors cope with the dynamically changing search space by 
interchanging messages to detect where a task is available and migrate to the task. 
While this approach has an obvious advantage of automatically adapting to the 
shape of the search tree, the overhead of scheduling can be unnecessarily high, es- 
pecially for fine-grained tasks. This will become clear when performance data are 
presented from a typical Or-parallel system later in this paper. 
With increasingly fast implementation of sequential resolution engines, and the 
widening gap in speed between CPU and interconnection etworks, the issue of 
scheduling has a newly added element of how to keep up with the resolution engine, 
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which operates pr imar i ly  on local and private resources. Obviously, the power of 
fast local resolution engines can be uti l ized fully only when the scheduler is able to 
allocate taslcs for them in time. 
We investigate a method that  divides the search space and coordinates the search 
by following universal rules, as opposed to via interprocess communicat ion.  We 
describe the method and present performance results in the following sections. 
3. SELF -ORGANIZ ING SCHEDUL ING 
We discuss a task scheduling method called self-organizing scheduling (SOS) in 
this section. The idea of this method is to allow each processor to decide, locally, a 
part i t ion of the search tree to explore, according to universal rules agreed on by the 
whole system. A partition of the tree is defined as a part  of the tree that  consists 
of a set of nodes reachable from the root of the tree. Two part i t ions are disjoint 
if there is no common leaf node in the part it ions.  We note that  a partition always 
contains a path from the root. A task distr ibut ion rule is a mapping F :  processor 
id --~ tree nodes. 
At  this stage, we choose not to be specific about the mapping F in order to 
concentrate on a more essential question, that  is, how are tasks allocated'? We shall 
note that  F is not an arb i t rary  mapping, but one that  ensures that  the entire tree is 
explored, thus guaranteeing completeness. We will e laborate on the mapping rules 
later. 
Here is how a tree is divided: 
1. every processor starts with the original goal (the root of the search tree); 
2. at each node, a processor expands all children of the node and claims those 
belonging to it according to the universal rule F ;  
3. a processor epeats step 2 until all a lternatives nodes it claims are explored. 
The following is evident: 
Lemma 1. At any node of the search tree, a processor knows ezactly which pro- 
eessors are visiting that node. 
This is tr ivial  for the root of the tree. It is true for the children of the root 
as well: because every processor knows the children that  the root may have, and 
every processor follows the same task distr ibut ion rule F ;  therefore, a processor 
can compute the assignment of nodes for itself as well as for ti le other processors 
that  are visit ing the root. In other words, a processor knows which child(ren) to 
claim, and it knows which other processors would claim the same child(ren). Using 
the argmnent above recursively, we can sllow that  at each node, a processor knows 
exact ly which processors are visit ing the same node. 
The effect is the following: each processor constructs a part  of the search tree 
(part i t ions),  and the union of these part i t ions is tim original tree. This is equivalent 
to each processor comput ing a part ia l  solution (a subset of the solutions) to the 
problem; the union of the part ia l  solutions is the solution of the problem. The deci- 
sion of which path(s)  in the search tree to pursue is made locally by each processor. 
No dialog among processors is necessary. Load sharing is achieved without inter- 
processor communication. Figure 1 i l lustrates the idea by using a task d istr ibut ion 
rule by which the children of a part icular node in the search tree are evenly divided 
by the processors which visit the node. 
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F IGURE 1. Processor P0, P1, and P'2 share a search tree. 
Now we have a scheme that explores asearch tree in parallel, and does so correctly 
in the sense that it computes everything that a sequential algorithm computes. The 
problem that arises with this scheme is how load balancing is managed, which is our 
focus in the rest of the paper. 
Ideally, each processor obtains a partition of equal size. However, this is unlikely 
unless the size of a task is predictable so that a perfect match can be computed 
when tasks are being assigned. Research in compile time granularity analysis [8] 
may eventually lead to a solution to the problem, but the technique at its current 
stage (for worst case complexity boundary only) cannot accurately predict the size 
of tasks in general programs. We opt for program restructuring which alters the 
shape of the search tree to facilitate probabilistic distribution rules. 
Or-parallel branches in the search tree are created by the selected literal (for 
expansion) unifying the head of multiple rules. Imbalances of the tree are the result 
of either: 1) terminated branches (called cutoffs), or 2) syntactic haracteristics of
the program which result in an imbalanced search tree, which will be referred to as 
structural imbalance in the rest of the paper. 
An important class of programs written in a logic programming language is 
the generate-and-test programs, where the generating phase produces candidates, 
stored in a structure, then enumerates the candidates to pass to the testing phase. 
Generating and testing can be interwoven. While we do not know how to determine 
cutoffs in advance, structural imbalances can be cured by changing the way the 
candidates are generated. To illustrate the idea, consider the member predicate. 
This predicate, and its variation, can be found in many normal style generate-and- 
test programs as a means of creating alternatives. The predicate is usually defined as 
member (X,[X[Y]). 
member(X,[HIY]) : -  member(X,Y). 
Given a list as the second argument, member eturns an element from the list in 
the first argument of the predicate. All elements can be retrieved eventually by 
exhausting, recursively, all alternatives. 
Predicates which represent multiple choices are referred to as choice predicates, 
as opposed to deterministic predicates which have only one valid choice. The member 
predicate defined above is a choice predicate when called with an instantiated second 
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argument and uninstantiated first argument. Notice that whether or not a predicate 
is a choice predicate is contingent not only on the way it is written, but also the ar- 
gument pattern with which it is called. A recursive choice predicate and a recursive 
deterministic predicate are not distinguishable syntactically in Prolog. We assume 
that choice predicates are explicitly identified with annotation supplied by users. 
This assumption is consistent with practice in many existing parallel Prolog sys- 
tems [5, 2] which require an explicit distinction between predicates to be evaluated 
sequentially or in parallel. 
At run time, the normal style member predicate defined above produces a search 
tree "biased" to the right: the left child of a node in the tree corresponds to the 
first rule, and the right subtree of a node corresponds to the second recursive rule 
of tile definition. When this predicate is embedded in a program, a left branch so 
generated represents one element of the given list to be processed, and a right 
branch represents the rest of the elements to be processed. The difference in the 
one element and the rest of the elements cannot be observed by the resolution en- 
gines present at the parent node of the branches. Furthermore, the degree of bias is 
magnified if the predicate is called from inside a loop. 
To eliminate structural imbalances in the search tree caused by a biased recur- 
sive choice predicate as illustrated in the above example, we examine two different 
approaches to solving the problem. The goal to be achieved is to enumerate all ele- 
ments in a given list as alternatives when a choice predicate is called, and for each 
of the alternatives, construct a choice branch as an immediate child of the node at 
which the choice predicate is called. 
3.1. Flattening Choice Predicates 
Program Restructuring. Enumerating members of a given structure can be writ- 
ten in a form more general than tile member predicate given above. Predicate 
select (X, Y) selects an element from a given structure Y, and computes X from 
the element selected, 
select(X,Y) : head_of(Y,Head), process_head(Head,X). 
select(X,Y) :- tail_of(Y,Tail), select(W,Tail), process_tail(W,X). 
where the head_of and tail_of predicates are user-supplied procedures to retrieve 
an element in the structure and the rest of the elements in the structure. Tile 
process_head predicate processes tile selected head and process_tail processes the 
tail. Assume that the select predicate will be called with an instantiated second 
argument. 
The recursive rule can be flattened by substituting in the first rule, recursively: 
select(X,Y) :- head_of(Y,Z),process_head(Z,X). 
select(X,Y) :- tail_of(Y,Z), head_of(Z,W), process_head(W,U), 
process_tail(U,X). 
select(X,Y) :- tail_of(Y,Zl), tail_of(Zl,Z), head_of(Z,W), 
process_head(W,U1),process_tail(U1,U), 
process_tail(U,X). 
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if the number of elements with which the predicate will be called is known at compile 
time. Otherwise, a recursive rule has to be added to ensure the correctness of the 
definition: 
select(X,Y) :- tail_of(Y,Z,~), tail_of(Z~,Z,,_ 1 ),..-,tail-of(Z1,Z), 
select(W,Z1), 
process_tail(W,U,~) ,... ,process_tail(U,X). 
We consider this approach a partial solution to the problem because it may not be 
applicable to all choice predicates. It is nonetheless a useful preprocessing technique 
until a Prolog system employs a built-in mechanism that can handle general cases 
as discussed below. 
Flattening Choice Predicates at Run Time. Setting aside the concern for effi- 
ciency, choice predicate flattening is probably best handled at run time because 
there is more information available. One way to flatten a choice predicate is to 
implement member as a built-in predicate that behaves the same as if it were writ- 
ten in a nonrecursive form. We can then substitute any arbitrary choice predicate 
p(X)  with findall( T,p(T),R),member(X,R). Knowing that the second argument will 
always be a completely instantiated list, it would not be difficult to implement 
member as a flat loop instead of a two-way recursive predicate. Substitution can 
be automatic, provided choice predicates are identified by annotation. Obviously, 
there is a run time penalty for doing this. Whether or not the overhead so incurred 
is acceptable depends on how large the overhead is relative to the size of the tasks 
spawn from the choice predicate. Further study would be needed on this approach. 
Throughout he rest of the paper, we will use the program restructuring method 
for flattening choice predicates. 
3.2. Task Distribution Rules 
Effectiveness of the self-organizing scheduling approach lies in whether a balanced 
load distribution can be obtained. By removing the structural imbalance of a pro- 
gram, cutoffs are the only remaining factor causing an imbalanced load distri- 
bution. Cutoffs exhibit a high degree of uncertainty, or randomness. Here, we 
investigate task distribution rules that minimize average parallel run time in the- 
ory. In the next section, we study the effectiveness of these rules on benchmark 
programs. 
Until now, we have been using the term task informally. Formally, a task is 
a sequence of consecutive resolution steps including backtracking performed by a 
processor. In the search tree, a task is represented by one node or several nodes. 
Tasks are created at run time dynamically. 
We assume that the run time of a task is proportional to the number of nodes 
processed. The run time of the parallel execution is the longest run time of all 
processors. In the following discussion, run time is measured by the number of 
nodes traversed so as to simplify the description. 
The following result, to be referred to as the equipartitioning theorem, provides 
an analytical base for establishing task distribution rules. 
Theorem. Let N be the number of pT"ocessors, and let m (N /m is an integer) be the 
number of tasks whose sizes are statistically identical and exhibit the following 
property: 
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F IGURE 2. Sample probability density distribution functions. 
1. the probability density fltnction is nonincreasing, or 
2. the probability density flmction is symmetric with respect o a positive central 
point. 
Then, the average parallel run time is minimized if and only if an identical 
number of processors are assigned to each of the tasks. Proof of the theorem can 
be found in the Appendiz. 
The conditions in the theorem are satisfied by the distribution of shapes illus- 
trated in Figure 2, including, but not limited to, uniform, exponential, and normal 
distributions. 
Statistical identicality of tasks can be guaranteed by enforcing fairness in creating 
a task, that is, a particular node has an equal chance to be included in any task. 
Tasks Distribution Rules. Problems remain as to how many tasks are to be 
created and assigned to processors under any particular node. Recall that every 
processor has a copy of tile root of the search tree (the original query) at the 
beginning of the execution, and every processor knows how many processors are in 
the system. It is also true that all processors obey a universal task distribution rule 
in allocating their own tasks. 
At each node of the tree (including the root), we could create virtually any 
number of tasks (including redundant asks). Some reasonable choices, however, 
are to generate as many tasks as the number of processors present in the node, 
evenly dividing them among processors, or create only one task, assigning it to 
all processors. In the former case, the search space is divided among processors in 
the fastest possible way. In the latter case, tile search space is not divided at the 
current node of the search tree. Redundant computation is incurred, but the ability 
to adapt to the shape of the search tree can be improved, as will be explained later. 
Here, we focus on the following universal task distribution rules, both satisfying 
the statistical identicality condition: 
1. The eager-splitting rule: At each choice point where m processors are present, 
assume there are n valid alternatives, m tasks are created and assigned evenly 
to m processors. If n >_ m, each task contains n/m choices; the leftover choices 
are randomly included in some of the tasks. If n < m, each choice constitutes 
rn/n tasks, i.e., rn/n processors will share a choice. If there are leftover tasks 
(e.g., m cannot be divided perfectly by n), they are formed by randomly 
selecting one alternative for each task, which is equivalent to assigning, ran- 
domly, one choice to each of the leftover processors. Note that we always 
consider having m (the number of processors) tasks created, although some 
of these tasks are identical (but they may be decomposed later). 
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F IGURE 3. Example of splitting a tree. At level H,~uo(:, a processor commits to N,~uo~ 
subtrees rooted at the level. Note that this figure shows allocation done by the eager- 
splitting rule. For the lazy-splitting rule, the N,~uo~: subtrees are not adjacent o one an- 
other. 
2. The lazy-spl i t t ing rule: At each choice point, two tasks are created and as- 
signed to each half of the processors. In the case of choices not being evenly di- 
vidable, leftovers are t reated in a way similar to that  in the eager-spl i t t ing rule. 
By Lemma 1, at any node of the search tree, a processor knows exact ly  which 
processors are sharing the node with it. Therefore, the above task d istr ibut ion rules 
can apply  at each node of the tree. 
Wi th  the eager-spl i t t ing strategy, the search tree is divided among processors in 
the fastest possible way. The lazy-spl i tt ing strategy is the opposite,  t rad ing com- 
putat iona l  overhead for better  adaptabi l i ty.  
Assume that  there are n = 2 k processors, and the search tree is balanced and is 
of degree d (i.e., every node has d branches). Under these condit ions, the two task 
d istr ibut ion rules are compared in terms of parameters  descr ibed as follows: 
• Al locat ion level, Lauoc: The depth (from the root, level 0) in the search tree 
where an individual  processor commits itself to one or more nodes exclusively. 
• Number  of nodes al located, Nauod The number of nodes a processor commits  
to at the al location level. 
• Redundant  computat ion C~d: Redundant  node expansion compared to the 
eager-spl i t t ing rule, which is considered 0. 
F igure 3 i l lustrates these parameters  in a balanced tree. 
Table 1 summarizes results comparing the two spl i t t ing strategies. 
Nodes that  a processor claims at the al location level represent a l ternat ive tasks to 
which a processor is assigned. We expect that  the eager-spl i t t ing st rategy minimizes 
TABLE 1. Comparison of the Two Splitting Strategies. See Text for Further Explana- 
tion. 
St ra tegy  Lalloc Nalloc Crd 
Eager -sp l i t t ing  log d n < d 0 
Lazy -sp l i t t ing  log2 n _~ • 
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redundant computation, but its adaptability to the shape of the search tree is 
limited because some processors may quickly be out of work due to encountering 
cutoffs in the tree. This strategy is suitable for a shallow search tree. On the other 
hand, the lazy-splitting strategy introduces redundant computation, but it commits 
a processor to more, and widely scattered, nodes in the search tree compared to the 
eager-splitting strategy. It is expected to be more adaptive because there are more 
"alternative" tasks for a processor. For a deep (i.e., the height of the tree is much 
greater than log n) and bushy search tree, the lazy-splitting strategy is expected to 
perform better since it is more adaptive to the shape of the tree, and the redundant 
computation is relatively insignificant in such a case. 
4. PERFORMANCE STUDY 
Performance of the self-organizing scheduling scheme is studied by simulation using 
a set of benchmark programs listed in Table 2. We will also present data collected 
from a prototyping implementation of a parallel logic programming system using 
SOS as the primary task distribution mechanism. We shall make clear that the 
emphasis of this section is the simulation study because: 1) simulation allows us to 
derive conclusions pecifically about the scheduling algorithm (with respect o its 
load balancing ability), and 2) simulation also allows us to project performance for 
systems larger than the multiprocessor in which the experimental implementation 
is rtmning. The experiment serves to validate certain assumptions made in the 
simulation. 
In Table 2, the size of program is considered as the size of the search tree con- 
structed uring execution of the program. It is the number of resolution steps (logic 
inferences) during the execution, excluding evaluating Prolog built-in predicates. 
All programs are preprocessed manually with the program restructuring method 
described in the previous section. We note that there is no significant change in 
execution time due to the restructuring in any of the benchmarks running with 
Sicstus Prolog 0.6. Benchmark programs are chosen because: 1) they can be found 
in the literature and are well understood, 2 i they all provide a sufficient amount 
of parallelism so that the effect of a lack of parallelism in the execution can be 
eliminated, and 3) they are relatively small programs (a few seconds in sequential 
execution) so that we can prevent only large grain tasks from being generated at 
run time. We note ttmt small programs place the greatest stress on a scheduler, and 
TABLE 2. Benchmark Programs 
Size 
Program (res. steps) Description 
9-queens 225926 
n-square 77217 
Pat tern  50520 
8-queens 47483 
~¥ee 22676 
Turtles 19678 
Zebra 17478 
Placing 9 queens  so they cannot  attack each other. 
Testing if all but one of the elements of a square grid can 
be removed using t ic-tac-toe like jumps. 
Testing if certain pattern of a list can be obtained. 
Placing 8 queens so they cannot attack each other. 
Traversing a tree generated by pruning branches in a 
quad-tree randomly with probabi l i ty set equal to 0.5. 
The height of the tree is 16. 
F i t t ing 9 square pieces into a 3 by 3 board so that  cer- 
tain constraints on matching edges are satisfied. 
Solving the puzzle of who owns the zebra. 
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only in such situations do many of the interesting scheduling issues start to emerge. 
In addition, many applications have a computation pattern that is a stream of par- 
allelizable tasks followed by synchronization (e.g., i/o). Small programs represent 
the "parallel phrase" in between synchronization points. 
To do the experiment, we first extract the search tree of the benchmark Prolog 
programs, then simulate the execution of Prolog by a parallel depth-first search 
with the self-organizing scheduling method. We assume that a task is made up of a 
(random) number of resolution steps, and the number is sufficiently large 1 so that 
the average time spent on each resolution step in the task approaches a constant, 
that is, the average time of a resolution step for the entire problem. With this 
assumption, we can use the number of resolution steps as an index of the size of 
a task, which equals the average cost of each resolution step times the number of 
resolutions. We will present evidence from experiments of a prototyping implemen- 
tation to validate results based on this assumption. We shall note, however, that 
there are other indices that may be more precise as regards measuring the size of a 
task if the characteristics of a program are known a priori, but the issue is beyond 
the scope of this paper. Also, the uniform resolution time assumption is exactly 
where the difference between an actual implementation a d the simulation lies. 
The simulation is run on both a uniprocessor workstation and the BBN Butter- 
fly TC2000 multiprocessor. In the sequential simulation, run time is measured as 
resolution steps, i.e., the number of nodes being explored. The simulated parallel 
run time is the longest run time among all processors participating in the search. In 
the parallel sinmlation, run time is measured by a physical clock. Notice that the 
self-organizing scheduling method does not incur communication overhead at run 
time so that results (in term of speed-up) from simulation on a uniprocessor should 
be close to reality. We are able to verify this by comparing the results to those 
from using up to 32 processors on the Butterfly. The reason for using sequential 
simulation is that it allows us to evaluate the scheme using an arbitrary number of 
processors. 
4.1. Load Distribution 
First, we are interested in how effectively the task distribution rules can balance 
the load, with structural imbalance in a program removed. We define the balance 
factor as 
1 nT ,  
-E l  i B -  n 
max(T/) 
where Ti is the total number of nodes in the search tree allocated to processor i,
and n is the total number of processors. A better balanced load distribution will 
be reflected in a larger B value. The load balance factor is similar to the efficiency 
factor e used in other literature [13], defined as 
1 T 
n max(Td + C . . . . .  
where T is the total number of nodes in the tree and C~:o,~,~ is communication 
n overhead. If communication overhead is excluded, B = e if ~ i  Ti = T. Tile 
1For benchmark programs used in the experiment,  a task normally consists of thousands of 
resolution steps. 
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notion B tries to reflect a "realistic" load distribution that is possible under a 
load balancing strategy excluding communication overhead. Notice that  even with- 
out communication overhead, the load on each processor measured by the num- 
ber of nodes it possesses cannot always be T/n because the search tree may not 
have sufficiently many branches at a particular moment to keep every proces- 
sor occupied. Idling or redundant computat ion by some processors is inevitable, 
and it has nothing to do with tile scheduling algorithm, The efficiency factor 
e cannot distinguish between the algorithm-induced penalty and limits inherent 
to the problem at hand. In contrast, the balance factor B excludes the impact 
of the idling or redundant computat ion due to the lack of parallelism in the 
problem. 
The first set of results shows how the balance factor is improved by eliminating 
the structural imbalance in a program. The result is obtained by simulation on a 
uniprocessor. The eager-splitting rule is used unless specified otherwise. 
Figure 4 shows the difference of load distribution (in term of tree nodes) on 
64 processors between two versions of a zebra program, one with a regular choice 
predicate, and the other with a flattened choice predicate. Load balancing is vastly 
improved due to program restructuring. It is generally true that flattening the choice 
predicate results in a better balanced load distribution, although the improvement 
varies depending on different programs. We summarize the result by presenting the 
curves of the balance factors for several other benchmarks, shown in Figure 5. The 
eager-splitting rule is used in this experiment. As can be seen, the balance factor is 
significantly improved for all but the n-square and tree programs, which have a deep 
and bushy search tree that cannot be sufficiently taken care of by the eager-splitting 
rule. 
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F IGURE 4. Load distribution from running 
the zebra programs on 64 processors. Workload 
is measured by resolution steps (on each pro- 
cessor). 
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F IGURE 5. Comparison of balance factors 
(B) between programs with flattened choice 
predicates (labeled "flat" in the figure) and 
with normal style choice predicates (labeled 
"bias" in the figure). N is the number of pro- 
cessors. 
The n-square program, and the tree program were run with the lazy-splitt ing 
rule. Results are given in Figure 6. The balance factor is substantial ly improved (i.e., 
>100% with 128 processors) since lazy-splitting is better in coping with irregularly 
shaped trees. However, the overhead of redundant computat ion makes the lazy- 
spl itt ing rule unsuitable for a shallow search tree such as that of the 8-queens, the 
zebra, or the turtles program. The height of the search trees for these programs is 
not sufficiently larger than log(128), the level at which each of the 128 processors 
commits to its own tasks. 
The above results appear to be consistent with findings by others such as in 
[22, 10]. 
4.2. Speed-Up Factors 
Speed-up factor is defined as the sequential run time divided by the parallel run 
time. It is a generally accepted indication of how well a parallel system is able to 
improve the run t ime of a program. Next, we present data showing speed-up factors 
of the proposed approach on the selected benchmark programs. 
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F IGURE 6. Comparison of the eager-splitting 
rule (labeled "eager" in the figure) and the lazy- 
splitting rule (labeled "lazy" in the figure). N 
is the number of processors. Flattened choice 
predicates are used in both programs. 
F igure 7 lists speed-up factors from a simulat ion study running on a uniprocessor. 
In this s imulation, the run t ime is measured by the number of resolution steps 
performed in the execution (number of nodes traversed in the proof tree). 
F igure 8 lists speed-up factors from a paral lel  s inmlation study running on a BBN 
Butter f ly  TC2000 with 32 processors. The run t ime is measured by a physical clock. 
In order to observe the real overhead of task al location, which is the t ime to com- 
pute the part i t ion of tasks, the resolution speed must be realistic. In the paral lel  
s imulat ion, resolution engine speed is set equal to that  of Aurora  Paral lel  Prolog, 2 
a well-known paral lel  Prolog implementat ion,  running on one Butterf ly  processor. 
Both the eager and the lazy scheduling strategies are implemented in the simula- 
tor. The eager-spl i t t ing rule was used for programs n-queens, zebra, pattern, and 
2Aurora 0.6/Foxtrot, patch #8 with Manchester Scheduler. 
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F IGURE 7. Speed-up from simulation study. Speed-up defined as sequential run time 
divided by parallel run time. Eager-splitting used by all programs. Lazy-splitting also used 
by the n-square and tree programs. Two pairs of speed-up curves for these two programs 
are shown. The ones above represent lazy-splitting. 
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F IGURE 8. Speed-up from simulation study on the Butterfly. Lazy-splitting used by the 
n-square and tree programs. Eager-splitting used by the other programs. 
turtles. The lazy-spl i t t ing rule was used for programs n-square and tree. From the 
paral lel  s imulat ion study, we are able to verify that  the sequential  s imulation, which 
measures run t ime by the number of resolutions performed, accurately reflects the 
speed-up result by the paral lel  s imulation, which measures run t ime by a real clock, 
for up to 32 processors. The overhead of calculat ing the task distr ibut ion,  the only 
overhead not considered in the sequential s imulation, is nearly invisible in the par- 
allel s imulat ion, given that  the speed-up factors are almost identical to that  from 
the sequential  s imulation. This result is expected because there are only about  30 
lines of C code for calculat ing the mapping,  and the code is executed only when 
there is more than one processor present at a node. In other words, the code is 
invoked fairly infrequently. 
Finally, we show in Figure 9 speed-up data  from an exper imenta l  implementat ion 
on a nonuniform memory  access mult iprocessor Hector [23]. Hector is a hierarchical 
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F IGURE 9. Experimental speed-up by programs olving the 9-queens, cube, turtle, and 
zebra puzzles. Sequential run time (in seconds) is listed next to the labels. Run time of 
the turtle and the zebra programs is too small to measure at 16 processors. The Hector 
multiprocessor is used for this experiment. 
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r ing-structured shared memory nmltiprocessor. Currently, it has 16 MC88000 pro- 
cessors and 4 MB memory attached to each processor. SOS is used as the pr imary  
scheduling mechanism in our implementat ion,  a On a uniprocessor, our system is 
comparable  or faster [14] than Sicstus 0.6 upon which the Aurora  system is based. 
All  programs were run using SOS only in the experiment.  As can be seen in F igure 
9, speed-up with the 9-queens, turtle, and the zebra programs matches well with 
that  from the paral lel  s inmlation (Figure 8). We do not use other benchmarks be- 
cause they all run under 2 seconds on a uniprocessor with our system, and thus 
their paral lel  run t ime becomes too small to be measured accurately. This exper- 
iment indirect ly val idates the "uniform resolution time" assumpt ion made in the 
s imulat ion study. 
4.3. Performance Comparison with Aurora Parallel Prolog 
To see how SOS compares to a t radi t ional  scheduler in a typical  logic programming 
system, we compare the speed-up results from simulat ion with those obta ined from 
running the same set of benchmarks programs with Aurora  Paral lel  Prolog on the 
Butterf ly  machine. We shall state at the outset that  we are interested solely in 
examining the effect of scheduling algorithms, and we make no claim about  the 
readiness of SOS for handl ing certain Prolog language features (e.g., side effects, 
cuts) which the Aurora 's  control mechanism is ready for. 
Speed-up factors with Aurora (the best out of ten runs) are given in F igure 10. 
We especial ly note that  despite the difference in speed-up between our 8-queens 
programs and the one discussed in [20], we stil l consider that  these results in general 
are consistent with those reported in [20], where benchmarks are chosen special ly 
to demonstrate  the speed that  can possibly be achieved by the improved Aurora  
system. Our 8-queens programs have only about  1/4 of the resolution steps and 
less than 1/4 the run t ime on a uniprocessor compared to the one used in [20]. 
Apparent ly,  ours is a more efficient sequential Prolog program. This should be no 
alnterested readers are referred to [14] for details of tile system. The prototype is not a full 
Prolog implementation; nonetheless, it implements most core functions of a Prolog system. 
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surprise, even though we registered speed-up factors of at best 13.3 for the 8-queens 
program versus over 20 obtained for the 8-queens program in [19]. 
The Peak Speed-Up Factors. The speed-up curves for most benchmark programs 
either have reached the peak or at least have leveled off with Aurora Parallel Prolog 
on 32 processors, as shown in Figure 10. Using the self-organizing scheduling ap- 
proach, simulation results (Figure 7) on up to 128 processors showed that: 
• the peak speed-up factors for the 8-queens, zebra, and turtles programs (with 
fine-grain parallelism) exceed, by a margin of at least 200%, experimental 
results on Aurora; 
• the peak speed-up factors for the 9-queens program is 100% better than that 
with Aurora; 
• the peak speed-up factors for the n-square program (with a very bushy search 
tree) is about 30% faster than that on Aurora. 
Notice that there is no communication i volved here. The result fi'om the parallel 
simulation closely matches that from the sequential simulation for up to 32 proces- 
sors, as evidenced by the fact that the overhead of task allocation at each choice 
point is very insignificant on the BBN Butterfly TC2000. The sequential simulation 
result is believed to be accurate with regard to the speed-up factors, although the 
speed is not measured by a physical clock. 
Speed-Up Comparison. Given the number of processors, the speed-up achieved 
by self-organizing scheduling appears to be very competitive. Note that these results 
are obtained without communication. The same speed-up result will hold regardless 
of the speed at which the resolution engine is running. Therefore, absolute speed 
comparison will favor the self-organizing scheduling scheme if a faster resolution 
engine is used. In contrast, speed-up usually cannot be maintained with methods 
involving shared resources uch as shared memory or communication links when 
the sequential resolution engine improves in speed. 
5. D ISCUSSION 
5.1. Problems and Possible Solutions 
In the above experiment, we studied the behavior of the proposed technique with- 
out communication among processors. We demonstrated that the scheme is able 
to effectively deal with problems for which a traditional scheduler tends to create 
mostly fine-grained parallel tasks at run time. The loss of processor utilization due 
to the unevenness in load distribution can be more than covered by the benefit of 
reduced scheduling overhead. The advantage of the proposed technique is that no 
communication is needed. It frees the scheduler from possible constraints uch as 
communication bandwidth among processors that could otherwise limit its ability 
to function effectively. The limitation, however, is that it is unable to reuse pro- 
cessors that complete tasks they allocate before the termination of the (parallel) 
execution. We have shown in the above simulation study that this would not nec- 
essarily compromise performance (compared to a traditional scheduler). But the 
worst case scenario, a very uneven load distribution that causes excessive loss of 
processor utilization, could happen despite the effort to obtain a better balanced 
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load distribution by removing structural imbalance of the search tree, and by using 
a statistically even distribution rule. Below, we discuss options to deal with the 
problem. 
A possible solution to the problem is to resort to dynamic task redistribution 
as existing schedulers do. As we know, the overhead of dynamic task redistribution 
is relatively small for medium- to large-grained tasks, and it provides us with the 
adaptiveness necessary to deal with some ill-shaped search tree. On the other hand, 
the self-organizing scheduling approach has low overhead, and thus ensures that 
while it does not help improve performance, it would not degrade it either. A 
combination may achieve the advantages of both methods. However, the difficult 
issue is when and how dynamic task redistribution should be invoked to achieve 
the best result. 
Another option to alleviate the problem is to have idle processors collected by 
a higher level scheduler (e.g., the operating system) and assigned to other queries. 
The idea is to use dynamic scheduling only at the level of user queries where tasks 
are often of larger granules. In a multiuser environment, his would yield a high 
system throughput given sufficient queries. Global load balancing is involved here. 
It appears to be an interesting subject for future investigation. 
Static program analysis that provides the probability of cutoffs according to 
given query patterns will be very helpful to guide task distribution. More research 
needs to be done before this becomes a feasible alternative to the currently used 
statistical distribution rule. 
5.2. Integrating Self-Organizing Scheduling and Dynamic Task Distribution 
Next, we present results obtained from a simulation study in which fair-polling [16] 
and self-organizing scheduling are combined. It works as follows. Processors tart 
with the self-organizing scheme as described in the previous sections. But instead 
of sitting idle when work is finished, a processor will attempt o migrate tasks from 
other processors by sending task migration requests to other processors, using the 
fair-polling strategy [16]. The fair-polling strategy is essentially a polling scheme 
that dictates that task migration requests are sent to other processors alternatively. 
This strategy has been shown to offer the most consistent, and often superior, 
performance compared to several other schemes [13, 16]. We experimented with 
two different versions of the fair-polling method. The first one, scheme T, allows 
an idle processor to poll any other processors. The second one, scheme E, allows 
an idle processor to poll processors only in its own cluster, which is a subset of all 
the processors. The size of the cluster is chosen to be the square root of N, the 
number of processors in the system. This is a balanced consideration on the number 
of clusters and the size of a cluster. It may not necessarily be the optimal choice, 
which is itself an interesting topic for research. Another way to view scheme E is 
that processors are divided into ~ clusters, each consisting of ,~  processors. Fair 
polling is applied only within a cluster. A cluster is considered as a superprocessor 
while in the self-organizing scheduling phase. Since distance between processors i  
not a factor affecting communication overhead in the Butterfly machine, clusters 
are just groups of arbitrary processors in our experiment. Figures 11 and 12 give 
the speed-up factors for up to 32 processors on the Butterfly TC2000. 
The combination in both cases yields speed-ups ignificantly exceeding that 
gained by using self-organizing scheduling alone. Scheme T produces speed-ups 
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better  than that  result ing from using the fair-poll ing algor i thm alone [16]. Scheme 
E, in most cases, does not have speed-up factors as good as T. However, it restr icts 
communicat ion to within processor clusters. The impl icat ion is that  scheme E can 
better  satisfy the local ity constraint,  communicat ion between nearby neighbors, in 
some architectures such as a hypercube. 
The above results demonstrate  that  SOS is compat ib le  with dynamic schedul- 
ing methods,  and there is definitely a benefit from an integration. It is not clear, 
however, when the dynamic scheduling mechanism should be invoked to achieve 
the best result. The problem appears to be a nontr ivial  one, and it requires further 
investigation. 
5.3. Speed- Up Limits 
The lower bound in run t ime for paral lel  search (for all solutions) is the t ime to 
walk down the longest path from the root to a leaf node representing a solution. 
Wi thout  communicat ion overhead, this bound is achievable with the self-organizing 
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scheme, provided there are sufficiently many processors. The self-organizing scheme 
is scalable in the sense that adding processors into the system would yield better, or 
at least equal, run time, and the limit is due solely to the problem at hand, rather 
than the system the algorithm is run on. 
Another interesting bound for speed-up is probably the one with a limited num- 
ber of processors. We claim that this bound can be achieved if the size of any subgoal 
(i.e., subtree in the search tree) is known beforehand. This condition is impracti- 
cal, although not impossible. The purpose of this study is to show the best that 
can be achieved by the self-organizing scheduling scheme so as to provide a sense 
of how well we have done in approaching the limit. Unlike results from sequential 
simulation that ignore communication overhead, the "ideal" speed-up factors to be 
shown here are possible to obtain: one way to obtain them is to run a program be- 
forehand and record the search tree. It is our opinion that these results can better 
serve as a yardstick for the performance of any task scheduling scheme, at least 
until other achievable standards are proposed. Figure 13 lists the "ideal" speed- 
up factors for the benchmark programs. The eager-splitting strategy is used. Two 
observations may be made from these results: 1) careful process mapping matters, 
and 2) in many cases, there is still much to improve over what we have achieved 
so far. 
. RELATED WORK 
A parallel evaluation scheme for Datalog programs by load sharing was proposed 
by Wolfson in [24]. The philosophy of Wolfson's work is very similar to ours. Among 
the differences, our method derives partitions of the search space at run time, while 
Wolfson's method partitions the program at compile time. Not all programs may 
be partitioned with Wolfson's restricted notion of load sharing [24]. However, any 
programs that exhibit Or-parallelism can be evaluated in parallel by partitioning 
the search space at run time with our proposed method. In fact, our method falls 
into the domain of algorithmatic load sharing schemes defined in [24] as an extension 
of the restricted versions of load sharing. 
Shared memory-based (tree-based) scheduling for parallel execution of logic pro- 
grams was studied and experimented with extensively by groups in the Argonne 
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National Lab and SICS [5, 6, 19, 2, 3, 4]. Within this framework, a variety of 
scheduling techniques were proposed. The Manchester and Argonne schedulers were 
implemented in Aurora Parallel Prolog. These schedulers have been shown to work 
well with large programs [19, 20]. But they appear to lack the mechanism to pre- 
vent excessively fine-grained tasks from being created at run time. On a switch- 
based machine which has a larger communication-to-computation ratio compared 
to bus-based shared memory machines, the performance in terms of speed-up is 
less satisfactory as shown in the previous ection. Also, there appears to be no sig- 
nificant performance difference between different schedulers, a sign that hardware 
limits have been reached and any further improvements may have to be sought 
outside this framework. The Muse scheduler was implemented in the Muse parallel 
Prolog system, by far the fastest parallel Prolog implementation to date. The Muse 
scheduler is, on average, more efficient than the two schedulers mentioned above. 
We share the idea behind the Muse scheduler: allow backtracking to do as much 
work as possible, and use task switching as a last resort. However, we took a much 
different approach. 
The Delphi [7] execution model was proposed, aiming at implementing a logic 
programming system in a loosely coupled parallel architecture (e.g., a network of 
computers). The difference between SOS and the Delphi model lies in the fact that 
a processor in SOS determines its share of work independently, while a worker in 
the Delphi model receives work (in the form of a bit-coded path) from a master. 
The Delphi model is essentially a centralized control model that may have problem 
scaling up to a larger network. In fact, a more recent study [21] has indicated that a 
hierarchical model is far more effective than the original Delphi for a large parallel 
machine. In contrast, SOS is a completely distributed algorithm. We shall note 
that the idea of reconstructing a state from a bit-coded path in the Delphi model 
is being adopted in our system as part of the dynamic task migration mechanism 
being implemented. 
A task distribution algorithm similar to SOS with the eager-splitting rule was 
proposed by Ali in [1]. SOS is different from Ali's method in that SOS places em- 
phasis on achieving a better balanced workload distribution by requiring program 
restructuring and employing task distribution rules justifiable analytically and em- 
pirically. We have shown that these measures (see results showing effects of program 
restructuring, and results showing effects of the lazy-splitting rule in Section 4) have 
a significant impact on performance. Ali's proposal did little to address the load 
balancing problem other than resorting to dynamic task migration (copying) just 
as many other systems. It is not clear what the end result would be given that the 
cost of dynamic migration could become a dominating factor in Ali's method. We 
shall point out, however, that some problems addressed in Ali's paper, such as the 
treatment of side-effect predicates and Prolog cuts, were not examined in our study. 
Solutions to those problems could be adapted in an actual implementation of SOS. 
Another noncommunicating parallel search method called randomized parallel 
backtracking method was proposed in [11]. The method deals with finding one 
solution in the program. It was shown [15] to have an average case performance 
comparable to a typical divide-and-conquer approach. This method suggested a
new direction to pursue in task scheduling: processors can be coordinated based on 
the search tree implicit ly defined by the program. The idea inspires the development 
of the self-organized scheduling technique presented in this paper. 
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7. CONCLUSION AND FUTURE WORK 
A task scheduling technique, self-organizing scheduling, was described in this pa- 
per. The method directs processors to share the search space, a search tree defined 
implicitly by the program, according to universal rules followed by every processor 
in the system. By altering the shape of the search tree to remove the so-called 
structural imbalance, and by imposing a statistically even task distribution rule 
to deal with the randomness in cutoffs in the tree, we demoustrated that the un- 
evenness in load distribution in executing a general program can be effectively 
reduced. Using a probabilistic model, we proved a condition for task distribution, 
equipartitioning, that minimizes the average parallel run time. The most impor- 
tant advantage of the proposed method is that it allows all processors to operate 
independently on private resources both for resolution and task allocation. It is a 
highly scalable scheme whose effectiveness in term of speed-up is independent of 
the speed of the resolution engines and architectural characteristics of the multi- 
processor. This characteristic makes it suitable for implementation on a large-scale 
multiprocessor as well as a network of workstations. 
We presented ata showing the effectiveness of the proposed methods on pro- 
grams that belong to the generate-and-test ca egory. By removing structural imbal- 
ances in a program, it was found that a reasonably balanced load distribution can be 
achieved following a statistically even distribution rule. We discussed two distinct 
task distribution rules, the eager-splitting rule and lazy-splitting rule, and examined 
their effectiveness. We showed that the peak speed-up factors with self-organizing 
scheduling for a set of benchmark programs exceeds, by a substantial margin, results 
achieved on the same programs by Aurora Parallel Prolog, a well-known parallel 
Prolog implementation. Given a fixed number of processors, the speed-up factors 
by the self-organizing scheduling scheme are competitive. By experimenting with 
the two near-extreme case task distribution rules, we also demonstrated that adapt- 
ability can be gained at tile cost of redundant computation within the proposed 
framework. 
We believe that the equipartitioning theorem for task distribution derived in 
the paper can be useful for other scheduling schemes. Also, the idea of removing 
structural imbalances in a program will help with tree-based schedulers that employ 
the top-most dispatching strategy [5, 6]. 
In the future, we plan to study applications of SOS on parallel graph search 
problems. Global load balancing, aimed at nlaxinlizing the throughput of a system 
that supports multiple users and multiple queries, is also an interesting topic for 
future research. 
APPENDIX  
TASK D ISTRIBUT ION CONDIT IONS 
We prove the following theorem: 
Theorem. Let N be the number of processors; let m (N /m is an integer) be the 
number of tasks whose sizes are statistically identical and exhibits the following 
property: 
1. the probability density function is nonincreasin9, or 
2. the probability density function is symmetric with respect o a positive central 
point. 
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Then the average parallel run time is minimized if and only if  an identical 
number of processors is assigned to each of the tasks. 
Some basic terminology and notations need to be explained before the proof. 
Capital letters X, ]I, Z are used for random variables. The probability den- 
sity function for X is fx  (x), the cumulative probability distribution function 
for Z is Fx(x) ;  we have Fx(x)  = fx_~ fx ( t )d t  by definition. Or, in other 
words, fx (x )  = F~c(x). In addition, fx (x )  >>_ 0 and 0 <_ Fx(x) <_ 1. Fx (x )  is 
nondecreasing since fx (x )  > O. 
The run time of a parallel execution is the longest run time of all processors. 
The run time is measured by the size of a task, in our case, the number of 
nodes to be traversed in a search tree. 
N is the number of processors available. 271,T2,...,Tm are random vari- 
ables denoting the size of m tasks which are statistically identical, that is, with 
an identical probability distribution function f ( x ) and F ( x ) . Let k l , k2 , . . . , km 
be the number of processors assigned to T1, . . . ,  Tin, respectively, k l+ k2+. • -+ 
km = N. 
We illustrate the proof with a special case when m = 2. 
PROOF. Let Z be a random variable denoting the run t ime by assigning kl to task 
T1 and k2 to task T2. We assume that  T1 is processed in t ime T1/kl and T2 is 
processed in t ime T2/k2. 
fT1 T2X~ 
Z = n'~t,C.,, ~)  
The cumulative distribution function for Z is Fz (x), 
Fz(x) = probabil i ty that  Z _< x 
= probabi l i ty that  (~--~11 _<x) AND (kT--~-22_<x) 
= probabi l i ty that  (T1 <<_ klx) AND (T2 < k2x) 
= Y(k lX)F (k2x) .  
The average run t ime is the mean of Z, 
F = (1 - Fz(x))dx. OO 
We need to show that  Z is minimized when kl = k2, given that  kl + k2 = N, a 
constant. 
For fixed kl, k2, define function G(~x)  = (F(k lx)  + F(k2x))/2.  We have 
( (1 - Fz(x))dx k 1 -- a 2 x dx 
oo  O0 
since F(k lx )F (k2x)  <_ G2(Nx) ,  given that  F(x)  is nonnegative. Equal ity holds 
when kl = k2. 
Case L Tile probabi l i ty density function f (x )  is nonincreasing. 
It  can be shown that  the curve of F(x) is either of an arch shape, or a straight 
line, as i l lustrated in Figure 14. The curve of G(z) lies below (or on) that  of F(z)  
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F IGURE 14. An arch-shape distribution. 
because the curve of G(x) is composed from center points of lines whose two ends are 
on F(x). G(x) -  F(x) <_ 0; hence, G2(x)- F2(x) = ( G(x)-F(x)  )( G(.~c) + F(x) ) < O. 
Therefore, 
.f_~ ( I -G2(Nx) )  dx>- ./_~ (1 -F2(Nx) )  dx" 
The equation holds when kl = k2. 
Thus, we have 
(1  - Fz(x))dx > 1 - G 2 x dx >> 1 - F 2 x dx 
and equations hold when kl = k2. Thus, the mean of Z is minimized when 
kl = k~. 
Case II. The probabil ity density function f(x) is symmetric with respect o a pos- 
itive center point, denoted by C. 
The curve of F(x) is of the shape of an S ti lted to the right, as i l lustrated in 
Figure 15. The curve of G(x) is another S-shaped curve "contained" in that of 
F(x). We want to show that 
F ( (1  - a2(x))dx >_ (1 - F2(x ) )d~ oo (~D 
or 
L ~ ( f2 (z )  - a2(x))dx >_ O. oo 
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F IGURE 15. An S-shaped istribution: the shaded area in the upper half will be con- 
tained in the shaded area in the lower half after a 180 ° rotation. 
This is equivalent o showing 
/ ~ (F (x )  - G(x) )dx  >_ 0 
O0 
since 
f f f  (F(x) + C(x))dx > O. 
Notice that  we can no longer have (F (x)  - G(x))  > 0 for all x. However, the 
integral  of (F (x )  - G(x))  can still be nonnegative if we can prove that  the shaded 
area A2 is larger or equal to A1 in F igure 15. It suffices to show that  for any (C -x )  
and (C + x) on the X axis, F(C  + x) - G(C  + x) > G(C  - x) - F (C  - x), and 
equal i ty holds when kl = k2. 
Observe that  (C - x, G(C  - x)) is the center point of a line, l], whose end points 
are on the curve of F(x) .  (C + x, G(C  + x)) is the center point of another line, 
/2, whose end points are on the curve of F(x) .  Now, rotate the lower part  of the 
S-shaped curve of F(x )  by 180 °. The two parts of S match each other, and 11, after 
the rotat ion,  completely lies above or on 12 (C - x < C + x). Thus, 
F(C  + ~) - a (C  + x) >_ a (C  - ~) - F (C  - ~). 
Clearly, the equat ion holds when kl : k2. The proof is done for m = 2. [] 
We note that  the center of a convex polygon resides inside the polygon. Wi th  
this property,  we can extend the proof for m = 2 to general cases. A formal proof  
will not be presented here due to length l imitat ions. 
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