AppendixF
The Non-Prewhitening Matched Filter (NPWMF) F.l Overview In the case of the ideal observer (Appendix C), it was assumed that the observer could undo, or remove, any correlations that were present in the noise i.e., the observer prewhitens the noise so that it ma; treat it as white noise. This may be an unreasonable assumption if the observer is expected to behave in a manner similar to a real observer. The NPWMF observer model, like the ideal and Hotelling observers, uses all known information about the image perfectly, but differs from them in being unable to correctly treat any form of noise other than white noise. Therefore, it has a worse performance than the ideal observer.
As in Appendices C and E, the likelihood function for this model contains a factor which is the difference between the average of the data under the two hypotheses times the system transfer function. Since this model does not whiten noise, it differs from the ?ther models in not having a factor representing the mverse of the noise. Apart from this difference, the SNR for the NPWMF is calculated in the same way as for the Hotelling observer.
F.2 Mathematical Derivation of the Non-Prewhitening Matched Filter
The NPWMF strategy is quite simple to express. This observer uses a template matched to the expected difference image to form a test statistic, regardless of the sources of variability in the data. The NPWMF strategy results in a decision variable given by
where the expected difference image, Llg, is the difference between the average of the image data under each of the hypotheses, and can be rewritten in terms of the average difference between the objects under each of the hypo!.heses. H is the spatial detail transfer function and Llf the average input difference signal. Note that the NPWMF decision variable L .
. ' npw' IS a lmear function of the data g and that any correlations in the noise, or variations in the signal or background, are not compensated for by this observer. The figure of merit for the NPWMF is the SNR associated with the NPWMF decision variable. It is, therefore, necessary to determine the means and variances of Lnpw under each hypothesis. Although the NPWMF observer takes no account of the statistics of either the noise or any object variability, they must be included in the statistics of Lnpw when the averages in Equation C.5 are performed because they contribute to the statistics of g. If the expression for the test statistic in Equation F.l is used, it is found that the mean of L npw , given hypothesis Hk, is
The difference in the means of Lnpw under the two hypotheses is then
Since the decision variable is a weighted sum of the data elements, the variance in Lnpw under hypothesis Hk is given by:
where C gk is the covariance matrix of the data under hypothesis H k . The average variance of the decision variable under the two hypotheses is easily seen to be (F.5) where C g is the average covariance matrix of the data
The expressions for the means and variances can now be combined to mve SNR 2 . were C r is the average covariance matrix of the object classes and the covariance of the data has been related to the covariance of the object and noise via Equation E.I0. Just as for the ideal and Hotelling SNRs, the Fourier representation of SNR npw can be written in terms of the noise power spectrum and the modulation transfer function of the system, provided the noise is stationary and the imaging system is linear and shift invariant. When the object has some variability, the object auto covariance must also be stationary for the Fourier-domain expression to be meaningful. U sing the scheme presented in Appendix C, it is straightforward to show that the Fourier-domain representation of Equation F.6 is
This Fourier representation is valid only when stationary statistics apply, which generally requires the signal to have low contrast. For Poisson noise at high contrasts, the denominator must be computed in the space domain since the data covariance matrix does not lead to uncoupled components (the noise is signal dependent and, therefore, non-stationary so that W g is not a diagonal matrix) in the Fourier domain in that case.
In summary, the NPWMF is a template-matching observer that simply correlates with the expected difference signal.
F.3 Applications of the Non-Prewhitening Matched Filter
The NPWMF SNR has been shown by several authors to correlate well with human performance in SKE detection and discrimination tasks where the noise is colored. For example, images from CT systems have filtered noise that is anticorrelated. While the ideal observer can undo the filtering step, human observer performance is degraded compared to the ideal observer, and human performance data is better predicted by the NPWMF signal-to-noise ratio. While the SNR, summarizes the best possible performance that can be achieved by any observer given an acquired data set and some decision task, the NPWMF may be a better predictor of overall performance for systems that result in colored noise and utilize human observers. The NPWMF is a sub-optimal ob-server in that, while it uses all known information regarding the signal parameters perfectly, it is unable to undo any correlations in the data. The NPWMF, therefore, has lower discrimination ability than the PWMF in situations where the noise in the data is colored. This can be shown by the Schwartz Inequality (Thomas, 1969) . Interest in this sub-optimal observer comes from several studies of human discrimination performance that suggest that the NPWMF is a better predictor of human performance than the PWMF for SKE/BKE tasks in which the noise is correlated (Burgess et ai., 1981; Myers et ai., 1985) .
Another reason for interest in this observer is that for more complicated tasks, where either the signal or the background has some variability (specified in a statistical manner), the strategy ofthe ideal observer may be quite difficult to calculate. In such a situation, it is often easier to determine the strategy of the NPWMF and calculate the corresponding NPWMF figure of merit. One example is the task of discrimination of known signals superimposed on an inhomogeneous background specified by its autocorrelation function only. While the SNR, is not calculable for this problem because the full probability density function on the data is unknown, the NPWMF SNR can be calculated. This approach has been used to investigate the effect of aperture size on discriminability in the presence of an inhomogeneous background in emission (nuclear medicine) imaging (Myers et ai., 1990) .
