We 
Introduction
Visual tracking is the problem of establishing the correspondence of regions over a sequence of images. It is one of the most fundamental problems in Computer Vision, as it provides the input to many other vision tasks, such as structure from motion, stereo, camera calibration, recognition etc.
The main difficulty in visual tracking comes from the fact that a region can deform and change its appearance in infinitely many ways from one image to another. Such deformations and changes are mostly due to rigid or non-rigid scene motions, variations in illumination, in particular specular reflections, occlusions, and variations in camera settings. In the past, research efforts have been focused on using parametric models to describe region deformations and appearance changes, which is equivalent to imposing constraints on the underlying scene as we will see in Section 2.1. For instance, when regions are small with respect to the scene, their deformations can be approximated by using translational [8] or affine models [11] while appearance changes can be modeled using affine models [6] or linear subspaces [4] . The corresponding model parameters are estimated by minimizing a certain matching score between the regions. Such models account, to some extent, for region Figure 1 : Four snapshots from an outdoor sequence taken with a hand-held camcorder. Due to unavoidable handshaking during capture, the images are motion blurred. Standard visual tracking algorithms may fail to track regions of interest because motion blur can not be modeled neither by lone geometric deformations, nor by lone photometric deformations nor by any of their combinations. changes due to motion, specular reflections, and variation in illumination, but cannot capture changes due to camera settings and, in particular, due to motion blur.
Motion blur is a pervasive image distortion due to the relative motion between the camera and the scene. During the image capture, the camera has to keep the shutter open for a finite amount of time. If there is some relative motion between the scene and the camera, while the shutter is open, then a point in the scene will project onto a certain curve on the sensor, rather than a point, thus blurring the measured image (see Figure 1 ). The amount of motion blur increases as either the shutter interval (exposure) or the relative motion between the camera and the scene increases, and it becomes more apparent at higher resolutions.
As we will see in Section 2.2, motion blur cannot be modeled by region deformation, appearance changes, or any combination of the two. Therefore, traditional tracking algorithms applied to motion blurred images would either fail to track or would incorrectly reject the tracked region because of high residuals between the image model and the measurements. Motion blur is also addressed in the literature of image restoration. However, the approaches in image restoration [7, 10] resort to inverse filtering and are therefore very computationally expensive. To cope with these limitations, we propose a novel approach that algebraically separates image restoration from tracking. This has the immediate advantage of drastically reducing the amount of computational time required for tracking, while leaving image restoration as an optional off-line process. Furthermore, our method is optimal and consistent in that we simultaneously estimate both motion blur and image deformation parameters by minimizing the same cost function.
Relation to prior work
This work relates to the literature on visual tracking and the literature on image restoration, both of which are too vast to summarize here. Instead, we will report only approaches that consider the problem of tracking in the presence of motion blur as it is the focus of this work. In the past this problem has been addressed as a joint alignment and restoration (for example, see [7] ). This type of approaches, however, are computationally intensive due to the restoration of the deblurred image. To limit the amount of computations, recent methods impose strong assumptions on the imaging model. For instance, [14] assumes that the image is spatially isotropic. This kind of assumptions allows separating the estimation of region deformation and motion blur from the deblurred image restoration. However, they are often too restrictive for practical tracking applications. Our work can be viewed as a generalization in relaxing the restrictive assumptions while retaining computational efficiency. In particular, our work closely relates to [2] , which estimates a single still deblurred and super-resolved image from a down-sampled and motion blurred sequence of images. The approach in [2] differs from our work in that it does not estimate region deformation and motion blur simultaneously. Rather, the estimated displacements are used as a guess for the magnitude and direction of motion blur velocities, as it is done in [13] . In our approach, we do not restrict our solution by relating the motion blur velocities to the displacements of the regions, since this assumption may not hold (see Figure 2 ). Another closely related work is [10] , where both image motion and deblurred image are recovered. However, [10] does not estimate motion direction simultaneously with the other parameters and carries out inverse filtering during the tracking process. Similarly, [9] proposes a method to handle image deformations but works only for out-of-focus blur. An interesting paper that shares the same philosophy of our method is [3] . While we are interested in being invariant to the deblurred image, [3] describes a method to obtain features invariant to rotations and out-of-focus blur. In principle, such features could be used for tracking. However, they are derived only for central-symmetric kernels and will not work for motion blur.
Visual tracking in the presence of motion blur
In this section, we will first formulate the problem of visual tracking and then examine how motion blur affects the problem. We will arrive at a cost function that allows us to describe motion blur without explicitly reconstructing the deblurred image. We will then analyze the chosen cost functional and show it has a unique global minimum. Finally, we will present an efficient algorithm to estimate the unknowns of the cost function together with schemes for outlier rejection and image deblurring.
Geometric and photometric deformations
. . , T be a sequence of images. We assume we are given a region
T , in the first image 1 I 0 . The tracking task is to infer where each pixel in W(x 0 ) goes in the subsequent images.
We can describe where each pixel x ∈ W(x 0 ) goes in the image I t using a function h t (x) : R 2 → R 2 , i.e., h t describes how the image deforms in time. One way to infer h t given I 0 and I t is to match the appearance of I 0 (W) with I t (h t (W)) modulo the intensity changes:
where γ t : R 2 → R describes how the intensity of each pixel changes over time (photometric deformation) and n(x) collects the camera noise and other un-modeled effects. Information such as the reflectance properties of the scene, how the illumination changes and how the camera response function changes is encoded in γ t . Note that the photometric deformation γ t does not allow to model effects such as averaging of the intensities from different points. Despite being arbitrary, γ t can be well-approximated by using an affine transformation [6] or a few linear subspaces [4] for a short period of time. For the purpose of this study, we will assume γ t is the identity transformation, i.e., γ t (I(x)) = I(x) ∀t. This assumption holds exactly for Lambertian scenes, constant poses between the scenes and the illumination, and constant illumination. In other words, only the camera is assumed to be moving.
Even when there are no photometric changes, equation (1) is still not sufficient to determine h t as h t can in general be infinite-dimensional. For instance, if the scene undergoes a rigid-body motion, represented by a rotation matrix R t and translation vector T t , between I 0 and I t , then h t is given by
where ρ 0 (x) is the depth of the point x in the camera coordinate systems attached to I 0 and π the projection operator. In this case, h t is described by the scene depth function ρ 0 , which can be infinite-dimensional. One way to overcome this problem is to leverage our assumptions on the underlying scene. This is equivalent to restrict h t to some parametric classes. For instance, the well-celebrated translational model proposed by Lucas and Kanade in 1981 [8] describes h t with a 2D vector d t ∈ R 2 as follows:
This leads to an efficient algorithm for the tracking problem [8] . However, for the translational model to hold, the underlying scene has to be a plane parallel to the image plane and translation lies on this plane under perspective projections or the underlying scene is generic and translation lies on the image plane under orthogonal projections. Clearly, this assumption is too restrictive for general scenes. However, various researchers have found that the simple translational model captures quite well the domain deformation between images I t−1 and I t when the relative motion between t − 1 and t is small. In principle, we can use this model to track adjacent frames and integrate over time previous information to estimate where x 0 goes in the image I t . However, by using such scheme one runs the risk of accumulating an unbounded drift in the estimation of the trajectory of h t (x 0 ). Indeed, any error made in establishing the displacement between I t−1 and I t will propagate to subsequent frames. Shi and Tomasi [11] proposed to generalize h t to an affine transformation:
where A t ∈ R 2×2 . In addition to the cases that work under the translational model, the affine model can capture arbitrary scenes moving fronto-parallel under perspective projection and arbitrary scenes moving arbitrarily under orthogonal projection. The parameters A t and d t can be estimated efficiently [11] . Recently, Baker and Matthews discussed in [1] various ways to speed up the estimation process. We adopt the affine model for domain deformation as it approximates well a large class of domain deformations while being efficient to estimate.
Motion blur
Let I s be the deblurred image of the scene and I be the motion blurred image. I s and I are related through the convolution of a Gaussian kernel k v as follows:
where the kernel is parameterized by a vector v ∈ R 2 , which encodes both the direction of motion blur and the magnitude. It is immediate to see that the effect of motion blur with v is the same as that with −v, since the kernel k v is symmetric. According to equation (5) motion blur appears as an integration of image intensities of a local neighborhood around x. Such integration is not modeled by equation (1), i.e, motion blur cannot be modeled using a mixture of geometric deformations and photometric deformations.
We assume that the images we measure, I 0 and I t , can be modeled via the convolution of the deblurred images I s0 and I st with k v0 and k vt respectively, up to some noise:
where I st is related to I s0 through an affine transformation of the domain and an identity transformation of the codomain:
Therefore, we have
A direct solution to the tracking problem can be found by minimizing the effect of noise in equations (6) subject to the constraints:
where the norm · one chooses depends on the statistical properties of the noise. Although this direct solution is optimal, it involves estimating the deblurred image I s0 and therefore is computationally expensive. In the rest of this section, we will describe an alternative solution which does not entail the computation of I s0 . The key observation is that motion blur is commutative, i.e., for any two motion blurs described by k v1 and k v2 and for any image I s , we have
If there is no noise in the images I 0 and I t , we have
(11) Thus, the tracking problem can be formulated as
In the presence of image noise, equation (11) does not hold in general. However, the effect of noise is alleviated by the blur kernels k v0 and k vt . Therefore, we can expect the unknowns found by optimizing cost (12) to be very close to their optimal values defined according to cost (9).
Analysis of the cost function
In order to compute the optimal parameters for the cost (12), we need to investigate whether the chosen cost admits a unique minimizer or not. Before the end of this section, we will see that the cost admits a one-dimensional family of minimizers. However, it is possible to add one additional constraint to the cost function to obtain a unique minimizer.
To simplify the problem, we assume that both images I 0 and I t are noise free and there is enough texture present in the images such that the domain deformation parameters d t and A t can be determined uniquely regardless of v 0 and v t . Under these assumptions, we can "undo" the domain deformation on I t and obtain an "un-deformed" version of
and the problem is whether equation (13) admits a unique pair of (v 0 , v t ) or not. Since cost (13) attains zero with the correct (v 0 , v t ), any additional minimizer (ṽ 0 ,ṽ t ) must satisfy the following equation:
Applying the Fourier transform to both sides of equation (14), we obtain
wherekṽ t (f ) andkṽ t (f ) are the Fourier transforms of kṽ t (x) and kṽ t (x) respectively, andÎ 0 (f ) andÎ t (f ) are the Fourier transforms of I 0 andĨ t respectively. Now, noticing that I 0 andĨ t are nothing but motion blurred version of I s , we obtain
whereÎ s (f ) is the Fourier transform of I s (x). Combining equations (15) and (16) together, we obtain
Therefore, for equation (14) to hold, the followinĝ
has to hold for all f such thatÎ s (f ) = 0. Recall the expression of the kernels (5). The Fourier transforms of the kernels are thus given bŷ
It is then immediate to obtain that the following equation has to hold for all f such thatÎ s (f ) = 0:
Differentiating equation (19) with respect to f we obtain the following identity.
If v 0 and v t are linearly independent, we can expressṽ 0 andṽ t using linear combinations of v 0 and v t as:
Substitutingṽ 0 andṽ t in equation (20) with equation (21), we obtain 
Finally we arrive at thatṽ 0 andṽ t are related to v 0 and v t through either one of the following two systems of equations
and
Now recall that all motion blur vectors are defined up to a sign. Therefore, we can first choose one solution between equations (24) and (25) and then fix the sign of either a or b. We choose solution (24) and choose to leave b free and fix a to be positive, i.e. a = √ b 2 + 1. Since these are all the constraints we can obtain from the cost (13) (which can be easily verified by plugging equations (24) and (25) into equation (19)), it means that cost (13) does not admit a unique minimum. Instead, all the minima are described by a one parameter family b ∈ R via:
for linear independent v 0 and v t . Note that the ambiguity (26) does not affect the search of A t and d t at all. In the case that v 0 and v t are linear dependent, it is easy to verify that equation (24) holds as long as either one is non-zero. When both v 0 and v t are zero, we haveṽ 0 =ṽ t . In the rest of this section, we will seek for additional constraints that we can leverage to uniquely determineṽ 0 andṽ t . We note that
admits a unique minimum, which can be computed by setting
(It is easy to verify it is indeed a minimum.) The corresponding b equals to
Note that −1 ≤ λ ≤ 1 and b < 0. We can therefore minimize ṽ 0 2 + ṽ t 2 to obtain a unique pair (ṽ 0 ,ṽ t ). Note that this does not mean that we can uniquely determine the correct (v 0 , v t ) once we obtain (ṽ 0 ,ṽ t ).
Finally, from the above analysis, we know that instead of minimizing (12) we should perform the following weighted optimization
where α ∈ R and α > 0.
Parameter estimation
The optimization of equation (30) 
We define a new kernelk v aṡ
It is easy to show that
where
2 denotes the gradient of the image I 0 (x) at the point x. k vt acts on ∇I 0 (x) component-wise. Similarly, we have
Domain deformation parameters A t and d t can be computed in the similar way to [11] . For the sake of completeness, we report here the procedure. We approximate I t (A t x + d t ) based on its first-order Taylor expansion around I and [0, 0] T :
where J(x) is the Jacobian matrix defined as
and ξ ∈ R 6 collects all the unknowns in A t and d t
T . We can thus re-write E as
(38) Note that we have dropped α 2 v 0 2 + v t 2 in the cost (38) as it does not matter in the search for A t and d t . Since cost (38) is quadratic in ξ, we can compute the optimal ξ in closed-form as:
and P ∈ R 6 is defined as
In practice, Taylor expansion around I and [0, 0] T (equation (35)) is only an approximation of I t (A t x + d t ) and one can improve such approximation by re-iterating the algorithm with further expansions around the previous solutions. Note that P and Q as defined have to be re-computed at each iteration, which greatly increases the computational cost of the algorithm. To reduce the computational cost, we use the inverse compositional method discussed in [1] .
Outlier rejection
It is important to have an outlier rejection scheme as gradient descent-based search algorithms may not yield the correct answer. Since with both the domain deformation (A t , d t ) and the motion blur vectors (v 0 , v t ) we have captured all the possible changes between the simulated images k vt * I 0 (x) and k v0 * I t (A t x+d t ), the outlier rejection is easy to carry out. In our implementation, we simply compute the matching residual x∈W(x0) k vt * I 0 (x)−k v0 * I t (A t x+ d t ) for each region and apply a thresholding on the residuals. More sophisticated and robust statistical methods can be applied in detecting outliers, such as [12] .
Image restoration
Once A t and d t are computed, we can compute v 0 , v t and the deblurred image I s0 by employing the original cost functional (9) . Note that this is a time-consuming process and our approach allows one to carry it out off-line. We first have to recover the true (v 0 , v t ) from v 0 , v t . We have that 
where v 0 (b) and v t (b) are given according to equation (39). In addition, since the problem of recovering the deblurred Notice that, due to the rapid change of direction, estimating motion-blur by using the displacement between adjacent frames would yield an incorrect answer. Right: trajectory of the tracked image region superimposed to the last frame of the original sequence.
image I s is ill-posed, we add the following regularization term to the cost functional: β I s − I * s where I * s is some prior for the deblurred image. In practice, β should be chosen relatively small compared to the other terms in the cost functional to avoid introducing a strong bias.
Experiments
In this section, we report the results of the proposed method tested on sequences of images of both indoor and outdoor real scenes. In the indoor sequence, the camera undergoes a circular motion so that the scene remains fronto-parallel. Each frame is motion-blurred along different directions. In Figure 2 we show one of the image regions we tracked in this experiment. On the left image we superimpose the estimated image region (a 25 × 25 pixel patch) trajectory together with the estimated motion-blur velocity vectors (recovered off-line after visual tracking). As one can notice, the approximation of the motion-blur velocity vectors by using the relative displacements between adjacent frames would be very crude and spoil the restoration of the tracked image region. On the right image we show the last frame of the sequence. In Figure 3 we show how an image region is matched during tracking. The top row shows a collection of patches extracted from the original images. Each patch is modeled as the deblurred image I s motion-blurred with velocity v t , t = 1, 2, . . . , 7. The bottom row shows the patch I t , t = 1, 2, . . . , 7 motion-blurred with velocity v 0 . Finally, the middle row shows the first patch I 0 (top row-leftmost image) motion-blurred with velocities v t , t = 1, 2, . . . , 7, so as to match the corresponding patches in the bottom row. We also show the effectiveness of our method by comparing the residual computed with our approach and that of the standard Shi-Tomasi [11] (i.e. without accounting for motion-blur). As one can see in Table 1 , our method yields Middle row: snapshots of the image region from the first frame motion-blurred so as to match the corresponding image region at subsequent frames. Bottom row: snapshots of the image region at subsequent frames motionblurred and deformed so as to match the image region at the first frame. Figure 3 . The row "ST" corresponds to residuals computed when blurring is not accounted for (e.g. in ShiTomasi [11] ), while the row "MB" corresponds to residuals computed after matching regions with our algorithm. As one can see, our method shows a better matching of the regions, which is fundamental to eliminate false alarms in an outlier rejection rule. a lower and more constant residual, while the traditional Shi-Tomasi tracking method could trigger an outlier rejection rule (thus generating a false alarm). Finally, in Figure 4 we show the result of our deblurring procedure (Section 2.6). We deblur large image regions containing the patches shown in Figure 4 (top row). The evolution of the deblurring algorithm is shown on the bottom row. As one can see, the deblurred image reveals details that were not visible on any of the original image regions. In the case of the outdoor sequences, we focus instead on the deformations of the image domain (Figure 1 The sequence is taken with a hand-held camera looking down at the street. We simulate a camera mounted on a moving vehicle. Images are inevitably motion-blurred due to uneven road conditions. Notice that visual tracking is a crucial component for most autonomous driving systems, and that in such context motion-blur is a common distortion that must be addressed. Figure 1 bottom row. The selected region of interest is shown in the first image of each pair of rows as a red square. The other nine images of each pair of rows correspond to other frames containing the selected region. The red cross in the middle of the red square indicates the center of the tracked region and from the red rectangle one can evince the estimated deformation of the domain (an affine transformation). Note that all the images are motion-blurred along different directions and with different magnitudes (including the first frame). and 5). The proposed method successfully tracked regions of interest in both sequences despite the large distortions due to motion-blur. In Figure 1 and 5 we collect images by simulating motion of an outdoor vehicle. In Figure 6 we show the tracked regions of interest and visualize the estimated domain deformation (affine transformation). Note that our method can only be applied to causal sequences where frames are close in time, such as the ones used in this paper, as it is based on local gradient descent techniques.
Conclusions
We presented an efficient method for visual tracking and off-line image restoration from a continuous sequence of motion blurred images. We separated visual tracking from image restoration by introducing a cost function that does not involve deblurring. Our method relies neither on assumptions on the deblurred images nor on assumptions on the motions of the scene. Rather, we simultaneously estimated motion blur and the deformation of the image domain at each frame. Such estimates are then used to recover the deblurred image off-line in a separate phase. We have tested and demonstrated the effectiveness of the method on sequences of images of real scenes.
