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RECONSTRUCTING A (RECURRENT) RANDOM
ENVIRONMENT FROM A SINGLE TRAJECTORY OF RANDOM
WALK IN RANDOM ENVIRONMENT WITH ERRORS
MATTHIAS LO¨WE
Abstract. We consider one infinite path of Random Walk in Random Environ-
ment (RWRE, for short) in an unknown i.i.d. environment ω. At each position the
random walker stops and tells us the environment it sees, without telling us, where
it is. These observations χ′ are spoiled by reading errors. We show: If the error
probability p is smaller than 1, RWRE is recurrent (whenever the distribution
of the environment has atomic parts), and the atomic parts of the distribution
of the environment and the noise have disjoint support, with probability one in
the environment and in the random walk we are able reconstruct the law of the
environment: If the the law of the environment is not purely atomic and RWRE is
recurrent we are even able to reconstruct the environment itself, up to translation.
1. Introduction
Random walks in a random environment have been an extremely active and chal-
lenging field of research over the past decades. We refer the interested reader to
[Zei04] for a survey of classic results (also cf. [Sin82], [GPS10]). In this note we will
consider Sinai’s walk (cf. [Sol75], [Sin82]), one of the easiest forms of RWRE. To
define it, let ω : Z → (0, 1) be a doubly infinite sequence of random variables. The
random walk X : N0 → Z in the environment ω is a Markov chain. It starts in 0
and its distribution Pω is given by the transition probabilities in z ∈ Z and at time
t ∈ N0
Pω(X(t+ 1) = z + 1|X(t) = z) = 1− Pω(X(t+ 1) = z − 1|X(t) = z) = ω(z).
This process is a RWRE, because usually ω is randomly chosen according to some
probability measure P. We will assume the following:
(1) P = ̺Z is a product measure and we call Pω the quenched law of the process.
(2) There exists c such that 0 < c < ω0 < 1− c ̺-almost surely.
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(3)
0 < σ2 := E
(
log
ω0
1− ω0
)2
<∞ (1.1)
It is well-known and was already shown by Solomon [Sol75] that RWRE is recurrent,
if and only if E
(
log ω0
1−ω0
)
= 0. While recurrence does play a role in this note we
will nor refer to this criterion in the sequel.
The question we want to consider in the current note is inspired by two sources.
In [GN14] the authors ask, whether one can almost surely reconstruct the law of
a random environment in Sinai’s walk from the observations of one trajectory and
answer this question in the affirmative. A related question for RWRE was studied
by Adelman and Enriquez in [AE04]. The work in [GN14], in turn, is inspired
by the scenery reconstruction problem formulated by den Hollander and Keane
[KdH86]. Here Z is endowed with a random coloring, which is only observed from
the unknown positions of random walker. The question is whether this coloring can
be reconstructed almost surely. Significant progress in this problem was made by
Matzinger and co-authors, see e.g. [Mat99, LM02, LM03, MR03b, MR03a, LMM04,
Mat05, MR06, ML06, LM08] or the survey papers [dHS06], [L0¨1]. In particular,
in [MR03b] the authors show that reconstruction is still possible, if we have noisy
observations with a very small percentage of errors. A new, but very related question
was investigated recently by Lakrec, who considers a scenerio where entries may be
systematically changed [Lak19]. Similar problems in the area of coin tossing were
studied in [HK97] and [LPP01]. In this note we will investigate the same problem
of noisy observations for the question studied by Gantert and Nagel [GN14].
To be more precise, assume we are given a random environment ω which cannot be
observed directly. Let (Xt)t∈N0 = (X(t))t∈N0 be one infinite path of random walk
in the random environment ω which cannot be observed directly, either. Denote by
χ′(t) = ω(X(t)), t ∈ N0 the environment seen by the walker. Assume that we are
given a corrupted version of χ′ = (χ′(t))t∈N0 which we call χ = (χ(t))t∈N0 . χ(t) is
given by
χ(t) =
{
χ′(t) with probabiliy 1− p
Y (t) with probabiliy p.
Here, p ∈ (0, 1) and the (Y (t))t are some i.i.d. random variables with values in (0, 1)
independent of everything else. We denote by ν the distribution of Y (0) and by νa
and νna, respectively, its atomic and non-atomic part, respectively. The question is:
Can we reconstruct the law of ω or even ω by just knowing χ?
Throughout the rest of the paper we can assume that only p < 1. Note that this
is less restrictive than the assumption on the error probability in [MR03b].Also
note, that even for the problem of guessing a number with errors (or lies), the error
probability needs to be smaller than 1/2, see [SW92].
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We will also decompose ̺ = ̺a + ̺na into an atomic part ̺a and a non-atomic part
̺na and our techniques will rely on the assumption that νa and ̺a have disjoint
support.
Denoting by M := M1((0, 1)), the set of probability measures on the open unit
interval, our result reads as follows:
Theorem 1.1. (1) If ̺a = 0, we can reconstruct ̺ almost surely, i.e. there is
measurable mapping A : (0, 1)N0 → M such that for νN0-almost all realiza-
tions of (Yn)n, and P-almost all ω we have
Pω(A(χ) = ̺) = 1. (1.2)
(2) If (Xt) is recurrent in the environment ω, 0 ≤ p < 1 is arbitrary, ̺a is not
necessarily equal to 0, and ̺a and νa have disjoint support, we can reconstruct
̺ almost surely, i.e. again there is measurable mapping A : (0, 1)N0 → M
such that for νN0-almost all realizations of (Yn)n, and P-almost all ω (1.2)
holds.
(3) If (Xt) is recurrent in the environment ω, 0 ≤ p < 1 is arbitrary, ̺a and νa
have disjoint support, and ̺ 6= ̺a, i.e. ̺ is not purely atomic, the environment
can be reconstructed almost surely up to translation. This means, there is
a measurable mapping A′ : (0, 1)N0 → (0, 1)Z such that for νN0-almost all
realizations of (Yn)n and P-almost all ω
Pω(A
′(χ) ∼ ω) = 1. (1.3)
Here for any two environments ω, ω′ the symbol ω ∼ ω′ indicates that ω and
ω′ agree up to translation.
Remark 1.2. The situation with p = 0 is treated in [GN14].
2. Proof of Theorem 1.1
Case (1) Here we know that ̺a = 0 and it will become most transparent how to
adapt the strategy from [GN14] to our setting. First notice that if ̺a = 0 (and
we know that ̺a has no atoms) we can safely assume that ν does not have atoms,
either. Indeed, in this case the atoms of ν are identical to the set
Aν := {α : ∃n with χ(n) = χ(n + 1) = α}
since only atoms of either ̺ or ν can appear immediately one behind the other in the
observations χ (and they will), and ̺ does not have atoms. Hence we can discard
the elements from Aν from χ. Therefore, let us assume for the rest of the proof
of case (2) that ν = νna. This means from now on, we can ν
N0 × P-almost surely
assume that each z ∈ Z has its unique value ω(z) and each n ∈ N0 has its unique
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value Y (n). To make sure to just consider ”new” observations at points we have not
seen before, we consider the set of observations
O1 := {χ(n) : ∀m < n : χ(m) 6= χ(n)}.
The elements in O1 are indeed candidates for the ”new” ω(z) seen by the random
walk X . To filter out the elements that are in O1 due to a reading error introduce
the subset O2 of O1
O2 := {χ(n) ∈ O1 : ∃m > n : χ(m) = χ(n)}.
The construction of this set ensures that the elements of O2 are elements of the
random environment. Indeed, since ν can assumed to be non-atomic, an element of
O1 that is a realization of one of the Y (n) will almost surely not be repeated.
Moreover, the elements of O2 are realizations of independent random variables.
Finally, observe that the elements of O2 are indeed distributed according to ̺, and
the set O2 is P-almost surely infinite. As a matter of fact, notice that in O2 we rule
out those elements of O1 that are either realizations of one of the random variables
Y (n) or that are observations χ′(n) of (Xt) at points to which (Xt) never returns
again. However, the event
{(Xt) returns to z when starting in z}
is a function of {ω(z′) : z′ 6= z} and hence ω(z) is independent of the event that we
return to z. Thus, indeed the elements in O2 have distribution ̺. Since we assumed
that there exists c such that 0 < c < ω0 < 1 − c ̺-almost surely O2 is infinite
P-almost surely.
Let η1, η2, . . . be an enumeration of O2. Then for those ω for which O2 is infinite by
the law of large numbers
1
N
N∑
k=1
δηk → ̺
Pω almost surely.
Case (2): We will divide the proof of Theorem 1.1 case (2) into two parts, depending
on whether ̺a 6= ̺, or ̺a = ̺. We will refer to these situations as (a) and (b),
respectively.
Case (a): Now we do not know that ̺ has no atoms. However, still we see that the
set of all possible atoms of ̺+ ν is given by the set
Aatom = {α : ∃n with χ(n) = χ(n + 1) = α}
because only atoms of ̺+ ν can appear directly one after the other in χ. The issue
is now to determine whether a point α ∈ Aatom is an atom of ̺ or of ν. Here the
assumption that we know that νa and ̺a have disjoint support will help.
The idea is the following. By the law of the iterated logarithm for (Xt) (see [HS98]
Theorem 1.3 who prove the law of the iterated logarithm for the limit laws in [Sin82]
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and [Kes86]) we have for P-almost every ω and Pω-almost surely for all but finitely
many times n that
max1≤k≤n |Xk|
(logn)2 log log logn
=
8
π2σ2
where σ2 is defined in (1.1). This means for P-almost all ω and Pω-almost all
realizations of (Xt), for n large enough, at time e
n recurrent RWRE has at most
seen about 16
π2σ2
n2 log log n many points. Let α be an atom of ̺ with probability
̺(α). By the Erdo˝s-Re´nyi law (see e.g. [DZ10], Section 3.2) for n large enough P-
almost surely in the interval [− 8
π2σ2
, 8
π2σ2
] the longest sub-interval I ⊂ [− 8
π2σ2
, 8
π2σ2
]
with ω(z) = α for all z ∈ I has length
|I| =
log
(
16
π2σ2
n2 log log n
)
− log ̺(α)
≤ Cα,̺ log n
for some appropriate constant Cα,̺ > 0. On the other hand, by a large deviation
argument, the time (Xt) spends on such an ”island” of α’s in the environment for
all but finitely many n is bounded by Cα,̺(log n)
2, if we choose the constant Cα,̺
large enough (this already includes the worst case scenario, when α = 1
2
, in all other
cases the time spent by (Xt) on an island of α’s in linear in its length).
On the other hand, if α is an atom of ν with probability ν(α), by the same Erdo˝s-
Re´nyi law in a time window of length en there is an interval J of length
|J | = log(en)/(− log ν(a)p) = Cα,νn
with χ(j) = α for all j ∈ J .
To distinguish between the atoms of ̺ and the atoms of ν we thus take an increasing
sequence of natural numbers N1 < N2 < N3 < . . .. Then for each α ∈ Aatom we will
perform the following test. Take the longest time interval J iα in [0, e
Ni] such that
χ(j) = α for all j ∈ J iα. Take
fα := lim inf
i→∞
|J iα|
Ni
∈ [0,∞].
If fα > 0 we decide that α is an atom of ν, otherwise we decide that α is an atom
of ̺. This test, of course, makes use of the assumptions that ̺a and νa have disjoint
support and RWRE is recurrent in the environment ω. As explained above this test
works correctly for P-almost environments ω and Pω-almost surely in (Xt).
From now on we will discard the atoms of ν in χ. To reconstruct ̺, we use a similar
strategy as in case (2) and indeed a similar strategy as proposed in [GN14]. However,
other than in case (2) we cannot just wait for a piece of environment that we have
never seen before, because then we would neglect the atoms in ̺ and we cannot use
the strategy from [GN14] directly, because we have corrupted observations. On the
other hand, we still want to use pieces of the environment that are not atoms of ̺
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as ”markers” to detect that we are in a new point. Let us thus consider the set
O3 := {n ∈ N : χ(n) 6= χ(n+ 1), χ(n), χ(n+ 1) /∈ Aatom,
∀m < n : χ(m) /∈ {χ(n), χ(n+ 1)}, (2.1)
∃m > n : χ(m) = χ(n)and χ(m+ 1) = χ(n+ 1)}.
O3 is a set of observations that are made at points of the environment that, by
time n, have never been seen before. The last condition ensure that they are really
part of the true environment and not of the noise Y . Finally we consider the set
of observations made right after these markers, conditioned on that (Xt) has not
stepped back:
O4 := {χ
′(n+ 2) : ∃n ∈ O3 with χ(n + 2) 6= χ(n)}.
Due to recurrence and the fact that χ(n) is not an atom the set O4 indeed consists
of independent observations from ω distributed according to ̺ and by Borel-Catelli
O4 is infinite Pω-almost surely. Hence again taking an enumeration η1, η2, . . . of O4
by the law of large numbers we have
1
N
N∑
k=1
δηk → ̺
Pω-almost surely, as desired.
Case (b): Surprisingly, the most difficult part, when ̺ = ̺a can be quickly proved
by a combination of the method presented to detect the errors in the observations
in case (a) and the technique presented in [GN14]. Indeed, recall that in case (a)
we showed that, if (Xt) is recurrent, there is a test that works for P-almost all ω
with Pω-probability one and that is able to distinguish between realization of ̺a and
νa in χ. This test did not make use of the fact, that in case (a) we assumed that
̺a 6= ̺, hence it also works in case (b). Moreover, we can also find the realizations of
νna in χ, because they are the only ones that only occur once in χ. In other words,
for each n we are able to tell whether χ(n) is a realization of ν or of ̺ (again, for
P-almost all ω with Pω-probability one).
Now Gantert and Nagel show in [GN14], p. 6-7, that for each piece of uncorrupted
observations (i.e. from χ′) that is large enough one can build an empirical measure
that converges to ̺ almost surely, when the length of the piece of uncorrupted
observations converges to infinity (the reader is referred to [GN14], p. 6-7 for details).
Observe, that even if p is close to one, we will eventually find pieces of uncorrupted
observations of arbitrary length, and we can also tell where these pieces are, because
we know which elements of χ are produced by the random walk, and which of them
are noise. Applying the reconstructions mechanism from [GN14] to them will yield
a sequence of empirical measures that converge to ̺.
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Case (3): Recall that we showed that in both, case (a) and case (b), we are able to
detect whether an element in our record χ(n) was produced by an observation from
χ′(n) or by a random variable Y (n). Indeed, the atoms of ̺+ ν are the elements in
Aatom. If ̺ does not have atoms they necessarily are atoms of ν, while if both, ̺ and
ν have atoms with disjoint support, we described in the proof of case (b) how to tell,
whether α ∈ Aatom is an atom of ν or of ̺. On the other hand, for the elements of χ
that are not atoms of either ̺ or ν is easy to tell whether they are observations from
χ′ or from Y , because by recurrence and p < 1 with probability one the elements in
χ′ are the only non-atoms of ̺+ ν in χ that occur more than once.
Once we have distinguished the elements of χ′ from the elements produced by Y
in χ we can basically follow the recipe described in [GN14]: Take two observations
ω(1) and ω(2) in χ that are realizations of ̺na. By recurrence and p < 1 these will
occur infinitely often in χ. We will take all ”shortest crossing” (a common concept
in scenery reconstruction) between ω(1) and ω(2), i.e. we consider the following set
Sω(1),ω(2) := {(χ(m), . . . , χ(m+ l)) : χ(m) = ω
(1), χ(m+ l) = ω(2)
and l = min{l′ : ∃m such that χ(m) = ω(1), χ(m+ l′) = ω(2)}.
Then, by Borel-Cantelli, for almost all environments ω such that (Xt) is recurrent on
ω we have that Pω-almost surely l corresponds to direct crossings from the (unique)
point z ∈ Z with ω(z) = ω(1) to the (unique) point z′ ∈ Z with ω(z′) = ω(2), i.e.
l is the distance between z and z′. Depending on the size of l and the value of
p many, even most of the strings (χ(m), . . . , χ(m + l)) ∈ Sω(1),ω(2) may have values
χ(n), m < n < m+ l that are corrupted, i.e. χ(n) was produced by Y (n) rather than
by χ′(n). However, we know which values in χ are produced by ν and ̺, respectively.
Discarding those strings from Sω(1),ω(2) that contain corrupted elements, for almost
all environments ω we are Pω-almost surely still left with a non-empty (actually even
infinite) set, that contains a piece of the random environment.
We proceed by taking a new point ω(3) ∈ χ that is a realization of ̺na such that
ω(3) is not in the already reconstructed piece of environment. We construct the
corresponding set Sω(2),ω(3) and the resulting piece of the random environment. If
ω(1) is contained in this piece, we discard this reconstruction step and take a new ω(3).
Otherwise we assemble the pieces together. Then we take ω(4) that is a realization of
̺na such that ω
(4) is not in the already reconstructed piece of environment, etc. This
gives a reconstruction of the environment to one side of ω(1). Finally, for the other
side we do the same thing with points ω(0), ω(−1), . . . ∈ χ such that ω(0), ω(−1) are
not in the already reconstructed piece of environment. (The sense of this two-sided
procedure is to avoid a description of doing a jigsaw puzzle with the reconstructed
pieces of environment we would need to do, otherwise).
Finally we can decide about the orientation of the environment: By the assumption
on the distribution of ω(0), for P-almost all ω we will eventually have reconstructed
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a point in the environment ω(z) 6= 1
2
. From here the majority of the observations
(adjusted by removing corrupted observation) will walk to the right if ω(z) > 1
2
and
to the left, otherwise.
This finishes the proof of Theorem 1.1.
.
3. Concluding remarks
Let us finish this notes by discussing some of the assumptions we made.
Remark 3.1. (1) Of, course part (3) of Theorem 1.1 implies parts (1) and (2),
case (a), if RWRE is recurrent. However, the proof of part (3) requires the
same techniques (plus additional work) as the first two parts. We therefore
decided to state these parts separately.
(2) It is difficult to see, how one could remove the assumption that ̺a and νa
have disjoint support in Theorem 1.1, (2). Indeed, if α is an atom of ν, it
will have occurred in χ about pν(α)n times by time n. This will typically be
of the same order (or, in most of the cases, of larger order) than the number
of observations α that stem from χ, if α is also an atom of ̺.
(3) Note that for the situations that p = 0, i.e. we do not have corrupted obser-
vations Gantert and Nagel in [GN14] proved that the law of the environment
can be reconstructed almost surely, even if RWRE is transient (of course,
reconstruction of ω is not possible in this case). While we were able to prove
the same result for ̺a = 0 in Theorem 1.1, (1), it is hard to imagine, how
this could work in the general case in our setting. Indeed, already our test
to distinguish the atoms of ν from those of ̺ depends on the recurrence of
the RWRE. Moreover, if ω is such that RWRE is transient then there will
be points that are only seen once by the walk (Xt). Hence, whenever there
is χk, χk+1, χk+2 in χ such that each of the χk, χk+1, χk+2 never occurs again
in χ, we cannot tell whether these are observations χ′ of the random walk or
noise terms. Hence we have to discard them from our observations. This is
exactly the reason for the third line in the definition of the set O3 (2.1). How-
ever, now the walk and its observations are not independent, in particular,
ω(z) will influence, whether we see the markers (either, (ω(z − 2), ω(z − 1))
or (ω(z + 2), ω(z + 1))) again. Extreme values of ω(z) imply that the mark-
ers are not seen again with larger probability. Hence, if (Xt) is transient,
discarding those observations that only occur once in χ introduces a bias
towards ω(z)’s with ω(z) close to 1
2
.
While this does not prove that in general reconstruction of ̺ is impossi-
ble when RWRE is transient, is strongly suggests we would have to apply
different methods.
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(4) Similar to the observation in [GN14], if ̺na 6= 0, we can detect from χ whether
(Xt) is recurrent in ω or not. As a matter of fact, no matter, whether (Xt)
is recurrent or not, for almost all ω there is a ω(z) in the support of ̺na such
that there are n,m ∈ N with χ(n) = ω(z) as well as χ(m) = ω(z). This tells
us that indeed ω(z) is created from χ. Now, if ω(z) occurs in χ infinitely
often, (Xt) is recurrent in ω, otherwise it is not.
Acknowledgment: I am grateful to Nina Gantert for many hints on the behavior
of RWRE.
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