Erhardt and Czado (2008) suggest an approximative method for sampling high-
1 Introduction Erhardt and Czado (2008) suggest a method for approximately sampling high-dimensional count variables with prespecified Pearson correlation. The goal of this Chapter is to sample from count random variables (rv's) Y 1 , . . . , Y n with Y i ∼ F i (e.g. Poisson), i = 1, . . . , n with prespecified corr(Y ) = Σ Y , with (i, j)th element Σ correlations for each pair of variables. However, these pairwise correlations are required to be positive. According to Tsiamyrtzis and Karlis (2004) the usefulness of multivariate discrete models is limited since calculating the required probabilities is difficult. Therefore they suggest algorithms calculating the joint probabilities in a more efficient way thus reducing the computational time. A multivariate negative binomial distribution has been discussed for example by Kopociński (1999) . A multivariate generalization of the generalized Poisson distribution (see Consul and Jain (1970) ) capable of modeling only exchangeable covariance structures has been developed by Vernic (2000) and applied to the insurance field.
In the sampling approach of Erhardt and Czado (2008) dependency is modelled using a pair-copula decomposition of a general multivariate distribution. A graphical tool for organizing such decompositions is called regular vine and goes back to the work on vines of Joe (1996 , Bedford and Cooke (2001a , Bedford and Cooke (2001b and Bedford and Cooke (2002) . Aas, Czado, Frigessi, and Bakken (2009) propose a new method to perform inference of such pair-copula decompositions. In particular, the approach of Erhardt and Czado (2008) is based on the Gaussian copula and a C-vine decomposition. The idea is to use a conditional sampling approach where conditional cdfs and quantiles are defined via a pair-copula construction. Here the bivariate copulae have only one parameter each, therefore a root finding routine such as bisection can be utilized to sequentially determine optimal parameters for each pair-copula. They compare their approach to a widely used naive sampling approach.
An approximate method for sampling correlated continuous random variables from partiallyspecified distributions has been introduced by Lurie and GoldbergLurie and Goldberg (1998) . This method is an enhancement of an approach by Li and Hammond (1975) and is based on the multivariate normal distribution. Their approach optimizes the set of parameters such that the empirical correlations come close to the target correlations according to some distance measure, therefore the empirical and target correlations will closely match, if not agree. Whereas Erhardt and Czado (2008) compare their sampling approach to the NORTA method, in this Chapter we will compare it to a "naive" sampling method often used. The NORTA method ('NORmal To Anything', see Nelson (1996, Cario and Nelson (1997) and Chen (2000) ) is based on the work of Marida (1970) and Li and Hammond (1975) . The naive sampling method assumes that the Gaussian copula parameters specifying the underlying multivariate distribution of the desired margins coincide with the target correlation parameters. The contribution of this Chapter will be twofold. The simulation study by Erhardt and Czado (2008) will be completed by considering also the generalized Poisson distribution and the zero-inflated generalized Poisson distribution. Since the presence of zero-inflation causes the margins to be even more discrete we are interested in investigating the influence of zeroinflation on the sampling results. Secondly, investigating the results of the naive approach will quantify the impact of this simplifying assumption.
This Chapter is organized as follows: In Section 2, we will review some basic properties of multivariate distributions and copulae and also will review the concept of partial correlations, which the approach is based on. We will summarize the naive sampling method in Section 3. For generalized Poisson data in dimension 8 we will compare the C-vine sampling approach to the naive sampling method. An extensive simulation study comparing the two approaches is given in Section 4. We conclude with a summary and discussion in Section 5.
Marginal distributions considered in this Chapter will be the Poisson, generalized Poisson (GP), zero-inflated generalized Poisson (ZIGP) and the Negative-Binomial (NB) distribution. Similar to the NB distribution, the GP distribution introduced by Consul and Jain (1970) can model overdispersion with respect to the Poisson model. Its advantage over the NB distribution is that the overdispersion factor in the GP case depends on one additional parameter ϕ whereas in the NB case it depends on an additional parameter as well as the mean parameter. A second advantage of the GP distribution is that for ϕ = 1 it reduces to the Poisson distribution. The ZIGP distribution is obtained by a mixing between the zero and the GP distribution. The probability of the mixing variable is an additional zero-inflation parameter ω, i.e. for ω = 0 the distribution simplifies to the GP distribution. Excess zeros can be regarded as a second source of zero-inflation. In order to allow for a comparison between these two distributions, we choose the mean parameterization for all of the distributions. Their probability mass function (pmf) together with means and variances are given in Table 1 .
where ϕ > max(
) and m is the largest natural number
where in the case for ϕ < 1 the same condition as in the GP case must hold. We will use copulae to obtain multivariate count distributions with marginal counts as specified above. A n-dimensional copula C n is a multivariate cdf C n : [0, 1] n → [0, 1] whose univariate margins are uniform on [0, 1], i.e. C n (1, . . . , 1, u i , 1, . . . , 1) = u i ∀i ∈ {1, . . . , n}. Sklar (1959) shows that while F i reflects the marginal distribution of Y i , C n reflects the dependence, i.e.
where τ are the corresponding copula parameters. Hence for a multivariate cdf of Y there always is a copula C n separating the dependence structure from the marginal distributions. However, C n is unique only for continuous margins. Vice versa, a multivariate cdf can be constructed by virtue of (1) from n marginal distributions using a n-dimensional copula C n . The sampling approach by Erhardt and Czado (2008) is based on Gaussian copulae. For a more detailed introduction to copulae including the Gaussian copula, see for instance Joe (1997) , Nelsen (2006) or Embrechts, Mcneil, and Straumann (2002) . Copulae with discrete margins are discussed for example by Song (2007) .
where Φ n (·|Σ Z ) is the cdf of the n-dimensional normal distribution with mean µ = 0 n and covariance Σ Z and Φ −1 (·) is the univariate standard normal quantile function.
In the special case of n = 2 we write
, with φ n being the n-dimensional normal pdf with mean µ = 0 n and covariance Σ Z . Erhardt and Czado (2008) stress that for a joint distribution of count margins defined by a Gaussian copula there are three levels of correlated random variables:
where the (i, j)th element of Σ Z will be denoted by τ ij . We refer to τ ij as "association parameter".
(ii) Uniform level:
is defined by the Gaussian copula cdf with association parameters Σ Z .
(iii) Count level:
. . , n and θ i are the parameters of margin i.
They argue that the main problem of sampling from such a copula specification is that
An important concept for the sampling approach of Erhardt and Czado (2008) are partial correlations. Here we review an important property of partial correlations since it will be needed in the simulation study in this Chapter. Partial correlation is the correlation between two variables while controlling for a third or more other variables. Let W a standardized n dimensional random vector, where we partition
According to Srivastava and Khatri (1979, p. 53f) , the partial correlation between W 1 and W 2 while controlling W 3 denoted by ρ 12;3:T is defined as the correlation between W 1 − σ
33 W 3 , which is the correlation between W 1 and W 2 after eliminating the best linear effects of W 3 from both variables. It can be calculated as ρ 12;3:n = −σ 12 √ σ 11 σ 22 . An important property of partial correlations is a recursive formula (Pearson (1916) ): for I := {1, . . . , n} and for any subset I * ⊆ I, which contains at least i, j and k, ρ ij;I * \{i,j} = ρ ij;I * \{i,j,k} − ρ ik;I * \{i,j,k} · ρ jk;I * \{i,j,k}
i.e. partial correlations of order (n − 2) can be calculated from those of order (n − 3).
Naive Sampling with Illustration to GP count data
In this Section we will compare our sampling approach to a naive approach of sampling count random variables. The naive approach is to use our desired target correlation Σ Y and generate for a sample of N subjects n-dimensional multivariate normal random vectors with covariance
Next we transform the sample z k = (z k1 , . . . , z kn ) ′ to the uniform level u k := (Φ(z k1 ), . . . , Φ(z kn )) ′ , k = 1, . . . , N and determine the sample correlationΣ U of {u k , k = 1, . . . , N }. Then we generate outcomes according to the generalized Poisson distribution (see Table 1 ) with cdf F i by determining the quantiles of the GP distribution with mean µ i and variance µ i ϕ . For n = 8 and N = 100 000, we use as a target correlation matrix an exchangeable structure, i.e. Σ Y = (ρ ij ) with ρ ij = 0.6 ∀i = j and ρ ii = 1. Marginal means of the eightdimensional GP distribution were set to µ := (4, 25, 120, 2, 28, 7, 27, 5) ′ , dispersion parameters to ϕ := (1.5, 3.5, 2, 2.5, 2, 3, 1.5, 2.5) ′ . The empirical correlation matrixΣ U is determined to bê 0.5814, 0.5836, 0.5799, 0.5812, 0.5815, 0.5821, 0.5807 0.5814, 1.0000, 0.5849, 0.5841, 0.5837, 0.5855, 0.5837, 0.5821 0.5836, 0.5849, 1.0000, 0.5839, 0.5840, 0.5819, 0.5832, 0.5853 0.5799, 0.5841, 0.5839, 1.0000, 0.5809, 0.5829, 0.5842, 0.5831 0.5812, 0.5837, 0.5840, 0.5809, 1.0000, 0.5827, 0.5804, 0.5818 0.5815, 0.5855, 0.5819, 0.5829, 0.5827, 1.0000, 0.5839, 0.5822 0.5821, 0.5837, 0.5832, 0.5842, 0.5804, 0.5839, 1.0000, 0.5848 0.5807, 0.5821, 0.5853, 0.5831, 0.5818, 0.5822, 0 .5848, 1.0000
where the average absolute deviation of all off-diagonal elements from Σ Y is 0.0172. Naively transforming the obtained uniform variables to the count level gives us a sample of count variables whose empirical correlation matrix is calculated to be 
The off-diagonal average absolute deviation is 0.0556. If we however use our approach for sampling correlated GP variables we get 
where the off-diagonal absolute deviations have an average value of 0.0130.
Simulation Study
In this Section we want to perform a systematic comparison of the small sample performance of the two sampling approaches for a correlated count random vector Y = (Y 1 , . . . , Y n ) with target correlation ρ ij = corr(Y i , Y j ), 1 ≤ i < j ≤ n. We consider two methods for measuring the performance of the approaches. The description of these measures and of the specification of the simulation settings are given in detail in Erhardt and Czado (2008, Section 6 ).
Relative bias with respect to target correlation In R independent replications we generate an N dimensional i.i.d. sample of Y . For y − 1, where ρ ij is the target correlation. These estimated biases will be dependent, therefore we will consider the maximal estimated relative bias M AXRB := max 1≤i<j≤n rb ij as an overall measure for all 1 ≤ i < j ≤ n.
Average number of acceptance of specified correlation We would like to test
where ρ 0 ij is the target correlation. This composite test consists of n(n−1) 2 individual tests, i.e. we reject H 0 if for some (i, j)
cannot be rejected. Thus we are dealing with a multiple testing problem. The classic way to account for this is using the Bonferroni correction (see Shaffer (1995) 
where q αc is the (1 − α c ) quantile of a standard normal distribution. If an i < j exists such that
We set ACC α as the percentage of acceptances of H 0 at level α among the R replications.
The number of replications in our simulation study is R = 1000, N was now chosen to be 500. We consider the four distributions introduced in Section 2. Marginal parameters θ i are µ i in the Poisson case, (µ i , ϕ i ) in the GP case, (µ i , ϕ i , ω i ) in the ZIGP case and (µ i , ψ i ) in the NB case. Variances V ar(Y r ki ) will be equal in the GP and NB case if we set ϕ
. According to Table 1 , a high ψ i corresponds to low overdispersion and vice versa.
(i) First we investigate the influence the dimension n and the size of the correlation in an exchangeable target correlation structure, i.e. ρ ij = ρ. The settings were ρ ∈ {0.1, 0.5, 0.9}, n ∈ {2, 5, 10}. Medium sized marginal parameters according to Table 2 were used. Results are summarized in Table 4 .
(ii) For the exchangeable target correlation structure, we looked at the influence of the marginal parameters. Here, ρ = 0.5 and n = 5 were fixed. For µ, ϕ and ω, sets of small values (S) were compared to sets of larger (L) values. Again, for
, the entries were calculated according to ψ
, respectively, where µ i could either be µ S i or µ L i (see Table 3 ). Results can be found in Table 5. (iii) Finally, AR(1) and unstructured target correlations were investigated (Table 6) . Table 4 : Maximal estimated relative bias (M AXRB) and proportion of tests which accepted target correlation (ACC 0.05 ) based on R = 1000 replications of N = 500 samples of size n for exchangeable target correlation ρ and different count margins and parameters as in Table 5 : Maximal estimated relative bias (M AXRB) and proportion of tests which accepted target correlation (ACC 0.05 ) based on R = 1000 replications of N = 500 samples of size n = 5 for exchangeable target correlation ρ and different count margins and parameters as in Table  3 (bold: C-vine sampling, italics: naive sampling) Table 6 : Maximal estimated relative bias (M AXRB) and proportion of tests which accepted target correlation (ACC 0.05 ) based on R = 1000 replications of N = 500 samples of size n = 5 for AR(1) and unstructured correlation structures and different count margins (bold: C-vine sampling, italics: naive sampling)
AR(1) and unstructured correlation matrices:
For R = 1000 replications, N = 500 and n = 5, we investigated as target correlation also AR(1) and unstructured correlation matrices, i.e. for the AR(1) case we used Σ Y = (ρ ij ) with ρ ij = 0.7 |i−j| ∀i = j and ρ ii = 1. In order to obtain unstructured correlation matrices, we generated a sample of R = 1000 unstructured partial correlations fully specifying a C-vine decomposition. Then we calculated the corresponding correlation matrix from them using the recursive expression (3). Note that not all correlations can be sampled. For very high and very low target correlations and especially for low marginal means in i and / or j, τ ij (Σ Y |θ) might not exist. We did not discard the simulation in these replications but used the result generated from the closest association parameters obtained in the bisection step when no further optimization could be archived. We briefly interpret the obtained results.
Influence of the choice of ρ: According to Table 4 , the higher the target correlation was chosen, the smaller ACC 0.05 and hence the worse the approximations became. The maximal estimated relative bias, however, shrinks. This is due to the standardization by the true correlation parameters.
Influence of T : As one would expect, the higher the dimension T , the worse the approximation gets. The reason is simply error propagation.
Influence of the distribution family: Overdispersed settings perform worse than equidispersed ones, zero-inflation additionally increases overdispersion and hence worsens the results.
Influence of the range of parameters µ: According to M AXRB and ACC 0.05 in Table 5 , small means produce worse approximations. Small means generate more discrete data with linear correlation harder to optimize.
Influence of the range of parameters ϕ and ω: Small dispersion and zero-inflation parameters result in dramatically better approximations than large ones. Both large ϕ and ω increase heterogeneity in the data and therefore also in the empirical correlations calculated.
Also for the AR(1) and unstructured correlation matrices in Table 6 , the results are equally good as in the five-dimensional exchangeable settings. Erhardt and Czado (2008) suggest an iterative method for sampling correlated count random variables. Positive definiteness of the resulting association parameters is ensured by the C-vine framework the approach is embedded in. The price for this is that some of the correlations between margins are only approximated via partial correlations. The comparison carried out in this Chapter illustrates that the performance of the two approaches strongly depends on the simulation setting chosen.
Summary and Discussion
There are two questions raised in this Chapter: first of all, how wrong can one be when using the simplified (naive) approach? The simulation study illustrates that the desired target correlations might be clearly missed especially when the dimension, the degree of discreteness and overdispersion of the margins are high. The other question is how much better the suggested C-vine approach performs. We illustrated that even if it tends to be less precise in the same setting the naive approach fails, there is a substantial improvement of accuracy.
