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ON WEIGHTED NORM INEQUALITIES FOR THE
CARLESON AND WALSH-CARLESON OPERATORS
FRANCESCO DI PLINIO AND ANDREI K. LERNER
Abstract. We prove Lp(w) bounds for the Carleson operator C,
its lacunary version Clac, and its analogue for the Walsh series W
in terms of the Aq constants [w]Aq for 1 ≤ q ≤ p. In particular,
we show that, exactly as for the Hilbert transform, ‖C‖Lp(w) is
bounded linearly by [w]Aq for 1 ≤ q < p. We also obtain Lp(w)
bounds in terms of [w]Ap , whose sharpness is related to certain con-
jectures (for instance, of Konyagin [27]) on pointwise convergence
of Fourier series for functions near L1.
Our approach works in the general context of maximally mod-
ulated Caldero´n-Zygmund operators.
1. Introduction
For f ∈ Lp(R), 1 < p <∞, define the Carleson operator C by
(1.1) C(f)(x) = sup
ξ∈R
|H(Mξf)(x)|,
where H is the Hilbert transform, and Mξf(x) = e2πiξxf(x).
The celebrated Carleson-Hunt theorem on a.e. convergence of Fourier
series in one of its equivalent statements says that C is bounded on Lp
for any 1 < p < ∞. The crucial step was done by Carleson [4] who
established that C maps L2 into weak-L2. After that Hunt [17] extended
this result to any 1 < p <∞. Alternative proofs of this theorem were
obtained by Fefferman [12] and by Lacey-Thiele [28]. We refer also to
[2], [15, Ch. 11] and [39, Ch. 7].
By a weight we mean a non-negative locally integrable function. The
weighted boundedness of C is also well known. Hunt-Young [17] showed
that C is bounded on Lp(w), 1 < p <∞, if w satisfies the Ap condition
(see also [15, p. 475]). In [16], Grafakos-Martell-Soria extended this re-
sult to a more general class of maximally modulated singular integrals.
A variation norm strengthening of the Hunt-Young result was recently
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obtained by Do-Lacey [10], relying on an adaptation of the phase plane
analysis of [28] to the weighted setting.
In the past decade a great deal of attention was devoted to sharp
Lp(w) estimates for singular integral operators in terms of the Ap con-
stants [w]Ap. Recall that these constants are defined as follows:
[w]Ap = sup
Q
(
1
|Q|
∫
Q
wdx
)(
1
|Q|
∫
Q
w−
1
p−1dx
)p−1
, (1 < p <∞),
and
[w]A1 = sup
Q
(
1
|Q|
∫
Q
wdx
)
(inf
Q
w)−1,
where the supremum is taken over all cubes Q ⊂ Rn. Sharp bounds for
Lp(w) operator norms in terms of [w]Ap have been recently found for
many central operators in Harmonic Analysis (see, e.g., [3, 7, 19, 31,
32, 40]). A relatively simple approach to such bounds based on local
mean oscillation estimates was developed in [7, 20, 30, 31, 32]. For
the sake of comparison with the maximally modulated case treated in
this article, we briefly review the relevant definitions and results. A
Caldero´n-Zygmund operator on Rn is an L2 bounded integral operator
represented as
Tf(x) =
∫
Rn
K(x, y)f(y)dy, x 6∈ supp f,
with kernel K satisfying the following growth and smoothness condi-
tions:
(i) |K(x, y)| ≤ c
|x−y|n
for all x 6= y;
(ii) |K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ c |x−x′|δ
|x−y|n+δ
for some
0 < δ ≤ 1 when |x− x′| < |x− y|/2.
The sharp weighted bounds for standard Caldero´n-Zygmund operators
as above can then be formulated as follows.
Theorem A. Let T be a Caldero´n-Zygmund operator on Rn.
(i) For any 1 ≤ q < p <∞,
‖T‖Lp(w) ≤ c(n, T, q, p)[w]Aq ,
and in the case q = 1, c(n, T, 1, p) = c(n, T )pp′;
(ii) for any 1 < p <∞,
‖T‖Lp(w) ≤ c(n, T, p)[w]max
(
1, 1
p−1
)
Ap
.
Part (i) for q = 1 was obtained by Lerner-Ombrosi-Perez [34, 35], and
later Duoandikoetxea [11] showed that the result for q = 1 can be self-
improved by extrapolation to any 1 < q < p. The sharp dependence
of c(n, T, 1, p) on p is important for a weighted weak-L1 bound of T
in terms of [w]A1 [35]. Part (ii) (known as the A2 conjecture) is a
more difficult result. First it was proved by Petermichl [40] for the
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Hilbert transform, and recently Hyto¨nen [19] obtained (ii) for general
Caldero´n-Zygmund operators. A proof of Theorem A based on local
mean oscillation estimates was found in [32, 33]. Observe that for p ≥ 2,
(i) follows from (ii) but for 1 < p < 2, (i) and (ii) are independent
results.
In this article we apply the “local mean oscillation estimate” ap-
proach of [32, 33] to the Carleson operator C of (1.1) and its lacunary
version Clac, defined as
(1.2) Clac(f)(x) = sup
ξ∈Ξ
|H(Mξf)(x)|,
where Ξ ⊂ R is any fixed θ-lacunary set, in the sense that
inf
ξ 6=ξ′∈Ξ
|ξ − ξ′|
|ξ| = 1−
1
θ
> 0;
for instance, one can take Ξ = {±θk : k ∈ Z}. Our results involv-
ing C, Clac will be derived as corollaries of the more general Theorem
1.1, which is formulated in the framework of the maximally modu-
lated singular integrals studied by Grafakos-Martell-Soria [16]; precise
definitions follow. We remark that, unlike the results of [10, 18, 16],
our focus is on the (possibly) sharp dependence of the Lp(w) operator
norms in terms of the Ap constants of the weight.
Let F = {φα}α∈A be a family of real-valued measurable functions
indexed by some set A, and let T be a Caldero´n-Zygmund operator.
Then the maximally modulated Caldero´n-Zygmund operator TF is de-
fined by
TFf(x) = sup
α∈A
|T (Mφαf)(x)|,
where Mφαf(x) = e2πiφα(x)f(x).
The article [16] develops the weighted theory of such operators under
the a priori assumption of a family of restricted weak-type Lp bounds
(see (6.2) below) with controlled dependence of the constants when
p → 1+, which, via a generalization of the approximation procedures
from [1, 42], entails unrestricted boundedness TF : X → L1,∞ on
appropriate (local) Orlicz spaces X near L1. Such consequence of the
a priori assumption is, in fact, what is actually used in the derivation
of weighted bounds for TF . The authors of [16] do not explicitly state
their estimates in terms of the Ap characteristic of the weight; however,
an inspection of their proofs shows that, loosely speaking, the Lp(w)
constant will not depend sharply on [w]Ap unless the Orlicz space X
such that TF : X → L1,∞ is (essentially) the best possible.
When TF = C (resp. TF = Clac), this is the same as the largest
(in a suitable sense, see [5]) Orlicz subspace X →֒ L1(T) (resp. Xlac
from now on) of pointwise convergence of Fourier partial sums (resp. of
pointwise convergence along lacunary subsequences). The best known
result for C, due to Antonov [1], is that L logL log log logL(T) →֒ X ;
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this is also recovered in [42, 16, 37]. In the lacunary case, the current
best result (see [36] and [8]) is that
(1.3) L log logL log log log logL(T) →֒ Xlac.
The present results strongly suggest that the improvements
(1.4) L logL(T) →֒ X, L log logL(T) →֒ Xlac
actually hold. The second embedding in (1.4) (which would be sharp)
is explicitly conjectured by Konyagin in [27], while the first is a wide-
spread conjecture: see [37, 9] for some recent articles on the subject.
Inspired by the recent approach to the study of the p = 1 endpoint
behavior of the operators C, Clac via (unrestricted) weak-type Lp bounds
of [8, 9], we choose to work under the (formally) stronger a priori
assumption of the family of weak-type inequalities
(1.5) ‖TF(f)‖Lp,∞ . ψ(p′)‖f‖p, (1 < p ≤ 2)
where ψ is a non-decreasing function on [1,∞). The key novelty com-
pared to the previous approach relying on Orlicz bounds near L1 is that
sharp [w]Ap dependence is now related to sharp weak-L
p bounds for TF ,
which are not affected by losses introduced by the log-convexity of L1,∞
[26]. These losses are, in fact, the culprit for the triple and quadruple
log in the current best results towards (1.4).
Our main result is the following: for convenience, we denote by
S0(R
n) the class of measurable functions on Rn such that
µf(λ) = |{x ∈ Rn : |f(x)| > λ}| <∞ ∀λ > 0.
Theorem 1.1. Let TF be a maximally modulated Caldero´n-Zygmund
operator satisfying (1.5).
(i) For any 1 ≤ q < p <∞,
‖TFf‖Lp(w) ≤ c(n, TF , q, p)[w]Aq‖f‖Lp(w),
and in the case q = 1, c(n, TF , 1, p) = c(n, TF)pp′ψ(3p′).
(ii) Then for any 1 < p <∞,
‖TFf‖Lp(w) ≤ c(n, TF , p)ψ
(
c(p, n)[w]
1
p−1
Ap
)
[w]
max(1, 1
p−1
)
Ap
.
Both estimates in (i) and (ii) are understood in the sense that they hold
for any f ∈ Lp(w) for which TFf ∈ S0.
We observe that the last sentence in Theorem 1.1 can be removed if
it is additionally known that TFf ∈ S0 for some dense subset in Lp(w),
for instance, for Schwartz functions. In particular, this obviously holds
if TF is of weak type (r0, r0) for some r0 > 1. Hence, there is no need
for the last sentence in Theorem 1.1 for the Carleson operator and its
lacunary version.
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Observe also that if TF = T is the standard Caldero´n-Zygmund
operator, then ψ = 1, and hence Theorem 1.1 contains Theorem A as
a particular case.
Let us now turn to how assumption (1.5) is satisfied in the concrete
cases we are interested in. We will prove in Section 6 that
(1.6) ‖C(f)‖p,∞ . p′ log log(ee + p′)‖f‖p, (1 < p ≤ 2),
as a consequence of Antonov’s result: this seems to be the best available
dependence in the literature. Our methods, based on the local sharp
maximal function, are general enough to derive an appropriate form of
(1.5) assuming some local Orlicz space boundedness into L1,∞. In the
lacunary case, the bound
(1.7) ‖Clac(f)‖p,∞ . log(e + p′)‖f‖p, (1 < p ≤ 2),
the implicit constant depending only on the lacunarity constant θ of the
associated sequence, can be obtained by suitably modifying the proof
of the main result in [36]: we send to the preprint [9] for a thorough
account of the necessary changes. We also note that (1.7) entails (1.3)
as an easy consequence (see [8] for details). In view of (1.6)-(1.7),
taking ψ(t) = t log log(ee+t) (ψ(t) = log(e+t) respectively) in Theorem
1.1 yields immediately the following corollaries.
Corollary 1.2. Let C be the Carleson operator.
(i) For any 1 ≤ q < p <∞,
‖C‖Lp(w) ≤ c(q, p)[w]Aq ,
and in the case q = 1, c(1, p) ≃ p(p′)2 log log(eep′);
(ii) for any 1 < p <∞,
‖C‖Lp(w) ≤ c(p)[w]max
(
p′, 2
p−1
)
Ap
log log(ee + [w]Ap).
Corollary 1.3. Let Clac be the lacunary Carleson operator.
(i) For any 1 ≤ q < p <∞,
‖Clac‖Lp(w) ≤ c(q, p)[w]Aq ,
and in the case q = 1, c(1, p) ≃ pp′ log(e + p′);
(ii) for any 1 < p <∞,
‖Clac‖Lp(w) ≤ c(p)[w]max
(
1, 1
p−1
)
Ap
log(e + [w]Ap).
Since the linear [w]Aq , 1 ≤ q < p, bound is sharp for the Hilbert
transform, it is obviously sharp also for C and Clac. We thouroughly
discuss sharpness in terms of [w]Ap of the points (ii) in Section 7 below;
here, we mention that being able to drop the log log term in (1.6)
would produce the same effect in (ii) of Corollary 1.2. For the Walsh
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analogue W of the Carleson operator, we are able to do so: relying on
the analogue of condition (1.5)
(1.8) ‖Wf‖Lp,∞(T) . p′‖f‖Lp(T),
which has been established in [9], we prove the following weighted the-
orem.
Theorem 1.4. Let W be the Walsh-Carleson maximal operator, de-
fined in (5.2) below.
(i) For any 1 ≤ q < p <∞,
‖W‖Lp(w) ≤ c(q, p)[w]Aq ,
and in the case q = 1, c(1, p) ≃ p(p′)2;
(ii) for any 1 < p <∞,
‖W‖Lp(w) ≤ c(p)[w]max
(
p′, 2
p−1
)
Ap
.
The article is organized as follows. In Section 2, we obtain a lo-
cal mean oscillation estimate of TF , and the corresponding bound by
dyadic sparse operators. Using this result, we prove Theorem 1.1 in
Sections 3 and 4. Section 5 contains the proof of Theorem 1.4; in
Section 6, we relate assumption (1.5) to local Orlicz bounds.
Throughout the paper, we use the notation A . B to indicate that
there is a constant c, independent of the important parameters, such
that A ≤ cB. We write A ≃ B when A . B and B . A.
Acknowledgement. The second author is very grateful to Loukas
Grafakos for his useful comments on the Carleson operator.
2. An estimate of TF by dyadic sparse operators
2.1. A local mean oscillation estimate. By a general dyadic grid D
we mean a collection of cubes with the following properties: (i) for any
Q ∈ D its sidelength ℓQ is of the form 2k, k ∈ Z; (ii) Q∩R ∈ {Q,R, ∅}
for anyQ,R ∈ D ; (iii) the cubes of a fixed sidelength 2k form a partition
of Rn.
Denote the standard dyadic grid {2−k([0, 1)n + j), k ∈ Z, j ∈ Zn}
by D. Given a cube Q0, denote by D(Q0) the set of all dyadic cubes
with respect to Q0, that is, the cubes from D(Q0) are formed by re-
peated subdivision of Q0 and each of its descendants into 2
n congruent
subcubes.
We say that a family of cubes S is sparse if for any cube Q ∈ S there
is a measurable subset E(Q) ⊂ Q such that |Q| ≤ 2|E(Q)|, and the
sets {E(Q)}Q∈S are pairwise disjoint.
Given a measurable function f on Rn and a cube Q, the local mean
oscillation of f on Q is defined by
ωλ(f ;Q) = inf
c∈R
(
(f − c)χQ
)∗(
λ|Q|) (0 < λ < 1),
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where f ∗ denotes the non-increasing rearrangement of f .
By a median value of f over Q we mean a possibly nonunique, real
number mf (Q) such that
max
(|{x ∈ Q : f(x) > mf (Q)}|, |{x ∈ Q : f(x) < mf (Q)}|) ≤ |Q|/2.
The following result was proved in [30]; in its current refined version
given below it can be found in [20].
Theorem 2.1. Let f be a measurable function on Rn and let Q0 be
a fixed cube. Then there exists a (possibly empty) sparse family S of
cubes from D(Q0) such that for a.e. x ∈ Q0,
|f(x)−mf (Q0)| ≤ 2
∑
Q∈S
ω 1
2n+2
(f ;Q)χQ(x).
Given a measurable function f on Rn, define the local sharp maximal
function M#λ f by
M#λ f(x) = sup
Q∋x
ωλ(f ;Q),
where the supremum is taken over all cubes Q ⊂ Rn containing the
point x.
Lemma 2.2. For any f ∈ S0 and for all p > 0,
(2.1) ‖f‖Lp,∞ ≤ 3p‖M#λ f‖Lp,∞,
where λ depends only on n.
Proof. We use the following rearrangement estimate proved in [29]:
(2.2) f ∗(t) ≤ 2(M#λnf)∗(2t) + f ∗(2t) (t > 0).
Since f ∈ S0 is equivalent to that f ∗(∞) = 0, iterating (2.2) yields
f ∗(t) ≤ 2
∞∑
k=0
(M#λnf)
∗(2kt) ≤ 2
log 2
∞∑
k=0
∫ 2kt
2k−1t
(M#λnf)
∗(s)
ds
s
≤ 3
∫ ∞
t
(M#λnf)
∗(s)
ds
s
≤ 3pt−1/p‖M#λnf‖Lp,∞,
which proves (2.1). 
Observe that Lemma 2.2 was obtained in [25] by a different method
with an exponential dependence on p.
2.2. An application to TF . We now apply Theorem 2.1 to TF . Given
a cube Q, we denote Q¯ = 2
√
nQ.
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Lemma 2.3. Suppose TF satisfies (1.5). Then for any cube Q ⊂ Rn
and for all 1 < r ≤ 2,
ωλ(T
Ff ;Q) . ψ(r′)
(
1
|Q¯|
∫
Q¯
|f |r
)1/r
(2.3)
+
∞∑
m=0
1
2mδ
(
1
|2mQ|
∫
2mQ
|f |
)
.
Proof. This result is a minor modification of [32, Prop. 2.3], and it is
essentially contained in [16, Prop. 4.1]. We briefly outline the main
steps of proof.
Set f1 = fχQ¯ and f2 = f − f1. Let x ∈ Q and let x0 be the center
of Q. Then
|TF(f)(x)− TF(f2)(x0)|
=
∣∣∣ sup
α∈A
|T (Mφαf)(x)| − sup
α∈A
|T (Mφαf2)(x0)|
∣∣∣
≤ sup
α∈A
|T (Mφαf)(x)− T (Mφαf2)(x0)|
≤ TF(f1)(x) + sup
α∈A
‖T (Mφαf2)(·)− T (Mφαf2)(x0)‖L∞(Q).
Exactly as in [32, Prop. 2.3], by the kernel assumption,
sup
α∈A
‖T (Mφαf2)(·)− T (Mφαf2)(x0)‖L∞(Q)
≤
∫
Rn\Q¯
|f(y)|‖K(·, y)−K(x0, y)‖L∞(Q)dy
.
∞∑
m=0
1
2mδ
(
1
|2mQ|
∫
2mQ
|f |
)
.
For the local part, by (1.5),
(
TF(f1)χQ
)∗
(λ|Q|) . ψ(r′)
(
1
|Q¯|
∫
Q¯
|f |r
)1/r
.
Combining this estimate with the two previous ones, and taking c =
TF(f2)(x0) in the definition of ωλ(T
Ff ;Q) proves (2.3). 
Given a sparse family S, define the operators Ar,S and TS,m respec-
tively by
Ar,Sf(x) =
∑
Q∈S
(
1
|Q¯|
∫
Q¯
|f |r
)1/r
χQ(x).
and
TS,mf(x) =
∑
Q∈S
(
1
|2mQ|
∫
2mQ
|f |
)
χQ(x)
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Lemma 2.4. Suppose TF satisfies (1.5). Let 1 < p <∞ and let w be
an arbitrary weight. Then
(2.4) ‖TFf‖Lp(w) . inf
1<r≤2
{
ψ(r′) sup
D,S
‖Ar,Sf‖Lp(w)
}
for any f for which TFf ∈ S0, where the supremum is taken over all
dyadic grids D and all sparse families S ⊂ D.
Proof. Let Q0 ∈ D. Combining Theorem 2.1 with Lemma 2.3, we
obtain that there exists a sparse family S ⊂ D such that for a.e. x ∈ Q0,
(2.5) |TFf(x)−mTFf(Q0)| . ψ(r′)Ar,Sf(x) +
∞∑
m=0
1
2mδ
TS,mf(x).
If TFf ∈ S0, then mTFf(Q) → 0 as |Q| → ∞. Hence, letting Q0 to
anyone of 2n quadrants and using (2.5) along with Fatou’s lemma, we
get
‖TFf‖Lp(w) . ψ(r′) sup
S⊂D
‖Ar,Sf‖Lp(w) +
∞∑
m=0
1
2mδ
sup
S⊂D
‖TS,mf‖Lp(w).
It was shown in [32] that
sup
S⊂D
‖TS,mf‖Lp(w) . m sup
D,S
‖TS,0f‖Lp(w).
Next, by Ho¨lder’s inequality,
‖TS,0f‖Lp(w) . ‖Ar,Sf‖Lp(w).
Combining this with the two previous estimates completes the proof.

Remark 2.5. Observe that the implicit constant in (2.4) depends only
on TF and n. In fact, one can replace Lp(w) in this inequality by an
arbitrary Banach function space X , exactly the same as for standard
Caldero´n-Zygmund operators (see [32]).
3. Proof of Theorem 1.1, part (i)
For s > 0 let Msf(x) = M(|f |s)(x)1/s, where M is the Hardy-
Littlewood maximal operator. We will use several results from [34]
which can be summarized as follows (note that part (ii) of Proposition
3.1 is contained in the proof of [34, Lemma 3.3]).
Proposition 3.1. The following estimates hold:
(i) if w ∈ A1 and sw = 1 + 12n+1[w]A1 , then
Msww(x) ≤ 2[w]A1w(x);
(ii) for any p > 1 and 1 < s < 2,
‖Mf‖
Lp′ ((Msw)
−
1
p−1 )
≤ c(n)p
( 1
s− 1
)1−1/ps
‖f‖
Lp′(w
−
1
p−1 )
.
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We also recall the Fefferman-Stein inequality [13]:
(3.1) ‖Mf‖Lp(w) ≤ c(n)p′‖f‖Lp(Mw) (1 < p <∞),
and the Coifman inequality [6]:
(3.2) M
(
(Mf)α
)
(x) ≤ c(n) 1
1− αMf(x)
α (0 < α < 1).
Proof of Theorem 1.1, part (i). By extrapolation ([11, Cor. 4.3.]), it
suffices to consider only the case q = 1. Hence, our aim is to show that
for any 1 < p <∞,
‖TFf‖Lp(w) ≤ c(n, TF)pp′ψ(3p′)[w]A1‖f‖Lp(w).
By Lemma 2.4 (see also Remark 2.5), this will be a consequence of
(3.3) inf
1<r≤2
{
ψ(r′) sup
D,S
‖Ar,Sf‖Lp(w)
}
≤ c(n)pp′ψ(3p′)[w]A1‖f‖Lp(w).
In order to prove (3.3), we obtain the following estimate: for any
1 < p <∞ and 1 < r < min(2, p+1
2
),
(3.4) sup
D,S
‖Ar,Sf‖Lp(w) ≤ c(n)
((p + 1
2r
)′)1/r
p[w]A1‖f‖Lp(w).
Assuming for a moment that (3.4) holds true, (3.3) follows easily, since
(3.5) inf
1<r≤2
ψ(r′)
((p+ 1
2r
)′)1/r
≤ cp′ψ(3p′)
for some absolute c > 0. To get (3.5), observe that in the case p ≥ 3
one can take r = 3/2, namely,
inf
1<r≤2
ψ(r′)
((p+ 1
2r
)′)1/r
≤ ψ(3)
((p+ 1
3
)′)2/3
≤ cψ(3p′).
If p < 3, we take r = p+3
4
, and then
inf
1<r≤2
ψ(r′)
((p+ 1
2r
)′)1/r
≤ ψ
( p+ 3
4(p− 1)
)((2(p+ 1)
p+ 3
)′) 4
p+3
≤ c 1
p− 1ψ(2p
′).
Combining both cases yields (3.5).
We turn to the proof of (3.4). Fix a dyadic grid D and a sparse
family S ⊂ D . One can assume that f ≥ 0. We linearize the operator
Ar,S as follows. For any Q ∈ S there exists g(Q) supported in Q¯ such
that 1
|Q¯|
∫
Q¯
gr
′
(Q) = 1 and
(
1
|Q¯|
∫
Q¯
f r
)1/r
=
1
|Q¯|
∫
Q¯
fg(Q).
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Define now the linear operator L by
L(h)(x) =
∑
Q∈S
(
1
|Q¯|
∫
Q¯
hg(Q)
)
χQ(x).
Then L(f) = Ar,S(f), and hence, in order to prove (3.4), it suffices to
show that
(3.6) ‖L(h)‖Lp(w) ≤ c(n)
((p+ 1
2r
)′)1/r
p[w]A1‖h‖Lp(w),
uniformly in g(Q).
Exactly as it was done in [34], we have that (3.6) will follow from
(3.7) ‖L(h)‖Lp(w) ≤ c(n)
((p+ 1
2r
)′)1/r
p
( 1
s− 1
)1−1/ps
‖h‖Lp(Msw),
where 1 < s < 2. Indeed, taking here s = sw = 1 +
1
2n+1[w]A1
, by (i) of
Proposition 3.1,( 1
sw − 1
)1−1/psw‖h‖Lp(Msww) ≤ c(n)[w]A1‖h‖Lp(w),
which yields (3.6).
Let L∗ denote the formal adjoint of L. By duality, (3.7) is equivalent
to
‖L∗(h)‖
Lp′ ((Msw)
−
1
p−1 )
≤ c(n)
((
p+1
2r
)′)1/r
p
(
1
s−1
)1−1/ps
‖h‖
Lp′(w
−
1
p−1 )
,
which, by (ii) of Proposition 3.1, is an immediate corollary of
(3.8) ‖L∗(h)‖
Lp′((Msw)
−
1
p−1 )
≤ c(n)
((p+ 1
2r
)′)1/r
‖Mh‖
Lp′ ((Msw)
−
1
p−1 )
.
We now prove (3.8). By duality, pick η ≥ 0 such that ‖η‖Lp(Msw) = 1
and
‖L∗(h)‖
Lp′((Msw)
−
1
p−1 )
=
∫
Rn
L∗(h)ηdx =
∫
Rn
hL(η)dx.
Using Ho¨lder’s inequality and the sparseness of S, we obtain∫
Rn
hL(η)dx =
∑
Q∈S
(
1
|Q¯|
∫
Q¯
ηg(Q)
)∫
Q
h ≤
∑
Q∈S
(
1
|Q¯|
∫
Q¯
ηr
)1/r ∫
Q
h
≤ (2√n)n
∑
Q∈S
(
1
|Q¯|
∫
Q¯
ηr
)1/r (
1
|Q¯|
∫
Q¯
h
)
|Q|
≤ 2(2√n)n
∑
Q∈S
(
1
|Q¯|
∫
Q¯
(
(Mh)
1
p+1η
)r)1/r ( 1
|Q¯|
∫
Q¯
h
) p
p+1
|E(Q)|
≤ 2(2√n)n
∑
Q∈S
∫
E(Q)
Mr((Mh)
1
p+1η)(Mh)
p
p+1dx
≤ 2(2√n)n
∫
Rn
Mr((Mh)
1
p+1η)(Mh)
p
p+1dx.
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Next, by Ho¨lder’s inequality with the exponents ρ = p+1
2
and ρ′ = p+1
p−1
,∫
Rn
Mr((Mh)
1
p+1η)(Mh)
p
p+1dx
=
∫
Rn
Mr((Mh)
1
p+1η)(Msw)
1
p+1 (Mh)
p
p+1 (Msw)
− 1
p+1dx
≤ ‖Mr((Mh)
1
p+1 η)‖
L
p+1
2 ((Msw)1/2)
‖Mh‖
p
p+1
Lp′ ((Msw)
−
1
p−1 )
.
Combining (3.1) and (3.2) yields
‖Mr((Mh)
1
p+1η)‖
L
p+1
2 ((Msw)1/2)
≤ c(n)
((p+ 1
2r
)′)1/r
‖(Mh) 1p+1η‖
L
p+1
2 (M(Msw)1/2)
≤ c(n)
((p+ 1
2r
)′)1/r
‖(Mh) 1p+1η‖
L
p+1
2 ((Msw)1/2)
.
Using again Ho¨lder’s inequality with ρ = 2p′ and ρ′ = 2p
p+1
, we get
‖(Mh) 1p+1η‖
L
p+1
2 ((Msw)1/2)
=
(∫
Rn
(
(Mh)
1
2 (Msw)
− 1
2p
)(
η
p+1
2 (Msw)
p+1
2p
)
dx
) 2
p+1
≤ ‖Mh‖
1
p+1
Lp′ ((Msw)
−
1
p−1 )
‖η‖Lp(Msw) = ‖Mh‖
1
p+1
Lp′ ((Msw)
−
1
p−1 )
.
Combining this estimate with the three previous ones yields (3.8), and
therefore the theorem is proved. 
Remark 3.2. The key ingredient in the proof of the linear [w]A1 bound
for usual Caldero´n-Zygmund operators T in [34, 35] is a Coifman-type
estimate relating the adjoint operator T ∗ and the Hardy-Littlewood
maximal operator M . This method relies crucially on the fact that
that T ∗ is essentially the same operator as T . However, this is not
the case with the Carleson operator C. Indeed, taking an arbitrary
measurable function ξ(·), we can consider the standard linearization of
C given by
Cξ(·)(f)(x) = H(Mξ(x)f)(x).
It is difficult to expect that its adjoint C∗ξ(·) can be related (uniformly in
ξ(·)) with M (or even with a bigger maximal operator) either via good-
λ or by a sharp function estimate. Indeed, such a relation would imply
that ‖C∗ξ(·)‖Lp . p as p→∞ (since ‖f‖Lp . p‖f#‖Lp as p → ∞, where
f# is the sharp function), which in turn means that ‖C‖Lp . 1p−1 as p→
1. Such a result, significantly stronger than the best known dependence
of ‖C‖Lp as p → 1 (which can be read from eq. (7.3) below), would
entail in particular that C : L logL(T) → L1(T) just like the Hilbert
transform. This bound is a much stricter form of the conjectured (1.4),
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and is not even known to hold for the tamer lacunary Carleson operator
Clac. See Section 7 for further discussion.
The operator L∗ defined in the proof can be viewed as a dyadic
positive model of C∗ξ(·), and inequality (3.8) is a Coifman type estimate
relating L∗ and M . By the reasons described above we cannot apply
the approach used in [34, 35] directly to (3.8).
4. Proof of Theorem 1.1, part (ii)
We start with some preliminaries. Given a sparse family S, define
the operator TS by
TSf(x) =
∑
Q∈S
(
1
|Q¯|
∫
Q¯
|f |
)
χQ(x).
This operator satisfies
(4.1) ‖TS‖Lp(w) . [w]max(1,
1
p−1
)
Ap
(1 < p <∞).
For the fully dyadic version TS,0 (introduced in Section 2) this estimate
was proved in [7]. The same proof with minor modifications works for
TS as well. Alternatively, one can use that
‖TS‖Lp(w) . sup
D,S
‖TS,0f‖Lp(w),
proved in [32], and subsequently apply the result for TS,0.
Furthermore, we recall that (see [3])
(4.2) ‖M‖Lp(w) . [w]
1
p−1
Ap
(1 < p <∞).
Also, it is mentioned in [3] (a detailed proof can be found in [24]) that
(4.3) ε = c(n, p)[w]1−p
′
Ap
⇒ [w]Ap−ε . [w]Ap.
We will use the following proposition.
Proposition 4.1. Let r > 1. Then for any cube Q,( 1
|Q|
∫
Q
|f |rdx
)1/r
≤ 1|Q|
∫
Q
|f |dx+ 2n(r − 1) 1|Q|
∫
Q
Mr(fχQ)dx.
Proof. By homogeneity, one can assume that 1
|Q|
∫
Q
|f |r = 1. We use
the classical estimate (see [43]) saying that for |f |Q ≤ α,
1
α
∫
{x∈Q:|f(x)|>α}
|f(x)|dx ≤ 2n|{x ∈ Q : M(fχQ) > α}|.
Replacing here |f | by |f |r and α by αr, we obtain that for α ≥ 1,
1
αr
∫
{x∈Q:|f(x)|>α}
|f(x)|rdx ≤ 2n|{x ∈ Q : Mr(fχQ) > α}|.
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From this,
1
r − 1
∫
{x∈Q:|f |>1}
(|f |r − |f |)dx =
∫ ∞
1
1
αr
∫
{x∈Q:|f(x)|>α}
|f(x)|rdxdα
≤ 2n
∫
Q
Mr(fχQ)dx.
Combining this estimate with∫
Q
(|f |r − |f |)dx ≤
∫
{x∈Q:|f |>1}
(|f |r − |f |)dx,
we obtain ∫
Q
(|f |r − |f |)dx ≤ 2n(r − 1)
∫
Q
Mr(fχQ)dx.
Hence,
1 ≤ 1|Q|
∫
Q
|f |dx+ 2n(r − 1) 1|Q|
∫
Q
Mr(fχQ)dx,
which completes the proof. 
Proof of Theorem 1.1, part (ii). By Proposition 4.1,
Ar,Sf(x) ≤ TSf(x) + 2n(r − 1)TS(Mrf)(x).
Combining this estimate with (4.1) and (4.2) yields
‖Ar,S‖Lp(w) ≤ ‖TS‖Lp(w) + 2n(r − 1)‖TS‖Lp(w)‖Mr‖Lp(w)
. [w]
max(1, 1
p−1
)
Ap
+ 2n(r − 1)[w]max(1,
1
p−1
)
Ap
[w]
r
p−r
Ap/r
.
Take r = p
p−ε
, where ε is given by (4.3). Then we obtain
inf
1<r≤2
ψ(r′)
(
[w]
max(1, 1
p−1
)
Ap
+ 2n(r − 1)[w]max(1,
1
p−1
)
Ap
[w]
r
p−r
Ap/r
)
. ψ
(
c(p, n)[w]
1
p−1
Ap
)
[w]
max(1, 1
p−1
)
Ap
.
Applying Lemma 2.4 along with the two previous estimates completes
the proof. 
5. Proof of Theorem 1.4
Before the actual proof, we recall the definition of theWalsh-Carleson
maximal operator W. For a nonnegative integer n with dyadic repre-
sentation n =
∑∞
j=0 nj2
j, we introduce the n-th Walsh character by
Wn(x) =
∞∏
j=0
rj(x)
nj , x ∈ T ≡ [0, 1],
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where rj(x) = sign sin(2
jπx) is the j-th Rademacher function. The
Walsh characters {Wn : n ∈ N} form an orthonormal basis of L2(T).
For f ∈ L1(T), the n-th partial Walsh-Fourier sum of f is
(5.1) Wnf(x) :=
n∑
k=0
〈f,Wk〉Wk(x), x ∈ T,
and the Walsh-Carleson maximal operator is thus defined by
(5.2) Wf(x) = sup
n∈N
|Wnf(x)|, x ∈ T.
The remainder of this section is devoted to the proof of the inequality
below: for an arbitrary weight w and 1 < p <∞,
(5.3) ‖Wf‖Lp(w) . inf
1<r≤2
{
r′ sup
S
‖Ar,Sf‖Lp(w)
}
,
the supremum being taken over all sparse families of dyadic cubes S ⊂
D(T); in this fully dyadic context, we have redefined
Ar,Sf(x) =
∑
Q∈S
(
1
|Q|
∫
Q
|f |r
)1/r
χQ(x).
With inequality (5.3) in hand, Theorem 1.4 follows by essentially re-
peating the proof given in Sections 3 and 4 for Theorem 1.1. The first
step towards (5.3) is a (simpler) substitute of Lemma 2.3.
Lemma 5.1. Let Q ⊂ T be a dyadic interval. Then for all 1 < r < 2
ωλ(Wf ;Q) . r′
(
1
|Q|
∫
Q
|f |r
)1/r
.(5.4)
We postpone the proof of the lemma until after the conclusion of the
argument for (5.3). By combining Theorem 2.1 applied to Wf , with
Q0 = T, and Lemma 2.3, we learn that there exists a sparse family
S ⊂ D(T) such that for a.e. x ∈ T and 1 < r < 2
(5.5) |Wf(x)−mWf(T)| . r′Ar,Sf(x).
Note further that the proof of Theorem 2.1 naturally yields Q0 = T ∈
S, so that
(5.6) |mWf(T)|χT(x) . r′
(
1
|T|
∫
T
|f |r
)1/r
χT(x) ≤ r′Ar,Sf(x)
where we applied (1.8) once again to get the first inequality. The bound
(5.3) then follows by putting together (5.5)-(5.6), and arguing as in the
proof of Lemma 2.4.
Proof of Lemma 5.1. Here, we will rely on the alternative representa-
tion of Wf as a maximally (Walsh) modulated martingale transform,
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given by
Wf(x) = sup
n∈N
|Tnf(x)| ,(5.7)
Tnf(x) :=


W0f(x), n = 0,∑
I∈D(T)
εI〈(f ·Wn), hI〉hI(x), n ≥ 1,
where hI is the usual L
2-normalized Haar function on I, and, for each
n, εI,n : DT → {0, 1} is specified below. The equality (5.7) is proved at
the end of the section; here, we devote ourselves to (5.4). Set f1 = fχQ
and f2 = f − f1. Let x ∈ Q and let x0 be the center of Q. Then
|W(f)(x)−W(f2)(x0)| =
∣∣∣ sup
n∈N
|Tnf(x)| − sup
n∈N
|Tnf2(x0)|
∣∣∣(5.8)
≤ sup
n∈N
|Tnf(x)− Tnf2(x0)|
≤ W(f1)(x) + sup
n∈N
‖Tnf2(·)− Tnf2(x0)‖L∞(Q).
For the local part, by (1.8),
(W(f1)χQ)∗(λ|Q|) . r′
(
1
|Q|
∫
Q
|f |r
)1/r
.
We claim that the second summand in the bottom line of (5.8) is zero,
so that the Lemma follows by combining (5.8) with the last display. It
is trivial to verify that T0f2(x) = T0f2(x0). Furthermore, for n ≥ 1,
Tnf2(x)− Tnf2(x0) =
∑
I∈D(T)
εI,n〈(f2Wn), hI〉
(
hI(x)− hI(x0)
)
.
and the above sum is also identically zero for x ∈ Q. Indeed, since
f2 is supported on Q
c and each hI is supported on I, the sum can be
restricted to those I such that I ∩Qc 6= ∅. Therefore, either I ∩Q = ∅,
so that both hI(x), hI(x0) vanish; or I ) Q, in which case hI is constant
on Q, and hI(x)−hI (x0) = 0. This finishes the proof of the claim. 
Proof of the equality (5.7). Fix n ≥ 1; let {kj : j = 0, . . . , J} be the
set of those integers k such that nk 6= 0 in the dyadic representation of
n, in decreasing order with respect to j, so that n =
∑
j≤J 2
kj . Define
r0 = 0, rj = 2
−kj
∑
ℓ<j
2kℓ, j = 1, . . . , J ;
it is easy to see that {2kj [rj, rj+1) j = 0, . . . , J−1} are disjoint dyadic
intervals which are left children of their dyadic parent and such that
the dyadic brother of each contains n. It is shown in [45, Section 4.1]
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that
Wnf(x) =
J∑
j=0
∑
I∈D(T)
|I|=2−kj
〈f, wI〉wI , wI(x) = χI|I| 12 Wrj
( x
|I|
)
, |I| = 2−kj .
We now use the equality
(5.9) wI(x) = bIhI(x)Wn(x)
for some bI ∈ ±1 (see [22, Lemma 2.2] for a proof), to rewrite
Wnf(x) =Wn(x)
J∑
j=0
∑
I∈D(T):|I|=2−kj
〈fWn, hI〉hI(x) =Wn(x)Tnf(x)
having first noticed that bI appears twice, and then having set εI,n = 1
if |I| = 2−kj for some j and zero otherwise in the definition of Tn. This
shows that |Wnf(x)| = |Tnf(x)| for each x ∈ T, n ∈ N, whence the
equality (5.7). 
6. Weak Lp from Orlicz type bounds
Let Φ be a Young function, that is, Φ : [0,∞)→ [0,∞), Φ is contin-
uous, convex, increasing, Φ(0) = 0 and Φ(t) → ∞ as t → ∞. Define
the mean Luxemburg norm of f on a cube Q ⊂ Rn by
‖f‖Φ,Q = inf
{
λ > 0 :
1
|Q|
∫
Q
Φ
( |f(x)|
λ
)
dx ≤ 1
}
.
Proposition 6.1. Let TF be a maximally modulated Caldero´n-Zygmund
operator satisfying
(6.1) ‖TF(fχQ)‖L1,∞(Q) . |Q|‖f‖Φ,Q
for each cube Q ⊂ Rn, where the Young function Φ is such that
γΦ(p) = sup
t≥1
Φ(t)
tp′
<∞
for any p > 1. Then (1.5) (and consequently Theorem 1.1) hold with
ψ(t) = γΦ(t).
Before the proof, we apply the Proposition to maximally modulated
Caldero´n-Zygmund operators satisfying
(6.2) ‖TF(χE)‖Lp,∞ . (p′)m|E|1/p, (1 < p ≤ 2)
for somem ≥ 1. Exploiting the kernel structure of TF along the lines of
Antonov’s lemma [1], it is shown in [16] that (6.1) holds with Φ = Φm
given by Φm(t) = t(log(e+t))
m log log log(ee
e
+t). An easy computation
then yields γΦm(p) = cmp
m log log(ee + p); in particular, recalling that
TF = C falls under the case m = 1, we obtain (1.6).
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We remark that, for TF = Clac, the best one can take in (6.1) [8] is
Φ(t) = t log log(ee + t)) log log log log
(
ee
ee
+ t
)
;
the above method then yields γΦ(p
′) = c log(e + p′) log log log(ee
e
+ p′),
a worse dependence than (1.7). To recover (1.7) via this approach,
(6.1) with Φ(t) = t log log(ee + t), which is the (sharp) Orlicz function
conjectured by Konyagin in [27] for lacunary Fourier series, is needed.
Proof of Proposition 6.1. We begin with a weak-Lp bound for the
Orlicz maximal function
MΦf(x) := sup
Q∋x
‖f‖Φ,Q.
Lemma 6.2. For any p > 1,
(6.3) ‖MΦf‖p,∞ . γΦ(p′)1/p‖f‖p.
Proof. Let us show that
(6.4) MΦf(x) . γΦ(p
′)1/pMpf(x).
Observe that (6.3) follows immediately from this estimate by the stan-
dard weak-type (p, p) property of Mp. Fix a cube Q. Set
ξΦ(p) = sup
t≥Φ−1(1/2)
Φ(t)
tp
and
λ0 =
(
2ξΦ(p)
1
|Q|
∫
Q
|f |pdx
)1/p
.
Then
1
|Q|
∫
Q
Φ
( |f |
λ0
)
dx =
1
|Q|
∫
Q∩{|f |<Φ−1(1/2)λ0}
Φ
( |f |
λ0
)
dx
+
1
|Q|
∫
Q∩{|f |≥Φ−1(1/2)λ0}
Φ
( |f |
λ0
)
dx
≤ 1
2
+ ξΦ(p)
1
|Q|
∫
Q
( |f |
λ0
)p
dx = 1.
Therefore,
‖f‖Φ,Q ≤
(
2ξΦ(p)
1
|Q|
∫
Q
|f |pdx
)1/p
.
Further,
ξΦ(p)
1/p = max
(
sup
Φ−1(1/2)≤t≤1
Φ(t)1/p
t
, γΦ(p
′)1/p
)
≤ max(c(Φ), γΦ(p′)1/p) . γΦ(p′)1/p.
Combining this estimate with the previous one proves (6.4), and com-
pletes the proof. 
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The main argument for Proposition 6.1 begins now. Replacing (1.5)
by (6.1) and repeating the proof of Lemma 2.3, we obtain
ωλ(T
Ff ;Q) . ‖f‖Φ,Q¯ +
∞∑
m=0
1
2mδ
(
1
|2mQ|
∫
2mQ
|f |
)
,
which implies
M#λ (T
Ff)(x) . MΦf(x) +Mf(x) .MΦf(x).
Hence, combining Lemmata 2.1 and 6.2 yields
‖TFf‖p,∞ . ‖M#λ (TFf)‖Lp,∞ . ‖MΦf‖p,∞ . γΦ(p′)1/p‖f‖p
which is the claim of the Proposition.
7. Remarks and complements
7.1. On the sharpness of the Ap bounds for ‖C‖Lp(w), ‖Clac‖Lp(w).
Let αp be the best possible exponent in
(7.1) ‖C‖Lp(w) . [w]αpAp.
We read from Corollary 1.2 that, up to the log log term,
(7.2) αp ≤ max
(
p′,
2
p− 1
)
.
Further, combining Sjo¨lin’s bound C : L(logL)2 → L1 [41] with the
converse of Yano’s extrapolation theorem of [44] produces the strong-
type estimate
(7.3) ‖C‖Lp . p(p′)2, (1 < p <∞),
which is the best possible asymptotics for p > 2; up to the log log
term, this is also obtained in Corollary 1.2 (i). In heuristic accordance
with the “L logL conjecture” mentioned in (1.4), it is likely that the
dependence in (7.3) is best possible also for 1 < p ≤ 2. Assuming
this, it is easy to show that the bound (7.2) for αp is sharp, up to
the doubly logarithmic term, at least for 1 < p ≤ 2; incidentally, note
that log log(ee+[w]Ap) would drop if one could strengthen the weak-L
p
bound (1.6) to
‖Cf‖p,∞ . p′‖f‖p, (1 < p < 2),
which is the same dependence as in (1.8) for the model Walsh-Carleson
operator W.
Indeed, a well-known argument by Fefferman-Pipher [14] (see also
[38] for an extension) says that if a sublinear operator T satisfies
‖T‖Lp0(w) . N([w]A1) for some p0 and an increasing function N , then
‖T‖Lr . N(cr) as r → ∞. Hence, on one hand, since ‖C‖Lr ≃ r as
r →∞, we obtain that αp ≥ 1 for all p > 1. On the other hand, let Cξ(·)
be a linearization of C as in Remark 3.2. Then, by duality and (7.1),
‖C∗ξ(·)‖Lp′(w) = ‖Cξ(·)‖Lp(w−(p−1)) . [w−(p−1)]αpAp = [w]
αp(p−1)
Ap′
,
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and hence ‖C∗ξ(·)‖Lr . rαp(p−1) as r →∞, which implies
‖C‖Lr . 1
(r − 1)αp(p−1)
as r → 1. Comparing with (7.3), which we have assumed to be sharp,
we obtain αp ≥ 2p−1 . Therefore, for all p > 1,
max
(
1,
2
p− 1
)
≤ αp ≤ max
(
p′,
2
p− 1
)
.
In particular, αp =
2
p−1
for 1 < p ≤ 2.
Similarly, suppose φp is the best possible function in
‖Clac‖Lp(w) . φp([w]Ap).
Then, arguing as above, we obtain that if the unweighted bound for
‖Clac‖Lp in Corollary 1.3 is best possible, then
max(t, t
1
p−1 log(e + t)) . φ(t) . tmax(1,
1
p−1
) log(e + t) (t ≥ 1).
In particular, φp(t) = t
1
p−1 log(e + t) for 1 < p ≤ 2.
7.2. On mixed Ap-A∞ bounds. Following recent works, where the
Ap bounds were improved by mixed Ap-A∞ bounds (see, e.g., [21, 23,
24]), one can obtain similar results for TF .
Given a weight w, define its A∞ constant by
[w]A∞ = sup
Q
1
w(Q)
∫
Q
M(wχQ)dx.
It was shown in [23] that part (i) of Proposition 3.1 holds with the [w]A1
constant replaced by [w]A∞. Changing only this point in the proof of
Theorem 1.1, part (i), we get that for any w ∈ A1 and for all p > 1,
‖TFf‖Lp(w) ≤ c(n, T )pp′ψ(3p′)[w]
1
p
A1
[w]
1
p′
A∞
‖f‖Lp(w).
For Caldero´n-Zygmund operators this inequality was obtained in [23].
Further, it was shown in [24] that the property (4.3) holds with
ε = c(n)
[σ]A∞
, where, as usual, σ = w−
1
p−1 . Also, observe that the operator
TS defined in Section 4 satisfies (see [21])
‖TS‖Lp(w) . [w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
.
Changing the corresponding estimates in the proof of Theorem 1.1,
part (ii), we get that for any p > 1,
‖TFf‖Lp(w) ≤ c(n, TF , p)ψ
(
c(p, n)[σ]A∞
)
[w]
1
p
Ap
(
[w]
1
p′
A∞
+ [σ]
1
p
A∞
)
.
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