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Abstract
We introduce a new class of semiparametric latent variable models for long memory
discretized event data. The proposed methodology is motivated by a study of bird vo-
calizations in the Amazon rain forest; the timings of vocalizations exhibit self-similarity
and long range dependence ruling out models based on Poisson processes. The proposed
class of FRActional Probit (FRAP) models is based on thresholding of a latent process
consisting of an additive expansion of a smooth Gaussian process with a fractional
Brownian motion. We develop a Bayesian approach to inference using Markov chain
Monte Carlo, and show good performance in simulation studies. Applying the methods
to the Amazon bird vocalization data, we find substantial evidence for self-similarity
and non-Markovian/Poisson dynamics. To accommodate the bird vocalization data,
in which there are many different species of birds exhibiting their own vocalization
dynamics, a hierarchical expansion of FRAP is provided in Supplementary Materials.
Keywords: fractional Brownian motion; fractal; latent Gaussian process models; long range de-
pendence; nonparametric Bayes; probit; time series.
1 Introduction
Event data are often obtained in a discretized form in environmental and ecological appli-
cations. Instead of recording exact times of event occurrence, one records whether or not at
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least one event occurred within each interval. Such data can potentially be treated as a dis-
crete time series (Tiao et al., 1976; Stern and Coe, 1984)) ignoring the underlying continuous
time process that generated the events. While this simplification may be more amenable to
standard time series analysis, it is often desirable to provide a self-explanatory stochastic
model that is capable of capturing the temporal dynamics of the underlying event generating
process (Davison and Ramesh, 1996)).
In Davison and Ramesh (1996)); Ramesh et al. (2013)) the authors use a Markov mod-
ulated Poisson process (MMPP) (Fischer and Meier-Hellstern, 1993)) for the discretized
events. Event intensities of an MMPP are directed by the states of an independently evolv-
ing continuous time Markov process whose different states correspond to different rates of
events. Davison and Ramesh (1996)) derived expressions for the likelihood of the observed
binary series for an MMPP using Chapman-Kolmogorov equations of a continuous time
Markov chain. They proposed a maximum likelihood approach for inference on the model
parameters, which include the instantaneous transition rate matrix of the continuous time
Markov chain and the Poisson rates corresponding to each state of the chain. They also show
that the autocorrelation function of the binary time series generated by an MMPP exhibits
a geometric decay. Fearnhead and Sherlock (2006)) proposed a Gibbs sampling algorithm
for Bayesian inference.
The geometric decay of autocorrelations limits the applicability of MMPPs to time se-
ries with long range dependence (Pipiras and Taqqu, 2017)). This is primarily due to the
Markovian structure of the model. Roughly speaking, a time series is long range depen-
dent if its autocovariance function decays like a power function. Long range dependence
has been encountered in many time series data including hydrology (Hurst, 1951)), finance
(Lo, 1989)) and network traffic (Willinger et al., 2003)). In a seminal work, Mandelbrot and
Van Ness (1968)) introduced fractional Brownian motion, a generalization of standard Brow-
nian motion, and showed that the increments of this process exhibit long range dependence.
The general definition of fractional Brownian motion is a stochastic integral with respect
to a standard Brownian motion where the order of integration is defined by a parameter
H ∈ (0, 1). Mandelbrot and Van Ness (1968)) referred to H as the Hurst parameter after
the hydrologist Harold Hurst who discovered self similarity in time series while studying
storage capacities of dams on the Nile river.
Fractional Brownian motion is an exactly self-similar process with no characteristic time-
scale (Graves et al., 2014)). Intuitively, self-similar processes retain statistical properties over
different time scales with their increments exhibiting long range dependence. For discretized
events, the intensity of the latent counting process determines the correlation structure of
the binary time series. If the binary series is long range dependent, then an inhomogeneous
Poisson process with fixed intensity λ(t) is insufficient to explain the observed data, as
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it implies that increments in disjoint time intervals are independent. Furthermore, Beran
(2017)) showed that a doubly stochastic Poisson process with random intensity λ(t) is long
range dependent if and only if λ(t) is long range dependent. Refer to Samorodnitsky et al.
(2007)) for reviews on long range dependence and self-similarity.
In this article, we propose a latent semiparametric framework to model long range de-
pendent discretized event data via a FRActional Probit (FRAP) model. The FRAP model
assumes a latent stochastic process responsible for generating the events of interest. Positive
values of the process within a time interval imply one or more event occurrences within that
interval. By setting the latent process as the fractional Brownian motion parameterized by
the Hurst coefficient, we show the FRAP model is able to capture long range dependence
of the discretized events. By varying the Hurst coefficient within (0, 1), the spectrum of
the model encompasses anti-persistence when H ∈ (0, 1/2), independence for H = 1/2 and
long range dependence when H ∈ (1/2, 1). Moreover, we also include a nonparametric trend
component in our model to account for non-stationarity of event occurrences. The pro-
posed framework accommodates testing of long range dependence in the data by comparing
H0 = 0.5 versus H1 6= 0.5. We define a Bayesian approach to inference using a Gaussian
process prior for the nonparametric trend. A Markov chain Monte Carlo (MCMC) sampling
algorithm is proposed relying on sampling the latent process.
In Section 2 we introduce the motivating Amazon bird vocalization data, including ex-
ploratory analyses revealing possible long range dependence. Section 3 is dedicated to the
development and analysis of the FRAP model. Section 4 contains simulation experiments
evaluating the proposed approach, and Section 5 analyzes the Amazon data. In the Supple-
mentary Materials, we extend the FRAP model to allow multiple types of events through a
grade-of-membership model and provide details on prior specification and posterior compu-
tation.
2 Amazon bird vocalization data
Bird songs play a major role in mate selection and thus have a pronounced impact on
their population dynamics (Slabbekoorn and Smith, 2002)). Identifying birds based on their
vocalizations is a widely used method for estimating bird population sizes and following
population trends over time, and automated acoustic monitoring is becoming increasingly
used in both ecological studies and in conservation (Laiolo, 2010)). Bird songs are well
known to follow a circadian pattern in that they sing most intensely early in the morning
and late in the day (Krebs and Kacelnik, 1983)).
We are motivated by an Amazon bird vocalization data set containing observations
over approximately four years. Audio monitoring devices were placed at different locations
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Figure 1: Binary sequence of vocalizations for Automolus ochrolaemus obtained from 9
days of recording. White and black grids represent absence or presence of vocalizations,
respectively.
throughout the Amazon rain forest. Using the methods of Ovaskainen et al. (2018)), these
recordings were converted to discretized binary time series (de Camargo et al., 2019)) con-
taining 0-1 indicators of which species vocalized in one minute time intervals for 180 minutes
starting at sunrise. Based on the audio recordings, it is not possible to reliably distinguish
different individual birds of the same species or to infer the number of birds vocalizing. We
focus on three locations which are similar in habitat and close in latitude and longitude.
Our data consist of recordings for 15 relatively common bird species. For each species we
have about 5 to 10 days of recordings over a period of 4 years starting from 2010 to 2014
during the months of June to September with recordings starting typically around 5:15 AM.
On average, a given species vocalized in 25-30 out of the 180 intervals. A visual depiction of
the binary sequence of vocalizations for the bird species Automolus ochrolaemus is provided
in Figure 1.
Our analysis focuses on two characteristics of the bird vocalization dynamics. First,
we are interested in the distribution of duration of bird song activity and inactivity - in
particular, our results indicate that the duration cannot be adequately modeled by the
exponential distribution. In the context of event data, exponential inter-event times are
routinely assumed for mathematical and computational simplicity. However, many naturally
occurring events, such as earthquakes (Ogata and Abe, 1991)), landscape evolution (Weymer
et al., 2018)), and human brain activity (Tagliazucchi et al., 2013)), have been shown not to
follow such patterns. We are also interested in identifying time periods when birds are more
likely to sing and recovering groups of bird species that have similar singing patterns.
In the left panel of Figure 2 we show the marginal probabilities of a vocalization during
minute intervals of length ∆t = {1, 2, 4, 9, 15, 30, 60, 90} for 15 different bird species. On
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(a) Marginal probabilities (b) Conditional probabilities
Figure 2: Marginal and conditional probabilities of bird vocalizations for 15 different species
at different time scales ∆t = {1, 2, 4, 9, 15, 30, 60, 90}.
the right panel of Figure 2, we show the probabilities of vocalizations conditioned on the
event that the bird vocalized in the previous interval of the same length. Quite naturally
the marginal probabilities show an increasing pattern with the length of intervals. However,
the conditional probabilities are mostly constant over these intervals with an overall de-
creasing pattern. Such scaling of summary statistics is commonly encountered in self-similar
stochastic processes (Pipiras and Taqqu, 2017)).
A stochastic process X(t) is said to be self-similar if for any c > 0 we have X(ct)
d
=
cHX(t), so that the random variables X(t) and X(ct) are equivalent in distribution up to
scaling factors governed by the parameter H. This parameter H ∈ (0, 1) is commonly
known as the Hurst exponent. Given a time series {Xt, t ∈ T } many methods have been
proposed to estimate H mostly focusing on continuous data. To our knowledge, currently
there is no literature on estimating the Hurst exponent for long memory binary time series.
Nonetheless, we use ReScaled range (RS) analysis (Hurst, 1951; Mandelbrot and Wallis,
1969)) and detrended fluctuation analysis (DTA) (Peng et al., 1994)) in our exploratory
analysis.
The rescaled range statistic of a time series {Xt, t ∈ T } is the ratio of the range of
cumulative deviations from the mean to the standard deviation. Estimates of the RS statistic
are obtained by dividing the time series into sub-series of different lengths and computing
the RS statistic for each scale (Bassingthwaighte and Raymond, 1994)). For a self-similar
stationary time series with Hurst coefficient H, Mandelbrot and Wallis (1969)) showed that
the RS statistic varies roughly as δH where δ refers to the time scale. Non-stationarity in the
time series may lead to false detection of long-range dependence (Kantelhardt et al., 2001)),
motivating DFA, which removes the trend in a first stage before estimating H.
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We use R packages pracma and fractal to estimate the Hurst exponent using RS analysis
and DFA, respectively; fractal allows for polynomial trends. Table 1 shows the estimates of
the Hurst exponent from the RS analysis and DFA with a linear trend for the 15 bird species
from Figure 2. For DFA, estimates of the Hurst exponent were not sensitive to the choice of
the degree of the polynomial. There is a considerable discrepancy in the estimates of H from
the RS and DFA analyses, with the DFA analysis surprisingly suggesting anti-persistence in
the data. However, it is not clear how to obtain confidence intervals for these estimates, and
whether they are entirely appropriate given that RS and DFA methods were developed for
continuous and not binary time series.
Species name RS DFA Lower Mean Upper
1 Automolus ochrolaemus 0.67 0.19 0.85 0.89 0.92
2 Cercomacra cinerascens 0.77 0.17 0.90 0.92 0.94
3 Corythopis torquata 0.70 0.18 0.80 0.84 0.88
4 Frederickena viridis 0.75 0.13 0.86 0.89 0.92
5 Grallaria varia 0.74 0.14 0.84 0.89 0.93
6 Hylexetastes perrotii 0.70 0.21 0.86 0.89 0.91
7 Hylophilus muscicapinus 0.71 0.15 0.83 0.85 0.89
8 Ibycter americanus 0.74 0.25 0.90 0.94 0.96
9 Micrastur gilvicollis 0.70 0.17 0.80 0.84 0.89
10 Micrastur mirandollei 0.72 0.34 0.82 0.87 0.91
11 Myrmeciza ferruginea 0.70 0.14 0.81 0.85 0.88
12 Percnostola rufifrons 0.70 0.12 0.87 0.92 0.95
13 Pipra erythrocephala 0.69 0.20 0.80 0.85 0.91
14 Pithys albifrons 0.70 0.17 0.83 0.86 0.89
15 Ramphastos vitellinus 0.70 0.16 0.79 0.85 0.91
Table 1: Estimated Hurst exponents for the 15 bird species using the RS analysis, DFA with
a linear trend and the FRAP model. For the FRAP model we include the posterior mean
along with the 95% credible intervals.
Our goal is not simply to estimate the Hurst coefficient; we would like to define a realistic
generative probability model for these data as a useful baseline for future ecological analyses
that include spatial dependence, environmental covariates and other complications. The
estimated Hurst coefficients for our proposed fractional probit model, see Section 3.1 below,
are provided in Table 1. Interestingly, the Hurst coefficients are significantly above 0.5 for
all fifteen bird species. This suggests long range dependence, a new finding of ecological
interest, which should be considered in future analyses of animal occurrence time series and
conflicts with usual Poisson process-based models.
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3 Discretized event data
We begin this section by defining some notation. Suppose event recordings are discretized at
time points {t0, t1, . . . , tn} where the time points belong to some index set T . In this article
we assume that ti+1− ti = ∆ for all i = 0, 1, . . . , n− 1. Corresponding to each time interval,
we have the following binary event indicators
Z(ti−1, ti) =
1 if at least one event occurred in (ti−1, ti]0 otherwise (1)
We consider R replications of this binary time series Z = {Z(1), Z(2), . . . , Z(R)}. In our
particular setting, the replications correspond to different days of recording at a fixed location
and for a fixed bird species.
3.1 Fractional probit model
Consider for now a single replication of the binary series Z. We assume a latent continuous
time process y(t), t ∈ T , is responsible for instigating events of interest. Let ρ0(y(s), y(t))
denote the covariance function of y(·) for s, t ∈ T . We want to derive a discrete time series
from y(t) so that it reflects the autocovariance structure of the observed binary data. Of
particular interest are time series that exhibit long range dependence motivated by the bird
vocalization data. A discrete time series {Xt, t ∈ Z} is said to have long range dependence
(LRD) if its autocovariance function ρX(k) at lag k ∈ Z decays polynomially as k →∞,
ρX(k) = L(k)k
2d−1, for d ∈ (0, 1/2), (2)
where L(·) is a slowly varying function at infinity, meaning it is positive on [c,∞) with
c ≥ 0 and for any a > 0, limu→∞ L(au)/L(u) = 1. The parameter d is called the long-range
dependence parameter and the series is said to have long memory.
The concept of long memory is intricately related to self-similarity of processes. Broadly
speaking, self-similar processes are obtained as normalized limits of partial sum processes
of a long memory series (Pipiras and Taqqu, 2017)). While there are several well studied
self-similar processes, one of the most fundamental and perhaps the most popular is known
as the fractional Brownian motion (fBM). A standard Brownian motion B(t) is a stationary
Gaussian process with covariance function KB(s, t) = min(s, t). The fBM generalizes this
covariance structure to the form
KH(s, t) =
1
2
(|t|2H + |s|2H − |t− s|2H), H ∈ (0, 1). (3)
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The parameter H is known as the Hurst exponent of the fBM. For H = 0.5 the standard
Brownian motion is recovered. Henceforth, we shall write BH(t) to denote an fBM with Hurst
exponent H. The self-similarity of the process stems from the fact that BH(ct)
d
= cHBH(t).
Setting Hi = BH(i)−BH(i− 1), i ∈ N, we obtain a stationary discrete time series known as
fractional Gaussian noise (fGN), elements of which marginally follow a standard Gaussian
distribution. The autocovariance function ρ(k), k = 0, 1, 2, . . . of {Hn } is
ρ(k) =
1
2
(|k + 1|2H − 2|k|2H + |k − 1|2H) ∼ H(2H − 1)k2H−2 as k →∞, (4)
and hence for H ∈ (1/2, 1) is LRD in the sense of equation (2) with LRD parameter d =
H − 1/2. Our proposed model relies heavily on the simple observation that if we define a
series Zi = I(
H
i > 0), where Xn is a fGN with Hurst exponent H, then the autocovariance
function of this binary series Zi is
ρZ(k) =
1
2pi
arcsin ρ(k). (5)
When the series {Hi } is long range dependent that is H ∈ (1/2, 1) it follows that for large
lags k, ρZ(k) ≈ ρ(k) since sinx ≈ x for small x, i.e. the series Zi is also long range dependent
with Hurst coefficient H. In the context of discretized event data as described in (1), we
then have the following latent formulation,
Z(ti−1, ti) =
1 if Hi = BH(ti)−BH(ti−1) > 00 otherwise, (6)
for i = 0, 1, . . .. The above formulation accounts for long memory in the observed binary
series, with the autocorrelation decay mimicking that of an fGN. Moreover, as a consequence
of the scaling property of an fBM, a scale free property of conditional probabilities consistent
with Figure 2 is established in the following Lemma.
Lemma 3.1. Let BH(t) be an fBM with Hurst coefficient H where we assume BH(0) = 0
a.s. Suppose we observe BH(t) at {t0, t1, . . .} where t0 = 0 and ti − ti−1 = 1, i ≥ 1 and
let Xi ≡ BH(ti), i ≥ 1, X0 ≡ BH(0). Define the binary series of indicators at time scale
m, Z
(m)
i = 1
{
Xti2m −Xt(i−1)2m > 0
}
, i ≥ 1 so that for m = 0, the series Z(0)1 , Z(0)2 , . . . is
as in (6). Then for any m = 0, 1, . . ., the conditional probability P(Z(m)i+1 = 1|Z(m)i = 1) is
independent of the time scale m. In particular,
P (Z
(m)
i+1 = 1|Z(m)i = 1) =
1
2
+
1
pi
arcsin (22H−1) (7)
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Proof. See Appendix A.1.
Two remarks are in order. First, for the special case H = 0.5, the conditional probability
in equation (7) becomes 1/2, so that when the series of indicators are generated from an
underlying white noise series, the conditional probability of Zi+1 = 1|Zi = 1 and the marginal
probability of Zi = 1 are equal. Second, since the function arcsin (·) is increasing, the
conditional probability of Zi+1 = 1|Zi = 1 increases with H, covering the cases of anti-
persistence H < 0.5, independence H = 0.5 and LRD for H > 0.5. Figure 3 depicts the
relationship between the Hurst coefficient H and the conditional probabilities.
Figure 3: Relation between the Hurst coefficient H and the conditional probabilities obtained
from equation (7).
Additionally, the spectral density of the series Zn can be shown to have a pole at zero
frequency when H > 1/2, a distinctive feature of LRD series. Let sZ(λ) and s(λ) denote
the spectral density of the series Zn and n, respectively, for −pi ≤ λ ≤ pi. Then we have for
H > 1/2,
sZ(λ) =
∞∑
k=−∞
ρz(k) exp(ikλ) =
∞∑
k=−∞
1
2pi
arcsin ρ(k) exp(ikλ)
≥
∞∑
k=−∞
1
2pi
ρ(k) exp(ikλ) =
1
2pi
s(λ),
where we have used the Jordan inequality arcsinx − x ≥ 0 for 0 < x < 1 (Mitrinovic and
Vasic, 1970)). Combining this with the fact that s(λ) ∼ λ1−2H in a neighborhood of 0, we
see sZ(λ) also has a pole at λ = 0 for H > 1/2.
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When considering the Amazon bird vocalization data and other real data applications,
a clear limitation of model (6) is the restriction of the marginal probabilities being fixed at
0.5. To be realistic, we need to allow the marginal probabilities to be arbitrary and varying
smoothly according to the time of the day. It is well known, particularly in the finance
literature, that apparent long memory type behaviour can often be sufficiently explained by
introducing suitable non-stationarity (Mikosch and Sta˘rica˘, 2004; Chen et al., 2010)).
With this motivation, we introduce a non-stationary component in the FRAP model by
assuming that the latent process driving the events, say y(t), admits an additive decompo-
sition of the form y(t) = f(t) +BH(t) while letting
Z(ti−1, ti) =
1 if y(ti)− y(ti−1) = f(ti)− f(ti−1) + Hi > 00 otherwise. (8)
The marginal probability of observing an event in interval (ti−1, ti] is then P [Z(ti−1, ti) =
1] = P [f(ti)− f(ti−1) + Hi > 0] = Φ{f(ti)− f(ti−1)}, where Φ(·) is the cumulative density
function of a standard Gaussian random variable. Hence, the variation in f(·) during (ti−1, ti]
determines the probability of observing an event during this time; a positive change increases
the marginal probability, whereas a negative change decreases it. If f(ti)− f(ti−1) = 0, then
the marginal probability is P (Hi > 0) = 1/2. To simplify notation, we write Zi = Z(ti−1, ti).
The vector H = (H1 , . . . , 
H
n ) follows an n-dimensional Gaussian distribution with mean 0
and covariance matrix ΣH whose (i, j)-th element is ΣH(i, j) = ρ(|i−j|) defined in equation
(4). We will also include a precision parameter τ 2 so that H ∼ N(0, τ 2ΣH). The marginal
probability of an event occurrence in the interval (ti−1, ti] then becomes P [Z(ti−1, ti) = 1] =
Φ[{f(ti)− f(ti−1)}/τ ].
Akin to probit models for longitudinal binary data with covariate information (Chib
and Greenberg, 1998)) we are interested in modeling the likelihood of the observed events
Z = (Z1, . . . , Zn) ∈ {0, 1}n. However, in our context we have time series data with smooth
trend f(t) and temporal dependence captured through H . Letting f = {f(t0), . . . , f(tn)}
and putting the pieces together, we get the following probit-type model,
P (Z ∈ E | f , H) = P (W ∈ EW | f , H), W ∼ N(Af , τ 2ΣH), E ⊂ {0, 1}n, (9)
where EW is the intersection of half-planes EW = ∩i:Zi=1(Wi > 0) ∩i:Zi=0 (Wi ≤ 0) and
the matrix A ∈ <n×n is such that Aii = 1, Ai,i−1 = −1 and Aij = 0 for j 6= i, i − 1. For
identifiability, we impose the restriction that f(0) = 0. Then under model (9) f(·)/τ is
identifiable. To accommodate this restriction, we let A11 = 1, A1,j = 0, j = 2, . . . , n; the
other rows of A remain unchanged.
Model (9) is quite flexible in incorporating a smooth trend f(t) and auto-correlated errors.
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In the special case in which H = 0.5, the error term becomes uncorrelated so that f(t) is
assumed to characterize the pattern over time in the data. When H > 0.5 in contrast, we
obtain long range dependence. The model provides a useful basis for testing of long range
dependence via comparing H0 : H = 0.5 to H1 : H > 0.5, in the presence of potential
non-stationarity.
3.2 Priors and posterior computation
Without loss of generality, we assume that the time points {t0, . . . , tn} ∈ T = [0, T ]. Let
Θ = {(f, β, τ) : f ∈ F , β ∈ <, τ ∈ <+} be the parameter space in model (9), where we let
F be the space of continuously differentiable functions on T and β = log{H/1 − H}. Let
Πβ denote the prior on β and Πτ denote the prior on τ . We choose Πβ ≡ N(0, 1) and Πτ ≡
Inverse-Gamma(aτ , bτ ) for positive constants aτ , bτ . For the nonparametric component, we
let f ∼ Πf , where Πf is an appropriate prior for an unknown smooth function. In particular,
we choose a zero mean Gaussian process (GP) with a squared exponential covariance kernel
(Rasmussen and Williams, 2005)) scaled by the precision parameter τ 2 of the latent process
defined as
C(s, t) = τ 2σ2 exp
{
−(s− t)
2
2φ2
}
, σ, φ > 0, (10)
for s, t ∈ T . For numerical stability we follow the standard practice of adding a small
positive quantity ν to the diagonal elements of the GP covariance matrix so that C(s, t) =
τ 2σ2 exp−{(s − t)2/2φ2} + ν1(s = t). Consequently, the induced prior on g = Af is again
a multivariate Gaussian distribution with covariance matrix Cg = τ
2ACA′, where C is an
n × n matrix with Cij = C(ti, tj). To learn the hyperparameters (σ, φ) from the data, we
transform them to the logarithmic scale and augment the parameter space Θ to Θ∗ = Θ× η
where η = {(log σ, log φ) : σ, φ > 0}. We place independent standard Gaussian priors on
each component of η. Thus Πη ≡ N(0, 1)× N(0, 1). The prior specification is completed by
setting Π = Πf × Πβ × Πτ × Πη.
For the Amazon bird vocalization data, we have replications {Z1, . . . , ZR} of Z over
different days. For simplicity, we assume these replicates are conditionally independent
involving the same f(t) but with different realizations of the latent residual term leading to
different realizations Wr, for r = 1, . . . , R, of W in equation (9). Including also the priors,
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this leads to the following hierarchy:
P (Zr ∈ Er | f , β, τ) = P (Wr ∈ EWr | f , ρ), β = log{H/(1−H)}, (11)
Wr | ρ, f , η ∼ N(Af , τ 2ΣH),
f | τ 2, η ∼ Πf ,
β ∼ Πβ, τ ∼ Πτ , η ∼ Πη.
for any Er ⊂ {0, 1}n and EWr as defined after equation (9).
Posterior computation under the hierarchical FRAP model (11) is potentially challenging.
We initially considered an integrated nested Laplace approximation (INLA), which was de-
veloped for approximate Bayesian inference in latent Gaussian models by Rue et al. (2009)).
However, the non-Markovian structure of the FRAP model renders the INLA paradigm
non-applicable (Rue and Held, 2005)).
Algorithm 1: MCMC algorithm to draw samples from the posterior under model (11).
Data: Z = {Z1, . . . , ZR}, L = number of MCMC samples
Result: L posterior samples from Π(Θ∗ | Z) :
{
Θˆ
(l)
∗
}L
l=1
Initialize β = 0, g = Af = 0, log σ = 0 and log φ = 0;
for l = 1 : L do
• Update Wr | − ind∼ N(g, τ 2ΣH)1BWr , r = 1, . . . R
• Update g | − ∼ N{ R
τ2
Φ−1Σ−1H W,Φ
−1}, where W = 1
R
∑R
r=1 Wr and
Φ = R
τ2
Σ−1H +
1
τ2
C−1g .
• Update β | − using a Metropolis random walk with proposal density
N(βl−1, s21).
• Update τ | − ∼ Inverse-Gamma(nR
2
+ aτ , S + bτ ), where
S = 1
2
[
trace{(W −G)′Σ−1H (W −G)}+ g′C−1g g
]
and G is a n×R matrix
with all columns equal to g.
• Update η | − jointly via a Metropolis random walk with proposal density
N(η
(1)
l−1, s
2
2)× N(η(2)l−1, s22), where η(1) = log σ and η(2) = log φ.
end
We instead focus on Markov chain Monte Carlo (MCMC), developing a practical algo-
rithm that exploits the structure of the model, as detailed in Algorithm 1. We use θ | − to
denote the full conditional distribution of a parameter θ given other parameters and the data
in Algorithm 1. The Metropolis random walk steps to update the Hurst exponent and the
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Gaussian process kernel hyperparameters are implemented following the adaptive Metropolis
algorithm (Roberts et al., 2001)). We start with s1 = s2 = 0.5 and update them at MCMC
iteration l by increasing or decreasing by a factor of exp(l−0.5) whenever l is divisible by 50.
Adaptation targets an acceptance probability of ∼ 0.3. Values of f(·) at a set of test points
can also be evaluated by accommodating a further step in Algorithm 1 following (Rasmussen
and Williams, 2005, equations 2.22-2.24)).
The main computational bottleneck of Algorithm 1 involves simulating the truncated
Gaussian random variables for updating the latent variables Wr. This is done using R package
tmvtnorm. To accelerate computation, the R copies of the latent variables are generated in
parallel. The R code to implement the FRAP model given R copies of discretized events is
available here.
3.3 Asymptotics
Here we consider infill asymptotics so we assume we can make measurements at finer time
points {t0, . . . , tn} as n→∞ within the interval [0, T ]. We assume the noise variance τ = 1.
Also, we set the number of replications R = 1 since the proof does not depend on a specific
value of R. Let the true trend function be f0 ∈ F and the true Hurst coefficient be H0
satisfying 0 < a < H0 < b < 1 for some a, b ∈ (0, 1). Define θ0 = (f0, H0) and P0 to be the
true data generating probability measure and consider any weak neighborhood U of θ0. By
showing that the joint prior Π ≡ Πβ × Πf have positive Kullback-Liebler support we have
the following consistency result.
Theorem 3.2. Suppose f0 ∈ F and 0 < a < H0 < b < 1 for some a, b ∈ (0, 1). Write
θ0 = (f0, H0) and consider any weak neighborhood U of θ0. Then the posterior probability of
the set U c given the series of indicators Π(U c | Z1, . . . , Zn)→ 0 in P0−probability as n→∞.
A proof of Theorem 3.2 is provided in the Appendix.
4 Simulation experiments
We report the results of a detailed simulation study for different choices of the latent trend
function f(·) in equation (8) while varying the number of replications R. We assume dis-
cretized observations are available for a period of n = 90 time units and the number of
replications R considered is {10, 25, 50}. The following choices of the trend function are
considered:
1. f1(t) = sin
4pit
90
2. f2(t) = 5[1 + exp{−2.5(t− 45)/15}]−1
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3. f3(t) = −2{(t− 45)/45}2 + 2
4. f4(t) = −1.2{(t− 45)/45}+ 0.5 cos(3pit90 )− 1.7
5. f5(t) = 0.1f1(t) log{f2(t)}
We note here that f2(·) slightly violates the assumption that the non-stationary component
in model (8) at t = 0 is 0. We define the squared empirical `2 norm of a function g(·)
evaluated on the points {t1, . . . , tn} as ‖g‖2,n = n−1
∑n
i=1{g(ti)}2. Given an estimator f˜(·)
of f(·) := f(·)/τ in model (11), we evaluate the performance by computing the Relative
Mean Square Error (ReMSE) defined as ReMSE = ‖e‖2,n /
∥∥f∥∥
2,n
, where e(·) = f(·) −
f˜(·). The latent trends f(·) are chosen from the aforementioned list and f˜(·) is set to be
the pointwise posterior mean of f(·)/τ at {t1, . . . , t90} obtained under the hierarchy (11).
We considered three choices for the Hurst exponent, namely, {0.5, 0.75, 0.9} ranging from
independent increments for H = 0.5 to highly correlated increments for H = 0.9. We
generated the binary data by first evaluating y(t) = f(t) + BH(t) at {t0, t1, . . . , tn}; to
simulate the noise vector we sampled H ∼ N(0, τ 2ΣH) with τ 2 = 0.12. Representing each
positive increment of y(·) by 1 the discretized series Z is obtained and the sampling is
repeated R times to complete the data generation process. For each combination of f(·), H
and R we performed 10 independent evaluations of the proposed framework and in Table
2 we report the average ReMSE and the average estimated Hurst exponent for these 10
evaluations with the value of ν fixed at 0.001.
Table 2: Relative mean square error (ReMSE) for different choices of the latent trend function
f(t) for the model (9) under hierarchy (11). For each f(t) three values of the Hurst exponent
are considered: {0.5, 0.75, 0.9} together with {10, 25, 50} replications. The results reported
are averages of 10 independent simulation experiments for each combination.
f1(t) f2(t) f3(t) f4(t) f5(t)
Hurst exponent (H) Replications (R) MSE Hˆ MSE Hˆ MSE Hˆ MSE Hˆ MSE Hˆ
0.5
10 1.29 0.51 1.08 0.49 0.12 0.52 0.09 0.52 1.24 0.50
25 0.58 0.48 0.40 0.48 0.01 0.50 0.01 0.51 0.96 0.51
50 0.40 0.51 0.17 0.50 0.009 0.5 0.005 0.50 0.08 0.50
0.75
10 2.13 0.76 1.88 0.76 0.14 0.74 0.28 0.76 4.81 0.74
25 1.37 0.75 1.20 0.76 0.06 0.76 0.03 0.75 1.46 0.75
50 0.84 0.74 0.24 0.74 0.04 0.75 0.02 0.75 0.55 0.74
0.9
10 4.31 0.88 6.89 0.87 0.70 0.88 0.20 0.90 14.96 0.87
25 3.08 0.89 2.61 0.89 0.29 0.89 0.18 0.89 5.87 0.89
50 1.11 0.89 0.99 0.88 0.08 0.87 0.07 0.89 3.34 0.88
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(a) f1(t) (b) f2(t)
(c) f3(t) (d) f4(t)
(e) f5(t) (f) Posterior samples of H
Figure 4: Figures (a)-(e) show the posterior mean and 95% credible bands for marginal
probabilities in one minute intervals for the five choices of f(t) in Section 4. The values of
the Hurst coefficient and the number of replications were H = 0.75 and R = 50, respectively.
Red and black solid lines correspond to the true values and the posterior mean respectively.
Gray shaded regions are credible bands. Posterior samples of H for one case are shown in
Figure (f).
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Naturally, the ReMSE in Table 2 is inversely proportional to the number of replications
R; decreasing by a factor of two when the number of replications is doubled. Interestingly,
the degree of LRD also controls the ReMSE. For all the choices of f(·), the average ReMSE
increases with H. Large H implies less information in the data, leading to higher ReMSE.
Estimates of the Hurst exponent are quite accurate across all the combinations of R, H and
f(·). This is important in the context of the Amazon bird vocalization data for which we
have on average 10 days of data. In Figure 4 we show the posterior mean and credible bands
together with the true value for the marginal probabilities of events during intervals of size
one time unit when the true Hurst exponent is set to 0.75 and the number of replications
available is R = 50. Set p(t1, t2) = Φ[{f(t2) − f(t1)}/τ ] as the true marginal probability
under model (8) with trend function f(·) and let pˆ(t1, t2) = Φ[{fˆ(t2) − fˆ(t1)}/τˆ ] denote
samples from the posterior distribution of f and τ obtained fitting Algorithm 1. The black
line in Figure 4 is the posterior mean of the marginal probabilities pˆ(t1, t2) and the red line
plots p(t1, t2). We also show the pointwise 95% credible bands of pˆ(t1, t2). The best result
is obtained for f1(t). The credible bands mostly provide accurate uncertainty quantification
for all the cases. However, when the number of replications R is smaller the problem of
accurately estimating the marginal probabilities becomes much harder, especially for high
values of H. Posterior samples of the Hurst exponent for one case are also included in the
figure.
To further investigate the behavior of the posterior distribution of the Hurst exponent,
we carried out an independent simulation experiment focusing on the coverage probability of
the credible intervals. We fix the number of replicates at R = 5 and vary the Hurst exponent
together with the latent trends as above. For each such combination, we generated 100 data
sets and applied model (11). Our findings for 95% credible intervals are summarized in Table
3. The coverage probabilities (CP) for all the cases considered are close to the nominal level.
The average lengths (l) of the intervals vary substantially for different choices of H along
with the standard deviation. For example, the average length of the intervals are maximum
for the case H = 0.5 with very little variation but when H = 0.9 the intervals become shorter
on average although their variability increases by almost a factor of 3.
5 Application to Amazon bird vocalization data
5.1 Analysis and results
We applied the FRAP model to the 15 bird species mentioned in Section 2. For each of
these species we have 180 minutes of recordings available for multiple days. The estimated
Hurst exponents for these 15 species are reported in Table 1. All the species show high
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H
f1(·) f2(·) f3(·) f4(·) f5(·)
CP l CP l CP l CP l CP l
0.5 0.97 0.16(0.05) 0.94 0.19(0.04) 0.92 0.20(0.02) 0.92 0.21(0.03) 0.98 0.20(0.02)
0.75 0.91 0.15(0.03) 0.92 0.14(0.14) 0.92 0.14(0.02) 0.90 0.14(0.02) 0.93 0.13(0.01)
0.9 0.90 0.13(0.10) 0.89 0.14(0.11) 0.91 0.12(0.10) 0.90 0.12(0.09) 0.94 0.14(0.10)
Table 3: Coverage probability (CP) of 95% credible intervals for the Hurst exponent under
the hierarchy (11). Also included are the average length (l) of the credible intervals with
corresponding standard deviation inside parenthesis. The number of replicates in each case
is R = 5.
long range dependence in their temporal vocalization patterns indicating strong evidence of
non-Poissonian dynamics. The posterior mean estimate of the Hurst exponent for the birds
range from a minimum of 0.84 up to 0.94. The variation in the Hurst exponent across species
is very small with an overall mean of 0.87 and standard deviation 0.03. The high value of the
Hurst exponents is consistent with the data in the sense that birds either vocalize or remain
silent over long periods of time. We note that this is a combination of two factors, which are
occurrence and vocalization activity. First, due to their movement activity, a bird individual
may be in the vicinity of the recorder for some time and then move to another location.
Second, conditional on the bird being present, it may sustain its vocalization activity over
some time and remain silent over another time.
Figure 5 shows posterior means and 95% pointwise intervals for the species-specific
marginal probabilities of vocalizations occurring in each of the 180 time intervals between
5.15 - 8.15 AM for all 15 species listed in Table 1. Due to data sparsity and the high
Hurst exponent, the raw posterior samples exhibited spiky patterns over time, and hence
we (mildly) smoothed the samples prior to calculating the posterior summaries in Figure
5. While these trends should not be over-interpreted, we do see some general patterns
appearing. For example, for Cercomarca cinerascens, Frederickena viridis, Grallaria varia,
Micrastur mirandollei, Myrmeciza ferruginea, Percnostola ruffifrons, Pipra erythrocephala,
Pithys albifrons and Ramphastos vitellinus we see an increase in vocalization activity after
7 AM, whereas Automolus ochrolaemus, Corythopis torquata, Hylexetastes perrotii, and
Ibycter americanus more or less maintain a uniform activity level during this time. Mi-
crastur gilvicollis and Hylophilus muscicapinus show more activity during the early hours
of the day. Since groups of birds show similar vocalization patterns, in the Supplementary
Materials Section S.1, we extend the FRAP framework to a hierarchical setting that shares
information across different species.
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Figure 5: Smoothed marginal probabilities of vocalization obtained by fitting model (8) for
the 15 species listed in Table 1 for 180 test intervals of duration one minute from 5.15 - 8.15
AM. Shaded regions are 95% credible intervals and black lines are posterior means.
5.2 FRAP vs MMPP
We compare the fit of the proposed FRAP model with the MMPP model (Davison and
Ramesh, 1996)) for discretized event data via summary statistics derived from the posterior
distribution and maximum likelihood estimates, respectively. The particular summary statis-
tics that we are interested are the conditional probabilities in Figure 2. In the context of the
FRAP model, the distribution of the binary indicators Z is completely characterized by the
latent variables W . The posterior predictive distribution of WR+1 given the observed binary
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indicators Z1, . . . , ZR is p(WR+1 | Z1, . . . , ZR) =
∫
p(WR+1 | θ∗)p(θ∗ | Z1, . . . , ZR), where
θ∗ = (f , β, τ, σ, φ)T and p(WR+1 | θ∗) ∼ N(Af , τ 2ΣH), H = log{β/(1 − β)}. To sample the
latent variable WR+1, we use the MCMC samples of θ∗ obtained from Algorithm 1, i.e. given
θ
(l)
∗ , the l-th MCMC sample from p(θ∗ | Z1, . . . , ZR), we draw W (l)R+1 ∼ N(Af (l), τ 2(l)Σ(l)H ).
Then equation (8) is used to obtain the corresponding binary series Z
(l)
R+1.
The MMPP assumes event occurrence is governed by specific states of an unobserved
continuous time Markov chain, hereafter referred to as CTMC, X(t) with finite state space
{1, 2, . . . , K} and instantaneous transition probability matrix G ∈ <K×K . Given the chain
is in state k ∈ {1, . . . , K} at time t, events occur following a Poisson process with rate
λk. The event generating process is then parameterized by the G and λ = {λ1, . . . , λk}.
The likelihood of a discretized series of events under the MMPP model has been derived
in Davison and Ramesh (1996)). Let Gˆ and Lˆ denote the maximum likelihood estimates
of G and L, respectively using R replicates of binary event indicators Z1, . . . , ZR. For the
Amazon bird vocalization data, we generate a series of binary event indicators ZR+1 using
the plug-in estimates Gˆ and Lˆ with k = 2.
Having generated event indicators ZR+1 from the two models for each of the 15 species
in Table 1, we compute the conditional probability of occurrence of a vocalization given
a vocalization in the previous interval for time scales ∆t = {1, 2, 4, 9, 15, 30, 60, 90}; for
the FRAP model we compute the conditional probabilities for each MCMC sample Z
(l)
R+1
and consider the average. In the left panel of Figure 6 we plot these probabilities using
the estimates obtained from the MMPP model and in the right panel we plot the average
conditional probability for different time scales across MCMC samples. The proposed FRAP
model captures the scaling of the conditional probabilities seen in the observed data (Figure
2) while the MMPP does not. We also fitted the MMPP with K = 3 states but the results
were very similar.
6 Discussion
In this article, we proposed a novel class of models for characterizing long range dependence in
discretized event data, along with a Bayesian approach to inference under these models. We
are particularly motivated by bird vocalization studies, and indeed are involved in ongoing
collaborations collecting many such datasets across the globe in order to obtain new insights
into biodiversity, interactions among species, and the role of biotic and abiotic factors. The
proposed class of FRAP models provide an important starting point for building realistic
models for these emerging datasets. Immediate next directions are to add complexity to the
models in order to more realistically characterize structure in the data, ranging from spatial
dependence to covariate effects. Such extensions are conceptually quite straightforward.
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(a) MMPP (b) FRAP
Figure 6: Conditional probabilities of vocalizations for the 15 different species at different
time scales ∆t = {1, 2, 4, 9, 15, 30, 60, 90} obtained from fitted model for the MMPP (left)
and samples from posterior predictive for the FRAP model (right).
There are several other important directions that are potentially less trivial. The first is
to broaden the class of models from a latent fractional Brownian motion to a broader class of
stochastic processes with long range dependence. This may include long range modifications
to usual Gaussian process covariance kernels (eg, Matern), as well as non-Gaussian cases;
e.g, Levy processes, alpha-stable processes, etc. The second critical direction is develop-
ing much faster computational algorithms. There is an immense literature on algorithms
for accelerating computation in Gaussian process models, but to our knowledge very little
consideration of the case in which there is long range dependence. In our motivating appli-
cations, we are faced with immense datasets containing automated recordings over time at
many different locations around the world. To scale up to such datasets, we plan to consider
divide-and-conquer algorithms and variational approximations, among other directions.
A Appendix section
A.1 Proof of Lemma 3.1
By stationarity of the incremental process of fBM it is enough to show (7) holds for i = 1.
Define Y1 = Xt2m and Y2 = Xt2m+1 − Xt2m . Then by equation (3), Y1 ∼ N(0, 22Hm) and
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Y2 ∼ N(0, 22Hm) and Cov(Y1, Y2) = 22Hm(22H−1 − 1). Setting λ2 = 22Hm,
P (Z
(l)
2 = 1|Z(l)1 = 1) =
P (Y1 > 0, Y2 > 0)
P (Y1 > 0)
= 2P (Y2/λ > 0, Y2/λ > 0)
= 2
[
1
4
+
1
2pi
arcsin
{
1
λ2
Cov(Y1, Y2)
}]
=
1
2
+
1
pi
arcsin(22H−1 − 1).
A.2 Mixing of MCMC chain in Algorithm 1
We briefly comment on the mixing of the MCMC chain obtained via Algorithm 1. With L
MCMC samples we calculate the effective sample sizes (ESS) for the parameters f(·)/τ and
H as,
ESS =
L
1 + 2
∑J
j=1 ρ(k)
, (12)
where ρ(j) is the autocorrelation at lag j. We set J = 30 as the maximum lag and L = 10000.
For the 180 parameters f(t)/τ , where t = 1, . . . , 180, the average effective sample size for
the 15 species were 2012.21 and that for the Hurst coefficient H averaged over all the species
is 1941.44.
A.3 Proof of Theorem 3.2
For any set V ∈ Θ the posterior probability Π(V | Z1, . . . , Zn) =
∫
Π(V | W,Z1, . . . , Zn)Π(W |
Z1, . . . , Zn)dW . Now fix any weak neighborhood U of θ0. Weak consistency conditional on
the latent variables is proved in Section S6 of the supplementary document. Thus the ran-
dom variable Π(U c | W,Z1, . . . , Zn) converges to 0 in P0−probability. We now extend the
proof for the marginal probability Π(U c | Z1, . . . , Zn). Fix any δ > 0. Then we have,
EP0Π(U
C | Z1, . . . , Zn) = EP0
∫
Π(U c | W,Z1, . . . , Zn)Π(W | Z1, . . . , Zn)dW
= EP0
∫
Π(Uc|W,Z1,...,Zn)≤δ
Π(U c | W,Z1, . . . , Zn)Π(W | Z1, . . . , Zn)dW
+ EP0
∫
Π(Uc|W,Z1,...,Zn)>δ
Π(U c | W,Z1, . . . , Zn)Π(W | Z1, . . . , Zn)dW
≤ δ + P0{Π(UC | W,Z1, . . . , Zn) > δ},
where we use the fact that Π(U c | W,Z1, . . . , Zn) ≤ 1.
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Supplementary materials for
Bayesian semiparametric long memory
models for discretized event data
S.1 Hierarchical FRAP model
The FRAP model (8) in Section 3 is designed to handle one bird species at a time. In this
section we will develop an integrated model for dealing with multiple bird species having
different series of event indicators Z(j) = {Z(j)1 , Z(j)2 , . . . , Z(j)Rj }, j = 1, . . . ,m, with j indexing
the species. For ease of exposition, we let Rj = R, for j = 1, 2, . . . ,m. However, the general
case of unequal number of replicates can be handled similarly. The main motivation for
extending the model proposed in the main body of the paper is to share information across
similar species of birds or locations; such sharing is particularly important given the sparsity
of the data, with certain bird species vocalizing only a few times on average, see Section 2.
Let fj(t) denote the latent non-stationarity of the j-th bird species. We assume that there
are K types of extremal behavioral profiles representing different patterns of vocalization
behavior with time of the day. Potentially, we can attempt to assign each species to one of
these profiles, leading to a type of functional clustering; for related methods, refer to Chiou
and Li (2007)); Jacques and Preda (2014)); Rodr´ıguez et al. (2009)) among others. However,
we view clustering as overly restrictive, and instead propose a functional mixed membership
model (Manrique-Vallier, 2010)). Let the k-th extremal profile by represented as hk(t). The
behavioral trajectory fj(t) for species j is represented by a combination of these extremal
profiles having weights ω(j),
fj(t) =
K∑
k=1
ω
(j)
k hk(t), ω
(j) ∈∆K−1, (S.1)
where ∆K−1 is the K − 1 dimensional probability simplex.
The vector ω(j) describes the proportional membership of the j-th bird in each of the K
different groups. For two different species j and j′ having similar vocalization profiles, we
expect the respective weight vectors ω(j) and ω(j
′) to be close. The representation of fj(t)
in (S.1) is also similar to a semiparametric latent factor model (Seeger et al., 2004)) where
multiple functional data are represented by a linear combination of basis functions to model
dependencies across different subjects; however, our model differs in constraining the factor
loadings to be constrained to the probability simplex.
We assume the same additive structure of the latent process y
(j)
r (t) driving the bird
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Figure S.1: Dependence structure of the latent process y(j)(t) under the decomposition (S.1)
for K = 3.
vocalizations as in equation (8) for the j-th species on the rth day, that is y
(j)
r (t) = f (j)(t) +
BH,r(t). The incurred dependency structure between the latent process and extremal class
profiles is shown in Figure S.1 when there are 3 extremal classes. The corresponding binary
series Z
(j)
r for the time interval (ti−1, ti] has the following representation,
Z(j)r (ti−1, ti) =
1 if y
(j)
r (ti)− y(j)r (ti−1) = f (j)(ti)− f (j)(ti−1) + Hr > 0
0 otherwise, r = 1, . . . , R, j = 1, . . . ,m,
(S.2)
where Hr ∼ N(0, τ 2ΣH) is the realization of the fGN with Hurst exponent H on the r-th
day, and the function f (j)(·) satisfies the decomposition (S.1). The likelihood of the observed
series Z
(j)
r ∈ E(j)r ⊂ {0, 1}n can then be written as
P (Z(j)r ∈ E(j)r | W (j)r , f (j), H) = P (W (j)r ∈ EW (j)r | f
(j), H),
W (j)r ∼ N(Af (j), τ 2ΣH), (S.3)
where E
W
(j)
r
is defined similarly as in equation (11) and f (j) = {f (j)(t0), . . . ,
f (j)(tn)} for r = 1, . . . , R and j = 1, . . . ,m. The precision parameter τ 2 is assumed to be
equal for all realizations of the latent process across the species and days. We impose the
restriction that the species vocalization profiles satisfy f (j)(0) = 0, or equivalently hk(0) = 0
for all k = 1, . . . , K to ensure identifiability. The matrix A is defined as in Section 3.1.
We assume that the Hurst coefficient is the same across the extremal classes based on the
analysis in Section 5; see also Table 1.
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S.2 Priors and posterior computation
We assume K is fixed and use model assessment diagnostics to choose a good value of K. Re-
call β = log{H/(1−H)}. The unknown parameters in (S.3) include Θ = {(h1, . . . , hk,Ω, β, τ) :
hk ∈ F , k = 1, . . . , K,Ω ∈ ∆K−1×m, β ∈ <, τ > 0}, where ∆K−1×m is the space of all K
by m matrices such that each column ω(j) of the matrix Ω is in ∆K−1, F is the space
of continuously differentiable functions on [0, T ], for k = 1, . . . , K. We place independent
Gaussian process priors on the extremal profiles hk(t) with a squared exponential covari-
ance kernel τ 2Ck(s, t) as in equation (10) with potentially different amplitude and length-
scale parameters (σk, φk) scaled by the noise variance τ
2. We add a small positive number
ν to the diagonals of Ck for numerical stability. Similar to Section 3.1 we augment the
parameter space Θ with (σk, φk), k = 1, . . . , K, to obtain Θ∗ = Θ × η1×, . . . , ηK , where
ηk = {(log σk, log φk) : σk, φk > 0}. We write Πhk as the prior on hk(·). The prior on β is
Πβ as in Section 3.1. Similarly, we use the prior Πηk for the individual covariance kernel
parameters ηk, where each Πηk ≡ Πη is as defined in Section 3.1.
We also need a prior distribution for Ω ∈ ∆K−1×m. Since each column of Ω ∈ ∆K−1, a
natural choice is a Dirichlet prior. However, this leads to non-conjugate posterior updates.
To circumvent this problem, we assign independent truncated Gaussian priors Πω(j) for ω
(j),
i.e. ω(j) ∼ N(0, λ2IK)1∆K−1 . In Section S.5 we describe how to sample from a K- dimensional
Gaussian distribution supported on a K − 1-dimensional simplex. We let Πω(j) denote the
truncated Gaussian prior on the matrix ω(j), j = 1, . . . ,m. The prior for τ is Πτ from Section
3.1.
The vector f (j) = {f (j)(t1), . . . , f (j)(tn)} can be written as f (j) = hω(j), where h =
(h1, . . . ,hK) with hk = {hk(t1), . . . , hk(tn)}T and hk(0) = 0, for k = 1, . . . , K. Given m
binary time series Z(j) = {Z(j)1 , . . . , Z(j)R }, j = 1, . . . ,m, we have the following representation
of model (S.3),
P (Z(j)r ∈ E(j)r |W (j)r , f (j),Ω, β, τ) = P (W (j)r ∈ EW (j)r | f
(j), β, τ),
W (j)r | β, λ,Ω, f (j), τ ∼ N(Af (j), τ 2ΣH), r = 1, . . . , R
f (j) = hω(j), hk | ηk, τ 2 ∼ Πhk , ηk ∼ Πηk , k = 1, . . . , K
ω(j) | λ ∼ Πω(j) , j = 1, . . . ,m
β ∼ Πβ, τ ∼ Πτ
(S.4)
Algorithm 1 can be extended to carry out posterior analysis for the hierarchy (S.4). Details
of our algorithm are provided below.
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Let Chk denote the prior covariance matrix for hk under prior Πhk . Let gk = Ahk. Then
the induced covariance matrix for gk is Cgk = τ
2AChkA
T + νIn. The details of the MCMC
implementation are provided below in Algorithm 2.
Algorithm 2: Gibbs sampling algorithm to fit model (S.4).
Initialize ρ = 0, Ω = Ω0, g1, . . . ,gK = 0, and ηk = (0, 0),∀k. Set Ψ = gΩ, where
g = {g1, . . . ,gK} and let Ψ(j) denote the j-th column of the matrix Ψ. For the l-th
MCMC sample,
• Update W (j)r | − indp.∼ N(Ψ(j), τ 2ΣH)1E
W
(j)
r
, for j = 1, . . . ,m and r = 1, . . . , R.
• Define W = (W (1), . . . ,W (m)), where W (j) = 1
R
∑R
r=1 W
(j)
r and Ψ−k = g−kΩ−k
where g−k is the matrix g without the k-th column and Ω−k is the matrix Ω
without the k-th row. Set W−k = W −Ψ−k and δk = ΩTkΩk. Then gk is updated
using gk | − ∼ N(µk,Φk), where Φk =
(
δkR
τ2
Σ−1H +
1
τ2
Cgk
)−1
and µk =
R
τ 2
ΦkΣ
−1
H W−kΩk .
• Define P = R
τ2
gΣ−1H and Q = Pg
T. Update Ω(j) | − ∼ N(uj, Vj)1∆K−1 where
Vj = (Q+ λ
2Ik)
−1 and uj = VjPW
(j)
, W
(j)
being the j-th column of the
matrix W from the first step.
• Update β | − using Metropolis-Hastings with proposal density N(βl−1, s21).
• For any k = 1, . . . , K, ηk is updated jointly via random walk Metropolis-Hastings.
• Define S = 1
2
∑m
j=1
[
trace
{
(Wj −Gj)TΣ−1H (Wj −Gj)
}]
+ 1
2
∑K
k=1 g
T
kC
−1
gk
gk
where Wj = (W
(j)
1 , . . . ,W
(j)
R ) and Gj is a matrix with all columns equal to
gω(j). Update τ | − ∼ Inverse-Gamma
{
n(Rm+K)
2
+ aτ , S + bτ
}
.
The computational bottleneck of Algorithm 2 is in updating latent variables W
(j)
r . In
addition, the algorithm is potentially subject to label switching; this is only a problem if there
is interest in the membership matrix Ω and the corresponding extremal profiles. As in other
contexts in which label switching occurs, post-processing methods can be applied to relabel
the MCMC output before inferences; see, for example Stephens (2000)). In our experiments
we did not encounter label switching and hence did not implement such approaches.
The Metropolis-Hastings update for ηk in Algorithm 2 is similar to Algorithm 1 and
we consider individual proposal variances for each class k, which are adapted on the fly to
maintain an overall acceptance probability of ∼ 0.3. Algorithm 2 performed similarly in
terms of mixing assessed by the effective sample size; see Appendix of the main document.
When applied to the Amazon bird vocalization data, with 10000 MCMC samples and a
maximum lag of 30, the effective sample size for H is 1582.61. For the elements of the
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membership matrix Ω, 1240.91 is the average effective sample size and that of hk(·)/τ is
962.83.
To select the number of extremal classes, we use the Deviance Information Criterion
(DIC) of Spiegelhalter et al. (2002)) adapted to our latent variable setting. Let D(θ) =
−2∑mj=1∑Rr=1 logP (W (j)r ∈ EW (j)r | θ) where θ = (f (j), β, τ)T. Then we define the DIC as,
DIC = 2D¯ −D(θ¯), (S.5)
where θ¯ is the posterior mean of θ. We fit model (S.4) with different choices of K and choose
the value for which the DIC is minimized.
S.3 Simulation experiments for the hierarchical FRAP
model
We considered two cases of simulation experiments implementing model (S.3). For both
cases, we consider m = 20 species, n = 90 time units and R = 20 replications. We set K = 3
for these two scenarios. The m species are first assigned random labels k ∈ {1, . . . , 3}.
Given species j is assigned label 1, we set the membership vector ω(j) = (ω
(j)
1 , ω
(j)
2 , ω
(j)
3 )
T,
where ω
(j)
3 = {1 + exp(X1) + exp(X2)}−1, ω(j)1 = exp(X1)ω(j)3 , ω(j)2 = exp(X2)ω(j)3 and
(X1, X2) follows a bivariate Gaussian distribution with mean vector (3, 0)
T and covariance
matrix I2. If the assigned label is 2, then we repeat the same steps as above but generate
(X1, X2)
T from a bivariate Gaussian with mean vector (0, 3)T with the same covariance
matrix. Finally, if the assigned label is 3, then we generate (X1, X2)
T with mean vector
(0, 0)T. The membership vectors are then combined with extremal profiles h1(·), h2(·) and
h3(·) to compute the individual species profile f (j)(·). The two choices of the extremal profiles
and the resulting individual profiles are listed below:
• Case 1: f (j)(t) = ω(j)1 f1(t) + ω(j)2 f2(t) + ω(j)3 f3(t).
• Case 2: f (j)(t) = ω(j)1 f3(t) + ω(j)2 f4(t) + ω(j)3 f5(t).
Here we use the same definitions of the functions f1(t), . . . , f5(t) as in Section 4. We fixed
τ = 0.1 and H = 0.75. Having generated the individual profiles, R binary series of length n
are then generated following the steps from Section 4 for each species j = 1, . . . ,m.
We implemented hierarchy (S.4) with K = 2, 3, 4 and selected the value leading to the
minimal DIC; for both cases this yielded the true value of K = 3. In the first case, the
ReMSEs of the posterior mean of the three estimated extremal profiles are 0.24, 0.05 and
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(a) Estimated (b) True
(c) Estimated (d) True
Figure S.2: Heat map of posterior mean of the membership matrix for the hierarchical FRAP
model. Top row corresponds to Case 1 and bottom row corresponds to Case 2. Left panel
shows the estimated membership matrix and the right panel shows the true memberships.
0.16, respectively, for f1(·), f2(·) and f3(·). The 95% credible interval for the Hurst coefficient
for this case is [0.74, 0.85]. For Case 2 the ReMSE values are 0.29, 0.09 and 0.06 for f3(·),
f4(·) and f5(·), respectively. The 95% credible interval for the Hurst coefficient in this case
is [0.74, 0.83]. In Figure S.2 we show the accuracy of the estimate of the weight matrix via
a heat map.
S.4 Application to Amazon bird vocalization data
We applied the hierarchical FRAP model to the Amazon bird vocalization data with K =
2, 3. The DIC values for K = 2, 3 are respectively 11365.4 and 10925.95. The 95% credible
interval for the Hurst coefficient obtained for K = 3 is [0.78, 0.84]. We show the posterior
mean of the membership matrix in Figure S.3.
The predominant class among the birds appears to be Class 2 in Figure S.3 where Fred-
erickena viridis, Grallaria varia, Micrastur mirandollei, Percnostola rufifrons, Pipra erythro-
cephala, Ramphastos vitellinus have maximum membership. This is evident from their spike
in vocalization probabilities after the one and half hour mark from sunrise, see Figure 5;
such a trend is apparent for Cercomarca cinerascens also. Hylexetastes perrotii, Hylophilus
muscicapinus, Micrastur gilvicollis show a high membership weight on Class 3 due to their
higher vocalization probabilities at the onset of the recording. Ibycter americanus, however,
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Figure S.3: Heat map of membership matrix obtained from the hierarchical FRAP model
(S.1) for the 15 bird species.
identifies with Class 1.
S.5 Sampling a K dimensional multivariate Gaussian
truncated on ∆K−1
Let X ∼ N(µ,Σ) where µ ∈ <K and Σ ∈ <K×K . Suppose we want to sample X restricted
to the set ∆K−1, where ∆K−1 is the K dimensional simplex. We first reparameterize X as
X = (Y, 1− Y T1K−1), where 1K−1 is a K − 1 dimensional vector of all 1’s. Then X can be
rewritten as X = JY + α, where J = (IK−1,−1K−1)T and α = (0TK−1, 1)T.
Under this reparameterization, it is straightforward to observe that Y ∼ NK−1(µY ,ΣY ),
where Σ−1Y = J
TΣ−1J and µY = ΣY JTΣ−1(µ−α). Thus the problem of sampling X on ∆K−1
can be reformulated as sampling Y ∼ N(µY ,ΣY ) subject to the constraint DY +e ≥ 0, where
D = (IK−1,−IK−1,
− 1K−1)T and e = (0TK−1,1TK−1,−1)T. This is done via the exact Hamiltonian truncated
Gaussian sampler proposed in Pakman and Paninski (2014)).
S.6 Proof of weak consistency
We first prove weak consistency assuming the latent variables are observed. Extension of
the result to the setting when we only observe the binary indicators, that is model (8), is
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provided in the Appendix of the main document.
Consider the model yi = f(ti) + ui, i = 0, 1, . . . , n, where the design points t0, . . . tn are
fixed and belong to a compact interval [0, T ] and we assume that f(t0) = 0. Without loss of
generality we let T = 1. Suppose we observe the random variables w1, . . . , wn where wi =
yi−yi−1, i = 1, . . . , n. Then the model for the observed random variables is wi = Af+i where
the matrix A ∈ <n×n with all elements zero except A11 = 1 and Aii = Ai,i−1 = 1, i = 1, . . . , n.
Here f = {f(t0), . . . , f(tn)}T. Suppose the error  = (1, . . . , n)T satisfies  ∼ N(0,ΣH) where
0 < H < 1. Given the data we want to recover the true parameters, say (f0(·), H0). Define
f0 = {f0(t0), . . . , f0(tn)}T. We additionally assume that 0 < a < H < b < 1 for some
constants 0 < a < b < 1 and f0 is in the space of continuously differentiable functions on
[0, 1]. The maximum and minimum singular value of a matrix P is written as smax(P ) and
smin(P ). Let p, p0 denote density of w = (w1, . . . , wn)
T with respect to the Lebesgue measure
under any generic (f,H) and (f0, H0) respectively. Since H0 is bounded by assumption, so
are smax(ΣH0) and smin(ΣH0). For any fixed δ > 0, we are interested in characterizing the
set {p : KL(p0, p) < δ} where for two densities q1 and q2 KL(q1, q2) =
∫
log(q1/q2)q1. For the
densities p0, p we have,
KL(p0, p) =
1
2
log
|ΣH |
|ΣH0|
+
1
2
tr(Σ−1H ΣH0 − Iq) +
1
2
(Af − Af0)TΣ−1H (Af − Af0). (S.6)
Unless otherwise specified, we shall write ‖x‖ for the Euclidean norm of the vector x. For a
matrix P , ‖P‖2 denotes the operator norm, that is, ‖P‖2 = smax(P ) .
Lemma S.6.1. Let ΣH ,ΣH0 be n× n covariance matrices with Hurst coefficient H and H0
respectively and δ ∈ (0, 1). If ‖ΣH − ΣH0‖F ≤ δ and δ/smin(ΣH0) < 1/2, then
tr(ΣH0Σ
−1
H − Iq)− log | ΣH0Σ−1H |≤
(K log ρ)δ2
s2min(ΣH0)
,
where K is some absolute positive constant and ρ = 2smax(ΣH0)/smin(ΣH0). Furthermore,
(Af − Af0)TΣ−1H (Af − Af0) ≤ {64/s2min(ΣH0)}‖f − f0‖2
Proof. For the first claim see Lemma 1.3 in the supplementary document of Pati et al.
(2014)). To prove the second claim, we use the inequality ‖Px‖ ≤ ‖P‖2‖x‖ to get ‖(Af −
Af0)
TΣ−1H (Af − Af0)‖ ≤ ‖Af − Af0‖2‖Σ−1H ‖22. When ‖ΣH − ΣH0‖F ≤ δ, the lemma from
Pati et al. (2014)) also provides a lower bound of smin(ΣH) as smin(ΣH0)/2. Since ‖Σ−1H0‖2 =
1/smin(ΣH0) and ‖Af−Af0‖ ≤ ‖A‖2‖f− f0‖, the result follows immediately as ‖A‖2 = 4.
The covariance matrix ΣH is parameterized by the Hurst coefficient H ∈ (0, 1) where the
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(i, j)-th element of ΣH is Σij,H =
1
2
{|k+ 1|2H − 2|k|2H − |k− 1|2H} where k = i− j. We now
prove that when H and H0 are close, ΣH and ΣH0 are also close in the Frobenius sense.
Proposition S.6.2. Consider the n × n covariance matrices ΣH and ΣH0 for H ∈ (0, 1).
Fix δ > 0. If |H −H0| < δ/n then ‖Σh − ΣH0‖F < Lδ for some L > 0.
Proof. The function g(x) = ax1 +a
x
2 +a
x
3 for fixed constants a1, a2, a3 has bounded derivatives
on (0, 1). Hence, by the mean value theorem |g(x) − g(y)| ≤ L|x − y| for some positive
constant L. When |H − H0| < δ, we have, ‖ΣH − ΣH0‖2F =
∑n
i=1
∑n
j=1(Σij,H − Σij,H0)2 ≤
n2L2(H −H0)2 ≤ L2δ2.
In view of Lemma S.6.1 and Proposition S.6.2 the set {KL(p0, p) < } ⊃ B = {(f , H) :
‖f−f0‖ < δ1, |H−H0| < δ2} for suitably chosen δ1 and δ2. Recall the joint prior Π ≡ Πf×Πβ
from the main document where β = log(H/(1−H)). We then have that the prior probability
Π{p : KL(p, p0) < } ≥ Πf{f : ‖f − f0‖ < δ1}Πβ{β : |H −H0| < δ2}. We trivially have that
Πβ{β : |H −H0| < δ2} > 0
because of the full support of the univariate Gaussian distribution on the real line. Com-
bining the above fact with large support property of Gaussian process priors with squared
exponential kernels on F , the space of continuously differentiable functions, (Tokdar and
Ghosh, 2007, Theorem 4.2 - 4.4)) we have that,
Π{p : KL(p, p0) < } ≥ Πf{f : ‖f − f0‖ < δ1}Πη{η : |H −H0| < δ2} > 0.
This proves that for any weak neighborhood U of p0, Π(U
c | w1, . . . , wn)→ 0 in P0−probability,
where P0 is the induced measure by p0 (Ghosal and Van der Vaart, 2017)).
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