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Résumé : En informatique, la notion de processus léger ou thread est désormais omnipré-
sente. En effet, les processus légers permettent à un programme d’une part d’exploiter plei-
nement les ordinateurs multiprocesseurs et d’autre part d’exprimer son parallélisme intrin-
sèque. Dans le domaine du calcul hautes performances, les processus légers permettent de
recouvrir des communications ou plus généralement des entrées/sorties avec du calcul. Ils
permettent aussi aux divers composants de l’application de progresser indépendamment les
uns des autres, ce qui est nécessaire avec l’utilisation d’environnements de programmation
toujours plus complexes comme MPI ou CORBA.
Mes travaux avaient pour objectif principal d’aboutir à la conception d’une bibliothèque
de processus légers performante sur une vaste gamme d’architectures (machines mono- ou
multiprocesseurs, technologie «multithreading simultané », etc.) et capable d’offrir les fonc-
tionnalités demandées par les programmes de calcul hautes performances. Dans un premier
temps, j’ai proposé une extension du modèle des Scheduler Activations pour le noyau Linux
permettant d’être réactif aux interruptions dans une bibliothèque de processus utilisateurs.
J’ai ensuite étendu ce mécanisme de manière à unifier la gestion des interruptions et des
scrutations dans un environnement multithreadé. Enfin, j’ai proposé un mécanisme de prise
de traces permettant de reconstituer précisément le déroulement d’un programme multi-
threadé, y compris lorsque l’ordonnancement est à deux niveaux.
Ces travaux ont été implémentés au sein du logiciel PM2. La bibliothèque Marcel offre
des processus performants sur une vaste gamme de processeurs et de systèmes en restant
suffisamment flexible pour permettre aux applications qui le nécessitent de diriger préci-
sément l’ordonnancement de leurs processus. Les applications peuvent être tracées de ma-
nière à pouvoir reconstituer et observer leur comportement précis. La trace obtenue peut
être convertie au format du logiciel Pajé qui permet alors de visualiser graphiquement le
déroulement de l’application.
Mots-clés : Processus légers, ordonnancement à deux niveaux, calcul hautes performances,
réactivité, Scheduler Activations, traces
Abstract: Nowadays, threads are widely spread in computer science. Indeed, multithread-
ing allows applications not only to fully exploit multiprocessor computers, but also to re-
veal its intrinsic parallelism. In the context of high performance computing, threads are
commonly used to overlap computation with communication. They also allow various ex-
ecution flows within the application to progress independently one from another. This is a
mandatory functionality regarding the implementation of complex middleware such as MPI
or CORBA.
My work aims at providing an efficient threads library targeting a wide range of archi-
tectures (mono- or multiprocessor computers, SMT technology, etc.) and able to fulfil the
requirements of high performance computing programs. First, I have extended and imple-
mented the Scheduler Activation model within the Linux kernel, so that user threads can be
extremely reactive to hardware interruptions. Then, I did expend this mechanism to unify
themanagement of interrupts and polling inmultithreaded environments. Finally, I have de-
signed new tracingmechanisms allowing to precisely rebuild the execution of multithreaded
programs, even with a two-level scheduling.
All these works have been implemented within the PM2 software suite. The Marcel
library provides efficient multithreading on a large range of processors and systems. Marcel
is flexible enough to allow an application to precisely manage its threads scheduling when
needed. Applications can be traced in order to observe their precise behavior. The generated
traces can be converted to the Pajé software format, so that application behavior can be
graphically observed.
Keywords: Threads, two-level scheduling, high-performance computing, reactivity,
Scheduler Activations, traces
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Chapitre 1
Introduction
Ce document présente les travaux que j’ai réalisés durant ma thèse sous la direction de
Raymond NAMYST d’abord au LIP (Laboratoire de l’Informatique et du Parallélisme) à l’École
normale supérieure de Lyon, puis au LABRI (Laboratoire Bordelais de Recherche en Informatique)
à l’Université Bordeaux 1.
1.1 Le calcul hautes performances
Les besoins de puissance de calcul informatique dans quelque domaine que ce soit,
comme le calcul numérique ou financier, la modélisation, la réalité virtuelle ou la fouille de
données, ont toujours augmenté, nécessitant une évolution régulière du matériel. Les pre-
mières architectures disponibles ont été les supercalculateurs parallèles. Développés dans
les années 70, ils ont connu leur âge d’or dans les années 80 avant de s’effondrer pour être
remplacés, dans les années 90, par des grappes de station. Ces dernières étaient parfois un
peu moins puissantes que les supercalculateurs, mais les économies financières réalisées ont
convaincu de nombreux centres de calcul.
Cette évolution a eu plusieurs conséquences importantes relatives à la recherche en infor-
matique. Les supercalculateurs, de par leur coût, étaient rarement accessibles aux chercheurs
académiques. Lamicro-informatique s’est répandue beaucoup plus facilement dans les labo-
ratoires de recherche. Cela a permis l’émergence de nombreuses études concernant non plus
le matériel informatique, mais le logiciel. La nécessité de faire collaborer un grand nombre
de stations de travail pour obtenir les puissances de calculs désirées a mis en évidence l’exis-
tence de nombreux problèmes à résoudre. Cet effort de recherche concernant le logiciel n’a
cessé de croître depuis lors.
L’apparition de stations supportant plusieurs flots d’exécution simultanément (machines
SMP, NUMA, technologie hyperthreading, etc.) a mis en exergue les processus légers qui
ont vu leur emploi se généraliser, y compris dans le domaine du calcul hautes performances.
Cependant, l’interface de la plupart des bibliothèques de processus légers, en se conformant
au standard en vigueur, s’est révélée inadaptée aux besoins particuliers du calcul hautes
performances : pas de contrôle possible de l’application sur l’ordonnancement, intégration
minimale avec les communications, etc. Pour bénéficier des processus légers demanière réel-
lement efficace, les applications doivent prendre en compte la spécificité de la plate-forme
matérielle (nombre de processeurs sur une machine SMP, etc.) et y être spécifiquement ajus-
tées. Cela est bien évidemment contraire à l’objectif de portabilité permettant de développer
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des applications sur une « petite » machine et de l’exécuter par la suite sur une « grosse »
grappe.
1.2 Objectifs de la thèse
Il s’agit, dans un premier temps, de faire le point sur les besoins actuels dans le domaine
des processus légers concernant le calcul hautes performances. Les bibliothèques de proces-
sus légers actuelles ne répondent pas totalement aux attentes du calcul parallèle ; il faut donc
identifier précisément ces manques.
Cela nous conduira à proposer un certain nombre d’extensions et de fonctionnalités dans
le but d’adapter les bibliothèques de processus légers à nos besoins. Plusieurs axes seront
explorés plus en détail. On peut citer :
– la notion de « portabilité des performances » qui permet à une application de bénéfi-
cier automatiquement de l’environnement logiciel en adéquation avec la plate-forme
logicielle utilisée ;
– la notion de réactivité et plus généralement l’intégration de la problématique des évé-
nements d’entrée/sortie en présence de processus légers ;
– les outils nécessaires à une exploitation aisée des environnements multithreadés, en
particulier les mécanismes d’observation à granularité fine des applications multi-
threadées.
Afin d’évaluer ces travaux, ils seront tous intégrés à une même bibliothèque de processus
légers développée à cette occasion. Bien évidemment, d’autres bibliothèques peuvent béné-
ficier de ces travaux si l’effort de développement associé est réalisé.
1.3 Contribution
La contribution majeure de ma thèse consiste en la conception d’une architecture ori-
ginale d’ordonnanceur de processus légers capable de fournir des fonctionnalités puis-
santes aux applications de manière transparente à l’architecture sous-jacente. Ces travaux
ont abouti à un ensemble de réalisations intégrées à l’environnement de programmation pa-
rallèle distribuée PM2. Cet environnement est développé de manière collaborative au sein
de l’équipe RUNTIME. Mes réalisations, qui correspondent à plus de 170 000 lignes de code,
vont de l’implémentation d’une bibliothèque de processus légers (MARCEL) à l’extension du
noyau LINUX en passant par la réalisation d’un environnement de prise de trace permet-
tant de comprendre le fonctionnement et les performances de l’ensemble. Ces travaux ont
fait l’objet de plusieurs publications citées au chapitre 10 (page 147) ainsi que de nombreux
séminaires.
1.4 Plan du manuscrit
Le chapitre 2 présente le contexte dans lequel s’inscrit mon travail. Nous y présentons les
principales techniques de programmation parallèle en mettant en évidence l’utilisation tou-
jours croissante des processus légers. Nous montrons ensuite que la présence de ces derniers
dans les applications de calcul parallèle hautes performances nécessite de résoudre quelques
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problèmes si l’on souhaite un maximum d’efficacité et de performance. Le chapitre 3 pré-
sente en détail les modèles de processus légers existants en mettant en lumière leurs atouts
et leurs limitations respectives. Dans le chapitre 4, nous exposons les techniques novatrices
développées au cours de cette thèse pour obtenir une bibliothèque de processus légers nom-
mée MARCEL parfaitement adaptée au calcul hautes performances. Avec le chapitre 5, nous
descendons à un niveau un peu plus technique pour explorer quelques éléments représen-
tatifs de notre implémentation. En particulier, nous étudions quelques problèmes relatifs à
la synchronisation interne de notre bibliothèque. La gestion de quelques ressources critiques
est également abordée. Afin de pouvoir observer le déroulement précis de l’ordonnance-
ment des processus légers de nos programmes, nous avons également conçu des outils de
trace pour environnements multithreadés qui font l’objet du chapitre 6. Nous arrivons alors
tout naturellement à la section de test et d’évaluation, au chapitre 7. Nous comparons notre
bibliothèque aux autres et nous montrons l’efficacité des mécanismes que nous avons in-
troduits. Ces observations nous permettent de conclure sur ces travaux et de dégager les
principales perspectives d’avenir qui en découlent.
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Chapitre 2
Parallélisme applicatif pour le calcul hautes
performances
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Ce chapitre a pour objectif d’expliquer les motivations qui ont conduit à la réalisation
de ma thèse. Il présente le contexte dans lequel se sont inscrits mes travaux en mettant en
évidence les insuffisances que je me suis efforcé de combler.
L’équipe dans laquelle je me suis inséré bénéficie d’une expérience certaine dans le do-
maine du calcul parallèle hautes performances. Partant du constat que les applications et les
environnements de calcul parallèle (re-)programmaient généralement les supports exécutifs
sur lesquels ils s’appuient, notre équipe s’est intéressée principalement à comprendre pour-
quoi des supports exécutifs génériques n’étaient pas utilisés[Nam01]. Cet effort de recherche
permet de mettre en évidence les lacunes dans les supports exécutifs actuels et aussi les be-
soins spécifiques de certains environnements. Bien sûr, nous ne sommes pas les premiers à
nous intéresser à ces problèmes et des solutions ont été proposées dans certains cas, en parti-
culier dans le domaine des bibliothèques de communication. Ainsi, un standard commeMPI
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[Mes95] est utilisé par de très nombreuses applications parallèles et des implémentations ef-
ficaces existent pour de nombreux réseaux. Dans notre équipe, nous avons développé la
bibliothèque de communication MADELEINE 3 permettant à une application d’exploiter de
manière efficace et transparente une vaste gamme de réseaux haut débit (GIGA ETHERNET,
SCI, MYRINET, etc.) Cependant, en dehors des bibliothèques dédiées aux communications,
la situation est beaucoup plus mitigée.
Au cours de mes travaux, je me suis intéressé plus particulièrement au multithreading
dans le domaine du calcul hautes performances. Après être longtemps restés confinés à des
domaines particuliers1, les processus légers sont largement répandus de nos jours. Ce cha-
pitre est l’occasion d’expliquer les raisons de cet engouement pour ce paradigme, mais éga-
lement de mettre en évidence ses limites vis-à-vis des supports exécutifs dans le domaine du
calcul hautes performances.
2.1 Des supports exécutifs omniprésents dans le parallélisme
En 1972, Micheal J. FLYNN a proposé une taxonomie[Fly72] pour les architectures parallèles qui
sert encore souvent de référence. Elle distingue les systèmes en fonction des flots d’exécution et des
flots de données et définit quatre classes :
SISD (Single Intruction, Single Data) : c’est le modèle traditionnel des machines séquentielles
avec programme et données stockées en mémoire ;
SIMD (Single Instruction, Multiple Data) : les mêmes instructions sont exécutées sur des flots de
données différents. On trouve dans cette catégorie les supercalculateurs MasPar et Thinking
Machine où plusieurs processeurs effectuent les mêmes instructions en même temps sur des
données différentes. Cette technique est ensuite reprise dans les processeurs vectoriels comme
le Cray-1 et continue d’être mise en œuvre dans les processeurs actuels à travers, par exemple,
la technologie MMX TM. Cela permet de multiplier les unités de calcul sans complexifier
la gestion du flot d’exécution mais nécessite des problèmes adaptés (nombreuses données
indépendantes à traiter de manière identique) ;
MISD (Multiple Instruction, Single Data) : plusieurs instructions travaillent sur le même flot de
données. Ce modèle est également désigné sous le nom de pipeline : en découpant chaque
instruction en plusieurs étapes, par exemple chargement, décodage, lecture et exécution, le
processeur peut commencer une nouvelle instruction dès qu’il a terminé la première étape de
l’instruction précédente.
MIMD (Multiple Instruction, Multiple Data) : plusieurs flots d’exécution travaillent sur des don-
nées différentes. C’est le cas, par exemple, des processeurs superscalaires qui sont capables de
réordonnancer de manière interne les instructions ou parties d’instruction à exécuter de ma-
nière à maximiser l’utilisation des ressources matérielles disponibles (unités de calcul entier
ou flottant, unités de lecture/écriture, unités de branchement, etc.)
FIG. 2.1 – Taxonomie de FLYNN
Depuis le début de l’informatique, la vitesse d’exécution des microprocesseurs ne cesse
d’augmenter. De nos jours, il est courant de trouver des processeurs cadencés à plusieurs
1Les processus légers sont apparus dans les systèmes propriétaires dans les années 80, voire à la fin des
années 70. Leur rôle premier était de supporter les moniteurs transactionnels comme par exemple CICS chez
IBM ou TDS chez BULL. En effet, les applications transactionnelles étant destinées à servir des centaines, voire
des milliers d’utilisateurs, attribuer un processus à chaque utilisateur, comme cela avait été possible pour les
systèmes à temps partagé, aurait été beaucoup trop coûteux ici.
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La taxonomie de FLYNN n’est pas la seule qui soit pertinente. En particulier, il est souvent im-
portant de différencier les systèmes suivant les relations entre les processeurs et la mémoire. On
distingue ainsi deux familles :
DMS (Distributed Memory systems ou « systèmes à mémoire distribuée ») : les processeurs
d’un système à mémoire distribuée utilisent des échanges de messages pour se communi-
quer des données ;
SMS (Shared-Memory systems ou « systèmes à mémoire partagée ») : tous les processeurs d’un
système à mémoire partagée peuvent accéder à la même mémoire partagée très rapidement.
Trois modèles peuvent être distingués ici :
UMA (Uniform Memory Access) : tous les processeurs ont exactement la même vision de la
mémoire (même adressage physique et même temps d’accès) ;
NUMA (Non-Uniform Memory Access) : les processeurs voient la même mémoire phy-
sique, mais les temps d’accès peuvent varier en fonction du processeur et de la zone
mémoire visée. Parmi les NUMA, on distingue les CCNUMA (cache coherent NUMA)
plus facile à programmer grâce à une cohérence mémoire garantie par le matériel ;
COMA (Cahe-Only Memory Access) : les processeurs rapatrient dans leurmémoire local les
données dont ils ont besoin, i.e. les données changent de localisation physique automa-
tiquement.
Pour compléter cette classification, ces architectures peuvent être divisées en deux catégories :
AMP (Asymetric MultiProcessor) : certaines parties du système d’exploitation comme les
entrées/sorties ne peuvent être exécutées que depuis le processeur « maître ». Cette
architecture n’est pas très extensible en raison du goulot d’étranglement introduit par le
processeur maître ;
SMP (Symetric MultiProcessor) : tous les processeurs peuvent exécuter n’importe quel code
du système d’exploitation ;
Cette classification est orthogonale à celle de FLYNN — on peut avoir des systèmes SM-MIMD
(machine SMP classique), DM-SIMD (grappe de stations de travail programmées avec MPI), etc.
Il est à noter que le système d’exploitation, le firmware (logiciel interne) ou même le matériel
peuvent cacher à l’utilisateur la véritable nature d’une machine. Ainsi, une machine à mémoire
partagée peut se révéler être en fait un système à mémoire distribuée interconnecté par un réseau
(très) rapide avec du matériel et des logiciels assurant au programmeur une vision d’un système à
mémoire partagée. C’est le cas, par exemple, de l’Origin 2000 de SGI.
Au niveau purement logiciel, on trouve de nombreuses contributions — MPI [Mes95] étant
probablement la plus connue — permettant d’exploiter les machines à mémoire partagée avec
un système de passage de messages. Réciproquement, des logiciels comme HPF[BB00] ou
Kerrighed[VLR+03] permettent de programmer des systèmes àmémoire distribuée comme des sys-
tèmes à mémoire partagée.
FIG. 2.2 – Classification des architectures parallèles par rapport aux accès à la mémoire
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gigahertz. Bien sûr, chaque instruction assembleur du programme n’est pas exécutée en un
seul cycle à cette fréquence : il y a trop d’opérations logiques à effectuer. Mais, grâce à des
techniques de pipeline et de réordonnancement des instructions au seinmême du processeur
pour occuper au mieux les unités de calcul, on peut espérer en moyenne cette puissance
de calcul. Cela reste cependant très inférieur à ce qui est nécessaire pour la résolution de
nombreux problèmes relatifs à la cryptographie ou la physique des particules par exemple.
Une équipe de chercheurs français, issue de la Direction Centrale de la Sécurité des
Systèmes d’Information (DCSSI) et de l’Université de Versailles-Saint Quentin a réussi à
créer une collision du code SHA-0, algorithme de hachage développé dans les années 90
par la National Security Agency. Cet objectif a été atteint à l’aide du supercalculateur Tera-
Nova, un cluster constitué de serveurs Bull NovaScale R©. En assurant un fonctionnement
ininterrompu pendant trois semaines, le cluster TeraNova de Bull a permis de casser le
code SHA-0 en 80 000 heures * processeurs, démontrant ainsi sa puissance et sa fiabilité.
« Depuis 1998, les progrès en algorithmique ont permis de gagner un facteur 1000
sur la complexité de l’attaque de SHA-0. Malgré ce gain important, nous n’aurions pas
pu créer aussi rapidement et aussi simplement une collision, sans l’appui d’un super-
calculateur de la rapidité et de la flexibilité de TeraNova. » indique Antoine Joux [. . . ]
D’une puissance de 1,3 teraflops, ce cluster composé de 16 serveurs de 16 processeurs
Itanium R© 2 d’Intel a été déployé dans le cadre du projet Ter@tec, au centre DAM-Ile de
France du CEA. [. . . ]
Extrait d’un communiqué de presse du 29 septembre 2004 de l’entreprise BULL. Le communiqué
complet peut être trouvé sur son site web (http://www.bull.fr/).
L’algorithme utilisé a été proposé lors de la découverte d’une faille de ce protocole SHA-0 en
1998. Cependant, la puissance de calcul des machines parallèles de l’époque n’était pas suffisante
alors pour exploiter la faille.
FIG. 2.3 – Développement des calculs cryptographiques grâce au parallélisme
Le parallélisme, i.e. faire travailler plusieurs unités simultanément, permet de multiplier
la puissance de calcul en multipliant le matériel utilisé. Pour ce faire, il existe diverses ar-
chitectures qui peuvent être classifiées de différentes manières (cf. Figures 2.1 et 2.2). Ce
parallélisme matériel peut être mis en place à des échelles très variées. On peut ainsi distin-
guer :
– les machines multiprocesseurs de petite taille ;
– les machines multiprocesseurs de grande taille avec organisation interne complexe (ac-
cès mémoire non uniformes) ;
– les grappes où plusieurs machines sont reliées par un réseau dédié et rapide ;
– la grille où plusieurs sites dispersés sur la toile INTERNET collaborent les uns avec les
autres.
Bien évidemment, ces solutions ne sont pas exclusives et l’on va généralement trouver des
combinaisons de ces environnements. Ainsi, il est courant de nos jours de trouver les ma-
chines parallèles constituées d’une grappe de grappes de machines multiprocesseurs. Les
recherches en parallélisme ont d’ailleurs donné lieu à un foisonnement de solutions et tech-
niques.
L’exploitation efficace de ces machines parallèles éventuellement hiérarchiques nécessite
une programmation adaptée : un programme séquentiel peut difficilement tirer partie d’une
plate-forme matérielle parallèle sans adaptation. Malheureusement, la programmation pa-
rallèle n’est pas encore facilement accessible ni largement utilisée par la communauté « non
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spécialiste ». Pour anecdote, un collègue mathématicien2 programmant un solveur numé-
rique a constaté avec étonnement que passer d’une machine biprocesseur à une machine
à 16 processeurs n’accélérait pas l’exécution de son programme. Son code était largement
parallélisable, mais écrit de manière séquentielle et compilé classiquement avec gcc . . .
Après de nombreuses années de recherches pour obtenir des outils de parallélisation en-
tièrement automatiques, force est de constater que le résultat n’est pas à la hauteur des pre-
mières espérances. On espérait pouvoir écrire une application de manière « séquentielle »
avec des outils capables d’extraire le parallélisme du programme pour exploiter efficace-
ment les machines parallèles. En pratique, les résultats obtenus ne concernent que quelques
cas particuliers (nids de boucles, etc.) De fait, pour être efficace, une application parallèle,
sauf cas particuliers, ne peut pas être écrite sans tenir compte de cette parallélisation. L’in-
formatique parallèle est cependant cruciale puisqu’elle permet de réaliser des calculs im-
possibles sans cela, comme en témoigne ce résultat en cryptographie obtenu récemment par
l’entreprise BULL (cf. Figure 2.3).
2.1.1 Comment programme-t-on les machines parallèles ?
Afin de simplifier la tâche du programmeur lors de la conception de son application
parallèle, de nombreux outils sont disponibles. Ils peuvent prendre des aspects très variés et
intervenir à différents stades du développement de l’application. Nous en présentons ici un
panorama représentatif.
2.1.1.1 Langages et compilateurs
La première classe d’outils concerne les langages et les compilateurs. Cette solution per-
met au programmeur de se reposer sur le compilateur pour la parallélisation de son ap-
plication. Le plus simple serait bien sûr que le compilateur prenne en charge totalement et
de façon transparente la parallélisation de l’application. Néanmoins, ce problème est encore
bien trop ardu pour le niveau de connaissance actuel. Aussi, le programmeur est-il obligé
d’aider le compilateur à réaliser sa mission.
Certains langages proposent au programmeur d’annoter leur code pour signaler au
compilateur des propriétés relatives à la parallélisation. C’est le cas des langages comme
OPENMP [Ope99a] ou encore HPF [BB00] qui ont motivé de nombreux travaux [Dar99].
Cependant, même avec cette aide, l’histoire a montré que la parallélisation reste très diffi-
cile. Les efforts dans ce domaine ont diminué : les équipes ont souvent réorienté leurs re-
cherches vers d’autres aspects de la compilation. En définitive, un langage tel que HPF n’a
pas confirmé les espoirs que l’on avait placés en lui. . .
C’est pourquoi d’autres langages se contentent de mettre à la disposition du program-
meur des primitives explicites de parallélisation. Des primitives permettant de déclarer de
nouveaux flots d’exécution parallèles ainsi que des fonctions de synchronisation sont four-
nies. À charge du programmeur de les utiliser correctement. La tâche du compilateur est
alors grandement simplifiée puisque le parallélisme à exploiter lui est fourni explicitement.
Mais il lui faut encore mettre en adéquation le parallélisme demandé par l’application et
celui fourni par la plate-forme matérielle d’exécution, ce qui est loin d’être évident, surtout
dans le cas de machines parallèles hiérarchiques (grappe de SMP, machines NUMA, etc.)
2Il a préféré garder l’anonymat.
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2.1.1.2 Bibliothèques de haut niveau spécialisées
Dans le domaine du calcul parallèle hautes performances, il existe toute une classe
de problèmes récurrents qui font désormais l’objet de bibliothèques parallèles spécialisées
comme la bibliothèque SCALAPACK [BCC+96]. Celle-ci propose de nombreuses opérations
matricielles (factorisation LU, etc.) qui peuvent être accélérées en exploitant plusieurs pro-
cesseurs simultanément. Lorsque l’on désire utiliser ces fonctions, il suffit d’appeler la bi-
bliothèque spécialisée sans se soucier de la parallélisation qui a déjà été effectuée.
Il est à noter que l’efficacité de ces bibliothèques dépend fortement des données qui leur
sont soumises. Lorsque les données sont régulières, de nombreux résultats obtenus en al-
gorithmie théorique permettent d’offrir des garanties d’optimalité. En revanche, avec des
données irrégulières comme avec les matrices creuses, il reste encore beaucoup de travail de
recherche à effectuer tels ceux menés au sein du projet PASTIX [HRR00].
Enfin, l’utilisation de ces bibliothèques nécessite la plupart du temps que l’utilisateur
spécifie lui-même l’enchaînement des opérations ainsi que la répartition des données. Dans
le cas d’opérations matricielles conséquentes, les transferts de données peuvent devenir un
goulot d’étranglement ; définir un placement des données optimal n’est pas aisé. On voit de-
puis peu apparaître des bibliothèques qui essaient de prendre en compte ces déplacements
de données ou qui fournissent des outils pour les gérer depuis l’application comme les bi-
bliothèques FAST/DIET [CDL+02] par exemple.
2.1.1.3 Environnements de programmation
Lorsque les applications ont des besoins particuliers ou doivent fonctionner dans des en-
vironnements très hétérogènes (i.e. sur la grille par exemple), ni les bibliothèques spécialisées
ni les compilateurs ne conviennent. En effet, les bibliothèques spécialisées, comme leur nom
l’indique, ne répondent qu’à des problèmes ciblés3. Les langages et les compilateurs, eux,
ciblent généralement une machine particulière ou éventuellement une grappe homogène.
Ceci est compréhensible : les combinaisons possibles entre les différents types d’architec-
tures matérielles (processeurs, types de réseaux, topologies des réseaux, etc.) dépassent de
loin ce que l’on est capable de gérer automatiquement de nos jours. Les compilateurs sont
inaptes, dans le cas général, à générer par eux-mêmes des motifs de communication perfor-
mants, des découpages et répartitions de charge équilibrée, etc.
Pour gérer ces situations complexes, l’aide du programmeur est donc indispensable.
Heureusement, afin de simplifier sa tâche, des environnements de programmation paral-
lèle ont été développés. Il s’agit ici de fournir au programmeur tout un ensemble d’outils
qui l’aideront à construire son application parallèle en lui évitant de réinventer la roue à
chaque fois.
Ces environnements peuvent fournir des fonctionnalités dans des domaines assez variés
comme les communications[SDGM94], synchronisations distribuées[vRBM96], distribution
des données[FGIS97], régulation de charge[CRCM95], etc. Certains environnements se foca-
lisent sur un paradigme particulier (mémoire distribuée, etc.) rendant difficile l’utilisation
de plusieurs paradigmes différents au sein du même programme. D’autres, au contraire, es-
saient de proposer le maximum d’outils diversifiés afin que le programmeur puisse choisir
3La majorité des bibliothèques spécialisées proposent de réaliser des calculs numériques classiques (opéra-
tions matricielles, etc.) optimisés pour une architecture particulière.
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ce qui l’intéresse le plus. À cet égard, l’un des plus connus est l’environnement GLOBUS
[FK97] qui est souvent présenté comme une « boîte à outils » pour le parallélisme.
2.1.2 Le rôle des supports exécutifs
Un point commun à l’ensemble des solutions présentées précédemment s’avère l’utilisa-
tion d’un support exécutif pour faire tourner les applications. Un support exécutif est une
couche logicielle à la limite entre le système d’exploitation et le reste de l’application. Il a
généralement pour but d’améliorer et d’étendre les fonctionnalités offertes par le système
d’exploitation. L’utilisation de supports exécutifs répond à des besoins variés.
Dans le cas des langages, l’utilisation d’un support exécutif simplifie la tâche du compi-
lateur qui peut alors insérer des appels directs à ce support au lieu de devoir émettre l’en-
semble des instructions nécessaires à une fonctionnalité particulière. Cela permet également
de gérer les cas où la stratégie qui sera employée n’est pas connue au moment de la compi-
lation. Ainsi, pour certains types de programmes parallèles irréguliers, la répartition de la
charge devra se faire dynamiquement à l’exécution. Un compilateur ne pourrait pas prévoir
la charge lors de la compilation ; le support exécutif prend alors le relais à l’exécution.
En ce qui concerne les bibliothèques spécialisées, la situation est légèrement différente.
Destinées à des problèmes bien précis, ces bibliothèques ont souvent peu de besoins par-
ticuliers, excepté dans le domaine des communications. L’utilisation d’un support exécutif
permettant d’exploiter efficacement les réseaux permet à une telle bibliothèque d’être uti-
lisable sur une gamme plus vaste de matériel. L’essor des machines multiprocesseurs est
en train de modifier ce paysage : le multithreading est de plus en plus souvent intégré afin
d’exploiter efficacement ces machines. Ainsi, les prochaines versions des bibliothèques dis-
tribuées BLAS reposeront sur l’utilisation conjointe de MPI pour les communications et du
multithreading pour les machines multiprocesseurs.
Enfin, les environnements de programmation utilisent les supports exécutifs afin d’être
plus facilement portables. Certains continuent, bien sûr, d’être écrits de manière monoli-
thique, mais en grande majorité, ils sont structurés en couches de façon à pouvoir être adap-
tés plus facilement sur des architectures variées. De cette façon, lorsqu’un nouveau matériel
apparaît, seul le support exécutif doit être modifié pour en tirer partie.
En résumé, les supports exécutifs permettent d’étendre efficacement les fonctionnalités
offertes par les systèmes d’exploitation. Ils permettent également d’offrir une interface de
portabilité pour les applications ou les environnements, de sorte que ces derniers deviennent
plus indépendants des matériels exploités. Cela simplifie alors leur portage vers de nou-
veaux matériels : seul le support exécutif doit être adapté/porté.
2.2 Processus légers : une technologie bien adaptée aux supports
exécutifs parallèles
L’utilisation de processus légers dans les applications n’est pas encore très répandue,
particulièrement dans les applications de calcul hautes performances. L’engouement suscité
autour de langages comme JAVA modifiera peut-être cet état de fait d’ici quelques années,
mais très peu de codes de calcul hautes performances sont actuellement écrits en utilisant
des processus légers. Et pourtant, les supports exécutifs offrent de plus en plus fréquem-
ment ce paradigme. Plusieurs raisons peuvent l’expliquer : les processus légers permettent
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d’exploiter efficacement les nouvelles architectures parallèles et ils offrent des fonctionnali-
tés très utiles aux compilateurs parallèles ou aux environnements de programmation, même
si l’application ne les utilise pas directement.
2.2.1 Exploitation des nouvelles architectures
Les processus légers sont souvent préconisés pour exploiter avec efficacité les machines
multiprocesseurs 4. Cet aspect se développera de plus en plus en raison de l’évolution ac-
tuelle des architectures matérielles : les threads sont désormais présents directement dans le
matériel.
Instruction Level Parallelism (ILP). Pour offrir des processeurs de plus en plus puissants,
les constructeurs ont augmenté le parallélisme intrinsèque de leurs circuits. La première
piste a été d’extraire et exploiter le parallélisme contenu dans le flot d’exécution grâce au
pipeline et/ou au réordonnancement interne des instructions. Les dernières générations de
processeurs sont capables d’exécuter des instructions a priori sans savoir si elles seront réel-
lement utiles ou non. On peut ainsi exécuter en parallèle les deux branches d’un test avant
de connaître le résultat de ce test. Ainsi, le processeur ITANIUM permet au compilateur de
marquer des instructions avec un prédicat, les résultats de ces instructions ne seront pris en
compte que si le prédicat se révèle vrai.
Cette approche possède l’immense avantage qu’elle ne suppose aucune aide de la part
du programmeur. L’ILP est exploité par la magie des compilateurs et par l’exécution dans le
désordre gérée par le matériel.
Thread Level Parallelism (TLP). Le parallélisme intrinsèque à un flot d’exécution est tou-
tefois limité. Pour occuper les unités de calcul disponibles, d’autres sources de parallélisme
doivent être trouvées. En outre, le mur de la densité thermique interdit d’augmenter trop les
fréquences des processeurs et donc la complexité du microcode si on ne veut pas avoir des
instructions trop lentes à s’exécuter. C’est pourquoi on voit de plus en plus apparaître des
processeurs multithreadés, c’est-à-dire capables de partager les ressources de calcul entre
plusieurs flots d’exécution simultanément. L’article [URŠ03] constitue une excellente étude
des différents types de processeurs présentés dans la Figure 2.4 offrant du multithreading
matériel explicite.
On peut noter que cette évolution du matériel (ILP vers TLP) est récente. L’exploitation
de l’ILP grâce aux compilateurs et aux bibliothèques de passage de messages pour réseaux
d’interconnexion rapides a été très poussée, allant jusqu’au point d’utiliser un processus
par nœud sur les machines à mémoire partagée avec MPI pour communiquer. La nécessiter
d’évoluer vers le TLP au niveau du matériel pour les nœuds des grappes relance l’intérêt
d’exploiter efficacement les architectures à mémoire partagée sans pour autant perturber la
communication par messages qui devrait normalement se restreindre au parallélisme inter-
nœuds. L’intérêt d’un multithreading efficace, en particulier en présence de communica-
tions, apparaît donc clairement ici.
4Il existe cependant quelques cas où l’absence d’espaces d’adressage distincts constitue un désavantage. Par
exemple, des espaces d’adressage distincts sont indispensables pour pouvoir exploiter plus de 4 Go de mémoire
sur architecture X86 avec le mode PAE (Physical Address Extension). Dans ce cas, on préférera utiliser des proces-
sus lourds distincts communiquant avec, par exemple, MPI.
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Pour gérer plusieurs flots d’exécution, diverses stratégies sont possibles. Quelques unes sont présentées ici. Une
étude complète peut être trouvée dans [URŠ03].
2.4(a) : un seul flot d’exécution est géré. Certains cycles sont perdus car aucune instruction n’est prête ;
2.4(b) : à chaque cycle, un thread différent occupe (si possible) les unités de calcul ;
2.4(c) : un thread occupe les unités de calcul tant qu’il le peut. Un cycle de latence peut être nécessaire pour
effectuer le changement de contexte ;
2.4(d) : n’importe quel thread occupe n’importe quelle unité de calcul à chaque cycle ;
2.4(e) : chacune des unités de calcul est dédiée à un seul et unique thread.
FIG. 2.4 – Processeurs avec multithreading explicite
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2.2.2 Les vertus des processus légers
La première raison pour laquelle les processus légers sont utilisés semble, comme nous
venons de le voir, l’exploitation des nouvelles architectures matérielles. Mais l’exploitation
de machines où plusieurs flots d’exécution partagent une même mémoire n’est pas leur
unique utilité.
if (mynode==0) {
MPI_Isend(next);
MPI_Wait();
MPI_Recv();
} else {
MPI_Recv();
MPI_Isend(next);
Calcul();
MPI_Wait();
}
Avec un tel code, on met en évidence un défaut cou-
rant des implémentations MPI : les calculs sont séria-
lisés sur les différents nœuds car l’acquittement reçu
en réponse à la requête asynchrone Isend() n’est pas
pris en compte avant la fin du calcul et le traitement de
la fonction MPI Wait().
Le recouvrement du calcul par les communications
auquel on aurait pu s’attendre avec l’emploi de la pri-
mitive asynchrone Isend() n’a pas lieu.
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FIG. 2.5 – Un code MPI parallèle exécuté en séquentiel
Les processus légers permettent d’exprimer le parallélisme intrinsèque des applications.
Même si le matériel sous-jacent ne permet pas d’exploiter directement ce parallélisme5, cette
structuration a de nombreux intérêts. Elle permet, entre autres, de recouvrir facilement des
temps d’attente lors des entrées/sorties : il suffit de basculer l’exécution vers un autre proces-
sus léger tant que l’événement attendu n’est pas survenu. L’application n’a plus à s’occuper
elle-même des recouvrements.
Un second intérêt est la gestion facilitée de l’asynchronisme très fréquemment présent
dans le calcul distribué. Une application n’est pas toujours capable de prévoir quand elle
recevra une communication (message réseau), un signal, etc. L’utilisation de processus lé-
gers permet d’exprimer facilement le besoin de gérer ces événements asynchrones et d’y
répondre rapidement.
Enfin, les processus légers permettent à plusieurs composants de l’application de fonc-
tionner de manière indépendante. Cette capacité devient de plus en plus importante de nos
jours avec le développement d’environnements de programmation ayant à effectuer des
tâches indépendamment de l’application. L’absence de tel support conduit parfois à des
5Une machine monoprocesseur ne permet pas d’exécuter simultanément plusieurs flots d’exécution.
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comportements contre-intuitifs comme, par exemple, la non progression des communica-
tions asynchrones dans MPI (voir Figure 2.5).
2.3 Discussion : que sait-on faire aujourd’hui, que manque-t-il ?
Les processus légers sont devenus un élément essentiel de nombreux supports exécutifs.
Cependant, comme exposé plus en détail dans le chapitre suivant, il existe plusieurs types de
processus légers avec chacun leurs qualités et leurs défauts. De ce fait, aucune bibliothèque
de processus légers ne s’est encore imposée comme « la » bibliothèque à utiliser en toutes
circonstances. Il s’agit ici d’identifier les besoins du calcul hautes performances et de mettre
en évidence les lacunes dans les solutions actuelles.
2.3.1 Portabilité des performances
Parler de performances dans le calcul hautes performances semble une évidence. Mais
que signifie cette notion appliquée à un support exécutif ? Il faut, bien sûr, que le support
permette d’approcher les performances offertes par le matériel sous-jacent. Mais ce qui inté-
ressera plus encore les applications, c’est la capacité qu’aura le support exécutif à offrir de
bonnes performances quel que soit le matériel sur lequel il tourne. Il s’agit ici non plus de
performance, mais de portabilité des performances. L’application ne doit pas nécessiter d’être
modifiée ou adaptée pour fonctionner de manière efficace si la plate-forme d’exécution est
changée. Ce doit être le travail du support exécutif seul. Et pourtant, cette exigence reste ra-
rement satisfaite dans le domaine du multithreading en raison des nombreuses contraintes
que nous allons détailler maintenant.
Diversité du matériel. Concernant le support matériel des flots d’exécution, les machines
sont très variées, allant du plus simple avec les machines monoprocesseurs au plus compli-
qué avec, par exemple, des processeurs multicores multithreadés6. Exploiter efficacement ce
matériel nécessite un comportement adapté de l’application : non seulement il faut deman-
der au système d’exploitation les ressources adéquates, mais il faut également les exploiter
de manière judicieuse. Ainsi, sur une machine NUMA, les processus légers doivent être
correctement placés sur les différents processeurs en respectant les affinités mémoires. Mais
comment effectuer cette répartition ? Actuellement, le placement des processus légers est fait
soit automatiquement par le système d’exploitation (rarement optimal pour l’application),
soit manuellement par l’application elle-même qui devient alors difficilement portable. Il
faut l’adapter à chaque plate-forme matérielle.
Modules indépendants. Lorsque l’application est constituée de modules indépendants, il
lui devient beaucoup plus ardu de gérer correctement ses ressources. En effet, un environne-
ment de programmation ou un autre support exécutif peut être amené à créer de nouveaux
processus légers pour gérer des communications de manière asynchrone. Or, un environne-
ment de programmation a pour vocation d’abstraire et de cacher à l’application les détails de
la plate-forme sous-jacente. L’application peut alors difficilement tenir compte de ces besoins
lorsqu’elle demande au système les ressources adéquates.
6Il s’agit de composants contenant plusieurs processeurs logiques (multicores) chacun capable de gérer plu-
sieurs flots d’exécution (multithreadés). INTEL devrait bientôt proposer de tels processeurs.
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Ordonnancement contrôlé. Certaines applications, grâce à la connaissance de propriétés
particulières de leurs tâches (durées, motifs de synchronisation, etc.), possèdent un ordon-
nancement optimal plus ou moins facilement prévisible. Si elles veulent utiliser des proces-
sus légers, ces applications doivent choisir entre utiliser les bibliothèques classiques et donc
abandonner l’idée de diriger l’ordonnancement7, ou bien développer une bibliothèque spé-
cifique avec tout l’effort de développement que cela suppose mais qui respectera les choix
d’ordonnancement de l’application.
Pour illustrer ce point, on peut prendre l’exemple d’un code développé au CEA-DAM
où un domaine de calcul est subdivisé en sous-domaines. Le calcul complet consiste en la
répétition de deux phases successives : l’une de calculs parallèles sur les sous-domaines et
l’autre de communication entre sous-domaines. Le code, autrefois uniquement parallélisé
avec MPI, utilise maintenant des processus légers pour exploiter des machines NUMA. Ils
ont donc développé deux modèles8 : le premier avec les processus légers du système où ils
n’ont aucun contrôle sur l’ordonnancement et le placement des processus légers sur les pro-
cesseurs, et le second à base de changement de contexte où ils gèrent tout manuellement.
Cela leur permet d’exploiter au mieux les effets de cache dans les phases de calcul. Une
application devrait être capable d’utiliser des processus légers tout en dirigeant l’ordonnan-
cement de ses tâches si elle le désire.
Bilan. Les supports exécutifs doivent permettre à une application d’exploiter efficacement
une vaste gamme de matériel et cela, sans nécessiter de modifier l’application. Dans le do-
maine du multithreading, cet objectif est encore difficile à atteindre :
– les bibliothèques de processus légers ne permettent pas aux applications d’exploiter
avec efficacité mais de manière transparente les architectures matérielles variées ;
– les applications peuvent difficilement diriger l’ordonnanceur des bibliothèques de pro-
cessus légers.
On s’aperçoit que la principale limitation des bibliothèques de processus légers est leur in-
terface. Elle convient lorsqu’une application désire utiliser des processus légers pour exploi-
ter une architecture donnée, mais elle est beaucoup trop limitée pour satisfaire un support
exécutif. La portabilité des performances exigées des supports exécutifs nécessite des fonc-
tionnalités supplémentaires.
2.3.2 Processus légers et communications
Outre la notion de flots d’exécution parallèles, le calcul parallèle hautes performances
est également lié à la notion de réseau de communication rapide. L’utilisation conjointe de
processus légers et de bibliothèques de communication a mis en évidence des difficultés
d’intégration et a fait apparaître des propriétés qui se sont révélées cruciales alors qu’elles
étaient jusque-là souvent négligées.
7La seule manière de diriger l’ordonnancement des processus légers classiques est d’utiliser des priorités.
Elles ne sont cependant pas toujours disponibles et, lorsqu’elles le sont, il faut parfois avoir des privilèges pour
les utiliser (il faut avoir les droits root sous LINUX).
8Ils ont également un troisième modèle qui utilise la bibliothèque de processus légers que nous avons déve-
loppée. Ils bénéficient alors des fonctionnalités des processus légers (opérations de synchronisation, etc.) tout en
étant capables de diriger leur ordonnancement.
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2.3.2.1 Intégration de composants
En proposant simultanément des processus légers et des moyens de communication, les
supports exécutifs se sont heurtés à des difficultés : faire coopérer efficacement des compo-
sants qui, tout en étant individuellement très performants, ne se prêtent pas nécessairement
à leur intégration.
De nombreux travaux [Gin97, HCM94] ont proposé des supports exécutifs intégrant
communication et processus légers en se contentant d’associer une bibliothèque de commu-
nication comme MPI ou PVM et une bibliothèque de processus légers. Les résultats ont sou-
vent été décevants faisant apparaître des problèmes d’incompatibilité et de performances.
La majorité des bibliothèques de communication, en effet, avait été écrite sans tenir compte
d’éventuels processus légers. Il faut alors les rendre réentrantes, ce qui nécessite parfois des
modifications profondes. Plus problématique se révèle l’utilisation, par les bibliothèques de
communication, de fonctionnalités non ou mal supportées par les bibliothèques de proces-
sus légers. En définitive, on se rend compte qu’il est nécessaire de concevoir les différentes
briques de base de manière conjointe si l’on souhaite que l’ensemble soit aussi performant
que les parties individuelles.
2.3.2.2 Réactivité
La présence de processus légers n’est malgré tout pas suffisante pour qu’une biblio-
thèque de communication se comporte le mieux possible. Si l’on prend la situation de la bi-
bliothèqueMADELEINE sur une passerelle où des processus légers assurent la retransmission
des messages entre les deux réseaux, il est important ici que les messages en transit soient
traités rapidement pour ne pas faire patienter les deux autres nœuds communiquants. Une
solution est de dédier cette passerelle au travail de communication. C’est ce qui a été retenu
dans PACX-MPI [BGR97] qui utilise deux nœuds de chacune des grappes interconnectées
pour réaliser les opérations d’entrée/sortie avec l’inconvénient de diminuer les ressources
de calcul disponibles pour l’application. Une autre solution est de rendre le traitement de
ces messages à renvoyer prioritaire sur le nœud passerelle. Une nouvelle notion prend alors
toute son importance dans cet environnement : la notion de réactivité.
Définition. La réactivité d’une application à un ensemble d’événements extérieurs est la
capacité de cette application à exécuter rapidement le traitement approprié dès l’arrivée de
l’un de ces événements.
Dans le cas des communications, la réactivité est en quelque sorte la latence du réseau
vue de l’application. Elle se démarque de la latence réseau qui se mesure généralement avec
la bande passante lors des tests de performance d’une bibliothèque de communication. Ce
n’est pas parce qu’un réseau a une faible latence que l’environnement applicatif qui l’uti-
lise sera réactif. Pour reprendre notre exemple, même si un message devient disponible sur
une interface réseau de la passerelle MADELEINE, le processus léger responsable du traite-
ment de ce message et de son renvoi sur l’autre interface réseau ne sera pas nécessairement
ordonnancé rapidement.
Applications à réactivité critique. Certaines applications souffriront plus que d’autres
d’un manque de réactivité. C’est le cas, par exemple, des environnements de mémoire parta-
gée distribuée (Distributed Shared Memory). Lorsqu’un nœud attend une page mémoire d’un
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autre nœud pour continuer, il est alors important que le second nœud réponde rapidement,
même si lui-même a encore du travail. Ce besoin de réactivité était apparu clairement dans
la plate-forme java distribuée Hyperion[ABH+01a]. Les nœuds en attente de page mémoire
étaient fortement pénalisés si les autres nœuds ordonnançaient des processus légers de l’ap-
plication au lieu de répondre aux demandes.
Quelles solutions pour la réactivité actuellement ? Il n’existe pas de solution standard à
ce problème. Les applications doivent s’adapter à chaque système et à chaque bibliothèque
de communication. Il est possible d’utiliser les priorités des processus légers lorsqu’elles sont
disponibles. Mais cette solution reste incomplète : avec une priorité trop forte (par rapport
au nombre de processus légers de l’application), le processus léger réactif va prendre trop
souvent la main et donc diminuer les performances de l’application. Avec une priorité trop
faible, le processus léger réactif ne va pas prendre la main assez souvent pour être réellement
réactif. La bonne priorité est donc variable et dépend du nombre de processus légers de
l’application. Les priorités de processus légers ne sont donc ni complètement satisfaisantes,
ni assez génériques pour être utilisées sur tous les systèmes.
2.3.3 Analyse et compréhension des performances
Il est assez aisé de suivre le déroulement d’un code de calcul séquentiel : la lecture du
code source permet de comprendre assez facilement son évolution. Dans le cas de codes
parallèles, cela devient beaucoup plus compliqué du fait de l’absence de prévisibilité du
comportement de l’ordonnanceur. Il est impossible de prévoir a priori le déroulement du
code. Avec des architectures complexes (NUMA, acrSMT, etc.), l’ordonnancement final de
l’application parallèle dépend à la fois du matériel, des autres processus du système, des
événements extérieurs, etc.
Or, si l’on veut analyser en détail le comportement d’une application, comme pour dé-
couvrir des goulots d’étranglement ou pour comprendre la portée réelle d’une optimisation,
alors il est nécessaire de connaître le fonctionnement précis de l’application, par exemple
en récoltant des traces au cours de son exécution. Malheureusement, la plupart des outils de
traces et de profilage n’incluent pas (encore) la notion de processus léger. Or, la connaissance
précise de l’ordonnancement des processus légers d’une application (tel processus léger sur
tel processeur physique à tout instant) est parfois nécessaire pour comprendre des phéno-
mènes (cache mal utilisé, etc.) Des efforts dans ce domaine sont donc requis.
2.4 Conclusion
Les nouvelles architectures matérielles ainsi que les environnements de programmation
toujours plus complexes et puissants expliquent l’utilisation croissante des processus légers
dans le calcul hautes performances. L’emploi de ce paradigme induit de nouveaux défis à
relever si l’on veut offrir les meilleures performances aux applications. Une réflexion est
nécessaire pour abstraire correctement les architectures physiques aux applications tout en
leur permettant de les exploiter le plus efficacement possible. Les environnements doivent
prendre en compte ce nouveau paradigme dès leur conception pour rester performants et
aussi pour intégrer correctement les problématiques comme la réactivité. Enfin, des outils
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spécialisés restent encore à développer pour certaines tâches comme l’observation de pro-
grammes multithreadés.
Bien entendu, des solutions (partielles) à ces problèmes existent déjà. Le chapitre suivant
sera l’occasion de les présenter en détail à travers l’étude des bibliothèques de processus
légers existantes.
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Comme nous l’avons vu dans le chapitre précédent, les processus légers sont désormais
souvent utilisés au sein des environnements de calcul parallèle. Leur diffusion est somme
toute très large : on les retrouve même dans les agendas électroniques ! Tous les systèmes
d’exploitation contemporains en proposent une implémentation et la plupart des langages
offrent ce paradigme, soit de façon native pour les langages récents, soit par le truchement
de bibliothèques plus ou moins standardisées pour les autres.
Alors que le recours aux processus légers s’est banalisé, des implémentations radicale-
ment différentes co-existent. Ainsi, pour certains systèmes d’exploitation, on peut trouver de
nombreuses bibliothèques encore activement développées. En fait, chaque implémentation
a ses propres points forts, répondant ainsi à des objectifs précis. Aussi, aucun consensus sur
la « bibliothèque de processus légers idéale » ne s’est-il dégagé.
Après avoir rappelé la « success story » des processus légers au travers des systèmes
d’exploitation et des langages de programmation, nous ferons le point sur les caractéris-
tiques essentielles des bibliothèques de processus légers. En particulier, nous présenterons
les différents modèles existants en mettant en évidence les différences fondamentales qui
les distinguent. Nous présenterons ensuite quelques implémentations de bibliothèques de
processus légers. Ce sera l’occasion d’illustrer les concepts et caractéristiques présentés au-
paravant tout en mettant en lumière leurs points forts et limitations respectives.
3.1 Introduction aux processus légers
La notion de processus léger existe à la fois dans les systèmes d’exploitation et dans
les langages. À travers quelques exemples tirés de l’histoire de l’informatique, nous mon-
trons ici que cette notion est apparue pour répondre à des objectifs différents. Pour les sys-
tèmes, les processus légers ont permis d’exploiter les machines multiprocesseurs au sein
d’un unique programme. Alors que pour les langages, c’est avant tout la recherche dumoyen
d’exprimer le parallélisme intrinsèque de l’application qui a été le moteur de l’introduction
de processus léger.
3.1.1 Bref historique des processus légers dans les systèmes
La notion de processus léger, au sens de flot de contrôle séquentiel dans les systèmes
d’exploitation, est très ancienne dans l’histoire des systèmes. On en trouve trace dès 1965
dans le Système à Temps partagé de Berkeley 1 (Berkeley Timesharing System[L+66]), bien
que le nom lui-même ne fût pas encore utilisé. Il était alors question de processus[Dij68] qui
1Le Système à Temps partagé de Berkeley[L+66] a probablement été le premier système à temps partagé avec
mémoire virtuelle paginée à la demande qui fut commercialisé.
Ce système protégeait la plupart des ressources, dont la mémoire, utilisateur par utilisateur. Chaque utilisateur
pouvait avoir un accès exclusif ou partagé à au plus 128K mots de 24 bits. Chaque processus ne pouvait adresser
que 16K mots à la fois. Les utilisateurs pouvaient avoir un grand nombre de processus où chacun d’entre eux
pouvait lire et modifier sa propre configuration mémoire, ce qui permettait de partager arbitrairement des pages
parmi celles accessibles à l’utilisateur courant. Les processus ne consommaient que très peu de ressources : l’état
complet tenait dans 15 mots de 24 bits. La description d’un processus comprenait la configuration mémoire (les
8 pages du processus) et trois registres (accumulateur, registre d’index et compteur de programme).
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interagissaient par l’intermédiaire de variables partagées, sémaphores ou autres moyens si-
milaires.
Cependant, cette notion a été « oubliée » pendant plusieurs années au profit du dévelop-
pement d’UNIX et de sa notion de processus2. Un processus signifie alors un flot de contrôle
séquentiel associé à un espace d’adressage virtuel privé. Comme les processus ne peuvent
pas partager de mémoire3 (chacun ayant son propre espace d’adressage), ceux-ci doivent
interagir entre eux via des mécanismes spéciaux (tubes, signaux, etc.) ; la mémoire partagée
n’a été introduite dans les systèmes que plus tardivement.
À la fin des années 70 ou au début des années 80, la demande de flots d’exécution indé-
pendants au sein d’unmême processus est apparue, en particulier dans le domaine du temps
réel : les coûts de communication entre processus lourds étaient trop importants comparés
à ceux des processus légers. Cela a conduit à la définition de la norme POSIX relative aux
processus légers (voir ci-dessous) qui ont été progressivement implémentés dans tous les
systèmes. L’apparition et le développement des machines SMP puis NUMA de nos jours
a joué un rôle important pour la diffusion des processus légers : ils ont alors permis à un
processus d’exploiter entièrement ces nouvelles machines à lui tout seul.
3.1.2 Apparition de la concurrence dans les langages de programmation
Systèmes d’exploitation et langages de programmation ont évolué de concert. Les pre-
miers langages n’étaient qu’une traduction directe des instructions machines : à chaque fa-
mille de processeurs correspondait un langage assembleur. Ces langages sont toujours utili-
sés de nos jours : ils sont nécessaires pour exploiter les particularités d’un processeur donné,
pour comprendre le fonctionnement précis d’un programme compilé, mais généralement,
seuls les concepteurs de compilateurs ou de bibliothèques spécialisées s’intéressent à ces
langages.
Très vite, le besoin de portabilité s’est fait sentir. Une application devait pouvoir fonc-
tionner sur un ensemble de machines sans avoir à être entièrement réécrite. Grâce à l’intro-
duction de la compilation, des langages plus évolués sont apparus rendant les programmes
indépendants du processeur cible. Au fur et à mesure des recherches et des développements,
de plus en plus de concepts ont été intégrés directement aux langages afin de permettre
aux programmeurs de les utiliser sans avoir à se préoccuper de leur implémentation. Les
exemples de tels concepts sont très variés et les décrire dépasse de loin l’objectif de ce docu-
ment. On peut néanmoins citer les objets (avec les notions associées d’héritage, de méthodes,
etc.), les fonctions d’ordre supérieur (à travers les langages ML), etc.
Le concept nous intéressant plus particulièrement est celui de la concurrence. Alors que
les systèmes ont proposé du parallélisme au sein d’un même processus, les langages, eux,
ont proposé du parallélisme dans la sémantique même des programmes.
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Les processus légers peuvent être créés de différentes manières :
coroutines (le flot est dirigé explicitement) : Simula I, SL5, BLISS, Modula-2 ;
fork/join : PL/I, Mesa ;
cobegin/coend : ALGOL 68, CSP, Edison, Argus ;
déclaration de processus : DP, SR, Concurrent Pascal, Modula, PLITS, Ada
Et ils interagissent suivant différents paradigmes :
sémaphores : ALGOL 68
régions critiques conditionnelles : Edison, DP, Argus
moniteurs : Concurrent Pascal, Modula
passage de messages : CSP, PLITS, Gypsy, Actors
appel de procédure à distance (RPC) : DP, *Mod
rendez-vous : Ada, SR
transactions atomiques : Argus
Le site http://ei.cs.vt.edu/~cs3304/lang.paradigms.html propose une classification des
langages parallèles mettant en exergue les différents paradigmes utilisés.
FIG. 3.1 – Langages, parallélisme et interface
3.1.2.1 Les débuts
De nombreux langages ont introduit en leur sein le parallélisme sous des formes très
variées comme l’illustre la Figure 3.1. Nous reprenons ici l’histoire de deux langages apparus
vers la fin des années 70 : MODULA-2 et ADA.
Modula-2. Après avoir développé le langage PASCAL à l’École Polytechnique Fédérale de
Zürich, NiklausWIRTH lança vers 1973 un projet pour étudier les techniques et les problèmes
de la multiprogrammation qui a donné naissance au langage expérimental MODULA [Wir77]
implémenté sur un PDP-11. La base de la multiprogrammation était ici des moniteurs et des
conditions (appelés ici signaux) comme proposés par C.A.R. HOARE [Hoa74], les moniteurs
étant généralisés et intégrés à la notion de module. Ce projet conduisit à la conclusion qu’il
était impossible de choisir une meilleure façon d’exprimer la concurrence : processus lourds
ou légers, signaux et sémaphores, moniteurs et régions critiques, chacun avait des avantages
et des inconvénients qui dépendaient de l’application ciblée.
Au cours des années 1978–1980, la conception à Zürich d’une station de travail, nommée
LILITH, donna l’occasion à Niklaus WIRTH d’introduire le langage MODULA-2 successeur
de MODULA.
Suivant les conclusions du projet MODULA, il fut décidé de n’inclure dans MODULA-2
On peut donc considérer qu’on a eu ici la première implémentation de processus légers gérés par le système
d’exploitation.
2La FAQ du groupe de discussion comp.os.research offre des précisions supplémentaires sur cette évo-
lution.
3Le fait pour les processus de ne pas partager de mémoire est l’une de leurs caractéristiques fondamentales.
Cela assure une stricte indépendance entre les applications qui peuvent alors coexister sans conflit tout en par-
tageant les ressources disponibles sur un même système.
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que la notion fondamentale de coroutines ; les abstractions de plus haut niveau devraient
être implémentées à partir de là sous forme de modules supplémentaires. Cette décision a
été prise sachant que LILITH était destiné à être un système mono utilisateur, sans besoin
complexe de multiprogrammation. Cependant, la croyance que les coroutines seraient une
base solide pour la multiprogrammation, y compris pour les multiprocesseurs, n’était pas
fondée, comme l’ont montré les concepteurs du langage MODULA-2+ [Rov86].
Ada. En 1974, le Ministère de la Défense américain désira mettre de l’ordre dans les tech-
nologies nécessaires à ses développements logiciels embarqués. Pour cela, les spécifications
d’un langage idéal furent rédigées progressivement pour aboutir en juin 1978 à un cahier
des charges.
9. Parallel Processing
9A. Parallel Processing. It shall be possible to define parallel processes. Processes (i.e., activation
instances of such a definition) may be initiated at any point within the scope of the definition. Each
process (activation) must have a name. It shall not be possible to exit the scope of a process name
unless the process is terminated (or uninitiated).
9B. Parallel Process Implementation. The parallel processing facility shall be designed to mini-
mize execution time and space. Processes shall have consistent semantics whether implemented
on multicomputers, multiprocessors, or with interleaved execution on a single processor.
9C. Shared Variables and Mutual Exclusion. It shall be possible to mark variables that are shared
among parallel processes. An unmarked variable that is assigned on one path and used on another
shall cause a warning. It shall be possible efficiently to perform mutual exclusion in programs. The
language shall not require any use of mutual exclusion.
9D. Scheduling. The semantics of the built-in scheduling algorithm shall be first-in-first-out within
priorities. A process may alter its own priority. If the language provides a default priority for new
processes it shall be the priority of its initiating process. The built-in scheduling algorithm shall
not require that simultaneously executed processes on different processors have the same priority.
[Note that this rule gives maximum scheduling control to the user without loss of efficiency. Note
also that priority specification does not impose a specific execution order among parallel paths and
thus does not provide a means for mutual exclusion.]
9E. Real Time. It shall be possible to access a real time clock. There shall be translation time
constants to convert between the implementation units and the program units for real time. On any
control path, it shall be possible to delay until at least a specified time before continuing execution.
A process may have an accessible clock giving the cumulative processing time (i.e., CPU time) for
that process.
9G. Asynchronous Termination. It shall be possible to terminate another process. The termina-
ted process may designate the sequence of statements it will execute in response to the induced
termination.
9H. Passing Data. It shall be possible to pass data between processes that do not share variables.
It shall be possible to delay such data transfers until both the sending and receiving processes have
requested the transfer.
9I. Signalling. It shall be possible to set a signal (without waiting), and to wait for a signal (without
delay, if it is already set). Setting a signal, that is not already set, shall cause exactly one waiting
path to continue.
9J. Waiting. It shall be possible to wait for, determine, and act upon the first completed of several
wait operations (including those used for data passing, signalling, and real time).
FIG. 3.2 – Spécifications des besoins en termes d’expression du parallélisme du Ministère de
la Défense américain
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Comme aucun langage existant ne satisfaisait aux spécifications, un concours fut orga-
nisé et, en 1979, le gagnant fut désigné : il s’agissait du langage Ada présenté par l’équipe
de Jean ICHBIACH. La première version officielle du langage se nomme ADA 83, la seconde
ADA 95. On peut trouver un historique plus complet de la naissance de ce langage dans
[daC84].
Un programme Ada peut être constitué de plusieurs flots d’exécution indépendants,
sauf aux points de synchronisation. Les tâches peuvent communiquer grâce aux différentes
formes d’interaction prévues par le langage ou par l’accès à des données partagées dont la
cohérence doit être assurée par l’utilisation des autres formes d’interaction. En pratique, les
supports d’exécution pour le langage ADA utilisent les processus légers pour implémenter
les tâches. On peut noter qu’une des premières bibliothèques de processus légers dévelop-
pées l’a été pour un support exécutif d’ADA (voir ci-dessous 3.4.1.1).
3.1.2.2 La concurrence dans les langages actuels
Comme nous l’avons vu, la notion de tâche ADA correspond aux processus légers des
systèmes d’exploitation ; de plus, les processus légers sont également utilisés dans les sup-
ports exécutifs des langages successeurs de MODULA-2 tels que MODULA-2+, MODULA-3,
OBERON-2, etc. Cependant, l’adéquation entre le modèle de processus léger et la notion de
concurrence du langage n’est pas toujours aussi directe. Nous allons voir à travers quelques
exemples comment peut s’articuler la relation entre ces deux notions.
OpenMP. Ce langage est une extension du langage C. Grâce à des directives insérées par le
programmeur dans un code séquentiel et à une analyse des dépendances entre les données,
un compilateur OPENMP est capable d’extraire du parallélisme des boucles de calcul en vue
d’une exécution sur machine multiprocesseurs. Or, les processus légers sont souvent utilisés
par les systèmes d’exploitation des machines multiprocesseurs. Ainsi, même sans apparaître
explicitement dans le langage, les processus légers sont nécessaires pour les supports exécu-
tifs d’OPENMP.
Athapascan1. Ce modèle de programmation a pour but de permettre une programmation
simple, portable et efficace d’applications parallèles. Ces dernières sont décomposées ex-
plicitement en tâches de calculs communiquant entre elles par l’intermédiaire d’objets en
mémoire partagée. La sémantique des accès aux données partagées est quasi séquentielle et
les précédences entre les tâches sont implicitement définies pour respecter cette sémantique.
Ces dépendances de données entre tâches sont analysées à l’exécution ; le flot de données
se construit donc dynamiquement. On trouvera dans [Gal99] une description et une analyse
théorique de ce modèle, dans [Dor99] une présentation de l’environnement de programma-
tion avec son application à la factorisation creuse de Cholesky entre autres, et dans [Cal99]
une présentation du support exécutif d’ATHAPASCAN1.
Comme dans le cas OPENMP, la notion de processus léger n’apparaît pas explicitement.
Cependant, pour gérer ses flots de contrôles parallèles, le support exécutif d’ATHAPASCAN1
utilise lui aussi des processus légers. Ces derniers permettent d’abstraire pour ATHAPAS-
CAN1 la notion de processeur virtuel et fournissent ainsi des primitives classiques pour gérer
des flots parallèles au sein d’une application.
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Cilk. Le but de ce langage est de permettre l’écriture de programmes parallèles efficaces
quelle que soit l’architecture sous-jacente, en particulier le nombre de processeurs de la ma-
chine. CILK-5 [FLR98, BJK+95, BL94] est une extension du langage C permettant de lancer
des tâches de manière extrêmement efficace : le surcoût du lancement d’une nouvelle tâche
n’est que de 2 à 6 fois le coût d’appel d’une fonction C classique.
Pour atteindre une telle efficacité, seuls quelques processus légers, créés au démarrage du
programme, s’exécutent jusqu’à sa fin et aucune synchronisation entre eux n’est utilisée au
cours du programme : ce ne sont que des « containers » du point de vue de CILK. Les tâches
ou fonctions à exécuter en parallèle sont rassemblées dans une queue de travaux. Ceux-ci
sont élus puis exécutés dès qu’un processeur est disponible. Afin de minimiser les surcoûts
dus à la parallélisation (création de tâche, synchronisation à la terminaison), les fonctions
sont compilées en deux versions : une parallèle et une séquentielle. Le support exécutif se
charge de choisir dynamiquement la bonne version à utiliser selon le contexte. Enfin, des
mécanismes de synchronisation très efficaces (sans verrou) sont utilisés pour régir l’accès
aux queues de travaux.
Cette approche permet une parallélisation de programme très efficace et pratiquement
sans surcoût sur machine monoprocesseur. Cependant, cela nécessite d’adopter le style de
programmation de CILK : une tâche ne doit pas se synchroniser directement avec une autre,
mais utiliser une continuation pour attendre un autre résultat. CILK est donc peu utilisable
pour implémenter, par exemple, un support exécutif pour ADA. Le modèle de programma-
tion imposé est trop contraignant pour cela.
3.1.3 Bilan
Les processus légers sont apparus progressivement dans les systèmes d’exploitation
pour finalement être présents dans chacun d’entre eux. Ils fournissent, en effet, une abstrac-
tion permettant au système d’offrir aux applications du parallélisme entre plusieurs flots
d’exécution. Ces possibilités fournies par les systèmes sont exploitées par les langages, soit
de manière plus ou moins transparente en identifiant les processus légers du système et
une notion (tâche, thread, etc.) du langage, soit en proposant un autre modèle pour le pa-
rallélisme mais en s’appuyant sur les processus légers des systèmes pour implémenter le
support exécutif. Seuls quelques langages parallèles avec des modèles de programmation
bien particuliers implémentent un autre type de support pour gérer le parallélisme de l’ap-
plication. Toutefois, leur modèle de programmation qui leur permet d’être efficace est trop
spécifique pour que les environnements logiciels classiques s’y adaptent. Un support exé-
cutif pour applications parallèles se voulant générique doit nécessairement proposer une
notion de processus léger.
3.2 Terminologie et caractéristiques
3.2.1 Mais quelle est la définition exacte d’un processus léger ?
La signification exacte du terme processus léger ou thread (anglicisme désormais fréquent
dans la communauté) n’est pas tout à fait consensuelle. Une définition possible serait « en-
capsulation d’un flot d’exécution dans un processus »4.
4Il s’agir là des processus légers du point de vue applicatif. On peut également parler de « thread noyau »
dans les systèmes d’exploitation, mais dans ce cas, il s’agit des entités ordonnancées par l’ordonnanceur noyau
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D’un point de vue matériel, un processus léger possède très peu de ressources propres,
à savoir un identifiant, une pile et un jeu de registres. Toutes les autres ressources appar-
tiennent au processus (lourd) et sont partagées par les processus légers.
3.2.2 Les principales familles de processus légers et la norme POSIX
Il existe plusieurs familles de processus légers5. Nous les présentons ici rapidement puis
nous discutons sur la famille la plus courante de nos jours.
Les processus légers “à la POSIX”. Cette famille se compose de trois sous-groupes :
Les “vrais” processus légers POSIX, basés sur le standard IEEE POSIX 1003.1C-1995
(également connu sous le nom ISO/IEC 9945-1:1996) qui constitue une partie du
standard ANSI/IEEE 1003.1, édition 1996. Ce standard traitant des processus légers à
la section 1003.1c, les bibliothèques qui le suivent sont également appelées PTHREADS,
POSIX.1C THREADS ou encore draft 10 de POSIX.1C puisque c’est la 10e proposition
qui est devenue le standard.
Les processus légers DCE, basés sur la quatrième proposition (draft 4) du standard POSIX
concernant les processus légers. Quelques implémentations d’UNIX proposent de telles
implémentations, mais elles ont tendance à disparaître au profit de la norme POSIX
actuelle.
Les processus légers INTERNATIONAUX UNIX (UNIX International (UI) threads), également
connus sous le nom de threads SOLARIS, basés sur le standard UNIX INTERNATIONAL
THREADS. Ce standard est très proche de POSIX. Les deux seuls principaux distri-
buteurs d’UNIX qui supportent les processus légers UI sont SOLARIS 2 de SUN et
UNIX WARE 2 de SCO.
Tous ces standards sont en fait assez proches les uns des autres. Les deux derniers (DCE
et UI) sont pratiquement compatibles POSIX mais offrent quelques fonctionnalités supplé-
mentaires ou comportements différents. Par exemple, un appel à fork() sous SOLARIS du-
plique tous les processus légers, alors que POSIX ne duplique que le flot d’exécution qui
a appelé fork(). Le comportement vis-à-vis des signaux TIMER est également légèrement
différent. Enfin et surtout, le modèle UI a une interface plus fournie de manière à contrôler le
modèle de processus légers plus complexe proposé par SOLARIS (voir la section 3.4.3.1 pour
plus de précisions sur ce modèle). Aussi, un peu de travail est-il nécessaire pour convertir
les processus légers DCE ou UI en “vrais” processus légers POSIX.
Les processus légers MICROSOFT. MICROSOFT a développé deux bibliothèques de pro-
cessus légers : les processus légers OS/2 pour le système d’exploitation d’IBM OS/2 et
les processus légers WIN32 pour les systèmes d’exploitation MICROSOFT WINDOWS 95
et WINDOWS NT. Convertir un programme de l’une à l’autre de ces interfaces nécessite un
travail d’adaptation.
(processus, démons internes, etc.) et la définition précédemment donnée ne s’applique pas vraiment. On pour-
rait la généraliser en « encapsulation d’un flot d’exécution dans une entité possédant un espace d’adressage »,
l’entité étant le processus pour une application et le noyau pour le système d’exploitation.
5On pourra se rapporter à la FAQ du groupe de discussion comp.programming.threads pour plus de
précision.
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Avec le dernier système d’exploitationWINDOWSXP deMICROSOFT, les processus légers
sont offerts au travers des interfaces WIN32 et POSIX. Des adaptations pour les systèmes
antérieurs, comme WINDOWS 95, sont également disponibles.
Discussion sur la norme POSIX
L’émergence de la norme POSIX répond à la volonté de créer un ensemble d’API s que
toutes les implémentations d’UNIX pourraient garantir. Une API définissant le modèle mul-
tithreads fut alors proposée et acceptée en tant que brouillon (draft) rattaché à une extension
temps réel. Les processus légers étant peu répandus, il s’agissait surtout de constituer un
cadre de travail commun avant l’apparition d’implémentations concurrentes. Depuis, l’API
des processus légers POSIX a connu de nombreuses révisions avant d’être officiellement
intégrée.
Cet effort de normalisation a porté ses fruits puisque l’interface définie correspond à la
plupart des besoins des applications tout en étant suffisamment souple pour ne pas imposer
de choix d’implémentation trop contraignant. Ainsi, il est extrêmement rare de trouver des
bibliothèques de processus légers dont l’interface n’est pas semblable à celle de cette norme
puisque cela permet de compiler un vaste ensemble d’applications grâce à la compatibilité
au niveau source. Notons cependant que de larges parts de ce standard demeurent option-
nelles6. C’est pourquoi un programmeur désirant utiliser des processus légers de façon por-
table est contraint de se limiter aux fonctionnalités essentielles de cette API. Parfois même,
des parties obligatoires de la norme ne sont pas correctement implémentées dans les biblio-
thèques des systèmes. C’est le cas en particulier de la gestion des signaux particulièrement
complexe à mettre en œuvre conformément au standard : les signaux doivent être partagés
au sein du processus, mais chaque processus léger peut posséder son propre masque.
La norme POSIX n’est pas très loquace en ce qui concerne certaines fonctionnalités
avancées, comme le contrôle de l’application sur l’ordonnancement. Ceci constitue a priori
un atout : une spécification plus avancée aurait certainement réduit ou figé les possibili-
tés d’implémentation du standard. Néanmoins, les programmeurs d’applications de calcul,
connaissant le schéma de calcul/communications, peuvent le regretter : pouvoir spécifier
l’ordonnancement en alternant, par exemple, des phases de calculs et des phases de syn-
chronisations/communications permet d’optimiser l’utilisation du cache du processeur et
donc d’augmenter les performances.
En définitive, la norme POSIX est devenue le standard incontournable en matière de
processus légers puisque la plupart des systèmes d’exploitation UNIX et même d’autres
(WINDOWSXP, etc.) en proposent désormais une implémentation et que de nombreuses ap-
plications et bibliothèques l’utilisent. Ceci assure une bonne qualité de portabilité. Toutefois,
le faible nombre de fonctionnalités garanties explique la prolifération de bibliothèques de
processus légers qui, tout en restant plus ou moins compatibles avec la norme POSIX, pro-
posent des extensions pour des besoins particuliers (ordonnancement dirigé, migration de
processus légers entre machines, etc.). De nombreux codes peuvent alors être facilement
portés vers ces bibliothèques et légèrement modifiés pour tirer parti de ces nouvelles fonc-
tionnalités.
6POSIX définit plusieurs ensembles de fonctionnalités, les principales (création, synchronisation, destruction,
etc.) étant, bien sûr, obligatoires. Pourtant, des fonctionnalités plus avancées, comme les classes d’ordonnance-
ment, ne sont pas requises par la norme. Des constantes permettent de préciser les options implémentées.
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3.2.3 Définitions
Nous présentons ici quelques notions usuelles du monde des processus légers. Les pre-
mières caractérisent plus particulièrement les bibliothèques elles-mêmes. Les suivantes s’ap-
pliquent davantage aux paradigmes de programmation utilisés en environnement multi-
threadé.
3.2.3.1 Caractérisations des bibliothèques de processus légers
Degré de parallélisme : nombre de flots d’exécution susceptibles de s’exécuter réellement
simultanément. Il est, bien sûr, borné par le nombre de processeur(s) de la machine7. Cepen-
dant, une bibliothèque donnée peut, par son implémentation, limiter ce degré de parallé-
lisme, la plupart du temps en n’autorisant alors qu’un seul flot d’exécution à la fois.
Il est à noter que la norme POSIX n’impose rien à ce sujet au niveau des implémenta-
tions. En revanche, les applications conformes doivent être écrites de manière à supporter
un degré de parallélisme quelconque.
Concurrence : fait de considérer plusieurs flots d’exécution indépendants. La concurrence
est une caractéristique essentielle de la programmation avec des processus légers. Les ap-
plications utilisant ce paradigme doivent protéger leurs données des accès concurrents si
nécessaire. Remarquons que la concurrence n’implique pas nécessairement un degré de pa-
rallélisme supérieur à 1. Un système monoprocesseur, où l’ordonnanceur fait alterner les
flots d’exécution, provoque de la concurrence : tous les flots progressent indépendamment
les uns des autres, sans aucune garantie sur leur entrelacement réel.
Préemption : fait de passer régulièrement la main d’un flot d’exécution à un autre sans
indication particulière dans les flots d’exécution eux-mêmes. Dans une bibliothèque non
préemptive, un processus léger gardera la main jusqu’à ce qu’il bloque, par exemple en
voulant acquérir un verrou, ou qu’il cède la main volontairement, comme avec une primitive
dédiée telle que yield().
Là encore, la norme POSIX laisse le choix aux implémentations d’être préemptives ou
non. Pour une bibliothèque de processus légers à usage général, les programmeurs préfèrent
généralement une bibliothèque préemptive. Cependant, des bibliothèques non préemptives
ont été développées et existent encore car elles peuvent se révéler plus efficaces ou bien
l’usage qui leur est destiné rend inutile la préemption. Par exemple, avec un programme
utilisant des processus légers uniquement pour séparer plusieurs calculs indépendants, la
préemption aurait pour effet de rajouter du code (les changements de contexte) et surtout de
diminuer l’utilisation du cache du processeur en le forçant à changer de tâche au cours des
calculs.
Il peut être intéressant de noter qu’un système non préemptif et avec un unique flot
de contrôle à tout instant constitue le paradigme appelé coroutine sur lequel reposent des
langages comme MODULA-2 (voir la section 3.1.2.1). Les problèmes de synchronisation et
de partage de ressources qui surviennent en environnement multithreadé sont le plus sou-
vent trivialement résolus par les programmeurs de coroutines. En revanche, l’unique flot
7Plus exactement, le degré de parallélisme est borné par la somme des nombres de flots d’exécution gérés par
les processeurs. En effet, un processeur multithreadé peut être capable de gérer 2, 4, ou plus flots d’exécution
simultanément.
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de contrôle a pour conséquence d’empêcher l’exploitation des machines multiprocesseurs ;
c’est pourquoi les coroutines ne seront pas traitées plus en détail dans ce document.
3.2.3.2 Propriétés et notions relatives aux processus légers
Quelques notions reviennent fréquemment lorsque l’on discute de bibliothèques de pro-
cessus légers. Cette section a pour objectif de définir certaines d’entre elles afin de faciliter la
lecture de la suite de ce document.
Section critique : région du programme où l’on souhaite limiter (généralement à un seul)
le nombre de flots d’exécution. Ces régions correspondent généralement à des zones où des
invariants (approximés) sur des données peuvent ne pas être respectés. Par exemple, si l’on
gère une structure avec une liste d’objets et un compteur des objets de cette liste, un invariant
pourra être que le compteur contient le nombre exact d’objets de la liste. La section critique
pourra ainsi contenir les primitives d’ajout ou de retrait d’objets de la liste.
Il existe de nombreuses techniques basées sur les outils de synchronisation pour im-
plémenter les sections critiques. Les plus classiques invoquent des moniteurs (verrous et
conditions) ou des sémaphores. Les sections critiques réduisent le degré de concurrence de
certaines parties du code mais sont essentielles pour garantir un fonctionnement correct du
programme lorsque l’on doit partager des données entre plusieurs processus légers. Écrire
correctement et efficacement ces sections critiques est généralement la partie difficile de la
programmation multithreadée. Cela nécessite généralement une compréhension fine de la
sémantique du code hors de portée des outils actuels de parallélisation automatique.
Attente active : se dit d’une méthode de synchronisation où l’entité, attendant de pas-
ser cette synchronisation, garde le contrôle du processeur. Dans un environnement mul-
tithreadé, le programmeur évitera, dans la mesure du possible, d’utiliser des mécanismes
d’attente active et préférera donner la main à un autre processus léger prêt.
Néanmoins, l’attente active peut parfois être nécessaire. Cela se produit généralement
dans les couches internes d’une bibliothèque de synchronisation. Les primitives de synchro-
nisation de haut niveau gérant les files d’attente sur une ressource donnée tel qu’un verrou
ont besoin de sections critiques. Pour gérer la contention, elles peuvent alors soit reposer sur
les primitives du système d’exploitation qui sont coûteuses (nécessité d’un appel système),
soit faire de l’attente active en se disant que le flot actuellement dans la section critique la
quittera bientôt. Ceci est généralement vrai si le flot en question est actuellement ordonnancé
sur un processeur, faux sinon. C’est pourquoi la plupart des bibliothèques de synchronisa-
tion utilisent généralement un peu d’attente active pour leur synchronisation interne, puis en
cas d’échec au bout d’un laps de temps, elles demandent volontairement au système de pas-
ser la main à d’autres flots d’exécution grâce, par exemple, à la fonction sched_yield().
Atomique : se dit d’une instruction dont le résultat de l’exécution ne dépend pas de l’en-
trelacement avec d’autres instructions. Des instructions simples comme une lecture ou une
écriture en mémoire sont atomiques. Cependant, les instructions atomiques complexes sont
souvent plus intéressantes. Ainsi, l’incrémentation d’une variable n’est généralement pas
une instruction atomique : une instruction dans un autre flot d’exécution en parallèle peut
modifier la variable entre sa lecture et son écriture incrémentée.
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Tous les processeurs actuels fournissent des instructions spéciales permettant de réa-
liser des opérations de manière atomique. Les plus classiques sont les incrémenta-
tions/décrémentations de variables, les instructions Test And Set (TAS) pour tester et mo-
difier une variable et les instructions d’échange conditionnel de valeur (Compare and Ex-
change). Ces instructions processeurs atomiques font généralement intervenir des protocoles
spéciaux sur les bus afin de garantir l’atomicité de l’opération même sur des machines mul-
tiprocesseurs.
Ces instructions atomiques dépendent fortement du processeur. Pour une même archi-
tecture, différentes primitives peuvent être disponibles selon le modèle de processeur ciblé.
Les codes les utilisant sont donc écrits directement en assembleur et sont non portables. Il est
néanmoins important de réaliser que toutes les méthodes de synchronisation, en définitive,
reposent à un niveau ou à un autre sur ces instructions atomiques.
Réentrance : fait, pour une fonction, de pouvoir être exécutée pendant son exécution. Une
fonction sans effet de bord et travaillant uniquement avec des variables locales est de fait
automatiquement réentrante.
On distingue principalement deux types de réentrance :
réentrance par rapport aux signaux : la fonction peut être utilisée dans un traitant de signal.
Pour ce faire, une méthode consiste à bloquer les signaux pendant le déroulement de
la fonction. En règle générale, la plupart des fonctions qui ne sont pas naturellement
réentrantes ne le sont pas vis-à-vis des signaux. Un code réentrant par rapport aux
signaux sera dit async-safe (asynchronous safe) ;
réentrance par rapport aux processus légers : la fonction peut être utilisée dans plusieurs
processus légers simultanément. De nos jours, la plupart des bibliothèques sont réen-
trantes pour les processus légers : elles protègent leurs données globales avec les pri-
mitives POSIX de synchronisation de processus légers. Un code réentrant par rapport
aux signaux sera dit thread-safe.
Notons que la simple réentrance d’un code par rapport aux processus légers ne suffit
pas à qualifier ce code deMT-safe (MultiThread safe). Pour cela, il est en outre nécessaire que
le code passe raisonnablement à l’échelle, c’est-à-dire accepte un certain niveau de réelle
concurrence. Protéger tous les accès à une bibliothèque avec un verrou permet de la rendre
facilement réentrante vis-à-vis des processus légers, cependant ce code ne sera alors pas
qualifié deMT-safe : à tout instant, un seul processus au plus peut exécuter du code de cette
bibliothèque.
3.3 Les différents types de processus légers
Le niveau auquel est implémenté l’ordonnanceur constitue la caractéristique intrinsèque
la plus importante des bibliothèques de processus légers : les processus légers peuvent être
gérés dans une bibliothèque entièrement en espace utilisateur, ou bien au sein même du
noyau (en espace protégé) avec l’aide éventuelle d’une bibliothèque en espace utilisateur.
Ce choix de conception, fondamental, a des répercussions importantes sur de nombreuses
caractéristiques et propriétés de la bibliothèque.
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Processus légers
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par le noyau
Système d’exploitation
Entités gérées
monothreadé
ProcessusProcessus multithreadé
Ordonnanceur système
de niveau utilisateur
Ordonnanceur utilisateur
(a) Bibliothèque de niveau utilisateur
3.3(a) : Le système n’intervient
pas pour gérer les proces-
sus légers. Ne les connais-
sant pas, il ne peut pas
allouer plusieurs proces-
seurs à l’application.
Un appel système blo-
quant interrompt toute
l’application.
Processus légers
Processeurs SMT
par le noyau
Système d’exploitation
Entités gérées
monothreadé
ProcessusProcessus multithreadé
Ordonnanceur système
de niveau noyau
(b) Bibliothèque de niveau noyau
3.3(b) : Les manipulations des
processus légers font in-
tervenir le système qui
peut les répartir sur les
processeurs disponibles.
Un appel système blo-
quant ne suspend que le
processus léger qui l’a exé-
cuté.
Processus légers
Processeurs SMT
par le noyau
Système d’exploitation
Entités gérées
monothreadé
ProcessusProcessus multithreadé
Ordonnanceur système
de niveau utilisateur
Ordonnanceur utilisateur
(c) Bibliothèque mixte
3.3(c) : Les processus légers sont
gérés par l’application,
mais cette dernière dispose
de plusieurs flots d’exé-
cution parallèles pouvant
occuper les processeurs.
Un appel système blo-
quant retire un des flots
d’exécution disponible
pour l’application.
FIG. 3.3 – Les différents types de processus légers
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3.3.1 Présentation des architectures
Trois principales architectures illustrées sur la Figure 3.3 peuvent exister concernant les
bibliothèques de processus légers :
architecture utilisateur : les processus légers sont gérés entièrement en espace utilisateur.
Le noyau n’a pas connaissance des processus légers de l’application. L’ordonnanceur
fait partie d’une bibliothèque en espace utilisateur ;
architecture noyau : les processus légers sont gérés par l’ordonnanceur du noyau. Ce der-
nier connaît donc exactement les processus légers de l’application ;
architecture mixte : c’est un mélange des deux précédentes propositions. Un ensemble de
processus légers gérés par le noyau exécutent des processus légers de niveau utilisa-
teur. Deux ordonnanceurs interviennent : celui du noyau et celui de l’application en
mode utilisateur. Le noyau ne connaît donc pas exactement les processus légers de
l’application, seulement les processus légers propulseurs (LWP).
Terminologie. Il convient de précisé définitivement le vocabulaire employé dans la suite
de ce document. Les termes anglais sont indiqués entre parenthèses.
processus léger [de niveau] utilisateur (user[-level] thread) : processus léger géré par un
ordonnanceur fonctionnant en mode utilisateur.
processus léger [de niveau] noyau (kernel[-level] thread) : processus léger géré par l’or-
donnanceur noyau.
LWP (light-weight process) : processus léger de niveau noyau servant à ordonnancer des
processus légers de niveau utilisateur. Ce terme est principalement utilisé dans le mo-
dèle mixte. Un LWP peut également être désigné sous le nom de Processus léger de
poids moyen.
3.3.2 Architectures et caractéristiques
Le choix d’une architecture particulière a de nombreuses répercussions sur les caracté-
ristiques de l’implémentation considérée. Les principales sont présentées ci-dessous et syn-
thétisées dans le tableau 3.1.
3.3.2.1 Performances
Une bibliothèque de niveau utilisateur aura de bien meilleures performances qu’une bi-
bliothèque noyau en ce qui concerne les opérations sur les processus légers telles que leur
création, destruction et synchronisation. En effet, les processus légers étant entièrement gérés
en espace utilisateur, aucune opération ne nécessite l’intervention du noyau. En revanche,
pour une bibliothèque de niveau noyau, l’application doit nécessairement informer le sys-
tème à chaque opération susceptible de modifier le comportement de l’ordonnanceur, en
particulier lors des ajouts, suppressions ou suspensions de processus légers.
On peut noter que pour améliorer ses performances, une bibliothèque de niveau noyau
cherchera à limiter au maximum le coûteux basculement du mode utilisateur au mode
noyau, en effectuant le maximum d’opérations en mode utilisateur. Les performances gran-
dement améliorées de la nouvelle bibliothèque de niveau noyau NPTL sous LINUX sont
3.3. LES DIFFÉRENTS TYPES DE PROCESSUS LÉGERS 35
principalement dues à un effort de conception important visant à limiter autant que possible
les basculements en mode noyau. Par exemple, l’acquisition d’un verrou sans contention se
fait désormais en espace utilisateur8 ; bien entendu, s’il y a contention, le noyau doit néces-
sairement intervenir puisque l’ordonnanceur doit stopper le processus léger.
3.3.2.2 Flexibilité
Il est plus simple de modifier une bibliothèque de niveau utilisateur qu’une bibliothèque
de niveau noyau : en mode noyau, la gestion de la mémoire, des entrées/sorties, etc. est
très différente de ce que l’on trouve en espace utilisateur. Beaucoup de fonctionnalités ne
sont pas présentes9. Développer en espace utilisateur permet de bénéficier éventuellement
d’un grand nombre de bibliothèques et réduit les contraintes que l’on pourrait subir quant à
l’allocation de mémoire.
De plus, en mode utilisateur, comme l’ordonnanceur des processus légers est local au
processus, le modifier ne changera pas le comportement des autres applications du système.
Dans le cas d’une bibliothèque de niveau noyau, modifier l’ordonnanceur système est tou-
jours délicat et influe sur le système tout entier. Il faut alors respecter des contraintes sup-
plémentaires : quelques tâches du noyau doivent, par exemple, toujours être ordonnancées
en priorité.
3.3.2.3 Machines multiprocesseurs
Les processus légers permettent d’exprimer un parallélisme entre les diverses tâches
d’une application. Sur une machine multiprocesseur où un réel parallélisme est possible,
un processus peut en tirer partie pour exploiter pleinement la machine. Cependant, les pro-
cesseurs d’une machine sont gérés et alloués par le système d’exploitation. C’est pourquoi
seuls les processus légers de niveau noyau ou mixte sont capables d’exploiter simultané-
ment plusieurs processeurs d’une machine. Avec une bibliothèque de processus légers de
niveau purement utilisateur, le système d’exploitation ignore l’existence des multiples flots
d’exécution dans le processus. Il n’alloue donc au plus qu’un processeur à l’application.
Les bibliothèques mixtes permettent l’exploitation des machines multiprocesseurs tout
en gardant des processus légers de niveau utilisateur (donc efficaces et flexibles), ceci grâce
aux LWP qui peuvent occuper chacun un processeur différent.
3.3.2.4 Appels systèmes bloquants
Une autre caractéristique importante des bibliothèques est leur capacité à ordonnan-
cer ou non un autre processus léger lorsque l’un d’entre eux se bloque dans le noyau, par
exemple en attente d’entrées/sorties. Avec une bibliothèque de niveau noyau, le système
d’exploitation connaît les processus légers de l’application (c’est lui qui les ordonnance). À
l’occasion d’un appel système bloquant, il peut donc donner la main à un autre flot d’exécu-
tion de l’application. En revanche, avec une bibliothèque de niveau utilisateur, le noyau ne
8La synchronisation de processus légers de niveau noyau en espace utilisateur lorsqu’il n’y a pas de conten-
tion est possible grâce au nouveau mécanisme nommé FUTEX introduit dans les noyaux LINUX récents [Rus02b].
9Aucune fonction de la bibliothèque C n’est présente dans le noyau. En effet, le code noyau n’est pas lié avec
les bibliothèques classiques de l’espace utilisateur.
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connaissant pas les processus légers de l’application, un seul appel système bloquant dans
l’application va bloquer l’ensemble de ses flots d’exécution.
Avec une bibliothèque mixte, lorsqu’un processus léger de niveau utilisateur effectue un
appel bloquant dans un LWP, ce dernier est bloqué, mais les autres LWP peuvent conti-
nuer à exécuter les autres processus légers de l’application. Si l’application s’attend à faire
de nombreux appels systèmes bloquants, elle peut demander la création d’un plus grand
nombre de LWP que de processeurs. Toutefois, lorsqu’aucun des LWP n’est bloqué, la bi-
bliothèque peut alors souffrir de mauvaises performances : les synchronisations internes se
font généralement par attente active et si le LWP d’un processus léger possédant un verrou
perd la main au profit d’un autre demandant le même verrou, ce dernier devra attendre que
le premier soit réordonnancé. Le plus efficace pour une bibliothèque mixte est d’avoir autant
de LWP en exécution que de processeurs physiques sur la machine.
3.3.3 Bilan
Caractéristiques
Bibliothèque Performances Flexibilité SMP Appels systèmes bloquants
Utilisateur + + - -
Noyau - - + +
Mixte + + + limités
TAB. 3.1 – Principales caractéristiques des différents types de processus légers
Comme on peut le voir dans le tableau 3.1, aucun modèle n’est parfait. Parfois, peu im-
porte car les fonctionnalités manquantes ne sont pas utilisées par l’application développée.
En revanche, pour le calcul hautes performances parallèles, il paraît souhaitable de chercher
à concilier performance, flexibilité et exploitation des machines multiprocesseurs.
Les processus légers de niveau utilisateur ont pour eux des performances excellentes
ainsi qu’une grande flexibilité pour effectuer des développements particuliers ou offrir des
fonctionnalités non standards, mais ils sont incapables d’exploiter les machines multipro-
cesseurs ni de se comporter correctement avec les appels systèmes bloquants. À l’inverse,
les processus légers de niveau noyau tirent partie des machines multiprocesseurs et gèrent
correctement les appels systèmes bloquants au sein des processus légers, ceci au prix d’une
implémentation moins efficace et surtout beaucoup plus figée. La plupart des systèmes sont
livrés en standard avec ce type de processus légers qui permettent d’exploiter pleinement
les ressources matérielles (processeurs) de la machine.
Les bibliothèques à deux niveaux semblent les plus intéressantes puisqu’elles réunissent
le maximum d’avantages. Cependant, leur complexité inhérente, due à la nécessité de gérer
simultanément deux ordonnanceurs différents, associée à leur manque de maturité (certains
problèmes ne sont pas résolus, en particulier ceux concernant les appels systèmes bloquants)
font que ces bibliothèques ne sont pas encore très répandues.
En fin de compte, chaque modèle présente suffisamment d’avantages pour qu’il ne soit
pas complètement abandonné. C’est pourquoi on trouve de nos jours, sur les systèmes, plu-
sieurs implémentations différentes de bibliothèques de processus légers. Pourtant, grâce à
la standardisation, le choix de l’utilisation de l’une ou l’autre de ces bibliothèques pour une
application donnée ne devrait plus dépendre du programmeur mais s’effectuer au moment
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de l’exécution de celle-ci.
3.4 Présentation de quelques bibliothèques de processus légers
La variété et la difficulté des compromis à faire inévitablement entre efficacité, flexibi-
lité, richesse fonctionnelle et portabilité justifient le grand nombre de bibliothèques de pro-
cessus légers encore présentes sur les systèmes actuels. Nous avons ici choisi de présenter
quelques bibliothèques que nous avons jugées représentatives, en privilégiant celles fonc-
tionnant sur le système d’exploitation LINUX, non pas seulement pour des questions de
commodités d’installation, mais aussi à des fins de comparaisons objectives.
3.4.1 Bibliothèques de niveau utilisateur
Les bibliothèques de niveau utilisateur sont les premières apparues sur les systèmes sans
doute parce que, comme nous l’avons déjà évoqué, il est plus facile de travailler en espace
utilisateur que de modifier le système d’exploitation. Malgré leurs limitations, comme l’im-
possibilité d’exploiter les machines multiprocesseurs, certaines bibliothèques de niveau uti-
lisateur sont encore utilisées et développées en raison, entre autres, de leur facilité à les adap-
ter à un besoin particulier et, n’ayant pas à dialoguer avec le système d’exploitation, de leur
efficacité.
3.4.1.1 FSU Pthreads
Conçue par Frank MUELLER, la bibliothèque de processus légers de niveau utilisateur
FSU PTHREADS [Mue93] est écrite de manière relativement portable ; aussi est-elle dispo-
nible sur SUNOS 4.1.x, SOLARIS 2.x, SCO UNIX, FREEBSD, LINUX et DOS.
Au départ, cette bibliothèque était destinée au support exécutif de la plate-forme ADA
(voir section 3.1.2.1) de GNU. L’un de ses objectifs principaux a été d’implémenter correcte-
ment le standard POSIX (plus exactement le Draft 6 de la norme). Elle a ainsi été l’une des
premières bibliothèques s’affichant comme compatible avec ce standard émergeant. De plus,
elle était préemptive grâce à l’utilisation de signaux (SIGALARM).
Néanmoins, cette compatibilité avec la norme POSIX a réduit ses performances. En par-
ticulier, l’obligation de gérer correctement les points d’abandon (cancellation points) ainsi que
les masques de signaux de chacun des processus légers a alourdi le code. Beaucoup d’appels
systèmes pour les entrées/sorties ont également dû être détournés pour éviter des appels
systèmes bloquants qui auraient paralysé l’application entière (et non pas uniquement le
processus léger incriminé).
Cette bibliothèque a inspiré de nombreux travaux. Elle n’est plus développée, mais elle
est souvent citée en référence car elle a été la première bibliothèque de processus légers
disponible sur de nombreux systèmes.
3.4.1.2 GnuPth
GNU PORTABLE THREADS (GNUPTH) [Eng99, Eng00] est une bibliothèque utilisateur
de processus légers développée par le projet OSSP (Open Source Software Project) et qui est
devenue par la suite une partie du projet GNU.
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Portabilité. Son objectif principal est, comme son nom l’indique, la portabilité. Cet objectif
est réalisé en n’utilisant pour le développement de cette bibliothèque que des fonctions PO-
SIX. Aucun code assembleur n’est requis. La portabilité est donc excellente : il suffit que le
système cible soit conforme à la norme POSIX. Par contre, cela peut conduire à quelques
constructions complexes (passage par un traitant de signal pour créer une nouvelle pile, par
exemple) qui ont pour but de ne pas manipuler directement les registres de la machine et
qui dégradent les performances de cette implémentation. L’interface applicative proposée
est conforme à la norme POSIX, mais contient également quelques extensions permettant
de manipuler les fonctionnalités propres de cette bibliothèque (envoi de messages inter pro-
cessus légers, etc.)
Fonctionnalités. GNUPTH ne propose pas de fonctionnalités limitant sa portabilité. La bi-
bliothèque fournit un système robuste, suffisamment complet pour gérer des processus lé-
gers, mais sans préemption. La norme POSIX ne requiert pas cette fonctionnalité, bien qu’elle
soit généralement très appréciée par les développeurs d’applications multithreadées. Cela a
plusieurs conséquences :
– GNUPTH s’interface assez facilement avec les bibliothèques extérieures. En effet,
comme il n’y a pas de préemption, les appels aux fonctions des bibliothèques externes
ne sont pas interrompus. Pour être compatible avec GNUPTH, il n’est pas nécessaire
qu’une bibliothèque soit réentrante ;
– l’application ne peut pas utiliser GNUPTH pour obtenir automatiquement un entrela-
cement de l’exécution de plusieurs tâches.
Ce dernier point signifie que, avec cette bibliothèque, les processus légers ne permettent pas
d’améliorer la réactivité d’une application aux événements extérieurs. Si un processus léger
est créé pour attendre un événement asynchrone, il ne sera pas réveillé pendant l’exécution
d’une tâche de calcul même si cette dernière est très longue10.
Du fait de l’implémentation au niveau utilisateur, les appels systèmes bloquants de-
meurent bien évidemment problématiques. Ils sont donc détournés et réimplémentés à l’aide
de mécanismes de scrutation proposés par GNUPTH. La bibliothèque n’étant pas préemp-
tive, cette scrutation ne peut être effectuée qu’au moment où l’ordonnanceur reprend la
main, c’est-à-dire lorsqu’un processus léger bloque ou lorsqu’il est appelé explicitement
avec, par exemple, la fonction pth_yield().
Par ailleurs, GNUPTH essaie de respecter scrupuleusement la norme POSIX, y compris
la partie relative aux signaux. Cela signifie que chaque processus léger peut avoir son propre
masque de signaux. Mais cela impose à la bibliothèque de modifier le masque de signaux de
l’application à chaque changement de contexte pour l’adapter à celui du processus léger or-
donnancé. Ces appels systèmes à chaque changement de contexte peuvent devenir coûteux
pour une bibliothèque de niveau utilisateur.
Ordonnancement. L’application peut diriger l’ordonnancement par l’utilisation de priori-
tés. Une autre possibilité est d’utiliser la fonction pth_yield(to) qui, contrairement à la
fonction similaire de la norme POSIX, permet de spécifier le processus léger auquel on veut
passer la main. Cette fonctionnalité est facilement implémentable dans une bibliothèque de
10Ou alors, il faudrait que, régulièrement, la tâche de calcul redonne explicitement la main avec la fonction
pth_yield() pour que la scrutation puisse avoir lieu. Or, c’est justement pour éviter cette instrumentation du
code11 que l’on cherche généralement à utiliser des processus légers.
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niveau utilisateur : le parallélisme n’étant pas réel, on est sûr que les autres processus légers
ne sont pas en cours d’exécution et, de plus, comme la bibliothèque n’est pas préemptive, le
programmeur peut s’assurer assez facilement que le processus léger auquel il veut passer la
main ne s’est pas terminé entre temps. Il est ainsi très facile de construire une bibliothèque
de coroutines au-dessus de GNUPTH.
Une particularité de cette bibliothèque est d’utiliser un processus léger spécifique pour
réaliser l’ordonnancement. Cela signifie qu’un changement de contexte s’effectue en deux
temps : d’abord le processus léger en cours d’exécution donne la main au processus léger
de l’ordonnanceur, puis ce dernier donne la main au processus léger suivant. Ceci a pour
avantage d’améliorer la robustesse de la bibliothèque : l’ordonnanceur n’utilise pas les res-
sources des autres processus légers (pile12, variable errno, etc.). En contrepartie, cela rend
les changements de contexte plus lents : il faut changer deux fois les registres, et surtout il
faut modifier deux fois le masque de signaux de l’application (avec des appels systèmes).
Synthèse. GNUPTH est une bibliothèque de niveau utilisateur non préemptive privilégiant
la portabilité par rapport aux fonctionnalités et à l’efficacité. N’étant pas préemptive, elle sera
particulièrement adaptée aux applications de type serveur où les processus légers sont fré-
quemment suspendus, en attente d’événements. GNUPTH a servi de socle à la bibliothèque
mixte NGPT présentée par la suite.
3.4.1.3 Capriccio
CAPRICCIO [vBCZ+03] est une bibliothèque de processus légers écrite pour être utilisée
par des serveurs devant supporter des charges très importantes. Ses auteurs veulent dé-
montrer qu’il est possible de programmer de telles applications avec le modèle standard de
processus légers sans nécessiter le recours à une programmation événementielle. Sa cible est
donc similaire à celle de GNUPTH, avec cependant des objectifs légèrement différents. Dans
CAPRICCIO la portabilité est sacrifiée au profit de l’efficacité.
Portabilité. CAPRICCIO est développée exclusivement pour le système d’exploitation LI-
NUX et exploite de nombreuxmécanismes introduits dans les noyaux récents, comme l’inter-
face epoll, pour s’assurer de performances optimales. L’interface proposée est semblable à
celle de la norme POSIX, mais elle ne l’implémente pas complètement, en particulier en ce
qui concerne les signaux ou les sémaphores.
Fonctionnalités. Partageant des objectifs communs avec GNUPTH (gérer des applications
devant traiter un grand nombre de requêtes), il est normal qu’un certain nombre de choix
de conception soient similaires. En particulier, CAPRICCIO est également une bibliothèque
non préemptive. Comme pour GNUPTH, cela lui permet d’être facilement réentrante vis-à-vis
des bibliothèques extérieures. Cela lui permet également de proposer des primitives de syn-
chronisation efficaces : ni les processus légers ni l’ordonnanceur ne peuvent être interrompus
pendant une section critique, aucune protection particulière n’est donc à prévoir.
12L’utilisation d’une pile différente pour l’ordonnanceur permet de supprimer facilement un processus léger
terminé : sa pile n’est plus en utilisation lorsque l’ordonnanceur est appelé, il peut donc désallouer la zone
mémoire correspondante.
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Pour offrir une efficacité maximale, CAPRICCIO utilise plusieurs techniques particulières.
Tout d’abord, CAPRICCIO propose une gestion originale des piles des processus légers. Les
piles ne sont pas allouées d’un bloc au début de l’exécution d’un processus léger. Elles sont
allouées progressivement, suivant les besoins du processus léger. Pour réaliser cela, le code
applicatif est analysé à la compilation afin d’introduire, au besoin, des points de contrôle
pour la bibliothèque qui lui permettent alors d’allouer dynamiquement à l’exécution la place
nécessaire pour les piles des processus légers. CAPRICCIO est ainsi capable de gérer un très
grand nombre de processus légers (jusqu’à 100 000).
Comme GNUPTH, CAPRICCIO ne peut pas utiliser d’appels systèmes bloquants. Ces der-
niers sont donc détournés et remplacés par des mécanismes implémentés à partir des nou-
velles primitives d’entrées/sorties asynchrones du noyau LINUX et de l’interface epoll.
Associés à une implémentation de toutes les opérations relatives aux processus légers en
temps constant, ces mécanismes garantissent à CAPRICCIO une efficacité remarquable.
Ordonnancement. CAPRICCIO propose un ordonnancement qui tient compte de la
consommation des ressources par les processus légers. Cet ordonnancement est spécifique-
ment adapté pour les applications ciblées (serveurs de requêtes) en offrant une réactivité
maximum vis-à-vis des requêtes réseaux. Il offre ainsi des performances intéressantes avec
le serveur web APACHE (15% d’amélioration avec CAPRICCIO, cf [vBCZ+03]). Cependant,
rien n’est prévu pour l’adapter à d’autres classes d’applications.
Synthèse. Ciblant une classe d’applications particulière, cette bibliothèque parvient à of-
frir ses services avec une très grande efficacité tout en permettant de garder le modèle de
programmation multithreadée. Néanmoins, les excellentes performances affichées ici ont été
obtenues au prix d’une spécialisation de la bibliothèque (utilisation de mécanismes propres
au système LINUX, algorithmes d’ordonnancement adaptés à la classe d’applications ciblée,
fonctionnalités restreintes). Il est également nécessaire de compiler les applications avec les
outils fournis (analyse du code pour la gestion des piles). Cela signifie que certains codes
ne pourront pas fonctionner avec CAPRICCIO (langages non supportés, fonctionnalités non
implémentées par CAPRICCIO, etc.)
CAPRICCIO est en cours de réécriture pour supporter les machines multiprocesseurs et
la préemption. Il sera intéressant de quantifier l’impact sur ces performances de l’ajout de
telles fonctionnalités.
3.4.1.4 Bilan
La plupart des bibliothèques de niveau utilisateur ont pour principaux objectifs la por-
tabilité, les fonctionnalités et/ou l’efficacité. Aucune n’est bien sûr capable d’exploiter des
machines multiprocesseurs, et les appels systèmes bloquants restent sources de problèmes.
Dans ce dernier cas, certaines bibliothèques considèrent que c’est à l’application de ne pas
faire d’appel système bloquant, d’autres fournissent des fonctionnalités équivalentes mais
non bloquantes pour l’application. Pour être transparentes aux applications, ces biblio-
thèques détournent les fonctions bloquantes et les remplacent par la version de leur cru :
une intégration avec les bibliothèques systèmes, en particulier la libc, est alors requise.
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3.4.2 Bibliothèques de niveau noyau
À l’opposé des bibliothèques de niveau utilisateur, les bibliothèques de niveau noyau
sont généralement dédiées à un système particulier. Ces bibliothèques utilisent l’ordonnan-
ceur du système pour leurs processus légers ; une étroite intégration entre le système et la bi-
bliothèque s’avère donc nécessaire. Les bibliothèques fournies avec les systèmes d’exploita-
tion récents sont généralement des bibliothèques de niveau noyau (plus rarement de niveau
mixte), ceci afin de permettre aux processus légers d’exploiter véritablement les machines
multiprocesseurs.
Nous présentons ici l’exemple du système LINUX où deux bibliothèques de processus
légers noyau ont été développées.
3.4.2.1 LinuxThread
LINUXTHREAD [Ler96] a été développée par Xavier LEROY lorsque le noyau LINUX s’est
enrichi suffisamment pour permettre la création de processus légers de niveau noyau. Elle
est devenue la bibliothèque de processus légers standard de LINUX.
Portabilité. LINUXTHREAD est une bibliothèque spécifique au système d’exploitation LI-
NUX. L’ajout de la primitive clone() dans le noyau expérimental 1.3.56 (janvier 1996) a
permis de créer des processus partageant leur mémoire, table de fichiers ouverts, traitants
de signaux, etc. À titre de comparaison, des bibliothèques de niveau utilisateur étaient dis-
ponibles dès le noyau stable 1.0.9 (avril 1994). L’interface applicative se veut conforme à celle
de la norme POSIX malgré quelques imperfections, notamment vis-à-vis de la gestion des
signaux (voir ci-après).
Fonctionnalités. De par l’objectif fixé (être la bibliothèque de processus légers du système
LINUX), LINUXTHREAD doit être le plus possible conforme à la norme POSIX. Les fonction-
nalités offertes sont donc celles de la norme.
Elle souffre cependant de quelques imperfections : le support noyau est insuffisant pour
implémenter complètement la norme POSIX. En particulier, le modèle des signaux n’est pas
conforme à celui de POSIX. Linus TORVALDS, le développeur du noyau, trouvait (à tort ou à
raison) sonmodèle plus sain que celui de POSIX et ne voulait pas ajouter le support adéquat
au noyau. Cela a longtemps été la source de son incompatibilité avec des programmes écrits
conformément à la norme POSIX. La bibliothèque NPTL, présentée ci-après, adresse ces
difficultés.
Un autre problème de cette bibliothèque provient du fait qu’elle repose sur l’envoi et
la réception de signaux pour sa synchronisation interne. La tendance à perdre parfois des
signaux13 a fait que cette bibliothèque n’a jamais été très stable en utilisation intensive.
Enfin, comme le système ne reconnaît pas les processus multithreadés en tant que tel (cf.
Figure 3.4), chaque processus léger possède un identifiant de processus (pid) différent, ce
qui est contraire à la norme POSIX. Ceci explique que la bibliothèque ait besoin d’un pro-
cessus léger leader, père de tous les autres : la fin d’un processus léger ne doit pas conduire
d’autres processus légers à être rattachés au processus initial (init), ce qui serait le cas si
le processus léger terminé était le père d’autres processus légers. Le leader permet donc de
13Il s’agissait de bugs soit dans la bibliothèque, soit dans le noyau qui n’ont jamais été totalement éliminés.
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garder une cohérence dans les relations de filiation entre un processus multithreadé et ses
fils, mais au prix d’une complexification coûteuse du mécanisme de création des processus
légers.
Ordonnancement. Étant de niveau noyau, cette bibliothèque utilise directement l’ordon-
nanceur du noyau. Les possibilités de diriger l’ordonnancement sont donc dépendantes des
fonctionnalités offertes par le système. Les processus légers ont donc un ordonnancement
préemptif basé sur des priorités statiques et dynamiques.
On notera qu’il est possible de demander un ordonnancement basé sur des priorités fixes
(ordonnancement temps-réel), mais que cela nécessite des droits étendus (root) pour l’ap-
plication. Toute spécification de priorité se fait par rapport à l’ensemble des processus du
système, et non pas uniquement par rapport aux autres processus légers de l’application.
Synthèse. LINUXTHREAD a longtemps été la bibliothèque de processus légers de référence
sur les systèmes LINUX. Étant de niveau noyau, elle s’intègre parfaitement avec le système
(ordonnancement, appels systèmes bloquants, exploitation des multiprocesseurs, etc.), mais
s’adapte difficilement à des besoins particuliers comme un ordonnancement non préemptif
pour exploiter au maximum les caches des processeurs.
Les lacunes des anciens noyaux LINUX pour permettre un multithreading efficace com-
patible POSIX (voir la Figure 3.4) expliquent le développement de la nouvelle bibliothèque,
présentée ci-après, qui utilise les nouveaux supports introduits dans le noyau LINUX.
3.4.2.2 NPTL
La bibliothèque NPTL [DM03] (Native POSIX Thread Library) a été développée par Ulrich
Drepper. Cette bibliothèque de processus légers de niveau noyau pour LINUX a été écrite
avec, pour principaux objectifs, une conformité à la norme POSIX parfaite et un passage à
l’échelle aussi performant que possible.
Portabilité. Comme LINUXTHREAD, cette bibliothèque est dédiée au système d’exploita-
tion LINUX. Elle offre une interface totalement conforme à la norme POSIX mais, pour cela,
nécessite un noyau LINUX récent offrant les fonctionnalités requises au niveau du noyau
(voir Figure 3.4).
Fonctionnalités. Les fonctionnalités offertes par NPTL sont, comme pour LINUXTHREAD,
celles décrites dans la norme POSIX. Le support de la norme est cependant ici beaucoup
plus complet et correct, grâce à l’exploitation des nouvelles fonctionnalités introduites dans
les noyaux LINUX récents.
Outre, unmeilleur respect de la norme POSIX, ces services supplémentaires offerts par le
noyau permettent à cette bibliothèque d’offrir de bien meilleures performances que LINUX-
THREAD. Tout d’abord, des mécanismes sont simplifiés, comme la création des processus
légers qui ne doit plus faire intervenir de processus léger leader. Et surtout, au niveau de
la synchronisation, l’introduction du mécanisme de FUTEX [Rus02b] permet de synchroniser
plusieurs flots d’exécution parallèles efficacement : en l’absence de contention, la synchro-
nisation est faite entièrement en espace utilisateur. Le noyau n’est sollicité avec un appel
système que s’il est nécessaire d’arbitrer l’accès à la ressource.
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Processus multithreadé. Le noyau LINUX ne reconnaissait pas la notion de processus
multithreadé, seulement celle de processus partageant des ressources (mémoire, traitants
de signaux, etc.). Les différents processus légers obtenaient donc chacun un identifiant de
processus (pid) différent !
Désormais, une notion de groupe de tâches a été introduite. Ces flots d’exécution
partagent le même pid. Un nouvel appel système (gettid) a été ajouté pour obtenir
l’identifiant de la tâche courante dans le processus.
Signaux. Même si plusieurs tâches peuvent depuis longtemps partager les traitants des
signaux dans le noyau LINUX, les signaux générés étaient destinés à une tâche précise, et
non pas à un processus. Cela signifie qu’un signal bloqué par un processus léger pouvait
être ignoré par l’application alors qu’un autre processus léger aurait dû le recevoir.
Le mécanisme de gestion des signaux a été complètement réécrit permettant d’adres-
ser des signaux à un processus multithreadé plutôt qu’à une tâche particulière. La diffu-
sion du signal à l’un des processus légers les acceptant est prise en charge correctement
par le noyau.
Accréditations. Les accréditations sont les identités collectives associées à un proces-
sus ou une tâche, comme l’uid sous lequel tourne la tâche ou les groupes UNIX auxquels
elle appartient. Le noyau LINUX ne permettaient pas de partager ces accréditations au
sein d’un processus multithreadé. Des améliorations ont été apportées sur ce point dans
les noyaux récents, mais le support n’est pas encore complet.
Annulation des sémaphores. La norme POSIX demande que les sémaphores
puissent être réinitialisés lors de la terminaison d’un processus. Or LINUX le faisait à la
fin des tâches, ce qui était problématique pour les processus multithreadés. Désormais, il
est possible de demander au système de gérer l’annulation des sémaphores à la fin des
processus, conformément à la norme.
Actions relatives aux processus entiers. Certaines actions sont, d’après la norme
POSIX, relatives aux processus alors que LINUX les implémentait relativement aux
tâches. Ceci était problématique dans le sens où ces actions pouvaient être initiées par le
noyau lui-même, donc impossible à intercepter et émuler correctement au niveau d’une
bibliothèque. On peut ainsi considérer :
la terminaison. La terminaison d’un processus, éventuellement à cause d’un signal, peut
survenir dans n’importe quelle tâche mais doit générer un code de retour pour le
processus et non la tâche ;
l’exécution. L’appel système execve() doit remplacer le processus courant et non la
tâche courante. Cela signifie que les autres processus légers éventuels du processus
doivent être supprimés du système ;
la suspension, le redémarrage. Certains signaux (SIGSTOP, SIGCONT) doivent agir sur
le processus entier et non sur une tâche particulière.
L’article [McC02] analyse les lacunes des anciens noyaux LINUX pour permettre une gestion des processus
légers conforme à la norme POSIX. Les plus problématiques ont fait l’objet d’adaptation dans les noyaux
récents (fin de la série 2.4 et nouvelle série 2.6) depuis maintenant un peu plus d’un an. Les modifications du
noyau ont parfois nécessitée de très longues argumentations avec Linus TORVALDS pour le convaincre de leur
bien-fondé.
FIG. 3.4 – Le noyau LINUX et le support pour le multithreading noyau
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Ordonnancement. Utilisant également l’ordonnanceur du système, les mêmes remarques
que pour la bibliothèque LINUXTHREAD s’appliquent.
Synthèse. De manière générale, NPTL a des propriétés très semblables à celles de LINUX-
THREAD mais corrige la plupart de ses défauts internes. Cette amélioration a été rendue
possible par l’introduction dans le noyau LINUX de nouvelles fonctionnalités. Cette biblio-
thèque est maintenant stabilisée ; elle est fournie avec la majorité des distributions actuelles.
Elle nécessite cependant pour fonctionner un noyau LINUX 2.6.x.
3.4.2.3 Bilan sur les bibliothèques de niveau noyau
Les bibliothèques de niveau noyau nécessitent un support spécifique du système d’ex-
ploitation comme l’illustre bien l’histoire de l’intégration des processus légers au système
LINUX. Rappelons que la première bibliothèque de processus légers noyau est apparue avec
l’introduction de l’appel système clone(). Malgré de nombreuses améliorations, cette bi-
bliothèque n’a pu être mise à la norme POSIX et sa robustesse reste limitée en cas d’uti-
lisation intensive. L’introduction de supports supplémentaires dans le noyau a résolu ces
problèmes et conduit au développement de la bibliothèque NPTL.
Cette nécessité d’interaction fine entre la bibliothèque de processus légers et le système
d’exploitation explique qu’il existe peu de bibliothèques de niveau noyau par rapport aux
bibliothèques de niveau utilisateur : la difficulté de développement et d’intégration n’incite
pas à développer une bibliothèque noyau adaptée à une application donnée (ordonnance-
ment particulier, fonctionnalités exotiques, etc.)
Les systèmes d’exploitation modernes intègrent des bibliothèques de processus légers de
niveau noyau, permettant ainsi aux applications multithreadées d’exploiter les architectures
matérielles parallèles. Toutefois, les fonctionnalités offertes sont très souvent restreintes à
celles définies par la norme POSIX, et donc insuffisantes lorsque l’application a des besoins
particuliers (ordonnancement spécifique, intégration des processus légers et des communi-
cations pour être réactif, etc.)
Spécialiser ces bibliothèques pour des besoins spécifiques est très difficile car cela néces-
site généralement d’intervenir sur le système, c’est-à-dire sur l’ensemble des processus de
la machine et pas uniquement sur l’application considérée. Linus TORVALDS a souvent été
réticent à modifier le comportement du noyau LINUX uniquement au bénéfice des applica-
tions multithreadées. Un second reproche, dû au fait que ces bibliothèques ne proposent que
l’interface de la norme POSIX, est que rien n’est proposé pour intégrer les processus légers
à d’autres composants des applications, en particulier les communications. Aucun support
concernant la réactivité n’est disponible par exemple.
3.4.3 Bibliothèques mixtes
Comme les bibliothèques de niveau noyau, les bibliothèques mixtes sont également ca-
pables d’exploiter les machines multiprocesseurs. De plus, elles ont l’avantage de garder un
ordonnanceur en espace utilisateur et donc d’être efficaces et flexibles. Toutefois, la nécessité
de faire coopérer deux ordonnanceurs rend l’écriture de telles bibliothèques plus difficile.
3.4. PRÉSENTATION DE QUELQUES BIBLIOTHÈQUES DE PROCESSUS LÉGERS 45
Processus légers
Processeurs SMT
Solaris
LWP
monothreadé
ProcessusProcessus multithreadé
Ordonnanceur système
Au sein d’une même application,
les processus légers peuvent soit
être associés directement à un
LWP, soit être gérés par un pool
de LWP. On a donc à la fois le
modèle « noyau » et le modèle
« mixte »
Lorsque suffisamment d’appels
systèmes bloquants ont suspendu
tous les LWP disponibles, SO-
LARIS est capable d’envoyer un
signal spécial à l’application en
lui créant un nouveau LWP. Les
autres processus légers vont pou-
voir continuer à s’ordonnancer.
FIG. 3.5 – Le modèle de processus légers de SOLARIS
3.4.3.1 Solaris
Le système d’exploitation SOLARIS est celui qui a popularisé les bibliothèques de proces-
sus légers de niveaumixte. À l’occasion de son développement, le terme LWP a été introduit.
Portabilité. SUN a beaucoup contribué à l’élaboration de la norme POSIX. Cela explique
que sa bibliothèque de processus légers a, dès l’origine, une interface très proche de celle de
la norme. Elle est cependant plus riche en permettant de manipuler les LWP. C’est pourquoi
SUN a gardé cette interface native tout en proposant une interface POSIX conforme pour
pouvoir facilement compiler les applications POSIX.
Fonctionnalités. Le modèle de multithreading de cette bibliothèque permet de définir un
ensemble de processus légers de niveau noyau (LWP) liés ou non à des processeurs phy-
siques. Dans ces LWP sont ordonnancés en espace utilisateur des processus légers de niveau
utilisateur qui peuvent être liés à un ou plusieurs LWP. La Figure 3.5 illustre les différentes
possibilités d’organisation des processus légers.
Pour gérer les appels systèmes bloquants sans bloquer toute l’application, les program-
meurs de SOLARIS ont introduit la fonctionnalité suivante : un signal, à destination de la
bibliothèque de processus légers, est envoyé par le noyau lorsque celui-ci détecte que tous
les LWP d’un processus donné sont bloqués. De cette manière, la bibliothèque peut créer un
nouveau LWP pour que d’autres processus légers de niveau utilisateur puissent continuer à
s’exécuter.
Pour profiter des mécanismes précédemment décrits, l’application doit utiliser l’interface
propre de SOLARIS ; la norme POSIX ne définit pas de propriétés similaires à celles offertes
par le modèle de SOLARIS.
Ordonnancement. Comme les bibliothèques précédentes, seule la notion de priorité per-
met de diriger l’ordonnancement des processus légers. Aucun support n’est prévu dans SO-
LARIS pour permettre d’intégrer efficacement des communications avec des processus lé-
gers. Si l’on désire un ordonnancement particulier, il faut alors réécrire une bibliothèque de
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processus légers, en utilisant éventuellement les mécanismes proposés par le système.
synthèse. La bibliothèque de processus légers de SOLARIS est souvent citée en exemple
pour la richesse des fonctionnalités offertes et sa souplesse d’utilisation. Malheureusement,
elle est intimement liée au système d’exploitation et ne tourne donc que sur l’architecture
sparc avec le système d’exploitation SOLARIS. Il existe aussi quelques versions de SOLARIS
pour architecture x86, mais, jusqu’à présent, ses performances sont loin d’égaler celles de
l’architecture sparc. Enfin, même si le modèle est souple, la spécialisation de la bibliothèque
pour l’adapter à des applications particulières n’est pas prévue.
3.4.3.2 NGPT
Sous LINUX, il n’existe qu’une seule bibliothèque mixte qui s’est vraiment répandue :
la bibliothèque NGPT [ADH+02] (New Generation POSIX Threading). Elle a été développée
chez IBM avant que NPTL ne voie le jour. Sous l’impulsion de ses développeurs, certaines
fonctionnalités absentes du noyaumais nécessaires à la compatibilité POSIX ont été ajoutées
au noyau LINUX. Ces fonctionnalités, décrites dans la Figure 3.4, ont ensuite été utilisées par
NPTL.
Portabilité. NGPT est basée sur la bibliothèque GNUPTH. Toutefois, pour offrir un mo-
dèle mixte, elle utilise des fonctionnalités propres à LINUX. Par conséquent, contrairement
à GNUPTH, NGPT est spécifique à ce système d’exploitation. Concernant l’interface utilisa-
teur, NGPT vise à offrir l’interface POSIX. Quelques fonctionnalités supplémentaires pro-
venant de GNUPTH sont également offertes (passages de messages inter processus légers,
acquisition de verrous avec temps limite, etc.)
Fonctionnalités. La plupart des fonctionnalités de cette bibliothèque découlent directe-
ment de son origine. Dérivée de GNUPTH, elle s’en distingue par l’utilisation de plusieurs
LWP lui permettant ainsi d’exploiter les machines multiprocesseurs. Comme GNUPTH, elle
est non préemptive. Sa synchronisation interne, qui doit désormais prendre en compte les flots
parallèles, est assurée à l’aide du mécanisme des FUTEX, comme pour NPTL.
Destinée spécifiquement au système LINUX, son interface est compatible au niveau bi-
naire avec celle de la bibliothèque LINUXTHREAD. Cela assure que les bibliothèques exté-
rieures réentrantes vis-à-vis de LINUXTHREAD le sont aussi vis-à-vis de NGPT. De plus,
NGPT redéfinit tous les appels systèmes bloquants en les remplaçant par des variantes non
bloquantes pour éviter que quelques processus légers bloquent la bibliothèque entière. Cette
substitution est faite directement au niveau de l’interface avec la bibliothèque C du système ;
elle est donc totalement transparente aux applications qui en bénéficient automatiquement.
La volonté d’afficher une conformité POSIX parfaite a nécessité de garder l’utilisation
systématique de deux appels systèmes aux changements de contexte (pour bloquer les si-
gnaux pendant l’exécution du processus léger « ordonnanceur » et ensuite pour installer le
masque du processus légers suivant) présents dans GNUPTH. Ceci a considérablement ré-
duit le gain qu’on aurait pu espérer pour les changements de contexte entre processus légers
de niveau utilisateur.
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Ordonnancement. NGPT utilise le même ordonnanceur que GNUPTH avec une file de
processus légers prêts ordonnée par priorité. Cependant, en raison des multiples LWP, les
accès à cette file sont sérialisés avec un verrou. La file unique permet d’éviter un équilibrage
de charge entre les LWP, mais introduit un point de contention sur les systèmes avec de
nombreux processeurs. Là encore, aucun mécanisme autre que des priorités, permettant à
l’application de diriger son ordonnancement, n’est offert.
Synthèse. La création de la bibliothèque NGPT a permis de montrer que la bibliothèque
LINUXTHREAD pouvait être grandement améliorée si le noyau LINUX fournissait de nou-
veaux supports. Son développement a cependant cessé avec l’apparition de la bibliothèque
NPTL. Les coûts de certaines de ses opérations (changement de contexte) ne lui ont pas per-
mis d’afficher des performances réellement meilleures que NPTL, alors que son architecture
était plus complexe et condamnait certaines fonctionnalités comme l’utilisation d’appels sys-
tèmes bloquants ou la présence de préemption dont l’absence a été beaucoup critiquée.
3.4.3.3 Bilan sur les bibliothèques mixtes
Pour être efficaces et fonctionnelles, les bibliothèques mixtes présentées ici s’appuient
sur des fonctionnalités offertes par le système. À l’instar des bibliothèques de niveau utili-
sateur, les appels systèmes bloquants sont problématiques. Ils peuvent alors être remplacés
par de la scrutation comme dans NGPT, ou bien des fonctionnalités particulières du noyau
peuvent être exploitées : SOLARIS crée un nouvel LWP en cas de besoin pour éviter de blo-
quer toute l’application. On remarquera que cette solution peut conduire à la création de
nombreux LWP si les processus légers font fréquemment des appels systèmes bloquants, se
rapprochant alors du modèle de processus légers de niveau noyau.
À l’exception de la bibliothèque de processus légers du système SOLARIS, les biblio-
thèques mixtes restent peu développées. Le développement de NGPT a été abandonné peu
de temps après l’apparition de NPTL. Il est en effet difficile de faire coopérer efficacement
plusieurs ordonnanceurs, et le support complet de la norme POSIX peut détruire les béné-
fices que l’on pourrait attendre d’une bibliothèque mixte par rapport à une bibliothèque de
niveau noyau.
3.5 Conclusion
Les processus légers sont devenus incontournables non seulement dans les systèmes,
pour permettre l’exploitation des machines multiprocesseurs, mais également dans les lan-
gages, pour exprimer le parallélisme d’une application (ou d’un support exécutif).
Comme nous l’avons vu, il existe une grande variété de bibliothèques de processus lé-
gers. Cela s’explique par la nécessité de choix fondamentaux lors de leur conception, choix
qui conditionnent certaines propriétés de la bibliothèque. La multitude de bibliothèques dé-
coule de la variété des compromis possibles concernant ces propriétés, chacun restant géné-
ralement bénéfique à une classe d’applications particulière.
Les supports exécutifs des environnements parallèles hautes performances nécessitent,
eux aussi, une bibliothèque de processus légers spécifique. Ainsi que nous l’avons mis en
évidence dans le chapitre précédent, cela signifie qu’une telle bibliothèque devra permettre
d’abstraire la plate-forme matérielle tout en permettant à l’application de l’exploiter le plus
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efficacement possible. Par ailleurs, l’interface POSIX est clairement insuffisante : rien ne
permet de diriger l’ordonnancement par exemple. Aucune extension de la norme n’est en
discussion sur ce sujet actuellement ; seules quelques bibliothèques comme GNUPTH pro-
posent des solutions particulières (yield(to)). Enfin, aucune des bibliothèques rencon-
trées n’offre des fonctionnalités qui autoriseraient une intégration efficace avec des biblio-
thèques de communication. En particulier, la perte de réactivité des environnements due
parfois au grand nombre de processus légers qui peuvent s’exécuter dans l’application n’est
jamais considérée. Le chapitre suivant présentera les techniques que nous avons conçues et
développées pour répondre à ces besoins.
Chapitre 4
Une bibliothèque de processus légers
universelle
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Ce chapitre présente le cœur de mes travaux : la définition et la réalisation d’une biblio-
thèque de processus légers qui soit à la fois performante, portable et réactive. Nous allons
d’abordmontrer les obstacles majeurs à une telle réalisation qui nous ont conduits à chercher
des solutions innovantes. Grâce à la mise en évidence et à l’analyse des besoins et contraintes
issus du calcul hautes performances, je présente ici des solutions à intégrer dans les biblio-
thèques de processus légers, notamment dans les domaines de la réactivité des applications
et de l’ordonnancement. Les problèmes plus spécifiques ou techniques, liés à la mise en
œuvre de ces solutions, seront présentés dans le chapitre 5 relatif à l’implémentation de mes
travaux.
4.1 Points clés de la démarche
La qualité des performances, l’étendue des fonctionnalités et la portabilité sont les trois
critères naturels de comparaison des bibliothèques de processus légers. Dans une certaine
mesure, l’obtention de bonnes performances a tendance à se faire au détriment des deux
autres critères. Par exemple, pour être idéalement portable, une bibliothèque doit respec-
ter scrupuleusement une norme alors que l’abandon de certaines fonctionnalités permet-
trait d’alléger la bibliothèque afin de gagner en performance. Le but de mes travaux est
de concevoir et de développer une bibliothèque de processus légers pour le calcul hautes
performances fonctionnant de manière optimale sur une vaste gamme de systèmes. Aussi,
l’efficacité de notre bibliothèque a-t-elle été le principal critère retenu, ce qui a conduit à pro-
poser de nouvelles fonctionnalités originales pour améliorer les performances mais qui ne
sont pas standards.
Les configurations à exploiter sont variées, que ce soit au niveau de la famille de pro-
cesseurs, au niveau de l’architecture de la machine et, bien entendu, au niveau du système
d’exploitation (avec ou sans support pour activités concurrentes). Mon objectif est bien d’as-
surer la portabilité des performances, c’est-à-dire la faculté pour une application donnée de res-
ter automatiquement efficace quel que soit l’environnement sur lequel elle s’exécute. Cette
contrainte oblige à une réflexion sur les besoins réels d’une application et la façon dont elle
peut les formuler indépendamment de la configuration envisagée : il ne faut pas lier l’ap-
plication à une spécificité d’un système donné qui sera absente ou inefficace sur un autre
système.
4.1.1 Des processus légers de niveau utilisateur
Ainsi que nous l’avons vu au chapitre 3, il existe plusieurs types de bibliothèques de pro-
cessus légers : elles peuvent être de niveau noyau, utilisateur ou mixte. Notre objectif est de
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s’intégrer dans un support exécutif pour le calcul parallèle hautes performances. Il convient
de choisir consciencieusement le modèle utilisé, ce choix ayant de lourdes conséquences sur
les caractéristiques de bibliothèque développée (voir la section 3.3 pour plus de détails).
Nous avons constaté que les bibliothèques de processus légers de niveau noyau ne
conviennent pas à la fois pour des raisons de performance et d’extensibilité. Les opérations
de création, de destruction et de synchronisation de tels processus légers nécessitent le bas-
culement du mode utilisateur en mode noyau. Ce basculement a un coût important : sur les
opérations de gestion des processus légers, on observe un facteur 10 entre les bibliothèques
de niveau noyau et celles de niveau utilisateur (voir partie 7.1). En outre, la plupart des
bibliothèques de niveau noyau sont intimement liées au système d’exploitation dont elles
font finalement partie. Elles sont donc peu portables et leurs adaptations sont limitées car
elles correspondent à des modifications du système d’exploitation. . . Enfin, pour permettre
l’exécution de toute application multithreadée, ces bibliothèques tendent à implémenter in-
tégralement les standards, ce qui entraîne des surcoûts inutiles pour le domaine des hautes
performances.
Les bibliothèques de niveau purement utilisateur offrent de bonnes performances et une
excellente flexibilité. Le code résidant intégralement dans l’espace applicatif, aucune inter-
férence n’est à craindre avec le système d’exploitation ; elles peuvent donc être adaptées
à une application spécifique. Cependant, de par leur principe même, elles sont incapables
d’exploiter les machines multiprocesseurs.
Une bibliothèque mixte est de ce fait nécessaire. Très peu de bibliothèques mixtes ont été
développées, sans doute parce que leur conception est délicate (il faut faire coopérer deux
ordonnanceurs) et que cela demande généralement une bonne intégration avec le système.
Nous verrons que les solutions proposées ici permettent de concevoir une telle bibliothèque
portable sur un ensemble varié de systèmes et adaptée au calcul hautes performances où les
machines parallèles sont en général dédiées à l’application en cours.
Même si aucune bibliothèque existante ne répond totalement à nos besoins, beaucoup
peuvent être adaptées. La bibliothèque de processus légers MARCEL a été développée par
Jean-François Méhaut et Raymond Namyst au milieu des années 1990. Elle a pour caracté-
ristiques d’être très légère (moins de 5 500 lignes de C et 500 d’assembleur), très performante
et portable sur de nombreuses architectures. De plus, un nombre respectable d’équipes de
recherche l’ont utilisée et l’utilisent encore directement ou via des environnements de plus
haut niveau. Mais, en tant que bibliothèque de niveau purement utilisateur, elle n’exploite
pas les machines multiprocesseurs. Nous avons donc choisi de l’améliorer, non seulement
pour ses qualités intrinsèques, mais aussi pour bénéficier de l’expérience capitalisée par Ray-
mond Namyst et des retours d’expériences disponibles. Toutefois, la majeure partie des tra-
vaux décrits par la suite, en particulier tout ce qui a trait à la réactivité du système par
rapport aux entrées/sorties, est adaptable aux autres bibliothèques de processus légers.
4.1.2 Une bibliothèque caméléon
Nous voulons que l’application puisse exploiter aumieux différentes architectures et sys-
tèmes d’exploitation sans être contrainte à tenir compte de leurs spécificités. Le support exé-
cutif doit donc optimiser l’exécution de l’application sur la machine et ce, pour un surcoût
minimal. Un ordonnancement à deux niveaux est indispensable sur une machine multipro-
cesseur SMP pour pouvoir utiliser efficacement des processus légers de niveau utilisateur.
Par contre, il est inutile de payer le surcoût de cet ordonnancement sur une machine mono-
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processeur. L’ordonnanceur doit pouvoir être spécialisé en fonction de l’architecture et du
système sous-jacent.
Notre second objectif est l’adaptabilité aux besoins spécifiques des applications de calcul
hautes performances. Ces besoins sont relatifs à la politique d’ordonnancement (placement,
durée du quantum) ou à des fonctionnalités (migration de processus légers, gestion des si-
gnaux, réactivité aux événements, synchronisation de groupe de processus légers, etc.). Là
encore, il s’agit de proposer un support exécutif suffisamment souple pour offrir toutes les
fonctionnalités requises sans payer le coût de celles qui ne le seraient pas. Dans cet objectif,
le support exécutif doit être capable de se spécialiser (à la compilation, au déploiement ou à
l’exécution) en fonction des ressources disponibles et des besoins de l’application.
Cette capacité de spécialisation a d’importantes répercussions sur l’architecture interne
du support exécutif. Il n’est pas envisageable de développer un support exécutif particulier
parfaitement optimisé pour chaque combinaison des ressources éventuellement disponibles
et pour chacun des besoins applicatifs possibles. Le code du support exécutif doit donc être
complètement modulaire. De cette façon, une application de calcul hautes performances dé-
sirant un ordonnancement particulier doit pouvoir changer la fonction de choix de l’ordon-
nanceur sans avoir à réécrire l’ensemble des mécanismes de gestion des processus légers.
Enfin, l’interface du support exécutif doit être suffisamment évolutive pour pouvoir
s’adapter facilement aux besoins applicatifs et aux possibilités du système. Si l’on désire
être compatible avec l’ensemble des applications existantes, alors il faut non seulement four-
nir l’API (Application Programming Interface / Interface de Programmation Applicative) de
la bibliothèque de processus légers standard du système cible1, mais aussi son ABI2 (Appli-
cation Binary Interface / Interface Binaire Applicative). La compatibilité au niveau de l’ABI
permet de faire fonctionner un programme avec la nouvelle bibliothèque sans même le re-
compiler (grâce à l’édition de lien dynamique), la compatibilité au niveau de l’API permet
de faire fonctionner un programme à condition de le recompiler, ce qui permet alors par-
fois de faire des optimisations supplémentaires (suppression d’appels de fonctions grâce à
des fonctions en-ligne, etc.). Bien sûr, si le programmeur désire utiliser des fonctionnalités
supplémentaires offertes par notre support exécutif (réactivité, migration, etc.), alors il doit
utiliser une interface particulière.
4.1.3 Intégration de la problématique de la réactivité
Comme nous l’avons vu en section 2.3.2, la réactivité d’un support exécutif repose sur le
dialogue entre l’ordonnanceur des processus légers et les gestionnaires de communication.
Dans cette perspective, les développements des bibliothèques de processus légers et celles,
par exemple, de communication ne peuvent être complètement dissociés. De même, avec
le développement des accès aux mémoires de masses par des interfaces semblables aux ré-
seaux (disques sur IP, iSCSI, etc.), les mêmes problèmes de réactivité vont survenir pour les
entrées/sorties disques. La diversité des événements à considérer et celle des bibliothèques
1L’API standard de la plupart des systèmes actuels est celui de la norme POSIX. Elle est parfois légèrement
étendue (sous LINUX, quelques fonctions ont été rajoutées) ou même parfois complètement revisitée comme
c’est le cas sous SOLARIS : à côté des fonctions POSIX préfixées par pthread_ est présent tout un ensemble de
fonctions préfixées par thr_ permettant de contrôler les processus légers natifs (à deux niveaux) de SOLARIS
2L’ABI d’une bibliothèque définit pour un système donné les conventions d’appels de fonctions (quel para-
mètre est placé dans quel registre du processeur), la liste des fonctions disponibles ainsi que les structures de
données de cette bibliothèque (la taille et les champs des structures sont utilisés par le compilateur lors de la
compilation du programme).
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de communication m’ont conduit à proposer l’intégration d’un support générique de la ré-
activité aux entrées/sorties au sein même de l’ordonnanceur.
4.2 Structure générale et interfaces
Le cœur d’une bibliothèque de processus légers mixte reste bien sûr l’ordonnanceur.
Celui-ci décide que tel processus léger de niveau utilisateur est à ordonnancer sur tel pro-
cessus léger de niveau noyau (LWP). Mais un ordonnanceur seul ne constitue pas une bi-
bliothèque de processus légers. Il faut lui adjoindre un ensemble de fonctionnalités telles
que la création, la destruction et la synchronisation de processus légers qui permettront aux
programmes applicatifs d’exploiter au mieux les processus légers.
Notre volonté de proposer une bibliothèque mixte de processus légers à la fois exten-
sible et portable nous a conduits à adopter un développement modulaire. Cette démarche
modulaire est intéressante à plusieurs titres. Classiquement, l’approche modulaire facilite
le développement des fonctionnalités indépendamment des particularités du système sous-
jacent et, réciproquement, permet d’uniformiser l’accès aux ressources du système indépen-
damment de leur implémentation. Ainsi, les mécanismes de synchronisation entre processus
légers utilisateur (verrous, conditions, sémaphores, etc.) peuvent être les mêmes, que la bi-
bliothèque de processus légers soit mixte ou de niveau purement utilisateur. De même, le
choix de l’interface de flot parallèle (thr_ sous SOLARIS, appel système clone() sous LI-
NUX, interface pthread_) peut être retardé jusqu’à la compilation.
Cette approche modulaire permet aussi de spécialiser le support exécutif en n’y embar-
quant que les fonctionnalités utiles aux applications ciblées : l’exécution d’une application
ainsi construite n’est pas pénalisée par un surcoût que pourrait entraîner l’étendue des fonc-
tionnalités proposées. Par exemple, la plupart des codes de calcul n’ont pas besoin de la
fonctionnalité des signaux POSIX, alors qu’une machine virtuelle JAVA le nécessitera.
Dès le départ, l’ordonnanceur de la bibliothèque est lui-même considéré comme un mo-
dule plutôt que comme l’élément central autour duquel tout le reste s’articule. Pour cela, il
est nécessaire de concevoir soigneusement l’architecture afin de permettre le développement
des autres parties de la bibliothèque sans les lier à un modèle d’ordonnancement spécifique.
La Figure 4.1 présente l’organisation générale de notre bibliothèque de processus légers.
Cette bibliothèque propose aux programmes applicatifs des interfaces (telles que POSIX,
MARCEL,..) que l’on dénomme personnalités. Elle utilise l’interface système pour accéder aux
ressources de celui-ci (tels que les processus légers de niveau noyau, les activations, les in-
formations sur l’architecture de la machine, etc.). Enfin, elle est structurée en composants
internes3 à savoir :
– l’ordonnanceur, i.e. le cœur de la bibliothèque ;
– les services qui regroupent l’ensemble des fonctionnalités offertes aux programmes ap-
plicatifs. Il est possible de sélectionner un sous-ensemble de fonctionnalités en fonction
des besoins applicatifs ;
– les outils qui regroupent les fonctionnalités et abstractions partagées par les différents
composants internes de la bibliothèque.
3La notion de composant, ici, doit être comprise comme entité de structuration logique de la bibliothèque, et non
pas dans le sens d’objet composant lié aux modèles de développement et de déploiement logiciels (composants
CORBA, modèle CCM, etc.)
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Application ou support exécutif
Personnalités
Marcel POSIX binairePOSIX source
Système d’exploitation
Upcalls
Attente active
SoftIRQ
LWP
etc.
Ordonnanceur
Création/destruction des processus légers
Synchronisation haut niveau (verrous, etc.)
Services
Traces etc.
Outils
Scheduler Activations
Synchronisation interne
Les interfaces de chaque composant étant définies, on peut développer une nouvelle version d’un composant
sans avoir à modifier les autres parties de la bibliothèque. Ainsi, adapter la bibliothèque à une architecture
particulière consiste à fournir les composants bas niveau dépendant de l’architecture.
La difficulté de cette approche réside essentiellement dans la mise en évidence des composants et la définition
de leur interface :
– l’interface d’un composant doit être suffisamment expressive et riche afin que son utilisation apporte un
réel bénéfice aux autres composants ;
– l’interface doit rester concise et générique afin de permettre le développement facile de versions optimisées
et/ou spécifiques des composants (par exemple, un ordonnanceur dédié à une application particulière) ;
FIG. 4.1 – Structure globale de notre bibliothèque de threads
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4.2.1 Outils
L’ordonnanceur et les services sont construits à l’aide d’une boîte à outils afin de mettre
en facteur le code commun, et aussi pour mieux abstraire le matériel et le système. La diffi-
culté est d’identifier les bons concepts à abstraire ainsi que choisir leur niveau d’abstraction.
Nous présentons ici un bréviaire représentatif des outils que nous avons développés. Le lec-
teur pourra se reporter au code de la bibliothèque pour une connaissance plus complète de
l’ensemble des outils.
4.2.1.1 Outils d’abstractions du matériel et du système
Il s’agit des outils à adapter pour porter l’ensemble de la bibliothèque sur une archi-
tecture matérielle ou sur un système d’exploitation. Grâce à eux, les éléments de plus haut
niveau sont entièrement portables.
Outils dépendants de l’architecture. Ces outils, souvent écrits directement en assembleur,
sont à adapter lorsque l’on désire porter la bibliothèque sur une nouvelle architecture. On y
trouve par exemple :
Gestion de contextes : ce sont des primitives pour basculer d’un contexte à un autre. Pour
la plupart des architectures, cet outil est implémenté à partir des primitives setjmp()
et longjmp(). Cependant, certaines architectures particulières nécessitent des déve-
loppements spécifiques. Ainsi l’IA64 (architecture de l’ITANIUM) possède une zone de
sauvegarde automatique des registres processeurs qu’il faut gérer spécialement ;
Attente active : il s’agit d’un mécanisme permettant de réaliser des exclusions mutuelles à
base d’attente active. Il est généralement basé sur des instructions processeurs particu-
lières permettant de tester et modifier atomiquement une valeur en mémoire. Cet outil
est utilisé uniquement en mode mixte (en présence de plusieurs processus noyau) de
manière à les synchroniser entre eux sans passer par des appels systèmes trop coûteux ;
Cohérence mémoire : c’est un ensemble d’opérations exprimant la cohérence mémoire né-
cessaire aux autres parties de la bibliothèque : certaines architectures comme l’IA64 ou
l’ALPHA nécessitent des instructions assembleurs particulières pour garantir certains
schémas de cohérence entre les diverses opérations en mémoire4. D’autres architec-
4Plusieurs type de cohérences mémoires peuvent être considérées :
memory_barrier() : cohérence la plus forte. Toutes les actions précédentes sont effectuées avant de conti-
nuer ;
wmb() : les écritures précédentes sont effectuées avant de continuer. En effet, certains processeurs comme
l’ALPHA peuvent réordonnancer les écritures en mémoire.
rmb() : toutes les lectures sont faites avant de continuer.
Par exemple, considérons deux variables a et b valant respectivement 0 et 1 au départ et le code suivant :
Processeur 0
a = 2;
wmb();
b = 3;
Processeur 1
y = b;
rmb();
x = a;
Dès qu’on enlève l’une des deux instructions de cohérence mémoire, il devient possible que y prenne pour
valeur 1 et x pour valeur 3.
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tures, comme l’IA32, possèdent quant à elles une cohérence très forte des accès à la
mémoire ; dans ce cas, ces opérations ne sont simplement pas traduites.
Outils dépendant du système. Notre bibliothèque aura besoin de certains services variant
d’un système d’exploitation à l’autre. Les abstraire permet de simplifier le portage de la
bibliothèque mais aussi de choisir le service du système le plus adapté quand plusieurs sont
disponibles.
Horloge : cet outil permet d’uniformiser la gestion du temps entre les différents systèmes
d’exploitation en délivrant régulièrement les événements asynchrones nécessaires aux
bibliothèques préemptives. Cet outil doit offrir à l’application une horloge aussi précise
que le permet le système cible. Certaines architectures ont un compteur de cycles dans
le processeur accessible enmode utilisateur. En l’utilisant, on évite des appels systèmes
qui sont toujours coûteux.
Gestion des LWP : cet outil permet de gérer les processus légers de niveau noyau (LWP)
des bibliothèques mixtes. Il offre principalement une couche d’abstraction aux inter-
faces systèmes disponibles, à savoir thr_ sous SOLARIS, clone() sous LINUX et
pthread_ sous tous les systèmes. On pourra se reporter à la partie 5.3.3 pour une
discussion sur l’influence de l’interface utilisée sur la réentrance de la bibliothèque de
processus légers vis-à-vis des autres bibliothèques du système.
4.2.1.2 Outils génériques
Lors du développement des services de notre bibliothèque, certains problèmes récur-
rents sont apparus. Plutôt que développer à chaque fois des solutions similaires, il a semblé
plus opportun de définir un ensemble d’outils réutilisables. La difficulté a été d’établir une
définition correcte de ces outils : il a fallu isoler les concepts à implémenter tout en restant as-
sez générique pour qu’ils soient réellement utilisables par plusieurs composants. Ce travail
d’analyse et synthèse a été mené progressivement tout au long de ma thèse, principalement
grâce à l’expérience acquise et à l’étude des problématiques similaires dans d’autres projets,
comme le noyau LINUX. Voici une brève description de ces principaux outils :
Opérations asynchrones (SoftIRQ) : il arrive que des composants doivent exécuter une ac-
tion sans pouvoir le faire immédiatement, principalement pour des raisons de cohé-
rence. L’action doit alors être retardée jusqu’à ce que le contexte devienne propice à
son exécution. Par exemple, la gestion d’un signal ou d’un upcall 5 doit être retardée
jusqu’à ce que le processus courant quitte une section critique.
Inspiré du noyau LINUX, ce mécanisme permet aux composants de la bibliothèque de
générer des événements de manière asynchrone et de faire exécuter un traitant appro-
prié de façon synchronisée et réentrante avec le reste de la bibliothèque. Ce mécanisme
peut être vu comme un modèle d’interruptions logicielles masquables ;
Synchronisation interne : les divers composants de la bibliothèque ont naturellement be-
soin de se synchroniser entre eux. Il s’agit ici de définir un ensemble d’outils de syn-
chronisation de bas niveau, c’est-à-dire sans intervention de l’ordonnanceur. Les pro-
cessus légers ne cèdent pas la main à un autre si les ressources souhaitées ne sont pas
libres.
5Les upcalls font partie du modèle des Scheduler Activations détaillé à la section 4.4.
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Ces primitives sont souvent basées sur les outils d’attente active et de cohérence mé-
moire. Elles permettent, entre autres, de définir des sections critiques où les SOFTIRQ
sont interdites ;
Timer : plusieurs services ont besoin de réagir après un certain temps, généralement pour
abandonner une opération si elle n’a pas réussi auparavant, comme par exemple pour
la fonction pthread_cond_timedwait() (attente bornée dans le temps sur une
condition). Ce peut être également pour requérir une opération régulièrement ; le ti-
mer est alors reprogrammé à la fin de l’exécution de son traitant.
Cet outil permet donc d’enregistrer une fonction qui sera exécutée après un délai
donné. Il est possible d’annuler un timer avant son exécution s’il n’est plus nécessaire.
La précision des délais dépend de celle de l’outil HORLOGE ;
Tasklet : le mécanisme de SOFTIRQ ne répond pas à tous les besoins. Par exemple, un pro-
blème survient lorsque plusieurs processeurs sont disponibles pour exécuter une fonc-
tion asynchrone lancée par un composant ; celle-ci ne doit pas être exécutée plusieurs
fois simultanément.
Les TASKLET répondent à ce besoin en permettant l’exécution de fonctions asynchrones
mutuellement exclusives sur SMP. Il s’agit d’un outil construit à l’aide des SOFTIRQ et
des mécanismes de synchronisation interne. Comme nous le verrons en section 5.1.2,
la mise en œuvre des mécanismes de scrutation repose sur cet outil.
4.2.2 Les services
On appellera services les outils utilisés non seulement par les composants internes mais
aussi par l’application elle-même6.
4.2.2.1 Services de base
Certains services sont indispensables à toute bibliothèque de processus légers car ils
constituent le fondement du modèle de programmation multithreads. Toute application, bi-
bliothèque ou support exécutif désirant utiliser des processus légers voudra avoir accès à ces
services. Voici les deux principaux services de base :
Gestion de la vie des processus légers. Ce service est responsable de la création et de la
terminaison des processus légers. Il s’agit de gérer l’allocation et la libération des ressources
nécessaires aux processus légers comme sa pile, ses variables privées, etc. La valeur de retour
d’un processus léger, lorsqu’il n’est pas détaché, est également gérée par ce service.
Un système d’attributs attachés aux processus légers permet de préciser certaines de
leurs propriétés lors de leur création. Ainsi, on peut spécifier une priorité, une affinité avec
un groupe de processeurs, un nom (utile au déverminage), etc. Ce service accepte la spécifi-
cation de piles externes ; une application peut ainsi gérer l’ensemble de ses piles et peut, par
exemple, migrer ses processus légers d’une machine à une autre.
6La distinction entre outil de haut niveau et service peut sembler parfois un peu formelle : un service peut
offrir une interface étendue à des composants internes de la bibliothèque, etc.
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Synchronisation. Ce service regroupe les mécanismes classiques de synchronisation de
processus légers. Contrairement au cas de l’attente active, il s’agit d’ordonnancer un autre
processus léger lorsque celui qui est en cours d’exécution doit attendre une ressource. L’or-
donnanceur est sollicité pour endormir ou réveiller un processus léger. La cohérence de ces
actions (test de l’état courant du processus léger, réveil, endormissement, etc.) est assurée
grâce aux outils de synchronisation interne. Les principaux mécanismes de synchronisation
offerts sont : les moniteurs (verrous et conditions), les sémaphores et les barrières.
Ces trois paradigmes de synchronisation sont théoriquement redondants, mais il est plus
efficace de définir une implémentation spécifique pour chacun d’eux. De plus, on peut en-
visager de spécialiser l’implémentation de ces primitives en fonction de l’architecture sous-
jacente. Par exemple, l’implémentation des barrières sur machine avec accès mémoire non
uniforme (NUMA) pourrait se faire de manière hiérarchique avec tout d’abord une barrière
pour les nœuds locaux puis les “leaders” de chaque nœud se synchroniseraient.
4.2.2.2 Services optionnels
Outre les services indispensables à toute bibliothèque de processus légers, nous propo-
sons un ensemble de services « optionnels », en ce sens qu’ils ne seront inclus à la compi-
lation qu’en fonction de l’application à exécuter. Certains de ces services peuvent donc se
révéler essentiels pour une application donnée. Cela permet d’éviter des surcoûts inutiles
à certaines applications tout en offrant des fonctionnalités avancées aux autres. Voici une
brève présentation de quelques uns de ces services optionnels :
Gestion des signaux POSIX : la gestion des signaux de manière conforme à la norme PO-
SIX est délicate et complexe. La plupart des programmes multithreadés de calcul pa-
rallèle n’utilisent pas les signaux et le surcoût de leur gestion complète est inutile 7.
Services pour la réactivité : un ensemble de services pour améliorer la réactivité des proces-
sus légers aux événements extérieurs est proposé. Il est décrit en détail dans la section
traitant de la réactivité (section 4.3).
Traces pour mesures et déverminage : un programme peut générer des traces pour aider
au déverminage de l’application et à la compréhension de ses performances. Le sur-
coût, même faible, est inutile aux applications en exploitation. Ce service est décrit en
détail dans le chapitre 6.
4.2.3 Les ordonnanceurs
L’ordonnanceur est le cœur de toute bibliothèque de processus légers. Il est responsable
des décisions d’ordonnancement, c’est-à-dire du choix du processus léger applicatif à exé-
7 La plupart des applications de calcul hautes performances n’ont aucun intérêt à être exécutées par un sup-
port respectant fidèlement la norme POSIX quant aux signaux. En effet, pour qu’une bibliothèque de processus
légers de niveau utilisateur implémente correctement cette norme, elle doit prendre en compte qu’un signal peut
être généré à tout instant par le noyau. Or, un changement de contexte entre processus légers de niveau utilisa-
teur nécessite, d’une part, de changer le masque de signal courant pour l’adapter à celui du nouveau processus
léger, et d’autre part, de sauver puis de restaurer les registres du processeur. Ainsi, pour éviter qu’un signal blo-
qué par un processus léger puisse lui être délivré par erreur entre les deux opérations, il est nécessaire de bloquer
tous les signaux avant le changement de contexte et de restaurer ensuite le masque correct. Cela impose donc des
appels systèmes à chaque changement de contexte particulièrement coûteux pour une bibliothèque de niveau
utilisateur. On notera que la bibliothèque de processus légers à deux niveaux NGPT (cf. section 3.4.3.2 page 46)
a un coût de changement de contexte important en raison de ces deux appels systèmes à setprocmask().
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cuter dans chacun des LWP disponibles. L’interface de l’ordonnanceur possède peu de pri-
mitives : le processus léger peut changer son état (prêt/bloqué/mort), passer la main ou
encore réveiller un processus léger endormi. L’interface est suffisamment souple pour ne
pas imposer un type précis d’ordonnanceur. Notre expérience des versions précédentes de
MARCEL (ordonnanceur en O(1) mono- ou multifile) ainsi que l’étude approfondie des or-
donnanceurs du noyau LINUX (file unique comme pour les anciens noyaux LINUX, multifile
en O(1) des noyaux 2.6, avec gestion de domaines[Cor04] en cours de développement, etc.)
nous a convaincus que cette interface est adaptée à de nombreux types d’ordonnanceurs.
4.2.3.1 L’ordonnanceur par défaut
La bibliothèque MARCEL est fournie avec un ordonnanceur générique qui possède une
file globale, des files spécifiques aux LWP et deux niveaux de priorités. Par défaut, les pro-
cessus légers ont la priorité standard et sont rangés dans la file globale. L’application peut
modifier ce comportement via une primitive de changement de priorité ou par l’utilisation
d’attributs spéciaux à la création des processus légers. Aucun équilibrage de charge automa-
tique n’est fait entre les files spécifiques aux LWP. Il est assez simple de rajouter des niveaux
de priorité et/ou des files supplémentaires attachées, par exemple, à un sous-groupe de pro-
cesseurs.
La distinction entre file unique et file spécifique à un (ou quelques) LWP prend toute
son importance dès que la machine possède plusieurs processeurs. En cas de file unique,
on pourra observer une forte contention au niveau du verrou de protection de la file ; cette
contention est en particulier observable sous le noyau LINUX jusque dans ses versions 2.4.x.
En revanche, si chaque LWP a sa propre file, les possibilités de contention se limitent aux
insertions (resp. retraits) des processus légers réveillés (resp. endormis), mais il devient alors
nécessaire d’assurer l’équilibrage de la charge sur les différentes files.
4.2.3.2 D’autres ordonnanceurs
L’interface entre l’ordonnanceur et le reste de notre bibliothèque est assez réduite et per-
met donc son remplacement relativement facilement. Il est malgré tout très important de re-
marquer que l’ordonnanceur n’est pas lui-même une entité indépendante vis-à-vis de l’exé-
cution du reste du programme. Les décisions d’ordonnancement sont prises individuelle-
ment par chaque LWP. En particulier, il n’y a rien, a priori, qui permette à un LWP donné
d’ordonnancer à cet instant un ensemble de processus légers sur un ensemble de LWP. Les
décisions d’ordonnancement sont prises de manière décentralisée. Les LWP peuvent juste
choisir le processus léger à ordonnancer en leur sein et éventuellement positionner des va-
riables que les autres LWP consulteront et prendront en compte lorsqu’ils se rendront, eux
aussi, à un point d’ordonnancement.
Bien que facilitées par la présence d’une interface concise, la création et la mise au point
d’un nouvel ordonnanceur restent complexes. En effet, les mécanismes de protection et
de synchronisation sont délicats à mettre en œuvre correctement, en particulier si l’on dé-
sire éviter une importante contention comme celle provoquée par un verrou global proté-
geant l’ensemble des données d’un ordonnanceur. Une piste de recherche intéressante paraît
être de développer des ordonnanceurs directement paramétrables par l’application. On de-
mande alors directement à l’application ses critères d’élection du processus à ordonnancer.
Ou encore, on développe des interfaces plus abstraites, afin que l’application transmette à
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Ici, les processus légers sont structurés par l’application au moyen de bulles, éventuellement imbri-
quées. De plus, ces bulles possèdent des propriétés d’ordonnancement relatives à la façon d’ordon-
nancer ou de répartir les entités (sous-bulles ou processus légers) qui les composent, par exemple :
– les entités ont peu de dépendances entre elles, donc elles s’exécutent parfaitement en parallèle ;
– les entités travaillent sur des données communes, donc il faudrait les placer sur des processeurs
assez proches vis-à-vis de la hiérarchie mémoire.
Parallèlement à ces bulles, l’ordonnanceur fournit un ensemble de files d’ordonnancement corres-
pondant à chaque hiérarchie de processeur. Ainsi, pour une machine biprocesseur hyperthreadée,
l’ordonnanceur définit 1 + 2 + 4 = 7 files :
– une pour les travaux pouvant s’exécuter sur n’importe quelle unité de calcul ;
– deux pour chacun des deux processeurs. Un travail dans une telle file s’exécutera nécessairement
sur le processeur correspondant ;
– quatre pour chacune des quatre unités de calcul (deux threads par processeur). Là encore, un
travail placé dans une telle file s’exécutera uniquement dans l’unité de calcul correspondante.
Le programme peut alors diriger l’ordonnancement en exprimant comment l’ordonnanceur doit
essayer de répartir les entités d’une bulle lorsqu’il ordonnance celle-ci. On peut descendre ou non
dans la hiérarchie des files, ce qui localise ou non les travaux. On peut également rassembler les
travaux sur une même file ou, au contraire, les disperser sur des files différentes, ce qui permet de
favoriser le parallélisme ou bien la localité lors de l’exécution des travaux.
Files propres
aux processeurs
Files propres
File commune
aux unités hyperthreads
(a) Bulle initiale (b) Éclatement
(c) Répartition sur les pro-
cesseurs
(d) Éclatement des sous-
bulles
(e) Répartition sur les uni-
tés hyperthreadées
4.2(a) : la plus grande bulle a été placée sur la file générale ;
4.2(b) : elle éclate, libérant une tâche de gestion qui peut s’exécuter n’importe où (file générale) et deux sous-
bulles dont les travaux ont vocation à être exécutés en parallèle sur des processeurs différents ;
4.2(c) : les deux sous-bulles sont placées sur des processeurs différents ;
4.2(d) : les deux sous-bulles éclatent en parallèle, libérant chacune deux tâches de calcul à exécuter sur des
unités ayant une très forte affinité mémoire ;
4.2(e) : on profite de la technologie SMT pour répartir les tâches de calcul sur les unités parallèles des proces-
seurs. Elles peuvent démarrer en parallèle.
FIG. 4.2 – Ordonnanceur dirigé par l’application
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l’ordonnanceur des informations sur les relations et interactions de ses différents processus
légers. Ainsi, au sein de notre équipe, Samuel Thibault [Thi04] a implémenté un ordonnan-
ceur générique souple et adaptable sans manipulation des mécanismes de synchronisation
interne. En exprimant des propriétés de haut niveau (ensemble de processus légers en in-
teraction forte, processus de calcul intensif, etc.), l’application peut diriger cet ordonnanceur
afin demettre en œuvre une politique de répartition des processus légers sur les processeurs,
une politique de gang-scheduling pour des groupes de processus légers ou une politique d’af-
finité d’un processus léger avec un processeur, un cache, voire un banc mémoire particu-
lier sur une architecture hiérarchisée (processeurs SMT et multicore, architectures SMP et
NUMA). La Figure 4.2 présente succinctement cet ordonnanceur.
Enfin, le fait d’avoir calqué l’interface de l’ordonnanceur et celles de certains outils de
bas niveau sur celles du noyau LINUX simplifie l’intégration à notre bibliothèque des tra-
vaux réalisés par la communauté LINUX sur le noyau. Par exemple, on peut ainsi bénéficier
des travaux de l’environnement BOSSA 8 [PB03, LMD04] qui introduisent une technique
pour modifier dynamiquement l’ordonnanceur d’un noyau LINUX monoprocesseur. Les po-
litiques d’ordonnancement sont décrites dans un langage spécialisé adapté puis utilisées par
le noyau.
4.2.4 Les personnalités
Chacun reconnaît le rôle fondamental de l’interface d’une bibliothèque. Toutefois, cette
notion recouvre différents aspects. Il convient, de fait, de distinguer deux sortes d’interfaces :
l’interface binaire, également nommée ABI pour Application Binary Interface. Il s’agit de
l’interface entre bibliothèques et programmes déjà compilés. Cette interface définit les
conventions d’appels de fonction (au niveau du code machine), la liste des symboles
(fonctions et variables) disponibles dans une bibliothèque, la composition des objets
manipulés (taille et placement des champs des structures de données partagées), etc. ;
l’interface de programmation, également nommée API pour Application Programming In-
terface. Il s’agit de l’interface au niveau du langage de programmation. Elle définit les
noms des objets9 que le programmeur peut utiliser dans son code sans avoir à se sou-
cier de l’implémentation interne de ces objets : il peut être amené à manipuler une
structure de données sans connaître l’organisation interne de cette structure ni même
sa taille.
Nous verrons ci-dessous que notre bibliothèque sera amenée à proposer plusieurs in-
terfaces différentes aux programmes. Pour pouvoir les distinguer facilement, nous avons
nommé personnalité toute interface de notre bibliothèque permettant de manipuler les pro-
cessus légers. Voyons maintenant pourquoi plusieurs personnalités se sont révélées néces-
saires.
4.2.4.1 Fonctionnalités
L’interface de programmation proposée par le standard POSIX est incontournable car
utilisée de nos jours par la majorité des applications et bibliothèques manipulant des proces-
8http://www.emn.fr/x-info/bossa/
9Il s’agit ici des objets au sens large (fonction, variable, macro, type, structure, etc.) et non pas des objets des
« langages objets ».
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sus légers. Toutefois, notre bibliothèque utilise dans certaines configurations la bibliothèque
de processus légers du système pour gérer ses LWP. Employant les symboles définis par
le standard POSIX, elle ne peut pas les offrir elle-même aux applications. C’est pourquoi
MARCEL propose une première personnalité, nommée POSIX source qui est identique à
celle définie par la norme POSIX au préfixe près : le préfixe pmarcel_ remplace le préfixe
pthread_ des fonctions, types, etc. Cela permet ainsi un portage rapide des programmes et
bibliothèques sur MARCEL.
Cependant, l’interface POSIX n’est pas suffisamment riche. Aussi, pour profiter des fonc-
tionnalités supplémentaires offertes par la bibliothèque MARCEL, un programme ou une bi-
bliothèque devra utiliser une interface étendue. Ces fonctions sont préfixées par marcel_.
Outre les nouvelles fonctionnalités, elles reprennent également les fonctions de la norme
POSIX, mais en les optimisant. Cette optimisation, lorsqu’elle est possible, peut prendre
plusieurs formes dont l’utilisation de code en ligne (inline) qui évite un appel de fonction, ou
encore l’abandon de spécificités de la norme POSIX rarement employées. Par exemple, pour
les verrous (mutex), seul le type standard est implémenté pour la version marcel_ alors que
la version pmarcel_ supporte aussi les verrous récursifs ou ceux avec vérification d’erreur.
L’ensemble de ces fonctions définit la personnalitéMarcel ; celle-ci est la personnalité la plus
écartée de la norme mais, en contrepartie, elle offre des optimisations et des fonctionnalités
supplémentaires.
4.2.4.2 Compatibilité et réentrance
L’utilisation de bibliothèques externes peut provoquer des problèmes de réentrance vis-
à-vis des processus légers. Plusieurs cas peuvent se présenter :
1. la bibliothèque n’utilise aucune donnée de classe de stockage globale, elle fonctionne
très bien en environnement multithreadé sans aucune modification ;
2. la bibliothèque utilise des données globales mais rien n’a été prévu pour son utilisation
en environnement multithreadé ;
3. la bibliothèque utilise des données globales mais protège ses structures grâce aux pri-
mitives de synchronisation de processus légers de la norme POSIX.
De nos jours, la plupart des bibliothèques correspondent aux cas 1 ou 3. Mais quelques unes
n’ont pas été modifiées pour supporter le multithreading. C’est le cas de la bibliothèque de
communication bas niveau GM pour les réseaux MYRINET.
Le cas 1 ne pose pas de problème. Pour utiliser une bibliothèque non protégée (cas 2), un
programme multithreadé utilisant MARCEL ou la bibliothèque du système devra protéger
lui-même ses accès à la bibliothèque en question en s’interdisant, par exemple grâce à un
verrou, de lui faire deux appels simultanés.
Le cas 3 est plus problématique : puisque MARCEL gère lui-même les processus légers
utilisateur, le système ne les connaît pas. Et lorsque la bibliothèque demande au système de
protéger les accès à ses variables globales, le système n’est d’aucune aide puisque, de son
point de vue, il n’y a qu’un seul flot d’exécution. Trois approches sont alors possibles pour
gérer cette situation :
recompiler la bibliothèque en lui faisant utiliser les primitives MARCEL plutôt que celles
du système. Cela résout les problèmes ; la bibliothèque peut même utiliser les primi-
tives optimisées de MARCEL. Par contre, cela nécessite le code source de la bibliothèque
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et sa recompilation. Cette solution sera donc plutôt adaptée aux bibliothèques directe-
ment associées au programme développé ;
considérer que la bibliothèque n’est pas protégée des processus légers et la traiter comme
le cas 2. Cette solution sera utilisée quand la bibliothèque n’est pas recompilable
(sources non disponibles) ou que l’effort de recompilation est trop important vis-à-
vis du gain en parallélisme espéré en évitant un verrou global protecteur (cas de la
plupart des bibliothèques propres d’un système) ;
rendre MARCEL compatible au niveau binaire en adoptant dans MARCEL les mêmes
structures que la bibliothèque du système considéré.
Ce dernier cas possède l’immense avantage de rendre automatiquement réentrante vis-à-vis
de MARCEL toute bibliothèque réentrante vis-à-vis de la bibliothèque du système. Toutefois,
cela nécessite une importante adaptation de MARCEL 10. De plus, il faut que la bibliothèque
de processus légers du système soit indépendante du reste du système, en particulier de la
bibliothèque C, sans quoi il faudrait adapter tout le système. Il faut également pouvoir mani-
puler des LWP sans utiliser les processus légers du système. Pour l’instant, cette adaptation
n’a été réalisée que pour le système LINUX sur l’architecture IA32 11.
Lorsque que ce support est possible, cette nouvelle interface constitue ce que nous avons
appelé la personnalité POSIX binaire. Il faut bien noter que devoir respecter les contraintes
supplémentaires imposées par l’ABI de la bibliothèque système oblige parfois à des contor-
sions qui pénalisent les optimisations de notre bibliothèque. Cette personnalité est très utile
pour permettre à des bibliothèques tierces d’être réentrantes vis-à-vis de MARCEL, mais elle
ne permet pas de profiter de toute la richesse de notre bibliothèque.
Afin d’être le plus souple possible, notre bibliothèque permet d’inclure plusieurs person-
nalités lorsqu’elle est compilée. Il est alors de la responsabilité de l’application d’utiliser ces
différentes personnalités de manière cohérente. Un objet (processus léger, verrou, etc.) créé à
travers une personnalité doit toujours être manipulé avec cette même personnalité. En effet,
des objets similaires de deux personnalités différentes, par exemple un verrou « MARCEL »
et un verrou « POSIX binaire » auront très probablement des structures internes différentes.
Appeler pthread_mutex_lock() puis marcel_mutex_unlock() sur le même objet a
de grandes chances de conduire à des erreurs à l’exécution. Dans la pratique, on utilisera les
personnalités :
POSIX binaire pour les bibliothèques tierces déjà compilées ;
POSIX source pour les applications déjà écrites de manière compatible POSIX ;
MARCEL pour bénéficier des fonctionnalités supplémentaires offertes.
4.2.5 Bilan
Pour concevoir la bibliothèque MARCEL nous avons produit un important effort de génie
logiciel. Cet effort structurel était indispensable pour obtenir une bibliothèque facilement
et hautement spécialisable sur de nombreux systèmes et architectures. L’obtention d’une
bibliothèque adaptable et flexible tout en restant efficace a nécessité un travail important
10les structures binaires des objets, par exemple celles codant les verrous, doivent devenir compatibles (même
taille, même utilisation des champs).
11Sur ce système, la bibliothèque de processus léger du système est bien séparée des autres bibliothèques
systèmes. De plus, les LWP peuvent être manipulés à travers l’interface autour de l’appel système clone().
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d’identification des composants et de leur interface. Il a fallu parvenir à identifier les bons
concepts à abstraire de manière à pouvoir écrire un seul code caméléon qui se spécialisera lors
de la compilation.
Reprenons l’exemple emblématique de l’ordonnanceur. Son interface simple et générique
ne contraint pas l’organisation interne. Cela permet d’envisager des ordonnanceurs spéci-
fiques à certaines applications particulières. Par ailleurs, le code de l’ordonnanceur par dé-
faut est écrit de manière portable vis-à-vis des architectures, c’est-à-dire que l’on utilise des
LWP (bibliothèque mixte) ou non (bibliothèque de processus légers de niveau purement uti-
lisateur). Ceci s’obtient grâce à l’utilisation des outils d’abstractions que nous avons conçus
et qui sont intensément utilisés dans le code de l’ordonnanceur. Ces outils se spécialisent
à la compilation. Par exemple, lorsque la bibliothèque à construire est de niveau purement
utilisateur, les primitives de synchronisation interne sont grandement simplifiées12. En dé-
finitive, grâce à la structuration retenue, la bibliothèque est constituée d’un seul code qui
se spécialise à la compilation, facilitant le cycle de vie de notre bibliothèque et celui de ses
programmeurs !
4.3 Réactivité aux entrées/sorties
Un axe important de mes travaux est la prise en compte de la réactivité dans les pro-
grammes multithreadés. Nous avons vu dans la partie 2.3.2 combien cette notion est cruciale
pour les environnements multithreadés complexes dans le cadre du calcul hautes perfor-
mances. Être réactif à un événement suppose d’abord de détecter cet événement. Or, il existe
de nombreuses méthodes de détection, chacune ayant son intérêt et ses inconvénients, mais
chacune imposant aussi une structuration du code applicatif et des contraintes d’utilisation
spécifiques. Après avoir passé en revue les principales méthodes de détection d’événements,
nous verrons comment nous avons abstrait cette diversité au sein de notre bibliothèque, ren-
dant, de ce fait, l’application indépendante (et ignorante) des méthodes de détection réelle-
ment mises en œuvre à l’exécution.
4.3.1 Les diverses méthodes de détection d’événements
Nous nous intéressons ici aux événements générés de manière externe à l’application par
un autre processus, par une bibliothèque indépendante, ou encore par des périphériques
matériels (carte réseau, contrôleur disque, etc.) En effet, il existe suffisamment de moyens
de synchronisation au sein d’une bibliothèque de processus légers (moniteurs, sémaphores,
barrières, etc.) pour pouvoir traiter efficacement les situations où la génération et la réception
d’un événement sont internes au programme multithreadé. Un événement peut être notifié
ou détecté. La notification est réalisée par l’environnement du programme qui modifie son
déroulement normal pour le prévenir alors que la détection est faite à l’initiative du pro-
gramme lui-même. Les méthodes correspondantes seront alors dites respectivement passives
et actives.
12Sans LWP multiples, la synchronisation interne ne requiert pas l’utilisation de mécanismes d’attente active.
Cet aspect est détaillé dans la section 5.1.1.
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4.3.1.1 Les méthodes passives
Dans les méthodes passives, l’événement externe, comme par exemple une interruption
matérielle d’une carte réseau, doit agir sur le programme. Pour des raisons évidentes de sé-
curité, dans les systèmes actuels, une application ne peut pas installer son propre traitant
d’interruptions matérielles en espace utilisateur. Ces dernières sont donc nécessairement ré-
cupérées et gérées par le système d’exploitation. Pour faire propager ce type d’événement
vers une application, les systèmes d’exploitation utilisent deux techniques : les signaux et
les réveils d’appels systèmes bloquants.
À propos des signaux. Au niveau conceptuel, les signaux sont très semblables aux inter-
ruptions matérielles : le flot d’exécution d’un programme (ou d’un processus léger) est inter-
rompu pour exécuter le traitant du signal installé par l’application lors de la délivrance du
signal en question. Les signaux peuvent être ignorés ou masqués. Dans le cas de processus
légers, la norme POSIX considère que les traitants de signaux sont globaux à l’application
alors que les masques de signaux sont propres aux processus légers. Les signaux permettent
donc de détecter des événements extérieurs. Plusieurs contraintes cependant limitent leur
intérêt :
implémentation : la synchronisation des traitants de signaux avec le reste du code doit se
faire à l’aide des fonctions de masquage de signaux. Elle nécessite également une im-
plémentation correcte des signaux POSIX pour les processus légers utilisateur qui, eux
aussi, auront éventuellement à modifier le masque de signal à chaque changement de
contexte. En mode utilisateur, ceci génère des appels systèmes qui rendent coûteuse
cette technique ;
réentrance : les traitants de signaux ne peuvent appeler qu’un sous-ensemble réduit de
fonctions. Alors que de nombreuses bibliothèques sont thread-safe (i.e. peuvent être ap-
pelées depuis des processus légers différents simultanément), très peu sont async-safe
(i.e. peuvent être appelées depuis un traitant de signal à tout instant). Par exemple,
les primitives de synchronisation de processus légers de la norme POSIX (verrous,
conditions, sémaphore, etc.) ne peuvent pas être appelées depuis un traitant de signal
en toute sécurité, ce qui serait utile, par exemple, pour réveiller un processus léger à
l’arrivée d’un événement ;
disponibilité : dans les systèmes actuels, l’arrivée d’un événement ne provoque malheu-
reusement pas systématiquent le déclenchement d’un signal. La norme POSIX AIO
(IEEE STD 1003.1-2001) a standardisé, en partie, l’interface de programmation des
événements. Mais, d’une part, tous les événements d’un système ne sont pas couverts,
d’autre part, les gestionnaires matériels sous-jacents n’implémentent pas nécessaire-
ment cette fonctionnalité. C’est en particulier le cas pour les gestionnaires des cartes
de réseaux rapides comme SCI ou MYRINET.
fonctionnalités : même lorsque le système propose cette interface, elle ne possède pas tou-
jours toutes les fonctionnalités désirées. Ainsi, les noyaux LINUX récents permettent de
générer un signal lorsqu’un descripteur de fichier est disponible. Malheureusement, on
ne peut pas spécifier les états intéressants : si un descripteur de fichier est ouvert en
lecture et en écriture (ce qui est le cas de l’entrée/sortie standard dans un shell) et que
l’on désire attendre des données disponibles en entrée, on risque de recevoir conti-
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nuellement des signaux nous informant qu’il est possible d’écrire dans ce descripteur
de fichier. . .
Les signaux constituent un moyen très pratique à une application pour être alertée des
événements asynchrones. Cependant, cette technique n’est pas toujours disponible tant au
niveau du système d’exploitation qu’à celui du gestionnaire de périphérique. L’absence de
support systématique ou la présence fréquente de mauvaises propriétés comme la non réen-
trance de fonctions à leur encontre expliquent que ce mécanisme ne puisse pas être systéma-
tiquement utilisé.
Appels systèmes bloquants. Les appels systèmes bloquants sont le second moyen pour le
noyau de propager l’arrivée d’une interruption matérielle vers l’espace utilisateur : le pro-
cessus fait un appel au noyau qui le suspend tant que l’événement n’est pas survenu. C’est
le mécanisme généralement utilisé dans la plupart des applications, les appels systèmes blo-
quants par exemple read(), write(), connect().
Ce mécanisme repose sur la possibilité pour le système d’exploitation de suspendre un
flot d’exécution. Ceci constitue un problème dans notre situation13. Si un processus léger
utilisateur effectue un appel système bloquant, l’ensemble des processus légers sera alors
bloqué ! En effet, le noyau n’ayant pas connaissance des autres processus légers utilisateur, il
ne peut pas leur donner la main. Dans le cas d’une bibliothèque à deux niveaux, seul le LWP
dans lequel un processus léger utilisateur a exécuté un appel système bloquant est suspendu.
Les autres LWP peuvent continuer à s’exécuter. Cependant, les bibliothèques à deux niveaux
cherchent à exploiter au mieux les machines multiprocesseurs en créant autant de LWP que
de processeurs. Aussi, chaque appel système bloquant réduit fortement les moyens de calcul
disponibles pour l’application.
En pratique, les applications utilisant une bibliothèque de processus légers de niveau
utilisateur évitent les appels systèmes bloquants, soit explicitement lors de leur écriture, soit
par un détournement des fonctions incriminées par la bibliothèque de processus légers elle-
même. Des versions non bloquantes de ces primitives sont alors utilisées, associées à des
mécanismes d’attente active (scrutation).
4.3.1.2 Les méthodes actives
Nous avons vu les deux principales techniques utilisées par les systèmes d’exploitation
pour notifier l’arrivée d’un événement aux applications. Voyons maintenant comment une
application peut détecter elle-même la disponibilité d’un événement sans pour autant se
bloquer. Les techniques classiques de détection sont l’utilisation d’un appel système non
bloquant ou la consultation d’un emplacement mémoire : certains réseaux rapides comme
SCI permettent de réaliser ainsi des communications entièrement en espace utilisateur. Si
l’on désire capter des événements dont l’arrivée est temporellement imprévisible, il est alors
nécessaire de scruter régulièrement l’état de la ressource. Le problème qui se pose alors aux
applications est de mettre en œuvre une scrutation régulière.
Pour les programmes séquentiels, la mise en œuvre d’une telle scrutation revient à la
simple insertion de tests dans le code source. On trouve ainsi de nombreux programmes
MPI utilisant des communications asynchrones dont le code contient des appels à la fonc-
tion mpi_testany(). Le compilateur peut également aider le programmeur en insérant
13Tous nos processus légers applicatifs sont de niveau utilisateur.
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ces scrutations à des endroits judicieusement déterminés par analyse du code et des graphes
d’appels. Cependant, cette analyse n’est pas si aisée et fait encore l’objet de travaux de re-
cherche [Joh95]. Évidemment, si le programme appelle des fonctions d’une bibliothèque ex-
térieure, aucune scrutation ne sera effectuée durant ces appels.
Un programme multithreadé peut profiter de la multiplicité des flots d’exécution en dé-
léguant la scrutation à un processus léger. La difficulté est de faire en sorte que ce processus
léger prenne la main à intervalle régulier, afin de garantir une certaine fréquence de scru-
tation. En effet, s’il a la main trop souvent, il consommera trop de temps de calcul au dé-
triment de l’application. S’il a rarement la main, un événement pourra attendre longtemps
avant d’être pris en compte, rendant l’application peu réactive. Les interfaces standards des
bibliothèques de processus légers offrent peu de moyens pour régler la fréquence d’ordon-
nancement d’un processus léger : elles proposent la fonction yield() qui interrompt le
processus léger courant pour redonner la main à l’ordonnanceur, et parfois, une gestion des
priorités14. La fonction yield() ne permet pas de garantir la fréquence des scrutations :
plus le système aura de processus légers, moins le processus léger effectuant la scrutation
aura la main, et donc, moins le programme sera réactif. Les priorités ne permettent pas non
plus de résoudre ce problème : la priorité des processus scrutateurs devrait être fonction du
nombre total de processus légers 15. Les techniques standards manquent d’adaptabilité et
n’offrent pas de solution satisfaisante à ce problème.
4.3.1.3 Discussion
Nous avons présenté les deux grandes familles de techniques permettant de récolter des
événements externes. Comme souvent, aucune technique n’est meilleure qu’une autre dans
l’absolu ; son efficacité dépend de son contexte d’utilisation. Parfois même, combiner plu-
sieurs techniques permet d’obtenir une meilleure réactivité. Ainsi, dans [LRBB96], un sys-
tème multithreadé de niveau utilisateur utilise à la fois la scrutation et les interruptions pour
réagir aux événements issus d’un réseau de type MYRINET. Comme cette technologie per-
met aux applications de dialoguer avec la carte réseau sans passer par le noyau, le coût d’une
scrutation est très faible. Aussi, dans le prototype développé, la scrutation est-elle utilisée
lorsqu’aucun processus léger n’est prêt et évite-t-elle le surcoût d’une interruption maté-
rielle. En revanche, lorsque des processus légers sont ordonnancés, rendant difficile la mise
en place d’une scrutation régulière, les messages réseaux génèrent alors des interruptions16.
Remarquons également que l’utilisation d’une technique particulière telle que les si-
gnaux, les appels systèmes bloquants et la scrutation influence la structure générale du pro-
gramme. Ceci pose les problèmes suivants :
– une fois la technique choisie, l’application devient dépendante de cette technique et
difficilement portable sur des architectures où cette méthode n’est pas utilisable ;
– le choix de la solution optimale dépend fortement du contexte d’exécution. Par
exemple, les appels systèmes bloquants sont optimaux pour les connections TCP, pas
14Certains systèmes comme LINUX requièrent des droits d’administration pour qu’une application puisse
utiliser des priorités fortes, appelées « priorités temps réel ».
15Dans un programme avec peu de processus légers, celui effectuant les scrutations ne devra pas avoir une
priorité trop élevée pour ne pas consommer trop de temps processeur. En revanche, en présence de nombreux
processus légers, il devrait avoir une priorité importante pour prendre la main régulièrement.
16Le comportement intelligent de la carte réseau (générer ou non des interruptions) est rendu possible grâce
aux possibilités de programmation des cartes MYRINET.
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nécessairement pour un réseau rapide de type MYRINET. Or, l’application ne connaît
pas nécessairement à l’avance sur quel réseau elle fonctionnera ;
– de nouvelles techniques peuvent être introduites, par exemple l’interface epoll
[Lib01] des noyaux LINUX 2.6.
Aussi, afin d’adapter facilement une application aux nombreuses techniques de récolte
d’événements présentes ou à venir, il semble judicieux d’abstraire ces services et de les pro-
poser à l’application à travers une interface uniforme. La conception de ce nouveau service
devra prendre en compte des contraintes issues des environnements multithreadés (appels
systèmes bloquants, fréquence de scrutation, etc.)
4.3.2 Notre proposition : un serveur uniforme d’événements asynchrones
Afin de résoudre au mieux le problème de réactivité des applications multithreadées,
nous proposons de créer un serveur d’événements asynchrones. L’idée est qu’à son démarrage,
l’application enregistre des fonctions de rappels (callbacks) auprès du serveur. Lorsqu’un
processus léger est en attente d’un événement, il soumet sa requête au serveur qui utilise
alors un ou plusieurs callbacks pour déterminer si l’événement est présent. Cette structura-
tion autour d’un serveur d’événements permet de bien séparer l’application de la méthode
de détection employée. Mais l’élément primordial de notre proposition est d’intégrer ce ser-
veur, non pas à la bibliothèque de communication, mais bien à celle des processus légers, et
ce, pour plusieurs raisons :
Un choix éclairé de la méthode de détection. L’enregistrement d’un callback n’étant réalisé
qu’à l’exécution, il est possible d’utiliser la méthode de détection la plus performante pour
la configuration courante.
Une synchronisation plus aisée. L’intégration du serveur à la bibliothèque permet de pro-
poser des primitives très adaptées de synchronisation entre les processus légers et les call-
backs. Ainsi, les primitives classiques de synchronisation n’ont pas à subir de surcoût comme,
par exemple, désactiver les signaux.
Une fréquence de scrutation garantie. Dans le cas où le serveur a sélectionné la scrutation
comme méthode de détection, l’intégration du serveur à la bibliothèque de processus légers
permet d’assurer une fréquence de scrutation constante. En effet, ce n’est plus un processus
léger qui doit prendre la main régulièrement pour faire la scrutation. Les callbacks peuvent
désormais être appelés régulièrement, par exemple à chaque changement de contexte, in-
dépendamment du nombre de processus légers en exécution et indépendamment de leurs
priorités.
Une scrutation plus efficace. Lorsqu’un processus léger demande au serveur un événe-
ment qu’il faut scruter, l’ordonnanceur place ce processus dans l’état bloqué jusqu’à l’arrivée
de l’événement. La charge de l’ordonnanceur est alors réduite puisqu’on évite les change-
ments de contexte nécessaires à la scrutation classique : l’exécution régulière des callbacks
de scrutation par la bibliothèque ne nécessite pas l’ordonnancement du processus léger en
attente.
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4.3(a) L’application enregistre les paramètres qui seront utilisés pour MPI dans l’ordonnanceur :
les fonctions de rappel à utiliser (pour scruter, agréger les requêtes, etc.), et la fréquence de
scrutation (le nombre de quanta de temps entre chaque scrutation).
4.3(b) Deux processus légers utilisateur B et C ont soumis une requête de détection d’événements
à l’ordonnanceur. Ils sont mis dans l’état endormi et enlevés de la liste des processus légers
prêts. L’ordonnanceur utilise la fonction de rappel enregistrée group pour agréger les requêtes.
4.3(c) L’ordonnanceur scrute le réseau tous les n changements de contexte en utilisant la fonction
de rappel poll. Comme les deux requêtes sont agrégées, un seul appel à MPI est nécessaire.
4.3(d) L’événement attendu est survenu. L’ordonnanceur réveille le processus léger correspondant
(ici le processus léger C). Il utilise la fonction de rappel group pour agréger les requêtes res-
tantes (ici, une seule).
FIG. 4.3 – Un scénario MPI avec scrutation.
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De plus, la centralisation des requêtes permet d’en factoriser certaines, ce qui est particu-
lièrement intéressant lorsque la scrutation se fait par un appel système non bloquant. Ainsi,
lorsque plusieurs processus légers attendent des événements sur des descripteurs de fichiers
différents, la factorisation permet d’interroger l’état de l’ensemble de ces descripteurs de fi-
chier en un seul appel système (un select() multiple) au lieu d’un appel système non
bloquant par processus léger en attente.
4.3.3 Présentation de l’interface du serveur d’événements
L’un des objectifs du serveur d’événements est de rendre l’application indépendante des
méthodes de détection employées. Pour ce faire, il est doté de deux interfaces : celle qui
permet aux applications d’interroger le serveur et celle qui permet d’indiquer au serveur les
méthodes de détection disponibles. Généralement, ces deux interfaces seront utilisées non
pas directement par le code applicatif, mais plutôt par une bibliothèque de communication.
À son initialisation, cette bibliothèque fournira au serveur les méthodes de détection, puis
elle redirigera vers le serveur les requêtes des processus légers.
4.3.3.1 Interface d’interrogation du serveur d’événements
Cette interface doit être neutre (i.e. ne pas imposer un paradigme particulier) et permettre
d’implémenter facilement les interfaces classiques des bibliothèques de communication. Ces
interfaces peuvent être regroupées en deux grandes familles :
les interfaces synchrones : le flot d’exécution est suspendu en attente de l’événement.
C’est, par exemple, le cas de la plupart des opérations sur les descripteurs de fi-
chier dans leur état par défaut (appels systèmes read(), write(), connect(), etc.).
C’est également le cas pour les primitives MPI synchrones, c’est-à-dire MPI_send(),
MPI_recv(), etc. ;
les interfaces asynchrones : le flot d’exécution n’est jamais suspendu à la demande d’évé-
nement ; en cas d’échec de la requête, le programme devra, selon le cas, soit soumettre
à nouveau sa demande, soit tester l’arrivée de l’événement lorsque la demande est
mémorisée par le système. C’est ainsi, par exemple, le cas des opérations sur les des-
cripteurs de fichier dans leur état non bloquant ; ces opérations, plutôt que de blo-
quer le flux d’exécution, retournent une erreur et la variable errno est positionnée
à EAGAIN. C’est aussi le cas avec MPI, où l’on peut soumettre des envois ou des ré-
ceptions avec MPI_isend() ou MPI_irecv() qui retournent immédiatement, sans
attendre la terminaison de la communication ; cette terminaison peut alors être testée
avec MPI_test() ou attendue avec MPI_wait().
Dans un programme séquentiel, le choix de l’une ou l’autre de ces familles d’interfaces
influe profondément sur l’organisation du code applicatif. Cela est moins vrai dans le cas
de programmes multithreadés. Il est effectivement facile d’écrire une interface synchrone à
partir d’une interface asynchrone : il suffit d’attendre en continu l’événement. Dans le cas
d’environnements multithreadés, la réciproque est vraie aussi : il est possible de créer un
processus léger supplémentaire qui utilisera l’interface synchrone sans bloquer le processus
léger exprimant sa requête.
Nous avons préféré doter le serveur d’événements d’une interface synchrone : si le pro-
grammeur préfère l’asynchronisme, il utilisera les processus légers avec tous les mécanismes
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/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Fonctions à l’usage des threads applicatifs
∗/
/∗ Attribut pouvant être attaché aux événements ∗/
enum {
/∗ Désactive la requête lorsque survient l’occurrence
∗ suivante de l’événement ∗/
MARCEL_EV_ATTR_ONE_SHOT=1,
/∗ Ne réveille pas les threads en attente d’événements du
∗ serveur (ie marcel_ev_server_wait())∗/
MARCEL_EV_ATTR_NO_WAKE_SERVER=2,
};
/∗ Un raccourci pratique des fonctions suivantes, utile si l’on ne
∗ soumet la requête qu’une seule fois. Les opérations suivantes sont
∗ effectuées : initialisation, soumission et attente d’un
∗ événement avec ONE_SHOT positionné ∗/
int marcel_ev_wait(marcel_ev_server_t server, marcel_ev_req_t req,
marcel_ev_wait_t wait, marcel_time_t timeout);
/∗ Initialisation d’un événement
∗ (à appeler en premier si l’on utilise autre chose que marcel_ev_wait) ∗/
int marcel_ev_req_init(marcel_ev_req_t req);
/∗ Ajout d’un attribut spécifique à une requête ∗/
int marcel_ev_req_attr_set(marcel_ev_req_t req, int attr);
/∗ Soumission d’une requête (le serveur PEUT commencer à scruter si cela
∗ lui convient) ∗/
int marcel_ev_req_submit(marcel_ev_server_t server, marcel_ev_req_t req);
/∗ Abandon d’une requête et retour des threads en attente sur cette
∗ requête (avec le code de retour fourni) ∗/
int marcel_ev_req_cancel(marcel_ev_req_t req, int ret_code);
/∗ Attente bloquante d’un événement sur une requête déjà enregistrée ∗/
int marcel_ev_req_wait(marcel_ev_req_t req, marcel_ev_wait_t wait,
marcel_time_t timeout);
/∗ Attente bloquante d’un événement sur une quelconque requête du serveur ∗/
int marcel_ev_server_wait(marcel_ev_server_t server, marcel_time_t timeout);
/∗ Renvoie une requête survenue n’ayant pas l’attribut NO_WAKE_SERVER
∗ (utile au retour de server_wait())
∗ À l’abandon d’une requête (wait, req_cancel ou ONE_SHOT) la requête
∗ est également retirée de cette file (donc n’est plus consultable) ∗/
marcel_ev_req_t marcel_ev_get_success_req(marcel_ev_server_t server);
FIG. 4.4 – Prototype des pricipales fonctions de l’interface d’utilisation du serveur d’événe-
ments
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de synchronisation associés (verrous, conditions, etc.). De plus, une interface synchrone per-
met de suspendre un processus léger lorsqu’il attend une requête et donc d’alléger un peu
la charge de l’ordonnanceur qui aura moins d’entités à gérer. La demande d’un événement
se fait en plusieurs étapes :
1. initialisation d’une structure décrivant la requête ;
2. soumission de la requête au serveur d’événements en la rattachant au groupe d’évé-
nements dont elle dépend (afin de désigner l’ensemble des callbacks qui seront utilisés
pour la gérer) ;
3. attente d’un événement (avec suspension du processus léger en attente) ;
4. annulation éventuelle d’une requête.
Distinguer la soumission de la requête et l’attente proprement dite de l’événement
permet quelques optimisations. Tout d’abord, il devient possible d’anticiper des requêtes
comme l’illustre le scénario suivant : à l’ouverture d’une connexion réseau, le programme
enregistre une requête afin d’initier la scrutation. À la demande effective de l’événement
(un processus léger veut réellement lire des données), il est possible que le résultat puisse
être disponible immédiatement. Ensuite, cette distinction permet d’éviter la répétition de
l’enregistrement d’une requête lorsque l’on désire plusieurs occurrences d’un événement.
Par exemple, lorsque l’on veut lire successivement plusieurs données dans une connexion
réseau, la requête ne sera enregistrée qu’à l’ouverture de la connexion et non à chaque de-
mande d’événement. Enfin, cette séparation autorise une factorisation des requêtes (comme
la primitive select pour les opérations sur les descripteurs de fichiers), permettant d’at-
tendre un événement quelconque parmi l’ensemble des requêtes enregistrées.
Le prototype de ces fonctions est donné dans la Figure 4.4. L’annexe A contient la totalité
de l’interface de MARCEL concernant le serveur d’événements.
4.3.3.2 L’enregistrement et les callbacks
Afin de pouvoir répondre aux requêtes qui lui sont soumises, le serveur d’événements
doit être informé de toutes les fonctions de détection disponibles ; en présence de plu-
sieurs méthodes de détection d’un même événement, MARCEL choisira la fonction la plus
adaptée au système sous-jacent. À cette fin, la bibliothèque enregistre les informations
propres à la détection des événements qu’elle gère dans une structure particulière (struct
marcel_ev_server) ; ses requêtes seront alors rattachées à cette structure lors de leur sou-
mission. Ces informations sont enregistrées avec deux fonctions :
marcel_ev_server_add_callback() qui permet d’enregistrer un callback supplémen-
taire (les différents types de callbacks pouvant être enregistrés sont décrits par la suite) ;
marcel_ev_server_set_poll_settings() qui permet de choisir des paramètres
propres à la scrutation active.
Lorsque la bibliothèque inscrit ses callbacks, MARCEL met à sa disposition un ensemble de
macros et de fonctions17 lui permettant de connaître l’ensemble des requêtes soumises, de
signaler une requête prête, de réveiller un processus léger en attente sur une requête, etc.
17le fichier en-tête est présenté en annexe A.
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Appels systèmes bloquants. Comme nous l’avons vu dans la partie 4.3.1.1, les appels sys-
tèmes bloquants ne sont pas toujours opérationnels avec des bibliothèques de processus
légers utilisateur. Aussi faut-il envisager leur substitution. Dans ce cas, il est quand même
parfois possible d’utiliser un appel système bloquant unique (à la select()) pour l’en-
semble des requêtes soumises. Pour cela, il faut pouvoir :
1. rassembler l’ensemble des requêtes en un seul appel ;
2. rajouter une requête à celles déjà en attente ;
3. abandonner l’attente en cours.
Cette solution permet d’envisager l’utilisation d’un processus léger de niveau noyau spé-
cifique pour l’attente de ces événements. Ce processus léger noyau serait alors bloqué sur
l’appel système, sauf en cas d’événement, et ne perturberait pas le reste de la bibliothèque
de processus légers.
Pour les appels systèmes bloquants, cinq types de callbacks peuvent ainsi être renseignés :
MARCEL_EV_FUNCTYPE_BLOCK_WAITONE doit attendre un événement avec un appel sys-
tème bloquant ;
MARCEL_EV_FUNCTYPE_UNBLOCK_WAITONE doit interrompre l’appel système précé-
dent ;
MARCEL_EV_FUNCTYPE_BLOCK_WAITANY doit attendre avec un seul appel système blo-
quant que l’une quelconque des requêtes en attente soit satisfaite ;
MARCEL_EV_FUNCTYPE_UNBLOCK_WAITANY doit interrompre l’appel système précé-
dent ;
MARCEL_EV_FUNCTYPE_BLOCK_GROUP est appelé chaque fois qu’une re-
quête est ajoutée ou supprimée dans la liste de celles que doit gérer
MARCEL_EV_FUNCTYPE_BLOCK_WAITANY.
Scrutation active. Placer directement dans l’ordonnanceur le support de scrutation active
des événements permet d’assurer une fréquence de scrutation quasi constante, indépen-
dante du nombre de processus légers en exécution sur le système. Les paramètres de cette
scrutation sont définis par la fonction marcel_ev_server_set_poll_settings() qui
permet de choisir à quel(s) instant(s) la scrutation doit être effectuée : tous les n quanta
de temps, au changement de contexte, à chaque appel de fonction de la bibliothèque de
processus légers et/ou pendant l’exécution de idle() (i.e. lorsqu’aucun processus léger
n’est prêt). La scrutation peut aussi être déclenchée manuellement par l’application (fonc-
tion marcel_ev_poll_force()).
Trois callbacks sont associés à la scrutation :
MARCEL_EV_FUNCTYPE_POLL_POLLONE doit scruter l’état d’une requête particulière ;
MARCEL_EV_FUNCTYPE_POLL_POLLANY doit scruter l’ensemble des requêtes en attente ;
MARCEL_EV_FUNCTYPE_POLL_GROUP est appelé chaque fois qu’une requête est ajoutée
ou supprimée.
Ce dernier callback permet de factoriser les requêtes en attente afin que le callback
POLL_POLLANY soit plus efficace. Par exemple, pour des descripteurs de fichiers, le callback
POLL_GROUP construira un ensemble de descripteurs de fichier regroupant tous ceux des
requêtes en attente et le callback POLL_POLLANY utilisera cet ensemble pour ne faire qu’un
seul appel système non bloquant à select().
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FIG. 4.5 – Exemple d’utilisation de la scrutation du serveur avec un réseau MPI
/* Structure contenant les variables du serveur d’événements MPI */
typedef struct MPI_server {
/* Le type opaque de tout ensemble d’événements géré par Marcel */
struct marcel_ev_server mserver;
/* Données propres à cet ensemble d’événements,
dans ce cas, il s’agit du nombre et du tableau des requêtes enregistrées.
Ces variables sont utilisées par les callbacks (cf. Figure ~4.6(c)) */
int count;
MPI_Request requests[MAX_MPI_REQUEST];
} *MPI_server_t;
/* Variable globale définissant notre serveur */
struct MPI_server MPI_server = {
.server=MARCEL_EV_SERVER_INIT(MPI_server.mserver, "MPI I/O"),
.count=0,
};
void init(void) {
/* Fonctions de rappels qui seront appelées par Marcel */
marcel_ev_server_add_callback(&MPI_server.mserver,
MARCEL_EV_FUNCTYPE_POLL_GROUP, &MPI_group);
marcel_ev_server_add_callback(&MPI_server.mserver,
MARCEL_EV_FUNCTYPE_POLL_POLLANY, &MPI_poll);
/* Points de scrutation et fréquence */
marcel_ev_server_set_poll_settings(&MPI_server.mserver,
MARCEL_POLL_AT_TIMER_SIG|MARCEL_POLL_AT_YIELD|MARCEL_POLL_AT_IDLE, 1);
/* Démarrage du serveur */
marcel_ev_server_start(&MPI_server.mserver);
}
(a) Enregistrement des callbacks de scrutation
/* Structure contenant les variables relatives à une requête MPI */
typedef struct MPI_req {
/* Le type opaque de toute requête gérée par notre bibliothèque */
struct marcel_ev_req mreq;
/* Les données propres aux requêtes MPI */
MPI_Request request;
} *MPI_req_t;
int foo(...) {
struct MPI_req MPI_req;
struct marcel_ev_wait mwait;
...
/* On appelle une fonction MPI asynchrone pour éviter de bloquer... */
MPI_Irecv(buf, size, ..., &MPI_ev.request);
/* ... et on attend sa terminaison avec notre mécanisme.
Ainsi les autres processus légers peuvent s’exécuter. */
marcel_ev_wait(&MPI_ev_server.mserver, &MPI_req.mreq, &mwait, 0);
...
}
(b) Utilisation du service
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/* Factorisation des requêtes */
int MPI_group(marcel_ev_server_t server, marcel_ev_op_t op,
marcel_ev_req_t req, int nb_ev, int option) {
MPI_server_t MPI_server=struct_up(server, struct MPI_server, mserver);
MPI_req_t MPI_req;
MPI_server->count=0;
/* Itérateur sur les requêtes enregistrées */
FOREACH_REQ_POLL(MPI_req, server, mreq) {
MPI_server->requests[MPI_server->count++] = MPI_req->request;
}
return 0;
}
/* Fonction de scrutation appelée une fois pour toutes les requêtes */
int MPI_poll(marcel_ev_server_t server, marcel_ev_op_t op,
marcel_ev_req_t req, int nb_ev, int option) {
MPI_server_t MPI_server=struct_up(server, struct MPI_server, mserver);
int index, flag;
MPI_Testany(MPI_server->count, MPI_server->requests, &index, &flag, ...);
if (flag) {
MPI_req_t MPI_req;
FOREACH_REQ_POLL(MPI_req, server, mreq) {
if (MPI_req->request == MPI_server->requests[index]) {
/* Signalisation d’une requête satisfaite */
MARCEL_EV_REQ_SUCCESS(&MPI_req->mreq);
break;
}
}
}
return 0;
}
(c) Implémentation des callbacks de scrutation
Cette figure illustre la manière d’utiliser notre serveur d’événements. Nous considérons ici que nous utilisons MPI pour
communiquer. Nous ne voulons pas utiliser directement des primitives bloquantes pour ne pas risquer de bloquer l’ensemble
des processus légers. Nous demandons donc à MARCEL de nous signaler la fin de nos communications.
4.6(a) Il s’agit d’enregistrer les callbacks qui pourront être utilisés par MARCEL par la suite. Afin de ne pas surcharger
cet exemple, nous ne fournissons à MARCEL que les callbacks permettant de faire de la scrutation, et non ceux lui
permettant de faire éventuellement des appels bloquants.
4.6(b) On utilise marcel_ev_wait() pour attendre l’événement. Cette fonction prend quatre arguments :
– le serveur MARCEL pour savoir quels callbacks il faudra utiliser ;
– la requête à enregistrer avant d’attendre et à supprimer une fois l’événement survenu. Ces opérations sont ef-
fectuées automatiquement par marcel_ev_wait(), mais il est possible de les réaliser séparément (voir le
prototype des autres fonctions sur la Figure 4.4 page 71) ;
– une structure opaque à l’application (struct marcel_ev_wait) dontMARCEL se sert pour gérer l’attente.
– un timeout à 0 ici car non utilisé.
4.6(c) callbacks utilisés parMARCEL. Le premier est utilisé à chaque fois qu’une requête est soumise ou retirée. Le second
est utilisé chaque fois qu’une scrutation est effectuée.
On remarquera que pour le serveur et les requêtes, nous avons défini une structure englobant la structure opaque de
MARCEL et des variables propres à MPI. La macro struct_up() (utilisée par exemple dans les callbacks) permet de
retrouver l’adresse de la structure englobante connaissant celle de la structure interne (à l’aide du type et du nom du champ
correspondant).
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Signaux. L’utilisation de signaux pour détecter des événements ne nécessite pas d’inter-
face supplémentaire. Il suffit d’utiliser les mécanismes de scrutation active décrits précé-
demment en désactivant la scrutation périodique, tout en forçant cette scrutation depuis le
traitant du signal.
4.3.4 Bilan
Auparavant, les applications devaient intégrer directement dans leur code des méca-
nismes de détection d’événements. Dans le cas d’applications multithreadées, chaque pro-
cessus léger détectait lui-même ses événements. Cela conduisait à une redondance de code,
mais surtout à une structuration du code autour du mécanisme de détection choisi et à un
arbitrage difficile à gérer entre les différents processus légers en compétition. Un serveur de
détection d’événements permet d’éviter la duplication du code de détection ; mais il per-
met surtout d’abstraire ce code de l’application. Cette dernière n’est plus dépendante des
techniques qui seront effectivement employées à l’exécution du programme pour récolter
les événements. De plus, la centralisation des requêtes au sein d’un unique composant per-
met d’en factoriser certaines, diminuant ainsi le coût global de la détection des événements.
En outre, les bibliothèques de processus légers de niveau utilisateur ou mixte sont souvent
contraintes d’utiliser des mécanismes de scrutation. L’intégration d’un serveur de détection
à une bibliothèque de processus légers permet alors d’assurer une fréquence de scrutation
constante, indépendante du nombre de processus légers ordonnancés et, par conséquent,
permet de garantir à l’application une borne de réactivité (égale au quantum de temps de la
bibliothèque).
Notons que notre approche permet également d’utiliser des appels systèmes bloquants
pour la détection d’événements, sous réserve que la bibliothèque de processus légers les gère
correctement. Malheureusement, rares sont bibliothèques de processus légers de niveau uti-
lisateur prenant en compte les appels systèmes bloquants. Nous allons aborder ce problème
dans la section suivante.
4.4 Prolongation dans le système : les activations
La borne de réactivité d’une application utilisant la scrutation est au mieux égale au
quantum utilisé par l’ordonnanceur. Pour obtenir une meilleure réactivité, on peut augmen-
ter la fréquence de scrutation en truffant (manuellement ou automatiquement) le code de
demande de scrutations, au risque de rendre cette scrutation très coûteuse. Une autre so-
lution est de permettre l’emploi des appels systèmes bloquants au sein de processus légers
de niveau utilisateur. Pour cela, il faut mettre en place un nouveau mécanisme : les Sche-
duler Activations. Ce mécanisme a été proposé par Anderson et al. en 1991[ABLL91]. Après
avoir exposé le concept original, nous présenterons notre adaptation de ce concept au calcul
hautes performances.
4.4.1 Concept original
Le but premier des Scheduler Activations est de permettre l’emploi d’appels systèmes blo-
quants dans les bibliothèques de processus légers de niveau utilisateur. L’idée principale est
de faire coopérer l’ordonnanceur du système (ordonnanceur des LWP) et celui de l’appli-
cation (ordonnanceur des processus légers de niveau utilisateur). Chaque fois que le noyau
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exécute une action d’ordonnancement affectant un quelconque processus léger de l’appli-
cation, alors l’application en est informée et a l’opportunité de prendre des décisions pour
(ré)ordonnancer les processus légers utilisateur sous son contrôle.
Cette coopération bidirectionelle entre les ordonnanceurs s’effectue par des appels sys-
tèmes dans le sens espace utilisateur vers noyau et par des upcalls dans le sens noyau vers ap-
plication. Le noyaumet à la disposition de l’application un certain nombre de LWP que nous
appellerons activations. Le noyau se sert alors des upcalls (similaires aux traitants de signaux
mais avec des paramètres différents) pour permettre à l’application de réagir lorsque ses ac-
tivations sont ordonnancées sur un processeur ou, à l’inverse, lorsqu’elles perdent l’usage
du processeur sur lequel elles s’exécutaient.
4.4.1.1 Modèle original
Le modèle des Scheduler Activations proposé par Anderson est fondé sur deux principes :
(1) le système d’exploitation a le contrôle de l’allocation des processeurs physiques aux dif-
férents processus et (2) l’application connaît, à chaque instant, les processeurs qui lui sont
alloués. Le système d’exploitation a ainsi la possibilité de changer le nombre de processeurs
assignés à une application au cours de l’exécution de celle-ci. De son côté, l’application a un
contrôle total sur les processus utilisateur s’exécutant sur les processeurs qui lui sont alloués.
Elle peut alors rendre un processeur au système d’exploitation ou, au contraire, en obtenir
de nouveaux selon ses besoins et les disponibilités.
Le noyau peut faire remonter à l’application quatre types d’informations :
New(numéro processeur) : une nouvelle activation (processeur virtuel) est disponible.
L’application peut ordonnancer un processus utilisateur dessus ;
Preemption(numéro activation préemptée et état du processus léger) :
une activation a été préemptée (le processeur a été donné à une autre application, etc.)
Le processus léger interrompu est remis dans la liste des processus légers prêts (l’état
fourni permettra de le redémarrer) ;
Block(numéro activation) : l’activation est bloquée (appel système bloquant, faute de
page, etc.) et n’utilise plus son processeur ;
Unblock(numéro activation et état du processus léger) : le processus lé-
ger bloqué peut désormais être remis dans la liste des processus légers prêts.
Ces informations peuvent être regroupées au sein d’un même upcall. Ainsi, comme
l’illustre la Figure 4.6, une nouvelle activation est créée lors d’un appel système bloquant
(au blocage même de l’activation) ; l’upcall correspondant contient les informations New()
et Block(). De même, au moment du réveil, l’upcall contiendra les trois informations sui-
vantes : Unblock() accompagné de l’état du processus léger de l’activation réveillée, New()
signifiant que cette nouvelle activation est disponible et Preemption() accompagné de
l’état du processus léger de l’activation qui a été préemptée pour attribuer son processeur à
l’activation exécutant l’upcall.
Dans ce modèle, une activation est créée lorsque le noyau a besoin de transmettre des
informations à l’application via un upcall. Un processus léger s’exécute alors en son sein jus-
qu’à ce que l’activation se bloque ou soit préemptée. L’activation alors suspendue ne repren-
dra jamais la main, mais le processus léger qui s’y exécutait pourra continuer son exécution
sur une autre activation dès que son état aura été transmis à l’application (via les upcalls
Unblock() ou Preempt()).
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4.6(d) Le processus léger utilisateur 1 s’exécute au sein de l’activation A liée à un processeur.
4.6(e) Le processus léger utilisateur 1 exécute un appel système qui bloque l’activationA. Une autre
activation B est créée et démarrée. Elle exécute alors un autre processus léger utilisateur 2.
4.6(f) Une interruption matérielle survient qui réveille l’activation bloquée A. Elle ne peut redé-
marrer car elle n’a pas de processeur disponible.
4.6(g) Une nouvelle activation C est créée pour informer l’application du réveil. L’activation C ob-
tient le processeur (l’activationB est donc préemptée) et elle peut alors choisir quel processus
léger utilisateur exécuter. Les activations A et B peuvent être détruites une fois que l’état des
processus légers utilisateur qui s’exécutaient en leur sein a été envoyé à l’application grâce à
l’upcall.
FIG. 4.6 – Appel système bloquant avec les Scheduler Activations
4.4.1.2 Discussion
Le modèle original des Scheduler Activations a été implémenté au sein de TOPAZ, le sys-
tème d’exploitation natif des stations de travail multiprocesseurs DEC SRC FIREFLY. Le
code de cette implémentation n’est malheureusement pas disponible car ce logiciel est sous
licence propriétaire et interdit de diffusion. En cherchant à utiliser ce modèle pour nos tra-
vaux, nous avons identifié plusieurs caractéristiques limitant la possibilité d’obtenir une im-
plémentation efficace pour le calcul hautes performances.
Nombreux transferts de données. Le modèle original requiert de nombreuses et (relati-
vement) volumineuses communications entre le noyau et l’application. Nombreuses, parce
qu’à chaque préemption le noyau en informe l’application. Or, les préemptions sont fré-
quentes dans les systèmes d’exploitation à temps partagé comme LINUX. Même si la ma-
chine est réservée à l’exécution d’une seule application (ce qui n’est pas absurde dans le
cadre du calcul parallèle intensif), les démons du système d’exploitation ou du noyau re-
prennent périodiquement la main.
Les communications ont un volume important puisque les informations apportées par
Preemption() et Unblock() contiennent l’état complet d’un processus léger18. De plus,
18Suivant le processeur, l’état complet d’un processus léger prend plus ou moins de place. Un processeur de
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Preemption() est une information fréquemment communiquée car la probabilité que le
système ait un processeur disponible pour exécuter un upcall donné est faible, ce qui est sou-
haitable ! Ainsi, simplement pour pouvoir s’exécuter, chaque upcall contiendra en moyenne
au moins une19 information Preemption().
Réentrance des upcalls. Une difficulté importante du modèle d’Anderson concerne la ré-
entrance des upcalls. En effet, une préemption peut survenir à tout instant en réponse à une
modification du nombre de processeurs disponibles pour l’application. Par conséquent, le
code applicatif, en particulier celui des upcalls, doit être réentrant ou protégé. Cela pose deux
difficultés.
La première concerne les sections critiques du code. Lorsqu’une activation est préemp-
tée alors que son processus léger est dans une section critique, il est crucial que ce processus
léger soit réordonnancé au plus tôt. On risque sinon d’obtenir le dead-lock suivant : si le
verrou protégeant la liste des processus légers prêts est détenu par le processus léger pré-
empté, tout autre processus léger voulant passer la main à ce dernier attendra indéfiniment
le verrou. Anderson et al résolvent cette difficulté d’astucieuse façon : les processus légers in-
terrompus en section critique sont réordonnancés immédiatement mais, au relâchement du
verrou, le contrôle revient au traitement classique de l’upcall. Pour obtenir ce comportement
à faible coût, le code des sections critiques est dupliqué automatiquement à la compilation,
la copie redirigeant le flot d’exécution vers le traitement de l’upcall. Le basculement du code
original à celui de la copie est effectué dans l’upcall lorsque l’on découvre que le processus
léger interrompu était en section critique. Toutefois, ce mécanisme devrait être complexifié si
on autorise un processus léger à prendre plusieurs verrous simultanément, situation banale
lorsqu’on désire réduire les contentions des sections critiques sur machines SMP.
La seconde difficulté concerne la pile utilisateur nécessitée par l’exécution d’un upcall.
Une solution possible est que l’upcall utilise, moyennant quelques précautions, la pile du
processus léger utilisateur préempté. Cependant, lorsqu’il s’agit d’une nouvelle activation,
par exemple après un appel système bloquant, alors il n’y a aucune pile disponible. Les
articles d’Anderson taisent ce problème ainsi que sa solution retenue dans leur prototype.
Contrôle applicatif non complet. Ce modèle des activations donne un très grand contrôle
à l’application sur l’ordonnancement de ses processus légers puisqu’elle est informée et a
la possibilité de prendre des décisions chaque fois qu’un processeur physique lui est alloué
ou retiré. Cependant, il arrive qu’un processus léger s’exécute alors que l’application le croit
bloqué. Cette période d’exécution ignorée par l’application survient entre le réveil du pro-
cessus léger bloqué dans le noyau et sa signalisation à la sortie du code noyau. En effet,
comme l’état complet du processus léger est transmis lors de la signalisation du réveil, il
est impossible pour des raisons de sécurité de donner l’état du processus léger en mode
noyau 20. Il doit donc avoir terminé la partie du code en mode noyau avant de pouvoir
être signalé à l’application. Cela signifie que l’application n’est pas complètement maîtresse
la famille x86 a besoin d’environ 150 octets pour sauver tous ses registres. Un processeur ia64 aura besoin de
plus d’un kilo octet en raison de son grand nombre de registres.
19Pour les préemptions et les réveils de processus léger, l’upcall contiendra un autre état complet d’un proces-
sus léger.
20Pendant un appel système, en mode noyau, l’état du processeur contient des informations privilégiées,
comme des droits d’accès ; l’application ne doit pouvoir ni les lire ni les modifier.
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Le scénario est le même que celui de la Figure 4.6. Deux upcalls sont générés :
Upcall 1 {Block(A) + New(B)} : un appel système bloquant survient, une activation (B) est crée ;
Upcall 2 {Unblock(état(A)) + Preempt(état(B)) + New(C)} : l’activation B est préemp-
tée pour permettre, à travers l’activation C, de signaler la fin de l’appel système bloquant
de l’activation A dont l’application récupère ici l’état complet.
Entre le moment où l’activation A a été réveillée et celui où elle est prête à repasser en mode utili-
sateur, le processeur est occupé par l’activation B ou A sans contrôle de la part de l’application.
FIG. 4.7 – Occupation d’un processeur lors d’un appel système bloquant
de l’ordonnancement de ses processus légers, ce qui peut être gênant si l’on désire contrô-
ler très précisément l’ordonnancement afin d’assurer, par exemple, une réactivité maximale
pour certains processus légers.
4.4.2 Amélioration du modèle d’Anderson
Nous voulons offrir une bibliothèque permettant à une application de calcul hautes per-
formances de maîtriser, si elle le souhaite, aussi finement que possible son ordonnancement.
On doit pouvoir être assuré que les contraintes applicatives d’ordonnancement sont en per-
manence respectées. Ce point est particulièrement important si l’on désire, par exemple,
s’assurer qu’un processus léger en attente d’un événement avec un appel système bloquant
est le plus réactif possible en lui redonnant la main dès que l’événement est détecté par le
système d’exploitation. Ou bien, au contraire, cet événement n’est pas prioritaire et la fin
de l’appel système ne doit pas interrompre un calcul exploitant le cache du processeur. Le
contrôle incomplet de l’ordonnancement final dans le modèle d’Anderson est en contradic-
tion avec ces objectifs. En outre, le coût en temps processeur des upcalls et la complexité de la
gestion de la réentrance amoindrissent l’intérêt du modèle d’Anderson. C’est pour corriger
ces défauts que nous avons revisité ce modèle et proposé une implémentation basée sur des
principes légèrement différents.
Principes novateurs. Le modèle que nous proposons est très largement inspiré de celui
d’Anderson : les notions d’upcalls et d’activations sont conservées. Notre modèle diffère en
deux points : l’état des activations n’est plus transmis au sein des upcalls et le système
d’exploitation ne peut plus changer de sa propre initiative le nombre de processeurs al-
loués à une application. Le second point fait que les événements de préemption ne sont plus
à signaler et donc qu’une activation pourra être suspendue (i.e. ne plus être ordonnancée sur
un processeur physique) sans que l’application en soit prévenue.
Comme nous allons le découvrir, ces deux différences ont de nombreuses et profondes
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implications sur les propriétés et l’implémentation du modèle des activations.
4.4.2.1 Une nouvelle interface
Voici les informations communiquées à l’application par le noyau :
New(numéro processeur) : une nouvelle activation (processeur virtuel) est disponible.
L’application peut y ordonnancer un processus utilisateur. Cette information est jume-
lée à l’information Block() (sauf à la création des premières activations) ;
Block(numéro activation) : l’activation est bloquée (appel système bloquant, page
fault, etc.) et n’utilise plus son processeur. Cette information est jumelée avec une in-
formation New() ou Restarted ;
Unblock(numéro activation réveillée) : le processus léger bloqué pourra désor-
mais être redémarré lorsque l’application le souhaitera ;
Restarted : le processus léger qui était bloqué vient de redémarrer en mode utilisateur.
Cette information est transmise soit après un appel système ActRestart(), soit en
conjugaison avec l’information Block() afin d’éviter la création d’une activation alors
que d’autres sont prêtes ;
Timer : un quantum de temps s’est écoulé. Cet upcall n’est pas induit par le modèle, mais il
permet d’implémenter plus facilement une bibliothèque de processus légers préemp-
tible.
Par ailleurs, un appel système supplémentaire est utilisé :
ActRestart(numéro activation à redémarrer) : l’activation courante est suppri-
mée du système et remplacée par l’activation réveillée (signalée auparavant par un
upcall Unblock).
Un exemple de communication entre le noyau et l’application employant ces mécanismes
lors d’un appel système bloquant est donné dans la Figure 4.8.
Gestion des piles. À l’initialisation, l’application déclare une pile destinée à l’exécution
des upcalls pour chaque processeur. Un upcall avec l’information New utilise tout d’abord
cette pile puis bascule sur celle du processus léger utilisateur qu’il choisit d’ordonnancer.
Les autres upcalls utilisent la pile du processus léger en cours d’exécution sur le processeur
où se déroule l’upcall, à la manière des signaux UNIX et à la fin de l’upcall, le processus
léger reprend normalement son exécution. L’application a la responsabilité de libérer la pile
utilisée lors d’une information New avant que ne survienne un événement, par exemple un
appel système bloquant, conduisant à sa réutilisation.
4.4.2.2 Une efficacité accrue
Comme nous l’avons remarqué, sur les machines multiprocesseurs équipées d’un sys-
tème à temps partagé, le modèle d’Anderson est pénalisé par les nombreuses notifications
de préemption , en particulier par celles dues aux démons du système. L’abandon de la no-
tification de la préemption diminue de manière significative le nombre de communications
entre le noyau et l’application qui peut alors profiter pleinement du temps processeur qui
lui est alloué.
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Par ailleurs, sans la gestion de la préemption, le traitement des upcalls par la bibliothèque
de processus légers utilisateur est grandement simplifié. En effet, dans le modèle original,
la préemption pouvant survenir à tout instant, le code des upcalls doit être parfaitement
réentrant. Cela s’avère complexe à gérer puisque ce code doit manipuler des verrous (pour
les files de processus légers prêts, bloqués, etc.) et surtout obtenir une pile utilisateur libre
à chaque upcall. L’utilisation lors des upcalls de la pile de l’activation préemptée (ou de la
pile spécifique au processeur en cas d’information New()) résout efficacement ces besoins
répétés de piles tout en permettant de simplifier l’implémentation réentrante des upcalls. La
partie 5.2 explique plus en détail tous les mécanismes proposés par notre implémentation
pour faciliter son utilisation par les bibliothèques de processus légers utilisateur.
4.4.2.3 Une maîtrise complète de l’ordonnancement
Contrairement au modèle original, l’état complet des processus légers n’accompagne
plus les informations Préemption() et Unblock(). Comme nous allons le voir, cela per-
met de maîtriser complètement l’ordonnancement.
Dans le modèle original, l’information Préemption(), accompagnée de l’état d’un pro-
cessus léger, est transmise dans deux situations. La première est l’indisponibilité de l’un des
processeurs utilisés par l’application ; remarquons que cette information n’a plus de sens
dans notre modèle puisque le système n’a pas le droit de modifier le nombre de proces-
seurs dévolus à l’application. La seconde situation survient à la préemption d’une activation
pour exécuter un upcall, comme, par exemple, lorsqu’une activation bloquée se réveille : il
est nécessaire de préempter une autre activation en cours d’exécution afin d’informer, via
un upcall, du réveil survenu (voir Figure 4.6(g)). Dans notre modèle, la préemption d’une
activation se fait de façon implicite, en déroutant temporairement l’activation (et son pro-
cessus léger) en exécution sur le processeur où s’exécute l’upcall. L’exécution du processus
léger préempté reprendra normalement à la terminaison du traitement de l’upcall. Ainsi, la
transmission via l’upcall de l’état de l’activation préemptée est inutile.
L’état du processus léger accompagnant l’information Unblock() est, quant à lui, rem-
placé par la notification du numéro de l’activation qui s’est réveillée et par un appel système
(ActRestart()) permettant par la suite de redémarrer cette activation. Cela permet de
contrôler en permanence l’ordonnancement des activations (i.e. des processus légers utili-
sateur qui s’y exécutent), y compris lorsqu’elles sont en mode noyau. La Figure 4.8 illustre
ce comportement ; on compte le même nombre de changements de contexte dans les deux
modèles (Figure 4.7). De plus, notre modèle ne donne pas la main immédiatement à l’activa-
tion réveillée. En fait, le modèle original ne garantit pas que l’activation réveillée va obtenir
rapidement la main (cela dépend entièrement du système d’exploitation). Selon notre mo-
dèle, l’activation en exécution va immédiatement exécuter un upcall et l’application pourra
éventuellement réordonnancer au plus tôt l’activation réveillée.
Ainsi, notre modèle autorise le contrôle complet de l’ordonnancement des processus lé-
gers de l’application, y compris lorsqu’ils s’exécutent en mode noyau.
4.4.3 Discussion
Nous tenons à évoquer ici deux aspects qui pourraient être perçus comme des points
faibles de notre approche, à savoir l’absence de notification des préemptions et l’utilisation
des ressources noyau due à la reprise différée des activations réveillées.
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Voici le déroulement, selon notre modèle, d’un appel système bloquant (à comparer avec la Fi-
gure 4.7 page 80).
Upcall 1 {Block(A) + New(B)} : un appel système bloquant survient, une activation (B) est
créée ;
Upcall 2 {Unblock(A)} : l’application ne reçoit que l’identifiant de l’activation A (l’état complet
de son processus léger, encore en mode noyau, n’est pas transmis). De plus, l’activation A
n’est pas redémarrée par le système d’exploitation. L’activation B est utilisée pour faire cet
upcall (pas de nouvelle activation crée ici) ;
ActRestart(A) : au moment opportun, l’application demande au système d’exploitation de re-
démarrer (en supprimant l’activation courante B) l’activation A qui va alors finir son appel
système en mode noyau avant de revenir en mode utilisateur ;
Upcall 3 {Restarted} : l’application est informée de la reprise de l’activation A en mode utilisa-
teur. Fondamentalement, cet upcall n’est pas réellement nécessaire, mais il facilite l’implé-
mentation en permettant la mise à jour de variables internes à la bibliothèque de processus
légers.
Les upcalls générés ici sont légers (pas besoin de fournir l’état complet d’un processus léger) et
l’application garde en permanence le contrôle de son ordonnancement.
FIG. 4.8 – Déroulement d’un appel système bloquant avec le nouveau modèle
Préemption et attente active. Sans notification de préemption, l’application ne peut pas
déterminer si elle utilise ou non réellement un processeur. Cela a généralement peu de consé-
quences pour les applications, puisque celles-ci utilisent les processus légers comme abstrac-
tion pour le parallélisme et ne se préoccupent donc pas des processeurs physiques. Tel n’est
pas le cas de la bibliothèque de processus légers puisqu’elle est responsable de l’ordonnan-
cement des processus légers sur les processeurs physiques. Sur machine monoprocesseur,
signaler la préemption est inutile : soit l’application a la main et peut s’exécuter, soit elle
ne l’a pas et ne peut donc pas être prévenue. En revanche, sur une machine multiproces-
seur, une bibliothèque de processus légers a besoin de se synchroniser à faible coût entre
les divers flots d’exécution réellement parallèles. Comme il serait beaucoup trop coûteux de
solliciter systématiquement l’aide du système d’exploitation, elle utilise généralement des
mécanismes d’attente active (spinlock). Ces spinlock protègent habituellement de courtes par-
ties de la bibliothèque devant s’exécuter de manière exclusive. Or, il peut arriver qu’un flot
d’exécution cherche à entrer dans une telle section alors que le spinlock est possédé par un
autre flot d’exécution. Si ce dernier est en cours d’exécution, il sort rapidement de la section
critique et libère le spinlock. En revanche, si le flot est préempté dans la section critique, le
flot gaspille en attente active la fin de son quantum. Le modèle original des Scheduler Acti-
vations permet de repérer cette préemption et d’ordonnancer en priorité le processus léger
possédant le spinlock.
Nous avons cependant considéré que la complexité requise par la gestion de la préemp-
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tion était trop importante en regard des gains espérés. Tout d’abord, notre cible est le cal-
cul hautes performances où les machines sont dédiées aux applications de calcul. Aussi la
préemption de manière durable d’une activation de l’application pour un autre processus
est-elle considérée comme un événement rare. Qui plus est, plusieurs techniques permettent
de réduire cet inconvénient. Après avoir tenté d’obtenir le spinlock pendant quelques cycles,
le processus peut rendre la main à l’ordonnanceur système (fonction sched_yield()). On
peut alors espérer que l’activation qui avait été préemptée au profit d’une autre applica-
tion reprenne la main pour libérer par la suite le spinlock. Enfin, il est possible d’utiliser le
mécanisme des FUTEX [Rus02b] introduit dans les noyaux LINUX récents. Ce mécanisme
permet d’implémenter des verrous dont le code reste en espace utilisateur s’il n’y a pas de
contention, mais utilise le système d’exploitation pour suspendre le flot d’exécution en cas
de contention. En cas de besoin, nous pourrions spécialiser l’outil d’attente active de notre
bibliothèque à l’aide de ces FUTEX.
Consommation des ressources système. Le fait de ne plus terminer les appels systèmes
séance tenante (et donc ne plus libérer l’activation lors de l’upcall Unblock()) peut faire
craindre une consommation excessive de ressources systèmes par notre modèle, d’autant
plus que c’est à l’application d’appeler ActRestart() pour redémarrer l’activation.
Dans notre modèle, le blocage d’une activation n’entraîne la création d’une autre que si
aucune activation n’est prête à être redémarrée. Cela signifie qu’une nouvelle activation n’est
crée que si un processus est libre et que toutes les autres activations sont soit ordonnancées,
soit bloquées dans le noyau, c’est-à-dire dans les mêmes cas que le modèle original. Notre
modèle ne crée donc pas plus d’activations que le modèle original mais plutôt légèrement
moins car la plupart des upcalls du modèle original entraînent la création d’une activation.
Par contre, les activations y sont présentes plus longuement dans la machine puisqu’il faut
parfois attendre longuement avant que l’application ne réordonnance une activation signa-
lée Unblock(). Ceci nous a semblé raisonnable par rapport à la possibilité de contrôler
parfaitement l’ordonnancement des activations, même en mode noyau.
4.4.4 Bilan
Grâce au modèle des Scheduler Activations, une bibliothèque de processus légers de ni-
veau utilisateur peut exécuter des appels systèmes bloquants sans se paralyser. L’adaptation
que nous avons faite de ce modèle nous permet un contrôle applicatif précis et complet sur
l’ordonnancement des processus légers utilisateur, y compris lorsqu’ils s’exécutent en mode
noyau (appels systèmes bloquants). Un processus léger utilisateur peut désormais utiliser
un appel système bloquant pour attendre une interruption générée par une carte réseau ; le
contrôle fin de l’ordonnancement permettra à l’application de réagir promptement à l’arri-
vée d’un message si elle le désire.
Le modèle des Scheduler Activations n’est pas encore très répandu dans la plupart des
systèmes, sans doute en raison des difficultés à faire coopérer efficacement le noyau et la
bibliothèque utilisateur. Un support spécifique est nécessaire de la part du système d’ex-
ploitation. Nous avons implémenté nos travaux dans le noyau LINUX sur architecture X86,
ce qui fait que cette plate-forme est la seule à l’heure actuelle où MARCEL peut librement
utiliser des appels systèmes bloquants.
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4.5 Conclusion
Directement ou via des supports exécutifs, la plupart des applications de calcul hautes
performances font usage de processus légers. Pour répondre à leurs besoins, nous avons
décider de concevoir une bibliothèque portable, réactive et efficace sur des architectures
matérielles variées, une bibliothèque de processus légers garantissant la portabilité des per-
formances.
Cette garantie est obtenue par l’emploi des techniques de spécialisation (afin de béné-
ficier des meilleurs mécanismes de l’architecture ciblée) et de modularisation (afin d’éviter
le surcoût dû à des fonctionnalités inutiles et d’assurer l’extensibilité de notre bibliothèque)
ainsi que par le développement des services suivants :
Un service pour réagir aux événements d’entrée/sortie. Dans le domaine du calcul hautes
performances, une bonne réactivité du support exécutif aux messages réseaux et, plus géné-
ralement, aux entrées/sorties constitue un atout certain. Cependant, la diversité des méca-
nismes de détection d’événements et leurs contraintes quant à leur utilisation en environne-
ment multithreadé rendent difficile pour l’application l’écriture de mécanismes de détection
efficaces en toutes circonstances. À cette fin, nous avons conçu un serveur d’événements qui,
d’une part, rend l’application indépendante des moyens de détection réellement utilisés et
d’autre part, sélectionne automatiquement la méthode de détection la plus adaptée au sys-
tème ciblé. L’implémentation de ce serveur d’événements au sein de la bibliothèque de pro-
cessus légers permet en outre de garantir la fréquence de scrutation lorsque cette technique
est employée, garantissant également une borne de réactivité.
Des extensions système pour accroître le contrôle sur l’ordonnancement. Afin de per-
mettre l’utilisation d’appels systèmes bloquants par des processus légers de niveau utilisa-
teur, nous avons revisité et implémenté le modèle des Scheduler Activations. Ainsi, il devient
possible d’utiliser les appels systèmes bloquants pour exploiter les interruptions matérielles
générées, par exemple, par les cartes réseaux.
Un service pour observer. La complexité des ordonnancements produits par notre biblio-
thèque rend indispensable l’obtention de traces lorsque l’on désire comprendre finement le
déroulement de l’application. L’absence d’outils adaptés nous a conduits à développer une
solution originale. Ce service, bien qu’intégré lui aussi dans notre bibliothèque, est plus in-
dépendant afin de permettre l’observation de l’ensemble de l’application, y compris le cœur
de la bibliothèque. C’est pourquoi il est présenté en détail dans le chapitre 6 page 107.
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Eléments d’implémentation
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Après avoir présenté les fondements de notre bibliothèque de processus légers et les
mécanismes de prise de traces, nous exposons dans ce chapitre les difficultés rencontrées et
les solutions adoptées lors de l’implémentation de nos travaux.
Ainsi, nous nous focaliserons sur l’implémentation des mécanismes qui ont demandé
quelques réflexions à savoir ceux concernant la synchronisation interne, le serveur d’événe-
ments, les activations et ceux de l’exclusion mutuelle nécessaire au recueil des traces. Nous
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présenterons ensuite plusieurs aspects du développement lié à la notion de généricité et de
spécialisation de notre bibliothèque.
5.1 Synchronisation
mutex_lock(mutex) {
while (is_mutex_hold(mutex)) {
record_want_mutex(mutex, self);
sleep();
}
set_mutex_hold(mutex);
}
mutex_unlock(mutex) {
unset_mutex_hold(mutex);
next=recorded_want_mutex(mutex);
if (next!=NULL) {
wake_up(next);
}
}
Ceci n’est pas une implémentation correcte d’un mutex !
De nombreuses erreurs peuvent survenir si deux processus légers exécutent simultanément ou de manière
entrelacée ces deux fonctions. Par exemple, imaginons qu’un processus léger A veuille le verrou détenu par le
processus léger B. Si B libère le verrou entre le moment où A teste s’il est pris (is_mutex_hold(mutex)
renvoie vrai) et le moment où il s’enregistre dans la liste d’attente (record_want_mutex(mutex,
self)), alors B ne détectera pas de processus en attente (A n’étant pas encore enregistré), donc ne réveillera
aucun processus et A s’endormira alors pour l’éternité.
FIG. 5.1 – Implémentation d’un verrou sans synchronisation interne
L’un des problèmes les plus ardus à propos de l’écriture de programmes parallèles
concerne la synchronisation des flots d’exécution, et le développement d’une bibliothèque de
processus légers n’y échappe évidemment pas. Il convient cependant de distinguer les mé-
canismes de synchronisation interne et externe. Les mécanismes de synchronisation externe
sont les mécanismes classiques tels que les verrous, conditions, sémaphores, barrières, etc.
Ces mécanismes permettent aux programmeurs de synchroniser les processus légers et re-
posent sur lesmécanismes de synchronisation interne, de plus bas niveau. Prenons l’exemple
des verrous : une certaine synchronisation est nécessaire afin de tester si le verrou est libre
ou non et de passer la main à un autre processus léger le cas échéant. La Figure 5.1 montre
un exemple d’implémentation de verrou non synchronisé et donc incorrect.
Dans un premier temps, nous allons présenter et justifier les mécanismes de synchroni-
sation bas niveau que nous avons introduits. Nous examinerons ensuite le serveur d’évé-
nements d’entrées/sorties qui, pour être efficace, nécessite une synchronisation assez fine.
Enfin, nous présenterons le mécanisme de synchronisation utilisé pour garantir une prise de
trace cohérente entre processus légers.
5.1.1 Les mécanismes de synchronisation interne
Le but des primitives de synchronisation interne à une bibliothèque de processus légers
est de fournir des moyens d’accéder de manière cohérente à des données partagées entre
plusieurs flots d’exécution. Ces opérations sont cruciales car elles sont souvent invoquées et
peuvent être la cause de forts ralentissements (goulots d’étranglement).
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5.1.1.1 Discussion autour des contraintes du modèle
Notre bibliothèque ayant vocation à s’adapter efficacement à des architectures diffé-
rentes, les mécanismes de synchronisation choisis devront pouvoir être implémentés toujours
efficacement.
Comme évoqué auparavant (cf. section 3.2.3.1), une bibliothèque de processus légers de
niveau purement utilisateur sans préemption, ce qui correspond au paradigme des corou-
tines, peut être synchronisée très facilement. Par exemple, le code de la Figure 5.1 est alors
correct : les fonctions présentées ne peuvent plus être exécutées de manière simultanée ou
entrelacée puisque tous les changements de contexte doivent être écrits explicitement dans
le code. De manière plus générale, une synchronisation pour une bibliothèque de niveau
utilisateur est généralement moins coûteuse que lorsqu’il faut prendre en compte d’autres
flots d’exécution concurrents.
Le modèle de synchronisation interne doit donc respecter plusieurs contraintes :
être assez souple pour permettre de traiter les schémas de synchronisation ciblés ;
être indépendant de l’architecture pour pouvoir être optimisé efficacement sur tous les
types de plate-forme ;
s’intégrer avec l’ordonnanceur efficacement mais sans dépendance.
Le dernier point, l’intégration avec l’ordonnanceur, mérite quelques éclaircissements. La
synchronisation interne ne fait pas intervenir directement l’ordonnanceur, i.e. les processus
légers ne sont pas suspendus par l’ordonnanceur en cas de contention sur une ressource.
Par contre, les fonctions utilisant la synchronisation interne doivent être capables de faire
endormir un processus léger ou d’en réveiller afin d’implémenter les primitives de synchro-
nisation externe. Or, ces changements d’état doivent généralement être réalisés de manière
synchrone avec d’autres informations, comme l’état du verrou (libre ou pris) pour reprendre
l’exemple de la Figure 5.1. Un objectif de notre bibliothèque est d’êre très flexible, avec un
ordonnanceur indépendant. C’est pourquoi il est crucial que l’interface de l’ordonnanceur
permette d’endormir et réveiller des processus légers de manière synchrone avec d’autres
opérations sans que ces autres opérations soient incluses dans l’ordonnanceur. Cela signifie
que l’ordonnanceur ne peut pas avoir une interface avec uniquement les fonctions sleep()
pour s’endormir en passant la main et wake_up(thread) pour réveiller un processus léger.
Enfin, le modèle de synchronisation doit permettre la gestion d’événements asynchrones.
Certains événements, comme les demandes de changement de contexte ou encore les upcalls
(lorsque les activations sont présentes), peuvent survenir à tout instant. Il faut alors être
capable de les traiter immédiatement ou d’ offrir des mécanismes pour retarder légèrement
leur traitement.
5.1.1.2 Le modèle proposé
Nous présentons ici le modèle de synchronisation bas niveau que nous avons implé-
menté en nous inspirant de celui du noyau LINUX : Les LWP et les processus légers d’une
bibliothèque mixte peuvent être conceptuellement assimilés aux processeurs physiques et
au processus d’un système d’exploitation malgré certaines différences1.
1 Le noyau LINUX est assuré d’avoir toujours le même nombre de processeurs à sa disposition, processeurs
qui sont en permanence en activité. Dans une bibliothèque mixte, le nombre de LWP est susceptible de varier
plus facilement, et surtout ils peuvent perdre la main s’ils sont en surnombre par rapport au nombre de pro-
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Sections critiques. Nous proposons tout d’abord de permettre la déclaration de sections
critiques. Ces sections ne peuvent être exécutées que par un seul flot d’exécution simulta-
nément. En revanche, contrairement à ce qui se passerait avec un verrou (mutex) classique,
un processus léger dans une telle section critique ne peut ni passer la main (il doit quitter
la section critique auparavant), ni perdre la main (il reste ordonnancé sur son LWP courant
jusqu’à ce qu’il sorte de la section critique).
Interruptions logicielles. Nous proposons également des interruptions logicielles (appe-
lées SOFTIRQ) qui peuvent être déclenchées à tout instant, y compris dans un traitant de si-
gnal asynchrone ou un upcall. Elles sont ensuite traitées, en exécutant une fonction spécifique
à l’interruption générée, le plus tôt possible. En effet, le code peut interdire temporairement
le traitement de ces interruptions sur le LWP courant. Rien n’interdit leur traitement sur un
autre LWP. Comme dans le cas des sections critiques, un code interdisant le traitement de
ces interruptions ne peut ni céder la main, ni donner la main.
Interface avec l’ordonnanceur. Les ordonnanceurs de notre bibliothèque doivent offrir
trois primitives pour s’interfacer avec le code de synchronisation bas niveau :
set_state(état) qui permet de changer l’état du processus léger faisant l’appel. Cette
fonction sera principalement utilisée pour passer de l’état RUNNING à BLOCKED. À no-
ter que cette fonction ne fait que changer l’état logique du processus léger sansmodifier
l’ordonnancement courant ;
schedule() qui appelle l’ordonnanceur proprement dit. Il prendra les décisions qui s’im-
posent en fonction de l’ensemble du système, de sa politique interne et de l’état du
processus léger appelant : ce dernier perdra nécessairement la main s’il est dans l’état
BLOCKED. Puisque schedule() est susceptible de faire perdre la main au processus
léger appelant, il est interdit de se trouver dans une section critique au moment de
l’appel ;
wake_up(thread) qui permet de réveiller (passer dans l’état RUNNING) un processus lé-
ger s’il est dans l’état BLOCKED. Notons que wake_up() n’est pas un point où l’or-
donnancement est modifié. Un processus léger réveillé devra attendre qu’un appel à
schedule() soit effectué pour avoir une possibilité d’être ordonnancé à nouveau.
Le fait de séparer le changement d’état (set_state(état)) de la demande de prise en
compte de cet état par l’ordonnanceur (schedule()) permet d’écrire des codes de synchro-
nisation corrects tout en gardant pour l’ordonnanceur une interface réduite et indépendante
des mécanismes de synchronisation proprement dits. La Figure 5.2 montre comment pas-
ser la main de manière cohérente avec un état (celui d’un verrou) protégé par une section
critique.
cesseurs physiques ou plus simplement si le système les suspend pour donner la main à un démon ou un autre
processus.
Une autre différence concerne la communication interprocesseur. Le noyau utilise des interruptions maté-
rielles spécifiques. Une bibliothèque ne peut reposer que sur les mécanismes de signaux qui sont généralement
très coûteux et difficiles à mettre en œuvre correctement. Ce genre de communication inter-LWP est en général
évité.
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mutex_lock(mutex) {
enter_crit_section(mutex.crit);
while (is_mutex_hold(mutex)) {
record_want_mutex(mutex, self);
set_state(BLOCKED);
exit_crit_section(mutex.crit);
schedule();
enter_crit_section(mutex.crit);
}
set_mutex_hold(mutex);
exit_crit_section(mutex.crit);
}
mutex_unlock(mutex) {
enter_crit_section(mutex.crit);
unset_mutex_hold(mutex);
next=recorded_want_mutex(mutex);
if (next!=NULL) {
wake_up(next);
}
exit_crit_section(mutex.crit);
}
Ce pseudo-code montre comment implémenter correctement des verrous à l’aide des primitives de synchro-
nisation bas niveau.
Toutes les opérations sont protégées par une section critique, sauf l’appel à schedule(). Ce code reste
cependant correct. Imaginons, comme dans la figure précédente, qu’un processus léger A veuille le verrou
détenu par le processus léger B. Si B libère le verrou entre le moment où A quitte la section critique et celui où
il appelle schedule(), alorsB va bien voirA enregistré, il va le réveiller, i.e. le remettre dans l’état RUNNIG,
et lorsque A va appeler schedule(), l’ordonnanceur ne va pas retirer A de la liste des processus légers prêts
puisqu’il n’est plus dans l’état BLOCKED.
FIG. 5.2 – Implémentation d’un verrou avec synchronisation interne
Des variables spécifiques. Les synchronisations inter-LWP qui font intervenir plusieurs
flots indépendants peuvent être coûteuses (voir ci-dessous). Lorsque cela est possible, il peut
être intéressant de les remplacer par des variables spécifiques aux LWP dont l’accès ne de-
mande alors aucune protection : ces variables sont dupliquées en autant d’exemplaires que
la bibliothèque a lancé de LWP. Bien entendu, un code utilisant ces variables spécifiques ne
doit pas pouvoir changer de LWP au cours de son exécution. Il doit être assuré de garder la
main sur le même LWP, ce qui est le cas lorsque ce code est en section critique, mais cela peut
aussi être demandé spécifiquement : il suffit d’interdire la préemption et de ne pas appeler
de fonction susceptible de passer la main, comme schedule() en particulier.
5.1.1.3 Une implémentation adaptée à l’architecture
Les divers mécanismes présentés ci-dessus peuvent être implémentés de manière très
différente suivant les architectures considérées. Nous présentons ici quelques unes des im-
plémentations les plus représentatives.
Sections critiques sur architecture monoprocesseur. Dans ce modèle, il n’y a qu’un seul
flot d’exécution (un seul LWP) disponible. Pour s’assurer d’une cohérence correcte, il suffit
d’interdire la préemption durant la section critique. Le processus léger courant ne pouvant
plus passer la main, l’exécution du code de la section critique ne peut pas être entrelacée avec
le code d’un autre processus léger. L’entrée et la sortie d’une section critique se ramènent,
dans ce cas précis, à la simple modification d’une variable2.
2L’utilisation de primitives de cohérence mémoire peut être également nécessaire sur certaines architectures
pour assurer que la mémoire se trouve dans un état cohérent en cas d’interruption par un signal ou un upcall.
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Sections critiques sur architecturemultiprocesseur. Dans ce cas, désactiver la préemption
sur le LWP local permet de régler les problèmes de réentrance sur ce LWP (comme dans le
cas précédent). Mais ce n’est plus suffisant : plusieurs flots peuvent tenter d’entrer dans la
section critique simultanément. Il convient de les séquentialiser correctement.
Dans l’implémentation courante, nous avons choisi pour cela d’utiliser de l’attente ac-
tive (spinlock). En effet, s’il y a contention, nous savons que le processus léger dans la section
critique est actuellement ordonnancé dans un autre LWP : comme indiqué ci-dessus, la pré-
emption est désactivée sur les LWP demandant à entrer dans la section critique. Le danger
avec l’attente active est d’attendre en consommant du temps processeur alors que le proprié-
taire de la section critique n’est pas réellement ordonnancé. Nous considérons que, comme
notre bibliothèque se destine au calcul hautes performances, la machine est dédiée à l’appli-
cation. Et comme nous créons autant de LWP que de processeurs, nous pouvons supposer
qu’ils sont tous réellement ordonnancés en parallèle sur des processeurs physiques. L’at-
tente active est alors effectivement un moyen efficace de gérer l’accès simultané aux sections
critiques3.
On peut toutefois remarquer que si notre hypothèse4 se révélait fausse, alors, il suffirait
de modifier notre implémentation des sections critiques pour adapter notre bibliothèque.
Plusieurs solutions seraient alors envisageables comme, par exemple, insérer des appels à
sched_yield() dans la boucle d’attente active pour tenter de donner la main au LWP
qui est dans la section critique. On pourrait aussi utiliser le mécanisme des FUTEX introduit
récemment dans le noyau LINUX qui permet de synchroniser des flots d’exécution gérés par
le noyau en restant en mode utilisateur lorsqu’il n’y a pas de contention.
5.1.1.4 Bilan
À l’instar des diverses composantes de notre bibliothèque, la synchronisation bas niveau
propose des fonctions pourvues d’une sémantique bien précise. Cela permet aux autres com-
posants de les utiliser efficacement sans avoir à s’interroger sur leur implémentation réelle.
Ces fonctions sont instanciées de la manière la plus efficace possible pour l’architecture ci-
blée lors de la compilation, ce qui assure une efficacité optimale en toutes circonstances. Le
code des autres composants reste portable tout en étant correctement optimisé.
5.1.2 Le serveur d’événements d’entrées/sorties
Nous avons présenté à la section 4.3 le serveur d’événements qui permet d’obtenir la
meilleure réactivité possible suivant le système donné. Dans le cas où il faut utiliser des
méthodes actives (scrutation), notre bibliothèque est chargée d’invoquer régulièrement les
fonctions de scrutation. Nous présentons ici les problèmes de synchronisation relatifs à l’ap-
pel de ces fonctions.
3L’attente active est aussi utilisée par le noyau LINUX sur machines SMP. Ce modèle de synchronisa-
tion semble réellement performant comparé à d’autres, ainsi que le rapportent les conversations sur les
listes de discussion du développement du noyau (http://www.kerneltraffic.org/kernel-traffic/
kt20041019_278.html#3).
4Le fait de considérer que tous nos LWP sont en permanence ordonnancés chacun sur un processeur physique
peut devenir incorrect si notre bibliothèque est utilisée sur un système SMP avec plusieurs applications tournant
simultanément.
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5.1.2.1 Les difficultés
Pour éviter des changements de contexte inutiles, les fonctions de scrutation sont in-
voquées directement par notre bibliothèque, et non pas par l’intermédiaire d’un processus
léger dédié. Cette décision de conception a pour conséquence d’interdire l’utilisation de mé-
canismes de synchronisation de haut niveau (verrous, sémaphores, etc.) pour séquentialiser
les appels aux fonctions de scrutation puisqu’en cas de contention, il n’y aurait aucun pro-
cessus léger à suspendre.
Notre première implémentation utilisait les sections critiques. La scrutation et les de-
mandes adressées au serveur d’événements se protègent avec une section critique. Ce sys-
tème a très bien fonctionné sur architecture monoprocesseur, mais plusieurs problèmes sont
apparus sur multiprocesseur :
– lorsque plusieurs LWP n’ont aucun processus léger disponible, ils exécutent une
boucle qui appelle les fonctions de scrutation. On espère ainsi qu’un événement va
survenir qui conduira au réveil d’un processus léger. Dans cette situation, les diffé-
rents LWP sans travail attendent en continu le spinlock les autorisant à scruter ;
– plus gênant : lorsqu’un seul LWP était sans travail, il monopolisait le spinlock en bou-
clant sur une scrutation en permanence, aussi les autres LWP demandant épisodique-
ment une scrutation étaient-ils souvent momentanément bloqués sur le spinlock.
Pour résoudre ces difficultés, nous avons introduit de nouveaux objets de synchronisa-
tion plus adaptés à nos besoins.
5.1.2.2 La solution retenue
Nous avons choisi d’implémenter dans notre bibliothèque le concept de tasklet présent
dans le noyau LINUX. L’idée est, pour chaque tasklet, de définir une tâche, i.e. une fonction,
dont l’invocation possède plusieurs propriétés :
– si l’on invoque une tasklet, alors sa fonction sera exécutée au moins une fois sur un
LWP après cet appel ;
– si, lors d’une invocation, l’exécution de la fonction d’une tasklet est déjà prévue mais
n’est pas encore commencée, alors la fonction ne sera exécutée qu’une seule fois ;
– la fonction d’une tasklet s’exécute de manière exclusive vis-à-vis d’elle-même (mais pas
des autres tasklets).
Ces propriétés sont très utiles sur architecture multiprocesseur. Si l’on place les fonctions de
scrutation dans une tasklet, alors, il suffit d’invoquer cette tasklet pour effectuer une scruta-
tion. Si l’on invoque plusieurs fois la tasklet, de manière simultanée à son exécution ou pas,
alors, d’une part, il n’y a pas de contention (la tasklet est marquée pour exécution ultérieure
sans contention possible), et d’autre part, la tasklet est exécutée au plus une fois après la
dernière invocation (plusieurs invocations simultanées n’exécuteront la tasklet qu’une seule
fois).
Enfin, pour assurer une fréquence de scrutation régulière, notre serveur d’événements
utilise un timer qui se contente d’invoquer la tasklet correspondante. Encore une fois, l’uti-
lisation d’une tasklet permet de garantir qu’une fonction de scrutation n’est pas exécutée
simultanément sur deux LWP quelles que soient les raisons de déclencher une scrutation
(horloge, LWP sans tâche, etc.)
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5.1.2.3 La synchronisation du serveur d’événements avec le code utilisateur
L’utilisation d’une tasklet pour exécuter les fonctions de scrutation assure que ces fonc-
tions, définies par l’utilisateur à l’initialisation, sont sérialisées. Cependant, pour permettre à
l’utilisateur un emploi correct de nos mécanismes, il reste encore à fournir des outils permet-
tant de synchroniser les fonctions de rappel et le reste du code, en particulier la soumission
des requêtes.
On obtient cette synchronisation en fournissant deux fonctions :
int marcel_ev_lock(marcel_ev_server_t server);
int marcel_ev_unlock(marcel_ev_server_t server);
Ces fonctions permettent de désactiver (puis de réactiver) la tasklet correspondant au ser-
veur considéré. Une fois marcel_ev_lock() appelé, on est assuré qu’aucune fonction de
scrutation n’est en cours et qu’aucune scrutation ne sera démarrée par notre bibliothèque.
Si, après avoir bloqué les scrutations, on appelle une fonction d’attente d’événements,
alors la demande est prise en compte puis le système rétablit les scrutations en attendant
l’événement. Cela permet à l’utilisateur de programmer le scénario suivant :
1. un processus léger bloque les scrutations ;
2. il modifie une structure de données partagée avec les fonctions de scrutation, par
exemple une structure précisant un type d’information ;
3. il attend un événement, ce qui rétablit les scrutations et endort ce processus léger ;
4. la bibliothèque invoque les fonctions de scrutation de l’utilisateur. Ces fonctions sont
sérialisées par la tasklet, elles peuvent donc accéder sans problème à la structure de
données partagée ;
5. une fonction de scrutation signale l’événement attendu par ce processus léger ;
6. le processus léger en attente d’événements est réveillé. Les scrutations sont à nouveau
bloquées.
7. le processus léger peut consulter et/ou modifier la structure partagée (la fonction de
scrutation a pu stocker des informations pertinentes sur l’événement survenu) ;
8. il rétablit les scrutations pour que les autres processus légers en attente d’événements
puissent les recevoir.
5.1.2.4 Bilan
Les besoins particuliers de synchronisation pour le serveur d’événements de notre bi-
bliothèque a conduit à la conception et l’implémentation de mécanismes ad-hoc. Comme
précédemment, le travail réalisé s’est d’abord focalisé sur la définition des propriétés que
l’on désirait ; cela a conduit à la définition du concept de tasklet et à l’introduction de deux
nouvelles fonctions pour l’utilisateur. Il s’agit là du travail le plus ardu. Plusieurs tentatives
ont été nécessaires pour isoler correctement les concepts clés et les meilleures interfaces.
Ensuite, ces objets ont été implémentés, basés en grande partie sur les outils de synchro-
nisation présentés précédemment (sections critiques, SOFTIRQ, etc.). Ceci leur a assuré une
optimisation automatique à la compilation, alors que leur code est écrit de manière complè-
tement portable pour les différentes architectures supportées par notre bibliothèque.
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5.2 Activations : gérer les ressources le plus efficacement possible
Ainsi que nous l’avons exposé dans la section 4.4, nous avons modifié le modèle des
Scheduler Activations afin de le rendre plus efficace dans le contexte du calcul hautes perfor-
mances. Les principaux bénéfices se traduisent par une diminution du coût des upcalls (l’état
complet des processus légers n’a pas à être transmis) et de leur nombre (les préemptions
dues aux autres processus ne sont plus signalées). Nous voulons détailler ici le déroulement
d’un upcall afin d’expliciter son coût. D’autre part, nous détaillerons également la gestion
des piles utilisateur nécessaires aux upcalls.
5.2.1 Upcall et signaux
Conceptuellement, un upcall et un signal sont deux entités similaires. Tous deux sont
générés par le noyau pour signaler un événement à l’application. Le code applicatif est alors
dérouté pour exécuter le code de l’upcall ou le traitant du signal avant de revenir à son
exécution antérieure5.
Nous aurions pu utiliser le mécanisme des signaux du système d’exploitation pour réali-
ser nos upcalls. Par exemple, SOLARIS signale à la bibliothèque utilisateur que tous les LWP
sont bloqués en lui envoyant un signal de numéro spécifique. Cependant, nos besoins ne
s’accordent pas très bien avec l’interface système des signaux : nous devons transmettre à
l’application des informations qui sont absentes des signaux traditionnels. En outre, le mé-
canisme des masques de signaux pour bloquer leur arrivée n’est pas réellement pertinent
avec les upcalls 6. Ceci explique que notre implémentation dans le noyau LINUX propose
un mécanisme proche de celui des signaux, mais distinct, pour réaliser les upcalls. En outre,
comme nous allons le voir, la connaissance du contexte dans lequel les upcalls sont émis nous
a permis parfois d’optimiser leur déroulement.
Lorsqu’un traitant (signal ou upcall) doit être exécuté de manière asynchrone vis-à-vis
de l’application, le noyau doit sauver l’ensemble de l’état du processeur avant d’exécuter
le traitant et cet état doit ensuite être restauré. En effet, l’application peut avoir placé le
processeur dans un état quelconque et ce dernier doit être remis dans cet état. À cette fin,
le noyau LINUX utilise un appel système spécifique à la fin des traitants de signaux. La
description précise de la procédure est détaillée dans la Figure 5.3.
Dans le cas où le déroutement intervient au retour d’un appel système, les conventions
d’appels font que le compilateur s’attend à ce que la plupart des registres soient modifiés. Le
code applicatif a donc déjà sauvegardé la plupart des informations qui l’intéressent. Aussi,
lorsque le noyau génère son upcall, il ne doit fournir qu’une petite partie de l’état du proces-
seur. En outre, il est alors facile au code « trampoline » de restaurer directement cet état au
lieu de demander au système de le faire. On évite ainsi une double transition espace utili-
sateur/noyau. Ce déroulement est illustré sur la Figure 5.4. Il peut être utilisé, par exemple,
lors de chaque upcall restart qui est généré au redémarrage d’une activation après un
appel système bloquant.
5Le cas d’un upcall avec l’information New() est légèrement différent : puisqu’il signale un nouveau flot
d’exécution disponible, l’upcall ne doit pas terminer mais plutôt basculer vers l’exécution d’un processus léger.
6Parfois, il est effectivement nécessaire de bloquer les upcalls, mais utiliser des appels systèmes
sigsetmask() pour cela serait trop coûteux ; le bénéfice d’une bibliothèque de processus légers de niveau
utilisateur serait perdu avec toutes ces transitions noyau/espace utilisateur.
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a
a, e
Pile utilisateur
Noyau
Utilisateur
Espace
fonction suite de la fonction
c
b, d
Fonction
. . .
dcb
Interruption
Appel Système
proc intr
État complet
Traitant
e
Traitant de signal
Un signal peut survenir à tout instant, quel que soit l’état du processeur (registre de code condition ou unité
flottante en cours d’utilisation, etc.)
a : l’application est interrompue au lieu d’une fonction ;
b : le système se rend compte qu’il doit délivrer un signal. L’état complet du processeur est placé sur la pile de
l’application puis le processeur est « réinitialisé » ;
c : le traitant du signal s’exécute, la pile est descendue plus bas ;
d : un appel système est exécuté à la fin du traitant. Le noyau trouve l’ancien état du processeur sur la pile ;
e : le processeur est restauré dans son ancien état, la pile reprend sa valeur au moment du déroutement.
FIG. 5.3 – Déroulement d’un signal
Tous les upcalls ne peuvent bien sûr pas bénéficier de cette amélioration : ceux interve-
nant de manière asynchrone, par exemple pour signaler la fin d’un appel système bloquant
d’une autre activation, ne sont pas concernés. Mais pour les autres, cette amélioration rem-
place une coûteuse sauvegarde de l’état du processeur et sa restauration (appel système)
par la sauvegarde de quelques registres (3 sur architectures X86) et quelques instructions
assembleur pour les restaurer.
5.2.2 Gestion de la réentrance et des piles avec les activations
L’une des difficultés des Scheduler Activations qui n’a pas encore été évoquée concerne la
gestion des piles utilisées lors de l’exécution des upcalls. En effet, un upcall, aussi bref soit-il,
a besoin d’une pile en espace utilisateur afin de stocker ses variables locales, les arguments
des fonctions appelées, etc. La difficulté provient de la dualité du responsable de son allo-
cation, le noyau, et du responsable de sa libération, la bibliothèque utilisateur lorsqu’elle
ordonnance un de ses processus légers dans l’activation. Les signaux n’ont pas ce problème
car le noyau peut utiliser la pile courante le temps du traitant : le flot d’exécution est dérouté,
suspendu pendant le traitement du signal. Avec les activations, ce schéma n’existe plus : de
nouveaux flots d’exécution sont créés lorsqu’une activation en fonctionnement bloque, alors
que d’autres sont supprimés lors des préemptions dans le modèle original. Le noyau doit
donc proposer une pile pour l’exécution de chaque upcall.
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Lors d’un appel système, l’état du processeur peut être modifié. L’application doit sauver la plupart des registres
qui l’intéressent avant l’appel système. Un upcall s’exécutant là peut utiliser les registres du processeur sans
créer de conflit.
a : l’application exécute un appel système. Elle a donc sauvé les registres du processeur qui l’intéressent (sur
la pile par exemple) ;
b : le système se rend compte qu’il doit délivrer un upcall. Seuls les quelques registres qui doivent être restaurés
au retour des appels systèmes sont sauvés sur la pile ;
c : la pile est descendue plus bas, l’upcall s’exécute ;
d : le code de l’upcall restaure lui-même les quelques registres nécessaires avant de se placer au lieu du retour
de l’appel système ;
e : la fonction continue après l’appel système et replace dans les registres du processeur les valeurs qu’elle
souhaite.
On économise ainsi un appel système, donc deux transitions espace utilisateur/noyau, et les données à sauver
sur la pile sont beaucoup moins volumineuses.
FIG. 5.4 – Déroulement d’un upcall synchrone
L’article original présentant ce modèle [ABLL91] n’aborde pas ce problème. En revanche,
l’adaptation de cemodèle sur le système NETBSD [Wil02] utilise pour sa part tout un pool de
piles que l’application fournit au système. Le noyau utilise alors ces piles une à une à chaque
upcall, l’application se chargeant de les rendre au système pour réutilisation avec un appel
système. Le coût de cet appel est amorti : l’application n’effectue cet appel que lorsqu’elle a
suffisamment de piles à remettre dans le pool.
Nous avons choisi une autre approche, tirant parti de notre décision d’abandonner les
notifications de préemption. Dans notre implémentation, le noyau rencontre deux situa-
tions :
– soit il s’agit d’une nouvelle activation et dans ce cas, le noyau utilise une pile propre
au processeur correspondant. À cet effet, lors de l’initialisation, l’application fournit
au noyau une pile par processeur ;
– soit il s’agit d’un upcall au sein d’une activation existante et dans ce cas, le noyau utilise
la pile de l’activation interrompue. On rencontre cette situation quand il s’agit du redé-
marrage d’une activation qui avait été bloquée ou bien lorsqu’un upcall est généré pour
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signaler un événement asynchrone comme le réveil d’une autre activation bloquée.
Le danger, surtout pour le premier cas, est alors de réutiliser la pile alors que l’upcall n’est
pas terminé. Cela peut arriver si le code de l’upcall bloque lui-même. La solution que nous
proposons est l’utilisation d’une variable partagée par processeur entre l’application et le
noyau. Cette variable est mise à 1 par le noyau avant de commencer un upcall et à 0 par
l’application lorsque l’upcall est fini. En outre, si une activation bloque pendant que cette va-
riable est positionnée, alors le noyau ignore ce blocage. Plus précisément, le flot d’exécution
est bien bloqué dans le noyau, mais aucun upcall n’est généré pour prévenir ni du blocage,
ni du redémarrage.
Cette approche permet également de définir des sections critiques sans upcall : il suffit
que l’application positionne cette variable. Ceci est particulièrement utile pour les portions
de code où l’on ne souhaite aucun changement de contexte, comme le cœur de l’ordonnan-
ceur par exemple. Enfin, cette approche est particulièrement peu coûteuse puisque qu’elle
ne génère aucune transition espace utilisateur/noyau. Le noyau doit juste consulter une fois
cette variable lorsqu’une activation bloque pour savoir s’il doit ou non tenir compte du blo-
cage.
5.2.3 Bilan
L’analyse précise du contexte des upcalls a permis quelques optimisations de leur exé-
cution. La restauration de l’état du processus léger que l’upcall déroute peut parfois être
grandement simplifiée, conduisant ainsi à des gains substantiels (cf. les mesures présentées
dans le chapitre suivant). L’étude de l’enchaînement des upcalls au sein d’une application
a également permis de proposer une implémentation gérant efficacement les piles utilisa-
teur : contrairement à l’implémentation du système NETBSD, notre modèle n’a besoin que
d’un nombre fixe de piles (égale au nombre de processeurs de la machine) pour fonction-
ner correctement. Il permet en outre à l’application de définir des sections critiques vis-à-vis
des upcalls pour un coût négligeable (lecture et écriture d’une variable). Les choix que nous
avons faits au niveau de notre modèle ont permis cette implémentation efficace.
5.3 Un code caméléon
La multiplicité des choix offerts à l’utilisateur de notre bibliothèque a nécessité la mise en
place d’une architecture logicielle et le développement d’outils adaptés qui sont présentés
dans un premier temps. Nous montrons ensuite comment le code de la bibliothèque reste
en grande majorité identique quels que soient les choix effectués, ceci, afin d’éviter au maxi-
mum la duplication de code. Enfin, cette adaptabilité du code est mise en évidence avec le
problème de la réentrance des bibliothèques extérieures vis-à-vis de la nôtre.
5.3.1 Une multitude d’options
La flexibilité de notre bibliothèque, qui doit pouvoir facilement s’adapter et répondre
aux besoins des applications ou environnement de programmation, constitue un point clé
de notre approche. Cela nous interdit l’approche traditionnelle consistant à proposer une
bibliothèque prête à compiler de la même façon dans tous les cas.
Il existe, certes, des mécanismes permettant de faire certains choix lors de la compila-
tion. Ainsi, avec les outils automake/autoconf, il est possible de spécifier des options
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qui seront prises en compte lors de la compilation. Cependant, ces mécanismes ne nous ont
pas semblé suffisamment souples pour nos besoins. En effet, notre bibliothèque requiert des
spécialisations à plusieurs niveaux.
Compilation de la bibliothèque : il s’agit de n’inclure dans la bibliothèque compilée que
les fonctionnalités souhaitées.
Compilation du logiciel client : le logiciel client souhaitant utiliser notre bibliothèque peut
avoir besoin d’options spécifiques lors de sa compilation ou de son édition de lien.
Ainsi, pour bénéficier d’un traçage automatique de ses fonctions avec nos outils de
traces, il est nécessaire d’activer une option spécifique du compilateur.
Exécution du logiciel client : suivant les choix effectués pour notre bibliothèque, le logiciel
client ne se lancera pas nécessairement de la même façon. Par exemple, certains choix
imposent le préchargement de bibliothèques dynamiques spécifiques.
Nos mécanismes doivent également permettre de gérer l’ensemble des choix de notre
plate-forme applicative, c’est-à-dire notre environnement de programmation PM2. Cet en-
vironnement comporte de nombreux composants dont les deux plus importants sont sans
doute MARCEL, bibliothèque de processus légers, et MADELEINE, bibliothèque de commu-
nications.
Flavor. Pour répondre à tous ces besoins, nous avons développé la notion de flavor. À une
flavor, correspond l’ensemble des options choisies pour notre environnement de program-
mation. Ces choix comprennent principalement :
les modules à inclure : PM2 comprend de nombreux modules. Celui qui correspond à la
gestion des processus légers est MARCEL ;
les options des modules : chaque module possède un certain nombre d’options qui
peuvent être sélectionnées ou non. Pour MARCEL, cela correspond aux fonctionnali-
tés que l’on désire ou non inclure ;
des options globales : ce sont des options relatives à la flavor dans son ensemble tels que
son nom, son répertoire de compilation, etc.
Par la suite, sauf exception, je ne considérerai que les choix relatifs à la bibliothèque de pro-
cessus légers, bien que les discussions qui seront développées pourraient s’appliquer à l’en-
semble de l’environnement PM2.
Plusieurs acteurs sont concernés par l’aspect caméléon de notre environnement. Chacun
d’entre eux a cependant des besoins différents explicités ci-dessous.
5.3.1.1 Pour le développeur
Il s’agit ici de définir les besoins des développeurs de l’environnement de programma-
tion PM2, c’est-à-dire principalement de notre équipe de recherche ainsi que des contribu-
teurs extérieurs qui se sont intéressés à notre projet ;
Compilations multiples. De par la grande variété de choix offerte, le développeur est
très souvent amené à comparer différentes flavors. Il convient donc que différentes flavors
puissent être facilement compilées simultanément sur la même machine. Cela s’obtient en
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plaçant tous les fichiers produits par une compilation dans un répertoire spécifique à la fla-
vor, les répertoires contenant les sources de notre environnement n’étant jamais modifiés lors
du processus de compilation.
Modification de la palette de choix offerte. Le développeur doit être capable de modifier
facilement la palette des choix qui sont offerts à l’utilisateur. Par exemple, il ne faut pas que
l’ajout d’un choix nécessite l’adaptation de l’ensemble des programmes qui manipulent les
flavors. Ceci est obtenu par une architecture en couches indépendantes les unes des autres.
On trouve ainsi :
la définition des options : les options sont décrites grâce à quelques fichiers ;
la gestion des options : les options (et les modules) sont manipulés par l’intermédiaire du
programme pm2-module qui est le seul à connaître la structure des fichiers définissant
les options ;
la gestion des flavors les flavors sont créées oumodifiées avec le programme pm2-flavor.
Les choix d’une flavor sont rassemblés avec le programme pm2-module et stockés dans
un fichier propre à la flavor. Seuls les programmes pm2-flavor et pm2-config qui,
lui, permet d’obtenir les informations spécifiques à une flavormanipulent directement
le fichier de définition de la flavor, pm2-config se contentant d’un accès en lecture.
5.3.1.2 Pour les applications externes
Après avoir exposé la facilité avec laquelle un développeur peut ajouter ou modifier une
option, voyons comment une application ou un environnement utilisant notre bibliothèque
peut s’interfacer. Il s’agit ici de fournir un moyen pour compiler et lier un programme avec
notre environnement qui puisse être utilisé facilement depuis la chaîne de développement
d’un projet plus large, comme PADICOTM ou MPI-CH par exemple.
La solution retenue est de proposer des outils en ligne de commande répondant aux
besoins de ces environnements. Les trois principaux sont présentés ici :
pm2-flavor : ce programme permet de définir une flavor à partir d’une liste d’options pas-
sée en argument. Typiquement, ce programme sera appelé lors de l’étape de configu-
ration de l’application ou de l’environnement utilisant notre bibliothèque. Une dizaine
de flavors correspondant aux choix classiques sont automatiquement crées lors de l’ins-
tallation de notre suite logicielle. Si on les utilise, il n’est pas nécessaire, alors, d’en créer
une nouvelle avec pm2-flavor ;
pm2-config : ce programme permet de récupérer les options de compilation et de liens à
utiliser. Un programme prog.c utilisant notre bibliothèque pourra être compilé par
les commandes suivantes :
gcc ‘pm2-config --flavor=nom_flavor --cflags‘ -c prog.c
gcc ‘pm2-config --flavor=nom_flavor --libs‘ prog.o -o prog
pm2load : ce programme lance l’exécutable en chargeant au préalable les bibliothèques
dynamiques nécessaires si besoin est. Pour reprendre l’exemple précédent, on aurait
alors :
pm2load -f nom_flavor prog arg1 arg2 ...
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pm2load a diverses options qui permettent par exemple de lancer l’exécutable au sein
de gdb.
Pour éviter de spécifier le nom de la flavor en permanence, il est possible de positionner la
variable d’environnement PM2_FLAVOR.
5.3.1.3 Pour l’utilisateur
FIG. 5.5 – ezflavor, un moyen simple de faire des choix
Les utilisateurs humains (par opposition aux environnements automatisés) utilisant
notre bibliothèque peuvent, bien entendu, se servir des outils présentés ci-dessus. Cepen-
dant, créer une flavor n’est pas très aisé, surtout si l’on ne connaît pas par cœur l’ensemble
des options disponibles. C’est pourquoi nous avons développé des outils spécifiques pour
faciliter la création de nouvelles flavors adaptées tout particulièrement à un projet particulier.
Il existe deux programmes répondant à ce besoin : le premier, pm2-config-flavor,
interactif, en ligne de commande et permettant de construire pas à pas sa flavor et le second,
ezflavor, graphique. Tous les deux s’assurent que les contraintes de dépendance sont cor-
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rectes avant de sauver une nouvelle flavor. La Figure 5.5 présente une capture d’écran de
l’application ezflavor où l’on peut voir que l’utilisateur n’a qu’à cliquer pour sélectionner
ses choix. Des bulles d’aide apparaissent pour expliquer ces choix au passage de la souris.
Il est à noter que ces deux programmes récupèrent à leur démarrage l’ensemble des in-
formations sur les modules et les options avec le programme pm2-modules. Ainsi, lorsque
l’on rajoute les fichiers d’une nouvelle option, il n’est pas nécessaire de recompiler et encore
moins de modifier ces deux programmes pour que la nouvelle option apparaisse : relancer
le programme suffit.
5.3.2 Un unique code
Notre environnement de développement permet de proposer un vaste choix de fonction-
nalités que l’on peut ou non inclure dans la bibliothèque à compiler. Nos outils permettent de
sélectionner ces options de manière conviviale, de compiler facilement les programmes une
fois ces options choisies et, pour le développeur, de rajouter aisément de nouvelles options.
La plupart des options qui correspondent directement à une fonctionnalité font en sorte
de définir un symbole pour le préprocesseur. Cela permet au code de la bibliothèque d’être
compilé de manière conditionnelle en fonction de ce symbole :
if ((thread->state == READY)
#ifdef HAS_SEVERAL_LWPS
&& (thread->lwps_allowed & (1 << current_lwp->number))
#endif /* HAS_SEVERAL_LWPS */
) {
/* On donne la main à ce processus léger */
...
}
Cependant, la multiplicité des options proposées rendrait un tel code difficile à lire et à
maintenir. C’est pourquoi une autre organisation a été retenue. Le code propre à une fonc-
tionnalité est placé dans une macro ou une fonction « en ligne ». Seul ce code est déclaré de
manière conditionnelle. Le reste de la bibliothèque utilise toujours cette macro ou fonction
« en ligne » qui, dans le cas où la fonctionnalité n’a pas été sélectionnée, ne correspond à au-
cun code et sera donc éliminée par le compilateur. Ainsi, le code précédent peut être réécrit
de la façon suivante :
if ((thread->state == READY) && can_schedule(thread, current_lwp)) {
/* On donne la main à ce processus léger */
...
}
avec, dans un fichier en-tête :
#ifdef HAS_SEVERAL_LWPS
# define can_schedule(thread,lwp) \
(thread->lwps_allowed & (1 << lwp->number))
#else /* HAS_SEVERAL_LWPS */
# define can_schedule(thread,lwp) 1
#endif /* HAS_SEVERAL_LWPS */
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Cela permet d’écrire des fonctions beaucoup plus lisibles car non encombrées de nombreuses
directives de préprocesseur emboîtées.
Dans le même souci de permettre un développement du code de la bibliothèque plus
homogène, nous avons cherché à réduire au maximum la duplication de code. Cet aspect est
particulièrement visible lorsque l’on s’intéresse aux diverses personnalités proposées. Une
même fonction peut avoir plusieurs noms différents suivant la personnalité par laquelle on
y accède. Par exemple, la fonction qui permet à un processus de demander à passer la main à
un autre processus peut s’appeler marcel_yield, pmarcel_yield ou pthread_yield :
la première correspond à la personnalité la plus optimisée de MARCEL (mais ne suivant
pas toujours la norme POSIX), la seconde correspond à la personnalité respectant la norme
POSIX mais sans entrer en conflit avec son API, la dernière correspondant à la personnalité
respectant totalement la norme POSIX, API comprise.
Dans chacun de ces cas, écrire trois fois le même corps de fonction aurait conduit, à terme,
à l’apparition de petites divergences (corrections faites dans une version et pas dans une
autre, etc.) qui auraient induit un code difficile à maintenir et à faire évoluer correctement.
C’est pourquoi nous avons, là encore, mis à contribution le préprocesseur et les fonctionnali-
tés de l’éditeur de liens afin de ne définir la fonction qu’une seule fois dans le code source, les
outils de compilation se chargeant de définir des alias comme il se doit. Pour notre exemple,
les fonctions yield apparaissent dans le code source sous l’unique forme :
DEF_MARCEL_POSIX(int, yield, (void))
{
... /* code de la fonction */
}
DEF_PTHREAD(yield)
Suivant les interfaces demandées dans la flavor en cours de compilation, les alias corrects
seront générés grâce aux macros et aux fonctionnalités du compilateur.
Bilan. Afin de rendre l’écriture et la relecture du code plus faciles malgré les nombreuses
options disponibles, nous avons utilisé au maximum les outils et les fonctionnalités du pré-
processeur, du compilateur et du lieur, de manière à avoir un code propre sans redondance.
Grâce à l’emploi de macros et de fonctions « en ligne », notre code se spécialise comme de-
mandé dans la flavor à la compilation, sans que ces différences polluent le fichier source. La
maintenance du code complet de la bibliothèque en est ainsi grandement facilitée.
5.3.3 Réentrance vis-à-vis des bibliothèques extérieures
Nous allons montrer ici comment s’applique la spécialisation du code sur un exemple
précis, à savoir la protection des appels de bibliothèques extérieures vis-à-vis de MARCEL.
Nous avons déjà discuté à la section 4.2.4.2 des différents cas que l’on peut rencontrer
pour les bibliothèques extérieures vis-à-vis d’une bibliothèque de processus légers. Dans
cette partie, nous ne considérerons que le cas le plus courant de nos jours, à savoir une
bibliothèque qui a déjà été compilée de manière à être réentrante vis-à-vis des processus
légers offerts par la bibliothèque du système. C’est le cas, par exemple sous LINUX, de la
bibliothèque C (glibc) et donc des fonctions printf(), malloc(), free(), etc.
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5.3.3.1 De nombreuses situations différentes à gérer
Un programme voulant utiliser MARCEL comme bibliothèque de processus légers va
devoir protéger ses appels aux fonctions de la glibc. Suivant les fonctionnalités et les per-
sonnalités qui auront été incluses dans la flavor utilisée par le programme, différentes actions
sont nécessaires. Nous allons maintenant détailler les différents cas.
Personnalité POSIX incluse. C’est le cas le plus simple. MARCEL fournit alors l’ABI at-
tendue par les bibliothèques du système et remplace complètement la bibliothèque de pro-
cessus légers d’origine. Comme les bibliothèques extérieures sont réentrantes par rapport à
celle du système, elles le deviennent automatiquement vis-à-vis de MARCEL. Malheureuse-
ment, cette solution ne s’applique pas dans tous les cas puisqu’il n’est pas toujours possible
de proposer une personnalité POSIX. Certains systèmes n’offrent pas la possibilité de rem-
placer facilement leur bibliothèque de processus légers. D’autre part, il est très coûteux en
temps de développement de suivre régulièrement leurs évolutions. C’est pourquoi, pour
l’instant, MARCEL ne possède la personnalité POSIX que sur le système LINUX pour archi-
tecture X86. Étendre ce résultat à d’autre architectures sous LINUX ne pose pas de difficultés
majeures (sinon trouver le temps nécessaire à ce travail). Étendre ce résultat à d’autres sys-
tèmes que LINUX nécessite une étude précise de l’interface de la bibliothèque de processus
légers de ce système.
Dans les cas suivants, nous considérerons que la personnalité POSIX n’est pas dispo-
nible.
Support pour machines monoprocesseur. MARCEL est alors une bibliothèque de proces-
sus légers de niveau purement utilisateur. On peut distinguer deux situations, selon que
MARCEL a été compilé avec ou sans préemption automatique. Sans préemption, comme
dans le cas précédent, il n’y a rien à faire : MARCEL ne peut passer la main d’un processus
léger à un autre qu’à l’occasion d’un appel direct à l’une de ses fonctions. Le processus léger
ne peut donc pas être à cet instant au milieu d’une fonction de la bibliothèque extérieure.
Si la flavor utilisée contient le support pour la préemption, il faut éviter qu’un processus
léger soit interrompu pendant un appel à une fonction de la bibliothèque extérieure. On ris-
querait alors de donner la main à un autre processus léger qui exécuterait la même fonction
simultanément, sans que l’accès aux variables partagées soit protégé. Une solution est alors
de désactiver la préemption avant l’appel de la fonction de la bibliothèque extérieure et de
la réactiver au retour.
Support pour machines multiprocesseurs grâce à la libpthread. Dans ce cas, MARCEL
est une bibliothèque mixte qui utilise les processus légers de niveau noyau du système pour
obtenir des flots d’exécution parallèles (LWP). Deux processus légers utilisateur sur deux
LWP différents (donc dans deux processus légers systèmes différents) peuvent exécuter en
même temps des fonctions de la bibliothèque extérieure puisque celle-ci est réentrante vis-à-
vis des processus légers systèmes. En revanche, comme dans le cas précédent, il faut éviter
qu’un processus léger utilisateur ne passe la main à un autre au milieu d’une telle fonction.
C’est pourquoi, là encore, une solution est de désactiver la préemption sur un LWP, le temps
de l’appel à la fonction de la bibliothèque extérieure.
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Support pour machines multiprocesseurs sans la libpthread. MARCEL est alors une bi-
bliothèque mixte qui utilise des moyens spécifiques au système pour obtenir des flots d’exé-
cution parallèles, comme par exemple l’appel système clone() sous LINUX. Dans ce cas,
deux processus légers utilisateur dans deux LWP ne doivent pas exécuter simultanément
une fonction de la bibliothèque extérieure : aucune protection n’est en place. Dans ce cas,
une solution est de séquentialiser tous les accès à la bibliothèque extérieure en les protégeant
par un verrou.
5.3.3.2 Une solution unique pour l’application
La flexibilité de notre bibliothèque a pour conséquence, dans cette situation, demultiplier
les actions nécessaires pour que le code de l’application soit correct. Certes, il serait possible
de se placer dans le cas le plus contraignant (le dernier évoqué) et de toujours se protéger
avec un verrou. Cependant, cela serait beaucoup moins efficace dans tous les autres cas
évoqués, en particulier dans celui où la personnalité POSIX est disponible puisque tous les
processus légers peuvent appeler la bibliothèque extérieure simultanément.
La bonne solution est, là encore, de faire exprimer par l’application le service qu’elle
désire, à savoir se protéger correctement pour effectuer un appel à une fonction réentrante
vis-à-vis des processus légers système. Ce service sera ensuite correctement instancié par
MARCEL de la manière la plus efficace possible en fonction des particularités de la flavor
courante. Dans ce cas, cela se traduit par la mise à disposition de l’application de deux fonc-
tions :
void marcel_extlib_protect();
void marcel_extlib_unprotect();
Ces fonctions doivent être utilisées par le programme avant et après tout appel à une fonc-
tion d’une bibliothèque extérieure devant être protégée pour être réentrante vis-à-vis de
MARCEL. Suivant les fonctionnalités incluses dans la flavor, ces fonctions seront ignorées,
désactiveront temporairement la préemption ou définiront une section critique grâce à un
verrou.
Le programme exprime son besoin, notre bibliothèque fournit une solution efficace et
adaptée pour répondre à ce besoin. Le développeur du programme n’est pas concerné par
la mise en œuvre réelle de cette solution.
5.4 Conclusion
Ce chapitre, à travers l’étude de quelques aspects précis de notre implémentation, a per-
mis d’illustrer les objectifs de développement que l’on s’était fixés. La description de mé-
canismes de synchronisation a fourni un exemple de la spécialisation automatique de notre
bibliothèque en fonction de l’architecture ciblée. Nous avons également vu, à travers l’étude
détaillée de nos mécanismes des Scheduler Activations, comment leur conception soignée
nous permet d’améliorer toujours davantage l’efficacité de notre code.
Le développement d’un logiciel tel que le nôtre est une tâche ardue. Les problématiques
sont très voisines de celles que l’on rencontre dans le développement du noyau LINUX. Ainsi,
au niveau de l’environnement de développement, les outils d’aide à la mise au point ne
sont pas toujours disponibles : le « déboggueur » gdb s’interface très difficilement avec
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notre bibliothèque à deux niveaux. Même l’utilisation de la fonction printf() doit parfois
être proscrite pour ne pas générer de nouveaux problèmes, entre autres dans les sections
critiques.
Sur le plan conceptuel, nos travaux ont également nécessité des efforts importants. Pour
obtenir la modularité et les interfaces neutres de notre bibliothèque, de nombreux cycles
de développement ont été nécessaires : proposition, implémentation, expérience et retour
des utilisateurs. Je tiens d’ailleurs à signaler que l’utilisation de notre environnement par
plusieurs projets extérieurs a été très bénéfique, à la fois pour améliorer la stabilité grâce aux
signalements d’erreurs, et aussi pour le retour d’expérience sur l’adéquation des services
fournis aux besoins réels. De longues discussions animées ont parfois été nécessaires avant
de trouver une solution satisfaisante à toutes les parties.
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Déterminer les goulots d’étranglement, vérifier le bon comportement d’une application
dans des circonstances très précises ou encore comprendre la portée réelle d’une optimisa-
tion nécessitent une analyse extrêmement fine de l’exécution d’une application.
Nous avons présenté, dans le chapitre précédent, l’architecture et les mécanismes que
nous avons retenus pour obtenir une bibliothèque de processus légers dont l’efficacité est
portable d’un système à un autre. Cela s’est traduit par la proposition d’une bibliothèque ca-
méléon pouvant être de niveau utilisateur ou mixte en fonction de la machine ciblée (mono-
ou multiprocesseur), et utilisant ou non des Scheduler Activations suivant si cette fonctionna-
lité est offerte par le système. En raison de tous ces mécanismes, l’ordonnancement final des
processus légers de l’application peut donc se révéler complexe à prévoir.
L’objectif du travail présenté dans ce chapitre est la réalisation d’un environnement per-
mettant d’analyser finement le comportement précis d’un programme multithreadé, même
lorsque les mécanismes d’ordonnancement sont complexes. Cet environnement permettra,
par exemple, de déterminer le temps CPU individuellement consommé par chaque proces-
sus léger de l’application et sur quel(s) processeur(s) il s’est exécuté. Pour parvenir à nos
fins, nous devons concilier plusieurs impératifs :
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Être très peu intrusif. Non seulement le surcoût doit être faible afin de modifier le moins
possible les performances du programme, mais aussi pour ne pas influer sur l’ordonnance-
ment normal des processus légers de l’application (par exemple en augmentant fortement le
temps d’exécution des sections critiques, en créant de nouveaux points de changement de
contexte pour l’ordonnanceur, etc.)
Savoir gérer une grande quantité d’informations. La connaissance du comportement pré-
cis d’une application multithreadée nécessite la récolte de beaucoup d’informations (déci-
sions d’ordonnancement, entrée et sortie des processus légers pour les fonctions qu’ils exé-
cutent, etc.) Il convient d’être attentif à la masse de données générées, de l’ordre du Mo/s,
afin que l’application n’en souffre pas (consommation mémoire, etc.)
Maîtriser les ordonnancements complexes. Les techniques développées devront permettre
de mettre en évidence les ordonnancements réels des processus légers de l’application sur
les plates-formes complexes (SMP avec bibliothèque de processus légers à deux niveaux).
À cette fin, il apparaît clairement que l’on aura besoin d’informations de l’ordonnanceur
utilisateur (en particulier les changements de contexte des processus légers utilisateur) mais
aussi d’informations du système d’exploitation (quand et sur quel processeur s’exécutent les
LWP).
Après un rappel des techniques de recueil de performances, nous présentons notre
propre technique qui repose sur l’utilisation d’une trace noyau et d’une trace utilisateur
pour observer l’exécution des applications multithreadées ; nous présentons ensuite notre
environnement de profilage et détaillons, en quelques points, les techniques que nous avons
mises en œuvre pour garantir la qualité des mesures obtenues.
6.1 Techniques pour le recueil des performances
Pour analyser l’exécution d’une application, on utilise des outils de profilage ; ces outils
peuvent être séparés en deux catégories suivant le point de vue (noyau ou applicatif) qu’ils
adoptent pour observer l’exécution de l’application.
Le point de vue noyau est obtenu essentiellement par une instrumentation légère du sys-
tème d’exploitation. Cette instrumentation est souvent intégrée au code source du noyau
par le programmeur (LINUX TRACE TOOLKIT [YD00], FAST KERNEL TRACE [RC01]), mais
elle peut l’être aussi dynamiquement (KERNINST [TM99]). Ces outils permettent une ana-
lyse très fine des applications : dans [RC01], une analyse des performances de la pile TCP est
menée, afin de comprendre le manque d’efficacité relatif d’un circuit de calcul des sommes
de contrôle.
Le point de vue applicatif est obtenu par l’instrumentation du programme exécutable,
souvent au moyen d’outils intervenant à la génération de code. De nos jours, toutes les
plates-formes de développement sont pourvues de ce type d’outils ; parmi ceux-ci, on peut
citer les utilitaires GNU gcov et gprof [GKM82] ou encore l’outil d’INTEL VTune qui est
capable de tirer partie des compteurs de performance des processeurs INTEL et de suivre le
cheminement des processus légers ordonnancés par le système d’exploitation.
6.1.1 Un exemple de base : gprof
L’outil gprof [GKM82] fournit pour chaque fonction (ou ligne) du programme son
nombre exact d’appels et une estimation du temps pris par cette exécution. Ce profilage
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se fait en trois étapes :
1. instrumention du programme cible à la compilation : un appel à une fonction de comp-
tage est inséré au début de chaque fonction afin d’incrémenter le compteur attaché à
l’arc (fonction appelée, adresse de retour) ;
2. recueil des informations lors de l’exécution : outre les informations nécessaires au
graphe d’appel, la valeur du compteur ordinal est enregistrée par échantillonnage dans
un « histogramme » (tous les centièmes de seconde par exemple, ou mieux, en variant
de façon aléatoire la fréquence d’échantillonnage) ;
3. synthèse post-mortem des informations : le graphe d’appel est reconstitué grâce aux
compteurs attachés aux arcs et la durée d’exécution des fonctions est estimée grâce à
l’histogramme du compteur ordinal.
Ainsi gprof exploite les deux techniques de base du profilage des performances : l’en-
registrement d’une trace d’événements et l’échantillonnage du compteur ordinal. Contraire-
ment au traçage d’événements, la technique d’échantillonnage ne nécessite pas l’instrumen-
tation du code et elle est moins intrusive ; cependant, les durées d’exécution ainsi estimées
reflètent rarement la réalité. Par exemple, l’estimation de la durée d’exécution d’une fonction
est calculée par gprof une fois pour toutes, indépendamment de la valeur des paramètres
effectifs ou du chemin d’appel.
6.1.2 Éléments matériels pour l’évaluation des performances
La seule mesure du temps ne peut mettre en évidence des contre-performances d’origine
matérielle (tels des défauts de cache répétés), c’est pourquoi tous les processeurs modernes
intègrent des compteurs de performances.
À titre d’exemple, le PENTIUM IV dispose d’un compteur de cycles sur 64 bits et de 18
registres compteurs de performances où 45 types d’événements peuvent y être dénombrés
[Int03]. Ces compteurs de performances sont spécialisés (4 concernent plutôt le bus et la
mémoire, 4 concernent l’horloge et les sauts, 4 concernent les flottants et 6 concernent le pi-
peline). Chaque registre dispose d’un compteur (40 bits) et de bits de contrôle qui servent
(1) à définir l’ensemble des événements à compter et (2) à fixer le nombre d’occurrences à
atteindre pour déclencher une interruption. Il est ainsi possible de baser l’échantillonnage
du compteur ordinal, non plus seulement sur le temps, mais aussi sur le décompte d’événe-
ments déterminés (tous les 1000 défauts de cache de niveau L2, par exemple) ; cette technique
est mise en œuvre par le profileur VTune.
Si de nombreuses bibliothèques spécialisées facilitent l’accès aux compteurs de perfor-
mances, les bibliothèques PAPI [BDG+00] et PCL [BZ98] se dégagent en ce sens qu’elles pro-
posent des API portables exploitant les compteurs de performances des processeurs actuels.
PAPI propose en outre des fonctionnalités plus complexes comme le multiplexage temporel
des compteurs (mise à disposition de compteurs virtuels au détriment de la précision des
mesures) et la création d’histogrammes basés sur des compteurs de performances.
Notons enfin que l’enregistrement d’un registre de performance coûte avec PAPI de
l’ordre de 1300 cycles sur PENTIUM [Muc02] et devrait être bientôt ramené à 230 cycles (le
coût d’accès à un registre de performance étant de l’ordre de 100 cycles).
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6.1.3 Instrumentation des applications réparties
À la base, l’analyse des applications réparties réclame l’instrumentation des applications
et de leur support d’exécution afin de relever non seulement les valeurs des compteurs de
performances mais aussi de conserver la trace de certains événements (entrée/sortie de pro-
cédure, changement de contexte de processus légers, réception/envoi de message, etc.)
Dans sa thèse [She01], Shende définit des techniques pour relier des observations de bas
niveau aux requêtes exprimées à un niveau plus abstrait et propose une stratégie d’instru-
mentation multi-niveaux. Shende montre ainsi que l’analyse d’une application complexe
peut nécessiter des interventions aux niveaux suivants : code source, préprocesseur, compi-
lateur, bibliothèque, support d’exécution et machine virtuelle. Shende a validé son approche
en s’appuyant sur la suite logicielle Tau [SMC+98] qui propose une API et un ensemble
d’outils portables pour l’analyse des programmes parallèles écrits en C, C++, Fortran ou
Java. Notons que Tau est relativement peu intrusif puisque, d’après [MS04], le coût d’un
enregistrement est de l’ordre de 1400 cycles (500ns sur un PENTIUM IV cadencé à 2,8 GHz).
Cependant, en environnement multithreadé, Shende [She01] utilise des verrous de haut ni-
veau, ce que nous désirons absolument éviter.
Notons que l’analyse des programmes MPI a retenu une attention soutenue, sans doute
parce que, outre sa popularité dans le milieu des hautes performances, MPI comporte une
API de profilage standardisée (PMPI). Ainsi, depuis quelques années déjà, on dispose d’en-
vironnements de profilage MPI performants ; le lecteur trouvera dans [MCLD01] un pano-
rama des outils de profilage MPI tels que Tau et Vampir de la société PALLAS / INTEL.
Parmi ces environnements, on peut distinguer le projet KOJAK [MW03] qui propose une
analyse automatique des performances des programmes MPI et OPENMP. Ainsi KOJAK in-
tègre :
– des bibliothèques d’accès aux compteurs de performances (PAPI et PCL) ;
– un logiciel d’instrumentation de programmes et de support d’exécution (Tau) ;
– une bibliothèque de stockage et de manipulation de traces (EPILOG) ;
– un outil d’analyse automatique des performances piloté par un langage de spécifica-
tion des propriétés de performance (EXPERT, [WM03]) ;
– un outil de visualisation, celui de l’environnement de profilage Vampir, par exemple.
La neutralité de l’observation et l’interprétation des performances obtenues constituent
donc deux problèmes qui prennent une dimension supérieure dans le cadre des applications
parallèles ou réparties. Par exemple, dans [MS04], Malony et Shende proposent et étudient
une technique de compensation à la volée des erreurs d’estimation introduites par la prise
de traces et d’échantillons. Ils montrent que leur technique est adaptée aux programmes
séquentiels et améliore la précision des mesures des programmes parallèles. Toutefois, ils
montrent que cette technique ne permet pas d’estimer l’effet intrusif de la prise d’une me-
sure sur un processus autre que celui qui la réalise. Enfin, l’observation fine d’une exécution
d’un programme parallèle implique l’utilisation de mécanismes de synchronisation (pour la
simple sauvegarde des mesures, par exemple) qui peuvent modifier radicalement le com-
portement parallèle du programme et, au bout du compte, dénaturer l’expérience.
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6.2 Des traces noyau à un environnement de profilage multithread
6.2.1 Les Fast Kernel Traces
FKT (FAST KERNEL TRACE) [RC01] est une méthode permettant d’obtenir une trace du
flot d’exécution du système d’exploitation LINUX surmachinesmultiprocesseurs. Cette trace
peut être aussi précise que voulue par le programmeur noyau. La méthode consiste à placer
des macro-commandes spéciales directement dans le code source du noyau. Ainsi, contrai-
rement à des outils d’instrumentation dynamique comme KernInst, l’instrumentation du
noyau ne peut se faire à la volée : la modification d’un point d’enregistrement nécessite la
modification du code source et donc la recompilation du noyau et son redémarrage. Néan-
moins, l’enregistrement de la trace dans un tampon peut être démarré ou interrompu à tout
instant depuis l’espace utilisateur. Le mécanisme de sauvegarde de ce tampon est très opti-
misé1 [Thi03].
#define FKT_PROBE2(KEYMASK,CODE,P1,P2) \
do \
if( KEYMASK & fkt_active ) \
fkt_header( ((unsigned int)(CODE)), \
(unsigned int)(P1), (unsigned int)(P2) );\
while(0)
FIG. 6.1 – Définition simplifiée d’une macro-commande FKT
Détaillons les arguments de la macro-commande présentée dans la Figure 6.1 :
– Le premier argument, KEYMASK, allié à la variable globale du noyau fkt_active, per-
met de valider ou non l’enregistrement de l’événement lors de l’exécution. La variable
globale fkt_active peut être positionnée depuis l’espace utilisateur grâce à un nou-
vel appel système. Notons qu’il suffit d’utiliser directement la fonction fkt_header
pour éviter un test inutile.
– Le deuxième argument, CODE, doit être caractéristique de l’événement à enregistrer :
il servira à repérer les différentes occurrences de l’événement dans la trace collec-
tée. Quelques événements sont prédéfinis, comme celui marquant les changements
de contexte, les autres codes étant à la disposition du programmeur.
– Le programmeur a ensuite, à sa disposition, jusqu’à 5 arguments entiers supplémen-
taires (ici 2).
La fonction fkt_header enregistre l’événement en utilisant la meilleure estampille dis-
ponible puisque FKT fait appel au registre compteur de cycles (le time-stamp counter register
du PENTIUM) qui fournit sur 64 bits le nombre de cycles écoulés depuis la mise sous ten-
sion du processeur ; cette horloge est suffisamment dimensionnée puisque sa période est
supérieure à 136 années (232 s) pour un processeur cadencé à 4 GHz (232 Hz).
Ainsi, FKT est un système de trace noyau peu intrusif (une mesure consomme entre 80 et
230 cycles) et flexible puisque l’utilisateur a la capacité de placer et de prendre ses mesures
où et quand il le désire. Il devra être étendu pour atteindre notre objectif.
1Ce tampon est en effet confondu avec la projection en mémoire du fichier associé (son buffer-cache) et les
pages de ce dernier, gérées comme un buffer tournant, sont automatiquement sauvegardées et évincées par le
gestionnaire des pages (la TLB), évitant ainsi toute recopie et même tout gaspillage mémoire.
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Nous reviendrons plus en détail sur FKT par la suite, cependant le lecteur pourra se
référer à [Rus02a] pour la description et l’analyse complètes de ce système.
6.2.2 Les contraintes issues de l’ordonnancement à deux niveaux
Afin de tracer précisément le comportement d’un programmemultithreadé, nous devons
être capables de déterminer, à tout instant, quel processus léger s’exécute sur quel processeur
physique. Cette simple requête mène aux constats suivants :
Les informations du noyau seules ne suffisent pas. Le noyau, n’ayant pas connaissance
des processus légers utilisateur des applications utilisant une bibliothèque de processus lé-
gers à deux niveaux, est dans l’incapacité de donner leur ordonnancement au sein des LWP.
Les informations de l’application seules ne suffisent pas. Supposons qu’une exécution
d’un programme utilise quelques processus légers utilisateur s’exécutant au sein de trois
LWP sur une machine biprocesseur. S’il est possible de déterminer sans information du noyau
quel LWP exécute quel processus léger utilisateur2, on ne peut cependant pas déterminer la
date des changements de contexte du LWP. Plus problématique encore, sans information
du noyau, on ne peut pas connaître les dates de préemption des trois LWP par le système
d’exploitation. Autrement dit, la préemption d’un processus léger utilisateur due à la
préemption du LWP sous-jacent ne laisse pas de trace dans l’espace utilisateur ; dans ces
conditions, il est généralement impossible d’obtenir des mesures exactes sur un processus
léger donné, comme par exemple, son temps d’occupation des CPU.
La communication espace noyau / espace utilisateur est trop coûteuse. Une première so-
lution serait de créer de nouveaux appels systèmes pour, par exemple, connaître le pro-
cesseur exécutant l’enregistrement de l’événement ou encore pour que l’application informe
le noyau de ses changements de contexte utilisateur. Mais cette solution est trop intrusive :
outre le temps d’exécution prohibitif d’un appel système (cf. les micro benchmarks de la
section 7.3.3), cette solution aurait également pour effet de fournir à l’ordonnanceur l’oc-
casion de prendre des décisions d’ordonnancement bien plus fréquemment que lors d’une
exécution non instrumentée. Une seconde solution serait l’utilisation par le noyau d’upcalls,
c’est-à-dire que le noyau force l’application à appeler une fonction, comme le fait le méca-
nisme des signaux, pour transmettre ses événements à l’application. Toutefois, cette seconde
solution est coûteuse car elle nécessite la sauvegarde de l’ensemble des registres.
6.2.3 Notre proposition
La solution retenue est de laisser FKT générer des événements relatifs au noyau et de
développer un système similaire, appelé FAST USER TRACE (FUT), pour la génération des
traces de l’application. Les deux points clés de cette solution sont :
– les traces noyau et applicatives sont nécessaires à l’obtention d’une analyse complète
de l’exécution de l’application ;
– les traces noyau et applicatives partagent la même référence de temps afin de pouvoir
reconstruire l’ordonnancement complet des processus légers de l’application sur la
machine.
2Il suffit de connaître le premier processus léger utilisateur sur chaque LWP puis de suivre les changements
de contexte utilisateur.
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Une fois les deux traces fusionnées en une unique supertrace, on dispose pour chaque
événement, en plus de son code, de ses paramètres, de son estampille et de l’identité du pro-
cesseur, de celle du LWP et celle du processus léger utilisateur à l’origine de cet événement.
En conciliant ainsi les points de vue noyau et utilisateur, cet environnement de profilage
permet non seulement de reconstituer le déroulement d’une application multithreadée com-
plexe mais aussi de replacer ce déroulement dans son contexte d’exécution, les événements
majeurs du noyau pouvant être aussi tracés et analysés.
Sur le plan pratique, FUT est très similaire à FKT à la fois dans son principe de fonction-
nement et dans son utilisation. Seuls quelques champs de la trace enregistrée ont été adaptés
pour une utilisation en espace utilisateur ; une description du format des traces est détaillée
dans l’annexe B.
6.2.4 La problématique de la synchronisation
Notre mécanisme de prise de traces nécessite l’enregistrement des informations dans un
tampon, que ce soit dans le noyau (FKT) ou en espace utilisateur (FUT). Dans le noyau, il
peut être envisageable d’avoir un tampon par processeur : il y a généralement un nombre
limité de processeurs. En revanche, en espace utilisateur, utiliser un tampon par processus
léger conduirait à consommer trop de mémoire lorsque l’application utilise de nombreux
processus légers (plusieurs milliers pour certaines applications). Il est alors nécessaire de
partager un tampon entre plusieurs processus légers. Cet accès partagé doit être le plus effi-
cace possible pour éviter de perturber ou de ralentir l’application observée.
L’utilisation de mécanismes d’exclusion mutuelle de haut niveau (verrous, sémaphores
etc.) est proscrite pour plusieurs raisons :
1. ces fonctions sont trop coûteuses ;
2. elles introduisent de nouveaux points d’ordonnancement dans l’application qui se-
raient absents sans le mécanisme de traces. Or, on ne veut pas modifier l’ordonnance-
ment du programme observé ;
3. elles ne sont pas utilisables partout, en particulier dans les sections critiques ou dans
les événements asynchrones comme les traitants de signal. Des parties de l’application
seraient alors inobservables avec nos mécanismes.
Une solution aurait été d’utiliser nos mécanismes de synchronisation interne, comme les
sections critiques présentées précédemment (cf. section 5.1.1 page 88). Cependant, l’objec-
tion 3 s’appliquerait en partie : il serait par exemple difficile d’observer nos mécanismes
de synchronisation interne si l’on se servait d’eux pour prendre nos traces. C’est pourquoi
nous nous sommes orientés vers une synchronisation légère, adaptée à nos besoins, mais
indépendante de tous nos autres travaux.
En collaboration avec R. Russell, nous avons résolu ce problème en utilisant l’instruc-
tion machine atomique cmpxchgl (décrite par la Figure 6.2). Après avoir obtenu l’adresse
du premier emplacement libre dans le tampon de la trace, l’adresse du prochain emplace-
ment libre est calculée en fonction de la taille de l’événement à écrire ; cette nouvelle valeur
remplace de manière atomique l’ancienne adresse. La procédure est itérée en cas d’échec,
c’est-à-dire si un autre processus léger a réservé l’emplacement pour écrire une trace pen-
dant notre calcul de la nouvelle adresse.
Par conséquent, les événements enregistrés dans la trace peuvent être temporellement
désordonnés : un processus léger peut récolter un événement, mais se «faire doubler» au
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int cmpxchgl(int* ref, int oldvalue, int newvalue) {
if (*ref != oldvalue)
return 0;
*ref=newvalue;
return 1;
}
L’instruction processeur cmpxchgl exécute ce code de manière atomique
FIG. 6.2 – Pseudo code de l’instruction cmpxchgl
moment de l’enregistrer. Charge est laissée à l’utilitaire supertrace de réordonner tempo-
rellement les événements lors de la fusion des traces noyau et utilisateur.
Ce mécanisme simple de synchronisation assure une cohérence dans les enregistrements
du tampon. Complètement indépendante de tous les autres mécanismes de synchronisa-
tion de notre bibliothèque et de l’application, cette technique permet de récolter des traces
à n’importe quel endroit du code du programme. Elle simplifie également une éventuelle
réutilisation de ces travaux pour tracer d’autres bibliothèques de processus légers comme
NPTL.
6.3 Description de notre environnement
Après avoir présenté notre plate-forme d’implémentation, nous détaillons l’interface
d’instrumentation des applications puis nous nous intéresserons au traitement des traces
obtenues.
6.3.1 Plate-forme d’implémentation
Nous avons implémenté notre environnement de profilage sur l’architecture INTEL x86 à
la fois dans le noyau LINUX et dans MARCEL, la bibliothèque de processus légers purement
utilisateur ou à deux niveaux de l’environnement PM2.
Pour avoir le support de FKT, on instrumente le noyau en un ensemble de points en
lui appliquant un patch. Ainsi, des événements sont mémorisés lors des changements de
contexte, lors des entrées et sorties d’interruption matérielle (IRQ, etc.) ou logicielle (appels
systèmes, etc.).
L’instrumentation de la bibliothèque de processus légers MARCEL permet de mémori-
ser les événements nécessaires à la reconstruction de l’ordonnancement global (changement
de contexte des processus légers utilisateur, création et terminaison des LWP). Cette ins-
trumentation permet aussi l’analyse de toutes les fonctions de la bibliothèque MARCEL. De
cette façon, on peut, par exemple, tracer précisément les performances de la bibliothèque
et/ou voir les causes de préemption des processus légers (temps écoulé, attente de verrou,
etc.) L’instrumentation de la bibliothèque MARCEL n’a pas demandé beaucoup de travail et
pourrait être très facilement reproduite dans toute autre bibliothèque de processus légers.
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6.3.2 Outils d’instrumentation
Nous avons repris l’interface de FKT. Ainsi, l’enregistrement d’événements repose prin-
cipalement sur l’utilisation desmacros FUT_PROBEx() et quelques types d’événements sont
prédéfinis, comme ceux marquant le début ou la fin des processus légers.
Notons aussi que nous avons développé un outil de prétraitement. Celui-ci attribue au-
tomatiquement un code d’entrée et un code sortie à chaque fonction. Pour instrumenter
un programme, il suffit alors d’insérer les macros PROF_IN() et PROF_OUT() au début
et à la fin des fonctions à profiler. L’insertion de ces macros peut être faite manuellement
ou automatiquement : le compilateur gcc dispose de fonctionnalités d’instrumentation des
fonctions compilées et ce, au moyen de deux appels de fonctions supplémentaires.
6.3.3 Analyse des traces
Une fois les traces utilisateur et noyau générées, celles-ci sont fusionnées dans une super-
trace au moyen de l’outil supertrace. Dans cette supertrace, les événements sont interclas-
sés temporellement et chaque événement est relié au processeur, au LWP et au processus
léger utilisateur qui l’ont enregistré. Toutefois, certains événements, comme ceux enregistrés
dans les routines d’interruptions, ne peuvent être associés à un processus léger utilisateur.
L’analyse de cette supertrace peut être menée par un utilitaire en ligne de commande,
appelé sigmund. Il permet d’appliquer à la supertrace un ou plusieurs filtres. On peut, par
exemple, extraire les événements concernant un processeur, un LWP ou un processus léger
utilisateur ; on peut aussi sélectionner les événements produits entre deux dates ou durant
l’exécution d’une fonction spécifiée, etc.
Des informations telles que la mesure du temps actif, du temps d’exécution réel des pro-
cessus légers ou des fonctions sélectionnées peuvent être extraites des événements ainsi sé-
lectionnés. Il est alors possible de profiler précisément les fonctions d’un processus multi-
threadé, même avec une charge importante sur le système.
6.3.4 Exemples
int fonction_instrumentee(int foo, int bar) {
int res;
PROF_IN();
if (foo) {
FUT_PROBE2(code_perso, foo, bar);
...
PROF_OUT();
return res;
}
...
PROF_OUT();
return 0;
}
FIG. 6.3 – Exemple d’instrumentation de code
116 CHAPITRE 6. MÉCANISMES DE PRISE DE TRACE
$> sigmund --trace-file supertrace.log --thread 15 \
--event CONTEXT_SWITCH --list-events
type date_tick pid cpu thr code name param(s)
[...]
USER 97615576 7137 1 7 23014 USER_CONTEXT_SWITCH 15
USER 97757052 7137 1 15 23014 USER_CONTEXT_SWITCH 8
USER 98006248 7136 0 6 23014 USER_CONTEXT_SWITCH 15
KERN 98139183 7136 0 15 23014 KERN_CONTEXT_SWITCH 6152
KERN 98638163 2352 2 ? 23014 KERN_CONTEXT_SWITCH 7136
USER 99060185 7136 2 15 23014 USER_CONTEXT_SWITCH 7
[...]
$> sigmund --trace-file supertrace.log --thread 15 --active-time
Temps actif total = 130193845 cycles
FIG. 6.4 – Interrogation de la supertrace avec sigmund
La Figure 6.3 montre comment instrumenter une fonction dans le code de l’application
à l’aide des macros PROF_IN()/PROF_OUT() pour que la fonction génère un événement à
chaque entrée et à chaque sortie.
La macro FUT_PROBE2(code_perso, foo, bar) permet de générer un événement
dans la trace dont le code sera code_perso. Cet événement aura deux arguments qui lui
seront associés (foo et bar).
La Figure 6.4 montre deux exemples d’informations fournies par notre environnement.
Le programme instrumenté est un programmemultithreadé exécuté sur une machine bipro-
cesseur XEON SMT (soit 4 processeurs logiques). La bibliothèque de processus légers utilisée
est une bibliothèque à 2 niveaux utilisant 4 LWP noyau pour propulser ses processus légers
utilisateur. On essaie d’obtenir des informations concernant l’ordonnancement d’un proces-
sus léger particulier (le numéro 15 sur cet exemple).
La première requête sert à connaître les événements de la trace relatifs aux changements
de contexte concernant le processus léger sélectionné. On peut voir ici quelles sont les infor-
mations enregistrées dans la supertrace pour chaque événement, à savoir :
type le type d’événement (noyau ou utilisateur) ;
date_tick sa date ;
pid le LWP s’exécutant à cet instant ;
cpu le processeur qui a enregistré la trace ;
thr le processus léger utilisateur s’exécutant à cet instant (s’il est profilé) ;
code le code de l’événement ;
name le nom de l’événement ;
param(s) les paramètres éventuels associés à l’événement.
Sur cet exemple, on voit que le processus léger utilisateur 15 a été ordonnancé par le
LWP 7137 sur le processeur 1. Puis, il a été ordonnancé par un autre LWP (le 7136) sur
le processeur 0. Ce LWP a été préempté par le noyau (qui a donné la main à une autre
application) pour être réordonnancé sur le processeur 2 un peu plus tard. Le processus léger
utilisateur a ensuite passé la main.
Grâce à ce type d’analyse, on peut voir quelle a été l’affinité d’un processus léger donné
avec les processeurs physiques. Sur cet exemple, on voit que le processus léger 15 n’a pas
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eu d’affinité marquée avec un LWP particulier et qu’un LWP lui-même a été déplacé par le
système.
La seconde requête permet de connaître le temps CPU total consommé par un processus
léger utilisateur qui a été ordonnancé par différents LWP sur différents processeurs.
6.3.5 Vers une présentation graphique de la trace
FIG. 6.5 – Visualisation d’une trace avec PAJÉ
Une fois la supertrace calculée, nous disposons de l’ordonnancement effectif des proces-
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sus légers de l’application sur la machine ainsi que des événements enregistrés qui leur sont
associés. Le programme sigmund permet alors d’interroger cette supertrace et d’en extraire
les informations désirées. Cependant, une analyse globale du comportement du programme
est humainement difficile à mener en mode texte ; une représentation graphique peut s’avé-
rer mieux adaptée.
Plutôt que de développer notre propre outil de présentation graphique, nous avons
préféré utiliser les travaux effectués dans ce domaine. Notre choix s’est porté vers PAJÉ
[dKdOS00] qui est un outil de visualisation interactif présentant le flot d’exécution d’ap-
plications parallèles où un nombre, potentiellement grand, de processus légers s’exécutent
concurremment3. PAJÉ est facile à interfacer car il a été conçu comme un outil générique :
la structure des flots d’exécution à représenter n’est pas définie dans le logiciel mais elle
est décrite dans le fichier de données lui-même. Ainsi l’écriture d’un filtre a suffi pour la
conversion de la supertrace au format accepté par le logiciel PAJÉ.
Sur la Figure 6.5, on peut observer un extrait du déroulement d’un programme multi-
threadé. Sur cet exemple, la machine a quatre processeurs physiques (il s’agit d’un biproces-
seur XEON SMT). L’application observée (nommée traces) utilise deux LWP pour ordon-
nancer ses quatre processus légers utilisateur : trois sont destinés aux calculs d’un produit
de matrice (nommés calcul1, calcul2 et calcul3) et le quatrième assure des communi-
cations. Les informations sont représentées dans trois zones matérialisant les points de vue
processus léger utilisateur, LWP et processeur4. Détaillons ces différentes vues :
Informations sur chaque LWP :
1. identité du processeur physique utilisé (lorsque ce LWP est ordonnancé par le
système d’exploitation) ;
2. identité du processus léger utilisateur qu’il ordonnance (si le LWP exécute l’ap-
plication observée) ;
Informations sur chaque processeur :
1. identité du LWP exécuté ;
2. identité du processus léger utilisateur exécuté (s’il s’agit de l’exécution de l’appli-
cation observée) ;
Informations sur chaque processus léger utilisateur :
1. identité du LWP propulseur (lorsqu’il est sélectionné par l’ordonnanceur de l’ap-
plication) ;
2. identité du processeur physique lorsqu’il est réellement exécuté (il doit alors être
aussi ordonnancé par un LWP) ;
3. emboîtement des appels de fonction et des événements tracés dans l’application.
Il est facile d’observer sur la représentation graphique que le système d’exploitation
laisse bien la main aux deux LWP de l’application ; ceux-ci s’exécutent de façon continue,
chacun sur un processeur de la machine (les processeurs 0 et 3). En revanche, pour les pro-
cessus légers utilisateur, on observe que le processus léger de communication est rarement
pris en charge par un LWP : il est en fait bloqué sur un sémaphore (information révélée en
3 PAJÉ a été initialement conçu pour suivre l’état des processus légers de niveau utilisateur de l’environne-
ment de programmation distribué ATHAPASCAN [BIG97].
4Si tous les LWP et tous les processeurs du système sont représentés, seuls les processus légers utilisateur de
l’application espionnée sont observables.
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positionnant la souris sur la dernière fonction appelée par ce processus léger). Le graphique
montre tout aussi clairement que les processus légers utilisateur de calcul passent d’un LWP
à l’autre à chaque quantum. Cela induit un va-et-vient d’un processeur à l’autre, ce qui peut
être préjudiciable à l’application quant à l’utilisation du cache processeur par les processus
légers utilisateur.
Sans ces traces à deux niveaux, il aurait plus été difficile de se rendre compte de la mau-
vaise utilisation du cache par les processus légers utilisateur. On « voit » ainsi que l’ordon-
nanceur des processus légers de niveau utilisateur ne tient pas compte des affinités processus
légers utilisateur/LWP. Si l’on peut facilement améliorer l’exécution de ce programme5, le
problème de fond, lui, est non trivial : il s’agit d’améliorer le dialogue entre la machine et
l’application.
6.4 Conclusion
Les ordonnanceurs multiniveaux, comme celui que l’on a développé, permettent de tirer
pleinement partie des architectures de type SMP, deux processus légers d’un même proces-
sus pouvant s’exécuter réellement en parallèle, tout en conservant une grande efficacité sur
le plan de la gestion des processus légers (création, terminaison, etc.) Ce progrès complexi-
fie notablement le recueil et l’analyse des performances des applications multithreadées,
analyse cruciale dans un contexte hautes performances. Les logiciels que nous avons déve-
loppés et présentés dans ce chapitre constituent une réponse à ce besoin : les outils proposés
permettent d’instrumenter rapidement et précisément l’application cible afin d’en analyser
finement l’exécution.
Pour bénéficier de cet environnement de profilage, il est nécessaire d’utiliser un système
d’exploitation et une bibliothèque de processus légers adaptés. Notons que les modifications
nécessaires pour supporter notre environnement de profilage sont très localisées ; les biblio-
thèques de processus légers comme NGPT [ADH+02], NPTL [DM03] ou LINUXTHREAD
[Ler96] peuvent donc être adaptées sans difficultés majeures.
Dans l’état actuel, notre environnement reconstruit l’ordonnancement des processus lé-
gers et peut enregistrer les appels de fonction ainsi que des événements définis par l’utili-
sateur. Il serait intéressant de généraliser et diversifier les mesures. D’une part, on pourrait
utiliser les compteurs matériels de performances et ce, pourquoi pas, au travers d’une API
telle que PAPI. D’autre part, des types d’événements caractéristiques relatifs au multithrea-
ding pourraient être récoltés et exploités. Par exemple, il pourrait être utile de suivre l’état
d’un verrou pour savoir quand et combien de processus légers cherchent à l’acquérir. Un
goulot d’étranglement autour d’un tel verrou serait alors facile à mettre en évidence.
5Il suffit de faire coopérer non pas trois, mais deux ou quatre processus légers au calcul du résultat.
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Sommaire
7.1 Que tester, que mesurer ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.1.1 Description de la plate-forme matérielle . . . . . . . . . . . . . . . . . 122
7.1.2 Fonctionnalités évaluées . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.1.2.1 Opérations représentatives des bibliothèques de processus
légers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.1.2.2 Programmes synthétiques . . . . . . . . . . . . . . . . . . . 123
7.1.3 Bibliothèques évaluées . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Résultat des expériences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.2.1 Opérations de base sur les processus légers . . . . . . . . . . . . . . . 124
7.2.2 Applications synthétiques . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.3 Coûts et gains des nouveaux services offerts . . . . . . . . . . . . . . . . . . 126
7.3.1 Le modèle des Scheduler Activations . . . . . . . . . . . . . . . . . . . 126
7.3.2 Le serveur d’événements . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.3.2.1 Mesure de la réactivité . . . . . . . . . . . . . . . . . . . . . 127
7.3.2.2 Serveur multirequête et agrégation . . . . . . . . . . . . . . 128
7.3.3 Surcoût induit par l’enregistrement des événements . . . . . . . . . . 129
7.4 Réalisations logicielles s’appuyant sur MARCEL . . . . . . . . . . . . . . . 131
7.4.1 HYPERION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.4.2 MPICH-MAD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.4.3 PADICOTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
L’ensemble des concepts, outils et mécanismes décrits dans les chapitres précédents ont
fait l’objet d’une implémentation au sein de la plate-forme de développement pour applica-
tions parallèles distribuées PM2. Plus précisément, la bibliothèque de processus légers MAR-
CEL a été complètement réécrite afin de vérifier expérimentalement les nouveaux concepts
et les approches proposées.
7.1 Que tester, que mesurer ?
Lorsque l’on désire comparer des bibliothèques de communication, les débits atteints
et les temps de latence sont les principaux paramètres évalués. La communauté a reconnu
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la pertinence de ces paramètres assez simples à recueillir1. Il existe également des jeux de
benchmarks reconnus pour certaines bibliothèques comme, par exemple, MPI. Il s’agit alors
de mesurer la performance globale de la bibliothèque dans le contexte d’une application test
censée reproduire des comportements typiques.
Dans le cas de bibliothèques de processus légers, il n’existe pas (encore) de benchmarks
complets reconnus par la communauté. Cela est probablement dû en partie à l’extrême va-
riabilité des fonctionnalités offertes par les bibliothèques de processus légers : préemption
ou non, niveau d’ordonnancement, gestion des appels systèmes bloquants, etc. C’est pour-
quoi nous avons créé un ensemble de programmes permettant de tester et comparer divers
aspects des bibliothèques de processus légers qui nous paraissaient importants.
7.1.1 Description de la plate-forme matérielle
Pour comparer de manière équitable un ensemble de bibliothèques, il convient de fixer
le maximum de paramètres. En l’occurrence, nous avons choisi l’architecture x86 et le sys-
tème LINUX. Ce choix permet, d’une part, de bénéficier d’une vaste gamme de bibliothèques
différentes à tester, et d’autre part, de pouvoir comparer l’ensemble de nos développements
puisque les activations n’ont été implémentées, pour l’instant, que sur ce système.
Les machines utilisées correspondent à deux configurations classiques dans les grappes
pour calcul hautes performances. Nous effectuerons d’abord les tests sur une machine mo-
noprocesseur contenant un processeur Intel R© Pentium R© 4 cadencé à 1.8 GHz avec 512 kilo-
octets de mémoire cache et 512 Méga-octets de mémoire vive. Cela correspond à une ar-
chitecture matérielle très simple au niveau des flots d’exécution : un seul est disponible à
tout instant. La seconde machine type est un biprocesseur SMT contenant deux processeurs
Intel R© Xeontm cadencés à 2.66 GHz avec 512 kilo octets de mémoire cache et 1 giga octet de
mémoire vive. L’architecture matérielle propose donc ici quatre flots d’exécution parallèles.
7.1.2 Fonctionnalités évaluées
7.1.2.1 Opérations représentatives des bibliothèques de processus légers
Dans un premier temps, nous nous intéressons à un ensemble d’opérations correspon-
dant aux principales actions demandées à une bibliothèque de processus légers, c’est-à-dire
ce qui concerne la création et la synchronisation des flots d’exécution concurrents.
Changement de contexte : Il s’agit de mesurer le temps nécessaire pour passer la main vo-
lontairement d’un processus léger à un autre. Le résultat est obtenu en lançant deux
processus légers qui se passent la main un certain nombre de fois. Il faut s’assurer (par
exemple avec de l’attente active) que les deux processus légers sont prêts avant de
démarrer le test (pour ne pas compter le temps de création des processus légers).
Création de processus légers : Nous évaluons le coût de création d’un processus léger.
Comme des bibliothèques retardent certains coûts relatifs à la création jusqu’au mo-
ment du premier ordonnancement du processus léger créé, nous mesurons non pas le
1Encore que leur définition peut varier. Par exemple, pour le débit, il peut s’agir soit du demi-temps d’un
aller retour, soit du temps d’une seule communication à sens unique (en pratique, en fait alors un grand nombre
de communication à sens unique puis une très courte dans l’autre sens pour arrêter le chronomètre). Suivant les
bibliothèques, les résultats ne sont pas nécessairement identiques.
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temps d’exécution de la fonction create(), mais le temps entre l’appel de cette fonc-
tion et le début de l’exécution du processus léger. Nous laissons ce dernier se terminer
immédiatement et nous mesurons également le temps de sa terminaison (le processus
léger principal effectue un join() juste après avoir créé le processus léger.
Primitives de synchronisation bloquantes : Nous mesurons le temps nécessaire pour blo-
quer un processus léger et de passer la main au suivant. Ce test est très semblable
au précédent, mais il oblige l’ordonnanceur à manipuler les listes de processus légers
prêts et bloqués. On obtient ces mesures, là encore, en lançant deux processeurs légers
qui se bloquent et se débloquent réciproquement avec des sémaphores.
Primitives de synchronisation non bloquantes : Il s’agit ici de mesurer le temps nécessaire
pour acquérir un verrou lorsqu’il n’y a pas de contention dessus.
7.1.2.2 Programmes synthétiques
Après avoir mesuré des opérations isolées, nous essayons à travers quelques pro-
grammes de créer des situations permettant d’évaluer des qualités (ou des défauts) des bi-
bliothèques.
Utilisation des ressources matérielles : Nous désirons ici observer le comportement de la
bibliothèque en présence d’une application ayant de nombreux travaux indépendants
à effectuer. Dans ce test, nous calculons un produit de matrice en parallèle. Le test est
effectué avec un nombre variable de processus légers. La taille globale du calcul reste
en revanche inchangée. Une bibliothèque exploitant des machines multiprocesseurs
pourra s’attendre à une accélération linéaire sur cet exemple. L’application est nommée
prodmat.
Tâches parallèles dépendantes, synchronisation interne : Ce programme permet d’utili-
ser de façon intensive les fonctionnalités des bibliothèques de processus légers. En
effet, il utilise de façon intensive les primitives de synchronisation entre processus lé-
gers en calculant une somme par la méthode diviser pour régner (le programme génère
un arbre de processus légers). Ce programme permet également d’évaluer le nombre
de processus légers que peut créer la bibliothèque. C’est une bonne indication des res-
sources nécessaires aux processus légers. Ce programme est nommé sumtime.
7.1.3 Bibliothèques évaluées
Tous les tests précédemment décrits ont été exécutés sur une grande variété de biblio-
thèques citées ci-après.
Bibliothèques disponibles sur la plate-forme. Quatre bibliothèques de processus légers
de LINUX sont évaluées, à savoir :
LINUXTHREAD : l’ancienne bibliothèque de référence de LINUX ;
NPTL : la nouvelle bibliothèque standard de LINUX utilisant les nouveaux services du
noyau ;
GNUPTH : la bibliothèque du projet GNU ;
NGPT : la bibliothèque développée momentanément par IBM pour remplacer LINUX-
THREAD et abandonnée suite à l’apparition de NPTL.
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Une description plus complète de ces bibliothèques est disponible dans la partie 3.4. Nous
nous bornerons à remarquer ici que tous les types de bibliothèques sont présents : noyau (2),
utilisateur et mixte.
Parallélisation sans processus légers. Outre les bibliothèques de processus légers, cer-
taines mesures sont pertinentes rapportées aux processus lourds. C’est le cas pour les chan-
gements de contexte ainsi que pour les temps de création. Dans ces deux cas, desmesures ont
été effectuées en utilisant des processus lourds (fork()) ainsi que des flots indépendants au
sein du processus avec la primitive clone() 2
La bibliothèque MARCEL. Pour notre bibliothèque MARCEL, nous avons testé deux ver-
sions :
marcel-mono : bibliothèque de niveau purement utilisateur ;
marcel-smp : bibliothèque à deux niveaux ;
Nous avons construit ici des versions optimisées (pas de génération de traces ou demessages
de déverminage), ce qui correspond aux choix des utilisateurs de notre environnement lors
de leurs développements.
7.2 Résultat des expériences
7.2.1 Opérations de base sur les processus légers
Changements Création Synchronisation
de contexte seule avec terminaison bloquante non bloquante
Bibliothèque (sémaphore) (mutex)
UNIX (fork()) 4,5 - 154 - -
clone() 2,9 23 48 - -
LINUXTHREAD 3,0 84 125 12,1 0,25
NPTL 2,9 6,6 17 5,4 0,19
GNUPTH 5,1 81 113 NA3 0,09
NGPT 3,3 90 127 1,1 0,40
marcel-mono 0,39 1,8 4,3 0,61 0,035
marcel-smp 1,1 3,6 9,5 0,79 0,46
Les données sont exprimées en µs. Ces tests ne concernant que des opérations de base, ils ont été réalisés sur la
machine monoprocesseur (les résultats offrent le même profil sur la machine multiprocesseur).
TAB. 7.1 – Coût des opérations de base des processus légers
Le tableau 7.1 présente les temps d’exécution de diverses fonctions de base des biblio-
thèques de processus légers. Les résultats obtenus sont cohérents entre eux. Plusieurs re-
marques peuvent être faites :
2Il s’agit de la primitive système utilisée par les bibliothèques noyau oumixte pour obtenir des flots parallèles
au sein d’un exécutable.
3GNUPTH ne propose pas d’implémentation des sémaphores.
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– notre bibliothèque offre d’excellentes performances tant enmode utilisateur quemixte.
Le surcoût entre les deux versions s’explique par les synchronisations internes plus
coûteuses. Dans le cas de la version marcel-smp, les mesures obtenues pour la syn-
chronisation non bloquante sont décevantes, sans justification a priori. Il s’agit proba-
blement d’un défaut dans l’implémentation qui a échappé pour l’instant à nos investi-
gations. Nous espérons le corriger rapidement ;
– les bibliothèques utilisateur et mixte GNUPTH et NGPT ont des performances net-
tement inférieures aux nôtres. Cela est dû à la conformité stricte à la norme POSIX
de ces bibliothèques qui exécutent fréquemment des appels systèmes pour bloquer
les signaux. On se rend compte à cette occasion que ces surcoûts annulent pour cer-
taines opérations le bénéfice espéré en restant en espace utilisateur par rapport aux
bibliothèques noyau. Ainsi, un changement de contexte est 1.7 fois plus coûteux pour
GNUPTH par rapport à LINUXTHREAD bien que la première soit une bibliothèque de
niveau utilisateur et la seconde de niveau noyau. Les appels à setprocmask() de
GNUPTH diminuent fortement ses performances ;
– les deux bibliothèques noyau ont des performances vraiment distinctes. L’ancienne bi-
bliothèque LINUXTHREAD paye le coût d’une synchronisation par échange de signaux.
La nouvelle bibliothèque NPTL utilise tous les nouveaux supports du noyau LINUX.
On voit bien ici tout l’intérêt d’un support adéquat dans le noyau vis-à-vis des perfor-
mances.
7.2.2 Applications synthétiques
Nombre de processus légers
Bibliothèque 1 2 3 4 5 6 7 8
LINUXTHREAD 10,4 5,1 3,4 2,3 3,0 3,1 2,6 2,3
NPTL 10,5 5,2 3,5 2,3 3,0 3,2 2,7 2,5
GNUPTH 10,5 10,5 10,5 10,5 10,5 10,5 10,5 10,5
NGPT 10,9 5,5 3,4 2,6 4,0 3,1 2,8 2,3
marcel-mono 10,4 10,4 10,4 10,4 10,4 10,4 10,4 10,4
marcel-smp 10,8 5,3 3,6 2,3 2,4 2,4 2,4 2,4
Les données sont exprimées en secondes.
Ces tests ont été réalisés sur la machine multiprocesseur (les résultats sont constants sur la machine
monoprocesseur).
TAB. 7.2 – Passage à l’échelle d’une application régulière sur machine multiprocesseur
Le tableau 7.2 présente les temps d’exécution d’un calcul de produit de matrice : le do-
maine de calcul est divisé en un nombre prédéterminé de sous-domaines, chacun pris en
charge par un processus léger. Plusieurs commentaires peuvent être faits :
– comme prévisible, les bibliothèques de niveau utilisateur sont incapables de bénéficier
d’une accélération sur une machine multiprocesseur ;
– les bibliothèques de niveau noyau ont unmeilleur comportement lorsqu’il y a le même
nombre de processus légers que de processeurs, ou à défaut lorsque ce nombre en est
un multiple. Cela simplifie probablement l’équilibrage de charge du système ;
– ce n’est pas visible dans le tableau, mais toutes ces mesures sont très stables, à l’ex-
ception de celles de la bibliothèque NGPT. Cela provient du fait que, contrairement
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à notre bibliothèque marcel-smp, les quatre LWP créés par NGPT ne sont pas fixés
chacun sur un processeur physique. En cas de mauvais ordonnancement du système
(plusieurs LWP en alternance sur le même processeur physique), les performances se
dégradent très vite, atteignant même les temps des bibliothèques utilisateur dans les
pires cas.
Borne de la somme à calculer
Bibliothèque 100 500 1 000 10 000 100 000
LINUXTHREAD 15,1 406 1570 OutOfMem OutOfMem
NPTL 7,5 BUG BUG BUG BUG
GNUPTH 44,5 800 3700 OutOfMem OutOfMem
NGPT 13,4 33,5 64,8 705 7486
marcel-mono 1,9 10,3 20,9 155 OutOfMem
marcel-smp 2,1 13,6 26,8 236 OutOfMem
OutOfMem : pas assez de mémoire
BUG : erreur interne à la bibliothèque
Les données sont exprimées en millisecondes.
Ces tests ont été réalisés sur la machine multiprocesseur.
TAB. 7.3 – sumtime : un programme de stress pour les bibliothèques
Le programme sumtime permet d’aller aux limites4 des bibliothèques de processus lé-
gers non seulement parce qu’il utilise énormément de synchronisation en permanence, mais
aussi parce qu’il crée un très grand nombre de processus légers. Les mesures présentées dans
le tableau 7.3 démontrent encore l’intérêt des bibliothèques de processus légers utilisateur :
les versions avec MARCEL sont beaucoup plus rapides.
7.3 Coûts et gains des nouveaux services offerts
7.3.1 Le modèle des Scheduler Activations
Les upcalls. Comme expliqué à la section 5.2.1, l’exécution d’un upcall après un appel sys-
tème ne nécessite la sauvegarde que de quelques registres sur la pile et non pas l’état complet
du processeur. De plus, une fois le code de l’upcall exécuté, on retourne directement dans
l’application sans passer par le mode noyau. Nous souhaitons mettre en évidence le gain
que ces deux optimisations apportent par rapport au déroulement d’un signal classique.
Obtenir uniquement le temps du déroutement n’est pas chose aisée. C’est pourquoi nous
mesurons un chemin d’exécution connu sur lequel nous rajoutons, si nous le désirons, un
upcall ou un signal. L’important n’est donc pas la valeur absolue, mais plutôt la différence
avec la situation de référence. Dans le tableau 7.4, on peut comparer les temps d’exécution
lorsque le noyau préempte l’application en exécutant un upcall ou un traitant de signal et
lorsqu’il n’exécute que son chemin normal. Ces mesures ont été prises sur la machine mo-
noprocesseur.
4Ce programme semble même révéler un problème dans la bibliothèque NPTL qui fera l’objet d’un rapport
de bug auprès de ses développeurs.
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On remarquera que les surcoûts aussi bien des upcalls que des traitants de signaux sont
assez faibles. Le gain entre un upcall et un traitant de signal s’explique par la moindre quan-
tité de données à sauver et la non nécessité d’un appel système pour restaurer le contexte
d’exécution.
Durée Surcoût
Retour standard (référence) 13, 1µs 0 (+0%)
Upcall 14, 1µs +1, 0µs (+7, 63%)
Traitant de signal 16, 5µs +3, 4µs (+25, 95%)
TAB. 7.4 – Surcoût des upcalls
Surcoût des upcalls 1, 0µs
getpid() 0, 92µs
act_cntl(RESTART_UNBLOCKED, id) 2, 17µs
TAB. 7.5 – Coûts globaux du redémarrage d’une activation
Redémarrage d’une activation disponible. En présentant notre modèle à la section 4.4,
nous avons expliqué qu’un appel système est nécessaire pour relancer une activation prête
à repartir. Cet appel système (act_cntl(ACT_CNTL_RESTART_UNBLOCKED, id)) sup-
prime l’activation courante et redémarre l’activation prête sur le LWP local. Dans le ta-
bleau 7.5, on peut comparer le temps d’un simple appel système (getpid() au temps néces-
saire pour redémarrer une activation. Pour ce faire, nous mesurons le temps depuis le début
de l’appel système jusqu’au redémarrage effectif de l’activation prête ; ce temps inclut celui
de l’appel système et celui du surcoût de l’upcall au redémarrage de l’activation. Par consé-
quent, le surcoût dû à l’arrêt de la précédente activation et le basculement vers l’activation
réveillée n’est que de 0.25µs.
7.3.2 Le serveur d’événements
7.3.2.1 Mesure de la réactivité
Il s’agit ici d’évaluer la capacité d’une application à réagir rapidement lorsqu’unmessage
réseau survient, quelle que soit sa charge de calcul. Pour ce faire, un programme synthétique
lance un certain nombre de processus légers exécutant une tâche de calcul quelconque pen-
dant qu’un autre processus léger attend des messages et renvoie ces derniers sitôt réception-
nés. Nous mesurons le temps nécessaire à ce programme pour renvoyer en écho un message
réseau reçu en fonction du nombre de processus légers effectuant du calcul (voir Table 7.6).
En désactivant le serveur d’événements de notre bibliothèque, sans support de la part
de l’ordonnanceur, le processus léger à l’écoute du réseau teste si un événement est survenu
chaque fois qu’il est ordonnancé. Si aucun événement n’est survenu, alors il repasse la main
immédiatement. Si n processus légers sont en cours d’exécution, un événement réseau peut
rester non détecté pendant une durée pouvant aller jusqu’à n quanta de temps. Le quantum
de la bibliothèque est classiquement de 10 ms, donc 10∗n/2ms sont nécessaires en moyenne
pour réagir comme le montre la première ligne de la Table 7.6.
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Nombre de processus légers de calcul
Version de l’ordonnanceur Aucun 1 2 5 10
Sans support particulier (ms) 0, 130 5, 011 10, 022 25, 010 50, 010
Avec serveur d’événements (ms) 0, 134 4, 846 4, 837 5, 471 4, 848
+ activations (ms) 0, 451 0, 453 0, 452 0, 457 0, 453
TAB. 7.6 – Temps de réaction à une requête d’entrée/sortie en fonction du nombre de pro-
cessus légers de calcul.
Avec le serveur d’événements, le processus léger réseau délègue sa scrutation à l’ordon-
nanceur utilisateur. L’ordonnanceur peut alors contrôler le délai entre chaque scrutation, et
ceci quel que soit le nombre de processus légers en exécution. Le temps de réponse aux re-
quêtes réseaux devient plus oumoins constant. En moyenne, il doit être d’un demi-quantum
de temps, soit 5 ms, comme observé dans les résultats.
Utiliser des appels systèmes bloquants fournit de meilleures performances : on observe
un temps constant de 450 µs quel que soit le nombre de processus légers en exécution. Ce-
pendant, le support des activations est nécessaire pour les gérer correctement. Les appels
systèmes bloquants introduisent un surcoût significatif qui apparaît ici lorsqu’aucun proces-
sus léger de calcul n’est lancé ou, pour une application réelle, lorsqu’ils sont tous bloqués
(colonne 1 de la Table 7.6).
7.3.2.2 Serveur multirequête et agrégation
Dans le cas où l’on doit effectuer de la scrutation, il est important d’optimiser le plus
possible les scrutations qui peuvent être assez fréquentes. Dans cette expérience, nous allons
mesurer les perturbations induites sur une tâche de calcul par la scrutation due à d’autres
processus légers.
Dans notre expérience, un seul processus léger de calcul effectue du travail (calcul et pri-
mitives de synchronisation), alors que d’autres processus légers sont en attente de messages
sur l’interface réseau. Tous les processus légers en attente utilisent le même serveur d’évé-
nements pour les requêtes. Nous observons le temps nécessaire pour effectuer la tâche alors
que des événements surviennent au hasard (voir la Table 7.7 et la Figure 7.1).
Nombre de processus légers en attente
Version de l’ordonnanceur 1 2 3 4 5 6 7 8
Sans support particulier (ms) 80, 3 101, 3 119, 0 137, 2 156, 6 175, 7 195, 2 215, 7
Avec serveur d’événements (ms) 81.2 84.0 84.0 84.7 86.4 87.9 89.6 91.6
TAB. 7.7 – Temps de calcul d’une tâche en fonction du nombre de processus légers en attente
d’entrées/sorties.
Ceci montre qu’agréger les requêtes de détection d’événements dans l’ordonnanceur
augmente de manière significative les performances. Sans agrégation, le temps d’exécution
de la tâche principale augmente de manière importante avec le nombre de processus légers
en attente d’entrées/sorties. Avec l’agrégation, ce temps devient presque constant ; la légère
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FIG. 7.1 – Temps de calcul d’une tâche en fonc-
tion du nombre de processus légers en attente
d’événements.
augmentation est due au temps nécessaire pour agréger les requêtes.
7.3.3 Surcoût induit par l’enregistrement des événements
L’enregistrement des traces doit être le plus rapide possible afin de réduire au mieux les
perturbations engendrées par les mesures. Pour ce faire, les événements estampillés sont
écrits dans des tampons (un par trace) alloués lors de l’initialisation.
Fonction/Macro Nombre de cycles
Macro PROF_IN 260
Appel système getpid() 1900
Fonction standard d’E/S tamponnée printf(“test”) 672
TAB. 7.8 – Micro benchmarks
Le Tableau 7.8 permet de comparer les différents coûts (appel système, appel de biblio-
thèque d’entrée/sortie, enregistrement d’un événement). Il apparaît clairement qu’un appel
système est beaucoup plus intrusif qu’un appel de fonction. On observe aussi que l’enregis-
trement d’un événement dans le tampon dédié est deux à trois fois plus efficace que l’écriture
d’une chaîne constante par la fonction printf.
Nous avons ensuite cherché à évaluer le surcoût induit par la prise des traces ainsi que
la taille des traces générées. Ces deux quantités sont très fluctuantes et dépendent fortement
du niveau d’instrumentation du code. On peut en effet se contenter de tracer uniquement
l’ordonnancement des processus légers sur le système ou bien, à l’extrême, on peut aussi tra-
cer l’ensemble des fonctions de l’application cible ainsi que celles des bibliothèques utilisées,
ce qui permet alors d’obtenir une vue très précise du déroulement du programme.
Le Tableau 7.9 montre le surcoût dû au profilage lors de l’exécution de deux applica-
tions types. On compare l’exécution normale (application et bibliothèques compilées sans
code d’instrumentation), l’exécution profilée où l’on n’enregistre que les changements de
contexte et l’exécution profilée où on enregistre tous les appels de fonction et tous les appels
système. Dans les deux derniers cas, il s’agit du même binaire ; seule une option au lance-
ment permet de choisir le masque actif pour l’enregistrement des événements. Ces mesures
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temps nombre débit
d’exécution d’événements (taille) (Mo/s)
enregistrés
Programme Sumtime
non profilé 220 ms - -
profilé 269 ms (+22%) 119 577 (3 529 Mo) 10,2
profilé (complet) 426 ms (+93%) 837 325 (14 421 Mo) 32
Programme ProdMat
non profilé 8.1 s - -
profilé 8.1 s (+0%) 2 618 (0,086 Mo) 0,010
profilé complet 8.2 s (+1%) 695 068 (11,801 Mo) 1,456
TAB. 7.9 – Performance pour des applications types
ont été obtenues sur une machine sous LINUX 2.6.4 équipée de processeurs XEON SMT ca-
dencés à 2,8 GHz (quatre processeurs exploités par LINUX). La bibliothèque de processus
légers utilisée est la bibliothèque de processus légers à deux niveaux MARCEL qui, dans les
versions profilées des programmes, est entièrement instrumentée (toutes ses fonctions sont
instrumentées, pas uniquement les changements de contexte). Sur chaque ligne du tableau,
on trouve le temps d’exécution du programme, le nombre d’événements enregistrés et la
taille de la trace générée, et enfin le débit en écriture dans le fichier de trace au cours de
l’exécution de l’application.
La première application (Sumtime) est le test intensif de la bibliothèque de processus
légers que nous avons présenté auparavant. Ici, beaucoup d’événements sont enregistrés,
y compris lorsqu’on se contente d’enregistrer uniquement les changements de contexte car
les processus légers se synchronisent (donc se bloquent et passent la main) en permanence.
Lorsque l’on n’enregistre que les changements de contexte, on observe une pénalité de 22%.
On a alors le déroulement exact de l’ordonnancement des processus légers de l’application.
Si, de plus, on désire connaître dans quelle fonction ils se trouvent à tout instant, la pénalité
passe à 93%. Ces chiffres élevés s’expliquent par le fait que l’application n’a pas de code de
calcul propre : toutes ses fonctions sont très courtes. L’application génère par conséquent un
nombre d’événements très important. Il s’agit là d’un pire cas pour notre environnement.
Le second programme (ProdMat) est celui de calcul de multiplication de matrices uti-
lisé ci-dessus pour observer le passage à l’échelle des applications. Le déroulement interne
des boucles de calcul ne génère pas d’événement particulier ; on désire seulement recueillir
l’ordonnancement des processus légers et les temps de calcul de chacune de leurs tâches.
On observe alors que le surcoût dû à l’enregistrement d’événements devient négligeable de-
vant les autres coûts de l’application : les perturbations dues aux démons sur le système
engendrent des variations du temps d’exécution plus importantes que celles dues à l’ins-
trumentation. Ce type d’observation est plus représentatif de ce que l’on souhaite observer
lorsque l’on veut analyser une application multithreadée. Et rien n’empêche d’avoir des por-
tions de code instrumentées de façon plus complète que d’autres, ou encore de modifier le
masque des événements enregistrés une fois que l’on a déjà ciblé en partie les périodes les
plus intéressantes ou les plus critiques.
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7.4 Réalisations logicielles s’appuyant sur MARCEL
Notre bibliothèque MARCEL a été et continue d’être choisie par des projets extérieurs
comme élément de base pour le support du multithreading. Nous souhaitons présenter ici
quelques uns de ces projets et les raisons de leur support de MARCEL.
7.4.1 HYPERION
L’équipe dirigée par Luc BOUGÉ dans laquelle j’ai été accueilli pour effectuer ma thèse a
monté un projet de collaboration NSF/Inria avec le groupe de Phil HATCHER de l’université
du New Hampshire. Cette collaboration qui a duré quatre ans, de 1998 à 2001, s’articulait
autour de l’utilisation du multithreading distribué pour le support d’applications parallèles
développées avec des langages de haut niveau. Elle a conduit à la réalisation d’une machine
Java parallèle distribuée qui s’appuyait sur l’ancienne version de MARCEL pour le multi-
threading.
Le cœur de ce projet, nommé Hyperion [ABH+01b], consiste à founir un environnement
distribué capable d’exécuter efficacement des programmes Java au format « bytecode » sur
des grappes de PC. L’environnement Hyperion s’appuie sur PM2 en lui déléguant la ges-
tion du multithreading (inhérent aux applications Java) et la gestion des communications
[ABH+00a, ABH+00b, KHBB01]. Reposant sur l’utilisation d’une mémoire virtuelle distri-
buée, cet environnement a mis en évidence la nécessité de pouvoir fournir des services ré-
actifs. Même si des processus légers Java étaient prêts à s’exécuter, répondre aux messages
de la mémoire virtuelle partagée devait être prioritaire pour ne pas bloquer l’exécution des
autres nœuds.
Ce projet a depuis été abandonné, avant même de pouvoir bénéficier des services du
nouveau MARCEL. Il a toutefois été un moteur important de mes réflexions lors de l’élabo-
ration des premières extensions à MARCEL pour offrir des services garantissant une certaine
réactivité.
7.4.2 MPICH-MAD
Message Passing Interface Chameleon (MPICH) est une implémentation libre du standard
MPI [Mes95], développée au ARGONNE NATIONAL LABORATORY. De nombreuses réalisa-
tions existantes – y compris commerciales – de MPI dérivent de MPICH. L’une d’entre elle,
MPICH-MAD [AMN01], a choisi d’utiliser MARCEL et MADELEINE comme support exécutif
sous-jacent.
Le but de cette adaptation était de permettre l’exploitation efficace, avec des programmes
MPI, des grappes de station à réseaux rapides éventuellement multiples. L’introduction des
processus légers dans le support exécutif était requis par la bibliothèque de communication
pour pouvoir réémettre des messages d’un réseau à un autre sur les machines passerelles
indépendamment de l’application MPI. Le faible coût de création a permis de les utiliser
également lors de chaque communication asynchrone. Cette version de MPICH peut enfin
envoyer des messages asynchrones qui progressent réellement pendant les phases de calcul
de l’application.
Les services de MARCEL, en particulier ceux concernant le serveur d’événements, sont
utilisés à plusieurs niveaux. D’une part, MADELEINE en fait grandement usage chaque fois
que des réseaux rapides doivent être scrutés en espace utilisateur (protocoles GM et BIP
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pour MYRINET, réseaux SCI, etc.). D’autre part, MPICH-MAD utilise directement le serveur
d’événements de MARCEL pour scruter les échanges effectuées par mémoire partagée. Les
excellentes performances obtenues par cet environnement témoignent de l’utilité et de la
qualité de MARCEL et de ses services.
7.4.3 PADICOTM
PADICOTM [DPP01] a été développé à Rennes dans l’équipe PARIS. Il s’agit d’une plate-
forme de communication adaptée aux grilles et permettant aux applications d’utiliser le pa-
radigme de communication le plus adapté pour elles, indépendamment du support réel
sous-jacent.
Comme précédemment, pour exploiter les grappes, PADICOTM a choisi comme supports
exécutifs MARCEL pour les processus légers et MADELEINE pour les communications. Le
choix de MARCEL s’explique par l’intégration réussie qu’il entretient avec la bibliothèque de
communication MADELEINE ainsi que par ses excellentes performances intrinsèques.
FIG. 7.2 – La plate-forme Padico dans le projet GRID-RMI
PADICOTM est le projet qui a mis en évidence la nécessité de proposer une personna-
lité POSIX BINAIRE. En effet, PADICOTM permet la cohabitation de plusieurs plates-formes
logiciels conséquentes telles que MPICH, CORBA, etc. (voir la Figure 7.2). Assurer une
compatibilité POSIX au niveau de MARCEL permet d’adapter plus rapidement ces envi-
ronnements à PADICOTM, sans empêcher PADICOTM ou MADELEINE d’utiliser les autres
personnalités de MARCEL pour accéder aux services évolués. Par exemple, PADICOTM ac-
cède directement au serveur d’événements de MARCEL afin de gérer les communications
TCP.
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Les performances obtenues par PADICOTM en débit et latence sur de nombreux réseaux
rapides démontrent une fois encore l’adéquation des services proposés par MARCEL aux be-
soins des environnements de programmation ainsi que la qualité de l’implémentation pro-
posée.
7.5 Conclusion
Les chapitres précédents ont décrit en détail la structure et les fonctionnalités d’une bi-
bliothèque de processus légers que nous avons implémentée. Cette bibliothèque propose
des services originaux dédiés à la réactivité , de plus, elle est structurée autour de nombreux
composants pour lui permettre de s’adapter facilement à des besoins applicatifs et des ar-
chitectures matérielles variés. Ce chapitre a permis de montrer que, malgré la complexité
logicielle, l’efficacité de notre bibliothèque est au rendez-vous. Elle exploite les machines
mono- ou multiprocesseurs beaucoup plus efficacement que les bibliothèques standards dis-
ponibles sur ces systèmes. L’extension développée dans le noyau LINUX, les Scheduler Acti-
vations, lui offre même une propriété jusque-là refusée aux bibliothèques de processus légers
de niveau utilisateur : les appels systèmes bloquants peuvent survenir à tout instant sans
craindre qu’ils suspendent toute l’application.
Enfin, plus encore que ses performances intrinsèques, les services dédiés à la réactivité
ont été à l’origine de son adoption comme support exécutif dans plusieurs projets extérieurs.
L’élément central, le serveur d’événements, lui permet une excellente intégration avec la bi-
bliothèque de communication pour réseaux hautes performances MADELEINE. Le couple
MARCEL/MADELEINE devient alors un support exécutif particulièrement intéressant pour
les environnements ciblant les grappes. Pour permettre une adoption aisée de MARCEL,
il nous reste à compléter le développement de la personnalité POSIX binaire : elle assure
une compatibilité automatique des applications et des bibliothèques déjà développées. Mais,
pour l’instant, seules les principales fonctionnalités (création, synchronisation, etc.) sont pro-
posées dans cette personnalité ; il reste à offrir les fonctionnalités moins utilisées comme
celles relatives aux interactions avec les signaux. Mes travaux actuels au CEA/DAM portent
justement sur cet aspect.
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Chapitre 8
Conclusion et perspectives
Avec la diversification des plates-formes matérielles due à l’apparition de processeurs
multithreadés et au développement des machines multiprocesseurs à hiérarchie mémoire
(NUMA), l’utilisation de processus légers dans le calcul hautes performances a connu un
essor considérable ces dernières années. Ce succès est également dû au développement d’en-
vironnements complexes pour la programmation parallèle qui utilisent de plus en plus les
processus légers pour exécuter des tâches indépendantes de l’application principale et pour
gérer l’asynchronisme des communications.
8.1 Contribution
Très vite, l’utilisation conjointe de processus légers et de bibliothèques de communication
en environnement hautes performances fait apparaître des difficultés. Ces deux composants
ne se marient pas très bien, même s’ils sont performants indépendamment l’un de l’autre.
Des propriétés comme la réactivité des applications peuvent grandement souffrir de l’igno-
rance réciproque de ces deux composants.
Concernant les processus légers, on peut constater que l’interface de la majorité des bi-
bliothèques découle directement de la norme POSIX correspondante. Or cette interface est
très insuffisante pour les besoins des supports exécutifs. L’ordonnancement ne peut pas être
dirigé, la plate-forme matérielle n’est pas correctement abstraite : il est difficile de dévelop-
per une application utilisant efficacement des processus légers quelle que soit la plate-forme
matérielle sous-jacente. Par exemple, la norme POSIX ne permet pas de distinguer les pro-
cesseurs en fonction de leur affinité mémoire sur une machine NUMA. Un support exécutif
aura alors énormément de difficulté à prendre en compte cette topologie mémoire pour or-
donnancer ses processus légers efficacement.
Les travaux exposés dans ce document découlent du constat d’une offre inadaptée des
bibliothèques de processus légers vis-à-vis des supports exécutifs pour le calcul parallèle
hautes performances. Après avoir analysé les bibliothèques existantes, nous avons conçu
des mécanismes et des extensions permettant de répondre à nos besoins spécifiques. Ces
travaux ont été intégrés dans la bibliothèque MARCEL afin de les évaluer.
MARCEL est une bibliothèque caméléon dont l’objectif premier est d’assurer la portabilité
des performances. Pour ce faire, elle a été conçue de manière très modulaire s’adaptant, d’une
part, à l’architecture et au système sous-jacent (bibliothèque de niveau utilisateur ou mixte
selon que la machine est mono- ou multiprocesseur par exemple) et d’autre part, à l’applica-
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tion en n’intégrant que les fonctionnalités qui lui sont nécessaires pour ne pas payer le coût
des inutiles.
Pour répondre au problème de la réactivité, nous avons conçu pour MARCEL un serveur
d’événements. Il permet à l’application (ou aux bibliothèques extérieures) de proposer tout
un ensemble de méthodes de détection d’événements. Notre serveur choisit alors la plus
adaptée au contexte, en fonction du type de bibliothèque de processus légers et des fonc-
tionnalités du système disponibles. Cette sélection est transparente pour l’application à qui
il est fourni une interface uniforme pour attendre des événements. Intégrer le serveur à la bi-
bliothèque de processus légers a plusieurs avantages : le choix de la méthode de détection
adaptée est facilité par la connaissance des propriétés de la bibliothèque de processus légers
elle-même. En cas de scrutation, l’ordonnanceur est capable de garantir une fréquence régu-
lière indépendante du nombre de processus légers prêts et sans nécessiter de changements
de contexte inutiles. Enfin, les requêtes de même type peuvent éventuellement être agrégées
et réduire ainsi le coût de la détection d’événements.
Pour plus de souplesse et d’efficacité, les processus légers de notre bibliothèque sont
de niveau utilisateur. Ceci est problématique vis-à-vis des appels systèmes bloquants qui
paralysent l’application entière au lieu du seul processus léger incriminé. Pour résoudre
cette difficulté, nous avons implémenté le modèle des Scheduler Activations d’Anderson après
l’avoir adapté et amélioré dans notre contexte d’utilisation (calcul hautes performances).
Enfin, pour pouvoir suivre le déroulement exact et précis de nos applications, en par-
ticulier pour connaître l’ordonnancement exact de nos processus légers sur les processeurs
physiques de la machine, nous avons conçu et implémenté des mécanismes de traces. Grâce
à la récolte d’une trace noyau et d’une trace applicative, nous sommes en mesure de recons-
tituer l’exécution précise de notre application.
L’évaluation de notre bibliothèque prouve la validité de notre approche et de nos mé-
canismes. Ces performances globales sont excellentes comparées à celles des bibliothèques
fournies en standard sur les systèmes. De plus, MARCEL peut fonctionner sur de nombreuses
architectures. Enfin, notre serveur d’événements nous permet effectivement de garantir une
borne de réactivité. Ces performances, surtout en présence de communications, sont direc-
tement à l’origine du choix de MARCEL comme support exécutif d’environnement de pro-
grammation de plus haut niveau comme MPICH-MAD, une version de MPI multithreadée,
ou PADICOTM, un environnement permettant de supporter simultanément plusieurs midd-
leware comme MPI, CORBA et JAVA.
8.2 Perspectives
Ces résultats très positifs de MARCEL ouvrent de nombreuses perspectives intéressantes
pour l’avenir. Nous en exposons quelques-unes ci-après.
À court terme, une collaboration avec BULL et le CEA va permettre le portage de plu-
sieurs de nos outils vers l’architecture ITANIUM. En effet, si MARCEL fonctionne déjà sur
cette plate-forme, tous les outils n’ont pas encore été portés. Ainsi, ni l’interface binaire (per-
sonnalité POSIX binaire) ni les activations n’ont été encore adaptées. Concernant le méca-
nisme de trace, la présence d’un registre compteur de cycles accessible en mode utilisateur
va permettre le portage de FKT et FUT vers cette architecture.
Ensuite, nos travaux sur la prise de trace peuvent être approfondis. Nous avons une in-
frastructure nous permettant de récolter des traces et capable de dire a posteriori où ces traces
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ont eu lieu exactement. Il s’agit désormais de l’exploiter en récoltant les événements les plus
pertinents pour comprendre le déroulement de l’application. Toute la difficulté consiste jus-
tement à définir ce que sont ces événements pertinents. Une collaboration avec le projet de
trace de NPTL 1 est déjà amorcée. Gageons qu’elle se révélera bénéfique pour les deux par-
ties.
À moyen terme, il est possible d’utiliser notre bibliothèque comme fondement pour de
nouveaux travaux. La flexibilité de MARCEL et son architecture modulaire peuvent désor-
mais être exploitées. Un axe particulièrement intéressant concerne les architectures de type
NUMA. La hiérarchisation de leur mémoire montre la nécessité, dans cette situation, de
gérer de manière conjointe l’ordonnancement et l’allocation de mémoire. Il est en effet im-
portant pour les performances d’ordonnancer au maximum des processus légers sur des
processeurs où leur pile et leurs données seront accessibles à faible coût. À l’heure actuelle,
l’application a la possibilité de gérer ces placements manuellement afin d’obtenir un résultat
correct. Cependant, cela va à l’encontre de l’objectif de portabilité. L’application ne devrait
pas avoir à gérer elle-même le placement de ses données et de ses processus légers sur la
plate-forme matérielle. Il convient donc de réfléchir aux diverses possibilités permettant à
l’application d’exprimer des propriétés sur ses processus légers et ses données afin que la bi-
bliothèque prenne de bonnes décisions d’ordonnancement et de placement. Ces propriétés
devraient exprimer plutôt des objectifs sémantiques (à définir) qui seraient donc indépen-
dants de la plate-formematérielle mais traduits en terme d’ordonnancement et de placement
de données par la bibliothèque. Ces travaux sont au centre de la thèse de Samuel THIBAULT.
À plus long terme, nous pourrons nous pencher sur la problématique de traçage d’appli-
cations réparties. Actuellement, les traces que nous récoltons et analysons proviennent d’une
même machine où tous les événements sont datés par une horloge précise et synchrone. Ce-
pendant, le calcul parallèle hautes performances utilise généralement un ensemble de ma-
chines, chacune avec son horloge. Il serait intéressant de réfléchir aux possibilités d’étendre
nosmécanismes pour tracer des expériences réparties. Reconstruire une trace précise sur une
machine donnée nécessite d’intervenir dans l’ordonnanceur pour enregistrer tous les chan-
gements de contexte. Peut-être qu’en environnement réparti, il sera nécessaire d’intervenir
dans d’autres composants comme les communications pour dater les messages en transit.
Pour finir, je dirai que les travaux pour exploiter correctement le multithreading ne font
que commencer. La norme POSIX autour de laquelle un consensus s’était dégagé il y a
quelques années montre ses limitations avec les architectures hiérarchiques actuelles. Elle
n’est pas adaptée pour interfacer efficacement les processus légers avec d’autres compo-
sants comme les communications ni assez souple pour permettre une virtualisation efficace
des plates-formes matérielles récentes. Et ce, d’autant plus que le matériel fournit de plus
en plus de fonctionnalités. Des nouveaux processeurs SMT incluent désormais une notion
de priorité matérielle pour permettre de gérer au niveau logiciel les conflits d’accès aux uni-
tés de calcul. De façon plus générale, je pense que c’est une erreur de concevoir le multi-
threading comme un aspect indépendant des applications. Cette thèse a mis en évidence
la nécessité d’intégrer la problématique des communications dans la bibliothèque de pro-
cessus légers pour obtenir une réactivité portable sur les différentes architectures. Je pense
qu’il faudra faire de même avec la mémoire, surtout avec le développement des architec-
tures hiérarchiques à plusieurs niveaux (Les NUMA de multicore SMT devraient bientôt
apparaître). De nos jours, le multithreading est devenu incontournable et il est nécessaire de
1http://nptl.bullopensource.org/home.php
138 CHAPITRE 8. CONCLUSION ET PERSPECTIVES
le prendre en compte au plus tôt s’il l’on souhaite qu’il reste efficace et portable. Beaucoup
de réalisations devront être repensées pour intégrer correctement cette notion et un travail
conséquent au niveau des interfaces sera nécessaire.
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Annexe A
Interface complète du serveur d’événements
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Certains commentaires sont étiquetés par U/S/C/I signifiant
∗ User : utile aux threads applicatifs pour exploiter ces mécanismes
∗ Start : utile pour l’initialisation
∗ Call backs : utile pour le concepteur de call backs
∗ Internal : ne devrait pas être utilisé hors de Marcel
∗
∗ Ce ne sont que des indications, pas des contraintes
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Récupère l’adresse d’une structure englobante
∗ Il faut donner :
∗ l’adresse du champ interne
∗ le type de la structure englobante
∗ le nom du champ interne dans la structure englobante
∗/
#define struct_up(ptr, type, member) \
tbx_container_of(ptr, type, member)
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Les types abstaits pour le serveur et les événements
∗/
/∗ Le serveur définit les call backs et les paramètres de scrutation à
∗ utiliser. Il va éventuellement regrouper les ressources
∗ enregistrées (en cas de scrutation active par exemple)
∗/
typedef struct marcel_ev_server ∗marcel_ev_server_t;
/∗ Une requête définit une entité qui pourra recevoir un événement que
∗ l’on pourra attendre. Diverses requêtes d’un serveur pourront être
∗ groupées (afin de déterminer plus rapidement l’ensemble des états
∗ de chacune des requêtes à chaque scrutation)
∗/
typedef struct marcel_ev_req ∗marcel_ev_req_t;
/∗ Un thread peut attendre l’arrivée effective d’un événement
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∗ correspondant à une requête. Le thread est déschedulé tant que la
∗ requête n’est pas prête (que l’événement n’est pas reçu).
∗/
typedef struct marcel_ev_wait ∗marcel_ev_wait_t;
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Initialisation d’un serveur
∗/
/∗ Initialisation statique
∗ var : la variable constante marcel_ev_server_t
∗ name: une chaîne de caractères pour identifier ce serveur dans les
∗ messages de debug
∗/
#define MARCEL_EV_SERVER_DEFINE(var, name) \
struct marcel_ev_server ma_s_#var = MARCEL_EV_SERVER_INIT(ma_s_#var, name); \
const MARCEL_EV_SERVER_DECLARE(var) = &ma_s_#var
/∗ Idem, mais dynamique ∗/
#ifndef __cplusplus
inline static void marcel_ev_server_init(marcel_ev_server_t server, char∗ name);
#endif
/∗ Enregistrement des call backs utilisables ∗/
inline static int marcel_ev_server_add_callback(marcel_ev_server_t server,
marcel_ev_op_t op,
marcel_ev_callback_t ∗func);
/∗ Réglage des paramètres de scrutation ∗/
int marcel_ev_server_set_poll_settings(marcel_ev_server_t server,
unsigned poll_points,
unsigned poll_frequency);
/∗ Démarrage du serveur
∗ Il devient possible d’attendre des événements
∗/
int marcel_ev_server_start(marcel_ev_server_t server);
/∗ Arrêt du serveur
∗ Il est nécessaire de le réinitialiser pour le redémarrer
∗/
int marcel_ev_server_stop(marcel_ev_server_t server);
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Fonctions à l’usage des threads applicatifs
∗/
/∗ Attribut pouvant être attaché aux événements ∗/
enum {
/∗ Désactive la requête lorsque survient l’occurrence
∗ suivante de l’événement ∗/
MARCEL_EV_ATTR_ONE_SHOT=1,
/∗ Ne réveille pas les threads en attente d’événements du
∗ serveur (ie marcel_ev_server_wait())∗/
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MARCEL_EV_ATTR_NO_WAKE_SERVER=2,
};
/∗ Un raccourci pratique des fonctions suivantes, utile si l’on ne
∗ soumet la requête qu’une seule fois. Les opérations suivantes sont
∗ effectuées : initialisation, soumission et attente d’un
∗ événement avec ONE_SHOT positionné ∗/
int marcel_ev_wait(marcel_ev_server_t server, marcel_ev_req_t req,
marcel_ev_wait_t wait, marcel_time_t timeout);
/∗ Initialisation d’un événement
∗ (à appeler en premier si l’on utilise autre chose que marcel_ev_wait) ∗/
int marcel_ev_req_init(marcel_ev_req_t req);
/∗ Ajout d’un attribut spécifique à une requête ∗/
int marcel_ev_req_attr_set(marcel_ev_req_t req, int attr);
/∗ Soumission d’une requête (le serveur PEUT commencer à scruter si cela
∗ lui convient) ∗/
int marcel_ev_req_submit(marcel_ev_server_t server, marcel_ev_req_t req);
/∗ Abandon d’une requête et retour des threads en attente sur cette
∗ requête (avec le code de retour fourni) ∗/
int marcel_ev_req_cancel(marcel_ev_req_t req, int ret_code);
/∗ Attente bloquante d’un événement sur une requête déjà enregistrée ∗/
int marcel_ev_req_wait(marcel_ev_req_t req, marcel_ev_wait_t wait,
marcel_time_t timeout);
/∗ Attente bloquante d’un événement sur une quelconque requête du serveur ∗/
int marcel_ev_server_wait(marcel_ev_server_t server, marcel_time_t timeout);
/∗ Renvoie une requête survenue n’ayant pas l’attribut NO_WAKE_SERVER
∗ (utile au retour de server_wait())
∗ À l’abandon d’une requête (wait, req_cancel ou ONE_SHOT) la requête
∗ est également retirée de cette file (donc n’est plus consultable) ∗/
marcel_ev_req_t marcel_ev_get_success_req(marcel_ev_server_t server);
/∗ Exclusion mutuelle pour un serveur d’événements
∗
∗ les call backs sont TOUJOURS appelés à l’intérieur de cette
∗ exclusion mutuelle.
∗ les call backs BLOCK_ONE|ALL doivent relâcher puis reprendre ce
∗ lock avant et après l’appel système bloquant avec les deux fonctions
∗ prévues pour (marcel_ev_callback_∗).
∗ les fonctions précédentes peuvent être appelées avec ou sans ce
∗ lock
∗ le lock est relâché automatiquement par les fonctions d’attente
∗ (marcel_ev_∗wait∗())
∗ les call backs et les réveils des threads en attente sur les
∗ événements signalés par le call back sont atomiques (vis à vis de
∗ ce lock)
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∗ si le lock est pris avant les fonctions d’attente (ev_wait_∗),
∗ la mise en attente est atomique vis à vis des call backs
∗ ie: un call back signalant l’événement attendu réveillera cette
∗ attente
∗ si un événement à la propriété ONE_SHOT, le désenregistrement est
∗ atomic vis à vis du call back qui a généré l’événement.
∗/
int marcel_ev_lock(marcel_ev_server_t server);
int marcel_ev_unlock(marcel_ev_server_t server);
/∗ Pour BLOCK_ONE et BLOCK_ALL avant et après l’appel système bloquant ∗/
int marcel_ev_callback_will_block(marcel_ev_server_t server);
int marcel_ev_callback_has_blocked(marcel_ev_server_t server);
/∗ Appel forcé de la fonction de scrutation ∗/
void marcel_ev_poll_force(marcel_ev_server_t server);
/∗ Idem, mais on est sûr que l’appel a été fait quand on retourne ∗/
void marcel_ev_poll_force_sync(marcel_ev_server_t server);
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Les constantes pour le polling
∗ Elles peuvent être ORed
∗/
#define MARCEL_EV_POLL_AT_TIMER_SIG 1
#define MARCEL_EV_POLL_AT_YIELD 2
#define MARCEL_EV_POLL_AT_LIB_ENTRY 4
#define MARCEL_EV_POLL_AT_IDLE 8
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Les différents opérations call backs possibles
∗/
typedef enum {
/∗ id, XX, req to poll, nb_req_grouped, flags ∗/
MARCEL_EV_FUNCTYPE_POLL_POLLONE,
/∗ id, XX, NA, nb_ev_grouped, NA ∗/
MARCEL_EV_FUNCTYPE_POLL_GROUP,
/∗ id, XX, NA, nb_ev_grouped, NA ∗/
MARCEL_EV_FUNCTYPE_POLL_POLLANY,
/∗ Les suivants ne sont pas encore utilisés... ∗/
/∗ id, XX, ev to block, NA, NA ∗/
MARCEL_EV_FUNCTYPE_BLOCK_WAITONE,
MARCEL_EV_FUNCTYPE_BLOCK_WAITONE_TIMEOUT,
MARCEL_EV_FUNCTYPE_BLOCK_GROUP,
MARCEL_EV_FUNCTYPE_BLOCK_WAITANY,
MARCEL_EV_FUNCTYPE_BLOCK_WAITANY_TIMEOUT,
MARCEL_EV_FUNCTYPE_UNBLOCK_WAITONE,
MARCEL_EV_FUNCTYPE_UNBLOCK_WAITANY,
/∗ PRIVATE ∗/
MA_EV_FUNCTYPE_SIZE
} marcel_ev_op_t;
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Le prototype des call back
∗ id : le serveur
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∗ op : l’opération (call back) demandée
∗ req : pour ∗(POLL|WAIT)ONE∗ : la requête à tester en particulier
∗ nb_req : pour POLL_∗ : le nombre de requêtes groupées
∗ option : flags dépendant de l’opération
∗ pour POLL_POLLONE :
∗ + EV_IS_GROUPED : si la requête est déjà groupée
∗ + EV_ITER : si POLL_POLLONE est appelée sur toutes les requêtes
∗ en attente (ie POLL_POLLANY n’est pas disponible)
∗
∗ La valeur de retour est pour l’instant ignorée.
∗/
typedef int (marcel_ev_callback_t)(marcel_ev_server_t server,
marcel_ev_op_t op,
marcel_ev_req_t req,
int nb_ev, int option);
typedef marcel_ev_callback_t ∗marcel_ev_pcallback_t;
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Les flags des call backs (voir ci dessus)
∗/
enum {
/∗ Pour POLL_POLLONE ∗/
MARCEL_EV_OPT_REQ_IS_GROUPED=1,
MARCEL_EV_OPT_REQ_ITER=2,
};
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Itérateurs pour les call backs
∗/
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Itérateur pour les requêtes enregistrées d’un serveur
∗/
/∗ Itérateur avec le type de base
marcel_ev_req_t req : itérateur
marcel_ev_server_t server : serveur
∗/
#define FOREACH_REQ_REGISTERED_BASE(req, server) \
list_for_each_entry((req), &(server) >list_req_registered, chain_req_registered)
/∗ Idem mais protégé (usage interne) ∗/
#define FOREACH_REQ_REGISTERED_BASE_SAFE(req, tmp, server) \
list_for_each_entry_safe((req), (tmp), &(server) >list_req_registered, chain_req_registered)
/∗ Itérateur avec un type utilisateur
[User Type] req : pointeur sur structure contenant un struct marcel_req
(itérateur)
marcel_ev_server_t server : serveur
member : nom de struct marcel_ev dans la structure pointée par req
∗/
#define FOREACH_REQ_REGISTERED(req, server, member) \
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list_for_each_entry((req), &(server) >list_req_registered, member.chain_req_registered)
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Itérateur pour les requêtes groupées de la scrutation (polling)
∗/
/∗ Itérateur avec le type de base
marcel_ev_req_t req : itérateur
marcel_ev_server_t server : serveur
∗/
#define FOREACH_REQ_POLL_BASE(req, server) \
list_for_each_entry((req), &(server) >list_req_poll_grouped, chain_req_grouped)
/∗ Idem mais protégé (usage interne) ∗/
#define FOREACH_REQ_POLL_BASE_SAFE(req, tmp, server) \
list_for_each_entry_safe((req), (tmp), &(server) >list_req_poll_grouped, chain_req_grouped)
/∗ Itérateur avec un type utilisateur
[User Type] req : pointeur sur structure contenant un struct marcel_req
(itérateur)
marcel_ev_server_t server : serveur
member : nom de struct marcel_ev dans la structure pointée par req
∗/
#define FOREACH_REQ_POLL(req, server, member) \
list_for_each_entry((req), &(server) >list_req_poll_grouped, member.chain_req_grouped)
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Itérateur pour les requêtes groupées de l’attente bloquante
∗/
/∗ Itérateur avec le type de base
marcel_ev_req_t req : itérateur
marcel_ev_server_t server : serveur
∗/
#define FOREACH_REQ_BLOCK_BASE(req, server) \
list_for_each_entry((req), &(server) >list_req_block, chain_req)
/∗ Idem mais protégé (usage interne) ∗/
#define FOREACH_REQ_BLOCK_BASE_SAFE(req, tmp, server) \
list_for_each_entry_safe((req), (tmp), &(server) >list_req_block, chain_req)
/∗ Itérateur avec un type utilisateur
[User Type] req : pointeur sur structure contenant un struct marcel_req
(itérateur)
marcel_ev_server_t server : serveur
member : nom de struct marcel_ev dans la structure pointée par req
∗/
#define FOREACH_REQ_BLOCK(req, server, member) \
list_for_each_entry((req), &(server) >list_req_block, member.chain_req)
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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∗ Itérateur pour les attentes d’événements rattachés à une requête
∗/
/∗ Itérateur avec le type de base
marcel_ev_wait_t wait : itérateur
marcel_ev_req_t req : requête
∗/
#define FOREACH_WAIT_BASE(wait, req) \
list_for_each_entry((wait), &(req) >list_wait, chain_wait)
/∗ Idem mais protégé (usage interne) ∗/
#define FOREACH_WAIT_BASE_SAFE(wait, tmp, req) \
list_for_each_entry_safe((wait), (tmp), &(req) >list_wait, chain_wait)
/∗ Itérateur avec un type utilisateur
[User Type] req : pointeur sur structure contenant un struct marcel_req
(itérateur)
marcel_ev_server_t server : serveur
member : nom de struct marcel_ev dans la structure pointée par req
∗/
#define FOREACH_WAIT(wait, req, member) \
list_for_each_entry((wait), &(req) >list_wait, member.chain_wait)
/∗ Macro utilisable dans les call backs pour indiquer qu’une requête
a reçu un événement.
∗ la requête sera fournie à marcel_ev_get_success_req() (tant
qu’elle n’est pas désenregistrée)
∗ les threads encore en attente d’un événement lié à cette requête seront
réveillés et renverront le code 0
marcel_ev_req_t req : requête
∗/
#define MARCEL_EV_REQ_SUCCESS(req) \
do { \
list_del(&(req) >chain_req_ready); \
list_add(&(req) >chain_req_ready, &(req) >server >list_req_ready); \
} while(0)
/∗ Macro utilisable dans les call backs pour réveiller un thread en attente
en lui fournissant le code de retour
marcel_ev_wait_t wait : l’événement à reveiller
∗/
#define MARCEL_EV_WAIT_SUCCESS(wait, code) \
do { \
list_del(&(wait) >chain_wait); \
(wait) >ret_code=(code); \
} while(0)
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Annexe B
Le format des traces
Lorsque l’on désire observer le comportement d’une application avec nos outils, son exé-
cution génère tout d’abord des traces noyau et utilisateur. Si l’on souhaite avoir le compor-
tement à grain très fin de l’application, il faudra relever de nombreuses mesures. Il est donc
important que ces mesures soient stockées de manière relativement compacte en évitant
d’enregistrer de l’information inutile ou redondante.Plus l’empreinte d’une trace sera faible,
plus nous pourrons en enregistrer.
La date de l’événement est obtenue à partir du registre compteur de cycles qui fournit
une valeur sur 64 bits. Concernant son enregistrement, en mode noyau, seuls les 32 bits de
poids faibles sont sauvegardés : il y a en effet suffisamment d’événements noyau (ne serait-ce
que les interruptions de l’horloge) pour que l’on soit assuré d’avoir moins de 232 cycles (de
l’ordre de la seconde) entre chacun des événements noyau et de pouvoir reconstituer à coup
sûr l’ordonnancement des événements noyau. Cet argument ne tient plus en mode utilisa-
teur, car on ne peut faire aucune hypothèse générale sur la prise de mesure d’un processus
léger utilisateur. Il est donc nécessaire d’enregistrer les 64 bits du registre.
offset taille description
0 4 32-bits bas du cycle d’horloge
4 2 pid du thread noyau
6 2 #CPU (en SMP)
8 1 taille de l’entrée (en octet)
9 3 code
12 4 paramètre 1 (si présent)
16 4 paramètre 2 (si présent)
20 4 paramètre 3 (si présent)
24 4 paramètre 4 (si présent)
28 4 paramètre 5 (si présent)
TAB. B.1 – Format d’une trace d’un événement noyau
Les tableaux B.1 et B.2 décrivent le format des événements ; on y précise les champs
requis (partie supérieure) où on retrouve l’estampillage et les champs optionnels (partie in-
férieure). On peut observer que les enregistrements des plus petits événements (sans argu-
ment) n’occupent que 12 ou 16 octets dans la trace, autorisant leur mémorisation en grand
nombre.
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offset taille description
0 8 64-bits du cycle d’horloge
8 1 taille de l’entrée (en octet)
9 3 code
12 4 TID du thread (en SMP)
16 4 paramètre 2 (si présent)
20 4 paramètre 3 (si présent)
24 4 paramètre 4 (si présent)
28 4 paramètre 5 (si présent)
TAB. B.2 – Format d’une trace d’un événement utilisateur
-=-=-=-

