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undant Load Elimination                       
A Zeitliche Abfolge der Bearbeitung w

ahrend der Redundant Load
Elimination und Zugeh

origkeit zu den Programm	Modulen    
Kapitel  
Einleitung
Beim Einsatz von digitalen Signalprozessoren DSP in der Signalverarbeitung
werden hohe Leistungsanforderungen gestellt Zum einen mu eine groe Ge	
schwindigkeit in der Programmausf

uhrung erreicht werden um den Durchsatz	
anforderungen zu gen

ugen Zum anderen gibt es strenge Grenzen des Speicher	
platz	 und Stromverbrauchs Die Limitierung des Speicherplatzes ergibt sich
aus den hohen Kosten f

ur das Programm	ROM eines DSP und aus den meist
knappen Ressourcen des RAMs f

ur den Datenspeicher Der Stromverbrauch




oglicher Weg den Anforderungen an DSP	Applikationen zu begegnen
liegt in der Optimierung von DSP	Programmen durch einen Compiler Mit
dem Ziel der Beschleunigung der Ausf

uhrung kann dieser versuchen einen

ahn	





unschte Ziel wird jedoch vom Compiler nicht im	
mer erreicht es kann auch zu einer Verlangsamung kommen Wenn eine Stei	
gerung der Ausf

uhrungsgeschwindigkeit durch Programmoptimierungen erzielt
wird steht diese h

aug in engem Zusammenhang mit dem Speicherplatzbedarf
des Programms und dem Strombedarf des Prozessors Viele Optimierungen
beschleunigen nicht nur die Ausf

uhrung sondern verkleinern gleichzeitig den
Code	Umfang Mit der Beschleunigung der Software k

onnen uU die Anforde	
rungen an die Hardware zur

uckgenommen werden zB durch Verminderung





onnen der Stromverbrauch gesenkt oder Kosten gespart werden
In der Vergangenheit sind viele Optimierungstechniken erarbeitet und vorge	
stellt worden    Diese wirken in sehr unterschiedlicher Weise und
zielen in verschiedene Richtungen Sie vermindern beispielsweise die Anzahl
der Operationen zur Durchf

uhrung von Berechnungen reorganisieren die An	





uber die Zielarchitektur zur Anpassung des Ressour	
cenbedarfs von Programmen an das Ressourcenangebot des Prozessors Unter
 
   Ziele der Diplomarbeit   
den vielen M

oglichkeiten zu Programmoptimierungen gibt es die Klasse der
Speicherzugri
soptimierungen die ihr Bem

uhen darauf richten Speicherzugrif	
fe ezienter zu gestalten Geschehen kann das durch eine Verringerung der
Anzahl von Speicherzugri
en oder durch eine bessere Ausnutzung einer evtl
vorhandenen Speicherhierarchie Da bei vielen DSP der Speicher einen bottlen 
eck bildet kann der Ersatz von Speicherzugri
en durch Registerzugri
e zu er	
heblichen Performance	Steigerungen beitragen Neben der Beschleunigung kann




uber ein Bus	System verbrauchen viel Strom
   Ziele der Diplomarbeit









angig voneinander betrachtet werden da Op	
timierungen spezielle Informationen ben

otigen die von geeigneten Analysen be	
reitgestellt werden Daher ist eines der Recherche	Ziele dieser Diplomarbeit her	
auszunden welche f

ur DSP geeigneten Speicherzugri
soptimierungen existie	
ren und durch welche Analysen sie erm

oglicht werden Dazu wird ein Schwer	
punkt auf die Analyse und Optimierung von Array	Zugri
en in Schleifen gelegt
Schleifen bieten einen guten Ansatzpunkt f

ur Optimierungsverfahren da der
gr

ote Zeitanteil der Programmausf

uhrung in Schleifen verbraucht wird Schon
kleine Gewinne in einer Iteration summieren sich

uber den ganzen Iterations	
bereich zu betr

achtlichen Verbesserungen auf In Schleifen wird bei typischen
DSP	Anwendungen h

aug auf Array	Elemente zugegri
en die sich bei einfa	
chen konventionellen Verfahren der Analyse und Optimierung entziehen so da
an dieser Stelle noch Potential f

ur weitere Verbesserungen besteht
Beispiel     Anwendung von Array Redundanzeliminationen
Original 

























Beispiel     zeigt eine Programmschleife mit Zugri
en auf Array	Elemente
und eine optimierte Schleifenvariante In der Original	Version werden in jeder
  Einleitung
Iteration zwei Zugri
e auf das Array a durchgef

uhrt davon kann der lesende
Zugri
 a	i
 entfallen Wenn eine Hilfsvariable t eingef

uhrt wird die daf

ur sorgt
da der geschriebene Wert von a	i
 in die n

achste Iteration transportiert
wird kann der Zugri
 auf das Array durch einen Zugri
 auf die Hilfsvariable
ersetzt werden Wenn es zus

atzlich noch gelingt die Variable t in einem Register




ur das Array a von  auf    reduziert werden Positve Auswirkungen der
Optimierung bestehen in der Beschleunigung der Programmausf

uhrung und




onnten sich der Bedarf eines
weiteren Registers im Schleifenk





uhrung der beschriebenen Optimierung ist die Information not	
wendig da a	i
 und a	i
 in aufeinanderfolgenden Iterationen das gleiche




sein auch beim Gebrauch von a	i
 eintri
t Mit Datenuanalysen die f

ur
skalare Variable entwickelt wurden kann diese Information nicht erlangt wer	
den da sie nicht mit der Situation umgehen k

onnen da ein Datenobjekt zwei
verschiedene Bezeichnungen zur Laufzeit haben kann hier a	i
 und a	i

Nicht nur die Elimination redundanter Speicherzugri
e tr

agt zur Steigerung der
Ezienz von Speicherzugri






onnen diese ezienter werden las	
sen Wenn das in DSP vorhandene On	Chip	RAM und die AGU verst

arkt ge	
nutzt werden kann ohne die Anzahl der Speicherzugri




art werden welche Analysen zur Durchf

uhrung geeigneter Opti	
mierungen erforderlich sind und wie sie realisiert werden Die Verbindungen
zwischen Analysen und Optimierungen m

ussen aber auch dahingehend unter	
sucht werden wie die Informationsqualit








art werden welche weiteren Optimierungen
von den Analysen protieren k

onnen und welche Vor	 oder Nachteile sie bei
DSP	Architekturen haben Die Wechselwirkungen von verschiedenen Optimie	
rungen untereinander und mit der Zielarchitektur sind wichtig f

ur die Auswahl
und den Einsatz der Optimierungen





men deren Analysen und Optimierungen sowie der Zielarchitektur Einem ge	
gebenen Programm entnehmen die Analysen Informationen zB

uber Verwen	





ussen die Analysen aktiv das Programm untersuchen und gewinnen
daraus zusammengefate Aussagen

uber bestimmte Eigenschaften Die Opti	
mierungen ben






ute der Analyse in die G

ute einer Optimierung ein oder scha
t gar erst
die Voraussetzungen zu deren Anwendung Zur anderen Seite unterst

utzen Op	
timierungen bestimmte Eigenschaften der Zielarchitektur bei der Verbesserung
des Programms damit eine m

oglichst hohe Leistung erzielt werden kann Die

























angig von der Prozessorarchitektur zu den gew

unschten Verbesserungen




Konkretes Ziel dieser Diplomarbeit ist die Beantwortung folgender Fragen
  Welche Datenabh

angigkeitsanalysen sind bislang entwickelt worden und
was leisten sie
  Welche Anforderungen werden an Datenuanalysen f

ur Array	Elemente





  Welche Array	Datenuanalysen stehen zur Verf































agung des Registersatzes eines DSP mit dem Erfolg
bzw der Anwendbarkeit einer Optimierung zusammen
  Einleitung
  Welche weiteren Optimierungen k






Kapitel  dieser Diplomarbeit f

uhrt in die Grundlagen von DSP	Architekturen
ein Besondere Ber

ucksichtigung erfahren deren Registers

atze und Adressie	




soptimierungen sind Kapitel  stellt die Grundlagen von Da	
tenuanalysen und Optimierungen f

ur skalare Variable dar auf die in den
darauf folgenden Kapiteln zur

uckgegri
en wird In Kapitel  werden verschie	
dene Verfahren f

ur die Datenuanalyse von Array	Elementen vorgestellt Die
Analysen verfolgen zT verschiedene Ans















osung und exakter L

osung In Kapitel
 werden die Grundversionen von LoadStore	Redundanzeliminationen gezeigt
die die Ergebnisse von Array	Datenuanalysen nutzbringend verwerten In Ka	
pitel  werden Varianten der vorangegangen Optimierungen diskutiert die den
m

oglichen Einsatzbereich erweitern oder die Optimierungsqualit

at verbessern





utzung der Adressierungseinheit und des On	Chip	
RAM eines DSP weitere Ezienzsteigerungen bewirken kann Weitere Optimie	
rungen die f










verbessert sind aber selbst keine Speicherzugri
soptimierungen oder verwen	
den eigene spezielle Analysen In Kapitel  werden Versuche dokumentiert
die mit im Rahmen der Diplomarbeit implementierten Array	Datenuanaly	
sen und LoadStore	Redunanzoptimierungen durchgef

uhrt wurden Im letzten
Kapitel werden schlielich die Ergebnisse dieser Diplomarbeit zusammengefat
und es wird auf Ausblick auf weitere Aspekte des Themengebietes gegeben
die in dieser Diplomarbeit nicht behandelt werden Im Anhang werden die Im	
plementationen der Optimierungen dokumentiert mit denen die Versuche aus
Kapitel  durchgef

uhrt wurden Eine Literaturliste die dazu genutzt werden






Digitale Signalprozessoren DSP sind Prozessoren die in ihren Architektur	
merkmalen ihrem Haupteinsatzgebiet  der digitalen Signalverarbeitung  ent	
gegenkommen In vielen Bereichen der digitalen Signalverarbeitung kommt es
darauf an da eine groe Menge von Daten erfat und nahezu zeitgleich verar	
beitet wird Der tolerierbare Zeitverzug zwischen der Datenerfassung und der
Ausgabe der verarbeiteten Daten ist oft sehr klein so da an DSP hohe Anfor	
derungen bez

uglich des Durchsatzes gestellt werden Um diesen Anforderungen
zu gen

ugen mu ein besonderer Augenmerk auf die Konzeption der Verarbei	
tungseinheiten wie auch des Speichersystems digitaler Signalprozessoren gelegt
werden
Zur Steigerung der Leistung der funktionalen Einheiten wird bei DSP oft auf




en Nach   ist ein Instruction Level Parallel ILP Prozessor ein paralleler
Prozessor dessen kleinste Berechnungseinheit f

ur die Scheduling	 und Synchro	
nisationsenscheidungen zu tre
en sind eine einzelne Operation ist Dabei wird
nicht unterschieden ob entsprechende Entscheidungen zur Laufzeit eines Pro	
gramms gef

allt werden oder schon w

ahrend der Compilierung erfolgen Unter




en werden ebenso wie superskalare Prozessoren die zB




en Viele DSP besitzen VLIW	Architekturmerkmale zB TI C
siehe Abb  so da auch sie der Klasse der ILP	Prozessoren zuzuordnen
sind
In dieser Diplomarbeit stehen Belange der Datenverarbeitung  im Sinne von
Berechnungen  durch DSP eher im Hintergrund wichtiger in diesem Zusam	
menhang sind Besonderheiten digitaler Signalprozessoren im Bezug auf ihr
Speichersystem Dieses umfat Register On	Chip	 und O
	Chip	RAM sowie
die sie verbindenden Bussysteme und zur Adressierung genutzte Adregene	





uber die wichtigsten Unterschiede der Architek	
 
  DSPArchitekturen









Unter den DSP haben sich zwei verschiedene Klassen bzgl ihrer Registers

atze
entwickelt Zum einen sind heterogene Registers

atze anzutre
en bei denen die
Register des Prozessors im Datenpfad verteilt und eng mit den funktionalen Ein	
heiten verkn

upft sind Zum anderen gibt es DSP mit homogenen Registers

atzen





ben Deren Register weisen ia keine zwingende Zuordnung zu funktionalen









atze die mit funktionalen Einheiten eines DSP gekoppelt und evtl





atze kommt ia den meist durchgef

uhrten Operationen typischer










dungen zB Filter	Realisationen werden fortlaufend mehr oder minder gleiche
Berechnungen durchgef

uhrt die von einer allgemeineren Prozessorarchitektur
nicht protieren So verfolgt die Anpassung der Architektur an die Anwendung
nicht nur das Ziel der Ezienzsteigerung sondern auch der Kostenminderung
Abbildung    zeigt den Prozessorkern der ADSP	 xx	Familie Im unteren
Bildteil bendet sich die arithmetische Einheit die aus der ALU einer MAC	
Einheit und einem Shifter besteht Jede der drei voneinander unabh

angigen
funktionalen Einheiten hat Eingabe	 und Ausgabe	Register In die Eingabe	
Register werden Werte geschrieben die als Operanden sp

aterer arithmetischer
Operationen dienen Die Ausgabe	Register nehmen die von den Berchnungsein	
heiten gelieferten Resultate auf Untereinander sind die Eingabe	 und Ausgabe	
Register mit einem Registerbus verbunden umWerte aus den Ausgabe	Registern
einer Einheit in Eingabe	Register der gleichen oder einer anderen Einheit zu
transferieren Zus

atzlich sind die Eingabe	 und Ausgabe	Register mit dem pro	




onnen Werte geladen oder ge	
schrieben werden die von anderen internen oder externen Komponenten stam	
men oder dorthin gelangen sollen
Werte die in den Eingabe	Registern einer funktionalen Einheit gehalten wer	
den stehen den


















ur DSP lassen sich
verteilte Registers

atze nicht mehr uneingeschr

ankt beibehalten Zum einen ist
die Spannweite m

oglicher Einsatzfelder von DSP sehr gro und die jeweils ty	
pischen Berechnungen variieren voneinander Somit kann eine feste Auslegung
der Architektur auf einen einzelnen Anwendungsfall unvorteilhaft sein Zum
anderen erschweren heterogene Registers

atze Programmierern undoder Com	
pilern die Erzeugung von Code der die vorhandenen Ressourcen optimal nutzt
Allgemein verwendbare Register die nicht bestimmten funktionalen Einhei	
ten zugeordnet sind erleichtern den systematischen Umgang mit den Registern
w






uhrt Die meisten Register haben dabei keine











Abbildung   zeigt ein Blockschaltbild der TI TMSCx	DSP	Familie
Grau unterlegt ist der Bereich des Prozessorkerns In diesem benden sich ua
zwei Registerb

anke A und B die jeweils aus   	Bit	Registern bestehen Die
beiden Registerb

anke bilden zusammen mit acht funktionalen Einheiten zwei
separate Datenpfade A und B Jeweils vier der acht funktionalen Einheiten sind
  DSPArchitekturen







onnen Daten Adrezeiger oder Bedingungen enthalten
Abbildung  Prozessorarchitektur des TI C 
Die funktionalen Einheiten eines Datenpfades arbeiten ia mit der Register	
bank ihres Datenpfades Sie entnehmen ihr die Operanden und speichern die
Resultate dorthin zur

uck Zwischen den beiden Datenpfaden gibt es Querver	
bindungen Die funktionalen Einheiten einer Seite k

onnen jeweils auf einen 	
Bit	Operanden aus der Registerbank der anderen Seite zugreifen
Die Verbindung der Registerb

anke zum Speicher erfolgt

uber vier je  Bit
breite Busse Pro Registerbank existiert ein Pfad zum Laden von Werten aus
dem Speicher und ein Pfad zum Speichern
 Address Generation Unit




en wird Zur Entlastung der arithmeti	
schen Einheiten des Prozessorkerns von Adreberechnungsaufgaben enthalten
viele DSP Address Generation Units AGU Mit einer AGU kann parallel zur
 Address Generation Unit  





Die Verbindung einer AGUmit PostPr

a	InkrementDekrement	Adressierungs	
arten erweist als besonders sinnvoll Dadurch kann nachvor einem Speicherzu	
gri





 um einen bestimmten Betrag erh

oht
erniedrigt werden Auf diese Weise lassen sich Array	Elemente ezient adres	
sieren  denn der Speicherzugri
 die Adreberechnung und uU Operationen
der ALU nden gleichzeitig statt
Abbildung
 
 zeigt den Aufbau einer einfachen AGU mit Adre	 und Modify	
Registern Anhand des Strukturbildes kann eine Post	Inkrement	Operation nach	
vollzogen werden Aus dem Adreregistersatz wird mit dem AR	Pointer ein
einzelnes Register selektiert und dessen Inhalt wird als e
ektive Adresse auf
den Adrebus gelegt Der Wert des selektierten Registers wird auerdem durch
einen AddiererSubtrahierer gef

uhrt das Resultat wird zur

uck in das Adre	
register geschrieben Der Summand bei dieser Operation kann eine konstante
Eins ein Direktoperand aus der Instruktion oder ein Wert aus der Modify	




verschieden groe Array	Elemente zu realisieren F

ur ILP	Prozessoren ergibt
sich der Vorteil da Adrearithmetik und Speicherzugri






durch die exklusive Verwendung des Datenpfades f



















Abbildung  AGU mit Address	 und Modify	Registern
Zum sequentiellen Adressieren eines short int	Arrays mit  	Bit	Elementen
 
Die Abbildungen   und   wurden von Rainer Leupers freundlicherweise zur Verf

ugung
gestellt Nochmals einen herzlichen Dank 
 DSPArchitekturen
ab der Adresse   wird ein Adreregister mit dem Wert   geladen Ein
Modify	Register wird mit dem Wert  geladen da die  	Bit	Werte einen Ab	
stand von  untereinander haben Nach dem ersten Zugri
 mit einer Post	
Inkrement	Operation wird der Wert im Adreregister durch   ersetzt Nach	
folgende Adressen ergeben sich zu         Soll neben neben dem short
int	Array auch noch ein long int	Array mit 	Bit	Elementen ab der Adresse
 adressiert werden so wird in einem anderen Adreregister die Startadres	
se  gespeichert In ein Modify	Register wird der Wert  geschrieben Die
Adressen einer Reihe von Zugri
en mit Post	Inkrement sind       
Bei der Realisation von FIR	Filtern    einer h

augen und typischen DSP	





mit Arrays implementiert die als Ringpu
er organisiert sind Dazu brauchen
keine Inhalte verschoben und kopiert zu werden sondern es reicht aus mit zwei
Zeigern den Anfang und das Ende der Queue zu adressieren Abbildung 
zeigt die beiden Ringpu
er zusammen mit einem Multiplizierer	Akkumulator
f





































ur die Implementierung von Ringpuf	
fern ben

otigten zirkularen Adressierung besitzen viele DSP Adressierungsein	
heiten mit einer Modulo	Logik Diese bewirkt da bei einer PostPr

a	Inkre	
mentDekrement	Operation der in das Adreregister zur

uckgeschriebene Wert
zuvor einer Modulo	Operation unterzogen wird Abbildung  zeigt die Struk	
tur einer solchen AGU In einer Length	Register	Bank werden Werte gehalten
 Speicherorganisation und OnChipRAM  
die der Modulo	Logik zugef

uhrt werden Die aus dem AddiererSubtrahierer


















AR pointer LR pointer
AGU
Abbildung  AGU mit Address	 Modify	 und Length	Register
 Speicherorganisation und OnChipRAM
DSP werden h

aug als Harvard	Architekturen realisiert die getrennte Daten	
und Programmspeicher mit separaten Bussen vorsehen Das erm

oglicht den
gleichzeitigen Transport von Instruktionen und Daten was zu einer h

oheren
Ausnutzung der Ressourcen und damit zur Steigerung der Ezienz beitr

agt





uber einen externen Bus im Multiplex betrieben





uber ein Bus	System externen Speicher zu adressieren Der in	
terne Speicher ist meist klein gegen





en werden Der externe Speicher kann je
nach Ausbau erheblich gr

oer sein und ist abh

angig von der Art des Speichers
SRAMDRAM     und der Leistungsf

ahigkeit des Bus	Systems langsamer
Interner und externer Speicher liegen meistens im gleichen Adreraum dh
es m

ussen keine gesonderten Instruktionen zur Adressierung verwendet oder
Segmentregister zuvor geladen werden
Abbildung  zeigt das On	Chip	RAM bei einem TI TMSCx Es besteht
aus drei Bl

ocken wovon einer B als Daten	 oder Programmspeicher kongu	
riert werden kann Die beiden

ubrigen B  und B sind immer Datenspeicher
 DSPArchitekturen
Das On	Chip	RAM kann ohne Wait	States angesprochen werden Ein bis zu k
groes externes RAM kann

uber das Bus	System adressiert werden

Uber Mul	
tiplexer wird der Speicher vom Programmz

ahler oder vom Data	Page	Pointer





ocke B  und B direkt mit dem Datenbus und B

uber einen Multi	




Block B1 (256 x 16)
Data / Prog RAM
Block B0 (256 x 16)
-Auxiliary Register
- Data Page Pointer











Block B2 (32 x 16)
Data Bus (16)
Abbildung  On	Chip	RAM beim TI TMSCx nach  
Da die Gr

oe des On	Chip	RAM mit  Speicherworten klein bemessen ist
sollten nur h

aug frequentierte Daten dort abgelegt werden um von der hohen
Zugri
sgeschwindigkeit ezient Gebrauch zu machen Verfahren zur Partitio	
nierung von Daten auf On	 und O
	Chip	RAM nden sich in   und  
Zum gleichzeitigen Zugri
 auf zwei Operanden erm

oglichen einige DSP ua




e parallel erfolgen so da zB zwei f

ur eine Operation ben

otigte Ope	
randen gleichzeitig aus dem Speicher in Register transferiert werden k

onnen
 Weitere Literatur 
 Weitere Literatur
  Lapsley P
DSP processor fundamentals  architectures and features








uhrung von Programmoptimierungen sind einige Vorarbeiten not	
wendig denn eine Optimierung mu wissen an welchen Stellen sie Einsatz





denn eine Optimierung darf nicht die Korrektheit eines Programms riskieren
Die Ausf

uhrung der einzelnen Operationen unterliegt bestimmten Abh

angigkei	
ten seien es beispielsweise Abh

angigkeiten von Verzweigungsbedingungen oder
Abh













nehmen Die Ermittlung der relevanten Abh

angigkeiten erfolgt durch Abh

angig	
keitsanalysen Der Schwerpunkt liegt dabei auf Datenabh

angigkeiten die sich
durch den wiederholten Zugri
 verschiedener Instruktionen auf gemeinsame Da	
ten ergeben
  Grundlegende Begrie
Die Darstellung eines Programms durch seinen Quelltext oder durch eine Zwi	
schendarstellung IR intermediate representation die einer konventionellen
Maschinensprache

ahnlich ist ist nicht f

ur alle Analyseaufgaben eines Compilers
geeignet Wenn beispielsweise untersucht werden soll ob ein bestimmtes State	
ment von einem anderen aus zu erreichen ist so bietet sich eher eine Darstel	
lung durch einen gerichteten Graphen an Die Knoten des erzeugten Graphen
repr







Denition    Ein Kontrollugraph CFG
 
 ist ein Graph G  NE s e




  Grundlegende Begrie 
s und einem Endknoten e mit s e  N  Wenn n ein direkter Kontrollu 
vorg

anger von m ist so gilt nm  E n ist Vorg

anger von m m ist ein
Nachfolger von n Der Startknoten s hat keinen Vorg

anger der Endknoten e
keinen Nachfolger
Denition   Ein Pfad  in einem CFGNE s e besteht aus einer Folge
von Kanten  beginnt an einem Knoten n
 



















  E i  k Ein Pfad der bei
einem Knoten n
i
beginnt und bei n
j





Kontrollugraphen bilden die Grundlage vieler Programmanalysen da sie auf






















uhrt werden Wird die er	
ste Instruktion eines Basisblocks ausgef

uhrt so wird auch unweigerlich dessen
letzte Instruktion ausgef

uhrt In einem Basisblock gibt es keine Verzweigungen





Mitte durch eine Verzweigung zu verlassen oder durch einen Sprung dorthin
zu gelangen
Denition   Eine Basisblock ist eine Folge von Knoten n
 
     n
k
 eines








der einzige Nachfolger von n
i
ist
Beispiel    Schleifen mit mehreren Ein 	Ausg

angen
Single-entry / Multiple-exit Multiple-entry / Single-exit
Die meisten Kontrollugraphen enthalten Zyklen mit mehreren beteiligten




Wenn es einen Knoten gibt






ussen dh dieser Knoten der einzige Knoten ist der in
die Schleife f

uhrt dann besitzt die Schleife die Single entry	Eigenschaft Analog
hat eine Schleife die Single exit	Eigenschaft wenn es einen Knoten gibt

uber





deren Pfade in die Schleife hinein oder aus der Schleife heraus

uber mehrere
alternative Knoten verlaufen k

onnen haben die Multiple entry	 bzw Multiple 
exit	Eigenschaft Beispiel    zeigt verschiedene Schleifen mit den gerade ge	
nannten Eigenschaften
Single entry	Single exit	Schleifen die aus programmiersprachlichen Konstruk	
ten wie for i    enstehen also eine festgelegte Anzahl Iterationen

absol	
vieren und auch nicht vorzeitig durch Spr

unge beendet werden heien struk 
turierte Schleifen Beispiel  a 
Beispiel   Verschiedene Schleifentypen
a Strukturierte Schleife
for i   i   i

a  x








for i   i   i

for j   j   j












Strukturierte Schleifen Schleifen haben einen Schleifenkopf mit der Initialisie	
rung und dem Test des Abbruchkriteriums sowie einen Schleifenk

orper der aus
der Sequenz von wiederholt ausgef

uhrten Instruktionen besteht Werden meh	
rere Schleifen ineinander geschachtelt so liegt eine Schleifenschachtelung loop
nest vor Eine besondere Art eines loop nest ist dann gegeben wenn mehrere
strukturierte Schleifen direkt ineinander geschachtelt sind dh alle Schleifen bis
auf die innerste enthalten ausschlielich ein Statement n

amlich eine strukturier	
te Schleife Eine solche Schleifenschachtelung wird enge Schleifenschachtelung




ort auch da die Induktionsvariable i im Schleifenk










angigkeiten der Instruktionen untereinander k

onnen durch Relationen







uhrungsreihenfolge durch den Kontroll	




angigkeiten zwischen Instruktionen wegen ge	
meinsam benutzter Daten auftreten




stehen genau dann zueinander

























anken Je nach Ursache einer Abh

angigkeit unterscheidet man zwischen
Kontrollabh

angigkeiten die durch zwingend zu beachtende Kontrollstrukturen
IF    THEN    ELSE     in Programmen entstehen und Datenabbh

angig 





Instruktion erneut verwendet wird
Denition  Eine Kontrollabh

angigkeit control dependence zwischen
zwei Instruktionen erw
































 x  a
S

 if  x  
S

 b  b  

















uhrt wird wenn die Bedingung in S

wahr ist
Bevor weitere Denitionen erfolgen k





en werden Ein lesender Zugri
 auf eine Variable ist
ein Gebrauch w

ahrend ein schreibender Zugri
 eine De
nition ist Kommt
es nicht auf die Art des Zugri
s an dh es sind sowohl Gebr

auche als auch
Denitionen gemeint kann von Referenzen gesprochen werden
Denition  Eine Datenabh

angigkeit data dependence zwischen zwei





























Die Denition der Datenabh

angigkeit ist in dieser Form sehr allgemein da
nichts

uber die Art der Wiederverwendung des Datums ausgesagt wird Eine
genauere Unterscheidung der Datenabh

angigkeit ergibt sich durch Di
erenzie	
rung nach der Art Zugri
s LesenSchreiben in den beteiligten Instruktionen







niert die in S

ge 

































niert ohne eine Rede


























die gleiche Variable de
nie 
ren und zwischenzeitlich keine weitere De
nition dieser Variablen erfolgt be 
steht eine Ausgabeabh






















lesen die zwischenzeitlich nicht neu de




















a  b  c
b  a  
c  a  












c = a - 5
c = d * 3








anken die ersten drei die Aus	
f

uhrungsreihenfolge ein nicht jedoch die vierte  die input dependence Jedoch
werden im Zusammenhang mit Optimierungen von Array	Zugri
en Load After 






onnen durch gerichtete Graphen dargestellt werden deren
Knoten den Instruktionen entsprechen und deren Kanten eine Abh

angigkeit

























Der Schwerpunkt dieser Arbeit liegt bei der Untersuchung und Behandlung
von Datenabh

angigkeiten Daher sollen zun

achst die grundlegenden Techniken













alt die entfernt werden
k

onnen siehe Bsp   zu n

aheren Detail dieser Optimierung Ein Kandidat
ist der Ausdruck xy der zu Beginn und in der Schleife vorkommt Eine Analyse
erfolgt in einer graphischen Darstellung der Schleife dem Kontrollugraphen
In einem ersten Analysedurchlauf werden der Reihe nach alle Knoten besucht
F








ugbar sind Ein Ausdruck ist verf

ugbar wenn er einmal
ausgewertet wurde und seine Operanden im nachhinein nicht ver

andert wer	
den Nach Bearbeitung der Instruktion iN ergibt sich ein Konikt Entgegen
der Feststellung beim ersten Betrachten des Knotens b  xy erreichen diesen
Knoten von dem erst sp






osung dieses Koniktes liegt in der Bildung der Schnittmenge der
Ausdr

ucke und einem weiteren Durchlauf Damit wird sichergestellt da nur
mit Ausdr

ucken gearbeitet wird die den Knoten b  xy auf allen Pfaden er	
reichen  in diesem Fall   Beim zweiten Durchlauf m

ussen die Ergebnisse des
vorherigen Durchlaufs durch diese Ver

anderung revidiert werden Am Ende des
Durchlaufs wird f














osung hat sich stabilisiert Damit kann
die Analyse beendet werden F

ur die Optimierung mu das Ergebnis interpre	
tiert werden Die Frage war ob xy in bxy durch den Ausdruck aus axy
ersetzt werden kann Da der Ausdruck xy die Instruktion bxy aber nicht
zwingend erreicht  dies scha







Beispiel   Analyse eines Programmfragments
Programmfragment mit Schleife
a  x  y
c  
for i   i  N i

b  x  y
x  x  

a = x + y
i < N
i = i + 1
x = x + 1
i = 0
c = 1
b = x + y
a = x + y
i < N
i = i + 1
x = x + 1




















Die folgenden Abschnitte f

uhren in die grundlegenden Techniken Datenabh

angig	






herigen Abschnitt wird gezeigt wie darauf basierend Schritt f

ur Schritt ein
formales Modell eines zu analysierenden Programms erstellt werden kann Die





ande realisiert werden Das Erzeugen und Ver	
nichten von Eigenschaften  im Beispiel ob ein Ausdruck nach einem Knoten
verf

ugbar ist oder ob ein Ausdruck einen Knoten

passieren kann  wird durch
Funktionen die auf den Verb

anden operieren nachgebildet Insgesamt bildet





angigkeiten berechnen kann Dazu wird wie im Beispiel itera	
tiv vorgegangen bis sich die Knoteninformationen nicht weiter ver

andern Mit
der so gewonnen Information k

onnen nachfolgende Optimierungen ihre Arbeit
aufnehmen





ur alle Stellen eines gegebenen Programms zu be	








ahrend und nach der Analyse werden alle Knoten n eines CFG mit Werten
aus D versehen welche die G

ultigkeiten der betrachteten Eigenschaften vor und
nach Ausf

uhrung der mit dem Knoten n verbundenen Instruktion

beschrei	
ben Die Auswirkungen einer Instruktion werden durch eine Transferfunktion




anderung einer vor Eintritt in




uhrt in den Zustand nach Verlassen von n
Die Transferfunktion wird immer dann angewendet wenn der Kontrollu den
Knoten n passiert Dementsprechend bildet der CFG eines Programms dessen







ane D durch die die zu analysierenden Eigenschaften abstrahiert wer	
den wird ia durch einen Verband L realisiert Ein Verband bietet neben einer
Menge von Werten die den Eigenschaften wie zB G

ultigkeit eines zuvor de	
nierten Ausdrucks entsprechen Operatoren f

ur diese Werte Dadurch k

onnen
mehrere zusammenkommende Eigenschaften zu einer neuen kombiniert werden
Im Eingangsbeispiel   besteht die Dom






ucken die in dem Programm vorkommen Die Aussage da ein Ausdruck
einen Knoten erreicht kann wahr oder falsch sein Die Schnittmengenbildung
bei den zusammenlaufenden Kontrollupfaden ist ein Operator auf der Aussa	
genmenge In praktischen Realisierungen werden statt der Mengenoperationen
aussagenlogische Operatoren bevorzugt
Denition   Ein Verband L besteht aus einer Menge von Elementen der
Tr

agermenge und zwei Operatoren u meet und t join mit folgenden Eigen 
schaften
 Abgeschlossenheit








x y z  L  xu y u z  x u y u z  xt yt z  x t y t z
 Supremum In
mum
    L  x  L  x u   
  	  L  x  L  x t 	  	
Das Element  heit bottom 	 heit top

Anstelle einer einzelnen Instruktion kann auch eine zu einem Basisblock zusammengefate










x y z  L  xu yt z  xt zu y t z  xt yu z  x u zt y u z
Denition  Die auf einem Verband L induzierte partielle Ordnung Lv
ist durch x y  L  x v y 
 x u y  x de
niert Die gleiche De
nition ist
auch mit dem t Operator m

oglich   und w sind analog de
niert
Denition  Die H







     x
n




     x
n
 	g
Beispiel  Der bin

are Verband B  f	g	  	 minmax ist
distributiv und hat die H





lysen benutzt Ist eine Eigenschaft mit 	 an einem Knoten gekennzeichnet so











ande werden Eigenschaften von Datenabh

angigkeiten
modelliert Diese Eigenschaften ver

andern sich aber durch die Ausf

uhrung von
Instruktionen Daher wird ein Formalismus ben






anderungen bzgl der unter	
suchten Eigenschaften auf der Ebene der Datenuverb

ande umzusetzen Zu
diesem Zweck werden Transferfunktionen deniert Eigenschaften die bei Er	
reichen eines Knoten gelten m

ussen dies nicht auch bei Verlassen desselben
tun und umgekehrt Damit modellieren Transferfunktionen die Semantik von
Instruktionen in Bezug auf bestimmte Eigenschaften wie zB die Ver

ande	
rungen benutzter Variablen Das Verhalten einer Sequenz von Instruktionen
kann demnach durch fortgesetzte Anwendung der Transferfunktionen beschrie	
ben werden
Transferfunktionen sind Funktionen f  L L die der Knotenmenge

des CFG
FGNEse zugeordnet sind tf  N  L L
Die konkrete Denition einer Transferfunktion h

angt von der zu beschreibenden
Instruktion den beteiligten Operanden und von der Art der zu untersuchenden
Datenueigenschaften ab F

ur Instruktionen ist es ausreichend zu beschreiben




onnen auch den Kanten des CFG zugeordnet sein Damit kann das





arithmetische  Operation sie ausdr

ucken Wird eine Variable gelesen so ist dies
ein Gebrauch wird sie geschrieben handelt es sich dabei um eine De
nition Ist
es egal ob es sich um einen Gebrauch oder eine Denition handelt so wird der
allgemeinere Begri
 Referenz verwendet Je nachdem ob eine Referenz daf

ur
sorgt ob fortan eine bestimmte Eigenschaft gilt oder eine Eigenschaft nicht
mehr gilt handelt sich dabei um eine erzeugende generate oder vernichtende
kill Referenz Anhand der Eigenschaft einer Instruktion ob sie erzeugend
oder vernichtend ist die nicht nur von der Instruktion selbst sondern auch
von der Art der zu bestimmenden Information abh





ur Transferfunktionen eine wichtige Eigenschaft sowie auch die
eektive H

ohe eines Verbandes bzgl einer Funktion Beide dienen dazu sp

ater
Aussagen zur Terminierung und Zeitkomplexit





Denition  Eine Funktion f  L L heit monoton wenn gilt
x y  L  x v y  fx v fy
Denition  Die e
ektive H

ohe eines Verbandes L bzgl einer Funktion

























     x
n
v 	
Mit der eektiven H

ohe ist also die l

angste streng monoton aufsteigende Kette
iterierter Anwendungen der Funktion f gemeint
Denition  Sei  ein Pfad im CFG FGNEse und seien n
 
     n
k
die an  beteiligten Knoten in ihrer Ausf

uhrungsreihenfolge Dann bestimmt









Im allgemeinen ist ein Knoten n nicht nur

uber einen einzelnen Pfad zu errei	
chen sondern es gibt mehrere Pfade

uber die n von einem Startknoten aus
zu erreichen ist Daher ist eine L

osung anzustreben die ein Erreichen eines
Knoten n

uber alle Pfade ausdr

uckt Je nach Zweck der sp

ateren Verwendung
liegt dabei das Interesse an der Erkundung aller Datenueigenschaften die an
Knoten n gelten k

onnen may oder an n gelten m

ussen must Der Unter	







onnen aus der Lage von Instruktionen in nur









onnen wegen der Abarbeitung nur eines Verzweigungsastes In	
struktionen unber

ucksichtigt bleiben Sie k

onnten bei einer anderen Program	
mausf

uhrung aber durchaus durchgef

uhrt werden Alle potentiellen G

ultigkei	
ten die durch solche Situationen entstehen k

onnen werden in der May	L

osung
erfat Werden alle zwingenden G

ultigkeiten ermittelt die unabh

angig von ei	






zusammengebracht Es werden diejenigen M

oglichkeiten ausgespart die auf ei	
nigen  aber nicht allen  Pfaden zu n G

ultigkeit erlangen
Beispiel  Datenuanalyse zur Gewinnung von MOP
Must



























Das Beispiel  zeigt f

ur einen Programmausschnitt mit einer Verzweigung
die zwingenden G

ultigkeiten beim Problem reaching de
nitions Vom Startwert
mit der leeren Menge aus werden f

ur jeden Knoten Transferfunktionen auf die
sie erreichenden Denitionen angewendet Beim Zusammenf

uhren von Kontroll	






Entsprechend May oder Must gibt es zwei unterschiedliche Darstellungen

 die
ausgehend von einem Startwert  die G

ultigkeit an einem Knoten n bezeichnen
  Sei f

ur einen Knoten n  N die Menge aller Pfade s   n gegeben durch




















ohnlich wird in der Literatur nur eine von beiden L

osungen dargestellt ohne auf die
andere hinzuweisen oder eine Unterscheidung anzugeben Beim Zusammenf

uhren mehrerer






ur einen Knoten n  N die Menge aller Pfade s   n gegeben durch























 a  xy
S

 if  k  l
S

 b  x
S

 else c  y
S

 d  cd
  Analyse Ausdr

ucke die einen Knoten erreichen










  fx y k  lg
Das Beispiel  zeigt f










ussen Der Initialwert ist die leere Men	
ge da zu Beginn noch keine Ausdr

ucke ausgewertet vorliegen Ausdr

ucke die



















ur alle Knoten n
Wenn die Transferfunktionen nicht monoton sind oder es eine unendliche An	
zahl verschiedener Pfade oder Elemente des Verbandes L gibt sind die MOP	
L

osungen nicht berechenbar Das Problem der Bestimmung von Datenabh

angig	
keiten ist unentscheidbar Wenn jedoch die Forderung nach exakter Bestimmung
aller Datenabh

angigkeiten fallengelassen wird gibt es einen Ausweg Wird ei	
nem Verfahren erlaubt die G








ultigkeit und umgekehrt zu berichten so









osung Die Anzahl und die

Schwere der Fehler eines Approximationsver 




ucken Eine hohe Pr

azision ist













Zum Beispiel  k



















osungsanteils k  l
Neben der Pr

azision gibt es aber noch ein weiteres sehr wichtiges Merkmal
einer Approximation n

amlich die Art der m










ultig zu klassizieren oder
eine ung

ultige Aussage als g

ultig zu bezeichnen Wird in einer der Analyse
folgenden Optimierung ein falsches Ergebnis genutzt so kann das je nach Fehler
dazu f

uhren da eine m

ogliche Gelegenheit zur Optimierung nicht erkannt wird
oder schlimmer eine Optimierung durchgef






ahrend ein Fehler der ersten Art

nur die Ezienz
eines Programms beeinut Fehler der zweiten Art jedoch die Korrektheit sind





urfen nicht beide Fehlerarten gleichzeitig auftreten F

ur ein Must	Problem
ist es daher besser weniger Eigenschaften als zwingend must einzustufen als
tats

achlich vorliegen Die irrt








ahrlich Bei May	Problemen ist es umgekehrt Hier ist es besser mehr
potentielle G

ultigkeiten zu berichten als eine M

oglichkeit zu unterschlagen
Auch Aussagen zur G

ultigkeit einer bestimmten Eigenschaft wie

unbekannt
sind besser als falsche Aussagen
Die Beispiele  und  verdeutlichen die Wichtigkeit der Sicherheit von
Approximationen In Beispiel  wird der Ausdruck k  l fehlerhaft als nicht
den Knoten S

erreichend klassiziert Dadurch kann eine m

ogliche Gelegenheit





verschenkt wird das Programm bleibt aber
korrekt In Beispiel  wird durch die fehlerhafte Klassizierung von y   
bewirkt da eine CSE durchgef
















 a  xy
S

 if  k  l
S

 b  x
S

 else c  y
S





 a  xy
S

 if  t   k  l
S

 b  x
S



















 a  xy
S

 if  k  l
S

 b  x
S

 else c  y
S





 a  xy
S

 if  k  l
S

 b  x
S

 else t   c  y
S

 x  t
Formal ergibt sich aus den Forderungen da eine sichere Approximation f

ur
ein Must	Problem eine Untermenge der MOP	L

osung sein mu hingegen f

ur
ein May	Problem eine Obermenge der MOP	L

osung Zum Beispiel  zeigt
das folgende Beispiel  die Mengenbeziehungen zwischen der sicheren der
unsicheren und der exakten L

osung





























  fx y k  lg





ankt ist und die Transferfunktionen mo	




onnen ausgehend von Initialwerten fortlaufend
die Transferfunktionen angewendet werden bis sich nach einigen Iterationen




Im Eingangsbeispiel   wurde bereits ohne die formalen Voraussetzungen zu
haben ein Fixpunkt berechnet Dort wurde die Datenuinformation solange
von Knoten zu Knoten propagiert bis sich ein Zustand einstellte bei dem sich





Denition  Ein Fixpunkt einer Funktion f  L  L ist ein Element
x  L mit fx  x
Ein Fixpunkt ist eine L

osung eines Gleichungssystems aus Transferfunktionen
Jede weitere Anwendung einer Funktion ver

andert das Ergebnis nicht mehr
Das bedeutet da sich alle Abh










ultigkeiten der Datenueigenschaften nicht mehr sie sind an allen
Knoten bestimmt
Zur Approximation der MOP	L

osung werden ausgehend von einem Startwert





osungen mehr stattndet An Knoten zusammen	
laufenden Kontrollusses werden die Teill

osungen wie folgt zusammengefat
  Ein Minimaler Fixpunkt MFP f

















ur einen Startwert   L
  Ein Maximaler Fixpunkt MFP f













































osung Um die exakte L

osung herum gibt es zwei Bereiche
 den Bereich der Must	L











art werden Der untere Grenze aller Must	L

osungen ist die leere Menge es
gelten keine Aussagen mehr Sowohl alle Aussagen als g

ultig zu klassizieren als
auch keine Aussage zuzulassen f

uhrt zu keinem Nutzen Zwischen der oberen










bei denen alle Datenugleichungen erf






oglichen Fixpunkten sind diejenigen die besten die der exak	
ten L







osungen ist das der




osungen ist es der maximale Fixpunkt
Zun






ur die og Einschr










n Da aber auch die
G





ur die weitere Verwendung wichtig
ist werden maximale bzw minimale Fixpunkte angestrebt die von allen Fix	
punkten die gr

ote Menge an Information zusammentragen Wenn

uber die bis	
herigen Voraussetzungen hinaus alle Transferfunktionen noch distributiv sind
dann ist die MOP	L

osung in diesem speziellen Fall berechenbar und es gilt
n  N MFP n MOP n
Im folgenden besch








ur den Fall der Datenabh

angigkeiten zwischen skalaren Variablen
gezeigt werden wie zu einer solchen L

osung gelangt werden kann
 Iterative Datenuanalyse
Ein wichtiges und h

aug verwendetes Verfahren ist die iterative Datenuana 





einen gegebenen CFG umsetzt
Sei nun dieser CFG FG  NE s e Jedem Knoten n aus N werden zwei
Werte IN n OUT n L zugeordnet Diese bezeichnen die Datenuinforma	
tion die den Knoten n erreicht bzw verl

at Die Datenugleichungen f

ur einen







  falls n  s
F
mpredn	





 ist dabei wiederum ein geeigneter Startwert der Datenuinformation IN n
ergibt sich aus der gr

oten gemeinsamen Menge greatest lower bound der Da	




an dieser Stelle der Schnittmengenoperator zum Einsatz kommen Die Anwen	
dung der Transferfunktion auf Werte die den Knoten erreichen f

uhrt zu Werten
OUT n die den Knoten wieder verlassen
Eine andere Darstellung ergibt sich wenn nicht direkt auf die Transferfunktio	
nen zur Berechnung von OUT n zur

uckgegri
en wird sondern wenn Mengen
G und K deniert sind die zu jedem Knoten n die erzeugten und vernichteten
Eigenschaften enthalten
OUT n  Gn IN nKn 
Der Worklist	Algorithmus   w






angerknoten Anschlieend wird die Transferfunk	
tion angewendet um die den Knoten verlassende Information zu bestimmen
Hat sich diese nicht ver

andert so wird die Information auch nicht an Nachfol	
ger propagiert und der Knoten braucht nicht wieder in die Worklist eingef

ugt
zu werden Ansonsten werden alle Nachfolger des ver

anderten Knotens in die
Worklist gestellt Anschlieend kann eine weitere Auswahl eines Knotens zur Be	
arbeitung stattnden Diese Schleife wird solange durchlaufen bis die Worklist
geleert ist Dann

andern sich auch keine Werte mehr durch weitere Iterationen
es ist ein Fixpunkt erreicht
Algorithmus   Worklist Algorithmus zur iterativen Datenuanalyse
procedure worklist iterateFG  NE s eLf 
f

ur alle n  N
IN n  	
IN s  
workset  fnjs n  Eg
while workset  fg do
let n  workset
begin
workset  worksetnfng




if X  OUT n then
OUT n  X








Die Eigenschaft da es sich bei der L

osung um einen maximalen Fixpunkt han	









sichergestellt werden Die zu groe L

osung wird durch die monotonen Transfer	





Die Reihenfolge der Auswahl der Knoten n aus der Worklist ist bislang noch of	
fen Unter den vielen M

oglichkeiten zur Anordnung der Knoten der Worklist ist
besonders Reverse Postorder zu nennen Diese Reihenfolge gew

ahrleistet da
jeweils Knoten betrachtet werden deren Vorg

anger schon bearbeitet wurden
Somit sind die OUT 	Werte der Vorg

anger auch schon festgelegt Die Anzahl






Bislang sind nur Datenuprobleme betrachtet worden deren Flurichtung
gleich der Richtung der Kontrollusses ist Wenn beispielsweise die Menge der
an einem bestimmten Knoten lebendigen Variablen siehe  bestimmt wer	
den sollen so ist eine Arbeitsrichtung entgegen der Kontrollurichtung an	
gebracht Die lebendigen Variablen sind solche deren Denition erfolgte und
die sp

ater auch noch benutzt werden Ausgehend von einem sp

ateren Ge	
brauch wird hin zu einer fr








Anderungen des Modells gegen

uber den bisher be	
trachteten Vorw

artsproblemen forward Zur Wahrung der Dualit

at iet die
Information vom Endnoten e zum Startknoten s und von OUT n nach IN n







  falls n  s
F
msuccn	






Nachdem der allgemeinen Beschreibung von Datenuanalysen sollen nun kon	
krete Probleme und konkrete Analysen betrachtet werden
Reaching Denitions Eine Denition einer Variablen erreicht eine Knoten
wenn sie zwischenzeitlich nicht durch eine andere Denition vernichtet
wurde Die Analyse die bestimmt welche Denitionen einen Knoten er	
reichen k

onnen heit Reaching De
nitions Es handelt sich um ein May	
Vorw

artsproblem dessen Verband als Tr

agermenge einen Bitvektor ver	
wendet in dem f





at sich der Algorithmus auch f

ur May Information formulieren Ein minimaler




der erzeugenden Referenzen umfat alle Denitionen ebenso enth

alt die
Menge K der vernichtenden Referenzen die Denitionen
Available Expressions Ein Ausdruck ist an einer Stelle in einem Block ver 
f

ugbar wenn entlang jedes Ausf

uhrungspfades vom Blockanfang dieser
Ausdruck ausgewertet wird und danach keine an dem Ausdruck beteilig	





ucke an allen Knoten eines Blocks Es handelt sich
um ein Must	Vorw






ein Bit in einem Bitvektor G und K sind jetzt Mengen von Ausdr

ucken
dementsprechend kommen als Operatoren der durch die Bitvektoren re	
pr

asentierten Mengen nun Mengenvereinigung und 	durchschnitt in Frage
Live Variables Eine Variable heit lebendig an einer Stelle in einem Pro	
grammwenn auf einem Pfad von dieser Stelle zum Endknoten ein weiterer
Gebrauch der Variablen liegt Live Variables bestimmt zu allen Knoten die





problem dessen Verband ein Bitvektor ist F

ur jeden Gebrauch gibt es
ein Bit im entsprechenden Vektor G enth

alt bei diesem Problem alle Ge	
br

auche von Variable K alle Denitionen
Je nach Gr





Whole program Analyse bei der das gesamte Programm inklusive aller
globalen Datenstrukturen und aller Funktionen mit ihren evtl wechsel	
seitigen Aufrufen betrachtet werden oder
  interprozeduraler Analyse bei der Auswirkungen von Funktionsaufrufen
auf die aufrufende Funktion ber

ucksichtigt werden oder
  intraprozeduraler Analyse bei der das Verhalten einzelner Funktionen nur
isoliert von anderen Funktionen analysiert werden oder
  Schleifenanalyse bei denen die analysierten Programmfragmente Schlei	
fen sind und







Ziel der bislang diskutierten Bem

uhungen das Programmverhalten zu analy	




ur das analysierte Programm zu n	
den und auch anzubringen Diese Verbesserungen k

onnen in unterschiedliche





Speicherbedarf vermindern Je nach verfolgtem Ziel kommen unterschiedliche
 Skalare Optimierungen 
Verbesserungen zum Einsatz die auch unterschiedliche Informationen

uber das
zu verbessernde Programm ben

otigen Diese Informationen werden durch die
Ergebnisse der vorherigen Analysen bereitgestellt so da es noch ihrer Interpre	
tation bedarf um sie auch nutzbringend in einer Codeverbesserung umzusetzen
Beispiel   zeigt wie gemeinsame Ausdr

ucke in verschiedenen Instruktionen
erkannt und entfernt werden k

onnen
Beispiel   Common Subexpression Elimination CSE




uft werden ob bei
einer Instruktion t  x  y der Ausdruck x  y bereits verf

ugbar ist Ist dies
der Fall kann die erneute Berechnung eliminiert und durch das zwischengespei 
cherte Resultat der vorherigen Berechnung ersetzt werden
Zur Durchf






aching expressions notwendig die durch eine entsprechende Analyse bestimmt
werden k

onnen Ein Ausdruck wird erzeugt wenn er ausgewertet wird zB bei
einer Zuweisung seines Resultats an eine Variable Die Eigenschaft reaching
bleibt so lange bestehen wie keine an dem Ausdruck beteiligte Variable rede
 
niert wird dh bei einer Rede
nition wird die Eigenschaft reaching vernichtet
Mittels einer iterativen Datenuanalyse kann f

ur alle Knoten bestimmt wer 
den welche Ausdr

ucke dort die Eigenschaft reaching haben
Wird f

ur einen Knoten festgestellt da ein in ihm berechneter Ausdruck dort
auch die Eigenschaft reaching hat so kann die Elimination und Ersetzung voll 
zogen werden
Vorher 
t  x y
u  x y
Nachher 
h  x y
t  h
u  h
Den meisten Codeverbesserungen liegt kein einheitliches formales Modell zu	
grunde denn es gibt im Gegensatz zu den Datenuanalysen keine gemeinsame
theoretische Basis Daher sollen im folgenden auch nur eine grobe Klassikati	
on m






Beziehungen zwischen Analysen Optimierungen und Zielarchitekturen gegeben
werden
 Klassikation der Codeverbesserungen
Rau   di
erenziert bei Verbesserungen zwischen Optimierungen und Trans 
formationen Optimierungen sind danach Compilertechniken die redundante




Transformationen hingegen sind Ver

anderungen der Berechnungsreihenfolge
die zum Ziel haben zur Ausf

uhrung durch den Zielprozessor geeignetere Eigen	
schaften zu verst

arken Als beispielhafte Transformationen werden Verfahren
genannt die die Lokalit

at von Datenreferenzen vergr











Nach dieser Denition besch

aftigt sich die vorliegende Arbeit im wesentlichen
mit Optimierungen Viele der bekannten Optimierungen   befassen sich aus	
schlielich mit skalaren Variablen skalare Optimierungen dabei werden Array	
Elemente nicht ber

ucksichtigt und der Zugri
 auf sie nicht optimiert In den
folgenden Kapiteln soll daher gezeigt werden wie auch f

ur Arrays erfolgreich
Optimierungen einzusetzen sind Array Optimierungen
Wie schon bei der Unterscheidung von Optimierung und Transformation ist
auch f

ur die verschiedenen Optimierungen die Architektur des Systems auf
dem das optimierte Programm ausgef

uhrt werden soll Zielarchitektur enorm
wichtig Ein h

aug verwendetes Merkmal zur Unterscheidung von Optimierun	
gen ist deren Maschinenabh

angigkeit Eine Optimierung istmaschinenabh

angig
wenn die Ezienz ihrer Auswirkungen nur durch detaillierte Kenntnisse der
Zielarchitektur abzusch






angig jedoch nicht sinnvoll da neben den
eindeutig maschinenabh

angigen Optimierungen wie Registerallokation auch
viele scheinbar maschinenunabh

angige Optimierungen wie Constant Propaga	
tion h

aug stark von der Zielarchitektur in ihrer Leistungsf

ahigkeit beeinut
werden Stattdessen erscheint eine Unterteilung in High Level 	 und Low Level 	
Optimierungen sinnvoller High	Level	Optimierungen arbeiten auf einer nahezu
hochsprachlichen Ebene also mit einer groen Abstraktion der zugrundeliegen	
den Prozessorarchitektur w

ahrend Low	Level	Optimierungen zunehmend De	
tails eines realen Instruktionssatzes und der Zielarchitektur ber

ucksichtigen
Statt einer klaren Trennung dieser Klassen gehen sie ieend ineinander

uber
Optimierungen deren Ziel es ist die Anzahl der Speicherzugri
e zu reduzie	
ren heien Speicherzugrisoptimierungen Transformationen die dazu dienen
Speicherzugri
e ezienter zu gestalten zB durch eine bessere Nutzung ei	




Nicht nur zwischen Optimierungen und Zielarchitektur gibt es starke Wechsel	
beziehungen sondern auch zwischen Analysen und Optimierungen sowie zwi	
schen verschiedenen Optimierungen untereinander Einzelne Optimierungsziele
k

onnen miteinander einhergehen oder widersprechen

In Rau





aueren Schleifen ist f

ur Signalprozessoren von untergeordneter
Bedeutung





angigkeit einer Optimierung von der Zielarchitektur
ist die Common Subexpression Elimination aus Beispiel   Grunds

atzlich
erscheint es vorteilhaft einen gemeinsamen Teilausdruck nur einmal zu berech	
nen und anschlieend das zwischengespeicherten Resultat wiederzuverwenden
Wenn jedoch kein Register mehr frei ist um das Zwischenergebnis dort zu spei	
chern mu der Wert in den Speicher geschrieben und von dort sp

ater wieder






uhrung verringern oder ins Gegenteil verkeh	
ren kann Ob es im konkreten Fall zum Spilling kommt h

angt vom optimierten
Programm und der Anzahl der zur Verf

ugung stehenden Register des Prozessors
ab Weiterhin kann es vorkommen da der gemeinsame Teilausdruck durch die
vorhandenen funktionalen Einheiten im Zielprozessor ezient ausgewertet wer	










at einer Optimierung von der Pr

azision der
vorherigen Analyse ab Wenn die Analyse deren Ergebnisse von der Optimie	







oglichkeiten nicht erkannt und ausgenutzt











at der Optimierung Wenn zB anstelle von total
redundanten Datenzugri
en durch eine in ihrer Pr

azision verbesserte Analyse
auch partiell redundante Datenzugri
e erkannt werden so kann eine Optimie	
rung die nur total redundante Zugri
e behandelt nicht besser arbeiten In
diesem Falle wird eine Optimierung ben






azision in ihre Arbeit einbezieht indem sie in der Lage ist partiell redundante
Zugri
e zu eliminieren
Auch verschiedene Optimierungen beeinussen sich untereinander indem sie
sich gegenseitig M

oglichkeiten zur Anwendung scha
en oder nehmen Nach ei	




oglichkeiten zur Dead Va 
riable Elimination ergeben da nach der Copy Propagation Kopieroperationen
verbleiben deren Zielvariable im weiteren Verlauf nicht mehr benutzt wird Die	
se Operationen k

onnen entfernt werden Aber auch die Verhinderung von wei	
teren Optimierungen ist m












auge Optimierungsziele sind Steigerung der Ausf

uhrungsgeschwindigkeit und
Verringerung des Speicherplatzbedarfs Durch verschiedene Optimierungen kann





geschwindigkeit bemerkbar machen kann Andererseits kann Speicherplatz ge	
spart werden indem Zwischenergebnisse nicht gespeichert werden sondern je	
desmal von neuem berechnet werden Das spart Platz aber kostet Zeit
Insgesamt werden in  folgende Beobachtungen beschrieben





  Die Auswirkungen einer Optimierung auf verschiedene Programme sind
verschieden gro





oer als die Summe der Einzele
ekte








onnen Neben der Zielarchitektur sind andere
Optimierungen und deren Ziele zu ber

ucksichtigen Selbst dann ergeben sich
noch von Programm zu Programm andere m

ogliche Auswirkungen Jedoch las	
sen sich Klassen bilden die Vorteile und Nachteile in bestimmten Umgebungen




 Static SingleAssignment 	SSA
 Form
Die bisherigen Abschnitte gehen von einer Zwischendarstellung IR aus die
eine feste Einheit von Variablen des Programms und Speicherzellen eines Ma	
schinenmodells bilden Jede Variable hat eine Adresse in einem Speicher und
kann durch verschiedene Operationen dort adressiert werden
Die Static Single Assignment Form trennt die in einem Programm verwende	




oglicht dadurch teilweise ezientere
Analysen und Optimierungen des Programmverhaltens Die Darstellung in Sta 
tic Single Assignment Form verlangt da jede Variable im Quelltext des Pro	
gramms maximal einmal deniert wird

Dadurch da nur eine Denition einer





gen der gleichen Variablen aufgel

ost werden da sie zu verschiedenen Variablen
werden zB gleiche Induktionsvariablen in zwei verschiedenen Schleifen
Zur Transformation in SSA ist das Konzept der 	Funktionen erforderlich
die an Stellen zusammenlaufenden Kontrollusses Join Points entsprechend





ahlt Siehe dazu Beispiel  
Die SSA	Form mit ihren 	Funktionen dient zur Abstrahierung von Program	





gedacht Daher besteht auch nicht die Notwendigkeit die Implementierung einer
	Funktion anzugeben In vielen F

allen reicht die Kenntnis einer Verbindung
von Denitionen und Gebr






Beachte Die einmalige Denition einer Variablen im statischen Quelltext bedingt nicht
da w

ahrend der dynamischen Ausf

uhrung auch nur eine Zuweisung erfolgt Bendet sich















































Eine einfache SSA	Form ist recht einfach zu konstruieren schwieriger ist die
Erzeugung der minimalen SSA	Form eines Programms Eine SSA	Form ist mi	
nimal wenn die Anzahl der verwendeten 	Funktionen minimal ist
Weitergehende Darstellungen der SSA	Form ihre eziente Erzeugung und auf
SSA bassierende Optimierungen nden sich in vielen Lehrb











ur skalare Variablen leistungsf

ahige Datenuanalysen entwickelt
wurden   und bei vielen Compilern als Grundlage vieler Optimierungen Ver	
wendung nden werden Array	Zugri












at und eine geringe Ezienz hat M

oglichkeiten zur Red	
undanzelimination werden nicht genutzt Ein unn

otig hohes Aufkommen an
Speicherbusverkehr und geringe Ausf

uhrungsgeschwindigkeiten der durch kon	
ventionelle Compiler erzeugten Executables verleiten oft den Entwickler von
DSP	Applikationen zu einem recht

unsauberen Umgang mit Arrays Solche
Programme sind dann nicht mehr leicht zu verstehen und zu warten Die in den
folgenden Abschnitten vorgestellten Array	Datenuanalysen sollen aufzeigen
welche M

oglichkeiten zur Ermittlung von Datenabh

angigkeiten zwischen Array	








en Im Anschlu daran





azision unterscheiden Von der  	Tech	
nik die die Methodik der skalaren Datenuanalysen auf Arrays verallgemei	





azision aus Anschlieend kommt mit der Lazy	Analyse
ein Verfahren zur Diskussion welches den Anwendungsbereich der Array	Da	
tenuanalyse auf nicht	ane Programmfragmente erweitert Letztendlich wird
ein leistungsf

ahiges alternatives Verfahren beschrieben da auf einer Dynamic 
Single Assignment	IR arbeitet Das Kapitel schliet mit einer Gegen

uberstel	
lung und Bewertung der vorgestellten Array	Datenuanalysen

  Grundlagen zur ArrayDatenuanalyse 
  Grundlagen zur ArrayDatenuanalyse
Skalare Datenuanalysen lassen sich nicht auf Arrays anwenden Eine Array	
Referenz kann im Gegensatz zu einer skalaren Referenz eine Reihe verschie	
dener Speicheradressen bezeichnen In Beispiel    stehen sich zwei Schleifen
gegen

uber die sich dadurch unterscheiden da die erste eine Berechnung mit
skalaren Variablen durchf

uhrt und die zweite Schleife eine andere Berechnung
mit Array	Elementen In der ersten Schleife stehen die Variablen a b und c f

ur
das gleiche Objekt Es erfolgen mehrere Denitionen von a und b Jedes Vor	




angigkeiten bei skalaren und indizierten Variablen
Skalare Variablen
for i   i  N i

a  b  c
b  a  

Indizierte Variablen










Die zweite Schleife unterscheidet sich auf den ersten Blick von der ersten da	
durch da statt der skalaren Variablen nun Arrays mit dem Index i indiziert








ur eine Menge von Speicherzellen a	
    a	N
 Welche Speicherzelle
genau gemeint ist h







if n  f
if a  f
if b  f












Datenuanalysen die mit Arrays umgehen sollen m

ussen diese Mehrdeu	
tigkeiten von Array	Referenzen ber

ucksichtigen Dadurch wird die Datenu	
analyse gegen









angigkeitsrelationen bestimmt werden Das allgemei	
ne Problem der Bestimmung von Datenabh

angigkeiten von Array	Referenzen
ist unentscheidbar siehe   Dabei verhindern nicht nur statische Abh

angig	
keiten wie sie zB durch Unbestimmtheiten aus Benutzereingaben auftreten
sondern auch dynamische Abh

angigkeiten die algorithmische Behandlung im
allgemeinen Fall Das aus   entliehene Beispiel   verdeutlicht dies an ei	




ur das Beispiel ein Verfahren





















ankung des Problems auf spezielle leichtere Problemklassen
 Approximation statt exakter L









ankung ist die Bestimmung speicher 
basierter Abh

angigkeiten statt wertebasierter Abh

angigkeiten Die bisher be	
trachteten Abh

angigkeiten sind wertebasierte Abh

angigkeiten bei denen es auf
einen Datenu zwischen zwei abh

angigen Instruktionen ankommt Eine spei 
cherbasierte Abh

angigkeit liegt dann vor wenn in Folge der gleiche Speicher	










a  x  y





a  x  y

x  b  

x  c  
In Beispiel   wird der Unterschied zwischen beiden Typen der Abh

angigkeit
verdeutlicht Im ersten Programmfragment besteht eine wertebasierte Abh

angig	
keit und eine speicherbasierte Abh

angigkeit zwischen den beiden Instruktionen
Die Variable a wird in beiden Operationen referenziert und in einer der beiden
geschrieben damit ist die speicherbasierte Abh

angigkeit gegeben Da zwischen
  Grundlagen zur ArrayDatenuanalyse  





uberhinaus eine wertebasierte Abh

angigkeit Im zweiten Programm	
fragment wird der Wert von x erst gelesen und dann zweimal neu geschrieben
Zwischen a  x  y und x  b   bzw x  c   liegen speicherbasierte
Antiabh

angigkeiten vor und zwischen x  b   und x  c   besteht ei	
ne Ausgabeabh

angigkeit Es bestehen keine wertebasierten Abh

angigkeiten da
es keinen Datenu zwischen den drei Instruktionen gibt Da aber die Varia	
ble x in Folge referenziert und dabei mind einmal geschrieben wird sind die
Instruktionen a  x  y und x  c   speicherbasiert abh

angig
Maslov   deniert wertebasierte Abh






Intuitively a value	based dependence exists between two statement
instances if there exists memory	based dependence between them
and value written in the rst statement instance is actually used
in the second instance that is the memory cell written in the rst
statement instance is not overwritten before the second instance
occurs
Speicherbasierte und wertebasierte Abh

angigkeiten lassen sich auch formal un	
terscheiden Darauf soll aber an dieser Stelle verzichtet werden weil f

ur den Rest
dieser Arbeit das Konzept zum Verst

andnis ausreicht Ein formale Darstellung
ndet sich zB in   Die Bestimmung von speicherbasierten Abh

angigkeiten
wird in der Literatur als Memory Disambiguation bezeichnet





Problems ist an dieser Stelle unzureichend Zum einen ist Memory Disambigua	
tion nur mit weiteren Einschr

ankungen berechenbar und zum anderen ist die
verwendete Form der speicherbasierten Abh

angigkeit zur weiteren Verwendung
bei Optimierungen f

ur ILP	Architekturen wegen ihrer zu unpr

azisen Informa	
tion ungeeignet Die Information da zB zwei Referenzen den gleichen Spei	
cherplatz adressieren gen

ugt nicht zur Entscheidung ob es sinnvoll ist den
Wert der ersten Referenz zur sp







ankung des Array	Datenuproblems be	
steht in der Reduktion der

Schwierigkeit der erlaubten Ausdr

ucke Eine Array	
Referenz X fi setzt sich aus dem Array X und der Indexfunktion fi zu	
sammen Wenn sowohl die zul






ankt werden kann dadurch die Kom	
plexit

at des Datenuproblems verringert werden Eine berechenbare und oft
verwendete Klasse von Ausdr

ucken umfat die Menge der anen Funktionen
Denition    Eine lineare Funktion f  N  N fi  a  i  b mit ei 









oglicht den Einsatz ezi	
enter Verfahren zur exakten L

















Ein anderer Ansatz neben der Problemeinschr

ankung besteht in der Bestim	
mung von Approximationsl

osungen anstatt der exakten Datenurelationen
Die in Kapitel  getro
enen Aussagen zur Sicherheit von Approximatio	







Wie auch bei den skalaren Abh








azision der Approximation zu erzielen und andererseits kei	
ne Fehler zu erlauben die als

unsicher anzusehen sind












deutet da ein angewendetes Verfahren nicht entscheiden kann wie die L

osung
aussieht Es liegt dann an der folgenden Optimierung mit diesem Ergebnis so






Die beiden Wege im Umgang mit dem unentscheidbaren Array	Datenupro	
blem brauchen nicht isoliert voneinander gegangen zu werden Problemein	
schr

ankung und Erzeugung einer Approximationsl

osung sind auch zusammen
sinnvoll M






angigkeiten bestimmt und bei Referenzen mit nicht	anen Index	






In   wird neben der Schw

ache der Memory Disambiguation gezeigt welche
Arten von Fehlern bei solchen Arten der Approximation entstehen und wie
deren Verteilung f





angigkeiten von Array	Referenzen in Schleifen lassen sich sowohl nach
der Richtung der Abh

angigkeit als auch nach den beteiligten Iterationen eintei	
len




angigkeiten nach ihrer Rich	
tung unterschieden Dabei gibt es die gleichen M

oglichkeiten zwischen trueanti
und output dependence wie bei den skalaren Datentypen in Kapitel 















for i in ...
   A[i] := ...
   ...
   ... := A[i]
endfor
for i in ...
   ...
   A[i+1] := ...
endfor
   ... := A[i]
b) nach beteiligten Schleifeniterationen
Abbildung   Typen von Datenabh















angig loop independent oder als schleifenabh






angigkeiten treten ohne Zusammenhang
mit einer Ver

anderung der Induktionsvariablen auf In Abbildung  b be	
deutet dies da die Abh





 auch dann existieren w

urde wenn die Instruktionen nicht
von einer Schleife umgeben w






urden Neu hinzu kommt f








orper die von der umgebenden
Schleife abh





urden nicht bestehen wenn der
Schleifenk










 die nur deshalb zustande
kommt weil die Induktionsvariable i beim





Es sind einige Abstraktionen zur Darstellung von Array	Datenabh

angigkeiten










angigkeiten durch ihre Distanzen im Itera	
tionsraum der umgebenden Schleife dh es werden die Di
erenzen der Induk	
tionsvariablen zu den Zeitpunkten der Denition und des Gebrauchs gebildet
Richtungsvektoren sind eine Vereinfachung von Distanzvektoren die nur noch
das Vorzeichen der Distanz der Datenabh

angigkeit widerspiegeln Sie geben an
ob die Induktionsvariablen zwischen Denition und Gebrauch vergr

oert oder
verkleinert wurden Die exakten Datenuabh






azision der Darstellung denn sie fassen f

ur eine Schleife die Induktionsva	
riablen einer Denition und eines abh

angigen Gebrauchs zusammen F

ur das




Beispiel   Programmschleife mit Datenabh

angigkeit
for i   i  L i
for j   j  M j







































uhrlichere Liste bendet sich in 































































  i  L
  j M

































   i  L






Im Beispiel ist eine Schleifenschachtelung bestehend aus drei Schleifen zu sehen
Es bestehen zwei Datenuabh

angigkeiten die durch Datenu	Richtungsvek	
toren Datenu	Distanzvektoren und durch die exakten Datenuabh

angig	
keitspaare dargestellt werden Der Schleifenk







Ubergang in eine neue Iteration der inneren
Schleife wird der Wert von a	j
 gelesen der in der vorherigen Iteration ge	
schrieben wurde Somit ist die Datenuabh

angigkeit bzgl k von niedrigen zu
h

oheren Iterationen gerichtet und hat die Distanz   da zwischen Denition und
Gebrauch eine Iterationsgrenze

uberschritten wird Durch den Richtungsvektor
  bzw durch den Distanzvektor     kann die Abh

angigkeit bzgl der
inneren Induktionsvariablen k ausgedr

uckt werden In der exakten Darstellung
werden Tupel angegeben deren erste Komponente die Induktionsvariablen bei
der Denition umfassen und deren zweite Komponente den Gebrauch anzeigt
Die zweite Datenuabh

angigkeit des Beispiels ergibt sich durch die innere und













oht wird wird f

ur jedes j ein Wert gelesen der am Ende des Iterationsbe	
reichs von k der vorherigen Iteration von i geschrieben wurde F






artsgerichtet denn i wurde zwischenzeitlich erh

oht k aber







arts gerichtet Die Distanzen der Iterationsvariablen
betragen zwischen Denition und Gebrauch   N Die exakte Darstellung
gibt wiederum in allgemeiner Form die Beziehung zwischen den Induktionsva	
riablen zum Zeitpunkt der Denition und des Gebrauchs an
  Verfahren zur ArrayDatenuanalyse
Die von Duesterwald et al  vorgestellte Methode zur datenubasierten
Analyse von Abh

angigkeiten zwischen Array	Elementen ist in der Lage ver	












Das Verfahren zur Analyse setzt strukturierte Schleifen siehe Kapitel  und










at ist im Bereich der DSP	Applikationen h

aug nicht allzu ein	
engend da nach  und auch nach eigenen Erfahrungen siehe Kapitel  sehr
oft lineare Indexfunktionen Verwendung nden






















die Live variable	Analyse siehe Kapitel  Weiterhin besteht die Auswahl












Analyse erfolgt vorab durch die Denition einiger Funktionen und des Aus	
sehens des verwendeten Verbandes w

ahrend hingegen der Typ der Analyse
innerhalb einer Klasse Reaching	denitions  	Redundanz etc durch Para	
metrisierung mit geeigneten Transferfunktionen geschieht Die Anwendbarkeit







auerer Induktionsvariablen als symbolische Konstanten in
inneren Schleifen auch auf mehrdimensionale Felder erweitern
Ein weiterer Vorteil ist die geringe Komplexit

at des Verfahrens Die Implemen	
tierung ist nicht allzu schwierig und die ben

otigten Ressourcen zur Laufzeit
halten sich in geringen Grenzen Nachteilig gegen

uber aufwendigeren Verfah	
ren ist die etwas geringere Pr





Kern des Verfahrens sind Berechnungen von maximalen Iterationsdistanzwer 
ten zu allen Knoten eines Schleifenkontrollugraphen Eine Iterationsdistanz
bezeichnet die Anzahl an Iterationen








alt Damit entspricht sie etwa dem Distanzvektor aus
Kapitel   Der Schleifenkontrollugraph entsteht durch Extraktion des Be	
reichs der Schleife aus dem Kontrollugraphen des gesamten Programms und
Einf






Beispiel   zeigt den Schleifenkontrollugraphen einer kleinen Programm	
schleife Die Knoten sind mit Iterationsdistanzen markiert die anzeigen welche
Denitionen mit welcher Iterationsdistanz den Knoten erreichen Der erste Wert
steht f

ur die erste Denition a	i




 Die zweite Denition erreicht die

ubrigen Knoten mit
der Distanz  da die erste Denition in diesem Abstand Werte

uberschreibt
Die Werte der ersten Denition dagegen bleiben immer erhalten was durch 	
gekennzeichnet wird
  Verfahren zur ArrayDatenuanalyse 









Zur Berechnungen von Iterationsdistanzen wird bei der  	Datenuanalyse der
bin

are Verband der skalaren Datenuanalyse zu einem mehrwertigen linea	















Das  	Verfahren geht bei der Bestimmung des Datenusses in

ahnlicher Weise
vor wie das iterative Datenuverfahren aus Kapitel  Einzelne Knoten des
Schleifenkontrollugraphen enthalten Instruktionen der Schleife Die Beein	
ussung von Daten durch einzelne Instruktionen wird mit Transferfunktionen
modelliert Die Transferfunktionen m

ussen nun so ausgelegt sein da sie mit
verschiedenen Bezeichnungen f

ur ein Array	Element oder gleichen Bezeichnun	
gen f





in der Iteration i   und a	i
 in der Iteration i   das gleiche Element
a	
 bezeichnen Andererseits kann a	i
 in den Iterationen i   und i  
verschiedene Elemente a	
 und a	
 meinen Wenn die Transferfunktionen
bestimmt sind kann ein iteratives Verfahren eingesetzt werden welches einen
Fixpunkt bestimmt Dieser Fixpunkt ist eine L

osung des Datenugleichungs	
systems aus dem sich die gesuchten Iterationsdistanzen ablesen lassen
Im einzelnen werden in den folgenden Abschnitte die genannten Komponenten
des  	Verfahrens genauer vorgestellt Ausgehend von dem Schleifenkontrollu	
graphen und dem Datenuverband wird die Konstruktion der Transferfunk	
tionen erl

autert Anschlieend wird das Datenugleichungssystem und seine
L






re Analysen gezeigt bevor erweiterte M

oglichkeiten wie die Behandlung mehr	










ohnlichem Kontrollugraphen einige Erweiterungen
und Besonderheiten besitzt
Denition   Ein Schleifenkontrollugraph Loop Control Flow Graph
LCFG FG  NE mit der Knotenmenge N und der Kantenmenge E re 
pr

asentiert den Kontrollu innerhalb eines Schleifenk

orpers Die Knoten in
N bezeichnen dabei Instruktionen im Schleifenk








ange Im Unterschied zu einem normalen Kontroll 





achsten Iteration modelliert Es f

uhren von allen Knoten
die den Schleifenk

orper beenden Kanten zu Exit von Exit gehen Kanten zu





es Zusammenfassungsknoten Innere Schleifen eines Loop Nests werden bei der
Konstruktion des LCFG einer umgebenden Schleife zu einem Zusammenfas 
sungsknoten kontrahiert Deren Verhalten durch ihnen zugeordnete Informatio 
nen beschreiben
Beispiel  Verschiedene Schleifenkontrollugraphen
EXIT
if (x > y)
a[i] = x; a[i] = y;
a[i] = a[j] + a[k]
EXIT
for(i = 0; i < N; i++)
LCFG mit Verzweigung LCFG mit Zusammenfassungsknoten für innere Schleifen
for(i = 0; i < N; i++)
for(k = 0; k < O; k++)
for(j = 0; j < M; j++)
EXIT
EXIT
Die Denition hat zur Folge da es keine LCFG gibt die verschachtelte Zy	
klen enthalten denn innere Schleifen werden bei der Behandlung umgebender
  Verfahren zur ArrayDatenuanalyse 
Schleifen durch Zusammenfassungsknoten repr

asentiert
Das Beispiel  zeigt auf der linken Seite einen LCFG mit einer Verzwei	
gung im Schleifenk

orper Von jedem Ast der Verzweigung f

uhrt eine Kante
zum Exit	Knoten da vom Ende jedes Verzweigungsastes die Iteration beendet
werden kann In der rechten H

alfte ist der LCFG eines Loop Nests zu sehen
Innere Schleifen werden zu bei der Analyse

auerer Schleifen zu einzelnen Zu	
sammenfassungsknoten  hier blau und rot dargestellt  zusammengezogen
   Verwendeter Datenuverband und Operatoren
Die betrachteten Eigenschaften bei der vorliegenden Analyse sind die maxima	
len Iterationsdistanzen Diese Iterationsdistanzen  bezeichnet durch    wer	
den durch den verwendeten Datenuverband mathematisch umgesetzt An	
hand von reaching de
nitions kann die maximale Iterationsdistanz wie folgt
deniert werden
Denition  Eine De
nition d erreicht eine Stelle p mit der Iterations	
distanz   falls die letzten   Instanzen von d p erreichen Die Iterationsdistanz
  ist maximal falls   der gr





nition d die Stelle p erreicht
W

ahrend der Analyse wird jeder Referenz ein Verbandselement zugeordnet





osung angibt Dazu wird der verwendete Verband dahingehend ge	
gen

uber dem bei der Behandlung skalarer Probleme eingesetzten siehe Kapitel
  erweitert da er in der Lage ist auch Zwischenwerte zwischen  und
	 zu repr

asentieren Daraus resultiert f

ur den Verband die Wahl des Intervalls
       	  UB   mit der oberen Iterationsgrenze UB als Tr

agermenge
sowie der linearen streng monoton steigenden Ketten	Anordnung der Elemen	
te dieser Menge als partielle Ordnung  siehe dazu das Hasse	Diagramm in
Abb  Supremum und Inmum werden durch 	 bzw  eindeutig bestimmt
	  UB   entspricht der G






rationen hinweg denn eine Eigenschaft kann fr

uhestens in der ersten Iteration
G

ultigkeit erlangen und sie dann maximal

uber UB    weitere Iterationen be	
halten  bezeichnet die Ung














en verschiedener Kontrollupfade meet oder die Ver

ande	
rung der Iterationsdistanz modellieren Die Operatoren  und  des Verbandes
werden durch die Minimumfunktion min bzw die Maximumfunktion max rea	
lisiert Der Datenuverband hat somit folgende Gestalt

































  falls x   oder y  
x  falls y  	
y  falls x  	












	  falls x  	 oder y  	
x  falls y  
y  falls x  
maxx y  sonst






Ubergang von einer Iteration in die n

achste zu vollziehen
Es handelt sich dabei um einen speziellen Inkrement	Operator der f

ur alle







	  falls x  	
  falls x  
x    sonst

  Transferfunktionen





ultigkeit einer Datenueigenschaft erzeugen oder ver	
nichten dementsprechend sind den Knoten des LCFG Mengen erzeugender und
vernichtender Array	Referenzen zugeordnet Mit diesen lassen sich die Trans	
ferfunktionen konstruieren Nicht alle Transferfunktionen haben die gleiche Ge	
stalt sondern es gibt unterschiedliche Klassen Die Klassen unterscheiden sich
  Verfahren zur ArrayDatenuanalyse  
darin ob eine Iterationsdistanz erstmalig erzeugt oder erhalten wird sowie nach
dem Iterations






ufen denn es ist m







ur jeden Knoten n eines LCFG gibt es eine Transferfunktion f
n
 die das Verhal	
ten einer Instruktion bez

uglich eines speziellen Datenuproblems modelliert
F

ur Knoten n des LCFG sind in der Menge Gn diejenigen Array	Referenzen
enthalten die als erzeugende Instanzen dienen hingegen enth

alt die Menge
Kn die vernichtenden Instanzen Die Festlegung welche Art von Referenz
als erzeugend oder vernichtend anzusehen ist h

angt von der konkreten Daten	
uanalyse ab Diese Festlegung ist ein Parameter der Analyse Beispiel 
erl








Die Analyse Must	Reaching	Denitions bestimmt welche De
nitionen einen






nitionen als erzeugend angesehen denn erst nach einer De
nition
kann diese andere Knoten erreichen Eine De
nition kann nicht durch einen
Gebrauch sondern nur durch eine andere De
nition vernichtet werden Somit
enthalten Gn und Kn jeweils alle De
nitionen von Array Variablen am Kno 
ten n Gibt es m erzeugende Array Referenzen so gibt es pro Knoten auch m






a[2*i] = x + y
b[i] = z
h = a[2*i+1]
if (x > y)








ergeben sich G bzw K f

ur Must	Reaching	Denitions zu G   fa  ig
K   fa ig G  fbig K  fbig G  fa i   g K 
fa i g G  fg K  fg G  fa ig K  fa ig




Durch Vorgabe der Gn und Kn dh durch eine Programmschleife und die
Information wie bestimmte Typen von Referenzen den Datenu beeinussen
k

onnen die Transferfunktionen eindeutig bestimmt werden Wenn es m erzeu	









Es werden also Tupel von Iterationsdistanzen durch die Transferfunktionen be	
rechnet und entsprechend dem Kontrollu durch den LCFG FG propagiert
Die auf m Verbandselementen operierende Funktion f
n
behandelt jede Kompo	
nente aus L separat und unabh

































1IN[n] = (x  , ... , x  )m
f (x  , ..., x  )n 1 m
OUT[n] = (y  , ... , y  )1 m
a[i] = b[i] + c[i]
G[n] = { a[i], b[i], c[i] }
K[n] = { a[i] }
Knoten n:
Abbildung  Einzelner Knoten eines LCFG mit zugeh

origen Komponenten
In Abbildung  wird ein einzelner Knoten eines LCFG mit den zugeh

origen
Komponenten dargestellt Die Mengen Gn undKn enthalten die erzeugenden
und vernichtenden Referenzen der Knoten IN n und OUT n sind Datenu	





     x
m
 ist aus m einzelnen Funktionen zusammengesetzt Jedes Argu	
ment der Transferfunktion wird durch eine separate Funktion behandelt





ucksichtigung von Gn und Kn






Erzeugungsfunktionen modellieren den Fall einer erzeugenden Referenz in ei	




ultigkeit mit der anf

anglichen Ite	










Instruktion eine Referenz enth

alt die Datenueigenschaften vorheriger Refe	
renzen beeinut so wird das durch diese Funktionenklasse ausgedr

uckt Zur
  Verfahren zur ArrayDatenuanalyse 
Bestimmung der erhaltenen Iterationsdistanz mu eine Fallunterscheidung ge	
tro
en werden Exit	Funktionen erh





ultiger Eigenschaften um eins denn sie beschreiben den

Ubergang in eine neue
Iteration Ung







ur den Fall da in Knoten n die Referenz d mit der Distanz  erzeugt wird








heit Erzeugungsfunktion und beschreibt die Situation eines beginnenden




auft der Kontrollu einen Knoten der m

oglicherweise Instanzen vorhe	
riger Denitionen vernichtet so ist die maximale Iterationsdistanz erhaltener









mit einer Konstanten p
d
n




dungen notwendig darin bezeichne d eine Denition d  X idx
 
i die den
Knoten n passiert und von der zu untersuchen ist wie viele vorherige Instanzen
erhalten bleiben idx
 




  Der Knoten n enth

alt keine Denition des Arrays X  dh entweder gilt
Kn  fg oder n enth

alt eine Denition eines Arrays Y mit X  Y  Alle












i  Kn Es wird
also eine vorherige Instanz einer Denition d durch d

vernichtet so da die
maximale Anzahl der erhaltenen Instanzen ermittelt werden mu Diese
Bestimmung ist nicht exakt sondern nur eine Approximation Deshalb ist
es an dieser Stelle besonders wichtig eine konservative L

osung  dh eine
sichere Untersch

atzung der erhaltenen Instanzen vorheriger Iterationen 





In vorherigen Iterationen haben Instanzen von d  X idx
 
i aus Sicht
des Knotens n die Form d  X idx
 
i         Um den Fall zu

An dieser Stelle und im folgenden weicht die Notation zur Vereinfachung des Lesbarkeit




beschreiben da d im Schleifenk

orper vor Knoten n erscheint ohne dabei
eine Iterationsgrenze zu passieren wird die Distanz     mit zu den
Bereich m






alle auseinanderhalten zu k

onnen aber dennoch einheitlich im Modell







  falls d in einem Vorg







formal beschrieben werden abk

urzend bezeichne I das










Die Formel bringt zum Ausruck da also das maximale   gesucht wird f

ur
da die Denition d























i    noch nicht ohne weiteres hervor Dazu mu zun

achst noch






















i   und
nach 	 umgestellt wobei das von i abh



























 maxf ji  I   prd n    UB     kig  





dann in praktischen An	
wendungen einfach ermittelt werden
a ki entspricht der Konstanten prd n dh i  I  ki  prd n







ultig Somit gilt p
d
n
  Dieser Fall entspricht in einem
Programm der Situation da einer erzeugenden Referenz ohne da	
zwischenliegende Iterationen eine vernichtende Referenz folgt die
das gleiche Array	Element betri
t

Entgegen der Darstellung in  sollte zwischen vier F

allen anstelle von drei F

allen unter






  Verfahren zur ArrayDatenuanalyse 
Beispiel
x  a	i
 n    d    G   ai K   fg

a	i
  y n   d   G  K  ai







b ki ist immer kleiner als prd n dh i  I  ki  prd n Kei	
ne Instanz der Denition d wird durch d

vernichtet daher bleiben
alle vorherigen Instanzen erhalten p
d
n
 	 Dieser Fall tritt auf falls
eine vernichtende Referenz nur Elemente adressiert die von einer er	
zeugenden Referenz noch nicht adressiert wurden Es besteht noch
keine G






 n    d    G   ai K   fg

a	i
  y n   d   G  K  ai  







c Es existiert im Iterationsintervall eine

Uberschneidung zwischen den
zwei Denitionen d und d

 die jedoch nicht

uber das gesamte Itera	
tionsintervall wiederkehrend ist dh i  I  ki  prd n  j 
I j  i  kj  prd n Es gibt also zwischenzeitlich den Fall da
eine Denition d von d

vernichtet wird Um das Verhalten korrekt






 n    d    G   a i  K   fg

a	i
  y n   d   G  K  a i  














ur i    gilt ki  prd n   f

ur i    gilt ki  prd n
d Andernfalls nimmt ki Werte gr

oer als prd n an dh i  I 





d so da blo einige erhalten bleiben Deren Anzahl mu abermals




 dminfkiji  I ki  prd nge    
Von all denjenigen

Konikten die zwischen den Denitionen auf	




Anzahl der erhaltenen Instanzen Dieser Fall entsteht durch eine ver	
nichtende Referenz die regelm

aig in fester Iterationsdistanz von




 n    d    G   ai  K   fg

a	i
  y n   d   G  K  ai













uber Dabei wird die Induktionsvariable um eins inkre	
mentiert Die Datenuinformation die diesen Knoten passiert mu darauf
R






ohen sich entsprechend Nach Verlassen des Exit	Knotens hat
die maximale Iterationsdistanz eine G

ultigkeit von    wenn sie zuvor bei Er	
reichen des Exit	Knotens

uber   Iterationen g

ultig war Dementsprechend wird




x  x  
deniert wobei der 	Operator die oben denierte Inkrement	Operation auf




osungen auch in der folgenden Iteration
ung

ultig bleiben bzw da

uber alle Iterationen g

ultige Distanzen nicht weiter
wachsen
Beispiel  Transferfunktionen zu Bsp 
d d d d
n Erzeugung Erhaltung Erhaltung Erhaltung
maxx  minx	 minx minx  
n Erhaltung Erzeugung Erhaltung Erhaltung
minx	 maxx  minx	 minx	
n Erhaltung Erhaltung Erzeugung Erhaltung
minx	 minx	 maxx  minx
n Erhaltung Erhaltung Erhaltung Erhaltung
minx	 minx	 minx	 minx	
n Erhaltung Erhaltung Erhaltung Erzeugung
minx	 minx	 minx	 maxx 
n Exit Exit Exit Exit
x  x x x 
  Verfahren zur ArrayDatenuanalyse 
Das Beispiel  zeigt die Transferfunktionen der Knoten n         f

ur
die vier erzeugenden Referenzen zur Schleife aus Beispiel  F

ur die Knoten
    n sind jeweils der Typ der Funktion und die Funktion selbst angegeben
F

ur Erhaltungsfunktionen ist der Fall nach dem sie konstruiert wurden ge	
kennzeichnet
  Datenu








ur jeden einzelnen Knoten des LCFG die Transferfunktion bestimmt
wurde kann ein Datenu	Gleichungssystem aufgestellt werden da den Array	





ur jeden Knoten n die Vektoren IN n  x
 
     x
m

und OUT n  y
 
     y
m
 die die maximalen Iterationsdistanzen f

ur jede
der m Referenzen in der Schleife beim Erreichen und Verlassen des Knotens n
beschreiben F

ur eine bestimmte Referenz d und einen Knoten n kann die Infor	
mation mit welcher maximalen Iterationsdistanz der Knoten n von d erreicht
wird bzw verlassen wird an IN n d  x
d




Das Aufstellen eines Datenu	Gleichungssystems allein gen

ugt noch nicht es
mu auch noch gel

ost werden Dies geschieht durch eine Fixpunkt	Iteration






atzt nach und nach die Datenu	Information durch die Knoten des
LCFG propagiert dh es werden die entsprechenden Transferfunktionen auf die
eintre
enden Werte angewendet W

ahrend dieser fortgesetzten Iteration werden
die Werte an den Knoten verkleinert bis das Verfahren einen gr

oten Fixpunkt
erreicht bei dem keine weitere Ver

anderung der Werte mehr auftritt Damit
terminiert die Iteration und die L

osung des Datenuproblems kann an den
Vektoren IN und OUT f

ur jeden Knoten abgelesen werden
Zur Initialisierung wird der LCFG in Reverse Postorder siehe Kapitel 
traversiert dabei wird f
















































achst noch keine De	
nitionen so da alle Werte in IN des ersten Knotens  sind Bei allen weite	
ren Knoten n wird mit der minimalen Iterationsdistanz aller Vorg

angerknoten
predn des Knotens n gerechnet
Die nachfolgenden Iterationsschritte die auch in Reverse Postorder erfolgen
sollten































Wegen der geforderten Single entry	Single exit	Eigenschaft der Schleifen l

at


















osung des Datenuproblems aus Bsp 
Initialisierung  Durchlauf  Durchlauf
n IN  			 		  
OUT 	 		 		
n IN 	 		 		
OUT 		 		 		
n IN 		 		 		
OUT 			 		  		 
n IN 			 		  		 
OUT 			 		  		 
n IN 			 		  		 
OUT 				 		   		  
n IN 			 		  		 
OUT 			 		   		  

In  wird gezeigt da bei Reverse Postorder Traversierung und Nichtvorhandensein von
Backward Gotos in der Schleife aufgrund der Monotonie und schwachen Idempotenz der




orper zum Erreichen der
Konvergenz auf den Fixpunkt hinreichend sind Die Platzkomplexit








Die in der OriginalPublikation  angegeben Formeln zur DatenuIteration enthalten
einen Fehler der in dieser Darstellung korrigiert ist
  Verfahren zur ArrayDatenuanalyse 
Beispiel  zeigt zur Schleife aus Beispiel  die Belegungen der IN	 und
OUT	Vektoren w





nitions	Datenuproblems ist in der letzten Zeile abzulesen Die erste und
zweite Denition erreichen alle Knoten

uber alle Iterationen hinweg Die dritte
Denition erreicht die unmittelbar folgenden Knoten der gleichen Iteration bzw
den ersten Knoten der folgenden Iteration Die vierte Iteration erreicht keinen
Knoten zwingend der Grund daf





Das vorgestellte  	Verfahren kann parametrisiert werden damit unter Beibe	
haltung des Verfahrensablaufs eine Anpassung an verschiedene spezielle Daten	
uprobleme erfolgen kann So ist es m

oglich mit dem gleichen Verfahren allein







analyse als auch Must	 und May	Probleme zu behandeln
Die Parameter mit denen die Anpassung erfolgt sind der verwendete Verband
die Mengen G und K sowie die Funktion ki und der LCFG G und K spezi	
zieren dabei sowohl die konkrete Datenuanalyse aber auch die zu analysie	
rende Schleife Eine m

ogliche konkrete Parametrisierung ist die Must Reaching 
De
nitions	Analyse die in den vorangegangenen Beispielen verwendet wurde
Die nachfolgenden Abschnitte zeigen wie die Parametrisierung f

ur bestimmte
Problemklassen erfolgen kann Zu diesen Klassen geh























nitions ausgegangen worden bei dem der Datenu von den
Kontrolluvorg

angern zu 	nachfolgern und von fr

uhen Iterationen zu sp

ateren
Iterationen weitergegeben wird Es gibt jedoch auch Probleme zB busy expres 





artsproblems wird mit einem umgekehrten LCFG gearbei	
tet dh alle Kanten des LCFG weisen in die entgegengesetzte Richtung als es
bei einem LCFG eines Vorw

artsproblems der Fall ist Der Datenu beginnt
bei sp

ateren Iterationen und iet in Richtung fr

uherer Iterationen Entspre	
chend kehren sich positive und negative Iterationsdistanzen um was durch eine






















Die bisherige Darstellung zeigt das Verfahren wie es f

ur die Verwendung bei
Must	Problemen einzusetzen ist Zur Anpassung an May	Probleme sind

Ande	
rungen an der partiellen Ordnung des Verbandes und dessen Operatoren an
der Erhaltungsfunktion und auch der Initialisierung der Fixpunkt	Iteration
notwendig
Die Ordnung des Verbandes mu f






















alle Instanzen Der Meet	Operator  wird ersetzt durch die duale Ope	
ration es gilt   max













osung Bei einem May	Problem hingegen verliert
eine Denition erst dann ihre G

ultigkeit wenn dies eindeutig nachgewiesen




ultig bleiben wie diese von













den kann Es bleibt noch zu kl

aren wie eindeutig nachgewiesen werden kann
da eine Denition wiederkehrend vernichtet wird Das kann nur geschehen





d  X idxi mit d  Kn und d

 X idxi c Es bleiben bis zu c   
Instanzen von d














 mit der Anpassung p
d
n
 c   f

ur kI  c c  prd n
bei ansonsten dualem Verhalten







osung mu auch die Initialisierung den Verh

altnissen
angepat werden Am einfachsten l

at sich dies durch den Wert 	 f

ur alle De	
nitionen erledigen Die Ezienz des Verfahrens sinken dadurch aber sinken oder




In  wird an entsprechender Stelle in nicht ganz korrekter Weise d
 
 Xidxi  c ver
wendet Das gilt jedoch nur wenn f

ur die Steigung a der anen Indexfunktion idx gilt a  
Allgemeiner ist die Version mit dem konstanten Summanden als Argument der Indexfunktion

Die OriginalPublikation gibt Hinweise auf eine verbesserte Vorgehensweise deren Termi
nierung gesichert ist und die ohne Initialisierung auskommt
  Verfahren zur ArrayDatenuanalyse  
Konkretes Daten	u
problem
Ein konkretes Datenuproblem l

at sich dadurch beschreiben welche Referen	
zen als erzeugend oder vernichtend angesehen werden Beispielsweise enth

alt
Gn bei  	available values siehe   die Denitionen und Gebr

auche eines
von Array	Elementen im Knoten n w

ahrend Kn ausschlielich die Denitio	
nen umfat Durch die Zuordnung der Referenzen zu G und K entsprechend
einer gew

unschten speziellen Datenuanalyse erfolgt also der letzte Schritt
der Parametrisierung des allgemeinen Verfahrens
  Behandlung mehrdimensionaler Arrays und Loop Nests
Die  	Technik wurde bislang nur f

ur eindimensionale Arrays in einfachen Schlei	
fen verwendet Dar

uberhinaus sind durchaus auch mehrdimensionale Arrays in





achst soll dargestellt werden wie Loop Nests verarbeitet werden Bei einem










mit der Induktionsvariablen i











werden in Array	Referenzen der inneren Schleifen als symbolische Konstanten
behandelt

Nach Beendigung der Analyse von Schleife l
k
kann diese im LCFG




andig durch einen Zusammenfassungskno 
ten ersetzt werden Diesem werden ebenso wie gew
















dabei nur diejenigen Referenzen aus l
k





 hingegen alle Referenzen aus l
k

Damit wird der M
































ucksichtigung von Ausnahmen durchgef

uhrt werden
Mehrdimensionale Array	Referenzen werden vor der weiteren Verarbeitung li	
nearisiert dh Referenzen der Form X idx
 
i     idx
n
i mit n Dimensio	




ur jede Dimension werden in die Form
X idxi gebracht Dazu werden die Indexfunktionen jeder Dimension mit de	
ren Gr







auerer Induktionsvariablen als symbolische Konstanten mu die
Berechnung der Iterationsdistanzen in den Erhaltungsfunktionen entsprechend angepat wer
den dh es m

ussen Erweiterungen zum Umgang mit symbolischen Ausdr

ucken gefunden wer
den die evtl die








ur die erste Dimension wird zB X iN  i   X N   i An	






Treten mehrdimensionale Array	Referenzen in Loop Nests auf dh beide ge	
rade genannten Erweiterungen gegen

uber dem Grundmodell sind zugleich vor	
handen so k

onnen auch beide Erweiterungen nacheinander angewendet wer	
den Zun






onnen die ineinandergeschachtelten Schleifen von innen nach auen analysiert
werden Wiederum gehen

auere Induktionsvariablen bei der Analyse innerer
Schleifen als symbolische Konstanten ein Dabei k

onnen wegen der sequentiellen
Betrachtung der Schleifen auch nur Abh

angigkeiten gefunden werden die aus	
schlielich von einer Induktionsvariablen abh





angigkeit von mehreren Induktionsvariablen auf
dh die Abh

angigkeitsvektoren enthalten mehrere Richtungskomponenten so
k





angigkeiten in verschiedenen Richungen
for j   j  UB j




   
Y	ij
  Y	ij
   
Z	ij
  Z	ij




ahrend die Instruktionen   und  nur in je einer Richtung einen wiederkeh	
renden Zugri
 verursachen und somit bei der Analyse bzgl der Induktionsva	
riablen i bei   bzw j bei  erkannt werden liegt bei  eine Regelm

aigkeit
bzgl i und j vor die nicht ermittelt werden kann





angigkeitsvektoren mit mehreren Richtungskompo	
nenten scheint m

oglich zu sein durch eine simultane Betrachtung aller Indukti	
onsvariablen Dazu sollten die Indexfunktionen nicht linearisiert sein sondern




ur jede Dimension erforderlich Dem Vorschlag der
Original	Publikation folgend kann die Qualizierung der L

osung durch einen
Vektor von Verbandselementen zu einem Vektor von Vektoren von Verbands	
elementen verallgemeinert werden Jeder Induktionsvariablen wird dabei ein
eigener Vektor in der L

osung zugeordnet aus dem sich Abh

angigkeiten bzgl
der entsprechenden Schleife ablesen lassen siehe dazu Beispiel  Die Da	
tenuanalyse erfolgt nunmehr nicht in einem hierarchischem Vorgehen bei dem

An dieser Stelle k

onnen Indexfunktionen mit mehreren verschiedenen Induktionsvariablen
entstehen
  Verfahren zur ArrayDatenuanalyse 
innere Schleifen durch Zusammenfassungsknoten ersetzt werden sondern in ei	
nem Durchlauf der f

ur alle Induktionsvariablen gleichzeitig stattndet Zwin	
gend ist die Voraussetzung da nicht

uber ein Zeilenende hinaus in die n

achste
Zeile eines Arrays zugegri
en werden darf Die  in DSP	Applikationen durch	
aus zu ndende  Annahme da X iM   X i    mit der Gr

oeM der
zweiten Dimension ist nicht gestattet Ob diese Vorgehensweise jedoch auch kor	




anden ist wurde in dieser Diplomarbeit jedoch
nicht untersucht










































xaij                              
                           
aij                             
                         
zaij                          
                       
Exit                        




Mit dem vorgestellten allgemeinen Verfahren wird eine Verallgemeinerung be	







angigkeiten zwischen Array	Referenzen betrieben Damit werden Array	
Referenzen auch Optmierungen zug

anglich die bislang nur f

ur skalare Variable
anwendbar waren zB Common Subexpression Elimination Prinzipiell steht
einer

Ubertragung skalarer iterativer Datenuanalysen auf die Anwendung
bei Array	Referenzen nichts entgegen
Dar

uberhinaus gestattet die Bestimmung von maximalen Iterationsdistanzen
eine Reihe weiterer Optimierungen die spezisch f

ur den Bereich der Array	
Referenzen innerhalb von Schleifen sind Durch passende Parametrisierungen
k

onnen die Analysen available  und busy expression zu  	available values bzw





tionsgrenzen hinweg betrachtet werden k

onnen Dadurch werden die in Kapitel
 diskutierten Redundant Load	Store Eliminations ebenso wie deren Verallge	
meinerungen des Register Pipelinings erm

oglicht
Optimierungen deren Ziel nicht die Redundanzverminderung ist werden auch
erm

oglicht So kann ein Kontrolliertes Loop Unrolling zur Steigerung der Par	
allelit

at einer Schleife oder eine Registerallokation f

ur Array	Elemente und ska	









Weitere Analysen sind durch Parametrisierung m

oglich so da zB eine May 
  available values	Analyse dazu dienen k

onnte lokal antizipierbare Ausdr

ucke
zur Elimination partiell redundanter Array	Zugri
e zu nden
Einen wichtigen Beitrag leisten die maximalen Iterationsdistanzen auch beim





aziser bestimmt als beim vorgestellten  	
Verfahren Dazu werden aber ua die Werte maximaler Iterationsdistanzen ge	





Ein wesentlicher Vorteil der  	Datenuanalyse ist die M

oglichkeit zur Behand	
lung von Array	Referenzen Damit wird die Ursache der bisherigen Vernachl

assi	
gung von Array	Referenzen bei sp

ateren Optimierungsverfahren angegangen
Die Allgemeinheit des Verfahrens kommt einer Reihe verschiedener Optimierun	
gen zugute dh durch einfach zu realisierende Parametrisierungen k

onnen mit
dem gleichen Verfahren sehr unterschiedliche Datenuanalysen durchgef

uhrt
werden Das Verfahren ist recht einfach zu implementieren und ben

otigt auch
relativ wenig Ressourcen zur Laufzeit Bei Anwendung von Reverse Postorder
zur Traversierung eines LCFG mit N Knoten und Verbot von Bachward	Gotos
im Schleifenk

orper wird jeder Knoten maximal dreimal durchlaufen bis ein Fix	
punkt erreicht wird Der Platzbedarf f







Nachteilig ist die Beschr

ankung auf Programmfragmente die ausschlielich
ane Ausdr











auf Darstellungen auf Iterationsebene beschr

ankt Es werden keine Abh

angig	
keiten von einzelnen Instruktionen berichtet sondern nur die Anzahl der Ite	
rationen





ultigkeit besitzt Optimierungen die genauere
Informationen verwerten k

onnen werden somit nicht optimal unterst

utzt Die
Behandlung mehrdimensionaler Arrays und Loop Nests ist noch nicht ganz aus	




In  wird ein Array	Datenuanalyse	Verfahren vorgestellt da in seiner Ap	
proximationsg

ute bessere Ergebnisse liefert als das im vorherigen Abschnitt
besprochene  	Verfahren Dessen Nachteil da Abh

angigkeiten nur auf Iterati	












undanzoptimierungen die auch mit der  	Technik m


















azision zu ihrer Durchf

uhrung verlangen Zwar steigt ge	
gen

uber dem  	Verfahren der Aufwand zur Laufzeit an er liegt aber immer







azise Bestimmung des Verhaltens wiederkeh	
render Array	Referenzen zur Verwendung bei der Elimination partielltotal
redundanter LoadsStores Eine eziente Form des Register	Pipelinings wird
erm

oglicht und auch die Unterst

utzung zur Ezienzsteigerung von Software	
Pipelining bietet sich an









utzt genauso wie die Erzeugung von May	 und Must	Information Die
Festlegung auf ein spezielles Datenuproblem erfolgt durch Parametrisierung
 Voraussetzungen
Das Stretched Loop	Verfahren kommt mit weniger bzw weniger strengen Vor	
aussetzungen aus als das  	Verfahren Neben anen Indexfunktionen wird ge	
fordert da pro Instruktion der zu analysierenden Schleife maximal eine Array	
Referenz vorkommt Das ist keine allzu einschr






aren Variablen lassen sich Instruktionen mit mehr Array	
Referenzen in diese Form bringen Die L

osung der Datenuanalyse gilt wie
bei  f

ur einen stabilisierten Zustand der Schleife bei dem sich Regelm

aig	
keiten des Datenusses ausgebildet haben Der stabilisierte Zustand ergibt sich





ahrend noch hinreichend viele Iterationen abzuarbeiten sind
 
 Durch
die Ausklammerung von Schleifenbeginn und 	ende beh










Anstelle einer sequentiellen Analyse einzelner Array	Referenzen werden alle das
gleiche Element betre
enden Referenzen gemeinsam bearbeitet Die gemein	





angigkeiten auf der Ebene einzelner Knoten betrachtet
werden so da Aussagen dar

uber gemacht werden k

onnen  ob ein Knoten im
Schleifenk

orper innerhalb der Live range eines bestimmten Array	Elementes
liegt Desweiteren werden mehrere aufeinanderfolgende Iterationen die die ge	
samte Lebensdauer eines Array	Elementes umfassen zugleich analysiert Refe	
renzen auerhalb dieses Fensters k






angigkeiten keine Bedeutung haben F

ur dieses Bearbeitungsfen	
ster wird eine Form der Visualisierung in Gestalt gestreckter Schleifen Stret 
ched Loop die in etwa einem Kontrollugraphen einer teil	abgerollten Schleife
entsprechen vorgestellt
 	
Bei der Anwendung in Optimierungen ist darauf zu achten da stets dieser stabilisierter
Zustand vorliegt Dazu kann es n





Bevor eine formale Darstellung des Datenuanalyse	Verfahrens erfolgt sind
einige Denitionen zur Begri
sbildung erforderlich




bzgl eines Arrays A sind
kongruent falls sie die Form r
 









ist und es gilt k
 
mod c  k

mod c
Denition  Die gr

ote Menge kongruenter Referenzen Ac i j bzgl
eines Arrays A innerhalb einer Schleife bildet eine Kongruenzklasse A c 
i  k mit j mod c  k mod c Durch die Kongruenzrelation wird die Menge
der Referenzen bzgl eines Arrays A in einer Schleife in eine Menge disjunkter
Kongruenzklassen partitioniert
Denition  Sei d die gr

ote Iterationsdistanz zwischen lexikographisch
weitest voneinander entfernten Referenzen einer Kongruenzklasse Eine ge	
streckte Schleife Stretched Loop umfat dann maximal d   aufeinanderfol 
gende Schleifeniterationen die fortlaufend von  bis d durchnumeriert sind Die
Abschnitte die einzelnen Iterationen entsprechen werden Segmente genannt




orpers der in mehreren Segmenten




ur das Segment i
bezeichnet
Denition  Eine Programmschleife be
ndet sich im stabilisierten Zu	
stand wenn entsprechend viele Iterationen ausgef

uhrt wurden so da sich ein
kongruenter Wert entlang der l

angsten gestreckten Schleifen ausbreiten konnte
und andererseits noch so viele Iterationen verbleiben da jeder erzeugte Wert
auch entsprechend seiner Lebensdauer verbraucht werden kann







origen Iterationen ihrer Lebensdauer sich die Regelm

aig	
keit ihrer Erzeugung und ihres Gebrauchs

eingependelt hat und keine Initial	
oder Terminalwerte behandelt werden
Die Kongruenzklassen werden einzeln analysiert wobei auch Auswirkungen




ucksichtigt werden Vereinfacht geh

oren einer Kongruenzklasse diejenigen
Referenzen an die

uber mehrere Iterationen hinweg das gleiche Array	Element
referenzieren k







Eine normalisierte Induktionsvariable ist eine Basisinduktionsvariable mit der Schrittweite
 und nimmt Werte aus dem Bereich       N an
 Stretched	LoopArrayDatenuanalyse 
Beispiel   zeigt f

ur eine Programmschleife eine Stretched Loop Die Stret	
ched Loop wird dadurch gewonnen da aus den vorkommenden Kongruenzklas	
sen eine ausgew

ahlt wird  hier a   i F

ur diese Kongruenzklasse wird das
Array	Element a	k
 symbolisch xiert da in Folge mehrmals darauf zuge	
gri




uber eine Folge von
f

unf Iterationen wiederholt a	k
 referenziert wird Die ben

otigte Informati	
on da die Lebensdauer von a	k
 f

unf ist kann zB mit der  	Technik zuvor
ermittelt werden F






unf Segmente bestimmt werden Dieser ist in der Zeichnung durch Pfeile mar	
kiert Die Bedingung odd i l

at sich auswerten wenn f

ur das erste Segment
der Stretched Loop die Annahme getro
en wird da i gerade ist Die Zugrif	
fe die entlang des Ausf

uhrungspfades das xierte a	k
 referenzieren sind in







Referenzen einer anderen Kongruenzklasse a  i die mit a   i interferie	
ren Zwischen beiden Kongruenzklassen gibt es wechselseitige Beeinussungen
denn a	i
 vernichtet den Wert von a	i
 zwei bzw vier Iterationen nach
dessen Denition im ersten Segment
Beispiel   Schleife und Stretched Loop in Anlehnung an 

























































i = k + 2
i = k + 1
i = k + 3
i = k + 4
 Stretched	LoopArrayDatenuanalyse 
Stretched Loops dienen zwei verschiedenen Zwecken Zum einen werden sie  wie
in Beispiel    als graphisches Instrument zur Veranschaulichung des Daten	
usses einer Kongruenzklasse eingesetzt Zum anderen bilden sie die Grundlage
des folgenden Analyseverfahrens
 
Bei der Datenuanalyse reicht es aus das
Verhalten der Referenzen einer Kongruenzklasse

uber die Dauer der Stretched
Loop hinweg zu analysieren da die Lebensdauer eines in einer Kongruenz	
klasse xierten Array	Elementes auf die Stretched Loop begrenzt ist Array	
Referenzen auerhalb der Stretched Loop liegen auch auerhalb der Lebens	
dauer des Array	Elements und k

onnen dieses nicht mehr beeinussen
Der grobe Ablauf der gesamten Datenuanalyse gliedert sich in folgende Schrit	
te die anschlieend detailliert beschrieben werden
  Berechnung der Iterationsdistanzen zB nach Kap 
 Bestimmung der Mengen G und K  der erzeugenden und vernichtenden
Referenzen
 Bestimmung der Transferfunktionen




 Verwendeter Datenuverband und Operatoren
Bei der Stretched Loop	Datenuanalyse kommen zwei Verb

ande zum Einsatz





chungssystems verwendet der zweite dient zur Darstellung der erzielten L

osung






Der Verband zur Darstellung der Datenu	L

osung ist der von skalaren Ana	
lysen bekannte bin

are Verband mit der Tr

agermenge 	 und der Ordnung
  	 Der Meet	Operator u ist je nach Parametrisierung als min oder max
deniert Wie zuvor wird die Minimum	Funktion min bei Must	Problemen ver	
wendet die Maximum	Funktion max bei May	Problemen Der Wert 	 bezeich	
net  wie gew

ohnlich  die G

ultigkeit einer Eigenschaft bei einer bestimmten





 		 	 minmax 
 
Auch wenn die Verwendung Stretched Loops in Implementierungen m

oglich ist so wird
doch in  ein Weg zur Implementierung gezeigt der aus Gr

unden der Ezienz nicht explizit





Als Datenu	Verband wird w

ahrend der Analyse der Kettenverband mit der
Menge  Cond	 und der Ordnung   Cond  	 verwendet Die Ope	
ratoren sind wie oben deniert die Bedeutungen von  und 	 auch Dem
zus

atzlichen Element Cond kommt eine besondere Bedeutung zu Es dr

uckt






ultig ist wie am Startknoten
start
i
der i	ten Iteration der Stretched Loop ganz unabh

angig davon wie der







  Cond		 Cond  	 minmax 
Beispiel  Verwendung des Hilfsverbandes
Ausdruck x  y am Startknoten verf

ugbar Cond
b    x Cond
x   Cond
c  y   
Im Beispiel  ist ein kurzes Code	Fragment dargestellt f

ur dessen Start	
knoten bedingt gilt da der Ausdruck x  y verf

ugbar ist Das Erreichen der
Ausdrucks x  y bei den Statements b    x und x   ist genauso be	
dingt wie das Erreichen des Ausdrucks am Startknoten Erreicht x  y den
Startknoten nicht so erreicht x  y auch die beiden folgenden Knoten nicht
Der Ausdruck erreicht c  y   mit Sicherheit nicht da zwischenzeitlich die
beteiligte Variable x redeniert wird
Obwohl zwei verschiedene Verb

ande benutzt werden ist keine explizite Um	





allt das Element Cond im letzten Schritt des Verfahren von
selbst so da die L






 Bestimmung von G und K
Die Mengen G und K der erzeugenden und vernichtenden Referenzen wer	
den vorab f






















ur ein Must availability	Problem alle Gebr

auche und




nur die Denitionen aus C umfat Ob eine
Referenz erzeugend oder vernichtend in der gestreckten Schleife ist h

angt aber


















Im Beispiel   bedeutet dies folgendes Zwar ist jede Referenz in jedem Seg	





uhrungspfad ab Die Referenz a	i
 erscheint
nur aktiv im ersten Segment da sie das xierte Element a	k
 nur f

ur i  k
referenziert In den folgenden Segmenten k  i      referenziert a	i
 an	








den folgenden Segmenten ist a	i





ubrigen Referenzen bestimmt in welchem Segment sie Wirkung
haben dh das xierte Element a	k
 referenzieren Geh

ort eine Referenz aus
a   i zu den erzeugenden Referenzen eines Segments der Stretched Loop so
ist sie im Beispiel rot gef

arbt












































if r  G
C
then P  fitrg
else f










Specialize geht alle Referenzen r durch um r f

ur alle Iterationen i in denen
r vorkommt zur entsprechenden Menge der Iteration i hinzuzuf

ugen Diese
Vorkommnisse von Referenzen r bestimmt die Funktion positions denn mit
Vorkommnisse sind nicht textuelle Vorkommnisse im Schleifenk

orper gemeint




wird danach unterschieden ob es sich um eine erzeugende oder
vernichtende Referenz handelt Erzeugende Referenzen werden dem Segment
zugeordnet in dem sie bei der symbolischen Auswertung auf das in der Stret	
ched Loop wiederkehrend adressierte Element zugreifen Die Iterationsnummer
dieses Segments wird durch eine Funktion itr berechnet
 
Die Darstellung in  gibt eine gegen

uber der OriginalPublikation  korrigierte Fas









onnte durch abstrakte Interpretation erfolgen F

ur das Beispiel   w

urde das
bedeuten da von der Annahme

i  k ist gerade ausgegangen wird Damit
kann die Verzweigungsbedingung odd i ausgewertet werden der Ausf

uhrungs	





achste Iteration mu i ungerade sein denn i wird um eins inkrementiert So
wird diesmal der then	Zweig gew

ahlt Wenn durch diese symbolische Auswer	
tung der Ausf

uhrungspfad durch alle Segmente der Stretched Loop feststeht 
oder sicher approximiert werden kann dann k

onnen auch diejenigen Segmente
bestimmt werden in denen eine Referenz wiederkehrend auf ein Array	Element













onnen in mehreren Segmenten erscheinen da sie den
Flu des kongruenten Wertes in verschiedenen Distanzen vom Ort der Erzeu	
gung vernichten k

onnen Somit werden vernichtende Referenzen in allen
 
Seg	
menten plaziert in denen eine vernichtende Referenz die Lebensdauer einer
erzeugenden Referenz aus C beendet Die Segmente in denen eine vernichtende
Referenz vorkommt berechnen sich aus der Iterationsnummer its der Erzeu	








urzeste Distanz in der






   Iterationen erhalten und wird nicht von r
vernichtet Das ist aber genau der Wert der mit der  	Technik in  bestimmten






des Kontrollugraphen der Stretched Loop wird eine Trans	
ferfunktion zugeordnet die die Ver

anderung der Datenu	Information beim
Passieren dieses Knotens beschreibt F

ur den Knoten n
i
des Stretched Loop	


































In  wird gezeigt da es f

ur Must Probleme ausreichend ist vernichtende Referenzen r
in dem der Erzeugung s n

achstliegendem Ort in Datenurichtung zu plazieren
 
Ein Knoten kann eine Instruktion oder auch einen Basisblock enthalten Das vorgestellte
Modell setzt allerdings voraus da pro Knoten nur eine ArrayReferenz erfolgt somit soll
davon ausgegangen werden da ein Knoten eine Instruktion umfat
 Stretched	LoopArrayDatenuanalyse 






uck falls in n
i
eine erzeugende Referenz liegt
bzw  falls in n
i








Das Datenuanalyse	Verfahren soll anhand der Stretched Loop erkl

art werden





achlich mehrfach zu durchlaufen In der Original	Publikation  wird
eine Implementation vorgestellt die mittels des Einsatzes von Bitvektoren und
dazugeh

origen Operationen nicht darauf angewiesen ist die Schleife partiell
abzurollen Deshalb kann eine solche Implementation eine hohe Ezienz erzie	
len
Sei d    nach Def  die L

ange der Stretched Loop die Schleife ist also





bezeichne den Startknoten der i	ten




  Zur Initialisierung wird der Wert aller d  Startknoten auf Cond gesetzt
Unabh

angig voneinander werden in allen d   Iterationen der Stretched
Loop die Startwerte zu allen davon abh

angigen Knoten propagiert An	









angig ist den Wert Cond Da alle Iterationen der Stretched
Loop in diesem Schritt voneinander unabh

angig sind kann die Bearbei	
tung parallel erfolgen
Das Beispiel  zeigt eine m

ogliche Initialisierung und Propagierung f

ur
die Stretched Loop aus Bsp   Bei anderen Datenuanalysen k

onnen








 Im zweiten Schritt werden lediglich die start
i
	Knoten betrachtet um de	
ren korrekte Datenu	Werte zu bestimmen Dazu werden ausgehend von




der Wert Cond durch den Wert ersetzt
der den Startknoten der vorherigen Iteration erreicht hat Damit haben
die Startknoten ihre endg











orper in der Stretched Loop keine Rolle spielt Wichtig sind
nur die Startknoten zu jedem Segment Die Werte der Startknoten werden
vom vorherigen Segment

ubernommen falls der aktuelle Wert Cond ist
In diesem Schritt werden Informationen

uber Iterationsgrenzen hinweg
transportiert jedoch werden die Schleifenk

orper nicht einbezogen
 Im dritten Schritt werden wiederum alle d    Iterationen unabh

angig
voneinander bearbeitet In jeder Iteration i werden alle Knoten n
i
unter	




entsprechenden Wert von start
i
ersetzt Letztendlich hat jeder Knoten
von dem im ersten Schritt ermittelt wurde da er den gleichen L

osungs	
wert hat wie der Startknoten auch den im zweiten Schritt ermittelten
wahren Wert des Startknoten angenommen
Ausgehend von den Startwerten aus Schritt  und dem Wissen aus Schritt
  welche Knoten die gleichen Werte wie ihre Startknoten des Segments
haben k

onnen die korrekten Werte f

ur alle Knoten in Beispiel  er	
mittelt werden Parallel f

ur alle Segmente l

at sich Schritt  durchf

uhren
da zwischen den Segmenten keine Information ausgetauscht wird
Bemerkenswert an diesem Algorithmus ist da lediglich zweimal in Schritt  
und  alle Knoten besucht werden und dabei jeweils d    Iterationen von	
einander unabh

angig bearbeitet werden k

onnen In Schritt  werden auch alle
Cond	Werte ersetzt so da der Hilfsverband implizit in den L

osungsverband
konvertiert wird Dazu ist keine eigene Phase erforderlich Algorithmus 
zeigt den formalen Ablauf der Datenuanalyse
Algorithmus  Stretched Loop Datenu Analyse





start   d Cond    Cond
Traversiere in Reverse Postorder f

ur jeden Knoten n


























for i   to d do
if IN
C














ur alle Knoten n
for i   to d do
if IN
C















Beispiel  Schritt  f

ur Stretched Loop aus Bsp 
0 i = k




i = k + 2
i = k + 4













Beispiel  Schritt  f




























































































0 i = k
Cond
i = k + 11
Cond
2 i = k + 2
Cond
3 i = k + 3












Beispiel  Schritt  f

ur Stretched Loop aus Bsp 
0 i = k




i = k + 2
i = k + 4























orpers dargestellt Dabei bekommt jeder Knoten einen Vektor zuge	
ordnet der so viele Elemente enth

alt wie die Stretched Loop Segmente hat
Jedes Element des L








Ebenso wie die  	Technik ist auch das Stretched Loop	Verfahren parametri	
sierbar und damit an die Bearbeitung vieler verschiedener Datenuproble	







artsproblemen Must	 und May	Information zu bestimmen Die Anpas	










Die Richtung des Datenusses kann durch die Richtung der Kanten des Kon	
trollugraphen vorgegeben werden Bei einem Vorw

artsproblem arbeitet die





artsproblem entgegengesetzt der Richtung des Kontrollusses
MayMust
Das bislang vorgestellte Modell ist f

ur die Verwendung bei Must	Problemen
gedacht F

ur May	Information sind die dualen Verb

ande zu verwenden dh
die Bedeutungen von  und 	 sind wie ihre Anordnungen vertauscht f

ur den
u	Operator die duale Operation zu verwenden
Spezielles Daten	u
problem







arts und der Informationsqualit

at Must
May durch die Denition der Mengen G und K Dabei mu festgelegt werden
welche Referenzen einer Kongruenzklasse C f

ur ein spezielles Problem als erzeu	









Beispiele verschiedener Parametrisierungen nden sich bei den im Kapitel 
vorgestellten Optimierungen Dabei wird auch gekl

art wie von einer Problem	





Die Ergebnisse der Stretched Loop	Analyse erm

oglichen eine ganze Reihe von
Optimierungen Zu nennen ist eine Variante des Register Pipelinings deren
Plazierung von Load	 Store	 und Registerkopier	Operationen die Anzahl dieser
Operationen minimiert Auch werden redundante und tote Operationen durch
Partial Redundancy Elimination und Partial Dead Code Elimination vermieden
siehe Kapitel  F






ost werden die allesamt mit der vorgestellten

















onnen die Schedules der Software Pipeline verk

urzt werden was












ote Vorteil der Stretched Loop	Array	Datenuanalyse gegen

uber dem




ohere Genauigkeit der Datenu	
L

osung kann zu besseren Optimierungsg










der  	Technik Die  	Datenuanalyse wird zudem zus

atzlich benutzt da deren
Ergebnisse in die Berechnungen des Stretched Loop	Verfahrens eingehen Der
Algorithmus selbst ist trotz des Aufwandes sehr ezient denn er braucht nur
drei Durchl










angsten Stretched Loop wird eine Laufzeitkomple	
xit





ur die drei Schritte der Datenuanalyse erreicht Der
Aufwand f

ur die Funktion it ist dabei noch nicht enthalten Bei einer vorge	





unstige Laufzeiten erzielt werden
Nachteilig am Verfahren ist die weiterhin fehlende M

oglichkeit zur Behand	
lung von Schleifen mit nicht	anen Ausdr

ucken Treten solche innerhalb einer
Schleife auf so kann die gesamte Schleife nicht analysiert werden Trotz der ge	
steigerten Pr

azision handelt es sich immer noch um ein Approximationsverfah	





ahrend der Stretched Loop	Analyse wird auf eine Funktion it zur

uckgegrif	
fen deren Realisierung dem Anwender

uberlassen ist Die G

ute der Ergebnisse
dieser Funktion beeinut die Gesamtg

ute des Verfahrens ebenso wie deren




 LazyVerfahren zur ArrayDatenuanalyse
Mit dem Lazy	Verfahren soll eine Methode zur Array	Datenuanalyse vorge	
stellt werden die den bisherigen Einschr

ankungen auf ane Ausdr

ucke nicht












te Approximationen zu liefern
Idee des Algorithmus ist von einer Read 	Instruktion ausgehend zun

achst die
im Iterationsraum naheliegenden Write	Instruktionen zu analysieren und dann
nach und nach die Suche auf gr

oere Distanzen auszuweiten so da neben der
hohen Pr





Voraussetzungen zur Anwendung des exakten Lazy	Verfahrens sind ane Pro	
grammfragmente dh ein Loop Nest mit anen Indexfunktionen Verzwei	
gungsbedingungen und Schleifengrenzen In anen Ausdr

ucken sind neben In	





ur das Approximationsverfahren welches auch mit nicht	anen Ausdr

ucken
umgehen kann werden strukturierte Programmfragmente ohne GOTO BREAK
und WHILE	Instruktionen gefordert Zum einen soll damit die Single ent 
ry	Single exit	Eigenschaft gewahrt werden und zum anderen mu im vorhinein
der Iterationsbereich feststehen was bei WHILE	Konstrukten nicht a priori ge	
geben ist
  Denitionen und Notation
An dieser Stelle sollen zun

achst einige Denitionen und eine formale Notation
eingef





Symbolische Konstante Eine symbolische Konstante ist eine Variable der
im gesamten betrachteten Programmfragment kein Wert zugewiesen wird
Das beinhaltet da es sich bei einer symbolischen Konstanten auch um
keine Induktionsvariable handeln kann Sp

ater wird zur Behandlung nicht	
aner Ausdr

ucke diese Denition etwas allgemeiner gefat aber bis dahin
reicht die hier angef

uhrte Denition
In Beispiel   ist k eine symbolische Konstante wenn die Schleife der
analysierte Programmausschnitt ist und im Schleifenk

orper keine weitere
Denition von k auftritt
 LazyVerfahren zur ArrayDatenuanalyse  
Beispiel   Symbolische Konstanten
k  cd






Instruktion Das Lazy	Verfahren arbeitet auf der Ebene der Instruktionen
Eine einzelne Instruktion wird durchW oder R gekennzeichnet 

ublicher	
weise danach unterschieden ob es sich um eine Denition oder einen Ge	
brauch handelt Einzelne Array	Referenzen in Instruktionen die mehrere
Referenzen enthalten k

onnen werden fortlaufend mit AB    bezeich	
net Um eine bestimmte Array	Referenz AB    in einer Instruktion R
oder W darzustellen wird diese durch RA oder WB gekennzeichnet In	
struktionen die sich innerhalb eines Schleifenk

orpers benden sind von
den Induktionsvariablen der umgebenden Schleifen und von symbolischen
Konstanten abh

angig Um eine bestimmte Instanz einer Instruktion W
zu kennzeichnen kann eine Instruktion mit einem Satz an Induktionsva	
riablen

w und symbolischen Konstanten

















Die Beispiel  enth

alt zwei Instruktionen mit drei Array	Referenzen
Die erste Instruktion x  a	i
  a	i
 wird mit R bezeichnet die
zweite Instruktion a	i
  y mit W  Die erste Array	Referenz a	i
 der
ersten Instruktion ist RA die zweite Array	Referenz a	i
 ist RB R




onnen einzelne Instanzen der
Instruktionen mit Ri k und W i k f

ur feste i und k bezeichnet werden
Ausf













r und von den symbolischen Konstanten















r im Iterationsraum liegt
F

ur das Beispiel  gilt daW    vor R   ausgef

uhrt wird denn















w     n

r     n  

w     n 

r     n  W R
Darin bezeichnet

w     n den Vektor der sich durch die Elemente     n
des Vektors

w ergibt Projektion und W  R da W vor R im Pro	




r bestimmt ob der Vektor











grammfragmente gezeigt Erst danach werden Erweiterungen zur Approxima	
tion nicht	aner Programmfragmente aufgezeigt
 Darstellung von Datenabh

angigkeiten
Ziel ist es ein formales Mittel zu erhalten um Datenabh

angigkeiten darzustel	
len Vielfach verwendete funktionale Darstellungen sind an dieser Stelle nicht





angigkeiten gibt es verschiedene M

oglichkei	





auche und Denitionen von Array	Elementen in
Verbindung zu stellen ist die Verwendung von source functions Sie bilden ei	
ne bestimmte Instanz einer Read 	Instruktion R

r  auf eine bestimmte Wri 
te	Operation W 

w  ab Auch zur Repr

asentation von source functions gibt es
verschiedene Alternativen jedoch ist schon mit dem Konzept der Funktion ein
entscheidender Nachteil verbunden Bei nicht	anen Approximationen treten
Situationen auf bei denen ein Read in Abh

angigkeitsverbindung zu mehreren
Writes gestellt wird Der eindeutige funktionale Zusammenhang zwischen Ge	
brauch und Denition geht verloren Die L

osung dieses Problems liegt in der
Verwendung von Abh

angigkeitsrelationen die in der Lage sind mehrere Refe	
renzen zueinander in Verbindung zu bringen
Wenn ein Tupel bestehend aus einer Denition W 

w  und einem Gebrauch
R

r  Element der Abh














r   R
Beispiel  zeigt ein Loop Nest mit mehreren Instruktionen und Array	
Referenzen F

















i j  j   i  NMOL  i    j  NMOL
 LazyVerfahren zur ArrayDatenuanalyse 
Die Abh

angigkeiten in der Schleife k

onnen durch die Vereinigung der gezeigten
Relationen dargestellt werden Wichtig ist da neben den zusammengeh

origen
Paaren von Statements inkl Induktionsvariablen auch die Einschr

ankungen





angigkeitsrelationen zu gegebener Schleife Quelle 
for i   i  NMOL i
for j  i j  NMOL j

xl	
  xma  xmb  S 
xl	
  xma  xb	
  S 
xl	
  xma  xb	













  S 
for k   k   k
xl	k
  xl	k





Aufgabe des Lazy	Verfahrens ist die Generierung einer Abh

angigkeitsrelation
DepRel die die von einer lesenden Referenz RA stammenden Abh

angigkeiten
vereint Wie in Beispiel  schon zu sehen war kann die Abh

angigkeitsrelation
DepRel aus der Vereinigung mehrerer einfacher Relationen bestehen









































































s   R

s  
In  ist R

s  die Menge der Iterationsvektoren Werte der umgebenden
Induktionsvariablen f

ur die die Instruktion R ausgef

uhrt wird wenn die sym	
bolischen Konstanten

























angigkeitsrelationen auf die Induk	













RA	Statements von einem W 	Statement in einem durch DepRel
i
festgelegten









onnen durch folgendes Vorgehen konstruiert wer	
den Als Quelle der Abh

angigkeit zu einer Referenz RA kommen alle diejeni	
gen Denitionen WB in Frage die das gleiche Array schreiben ArrWB 
ArrRA Dann m

ussen die Indexfunktionen vonRA undWB bei vorgegebe	















ussen dabei Werte haben die auch
bei vorgegebenen symbolischen Konstanten












s  Die bisherigen Bedingungen sind noch nicht
ausreichend Es fehlt noch da der Schreibzugri















ahlt werden die zur R	Instruktion die gr

ote
lexikalische Entfernung hat max





































































stellung der DepRel	Relation durch Teilrelationen aus 





achsten Abschnitt durch einen Lazy	Algorithmus vorgestellt
 Algorithmus zur Lazy
Array
Datenuanalyse
Zur Bestimmung der Abh

angigkeitsrelationen kann der Iterationsraum in be	
liebiger Richtung bearbeitet werden doch eine willk

urliche Richtung der Suche
ist oft inezient Die Beobachtung da zusammengeh

orige Read 	 und Write	






Ein Algorithmus zur Berechnung von max

wird in der OriginalPublikation   vorge
stellt An dieser Stelle reicht es aus zu wissen da ein Vektor
 






























    
 LazyVerfahren zur ArrayDatenuanalyse 
eine geringe Anzahl an Iterationen wahrscheinlicher sind als

uber groe Iterati	
onsdistanzen macht ein systematisches Vorgehen nach folgender Weise sinnvoll
Um ausgehend von einem Read dessen Abh

angigkeiten zu analysieren wird mit
lexikographisch nahe liegenden Writes die Suche im Iterationsraum begonnen
Ist die Suche nicht schon nach kurzer Zeit erfolgreich so wird sie nach und









uberdeckt sind Die Suche kann abgebrochen werden wenn alle Reads erf

ullt
wurden oder keine weiteren Writes mehr zur Untersuchung anstehen Diese Art








ogern bis sie unumg

anglich sind heien auch Lazy	Verfahren
daher auch die Bezeichnung f

ur die vorliegende Datenuanalyse
Der folgende Algorithmus
 
berechnet zu einem GebrauchRA der von n Schlei	




     r
n





angigkeitsrelation DepRel nach 
Algorithmus   Bestimmung der Abh

angigkeitsrelationen DepRel










Integer FixLoops  n


























































DepRel  DepRel  C
max








Else If W ist Schleifenende oder  anfang then
If W ist Schleifenanfang then
FixLoops  FixLoops   
W  Schleifenende zu W
EndIf
Else If W ist Funktionsanfang then














An dieser Stelle wird

nur ein grober Abri des Algorithmus dargestellt Eine detaillierte




DepRel wird mit der leeren Menge initialisiert Die noch nicht

abgedeckten
Reads dh diejenigen ohne zugeh

origes Write umfassen alle Punkte des Itera	
tionsraums die sich durch die Indexfunktion des zu analysierenden Reads erge	
ben Die nicht abgedeckten Reads werden in dieser Implementation als Disjunk	












falsch Desweiteren werden zu
Beginn alle n umgebenden Schleifen 
xiert Eine Schleife die xiert ist ist
nicht an loop carried dependences beteiligt
Anschlieend werden solange Vorg

anger von R untersucht bis alle Read 	Instan	
zen abgedeckt sind oder der Anfang der zu untersuchenden Funktion erreicht
ist und somit keine weiteren Kandidaten mehr

ubrig bleiben




uft ob das gleiche Element wie in dem Read referenziert wird Von den
lexikographisch nahe liegenden Denitionen wird das Maximum bestimmt dh
diejenige Denition mit dem gr






ugt und das Read ist abgedeckt





ost um nach loop carried Abh

angigkeiten aus dieser Schleife zu su	
chen Wird dagegen der Beginn des untersuchten Programmfragments erreicht
so terminiert der Algorithmus
Der Algorithmus ist aufgrund seiner Suchstrategie ezient es soll aber nicht
verschwiegen werden da er dennoch exponentielle Laufzeit erreichen kann
Das Teilproblem der Bestimmung des lexikographischen Maximums ist NP	
vollst

andig In der Praxis sollte aber ein g

unstiges Laufzeitverhalten zu erwarten
sein











ankten Mae exakt und dar

uberhinaus approximativ behandelt






ensichtlich ist nden sich in Beispiel 
Beispiel a mit der nicht	anen Bedingung zeigt da das Read von den
beiden Denitionen in beiden Zweigen der Verzweigung abgedeckt wird un	
abh

angig vom Typ der verwendeten Verzweigungsbedingung Mit der Kenntnis
da die entdeckte Abh

angigkeit loop independent ist k

onnen weitere Untersu	
chungen zu loop carried dependences ausgehend von diesem Gebrauch einge	
stellt werden Mit der gewonnenen Information kann der lesende Zugri
 auf
 
Die Wahl der DNF zur Darstellung begr

undet sich durch die Verwendung des OmegaTests
zur Vereinfachung der Einschr

ankungen Der OmegaTest verlangt dazu die DNF
 LazyVerfahren zur ArrayDatenuanalyse 
a	j
 eliminiert werden wenn die zuvor geschriebenen Werte in Registern bis
zum Gebrauch transportiert werden





uhren mu eine Referenz mit einer solchen
Indexfunktion als abh

angig von allen anderen Referenzen zu klassizieren Es
liegt eine loop independent Abh

angigkeit vor denn das Read a	x
 wird durch
das vorherige Write a	x
 vollst

andig abgedeckt Wie auch im ersten Beispiel
kann ein redundanter lesender Speicherzugri
 eliminiert werden




for i   i  n i











    S 

  a	j
  S 

b Nichtane Indexfunktion
for i   i  n i




    S 
  a	x
  S 










uhrt werden nicht nur in der Imple	
mentation sondern auch an Denitionen und verwendeten Konzepte Als erstes
werden f





Ein Programmfragment ist nun nicht mehr eine ganze Funktion oder ein Loop
Nest als ganzes sondern es wird dynamisch deniert Zu einer Instruktion S
wird eine un
xierte Zone UnFixedS d der Tiefe d betrachtet zu der die d






ahlen dann alle Instruktionen die nicht zu UnFixedS d geh

oren
Die unxierte Zone ist f

ur d   leer und alle Instruktionen sind in FixedS d
enthalten
Basierend auf xiertenunxierten Zonen k

onnen auch symbolische Konstan 
ten neu deniert werden Wenn eine skalare Variable v in einer xierten Zone
FixedS d deniert wird so ist aus Sicht der Instruktion S die Variable v
eine symbolische Konstante v  SymConstS d Zur Bestimmung der sym	






auchen und Denitionen der Variablen gescha
en werden Mittels der in





en symbolischen Konstanten gehen in Algorithmus   an der Stelle ein wo
ausgef






auere Induktionsvariable nun auch als symbolische
Konstanten angesehen werden wenn ihre Denition auerhalb der unxierten
Zone  den inneren bisher untersuchten Schleifen  liegt
Beispiel  Fixierte	un
xierte Zonen und symbolische Variable
for i   i  N i

for j   j  M j

x  y
for k   k  L k





Im Beispiel  besteht UnFixedS   aus der k	Schleife Die i	Schleife und
die tt j	Schleife mit der Instruktion x  y geh

oren zu FixedS   Da die Va	
riable x in der xierten Zone FixedS   zu S deniert wird ist x aus der Sicht
von S eine symbolische Konstante
Das weitere Vorgehen bei nicht	anen Ausdr

ucken gliedert sich wie folgt
  Berechnung der oberen Schranke des Iterationsraumes Der Iterations	
raum wird so erweitert da nicht	ane Einschr

ankungen bei den Re	
lationen entfallen Dazu werden Verzweigungsbedingungen mit konkreten
Wahrheitswerten belegt Es werden aber nicht die Bedingungen an sich





betrachtet zB    i  xi j f

ur eine Bedingung x ij in einer Ver	
zweigung Diese Einschr

ankungen sind Konjunktionen oder Disjunktio	





angigkeit im Iterationsraum beschreiben Positive Literale











 Berechnung der oberen und unteren Schranke der Abh

angigkeiten Je mehr
Schleifen aus der Fixierung gel

ost werden desto mehr nicht	ane Aus	
dr

ucke erscheinen in den Abh

angigkeitsrelationen Neu hinzugekommene







 LazyVerfahren zur ArrayDatenuanalyse 















True Analog werden f
















uhrungen nicht so abstrakt und unanschaulich bleiben soll auf




Beispiel  Behandlung nicht aner Ausdr

ucke
Nichtane Bedingung zu Bsp a
F

ur die Read Operation a	j
 werden zun

achst i und j 
xiert
Damit ist UnFixedS d  fg Somit liegt auch die De
nition von x in einer
















i jj  i j  n  x  





i jj  i j  n 
Annahme  W













i jj  i j  n  xi j 























uhrt zur leeren Relation
 









Beispiel  Behandlung nicht aner Ausdr

ucke
Nichtane Indexfunktion zu Bsp b
Auch hier werden zuerst i und j 
xiert so da die Variable x zur symbolischen
Konstante wird Die Einschr










 n  x  x 







i jj  i j  n 








onnen die oberen und unteren Schranken bei der approximativen
L

osung folgender Situationen verwendet werden
Nicht	ane Abh






atzt Damit wird die Korrektheit im Sinne einer sicheren Ap	











Die von einem Write abgedeckten Instruktionen werden durch die untere Ab	
h

angigkeitsschranke approximiert Auch hier gilt es sichere Absch

atzungen zu
liefern Daher ist eine Untersch

atzung der wahren L

osung der einzige sinnvolle
Weg Die Abh

angigkeiten der durch die unteren Schranke bestimmten Men	
ge existieren mit Sicherheit alles dar

uberhinausgehende kann nicht garantiert
werden




ur Relationen mit anen
Approximationen in deren Einschr

ankungen berechnet werden Die darin ent	
haltene Information ist zu unpr



























ur nicht	ane Programmfragmente gute Approximationsl

osungen Somit
entziehen sich auch letztgenannte Programmabschnitte nicht mehr der Analyse
und Optimierung
	 DSAVerfahren zur ArrayDatenuanalyse   
Nachteilig wirkt sich die hohe Komplexit

at des Verfahrens aus Nicht nur die
Implementierung ist sehr aufwendig sondern auch die Laufzeit kann m

oglicher	
weise viel Zeit beanspruchen Zwar wird durch die Lazy	Strategie gesichert
da h






Algorithmus exponentielle Laufzeit annehmen Das Lazy	Verfahren ist nicht
parametrisierbar Somit k

onnen nur Optimierungen unterst






otigen Das Verfahren ist nicht geeignet
Anti	 Input	 oder Output dependences zu bestimmen Die in sp

ateren Kapi	




 DSAVerfahren zur ArrayDatenuanalyse
Die bisher vorgestellten Verfahren zur Array	Datenuanalyse konnten entwe	
der keine nicht	anen Ausdr

ucke behandeln  	Technik Stretched Loop oder
waren mit zu groem Aufwand verbunden Lazy	Verfahren W

unschenswert ist
ein Verfahren da ane und nicht	ane Ausdr

ucke gestattet dabei parame	





ur nicht	ane Programmabschnitte braucht nicht sehr
gut zu sein denn es reicht aus Optimierung f





Als ein Array	Datenuanalyse	Verfahren das diesen Forderungen nahekommt
soll das Dynamic Single Assignment DSA	Verfahren von Rau   vorgestellt
werden Es hebt sich schon dadurch von den anderen Verfahren ab weil es
auf einer anderen IR arbeitet Der Grund daf

ur liegt darin da konventionelle
IR zum einen nicht in der Lage sind in einem Programm vorhandene Paral	
lelit

at auf Instruktionsebene auszudr

ucken und zum anderen Array	Variablen
vernachl

assigen so da deren Analyse erschwert wird Daher fordert Rau von
einer f

ur ILP geeigneten IR

An intermediate representation for ILP must provide the ability
  to explicitly and precisely represent the dependences between
operations including those between subscripted memory refe	
rences in the presence of arbitrary control ow graphs espe	
cially cyclic ones and
  to express the program in a maximally parallel form ie a mi	
nimum of antidependences and output dependences whether
or not the parallelism is explicit while controlling the number
of copy operations that are introduced as a result eliminating
the anti	 and output dependences
Diese Forderungen werden von der DSA	IR erf













Bei der Anwendung der DSA	Datenuanalyse sind zwei Voraussetzungen zu
beachten die allerdings nicht zwingend

sind Zum einen sollten die Array	
Referenzen zur Erreichung hoher Pr

azision an sein Nicht	ane Indexfunktio	
nen f





angig da deren Unabh

angigkeit nicht nachweisbar ist Zudem m

ussen
alle Indexfunktionen von der gleichen Induktionsvariablen abh

angig sein Zum
anderen darf die Induktionsvariable nur um einen konstanten Betrag ver

andert
werden das allerdings auch mehrfach innerhalb einer Schleife
 Dynamic Single Assignment
Zur Erf

ullung der Forderung der maximalen Parallelit

at in der Darstellung eines
Programms ist es notwendig die Datenabh

angigkeiten die nicht die Semantik
eines Programms betre
en zu eliminieren Von den im Kapitel  vorgestell	
ten Datenabh

angigkeiten ist die true dependence die einzige die semantisch




ubrigen nur bei der parallelen Ausf

uhrung
von Instruktionen Einu haben Diese weniger bedeutsamen Abh

angigkeiten
lassen sich zwar dadurch verhindern da einer Variablen nur einmal ein Wert
zugewiesen wird wie zB bei der Static Single Assignment	Form siehe Kapitel





uhrung eine Variable mehrfach deniert
wird
In Beispiel   werden dynamisch auch in der SSA mehrfach Zuweisungen
an t und t  t unternommen jeweils eine pro Iteration Es entstehen
Anti	Abh

angigkeiten zwischen einzelnen Operationen zB s s Wegen der
mehrfachen dynamischen Zuweisungen sind einzelne Denitionen nicht mehr
zu unterscheiden Zur Umgehung dieser Schwierigkeiten wird eine IR ben

otigt
die Single Assignment auch zur Laufzeit also dynamisch unterst

utzt
Beispiel   Schleife in C konventioneller IR und SSA Form
Schleife in C 
k  
for i i   i
k  k  
	
Wie diese Voraussetzungen umgangen werden k

onnen wird in dieser Diplomarbeit nicht
dargelegt Bei Bedarf kann die OriginalPublikation  daraufhin gelesen werden die in
diesem Punkt aber auch nicht sehr ausgiebig ist
	 DSAVerfahren zur ArrayDatenuanalyse  


























Denition   nach  Ein Programm erf

ullt die Dynamic Single As	
signment DSA Eigenschaft wenn allen virtuellen Registern tempor

aren Va 
riablen auf allen dynamischen Ausf

uhrungspfaden maximal einmal ein Wert
zugewiesen wird
Dynamic Single Assignment hat zwar mit Static Single Assignment die Eigen	
schaft gemeinsam da eine Variable nur einmal deniert werden darf aber es
sind doch grundlegend verschiedene Eigenschaften Ein Programm in SSA	Form
kann aufgrund einer in Schleifeniterationen mehrfach ausgef

uhrten Zuweisung
die DSA	Eigenschaft verletzen Umgekehrt ist es m

oglich da ein Programm
mit der DSA	Eigenschaft mehrfache statische Denitionen einer Variablen
enth





Einfache virtuelle Register tempor

are Variable reichen im weiteren nicht mehr
aus und m

ussen erweitert werden Hinzu kommt eine neue Operation auf diesen
erweiterten virtuellen Registern
Denition  nach  Ein erweitertes virtuelles Register EVR ist ei 
ne unendliche linear geordnete Menge virtueller Register mit einer darauf arbei 
tenden Operation remapt Die Elemente eines EVR t k





adressiert gelesen oder geschrieben werden Abk

urzend wird t auch mit
t bezeichnet remapt bewirkt einen Shift der Inhalte von t so da sich der
Inhalt von tn n anschlieend in tn   be
ndet
Zur Transformation eines Programms aus einer gew

ohnlichen IR in die DSA	
Form werden einige Schritte ben

otigt Diese werden im Anschlu an die Er	
kl







achst wird jeder Denition eines virtuellen Registers t eine remapt	
Operation vorangestellt Damit wird der bisherige Inhalt von t nach
t  usw kopiert so da die folgende Zuweisung an t dynamisch ein an	
deres Element ist als es t zuvor war Selbst bei wiederholter Ausf

uhrung
bleibt die DSA	Eigenschaft erhalten da jeweils ein anderes Element er	
zeugt wird Wird in einer Instruktion t sowohl gelesen als auch geschrie	
ben so mu die Instruktion dahingehend ge

andert werden da t  gelesen
und t geschrieben wird
 Alle remap	Operationen in einem Schleifenk

orper werden an den Be	
ginn desselben vorgezogen Wenn es durch das Vorziehen der remap	
Operationen dazu kommt da ein Gebrauch eines virtuellen Registers t
der zuvor vor der Operation remapt gestanden hat nun danach steht
so ist der Gebrauch durch t  zu ersetzen Auch dieser Schritt ist im
Grunde klar da durch das vorgezogene remap der referenzierte Inhalt
nun nicht mehr in t steht sondern in t  Somit ist der Gebrauch der
ver

anderten Position im EVR anzupassen
 Letztendlich k

onnen Copy Propagation und Dead Code Elimination durch	
gef

uhrt werden um auszunutzen da verschiedene Elemente von EVRs
nach Kopieroperationen gleiche Werte tragen Dadurch kann es dazu kom	




ussig werden und entfallen k

onnen
Beispiel  Schleife in C und konventioneller IR
CCode 
k  
for i   i   i
k  k  
Konventionelle IR 
 t   t   t  
s t  copy t
s t  copy t
s t  iadd tt
s t  iadd tt
s t  ile tt
brt ts
Beispiel  zeigt die Schleife nach dem Einf

ugen von remap	Operationen vor
jeder Denition Da in s und s gleiche EVR t und t  geschrieben und
gelesen werden wird der lesende Zugri
 ersetzt t und t
	 DSAVerfahren zur ArrayDatenuanalyse  
Beispiel  Schleife nach aus Beispiel  nach Schritt 
 t   t   t  
s t  copy t
s t  copy t
s remap t
s t  iadd t	
t
s remap t
s t  iadd t	
t
s remap t
s t  ile tt
brt ts
In Beispiel  wurde remapt vor den Gebrauch in s gezogen Daher
wurde t durch t ersetzt Alle remap	Operationen benden sich nun am
Schleifenanfang
Beispiel  Schleife nach aus Beispiel  nach Schritt 
 t   t   t  
s t  copy t




s t  iadd t	
t	

s t  iadd t	
t
s t  ile tt
brt ts
Das verwendete Beispiel  enth

alt keine Gelegenheit zur Anwendung von






Die Idee die hinter der DSA	basierten Array	Datenuanalyse steckt sieht so
aus Wenn von einem Array	Element ai bekannt ist da es an einer Stelle im
Programm verf

ugbar ist dann ist nach einer Instruktion i  i   stattdessen
das Element ai   verf







ultigkeit von ai zu vernichten kann das Element nun mit einer
neuen Bezeichnung weiterexistieren
Zur DSA	Array	Datenuanalyse sind zwei wesentliche Schritte notwendig Zu	
erst werden die speicherbasierten Abh

angigkeiten bestimmt danach unter Ver	





achste Abschnitt beschreibt erst das Verfahren zur Ermittlung der
speicherbasierten Abh






Zur Untersuchung werden alle Array	Referenzen herangezogen die innerhalb
eines Abschnitts in dem die Induktionsvariable nicht ver

andert wird das gleiche
Array  und damit m

oglicherweise das gleiche Array	Element  referenzieren













die Indexfunktionen zweier zu vergleichender




















































 I  dann sind aa
 




 i  b

 niemals









  so handelt es sich um textuell gleiche






























ur ein i  I gezeigt werden kann dann sind die
Referenzen kurzzeitig gleich
 Ansonsten ist die Unabh

angigkeit der Referenzen nicht nachweisbar Dies
kann sowohl dann der Fall sein wenn es sich um verschiedene Arrays
handelt die aber ein Alias untereinander bilden k

onnen oder bei Array	
Referenzen mit unterschiedlichen Index	Variablen deren gegenseitige Be	
ziehung nicht gekl

art werden kann Ebenso k

onnen nicht	ane Indexfunk	





unf Kategorien werden nun danach zusammengefat ob sie die gleiche
Speicherstellen adressieren Daraus ergeben sich drei Klassen
Unterschiedlich Nur f

ur den Fall da die Indexfunktionen zweier Referen	
zen niemals gleich sind k

onnen die durch die Referenzen adressierten
Speicherstellen als unterschiedlich klassiziert werden
	 DSAVerfahren zur ArrayDatenuanalyse  












Referenzen unterschiedlicher Speicherstellen sind voneinander unabh

angig aber
















Wie einleitend beschrieben reicht die Kenntnis speicherbasierter Abh

angigkei	
ten nicht aus um Optimierungen f






angigkeiten lassen sich verwenden um in einem wei	




Ahnlich wie bei der
skalaren Analyse wird eine iterative Methode angewendet die mit Transferfunk	
tionen Datenuinformation von Knoten zu Knoten weiterreicht Nach einigen
Durchl

aufen stabilisiert sich die Information und die L

osung kann abgelesen
werden Im Unterschied zur skalaren Analyse  und auch zum  	Verfahren und
der Stretched	Loop	Technik  wird beim DSA	Verfahren kein Datenuverband
verwendet sondern es werden explizite Zuordnungen von Array	Referenzen zu
Registern EVRs weitergereicht
Bei der DSA	Datenuanalyse mu f

ur jede Stelle eines Programms eine ex	
tensionale Abbildung zwischen Array	Referenzen und EVRs gef

uhrt werden In
Map Tupeln X fi tk wird f

ur einen Knoten n gespeichert da die Array	
Referenz X fi  so wie sie auch im Programmtext erscheint  am Knoten n
im EVR t unter tk verf

ugbar ist Das erste Element eines Map	Tupels ist der





uhrt Map	Tupels gelten dabei ausschlielich an
dem Knoten f

ur den sie deniert sind
F

ur die im weiteren beschriebene Available expressions	Analyse wird f

ur jeden
Knoten eine Menge S von Map	Tupeln verwaltet deren Elemente daf

ur ste	
hen da der Wert von X fi f

ur den betrachteten Knoten im EVR	Element
tk verf

ugbar ist Je nach Knoten und dessen Instruktion wird eine der folgen	
den Operationen ausgef

uhrt um die Menge S dieses Knoten zu verwalten Die
Transferfunktionen der Analysen aus den vorherigen Abschnitten  	Technik
Stretched Loop	Verfahren nden hier ihre Entsprechung in Mengenoperatio	
nen
  Falls die Menge S ein Tupel X fi tk enth

alt und der betrachtete
Knoten eine Denition beinhaltet die einem Element welches identisch
oder m










 nach X f









  Wird ein Gebrauch ausgef

uhrt der X fi nach tk l

adt so wird das
Tupel X fi tk in S aufgenommen
  Immer wenn die Induktionsvariable ver

andert wird also Knoten mit In	
struktionen der Form i  gi erreicht werden m

ussen alle Tupel der Form





g eine Umkehrfunktion g
  
besitzt werden die Tupel X fg
  
i tk




  ai  t   S
 i  i 
 ai  t  wird aus S entfernt
 gi  i  umkehrbar  g
  
i  i 
 fi  i g
  
i  i fg
  
i  i  i
 ai  t  wird in S eingef

ugt
  Immer wenn eine remapt	Instruktion verarbeitet wird werden alle Tu	
pel X fi tkmit dem R	name t durch Tupel X fi tk  ersetzt
  An Stellen zusammenlaufenden Kontrollusses m

ussen auch die dort zu	
sammenkommenden Mengen S
l
mit l        n zur neuen Menge S zu	
sammengefat werden Die Meet	Operation wird bei einer Must	Daten	
uanalyse dadurch realisiert da in S nur diejenigen Tupel mit dem M	
name X fi aufgenommen werden die entlang aller eintre
enden Pfade





Operation bildet also die Schnittmenge bzgl der M	names der propagier	
ten Datenuinformation Dar

uberhinaus sind aber auch die R	names zu
beachten Sind alle l R	names gleich dh stimmen der Name des EVR
und der Index

uberein so kann der propagierte R	name beibehalten wer	
den Ansonsten wird ein neues EVR r ben

otigt so da r der R	name
des neuen Tupels ist Dem Knoten an dem die Kontrollupfade zu	
sammenlaufen wird unmittelbar ein 	Knoten angeh







Transferfunktionen bestimmt sind kann wie auch bei anderen
Verfahren eine Fixpunkt	Iteration durchgef

uhrt werden Dabei werden  wie

ublich  fortlaufend die Mengen S aller Knoten ver

andert bis sich die L

osung
stabilisiert Damit ist eine Fixpunkt	L






art werden kann Die Tupel der Mengen S geben
f

ur alle Knoten an welche Array	Elemente in EVRs gespeichert sind Mittels
	 DSAVerfahren zur ArrayDatenuanalyse  







allt die Suche negativ aus so ist der gesuchte Wert nicht verf

ugbar
Zur Sicherstellung der Terminierung des Verfahren mu gew

ahrleistet sein da
die Mengen S nicht beliebig gro werden Dies k

onnte bei monoton wachsen	
den oder sinkenden Induktionsvariablen durchaus der Fall sein da fortlaufend
neue Elemente zu den Mengen S hinzukommen w

ahrend die alten Werte  un	
ter anderem M	name  erhalten bleiben Um dem entgegenzuwirken kann ein

Betrachtungsfenster deniert werden Dieses Fenster erlaubt nur M	names in
einem bestimmten Wertebereich die Mitgliedschaft in einer Menge S Nimmt





orige Tupel aus der Menge S Damit ist die Gr

oe der Menge S
begrenzt und auch gew

ahrleistet da das Iterationsverfahren konvergiert um
zu einer L

osung zu kommen Dabei bleibt auch die Korrektheit erhalten denn
Werte die aus S entfallen werden evtl f






ogliche Fehler ist aber ein

sicherer Fehler und somit





ahlt wird dann fallen nur Elemente aus S die
ohnehin keine weitere Bedeutung erlangt h

atten Ist keine sinnvolle Fenster	
gr

oe im voraus zu bestimmen kann auch das Iterationsverfahren dahingehend
ver

andert werden da nur eine feste vorgegebene Anzahl D an Iterationen
stattndet Dadurch wird aber auch die G

ultigkeit der so gewonnenen Informa	
tion auf maximal D Iterationen begrenzt Dar

uberhinaus sind alle Referenzen



















ur ein May	Problem braucht lediglich der Meet	Operator angepat zu werden
Anstatt einer Durchschnittsmenge mu dann die Vereinigungsmenge gebildet
werden wenn mehrere Kontrollupfade aufeinandertre
en Es gibt mehrere
Mengen S
l
mit l        n die zur neuen Menge S zusammengefat werden









arts	Datenuproblemen ist ein wenig mehr zu




  In  m

ussen alle Tupel X fi tk deren R	name ein Element aus t
ist durch Tupel X fgi tk ersetzt werden dh die Ver

anderung











uckgenommen werden und zwar




Form X fi tk in S deren R	name durch t bestimmt wird durch
Tupel X fi tk   ausgetauscht
  In  sind die

Anderungen auf den Kontrollugraphen bezogen Statt
eines 	Knoten mu ein sog Switch	Knoten eingef

ugt werden der das






oglicht die Array	Datenuanalysen bei beliebigen Kon	
trollugraphen Mit der durch Anwendung des Verfahrens gewonnenen Infor	





oglicht Wenn zB festgestellt wurde da ein Array	Element in
einem EVR verf

ugbar ist kann ein weiterer lesender Zugri
  und damit ein
Speicherzugri








partiell redundante durch entsprechend ausgelegte und interpretierte Analysen
ermittelt werden
In den Kapiteln  und  werden verschiedene LoadStore	Optimierungen vorge	
stellt die auf dem  	 oder Stretched Loop	Verfahren basieren Die gleichen Op	





Parametrisierungen der DSA	Analyse eingesetzt werden die den Parametrisie	
rungen der im Zusammenhang mit den Optimierungen verwendeten Datenu	
analysen entsprechen Die passende Parametrisierung auf das DSA	Verfahren
zu

ubertragen ist dabei meist nicht allzu schwer Durch die Verwendung der sehr
anschaulichen Map	Tupel ist die Interpretation der Analyse	Ergebnisse eben	
falls keine groe H

urde In den Optimierungskapiteln wird daher nicht bei jeder
Optimierung gesondert auf das DSA	Verfahren verwiesen
Noch zu untersuchen ist ob eine eventuelle praktische Realisierung von EVR
Nutzen erbringt Nicht nur als analytisches Werkzeug sondern auch in einer
Implementation k







onnten die beteiligten EVR im Sinne einer Register	Pipeline verwendet werden
siehe 





uber den Rahmen dieser Diplomarbeit hinaus
gehen Die bislang kaum genutzte Eigenschaft der DSA	IR Programme in ihrer
maximal parallelen Form dh mit einer minimalen Anzahl an Abh

angigkeiten
darzustellen ist besonders f





Vorteilhaft am DSA	Verfahren sind seine Parametrisierbarkeit und die M

oglich	
keit zur Behandlung sowohl aner als auch nicht	aner Ausdr

ucke in Index	
 Vergleich und Bewertung der ArrayDatenuanalysen    
funktionen Wenn auch bei nicht	anen Ausdr

ucken nur sehr grobe Klassi	
kationen erfolgen so sind entsprechende Programmfragmente analysierbar







onnen diese relativ leicht eingebracht werden Dazu braucht bei der
speicherbasierten Abh

angigkeitsanalyse bei der Unterscheidung der Klassen in
Schritt  der neue Algorithmus eingebunden zu werden Durch das DSA	





ur beliebige Kontrollugraphen erm

oglicht dabei ist die Analyse eini	
germaen ezient  wenn die Terminierung gesichert ist su Es werden durch
die DSA	Analyse viele Optimierungen unterst

utzt nicht nur Speicherzugri
s	







ultigkeitsbereich der Analyse	Ergebnisse ist nicht auf einen stabilisierten Mit	







und das Ende des Iterationsbereich gemacht werden
Nachteilig ist die geringe Verbreitung der DSA	IR so da wenige Standard	
Algorithmen f

ur darauf basierende Optimierungen existieren Allerdings sind
die notwendigen Ver






onnen Schwerer wiegt die nicht immer gesicher	
te Terminierung des Analysealgorithmus Eine solche Situation tritt aber nicht
bei strukturierten Schleifen auf sondern nur bei Schleifen deren Iterationsbe	
reich nicht im vorhinein feststeht zB While	Schleifen Darauf mu besonders
R









aigkeiten erkannt werden die erst ab der N 	ten
Iteration auftreten
Insgesamt erscheint das DSA	Datenuanalyse	Verfahren als empfehlenswert




oglicht eine Reihe verschiedener lei	
stungsf

ahiger Optimierungen Die M

oglichkeit zur Bearbeitung beliebiger Kon	
trollugraphen ist gerade bei DSP	Anwendung von groem Nutzen da dort oft
recht

unsaubere Programme vorzunden sind Die grobe Approximation von
Array	Referenzen mit nicht	anen Ausdr

ucken ist nicht besonders sch

adlich da
sie zum einen nicht sehr h

aug vorkommen und zum anderen mit diesem Ver	
fahren im Gegensatz zu einigen anderen

uberhaupt behandelt werden k

onnen
 Vergleich und Bewertung der ArrayDatenu
analysen
In den vorangegangenen Abschnitten sind verschiedene Array	Datenuanalysen




achen haben Zur Un	
terst

utzung der Entscheidung welches Verfahren zu w

ahlen ist wenn bestimmte
Anforderungen erf








oglichter Optimierungen Aufwand zur Implementierung
etc sollen hier ihre Merkmale nebeneinandergestellt und bewertet werden




Datenuanalyse Es kann ausschlielich strukturierte Schleifen  Schleifen	
schachtelungen mit rein anen Ausdr

ucken in Indexfunktionen und Verzwei	
gungsbedingungen analysieren Es kommt sowohl mit eindimensionalen als auch
mit mehrdimensionalen Arrays zurecht kann aber in seiner Grundversion nur
Abh

angigkeiten in einer Dimension eines mehrdimensionalen Arrays erkennen
Das Verfahren ben

otigt zur Anwendung einen Schleifenkontrollugraphen der
aus dem meist verf

ugbaren Kontrollugraphen leicht zu konstruieren ist Der
verwendete Datenuverband ist inklusive seiner Operatoren recht einfach und
kann ezient implementiert werden Das Fixpunkt	Iterationsverfahren termi	
niert in den meisten F

allen bereits sehr fr






orper erforderlich sind Daher ist das Verfahren sehr schnell
Die durch die Analyse bereitgestellten Datenuinformationen erm

oglichen eine
Reihe unterschiedlichster Optimierungen Zwar ist die Pr

azision der Information
nicht allzu gro  es werden nur die Anzahl der in Abh

angigkeiten involvierten
Iterationen bestimmt  dennoch werden Optimierungen wie die Elimination red 
undanter Loads und Stores ebenso wie deren Verallgemeinerung in Form eines
einfachen Register Pipelinings erm

oglicht Dabei ist die

Ubertragung bekannter
Analysen aus dem Bereich skalarer Datenabh

angigkeiten ia sehr leicht m

oglich
Die Parametrisierbarkeit erlaubt eine einfache Denition einer

neuen Analy	
se durch die Festlegung einiger weniger Parameter Dadurch k

onnen bekannte







uberhinaus kann die  	Technik auch zur Erm

oglichung
Array	spezischer Optimierungen eingesetzt werden Verfahren zur Registeral	
lokation f

ur Array	Variablen werden erst durch Kenntnis des Lebensbereichs
von Array	Elementen m

oglich Zusammen mit einem verbesserten Registerpipe 
lining k






ahige Codeverbesserungen vorgenommen wer	
den Neben den Speicherzugri










stematische Weise so weit erh






Das Stretched Loop	Verfahren zeichnet sich gegen






azision aus Anstatt Abh

angigkeiten nur auf Iterationsebene zu
bestimmen wird der Schritt zur Instruktionsebene vollzogen Das hat seinen
Preis im zu betreibenden Aufwand  nicht nur zur Laufzeit der Analyse son	
dern vor allem w

ahrend der Implementierung Die Voraussetzungen sind hier
etwas aufgelockert denn auf die Single	EntrySingle	Exit	Eigenschaft kann ver	
zichtet werden Zu analysierende Indexfunktionen m

ussen allerdings weiter	
hin an sein Auch k

onnen weiterhin die speziellen Datenuanalysen durch
Parametrisierung eines allgemeinen Verfahrens instanziiert werden Die Lauf	
zeitezienz des Verfahrens ist trotz der zuvor ben

otigten Ergebnisse einer  	
Analyse noch gut zumal eine eziente Implementation mit Bitvektoren m

oglich




rungen insb eine Variante des Register	Pipelinings von dem bestimmte Op	
timalit

aten bewiesen werden k





Loop Unrolling wird aber auch durch die pr

aziseren Verfahren der Stretched Loop und
DSAAnalyse unterst

utzt nicht jedoch von der LazyAnalyse
 Vergleich und Bewertung der ArrayDatenuanalysen   





onnen weitere interessante Optimierungen die
Analyse	Ergebnisse nutzbringend verwerten
Die Lazy	Datenuanalyse hat seinen bestechenden Vorteil in der M

oglichkeit
zur Behandlung sowohl aner als auch nicht	aner Ausdr

ucke in Indexfunktio	









ucke gute Approximationen Daf

ur ist der Aufwand





wird die SSA	Form gebraucht und w

ahrend der Laufzeit m

ussen Teilproble	
me die als NP	vollst

andig nachgewiesen sind gel






ur die meisten praktischen Probleme nicht unermelich steigen











lassen sich die f

ur die Elimination redundanter Loads notwendigen Informatio	
nen extrahieren

DasDynamic Single Assignment	Verfahren ist wieder eine sehr allgemeine Array	
Datenuanalyse die speziellen Problembed

urfnissen angepat werden kann
Es arbeitet auf beliebigen Kontrollugraphen und ist somit nicht auf spezielle
Schleifenkonstrukte eingeschr










oglich ebenso wie die Erzeugung von Must	 und
May	Information Das Verfahren arbeitet gut bei nicht	anen Indexfunktio	







ucke in Indexfunktionen Durch Linearisierung der Indizes k

onnen
neben eindimensionalen Arrays auch mehrdimensionale behandelt werden Der
Aufwand zur Vorbereitung der Datenuanalyse ist m

aig gro Die Program	
me m

ussen in die DSA	Zwischenform transformiert werden damit sie analy	
siert werden k

onnen und zudem mu vor einer wertebasierten Abh

angigkeits	
analyse eine speicherbasierte durchgef

uhrt werden Anschlieend erfolgt eine
Fixpunkt	Iteration deren Terminierung durch besonderes Augenmerk sicher	
gestellt werden mu Durch das DSA	Verfahren werden eine Reihe von Opti	
mierungen erm

oglicht Neben den in dieser Arbeit vorrangig behandelten Spei	
cherzugri
soptimierungen wie die Elimination redundanter Loads und Stores
und Register Pipelining sind hier insbesondere Low	Level	Verfahren wie das
Instruction Scheduling zu nennen Durch die maximal parallele Darstellung in
der DSA	IR werden Scheduling	Aufgaben unterst

utzt und stark vereinfacht
Von allen Array	Datenuanalysen wird Information geliefert die zur Nutzung
durch ein Verfahren zur Unterst

utzung von Software	Pipelining geeignet ist
Die pr

aziseren Verfahren Stretched Loop und zT auch DSA k

onnen die Op	


















uber die Parallelisierbarkeit von Schleifen was allerdings f

ur den Bereich gew

ohnlicher















achen Positiv zu bewertende Eigenschaften sind gr

un
gekennzeichnet negative Eigenschaften rot
Die Auswahl eines der vorgestellten Verfahren f

ur eine konkrete Anwendung ist
nicht leicht denn es handelt sich dabei um eine komplexe Mehrzielentscheidung
Die folgenden Argumente sollen durch eine Bewertung einzelner Kriterien und
Eigenschaften helfen f

ur den Bereich der zu analysierenden DSP	Applikationen
sinnvolle Entscheidungen f

ur oder gegen ein Verfahren zu f

allen
Das  	Verfahren arbeitet nur auf anen Ausdr

ucken und liefert nur eine mittlere
Pr

azision bei den erkannten Abh

angigkeiten Anscheinend sprechen diese Ar	
gumente gegen das Verfahren Bei typischen DSP	Applikationen treten jedoch
h

aug auch nur ane Ausdr

ucke auf so da die erste Einschr

ankung nicht allzu




azision ist auch zu tolerieren denn zu vielen
Speicherzugri




azision erforderlich oder der
Aufwand zur Erstellung und Verwendung einer besseren Analyse rechtfertigt de	
ren geringf

ugig bessere Ergebnisse in darauf basierenden Optimierungen nicht
Viele der in DSP	Applikationen vorkommenden Schleifen sind recht einfach und
gen

ugen der single	entrysingle	exit	Eigenschaft F

ur das Verfahren sprechen
der relativ geringe Aufwand zur Implementierung und zur Laufzeit Weiter	
hin fallen die umfangreichen M

oglichkeiten der auf den Analyse	Ergebnissen
arbeitenden Optimierungen auf Insgesamt erscheint das Verfahren durchaus
empfehlenswert da nicht zuletzt durch eine einfache Art der Parametrisierung





te sich die Pr

azision als unzureichend f

ur eine Anwendung herausstellen kann
immer noch das Stretched Loop	Verfahren hinzugenommen werden f

ur das oh	
nehin die  	Analyse Voraussetzung ist
Die Stretched Loop	Analyse kann auch keine nicht	anen Ausdr

ucke bearbeiten
und versagt bei solchen ebenso Daf

ur ist ihre Pr

















werden doch bei sauberer Programmierung  die leider bei DSP	Applikationen






soptimierungen die auch mit dem  	Verfahren
erm






kommen im wesentlichen weitere Verfeinerungen hinzu Das Verfahren erscheint
mit leichten Einschr

ankungen empfehlenswert insbesondere in Situationen in
denen die Pr

azision des  	Verfahrens nicht ausreicht oder in denen es gerecht	
fertigt ist einen relativ hohen Aufwand f

ur einige kleinere Gewinnzuw

achse bei
den Optimierungen zu betreiben bietet sich das Stretched Loop	Verfahren an
Besonders die M

oglichkeit zur Behandlung nicht	aner Ausdr






ur die Lazy	Datenuanalyse Gelegentlich 
und vermutlich mit der Komplexit

at der Applikationen zunehmend  nden
sich auch in DSP	Programmen nicht	ane Ausdr

ucke Um Schleifen mit sol	
 Weitere Literatur   
chen Ausdr

ucken nicht vollkommen ignorieren zu m

ussen ist deren Handhab	
barkeit durchaus sinnvoll Allerdings gibt es auch gewichtige Gr

unde gegen das
Lazy	Verfahren Zum einen ist der Aufwand w

ahrend der Implementierung sehr





ubrigen Verfahren so kann durch fehlende Parametrisierbar	
keit nur eine geringe Anzahl Optimierungen unterst

utzt werden Es erscheint
als ob der groe Aufwand den Einsatz ia nicht rechtfertigt obwohl es sicher	




Dabei wird es sich aber um eher seltene Sonderf

alle handeln bei denen eine
hohe Anzahl nicht	aner Ausdr







Wenn auch das DSA	Verfahren ein bislang selten verwendeter Exot ist so ist
es doch durchaus recht attraktiv f

ur den Bereich der DSP	Anwendungen Zum
einen kann es Datenabh

angigkeiten von Array	Referenzen mit nicht	anen In	
dexfunktionen approximieren Wenn auch diese Approximationen recht grob
sind so k

onnen doch immerhin Schleifen mit solchen Referenzen behandelt
werden Es ist nicht unbedingt notwendig da auch

gute Approximationen
geliefert werden In   wird gezeigt da die Fehler die durch grobe Approxi	
mationen der nicht	anen Abh

angigkeiten entstehen bei den dort verwendeten
Programmen insgesamt eine seltene Fehlerquelle waren Daher gibt es nur ei	
ne geringe Rechtfertigung f

ur einen groen Mehraufwand zur Erzielung

guter
nicht	aner Approximationen Zum anderen kommt die DSA	Analyse mit be	






einer Vielzahl an Speicherzugri
soptimierungen kann nach der Transformation
zur DSA	IR diese in folgenden Phasen ebenfalls noch sinnvoll und nutzbringend
verwendet werden Insgesamt erscheint das Verfahren empfehlenswert
 Weitere Literatur
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
  Duesterwald E Gupta R So
a ML
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a ML
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ICSE  Proceedings of the  th international conference on Software
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
  Forgacs I
An Exact Array Reference Analysis for Data Flow Testing
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
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Tabelle   Vergleich der verschienden Array	Datenuanalysen
Kapitel 
LoadStore Optimierungen
In vielen Compilern werden die Zugri
e auf Array	Elemente von der Optimie	
rung ausgenommen da ihre skalaren Analysen keine Datenabh

angigkeiten zwi	
schen einzelnen Array	Elementen feststellen k

onnen Mit den in Kapitel  vor	













onnen dadurch ezient unterst

utzt werden Das
in diesem Kapitel verfolgte Ziel ist dabei die Erkennung und Entfernung red	
undanter Load	 und Store	Operationen von Array	Elementen Speicherzugri
s	
operationen sind dabei redundant wenn der von ihnen referenzierte Wert schon
anderweitig dh ohne diese Operation verf

ugbar ist Genauer beschreiben das
die beiden folgenden Denitionen
Denition   Eine Lade Operation load RA	i
 an einer Stelle p im Pro 
gramm ist partielltotal redundant wenn entlang einiger	aller Pfade zu p der
Wert von A	i
 schon in einem Register R verf

ugbar ist
Denition  Eine Schreib Operation store RA	i
 an einer Stelle p im
Programm ist partielltotal redundant wenn entlang einiger	aller Pfade von p
aus eine weitere De
nition des gleichen Array Elementes folgt ohne da zwi 
schenzeitlich ein Gebrauch stattgefunden hat
Im folgenden werden total redundante LoadsStores verk

urzend als redundante
LoadsStores bezeichnet Wenn hingegen ein partiell redundantes LoadStore
gemeint ist wird dieses auch als solches gekennzeichnet
Mit der durch das  	Verfahren gewonnenen Information werden die Erkennung
und Entfernung redundanter Loads und Stores erm

oglicht In diesem Kapi	
tel wird zun

achst gezeigt wie die  	Analyse bei der Elimination redundan	
ter Stores eingesetzt werden kann Anschlieend werden redundante Loads mit
der gleichen Analyse	Technik behandelt Die Verallgemeinerung der Entfernung
redundanter Loads

uber mehrere Iterationen hinweg f

uhrt zum sog Register 
Pipelining dessen Grundkonzept im Anschlu vorgestellt wird
  
	  Elimination redundanter Stores   
  Elimination redundanter Stores
Die Redundant Store Elimination RSE nach  dient zur Beseitigung von red	
undanten Schreibzugri
en auf Array	Elementen innerhalb von Schleifen Dabei
ist ein Schreibzugri
 redundant wenn unabh

angig vom aktuellen Kontrollu	
pfad eine weiterer Schreibzugri
 auf das gleiche Array	Element stattndet ohne
da zwischenzeitlich ein lesender Zugri
 auf das Element erfolgte Beispiel   
zeigt ein Programmfragment mit einem redundantem Store
Beispiel    Einfache Situation mit redundantem Store
for i   i  UB i

a	i






 in Beispiel    ist redundant weil zwischen den beiden
Denitionen kein Gebrauch von a	i
 stattndet Nicht mehr so ganz einfach
sind Situationen in denen sich die Schreibzugri
e

uber mehrere Iterationen ei	
ner Schleife verteilen und zwischenzeitlich auch Lesezugri
e  auf andere Array	
Elemente  erfolgen Siehe dazu Beispiel  
Beispiel   Komplexere Situation mit redundantem Store





if  k  l

a	i




Hier wird das durch a	i
  y geschriebene Array	Element durch die erste
Instruktion der folgenden Iteration

uberschrieben Zwischen beiden Denitio	
nen liegt eine Di
erenz der Induktionsvariable von   dh die Iterationsdistanz
ist   Deshalb handelt es sich um ein  redundantes Store Ein redundantes Sto	






kann also durchaus auch mit dem Ziel der Redundanzverringerung eliminiert
werden Dabei ist jedoch zu beachten da zB das  	redundante Store aus Bei	
spiel   in allen Iterationen bis auf der letzten redundant ist Da der letzten
Iteration keine weitere folgt  sonst w

are sie nicht die letzte  wird auch die den
Wert

uberschreibende Denition der n

achsten Iteration nicht ausgef

uhrt Also
bleibt der Wert erhalten Daraus ergibt sich auf einfache Weise ein Weg zur
  LoadStoreOptimierungen
Elimination des redundanten Stores und gleichzeitiger Behandlung des

Son	
derfalls der letzten Iteration
Beispiel   Elimination eines  redundanten Stores



















Nach der Elimination des  	redundanten Stores aus dem Schleifenk

orper mu
die letzte Iteration unter Beibehaltung eben jenes Stores ausgef

uhrt werden
Dazu wird der urspr

ungliche Iterationsbereich um eins reduziert hier von UB




orper als Epilog der
Schleife angef

ugt wobei jedes Vorkommen der Induktionsvariablen mit dem
Wert der oberen Iterationsgrenze substituiert wird hier UB siehe Beispiel
 
Mit einer geeignet parametrisierten  	Datenuanalyse wird ermittelt welche
Denitionen bis zu welchem Knoten ohne anschlieenden Gebrauch erfolgten
Die Denitionen ohne folgendem Gebrauch k

onnen mit einer  	busy	Analyse
ermittelt werden Unter den Kandidaten f





ussig die eine vorherige Denition ohne zwischenzeitlichen Gebrauch re	
denieren Die Entscheidung ob eine Denition redundant ist erfolgt durch





ussen in geeigneter Weise interpretiert werden Danach
kann der eigentliche Optimierungsschritt mit der Elimination des redundanten
Stores und der Erzeugung des Schleifenepilogs erfolgen





otigt Dabei handelt es sich um eine Verallgemeinerung der
Busy Expressions und um  	redundante Stores
Denition    Falls ein Store s in einem Knoten n entlang aller Kontroll 




uhrt wird ohne da das gespeicherte Array 
Element entlang dieser Pfade











n’ δ -busys in n’ 
s: X[f(i)] := x
Kein Gebrauch von X[f(i)] während     Iterationen!
Abbildung   Store s in Knoten n  	busy
In Abb   ist s  	busy wenn auf dem Pfad von n nach n

uber   Iterationen
hinweg kein Gebrauch von X fi stattndet Die Eigenschaft  	busy ist wich	
tig bei der weiteren Suche nach redundanten Stores denn  	busy Stores sind
Kandidaten f

ur die Untersuchung auf  	Redundanz Nur Denitionen denen
eine Redenition ohne zwischenzeitlichen Gebrauch folgt sind redundant Bei
einem  	busy Store ist sichergestellt da das denierte Array	Element

uber  
Iterationen keinen Gebrauch erf

ahrt Wenn in diese   Iterationen eine Rede	
nition des Elementes f

allt so ist das  	busy Store redundant
Denition   Sei s  X fi     ein Store in dem Knoten n des
CFG s im Knoten n ist genau dann  	redundant wenn es einen weiteren
Store s

 X fi       in einem Knoten n im Schleifenk

orper gibt und
s im Knoten n   busy ist Abb 
  LoadStoreOptimierungen
-redundantδs in n
δs’: X[f(i-  )] := y
Statement...
Statement... Statement...





Abbildung   	redundantes Store s
	  Elimination redundanter Stores  
In der Abbildung  ist gegen

uber der Abbildung   im Knoten n ein weiteres
Store X fi    y hinzugekommen Wenn s weiterhin in n  	busy ist dann





kein Gebrauch erfolgt  s ist in n  	busy  ist s  	redundant Damit kann das
redundante Store s beseitigt werden
Beispiel    busy Stores
for i   i  N i

a	i
  x   
b	i
  a	i
  y   
c	i
  kl   

Im Beispiel   ist das Store aus Knoten   im Knoten  	busy Nach einer
Denition von a	i
 vergehen drei Iterationen bis zu einem Gebrauch des ge	
schriebenen Wertes in Knoten  Das Store ist aber nicht redundant da das




Zur Analyse wird ausgehend von einer Denition eine vorherige Denition des
gleichen Elementes gesucht ohne da ein zwischenzeitlicher Gebrauch des Ele	
mentes erfolgt Die Suche von zeitlich sp








arts	Arbeitsrichtung Dazu wird bei der Suche nach  	redundanten
Stores im umgekehrten Kontrollugraphen CFG gearbeitet bei dem die Rich	




normalen CFG vertauscht sind Die De	
nition von  	Redundanz kann dabei direkt umgesetzt werden wenn das   der
Knotenkennzeichnung bzw dem Datenuverband entspricht Eine Denition
erzeugt w

ahrend der Analyse die G

ultigkeit der untersuchten Eigenschaft  	
busy w

ahrend ein Gebrauch die Eigenschaft vernichtet
Zur Bestimmung  	redundanter Stores ist eine Analyse notwendig die zuvor
bestimmt ob ein Store an einem Knoten  	busy ist Dies kann mittels der in
Kap  vorgestellten Array	Datenuanalyse bewerkstelligt werden wenn sie
wie folgt parametrisiert wird Es handelt sich um ein Must	Problem so da der





Problem so kommt der umgekehrte Schleifenkontrollugraph zum Einsatz
Die Menge Gn enth

alt zu einem Knoten n die verschiedenen dort in Deni	
tionen auftretenden Array	Referenzen w






  Interpretation der Analyse
Die Eigenschaft  	busy von Denitionen kann in den Knotenmarkierungen des
LCFG abgelesen werden Nicht jede Denition ist  	redundant deshalb mu
zu jeder Denition nachgeschaut werden ob bei dieser Denition eine andere
Denition die das gleiche Array	Element schreibt  	busy ist Ist dies der Fall
so kann die Denition als  	redundant klassiziert werden
Nach L

osung des Datenuproblems kann an jedem Knoten die L

osung im







artsanalyse handelt bei der die Datenurichtung umgekehrt ist
An einem Knoten n wird also f

ur jeden Store s  G ein Verbandselement
durch IN n s bezeichnet Ein Wert IN n s  x bedeutet da das Store
s bei Verlassen des Knoten n entsprechend obiger Denition  	busy ist f

ur
prs n     x wobei prsn das in Kapitel  denierte Pr

adikat ist
Um von einer Denition s  X fi     in einem Knoten n zu bestimmen
ob sie  	redundant ist ist zu untersuchen ob es im LCFG eine weitere Schrei	
boperation s

 X fi        in einem Knoten n

gibt und gilt da s in
n

 	busy ist Ist das der Fall so ist s  	redundant
 Optimierung
Nachdem feststeht da s  	redundant ist kann die eigentliche Optimierung vor	
genommen werden Dazu kann die Instruktion s aus dem Schleifenk

orper elimi	
niert werden Die obere Iterationsgrenze mu um   auf nun UB   vermindert





orpers mit dem Store s erstellt In jedem
Segment des Epilogs wird das Vorkommen der Induktionsvariablen durch den
entsprechenden Wert ersetzt Also ist bei   Segmenten die Induktionsvariable
beim ersten Segment durch UB  zu ersetzen beim zweiten durch UB  












zahl der Iterationen UB der Schleife hinaus geht    UB ist nicht erforder	
lich da bei der Bestimmung der Eigenschaft  	busy das Iterationsintervall der
Schleife schon ber

ucksichtigt wird siehe dazu Kapitel 
Das Beispiel   zeigt die Optimierung einer Schleife mit einem 	redundanten
Store Nach Entfernung des redundanten Stores aus dem Schleifenk

orper werden














oeren  mu der Epilog nicht zwangsl

aug durch eine textuelle Aneinan
derreihung des Schleifenk

orpers erzeugt werden sondern kann auch durch eine EpilogSchleife
realisiert werden
	  Elimination redundanter Stores  
Beispiel    redundantes Store
Vorher 








































Benden sich in einer Schleife mehrere redundante Stores mit unterschiedlich
groen Iterationsdistanzen so wird das gr

ote   als Grundlage der Optimierung
herangezogen Beispiel   verdeutlicht dies Es gibt ein 	redundantes und
ein 	redundantes Store Das 	redundante Store verlangt da f

ur die letzten






uhrt wird Wenn auch
f












urde das jedoch bei dem 	redundanten
Store zu einem Programmfehlverhalten f

uhren In Sinne der Sicherheit von Op	




ahlen Im Beispiel ist
der Epilog als Schleife realisiert
Beispiel   Mehrere redundante Stores in einer Schleife
Vorher 




































Wichtig bei der Optimierung ist da zwischen den beiden Schreibzugri
en eine





 i  b
 




 i  b

 Bei









 Damit sich eine konstante Iterationsdistanz ergibt
m












 Zur Veranschaulichung dient Beispiel
 
Beispiel   Konstante Iterationsdistanzen
f
 

























i nach der Iterationsdistanz  also nach Inkrement





are die Iterationsdistanz nicht konstant so hiee das f

ur die Optimierung
da zwischen den Indizes der zwei betrachteten Schreib	Operationen ein va	
riabler Abstand l

age In der Distanz variable Abh

angigkeiten lassen sich aber
nicht durch statische Programmtransformationen wie der RSE behandeln





uberhaupt nicht zu vertreten ist Wenn hingegen die Iterations	
distanz konstant aber nicht ganzzahlig ist so bedeutet dies da es zu keiner
Abh

angigkeit kommen kann denn die punktweise Berechnung der Indexfunk	
tionen an den diskreten ganzzahligen Werten der Induktionsvariablen i sorgt
daf

ur da die Funktionen zu mathematischen Folgen werden die keine gemein	
samen Punkte haben siehe dazu Beispiel  
Beispiel   Nicht ganzzahlige Iterationsdistanzen
f
 
























i N  f
 
i              
i N  f

i              
 Vor
 und Nachteile von RSE




	  Elimination redundanter Stores  
  Vorteile
 Elimination redundanter Array	Schreiboperationen
 Verkleinerung des Schleifenk

orpers
 Verringerung des Laufbereichs der Schleife
  Nachteile








oerung des Code	Umfangs durch einen Epilog
Bei der RSE scheinen die Vorteile zu

uberwiegen denn die Redundanzvermin	





onnen Schleifen mit nicht	anen Ausdr

ucken nicht behandelt werden
doch kommen diese in vielen DSP	Applikationen nur gelegentlich vor Zudem
k






oerung des Code	Umfangs ist in vielen F






uhrungsgeschwindigkeit zu erwarten ist Im Einzelfall ist
jedoch jeweils zwischen den hier konkurrierenden Zielen Geschwindigkeitsstei	
gerung und Speicherplatzersparnis abzuw

agen Die Verkleinerung des Schlei	
fenk








ekte die sich sowohl zum Vorteil als auch zum Nachteil auswirken
k

onnen kommen unter bestimmten Bedingungen hinzu Die Ursachen weiterer
Ein

usse auf RSE lassen sich grob in die Kategorien weitere Optimierungen
und Zielarchitektur einteilen Durch ihre Kenntnis kann im konkreten Anwen	
dungsfall evtl genauer

uber Nutzen der RSE entschieden werden
  Ein	u
 durch weitere Optimierungen
 Falls der redundante Speicherzugri
 in der nicht	optimierten Version
der Schleife in seiner Latenz durch andere Operationen versteckt
wurde so kann es dazu kommen da es trotz der Elimination zu








 Der Iterationsbereich der Schleife wird verkleinert daf

ur wird ein
der Anzahl der entfernten Iterationen entsprechender Epilog erzeugt
Dieser Vorgang kann durchaus als partielles Loop Unrolling angese	
hen werden  mit allen Konsequenzen die Loop Unrolling f

ur die
Optimierung von Programmen nach sich zieht Zum einen vergr

oert





orper evtl mehrfach hintereinander auftaucht
Bei einem groen Schleifenk

orper und einer groen Iterationsdistanz
  LoadStoreOptimierungen
des eliminierten Stores kann es dazu kommen da der Epilog nicht
mehr annehmbar in seinem Umfang wird

Bei Implementierungen
ist also auf die M

oglichkeit zur Begrenzung der zu bearbeitenden
Iterationsdistanz zu achten Wenn die Iterationsdistanz Werte in der
Gr

oenordnung der Gesamtanzahl der Iterationen erreicht ist zu

uberlegen ob die Schleife als ganzes einem Loop Unrolling unterzo	
gen wird um von der Unabh

angigkeit von der Induktionsvariablen
zu protieren
 Im Epilog treten keine von der Induktionsvariablen abh

angigen In	
dizes mehr auf da ein Vorkommen der Induktionsvariablen durch
einen entsprechenden Wert substituiert wurde Somit werden die
Indizes von Array	Referenzen konstante Ausdr










anglich sind Dadurch ergeben
sich im Epilog oft Anwendungsm






aug integriert sind Bei	
spielsweise k

onnen skalare Optimierungen wie Copy Propagation und
Constant Propagation oder Common Subexpression Elimination ge	
meinsame Adreausdr

ucke vereinfachen oder mehrfach vorkommen	
de Array	Referenzen auf ein gleiches Element erkennen und durch
einen Registerzugri
 ersetzen Desweiteren bietet der Epilog  vor





in Folge auftreten  gute M





 Falls der Prozessor auf dem ein durch RSE behandeltes Programm
zu Ausf

uhrung kommt einen Instruktionscache besitzt und die op	
timierte Schleife eine innere Schleife eines Loop Nests ist so ist zu
beachten da zwar die Elimination des redundanten Loads der in	
neren Schleife einer Beschleunigung der Programmausf

uhrung be	
wirken kann das Anf






oert so da dieser eventuell nicht mehr
vollst

andig in den Instruktionscache pat Zur Beschleunigung kann
in diesem Fall ein gegenl

auger E
ekt hinzukommen der trotz er	
folgreicher Optimierung einer Schleife die Programmausf

uhrung ver	
langsamt wenn die Gewinne in der inneren Schleife durch die Cache	
Misses der

aueren Schleife verzehrt werden
Wenn trotz der erfolgversprechenden M

oglichkeiten der RSE selten Gelegen	




urlich ist es m

oglich den Epilog auch als Schleife zu gestalten und damit seinen sta
tischen Instruktionsumfang zu begrenzen Nichtsdestotrotz bleibt seine Gr









	 Elimination redundanter Loads  
wohl

uberlegter Programmierung von Applikationen insbesondere f

ur zeitkriti	


















kationen nicht so h

aug sind Dennoch hat dieses Verfahren seine Berechtigung
zum einen dadurch da auch im Bereich der DSP	Applikationen die Program	
me immer gr

oer und komplexer werden so da sie nicht mehr so einfach

von





dh nahe an mathematischen Spezikationen ohne R

ucksicht auf ein bestimmtes
Maschinenmodell  zu programmieren und dennoch ezientes Laufzeitverhal	
ten zu erzielen
 Elimination redundanter Loads
Die Redundant Load Elimination RLE nach  und  dient zur Beseitigung
von redundanten Array	Lesezugri
en innerhalb von Schleifen Dabei ist ein Le	
sezugri
 redundant wenn unabh

angig vom aktuellen Kontrollupfad ein wei	
terer Lese	 oder Schreibzugri
 auf das gleiche Array	Element vorangeht ohne
da zwischenzeitlich eine neue Denition des Elementes erfolgte Beispiel  
zeigt ein Programmfragment mit einem redundanten Load
Beispiel    redundantes Load
for i   i  UB i

if  k  l

x  a	i







Nach der Abarbeitung des Schleifenk

orpers mit der Instruktion a	i
  y
wird in der n

achsten Iteration auf a	i
 lesend zugegri
en Dabei handelt es
sich um das gleiche Element welches zuvor geschrieben wurde denn mit dem





oht sich auch die Induktionsvariable von
i auf i    Statt eines erneuten Speicherzugri
s kann versucht werden den
Wert von der ersten Referenz zur zweiten Referenz in einem Register zu trans	
portieren und damit den langsamen Speicherzugri
 durch einen schnellen
Registerzugri
 zu ersetzen Zwischen den beiden Referenzen liegt ein

Ubergang
in eine neue Iteration somit ist x  a	i
  redundant Die Optimierung der
Schleife aus Beispiel   zeigt Beispiel  dort wird bei der ersten Refe	
renz der Wert in einer tempor

aren Variablen zwischengespeichert die zweite
Referenz kann dann durch einen Zugri





Beispiel  Elimination eines  redundantes Loads
t  a	

for i   i  UB i











Der Schleife mu ein Prolog vorangestellt werden der die tempor

are Variable t
initialisiert Der erste Gebrauch von t liegt innerhalb des Schleifenk

orpers vor
der entsprechenden Denition so da im Prolog eine Zuweisung an t enthalten
ist die den Wert der im Schleifenk

orper eliminierten Referenz an der Stelle
i    bereitstellt
Zur Erkennung welche Werte vorangegangener Referenzen nach einer Anzahl
Iterationen noch verf

ugbar sind dient die Analyse   available values
Denition   Eine Wert v eines Array Elementes e dessen De
nition an
Knoten n erfolgt ist bei einem Knoten n

 	available falls es entlang aller Pfade
von n nach n


uber   Iterationen hinweg zu keiner Rede
nition von e kommt
  Analyse





ugbar Bei einer Redenition wird die Eigenschaft der
Verf

ugbarkeit vernichtet Entsprechend erscheint die Vorw

artsrichtung als Ar	
beitsrichtung der Datenuanalyse angebracht Die Distanzen f

ur die ein Wert

uber mehrere Iterationen verf

ugbar ist entsprechen den Elementen des Daten	
uverbandes Wenn zu allen Knoten die verf

ugbaren Werte berechnet werden
sollen so kann dies iterativ mit dem  	Verfahren aus Kapitel  bewerkstelligt
werden
Die geeignete Parametrisierung sie so aus Wie bei RSE kommt der must	
Verband zum Einsatz da auch   available values ein Must	Problem ist Un	
terschiedlich sind die Datenurichtung und die Mengen G und K Es handelt
sich nun um ein Vorw






ahrend K lediglich die Denitionen beinhaltet
Diese Festlegung ergibt sich daraus da beliebige Referenzen Array	Elemente
verf






	 Elimination redundanter Loads   
   Interpretation der Analyse
Nach Terminierung der Fixpunkt	Iteration ist die L

osung des Datenuglei	
chungssystems durch die Auspr

agungen der Verbandselemente an den Knoten
des LCFG abzulesen F

ur   available values ist es wichtig zu wissen welche
Werte bei Erreichen eines Knoten n verf

ugbar sind Um also festzustellen ob
eine Referenz r bei Knoten n   available ist mu IN n r betrachtet werden
Dabei bedeutet IN n r  x da die Referenz r am Knoten n   available bzgl
der Distanzen prr n     x ist wobei prr n auch hier das in Kapitel 
denierte Pr

adikat ist welches ausdr

uckt ob die Referenz r dem Knoten n im
Schleifenk

orper vorangeht oder folgt
Zur Entscheidung ob ein Load l  X fi in Knoten n   redundant ist mu es
eine Referenz r  X fi  geben die bei Eintritt in den Knoten n   available
ist Ist dies der Fall kann erneute Gebrauch durch optimiert werden
  Optimierung
Die RLE bezeichnet den Fall der Elimination eines redundanten Loads mit
einer Iterationsdistanz   F

ur ein      sind andere Techniken erforderlich
die in den nachfolgenden Abschnitten erl

autert werden Sei nun ein Load l 
X fi vorhanden von dem feststeht da es redundant ist da eine Referenz
r  X fi   verf

ugbar ist Zur Referenz r mu eine Operation hinzugef

ugt
werden die deren Wert in einer tempor

aren Variablen zwischenspeichert Die
Ladeoperation l kann nun durch einen lesenden Zugri
 auf eben diese tempor

are
Variable ersetzt werden Dabei sind jedoch zwei F

alle zu unterscheiden
  l liegt im Schleifenk

orper vor r dh prl n
r
























 l liegt im Schleifenk

orper nach r dh prl n
r
    Da vor dem ersten
Gebrauch durch l im Schleifenk

orper eine in der ersten Iteration ung

ultige
Zuweisung an die tempor

are Variable durch r stattndet mu von auen
durch eine zweite tempor

are Variable der Initialwert in die Schleife hin	
























Hier ist darauf zu achten da ein nachfolgender Lauf einer Copy Propa 
gation nicht auf einer IR	Ebene mit expliziten Array	Zugri
en arbeitet








 und Nachteile der RLE
















 Geschwindigkeitssteigerung durch Ersatz einer redundanter Speicher	
leseoperationen durch eine Registerkopieroperation
  Nachteile









Ebenso wie bei der RSE

uberwiegen bei der RLE die Vorteile Der erzeugte
Schleifenprolog ist bei RLE sehr klein und umfat eine Speicherzugri
soperati	
on die auch ohne Optimierung ausgef






aren Variablen Bei einem Prozessor mit einem ho	
mogenen Registersatz und hinreichend vielen Registern sollte aber ia noch ein
Register f

ur diese sehr eziente Optimierung zur freien Verf

ugung stehen
Durch andere Optimierungen oder Hardware	Ein

usse kann die Leistungsf

ahig	
keit der RLE beeinut werden Die folgende Auistung zeigt weitere M

oglich	
keiten zur Interaktion von RLE mit diesen Ein

ussen
	 Elimination redundanter Loads  
  Ein	u
 durch weitere Optimierungen
 Ein Schleifenprolog wird erzeugt der die Initialisierung der tem	
por

aren Variablen erledigt In diesem Prolog treten nur konstante





viele Instruktionen zur Verf

ugung stehen kann die Latenz des Spei	
cherzugri
s durch diese weiteren Operationen

versteckt werden
so da sich keine oder geringe Zusatzkosten f

ur die Abarbeitung des
Prologs ergeben




e eine Schleife eine RSE erm

oglichen und
eine unmittelbar darauf folgende Schleife die Anwendung der RLE
auf Elemente des gleichen Arrays erlaubt so reihen sich der Schlei	
fenepilog der ersten Schleife und der Schleifenprolog der zweiten
Schleife direkt aneinander Falls nun Datenabh

angigkeiten zwischen
Array	Elementen der letzten Iterationen der ersten Schleife und den
ersten Iterationen der zweiten Schleife bestehen k

onnen diese in dem
og Bereich zwischen beiden Schleifen behandelt werden Zwar d

urf	






 Falls ein heterogener Registersatz vorliegt kann es sein da kein
allgemeines Register zum Halten des Wertes bis zum erneuten Ge	
brauch zur Verf

ugung steht Das kann zum Aus	 und sp

ateren wieder
Einlagern des Wertes f

uhren Spilling
 Bei Architekturen mit heterogener Registers

atzen kann auch ein Re	
gister zum Halten des Wertes belegt werden da eng mit einer funk	
tionalen Einheit verbunden ist Es ist m

oglich da durch die Be	




angere Zeitdauer verhindert wird Der Scheduler mu ent	
scheiden ob der Addierer blockiert oder das Register wieder ger

aumt
wird Spilling Besteht nicht der Zwang das Register zu r

aumen
wird zwar so die Anzahl der Speicherzugri
e vermindert doch uU
kommt es zu einem R

uckgang der Gesamt	Performance wenn der
Addierer zwischenzeitlich sinnvoll genutzt werden k

onnte Kommt
es dagegen zum Spilling so steigt die Anzahl der Speicherzugri
e
wieder an
 Wenn die Kosten eines Speicherzugri
s gro sind zB weil kein Da	
tencache vorhanden ist und der Speicherbus aufgrund seiner hohen
Auslastung einen Bottleneck bei der Ausf

uhrung darstellt kann RLE
  LoadStoreOptimierungen
aber auch RSE eine besonders groe Wirkung haben Falls ein er	
heblicher Teil der Speicherzugri
e redundant ist gelingt es diesen
Teil zu erkennen und zu eliminieren Damit einher geht eine Steige	
rung der Ezienz der Speicherzugri
e was wiederum zur Erh

ohung
der Performance des Systems beitr

agt
Die RLE betrachtet in dieser Form nur redundante Lesezugri
e innerhalb einer




uber eine Distanz von maxi	
mal einer Iteration loop	carried    Eine Verallgemeinerung dieses Konzepts
erm












Register	Pipelining verfolgt das gleiche Ziel wie die RLE jedoch ohne die Be	
schr







aren Variablen durch Registerzugrif	
fe ersetzt Wenn nun gr








uhrt und verwaltet werden da in je	
der Iteration ein neuer Wert hinzukommt und ein anderer Wert verbraucht
wird Die dazu benutzte queue	artig organisierte Datenstruktur wird Register 
Pipeline genannt worin zus

atzlich noch zum Ausdruck kommt da eine Allo	





































In Beispiel   wird die Array	Referenz a	i
 durch einen Zugri
 auf t
	 Einfaches RegisterPipelining  
ersetzt und der in jeder Iteration hinzukommende Wert von a	i
 in t ge	
speichert Dar






 beteiligten Variablen eingef

ugt so da die Werte die in t




Ebenso wie bei RLE ist es erforderlich die tempor

aren Variablen bzw die
Register	Pipeline in einem Schleifen	Prolog zu initialisieren Dazu dienen in
dem Beispiel die drei der Schleife vorangestellten Zuweisungen die die ersten
drei referenzierten Array	Elemente in die an der Register	Pipeline beteiligten
Variablen kopieren
 Analyse und deren Interpretation
Um eine Register	Pipeline zu konstruieren ist es notwendig zu erfahren wel	
che Werte an einem Load verf








ankung von RLE auf Ite	





Distanzen eliminieren Dazu mu die Analyse der verf

ugbaren Werte auch die
Information liefern welche vorherigen Referenzen

uber wie viele Iterationen
verf

ugbar sind Die gew

unschte Information wird bereits von der  	available	
values	Analyse des vorherigen Abschnitts geliefert dort wurden aber nur die
Referenzen mit      f

ur Optimierungen verwendet
Da RLE also ein Spezialfall des Register Pipelinings RP ist und die gleiche
Analyse verwendet kann mit der Information aus  	available	values die Ent	
scheidung getro
en werden ob ein bestimmtes Load  	redundant ist Zur fol	
genden Optimierung werden alle  	redundanten Loads herangezogen nicht nur
diejenigen mit     
  Optimierung





uber mehrere Iterationen besteht kann nun eine
einfache Register Pipeline aufgebaut werden Dazu wird der Gebrauch durch
einen Zugri
 auf eine tempor

are Variable ersetzt Zwischen der ersten Referenz
auf ein Array	Element und dem eliminierten Zugri
 wird der Wert durch eine
Reihe von tempor

aren Variablen transportiert Mit dem

Ubergang von einer
Iteration in die n

achste werden die Inhalte aller an der RP beteiligten tem	
por

aren Variablen einen Schritt weiter kopiert Nach   Iterationen schiebt sich
der Wert durch die RP bis zur tempor

aren Variable die anstelle des redundan	
ten Array	Elementes referenziert wird
Die RP ist deshalb einfach weil lediglich eine Menge von tempor

aren Variablen
verwendet wird zwischen denen durch Kopieroperationen Werte verschoben













ur die Verwaltung der RP in Anspruch ge	
nommen insbesondere werden die Kopieroperationen nicht durch andere Ope	
rationen ersetzt die weniger Aufwand erfordern Strategien zur besseren Pla	




at sich zwischen den F

allen Load	After	Load und Load	After	
Store was bedeutet da eine Load	Operation den Wert einer Load	 bzw Store	
Operation einer vorherigen Iteration erneut nutzt Im folgenden wird nur der
Fall Load	After	Store betrachtet Load	After	Load ergibt sich analog

































































































Auch hier ist wiederum darauf zu achten da zwischen den Referenzen konstan	






Beispiel  Auswahl zwischen verschiedenen Datenquellen









Stehen zur Elimination eines redundanten Loads mehrere verschiedene Da	
tenquellen bereit so ist diejenige zu bevorzugen die zur k

urzesten Register	
	 Einfaches RegisterPipelining  
Pipeline f

uhrt In diesem Zusammenhang ist es Vorteilhaft wenn mehrere red	
undante Loads entfernt und durch eine RP behandelt werden k

onnen Beispiel
 zeigt eine Schleife mit zwei redundanten Loads Es soll mit der Eliminati	
on von a	i
 angefangen werden Als Datenquellen f

ur eine RP stehen sowohl
a	i
 als auch a	i
 bereit Die erste Referenz f

uhrt zu einer l

angeren RP als
die zweite also sollte man eine RP von a	i
 nach a	i
 erzeugen Da aber
auch a	i





unterwegs den Gebrauch a	i
 ersetzt und mit Werten versorgt
 Vor
 und Nachteile
Eine Register	Pipeline stellt ein komplexes Verfahren zur Elimination redun	
danter Speicherzugri








ugt Diese arbeiten der
Beschleunigung durch ihre eigene Ausf

uhrung entgegen Es bleibt aber nicht
nur bei diesen zwei gegenl

augen E
ekten der Verbrauch an Registern und
das Einf

ugen von Instruktionen stehen in dichter Wechselwirkung mit anderen
Optimierungen und der Zielarchitektur so da sich die genauen Auswirkungen
im Einzelfall oft nur schwer voraussagen lassen Folgende Vor	 und Nachteile
lassen sich ausmachen
  Vorteile















orpers durch Kopieroperationen zur Ver	
waltung der RP





den ob und unter welchen Bedingungen der Einsatz einer RP Vorteile erbringt
Mit Sicherheit kann die vorgestellte einfache Variante des Register	Pipelinings
nur bei Prozessoren mit homogenen Registers

atzen und einer groen Anzahl
an Registern f

ur die allgemeine Verwendung Nutzen erbringen Ansonsten ste	
hen die f












angt von der Tiefe der Pipeline ab
weil damit die Anzahl der tempor

aren Variablen und der Kopieroperationen
zunimmt Die Vergr

oerung des Code	Umfangs durch den Schleifenprolog ist
ia von untergeordneter Bedeutung da sich dort nur eine Reihe von Lade	
Operationen ansammeln Schwerer wiegt der erh

ohte Registerdruck im Schlei	
fenk

orper der im ung

unstigsten Fall zum Spilling f

uhren kann und damit auch
die Anzahl der Speicherzugri






dokumentiert die Ergebnisse die mit einer praktischen Realisierung der RP	
Optimierung gemacht wurden
Auch eine Register	Pipeline steht in enger Beziehung zu anderen Optimierungen




te die damit zusammenh






 durch weitere Optimierungen
 Falls der redundante Speicherzugri
 in der nicht	optimierten Versi	
on der Schleife in seiner Latenz durch andere Operationen versteckt
wurde so kann es dazu kommen da es trotz der Elimination zu







uhrung verlangsamt wird Gr

oere Ef	
fekte sind bei kurzen kritischen Pfaden im Schleifenk

orper zu erwar	




 Es stehen Verfahren zur ezienten Nutzung der AGU bei Array	
Zugri
en in Schleifen bereit die darauf basieren in einem Indexing
Graph kleinste Zyklen und Pfade zu nden denen jeweils ein Adre	
register der AGU zugewiesen wird  Durch die Elimination eines
redundanten Speicherzugri
s kann es zur Zerteilung eines solches Zy	
klus in einen Pfad bzw eines Pfades in zwei kleinere Pfade kommen
Ersteres hat zur Folge da am Ende einer Iteration Code zum Laden
eines Adreregisters eingef

ugt werden mu w

ahrend letzteres zur
Verwendung eines weiteren Adreregisters inklusive Initialisierung







uhrung insbesondere wenn es

uber das Update hinaus
noch zu einem Spilling der Adreregister kommt Die umgekehrte
Wirkung ist jedoch auch m

oglich denn durch die Elimination eines
Speicherzugri
s kann das Schlieen eines Pfades zu einem Zyklus
erm






oglicherweise zwei kleinere Pfade zu einem gr

oe	
ren zusammengesetzt werden wodurch ein Adreregister eingespart
werden kann
 Die Elimination redundanter Speicherzugri
e kann bei nachfolgender
Anwendung von Software	Pipelining einen Beitrag zur Angleichung
der Dauern der einzelnen Stufen der Software	Pipeline leisten Die












Ressourcen zB ALU gleichm

aiger ausgenutzt werden Es kann
aber auch zum gegenteiligen E
ekt kommen Falls die Dauern der
	 Einfaches RegisterPipelining  
einzelnen Stufen schon ann

ahernd gleich sind kann die Entfernung
eines Speicherzugri
s eine Stufe verk

urzen Die Laufzeit bleibt nahe	
zu unver





 In Verbindung mit Software	Pipelining ergibt sich ein Vorteil durch





Dadurch kann das Software	Pipelining an einigen Stellen aggressi	


















at der Instruktionen die von der entfernten
Speicheroperation abh

angig sind und der Entlastung der Speicher	
Ports

 In die L

ucken der vorher vorhandenen Latenzzeiten lassen
sich nun Operationen schieben Allerdings sammeln sich am En	
de des Schleifenk

orpers Registerkopier	Operationen die voneinan	
der abh





 Auf das Umkopieren von Daten am Schleifenende kann v

ollig ver	
zichtet werden wenn der Schleifeninhalt um den Faktor der Tiefe
der l

angsten Register	Pipeline abgerollt wird Dadurch werden loop
carried dependences der urspr

unglichen Schleife zu loop independent
dependences der abgerollten Schleife bei der keine Daten von einer
Iteration in die n

achste transportiert werden m

ussen Allerdings wird
durch Loop Unrolling der Schleifenk

orper zT erheblich l

anger
 Es wird ein Schleifenprolog erzeugt in dem einige lesende Array	
Zugri
e in Folge stehen Aufgrund der Speicherzugri
slatenzen kann
es vorkommen da die Hardware	Pipeline des Prozessors f

ur die
Dauer der Abarbeitung des Prologs groe L

ucken aufweist was ei	
ne ineziente Bearbeitung bedeutet Falls jedoch hinreichend viele







ahrend des Instruction Schedulings zum Ver	
stecken der Latenzzeiten verwendet werden Nicht nur die Laten	
zen erschweren die Bearbeitung des Prologs sondern auch m

ogliche








 Einige Signalprozessoren besitzen die M

oglichkeit zurDual Load Exe 
cution dh die gleichzeitige Durchf







ahrend des Register	Pipelinings ein einzelner Zugri
 einer




uhrt werden Wenn die weiteren Operationen
von dem Wert dieses Zugri
s abh

angig sind so kann keine groe
Beschleunigung vom Register	Pipelining erwartet werden
 In jeder Iteration m

ussen Instruktionen zur Verwaltung der Register	
Pipeline ausgef

uhrt werden Bei einer einfachen Register	Pipeline
sind dies Registerkopieroperationen deren Anzahl proportional mit
der Tiefe der Pipeline w

achst Damit ist klar da eine Register	






uhren wenn die Kosten des












oglichkeiten beim Einsatz der
RLE stehen im n

achsten Abschnitt im Vordergrund danach soll die Behand	





Eine weitergehende Unterscheidung der Einsatzf

alle der RLE mit weiteren Ver	
besserungen der Optimierung ndet sich in  Zum einen handelt sich dabei
um schleifeninvariante Ausdr

ucke die aus der Schleife herausgenommen werden
k

onnen Zum anderen soll durch Verschieben der redundanten Operation dann
folgender Aufhebung des redundanten Zugri
s versucht werden die tempor

are
Variable zum Transport des Datums einzusparen
  LoadAfterLoad Optimierung
Die Load	After	Load Optimierung entspricht der erl

auterten Grundvari	
ante wenn sowohl l als auch r Lese	Operationen sind Es kann gezeigt


















uhren Eine RegisterPipeline ist dann als ezient zu betrachten wenn der Strom





Denition eines Array	Elementes durch eine Registerkopieroperation zu
ersetzen Dabei kann es zum Read Wrong	 oderWrite Live	Konikt kom	
men Ein Read	Wrong	Konikt liegt vor wenn zwischen Denition und
Gebrauch eine Redenition des transportieren Registerinhaltes erfolgt Zu
einem Write	Live	Konikt kommt es wenn zwischen Array	Denition und
Array	Gebrauch zu einer Denition des Zielregisters der Load	Operation
kommt Die m

oglichen Konikte verhindern nicht die Optimierung sie
verhindern lediglich das Verschieben der betro
enen Operationen zuein	
ander hin Ohne Konikte kann einerseits der Store hin zum Load vorge	





are Variable eingespart werden Im Koniktfall ist die	
se unverzichtbar Abbildung   zeigt einen Schleifenk

orper vor und nach
der Optimierung Die Optimierung ist m

oglich weil zwischen den Store
und dem Load keine Redenition von a	i
 und b erfolgt Ist dies der Fall
so liegt ein Read Wrong	Konikt vor




























  Entfernung von Invarianten
Schleifeninvariante Array	Referenzen sind Lese	 und Schreiboperationen
deren Indexfunktionen nicht von der Induktionsvariablen abh

angig sind
und somit im ganzen Iterationsintervall konstant sind Handelt es sich
um einen lesenden Zugri
 so kann dieser in den Schleifenprolog gezogen
werden ein schreibender Zugri
 wird in den Epilog geschoben
Vorher
for j   j  UB j










for i   i  UB i








Treten sowohl invariante Lese	 als auch Schreibzugri
e auf so ist diese




  Behandlung mehrdimensionaler Arrays und Loop Nests
Bislang behandeln die RSERLERP	Optimierungen nur eindimensionale Ar	
rays und einfache Schleifen Nachdem im Kapitel  Verfahren zur Daten	
uanalyse von mehrdimensionalen Arrays in Tight Loop Nests gezeigt wur	
den sollen nun Verfahren zur Nutzung der Analyseergebnisse vorgestellt und
bewertet werden Die Anwendung wird in Zusammenhang mit dem Register	
Pipelining gezeigt die Anwendung f











angigkeit von der inneren Induktionsvariablen
 ausschlieliche Abh





angigkeit von mehreren Induktionsvariablen
Wenn ausschlielich Abh

angigkeiten bzgl der inneren Induktionsvariablen vor	




ubernommen werden siehe dazu Beispiel 
Beispiel  Register Pipeline bei mehrdimensionalem Array und Abh

angig 




forj   j  M j































aueren Induktionsvariablen kann das Opti	
mierungsverfahren nur nach einer Anpassung auf die Mehrdimensionalit

at ver	




mit entsprechender Schachtelungstiefe des Loop Nests und einer Abh

angigkeit
zwischen Iterationen der k	ten Induktionsvariablen tempor

are Variable der Di	
mension k  verwendet werden m

ussen Anstatt skalarer tempor

arer Variablen
kommen nun also k   	dimensionale tempor

are Arrays zum Einsatz Zur Ver	
anschaulichung des zweidimensionalen Falls dient Beispiel 
Beispiel  Register Pipeline bei mehrdimensionalem Array und Abh

angig 




forj   j  M j













for j   j  M j




















ublich ein Prolog vorangestellt jedoch handelt es sich bei der
Initialisierung t  a	
 nun um die Zuweisung der ersten Zeile j  des Ar	




onnen dann einzelne Elemente des
tempor

aren Array referenziert werden und so Zugri





oher	dimensionale Array vermeiden Nach Beendigung der inneren Schleife n	
det das Verschieben der Register	Queue wobei die Instruktion t  t nun f

ur
das Kopieren des tempor

aren Arrays t nach t steht Diese Kopieroperation
sollte aus Gr

unden der Ezienz ebenso wie die Initialisierung nicht durch ele	





otigten Instruktionen klein gehalten werden kann
Erheblich aufwendiger wird die Optimierung bei der Abh

angigkeit von mehre	
ren Induktionsvariablen Es ist auf den korrekten Transport der Werte zwischen

aueren und inneren Iterationen in mehrdimensionalen Arrays zu achten wobei
bei manueller Optimierung schon bei kleinen Dimensionen schnell der

Uberblick
verloren geht Daher wird anstelle einer allgemeinen L








aueren Iterationen werden die Werte mit den Arrays t und t
transportiert In der Schleife wird die tempor

aren Arrays dann aber mit der in	
neren Iterationsvariablen indiziert um den ben

otigten Wert an der passenden
Stelle zu referenzieren Die der inneren Schleife folgenden Iterationen dienen










e vermindert werden sollen separat in t gespeichert werden
Beispiel  Register Pipeline bei mehrdimensionalem Array und Abh

angig 




forj   j  M j













for j   j  M j



















Die Verwendung von RP bei mehrdimensionalen Arrays hat Vor	 und Nachteile
daher ist vor der Verwendung anhand der folgenden Liste abzusch

atzen mit











aren Arrays Somit werden redundante Array	
Zugri
e durch andere Array	Zugri
e ersetzt Sofort kommt die Fra	
ge auf ob ein solches Vorgehen sinnvoll ist In Verbindung mit im
n

achsten Abschnitt vorgestellten Techniken zur Nutzung der AGU
und des On	Chip	RAMs kann diese Frage bejaht werden denn bei





ares Array im On	Chip	RAM kann durch dessen Geschwin	
digkeitsvorteil durchaus eine Laufzeitverbesserung erzielt werden
Dabei ist aber darauf zu achten da die Anzahl der tempor

aren




klein bleibt damit sie auch im On	Chip	
RAM untergebracht werden k

onnen Desweiteren empehlt sich die
Unterst

utzung der AGU zu Adressierung der Arrays da eine expli	
zite Adreberechnung zu zeitaufwendig ist
  Nachteile
 Die Verwendung von RP bei Abh

angigkeiten bzgl der inneren Induk	
tionsvariablen gilt prinzipiell das zu eindimensionalen Arrays gesag	

evtl durch Begrenzung der Tiefe der behandelten Abh

angigkeiten sowie durch Schleifen
vertauschen oder andere Schleifentransformationen zu erreichen
		 Beurteilung der verschiedenen Optimierungen  






der umgebenden Schleife was bei Vorhandensein eines Instruktions	
Caches zu erh






angigkeit von mehreren Induktionsvariablen verliert die Op	






e vermieden werden doch ist das Verfahren sowohl
schwer zu implementieren und verizieren als auch aufwendig zur




urfte sich die Anwendung kaum lohnen da der Over	
head insbesondere bei gr

oeren Iterationsdistanzen sehr betr

achtlich
wird denn mit wachsender Iterationsdistanz werden in der Richtung
dieses Wachstums mehr Update	Operationen ben

otigt die auch wie	
der Array	Zugri
e verursachen
Unter dem Aspekt fehlender ezienter Optimierungen von redundanten Zugrif	
fen bei Abh

angigkeiten von mehreren Induktionsvariablen erscheint eine weitere
Bem









oglicherweise ist das Abrollen Loop Unrolling der inneren Schleifen eine





onnten einfachere Datenuanalysen auf den dann teilweise konstanten
Array	Referenzen arbeiten und so diverse Optimierungen Common Subexpres	
sion Elimination Loop Invariant Code Motion Copy und Constant Propagation
etc erm

oglichen Schleifentransformationen wie zB Schleifenverwinden Loop
Skewing k

onnten dazu benutzt werden die diagonalen Distanzvektoren in die
Richtung der Einheitsvektoren zu bringen was einer Dimensionsreduktion der
Datenabh

angigkeit entspricht Anschlieend k

onnte das beschriebene Verfahren
evtl erfolgreicher anzuwenden sein
 Beurteilung der verschiedenen Optimierungen
RSE und RLE sind in ihren Grundformen interessante Optimierungen die
durch ihren Einsatz h

aug zu einer Verbesserung des Laufzeitverhaltens ei	
nes Programms bez





uhren Sowohl RSE und RLE sollten bei einer Zielarchitektur mit einem ho	





atzlich besteht eine Eignung der Erfolg h

angt aber von
vielen  in jeweiligen Kapiteln erl

auterten  Faktoren ab Bei heterogenen Re	
gisters

atzen kommt es sehr auf den Einzelfall an es sollten auch dort erfolgver	
sprechende Anwendungsf

alle zu nden sein
Register	Pipelining ist in der Grundvariante nur bei Zielarchitekturen mit groen
homogenen Registers

atzen anwendbar dann aber auch nur f

ur vergleichswei	
se kleine Iterationsdistanzen Wird die Tiefe der Register	Pipeline zu gro so
  LoadStoreOptimierungen
nehmen die Kosten der Verwaltungsoperationen stark zu so da der Nutzen
der Optimierung verloren geht Die Behandlung von mehrdimensionalen Ar	
rays durch RP ist nur bei Abh

angigkeiten in einer Richtung sinnvoll Wenn
diese eine Richtung durch eine Induktionsvariable einer

aueren Schleife vorge	
geben wird ist schon zu

uberlegen ob der Aufwand gegen

uber dem erwarteten
Nutzen gerechtfertigt ist F

ur eine innere Induktionsvariable kann das Verfah	












oglichkeiten der vorangegangen Verfahren hinausgehen Es han	
delt sich dabei um verschiedene Varianten des Register	Pipelinings die eine
h

ohere Ezienz als das Basisverfahren erzielen Das wird beim verbesserten
Register Pipelining durch die Einbeziehung der Elemente der RP in die Regi	
sterallokation erzielt w

ahrend das optimale Register Pipelining basierend auf
einer genaueren Analyse auch partiell redundante Zugri
e eliminiert werden
Insgesamt kann bzgl einiger Kriterien eine Optimalit

at erlangt werden An	
schlieend soll eine Implementierungsm

oglichkeit der RP vorgestellt werden die
von den besonderen Hardware	Eigenschaften von DSP Gebrauch macht Durch




Die Verwendung einer einfachen Register	Pipeline ist mit dem Nachteil behaf	
tet da die RP mit einem Satz an tempor

aren Variablen realisiert wird Deren









unstig heraus wenn es zum Spilling kommt und ein	
zelne Elemente einer RP ein	 und ausgelagert werden m

ussen Vorteilhaft ist
die gemeinsame Registerallokation von skalaren Variablen und Elementen einer
RP In  wird zur Bew






Uberblick gegeben werden soll
Die Voraussetzungen des Verfahrens sind die gleichen wie auch bei einer einfa	
chen Register	Pipeline Die durch Analysen bereitgestellten Informationen wer	







ur skalare Variable bestimmen zu	
n

achst die Lebensdauer von Variablen f

ur einen betrachteten Programmaus	
schnitt Aus den Lebensdauern wird ein Interferenz Graph erzeugt dessen Kno	
ten den Variablen entsprechen Zwischen zwei Knoten bendet sich eine Kante







ur eine feste Anzahl k an Registern wird dann versucht
eine k	F

arbung des Graphen zu erzielen Dabei entspricht jeder Farbe ein Re	
gister
















Beispiel    zeigt f

ur einen kurzen Programmausschnitt die Lebensdauern von
vier darin enthaltenen Variablen a b x und y Der Interferenzgraph verbindet
a x und y miteinander denn ihre Lebensdauern

uberschneiden sich Die Le	
bensdauer von b

uberschneidet sich nur mit der von y so da im Graphen auch
  Verbessertes RegisterPipelining  
nur eine Kante zwischen b und y enthalten ist F











arbung ist unten rechts zu sehen Danach k

onnen a und b demselben Register
zugewiesen werden ohne miteinander in Konikt zu geraten
Um eine Register	Pipeline mit in die Registerallokation einzubeziehen m

ussen
die Lebensdauern von Array	Elementen bekannt sein Mit konventionellen ska	
laren Datenuanalyse	Verfahren k

onnen diese nicht bestimmt werden daf

ur
aber mit einer Array	Datenuanalyse Das  	Verfahren aus Kapitel  kann
in der gleichen Weise wie bei der Erzeugung der einfachen RP parametrisiert
werden um die Lebensdauern von Array	Elementen zu ermitteln Die Infor	
mation der  	available values	Analyse wird in Kapitel benutzt zu ermitteln
ob ein Array	Element nach einer Anzahl Iterationen noch zur Verf

ugung steht
und um daraus die L

ange der RP zu bestimmen Die gleiche Information kann
genutzt werden um die Lebensdauer eines Array	Elementes in Iterationen zu




 Integrierter Interferenzgraph und dessen F

arbung
Mit der Kenntnis der Lebensdauern von Array	Elementen kann ein Interferenz	
graph konstruiert werden der sowohl skalare Variable als auch Array	Elemente
ber

ucksichtigt Es entsteht ein integrierter Register Interferenzgraph IRIG
Zu dessen F








aten gegen an mit welchem KostenNutzen	Verh

altnis
die Zuweisung einer Variablen an ein Register verbunden ist Bei dem Fall da
weniger Register vorhanden sind als durch Variablen zu belegen sind k

onnen
dadurch diejenigen Variablen ausgew







atsfunktion P l zu einer Variablen l verwendet die Anzahl der Wie	
derverwendungen accessl von l

uber die Lebensdauer die Lebensdauer jlj
selbst die Tiefe depthl der zu l geh














at entspricht dem Verh

altnis der Gesamtkosten lesender Speicherzu	
gri
e zum Aufwand der RP ausgedr

uckt durch deren L

ange l geht zur

Nor	
malisierung des Ausdrucks ein Da f

ur skalare Variable keine Register	Pipeline
gef

uhrt wird mu depthl danach unterscheiden
depthl 

  falls l eine skalare Variable ist
 

l    sonst





ur ein Array	Element die maximale Iterationsdistanz




ur skalare Variablen wird der Wert eins zur

uckgegeben denn





arbung des mit Priorit

aten versehenen Interferenzgraphen gibt es Stan	
dardverfahren die darauf angepat werden m

ussen da Variable in einem Kno	
ten wegen einer Register	Pipeline mehr als ein Register verlangen k

onnen Die







ullbare Knoten haben weniger durch Kanten verbundene Nachbarn
als verf

ugbare Register vorhanden sind und unerf

ullbare Knoten haben mehr
Nachbarn als Register Die unerf

ullbaren Knoten werden zerteilt mit dem Ziel
alle Knoten erf

ullbar zu machen Die Schwierigkeit bei IRIGs liegt in der Ent	
scheidung ob ein Knoten unerf

ullbar ist denn es reicht nicht mehr aus die
Anzahl seiner Kanten mit der Anzahl der Register zu vergleichen Zur Ent	
scheidung m

ussen die Anzahl der durch den Knoten verlangten Register ebenso
wie die der Nachbarknoten ber







m ist Nachbar von n





onnen mit depthn Farben gef

arbt werden Mit dem so
ge

anderten Verfahren kann eine passende Vielf

arbung des Graphen gefunden
werden die direkt zur Registerallokation genutzt werden kann
Nach der Registerallokation kann eine neue Schleife mit der Register	Pipeline
erzeugt werden Die Schritte sind prinzipiell die gleichen wie auch bei einer
einfachen RP Ein Schleifenprolog zur Initialisierung wird erzeugt und redun	
dante Gebr

auche von Array	Elementen werden durch Zugri
e auf die entspre	
chenden Elemente der RP ersetzt An das Schleifenende werden zus

atzliche
Registerkopier	Operationen gestellt die daf






achste Iteration alle Inhalte der RP einen Schritt weiterbewegt werden
 Optimales RegisterPipelining
Die Grundform des Register	Pipelinings aus Kapitel  und auch das verbesser	
te Register	Pipelining aus Kapitel   haben den Nachteil ausschlielich total
redundante Loads zu betrachten Partiell redundante Loads werden nicht opti	
miert Die Registerkopieroperationen der RP werden an das Ende des Schlei	
fenk

orpers gestellt auch wenn durch eine andere Plazierung Aufwand gespart
werden k

onnte Die Nachteile des bisherigen Verfahren entstehen aus der un	
pr

azisen Information die durch die verwendete  	Analyse geliefert wird Eine
Analyse die in der Lage ist Information auf feinerer Ebene bereitzustellen
sollte dazu genutzt werden die Leistungsf





Mit dem Stretched Loop	Verfahren aus Kapitel  steht ein in der Pr

azision
verbessertes Datenuanalyse	Verfahren zur Verf

ugung Durch dessen Nutzung
 Optimales RegisterPipelining   
kann das Register	Pipelining mit entsprechendem Aufwand zur Analyse und
Durchf

uhrung der Optimierung zu einer gewissen Art von Optimalit

at weiter	
entwickelt werden In  wird dazu eine Methode vorgestellt um eine optimale
Plazierung von Load	 Store	 und Registerkopier	Operationen zu erzielen Ins	
besondere zeichnet sich das optimale Register Pipelining durch folgende Eigen	
schaften aus
  Die Anzahl der Load	 und Store	Operationen entlang aller Kontrollu	
pfade durch die Schleife wird minimiert
 Die Lebensdauern von Array	Elementen in der Schleife sind minimal
 Die durchschnittliche Anzahl der Registerkopier	Operationen ist minimal
 Die Anzahl virtueller Register bzw tempor






uhrt werden ist minimal
  Algorithmus
Der Optimierungsalgorithmus vollzieht seine Aufgaben nicht allesamt aufein	
mal sondern f

uhrt sie sequentiell in f

unf aufeinanderfolgenden Schritten aus
  Plazierung von Load	Operationen
 Plazierung von Store	Operationen




 Erzeugung von Schleifenprolog und 	epilog
 Registerallokation
Die ersten drei Schritte ben

otigen zu ihrer Ausf

uhrung verschiedene Array	
Datenuanalysen Durch sie werden die Informationen geliefert die zur Erzie	
lung der Optimalit

at bei der Plazierung notwendig ist Schritt  sorgt daf

ur
da sich die optimierte Schleife immer im stabilisierten Zustand bendet Der
letzter Schritt sorgt f

ur die Registerallokation dh der Zuweisung von Variablen
an verf

ugbare Register des Prozessors
Im folgenden sollen diese Schritte im einzelnen erl

autert werden jedoch nur
soweit wie es zum Verst

andnis der Arbeitsweise notwendig erscheint Details
k

onnen in der Original	Publikation  nachgelesen werden Die Registerallokati	
on bleibt in dieser Darstellung ein wenig vernachl

assigt da Registerallokations	
strategien nicht Teil dieser Arbeit sein sollten Auch hier gibt die referenzierte
Publikation genauere Darstellung und Hinweise auf weitere Literatur
  Erweiterte LoadStoreOptimierungen
Plazierung von LoadOperationen




oglich zu laden damit sie
f

ur folgende Operationen verf

ugbar sind Dabei mu darauf geachtet werden
da keine zus

atzlichen partiell redundanten Loads erzeugt werden weil zB ein
Load nur

uber einen Pfad im CFG ausgef

uhrt wird Im Sinne einer Verk

urzung








ost zB eine Denition berechnet einen Wert der fortan
in einem Register verf

ugbar ist aber er bendet sich noch nicht  auch nicht
im Falle einer Array	Referenz  in einer adressierten Speicherzelle Dazu ist
eine Store	Operation notwendig die explizit den Wert aus dem Register in eine
Speicherzelle schreibt Bei einer nicht	optimierten Programmversion sind Array	
DenitionGebrauch und Speicherzugri
 immer miteinander verbunden so da
eine Reihe von Speicherzugri
en redundant sind Beispiel   zeigt zun

achst
ein Programmfragment mit vereinten Denitionen und Speicherzugri
en die
im zweiten Teil dann getrennt sind
Beispiel   Gebrauch	De
nition und Speicherreferenz vereint und getrennt
Vereint 
a	i













z  R    Gebrauch
Beispiel  Partiell redundantes Load
Vorher 































 Optimales RegisterPipelining  
Ein Lesezugri
 ist zB dann partiell redundant wenn in einer vorherigen Ite	
ration in einem Ast einer Verzweigung ein sp

ater erneut benutzter Wert bereits
gelesen und zwischenzeitlich nicht ver






ur diesen Fall ist das Plazieren eines zus

atzlichen Loads in dem
zweiten Verzweigungsast damit der Wert in jedem Fall zur Verf

ugung steht
siehe dazu auch Beispiel 
Das Ziel bei der Plazierung von Loads sollte also sein Stellen zu nden an
denen ein Load keine partielle Redundanz hervorruft Die Strategie dazu sieht
wie folgt aus Loads m










auche den geladenen Wert wiederverwenden
k

onnen Der Ort der Initialisierung heit Initialisierungspunkt Dabei d

urfen
aber nur solche Stellen zur Plazierung ausgew

ahlt werden von denen aus sich
ein zwingender Gebrauch des Wertes ergibt Dieser Bedingung entspricht das
Datenuproblem must anticipability Wenn der betre
ende Wert am Initiali 
sierungspunkt immer verf

ugbar ist entsprechend dem Datenuproblem must 
availability dann kann auf das Load verzichtet werden Solche Stellen heien
fr








ahlt werden entsprechend dem Datenuproblem delayabi 
lity um die Lebensdauer des Wertes und damit die Belegung eines Registers zu
verk

urzen Diese Stellen nennen sich schlielich sp

ateste Initialisierungspunkte
Weiter kann ein Load nicht verz

ogert werden
Im Algorithmus zur Load	Plazierung werden drei Stretched Loop	Datenu	
analysen durchgef

uhrt Zwei davon Must Availability of Congruent Uses und
Must Availability of Congruent Values sind f

ur die Bestimmung der fr

uhesten
Initialisierungspunkte notwendig Die dritte Array	Datenuanalyse Delaya 
bility unterst

utzt die Entscheidung wie weit ein Load

nach hinten gescho	
ben werden kann Damit wird zu den sp

atesten Initialisierungspunkten gelangt
Wenn diese bekannt sind k

onnen die Denition und das Load plaziert werden
Da die Initialisierungspunkte entweder Gebr

auche oder Denitionen von Array	





otigen kein Load und k

onnen den erzeugten Wert
gleich in das passende virtuelle Register schreiben
Der in seiner formalen Darstellung nicht sehr

ubersichtliche Algorithmus erzielt
beweisbar die einleitend genannte optimale Plazierung der Loads und ist in der
Original	Publikation  in detaillierter Form dokumentiert
Plazierung von StoreOperationen
Die Plazierung von Store	Operationen erfolgt in sehr

ahnlicher Weise wie die







oglichweise partiell	total tot sein Nach
 ist die Eigenschaft partielltotal tot f

ur Stretched Loop wie folgt deniert
  Erweiterte LoadStoreOptimierungen
Denition   Eine Schreib Operation store RA	i
 an einer Stelle p im
Programm ist partielltotal tot wenn entlang einiger	aller Pfade von p aus
jeder m

ogliche Gebrauch des zuvor geschriebenen Wertes von A	i
 aus dem
Register R gelesen wird
Ein Store kann durch ein weiteres Store da in einem Verzweigungsast liegt
und den zuvor geschriebenen Wert

uberschreibt zu einem partiell toten Store
werden In einer Stretched Loop sind partiell tote Stores daran zu erkennen
da es einen Ausf





Beispiel  Partiell totes Store











Im Beispiel  ist das Store store a	i
R partiell tot denn der geschrie	
bene Wert wird je nach Verzweigung in der n





uberschrieben In der Zwischenzeit k

onnte ein Gebrauch des Wertes
durch einen Registerzugri
 auf R erfolgen
Wenn partiell tote Stores in der Ausf

uhrungsreihenfolge weiter nach hinten
geschoben werden kann auf sie vollst

andig verzichtet werden Eine Partial Dead
Code Elimination kann solche Speicheroperationen entfernen









onnen analoge Techniken und Datenuanalysen  in ihrer Arbeitsweise der
neuen Situation angepat  auch hier angewendet werden Zu den Details auch
der Parametrisierung der verwendeten Stretched Loop	Datenuanalyse sei auf
die Original	Publikation  verwiesen









Ubergang in die n

achste Iteration durch Registerkopier	Operationen ver	
schoben werden damit jede Referenz das gleiche Register in jeder Operation
 Optimales RegisterPipelining  
adressieren kann Bislang wurden die Registerkopier	Operationen am Ende ei	
nes Schleifenk

orpers plaziert und das obwohl der Lebensbereich einzelner vir	
tueller Register gar nicht am folgenden Startknoten des Schleifenk

orpers be	
ginnt Eine Registerkopier	Operation auerhalb des Lebensbereichs ist redun	




Statt die Registerkopier	Operationen ans Ende des Schleifenk

orpers zu stellen










allt und somit redundant wird und zum anderen deren durchschnitt	
liche Anzahl pro Iteration minimiert wird Dazu sind die exakten Lebensdauern
der Werte die durch Array	Referenzen angesprochen werden notwendig Mit





erreicht um die Lebensdauern hinreichend genau zu bestimmten Die Minimie	
rung der mittleren Anzahl an Kopieroperationen wird dann durch einen Flual	




Der Ablauf der Algorithmus sieht aus wie folgt
  Bestimmung des Lebensbereich LR zu einer gegeben Kongruenzklasse
C Falls der Lebensbereich in disjunkte Abschnitte zerf

allt wird jeder
Abschnitt als eigener Lebensbereich behandelt
 Bestimmung der Anzahl ben

otigter virtueller Register RegsLR Es wer	
den maximal so viele virtuelle Register ben

otigt wie ein Lebensbereich
Iterationen umfat Wenn die Knotenmengen der ersten und der letzten
Iteration des Lebensbereichs disjunkt sind wird ein Register weniger ge	
braucht
 Zu jedem Knoten n wird die Anzahl seiner lexikalischen Vorkommnisse




 Wenn die Anzahl der Vorkommnisse appn LR genauso gro ist wie
die Anzahl der virtuellen Register so wird ein zus

atzliches Register zum











atzlichen Kosten wird gegebenenfalls
ein KostenmaCost
spill
zu appn LR addiert Es resultiert app
safe
n LR
 Die Kosten app
safe
n LR an jedem Knoten werden gewichtet mit der
Wahrscheinlichkeit zur Ausf

uhrung dieses Knotens p
n
 Diese Knotenmar	
kierungen bilden gewichtete Knotenvorkommnisse
 Eine Menge S von Knoten bildet einen Kandidaten f

ur die Plazierung
der Kopier	Operationen wenn genau ein Knoten aus S entlang eines je	
des Pfades durch den Schleifenk





 die die minimale Summe der gewichteten Knotenvorkommnisse al	
ler Kandidaten S hat ist die optimale Menge an Knoten zur Plazierung
der Registerkopier	Operationen S
best
kann ezient durch einen Algorith	
mus zur Maximierung von Fl

ussen in Netzwerken bestimmt werden siehe
 wenn die Knotenmarkierungen app
safe
n LR als Flukapazit

aten
angesetzt werden Eine Partitionierung der saturierten Knoten nach der





onnen die an der RP beteiligten virtuellen Register mit Namen
versehen werden
Erzeugung von Schleifenprolog und epilog
Das Stretched Loop	Verfahren beschreibt den Datenu von Array	Elementen
einer Schleife im stabilisierten Zustand Dieser wird jedoch erst nach Abarbei	
tung einiger Iterationen erreicht und nur bleibt bis einige Iterationen vor dem
Erreichen der oberen Endes des Iterationsintervalls bestehen Da die bisherigen
Optimierungen diese Analyseergebnisse f

ur den stabilisierten Zustand nutzen




ussen ein Schleifenprolog und 	epilog ge	
scha
en werden die zusammen sicherstellen da die Registerpipeline zu Beginn
der Schleife initialisiert und am Ende geleert wird
Der Prolog umfat eine Reihe von Load	Operationen die Werte in Register
laden auf die im Schleifenk

orper zugegri
en wird Dabei brauchen nur die	





ubrigen Register erhalten ihre Werte in der Schleife Im Epi	
log m

ussen Werte aus der Registerpipeline zur

uck in den Speicher geschrieben
werden denn durch die Entfernung partiell redundanter Store	Operationen be	
nden sich Werte in der Pipeline aber nicht im Speicher
Wenn ein Store

uber l Iterationen durch die RP verz

ogert wird so mu f

ur
die letzten l Iterationen ein Epilog mit den entsprechenden Store	Operationen
erzeugt werden Sind bei Beendigung der Schleifenbearbeitung alle Werte die
noch in den Speicher geschrieben werden m

ussen in Registern vorhanden so
k

onnen sie durch eine Folge von Store	Operationen nach Beendigung der Schlei	
fe gespeichert werden Andernfalls kann der Epilog in Form einer separaten
Schleife erzeugt werden der die l
m
ax letzten Iterationen der um diesen Betrag
gek

urzten optimierten Schleife ersetzt Im Epilog werden dann die Berechnun	





ax ist dabei die gr






Die Registerallokation ist nicht Teil dieser Arbeit Die Original	Publikation 
verweist an entsprechender Stelle auf Registerallokatoren die sich bei den wie
 Optimales RegisterPipelining  
oben beschriebenen verk

urzten Lebensdauern von Array	Referenzen mitsamt
der Ersetzung durch skalare Variable besonders eignen
   Vor
 und Nachteile





uberwinden die in der Nichtbeachtung partiell red	
undanter Zugri
e und der simplen Plazierung der Kopier	Operationen liegen
Daraus ergeben sich folgende Vor	 und Nachteile
  Vorteile
 Behandlung partiell redundanter Zugri
e
 Ezienzsteigerung der RP durch optimale Plazierung von Load	
Store	 und Kopier	Operationen
 Sparsamerer Umgang mit Registern
  Nachteile
 Hoher Aufwand zur Implementierung






ahrend der Plazierung von Registerkopier Operationen wird auf die Ausf

uh	






se Wahrscheinlichkeiten sind schwer oder

uberhaupt nicht exakt zu bestim	
men Es ist notwendig durch Pro
ling diese Werte f

ur bestimmte Eingaben
zu ermitteln oder sich auf allgemeine Sch

atzungen zu verlassen Bei grober
Fehlsch

atzung verliert diese Stufe des Algorithmus ihre Optimalit

at
Durch die Steigerung der Ezienz der RP ist gegen

uber einer einfachen Va	
riante ein Geschwindigkeitsgewinn ebenso wie die Verminderung der Anzahl
der Speicherzugri
e mit der Folge der Stromersparnis zu erwarten sofern der
Stromverbrauch von externen Speicherzugri
en

uber dem der Registerkopier	
Operationen liegt Der sparsamere Umgang mit Registern durch die verk

urz	
ten Lebensdauern kann den Registerdruck gegen

uber der einfachen Version
verringern und somit einem Spilling entgegenwirken Diese Argumente spre	
chen f

ur den Einsatz des Verfahrens allerdings ist abzusch

atzen ob der Ge	
winn gegen






at rechtfertigt Im Hinblick auf Register	Pipelines mit
Hardware	Unterst

utzung Kapitel  scheint der Aufwand an dieser Stelle zu
hoch
Ein weitere Auswirkung in Verbindung mit dem Instruction Scheduling er	
scheint m

oglich Die Registerkopier	Operationen sind verteilt im Schleifenk

orper










oeren Bereich verstreut und
mit anderen Operationen verochten Damit kann es die Gelegenheit zu einem
besseren Instruction Scheduling geben welches die Ressourcen des Prozessors
gleichm






Auf Registerkopieroperationen kann v

ollig verzichtet werden wenn die Schleife




oten Lebensdauer in Iterationen eines Array	
Elemente abgerollt wird Wenn der Faktor klein ist kann Loop Unrolling also
eine interessante Alternative sein
 RP mit Einsatz der AGU und Verwendung von
OnChipRAM
Alle bislang vorgestellten Verfahren des Register	Pipelinings machen keinen Ge	
brauch von den besonderen Hardware	Eigenschaften eines DSP insb der AGU
und des On	Chip	RAM Daher soll nun eine Implementation einer Register	
Pipeline diskutiert werden die diesen Mangel behebt Die RP wird als Ring	
bu
er im On	Chip	RAM realisiert Zwei Zeiger dienen zur Adressierung von
Anfang und Ende Die Zeiger k

onnen ezient durch die AGU unter Ausnut	
zung von Post	Inkrement	Adressierungsarten verwaltet werden Zwar werden
keine Speicherzugri
soperationen eliminiert sondern vom externen Speicher in
das On	Chip	RAM verlagert doch es ergeben sich einige Vorteile gegen

uber
den anderen RP	Arten Es entf

allt das Kopieren der Elemente in der RP beim

Ubergang in die n

achste Iteration so da gr

oere RP die bislang am zu ho	
hen Aufwand f

ur das Kopieren der Registerinhalte scheiterten ezient arbeiten
k

onnen Wenn bei einer gr






en ist es sinnvoller auf die Registerkopier	




diese beschleunigt werden ist ein gr

oerer Gewinn zu erwarten Der Platz f

ur
eine RP steht im On	Chip	RAM bereit ohne da dadurch der Registerdruck
steigt Das On	Chip	RAM schnell genug um gegen

uber dem externen Speicher
einen Geschwindigkeitsvorteil zu erzielen Die Verwaltung der RP vereinfacht
sich da das Weitersetzen von Zeigern durch die AGU erledigt werden kann
Voraussetzungen zur Anwendung dieser Technik sind das Vorhandensein einer




In Tabelle   werden die Operationen nebeneinander gestellt die bei Einf

ugen
und Entnehmen eines Elementes der RP mit N Elementen anfallen sowie die
Operationen am Iterations

ubergang Die RP mit Hardware	Unterst

utzung ist
ezienter als die Standardversion wenn ihre Mehrkosten durch die Speicher	
zugri
e auf das On	Chip	RAM geringer sind als die Kosten von N	  Register	
kopieroperationen
Abbildung   zeigt schematisch die Verwendung der AGU und des On	Chip	




ugen in RP   Regkopieroperation   Speicherzugri
 OCR




ubergang N	  Regkopieroperationen keine
Tabelle   Operationen von Standard	RP und RP mit On	Chip	RAM  AGU
RAM bei einer Register	Pipeline Die Werte der N    Elemente a	iN
 bis
a	i
 werden in On	Chip	RAM gespeichert Ein Schleifenprolog mu f

ur den
Transfer der Startwerte aus dem externen RAM in das On	Chip	RAM sorgen
Wenn die Schleife ihren stabilisierten Zustand erreicht hat gelangen die Werte
durch Store	Operationen in die Queue bzw werden ihr durch Load	Operationen
entnommen Ein Register im Adreregistersatz beinhaltet die Adresse start
ein weiteres die Adresse end start zeigt auf den


altesten Eintrag der als
n

achstes ausgelesen werden kann end zeigt auf den ersten freien Platz in den
das n

achste Element welches in die RP geschoben wird eingef

ugt wird Bei
der Entnahme eines Wertes aus der RP kann dieser durch eine zirkulare Post	




 eine Addition von eins
 
auf den aktuellen Wert des start	Registers
Damit zeigt es auf den n

achsten Wert in der Register	Pipeline Da es sich bei
der RP um einen Ringpu
er handelt wird ein Modulo bzgl der Anzahl der
Elemente in der RP gebildet Nach

Uberschreiten einer oberen Adresse kann
im unteren Speicherbereich weitergearbeitet werden Auf analoge Weise wird
das AGU	Register f

ur das andere Ende der RP verwaltet Es braucht nicht
darauf geachtet zu werden ob die Anfangszeiger den Endzeiger einholt Pro
Iteration wird ein Wert in die RP geschrieben und ein Wert ausgelesen die





at sich sowohl bei einer einfachen RP einsetzen
als auch bei der optimalen Variante Es entfallen jeweils alle Operationen zum







ugen und Auslesen mit spezielle zirkular
adressierende Post	Inkrement	Operationen verwendet werden Die Erzeugung
des Schleifenprologs mu das Laden der Initialinhalte in das On	Chip	RAM be	




Eine verbesserte Alternative zur Implementierung entsteht daraus da der Ab	
stand zwischen dem Anfang und dem Ende der Queue schon w

ahrend der Com	
pilierung bekannt ist Damit ist es nicht unbedingt notwendig zwei Adrere	
gister der AGU zu belegen Es kann mit einem Adreregister und unterschied	
lichen Modify	Werten auf Anfang bzw Ende zugegri
en werden Die Modier
k

onnen entweder in zwei Modify	Registern gehalten oder als Direktoperanden
in den Code eingestreut werden
 
Je nach Konzeption der AGU mu f



























Abbildung   Register	Pipeline mit Hardware	Unterst

utzung
Es ist zwar nicht zwingend die hier beschriebene RP im On	Chip	RAM un	
terzubringen  sie kann auch im externen Speicher liegen  doch sollte zur




en werden Verschiedene Verfahren    sind zur eziente Plazierung






Die Verwendung der AGU und des On	Chip	RAM bringt eine Reihe von Vor	
teilen mit sich die neben einigen Nachteilen unten aufgef

uhrt sind
 RP mit Einsatz der AGU und Verwendung von OnChipRAM   
  Vorteile





ur DSP mit heterogenem Registersatz besser einsetzbar wenn








angigkeit von Vorhandensein von AGU mit mind einem freien
Adreregister
Der Verwendungsbereich des RP vergr

oert sich denn die Kosten pro Iteration










onnen die AGU und das On	Chip	RAM nutzbringend und systema	
tisch zur Beschleunigung von Schleifen eingesetzt werden Die gleichm

aige Nut	
zung mehrerer Ressourcen steigert die Ezienz der Ausf

uhrung Der Register	
druck unter den allgemeinen Registern steigt nicht die Register stehen wei	
terhin zu allgemeinen Zwecken zur Verf

ugung RP wird in der beschriebenen
Form auch f






uber eine AGU mit mind einem freien Adreregister verf

ugen Ins	





aueren Induktionsvariablen bietet das On	Chip	
RAM gen

ugend Platz zur Unterbringung der meist kleinen tempor

aren Arrays
dabei ist die Zugri
sgeschwindigkeit deutlich h

oher als bei externem Speicher
Auf die Elemente der RP wird bei der Verwendung von zwei Adreregistern
mit der Schrittweite eins zugegri
en Es werden sequentiell aufeinanderfolgende




 die vorher nicht an aufeinanderfolgenden Speicheradressen
abgelegt waren kann mit der normierten Schrittweite eins in der RP zugegri
en
werden sofern sie im Zuge der Optimierung als redundant erkannt und durch
eine RP ersetzt wurden Bei einem eingeschr

ankten Bereich der Modify	Werte
kann die AGU uU nicht f

ur die Adressierung der Array	Elemente in der nicht	
optimierten Schleifenversion genutzt werden Durch die Normierung der Modify	
Werte in der Queue auf eins kann eine solche AGU zum Register	Pipelining
genutzt werden was einen recht hohen Ezienzgewinn verspricht
Der Nachteil in Form eines Mehrverbrauchs an AGU	Adreregistern f

ur die




teilen nicht allzu schwer Zwar sind ia nicht sehr viele Adreregister in der
AGU vorhanden aber angesichts der m













oglichen Nachteilen Wird der Druck
unter den Adreregistern zu hoch so kann es zum unerw

unschten Spilling der
Adreregister kommen Da das meist recht kleine On	Chip	RAM durch die RP
  Erweiterte LoadStoreOptimierungen
belegt wird kann nicht als echter Nachteil gelten Schlielich ist es ua dazu
da h

aug benutzte Daten die nicht mehr in die Register passen bei hoher
Zugri
sbandbreite zwischenzuspeichern
 Beurteilung der verschiedenen Optimierungen
Das verbesserte Register	Pipelining scha
t die M

oglichkeit die Elemente ei	
ner Register	Pipeline mit in die Registerallokation einzubeziehen Der Auf	
wand daf

ur ist nicht allzu hoch denn es k

onnen Informationen die zur Er	
stellung der RP schon bereitgestellt wurden f

ur diesen Zweck erneut verwen	







ur das verbesserte Register	Pipelining gelten die
gleichen Anwendungsbereiche wie f

ur die Standardversion Der Gewinn liegt im















uber dem einfachen Verfahren entste	
hen durch die Verbesserung genau dann wenn es gelingt zu verhindern da es
bei den Registern die Elemente der RP beinhalten zum Spilling kommt F

ur
Zielarchitekturen mit homogenen Registers

atzen ist das verbesserte RP sicher	
lich n

utzlich anzuwenden wenn die Tiefe der RP  so wie bei der Grundversion
 nicht zu gro ist Bei heterogenen Registers

atzen bleibt die RP	Optimierung
weiterhin wenig geeignet
Die optimale Variante des Register	Pipelinings erweitert die Grundversion um
mehr als nur die Registerallokation Sie scha
t es durch aufwendige Analyse	
und Optimierungsschritte eine minimale Anzahl an Load	 Store	 und Regi	
sterkopier	Operationen zu erzeugen Es werden gegen

uber der Standardversion
auch partiell redundante Referenzen behandelt Damit ist der Einsatzbereich
und der m

ogliche Gewinn der Optimierung stark erweitert Es bleibt jedoch
kritisch abzuw






den verbesserten Optimierungserfolgen gerechtfertigt ist In den meist recht
einfachen Schleifenk

orpern von DSP	Anwendungen sind Vorkommnisse partiell
redundanter Array	Referenzen zwar m












Interessanter erscheint die Verbindung von Register	Pipelining mit Hardware	
Ressourcen von DSP Unter Ausnutzung von AGU und On	Chip	RAM kann die






Iterationsdistanzen hinweg genutzt werden Entgegen der verbesserten Version
und dem optimalen RP kann die hardware	unterst

utzte RP	Variante auch bei
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Kapitel 
Spezielle Optimierungen
In diesem Kapitel sollen spezielle Optimierungen vorgestellt werden die nicht
in die Kategorien der vorherigen Kapitel passen Sie sind entweder keine Red	
undanzeliminationen und erh





otigen zu ihrer Durchf

uhrung keine Array	Datenuanalysen Der
Grund warum sie dennoch in dieser Arbeit vorgestellt werden liegt darin da
sie f

ur die Optimierung von DSP	Applikationen von groer Bedeutung sein
k

onnen und Beziehungen mit Teilaspekten der vorliegenden Arbeit aufweisen
Als erstes Verfahren wird das kontrollierte Loop Unrolling diskutiert Loop Un	
rolling ist eine weitverbreitete Optimierung die durch Informationen aus Array	
Datenuanalysen protieren kann Es wird gezeigt wie beim Loop Unrolling
auf eziente Weise ein g

unstiger trade	o
 zwischen Speicherplatzverbrauch und
Steigerung der Parallelit

at auf Instruktionsebene erzielt werden kann









ussen werden die M

oglichkeiten aufgezeigt die durch Einbeziehung
von Informationen aus Array	Datenuanalysen entstehen
Als letztes Verfahren wird die Behandlung von Aggregate Array Computations
AACs vorgestellt AACs sind eine besondere Form von Schleifen  Schlei	
fenschachtelungen die

uber Folgen von Array	Elementen Werte akkumulieren
AACs bieten groe Potentiale zur Redundanzelimination die

uber die bisheri	
gen Ergebnisse weit hinaus gehen Bislang wurde bei allen Optimierungen eine
Verbesserung in der Gr

oenordnung eines konstanten Faktors erzielt w

ahrend





auerst vielen DSP	Applikationen auftreten hat ein Verfahren
zur Verminderung ihrer Komplexit

at durch Verringerung der Speicherzugri
e
in dieser Diplomarbeit seine Berechtigung
 
  Kontrolliertes Loop Unrolling  
  Kontrolliertes Loop Unrolling
Loop Unrolling ist eine h

aug verwendete Optimierung die dazu dient die
Parallelit











oern der Schrittweite Nachteilig beim Loop Unrolling ist das
Anwachsen des Code	Umfangs Es wird eine Methode aus  vorgestellt die
mittels der Ergebnisse aus Array	Datenuanalysen hilft die Vorteile des Loop







atzt und die H

augkeit des Schleifenabrollens
durch den erwarteten Parallelit








































Beispiel    zeigt f

ur eine Schleife mit einer einzelnen Instruktion im Schlei	
fenk

orper die durch  	faches und 	faches Loop Unrolling entstehenden Schlei	
fen
 
 Mit steigendem Grad des Schleifenabrollens ergeben sich mehr vonein	
ander unabh

angige Operationen im Schleifenk







auch der Code	Umfang der insbesondere bei eingebetteten Systemen mit deren
h

aug eng begrenzten Speicherm

oglichkeiten Schwierigkeiten bereiten kann
Datenabh

angigkeiten verhindern die parallele Ausf

uhrung von Instruktionen so

















ahlte Beispiel wurde die Annahme getro	en da N durch zwei und vier teilbar
ist W

are dies nicht der Fall so m

ute ein Schleifenepilog f

ur die letzten Iterationen erstellt












































ekt beim Loop Unrolling
Zwischen der Denition a	i











uber dem Original vergr

oert werden
jedoch schon bei 	fachen Abrollen steigt die Parallelit

at nicht mehr an Die
loop carried dependences sind zu loop independent dependences geworden die
die Parallelausf

uhrung aller Instruktionen verhindern Die dritte Operation ist
von der ersten abh

angig und die vierte von der zweiten Weiteres Abrollen




















atzen und nur dann die Schleife abzurollen wenn der















orpers selbst kann ermittelt werden son	
dern es dient die L

ange des kritischen Pfades als Ma der Parallelit

at Der
kritische Pfad ist der l






orpers und entspricht damit der l






uhrung verhindern Die L

ange des kritischen Pfades wird mit
l bezeichnet Wenn f










des kritischen Pfades der  	fach abge	
rollten Schleife  l nicht

uberschreiten Wenn keine loop carried dependences
vorliegen verl

angert sich der kritische Pfad durch das Abrollen nicht Anson	
sten kann er sich maximal verdoppeln wenn eine Abh

angigkeit zwischen der
ersten und der letzten Instruktion des abgerollten Schleifenk

orpers besteht Es
mu gelten l  l
unroll
  l Ein

auerer Parameter  mit l     l dient
als Schwellenwert dessen

Uberschreiten das Schleifenabrollen beendet Wird
der kritische Pfad l
u
nroll durch das Abrollen l

anger als   so liegt der Paralle	
lit

atszuwachs unterhalb einer gew

unschten Grenze und das Verfahren hat den
S

attigungspunkt bis auf eine bestimmte Umgebung erreicht
Zur Bestimmung der L








angigkeiten mit der Iterationsdistanz   bestimmt werden Die Iterationsdi	
  Kontrolliertes Loop Unrolling  
stanz   reicht aus da das Schleifenabrollen iterativ jeweils um einen Schritt er	




























ur alle Knoten des Schleifenk

orpers festgestellt wird welche Referenzen sie
















angigkeitskette und daraus die
L

ange des kritischen Pfades bestimmen
Die Original	Publikation  verwendet die  	Datenuanalyse zur Bereitstel	
lung der gesuchten Information Ein entsprechende Parametrisierung f

ur das
spezielle Datenuproblem  	reaching references kann dort nachgelesen wer	
den Auch die Stretched Loop	Analyse und das DSA	Verfahren liefern bei ge	
eigneter Parametrisierung die ben

otigten Informationen Das Lazy	Verfahren
kann nur die Datenuabh

angigkeiten ermitteln nicht aber die Ausgabe	 und
Anti	Abh

angigkeiten und ist somit nicht geeignet
 Vor
 und Nachteile
Der Vorteil des kontrollierten Loop Unrollings gegen

uber dem nicht	kontrol	
lierten Loop Unrolling liegt in der automatischen Bestimmung des Abrollfak	













 Ohne die Kontrolle mu entweder durch mehrfach wiederholte
manuelle Versuche die bestm

ogliche Optimierung bestimmt werden oder es














at auf Instruktionsebene genommen werden
Nachteilig am kontrollierten Loop Unrolling ist der zus

atzliche Aufwand zur
Datenuanalyse Da die Kontrollm

oglichkeit aber bereits durch eine einfache
Array	Datenuanalyse wie dem  	Verfahren erm

oglicht wird ist dieser zus

atz	
liche Aufwand nicht allzu gro und kann h

aug toleriert werden
Da Loop Unrolling eine Optimierungstechnik ist die bei zeitkritischen Schlei	
fen h

aug angewendet wird Gerade dort lohnt sich hoher Aufwand zur Stei	
gerung der Performance so da der Zusatzaufwand zur Datenuanalyse nicht
so sehr ins Gewicht f

allt Aber auch zeitkritischen Schleifen d

urfen durch zu
groe Abrollfaktoren nicht zu viel Code	Umfang haben Insbesondere wenn ein
Instruktionscache vorhanden sein sollte kann durch dadurch die Performan	
ce wiederum negativ beeinut werden Insgesamt erscheint das kontrollierte
Loop Unrolling sehr empfehlenswert weil es die M

oglichkeit bietet eine Mehr	







Die OriginalPublikation  erw

ahnt eine weitere M











In diesem Abschnitt soll gezeigt werden wie Array	Datenuanalysen genutzt
werden k

onnen um Software	Pipelining ezienter zu gestalten Das vielfach
schon verwendete Optimierungsverfahren selbst wird nicht ver

andert es soll
lediglich gezeigt werden wie es von der bereitgestellten Information protiert
Beim Software	Pipelining wird aus voneinander unabh

angigen Teilen verschie	
dener aufeinanderfolgender Iterationen einer Schleife ein neuer Schleifenk

orper







orpers so da die Ressourcen von ILP	Architekturen gleichm

aiger
genutzt werden Loop carried Abh

angigkeiten von Instruktionen begrenzen die
M

oglichkeiten des Software	Pipelining	Verfahrens Daher ist es f

ur die Erstel	







ten zu haben Von besonderer Bedeutung sind zyklische Abh

angigkeitsketten
denn sie behindern die Optimierung in starkem Mae
for(i = 0; i < N; i++)
{
   z = x + y;






   x = a[i];

































































Abbildung   Anwendung des Software	Pipelinings
Abbildung   zeigt eine Schleife mit ihren Datenabh

angigkeiten Ohne Anwen	
dung des Software	Pipelinings werden die Instruktionen A   D sequentiell in
jeder Iteration ausgef

uhrt bis das Schleifenende erreicht ist Nach Anwendung
von Software	Pipelining werden pro Iteration die Instruktionen CABD parallel
ausgef

uhrt Dabei stammt C aus der vorherigen Iteration Es mu sichergestellt





utzung von SoftwarePipelining  
werden Zur Initialisierung ist ein Prolog aus ABD notwendig w

ahrend am
Ende des Iterationsbereichs C allein im Schleifenepilog ausgef

uhrt werden mu
Treten in einer Schleife Array	Zugri


























angig klassiziert werden und somit der Schedule unn

otig





azision erreicht die unmittelbar zu besseren Schedules f

uhrt
for(i = 0; i < N; i++)
{
   a[i-1] = f(i);
   b[i-1] = a[i-2];
   c[i]   = 2 * b[i];





Abbildung  Schleife mit speicher	 und wertebasierten Abh

angigkeiten
Abbildung  zeigt eine Schleife mit Zugri





uber mehrere Iterationen er	
















ahrend die speicherbasierten Abh

angigkeiten einen Zyklus bilden ist




ost Damit kann die Schleife
dem Software	Pipelining unterzogen werden
Die Ausf

uhrungen in  gehen von Stretched Loop	Analysen aus um die wer	
tebasierten Array	Datenabh

angigkeiten zu bestimmen Jedoch sind auch das
 	Verfahren die Lazy	Datenuanalyse und das DSA	Verfahren geeignet die
ben

otigte Array	Datenuinformation bereitzustellen Die Optimierung zum
Software	Pipelining braucht nicht ver

andert zu werden Es reicht aus wenn
statt der ungenauen Information einer speicherbasierten Abh

angigkeitsanalyse
oder einer anderen Approximation die genaueren Resultate verwendet werden
Einige der unerw

unschten Zyklen im Datenugraphen k

onnen auch durch vor	
herige Anwendung von RLE RSE oder RP aufgebrochen werden Diese E
ek	
te wurden schon bei den betre
enden Optimierungen in Kapitel  diskutiert
Selbst wenn die genannten Optimierungen nicht durchgef

uhrt werden so kann
doch mit den gleichen Analysen die sie ben









alle in denen die Redun	





utzung des Software	Pipelinings durch Array	Datenuanalysen er	
bringt den Vorteil eine Ezienzsteigerung einer h

aug verwendeten Optimie	
rung allein durch bessere Analysen zu bewirken Das Optimierungsverfahren
selbst bleibt unangetastet Die Analysen sind diegleichen wie f

ur viele Redun	
danzeliminationen so da die Auswahl zwischen deren Anwendung oder dem
Software	Pipelining besteht
Der Nachteil eines gesteigerten Aufwands durch die Array	Datenuanalysen
kann nicht gewertet werden Sie werden schon bei vorheriger Anwendung von
RLE RSE oder RP erforderlich
Wenn es die Auswahl zwischen der Anwendung von Verfahren zur Redundan	




alle die in Kapitel
 als geeignet f

ur Redundanzelimination charakterisiert wurden diese auch an	
gewendet werden Anschlieend kann Software	Pipelining angewendet werden
In denjenigen F

allen in denen Redundanzeliminationen nicht anwendbar oder
wenig geeignet sind kann das Software	Pipelining alternativ eingesetzt werden
 Aggregate Array Computations
Es gibt eine spezielle Form von Programmschleifen deren Gemeinsamkeit es ist

uber eine Folge von Array	Elementen akkumulierte Werte zu berechnen Diese
Schleifen heien Aggregate Array Computations AAC Bei

naiver Program	
mierung der AACs kann es zu erheblichen Redundanzen bei Speicherzugri
en
kommen die dadurch entstehen da bei der Berechnung eines akkumulierten
Wertes viele Array	Elemente erneut referenziert werden die auch schon in die
Berechnungen vorheriger Werte einbezogen waren Ziel des in   vorgestellten
Verfahrens ist solche mit starker Redundanz behafteten AACs zu entdecken
und durch Inkrementalisierung dh durch Speicherung und Gebrauch von Zwi	
schenresultaten zu gr

oerer Ezienz zu verhelfen
Beispiel   AAC zur Berechnung von Partialsummen
Vorher 


















 Aggregate Array Computations   
Das Beispiel   demonstriert die Idee an der Berechnung partieller Summen
F

ur jedes i soll die Summe aller Elemente a	
    a	i
 berechnet und in
s	i
 gespeichert werden Bei diesem kleinen Beispiel ist es noch leicht zu se	
hen da in jeder inneren Schleife alle Elemente der vorherigen

aueren Iteration
erneut referenziert werden Die Inkrementalisierung besteht in der Verwendung
des Zwischenergebnisses hier des Ergebnisses der vorherigen

aueren Iterati	
on in der Berechnung des neuen Wertes Damit k

onnen sehr viele redundante
Zugri












at der bearbeiteten Programme nicht ver

andern sondern
eine Verbesserung um konstante Faktoren erzielen liegt hier ein Verfahren vor
welches einen speziellen Algorithmus in einen anderen speziellen Algorith	
mus transformiert der schon grunds





ur die Anwendung des Verfahrens auf AACs der Form




do v  fv gahi     






fv c c  v 







at der Akkumulationsfunktion f  An die Indexfunktion hi
werden keine weiteren Forderungen gestellt und auch die Wahl der beitragenden





ankt v ist die akkumulierende Variable Nicht zwingend
aber im weiteren Verlauf zur Vereinfachung der Darstellung angenommen wird
eine Schleifenschrittweite von  
Zur automatisierten Behandlung von AACs sind folgende vier Teilprobleme zu
behandeln
  Erkennung von AACs
 Transformation von AACs in inkrementalisierte Darstellungen und
 Erzeugung neuer Programmschleifen
 Erkennung von AACs




ussen sie erkannt und ihre wesentlichen
Eigenschaften analysiert werden Infrage kommen loop nests deren innerste
Schleife Array	Elemente akkumuliert und deren

auere Schleifen die Indizes
der Array	Referenzen stellen Eine wichtige Eigenschaft einer AAC ist deren
  Spezielle Optimierungen
Operation zum Update der in den beitragenden Array	Referenzen verwendeten
Indexvariablen Subscript Update Operation SUO
Die Suche nach AACs in einem loop nest wird hierarchisch von innen nach au	
en betrieben dazu kann   entsprechend verallgemeinert werden Wird ein
passender Kandidat A gefunden so werden zun

achst die Indizes der beitragen	









achstes wird dann versucht die SUO zu bestimmen Daf

ur sind erst eine
Denition eines Parameters einer AAC notwendig denn SUO manipulieren
besondere Parameter einer AAC
Denition   Ein Parameter einer AAC A ist eine Variable die auer 
halb von A de
niert aber innerhalb von A gebraucht wird Eine Rede
nition
eines Parameters ist genau dann eine Subscript Update Operation SUO f

ur
A wenn der ver

anderte Parameter in A ausschlielich in Indexfunktionen der
beitragenden Array Referenzen verwendet wird F

ur einen Parameter w wird





ur das Beispiel   kann also festgestellt werden da
  die Akkumulationsfunktion fx y  x y umkehrbar ist
  die beitragende Funktion gx  x ist
  die Indexfunktion hj  j ist
  die akkumulierende Variable si ist
  die beitragende Menge SA
i
  fjj  j  ig ist




























Die Indizierung mit 
w
kennzeichnet die Substitution in den Ausdr

ucken ent	
haltener w durch w   
 Aggregate Array Computations  
  Transformation von AACs in inkrementalisierte Darstel

lungen
Bislang ist nichts weiter geschehen als AACs zu erkennen und deren SUO zu
bestimmen Der n










oglich durch Zwischen	 und Endergebnisse vorheriger Iterationen der Schleife
ersetzt M

oglich wird das durch eine vorherige Bestimmung der Bereiche der
beitragenden Arrays die den Auswirkungen der SUO unterworfen sind An	
schlieend kann eine inkrementalisierte AAC formuliert werden die vermehrt
auf bereits vorhandene Ergebnisse zugreift
Zun






uber die Auswirkungen der SUO auf die Datenzugri
e
geben Dann kann abh

angig von der Akkumulationsfunktion eine neue AAC
konstruiert werden die durch Nutzung vorhergehender Ergebnisse einen neuen
Wert ezient berechnet
Dierenzberechnung




die zwei Dierenzen decS und incS dargestellt incS soll diejenigen Bereiche
der beitragenden Menge von A

w
enthalten die durch die SUO w  w    zu
SA hinzugekommen sind decS enth

alt die Bereiche die durch w  w  nun
nicht mehr referenziert werden Sie bestimmen sich zu




































  fg und incSA
i
  fi  g

Die Berechnung und Darstellung der Di	erenz erfolgt nicht mit expliziten Mengen dh
Aufz

ahlungen der enthaltenen Werte sondern durch eine Formulierung einer Mengenein
schr

ankung In der OriginalPublikation  ist ein Algorithmus zur Berechnung dieser Di	e
renzen angegeben der auf dem OmegaTest basiert
  Spezielle Optimierungen




aus dem Partialsummen	Beispiel von oben




 Entsprechend der Denition werden
die Di




Die Idee der Inkrementalisierung liegt in der vermehrten Verwendung von Ele	
menten aus incSA und der Verminderung des Gebrauchs der Elemente aus
decSA Dadurch werden mehr

neue Elemente referenziert und weniger
auf






durch die Umstellung der Berechnung auf Verwendung erstmalig referenzierter
Werte weniger oft wiederholte und somit redundante Zugri
e erfolgen





ussen die beitragenden Mengen in der Reihenfolge ihres Gebrauchs geordnet
werden damit die neue AAC in der richtigen Reihenfolge arbeiten kann Dann
m

ussen zwei neue Schleifen erzeugt werden um unterschiedlichen algebraischen
Eigenschaften der Akkumulationsfunktion f zu begegnen
Im einzelnen sind mit dem Ordnen der Mengen folgende Aufgaben verbunden
  Ordnen von SA SA





uhrung von Operatoren first und last die auf den geordneten Men	









uft ob eine Teilmenge S

am Ende
einer Menge S liegt Das ist der Fall wenn die Elemente aus S

in der
Reihenfolge in S denen von S  S

folgen
Mit diesen Vorarbeiten kann zum Kern der Transformation fortgeschritten wer	
den Es entstehen zwei Schleifen von denen die erste Beitr

age aus decS entfernt
w

ahrend die zweite Beitr





age aus decS k

onnen nur
dann entfernt werden wenn decSA nicht leer ist Zur Entfernung wird die
Umkehrfunktion f
  
benutzt Wenn f nicht assoziativ oder kommutativ ist




onnen die Elemente von
decSA in der umgekehrten Reihenfolge ihres urspr

unglichen Hinzukom	











 gahi    

Liegt decSA  nicht am Ende von SA so mu f assoziativ und kommutativ sein
 Aggregate Array Computations  
Die zweite Schleife f

ugt sukzessive Elemente aus incSA in ihrer urspr

ung	
lichen Reihenfolge hinzu Dementsprechend sieht sie so aus





 gahi    
Beide Schleifen zusammen erledigen die gleiche Berechnung wie die Ausgangs	




allt die erste Schleife Ob sich die





atzt werden wenn die Umkehrfunktion f
  
nicht schwerer
zu berechnen ist als f 














Beispiel  greift die AAC aus   und  wieder auf Da decS leer ist
kann die erste Schleife entfallen Die zweite Schleife wird jedoch erzeugt In incS
bendet sich lediglich ein Element so da die erzeugte Schleife stark vereinfacht
werden kann und zu einer einzigen Instruktion zusammenf

allt
 Erzeugung neuer Programmschleifen
Inkrementalisierte AAC greifen auf Ergebnisse vorheriger Iterationen zur

uck
Zu Beginn der Ausf

uhrung einer Schleife gibt es aber noch keine Ergebnisse





onnen die ersten Iterationen der urspr

unglichen Schleife abgerollt werden so
da dann die inkrementalisierte AAC einsetzen kann Weiterhin bendet sich die
inkrementalisierte AAC zur Zeit noch in einem Zustand in dem eine folgende
Iteration auf die aktuelle Iteration zur

uckverweist Es ist praktischer wenn
eine Form vorliegt bei der die aktuelle Iteration auf einer vorherigen Iteration
basiert Dazu kann einfach w durch w   ersetzt werden









In Beispiel  wird die optimierte Programmschleife des Partialsummen	
Berechnung gezeigt Eine Iteration ist zur Initialisierung abgerollt und ver	
einfacht Die restliche Iterationen entsprechen der inkrementalisierten Version







oglichkeiten des AAC	Verfahrens k

onnen in dieser Arbeit in aller
Ausf

uhrlichkeit vorgestellt werden Nicht behandelt werden die Optimierung
des Zugri
s auf mehrere beteiligte Arrays mehrdimensionale Arrays und kom	
plexere Schleifenk

orper die selbst wieder Schleifen enthalten k

onnen also loop




onnen jedoch bei Anwendungen in
der Bildverarbeitung einer wesentlichen Dom

ane der DSP	Applikationen von
groer Wichtigkeit sein Bei komplexeren AACs geht schnell der

Uberblick ver	
loren so da sich Redundanzen der gezeigten Art bei der Programmierung
einschleichen und die mit einem automatisierten Verfahren ezient beseitigt
werden k

onnen Weiterhin werden auch leistungsf

ahige systematische Wege




otigten Speichers zur Verwahrung von
Zwischenergebnissen hier ausgespart Auch der sparsame Umgang mit Speicher	
platzressourcen ist bei DSP wichtig da Speicher oft knapp ist
 Vor
 und Nachteile
Der groe Vorteil der Inkrementalisierung von AACs liegt in dem groen m

ogli	
chen Geschwindigkeitsgewinn Die meisten

ubrigen Verfahren insb die Load	
und Store	Redundanz	Eliminationen aus Kapitel  sind auf Geschwindigkeits	
steigerungen um einen konstanten Faktor beschr

ankt also O  Die AAC	
Inkrementalisierung ist in der Lage die asymptotische Komplexit

at zu ver	
ringern zB von On

 auf On Da es nicht nur bei diesen theoretischen
Resultaten bleibt wo f

ur ein konkretes Problem trotz einer asymptotischen
Verbesserung trotzdem eine praktische Verschlechterung bewirkt werden kann
zeigen die Beispiele in  
Vorteilhaft sind auch die geringen Forderungen an die verschiedenen Funktio	
nen die an einer AAC beteiligt sind Selbst die Forderung nach Umkehrbarkeit
der Akkumulationsfunktion ist h

aug nicht sehr einschr

ankend da bei vielen
DSP	Applikationen simple und einfach umkehrbare Funktionen zum Einsatz
kommen Diese sind auch oft assoziativ und kommutativ so da bei der Inkre	
mentalisierung zu keinen Einschr

ankungen kommt
Nachteilig wirkt sich aus da unter Umst

anden neue dh in der Original	





wird mehr Speicherplatz verbraucht Das kann auch durch eziente Verfahren
zur Speicherplatzverwaltung nicht verhindert werden
Zu ber

ucksichtigen ist auch da das Verfahren zu Inkrementalisierung recht
aufwendig ist Die durchzuf

uhrenden Teilschritte erfordern teilweise sehr viel
Arbeit bei Implementierung und Ausf

uhrung Allerdings lassen sich alle Schritte
automatisieren so da kein Eingreifen

von Hand mehr notwendig ist
 Beurteilung der verschiedenen Optimierungen  
  Vorteile
 Asymptotische Verbesserungen der Laufzeit






Insgesamt ist das Verfahren durchaus empfehlenswert Der hohe Aufwand er	
scheint insbesondere bei komplexen DSP	Anwendungen gerechtfertigt denn
loop nests mit mehrdimensionalen Arrays lassen sich nicht mehr so einfach
vom Programmierer

uberblicken so da zB bei Anwendungen in der Bild	
verarbeitung entsprechende Einsatzm

oglichkeiten zu erwarten sind Bei kleine	
ren AACs wird es wohl seltener Einsatzm

oglichkeiten geben denn durch deren

Uberschaubarkeit wird der Programmierer sicherlich selbst die Gelegenheit zur
ezienteren Programmierung einer Aufgabe sehen Der zus

atzliche Speicher	




atzlicher Speicher verwendet w

urde
 Beurteilung der verschiedenen Optimierungen
In diesem Kapitel wurden drei Optimierungsverfahren vorgestellt die allesamt
ihre Daseinsberechtigung im Bereich der DSP	Applikationen besitzen Loop Un 
rolling und Software Pipelining sind etablierte Techniken die auch h

aug be	
nutzt werden Ihre Verbesserung bei vergleichsweise geringem Aufwand ist von
groem Nutzen Gerade beim kontrollierten Loop Unrolling wird dem bei DSP
wichtigen Speicherplatzverbrauch Rechnung getragen um den bei konventio	
nellen Verfahren auftretenden Nachteil des schnell wachsendem Code	Umfangs
auf sinnvolle Weise zu begrenzen Die Unterst

utzung des Software	Pipelinings





alle in denen die dort beschriebenen Verfahren nicht besonders
geeignet sind oder nur unbefriedigende Ergebnisse erbringen Aggregate Array
Computations ben

otigen im Gegensatz zu den vorherigen beiden Optimierungen
eine eigene Analyse dh keine Array	Datenuanalyse Viele DSP	Programme
bieten Gelegenheiten zur Anwendung der Optimierung und gerade bei Anwen	
dungen in der Bild	 und Videoverarbeitung sollte das Verfahren wegen der dort
h

auger auftretenden mehrdimensionalen Arrays und Loop Nests gute Resul	
tate erbringen Es erm

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Im Rahmen dieser Diplomarbeit sind einige der in Kapitel  beschriebenen
Array	Datenuanalysen und der in Kapitel  dokumentierten LoadStore	
Redundanz	Eliminationen implementiert worden Deren Wirkung sollte nicht
nur in der Theorie sondern auch im praktischen Einsatz getestet werden um die
genannten Vor	Nachteile an Fallbespielen zu quantizieren Dazu wurde der
LANCE	Compiler  verwendet der einen bequemen Zugang zur IR gew

ahr	
leistet und einfach um neue Optimierungen inkl Analysen zu erweitern ist




ahlt wurde die  	Array	Datenuanalyse aus Ka	
pitel  in verschiedenen Parametrisierungen damit sowohl die Entfernung
redundanter Stores RSE als auch die Entfernung redundanter Loads RLE
erprobt werden konnten

Uber die einfache RLE hinaus kommt auch die ein	
fache Form des Register	Pipelinings aus Kapitel  zum Einsatz Details zur
Implementation sind im Anhang A dokumentiert
 Versuche und Versuchsziele
Bei den Versuchen sollten verschiedene Fragen quantitativ gekl

art werden deren
Beantwortung aufgrund verschiedener gegenl

auger E





oglich ist Die Versuche zielten darauf
ab folgende Fragen zu beantworten
 
  Versuche und empirische Resultate
  Welchen Vorteil erbringt die Anwendung von RLERSERP in Bezug auf





  Wie verhalten sich RSERLERP bei unterschiedlichen Iterationsanzah	
len der Schleifen und konstanter Tiefe der Datenabh

angigkeit
  Welchen Einu hat die Anzahl verschiedener Arrays bzw Abh

angigkeits	
ketten in der Schleife auf die Ezienz von RSERLERP
  Bis zu welcher Iterationsdistanz Tiefe ist der Einsatz von RP bei der
gegebenen Zielarchitektur TI C sinnvoll




  Welchen Einu haben andere Optimierungen auf RLERSERP
  Wie verhalten sich RLERSERP bei unterschiedlich komplexen Index	
funktionen
  Gibt es Unterschiede bei der Anwendung von RLERSERP gegen

uber
anderen oder gar keinen Optimierungen wenn im Schleifenk

orper nur
lesende nur schreibende oder gemischte Referenzen auf ein Array vor	
kommen
  Wie wirken RLERSERP einzeln und zusammen angewandt
Als Testprogramme wurden Programme aus der DSPStone	Sammlung eben	
so wie selbstentwickelte Benchmark	Programme herangezogen Die DSPStone	
Programme referenzieren Arrays nahezu ausschlielich

uber Pointer so da die
Optimierungen darauf nicht direkt zum Einsatz kommen k

onnen Deshalb wur	
den sie in eine Darstellung mit expliziten Array	Referenzen zur

uck	codiert und
in dieser modizierten Fassung eingesetzt Nicht alle Fragen aus obiger Liste las	
sen sich mit den DSPStone	Benchmarks beantworten Zur Untersuchung vieler





aprozessor	Kommandos parametrisierbar um zB die Iterations	
distanzen der Abh

angigkeiten variieren zu k

onnen
Der Versuchsablauf gliedert sich in mehrere Schritte Zun

achst wird ein ge	





Auf dieser IR k

onnen die Optimierungen RLERSERP arbeiten Sie erzeu	
gen ihre Ausgabe wiederum in LANCE	IR Ein Konverter von der LANCE	IR
zur

uck nach C kommt anschlieend zum Einsatz Danach werden Proling	
Kommandos in den generierten C	Code eingef

ugt so da einzelne optimier	
te Schleifen gezielt untersucht werden k

onnen Mit dem optimierenden Texas
Instruments TMSCx Compiler clx werden Objektdateien erzeugt die
auf einem Simulator loadx lau


ahig sind Dieser berichtet die Anzahl der
Taktzyklen die f

ur einen untersuchten Programmausschnitt verbraucht wer	
den Der Stand	Alone Simulator berechnet f

ur einen externen Speicherzugri

 Versuchsbeobachtungen und Resultate   














atzlich lokale CopyConstant Propagation
 Entfernung nicht
gebrauchter Zuweisungen








 globale Entfernung nichtgebrauchter Zuwei
sungen










uckgabewert nie benutzt wird
 InlineAufrufe kleiner
Funktionen
 Neuordnung der Funktionsdeklarationen
 so da	 Attribute
der aufgerufenen Funktion dem Aufrufer bekannt werden
 Propagierung
konstanter Parameter in den Funktionsk

orper
 Identikation von Varia
blencharakteristiken auf DateiEbene
 Versuchsbeobachtungen und Resultate
 Gemischte einfache Referenzen
Die folgende Test	Schleife enth

alt vier verschiedene Arrays und mehrere Array	
Referenzen Die Indexfunktionen sind recht einfach dh sie bestehen aus der
Induktionsvariable und einem konstanten Summanden Multiplikative Faktoren
enthalten sie nicht Zwischen den Array	Referenzen im Schleifenk

orper bestehen
sowohl loop independent als auch loop dependent dependences Alle beteiligten
Arrays werden sowohl gelesen als auch geschrieben Die Iterationsdistanzen sind
der abh

angigen Referenzen sind relativ kurz sie betragen maximal zwei F

ur




alt sie recht viele redundante Array	Zugri
e Es
werden ausschlielich Kopieroperationen ausgef

uhrt arithmetische Operationen
sind nicht vorhanden F






















Die Schleife erlaubt den erfolgreichen Einsatz von RLE bzw RP und RSE Ab	




uhrung der Schleife verbrauchten
  Versuche und empirische Resultate
Takte gegen

uber der Anzahl der Iterationen f

ur die nicht	optimierte Schleife die

























uhrungszeiten der Schleife mit einfachen gemischten Refe	
renzen
Die RSE allein bringt gegen

uber der Original	Version kaum eine Verbesserung
ein RLE und RSERLE hingegen bewirken eine von der Anzahl der Iterationen
abh

angige Beschleunigung Die Hinzunahme von RSE zur RLE allein f

uhrt noch
einmal zu dem gleichen Geschwindigkeitszuwachs wie die RLE allein Bei  
Iterationen ist eine RSERLE	optimierte Schleifenvariante ! schneller als
das Original bei  Iterationen sind es schon  !
Die

konventionellen Verfahren des TI	Compilers scha





uber mehrere Iterationen hinweg zu erkennen und zu
behandeln Die einfachen Verfahren sind wegen der gemischten Zugri
e le	
senschreiben nicht in der Lage die Redundanz der Zugri
e zu vermindern
Der Einsatz von RLE bzw RLERSE f

uhrt zur Erkennung und Elimination
der redundanten Zugri
e was zu weniger Ausf






Der aus dem Rahmen fallenden Eigenschaft da RSE allein keine Verbesse	
rung bringt RLE und RSE zusammen jedoch eine recht hohe Beschleunigung
hervorrufen ist nicht analytisch auf den Grund gegangen worden d

urfte je	
doch folgende Ursache haben In der verwendeten Optimierungsstufe  o wer	
den Array	Referenzen in die inkrementelle Pointer	Darstellung konvertiert Ver	
 Versuchsbeobachtungen und Resultate  
mutlich
 
geht damit einher die Anwendung von Verfahren zur Optimierung
von Adressierungscode zB nach  Damit wird bezweckt da die Post	
InkrementDekrement	Operationen der AGU des DSP ezient zur Adressie	
rung des n

achsten Array	Elementes genutzt werden Diese Verfahren basieren
auf Analysen die in Indexierungsgraphen Pfade und Zyklen suchen Zyklen
k

onnen ezienter als Pfade zur Optimierung genutzt werden Wenn die RSE
redundante Referenzen entfernt kann das dazu f

uhren da bestehende Zyklen
im Indexierungsgraphen zu Pfaden zerfallen Die Folge ist da der Gewinn
durch die Redundanzelimination durch den Verlust bei der Adressierung aufge	
wogen wird Bei der Anwendung von RLE und RSE zusammen tritt nun dieser
E
ekt evtl nicht auf dh es zerfallen keine Zyklen Damit verst

arkt sich der
Gewinn beider Verfahren Die Abh

angigkeit des Gewinns der Optimierung 
insbesondere der RLE  von der Anzahl der Iterationen ergibt sich aus den
xen Kosten des Schleifenprologs Bei wenigen Iterationen ist der Beitrag des
Prologs im Verh

altnis zu den Gesamtkosten h

oher als bei vielen Iterationen
Das Beispiel zeigt da Schleifen mit lesenden und schreibenden Referenzen
auf ein Array RLE	 und RSE	Optimierungen sehr zug

anglich sind Wenn die
Schleifen redundante Array	Zugri
e enthalten die sich

uber mehrere Iteratio	
nen erstrecken so k

onnen diese durch die vorgestellten Verfahren entdeckt und





tionelle Analysen und Optimierungen mit einer solchen Situation nicht mehr
zurecht so da sie diese Art von Zugri
en nicht optimieren k

onnen
  Gemischte komplexe Referenzen
Die folgende Schleife unterscheidet sich von der vorherigen durch etwas komple	
xere Indexausdr

ucke mit additiven und multiplikativen Anteilen Es sind neben






















Um nicht dem schwer zu extrahierenden Einu weiterer Optimierungen des
TI	Compilers ausgesetzt zu sein dennoch aber einfache Standardoptimierun	
gen zur Verf






Iterationen der unoptimierten und optimierten Schleife sind deren Ausf

uhrungs	


































alt eine Reihe redundanter Zugri
e die von dem implementier	
ten Verfahren erkannt und eliminiert werden Gegen

uber dem nicht	optimierten
Programm ergbit sich eine Verringerung der Ausf

uhrungszeit um ca ! Diese







uhren Die Gesamtkosten der Registerko	







onnen gemeinsam mit den Kopieropera	
tionen in einem Schedule zusammengefat werden
Schleifen mit lesenden und schreibenden Zugri
en auf mehrere Arrays deren
Indexfunktionen ane Funktionen sind kurzen Abh

angigkeitsketten und ein	
gestreuten arithmetischen Operationen sind ein bevorzugtes Anwendungsgebiet
der RLERP	Optimierungen Nicht immer ist die Anwendung erfolgreich weil
nicht immer ein so hohes Ma an Redundanz wie im gezeigten Beispiel vorliegt
doch eine Anwendung ist auch in F

allen mit geringerer Redudanz erfolgverspe	
chend





arung der Frage bis zu welchen Abh

angigkeitsdistanzen in Iteratio	
nen der Einsatz von RP die Ausf

uhrungszeit positiv beeinut wurden meh	











at sich die Tiefe der erzeugten
 Versuchsbeobachtungen und Resultate  
Register	Pipeline beeinussen und anschlieend deren Ezienz mit einer nicht	
optimierten Programmvariante vergleichen Die folgende Schleife verdeutlicht
das Prinzip









DISTANCE und DISTANCE sind zuvor

uber define	Kommandos als Kon	







Abbildung  zeigt die Laufzeiten in Takten verschiedener Schleifen gegen

uber
der Tiefe der Register	Pipeline die f

ur den Fall DISTANCEDISTANCE gemes	
sen wurden Die verwendeten Test	Schleifen unterscheiden sich in der Anzahl
der verwendeten Arrays den Indexfunktionen und dem Ma redundanter Zu	
gri












angig sind und gleichbleibende Ausf

uhrungszei	
ten haben die optimierten Versionen jedoch stark von der Tiefe der Register	
Pipeline abh

angig sind Die Ausf

uhrungszeit steht mit der Tiefe der RP in einem
linearen Verh

altnis aus der sich die steigende Gerade in den Diagrammen er	
gibt Diese Beobachtung deckt sich mit der Theorie da mit steigender L

ange
der RP der Aufwand der Registerkopieroperationen zur Verwaltung der RP
zunimmt F

ur jede hinzukommende Stufe mu in der RP eine weitere Kopier	
operation ausgef

uhrt werden Interessant ist der Bereich bei dem das optimierte
Programm der nicht	optimierten Schleife

uberlegen ist Dieser variiert in den
Beispielen zwischen Tiefen der Register	Pipeline unterhalb von sechs bis zwei
Der Schnittpunkt der beiden Geraden zeigt denjenigen Punkt an bei dem die




otigt wie die unoptimierte
Version

Uber den Schnittpunkt hinaus ist die optimierte Verion der nicht	
optimierten Version unterlegen An dieser Stelle wird das Verh

altnis zwischen
der Dauer eines Speicherzugri
s und eines Registerzugri
s wichtig Der verwen	
dete Simulator berechnet f

ur einen Speicherzugri




 einen Takt Wenn die Registerkopieroperationen mit der Tiefe der
RP zunehmen so ben

otigen sie zusammen auch zunehmend mehr Zeit Wenn
sie die Dauer eines Speicherzugri
s

ubersteigen so erzielt die Elimination eines
redundanten Speicherzugri





at sich die maximale Tiefe der RP bei der die gleiche Geschwindigkeit zu








Die Anzahl der Speicherzugri
e ist neben der Geschwindigkeit ein anderes wich	
tiges Qualit





achst die Anzahl an Speicherzugri
en Auch wenn die Optimierung
in Bezug auf Geschwindigkeit nicht erfolgreich sein sollte so kann sie doch









































































































































































































































e eine erhebliche Verminderung erbringen F

ur die






orper des erzeugten Assemblercodes da
die Anzahl der lesenden Speicherzugri
e von drei auf eins reduziert werden




Es gilt zu beachten da der zur Verwaltung der RP eingef

ugte Code die Gewin	
ne aufzehren kann Wenn die Anzahl der Registerkopieroperationen gro wird
kann es sein da zwar die Anzahl der Datenspeicherzugri
e gesenkt werden
kann doch die Anzahl der Instruktionsspeicherzugri




Wird die Register	Pipeline viel zu gro dh

uberschreitet die Tiefe der RP die
Anzahl der f

ur allgemeine Zwecke zur Verf

ugung stehende Register des Pro	
zessors so kommt es zum Spilling Abbildung  zeigt diesen E
ekt durch

Abknicken der Geraden und

Ubergang zu einer gr

oeren Steilheit Die Ko	
sten pro Kopieroperation steigen da nun erneut Speicherzugri
e notwendig
sind Der Punkt des Beginns vom Spilling liegt bei etwa  und damit in der
Gr





























Das Halten von Werten in Registern







ur die vorliegende Architektur kann die Empfehlung gege	
ben werden nicht

uber zehn Iterationen Werte zu transportieren
  Versuche und empirische Resultate
 Verschiedene Optimierungsstufen
Das Programm biquad N sections aus dem DSPStone	Paket enth

alt die folgende
Schleife bzw deren f

ur explizite Array	Referenzen modizierte Fassung
Zugrie durch Pointer
for  f    f  NumberOfSections  f

w  y  ptrcoeff  ptrwi 
w  ptrcoeff  ptrwi 
y  ptrcoeff  w 
y  ptrcoeff  ptrwi 
y  ptrcoeff  ptrwi 
ptrwi  ptrwi





for  f    f  NumberOfSectionsplus  f





















Es nden wiederholt redundante Zugri
e auf Array	Elemente statt zB wird
wi	f
 mehrfach referenziert Die Datenabh

angigkeiten sind allesamt loop
independent






angigkeiten handelt es sich um input dependences so da die RLE
diese optimieren kann
Im Versuch stehen sich drei Programmvarianten gegen

uber Zum einen die Ver	
sion mit Pointer	Zugri
en auf Array	Elemente und zum anderen die Versi	
on mit expliziten Array	Zugri
en  einmal unoptimiert und einmal mit RLE
optimiert Der Versuch wird mehrfach wiederholt mit unterschiedlichen Iterati	
onsanzahlen und unterschiedlichen Optimierungsstufen durch den TI	Compiler
 Versuchsbeobachtungen und Resultate  




uber der Anzahl durchlau	





die vier Optimierungsstufen o o  o o und zeigen jeweils die drei Schlei	
fenvarianten im Vergleich
Die Diagramme zeigen da die Versionen mit expliziten Array	Zugri
en in et	




rungsstufen sind explizite leicht Array	Zugri





allig ist da die RLE	optimierte Array	Variante
in allen F

allen wesentlich mehr Takte zur Verabeitung braucht als die beiden









Die RLE kann in diesem Fall keine Optimierung durchf

uhren die nicht auch
durch andere Optimierungsverfahren erreicht werden k

onnte Der wiederholte
Gebrauch eines Array	Elementes ohne eine zwischenzeitliche Denition kann
durch eine Common Subexpression Elimination festgestellt werden Eine dann
folgende Copy Propagation kann einen erneuten Speicherzugri
 verhindern sie	
he dazu Beispiel  
Damit kann aber noch nicht erkl

art werden da die optimierte Variante schlech 
ter ist als die unoptimierte Die RLE f

ugt explizite Kopieroperationen ein um
den Transport eines Datums vom ersten Gebrauch zu Orten eines erneuten Ge	
brauchs zu erzielen Wenn der Wert aber bei dem erneuten Gebrauch noch in
einem Register verf

ugbar ist so keine Verwendung eines zus

atzlichen Registers
mit den damit verbundenen Kopieroperationen notwendig Dieser zus

atzliche
Aufwand der auch bei h








uhrt zu einer Verschlechterung der Laufzeit


















Auch andere  hier nicht dargestellte  Beispiele belegen da die Anzahl der
Iterationen keine Rolle bei der Anwendung der RLE spielt Beim TI	Compiler
zu bemerken da der Gebrauch von expliziten Array	Referenzen in etwa gleiche
Ausf

uhrungsgeschwindungkeiten bewirkt wie Pointer	Zugri
e
Loop independent dependences mit mehreren redundanten Lesezugri
en sind





uhren kann Nicht nur die Laufzeit vergr

oert sich auch k

onnen mit
anderen Verfahren CSECP gleiche Optimierungen Entfernung redundanter
Zugri
e erzielt werden
Ein anderes Beispiel zeigt da abh

angig von den weiteren Optimierungen mal































































































































































































































































































uhrungszeiten bei verschiedenen Optimierungsstufen
 Versuchsbeobachtungen und Resultate   
Vorteile und mal Nachteile zu erwarten sind F

ur ein Loop Nest aus der Im	
plementation eines FIR	Filters sind die Original	Schleife und die von Hand
optimierte Schleife dargestellt
Nicht optimiert 
for  j   j   m   j

y  y  round
for  i   i   n   i

y  mpy  x	i  j
 h	i

y  mpyh  x	i  j
 h	i

y  mpyhl x	i  j
 h	i





y   int y  s
y   int y  s

RLEoptimiert 
for  j   j   m   j

y  y  round
t  x	j

for  i   i   n   i

y  mpy  t h	i

y  mpyh  t h	i

y  mpyhl t h	i

t  x	i  j  

y  mpylh t h	i


y   int y  s








ahrend die optimierte Version bei  o deutlich langsamer ist als die nicht	
optimierte Version verzeichnet sie hingegen bei  o einen Geschwindigkeits	
vorteil Der Grund liegt hier darin da bei der h

oheren Optimierungsstufe


















uhrungszeiten bei verschiedenen Optimierungsstufen
die Array	Zugri
e durch Pointer	Zugri







utzt so da die optimierte Variante hier die Voraussetzung zum erfolg	
reichen Einsatz einer anderen Optimierung gescha
en hat
 Gegenbeispiele
Wie schon zwischenzeitlich zu sehen war gibt es Situationen in denen RSE





onnen Ein drastischer Fall ist Schleife aus Beispiel  die aus einer FIR	
Filter	Implementation stammt
Die beiden Felder coefs und input sind in der die Schleife umgebenden Funk	
tion als const deklariert Optimierungsm

oglichkeiten ergeben sich bei input
denn nur jeweils ein Element input	i





onnen jeweils von Iteration zu Iteration
in Registern weitergereicht werden Zudem k

onnen die schleifeninvarianten Zu	
gri
e auf coefs aus der Schleife herausgezogen werden doch das ist in diesem
Falle nicht gemacht worden Die Ausf

uhrungszeiten der optimierten und der
nicht	optimierten Schleife werden in Abb  gegen

ubergestellt
 Versuchsbeobachtungen und Resultate  
Beispiel  Schleife mit M

oglichkeit zu RPOptimierung 
for  i   i   i

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

sum  coefs	
  input	i  

out	i  

















Abbildung  Geschwindigkeitsverlust durch Optimierung
  Versuche und empirische Resultate
Es ist ein deutlicher Geschwindigkeitsunterschied zwischen beiden Programmva	
rianten festzustellen Die optimierte Version ben










e erledigt werden indem jeweils ein Pointer
schrittweise durch das Array gef

uhrt wird Bei coefs kann sogar die zirkula	
re Adressierung genutzt werden um nach Ende der Iteration wieder auf das




e zugleich gestartet werden so da die beiden Operanden f

ur die
Multiplikation jeweils gleichzeitig zur Verf

ugung stehen Dann folgen die arith	
metischen Operationen mit deren Ausf

uhrungszeit die Latenzen der folgenden
Speicherzugri
e verdeckt werden k

onnen Die Anwendung von RP vernichtet
die M

oglichkeit zur inkrementellen Pointer	Adressierung f

ur input Stattdes	
sen werden pro Iteration Registerkopieroperationen f

ur die Verwaltung der RP
notwendig Die hohe Anzahl an Register f










slatenzen steht nicht mehr zur Verf

ugung Beide Alternati	




soptimierungen des verwendeten Compilers sind bei diesem Beispiel
sehr wirksam und nutzen die F

ahigkeiten der Zielarchitektur ezient aus Das
verwendete einfache Register	Pipelining kann zwar die Anzahl der Speicher	
zugri





onnte mit einer Variante des Register	Pipelinings die das On	Chip	RAM und




uhrten Versuchen konnten f

ur die verwendete Zielarchitektur
TI C F








adlich sind Bei Vorhandensein hinreichend
groer Redundanz  Redundanzelimination bei von vornherein redundanzlosen
Programmen ist nicht sinnvoll  k

onnen schon erhebliche Verbesserungen mit
den einfacheren in dieser Diplomarbeit vorgestellten Verfahren erzielt werden
Die Merkmale des bevorzugten Anwendungsfeldes sind




  kurze Iterationsdistanzen zwischen abh

angigen Referenzen
  ane Indexfunktionen mit additiven und multiplikativen Anteilen
Als bedingt n

utzlich haben sich die einfacheren Optimierungsvarianten im Zu	











alle sind diejenigen in denen lange Abh

angigkeitsket	
ten bestehen die entweder sehr viele beteiligte abh

angige Referenzen besitzen




uber eine groe An	










angigkeiten sollten meistens mit anderen Verfahren als den




Zur Beantwortung der Fragen die am Kapitelanfang als Ziel der Untersuchun	
gen gesetzt wurden haben die Versuche und deren Analyse einen groen Beitrag
leisten k

onnen RLERSE und RP k

onnen die sowohl die Anzahl der Spei	
cherzugri





Im bevorzugten Anwendungsbereich sind Geschwindigkeitsgewinne gegen

uber
nicht	optimierten Programmvarianten um bis zu ca ! zu erwarten Solch
hohe Gewinne sind aber eher untypisch da sie eine hohe Redundanz im ur	
spr

unglichen Programm voraussetzen Unter ung

unstigen Bedingungen kann
es aber auch zu betr

achtlichen Einbuen bei Geschwindigkeit von Program	
men geben Wenn es dar

uberhinaus zum Spilling kommt wird die Anzahl der
Speicherzugri
e uU sogar noch vergr

oert Bei der Anwendung der Optimie	
rungen sollte die empfohlene Anwendungsumgebung vorliegen F

ur RLE nden
sich in typischen DSP	Programmen Anwendungsgelegenheiten f

ur RSE hinge	
gen allerdings seltener Die Wirkung von RLE und RSE kann sich zusammen
gegen

uber der Einzelanwendung verst

arken Der Kosten des Schleifenprologs
von RLERP amortisieren sich bereits nach wenigen Iterationen Eine Anzahl
verschiedener Arrays in einer Schleife stellen f

ur die Optimierung kein Problem
dar solange die Anzahl von Register	Pipelines nicht zu gro wird Dann kann
es zur Knappheit an Register kommen Allerdings ist bei

ublichen Anwendun	
gen nicht damit zu rechnen da derart viele redundante Zugri
e auftreten die
durch RP zu behandeln sind F

ur einen TI C sollte eine Register	Pipeline
in der einfachen Version nicht mehr als zehn Stufen haben Empfehlenswert
bis zu f

unf Stufen Die untersuchten Optimierungsverfahren beeinussen an	
dere Optimierungen wie zB Software	Pipelining und Zuweisungsverfahren f

ur
Adreregister Es gibt Wechselwirkungen die es im Einzelfall schwer machen
den Erfolg einer Optimierung zu prognostizieren




ur die verwendete Zie	
larchitektur und den verwendeten Compiler Eine

Ubertragung der Ergebnisse







Anderungen des Systems quantitative

Anderungen hervorbringen
Die Wirksamkeit der Redundanzeliminationsverfahren beruht im wesentlichen
darauf da Registerzugri
e schneller sind als Speicherzugri
e und da hinrei	
chend viele allgemeine Register zur Verf

ugung stehen Ist das nicht der Fall so
kann sich das Anwendungsfeld der Optimierungen stark verschieben
Kapitel 
Konklusionen und Ausblick
Viele Probleme sind bei der

Ubersetzung hochsprachiger Programme in einen
Maschinen	Code f

ur DSP zu bew

altigen Erschwert wird diese Aufgabe durch
die hohen Anforderungen an DSP	Anwendungen bzgl Geschwindigkeit und
Speicherplatzbedarf und durch Eigenarten typischer DSP	Architekturen Zur
Bew






alich da die Optimierung

von Hand  zB durch As	
semblerprogrammierung  aufwendig teuer und fehleranf

allig ist






ahiger Array	Datenuanalysen und darauf basierender
Optimierungstechniken zur Redundanzverminderung von Speicherzugri
en bei
DSP als Zielarchitektur Vorrangig handelt es sich um Techniken zur Erken	
nung und Vermeidung von redundanten Array	Load	 und Store	Operationen
die sich

uber mehrere Iterationen einer Schleife erstrecken Als Res

umee dieser
Diplomarbeit lassen sich die einleitend gestellten Fragen so beantworten
Welche Datenabh





ur skalare Variable sind eine Reihe verschiedener Datenuanalysen entwickelt





oren Am weitesten verbreitet  da grundlegend  sind iterative
Fixpunkt	Verfahren die ein Programm durch Transferfunktionen und Eigen	
schaften eines Programms durch Datenuverb

ande modellieren Auf diesem
















Welche Anforderungen werden an Datenuanalysen f

ur Array Elemente ge 







ur Array	Elemente stehen vor der Schwierigkeit da die
eindeutige Zuordnung zwischen der textuellen Bezeichnung einer Variablen und




 Konklusionen und Ausblick  
geeignete Datenuanalysen die Indexfunktionen der Array	Referenzen in die
Analyse einbeziehen Werden zwei Array	Referenzen zusammen mit ihren In	







die Indexfunktionen algebraisch nicht handhabbare Beziehungen untereinan	
der entwickeln Werden die zu untersuchenden Programmfragmente derart ein	
geschr

ankt da die darin vorkommenden Indexfunktionen ausschlielich af	
ne Funktionen sind so die Entscheidbarkeit gew

ahrleistet Ohne die Ein	
schr






keiten zwischen Array	Elementen nur approximativ bestimmt werden
Welche Array Datenuanalysen stehen zur Verf

ugung und wodurch unterschei 
den sie sich
Array	Datenuanalysen die in der Lage sind Datenabh

angigkeiten zwischen
einzelnen Array	Elementen zu bestimmen lassen sich grob in zwei Kategori	
en einteilen speicherbasierte und wertebasierte Analysen Ihr Unterschied liegt







ur das Vorliegen einer speicherbasierten Datenabh

angigkeit aus	
reicht da ein Datenobjekt mehrfach referenziert wird mu bei einer werte	
basierten Abh













Von den existierenden Array	Datenuanalysen haben sich die wertebasierten
Verfahren als geeignet f

ur DSP herausgestellt Speicherbasierte Datenabh

angig	
keitsanalysen sind zur Unterst

utzung von Optimierungen bei ILP	Prozessoren










die vorgestellten Array	Datenuanalysen lassen sich sowohl redundante Load	
als auch Store	Operationen erkennen F

ur ane Indexfunktionen der Array	
Referenzen stehen Analysen zur Verf

ugung die sehr ezient arbeiten und da	










ahrend ein weniger pr

azises Verfahren  	Technik nur










azision auch partiell redundante Array	
Zugri







ankte Problem zu erzeugen hat sich als nicht gerechtfertigt herausge	
stellt Viel wichtiger sind Array	Datenuanalysen die in der Lage sind auch
mit nicht	anen Ausdr

ucken in Indexfunktionen und Verzweigungsbedingun	





oglichen werden vorgestellt Es erweist sich da das ungenauere
der beiden DSA	Verfahren aufgrund seiner wesentlich reichhaltigeren M

oglich	
keiten zur Parametrisierung mehr Informationen liefern kann die bei verschiede	
nen Optimierungen gebraucht werden als das genauere Lazy	Verfahren welches
nur einige wenige Optimierungen unterst

utzt
  Konklusionen und Ausblick




Zur Beschleunigung der Programmausf

uhrung ist es sinnvoll redundante Spei	
cherzugri
e insb Array	Zugri
e in Schleifen zu entfernen Ein Array	Zugri

kann nicht nur deshalb redundant sein weil ein weiterer Zugri
 auf das Array	
Element in der gleichen Iteration erfolgt sondern es k

onnen durchaus mehrere
Iterationen zwischen den beiden Zugri
en liegen Geeignete Optimierungstech	
niken entfernen sowohl redundante Array	Load	 als auch Store	Operationen
Redundante Store	Operationen k

onnen ersatzlos gestrichen werden w

ahrend
die Entfernung redundanter Load	Operationen einen Ersatz durch Registerko	
pier	Operationen ben

otigt Die Redundant	Load	Elimination und die Redun	




den Basisversion verbesserte Optimierungsverfahren kommen auch mit partiel	
len Redundanzen klar und erreichen eine Optimalit

at hinsichtlich einiger Kri	
terien Liegen bei einem redundanten Load mehrere Iterationen zwischen den
beiden betre
enden Array	Referenzen so kann Register	Pipelining zum Ein	
satz kommen Dabei werdenWerte von der Stelle des ersten nicht	redundanten
Array	Zugri
s bis zur redundanten Wiederverwendung in Registern transpor	
tiert um so auf den erneuten Speicherzugri






onnen die Besonderheiten der Prozessorarchitektur von DSP zur Unterst

utz 





oere Anzahl an Iterationen betrieben





angen sehr gro Aus der Beobachtung da es sich bei einer Register	
Pipeline prinzipiell um eine Queue handelt an deren einem Ende Werte hinein	
geschoben und am anderen Ende entnommen werden entsteht ein Ansatz zur
Realisierung als Ringbu
er unter Verwendung DSP	typischer zirkularer Post	
Inkrement	Adressierungsarten Wird die AGU f

ur die Adressierung einer Queue
im On	Chip	RAM genutzt so werden zwar beim Register	Pipelining keine Spei	
cherzugri












der Version ohne Unterst

utzung durch AGU und On	Chip	RAM Geschwindig	
keitsvorteile erzielt werden
Welche Vor  und Nachteile ergeben sich aus der Anwendung einer Speicherzu 
grisoptimierung
Die Vorteile der vorgestellten Speicherzugri
soptimierungen liegen in der Be	
schleunigung der Programmausf

uhrung durch die Verminderung der Anzahl
der Speicherzugri
e Weiterhin kann durch die geringere Nutzung der Speicher	




ekte auswirken die durch Wechselwirkungen mit anderen Optimierun	
gen entstehen insb Software	Pipelining und Verfahren zur Nutzung der AGU
bei Array	Zugri
en in Schleifen Die Nachteile bestehen in der Verhinderung
oder Behinderung der genannten Optimierungen und






uber nicht	optimierten Programmversionen Die untersuchten
 Konklusionen und Ausblick  
Speicherzugri
soptimierungen behindern die genannten Optimierungen nicht
grunds





alle konnten zT in die	
ser Arbeit identiziert werden so da beim Einsatz der Optimierungen darauf
R






agung des Registersatzes eines DSP mit dem Erfolg bzw
der Anwendbarkeit einer Optimierung zusammen
Einige der vorgestellten Optimierungen vornehmlich die Basisversionen der




ur DSP mit groen ho	
mogenen Registers

atzen Bei DSP mit heterogenen Registers

atzen sind RLE
und RP wegen ihres Registerbedarfs h










ur sich beansprucht Damit
kann RSE auch bei heterogenen Registers

atzen erfolgreich eingesetzt werden
Die RP	Version mit Hardware	Unterst

utzung durch AGU und On	Chip	RAM
ist dagegen von der Auspr

agung des Registersatzes unabh

angig
Welche weiteren Optimierungen k






soptimierungen hinaus werden Bereiche der Registeral	







ur Probleme bei der Registerallokation f

ur Array	
Elemente werden durch Array	Datenuanalysen er

o
net ebenso wie die Un	
terst





ur eine spezielle Klasse von Schleifen die in typischen DSP	
Applikationen sehr h

aug vorzunden ist ist die Inkrementalisierung von Ag	
gregate Array Computations F

ur die Optimierung die asymptotische Verbes	
serungen erlaubt wird eine eigene Analyse ben

otigt
Insgesamt hat sich erwiesen da der erh

ohte Aufwand zur Array	Datenu	
analyse und Optimierung bei DSP als Zielarchitektur gerechtfertigt ist Den
strengen Anforderungen an DSP	Applikationen kann durch Speicherzugri
sop	
timierungen die in besonderer Weise auf Hardware	Merkmale von DSP einge	
hen und den speziellen Eigenschaften von Signalverarbeitungsalgorithmen ent	
gegenkommen erfolgreich begegnet werden
Ausblick





angigkeiten Die Analyse w






Anti	 Ausgabe	 und Eingabe	Abh








onnten verbessert werden Von groem Nutzen w

are
die Erweiterung der DSA	Analyse um ein besseres Verfahren zur Behandlung
nicht	aner Indexfunktionen Bislang ist die Approximation

auerst grob so
da an dieser Stelle noch ein groes Potential zu Verbesserungen besteht





ufen welche weiteren Optimierungen durch die in dieser
Arbeit vorgestellten Array	Datenuanalysen erm

oglicht werden Zum einen
k

onnte es interessant sein bekannte skalare Optimierungen um die M

oglichkeit
zur Behandlung von Array	Elementen zu verallgemeinern Zum anderen besteht
Bedarf an der Untersuchung ob Gelegenheiten zu neuen Optimierungen durch
die Array	Datenuinformation gescha





atzen bietet sich ein groes Bet

atigungsfeld denn eini	
ge der untersuchten Optimierungen f

uhren zu nachteiligen Auswirkungen bei
solchen Zielarchitekturen
Weitere Arbeit an Optimierungen der Speicherzugri
e auf mehrdimensionale
Arrays in Loop Nests k

onnte lohnenswert sein Die bisherigen Optimierungs	
verfahren arbeiten bei Abh

angigkeiten von mehreren Induktionsvariablen unbe	
friedigend da sehr schnell eine hohe Komplexit

at erreicht wird ohne dabei wirk	
lich

uberzeugende Verbesserungen zu erzielen Evtl gibt es einfachere Verfah	
ren die dennoch leistungsf

ahig sind Bislang ausgespart wurden M

oglichkeiten
zur Nutzung sehr groer Registers







net sich durch dieses Hardware	Merkmal eine Gelegenheit
zu neuen Optimierungen F

ur den Fall da DSP zuk

unftig mit Daten	Caches
ausgestattet sein sollten bekommen Schleifentransformationen eine hohe Be	
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at der recherchierten Analysen und Code	Optimierungen
drei Tools entwickelt worden deren Einsatz in Verbindung mit dem LANCE	
Compiler m

oglich ist Im einzelnen handelt es sich dabei um Implementationen
der Redundant Load Elimination und der Redundant Store Elimination nach
 die in Kapitel  ausf

uhrlich beschrieben werden Beide Programme lesen
Programme in LANCE	IR ein und schreiben sie in gleicher Darstellung wie	
der zur

uck Weiterhin entstand ein Tool zur Konvertierung der LANCE High
Level	IR zur

uck in C	Code Damit wird Einsatz anderer Compiler als LANCE
nach der Optimierung durch og Tools erm

oglicht
Die beiden Optimierungstools sind sowohl von der Kommandozeile als auch aus
der graphischen Benutzerober

ache des LANCE zu bedienen Sie passen sich
dem in  beschriebenen Standard zur Erweiterung von LANCE an und weisen
dabei keine Besonderheiten auf
A  Redundant Load Elimination
Das Tool zur Redundant Load Elimination erm

oglicht das Erkennen und Elimi	
nieren redundanter Ladezugri
e auf Array	Elemente Dabei werden die in 
gezeigten Optimierungen durchgef

uhrt sowie eine Verallgemeinerung in Form
einer sehr einfachen Registerpipeline Die in  beschriebene Registerpipeline
basiert auf einer der Bestimmung einer Priorit

at zur Zuweisung eines Regi	
sters an eine Variable mit einer gegeben Lebensdauer in einem integrierten
Registerinterferenzgraphen Da w

ahrend der implementierten Optimierung die
architekturunabh

angig ist noch keine Registerallokation stattndet kann jenes
Verfahren auch noch nicht zum Einsatz kommen Daher wird eine Registerpipe	
line mit einen Satz skalarer tempor

arer Variablen realisiert Die Entscheidung

A  Redundant Load Elimination 
dar

uber welche Variablen in welchen Register zu halten sind obliegt nachfol	
genden Phasen der Registerallokation und Codegenerierung
A Voraussetzungen und Einschr

ankungen
Zum erfolgreichen Aunden von optimierbaren Schleifen ist es notwendig da
diese strukturiert sind und ein Iterationsintervall     UB mit einer festen
oberen Grenze UB haben Insbesondere ist die f

ur C	Programme etwas un

ubli	
che untere Iterationsgrenze von   zu beachten Ansonsten gelten die in Kapi	
tel  erw

ahnten Voraussetzungen Die Behandlung von geschachtelten Schlei	
fen  und damit auch von mehrdimensionalen Arrays  ist nicht implemen	




unftige Erweiterung um diese
M

oglichkeit vorbereitet Die Einschr

ankung auf einfache Schleifen und Arrays
ist vor dem Hintergrund beschr

ankter zeitlicher Ressourcen bei der Implemen	
tierung der Optimierungen vertretbar zumal die Leistungsf

ahigkeit des Ver	
fahrens bei mehrdimensionalen Arrays auf die Erkennung von Abh

angigkei	
ten in je einer Dimension beschr

ankt ist Das Tools arbeitet auf der LANCE	







andig erhalten sein Somit sollte bei
der Konguration des C	Frontends darauf geachtet werden da die Optionen
IR split conditionals IR split forloop und IR split index deaktiviert
sind
A  Bedienung
Obwohl eine Bedienung von der Kommandozeile aus m

oglich ist empehlt sich
die Verwendung der graphischen Benutzerober

ache Der Aufruf des Tools aus
der Kommandozeile erfolgt mit
rlelim  LANCE OS  verbose	!
 filenamec
Der optionale Kommandozeilenparameter verbose bestimmt dabei ob Infor	
mationen zur gerade durchgef

uhrten Verarbeitung ausgegeben werden sollen  
oder nicht  Im wesentlichen handelt es bei diesen Ausgaben um Informatio	
nen zum Wert der jedem Knoten des Schleifenkontrollugraphen zugeordneten
Verbandselemente sowie um erkannte Kandidaten zur Elimination Da es sich
also im wesentlichen um Informationen zur Unterst

utzung der Wartung der
Software handelt ist es im

normalen Betrieb nicht ratsam die Ausgabefunk	
tion zu aktivieren F

ur filenamec ist der Dateiname eines zuvor in die
LANCE High	Level	IR transformierten Programmes einzusetzen
Bei Verwendung der graphischen Ober

ache kann durch einfaches Anklicken des
rl elim	Buttons das zugeh

orige Tool gestartet werden Wie

ublich erscheinen im




uber die Anzahl der
 Dokumentation der Implementation
durchgef

uhrten Optimierungen dagegen im IR	Fenster die neue optimierte
Darstellung des zuvor geladenen Programms
A Konguration
Das RLE	Tool kann durch zwei Kongurationsparameter in seiner Funktion
beeinut werden Es sind der Integer	Parameter RLE iteration limit der
die maximal zul

assige Iterationstiefe von zu behandelnden Datenabh

angigkei	
ten festlegt und der Integer	Parameter RLE temporaries limit der die ma	
ximale Anzahl tempor

arer Variablen zur Zwischenspeicherung von Arrayele	
menten zwischen den Punkten der Denition und des Gebrauchs bestimmt
Durch Variation von RLE iteration limit kann auf die Anzahl der Iteratio	
nen Einu genommen werden

uber die Zwischenwerte tempor

ar gespeichert




anger als durch diesen Wert vorgege	
ben wird eine m

ogliche Optimierung unterlassen Indirekt wird dadurch auch
die Gesamtanzahl erzeugter tempor

arer Variablen in einem Schleifenk

orper
beeinut Direkten Einu auf diese Anzahl l

at sich durch Ver

andern von
RLE temporaries limit aus

uben Bei Erreichen dieser Grenze werden alle wei	
teren m

oglichen Optimierungen nicht mehr durchgef

uhrt
Beide Kongurationsparameter benden sich in der Datei RLEcfg und k

onnen
dort von Hand ver












net werden dort bendet sich hin	
ter dem Eintrag Redundant Load Elimination ein entsprechendes Fenster zur
Voreinstellung der beiden Werte
A Aufbau und Struktur der Implementation
Das RLE	Tool ist modular aufgebaut dh einzelne in ihrer Aufgabe zusam	
menh

angende Teile sind in einzelnen Dateien teilweise in eigenen Klassen





uhrt dort benden sich auch die Denitionen global
ben

otigter Variablen und die main	Funktion siehe Abb A 
Die einzelnen Module haben dabei folgende Aufgaben
rlelim Hauptmodul Laden und Speichern der Datei globale
Variablen denieren
prepass Herausziehen und Vereinzeln von Arrayzugri
en aus
einzelnen Anweisungen so da pro Anweisung maximal
ein Arrayzugri
 stattndet
findloop Durchsuchen einer Anweisungsfolge nach zur Optimierung
geeigneten Schleifen Erzeugen einer Datenstruktur zum
Speichern der zur Schleife gefundenen Information
FLCFG Konstruktion des Vorw

arts	Schleifenkontrollugraphen
A  Redundant Load Elimination 
rl-elim
prepass findloop FLCFG FDFA rl-opt
LoopInfo NodeInfo
MustDF_lattice
Abbildung A  Wesentliche Verbindungen einzelner Programm	Module der
Redundant Load Elimination






rlopt Auswertung der Analyseergebnisse und Elimination
redundanter Array	Ladezugri
e
LoopInfo Klasse zum Zwischenspeichern von relevanten
Schleifeninformationen
NodeInfo Klasse zum Speichern von an die Knoten des LCFG
gebundenen Informationen





verwendeten Verbandes mit seinen Operationen
Das Modul prepass sorgt daf

ur da pro Anweisung maximal eine Array	
Referenz erfolgt Damit kann auf Listen	Datenstrukturen zur Verwaltung der
Referenzen in den Knoten des LCFG verzichtet werden ohne da die Lei	
stungsf












onnen leicht in nachfolgend durch	
zuf

uhrenden Copy Propagation  und Dead Variable Elimination	L

aufen wieder




ahrend die meisten Module in

konventioneller Weise dh imperativ pro	

















Abbildung A Zeitliche Abfolge der Bearbeitung w

ahrend der Redundant Load
Elimination und Zugeh

origkeit zu den Programm	Modulen
grammiert wurden macht die insbesondere die Umsetzung der bei der Daten	
uanalyse verwendeten Verb

ande Gebrauch von den M

oglichkeiten der objek	




friend ostream" operator ostream" MustDFlattice
friend int operator MustDFlattice MustDFlattice















Intern  und nach auen nicht sichtbar  gibt es die Attribute range und value
die die Gr

oe des linearen Verbandes bzw den Wert des aktuellen Elements re	
pr

asentieren Zur Erzeugung eines Verbandsobjektes dienen die Konstruktoren
MustDF lattice  und MustDF lattice int W

ahrend ersterer einen Ver	




ater mit set range int noch festgelegt werden
mu kann diese Information dem zweiten Konstruktor gleich mitgegeben wer	
den Die Festlegung auf einen aktuellen Wert erfolgt mit set value int oder
allgemeiner f

ur die Elemente 	 und  mit set top  und set bottom  Ent	
sprechend kann auf Gleichheit mit 	 und  mittels is top  und is bottom 
getestet werden Die in der Datenuanalyse ben

otigten Operationen min und
max auf Verbandselementen werden durch in Standardbibliotheken vorhandene
Funktionen realisiert die durch die Denition eines Vergleichs	Operators  auf
MustDF lattice zug

anglich werden Analog gibt es einen  Operator Ent	
sprechende Erweiterungen des ostream stehen zur typsicheren Ausgabe bereit
A Compilierung und Installation
Die Erzeugung des lau


ahigen Programms aus den Quelltexten wird durch
ein Makefile gesteuert Nach Aufruf von make steht bei zuvor korrekt instal	
liertem LANCE im BIN	Verzeichnis das rlelim  LANCE OS	Executable zur
Verf








  Dokumentation der Implementation











onnen nach Belieben festgelegt werden
A Redundant Store Elimination
Das Redundant Store Elimination	Tool dient zur Erkennung und Entfernung
von redundanten Array	Schreibzugri
en Es werden die im Kapitel   vorge	
stellten Optimierungen umgesetzt
A  Voraussetzungen und Einschr

ankungen




Das RSE	Tool wird genauso wie das RLE	Tool bedient Die Kommandozeilen	




ur das RSE	Tool gibt es einen Kongurationsparameter RSE iteration limit
Dieser begrenzt erwartungsgem

a die Anzahl der Iterationen bei der Behand	
lung eines  	redundanten Stores Entsprechend kann dar

uber Einu genommen







im Schleifenepilog Bei groen Schleifenk

orpern und groer Iterationsdistanz
zwischen abh

angigen Stores kann der Epilog durchaus einen betr

achtlichen Um	
fang erreichen der die Optimierungen im Schleifenk

orper nicht rechtfertigt
A  Aufbau und Struktur der Implementation
Auch hier gelten obige Ausf

uhrungen analog Statt eines Vorw

arts	Schleifenkon	
trollugraphen und einer Vorw











Datenuanalyse RDFA Das Optimierungsmodul heit nun rsopt
A IRCKonverter   
A  Compilierung und Installation
Die Compilierung erfolgt ebenfalls mittels eines Makefile	Skripts Die LANCE	
Kongurationsdatei lancecfg mu um folgenden Abschnitt erweitert werden
config RSEcfg RedundantStoreElimination
RSEiterationlimit int




Der IR	C	Konverter dient zur Re	Transformation von LANCE	IR	Code in C	
Darstellung Es handelt sich dabei um ein kleines Tool mit Prototypen	Charakter
Zweck dieser Transformation ist es nach Durchf

uhrung von Redundant Load 	
Store Eliminations die M

oglichkeit zu haben das optimierte Programm mit
einem anderen C	Compiler als LANCE f

ur eine beliebige Zielarchitektur zu

ubersetzen Unter Einsatz von Simulatoren oder durch manuelle Codeanalyse
k

onnen die Auswirkungen der Optimierungen untersucht und bewertet werden
A Voraussetzungen und Einschr

ankungen





ur die bisherigen Einsatzf

alle
nicht notwendig einer entsprechenden Erweiterung gegen





Die Bedienung erfolgt ausschlielich aus der Kommandozeile Es gibt keine wei	
teren Parameter als den Namen des zur IR	Erzeugung genutzten C	Files Ein
Aufruf sieht somit wie folgt aus
irc  LANCE OS filenamec
Es werden das im OUTPUT	Verzeichnis liegende IR	File und die Symboltabelle ge	
lesen und im aktuellen Arbeitsverzeichnis wird die Datei filenamecirc
geschrieben Diese Datei kann anschlieend beliebig weiterverarbeitet werden
Anhang B
Literatur zu Alias  und
Pointer Analysen
In vielen bestehenden DSP	Programmen wird ein intensiver Gebrauch von Poin	
tern betrieben Vorrangig werden durch Pointer einzelne Array	Elemente adres	
siert Durch den h

augen Einsatz von Pointer	Arithmetik sind in dieser Weise
erstellte Programme nicht nur f

ur Menschen schwer lesbar sondern auch f

ur op	
timierende Compiler schwer zu analysieren Ein groes Problem bei der Daten	
uanalyse von Pointern besteht darin da zwischen statischen Zeigervariablen
und dynamischen Datenobjekten keine eindeutige Zuordnung bestehen mu So
kann ein Zeiger in C auf beliebige Datenobjekte zeigen mit der Folge da nicht
immer klar ist ob ein Pointer auf ein Objekt zeigt das eventuell auch

uber
einen anderen Pointer zu erreichen ist Aus dieser Unsicherheit heraus vermei	








onnten weitere bislang nicht genutzte





ur eine Recherche im Bereich der Pointer	 und Alias	Analyse
  Burke M Carini PR Choi J	D Hind M
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In Gelertner D Nicolau A Padua D Lecture Notes in Computer
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 Springer	Verlag  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IBM Research Report RC   TJ Watson Research Center New
York  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Optimale Register	Pipeline  
Optimierung         







Parametrisierung     
Partiell redundantes Load  
Partiell redundantes Store  

















Redundant Load Elimination  































































Stabilisierter Zustand    
Startknoten 
Static Single Assignment  










Subscript Update Operation   
SUO   





Tight Loop Nest 
Transferfunktion   
Monotonie 
Transformation 
Umgekehrter LCFG 
Verband  
Bin

arer Verband 
Distributiver Verband 
E
ektive H

ohe 
H

ohe 
Verbesserte Register	Pipeline  
Vernichtende Referenz 
Vernichtende Referenzen  
Versuche  
Vielf

arbung  
  INDEX
Vorg

anger 
Vorw

arts   
Vorw

arts	Analyse 
Vorw

artsproblem   
Wertebasierte Abh

angigkeit   
Worklist	Algorithmus 
Zirkulare Post	Inkrement	Adressierung
 
Zusammenfassungsknoten   
Zyklen 
