Abstract. This paper considers the maximum value of the permanent over the class H(m, n) of n × n Hessenberg, (0, 1)-matrices with m 1's, and shows that among those matrices that attain the maximum value there exists a matrix with a special form. This special form determines the exact value of the maximum permanent on H(m, n) for certain values of m and n.
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First, some notation and terminology are stated consistent with [5] and [1] , which considers the maximum permanent over the class of arbitrary (0, 1)-matrices with a specified number of 0's.
Let M by an m × n matrix. For integers i and j with i ≤ j we let i, j denote the set {i, i + 1, . . . , j}. For subsets α of 1, m and β of 1, n , M [α, β] denotes the submatrix of M whose rows, respectively columns, are indexed by the elements of α, respectively, of β. The complementary submatrix is denoted by M (α, β). When m = n we abbreviate M [α, α] to M [α] , and M (α, α) to M (α).
The square matrix A is partly decomposable if there exist permutation matrices P and Q such that P AQ has the form
B O C D ,
where B and D are square, nonvacuous, matrices. Equivalently, A is partly decomposable if and only if it contains a zero submatrix whose dimensions sum to n. If A is not partly decomposable, then A is fully indecomposable.
If the square (0, 1)-matrix A has a transversal, then there exist permutation matrices P and Q, and a positive integer b such that P AQ has the form: For a Hessenberg (0, 1)-matrix A, an interchangeable column pair of A is a pair of entries (k, l) and (k − 1, l) with k > l such that a kl = 1 and a k−1,l = 0. An interchangeable row pair of A is a pair of entries (k, l) and (k, l + 1) with k > l such that a kl = 1 and a k,l+1 = 0. Note that a Hessenberg (0, 1)-matrix is staircased if and only if it has no interchangeable row pairs and no interchangeable column pairs.
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Lemma 2.3 (The Bubbling Exchange Rule). Let A be an n × n fully indecomposable, Hessenberg (0, 1)-matrix that has an interchangeable column pair, and let (k, l) and (k − 1, l) be the interchangeable column pair of A with l largest. Let B be the matrix obtained from A by interchanging the 1 in position (k, l) with the 0 in position
An analogous result holds for interchangeable row pairs. If A has an interchangeable row pair, and if (k, l), (k, l + 1) is an interchangeable row pair of A with k smallest, the matrix B obtained from A by switching the 1 in position (k, l) with the 0 in position (k, l + 1) satisfies per B ≥ per A. By the Bubbling Exchange Rule we mean either that in Lemma 2.3 or its analog for interchangeable row pairs.
Repeated application of Lemma 2.3 yields the following theorem. . Then there exists a matrix A ∈ H(m, n) with permanent P (m, n) such that A has the form (1.2), where each A i is a fully indecomposable, staircased Hessenberg matrix.
In developing additional exchange rules, bounds will be needed on the permanent of submatrices related to the permanent of the original matrix.
Moreover, Proof. We first prove the inequalities. For the case n = 2,
For n > 2, write A as 
and (by Laplace expansion along the first row of A) we have:
Since A is fully indecomposable and staircased,
Note A(1) has order at least 2 since n > 2, and applying the previously established inequality to A(1) yields per A( 1, 2 ) ≥ We now analyze the cases of equality.
Next suppose per A = 2 per A(1). Then equality holds throughout (2.3). The full indecomposability of
Now suppose per A = (1) . Therefore, by the previous argument, the second and third columns of A agree except in the first entry, as desired.
If a 31 = 0 and columns two and three disagree in only their first entries, then since A is staircased 
Proof. The proof is by induction on n.
Consider the case n = 3, so 1 ≤ s ≤ 2. Since A is staircased, A has the form:
Thus the statement is true for n = 3.
Consider n > 3. The case s = 1 is proved in Lemma 2.5. Consider s ≥ 2.
By Lemma 2.5, (a k,1 , a k+1,2 , . . . , a n,n−k+1 ) for 1 ≤ k ≤ n. The k-th stripe is full (respectively zero) if each entry is nonzero (respectively zero). The width of A, denoted w(A), is the largest k such that the k-th stripe is nonzero.
The Hessenberg (0, 1)-matrix A is called striped provided its superdiagonal is full, w(A) ≥ 2 and its k-th stripe is full for k = 1, 2, . . . , w(A)−1. If in addition its w(A)-th stripe is full, then A is banded.
The s-banded Hessenberg matrix, denoted H n,s , of order n is the n × n (0, 1)-matrix with 1's in the positions (i, j) with 1 − s ≤ j − i ≤ 1, and 0's elsewhere. Note that H n,s is a banded matrix and H n = H n,n .
A matrix is persymmetric if the (i, j)-entry is equal to the (n−j +1, n−i+1)-entry for all i and j. Or equivalently, the matrix is symmetric about the back diagonal. Note H n,s is persymmetric. 
The second stripe of A is (1, 1, 0, 1), while the third stripe is (0, 1, 0). The first stripe is full, and the fourth stripe is zero. 
The matrix B is a striped, but not banded, matrix with w(B) = 3, and D is 2-banded.
A lexicographic order may be introduced on Hessenberg matrices by associating an order to the stripes of the matrix. As above, the k-th stripe of a Hessenberg matrix A may be associated with the vector A k = (a k,1 , a k+1,2 , . . . , a n,n−k+1 ). In this way the entire matrix A may be represented by concatenating the stripes in the following order: A n , A In this way we can order the n×n Hessenberg (0, 1)-matrices, namely, for matrices A and B, B ≥ A if and only if B ≥ A in lexicographic order. This ordering will be used in Lemmas 3.3 and 3.6 and applied in Section 4.
A lemma is needed before proving the first exchange rule. 
where A is of order k, with 1 ≤ k ≤ n − 1, and B is of order n − k. Then
Proof. Note that per C = per A · per B + per C(k, k + 1). Each transversal of C containing the 1 in position (k, k + 1) contains exactly one entry from D. Thus as C is staircased First consider the case that s ≤ p. Since C is staircased and
By Lemma 2.2,
Also by Lemma 2.2,
is fully indecomposable and staircased, the leftmost inequality in Corollary 2.6 implies
as desired.
Now consider the case when s > p and s + p − 2 < n. As before
Write C[ p + 1, n ] in the form: where
,s−p follows from the fact that C is staircased and the structure of the stripes of C. As such, by Lemma 3.2,
Note that
and since the last two rows of H s−1,p−1 − E s−2,s−p are equal, Laplace expansion of the permanent along the last column yields
Combining (3.5) and (3.6) yields
Finally, the case s > p and s + p − 2 = n is handled like the previous case by defining the vacuous matrix C[ s + p − 1, n ] to have permanent 1. 
Here n = 13, p = 5, and s = 7. In this case s > p, and the following matrices appear: Proof. The proof is by induction on q. The case q = 1 is handled by Lemma 3.3. Assume q ≥ 2, and proceed by induction.
Since q ≥ 2, the first columns of A and B are identical. Let t be the largest index such that a t,1 = 1. Then Hence it suffices to show that for i ≤ t
satisfy the induction hypothesis, and therefore per Many of the exchange rules consider the upper-left entries of a given stripe, but the nature of the permanent allows for similar statements about the corresponding lower-right, persymmetric, entries of the same stripe. Note both Lemmas 3.3 and 3.6 have persymmetric analogs. By the Stripe Exchange Rule, we mean either Lemma 3.6 or its persymmetric analog. Both lemmas will be needed in Section 4.
Note that in Lemma 3.6 the lexicographic order has again been decreased, B < A, as the exchange moves a 1 from the p-th stripe to the (p − 1)-th stripe. This is also the case with Lemma 2.3. Thus each of the exchange operations decreases the lexicographic order of the matrix. This decrease will be exploited in Section 4. 
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The previous two lemmas dealt with exchanging entries within fully indecomposable components in order to possibly increase the permanent. The following lemma is an exchange rule for combining two fully indecomposable components into a single fully indecomposable matrix.
Lemma 3.8 (The Two-Large-Leg Exchange Rule). Let A and B be fully indecomposable, staircased Hessenberg (0, 1)-matrices of orders n A and n B , respectively, with n A , n B ≥ 6. Assume that A has k 1's in its last row, B has l 1's in its first column, k < n A , and l < n B .
and
where E nA,1 is n A × n B and E 1,nA is n B × n A , and set m = min {k, l}.
Proof. Note that by Lemma 2.2,
so by Laplace expansion along the first row or column
for n A ≥ 4. Next suppose n A − k > 1. Since A is fully indecomposable and staircased, the persymmetric analog of Corollary 2.6 implies
per A, and thus
Similarly,
It follows that for all k and l
since k, l ≥ m and m ≥ 5.
As A and B are fully indecomposable and staircased, then by Lemma 2.5 . Again, C has at least one fewer entries equal to 1 than A ⊕ B, and placing an additional 1 in C will not decrease the permanent. If the permanent increases, then a contradiction arises. If the permanent remains the same, then there exists a permanent maximizer with the given property. In either case the statement holds. A similar result holds for a s+t+1,t+1 = 1 and a s+i,i = 0 for t + 2 ≤ i ≤ n − s.
Lemma 3.12 will be used to show for every m and n there exists a permanent maximizer whose fully indecomposable components are striped and each of whose last stripe has the form (1, 0, . . . , 0) if there is a single 1 on the last stripe, the form (1, 0, . . . , 0, 1) if there are two 1's on the last stripe, and for more than two 1's on the final stripe the lemma shows that there exists a permanent maximizer with a s+1,1 = a n,n−s = 1.
Application of Exchange Rules. Theorem 2.4 asserts that for each m and
n there exists a permanent maximizer whose fully indecomposable components are staircased, Hessenberg matrices. By Lemma 2.2 the first and second stripes of each fully indecomposable component are full. Combining these results with Lemmas 3.3 and 3.6 yields a further refinement on the structure of these fully indecomposable components.
This refinement further narrows the number of matrices that need to be considered when trying to compute P (m, n). In some cases this refinement will allow the quantity P (m, n) to be computed exactly. Examples of this are in the following section. The following theorem extends the results of [5] by showing the existence of a permanent maximizer in H(m, n) for n ≤ m ≤ nnz H n with a more refined structure than that found in [5] . This new structure will allow P (m, n) to be directly computed for a wide range of values of m. 
Proof. Take A ∈ H(m, n) with per A = P (m, n).
The proof is separated into six claims. Thus the theorem is proved.
Claim 5: There exists a permanent maximizer for which its fully indecomposable, striped components satisfy |w(
As mentioned before, this shows that in the search for a permanent maximizer and an exact value for P (m, n), one need only consider a subclass of H(m, n) whose matrices have the form of (4.1).
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Proof. By Lemma 2.2
As s > n 2 , each of the submatrices is a fully indecomposable, full Hessenberg matrix. Thus Proof. By the hypothesis there exists a fully indecomposable permanent maximizer. Applying Lemma 4.1 such a maximizer may be taken to be striped. It then suffices to consider the s-th stripe and the final k 1's. By Lemma 5.1 each 1 may be considered separately. By Lemmas 5.2 and 5.3 the (s, 1) and (n, n − s + 1) yield a larger contribution to the permanent, and the remaining k − 2 entries may be placed arbitrarily amongst the remaining entries of the s-th stripe.
Thus there exists a permanent maximizer of the given form. Section 4 and Theorem 5.4 provide enough structure for a special permanent maximizer that for certain m and n, P (m, n) can be computed directly. The remainder of this section provides specific values for P (m, n) for certain m and n, and thereby extends the results in [5] .
Proof. Items (a), (b) and (c) follow from Corollary 4.3 and Lemma 3.12. For (b),
For (c), 
6. Further Results. Section 4 showed for each m and n there is a permanent maximizer of H(m, n) each of whose fully indecomposable components is striped. This section provides bounds on per H n,s for large and small s. The second bound relies on a connection with the s-Generalized Fibonacci Numbers. These bounds show how P (m, n) grows as a function of m. We first consider the case where s is large relative to n, and a lower bound on per H n,s is developed.
A directed graph, or digraph, D consists of a set V of vertices, a set E of edges, and a mapping associating to each edge e ∈ E an ordered pair (x, y) of vertices called the endpoints of e. The vertex x in the ordered pair (x, y) is called the tail of e while y is called the head of e.
A cycle in a digraph D is a collection of edges
where the x i 's are distinct. A loop is a cycle of the form (x 0 , x 0 ). Two cycles, where DCU is the set of disjoint cycle unions of the digraph of C.
Proof.
det C = τ ∈Sn sgn(τ )a 1τ (1) a 2τ (2) . . . a nτ (n) , but only those τ corresponding to a DCU of the digraph of C will have nonzero contribution, and in those cases wt (τ ) = sgn(τ )a 1τ (1) a 2τ (2) . . . a nτ (n) . Therefore,
Before stating the first result of this section an identity concerning the computation of the permanent for Hessenberg matrices is needed (see [2] ). Thus by Lemma 6.4 every permanent maximizer in H(m, n) must be fully indecomposable.
Note that Theorem 6.5 gives a lower bound on the number of nonzero entries for which the permanent maximizer is guaranteed to be fully indecomposable, but Corollary 4.3 provides a better lower bound.
Example 6.6. Consider H(58, 12) and a permanent maximizer A ∈ H(58, 12) with w(A) = 5 and per A = P (58, 12). As s ≥ log 2 12 = 3.58, per H 12,4 > 2 10 , and so per A > 2 10 and A is fully indecomposable.
We now consider an upper bound on per H n,s found by exploiting a connection with the s-Generalized Fibonacci Numbers (see [3] ).
Let s and n be positive integers with n ≥ s, s ≥ 2, and let H n,s be the n × n s-banded Hessenberg (0, 1)-matrix. Let {F n,s } be the sequence defined by For a fixed s, F 1,s , F 2,s , F 3,s , . . . , F n,s , . . . is a sequence on n referred to as the sgeneralized Fibonacci numbers (see [3] ). Note that for s = 2 the Fibonacci Numbers, f n = f n−1 + f n−2 , are realized. 
