Abstract. Several algorithms rooted in statistical physics, mathematics and machine learning are used to analyze neuroimaging data from patients suffering from epilepsy, with the main goals of localizing the brain region where the seizure originates from and of detecting upcoming seizure activity in order to trigger therapeutic neurostimulation devices. Some of these methods explore the dynamical connections between brain regions, exploiting the high temporal resolution of the electroencephalographic signals recorded at the scalp or directly from the cortical surface or in deeper brain areas. In this paper we describe this specific class of algorithms and their clinical application, by reviewing the state of the art and reporting their application on EEG data from an epileptic patient.
Introduction
Epilepsy is a common brain disorder with various etiologies, affecting roughly 50 million people worldwide. In many cases epileptic seizures can be controlled by antiepileptic drugs, which are nonetheless ineffective in about one third of the patients [1] . For these patients more invasive treatments are available: surgical removal of the epileptogenic region or implantation with a neurostimulation device [2] . Advanced techniques for data analysis can be of great help to optimize the success rate of both therapies, by improving the epileptologists' interpretation of complex electroencephalogram (EEG) signals and by maximizing the correct and timely detection of an upcoming seizure.
Epilepsy involves recurrent seizures which are characterized by an increase in accumulated energy in specific frequency bands and brain regions. The rapid seizure propagation and its unpredictable nature render the localization of the epileptic focus and the study of its propagation a challenging task. In order to gather information about a physiological system, one can measure the temporal evolution of one or more signals which are reflecting its activity. Concerning epilepsy, this has historically been accomplished by the analysis of the EEG recorded from the scalp or from implanted intracranial electrodes (iEEG). The need to quantify the interactions between different brain regions at the same time, when, for example, large areas of the cortex are in synchronous activity, has led to an extensive development and use of multivariate time series techniques. These techniques can be used to detect patterns of interactions between different brain areas and to improve the understanding of the neural information transfer.
Epileptic seizures evolve dynamically thereby modulating local and distributed neuronal networks. Thus, theories and algorithms developed, validated and optimized in the framework of the analysis of dynamic connectivity may provide valuable tools to elucidate the mechanisms underlying epileptic seizures. A crucial question to answer then, is how the epileptiform activity is related to the connectivity of a network of brain regions and how this network topology changes with respect to different states (interictal, preictal, ictal) that occur in the epileptic brain.
In this manuscript we describe how the existent connectivity measures are being applied to EEG recordings for epileptic focus localization and seizure detection.
After a review of the state of the art, we will analyze a benchmark dataset with functional and effective connectivity techniques, introducing some novelties that can be useful to shed light on the spatiotemporal dynamic pattern of seizure origination, spreading and fade-out.
It is worthy to note that recently connectivity in epilepsy is being studied with both functional magnetic resonance imaging (fMRI) alone [3] [4] [5] [6] or coupled to EEG [7] . a e-mail: daniele.marinazzo@gmail.com
State of the art
It has always been clear to the eyes of physicists and mathematicians that the key to understanding epilepsy could be found in the analysis of complex systems and their interactions, and that the various states in which we can observe and record the epileptic brain can leave signatures in the chaotic nature of the data [8] [9] [10] [11] or in their phase space [12] .
Given the fact that brain functioning results from the interaction of many complex systems at different scales, it also became clear that insights in the spatiotemporal dynamics of a brain disorder could result from the investigation of how brain regions, near or even distant, are dynamically connected, and that the paths of information transfer throughout the brain can shed light on its functionality and on its breakdown in disease. Indeed to gain better understanding of which neurophysiological processes are linked to which brain mechanisms, structural connectivity in the brain can be complemented by the investigation of statistical dependencies between brain regions (functional connectivity), or of models aimed to elucidate drive-response relationships (effective connectivity) [13] . As opposed to structural connectivity, where the links between brain regions are established by the presence of anatomical fibers, for dynamical (functional and effective) connectivity we consider every site where the brain activity is recorded as a node in a graph, connecting the nodes when information is transferred between them.
Even before these definitions and distinctions became so clear (and fashionable), novel methodologies to evaluate directed and symmetric connections were applied to the epileptic brain with two main purposes: localization of the epileptogenic region in order to maximize the probability of success of a surgical intervention, and early and automated seizure detection both for diagnostic purposes and in order to optimize the efficiency of neural stimulation techniques. Approaches for directed connectivity are mostly employed for focus localization, whereas symmetrical measures are more used for seizure detection and prediction.
Focus localization
From the point of view of information theory, the epileptogenic region is considered to act as a synchronizing source, namely that part of the brain that initiates a transfer of information to other parts of the brain. Considering the recording sites as nodes of a graph, its localization is thus associated to the individuation of those nodes that, in particular around the onset of the seizure, start to behave abnormally as hubs capable to influence the other nodes. The information content is generally confined to specific frequency bands, that is why methods operating in the frequency domain methods are most commonly used.
In order to detect this behavior, directed connectivity is more informative than its undirected counterpart. As we will discuss more in detail later, directed (effective) connectivity is inferred by looking at how the performance of a predictive model changes when information about the different components of a dynamical system is added or removed from it. Concerning model-based approaches, the Directed Transfer Function (DTF), introduced in [14] as an extension to the frequency domain of Granger causality [15] , was used to infer the source and the direction of propagation of mesial and lateral temporal lobe seizures [16] .
This method has been flanked by other algorithms in view of improving its performance: in [17] the interpretation of DTF results in order to localize the epileptic focus was improved by a single class support vector machine, whereas in [18] the optimal frequency to be investigated by DTF was obtained using wavelets. In order to track the evolution of connectivity over time, adaptive methods have been developed. An extension of DTF, ADTF, and an investigation of different variations of it, are applied in [19] . Another time-varying adaptive method, short-time direct DTF [20] , is used in [21] . This last study proposes a very promising approach, that consists of evaluating connectivity between partially dependent component subspaces of an infomax independent component analysis (ICA, [22] ) model trained on data from different brain states. The cortical regions are selected using a Bayesian algorithm, and then projected back to the cortical surface for visualization. The reason to do this is to eliminate volume-conduction effects and to reduce dimensionality. It would be especially interesting to apply this approach also to scalp data.
Another measure to detect directed connections in the frequency domain, Partial Directed Coherence (PDC), was introduced in [23] . It has been used to identify epileptogenic regions in [24] and [25] . In sect. 3.1 we will present the two methods and the differences between them.
Apart from the studies that focus on frequency domain, some studies have explored connectivity in the time domain. A method based on the analysis of the residual covariance matrix of a multichannel autoregressive model was proposed in [26] . In [27] Granger causality has been used in an animal model to study information transfer between distant regions of interest, in order to assess abnormal brain activity during a spontaneous seizure onset.
A modification of the Granger causality, involving the canonical correlation analysis, was applied to both scalp and intracranial recordings, filtered in a specific band of interest, in [28] . In this case an asymmetry in the connectivity structure was reported, which could reveal the existence of an epileptic focus even in the absence of ongoing seizure activity.
In all the previous studies based on an autoregressive model, the model order has to be chosen according to some criteria. The most popular are the Akaike Information Criterion [29] and the Bayesian Information Criterion [30] .
Other possible choices are the Hannan-Quinn Criterion [31] , or a strategy based on machine learning, namely crossvalidation [32] .
Together with focus localization, the connectivity approach has been used to validate specific hypotheses on the existence of networks that underlie seizures, following the original idea proposed in [33] . In [34] specific graph signatures were associated with different brain states, including epilepsy. In [35] the connectivity matrices obtained by coherence underwent graph theoretical analysis to detect the network architecture associated with seizures.
In [36] the authors hypothesized that the region assumed to generate seizures was a network with variable excitability. Then they considered a simple computational model on two populations in order to quantify functional and effective connectivity measures on them. They first stated that rapid discharges and hyper-excitability between the two populations could be obtained by different model structures such as unidirectional or bidirectional coupling. They also agreed that only nodes with high levels of excitability were worthwhile to be considered as elements of the fast onset activity. So, when one of the two populations presented hyper-excitability then it was believed to be able to generate a fast activity itself. With an example the authors drew the attention to how connectivity (effective in this case) can be interpreted and how the notion of rapid discharges and propagation should be clarified. So an epileptic network can include nodes that are able to generate a rapid discharge and other ones that are driven from the former one to an altered excitability and to the capability of generating discharges themselves.
In [37] the generation of an epileptic seizure out of a network structure was investigated. It was hypothesized that whenever an EEG discharge was present, it was driven by a pattern of brain networks. To support this, a brain network of four regions of interest with some established connections of the same strength were generated. The authors then investigated the differences of varying these connections between the regions of the network versus an introduction of a new brain region in the network, which is characterized by an abnormal activity. In the case of introduction of a region with an abnormal activity, and depending on the connections that they set between each of the regions, there was a rise of focal, primary or secondary generalized seizures. When the connectivity was weakened, an increase in the frequency typical of seizure activity was observed.
Seizure prediction and detection
A connectivity-based approach has also proven useful in improving the early detection or prediction of seizures, with respect to considering the complexity of a signal at a certain time. The general motivation behind the first studies in this sense was that the information gathered studying the complexity of an electroencephalographic time series could be augmented by considering how this complexity is modulated by the interactions with other time series.
In [38] the nonlinear time series analysis was used for early prediction of an impending seizure. The basic idea was the timely identification of transitions of the system from lower to higher complexity and from asynchronous to synchronous activity on longer time scales. The EEG recordings from the epileptogenic region of the brain indicated significant changes in nonlinear dynamics up to several minutes prior to the clinical seizure onset as compared to other recording sites.
Sometimes the volume conduction effects could lead to misleading results in several connectivity measures, in particular those relying mostly on the amplitude of the signal; for this reason, phase coherence, a method quantifying the symmetrical dependencies between oscillating signals, was successfully applied in [39] . In this case this bivariate measure was reported to be more efficient compared to univariate measures in predicting an upcoming seizure. This result is also described and expanded in [40] , and thoroughly validated in [41] . In this last study a validation of 30 univariate and bivariate prediction algorithms found in the literature was conducted, starting from the idea that many prediction algorithms lacked in statistical validation as they did not test the specificity of seizure precursors. Bivariate measures showed high statistical performance with a constant baseline, highlighting pre-ictal states even 240 s before the seizure onset. Univariate methods were statistically significant on a seizure wise basis, with an adaptive baseline, identifying pre-ictal changes from 5 to 30 s before the seizure. The authors concluded that a combination of univariate and bivariate methods comprising both linear and nonlinear approaches provides a promising solution for seizure prediction.
Phase coherence, joint with another synchronization measure, lag synchronization, was also discussed in [42] , where the issue of the variability between patients was raised. Phase synchronization methods remain among the most successfully applied [43] .
A wavelet-based and frequency specific nonlinear similarity index (WNSI) has been applied in [44] on intracranial recordings to predict epileptic seizures. The fact that the EEG data pattern is not modified by the application of a wavelet transform is considered to be an advantage of this measure. This characteristic allows to investigate the nonlinear dynamics of EEG patterns.
In the same direction as [41] , in [45] the predictive power of prediction algorithms was tested against well-established null hypotheses. They concluded that the time surrogates approach outperforms analytic performance estimates under controlled conditions. This is due to the initial construction of seizure prediction surrogates which is not restricted by specificity, sensitivity or performance definitions while analytic performance estimates are constructed as functions of false positive rates.
In [46] we find another example of exploiting the network structure to improve research on early seizure detection. This method combines spectral techniques with matrix theory. From multi-site stereo-EEG (SEEG) recordings in epileptic patients, time windows of the same length were considered and connectivity matrices were built for every second window, in order to describe the time-dependent correlation between channels. For each one of those matrices, the Singular Value Decomposition is computed in order to track the dominant structure of each matrix over time. The main target was to detect changes of those matrices in pre-ictal and ictal cases. The first singular vector, which represents the dominant effect of each matrix, was sought in both pre-ictal and ictal cases. Then the inner product of the calculated mean ictal singular vector and the first singular vector were calculated for each time window. The results showed significant differences with higher inner products of the singular vectors throughout the seizure time and the average ictal vector compared to one calculated throughout the pre-ictal period.
This idea was exploited and optimized in [47] , in which the time course of the maximum singular value of the connectivity matrix obtained by spectral coherence underwent a fast detection procedure which minimized the false positives. This approach introduced one of the key ideas applied in the present study.
It is worthy to note that the measure described in [39] , and applied with more detail in [41] described a decrease of the connection strength during the seizure, while, for example, in [25, 48] epilepsy is described as a more organized state with increased coupling strength. This could indeed be related to the difference between coupling measures based on phase and amplitude. A critical discussion of amplitude versus phase coupling in epilepsy is contained in [49] .
Information theory
An issue that we find particularly relevant is that all these measures could be interpreted in terms of information transfer, allowing an improved mathematical tractability and a generalized framework. This choice is further justified by the fact that Granger causality and its equivalents in the frequency domain do not measure coupling strength but predictive information transfer.
Palus et al. [50] interpreted synchronization as an adjustment in information rate, associating different amounts of exchanged information to the ictal and interictal phase.
The discussion about formulation of DTF in terms of information transfer has been started by Eichler [51] , and extended and generalized to PDC in [52] . Barnett et al. [53] have shown that under the assumption of Gaussian distribution of the variables Granger causality is equivalent to Transfer Entropy (TE), a model-free measure of directed connectivity [54] . This result has been used to optimize Granger causality analysis to infer connectivity in highdimensional datasets, as those encountered in epilepsy analysis, in [55] . Connectivity patterns in the epileptic brain obtained by TE are reported in [56] [57] [58] . It is important at this point to note that there is ample evidence that neural data are not Gaussian distributed (see, for example, the discussion of this topic in [59] ). Even if for neural data the equivalence does not exactly hold (preventing, for example, to measure GC or PDC in bits), we believe that this unified framework can be beneficial both for the computational/methodological part, and for the interpretation of the results, keeping in mind that model free methods such as the entropy based ones ensure indeed more general validity.
An illustrative example
In this section we apply coherence, DTF and PDC to a benchmark dataset, starting from the approach employed in [47] for seizure detection, but also trying to incorporate information on the focus localization, tracking the maximum singular value also on individual rows and columns of the directed connectivity matrices.
We recapitulate the main methods and then present some results.
Methods

Coherence
Coherence is a measure indicating the degree of linear association between two time series in the frequency domain. Given two time series X and Y , coherence is given by
Coherence has been extensively used to detect and quantify the interaction of two time series in the frequency band. However, coherence does not allow inferring directionality of the information transfer and is largely influenced by amplitude effects.
Granger causality
The introduction of directed connectivity measures such as the Granger Causality (GC) [15] in the time domain and its analogues in the frequency domain, Directed Transfer Function (DTF) [14] and Partial Directed Coherence (PDC) [23] represented a great improvement in defining the direction of the influences among time series, and are increasingly being applied to neuroscience.
GC was initially introduced in the field of econometrics. Its key idea lies in the improvement of the performance of a predictive model of a time series given some of its past values when information from the past of another time series is incorporated in it. The original model was a bivariate autoregressive model given by
with A ik being the model parameters and e i the white noise where i, k =1, 2. The Granger causality quickly became a standard tool for inferring directed relationships between time series. However, in its original formulation as a bivariate measure it can lead to erroneous results and false positives especially when the channels are fed from common signal sources. The first approach in the literature for applying the Granger causality in a multivariate case was, proposed by Geweke [60] .
Moreover, the increasing need in analysis of biomedical series, which display evident signatures in rhythms at a given frequency, together with the fact that the use of GC on filtered signals is questionable [61, 62] renders the use of equivalent measures in the frequency domain indispensable.
Directed transfer function
The directed transfer function was formulated in the framework of an autoregressive model (AR) in the frequency domain. It is developed as a measure able to study the interrelation between two signals in relation to all other signals. The AR model is characterized by
where x t =( x 1,t ,x 2,t ,...,x k,t ) is a vector of a k-channel process, e t =( e 1,t ,e 2,t ,...,e k,t ) is a vector of multivariate uncorrelated white noise process, andÂ 1 ,Â 2 ,...,Â p are the k × k matrices of model coefficients. Multiplying both sides of (4) by x T t−s and taking expectation values, gives the coefficientsÂ i . This leads to the following equation:
whereR(s)=E x t ,x T t+s is the covariance matrix for a lag s. In order to investigate the spectral properties between the signals, the Fourier transformation is applied to eq. (4) where the transform functions are of the formX
DTF is usually normalized with respect to the incoming influence so after normalization it takes the form
Consequently, the element H ij (f ) of the matrix H(f ) describes the connection between the j-th input and the i-th output of the system (transmission from channel j → i). When normalization is applied DTF takes values in the interval [0, 1] where a high value indicates a consistent information transfer in the direction j → i and a low value indicates little or no transfer. In the literature different strategies for the normalization of DTF (or no normalization at all) are proposed depending on whether the main interest is in the direction rather than in the ratio of influences [51, 63, 64] .
Even though DTF was initially introduced in [14] as a bivariate measure, there are studies applying it to multivariate systems. In the latter cases the use of DTF can reveal cascade transfers, e.g., for channels a, b, c if a → b → c and in this case DTF also detects propagation from a → c. References [63, 65] propose a modified version of DTF, the directed DTF (dDTF) which was able to detect whether a connection between two nodes is mediated by a third one. The dDTF is a combination of the partial coherence function and of the original definition of DTF, emphasizing only direct connections.
Partial directed coherence
When we have K simultaneously recorded signals, the information transfer can also be computed directly by the Fourier transform of model coefficients of (4) . This leads to the partial directed coherence (PDC) which is defined within the framework of the Granger causality in the frequency domain and is a measure of the interaction of two time series when the effect of the remaining K − 2 time series is removed. It is designed to describe the relationship of multivariate time series based on the decomposition of multivariate coherences computed from multivariate AR models.
The PDC from channel j to channel i is given by
where the superscript H stands for Hermitian transpose andÂ ij is calculated aŝ
The PDC is normalized with respect to the outgoing influences resulting in
The PDC is able to rank the strength of the direct interactions of a channel j to the other channels which are receiving information from j, a fact that renders it a useful tool for the detection of putative information sinks [66] .
Reporting what is clearly explained in [65] , an important difference between DTF and PDC lies in the normalization: DTF is normalized with respect to the structure that receives the signal, while the PDC is normalized with respect to the structure that sends out the signal. Summarizing, we can state that DTF measures influence as the amount of information being transferred between two time series through all (direct and indirect) transfer pathways, relative to the total influence on the target; the PDC measures directed predictive information transfer from the source to the target through the direct transfer pathway only, relative to the total information leaving the source. We note that this dual interpretation highlights advantages and disadvantages of both measures. DTF has a meaningful physical interpretation as it measures predictive information transfer as the amount of signal power transferred from one process to another, but cannot distinguish between direct and indirect influences measured in the frequency domain. Conversely, the PDC clearly reflects the underlying interaction structure as it provides a one-to-one representation of direct causality, but is hardly useful as a quantitative measure because its magnitude quantifies the information flow through the inverse spectral matrix elements (which are not easily interpreted in terms of power spectral density).
Connectivity matrix and Singular value decomposition
A connectivity matrix was built from each data segment and for all different measures. From these connectivity matrices the incoming, outgoing and total information from each node was then extracted. Of course the distinction between incoming and outgoing information is applicable only to directed measures, thus not to coherence.
The computation of inflow and outflow of information from each channel can provide information on which channels can be potential sinks (receiving information from other channels) or sources (sending out information to the other channels) of information.
The rank of the connectivity matrix indicates the number of the linearly independent rows or columns. So, in the cases where the connections between the channels are strengthened, the rank of the matrix drops. In contrast, when RD01  RD02  RD03  RD04  RD05  RD06  RD07  RD08  RD09  RD10  RD11  RD12   TG01 TG02 TG03 TG04 TG05 TG06 TG07 TG08  TG09 TG10 TG11 TG12 TG13 TG14 TG15 TG16  TG17 TG18 TG19 TG20 TG21 TG22 TG23 TG24  TG25 TG26 TG27 TG28 TG29 TG30 TG31 TG32 SG01 SG02 SG03 SG04 SG05 SG06 SG07 SG08 SG09 SG10 SG11 SG12 SG13 SG14 SG15 SG16 the connections are weak the rank increases. Thus, tracking the rank of the connectivity matrices helps to detect the transition to a more organized state in brain activity and thus, gathering relevant information on the dynamics of the seizure onset.
Singular Value Decomposition (SVD) is used to define an m × n matrix A as follows: A = USV * , where U is a m × m unitary matrix whose columns are the eigenvectors of the matrix AA * , S is a m × n matrix with nonzero r diagonal entries, with r representing the rank of A and V a n × n unitary matrix whose columns represent the eigenvectors of the matrix A * A.( * ) in all cases stands for the conjugate transpose. We can characterize the connectivity structure by looking at the maximum of the singular values contained in the matrix S (MSV) as described in [47] . Here, as in [47] we apply this analysis to the coherence, but we extend it also to directed measures (DTF and PDC) with the aim of efficiently mapping functional and effective connectivity both in space and time.
Data
We consider a dataset consisting of scalp and intracranial EEG recordings from a patient with refractory epilepsy containing 5 seizures from the Ghent University Hospital. The intracranial electroencephalographic seizures onsets were marked by the epileptologists (KV and PB). The dataset contained 27 scalp electrodes, 48 cortical subdural electrodes, divided into a 4 × 8 array (TG 1-32) and a 2 × 8 array (SG 1-16), and a depth electrode with 12 contacts (RD 1-12) . Based on the invasive video EEG monitoring the epileptogenic zone was localized within a dyplastic insular lesion on the right side. Following resective surgery the patient is now seizure free for more than 6 months. A scheme with the position of the intracranial electrode is shown in fig. 1 . The sampling frequency of the recorded EEG signals is 256 Hz. We extracted from the EEG series a segment that starts 120 s before the electroencephalographic seizure onset (pre-ictal) and ends 120 s after the end of the seizure (post-ictal).
Since epileptiform focus activity is concentrated in frequency bands which are patient-specific, we first identified this band in order to concentrate our analysis on it. We did this by applying a general linear model to ictal and interictal data filtered in the different bands to find out where the maximal differences were. For the analyzed dataset the chosen band was the Beta-Gamma band ( [12 45 ] Hz). In order to track the modulation of the connectivity in time we computed the connectivity matrix in time windows of 5 s sliding with a step of 1.5 s. The connectivity matrices were computed using spectral coherence as well as two directed measures (DTF and PDC, optimized for evaluating outgoing and incoming information, respectively). For each matrix we evaluated the maximum singular value. As an A B Fig. 2 . Evolution of the maximum singular value σ over time (s). A: Coherence measured over the 27 scalp electrodes. An increase of σ is captured around the intracranial electroencephalographic onset indicating less diversity and more dominant components. B: Coherence measured over the 60 cortical electrodes. A similar pattern with an earlier increase is observed in the scalp electrodes.
innovation with respect to [47] , we obtained this measure not only for the global matrix, but also for the single rows and columns, representing for each channel the outgoing and incoming information, respectively. This allows to gather additional information on the spatiotemporal pattern of the seizure.
Results
We tracked the maximum singular value described above by observing its evolution over time. In order to evaluate the performance of each one of the measures previously introduced, we computed both the total flow for all the nodes and the inflow and outflow for each one of them.
For the 27 scalp electrodes, coherence captured a drop in the maximum singular value before the time marked as intracranial electroencephalographic onset, followed by a sharp increase. The MSV remained high also after the end of the seizure ( fig. 2, top) . High values of the maximum singular value indicate less diversity but stronger components which is in agreement with the concept that during the seizure the brain enters a more organized state. The interpretation of the momentary increase in independence of the nodes resulting in the initial drop in MSV, which could be possibly used for early seizure detection, will require further validation and discussion. For the 60 cortical contacts there is a similar trend compared to the one in the scalp electrodes, with an increased maximum singular value during the electroencephalographic onset. However coherence in case of cortical electrodes proved a bit slower to detect the seizure onset compared to the scalp electrodes, and the MSV returned earlier to baseline values (see fig. 2 , bottom, for an example). For the outgoing information in the scalp electrodes we observed a decrease in the maximum singular value around the onset and immediate increase after the end of it. The drop in the MSV indicates that the nodes are more independent during the onset while they become more correlated immediately after the end of the seizure.
We observed more variation in the source activity measured by DTF for each cortical node. Indicatively, for some contacts there is a clear drop of the MSV at the electroencephalographic onset ( fig. 3, top left) , for others a clear drop after the seizure ( fig. 3, top right) while for others an increase of the MSV after the end of the seizure ( fig. 3, bottom) .
As an illustrative example, in fig. 4 we report the scalp map of the percentage variation of MSV for DTF during seizures with respect to the baseline.
The normalized partial directed coherence is described by the ratio of the outgoing information from a node j to a node i and the total outgoing information from node j. For both scalp and cortical electrodes, PDC calculated sink activity within the interval of the electroencephalographic borders set by the epileptologists. The total incoming information quantified by PDC, shows variability among the 60 cortical contacts. The general trend in the 12 depth contacts is in agreement with results of the total flow, as an increase in the MSV is observed for each one of them ( fig. 5,  top left) . A decrease during the seizure and a raise after it is detected for some of the subdural contacts ( fig. 5 , top right) while a clear peak and then a drop after the end of the electrographic seizure is indicated in others ( fig. 5, bottom) .
In fig. 6 we report the map of the percentage variation of MSV for PDC at the onset of the seizure and 10 s after with respect to the baseline across the intracranial contacts. The maximum percentage variation is reported at one extremity of the depth electrode (RD), confirming the presence of the seizure onset in the deep structures. After 10 s we observed an increase also in the cortical electrodes, indicating spreading seizure activity. A similar pattern is observed for the outgoing connections as measured by the PDC (fig. 7 ), but in this case the pattern is more stable during the seizure. We can interpret this difference in view of a recent result [67] showing that in a hierarchical network the information going out from each node increases with the number of neighbors while the incoming information stays more or less constant.
Moreover, and surprisingly, scalp electrodes are those for which the variation in the connectivity occurs the earliest. Previous studies [68] have reported that the predominance of global synchronization and overall volume conduction induce a great variability of these scalp patterns, but this early modification of the dynamical connectivity could open interesting perspectives for the development of therapeutic measures that may not require invasive recordings and give hints also on the location in space and time of the seizure termination.
Conclusions
We have provided an overview of the methods that explore dynamical connectivity in human EEG recordings to understand the physiological mechanisms underlying epilepsy, and also their application in the detection of the epileptogenic region and prediction of seizure activity. We have shown that, for the analyzed case, some measures that have been previously employed for seizure detection can be also useful for focus localization. Furthermore the employed algorithms are fast enough to allow for real-time application, thus making them amenable to clinical use. This paper presents preliminary results and its purposes do not reach as far as evaluating their diagnostic value. The point we wish to make is that an integrated spatiotemporal approach, as well as a unified framework such as information theory, may represent an optimal strategy for the future of the analysis of epilepsy from a dynamical network perspective.
