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This paper is a continuation of the study by Foias, Jung, Ko, and Pearcy (2007) [4] and
Foias, Jung, Ko, and Pearcy (2008) [5] of rank-one perturbations of diagonalizable normal
operators. In Foias, Jung, Ko, and Pearcy (2007) [4] we showed that there is a large class
of such operators each of which has a nontrivial hyperinvariant subspace, and in Foias,
Jung, Ko, and Pearcy (2008) [5] we proved that the commutant of each of these rank-one
perturbations is abelian. In this paper we show that the operators considered in Foias,
Jung, Ko, and Pearcy (2007) [4] have more structure – namely, that they are decomposable
operators in the sense of Colojoara˘ and Foias (1968) [1].
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a separable, inﬁnite dimensional, complex Hilbert space, and denote by L(H) the algebra of all (bounded,
linear) operators on H. A natural question that arises in the theory of such operators is that of identifying classes of
operators that have spectral properties akin to those of normal operators. (Recall that if N is a normal operator and M is any
Borel subset of the spectrum of N , then there is a commuting idempotent E(M) whose range and kernel are complementary
hyperinvariant subspaces of N .) The best known class of operators in L(H) with spectral properties resembling those of
normal operators is the class of spectral operators deﬁned and developed by N. Dunford and his collaborators (cf., e.g., [3]).
Subsequently other classes of operators with similar, albeit weaker, spectral properties were identiﬁed (see [3]). Among
the latter, the class of decomposable operators is one of the largest. Therefore it is not surprising that, from time to time,
some “concrete” operators have turned out to be decomposable (e.g., [6]). Below we show that this is also the case for the
rank-one perturbations of diagonalizable normal operators studied by the authors in [4] and [5].
2. Preliminaries
The notation and terminology used herein agree almost completely with that of [4] and [5]. But for the readers’ con-
venience, we repeat some of it. For T in L(H), we write {T }′ for the commutant of T and {T }′′ = ({T }′)′ for the double
commutant of T . As usual in what follows, N, R, C, and D will denote the sets of positive integers, real numbers, com-
plex numbers, and complex numbers of modulus less than one, respectively. We now choose an ordered orthonormal basis
{en}n∈N for H which will remain ﬁxed throughout the paper. If Λ = {λn}n∈N is any bounded sequence in C, we write DΛ
for the normal operator in L(H) determined by the equations DΛ(en) = λnen for all n ∈ N. This notation for Λ = {λn}n∈N
and DΛ will also remain ﬁxed throughout, as will the notation Λ′ for the derived set of Λ. By deﬁnition, we shall say that
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and v =∑n∈N βnen in H and a bounded sequence Λ = {λn}n∈N in C such that T is unitarily equivalent to the operator
DΛ + u ⊗ v , where, as usual, u ⊗ v is the operator of rank one deﬁned by (u ⊗ v)(x) = 〈x, v〉u, x ∈ H. The notation {αn}n∈N
and {βn}n∈N for the Fourier coeﬃcients of u and v , respectively, will also remain ﬁxed throughout this paper.
The two main results of [4] are as follows.
Theorem 2.1. Let T = DΛ + u ⊗ v be any rank-one perturbation of a diagonal normal operator such that T /∈ C1H and∑
n∈N(|αn|2/3 + |βn|2/3) < +∞. Then T has a nontrivial hyperinvariant subspace.
To obtain this result we ﬁrst dealt with some easy cases and then established the following.
Theorem 2.2.With the notation as introduced above, suppose T = DΛ + u ⊗ v is such that
(i) the map n → λn of N onto Λ is injective and Λ′ is not a singleton,
(ii) for every n ∈ N, αnβn 
= 0, and
(iii)
∑
n∈N(|αn|2/3 + |βn|2/3) < +∞ (the nontrivial assumption).
Then either
(I) there exists an idempotent F with 0 
= F 
= 1H such that F ∈ {T }′′ , and consequently, T has a complemented n.h.s. (i.e., there exist
n.h.s. M and N of T with M ∩ N = (0) and M + N = H), or
(II) there exist an uncountable set {μ: μ ∈ P } of eigenvalues of T and an associated family {uμ}μ∈P of linearly independent eigen-
vectors (with T uμ = μuμ) such that M =∨μ∈P {uμ} is a n.h.s. for T and H  M is inﬁnite dimensional.
The ideal of compact operators in L(H) will be denoted by K and the Calkin map L(H) → L(H)/K by π . For T in L(H)
we denote by σ(T ) the spectrum of T , by σle(T ) [σre(T )] the left essential [right essential] spectrum of T , and
σe(T ) = σ
(
π(T )
)= σle(T ) ∪ σre(T ), σlre(T ) = σle(T ) ∩ σre(T ).
Moreover, we write, as usual, σp(T ) for the point spectrum of T .
Deﬁnition 2.3. The class (RO) will consist of all operators T = DΛ + u ⊗ v in L(H) for which all coeﬃcients αn and βn
are nonzero, Λ = {λn}n∈N is a one-to-one map of N into C, and Λ′ is not a singleton.
We remark that it follows easily that if T1 = DΛ1 + u1 ⊗ v1 and T2 = DΛ2 + u2 ⊗ v2 belong to (RO) with T1 = T2, then
the sequences Λ1 and Λ2 coincide and u1 ⊗ v1 = u2 ⊗ v2 (see [7, Prop. 1.1]). It is also clear that for all T = DΛ + u ⊗ v ∈
(RO), we have σe(T ) = σlre(T ) = σlre(DΛ) = Λ′ .
One might expect that an arbitrary T in (RO) would satisfy σp(T ) ∪ σp(T ∗) 
= ∅ (and thus trivially have a n.h.s.), but
that this is false has been known (in the case DΛ = D∗Λ) for at least ﬁfty years (cf., e.g., [2]). Perhaps the ﬁrst example of
an operator T ∈ (RO) such that Λ′ has positive planar Lebesgue measure and σp(T ) = ∅ was given by Stampﬂi [9].
Deﬁnition 2.4. Suppose T = DΛ + u ⊗ v ∈ (RO) ⊂ L(H). If σ(T ) = σe(T )(= Λ′), σ (T ) is a (perfect) connected subset of C,
and the sequences {αn}n∈N and {βn}n∈N satisfy∑
n∈N
|αn|2/3 < +∞,
∑
n∈N
|βn|2/3 < +∞, (2.1)
then T will be said to belong to the class (RO)1.
Deﬁnition 2.5. For T = DΛ + u ⊗ v in (RO)1, we deﬁne γn =max{|αn|, |βn|}, n ∈ N, and set
c21 =
∑
n∈N
γ
2/3
n (< +∞). (2.2)
Moreover, for ζ ∈ C and s > 0, we deﬁne the open disc D(ζ, s) by
D(ζ, s) := {λ ∈ C: |λ − ζ | < s},
and, in particular, we set, for every r > 0,
Λr :=
⋃
D
(
λn, γ
2/3
n r
)
, 
r := C\Λr, (2.3)n∈N
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0 :=⋃r>0 
r . Denoting planar Lebesgue measure on C = R2 by m2, we obtain that
m2(Λr)
∑
n∈N
πγ
4/3
n r
2 = πr2
∑
n∈N
γ
4/3
n . (2.4)
Remark 2.6. Note that if T = DΛ + u ⊗ v ∈ (RO)1 and Λ consists – say – of the rational points in (the open unit disc)
D =D(0,1) in C, then σ(T ) = σlre(T ) = D− and m2(σ (T )) = π , so if r is chosen so small that πr2
∑
n∈N γ
4/3
n is very near 0,
then Λr will still be an open covering of Λ, but the subset σ(T ) ∩ 
r will have m2-measure almost π .
Remark 2.7. The underlying idea that enabled the basic constructions of [4] to be carried out is that even though σ(T )∩
r
may be quite large, we were able to deﬁne the appropriate integrations over various simple closed Jordan curves that lie
in 
r (for suitable r > 0), even though entire arcs on such curves may be contained in σ(T ).
Remark 2.8. The case in which T ∈ (RO)1 and σp(T ) ∩ 
0 is uncountable remains mysterious to the authors. We neither
have an example of such a T nor can we prove that this phenomenon is impossible. The most we can say about such
operators (if they exist) is that they satisfy conclusion (II) of Theorem 2.2.
We arrive ﬁnally at the class of operators that below will be shown to be decomposable.
Deﬁnition 2.9. We write (RO)2 for the set of all T = DΛ+u⊗ v ∈ (RO)1 such that σp(T )∩
0 is a countable set, ‖DΛ‖ < 1,
‖T‖ < 1 (harmless normalizations), and
−1< a :=min{Re(λ): λ ∈ σ(T )}< b :=max{Re(λ): λ ∈ σ(T )}< 1. (2.5)
(This last normalization (a < b) is possible since σ(T ) is a perfect set and therefore has positive diameter, and we can
replace T by eiθ T .)
Note that we may also suppose, without loss of generality, that all r > 0 under consideration satisfy r ∈ (0, r0), where
r0 =min
{
1− ‖T‖, (b − a)/(4c21)}. (2.6)
This ensures that for every T ∈ (RO)2 and for r ∈ (0, r0) we have Λr ⊂ D. It follows immediately from the deﬁnition of the
set Λr in (2.3) and the connectedness of σ(T ) = Λ′ that P (σ (T )) = [a,b] and that P (Λr) is a union of open subintervals
of R of total length at most 2r
∑
n∈N γ
2/3
n (= 2rc21), where P is the projection of C = R2 onto R. Therefore
Πr := (a,b)\
[
P
(
Λr ∪
(
σp(T ) ∩ 
0
))]
(2.7)
has (linear, Lebesgue) measure larger than (b − a)(1− rc21) > (b − a)/2 (since σp(T ) ∩ 
0 is a countable (perhaps void) set).
We note that an important and needed property of Πr is that for every s ∈ Πr , the vertical line x = s lies entirely in 
r .
We also will use the facts that the subset Π ′r consisting of all points of Πr with Lebesgue density 1 has the same linear
measure as does Πr , and for each s ∈ Π ′r , there exist monotone sequences {s−n }n∈N and {s+n }n∈N in Π ′r , with a < s−n < s <
s+n < b, such that s−n ↗ s and s+n ↘ s. Moreover, observe that if 0< r1 < r2 < r0, then Πr1 ⊃ Πr2 , so Π ′r1 ⊃ Π ′r2 .
3. Decomposability
Recall that an operator A ∈ L(H) has the single-valued extension property (SVEP) if for every connected open set G ⊂ C
and every analytic function w : G → H such that (A − λ)w(λ) ≡ 0 on G , one has w ≡ 0 on G .
Proposition 3.1. Every T ∈ (RO)2 has the SVEP.
Proof. Let Ω be a connected open set in C. Let x(λ) (λ ∈ Ω) be an H-valued analytic function such that (T − λ)x(λ) ≡ 0
on Ω . If Ω ∩(C\D) 
= ∅, then trivially x(λ) ≡ 0 since σ(T ) ⊂ D. Thus we may suppose that Ω ⊂ D. Since card(σp(T )∩
0)
ℵ0 and m2(⋂r>0 Λr) = 0 (and therefore m2(
0 ∩ Ω) = m2(Ω)), we must have x(λ) = 0 a.e. [m2] in Ω; consequently, by
analyticity, x(λ) ≡ 0 in Ω . 
We remind the reader that if an operator A ∈ L(H) has the SVEP and x ∈ H, then one deﬁnes the local resolvent ρA(x)
of x with respect to A as the union of all open subsets of C for which there exists an H-valued analytic function x(λ)
satisfying (A − λ)x(λ) ≡ x on that open set, and the local spectrum of x with respect to A as σA(x) := C\ρA(x). Obviously,
ρA(x) ⊃ ρ(A) := C\σ(A) for every x ∈ H, and for every S ⊂ C, one deﬁnes
HA(S) =
{
x ∈ H: σA(x) ⊂ S
}
. (3.1)
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(i) AY ⊂ Y , and
(ii) for any subspace L of H with AL ⊂ L and σ(A|L) ⊂ σ(A|Y), one has L ⊂ Y .
It is well known [1, Ch. 1, Prop. 3.2] that every spectral maximal space of A is hyperinvariant for A.
Finally, recall from [1] that an operator A ∈ L(H) is called decomposable if for every ﬁnite open covering {Gi}1in of
σ(A) there exists a collection {Yi}1in of spectral maximal spaces of A such that σ(A|Yi) ⊂ Gi, 1 i  n, and
H = Y1 + · · · + Yn.
The principal result of this note is the following.
Theorem 3.2. Every operator T in (RO)2 is decomposable.
The proof of this theorem will be accomplished with the help of a sequence of propositions. Hereinafter, we shall suppose
that the reader is familiar with the notation, terminology, and results from [4], but for his convenience, we review brieﬂy
[4, Th. 4.2]:
Theorem 3.3. Let T = DΛ + u ⊗ v ∈ (RO)2 and r ∈ (0, r0). Then for every s ∈ Π ′r , there exist two nonzero idempotents F sj ∈ {T }′′ ,
j = 1,2, such that F s1 + F s2 = 1H and F s1 · F s2 = 0. Furthermore, for all s, s′ ∈ Π ′r with s 
= s′ , and for j = 1,2, F sj 
= F s
′
j .
Sketch of the construction. Since T ∈ (RO)2 and r ∈ (0, r0), we have σ(T ) ∪ σ(DΛ) = Λ′ ∪ Λ ⊂ D. We ﬁx an arbitrary
s ∈ Π ′r ⊂ (a,b), so the vertical line segment ls ⊂ D− deﬁned by
ls =
{
s + it: −(1− s2)1/2  t  (1− s2)1/2}
lies entirely in 
r ∩ D− and has endpoints on T := ∂D.
We next construct two positively oriented, piecewise smooth, simple closed, Jordan curves Γ s1 , Γ
s
2 ⊂ T ∪ ls as follows.
Let Γ sj , j = 1,2, consist of the line segment ls together with an arc asj of T (each properly oriented), where
as1 =
{
eiθ ∈ T: Re(eiθ ) s}, as2 = {eiθ ∈ T: s Re(eiθ )}.
Note that both Γ s1 and Γ
s
2 contain ls (with opposite orientations) as a subarc and are compact sets. Thus T = as1 ∪ as2 ⊂
ρ(T ) ∩ ρ(DΛ), so the resolvents Rλ(T ) = (λ − T )−1 and Rλ(DΛ) are analytic in a neighborhood of T = as1 ∪ as2. It follows
that for every x ∈ L (the dense linear manifold of [4, Th. 3.11]), the vector-valued integrals
F sjx :=
1
2π i
∫
Γ sj
(λ − T )−1xdλ
(
= − 1
2π i
∫
Γ sj
xTλ dλ
)
, x ∈ L, j = 1,2, (3.2)
exist in the strong topology on H. Moreover, since in the integral for (F s1+ F s2)x, the integrations along ls cancel one another,
we get immediately that
(
F s1 + F s2
)
x = 1
2π i
∫
T
(λ − T )−1xdλ, x ∈ L,
and since σ(T ) ⊂ D, we see that also, by the Riesz–Dunford functional calculus, F s1 + F s2 = 1H . With some additional work
(cf. [4]) we get that F s1 · F s2 = 0.
Remark 3.4. As noted earlier, if 0 < r1 < r2 < r0, then Π ′r1 ⊃ Π ′r2 , so the idempotents F s1 and F s2 are actually independent
of r ∈ (0, r0).
Remark 3.5. Note that by the Jordan curve theorem, each of the simple closed curves Γ si , i = 1,2, yields a separation of
C\Γ si into two disjoint open regions, which we denote, as usual, by Int(Γ si ) and Ext(Γ si ).
Proposition 3.6. For any T ∈ (RO)2 , r ∈ (0, r0), and s ∈ Π ′r , we have ran F sj = HT (C\ExtΓ sj ), j = 1,2.
Proof. Lemma 4.4 in [4] shows that
ran F s ⊂ HT
(
C\ExtΓ s), j = 1,2.j j
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in a similar manner. So take s′ > s, and note that
σT
(
F s
′
2 x
)⊂ σT (x) ∩ σ(T |ran F s′2 ) ⊂
(
C\ExtΓ s1
)∩ (C\ExtΓ s′2 )= ∅,
so F s
′
2 x = 0 (see [1, Ch. 1, Prop. 1.2(c)]). But as shown in the proof of [4, Step IV, pp. 641–642], F s
′
2 → F s2 (for s′ ↘ s) in the
weak operator topology (WOT), so that F s
′
2 x = 0 for s′ > s gives F s2x= 0. This implies that
x = F s1x+ F s2x = F s1x ∈ ran F s1,
which completes the proof. 
By observing that (
⋃{Π ′r : r ∈ (0, r0)})− = [a,b], we readily infer the following.
Corollary 3.7. For T ∈ (RO)2 and for a dense set of s in [a,b], the spectral maximal spaces
HT
({λ ∈ C: Reλ s}), HT ({λ ∈ C: Reλ s})
exist and are the ranges of the operators J s1 and J
s
2 in L(H), where
J s1 + J s2 = I, J s1 =
(
J s1
)2
, J s2 =
(
J s2
)2
, J s1,2 ∈ {T }′′
and
J s1 J
s′
1 = J s1, J s2 J s
′
2 = J s′2 for s s′.
4. Spectral idempotents
For convenience we make the following deﬁnition.
Deﬁnition 4.1. For T ∈ (RO)2, an idempotent J ∈ L(H) will be called a spectral idempotent of T if:
(i) J ∈ {T }′′ ,
(ii) ran J = HT (σ (T | ran J )).
Such a J will be denoted by J T (σ ), where σ = σ(T | ran J ).
According to Corollary 3.7, for T ∈ (RO)2, r ∈ (0, r0), s in a dense subset of [a,b], and s′ > s,
J s1 = J T
(
σ(T ) ∩ {λ ∈ C: Reλ s}), (4.1)
and
J s
′
2 = J T
(
σ(T ) ∩ {λ ∈ C: Reλ s′}). (4.2)
Since for any two spectral maximal spaces HT (σ1), HT (σ2) of T , where σ j := σ j ⊂ σ(T ), j = 1,2, it is easy to see (from
the deﬁnition) that the space
HT (σ1) ∩ HT (σ2) = HT (σ1 ∩ σ2)
is also a spectral maximal space of T , we have the following.
Lemma 4.2. If J T (σ1), J T (σ2) (where σ j = σ j ⊂ σ(T ), j = 1,2) are two spectral idempotents of T , then J T (σ1) J T (σ2) is the
spectral idempotent J T (σ1 ∩ σ2) of T .
In order to facilitate the exposition we will extend the deﬁnition of the spectral idempotents to any σ = σ ⊂ C, as
follows:
If J T (σ ∩ σ(T )) exists, then J T (σ ) := J T (σ ∩ σ(T )).
In this way we can reformulate the results obtained thus far as the following.
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J T
({
λ ∈ C: s Reλ s′})= J s′1 J s2,
where the J s1, J
s′
2 are as in (4.1), (4.2), respectively. In particular, J T ({λ ∈ C: Reλ = s}) = 0.
The aim of the next two propositions is to prove that the family of spectral idempotents of T contains a “suﬃciently
rich” Boolean algebra. To this end we note that instead of giving the real axis a privileged role we could have done all of
our constructions by using the imaginary axis instead. Thus, if [c,d] is the projection of σ(T ) on the imaginary axis (with
c < d by the normalization of T done in Deﬁnition 2.9), we obtain an r′′0 > 0 deﬁned relative to [c,d] analogously to (2.6)
and the sets Π ′′r analogous to the sets Π ′r , such that
⋃
r∈(0,r′′0 ) Π
′′
r is dense in [c,d] and such that the analog of Lemma 4.3
is valid too. In particular, the following holds.
Lemma 4.4. Let s, s′ ∈⋃r∈(0,r0) Π ′r , t, t′ ∈⋃r∈(0,r′′0 ) Π ′′r , s s′ , t  t′ . Then the spectral idempotents
J T
({
λ ∈ C: s Reλ s′}), J T ({λ ∈ C: t  Imλ t′})
exist.
A rectangle [s, s′] × [t, t′] in C = R2 will be called admissible if s, s′ ∈⋃r∈(0,r0) Π ′r , t, t′ ∈⋃r∈(0,r′′0 ) Π ′r and s  s′ , t  t′ .
Then
J T
([
s, s′
]× [t, t′])= J T ({λ: s Reλ s′}) J T ({λ: t  Imλ t′})
exists. Moreover we set, by deﬁnition,
J T
([a,b] × [c,d])= I.
Now it is easy to check that the Boolean algebra B generated by the admissible rectangles (viewed as subsets of [a,b] ×
[c,d]) is formed by all the ﬁnite unions of admissible rectangles B = R1 ∪ R2 ∪ · · · ∪ Rn with mutually disjoint interiors. For
a ﬁxed such union we can now deﬁne
J T (B) = J T (R1 ∪ · · · ∪ Rn) = J T (R1) + J T (R2) + · · · + J T (Rn).
Since J T (Ri) J T (R j) = 0 if i 
= j, the deﬁnition is consistent and
ran J T (R1 ∪ · · · ∪ Rn) = HT (R1 ∪ · · · ∪ Rn) = HT (B).
Thus this deﬁnition does not depend on the particular representation of B as a union of admissible rectangles. It is easy
(although somewhat tedious and a familiar argument from measure theory) to see that
B(∈ B) → J T (B) ∈ L(H) (4.3)
is ﬁnitely additive, so summing up, we obtain the following.
Proposition 4.5. The map (4.3) is a ﬁnitely additive “measure” on the Boolean algebra B generated by the admissible rectangles with
values in the family of spectral idempotents of T .
Finally, we are in a position to prove Theorem 3.2.
Proof of Theorem 3.2. Let G1, . . . ,GN be open subsets of C such that
σ(T ) ⊂ G1 ∪ G2 ∪ · · · ∪ GN .
Obviously there exist open sets O1, . . . ,ON such that
σ(T ) ⊂ O1 ∪ O2 ∪ · · · ∪ ON ,
and O j ⊂ G j, 1 j  N . Let
δ =min
j
{
dist(O j,C\G j)
}=min
j
{
min
{|λ − μ|: λ ∈ O j, μ /∈ G j}},
which is obviously positive.
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on ﬁnite unions of admissible rectangles. We place a grid on the rectangle [a,b] × [c,d] by introducing intermediate points
a = x1 < x2 < · · · < xm = b, c = y1 < y2 < · · · < yn = d, (4.4)
in a such a way that the mesh of each partition in (4.4) is less than δ/4, and choose points s1, . . . , sm ∈⋃r∈(0,r0) Π ′r and
t1, . . . , tn ∈⋃r∈(0,r′′0 ) Π ′′r such that
a = x1 = s1 < x2 < s2 < · · · < sm−1 < xm = sm = b, c = y1 = t1 < y2 < t2 < · · · < tn−1 < yn = tn = d.
Then si+1 − si < δ/2, t j+1 − t j < δ/2 (i = 1, . . . ,m − 1; j = 1, . . . ,n − 1), so any (admissible) rectangle [si, si+1] × [t j,t j+1]
which intersects some Ok will be included in Gk . Let
σk =
⋃([si, si+1] × [t j, t j+1]),
where the union is taken over all admissible rectangles which intersect Ok (k = 1,2, . . . ,N). Then
HT (σk) = ran J (σk), σk ⊂ Gk (k = 1,2, . . . ,N). (4.5)
Moreover,
I =
∑
1im−1,1 jn−1
J T
([si, si+1] × [t j, t j+1])= ∑
([si ,si+1]×[t j ,t j+1])∩σ (T ) 
=∅
J T
([si, si+1] × [t j, t j+1]);
hence
H =
∑
([si ,si+1]×[t j ,t j+1])∩σ (T ) 
=∅
ran J T
([si, si+1] × [t j, t j+1]).
But any rectangle [si, si+1] × [t j, t j+1] which intersects σ(T ) is contained in some σk , and therefore the corresponding
ran J T
([si, si+1] × [t j, t j+1])= HT ([si, si+1] × [t j, t j+1])
is included in HT (σk). It follows that
H ⊂
N∑
k=1
HT (σk) ⊂ H, i.e., H =
N∑
k=1
HT (σk).
This with (4.5) shows that, indeed, T is a decomposable operator. 
Remark 4.6. We remark again (cf. Remarks 2.6 and 2.7) that the operators T = DΛ + u ⊗ v in (RO)2, shown to be decom-
posable by Theorem 3.2, may have any perfect compact set in C as spectrum. In particular, m2(σ (T )) may be any positive
number. Of course, in the special case in which Λ lies on R or T and the (much more general) perturbation of DΛ simply
lies in the Macaev ideal (cf. [8]), the fact that T is decomposable has been known for several decades (cf. [1]).
5. Open questions
Our work on this topic – [4,5], together with the present note, answers some questions about rank-one perturbations of
diagonalizable normal operators, but leaves many problems unresolved. Here are some of them.
Problem 5.1. Does every rank-one perturbation of a diagonalizable normal operator have a nontrivial invariant (or hyperin-
variant) subspace?
Problem 5.2. Does there exist an operator in (RO)2 with uncountable point spectrum?
Problem 5.3. What can be said about the structure of rank-one perturbations of non-diagonalizable normal operators (per-
haps of multiplicity one)?
Problem 5.4. Does there exist an analog of the constructions in [4] and herein that could be applied to a more general class
of ﬁnite rank perturbations of diagonalizable normal operators? It seems to the authors that the condition placed on the
Fourier coeﬃcients of u and v for T = DΛ + u ⊗ v in (RO)2 is a sort of “regularity requirement” that, properly understood,
might be applicable to a certain class of operators of the form DΛ +∑Ni=1 ui ⊗ vi to yield comparable results.
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