Abstract. We prove that the Seshadri constant of an ample line bundle at a very general point of a smooth projective threefold is larger than 1/2. While falling short of the conjectured lower bound of one, this improves on known results. We systematically exploit new results and ideas related to the variation and complexity of base loci.
Introduction
Originally introduced by Demailly [D] in studying local analytic positivity of ample line bundles, Seshadri constants have since been studied in many contexts and now constitute an important tool for understanding many geometric problems: the reader can consult [L1] Chapter V for a survey of results and techniques and [B1] for a discussion of many recent results and open questions. Work on Seshadri constants often involves explicit computations for certain special varieties or bundles [B, BS, G] . Lower bounds valid on any variety can be found [C2, EL, EKL, N2] but only at a very general point. We mention also work of Hwang and Keum [HK] which shows how Seshadri constants can govern the global geometry of a projective variety.
We would like to thank R.Lazarsfeld and M. Mustaţȃ for useful discussions. The first author is partially supported by an EPSRC Grant.
Our interest in Seshadri constants is motivated by the surprisingly rich source of geometric problems and properties hidden inside these seemingly simple numbers.
In this paper we address the problem of bounding from below the Seshadri constant of an ample line bundle at a very general point of a smooth threefold, improving the bounds of [EKL, C1, N2] while falling short of the conjectured best bound of 1 stated in [L1] Conjecture 5.2.4.
There are many equivalent ways to define Seshadri constants: Definition 1.1. Suppose X is a smooth projective variety, A an ample line bundle on X, and x ∈ X a point. Let π : Y → X be the blow-up of X at x with exceptional divisor E. Then the Seshadri constant of A at x is defined by (x, A) = sup α∈Q {π * (A)(−αE) is nef}.
Alternatively, the Seshadri constant can be defined in terms of curves on X:
deg A (C) mult x (C) where the infimum runs over all integral curves C ⊂ X passing through x. The equivalence of the two definitions is found in [L1, Prop. 5.1.5] . Finally, in [L1, Thm. 5.1.17] it is established that both definitions are equivalent to measuring the jets separated by the linear series |kA| at x, asymptotically with respect to k. An irreducible subvariety V ⊂ X, of positive dimension, satisfying
is called Seshadri exceptional at x relative to A provided V is not properly contained in a larger subvariety satisfying the same equality.
We can now state our main theorem: Theorem 1.2. Suppose X is a smooth projective threefold and A an ample line bundle on X. If η is a very general point of X then (η, A) > 1 2 .
Theorem 1.2 improves prior lower bounds of 1 3 [EKL] ,
[C1], and 1 2
(without strict inequality) [N2] . This also represents the first complete proof that (η, A) ≥ 1 2 as [N2] makes a false assumption about basi loci which we rectify. Since [N2] was written, more subtle tools have been developed [ELMNP1, ELMNP2, BFJ, LM] to analyze base loci. Thus, in addition to rectifying and substantially cleaning up the argument of [N2] , these tools allow to further extend the lower bound for (η, A). A small amount of computational work will yield a lower bound strictly greater than 1 2 because this would imply a highly singular Seshadri exceptional curve and this case can be readily treated with the techniques developed here. We have not included this result in the current paper because it is not substantially larger than 1 2
. We hope to return to this in future work. If one were able to improve our techniques, the next very serious obstacle would be a curve C η with deg A (C η ) = 2 and mult η (C η ) = 3, a case which we do not see how to eliminate without fundamentally new ideas. Note that the methods of this paper would give the bound (η, A) ≥ 2/3, if we could rule out the possibility of having a single curve of infinitesimally near points inside the stable base locus of A ⊗ m α η , for α > (η, A), as assumed in [N2] .
We now provide an overview of the contents of this paper. In §2 we discuss several key auxilliary results of a technical nature:
• the language of stable base loci presented in [ELMNP1] , • the central differentiation result in [EKL] , • basic properties of the restricted volume function according to [ELMNP2] .
Section 3 begins by establishing a fundamental relationship between the volume of π * (A)(−αE), for different real numbers α, and the restricted volume of π * (A)(−βE)|E where β varies from 0 through α. If these restricted volumes can be suitably bounded from above, this gives a lower bound on the volume of π * (A)(−αE) and a contradiction is eventually reached, assuming (η, A) ≤ 1/2, by showing that this global volume function is positive for all α > 0. Thus we are led to bound the restricted volume function vol Y |E (π * A(−αE)) from above for different rational values of α. Using continuity of the restricted volume function we obtain an upper bound for vol(π * A(−αE)) for all values of α. As a first application of these techniques, we give a new, quick proof of the main result of [EL] , namely that the Seshadri constant of an ample line bundle at a very general point of a surface is at least one.
In §4 we apply the bounds obtained in §3 for vol Y |E (π * A(−αE)) to quickly eliminate all possible cases where (η, A) ≤ 1 2 except for the hardest case where deg A (C η ) = 1 and mult η (C η ) = 2. This last case is treated separately.
Preliminary Results
Inspired by [ELMNP1] and [ELMNP2] , in this section we introduce some technical language and results which will be useful to describe the base loci of linear series and how they vary with respect to the line bundle in question.
2.1. Base Loci. Let X be a smooth projective variety of dimension n and let D be an effective Q−divisor on X. We denote by B(D) the stable base locus of D, that is the intersection of the base loci of the linear systems |kD| as k varies over all positive integers. More generally, given an ideal sheaf I and a rational number c > 0, we define the stable base locus of D ⊗ I c , as
where, again, k varies over all sufficiently divisible positive integers and Bs|L ⊗ J | denotes the base locus of H 0 (X, L ⊗ J ). Note that by noetherian induction, for any k sufficiently divisible one has
The augmented base locus B + (D) of D, studied in detail in [ELMNP1] , is the stable base locus of any perturbation of D by a sufficiently small ample divisor. More precisely,
where D k ∈ |kD| is a general representative for any sufficiently large and divisible integer k. Nakayama [Na] , in the divisorial case and [ELMNP2] in general, established that mult F ( D ) varies continuously with respect to D and extends uniquely to a continuous function mult
2.2. Volume and Restricted Volume. Let X be a smooth projective variety of dimension n and let D be an effective Q-divisor on X. The volume of D is defined by
where k is taken sufficiently divisible. In particular, vol X (D) > 0 if and only if D is big. For the basic properties of the volume, as a function of D, we refer the reader
where 
(5) Let f : X → X be a proper, birational morphsm of smooth projective va-
Proof. See Theorem A, B and C and Lemma 2.4 in [ELMNP2] .
Central to our technique, as is the case in [EKL] , is the notion of differentiation. The following is a consequence of the fundamental "differentiation" result in [EKL] : Lemma 2.2. Let η ∈ X be a very general point, let D be an effective integral divisor on X, and let W ⊆ X be an irreducible subvariety. Let π : Y → X be the blow-up of X at η with exceptional divisor E and letW be the strict transform of W in Y . Write
Proof. See Lemma 1.3 in [N2] .
We will apply Lemma 2.2 in the situation where W is a Seshadri exceptional subvariety relative to A at η. In this setting, α(W ) = (η, A) and Lemma 2.2 states that W enters the base locus of |kA| once the multiplicity at η excedes k (η, A): moreover, as the multiplicity at η is increased the multiplicity along W grows at least linearly.
We will also require some basic results on the behavior of restricted volumes in our specific setting. We first show that divisorial components of the base locus can be removed without influencing the restricted volume. Lemma 2.3. Let D be an effective R-divisor on a smooth projective variety X and let V be a subvariety of dimension d > 0 such that V is not contained in the support of D. If F 1 , . . . , F l are irreducible divisors contained inside B (D) and
Proof. By induction on the number of irreducible components in the fixed part of D, we can assume l = 1. Let F = F 1 and t = t 1 . By continuity of the restricted volume function, (3) of Theorem 2.1, we can assume t ∈ Q. For any sufficiently large and divisible integer k, we have the following commutative diagram:
By definition of F , the map u k is an isomorphism. Since v k is the map induced by
it is also an isomorphism. This concludes the proof of Lemma 2.3. Lemmas 2.2 and 2.3 allow us to compare restricted volumes in the setting of interest to us: Lemma 2.4. Let A be an ample line bundle on a smooth projective threefold X. Let π : Y → X be the blow-up of X at a general point η ∈ X with exceptional divisor E and let
Proof. It is sufficient, using the continuity of the restricted volume functions, to establish the claim for α ∈ Q. For any i = 1, . . . , r, we define
For any sufficiently divisible integer k, let F ∈ |kA α | be a general element and let us consider the Q-divisor F = F /k. By Lemma 2.2, there exists an effective Q-divisor
Since η is a general point and the Néron-Severi group of X is finitely generated, we can choose
Therefore, (2) of Theorem 2.1 implies
which implies the claim.
Computing Restricted Volumes.
In this section, we address some concrete issues involving the computation of restricted volumes. The goal is to use Theorem 2.1 to give an intersection theoretic way of estimating restricted volumes.
Proposition 2.5. Let D be an effective R-divisor on a smooth projective variety X and let V be a subvariety of dimension d > 0 such that V is not contained in the support of D. Then
where kD denotes the round-down of kD.
Proof. The claim follows from the definition when D is a Q-divisor. For any effective R-divisor D, we define
Moreover, for every positive integer m, we define the divisors
where mD denotes the round-up of mD.
Since V is not contained in the support of D and hence it is not contained in the support of D m and D
for any m > 0. Since lim
the continuity of the restricted volume (cf. (3) of Thm. 2.1) implies the claim after taking the limit as m → ∞ in (2).
Suppose D 1 , . . . , D n are effective Cartier divsiors on X, where n = dim(X). Suppose Z is a union of irreducible components of
where D k,1 , . . . , D k,n−1 are general divisors in the linear series |kD|: note that the right hand side of (3) is well-defined as each component of
4) of Theorem 2.1 implies Proposition 2.6. With the notation introduced above,
Warning. In general Proposition 2.6 is not useful because i X|V (D) can be negative. We will only use Proposition 2.6, however, in the case where V = P n−1 .
Counting Jets
Let X be a smooth projective variety of dimension n and for fixed η ∈ X let π : Y → X be the blow-up of X at η with exceptional divisor E. Given a Q-divisor A on X and α ≥ 0, we will denote
3.1. General Results. We will estimate the volume of A α for different values of α, reducing the computation to one of restricted volumes where we will restrict to the exceptional divisor E. In particular, we begin with the following fundamental connection between the volume function on X and the restricted volume function on E (similar results were obtained in [BFJ] and more recently in [LM] ).
Lemma 3.1. With the notation introduced above, if α ∈ Q ≥0 then
Note that vol Y |E (A γ ), on the right hand side of (4), is defined for real γ by continuity using (3) of Theorem of 2.1.
Proof. We will assume, after rescaling if necessary, that α is a positive integer and A is a divisor. For any integers k > 0 and m ≥ 0, we have the exact sequence:
Thus,
For any x ∈ (0, α) we define
Proposition 2.5 implies
The function f k (x) is a simple function for each k, remaining constant on intervals of width
Thus we obtain
Combining this with (5) shows that
Since the functions |f k (x)| are uniformly bounded, it follows that lim sup
Thus (6) implies (4).
We will denote
Putting in m(A) for α in (5) we find
Theorem 1.2 is established, using (7), by providing a suitable upper bound on vol Y |E (π * A(−γE)): the left hand side of (7) is at least one while the right hand side can be shown, under the hypothesis (η, A) ≤ 1/2, to always be less than one. Thus our focus will be on bounding vol Y |E (π * A(−γE)) from above. We define
(8) It is a non-trivial result, which is a corollary of the main result of [N1] , that (η, A) < 1 . Proposition 3.2. With the notation introduced above, assume that A is an ample line bundle on X. Let α ∈ (0, 1 ) be a rational number and let C η be a Seshadri exceptional curve for A at η. Let
whereC η is the proper transform of C η in Y . Then
Proof. The goal is to apply Proposition 2.6 with V = E. If E ⊆ B + (A α ), then (1) of Theorem 2.1 implies that vol Y |E (A α ) = 0 and the claim follows immediately. Therefore, we may assume E B + (A α ) and hence A α is big. Using Proposition 2.6, to prove (9) it is sufficient to show that
If α ∈ (0, (η, A)], then β = 0 and (10) is trivial. Thus, by definition of 1 , we may assume that the dimension of B(A α ) ∩ E is 0. Let D k,1 . . . D k,n−1 be general divisors of the linear system |kA α |, for a sufficiently large and divisible integer k. Then, we may assume that
It follows that [C η ] has coefficient at least k n−1 β n−1 in the cycle D k,1 · . . . · D k,n−1 and hence at least qk n−1 β n−1 points of D k,1 ∩ . . . ∩ D k,n−1 ∩ E, counted with multiplicity, are contained inside B(A α ) ∩ E. Thus the claim follows.
3.2. Seshadri Constants on Smooth Surfaces. As a first application of the techniques introduced to this point, we examine the Seshadri constant of a smooth surface at a very general point and recover the classical result of [EL] . We first require a preliminary result:
In particular, vol Y |E (A α ) = 0 for every β > α and by Lemma 3.1 it follows m(A) = ∞. This is a contradiction.
Proposition 3.4. Let X be a smooth surface and let A be an ample line bundle on X. If C η is an exceptional curve relative to A at a very general point η in X and
Proof. We can assume q > 1 as otherwise (11) is trivial. Let p = A · C η , so that (η, A) = p/q. Let Y be the blow-up of X at η, with exceptional divisor E and let C η be the proper transform of C η in Y . Then by assumptionC η ⊆ B + (A p/q ) and Lemma 2.2 implies, for α >
Since dim(X) = 2 and dim(E) = 1, Lemma 3.3 implies that 1 = m(A) and Proposition 3.2 applies for all α. Thus for α >
From (12) 
which yields (11).
Continuing with dim(X) = 2, if there is no Seshadri exceptional curve for A at η then X is exceptional by [CP] , and hence (η, A) ≥ 1. Thus, if (η, A) < 1 then there is a Seshadri exceptional curve of multiplicity q at η and (η, A) ≤ q−1 q which violates (11). Hence Proposition 3.4 establishes that (η, A) ≥ 1 for a very general point of a smooth surface, recovering the main result of [EL] .
3.3. Counting Jets on Threefolds. We now return to the case of a smooth threefold, extending Proposition 3.2 to bound vol Y |E (A α ) for 1 (η, A) ≤ α < 2 (η, A). This is the critical range where the argument of [N2] breaks down as it assumes that dim(B(A α ) ∩ E) < dim(B(A α )). We first need a more general result:
Lemma 3.5. Let X be a smooth threefold and let A be a line bundle on X. Let C η be a curve on X which is singular at a point η ∈ X and let π : Y → X be the blow-up of X at η with exceptional divisor E. Let α be a positive rational number, such that if we denote A α = π * A − αE, then the dimension of B(A α ) near E is one. LetC η be the strict transform of C η in Y and let β be a positive rational number such that 2β ≤ α and
Proof. Lemma 3.5 is established by building (part of) an embedded resolution of C η in Y , using Theorem 2.1 (5) to compute the restricted volume. We will treat three basic cases first and then show how to prove the argument by induction on the number of monoidal transformations performed. The basic cases to be treated are: I:C η ∩ E contains at least two points, P 1 , P 2 . II:C η ∩ E is a single point Q 0 . Let π 1 : Y 1 → Y be the blow-up of Y at Q 0 with exceptional divisor E 1 and denote byC η,1 and E 0 the strict transforms ofC η and E in Y 1 respectively. We can have a:C η,1 ∩ E 0 is nonempty. b:C η,1 ∩ E 0 is empty andC η,1 ∩ E 1 contains at least two points, P 1 , P 2 . c:C η,1 ∩ E 0 is empty andC η,1 ∩ E 1 is a single point, Q 1 . If case IIc occurs, then we blow-up Q 1 and apply case II to the new situation. This process has to terminate as each of these monoidal transformations is part of the embedded resolution ofC η . Moreover, the process cannot terminate without arriving in one of the three cases, I, IIa, or IIb. This is because, in case IIc, we havẽ
and this will persist through the series of blow-ups until either IIa or IIb occurs.
We begin by treating case I. Let k be a sufficiently divisible positive integer. Let D 1 , D 2 ∈ |kA α | be general members. By assumption, we have multC η (D i ) ≥ kβ.
and therefore mult
Since P 1 , P 2 ∈ B(A α ) this establishes Lemma 3.5 in case D 1|E and D 2|E meet properly, using Proposition 2.6. If D 1|E and D 2|E do not meet properly, first note that by assumption, we have 2β ≤ α, so that there are divisors A 1 , A 2 on E of degree kα with multiplicity at least kβ at P 1 and P 2 and such that A 1 and A 2 meet properly. We can choose a one parameter family of such divisors {A 1,t , A 2,t } deforming to D 1|E , D 2|E when t = 0. The moving part of this intersection can only get smaller in the limit because each point in the moving part of D 1|E ∩ D 2|E is a limit of points in the moving part of {A 1,t , A 2,t } although some of these latter limits can be supported on the fixed locus of the intersection D 1|E ∩ D 2|E (see [F] Chapter 11, §1). This establishes Lemma 3.5 in case I.
We now move on to case IIa. Suppose P ∈C η,1 ∩ E 0 . Note that this means thatC η meets E tangentially in Y : this provides the excess intersection which is what gives the 2 in (14). LetD 1 ,D 2 be the strict transforms in
Next we find an anlalogue of (15) for case IIb. If P 1 , P 2 ∈ E 1 but not in E 0 , let be the line in E 1 containing P 1 , P 2 . Let
SinceD 1 ,D 2 each vanish to order at least kβ alongC η,1 , it follows thatD 1|E ,D 2|E each vanish to order at least kβ at P 1 , P 2 . SinceD 1|E ,D 2|E are both curves of degree kα 1,k , ifD 1|E andD 2|E do not contain the line then we have
In particular, if 2β > α 1,k then it must be that bothD 1|E andD 2|E contain . More generally, if m is the multiplicity ofD i|E along then performing the intersection of D i|E − m with as above yields
Let P be the unique point of intersection of with E 0 . Then we have shown that
Since α 1,k ≥ β, it follows that (16) is weaker than (15) and so we will prove Lemma 3.5 in cases IIa,b using (16).
We know that E 0 is isomorphic to P 2 blown up at a point which we denote by Z. Let e and h be the classes in Z of the exceptional divisor and of the pull-back of a line in P 2 respectively. Under this isomorphism, we havẽ
Since α 1 ≥ β, taking the derivative of the right hand side expression with respect to α 1 shows that the resulting expression is decreasing with respect to α 1 and therefore it is maximized when α 1 is minimal. Thus, we may replace α 1 by β and we find that
Thus, Lemma 2.3 and (5) of Theorem 2.1 imply Lemma 3.5. IfD 1|E 0 andD 2|E 0 do not meet properly then we find
The specialization argument given in the argument for case I shows that
for in this situation we are looking at curves in the linear system |k(αh − α 1,k e)| with multiplicity at least k(2β − α 1,k ) at P . Since α ≥ 2β general members of this linear series meet properly. This concludes the proof of Lemma 3.5 for cases I, IIa,b.
It remains to deal with case IIc whereC η ∩ E 0 = Q 0 andC η,1 ∩ E 1 = Q 1 with Q 1 not in E 0 . We show how to reduce from a second blow-up to the single blow-up situation just treated, all other reduction steps being identical. Let π 2 : Y 2 → Y 1 be the blow-up of Q 1 with exceptional divisor E 2 . We denote the strict transforms of the exceptional divisors E 0 and E 1 byẼ 0 andẼ 1 respectively. Note that these are both isomorphic to P 2 blown-up at a point by the hypothesis on the location of Q 0 and Q 1 . If D 1 , D 2 are general elements of |kA α |, for some sufficiently divisible positive integer k, we continue to denote, somewhat abusively,D 1 andD 2 as the strict transforms of D 1 and D 2 in Y 2 . ThenD 1 ,D 2 are divisors in |kB 2 |, where
. We deal with case IIb on Y 2 which leads to the weaker inequality. Let be the line in E 2 joining P 1 , P 2 . ThenD 1|E 2 ,D 2|E 2 each vanish on to order at least k(2β −α 2,k ). Let P be the point of intersection of withẼ 1 ∩ E 2 . We know that P is not equal to Q 1 by hypothesis on the location of Q 1 . Thus we find thatD 1|Ẽ 1 ,D 2|Ẽ 1 each vanish to order at least k(2β − max {α 1,k , α 2,k }) along the line joining P and Q 1 . If Q is the point of intersection of this line withẼ 0 then we can conclude by applying the original Case II argument to Q and Q 0 , keeping in mind that both α 1,k and α 2,k are greater than or equal to β. This concludes the proof of Lemma 3.5.
Theorem 3.6. Let X be a smooth threefold and let A be an ample line bundle. Let C η be a Seshadri exceptional curve relative to A at a very general point η in X and assume that (η, A) ≤ 1/2. Let α > (η, A) be a rational number such that α < 2 (η, A) and the local dimension of B(A α ) near E is one. Then
Proof. Let β = α − (η, A). Then Lemma 2.2 implies that β ≤ multC η ( A α ) and by assumption we have 2β ≤ α. Thus, Lemma 3.5 implies the result.
Proof of the Main Theorem
The goal of this section is to prove Theorem 1.2. Let X be a smooth threefold and A an ample line bundle on X. Let π : Y → X be the blow-up of X at a very general point η with exceptional divisor E and, given α > 0, let A α = π * A − αE. We begin by showing that all Seshadri exceptional subvarieties of A must be curves and then, using this, procede to estimate the appropriate restricted volume functions.
Proposition 4.1. Suppose X is a smooth threefold, A an ample line bundle on X and η a very general point of X. If (η, A) < 2/3 then all Seshadri exceptional subvarieties for A at η are curves. Suppose C η is one of these curves. Then, setting p = A · C η and q = mult η (C η ), we have (η, A) = p/q.
Proof. The main result of [CP] implies that there exists a Seshadri exceptional subvariety at η. We first note that if X itself is Seshadri exceptional at η relative to A, then (η, A) = 3 √ A 3 ≥ 1. Next suppose that there is a Seshadri exceptional surface S η at η. Choose 0 < δ < 1 so that δ < 2/3 − (η, A) and let D ∈ kA ⊗ m k(1−δ) η be a non-zero divisor with multiplicity exactly k(1 − δ) at η, for some sufficiently divisible positive integer k. Lemma 2.2 implies that D contains S η with multiplicity at least k(1 − δ − (η, A)) > k/3, the inequality following from the hypothesis on δ. Since S η is a Seshadri exceptional surface, it follows that
Thus, mult η (S η ) ≥ 3. This is impossible, however, as it would mean that the multiplicity of D at η is at least k. The proof shows, in fact, that all Seshadri exceptional subvarieties for A at η are curves.
In virtue of Proposition 4.1, for the rest of this section we will assume that the Seshadri constant of A at a very general point is rational and there is a curve C η with A · C η = p and mult η (C η ) = q such that
We continue to denote byC η the proper transform of C η in Y . By (3.4) of [EKL] there is an affine variety T , a quasi-finite dominant map φ : T → X and a subvariety C ⊂ X × T satisfying the following. Suppose π 1 : C → X and π 2 : C → T are the two projections. Then for each t ∈ T , C t = π 1 (π −1 2 (t)) is a Seshadri exceptional curve for A at φ(t). Let
here the bar denotes the Zariski closure. Let S η be an irreducible component of R η containing C η . We denote byS η andC η the proper transforms of S η and C η in Y respectively. By definition, S η is swept out by Seshadri exceptional curves based at points of C η .
Lemma 4.2. With the notation introduced above, assume that (η, A) = p/q ≤ 1/2. Then, the surface S η satisfies the following
Proof. As in section 3.7 of [EKL] , Lemma 2.2 implies (1). If S η were smooth at a general point ξ ∈ C η then we would have (ξ, A| Sη ) ≤ p/q < 1 and this is impossible since the result of Ein and Lazarsfeld [EL] indicates that on a surface the Seshadri constant can only be smaller than 1 at a countable set of points. Thus (2) holds.
Finally, suppose m(A) > 2p/q and assume, by contradiction, that mult η (S η ) = mult Cη (S η ). Let ξ ∈ X be a general point such that η ∈ C ξ . By (1) and the genericity assumption on η, the surface S ξ is contained inside the stable base locus of A ⊗ m α ξ , for all α > 2p/q and it is numerically equivalent to S η . Let k be a sufficiently divisible positive integer and let B ∈ kA ⊗ m kα η be a general element. We may write B = M + γS η where M is an effective divisor whose support does not contain S η and γ > 0. We define B = M + γS ξ . By genericity of η and ξ, we have
It follows that B ∈ kA ⊗ m kα η where
Since A is numerically equivalent to A, it follows that
If S ξ and S η were different, then S η would not be contained in the support of B , a contradiction. Thus S ξ = S η . But (2) implies that S ξ is singular along C ξ and therefore, it follows that S η is singular along its general point since the curves {C ξ } sweep out a surface, a contradiction. Thus, (3) follows.
Note that Lemma 3.1 implies
We have vol Y |E (A α ) ≤ α 2 for all α ∈ (0, (η, A)) and by Lemma 2.4 and Theorem 3.6, it follows that vol Y |E (A α ) < α 2 if α > (η, A). This implies that m(A) > 1 and Lemma 4.2 (3) applies. In particular, we have mult η (S η ) ≥ 3.
Similarly to (8), we define 2 = inf α ∈ Q ≥0 |S η is an irreducible component of B(A α ) . By Lemma 4.2, it follows that 2 ≤ 2 (η, A). Lemma 4.3. With the notation introduced above, we have:
S η is in the closure of the effective cone, and (5) p = 1 and q = 2.
Proof. For any α ∈ [0, ], we will use the obvious bound
Assume now α ∈ ( 1 2 , 1) and let k be a sufficiently divisible positive integer. Let F ∈ |kA α | be a general element and denote F = F /k. Then, we may write F = M + R, 
Thus, since α < 1, we have that if
where the last inequality follows from the fact that
. Note that ρ is increasing if α < 1. Thus, we have proven that vol Y |E (A α ) ≤ ρ(α) for all α < 1. Assume now that α ≥ 1. As above, let F ∈ |kA α | be a general element and let F = F /k. Then, by Lemma 2.2 we may write
for some Q-divisors M, R ≥ 0 such that dim B(M ) = 1 and the support of R is contained in B(A α ). Let c = mult η (S η ) and let c = mult Cη (S η ). By Lemma 4.2 (3), it follows that c ≤ c − 1. Let d = mult η (R) and e = mult Cη (R). Then d ≥ e and
Lemma 2.2 implies
Thus, if β = α − 
In particular, Lemma 3.5 implies
.
In particular, it follows that (1) holds and c ≤ 4. Assume now by contradiction that c = 4. Then all the previous inequalities become equalities, which contradicts (19). Thus, c = 3 and (2) 
and the equality holds if and only if (η, A) = 1/2 and m(A) = 3/2. Thus, we obtain (3). Note that (4) follows from Lemma 2.2. Assume now q > 2. Let 1 be defined as in (8). Since (η, A) < 1 , Proposition 3.2 implies that in the interval ( (η, A), 1 ), we have vol Y |E (A α ) < ρ(α), which contradicts (20) since (20) is based on the weaker upper bound vol Y |E (A α ) = ρ(α). Thus, (5) is proven.
Thanks to Lemma 4.3, in order to prove Theorem 1.2, we only need to deal with the case p = 1 and q = 2. To that end, we define, using the notation prior to Lemma 4.2, T η = {x ∈ U |C x η}.
Let T η be the Zariski closure of T η in X.
Lemma 4.4. With the notation introduced above, we have C x ⊆ S η for any x ∈ T η .
Proof. Suppose there exists t ∈ T η such that C t is not contained in S η . Then looking at the intersection multiplicity at η, (2) of Lemma 4.3 implies that S η · C t ≥ 3. Moreover, (4) of Lemma 4.3 implies (A− 1 2 S η )·C t ≥ 0 since the numerical equivalence class of C t moves with only finitely many base points. This is impossible, however, since A · C t = 1 by hypothesis.
If T η = C η , we have the following Lemma 4.5. With the notation introduced above, assume T η = C η . For a general point ξ ∈ T η we have S η · S ξ > 2C η + 2C ξ .
Proof. First of all the intersection is proper because the curves C ξ cover an open subset of S η and thus if the intersection were not proper we would have S η = S α for a general point α ∈ S η and this is impossible as it would imply that S η is singular at a general point. Next, Lemma 4.4 implies that C η and C ξ are each in the intersection. Moreover, by Lemma 4.2 (2), we have that S η is singular along C η and S ξ is singular along C ξ so we have S η · S ξ ≥ 2C η + 2C ξ . We claim that mult ξ (S η ) ≥ 2. If not, then (ξ, A| Sη ) ≤ 1 2 since C ξ ⊂ S η by hypothesis. The main result of [EL] , however, indicates that (x, A| Sη ) can only be smaller than one at a countable number of points. By (2) of Lemma 4.3, mult ξ (S ξ ) = 3. Thus mult ξ (S η · S ξ ) ≥ 6. Since by assumption ξ / ∈ C η , it follows that
The case where p = 1, q = 2 can now be subdivided into two cases. We first consider the case where T η = C η so that Lemma 4.5 applies, and for a general point ξ ∈ T η , we have S ξ · S η > 2C η + 2C ξ . By (4) of Lemma 4.3 we have, writing A ≡ 1 2 S η + E η and A ≡ 1 2 S ξ + E ξ where E η and E ξ are in the closure of the effective cone,
But A 2 · E ξ ≥ 0 since A is ample and E ξ is in the closure of the effective cone and similarly A · S η · E ξ ≥ 0 since A · S η can be represented by a curve which moves with at most finitely many base points. Thus, (1) of Lemma 4.3 and Lemma 4.5 imply
