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ABSTRACT 
Let 7 be a linear space of n x n complex matrices with the property that the 
cardinality of the spectrum of every A E V is at most k. We determine the maximum 
dimension of such spaces for k E (1,2, n - l}. The structure of such spaces of the 
maximum dimension is also described. 0 EZsevier Science Inc., 1996 
1. INTRODUCTION 
In this paper we propose a systematic study of the structure of linear 
spaces of matrices having bounded cardinality of spectrum, or, in other 
words, having bounded number of eigenvalues. There are three types of 
results in the existing literature which suggest this kind of considerations. 
The first motivation for this line of study lies in a number of results on 
linear spaces of (not necessarily square) matrices having bounded rank, or 
having equal rank. Observe that for square matrices the property “having 
zero determinant” is equivalent to “not having full rank”; thus, this is the kind 
of property of a linear space of matrices that we have in mind. The list of 
references on this subject given at the end of this paper is not intended to be 
either complete or final. However, it includes those papers on which some of 
our results depend. 
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There are many more possible properties of linear spaces that can be 
studied in connection with square matrices; e.g., we can impose various 
“spectral” conditions. In particular, one can study linear spaces of matrices 
with property L [12, 131, or, say, linear spaces of nilpotent matrices [lo, 11, 
71. It appears that problems of this kind are more difficult, and unless we 
assume some additional condition on the structure of linear space (such as 
being a Lie algebra, which gives the famous Engel theorem), they may be 
hard to prove. For example, the proof of the Mot&n-Taussky theorem, 
saying that a linear space of diagonalizable matrices is simultaneously diago- 
nalizable, uses algebraic geometry, and, as far as we know, no elementary 
proof of this fact has been found yet. On the other hand, the nonelementary 
proof of Gerstenhaber that a linear space of nilpotents of maximal dimension 
is triangularizable has been simplified lately by various authors (see e.g. [ll]). 
Among these papers a result of Atkinson [l] has a special position with 
respect to the problem treated here, because it actually presents a step from 
the Gerstenhaber type of results towards the kind of problems that we are 
concerned with in this paper. 
A third line of motivation arises from the linear preserver problem, where 
one studies linear operators sending matrices into matrices and preserving 
certain of their properties. We have decided not to give any references on 
this subject at the end, since our work does not rely on these results in any 
other way than through motivation. However, the interested reader may try 
to get hold of “Linear preserver problems references,” where over 200 titles 
on the subject have been listed. We are thankful to Professor Chi-Kwong Li, 
from whom we obtained our copy. 
The question whether linear spaces of n x n matrices with at most k 
distinct eigenvalues have some joint special “canonical’ form has not yet been 
studied in this generality as far as we know. This question belongs clearly to 
the theory of linear matrix spaces with some additional spectral property, but 
it is also closely connected, as will be seen in the sequel, to the theory of 
linear matrix spaces with bounded rank. In both cases (see e.g. [3, lo]), we 
cannot expect any special form unless we assume that the space has maximal 
dimension among those with this property. Maximahty of the space itself does 
not suffice in general; it is the maximality of dimension that is needed (see 
[ll] for counterexamples). The answer to this question could also shed some 
light on problems concerning linear operators preserving a fmed cardinahty of 
the spectrum. 
The main purpose of this paper is to give some answers to this question 
using only elementary means. We give a full answer to it only in case k = 1 
and (almost) in case k = n - 1, since the only additional condition assumed 
in Theorem 4 would probably become redundant as soon as we did the case 
k = n - 2. However, the variety of our possible answers in case k = n - 1, 
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as well as the character of difficulties that we encountered while proving it, 
suggest that case k = n - 2 may be quite hard to deal with. We also treat the 
case k = 2 and show that the space of maximal dimension is simultaneously 
triangularizable, provided n > 3 is odd. On the other hand, we give an 
example of a nontriangularizable space of the kind for n = 4. In spite of the 
fact that we believe that for n > 6 the space is triangularizable for even 
dimensions n as well, we leave this as an open question. 
The main results and simple proofs may be found in Section 2; the 
lengthier proofs of Theorems 2 and 4 are given in Section 3. 
2. MAIN RESULTS 
Let M,(C) be th e a e lg b ra of all n X n complex matrices. For every 
A E M,(C) we denote by cr(A) the set of all eigenvalues of A and by 
card u( A) the cardinality of o(A). We start with an easy consequence of the 
above-mentioned Gerstenhaber result on vector spaces of nilpotent matrices 
[lo]; see also [ll]. 
THEOREM 1. Assume that ‘F/c M,(C) is a linear space satisfying 
card cr(A) = 1 f or all A E 7. Then the dimension of Y cannot exceed 
n(n - 1)/2 + 1. Furthermore, if the dimension of Y is equal to n(n - 
1)/2 + 1, then there exists an invertible S E M,(C) such that V= S%S-‘, 
where YY is the algebra of all upper triangular matrices having equal diagonal 
entries. 
Proof. Let 7 be a linear space of n x n matrices having only one 
eigenvalue, and assume that dim V> n(n - 1)/2 + 1. We have to show that 
dim Y= n(n - I)/2 + 1 and that Y is similar to the algebra of all upper 
triangular matrices having equal diagonal entries. With no loss of generality 
we may assume that the identity matrix I belongs to 7. Indeed, if this were 
not so, we could add the identity, thus only increasing the dimension of Y’ 
by one. Now, V= CZ @H, where H= {A E ‘P”: tr A = 0). Every A EJV 
has exactly one eigenvalue and trace zero, and consequently, it must be 
nilpotent. It follows that Jtr is a linear space of nilpotent n X n matrices with 
dim H 2 n( n - 1)/2. The assertion of our theorem is now a straightforward 
consequence of Gerstenhaber’s result [lo]. n 
Next, we shall consider linear spaces of matrices with at most two 
eigenvalues. 
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THEOREM 2. Let n be an odd integer, n > 3. Suppose that YC M,(C) 
is a linear subspace satisfying card o(A) < 2 for all A E ‘7. Then the 
dimension of 7 is at most n(n - I)/2 + 2. Zf the dimension of Y is 
n(n - 1)/2 + 2, then there exist an invertible S E M,(C) and a subset 
K c {l, 2,. . . , n} such that V= S%!S1, where %? is the algebra of all upper 
triangular matrices (aij> satisfying a,, = ajj if i and j belong simultaneously 
to K or to (1,2, . . . , n) \ K. 
The proof of this theorem will be given in the next section. Let us point 
out that this kind of result does not hold for n = 4. More precisely, we have: 
EXAMPLE 3. There exists an eight-dimensional linear space of 4 X 4 
complex matrices with at most two eigenvalues which is not simultaneously 
triangularizable. 
Proof, Let > be a linear space of all 4 x 4 complex matrices of the 
form 
Obviously we have card a(A) < 2 for every A E ‘Y. It is easy to see that this 
algebra is not triangularizable. n 
We believe that Theorem 2 is valid also for even integers n > 6. In our 
last result we characterise large linear spaces of matrices with at most n - 1 
eigenvalues. The proof of this result will also be given in the next section. 
THEOREM 4. Let n > 3, and let Y be a linear space of n X n matrices 
such that 
(i) card U+(A) < n - 1 for all A E Y, and 
(ii) there exists A,, E Y with card (T( A,) = n - 1. 
Then, the dimension of 7 cannot exceed (n - 1>2 + 1. y dim %r/= (n - 1>2 
+ 1, then there exists an invertible S E M,(C) such that V= S%S1, where 
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every matrix in YY is in one of the f0rm.s 
(a) 
(7. * * *** * 
0 a * ... * 
0 0 * ... * 
. . . . 
. . . . . 
(j (j ; ..: ; 
6) 
~ 
a * 0 
0 a 0 
* * * 
. . . . . . . . . 
* * * 
Cc) 
a * * 
0 a 0 
0 * * 
. . . . . . 
;, ;: i 
. . . 
. . . 
. . . 
. . . 
. . . 
0 
0 
* 
~1~ * 
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Here, in all the three cases, a and the asterisks may be any complex numbers, 
chosen independently. 
REMARKS. 
(1) Note that case n = 2 (n = 3) has already been treated in Theorem 1 
(Theorem 2). 
(2) Let us point out that our proof of this theorem in Section 3 could be 
shortened if we relied on a result of Atkinson [l]. That result, however, 
depends on the nontrivial Gerstenhaber result. This is one of the main 
reasons we have decided to give here a direct proof of this theorem. 
(3) Observe that the three cases of this theorem are not the same. The 
easiest way to see this is to observe that in case (a) the matrices have a joint 
invariant subspace of dimension one, while their transposes have no invariant 
subspace of that kind; in case (b) the matrices have no such invariant 
subspace, while their transposes do; and in case (c) both the matrices and 
their transposes have a subspace of that kind. 
34 MATJAIZ OMLADI~ AND PETER SEMRL 
(4) It would be nice to have similar results for matrix spaces with at most 
k eigenvalues, 2 < k < n - 1. In particular, we believe that the dimension of 
such a linear space for k = n - 2 is no greater than n2 - 3n + 4. If this 
were true, we could omit the assumption (ii) in Theorem 4. 
3. PROOFS 
Proof of Theorem 2. Assume that 7 is a linear space of n X n matrices 
with at most two eigenvalues. Suppose also that dim Y= k > n(n - I)/2 + 
2. It follows from Theorem 1 that there exists A E Y” with card a(A) = 2. 
Thus, we can find a basis {A,, A,, . . . , Ak} of the linear space 7 such that 
card a(A,) = 2. 
The eigenvalues of an arbitrary matrix C:= i (Y~ Ai from Y are the roots of 
the equation 
det(AZ-!ioiAi) =O. 
The polynomial P(a,, . . . , q; A) = det( AZ - Ct= 1 cq A,), considered as a 
polynomial in A with coefficients in the ring of polynomials C[ (~i,. . . , a&], 
which is a unique factorization domain, splits into a product P = P, Pz *** q, 
where Pi = Pi(al,..., q; A) is an irreducible polynomial. We may assume 
with no loss of generality that the leading coefficients of all these polynomials 
with respect to A are equal to one. We shall show that these polynomials have 
degree at most 2 in A. 
Assume to the contrary that there is an integer m E (1, . . . , j} such that 
polynomial P,( aI, . . . , a k; A) has degree at least 3 with respect to variable A. 
It follows from irreducibility of P,,, that for some values of (~i,. . . , q the 
polynomial P,( aI, . . . , ok; A) has at least three distinct roots. This is in 
contradiction with the fact that matrix Ck= ioi Ai belongs to 7 and has, 
consequently, at most two eigenvalues. 
Since all polynomials P,, . . . , Pi have degree at most 2 with respect to the 
variable A, at least one of them must be linear in A. With no loss of generality 
we may assume that P, is such that 
P,(q, . . . . ‘~k;A)=A-p~(q ,..., q), 
where p, is a polynomial in k indeterminates. Clearly, for every complex 
k-tuple oi, . . . , rxk the complex number pl( aI, . . . , q) is an eigenvalue of 
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matrix Et= l~i Ai. This yields 
I P,(%,...7 cfk)l 
and this implies further that 
i=l 
for some complex constants b,, . . . , b,. 
Our next step will be to prove that polynomials I’,, . . . , q are linear in A 
as well. Assume to the contrary that there exists an index m E {2,. . . , j} such 
that 
k;‘+) =A’+(&& ,..., “k)h+r,,,((Yl,..., “k) 
for some polynomials q,,, and r,. For an arbitrary complex k-tuple (Y,, . . . , CQ 
it holds that qm(ol,. . . , a,) = - ( pl + p2) where /.L~ and pz are eigenval- 
ues of the matrix x5= 1 oi Ai. This implies, using boundedness as above, the 
relation 
i=l 
for some complex constants ci, i = 1, . . . , k. But every matrix from Y has at 
most two eigenvalues, and we already know that one of the eigenvalues of 
Cf= 1 (Y~ Ai is Cf= 1 aibi. B ecause of irreducibility we have that pi # ps at 
least for some k-tuple (Ye, . . . , ak, and this must then hold on an open 
neighbourhood of this k-tuple. Thus, we may assume that the known eigen- 
value equals /.L~ and deduce that pz = Cf= 1 ai(ci - bi), which forces that 
r, = 
[ I[ ; aibi i ai(ci - bi) i=l i=l 1 
is valid on an open set and therefore everywhere, contradicting the assump- 
tions that polynomial Pm is irreducible. 
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Hence, every matrix of the form Ck= i czi Ai has eigenvalues of the form 
A,= &libi 
i=l 
and 
A, = i aidi. 
i=l 
And, because card cr( A,) = 2, we have that b, # d,. Let us consider the 
(k - D-dimensional linear matrix space W generated by the matrices 
di - bi 
Bi = Ai + b, _ d, A,, i = 2,3, . . . , k. 
A straightforward computation shows that every matrix of the form C:= a cri Bi 
E w has only one eigenvalue. One can now complete the proof using 
Theorem 1. n 
Proof of Theorem 4. Assume that dim Y= m 2 n2 - 2n + 2. It follows 
from assumption (ii) that there exists a basis (A,, . . . , A,] with card o( A,) 
= n - 1. Denote for every complex m-tuple (Y = (czi,. . . , a,> the charac- 
teristic polynomial of the matrix Cp= i ok A, by P,(A). Consider the polyno- 
mials P, and PA(A) = (a/&i) P,( A) as polynomials in one variable A with 
coefficients in the ring of polynomials C[ (pi, . . . , a,]. Let a polynomial 
Q,(A) with the leading coefficient 1 be the greatest common divisor of these 
two polynomials. This can be achieved because C[ oi, . . . , a,] is a unique 
factorization domain and because the two polynomials may be assumed to 
have this property. We shall denote the degree of Qa with respect to the 
variable A by d and show that d = 1. There exist polynomials Pi’< A), P,“< A) 
E @[a,,..., a,][ A] such that 
Pa(A) = Pa'b9Qa(N (1) 
and 
pm = P,~(A)Q,(A). (2) 
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In case d > 1 it follows for every p E @” that card a@= 1 & A, > < 72 - I, 
contradicting the assumption that the spectrum of A, has cardinality n - 1. 
In case d = 0 we can find polynomials Pi(A), P:(A) E C(a,, . . . , a,,,)[ Al, 
the ring of polynomials in A with coefficients from the field of complex 
rational functions of (Y E @“, such that 
Pa(A)P,3(A) + F’d,(A)P;(A) = 1. 
Let P be a complex m-tuple such that the product of the denominators 
of all coefficients of polynomials P:(A) and F’:(A) does not vanish at P. It 
follows that complex polynomials PP< A), P,(A) E @[A] have greatest common 
divisor equal to 1. This yields card cr(Cy= 1 Pk Ak) = 12, which contradicts our 
assumptions. 
We have thus proved that the polynomial Qol is of the form Q,(A) = 
A - q(‘yl,. . . , a,>, where q(cyl,. . . , (Y,) is a polynomial in m variables. It 
follows from (1) and (2) that for any complex m-tuple (Y E @” the complex 
number A = q(‘~~,..., Q,,J is an eigenvalue of the matrix CT=, ak A, with 
multiplicity greater than 1. Clearly, 1 Al < C;l= 1 1 ak 1 II A, 11, and consequently 
where a, E C is an eigenvalue of A,, i = 1,. . . , m. Hence, we can find 
P:(A) E ~[cY~,..., cz,][A] such that 
2 
c3 A). 
We denote by 9 a subset of @“’ consisting of all complex m-tuples (Y 
satisfying P:(Cp= lak q) # 0. We shall prove that 9 is dense in @“. Assume 
to the contrary that the complement of LB in Cm has nonempty interior. 
Then we have P,“<Cp= lak ak> = 0. In particular, for CY = (1, 0, . . . ,O> E Cfn 
we have P,(A) = (A - u,)‘P:(A) with P,“(q) = 0. It follows that a, has 
multiplicity at least 3 as an eigenvalue of A,, which is in contradiction with 
card a(A,) = n - 1. 
Clearly, 0 is a multiple eigenvalue of the matrix 
al( A, - u,Z) + ... +a,,( A,, - u,Z) 
for every complex m-tuple cr. Obviously, the multiplicity of 0 equals 2 if the 
complex m-tuple (Y belongs to 9. 
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The subspace %! = span{ A, - ail : i = 1,. . . , m} c M,(C) has dimension 
greater than or equal to m - 1 > n2 - 2n + 1. According to Theorem 2 and 
Remark 2 in [8] (see also [Q]), there exists a matrix S E %! such that 
rank S = n - 1. The set of such matrices is an open subset of %!. It follows 
from the above that the subset of % consisting of all matrices having 0 as an 
eigenvalue of multiplicity 2 is dense in ‘%. Thus, we can find a matrix R E % 
having rank n - 1 and eigenvalue 0 of multiplicity 2. In an appropriate basis, 
Z? must be of the form 
R= N ’ 
[ 1 0 Q 
where Q E M,_ ,(C> is an invertible matrix and N is the 2 X 2 matrix given 
bY 
Let us write the matrix of an arbitrary A E % in the same basis: 
(3) 
with 
x= [Xl “21, 
where xl, x2, yl, and yz are n - 2 dimensional column vectors. We will 
show in the rest of the proof that all the matrices from % have the desired 
properties in the so chosen basis. We will therefore assume from now on that 
they are all in block form (3). 
In the first step of the proof of that we will develop a number of key 
relations valid for any matrix A of this form. So, f= such a matrix A, and 
observe that the matrix A + pR is singular for all /,.L E @. But its determi- 
nant is a polynomial in ZL of degree n - 1, and this implies that all of its 
coefficients must vanish; in particular, the leading coefficient is equal to 0. 
This yields b, = 0. Next, fu for a while p outside the spectrum of matrix 
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- ZQ - ’ and observe that 
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I 
zz 
Y(Z + pQ)-1 
0 Z I 
B+pN-Y(Z+/LQ)-IX 0 
X I Z+PQ - 
(4 
Since A + pR is a singular matrix, it follows that 
det CT = 0, 
where 
C = B + /.LN - Y(Z + pQ)-‘X. 
(5) 
(6) 
We choose a sequence B, of 2 X 2 matrices such that the matrix 
k 
Cl1 
k 
Cl2 
c,=Bk+pN-Y(Z+@-'X= k  k  I 1 C21 c22 
is invertible for every positive integer k and lim k ~ x Bk = B. It is easy to 
verify that for the matrix A, given by 
A, = Bk ’ 
[ 1 x z 
the matrix A, + pR is invertible and that 
C,' -C;'Y(Z + pQ)-' = 
-(Z+/.LQ)-~XCI,' (Z+pQ)-' +(Z+pQ)-'XC;'Y(Z+pQ)-' 1 
(7) 
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Replacing A by A, in (41, we get 
det( A, + /..L.R) = det( Z + /.LQ) det C,. (8) 
Combining (7) and (81, we obtain 
Tk = [det( A, + pR)]( A, + pR)-’ 
= det(Z + pQ) 
E/x -E,Y(Z + pQ)-’ 
X 1 +Z+,uQ)-‘XEk (det C,)(Z+pQ)-’ +(Z+,UQ)-%~Y(Z+/.LQ)-~ ’ (9) 
where 
E, = (det Ck)CF1 = [ $;l $q. 
A straightfonvard computation shows that 
lim E, = E = 
bcy;(Z+~Q)-~~z Y~(Z+PQ)-~~~-~-)(L 
k-m 
d(Z+ @-'XI 4 - yT(Z + N-h I ’ 
(10) 
kteV(Ak + /e&R) = {h,,,,..., A,, k} be the set of n eigenvalues of A, + /..LR 
counting multiplicities. Then we have 
ev(Tk) = ,,iii=lhi,k:j = l,...,o). i . (11) 
It follows from (51, (9), and (10) that 
lim Tk = T 
k-rm 
= det(Z + /_LQ) 
E 
X 
-EY(Z + pQ)-’ 
-(Z + pQ)-lXE (Z + pQ)-‘XEY(Z + pQ)-1 1 ’ (12) 
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We know that 0 is a multiple eigenvalue of A + pR. Hence, (11) implies 
that c+(T) = 10). As a consequence we get tr T = 0, which yields 
0 = trE + tr[(Z + pQ)-‘XEY(Z + pQ)m’]. 
Recall now that I_L P (T( - ZQ- ‘) was arbitrary. Because tr[(Z + 
E.LQ)~‘XEY(Z + pQ)-‘1 tends to 0 as Al. + a, it follows that lim,,, tr E = 
0. This, together with (lo), forces that b, = -h,. 
Rewrite (5) as 
b, - YW + PQ)PXI b, + /_L - y:‘(Z + @-'x2 I = -y;(Z + pQ)-lx, -b, - y;(Z + pQ)-'x2 0. 
The fact that lim y+m /J(Z + pQ1-l = Q-r yields 
y;Q-lx, = b:. (13) 
It follows from the definition of Tk that ( A, + pR)T, = det( A, + pR) 1. 
Sending k to infinity, we get 
(A+pR)T=O. (14) 
The set of all n X n matrices having rank greater than or equal to n - 1 is 
open. Therefore, there exists a real constant K such that rank(A + pR) = II 
- 1 for every complex number p satisfying 1 pi > K. Thus, if 1 pi > zz then 
(14) implies rank T < 1. This, together with a(T) = (O}, gives that T” = 0. 
In particular, we get from (12) that 
F = E” + EY(Z + /LQ)~~“XE = 0 if I pl > K. 
Let us calculate the limit of the (1,2) entry of F when p + 00, using 
lim P+mp(Z + pQ)-l = Q-‘,hm,,,~2(Z + pQje2 = Q-“, and b,4 = 
-b,, to get 
y;Q-‘x2 + y:‘Q-‘x1 + y;Q--‘xl = 0. ( 1*5) 
Let us introduce some notation and make some considerations. Denote by 
%’ the subspace of % consisting of all matrices such that in the form (3) it 
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holds that B = 0. We have already proved that b, =t 0 and b, = - b4 for 
every A E %. Therefore, dim U’ > dim Z - 2 > n2 - 2n - 1. In order to 
get the desired form of the matrices with respect to the blocks given in (3) we 
introduce six new matrix vector spaces: 
8= ([I: :I:[: a] ES forsomeZ), 
Za = ([i :I:[: i] EBforsomeY), 
y= ; ; :YEM 
([ I 
4)). 
It is our intention to prove at this point, using the above established 
relations, that the space 9 has big enough dimension to contain a matrix with 
invertible block element in the lower right comer. Note first that dim %’ = 
dim8+dimFanddim8=dim~i+dim~~,denotebyP thedualof 
%: and define a linear mapping cp : till -+ P by 
where 
= bTQ-lx2 + u'Q-'xl + bTQ-'xl. 
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Introduce yet another matrix vector space W = 8, CEJ Zt c Z. We shall show 
that Im CP is a linear subspace of the annihilator %@ c F. For this purpose 
we choose a linear functional g,, ,, E Im q and a matrix 
I 
0 0 YT 
s= 0 0 yz’ 
Xl x2 0 
from W. Then, we can find Z,, 2, E M,_,(C) and two n - 2 dimensional 
column vectors wi, w2 such that the matrices 
belong to ?Y. It follows from (15) that 
( y2 + w2)TQ-lXZ + ( y1 + W1)TQ-‘X, + ( yz + W*)TQ-2X1 = 0 
and 
( YZ + wz + QTQ-' x2 + ( yI + w1 + a)'Q-'x, 
+( y2 + w2 + b)?‘Q-"x, = 0. 
As a consequence we have that g,, b( S> = 0. 
Next, observe that p is one-to-one and consequently 
dimIm rp = dim Z1. (16) 
Since the linear space 8, is a subspace of y, we can define 6?: as its 
annihilator in y*. Further, introduce a one-to-one linear mapping r : 8: -+ 
%*" bY 
n(f)([l: :I) =f([:: :I). 
44 
From 
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2(n-2) =dim~=dim~~+dim~r 
and (16), we see that 
2(n - 2) = dimImr+ dimImp. 
Now Im n and Im CJI are subspaces of %@’ with trivial intersection; 
hence, 2(n - 2) Q dim Wo = dim (Zr CB ga)O, and this relation, together 
with 
4(n - 2) = dimt2”= dimW+ dim%+, 
dim W= dim 8, 
and 
dim8+dimCY>n2-2n-1, 
finally gives the wanted estimate 
dimF> (n - 2)2 - 1. 
It then follows by, say, Theorem 2 and Remark 2 in [8] (but see also [9]> that 
there exists an invertible D E M, _ ,(C) such that 
0 0 
[ 1 0 D 
is contained in S, therefore in V, and also in %‘, which is what we wanted to 
see at this point of the proof. 
We are now in a position to finish the proof. Observe first that there must 
exist a real constant M such that Q + AD is invertible for every complex 
number A satisfying 1 Al > M. Interchanging the matrix 
R= N ’ 
[ 1 0 Q 
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with 
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iv 0 
0 Q+AD I 
in the above considerations turns the relation (13) into 
y;(Q + AD)-‘x, = bf. (17) 
Because the left hand side of this equation is an analytic function of A outside 
the circle of radius M and has a zero at infinity, the right hand side must be 
zero, so that b, = 0. Observe that this is true for all matrices A from %. 
Thus, they all have, when written in the form (3), the entries on the main 
diagonal of the upper left block corner equal to zero. We have thus proved 
that every A from Z is of the form 
(18) 
This further implies that dim %’ 2 dim % - 1 = n(n - 2>, and it follows 
that dim F= (n - 2>2. Hence, for any D E M,_ ,(C) the matrix 
0 0 
[ 1 0 D 
belongs to ?Y. Multiplying (17) by A and sending A to infinity, we prove that 
for every A E ?Y and for every invertible D E M, _ ,(C) the following rela- 
tion holds: 
y;D-‘x, = 0. 
Thus, for every A E ?Y we have that xi = 0 or y2 = 0. But SY is a linear 
space, and consequently at least one of the relations x1 = 0 and y2 = 0 must 
hold for all matrices A from 9. If both are true, we will get the case Cc) 
below. Assume now that y2 # 0 for some A, while always xi = 0. The rela- 
tion (15) with Q replaced by Q + AD then turns into yl(Q + AD)-'r, = 0, 
which, after being multiplied by A, gives in the limit when A -+ m that 
&D-l x2 = 0, 
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and the arbitrariness of the invertible D yields xs = 0 for this particular A. 
By linearity again we get that xs = 0 for all elements of 2/(, thus leading to 
the case (a) below. It remains to consider the case when xi f 0 for some A 
and ys = 0 for all A. Similar considerations lead this time to case (b) below. 
In any of the three cases it follows that dim ?Y = n2 - 2n + 1. Moreover, 
PY must be the set of all matrices of the form (18) which satisfy one of the 
following conditions: 
(a) x1 = x1 = 0, 
(b) y1 = y2 = 0, 
(c) x1 = y2 = 0. 
Since all of these spaces do satisfy the assumptions of the theorem, this 
completes the proof of it. W 
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