Understanding the snow accumulation and melting process is of great significance for the assessment and regulation of water resources and the prevention of meltwater flooding, especially for the semiarid region in the Manas River Basin. However, the lack of long snow measurement time series in this semiarid region prevents a full understanding of the detailed local-scale snow ablation process. Additionally, the modeling of snow accumulation and melting is challenging due to parameter uncertainty. In this study, the snow ablation process in the Manas River Basin was quantitatively explored with long time-series of 3-h measurements of snow depth, snow density and snow water equivalent (SWE) at the Wulanwusu (WLWS), Hanqiazi (HQZ), and Baiyanggou (BYG) sites. This study explored the ability of the Utah energy balance (UEB) snow accumulation and melt model to simulate SWE, energy flux and water loss in the study area. Furthermore, the uncertainty in the ground surface aerodynamic roughness index z os in the UEB model was also analyzed. The results showed that: (1) noticeable variations in snow depth, SWE and snow density occurred on seasonal and interannual time scales, and variations in melting time and melting ratios occurred on short time scales; (2) a rapid decrease in snow depth did not influence the variations in SWE, and snow melting occurred during all time periods, even winter, which is a typical characteristic of snow accumulation in arid environments; (3) the UEB model accurately simulated the snow ablation processes, including SWE, snow surface temperature, and energy flux, at WLWS, HQZ, and BYG sites; (4) the lowest contribution of net radiation to melting occurred in the piedmont clinoplain, followed by the mountain desert grassland belt and mountain forest belt, whereas the contributions of net turbulence exhibited the opposite pattern; (5) the optimal z os in the UEB model was experimentally determined to be 0.01 m, and the UEB model-simulated SWE based on this value was the most consistent with the measured SWE; and (6) the results may provide theoretical and data foundations for research on the snow accumulation process at the watershed scale.
The Manas River Basin is located on the northern slope of the Tianshan Mountains in Xinjiang, China. The catchment has an area of approximately 5274 km 2 upstream of the Kenswate hydrological station and a north-south length of 450 km. The length of the river above the station is 160 km. The elevation of the basin ranges from 500 m to more than 5000 m. The topography is high in the south, low in the north, and exhibits obvious vertical zonality. Several tributaries converge at the Kenswate hydrological station and flow into the plain. The basin is composed of a mountain area where water collects and a plain area where river water is lost [36, 37] . The region exhibits a large daily temperature difference and an annual average temperature of 6.6 • C. Snowfall mainly occurs from November to March in the following year. The plain region has an annual precipitation of 110-200 mm, and the headwater region has an annual precipitation of up to 600-700 mm. The annual average wind speed is 1.7 m/s. Different types of vegetation and ecological communities with different levels of natural productivity have developed in different regions. The rivers that originate from the mountain area form pluvial fans and alluvial plains of varying sizes. The pluvial fans and alluvial plains overlap and gently dip towards the basin interior to form a smooth and level plain. This plain is considered to be an arid area with an oasis (410-800 m). Within the basin, there are three automatic snow and weather stations: Wulanwusu (WLWS), Hanqiazi (HQZ), and Baiyanggou (BYG) (Figure 1 ). WLWS is located in the piedmont clinoplain (500-800 m), where the original vegetation was composed of Artemisia subshrub species, although 80%-90% of the plain has been converted to farmland. HQZ is located in the mountain desert and grassland belt (900-1400 m), which is the transitional belt between the grassland and the desert. The meadow vegetation has a height of 20-40 cm and 40%-60% coverage, and HQZ is an important spring and autumn pasture in Xinjiang. BYG is located in the mountain forest belt (1500-2800 m). The primeval forest is composed of Picea schrenkiana, and the trees are 20-30 m high. The station parameters are summarized in Table 1 .
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Meteorological and Snow Observational Data
Observations and experiments serve as indispensable measures for research on the formation, development and melting of snow cover. In 2010, a set of automatic weather stations and a snow variable measurement system were established at WLWS, HQZ, and BYG, all of which are located in the middle section of the Tianshan basin but differ in their underlying surfaces and elevations [38] [39] [40] [41] . Meteorological variables, such as air temperature, humidity, wind velocity, wind direction, and precipitation, were measured.
In addition, four net radiometers were installed at WLWS to measure air incidence and reflected shortwave radiation and incoming and outgoing longwave radiation. The snow variable measurement system was equipped with real-time measurement sensors for snow depth, SWE and snow surface temperature ( Table 2 ). All sensors were connected to a data recorder (CR1000; Campbell Scientific Inc., Logan, UT, USA). The snow surface temperature was recorded every 1 min, and the snow depth and SWE were recorded every 30 min (however, because of serious battery losses due to low winter temperatures and wire rupture due to damage by rats in spring and summer, limited or anomalous data were acquired at some time points and the acquired snow depth and snow density data were subject to scattered and negative records). Based on the method proposed in the literature [42] , the snow variable data were pretreated, and the average SWE, snow depth, and snow surface temperature within 3 h were obtained to analyze the snow characteristics, simulate the snowmelt process and assess the accuracy of the model. Additionally, due to the malfunction of the automatic weather observation instrument, there was data loss in the HQZ and BYG stations, and the missing data were extracted from the China meteorological forcing dataset, which is generated from the Princeton reanalysis data, GLDAS (Global Land Data Assimilation System) Data, GEWEX(Global Energy and Water Cycle Experiment)-Surface Radiation Budget radiation data, and the Tropical Rainfall Measuring Mission (TRMM) precipitation data as the background field, which is combined with conventional meteorological observation data from the China Meteorological Administration [43, 44] . The time series are from 1979-2015, with a 3-h time resolution, and spatial resolution level of 0.1 • . The time series includes seven elements (variables): near-surface temperature, near-surface pressure, near-surface air humidity ratio, near-surface total wind speed, ground-downward shortwave radiation, ground-downward longwave radiation, and ground-downward precipitation rate.
Methodology

UEB Snow Accumulation and Melt Model
The UEB model employed water equivalence W (m), energy content U (kJ m −2 ), and the age of the snow surface to describe the snow accumulation process. The energy content was used to determine the average temperature and liquid water content of the snow cover, and the snow age factor was used to calculate only the snow surface albedo. At an effective depth, the model treated the snow cover and underlying surface that interacted with the snow cover (the underlying surfaces at WLWS, HQZ, and BYG were farmland, desert meadow, and alpine meadow, respectively) as a whole in the investigation. The model also considered the overall net shortwave radiation absorption, net longwave radiation of the interface between the snow surface and air, sensible and latent exchange between the air and the snow surface, heat brought by snowfall or rainfall, ground surface heat flux, and heat removed by melted water to quantitatively simulate the characteristics of energy variable variations throughout the snow accumulation period.
The temporal evolutions of U and W can be determined based on the following energy and mass balance equation:
where the units of all terms are kJ m −2 h −1 . Q sn represents the net solar radiation; Q li represents the incoming longwave radiation; Q p represents the advected heat from precipitation; Q g represents the ground heat flux; Q h and Q e represent the sensible heat flux and latent heat flux, respectively; Q le represents the outgoing longwave radiation; and Q m represents the heat advected by meltwater.
where the units of all terms are m h −1 . P r , and P s represent the rate of precipitation as rain and snow, respectively; M r represents the melt rate; and E represents the sublimation rate. The theory of the model is described in detail in the works of Tarboton [26] .
Experimental Design
Based on the observations and the energy balance model, the characteristics of the local-scale snow accumulation and ablation processes in the piedmont clinoplain (WLWS), mountain desert and grassland belt (HQZ), and mountain forest belt (BYG) in the Manas River Basin were analyzed. First, the seasonal and interannual features of snow depth, snow density and SWE were analyzed based on the data obtained by the snow variable measurement system. Second, based on model parameters in the literature [27, 30, 31] and the outcomes of a sensitivity test on the snow surface roughness, the model parameters for this study were obtained (Table 3 ). The meteorological data recorded within 1 h at WLWS, HQZ and BYG were used to calculate the air temperature, humidity, wind speed, and precipitation within 3 h to drive the model. A snow accumulation and ablation simulation between 1 October 2012, and 31 March 2017, was completed, and the SWE, snow surface temperature, net radiation, latent and sensible heat fluxes, and outflow volume were obtained. Mahat and Tarboton [30] The measured SWE and snow surface temperature were used for an accuracy assessment of the model outputs. The SWE data were from the snow pillow measurement system, which provided the initial precipitation input for the evolution of the snowfall events and SWE. The characteristics of the energy variables within one snow accumulation year (2014-2015) were analyzed. The similarities and differences among the piedmont clinoplain, mountain desert grassland belt, and mountain forest belt in terms of local-scale energy and its contributions were obtained.
Evaluation Methods
The NSE, RMSE, and RSR were used to compare the simulated values with observations and assess the goodness-of-fit of the model. These indexes are defined as follows:
where S t 0 and S t m denote the observed and simulated SWE values at time point t, respectively; T is the total number of time steps; and S 0 is the average of the observed SWE.
NSE ranges from −∞ to 1. A value close to 1 indicates high quality and high model reliability. According to Andreadis and Lettenmaier [45] , an NSE value <0 indicates that the model is unreliable, and a value close to 0 indicates a simulated outcome close to the average of the observation values. According to Gupta et al. [46] , when the NSE value is greater than 0, the model has the lowest acceptable efficiency. RMSE was used to assess the deviations between the observed and actual values, and this index is widely applied for model assessments. The RMSE values range from 0 to +∞. When the value is 0, the model-predicted outcome is equivalent to the observational value. Currently, there is no widely accepted RMSE threshold for model performance assessments. However, a large RMSE value suggests a large model error. Singh et al. [14] used half of the standard deviations of the observational data as the RMSE threshold. In addition, RSR was also used for the assessment. The RSR values range from 0 to +∞. A value of 0 corresponds to an RMSE value of 0; that is, the model-predicted data are equivalent to the observation data. When the RSR values are 0-0.5, 0.5-0.6, 0.6-0.7, and >0.7, the model performance is designated as "very excellent", "excellent", "satisfactory", and "unsatisfactory", respectively [47] . As shown in Figure 2 , after the snowfall occurred in the three regions at the beginning of November within one snow accumulation year, the snow depth and SWE increased in a step-like manner, indicating that the changes in the snow variables were not gradual and consistent increases. When there was a snowfall event or temperature increase, the increases or decreases were significant, and the data before and after the process showed a steep increase or decrease. The maximum snow depth occurred in February. Subsequently, the snow depth decreased rapidly, and the snowmelt was mostly completed by the end of March, although noticeable seasonal variations occurred. The snowmelt was accompanied by decreases in snow depth and SWE. Variations in the snow depth occurred continuously under the joint action of snow cover and external meteorological factors. Differences in the melting time and melting ratios were present on short time scales. The rapid decrease in the snow depth did not influence the variations in SWE, and snowmelt occurred during different time periods, even in winter, which demonstrated the snow accumulation features in an arid environment. From the first snowfall to snow melting and disappearance within a single snow accumulation year, the snow density in the three regions continuously changed. Without new snowfall and snow melting, the density continuously increased under the action of gravity. The density further increased under the actions of settling and wind. The change in snow density is the result of the continuous change in snow grain diameter caused by the densification and metamorphism of the snow cover [48] . Generally, snow has a crystalline structure, and the density of snow is low (between 50 g cm −3 and 120 g cm −3 ). Over time, snowflakes turn to granules. The liquid water content increases, and the density increases to 100-400 g cm −3 . At the beginning of the annual snowfall season (in November) and the beginning of annual snowmelt (at the end of February and beginning of March), the accumulated snow density greatly fluctuated. The snow density was mostly stable between December and January of the following year, fluctuating between 200 g cm −3 and 300 g cm From the first snowfall to snow melting and disappearance within a single snow accumulation year, the snow density in the three regions continuously changed. Without new snowfall and snow melting, the density continuously increased under the action of gravity. The density further increased under the actions of settling and wind. The change in snow density is the result of the continuous change in snow grain diameter caused by the densification and metamorphism of the snow cover [48] . Generally, snow has a crystalline structure, and the density of snow is low (between 50 g cm −3 and 120 g cm −3 ). Over time, snowflakes turn to granules. The liquid water content increases, and the density increases to 100-400 g cm −3 . At the beginning of the annual snowfall season (in November) and the beginning of annual snowmelt (at the end of February and beginning of March), the accumulated snow density greatly fluctuated. The snow density was mostly stable between December and January of the following year, fluctuating between 200 g cm −3 and 300 g cm −3 .
Results
Temporal Features of the Snow Observation Data
In different regions within the same snow accumulation year, the snowfall amount increased with increasing elevation. The spatial distribution features regarding the maximum snow depth and SWE showed the following sequence: WLWS < HQZ < BYG. Within the corresponding snow accumulation year, HQZ had the minimum snow density, whereas BYG had the maximum snow density. Within the snow accumulation periods between 2012 and 2017, the average snow depths of WLWS, HQZ, and BYG were 14.8 cm, 24.3 cm, and 21.6 cm, respectively. The average maximum snow depths were 31.1 cm, 46.0 cm, and 48.1 cm, respectively. The average SWE values were 21.8 mm, 30.1 mm, and 38.8 mm, respectively. The maximum SWE values were 54.2 mm, 59.6 mm, and 70.9 mm, respectively. The average snow densities were 151.7 g cm −3 , 113.7 g cm −3 , and 180.3 g cm −3 , respectively. The average maximum snow densities were 375.9 g cm −3 , 209.1 g cm −3 , and 378.2 g cm −3 , respectively.
Within different snow accumulation years in the same region, the snow variables showed noticeable interannual differences. Based on the time series of snow variables after removing outliers, the maximum and average values of snow depth, SWE and snow density from 1 November to 30 Figure 3 shows the comparative outcomes of SWE (red line) simulated by the UEB model and SWE (black line) measured by snow pillow measurements. As shown in Figure 3 , unlike the measured value, the simulation was somewhat delayed, showing postponed melting. The simulated values were generally lower than the measured values during the snow accumulation period, and a general lag phenomenon was observed during the snowmelt period (examples can be found at WLWS and HQZ during the 2014-2015 snow accumulation year). The reason for this phenomenon may be explained as follows. In the snow melting stage, the liquid water content increases, resulting in a noticeable increase in the snow density, whereas the density variations in the parameterization protocol of the model were slow. However, the trend based on the simulation experiment was consistent with that based on the observations, which indicates that snow melting demonstrated remarkable seasonal variations and interannual differences.
Simulated SWE Evaluation
The average SWE of the five snow accumulation years (2012-2017) obtained from snow pillow measurements and simulations are summarized in Table 4 . In the table, "/" indicates missing data. With regard to the NSE, except for the minimum NSE coefficient of BYG during the 2013-2014 snow accumulation year (NSE = 0.140; "unsatisfactory"), the coefficients of the three regions were all higher than 0.5 (most were higher than 0.6, which indicates "excellent"). These results indicate that the UEB-simulated SWE agreed with the measured data and that the UEB model possessed a satisfactory capacity to simulate the snow accumulation process. For the RSR index, the simulated outcomes during the three snow accumulation years at WLWS were "satisfactory", and those at HQZ during two snow accumulation years were considered "very excellent". However, the simulated outcomes at BYG during the three snow accumulation years varied greatly, with one being "very excellent" and two being "unsatisfactory". The RMSE values were low at WLWS and HQZ (approximately 10 mm), whereas they were high at BYG, which featured the highest actual SWE value in this region. Based on the NSE, RMSE, and RSR indexes, the SWE simulation accuracy varied greatly among the years as well as among the stations. For instance, the simulated values for WLWS in the snowmelt periods of 2014 and 2015 were lower than the measured values, but the degree of agreement between the simulated peak and measured peak was moderate, which accounted for 61% of the maximum measured peak value. Comparisons among stations and years showed that the model could reasonably predict the SWE and snow melting processes at these stations.
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Snow Surface Temperature
The UEB model calculates the snow surface temperature by balancing the energy flux of the snow surface [32] . The agreement between the temperature simulated by the UEB model and the measured data indicates that the surface energy flux model is satisfactorily established and that the energy items can be used for the characteristic analysis. Although we ran a five-year simulation from 1 October 2012 to 30 September 2017 at the 3-h step, only the period between 1 November 2014 and 31 March 2015 features complete time series from all the measuring devices. However, W (m), U (kJ m −2 ), and the age of the snow surface are unknown due to the lack of observation equipment. Thus, these three model energy variables are assumed to be zero when modeling. These assumptions will inevitably lead to errors at the beginning of the simulation. However, the errors diminish with time as the model adjusts to the driving inputs. Therefore, it is most meaningful to interpret the results after these initial errors have been reduced. The time period between 1 November 2014 and 31 March 2015 was selected (the observed data were complete for the three stations during this period) because the model achieved good results during that time and analysis of the energy flux variability is feasible and credible. The simulated outcomes were used for the energy variable analysis during the 2014-2015 snow accumulation year. During this period, the total precipitation amount at WLWS was 87.6 mm, which was all snow, with an average air temperature of −6.49 • C and an average wind speed of 1.17 m·s −1 . The total precipitation amount at HQZ was 151.91 mm, which was all snow, with an average air temperature of −8.01 • C and an average wind speed of 1.62 m·s −1 . The total precipitation amount at BYG was 141.92 mm, which was all snow, with an average air temperature of −9.28 • C and an average wind speed of 1.78 m·s −1 . Figure 4 shows the scatter diagrams and time series of the 3-h average measured and simulated snow surface temperature at WLWS, HQZ, and BYG. As shown in the scatter diagrams of Figure 4 (left), the simulated 3-h average snow surface temperatures in the three stations all perform well against the observed snow temperature variable with mean absolute error (MAE) values between 4.69 and 5.40 • C and RMSE values between 6.09 and 6.79 • C. The fitting outcomes of the scatter diagrams show that the correlation coefficients between the measured data and simulated data at WLWS, HQZ, and BYG were 0.71, 0.67, and 0.69, respectively. The values of the three evaluation indexes RMSE, MAE, and R quantitatively show that the degree of agreement between the measured data and simulated data was satisfactory. Figure 5 shows the time series of the measured and simulated data at WLWS, HQZ, and BYG at different time points. The simulation accuracies at 0:00, 3:00, and 6:00 were all satisfactory for the three regions. Although a low simulation accuracy was observed at HQZ for 15:00 and 18:00, the correlation coefficients were both approximately 0.6. The correlation coefficients at BYG for 6:00 and 9:00 were approximately 0.7, and the linear fitting coefficients at WLWS for all time points were greater than 0.9 (Table 5 ). Figures 6 and 7 , the local-scale net radiation, absolute sensible heat fluxes and latent heat fluxes, and the sum of energy fluxes into/out of snow for the three typical underlying surfaces during the accumulation period were all noticeably lower than those during the melting period. The snow net radiation presented noticeable daily variations, and the values were positive during the daytime and negative during the nighttime. Thus, the snow absorbed radiation energy while melting in the daytime and released energy while cooling and freezing at night. Net radiation serves as the primary energy source for snow melting. In this study, the contributions of net radiation to different regions formed the following order: piedmont clinoplain < mountain forest vegetation belt < mountain dessert grassland belt, with contribution percentages of 75%, 86%, and 88%, respectively (Table 6 ).
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Characteristics of Longwave Radiation, Energy Content, and Snowmelt Outflow
The snowmelt amount and air temperature are the factors most associated with the snowmelt outflow rate (m/h). The rate showed a strong relationship with the increase in SWE, particularly during the stage where SWE noticeably decreased (Figure 8 ). Incoming longwave radiation led to a change in the average snow temperature because of an increase in the snow energy content, which promoted snow melting, and only a small portion of the input energy was used for snow runoff generation [49] . The snow cover receives continuous energy, which leads to the production of liquid water. Liquid water is bound within gaps in the snow crystals under the action of capillary forces. When the amount of liquid water overcomes the effect of capillary forces, the water migrates downward due to gravity, and the snowmelt water flows out of the snowpack. The net heat exchanged between the air and snow is positive. When the snow surface temperature reaches 0 • C, the surplus heat causes snowmelt. At this point, the snow temperature no longer increases (Figure 9 ).
The snowmelt amount and air temperature are the factors most associated with the snowmelt outflow rate (m/h). The rate showed a strong relationship with the increase in SWE, particularly during the stage where SWE noticeably decreased (Figure 8 ). Incoming longwave radiation led to a change in the average snow temperature because of an increase in the snow energy content, which promoted snow melting, and only a small portion of the input energy was used for snow runoff generation [49] . The snow cover receives continuous energy, which leads to the production of liquid water. Liquid water is bound within gaps in the snow crystals under the action of capillary forces. When the amount of liquid water overcomes the effect of capillary forces, the water migrates downward due to gravity, and the snowmelt water flows out of the snowpack. The net heat exchanged between the air and snow is positive. When the snow surface temperature reaches 0 °C, the surplus heat causes snowmelt. At this point, the snow temperature no longer increases (Figure 9) .
To validate the accuracy of the outflow model, the water balance in March was calculated in this study. According to the mass conservation principle, the snow outflow and sublimation amount should increase with the decrease in the snow amount. When snowfall occurs, the amount of snow increases. In this study, the snow outflow and sublimation amounts were defined as the amount of loss during the snowmelt process, and the initial SWE and precipitation were defined as the original water amount. WLWS was taken as an example. According to the observed data, the initial SWE of the snow melting process was 0.02289 m, and the precipitation was 0.01500 m. The modeled snowmelt outflow loss was 0.03556 m, and the sublimation loss was 0.00436 m, with a total modeled loss of 0.03992 m. The modeled loss agreed with the measured loss (0.03789 m), which indicates that the water content remained balanced during model establishment and that the outflow model was reliable (Table 7) . Mar To validate the accuracy of the outflow model, the water balance in March was calculated in this study. According to the mass conservation principle, the snow outflow and sublimation amount should increase with the decrease in the snow amount. When snowfall occurs, the amount of snow increases. In this study, the snow outflow and sublimation amounts were defined as the amount of loss during the snowmelt process, and the initial SWE and precipitation were defined as the original water amount. WLWS was taken as an example. According to the observed data, the initial SWE of the snow melting process was 0.02289 m, and the precipitation was 0.01500 m. The modeled snowmelt outflow loss was 0.03556 m, and the sublimation loss was 0.00436 m, with a total modeled loss of 0.03992 m. The modeled loss agreed with the measured loss (0.03789 m), which indicates that the water content remained balanced during model establishment and that the outflow model was reliable (Table 7) . The local-scale average monthly air temperatures in the piedmont clinoplain (WLWS), mountain desert grassland belt (HQZ), and mountain forest vegetation belt (BYG) between November 2014 and February 2015 were below 0 • C. During this time, even in winter, several melting periods occurred (Figure 10) , which is the typical feature of snow melting in arid environments. In the piedmont clinoplain (WLWS), the first melting period occurred on 9 November, which was due to an increase in air temperature (from 1 to 8 • C) and an increase in wind speed (from 1.4 m·s −1 to 6 m·s −1 ). The second melting period appeared on November 16, which was followed by the third melting period on 26 November. In the mountain desert grassland belt (HQZ), the first melting period occurred on 4 November, followed by the second on 9 November and the third on 24 November. In the mountain forest vegetation belt (BYG), the first melting period occurred on 5 November, followed by the third on 8 November and the fourth on 24 March. Sublimation was noticeably higher during the melting stage than during the accumulation stage. At WLWS, the snowmelt amount was 68 mm, and the sublimation amount was 20 mm. At HQZ, the snowmelt amount was 115 mm, and the sublimation amount was 38 mm. At BYG, the snowmelt amount was 74 mm, and the sublimation amount was 24 mm. The wind speed and solar radiation strength increased with increasing elevation. In the area higher than 1000 m above sea level, the effect of sublimation may be more important (Table 8) .
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Discussion on Model Sensitivity
First, we performed a preliminary simulation with the reference model parameters of Tarboton et al. [27] and Wu et al. [32] and found that the parameters of temperature and roughness (zos) were relatively sensitive. Then, we evaluated these parameters individually and obtained the optimal parameters according to the Taylor diagram criteria [50] [51] [52] [53] . By setting all parameters but one to fixed values and setting one parameter to different thresholds, the Taylor diagram provides a visual representation of the normalized standard deviation (NSD), normalized centered root mean square error (CRMS) and correlation (C) to quantify the correspondence between the observed and modeled variables. Finally, all the optimal parameters with relatively low CRMS and high C and NSD values were used for modeling, and the simulations were evaluated using the NAE, RMSE, and RSR evaluation indexes. Through a large number of experiments, we obtained the model parameters shown in Table 3 .
The Taylor diagrams in Figure 11 summarize model performance at each site when all parameters but zos are fixed and zos is set to different thresholds. Each point (red dot) on the polarstyle graph represents three statistics: NSD (black curved); normalized CRMS (Equation (6) 
First, we performed a preliminary simulation with the reference model parameters of Tarboton et al. [27] and Wu et al. [32] and found that the parameters of temperature and roughness (z os ) were relatively sensitive. Then, we evaluated these parameters individually and obtained the optimal parameters according to the Taylor diagram criteria [50] [51] [52] [53] . By setting all parameters but one to fixed values and setting one parameter to different thresholds, the Taylor diagram provides a visual representation of the normalized standard deviation (NSD), normalized centered root mean square error (CRMS) and correlation (C) to quantify the correspondence between the observed and modeled variables. Finally, all the optimal parameters with relatively low CRMS and high C and NSD values were used for modeling, and the simulations were evaluated using the NAE, RMSE, and RSR evaluation indexes. Through a large number of experiments, we obtained the model parameters shown in Table 3 .
The Taylor diagrams in Figure 11 summarize model performance at each site when all parameters but z os are fixed and z os is set to different thresholds. Each point (red dot) on the polar-style graph represents three statistics: NSD (black curved); normalized CRMS (Equation (6), dotted green line); and C (dotted blue line) between the observed and modeled values. The correspondences between the letters in the diagrams in Figure 11 and the simulated SWE values are as follows: B, SWEzos = 0.0009 m; C, SWEzos = 0.0005 m; D, SWEzos = 0.001 m; E, SWEzos = 0.05 m; and F, SWEzos = 0.01 m. As shown in the diagrams in Figure 11 , zos had a great impact on the simulated SWE value, and the simulated SWE varied greatly according to different zos thresholds. A threshold closer to the letter A (measured data) resulted in more satisfactory simulated SWE. When 0.01 m was taken as the zos (point F in Figure 11 ), the simulated SWE was the most consistent with the measured SWE. When zos = 0.05 m, the correlation is usually higher than 0.8, the normalized CRMS is lower than 8 and the modeled standard deviation is lower than the observed standard deviation at most sites. Unlike zos, the air temperature above which all precipitation is rain (Tr) had a different impact on the simulated SWE at the three sites. Except for WLWS in Figure 12 left, the model's performance for Tr varies widely when the Tr threshold is 3, 1.2, and 0.3 °C at BYG in Figure 12 The correspondences between the letters in the diagrams in Figure 11 Figure 11 , z os had a great impact on the simulated SWE value, and the simulated SWE varied greatly according to different z os thresholds. A threshold closer to the letter A (measured data) resulted in more satisfactory simulated SWE. When 0.01 m was taken as the z os (point F in Figure 11 ), the simulated SWE was the most consistent with the measured SWE. When z os = 0.05 m, the correlation is usually higher than 0.8, the normalized CRMS is lower than 8 and the modeled standard deviation is lower than the observed standard deviation at most sites.
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Conclusions
In this study, the characteristics of the local-scale snow depth, SWE, snow surface temperature and snow density in the piedmont clinoplain, mountain desert grassland belt, and mountain forest vegetation belt of the semiarid Manas River Basin were analyzed using the snow variable measurement system. Additionally, the local-scale snow accumulation and melting processes in the three typical underlying surfaces were simulated using the UEB model. We investigated the skill and utility of the UEB model in terms of its ability to model snow accumulation and ablation, and we also obtained local model parameters, which may be directly applied in regional simulations. The main findings of this study are as follows.
1.
On the local scale, the variations in snow depth, SWE, and snow density in the piedmont clinoplain, mountain desert grassland belt, and mountain forest vegetation belt show similarities as well as differences. The snow variables in the three typical underlying surfaces above present noticeable seasonal and interannual characteristics. Within a single snow accumulation year, snow depth increases with increasing elevation, and multiple snow melting events occur and are primarily driven by air temperature, a typical feature of snow melting in arid environments. In terms of snow depth, the three typical underlying surfaces exhibit the following order: piedmont clinoplain < mountain desert grassland belt < mountain forest vegetation belt.
2.
The UEB model is a simple but useful model with only a few data requirements and no (or minimal) calibration and uses a limited number of state variables, which is convenient for spatial applications. Similar to the studies of Tarboton and Luce [26] and Wu et al. [32] , our analysis also found that the model is highly sensitive to the air temperature above which all precipitation is rain (Tr) and the surface aerodynamic roughness (z os ), thus, these parameters should be modified when applying the model in different regions. However, at the local catchment scale of the Manas River Basin, consistent parameters were applied to the selected three typical underlying surfaces to model the snow ablation process, and the simulation results were demonstrated to be accurate. Moreover, the UEB model requires incoming radiation fluxes and wind speed, which are not measured at all weather stations, especially those in high-elevation, rugged terrain. Therefore, the sparse meteorological data in the area motivated the development of a methodology for driving the UEB model using globally (especially regionally) available reanalysis data. 3.
According to the simulation accumulation and ablation results during the 2012-2017 snow accumulation years, the minimum NSE values for WLWS, HQZ, and BYG were 0.645, 0.8755, and 0.526, respectively, and the predicted SWE values were mostly consistent with the measured values, indicating that the model could reasonably simulate SWE evolution characteristics in the selected three typical underlying surfaces. The correlation coefficients between the measured snow surface temperature and simulated outcomes at WLWS, HQZ, and BYG were 0.71, 0.67, and 0.69, respectively, and the energy parameter could be used for the characteristic analysis of the surface energy budgets. The net radiation served as the main energy source for the melting of snow layers. The net radiation contribution percentages for WLWS, HQZ, and BYG were 75%, 86%, and 88%, and the net turbulence contribution percentages for the three observed locations were 25%, 14%, and 12%, respectively. The net radiation contribution to snow melting differed regionally from that of the net turbulence: the lowest contribution of the net radiation occurred in the piedmont clinoplain, followed by the mountain desert grassland belt and mountain forest belt, whereas the order for the net turbulence was the opposite. 
