Figure 1 : Graph of mean error power against Hamming distance, for an un-ordered codebook, and codebooks ordered using simulated annealing and quadratic assignment algorithms.
Introduction
Given p dimensional unlabelled data Y = fy 1 ; y 2 ; : : : ; y m g I R p representative of a data manifold V IR p , the process of vector quantisation [1] attempts to partition V int o a n umber of sub-regions V i using a nite set of reference or code book vectors, W = fw 1 ; w 2 ; w 3 ; : : : ; w n g . The values of the reference vectors are chosen so as to minimise the quantisation error, measured according to a distance metric, between a training vector y i and the best matching reference vector w yi over all vectors in Y . An input vector v 2 V i is mapped onto the most similar reference vector w i .
The incoming vector can then be represented by the index i.
Vector quantisation is however very sensitive to errors in the transmitted codeword, caused by noise in the transmission channel, as the reference vectors recalled by the intended and corrupted indices might b e v ery dierent. The index assignment (IA) process attempts to re-order the codebook, such that similar reference vectors are recalled by indices with similar binary patterns [2] .
This minimises the eect of an error in the transmitted codeword, as the reference vector corresponding to the corrupted index is made as similar as possible to the reference vector represented by the intended index.
Model
The index assignment process, where a code book is re-ordered such that similar reference vectors are represented by indices with similar binary patterns, is analogous to the problem of placement in VLSI circuits, where modules are placed on a two-dimensional surface so as to minimise the total wire length [3] . The aim of Index Assignment can be viewed as placing the n = 2 r reference vectors in the r-dimensional binary space described by the codewords, such that similar reference vectors are located in similar locations. Like VLSI cell placement, the solution can be found using Hall's [4] solution to the quadratic assignment (QA) problem.
The aim of quadratic assignment is to place n nodes in an r dimensional space such that 
Results
For evaluation, a codebook of 256 reference vectors, compiled from the data obtained from line spectral pair (LSP) analysis of speech from the DARPA/TIMIT speech corpus was re-ordered using the quadratic assignment method and a conventional pair-wise exchange algorithm with simulated annealing [6] . The codebooks generated using the quadratic assignment and simulated annealing algorithms, are similarly well-ordered, as illustrated by Figure 1 . The graph shown in 
Conclusions
A novel index assignment algorithm is presented, based on Hall's solution to the quadratic assignment problem. The resulting codebook structure is comparable to that generated using a conventional simulated annealing algorithm, but is obtained at a greatly reduced computational expense. 
