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Abstract This paper quantifies the interplay between the non-arbitrage no-
tion of No-Unbounded-Profit-with-Bounded-Risk (NUPBR hereafter) and ad-
ditional information generated by a random time. This study complements
the one of Aksamit/Choulli/Deng/Jeanblanc [1] in which the authors studied
similar topics for the case of stopping at the random time instead, while herein
we are concerned with the part after the occurrence of the random time. Given
that all the literature —up to our knowledge— proves that the NUPBR notion
is always violated after honest times that avoid stopping times in a continuous
filtration, herein we propose a new class of honest times for which the NUPBR
notion can be preserved for some models. For this family of honest times, we
elaborate two principal results. The first main result characterizes the pairs
of initial market and honest time for which the resulting model preserves the
NUPBR property, while the second main result characterizes the honest times
that preserve the NUPBR property for any quasi-left continuous model. Fur-
thermore, we construct explicitly “the-after-τ” local martingale deflators for a
large class of initial models (i.e. models in the small filtration) that are already
risk-neutralized.
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1 Introduction
This paper complements the study undertaken in [1] about quantifying the
exact interplay between an extra information/uncertainty and arbitrage for
quasi-left-continuous models1. Similarly as in [1], we focus on the non-arbitrage
concept of No-Unbounded-Profit-with-Bounded-Risk (NUPBR hereafter), and
the extra information is the time of the occurrence of a random time, when it
occurs. It is clearly stated in [9] (see [1]) that when the NUPBR is violated,
none of the existing method for pricing and optimisation problems works.
Throughout the paper, arbitrages means Unbounded-Profit-with-
Bounded-Risk strategies.
1.1 What are the Main Goals and the Related Literature?
Throughout the paper, we consider given a stochastic basis (Ω,G,F, P ), where
F∞ := ∨t≥0Ft ⊆ G, and the filtration F := (Ft)t≥0 satisfies the usual hypothe-
ses (i.e. right continuity and completeness) and models the flow of “public”
information that all agents receive through time. The initial financial market is
defined on this basis and is represented by a d-dimensional semimartingale
S and a riskless asset, with null interest rate. In addition to this initial model,
we consider a fixed random time (a non-negative random variable) denoted by
τ . This random time can represent the death time of an insurer, the default
time of a firm, or any occurrence time of an influential event that can impact
the market somehow. In this setting, our aim lies in answering the following.
If (Ω,F, S) is arbitrage-free, then what can be said about (Ω,F, S, τ)?
After modeling the new informational system, this question translates into
whether (Ω,G, S) has arbitrages or not. Here G, that will be specified mathe-
matically in the next section, is the new flow of information that incorporates
the flow F and τ , as soon as it occurs, and makes τ a G-stopping time. Thanks
to [21] (see also [7] for the continuous case and [20] for the one dimensional
case), one can easily prove that (Ω,G, S) satisfies the NUPBR condition if and
only if both models (Ω,G, Sτ ) and (Ω,G, S−Sτ ) fulfill the NUPBR condition.
In [1], the authors focused on (Ω,G, Sτ ), while the second part (Ω,G, S−Sτ )
constitutes the main objective of this paper. As it will be mathematically
specified later, the NUPBR notion consists, roughly speaking, of “control-
ling” in some sense the gain processes that are bounded uniformly in time
and randomness from below by one. Mathematically speaking, these processes
are stochastic integrals with respect to the asset’s price process. Thus, due
to the Dellacherie-Mokobodski criterion, the first obstacle in investigating the
NUPBR for (Ω,G, S − Sτ ), lies in whether this model is an integrator for
“admissible” but complex (not only buy-and-hold) financial strategies or not.
1 A quasi-left-continuous model/process is a process that does not jump on predictable
stopping times
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This boils down to the model fulfilling the semimartingale property (see The-
orem 80 in [11] page 401). Thus, the “honest” assumption on τ guarantees the
preservation of the semimartingale property after τ . It is known that (see [19,
The´ore`me 4.14]), in contrast to (G, Sτ ), the semimartingale structures might
fail for (G, S − Sτ ) when τ is arbitrary general. Therefore, for the rest of the
paper, τ is assumed to be honest, a fact that will be mathematically defined
in the next section.
Recently, in [16] and [14], it is proved when honest times avoid stopping times
and the filtration is Brownian that the NUPBR property fails for (S−Sτ ,G).
Thus, our first goal is to answer the following
Is there any τ for which NUPBR is preserved for some markets? (1.1)
We answer this question positively, and we focus afterwards on quantifying
the interplay between τ and the initial market model that is responsible for
arbitrages after τ . This can be achieved, in our view, by finding a functional
K, that can be observed using the public information only, such that
(K(S),F) is arbitrage-free if and only if (S − Sτ ,G) does. (1.2)
1.2 Our Financial and Mathematical Achievements
Our first original contribution proposes a new class of honest times for
which there are markets that preserve the NUPBR condition after τ , and
hence our first aim described in (1.1) is reached. Our family of honest times
includes all the F-stopping times as well as many examples of non F-stopping
times. By considering this subclass of honest times throughout the paper, our
principal novelty resides in achieving our second aim of (1.2), and describe as
explicit as possible the functional K. As a result, honest times belonging to
our class might induce “the-after-τ” arbitrages only if the initial market jumps.
This paper is organized as follows. In the following section (Section 2), we
present our main results, their immediate consequences, and/or their economic
and financial interpretations. In this section, we also develop many examples
and show how the main ideas came into play. Section 3 deals with the deriva-
tion of explicit local martingale deflators for a class of processes. The last
section (Section 4) focuses on proving the main theorem and other related
results announced. The paper contains also an appendix where some of the
existing and/or new technical results are summarized.
2 The Main Results and their Financial Interpretations
This section contains three subsections. The first subsection defines notations
and the NUPBR concept, while the second subsection develops simple exam-
ples of informational markets and explains how some ingredients of the main
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results play natural and important roˆles. The last subsection announces the
principal results, their applications, and gives their financial meanings as well.
2.1 Notations and Preliminaries
In what follows, H denotes a filtration satisfying the usual hypotheses. The
set of H-martingales is denoted byM(H). As usual, A+(H) denotes the set of
increasing, right-continuous, H-adapted and integrable processes.
If C(H) is a class of H-adapted processes, we denote by C0(H) the set of pro-
cesses X ∈ C(H) with X0 = 0, and by Cloc(H) the set of processes X such that
there exists a sequence (Tn)n≥1 of H-stopping times that increases to +∞ and
the stopped processes XTn belong to C(H). We put C0,loc = C0 ∩ Cloc.
For a processK with H-locally integrable variation, we denote byKo,H its dual
optional projection. The dual predictable projection of K is denoted Kp,H. For
a process X , we denote o,HX (resp. p,HX ) its optional (resp. predictable) pro-
jection with respect to H.
For a finite-dimensional H-semimartingale X , the set L(X,H) is the set of
H-predictable processes having the same dimension as X and being integrable
w.r.t. X and for H ∈ L(X,H), the resulting integral is the one-dimensional
process denoted by H Xt :=
∫ t
0 HsdXs. Throughout the paper, stochas-
tic processes have arbitrary finite dimension (in case it is not specified).
We recall the notion of non-arbitrage that is addressed in this paper.
Definition 2.1 An H-semimartingale X satisfies the No-Unbounded-Profit-
with-Bounded-Risk condition under (H, Q) if for any T ′ ∈ (0,+∞), the set
KT ′(X) :=
{
(H X)T ′
∣∣ H ∈ L(X,H), and H X ≥ −1 }
is bounded in probability under Q. Often, we abbreviate by saying that X sat-
isfies the NUPBR(H, Q), or the model (X,H, Q) satisfies the NUPBR. When
Q ∼ P , we simply drop the probability for short and simplifying the notations.
For more details about this non-arbitrage condition and its relationship to the
literature, we refer the reader to Aksamit et al. [1]. The NUPBR property is
intimately related to the existence of a σ-martingale density. Below, we recall
the definition of σ-martingale and σ-martingale density for a process.
Definition 2.2 An H-adapted process X is called an (H, σ)-martingale if
there exists a real-valued H-predictable process φ such that
0 < φ ≤ 1, and φ X is an H-martingale.
If X is H-adapted, we call (H, σ)-martingale density for X (also called H-
deflator for X), any real-valued positive H-local martingale L such that XL
is an (H, σ)-martingale. The set of all H-deflators for X is denoted by
Lσ(X,H) :=
{
L ∈Mloc(H)
∣∣ L > 0, LX is an (H, σ)-martingale } . (2.1)
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The equivalence between NUPBR(H) for a process X and Lσ(X,H) 6= ∅ is
established in [1] (see Proposition 2.3) when the horizon may be infinite, and
in [21] for the case of finite horizon.
Beside the initial model (Ω,F, P, S) in which S is assumed to be a quasi-
left-continuous semimartingale, we consider a random time τ , to which
we associate the process D and the filtration G given by
D := I[[τ,+∞[[, G = (Gt)t≥0 , Gt :=
⋂
s>t
(
Fs ∨ σ(Du, u ≤ s)
)
.
The filtration G is the smallest right-continuous filtration which contains F
and makes τ a stopping time. In the probabilistic literature, G is called the
progressive enlargement of F with τ . In addition to G and D, we associate to τ
two important F-supermartingales: the F-optional projection of I[[0,τ [[ denoted
Z, and the F-optional projection of I[[0,τ ]], denoted Z˜, which satisfy
Zt := P
(
τ > t
∣∣ Ft) and Z˜t := P (τ ≥ t ∣∣∣ Ft) . (2.2)
Z is right-continuous with left limits, while Z˜ admits right limits and left
limits. An important F-martingale, denoted by m, is given by
m := Z +Do,F, (2.3)
where Do,F is the F-dual optional projection of D = I[[τ,∞[[ (Note that Z is
bounded and Do,F is nondecreasing and integrable).
To distinguish the effect of filtration, we will denote 〈., .〉F, or 〈., .〉G to specify
the sharp bracket (predictable covariation process) calculated in the filtration
F or G, if confusion may rise. We recall that, for general semimartingales
X and Y , the sharp bracket is (if it exists) the dual predictable projection
of the covariation process [X,Y ]. For the reader’s convenience, we recall the
definition of honest time.
Definition 2.3 A random time σ is honest, if for any t, there exists an Ft
measurable r.v. σt such that σI{σ<t} = σtI{σ<t}.
We refer to Jeulin [19, Chapter 5] and Barlow [6] for more information about
honest times. In this paper, we restrict our study to the following subclass H
of random times:
H := {τ is an honest time satisfying ZτI{τ<+∞} < 1, P − a.s.} (2.4)
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Remark 2.4 1) It is clear that any F-stopping time belongs to H (we even have
ZτI{τ<+∞} = 0), and hence our subclass of honest times is not empty.
2) In the case where F is the completed Brownian filtration, we consider the
following F-stopping times
U ǫ0 = V
ǫ
0 = 0, U
ǫ
n := inf{t ≥ V
ǫ
n−1 : Bt = ǫ}, V
ǫ
n := inf{t ≥ U
ǫ
n : Bt = 0},
where ǫ ∈ (0, 1) and B is a one dimensional standard Brownian motion. Then,
τ := sup{V ǫn : V
ǫ
n ≤ T1},
where T1 := inf{t ≥ 0 : Bt = 1}, is an honest time which is not a stopping
time, and belongs to H (see [3] for detailed proof). Other examples of elements
of H that are not stopping times are given in the next subsection.
We conclude this subsection with the following lemma, obtained in [1].
Lemma 2.5 Let X be an H-predictable process with finite variation. Then X
satisfies NUPBR(H) if and only if X ≡ X0 (i.e. the process X is constant).
2.2 Particular Cases and Examples
In this subsection, by analysing particular cases and examples, we obtain some
results vital for understanding the exact interplay between the features of the
initial markets and the honest time under consideration. The following simple
lemma plays a key role in this analysis.
Lemma 2.6 The following assertions hold.
(a) Let M be an F-local martingale, and τ be an honest time. Then the process
M̂ , defined as
M̂ := M −M τ + (1− Z−)
−1I]]τ,+∞[[  〈M,m〉
F , (2.5)
is a G-local martingale.
(b) If τ ∈ H, then the G-predictable process (1− Z−)
−1
I]]τ,+∞[[ is G-locally
bounded.
Proof 1) Assertion (a) is a standard result on progressive enlargement of fil-
tration with honest times (see [6,12,19]).
2) Herein we prove assertion (b). It is known [12, Chapter XX] that Z = Z˜
on ]]τ,+∞[[, and
]]τ,+∞[[⊂ {Z− < 1} ∩ {Z˜ < 1} ⊂ {Z− < 1} ∩ {Z < 1} .
Then, since τ ∈ H, we deduce that [[τ,+∞[[⊂ {Z < 1}, and hence the process
X := (1− Z)−1I[[τ,+∞[[,
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is ca`dla`g G-adapted with values in [0,+∞) (finite values). Combining these
with ]]τ,+∞[[⊂ {Z− < 1}, we can prove easily that
Tn := inf{t ≥ 0 : Xt ≥ n} ↑ +∞ and max(X
Tn−, XTn− ) ≤ n, P − a.s..
Thus, X− = (1−Z−)−1I]]τ,+∞[[ is locally bounded, and the proof of the lemma
is completed. ⊓⊔
Theorem 2.7 Suppose that τ ∈ H. If S is continuous and satisfies NUPBR(F),
then S − Sτ satisfies NUPBR(G).
Remark 2.8 This theorem follows from one of our principal results stated in
the next subsection. However, due to the simplicity of its proof that does not
require any further technicalities, we opted for detailing this proof below.
Proof of Theorem 2.7: Let S = (S1, ..., Sd) be a d-dimensional continuous
process satisfying NUPBR(F). Then, there exists a positive F-local martingale
L such that LS is an (F, σ)-martingale. Since S is continuous and L is a
local martingale, we deduce that supu≤. |Su| supu≤. |∆Lu| is locally integrable.
Thus, thanks to Proposition 3.3 in [4] and
∑d
i=1∆(LS
i) =
∑d
i=1 S
i∆L ≥
−d supu≤. |Su| supu≤. |∆Lu|, we conclude that LS is an F-local martingale.
Consider a sequence of F-stopping times (Tn)n≥1 that increases to infinity such
that both LTn and LTnSTn are martingales, and put Qn := (LTn/L0) P ∼ P .
Then, S(n) := STn is an (F, Qn)-martingale on the one hand. On the other
hand, in virtue of Proposition A.2, S − Sτ satisfies NUPBR(G) if and only
if S(n) − (S(n))τ satisfies NUPBR(G) under Qn, for all n ≥ 1. This shows
that, without loss of generality, one need to prove the theorem only when S
is an F-martingale. Thus, for the rest of the proof, we assume that S is an F-
martingale. Thanks to Lemma 2.6, the process Y G := E((1−Z−)−1I]]τ,+∞[[m̂c)
is a well defined continuous real-valued and positive G-local martingale, where
mc is the continuous F-local martingale part ofm, and m̂c is defined as in (2.5).
Thanks to the continuity of S and (2.5), we get
S − Sτ +
[
S − Sτ ,
I]]τ,+∞[[
1− Z−
 m̂c
]
= S − Sτ + (1− Z−)
−1I]]τ,+∞[[  〈S,m〉
F
= Ŝ ∈Mloc(G).
Therefore, a combination of this and Itoˆ’s formula applied to (S − Sτ )Y G,
we conclude that this latter process is a G-local martingale. This proves the
NUPBR(G) for S − Sτ , and the proof of the theorem is achieved. ⊓⊔
Remark 2.9 Theorem 2.7 asserts clearly that, if τ ∈ H, the jumps of S have
significant impact on G-arbitrages for S − Sτ . Thus, the following natural
question arises:
Does the condition {∆S 6= 0} ∩ [[τ ]] = ∅ impact G-arbitrages? (2.6)
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Example 2.10 Suppose that F is generated by a Poisson process N with in-
tensity one. Consider two real numbers a > 0 and µ > 1, and set
τ := sup{t ≥ 0 : Yt := µt−Nt ≤ a}, Mt := Nt − t. (2.7)
It can be proved easily, see [3], that τ ∈ H is finite almost surely, and the
associated processes Z and Z˜ are given by
Z = Ψ(Y − a)I{Y≥a} + I{Y <a} and Z˜ = Ψ(Y − a)I{Y >a} + I{Y≤a}.
Here Ψ(u) := P
(
supt≥0 Yt > u
)
is the ruin probability associated to the pro-
cess Y (see [5]). As a result we have
1− Z− = [1− Ψ(Y− − a)] I{Y−>a}, (2.8)
and we can prove that
m = m0 + φ M, where (2.9)
φ : = [Ψ(Y− − a− 1)− Ψ(Y− − a)] I{Y−>1+a} + [1− Ψ(Y− − a)] I{a<Y−≤1+a}.
Suppose that S = I{a≤Y−<a+1} M . Then, in virtue of Lemma 2.5, the process
S−Sτ (which is not null) violates NUPBR(G) if it is G-predictable with finite
variation. This latter fact is equivalent to Ŝ (G-local martingale part of S−Sτ )
being null, or equivalently 〈Ŝ, Ŝ〉G ≡ 0. By using Lemma 2.6 and Itoˆ’s lemma
and putting Vt = t, we derive
[Ŝ, Ŝ] = I]]τ,+∞[[  [S] = I]]τ,+∞[[  S + I{a<Y−≤a+1}I]]τ,+∞[[  V
= I]]τ,+∞[[  Ŝ + I{a<Y−≤a+1}I]]τ,+∞[[
(
1−
φ
1− Z−
)
 V, (2.10)
= I]]τ,+∞[[  Ŝ is a G-local martingale.
The last equality is due to φ ≡ 1 − Z− on {a ≤ Y− < a + 1}∩]]τ,+∞[[. This
proves that Ŝ ≡ 0, and hence S − Sτ violates NUPBR(G).
Example 2.11 Consider the same setting and notations as Example 2.10, ex-
cept for the initial market model that we suppose having the form of S =
I{Y−>a+1} M instead. Then, by combining Lemma 2.6, Itoˆ’s lemma and simi-
lar calculation as in (2.10), we deduce that both Y G := E(ξ Ŝ) and Y G(S−Sτ)
are G-local martingales and Y G > 0. Here ξ is given by
ξ :=
Ψ(Y− − a− 1)− 1
2− Ψ(Y− − a)− Ψ(Y− − a− 1)
I{Y−>a+1}I]]τ,+∞[[.
This proves that S − Sτ satisfies NUPBR(G).
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Remark 2.12 1) The economics/financial meaning of Examples 2.10 and 2.11
resides in the following: The random time defined in (2.7) represents the last
time the cash reserve of a firm does not exceed the level a. Then, in Example
2.10 (respectively in Example 2.11) one can consider any security whose price
process lives on {a ≤ Y− < 1 + a} (respectively on {Y− > 1 + a}).
2) Remark that, in both Examples 2.10 and 2.11, the graph of the random
time τ is included in a union of countable graphs of predictable stopping
times. Hence, due to the quasi-left-continuity of S, we immediately conclude
that {∆S 6= 0}∩[[τ ]] is empty for both examples. This answers negatively (2.6).
2.3 Main Results and Their Applications
Our first main result requires the following easy and interesting lemma.
Lemma 2.13 Suppose that τ ∈ H and is finite almost surely. Then,
V F :=
∑
I{Z˜=1>Z−}, (2.11)
is ca`dla`g with finite values, and hence is F-locally integrable.
Proof Thanks to Proposition B.1-(b), there exists a sequence of F-stopping
times, (σn)n≥1 that increases to infinity almost surely and 1 ≤ n2(1 − Zt−)2
on {Zt− < 1} ∩ {t ≤ σn}. Thus, for any nonnegative and bounded F-optional
process H , we have
(
H  V F
)σn
≤ n2
(∑
H(1− Z−)
2I{Z˜=1>Z−}
)σn
= n2
(∑
H(∆m)2I{Z˜=1>Z−}
)σn
≤ n(H  [m,m])σn .
Therefore, the proof of the lemma follows immediately from combining the
above inequality and the fact that [m,m] ∈ A+loc(F). ⊓⊔
In the following, we announce our first main result.
Theorem 2.14 Suppose that S is an F-quasi-left-continuous semimartingale,
and τ ∈ H is finite almost surely. Then, the following are equivalent.
(a) S − Sτ satisfies NUPBR(G).
(b) (1− Z−)  Ta(S) satisfies NUPBR(F).
(c) I{Z−<1}  Ta(S) satisfies NUPBR(F), where
Ta(S) := S − [S, V
F] = S −
∑
∆SI{Z˜=1>Z−}. (2.12)
The proof of (a)=⇒(b) is technical and requires notations. Thus, for the
reader’s convenience, we postponed the whole theorem’s proof to Section 4.
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Remark 2.15 (a) The theorem asserts, in a precise and deep manner, that
G-arbitrages for the process S − Sτ are intimately related to the interplay
between the jumps of S and the jumps of Z˜ to the value one.
(b) Theorem 2.14 claims that S−Sτ is arbitrage-free under G if and only if the
part Ta(S) (of S) is arbitrage-free under F on the set {Z− < 1}. As a result,
this allows us to single out practical cases for which the NUPBR is preserved
after τ , as outlined in the forthcoming Corollary 2.16 and Theorem 2.18.
Corollary 2.16 Suppose that S is F-quasi-left-continuous, and τ ∈ H is fi-
nite almost surely. Then the following assertions hold:
(a) If
(
S,
∑
(∆S)I{Z˜=1>Z−}
)
satisfies NUPBR(F), then S−Sτ satisfies NUPBR(G).
(b) If S satisfies NUPBR(F) and {∆S 6= 0}∩{Z˜ = 1 > Z−} = ∅, then S−Sτ
satisfies NUPBR(G).
Remark 2.17 1) Assertion (b) asserts that if S does not jump on {Z˜ = 1 >
Z−}, then no arbitrage under G will occur in the part “after-τ”. Assertion
(a) gives much weaker assumption than assertion (b), as it assumes that
L
(∑
∆SI{Z˜=1>Z−}
)
∈ Mloc(F) for some L ∈ Lσ(S,F) (defined in (2.1)),
while assertion (b) assumes that
∑
∆SI{Z˜=1>Z−} is null.
Proof of Corollary 2.16: It is obvious that assertion (a) follows directly from
combining (1−Z−) Ta(S) = (1− Z−,−(1− Z−)) 
(
S,
∑
∆SI{Z˜=1>Z−}
)
and
Theorem 2.14. Due to {∆S 6= 0} ∩ {Z˜ = 1 > Z−} = ∅, assertion (b) follows
from assertion (a), and the proof of the corollary is achieved. ⊓⊔
In the spirit of further applicability of Theorem 2.14, we state the following
Theorem 2.18 Suppose that τ ∈ H. Let µ be the optional random measure
associated to the jumps of S, and νF and νG be the F-compensator and the
G–compensator of µ and I]]τ,+∞[[ ·µ respectively. If S satisfies NUPBR(F) and
I]]τ,+∞[[ · ν
F is equivalent to νG P − a.s., (2.13)
then S − Sτ satisfies NUPBR(G).
The proof of this theorem follows from Theorem 2.14 as long as we prove
that, under (2.13), S satisfies the NUPBR(F) if and only if Ta(S) satisfies the
NUPBR(F). This proof is technical, and thus it is delegated to Section 4.
Remark 2.19 Remark that we always have the absolute continuity νG ≪
I]]τ,+∞[[ · ν
F P − a.s. This follows from the fact that νG is absolutely con-
tinuous with respect to νF and it lives on ]]τ,+∞[[ only.
(a) The Le´vy Case: Suppose that S is a Le´vy process and F (dx) is its Le´vy
measure under F, then νF(dt, dx) = F (dx)dt and νG(dt, dx) = I]]τ,+∞[[F
G
t (dx)dt,
where FGt (dx) is its Le´vy measure under G. Thus, Theorem 2.18 asserts that
if P ⊗λ almost every (ω, t) (λ(dt) = dt), FGt (ω, dx) = f(t, x, ω)F (dx) for some
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real-valued and positive functional f(t, x, ω), then S−Sτ satisfies NUPBR(G).
For more practical Le´vy cases, we refer the reader to [13].
(b) Examples 2.10–2.11 versus Theorem 2.18: In the context of Example
2.10, we easily calculate νF(dt, dx) = I{a<Yt−≤a+1}δ1(dx)dt and ν
G(dt, dx) =
I]]τ,+∞[[(t)I{a<Yt−≤a+1} (1− φt/(1− Zt−)) δ1(dx)dt ≡ 0 which is not equiva-
lent to I]]τ,+∞[[ · ν
F. This example shows that (2.13) can be violated. There-
fore, in those circumstances, we can not conclude whether S − Sτ satisfies
NUPBR(G) or not directly from Theorem 2.18.
For the case of Example 2.11, we have νF(dt, dx) = I{Yt−>a+1}δ1(dx)dt and
νG(dt, dx) = I]]τ,+∞[[(t)I{Yt−>a+1} (1− φt/(1− Zt−)) δ1(dx)dt which is equiv-
alent to I]]τ,+∞[[ · ν
F since {Y− > a + 1} ⊂ {φ < 1 − Z−} P ⊗ dt-a.e. Thus,
Theorem 2.18 allows us to conclude that S − Sτ fulfills the NUPBR(G).
The rest of this subsection describes models of τ preserving the NUPBR.
Theorem 2.20 Assume that τ ∈ H. Then, the following are equivalent.
(a) The set {Z˜ = 1 > Z−} is accessible (i.e. it is contained in a countable
union of graphs of F-predictable stopping times).
(b) For every (bounded) F-quasi-left-continuous martingale X, the process
X −Xτ satisfies NUPBR(G).
(b’) For any probability Q ∼ P and every (bounded) F-quasi-left-continuous
X ∈ M(Q,F), the process X −Xτ satisfies NUPBR(G).
(c) For every (bounded) F-quasi-left-continuous process X satisfying NUPBR(F),
the process X −Xτ satisfies NUPBR(G).
Proof The proof of the proposition is organized in three parts, where we prove
(a)⇐⇒(b), (b)⇐⇒(b’) and (b’)⇐⇒(c) respectively.
1)We start by proving that (a)⇒(b). Suppose that the thin set {Z˜ = 1 > Z−}
is accessible. Then, for any F-quasi-left-continuous martingale X , we have
{∆X 6= 0} ∩ {Z˜ = 1 > Z−} = ∅. Hence, thanks to Corollary 2.16–(d), we
deduce thatX−Xτ satisfies NUPBR(G). This completes the proof of (a)⇒(b).
To prove the reverse, assuming that assertion (b) holds, we consider a sequence
of stopping times (Tn)n≥1 that exhausts the thin set {Z˜ = 1 > Z−} (i.e.,{
Z˜ = 1 > Z−
}
=
+∞⋃
n=1
[[Tn]]). Then, each Tn – that we denote by T for the sake
of simplicity– can be decomposed into a totally inaccessible part T i and an
accessible part T a as T = T i∧T a. Consider the following quasi-left-continuous
F-martingale
M := V − V p,F =: V − V˜ ,
where V := I[[T i,+∞[[. Then, since {T
i < +∞} ⊂ {Z˜T i = 1}, we deduce that
{T i < +∞} ⊂ {τ ≥ T i} and hence
I]]τ,+∞[[ M = −I]]τ,+∞[[  V˜ is G-predictable.
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Then, the finite variation and G-predictable process, I]]τ,+∞[[  M , satisfies
NUPBR(G) if and only if it is null, or equivalently
0 = E
(
I]]τ,+∞[[  V˜∞
)
= E
(∫ ∞
0
(1 − Zs−)dV˜s
)
= E
(
(1− ZT i−)I{T i<+∞}
)
.
Therefore, we conclude that T i = +∞, P − a.s., and the stopping time T is
an accessible stopping time. This ends the proof of (a)⇐⇒ (b).
2) It is easy to see that the implication (b’)=⇒ (b) follows from taking Q = P .
To prove the reverse sense, we suppose given Q ∼ P and an F-quasi-left-
continuous X ∈M(F, Q). Then, put
ZFt := E
(dQ
dP
|Ft
)
=: Et(N), Y :=
(
E(N (qc))X
E(N (qc))
)
andN (qc) := N−I⋃
n[[σn]]
N,
where (σn)n is the sequence of F-predictable stopping times that exhausts
all the predictable jumps of N . In other words, N (qc) is the F-quasi-left-
continuous local martingale part of N . Then, due to the quasi-left-continuity
of X , simple calculations show that Y is an F-quasi-left-continuous mar-
tingale. Therefore, by a directly applying assertion (b) to Y , we conclude
that Y − Y τ =
(
E(N (qc))(X −Xτ ) +Xτ (E(N (qc))− E(N (qc))τ )
E(N (qc))− E(N (qc))τ
)
satisfies
NUPBR(G). This implies the existence of a real-valued positive G-local mar-
tingale ZG such that both processes ZGE(N (qc))(X − Xτ ) and ZGE(N (qc))
are σ-martingales under (G, P ). Since ZGE(N (qc)) is positive and thanks to
Proposition 3.3 and Corollary 3.5 of [4] (which states that a non-negative
σ-martingale is a local martingale), we deduce that ZGE(N (qc)) is a real-
valued positive element of Mloc(G, P ) such that ZGE(N (qc))(X − Xτ ) is a
σ-martingale. This proves that X −Xτ satisfies NUPBR(G), and the proof of
(b)⇐⇒ (b’) is completed.
3) Remark that (c) =⇒ (b’) is obvious, and hence we focus on proving the
reverse only. Suppose that assertion (b’) holds, and consider an F-quasi-left-
continuous process X satisfying NUPBR(F). Then, there exists a real-valued
and positive F-local martingale Y , and a real-valued and F-predictable process
φ such that
0 < φ ≤ 1 Y (φ X) is an F-martingale.
Let (Tn) be a sequence of F-stopping times that increases to infinity (almost
surely) such that Y Tn is a martingale, and set
X := φ X, Qn := YTn/Y0  P ∼ P.
By applying assertion (b’) to X
Tn
and Qn ∼ P (since X
Tn
is an F-quasi-
left-continuous element of M(F, Qn)), we conclude that (φ  (X −Xτ ))
Tn =
X
Tn
− (X
Tn
)τ satisfies NUPBR(G). Hence, thanks -again- to Proposition A.2,
NUPBR(G) for X −Xτ follows immediately. This ends the proof of (b) ⇐⇒
(c), and that of the proposition as well. ⊓⊔
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Theorem 2.21 Suppose that τ ∈ H and F is quasi-left-continuous. Then the
following assertions are equivalent.
(a) The thin set {Z˜ = 1 > Z−} is evanescent.
(b) For every (bounded) F-martingale X, the process X−Xτ satisfies NUPBR(G).
(b’) For any probability Q ∼ P and every (bounded) F-quasi-left-continuous
X ∈ M(Q,F), the process X −Xτ satisfies NUPBR(G).
(c) For every (bounded) X satisfying NUPBR(F), X−Xτ satisfies the NUPBR(G).
Proof The proofs of both equivalences (b’) ⇐⇒(c) and (b) ⇐⇒(b’) follow the
same arguments as the corresponding proofs in Theorem 2.20 (see parts 2)
and 3)). Hence, we omit these proofs and the proof of (a) =⇒(b) as well, as
this latter one follows immediately from Theorem 2.20-(a) or Corollary 2.16–
(d). Thus, the remaining part of the proof focuses on proving (a) =⇒(b). To
this end, we assume that assertion (b) holds, and recall that –when F is a
quasi-left-continuous filtration– any accessible F-stopping time is predictable
(see [10] or [15, Th. 4.26]). Then, since F is a quasi-left-continuous filtration,
any F-martingale is quasi-left-continuous, and from Theorem 2.20 we deduce
that the thin set, {Z˜ = 1 < Z−}, is predictable. Now take any F-predictable
stopping time T such that
[[T ]] ⊂ {Z˜ = 1 > Z−}.
This implies that {T < +∞} ⊂ {Z˜T = 1}, and due to E(Z˜T |FT−) = ZT− on
{T < +∞}, we get
E(I{T<+∞}(1 − ZT−)) = E(I{T<+∞}(1− Z˜T )) = 0.
This leads to T = +∞ P −a.s (since {T < +∞} ⊂ {Z
T− < 1}), and the proof
of the theorem is completed. ⊓⊔
Remark 2.22 The conclusion of Theorem 2.21 remains valid without the quasi-
left-continuous assumption on the filtration F. This general case, that can be
found in the earlier version [1], requires more technical arguments.
Remark 2.23 The proof of (b) ⇐⇒ (c) in Theorem 2.14 is obvious (due to
the fact that (1−Z−)
−1I{Z−<1} is F-locally bounded –see Proposition B.1–).
Thus, the only parts that require proof are (a) ⇐⇒(b). The implication (b)
=⇒(a) can be formulated in a more abstract way, due to the simple fact that
Ta(S) − (Ta(S))τ = S − Sτ and Ta(S) does not jump on {Z˜ = 1 > Z−}.
Thus, in virtue of Proposition A.2, one can assume without loss of generality
that S is an F-quasi-left-continuous local martingale that does not jump on
{Z˜ = 1 > Z−}, and prove that in this case S − Sτ satisfies the NUPBR(G).
This is the aim of the next section in a more interesting and general manner,
as it constructs explicitly a G-deflator for any S−Sτ as long as S ∈Mloc(F),
quasi-left-continuous, and orthogonal to V F−
(
V F
)p,F
(V F is defined in (2.11)).
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3 Explicit Deflators for a Class of F-Local Martingales
This section proposes an explicit construction of G-deflators forM−M τ , when
M spans a class of F-quasi-left-continuous local martingales. The key mathe-
matical idea behind this achievement lies in the exact relationship between the
G-compensator and the F-compensator of a process with finite variation when
both exists. This is the aim of the first subsection, while the second subsection
states the results about deflators.
3.1 Dual Predictable Projections under G and F
In the following, we start our study by writing theG-compensators/projections
in terms of F-compensators/projections respectively. Even though, the proofs
of the results of this subsection are easy and not technical at all, we opted for
delegating them to the Appendix for the reader’s convenience.
Lemma 3.1 Suppose that τ ∈ H. Then, the following assertions hold.
(a) For any F-adapted process V , with locally integrable variation we have
I]]τ,+∞[[  V
p,G = I]]τ,+∞[[(1− Z−)
−1

(
(1− Z˜)  V
)p,F
, (3.1)
and on ]]τ,+∞[[
p,G (∆V ) = (1− Z−)
−1 p,F
(
(1− Z˜)∆V
)
. (3.2)
(b) For any F-local martingale M , one has, on ]]τ,+∞[[
p,G
(
∆M
1− Z˜
)
=
p,F
(
∆MI{Z˜<1}
)
1− Z−
, and p,G
(
1
1− Z˜
)
=
p,F
(
I{Z˜<1}
)
1− Z−
. (3.3)
(c) For any quasi-left-continuous F-local martingale M , one has
p,G
(
(∆M)(1− Z˜)−1I]]τ,+∞[[
)
= 0. (3.4)
The next lemma focuses on the integrability of the process (1 − Z˜)−1I]]τ,+∞[[
with respect to any process with F-locally integrable variation. As a result, we
complete our comparison of G and F compensators. Recall that, due to [12,
Chapter XX], Z˜ = Z on ]]τ,+∞[[.
Lemma 3.2 Let τ be an honest time and V be a ca`dla`g and F-adapted process
with finite variation. Then, the following assertions hold.
(a) The process
U := (1− Z)−1 I]]τ,+∞[[  V, (3.5)
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is a well defined process, that is G-adapted, ca`dla`g and has finite variation.
(b) If V belongs to Aloc(F) (respectively to A(F)), then U ∈ Aloc(G) (respec-
tively U ∈ A(G)) and
Up,G = I]]τ,+∞[[(1− Z−)
−1
 (I{Z˜<1}  V )
p,F. (3.6)
(c) Suppose furthermore that τ is finite almost surely. Then, I]]τ,+∞[[  V ∈
Aloc(G) if and only if (1− Z˜)  V ∈ Aloc(F).
(d) Suppose furthermore that τ is finite almost surely, and V is a nondecreasing
and F-predictable process. Then, for any F-predictable process ϕ ≥ 0,
ϕI]]τ,+∞[[  V ∈ A
+
loc(G) iff (1−Z−)ϕ  V ∈ A
+
loc(F) iff ϕI{Z−<1}  V ∈ A
+
loc(F).
3.2 Construction of Deflators
Herein, we start by introducing a deflator-candidate as follows.
Proposition 3.3 Suppose that τ ∈ H and consider the G-local martingale
m̂ := I]]τ,+∞[[ m+ (1− Z−)
−1I]]τ,+∞[[  〈m〉
F, (3.7)
and the process
WG :=
(
(1− Z−)(1 − Z˜)
)−1
I]]τ,+∞[[  [m,m]. (3.8)
Then, the following assertions hold.
1) The nondecreasing and G-optional process WG belongs to A+loc(G).
2) The G-local martingale
LG := (1− Z−)
−1I]]τ,+∞[[  m̂+W
G −
(
WG
)p,G
, (3.9)
satisfies the following properties:
(2-a) E(LG) > 0 (or equivalently 1 +∆LG > 0) and I]]0,τ ]]  L
G = 0.
(2-b) For any M ∈ M0,loc(F), we have
[LG, M̂ ] ∈ Aloc(G)
(
i.e. 〈LG, M̂〉G exists
)
, (3.10)
where M̂ is defined in (2.5).
Proof Thanks to Lemma 2.6-(b), (1 − Z−)−1I]]τ,+∞[[ is G-locally bounded.
Thus, by combining this fact with [m,m] ∈ A+loc(F) and Lemma 3.2-(b), we
conclude that WG = (1 − Z−)−1(1 − Z˜)−1I]]τ,+∞[[  [m,m] ∈ A
+
loc(G), and
subsequently assertion (1) holds. Thus, the process LG –given in (3.9)– is a
well defined G-local martingale. The rest of this proof focuses on proving the
properties (2-a) and (2-b). To this end, by combining Lemma 3.1-(b), the fact
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that ∆(V p,H) = p,H(∆V ) for any process V with locally integrable variation
and any filtration H, and ∆m = Z˜ − Z−, on ]]τ,+∞[[ we calculate
∆LG = (1− Z−)
−1∆m̂+∆WG −∆
(
WG
)p,G
=
∆m
1− Z−
+
∆〈m〉F
(1 − Z−)2
+
(∆m)2
(1 − Z˜)(1 − Z−)
− p,G
(
(∆m)2
(1− Z˜)(1− Z−)
)
=
∆m
1− Z˜
+
∆〈m〉F
(1 − Z−)2
−
p,F
(
(∆m)2I{Z˜<1}
)
(1− Z−)2
= −1 +
1− Z−
1− Z˜
+ p,F
(
I{Z˜=1}
)
Therefore, 1+∆LG = I]]τ,+∞[[
[
1−Z−
1−Z˜
+ p,F
(
I{Z˜=1}
)]
+ I[[0,τ ]] > 0. This proves
the property (2-a). In order to prove the property (2-b), we consider a quasi-
left-continuous F-local martingale M . Then, it is obvious that this quasi-left-
continuous assumption implies that 〈m,M〉F is continuous and [X,M ] ≡ 0 for
any G-predictable process with finite variation X . As a result, we derive
[LG, M̂ ] = [LG,M −M τ ] = (1− Z−)
−1I]]τ,+∞[[  [m,M ] + [W
G,M ]
=
1
1− Z−
I]]τ,+∞[[  [m,M ] +
∆m
(1− Z−)(1− Z˜)
I]]τ,+∞[[  [m,M ]
=
(
1− Z˜
)−1
I]]τ,+∞[[  [m,M ]. (3.11)
Therefore, since [m,M ] ∈ Aloc(F), the property (2-b) follows immediately
from combining the above equality and Lemma 3.2-(b). This ends the proof
of the proposition. ⊓⊔
Below, we elaborate our main results deflator for “the part-after-τ”.
Theorem 3.4 Let τ ∈ H be a finite almost surely and LG be defined by (3.9).
Then, the following assertions hold.
(a) IfM is a quasi-left-continuous F-local martingale such that
∑
∆MI{Z˜=1>Z−}
is also an F-local martingale, then E(LG) (M −M τ ) is a G-local martingale.
(b) For any quasi-left-continuous F-local martingale, M , such that {Z˜ = 1 >
Z−} ∩ {∆M 6= 0} is evanescent, E(L
G) (M −M τ ) is a G-local martingale.
Proof Let M be a quasi-left-continuous F-local martingale such that V :=∑
∆MI{Z˜=1>Z−} is an F-local martingale. As a result, we get
0 =
(
(1− Z−)  V
)p,F
=
(
I{Z˜=1}  [m,M ]
)p,F
.
Therefore, by combining this equation, (3.11) and Lemma 3.2-(b), we obtain
M −M τ + 〈LG,M −M τ 〉G =M −M τ +
(
I]]τ,+∞[[
1− Z˜
 [m,M ]
)p,G
= M −M τ +
I]]τ,+∞[[
1− Z−
 〈m,M〉F −
I]]τ,+∞[[
1− Z−

(
I{Z˜=1}  [m,M ]
)p,F
= M −M τ + (1− Z−)
−1I]]τ,+∞[[  〈m,M〉
F = M̂ ∈ Mloc(G).
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Thus, assertion (a) follows immediately form this combined with Ito’s formula
applied to (M−M τ)E(LG). Assertion (b) follows obviously from assertion (a),
and the proof of the theorem is completed. ⊓⊔
As a consequence of this theorem, we describe a class of F-quasi-left-continuous
processes for which the NUPBR property is preserved for the “part-after-τ”.
Corollary 3.5 Suppose that τ ∈ H is finite almost surely, and S is F-quasi-
left-continuous. If
(
S,
∑
∆SI{∆S 6=0}
)
satisfies the NUPBR(F), then S − Sτ
satisfies the NUPBR(G).
Proof The proof follows immediately from a combination of Theorem 3.4-(a),
Proposition A.2 (see the appendix), and the fact that
{Z˜ = 1 > Z−} = {Z˜
Q = 1 > ZQ−} for any Q ∼ P, (3.12)
where Z˜Qt := Q(τ ≥ t
∣∣Ft) and ZQt := Q(τ > t|Ft). This last fact is an
immediate application of Theorem 86 of [11] by taking on the one hand X =
I{Z˜=0} and Y = I{Z˜Q=0}, and on the other hand X = I{Z−=0} and Y =
I{ZQ
−
=0}. ⊓⊔
4 Proof of Theorems 2.14 and 2.18
This section focuses on the proofs of Theorems 2.14 and 2.18. Both proofs
are based essentially on the predictable characteristics of S under F and G.
This section is divided into three subsections. The first subsection recalls the
predictable characteristics, and proposes afterwards a functional ψ, which is
intimately related to the set {Z˜ = 1 > Z−}. This ψ quantifies the part re-
sponsible for G-arbitrages. The second and third subsections are devoted to
the proof of Theorems 2.14 and 2.18 respectively.
4.1 Predictable Characteristics of S and the Functional ψ
To the process S, we associate its random measure of jumps µ(dt, dx) :=∑
u>0 I{∆Su 6=0}δ(u,∆Su)(dt, dx). For any nonnegative product-measurable func-
tional H(t, ω, x), we define the process H ⋆ µ and a σ-finite measure MPµ on
the measurable space
(
Ω × R+ × Rd,F∞ ⊗ B(R+)⊗ B(Rd)
)
by
H ⋆ µt :=
∫ t
0
∫
Rd
H(u, x)µ(du, dx) and MPµ (H) := E [H ⋆ µ∞] . (4.1)
Throughout the rest of the paper, for any filtration H, we denote
O˜(H) := O(H)⊗ B(Rd), P˜(H) := P(H)⊗ B(Rd),
and MPµ (W |P˜(H)), for a nonnegative or bounded functional W , is the unique
P˜(H)-measurable functional Y satisfyingMPµ (Y U) =M
P
µ (WU) for any bounded
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and P˜(H)-measurable functional U . The random measure ν(dt, dx) is the
unique F-predictable random measure satisfying (H ⋆ µ)p,F = H ⋆ ν, for any
P˜(F)-measurable and nonnegative H . There is a version of ν taking the form
of ν(dt, dx) = Ft(dx)dAt where A is a nondecreasing and F-predictable process
and F (dx) is an F-predictable kernel. Then, the canonical decomposition of S
is
S = S0 + S
c + h ⋆ (µ− ν) + b A+ (x− h) ⋆ µ, (4.2)
where h(x) := xI{|x|≤1}, S
c is the continuous F-local martingale part of S, b is
an F-predictable process, h⋆(µ−ν) is the unique pure jumps F-local martingale
with jumps given by h(∆S)I{∆S 6=0}, and there exists an F-predictable matrix
process, c, such that 〈Sc, Sc〉F = c A. Then,
the quadruplet (b, c, F,A) is the F− predictable characteristics of S. (4.3)
These characteristics parameterize the model (S,F, P ), and will be used fre-
quently throughout the remaining part of the paper.
The following identifies explicitly the source of G-arbitrage for S−Sτ denoted
by the functional ψ, and gives some of its properties.
Lemma 4.1 Consider
fm :=M
P
µ
(
∆m|P˜(F)
)
, and ψ :=MPµ
(
I{Z˜<1}
∣∣ P(F)) . (4.4)
Then, the following hold.
(a) The process (fm)
2 ⋆ µ belongs to A+loc(F), and there exist βm ∈ L(S
c) and
m⊥ ∈Mloc(F) (i.e. (βm)trcβm  A ∈ A
+
loc(F)) such that [S
c,m⊥] ≡ 0 and
m = m0 + βm  S
c +m⊥. (4.5)
(b) We have {ψ = 0} = {Z−+ fm = 1} ⊂ {Z˜ = 1}, MPµ − a.e. or equivalently
{ψ = 0} = {Z− + fm = 1} ⊂ {Z˜ = 1} on {∆S 6= 0}. (4.6)
(c) The nondecreasing process I{ψ=0 & Z−<1} ⋆ µ is ca`dla`g and F-locally inte-
grable under any probability measure Q.
Proof Assertion (a) is proved in [1]. Thus, we address assertions (b) and (c).
1) Here, we prove assertion (b). Recall that we always have E [W ⋆ µ∞] =
E
[
MPµ (W |P˜(F)) ⋆ ν∞
]
, for any non-negative O˜(F)-measurable functional W .
Thus, since MPµ (Z˜|P˜(F)) = Z− + fm and 1− Z˜ ≤ I{Z˜<1}, we derive
0 ≤ 1− Z− − fm ≤ ψ M
P
µ − a.e. and
E
[
(1− Z˜)I{Z−+fm=1} ⋆ µ∞
]
= E
[
(1 − Z− − fm)I{Z−+fm=1} ⋆ µ∞
]
= 0.
These clearly prove that, on one hand, we have
{ψ = 0} ⊂ {Z− + fm = 1} ⊂ {Z˜ = 1}, M
P
µ − a.e.
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On the other hand, we derive
E
[
I{Z−+fm=1}ψ ⋆ µ∞
]
= E
[
I{Z−+fm=1}I{Z˜<1} ⋆ µ∞
]
= 0.
This proves that {Z− + fm = 1} ⊂ {ψ = 0}, MPµ − a.e., and the proof of the
assertion (a) is completed.
2) The proof of the assertion b) follows immediately from Lemma 2.13 (where
V F is defined and we recall here V F :=
∑
I{Z˜=1>Z−} for the reader’s conve-
nience) and the following inequality (which is due to (4.6))
HI{ψ=0 & Z−<1} ⋆ µ ≤ HI{Z˜=1>Z−} ⋆ µ ≤
∑
HI{Z˜=1>Z−} =: H  V
F,
for H nonnegative and bounded. This ends the proof of the lemma. ⊓⊔
We end this subsection with providing the G-predictable characteristics of
S − Sτ as follows. Throughout the rest of the paper, we put µG(dt, dx) :=
I{t>τ}µ(dt, dx), and deduce that ν
G –its G-compensator– is given by
νG(dt, dx) := I{t>τ}
[
1− fm(x, t)(1 − Zt−)
−1
]
ν(dt, dx). (4.7)
Furthermore, the G-canonical decomposition of S − Sτ is given by
S − Sτ = Ŝc + h ⋆ (µG − νG) + bI]]τ,+∞[[ A−
cβm
1− Z−
I]]τ,+∞[[ A
−h
fm
1− Z−
I]]τ,+∞[[ ⋆ ν + (x− h) ⋆ µ
G,
where Ŝc is defined by (2.5). This decomposition clearly states that the G-
predictable characteristics of S − Sτ ,
(
bG, cG, FG, AG
)
, are given by
bG := b−
[∫
h(x)fm(x)F (x) + cβm
]
(1− Z−)
−1I{Z−<1}, c
G := c
FG(dx) :=
(
1−
fm(x, t)
1− Z−
)
I{Z−<1}F (dx), A
G := A−Aτ . (4.8)
4.2 Proof of Theorem 2.14
This section proves this theorem. To this end, we start by singling out, in the
following remark, the simplest parts of the theorem, and the key ideas for the
proof of the difficult part(s) as well.
Remark 4.2 1) Since (1 − Z−)lI{Z−<1} (for any l ∈ R) is F-locally bounded
(see Lemma 2.6), it is easy to see that I{Z−<1}  X satisfies the NUPBR(F)
if and only if (1 − Z−) X does, for any F-semimartingale X . As a result, on
one hand, the proof of (b)⇐⇒ (c) follows immediately from this fact. On the
other hand, as it is mentioned in Remark 2.23, it is very clear that
S − Sτ = Ta(S)− (Ta(S))
τ
and {∆Ta(S) 6= 0} ∩ {Z˜ = 1 > Z−} = ∅,
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and the proof of (b)=⇒ (a) follows from combining these with Corollary 3.5.
Therefore, the rest of this section prepares and delivers afterwards the proof
of (a) =⇒ (b), which is the most technical and difficult part of the theorem.
2) The proof of (a) =⇒ (b) relies on applying Theorem A.1 adequately. Hence,
the first task in proving this part resides in we guessing/getting the pair
(β(1), f (1)) for (Ta(S),F) from (β
G, fG) associated to (S − Sτ ,G). Thanks to
Proposition A.3, the next lemma prepares the ground for this goal by provid-
ing equivalent statement to the NUPBR of (S−Sτ ,G), using the F-predictable
functionals only. After this step, we will prove that the chosen pair fulfills the
conditions (A.1)-(A.2-(A.3) that correspond to the model (I{Z−<1} Ta(S),F).
Lemma 4.3 Let Φα(f) (for α > 0 ) be defined by
Φα(f) := (f − 1)
2I{|f−1|≤α} + |f − 1|I{|f−1|>α}, for any f ∈ P˜(F). (4.9)
Then, (S − Sτ ) satisfies the NUPBR(G) if and only if there exists a pair,(
βF, fF
)
, of F-predictable process and P˜(F)-predictable functional, such that
fF > 0 MPµ − a.e.,
(βF)trcβFI{Z−<1} A+ Φα(f
F)(1 − Z− − fm)I{Z−<1} ⋆ µ ∈ A
+
loc(F), (4.10)
and P ⊗A− a.e. on {Z− < 1}, we have∫
|xfF(x)
(
1−
fm(x)
1− Z−
)
− h(x)|F (dx) < +∞ and (4.11)
b+ c
(
βF −
βm
1− Z−
)
+
∫ [
xfF(x)(1 −
fm(x)
1− Z−
)− h(x)
]
F (dx) ≡ 0. (4.12)
Proof In virtue of Theorem A.1, by using the G-predictable characteristics of
S − Sτ , given in (4.8), we deduce that (S − Sτ ) satisfies the NUPBR(G) iff
there exists a pair of G-predictable functionals (βG, fG) such that fG > 0,
(βG)trcβGI]]τ,+∞[[ A+
√
(fG − 1)2I]]τ,+∞[[ ⋆ µ ∈ A
+
loc(G), (4.13)
and P ⊗A-a.e. on ]]τ,+∞[[,∫
|xfG(x)− h(x)|(1 − Z− − fm)F (dx) < +∞, and (4.14)
0 ≡ b+ c
(
βG −
βm
1− Z−
)
+
∫ [
xfG(x)(1 −
fm(x)
1− Z−
)− h(x)
]
F (dx). (4.15)
Furthermore, to this pair (βG, fG) , Proposition A.3 guarantees the existence
of a pair of F-predictable functionals (βF, fF) such that fF > 0 and
(βG, fG) = (βF, fF) on ]]τ,+∞[[. (4.16)
Therefore, by inserting (4.16) in the three conditions, (4.13), (4.14) and (4.15),
and using afterwards Lemma 3.2–(d) and Proposition B.3 (precisely assertions
(b), (c) and (d)), the proof of the lemma follows immediately. ⊓⊔
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Remark 4.4 To guess the pair (β(0), f (0)) for the model
(
S(0) := I{Z−<1}  Ta(S),F
)
from the pair, (βF, fF), provided by the above lemma, we need to derive the F-
predictable characteristics of the model. Thus, we start by getting the random
measure associated to the jumps of S(0) as µ(0)(dt, dx) := I{Z˜<1 & Z−<1}µ(dt, dx),
and its F- compensator ν(0) given by
ν(0)(dt, dx) := ψ(t, x)I{Zt−<1}ν(dt, dx). (4.17)
Then, by combining this with (4.2), hI{Z˜=1>Z−}⋆µ ∈ Aloc(F), and
(
hI{Z˜=1>Z−} ⋆ µ
)p,F
=
hψI{Z−<1} ⋆ ν to derive the canonical decomposition of
(
S(0),F
)
and get its
F-predictable characteristics,
(
b(0), c(0), F (0)(dx), A(0)
)
, as follows
b(0) := b−
∫
h(x)ψ(x)F (dx), c(0) := c
F (0)(dx) := ψ(x)F (dx), A(0) := I{Z−<1}  A. (4.18)
Then, in virtue of Theorem A.1,
(
S(0),F
)
satisfies the NUPBR if and only if
there exists a pair (β(0), f (0)) satisfying f (0) > 0, (A.1) and (A.2) hold, and
after simplifications using (4.18),
b+ cβ(0) +
∫ [
xf (0)(x)ψ(x) − h(x)
]
F (dx) ≡ 0. (4.19)
Therefore, by comparing this equation to (4.12), one can easily conclude that
the only pair, (β(0), f (0)), that comes from the pair (βF, fF) is given by
β(0) :=
(
βF −
βm
1− Z−
)
I{Z−<1}, & f
(0) := fG(x)(1−
fm(x)
1 − Z−
)ψ−1I{ψ>0 & Z−<1}.
This (apparently) unique choice leads to a major obstacle, as we have no infor-
mation regarding the integrability of ψ−1I{ψ>0}. However, this also explains
that finding an “equivalent” model that will allow us to control this integra-
bility problem imposes itself. This is the aim of the following.
Proposition 4.5 Let Ta(S) be defined in (2.12) and consider
m(1) := I{ψ=0 & Z−<1} ⋆ (µ− ν) and S
(1) := I{Z−<1}  S − [S,m
(1)]. (4.20)
Then, S(0) := I{Z−<1}  Ta(S) satisfies the NUPBR(F) if and only if S
(1)
satisfies the NUPBR(F).
The proof of this proposition is delegated to the appendix for the reader’s
convenience. Now, we are in the stage of proving Theorem 2.14.
Proof of Theorem 2.14 Suppose that S − Sτ satisfies NUPBR(G). Then, due
to Lemma 4.3, we deduce the existence of (βF, fF) satisfying fF > 0, (4.10),
(4.11) and (4.12). Thanks to Proposition 4.5, this proof will be completed as
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soon as we prove that (S(1),F) satisfies the NUPBR. This is the aim of the rest
of the proof. To this end, we put Σ1 := {Z− < 1 & ψ > 0}, Ω˜ := Ω× [0,+∞),
β := (βF −
βm
1− Z−
)I{Z−<1}, f := f
F(x)
(
1−
fm(x)
1− Z−
)
IΣ1 + IΩ˜\Σ1 . (4.21)
It is obvious that f > 0. To apply Theorem A.1 using the above pair (β, f),
we need to derive the predictable characteristics (S(1),F). Thus, we start by
getting the random measure for the jumps of this model by µ(1)(dt, dx) :=
µS(1)(dt, dx) = I{ψ(t,x)>0}I{Zt−<1}µ(dx, dt), and its F-compensator
ν(1)(dt, dx) := IΣ1(tx)ν(dt, dx), Σ1 := {ψ > 0 & Z− < 1}. (4.22)
Then, again, combining this with (4.2), and
(
hI{ψ=0 & Z−<1} ⋆ µ
)p,F
= hI{ψ=0 & Z−<1}⋆
ν, we derive easily the canonical decomposition of the model and get its pre-
dictable characteristics,
(
b(1), c(1), F (1)(dx), A(1)
)
, as follows:
b(1) := b−
∫
h(x)I{ψ(x)=0}F (dx), c
(1) := c,
F (1)(dx) := I{ψ(t,x)>0}F (dx), A
(1) := I{Z−<1}  A
)
. (4.23)
It is obvious that, by plugging (4.21) and (4.23) into (4.11) and (4.12), we get∫
|xf (1)(x)− h(x)|F (1)(dx) < +∞ P ⊗A(0) − a.e. and
b(1) + cβ(0) +
∫ [
xf (1)(x)− h(x)
]
F (1)(dx) ≡ 0, P ⊗A(0) − a.e..
Thus, we focus in the rest of this proof on proving the integrability condition
(A.1) for the pair (β, f). Due to the local boundedness of (1− Z−)−2I{Z−<1}
(see Lemma 2.6) and (βm)
trcβm A+ (β
F)trcβF A ∈ A+loc(F) (see Lemma 4.1
and (4.10)), we deduce that βtrcβ A ∈ A+loc(F). Therefore, now we deal with√
(f − 1)2 ⋆ µ(1) ∈ A+loc(F). Then,
f −1 = (fF−1)
(
1−
fm(x)
1− Z−
)
IΣ1−
fm(x)
1− Z−
IΣ1 , Σ1 := {ψ > 0 & Z− < 1}.
As a result, since 0 ≤ 1− Z− − fm ≤ 1, we obtain
√
(f − 1)2 ⋆ µ ≤
√
(fF − 1)2
1− Z− − fm
(1− Z−)2
I{Z−<1} ⋆ µ+
√
f2m
(1 − Z−)2
I{Z−<1} ⋆ µ.
Thus, a combination of this with the local boundedness of (1−Z−)−2I{Z−<1}
(see Lemma 2.6), (4.10), and f2m ⋆ µ ∈ A
+
loc(F) (see Lemma 4.1)), the proof of√
(f − 1)2 ⋆ µ(1) =
√
(f − 1)2I{ψ>0 & Z−<1} ⋆ µ ∈ A
+
loc(F) is completed. This
ends the proof of the theorem. ⊓⊔
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4.3 Proof of Theorem 2.18
In virtue of (4.7) and ]]τ,+∞[[⊂ {Z− < 1}, the assumption (2.13) holds iff
0 = E
[
(1− Z−)
−1I{Z−+fm=1>Z−}I]]τ,+∞[[ ⋆ ν∞
]
= E
[
I{Z−+fm=1>Z−} ⋆ ν∞
]
= E
[
I{Z−+fm=1>Z−} ⋆ µ∞
]
.
This implies that I{Z−+fm=1>Z−} ⋆ ν and I{Z−+fm=1>Z−} ⋆ µ are null. Thus,
we deduce that m(1) = I{Z−+fm=1>Z−} ⋆µ−fmI{Z−+fm=1>Z−} ⋆ν is also null.
Then, the proof of the theorem follows immediately from combining this with
Proposition 4.5 and Corollary 2.16–(ii). ⊓⊔
APPENDIX
A Deflators via Predictable Characteristics
Most results of this section are elaborated in [1], and we refer the reader to the
appendix of that paper for details. Herein, we consider given a probability Q,
a filtration H, and a (H, Q)-quasi-left-continuous semimartingale X . To this
process, we associate the random measure of its jumps, denoted by µX , and its
(H, Q)-compensator is denoted by νX . We suppose that X has the following
conical decomposition
X = X0 +X
c + h ⋆ (µX − νX) + (x− h) ⋆ µX + b  A.
Here h(x) := xI{|x|≤1} and h ⋆ (µX − νX) represents the unique pure jumps
(H, Q)-local martingale with jumps taking the form of h(∆S)I{∆S 6=0}. We
suppose that νX(dt, dx) = F (t, dx)dAt, and c the matrix such that 〈X
c〉 = cA.
The quadruplet (b, c, F,A) is the predictable characteristics of X under (H, Q).
Here the elements of this quadruplet depends on (X,Q,H), but there is no risk
of confusion in this part.
Theorem A.1 Let (X,Q,H) be a quasi-left-continuous model, and (bQ, c, FQ, A)
be its predictable characteristics under (H, Q). Then, X satisfies the NUPBR(H, Q)
if and only if there exists a pair (β, f), of H-predictable process β and P˜(H)-
measurable functional f , such that
f > 0, βtrcβ A+
√
(f − 1)2 ⋆ µX ∈ A
+
loc(H, Q), (A.1)∫
|xf(x) − h(x)|F (dx) < +∞, Q⊗A− a.e. (A.2)
b+ cβ +
∫
[xf(x) − h(x)]F (dx) = 0, Q⊗A− a.e. (A.3)
See [1] for the proof.
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Proposition A.2 Let X be an H-adapted process. Then, the following asser-
tions are equivalent.
(a) There exists a sequence (Tn)n≥1 of H-stopping times that increases to +∞,
such that for each n ≥ 1, there exists a probability Qn on (Ω,HTn) such that
Qn ∼ P and XTn satisfies NUPBR(H) under Qn.
(b) X satisfies NUPBR(H).
(c) There exists an H-predictable process φ, such that 0 < φ ≤ 1 and (φ  X)
satisfies NUPBR(H).
The proof of this proposition can be found in Aksamit et al. [1].
Proposition A.3 Suppose that τ is a honest time, and let HG be an P˜(G)-
measurable functional. Then, the following assertions hold.
(a) There exist two P˜(F)-measurable functional HF and KF such that
HG(ω, t, x) = HF(ω, t, x)I]]0,τ ]] +K
F(ω, t, x)I]]τ,+∞[[. (A.4)
(b) If furthermore HG > 0 (respectively HG ≤ 1), then we can choose KF > 0
(respectively KF ≤ 1) in (A.4).
Proof The proofs of assertions (a) and (b) follow from mimicking Jeulin’s proof
[19, Proposition 5,3], and will be omitted herein.
B G-local Integrability versus F-local Integrability
This subsection connects the G-localisation and the F-localisation for the part
after τ . This completes the analysis of [1] regarding the issue of local integra-
bility under F and G, where the part up to τ is fully discussed. There is a
major difference between the current results and those of [1], which lies in the
fact that for the case up to τ we loose information after an F-stopping when
we pass to F. However, for the part after τ , as long as τ is finite, we pass from
G-localisation to F-localisation without any loss of information. The following
is the most innovative result of the appendix.
Proposition B.1 The following assertions hold.
(a) If τ is a finite almost surely honest time and (σGn )n≥1 is a sequence of
finite G-stopping times that increases to infinity, then there exists a sequence
of finite F-stopping times, (σFn)n≥1, that increases to infinity as well and
max(σGn , τ) = max(σ
F
n, τ), P − a.s. (B.1)
(b) If τ ∈ H and is finite almost surely, then there exists a sequence of F-
stopping times, (σn)n≥1, that increases to infinity almost surely and{
Z− < 1
}
∩]]0, σn]] ⊂
{
1− Z− ≥
1
n
}
, ∀ n ≥ 1. (B.2)
Or equivalently, (1 − Z−)−1I{Z−<1} is F-locally bounded when τ ∈ H and is
finite almost surely.
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Proof The proof of this proposition is given in two parts where we prove
assertions (a) and (b) respectively.
1) The proof of assertion (a) boils down to the following fact:
for any G-stopping time, σG, there exists an F-stopping time, σF such that
σG ∨ τ = σF ∨ τ P − a.s. (B.3)
Indeed, if this fact holds, then there exists F-stopping times, (σn)n≥1 such
that for any n ≥ 1, the pair (σGn , σn) satisfies (B.1). Since σ
G
n increases with
n, by putting σFn := sup1≤k≤n σk, we can easily prove that the pair (σ
G
n , σ
F
n)
satisfies (B.1) as well (this is due to max1≤i≤n(xi ∨ y) = (max1≤i≤n xi) ∨ y
for any nonnegative xi, y). Then, assertion (a) follows immediately from tak-
ing the limit in (B.1) and making use of τ < +∞ P-a.s. which implies that
supn≥1 σn = limn−→+∞ σ
F
n = +∞ P-a.s. This shows that the proof of asser-
tion (a) is achieved as long as we prove the claim (B.3). This is the main focus
of the remaining part of this proof.
By applying the proposition below (which is fully due to Barlow [6]) to the
process Y G = I[[σG∨τ,+∞[[, we obtain the existence of an F-progressively mea-
surable process KF such that
Y G = KFI[[τ,+∞[[. (B.4)
Thus, it is easy that one can replace KF with I{KF=1}. Since ]]τ,+∞[[⊂ {Z <
1}, It is also easy to check that one can choose KF such that, on {τ < σG,
{KF = 1} ⊂ {Z < 1}. Then, put
σ := inf{t ≥ 0 : KFt = 1}. (B.5)
This is an F-stopping time, and due to [[σG ∨ τ,+∞[[⊂ {KF = 1}, we get
σ ≤ τ ∨ σG P − a.s. (B.6)
By applying Proposition B.2, we deduce the existence of two double sequence
of F-stopping times (αnm)n,m≥1 and (βnm)n,m≥1 satisfying the four assertions
of the proposition. As a result, we get, on {τ < σG, we have
[[σG,+∞[[⊂ {KF = 1} ⊂
⋃
n,m≥1
[[αnm, βnm[[.
By combining this with (B.5), we deduce that
{τ < σG} ⊂
⋃
n,m≥1
{αnm ≤ σ ≤ σ
G < βnm}.
Thanks to assertions (i) and (ii) of Proposition B.2, that claims that τ takes
values in [βn(m−1), αnm[ only, we get {αnm ≤ σ ≤ σ
G < βnm} = {τ < αnm ≤
σ ≤ σG < βnm}, and hence
{τ < σG} ⊂
⋃
n,m≥1
{τ < αnm ≤ σ ≤ σ
G < βnm}. (B.7)
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Now, due to (B.4) and the fact that on [σ, σ + ǫ[∩{KF = 1} 6= ∅ P − a.s, we
deduce that
(
τ ≤ σ < σG
)
is an impossible event. Therefore, (B.7) leads to
{τ < σG} ⊂ {σ = σG}.
Hence, by combing this with (B.6), we derive
τ ∨ σG = (τ ∨ σG)I{σG≤τ} + (τ ∨ σ
G)I{τ<σG} = τI{σG≤τ} + (τ ∨ σ)I{τ<σG}
= (τ ∨ σ)I{σG≤τ} + (τ ∨ σ)I{τ<σG} = τ ∨ σ.
This proves (B.3), and the prof of assertion (a) is completed.
2) Here, we prove assertion (b). Since τ ∈ H, then (1 − Z−)
−1I]]τ,+∞[[ is G-
locally bounded due to Lemma 2.6-(b). Thus, on the one hand, there exists a
sequence of G-stopping times, (σGn )n≥1 that increases to infinity almost surely
and
]]τ,+∞[[ ∩ [[0, σGn ]] ⊂
{
1− Z− ≥ 1/n
}
. (B.8)
On the other hand, thanks to assertion (a), there exists a sequence of F-
stopping times, (σn)n≥1 that increases to infinity almost surely and satisfies
(B.1). Then, by inserting this in (B.8), we get
]]τ,+∞[[ ∩ [[0, σn]] ⊂
{
1− Z− ≥ 1/n
}
.
By taking the F-predictable projection on both side, we get
0 ≤ (1− Z−)I[[0,σn]] ≤ I
{
1−Z−≥1/n
}.
This implies that
{
1 − Z− < 1/n
}
⊂ {Z− = 1}∪]]σn,+∞[[, which is equiv-
alent to (B.2). Hence, the proof of assertion (b) is achieved and that of the
proposition as well. ⊓⊔
Proposition B.2 Suppose that τ is a honest time. Then, the following hold.
(i) There exists two double sequences of F-stopping times (αn,m)n,m≥1 and
(βn,m)n,m≥1 such that αn,m ≤ βn,m P-a.s. for all n,m ≥ 1, and
]]τ,+∞[[⊂ {Z < 1} ⊂
⋃
n,m≥1
[[αn,m, βn,m[[. (B.9)
(ii) For any n,m ≥ 1, {τ ≥ αnm} ⊂ {τ ≥ βnm} P − a.s.
(iii) For any G-optional process Y G, there exists an F-progressively measurable
process KF such that
Y GI[[τ,+∞[[ = K
FI[[τ,+∞[[. (B.10)
(iv) For any G-optional ca`dla`g process Y G such that Y G = 0 on [[0, αn,m[[ and
constant on [[βn,m,+∞[[, there exists an F-progressively measurable process KF
that is ca`dla`g and satisfies (B.10).
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Proof For the proof we refer the reader to [6]. In fact, assertion (i) is exactly
Lemma 4.1-(iv) in [6], while the assertion (ii) is a combination of Proposition
4.3 and Lemma 4.4-(ii) of the same paper.
The next result addresses the G-local integrability involving the random
measures that is vital for the proof of Theorem 2.14.
Proposition B.3 Suppose that τ ∈ H is finite almost surely. Let Φα(.) (for
α > 0) be defined in (4.9). Then, the following properties hold.
(a) Let f be a real-valued and P˜(H)-measurable functional. Then,√
(f − 1)2 ⋆ µ belongs to A+loc(H) if and only if Φα(f) ⋆ µ ∈ A
+
loc(H) does.
(b) Let f be a real-valued and P˜(H)-measurable functional. Then,√
(f − 1)2I]]τ,+∞[[ ⋆ µ ∈ A
+
loc(G) iff Φα(f)(1−Z−− fm)I{Z−<1} ⋆µ ∈ A
+
loc(F).
(c) Let φ be nonnegative and F-predictable process. Then, P ⊗A− a.e.
]]τ,+∞[[⊂ {φ < +∞} if and only if {Z− < 1} ⊂ {φ < +∞}.
(d) Let φ be an F-predictable process. Then, P ⊗A-a.e.
]]τ,+∞[[⊂ {φ = 0} if and only if {Z− < 1} ⊂ {φ = 0}.
Proof (a) Assertion (a) is borrowed from [1] ( see Proposition C.3–(a)).
(b) Thanks to assertion (a), we deduce that
√
(f − 1)2I]]τ,+∞[[ ⋆ µ ∈ A
+
loc(G)
iff Φα(f) ⋆ µ
G ∈ A+loc(G) iff
Φα(f)
(
1−
fm
1− Z−
)
I]]τ,+∞[[ ⋆ ν = Φα(f) ⋆ ν
G ∈ A+loc(G). (B.11)
Then, a direct application of Lemma 3.2–(d) to the pair
(ϕ, V ) :=
(
[1− fm(1 − Z−)
−1]I{Z−<1}, Φα(f) ⋆ ν
)
,
the proof of assertion (b) follows immediately.
(c) Suppose that P ⊗ A-a.e. that ]]τ,+∞[[⊂ {φ < +∞}. This is equivalent to
I]]τ,+∞[[ ≤ I{φ<+∞} P ⊗ A-a.e.. Then, by taking the F-predictable projection
on both sides, we get 1 − Z− ≤ I{φ<+∞} P ⊗ A-a.e.. This obviously proves
that ]]τ,+∞[[⊂ {φ < +∞} implies {Z− < 1} ⊂ {φ < +∞}. The reverse sense
follows from ]]τ,+∞[[⊂ {Z− < 1}. This ends the proof of assertion (c).
(d) The proof of assertion (d) mimics the proof of assertion (c), and will be
omitted. This ends the proof of the proposition. ⊓⊔
C Proofs for Lemmas 3.1 and 3.2 of Subsection3.1
Proof of Lemma 3.1 The proof of the lemma will be achieved in three steps.
1) This step proves assertion (a). From Lemma 2.6
I]]τ,+∞[[  V − I]]τ,+∞[[  V
p,F + I]]τ,+∞[[(1− Z−)
−1
 〈V,m〉F
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is a G-local martingale, hence(
I]]τ,+∞[[  V
)p,G
= I]]τ,+∞[[  V
p,F − I]]τ,+∞[[(1− Z−)
−1
 〈V,m〉F
= I]]τ,+∞[[  V
p,F − I]]τ,+∞[[(1− Z−)
−1
 (∆m  V )
p,F
= I]]τ,+∞[[(1− Z−)
−1

(
(1− Z− −∆m)  V
)p,F
,
where the second equality follows from Yoeurp’s lemma. This ends the proof
of (3.1). The equality (3.2) follows immediately from (3.1) by taking the jumps
in both sides, and using ∆
(
Kp,H
)
= p,H(∆K) when both terms exist.
2) Now, we prove assertion (b). By applying (3.2) for Vǫ,δ ∈ Aloc(F) given by
Vǫ,δ :=
∑
(∆M)(1 − Z˜)−1I{|∆M|≥ǫ, 1−Z˜≥δ},
we get, on ]]τ,+∞[[,
p,G
(
(∆M)(1− Z˜)−1I{|∆M|≥ǫ, 1−Z˜≥δ}
)
= (1− Z−)
−1 p,F
(
∆M I{|∆M|≥ǫ, 1−Z˜≥δ}
)
.
Then, the first equality in (3.3) follows from letting ǫ and δ go to zero, and we
get on ]]τ,+∞[[
p,G
(
∆M
1− Z˜
)
= (1− Z−)
−1 p,F
(
∆M I{1−Z˜>0}
)
= (1 − Z−)
−1 p,F
(
∆M I{Z˜<1}
)
.
To prove the second equality in (3.3), we write that, on ]]τ,+∞[[,
p,G
(
1
1− Z˜
)
= (1 − Z−)
−1 + (1− Z−)
−1 p,G
(
∆m
1− Z˜
)
= (1 − Z−)
−1 + (1− Z−)
−2 p,F
(
∆mI{1−Z˜>0}
)
= (1 − Z−)
−1 − (1− Z−)
−1 p,F
(
I{Z˜=1}
)
= (1− Z−)
−1 p,F
(
I{Z˜<1}
)
.
The second equality is due to (3.2), and the third equality follows from com-
bining p,F(∆m) = 0, and ∆m = Z˜ −Z−. This ends the proof of assertion (b).
3) The proof of (3.4) follows immediately from assertion (b) and the fact
that the thin process p,F
(
∆M I{Z˜<1}
)
may take nonzero values on countably
many predictable stopping times only, on which ∆M already vanishes. This
completes the proof of the lemma. ⊓⊔
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Proof Lemma 3.2 The proof of the lemma is given in three parts. In the first
part we prove both assertions (a) and (b), while in the second and the third
parts we focus on assertions (c) and (d) respectively.
1) Let V be an F-adapted process with finite variation. Then, we obtain
Var(U) = (1− Z)−1 I]]τ,+∞[[  Var(V ).
Therefore, since 1−Z˜t = P (τ < t|Ft) ≤ 1−Zt, for any bounded and F-optional
process φ such that φ Var(V ) ∈ A+(F), we obtain
E
[
(φ  Var(U))∞
]
= E
(∫ ∞
0
φtI{t>τ}
1− Zt
dVar(V )t
)
= E
(∫ ∞
0
φtP (τ < t|Ft)
1− Zt
I{Zt<1}dVar(V )t
)
≤ E
[
(φ  Var(V ))∞
]
. (C.1)
As a result, by taking φ = I]]0,σ[[ in (C.1), for an F-stopping time σ such that
Var(V )σ− ∈ A+(F), we get E
[
Var(U)σ−
]
≤ E
[
V ar(V )σ−
]
. This proves that
the process U has a finite variation and hence is well defined as well. Being G-
adapted for U is obvious, while being ca`dla`g follows immediately from (C.1).
This ends the proof of assertion (a).
To prove assertion (b), we assume that V ∈ Aloc(F) and consider (ϑn)n≥1,
a sequence of F-stopping times that increases to +∞ such that Var(V )ϑn ∈
A+(F). Then, by choosing φ = I]]0,ϑn]] in (C.1), we conclude that U belongs to
Aloc(G) whenever V does under F. For the case when V ∈ A(G), it is enough
to take φ = 1 in (C.1), and conclude that U ∈ A(G). To prove (3.6), for any
n ≥ 1, we put
Un := (1− Z)
−1
I]]τ,+∞[[I{Z˜≤1− 1
n
}V =
(
1− Z˜
)−1
I]]τ,+∞[[I{Z˜≤1− 1
n
}V, n ≥ 1.
Then, thanks to (3.1), we derive
Up,G = lim
n−→+∞
(Un)
p,G
= lim
n−→+∞
(1 − Z−)
−1I]]τ,+∞[[ 
(
I{Z˜≤1− 1
n
}  V
)p,F
.
This clearly implies (3.6).
2) It is easy to see that it is enough to prove the assertion for the case when
V is nondecreasing. Thus, suppose that V is nondecreasing. It obvious that
(1 − Z˜)  V ∈ A+loc(F) implies I]]τ,+∞[[  V ∈ A
+
loc(G). Hence, for the rest of
this part, we focus on proving the reverse. Suppose I]]τ,+∞[[  V ∈ A
+
loc(G).
Then, there exists a sequence G-stopping times that increases to infinity and(
I]]τ,+∞[[  V
)σGn ∈ A+(G). Thanks to Proposition A.3-(c), we obtain a sequence
of F-stopping times, (σFn)n≥1, that increases to infinity and σ
G
n ∨ τ = τ ∨ σ
F
n.
Therefore, we get
(
I]]τ,+∞[[  V
)σGn ≡ (I]]τ,+∞[[  V )σFn and hence
E
(
(1− Z˜)  VσFn
)
= E
(
I]]τ,+∞[[  VσFn
)
= E
(
I]]τ,+∞[[  VσGn
)
< +∞. (C.2)
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This proves that the process (1 − Z˜)  V belongs to A+loc(F), and the proof of
assertion (c) is achieved.
3) The proof of assertion (d) follows all the steps of the proof of assertion (c),
except (C.2) which takes the form of
E
(
(1− Z−)ϕ  VσFn
)
= E
(
I]]τ,+∞[[ϕ  VσFn
)
= E
(
I]]τ,+∞[[ϕ  VσGn
)
< +∞
instead due to the predictability of V . This proves that I]]τ,+∞[[ϕV ∈ A
+
loc(G) if
and only if (1−Z−)ϕV ∈ A
+
loc(F), while the equivalence (1−Z−)ϕV ∈ A
+
loc(F)
iff I{Z−<1}ϕ  V ∈ A
+
loc(F) follows from the fact that (1− Z−)
−1I{Z−<1} is F-
locally bounded (see Proposition B.1-(b)). This ends the proof of assertion (d)
and the proof of the lemma as well. ⊓⊔
D Proof of Proposition 4.5
The proof relies essentially on an adequate application(s) of Theorem A.1. To
this end, we consider
Z(ψ) := E(N (ψ)) where N (ψ) := (ψ − 1)I{ψ>0} ⋆ (µ− ν),
and remark that Z(ψ) is a positive F-local martingale. Hence, in virtue of
Proposition A.2, we can assume without loss of generality that Z(ψ) is a uni-
formly integrable martingale, and put Q := Zψ∞ ·P (probability measure equiv-
alent to P ). Thus, the rest of the proof applies Theorem A.1 to both mod-
els
(
S(1), Q,F
)
and
(
S(0) := I{Z−<1}  Ta(S),F
)
, and compare the conditions
(A.1)-(A.2)-(A.3) associated to these models. To this end, we need to derive the
predictable characteristics,
(
b(1,Q), c(1,Q), F (1,Q)(dx), A(1,Q)
)
, of
(
S(1), Q,F
)
.
Then, the F-compensator of µ(1) under Q is ν(1,Q)(dt, dx) := ψ(x)ν(dt, dx)
that coincides with ν(0). Then, using (hI{Z˜=1>Z−}⋆µ)
p,F = h(1−ψ)I{Z−<1}⋆ν
and that the compensator under Q of H ⋆ µ –for any nonnegative and P˜(F)-
measurable H– is H(I{ψ=0} + ψ) ⋆ ν, we get
b(1,Q) := b−
∫
h(x)(ψ(x) − 1)F (dx), c(1,Q) := c,
F (1,Q)(dx) := ψ(x)F (dx), A(1,Q) := I{Z−<1} A.
By comparing the above quadruplet to the quadruplet given in (4.18), we
conclude that the two models,
(
S(1), Q,F
)
and
(
S(0) := I{Z−<1}  Ta(S),F
)
,
have the same predictable characteristics. Hence, the proof of the proposition
follows immediately from applying Theorem A.1 and using the same pair of F-
predictable functionals (i.e. (β(0), f (0)) = (β(1), f (1))), as the conditions (A.1)-
(A.2)-(A.3) are exactly the same for both models.
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