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Abstract
The Cauchy problem
ut  Dum ¼ up in RN  ð0;TÞ;
uðx; 0Þ ¼ tu0ðxÞ in RN;
(
ðPÞ
is considered, where t > 0; p > mX1 and u0ðxÞ ð> 0Þ is a bounded continuous radially
symmetric function in RN: We choose p in some open interval ðps; ppÞ with ps ¼ mðN þ
2Þ=½N  2þ such that a peaking solution (incomplete blow-up solution) of (P) exists. Denote
the solution of (P) by ut: We show that if u0ðxÞ is nonincreasing in large r ¼ jxj and decays
slowly: u0ðxÞ ¼ OðjxjaÞ as jxj-N ð2=ðp  mÞoaÞ; then ut is classiﬁed into one of the next
three types according to the value t as follows: There exists t1Að0;NÞ such that (I) ut blows
up completely in ﬁnite time if t > t1; (II) ut blows up incompletely in ﬁnite time and
jjutðtÞjjLNðRNÞ ¼ Oðt
 1
p1Þ as t-N if t ¼ t1; (III) ut does not blow up in ﬁnite time and
jjutðtÞjjLNðRNÞ ¼ Oðt
 1
p1Þ as t-N if 0otot1:
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1. Introduction
In this paper we shall consider the Cauchy problem
ut  Dum ¼ up ðx; tÞARN  ð0;TÞ; ð1:1Þ
uðx; 0Þ ¼ u0ðxÞ; xARN; ð1:2Þ
where ut ¼ @u=@t; mX1; p > 1; and u0ðxÞX0; ABCðRNÞ (bounded continuous
functions in RN). We shall only consider nonnegative solutions u: We are interested
in the asymptotic behavior of the solutions.
It is well known that a unique nonnegative weak solution of (1.1) and (1.2) exists
locally in time and can be extended as the time variable t increases as far as
uð
; tÞALNðRNÞ [3–6,19,23]. If we denote the solution of (1.1) and (1.2) by uðx; t; u0Þ
and put
tbðu0Þ ¼ supfTAð0;NÞ; uðt; u0ÞALNðð0;TÞ;LNÞg ð1:3Þ
(which is called the blow-up time of uðx; t; u0Þ), then the following results hold [8–
10,13,17,18,22]:
(I) Let 1oppm þ 2=N: Then all nontrivial solutions of (1.1) and (1.2) blow up in
ﬁnite time. Namely, tbðu0ÞoN:
(II) Let p > m þ 2=N: Then there exists a global solution of (1.1) and (1.2) when the
initial data u0 is sufﬁciently small. Namely, tbðu0Þ ¼N:
That is, m þ 2=N is the cutoff number between the blow-up case (I) and the global
existence case (II).
Furthermore, when the initial data u0 is radially symmetric, Galaktionov and
Vazquez [11,12] study the blow-up phenomena more precisely as follows:
(A) Let 1oppps ¼ mðN þ 2Þ=½N  2þ where ½aþ ¼ maxfa; 0g: Then, the blow-
up solution uðt; u0Þ blows up completely at the blow-up time tbðu0Þ ðoNÞ:
uðx; t; u0Þ ¼N in RN  ðtbðu0Þ;NÞ: ð1:4Þ
Namely, if we put
tcðu0Þ ¼ inffTA½0;N j uðx; t; u0Þ ¼N in RN  ðT ;NÞg ð1:5Þ
(which is called the complete blow-up time), then
tcðu0Þ ¼ tbðu0Þ:
Here we deﬁne the post-blow-up solution uðx; t; u0Þ in RN  ð0;NÞ by the supremum
of bounded subsolutions vðx; tÞ of (1.1) and (1.2) satisfying vðx; 0Þpu0ðxÞ; at each
point ðx; tÞ (see [12,26]).
R. Suzuki / J. Differential Equations 190 (2003) 150–181 151
(B) Let psopopp where pp is some constant deﬁned in Section 4. Then, there exists
an incomplete blow-up solution (called a peaking solution) which becomes ﬁnite
after the blow-up time. That is, tbðu0ÞoN and tcðu0Þ ¼N:
Namely, ps is the cut off number between the complete blow-up case and the
incomplete blow-up case when popp:
Of course, in the supercritical case p > ps; complete blow-up solutions also exist
and some sufﬁcient conditions on initial data for the complete blow-up are given by
Galaktionov and Vazquez [12]. But, we do not know whether or not an incomplete
blow-up solution exists when pXpp:
Here, we mention the peaking solution wTðr; tÞ ðr ¼ jxjÞ precisely. It is radially
symmetric in x; blows up at the origin at t ¼ T ; decays to zero as t-N and is made
of a backward self-similar blow-up solution with blow-up time T and a forward self-
similar solution decaying to zero. Further, it satisﬁes
jjwTð
; tÞjjLNðRNÞBt
1
p1 as t-N; ð1:6Þ
wT ðr; tÞBr
2
pm as r-N for tX0: ð1:7Þ
We note that the exponent 2
pm is critical in the next sense:
(i) If
lim inf
r-N
r
2
pmu0ðrÞ > C ð1:8Þ
for some C > 0; then tbðu0ÞoN (see [20,25]).
(ii) If u0ðxÞpwT ðx;TÞ ¼ c1jxj
2
pm ðc1 > 0Þ and u0ðxÞcwTðx;TÞ then tbðu0Þ ¼N
(see [12]).
So, throughout this paper, in order to ensure the existence of a global solution of
(1.1) and (1.2) with initial data tu0 for small t > 0; we assume the following
condition on u0: Let aAð 2pm;NÞ: There exists a constant C > 0 such that
u0ðxÞjxjapC for xARN: ð1:9Þ
Further, throughout this paper we use the following notations. For two functions
f ðtÞ and gðtÞ; we say that f ðtÞ ¼ OðgðtÞÞ as t-N if lim supt-N jf ðtÞ=gðtÞjoN and
that f ðtÞ ¼ oðgðtÞÞ as t-N if lim supt-N jf ðtÞ=gðtÞj ¼ 0: Further, we say that
f ðtÞBgðtÞ as t-N if f ðtÞ ¼ OðgðtÞÞ as t-N and gðtÞ ¼ Oðf ðtÞÞ as t-N:
Lqð1pqpNÞ is the usual space of all Lq-functions in RN with norm jjf jjq 
jjf jjLqðRNÞ:
Our aim of this paper is to study the asymptotic behavior solutions of (1.1) and
(1.2) more precisely in the supercritical case when the initial data u0ðxÞ ¼ u0ðrÞ
ðr ¼ jxjÞ is a radially symmetric function and satisﬁes condition (1.9). Assume that
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for some r0 > 0;
u0ðrÞ is nonincreasing in rXr0 ð1:10Þ
and when m > 1 we further assume
u0ðrÞ > 0 in ½0; r0: ð1:11Þ
Then, when psopopp we show that uðt; tu0Þ ðu0ðxÞc0Þ is classiﬁed into one of the
next three types according to the value of t > 0 as follows: There exists t1Að0;NÞ
such that
(I) tcðtu0ÞoN; i.e. uðt; tu0Þ blows up completely in ﬁnite time if t > t1;
(II)
tbðtu0ÞoN; tcðtu0Þ ¼N and jjuðt; tu0ÞjjN ¼ Oðt
 1
p1Þ if t ¼ t1;
(III)
tbðtu0Þ ¼N and jjuðt; tu0ÞjjN ¼ Oðt
 1
p1Þ if 0otot1:
When m ¼ 1 and the initial data has the compact support, similar results were
obtained by Mizoguchi [21]. But, in Types II and III the order of the decay rate of
jjuðt; tu0ÞjjN as t-N was not obtained there. Her methods are based mainly on
comparing solutions with radially symmetric stationary solutions of (1.1) and using
the energy methods. But, in our proof we only compare solutions with some
incomplete blow-up solution with initial data u0ðxÞ ¼ minfh; kjxjag; which is like a
peaking solution. It seems that her methods cannot be applied directly to our case
where the initial data decay slowly. But, our methods of the proof are essentially
based on the idea of the proof of Theorem 15.1 of [12], as in the proof of Lemma 4.1
of [21].
Thus, our methods are based on the comparison theorem and comparing solutions
with some incomplete blow-up solution with initial data u0ðxÞ ¼ minfh; kjxjag;
which is constructed by the methods using a peaking solution wTðr; tÞ: Then, as in
[12,21], we make use of the nonincrease of intersection number between a solution of
(1.1) and the incomplete blow-up solution (or a peaking solution wTðr; tÞ). Hence, we
must restrict ourselves to radially symmetric solutions which is nonincreasing in
large r ¼ jxj:
In the subcritical case mopops; there are some papers studying these problems.
Especially, when m ¼ 1; Kawanago [16] obtained the following very interesting
results: He clariﬁes the structure of the space of positive solutions of (1.1) with the
initial data u0ðxÞðc0Þ decaying exponentially as jxj-N: Namely, uðt; tu0Þ is
classiﬁed into one of the next three types according to the value of t > 0 as follows:
There exists t1 > 0 such that
(I) tbðtu0ÞoN; i.e. uðt; tu0Þ blows up in ﬁnite time if t > t1;
(II) tbðtu0Þ ¼N and jjuðt; tu0ÞjjNBt1=ðp1Þ as t-N if t ¼ t1;
(III) tbðtu0Þ ¼N and jjuðt; tu0ÞjjNBtN=2 as t-N if 0otot1:
We note that in these results the radial symmetry of solutions is not assumed.
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When mX1 and the initial data u0 decays more slowly, Suzuki [25] also studies
these problems. He extends the Kawanago’s results partially.
The rest of the paper is organized as follows. In Section 2, we deﬁne a weak
solution of (1.1) and state the main results (Theorem 2.5 and Corollary 2.6).
In Section 3, we summarize preliminary lemmas and propositions, and in
Section 4 we introduce the peaking solution wTðx; tÞ; which is made in [12]. The
existence of an incomplete blow-up solution with initial data u0ðxÞ ¼
minfh; kjxjag is shown in Section 5. Finally, in Section 6 we prove Theorem 2.5
and Corollary 2.6.
2. Deﬁnitions and main results
In this section, we state the deﬁnition of a weak solution and a post-blow-up
solution of (1.1) (see [26]), and state the main results. Let O be a domain in RN:
Deﬁnition 2.1. A function uALNðO ð0; tÞÞ for each 0otoT is called a weak
solution of (1.1) in O ð0;TÞ; if it satisﬁes
(i) uðx; tÞX0 in O ½0;TÞ and ABð %O ð0; tÞÞ (bounded continuous) for each
0otoT ;
(ii)
uðtÞ-uð0Þ in L1locð %OÞ as tk0; ð2:1Þ
(iii) For any bounded domain DCO with smooth boundary @D; 0otoT and
nonnegative fðx; tÞAC2ð %D  ½0;TÞÞ which vanishes on the boundary @D;Z
D
uðx; tÞfðx; tÞ dx 
Z
D
uðx; 0Þfðx; tÞ dx
¼
Z t
0
Z
D
fuft þ umDfþ upfg dx dt 
Z t
0
Z
@D
u@nf dS dt; ð2:2Þ
where n denotes the outer unit normal to the boundary.
A supersolution (or subsolution) of (1.1) in O ð0;TÞ is deﬁned by (i)–(iii) of
Deﬁnition 2.1 with equality (2.1) replaced by X (or p).
As mentioned in Section 1, if u0ALNðRNÞ then problem (1.1), (1.2) has a unique
local weak solution uðx; tÞ in time, and if u0ACðRNÞ then uðx; tÞACðRN  ½0;TÞÞ: A
post-blow-up solution is deﬁned as follows.
Deﬁnition 2.2. (I) A function uðx; tÞ : RN  ð0;NÞ-½0;N is called a semi-solution
of (1.1) and (1.2) in RN  ð0;NÞ if it satisﬁes
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(i) for any bounded domain D with smooth boundary and closed interval ½t0; t1
satisfying %D  ½t0; t1CfRN  ½0;NÞg\B˜; u is a weak solution of (1.1) in D 
ðt0; t1Þ where
B˜ ¼fðx0; t0ÞARN  ½0;NÞ j there is ðxn; tnÞARN  ½0;NÞ
such that xn-x0; tn-t0; uðxn; tnÞ-N as n-Ng: ð2:3Þ
(ii) For any bounded subsolution vðx; tÞ of (1.1) in RN  ðt0; t1Þ ð0pt0ot1oNÞ
and vðx; t0Þpuðx; t0Þ in xARN; vðx; tÞpuðx; tÞ in RN  ðt0; t1Þ:
(II) The minimal semi-solution uðx; tÞ of (1.1) and (1.2) in RN  ð0;NÞ is called a
weak solution of (1.1) and (1.2) in RN  ð0;NÞ: That is, weak solution u is a semi-
solution of (1.1) and (1.2) in RN  ð0;NÞ and for any semi-solution v of (1.1) and
(1.2) in RN  ð0;NÞ; uðx; tÞpvðx; tÞ in RN  ð0;NÞ:
Remark 2.3. Let uðx; tÞ be a weak solution of (1.1) and (1.2) in RN  ð0;NÞ which is
deﬁned by Deﬁnition 2.2. Then, u is a weak solution of (1.1) and (1.2) in RN  ð0;TÞ
in the sense of Deﬁnition 2.1 when uALNðRN  ð0;TÞÞ:
Let uðx; tÞ be a weak solution of (1.1) and (1.2) in RN  ð0;NÞ: Let tbðu0Þ and
tcðu0Þ be deﬁned by (1.1) and (1.2), respectively. It is well known that if u0ALNðRNÞ
then tb > 0: When tboN we say that u blows up at the blow-up time tb: Then we have
by the existence and uniqueness theorem,
lim
tmtb
jjuðtÞjjLNðRNÞ ¼N: ð2:4Þ
When tcoN we say that u blows up completely at the complete blow-up time tc:
Clearly, tbptc:
We can obtain the existence, uniqueness and some properties of a post-blow-up
solution ([26]).
Proposition 2.4. Let 0pu0ðxÞpN in RN: Then, there exists a unique weak solution
uðx; tÞ ¼ uðx; t; u0Þ of (1.1) and (1.2) in RN  ð0;NÞ: Furthermore, it has the following
properties:
(i) If we put SðtÞu0 ¼ uðt; u0Þ; then
SðtÞSðtÞ ¼ Sðt þ tÞ for t; tX0 and Sð0Þ ¼ Iðidentity mapÞ: ð2:5Þ
(ii) For any bounded subsolution vðx; tÞ of (1.1) in D  ðt0; t1Þ where D ¼ RN or D is
a bounded domain in RN which satisfies vðx; tÞpuðx; tÞ on the parabolic boundary
of D  ðt0; t1Þ; we have vðx; tÞpuðx; tÞ in the whole D  ðt0; t1Þ:
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(iii)
LNðBðtÞÞ ¼ 0 for 0ototc; ð2:6Þ
where LNðKÞ is the Lebesgue measure of set KCRN and
BðtÞ ¼ fxARN; uðx; tÞ ¼Ng:
Further, we have for any bounded star-shaped domain DCO with smooth
boundary,
sup
0otoT
Z
D
cDðxÞuðx; tÞ dxoN for Totc; ð2:7Þ
where cD is the first eigenfunction of D in D with Dirichlet boundary condition
(cD is normalized:
R
D
cD dx ¼ 1). Moreover, if tc ¼N then there is mD > 0
independent of u such thatZ
D
cDðxÞuðx; tÞ dxpmD for t > 0: ð2:8Þ
Proof. See [26]. &
Now, we shall state the main results of this paper. For this aim, we introduce
several spaces of functions as follows. When aAð0;NÞ; let LNa ¼ ffALN; jjf jjN;a 
supxARN ðjxj þ 1Þajf joNg; which is a Banach space with norm jj 
 jjN;a: Let S ¼
ffALN; f ðxÞ is a radially symmetric function in RNg;
Xa ¼ffALNa -CðRNÞ-S j f ðrÞ ¼ f ðxÞX0 in r ¼ jxjX0 and there
exists r0 > 0 such that for each r
0Xr0; sr0f ðrÞXf ðrÞ in rXr0g; ð2:9Þ
where sr0 f ðrÞ is the reﬂection of f ðrÞ with respect to r0; namely, sr0f ðrÞ ¼ f ð2r0  rÞ
and
Xþa ¼ffAXa; for some r0 > 0; f ðrÞ is
nonincreasing in rXr0 and f ðrÞ > 0 in ½0; r0g: ð2:10Þ
Clearly, Xþa CXa; and Xa and X
þ
a are cones of the Banach space L
N
a -CðRNÞ with
norm jj 
 jj :¼ jj 
 jjN;a:
We set
Ka ¼ fu0AXa; ; tcðu0Þ ¼Ng; ð2:11Þ
Ca ¼ Xa\Ka ¼ fu0AXa ; tcðu0ÞoNg: ð2:12Þ
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We denote by @Ka the boundary of Ka in Xa and IntðKaÞ the interior of Ka in Xa: Put
ps ¼ m  N þ 2½N  2þ
ðwhen 1pNp2; ps ¼NÞ; ð2:13Þ
pp ¼ 1þ 3m þ ½ðm  1Þ
2ðN  10Þ2 þ 2ðm  1Þð5m  4ÞðN  10Þ þ 9m21=2
½N  10þ
ð2:14Þ
(when 1pNp10; pp ¼N), where ½aþ ¼ maxfa; 0g and pp is introduced by
Galaktionov and Vazquez [12].
Theorem 2.5. Suppose psopopp and 2=ðp  mÞoaoN: Then we obtain the
following:
(i) Ka is an unbounded closed subset in Xa and 0AIntðKaÞ: IntðKaÞ and Ca are
unbounded open subsets in Xa:
(ii) If u0AXa then uðt; u0ÞAXa for each tAð0; tbðu0ÞÞ:
(iii) For any u0AXþa ; there exists unique t0Að0;NÞ such that
tu0A
IntðKaÞ if tAð0; t0Þ;
@Ka if t ¼ t0;
Ca if tAðt0;NÞ:
8><
>: ð2:15Þ
Furthermore, Gþa ¼ fu0AXþa ; jju0jj ¼ 1g and @Ka-Xþa are homeomorphic by PjGþa
where P : Gþa-@Ka-Xþa is the well-defined projection: Pu0 ¼ t0u0A@Ka-Xþa :
(iv) If u0AKa then
jjuðt; u0ÞjjN ¼ Oðt1=ðp1ÞÞ as t-N: ð2:16Þ
(v) If u0AIntðKaÞ then tbðu0Þ ¼N and if u0A@Ka then tbðu0ÞoN:
Corollary 2.6. When m ¼ 1; in Theorem 2.5 we can replace Xa and Xþa by X˜a and
X˜a\f0g; respectively, where
X˜a ¼ffALNa -CðRNÞ-S; fX0 in RN and f ðxÞ ¼ f ðrÞðr ¼ jxjÞ
is nonincreasing in rXr0 for some r0 > 0g: ð2:17Þ
Remark 2.7. As mentioned in Section 1, in the subcritical case mopops similar
results were obtained by Kawanago [16] (when m ¼ 1) and Suzuki [25] (when mX1).
In the rest of this section, we state the fundamental properties of the post-blow-up
solution, which are proved by Suzuki [26].
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Proposition 2.8. Let 0pu0ðxÞ; v0ðxÞpN: Let u and v be weak solutions of (1.1) and
(1.2) in RN  ð0;NÞ with initial data u0ðxÞ and v0ðxÞ; respectively. If u0ðxÞpv0ðxÞ in
RN; then uðx; tÞpvðx; tÞ in the whole RN  ð0;TÞ:
Proposition 2.9. For u0ðxÞA½0;N; let fu0;ngCLNðRNÞ satisfy that u0;nðxÞX0 in RN
and u0;nðxÞmu0ðxÞ as n-N for each xARN: Let u and un be weak solutions of (1.1) and
(1.2) in RN  ð0;NÞ with initial data u0ðxÞ and u0;nðxÞ; respectively. Then
unðx; tÞmuðx; tÞ as n-N for each ðx; tÞARN  ð0;NÞ: ð2:18Þ
3. Preliminary
In this section, in order to show the theorem we state the properties of solutions of
(1.1) and (1.2) with the initial data u0ðxÞAXa:
Lemma 3.1. Suppose 0oaoN and u0AXa: Let uðx; tÞ be a weak solution of (1.1) and
(1.2) in RN  ð0;TÞ: Then
uð
; tÞAXa for tAð0; tbðu0ÞÞ: ð3:1Þ
Proof. Let u0AXa: Since u0ðxÞ is a radially symmetric function in xARN; the
uniqueness of solutions implies that for each tAð0; tbðu0ÞÞ uðx; tÞ is also a radially
symmetric function in xARN: Further, since Eq. (1.1) is invariant under the reﬂection
of xARN in a hyperplain, the comparison principle implies that uð
; tÞAXa for
tAð0; tbðu0ÞÞ: &
Lemma 3.2. Suppose 0oaoN and u0AXa: Let uðx; tÞ ¼ uðr; tÞ ðr ¼ jxjÞ be a weak
solution of (1.1) and (1.2) in RN  ð0;NÞ: Let 0oTotcðu0Þ: Then, there exist
constants r1 > 0 and C1 > 0 such that
uðr; tÞpC1ra in ½r1;NÞ  ½0;T : ð3:2Þ
Furthermore, if there exists constants a0A½a;NÞ and c0 > 0 such that
u0ðrÞXc0/rSa0 in ½0;NÞ  ½0;T ; ð3:3Þ
where /rS ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ r2p ; then there exists c1 > 0 such that
uðr; tÞXc1/rSa0 in ½0;NÞ  ½0;T : ð3:4Þ
Proof. Since u0AXa; u0ðxÞ satisﬁes condition (H) for a domain fjxjor0g; where (H)
(see (H1) and (H2)) is as in [26, Section 2]. Hence, by Lemma 4.3 of [26] we see that
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for each r1 > r0;
uðx; tÞALNðfrXr1g  ½0;T Þ: ð3:5Þ
Therefore, similarly as in the proof of Lemma 3.4 of [26], we can get (3.2).
Next, we assume (3.3) and show (3.4). Let Wa0 ðx; tÞ in RN  ð0;NÞ be the weak
solution of the problem
wt  Dwm ¼ 0 in ðx; tÞARN  ð0;NÞ;
wðx; 0Þ ¼ Ajxja0 in xARN;
(
ð3:6Þ
where A > 0: Then, it is well known that Wa0 ðx; tÞ is represented by the next form
(see [15,25]):
Wa0 ðx; tÞ ¼ AðAm1tÞ
a0
a0ðm1Þþ2hðZÞ ¼ A
2
a0ðm1Þþ2t
a0
a0ðm1Þþ2hðZÞ; ð3:7Þ
where Z ¼ jxj=ðAm1tÞ
1
a0ðm1Þþ2 and hðZÞ > 0 ðZX0Þ is a nonincreasing continuous
function satisfying
lim
Z-N
Za
0
hðZÞ ¼ 1: ð3:8Þ
Hence, for some C > 0;
hðZÞpCZa0 for ZX0; ð3:9Þ
from which,
Wa0 ðr; 1ÞpCAra0 for r > 0 ð3:10Þ
and if A is small enough then
Wa0 ðr; 1ÞpCAra0pc0/rSa0 for rX1: ð3:11Þ
On the other hand, if A is small enough then
Wa0 ðr; 1ÞpA
2
a0ðm1Þþ2hð0Þpc0/rSa0 for 0prp1: ð3:12Þ
Combining above inequalities we have for small A > 0;
Wa0 ðr; 1Þpc0/rSa for rX0: ð3:13Þ
Therefore, since Wa0 ðr; 1þ tÞ is a subsolution of (1.1) in frX0g  ½0;NÞ; we have by
the comparison theorem (Proposition 2.4(ii)),
Wa0 ðx; t þ 1Þpuðx; tÞ in ðx; tÞARN  ð0;T : ð3:14Þ
Noting (3.8) we see (3.4). &
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The next proposition shows the nonincreasing character of the intersection
number between some two solutions of (1.1) in time whose initial data belong to Xa;
and this character plays an important role in the proof of the theorem.
Proposition 3.3. Let 0oa3pa1oa2oN: Let u0ðxÞ ¼ u0ðrÞ; v0ðxÞ ¼ v0ðrÞAXa3 ðr ¼
jxjÞ satisfy that v0ðrÞ > 0 in rX0; for some C > 1
u0ðrÞpCra2 in r > 0; ð3:15Þ
v0ðxÞXC1ra1 in rX1; ð3:16Þ
and for some r0Að0;N
u0ðrÞ > 0 in ror0 and u0ðrÞ ¼ 0 in rXr0: ð3:17Þ
Assume u0ð0Þ > v0ð0Þ and assume that u0ðrÞ and v0ðrÞ intersect at only one point in
r > 0: Let uðr; tÞ and vðr; tÞ be bounded weak solutions of (1.1) in RN  ð0;TÞ with
initial data u0ðrÞ and v0ðrÞ; respectively. Then, if
uð0; t1Þ ¼ vð0; t1Þ ð3:18Þ
for some t1Að0;TÞ;
uðr; tÞpvðr; tÞ in rX0; tA½t1;TÞ: ð3:19Þ
Proof. We ﬁrst consider the case r0 ¼N: Then, by (3.17) and the positivity of the
solution (see [2]) we obtain
uðr; tÞ > 0 in ½0;NÞ  ½0;TÞ; ð3:20Þ
vðr; tÞ > 0 in ½0;NÞ  ½0;TÞ: ð3:21Þ
Further, by the assumptions, there exists t2Að0; t1 such that
uð0; tÞ > vð0; tÞ in ½0; t2Þ and uð0; t2Þ ¼ vð0; t2Þ: ð3:22Þ
Put wðr; tÞ ¼ uðr; tÞ  vðr; tÞ: Then, because of Lemma 3.2, we have for some
r1 > 0;
wðr; tÞo0 in ½r1;NÞ  ½0;TÞ: ð3:23Þ
On the other hand, it follows from (3.22) that for any T 0Að0; t2Þ there exists dAð0; r1Þ
such that
wðr; tÞ > 0 in ½0; d  ½0;T 0: ð3:24Þ
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Hence, put
zðtÞ ¼ #frA½d; r1 j wðr; tÞ ¼ 0g for tX0: ð3:25Þ
Then, zð0Þ ¼ 1 by the assumption and so zðtÞ ¼ 1 in ½0;T 0 by Theorem B of
Angenent [1], since wðd; tÞa0 and wðr1; tÞa0 in ½0;T 0; and wðr; tÞ is a solution of
some parabolic equation in ½d; r1  ½0;T 0: Namely, putting
z˜ðtÞ ¼ #frA½0;NÞ j wðr; tÞ ¼ 0g; ð3:26Þ
we have z˜ðtÞ ¼ 1 in ½0; t2Þ: Hence, applying Theorem B of Angenent [1] again to
wðr; tÞ; we ﬁnd a C1-function r ¼ gðtÞAð0; r1Þ for tAð0; t2Þ such that
frA½0;NÞ j wðr; tÞ ¼ 0g ¼ fr j r ¼ gðtÞg for each tAð0; t2Þ: ð3:27Þ
Put
r0 ¼ lim inf
tmt2
gðtÞ: ð3:28Þ
Then, r0A½0; r1 and by the continuity of u;
wðr; t2Þp0 in ½r0;NÞ: ð3:29Þ
Therefore, we shall show
wðr; t2Þp0 in ½0; r0: ð3:30Þ
If r0 ¼ 0; then (3.30) is obvious. So, let r0 > 0: Assume that (3.30) does not hold.
Then, there exists r2Að0; r0Þ such that
wðr2; t2Þ > 0: ð3:31Þ
Hence, there exists d > 0 such that
wðr2; tÞ > 0 for jt  t2jpd; ð3:32Þ
wðr; t2  dÞ > 0 in ½0; r2: ð3:33Þ
Since wðx; tÞ is a solution of some parabolic equation in fjxjor2g  fjt  t2jodg; the
maximum principle implies
wðx; tÞ > 0 in jxjor2; jt  t2jod: ð3:34Þ
This is a contradiction to wð0; t2Þ ¼ uð0; t2Þ  vð0; t2Þ ¼ 0: So, we obtain (3.30).
Therefore,
wðr; t2Þp0 in rA½0;NÞ; ð3:35Þ
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that is,
uðr; t2Þpvðr; t2Þ in rA½0;NÞ: ð3:36Þ
Thus, by the comparison theorem we obtain
uðr; tÞpvðr; tÞ in rX0; tAðt2;TÞ: ð3:37Þ
Next, we consider the case r0oN: When m ¼ 1; by the positivity of solutions we
see that uðx; tÞ > 0 in RN  ð0;TÞ: Hence, the case m ¼ 1 is reduced to the case
r0 ¼N: So, we consider the case m > 0: Then we note that supp uð
; tÞ (the support
of uð
; tÞ) spreads out continuously to RN as t-N: Let t2 satisfy (3.22). Then, there
exist constants r1Að0; r0Þ and hAð0; t2Þ such that
uðr; tÞ > 0 in ½0; r1  ½0; h; ð3:38Þ
wðr; tÞo0 in ½r1;N  ½0; h: ð3:39Þ
Therefore, similarly, as in the case r0 ¼N; there exists C1-function r ¼ gðtÞAð0; r1Þ
in ½0; h such that
frA½0;NÞ j wðr; tÞ ¼ 0g ¼ fr j r ¼ gðtÞg for each tA½0; h: ð3:40Þ
Repeating this operation in time, we can extend gðtÞ to 0otot2 to satisfy
frA½0;NÞ j wðr; tÞ ¼ 0g ¼ fr j r ¼ gðtÞg for each tA½0; t2Þ: ð3:41Þ
Thus, similarly, as in the case r0 ¼N; we obtain (3.37). &
Proposition 3.4. Let 0oaoN:
(i) Let u0AXa\f0g and tcðu0Þ ¼N: Put u0;e ¼ ½u0  eþ and ueðx; tÞ ¼ uðx; t; u0;eÞ for
eX0: Then, there exists constants r0 > 0 and e0 > 0 such that for eA½0; e0; u0;ec0
and
ueðr; tÞoN in ðr0;NÞ  ½0;NÞ; ð3:42Þ
and for each tX0
ueðr; tÞ is a nonincreasing function in rXr0; ð3:43Þ
and if ueðr; tÞ > 0 for some rAðr0;NÞ and tAð0;NÞ; then
@ue
@r
ðr; tÞo0: ð3:44Þ
Furthermore, there exist constants t0 > 0 and d > 0 such that for eA½0; e0;
ueðx; t0ÞXd in jxjpr0: ð3:45Þ
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(ii) When m ¼ 1; the above arguments hold with Xa replaced by X˜a: Hence, Lemmas
3.1 and 3.2 hold with Xa replaced by X˜a:
Proof. (i) Eq. (3.42) follows from Lemma 3.2, and by the similar methods to those of
the proof of Lemmas 3.1 and 3.2, it is not difﬁcult to see (3.43). Eq. (3.44) follows
from the same methods as those of Friedman–Mcleod [7] (see also the proof of (ii)
below). Eq. (3.45) is clear, since supp ueð
; tÞ spreads out to RN as t-N:
(ii) The methods of the proof are same as those of Jimbo and Sakaguchi [14].
Assume m ¼ 1 and let u0AX˜a\f0g: Then, for some r1 > 0;
u0ðrÞ is a nonincreasing function in rXr1: ð3:46Þ
When u0ðr1Þ ¼ 0;
u0;eðrÞ ¼ 0 for e > 0; rXr1: ð3:47Þ
Hence, u0;eAXa and this case is reduced to case (i).
So, let u0ðr1Þ > 0 and e0Að0; u0ðr1ÞÞ: Then, u0;e0ðr1Þ ¼ u0ðr1Þ  e0 ¼ h > 0: Hence,
noting u0ALN we have for small t1 > 0;
h
2
pueðr1; tÞp sup
rA½0;NÞ
ueðr; tÞp2jju0jjN for eA½0; e0; tA½0; t1: ð3:48Þ
Therefore, by Suzuki [26], there exists C > 0 such that for any eA½0; e0
ueðr; tÞpCra in ½0;NÞ  ½0; t1: ð3:49Þ
For zARN and nASN1 (i.e. jnj ¼ 1), we put
A ¼ Aðz; nÞ ¼ fxARN j n 
 ðx  zÞ ¼ 0g; ð3:50Þ
where ‘‘
’’ means the inner product in RN: A forms a hyperplane in RN: The upper (or
lower) half-space of RN with respect to A is deﬁned as
RNA;þ ¼ fxARN j n 
 ðx  zÞ > 0g½or RNA; ¼ fxARN j n 
 ðx  zÞo0g: ð3:51Þ
For any xeA; the reﬂection of x in A is denoted by sAx: Thus, we have for each
zAA;
z 
 ðsAx  xÞ ¼ 12ðsAx þ xÞ 
 ðsAx  xÞ: ð3:52Þ
For any set KCRN; we deﬁne the reﬂection of K in A as
sAK ¼ fsAx j xAKg ð3:53Þ
and for any function v in RN; we deﬁne the reﬂection of v in A as
sAvðxÞ ¼ vðsAxÞ; xARN: ð3:54Þ
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Put zðrÞ ¼ ð0;y; 0; rÞ; *n ¼ ð0;y; 0; 1ÞARN and AðrÞ ¼ AðzðrÞ; *nÞ: Then, because of
u0ðr1Þ > 0 and (3.49), there exists r0Aðr1;NÞ such that for any rXr0 and eA½0; e0
sAðrÞueðx; tÞpueðx; tÞ on jxj ¼ r1; tA½0; t1: ð3:55Þ
Moreover, noting ueðx; t1Þ > 0 in RN we can choose above r0 > 0 to satisfy
sAðrÞueðx; t1Þpueðx; t1Þ in jxjor1: ð3:56Þ
By (3.46) we see that for any rXr0 and eA½0; e0;
sAðrÞu0;eðxÞpu0;eðxÞ in fjxjXr1g-RNAðrÞ;: ð3:57Þ
Hence, since vðx; tÞ ¼ sAðrÞueðx; tÞ is also a solution of (1.1), the comparison theorem
implies
sAðrÞueðx; tÞpueðx; tÞ in rAfjxjXr1g-RNAðrÞ;; tA½0; t1: ð3:58Þ
Therefore, by (3.56),
sAðrÞueðx; t1Þpueðx; t1Þ in RNAðrÞ;: ð3:59Þ
When tbðu0;eÞ ¼N; similarly, as in the proof of (3.58), we have for rXr0;
sAðrÞueðx; tÞpueðx; tÞ in RNAðrÞ;  ½t1;NÞ: ð3:60Þ
When, tbðu0;eÞoN; we can show (3.60) for approximate global solutions. Hence, by
the limit procedure we get (3.60) for blow-up solutions.
Eq. (3.43) follows from (3.58) and (3.60). Note that ueðx; tÞ is a radially symmetric
function in xARN and tcðu0;eÞ ¼N: Hence, by the similar methods to Lemma 4.3 of
Suzuki [26] we get (3.42). Applying the maximum principle to w ¼ sAðrÞueðx; tÞ 
ueðx; tÞ; we obtain (3.44) by (3.58) and (3.60) (see [7,24]). Eq. (3.60) is also reduced to
ueðx; tÞAXaCX˜a for 0ototbðu0;eÞ and Lemmas 3.1 and 3.2 hold with Xa replaced by
X˜a: The proof is complete. &
4. Peaking solutions
In order to show the theorem we use peaking solutions which are constructed by
Galaktionov and Vazquez [12]. A peaking solution is consist of a backward self-
similar blow-up solution and a forward self-similar global solution of (1.1).
We ﬁrst introduce backward self-similar blow-up solutions of (1.1). Let T > 0 and
wTðr; tÞ ¼ ðT  tÞ
1
p1yðZÞ with Z ¼ r
ðT  tÞb
; ð4:1Þ
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where b ¼ ðp  mÞ=2ðp  1Þ > 0: If wTðr; tÞ (r ¼ jxj) is a solution of (1.1) and
yðZÞ > 0 then yðZÞ is a solution of the problem
1
ZN1
ðZN1ðymÞ0Þ0  by0Z y
p  1þ y
p ¼ 0 ðZ > 0Þ; ð4:2Þ
y0ð0Þ ¼ 0 ðyð0Þ ¼ m > 0Þ: ð4:3Þ
The existence of this yðZÞ is guaranteed by the following lemma:
Lemma 4.1. Let mX1 and psopopp: Then, there exits a solution yðZÞ ðZ > 0Þ such
that
yðZÞ ¼ c1Z
2
pmð1þ oð1ÞÞ with c1Að0; csÞ; ð4:4Þ
where
cs ¼ 2m
p  m N  2
2m
p  m
	 
  1
pm
: ð4:5Þ
Hence, wTðr; tÞ is a backward self-similar solution which blows up at t ¼ T :
Proof. See [12]. &
Forward self-similar global solutions of (1.1) are constructed as follows:
Lemma 4.2. Let mX1 and p > pst ¼ mN=ðN  2Þ: Let u0ðxÞ ¼ cr2=ðpmÞ in RN with
cAð0; csÞ: Then, there exists a solution uðx; tÞ of (1.1) and (1.2) in RN  ½0;NÞ such
that
uðx; tÞ ¼ t
1
p1fcðz; mÞ z ¼ jxj
tb
	 

; ð4:6Þ
where fcð0; mÞ ¼ m; f 0ð0; mÞ ¼ 0 and f ðZ; mÞALNð½0;NÞÞ: Further, if we put fcðZ; mÞ ¼
mVðyÞ and y ¼ Zm
pm
2 ; then VðyÞ satisfies
1
yN1
ðyN1ðV mÞ0Þ0 þ V p
¼  m1p bV 0y þ V
p  1
	 

; y > 0; Vð0Þ ¼ 1;V 0ð0Þ ¼ 0: ð4:7Þ
Proof. See [12]. &
Thus, we can construct peaking solutions as in [12].
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Proposition 4.3. Put
wTðx; tÞ ¼ ðT  tÞ
1
p1yðZÞ; Z ¼ jxj
ðT  tÞb
in ðx; tÞARN  ð0;TÞ;
wTðx;TÞ ¼ c1jxj
 2
pm in xa0;
N on x ¼ 0;
8<
:
wTðx; tÞ ¼ ðt  TÞ
1
p1fc1ðz; mÞ; z ¼
jxj
ðt  TÞb
in ðx; tÞARN  ðT ;NÞ;
where c1Að0; csÞ and y are as in Lemma 4.1 and fc1 is as in Lemma 4.2. Then wTðx; tÞ is
a weak solution of (1.1) in RN  ð0;NÞ: Further,
wT ðx; tÞACðfRN  ð0;NÞg\fð0;TÞgÞ; ð4:8Þ
where 0 ¼ ð0;y; 0ÞARN:
Proof. See [12]. &
In the rest of this section, we study the intersection number between peaking
solution wTðr; tÞ (r ¼ jxj) and function
vkðrÞ ¼ minfh; krag ð4:9Þ
with h > 0 and 0okpk0: This is made in the following proposition and corollary
which are used in the next section.
Let yðrÞAC1ð½0;NÞÞ satisfy the properties that
yðrÞ ¼ crgð1þ oð1ÞÞ as r-N; ð4:10Þ
where c > 0; g > 0 and
y0ð0Þ ¼ 0; yðrÞ > 0 in½0;NÞ: ð4:11Þ
Proposition 4.4. Let 0ogoa and 0ok0oN: Put
utðrÞ ¼ tyðt1=grÞ ðt > 0Þ: ð4:12Þ
Then, if t is small enough, vkðrÞ ð0okpk0Þ and utðrÞ intersect in rX0 only at one
point.
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Proof. Since 0ogoa; there exists r0 > 0 such that for any kAð0; k0
vkðrÞ ¼ krapk0raoc
2
rgpyðrÞoh for rXr0: ð4:13Þ
Now, put
rt ¼ t1=gr0: ð4:14Þ
Since t1=grXr0 if and only if rXrt; we see that for tAð0; 1Þ;
vkðrÞoc
2
rg ¼ c
2
tðt1=grÞg
p utðrÞ ¼ tyðt1=grÞoth for rXrtðXr0Þ: ð4:15Þ
That is,
vkðrÞoutðrÞoh for rXrtðXr0Þ: ð4:16Þ
Further, if we choose t0Að0; 1Þ small, then for any tAð0; t0
utðrÞ ¼ tyðt1=grÞpt sup
0pxpr0
yðxÞoh ¼ vkð0Þ for 0prprt: ð4:17Þ
Hence, we see that utðrÞ and vðrÞ intersect in rX0 at some points. Putting
m0 ¼ min
0prpr0
yðrÞ ð4:18Þ
and choosing r1 to satisfy tm0 ¼ kra1 ; namely,
r1 ¼ tm0
k
 1a
: ð4:19Þ
We obtain the following two lemmas. &
Lemma 4.5. Let 0otot0ðo1Þ: Let r˜ be the r-coordinate of an intersection point
between utðrÞ and vkðrÞ in rX0: Then,
k
h
	 
1
a
or˜pr1: ð4:20Þ
Proof. We ﬁrst note that
vkðrÞ ¼
h if 0prpðk
h
Þ1a;
kra if ðk
h
Þ1aor:
8<
: ð4:21Þ
Hence, from (4.16) and (4.17), we see that the left inequality of (4.20) holds.
Because of (4.16), we have
r˜ort: ð4:22Þ
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Hence, if r1Xrt; then (4.20) is clear. If r1ort; then by the deﬁnitions of m0 and r1;
vkðrÞ ¼ kraokra1 ¼ tm0ptyðt1=grÞ ¼ utðrÞoh for r1orprt; ð4:23Þ
and so by (4.16),
r˜pr1: ð4:24Þ
The proof is complete. &
Lemma 4.6. If t is small enough, then for any kAð0; k0;
v0kðrÞou0tðrÞ in ½ðk=hÞ
1
a; r1: ð4:25Þ
Proof. First, by (4.20) we note
k
h
	 
1
a
or1: ð4:26Þ
Put
M ¼ sup
0prpr0
jy0ðrÞj: ð4:27Þ
Then,
ju0tðrÞj ¼ jt
1þ1gy0ðt
1
grÞjpt1þ
1
gM for 0prprt: ð4:28Þ
On the other hand, for rA½ðk=hÞ1=a; r1;
v0kðrÞ ¼ akra1p akra11 p  ak
tm0
k
 aþ1
a
¼  ak1=amðaþ1Þ=a0 t1þ
1
a
p  ak
1=amðaþ1Þ=a0
M
t
1
a
1
gt
1þ1gM: ð4:29Þ
Since
lim
t-0
t
1
a
1
g ¼N ð4:30Þ
by inequality 1a 1go0; we have, for small t > 0;
ak1=amðaþ1Þ=a0
M
t
1
a
1
gX
ak1=a0 m
ðaþ1Þ=a
0
M
t
1
a
1
g > 1 for 0okpk0:
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Hence,
v0kðrÞo t
1þ1gMpu0tðrÞ for
k
h
	 
1
a
prpr1: ð4:31Þ
The proof is complete. &
Proof of Proposition 4.4 (Continue). Let t > 0 be small enough. Then, Lemmas 4.5
and 4.6 hold. Let r˜ be the smallest r-coordinate of intersection points between utðrÞ
and vkðrÞ in rX0: Then, by virtue of Lemmas 4.5 and 4.6, we have
vkðrÞoutðrÞ in ðr˜; r1: ð4:32Þ
Thus, we obtain the assertion of Proposition 4.4. &
Corollary 4.7. Let 2=ðp  mÞoa and k0 > 0: Let wTðr; tÞ ðr ¼ jxjÞ be a peaking
solution in RN  ð0;NÞ; which is constructed in Proposition 4.3. Then, if T is large
enough, wTðr; 0Þ and vkðrÞ ð0okpk0Þ intersect in rX0 only at one point and
wT ð0; 0Þovkð0Þ:
Proof. First, we note
wTðr; 0Þ ¼ T1=ðp1ÞyðrTðpmÞ=2ðp1ÞÞ:
Put t ¼ T1=ðp1Þ: Then,
wTðr; 0Þ ¼ tyðrt1=gÞ
where g ¼ 2=ðp  mÞ: Since tk0 if T-N; by Proposition 4.4 we get the assertions of
the corollary. The proof is complete. &
5. The case u0ðxÞ ¼ minfh; kjxjag
Let h; k; a > 0 and put
v0;kðrÞ ¼ minfh; krag: ð5:1Þ
In this section, our aim is to construct an incomplete blow-up solution of (1.1) and
(1.2) with u0ðrÞ ¼ v0;kðrÞ for suitable k > 0 and h > 0: We shall show the next
proposition. Then, Corollary 4.7 of Section 4 plays an important role.
Proposition 5.1. Let 2=ðp  mÞoaoN and psopopp: Assume tbðv0;k1Þ ¼N for some
k1 > 0 and h > 0: Put vkðx; tÞ ¼ uðx; t; v0;kÞ: Then, there exits k0Aðk1;NÞ such that
tbðv0;k0ÞoN; tcðv0;k0Þ ¼N; ð5:2Þ
jjvk0ð
; tÞjjN ¼ Oðt1=ðp1ÞÞ as t-N: ð5:3Þ
Namely, vk0ðx; tÞ is an incomplete blow-up solution of (1.1).
R. Suzuki / J. Differential Equations 190 (2003) 150–181 169
Proof. Since v0;kAXa; by Lemma 3.1 we see that vkð
; tÞAXa for tAð0; tbðu0;kÞÞ: Put
k0 ¼ supfk > 0 j tbðv0;kÞ ¼Ng: ð5:4Þ
Then, 0ok0oN: Furthermore, by Theorem 1 of [26] we have tcðv0;kÞ ¼N:
Next, we show (5.3). Let wT ðx; tÞ be a peaking solution which is constructed in
Section 4. By inequality a > 2=ðp  mÞ; Corollary 4.7 implies that if T is large
enough, then for any kAð0; k0Þ; wTðr; 0Þ and v0;kðrÞ ðr ¼ jxjÞ intersect in rX0 only at
one point and wTð0; 0Þov0;kð0Þ:
Noting limtmT wTð0; tÞ ¼N; we see the existence of t1 ¼ t1ðkÞAð0;TÞ
satisfying
vkð0; t1Þ ¼ wT ð0; t1Þ: ð5:5Þ
Hence, applying Proposition 3.3 with a1 ¼ 2=ðp  mÞ and a2 ¼ a to wTðx; tÞ and
vkðx; tÞ; we get
vkðx; tÞpwTðx; tÞ in RN  ½t1;NÞ; ð5:6Þ
whence, for any kAð0; k0Þ;
vkðx; tÞpwT ðx; tÞ in RN  ½T ;NÞ: ð5:7Þ
Thus, noting vk0 ¼ limkmk0 vkðx; tÞ by Proposition 2.9 we have
vk0ðx; tÞpwTðx; tÞ in RN  ½T ;NÞ; ð5:8Þ
and, hence we get (5.3).
Finally, we show tbðv0;k0ÞoN: Assume on the contrary that tbðv0;k0Þ ¼N: Note
that
v0;kkv0;k0 uniformly in R
N as kkk0; ð5:9Þ
and for kAð0; k0 þ 1Þ;
v0;kðxÞpminfh; ðk0 þ 1Þjxjag in RN: ð5:10Þ
Then, as in the proof of Proposition 4.2 of Suzuki [25], there exist constants d ¼
dðT þ 1Þ > 0 and C ¼ CðT þ 1Þ > 0 such that for k0okpk0 þ d
vkðx; tÞpC for ðx; tÞARN  ½0;T þ 1; ð5:11Þ
vkðx; tÞkvk0ðx; tÞ locally uniformly in RN  ½0;T þ 1 as kkk0: ð5:12Þ
Hence, because of Lemma 3.2, for some C0 > 0
vk0þdðx; tÞjxjapC0 in RN  ½0;T þ 1: ð5:13Þ
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On the other hand, because of Lemma 3.2 again, for some c > 0
wT ðx;T þ 1ÞXcjxj
2
pm in jxjX1: ð5:14Þ
Since vk0ðx;TÞcwTðx;TÞ; (5.8) and the maximum principle imply
vk0ðx; tÞowTðx; tÞ in RN  ðT ;NÞ: ð5:15Þ
Thus, noting 2=ðp  mÞoa; by (5.13) and (5.14) we see that there exists r0 > 0 such
that for any kAðk0; k0 þ d;
vkðx;T þ 1Þpvk0þdðx;T þ 1ÞpwTðx;T þ 1Þ in jxjXr0: ð5:16Þ
Therefore, by (5.12) and (5.15), there exists k2Aðk0; k0 þ dÞ such that for k0okok2;
vkðx;T þ 1ÞpwTðx;T þ 1Þ in RN; ð5:17Þ
whence by the comparison theorem,
vkðx; tÞpwT ðx; tÞoN in RN  ½T þ 1;NÞ: ð5:18Þ
Hence, tbðv0;kÞ ¼N for k0okok2: This is a contradiction to the deﬁnition of k0 and
we get tbðv0;k0ÞoN: The proof is complete. &
6. Proof of Theorem 2.5
In this section, we prove Theorem 2.5 in a series of propositions. The methods of
the proof are the same as those of Proposition 5.1. Set
Da ¼ fu0AXa; tbðu0Þ ¼Ng: ð6:1Þ
Proposition 6.1. Let psopopp and 2=ðp  mÞoaoN: Then, Da is an open set in Xa
and u0  0AIntðDaÞ ¼ Da; where IntðDaÞ is the interior of Da in Xa:
Proof. By inequality 2=ðp  mÞoa; we note that for some C > 0;
jjvjjNðpmÞ=2pCjjvjjN;a: Hence, it follows from Theorem 4.1 of Kawanago [17] that
if jju0jjN;a is small enough then tbðu0Þ ¼N: This fact shows that u0  0 is in IntðDaÞ:
Let u0ADa\f0g and put uðx; tÞ ¼ uðx; t; u0Þ: Then, by Proposition 3.4 we see that
(3.42)–(3.45) hold with e ¼ 0 for some r0 > 0; t0 > 0 and d > 0: Hence, for hAð0; dÞ;
u ¼ h and u ¼ uðr; t0Þ ¼ uðx; t0Þ ðr ¼ jxjÞ intersect in rX0 only at one point. Further,
by virtue of Lemma 3.2, we get for some C > 0;
uðr; t0ÞpCra for rXr0; ð6:2Þ
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whence for a0Að2=ðp  mÞ; aÞ there exists k1 > 0 such that
uðr; t0Þpk1ra0 for rXr0: ð6:3Þ
Thus, putting for 0ohod;
v0;kðrÞ ¼ minfh; kra0 g ð6:4Þ
we see that v0;kðrÞ ðkXk1Þ and uðr; t0Þ intersect in rX0 only at one point. Further, by
Theorem 4.1 of Kawanago [17], there exists h0Að0; dÞ such that if h ¼ h0 then
tbðv0;k1Þ ¼N (see above).
Let h ¼ h0 and put vkðx; tÞ ¼ uðx; t; v0;kÞ: Then, by Proposition 5.1, there exists
k0Aðk1;NÞ such that tbðv0;k0ÞoN and
jjvk0ð
; tÞjjN ¼ Oðt1=ðp1ÞÞ as t-N: ð6:5Þ
Hence, for some t1Að0; tbðv0;k0ÞÞ;
vk0ð0; t1Þ ¼ uð0; t1 þ t0Þ: ð6:6Þ
From Proposition 3.3 we have
uðr; tÞpvk0ðr; t  t0Þ for rX0; tXt1 þ t0: ð6:7Þ
Therefore, by (6.5), there exists t2 > tbðv0;k0Þ such that
uðx; t2 þ t0Þpvk0ðx; t2ÞoN in RN; ð6:8Þ
whence, the maximum principle implies
uðx; t2 þ t0Þovk0ðx; t2ÞoN in RN: ð6:9Þ
On the other hand, by Lemma 3.2 we note that for some C > 1;
uðr; t2 þ t0ÞpCra for rXr0; ð6:10Þ
vk0ðr; t2ÞXC1ra
0
for rXr0: ð6:11Þ
Now, put e > 0;
u0;eðxÞ ¼ u0ðxÞ þ eð1þ jxjÞa: ð6:12Þ
Then, clearly u0;eAXa and
u0;eðxÞku0ðxÞ uniformly in RN as ek0: ð6:13Þ
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Further, put ueðx; tÞ ¼ ueðx; t; u0;eÞ: Then, as in the proof of Proposition 5.1, we see
ueðx; tÞkuðx; tÞ uniformly in RN  ½0; t2 þ t0 as ek0; ð6:14Þ
and if e is small enough then
ueðx; tÞpvk0ðx; t  t0Þ in RN  ½t2 þ t0;NÞ; ð6:15Þ
whence tbðu0;eÞ ¼N: Therefore, if jju0  u˜0jjN;aoe and u˜0AXa; then
u˜0ðxÞpð1þ jxjÞaeþ u0ðxÞ ¼ u0;eðxÞ in RN; ð6:16Þ
and so tbðu˜0Þ ¼N: Namely, u˜0ADa; and hence u0AIntðDaÞ:
Thus, we see that Da is an open set in Xa: &
Proposition 6.2. Assume psopopp and 2=ðp  mÞoaoN: Let u0AXa and put
uðx; tÞ ¼ uðx; t; u0Þ: If tcðu0Þ ¼N; then
jjuð
; tÞjjN ¼ Oðt1=ðp1ÞÞ as t-N: ð6:17Þ
Proof. When u0  0; (6.17) is obvious.
Let u0c0: Put for e > 0;
u0;eðxÞ ¼ ½u0ðxÞ  eþ ð6:18Þ
and ueðx; tÞ ¼ uðx; t; u0;eÞ: Then, we see
tbðu0;eÞ ¼N: ð6:19Þ
In fact, assume on the contrary that tbðu0;eÞoN: Since u0;eAC0ðRNÞ; there exists
d > 0 such that if jx0jod then
u0;eðx þ x0Þpu0ðxÞ in RN; ð6:20Þ
(see the proof of Proposition 3.8 of [26]) from which
ueðx þ x0; tÞpuðx; tÞ in RN  ð0; tbðu0;eÞÞ: ð6:21Þ
Therefore, as in the proof of Proposition 3.8 of [26], we have tcðu0Þptbðu0;eÞoN:
This is a contradiction to the assumption and so tbðu0;eÞ ¼N:
By Proposition 3.4 we have (3.42)–(3.45) for some r0 > 0; e0 > 0; t0 > 0 and d > 0:
Let a0Að2=ðp  mÞ; aÞ: Then, by virtue of Lemma 3.2, there exists k1 > 0 such that
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for any e > 0;
ueðr; t0Þpuðr; t0Þpk1ra0 for rXr0: ð6:22Þ
Putting v0;kðrÞ ¼ minfh; kra0 g ð0ohodÞ we see that for any eAð0; e0Þ; v0;kðrÞ ðkXk1Þ
and ueðr; t0Þ intersect in rX0 only at one point and ueð0; t0Þ > v0;kð0Þ: Let hAð0; dÞ
satisfy tbðv0;k1Þ ¼N and put vkðr; tÞ ¼ uðx; t; v0;kÞ ðr ¼ jxjÞ: Then, as in the proof
of Proposition 6.1, we get tbðv0;k0ÞoN and (6.5) for some k0Aðk1;NÞ: Further,
as in the proof of Proposition 6.1, there exists t2 > tbðv0;k0Þ such that for any
e > 0
ueðr; tÞpvk0ðr; t  t0ÞpCðt  t0Þ
1
p1 for rX0; tXt2 þ t0: ð6:23Þ
Thus, if ek0; then
uðr; tÞpvk0ðr; t  t0ÞpCðt  t0Þ
1
p1 for rX0; tXt2 þ t0: & ð6:24Þ
Proposition 6.3. Assume psopopp and 2=ðp  mÞoaoN: Then,
@Da ¼ fu0AXa; tbðu0ÞoN; tcðu0Þ ¼Ng; ð6:25Þ
where @Da is the boundary of Da in Xa:
Proof. We ﬁrst show
@DaCfu0AXa; tbðu0ÞoN; tcðu0Þ ¼Ng: ð6:26Þ
Let u0A@Da: Then, since Da is an open set in Xa (Proposition 6.1), tbðu0ÞoN: By the
deﬁnition of @Da; there exists a sequence of functions fu0;ngCDa such that
u0;n-u0 in L
N
a as n-N: ð6:27Þ
Putting
u˜0;nðxÞ ¼ inf
n0Xn
u0;n0 ðxÞ for xARN; ð6:28Þ
we see that u˜0;nðxÞpu0;nðxÞ in RN; tbðu˜0;nÞ ¼N and
u˜0;nðxÞmu0ðxÞ as n-N for each xARN: ð6:29Þ
Hence, putting u˜nðx; tÞ ¼ uðx; t; u˜0;nÞ and uðx; tÞ ¼ uðx; t; u0Þ; by Proposition 2.9 we
get
u˜nðx; tÞmuðx; tÞ as n-N for each ðx; tÞARN  ð0;NÞ: ð6:30Þ
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On the other hand, it follows from (iii) of Proposition 2.4 that for some mR > 0;Z
BR
u˜nðx; tÞcRðxÞ dxpmR for t > 0; nX1; ð6:31Þ
where BR ¼ fjxjoRg ðR > 0Þ and cR is the ﬁrst eigenfunction of D in BR with
Dirichlet boundary condition. Therefore, if n-N; thenZ
BR
uðx; tÞcRðxÞ dxpmR for t > 0; ð6:32Þ
whence tcðu0Þ ¼N: Thus, we get (6.26).
Next, we shall show
@Da*fu0AXa; tbðu0ÞoN; tcðu0Þ ¼Ng: ð6:33Þ
Let u0AXa; tbðu0ÞoN and tcðu0Þ ¼N: Then, by Proposition 3.4 we get (3.42)–(3.44)
with e ¼ 0 for some r0 > 0:
We ﬁrst consider the case where u0ðxÞ is of compact support in
RN : u0ðxÞAC0ðRNÞ: In this case, putting for e > 0; u0;eðxÞ ¼ ½u0ðxÞ  eþ; we see
u0;e-u0 in L
N
a as ek0: ð6:34Þ
Therefore, since tbðu0;eÞ ¼N by the proof of Proposition 6.2, we get u0;eADa and
hence u0A@Da:
Next, we consider the case where u0ðxÞeC0ðRNÞ: Then, u0ðrÞ > 0 in rX0: Let
0oeomin0prpr0 u0ðrÞ: Then, there exists r1 ¼ r1ðeÞ > r0 such that
u0ðrÞ > u0ðr0Þ  e in r0oror1 and u0ðr1Þ ¼ u0ðr0Þ  e: ð6:35Þ
Put
u0;eðrÞ ¼
u0ðrÞ  e in 0prpr0;
u0ðr0Þ  e in r0orpr1;
u0ðrÞ in r > r1:
8><
>: ð6:36Þ
Then, clearly u0;eAXa: Further, similarly, as in the proof of Proposition 4.2 of [26],
we can show tbðu0;eÞ ¼N (see also the proof of Proposition 6.4).
Thus, noting that
u0;e-u0 in L
N
a as ek0; ð6:37Þ
we obtain u0A@Da: Therefore, we have (6.33). The proof is complete. &
Proposition 6.4. When, m ¼ 1; Propositions 6.1–6.3 hold with Xa replaced by X˜a:
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Proof. Let m ¼ 1: Noting Proposition 3.2(ii), by the same methods as those of the
proofs when u0AXa; we can show that Propositions 6.1 and 6.2 hold with Xa
replaced by X˜a:
So, we show only Proposition 6.3 with Xa replaced by X˜a: As in the proof of
Proposition 6.3, it is not difﬁcult to see that
@D˜aCfu0AX˜a; tbðu0ÞoN; tcðu0Þ ¼Ng; ð6:38Þ
where
D˜a ¼ fu0AX˜a; tbðu0Þ ¼Ng ð6:39Þ
and @D˜a is the boundary of D˜a in X˜a:
We shall show
@D˜a*fu0AX˜a; tbðu0ÞoN; tcðu0Þ ¼Ng: ð6:40Þ
The methods of the proof are similar to those of the proof of Proposition 6.3. Let
u0AX˜a; tbðu0ÞoN and tcðu0Þ ¼N: Then, by Proposition 3.4(ii) we get (3.42)–(3.44)
with e ¼ 0 for some r0 > 0:
We ﬁrst consider the case where u0ðr0Þ ¼ 0: In this case, putting for e > 0;
u0;eðxÞ ¼ ½u0ðxÞ  eþ; we see
u0;e-u0 in L
N
a as ek0: ð6:41Þ
Therefore, since tbðu0;eÞ ¼N by the proof of Proposition 6.2, we get u0;eAD˜a and
hence u0A@D˜a:
Next, we consider the case where u0ðr0Þ > 0: Let 0oeou0ðr0Þ: Then, there exists
r1 ¼ r1ðeÞ > r0 such that
u0ðrÞ > u0ðr0Þ  e in r0oror1 and u0ðr1Þ ¼ u0ðr0Þ  e: ð6:42Þ
Put
u0;eðrÞ ¼
½u0ðrÞ  eþ in 0prpr0;
u0ðr0Þ  e in r0orpr1;
u0ðrÞ in r > r1:
8><
>: ð6:43Þ
Then, clearly u0;eAX˜a: Further, we can show tbðu0;eÞ ¼N: In fact, assume on the
contrary that tbðu0;eÞoN: Put ueðx; tÞ ¼ uðx; t; u0;eÞ and uðx; tÞ ¼ uðx; t; u0Þ: Then,
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since
u0;eðrÞpu0ðrÞ in rX0; ð6:44Þ
the comparison theorem implies
ueðr; tÞpuðr; tÞ in rX0; t > 0: ð6:45Þ
Hence, because of (3.42) with e ¼ 0; the maximum principle implies
ueðx; tÞouðx; tÞ for r0ojxjor1; tX0: ð6:46Þ
Now, we put
v0;eðrÞ ¼
u0ðrÞ  e in 0prpr0;
u0ðr0Þ  e in r0orpr1;
u0ðrÞ in r > r1:
8><
>: ð6:47Þ
Then, ½v0;eþ ¼ u0;e and
v0;eðxÞou0ðxÞ in 0pjxjor1: ð6:48Þ
We further put for xARN;
u˜eðx; tÞ ¼
v0;eðxÞ if t ¼ 0;
ueðx; tÞ if t > 0:
(
ð6:49Þ
Then, uðx; tÞ and u˜eðx; tÞ are continuous in RN  f0g,fjxj > r0g  ftX0g: Hence,
letting r˜ ¼ ðr0 þ r1Þ=2 and 0oZoðr1  r0Þ=2 and putting
K ¼fðx; t; uðx; tÞÞ j ðx; tÞAfjxjpr˜ þ Zg  f0g
,fr˜  Zpjxjpr˜ þ Zg  f0ptptbðu0;eÞgg
and
L ¼ fðx; t; u˜eðx; tÞÞ j ðx; tÞAfjxjpr˜g  f0g,fjxj ¼ r˜g  f0ptptbðu0;eÞgg;
we see from (6.46) and (6.48), that K and L are bounded closed set in RN; and
K-L ¼ |: Hence, distðK ;LÞ > 0; where distðK;LÞ is the distance between K and L
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in RNþ2: Therefore, let 0odominfdistðK ;LÞ=2; Zg: Then, if jx0jod; we have
fjxjpr˜g þ fx0g  fx þ x0 j jxjpr˜gCfjxjpr˜ þ Zg; ð6:50Þ
fjxj ¼ r˜g þ fx0gCfr˜  Zpjxjpr˜ þ Zg; ð6:51Þ
u˜eðx; tÞouðx þ x0; tÞ
in ðx; tÞAfjxjpr˜g  f0g,fjxj ¼ r˜g  ½0; tbðu0;eÞ; ð6:52Þ
that is,
ueðx; tÞ ¼ ½u˜eðx; tÞþpuðx þ x0; tÞ
in ðx; tÞAfjxjpr˜g  f0g,fjxj ¼ r˜g  ½0; tbðu0;eÞ: ð6:53Þ
Hence, the comparison theorem implies that if jx0jod then
ueðx; tÞpuðx þ x0; tÞ in ðx; tÞAfjxjpr˜g  ½0; tbðu0;eÞ: ð6:54Þ
Here, we note
lim
tmtbðu0;eÞ
jjueð
; tÞjjLNðjxjpr˜Þ ¼N: ð6:55Þ
Therefore, as in the proof of Proposition 3.8 of [26], we see
tcðu0Þptbðu0;eÞoN: ð6:56Þ
This is a contradiction to tcðu0Þ ¼N; and hence tbðu0;eÞ ¼N; namely u0;eAD˜a:
Thus, noting that
u0;e-u0 in L
N
a as ek0; ð6:57Þ
we obtain u0A@D˜a: Therefore, we have (6.40). The proof is complete. &
Proposition 6.5. Assume psopopp and 2=ðp  mÞoaoN: Let u0AX˜a\f0g when m ¼
1 and u0AXþa when m > 1: Let v0ACðRNÞ: Then we obtain the following:
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(i) Suppose tbðu0ÞoN: If v0Xu0 and v0cu0 in RN (and further v0cu0 in supp u0
when m > 1), then tcðv0ÞoN:
(ii) Suppose tcðu0Þ ¼N: If v0pu0 and v0cu0 in RN (and further v0cu0 in supp u0
when m > 1), then tbðv0Þ ¼N:
(iii) Hence, (2.15) of Theorem 2.5 holds, and when m ¼ 1 (2.15) holds with Xa and Xþa
replaced by X˜a and X˜a\f0g; respectively.
Proof. (i) We ﬁrst consider the case m > 1: Let u0AXþa ; v0Xu0 in R
N and v0cu0 in
supp u0: Then, if we interchange conditions on u0 and v0; it is not difﬁcult to see that
u0 and v0 satisfy the assumptions of Theorem 2.7 of [26] for some D ¼ BR ðR > r0Þ:
Hence, by Theorem 2.7 of [26], we get tcðv0Þptbðu0Þ: Therefore, if tbðu0ÞoN then
tcðv0ÞoN:
Next, we consider the case m ¼ 1: Let u0AX˜a\f0g and uðx; tÞ ¼ uðx; t; u0Þ:
Then, we note that uðx; tÞ > 0 in RN  ð0;NÞ: Hence, by the proof of (ii) of
Proposition 3.4 we get uð
; tÞAXþa for tAð0; tbðu0ÞÞ: Put vðx; tÞ ¼ uðx; t; v0Þ: Then, if
we consider uðx; t1Þ and vðx; t1Þ (0ot1ominftbðu0Þ; tbðv0Þg) as initial data u0ðxÞ and
v0ðxÞ; respectively, by the positivity of solutions we can get the assertion of (i)
as above.
(ii) The methods of the proof are the same as those of (i) and we omit the
proof.
(iii) We ﬁrst consider the case m > 1: We note, by Propositions 6.1 and 6.3,
that IntðKaÞ ¼ Da and @Ka ¼ @Da: Let u0AXþa : Then, by u0  0ADa and
the blow-up theorem, it is not difﬁcult to see that tu0ADa if t is small
enough and tu0eKa if t is large enough. Hence, there exists t0 > 0 such
that t0u0A@Ka ¼ @Da; that is, tbðt0u0ÞoN and tcðt0u0Þ ¼N: Thus, by virtue of
(i) and (ii) above, if 0otot0 then tu0ADa ¼ IntðKaÞ; and if t > t0 then tu0ACa ¼
Xa\Ka: The case m ¼ 1 is also proved by the same methods. The proof is
complete. &
Proof of Theorem 2.5. (i) By Proposition 6.3, we see Ka ¼ Da,@Da:Hence, it is clear
that Ka is a closed subset in Xa; Ca is an open subset in Xa and 0AIntðKaÞ: By the
proof of Theorem 1 of Kawanago [16], it is also clear that Ca; IntðKaÞ and Ka are
unbounded subsets in Xa:
Property (ii) follows from Lemma 3.1.
(iii) Eq. (2.15) follows from (iii) of Proposition 6.5. Similarly, as in the proof of
Theorem 1 of Kawanago [17], we can prove the rest of the assertions.
Property (iv) follows from Proposition 6.2.
Property (v) follows from Propositions 6.1 and 6.3. &
Proof of Corollary 2.6. By Propositions 6.4 and 6.5, the methods of the
proof are the same as those of the proof of Theorem 2.5 and we omit the
proof. &
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