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Re´sume´ – L’algorithme des moindres carre´s alterne´s (ALS), utilise´ dans la de´composition de PARAFAC, peut ne´cessiter un tre`s grand nombre
d’ite´rations avant de converger. Cette lenteur de convergence peut de´couler d’une taille importante des donne´es, d’un mauvais conditionnement,
ou de la pre´sence de de´ge´ne´rescences, etc. Plusieurs me´thodes ont e´te´ propose´es pour acce´le´rer l’algorithme, notamment la compression pre´alable
des donne´es [3], et la recherche line´aire (Line Search LS) [3]. Apre`s une bre`ve description de PARAFAC, nous pre´senterons une nouvelle
me´thode pour acce´le´rer ALS, qui, compare´e aux me´thodes existantes, a permis d’obtenir de meilleurs re´sultats lors des simulations. Nous
proposerons ensuite une application de la nouvelle me´thode a` l’identification aveugle d’un me´lange sous-de´termine´ (UDM), sachant qu’elle peut
eˆtre applique´e a` n’importe quelle de´composition d’ordre N.
1 Introduction
La de´composition de PARAFAC peut eˆtre conside´re´e comme
une ge´ne´ralisation de l’analyse de facteurs d’ordre deux aux
tenseurs d’ordre N (N≥3). Elle fut introduite par Harshman en
1970 [8] qui s’est base´ sur le principe des Profils Proportionnels
et paralle`les (PP) propose´ par Cattel en 1944 [5]. Ce principe
e´nonce que si deux (ou plusieurs) mode`les d’ordre deux sont
de´crits par le meˆme ensemble de vecteurs composants, tels que
seuls les poids changent d’un mode`le a` l’autre, ces vecteurs
composants conduisent alors a` un nouveau mode`le unique au
sens de la rotation [2]. En d’autres termes, supposons que la
matriceX1 puisse s’e´crire sous la forme :
X1 = a1b
T
1 c11 + a2b
T
2 c12 + ...+ aFb
T
F c1F
af et bf (1 ≤ f ≤ F ) e´tant les colonnes des matrices A et
B respectivement, et supposons qu’une seconde matrice X2
puisse s’exprimer a` l’aide des meˆmes vecteurs composants
pre´ce´dents mais avec des poids diffe´rents de´crits par c2j (au
lieu de c1j pre´ce´demment) :
X2 = a1b
T
1 c21 + a2b
T
2 c22 + ...+ aFb
T
F c2F
Alors nous pouvons ainsi construire un nouveau mode`le :
Xk = Adiag(C(k, :))B
T, k = 1, 2 (1)
qui peut eˆtre e´crit autrement : Xijk =
∑
f AifBjfCkf . Ce
mode`le triline´aire est aussi connu sous le nom de DECOM-
Position CANonique (CANDECOMP) introduite par Caroll et
Chang en 1970 [4]. Le mode`le PARAFAC d’ordre trois et ses
ge´ne´ralisations aux ordres supe´rieurs [8] [4][12] sont tre`s po-
pulaires en psychome´trie et en chimie, mais trouvent aussi des
applications en traitement du signal [11] [6] [7]. Contraire-
ment au mode`le matriciel, le mode`le PARAFAC a l’avantage
d’eˆtre unique sous les conditions du the´ore`me de Kruskal [10],
d’ou` son importance. Il existe plusieurs algorithmes pour
de´composer PARAFAC, le plus re´pandu e´tant ALS sur lequel
nous nous concentrerons dans toute la suite. La convergence
de l’algorithme ALS est parfois extreˆmement lente. Cela peut
se pre´senter lorsque la taille des donne´es est assez grande,
ou encore lorsque deux colonnes composantes sont presque
coline´aires. La compression [3] et la recherche line´aire (LS)
[2] sont deux solutions possibles pour reme´dier a` ce proble`me.
Nous nous concentrerons dans cet article sur la solution LS et
nous proposerons une nouvelle me´thode qui a permis de re´duire
le nombre d’ite´rations ne´cessaires a` la convergence de ALS.
2 Mode`le et notations
Conside´rons le mode`le PARAFAC d’ordre trois de´fini par
l’expression (1). Ce mode`le peut eˆtre e´crit sous une forme
compacte en utilisant le produit de Khatri-Rao (produit Kro-
necker des colonnes):
X
(I×JK) = A(CB)T
ou` les matrices A, B, et C sont des matrices de taille I × F ,
J × F , et K × F respectivement, et X(I×JK) est la matrice
de taille I × JK obtenue en de´pliant le tenseur X de taille
I × J × K suivant le premier mode. ALS consiste a` estimer
tour a` tour une des trois matrices composantes, en minimisant
au sens des moindres carre´s l’erreur :
Υ =‖ X(I×JK) −A(CB)T ‖2F
ou` ‖ • ‖F est la norme de Frobenius. B et C e´tant initialise´es,
l’estime´e de A est donne´e par :
Â = X(I×JK)(Z+a )
T (2)
avec Za = C  B et (+) est la pseudo-inverse de Moore-
Penrose. Nous estimons les matrices B et C de manie`re
e´quivalente avec Zb = AC et Zc = BA, et nous ite´rons
jusqu’a` satisfaction du crite`re de convergence. Typiquement,
la convergence est atteinte lorsque l’erreur Υ affiche, entre
deux ite´rations successives, un changement infe´rieur a` un seuil
pre´de´fini, lequel varie selon les donne´es. Pour des donne´es
simples, le seuil peut eˆtre fixe´ a` 10−6 par exemple, mais doit
eˆtre plus petit pour des donne´es plus complexes, 10−10 par ex-
emple.
Il arrive que la convergence ne´cessite plusieurs milliers
d’ite´rations. Un choix judicieux des valeurs initiales peut
quelquefois aider a` atteindre le minimum global tre`s rapide-
ment. Cependant, quand le tenseur a de grandes dimensions,
ou quand deux facteurs sont presque coline´aires, les techniques
d’initialisation ne permettent pas d’aller plus vite. Dans [3],
Bro propose de compresser les donne´es dans un espace re´duit
afin de re´duire les dimensions du tenseur, et de la` re´duire la
complexite´ de ALS. La solution LS a aussi e´te´ propose´e pour
acce´le´rer la convergence [9] [2]. Cette solution est de´crite dans
la section qui suit.
3 Recherche Line´aire (LS)
Il a e´te´ note´ lors des simulations que, lorsque la convergence
est lente, il existe des cycles de convergence de´finis par une
direction unique. Au cours d’un cycle donne´, les facteurs com-
posants e´voluent dans la meˆme direction jusqu’a` la fin du cycle.
Il en est de meˆme pour les cycles suivants. La convergence a`
l’inte´rieur d’un cycle peut ne´cessiter plusieurs ite´rations. Afin
de limiter le nombre d’ite´rations d’un cycle donne´, Harshman
et Bro proposent d’extrapoler ce comportement. Ils proposent
de pre´dire la valeur du facteur composant apre`s un certain nom-
bre d’ite´rations en calculant une sorte de re´gression line´aire :
A
(new) = A(it−2) +RLS(A
(it−1) −A(it−2)) (3)
A
(it−1) est l’estime´e de la matrice A, obtenue a` l’ite´ration
(it− 1) de ALS. A l’ite´ration (it), la nouvelle matrice A(new)
est utilise´e a` la place de A(it−1). (A(it−1) −A(it−2)) de´finit
la direction du cycle. Les matrices B et C sont obtenues de
fac¸on e´quivalente en utilisant le meˆme facteur de relaxation
RLS. Pour eˆtre efficace, l’extrapolation ne doit pas engendrer
plus de temps que les ite´rations qu’elle remplace. C’est juste-
ment le cas lorsqueRLS est une constante (entre 1.2 et 1.3) [8],
ou lorsqu’il est fixe´ a` it1/3 [2].
A chaque ite´ration (it), les nouveaux facteurs sont utilise´s
pour calculer l’erreur :
Υ(new) =‖ X(I×JK) −A(new)(C(new) B(new))T ‖2F (4)
Si Υ(new) ≥ Υ(it−1), cela veut dire que nous sommes alle´s
trop loin lors de l’extrapolation et que RLS est trop grand. Il
est alors decre´mente´ de it1/n a` it1/(n+1), n e´tant fixe´ a` 3 au
de´but de la simulation, et les facteurs de l’ite´ration (it − 1)
sont utilise´s au lieu des nouveaux : l’ite´ration (it) est ef-
fectue´e sans extrapolation. Par contre, si Υ(new) < Υ(it−1)
alors l’acce´le´ration est accomplie et nous gagnons quelques
ite´rations.
LS est applique´e apre`s un nombre d’ite´rations de
l’algorithme ALS, afin de laisser le temps a` ce dernier de se
stabiliser. Dans [1], ce nombre est fixe´ a` 6, mais il peut eˆtre
augmente´ selon les donne´es.
La faible valeur de RLS pourrait induire que l’acce´le´ration
n’est pas efficace. Ceci n’est pas vrai car l’effet de RLS est
reconduit d’une ite´ration a` une autre, donnant lieu en final a`
une nette diminution du nombre d’ite´rations comme le montre
la figure 4. Le mode`le utilise´ dans cette simulation est pre´sente´
dans la section 5. Le nombre d’ite´rations ne´cessaires a` la con-
vergence diminue de 10000 a` 4200. Il reste toutefois assez
e´leve´, d’ou` la ne´cessite´ de trouver une nouvelle me´thode qui
re´duise significativement la complexite´ de ALS.
4 Recherche Line´aire Optimise´e (ELS)
L’ide´e principale derrie`re ELS (Enhanced Line Search) est de
chercher un facteur de relaxation RLS optimal qui conduise a`
la solution finale du cycle en une seule ite´ration. De´finissons
pour l’ite´ration (it), la direction du cycle pour la matrice com-
posante A comme G(it)a = A(it−1) −A(it−2). G(it)b et G(it)c
sont de´finies de manie`re e´quivalente. Au lieu de fixer RLS
comme dans l’expression (3), nous cherchons le triplet optimal
(Ra, Rb, Rc) qui minimise :
ΥELS =‖ X(I×JK) − (A(it−2) +RaG(it)a )(
(C(it−2) +RcG
(it)
c ) (B(it−2) +RbG(it)b )
)T
‖2F(5)
• si |Υ(it) − Υ(it−1)| > seuil, retourner a` l’e´tape 1 avec : it← it + 1
A
(it−2), G(it)a C(it−2), G
(it)
cB
(it−2), G(it)b
Enhanced Line Seach
ΥELS = ||X(I×JK) − (A(it−2) +RaG(it)a )
(
(C(it−2) +RcG
(it)
c ) (B(it−2) +RbG(it)b )
)T
||2F
A
(new) = A(it−2) +RaG
(it)
a
B
(new) = B(it−2) +RbG
(it)
b
C
(new) = C(it−2) +RcG
(it)
c
A
(it) = X(I×JK)(Z+a )
T with Za = C
(new) B(new)
B
(it) = X(J×IK)(Z+b )
T with Zb = A
(it) C(new)
C
(it) = X(K×IJ)(Z+c )
T with Zc = B
(it) A(it)
Valeurs initiales
Calculer la valeur optimale de (Ra, Rb, Rc) qui minimise :
Line Search
Calculer A(new), B(new), et C(new) en utilisant l’expression (3)
Estimer A(it), B(it), et C(it) en utilisant l’expression (2) et A(new), B(new), et C(new) :
Calculer la nouvelle erreur Υ(it) = ||X(I×JK) −A(it)(C(it) B(it))T ||2F :
• si |Υ(it) − Υ(it−1)| ≤ seuil, stop
Etape 4 :
Etape 3 :
Etape 2 :
Etape 1’ :
Etape 1 :
FIG. 1: Etapes de l’algorithme ALS avec la Recherche
Line´aire Optimise´e.
ELS est applique´e au de´but de l’algorithme ALS, comme le
montre la figure (1), ou` l’e´tape 1’ correspond a` la partie ELS.
Le facteur de relaxation RLS n’est plus fixe comme c’e´tait le
cas pour LS, mais il est calcule´ a` l’e´tape 1’ de la figure (1),
comme e´tant la valeur optimale qui donne la plus petite erreur
ΥELS.
La solution optimale est obtenue en minimisant conjoin-
tement ΥELS par rapport a` Ra, Rb, et Rc. Cela revient a`
re´soudre un syste`me de trois polynoˆmes en trois variables de
degre´ global 5, et engendre une complexite´ importante. Des
solutions a` complexite´ re´duite sont obtenues en minimisant
ΥELS par rapport a` deux variables seulement, ou encore en
prenant le meˆme facteur R = Ra = Rb = Rc. Quelques
optimisations possibles sont cite´es ci-apre`s :
1. (Ra, Rb, Rc) donne la solution optimale
2. (R,R,Rc) ou` nous utilisons le meˆme facteur R pour A
and B et nous minimisons ΥELS par rapport aux deux
variables R et Rc
3. (R,R,R) ou` nous utilisons le meˆme facteur pour les
trois matrices
4. R(Rb, Rc) ou` nous utilisons le facteur de relaxationR =
it1/3 de LS pour la matrice A, et nous minimisons (5)
par rapport a` Rb et Rc
5. R(R,R) est le meˆme que R(Rb, Rc) avec Rb = Rc
6. R,R(R) ou` nous optimisons par rapport a` Rc unique-
ment
Pour s’assurer que l’extrapolation est moins couˆteuse que les
ite´rations qu’elle remplace nous avons calcule´ les complexite´s
de ALS et de l’optimisation 3 pre´ce´dente. A chaque ite´ration
ALS, nous exe´cutons les e´tapes suivantes :
• Calculer le facteur de relaxation optimal R en min-
imisant l’expression (5). Pour cela, deriver (5) par
rapport a` R, et re´soudre le polynoˆme de degre´ 5 en une
inconnue obtenu
• Calculer les nouveaux facteurs A(new), B(new), et
C
(new) en utilisant l’expression (3), et calculer l’erreur
correspondante Υnew donne´e par l’expression (4)
• Utiliser A(new), B(new), et C(new) comme valeurs
initiales pour l’ite´ration PARAFAC au lieu de A(it−1),
B
(it−1)
, et C(it−1), et estimer le premier facteur Â en
utilisant la formule (2)
• Exe´cuter la troisie`me l’e´tape de nouveau pour estimer
les autres facteurs B̂ et Ĉ, en utilisant Â etC(new) pour
estimer B̂, et Â et B̂ pour estimer Ĉ
Une ite´ration (ALS+ELS) couˆte environ (F + 8F 2)(JK +
IK + IJ) + 3FIJK + 11F 3 + 3F 2 + FIJK + 53 = 2240
multiplications, lorsque I = 2, J = 3, K = 3, et F = 3. Le
de´tail des calcul est reporte´ en annexe. (ALS) seul engendre
(F + 8F 2)(JK + IK + IJ) + 3FIJK + 11F 3 + 3F 2 =
2061multiplications, ce qui est e´quivalent en terme d’ordre de
grandeur.
Lorsque ALS convergence rapidement, disons en moins de
1000 ite´rations, ELS n’est d’aucune utilite´. Cependant, lorsque
la convergence est tre`s ralentie, ELS fait la diffe´rence, et cela
a` complexite´ e´quivalente. Lorsque les dimensions du tenseur
d’ordre N sont tre`s grandes et d’ordre O(I) (F << I), les
complexite´s de (ALS) et de (ALS+ELS) sont e´quivalentes
et e´gales a` O(FIN ). C’est aussi le cas lorsqu’une dimen-
sion I0 est beaucoup plus grande compare´e aux autres dimen-
sions puisque les deux algorithmes engendrent une complexite´
O(I0).
Il est inte´ressant de noter que l’erreur Υ(new) est toujours
infe´rieure a` Υ(it−1) quand les valeurs optimales de Ra, Rb,
et Rc sont utilise´es, comme dans les trois premie`res optimi-
sations. Cependant, lorsque le facteur de relaxation est fixe´,
comme dans la me´thode LS, Υ(new) peut eˆtre supe´rieure a`
Υ(it−1), ce qui veut dire que l’acce´le´ration peut e´chouer. Ceci
explique la meilleure performance de ELS face a` LS car l’acce´-
le´ration est garantie a` chaque ite´ration. Quelques optimisations
possibles de ELS ont e´te´ imple´mente´es. Les re´sultats de simu-
lation montrent que ELS est tre`s attrayante.
5 Re´sultats
Nous avons reporte´ sur les figures 2 et 3 l’impact de ELS sur
ALS dans le cas de De´ge´ne´rescence de 2 Facteurs (2FD), ou`
deux facteurs composants sont presque coline´aires de fac¸on a`
ce que seule la contribution de l’un d’eux est prise en compte
[2]. La pre´sence de 2FD ralentit la convergence et peut engen-
drer l’apparition d’intervalles de convergence lente (swamps),
ou` l’erreur Υ a besoin d’un tre`s grand nombre d’ite´rations afin
d’enregistrer une tre`s faible diminution.
Conside`rons le mode`le PARAFAC d’ordre trois de
l’expression (1) avec :
A =
(
1 cos(θ) 0
0 sin(θ) 1
)
B =

 3
√
2cos(θ) 0
0 sin(θ) 1
0 sin(θ) 0


et C est la matrice identite´ de taille 3 × 3. La coline´arite´ est
controˆle´e a` travers la variable θ qui est fixe´e a` pi/60.
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FIG. 2: Gap entre la vraie matrice composante A et son es-
time´e en utilisant (ALS+LS) et (ALS+ELS) avec l’optimisation
(R,R,R) pour θ = pi/60.
Nous constatons a` partir des figures 2 et 3 que ELS acce´le`re
la convergence puisqu’elle fait de´croıˆtre le nombre d’ite´rations
de 7100 a` 350 !
Comme signale´ dans le re´sume´, nous proposons une appli-
cation de ELS a` l’identification aveugle d’un UDM. Nous uti-
lisons ELS pour acce´le´rer ALESCAF, l’algorithme propose´ en
[7] qui consiste en l’identification aveugle d’un UDM base´e
sur la fonction caracte´ristique. En utilisant les notations de [7],
ALESCAF conduit a` un mode`le PARAFAC d’ordre quatre :
T
(P×KP 2) = A(DAA)T
Le tenseur T contient les de´rive´es d’ordre trois de la fonc-
tion caracte´ristique conjointe des observations, calcule´e en K
points de la grille Ω. La matrice D est obtenue graˆce a` la pro-
prie´te´ d’inde´pendance des sources, et ses entre´es sont de´finies
par :
Dkn = ψ
(3)
n (
∑
q
Aqnuq[k])
ou` 1 ≤ k ≤ K et 1 ≤ n ≤ N . A est la matrice de canal de
taille 2× 3 a` identifier.
Nous utilisons l’imple´mentation de ALS propose´e par An-
dersson et Bro dans [1], et nous remplac¸ons la partie LS par
les six optimisations de ELS cite´es dans la figure 4. Les trois
sources sont BPSK et nous ge´ne´rons un bloc infini de donne´es
en prenant les 23 combinaisons possibles de {−1, 1}. Le bruit
n’est pas pris en compte, et le nombre maximum d’ite´rations
est fixe´ a` 5000.
Nous reportons sur la figure 4 le gap entre la vraie matrice
de canal et son estime´e pour six optimisations de ELS, et nous
les comparons avec (ALS+LS) et ALS non acce´le´re´ (sans LS).
La figure montre, une fois de plus, que ELS est indispensable
pour acce´le´rer la convergence, puisque le nombre d’ite´rations
ne´cessaires pour atteindre la convergence passe de 4200 avec
(ALS+LS), a` 2900 avec l’optimisation RLS(R,R,R) de ELS.
6 Conclusions
Nous avons pre´sente´ ELS, une nouvelle me´thode pour
acce´le´rer l’algorithme ALS utilise´ dans la de´composition du
mode`le PARAFAC, et nous l’avons compare´e avec les me´thodes
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FIG. 3: L’erreur function Υ en fonction du nombre d’ite´rations
pour ALS avec LS, et les optimisations (R,R,R) et (R,R,Rc)
de ELS, avec θ = pi/60.
existantes. Les simulations ont montre´ que ELS est tre`s at-
trayante, particulie`rement dans le cas de 2FD ou` elle a per-
mis de diviser le nombre d’ite´rations par 20! L’application de
ELS a` l’identification aveugle d’un UDM a aussi donne´ de bons
re´sultats puisque ELS a acce´le´re´ la convergence.
Dans les travaux futurs, le bruit sera pris en compte et une
plus large classe de blocs de donne´es sera conside´re´e. Nous
utiliserons des tenseurs a` grandes dimensions afin de confirmer
que ELS est aussi attractive dans ce cas.
7 Annexe
Pendant une ite´ration de ALS, les ope´rations suivantes sont
exe´cute´es (la matrice Â est estime´e en premier) :
1. Calculer le produit Khatri-Rao pour obtenir la matrice
Za. Cette ope´ration couˆte FJK multiplications
2. Calculer Z+a par SVD re´duite de Za, ce qui ne´cessite
7JKF 2 + 113 F
3 multiplications
3. Estimer le facteur Â graˆce a` l’expression (2), ce qui
ne´cessite IJKF + JKF 2 + F 2 multiplications
Les e´tapes pre´ce´dentes sont exe´cute´es pour l’estimation de
chacun des trois facteurs, ce qui implique (F + 8F 2)(JK +
IK + IJ) + 3FIJK + 11F 3 + 3F 2 multiplications pour une
ite´ration comple`te de ALS. La complexite´ ge´ne´re´e par ELS est
FIJK+O((2N−1)3) lorsque nous choisissons l’optimisation
3. pre´ce´dente pour un model PARAFAC d’ordre 3 (N=3).
En ge´ne´ral, pour un tenseur d’ordre N de dimension I1 ×
I2 × ... × IN , la complexite´ ge´ne´re´e par ALS lorsque toutes
les dimensions sont du meˆme ordre O(I) est : 113 NF
3 +
NF 2 + NFIN + 8NF 2IN−1 + NF I
2(1−IN−2)
1−I . Par-
alle`lement, ELS ne´cessite FIN + O((2N − 1)3) multiplica-
tions. On en de´duit que ALS et (ALS+ELS) sont a` complexite´
e´quivalente puisqu’ils ne´cessitent tous les deux O(FIN ) mul-
tiplications, lorsque les dimensions sont grandes et de meˆme
ordre de grandeurO(I). O(I0) multiplications sont ne´cessaires
lorsqu’une dimension I0 est tre`s grande par rapport aux autres
dimensions.
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FIG. 4: Gap entre la vraie matrice de canal et son estime´e pour
(P,N) = (2, 3), en utilisant l’algorithme ALESCAF.
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