To speed-up the proliferation of advanced 3-Dimensional (3D) technologies into the consumer market, the influence of these technologies on the perception of 3D video should be determined. Currently, this can only be achieved using either subjective assessment techniques or 2D objective quality evaluation models. Even though the subjective assessment techniques are better than the objective models from the accuracy point of view, they are time consuming and costly. Thus, 2D objective quality evaluation models correlating with Human Visual System (HVS) should be used to predict the 3D video quality perception of users in a reliable way with less effort. Video Quality Metric (VQM), which is a standardized 2D objective quality measurement model due to its well correlation with HVS, is used to predict 3D video quality perception of users reliably. However, ambient illumination context of the viewing environment, which has an effect on 3D video quality perception, is not considered in the quality assessments by VQM. Content adaptation is one of the key applications that need to use the perceived 3D quality assessments under different ambient illumination conditions at regular basis for ensuring improved video experience of users. Therefore, the standardized VQM model is extended using ambient illumination context and content related contexts (i.e., motion, structural feature, and luminance contrast) to predict 3D video quality measurement under a particular ambient illumination condition. The results prove that the extended VQM model can be efficiently utilized to predict the video quality perception of 3D video under a particular ambient illumination condition.
INTRODUCTION
Despite the prompt advances in 3-Dimensional (3D) video related technologies (e.g., coding, transmission, rendering, etc), their effects on 3D perceptual quality has not been thoroughly investigated to date. One of the reasons for this is the lack of available objective quality evaluation metrics to predict 3D video quality. Therefore, reliably measuring 3D video quality is currently performed using either subjective quality assessment techniques or 2-Dimensional (2D) objective quality evaluation models, which well correlate with Human Visual System (HVS).
Human observers who are the "true assessors" of video quality perception are used in the subjective techniques. Therefore, they provide the most reliable 3D video quality assessments. However, they are expensive in terms of time, effort, and costs. Thus, 2D objective quality evaluation models are usually considered to be convenient as they enable quick and iterative production of 3D video quality assessments [1] .
Ambient illumination context of the viewing environment has a significant effect on the 3D video quality perception [2] . Therefore, quality evaluation models should consider this context in perceived 3D video quality assessments for assisting key applications such as content adaptation to ensure improved user experience [3] .
There are commonly utilized 2D objective quality evaluation models that can be used for 3D video quality assessments in the literature. Peak-Signal-to-Noise-Ratio (PSNR) is a widely used 2D objective quality evaluation model. It has low computational complexity, and thus gives quick results [4] . However, it has poor correlation with real human perception. Structural SIMilarity (SSIM) is another objective quality measurement model, which evaluates the structural distortion of a distorted video compared to the original one [5] .
Video Quality Metric (VQM) is also a 2D objective quality evaluation model, which has been standardized by the American National Standards Institute (ANSI) in 2004, and added as a normative video quality estimation method in the International Telecommunication Union-Recommendation (ITU-R) BT. 500-11 due to its well correlation with HVS [6] . This model can provide more reliable 3D video quality measurements compared to PSNR and SSIM [1] . However, the standardized VQM model does not consider ambient illumination context in its video quality measurements. Therefore, the standardized VQM model is extended to include ambient illumination context for achieving reliable and realistic prediction of 3D video quality perception.
To extend the standardized VQM model using ambient illumination context, firstly, the video quality perception of users for a set of 3D video contents are monitored under different ambient illumination conditions through a series of subjective experiments. Meanwhile, the VQM values of these video contents are measured using the standardized VQM model. Then, an extended VQM model is developed by analyzing the results of the subjective assessments and VQM measurements. A set of content related contexts (i.e., motion, structural feature, and luminance contrast) are also exploited together with ambient illumination context while developing the model.
Color texture-plus-depth map 3D video representation is employed for the research carried out in the paper since it has many advantages compared to the left and right 3D video representation, and has also been widely exploited in research and standardization activities to date [1] .
The paper is divided into five sections. Section 2 presents the experimental set-up of the subjective assessments conducted under different ambient illumination conditions. The results of the subjective assessments and the VQM measurements of color texture sequences are discussed in Section 3. Section 4 discusses the extended VQM model. The quality measurement results of the extended VQM model are presented in Section 5. Finally, Section 6 concludes the paper.
EXPERIMENTAL SET-UP FOR THE SUBJECTIVE ASSESSMENTS
In this section, the experimental set-up of the subjective experiments conducted for assessing the video quality of 3D video contents under different ambient illumination conditions are described. In the experiments, a 42" Philips multi-view autostereoscopic display, which has a resolution of 1920 × 1080 pixels, was used to display four 3D video contents that are called as: Advertisement, Interview, Chess, and Windmill. The color texture and depth map of the 3D video test sequences were of High Definition (HD) resolution (i.e., 1920 × 1080 pixels) at 25 fps. The Joint Scalable Video Model (JSVM) reference software version 9.13.1 was used to encode the sequences [7] . Four different channel bandwidths (i.e., 512, 768, 1024, and 1536 kbps) were selected as target bit rates. 80% of the target bit rate was allocated for the color texture sequences, and the remaining bit rate (i.e., 20%) was allocated for the depth map sequences, while performing the experiments [1] . The effects of the ambient illumination on perceptual quality were assessed under four different ambient illumination conditions (i.e., 5, 52, 116, and 192 lux), created by the selfcontained media laboratory facilities of I-Lab, University of Surrey. 5 lux corresponds to a dark condition, while 192 lux indicates a bright light environment. These conditions were measured using a Gretag Macbeth Eye-One Display 2 device [8] . 16 viewers (5 females and 11 males) participated in the experiments. They were all non-expert viewers, whose ages ranged from 20 to 35. Following the experiments, the Mean Opinion Scores (MOSs) [9] were computed. Moreover, as realized from the figure, while ambient illumination increases, the gap between MOS and VQM values at a given bit rate also increases. Similar behavior can be observed for the other points in the figure and for the other test sequences. This shows that the VQM values can be more closely predicted to the 3D video quality perception of human observers under lower ambient illumination conditions. It is concluded after these observations that the standardized VQM model should be extended considering the amount of the ambient illumination condition. Using the extended VQM model, VQM value of a color texture of a given 3D video can be matched to a MOS value predicted under a specific ambient illumination condition.
RESULTS OF THE SUBJECTIVE ASSESSMENTS AND VQM MEASUREMENTS OF COLOR TEXTURE VIDEOS

EXTENDED VQM MODEL
To extend the standardized VQM model for predicting 3D video quality under a given ambient illumination condition, mathematical functions of every MOS and VQM curve are first determined, as also presented in Figure 1 . It is observed that generic forms of the MOS and VQM functions present the following patterns:
(1) where, x is the bit rate, D and E are the two constants of the MOS, and F and G are the two constants of the VQM functions. Secondly, the MOS and VQM functions are joined together to devise the extended VQM model, as follows:
where, A and B are the two constants of the model. Thirdly, we propose to devise generic functions for A and B using content related contexts that can affect the A and B values and the ambient illumination context. In this way, it is possible to extend VQM value of the color texture of a 3D video using the ambient illumination condition of the consumption environment.
The "Experimental" column of Table I presents the A and B values for all of the test sequences. Ambient illumination is referred to as I in the table. As seen from the table, the A values are constant for different ambient illumination conditions. Accordingly, it can be established that A is independent of the ambient illumination. However, the A values are content dependent for the same ambient illumination condition. For instance, the A values of the Advertisement and Interview sequences are 1.660 and 0.660, respectively, for the 5 lux ambient illumination condition. This clearly indicates that A depends on content related contexts, which are presented in the M, C, and L columns of the table, and will be explained below. As also observed from the "Experimental" column of the table, when the ambient illumination changes, the B values also vary. Accordingly, it can be concluded that one of the contextual factors that the B values depend on is ambient illumination. Moreover, B depends on the video content characteristics since the B values are different for the video contents for the same ambient illumination condition. The content related contexts affecting the values of A and B are explained in the following subsection.
Content Related Contexts of the Extended VQM Model
Observing that the values of the constants change for color texture sequences presenting different motion activity characteristics, a metric to measure the motion activity of a color texture sequence is proposed.
Motion
The motion activity of a color texture sequence is measured using its motion intensity. The optical flow algorithm of the pyramidal implementation of the Lucas and Kanade technique [10] is used for motion intensity measurements in the paper. Motion information is not distributed to all parts of an image. Therefore, Shi and Tomasi algorithm [11] is exploited to determine the prominent points, which can be taken into account in the optical flow measurements. After the prominent points are selected, they are tracked from frame to frame in a color texture sequence by the pyramidal implementation of the Lucas and Kanade algorithm. Let MV(x, y) be the motion vector of a feature point having x and y direction components, the motion intensity of a frame of a sequence is calculated as:
where, Π(i) is the motion intensity of the i th frame of a color texture sequence, d and NoP are a feature point and the number of feature points in the frame, respectively. MV d (x i , y i ) is the motion vector of the i th frame at the feature point d. It should also be noted that the motion intensity of a frame is directly proportional to spatial resolution of the frame, and inversely proportional to the temporal resolution of the color texture sequence. Therefore, the normalized average motion intensity over a given color texture sequence can be calculated as follows:
where, M is the motion value in a color texture sequence. NoF, S, and F are the number of frames, spatial resolution, and frame rate of the sequence. Using this metric, the motion values of the test sequences are measured. Resulting motion values are shown in Table I . As can be realized from the "Experimental" column of the table, the values of A and B are different for the sequences having different motion values. Nevertheless, even though the Ms of the Chess and Windmill sequences are very similar (i.e., 0.134 and 0.129), the values of A and B are different at the same ambient illumination conditions. This clearly shows that motion is not the only content related context that has an effect on the values of A and B. It has been envisaged that structural feature is another content related context that has an effect on determining the values.
Structural Feature
Contours, which characterize the boundaries of the objects in video frames, are used to represent the structural feature of the color texture sequences. The Canny edge detection algorithm [12] is used to determine the contours in the frames without suppressing the pixels that are considered as edges by setting them to 1. To develop the structural feature algorithm, the number of pixels that are set to 1 is counted in every frame of a video segment [12] . The total value is then normalized using the NoF and S to provide consistency across different video sequences as follows:
where, C is the structural feature value in a color texture sequence, δ(i) is the number of edge pixels in the i th frame of the segment. The measured Cs of the color texture of the test sequences are also illustrated in Table I . As seen from the "Experimental" column of the table, the A and B values are different for the sequences having different Cs. However, although the Cs of the Advertisement and Interview sequences are very similar (i.e., 0.141 and 0.120), the values of A and B are different at the same ambient illumination conditions. This indicates that structural feature is not the only content related context that has an effect on the A and B values either. It has been envisaged that luminance contrast is another content related context that has influence on the A and B values.
Luminance Contrast
The luminance contrast of a color texture segment is measured using Median Absolute Deviation (MAD). MAD is a measure of statistical dispersion of a set of data [13] . The MAD of a frame of a color texture sequence is measured as follows:
where, MAD (i) is the luminance contrast of the i th frame of a color texture sequence. t represents each luminance value and med (t) is the median of the luminance values in the frame. The MAD computed for each frame is then integrated together to determine the MAD across the color texture sequences. The calculated MADs are normalized with NoF and S for providing consistent measurement among different sequences. Accordingly, the metric presented below is devised for luminance contrast measurements in color texture sequences:
where, L is the luminance contrast value in a color texture sequence. The Ls of color texture of the test sequences are also presented in Table I .
Generic Functions for the Constants
In order to devise generic functions for A and B using the con- 
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Subsequently, the functions of A and B are integrated together to devise the generic functions of them as follows:
The A and B values predicted utilizing (9) is also shown in "Predicted" column of Table I for the test sequences. The correlation coefficients [15] between the values observed using the subjective experiments and the ones predicted for A and B are determined as 95% and 98%, respectively.
RESULTS AND DISCUSSION
In this section, the quality assessment results of the extended VQM model will be compared with those of the standardized VQM and subjective experiments to validate the efficiency of the extended model in 3D video quality assessments under a given ambient illumination condition. 16 observers participated in the subjective experiments conducted to compute the MOS results under 5 and 116 lux ambient illumination conditions. The same conditions are used for the extended VQM assessments. The average error (%) between the standard VQM and MOS; and the extended VQM and MOS measures are computed to prove the efficiency of the extended VQM model, as shown in the table. As seen from the table, a minimum of 9% absolute error can be computed between the results of the standard VQM and subjective experiments. However, a maximum of 4% absolute error can be achieved only when the assessment results of the extended VQM model are compared with those of the subjective experiments. For the other cases, the proposed extended VQM presents superior performance compared to the standard VQM.
CONCLUSIONS AND FUTURE WORK
The standardized VQM model has been extended to consider ambient illumination context in the video quality prediction of 3D video contents. Motion, structural feature, and luminance contrast of color texture of 3D video contents are exploited as the content related characteristics, while extending the model. The conducted quality assessments have shown the efficiency of the extended VQM model to predict the video quality of 3D video under a particular ambient illumination condition. In our future studies, further content related characteristics will be used to extend the standard VQM model to cover a wide range of 3D video content types. Moreover, different display types, on which 3D video perception may be different, will be utilized in the extended VQM model in our future studies. ACKNOWLEDGEMENT This work has been supported in part by the MUSCADE Integrating Project (www.muscade.eu), funded under the European Commission ICT 7th Framework Programme.
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