






















BRAGG SPECTRUM AND GAP LABELLING OF APERIODIC
SOLIDS
JOHANNES KELLENDONK
Abstract. The diffraction spectrum of an aperiodic solid is related to the group
of eigenvalues of the dynamical system associated with the solid. Those eigenval-
ues with continuous eigenfunctions constitute the topological Bragg spectrum.
We relate the topological Bragg spectrum to the gap-labelling group, which is
the group of possible gap labels for the spectrum of a Schrödinger operator
describing the electronic motion in the solid.
1. Introduction
A longstanding question in solid state physics is, how is the X-ray diffraction
spectrum of a solid related to its electronic spectrum? For crystalline solids the
answer is known since the early days of quantum mechanics: X-rays with wave
vectors corresponding to Bragg peaks perturb the electronic motion and create
gaps in the electronic spectrum [3, 39]. For aperiodic solids this question is more
subtle. A perturbative expansion of the Liapunov exponent of the transfer matrix
dynamical system of one dimensional tight binding models combined with heuristic
arguments has let to a conjecture about where gaps in the spectrum can be found
depending on the diffraction measure [36], but we are not aware of any rigorous
development of this approach. Furthermore, for quasi-crystals and other long
range ordered structures approximation methods have been employed to obtain
results resembling the periodic case [25, 21, 18]. We approach this question here
from a topological point of view establishing a relation between the two kinds of
spectra which depends only on the spatial structure of the solid. By this spatial
structure we mean the set of positions of the atoms in the solid1 and their type. Its
topological properties can be described by a C∗-algebra A and a dynamical system.
It is in this framework that we establish a link between the Bragg spectrum of the
solid and a topological invariant associated with its electronic spectrum, namely
its gap-labelling group.
One might ask at this point, in which sense diffraction is topological at all?
Indeed, a first glimpse at the definition of the diffraction measure shows that it
does not change, if one modifies the underlying structure on a set of vanishing
density, and therefore diffraction theory has more the flavor of a measure than a
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1equivalently, tilings could be used to describe the spatial structure
1
2 JOHANNES KELLENDONK
topological theory. In contrast to that, the topology of the solid can change quite
a bit if the structure is modified on a set of density zero. We therefore first have
to share out the topological content of diffraction theory. It is here where a third
notion of spectrum comes into play: the dynamical spectrum and more specifically
the topological eigenvalues of the dynamical system associated to the solid. One
of the major results in diffraction theory states that the positions of the Bragg
peaks are eigenvalues of the dynamical system of the solid. In the case of crystals,
quasi-crystals and many more structures studied in aperiodic order theory these
eigenvalues are topological in the sense that they correspond to wave-vectors k for
which the plane wave x 7→ eikx is pattern equivariant [28, 32]. Roughly speaking,
a plane wave is pattern equivariant if, whenever the solid looks around x the same
way as around y out to a large distance but perhaps up to a small error, then the
plane wave has the same phase at x as at y, up to a small error. This property
should avoid that the plane wave dies out due to destructive interference so that k
lies in the Bragg spectrum. We take the point of view that it is a sign of high long
range order of a material that most, if not all, their eigenvalues are topological. In
an analogy, this is like saying that materials with high long range order correspond
to continuous representatives of elements in an L2-theory; and in this sense their
diffraction is topological.
Let Etop stand for the group formed by the topological Bragg peaks. It will be
related to the K-theoretical gap-labelling group introduced by Bellissard [11]. The
latter is the image of the K0-groupK0(A) of the algebra A derived from the spatial
structure of the solid, under the linear functional τ∗ defined by the trace per unit
volume τ . The algebra A can be understood as the observable algebra of the solid.
It can also be described as the crossed product of the algebra of potentials with
the group of translations. We map the degree d part of the exterior algebra ΛdEtop
of Etop to the K0-group of A and show the following.









Here d is the dimension of the solid and det(k1 ∧ · · · ∧ kd) the determinant of the
matrix spanned by the vectors k1, · · · , kd, that is, the signed volume of the parallel
epiped spanned by these vectors.
The composition τ∗ ◦ Φ, which we also call the Bragg to Gap map, is in one
dimension given by k 7→ k
2π
and hence injective. We investigate the question of
when the image of τ∗◦Φ exhausts the gap-labelling group. This gives a justification
of the gap-labelling found in the literature for quasi-periodic chains, but also points
out the limitation of our topological approach. The mystery of the gap-opening
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mechanism for the standard Hamiltonian on the Thue-Morse chain escapes our
topological analysis.
A recent article [1] turns around similar questions. Its main part is about the
comparison between the K-theory of A and various cohomology theories which can
be associated to the solid, and how the trace per unit volume can be formulated in
cohomology. We will touch this question also here. What we add to the picture is
the link between the topological Bragg spectrum and cohomology thus explaining
the observations made in Section 11 of [1].
The article is organised as follows: In Section 2 we review the description of the
spatial structure of a solid by means of decorated point patterns. From these point
patterns the pattern algebra is derived. We follow here the description of [29] which
develops that of [30] and is dual to that of [11], in particular the pattern space (or
hull) arises as the Gelfand spectrum of the pattern algebra. In Sections 3 and 4 we
present the subjects we want to relate: the gap-labelling and the Bragg spectrum.
Both subjects have been studied extensively in the past. In Section 5 we recall
the all important relation between the diffraction spectrum and the dynamical
spectrum of a solid. In particular, the Bragg peaks of the diffraction spectrum
are related to the topological eigenvalues. In Section 6 we relate the topological
eigenvalues to the cohomology of the pattern space of the solid and in Section 7
we relate them to the K-theory of the pattern algebra. The main result stated
above can be found in Section 7 as Theorem 7.1. In Section 8 we discuss the
questions about bijectivity of the Bragg to Gap map and explain the example of
the Thue-Morse chain.
2. The spatial structure of the solid
The solid is an arrangement of atoms (or ions) of different types which create a
background potential for the electrons and an electronic density at which theX-ray
beams are scattered in a diffraction experiment. What we refer to as the spatial
structure of the solid is the set of positions of the atoms, the local configurations
or clusters of atoms and how they repeat in space. This can be modelled through a
decorated point set in Rd. We treat the solid as infinitely extended in all directions,
so there is no boundary.
Let A be a (finite) set of symbols encoding the different type of atoms (ions) of
the solid. Let Ta ⊂ R
d be the set of positions of atoms of type a. It is realistic
to suppose that the set T :=
⋃
a∈A Ta is uniformly discrete. We denote by T the
collection of all Ta which we may identify with the subset
∏
a∈A Ta ⊂ R
d × · · · ×
Rd. It describes the spatial structure of the solid. Following [29] (in which the
constructions of [27, 30] are generalised beyond the finite local complexity case)
we derive from T a C∗-algebra A which can be seen as the observable algebra of
the structure. All topological results below will depend only on T .
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The R-patch (or cluster) of T at x ∈ Rd is
BR[T ; x] :=
∏
a∈A
(BR(x) ∩ Ta) ∪ ∂BR(x).
Here BR(x) is the ball of radius R centered at x ∈ R
d and ∂BR(x) the sphere. The
group of translations acts (diagonally) on Rd × · · · × Rd. We define an R-patch
class to be an equivalence class of an R-patch under this translation action. We
say that the R-patch class P occurs at x ∈ Rd if BR[T ; x] ∈ P.
2.1. Pattern equivariant functions and operators. Let LR0 be the set of
R-patch classes of T equipped with the Hausdorff metric topology: the class of
BR[T ; x] is at least ǫ-close to the class of BR[T ; y] if there is z ∈ R
d such that any
point of BR[T ; x] is within distance ǫ of a point of BR[T ; y]+ z and vice versa. We
then define LR to be the closure of LR0 in that topology.
Definition 2.1. We say that a bounded continuous function f : Rd → C is strongly
pattern equivariant with radius R > 0 if there is a continuous function b : LR → C
such that f(x) = b(BR[T ; x]) for all x ∈ R
d. We define CT (R
d) to be the closure
of all strongly pattern equivariant functions in the sup norm.
An example of a strongly pattern equivariant function is the convolution g ∗ δTa
of a compactly supported continuous function g : Rd → C with the sum of the
Dirac measures at the points of Ta, δTa =
∑
x∈Ta
δx, δx(A) = 1 if x ∈ A ⊂ R
d but
0 if x /∈ A.
We call the functions of CT (R
d) pattern equivariant and note that they can be
described as follows: strongly pattern equivariant functions with radius R form a
unital sub-algebra of all bounded continuous functions on Rd and a function which
is strongly pattern equivariant with radius R is also strongly pattern equivariant
with radius R′ > R. Hence strongly pattern equivariant functions define a directed
system of algebras and CT (R
d) is its C∗-direct limit. The Gelfand spectrum of
CT (R
d) is hence the inverse limit of the topological spaces LR. This space, which
we denote ΩT , is the pattern space of T . It is also referred to as the hull of T .
The double R-patch of T at (x, y) ∈ Rd × Rd is the subset











We call |y−x| the range of the double patch. We use again the diagonal action to
translate double R-patches and to define a double R-patch class as the equivalence
class of the double patch under translation.
Let LR,M0 be the set of double R-patch classes of T of range ≤ M equipped
with the analogous metric topology as above. Again we let LR,M be the closure of
LR,M 0.
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Definition 2.2. We say that a bounded continuous function F : Rd × Rd → C
is strongly pattern equivariant with radius R > 0 and range M > 0 if there is a
continuous function b : LR,M → C satisfying
(1) lim
|x−y|→M
b(BR[T ; x, y]) = 0
and such that F (x, y) = b(BR[T ; x, y]) for all x, y ∈ R
d.
The space of continuous functions b : LR,M → C satisfying (1) is naturally
included in the space of continuous functions b : LR
′,M ′ → C satisfying (1) with
M ′ ≥M , provided R′ ≥ R. We may therefore define the direct limit over R → +∞
and M → ∞ of all strongly pattern equivariant functions with radius R > 0 and
range M > 0. We denote this vector space by A(s). Its elements are pattern
equivariant integral operators. We equip A(s) with the product and involution
(2) F1F2(x, y) =
∫
Rd
F1(x, z)F2(z, y)dz, F
∗(x, y) = F (y, x).






Whenever convenient, we identify A and A(s) with operators in this representa-
tion. We call A the continuous pattern algebra. It may be seen as the algebra of
observables of the solid.
Let α : Rd → CT (R
d) be the translation action αa(f)(x) = f(x+a). Recall that
the crossed product CT (R
d)⋊αR
d is the C∗-closure of the algebra Cc(R
d, CT (R
d)),
of continuous compactly supported functions F̃ : Rd → CT (R
d) with α-twisted
convolution product and involution,




∗(h) = α−1h (F̃ (−h)
∗).
Lemma 2.3. A is isomorphic to the crossed product CT (R
d)⋊α R
d.
Proof. Denote by C
(s)
T (R
d) all strongly pattern equivariant functions. The map





F̃ (h)(x) = F (x, x+ h)
is easily seen to be bijective and to preserve the product and the involution.
CT (R
d) ⋊α R
d is the closure in the norm of the induced representation of the
representation of CT (R
d) on L2(Rd) be left multiplication. This induced repre-
sentation is unitarily equivalent to the infinite direct sum of the representation π.
The norm defining the closure to obtain CT (R
d)⋊αR
d is therefore the same as the
norm defining the closure to obtain A. 
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2.2. Trace per unit volume. The operator trace on operators on L2(Rd) is
undefined on most of the elements of A, one has to take it per unit volume in
order to get finite values. However, the construction of a trace per unit volume is
not always unambiguous and may depend on choices.









admits a converging subsequence in the weak-*-topology. By going over to a sub-




exists for all f ∈ CT (R
d). It then defines a positive linear functional on CT (R
d)
of norm 1 which is easily seen to be translation invariant. It can be used to define
the frequencies of patches. Indeed, the frequency of an R-patch class P is the
density of the set TP = {x ∈ R
d : BR[T ; x] ∈ P} of points where it occurs, and
this density is determined via m: Given any continuous function κ : Rd → R of
compact support and integral 1, the frequency of P is m(κ ∗ δTP ).
UCF We say that T has UCF (uniformly existing cluster frequencies), if all van
Hove sequences define the same frequencies of its R-patches.
If T has UCF then the frequency of P is given by the naive formula: count the
points in BR(x) ∩ TP devide by the volume of BR(x) and consider the limit when
R → +∞.
The mean m on CT (R
d) extends to a semi-finite, semi-continuous trace on A
which we denote by τ , it is given on A(s) by
τ(F ) = m(x 7→ F (x, x))
and thus corresponds to the trace per unit volume. In the interpretation of A as
a crossed product, τ is known as the dual trace τ = m̂ : CT (R
d)⋊α R
d → C.
2.3. Discrete pattern algebras. To describe the physical operators in the tight
binding approximation one uses a discrete version of the tiling algebra. Here the
word discrete refers to the fact that the translation action of Rd is broken down
to a discrete set of translations.
A uniformly discrete subset S of Rd is locally derivable from T if there exists
R > 0 and a continuous function b : LR(T ) → LR(S) such that, for all x, the
1-patch class of S at x is b applied to the R-patch class of T at x. A simple
example is S = T where the map b simply forgets the symbols.
By restricting in the above definitions 2.1 and 2.2 the domains of pattern equi-
variant functions or integral kernels to S or to S×S, we obtain the discrete algebra
CT (S) of pattern equivariant functions f : S → C and the space A
(s)
S of pattern
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equivariant kernels F : S × S → C. We equip A
(s)
S with the product and the
involution
(3) F1F2(s, t) =
∑
r∈S
F1(s, r)F2(r, t), F
∗(s, t) = F (t, s),






We call AS the discrete pattern algebra associated to S. The Gelfand spectrum of
CT (S) is the discrete pattern space of T associated S, we denote it by ΞS. ΞT is
also referred to as the canonical transversal of ΩT .
In general, AS is a groupoid C
∗-algebra. If d = 1 then AS is isomorphic to the
crossed product of CT (S) by Z, where the Z-action is given by α1(f)(s) = f(s
′)
with s′ ∈ S being the next point to the right of s.
FLC We say that T has finite local complexity (FLC) if, for any R > 0, there
are only finitely many classes of R-patches BR[T ; x] with x ∈ T .
This condition simplifies the analysis in many aspects. First, it implies that ΞT is
a totally disconnected space, a property which simplifies the calculation of the K
theory of A enormously. Indeed, it also allows for T to be deformed in a pattern
equivariant way and such that there is a regular lattice which is locally derivable
from the deformed T [40]. This implies that A is strongly Morita equivalent to
a crossed product algebra C(Ξ) ⋊α Z
d of a Zd-action on a totally disconnected
compact space Ξ so that one may compute the K theory of A with the help of the
Kasparov spectral sequence.
2.4. Morita equivalence. Topological effects in solids, like their topological phase
and the bulk boundary correspondence, can be described in both, the continuous
system or in the tight binding approximation. This comes about as the continuous
and the discrete pattern algebra are (strongly) Morita equivalent and therefore
have the same K-theory. We explain this adapting the exposition of [11] to our
framework.
The notion of pattern equivariance can be applied to bounded continuous func-
tions ξ : S × Rd → C, leading a Morita equivalence AS − A-bimodule. We define
first the linear space M(s) of functions ξ : S × Rd → C which are restrictions to






(s) ∋ (F, ξ) 7→ Fξ ∈ M(s) by the analog of formula (3) and a right A(s)
action M(s) ×A(s) ∋ (ξ, F ) 7→ ξF ∈ M(s) by the analog of formula (2). It carries
moreover an AS-valued and an A-valued scalar product which are given again by
formulas analogous to (2) and (3)
(ξ1, ξ2)AS = ξ1ξ
∗




where ξ∗(x, y) = ξ(y, x). Then ‖ξ‖2M = ‖(ξ
∗, ξ)‖A = ‖(ξ, ξ
∗)‖AS defines a norm on
M(s). Its completion in that norm M is a Morita equivalence AS −A-bimodule.
Let u ∈ M with (u, u)AS = 1. Then Πu = (u, u)A is an orthogonal projection.
Furthermore, we obtain an injective ∗-algebra morphism iu : AS → A through
iu(c) = (u, cu)A
whose image is the full corner ΠuAΠu and which induces an isomorphism iu∗ :
Ki(AS) → Ki(A) between the K-groups. As S is uniformly discrete, it is not
difficult to construct such a u. If rmin is the separation constant of S, that is,
rmin = infs 6=t∈S |s− t|, any continuous function g : R
d → C with support contained
in the rmin
2
-ball around 0 and
∫
|g(x)|2dx = 1 yields such a u, notably u(s, y) :=
g(y − s). With that choice
(u, u)AS(s, t) =
∫
u(s, z)u(t, z)dz =
∫





u(s, x)u(s, y) =
∑
s∈S
g(x− s)g(y − s).
The trace per unit volume τ on A induces a trace tr on AS, namely
tr = ν τ ◦ iu
where we choose the factor ν in such a way that tr is normalised, tr(1) = 1. It
follows that
ν−1 = τ(Πu) = m(|g|
2 ∗ δS) = dens(S).
2.5. Schrödinger operators in the one-particle approximation. In the one-
particle approximation, the motion of a particle in the solid is described by the
Schrödinger equation with an unbounded Hamiltonian H . It can therefore not
belong to the pattern algebra A but it is affiliated to it in a sense that f(H) ∈ A
for all continuous functions f : R → C which vanish at infinity. We focuss here on
the situation without external magnetic fields, but the analysis can be extended
to external magnetic field by incorporating the magnetic field in the algebra by
means of twisting cocycles. Indeed, our description is that from [11] adapted to
our framework, and in [11] the reader can also find the magnetic case.
Let H0 be a translation invariant closed self adjoint operator whose resolvent
(H0 + i)
−1 is an integral operator (Hilbert-Schmidt) on L2(Rd). We may take
the free Laplacian H0 = −∆, for example. (H0 + i)
−1 is pattern equivariant and
thus an element of A. Let V ∈ CT (R
d) be real valued. As the Neumann series
associated to the resolvent identity is norm-convergent, also the resolvent (H+i)−1
of H = H0 + V belongs to A. (H + i)
−1 is a normal element of A. By Gelfand
theory, f̃((H+ i)−1) ∈ A for any continuous function f̃ : C → C which vanishes at
0 (if f(0) 6= 0 then f̃((H+i)−1) belongs to the unitization of A). Let g(z) = z−1−i
and f be a continuous function f : C → C which vanishes at infinity. Then f ◦ g
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is a continuous function which vanishes at 0 and therefore f ◦ g((H + i)−1) ∈ A.
This shows that f(H) ∈ A for any continuous function f : R → C which vanishes
at infinity.







Internal degrees of freedom like spin may be taken into account by going over
to the Hilbert space L2(Rd)⊗ CN and the algebra MN (A).
2.6. Tight binding operators in the one-particle approximation. Tight
binding operators are operators on ℓ2(S) for some uniformly discrete subset of






where Hss′ : S×S → C is a kernel which decays sufficiently fast if |s− s
′| → +∞.
Often even Hss′ = 0 if |s−s
′| exceeds a finite range. In our context we assume that
S is locally derivable from T and that the kernels are pattern equivariant so that
H is an element of AS. The advantage of tight binding operators over Schrödinger
operators is that they are bounded and easier accessible by numerical methods,
but from the topological point of view, they are equivalent.
Internal degrees of freedom like spin may again be taken into account by ten-
soring on a copy of CN , ℓ2(S)⊗ CN and passing to the algebra MN (AS).
3. Gap-Labelling
A gap in the spectrum of the Hamiltonian H is a connected component of its
complement. Since there are at most countably many gaps, the gaps could be
labeled by natural numbers. But there is more structure to it. Gaps are ordered
on the energy line and we want a labelling which respects the order. Furthermore,
there is a hidden group structure behind the gaps which comes to light through
the use of K-theory. Using the K-theory of A to label the gaps one obtains a
subgroup Gap of R, which depends only on the spatial structure of the solid T ,
such that the gaps of any Hamiltonian affiliated to A can be labelled by elements
of Gap in a way which respects the order. Furthermore, the labels correspond to
the values of the integrated density of states on the gaps.
Definition 3.1. The (continuous) gap labelling group associated to T is
Gap := τ∗K0(A)
where A is the continuous pattern algebra and τ the trace per unit volume.
The reason why elements of this group can be used to label gaps in the spectrum
of a Schrödinger operator H = −∆+ V describing the motion of particles in T is
the following: if E lies in gap of the spectrum of H then the spectral projection
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of H onto the energy interval (−∞, E] is a bounded continuous function of H ,
namely it is given by PE(H) for any (continuous) function PE which is 1 on all
energies in the spectrum of H below the gap and 0 on all energies above the gap.
Since H is bounded from below we may require that PE vanishes at infinity and
so PE(H) is a projection in A. As such it defines an element in K0(A). This is
really a quantity associated to the gap, because PE(H) does not depend on the
choice of E as long as the latter stays in the gap.
The label associated to the gap is τ(PE(H)). By definition of the linear func-
tional τ∗, its value on the class of a projection P is equal to τ(P ). So τ(PE(H)) ∈
Gap. While Gap is a subgroup of R we should keep in mind that its elements carry
a dimension, namely length−d, as τ is the trace is per unit volume.
Of course, we don’t need K-theory to define this gap-label or to calculate it.
But the advantage of using K-theory is that we can compute the group τ∗K0(A)
in many cases just from the data of T and so restrict the possible set of gap-labels.
τ∗K0(A) functions then as a selection rule: Whatever the potential V , as long as
it is pattern equivariant all labels of the gaps of H = −∆+ V must belong to the
gap labelling group. This is the way Bellissard proved that for the Thue-Morse




, m ∈ N, n ∈ Z [10].
It is also very natural to use K-theory for the gap-labelling, because K0(A) is
essentially defined as the abelian group made from homotopy classes of projections
in A. K0(A) provides therefore a natural framework for quantities which are stable
under perturbations which do not close the gap.
Finally we should mention that the gap label τ(PE(H)) coincides with the in-
tegrated density of states of H up to the gap. The integrated density of states in
an energy interval is roughly speaking the number of eigenstates per unit volume
whose energy belongs to the energy interval. To define it properly one has to first
put the system in a finite box, count the number of eigenstates with energy below
E of the restriction of H to the box, divide by the volume of the box, and then
let the size of the box go to infinity. This can again be done with a van Hove
sequence, as above for the trace per unit volume. There is, however, one issue to
be controlled, namely that the limit exists and is not spoiled by spurious states
caused by the boundary conditions which have to be imposed on the restrictions
of H to the elements Λn of the van Hove sequence. We refer to [11, 27, 35] for this
discussion around what is called Shubin’s formula. Through this interpretation
the gap-labelling has physical significance: the integrated density of states of a
Hamiltonian affiliated to A cannot take any value on a gap of its spectrum, but
these values are constraint (topologically quantized) to the subgroup Gap of R.
Note that Gap is countable if A is separable.
3.1. Gap labelling for the tight binding approximation. For tight binding
approximations the above arguments are completely analogous when using the
discrete pattern algebra AS, but for one detail: If, taking into account internal
degress of freedom, the tight binding Hamiltonian H belongs to MN (AS) then the
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gap labels of H will all lie in
GapS ∩ [0, N ], GapS := tr∗(K0(AS)),
and, we recall, tr∗(K0(AS)) =
1
dens(S)
τ∗(K0(A)). This simply follows from the
fact that any spectral projection of H lies below the unit 1N ∈ MN(AS), and
tr(1N) = N .
The gap-labelling conjecture says that, if T has finite local complexity then
GapT is the frequency module of T , that is, the subgroup of R which is generated
by the frequencies ν(P) of the patch classes P of T . The conjecture has been
proven for d ≤ 3 [13], see also [26, 12, 15].
4. The Bragg spectrum
In an X-ray picture of the solid, the bright spots are referred to as Bragg peaks
and the Bragg spectrum is the set of positions of these peaks. They depend on the
precise conditions of the X-ray experiment. Mathematically they are determined
by the diffraction measure associated to the charge distribution of the solid [5].
A Bragg peak can be identified with a point mass component of the diffraction
measure, and its intensity with the value of the measure at that point. We simply
say that the Bragg spectrum is the support of the pure point part of the diffraction
measure.
Let ω be the electronic density at which the X-rays are diffracted. We suppose
that ω is a continuous function and argued that it should be pattern equivariant,
ω ∈ CT (R
d). One may take for example ω =
∑
a∈A ρa ∗ δTa where ρa is the density
contribution from atom of type a. We use the van Hove sequence (Λn)n which has







where w̃(x) = w(−x). Existence of the limit follows from Prop. 1.4 of [34], as for
compactly supported continuous ϕ the function ϕ ∗ ω is pattern equivariant.
The Fouriertransform γ̂ω of the autocorrelation, defined in the distributional
sense, turns out to be a translation bounded positive measure [5]. This is the
diffraction measure. As a measure on R̂d (k-space) it can be decomposed into its
pure point, singular continuous and absolutely continuous part w.r.t. the Lebegue
measure. By definition, the Bragg spectrum is thus the set
B(ω) = {k ∈ R̂d|γ̂ω({k}) 6= 0}.
To some degree, B(ω) is robust to change of the local charge distributions ρa
and depends only on T . As long as Bragg peaks do not extinct, B remains the
same. This is a simple consequence of the fact that ρa contributes only through
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multiplication with ρ̂a to the pure point part of γ̂ω. This has some simililarity with
the gap labelling, where a gap label does not change if the gap does not close.
Interesting questions to ask are, how large is B(ω), and how large can it possibly
be? While the first question can be answered only through analytical calculations
(the actual calculation that the intensity of a potential peak is non-zero), the
second question can be answered by more global techniques, here coming from
dynamical systems theory.
5. From diffraction to dynamics
It is one of the corner stones of diffraction theory that the Bragg spectrum is
related to the eigenvalues of the dynamical spectrum of T . This connection, which
is also referred to as Dworkin’s argument [19], has been developed by [23] and then
many other people, and found a very general formulation for ergodic translation
bounded measure dynamical systems on locally compact abelian groups in [7]. We
present it here in a form adapted to our framework which is dual to the one where
one considers the translation action on the pattern space ΩT .
5.1. The dynamical spectrum relevant for diffraction. We consider the GNS
representation of CT (R
d) w.r.t. the state m. Its Hilbert space is the completion of
CT (R
d) under the seminorm defined by
‖f‖2 := m(|f |2)
and we will denote it by L2T (R
d,m). This completion involves quotient if m is
not faithful. We provide a criterion for that. Denote by [f ]m the class of f in
L2T (R
d,m).
Lemma 5.1. Suppose that T is relatively dense. m is faithful on CT (R
d) if and
only if all patch classes have non-zero frequency. In that case we may view CT (R
d)
as a subspace of L2T (R
d,m).
Proof. As m is continuous on CT (R
d) (w.r.t. the sup-norm topology) it suffices to
show that it is faithful on the dense subalgebra of strongly pattern equivariant
functions. Let f be a positive function which is strongly pattern equivariant with
radius R. By relative denseness there is M be such that T + BM(0) covers R
d.
Let {Pi}i∈I be the (at most countable) set of R +M-patch classes which have a
representative with center in T . Then
∫
BM (p)
f(x)dx is the same for all p ∈ TPi .










where ν(Pi) is the frequency of Pi. Thus m(f) = 0 implies f(x) = 0 for all
x ∈ BM(p), p ∈ TPi for which ν(Pi) 6= 0. If all frequencies are non-zero then
f = 0, as T +BM(0) covers R
d.
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As for the converse, if ν(P) = 0 then f = κ ∗ δTP is a strictly positive function
for which m(f) = 0. 
L2T (R
d,m) does not only carry the action of CT (R
d) induced by left multiplica-
tion, but also a unitary representation of Rd by translation,
Ua[f ]m = [f(·+ a)]m.
The spectrum of this representation is the dynamical spectrum relevant for diffrac-
tion.
The C∗-dynamical system with its state (CT (R
d),Rd, α,m) is dual to a measure
dynamical system (ΩT ,R
d, α, µ) where, as already mentionned, ΩT is the Gelfand
spectrum of the algebra and µ the probability measure on ΩT corresponding via
Riesz’ theorem to the normalised state m. Under this duality, the Hilbert space
L2T (R
d,m) corresponds to L2(ΩT , µ), the completion of C(ΩT ) w.r.t. the semi-norm




5.2. The diffraction to dynamics map. The map relating diffraction to dy-




with convolution by the density ω. We denote by S(R̂d) Schwarz-functions in
k-space R̂d.
Theorem 5.2 ([37, 7]). Let ω ∈ CT (R
d) and γω be its autocorrelation (defined via
m) The map Θρ : S(R̂
d) → L2T (R
d,m),
Θω(ϕ̂) = ϕ ∗ ω
extends by continuity to an isometry
Θω : L




which intertwines the Rd-action on L2(R̂d, γ̂ω) given by Ûaϕ̂(k) = e
ikaϕ̂(k) with the




Proof. We adapt the arguments of [7] to our framework. Let ϕ, ψ ∈ S(R̂d). We
have
̂̂




φ̃ ∗ ψ(−x)dγω(x) = φ̃ ∗ ψ ∗ γω(0).
Furthermore
〈Θω(ϕ̂),Θω(ψ̂)〉 = m(ϕ ∗ ω · ψ ∗ ω) = ϕ̃ ∗ ψ ∗ γω(0)
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where the second equality follows from the fact that ϕ and ψ decay fast, so that we
can replace ϕ ∗ ω|Λn by (ϕ ∗ ω)|Λn the difference vanishing under the limit n→ ∞
due to the van Hove property, see Prop. 1.4 of [34] for a detailed proof.
Rd-equivariance follows from the fact that the Fourier transform intertwines the
two actions. 
Definition 5.3. A vector k ∈ R̂d is called an eigenvalue of the Rd-action on
L2T (R




[Uaf ]m = e
ika[f ]m
for all a ∈ Rd. We denote the eigenvalues by E .
A vector k ∈ R̂d is called a topological eigenvalue of the Rd-action on CT (R
d) if




for all a ∈ Rd. We denote the topological eigenvalues by Etop.
Eigenvalues of the Rd-action on L2T (R
d,m) are also referred to as measurable
eigenvalues of the dynamical system associated to the solid. Note that topological
eigenvalues do not depend on the choice of m. In fact, k is a topological eigenvalue
if and only if x 7→ eikx is pattern equivariant; for if Uaf = e
ikaf and f(x0) 6= 0
then eikx = f(x0)
−1f(x + x0) which clearly belongs to CT (R
d) (the converse is
clear). The topological eigenvalues of T characterise T to quite some extend [4],
for instance, if T has d independent topological eigenvalues then it satisfies the
Meyer property up to topological conjugacy [32].
Theorem 5.2 provides us with a map from the Bragg spectrum, that is, the
support of γ̂ω,p.p. to E . This simply follows from the fact that if γ̂({k}) 6= 0 then
Θω(1{k}) must be non-zero and, by equivariance
UaΘω(1{k}) = Θω(Ûa1{k}) = e
ikaΘω(1{k})
So the support of γ̂ω,p.p. is a subset of E . It might not be all of E but the question
of when this is the case depends on the specific choice of the density ω and is not
of topological nature.
E and Etop are groups, as the product of two eigenfunctions yields an eigenfunc-
tion to the sum of their corresponding eigenvalues. Furthermore, Etop is a subgroup





is injective, as m(|eikx − eik
′x|2) = 4m(sin2((k − k′)x)) > 0 if
k 6= k′. For many long range ordered structures, like quasiperiodic ones or those
defined by substitution rules, Etop coincides with E . Otherwise, if m is faithful one
has the following criterion for an eigenvalue to be topological.
Lemma 5.4. Suppose that m is faithful. If Θω(1{k}) has a continuous representa-







with some x0 ∈ R
d.
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Proof. Let f be continuous and Θω(1{k}) = [f ]m. Then, for all x, Ux[f ]m =
χk(x)[f ]m = [χk(x)f ]m. Now Ux[f ]m = [Uxf ]m and thus [Uxf − χk(x)f ]m = 0.
Hence m(|Uxf − χk(x)f |) = 0. As m is faithful, Uxf − χk(x)f = 0. This means
f(y+x) = eikxf(y) showing that f(x) = eikxf(0). In particular, |f(x)| is constant.
Hence |f(0)|2 = m(|f |2) = ‖1{k}‖
2, the latter as Θω is a isometry. Finally ‖1{k}‖
2 =
γ̂({k})2. 
We point out that under the criterion of the last lemma, the amplitude γ̂({k})
of the Bragg peak at k can be computed using the Bombieri-Taylor formula [33].
Below we will relate the group of topological eigenvalues Etop to the gap-labellling
group.
6. Topological eigenvalues, cohomology and the Ruelle Sullivan
map
We recall some results from [31] about the relation between the topological
eigenvalues of T and the Cech cohomology of the hull ΩT and the Ruelle Sullivan
map. This serves principally to draw the connection between earlier work [8] and
what follows, and to relate them to the work of [1]. The proof of our main result
Theorem 7.1 is, however, independent of this section.
The results of [31] are formulated in the framework of Rd actions on topologi-
cal spaces and here applied to (ΩT , α,R
d, µ) which is dual to (CT (R
d), α,Rd,m).
As L2(ΩT , µ) (the dual to L
2
T (R
d,m)) is separable and eigenfunctions to distinct
eigenvalues orthogonal, Etop is a countable subgroup of R̂
d and thus the direct limit
of free subgroups of finite rank. We equip it with the discrete topology. Then its
Pontrayagin dual Êtop is an inverse limit of finite dimensional tori. Moreover, the
exterior algebra ΛnEtop is naturally isomorphic to the Cech cohomology Ȟ
n(Êtop,Z)
[8].
Equipped with its induced action from Rd the dual group Êtop is the maximal
equicontinuous factor of the dynamical system (ΩT , α,R
d) [4, 8]. The correspond-
ing factor map π : ΩT → Êtop induces a morphism π∗ : Ȟ
n(Êtop,Z) → Ȟ
n(ΩT ,Z)




We may combine this homomorphism with the Ruelle Sullivan map
RS : Ȟn(ΩT ,Z) → Λ
nR̂d
from [31]: RS is a composition of the morphism mapping the integer valued Cech
cohomology Ȟn(ΩT ,Z) into the tangential cohomology H
n
tg(ΩT ,R) of Moore and
Schochet [38] (the action on ΩT is locally free), and then integrating against the
measure µ. As a result we get
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where the left vertical arrow is induced by the inclusion Etop ⊂ R̂
d.
Proof. This is essentially proven as in [31], Thm. 13. Alternatively one may verify
the commuting of the diagram for n = 1 by a direct calculation [8] and then
use the multiplicativity of the Ruelle-Sullivan map on the elements coming from
Ȟn(Êtop,Z) which is justified [31] as the maximal equicontinuous factor system is
uniquely ergodic. 
An eigenvalue k has the dimension of length−1. If n = d above then ΛdR̂d ∼= R
but when making this identification we should keep in mind that the real numbers
on the r.h.s. carry the dimension of length−d. We will see below that the functional
Hd(ΩT ,Z)
RS
→ ΛdR̂d ∼= R is related to the gap-labelling.
7. Topological eigenvalues and the K-theory of the pattern
algebra
We now relate topological eigenvalues to the K0-group of the pattern algebra A
in order to obtain an expression for the gap labels coming from Bragg peaks.
We assume that the reader is familiar with the K-theory of C∗-algebras. One of
the fundamental results in K-theory which is importance in this work is Connes’
isomorphism [16]. Given a C∗-dynamical system, that is, a C∗-algebra B with
an action α of R by automorphisms αt, t ∈ R such that for all b ∈ B the map
R ∋ t → αt(b) is continuous, Connes’ isomorphism relates the K-theory of B to
the K-theory of the crossed product B ⋊α R,
Ki(B)
φiα→ Ki+1(B ⋊α R).
It is uniquely determined by its functorial properties and the requirement that the
generator of K0(C) is mapped to the generator of K1(C ⋊id R) (this involves a
choice of a orientation).
If we have an action α of Rd we can apply Connes’ isomorphism iteratively to
obtain an isomorphism φiα = φ
i+d−1
αd
· · ·φiαd between Ki(B) and Ki+d(B ⋊α R
d).
Applied to B = CT (R
d) we thus obtain that the K0-group of the pattern algebra
A = CT (R
d)⋊α R
d is isomorphic to Kd(CT (R
d)).
In [1] the authors establish that K0(CT (R
d) ⋊α R
d) maps to the top degree
tangential cohomology Hdtg(ΩT ,R) and when integrating the resulting form with
the measure µ over ΩT and identifying Λ
dR̂d with R one obtains the same as when
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one applies the tracial state τ∗ directly to K0(CT (R
d)⋊α R









commutes [1] Thm. 9.1. In d ≤ 3 and if T has finite local complexity this can
be strengthened to integer cohomology [1] Cor. 9.5, and then combined with the
commutative diagram (4) to obtain a proof of Theorem 7.1 below. Theorem 7.1
can, however, be obtained without these assumptions as we explain now.
Let [b] ∈ Kd(C(R
d/Zd)) be the image of the generator ofKd(S
dC) under the map
induced by the collapse Rd/Zd → Sd of the standard d− 1-skeleton of the d-torus
to a point. As the cohomology of the torus is torsion free, the Integrality Theorem
[22] Chap. 5 shows that the degree d component Chd of the Chern character maps
[b] to the generator of the cohomology Ȟd(Rd/Zd) with integer coefficients. As
Ȟd(Rd/Zd,Z) ∼= ΛdẐd where Ẑd is the lattice which is reciprocal to Zd, we have
Chd([b]) = e
1 ∧ · · · ∧ ed, for some basis of Zd.




Chd→ ΛdẐd ⊗Z Q
↓ At∗ ↓ Λ
dA
Kd(C(Êtop))
Chd→ ΛdEtop ⊗Z Q
where At∗[b] = [b◦A
t] (At is the transpose of A) showing that [b◦At] is a pre-image
under Chd of Ae
1 ∧ · · · ∧ Aed. Since Etop is a direct limit of finite rank lattices of
R̂d
Ae1 ∧ · · · ∧ Aed 7→ [b ◦At]
defines a morphism between ΛdEtop and Kd(C(Êtop)) which we denote Ch
−1
d .
By Gelfand duality, C(Êtop)) is isomorphic to the subalgebra of CT (R
d) generated
by the pattern equivariant plane waves x 7→ eikx. We let i : C(Êtop)) → CT (R
d) be






Let 〈chd, ·〉 denote the linear functional defined on Kd(CT (R
d)) by the cyclic
d-cocyle
chd(f0, · · · , fd) = cd
∑
σ∈Sd
signσ m(f0∂xσ(1)f1 · · ·∂xσ(d)fd)
(sum over all permutations) via Connes’ pairing. We choose the normalisation
constant cd in such a way that 〈chd, [b]〉 = 1 if T = Z
d.
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Finally, we use the following identification of ΛdR̂d with R. For k1∧· · ·∧kd ∈ R̂
d
let det(k1∧· · ·∧kd) be the determinant of the matrix spanned by the column vectors
k1, · · · , kd expressed in a basis of the lattice which is reciprocal to Z
d.










det ↓ chd ↓ τ∗
R = R = R
where det(k1 ∧ · · · ∧ kd) is the signed volume of the parallel epiped spanned by the
vectors k1, · · · , kd.
Proof. Let k1, · · · , kd ∈ Etop. Let A be the linear transformation e
i 7→ ki. Then
ϕ′(k1 ∧ · · · ∧ kd) = [b ◦ A
t] and 〈chd, [b ◦ A
t]〉 = detAt〈chd, [b]〉 = detA
t. On the
other hand det(k1 ∧ · · · ∧ kd) = (2π)
d detA. This shows the commuting of the left
square.
The right square corresponds, for d = 1 to Thm. 3 of [16], while for higher
d it can be shown using the dual of Connes’ isomorphism in cyclic cohomology:
For general dynamical systems (B, α,R) there is a map on the level of cyclic
cohomology #α : HC
i(B) → HC i+1(B⋊αR) which is dual to Connes isomorphism
φiα∗ in the sense that the pairing between K-theory and cyclic cohomology satisfies
〈η, [x]i〉 = 〈#αη, φ
i
α([x]i)〉,
[x]i ∈ Ki(A) [20]. Applied iteratively to chd one obtains a 2d-cocycle which co-
incides with the d-fold application of Connes S-operator [17] to the 0-cocycle τ ,
hence
〈chd, [x]d〉 = 〈τ, φ
d
α([x]d)〉,
[x]d ∈ Kd(CT (R
d)). This gives the commuting of the right square. 
Corollary 7.2. The gap labelling group Gap contains the group which is generated
by 1
(2π)d
times the volumes of parallel epipeds in R̂d which are spanned by vectors
from Etop.
Let us mention that the statement of the corollary is trivial if T does not have
the Meyer property, or is not topologically conjugate to a pattern which has the
Meyer property [32]. Indeed, in this case Etop does not contain d linear independent
vectors and so there are not non-degenerate parallelepipeds.
7.1. Tight binding. We consider now tight binding models defined on subsets
S which are locally derivable from T . We have seen the map iu : AS → A from
Section 2.4 induces an order isomorphism between the K0-groups of AS and A and
moreover that tr∗(K0(AS)) = dens(S)
−1τ∗(K0(A)). This leads to the following
result.
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Corollary 7.3. For tight binding models defined on S, the gap labelling group
GapS contains the subgroup which is generated by
1
(2π)ddens(S)
times the volumes of
parallelepipeds in R̂d which are spanned by vectors from Etop.





↓ τ∗ ↓ densS tr∗
R = R
which also commutes. 
7.2. The one dimensional situation. The one dimensional situation is partic-
ularly interesting, as one dimensional Schrödinger operators are expected to have
many gaps. Generically one can expect that all gaps predicted by the gap-labelling
theorem are open. We therefore have a closer look at this case.
First we recall the perturbative argument in the periodic case [3, 39]. If the
solid has periodicity lattice Γ, that is, Ta + x = Ta for all x ∈ Γ, a ∈ A, then
its Bragg peaks are located on Γrec, the reciprocal lattice in k-space. Likewise,
the Fourier transform V̂ of a Γ-periodic potential V is supported on Γrec. The
spectrum of the free Laplacian −∆ is {k2 : k ∈ R̂} thus twofold degenerated if
k > 0. In formal degenerate perturbation theory one finds that the degeneracy
at energy k2 can be lifted by the potential if V̂ (2k) 6= 0, and as a consequence
H = −∆+λV may develop a gap at that energy if k ∈ 1
2
Γrec when λ is turned on.
This leads to a relation between the Bragg spectrum and the gaps in the electronic
spectrum which is particularly simple in one dimension, as all gaps open up under
the perturbation with a generic potential [39] and so H has a band spectrum in
which each band contributes equally to the integrated density of states. We can
then count the bands from low to high energy either by the positive part of the
Bragg spectrum–for that we need to choose a positive direction on Γrec–or by the
values of the integrated density of states up to the gap. That these two ways
of counting are the same is the content of Cor. 7.2, as a separated band has an
integrated density of 1 per unit cell.
We should mention that the perturbation argument of [39] hinges on two crucial
properties of the system: first, that the Hilbert space can be fibered over a param-
eter space in such a way that its fibres are preserved under the action of H , and
second, that those degenerate subspaces of the restriction of H to a fibre, whose
degeneracies are to be lifted by the potential, are energetically isolated from their
ortho-complement in the fibre. This is the case for periodic potentials for which
the Hilbert space fibres over the Brillouin zone. But we cannot expect such a
scenario for aperiodic potentials. It seems nevertheless compatible with numerical
simulations that when V̂ (2k) is large then a gap opens pertubatively in λ at energy
k2, whether V is periodic or not.
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Arguments involving a periodic approximation of the potential usually have a
heuristic component, namely when it comes to the convergence gap labels. The
difficult part here is that more and more gaps appear when the period grows and
despite the fact that we usually have convergence of the spectra in the Hausdorff
topology [9], it is difficult to control which gaps stay open.
In [21] the authors propose to approximate the potential V by suppressing in
its Fourier transform all but the strongest components, of which there ought to be
only finitely many. In this way, V is approximated by an almost periodic function
with finitely many possibly incommensurate wave lengths (the chosen Bragg peak
positions). Now, in one dimension, the Johnson-Moser gap labelling by means of
the rotation number [24] can be applied to obtain the gap labels the approximated
Hamiltonian. The gap-labelling theorem of Johnson-Moser states that these belong
to the Z-module generated by the 1
2π
times the wave lengths and hence confirms
Cor. 7.2.
We now have a closer look at the topological map of Theorem 7.1 in one di-
mension. We saw that k is a topological eigenvalue if and only if the function
χk : R → C, χk(x) = e
ikx is an element of CT (R
d). As χk is a unitary it defines
an element of K1(CT (R
d)), and indeed, ϕ′ : Etop → K1(CT (R
d)) is the map
ϕ′(k) = [χk]1
associating to k the K1-class of the plane wave. The equation χk1+k2 = χk1χk2
confirms that this map is a group homomorphism. The 1-cocycle ch1 entering in










which is equal to 1 if k is a generator of the lattice reciprocal to Z, k = 2π. Note
that ch1 is the same cocycle as the one used by Johnson and Moser to define the
rotation number of a gap2. This connection can be made more precise: Given
that χk is an element of CT (R
d), the Mathieu Hamiltonian HM = −∆+ λV with
V (x) = cos(kx) is affiliated to the algebra of the solid CT ⋊α R. It is well known
that all possible gaps of HM are open for non-zero coupling constant λ 6= 0 [39].
The integrated density of states at the first gap of HM can be calculated in the
limit λ → 0 to be |k|
2π
, and hence, for positive k, ch1([χk]1) coincides with the
Johnson Moser rotation number of the first gap of the Mathieu Hamiltonian.
We can use this together with Corollary 7.2 to determine an explicit image of
[χk]1 under Connes’ isomorphism. Let 0 6= k ∈ Etop. The C
∗-algebra generated
by χk is the algebra of continuous
2π
k
-periodic functions. This algebra is the same
as C 2π
k
Z(R) and it is a subalgebra of CT (R
d). Its K1-group is generated by [χk]1.
By naturality of the Connes’ isomorphism φ1α(χk) is determined by its image in
K0(C 2π
k
Z(R)⋊αR). Let P (HM) be the spectral projection ofHM onto its first band.
2up to a normalisation factor 2




∼= Z the tracial state τ∗ must be injective on K0(C 2π
k
Z(R)⋊α
R). We just saw that τ∗([P (HM)]0) =
|k|
2π
. By Corollary 7.2 |k|
2π
is a generator of
the gap labelling group associated to T = 2π
k
Z. Hence [P (H)]0 is a generator of
K0(C 2π
k
Z ⋊α R) so that
φ1α([χk]1) = sign(k)[P (HM)]0.
8. When is the Gap-Labelling group determined by the
topological Bragg spectrum?
Now that we have defined a group homomorphism from ΛdEtop to Gap we ask
the question when this homomorphism is surjective? For brevity we call this
homomorphism the Bragg to Gap map.
If the dimension is at most 3 and T has finite local complextiy (and there is no
external magnetic field3) then the gap-labelling theorem tells us that GapT must be
the frequency module of T . This can be employed to calculate GapT and Gap in a
variety of situations, as for instance for substitution tilings and for almost canonical
cut and project patterns. In both cases all dynamical eigenvalues are topological
and, in particular for cut and project patterns ΛdEtop is easy to compute, see, for
instance, [31]. In the latter case the question after the surjectivity comes down
to calculating the volumes of acceptance domains. For substitution tilings, Gap
can be computed from the data of the substitution [30]. Explicit calculations show
that for Penrose tilings and for octagonal tilings, (2π)−d det(ΛdEtop) is a finite index
subgroup of GapT [27].
For one-dimensional systems one can say a little more. Using the isomorphism
between Ȟ1(ΩT ,Z) and K0(CT (R)⋊αR) and comparing (4) with Theorem 7.1 the






which has been analysed in [8]. Now Gap is the image of RS. Recall that RS ◦ ϕ
is injective. We therefore have two exact sequences with Ȟ1(ΩT ,Z) in the middle
0 → Etop
ϕ
→ Ȟ1(ΩT ,Z) → cokerϕ→ 0(5)
0 → kerRS → Ȟ1(ΩT ,Z)
RS
→ Gap→ 0(6)
A direct diagram chase shows that if RS ◦ϕ is also surjective, then both sequences
must split. Formulated in terms of K-theory this means that
K0(CT (R)⋊α R) ∼= Etop ⊕ ker τ∗
provided the Bragg to gap map is surjective.
The following result fits into this context. It applies to hulls ΩT of one-dimensional
substitution tilings. The reader can consult [2] for the precise definitions of the
3With constant external magnetic field the situation is more complicated, as the magnetic
field accounts for extra generators [14].
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involved substitution tilings and their associated notions. The hull ΩT of a sub-
stitution tiling can be directly defined, or as the Gelfand spectrum of CT (R
d) as
in Section 2.1, if we identify the tiling with the set of its boundary points.
Theorem 8.1 ([2]). Consider a one-dimensional primitive substitution tiling with
common prefix. Assume furthermore that the substitution is irreducible. Then RS
is injective. Moreover, if its dilation factor is a Pisot number then ϕ is surjective.
In particular, for a primitive irreducible substitution with common prefix, whose
dilation factor is a Pisot number, we have
(7) Etop ∼= K0(CT (R)⋊α R) ∼= Gap
and the Bragg to gap map is bijective. The Fibonacci tiling is the most prominent
example of such a substitution tiling.
It is also interesting to point out that a one-dimensional primitive substitution
tiling has a non-trivial group of eigenvalues if and only if the dilation factor is a
Pisot number [41]. So for primitive irreducible substitution tilings with common
prefix the only alternative to (7) is Etop = {0} and in this case the Bragg spectrum
does not give any information on the gap-labelling.
8.1. Example: the Thue-Morse solid. We end this section with an example
in which the Bragg to gap map is not surjective.
The Thue-Morse sequence represents the spatial structure of a one-dimensional
solid with two types of atoms A = {1, 1̄} which is obtained by the substitution
1 7→ 11̄, 1̄ 7→ 1̄1.
This is a primitive reducible Pisot-substitution with scaling factor 2. One fixed
point of this substitution can be recursively defined as follows: let s0 = 1 and
sn+1 = snsn
for n ≥ 0 where a1a2 · · · ak = ā1ā2 · · · āk and 1̄ = 1. This one-sided infinite symbolic
sequence is then completed to a two-sided infinite symbolic sequence (sn)n∈Z by
mirror reflection: s−n = sn−1. We now define the subsets
T1 = {n ∈ Z : sn = 1}, T1̄ = {n ∈ Z : sn = 1̄}
which model the spatial structure of the solid.
The gap-labelling group for this solid was computed by Bellissard [10]. In [8] one
can find the computation of the Bragg to gap map (on the level of cohomology)
together with the result, that the second of the above exact sequences (6) does
not split. Indeed, Etop is mapped under the Bragg to gap map into a subgroup of












: m ∈ Z, n ∈ N
}
= Gap
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For a generic choice of pattern equivariant potential all gaps allowed by the gap-
labelling group are indeed open. But it is interesting to observe that, for the tight
binding operator
Hλψn = ψn+1 + ψn−1 − 2ψn + λV (n)ψn
with V = δT1 − δT1̄ , the largest gaps are, at least for small λ, those with gap labels
which do not come from Etop [10]. This points out the question, what is the gap
opening mechanism for these gaps?
In early work predating the gap-labelling theorem of Bellissard, Luck presented
heuristic arguments for that a gap will open perturbatively in the spectrum of Hλ
at those values for k ∈ R̂ for which the scaling exponent








[36]. His arguments were based on the transfer map for Hλ and a perturbative
analysis of its associated Liapounov exponent. But Luck’s predictions are contra-
dicted by the gap-labelling theorem. In fact, there are infinitely many q ∈ N for
which β(1
q
) > −1 [6]. This shows the power of the gap-labelling theorem, namely
it gives us a selection rule on which gaps can open under perturbation. We are
not aware of any analytic arguments (not based on K-theory) which explain why
the gap at wave vector k = 1
3
opens while that at wave vector k = 1
5
can’t open.
Of course, as β(1
3
) is quite much bigger than β(1
5
) we could expect that the gap at
k = 1
3
to be larger than one at k = 1
5
, but the latter cannot open at all. The gap
opening mechanism for gaps with labels from outside of Etop remains mysterious.
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