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Abstract
Quantum information science strives to leverage the quantum-mechanical nature of
our universe in order to achieve large improvements in certain information processing
tasks. Such tasks include quantum communications and fault-tolerant quantum com-
putation. In this dissertation, we make contributions to both of these applications.
In deep-space optical communications, the mathematical abstraction of the bi-
nary phase shift keying (BPSK) modulated pure-loss optical channel is called the
pure-state channel. It takes classical inputs and delivers quantum outputs that are
pure (qubit) states. To achieve optimal information transmission, if classical error-
correcting codes are employed over this channel, then one needs to develop receivers
that collectively measure all output qubits in order to optimally identify the transmit-
ted message. In general, it is hard to determine these optimal collective measurements
and even harder to realize them in practice. So, current receivers first measure each
qubit channel output and then classically post-process the measurements. This ap-
proach is sub-optimal. We investigate a recently proposed quantum algorithm for
this task, which is inspired by classical belief-propagation algorithms, and analyze
its performance on a simple 5-bit code. We show that the algorithm makes optimal
decisions for the value of each bit and it appears to achieve optimal performance
when deciding the full transmitted message. We also provide explicit circuits for
the algorithm in terms of standard gates. For deep-space optical communications,
this suggests a near-term quantum advantage over the aforementioned sub-optimal
scheme. Such a communication advantage appears to be the first of its kind.
Quantum error correction is vital to building a universal fault-tolerant quantum
computer. An [[n, k, d]] quantum error-correcting code (QECC) protects k information
(or logical) qubits by encoding them into quantum states of n > k physical qubits such
that any undetectable error must affect at least d physical qubits. In this dissertation
iv
we focus on stabilizer QECCs, which are the most widely used type of QECCs.
Since we would like to perform universal (i.e., arbitrary) quantum computation on
the k logical qubits, an important problem is to determine fault-tolerant n-qubit
physical operations that induce the desired logical operations. Our first contribution
here is a systematic algorithm that can translate a given logical Clifford operation
on a stabilizer QECC into all (equivalence classes of) physical Clifford circuits that
realize that operation. We exploit binary symplectic matrices to make this translation
efficient and call this procedure the Logical Clifford Synthesis (LCS) algorithm.
In order to achieve universality, a quantum computer also needs to implement
at least one non-Clifford logical operation. We develop a mathematical framework
for a large subset of diagonal (unitary) operations in the Clifford hierarchy, and we
refer to these as Quadratic Form Diagonal (QFD) gates. We show that all 1- and
2-local diagonal gates in the hierarchy are QFD, and we rigorously derive their action
on Pauli matrices. This framework of QFD gates includes many non-Clifford gates
and could be of independent interest. Subsequently, we use the QFD formalism to
characterize all [[n, k, d]] stabilizer codes whose code subspaces are preserved under
the transversal action of T and T−1 gates on the n physical qubits. The T and T−1
gates are among the simplest non-Clifford gates to engineer in the lab. By employing
a “reverse LCS” strategy, we also discuss the logical operations induced by these
physical gates. We discuss some important corollaries related to triorthogonal codes
and the optimality of CSS codes with respect to T and T−1 gates. We also describe a
few purely-classical coding problems motivated by physical constraints arising from
fault-tolerance. Finally, we discuss several examples of codes and determine the
logical operation induced by physical Z-rotations on a family of quantum Reed-Muller
codes. A conscious effort has been made to keep this dissertation self-contained, by
including necessary background material on quantum information and computation.
v
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Chapter 1
Introduction
1.1 The Interplay of Revolutionary Theories
Twentieth century witnessed the development of three revolutionary scientific theories:
computer science, information theory, and quantum mechanics. Devices that perform com-
putations have a long history, starting between 2700-2300 BCE with the Sumerian Abacus
and continuing in the 1800s CE with the pioneering contributions of Charles Babbage and
Ada Lovelace for developing programmable machines. However, it was the contributions of
scientists such as Gottfried Leibniz, George Boole, Akira Nakashima, Claude Shannon, Alan
Turing, and John von Neumann that gave computer science the theoretical rigor required for
generality and scalability. Computer science concerns with studying computational tasks,
constructing deterministic or randomized algorithms for solving them, analyzing the time
and memory requirements for these algorithms, and optimizing the algorithms for such
resource complexity. These algorithms represent the underlying task using binary digits
(bits) at the most fundamental level, and all operations (or manipulations) involve binary
arithmetic. Computer scientists have classified computational tasks into complexity classes
such that tasks in the same class share similar resource requirements. Two prominent com-
plexity classes are “P” and “NP”. “P” is the set of all decision problems that can be solved
by a deterministic machine (algorithm) in polynomial time, i.e., in time that is polynomial
in the size of the problem. “NP” is the set of all decision problems whose solutions can
be (deterministically) verified in polynomial time, or equivalently that can be solved by a
non-deterministic machine (algorithm) in polynomial time. Although “P” is contained in
“NP”, it remains unknown if they are equal. Since problems in “NP” (outside “P”) do
not yet have an efficient (polynomial-time deterministic) algorithm, computer scientists are
1
always interested in more powerful (faster) ways to solve different tasks.
While computer science studies the manipulation of information to infer quantities of
interest, the realm of information theory concerns with the representation, storage and
reliable communication of information. Claude Shannon had studied the application of
Boolean algebra for designing efficient electrical circuits, consisting of relay contacts and
switch blades, that possess certain desired characteristics. As he himself recognized, his
1937 Master’s thesis on this work [Sha38] had immediate practical ramifications since auto-
matic telephone exchanges and industrial motor-control equipment often involved building
such complex electrical circuits. Later, during World War II, he studied the problem of
reliable communication amidst noise. This led to his celebrated 1948 papers on “A Math-
ematical Theory of Communication” [Sha48a, Sha48b], where he laid the foundation for
information theory. He established two coding theorems, one that characterized the limit
of data compression such that the data can be retrieved reliably, and the other that char-
acterized the maximum rate at which information can be transmitted reliably over a given
noisy channel. The former limit is the entropy of the data source, and the latter rate is the
capacity of the channel. He embraced the notion of a bit of information, and established
both these quantities to be measured in that unit. This single work forms the bedrock of
the design of all modern communication and data storage systems. Over these decades,
information theorists have been studying the fundamental limits in several communica-
tion settings, including in secure communications under the presence of eavesdroppers or
adversaries.
In his coding theorems, Shannon had established that one would have to effectively
encode and decode information in order to achieve the limits of data compression and reli-
able communication. Hence, coding theorists have been working on explicit constructions
of codes that achieve these fundamental limits asymptotically. From a practical perspec-
tive, they have also designed codes that enable retrievable compression of data and reliable
communication over noise with tolerable resource overheads. There are many computer sci-
entists who have made vital contributions to coding theory as well. Therefore, information
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and coding theory is an area that weaves together probability theory, statistics, discrete
mathematics, linear algebra and iterative algorithms in the pursuit of reliable storage and
communication of information. Since the representation of information is fundamental to
any information-theoretic analysis of it, alternative notions of the “bit” would give rise to
their own information theory. This realization firmly ties information theory to the physical
laws that govern the materials used to store information. Succinctly, it reinforces the fact
that information is physical.
Quantum mechanics is the most fundamental physical theory that explains the workings
of our world, and it has withstood (experimental) tests performed time and again in the
past century. The pioneers of this theory include Max Planck, Albert Einstein, Niels Bohr,
Erwin Schro¨dinger, C.V. Raman, Max Born, Werner Heisenberg, and Wolfgang Pauli. Ac-
cording to a postulate of quantum mechanics [NC10], a quantum system in a deterministic
state can be mathematically described by a (normalized) complex vector in a Hilbert space,
the so-called wave function. If there is uncertainty in the state of the system, then it is
represented as a “bag of states” that can be encapsulated into a density matrix. By the
other postulates, such a system undergoes a unitary evolution until being measured by the
environment or an observer. The evolution is governed by the Schro¨dinger equation and
the measurement is characterized by an observable, which is a self-adjoint (Hermitian) op-
erator. Most importantly, prior to the measurement the system might be in a superposition
of several states in the basis defined by the observable, but the measurement forces (or
collapses) the system into one of these basis states according to a probabilistic law. This
aspect of the theory is particularly counter-intuitive since in daily life we measure quantities
of macroscopic objects without tangibly changing its (macroscopic) state. In fact, Einstein
was very much bothered by this postulate and it led to one of his famous statements: “God
does not play dice”. However, several experiments have verified the quantification of this
measurement postulate which is called the Born rule. Thus, the process of measurement
connects the underlying quantum world to the perceived classical world.
By the postulates of quantum mechanics, the dimension of the Hilbert space grows
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exponentially in the number of quantum particles, or qubits (for “quantum-bits”), at hand.
Therefore, it is quite computationally challenging to study non-trivial quantum systems,
such as moderately large molecules, via classical computations. The ability to study such
systems could enable, among other things, discovery of better drugs for diseases and design
of better materials. So the acclaimed physicist Richard Feynman suggested in the 1980s
that perhaps a quantum-mechanical computer can be built and used to “simulate” other
quantum systems of interest. In order to be a general purpose machine, i.e., a universal
quantum computer, such a computer must be capable of preparing arbitrary quantum states,
applying any unitary operation, and measuring any observable on the final system state.
Such a machine would differ from a conventional computer because its fundamental building
block would be a qubit instead of a bit. While a bit strictly takes only two values 0 or 1,
the superposition property of quantum objects allows a qubit to be a mixture of 0 (|0〉) and
1 (|1〉). Furthermore, using quantum laws it is possible to entangle two qubits, which is a
way of introducing correlation between them beyond what is possible classically between
two bits. Such quantum properties have been exploited by scientists since the late 1980s to
(theoretically) demonstrate computational speedups beyond classical computers. Although
it is hard to exactly pin down the source of the computational power, superposition and
entanglement are thought to be vital for this purpose. Finally, the notion of the qubit
produces a new representation of information. Hence, scientists have also studied how these
quantum properties can be used to achieve higher rates of communication over quantum
channels than classically possible, i.e., quantum information theory.
This dissertation lies at the intersection of these three revolutionary theories. In
the communication setting, we demonstrate that a recently proposed quantum algorithm
based on classical belief-propagation can be used to achieve a communication advantage in
deep-space optical communications. In the computation setting, we address several ques-
tions concerning reliable universal quantum computation under the presence of noise in a
quantum-mechanical computer. We will first discuss some challenges in both these settings
before summarizing the contributions of this dissertation.
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1.2 Challenges in QIQC
The foundations of quantum information and quantum computation (QIQC) have been
laid out by appropriately adapting concepts from computer science and information theory
to quantum-mechanical laws. It must be emphasized that this is not merely a technical
exercise but requires a fundamental change in the way we think of storing, processing, and
communicating information. However, bringing quantum technologies to reality introduces
several theoretical and practical challenges. While the QIQC community has been contin-
uously addressing these challenges with ingenious ideas, several questions remain partly or
fully unsolved, which makes the field exciting to work in at this point of time. In partic-
ular, we will show later that some of these quantum-motivated questions give rise to new
self-contained coding problems that provide new avenues for classical coding theorists.
It is important to note that there have already been impressive practical demonstrations
of quantum technologies such as IBM’s publicly accessible quantum computers and Google’s
recent “quantum supremacy” experiment. In the latter, Google (and NASA) performed a
real experiment on their 53-qubit quantum computer and demonstrated a computational
advantage over classical computers [AAB+19]. The chosen task is related to sampling from
the output distribution of certain random circuits [AG19]. While the extent of the ad-
vantage has been disputed by IBM [PGN+19], this is widely considered to be a milestone
hardware demonstration. Hence, many people now believe that there are no fundamental
scientific obstructions to building a reliable universal quantum computer. In other words,
the challenges faced by the leading technologies today, e.g., trapped-ions and superconduct-
ing circuits, require advances in the way these systems are engineered, so that overheads
are minimized while reliability is ensured. We will briefly discuss a few of these challenges
that relate to this dissertation.
Building a quantum computer involves an intensive interdisciplinary effort between
physicists, engineers, computer architects, material scientists, and software developers.
From a device physics and engineering perspective, the components used to make the
computer remain quite noisy. For example, the technology of trapping ions in vacuum and
5
using their energy levels to form qubits is one of the leading strategies today for building
a reliable universal quantum computer. The operations on these qubits involve shining
lasers at them, individually and also in groups, to realize single-qubit and multi-qubit uni-
tary operations. However, due to imperfections in the control of the laser, there is always
some residual noise in these operations. This is just once source of error and there are
many such practical issues causing imperfections. The best error rates reported for this
technology today are about 10−4 for single-qubit gate errors and 10−3 for two-qubit gate er-
rors [BKGN+17, LLF+18], where error rates usually represent the diamond norm between
the ideal and actual gates. Measurement error rates usually lie between single-qubit and
two-qubit error rates. Such error rates limit the length of reliable computation that can
be performed in today’s systems. Moreover, these error rates are usually reported when
operations are performed in isolation with only those qubits involved in the gates being
present. In other words, when the systems are scaled and one attempts to perform gates
on different qubits and different pairs of qubits, the overall average gate error rates are
significantly higher. Experimentalists continue to address such issues in scaling, but the
advantage in ion-traps is that so far the qubits have all-to-all connectivity unlike technolo-
gies such as superconducting circuits [LMR+17]. This means that when circuits are mapped
from paper to the actual hardware, all gates are directly implementable and do not require
sophisticated mapping strategies that take into account limited qubit connectivity. As a
result, gate counts remain under control. On the other hand, operations in superconducting
circuits are much faster while qubit lifetimes (“coherence times”) are shorter. Moreover,
they are able to leverage the techniques developed for the highly mature silicon industry.
Hence, it remains to be seen which of these technologies prove to be preferable for truly
scalable and reliable quantum computing.
A computer that can implement arbitrarily long quantum circuits composed of arbitrary
state preparations, unitary operations and measurements, while being tolerant to errors in
all these components, is called a universal fault-tolerant quantum computer (UFTQC). In
order to build a UFTQC, it appears inevitable that the initial data need to be encoded in
6
a quantum error-correcting code (QECC), and all operations need to be performed on the
QECC fault-tolerantly. The basic idea in classical and quantum ECC is to add redundancy
to the raw data in order to protect against some of the many possible errors. An [[n, k, d]]
QECC encodes k logical (information) qubits into n physical qubits, and the smallest
undetectable (or troublesome) error acts on at least d of the n qubits. Stabilizer QECCs,
which are the quantum analogues of classical linear codes, and subsystem QECCs, which
generalize stabilizer codes, are the commonly used QECCs both in theory and practice. In
this dissertation, we mainly consider stabilizer codes.
For quantum computation, the celebrated threshold theorem states that if the noise in all
components of a quantum computer is below a certain threshold, then it is possible to make
a UFTQC out of the system by employing QECCs [KLZ96, Aha99]. The exact threshold
depends on the specific QECC strategy, and the leading approach is to use the surface
code which has a ≈ 1% threshold under circuit-level noise [WFSH09, WFH11, FMMC12].
While the error rates quoted above for ion-trap systems might appear well below this
threshold, recollect that scalability of the operations remains an important issue to be fully
addressed. The family of surface codes is defined on d×d 2D (square) lattices with nearest-
neighbor connectivity, which is convenient for practical realizations in limited connectivity
superconducting systems. However, surface codes form a [[2d2, 1, d]] family (or [[2d2, 2, d]]
depending on the construction), which means their rate is 1/2d2. This introduces a lot
of overhead physically per logical qubit. Moreover, since a UFTQC is not just a memory
device, one has to devise fault-tolerant schemes to perform a universal set of quantum
operations on the k logical qubits. While there is a large literature on fault-tolerant logical
operations for surface codes, the resulting resource overheads are too demanding for near-
term devices [FMMC12, Lit19]. Therefore, a broad and interesting open problem is to
devise a high-rate QECC family with growing distance, and then demonstrate universal
fault-tolerant quantum computation on it.
While we will not discuss the surface code much more in this dissertation, we will de-
scribe results that relate to systematically realizing logical Clifford operations on stabilizer
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QECCs. This can algorithmically aid in translating the search for fault-tolerant logical
operations on arbitrary stabilizer QECCs into a systematic algorithmic procedure. In this
process, we will show that symplectic matrices form a natural and convenient control plane
for quantum computation. We will emphasize that further research into the structure
of these matrices might prove very useful for algorithmic developments in compilers for
UFTQCs. We will also discuss some important results that we obtain for realizing logical
non-Clifford operations, which are harder to realize fault-tolerantly than logical Clifford op-
erations. Fault-tolerant realization of a generating set of logical Clifford operations and any
one logical non-Clifford operation enables universal fault-tolerant quantum computation.
On the communication front, the reproduction of a transmitted message at the receiver
requires the ability to reliably distinguish the received signals corresponding to different
messages. In classical communications, one implements detectors to convert the received
waveform into either a bit-stream (“hard information”) or a sequence of probabilities (“soft
information”), and subsequently processes them appropriately. For coded transmission,
to estimate the transmitted codeword (or message), soft decoders use the structure of the
error-correcting code to combine the soft information under the guidance of Bayes inference.
Most importantly, the received waveform is in a definite state that corresponds to, say, a
bit of information, and the detector essentially acts as a transducer that converts the
representation of the information. As a simple example, if “0” is encoded into a 0 Volt signal
over a time interval and “1” is encoded into a 5 Volts signal over a time interval, then the
detector simply converts 0V to “0” and 5V to “1”. However, for quantum communications
the received “waveform” could be a qubit that is in one of two non-orthogonal states, and
measurement collapses it into one of two definite states. Therefore, for non-trivial channels
the measurement itself introduces uncertainty. Hence, measuring each output qubit might
not be the best strategy for reliable communication.
Indeed, Carl Helstrom first calculated the optimal joint measurement on all received
qubits in order to optimally distinguish between two candidate messages [Hel69, HLG70].
In the case of more than two hypotheses states, the Yuen-Kennedy-Lax conditions [YKL75]
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provide a way to calculate such an optimal measurement that minimizes the probability of
error. However, none of these methods provide a systematic approach to decompose the
optimal measurement into a sequence of operations that can be performed in the lab. There-
fore, many schemes proposed in the literature for capacity-approaching communication or
minimum probability of error communication have decoders that remain as theoretical
constructs. In this dissertation we will discuss in length about a recently proposed quan-
tum algorithm that is inspired by the classical belief-propagation algorithm [Ren17]. This
algorithm appears to provide optimal decoding strategies for deep-space optical communi-
cations, while also having a systematic decomposition into lab operations. The advantage
here is that one might not need a UFTQC to construct this receiver. Instead, this is
an avenue for experimentalists where they might focus on reliably realizing a particularly
structured circuit to obtain a quantum advantage over state-of-the-art receivers. Hence,
this points to a near-term application for non-universal quantum computers that appears
to be the first instance of a practical quantum communication advantage. Other near-term
applications that have been explored in the literature include variational optimization for
logistics, metrology for high-precision measurements, quantum simulation for drug discov-
ery, and chemistry for nitrogen fixation.
1.3 Contributions of this Dissertation
The dissertation can be broadly split into two parts. The first part describes our results for
quantum communications and the second part discusses contributions to quantum compu-
tation. Now, we will briefly summarize each of these contributions.
The abstract model for the channel in deep-space optical communications, under the
binary phase shift keying (BPSK) modulation, is a classical-quantum (CQ) channel called
the pure-state channel. Renes recently proposed a quantum algorithm that generalizes the
classical belief-propagation (BP) algorithm to classical codes transmitted over the pure-
state channel [Ren17]. This algorithm uses qubits as messages and appears to be the first
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instance where the messages passed in a BP algorithm are not classical probabilities. This
makes the algorithm inherently quantum and distinguishes itself from past applications
of BP to quantum problems. However, simulation and analysis of this algorithm have
remained unexplored. In Chapter 3, we analyze this algorithm for a simple 5-bit code and
examine the density matrices involved in the process. Using these density matrices we
show that the algorithm provides optimal decisions for each bit value. It also appears to be
optimal in terms of decoding the entire transmitted codeword. To establish the latter, we
compared our calculated performance with the fundamental limit for this setting which can
only be calculated numerically [KGDdS15]. Since there are some small numerical differences
between this limit and the algorithm’s performance, we are still looking for a mathematical
proof to verify that the two are exactly the same (for deciding the transmitted codeword).
Currently, we verify our analysis using Monte-Carlo simulations.
The contributions to quantum computing are four-fold. First, synthesizing fault-tolerant
logical operations for stabilizer QECCs is a fundamental problem. The usual strategy is
to construct a universal set of logical operations via few gates that generate the (logical)
Clifford group and at least one non-Clifford gate. Several researchers have constructed fault-
tolerant logical Clifford gates for specific codes (or code families) by focusing on specific
properties of the code. For any stabilizer code, we instead devise a systematic algorithm
that can enumerate all physical Clifford circuits, up to an equivalence class, that realize
a given logical Clifford circuit [RCKP18a, RCKP19]. Our use of the binary symplectic
formalism for the Clifford group makes this algorithm efficient. We refer to this as the
logical Clifford synthesis (LCS) algorithm. The key advantage here is the generality of the
algorithm. This could make it useful in compilers for quantum computers, especially for
those that dynamically choose codes to adapt to the current qubit environment. While the
resulting circuits are not always fault-tolerant, we show that a better understanding of the
structure of symplectic matrices will lead us in that direction. Also, an implementation of
the algorithm is available at: https://github.com/nrenga/symplectic-arxiv18a.
Second, an important obstacle in generalizing the LCS algorithm to synthesize logical
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non-Clifford gates is the lack of a symplectic formalism for such operations. Thus, we
also extend the binary symplectic formalism for Clifford gates to an integer symplectic
framework that unifies a large class of diagonal unitaries [RCP19]. These diagonal unitaries
have entries that are power-of-2 roots of unity raised to a quadratic form in the variables
indexing the rows (or columns) of the unitary. We refer to these operators as quadratic
form diagonal (QFD) gates. The Clifford hierarchy of unitary operators was defined to
demonstrate universal quantum computation via quantum teleportation, given access to
some standard resources. We show that all 1- and 2-local diagonal gates in the hierarchy
are QFD. Since most operations performed in the lab are 1- or 2-local in some Pauli basis,
this allows us to unify them in a single framework, up to basis change operations such as the
Hadamard gate. Moreover, we characterize QFD gates by their action on Pauli matrices
under conjugation, since Pauli matrices form an orthonormal basis for all square matrices.
This characterization provides explicit formulae that might find several applications within
QIQC and we discuss a few in Section 6.4.
Third, it remains non-trivial to translate logical non-Clifford operations to physical
(non-Clifford) operations even by applying the QFD framework via (an extension of) the
strategy used in the LCS algorithm. Hence, we start by reversing our approach and trying
to understand when a physical operation preserves the code space of a given stabilizer code.
This is a necessary condition for such an operation to induce a non-trivial logical operation
on the encoded (logical) qubits. More specifically, utilizing the QFD framework, we devise
a systematic procedure for identifying when a given physical QFD (non-Clifford) gate pre-
serves the code space of a stabilizer code. In general, it appears difficult to characterize
the structure required in the stabilizer code for it to support an arbitrary fixed QFD gate.
However, when the QFD gate is a transversal pattern of T, T † and identity on the phys-
ical qubits of a stabilizer code, we have solved this problem completely [RCNP19]. This
is useful because the T gate is a standard choice for the non-Clifford gate that provides
universality when combined with all Clifford gates. From this solution, we also deduce new
self-contained classical coding problems, related to self-dual codes, that enable the construc-
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tion of stabilizer codes that support T gates [RSGP20a]. We also prove useful corollaries
related to triorthogonal codes and the optimality of Calderbank-Shor-Steane (CSS) type
stabilizer codes for T gates. These results address some important open questions in quan-
tum error correction. A partial extension to finer angle Z-rotations is also provided and
this leads to some interesting trigonometric problems. We also devise a family of quantum
Reed-Muller codes and characterize the logical operation induced by transversal finer angle
Z-rotations. Here, transversal means that the same Z-rotation is applied individually on
all physical qubits.
Lastly, we consider a popular approach to assess the quality of a real quantum computer
called randomized benchmarking [MGE12]. It involves applying a sequence of randomly
chosen gates to “twirl” the underlying noise channel into a depolarizing channel, which can
be thought of as the quantum analogue of the binary symmetric channel. For this to work,
the gates have to be chosen from a statistical ensemble of unitaries called a unitary 2-design.
Such a finite-sized ensemble matches the Haar measure on all unitaries up to the second
moment. There are many known randomized constructions for unitary 2-designs and one
systematic algberaic construction by Cleve et al. [CLLW16]. We examine the symmetries
of the classical Z4-linear Kerdock code by mapping it bijectively to a collection of graph
states, which form a special type of quantum stabilizer states. We use binary symplectic
matrices to show that the symmetries of the Kerdock code form a subgroup of the Clifford
group that is Pauli mixing [Web16]. This means that if any Pauli matrix is conjugated
by a randomly chosen symmetry element from the aforementioned group, then the result
is uniformly distributed over all Pauli matrices. Since Pauli mixing ensembles are known
to form unitary 2-designs, we effectively prove that the (Clifford) symmetries of the Z4-
linear Kerdock code form a unitary 2-design [CRCP19a]. Moreover, this design has an
almost optimal size and is isomorphic to the design of Cleve et al. while having a simpler
description. The connection to classical codes is new and we think that this might provide
opportunities to construct deterministic ensembles that form unitary t-designs for t ≥ 4,
since the Clifford group itself forms a unitary 3-design. As unitary t-designs are widely
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used in QIQC, such constructions have several applications. Furthermore, by combining
this with the LCS algorithm, we can systematically translate the physical unitary 2-design
into a logical unitary 2-design. This provides a concrete approach for logical randomized
benchmarking protocol [CGFF17]. A computer implementation of this design is available
at: https://github.com/nrenga/symplectic-arxiv18a. Due to space considerations,
we do not include this last contribution in the dissertation and instead refer the reader to
our detailed paper on this construction [CRCP19a].
1.4 From ECCs to QECCs and back: A Prelude
Until the 1990s, it was thought that noise would be the fundamental obstruction to building
a reliable quantum computer. This was because, just like for analog computers, one expects
that it is impossible to protect information against a continuous noise model. However,
Calderbank and Shor [CS96], and independently Steane [Ste96], devised a framework for
constructing quantum codes from classical error-correcting codes, and this construction is
now referred to as CSS codes (for their initials). CSS codes form an interesting subclass of
stabilizer codes [Got97, CRSS98]. The ingredients for the CSS construction are two classical
binary linear codes C1 and C2 with parameters [n, k1, d1] and [n, k2, d2], respectively, such
that C2 ⊂ C1. Let the dual codes of C1 and C2 be denoted by C⊥1 and C⊥2 , respectively. If
C⊥2 has minimum distance d⊥2 , then the construction yields a [[n, k1 − k2, d]] stabilizer code
CSS(C1, C2), where d ≥ min{d1, d⊥2 }. The key difference here is that the distance of the
code is defined with respect to a discretized set of Pauli errors. Ideally, this can be justified
by arguing that when syndromes are measured, the measurement collapses the state into
a Pauli “frame”. In other words, the true noise operation can be decomposed into a linear
combination of Paulis, which form an orthonormal basis, and the measurement projects
the state onto one of these terms. This is, however, not always true since we could still be
left with a residual error that is a sum of (fewer) Pauli terms. But it has been shown that
if the code can correct a discrete set of errors {Ei} then it can protect against any linear
combination of these errors [LB13, Section 2.6]. Thus, for many reasonable circumstances,
13
the CSS construction provides a systematic way to translate “good” classical codes (ECCs)
into “good” quantum codes (QECCs).
In classical error correction, “good” code families are usually characterized by high
rates, growing distance, and efficient close-to-optimal decoders. For quantum error correc-
tion, an additional requirement is the existence of fault-tolerant realizations of a universal
set of logical operators. This feature makes designing good QECCs more challenging and
introduces interesting trade-offs. It is well-known that CSS codes constructed out of classi-
cal self-orthogonal codes have a transversal implementation of the logical Clifford operators.
Here, transversal means that the physical operation splits into individual operations on the
code qubits or on pairs of corresponding code qubits in two different code blocks. In general,
implementing multi-qubit logical operations fault-tolerantly within a single code block is
challenging. It is also difficult to find fault-tolerant implementations of logical non-Clifford
operations. Inspired by this challenge, we will now describe a self-contained new classical
coding problem based on CSS codes. This is intimately related to realizing non-Clifford
logical operations fault-tolerantly via transversal T gates, as we explain later.
A CSS-T code is a CSS(C1, C2) code such that the following hold:
1. C2 is an even code, i.e., wH(x) ≡ 0 (mod 2) for all x ∈ C2, where wH(x) is the
Hamming weight of x.
2. For each x ∈ C2, there exists a dimension wH(x)/2 self-dual code in C⊥1 that is
supported on x, i.e., there exists Cx ⊆ C⊥1 s.t. |Cx| = 2wH(x)/2, Cx = C⊥x , and
z ∈ Cx ⇒ z  x (supp(z) ⊆ supp(x)), where supp(x) denotes the support of x.
A simple example that clarifies these conditions is as follows. Define C2 to be the [6, 1, 6]
repetition code and C1 to be the concatenation of three [2, 1, 2] repetition codes. Then it
is easy to see that the only non-trivial codeword in C2 is x = [1, 1, 1, 1, 1, 1], and C1 = C
⊥
1
is generated by z1 = [1, 1, 0, 0, 0, 0], z2 = [0, 0, 1, 1, 0, 0], z3 = [0, 0, 0, 0, 1, 1]. Hence, both of
the above conditions are satisfied and this determines a [[6, 2, 2]] CSS (or CSS-T) code.
A more non-trivial construction using Reed-Muller codes is as follows, which we elab-
orate on later. Set C1 = RM(r,m) and C2 = RM(r − 1,m) where m−13 < r ≤ m3 . As an
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example, let m = 6, r = 2. Since RM codes are defined by monomials, this means we have
6 binary variables x1, x2, . . . , x6, C2 is generated by all monomials of degree 0 or 1, and
C1 has additional generators corresponding to degree 2 monomials. Consider, for example,
the codeword in C2 that is the evaluation of the monomial x1. In this case we know that
C⊥1 = RM(m − r − 1,m) = RM(3, 6). Now consider the codewords in C⊥1 corresponding
to monomials x1, x1xi, x1xixj for i, j ≥ 2 and j 6= i. Since these are in the support of x1,
we can drop x1 and look at the monomial inside that support. This gives us monomials
of the form 1, x˜i = xi−1, x˜ix˜j = xi−1xj−1 that correspond to m − 1 = 5 variables. But
we immediately recognize that these monomials exactly generate the code RM(2, 5) that
is self-dual. Similar arguments can be made for all other codewords in C2 and hence this
construction gives a [[2m,
(
m
r
)
, 2r]] family of CSS-T quantum Reed-Muller codes.
Although we have a large CSS-T family with growing distance, we see that the rate
vanishes asymptotically. Hence, a major open problem here is to construct a [[n, k1 − k2, d]]
CSS-T family with constant rate, i.e., (k1 − k2)/n = Ω(1), and growing distance that is
ideally asymptotically linear as well, i.e., d/n = Ω(1). We think that there is much to be
gained here by leveraging the rich classical literature on self-dual codes [RS02, NRS06].
If such a family is found, then it would translate into tremendous resource savings for an
important subroutine called magic state distillation [BH12]. This protocol uses such codes
to distill “magic” states to perform fault-tolerant logical non-Clifford gates. Even outside
this protocol, a constant-rate CSS-T family might directly translate to an efficient UFTQC.
1.5 Organization of this Dissertation
Chapter 2 provides the essential background to describe our contributions to quantum
communications in Chapter 3. Chapter 4 expands on Chapter 2 and provides a detailed
discussion of the mathematical framework for quantum error correction. Chapters 5, 6,
and 7 discuss our contributions to quantum computation in the order described above.
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Chapter 2
Essentials of QIQC
2.1 Qubits and Density Matrices
A single qubit is represented by a unit vector in C2, the 2-dimensional complex vector
space [NC10]. The single-qubit computational basis is defined to be the standard basis:
|0〉 := e0 =
1
0
 , |1〉 := e1 =
0
1
 . (2.1)
So a single qubit can be written as |ψ〉 = α |0〉+β |1〉, where α, β ∈ C satisfy |α|2 + |β|2 = 1.
A system composed of n > 1 qubits resides in the Hilbert space CN , where N := 2n. The
computational basis for CN is {|v〉 = |v1〉 ⊗ |v2〉 ⊗ · · · ⊗ |vn〉 ∈ CN , vi ∈ {0, 1}}, where ⊗
denotes the Kronecker product. Observe that if each entry of the vector |v〉 is indexed by
a binary vector x ∈ Zn2 , then |v〉 ∈ CN is a standard basis vector with a 1 in the entry
indexed by x = v and zeros elsewhere. So an n-qubit system in state |ψ〉 can be written as
|ψ〉 =
∑
v∈Zn2
αv |v〉 , αv ∈ C, | 〈ψ|ψ〉 |2 =
∑
v∈Zn2
|αv|2 = 1, (2.2)
where 〈ψ| := |ψ〉† is the Hermitian (conjugate) transpose of the state |ψ〉, and 〈ψ|φ〉 repre-
sents the complex inner product between two states |ψ〉 and |φ〉, i.e, 〈ψ|φ〉 = 〈φ|ψ〉∗. Using
this inner product, the computational basis forms an orthonormal basis for CN . A state is
entangled if it does not decompose under the Kronecker product, e.g., (|00〉+ |11〉)/√2.
States such as above are commonly referred to as pure states because they represent
a system that is in a definitive state. When there is uncertainty in the state of a system,
it is generally represented as a “bag of states” {px, |ψx〉}, where |ψx〉 are pure states that
are not necessarily orthogonal and px is the probability that the system is in the state
|ψx〉. It is convenient to think of pure states as rank-1 matrices ρx := |ψx〉 〈ψx|. With this
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representation, the density matrix of the mixed state corresponding to the bag of states is
ρ :=
∑
x
px |ψx〉 〈ψx| ∈ CN×N . (2.3)
It is easy to verify that ρ is a Hermitian (or self-adjoint) operator with unit trace, because
the trace is linear and Tr(|ψx〉 〈ψx|) = Tr(〈ψx|ψx〉) = 〈ψx|ψx〉 = 1. It can be shown that ρ
is pure, i.e., ρ = |ψx〉 〈ψx| for exactly one x, if and only if Tr(ρ2) = Tr(ρ) = 1.
A useful interpretation of ρ is the following. Let X be a random variable that takes
values in {|ψx〉 〈ψx|}. Then ρ is the statistical expectation of this random variable X. Hence,
ρ does not correspond to a physical state but is the representation of our knowledge about
the system. So if an algorithm is analyzed by examining its action on the density matrix of
a system, then this is implicitly an “average case analysis”. Therefore, care must be taken
to differentiate this from the analysis for a given instance of the system, i.e., for a given
|ψx〉. This observation will be useful when we study the BPQM algorithm. Also note that
ρ does not uniquely represent a system. If ρ is not diagonal, then diagonalizing ρ yields a
new bag of states, consisting of its eigenstates, that gives rise to the same density matrix.
2.2 Basic Unitaries
Any reversible operation on a quantum system can be described by a unitary matrix [NC10].
The unitary group, UN , on n = log2(N) qubits is defined as
UN := {U ∈ CN×N : UU † = U †U = IN}, (2.4)
where U † is the conjugate transpose of U and IN is the N ×N identity matrix1. When a
unitary matrix U ∈ UN acts on a system described as a bag of states, the system evolves
as {px, U |ψx〉 〈ψx|U †}. Hence, the density matrix evolves as ρ 7→ UρU †. All unitaries U
can be decomposed into a sequence of standard single- and multi-qubit gates which we will
describe here. For more details on these operations, see [NC10].
1Henceforth, we might drop the subscript so that I represents the identity matrix of the appropriate
size in context.
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2.2.1 Single-Qubit Gates
The single-qubit Pauli operators are given by the Hermitian unitary matrices
I2 :=
1 0
0 1
 , X :=
0 1
1 0
 , Z :=
1 0
0 −1
 , Y := ıXZ =
0 −ı
ı 0
 , (2.5)
where ı :=
√−1. The eigenbasis of Z is the computational basis {|0〉 , |1〉}, the eigenbasis
of X is the conjugate basis {|+〉 , |−〉}, and the eigenbasis of Y is
{ |0〉+ı|1〉√
2
, |0〉−ı|1〉√
2
}
, where
|+〉 := |0〉+ |1〉√
2
, |−〉 := |0〉 − |1〉√
2
. (2.6)
The normalized Pauli matrices, 1√
2
{I2, X, Z, Y }, form an orthonormal basis for all 2 × 2
matrices under the Frobenius inner product 〈A,B〉F := Tr(A†B).
The Hadamard gate, H (or sometimes H2 to emphasize that it is on a single qubit),
is the change-of-basis operator on C2 between the computational and conjugate bases, i.e.,
HXH† = Z, HZH† = X and H = H†. The Phase gate, P , fixes the computational basis
and maps X 7→ Y under conjugation. The “T” gate, also called the “pi/8” gate, also fixes
the computational basis but maps X 7→ (X + Y )/√2. These are defined by the matrices
H :=
1√
2
1 1
1 −1
 , P :=
1 0
0 ı
 = √Z, T :=
1 0
0 eıpi/4
 ≡ exp(−ıpi
8
Z
)
, (2.7)
where for the last equivalence we have ignored the global phase e−ıpi/8 that is undetectable
by any measurement in quantum mechanics. As claimed above, these matrices satisfy
HXH† = Z, HZH† = X, PXP † = Y, PZP † = Z = TZT †, TXT † =
X + Y√
2
= e
−ıpi
4 Y P.
(2.8)
We will derive the relations for the T gate more systematically in Chapter 6. It is easily seen
that H and P can be used to derive all Pauli matrices: P 2 = Z,HZH† = X,PXP † = Y .
In fact the Clifford group on a single qubit is generated by H and P , and up to global
phases it is a finite (quotient) group with 24 elements. Moreover, H and T can be used
to approximate any single-qubit unitary U up to any precision. More precisely, given any
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unitary U ∈ U2 and precision  > 0, there exists a finite sequence of unitaries U1, U2, . . . , Um
with Ui ∈ {H,T} such that the error, in terms of the operator 2-norm, is
E (U,Um · · ·U1) := max|ψ〉 ‖(U − Um · · ·U1) |ψ〉‖2 = ‖U − Um · · ·U1‖2 < . (2.9)
Using this definition of error it can be shown that both U and UmUm−1 · · ·U1 approximately
produce the same measurement statistics after operating on any input state [NC10]. Fur-
thermore, if we intend to apply a sequence of unitaries V1, V2, . . . , Vm but only perform
their respective approximations U1, U2, . . . , Um in practice, then the error grows at most
additively [NC10, Section 4.5.3]:
E(VmVm−1 · · ·V1, UmUm−1 · · ·U1) ≤
m∑
i=1
E(Vi, Ui). (2.10)
Note here that, when the sequence of operations is V1, . . . , Vm in that order, the overall
unitary matrix is calculated as VmVm−1 · · ·V1 since the matrix acts to its right on the input
state. These observations about the error also generalize to the multi-qubit case.
2.2.2 Multi-Qubit Gates
For n qubits, the Pauli group consists of Kronecker products of n single-qubit Paulis with
overall phases ıκ, where κ ∈ {0, 1, 2, 3}. As in the n = 1 case, the (normalized) Hermitian
elements in the group form an orthonormal basis for all N ×N matrices under the Frobe-
nius inner product. Similarly, the Hadamard, Phase, and T gates on different qubits are
constructed via Kronecker products, and these qubit indices are denoted in subscripts, e.g.,
H1, P2, T3. The n-qubit Clifford group is formally defined as the normalizer of the Pauli
group inside the group of all unitaries, UN . We will delve into more details about these
groups in Chapter 4. This Clifford group is generated by H,P and either the Controlled-X
(CX) or Controlled-Z (CZ) gates on arbitrary (pairs of) qubits. They are defined as
CX1→2 := |0〉 〈0|1 ⊗ I2 + |1〉 〈1|1 ⊗X2, CZ12 := |0〉 〈0|1 ⊗ I2 + |1〉 〈1|1 ⊗ Z2. (2.11)
Let us examine the action of these gates on the 2-qubit computational basis. If a, b ∈ {0, 1},
CX1→2 (|a〉1 ⊗ |b〉2) = |a〉1 ⊗ |a⊕ b〉2 , CZ12 (|a〉1 ⊗ |b〉2) = (−1)ab |a〉1 ⊗ |b〉2 . (2.12)
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Here, ⊕ denotes addition modulo 2. Therefore, the CX gate is more commonly called the
Controlled-NOT (CNOT) gate. In this form, the first qubit is called the “control” and
the second qubit is called the “target”. Observe that swapping the control and target
for CZ introduces no difference but swapping them alters the action of the CX gate non-
trivially, i.e., CX2→1 6= CX1→2 while CZ12 = CZ21. When we have an input state that is a
superposition of computational basis states (of the form |a〉⊗ |b〉), then the aforementioned
CNOT rule is applied linearly to each basis state in the superposition.
For brevity, we will use the following equivalent notations for states and operators:
|u〉 ⊗ |v〉 = |u〉1 |v〉2 = |u, v〉 = |uv〉 , Ai ⊗Bj ⊗ Ck = AiBjCk, (2.13)
where the subscripts 1, 2 represent qubit indices and each of i, j, k potentially represents a
subset of qubits. For example, we usually write X1 ⊗ CZ23 ⊗ P4 = X1 CZ23 P4.
It can be verified that CX and CZ satisfy the identity (I1⊗H2) CX1→2 (I1⊗H2) = CZ12.
The CX and CZ gates can also be defined by their action on Pauli matrices as follows.
CX1→2 (X1 ⊗ I2) CX†1→2 = X1 ⊗X2, CZ12 (X1 ⊗ I2) CZ†12 = X1 ⊗ Z2 (2.14)
CX1→2 (I1 ⊗X2) CX†1→2 = I1 ⊗X2, CZ12 (I1 ⊗X2) CZ†12 = Z1 ⊗X2 (2.15)
CX1→2 (Z1 ⊗ I2) CX†1→2 = Z1 ⊗ I2, CZ12 (Z1 ⊗ I2) CZ†12 = Z1 ⊗ I2 (2.16)
CX1→2 (I1 ⊗ Z2) CX†1→2 = Z1 ⊗ Z2, CZ12 (X1 ⊗ I2) CZ†12 = I1 ⊗ Z2. (2.17)
In circuit notation, these standard single- and two-qubit gates and their identities are given
in Table 2.1. It is also convenient to expand CX and CZ into their full matrix form:
CX1→2 :=

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

, CZ12 :=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

. (2.18)
Henceforth, just as we mentioned for the identity earlier, we might drop the subsystem
indices when using CX and CZ unless, e.g., if the control and target are swapped for
CX. The gate set {H,T,CX}, or equivalently {H,T,CZ}, can be used to approximate any
n-qubit unitary with arbitrary precision  in the operator norm, similar to the n = 1 case.
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Two standard 3-qubit gates that are sometimes convenient to use are:
CCX :=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

, CCZ :=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1

. (2.19)
These are called the Controlled-Controlled-X (CCX) and Controlled-Controlled-Z (CCZ)
gates, and CCX is commonly called the Toffoli gate. Their actions can be written as
CCX |a, b, c〉 = |a, b, c⊕ ab〉 , CCZ |a, b, c〉 = (−1)abc |a, b, c〉 . (2.20)
Hence, CCX flips the third qubit if and only if the first two qubits are 1. As mentioned
before for CX and CZ, when the input is a superposition of computational basis states, the
gates act linearly on each basis state, e.g., CCX (|000〉+ |111〉)/√2 = (|000〉+ |110〉)/√2.
It is well-known that the CCX gate itself is universal for classical computation. In circuit
notation these are denoted as CCX ≡ and CCZ ≡ .
Finally, note that any controlled unitary or inversely controlled unitary is written as
C-U := |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ U, Ci-U := |0〉 〈0| ⊗ U + |1〉 〈1| ⊗ I = X1 C-U X1. (2.21)
Extending this, a coherently controlled unitary can be decomposed as
U =
∑
x∈{0,1}m
Ux ⊗ |x〉 〈x| =
∏
x∈{0,1}m
[
Ux ⊗ |x〉 〈x|+ I ⊗ (I2m − |x〉 〈x|)
]
, (2.22)
where I is the identity operator of the same size as Ux. Hence, if we can perform m-
controlled unitaries Cm-Ux’s, that are controlled on x = [1, 1, . . . , 1], then each of the
component gates in the above product can be obtained by “sandwiching” appropriate Pauli
X gates, similar to Ci-U above where we had m = 1.
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(a) X H = H Z Z H = H X
(b) X P = P Y Z P = P Z
(c) X T = T e−ıpi/4Y P Z T = T Z
CX :
X
≡ CZ :
Z
≡
(d)
X
=
X
X
X = X
Z
(e)
X
=
X X
= Z
X
(f)
Z
=
Z Z = Z
(g)
Z
=
Z
Z Z
=
Z
(h)
X
Z
=
−Y
Y
X
X
= Y
Y
Table 2.1: Commonly used identities for the standard gates. Also note that
(I2⊗H) CX (I2⊗H) = CZ. Circuits are drawn using the “Quantikz” package [Kay18].
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2.3 Measurements
A generalized measurement is described by a set of measurement operators {Mi} that
satisfy the completeness relation
∑
iM
†
iMi = I, where I is the identity operator [NC10]. If
a generalized measurement is performed on a system, and the result of the measurement is
i, then the resulting bag of states is given by
{px, |ψx〉} 7−→
px|i, ∣∣ψix〉 := Mi |ψx〉√〈ψx|M †iMi |ψx〉
 . (2.23)
If the initial state was |ψx〉 then the probability of measuring output i is given by pi|x :=
〈ψx|M †iMi |ψx〉, and the post-measurement state is
∣∣ψix〉. Hence, we can calculate
px|i =
px · pi|x∑
x px · pi|x
=
px · 〈ψx|M †iMi |ψx〉∑
x px · 〈ψx|M †iMi |ψx〉
=
px · 〈ψx|M †iMi |ψx〉
Tr
[
M †iMiρ
] . (2.24)
Therefore, given measurement result i, the density matrix evolves as
ρi =
∑
x
px|i
∣∣ψix〉 〈ψix∣∣ = ∑
x
px · 〈ψx|M †iMi |ψx〉
Tr
[
M †iMiρ
] Mi |ψx〉 〈ψx|M †i
〈ψx|M †iMi |ψx〉
=
MiρM
†
i
Tr
[
M †iMiρ
] , (2.25)
and the total probability of obtaining measurement result i is pi = Tr
[
M †iMiρ
]
.
A projective measurement is described by a set of projection operators {Πi} such that
0 ≤ Πi ≤ I,Π2i = Πi,ΠiΠj = δijΠi and
∑
i Πi = I, where I is the identity operator [NC10].
For projective measurements the post-measurement states and probabilities simplify as
pi|x = 〈ψx|Πi |ψx〉 ,
∣∣ψix〉 = Πi |ψx〉√〈ψx|Πi |ψx〉 , pi = Tr [Πiρ] , ρi = ΠiρΠiTr [Πiρ] . (2.26)
Equivalently, such a measurement can be described by a single observable O, which is a
self-adjoint (Hermitian) operator. In this case, the projectors in the measurement are taken
to be the projectors onto each eigenspace of O with a distinct eigenvalue. For example,
if we measure a single qubit in the computational basis, then the observable is Z and the
projectors are {|0〉 〈0| , |1〉 〈1|}. The measurement results in this case are usually taken to be
0 and 1. Similarly, if we measure in the conjugate basis, then the observable is X and the
projectors are {|+〉 〈+| , |−〉 〈−|}. The measurement results in this case are usually taken to
be + and −. In this dissertation we will mostly consider measurement in these two bases.
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In circuits, Z and X measurements are denoted as shown below.
0/1
|ψ〉
0/1
|ψ〉
+/−
|ψ〉
+/−
|ψ〉 (2.27)
The double line indicates that the result is just the classical measurement value that can
then be used to classically control future operations. In this case the post-measurement
state, i.e., just the qubit being measured, is implicitly discarded. Whenever we perform
future operations on the post-measurement state, we use the second and fourth forms above
(resp. for Z and X measurements) as single lines (wires) always indicate qubits. Since the
Hadamard gate swaps the Z and X bases, the following identity automatically holds.
+/−
|ψ〉 =
0/1
|ψ〉 H H
(2.28)
In many situations, we might only measure a system at the end of an experiment
(circuit) so that we do not care about the post-measurement state. However, we would still
like to know the probability of different outcomes under the given measurement. Consider
once again measurement operators {Mi} on an input state ρ so that the probability of
outcome i is given by pi = Tr
[
M †iMiρ
]
. If we define M˜i := M
†
iMi, then it can be verified
that M˜i is positive (for all i) such that
∑
i M˜i = I and pi = Tr
[
M˜iρ
]
. Hence, the set
of operators {M˜i} suffices to determine the probabilities of different outcomes. This set
is called a POVM (Positive Operator-Valued Measure) and its elements are called POVM
elements [NC10]. By this terminology, the POVM for measuring Z is {|0〉 〈0| , |1〉 〈1|} and
the POVM for measuring X is {|+〉 〈+| , |−〉 〈−|}.
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Chapter 3
A Quantum Communication Advantage
Message-passing algorithms are classical methods that are used to efficiently compute cer-
tain quantities related to problems defined on graphs1. They work by passing messages
between nodes of the graph. For example, these algorithms have been successfully used for
statistical inference, optimization, constraint-satisfaction problems and the graph isomor-
phism problem among several other applications [YFW03, YFW05, GJ07, LMP08, DMM10,
BM11, Yed11, Man17]. In particular, belief-propagation (BP) is a message-passing algo-
rithm for efficiently marginalizing joint probability density functions in statistical inference
applications. The algorithm derives its name from the fact that the messages used by BP
are “local” probabilities or “beliefs”. An application of BP that is relevant to this chapter
is the decoding of classical linear codes by calculating the posterior bitwise marginals given
the outputs of the (classical) channel [RU08]. It is well-known that BP exactly performs
the task of optimal bitwise maximum-a-posteriori (bit-MAP) decoding in cases where the
factor graph for the code is a tree. However, since codes with tree factor graphs have
poor minimum distance [RU08], BP is often applied to codes whose factor graphs have
cycles, e.g, low-density parity-check (LDPC) codes. Although BP does not compute the
exact marginals in such cases, it is computationally efficient and usually performs quite
well. In fact, it has been proven that BP achieves the optimal MAP performance for
spatially-coupled LDPC codes on the binary erasure channel [KRU11] and binary memo-
ryless symmetric channels [KRU13, KYMP14].
Given the success of BP, it is natural to ask if it can be generalized to the quantum
setting and employed to perform optimal and efficient inference. Consider the problem
of distinguishing the outputs of a quantum channel where it is well-known that the error
1Part of this work has been accepted to the 2020 IEEE International Symposium on Information
Theory [RSGP20b].
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probability is minimized by the joint Helstrom measurement on all the outputs of the chan-
nel [Hel69, HLG70]. Such a collective measurement enhances the capability to distinguish
transmitted codewords beyond the performance achievable by optimal single symbol mea-
surements followed by optimal classical processing. This in turn translates to a significant
increase in the classical communication capacity over the channel. Indeed, for a binary
modulation alphabet, e.g., BPSK optical coherent states, the ratio of C∞ (Holevo capac-
ity) to C1 (capacity attained with symbol by symbol measurements) approaches infinity at
low mean photon number per mode (i.e., overlap between the states close to 1) [GW12].
The optimal Helstrom measurement can be calculated mathematically using the Yuen-
Kennedy-Lax (YKL) conditions [YKL75, KGDdS15], but this can still be computationally
challenging. Even in cases where it is possible to compute this measurement, it can be hard
to translate the mathematical description into a physical receiver design. Therefore, it is
of significant practical interest to find an efficient and physically realizable detector whose
performance is close to optimal.
Renes [Ren17] recently proposed a quantum generalization of BP by considering the
transmission of a classical code over a specific classical-quantum (CQ) channel called the
pure-state channel. The inputs to this channel are classical bits and the outputs are (tensor
products of) qubits that are modulated by the input bits. The pure-state channel model
captures the characteristics of the binary phase shift keying (BPSK) modulated pure-loss
optical channel that manifests in deep-space optical communications [GW12]. Renes’ algo-
rithm is well-defined on a tree factor graph and works by passing qubits and classical infor-
mation between nodes of the graph. In the past, there have been other works that discuss
“quantum belief-propagation” algorithms [Has07, LP08]. But, as emphasized in [Ren17],
all of them employ classical BP to quantum problems where, for example, the goal might
be to compute the marginals of quantum states. Therefore, Renes’ algorithm appears to
be the first BP algorithm that works by passing quantum messages over a factor graph.
Since “quantum belief-propagation” already refers to a different algorithm in the litera-
ture [LP08], we will refer to Renes’ algorithm as belief-propagation with quantum messages
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(BPQM).
In [Ren17], the first step in developing BPQM was to interpret the BP message com-
bining operations at nodes as “channel combining” rules that execute a local inference
procedure. This perspective on the BP node updates has close connections to the channel
combining operation defined by Arikan for polar codes [Arı09]. The second step was to
appropriately generalize these channel combining rules by considering the messages to be
qubit density matrices. These rules give a description of the channel that gets induced at
each node when (qubit) messages arrive at it. Finally, the third step was to define appro-
priate unitary operations at the nodes, which process the output of the induced channels
and provide the necessary messages to be passed on to the next nodes. While this approach
provides a natural way to extend classical BP to the quantum setting in a precise mathe-
matical fashion, the goal of BPQM remains unclear. This is because, unless we measure the
output of the channel, we do not “observe” the received signal in the quantum case, unlike
the classical setting. Therefore, there does not seem to be a clear definition of a posterior
distribution that can then be “marginalized” by BPQM, to retain the spirit of BP.
On the other hand, from a practical standpoint, BPQM distinguishes itself from algo-
rithms that achieve only the C1 capacity by passing quantum messages between nodes of
the factor graph. This enables it to behave like a legitimate joint measurement, and poten-
tially perform better than symbol-by-symbol measurements followed by optimal classical
processing such as block-MAP decoding. Since BPQM has explicitly defined messages and
rules for combining them at nodes of the graph, it can potentially be transformed into a
physically realizable (optical) quantum receiver circuit. Leveraging the work on “cat basis”
quantum logic, we can translate the single- and two-qubit gates of BPQM on qubits into
operations in the span of coherent states |α〉 and |−α〉 [RGM+03, GNM+04]. However,
BPQM has not been transformed into a circuit composed of elementary single- and two-
qubit gates, even at the level of qubits. Also, there has not been any work that discusses
the performance of BPQM and compares it to that of optimal quantum processing as well
as symbol-by-symbol detection followed by optimal classical processing.
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The main purpose of this work is to provide a deeper look into BPQM, both into its se-
quence of operations and into its performance, and identify some of the important problems
that need a detailed investigation. We begin by explaining BP with the example of a 5-bit
linear code, and then develop the aforementioned perspective of BP that is particularly
useful to understand the quantum generalization. Subsequently, we discuss BPQM using
the same example on the pure-state channel, and provide circuits for implementing BPQM.
In particular, through our analysis, we introduce a coherent rotation to be performed after
decoding bit 1, which is new and not part of Renes’ original BPQM scheme. This might be
important in generalizing BPQM to more general codes than the specific example consid-
ered here. We explicitly provide the quantum state density matrices that characterize the
performance of BPQM for this example code. For decoding bit 1, we even derive an ana-
lytical expression for the BPQM success probability. The benchmark for decoding each bit
is the performance of the Helstrom measurement that optimally distinguishes the density
matrices corresponding to the two values of the bit. Here we show that BPQM is optimal
for deciding the value of each of the 5 bits. We plot the performance curves for the following
strategies in Fig. 3.1 to ascertain the “global” performance of BPQM for the 5-bit code in
terms of block (codeword) error rates rather than the individual bit error rates.
(a) Collective (optimal) Helstrom measurement on all channel outputs corresponding to
the transmitted codeword.
(b) BPQM on all channel outputs corresponding to the transmitted codeword.
(c) Symbol-by-symbol (optimal) Helstrom measurement followed by classical (optimal)
block-MAP decoding.
(d) Symbol-by-symbol (optimal) Helstrom measurement followed by classical BP.
Note that for the last two schemes, classical processing is performed essentially on the
binary symmetric channel (BSC) induced by measuring each qubit output by the pure-
state channel. Our implementation of the BPQM algorithm for the 5-bit code is available
at https://github.com/nrenga/bpqm.
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Figure 3.1: The overall block error rate of BPQM along with those of quantum
optimal joint Helstrom, symbol-by-symbol Helstrom followed by classical optimal
block-MAP, and symbol-by-symbol Helstrom followed by classical BP.
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As we expect, the block error probabilities are in increasing order from (a) through (d).
The plot shows that BPQM is strictly better than MAP and even as good as the optimal
joint Helstrom measurement on the outputs of the channel. This is an important result be-
cause, it demonstrates that if we can construct a receiver for BPQM then it will outperform
any known physically realizable receiver for this channel. Therefore, BPQM provides a dif-
ferent kind of “quantum advantage” over classical processing than the commonly discussed
applications in the literature, which usually involve speeding up a classical algorithm using
quantum phenomena. We provide more detailed observations at the end of Section 3.5.4.
3.1 Pure-State Classical-Quantum Channel
Classical-quantum (CQ) channels are defined by the density matrix of the observation given
each classical input. The output density matrix of the pure-state channel, for classical inputs
x ≡ |x〉 〈x| , x ∈ {0, 1}, is given by
W (x) := |θ〉 〈0| · |x〉 〈x| · |0〉 〈θ|+ |−θ〉 〈1| · |x〉 〈x| · |1〉 〈−θ| (3.1)
= 〈x|0〉 · |θ〉 〈θ|+ 〈x|1〉 · |−θ〉 〈−θ| (3.2)
= |(−1)xθ〉 〈(−1)xθ| , (3.3)
|±θ〉 := cos θ
2
|0〉 ± sin θ
2
|1〉 . (3.4)
Every quantum channel E can be expressed through its action on an input density matrix ρ
by E(ρ) = ∑iAiρA†i , where the complex matrices Ai are called Kraus operators and satisfy
the completeness relation
∑
iA
†
iAi = I, where I is the identity operator. Hence, the Kraus
operators for the pure-state channel can be taken to be M0 = |θ〉 〈0| ,M1 = |−θ〉 〈1|. If the
input system to W is denoted by X and the output system by B, then the joint density
matrix ρXB that characterizes the entropic quantities for this channel is given by
ρXB := q · |0〉 〈0|X ⊗ |θ〉 〈θ|B + (1− q) · |1〉 〈1|X ⊗ |−θ〉 〈−θ|B , (3.5)
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where q is the prior probability for input x = 0. The joint entropy [Wil13] for XB is
H(XB)ρ = H(X) +
∑
x∈{0,1}
pX(x)H(ρ
(x)
B ) (3.6)
= h2(q) + q ·H(|θ〉 〈θ|B) + (1− q)H(|−θ〉 〈−θ|B) (3.7)
= h2(q), (3.8)
where h2(q) = −q log2(q) − (1 − q) log2(1 − q) (bits) is the binary entropy function and
H(|θ〉 〈θ|B) = H(|−θ〉 〈−θ|B) = 0 since the states are pure. Therefore, the quantum mutual
information for the pure-state channel is the symmetric Holevo information [Wil13]
I(X;B)ρ := H(X)ρ +H(B)ρ −H(XB)ρ (3.9)
= h2(q) +H(ρB)− h2(q) (3.10)
= H (q · |θ〉 〈θ|B + (1− q) · |−θ〉 〈−θ|B) . (3.11)
The ultimate Holevo capacity for this channel in the asymptotic limit of a large number of
channel uses is C∞(W ) := maxq∈[0,1] I(X;B)ρ = maxq∈[0,1] H(ρB) (per use of the channel).
Since this channel is equivalent to the BPSK (binary phase shift keying) modulated pure-
loss optical channel [GW12], it is known that the maximum occurs at q = 1/2. Hence
C∞(W ) = H
(
1
2
· |θ〉 〈θ|B +
1
2
· |−θ〉 〈−θ|B
)
= h2
(
cos2
θ
2
)
= h2
(
1 +
√
F (W )
2
)
,
(3.12)
where the fidelity of the channel is F (W ) := | 〈θ| − θ〉 |2 = cos2 θ, cos θ = 2 cos2 θ2 − 1, and
the subscript “∞” indicates that one might need collective (or joint) measurements on all
channel outputs to achieve capacity [GW12].
3.2 Helstrom Measurement and its Difficulty
If, instead, we performed the optimal measurement at the output of each use of the channel,
i.e., for each code bit sent through W , then this would induce a BSC(Pmin) with Pmin =
(1−√1− F (W ))/2, which is the minimum probability of error to distinguish between the
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states {|θ〉 , |−θ〉}. The Helstrom measurement [Hel69, HLG70] to optimally distinguish
between two density matrices ρ0 and ρ1 is defined by the projectors {ΠHel, I−ΠHel}:
ΠHel :=
∑
i : λi≥0
|ψi〉 〈ψi| , (ρ0 − ρ1) |ψi〉 = λi |ψi〉 . (3.13)
For the pure state channel, it is easy to calculate that ρ0−ρ1 = |θ〉 〈θ|−|−θ〉 〈−θ| = sin θ ·X
so that the Helstrom measurement is projecting onto the Pauli X basis, i.e., the projectors
are {|+〉 〈+| , |−〉 〈−|}. In practice, the Dolinar receiver [Dol73] for the BPSK modulated
pure-loss optical channel induces this BSC(Pmin) [GW12]. If we implemented a classical
optimal (block-MAP) decoder on this induced BSC, then the capacity that is attainable is
C1(W ) = 1− h2(Pmin), where the subscript “1” indicates that we are performing symbol-
by-symbol measurements and not a collective measurement. It can be easily checked that
C1(W ) C∞(W ), and classical-quantum polar codes equipped with a quantum successive-
cancellation decoder close this gap [GW12, WG13]. However, the optimal decoder for CQ
polar codes is hard to realize in the lab. Hence, an interesting open problem is to analyze
how much of this gap is closed by BPQM because it can be mapped into a “successive-
cancellation-type” decoder as discussed in [Ren17]. In fact, we will see that BPQM has a
successive-cancellation flavor by definition.
3.3 Classical Belief-Propagation (BP)
3.3.1 Decoding Linear Codes Using BP
An [n, k, d] binary linear code C can be defined by a binary parity-check matrix H as follows:
C := {x ∈ {0, 1}n : HxT = 0T , H ∈ {0, 1}(n−k)×n}. (3.14)
Such a code encodes k message bits into n code bits, and the minimum Hamming weight
of any codeword x ∈ C is d. Consider the [5, 3, 2] code, still denoted as C, defined by
H :=
1 1 1 0 0
1 0 0 1 1
 . (3.15)
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W1
x1
c1
x2
W2
x3
W3
c2
x4
W4
x5
W5
H =

x1 x2 x3 x4 x5
c1 1 1 1 0 0
c2 1 0 0 1 1

Figure 3.2: Factor graph and parity-check matrix for the 5-bit linear code C.
A factor graph (FG) for a linear code is a bipartite graph where the bits (variables) are
represented by circle nodes and the checks (factors) are represented by square nodes. The
FG representation of (the above definition of) C is shown in Fig. 3.2, where c1 and c2
represent the two parity checks on the 5 bits of each codeword in C. Observe that every
linear code has multiple associated parity-check matrices, each of which forms a generator
matrix for its dual code. Hence, the FG representation of a code depends on the chosen
parity-check matrix.
A discrete memoryless channel is represented as W and is defined by the channel tran-
sition probability matrix W (y|x) := P[Y = y|X = x], which represents the probability of
observing y ∈ Y at the output of the channel when its input was x ∈ X . Here, X and Y rep-
resent the input and output alphabets of the channel, respectively. A well-known example
for such a channel is the binary symmetric channel (BSC). For the BSC, Y = {0, 1} = X
and the transition matrix is defined as
WBSC :=
1− p p
p 1− p
 , (3.16)
where the (i, j)-th entry is WBSC(y = j|x = i) and 0 ≤ p ≤ 0.5. The FG in Fig. 3.2
shows the channel Wk associated with each bit k as a separate factor node that provides
the channel transition probability value for the observed output yk for input xk = 0 (and
xk = 1). These channels are not necessarily BSCs, but for simplicity we will assume that
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all bits go through the same channel, i.e., Wk = W for all k.
Given the channel output vector, y, the decoder tries to determine the codeword x ∈ C
that was actually sent at the input. The block maximum-a-posteriori (MAP) decoder
calculates the posterior probability for each codeword in the code, given y, and chooses
the codeword with the maximum value. This is the optimal decoder in terms of block
error rate. For the example 5-bit code C, when all codewords are transmitted with equal
probability, it calculates
p(x|y) = p(y|x) · p(x)∑
x∈{0,1}5 p(y|x) · p(x)
(3.17)
=
∏5
k=1W (yk|xk) · P[x ∈ C]
p(y)
(3.18)
∝
5∏
k=1
W (yk|xk) · [I(x1 ⊕ x2 ⊕ x3 = 0)I(x1 ⊕ x4 ⊕ x5 = 0)] (3.19)
= W (y1|x1) · [I(x1 ⊕ x2 ⊕ x3 = 0)W (y2|x2)W (y3|x3)]
· [I(x1 ⊕ x4 ⊕ x5 = 0)W (y4|x4)W (y5|x5)] , (3.20)
xˆMAP := argmax
x∈{0,1}5
p(x|y), (3.21)
where the constant of proportionality in (3.19) is independent of x. In general, the complex-
ity of this scheme grows exponentially with the code dimension k because the block-MAP
decoder calculates the posterior probability for each codeword in the code. A more efficient
scheme is the bit-MAP decoder which marginalizes the above joint posterior for each bit
and makes a decision bit-wise. Hence, to decode bit 1, the bit-MAP decoder computes
xˆ1
MAP := argmax
x1∈{0,1}
∑
x2,x3,x4,x5∈{0,1}4
p(x|y) (3.22)
= argmax
x1∈{0,1}
{
W (y1|x1) ·
 ∑
x2,x3∈{0,1}2
I(x1 ⊕ x2 ⊕ x3 = 0)W (y2|x2)W (y3|x3)

·
 ∑
x4,x5∈{0,1}2
I(x1 ⊕ x4 ⊕ x5 = 0)W (y4|x4)W (y5|x5)
}. (3.23)
Even though marginalizing a general joint probability distribution can have an exponentially
scaling complexity in the number of involved variables, the idea of BP is that this can be
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done efficiently when the joint probability density factors into terms involving disjoint
sets of variables. For example, on a tree FG as in the above 5-bit code, we can use the
distributive property of addition over multiplication and compute the sums involved in the
two square brackets simultaneously. Then the results can be pooled in one final step that
takes their product and multiplies the result with W (y1|x1). This is exactly BP on this
FG, since the two local sums can be interpreted as “local beliefs” about the variable x1
that are propagated to be combined with the “belief” from the channel observation y1.
Formally, the BP algorithm is initialized by setting the local channel factors Wk =
W (yk|xk) based on the observations yk for both xk = 0 and xk = 1. Then the variables
xk simply pass on the message (W (yk|xk = 0),W (yk|xk = 1)) to their associated factor
node(s) (FNs). In the first half-iteration of BP involving the FN update, the factors ca
calculate the “local belief”
∑
xi∈{0,1} : i∈∂a\{1} I(⊕ixi = x1)
∏
iW (yi|xi) for both x1 = 0
and x1 = 1, where ∂a represents the indices of the set of variables attached to the factor
ca, a ∈ {1, 2}. In the next half-iteration of BP involving the variable node (VN) update, the
VN x1 combines all incoming local beliefs (including W (y1|x1)) by taking their product and
renormalizing the result to make it the exact posterior marginal distribution for x1. Since
this example has a tree FG, this completes BP for decoding the bit x1. A similar procedure
can be executed for the other variables as well, and the whole scheme can be combined
into a parallel BP schedule to compute marginals for all variables simultaneously. If the
FG were not a tree, then we usually run BP for multiple iterations and in many cases this
procedure converges to a fixed point of the BP algorithm, but we will ignore these details
for brevity. Also, we note that it is common to take the BP messages to be log-likelihood
ratios log W (yk|xk=0)W (yk|xk=1) , but this is not very important for our purposes here.
3.3.2 Induced Channels in BP
We will find it very convenient to represent the operations performed by BP at each FN
and VN abstractly as “local inference” over a “locally induced channel”. For convenience,
consider a VN attached to exactly two FNs since a degree-d VN can always be analyzed
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sequentially with two FNs at a time. Then we have the following representation of the
information at the VN.
x
c1 c2
· · · · · ·
≡
x
W W ′
y z
≡
x
W ~W ′
w w = (y, z)
Figure 3.3: Channel combining at a VN using the induced channels at the node.
In Fig. 3.3, all nodes other than x that are connected to c1 and c2 can be combined
into a single value y and z, respectively, which represent independent observations of the
variable x through some induced channels W and W ′, respectively. This is because the
FNs c1 and c2 impose a simple even parity check that ensures all attached variables sum
to 0 (modulo 2). If the FNs represented a different check, then the induced channels have
to be redefined accordingly. Note that the independence is exact only when the full FG is
a tree. For the even parity check case, the two induced channels can be combined into a
single channel W ~W ′ whose outputs are the concatenation of y and z:
[W ~W ′](y, z|x) = W (y|x) ·W ′(z|x, y) = W (y|x) ·W ′(z|x). (3.24)
This is called as the variable node convolution of two channels. Hence, during the VN
update of BP, the operation is simply performing local inference over the local channel
W ~W ′ i.e., calculating the local posterior for x given (y, z).
Similarly, at a (degree-3) FN we have a single input x “splitting” into two outputs u and
v (since they sum to x), whose independent observations through the underlying physical
channel, as well as the remaining part of the FG, are obtained as y and z. Then we have
only two possibilities, either u = x and v = 0 or u = x ⊕ 1 and v = 1, and both of them
are equally likely assuming that the code does not have a trivial bit position where all
codewords take the value 0. Hence, the factor node convolution of two channels is
[W W ′](y, z|x) = 1
2
W (y|u = x) ·W ′(z|v = 0) + 1
2
W (y|u = x⊕ 1) ·W ′(z|v = 1) (3.25)
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=
1
2
W (y|x) ·W ′(z|0) + 1
2
W (y|x⊕ 1) ·W ′(z|1). (3.26)
x
c
u v
W W ′
y z
≡
x
W W ′
w w = (y, z)
Figure 3.4: Channel combining at a FN using the induced channels at the node.
We can perform a quick calculation using the FN update operation of BP to verify
that BP is indeed performing local inference on this locally induced channel. In Fig. 3.2,
consider the BP update at the FN c1. We observe that
∑
x2,x3∈{0,1}2
I(x1 ⊕ x2 ⊕ x3 = 0)W (y2|x2)W (y3|x3)
=
∑
x2,x3∈{0,1}2
I(x2 ⊕ x3 = x1)W (y2|x2)W (y3|x3) (3.27)
= W (y2|x2 = x1) ·W (y3|x3 = 0) +W (y2|x2 = x1 ⊕ 1) ·W (y3|x3 = 1) (3.28)
∝ [W W ](y2, y3|x1), (3.29)
where we need the factor 1/2 to make sure that it is an exact marginal (which we had
omitted at the beginning of BP, in the MAP formulation, for convenience), or equivalently
to ensure that W W ′ is indeed a channel.
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3.4 BP with Quantum Messages (BPQM)
3.4.1 Node Convolutions for Classical-Quantum Channels
As discussed by Renes [Ren17], this “induced channel” perspective of BP crucially aids
us in defining the quantum channel combining operations for a classical-quantum (CQ)
channel [Wil13] W (x) ≡W (|x〉 〈x|), x ∈ {0, 1}, as follows:
[W ~W ′](x) := W (x)⊗W ′(x), (3.30)
[W W ′](x) := 1
2
W (x)⊗W ′(0) + 1
2
W (x⊕ 1)⊗W ′(1). (3.31)
Here, we have adopted the same notation as in [Ren17], which suppresses the outputs
“(y, z)” that were present in the classical channel convolutions (3.24) and (3.26). This
is because we do not observe the output in the quantum case unless we measure it, and
measuring each channel output is not always the optimal operation at the receiver.
Remark 1. Observe that for a general CQ channel W (x) represents the output density
matrix from the channel for the classical input x ≡ |x〉 〈x|. Thus, even if the channel
outputs are pure states, the induced channel at a FN still yields a mixed state. Also note
that these channels are “automatically induced by the structure of the FG”, and do not
require any operation to be performed on the received states. Hence, the challenge is to
identify the appropriate quantum “local inference” strategy, so that at the end of quantum
BP we have performed appropriate statistical inference.
The idea of Renes [Ren17] is to generalize the classical BP algorithm, which is exact for
marginalization over tree FGs, to the quantum scenario where the messages can be density
matrices. However, it is not immediately clear how the posterior distribution should be
defined in the quantum case because, unlike the classical case, we do not get “observa-
tions” unless we make measurements. If we indeed measure the output of each channel
use, then we induce a binary-input binary-output channel whose transition probabilities
depend on the measurement and the channel output density matrices W (x), x ∈ {0, 1}.
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But, it is well-known that this reduces the information capacity of the channel and that col-
lective measurements on all channel outputs may be required to achieve capacity [WG13].
Although this might be infeasible in practice, Renes shows that such a scheme can be
simplified into a BP algorithm with quantum messages for the pure-state channel.
3.4.2 Node Operations in BPQM
For the pure-state channel, the following operations are defined to be performed at variable
nodes and factor nodes [Ren17] (see Section 3.8 for detailed calculations). At a VN, the
convolution W ~W ′ ideally yields either |θ〉 ⊗ |θ′〉 or |−θ〉 ⊗ |−θ′〉. Note that the local
convolution is performed with respect to input x = 0 and x = 1 separately, respectively
inducing signs + and −. We say “ideally” because we expect the signs of all incoming
qubits at a VN to be the same, which means all independent local beliefs of the VN agree
on the bit’s value. Since the pure-state channel does not introduce noise, and the only
uncertainty arises from the non-orthogonality of |θ〉 and |−θ〉, the qubits always combine
in this ideal fashion until the first bit is decoded. But, whether this situation continues
for the next bit depends upon whether the first bit was decoded to be a 0 or 1. This is
because, as mentioned earlier, the FN channel convolution in (3.31) is defined assuming
that the FN imposes an even parity-check. If, instead, it imposed an odd parity-check, as
will happen when one of the bits is decoded to be 1, then the FN convolution has to be
modified appropriately. Therefore, if the FN originally had degree 3 and one of the bits
have been estimated to be 1, then we can remove the bit and update the FN to be an odd
parity-check on two bits. This degree 2 FN effectively induces a modified VN convolution
with the signs of the two qubits in disagreement.
Given the (ideal) convolution outputs, the following unitary is applied to “compress”
39
the information into one qubit and force the other system to be in state |0〉:
U~(θ, θ
′) :=

a+ 0 0 a−
a− 0 0 −a+
0 b+ b− 0
0 b− −b+ 0

, (3.32)
a± :=
1√
2
cos
(
θ−θ′
2
)
± cos
(
θ+θ′
2
)
√
1 + cos θ cos θ′
, b± :=
1√
2
sin
(
θ+θ′
2
)
∓ sin
(
θ−θ′
2
)
√
1− cos θ cos θ′ . (3.33)
Hence, we have U~(θ, θ′) (|±θ〉 ⊗ |±θ′〉) = |±θ~〉⊗ |0〉, where cos θ~ := cos θ cos θ′. The VN
update is then to pass the qubit from the first system and discard the second system.
At the FN, the induced mixed state [W W ′](x) can be transformed into the CQ state∑
j∈{0,1} pj
∣∣∣±θj 〉〈±θj ∣∣∣⊗|j〉 〈j| by performing U := CXW→W ′ , the controlled-NOT gate
with W as control and W ′ as target. Hence,
U ([W W ′](x))U † = ∑
j∈{0,1}
pj
∣∣∣±θj 〉〈±θj ∣∣∣⊗ |j〉 〈j| , (3.34)
p0 :=
1
2
(1 + cos θ cos θ′), p1 := 1− p0, cos θ0 := cos θ + cos θ′1 + cos θ cos θ′ , cos θ1 := cos θ − cos θ
′
1− cos θ cos θ′ .
(3.35)
Observe that for j = 0, the angle between the states has decreased, while for j = 1 the
angle has increased. The FN update is then to measure the second system and pass the
resulting qubit from the first system as the message, along with the result of the classical
measurement. This is because the VN update at the next stage needs to know the angle
θ, θ′ of the incoming qubits. When we have a degree d node, these channel convolutions
can be performed two at a time. Equivalently, we can write down a circuit composed of
CNOT operations and Z-basis measurements, and use the “principle of deferred measure-
ments” [NC10, Section 4.4] to delay the measurements until the end of the circuit. For
clarity, we will describe BPQM as a coherent operation that does not measure or discard
qubits along the way at the nodes.
Remark 2. Note that in each half-iteration of BP, all VN or FN updates can be performed
simultaneously since this involves only classical arithmetic and we can implicitly clone the
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values. This is indeed a different update schedule when compared to slower sequential
updates, but can always be implemented if desired. However, in BPQM, we are forced to
perform operations sequentially until one bit is decoded and then attempt to reverse the
executed operations in a suitable manner. Our subsequent analysis of BPQM will assume
this sequential schedule. Thus, BPQM appears closer to successive-cancellation than BP.
3.5 BPQM on the 5-Bit Code
In this section we will use the above BPQM node operations to decode our running example.
3.5.1 Decoding Bit 1
Let us begin by describing the procedure to decode bit 1 of the 5-bit code in our running
example. Observe that the codewords belonging to the code are
C = {00000, 00011, 01100, 01111, 10101, 10110, 11001, 11010}. (3.36)
We assume that all the codewords are equally likely to be transmitted, just as in classical
BP. Then the task of decoding the value of the first bit x1 involves distinguishing between
the density matrices ρ
(0)
1 and ρ
(1)
1 , which are uniform mixtures of the states corresponding
to the codewords that have x1 = 0 and x1 = 1, respectively, i.e.,
ρ
(0)
1 = |θ〉 〈θ|1 ⊗
1
4
[
|θ〉 〈θ|2 ⊗ |θ〉 〈θ|3 ⊗ |θ〉 〈θ|4 ⊗ |θ〉 〈θ|5
+ |θ〉 〈θ|2 ⊗ |θ〉 〈θ|3 ⊗ |−θ〉 〈−θ|4 ⊗ |−θ〉 〈−θ|5
+ |−θ〉 〈−θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ |θ〉 〈θ|4 ⊗ |θ〉 〈θ|5
+ |−θ〉 〈−θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ |−θ〉 〈−θ|4 ⊗ |−θ〉 〈−θ|5
]
, (3.37)
ρ
(1)
1 = |−θ〉 〈−θ|1 ⊗
1
4
[
|θ〉 〈θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ |θ〉 〈θ|4 ⊗ |−θ〉 〈−θ|5
+ |θ〉 〈θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ |−θ〉 〈−θ|4 ⊗ |θ〉 〈θ|5
+ |−θ〉 〈−θ|2 ⊗ |θ〉 〈θ|3 ⊗ |θ〉 〈θ|4 ⊗ |−θ〉 〈−θ|5
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+ |−θ〉 〈−θ|2 ⊗ |θ〉 〈θ|3 ⊗ |−θ〉 〈−θ|4 ⊗ |θ〉 〈θ|5
]
. (3.38)
These density matrices can be written in terms of the FN channel convolution in (3.31)
as ρ
(x1)
1 = ρ± = |±θ〉 〈±θ|1 ⊗ [W W ](x1)23 ⊗ [W W ](x1)45, where we use the notation
± ≡ (−1)x1 , x1 ∈ {0, 1}. The BPQM circuit for decoding x1 is shown in Fig. 3.5 along
with the density matrix in each stage of the circuit denoted by (a) through (e).
{0, 1}
1
V
H
2
U
3
4
5
(e)(a) (b) (d)(c)
Figure 3.5: The BPQM circuit to decode bit 1 of the 5-bit code in Fig. 3.2.
(a) ρ±,a = |±θ〉 〈±θ|1 ⊗ [W W ](x1)23 ⊗ [W W ](x1)45
(b) ρ±,b = |±θ〉 〈±θ|1⊗
∑
j∈{0,1} pj
∣∣∣±θj , j〉〈±θj , j∣∣∣
23
⊗∑k∈{0,1} pk ∣∣±θk , k〉 〈±θk , k∣∣45
(c) ρ±,c = |±θ〉 〈±θ|1⊗
∑
j,k∈{0,1}2 pjpk
∣∣∣±θj 〉〈±θj ∣∣∣
2
⊗ ∣∣±θk 〉 〈±θk ∣∣3⊗|j〉 〈j|4⊗|k〉 〈k|5
(d) σ± =
∑
j,k∈{0,1}2 pjpk |±θ〉 〈±θ|1 ⊗
∣∣∣±θ~jk〉〈±θ~jk∣∣∣
2
⊗ |0〉 〈0|3 ⊗ |jk〉 〈jk|45
(e) Ψ± =
∑
j,k∈{0,1}2 pjpk
∣∣∣±ϕ~jk〉〈±ϕ~jk∣∣∣
1
⊗ |0〉 〈0|2 ⊗ |0〉 〈0|3 ⊗ |jk〉 〈jk|45
We emphasize that at each stage, the density matrix is the expectation over all pure states
that correspond to transmitted codewords with the first bit taking value x1 ∈ {0, 1}.
In the above circuit we have defined the following unitaries and angles:
U :=
∑
j,k∈{0,1}2
U~(θ

j , θ

k )23 ⊗ |jk〉 〈jk|45 , (3.39)
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cos θ~jk := cos θ

j cos θ

k , (3.40)
V :=
∑
j,k∈{0,1}2
U~(θ, θ
~
jk)12 ⊗ |jk〉 〈jk|45 , (3.41)
cosϕ~jk := cos θ cos θ
~
jk. (3.42)
Hence, the operations U and V are effectively two-qubit unitary operations, albeit controlled
ones, and this phenomenon extends to any factor graph. Evidently, BPQM compresses all
the quantum information into system 1 and the problem reduces to distinguishing between
Ψ
(1)
± =
∑
j,k∈{0,1}2 pjpk
∣∣∣±ϕ~jk〉〈±ϕ~jk∣∣∣
1
, since the other systems are either trivial or com-
pletely classical and independent of x1. Finally, system 1 is measured by projecting onto
the Pauli X basis, which we know from the discussion in Section 3.1 (after (3.13)) to be
the Helstrom measurement to optimally distinguish between the states Ψ
(1)
± .
It is important to note that the optimal success probability of distinguishing between the
density matrices ρ
(0)
1 and ρ
(1)
1 using a collective Helstrom measurement is [Hel69, HLG70]
PHelsucc,1 =
1
2
+
1
4
∥∥∥ρ(0)1 − ρ(1)1 ∥∥∥
1
, ‖M‖1 := Tr
(√
M †M
)
. (3.43)
The action of BPQM until the final measurement is unitary and the trace norm ‖·‖1 is
invariant under unitaries. Thus, BPQM does not lose optimality until the final measure-
ment. Since the final measurement is also optimal for distinguishing the two possible states
at that stage (e), BPQM is indeed optimal in decoding the value of x1. Thus, despite
not performing a collective measurement, but rather only a single-qubit measurement at
the end of a sequence of unitaries motivated by the FG structure and induced channels in
classical BP, BPQM is still optimal to determine whether x1 = 0 or 1. The performance
curves plotted in Fig. 3.6 demonstrate this optimality.
Remark 3. Observe that in this quantum scenario, ρ
(x)
1 behave like a “posterior” for bit
x1. However, these can be written down even before transmitting over the channel since
they do not depend on the output of the channel. Hence, it is unclear if there is a better
notion of a true posterior which we can then show to be “marginalized” by BPQM.
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Figure 3.6: The success probabilities for decoding the value of x1 in the 5-bit code.
Here, “Helstrom on Density” represents PHelsucc,1 and “Direct” represents the success
probability when directly implementing the Helstrom measurement (i.e., measuring
X) at the channel output on system 1. The curve “Sim: BPQM” corresponds to a
simulation that averaged each data point over 105 codeword transmissions.
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Performance Analysis
For bit x1, the probability to decode it as xˆ1 = 0 is
P
[
xˆ1 = 0 |Ψ(1)±
]
= Tr
[
Ψ
(1)
± |+〉 〈+|
]
=
∑
j,k∈{0,1}2
pjpk
(
1± sinϕ~jk
2
)
. (3.44)
Therefore, since there are 4 codewords each that have x1 = 0 and x1 = 1, the prior for bit
x1 is 1/2 and the probability of success for BPQM in decoding the bit x1 is
PBPQMsucc,1 = P[x1 = 0] · P[xˆ1 = 0 |x1 = 0] + P[x1 = 1] · P[xˆ1 = 1 |x1 = 1] (3.45)
=
1
2
 ∑
j,k∈{0,1}2
pjpk
(
1 + sinϕ~jk
2
)
+
∑
j,k∈{0,1}2
pjpk
(
1 + sinϕ~jk
2
) (3.46)
=
p20
2
(
1 + sinϕ~00
)
+ (1− p20) (3.47)
= 1− p
2
0
2
(1− sinϕ~00), (3.48)
where we have used the fact that since all channels are identically W , we have cos θ1 = 0.
We can calculate
cosϕ~00 = cos θ cos θ
~
00 = cos θ cos
2 θ0 = cos θ 4 cos2 θ(1 + cos2 θ)2 (3.49)
⇒ sinϕ~00 =
√
1− 16 cos
6 θ
(1 + cos2 θ)4
=
√
1− (2p0 − 1)
3
p40
=
√
p40 − (2p0 − 1)3
p20
. (3.50)
Substituting back, we get the BPQM probability of success for bit x1 to be
PBPQMsucc,1 = 1−
p20 −
√
p40 − (2p0 − 1)3
2
= PHelsucc,1, (3.51)
which is the curve plotted as “Theory: BPQM PBPQMsucc,1 ” in Fig. 3.6.
Before measuring system 1, the state of system 1 is essentially Ψ
(1)
± = p20
∣∣±ϕ~00〉 〈±ϕ~00∣∣+
(1 − p20) |±〉 〈±|, since cosϕ~jk = 0 whenever either j or k equals 1 (or both) and hence∣∣∣±ϕ~jk〉〈±ϕ~jk∣∣∣ = |±〉 〈±|. So, p20 is the probability that the system “confuses” the decoder,
and projection onto the X basis essentially replaces the system with |m1〉 〈m1|, where
m1 = (−1)xˆ1 ∈ {+,−}. The full post-measurement state (per Section 2.3) is given by
Φm1 =
∑
j,k∈{0,1}2
pjpk
∣∣∣〈m1| ± ϕ~jk〉∣∣∣2
Tr
[
Ψ
(1)
± |m1〉 〈m1|
] |m1〉 〈m1|1 ⊗ |00〉 〈00|23 ⊗ |jk〉 〈jk|45 . (3.52)
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Note that in Fig. 3.5, we need to apply a Hadamard after the Z-basis measurement in order
to ensure that the effective projector is H |xˆ1〉 〈xˆ1|H = |m1〉 〈m1|.
Let us denote the overall unitary operation performed in Fig. 3.5 until stage (e) as
BBPQM1 . As mentioned earlier, the Helstrom measurement to optimally distinguish between
ρ
(0)
1 and ρ
(1)
1 is given by the projectors {ΠHel1 , I−ΠHel1 }, where
ΠHel1 :=
∑
i : λi≥0
|i〉 〈i| , (ρ(0)1 − ρ(1)1 ) |i〉 = λi |i〉 . (3.53)
So BPQM performs the final Helstrom measurement given by {Π˜Hel1 , I− Π˜Hel1 }, where
Π˜Hel1 :=
∑
j : λj≥0
|j〉 〈j| = |+〉 〈+|1 ⊗ (I16)2345, (Ψ+ −Ψ−) |j〉 = λj |j〉 (3.54)
⇒
[
BBPQM1 ρ
(0)
1
(
BBPQM1
)† −BBPQM1 ρ(1)1 (BBPQM1 )†] |j〉 = λj |j〉 (3.55)
⇒ (ρ(0)1 − ρ(1)1 )
(
BBPQM1
)† |j〉 = λj (BBPQM1 )† |j〉 .
(3.56)
Thus, we can express the eigenvectors for (ρ
(0)
1 − ρ(1)1 ) as |i〉 =
(
BBPQM1
)† |j〉. This implies
ΠHel1 =
∑
i : λi≥0
|i〉 〈i| =
(
BBPQM1
)†  ∑
j : λj≥0
|j〉 〈j|
BBPQM1 (3.57)
=
(
BBPQM1
)†
[|+〉 〈+|1 ⊗ (I16)2345]BBPQM1 . (3.58)
Hence, in order to identically apply the Helstrom measurement ΠHel1 , BPQM needs to first
apply BBPQM1 , then measure the first qubit in the X-basis, and finally invert B
BPQM
1 on
the post-measurement state Φm1 above. Although this is optimal for bit 1, next we will
see that it is beneficial to coherently rotate Φm1 before inverting B
BPQM
1 , which sets up a
better state discrimination problem for decoding bit 2.
3.5.2 Decoding Bits 2 and 3 (or 4 and 5)
Next, in order to execute BPQM to decode bit x2, we would ideally hope to change the
state Φm1 back to the channel outputs. However, this is impossible after having performed
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the measurement. In the original BPQM algorithm [Ren17], the procedure to be performed
at this stage is ambiguous, so we describe a strategy that treads closely along the path of
performing the Helstrom measurement for bit 2 as well, i.e., optimally distinguishing ρ
(0)
2
and ρ
(1)
2 evolved through A˜
BPQM
1 :=
(
BBPQM1
)†
[|m1〉 〈m1|1 ⊗ (I16)2345]BBPQM1 .
In order to be able to run BPQM for bit x1 in reverse to get “as close” to the channel
outputs as possible, we need to make sure that the state Φm1 is modified to be compatible
with the (angles used to define the) unitaries V and U in Fig. 3.5. Since we can keep track
of the intermediate angles deterministically, we can conditionally rotate subsystem 1 to be∣∣m1ϕ~00〉 〈m1ϕ~00∣∣1 for |jk〉 〈jk|45 = |00〉 〈00|45. Note again that in Ψ±, when either of j or
k is 1 (or both), ϕ~jk = pi/2 and hence
∣∣∣±ϕ~jk〉〈±ϕ~jk∣∣∣ = |±〉 〈±|. Therefore, if xˆ1 is the
wrong estimate for x1, then 〈m1|±〉 = 0 and the superposition in Φm1 collapses to a single
term with j = k = 0. More precisely, we can implement the unitary operation
Mm1 := (Km1)1 ⊗ |00〉 〈00|45 + (I2)1 ⊗ (|01〉 〈01|45 + |10〉 〈10|45 + |11〉 〈11|45) , (3.59)
where K+ and K− are unitaries chosen to satisfy K+ |+〉 =
∣∣ϕ~00〉 and K− |−〉 = ∣∣−ϕ~00〉,
respectively. We can easily complete these partially defined unitaries with the conditions
K+ |−〉 = sin ϕ
~
00
2 |0〉 − cos
ϕ~00
2 |1〉 and K− |+〉 = sin
ϕ~00
2 |0〉 + cos
ϕ~00
2 |1〉. Applying Mm1 to
Φm1 we get the desired state (compare to state Ψ± in stage (e) of Fig. 3.5)
Ψ˜m1 =
∑
j,k∈{0,1}2
pjpk
∣∣∣〈m1| ± ϕ~jk〉∣∣∣2
Tr
[
Ψ
(1)
± |m1〉 〈m1|
] ∣∣∣m1ϕ~jk〉〈m1ϕ~jk∣∣∣
1
⊗ |00〉 〈00|23 ⊗ |jk〉 〈jk|45 .
(3.60)
Now the BPQM circuit for bit x1, shown in Fig. 3.5, can be run in reverse from before the
final measurement, i.e., from stage (e) back to stage (a). Hence, the overall operation on
the input state in Fig. 3.5 is
ABPQM1 :=
(
BBPQM1
)†
Mm1 [|m1〉 〈m1|1 ⊗ (I16)2345]BBPQM1 . (3.61)
Then we expect the state to be almost the same as the channel outputs, except that
system 1 will deterministically be in state |m1θ〉 〈m1θ|1. However, a simple calculation
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shows that this is not completely true since the additional factor
|〈m1|±ϕ~jk〉|2
Tr
[
Ψ
(1)
± |m1〉〈m1|
] prevents
the density matrix to decompose into a tensor product of two 2-qubit density matrices at
stage (b) of Fig. 3.5. Specifically, when we take Ψ˜m1 at stage (e) back to stage (b) by
inverting the BPQM operations, we arrive at the state
ρ˜
(m1)
±,b = |m1θ〉 〈m1θ|1 ⊗
∑
j,k∈{0,1}2
pjpk
∣∣∣〈m1| ± ϕ~jk〉∣∣∣2
Tr
[
Ψ
(1)
± |m1〉 〈m1|
]
∣∣∣m1θj , j〉〈m1θj , j∣∣∣
23
⊗ ∣∣m1θk , k〉 〈m1θk , k∣∣45 (3.62)
=

1
PBPQMsucc,1
|m1θ〉 〈m1θ|1 ⊗
∑
j,k∈{0,1}2 pjpk
∣∣∣〈m1| ± ϕ~jk〉∣∣∣2∣∣∣m1θj , j〉〈m1θj , j∣∣∣
23
⊗ ∣∣m1θk , k〉 〈m1θk , k∣∣45 if xˆ1 = x1,
|m1θ〉 〈m1θ|1 ⊗
∣∣m1θ0 , 0〉 〈m1θ0 , 0∣∣23 ⊗ ∣∣m1θ0 , 0〉 〈m1θ0 , 0∣∣45 if xˆ1 6= x1.
(3.63)
Lemma 4. Let C := (I2)1 CX2→3 CX4→5, |Γxˆ1〉 := cos θ

0
2 |00〉+ (−1)xˆ1 sin
θ0
2 |11〉. Then
Cρ˜
(m1)
±,b C
† =

1
PBPQMsucc,1
|m1θ〉 〈m1θ|1 ⊗ [W W ](xˆ1)23 ⊗ [W W ](xˆ1)45
+
p20
PBPQMsucc,1
sinϕ~00
2
|m1θ〉 〈m1θ|1 ⊗ |Γxˆ1 ,Γxˆ1〉 〈Γxˆ1 ,Γxˆ1 |2345 if xˆ1 = x1,
|m1θ〉 〈m1θ|1 ⊗ |Γxˆ1〉 〈Γxˆ1 |23 ⊗ |Γxˆ1〉 〈Γxˆ1 |45 if xˆ1 6= x1.
(3.64)
Proof. The definition of the factor node convolution operation of BPQM implies that
C (|m1θ〉 〈m1θ|1 ⊗ [W W ](xˆ1)23 ⊗ [W W ](xˆ1)45)C†
= |m1θ〉 〈m1θ|1 ⊗
∑
j∈{0,1}
pj
∣∣∣m1θj , j〉〈m1θj , j∣∣∣
23
⊗
∑
k∈{0,1}
pk
∣∣m1θk , k〉 〈m1θk , k∣∣45
(3.65)
= ρm1,b. (3.66)
This in turn implies that Cρm1,bC
† = |m1θ〉 〈m1θ|1 ⊗ [W  W ](xˆ1)23 ⊗ [W  W ](xˆ1)45.
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Figure 3.7: The reduced factor graph after estimating bit 1 to be xˆ1.
Ignoring the first qubit and the constant factor for simplicity, observe that
ρ˜
(m1)
±,b
∣∣∣∣
xˆ1=x1
=
∑
j,k∈{0,1}2
pjpk
(∣∣∣〈m1| ± ϕ~jk〉∣∣∣2 − 1 + 1)∣∣∣m1θj , j〉〈m1θj , j∣∣∣
23
⊗ ∣∣m1θk , k〉 〈m1θk , k∣∣45 (3.67)
= ρm1,b + p
2
0
sinϕ~00
2
∣∣m1θ0 , 0〉 〈m1θ0 , 0∣∣23 ⊗ ∣∣m1θ0 , 0〉 〈m1θ0 , 0∣∣45 . (3.68)
We have used the fact that except when j = k = 0, assuming xˆ1 = x1,
〈
m1| ± ϕ~jk
〉
=〈
m1|m1ϕ~jk
〉
= 〈m1|m1〉 = 1. Finally, using CX2→3
(∣∣m1θ0 〉2 ⊗ |0〉3) = |Γxˆ1〉, the result
follows for both cases xˆ1 = x1 and xˆ1 6= x1. 
Therefore, after reversing the operations of BPQM for bit x1, the system is in the state
ρ˜m1,a = P
BPQM
succ,1 · Cρ˜(m1)±,b
∣∣∣∣
xˆ1=x1
C† +
(
1− PBPQMsucc,1
)
· Cρ˜(m1)±,b
∣∣∣∣
xˆ1 6=x1
C† (3.69)
= |m1θ〉 〈m1θ|1 ⊗ [W W ](xˆ1)23 ⊗ [W W ](xˆ1)45
+ p20
[
0.5(1 + sinϕ~00)− 1
] |m1θ〉 〈m1θ|1 ⊗ |Γxˆ1〉 〈Γxˆ1 |23 ⊗ |Γxˆ1〉 〈Γxˆ1 |45
+
(
1− PBPQMsucc,1
)
· |m1θ〉 〈m1θ|1 ⊗ |Γxˆ1〉 〈Γxˆ1 |23 ⊗ |Γxˆ1〉 〈Γxˆ1 |45 (3.70)
= |m1θ〉 〈m1θ|1 ⊗ [W W ](xˆ1)23 ⊗ [W W ](xˆ1)45, (3.71)
since PBPQMsucc,1 = p
2
0 · 0.5(1 + sinϕ~00) + (1− p20).
At this point, we have decoded xˆ1 = 0 if m1 = + and xˆ1 = 1 if m1 = −. We can absorb
the value of xˆ1 in the FG by updating the parity checks c1 and c2 to impose x2 ⊕ x3 = xˆ1
and x4 ⊕ x5 = xˆ1, respectively. Now we have two disjoint FGs as shown in Fig. 3.7. It
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suffices to decode x2 and x4 since xˆ3 = xˆ2 ⊕ xˆ1 and xˆ5 = xˆ4 ⊕ xˆ1. Also, due to symmetry,
it suffices to analyze the success probability of decoding x2 (resp. x4) and x3 (resp. x5).
For this reduced FG, we need to split ρ˜m1,a into two density matrices corresponding to the
hypotheses x2 = 0 and x2 = 1. If we revisit the density matrices ρ
(0)
1 and ρ
(1)
1 , we observe
that the 5-qubit system at the channel output was exactly 12ρ
(0)
1 +
1
2ρ
(1)
1 . Hence, for x2, we
accordingly split [W W ](xˆ1)23 in ρ˜m1,a and arrive at the two hypotheses states
Φ˜x2=xˆ1(xˆ1) = |m1θ〉 〈m1θ|2 ⊗ |θ〉 〈θ|3 ⊗ [W W ](xˆ1)45, (3.72)
Φ˜x2 6=xˆ1(xˆ1) = |−m1θ〉 〈−m1θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ [W W ](xˆ1)45. (3.73)
We can deterministically apply Z xˆ1 to system 2 in order to map this into the following
state discrimination problem:
Φ±(xˆ1) = |±θ〉 〈±θ|2 ⊗ |±θ〉 〈±θ|3 ⊗ [W W ](xˆ1)45, (3.74)
where ± ≡ (−1)x2−xˆ1 . Clearly, we can process systems 2 and 3 separately to decide x2.
Similarly, we can process systems 4 and 5 separately to decide x4. It is also clear that
by performing the variable node operation U~(θ, θ), we compress all the information into
system 2, i.e., produce |±θ~〉 〈±θ~|2 ⊗ |0〉 〈0|3, which can then be optimally distinguished
by measuring in the X-basis. This agrees with the definition of node operations in BPQM
as well because now the factor node c˜1 in Fig. 3.7 has degree 2, and hence the optimal
processing is to perform the variable node convolution between qubits 2 and 3. We can
incorporate the operation Z xˆ1 into BPQM by performing U~(m1θ, θ) on systems 2 and 3
(and similarly on systems 4 and 5). Although U~(m1θ, θ) 6= U~(θ, θ) · (Z xˆ1 ⊗ I2), the two
operations act identically on the states Φ˜x2=xˆ1(xˆ1) and Φ˜x2 6=xˆ1(xˆ1).
Hence, since the operation in Fig. 3.8 is optimal (Helstrom) for distinguishing Φ˜x2=xˆ1(xˆ1)
and Φ˜x2 6=xˆ1(xˆ1), we expect the BPQM success probability for decoding xˆ2 = x2 to be
P[xˆ2 = x2] =
1
2
+
1
4
∥∥∥Φ˜x2=xˆ1(xˆ1)− Φ˜x2 6=xˆ1(xˆ1)∥∥∥
1
(3.75)
=
1
2
+
1
4
‖Φ+(xˆ1)− Φ−(xˆ1)‖1 (3.76)
=
1
2
+
1
4
∥∥(∣∣θ~〉 〈θ~∣∣− ∣∣−θ~〉 〈−θ~∣∣)2 ⊗ |0〉 〈0|3 ⊗ [W W ](xˆ1)45∥∥1 (3.77)
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Figure 3.8: The circuit performed in BPQM after decoding bit x1 and reversing the
operations performed prior to measurement.
=
1
2
+
1
4
· sin θ~ ‖X‖1 (3.78)
=
1 + sin θ~
2
=
1 +
√
1− cos4 θ
2
. (3.79)
Note that if we had defined the state ρ˜m1,a to be conditioned on the cases xˆ1 = x1 and
xˆ1 6= x1 separately, then using a similar calculation as above we would still obtain
P[xˆ2 = x2] = P[xˆ1 = x1] · P[xˆ2 = x2 | xˆ1 = x1] + P[xˆ1 6= x1] · P[xˆ2 = x2 | xˆ1 6= x1] (3.80)
= PBPQMsucc,1 ·
1
2
(
1 +
sin θ~
PBPQMsucc,1
)
+
(
1− PBPQMsucc,1
)
· 1
2
=
1 + sin θ~
2
. (3.81)
Finally, bits x3 and x5 can be estimated simply as xˆ3 = xˆ2 ⊕ xˆ1 and xˆ5 = xˆ4 ⊕ xˆ1,
without performing any quantum operations. Due to symmetry, the success probabilities
for both these bits are the same. Bit 3 is decoded correctly, i.e., xˆ3 = x3, if either xˆ1 = x1
and xˆ2 = x2 or xˆ1 6= x1 and xˆ2 6= x2. Hence, we can write
P[xˆ3 = x3] = P[xˆ1 = x1] · P[xˆ2 = x2 | xˆ1 = x1] + P[xˆ1 6= x1] · P[xˆ2 6= x2 | xˆ1 6= x1] (3.82)
= PBPQMsucc,1 ·
1
2
(
1 +
sin θ~
PBPQMsucc,1
)
+
(
1− PBPQMsucc,1
)
· 1
2
=
1 + sin θ~
2
. (3.83)
Again, PHelsucc,5 = P
Hel
succ,3, and these probabilites are plotted in Fig. 3.9 (bottom).
We simulated the performance of BPQM by randomly generating 105 codewords, pass-
ing each of them through 5 independent copies of the pure state channel (for the 5 bits),
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Figure 3.9: The success probabilities for decoding the value of x2 or x4 (top) and x3
or x5 (bottom) in the 5-bit code. Here, “Helstrom on Density” represents P
Hel
succ,k and
“Direct” represents the success probability when directly implementing the Helstrom
measurement (i.e., measuring in the X basis) at the channel output on system k, for
k ∈ {2, 3, 4, 5}. The curves “Sim: BPQM” correspond to a simulation that averaged
each data point over 105 uniformly random codeword transmissions.
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and employing the above sequence of unitaries and measurements for decoding all the bits.
We plot the empirical performance of BPQM for decoding bit 2 in Fig. 3.9 (top), along
with the predicted theoretical performance above, the performance for directly measuring
the second qubit at the channel output, and also the Helstrom success probability PHelsucc,2
for optimally distinguishing ρ
(0)
2 and ρ
(1)
2 , where
ρ
(0)
2 = |θ〉 〈θ|2 ⊗
[
1
2
|θ〉 〈θ|1 ⊗ |θ〉 〈θ|3 ⊗ [W W ](0)45
+
1
2
|−θ〉 〈−θ|1 ⊗ |−θ〉 〈−θ|3 ⊗ [W W ](1)45], (3.84)
ρ
(1)
2 = |−θ〉 〈−θ|2 ⊗
[
1
2
|θ〉 〈θ|1 ⊗ |−θ〉 〈−θ|3 ⊗ [W W ](0)45
+
1
2
|−θ〉 〈−θ|1 ⊗ |θ〉 〈θ|3 ⊗ [W W ](1)45]. (3.85)
We observe that BPQM performs significantly better than direct Helstrom measurement
of the channel output, as we might expect. Moreover, the performance of BPQM is in-
distinguishable (up to numerical precision) from that of the Helstrom measurement that
optimally distinguishes between ρ
(0)
2 and ρ
(1)
2 . This suggests that BPQM might be provably
optimal for decoding bit 2 as well, even though the measurement for bit 1 rendered the
original channel outputs irrecoverable.
However, we also notice that the above prediction for the BPQM success probability
for decoding bit 2 is relatively higher than even the optimal Helstrom measurement. This
indicates that the state discrimination problem for bit 2 discussed above is more ideal than
the actual problem in hand. Hence, next we analyze the true state discrimination problem
for bit 2 (or 4) and clarify the observed performance in Fig. 3.9.
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m1 = ±
m2 = ±
m4 = ±
1
V
Km1
V †
|m1θ〉
2
U U †
U~(m1θ, θ)
3
4
U~(m1θ, θ)
5
(a) (e) (f)(b) (d) (g)(c)
Figure 3.10: The full BPQM circuit to decode all bits of the 5-bit code
in Fig. 3.2. The decoded values are related to the measurement results as
m1 = (−1)xˆ1 ,m2 = (−1)xˆ2 ,m4 = (−1)xˆ4 , and xˆ3 = xˆ1 ⊕ xˆ2, xˆ5 = xˆ1 ⊕ xˆ4. The open–
circled controls indicate that Km1 is coherently controlled by the last two qubits being
in the state |00〉45. The solid line before Km1 indicates that the controlled unitary is
applied to the post-measurement state. See Fig. 3.13 for the full decomposition.
Controlled-U2 Controlled-U1
θ Z X P X
θ′ B2 A2 C1 B1 A1
Figure 3.11: The circuit decomposition for U~(θ, θ
′), where we set A1 := Ry(γ1/2),
B1 := Ry(−γ1/2)Rz(−pi/2), C1 := Rz(pi/2), A2 := Rz(pi)Ry(γ2/2),
B2 := Ry(−γ2/2)Rz(−pi), and P =
√
Z is the phase gate. See Section 3.7 for cal-
culations and angles γ1, γ2. Note that, for example, B2 = Ry(−γ2/2)Rz(−pi) implies
that Rz(−pi) must be applied first, then followed by Ry(−γ2/2).
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i D
4
5
=
i D
|0〉
4
5
i
j
4
5
=
i
j
|0〉
4
5
1 Km1
4
5
=
Controlled-Km1
1 X xˆ1⊕1 Rz(−pi) Ry(−γ2 ) Ry(γ2 ) Rz(pi) X xˆ1
|0〉 Z
4 X X
5 X X
Figure 3.12: Decomposition of controlled gates using Toffoli (i.e., CCX) gates
and an ancilla [NC10, Fig. 4.10], where D ∈ {A1, B1, C1, A2, B2, P} as appropriate
(P =
√
Z) and i, j ∈ {1, 2, 3}. The top two identities can be used to implement
each of the doubly-controlled U~(θ, θ
′) operations appearing in Fig. 3.13 by applying
doubly-controlled versions of the components of U~(θ, θ
′) in Fig. 3.11. Note that
m1 = (−1)xˆ1 is the result of estimating x1 to be xˆ1 ∈ {0, 1}. See Section 3.7 for the
relevant calculations and the angle γ.
55
V
in
B
P
Q
M
fo
r
b
it
1
U
in
B
P
Q
M
fo
r
b
it
1
m
1
=
±
..
.
..
.
..
.
..
.
..
.
1
U
~
(θ
,θ
~ 00
)
U
~
(θ
,θ
~ 01
)
U
~
(θ
,θ
~ 11
)
U
~
(θ
,θ
~ 10
)
K
m
1
2
U
~
(θ
 0,θ
 0)
U
~
(θ
 0,θ
 1)
U
~
(θ
 1,θ
 1)
U
~
(θ
 1,θ
 0)
3 4 5
(a
)
(e
)
(b
)
(d
)
(c
)
V
†
fo
r
V
in
B
P
Q
M
fo
r
b
it
1
U
†
fo
r
U
in
B
P
Q
M
fo
r
b
it
1
..
.
..
.
m
2
=
±
..
.
..
.
m
4
=
±
..
.
U
~
(θ
,θ
~ 10
)†
U
~
(θ
,θ
~ 11
)†
U
~
(θ
,θ
~ 01
)†
U
~
(θ
,θ
~ 00
)†
|m
1
θ〉
U
~
(θ
 1,θ
 0)†
U
~
(θ
 1,θ
 1)†
U
~
(θ
 0,θ
 1)†
U
~
(θ
 0,θ
 0)†
U
~
(m
1
θ,
θ)
U
~
(m
1
θ,
θ)
(f
)
(g
)
F
ig
u
re
3
.1
3
:
F
u
ll
d
ec
om
p
os
it
io
n
of
th
e
B
P
Q
M
ci
rc
u
it
in
F
ig
.
3.
10
.
T
h
e
va
ri
ab
le
n
o
d
e
u
n
it
ar
ie
s
U
~
(θ
,θ
′ )
ar
e
d
ec
om
p
os
ed
in
F
ig
.
3.
11
.
T
h
e
tw
o-
q
u
b
it
-c
on
tr
ol
le
d
co
h
er
en
t
ve
rs
io
n
s
of
th
es
e
u
n
it
ar
ie
s
as
w
el
l
as
th
at
of
th
e
si
n
gl
e-
q
u
b
it
ro
ta
ti
on
K
m
1
,
w
h
ic
h
is
a
fu
n
ct
io
n
of
th
e
m
ea
su
re
m
en
t
re
su
lt
m
1
,
ar
e
d
ec
om
p
os
ed
in
F
ig
.
3.
12
.
56
3.5.3 Analysis of BPQM Optimality for Decoding Bit 2
At the channel output, it is clear that the optimal strategy to decode bit 2 is to perform
the Helstrom measurement that distinguishes between ρ
(0)
2 and ρ
(1)
2 . However, since we
performed BPQM operations to decode bit 1 first, these two density matrices would have
evolved through that process. Therefore, the correct analysis is to derive the resulting states
and then subject them to the BPQM strategy for decoding bit 2 that was discussed above.
For simplicity, we only track ρ
(0)
2 through the different stages in Fig. 3.10 (or Fig. 3.13).
The corresponding states for ρ
(1)
2 can be ascertained from these. Note that
1
2
|θ〉 〈θ|2 ⊗ |θ〉 〈θ|3 = [W W ](0)23 − 12 |−θ〉 〈−θ|2 ⊗ |−θ〉 〈−θ|3 , (3.86)
1
2
|θ〉 〈θ|2 ⊗ |−θ〉 〈−θ|3 = [W W ](1)23 − 12 |−θ〉 〈−θ|2 ⊗ |θ〉 〈θ|3 . (3.87)
For brevity, we will use the notation CXij := CXi→j and Swap34 := CX34 CX43 CX34. Then
ρ
(0)
2,a =
1
2
|θ〉 〈θ|1 ⊗ |θ〉 〈θ|2 ⊗ |θ〉 〈θ|3 ⊗ [W W ](0)45
+
1
2
|−θ〉 〈−θ|1 ⊗ |θ〉 〈θ|2 ⊗ |−θ〉 〈−θ|3 ⊗ [W W ](1)45, (3.88)
ρ
(0)
2,b = |θ〉 〈θ|1 ⊗
∑
j=0,1
pj
∣∣∣θj 〉〈θj ∣∣∣
2
⊗ |j〉 〈j|3 −
1
2
CX23 |−θ,−θ〉 〈−θ,−θ|23 CX23

⊗
∑
k=0,1
pk
∣∣θk 〉 〈θk ∣∣4 ⊗ |k〉 〈k|5

+ |−θ〉 〈−θ|1 ⊗
∑
j=0,1
pj
∣∣∣−θj 〉〈−θj ∣∣∣
2
⊗ |j〉 〈j|3 −
1
2
CX23 |−θ, θ〉 〈−θ, θ|23 CX23

⊗
∑
k=0,1
pk
∣∣−θk 〉 〈−θk ∣∣4 ⊗ |k〉 〈k|5
 , (3.89)
ρ
(0)
2,c = |θ〉 〈θ|1 ⊗
∑
j,k∈{0,1}2
pjpk
∣∣∣θj 〉〈θj ∣∣∣
2
⊗ ∣∣θk 〉 〈θk ∣∣3 ⊗ |j〉 〈j|4 ⊗ |k〉 〈k|5 − 12 |θ〉 〈θ|1
⊗ Swap34
CX23 |−θ,−θ〉 〈−θ,−θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣θk , k〉 〈θk , k∣∣45
Swap34
+ |−θ〉 〈−θ|1 ⊗
∑
j,k∈{0,1}2
pjpk
∣∣∣−θj ,−θk 〉〈−θj ,−θk ∣∣∣
23
⊗ |j, k〉 〈j, k|45 −
1
2
|−θ〉 〈−θ|1
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⊗ Swap34
CX23 |−θ, θ〉 〈−θ, θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣−θk , k〉 〈−θk , k∣∣45
Swap34,
(3.90)
ρ
(0)
2,e =
∑
j,k∈{0,1}2
pjpk
∣∣∣ϕ~jk〉〈ϕ~jk∣∣∣
1
⊗ |0〉 〈0|2 ⊗ |0〉 〈0|3 ⊗ |jk〉 〈jk|45
+
∑
j,k∈{0,1}2
pjpk
∣∣∣−ϕ~jk〉〈−ϕ~jk∣∣∣
1
⊗ |0〉 〈0|2 ⊗ |0〉 〈0|3 ⊗ |jk〉 〈jk|45
− 1
2
V U
{
|θ〉 〈θ|1 ⊗ Swap34
[
CX23 |−θ,−θ〉 〈−θ,−θ|23 CX23
⊗
∑
k=0,1
pk
∣∣θk 〉 〈θk ∣∣4 ⊗ |k〉 〈k|5 ]Swap34
+ |−θ〉 〈−θ|1 ⊗ Swap34
[
CX23 |−θ, θ〉 〈−θ, θ|23 CX23
⊗
∑
k=0,1
pk
∣∣−θk 〉 〈−θk ∣∣4 ⊗ |k〉 〈k|5 ]Swap34
}
U †V †.
(3.91)
Next we make an X-basis measurement on the first qubit, and for convenience we assume
that the measurement result is m1 = +. The analysis for m1 = − is very similar and follows
by symmetry. We verified numerically that Tr
[
|+〉 〈+|1 · ρ(0)2,e
]
= 0.5, which we might expect
since ρ
(0)
2,e corresponds to x2 = 0 and x2 is independent from x1. Since m1 = +, we follow
the measurement with the conditional rotation M+ in (3.59) to obtain (Sp ≡ Swap)
Φ
(0)
2,m1=+
=
1
0.5
[ ∑
j,k∈{0,1}2
pjpk
∣∣∣∣ 〈+|ϕ~jk〉 ∣∣∣∣2 ∣∣∣ϕ~jk〉〈ϕ~jk∣∣∣1 ⊗ |00〉 〈00|23 ⊗ |jk〉 〈jk|45
+
p20(1− sinϕ~00)
2
∣∣ϕ~00〉 〈ϕ~00∣∣⊗ |00〉 〈00|23 ⊗ |00〉 〈00|45
− 1
2
M+ |+〉 〈+|1 V UΛ(0)2 U †V † |+〉 〈+|1M †+
]
, (3.92)
Λ
(0)
2 := |θ〉 〈θ|1 ⊗ Sp34
CX23 |−θ,−θ〉 〈−θ,−θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣θk , k〉 〈θk , k∣∣45
Sp34
+ |−θ〉 〈−θ|1 ⊗ Sp34
CX23 |−θ, θ〉 〈−θ, θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣−θk , k〉 〈−θk , k∣∣45
Sp34.
(3.93)
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This is the state at stage (f) in Fig. 3.10. Hence, for x2 = 0, the density matrix we have
when xˆ1 = 0 and we reverse the BPQM operations on Φ
(0)
2,m1=+
is
ρ˜
(0)
2,m1=+
=
1
0.5
[
|θ〉 〈θ|1 ⊗ [W W ](0)23 ⊗ [W W ](0)45
− 1
2
CX23 CX45 Swap34U
†V †M+ |+〉 〈+|1 V UΛ(0)2
U †V † |+〉 〈+|1M †+V USwap34 CX45 CX23
]
. (3.94)
This is the state at stage (g) in Fig. 3.10. So this is the actual density matrix that BPQM
encounters for x2 = 0 after having estimated xˆ1 = 0. When compared with the earlier
analysis, we observe numerically that this is close to Φ˜x2=xˆ1(xˆ1) but is not exactly the same.
For example, when θ = 0.1pi,
∥∥∥ρ˜(0)2,m1=+ − Φ˜x2=0(0)∥∥∥Fro = 0.0542, where “Fro” denotes the
Frobenius norm, and only two of the distinct entries differ (slightly). Similarly,
ρ˜
(1)
2,m1=+
=
1
0.5
[
|θ〉 〈θ|1 ⊗ [W W ](0)23 ⊗ [W W ](0)45
− 1
2
CX23 CX45 Swap34U
†V †M+ |+〉 〈+|1 V UΛ(1)2
U †V † |+〉 〈+|1M †+V USwap34 CX45 CX23
]
,
(3.95)
Λ
(1)
2 := |θ〉 〈θ|1 ⊗ Sp34
CX23 |θ, θ〉 〈θ, θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣θk , k〉 〈θk , k∣∣45
Sp34
+ |−θ〉 〈−θ|1 ⊗ Sp34
CX23 |θ,−θ〉 〈θ,−θ|23 CX23 ⊗ ∑
k=0,1
pk
∣∣−θk , k〉 〈−θk , k∣∣45
Sp34.
(3.96)
Therefore, the Helstrom measurement that optimally distinguishes between ρ˜
(0)
2,m1=+
and
ρ˜
(1)
2,m1=+
only depends on
ρ˜
(0)
2,m1=+
− ρ˜(1)2,m1=+ = A
[
Λ
(1)
2 − Λ(0)2
]
A†, A := CX23 CX45 Swap34U
†V †M+ |+〉 〈+|1 V U.
(3.97)
By symmetry of m1 = + and m1 = −, the optimal success probability to decide bit 2 is
PHelsucc,2 =
1
2
+
1
4
∥∥∥ρ˜(0)2,m1=+ − ρ˜(1)2,m1=+∥∥∥1 (3.98)
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=
1
2
+
1
4
∥∥∥A [Λ(1)2 − Λ(0)2 ]A†∥∥∥
1
(3.99)
=
1
2
+
1
4
∥∥∥L(ρ(0)2 − ρ(1)2 )L†∥∥∥
1
, (3.100)
L := CX23 CX45 Swap34U
†V †M+
|+〉 〈+|1√
0.5
V USwap34 CX45 CX23. (3.101)
Since L is not unitary, we cannot directly apply the unitary invariance of the trace
norm to conclude that there is no degradation in performance when compared to op-
timally distinguishing ρ
(0)
2 and ρ
(1)
2 at the channel output. However, we observe nu-
merically (even up to 12 significant digits) that the operations in L indeed ensure that∥∥∥L(ρ(0)2 − ρ(1)2 )L†∥∥∥
1
=
∥∥∥ρ(0)2 − ρ(1)2 ∥∥∥
1
. Moreover, we also observe that the BPQM opera-
tions for bit 2 in Fig. 3.8 achieve the same success probability, i.e., using ± ≡ (−1)x2 ,
PBPQMsucc,2 = Tr
[
U~(m1θ, θ)ρ˜
(x2)
2,m1
U~(m1θ, θ)
† · |±〉 〈±|2
]
(3.102)
=
1
2
+
1
4
∥∥∥L(ρ(0)2 − ρ(1)2 )L†∥∥∥
1
(3.103)
=
1
2
+
1
4
∥∥∥ρ(0)2 − ρ(1)2 ∥∥∥
1
(3.104)
= PHelsucc,2. (3.105)
Finally, the simulation results in Fig. 3.14 clearly show that the overall block error rate of
BPQM is almost indistinguishable from that of the quantum optimal joint Helstrom limit.
While we have verified the above equalities using the involved density matrices, it remains
open to rigorously prove all of these observations.
3.5.4 Overall Performance of BPQM
We can calculate the probability that the full codeword x is decoded correctly as
P[xˆ = x] = P[xˆ1 = x1] · P[xˆ2 = x2 | xˆ1 = x1] · P[xˆ4 = x4 | xˆ1 = x1] (3.106)
= PHelsucc,1
(
1
2
+
1
4PHelsucc,1
∥∥∥A [Λ˜(1)2 − Λ˜(0)2 ]A†∥∥∥
1
)2
, (3.107)
where Λ˜
(0)
2 and Λ˜
(1)
2 only contain the first (resp. second) term of Λ
(0)
2 and Λ
(1)
2 respectively,
if x1 = 0 (resp. x1 = 1), since we have assumed that xˆ1 = x1. The BPQM success
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probabilities for all bits as well as the empirical estimation of this overall block success
probability are plotted in Fig. 3.14 (top). For convenience these performance curves are
also plotted in a log-log scale along with the codeword Helstrom limit (bottom). The plots
show that even though BPQM is optimal for bits x2 through x5, it still performs slightly
poorly when compared to the performance for x1. This might be attributed to the fact
that in the chosen parity-check matrix, bit x1 is involved in both checks whereas the other
bits are involved in exactly one of the two checks.
Remark 5. The above analyses demonstrate that even though the measurement for each
bit is irreversible, BPQM still decides each bit optimally in this 5-bit example code. In
particular, it remains to be seen if the order in which the bits are decoded affects the
overall performance. This needs to be studied further and we need to analyze if BPQM
always achieves the codeword Helstrom limit for all codes with tree factor graphs. We
emphasize that, while in classical BP there is no question of ordering and one makes hard
decisions on all the bits simultaneously after several BP iterations, it appears that quantum
BP always has a sequential nature due to the unitarity of operations and the no-cloning
theorem. Due to these facts, we expect that extending classical ideas for analyzing BP,
such as density evolution [RU08], will be challenging in the quantum setting.
In connection to this, Renes has recently developed a precise notion of duality between
channels, and shown that classical channels need to be embedded in CQ channels in order
to define their duals [Ren18]. An interesting fact that follows from this framework is that
the dual of the pure-state channel is the classical binary symmetric channel (BSC). Since
we know that density evolution is a well-defined analysis technique for BP on BSCs, albeit
sophisticated, it will be interesting to see if duality allows one to borrow from this literature
and analyze BPQM on pure-state channels.
Finally, as briefly discussed in the introduction, we compare the error rates of the
following strategies:
(a) Collective (optimal) Helstrom measurement on all channel outputs corresponding to
the transmitted codeword.
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(b) BPQM on all channel outputs corresponding to the transmitted codeword.
(c) Symbol-by-symbol (optimal) Helstrom measurement followed by classical (optimal)
block-MAP decoding.
(d) Symbol-by-symbol (optimal) Helstrom measurement followed by classical BP.
For strategy (a), we calculated the performance of the collective Helstrom measurement us-
ing the Yuen-Kennedy-Lax (YKL) conditions [YKL75] as discussed, for example, in [KGDdS15].
Note that for the last two schemes, classical processing is performed essentially on the BSC
induced by measuring each qubit output by the pure-state channel. We had plotted the
block error rates earlier in Fig. 3.1, and we plot bit and block error rates in Fig. 3.14. The
mean photon number per mode, N , relates to the pure-state channel parameter θ as cos θ =
e−2N (e.g., see [GW12] for more information on this quantity). Our implementation of the
BPQM algorithm for the 5-bit code is available at https://github.com/nrenga/bpqm.
We make the following observations from these performance curves.
1. The block error rates are in increasing order from strategy (a) to (d), as we might
expect. Even though classical BP is performed on a tree FG here, it only implements
bit-MAP decoding and not block-MAP decoding. This is why it performs worse than
block-ML (i.e., block-MAP with uniform prior on codewords) in this case.
2. BPQM performs strictly better than symbol-by-symbol optimal detection followed
by classical MAP decoding. This gives a clear demonstration that if one physically
constructs a receiver for BPQM, then it will be the best known physically realizable
receiver for the pure-state channel. For example, the Dolinar receiver [GW12, Dol73]
realizes only strategy (c). One can use our circuits to make such a physical realization.
3. BPQM performs as well as the quantum optimal collective Helstrom measurement on
the outputs of the channel. This lends evidence to the conclusion that by passing
quantum messages, BPQM is able to behave like a collective measurement while still
making only single-qubit Pauli measurements during the process. However, more
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Figure 3.14: (top) The BPQM success probabilities for decoding each bit and its
overall performance for the 5-bit code, the theoretical BPQM/Helstrom success rate
for bit 1, the initial theoretical prediction of 0.5(1+sin θ~) for BPQM for bits 2-5, and
the performance of BP and block-ML when applied to the directly measured channel
outputs. (bottom) The same curves along with the joint Helstrom limit plotted
against the mean photon number per mode N (cos θ = e−2N). Each simulation data
point was obtained by averaging over 105 uniformly random codeword transmissions.
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careful analysis is required to characterize this in general for, say, the family of codes
with tree FGs.
4. As a first self-consistency check, observe that the block-ML curve asymptotes at
roughly 0.875 for low mean photon numbers per mode. This is because, in this
regime, the BSC induced by the symbol-by-symbol measurement essentially has a
bit-flip rate of 0.5. Therefore, block-ML computes a posterior that is almost uniform
on all codewords, and thus the block success probability is 1/|C| = 1/8 = 0.125.
5. As another self-consistency check, note that the BP curve asymptotes at roughly
(1 − 1/32) = 0.9688 for low mean photon numbers per mode. Since BP performs
bit-MAP on this FG, and the induced BSC in this regime flips bits at a rate of almost
0.5, BP essentially picks each bit uniformly at random, thereby returning a vector
that is uniformly at random out of all the possible 25 = 32 vectors of length 5.
3.6 Conclusion
This chapter began by reviewing classical belief-propagation, which is an algorithm to
efficiently perform statistical inference by computing posterior marginal distributions of the
involved variables. Then, it discusses an induced channel perspective of understanding the
action of classical BP, and generalizes it to the quantum case following Renes [Ren17]. Next,
we use an example 5-bit code to understand the recently introduced belief-propagation
algorithm with quantum messages (BPQM) algorithm. Since the action of BPQM after
decoding the first bit is somewhat ambiguous in the original BPQM paper [Ren17], we
introduce a perspective that provides a nice interpretation of BPQM. We also provide
a detailed analysis of the density matrices involved in BPQM, and show that BPQM is
optimal for decoding all bits despite performing irreversible (single-qubit) measurements
along the way. Finally, we calculate the BPQM success probabilities for all bits and verify
empirically that it performs as well as Helstrom’s optimal joint measurement strategy for
quantum systems.
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This is the first practically feasible decoder that can be used to decode the classical-
quantum polar codes on the pure state channel. Although CQ polar codes are known
to achieve capacity on CQ channels when paired with a quantum successive cancellation
decoder [GW12, WG13], it is not clear whether BPQM retains this property. This is because
the quantum optimal nature of BPQM, at least for this 5-bit code, does not immediately
imply that it must also be a capacity-achieving decoder for CQ polar codes. Beyond this
question, it remains open as to how BPQM can be generalized to FGs with cycles and also
for decoding over general CQ channels. We will investigate these problems in future work.
BPQM also has close connections with the recently introduced notion of channel du-
ality [Ren18]. The resulting entropic relations could help characterize the performance of
a code over a channel using the performance of its dual code over the dual channel. Since
the dual of the pure-state channel is the classical BSC, we believe it may be possible to
extend classical techniques for analyzing BP (on BSC), such as density evolution, to analyze
BPQM as well.
3.7 Circuit Decomposition Calculations
Let CXθ′→θ = I2 ⊗ |0〉 〈0|+X ⊗ |1〉 〈1| be the controlled-NOT operation with the (second)
qubit corresponding to angle θ′ as the control qubit. Then we observe that
U˜~(θ, θ
′) := U~(θ, θ′) CXθ′→θ =

a+ a− 0 0
a− −a+ 0 0
0 0 b− b+
0 0 −b+ b−

, (3.108)
= |0〉 〈0| ⊗
a+ a−
a− −a+
+ |1〉 〈1| ⊗
 b− b+
−b+ b−
 (3.109)
=: |0〉 〈0| ⊗ U1 + |1〉 〈1| ⊗ U2 (3.110)
= (|0〉 〈0| ⊗ U1 + |1〉 〈1| ⊗ I2) (|0〉 〈0| ⊗ I2 + |1〉 〈1| ⊗ U2) .
(3.111)
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Let Rp(θ) := exp
(−ı θ2p) denote Pauli rotations, where p ∈ {x, y, z} and ı := √−1. Then
the Z-Y decomposition for a single qubit [NC10, Theorem 4.1] implies that any unitary U
can be decomposed as
U = eıαRz(β)Ry(γ)Rz(δ) =
eı(α−β/2−δ/2) cos γ2 −eı(α−β/2+δ/2) sin γ2
eı(α+β/2−δ/2) sin γ2 e
ı(α+β/2+δ/2) cos γ2
 . (3.112)
Setting γ1 := 2 sin
−1(a−) and γ2 := 2 sin−1(b+), we observe that [NC10, Corollary 4.2]
U1 =
cos γ12 sin γ12
sin γ12 − cos γ12
 = e ıpi2 Ry(γ1)Rz(pi) =: e ıpi2 A1XB1XC1, (3.113)
A1 := Ry
(γ1
2
)
, (3.114)
B1 := Ry
(−γ1
2
)
Rz
(−pi
2
)
, (3.115)
C1 := Rz
(pi
2
)
, (3.116)
U2 =
 cos γ22 sin γ22
− sin γ22 cos γ22
 = eıpiRz(pi)Ry(γ2)Rz(pi) =: eıpiA2XB2X, (3.117)
A2 := Rz(pi)Ry(γ2/2), (3.118)
B2 := Ry(−γ2/2)Rz(−pi). (3.119)
Then we can express the full circuit decomposition for U~(θ, θ′) as shown in Fig. 3.11.
Similarly, the rotations K+ and K− defined in (3.59) can be expressed as
K+ =
1√
2
cos ϕ~002 + sin ϕ~002 cos ϕ~002 − sin ϕ~002
sin
ϕ~00
2 − cos
ϕ~00
2 sin
ϕ~00
2 + cos
ϕ~00
2
 (3.120)
=:
 cos γ2 sin γ2
− sin γ2 cos γ2
 (3.121)
= eıpiRz(pi)Ry(γ)Rz(pi) (3.122)
=: eıpiA+XB+X, (3.123)
K− =
1√
2
sin ϕ~002 + cos ϕ~002 sin ϕ~002 − cos ϕ~002
cos
ϕ~00
2 − sin
ϕ~00
2 cos
ϕ~00
2 + sin
ϕ~00
2
 (3.124)
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= K†+, (3.125)
where γ := 2 sin−1
[
1√
2
(
cos
ϕ~00
2
− sin ϕ
~
00
2
)]
, (3.126)
A+ := Rz(pi)Ry
(γ
2
)
, (3.127)
B+ := Ry
(−γ
2
)
Rz(−pi). (3.128)
The coherently controlled gate Mm1 defined in (3.59) is decomposed in Fig. 3.12 using the
above calculations.
3.8 Calculations for BPQM Node Operations
The variable and check node convolutions are given by
[W ~W ′](x) = W (x)⊗W ′(x), (3.129)
[W W ′](x) = 1
2
(W (x)⊗W ′(0) +W (x+ 1)⊗W ′(1)). (3.130)
The channel outputs for a pure state channel are |±θ〉, where
|±θ〉 = cos θ
2
|0〉 ± sin θ
2
|1〉 . (3.131)
The overlap between the two outputs is given by 〈−θ|θ〉 = cos2 θ2 − sin2 θ2 = cos θ. The
Helstrom measurement projects onto
∣∣±pi2 〉.
The Stinespring’s representation for a classical-quantum (CQ) channel W that maps
density states from Hilbert space HA to HB is given by [Wil13]
W (x) := TrE
[
VBE|A |x〉 〈x|V †BE|A
]
, (3.132)
where HE is an ancilla space and VBE|A is an isometry that maps HA to HB ⊗HE . There-
fore, even for a pure state channel W , we must take its outputs to be density states |±θ〉 〈±θ|
and not |±θ〉. On the contrary, if we take it to be |±θ〉 then we immediately notice that the
output state of the check convolution in (3.130) above is not normalized and hence does
not represent a physical operation.
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3.8.1 Variable Node Operation
The convolution W ~W ′ outputs (the density state for) either |θ~〉 := |θ〉⊗|θ′〉 or |−θ~〉 :=
|−θ〉 ⊗ |−θ′〉, which are again two pure states with an overlap angle θ~ given by
cos θ~ := 〈−θ~|θ~〉 = (〈−θ| ⊗ 〈−θ′∣∣) · (|θ〉 ⊗ ∣∣θ′〉) = 〈−θ|θ〉 ⊗ 〈−θ′|θ′〉 = cos θ cos θ′.
The following unitary transformation compresses the states to the first qubit, leaving the
second in the state |0〉:
U~(θ, θ
′) :=

a+ 0 0 a−
a− 0 0 −a+
0 b+ b− 0
0 b− −b+ 0

, (3.133)
where
a± =
1√
2
cos
(
θ−θ′
2
)
± cos
(
θ+θ′
2
)
√
1 + cos θ cos θ′
, b± =
1√
2
sin
(
θ+θ′
2
)
∓ sin
(
θ−θ′
2
)
√
1− cos θ cos θ′ .
Let us verify by explicit calculation that
U~
(
θ, θ′
) (|±θ〉 〈±θ| ⊗ ∣∣±θ′〉 〈±θ′∣∣)U †~ (θ, θ′) = ∣∣±θ~〉 〈±θ~∣∣⊗ |0〉 〈0| ,
where |±θ~〉 := √p0 |0〉 ±√p1 |1〉, p0 := 12(1 + cos θ cos θ′), p1 := 1− p0 = 12(1− cos θ cos θ′).
∣∣±θ~〉 :=
 √1+cos θ cos θ′2
±
√
1−cos θ cos θ′
2
 =
 √1+cos θ~2
±
√
1−cos θ~
2
 =
 cos θ~2
± sin θ~2
 = cos θ~
2
|0〉 ± sin θ
~
2
|1〉 .
(3.134)
First, using the definitions for |±θ〉 and |±θ′〉 we have
|±θ〉 ⊗ ∣∣±θ′〉 = cos θ
2
cos
θ′
2
|00〉 ± cos θ
2
sin
θ′
2
|01〉 ± sin θ
2
cos
θ′
2
|10〉+ sin θ
2
sin
θ′
2
|11〉
(3.135)
=
[
cos
θ
2
cos
θ′
2
, ± cos θ
2
sin
θ′
2
, ± sin θ
2
cos
θ′
2
, sin
θ
2
sin
θ′
2
]†
. (3.136)
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Hence we get
|±ψ〉 := U~
(
θ, θ′
) (|±θ〉 ⊗ ∣∣±θ′〉) =

a+ cos
θ
2 cos
θ′
2 + a− sin
θ
2 sin
θ′
2
a− cos θ2 cos
θ′
2 − a+ sin θ2 sin θ
′
2
±b+ cos θ2 sin θ
′
2 ± b− sin θ2 cos θ
′
2
±b− cos θ2 sin θ
′
2 ∓ b+ sin θ2 cos θ
′
2

=:

ψ00
ψ01
ψ10
ψ11

. (3.137)
For convenience let us make some definitions:
α := cos
θ − θ′
2
+ cos
θ + θ′
2
=
1
2
cos
θ
2
cos
θ′
2
, β := cos
θ − θ′
2
− cos θ + θ
′
2
=
1
2
sin
θ
2
sin
θ′
2
,
γ := sin
θ + θ′
2
− sin θ − θ
′
2
=
1
2
cos
θ
2
sin
θ′
2
, δ := sin
θ + θ′
2
+ sin
θ − θ′
2
=
1
2
sin
θ
2
cos
θ′
2
.
(3.138)
Then using the identities cos θ = 2 cos2 θ2 − 1 = 1− 2 sin2 θ2 we see that
ψ00 =
1
2
[a+α+ a−β] =
1
2
√
2
2
[
cos2 θ−θ
′
2 + cos
2 θ+θ′
2
]
√
1 + cos θ cos θ′
=
√
1 + cos θ cos θ′
2
, (3.139)
ψ01 =
1
2
[a−α− a+β] = 1
2
√
2
αβ − βα√
1 + cos θ cos θ′
= 0, (3.140)
ψ10 =
1
2
[±b+γ ± b−δ] = 1
2
√
2
2
[
± sin2 θ+θ′2 ± sin2 θ−θ
′
2
]
√
1− cos θ cos θ′ = ±
√
1− cos θ cos θ′
2
, (3.141)
ψ11 =
1
2
[±b−γ ∓ b+δ] = 1
2
√
2
±γδ ∓ δγ√
1− cos θ cos θ′ = 0. (3.142)
Therefore we find that |±ψ〉 = |±θ~〉 ⊗ |0〉 and hence
U~
(
θ, θ′
) (|±θ〉 〈±θ| ⊗ ∣∣±θ′〉 〈±θ′∣∣)U †~ (θ, θ′) = |±ψ〉 〈±ψ| = ∣∣±θ~〉 〈±θ~∣∣⊗ |0〉 〈0| .
3.8.2 Factor Node Operation
The result of W W is not pure and hence we would like to unitarily transform the output
of the  convolution to a CQ state of the form
Ψdesired :=
∑
j∈{0,1}
pj
∣∣∣±θj 〉〈±θj ∣∣∣⊗ |j〉 〈j| , (3.143)
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for some appropriate state
∣∣∣±θj 〉 and probabilities pj . It turns out that the unitary
operation U := CNOT1→2 is the correct one. Let us verify that by explicit calculation for
inputs x = 0 and x = 1 simultaneously. Using ± ≡ (−1)x, ∓ ≡ (−1)x⊕1 we have
[W W ′](x) = 1
2
(
W (x)⊗W ′(0) +W (x⊕ 1)⊗W ′(1)) (3.144)
=
1
2
(
|±θ〉 〈±θ| ⊗ ∣∣θ′〉 〈θ′∣∣+ |∓θ〉 〈∓θ| ⊗ ∣∣−θ′〉 〈−θ′∣∣) (3.145)
:=
1
2
(ϕ˜1 + ϕ˜2) . (3.146)
⇒ Ψ := U
(
[W W ′](x))U † (3.147)
=
1
2
(
Uϕ˜1U † + Uϕ˜2U †) (3.148)
:=
1
2
(ϕ1 + ϕ2) . (3.149)
Now we calculate ϕ1 and ϕ2 separately. We first have
ϕ˜1 = |±θ〉 〈±θ| ⊗
∣∣θ′〉 〈θ′∣∣ (3.150)
=
(|±θ〉 ⊗ ∣∣θ′〉) · (〈±θ| ⊗ 〈θ′∣∣) (3.151)
=
[
cos
θ
2
cos
θ′
2
|0〉 |0〉+ cos θ
2
sin
θ′
2
|0〉 |1〉 ± sin θ
2
cos
θ′
2
|1〉 |0〉 ± sin θ
2
sin
θ′
2
|1〉 |1〉
]
(3.152)
⊗
[
cos
θ
2
cos
θ′
2
〈0| 〈0|+ cos θ
2
sin
θ′
2
〈0| 〈1| ± sin θ
2
cos
θ′
2
〈1| 〈0| ± sin θ
2
sin
θ′
2
〈1| 〈1|
]
(3.153)
⇒ ϕ1 = CNOT1→2 (ϕ˜1) CNOT1→2 (3.154)
=
[
cos
θ
2
cos
θ′
2
|0〉 |0〉+ cos θ
2
sin
θ′
2
|0〉 |1〉 ± sin θ
2
sin
θ′
2
|1〉 |0〉 ± sin θ
2
cos
θ′
2
|1〉 |1〉
]
(3.155)
⊗
[
cos
θ
2
cos
θ′
2
〈0| 〈0|+ cos θ
2
sin
θ′
2
〈0| 〈1| ± sin θ
2
sin
θ′
2
〈1| 〈0| ± sin θ
2
cos
θ′
2
〈1| 〈1|
]
(3.156)
=
[
cos2
θ
2
cos2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
sin2
θ′
2
|1〉 〈1|
]
⊗ |0〉 〈0|
(3.157)
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+[
cos2
θ
2
sin2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
cos2
θ′
2
|1〉 〈1|
]
⊗ |1〉 〈1|
(3.158)
+
1
2
[
cos2
θ
2
sin θ′ |0〉 〈0| ± sin θ cos2 θ
′
2
|0〉 〈1| ± sin θ sin2 θ
′
2
|1〉 〈0|+ sin2 θ
2
sin θ′ |1〉 〈1|
]
⊗ |0〉 〈1| (3.159)
+
1
2
[
cos2
θ
2
sin θ′ |0〉 〈0| ± sin θ sin2 θ
′
2
|0〉 〈1| ± sin θ cos2 θ
′
2
|1〉 〈0|+ sin2 θ
2
sin θ′ |1〉 〈1|
]
⊗ |1〉 〈0| . (3.160)
Similarly we get
ϕ˜2 = |∓θ〉 〈∓θ| ⊗
∣∣−θ′〉 〈−θ′∣∣ (3.161)
=
(|∓θ〉 ⊗ ∣∣−θ′〉) · (〈∓θ| ⊗ 〈−θ′∣∣) (3.162)
=
[
cos
θ
2
cos
θ′
2
|0〉 |0〉 − cos θ
2
sin
θ′
2
|0〉 |1〉 ∓ sin θ
2
cos
θ′
2
|1〉 |0〉 ± sin θ
2
sin
θ′
2
|1〉 |1〉
]
(3.163)
⊗
[
cos
θ
2
cos
θ′
2
〈0| 〈0| − cos θ
2
sin
θ′
2
〈0| 〈1| ∓ sin θ
2
cos
θ′
2
〈1| 〈0| ± sin θ
2
sin
θ′
2
〈1| 〈1|
]
(3.164)
⇒ ϕ2 = CNOT1→2 (ϕ˜2) CNOT1→2 (3.165)
=
[
cos
θ
2
cos
θ′
2
|0〉 |0〉 − cos θ
2
sin
θ′
2
|0〉 |1〉 ± sin θ
2
sin
θ′
2
|1〉 |0〉 ∓ sin θ
2
cos
θ′
2
|1〉 |1〉
]
(3.166)
⊗
[
cos
θ
2
cos
θ′
2
〈0| 〈0| − cos θ
2
sin
θ′
2
〈0| 〈1| ± sin θ
2
sin
θ′
2
〈1| 〈0| ∓ sin θ
2
cos
θ′
2
〈1| 〈1|
]
(3.167)
=
[
cos2
θ
2
cos2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
sin2
θ′
2
|1〉 〈1|
]
⊗ |0〉 〈0|
(3.168)
+
[
cos2
θ
2
sin2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
cos2
θ′
2
|1〉 〈1|
]
⊗ |1〉 〈1|
(3.169)
+
1
2
[
− cos2 θ
2
sin θ′ |0〉 〈0| ∓ sin θ cos2 θ
′
2
|0〉 〈1| ∓ sin θ sin2 θ
′
2
|1〉 〈0|
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− sin2 θ
2
sin θ′ |1〉 〈1|
]
⊗ |0〉 〈1| (3.170)
+
1
2
[
− cos2 θ
2
sin θ′ |0〉 〈0| ∓ sin θ sin2 θ
′
2
|0〉 〈1| ∓ sin θ cos2 θ
′
2
|1〉 〈0|
− sin2 θ
2
sin θ′ |1〉 〈1|
]
⊗ |1〉 〈0| . (3.171)
Therefore we get
Ψ =
1
2
(ϕ1 + ϕ2)
=
[
cos2
θ
2
cos2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
sin2
θ′
2
|1〉 〈1|
]
⊗ |0〉 〈0|
+
[
cos2
θ
2
sin2
θ′
2
|0〉 〈0| ± 1
4
sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|) + sin2 θ
2
cos2
θ′
2
|1〉 〈1|
]
⊗ |1〉 〈1|
=
1
4
[
(1 + cos θ)(1 + cos θ′) |0〉 〈0| ± sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|)
+ (1− cos θ)(1− cos θ′) |1〉 〈1|
]
⊗ |0〉 〈0|
+
1
4
[
(1 + cos θ)(1− cos θ′) |0〉 〈0| ± sin θ sin θ′(|0〉 〈1|+ |1〉 〈0|)
+ (1− cos θ)(1 + cos θ′) |1〉 〈1|
]
⊗ |1〉 〈1| . (3.172)
Now let us define two new angles θ0 , θ1 as
cos θ0 := cos θ + cos θ′1 + cos θ cos θ′ , cos θ1 := cos θ − cos θ
′
1− cos θ cos θ′ . (3.173)
Note that these are the two possible overlaps after applying the check node unitary.
This gives us the following identities:
cos
θ0
2
=
√
1
2
(1 + cos θ0 ) =
√
1
2
(1 + cos θ)(1 + cos θ′)
1 + cos θ cos θ′
; cos
θ1
2
=
√
1
2
(1 + cos θ)(1− cos θ′)
1− cos θ cos θ′
(3.174)
sin
θ0
2
=
√
1
2
(1− cos θ0 ) =
√
1
2
(1− cos θ)(1− cos θ′)
1 + cos θ cos θ′
; sin
θ1
2
=
√
1
2
(1− cos θ)(1 + cos θ′)
1− cos θ cos θ′
(3.175)
cos
θ0
2
sin
θ0
2
=
1
2
sin θ sin θ′
(1 + cos θ cos θ′)
; cos
θ1
2
sin
θ1
2
=
1
2
sin θ sin θ′
(1− cos θ cos θ′)
(3.176)
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Using these new angles and their identities in (3.172) we get
Ψ =
1
2
(1 + cos θ cos θ′)
[
cos2
θ0
2
|0〉 〈0| ± cos θ

0
2
sin
θ0
2
(|0〉 〈1|+ |1〉 〈0|) + sin2 θ

0
2
|1〉 〈1|
]
⊗ |0〉 〈0| (3.177)
+
1
2
(1− cos θ cos θ′)
[
cos2
θ1
2
|0〉 〈0| ± cos θ

1
2
sin
θ1
2
(|0〉 〈1|+ |1〉 〈0|) + sin2 θ

1
2
|1〉 〈1|
]
⊗ |1〉 〈1| (3.178)
= p0
∣∣±θ0 〉 〈±θ0 ∣∣⊗ |0〉 〈0|+ p1 ∣∣±θ1 〉 〈±θ1 ∣∣⊗ |1〉 〈1| (3.179)
⇒ Ψ =
∑
j∈{0,1}
pj
∣∣∣±θj 〉〈±θj ∣∣∣⊗ |j〉 〈j| , (3.180)
where p0 :=
1
2(1 + cos θ cos θ
′), p1 := 1 − p0 = 12(1 − cos θ cos θ′) and for j = 0, 1 we have∣∣∣±θj 〉 := cos θj2 |0〉 ± sin θj2 |1〉. This is what we desired to get initially in (3.143).
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Chapter 4
Binary Symplectic Geometry in QC
In this chapter we discuss the mathematical framework for quantum error correction in-
troduced in [CRSS98, CS96, Got97] and described in detail in [Got98b]. We will use row
vectors for binary and integer vectors and column vectors for quantum states.
4.1 The Heisenberg-Weyl Group
In Chapter 2 we defined qubits and Pauli matrices. We will now formalize the representation
of the n-qubit Pauli group which will prove very useful for the rest of this dissertation.
Definition 6. Given a = [a1, . . . , an], b = [b1, . . . , bn] ∈ Fn2 define the operator
D(a, b) := Xa1Zb1 ⊗ · · · ⊗XanZbn . (4.1)
For N = 2n, the Heisenberg-Weyl group HWN of order 4N
2 is defined as HWN :=
{ıκD(a, b) | a, b ∈ Fn2 , κ ∈ {0, 1, 2, 3}}. This is also called the Pauli group on n qubits.
Note that the elements of HWN can be interpreted either as errors on the n qubits
or, in general, as n-qubit operators. Since X and Z anti-commute, i.e., XZ = −ZX,
multiplication in HWN satisfies the following identity:
D(a, b)D(a′, b′) =
 n⊗
j=1
XajZbj
 n⊗
j=1
Xa
′
jZb
′
j

=
n⊗
j=1
Xaj
(
ZbjXa
′
j
)
Zb
′
j
=
n⊗
j=1
(−1)bja′jXa′j
(
XajZb
′
j
)
Zbj
(
∵ ZbjXa′j = (−1)bja′jXa′jZbj
)
=
n∏
j=1
(−1)ajb′j (−1)bja′j
n⊗
j=1
Xa
′
jZb
′
jXajZbj
(
∵ XajZb′j = (−1)ajb′jZb′jXaj
)
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= (−1)a′bT+b′aT
 n⊗
j=1
Xa
′
jZb
′
j
 n⊗
j=1
XajZbj

= (−1)a′bT+b′aTD(a′, b′)D(a, b). (4.2)
Here we have used the property of the Kronecker product that (A⊗B)(C⊗D) = AC⊗BD.
Similarly, it can be shown that elements of HWN also satisfy
D(a, b)T = (−1)abTD(a, b) and D(a, b)D(a′, b′) = (−1)a′bTD(a+ a′, b+ b′). (4.3)
Definition 7. The standard symplectic inner product in F2n2 is defined as
〈[a, b], [a′, b′]〉s := a′bT + b′aT = [a, b] Ω [a′, b′]T (mod 2), (4.4)
where the symplectic form in F2n2 is Ω =
 0 In
In 0
 (see [CRSS98]).
We observe that two operatorsD(a, b) andD(a′, b′) commute if and only if 〈[a, b], [a′, b′]〉s =
0. Hence, the mapping γ : HWN/〈ıκIN 〉 → F2n2 defined by
γ(D(a, b)) := [a, b] (4.5)
is an isomorphism that enables the representation of elements of HWN (up to multiplication
by scalars) as binary vectors. This also initiates the symplectic geometry connection.
Remark 8. Formally, a symplectic geometry is a pair (V, β) where V is a finite-dimensional
vector space over a field K and β : V × V → K is a non-degenerate alternating bilinear
form (see [DG06, Chap. 1]). A vector space V equipped with a non-degenerate alternating
bilinear form is called a symplectic vector space. The function β is bilinear if for any
u, v, w ∈ V and any k ∈ K it satisfies
β(u+ kv, w) = β(u,w) + kβ(v, w) and β(w, u+ kv) = β(w, u) + kβ(w, v).
It is alternating if for any v ∈ V it satisfies β(v, v) = 0. Notice that expanding β(v+w, v+
w) = 0⇒ β(v, w) = −β(w, v) for any v, w ∈ V . Finally, β is non-degenerate if β(v, w) = 0
for all w ∈ V implies that v = 0. For our purposes, we set V = F2n2 ,K = F2 and β = 〈 · , · 〉s
defined in (4.4).
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4.1.1 Hermitian Pauli Matrices
We will often find it convenient to focus on Hermitian Pauli matrices,
E(a, b) := ıab
T mod 4D(a, b) = ıab
T mod 4D(a, 0)D(0, b). (4.6)
Since these are also unitary, these satisfy E(a, b)2 = IN , the N ×N identity matrix. Note
that D(a, 0) = E(a, 0) are permutation matrices that map |v〉 7→ |v ⊕ a〉, and D(0, b) =
E(0, b) are diagonal matrices that act like D(0, b) |v〉 = (−1)vbT |v〉. Hence we can write
E(a, 0) =
∑
v∈Fn2
|v ⊕ a〉 〈v| , E(0, b) =
∑
v∈Fn2
(−1)vbT |v〉 〈v| . (4.7)
Computationally, substituting these definitions in the definition of E(a, b) allows us to
construct these matrices for fairly large n using sparse matrix tools.
Remark 9. It will be convenient to generalize the above definitions to vectors a, b ∈ Zn.
We express these vectors as a = a0 + 2a1 + 4a2 + . . . , b = b0 + 2b1 + 4b2 + . . ., where
ai, bi ∈ Zn2 . Note that this does not distort these definitions since X2 = Z2 = I2 implies
D(a, b) remains unchanged, while the exponent of ı for E(a, b) will change to (a0 +2a1)(b0 +
2b1)
T = a0b
T
0 +2(a0b
T
1 +a1b
T
0 ) ( mod 4) which only ever introduces an additional (−1) factor
thereby ensuring that E(a, b) is still Hermitian and E(a, b)2 = IN . Henceforth, all inner
(dot) products are performed over Z, unless mentioned otherwise, and if they occur in the
exponent of a 2`-th root of unity then the result is automatically reduced modulo 2`.
Hence, we can consolidate some useful identities for Hermitian Pauli matrices.
E(a, b)E(c, d) = ıbc
T−adTE(a+ c, b+ d) = (−1)〈[a,b],[c,d]〉sE(c, d)E(a, b), (4.8)
E(a, b+ 2x) = ıa(b+2x)
T
D(a, b+ 2x) = (−1)axT ıabTD(a, b) = (−1)axTE(a, b), (4.9)
E(a, b+ x) = E(a, b⊕ x+ 2(b ∗ x)) = (−1)a(b∗x)TE(a, b⊕ x), (4.10)
where (b ∗ x) ∈ Zn represents the point-wise product of the two vectors. We will continue
to use ⊕ to denote addition modulo 2 and + to denote usual addition over the integers.
Identity (4.8) implies that if E(a, b) and E(a′, b′) commute then E(a, b)E(a′, b′) = ±E(a+
a′, b+ b′), and if not then E(a, b)E(a′, b′) = ±ıE(a+ a′, b+ b′).
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Theorem 10. The normalized Hermitian Pauli matrices { 1√
N
E(a, b) : a, b ∈ Zn2} form an
orthonormal basis over C for all N ×N matrices under the Frobenius inner product.
Proof. First it is easy to check that we need N2 elements in the basis since the standard
basis for matrices consists of matrices each containing a single entry 1 and remaining entries
0. This exactly coincides with the number of vectors a, b ∈ Zn2 , and their corresponding
Pauli matrices E(a, b) are linearly independent. Recollect that the Frobenius inner product
between two matrices is given by 〈A,B〉 := Tr(A†B). For n = 1, it is clear that Tr( 1√
2
A ·
1√
2
A) = 1 for A ∈ {I2, X, Z, Y }. A quick calculation also shows that Tr( 1√2A ·
1√
2
B) = 0
whenever A 6= B and A,B ∈ {I2, X, Z, Y }. Therefore this proves that 1√2{I2, X, Z, Y }
forms an orthonormal basis for n = 1. For n > 1, we recollect that Tr(C⊗D) = Tr(C)Tr(D).
Thus it still holds that Tr( 1√
N
E(a, b) · 1√
N
E(a, b)) = 1 and Tr( 1√
N
E(a, b) · 1√
N
E(a′, b′)) = 0
for [a, b] 6= [a′, b′]. This completes the proof. 
This is a very useful (and well-known) result that makes it convenient to analyze unitary
operations that act non-trivially on the code subspace of quantum error-correcting codes.
As we will see in Chapters 6 and 7, this essentially translates to understanding the action
of these unitaries on all Pauli matrices. Theorem 10 also enables one to show that if a code
corrects certain Pauli errors then it can also correct any linear combination of those Pauli
errors [LB13]. Thus, this is an important result that leads to the discretization of errors in
quantum computers, thereby distinguishing them from classical analog computers.
4.2 The Clifford Group
Definition 11. Let UN be the group of unitary operators on vectors in CN . The Clifford
group CliffN ⊂ UN consists of all unitary matrices g ∈ UN that permute the elements of
HWN under conjugation. Formally,
CliffN :=
{
g ∈ UN | gD(a, b)g† ∈ HWN for all D(a, b) ∈ HWN
}
, (4.11)
where g† is the adjoint (or Hermitian transpose) of g [Got09]. Note that HWN ⊂ CliffN .
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Definition 12. Let G and H be subgroups of a group. The set of elements f ∈ G such that
fHf−1 = H is defined to be the normalizer of H in G, denoted as NG(H). The condition
fHf−1 = H can be restated as requiring that the left coset fH be equal to the right coset
Hf . If H is a subgroup of G, then NG(H) is also a subgroup containing H. In this case,
H is a normal subgroup of NG(H).
Hence, the Clifford group is the normalizer of HWN in the unitary group UN , i.e.,
CliffN = NUN (HWN ). We regard operators in CliffN as physical operators acting on
quantum states in CN , to be implemented by quantum circuits.
Definition 13. Let A be a collection of objects. The automorphism group Aut(A) of A
is the group of functions f : A → A (with the composition operation) that preserve the
structure of A. If A is a group then every f ∈ Aut(A) preserves the multiplication table
of the group. The inner automorphism group Inn(A) is a subgroup of Aut(A) defined as
Inn(A) := {fa | a ∈ A}, where fa ∈ Aut(G) is defined by fa(x) = axa−1, i.e., these are
automorphisms of A induced by conjugation with elements of A.
As a corollary of Theorem 21, it holds that Aut(HWN ) = CliffN , i.e. the automorphisms
induced by conjugation form the full automorphism group of HWN in UN . We sometimes
refer to elements of CliffN as unitary automorphisms of HWN .
Fact 14. The action of any unitary automorphism of HWN is defined by its action on the
following two maximal commutative subgroups of HWN that generate HWN :
XN := {D(a, 0) ∈ HWN | a ∈ Fn2} , ZN := {D(0, b) ∈ HWN | b ∈ Fn2} . (4.12)
Definition 15. Given a group G and an element h ∈ G, a conjugate of h in G is an
element ghg−1, where g ∈ G. Conjugacy defines an equivalence relation on G and the
equivalence classes are called conjugacy classes of G.
Lemma 16. The set of all conjugacy classes of HWN is given by Class(HWN ) = ⋃
D(a,b)∈HWN
(a,b)6=(0,0)
{{D(a, b),−D(a, b)}, {ıD(a, b),−ıD(a, b)}}
 ∪
(
3⋃
κ=0
{{ıκIN}}
)
.
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Proof. For an element D(a, b) ∈ HWN , its conjugacy class is given by
{D(c, d)D(a, b)D(c, d)−1 | D(c, d) ∈ HWN}.
We know that D(c, d)D(a, b) = (−1)cbT+daTD(a, b)D(c, d) which implies
D(c, d)D(a, b)D(c, d)−1 = (−1)cbT+daTD(a, b)D(c, d)D(c, d)−1 = (−1)cbT+daTD(a, b).
Therefore D(a, b) is mapped either to itself, if cbT+daT = 0, or to −D(a, b), if cbT+daT = 1.
This does not change ifD(c, d) has a leading±ı because the inverse will cancel it. So the con-
jugacy class of ±D(a, b) is {D(a, b),−D(a, b)} and that of ±ıD(a, b) is {ıD(a, b),−ıD(a, b)}.
For the special case of D(a, b) = ıκIN with κ ∈ {0, 1, 2, 3}, the corresponding conjugacy
class is a singleton {ıκIN} since D(c, d)D(a, b) = ıκD(c, d). 
Corollary 17. The elements of HWN have order either 1, 2 or 4. Any automorphism of
HWN must preserve the order of all elements since by Definition 13 it must preserve the
multiplication table of the group. Also, the inner automorphisms defined by conjugation
with matrices ıκD(a, b) ∈ HWN preserve every conjugacy class of HWN , because (4.2)
implies that elements in HWN either commute or anti-commute.
4.2.1 The Map to Symplectic Matrices
Definition 18. An invertible matrix F ∈ F2n×2n2 is said to be a symplectic matrix if it
preserves the symplectic inner product between vectors in F2n2 (see [Can17, Got09]). In
other words, a symplectic matrix F satisfies 〈[a, b]F, [a′, b′]F 〉s = 〈[a, b], [a′, b′]〉s for all
[a, b], [a′, b′] ∈ F2n2 . This implies that [a, b] FΩF T [a′, b′]T = [a, b] Ω [a′, b′]T and hence
an equivalent condition for a symplectic matrix is that it must satisfy FΩF T = Ω (mod 2).
If we represent a symplectic matrix as F =
 A B
C D
 then the condition FΩF T = Ω
can be explicitly written as
ABT = BAT , CDT = DCT , ADT +BCT = In (mod 2). (4.13)
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Definition 19. The group of symplectic 2n × 2n binary matrices is called the symplectic
group over F2n2 and is denoted by Sp(2n,F2). It can be interpreted as a generalization of
the orthogonal group to the symplectic inner product. The size of the symplectic group is
well-known to be 2n
2∏n
j=1(4
j − 1) (e.g., see [CRSS98]).
Definition 20. A symplectic basis for F2n2 is a set of pairs {(v1, w1), (v2, w2), . . . , (vn, wn)}
such that 〈vi, wj〉s = δij and 〈vi, vj〉s = 〈wi, wj〉s = 0, where i, j ∈ {1, . . . , n}, and δij = 1 if
i = j and 0 if i 6= j.
Note that the rows of any matrix in Sp(2n,F2) form a symplectic basis for F2n2 . Also,
the top and bottom halves of a symplectic matrix satisfy
[A | B] Ω [A | B]T = [C | D] Ω [C | D]T = 0.
There also exists a symplectic Gram-Schmidt orthogonalization procedure that produces
a symplectic basis starting from the standard basis and an additional vector v ∈ F2n2
(see [KS14]).
Next we state a classical result which forms the foundation for our algorithm in Chap-
ter 5 to synthesize logical Clifford operators of stabilizer codes. For completeness we also
provide a proof here (adapted from [Can17]).
Theorem 21. The automorphism induced by g ∈ CliffN satisfies
gE(a, b)g† = ±E ([a, b]Fg) , where Fg =
Ag Bg
Cg Dg
 ∈ Sp(2n,F2). (4.14)
Proof. First we show that there exists a well-defined 2n×2n binary transformation F such
that for all [a, b] ∈ F2n2 we have gE(a, b)g† = ±E ([a, b]F ). Let the standard basis vectors of
Fn2 be denoted as ei, which have an entry 1 in the i-th position and entries 0 elsewhere. Then
{E(e1, 0), . . . , E(en, 0)} and {E(0, e1), . . . , E(0, en)} form a basis for XN and ZN defined
in (4.12), respectively. Since g ∈ CliffN is an automorphism of HWN , by Corollary 17 it pre-
serves the order of every element of HWN . Hence it maps E(ei, 0) 7→ ±E(a′i, b′i), E(0, ej) 7→
±E(c′j , d′j) for some [a′i, b′i], [c′j , d′j ] ∈ F2n2 , where i, j ∈ {1, . . . , n}. Therefore we can express
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the action of g as gE(ei, 0)g
† = ±E(a′i, b′i), gE(0, ej)g† = ±E(c′j , d′j). Using the same i, j
define a matrix F with the i-th row being [a′i, b
′
i] and the (n+ j)-th row being [c
′
j , d
′
j ]. This
matrix satisfies
gE(ei, 0)g
† = ±E ([ei, 0]F ) , gE(0, ej)g† = ±E ([0, ej ]F ) .
Using the fact that any [a, b] ∈ F2n2 can be written as a linear combination of [ei, 0] and
[0, ej ], the identity (4.8), and Corollary 17, we have gE(a, b)g
† = ±E ([a, b]F ). As the rows
of F are a result of the action of g on XN and ZN , we explicitly denote this dependence by
Fg. All that is left is to show that Fg is symplectic.
Conjugating both sides of the equation (4.8) by g we get
(
gE(a, b)g†
)(
gE(a′, b′)g†
)
= (−1)a′bT ı〈[a,b],[a′,b′]〉s
(
gE(a+ a′, b+ b′)g†
)
⇒ E ([a, b]Fg)E
(
[a′, b′]Fg
)
= ±(−1)a′bT ı〈[a,b],[a′,b′]〉sE ([a+ a′, b+ b′]Fg) .
Now apply (4.8) to E ([a, b]Fg) , E ([a
′, b′]Fg), and define [c, d] := [a, b]Fg, [c′, d′] := [a′, b′]Fg:
E ([a, b]Fg)E
(
[a′, b′]Fg
)
= (−1)c′dT ı〈[a,b]Fg ,[a′,b′]Fg〉sE ([a+ a′, b+ b′]Fg) .
Equating the two expressions on the right hand side for all [a, b], [a′, b′] we get FgΩF Tg = Ω,
or that Fg is symplectic. 
Since the action of any g ∈ Aut(HWN ) on HWN can be expressed as mappings [ei, 0] 7→
[a′i, b
′
i], [0, ej ] 7→ [c′j , d′j ] in F2n2 , that can be induced by a g ∈ CliffN (under conjugation),
we have Aut(HWN ) = CliffN . As discussed after Theorem 10, since Hermitian Paulis form
an orthonormal basis, the above result implies that a binary symplectic matrix Fg contains
most of the information (except signs) about the corresponding Clifford operator g. The
fact that Fg is symplectic expresses the property that the automorphism induced by g must
respect commutativity in HWN . By Corollary 17, any inner automorphism induced by
conjugation with g ∈ HWN has Fg = I2n. So the map φ : CliffN → Sp(2n,F2) defined by
φ(g) := Fg (4.15)
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Symplectic Matrix Fg Clifford Operator g Circuit Element
Ω =
 0 In
In 0
 HN = H⊗n2 Full Hadamard
LQ =
Q 0
0 Q−T

(Q−T = (Q−1)T = (QT )−1)
`Q =
∑
v∈Fn2 |vQ〉 〈v|
Controlled-X (CX),
Permutations
TR =
In R
0 In

(R = RT )
tR = diag
(
ıvRv
T mod 4
)
=
∑
v∈Fn2
ıvRv
T |v〉 〈v|
Controlled-Z (CZ),
Phase (P ) gates
Gt =
Ln−t Ut
Ut Ln−t
 gt = H2t ⊗ I2n−t Partial Hadamard
Table 4.1: A generating set of binary symplectic matrices and their corresponding unitary
operators. The number of 1s in Q and R directly relates to number of gates involved in the
circuit realizing the respective unitary operators (see Section 4.2.2). The N coordinates are
indexed by binary vectors v ∈ Fn2 . Here H2t denotes the Walsh-Hadamard matrix of size
2t, Ut = diag (It, 0n−t) and Ln−t = diag (0t, In−t), where It is the t× t identity matrix and
0t is the t× t matrix with all zero entries.
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is a homomorphism with kernel HWN , and every Clifford operator maps down to a matrix
Fg. Hence, HWN is a normal subgroup of CliffN and CliffN/HWN ∼= Sp(2n,F2).
In summary, every unitary automorphism g ∈ CliffN of HWN induces a symplectic
transformation Fg ∈ Sp(2n,F2) via the map φ, and two automorphisms that induce the
same symplectic transformation can differ only by an inner automorphism that is also an
element of HWN . The symplectic group Sp(2n,F2) is generated by the set of elementary
symplectic transformations given in the first column of Table 4.1 (also see [DD03]). The
second column lists their corresponding unitary automorphisms, under the relation proven
in Theorem 21, i.e., gE(a, b)g† = ±E ([a, b]Fg). The third column relates these elementary
forms with the elementary quantum gates that they can represent. A discussion of these
transformations and their circuits is provided in the next subsection.
Definition 22. In a circuit, any set of gates acting sequentially on disjoint subsets of qubits
can be applied concurrently. These gates constitute one stage of the circuit, and the number
of such stages is defined to be the depth of the circuit.
For example, consider n = 4 and the quantum circuit H1 — CZ23 — P4, where the sub-
scripts indicate the qubit(s) on which the gate is applied. More precisely, we can explicitly
write H1 = H⊗I2⊗I2⊗I2, where the subscript 2 indicates the 2×2 identity matrix. This is a
circuit of depth 1. However the circuit H2 — CZ23 — P4 has depth 2. Note that the unitary
operator is computed as the matrix product U = P4CZ23H2 = CZ23P4H2 = CZ23H2P4,
since U acts on a quantum state |ψ〉 as U |ψ〉, i.e., on the right. However, in the circuit the
state goes through from left to right and hence the order is reversed.
4.2.2 Circuits for Elementary Symplectic Matrices
In this section we verify that the physical operators listed in Table 4.1 are associated with
the corresponding symplectic transformation. Furthermore, we also provide circuits that
realize these physical operators (also see [DD03]).
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1. HN = H
⊗n : The Hadamard operator H := 1√
2
1 1
1 −1
 satisfies HXH† = Z,
HZH† = X. Hence the action of HN on a HWN element D(a, b) is given by
HND(a, b)H
†
N = HND(a, 0)D(0, b)H
†
N = (HND(a, 0)H
†
N )(HND(0, b)H
†
N )
= D(0, a)D(b, 0) = (−1)abTD(b, a)
⇒ HND(a, b)H†N = (−1)ab
T
D ([a, b]Ω) .
The circuit for HN is just H applied to each of the n qubits.
2. GL(n,F2) : Each non-singular n×n binary matrix Q is associated with a symplectic
transformation LQ given by
LQ =
Q 0
0 Q−T
 ,
where Q−T = (QT )−1 = (Q−1)T . The matrix Q is also associated with the unitary
operator `Q which realizes the mapping |v〉 7→ |vQ〉. We verify the correspondence
`Q → LQ as follows. Note that D(c, 0) |v〉 = |v ⊕ c〉 and D(0, d) |v〉 = (−1)vdT |v〉.
(`QD(c, d)`
†
Q) |v〉 = `QD(c, 0)D(0, d)
∣∣vQ−1〉 (4.16)
= `Q(−1)cdTD(0, d)D(c, 0)
∣∣vQ−1〉 (4.17)
= (−1)cdT `Q(−1)(vQ−1+c)dT
∣∣vQ−1 ⊕ c〉 (4.18)
= (−1)cdT (−1)(v+cQ)Q−1dT |v ⊕ cQ〉 (4.19)
= (−1)cdTD(0, d(Q−1)T )D(cQ, 0) |v〉 (4.20)
= D(cQ, dQ−T ) |v〉 (4.21)
= D ([c, d]LQ) |v〉 . (4.22)
Since the operator `Q realizes the map |v〉 7→ |vQ〉, the circuit for the operator is
equivalent to the binary circuit that realizes v 7→ vQ. Evidently, this elementary
transformation encompasses CNOT operations and qubit permutations. For the lat-
ter, Q will be a permutation matrix. Note that if `Q preserves the code space of a
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CSS code then the respective permutation must be in the automorphism group of
the constituent classical code. This is the special case that is discussed in detail by
Grassl and Roetteler in [GR13].
For a general Q, one can use the LU decomposition over F2 to obtain PpiQ = LU ,
where Ppi is a permutation matrix, L is lower triangular and U is upper triangular.
Note that Lii = Uii = 1 ∀ i ∈ {1, . . . , n}. Then the circuit for Q first involves
the permutation P Tpi (or pi
−1), then CNOTs for L with control qubits in the order
1, 2, . . . , n and then CNOTs for U with control qubits in reverse order n, n−1, . . . , 1.
The order is important because an entry Lji = 1 implies a CNOT gate with qubit j
controlling qubit i (with j > i), i.e, CXj→i, and similarly Lkj = 1 implies the gate
CXk→j (with k > j). Since the gate CXj→i requires the value of qubit j before it is
altered by CXk→j , it needs to be implemented first. A similar reasoning applies to
the reverse order of control qubits for U .
3. tR = diag
(
ıvRv
T
)
: Each symmetric matrix R ∈ Fn×n2 is associated with a symplectic
transformation TR given by
TR =
In R
0 In
 ,
and with a unitary operator tR that realizes the map |v〉 7→ ıvRvT |v〉. We now verify
that conjugation by tR induces the symplectic transformation TR.
(tRD(a, b)t
†
R) |v〉 = ı−vRv
T
tR(−1)abTD(0, b)D(a, 0) |v〉 (4.23)
= ı−vRv
T
(−1)abT tR(−1)(v⊕a)bT |v ⊕ a〉 (4.24)
= (−1)abT ı−vRvT (−1)(v+a)bT ı(v⊕a)R(v⊕a)T |v ⊕ a〉 (4.25)
= (−1)abT ı−vRvT (−1)(v+a)bT ı(v+a)R(v+a)T |v ⊕ a〉 (4.26)
= (−1)abT ıaRaT (−1)vRaT+(v+a)bT |v ⊕ a〉 (4.27)
= (−1)abT ı−aRaT (−1)(v+a)(b+aR)T |v ⊕ a〉 (4.28)
= (−1)abT ı−aRaTD(0, b+ aR)D(a, 0) |v〉 (4.29)
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= (−1)abT ı−aRaT (−1)a(b+aR)TD(a, b+ aR) |v〉 (4.30)
= ıaRa
T
D ([a, b]TR) |v〉 . (4.31)
Note that for the fourth equality we have used v ⊕ a = v + a − 2(v ∗ a). Hence, for
E(a, b) := ıab
T
D(a, b), we have tRE(a, b)t
†
R = ı
abT ıaRa
T
D(a, b + aR) = E ([a, b]TR)
as required, where [a, b]TR is over Z. We derive the circuit for this unitary oper-
ator by observing the action of TR on the standard basis vectors [e1, 0], . . . , [en, 0],
[0, e1], . . . , [0, en] of F2n2 , where i ∈ {1, . . . , n}, which captures the effect of tR on the
(basis) elements X1, . . . , Xn, Z1, . . . , Zn of HWN , respectively, under conjugation.
Assume as the first special case thatR has non-zero entries only in its (main) diagonal.
If Rii = 1 then we have [ei, 0]TR = [ei, ei]. This indicates that tR maps Xi =
E(ei, 0) 7→ E(ei, ei) = Yi. Since we know that the phase gate Pi on the i-th qubit
performs exactly this map under conjugation, we conclude that the circuit for tR
involves Pi. We proceed similarly for every i ∈ {1, . . . , n} such that Rii = 1.
Now consider the case where Rij = Rji = 1 (since R is symmetric). Then we have
[ei, 0]TR = [ei, ej ], [ej , 0]TR = [ej , ei]. This indicates that tR maps Xi 7→ XiZj and
Xj 7→ ZiXj . Since we know that the controlled-Z gate CZij on qubits (i, j) performs
exactly this map under conjugation, we conclude that the circuit for tR involves CZij .
We proceed similarly for every pair (i, j) such that Rij = Rji = 1.
Finally, we note that the symplectic transformation associated with the operator
HN tRHN is ΩTR Ω =
In 0
R In
.
4. gt = H2t ⊗ I2n−t : Since H2t is the t-fold Kronecker product of H we have
gtD(a, b)g
†
t =
(
Za1Xb1 ⊗ · · · ⊗ ZatXbt
)
⊗
(
Xat+1Zbt+1 ⊗ · · · ⊗XanZbn
)
(4.32)
=
(
(−1)a1b1Xb1Za1 ⊗ · · · ⊗ (−1)atbtXbtZat
)
⊗
(
Xat+1Zbt+1 ⊗ · · · ⊗XanZbn
)
. (4.33)
We write (a, b) = (aˆa¯, bˆb¯) where aˆ := [a1, · · · , at], a¯ := [at+1, · · · , an], bˆ := [b1, · · · , bt],
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b¯ := [bt+1, · · · , bn]. Then we have
gtD(aˆa¯, bˆb¯)g
†
t = (−1)aˆbˆ
T
D(bˆa¯, aˆb¯) = (−1)aˆbˆTD
(
[aˆa¯, bˆb¯]Gt
)
, (4.34)
where Gt =

0 0 It 0
0 In−t 0 0
It 0 0 0
0 0 0 In−t

. (4.35)
Defining Ut :=
It 0
0 0
 , Ln−t :=
0 0
0 In−t
, we then write Gt =
Ln−t Ut
Ut Ln−t
.
Similar to part 1 above, the circuit for gt is simply H applied to each of the first t
qubits. Although this is a special case where the Hadamard operator was applied
to consecutive qubits, we note that the symplectic transformation for Hadamards
applied to arbitrary non-consecutive qubits can be derived in a similar fashion.
Hence we have demonstrated the elementary symplectic transformations in Sp(2n,F2)
that are associated with arbitrary Hadamard, Phase, Controlled-Z and Controlled-NOT
gates. Since we know that these gates (which include HWN ) generate the full Clifford
group [Got09], these elementary symplectic transformations form a universal set corre-
sponding to physical operators in the Clifford group.
4.2.3 Decomposition of Clifford Operators
We can synthesize a physical operator g ∈ CliffN by factoring Fg into elementary symplectic
matrices of the types listed in Table 4.1. Three algorithms for this purpose are given
in [DD03],[MR17] and [Can17]. We restate the relevant result given by Can in [Can17] and
include the proof for completeness. The decomposition in [DD03] and [MR17] are similar.
Theorem 23. Any binary symplectic transformation F can be expressed as
F = LQ1ΩTR1GkTR2LQ2 ,
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as per the notation used in Table 4.1, where the integer k, invertible matrices Q1, Q2 and
symmetric matrices R1, R2 are chosen appropriately.
Proof. The idea is to perform row and column operations on the matrix F via left and
right multiplication by elementary symplectic transformations from Table 4.1, and bring
the matrix F to the standard form ΩTR1Ω.
Let F =
A B
C D
 so that [A | B] Ω [A | B]T = 0 and [C | D] Ω [C | D]T = 0. If
rank(A) = k then there exists a row transformation Q−111 and a column transformation Q
−1
2
such that
Q−111 AQ
−1
2 =
Ik 0
0 0
 . (4.36)
Using the notation for elementary symplectic transformations discussed above, we apply
Q−111 and LQ−12 to [A | B] and obtain
[
Q−111 A Q
−1
11 B
]Q−12 0
0 QT2
 =
 Ik 0 Rk E′
0 0 E Bn−k
 := [A′ B′] , (4.37)
where Bn−k is an (n − k) × (n − k) matrix. Since the above result is again the top half
of a symplectic matrix, we have [A′ | B′] Ω [A′ | B′]T = 0 which implies Rk is symmetric,
E = 0 and hence rank(Bn−k) = n− k. Therefore we determine an invertible matrix Qn−k
which transforms Bn−k to In−k under row operations. Then we apply Q−112 :=
Ik 0
0 Qn−k

on the left of the matrix [A | B] to obtain
[
Q−112 Q
−1
11 A Q
−1
12 Q
−1
11 B
]Q−12 0
0 QT2
 =
 Ik 0 Rk E′
0 0 0 In−k
 . (4.38)
Now we observe that we can apply row operations to this matrix and transform E′ to 0.
We left multiply by Q−113 :=
Ik E′
0 In−k
 to obtain
[
Q−113 Q
−1
12 Q
−1
11 A Q
−1
13 Q
−1
12 Q
−1
11 B
]Q−12 0
0 QT2
 =
 Ik 0 Rk 0
0 0 0 In−k
 . (4.39)
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Since the matrix R2 :=
Rk 0
0 0
 is symmetric, we apply the elementary transformation
TR2 from the right to obtain
 Ik 0 Rk 0
0 0 0 In−k


Ik 0 Rk 0
0 In−k 0 0
0 0 Ik 0
0 0 0 In−k

=
 Ik 0 0 0
0 0 0 In−k
 . (4.40)
Finally we apply the elementary transformation GkΩ =
 Uk Ln−k
Ln−k Uk
 to obtain
 Ik 0 0 0
0 0 0 In−k


Ik 0 0 0
0 0 0 In−k
0 0 Ik 0
0 In−k 0 0

=
 Ik 0 0 0
0 In−k 0 0
 = [In 0] . (4.41)
Hence we have transformed the matrix F to the form ΩTR1Ω =
In 0
R1 In
, i.e., if we define
Q−11 := Q
−1
13 Q
−1
12 Q
−1
11 then we have
LQ−11
FLQ−12
TR2GkΩ = ΩTR1Ω. (4.42)
Rearranging terms and noting that L−1Q = LQ−1 ,Ω
−1 = Ω, G−1k = Gk, T
−1
R2
= TR2 we obtain
F = LQ1ΩTR1Ω
2GkTR2LQ2 = LQ1ΩTR1GkTR2LQ2 . 
4.3 Stabilizer Codes
Stabilizer codes were introduced by Gottesman [Got97] and independently by Calderbank,
Rains, Shor and Sloane [CRSS98] in the framework of additive codes over GF(4), the Galois
field with 4 elements. These form the quantum analogues of classical linear codes. Most
works in the literature primarily consider either stabilizer codes or subsystem codes [Bac06].
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The latter is a generalization of stabilizer codes that provides a more general partition of the
underlying Hilbert space H as H = HA ⊗HB ⊕HC . If HB is trivial then subsystem codes
become stabilizer codes, where HC = H⊥A. Since stabilizer codes protect the information by
storing it in the subspace HA, they are also referred to as subspace codes. Subsystem codes
provide an additional “gauge” degree of freedom via the space HB where information is not
stored. Thus they are defined by a gauge group G ⊂ HWN that is not commutative unless
it is a stabilizer code, and the stabilizer group S ⊂ G. In this dissertation we will primarily
consider stabilizer codes. Note that extending our results (and methods) to subsystem
codes can be non-trivial and is not merely a technical exercise.
Definition 24. A stabilizer group S is a commutative subgroup of the Pauli group HWN
with Hermitian elements, and does not contain −IN .
If S has dimension r, then it can be generated as S = 〈νiE(ci, di); i = 1, . . . , r〉,
where νi ∈ {±1} and E(ci, di), E(cj , dj) commute for all i 6= j, i, j ∈ {1, . . . , r}, i.e.,
〈[ci, di], [cj , dj ]〉s = cidTj + dicTj = 0 (mod 2). Recollect that commuting N × N Hermi-
tian matrices can be simultaneously diagonalized, and hence they have a common basis of
eigenvectors that span CN .
Definition 25. Given a stabilizer group S, the corresponding stabilizer code [NC10] is
the subspace V (S) spanned by all eigenvectors in the common eigenbasis of S that have
eigenvalue +1 with all elements in S, i.e., V (S) := {|ψ〉 ∈ CN : g |ψ〉 = |ψ〉 for all g ∈ S}.
The subspace V (S) is called an [[n, k, d]] stabilizer code, that encodes k := n−r logical qubits
into n physical qubits, and d is the minimum weight of any operator in NHWN (S) \ S.
Here NHWN (S) denotes the normalizer of S inside HWN , i.e.,
NHWN (S) := {ıκE(a, b) ∈ HWN : E(a, b)E(c, d)E(a, b) = E(c, d) ∀ νE(c, d) ∈ S, κ ∈ Z4}.
(4.43)
Definition 26. Weight of a Pauli operator refers to the number of qubits on which it acts
non-trivially, i.e., as X,Z or Y . More precisely, weight of E(a, b) is wH(a ∨ b), where
wH(·) denotes the Hamming weight and ∨ denotes the logical OR operation.
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If a stabilizer is generated as S = 〈νiE(ci, di); i = 1, . . . , r〉, then a binary stabilizer
generator matrix or parity-check matrix for the resulting stabilizer code is given by
GS :=

−−−− c1 −−−− −−−− d1 −−−−
−−−− c2 −−−− −−−− d2 −−−−
...
...
−−−− cr −−−− −−−− dr −−−−

∈ Fr×2n2 , GS ΩGTS = 0. (4.44)
The above condition holds for GS because all the r rows have to commute pairwise, and
this means their symplectic inner products must be 0. Note that GS ignores signs νi.
Given a Hermitian Pauli matrix E(c, d), it is easy to show that IN+νE(c,d)2 is the projector
on to the ν-eigenspace of E(c, d), where ν ∈ {±1}. Therefore, the projector on to the code
subspace V (S) of the stabilizer code defined by S is given by
ΠS :=
r∏
i=1
(IN + νiE(ci, di))
2
=
1
2r
2r∑
j=1
jE(aj , bj). (4.45)
Here j ∈ {±1} in the last equality is a character of the group S, and hence is determined
by the product of signs of the generators of S that produce E(aj , bj), i.e., jE(aj , bj) =∏
t∈J⊆{1,...,r} νtE(ct, dt) for a unique subset J . Hence, a feasible method to initialize the n
physical qubits in a code state is to start with an arbitrary state and then apply the above
projector by measuring each stabilizer generator νiE(ci, di). If we also measure the logical Z
(resp. X) generators, each of which corresponds to one of the k logical qubits, then we can
establish the logical Z (resp. X) basis state in which the code has been initialized. These
measurements can be performed using the tools introduced in Chapter 2 (see [NC10]).
4.3.1 Decoding a Stabilizer Code
Using the result in Theorem 10, we can restrict to Pauli errors since all other errors are
linear combinations of these. Note that, even for a general quantum channel that does not
just introduce a unitary error, the Kraus operators can be expressed using Pauli matrices;
hence, this is indeed a statement on a general error channel [LB13, Section 2.6]. Assume
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that we were initially in a code state |ψ〉 and then a Pauli error E(e, f) occurred. Then
using the identity (4.8) we observe that
E(e, f) |ψ〉 = E(e, f) · νiE(ci, di) |ψ〉 = (−1)〈[e,f ],[ci,di]〉sνiE(ci, di) (E(e, f) |ψ〉) . (4.46)
Hence the stabilizer generators for the state E(e, f) |ψ〉 are {(−1)〈[e,f ],[ci,di]〉sνiE(ci, di)}. In
order to detect this change, we measure each stabilizer generator νiE(ci, di) and observe
the measurement result (−1)〈[e,f ],[ci,di]〉s . These are the syndromes for the error E(e, f).
Note that these can also be computed via the product GS [f, e]
T = GS Ω [e, f ]
T . Then a
standard procedure, as in classical coding theory, is to identify the smallest weight error
E(e′, f ′) such that (−1)〈[e′,f ′],[ci,di]〉s = (−1)〈[e,f ],[ci,di]〉s for all i. We apply the correction
operator E(e′, f ′) to return back to the code subspace. If E(e′, f ′)E(e, f) ∈ S then we have
corrected the error successfully. Otherwise, we have returned to an incorrect state since
E(e′, f ′)E(e, f) ∈ NHWN (S) \ S. This is because, by definition, the only operators that
commute with all stabilizers, but are not themselves stabilizers, belong in NHWN (S) \ S.
In other words, these are undetectable errors and they define the distance of the stabilizer
code. We will not discuss decoding much more since this dissertation is primarily about
synthesizing logical operators for stabilizer codes. For more details, see [NC10, LB13].
4.3.2 Logical Qubits and their Operators
We introduced a qubit in Chapter 2 as a normalized vector in C2. Although this arises
directly from the postulates of quantum mechanics, it is useful to think of a qubit abstractly
as a pair of bases (X,Z). More precisely, note that a qubit |ψ〉 can be expressed as
|ψ〉 = α |0〉+ β |1〉 = (αII2 + αXX + ıαZZ + αY Y ) |0〉 , (4.47)
where α, β ∈ C but αI , αX , αZ , αY ∈ R satisfying constraints such that the above linear
combination is unitary. If any operation U is to be performed on |ψ〉, then its effect can be
calculated by understanding its action on just X and Z, i.e.,
U |ψ〉 = U(αII2 + αXX + ıαZZ + αY Y ) |0〉 =
(
U(αII2 + αXX + ıαZZ + αY Y )U
†
)
U |0〉 .
(4.48)
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Here U |0〉 is a deterministic state, given U , and all the information is gathered by under-
standing the conjugations UXU † and UZU † (since Y = ıXZ). The only requirements for
the abstract bases X and Z are that XZ = −ZX on the same qubit, and that X and Z
on different qubits commute. This abstraction is reminiscent of the difference between the
Schro¨dinger perspective, which tracks the evolution of states, and the Heisenberg perspec-
tive, which tracks the evolution of operators (i.e., bases here). In other words, after U is
applied, the new pair of bases is (UXU †, UZU †), and this defines the evolved qubit. If we
only considered one of the two bases, say X, then the system is classical.
Hence, once we define a [[n, k, d]] stabilizer code, we need to define the k logical qubits by
identifying k pairs of bases (X¯i, Z¯i), i = 1, . . . , k, that satisfy X¯iZ¯j = (−1)δij Z¯jX¯i. These
operators also need to commute with all stabilizers. Here, X¯i and Z¯i are n-qubit operators
that form physical representatives of the (k-qubit) logical XLi and Z
L
i , where X
L
i and Z
L
i
are simply the Pauli X and Z gates on the i-th logical qubit. For brevity, X¯i and Z¯i are
themselves called the logical Pauli operators. These can be determined by using either
Gottesman’s [Got97] or Wilde’s algorithm [Wil09]. Therefore, a particular logical compu-
tational basis state |x1x2 · · ·xk〉L , xi ∈ {0, 1}, is defined by the n-dimensional (maximal)
commutative group 〈ν1E(c1, d1), . . . , νrE(cr, dr), (−1)x1Z¯1, (−1)x2Z¯2, . . . , (−1)xk Z¯k〉.
With this perspective, let us revisit the procedure to initialize a system into a code state.
First we start in an arbitrary n-qubit state and then measure all stabilizer generators. This
projects the state onto the code subspace, up to an overall Pauli error inferred from the
syndromes, but we do not know the equivalent logical k-qubit state. We can apply a Pauli
correction based on the syndromes to return exactly into the code subspace. Finally, we
measure the logical Z operators Z¯i for all i and note down the measurement results (−1)xi .
These values dictate the state |x1x2 · · ·xk〉L in which we have initialized the system.
Beyond logical Pauli operators, we need to be able to perform arbitrary quantum com-
putation on the k logical qubits. A necessary condition for a physical (i.e., n-qubit) operator
U to induce a logical operation is to preserve the code subspace. This translates to the
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condition that U commute with the code projector, i.e.,
UΠSU
† = ΠS ⇒ 1
2r
r∏
i=1
(
IN + νiUE(ci, di)U
†
)
=
1
2r
2r∑
j=1
jE(aj , bj). (4.49)
If U ∈ HWN then this condition effectively implies that U ∈ NHWN (S), since Paulis
commute or anti-commute. If U ∈ CliffN then this condition implies that U must normalize
the stabilizer, i.e., U ∈ NCliffN (S). We will use this condition in Chapter 5 for synthesizing
logical Clifford gates. For non-Clifford operations U , one needs to understand their action
on Pauli matrices and use that to solve the above equality. This is the approach we will
take in Chapter 7 for the case when U is composed of T and T † gates. Finally, the induced
logical operation can be determined from UX¯iU
†, UZ¯iU † (for all i).
4.3.3 Calderbank-Shor-Steane (CSS) Codes
A CSS code is a special type of stabilizer code defined by a stabilizer S whose generators
split into strictly X-type and strictly Z-type operators. Consider two classical binary
codes C1, C2 such that C2 ⊂ C1, and let C⊥1 , C⊥2 represent their respective dual codes
(C⊥1 ⊂ C⊥2 ). Define the stabilizer S := 〈νcE(c, 0), νdE(0, d), c ∈ C2, d ∈ C⊥1 〉 for some
suitable νc, νd ∈ {±1}. Let C1 be an [n, k1] code and C2 be an [n, k2] code such that C1
and C⊥2 can correct up to t errors. Then S defines an [[n, k1 − k2,≥ 2t+ 1]] CSS code that
we will represent as CSS(X,C2;Z,C
⊥
1 ). We say that the distance is at least 2t+ 1 because
the distance of the code is the minimum weight of any vector in (C1 \C2)∪ (C⊥2 \C⊥1 ), and
not just C1 ∪ C⊥2 . These spaces (C1 \ C2) and (C⊥2 \ C⊥1 ) exactly form the pure X-type
and pure Z-type parts of NHWN (S) \ S, respectively, for the CSS code; these and their
combinations that form mixed-type Paulis constitute all of NHWN (S) \ S. If G2 and G⊥1
represent generator matrices for the codes C2 and C
⊥
1 , respectively, then a binary parity-
check matrix for CSS(X,C2;Z,C
⊥
1 ) can be written as
GS :=
n n G⊥1 n− k1
G2 k2
. (4.50)
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For CSS codes it is also possible to write down a mapping from the logical computational
basis states {|x1x2 · · ·xk〉L : xi ∈ {0, 1} for all i = 1, . . . , k} into the physical code states,
i.e., the definition of an encoder for the code. In order to do this, it will be convenient to
split the generator matrix for C1 into the generator matrix for C2 ⊂ C1 and the generator
matrix for the coset representatives of the quotient group C1/C2, i.e.,
G1 =
GC1/C2
G2
 . (4.51)
Now we can define an encoding map as follows, where x = [x1, . . . , xk] ∈ Fk2.
|x1x2 · · ·xk〉L 7→ |ψx〉 ≡
∣∣x ·GC1/C2 ⊕ C2〉 := 1√|C2|
∑
c∈C2
∣∣x ·GC1/C2 ⊕ c〉 (4.52)
=
1√|C2|
∑
y∈Fk22
∣∣x ·GC1/C2 ⊕ y ·G2〉 . (4.53)
Since the cosets of C2 in C1 are distinct for distinct x, it can be easily verified that 〈ψx|ψx′〉 =
0 for all x 6= x′. Therefore, any code state of the code CSS(X,C2;Z,C⊥1 ) is a (complex)
linear combination of the states {|ψx〉 : x ∈ Fk2}.
For decoding a CSS code, we need to measure the syndrome for an error E(e, f) as
GS Ω [e, f ]
T . Hence, we can use the classical parity-check matrix of C⊥2 to correct Z errors
and the classical parity-check matrix of C1 to correct X errors. This procedure ignores
correlations in X and Z errors that can cause Y errors, and several works in the literature
have studied such general Pauli error models.
For a CSS code, the logical Pauli operators can also be constructed from the component
classical codes. We can define the rows of the coset generator matrix GC1/C2 to be the k
logical X generators, i.e., X¯i := E(xi, 0) where xi is the i-th row of GC1/C2 . Then we
can determine a coset generator matrix GC⊥2 /C⊥1
and define its rows to be the k logical Z
generators, i.e., Z¯i := E(0, zi) where zi is the i-th row of G
T
C⊥2 /C
⊥
1
. This matrix needs to be
such that GC1/C2 ·GTC⊥2 /C⊥1 = Ik, which is required because the logical Paulis must satisfy
X¯iZ¯j = (−1)δij Z¯jX¯i ⇒ 〈[xi, 0], [0, zj ]〉s = xizTj = δij . (4.54)
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For a more detailed discussion on logical Paulis for CSS codes, see [RCKP18a]. Although
this is not the first work on this subject, in [RCKP18a] we have elaborated on the above
perspective in a rigorous fashion.
The CSS formalism is well-established to translate classical codes into stabilizer codes.
In Chapter 7, we will refine the construction to introduce CSS-T codes where a transversal
T gate induces fault-tolerant logical (non-Clifford) operations.
4.3.4 Fault-Tolerance and Transversality
The goal of coded quantum computation is to be able to perform arbitrary quantum com-
putations on the k encoded qubits of a code by implementing the relevant n-qubit physical
operations in an error-resilient manner. The notion of fault-tolerance formalizes this idea
and we need to perform logical operations and error-correction fault-tolerantly in a universal
fault-tolerant quantum computer.
Definition 27. Given a [[n, k, d]] quantum error-correcting code, a fault-tolerant physical
circuit for a logical operation or error-correction must ensure that any t ≤ bd−12 c Pauli
errors in the circuit remain correctable after the procedure.
The above definition implicitly uses the identities in Table 2.1 to track Pauli errors
through standard gates in a quantum circuit. If the physical circuit is Clifford, as is the
case for error-correction or logical Clifford gates for stabilizer codes, then we can track Pauli
errors in the middle of the circuit using the above identities to arrive at an effective Pauli
error at the end of the circuit. Fault-tolerance implies that this effective Pauli error should
have weight at most t, or at least remain correctable if errors in the circuit have a specific
pattern as in the case of flag fault-tolerant computation [CR17b, CR17a, TCL18, CR19].
The simplest fault-tolerant physical circuit is a transversal operation.
Definition 28. A transversal operation is one that uses separate operations on the n phys-
ical qubits. If m > 1 code blocks are involved, then a transversal operation acts separately
on each m-tuple of corresponding qubits across the m blocks.
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For example, if we had two code blocks and performed n CNOT operations between
the corresponding qubits on the two blocks, then a single error in any code block remains
at most a single error in each code block. In an ideal world we will be able to perform
universal quantum computation just using transversal physical operations. However, this
is forbidden by the Eastin-Knill theorem [EK09]. Thus, other fault-tolerant methods are
needed to complement transversality. For example, CSS codes with C2 = C
⊥
1 can often
implement all logical Clifford gates transversally but not the logical T gate.
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Chapter 5
Logical Clifford Synthesis (LCS) for
Stabilizer Codes
5.1 Motivation
The most common approach to building a universal fault-tolerant quantum computer
(UFTQC) involves choosing a stabilizer (or subsystem) code to encode the information
and then performing coded quantum computation in a fault-tolerant manner1. In this dis-
sertation we only consider stabilizer codes. Once a particular [[n, k, d]] stabilizer code is
chosen, one needs to find fault-tolerant n-qubit physical operators that realize a generating
set for universal quantum computation on the k logical qubits. While fault-tolerance is
very important, it is also important to have code parameters (n, k, d) that minimize (qubit)
overhead and to have efficient decoders that correct the most likely errors. In this regard,
it is often useful to think beyond individual codes and instead think of families of codes.
This enables us to analyze the scaling of code parameters ( kn ,
d
n) and decoder complexity for
diverging n. Hence, when we consider such code families, we need a systematic approach to
translate logical operators to physical operators that works beyond operator optimization
for individual codes. In this chapter, we propose such an approach for synthesizing logical
Clifford operators for stabilizer codes.
For the task of synthesizing the logical Pauli operators for stabilizer codes, the first al-
gorithm was introduced by Gottesman [Got97, Sec. 4] and subsequently, another algorithm
based on symplectic geometry was proposed by Wilde [Wil09]. The latter is closely related
to earlier work by Brun et al. [BDH06, BDH14]. Since the logical Paulis are inputs to our
1Part of this work was presented at the 2018 IEEE International Symposium on Information
Theory [RCKP18b].
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algorithm that synthesizes logical Clifford operators for stabilizer codes, we will consider
the above two procedures to be “preprocessors” for our algorithm.
Given the logical Pauli operators for an [[n, k]] stabilizer code, as we discussed in Chap-
ter 4, physical Clifford realizations of Clifford operators on the logical qubits can be repre-
sented by 2n×2n binary symplectic matrices, thereby reducing the complexity dramatically
from 22n complex variables to 4n2 binary variables (see [CRSS97, Got09]). We exploit this
fact to propose an algorithm that efficiently assembles all 2r(r+1)/2, where r = n − k,
symplectic matrices representing physical Clifford operators (circuits) that realize a given
logical Clifford operator on the protected qubits. We will refer to this procedure as the
Logical Clifford Synthesis (LCS) algorithm. Here, each symplectic solution represents an
equivalence class of Clifford circuits, all of which “propagate” input Pauli operators through
them in an identical fashion. As we will discuss later in the context of the algorithm, the
degrees of freedom not exploited by our algorithm are those provided by stabilizers (see
Remark 38). But, at the cost of some increased computational complexity, the algorithm
can easily be modified to account for these stabilizer degrees of freedom. Hence, our work
makes it possible to optimize the choice of circuit with respect to a suitable metric, that
might be a function of the quantum hardware.
We note that there are several works that focus on exactly decomposing, or approximat-
ing, an arbitrary unitary operator as a sequence of operators from a fixed instruction set,
such as Clifford + T [KMM13, AMMR13, MR17, FD19, IRSM+19, DKPvdW19]. However,
these works do not consider the problem of circuit synthesis or optimization over different
realizations of unitary operators on the encoded space. We also note that there exists sev-
eral works in the literature that study this problem for specific codes and operations, e.g.,
see [Got97, Bac06, FMMC12, GR13, KB15, Yod17, CR17a]. However, we believe our work
is the first to propose a systematic framework to address this problem for general stabilizer
codes, and hence enable automated circuit synthesis for encoded Clifford operators. This
procedure is more systematic in considering all degrees of freedom than conjugating the
desired logical operator by the encoding circuit for the QECC.
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Recently, we have used the LCS algorithm to translate the unitary 2-design we con-
structed from classical Kerdock codes into a logical unitary 2-design [CRCP19a], and in
general any design consisting of only Clifford elements can be transformed into a logi-
cal design using our algorithm. An implementation of the design is available at: https:
//github.com/nrenga/symplectic-arxiv18a. This finds direct application in the logical
randomized benchmarking protocol proposed by Combes et al. [CGFF17]. This protocol is
a more robust procedure to estimate logical gate fidelities than extrapolating results from
randomized benchmarking performed on physical gates [MGE12]. Now we discuss some
more motivations and potential applications for the LCS algorithm.
5.1.1 Noise Variation in Quantum Systems
Although depth or the number of two-qubit gates might appear to be natural metrics for
optimization, near-term quantum computers can also benefit from more nuanced metrics
depending upon the physical system. For example, it is now established that the noise in
the IBM Q Experience computers varies widely among qubits and also with time, and that
circuit optimizations might have to be done in regular time intervals in order to exploit
the current noise characteristics of the hardware [MBA+19]. In such a scenario, if we
need to implement a specific logical operator at the current time, and if it is the case that
some specific qubits or qubit-links in the system are particularly unreliable, then it might be
better to sacrifice depth and identify an equivalent logical operator that avoids those qubits
or qubit-links (if possible). As an example, for the well-known [[4, 2, 2]] code [Got97, CR17a],
whose stabilizer group is generated as S = 〈X1X2X3X4, Z1Z2Z3Z4〉, two implementations
of the logical controlled-Z (CZ12) operation on the two logical qubits are shown in Fig. 5.1.
The logical Pauli operators in this case are X¯1 = X1X2, X¯2 = X1X3, Z¯1 = Z2Z4, Z¯2 = Z3Z4.
Assuming that single-qubit gates do not contribute to complexity (or difficulty of im-
plementation), we observe that both choices have the same number of two-qubit gates and
depth. More interestingly, we see that the second choice completely avoids the first physical
qubit while realizing the same logical CZ operation. Therefore, if either the first qubit itself
100
1 P
2 P
3 P
4 P Z
≡
1
2
3
4 Z
Figure 5.1: Two physical circuits that realize the CZ gate on the two logical qubits
of the [[4, 2, 2]] code.
has poor fidelity or coupling to it does, then clearly the second choice is more appropri-
ate. Preliminary experiments on the IBM system confirm this advantage when qubits are
mapped appropriately. Note that even if we use a QECC that protects a single qubit but
has a transversal CZ implementation, i.e., the logical CZ is a CZ between corresponding
physical qubits in two separate code blocks, this incurs a larger overhead than the above
scheme. We identified this example by using our open-source implementation of our LCS
algorithm, that is available at: https://github.com/nrenga/symplectic-arxiv18a. In
order to identify (or construct) more interesting codes that exhibit a “rich” set of choices
for each logical operator, one needs a better understanding of the geometry of the space of
symplectic solutions. We believe this is an important open problem arising from our work.
For near-term NISQ (Noisy Intermediate-Scale Quantum [Pre18]) era of quantum com-
puters, a lot of current research is focused on equipping compilers with routines that opti-
mize circuits for depth and two-qubit gates, and the mapping of qubits from the algorithm
to the hardware, while all taking into account the specific characteristics and noise in the
hardware [Pal18, SLG+19, MJACM19, NGM20, MBA+19]. Although employing QECCs is
considered to be beyond the NISQ regime, exploiting simple codes such as the [[4, 2, 2]] code
and using post-selection provides increased reliability than uncoded computation (as Harper
and Flammia have demonstrated [HF19, LGL+17]). Therefore, our efficient LCS algorithm
might find an application in such quantum compilers, where the utility is to determine the
best physical realization of a logical operator with respect to current system characteristics.
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Specifically, this allows dynamic compilation (i.e., during program execution) that could
provide significant reliability gains in practice.
In light of such applications, our software currently allows one to determine only one
physical realization in cases where the number of solutions is prohibitively large, specifically
for QECCs with large-dimension stabilizers (r = n− k  1). However, this single solution
does not come with any explicit guarantees regarding depth or number of two-qubit gates or
avoiding certain physical qubits. Therefore, even developing heuristics to directly optimize
for a “good enough” solution, instead of assembling all solutions and searching over them,
will have a significant impact on the efficiency of compilers.
5.1.2 QECCs for Universal Quantum Computation
Physical single-qubit rotation gates on trapped-ion qubits are natural, reliable and have a
long history [Oze11]. Recently, it has also been observed that small-angle Mølmer-Sørensen
gates, i.e., XXij(θ) = cos
θ
2 · I4 − ı sin θ2 · XiXj for small θ, are more reliable than the
maximally-entangling XXij(
pi
2 ) gate [NCP
+19]. Since these are the primitive operations
in trapped-ion systems [LMR+17], codes that support a transversal T = diag(1, exp( ıpi4 ))
gate, such as tri-orthogonal codes [BH12], could be directly used for computation rather
than being dedicated for expensive magic state distillation [BH12, HHPW17, HH17, GF18].
However, it is well-known that there exists no single QECC that supports a universal set
of gates where all of them have a transversal implementation at the logical level [ZCC11,
EK09, NS18]. Therefore, there is a natural tradeoff between exploiting transversality for
logical non-Clifford operations versus Clifford operations.
Indeed, this will be a realistic alternative only if the logical Clifford operations on these
codes are “error-resilient”, by which we mean that for at least constant-depth circuits, the
most likely errors remain correctable and do not propagate catastrophically through the
Clifford sections of these logical circuits. For this purpose, our LCS algorithm can be a
supportive tool to investigate properties of stabilizer QECCs that guarantee error-resilience
of their logical Clifford operators. Note that constant-depth circuits have been shown to
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provide a quantum advantage over classical computation [BGK18]. In fact, it has been
shown that the advantage persists even if those circuits are noisy [BGKT19], and the proof
involves a QECC which admits constant-depth logical Clifford gates.
Next we begin by demonstrating our LCS algorithm on a simple [[6, 4, 2]] code.
5.2 LCS for a [6, 4, 2] CSS Code
As stated in Section 4.2, the logical Clifford group Cliff24 is generated by the opera-
tions gL ∈ {HW24 , PL, HL,CZL,CNOTL}. We will first discuss the construction of the
stabilizer S and the physical implementations h¯ ∈ HW26 of the logical Pauli operators
hL ∈ HW24 for this code. These are synthesized using the generator matrices of the clas-
sical codes from which the [[6, 4, 2]] code is constructed. Then we will demonstrate our
algorithm by determining the symplectic matrices corresponding to the physical equiva-
lents g¯ ∈ {P¯1, H¯1,CZ12,CX2→1} of the above generating set, where the subscripts indicate
the logical qubit(s) involved in the logical operations realized by these physical operators.
The Clifford gates on other logical qubits can be synthesized via a similar procedure.
5.2.1 Stabilizer of the Code
The [6, 5, 2] classical binary single parity-check code C is generated by GC , where
GC =
 HC
GC/C⊥
 ; GC/C⊥ :=

1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
1 0 0 0 1 0

, (5.1)
and HC = [1 1 1 1 1 1] is the parity-check matrix for C. Hence, the dual (repetition) code
C⊥ = {000000, 111111} of C is generated by the matrix HC . The rows hi of GC/C⊥ , for i =
1, 2, 3, 4, generate all coset representatives for C⊥ in C, which determine the physical states
of the code. The CSS construction [CS96, Ste96, NC10] provides an [[n, k]] = [[6, 4]] stabilizer
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code Q spanned by the set of basis vectors {|ψx〉 | x ∈ F42}, where x := [x1, x2, x3, x4] and
|ψx〉 := 1√
2
∣∣∣∣∣∣(000000) +
4∑
j=1
xjhj
〉
+
1√
2
∣∣∣∣∣∣(111111) +
4∑
j=1
xjhj
〉
. (5.2)
Let Xt and Zt denote the X and Z operators, respectively, acting on the t-th physical
qubit. Then the physical operators defined by the row of HC are
gX = E(111111, 000000) = X1X2 · · ·X6 , gZ = E(000000, 111111) = Z1Z2 · · ·Z6. (5.3)
These generate the stabilizer group S that determines Q. The notation X1X2 · · ·X6 is
commonly used in the literature to represent X ⊗X ⊗ · · · ⊗X. If subscript i ∈ {1, . . . , n}
is omitted, then it implies that the operator I2 acts on the i-th qubit.
For the generating set gL ∈ {XL, ZL, PL, HL,CZL,CNOTL} of logical Clifford oper-
ators Cliff24 , we now synthesize their corresponding physical operators g¯ that realize the
action of gL on the protected qubits. Since the operator g¯ must also preserve Q, conjugation
by g¯ must preserve both the stabilizer S and hence its normalizer S⊥ in HWN [CRSS98].
We note that g¯ need not commute with every element of the stabilizer S, i.e., centralize S,
although this can be enforced if necessary (see Theorem 37).
5.2.2 Logical Paulis
Let |x〉L , x = [x1, x2, x3, x4] ∈ F42, be the logical state protected by the physical state |ψx〉
defined in (5.2). Then the generating set {XLj , ZLj ∈ HW24 | j = 1, 2, 3, 4} is defined by
XLj |x〉L =
∣∣x′〉
L
, where x′i =

xj ⊕ 1 , if i = j
xi , if i 6= j
and ZLj |x〉L = (−1)xj |x〉L . (5.4)
We denote their corresponding physical operators as X¯j and Z¯j , respectively. The rows of
GXC/C⊥ := GC/C⊥ =

1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
1 0 0 0 1 0

and GZC/C⊥ :=

0 1 0 0 0 1
0 0 1 0 0 1
0 0 0 1 0 1
0 0 0 0 1 1

(5.5)
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are used to define these physical implementations X¯j , Z¯j , j = 1, 2, 3, 4 as follows.
X¯1 := E(110000, 000000) = X1X2 Z¯1 := E(000000, 010001) = Z2Z6
X¯2 := E(101000, 000000) = X1X3 Z¯2 := E(000000, 001001) = Z3Z6
X¯3 := E(100100, 000000) = X1X4 Z¯3 := E(000000, 000101) = Z4Z6
X¯4 := E(100010, 000000) = X1X5 Z¯4 := E(000000, 000011) = Z5Z6
. (5.6)
Although these are the physical realizations of logical Pauli operators, it is standard practice
in the literature to refer to X¯j , Z¯j itself as the logical Pauli operators. These operators com-
mute with every element of the stabilizer S and satisfy, as required, X¯iZ¯j = (−1)δij Z¯jX¯i.
Note that this is a translation of the commutation relations betweenXLj and Z
L
j as discussed
in Section 4.3.2. In general, to define valid logical Pauli operators, we need
GXC/C⊥
(
GZC/C⊥
)T
= Ik, and G
Z
C =
 HC
GZC/C⊥
 (5.7)
must form another generator matrix for the (classical) code C. It can be verified that the
above matrices satisfy these conditions and hence the operators in (5.6) indeed form a
generating set for all logical Pauli operators. Note that S⊥ is generated by S, X¯i, Z¯i, i.e.,
S⊥ = 〈S, X¯i, Z¯i; i = 1, 2, 3, 4〉 (see [Got09]). This completes the synthesis of logical Paulis.
Now we discuss the synthesis of physical operators g¯ ∈ {P¯1, H¯1,CZ12,CX2→1} corre-
sponding to the generating set {HW24 , PL, HL,CZL,CNOTL} for Cliff24 .
5.2.3 Logical Phase Gate
The phase gate g¯ = P¯1 on the first logical qubit is defined by the actions (Section 2)
P¯1X¯jP¯
†
1 =

Y¯j if j = 1,
X¯j if j 6= 1,
(5.8)
P¯1Z¯jP¯
†
1 = Z¯j ∀ j = 1, 2, 3, 4. (5.9)
Again, this is a translation of the relations PL1 X
L
j (P
L
1 )
† to the physical space. One can
express P¯1 in terms of its action on the physical Paulis Xt, Zt as follows. The condition
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P¯1X¯1P¯
†
1 = Y¯1 implies P¯1 must transform X¯1 = X1X2 into Y¯1 := ıX¯1Z¯1 = ıX1X2Z2Z6 =
X1(ıX2Z2)Z6 = X1Y2Z6. Similarly, the other conditions imply that all other X¯js and all
Z¯js must remain unchanged. Hence we can explicitly write the mappings as below.
X¯1 = X1X2
P¯17−→ X¯ ′1 = X1Y2Z6 Z¯1 = Z2Z6 P¯17−→ Z¯ ′1 = Z2Z6
X¯2 = X1X3
P¯17−→ X¯ ′2 = X1X3 Z¯2 = Z3Z6 P¯17−→ Z¯ ′2 = Z3Z6
X¯3 = X1X4
P¯17−→ X¯ ′3 = X1X4 Z¯3 = Z4Z6 P¯17−→ Z¯ ′3 = Z4Z6
X¯4 = X1X5
P¯17−→ X¯ ′4 = X1X5 Z¯4 = Z5Z6 P¯17−→ Z¯ ′4 = Z5Z6
. (5.10)
Direct inspection of these conditions yields the circuit given below. First we find an
operator which transforms X2 to Y2 and leaves other Paulis unchanged; this is P2, the phase
gate on the second physical qubit. Then we find an operator that transforms Y2 into Y2Z6,
which is CZ26 as X2CZ26X
†
2 = X2Z6 and ZiCZ26Z
†
i = Zi, i = 1, 2, . . . , 6. Here CZ26 is the
controlled-Z gate on physical qubits 2 and 6. But this also transforms X6 into Z2X6 and
hence the circuit CZ26P2 does not fix the stabilizer g
X . Therefore, we include P6 so that
the full circuit P¯1 = P6CZ26P2 fixes g
X , fixes gZ , and realizes PL1 .
2 P
6 P
≡ |x1〉L P
See Table 2.1 for the circuit identities used above. We now describe how the same circuit
can be synthesized via symplectic geometry. Let F =
A B
C D
 be the symplectic matrix
corresponding to P¯1. Using (4.14), the conditions imposed in (5.8) on X¯j , j = 1, 2, 3, 4, give
[110000, 000000]F = [110000, 010001]⇒ [110000]A = [110000], [110000]B = [010001],
[101000, 000000]F = [101000, 000000]⇒ [101000]A = [101000], [101000]B = [000000],
[100100, 000000]F = [100100, 000000]⇒ [100100]A = [100100], [100100]B = [000000],
[100010, 000000]F = [100010, 000000]⇒ [100010]A = [100010], [100010]B = [000000].
(5.11)
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Let ei ∈ F62 be the standard basis vector with entry 1 in the i-th location and zeros elsewhere,
for i = 1, . . . , 6. Then the above conditions can be rewritten compactly as
(e1 + e2)A = e1 + e2, (e1 + e2)B = e2 + e6,
(e1 + ei)A = e1 + ei, (e1 + ei)B = 0, i = 3, 4, 5. (5.12)
Similarly, the conditions imposed on Z¯j , j = 1, 2, 3, 4, give
[000000, 010001]F = [000000, 010001]⇒ [010001]C = [000000], [010001]D = [010001],
[000000, 001001]F = [000000, 001001]⇒ [001001]C = [000000], [001001]D = [001001],
[000000, 000101]F = [000000, 000101]⇒ [000101]C = [000000], [000101]D = [000101],
[000000, 000011]F = [000000, 000011]⇒ [000011]C = [000000], [000011]D = [000011].
(5.13)
Again, these can be rewritten compactly as
(ei + e6)C = 0, (ei + e6)D = ei + e6, i = 2, 3, 4, 5. (5.14)
Although it is sufficient for P¯1 to only normalize S, we can always require that P¯1 commute
with every stabilizer element (see Theorem 37). This gives the centralizing conditions
[111111, 000000]F = [111111, 000000]⇒ [111111]A = [111111], [111111]B = [000000],
[000000, 111111]F = [000000, 111111]⇒ [111111]C = [000000], [111111]D = [111111].
(5.15)
Again, these can be rewritten compactly as
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D,
(e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C. (5.16)
Note that, in addition to these linear constraints, F also needs to satisfy the symplectic
constraint FΩF T = Ω. We obtain one solution using Algorithm 5.4.2 as F = TB (see
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Table 4.1),
B := BP =

0 0 0 0 0 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 1

⇒ F =
I6 BP
0 I6
 . (5.17)
The resulting physical operator P¯1 = diag
(
ıvBP v
T
)
satisfies P¯1 = P6CZ26P2 and hence
coincides with the above circuit (see the discussion in Sections 4.2.2 and 4.2.3 for this circuit
decomposition). Note that there can be multiple symplectic solutions to the set of linear
constraints derived from (5.10), and each symplectic solution could correspond to multiple
circuits depending on its decomposition into elementary symplectic forms from Table 4.1.
The set of all symplectic solutions for P¯1 were obtained using the result of Theorem 34 in
Section 5.4 below, and these are listed in Appendix A.2.1. The above solution is the least
complex in this set in terms of the depth of the circuit (see Def. 22).
The above example also provides the basic idea for the LCS algorithm. We will see that
each logical gate below reveals a different scenario for the LCS algorithm. Henceforth, for
any logical operator in Cliff24 , we refer to its physical implementation g¯ itself as the logical
operator, since this is common terminology in the literature.
5.2.4 Logical Controlled-Z (CZ)
The logical operator g¯ = CZ12 is defined by its action on the logical Paulis as
CZ12X¯jCZ
†
12 =

X¯1Z¯2 if j = 1,
Z¯1X¯2 if j = 2,
X¯j if j 6= 1, 2,
(5.18)
CZ12Z¯jCZ
†
12 = Z¯j ∀ j = 1, 2, 3, 4. (5.19)
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We first express the logical operator CZ12, on the first two logical qubits, in terms of its
action on the physical Pauli operators Xt, Zt.
X¯1 = X1X2
CZ127−→ X1X2Z3Z6 Z¯1 = Z2Z6 CZ127−→ Z2Z6
X¯2 = X1X3
CZ127−→ X1X3Z2Z6 Z¯2 = Z3Z6 CZ127−→ Z3Z6
X¯3 = X1X4
CZ127−→ X1X4 Z¯3 = Z4Z6 CZ127−→ Z4Z6
X¯4 = X1X5
CZ127−→ X1X5 Z¯4 = Z5Z6 CZ127−→ Z5Z6
. (5.20)
As with the phase gate, we translate these conditions into linear equations involving the
constituents of the corresponding symplectic matrix F . The conditions from X¯js are
(e1 + ei)A = e1 + ei, i = 2, 3, 4, 5, (e1 + e2)B = e3 + e6,
(e1 + e3)B = e2 + e6, (e1 + ei)B = 0, i = 4, 5. (5.21)
The conditions imposed by the Z¯js are
(ei + e6)C = 0, (ei + e6)D = ei + e6, i = 2, 3, 4, 5. (5.22)
As for the phase gate, we require that CZ12 centralize the stabilizer, i.e.,
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D,
(e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C. (5.23)
We again obtain one solution using Algorithm 5.4.2 as F = TB, where
B := BCZ =

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 1 1 0 0 0

. (5.24)
We find that the physical operator CZ12 = diag
(
ıvBCZv
T
)
commutes with the stabilizer gZ
but not with gX ; it takes X⊗6 to −X⊗6. This is remedied through post multiplication by
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Z6 to obtain CZ12 = diag
(
ıvBCZv
T
)
Z6, which does not modify the symplectic matrix F as
Z6 ∈ HWN and HWN is the kernel of the map φ defined in (4.15). The resulting physical
operator CZ12 corresponds to the same circuit obtained by Chao and Reichardt in [CR17a].
2
3
6 Z
≡
|x1〉L
|x2〉L
The set of all symplectic solutions for CZ12 were obtained using the result of Theorem 34
in Section 5.4 below, and these are listed in Appendix A.2.2. As for P¯1, the above solution
has the smallest depth. Hence, this example shows that the LCS algorithm might have to
correct signs using Pauli matrices, since the homomorphism φ in (4.15) is agnostic to signs.
5.2.5 Logical Controlled-NOT (CNOT)
The logical operator g¯ = CX2→1, where logical qubit 2 controls 1, is defined by
CX2→1X¯jCX
†
2→1 =

X¯1X¯2 if j = 2,
X¯j if j 6= 2,
(5.25)
CX2→1Z¯jCX
†
2→1 =

Z¯1Z¯2 if j = 1,
Z¯j if j 6= 1.
(5.26)
We approach synthesis via symplectic geometry, and express the operator CX2→1 in terms
of its action on the physical operators Xt, Zt as shown below.
X¯1 = X1X2
2→17−→ X1X2 Z¯1 = Z2Z6 2→17−→ Z2Z3
X¯2 = X1X3
2→17−→ X2X3 Z¯2 = Z3Z6 2→17−→ Z3Z6
X¯3 = X1X4
2→17−→ X1X4 Z¯3 = Z4Z6 2→17−→ Z4Z6
X¯4 = X1X5
2→17−→ X1X5 Z¯4 = Z5Z6 2→17−→ Z5Z6
. (5.27)
Note that only X¯2 and Z¯1 are modified by CX2→1. As before, we translate these conditions
into linear equations involving the constituents of the corresponding symplectic transfor-
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mation F . The conditions imposed by X¯js are
(e1 + e3)A = e2 + e3, (e1 + ei)A = e1 + ei, i = 2, 4, 5,
(e1 + ei)B = 0, i = 2, 3, 4, 5. (5.28)
The conditions imposed by Z¯js are
(ei + e6)C = 0, i = 2, 3, 4, 5, (e2 + e6)D = e2 + e3,
(ei + e6)D = ei + e6, i = 3, 4, 5. (5.29)
Again we require that CX2→1 commute with every stabilizer element, i.e.,
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D,
(e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C. (5.30)
We again obtain one solution using Algorithm 5.4.2 as F =
A 0
0 A−T
, where
A =

1 0 0 0 0 0
0 1 0 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 1 0 0 0 1

, A−T =

1 0 1 0 0 1
0 1 1 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

. (5.31)
The action of CX2→1 on logical qubits is related to the action on physical qubits through
the generator matrix GC/C⊥ . The map v 7→ vA fixes the code C (i.e., |v〉 7→ |vA〉 fixes Q
and hence its stabilizers gX and gZ) and induces a linear transformation on the coset space
C/C⊥ (which defines the CSS state). The action K on logical qubits is related to the action
A on physical qubits by K ·GX
C/C⊥ = G
X
C/C⊥ ·A, and we obtain
K =

1 0 0 0
1 1 0 0
0 0 1 0
0 0 0 1

(5.32)
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as desired. The circuit on the left below implements the operator |v〉 7→ |vA〉, i.e., CX2→1.
The circuit on the right implements |x〉 7→ |xK〉, i.e., CXL2→1, where x ∈ F42.
1
2
3
6
≡
|x1〉L
|x2〉L
We note that [GR13] discusses codes and operators where A is a permutation matrix cor-
responding to an automorphism of C. The set of all symplectic solutions for CX2→1 were
obtained using the result of Theorem 34 in Section 5.4 below, and these are listed in Ap-
pendix A.2.3. As for P¯1 and CZ12, the above solution has the smallest circuit depth.
Remark 29. To implement CXL2→1 we can also use the circuit identity (see Table 2.1)
|x1〉L
|x2〉L
=
|x1〉L H H
|x2〉L
where HL1 is synthesized below. However, this construction might require more gates.
5.2.6 Logical Targeted Hadamard
The Hadamard gate g¯ = H¯1 on the first logical qubit is defined by the actions
H¯1X¯jH¯
†
1 =

Z¯j if j = 1,
X¯j if j 6= 1,
H¯1Z¯jH¯
†
1 =

X¯j if j = 1,
Z¯j if j 6= 1.
(5.33)
As for the other gates, we express H¯1 in terms of its action on the physical Paulis Xt, Zt:
X¯1 = X1X2
H¯17−→ Z2Z6 Z¯1 = Z2Z6 H¯17−→ X1X2
X¯2 = X1X3
H¯17−→ X1X3 Z¯2 = Z3Z6 H¯17−→ Z3Z6
X¯3 = X1X4
H¯17−→ X1X4 Z¯3 = Z4Z6 H¯17−→ Z4Z6
X¯4 = X1X5
H¯17−→ X1X5 Z¯4 = Z5Z6 H¯17−→ Z5Z6
. (5.34)
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As before, we translate these conditions into linear equations involving the constituents of
the corresponding symplectic transformation F . The conditions imposed by X¯js are
(e1 + e2)A = 0, (e1 + ei)A = e1 + ei, i = 3, 4, 5,
(e1 + e2)B = e2 + e6, (e1 + ei)B = 0, i = 3, 4, 5. (5.35)
The conditions imposed by Z¯js are
(e2 + e6)C = e1 + e2, (ei + e6)C = 0, i = 3, 4, 5,
(e2 + e6)D = 0, (ei + e6)D = ei + e6, i = 3, 4, 5. (5.36)
Again we require H¯1 to centralize the stabilizer, which yields the conditions
(e1 + . . .+ e6)A = e1 + . . .+ e6 = (e1 + . . .+ e6)D,
(e1 + . . .+ e6)B = 0 = (e1 + . . .+ e6)C. (5.37)
We again obtain one solution using Algorithm 5.4.2 as
A =

1 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 1 0 0 0 1

, B =

0 0 0 0 0 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 1

,
C =

1 1 0 0 0 0
1 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, D =

1 1 0 0 0 1
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

. (5.38)
The unitary operation corresponding to this solution commutes with each stabilizer element.
Another solution for H¯1 which fixes Z
⊗6 but takes X⊗6 ↔ (111111, 000000) to Y ⊗6 ↔
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(111111, 111111) is given by just changing B above to
B =

0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 0 1
1 0 1 1 1 1

. (5.39)
However, for both these solutions the resulting symplectic transformation does not corre-
spond to any of the elementary forms in Table 4.1. Hence the unitary needs to be determined
by expressing F as a sequence of elementary transformations and then multiplying the cor-
responding unitaries. An algorithm for this is given by Can [Can17] which we restated in
Theorem 23 earlier. For the solution (5.38), we verified that the symplectic matrix corre-
sponds to the following circuit on the top given by Chao and Reichardt [CR17a]. On the
bottom we produce the circuit obtained by using Theorem 23 for decomposition.
1 H H X
2 H
6 Z
≡
1 H H
2 H H
6 H
Although our decomposition provides a circuit with more operations in this case, it is a
systematic procedure that can be applied to any symplectic matrix. We think that further
research into the structure of symplectic matrices might aid in taking advantage of possible
symmetries in the code and the operation. Note that these are only two of all possible
circuits, even given the specific symplectic matrix (5.38). The set of all symplectic solutions
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for H¯1 were obtained using the result of Theorem 34 in Section 5.4 below, and these are
listed in Appendix A.2.4.
5.2.7 Logical Transversal Hadamard
As noted in [CR17a], for this code, the logical transversal Hadamard operator H¯⊗4, ap-
plied to all logical qubits simultaneously, is easy to construct. This operator must satisfy
the conditions H¯jX¯jH¯j = Z¯j , H¯jZ¯jH¯j = X¯j for j = 1, 2, 3, 4. If we apply the physical
Hadamard operator H transversally, i.e. H1H2 · · ·H6, we get the mappings
X1Xi+1 7→ Z1Zi+1 , Zi+1Z6 7→ Xi+1X6.
To complete the logical transversal Hadamard we now have to just swap physical qubits
1 and 6. We note from Table 4.1 that the symplectic matrices associated with physical
transversal Hadamard and swapping qubits 1 and 6 are Ω and
A 0
0 A
, respectively, where
A =

0 0 0 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
1 0 0 0 0 0

. (5.40)
Hence the symplectic matrix associated with the logical transversal Hadamard is
F =
 0 I6
I6 0
A 0
0 A
 =
0 A
A 0
. (5.41)
Note that this solution swaps X⊗6 and Z⊗6 and hence only normalizes the stabilizer.
Therefore, in general, the simplest circuit to realize a logical operator might not always fix
the stabilizer element-wise, i.e., it might not centralize the stabilizer.
The important tool in translating the above procedure into a systematic algorithm is
symplectic transvections, which we describe next.
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5.3 Symplectic Transvections
Definition 30. Given a vector h ∈ F2n2 , a symplectic transvection [KS14] is a map
Zh : F2n2 → F2n2 defined by
Zh(x) := x+ 〈x, h〉sh ⇔ Fh := I2n + ΩhTh, (5.42)
where Fh is its associated symplectic matrix. A transvection does not correspond to a single
elementary Clifford operator.
Fact 31 ([SAAF08, Theorem 2.10]). The symplectic group Sp(2n,F2) is generated by the
family of symplectic transvections.
An important result that is involved in the proof of this fact is the following theorem
from [SAAF08, KS14], which we restate here for F2n2 since we will build on this result to
state and prove Theorem 33.
Theorem 32. Let x, y ∈ F2n2 be two non-zero vectors. Then x can be mapped to y by a
product of at most two symplectic transvections.
Proof. There are two possible cases: 〈x, y〉s = 1 or 0. For 〈x, y〉s = 1, h := x+ y, observe
xFh = Zh(x) = x+ 〈x, x+ y〉s(x+ y) = x+ (〈x, x〉s + 〈x, y〉s) (x+ y) (5.43)
= x+ (0 + 1)(x+ y) = y. (5.44)
Next assume 〈x, y〉s = 0. Define h1 := w + y, h2 := x + w, where w ∈ F2n2 is chosen such
that 〈x,w〉s = 〈y, w〉s = 1. Then we have
xFh1Fh2 = Zh2 (Zh1(x)) (5.45)
= Zh2 (x+ 〈x,w + y〉s(w + y)) (5.46)
= (x+ w + y) + 〈(x+ w) + y, x+ w〉s(x+ w) (5.47)
= y. 
In Section 5.4 we will use the above result to propose an algorithm (Alg. 5.4.2) which
determines a symplectic matrix F that satisfies xiF = yi, i = 1, 2, . . . , t ≤ 2n, where xi are
linearly independent and satisfy 〈xi, xj〉s = 〈yi, yj〉s for all i, j ∈ {1, . . . , t}.
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5.3.1 Mølmer-Sørensen Gates as Transvections
In trapped-ion quantum computing, the native two-qubit gate is the Mølmer-Sørensen gate
XXij(θ) := exp
(
−ıθ
2
XiXj
)
= cos
θ
2
I4 − ı sin θ
2
E(ei + ej , 0), (5.48)
where ei, ej ∈ {0, 1}n represent the standard basis vectors with a single 1 in the i-th and
j-th position, respectively. It is easy to check that XXij(θ) is Clifford only when θ =
pi
2 .
Now consider the action of W := 1√
2
(IN − ıE(a, b)) on an arbitrary Pauli matrix E(x1, x2).
If 〈[a, b], [x1, x2]〉s = axT2 + bxT1 = 0 then E(a, b) and E(x1, x2) commute so that
WE(x1, x2)W
† = E(x1, x2)WW † = E(x1, x2). (5.49)
If 〈[a, b], [x1, x2]〉s = axT2 + bxT1 = 1 then E(a, b) and E(x1, x2) anti-commute so that
WE(x1, x2)W
† = E(x1, x2)
1√
2
(IN + ıE(a, b)) · 1√
2
(IN + ıE(a, b)) (5.50)
= E(x1, x2)
1
2
[IN + 2ıE(a, b)− IN ] (5.51)
= E(x1, x2) ıE(a, b) (5.52)
= ı1+ax
T
2 −bxT1 E(a+ x1, b+ x2) (5.53)
= ±E(a⊕ x1, b⊕ x2), (5.54)
since axT2 − bxT1 ∈ {1, 3} (mod 4) and the result of the conjugation must be Hermitian, i.e.,
there cannot be an overall factor ı. Thus, we have WE(x1, x2)W
† = ±E([x1, x2]Fh), where
h := [a, b]. Hence, the Clifford Mølmer-Sørensen gates map to symplectic transvections in
the binary symplectic group. Note that the definition of W generalizes beyond two qubits.
5.4 The Generic Algorithm
The synthesis of logical Paulis by Gottesman [Got97] and by Wilde [Wil09] exploits sym-
plectic geometry over the binary field. Building on their work we have demonstrated, using
the [[6, 4, 2]] code as an example, that symplectic geometry provides a systematic framework
for synthesizing physical implementations of any logical operator in the logical Clifford
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group Cliff2k for stabilizer codes. In other words, symplectic geometry provides a control
plane where effects of Clifford operators can be analyzed efficiently.
5.4.1 A Naive Approach
For each logical Clifford operator, one can obtain all symplectic solutions using the algo-
rithm below.
1. Collect all the linear constraints on F , obtained from the conjugation relations of the
desired Clifford operator with the stabilizer generators and logical Paulis, to obtain
a system of equations UF = V .
2. Then vectorize both sides to get (I2n ⊗ U) vec(F ) = vec(V ).
3. Perform Gaussian elimination on the augmented matrix [(I2n ⊗ U) , vec(V )]. If ` is
the number of non-pivot variables in the row-reduced echelon form, then there are 2`
solutions to the linear system.
4. For each such solution, check if it satisfies FΩF T = Ω. If it does, then it is a feasible
symplectic solution for g¯.
Clearly, this algorithm is not very efficient since ` could be very large. Specifically, for
codes that do not encode many logical qubits this number will be very large as the system
UF = V will be very under-constrained. We now prove two theorems that enable us to
determine all symplectic solutions for each logical Clifford operator much more efficiently.
5.4.2 Solving a Symplectic Linear System of Equations
Theorem 33. Let xi, yi ∈ F2n2 , i = 1, 2, . . . , t ≤ 2n be a collection of (row) vectors such
that 〈xi, xj〉s = 〈yi, yj〉s. Assume that the xi are linearly independent. Then a solution
F ∈ Sp(2n,F2) to the system of equations xiF = yi can be obtained as the product of a
sequence of at most 2t symplectic transvections Fh := I2n + Ωh
Th, where h ∈ F2n2 .
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Proof. We will prove this result by induction. For i = 1 we can simply use Theorem 32 to
find F1 ∈ Sp(2n,F2) as follows. If 〈x1, y1〉s = 1 then F1 := Fh1 with h1 := x1 + y1, or if
〈x1, y1〉s = 0 then F1 := Fh11Fh12 with h11 := w1 + y1, h12 := x1 + w1, where w1 is chosen
such that 〈x1, w1〉s = 〈y1, w1〉s = 1. In any case F1 satisfies x1F1 = y1. Next consider i = 2.
Let x˜2 := x2F1 so that 〈x1, x2〉s = 〈y1, y2〉s = 〈y1, x˜2〉s, since F1 is symplectic and hence
preserves symplectic inner products. Similar to Theorem 32 we have two cases: 〈x˜2, y2〉s = 1
or 0. For the former, we set h2 := x˜2 + y2 so that we clearly have x˜2Fh2 = Zh2(x˜2) = y2
(see Section 5.3 for the definition of Zh(·)). We also observe that
y1Fh2 = Zh2(y1) = y1 + 〈y1, x˜2 + y2〉s(x˜2 + y2) = y1 + (〈y1, y2〉s + 〈y1, y2〉s)(x˜2 + y2) = y1.
Hence in this case F2 := F1Fh2 satisfies x1F2 = y1, x2F2 = y2. For the case 〈x˜2, y2〉s = 0 we
again find a w2 that satisfies 〈x˜2, w2〉s = 〈y2, w2〉s = 1 and set h21 := w2 +y2, h22 := x˜2 +w2.
Then by Theorem 32 we clearly have x˜2Fh21Fh22 = y2. For y1 we observe that
y1Fh21Fh22 = Zh22 (Zh21(y1)) (5.55)
= Zh22 (y1 + 〈y1, w2 + y2〉s(w2 + y2)) (5.56)
= y1 + 〈y1, w2 + y2〉s(w2 + y2) +
(〈y1, x˜2 + w2〉s+
〈y1, w2 + y2〉s〈w2 + y2, x˜2 + w2〉s
)
(x˜2 + w2) (5.57)
= y1 + 〈y1, w2 + y2〉s(x˜2 + y2) (5.58)
= y1 if and only if 〈y1, w2〉s = 〈y1, y2〉s. (5.59)
The penultimate equality holds because 〈y1, x˜2〉s = 〈y1, y2〉s, 〈w2 + y2, x˜2 + w2〉s = 1 + 0 +
0 + 1 = 0. Hence, we pick a w2 such that 〈x˜2, w2〉s = 〈y2, w2〉s = 1 and 〈y1, w2〉s = 〈y1, y2〉s,
and then set F2 := F1Fh21Fh22 . Again, for this case F2 satisfies x1F2 = y1, x2F2 = y2.
By induction, assume Fi−1 satisfies xjFi−1 = yj for all j = 1, . . . , i − 1, where i ≥ 3.
Using the same idea as for i = 2 above, let xiFi−1 = x˜i. If 〈x˜i, yi〉s = 1, we simply set
Fi := Fi−1Fhi , where hi := x˜i + yi. If 〈x˜i, yi〉s = 0, we find a wi that satisfies 〈x˜i, wi〉s =
〈yi, wi〉s = 1 and 〈yj , wi〉s = 〈yj , yi〉s ∀ j < i. Then we define hi1 := wi + yi, hi2 := x˜i + wi
and observe that for j < i we have
yjFhi1Fhi2 = Zhi2 (Zhi1(yj)) = yj + 〈yj , wi + yi〉s(x˜i + yi) = yj . (5.60)
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Again, by Theorem 32, we clearly have x˜iFhi1Fhi2 = yi. Hence we set Fi := Fi−1Fhi1Fhi2
in this case. In both cases Fi satisfies xjFi = yj ∀ j = 1, . . . , i. Setting F := Ft completes
the inductive proof and it is clear that F is the product of at most 2t transvections. 
The algorithm defined implicitly by the above proof is stated explicitly in Algorithm 5.4.2.
Now we state our main theorem, which enables one to determine all symplectic solutions
for a system of linear equations.
Theorem 34. Let {(ua, va), a ∈ {1, . . . , n}} be a collection of pairs of (row) vectors that
form a symplectic basis for F2n2 , where ua, va ∈ F2n2 . Consider the system of linear equations
uiF = u
′
i, vjF = v
′
j, where i ∈ I ⊆ {1, . . . , n}, j ∈ J ⊆ {1, . . . , n} and F ∈ Sp(2n,F2).
Assume that the given vectors satisfy 〈ui1 , ui2〉s = 〈u′i1 , u′i2〉s = 0, 〈vj1 , vj2〉s = 〈v′j1 , v′j2〉s =
0, 〈ui, vj〉s = 〈u′i, v′j〉s = δij, where i1, i2 ∈ I, j1, j2 ∈ J , since symplectic transformations
F must preserve symplectic inner products. Let α := |I¯| + |J¯ |, where I¯, J¯ denote the set
complements of I,J in {1, . . . , n}, respectively. Then there are 2α(α+1)/2 solutions F to
the given linear system.
Proof. By the definition of a symplectic basis (Definition 20), we have 〈ua, vb〉s = δab and
〈ua, ub〉s = 〈va, vb〉s = 0, where a, b ∈ {1, . . . , n}. The same definition extends to any
(symplectic) subspace of F2n2 . The linear system under consideration imposes constraints
only on ui, i ∈ I and vj , j ∈ J . Let W be the subspace of F2n2 spanned by the symplectic
pairs (uc, vc) where c ∈ I ∩J and W⊥ be its orthogonal complement under the symplectic
inner product, i.e., W := 〈{(uc, vc), c ∈ I ∩J }〉 and W⊥ := 〈{(ud, vd), d ∈ I¯ ∪ J¯ }〉, where
I¯, J¯ denote the set complements of I,J in {1, . . . , n}, respectively.
Using the result of Theorem 33, we first compute one solution F0 for the given system
of equations. In the subspace W , F0 maps (uc, vc) 7→ (u′c, v′c) for all c ∈ I ∩ J and hence
we now have W = 〈{(u′c, v′c), c ∈ I ∩ J }〉 spanned by its new basis pairs (u′c, v′c). However
in W⊥, F0 maps (ud, vd) 7→ (u′d, v˜′d) or (ud, vd) 7→ (u˜′d, v′d) or (ud, vd) 7→ (u˜′d, v˜′d) depending
on whether d ∈ I ∩ J¯ or d ∈ I¯ ∩ J or d ∈ I¯ ∩ J¯ , respectively (d /∈ I ∩ J by definition of
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Algorithm 1 Algorithm to find F ∈ Sp(2n,F2) satisfying a linear system of equa-
tions, using Theorem 33
Input: xi, yi ∈ F2n2 s.t. 〈xi, xj〉s = 〈yi, yj〉s ∀ i, j ∈ {1, . . . , t}.
Output: F ∈ Sp(2n,F2) satisfying xiF = yi ∀ i ∈ {1, . . . , t}
1: if 〈x1, y1〉s = 1 then
2: set h1 := x1 + y1 and F1 := Fh1 .
3: else
4: h11 := w1 + y1, h12 := x1 + w1 and F1 := Fh11Fh12 .
5: end if
6: for i = 2, . . . , t do
7: Calculate x˜i := xiFi−1 and 〈x˜i, yi〉s.
8: if x˜i = yi then
9: Set Fi := Fi−1. Continue.
10: end if
11: if 〈x˜i, yi〉s = 1 then
12: Set hi := x˜i + yi, Fi := Fi−1Fhi .
13: else
14: Find a wi s.t. 〈x˜i, wi〉s = 〈yi, wi〉s = 1 and 〈yj, wi〉s = 〈yj, yi〉s ∀ j < i.
15: Set hi1 := wi + yi, hi2 := x˜i + wi, Fi := Fi−1Fhi1Fhi2 .
16: end if
17: end for
18: return F := Ft.
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W⊥). Note however that the subspace W⊥ itself is fixed. We observe that such u˜′d and v˜
′
d
are not specified by the given linear system and hence form only a particular choice for the
new symplectic basis of W⊥. These can be mapped to arbitrary choices u˜d and v˜d, while
fixing other u′d and v
′
d, as long as the new choices still complete a symplectic basis for W
⊥.
Hence, these form the degrees of freedom for the solution set of the given system of linear
equations. The number of such “free” vectors is exactly |I¯|+ |J¯ | = α. This can be verified
by observing that the number of basis vectors for W⊥ is 2|I¯ ∪ J¯ | and by calculating
Number of constrained vectors in the new basis for W⊥ (5.61)
= |I \ J |+ |J \ I| (5.62)
= |I| − |I ∩ J |+ |J | − |I ∩ J | (5.63)
= (m− |I¯|) + (m− |J¯ |)− 2(m− |I¯ ∪ J¯ |) (5.64)
= 2|I¯ ∪ J¯ | − (|I¯|+ |J¯ |) (5.65)
= 2|I¯ ∪ J¯ | − α. (5.66)
Let d, d1, d2 ∈ I¯ ∪ J¯ be indices of some symplectic basis vectors for W⊥. Then, the
constraints on free vectors u˜d and v˜d are that 〈u˜d1 , v′d2〉s = 〈u′d1 , v˜d2〉s = 〈u˜d1 , v˜d2〉s = δd1d2
and all other pairs of vectors in the new basis set for W⊥ be orthogonal to each other. In the
d-th symplectic pair — (u˜d, v
′
d) or (u
′
d, v˜d) or (u˜d, v˜d) — of its new symplectic basis there is
at least one free vector — u˜d or v˜d or both, respectively. For the first of the α free vectors,
there are 2|I¯ ∪ J¯ | − α symplectic inner product constraints (which are linear constraints)
imposed by the 2|I¯ ∪ J¯ | − α constrained vectors u′d, v′d. Since W⊥ has (binary) vector
space dimension 2|I¯ ∪ J¯ | and each linearly independent constraint decreases the dimension
by 1, this leads to 2α possible choices for the first free vector. For the second free vector,
there are α−1 degrees of freedom as it has an additional inner product constraint from the
first free vector. This leads to 2α−1 possible choices for the second free vector, and so on.
Therefore, the given linear system has at least
∏α
`=1 2
` = 2α(α+1)/2 symplectic solutions.
We will now argue that there cannot be more solutions. The given system of equations
can be represented compactly as UF = V , where U, V ∈ F(2n−α)×2n2 and F is symplectic.
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Observe that for each valid choice of V the set of symplectic solutions is disjoint, and hence
they form a partition of the binary symplectic group Sp(2n,F2). Therefore, it is enough to
show that the product of the number of such valid matrices V and 2α(α+1)/2 is equal to the
size of Sp(2n,F2). By defining k := n−α, the number of such valid matrices V is given by[
(22n − 1) · (22n−1 − 21) · (22n−2 − 22) · · · (22n−(n−1) − 2n−1)
]
×
[
22n−n · 22n−(n+1) · · · 22n−(n+k−1)
]
(5.67)
=
(
20(22n − 1) · 21(22n−2 − 1) · 22(22n−4 − 1) · · · 2n−1(2(n+1)−(n−1) − 1) · 2n
)
· 2n−1 · · · 2n−(k−1) (5.68)
= 2
n(n+1)
2
+(k−1)n− k(k−1)
2
n∏
j=1
(4j − 1). (5.69)
The counting in the first line is as follows. First, we assume without loss of generality that
the pairs of rows i and (n + i) of V form a symplectic pair, for i = 1, . . . , k, and the rows
k + 1, . . . , n are orthogonal to all rows of V under the symplectic inner product. More
precisely, the inner products between pairs of rows of V must be the same as those between
corresponding pairs of rows of U . But, we assume that we can perform a symplectic Gram-
Schmidt process on U so that the above assumption is valid. For the first row of V , we
can choose any non-zero vector and there are (22n − 1) of them. For the second row, we
need to restrict to vectors that are orthogonal to the first row, and we need to eliminate
the subspace generated by the first row. Similarly, for the third row until the n-th row, we
keep restricting to the subspace of vectors orthogonal to all previous rows and eliminate the
subspace generated by all previous rows. For the (n+ 1)-th row, it needs to be orthogonal
to all rows starting from the second to the n-th, but it needs to have symplectic inner
product 1 with the first row. Hence the dimension decreases by n from 2n, but notice that
the subspace generated by the first n rows cannot have any vector that has symplectic inner
product 1 with the first row. Therefore, we need not subtract this subspace and this gives
the count 22n−n for the (n+ 1)-th row. A similar argument can be made for all remaining
rows and this completes the argument for counting. (It is easy to verify that by substituting
k = n above we obtain the size of Sp(2n,F2) exactly.) Now we expand the exponent of 2
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above to obtain 12(n
2 + 2nk − k2 − n+ k).
Recollect that the size of the symplectic group is 2n
2∏n
j=1(4
j−1), and we need to check
that the number obtained by dividing this by 2α(α+1)/2 is equal to the above number, for
α = n−k. Since the product ∏nj=1(4j−1) matches with the expression in the count above,
we only have to check that the exponents of 2 match. Here, the exponent of 2 is given by
n2 − (n− k)(n− k + 1)
2
=
1
2
(
2n2 − (n2 − 2nk + k2 + n− k)) (5.70)
=
1
2
(
n2 + 2nk − k2 − n+ k) , (5.71)
which equals the exponent calculated above. This completes the proof that the given system
has exactly 2α(α+1)/2 solutions.
Finally, we show how to get each symplectic solution F for the given linear system. First
form the matrix A whose rows are the new symplectic basis vectors for F2n2 obtained under
the action of F0, i.e., the first n rows are u
′
c, u
′
d, u˜
′
d and the last n rows are v
′
c, v
′
d, v˜
′
d. Observe
that this matrix is symplectic and invertible. Then form a matrix B = A and replace the
rows corresponding to free vectors with a particular choice of free vectors, chosen to satisfy
the conditions mentioned above. Note that B and A differ in exactly α rows, and that B
is also symplectic and invertible. Determine the symplectic matrix F ′ = A−1B which fixes
all new basis vectors obtained for W and W⊥ under F0 except the free vectors in the basis
for W⊥. Then this yields a new solution F = F0F ′ for the given system of linear equations.
Note that if u˜d = u˜
′
d and v˜d = v˜
′
d for all free vectors, where u˜
′
d, v˜
′
d were obtained under the
action of F0 on W
⊥, then F ′ = I2n. Repeating this process for all 2α(α+1)/2 choices of free
vectors enumerates all the solutions for the linear system under consideration. 
Remark 35. For any system of symplectic linear equations xiF = yi, i = 1, . . . , t where the
xi do not form a symplectic basis for F2n2 , we first calculate a symplectic basis (uj , vj), j =
1, . . . ,m using the symplectic Gram-Schmidt orthogonalization procedure discussed in [KS14].
Then we transform the given system into an equivalent system of constraints on these basis
vectors uj , vj and apply Theorem 34 to obtain all symplectic solutions.
The algorithm defined implicitly by the above proof is stated explicitly in Algorithm 5.4.2.
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Algorithm 2 Algorithm to determine all F ∈ Sp(2n,F2) satisfying a linear system
of equations, using Theorem 34
Input: ua, vb ∈ F2n2 s.t. 〈ua, vb〉s = δab and 〈ua, ub〉s = 〈va, vb〉s = 0, where a, b ∈
{1, . . . , n}.
u′i, v
′
j ∈ F2n2 s.t. 〈u′i1 , u′i2〉s = 0, 〈v′j1 , v′j2〉s = 0, 〈u′i, v′j〉s = δij, where i, i1, i2 ∈
I, j, j1, j2 ∈ J , I,J ⊆ {1, . . . , n}.
Output: F ⊂ Sp(2n,F2) such that each F ∈ F satisfies uiF = u′i ∀ i ∈ I, and
vjF = v
′
j ∀ j ∈ J .
1: Determine a particular symplectic solution F0 for the linear system using Algo-
rithm 5.4.2.
2: Form the matrix A whose a-th row is uaF0 and (n + b)-th row is vbF0, where
a, b ∈ {1, . . . , n}.
3: Compute the inverse of this matrix, A−1, in F2.
4: Set F = φ and α := |I¯|+ |J¯ |, where I¯, J¯ denote the set complements of I,J in
{1, . . . , n}, respectively.
5: for ` = 1, . . . , 2α(α+1)/2 do
6: Form a matrix B` = A.
7: For i /∈ I and j /∈ J replace the i-th and (n+ j)-th rows of B` with arbitrary
vectors such that B`ΩB
T
` = Ω and B` 6= B`′ for 1 ≤ `′ < `.
/∗ See proof of Theorem 34 for details or Appendix A.1 for example
MATLAB R© code ∗/
8: Compute F ′ = A−1B.
9: Add F` := F0F
′ to F .
10: end for
11: return F
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For a given system of linear (independent) equations, if α = 0 then the symplectic
matrix F is fully constrained and there is a unique solution. Otherwise, the system is
partially constrained and we refer to a solution F as a partial symplectic matrix.
Example: As an application of this theorem, we discuss the procedure to determine
all symplectic solutions for the logical Phase gate P¯1 discussed in Section 5.2.3. First we
define a symplectic basis for F2n2 using the binary vector representation of the logical Pauli
operators and stabilizer generators of the [[6, 4, 2]] code.
u1 := [110000, 000000] , v1 := [000000, 010001],
u2 := [101000, 000000] , v2 := [000000, 001001],
u3 := [100100, 000000] , v3 := [000000, 000101],
u4 := [100010, 000000] , v4 := [000000, 000011],
u5 := [111111, 000000] , v5 := [000000, 000001],
u6 := [100000, 000000] , v6 := [000000, 111111]. (5.72)
Note that v5 and u6 do not correspond to either a logical Pauli operator or a stabilizer ele-
ment but were added to complete a symplectic basis. Hence we have I = {1, 2, 3, 4, 5},J =
{1, 2, 3, 4, 6} and α = 1 + 1 = 2. As discussed in Section 5.2.3, we impose constraints on
all ui, vj except for i = 6 and j = 5. Therefore, as per the notation in the above proof, we
have W := 〈{(u1, v1), . . . , (u4, v4)}〉 and W⊥ := 〈{(u5, v5), (u6, v6)}〉. Using Algorithm 5.4.2
we obtain a particular solution F0 = TB where B is given in (5.17). Then we compute the
action of F0 on the bases for W and W
⊥ to get
uiF0 := u
′
i, vjF0 := v
′
j , i ∈ I, j ∈ J , and
u6F0 = [100000, 000000] := u˜
′
6, v5F0 = [000000, 000001] := v˜
′
5, (5.73)
where u′i, v
′
j are the vectors obtained in Section 5.2.3. Then we identify v˜5 and u˜6 to be the
free vectors and one particular solution is v˜5 = v˜
′
5, u˜6 = u˜
′
6. In this case we have 2
α = 22 = 4
choices to pick v˜5 (since we need 〈u5, v˜5〉s = 1, 〈v6, v˜5〉s = 0) and for each such choice we
have 2α−1 = 2 choices for u˜6. Next we form the matrix A whose i-th row is u′i and (6+j)-th
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row is v′j , where i ∈ I, j ∈ J . We set the 6th row to be u˜′6 and the 11th row to be v˜′5.
Then we form a matrix B = A and replace rows 6 and 11 by one of the 8 possible pair of
choices for u˜6 and v˜5, respectively. This yields the matrix F
′ = A−1B and the symplectic
solution F = F0F
′. Looping through all the 8 choices we obtain the solutions listed in
Appendix A.2.1.
Theorem 36. For an [[n, k]] stabilizer code, the number of solutions for each logical Clifford
operator is 2r(r+1)/2, where r = n− k.
Proof. Let ui, vi ∈ F2n2 represent the logical Pauli operators X¯i, Z¯i, for i = 1, . . . , k, respec-
tively, i.e., γ(X¯i) = ui, γ(Z¯i) = vi, where γ is the map defined in (4.5). Since X¯iZ¯i = −Z¯iX¯i
and X¯iZ¯j = Z¯jX¯i for all j 6= i, it is clear that 〈ui, vj〉s = δij for i, j ∈ {1, . . . , k} and hence
they form a partial symplectic basis for F2n2 . Let uk+1, . . . , un represent the stabilizer
generators, i.e., γ(Sj) = uk+j where the stabilizer group is S = 〈S1, . . . , Sr〉. Since by def-
inition X¯i, Z¯i commute with all stabilizer elements, it is clear that 〈ui, uj〉s = 〈vi, uj〉s = 0
for i ∈ {1, . . . , k}, j ∈ {k + 1, . . . , n}. To complete the symplectic basis we find vectors
vk+1, . . . , vn s.t. 〈ui, vj〉s = δij ∀ i, j ∈ {1, . . . , n}. Now we note that for any logical Clifford
operator, the conjugation relations with logical Paulis yield 2k constraints, on ui, vi for
i ∈ {1, . . . , k}, and the normalization condition on the stabilizer yields r constraints, on
uk+1, . . . , un. Hence we have I¯ = φ, J¯ = {k+1, . . . , n}, as per the notation in Theorem 34,
and thus α = |I¯|+ |J¯ | = n− k = r. 
Note that for each symplectic solution there are multiple decompositions into elementary
forms (from Table 4.1) possible, and one possibility is given in Theorem 23. Although each
decomposition yields a different circuit, all of them will act identically on XN and ZN ,
defined in (4.12), under conjugation. Once a logical Clifford operator is defined by its
conjugation with the logical Pauli operators, a physical realization of the operator could
either normalize the stabilizer or centralize it, i.e., fix each element of the stabilizer group
under conjugation. We show that any obtained normalizing solution can be converted into
a centralizing solution.
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Theorem 37. For an [[n, k]] stabilizer code with stabilizer S, each physical realization of
a given logical Clifford operator that normalizes S can be converted into a circuit that
centralizes S while realizing the same logical operation.
Proof. Let the symplectic solution for a specific logical Clifford operator g¯ ∈ CliffN that nor-
malizes the stabilizer S be denoted by Fn. Define the logical Pauli groups X¯ := 〈X¯1, . . . , X¯k〉
and Z¯ := 〈Z¯1, . . . , Z¯k〉. Let γ(X¯) and γ(Z¯) denote the matrices whose rows are γ(X¯i) and
γ(Z¯i), respectively, for i = 1, . . . , k, where γ is the map defined in (4.5). Similarly, let γ(S)
denote the matrix whose rows are the images of the stabilizer generators under the map γ.
Then, by stacking these matrices as in the proof of Theorem 36, we observe that Fn is a
solution of the linear system 
γ(X¯)
γ(S)
γ(Z¯)
Fn =

γ(X¯ ′)
γ(S′)
γ(Z¯ ′)
 ,
where X¯ ′, Z¯ ′ are defined by the conjugation relations of g¯ with the logical Paulis, i.e.,
g¯X¯ig¯
† = X¯ ′i, g¯Z¯ig¯
† = Z¯ ′i, and S
′ denotes the stabilizer group of the code generated by a
different set of generators than that of S. Note, however, that as a group S′ = S. The goal
is to find a different solution Fc that centralizes S, i.e., we replace γ(S
′) with γ(S) above.
We first find a matrix K ∈ GL(r,F2) such that Kγ(S′) = γ(S), which always exists
since generators of S′ span S as well. Then we determine a symplectic solution H for
γ(X¯)
γ(S)
γ(Z¯)
H =

γ(X¯)
Kγ(S)
γ(Z¯)
 ,
so that H satisfies Kγ(S) = γ(S)H while fixing γ(X¯) and γ(Z¯). Then, since K is invertible,
Ik
K
Ik


γ(X¯)
γ(S)
γ(Z¯)
Fn =

Ik
K
Ik


γ(X¯ ′)
γ(S′)
γ(Z¯ ′)
⇒

γ(X¯)
γ(S)
γ(Z¯)
HFn =

γ(X¯ ′)
γ(S)
γ(Z¯ ′)
 .
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Hence Fc := HFn is a centralizing solution for g¯. Note that there are 2
r(r+1)/2 solutions for
H, as per the result of Theorem 36, with the operator being the identity operator on the
logical qubits, and these produce all centralizing solutions for g¯. 
The above result demonstrates the relationship between the two solutions for the tar-
geted Hadamard operator discussed in Section 5.2.6. As noted in that section, after the
logical transversal Hadamard operator, although any normalizing solution can be converted
into a centralizing solution, the optimal solution with respect to a suitable metric need not
always centralize the stabilizer. Anyhow, we can always setup the problem of identifying
a symplectic matrix, representing the physical circuit, by constraining it to centralize the
stabilizer.
5.4.3 The LCS Algorithm
The general procedure to determine all symplectic solutions, and their circuits, for a logical
Clifford operator for a stabilizer code is summarized in Algorithm 3. For the [[6, 4, 2]] CSS
code, we employed Algorithm 3 to determine the solutions listed in Appendix A.2 for each
of the operators discussed before.
The MATLAB R© programs for all algorithms in this work are available at https://github.
com/nrenga/symplectic-arxiv18a. We executed our programs on a laptop running the
Windows 10 operating system (64-bit) with an Intel R© CoreTM i7-5500U @ 2.40GHz proces-
sor and 8GB RAM. For the [[6, 4, 2]] CSS code, it takes about 0.5 seconds to generate all 8
symplectic solutions and their circuits for one logical Clifford operator. For the [[5, 1, 3]] per-
fect code, it takes about 20 seconds to generate all 1024 solutions and their circuits. Note
that for step 5 in Algorithm 3, we use 1-qubit and 2-qubit unitary matrices (from Cliff22)
to calculate conjugations for the Pauli operator on each qubit, at each circuit element at
each depth (see Def. 22), and then combine the results to compute the conjugation of g¯
with a stabilizer generator or logical Pauli operator. Owing to our naive implementation,
we observe that most of the time is consumed in computing Kronecker products and not
in calculating the symplectic solutions.
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Algorithm 3 Algorithm to determine logical Clifford operators for a stabilizer code
1: Determine the target logical operator g¯ by specifying its action on logical Paulis
X¯i, Z¯i [Got09]: g¯X¯ig¯
† = X¯ ′i, g¯Z¯ig¯
† = Z¯ ′i .
2: Transform the above relations into linear equations on F ∈ Sp(2n,F2) using the
map γ in (4.5) and the result of Theorem 21, i.e., γ(X¯i)F = γ(X¯
′
i), γ(Z¯i)F =
γ(Z¯ ′i). Add the conditions for normalizing the stabilizer S, i.e., γ(S)F = γ(S
′).
3: Calculate the feasible symplectic solution set F using Algorithm 5.4.2 by mapping
X¯i, S, Z¯i to ui, vi as in Theorem 36.
4: Factor each F ∈ F into a product of elementary symplectic transformations listed
in Table 4.1, possibly using the algorithm given in [Can17] (which is restated in
Theorem 23 here), and compute the physical Clifford operator g¯.
5: Check for conjugation of g¯ with the stabilizer generators and for the conditions
derived in step 1. If some signs are incorrect, post-multiply by an element from
HWN as necessary to satisfy all these conditions (apply [NC10, Proposition 10.4]
for S⊥ = 〈S, X¯i, Z¯i〉, using (4.5)). Since HWN is the kernel of the map φ in (4.15),
post-multiplication does not change F .
6: Express g¯ as a sequence of physical Clifford gates corresponding to the elementary
symplectic matrices obtained from the factorization in step 4 (see Section 4.2.2
for the circuits for these matrices).
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Remark 38. Observe that, in our LCS algorithm, we are not taking into account the
degrees of freedom provided by stabilizers. That is, if the logical operator g¯ is required to
map X¯i 7→ X¯ ′i, then an equivalent condition is to map X¯i 7→ X¯ ′i · s, where s ∈ S is any
stabilizer element for the given code. A similar statement is true for Z¯i 7→ Z¯ ′i. An explicit
example for this scenario is the CX1→2 for the [[4, 2, 2]] code with the logical Paulis defined
instead as X¯1 = X1X2, X¯2 = X2X4, Z¯1 = Z1Z3, Z¯2 = Z3Z4. The operation CX1→2 can
simply be defined as swapping qubits 2 and 4, but this maps Z¯2 7→ Z2Z3 = Z¯1Z¯2 · gZ ,
where gZ = Z1Z2Z3Z4, instead of just Z¯2 7→ Z¯1Z¯2 as the above algorithm would require.
In principle, the LCS algorithm can be easily modified to consider these possibilities,
but this significantly increases the computational complexity of the algorithm. A better
understanding of the structure of logical Clifford operators for a given general stabilizer
code, or even heuristics developed to identify which degrees of freedom are worth considering
for a given code, would greatly improve the quality of solutions produced by the algorithm.
5.5 Some Thoughts for Future Work
In this chapter we have developed a systematic algorithm that translates logical Clifford
operators into their physical realizations on stabilizer codes. We used binary symplectic
matrices to make this translation efficient by working with only 4n2 binary variables rather
than 22n complex variables for the Clifford unitary on n qubits. While several works in
the literature have performed this translation for specific codes and operators, the LCS
algorithm is applicable to generic stabilizer codes. However, the circuits produced by the
algorithm are not necessarily fault-tolerant. In this regard, a better understanding of sym-
plectic matrices and their relation to circuit structure might lead to a systematic approach
for fault-tolerant logical Clifford operators. A specific direction of research could be an
attempt to incorporate flag fault-tolerant schemes [CR17b, CR17a, CB18, TCL18, CR19]
in the symplectic framework. Since ensuring fault-tolerance in such schemes involves com-
binatorial arguments on Clifford circuits, this incorporation might not be straightforward.
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But a formalism that takes advantage of the symplectic framework and flag-based schemes
would go a long way in producing fault-tolerant logical Clifford gates for arbitrary stabi-
lizer codes. This will provide us access to a larger variety of code parameters rather than
restricting ourselves to well-known codes and code families.
A common approach to perform fault-tolerant logical Clifford gates on topological codes
or hypergraph product codes is to exploit carefully constructed measurements [FMMC12,
KP19b, KP19a]. Since these are not unitary operations, they are outside the purview of
the symplectic framework. Hence, even if the LCS algorithm is refined to produce fault-
tolerant circuits, the schemes cannot be compared to measurement-based schemes such as
braiding. So, it is worth investigating if there is a theoretical (algebraic) framework that
incorporates both Clifford operations and (Pauli) measurements simultaneously. Such a
framework would enable resource comparisons between a larger variety of schemes.
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Chapter 6
Quadratic Form Diagonal (QFD) Gates
6.1 Challenges in Extending LCS Algorithm
In Chapter 5 we discussed a systematic approach to synthesize logical Clifford gates for
arbitrary stabilizer codes. We know that the Clifford group does not provide universal
quantum computation, and that we need to implement at least one non-Clifford logical
gate. However, we encounter at least two issues if we attempt to directly generalize the
LCS algorithm. Firstly, for realizing a logical non-Clifford gate on a stabilizer code we
need to implement a physical non-Clifford gate. But such a physical operation might not
map all stabilizers to stabilizers since non-Clifford gates can map a Pauli operator outside
of the Heisenberg-Weyl group (under conjugation). Hence, we need to find an alternative
to our condition in the LCS algorithm that the physical operator normalize (or centralize)
the stabilizer. Secondly, the key tool used in the LCS algorithm is the binary symplectic
framework for Clifford gates. However, there is no clear symplectic connection for non-
Clifford gates and this makes the extension of the LCS algorithm challenging. We will
address this latter problem in this chapter and discuss the former in the next chapter. We
will begin by describing some additional motivation for this work.
6.2 Motivation: The Clifford Hierarchy
Gottesman and Chuang showed [GC99] that universal quantum computation can be achieved
via quantum teleportation if one has access to Bell-state preparation, Bell-basis measure-
ments, and arbitrary single-qubit operations on known ancilla states. Their protocol in-
volved construction of the Clifford hierarchy. By definition of the hierarchy, when elements
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in the `-th level act by conjugation on Pauli matrices, they produce a result in the (`−1)-th
level. The first level is the Heisenberg-Weyl group of Pauli matrices and the second level is
the Clifford group, i.e., C(1) := HWN and the higher levels ` > 1 are defined recursively by
C(`) := {U ∈ UN : UE(a, b)U † ∈ C(`−1) ∀ E(a, b) ∈ C(1)}, (6.1)
where UN denotes the group of all N ×N unitary matrices [GC99].
It is known that for ` ≥ 3 the unitaries at a level do not form a group [ZCC08]. The
Gottesman-Knill theorem [Got98a] established that the Clifford group can be efficiently
simulated classically and hence does not provide a significant quantum advantage over
classical computation (also see [AG04] for a classical simulator of such circuits). But the
Clifford group combined with any unitary outside the group enables arbitrarily good ap-
proximation of any other unitary, thus enabling universal quantum computation given the
ability to execute a finite set of gates [BMP+99]. The standard choice outside the group
is the “pi/8”- or T -gate which belongs to the third level of the Clifford hierarchy. How-
ever, unitaries decomposed with this fixed set of gates could result in circuits with large
depth that are especially hard to implement reliably in near-term quantum computers. It
is now established that constant-depth circuits indeed provide a quantum advantage over
classical computation [BGK18]. Hence, it is imperative to understand the structure of
this hierarchy in order to leverage higher level unitaries and obtain smaller depth circuits.
Moreover, native operations in quantum technologies might not belong to the Clifford+T
set of gates but to higher levels of the hierarchy, e.g., X- and Z-rotations of arbitrary angles
in trapped-ion systems [LMR+17]. Since any circuit must eventually be translated to such
native operations by a compiler, this provides us an opportunity to directly consider such
operations in circuit decompositions.
There have been several attempts at understanding the structure of the hierarchy [ZCC08,
BBCH14, CGK17], but the complete structure still remains elusive. Since the Clifford group
is the normalizer of the Pauli group in the unitary group, it permutes maximal commutative
subgroups of the Pauli group under conjugation. Zeng et al. [ZCC08] considered a class
of unitaries called the semi-Clifford operations, which are defined as those unitaries that
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map at least one maximal commutative subgroup of the Pauli group to another maximal
commutative subgroup of the Pauli group. While Gottesman and Chuang [GC99] used the
standard two-ancilla quantum teleportation circuit to demonstrate universal computation,
Zhou et al. [ZLC00] showed that these semi-Clifford operations can be applied via tele-
portation with one less ancilla qubit. Zeng et al. showed that for n = 1, 2, the unitaries
at any level ` of the hierarchy are semi-Clifford, and that for n = 3 all the unitaries in
level ` = 3 are semi-Clifford. For n > 2 and ` = 3, they conjectured that all unitaries are
semi-Clifford operations as well and we believe this question remains open. Furthermore,
they also defined generalized semi-Clifford operations to be those unitaries that map the
span of at least one maximal commutative subgroup of the Pauli group to the span of
another maximal commutative subgroup of the Pauli group, where span refers to the group
algebra over the complex field. For n > 2 and ` > 3 they conjectured that all unitaries are
generalized semi-Clifford operations but, to the best of our knowledge, this question also
remains open.
Stabilizer states are the unit vectors that belong to the orbit of the computational basis
state |0〉⊗n under Clifford operations [AG04, DD03]. Equivalently, they are the common
eigenvectors of the commuting Hermitian matrices forming maximal commutative sub-
groups of the Pauli group. It is well-known that certain stabilizer states can be grouped
and arranged to form mutually unbiased bases (MUBs), which means pairs of vectors within
a group are orthogonal and pairs formed from different groups have a small inner prod-
uct [CJ10, TBV17]. The images of stabilizer states under the action of a third level unitary
from the Clifford hierarchy are known to produce the states in Alltop’s construction of
MUBs [BBCH14]. These MUBs are exactly a type of “magic states” that provide an alter-
native path to universal quantum computation [BK05]. Bengtsson et al. [BBCH14] studied
the role of order-3 Clifford operators, their relation to Alltop MUBs, and a deep connection
between Alltop MUBs and symmetric informationally complete (SIC) measurements.
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6.2.1 Our Contributions
The starting point for our contributions is [CGK17], where Cui et al. revealed the struc-
ture of the diagonal gates in each level of the Clifford hierarchy. For a single qudit
with prime dimension p, they constructed a new hierarchy from unitaries of the form
U`,a :=
∑
j∈Zp exp
(
2piı
p`
ja
)
|j〉 〈j|, where Zp := {0, 1, . . . , p − 1}, ı :=
√−1, and a is an
integer such that 1 ≤ a ≤ p − 1. They showed that such unitaries determine all diagonal
unitaries in the level (p− 1)(`− 1) + a of the Clifford hierarchy, and they also extended the
result to multiple qudits. In this chapter, we provide a simpler description of certain diag-
onal unitaries (for qubits, i.e., p = 2) and reveal their structure more explicitly by making
a connection to symmetric matrices R over the ring Z2` of integers modulo 2`. We de-
fine diagonal unitaries of the form τ
(`)
R := diag
(
ξvRv
T mod 2`
)
=
∑
v∈Zn2 ξ
vRvT mod 2` |v〉 〈v|,
where ξ := e2piı/2
`
and v is a binary (row) vector indexing the rows of the matrix, and
prove that all two-local and certain higher locality diagonal unitaries in the `-th level can
be described in this form (see Theorem 44 and Remark 45). We derive precise formulas
for their action on Pauli matrices, and show that the result naturally involves a unitary of
the form τ
(`−1)
R˜
, thereby yielding a recursion, where R˜ is a symmetric matrix in Z2`−1 that
is a function of R and the Pauli matrix (see Corollary 42). Hence the matrix R contains
all the information about the diagonal unitary τ
(`)
R . Finally, we formally prove that these
diagonal unitaries form a subgroup of all diagonal gates in the `-th level, and that the map
from these diagonal unitaries to symmetric matrices is an isomorphism.
During this process, we obtain a function q(`−1)(v;R, a, b) (that fully characterizes
τ
(`−1)
R˜
), where (a, b) represents a Pauli matrix, and we demonstrate some of its properties.
We also provide examples of matrices R for some standard gates, and for the non-Clifford
“pi/8”-gate we clarify the connection between our formula and the well-known action of this
gate on the Pauli X matrix. These symmetric matrices identify symplectic matrices over
Z2` , and this approach unifies these diagonal elements of the Clifford hierarchy with the
Clifford group that can be mapped to binary symplectic matrices [DD03, Got09, RCKP18b].
We believe this is the first work that provides such a unification, and our results indicate
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that some non-diagonal unitaries in the Clifford hierarchy might be explored by extending
other binary symplectic matrices to rings Z2` .
6.2.2 Other Potential Applications
Zeng et al. showed that a semi-Clifford operator g is of the form g = C1DC2, where C1, C2
are Cliffords and D is a diagonal unitary [ZCC08]. Hence, using calculations similar to those
in Section 6.4 it might be possible to explore the above conjectures by Zeng et al. on semi-
Cliffords. Furthermore, binary symplectic matrices have been used to efficiently decompose
Clifford unitaries into circuits composed of standard gates [DD03, Can18, RCKP18b]. Us-
ing our unification, a better understanding of the interaction between binary and integer
symplectic matrices might produce efficient algorithms to decompose unitaries into Cliffords
and diagonal gates, thereby also reducing circuit depth.
As another application, classical simulation of quantum circuits is currently an im-
portant research topic since it serves at least two purposes: (i) it provides a method to
check the integrity of the results produced by near-term quantum computers, and (ii) it
refines our understanding of the kind of quantum circuits that indeed provide a compu-
tational advantage over classical computation. Bravyi et al. [BBC+18] have developed a
comprehensive mathematical framework of the notion of stabilizer rank, which measures the
number of stabilizer states required to express the output state of a given unitary operator,
acting on |0〉⊗n without loss of generality. (Recollect that since Clifford operations can
be efficiently simulated classically, each stabilizer state can be easily handled by the CHP
simulator of Aaronson and Gottesman [AG04], the package on which Bravyi et al. build.)
Using this notion, they have developed a powerful simulator of quantum circuits that can
currently handle about 40-50 qubits and over 60 non-Clifford gates without resorting to
high-performance computers. As they highlight, a key feature of their simulator and a rea-
son for its efficiency is the decomposition of unitaries into Cliffords and arbitrary diagonal
gates, such as arbitrary angle Z-rotations and controlled-controlled-Z (CCZ) gates, instead
of just Cliffords and T -gates. Hence, it is natural to investigate whether our symplectic
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representation of certain diagonal unitaries can be used to extend their simulator.
6.3 QFD Gates
Let ξ := exp
(
2piı
2`
)
and R be an n ×m symmetric matrix over Z2` . Consider the diagonal
unitary matrix
τ
(`)
R := diag
(
ξvRv
T mod 2`
)
=
∑
v∈Zn2
ξvRv
T |v〉 〈v| , (6.2)
where v ∈ Zn2 indexes the rows of τ (`)R . We will derive the action of τ (`)R on E(a, b) under
conjugation, prove that τ
(`)
R ∈ C(`)d , and argue that all two-local and certain higher local-
ity diagonal gates can be represented in this form. Finally, we will show that the map
γ : C(`)d,sym → Zn×n2`,sym defined by γ(τ
(`)
R ) := R is an isomorphism, where the subscript “sym”
denotes symmetric matrices whose diagonal entries are in Z2` and off-diagonal entries are
in Z2`−1 , and C(`)d,sym ⊂ C(`)d is the subgroup of all unitaries of the form τ (`)R . Owing to the
exponent involved in (6.2), we refer to these as Quadratic Form Diagonal (QFD) gates.
Given two vectors v, w ∈ Zn2 , their binary sum can be expressed over Z2` as
v ⊕ w = v + w − 2(v ∗ w) (mod 2`), (6.3)
where v∗w represents the element-wise product of v and w, i.e., v∗w = [v1w1, v2w2, · · · , vnwn].
Lemma 39. For any v, w ∈ Zn2 , symmetric R ∈ Zn×n2` , and ` ∈ N, the following holds:
(v ⊕ w)R(v ⊕ w)T ≡ (v + w)R(v + w)T − 4η(v;R,w) (mod 2`), (6.4)
where η(v;R,w) := [(v + w)− (v ∗ w)]R(v ∗ w)T . (6.5)
Proof. We observe that
(v ⊕ w)R(v ⊕ w)T = [(v + w)− 2(v ∗ w)]R[(v + w)− 2(v ∗ w)]T (6.6)
= (v + w)R(v + w)T − 4(v + w)R(v ∗ w)T + 4(v ∗ w)R(v ∗ w)T (6.7)
= (v + w)R(v + w)T − 4[(v + w)− (v ∗ w)]R(v ∗ w)T (6.8)
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= (v + w)R(v + w)T − 4(v OR w)R(v AND w)T (6.9)
= (v + w)R(v + w)T − 4η(v;R,w) (mod 2`). 
For a given binary vector x, let Dx := diag(x) denote the diagonal matrix with the
diagonal set to x. Then Dw projects onto w so that Dwv
T = (v ∗ w)T . Similarly, Dw¯
projects onto w¯ = w⊕ 1 = 1−w so that vDw¯ = v ∗ (1−w) = v − (v ∗w), where 1 denotes
the vector with all entries 1. Also, by observing that v2i = vi for all i ∈ {1, . . . , n}, the inner
product uvT can be expressed as the quadratic form vDuv
T , where u ∈ Zn2 . Thus, for any
v, w ∈ Zn2 , we can write wR(v ∗ w)T = wRDwvT = vDwRDwvT . It follows that
η(v;R,w) := [(v + w)− (v ∗ w)]R(v ∗ w)T
= v [Dw¯RDw +DwRDw ] v
T
= v [DwRDw¯ +DwRDw ] v
T . (6.10)
Next we determine the action of τ
(`)
R on E(a, b) under conjugation (see Section 4.2.2 to
compare with the calculation for tR ∈ CliffN listed in Table 4.1).
Lemma 40. Let ` ≥ 2, v ∈ Zn2 , a = a0 + 2a1 + 4a2 + . . . , b = b0 + 2b1 + 4b2 + . . . , and
ai, bi ∈ Zn2 . Then,(
τ
(`)
R E(a, b)(τ
(`)
R )
†
)
|v〉 = ξq(`−1)(v;R,a,b)E([a0, b0]ΓR) |v〉
= ξq
(`−1)(v;R,a,b)E(a0, b0 + a0R) |v〉 , (6.11)
where ΓR :=
In R
0 In
 ∈ Z2n×2n
2`
and
q(`−1)(v;R, a, b) := (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 )
+ (2 + 2`−1)vRaT0 − 4η(v;R, a0). (6.12)
Proof. We observe D(a, 0) |v〉 = |v ⊕ a0〉 , D(0, b) |v〉 = (−1)vbT0 |v〉 , ξ2`−2 = ı, ξ2`−1 = −1:(
τ
(`)
R E(a, b)(τ
(`)
R )
†
)
|v〉
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(i)
= ıab
T
ξ−vRv
T
τ
(`)
R (−1)ab
T
D(0, b)D(a, 0) |v〉 (6.13)
= ıab
T
ξ−vRv
T
(−1)a0bT0 τ (`)R (−1)(v⊕a0)b
T
0 |v ⊕ a0〉 (6.14)
= ıab
T
ξ−vRv
T
(−1)a0bT0 (−1)(v+a0)bT0 ξ(v⊕a0)R(v⊕a0)T |v ⊕ a0〉 (6.15)
(ii)
= ξ−4η(v;R,a0)ıab
T
(−1)a0bT0 (−1)(v+a0)bT0 ξ2vRaT0 +a0RaT0 |v ⊕ a0〉 (6.16)
(iii)
= ξa0Ra
T
0 −4η(v;R,a0)ıab
T
(−1)a0bT0 (−1)(v+a0)(b0+a0R)T (−1)a0RaT0 ξ(2+2`−1)vRaT0 |v ⊕ a0〉
(6.17)
(iv)
= ξa0Ra
T
0 +(2+2
`−1)vRaT0 −4η(v;R,a0)ıab
T
(−1)a0(b0+a0R)TD(0, b0 + a0R)D(a0, 0) |v〉 (6.18)
= ξa0Ra
T
0 +(2+2
`−1)vRaT0 −4η(v;R,a0)ıa0b
T
0 +2(a0b
T
1 +b0a
T
1 )D(a0, b0 + a0R) |v〉 (6.19)
(v)
= ξ(1−2
`−2)a0RaT0 +2
`−1(a0bT1 +b0a
T
1 )+(2+2
`−1)vRaT0 −4η(v;R,a0)ıa0(b0+a0R)
T
D(a0, b0 + a0R) |v〉
(6.20)
= ξq
(`−1)(v;R,a,b)E(a0, b0 + a0R) |v〉 . (6.21)
In (i), we have applied (τ
(`)
R )
† to |v〉 to get the phase ξ−vRvT and used the fact that D(a, b) =
(−1)abTD(0, b)D(0, a). In (ii), we have used Lemma 39 to express (v ⊕ a0)R(v ⊕ a0)T and
canceled the factor ξvRv
T
that results with the existing ξ−vRvT . In (iii), we have rewritten
(v + a0)b
T
0 as (v + a0)(b0 + a0R)
T − vRaT0 − a0RaT0 and rewritten (−1) as ξ2
`−1
for the
exponent vRaT0 . In (iv), we have collected all the exponents of ξ and (−1), and then used
the fact that D(0, b0 + a0R)D(a0, 0) |v〉 = (−1)(v+a0)(b0+a0R)T |v ⊕ a0〉. In (v), we have
added and subtracted a0Ra
T
0 in the exponent of ı and again used the fact that ξ
2`−2 = ı.
Finally, we have applied the (generalized) definition of E(a, b) (i.e., Remark 9). 
Remark 41. Consider ` = 2 so that τ
(2)
R ∈ CliffN (by Theorem 44), and let a, b ∈ Zn2 .
Then we see that q(1)(v;R, a, b) ≡ 0 (mod 2` = 4), and hence the resulting expression
τ
(`)
R E(a, b)(τ
(`)
R )
† = E([a, b]ΓR) matches exactly with the formula derived for tR ∈ CliffN in
Section 4.2.2.
Note that the matrices Γ also satisfy
ΓΩΓT = Ω (mod 2), (6.22)
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so they are integer symplectic matrices. Hence this generalizes from Z2 the third elementary
symplectic matrix in Table 4.1.
Lemma 40 describes the result of conjugating a Pauli matrix with a diagonal unitary
by its action on the (computational) basis states |v〉. It is clear that this action can be
expressed, without explicitly writing these basis states, as
τ
(`)
R E(a, b)(τ
(`)
R )
† = E([a0, b0]ΓR) diag
(
ξq
(`−1)(v;R,a,b) mod 2`
)
. (6.23)
Next we prove a simple corollary that provides a more succinct and recursive description of
the above result, using the binary diagonal matrices Dx introduced just before Lemma 40.
Corollary 42. The result of conjugating a Pauli matrix E(a, b) with a diagonal unitary
τ
(`)
R can be expressed as
τ
(`)
R E(a, b)(τ
(`)
R )
† = ξφ(R,a,b,`)E([a0, b0]ΓR) τ
(`−1)
R˜(R,a,`)
, (6.24)
where the global phase φ(R, a, b, `) and the new symmetric matrix R˜(R, a, `) over Z2`−1 are
φ(R, a, b, `) := (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 ), (6.25)
R˜(R, a, `) := (1 + 2`−2)Da0R − (Da¯0RDa0 +Da0RDa¯0 + 2Da0RDa0 ). (6.26)
Therefore, up to a deterministic global phase, we have
τ
(`)
R E(a, b)(τ
(`)
R )
† ≡ E([a0, b0]ΓR) τ (`−1)R˜(R,a,`) = E(a0, b0 + a0R) τ
(`−1)
R˜(R,a,`)
, (6.27)
thereby yielding a natural recursion in `.
Proof. Since vRaT0 = v DRaT0
vT = v Da0R v
T , 2v Da0RDa¯0 v
T = v (Da¯0RDa0+Da0RDa¯0) v
T ,
q(`−1)(v;R, a, b)
= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 ) + (2 + 2`−1)vRaT0 − 4η(v;R, a0) (6.28)
= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 ) + (2 + 2`−1)vDRaT0 v
T
− 4v[Da0RDa¯0 +Da0RDa0 ]vT (6.29)
= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 )
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+ v
[
(2 + 2`−1)Da0R − 4(Da0RDa¯0 +Da0RDa0 )
]
vT (6.30)
= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 )
+ 2v
[
(1 + 2`−2)Da0R − (Da¯0RDa0 +Da0RDa¯0 + 2Da0RDa0 )
]
vT (6.31)
= φ(R, a, b, `) + 2v R˜(R, a, `) vT . (6.32)
Therefore, we can write
τ
(`)
R E(a, b)(τ
(`)
R )
† = E([a0, b0]ΓR) diag
(
ξq
(`−1)(v;R,a,b) mod 2`
)
(6.33)
= ξφ(R,a,b,`)E([a0, b0]ΓR) diag
(
(ξ2)vR˜(R,a,`)v
T mod 2`−1
)
(6.34)
= ξφ(R,a,b,`)E([a0, b0]ΓR) τ
(`−1)
R˜(R,a,`)
. 
6.3.1 The T Gate and Other Standard QFD Gates
Example 1. Let n = 1, ` = 3, and consider the “pi/8”-gate defined by T :=
1 0
0 eıpi/4
.
Since ξ = eıpi/4 in this case, it is clear that R = [ 1 ]. It is well-known, and direct calculation
shows, that TXT † = 1√
2
(X + Y ). This result can be cast in the form obtained in the
above lemma as follows. For X = E(1, 0) we have a = 1, b = 0. So for v = 0 we get
q(`−1)(v;R, a, b) = −1,
TXT † |0〉 = τ (3)R E(1, 0)(τ (3)R )† |0〉 = ξ−1E(1, 0 + 1) |0〉 = e−ıpi/4Y |0〉 . (6.35)
For v = 1 we get q(`−1)(v;R, a, b) = −1 + 6− 4 = 1,
TXT † |1〉 = ξ+1E(1, 0 + 1) |1〉 = eıpi/4Y |1〉 . (6.36)
These two actions can be simplified as shown below, where we use Z |0〉 = |0〉 , Z |1〉 = − |1〉.
e−ıpi/4Y |0〉 = (1− ı)√
2
Y |0〉 = Y − ı× ıXZ√
2
|0〉 = Y +X√
2
|0〉 , (6.37)
eıpi/4Y |1〉 = (1 + ı)√
2
Y |1〉 = Y + ı× ıXZ√
2
|1〉 = Y +X√
2
|1〉 . (6.38)
In this case, the action of T can be unified for both basis vectors |0〉 and |1〉 as 1√
2
(X+Y ).
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Finally, we have φ(R, a, b, `) = −1, R˜(R, a, `) = [ 1 ] which implies
TXT † = ξ−1E(1, 1) diag(1, ı) = e−ıpi/4Y P.
Example 2. Consider n = 1, ` = 3. The matrices R corresponding to standard single-qubit
gates in C(3)d are:
I2 =
1 0
0 1
 : R = [0] , P =
1 0
0 ı
 : R = [2],
Z =
1 0
0 −1
 : R = [4] , P † =
1 0
0 −ı
 : R = [6],
T =
1 0
0 eıpi/4
 : R = [1] , TZ =
1 0
0 −eıpi/4
 : R = [5],
T † =
1 0
0 e−ıpi/4
 : R = [7], T †Z =
1 0
0 −e−ıpi/4
 : R = [3].
Similarly, for two-qubit gates (n = 2) in C(3)d we have: (CP : Controlled-Phase)
CZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

: R =
0 2
2 0
 , CP =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ı

: R =
0 1
1 0
 ,
I2 ⊗ P =

1 0 0 0
0 ı 0 0
0 0 1 0
0 0 0 ı

: R =
0 0
0 2
 , I2 ⊗ Z =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

: R =
0 0
0 4
 ,
P ⊗ I2 =

1 0 0 0
0 1 0 0
0 0 ı 0
0 0 0 ı

: R =
2 0
0 0
 , Z ⊗ I2 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

: R =
4 0
0 0
 .
Next we prove a simple result that determines the symmetric matrix R for a given
diagonal unitary that is a tensor product of diagonal unitaries.
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Lemma 43. Let `, k ∈ Z>0 such that ` < k, and define ξ` := exp(2piı2` ), ξk := exp(2piı2k ).
Suppose that τ
(k)
R1,m
and τ
(`)
R2,n
are two diagonal unitaries, where R1 ∈ Zm×m2k and R2 ∈ Zn×n2`
are symmetric, and m,n represent the number of qubits on which the unitaries are defined.
Then the symmetric matrix R ∈ Z(m+n)×(m+n)
2k
corresponding to τ
(k)
R,m+n := τ
(k)
R1,m
⊗ τ (`)R2,n is
given by R =
R1 0
0 2k−`R2
.
Proof. We can simplify the tensor product as follows:
τ
(k)
R1,m
⊗ τ (`)R2,n =
∑
v∈Zm2
ξvR1v
T mod 2k
k |v〉 〈v| ⊗
∑
w∈Zn2
ξwR2w
T mod 2`
` |w〉 〈w| (6.39)
=
∑
v∈Zm2
w∈Zn2
ξ
(vR1vT+2k−`wR2wT ) mod 2k
k (|v〉 ⊗ |w〉)(〈v| ⊗ 〈w|) (6.40)
=
∑
[v,w]∈Zm+n2
ξ
[
v w
]R1 0
0 2k−`R2

v
T
wT

k |v, w〉 〈v, w| (6.41)
=
∑
u∈Zm+n2
ξuRu
T
k |u〉 〈u| = τ (k)R,m+n. 
Following the symmetric matrices given previously for the single-qubit case, the above
result can be used to produce the symmetric matrices for the two-qubit tensor product
unitaries in Example 2. Now, we show that not all 3-local diagonal unitaries are QFD by
producing a 3-local diagonal unitary that cannot be characterized by any symmetric matrix
R.
6.3.2 CCZ is not QFD
Example 3. Consider the Controlled-Controlled-Z (CCZ) gate on n = 3 qubits represented
by the unitary CCZ = diag (1, 1, 1, 1, 1, 1, 1,−1). It can be checked that this unitary belongs
to level ` = 3 of the Clifford hierarchy. Let R =

a b c
b d e
c e f
 be a symmetric matrix with
144
entries in Z8. Equating CCZ = τ
(3)
R , we see that the exponent of ξ = exp(
2piı
8 ) is 0 for the
first 7 entries in the diagonal and −4 ≡ 4 (mod 8) for the last entry. Solving vRvT = 0 for
the first 7 entries, we find that all entries in R have to be 0. Thus, there are not enough
degrees of freedom in R and we can only produce the identity I8.
Therefore, we have the following result about the diagonal unitaries we characterize in
each level of the Clifford hierarchy 1.
6.3.3 All 1- and 2-Local Diagonal Gates are QFD
Theorem 44. For any symmetric R ∈ Zn×n
2`
, the matrix τ
(`)
R ∈ C(`)d . All two-local diagonal
unitaries in the Clifford hierarchy can be expressed in the form τ
(`)
R for some ` ∈ N and
symmetric R ∈ Zn×n
2`
, up to a global phase.
Proof. We will prove the first part by induction. For ` = 1, R has binary entries and since
ξ = exp(2piı2 ) = −1, only the diagonal dR contributes non-trivially to vRvT =
∑
iRiivi +
2
∑
i<j Rijvivj . So the diagonal entries of τ
(1)
R are (−1)vd
T
R (since v2i = vi), i.e., τ
(1)
R |v〉 =
(−1)vdTR |v〉, and hence τ (1)R = E(0, dR) ∈ C(1)d . Suppose that we have shown τ (`)R ∈ C(`)d for
` ≥ 1 and any symmetric matrix R ∈ Zn×n
2`
. For level (`+ 1), we have
τ
(`+1)
R E(a, b)(τ
(`+1)
R )
† = ξφ(R,a,b,`+1)E([a0, b0]ΓR) τ
(`)
R˜(R,a,`+1)
. (6.42)
Since the global phase can be safely ignored and R˜(R, a, ` + 1) ∈ Zn×n
2`
is symmetric, by
the induction hypothesis, τ
(`)
R˜(R,a,`+1)
∈ C(`)d . (Note that τ (0)R = IN for all R). Using the
fact that the first two levels of the hierarchy are unaffected by multiplication by Paulis, a
simple induction shows that if V ∈ C(`) (not necessarily diagonal) then E(c, d)V ∈ C(`) as
well, for any c, d ∈ Zn2 . (Note that it is easier to show that V E(c, d) ∈ C(`) by just using the
definition of the hierarchy and the fact that Paulis commute or anti-commute). Therefore,
by the definition of the Clifford hierarchy we have τ
(`+1)
R ∈ C(`+1)d . This completes the proof
for the first part.
1We would like to thank Theodore Yoder for pointing out that the QFD framework does not
include all d-local diagonal gates in the hierarchy, for d > 2, as we had originally thought.
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A two-local diagonal unitary U is a tensor product of single- and two-qubit diagonal
unitaries. For n = 1, consider a diagonal unitary W ∈ C(`)d for any ` ≥ 1. Then, up to
a global phase, there is only one degree of freedom given by the second diagonal entry
of W and this must be of the form ξa for some a ∈ Z2` [CGK17]. In this case, we can
take R = [ a ] so that W ≡ τ (`)R . Similarly, for n = 2, any diagonal unitary W in the
hierarchy has 3 degrees of freedom with diagonal entries of the form ξα` , ξ
β
` , ξ
γ
` for some
` ≥ 1, ξ` = exp(2piı2` ), and α, β, γ ∈ Z2` . Let R =
a b
b c
 so that the diagonal entries of
τ
(`)
R are ξ
c
` , ξ
a
` , ξ
a+2b+c
` . Then we can directly set c = α, a = β and attempt to solve for
2b = γ−a−c. If (γ−a−c) is even then there exists a b ∈ Z2` , but if (γ−a−c) is odd then
we can move to level ` + 1 so that we map γ 7→ 2γ, a 7→ 2a, c 7→ 2c (with respect to ξ`+1)
and then there exists a solution for b ∈ Z2`+1 . Hence we satisfy W ≡ τ (k)R for k = ` or `+ 1.
Since U is a tensor product of such unitaries, Lemma 43 implies that we can determine the
exact symmetric matrix corresponding to U . This completes the proof. 
Example 4. Consider the diagonal unitary U = diag(1, ı, ı, ı). By the argument in the
above proof, we choose ` = 2 since ı = exp(2piı
22
). Then using the form of R as in the above
proof, we see that c = a = 1 given the second and third diagonal entries of U . This implies
that we need to find b such that a+ 2b+ c = 1⇒ 2b = −1 ≡ 3. Since this does not have a
solution in Z22, we move to ` = 3. Then we get c = a = 2, 2b = 2− 4 ≡ 6 and this implies
b = 3. Hence, we find that U = τ
(3)
R .
6.3.4 Mølmer-Sørensen Gates are QFD
Example 5. Since we can produce all 2-local diagonal unitaries in the hierarchy, the gate
ZZ(θ) := exp(−ıθ(Z ⊗ Z)) = cos θ I4 − ı sin θ (Z ⊗ Z) = e−ıθ diag (1, eı2θ, eı2θ, 1) (6.43)
can be represented as τ
(`)
R with R =
 1 −1
−1 1
, where θ = pi
2`
for some ` ≥ 1. Hence, when
combined with Hadamard gates, we can incorporate the Mølmer-Sørensen family of gates
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XXij(θ) := exp(−ıθ XiXj) = cos θ I4 − ı sin θ XiXj in our framework, where the subscripts
i and j denote the qubits involved in the gate. Since these gates are the native operations in
trapped-ion quantum computers, this observation can potentially lead to applications such
as efficient circuit optimization for such systems.
Remark 45. The result in Theorem 44 only implies that we cannot represent “all” d-local
unitaries for d > 2 via a symmetric matrix in our framework. However, since τ
(`)
R ∈ C(`)d for
symmetric R ∈ Zn×n
2`
, our framework can generate 2nk2(`−1)n(n−1)/2 diagonal gates at the
k-th level (see Theorem 48 for the reason behind this count), and this includes a large set
of d-local unitaries with d > 2. For example, consider the gate U = exp(ıpi8 (Z ⊗ Z ⊗ Z)) =
cos pi8 I8+ı sin
pi
8 (Z⊗Z⊗Z) ∈ C
(3)
d . Clearly this gate is 3-local. Since ξ = exp(
2piı
8 ) = exp(
ıpi
4 ),
we have U = exp( ıpi8 ) diag (ξ
0, ξ7, ξ7, ξ0, ξ7, ξ0, ξ0, ξ7). Considering R =

a b c
b d e
c e f
 and
solving for the entries by setting vRvT to the above given entries of U (ignoring the global
phase), we find that the first seven entries imply a = d = f = 7, b = c = e = −3 ≡ 5 (mod
8). Therefore, the exponent of the last diagonal entry of τ
(3)
R must be a+2b+2c+d+2e+f ≡
3 whereas the last entry of U is ξ7. Interestingly, the difference is exactly the factor ξ4 = −1,
which means that τ
(3)
R = U×CCZ has the above representation R in our framework although
it is not 2-local. Note that taking b = c = e = 1 does not change the diagonal gate.
The action of τ
(`)
R on the Pauli matrices directly implies the following result.
Lemma 46. For a fixed ` ∈ Z and symmetric R ∈ Zn×n
2`
, the map
ϕ : E(a, b) 7→ τ (`)R E(a, b)(τ (`)R )† (6.44)
is a group isomorphism.
Next we discuss some properties of the objects defined above.
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6.3.5 Some Properties of QFD Gates and an Isomorphism
Lemma 47. For v ∈ Zn2 , any a, b, c, d ∈ Zn, and any symmetric R ∈ Zn×n2` the following
properties hold.
(a) The diagonal unitaries defined by ξ and q(`−1)(v;R, a, b) satisfy, for any e, f ∈ Zn,
diag
(
ξq
(`−1)(v⊕e0;R,a,b) mod 2`
)
= E(e0, f) diag
(
ξq
(`−1)(v;R,a,b) mod 2`
)
E(e0, f).
(6.45)
(b) The function q(`−1)(v;R, ·, ·) satisfies (modulo 2`)
q(`−1)(v ⊕ c0;R, a, b) + q(`−1)(v;R, c, d)
≡ q(`−1)(v;R, a, b) + q(`−1)(v ⊕ a0;R, c, d) (6.46)
≡ q(`−1)(v;R, a+ c, b+ d) + 2`−1(b0cT1 + b1cT0 − a0dT1 − a1dT0 ). (6.47)
(c) The action of τ
(`)
R satisfies
τ
(`)
R E(c, d)(τ
(`)
R )
† × τ (`)R E(a, b)(τ (`)R )† = E(a0, e)
[
τ
(`)
R E(c, d)(τ
(`)
R )
†
]
E(a0, e)
× E(c0, f)
[
τ
(`)
R E(a, b)(τ
(`)
R )
†
]
E(c0, f),
(6.48)
for any e, f ∈ Zn such that 〈[a0, b0], [c0, d0]〉s = 〈[a0, e0], [c0, f0]〉s, and in particular
for e = b0 + a0R, f = d0 + c0R.
Proof. We use identities related to these quantities to complete the proof.
(a) Recall that E(e0, f) = ı
e0fTE(e0, 0)E(0, f), E(0, f) = D(0, f) is diagonal, and
E(e0, 0) = D(e0, 0) is a permutation matrix corresponding to |v〉 7→ |v ⊕ e0〉 ((4.7)).
(b) This can be verified by explicitly enumerating and matching terms on each side of
the equality (see Section 6.3.6). Here we illustrate a more elegant approach. Using
the result of part (a) we calculate
τ
(`)
R E(a, b)(τ
(`)
R )
† × τ (`)R E(c, d)(τ (`)R )†
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=
[
E([a0, b0]ΓR) diag
(
ξq
(`−1)(v;R,a,b)
)]
×
[
E([c0, d0]ΓR) diag
(
ξq
(`−1)(v;R,c,d)
)]
(6.49)
= E([a0, b0]ΓR)E([c0, d0]ΓR) diag
(
ξq
(`−1)(v⊕c0;R,a,b)
)
diag
(
ξq
(`−1)(v;R,c,d)
)
(6.50)
= (−1)〈[a0,b0]ΓR,[c0,d0]ΓR〉sE([c0, d0]ΓR)E([a0, b0]ΓR)
diag
(
ξq
(`−1)(v;R,c,d)
)
diag
(
ξq
(`−1)(v⊕c0;R,a,b)
)
(6.51)
(or)
= ı(b0+a0R)c
T
0 −a0(d0+c0R)TE([a0 + c0, b0 + d0]ΓR)
diag
(
ξq
(`−1)(v⊕c0;R,a,b)
)
diag
(
ξq
(`−1)(v;R,c,d)
)
. (6.52)
The first equality uses (6.23), the second equality follows from (a), and the last two
equalities use the properties given in (4.8). Note that we have slightly abused notation
since the symplectic inner product is defined only for binary vectors. However, this
can be generalized to integer vectors since only their modulo 2 components play a
role in the exponent of (−1). Once again using the results referenced above, we have
τ
(`)
R E(a, b)(τ
(`)
R )
† × τ (`)R E(c, d)(τ (`)R )†
= (−1)〈[a0,b0],[c0,d0]〉sτ (`)R E(c, d)(τ (`)R )† × τ (`)R E(a, b)(τ (`)R )† (6.53)
= (−1)〈[a0,b0],[c0,d0]〉s
[
E([c0, d0]ΓR) diag
(
ξq
(`−1)(v;R,c,d)
)]
×
[
E([a0, b0]ΓR) diag
(
ξq
(`−1)(v;R,a,b)
)]
(6.54)
= (−1)〈[a0,b0],[c0,d0]〉sE([c0, d0]ΓR)E([a0, b0]ΓR)
diag
(
ξq
(`−1)(v⊕a0;R,c,d)
)
diag
(
ξq
(`−1)(v;R,a,b)
)
. (6.55)
This must be equal to (6.51) and, using (6.22), we verify
〈[a0, b0]ΓR, [c0, d0]ΓR〉s = [a0, b0]ΓR Ω ΓTR[c0, d0]T
= [a0, b0] Ω [c0, d0]
T
= 〈[a0, b0], [c0, d0]〉s (6.56)
as required (all modulo 2). Hence, the equality (6.46) in the lemma must be true.
Similarly, we have
τ
(`)
R E(a, b)(τ
(`)
R )
† × τ (`)R E(c, d)(τ (`)R )†
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= τ
(`)
R
[
ıbc
T−adTE(a+ c, b+ d)
]
(τ
(`)
R )
† (6.57)
= ξ2
`−2(bcT−adT )E([a0 + c0, b0 + d0]ΓR)× diag
(
ξq
(`−1)(v;R,a+c,b+d)
)
. (6.58)
Comparing this with (6.52), and observing that bcT − adT = b0cT0 − a0dT0 + 2(b0cT1 +
b1c
T
0 − a0dT1 − a1dT0 ) (mod 4), proves the second equality (6.47).
(c) This follows from the previous properties as shown below.
E(a0, e)
[
τ
(`)
R E(c, d)(τ
(`)
R )
†
]
E(a0, e)× E(c0, f)
[
τ
(`)
R E(a, b)(τ
(`)
R )
†
]
E(c0, f) (6.59)
= E(a0, e)E(c0, d0 + c0R) diag
(
ξq
(`−1)(v;R,c,d)
)
E(a0, e)
× E(c0, f)E(a0, b0 + a0R) diag
(
ξq
(`−1)(v;R,a,b)
)
E(c0, f) (6.60)
= (−1)a0(d0+c0R)T+e0cT0 E(c0, d0 + c0R) diag
(
ξq
(`−1)(v⊕a0;R,c,d)
)
× (−1)c0(b0+a0R)T+f0aT0 E(a0, b0 + a0R) diag
(
ξq
(`−1)(v⊕c0;R,a,b)
)
(6.61)
= (−1)〈[a0,b0],[c0,d0]〉s+〈[a0,e0],[c0,f0]〉sE(c0, d0 + c0R)E(a0, b0 + a0R)
× diag
(
ξq
(`−1)(v;R,c,d)
)
diag
(
ξq
(`−1)(v⊕c0;R,a,b)
)
(6.62)
= E(c0, d0 + c0R)E(a0, b0 + a0R) diag
(
ξq
(`−1)(v⊕a0;R,c,d)
)
diag
(
ξq
(`−1)(v;R,a,b)
)
(6.63)
= E(c0, d0 + c0R) diag
(
ξq
(`−1)(v;R,c,d)
)
× E(a0, b0 + a0R) diag
(
ξq
(`−1)(v;R,a,b)
)
(6.64)
= τ
(`)
R E(c, d)(τ
(`)
R )
† × τ (`)R E(a, b)(τ (`)R )†. (6.65)
Again, the first equality uses (6.23). The second equality uses the properties in (4.8)
to swap the order of Paulis, then uses the result of (a) to pass E(a0, e) and E(c0, f)
through the diagonals, and then observes the property that E(a0, e)
2 = E(c0, f)
2 =
IN . The third equality collects exponents by noting that a0Rc
T
0 = c0Ra
T
0 (since
R is symmetric), and then uses the result of (a) to pass E(a0, b0 + a0R) through
the diagonal on its left. The fourth equality utilizes the condition assumed in the
hypothesis as well as the result of (b). The fifth equality once again uses (a) to pass
back E(a0, b0 + a0R), and finally the last step follows from (6.23).
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This completes the proof. 
Theorem 48. Fix ` ≥ 1. Define C(`)d,sym to be the set of diagonal unitaries τ (`)R for all
matrices R ∈ Zn×n
2`,sym
, where the subscript “sym” represents symmetric matrices whose
diagonal entries are in Z2` and off-diagonal entries are in Z2`−1. Also, addition in Zn×n2`,sym
is defined as addition over Z2` for the diagonal entries and addition over Z2`−1 for the
off-diagonal entries. Then C(`)d,sym is a subgroup of C(`)d . Furthermore, the map γ : C(`)d,sym →
Zn×n
2`,sym
defined by γ(τ
(`)
R ) := R is an isomorphism.
Proof. From Theorem 44 we know that τ
(`)
R ∈ C(`)d . Then
γ
(
τ
(`)
R1
× τ (`)R2
)
= γ
(
diag
(
ξvR1v
T
)
× diag
(
ξvR2v
T
))
(6.66)
= γ
(
τ
(`)
R1+R2
)
(6.67)
= R1 +R2 (6.68)
= γ
(
τ
(`)
R1
)
+ γ
(
τ
(`)
R2
)
. (6.69)
As discussed in the proof of Theorem 44, since vRvT =
∑
iRiivi+2
∑
i<j Rijvivj , when 2
`−1
is added to any off-diagonal entry Rij , the factor of 2 produces 2
`Rijvivj which vanishes
modulo 2` (see Remark 45 for an example). Therefore, only when the off-diagonal entries
are restricted to values in the ring Z2`−1 , the vectors [vR1vT ]v∈Zn2 and [vR2v
T ]v∈Zn2 are
distinct for distinct R1, R2 and ` ≥ 1. Here, the sum R1 + R2 is taken over Z2` for the
diagonal entries and over Z2`−1 for the off-diagonal entries. Hence, the closure implies that
C(`)d,sym is clearly a subgroup of C(`)d . Moreover, by definition C(`)d,sym does not include global
phases, so the map γ is an isomorphism. 
6.3.6 Alternate Proof of Lemma 47(b)
We ignore the common terms q(`−1)(v;R, a, b)+q(`−1)(v;R, c, d) on both sides of the equality
and consider only the remainder. Note that the calculation is modulo 2`. Let c˜0 = c0 −
2(v ∗ c0). For the left hand side, by first ignoring q(`−1)(v;R, c, d) and then q(`−1)(v;R, a, b),
q(`−1)(v ⊕ c0;R, a, b)
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= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 ) + (2 + 2`−1)(v ⊕ c0)RaT0
− 4[((v ⊕ c0) + a0)− ((v ⊕ c0) ∗ a0)]R((v ⊕ c0) ∗ a0)T (6.70)
= (1− 2`−2)a0RaT0 + 2`−1(a0bT1 + b0aT1 ) + (2 + 2`−1)(v + c˜0)RaT0
− 4[((v + c˜0) + a0)− ((v + c˜0) ∗ a0)]R((v + c˜0) ∗ a0)T (6.71)
= q(`−1)(v;R, a, b) + (2 + 2`−1)c˜0RaT0 − 4
[
(v + a0 − v ∗ a0)R(c˜0 ∗ a0)T
+ (c˜0 − c˜0 ∗ a0)R(v ∗ a0)T
]
+ (c˜0 − c˜0 ∗ a0)R(c˜0 ∗ a0)T
]
(6.72)
≡ (2 + 2`−1)c0RaT0 − 4(v ∗ c0)RaT0 − 4(v + a0 − v ∗ a0)R(c0 ∗ a0)T
+ 8(v + a0 − v ∗ a0)R(v ∗ c0 ∗ a0)T − 4(c0 − 2(v ∗ c0))R(v ∗ a0)T
+ 4((c0 ∗ a0)− 2v ∗ c0 ∗ a0)R(v ∗ a0)T − 4(c0 − 2v ∗ c0)R((c0 − 2v ∗ c0) ∗ a0)T
+ 4(c0 ∗ a0 − 2v ∗ c0 ∗ a0)R(c0 ∗ a0 − 2v ∗ c0 ∗ a0)T (6.73)
= [(2 + 2`−1)c0RaT0 ]1 − [4(v ∗ c0)RaT0 ]2 − [4vR(c0 ∗ a0)T ]3 − [4a0R(c0 ∗ a0)T ]4
+ [4(v ∗ a0)R(c0 ∗ a0)T ]5 + [8vR(v ∗ c0 ∗ a0)T ]6 + [8a0R(v ∗ c0 ∗ a0)T ]7
− [8(v ∗ a0)R(v ∗ c0 ∗ a0)T ]8 − [4c0R(v ∗ a0)T ]2 + [8(v ∗ c0)R(v ∗ a0)T ]9
+ [4(c0 ∗ a0)R(v ∗ a0)T ]5 − [8(v ∗ c0 ∗ a0)R(v ∗ a0)T ]8 − [4c0R(c0 ∗ a0)T ]4
+ [8c0R(v ∗ c0 ∗ a0)T ]7 + [8(v ∗ c0)R(c0 ∗ a0)T ]5 − [16(v ∗ c0)R(v ∗ c0 ∗ a0)T ]8
+ [4(c0 ∗ a0)R(c0 ∗ a0)T ]10 − [16(c0 ∗ a0)R(v ∗ c0 ∗ a0)T ]11
+ [16(v ∗ c0 ∗ a0)R(v ∗ c0 ∗ a0)T ]12. (6.74)
Observe that using the same strategy as above, the terms for the right hand side (of the first
equality in Lemma 47(b)) will simply be the above expression with a0 and c0 swapped. The
numbers in the subscript are given to facilitate matching the terms obtained by swapping
a0 and c0. A quick inspection shows that every term is either symmetric about a0 and c0 or
has a pair under the swap, and hence the overall expression remains the same. Therefore
the two sides are equal and this completes the proof (of the first equality). 
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6.4 Discussion on Applications
In this section, we describe how we might apply our new characterization to classical sim-
ulation of quantum circuits, synthesis of logical diagonal unitaries, and decomposition of
unitaries into Cliffords and diagonal gates.
The classical simulation problem can be succinctly described as follows. Given a unitary
operator U acting on |0〉⊗n to produce the state |ψ〉 = U |0〉⊗n, efficiently sample from the
distribution Pψ(x) = | 〈x|ψ〉 |2, where x ∈ Zn2 . We know that the stabilizer for the initial
state |0〉⊗n is ZN := {E(0, b) : b ∈ Zn2}. Note that this is a maximal commutative subgroup
of the Pauli group as it has n generators. If U ∈ CliffN , we can track the stabilizer of the
state |ψ〉 as UZNU †, which can be done efficiently using the symplectic representation of
U and the identity (4.14). More generally, any unitary U can be decomposed as
U = CnDnCn−1Dn−1 · · ·C1D1C0, (6.75)
where Ci ∈ CliffN and Di ∈ C(`i)d for `i ∈ {3, 4, . . .} [BBC+18]. For simplicity, assume `i = `
for all i. First, let n = 1 and let the stabilizer before C0 be S = 〈E(aj , bj); j = 1, . . . , n〉
to keep the initial state generic. (Each E(aj , bj) can also have an overall (−1) factor, but
we ignore this since it does not provide any new insight.) Let F0 be the symplectic matrix
corresponding to C0. Then the new stabilizer can be expressed as
S0 = 〈C0E(aj , bj)C†0; j = 1, . . . , n〉 (6.76)
= 〈±E([aj , bj ]F0); j = 1, . . . , n〉. (6.77)
The CHP simulator of Aaronson and Gottesman [AG04] indeed keeps track of the stabilizer
in this manner and the stabilizer rank approach of Bravyi et al. builds on this [BBC+18].
Define [a0,j , b0,j ] := [aj , bj ]F0. Suppose D1 = τ
(`)
R1
for some symmetric R1 and let Γ1 =In R1
0 In
. Then, using Corollary 42, we can track the new stabilizer after D1 as
S′1 = 〈±τ (`)R1E(a0,j , b0,j)(τ
(`)
R1
)†; j = 1, . . . , n〉 (6.78)
= 〈±ξφ(R1,a0,j ,b0,j ,`)E([aj , bj ]F0Γ1)× τR˜1(R1,a0,j ,`); j = 1, . . . , n〉. (6.79)
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At this point, note that each stabilizer generator is completely determined by aj , bj , F0
and Γ1 (or equivalently R1), whose sizes grow only as O(n
2). Next, let F1 be the binary
symplectic matrix corresponding to C1. Then the new stabilizer is
S1 = 〈±ξφ(R1,a0,j ,b0,j ,`)C1E([aj , bj ]F0Γ1)C†1 × C1τR˜1(R1,a0,j ,`)C
†
1; j = 1, . . . ,m〉 (6.80)
= 〈±ξφ(R1,a0,j ,b0,j ,`)E([aj , bj ]F0Γ1F1)×
(
C1τR˜1(R1,a0,j ,`)C
†
1
)
; j = 1, . . . ,m〉. (6.81)
We could expand the second term in each generator as follows. For simplicity, just consider
some g ∈ CliffN and a τ (`)R ∈ C(`)d .
gτ
(`)
R g
† = g
∑
v∈Zn2
ξvRv
T mod 2` |v〉 〈v|
 g† (6.82)
=
∑
v∈Zn2
ξvRv
T mod 2`g |v〉 〈v| g†. (6.83)
So now the stabilizer involves operators that are diagonal in an eigenbasis of stabilizer states
{g |v〉}. If we proceed as before to apply another diagonal gate D2 then the interactions
become more complicated as we might expect, since arbitrary stabilizers are indeed hard
to track and this is one way to see the gap between quantum and classical computation.
However, we see that our perspective enables to continue this recursion and shows that
every stabilizer generator is structured : it always involves a Hermitian Pauli matrix, that
can be efficiently tracked using the symplectic matrices Fi and Γi, and additional terms
that become more complex with the depth of the decomposition of U .
Although we did this calculation in the context of classical simulation, it captures
the calculations in the other two applications as well. For logical Clifford operations,
once we generate logical Paulis using Gottesman’s [Got97] or Wilde’s [Wil09] algorithm,
we need to perform the above type of calculations to impose linear constraints on the
target symplectic matrix that represents the physical realization of the logical operator (as
discussed in Chapter 5). Although the same approach can be attempted for logical diagonal
unitaries, the fact that we need to fix the code by normalizing the stabilizer introduces
complications. In other words, when the (Pauli) stabilizer of the code is conjugated by a
non-Clifford operator, the stabilizer generators are no more purely Paulis and hence the code
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space might be disturbed. This is the challenge overcome by magic state distillation [BK05],
but since that procedure is usually expensive, we think it will be interesting to explore
if our unification via symplectic matrices produces alternative strategies for non-Clifford
(diagonal) logical operations. We make some progress in this direction in Chapter 7.
Similarly, Clifford unitaries are decomposed by suitably multiplying elementary sym-
plectic matrices from Table 4.1 (see [DD03],[RCKP18b, Appendix I]). In order to produce
decompositions of the form shown above for a general unitary U , we need to understand the
interaction between binary symplectic matrices Fi and integer symplectic matrices Γi. Such
an understanding might enable us to develop decomposition algorithms that take advantage
of native operations in quantum technologies such as arbitrary angle X- and Z-rotations,
and Mølmer-Sørensen gates, in trapped-ion architectures [LMR+17]. For these purposes,
it will be interesting to see if Lemma 47 can be effectively put to use.
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Chapter 7
Stabilizer Codes that Support QFD Gates
7.1 Motivation and Contributions
Given a stabilizer code, we need to develop a scheme to perform fault-tolerant universal
quantum computation on the logical qubits protected by the code, because otherwise the
code can only be used as a quantum memory1. In Chapter 5, we produced a systematic
algorithm that can synthesize all (equivalence classes of) Clifford circuits on the physical
qubits that realize a given logical Clifford operator (on the logical qubits). As mentioned
before, for universal quantum computation, we also need to determine a way to synthesize
circuits that realize at least one non-Clifford logical operator. Moreover, the simplest
example of a fault-tolerant circuit is a transversal operator, that splits as a tensor product
of individual single-qubit operators on the physical qubits of the code, since errors on
individual qubit lines do not spread to other qubits. However, the Eastin-Knill theorem
shows that there is no QECC that detects at least 1 error and possesses a universal set
of logical gates that can be realized via transversal operations [EK09, ZCC11]. Therefore,
there is a tradeoff between the operations that can be implemented transversally and the
operations for which other fault-tolerant mechanisms must be devised. Since fault-tolerant
realizations of logical non-Clifford operators are harder to produce, we begin by asking a
question that is motivated by the easiest non-Clifford operator to engineer.
What kind of stabilizer codes support a transversal operator composed of T and T † gates
on the physical qubits?
In other words, what structure is needed in the stabilizer S so that the code subspace
1Part of this work has been accepted to the 2020 IEEE International Symposium on Information
Theory [RCNP20].
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V (S) is preserved under the application of a given pattern of T and T † (and identity)
gates on the physical qubits? This reverses the strategy employed in the LCS algorithm,
where we translated a logical operator to a physical operator. The above question is more
practically motivated because single-qubit Z-rotations are some of the easiest examples of
non-Clifford gates that can be performed in the lab, e.g., for trapped ion systems these
gates are actually native operations [LMR+17], and we want to make the maximum use of
them. Assuming the stabilizer has the necessary structure, we also need to determine what
logical operator is realized by the given pattern of T and T † gates. We also address this
question for some codes and logical operators, e.g., we consider the case when a transversal
application of the T gate realizes the logical transversal T on all the k logical qubits encoded
by a CSS(X,C2;Z,C
⊥
1 ) code. This establishes a tight connection with triorthogonal codes
defined by Bravyi and Haah [BH12]. Subsequently, we provide a partial answer to the
extension of the above question to Z-rotations above level 3 of the Clifford hierarchy [LC13,
HH17, CH17a, CH17b, VB19]. Finally, we produce a family of [[2m,
(
m
r
)
, 2r]] quantum Reed-
Muller codes, where 1 ≤ r ≤ m/2 and r divides m, and show that the transversal pi/2m/r
Z-rotation is a logical operator on these codes. Furthermore, we also derive the exact
logical operation realized by this transversal gate on these codes.
7.1.1 Distinction from Prior Works
In general, logical Clifford gates are easier to implement than logical T gates. This is because
self-dual CSS codes, i.e., CSS codes where the pure X-type and pure Z-type stabilizers
are constructed from the same classical code, admit a transversal implementation of the
logical Clifford group, but not of the logical T gate. On the other hand, there are some
code families such as triorthogonal codes [BH12] and color codes [KB15] that realize the
logical T gate transversally. Therefore, a common strategy is to utilize these codes to
perform magic state distillation and state injection to apply the logical T gate on the data
[BH12, GC99, BK05]. By this approach, circuits on the error-corrected quantum computer
will only consist of Clifford operations, augmented by ancillary magic states, and these
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operations can be realized transversally.
There has also been interest in employing smaller angle rotations, compared to the pi/8
rotation of the T gate, logically [LC13]. This poses heavier requirements on the distillation
code, but can also result in shorter gate sequences during compilation. In contrast to
the difficulty of small-angle logical rotations, the fidelity of physical rotations can increase
at finer angles [NCP+19], helping to mitigate the burden of magic state distillation with
cumbersome codes. Thus, it may be profitable to further understand codes supporting
smaller-angle transversal Z-rotations as well.
Several works have studied the problem of realizing non-trivial logical operators via
physical Z-rotations [BH12, HH17, CH17a, CH17b, VB19]. These works approach this
problem by restricting themselves to Calderbank-Shor-Steane (CSS) codes and then exam-
ining the action of these gates on the basis states of these codes. When a pi/2` Z-rotation
exp
(−ıpi
2`
Z
)
= cos
ıpi
2`
· I2 − ı sin ıpi
2`
· Z ≡ diag
(
1, exp
(
2piı
2`
))
(7.1)
acts on a qubit in the computational basis {|0〉 , |1〉}, it picks up a phase of exp (2piı
2`
)
when
acting on |1〉 and it leaves |0〉 undisturbed. Hence, a transversal application of this gate on
an n-qubit state |v〉 , v ∈ Zn2 , picks up the phase exp
(
2piı
2`
wH(v)
)
, where wH(v) :=
∑n
i=1 vi
denotes the Hamming weight of v. Therefore, by engineering the Hamming weights of the
binary vectors describing the superposition in the CSS basis states, these works determined
sufficient conditions for such transversal Z-rotations to realize logical operators on these
codes.
In contrast to these previous works, we take a Heisenberg approach to this problem by
examining the action of the physical operation on the stabilizer group defining the code,
naturally generalizing the aforementioned strategy. Consequently, we are able to derive
necessary and sufficient conditions for any stabilizer code to support a physical transversal
T, T † gate, without restricting ourselves to CSS codes (see Theorems 50, 54). When applied
to CSS codes, these conditions translate to constructing a pair of classical codes CX and
CZ such that CZ contains a self-dual code supported on each codeword in CX . Concretely,
this result allows us to prove the following corollaries which broadly form “converses” to
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the sufficient conditions derived in the aforementioned works.
1. Given an [[n, k, d]] non-degenerate stabilizer code supporting a physical transversal
T, T † gate, there exists an [[n, k, d]] CSS code supporting the same operation (see
Corollary 58). An [[n, k, d]] stabilizer code is non-degenerate if every stabilizer element
has weight at least d. For degenerate stabilizer codes, this statement holds under an
additional assumption on the stabilizer generators.
2. Triorthogonal codes form the most general family of CSS codes that realize logical
transversal T from physical transversal T (see Theorem 62 and Corollary 63).
3. Triorthogonality is necessary for physical transversal T on a CSS code to realize the
logical identity (see Theorem 60). An additional condition on the logical X operators
distinguishes this case from triorthogonal codes where the logical operation is also a
transversal T .
These results suggest that, for the problem of distilling magic states using physical transver-
sal T , CSS codes might indeed be optimal. We emphasize that we are able to make such
conclusions because we focus on the effects of physical operations directly on the stabilizer
(and logical Pauli) group(s), rather than just on the basis states of CSS codes, i.e., by
taking a “Heisenberg” perspective rather than a “Schro¨dinger” perspective.
7.1.2 Connections to Classical Coding Theory
When our main result (Theorem 50) is specialized to CSS codes we obtain new classical
coding problems, and the general case is quite similar. Since this is a self-contained problem
that classical coding theorists can analyze, we describe it here.
CSS-T Codes: A pair (C1, C2) of binary linear codes with parameters [n, k1, d1] and
[n, k2, d2], respectively, such that C2 ⊂ C1 and the following properties hold:
1. C2 is an even code, i.e., wH(x) ≡ 0 (mod 2) for all x ∈ C2, where wH(x) is the
Hamming weight of x.
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2. For each x ∈ C2, there exists a dimension wH(x)/2 self-dual code in C⊥1 that is
supported on x, i.e., there exists Cx ⊆ C⊥1 s.t. |Cx| = 2wH(x)/2, Cx = C⊥x , and
z ∈ Cx ⇒ z  x, i.e., supp(z) ⊆ supp(x), where C⊥1 is the code dual to C1 and
supp(x) is the support of x.
Open Problem: Find an infinite family of [[n, k1−k2,min(d1, d⊥2 )]] CSS-T codes such that
(k1−k2)
n = Ω(1) and (ideally)
min(d1,d⊥2 )
n = Ω(1), where d
⊥
2 is the minimum distance of C
⊥
2 .
The specific requirements arise when the T gate is applied transversally, but different
patterns of T and T † gates also produce variants of it [RCNP19] (see Theorem 54).
We believe this result opens the way to leverage the rich classical literature on self-dual
codes [RS02, NRS06], the MacWilliams identities [MS77], and the McEliece theorems on
divisibility of weights [McE72a, McE72b], to potentially construct new stabilizer codes with
transversal gates. Furthermore, this perspective is a new tool for arguing about the best
possible scaling achievable for rates and distances of stabilizer codes supporting transversal
T gates, or even general pi/2` Z-rotations.
Among several examples, we construct a [[16, 3, 2]] code where transversal T realizes
the logical CCZ (up to Pauli corrections; see Section 7.3.3). This code belongs to the
compass code family studied in [LMN+19]. This is also closely related to Campbell’s [[8, 3, 2]]
color code [Cam16] that is defined on a 3-dimensional cube, and it can be interpreted as
three such cubes in a chain. (The construction can be extended to a chain of arbitrary
number of cubes.) As we show in Example 7, the [[8, 3, 2]] code belongs to a family of
[[2m,m, 2]] quantum Reed-Muller codes defined on m-dimensional cubes. However, as we
discuss in Example 9, the [[16, 3, 2]] code can be constructed using the (classical) formalism
of decreasing monomial codes that was introduced by Bardet et al. [BDOT16, BDOT].
This formalism generalizes Reed-Muller and polar codes [Arı09], and provides a general
framework for synthesizing a large family of codes via evaluations of polynomials. Recently,
Krishna and Tillich [KT18] have exploited this framework to construct triorthogonal codes
from punctured polar codes for magic state distillation. Thus, the [[16, 3, 2]] code forms
an interesting example because it points towards a general application of the formalism of
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decreasing monomial codes for transversal Z-rotations, where the logical X and Z strings
are not necessarily identical as in the standard presentation of triorthogonal codes. Such
asymmetry in logical operators and hence the X- and Z-distances of the codes, which can
also exist in triorthogonal codes, might be useful in scenarios of biased noise as well [TBF18].
Hence, this formalism provides more flexibility in designing codes as well as analyzing them.
Finally, we extend this approach beyond T gates and establish conditions for a stabilizer
code to support a transversal pi/2` Z-rotation (see Theorem 65). However, the conditions
we derive involve trigonometric quantities on the weights of vectors describing the stabilizer,
and we are unable to distill finite geometric conditions without making a simplifying as-
sumption. Therefore, we have yet to establish a full generalization of Theorems 50 and 54 to
general pi/2` Z-rotations. Note that we only discuss Z-rotations of the form in (7.1) because
non-trivial error-detecting stabilizer codes only support rotations belonging to the Clifford
hierarchy [JOKY18, CGK17]. However, we are able to study a family of [[2m,
(
m
r
)
, 2r]] quan-
tum Reed-Muller codes, where 1 ≤ r ≤ m/2 and r divides m, and provide an alternative
perspective that highlights the logical operation realized by a transversal exp
(
−ıpi
2m/r
Z
)
gate.
This recovers the well-known [[8, 3, 2]] code of Campbell [Cam16], and also provides new in-
formation about the family of codes discussed in [HH17, CH17a]. By the “CSS sufficiency”
intuition above, this ties back to the “Schro¨dinger” perspective of past works.
We begin by outlining the general strategy for understanding when a physical QFD
gate preserves a stabilizer code subspace.
7.2 General Approach for QFD Gates
The key idea in addressing the above question is the following: a physical operator U ∈ UN
preserves the code subspace of a stabilizer code defined by a stabilizer group S if and only if
UΠSU
† = ΠS . This is because two operators preserve each others’ eigenspaces if and only
if they commute. Here, we say an operator A preserves the eigenspace of another operator
B if it holds that for any eigenvector v of B with eigenvalue b, Av is also an eigenvector of
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B with eigenvalue b. Thus, U is a valid logical operator for S if and only if
UΠSU
† =
1
2r
2r∑
j=1
jUE(aj , bj)U
† =
1
2r
2r∑
j=1
jE(aj , bj) = ΠS . (7.2)
Recollect that the Pauli operators { 1√
N
E(a, b), a, b ∈ Zn2} form an orthonormal basis
for all unitary matrices under the trace inner product 〈A,B〉Tr := Tr(A†B), where A†
represents the Hermitian transpose of A (see Theorem 10). Therefore, given any matrix
U ∈ UN , where UN denotes the group of N ×N unitary matrices, we can express it as
U =
∑
a,b∈Zn2
Tr
(
1√
N
E(a, b) · U
)
· 1√
N
E(a, b) =
1
N
∑
a,b∈Zn2
Tr(E(a, b)U)E(a, b). (7.3)
Note that Tr(E(a, b)) = 0 unless E(a, b) = E(0, 0) = IN , in which case Tr(E(0, 0)) = N . If
U =
∑
v∈Zn2 φv |v〉 〈v| is diagonal (in the standard coordinate basis), then for a 6= 0,
Tr(E(a, b)U) = Tr
ıabT ∑
v∈Zn2
|v ⊕ a〉 〈v| ·
∑
v′∈Zn2
(−1)v′bT ∣∣v′〉 〈v′∣∣ · U
 (7.4)
= ıab
T
∑
v∈Zn2
(−1)vbT 〈v|U |v ⊕ a〉 (7.5)
= 0. (7.6)
Hence, Tr(E(a, b)U) 6= 0 if and only if a = 0, and Tr(E(0, b)U) = ∑v∈Zn2 (−1)vbT φv.
Using this observation, let us expand τ
(`)
R in the Pauli basis. For x ∈ Zn2 we define
c
(`)
R,x :=
1√
2n
Tr
[
E(0, x)τ
(`)
R
]
=
1√
2n
∑
v∈Zn2
(−1)vxT ξvRvT (7.7)
⇒ τ (`)R =
1√
2n
∑
x∈Zn2
c
(`)
R,xE(0, x). (7.8)
Using this Pauli expansion for τ
(`−1)
R˜(R,a,`)
in Corollary 42 and assuming a, b ∈ Zn2 , we get
τ
(`)
R E(a, b)(τ
(`)
R )
† = ξφ(R,a,b,`)E(a, b+ aR) τ (`−1)
R˜(R,a,`)
(7.9)
= ξφ(R,a,b,`)E(a, b+ aR) · 1√
2n
∑
x∈Zn2
c
(`−1)
R˜(R,a,`),x
E(0, x) (7.10)
=
1√
2n
ξφ(R,a,b,`)
∑
x∈Zn2
c
(`−1)
R˜(R,a,`),x
ı−ax
T
E(a, b+ aR+ x). (7.11)
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Therefore, if U = τ
(`)
R in (7.2), for some ` ≥ 2 and R symmetric over Z2` , then for τ (`)R to
be a valid logical operator we need
τ
(`)
R ΠS(τ
(`)
R )
† =
1
2r
2r∑
j=1
jτ
(`)
R E(aj , bj)(τ
(`)
R )
† (7.12)
=
1
2r
2r∑
j=1
j
1√
2n
ξφ(R,aj ,bj ,`)
∑
x∈Zn2
c
(`−1)
R˜(R,aj ,`),x
ı−ajx
T
E(aj , bj + ajR+ x) (7.13)
=
1
2r
2r∑
j=1
jE(aj , bj). (7.14)
This shows one important use of the formula in Corollary 42 that we derived in [RCP19].
The primary challenge here is to determine which coefficients are non-zero for given R, a, `,
and also their values. In principle, we can solve for all the conditions on S that are necessary
(and sufficient) for this equality. So, if we want to take advantage of an operation that we
can do “easily” in the lab, then we can use the above approach to derive codes accordingly;
if the operation is also a QFD gate, then we can exactly use the above equations. However,
solving the above equality for arbitrary R, ` might be hard. In this chapter, we solve
the equality completely when τ
(3)
R is a transversal combination of T and T
† gates. We also
provide a nearly complete solution for the transversal application of higher level Z-rotations.
Fault-tolerance makes it natural to partition the physical qubits into small groups and
employ “generalized” transversal gates that split into operations on these individual groups.
Indeed, such a scheme has been recently explored by Jochym-O’Connor et al. [JOKY18],
and can be used to construct a universal set of fault-tolerant gates [JOL14]. In fact, they
showed that if we allow the partition to change during computation, then we can obtain a
universal set of logical gates through transversal operations alone. Therefore, our general
approach to analyze QFD gates allows one to investigate codes that support transversal 1-
and 2-local diagonal gates, on a partition of qubits into groups of at most two. This work
is a proof-of-concept for the important case of Z-rotations.
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7.3 Stabilizer Codes that Support T and T † Gates
We begin with a formula for the physical transversal T gate which, given several applica-
tions, is of independent interest.
Lemma 49. Let E(a, b) ∈ HWN , N = 2n, for some a, b ∈ Zn2 . Then the transversal T gate
acts on E(a, b) as
T⊗nE(a, b)
(
T⊗n
)†
=
1
2wH(a)/2
∑
ya
(−1)byTE(a, b⊕ y), (7.15)
where wH(a) = aa
T is the Hamming weight of a, and y  a denotes that y is contained in
the support of a.
Proof. This result is a special case of Lemma 52, which we prove in Section 7.7.2. 
Using this lemma, we state our first result which partially answers the above question.
Theorem 50 (Transversal T ). Let S = 〈νiE(ci, di); i = 1, . . . , r〉 define an [[n, n − r, d]]
stabilizer code, with arbitrary νi ∈ {±1}, and denote the elements of S by jE(aj , bj), j =
1, 2, . . . , 2r. If the transversal application of the T gate preserves the code space V (S) and
hence realizes a logical operation on V (S), then the following are true.
1. For any jE(aj , bj) ∈ S with non-zero aj, wH(aj) is even, where wH(aj) represents
the Hamming weight of aj ∈ Zn2 .
2. For any jE(aj , bj) ∈ S with non-zero aj, define Zj := {z  aj : zE(0, z) ∈
S for some z ∈ {±1}}2. Then Zj contains its dual computed only on the support
of aj, i.e., on the ambient dimension wH(aj). Equivalently, Zj contains a dimen-
sion wH(aj)/2 self-dual code Aj that is supported on aj, i.e., there exists a subspace
Aj ⊆ Zj such that yzT = 0 (mod 2) for any y, z ∈ Aj (including y = z) and
dim(Aj) = wH(aj)/2.
2Although using the above notation it is true that zE(0, z) = j′E(aj′ , bj′) for some j
′ ∈
{1, 2, . . . , 2r} with aj′ = 0, we use the notation with z for convenience and also because it actually
refers to pure Z-type stabilizers.
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3. Let Z˜j ⊆ ZwH(aj)2 denote the subspace Zj where all positions outside the support of
aj are punctured (dropped). Then, for each z ∈ Zn2 such that z˜ ∈ (Z˜j)⊥ for some
j ∈ {1, . . . , 2r}, we have z = ızzT , i.e., ızzTE(0, z) ∈ S. Here, (Z˜j)⊥ denotes the
dual of Zj taken over this punctured space with ambient dimension wH(aj). (Also,
Zj ⊇ (Z˜j)⊥ with zeros added outside the support of aj.)
Conversely, if the first two conditions above are satisfied, and if the third condition holds
for all z ∈ Aj instead of just the dual of (the punctured) Zj, then transversal T preserves
the code space V (S) and hence induces a logical operation.
Proof. See Section 7.7.1. 
Remark 51. Note that, since Aj is supported on aj , the ambient dimension of vectors in
Aj is essentially wH(aj). So Aj is a [wH(aj), wH(aj)/2] self-dual code embedded in Zn2 .
The last point is requiring that the Z-stabilizers arising from vectors in the subspaces Aj
have the correct sign, given by ıwH(z) = ızz
T ∈ {±1}. If this is not taken care of, then
an appropriate Pauli operator has to be applied before and after transversal T in order to
make a valid logical operator. Indeed, this Pauli operator is essentially fixing the signs of
the Z-stabilizers as required. Hence, although the necessary and sufficient directions of the
theorem differ in the last sign condition, for all practical purposes one can take the signs
to be imposed on all of Aj instead of just its subspace that is identified with (Z˜j)
⊥. These
Pauli corrections preserve the code parameters [[n, n− r, d]].
Let us now look at a simple example constructed using this theorem that will clarify
the requirements above.
Example 6. Define a [[6, 2, 2]] CSS code by the following stabilizer generator matrix:
GS =

1 1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1

. (7.16)
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The right half of the last 3 rows form the generators of ZS for this code. Since there is only
one non-trivial aj for this code, we see that ZS = A1 with a1 = [1, 1, 1, 1, 1, 1]. Hence, the
stabilizer generators areX⊗6 = X1X2 · · ·X6,−Z1Z2,−Z3Z4,−Z5Z6, since the generators of
ZS have weight 2. Multiplying X
⊗6 and the product of these three Z-stabilizers, we see that
Y ⊗6 ∈ S. We can define the logicalX operators for this code to be X¯1 = X1X2, X¯2 = X3X4,
since these are linearly independent and commute with all stabilizers. Using the identity
we observed in Example 1, we see that
T⊗6X1X2(T⊗6)† = e−ı·2pi/4(Y1P1)(Y2P2) = −ı · (ıX1Z1P1)(ıX2Z2P2) ≡ −ı(X1X2)(P1P2),
(7.17)
since −Z1Z2 ∈ S. We observe that (P1P2)X⊗6(P1P2)† = Y1Y2X3X4X5X6 ≡ X⊗6 up to
the stabilizer −Z1Z2, so P1P2 indeed preserves V (S). But (P1P2)(X1X2)(P1P2)† = Y1Y2 =
(X1X2)(−Z1Z2) ≡ X1X2, and P1P2 obviously commutes with X¯2, so P1P2 is essentially the
logical identity gate. A similar reasoning holds for P3P4. Therefore, up to a global phase,
the transversal T preserves the logical operators X¯1 and X¯2, so in this case the transversal
T gate realizes just the logical identity (up to a global phase). This can also be checked
explicitly by writing the logical basis states |x1x2〉L for xi ∈ Z2:
|x1x2〉L = X¯x11 X¯x22 ·
1√
2
(|010101〉+ |101010〉) . (7.18)
If the Z-stabilizer generators were instead taken to be Z1Z2, Z3Z4, Z5Z6, then the superpo-
sition above in |00〉L will be (|000000〉+ |111111〉). Therefore, T⊗6X1X3X5 will be a valid
logical operator (that still implements the logical identity).
Given that S has the necessary structure given by Theorem 50, note that we can
freely add another Z-stabilizer generator that commutes with X⊗6, e.g., Z1Z3Z4Z6 ↔
[1, 0, 1, 1, 0, 1] /∈ ZS . This does not affect the transversal T property: once T⊗nΠS(T⊗n)† =
ΠS , mapping ΠS 7→ ΠS · (IN+E(0,z))2 preserves the equality since (IN +E(0, z)) is diagonal.
Now we generalize Lemma 49 and Theorem 50 to T and T † gates, which addresses the
initial question completely.
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Lemma 52. For N = 2n and a, b ∈ Zn2 , let E(a, b) ∈ HWN and choose t1, t7 ∈ Zn2 such that
t1 ∗ t7 = 0 (i.e., supp(t1) ∩ supp(t7) = ∅). Define t = t1 + 7t7 ∈ {0, 1, 7}n, t′ = t1 + t7 ∈ Zn2 .
Then the physical operation T⊗t acts on E(a, b) as
T⊗tE(a, b)
(
T⊗t
)†
=
1
2wH(a∗t′)/2
∑
y(a∗t′)
(−1)(b+t7)yTE(a, b⊕ y), (7.19)
where T⊗t denotes that T (resp. T † = T 7) is applied to qubits in the support of t1 (resp.
t7).
Proof. See Section 7.7.2. 
Corollary 53. Let E(a, b) ∈ HWN for N = 2n and some a, b ∈ Zn2 . For j, j′ ∈ {1, 2, . . . , 7},
let tj ∈ Zn2 and assume that tj ∗ tj′ = 0 (i.e., supp(tj) ∩ supp(tj′) = ∅) for j 6= j′. Define
t :=
∑7
j=1 jtj ∈ Zn8 , t˜1 := t1 + t5, t˜2 := t2 + t6, t˜3 := t3 + t7 ∈ Zn2 . Then the physical operation
T⊗t acts on E(a, b) as
T⊗tE(a, b)
(
T⊗t
)†
=
(−1)a(t3+t4+t5+t6)T
2wH(a∗(t˜1+t˜3))/2
∑
(a∗t˜2)z(a∗(t˜1+t˜2+t˜3))
(−1)(b+t˜3)zTE (a, b⊕ z) ,
(7.20)
where T⊗t denotes that T j is applied to the qubits in the support of tj.
Proof. See Section 7.7.3. 
Theorem 54 (Transversal T (t)). Let S = 〈νiE(ci, di); i = 1, . . . , r〉 define an [[n, n − r, d]]
stabilizer code as in Theorem 50. Let t = t1 + 7t7, t1 ∗ t7 = 0, with supports of t1, t7 ∈ Zn2
indicating the qubits on which T and T † = T 7 are applied, respectively. Define t′ = t1 + t7 ∈
Zn2 . If the application of the T⊗t gate realizes a logical operation on V (S), then the following
are true.
1. For any jE(aj , bj) ∈ S with non-zero aj, wH(aj ∗ t′) is even, where wH(aj ∗ t′)
represents the Hamming weight of (aj ∗ t′) ∈ Zn2 .
2. For any jE(aj , bj) ∈ S with non-zero aj, define Zj,t′ := {z  (aj ∗ t′) : zE(0, z) ∈
S for some z ∈ {±1}}. Then Zj,t′ contains its dual computed only on the support
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of (aj ∗ t′), i.e., on the ambient dimension wH(aj ∗ t′). Equivalently, Zj contains a
dimension wH(aj ∗ t′)/2 self-dual code Aj,t′ that is supported on (aj ∗ t′), i.e., there
exists a subspace Aj,t′ ⊆ Zj,t′ such that yzT = 0 (mod 2) for any y, z ∈ Aj,t′ (including
y = z) and dim(Aj,t′) = wH(aj ∗ t′)/2.
3. Let Z˜j,t′ ⊆ ZwH(aj∗t
′)
2 denote the subspace Zj,t′ where all positions outside the support
of (aj ∗ t′) are punctured (dropped). Then, for each z ∈ Zn2 such that z˜ ∈ (Z˜j,t′)⊥
for some j ∈ {1, . . . , 2r}, we have z = ızzT+2t7zT , i.e., ızzT+2t7zTE(0, z) ∈ S. Here,
(Z˜j,t′)
⊥ denotes the dual of Zj,t′ taken over this punctured space with ambient dimen-
sion wH(aj ∗ t′). (Zj,t′ ⊇ (Z˜j,t′)⊥ with zeros added outside the support of (aj ∗ t′).)
Conversely, if the first two conditions above are satisfied, and if the third condition holds
for all z ∈ Aj,t′ instead of just the dual of (the punctured) Zj,t′, then transversal T preserves
the code space V (S) and hence induces a logical operation.
Proof. The proof is along the same lines as for Theorem 50, but adapted suitably to the
general case in Lemma 52. 
Notice that the above two results reduce to Lemma 49 and Theorem 50, respectively,
when t1 = [1, 1, . . . , 1] and tj = [0, 0, . . . , 0] for j = 2, 3, . . . , 7. The main difference is that
in this general scenario, the conditions in Theorem 50 are applied to the intersection of the
support of aj and (t1 + t7).
Example 6 (contd.). Assume that now we want to apply T and T † according to t1 =
[1, 0, 1, 0, 1, 0] and t7 = [0, 1, 0, 1, 0, 1], respectively. Since t
′ = t1 + t7 = [1, 1, . . . , 1], aj ∗
(t1 +t7) = aj always and so the first two conditions of Theorem 54 reduce to the transversal
T case. However, the last condition needs the sign for the Z-stabilizer generators to be
ı2+2 = 1, so we need to change the stabilizer to be S = 〈X⊗6, Z1Z2, Z3Z4, Z5Z6〉. Then the
superposition for |00〉L will indeed be (|000000〉 + |111111〉), and it is easy to verify that
T⊗t fixes the basis states |00〉L , |01〉L , |10〉L , |11〉L, so it also realizes the logical identity.
In principle, we can generalize Theorem 54 to the case of arbitrary powers of T by using
Corollary 53. However, the derivation is more complicated and the final conditions are not
168
fully clear because the summation in Corollary 53 is over a coset and not a subspace as in
Lemma 52. Hence, this generalization still remains open.
Using these results, we can refine the CSS construction to produce codes that support
a desired pattern of T and T † gates. Note that the first two conditions in Theorem 54 only
depend on (t1 + t7) and not individually on t1 and t7, i.e., on the union of their supports.
Hence, any pattern of T and T † on the support of (t1 + t7) will preserve the code subspace,
up to an initial Pauli application that produces the right signs for the Z-stabilizers as
prescribed by the last condition in Theorem 54.
Corollary 55 (CSS-T Codes). Let t1, t7 ∈ Zn2 be such that t1 ∗ t7 = 0, and define t =
t1 + 7t7, t
′ = t1 + t7. Consider a code CSS(X,C2;Z,C⊥1 ) with stabilizer S, such that
wH(x∗ t′) is even for all x ∈ C2. For each x ∈ C2, let C⊥1 contain a dimension wH(x∗ t′)/2
self-dual code Ax,t′ supported on (x ∗ t′). Moreover, for all x ∈ C2 and for each z ∈ Ax,t′,
let ıwH(z)+2t7z
T
E(0, z) ∈ S. Notice that this means C2 ⊂ C⊥1 ⊂ C⊥2 , since x ∈ Ax,t′. Then
T⊗t is a valid logical operator for CSS(X,C2;Z,C⊥1 ). If for all x ∈ C2 and for all z ∈ Ax,t′
we have t7z
T ≡ 0 (mod 2) , then T⊗t′ (which is composed of only T gates) is also a valid
logical operator, as the sign constraints for E(0, z) are now independent of t7.
Remark 56. Intuitively, a CSS-T code (for transversal T ) is determined by two classical
codes C2 ⊂ C1 such that for every codeword x ∈ C2, there exists a dimension wH(x)/2
self-dual code in C⊥1 supported on x. This also means that C1 ∗C2 ⊆ C⊥1 for the following
reason. For a ∈ C1, x ∈ C2, it is clear that a is orthogonal to every vector in C⊥1 . In
particular, a is orthogonal to the self-dual code Cx ⊂ C⊥1 supported on x. But, for any
z ∈ Cx, we have azT = (a ∗ x)zT = 0. This means a ∗ x ∈ Cx ⊂ C⊥1 since Cx is self-dual.
We think that this observation might make it more convenient to derive some properties of
CSS-T codes, since there is a good literature on the star product [Ran15].
Corollary 55 also suggests that there might not be a significant advantage in working
with general stabilizer codes, rather than just CSS codes, as far as T and T † gates are
concerned. This is because, by Theorem 54, there is always a large asymmetry required
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between the number of stabilizer elements that have at least one X (or Y ) in them, and the
number of purely Z-type stabilizer elements. Hence, altering the pure X-type stabilizers
into X,Y -type stabilizers might not provide much gain, say, in terms of the distance of the
code. The next corollary confirms this intuition for non-degenerate stabilizer codes.
Definition 57. An [[n, k, d]] stabilizer code is non-degenerate if every stabilizer element has
weight at least d, i.e., it acts non-trivially (as X,Y or Z) on at least d qubits.
Corollary 58 (Sufficiency of CSS-T Codes). Consider an [[n, k, d]] non-degenerate stabilizer
code generated by the matrix GS =

A B
C 0
0 D
 that satisfies the transversal T (t) property
(Theorem 54). Then the CSS code generated by GS =

A 0
C 0
0 D
 has parameters [[n,≥ k,≥ d]]
and also satisfies the transversal T (t) property for the same t ∈ {0, 1, 7}n.
Proof. For convenience, we will use the notation A,B,C,D to also refer to the subspaces
〈A〉, 〈B〉, 〈C〉, 〈D〉 generated by the matrices A,B,C,D, respectively. We assume that A
and C are disjoint, that B and D are disjoint, and that C and D have full rank, all without
loss of generality. (Note that if some of these are not satisfied, then we can perform suitable
row operations to subsume rows
[
a 0
]
into
[
C 0
]
and rows
[
0 b
]
into
[
0 D
]
.) We will
prove the result for t = [1, 1, . . . , 1], i.e., transversal T , but the extension to any t ∈ {0, 1, 7}n
is straightforward as we comment at the end of the proof. Firstly, it is clear that the CSS
code has the transversal T property because this depends on the (binary) subspace 〈A,C〉
being even and the existence of a self-dual code in D within the support of each vector in
the subspace 〈A,C〉. Dropping B does not affect these properties. It is also clear that the
CSS code still encodes k qubits if A has full rank, but if this is violated then some rows of
the stabilizer matrix are removed to provide room for more than k logical qubits (without
affecting the transversal T property).
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Secondly, the distance of the CSS code is lower bounded by the minimum of the mini-
mum weights of 〈A,C〉⊥ and D⊥. Since
[
0 〈A,C〉⊥
]
belongs to the normalizer of the given
stabilizer code, and D has minimum weight at least d by non-degeneracy, we know that the
minimum weight of 〈A,C〉⊥ is at least d. Originally,
[
〈B,D〉⊥ 0
]
is in the normalizer of
the given stabilizer, so the minimum weight of 〈B,D〉⊥ is at least d as well. Since
[
C 0
]
was initially in the stabilizer, we know that C ⊂ 〈B,D〉⊥ and minimum weight of C must
be at least d by non-degeneracy. However, A ⊂ D⊥ and
[
A 0
]
was not originally part
of the stabilizer, so it appears that A might have vectors of weight less than d. But by
non-degeneracy, minimum weight of D is d. So the minimum weight of any self-dual code
Cx ⊂ D is d, for any x ∈ 〈A,C〉. Hence, this means that wH(x) ≥ d since x ∈ Cx 3.
Now consider a z ∈ D⊥. We want to show that a minimal weight z has weight at least
d. Suppose, for the sake of contradiction, that wH(z) is minimal but is strictly less than
d. Now consider any x ∈ 〈A,C〉 and look at the projection (x ∗ z). By assumption, z
is orthogonal to D and hence is orthogonal to Cx. But the inner product of z with any
vector in Cx only depends on the projection (x ∗ z). Therefore, (x ∗ z) is orthogonal to
Cx, and hence belongs to Cx as Cx is self-dual. Observe that wH(x ∗ z) ≤ wH(z) < d,
which implies that we have found an element (x ∗ z) ∈ Cx that has weight less than d.
This is a contradiction since minimum weight of Cx is d, and this completes the proof for
transversal T . Note that for any other t = t1 + 7t7, as Theorem 54 suggests, we simply
replace x ∈ 〈A,C〉 in the above argument with (x ∗ t′), where t′ = t1 + t7. 
Remark 59 (Degenerate Codes). Observe that the arguments above can be extended to
the case when the given stabilizer code is degenerate, but now the distance of the new CSS
code constructed above is lower bounded only by the minimum weight of D, which can be
strictly less than d. More explicitly, the minimum weight of 〈A,C〉⊥ \D is still d since this
space is strictly outside the stabilizer but in the normalizer of the given stabilizer code. So
3Strictly speaking, we are only concerned with the minimum weight of D⊥ \ 〈A,C〉 and not of D⊥,
i.e., we do not require that the new CSS code is also non-degenerate. However, the above shows
that the minimum weight of 〈A,C〉 is already at least d due to Theorem 50.
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the distance of the CSS code mainly depends on the minimum weight of D⊥ \ 〈A,C〉 and
the vector z at the end can be assumed to be taken from this subspace. As a result, such a z
with weight less than d cannot also belong to B⊥ since otherwise this would contradict the
assumption that the given stabilizer code has distance d. Therefore, under the assumption
that for the given stabilizer code any vector z ∈ D⊥ \ (〈A,C〉 ∪ B⊥) has weight at least
d, the above corollary can be extended to the degenerate case. We leave the more general
problem of addressing the full extension of the above corollary to the degenerate case for
future work.
Motivated by the above corollary, all our examples in this chapter are CSS-T codes
(including the [[6, 2, 2]] code in Example 6). The [[6, 2, 2]] code is not just a corner case
where the transversal T gate realizes the logical identity. The following result provides
necessary and sufficient conditions for this to happen.
Theorem 60 (Logical Identity). Let S be the stabilizer for an [[n, k, d]] CSS-T code that we
denote as CSS(X,C2;Z,C
⊥
1 ). Let the logical Pauli X group be X¯ = 〈E(xi, 0); i = 1, . . . , k〉.
Then the transversal T gate on the n physical qubits realizes the logical identity operation
if and only if the following are true.
1. For each E(x, 0) ∈ X¯, ıwH(x)E(0, x) must be a stabilizer.
2. For each E(x, 0) ∈ X¯ and aE(a, 0) ∈ S, ıwH(x∗a)E(0, x ∗ a) must be a stabilizer.
3. For any two logical Paulis E(x, 0), E(y, 0) ∈ X¯, ıwH(x∗y)E(0, x∗y) must be a stabilizer.
4. For any two X-type stabilizers E(a, 0), E(b, 0) ∈ S, ıwH(a∗b)E(0, a ∗ b) must be a
stabilizer.
Proof. See Section 7.7.4. We will see shortly that the last three conditions essentially
constitute the property of triorthogonality for the generator matrix G1 for the classical
binary code C1. See the proof for a more detailed argument. 
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7.3.1 Classical Reed-Muller Codes
Given an integer m ≥ 1, let x1, x2, . . . , xm be binary variables and we adopt the convention
that x1 represents the least significant bit (LSB) and xm represents the most significant
bit (MSB). These variables can also be interpreted as monomials of degree 1, and we can
construct degree t monomials xi1xi2 · · ·xit where ij ∈ {1, . . . ,m}. The set of all monomials
in m variables is denoted by Mm. A degree t polynomial f on m variables is a binary
linear combination of monomials such that the maximum degree term(s) has (have) degree
t. Any polynomial f ∈ F2[x1, . . . , xm] can be associated one-to-one to its evaluation vector
ev(f) := [ f(xm, . . . , x1) ](xm,...,x1)∈Fm2 ∈ F2
m
2 . Note that the unique degree 0 monomial is
taken to be 1 whose evaluation vector is the all-1s vector.
For 0 ≤ r ≤ m, the binary Reed-Muller code RM(r,m) is generated by evaluation
vectors of all monomials on m binary variables with degree at most r, i.e.,
RM(r,m) := {ev(f) ∈ F2m2 : f ∈ F2[x1, . . . , xm],deg(f) ≤ r} (7.21)
= 〈ev(f) ∈ F2m2 : f ∈Mm,deg(f) ≤ r〉. (7.22)
Hence, the dimension of RM(r,m) is given by k =
∑r
t=0
(
m
t
)
. It is well-known that the
minimum distance of RM(r,m) is 2m−r and that the dual of RM(r,m) is RM(m − r −
1,m) [MS77]. If ev(f) ∈ RM(r,m), then we also write f ∈ RM(r,m).
7.3.2 Realizing Logical T Gates with Transversal T
Let us begin by constructing the well-known [[15, 1, 3]] (punctured) quantum Reed-Muller
code [ADCP14, QZPS18] that supports a transversal T , using the conditions in Theorem 54.
The construction is shown in Fig. 7.1.
The generator matrix G2 for the simplex code C2 that produces all X-type stabilizers
(which are all weight 8) is formed by the first 4 rows of G⊥1 , as shown in Fig. 7.1. Notice
that this is obtained by shortening RM(1, 4): take the generator matrix for the Reed-Muller
code RM(1, 4), remove the first row of all 1s, and then remove the first column which is
all 0s in the remaining matrix. In other words, let x1, x2, x3, x4 be binary variables that
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{0}
C2
C1
F152
4
1
10
= Punctured RM(1, 4)
= Simplex code
{0}
C⊥1
C⊥2
F152
10
1
4
= Hamming code
= Even weight subcode
G⊥1 :=


1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 x1
0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 x2
0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 x3
0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 x4
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 x1x2
0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 x1x3
0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 x1x4
0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 x2x3
0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 x2x4
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 x3x4
The first 4 rows of G⊥1 form G2, so C2 ⊂ C⊥1
Figure 7.1: The CSS(X,C2;Z,C
⊥
1 ) construction for the [[15, 1, 3]] quantum (punc-
tured) Reed-Muller code.
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also represent degree-1 monomials, with x1 being the least significant bit and x4 being
the most significant bit. Then, the rows of G2 from the top are x1, x2, x3, x4 respectively,
with the first coordinate removed. Similarly, since the dual of RM(1, 4) is the [16, 11, 4]
extended Hamming code RM(2, 4), the dual C⊥1 of the punctured RM(1, 4) code C1 is ob-
tained by shortening RM(2, 4). Therefore, the rows of G⊥1 must be the degree-1 monomials
x1, x2, x3, x4 and the degree-2 monomials xixj for i < j, with the first coordinate removed.
Since all vectors in C2 have weight 8, the first condition of Theorem 50 is satisfied.
Now consider, say, the X-stabilizer arising from the monomial x1 belonging to C2. By
direct observation of the rows of G⊥1 , we see that the monomials x1, x1x2, x1x3, and x1x4
are linearly independent vectors contained in the support of x1. If we project these vectors
onto just the support of x1, i.e., drop the x1 in the description of the monomials, then these
4 vectors form the monomials 1, x˜1, x˜2, x˜3 in the space of 3 binary variables. By definition,
these generate the Reed-Muller code RM(1, 3), which is also the [8, 4, 4] extended Hamming
code that is self-dual. Since all other codewords in C2 are also degree-1 polynomials,
the same argument as above can be applied to them. Therefore, the second condition
of Theorem 50 is satisfied as well. Finally, since all generating codewords of C⊥1 have
Hamming weight 4 or 8, the last condition of Theorem 50 produces no negative signs for
the Z-stabilizers. Hence, the [[15, 1, 3]] quantum Reed-Muller code supports the transversal
T gate, and it can be checked that this realizes the logical T † gate on the encoded qubit.
We can also construct CSS codes where the physical transversal T realizes logical
transversal T . In fact, triorthogonal codes introduced by Bravyi and Haah [BH12] serve
exactly this purpose, although they allow for an additional Clifford correction beyond the
strict (physical) transversal T operation. As our next result, using our methods we show
a “converse” that triorthogonality is not only sufficient but also necessary if we desire to
realize logical transversal T via (strict) physical transversal T (using a CSS-T code). We
first repeat the definition of a triorthogonal matrix for clarity.
Definition 61 (Triorthogonality [BH12]). A p×q binary matrix G is said to be triorthogonal
if and only if the support of any pair and triple of its rows has even overlap, i.e., wH(Ga ∗
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Gb) ≡ 0 (mod 2) for any two rows Ga and Gb for 1 ≤ a < b ≤ p, and wH(Ga ∗Gb ∗Gc) ≡ 0
(mod 2) for all triples of rows Ga, Gb, Gc for 1 ≤ a < b < c ≤ p.
Before we state our next result, let us clarify some unfortunate ambiguity in the termi-
nology of triorthogonal codes. First, a binary triorthogonal code is one that has a generator
matrix that satisfies the above triorthogonality property. Second, a quantum CSS tri-
orthogonal code as defined by Bravyi and Haah starts with a binary triorthogonal code and
adds constraints to some of its rows that are used to describe generators for the logical X
operators of the resulting CSS code. This family of codes satisfy the property that when
transversal T is applied to the physical qubits of the triorthogonal code, along with possibly
an additional Clifford operation (correction), then it induces a transversal T on the logical
qubits. But, in the literature, sometimes the terminology is more casual where triorthogo-
nal codes are described as codes that realize logical transversal T via physical transversal T .
Finally, we note that the notion of triorthogonality is closely related to triply-even codes,
but they are distinct objects [Haa18].
Theorem 62 (Logical Transversal T ). Let S be the stabilizer for an [[n, k, d]] CSS-T code
CSS(X,C2;Z,C
⊥
1 ). Let G1 =
GC1/C2
G2
 be a generator matrix for the classical code
C1 ⊃ C2 such that the rows xi, i = 1, . . . , k, of GC1/C2 form a generating set for the coset
space C1/C2 that produces the logical X group of the CSS-T code, i.e., X¯ = 〈E(xi, 0); i =
1, . . . , k〉. Then the physical transversal T gate realizes the logical transversal T gate, with-
out any Clifford correction as in [BH12], if and only if the matrix G1 is triorthogonal and
the following condition holds true:
x =
k⊕
i=1
cixi, ci ∈ {0, 1} ⇒ wH(x⊕ a) ≡ wH(c) (mod 8) for all a ∈ C2. (7.23)
Proof. See Section 7.7.5. 
Corollary 63. The family of triorthogonal codes introduced by Bravyi and Haah [BH12] is
the most general CSS-T family that realizes logical transversal T from physical transversal
T .
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Proof. The Bravyi-Haah construction allows for a Clifford correction after the transversal
T gate in order to exactly realize logical transversal T . In order to prove the equivalence of
their construction to Theorem 62, we need to show that, by requiring their Clifford correc-
tion to be trivial, we arrive at the same conditions as listed above. Since triorthogonality
of G1 is a common constraint in both Theorem 62 and the Bravyi-Haah construction, we
are left to verify that the Hamming weight condition above coincides with the condition for
their Clifford correction to be trivial.
Let C2 be an [n, k2] code so that the number of rows in G2 is k2. Let y =
⊕k+k2
i=1 diyi
with di = ci, yi = xi for i = 1, . . . , k and yi = ai−k for i > k, where ai are the rows of G2.
The Clifford correction depends on the phase ıQ(d) and is trivial when
Q(d) :=
k+k2∑
i=1
Γidi − 2
∑
i<j
Γijdidj ≡ 0 (mod 4), (7.24)
where wH(yi) =

2Γi + 1 for 1 ≤ i ≤ k,
2Γi for i > k,
and yiy
T
j = 2Γij . This is because, by their
construction wH(xi) is odd. Substituting for Γi and 2Γij , we get
k∑
i=1
ci
(wH(xi)− 1)
2
+
k2∑
j=1
dk+j
wH(aj)
2
−
k+k2∑
i<j
i,j=1
didj(yiy
T
j ) ≡ 0 (mod 4) (7.25)
⇔
k∑
i=1
ciwH(xi)− wH(c) +
k2∑
j=1
dk+jwH(aj)− 2
k+k2∑
i<j
i,j=1
didj(yiy
T
j ) ≡ 0 (mod 8) (7.26)
⇔ wH(x⊕ a) ≡ wH(c) (mod 8). (7.27)
For the last step, using the fact that wH(x ⊕ a) = wH(x) + wH(a) − 2xaT recursively for
x =
⊕k
i=1 cixi, a =
⊕k2
j=1 dk+jaj , it can be verified that
wH(x⊕ a) = wH
 k⊕
i=1
cixi ⊕
k2⊕
j=1
dk+jaj
 (7.28)
= wH
(
k⊕
i=1
cixi
)
+ wH
 k2⊕
j=1
dk+jaj
− 2( k⊕
i=1
cixi
) k2⊕
j=1
dk+jaj
T (7.29)
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=c1wH(x1) + wH ( k⊕
i=2
cixi
)
− 2c1x1
(
k⊕
i=2
cixi
)T
+
dk+1wH(a1) + wH
 k2⊕
j=2
dk+jaj
− 2dk+1a1
 k2⊕
j=2
dk+jaj
T

− 2
(
k⊕
i=1
diyi
) k+k2⊕
j=k+1
djyj
T (7.30)
=
c1wH(x1) + wH ( k⊕
i=2
cixi
)
+ dk+1wH(a1) + wH
 k2⊕
j=2
dk+jaj
 (7.31)
− 2
d1y1( k⊕
i=2
diyi
)T
+ dk+1yk+1
 k+k2⊕
j=k+2
djyj
T
+
(
k⊕
i=1
diyi
) k+k2⊕
j=k+1
djyj
T
 (7.32)
... (continue recursion for i = 2, . . . , k − 1 and j = k + 2, . . . , k + k2 − 1)
=
k∑
i=1
ciwH(xi) +
k2∑
j=1
dk+jwH(aj)− 2
k+k2∑
i<j
i,j=1
didj(yiy
T
j ). (7.33)
This completes the proof. 
While the Hamming weight condition above can be hard to check in practice, using the
Bravyi-Haah recipe still implies that one has to calculate a final Clifford correction. We
suspect that CSS-T codes constructed using classical monomial codes, such as Reed-Muller
codes or more general decreasing monomial codes [BDOT16, KT18], might possess simple
ways to check the Hamming weight condition above, since the weight distribution of some
of these codes are known.
Observe that triorthogonality is a common condition for realizing either logical transver-
sal T or logical identity from physical transversal T , since the last three conditions in
Theorem 60 constitute the property of triorthogonality. Indeed, if ıxy
T
E(0, x ∗ y) ∈ S
for any x, y ∈ C1/C2, then we need xyT ≡ 0 (mod 2) for x 6= y and wH(a ∗ (x ∗ y)) ≡
0, wH(z ∗ (x ∗ y)) ≡ 0 (mod 2) for any a ∈ C2, z ∈ C1/C2, z /∈ {x, y}, all because E(0, x ∗ y)
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needs to commute with X-type stabilizers and logical X operators. Similarly, the other
conditions of triorthogonality can be derived from Theorem 60.
Therefore, the essential difference between transversal T realizing logical transversal T
or logical identity is the following: for the former we need the Hamming weight condition
above which in part implies wH(xi) ≡ 1 (mod 8), while for the latter we need ıwH(x)E(0, x) ∈
S which implies wH(x) ≡ 0 (mod 2), and these are mutually contradictory. Note that even
if we permit a Clifford correction and omit the Hamming weight condition above, the proof
of Theorem 62 implies that the constraint wH(xi) ≡ 1 (mod 8) is still necessary, so the
contradiction remains. Even in the Bravyi-Haah recipe, they impose that wH(xi) ≡ 1 (mod
2). We will construct a Reed-Muller family of CSS-T codes shortly, where we explicitly
state a condition that differentiates between when the physical transversal T realizes the
logical identity and when it realizes some non-trivial logical operator.
7.3.3 Realizing Logical CCZ via Transversal T
The controlled-controlled-Z (CCZ) gate defined in Chapter 2 is a 3-qubit gate that applies
the Pauli Z operator on the third qubit if and only if the first two qubits are in state |1〉.
Similar to the CZ gate, this unitary is symmetric with respect to all the three qubits.
Example 7 ([[8, 3, 2]] Color Code). First we revisit the construction of the [[8, 3, 2]] color
code of Campbell [Cam16], since it is now well-known, and show how it satisfies Theorem 50.
The code can be defined by considering the 8 physical qubits to be the vertices of a cube.
There is a single X-type stabilizer generator that is defined by X on all the vertices. There
are 4 independent Z-type generators that are defined by Z on the vertices of (4 independent)
faces of the cube. So the X-type stabilizers come from the [8, 1, 8] classical repetition code,
which can be written as the Reed-Muller code RM(0, 3). It is easy to verify that the Z-
type stabilizers come from the [8, 4, 4] extended Hamming code, which is also the self-dual
Reed-Muller code RM(1, 3). By appropriately defining the logical X strings from faces of
the cube, it can be shown that transversal T realizes logical CCZ on this code. This code is
also a special case of Theorem 67 for m = 3, r = 1, which generalizes to any m (and r = 1)
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by the conditions of the theorem. Thus, this is a family of [[2m,m, 2]] CSS(X,C2;Z,C
⊥
1 )
codes defined on m-dimensional cubes as C2 = RM(0,m), C1 = RM(1,m), similar to the
3D code above.
Example 8 ([[16, 3, 2]] Bacon-Shor-like Code). Now we construct a [[16, 3, 2]] Bacon-Shor-
like code using the conditions of Theorem 50 and show that the transversal T realizes the
logical CCZ gate (up to Paulis). In particular, this code belongs to the compass code family
studied in [LMN+19]. Although the [[8, 3, 2]] code is smaller while having essentially the
same properties, we will demonstrate shortly that the [[16, 3, 2]] code can be constructed from
decreasing monomial codes [BDOT16, BDOT]. While this framework has been recently used
by Krishna and Tillich [KT18] to construct triorthogonal codes from punctured polar codes,
this example has non-identical logical X and Z generators unlike the standard presentation
of triorthogonal codes [BH12].
The construction of the [[16, 3, 2]] CSS-T code CSS(X,C2;Z,C
⊥
1 ) is shown in Fig. 7.2.
The code C2 is generated by three weight-8 vectors that are represented as the vertical
rectangles in Fig. 7.2(a). It is easy to check that all but one non-zero vector in C2 are
weight-8 and there is one vector which is all 1s. The code C⊥1 is generated by 10 weight-4
vectors, 9 of which are represented as plaquette operators and the last one corresponds to
the vertical string Z5Z6Z7Z8 (or Z13Z14Z15Z16 in Fig. 7.2(b)). Consider the first X-type
generator X1X2 · · ·X8. In its support, there are 3 plaquette weight-4 strings and 1 vertical
weight-4 string, all of which are linearly independent and have mutually even overlap,
Hence, these clearly form a self-dual code which is in fact the [8, 4, 4] extended Hamming
code. This can be checked for all the other vectors in C2, so the first two conditions of
Theorem 50 are satisfied. The last condition imposes no negative signs to the Z-type
stabilizers since all of them have weight that is a multiple of 4. Therefore, transversal T
preserves the code subspace.
To see that the realized logical operator is CCZ, consider the action of T⊗16 on X¯1 =
X1X2X3X4. Recollect that CCZ on qubits a, b, cmapsXa 7→ Xa CZbc, Xb 7→ Xb CZac, Xc 7→
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Figure 7.2: A [[16, 3, 2]] CSS-T code where transversal T realizes logical CCZ (up to
logical Paulis). (a) The 3 weight-8 X-type stabilizer generators. (b) The 10 weight-4
Z-type stabilizer generators. (c) The 3 X-type logical Pauli generators. (d) The
corresponding 3 Z-type logical Pauli generators.
181
Xc CZab, and CZ on qubits e, f maps Xe 7→ XeZf , Xf 7→ XfZe. Then,
T⊗16X¯1
(
T⊗16
)†
= e−
ıpi
4
·4(Y1Y2Y3Y4)(P1P2P3P4) = −X¯1(P †1P †2P †3P †4 ). (7.34)
We need to show that U := P †1P
†
2P
†
3P
†
4 ≡ C¯Z23. Recollecting that P †XP = −Y , we notice
UX¯2U
† = Y1Y2X5X6X9X10X13X14 = −X¯2(Z1Z2) ≡ −X¯2Z¯3, (7.35)
UX¯3U
† = Y2Y3X6X7X10X11X14X15 = −X¯3(Z2Z3) ≡ −X¯3Z¯2, (7.36)
since Z1Z2Z13Z14, Z2Z3Z14Z15 ∈ S. Thus, up to signs, we have verified that P †1P †2P †3P †4 ≡
C¯Z23. Hence, T
⊗16 acts like logical CCZ on X¯1, and similar calculations can be done to
verify the other relations for CCZ. In this case, the signs can be fixed by checking the
relations for (X¯2X¯3) ¯CCZ (X¯2X¯3), since this is the logical operator realized by T
⊗16.
Example 9 ([[16, 3, 2]] Decreasing Monomial Code). An equivalent [[16, 3, 2]] code can be
constructed as a decreasing monomial code as follows, using the monomial description of
Reed-Muller codes we discussed in Section 7.3.1. Define the code C2 as the space gen-
erated by the monomials G2 = {1, x1, x2}, and the code C1 as the space generated by
G1 = G2 ∪ {x3, x4, x1x2}. Hence, the logical X group is generated by GX = {x3, x4, x1x2}.
While Reed-Muller codes always include all monomials up to some degree as the genera-
tors, decreasing monomial codes with maximum degree r might include only some of the
degree r monomials among the generators. However, the code must include all monomi-
als of degree up to r − 1, and the degree r terms must be chosen according to a partial
order as described in [BDOT]. In the construction above, both C2 and C1 are decreasing
monomial codes. Using the formalism in [BDOT], it is easy to see that the dual codes C⊥1
and C⊥2 are generated respectively by G⊥1 = {1, x1, x2, x3, x4, x1x2, x1x3, x1x4, x2x3, x2x4}
and G⊥2 = G⊥1 ∪ {x3x4, x1x2x3, x1x2x4}. So the logical Z group is generated by GZ =
{x1x2x4, x1x2x3, x3x4}, where we have rewritten the generators in an order such that they
form corresponding pairs with logical X generators in GX . In other words, we see that
the corresponding entries in GX and GZ multiply to the full monomial x1x2x3x4, which
is the only monomial whose evaluation has odd weight, and hence the pairs anti-commute
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as required. Similarly, multiplying terms from GX and GZ that are not pairs does not
yield the full monomial, thereby ensuring they have even overlap. Finally, we see that the
product of the three logical X generators produces the full monomial, which means their
triple product has odd weight. This is precisely one of the requirements in the generalized
triorthogonality conditions established by Haah and Hastings [HH17], which is a special
case of quasitransversality established earlier by Campbell and Howard [CH17a], in order
to ensure that transversal T performs a logical CCZ on a CSS code. The other requirements
in their conditions can also be quickly verified simply using the fact that the only monomial
of odd weight is the full monomial.
To see that this also satisfies Theorem 50, consider for example the X-stabilizer corre-
sponding to the monomial x1 ∈ G2. We observe that the elements x1, x1x2, x1x3, x1x4 ∈ G⊥1
are supported on x1. When we project down to x1, i.e., consider only the support of x1, we
get the monomials 1, x˜1 = x2, x˜2 = x3, x˜3 = x4 that precisely generate the code RM(1, 3)
that is self-dual. A similar analysis can be made for other elements in C2. Moreover, since
the elements in G⊥1 have weights 4, 8, or 16, the last condition of Theorem 50 does not
introduce any negative signs for the Z-stabilizers. Therefore, we have used the decreasing
monomial codes formalism to produce an equivalent [[16, 3, 2]] code, where only the logical
X and Z generators have changed in comparison to the construction above. We believe
this is not just one special case but points to a general construction of CSS codes using this
formalism that support transversal Z-rotations.
7.3.4 Realizing Products of C(3) gates with Transversal T
We demonstrate two examples where transversal T realizes a logical diagonal gate at the
3rd level that is a product of elementary gates. These codes have been partially discussed
in recent works [HH17, CH17a] but we describe the general family and later derive the
exact logical operation realized by transversal T on these codes.
Example 10 ([[64, 15, 4]] Reed-Muller Code). Consider a CSS(X,C2;Z,C
⊥
1 ) code where
C2 = RM(1, 6) ⊂ C1 = RM(2, 6) and therefore C⊥1 = RM(3, 6) ⊂ C⊥2 = RM(4, 6). The
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distance of this code is the minimum of the minimum distances of C1 and C
⊥
2 . It is well-
known that the minimum distance of RM(r,m) is 2m−r, so the distance of this CSS-T
code is 4. Therefore, this gives a [[64, 15, 4]] code. Let us quickly check the conditions
in Theorem 50. The code C2 is generated by degree-1 monomials in 6 binary variables
x1, x2, . . . , x6, and all of its codewords have even weight. Using the same strategy that we
used for the [[15, 1, 3]] RM code, consider the monomial x1 in C2. Since C
⊥
1 is generated by all
monomials of degree less than or equal to 3, it contains the monomials x1(1), x1(xi), x1(xixj)
for i, j ∈ {2, 3, 4, 5, 6} and i < j. If we project down to x1, then the monomials 1, x˜ix˜ix˜j
for i, j ∈ {1, 2, 3, 4, 5} and i < j exactly generate the code RM(2, 5) which is self-dual. A
similar analysis holds for all the other codewords in C2 which are degree-1 polynomials as
well. Finally, the generators of C⊥1 have Hamming weights 8, 16, 32 and 64, so there are no
negative signs introduced by the last condition of Theorem 50.
In order to determine the logical operation realized by transversal T , we initially wrote
a computer program to generate the vectors in the superposition of all the 215 logical com-
putational basis states. (Later, in Theorem 67, we derive the exact logical operation ana-
lytically.) Then we calculated the action of T⊗64 on them by just computing the Hamming
weights of the vectors in the superposition. The effective logical operation was a diagonal
unitary with entries ±1, and there were 13, 888 entries that were (−1) in the diagonal (out
of the 215 = 32, 768). We determined the Boolean function encoding the locations of 1 and
−1 in the diagonal, and simplified the naive 13, 888 term sum-of-products (SOP) expression
into a 1991 term SOP expression using the software “Logic Friday”. Subsequently, we used
“Mathematica” to convert this Boolean function into its algebraic normal form (ANF) and
obtained the following polynomial.
q(v1, . . . , v15) = v1v10v15 + v1v11v14 + v1v12v13
+ v2v7v15 + v2v8v14 + v2v9v13
+ v3v6v15 + v3v8v12 + v3v9v11
+ v4v6v14 + v4v7v12 + v4v9v10
+ v5v6v13 + v5v7v11 + v5v8v10. (7.37)
184
Therefore, the logical diagonal gate can be represented as
UL |v1 · · · v15〉L = (−1)q(v1,...,v15) |v1 · · · v15〉L . (7.38)
This implies that the gate decomposes into exactly 15 CCZ gates on the logical qubits,
and hence belongs to the 3rd level of the Clifford hierarchy. More interestingly, note that
the CSS superposition of a given logical computational basis state |v1 · · · v15〉L consists of
all vectors in the corresponding coset of C2 in C1 generated by
∏15
i=1 X¯
vi
i , i.e., the binary
vector representations xi of the logical operators X¯i = E(xi, 0). Therefore, the diagonal of
UL encodes exactly which cosets of RM(1, 6) in RM(2, 6) have all vectors of weight exactly
4 mod 8 (diagonal entry −1) and which cosets have all vectors of weight 0 mod 8 (diagonal
entry 1). Since the above phase polynomial is a codeword in RM(3, 15) of degree 3, this
suggests a deeper connection to RM codes where the coset weight distribution modulo 8 is
encoded exactly by a codeword in RM(3, 15). Theorem 67 explores this connection more
rigorously than the empirical approach described above.
Example 11 ([[128, 21, 4]] Reed-Muller Code). Similarly, we constructed a [[128, 21, 4]]
Reed-Muller CSS-T code by setting C2 = RM(1, 7) ⊂ C1 = RM(2, 7), and hence C⊥1 =
RM(4, 7) ⊂ C⊥2 = RM(5, 7). The X-stabilizers are generated by degree-1 monomials, and
logical X operators are given by the coset representatives for C1/C2, which are degree-2
polynomials. This implies, for any a, b ∈ C2 and x, y ∈ C1/C2, a ∗ b, a ∗ x, x ∗ y are either
degree 2, 3, or 4 polynomials, all of which belong to C⊥1 by the definition of RM codes. So
C1 is a triorthogonal code that also satisfies the first condition of Theorem 60, and hence
transversal T realizes the logical identity. However, the code supports the application of
the T gate on the physical qubits corresponding to the pattern prescribed by any degree-1
polynomial, as can be verified from the conditions in Theorem 54 by setting t7 = 0 and t1
a degree-1 polynomial. Although this example does not fit in Theorem 67 that concerns
strictly with transversal Z-rotations, we verified computationally that the logical gate is
non-trivial in this case.
Example 12 (Reed-Muller Family). We can generalize this construction as a Reed-Muller
family of [[n = 2m, k =
(
m
r
)
, d = 2r]] CSS-T codes defined by C2 = RM(r − 1,m), C1 =
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RM(r,m), and hence C⊥1 = RM(m−r−1,m) ⊂ C⊥2 = RM(m−r,m). Using the conditions
in Theorem 50 and Theorem 60, we see that we need r ≤ m3 for transversal T to be
supported, and also r > m−13 for transversal T to not realize the logical identity. This
appears to imply that there is exactly one integer value of r that provides a valid code, but
this need not be true since decreasing monomial codes correspond precisely to non-integer
values of r. For example, one can take m = 9, r = 3 to obtain a valid [[512, 84, 8]] code.
Indeed, notice that C⊥1 = RM(5, 9) contains the code RM(4, 8) in the support of any degree-
1 polynomial, and RM(4, 8) contains the self-dual code “RM(3.5, 8)”, which is generated
by all degree at most 3 monomials as well as the first half of all degree 4 monomials when
they are arranged in lexicographic order. Once again, Theorem 67 provides the logical gate
realized by transversal T on this [[512, 84, 8]] code.
The family of quantum Reed-Muller codes in Example 12 appears in recent work by
Haah and Hastings [HH17], and Campbell and Howard [CH17a, CH17b], where in [HH17]
they focused on distilling CCZ magic states from these codes via physical transversal T . For
this reason, they needed the logical CCZs to be on distinct triples of (logical) qubits and they
provided an analytic construction that guarantees a [[2m, 3(2m/3−2), 2m/3]] quantum Reed-
Muller code satisfying this constraint. However, using a computational search strategy,
they show that in certain cases the number of logical qubits can be increased to produce
more disjoint CCZs. For example, for m = 9, they expand the [[512, 18, 8]] code from the
analytic construction that yields 6 logical CCZs into a [[512, 30, 8]] code that yields 10 logical
CCZs on disjoint triples of logical qubits.
In Theorem 67, we generalize the quantum Reed-Muller family from Example 12 for
general pi/2` Z-rotations, and also prove the exact logical operator realized on these codes.
We believe that, when applied to the transversal T scenario, this result allows one to an-
alytically derive the above codes in [HH17] by using combinatorial arguments to carefully
“peel off” the additional CCZs that either overlap on qubits involved in existing ones or vi-
olate the generalized triorthogonality constraints [HH17]. This peeling procedure effectively
drops all logical qubits that are not involved in the maximum number of disjoint CCZs,
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kmaxCCZ, obtainable on these codes. Moreover, this approach might lead to an exact charac-
terization of kmaxCCZ for any m, without involving the Lovasz Local Lemma that appears to
provide guarantees only for large m. We leave this investigation for future work.
7.4 Transversal Finer Angle Z-Rotations
We first generalize Lemma 49 to transversal pi/2` Z-rotations, that again could be of inde-
pendent interest.
Lemma 64. Let E(a, b) ∈ HWN , N = 2n, for some a, b ∈ Zn2 . Then transversal τ (`)[1] =
exp
(
ıpi
2`
Z
)
, ` ≥ 2, acts on E(a, b) as
τ
(`)
In
E(a, b)
(
τ
(`)
In
)†
=
1(
sec 2pi
2`
)wH(a) ∑
ya
(
tan
2pi
2`
)wH(y)
(−1)byTE(a, b⊕ y), (7.39)
where wH(a) = aa
T is the Hamming weight of a, and y  a denotes that y is contained in
the support of a.
Proof. See Section 7.7.6. 
For ` = 3 (transversal T ), the cosine term produced a 2−wH(aj)/2 factor which we
were able to ensure was an integer by enforcing aj to have even Hamming weight. Then
we produced 2wH(aj)/2 copies of each stabilizer element in order to cancel this factor and
thereby reproduced the code projector. However, for ` > 3, extending this idea requires that(
sec 2pi
2`
)wH(a) cancel the sum of (signed) tangents acquired for each copy of the stabilizer
element. This leads us to an extension of Theorem 50.
Theorem 65 (Transversal Z-rotations). Let S = 〈νiE(ci, di); i = 1, . . . , r〉 define an [[n, n−
r]] stabilizer code as in Theorem 50. Let ZS := {z ∈ Zn2 : zE(0, z) ∈ S} for some {z}. For
any jE(aj , bj) ∈ S with non-zero aj, define the subspace Zj := {v ∈ ZS : v  aj} and the
set Wj := {y ∈ Zn2 : y  aj , y /∈ Zj}. Then the transversal application of the exp
(
ıpi
2`
Z
)
gate
realizes a logical operation on V (S) if and only if the following are true for all such aj 6= 0:∑
v∈Zj
v
(
ı tan
2pi
2`
)wH(v)
=
(
sec
2pi
2`
)wH(aj)
, (7.40)
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∑
v∈Zj
v
(
ı tan
2pi
2`
)wH(v⊕y)
= 0 for all y ∈Wj , (7.41)
where v ∈ {±1} is the sign of E(0, v) in the stabilizer group S.
Proof. See Section 7.7.7. 
The extension here is only partial in the sense that the conditions on the stabilizer
involve trigonometric quantities and we still have to distill finite geometric constraints on
the vectors describing the stabilizer elements, similar to Theorems 50 and 54. However,
under the assumption that Zj is a self-dual code and v = 1 for all v ∈ Zj , we are able to
deduce the following condition on the Hamming weights of v and aj .
Lemma 66. Let C be an [m,m/2] self-dual code and ` ≥ 2. Then ∑v∈C (ı tan 2pi2` )wH(v) =(
sec 2pi
2`
)m
if and only if (m− 2wH(v)) is divisible by 2` for all v ∈ C.
Proof. The weight enumerator of the code C is
WC(x, y) =
m∑
i=0
Aix
m−iyi =
∑
v∈C
xm−wH(v)ywH(v), (7.42)
where Ai is the number of codewords in C of Hamming weight i. The MacWilliams identities
for a self-dual code areWC(x, y) =
1
|C|WC(x+y, x−y), where |C| is the number of codewords
in C. Then we observe that
∑
v∈C
(
ı tan
2pi
2`
)wH(v)
=
(
sec
2pi
2`
)m
(7.43)
⇒
∑
v∈C
(
ı tan
2pi
2`
)wH(v)(
cos
2pi
2`
)m
= 1 (7.44)
⇒
∑
v∈C
(
ı sin
2pi
2`
)wH(v)(
cos
2pi
2`
)m−wH(v)
= 1 (7.45)
⇒WC
(
cos
2pi
2`
, ı sin
2pi
2`
)
= 1 (7.46)
⇒ 1|C|
∑
v∈C
(
cos
2pi
2`
+ ı sin
2pi
2`
)m−wH(v)(
cos
2pi
2`
− ı sin 2pi
2`
)wH(v)
= 1 (7.47)
⇒ 1|C|
∑
v∈C
(
cos
2pi
2`
+ ı sin
2pi
2`
)m−2wH(v)
= 1, (7.48)
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where the last step follows from the fact that exp
(−2piı
2`
)
= cos 2pi
2`
− ı sin 2pi
2`
. We note that
wH(v) is even for all v ∈ C and observe three cases.
1. If wH(v) = m/2, then the term v contributes 1 to the sum.
2. If wH(v) < m/2, then the term v contributes
(
cos 2(m−2wH(v))pi
2`
+ ı sin 2(m−2wH(v))pi
2`
)
.
3. If wH(v) > m/2, then the term v contributes
(
cos 2(2wH(v)−m)pi
2`
− ı sin 2(2wH(v)−m)pi
2`
)
.
Since the all-1s vector is always present in a self-dual code, we pair the terms v and w =
1 ⊕ v such that wH(v) < m/2 and wH(w) = m − wH(v). Hence, the term w contributes(
cos 2(m−2wH(v))pi
2`
− ı sin 2(m−2wH(v))pi
2`
)
. Therefore, we have the condition
1
|C|
∑
v∈C
cos
2(m− 2wH(v))pi
2`
= 1 (7.49)
that is satisfied if and only if each term in the sum equals 1. Indeed, this happens if and
only if 2` divides (m− 2wH(v)) for all v ∈ C. 
7.5 A Quantum Reed-Muller (QRM) Family
Finally, although we do not have the full extension of Theorem 50 yet, we consider a family
of quantum Reed-Muller codes QRM(r,m) that supports pi/2` Z-rotations from the Clifford
hierarchy, and we also explicitly construct the logical operations induced by transversal Z-
rotations on these codes. The code QRM(r,m) is a CSS code defined by C2 = RM(r−1,m)
and C1 = RM(r,m). Hence, we can identify the following relationships:
X-type stabilizers ↔ c ∈ RM(r − 1,m), Z-type stabilizers ↔ c ∈ RM(m− r − 1,m),
X-type logical operators ↔ c ∈ RM(r,m), Z-type logical operators ↔ c ∈ RM(m− r,m).
(7.50)
The parameters for QRM(r,m) are given by [[2m,
(
m
r
)
, 2min{r,m−r}]]. Recollect that for vf ∈
Zk2, the CSS basis states are
|vf 〉L ≡
1
|C2|
∑
c∈C2
∣∣vf ·GC1/C2 ⊕ c〉 = 1|C2| ∑
y∈Zk22
∣∣vf ·GC1/C2 ⊕ y ·G2〉 , (7.51)
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where GC1/C2 denotes the generator matrix for the linear subspace of coset representatives
for C2 in C1, and G2 denotes the generator matrix for the code C2. For QRM(r,m), the rows
of GC1/C2 correspond to degree r monomials, each identifying a logical qubit. Hence, any
polynomial f comprised of these monomials corresponds to a distinct logical computational
basis state |vf 〉L. So a non-trivial logical X operator is described by a degree r polynomial
f , but only the degree r terms will determine which logical qubits are acted upon. Also,
this implies that if a particular degree r term is present in f , then the corresponding logical
qubit is set to |1〉L in |vf 〉L.
Example 10 (contd.). Before we state the general result, let us setup the notation through
the [[64, 15, 4]] example from Section 7.3.4. Recollect that in this case we have m = 6 and
r = 2, so the logical qubits can be identified with the degree 2 monomials that define
generators for logical X operators. Hence, the polynomial in (7.37) defining the logical
gate realized by physical transversal T can be represented in monomial subscripts as
q(f) ≡ q(vf ) = vx1x2vx3x4vx5x6 + vx1x2vx3x5vx4x6 + vx1x2vx3x6vx4x5
+ vx1x3vx2x4vx5x6 + vx1x3vx2x5vx4x6 + vx1x3vx2x6vx4x5
+ vx1x4vx2x3vx5x6 + vx1x4vx2x5vx3x6 + vx1x4vx2x6vx3x5
+ vx1x5vx2x3vx4x6 + vx1x5vx2x4vx3x6 + vx1x5vx2x6vx3x4
+ vx1x6vx2x3vx4x5 + vx1x6vx2x4vx3x5 + vx1x6vx2x5vx3x4 , (7.52)
where each term in the polynomial corresponds to a logical CCZ gate acting on the
three logical qubits indexed by the three monomial subscripts, and the sum corresponds
to a product of such gates (in the logical unitary space). In the notation of (7.37),
vx1x2vx3x4vx5x6 ≡ v1v10v15 and so on, which means vf = [vx1x2 , vx1x3 , . . . , vx5x6 ], i.e.,
|vf 〉L = |vx1x2〉L ⊗ |vx1x3〉L ⊗ · · · ⊗ |vx5x6〉L = |v1〉L ⊗ |v2〉L ⊗ · · · ⊗ |v15〉L . (7.53)
For this code, the rows of GC1/C2 are evaluations of the
(
m
m/3
)
= 15 degree r = 2 monomials,
namely x1x2, x1x3, x1x4, . . . , x5x6. So, the polynomial f ∈ RM(r,m) above is a linear com-
bination of degree r = 2 monomials, and possibly lower degree monomials that correspond
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to just X-type stabilizers. Hence, vf ∈ Z152 exactly describes which corresponding rows
of GC1/C2 are chosen in this linear combination. Therefore, if f = x1x2 + x3x4 + x5x6 +
(smaller degree terms), then |vx1x2vx3x4vx5x6〉L = |111〉L and other qubits are set to |0〉L,
so q(f) = 1. But if f = x1x2 + x3x4 + x5x6 + x3x5 + x4x6 + (smaller degree terms), then
q(f) = 0 as this polynomial corresponds to two CCZs applying the phase −1.
For stating the general result, it will be convenient to replace the monomial subscripts
with binary vectors p1, p2, p3 = pm/r. So, for example, for the first term vx1x2vx3x4vx5x6
these index vectors are given by p1 = [1, 1, 0, 0, 0, 0], p2 = [0, 0, 1, 1, 0, 0], p3 = [0, 0, 0, 0, 1, 1],
which each have Hamming weight r = 2 and sum up to 1.
Define µ(x) := (−1)x, and let νp(s) denote the largest integer t such that pt divides s.
Theorem 67. Suppose that 1 ≤ r ≤ m/2 and r divides m. Then, the transversal
exp
(
ıpi
2m/r
Z
)
gate is a logical operator for QRM(r,m). Moreover, up to local corrections,
the corresponding logical operator acts on a computational basis state by
|vf 〉L 7→ µ(q(f)) |vf 〉L , (7.54)
where f =
∑
d∈Zm2 adx
d ∈ RM(r,m), ad ∈ {0, 1} with ad = 0 for all wH(d) > r, and
q(f) ≡ q(vf ) =
∑
(p1,...,pm/r)∈P
m/r∏
j=1
vpj (mod 2), (7.55)
where P := {(p1, . . . , pm/r) : pj ∈ Zm2 ,
∑m/r
j=1 pj = 1, wH(pj) = r}. In particular, deg(q) =
m/r and so by [CGK17], it is a gate from the (m/r)-th level of the Clifford hierarchy.
In general, the above theorem states that the logical gate polynomial q(f) consists of
all terms such that the monomials in the subscripts of each term form a unique partition
of m variables into m/r groups of r variables each. Therefore, the number of terms in the
polynomial q(f), and hence the number of gates in the induced logical operator, is given
by m!
(r!)m/r(mr )!
.
Proof. From the example above and (7.51), we realize that any f ∈ RM(r,m) corresponds
to a vector u = vf ·GC1/C2⊕y ·G2 ∈ C1 in the CSS superposition for |vf 〉L. Define ζt := e
2piı
t
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and note that on any state |u〉, transversal exp
(
ıpi
2m/r
Z
)
maps
|u〉 7→ ζwH(u)
2
m
r
|u〉 . (7.56)
By fixing vf we fix the degree r terms in f , and by sweeping over all y ∈ Zk22 we exhaust
all choices of degree at most (r − 1) terms in f , thereby examining all states |u〉 in the
CSS superposition corresponding to |vf 〉L. For the logical operator to be well-defined as a
diagonal gate acting as per (7.54), we need to show that wH(u) (mod 2
m/r) depends only
on the degree r terms in f . Thus, we are interested in ν2(wH(u)) for different u in a single
coset of RM(r − 1,m) in RM(r,m).
First, let us consider QRM(1,m) separately for simplicity. Here, if |u〉 = |00 · · · 0〉, then
for any w ∈ u+ RM(0,m), ν2(wH(w)) = m and so |w〉 7→ |w〉. However, if u = ev(f) with
deg(f) = 1, then for any w ∈ u+ RM(0,m) = {u, u⊕1}, w corresponds to a codimension-1
affine plane so that ν2(wH(w)) = m − 1, and so |w〉 7→ − |w〉. Hence, the logical diagonal
unitary has diagonal entries (1,−1,−1, . . . ,−1), which is equivalent to (−1, 1, 1, . . . , 1) up
to a global phase of (−1). Thus, up to local corrections (i.e., a logical transversal X gate
correction), transversal application of physical Z-rotation exp
(
ıpi
2m/r
Z
)
implements a logical
Cm−1Z gate. This captures the [[8, 3, 2]] code we discussed previously in Section 7.3.3.
Now consider the more general case where r ≥ 2. We are interested in calculating
wH(u) = 2
m − N(f) (mod 2m/r), where N(f) denotes the number of zeros of f over F2.
Then, following the proofs of Ax’s theorem [Ax64, McE72b, Hou16], note that
N(f) =
1
2
∑
x=(x0,x1,...,xm)∈Fm+12
µ(x0f(x1, . . . , xm)) (7.57)
=
1
2
∑
x∈Fm+12
µ
x0 ∑
d∈Fm2
adx
d
 (7.58)
=
1
2
∑
x∈Fm+12
∏
d∈Fm2
µ
(
x0adx
d
)
(7.59)
=
1
2
∑
x∈Fm+12
∏
d∈Fm2
(
1− 2x0adxd
)
. (7.60)
Define the function t on F2 by t(0) = 1, t(1) = −2. Then distributing the product, we can
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express N(f) as
N(f) =
1
2
∑
i
∑
x∈Fm+12
∏
d∈Fm2
(
t(i(d))a
i(d)
d (x0x
d)i(d)
)
, (7.61)
where the summation over indicators i runs over all Boolean functions i : Fm2 → F2. We want
to calculate ν2(wH(u)), where u = ev(f), and we observe that ν2(wH(u)) = ν2(2
m−N(f)) =
ν2(N(f)). Hence, we are interested in the 2-adic valuation of N(f), so we group terms from
this sum into products and rewrite this as
N(f) =
1
2
∑
i
 ∏
d∈Fm2
a
i(d)
d
 ∏
d∈Fm2
t(i(d))
 ∑
x∈Fm+12
∏
d∈Fm2
(
x0x
d
)i(d) . (7.62)
Observe that for each function i, the first product is binary, and the remaining two terms
are each powers of 2, so the whole term is a power of 2 and has a 2-adic valuation. The
last term is a power of 2 because it is precisely the Hamming weight of the monomial∏
d∈Fm2
(
x0x
d
)i(d)
.
Now we are interested in the quantity ν2
([∏
d∈Fm2 t(i(d))
] [∑
x∈Fm+12
∏
d(x0x
d)i(d)
])
,
since the smallest value among all indicating functions i will determine ν2(N(f)). Observe
that when i is the zero function, this quantity takes the maximal value of 2m+1, and hence
does not affect ν2(N(f)). When i is not the zero function, we can calculate
ν2
 ∑
x∈Fm+12
∏
d∈Fm2
(
x0x
d
)i(d) = m− wH
∑
d∈Fm2
i(d)d
 and (7.63)
ν2
 ∏
d∈Fm2
t(i(d))
 = ∑
d∈Fm2
i(d). (7.64)
So we conclude that
ν2
 ∏
d∈Fm2
t(i(d))
 ∑
x∈Fm+12
∏
d∈Fm2
(
x0x
d
)i(d) = m− wH
∑
d∈Fm2
i(d)d
+ ∑
d∈Fm2
i(d).
(7.65)
Now, because f ∈ RM(r,m), ad in the first term of each i in N(f) ensures that only terms
with deg(d) ≤ r survive. Hence, we have wH
(∑
d∈Fm2 i(d)d
)
≤ r∑d∈Fm2 i(d), with equality
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occurring only when all d with i(d) = 1 are disjoint degree r terms, i.e., weight r vectors.
From this, we can conclude
ν2
 ∏
d∈Fm2
t(i(d))
 ∑
x∈Fm+12
∏
d∈Fm2
(
x0x
d
)i(d)
≥ m− wH
∑
d∈Fm2
i(d)d
+ 1
r
wH
∑
d∈Fm2
i(d)d
 (7.66)
≥ m
r
. (7.67)
The second inequality holds because m − t + tr − mr = (m − t)(1 − 1r ) ≥ 0, since t =
wH
(∑
d∈Fm2 i(d)d
)
≤ m and r ≥ 2.
Furthermore, because r|m, we have equality if and only if wH
(∑
d∈Fm2 i(d)d
)
= m and∑
d∈Fm2 i(d) = m/r. In other words, the 2-adic valuation of N(f) is solely determined by
those functions i for which exactly m/r disjoint terms d, each of weight r, have i(d) = 1.
Put together, these conditions exactly define the coefficient products appearing in q(f)
in (7.55). Let P ′ denote the set of all such i satisfying these conditions, so that this set
has a bijective mapping to the set P defined in the theorem statement. Then returning to
N(f), and noting that only those terms i which contribute 2m/r matter, we see that
wH(u) = 2
m −N(f) (7.68)
≡ −N(f) (mod 2mr ) (7.69)
≡ 2mr −1
∑
i∈P ′
∏
d∈Fm2
a
i(d)
d (mod 2
m
r ) (7.70)
= 2
m
r
−1 ∑
(p1,...,pm/r)∈P
m/r∏
j=1
vpj (7.71)
= 2
m
r
−1q(f) (mod 2
m
r ), (7.72)
by construction of P ′ and P . Here, u determines which ad = 1, or equivalently which vpj = 1
(u↔ vf ), since u = ev(f) points to a specific coset of RM(r − 1,m) in RM(r,m). As q(f)
is oblivious to lower-order terms in f (that correspond to X-type stabilizers), each coset
indeed has a well-defined weight residue (mod 2
m
r ), and thus the induced logical operation
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is also well-defined. Accordingly, by (7.56), the logical action on (logical) computational
basis vectors is defined by
|vf 〉L 7→ ζ
2m/r−1q(f)
2m/r
|vf 〉L = µ(q(f)) |vf 〉L . (7.73)
This completes the proof. 
Remark 68 (Quasitransversality). In [CH17a, CH17b], Campbell and Howard considered
diagonal gates UF ∈ C(3) that can be expressed as UF =
∑
x∈Zk2 ω
F (x) |x〉 〈x|, where ω =
eıpi/4 and F (x) = L(x) + 2Q(x) + 4C(x) (mod 8) is a weighted polynomial with L(x) linear
(mod 8), Q(x) quadratic (mod 4) and C(x) cubic (mod 2) polynomials. So L corresponds
to single-qubit Z-rotations, Q corresponds to controlled Z-rotations, and C corresponds
to CCZ gates. They define a quantum code to be “F -quasitransversal” if there exists
a Clifford g such that gT⊗n acting on the physical qubits realize the logical gate UF .
In [CH17a, Lemma 1], they provided the following sufficient condition for a CSS code to
be F -quasitransversal, which we rewrite in our notation (e.g., see (7.51)):
wH(x ·GC1/C2 ⊕ y ·G2) ∼c F (x) (mod 8), y ∈ Zk22 , (7.74)
where the subscript “c” implies that the two sides are Clifford equivalent, i.e., there exists
a weighted polynomial F˜ such that by replacing F (x) with F (x) + 2F˜ (x) above, we can
replace ∼c with equality.
Now, observe that u = x · GC1/C2 ⊕ y · G2 ∈ C1 exactly corresponds to u = ev(f) for
some f ∈ RM(r,m) above (with x = vf ). Hence, we note that (7.72) exactly matches the
(quasi)transversality condition above (with equality and thereby no Clifford correction).
Therefore, QRM(m/3,m) is 4q(f)-(quasi)transversal.
Remark 69 (Quantum Pin Codes). Vuillot and Breuckmann [VB19] recently introduced
“Quantum Pin Codes” as an abstract framework to synthesize stabilizer codes that support
transversal, or partially transversal, physical Z-rotations. These codes are inspired by
topological constructions such as color codes [KB15], but the abstraction extends beyond
algebraic topology while retaining transversality properties. The authors produce several
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new codes using this formalism. We note that the above result regarding QRM(r,m) codes
applies to a general family of quantum pin codes as discussed in [VB19, Section V-D].
7.6 Summary and Outlook
In this chapter, we used the recent characterization of quadratic form diagonal (QFD)
gates [RCP19] to derive necessary and sufficient conditions for a stabilizer code to support
a physical transversal T gate. Our Heisenberg approach allowed us to generalize all such
existing constructions. Using this, we showed that, for any non-degenerate stabilizer code
with this property, there exists an equivalent CSS code that also possesses this property. So
for magic state distillation via transversal T on non-degenerate stabilizer codes, CSS codes
are essentially optimal. We also showed that triorthogonal codes form the most general
family of CSS codes that realize logical transversal T via physical transversal T . Among
several examples, we constructed a [[16, 3, 2]] code using the decreasing monomial formalism,
and demonstrated how to check that transversal T realizes logical CCZ with the help of
generalized triorthogonality conditions. This points to a possibly general construction of
CSS codes supporting transversal T using this formalism.
We then extended the above results beyond T gates, and derived trigonometric stabilizer
conditions for the code to support a transversal pi/2` Z-rotation. However, we were only
able to reduce this to finite geometric conditions under some assumptions. Finally, we con-
sidered a family of quantum Reed-Muller codes and determined the exact logical operation
induced by transversal Z-rotations using Ax’s theorem on residue weights of polynomials.
Although these logical operations involve products of overlapping many-controlled-Z gates,
it will be interesting to investigate their utility in magic state distillation and other pro-
posals for universal quantum computation. In certain systems, finer angle rotations often
have better fidelity than coarser angle rotations. Hence, these native resources in the lab
could be leveraged in combination with these codes to potentially obtain better circuit
decompositions.
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7.7 Proofs for All Results
In all the proofs below we will use a few observations or identities repeatedly, so we mention
them here.
(O1) As discussed in Chapter 4.1.1, for a, b, x ∈ Zn we have E(a, b + 2x) = (−1)axT and
E(a + 2x, b) = (−1)bxTE(a, b). When multiplying two Pauli matrices we have the
identities
E(a, b)E(c, d) = (−1)〈[a,b],[c,d]〉sE(c, d)E(a, b) (7.75)
= ıbc
T−adT mod 4E(a+ c, b+ d) (7.76)
= ıbc
T−adT mod 4E(a+ c, (b⊕ d) + 2(b ∗ d)) (7.77)
= ıbc
T−adT mod 4(−1)(a+c)(b∗d)TE((a⊕ c) + 2(a ∗ c), b⊕ d) (7.78)
= ıbc
T−adT mod 4(−1)(a⊕c)(b∗d)T+(b⊕d)(a∗c)TE(a⊕ c, b⊕ d). (7.79)
(O2) For any binary subspace A ⊆ Zn2 , due to symmetry in binary subspaces we have∑
x∈A(−1)xv
T
= |A| · I(v ∈ A⊥). In other words, we have |x ∈ A : xvT ≡ 0| = |x ∈
A : xvT ≡ 1| if and only if v /∈ A⊥.
(O3) For a ∈ Zn2 , a set such as A := {x ∈ Zn2 : x  a} is a subspace of Zn2 since x1, x2 
a ⇒ (x1 ⊕ x2)  a. Hence, using (O2) we observe that
∑
x∈A(−1)xv
T
= |A| · I(v ∈
A⊥) = 2wH(a) · I(v  a¯), where a¯ is the ones’ complement of a.
(O4) Let a, b ∈ Zn2 have disjoint supports so that a ∗ b = 0. Then we observe that
∑
v∈Zn2
ıva
T
(−ı)vbT (i)=
∑
w(a⊕b)
∑
vaa
ıvaa
T
∑
vbb
(−ı)vbbT
 (7.80)
=
∑
w(a⊕b)
∑
vaa
ıwH(va)
∑
vbb
(−ı)wH(vb)
 (7.81)
(ii)
= 2n−wH(a)−wH(b)(1 + ı)wH(a)(1− ı)wH(b). (7.82)
In step (i) we split any v ∈ Zn2 uniquely as v = va ⊕ vb ⊕ w, where va is supported
only on a, vb is supported only on b, and w is supported outside the support of a
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and b. In step (ii), for each of the two sums over va and vb, we notice that the inner
products vaa
T and vbb
T take values q ∈ {0, 1, . . . , wH(va)} and q ∈ {0, 1, . . . , wH(vb)}
according to the Hamming weights wH(va) and wH(vb), respectively. Hence, there
are
(
n
q
)
vectors va  a (resp. vb  b) that produce the inner product q, and this is
captured in the binomial expansion of (1 + ı)wH(a) (resp. (1− ı)wH(b)).
7.7.1 Proof of Theorem 50
We will make use of the above observations in the following proof. We proved in [RCP19]
that given a tensor product of diagonal unitaries τ
(`)
R1
⊗ τ (`)R2 ⊗ · · · ⊗ τ
(`)
Rn
, the result is also of
the form τ
(`)
R with
R =

R1 0 · · · 0
0 R2 · · · 0
...
...
. . .
...
0 0 · · · Rn

. (7.83)
Hence, for an n-qubit system, the transversal application of T gate corresponds to R = In
and ` = 3. Based on the discussion in Section 7.2, for the case of transversal T , we need
T⊗nΠS(T⊗n)† =
1
2r
2r∑
j=1
jT
⊗nE(aj , bj)(T⊗n)† (7.84)
=
1
2r
2r∑
j=1
j · 1
2wH(aj)/2
∑
yaj
(−1)bjyTE(aj , bj ⊕ y) (7.85)
=
1
2r
2r∑
j=1
j
2wH(aj)/2
E(aj , bj) + ∑
yaj
y 6=0
(−1)bjyTE(aj , bj ⊕ y)
 (7.86)
=
1
2r
2r∑
j=1
jE(aj , bj), (7.87)
where only for the last step we have assumed that transversal T preserves the code subspace.
Note that whenever aj = 0, the denominator is 1 and the inner summation is trivial since
only 0  0. Therefore, each such stabilizer E(0, bj) is retained unchanged (as we would
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expect since T⊗n is diagonal and commutes with diagonal Paulis), and we only need to
analyze the case aj 6= 0.
For any index j = h ∈ {1, 2, . . . , 2r}, first we observe that we need wH(ah) to be even in
order to make the denominator an integer, which can be canceled by producing 2wH(ah)/2
copies of the stabilizer element E(ah, bh) (with the appropriate sign h ∈ {±1}) in the
summation over all 2r stabilizer elements. This clearly shows that the first condition in
the theorem is necessary for transversal T to preserve the code space. (We will call the
sum over j ∈ {1, . . . , 2r} as the “outer summation” and the sum over y  aj as the “inner
summation”; also, for a given j = h we refer to the corresponding E(ah, bh) as the “outer
summation term”.) The only way to produce copies of E(ah, bh) is through stabilizers
E(ah, b
′
h) such that b
′
h ⊕ y = bh for some y  ah. (Note: These two stabilizers correspond
to two different outer summation terms for some indices j and j′, where aj = aj′ = ah but
bj = bh is distinct from bj′ = bh ⊕ y.) If two such Paulis E(ah, bh ⊕ y), E(ah, bh ⊕ z) must
belong to S then we need E(ah, bh⊕y) and E(ah, bh⊕z) to commute, which means we need
ahy
T ≡ ahzT (mod 2). Since y = 0 must be included, we need ahzT = zzT = wH(z) ≡ 0
(mod 2) for all such choices z  ah.
There are nh := 2
wH(ah)−1 such even weight vectors z  ah but only a subset of them
might correspond to stabilizers in the inner summation. Hence, let us define
Zh := {z  ah : zE(0, z) ∈ S for some z ∈ {±1}} (7.88)
as in the statement of the theorem. It is clear that Zh is a binary subspace of even weight
vectors, so let its dimension be th ≤ wH(ah) − 1. As mentioned above, every z ∈ Zh
provides an outer summation term E(ah, bh ⊕ z) that produces a copy of E(ah, bh) in its
corresponding inner summation. So we need at least 2ph such z’s in order to cancel the
factor in the denominator, where ph := wH(ah)/2, i.e., th ≥ ph.
In order to prove that the second and third conditions in the theorem are necessary
for transversal T to preserve the code space, we need to ensure two things based on the
equality imposed in (7.87):
(a) For any h ∈ {1, 2, . . . , 2r}, over all outer summation indices j there are a net of
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2wH(ah)/2 copies of E(ah, bh) (with the right sign) so that this stabilizer element is
preserved under conjugation of the code projector by transversal T .
(b) For any h ∈ {1, 2, . . . , 2r}, for each y /∈ Zh and y  ah, over all outer summation
indices j there are exactly the same number of positive and negative copies of the
non-stabilizer element E(ah, bh ⊕ y), which cancel out.
Let us express these two conditions mathematically by collecting signs of the respective
Pauli elements. For notational clarity, if the outer summation term is E(ah, bh) then we
write its sign as (ah,bh) and similarly if the term is E(ah, bh ⊕ z) then we write its sign as
(ah,bh⊕z). For conditions (a) and (b), we respectively require∑
z∈Zh
(ah,bh⊕z)(−1)(bh⊕z)z
T
=
∑
z∈Zh
(ah,bh⊕z)(−1)bhz
T
= (ah,bh)2
wH(ah)/2, (7.89)
∑
z∈Zh
(ah,bh⊕z)(−1)(bh⊕z)(z⊕y)
T
= (−1)bhyT
∑
z∈Zh
(ah,bh⊕z)(−1)bhz
T
(−1)zyT = 0. (7.90)
If we ignore the overall sign (−1)bhyT in the second equation, then we see that it is impossible
to have (−1)zyT = 1 for all z ∈ Zh, because otherwise we have a contradiction between
the two conditions. Therefore, since y /∈ Zh, by the symmetry of binary vectors spaces
(observation (O2)), we must have |{z ∈ Zh : zyT ≡ 0}| = |{z ∈ Zh : zyT ≡ 1}|. To proceed
further we will find the following lemma about binary subspaces to be useful.
Lemma 70. For even n, let C be an [n, k ≥ n2 ] binary linear code comprising only of even
weight codewords. Then the following are equivalent:
1. C contains its dual C⊥.
2. C contains an [n, n2 ] self-dual subcode Cs.
3. Any vector y ∈ Zn2 \ C satisfies |{x ∈ C : xyT ≡ 0}| = |{x ∈ C : xyT ≡ 1}|.
Proof: First we show that 2) implies 3). Let G ∈ Zk×n2 be a generator matrix for
C with rows g1, g2, . . . , gk such that g1, g2, . . . , gn/2 form a submatrix Gs that generates
the self-dual subcode Cs. Then any y ∈ Zn2 \ C cannot be orthogonal to all rows of Gs,
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since otherwise y ∈ Cs. Let ygT1 = 1 (mod 2) without loss of generality. Then for any
other gi such that yg
T
i = 1 (mod 2), one can replace gi with gi ⊕ g1 to form a new matrix
G′ with rows g1, g′2, g′3, . . . , g′k that still spans C (i.e., some g
′
i can be equal to gi). Hence,
now y(g′i)
T = 0 (mod 2) for all i = 2, 3, . . . , k and yxT = 1 (mod 2) for all x in the coset
g1 ⊕ span(g′2, g′3, . . . , g′k). This shows that |{x ∈ C : xyT ≡ 0}| = |{x ∈ C : xyT ≡ 1}|.
Next we show that 3) implies 1) and 1) implies 2). Now we start by assuming that every
y ∈ Zn2 \ C satisfies |{x ∈ C : xyT ≡ 0}| = |{x ∈ C : xyT ≡ 1}|. This means that all vectors
orthogonal to C are contained in C, i.e., C⊥ ⊆ C. Without loss of generality, assume that
we have a generator matrix G for C with rows g1, g2, . . . , gk such that g1, g2, . . . , gn−k form a
submatrix G⊥ that generates the dual code C⊥. Then we can enlarge C⊥ into a dimension
(n− k + 1) self-orthogonal code by adding gn−k+1 to the rows of G⊥, since gn−k+1 ∈ C is
dual to C⊥ and to itself (as it has even weight). Now notice that all vectors orthogonal to
this new C⊥ are still in the rowspace of G since the dual of the span of the first (n − k)
rows are contained in the rowspace of G. Hence, it is possible to find a row between gn−k+2
and gk that can be used to enlarge C
⊥ into a dimension (n − k + 2) self-orthogonal code.
Intuitively, as C⊥ is enlarged, its dual keeps shrinking starting from C at the beginning.
We can continue this process and, since we assumed k ≥ n/2, it stops only when C⊥ is a
dimension n/2 self-dual code, as required.
Let Z˜h denote the subspace Zh where all the indices outside the support of ah are
punctured, i.e., Z˜h ⊆ {0, 1}wH(ah). Setting C = Z˜h in Lemma 70, we see that Z˜h must
contain its dual (Z˜h)
⊥ and also a dimension wH(ah)/2 self-dual code Z˜sh. In other words,
Zh must contain a dimension wH(ah)/2 self-dual code in the support of ah. This proves
the necessity of the second condition in the theorem.
Let us compute the sign (ah,bh⊕z) of E(ah, bh⊕z) assuming that hE(ah, bh), zE(0, z) ∈
S. Using (4.8), (4.9) we calculate
hE(ah, bh) · zE(0, z) = hzı−ahzTE(ah, bh + z) (7.91)
= hzı
zzTE(ah, (bh ⊕ z) + 2(bh ∗ z)) (7.92)
= hzı
zzT (−1)ah(bh∗z)TE(ah, bh ⊕ z) (7.93)
201
= hzı
zzT (−1)bhzTE(ah, bh ⊕ z) (7.94)
⇒ (ah,bh⊕z) = (ah,bh)(0,z)ızz
T
(−1)bhzT , (7.95)
where we have used observation (O1) and for the fourth equality we have assumed that
z  ah. Now we start analyzing the sum for condition (a) above by observing that wH(z⊕
v) = zzT + vvT − 2zvT .
Γ :=
∑
z∈Zh
(ah,bh⊕z)(−1)bhz
T
(7.96)
=
∑
z∈Zh
(ah,bh)(0,z)ı
zzT (−1)bhzT (−1)bhzT (7.97)
= (ah,bh)
∑
z∈Z˜h
(0,z)ı
zzT (7.98)
⇒ Γ2 =
∑
z,v∈Z˜h
(0,z)(0,v)ı
zzT+vvT (7.99)
=
∑
z,v∈Z˜h
(0,z⊕v)ıwH(z⊕v)(−1)(z⊕v)v
T
(7.100)
=
∑
u∈Z˜h
(0,u)ı
uuT
∑
v∈Z˜h
(−1)uvT
 (u := z ⊕ v) (7.101)
= |Z˜h|
∑
u∈(Z˜h)⊥
(0,u)ı
uuT (by observation (O3)). (7.102)
We need this sum over (Z˜h)
⊥ to be |(Z˜h)⊥| so that |Γ| = 2wH(ah)/2 as required. Therefore,
it is clear that we need (0,u) := ı
uuT for all u ∈ (Z˜h)⊥. Again, note that these vectors u
essentially represent n-qubit pure Z-type stabilizers even though (Z˜h)
⊥ is a space where all
indices outside the support of ah have been punctured. The subtlety is that (Z˜h)
⊥ 6= ˜(Z⊥h )
since the latter computes the dual over {0, 1}n, which is not what we want here. Let us
also verify that condition (b) above is satisfied.
∆ :=
∑
z∈Zh
(ah,bh⊕z)(−1)bhz
T
(−1)zyT (7.103)
=
∑
z∈Zh
(ah,bh)(0,z)ı
zzT (−1)bhzT (−1)bhzT (−1)zyT (7.104)
= (ah,bh)
∑
z∈Z˜h
(0,z)ı
zzT (−1)zyT (7.105)
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= (ah,bh)
∑
w∈Z˜h/(Z˜h)⊥
∑
u∈(Z˜h)⊥
(0,w⊕u)ıwH(w⊕u)(−1)(w⊕u)y
T
(7.106)
= (ah,bh)
∑
w∈Z˜h/(Z˜h)⊥
(0,w)ı
wwT (−1)wyT
 ∑
u∈(Z˜h)⊥
(0,u)ı
uuT (−1)(w⊕y)uT
 (7.107)
= 0, (7.108)
since uwT = 0 for all u ∈ (Z˜h)⊥ and, again, by symmetry of binary vector spaces and
because y /∈ Z˜h, we have |u ∈ (Z˜h)⊥ : uyT ≡ 0| = |u ∈ (Z˜h)⊥ : uyT ≡ 1| (observation (O2)).
Thus, this establishes the necessity of the third condition in the theorem.
Now for the converse we assume that the first two conditions in the theorem hold true
and that (0,u) := ı
uuT for all u ∈ Z˜sh, where Z˜sh is the self-dual code present inside Z˜h.
Once again, we just have to show that conditions (a) and (b) above are satisfied under
these assumptions. For (b), the above calculation for ∆ itself suffices since (Z˜h)
⊥ ⊆ Z˜sh, so
we are only left to show that Γ = (ah,bh)2
wH(ah)/2. We observe that
Γ = (ah,bh)
∑
z∈Z˜h
(0,z)ı
zzT (7.109)
= (ah,bh)
∑
w∈Z˜h/Z˜sh
∑
u∈Z˜sh
(0,w⊕u)ıww
T+uuT−2wuT (7.110)
= (ah,bh)
∑
w∈Z˜h/Z˜sh
(0,w)ı
wwT
∑
u∈Z˜sh
(0,u)ı
uuT (−1)wuT
 (7.111)
= (ah,bh)
∑
w∈Z˜h/Z˜sh
(0,w)ı
wwT
∑
u∈Z˜sh
(−1)wuT
 (7.112)
= (ah,bh)|Z˜sh| (7.113)
= (ah,bh)2
wH(ah)/2, (7.114)
since only w = 0 ∈ Z˜h/Z˜sh is orthogonal to all u ∈ Z˜sh (observation (O2)). This completes
the proof of the theorem4.
4We would like to thank Jeongwan Haah for encouraging us to clarify the existence of the self-dual
code; this motivated us to greatly improve this proof.
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7.7.2 Proof of Lemma 52
We will use the observations listed at the beginning of Appendix 7.7 to complete this proof.
As mentioned earlier in the proof of Theorem 50, we proved in [RCP19] that given a tensor
product of diagonal unitaries τ
(`)
R1
⊗ τ (`)R2 ⊗ · · · ⊗ τ
(`)
Rn
, the result is also of the form τ
(`)
R with
R =

R1 0 · · · 0
0 R2 · · · 0
...
...
. . .
...
0 0 · · · Rn

. (7.115)
Hence, for an n-qubit system, the transversal application of T gate corresponds to R = In
and ` = 3. Similarly, it is easy to see that the symmetric matrix corresponding to T⊗t is
R = Dt, where t = t1 + 7t7 and Dt is a diagonal n × n matrix with the diagonal set to t.
Then, according to Corollary 42, we see that
R˜(Dt, a, 3) = 3Da∗t − (D1−aDtDa +DaDtD1−a + 2Da∗t) = Da∗t = Da∗t1 + 7Da∗t7 ,
(7.116)
φ(Dt, a, b, 3) = −aDtaT = −atT = −atT1 − 7atT7 = −wH(a ∗ t1) + wH(a ∗ t7) (mod 8).
(7.117)
We need to calculate c
(2)
Da∗t,x =
1√
2n
∑
v∈Zn2 (−1)
vxT ıvDa∗t1v
T
(−ı)vDa∗t7vT for all x ∈ Zn2 . For
x = 0, we observe
c
(2)
Da∗t,0 =
1√
2n
∑
v∈Zn2
ıvDa∗t1v
T
(−ı)vDa∗t7vT (7.118)
=
1√
2n
∑
v∈Zn2
ıv(a∗t1)
T
(−ı)v(a∗t7)T (7.119)
=
1√
2n
2n−wH(a∗t1)−wH(a∗t7)(1 + ı)wH(a∗t1)(1− ı)wH(a∗t7) (observation (O4))
(7.120)
= e
ıpi
4
[wH(a∗t1)−wH(a∗t7)]2(n−wH(a∗t
′))/2 (since e±
ıpi
4 = (1± ı)/
√
2). (7.121)
For the case x 6= 0, we calculate as follows. Recollect that we have defined t′ = t1 + t7 ∈ Zn2 .
c
(2)
Da∗t,x =
1√
2n
∑
v∈Zn2
ıv[(a∗t1)+3(a∗t7)+2x]
T
(7.122)
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=
1√
2n
∑
v(a∗t′)
ıv[(a∗t1)+3(a∗t7)+2x]
T ∑
w(a∗t′)
(−1)wxT (observation (O4)) (7.123)
= 2
n
2
−wH(a∗t′)
 ∑
v(a∗t′)⊕x
ıv[(a∗t1)+3(a∗t7)+2x]
T
∑
wx
ıw[(a∗t1)+3(a∗t7)+2x]
T
 , x  (a ∗ t′).
(7.124)
In the last step, unless x  (a ∗ t′) it is easy to see that the inner summation in the second
step vanishes (observation (O3)). Furthermore, we have used this property of x to split the
sum into indices on the support of x and the others (observation (O4)). For convenience,
let us denote by A the support of (a ∗ t′) ⊕ x, by A1 the support of (a ∗ t1) ⊕ (x ∗ a ∗ t1),
and by A7 the support of (a ∗ t7) ⊕ (x ∗ a ∗ t7). Note that A = supp(a ∗ t′) \ supp(x) and
hence vxT = 0. For simplicity, we will write {v ∈ Zn2 : supp(v) ⊆ A} as v  A. Then, using
observation (O4), we can write the first sum above as
∑
vA
ıv(a∗t1)
T
(−ı)v(a∗t7)T =
∑
z1A1
ız1(a∗t1)
T
∑
z2A7
(−ı)z2(a∗t7)T (7.125)
= (1 + ı)wH(a∗t1)−wH(x∗a∗t1)(1− ı)wH(a∗t7)−wH(x∗a∗t7) (7.126)
= e
ıpi
4
[(wH(a∗t1)−wH(a∗t7))−(wH(x∗a∗t1)−wH(x∗a∗t7))]2(wH(a∗t
′)−wH(x))/2.
(7.127)
Now, again using observation (O4), we can calculate the second sum similarly as follows.
∑
wx
ıw[(a∗t1)+3(a∗t7)+2x]
T
=
∑
wx∗(a∗t1)
(−ı)wwT
∑
zx∗(a∗t7)
ızz
T
(7.128)
= (1− ı)wH(x∗a∗t1)(1 + ı)wH(x∗a∗t7) (7.129)
= e
−ıpi
4
[wH(x∗a∗t1)−wH(x∗a∗t7)]2wH(x)/2. (7.130)
Combing these two results and substituting back we get,
c
(2)
Da∗t,x =

2(n−wH(a∗t′))/2e
ıpi
4
[(wH(a∗t1)−wH(a∗t7))−2(wH(x∗a∗t1)−wH(x∗a∗t7))] if x  (a ∗ t′),
0 otherwise.
(7.131)
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Recollect from (7.11) that the action of τ
(`)
R on a Pauli matrix E(a, b) is given by
τ
(`)
R E(a, b)(τ
(`)
R )
† =
1√
2n
ξφ(R,a,b,`)
∑
x∈Zn2
c
(`−1)
R˜(R,a,`),x
ı−ax
T
E(a, b+ aR+ x). (7.132)
Hence, using observation (O1), we can calculate the action of T⊗t on E(a, b) under conju-
gation to be
T⊗tE(a, b)
(
T⊗t
)†
=
1√
2n
e
−ıpi
4
[wH(a∗t1)−wH(a∗t7)]
∑
x(a∗t′)
c
(2)
Da∗t,xı
−axTE(a, b+ aDt + x) (7.133)
=
2(n−wH(a∗t′))/2√
2n
∑
x(a∗t′)
ı−x[(a∗t1)−(a∗t7)]
T−x[(a∗t1)+(a∗t7)]TE(a, b+ (a ∗ t1) + 7(a ∗ t7) + x)
(7.134)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)x(a∗t1)TE(a, b+ ((a ∗ t′) + x) + 6(a ∗ t7)) (7.135)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)x(a∗t1)T+a(a∗t7)TE (a, b+ ((a ∗ t′)⊕ x+ 2(x ∗ (a ∗ t′)))) (7.136)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)x(a∗t1)T+wH(a∗t7)E (a, b+ ((a ∗ t′)⊕ x+ 2x)) (7.137)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)x(a∗t1)T+wH(a∗t7)+xaTE (a, b⊕ ((a ∗ t′)⊕ x)+ 2b ∗ ((a ∗ t′)⊕ x))
(7.138)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)x(a∗t7)T+(a∗t7)(a∗t7)T+a[b∗((a∗t′)⊕x)]TE (a, b⊕ ((a ∗ t′)⊕ x))
(7.139)
=
1
2wH(a∗t′)/2
∑
x(a∗t′)
(−1)(a∗t7)[(a∗t7)⊕x]T+a[b∗((a∗t′)⊕x)]TE (a, b⊕ ((a ∗ t′)⊕ x)) (7.140)
=
1
2wH(a∗t′)/2
∑
y(a∗t′)
(−1)(a∗t7)[y⊕(a∗t1)]T+a(b∗y)TE (a, b⊕ y) (y := (a ∗ t′)⊕ x) (7.141)
=
1
2wH(a∗t′)/2
∑
y(a∗t′)
(−1)y(a∗t7)T+a(b∗y)TE (a, b⊕ y) (7.142)
=
1
2wH(a∗t′)/2
∑
y(a∗t′)
(−1)(b+t7)yTE (a, b⊕ y) . (7.143)
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The last step follows from y  (a∗t′)⇒ y  a⇒ (b∗y)  a and y(a∗t7)T = wH((y∗a)∗t7) =
wH(y ∗ t7) = ytT7 .
7.7.3 Proof of Corollary 53
We have t =
∑7
j=1 jtj with tj ∗ tj′ = 0 for all j 6= j′. Then we can write T⊗t =
T t1+t3+t5+t7P t2+t3+t6+t7Zt4+t5+t6+t7 , where Zt4+t5+t6+t7 = E(0, t4 + t5 + t6 + t7). Now
we can compute T⊗tE(a, b)(T⊗t)† as follows. Firstly we observe
E(0, t4 + t5 + t6 + t7) · E(a, b) · E(0, t4 + t5 + t6 + t7) = (−1)a(t4+t5+t6+t7)TE(a, b).
(7.144)
Next, using the identity u+ v = u⊕ v + 2(u ∗ v), we can calculate
P t2+t3+t6+t7 · (−1)a(t4+t5+t6+t7)TE(a, b) · (P †)t2+t3+t6+t7
= (−1)a(t4+t5+t6+t7)TE(a, b+ (a ∗ (t2 + t3 + t6 + t7))) (7.145)
= (−1)a(t4+t5+t6+t7)T+a(b∗(t2+t3+t6+t7))TE(a, b⊕ (a ∗ (t2 + t3 + t6 + t7)))
(7.146)
= (−1)a(t4+t5+t6+t7)T+a(b∗(t˜2+t˜3))TE(a, b⊕ (a ∗ (t˜2 + t˜3))) (7.147)
= (−1)a(t4+t5+t6+t7)T+wH(a∗b∗t˜2)+wH(a∗b∗t˜3)E(a, c), (7.148)
where we have defined c := b ⊕ (a ∗ (t˜2 + t˜3)) for convenience. Finally we can invoke
Lemma 52 with the t1, t7 in that lemma taken respectively to be t1 + t3 + t5 + t7 and 0 here.
Then we have
T t1+t3+t5+t7 · (−1)a(t4+t5+t6+t7)T+wH(a∗b∗t˜2)+wH(a∗b∗t˜3)E(a, c) · (T †)t1+t3+t5+t7
=
(−1)a(t4+t5+t6+t7)T+wH(a∗b∗t˜2)+wH(a∗b∗t˜3)
2wH(a∗(t˜1+t˜3))/2
∑
ya∗(t˜1+t˜3)
(−1)cyTE(a, c⊕ y) (7.149)
=
(−1)a(t4+t5+t6+t7)T+wH(a∗b∗t˜2)+wH(a∗b∗t˜3)
2wH(a∗(t˜1+t˜3))/2∑
ya∗(t˜1+t˜3)
(−1)byT+y(a∗(t˜2+t˜3))TE(a, b⊕ [(a ∗ (t˜2 + t˜3))⊕ y]) (7.150)
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=
(−1)a(t4+t5+t6+t7)T+wH(a∗(t˜2+t˜3))
2wH(a∗(t˜1+t˜3))/2
∑
(a∗t˜2)za∗(t˜1+t˜2+t˜3)
(−1)bzT+z(a∗(t˜2+t˜3))TE(a, b⊕ z),
(7.151)
where we have defined z := (a ∗ (t˜2 + t˜3))⊕ y. In the last step, first we observe that (a ∗ t˜2)
is always present in z and is unaffected by the range of y above since t˜1 ∗ t˜2 = 0 = t˜3 ∗ t˜2.
Hence, we write that z contains and is contained in (a ∗ t˜2). Next, since the change of
variables does not change the support of y inside (a ∗ t˜1), the new variable z also loops
over all vectors contained in (a ∗ t˜1). Finally, since z adds (a ∗ t˜3) to y (modulo 2), we see
that y undergoes a ones’ complement in the support of (a ∗ t˜3). However, since y takes
all possible values in the support of (a ∗ t˜3), we conclude that z still retains that property.
Furthermore, under the change of variables, we have cancelled the new factors (−1)b(a∗t˜2)T
and (−1)b(a∗t˜3)T correspondingly with the existing factors (−1)wH(b∗a∗t˜2) and (−1)wH(b∗a∗t˜3).
Now we observe that
z(a ∗ (t˜2 + t˜3))T = wH(z ∗ (a ∗ t˜2)) + wH((z ∗ a) ∗ t˜3) (7.152)
= wH(a ∗ t˜2) + wH(z ∗ t˜3) = wH(a ∗ t˜2) + t˜3zT , (7.153)
since clearly z  a. Substituting this back, and noting that t˜3 = t3 + t7, we obtain
T⊗tE(a, b)
(
T⊗t
)†
=
(−1)a(t3+t4+t5+t6)T
2wH(a∗(t˜1+t˜3))/2
∑
(a∗t˜2)z(a∗(t˜1+t˜2+t˜3))
(−1)(b+t˜3)zTE (a, b⊕ z) ,
(7.154)
which is the final expression given in the statement of the lemma.
7.7.4 Proof of Theorem 60
Let G1 =
GC1/C2
G2
 be a generator matrix for the code C1. Then by the CSS construction,
the vectors x =
⊕k
i=1 cixi, where ci ∈ {0, 1} and xi form the k rows of the coset generator
matrix GC1/C2 , determine all logical X operators E(x, 0) for the code CSS(X,C2;Z,C
⊥
1 ).
Similarly, vectors a ∈ C2 determine the X-type stabilizers E(a, 0) for the code. Therefore,
208
(x ⊕ a) ∈ C1 represents all possible X-type representatives of all logical X operators for
the CSS-T code. Recollect that by the CSS-T conditions, C2 ⊂ C⊥1 ⇒ a ∈ C⊥1 as well, and
in fact a˜ belongs to the dual Z˜⊥a of the (punctured) subspace Za in C⊥1 that is supported
on a (see Theorem 50 for notation), so that ıwH(a)E(0, a) ∈ S. By assumption, we have
transversal T acting trivially on the logical qubits, so transversal P = T 2 must also act
trivially on the logical qubits. Using this fact, and the identity PXP † = Y , let us observe
the action of transversal P on a logical X representative E(x⊕ a, 0). We have
P⊗nE(x⊕ a, 0) (P⊗n)† = E(x⊕ a, x⊕ a) = E(x⊕ a, 0) · ıwH(x⊕a)E(0, x⊕ a), (7.155)
where the second equality follows from the identity (4.8). Note that wH(x⊕ a) = wH(x) +
wH(a)−2xaT ≡ wH(x)+wH(a) (mod 4), since xaT ≡ 0 (mod 2) due to the fact that logical
X operators must commute with Z-type stabilizers, and ıwH(a)E(0, a) ∈ S. (Recollect that
E(x, 0) and E(0, a) commute if and only if their symplectic inner product 〈[x, 0], [0, a]〉s =
xaT = 0.) Hence, ıwH(x⊕a)E(0, x ⊕ a) = ıwH(x)E(0, x) · ıwH(a)E(0, a). Since P⊗n must act
trivially on logical qubits, we require that P⊗nE(x⊕ a, 0) (P⊗n)† ≡ E(x⊕ a, 0), where the
equivalence class is defined by multiplication with stabilizer elements. For this equivalence
to be true, we need ıwH(x)E(0, x) ∈ S. This proves the first condition stated in the theorem.
The above ensures that P⊗n acts like the logical identity. Let us now examine T⊗n
along similar lines by using the identity TXT † = e−ıpi/4Y P . We require
T⊗nE(x⊕ a, 0) (T⊗n)† = e− ıpi4 wH(x⊕a)E(x⊕ a, x⊕ a)P x⊕a (7.156)
= e−
ıpi
4
wH(x⊕a)E(x⊕ a, 0) · ıwH(x⊕a)E(0, x⊕ a)P x⊕a (7.157)
= e−
ıpi
4
wH(x⊕a)E(x⊕ a, 0)P x⊕a · ıwH(x⊕a)E(0, x⊕ a) (7.158)
≡ E(x⊕ a, 0). (7.159)
Here the notation P x⊕a means that the phase gate is applied to the qubits in the support
of (x ⊕ a). From the above calculation for P⊗n, we know that ıwH(x⊕a)E(0, x ⊕ a) ∈ S,
so for the last equivalence to be true, we need to ensure that P x⊕a acts like the logical
identity. Let us examine its action on an arbitrary logical X representative E(y ⊕ b, 0) for
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y ∈ C1/C2, b ∈ C2. We require
P x⊕aE(y ⊕ b, 0) (P x⊕a)† = E(y ⊕ b, (y ⊕ b) ∗ (x⊕ a)) (7.160)
= E(y ⊕ b, 0) · ıwH((y⊕b)∗(x⊕a))E(0, (y ⊕ b) ∗ (x⊕ a)) (7.161)
≡ E(y ⊕ b, 0). (7.162)
Observe that this is satisfied for the case y = x, b = a by the arguments above for P⊗n.
Clearly, the constraint we need is that ıwH((y⊕b)∗(x⊕a))E(0, (y ⊕ b) ∗ (x ⊕ a)) ∈ S. Since
this must hold for all valid x, y, a, b, by setting a = b = 0 we obtain the third condition of
the theorem. Similarly, by setting a = y = 0 and x = y = 0 respectively, we obtain the
second and fourth conditions of the theorem. It can be verified that these alone ensure that
ıwH((y⊕b)∗(x⊕a))E(0, (y⊕ b) ∗ (x⊕ a)) ∈ S for all combinations of x, y, a, b, since we can split
(y⊕b)∗(x⊕a) = (y∗x)⊕(y∗a)⊕(b∗x)⊕(b∗a) and using the Hamming weight identity we
used above. Finally, we will show that the last three conditions amount to triorthogonality.
Note that since we need ıwH(y∗x)E(0, y∗x) ∈ S, it must be true that (y∗x) ∈ C⊥1 since by
the CSS construction pure Z-type stabilizers arise from the code C⊥1 . As logical X operators
and X-type stabilizers must each commute with Z-type stabilizers, by the symplectic inner
product constraint we can see that this implies z(y ∗ x)T = wH(z ∗ y ∗ x) ≡ 0 (mod 2) for
any z ∈ C1/C2 or z ∈ C2. Similarly, since we need ıwH(b∗a)E(0, b ∗ a) ∈ S, we also have
wH(z ∗ b ∗ a) ≡ 0 for any z ∈ C1/C2 or z ∈ C2. These are exactly the triorthogonality
conditions in Definition 61. The first condition of Definition 61 follows from the facts that
C2 ⊂ C⊥1 , and since ıwH(y∗x)E(0, y ∗ x), ıwH(y∗a)E(0, y ∗ a) ∈ S must be Hermitian, the
phase has to be ±1, which implies wH(y ∗ x) = xyT ≡ 0, wH(y ∗ a) = ayT ≡ 0 (mod 2) for
any x, y ∈ C1/C2 and a ∈ C2. Hence, triorthogonality of G1 is a necessary condition for
transversal T to realize the logical identity on a CSS-T code.
7.7.5 Proof of Theorem 62
The proof uses a very similar strategy as for Theorem 60. As we observed there, (x⊕a) ∈ C1
for x ∈ C1, a ∈ C2 represents all possible X-type representatives of all logical X operators
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for the CSS-T code. Recollect that by the CSS-T conditions, C2 ⊂ C⊥1 ⇒ a ∈ C⊥1 as
well, and in fact a˜ belongs to the dual Z˜⊥a of the (punctured) subspace Za in C⊥1 that is
supported on a (see Theorem 50 for notation), so that ıwH(a)E(0, a) ∈ S. By assumption,
we have physical transversal T acting as transversal T on the logical qubits, so physical
transversal P = T 2 must also act as transversal P on the logical qubits. Using this fact,
and the identity PXP † = Y , let us observe the action of transversal P on a logical X
representative E(x⊕ a, 0). We require
P⊗nE(x⊕ a, 0) (P⊗n)† = E(x⊕ a, x⊕ a) (7.163)
= E(x⊕ a, 0) · ıwH(x⊕a)E(0, x⊕ a) (7.164)
≡ ıwH(c)E(x⊕ a, 0)E(0, z), (7.165)
where the second equality follows from (4.8), and z ∈ C⊥2 /C⊥1 is the corresponding logical
Z string for the logical X string x5. This also means xzT ≡ wH(c) (mod 2) since the
respective pairs of logical X and Z must anti-commute. Note that wH(x ⊕ a) = wH(x) +
wH(a) − 2xaT ≡ wH(x) + wH(a) (mod 4) because xaT ≡ 0 (mod 2) due to the fact
that logical X operators must commute with Z-type stabilizers (and ıwH(a)E(0, a) ∈ S).
(Recollect that E(x, 0) and E(0, a) commute if and only if their symplectic inner product
〈[x, 0], [0, a]〉s = xaT = 0.) Hence, ıwH(x⊕a)E(0, x ⊕ a) = ıwH(x)E(0, x) · ıwH(a)E(0, a), and
for the last equivalence to be true above, we need ıwH(x)−wH(c)E(0, x⊕ z) ∈ S. Therefore,
wH(x) − wH(c) ≡ 0 (mod 2) for this matrix to be Hermitian. Observing the case when
wH(c) = 1 and hence x = xi for some i ∈ {1, . . . , k}, this implies that wH(xi) must be
odd. Moreover, since a ∈ C2 ⊂ C⊥1 , we see that xiaT = 0, and ziaT = 0 because zi ∈ C⊥2 .
Also, for any xj ∈ C1/C2 that is distinct from xi, we have zixTj = 0 by definition, and
since the above condition means xi ⊕ zi ∈ C⊥1 , we also have xixTj = 0. So we can assume
zi = xi to be the corresponding logical Z string for X¯i as well, in which case the above
condition becomes trivial and the required equivalence is satisfied. In this scenario, since
5Using the notation x =
⊕k
i=1 cixi in the theorem statement, E(x ⊕ a, 0) = E(a, 0)
∏k
i=1 X¯
ci
i .
Since (P ⊗ P )(X ⊗X)(P † ⊗ P †) = Y ⊗ Y = ı2(X ⊗X)(Z ⊗ Z) physically, the calculation above
translates this to the logical level to produce wH(c), where X¯i = E(xi, 0) and Z¯i = E(0, zi).
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xi ⊕ zi = 0⇒ E(0, xi ⊕ zi) = IN , we need wH(xi) ≡ 1 (mod 4) exactly as for a non-trivial
stabilizer group we need to make sure that −IN /∈ S.
The above ensures that P⊗n acts desirably and so E(x⊕a, x⊕a) indeed corresponds to
the logical Y operator Y¯c corresponding to the given logical X string x =
⊕k
i=1 cixi ∈
C1/C2. Let us now examine T
⊗n along similar lines by using the identity TXT † =
e−ıpi/4Y P . We require
T⊗nX¯c
(
T⊗n
)†
= T⊗nE(x⊕ a, 0) (T⊗n)† (7.166)
= e−
ıpi
4
wH(x⊕a)E(x⊕ a, x⊕ a)P x⊕a (7.167)
≡ e− ıpi4 wH(c)Y¯c P¯c, (7.168)
where P¯c denotes the logical phase gate corresponding to the given logical X string x =⊕k
i=1 cixi, and the notation P
x⊕a means that the phase gate is applied to the qubits in the
support of (x⊕a). We have verified above that the Y¯c condition is satisfied, and when P x⊕a
acts on X¯c = E(x⊕ a, 0), it indeed acts desirably. Therefore, to verify P x⊕a ≡ P¯c, we just
need to ensure that P x⊕a acts like the logical identity on all E(y ⊕ b, 0) for y 6= x ∈ C1/C2
and any b ∈ C2. This part of the proof is identical to the corresponding arguments in the
proof of Theorem 60, and so this proves that triorthogonality of G1 is a necessary condition.
Finally, we observe that we need the condition wH(x⊕ a) ≡ wH(c) (mod 8) for the above
equivalence to hold, and this completes the proof of the theorem.
7.7.6 Proof of Lemma 64
In this proof, we will see that the ideas used to calculate the coefficients for the transversal
T gate generalize to the transversal application of power-of-2 roots of T , namely τ
(`)
R :=1 0
0 e2piı/2
`
 =
1 0
0 ξ
 with R = [ 1 ]. When this Z-rotation is applied transversally, we
have R = In as before for the T gate. Then from Corollary 42 we get φ(R, a, b, `) =
(1 − 2`−2)aInaT = (1 − 2`−2)wH(a) and R˜ := R˜(R, a, `) = (1 + 2`−2)DaIn − (D1−aInDa +
DaInD1−a + 2DaInDa) = (1 + 2`−2)Da − (0 + 0 + 2Da) = (2`−2 − 1)Da.
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First consider the case a 6= [1, 1, . . . , 1] and let x ∈ Zn2 such that supp(x) * supp(a),
so that there exists some j ∈ {1, . . . , n} satisfying aj = 0, xj = 1. Once again, let x˜ =
[x1, x2, . . . , xj−1, xj+1, . . . , xn] and similarly for a˜, v˜. Then we observe that
c
(`−1)
(2`−2−1)Da,x =
1√
2n
∑
v∈Zn2
(−1)vxT (ξ2)vR˜vT (7.169)
=
1√
2n
∑
v∈Zn2
(−1)vxT ξ2(2`−2−1)vaT (7.170)
=
1√
2n
∑
v˜∈Fn−12
(vj=0)
(−1)v˜x˜T ξ(2`−1−2)v˜a˜T − 1√
2n
∑
v˜∈Fn−12
(vj=1)
(−1)v˜x˜T ξ(2`−1−2)v˜a˜T (7.171)
= 0. (7.172)
So we only need to consider coefficients corresponding to x  a. For the remaining calcula-
tions, it is convenient to note that ξ2
`−1−2 = −ξ−2. Once again, for the case x = [0, 0, . . . , 0]
and arbitrary a ∈ Zn2 , we observe that
c
(`−1)
(2`−2−1)Da,0 =
1√
2n
∑
v∈Zn2
(−ξ−2)vaT = 1√
2n
2n−wH(a)(1− ξ−2)wH(a) =
√
2n
(
1− ξ−2
2
)wH(a)
.
(7.173)
For x 6= [0, 0, . . . , 0], and x  a, let j ∈ supp(x) ⊆ supp(a) so that xj = aj = 1 and
ejx
T = 1. Then for each v such that vxT ≡ 0, we have (v ⊕ ej)xT ≡ 1. So we calculate
c
(`−1)
(2`−2−1)Da,x
=
1√
2n
∑
v∈Zn2
(−1)vxT (−ξ−2)vaT (7.174)
=
1√
2n
∑
v∈Zn2
vxT≡0
(−ξ−2)vaT − 1√
2n
∑
v∈Zn2
vxT≡1
(−ξ−2)vaT (7.175)
=
1√
2n
∑
v∈Zn2
vxT≡0
[
(−ξ−2)vaT − (−ξ−2)(v⊕ej)aT
]
(7.176)
=
1√
2n
∑
v∈Zn2
vxT≡0
[
(−ξ−2)vaT − (−ξ−2)(v+ej−2(v∗ej))aT
]
(7.177)
=
1√
2n
∑
v∈Zn2
vxT≡0
(−ξ−2)vaT [1− (−ξ−2)aj−2vjaj] (7.178)
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=
(1 + ξ−2)√
2n
∑
v˜ : v˜x˜T≡0
(vj=0)
(−ξ−2)v˜a˜T + (1 + ξ
2)√
2n
∑
v˜ : v˜x˜T≡1
(vj=1)
(−ξ−2) · (−ξ−2)v˜a˜T (7.179)
=

(
1 + ξ−2√
2
)
1√
2n−1
∑
v˜∈Fn−12
(−ξ−2)v˜a˜T if x = ej , j ∈ supp(a),
(
1 + ξ−2√
2
) 1√2n−1 ∑
v˜∈Fn−12
v˜x˜T≡0
(−ξ−2)v˜a˜T − 1√
2n−1
∑
v˜∈Fn−12
v˜x˜T≡1
(−ξ−2)v˜a˜T
 if wH(x) ≥ 2, x  a
(7.180)
=
(
1 + ξ−2√
2
)
×

c
(`−1)
(2`−2−1)Da˜,0 if x = ej , j ∈ supp(a),
c
(`−1)
(2`−2−1)Da˜,x˜ if wH(x) ≥ 2, x  a.
(7.181)
When wH(x) = 1, i.e., x = ej , we calculate
c
(`−1)
(2`−2−1)Da,ej =
(1 + ξ−2)√
2
√
2n−1
(
1− ξ−2
2
)wH(a)−1
=
(
1 + ξ−2
1− ξ−2
)√
2n
(
1− ξ−2
2
)wH(a)
.
(7.182)
We can simplify the first factor as
1 + ξ−2
1− ξ−2 ·
1− ξ2
1− ξ2 =
1 + ξ−2 − ξ2 − 1
1− ξ−2 − ξ2 + 1 =
−2ı sin 2pi
2`−1
2
(
1− cos 2pi
2`−1
) = −2ı sin 2pi2` cos 2pi2`
2 sin2 2pi
2`
= −ı cot 2pi
2`
.
(7.183)
Therefore, in general we have
c
(`−1)
(2`−2−1)Da,x =

(
1 + ξ−2√
2
)wH(x)√
2n−wH(x)
(
1− ξ−2
2
)wH(a)−wH(x)
if x  a,
0 otherwise
(7.184)
=

(
−ı cot 2pi
2`
)wH(x)√
2n
(
1− ξ−2
2
)wH(a)
if x  a,
0 otherwise.
(7.185)
Using this expression, we proceed to calculate the action of τ
(`)
In
on an arbitrary E(a, b).
τ
(`)
In
E(a, b)(τ
(`)
In
)†
=
1√
2n
ξφ(In,a,b,`)
∑
x∈Zn2
c
(`−1)
(2`−2−1)Da,xı
−axTE(a, b+ aIn + x) (7.186)
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=
1√
2n
ξ(1−2
`−2)wH(a)
∑
xa
(
−ı cot 2pi
2`
)wH(x)√
2n
(
1− ξ−2
2
)wH(a)
ı−wH(x)E(a, b+ a+ x)
(7.187)
=
(
ξ(1− ξ−2)
2ı
)wH(a)∑
xa
(
− cot 2pi
2`
)xxT
E(a, b+ a+ x) (7.188)
=
(
ξ − ξ−1
2ı
)wH(a)∑
xa
(
− cot 2pi
2`
)xxT
(−1)a(b∗(a⊕x))T+axTE(a, b⊕ (a⊕ x)) (7.189)
=
(
2ı sin 2pi
2`
2ı
)wH(a)∑
ya
(
cot
2pi
2`
)(a−y)(a−y)T
(−1)a(b∗y)TE(a, b⊕ y) (7.190)
=
(
sin
2pi
2`
)wH(a)(
cot
2pi
2`
)wH(a)∑
ya
(
tan
2pi
2`
)wH(y)
(−1)a(b∗y)TE(a, b⊕ y) (7.191)
=
(
cos
2pi
2`
)wH(a)∑
ya
(
tan
2pi
2`
)wH(y)
(−1)a(b∗y)TE(a, b⊕ y) (7.192)
=
1(
sec 2pi
2`
)wH(a) ∑
ya
(
tan
2pi
2`
)wH(y)
(−1)byTE(a, b⊕ y). (7.193)
Note that we have used the fact that y := a ⊕ x = a − x since x  a, and also that
axT = xxT , ayT = yyT .
7.7.7 Proof of Theorem 65
As in the proof of Theorem 50, we need to determine necessary and sufficient conditions
for the equality
τ
(`)
In
ΠS
(
τ
(`)
In
)†
=
1
2r
2r∑
j=1
jτ
(`)
In
E(aj , bj)
(
τ
(`)
In
)†
(7.194)
=
1
2r
2r∑
j=1
j(
sec 2pi
2`
)wH(aj) ∑
yaj
(
tan
2pi
2`
)wH(y)
(−1)bjyTE(aj , bj ⊕ y) (7.195)
=
1
2r
2r∑
j=1
jE(aj , bj) (7.196)
= ΠS . (7.197)
Note that for j 6= j′, either aj 6= aj′ or at least bj 6= bj′ if aj = aj′ . By commutativity of
stabilizers, for v1, v2 ∈ Zj , we need 〈[aj , bj⊕v1], [aj , bj⊕v2]〉s = 0 which implies aj(v1⊕v2) =
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0 (mod 2), or equivalently, wH(v1 ⊕ v2) = 0 (mod 2). Hence, all vectors in Zj must have
even weight for any aj 6= 0.
Let 
(j)
v E(aj , bj ⊕ v) ∈ S for v ∈ Zj , for some (j)v ∈ {±1}. Note that it is unclear
if we need 
(j)
v = j(−1)bjvT always, as the expression above might suggest, and from the
calculation in Theorem 50. In general, if we collect all the coefficients for E(aj , bj), then
dividing it by
(
sec 2pi
2`
)wH(aj) must leave j alone in the numerator, i.e.,
j +
∑
v∈Zj\{0}
(j)v (−1)(bj⊕v)v
T
(
tan
2pi
2`
)wH(v)
= j
(
sec
2pi
2`
)wH(aj)
(7.198)
⇒
∑
v∈Zj
(j)v (−1)bjv
T
(
tan
2pi
2`
)wH(v)
= j
(
sec
2pi
2`
)wH(aj)
(since wH(v) even).
(7.199)
Let vE(0, v) ∈ S for v ∈ Zj , for some aj , and v ∈ {±1}. Then we calculate
jE(aj , bj) · vE(0, v) = jvı−ajvTE(aj , bj + v) (7.200)
= jvı
vvTE(aj , bj ⊕ v + 2(bj ∗ v)) (7.201)
= jvı
vvT (−1)bjvTE(aj , bj ⊕ v) (7.202)
=: (j)v E(aj , bj ⊕ v). (7.203)
Hence, 
(j)
v = jvı
vvT (−1)bjvT , where wH(v) = vvT is even. (Note that by the property of
any non-trivial stabilizer, E(0, 0) = IN has sign +1 always, so 0 = 1.) Substituting this
value back, we get the condition
∑
v∈Zj
vı
vvT
(
tan
2pi
2`
)wH(v)
= j
(
sec
2pi
2`
)wH(aj)
(7.204)
⇒
∑
v∈Zj
v
(
ı tan
2pi
2`
)wH(v)
= j
(
sec
2pi
2`
)wH(aj)
, (7.205)
for some choices of v ∈ {±1}, except when v = 0 as commented above. This proves the
first condition in the theorem.
Now we need to ensure that all terms E(aj , bj⊕y) for y ∈Wj get cancelled properly, for
all aj , so that the code projector ΠS is indeed preserved. Observe that terms corresponding
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to the coset {bj ⊕ y : y  aj} can only appear in the inner summations corresponding to
those i ∈ {1, 2, . . . , 2r} where iE(ai, bi) = (j)v E(aj , bj ⊕ v) with v ∈ Zj . Moreover, for
every y ∈ Bj , the Pauli term E(aj , bj ⊕ y) appears exactly once in the inner summation
corresponding to 
(j)
v E(aj , bj ⊕ v). We just have to collect these coefficients and set their
sum to zero. Hence, for each y ∈ Bj we need
∑
v∈Zj
(j)v (−1)(bj⊕v)(v⊕y)
T
(
tan
2pi
2`
)wH(v⊕y)
= 0 (7.206)
⇒
∑
v∈Zj
jvı
vvT (−1)bjvT+(bj⊕v)(v⊕y)T
(
tan
2pi
2`
)wH(v⊕y)
= 0 (7.207)
⇒
∑
v∈Zj
v
(
ı tan
2pi
2`
)wH(v⊕y)
= 0. (7.208)
In the last equation, we can reduce the exponent wH(v ⊕ y) to just wH(v) − 2vyT since
the additional term wH(y) does not affect the equality to zero. This proves the second
condition in the theorem.
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Chapter 8
Conclusions
In this dissertation we discussed our contributions to quantum communications and quan-
tum computing. For communication over the pure-state classical-quantum channel, we
described the recently proposed quantum algorithm that performs belief-propagation with
quantum messages (BPQM) on the factor graph of a classical error-correcting code. We
performed extensive analysis to show that it provides optimal decisions for the value of
each bit and appears to optimally decode the entire transmitted codeword. Although the
numerical simulations convincingly show that BPQM appears to be quantum optimal, we
would like to develop a mathematical proof that establishes this analytically. It will be
interesting to investigate if an optical receiver can be built based on BPQM and used to
decode messages optimally in deep-space optical communications. Furthermore, it remains
to be investigated if such optimality can be proven for a general family of binary linear
codes, perhaps those with tree factor graphs.
For quantum computing, we described a systematic algorithm to synthesize logical
Clifford gates for stabilizer codes. However, further research is required to ensure that
the algorithm produces fault-tolerant circuits, at least under certain conditions. Then we
generalized the binary symplectic formalism to a large set of diagonal (QFD) gates in the
Clifford hierarchy via symmetric matrices over rings of integers. We rigorously derived their
action on Pauli matrices. We discussed potential applications of these results in quantum
information, and it would be interesting to further explore these preliminary ideas. Finally,
we used the QFD formalism to fully characterize all stabilizer codes whose code subspace
is preserved under the application of transversal T, T † and identity gates on the physical
(code) qubits. Using this result, we provided useful corollaries about triorthogonal codes
and the optimality of CSS codes for magic state distillation. It remains to be explored if
our general recipe can be used to characterize codes that support any given QFD gate.
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Appendix A
LCS Algorithm: Code and Solutions
A.1 MATLAB R© Code for Algorithm 5.4.2
function F_all = find_all_symp_mat(U, V, I, J)
I = I(:)’;
J = J(:)’;
Ibar = setdiff(1:m,I);
Jbar = setdiff(1:m,J);
alpha = length(Ibar) + length(Jbar);
tot = 2^(alpha*(alpha+1)/2);
F_all = cell(tot,1);
% Find one solution using symplectic transvections (Algorithm 1)
F0 = find_symp_mat(U([I, m+J], :), V);
A = mod(U * F0, 2);
Ainv = gf2matinv(A);
IbJb = union(Ibar,Jbar);
Basis = A([IbJb, m+IbJb],:); % these rows span the subspace W^{\perp} in
Theorem 23
Subspace = mod(de2bi((0:2^(2*length(IbJb))-1)’,2*length(IbJb)) * Basis, 2);
% Collect indices of free vectors in the top and bottom halves of Basis
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% Note: these are now row indices of Basis, not row indices of A!!
[~, Basis_fixed_I, ~] = intersect(IbJb,I); % intersect(IbJb,I) =
intersect(I,Jbar)
[~, Basis_fixed_J, ~] = intersect(IbJb,J); % intersect(IbJb,J) =
intersect(Ibar,J)
Basis_fixed = [Basis_fixed_I, length(IbJb) + Basis_fixed_J];
Basis_free = setdiff(1:2*length(IbJb), Basis_fixed);
Choices = cell(alpha,1);
% Calculate all choices for each free vector using just conditions imposed
% by the fixed vectors in Basis (or equivalently in A)
for i = 1:alpha
ind = Basis_free(i);
h = zeros(1,length(Basis_fixed));
% Impose symplectic inner product of 1 with the "fixed" symplectic pair
if (i <= length(Ibar))
h(Basis_fixed == length(IbJb) + ind) = 1;
else
h(Basis_fixed == ind - length(IbJb)) = 1;
end
% Check the necessary conditions on the symplectic inner products
Innpdts = mod(Subspace * fftshift(Basis(Basis_fixed,:), 2)’, 2);
Choices{i,1} = Subspace(bi2de(Innpdts) == bi2de(h), :);
end
% First free vector has 2^(alpha) choices, second has 2^(alpha-1) choices
and so on
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for l = 0:(tot - 1)
Bl = A;
W = zeros(alpha,2*m); % Rows are choices made for free vectors
% W(i,:) corresponds to
Basis(Basis_free(i),:)
lbin = de2bi(l,alpha*(alpha+1)/2,’left-msb’);
v1_ind = bi2de(lbin(1,1:alpha),’left-msb’) + 1;
W(1,:) = Choices{1,1}(v1_ind,:);
for i = 2:alpha
% vi_ind loops through the 2^(alpha-(i-1)) valid choices for the
i-th free vector
vi_ind = bi2de(lbin(1,sum(alpha:-1:alpha-(i-2)) +
(1:(alpha-(i-1)))),’left-msb’) + 1;
Innprods = mod(Choices{i,1} * fftshift(W,2)’, 2);
% Impose symplectic inner product of 0 with chosen free vectors
h = zeros(1,alpha);
% Handle case when Basis contains a symplectic pair of free vectors
if (i > length(Ibar))
h(Basis_free == Basis_free(i) - length(IbJb)) = 1;
end
% Check the necessary and sufficient conditions on the symplectic
inner products
Ch_i = Choices{i,1}(bi2de(Innprods) == bi2de(h), :);
W(i,:) = Ch_i(vi_ind,:); % use the vi_ind-th valid choice for the
i-th free vector
end
Bl([Ibar, m+Jbar], :) = W; % replace rows of free vectors with current
choices
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F = mod(Ainv * Bl, 2); % this is the matrix F’ in Theorem 23
F_all{l+1,1} = mod(F0 * F, 2);
end
end
A.2 Enumeration of Solutions for the [6, 4, 2] Code
Using the algorithms described in Section 6.4 we enumerate all symplectic solutions for
each logical operator described in Section 5.2. The physical circuits corresponding to these
matrices can be obtained by decomposing them into products of elementary symplectic
transformations in Table 4.1 and using their circuits described in Section 4.2.2. An algo-
rithm for performing this decomposition is given in the proof of Theorem 23 (from [Can17]).
Note that this decomposition is not unique. The MATLAB R© programs for reproducing the
following results, along with their circuits obtained from the above decomposition, are
available at https://github.com/nrenga/symplectic-arxiv18a. These programs can
perform this task for any stabilizer code.
For the [[6, 4, 2]] code, there are 2r(r+1)/2 = 8 possible symplectic solutions that satisfy
the linear constraints imposed by each of (5.10),(5.20),(5.27), and (5.34). For each of the
4 logical operators below, F1 is the solution discussed in Section 5.2.
A.2.1 Logical Phase Gate (P¯1)
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F1 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

, F2 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 1 1 1 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

,
F3 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 0 0 0 1
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

, F4 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 1 1 1 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

,
F5 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 0 0 0 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

, F6 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 1 1 1 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

,
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F7 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 0 0 0 1
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

, F8 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 1 1 1 0
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

.
A.2.2 Logical Controlled-Z Gate (CZ12)
F1 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

, F2 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 0 1 1 0
0 0 1 0 0 0 1 0 1 1 1 0
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

,
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F3 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 1 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

, F4 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 0 1 1 0
0 0 1 0 0 0 1 0 1 1 1 0
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
0 0 0 0 0 1 1 0 0 1 1 1
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 0 1 0 0 0 0
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

,
F5 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 1 0 0 1
1 1 0 1 1 1 0 1 0 0 0 1
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

, F6 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 1 1 0
1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 0 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

,
F7 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 1 0 0 1
1 1 0 1 1 1 0 1 0 0 0 1
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 0 1 1 0 0 0
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

, F8 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 0 1 1 0
1 1 0 1 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
1 1 1 1 1 0 1 0 0 1 1 1
1 1 1 1 1 1 0 1 1 1 1 1
1 1 1 1 1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

.
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A.2.3 Logical Controlled-NOT Gate (CX2→1)
F1 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

, F2 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1 1 1 1
0 0 0 0 0 0 1 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

,
F3 =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 0 0 0 0 0
1 1 1 1 1 1 1 0 1 0 0 1
1 1 1 1 1 1 0 1 1 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

, F4 =

1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 1 1 1 1 1 1
1 1 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1 1 1 1
1 1 1 1 1 1 1 0 1 0 0 1
1 1 1 1 1 1 0 1 1 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

,
F5 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 1 1 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

, F6 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 1 1 1 1 1
0 0 0 0 0 0 0 1 0 1 1 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

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F7 =

0 1 1 1 1 1 0 0 0 0 0 0
1 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
1 1 1 1 1 1 0 1 0 1 1 0
1 1 1 1 1 1 1 0 0 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

, F8 =

0 1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 1 1 1 1 1
1 1 1 1 1 1 0 1 0 1 1 0
1 1 1 1 1 1 1 0 0 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

.
A.2.4 Logical Targeted Hadamard Gate (H¯1)
F1 =

1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 1 0 0 0 1
1 1 0 0 0 0 1 1 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

, F2 =

1 0 0 0 0 0 1 1 1 1 1 1
1 0 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 0 1 1 1 0
1 1 0 0 0 0 1 1 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

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F3 =

1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
1 1 0 0 0 1 0 1 0 0 0 1
0 0 1 1 1 1 1 1 0 0 0 1
0 0 1 1 1 1 0 0 0 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

, F4 =

1 0 0 0 0 0 1 1 1 1 1 1
1 0 0 0 0 0 1 0 1 1 1 0
0 0 1 0 0 0 1 1 1 1 1 1
0 0 0 1 0 0 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1 1 1
1 1 0 0 0 1 1 0 1 1 1 0
0 0 1 1 1 1 1 1 0 0 0 1
0 0 1 1 1 1 0 0 0 0 0 1
1 1 1 1 1 1 0 0 1 0 0 0
1 1 1 1 1 1 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 1 0
1 1 1 1 1 1 0 0 0 0 0 1

,
F5 =

0 1 1 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 1 0 0 0 1
1 1 0 0 0 0 0 0 1 1 1 0
1 1 0 0 0 0 1 1 1 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

, F6 =

0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 0 1 1 1 0
1 1 0 0 0 0 0 0 1 1 1 0
1 1 0 0 0 0 1 1 1 1 1 0
0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 1 1 1 0 1
0 0 0 0 0 0 1 1 1 1 1 0

,
F7 =

0 1 1 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 0 1 0 0 0 1
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 1 1 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0
0 0 1 1 1 0 0 1 0 0 0 1
0 0 1 1 1 1 0 0 1 1 1 0
0 0 1 1 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

, F8 =

0 1 1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1 0
1 1 0 1 1 1 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1 1 1
1 1 1 1 0 1 1 1 1 1 1 1
0 0 1 1 1 0 1 0 1 1 1 0
0 0 1 1 1 1 0 0 1 1 1 0
0 0 1 1 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1 0 1 1 1
1 1 1 1 1 1 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1
1 1 1 1 1 1 1 1 1 1 1 0

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