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HEISENBERG-MODULATION SPACES
AT THE CROSSROADS OF
COORBIT THEORY AND DECOMPOSITION SPACE THEORY
VE´RONIQUE FISCHER, DAVID ROTTENSTEINER, AND MICHAEL RUZHANSKY
Abstract. We show that generalised time-frequency shifts on the Heisenberg group Hn – R2n`1,
realised as a unitary irreducible representation of a nilpotent Lie group acting on L2pHnq, give rise
to a novel type of function spaces on R2n`1. The representation we employ is the generic unitary
irreducible representation of the 3-step nilpotent Dynin-Folland group.
In doing so, we answer the question whether representations of nilpotent Lie groups ever yield
coorbit spaces distinct from the classical modulation spaces Mp,qv pR2n`1q, n P N, and also introduce
a new member to the zoo of decomposition spaces.
As our analysis and proof of novelty make heavy use of coorbit theory and decomposition space
theory, in particular Voigtlaender’s recent contributions to the latter, we give a complete classifi-
cation of the unitary irreducible representations of the Dynin-Folland group and also characterise
the coorbit spaces related to the non-generic unitary irreducible representations.
1. Introduction
The modulation spaces Mp,qv pRnq, introduced in Feichtinger [14], are the prototypical and by far
most well-studied examples of function spaces induced by a square-integrable unitary irreducible
representation of a nilpotent Lie group. The representation which is used is the Schro¨dinger repre-
sentation of the Heisenberg group Hn, but it often comes in disguise as the so-called time-frequency
shifts f ÞÑ e2piiωtfpt`xq on Rn. Other frequent function spaces like the homogeneous Besov spaces
9Bp,qs pRnq also permit a representation-theoretic description, and a common framework for such
representation-theoretic descriptions, the so-called coorbit theory, was developed in Feichtinger
and Gro¨chenig [17].
This paper is motivated by the following questions. Are there any square-integrable unitary irre-
ducible representations of connected, simply connected nilpotent Lie groups, realised as some kind
of generalised time-frequency shifts on Rn, which give rise to function spaces, specifically coorbit
spaces, on Rn that are different from the modulation spaces Mp,qv pRnq? (As one may suspect, they
should also be different from the homogeneous Besov spaces and other wavelet coorbit spaces.)
And if we suspect there are, then precisely how can we prove their distinctness? Unfortunately,
coorbit theory itself does not offer any standard tools to compare or distinguish the function spaces
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within its framework. However, the prominent examples Mp,qv pRnq and 9Bp,qs pRnq also happen to
be decomposition spaces and the recent 188-page paper Voigtlaender [37] provides novel methods
of comparing them.
Voigtlaender’s machinery shall be the backbone for the introduction of a new family of func-
tion spaces which permit a thorough analysis from a representation-theoretic as well as from a
decomposition space-theoretic viewpoint. The generalised time-frequency shifts we use are given
by the projective generic representation of a specific connected, simply connected 3-step nilpotent
Lie group first considered in Dynin [12]. Its Lie algebra is generated by the left-invariant vector
fields on the Heisenberg group Hn and multiplication by the 2n ` 1 coordinate functions. Not
surprisingly, the group turns out to be a semi-direct product R2n`2 ¸ Hn. In his paper Dynin
makes use of its projective generic representation to develop a Weyl-type quantization on Hn. As
Dynin was motivated by the quantization, his account on the group and its generic representation
was not very explicit. Folland mentioned the paper [12] by Dynin in a miscellaneous remark in his
monograph [19, p. 90], saying that the group might be called ‘the Heisenberg group of the Heisen-
berg group’. Some years later, in [20], Folland provided a rigorous account on such 3-step nilpotent
Heisenberg constructions, which he the called ‘meta-Heisenberg groups’ of the underlying 2-step
nilpotent groups. Paying tribute to both its first introduction by Dynin and its explicit description
by Folland, we will call it the Dynin-Folland group Hn,2.
Since the generic representation of Hn,2 seems different enough to induce a new class of function
spaces on R2n`1 – Hn, we give a description of Hn,2 and all its unirreps, classified via Kirillov’s
orbit method. This enables us to study the coorbit spaces of mixed Lp,q-type under the generic
representation of Hn,2, which we call Heisenberg-modulation spaces, and under all the other rep-
resentations. We thereby provide a complete classification and characterisation of all the coorbit
spaces related to Hn,2. Our analysis is based on a merger of the coorbit-theoretic and decomposi-
tion spaces-theoretic desciptions of the spaces, which is owed to the semi-direct product structure
of Hn,2 “ R2n`2 ¸Hn.
Let us remark that we are not the first to consider coorbits under representations of nilpotent
Lie groups other than the Heisenberg group. In their paper [3], Ingrid and Daniel Beltit¸a˘ have used
Kirillov’s orbit method and the work of Niels Vigand Pedersen (cf. [28, 29]) to define ‘modulation
spaces for unitary irreducible representations of general nilpotent Lie groups.’ Although some
of their methods are inspired by coorbit theory, their approach does not make explicit use of it
because their representations are not necessarily square-integrable. The resulting spaces, some of
which are coorbits, are called modulation spaces and the classical unweighted spaces Mp,qpRnq
are among them. However, the spaces are used as an abstract tool since the focus of [3] and a
series of subsequent papers (cf. [1, 2, 4]) lies on the mapping properties of Weyl-Pedersen-quantized
pseudodifferential operators rather than function space theory. The papers give in fact no proof
that any of the spaces are different from the modulation spaces Mp,qpRnq and neither is there a
concrete description of any particular example. We therefore do not draw any more attention to
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this connection than mentioning that the unweighted versions of our new spaces are among the
abstract spaces defined by [3, Def. 2.15].
The paper is organised as follows. In Section 2 we briefly recall some facts about the Heisenberg
group Hn and the Schro¨dinger representation, which will be crucial for our approach to the Dynin-
Folland group Hn,2 and for studying of the coorbit spaces related to Hn,2.
In Section 3 we give an explicit and elementary construction of the Dynin-Folland Lie algebra
and group as well as the group’s generic unitary irreducible representations.
In Section 4 we classify all the unitary irreducible representations of the Dynin-Folland group by
Kirillov’s orbit method. As a by-product we show that all of them are square-integrable modulo the
respective projective kernels and we provide convenient descriptions of the corresponding projective
representations.
In Section 5 we introduce the (unweighted) Heisenberg-modulation spaces Ep,qpR2n`1q. Our first
definition is intended to be rather intuitive and in analogy to the definition of modulation spaces
in Gro¨chenig’s monograph [24]: the Ep,qpR2n`1q-norms are computed as the mixed Lp,q-norms
over Hn,2{ZpHn,2q of the matrix coefficients of the generalised time-frequency shifts given by the
projective generic representation of Hn,2 which is parameterised by ‘Planck’s constant’ λ “ 1 . Our
concrete realisation of the representation is equivalent to intertwining Dynin’s representation with
the Euclidean Fourier transform. The representation thus acts by Hn-frequency shifts on pR2n`1.
In Section 6 we introduce a class of decomposition spaces on R2n`1 whose frequency covering ofpR2n`1 is governed by a discrete lattice subgroup of Hn. These spaces are the natural candidates
for an equivalent decomposition space-theoretic description of the Heisenberg-modulation spaces
Ep,qpR2n`1q.
The main results of this paper are proved in Section 7. In Subsection 7.1 we introduce the
coorbits of mixed Lp,q-type under the generic representations of the Dynin-Folland group, which
are equipped with a reasonable class of weights. We observe that the unweighted coorbits coin-
cide with the Heisenberg-modulation spaces Ep,qpR2n`1q from Section 5, which motivates a second,
more general definition of Heisenberg-modulation spaces Ep,qs pR2n`1q. In Subsection 7.2 we provide
a complete classification of all the coorbits related to Hn,2, which implies that all but the generic
coorbits are modulation spaces over Rn or R1. Finally, in Subsection 7.3 we show the equality
of the Heisenberg-modulation spaces and the decomposition spaces from Subsection 6. Combin-
ing the decomposition-space description with the novel machinery of Voigtlaender [37] we prove
the distinctness of the Heisenberg-modulation spaces Ep,qs pR2n`1q from the well-known classes of
modulation spaces and (homogeneous as well as inhomogeneous) Besov spaces on R2n`1
Convention. The authors make the choice to use several letters in the latin alphabet multiple
times each; distinct notions may be assigned the same letter yet in a different (distinguishable) font
each. This serves the purpose of coherence with the several important sources on which this paper
draws.
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2. The Heisenberg Group
In this section we recall some facts about the Heisenberg group Hn which will be crucial for our
approach to the Dynin-Folland group Hn,2 and the study of the coorbit spaces related to Hn,2. We
construct the Heisenberg group Hn as the meta-Heisenberg of Rn, that is, following Folland [20].
We will see how the Schro¨dinger representations is the natural representation via this construction
and we will give some explicit formulas for the left- and right- invariant vector fields which will be
needed later on.
2.1. A Realisation of Hn. Let us define the operators Pj and Qk, j, k “ 1, . . . , n, acting on the
Schwartz space S pRnq by
Pjfpxq :“ 1
2pii
Bf
Bxj
pxq,(1)
Qkfpxq :“ xkfpxq,(2)
where f P S pRnq and x P Rn.
One checks easily that these operators are formally self-adjoint and that for any j, k “ 1, . . . , n,
(3) rPj , Pks “ rQj , Qks “ 0, rPj , Qks “ δj,k
2pii
I,
where I denotes the identity operator. Here we have used the usual convention that the commutator
of two operators A,B acting on S pRnq is rA,Bs :“ AB ´ BA. The relations (3) are called the
Canonical Commutation Relations (CCR) or Heisenberg Commutation Relations.
Let us denote by x2pii Pj , 2piiQky the Lie algebra (over R) of skew-adjoint operators on S pRnq
generated by the operators 2pii Pj and 2piiQk (with Lie bracket given by the commutator bracket).
The CCR show that
p2piiq´1 x2pii Pj , 2piiQky “ RP1 ‘ . . .‘ RPn ‘ RQ1 ‘ . . .‘ RQn ‘ RI,
This Lie algebra has dimension 2n`1 and is 2-step nilpotent. Moreover x2pii Pj , 2piiQky is isomor-
phic to the Heisenberg Lie algebra hn, whose definition we now recall.
Definition 2.1. The Heisenberg Lie algebra hn is the real Lie algebra with underlying vector space
R2n`1 endowed with the Lie bracket defined by
(4) j, k “ 1, . . . n, rXpj , Xpks “ rXqj , Xqks “ rXpj , Xts “ rXqj , Xts “ 0,rXpj , Xqks “ δjkXt,
+
where pXp1 , . . . , Xpn , Xq1 , . . . , Xqn , Xtq denotes the standard basis of R2n`1.
The canonical Lie algebra isomorphism between x2pii Pj , 2piiQky and hn is
(5) dρ : hn ÝÑ x2pii Pj , 2piiQky
defined by
dρpXpj q “ 2pii Pj , dρpXqkq “ 2piiQk, j, k “ 1, . . . , n and dρpXtq “ 2pii I.
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The Lie algebra hn is nilpotent of step 2 and its centre is RXt. In standard coordinates
pp, q, tq :“ pp1, . . . , pn, q1, . . . , qn, tq,
and similarly for pp1, q1, t1q, its Lie bracket given by (4) becomes
rpp, q, tq, pp1, q1, t1qs :“ p0, 0, pq1 ´ qp1q(6)
if pq1 abbreviates the standard inner product of p and q1 on Rn.
The Heisenberg group Hn is the connected, simply connected Lie group corresponding to the
Heisenberg Lie algebra hn.
Hence Hn is a nilpotent Lie group of step 2 and its centre is exppRXtq. The group law of Hn may
be given by the Baker-Campbell-Hausdorff formula, which we now recall for a general Lie group G
and corresponding Lie algebras g (see, e.g., [7, p.11,12]). It reads
expGpXq dG expGpY q “ expGpX ` Y ` 12 rX,Y sg `
1
12
prX, rX,Y sgsg
´ rY, rX,Y sgsgq ´ 1
24
rY, rX, rX,Y sgsgsg ` . . .q.(7)
This formula always holds at least on a neighbourhood of the identity of G and in fact whenever
the series on the right hand side converges. If G is a connected simply connected nilpotent Lie
group, the exponential mapping expG : gÑ G is a bijection and (7) holds on g since the series on
the right hand side is finite. For the case g “ hn it yields
expHnpXq dHn expHnpY q “ expHn
ˆ
X ` Y ` 1
2
rX,Y s
˙
(8)
for all X,Y in hn.
We now realise the Heisenberg group Hn using exponential coordinates. This means that we
identify an element of Hn with an element of R2n`1 via
pp, q, tq “ expHn
` nÿ
j“1
ppjXpj ` qjXqj q ` tXt
˘
.
Hence, using this identification, the centre of Hn is tp0, 0, tq | t P Ru and the group law given by
(8) becomes
pp, q, tq dHn pp1, q1, t1q “
`
p` p1, q ` q1, t` t1 ` 1
2
ppq1 ´ qp1q˘.(9)
Since the Hn-Haar measure coincides with the Lebesgue measure on R2n`1, we can make further
use of the latter coordinates and write the Hn-Haar measure as dp dq dt. Consequently, L
rpHnq –
LrpR2n`1q for all r P R`.
Furthermore, the identification Hn – R2n`1 allows us to define S pHnq – S pR2n`1q.
6 V. FISCHER, D. ROTTENSTEINER, AND M. RUZHANSKY
2.2. Left-Invariant Vector Fields. Let us recall the definitions of the left and right regular
representations of an arbitrary unimodular Lie group G on L2pGq:
Definition 2.2. The representations L and R of G on L2pGq defined by
pLpgqfq pg1q “ fpg´1g1q and pRpgqfq pg1q “ fpg1gq, g, g1 P G, f P L2pGq,
are called the left and right regular representations of G on L2pGq, respectively.
Naturally, the left and right regular representations of G on L2pGq are unitary and their infinites-
imal representations yield the isomorphisms between the Lie algebra of G and the Lie algebra of the
smooth right- and left-invariant vector fields on G, respectively. More precisely, the left-invariant
vector field dRpXq corresponding to a vector X P g at a point g P G is given by
dRpXqfpgq “ d
dτ
ˇˇˇˇ
τ“0
fpg expHnpτXqq,
for any differentiable function f on G, whereas the right-invariant vector field dLpXq corresponding
to X is given by
dLpXqfpgq “ d
dτ
ˇˇˇˇ
τ“0
fpexpHnp´τXqgq.
Short computations in the case of the Heisenberg group Hn yield the following expressions for the
left and right-invariant vector fields corresponding to the basis vectorsXpj , Xqk , Xt for j, k “ 1, . . . n.
The left-invariant vector fields are given by
dRpXpj q “
˜
B
Bpj
´ 1
2
qj
B
Bt
¸
, dRpXqkq “
ˆ B
Bqk
` 1
2
pk
B
Bt
˙
, dRpXtq “ BBt ,
the right-invariant vector fields by
´dLpXpj q “
˜
B
Bpj
` 1
2
qj
B
Bt
¸
, ´dLpXqkq “
ˆ B
Bqk
´ 1
2
pk
B
Bt
˙
, ´dLpXtq “ BBt .
2.3. The Schro¨dinger Representation. Here we show that there is only one possible representa-
tion of the Heisenberg group Hn with infinitesimal representation dρ defined by (5). This ‘natural’
representation ρ will turn out to be the well known (canonical) Schro¨dinger representation of Hn.
We start with the following three observations. Firstly, from the group law, we have
pp, q, tq “ p0, q, 0qpp, 0, 0qp0, 0, t` pq
2
q
“ expHnpq1Xq1q . . . expHnpqnXqnq expHnpp1Xp1q . . . expHnppnXpnq
expHnppt`
pq
2
qXtq.
Secondly, from the definition of an infinitesimal representation, we know that if dρ is the infinites-
imal representation of ρ, then we must have
ρpexpHnpτXqq “ eτdρpXq
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for every X P hn, τ P R, where the right hand side is understood as the strongly continuous 1-
parameter group of unitary operators with generator dρpXq defined by Stone’s theorem. Therefore,
if it can be constructed, the representation ρ will be characterised by the 1-parameter groups with
generators
dρpXpj q “ 2pii Pj “ BBxj , dρpXqkq “ 2piiQk “ ˆp2pii xkq and dρpXtq “ 2pii I.
Thirdly, it is well known that the operators 2pii Pj , 2piiQk and 2pii I are defined on S pRnq but
have essentially skew-adjoint extensions on L2pRnq, and generate the 1-parameter unitary groups
of operators on L2pRnq,  
edρpτXpj q
(
τPR,
 
edρpτXqk q
(
τPR,
 
edρpτXtq
(
τPR,
given respectively by
edρpτXpj qfpxq “ fpx1, . . . , xj ` τ, . . . xnq,
edρpτXqk qfpxq “ e2piiτxkfpxq,
edρpτXtqfpxq “ e2piiτfpxq,
for f P L2pRnq, x P Rn.
From the three observations above, the unique candidate ρ for a representation of Hn having
infinitesimal representation dρ must satisfy
ρ
`
expHnppjXpj q
˘
fpxq “ edρppjXpj qfpxq “ fpx1, . . . , xj ` pj , . . . xnq,
ρ
`
expHnpqkXqkq
˘
fpxq “ edρpqkXqk qfpxq “ e2piiqkxkfpxq,
ρ
`
expHnptXtq
˘
fpxq “ edρptXtqfpxq “ e2piitfpxq,
for f P S pRnq and x P Rn, and we must have
ρpp, q, tqfpxq “ edρpq1Xq1 q . . . edρpqnXqn qedρpp1Xp1 q . . . edρppnXpn qedρppt` pq2 qXtqfpxq
“ e2piiqx
´
edρpp1Xp1 q . . . edρppnXpn qedρppt`
pq
2
qXtq
¯
fpxq
“ e2piiqx
´
edρp0,0,t`
pq
2
q
¯
fpx` pq
“ e2piiqxe2piipt` pq2 qfpx` pq,
that is,
(10) ρpp, q, tqfpxq “ e2piipt`qx` pq2 qfpx` pq.
Conversely, one checks easily that the expression ρ defined by (10) gives a unitary representation
of Hn. In fact we recognise the so-called Schro¨dinger representation of Hn.
Let us recall that there is an intimate connection between the Schro¨dinger representation ρ and
the time-frequency shifts used in time-frequency analysis. Following the convention of Gro¨chenig’s
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monograph [24], a generic time-frequency shift on L2pRnq is the unitary operator defined as the
composition MqTp of a translation
pTpfqpxq :“ fpx` pq “
`
ρpp, 0, 0qf˘pxq
and a modulation
pMqfqpxq :“ e2piiqx fpxq “
`
ρp0, q, 0qf˘pxq.
The family tMqTpupp,q,0qPHn in fact coincides with the unitarily equivalent version of the Schro¨dinger
representation which is realised in the natural coordinates of the semi-direct product Hn “ Rn`1¸
Rn and then quotiented by the central variable t. We will be making use of this alternative
representation from Section 5 onwards.
2.4. The Family of Schro¨dinger Representations. In this section we describe the complete
family of Schro¨dinger representations ρλ, λ P Rzt0u, of Hn.
In this paper we prefer to define a Lie algebra or a Lie group via a concrete description (the most
common realisation or the most useful for a certain purpose) rather than as a class of isomorphic
objects given by a representative. Indeed, we have defined the Heisenberg Lie algebra hn via the
CCR on the standard basis of R2n`1 and we have considered a concrete realisation of the Heisenberg
group Hn. However, it is interesting to define other isomorphisms than dρ. Indeed, let us consider
the linear mapping dρλ : hn Ñ x2pii Pj , 2piiQky defined by
dρλpXpj q “ 2pii Pj , dρλpXqkq “ λ2pii Qk, j, k “ 1, . . . , n and dρλpXtq “ λ 2pii I,
for a fixed λ P Rzt0u.
Proceeding as for ρ, the following property is easy to check:
Lemma 2.3. For each λ P Rzt0u, the mapping dρλ is a Lie algebra isomorphism from hn onto
x2pii Pj , 2piiQky. It is the infinitesimal representation of the unitary representation ρλ of Hn on
L2pRnq given by
ρλpp, q, tqfpxq “ e2piiλpt`qx` 12pqqfpx` pq,
for f P L2pRnq, x P Rn.
Naturally ρ “ ρ1.
The representations ρλ given by Lemma 2.3 are called the Schro¨dinger representations with
parameter λ P Rzt0u. A celebrated theorem of Stone and von Neumann says that, up to unitary
equivalence, these are all the irreducible unitary representations of Hn that are nontrivial on the
centre:
Theorem 2.4 (Stone-von Neumann). For any λ P Rzt0u, the representation ρλ of Hn is unitary
and irreducible. If λ, λ1 P Rzt0u with λ ­“ λ1, then the representations ρλ and ρλ1 are inequivalent.
Moreover, if pi is an irreducible and unitary representation of Hn such that pip0, 0, tq “ eiλt for
some λ ­“ 0, then pi is unitarily equivalent to ρλ.
Hn-MODULATION SPACES 9
For a proof see, e.g., [19, Ch. 1 § 5].
It is not difficult to construct other realisations of the Schro¨dinger representations defined above.
For example, let us define the mapping ρ˜λ of Hn by
ρ˜λpp, q, tq :“ ρp
a|λ|p, λa|λ|q, λtq.
We check readily that it is a unitary irreducible representation of Hn on L
2pRnq. We can show easily
that it is unitarily equivalent to ρλ by direct computations or, alternatively, using the Stone-von
Neumann theorem and checking that it coincides on the centre of Hn with the character e
2piiλ¨.
The Stone-von Neumann Theorem gives an almost complete classification of the Hn-unirreps.
In fact, we see that the only other unirreps which can appear are trivial at the centre. Passing
the centre through the quotient, those representations are now unirreps of the Abelian group R2n,
hence characters of R2n. We thus have:
Theorem 2.5 (Classification of Hn-Unirreps). Every irreducible unitary representation ρ of Hn
on a Hilbert space H is unitarily equivalent to one and only one of the following representations:
(a) σpa,bq | pp, q, tq ÞÑ e2piipaq`bpq, a, b P Rn, acting on C,
(b) ρλ, λ P Rzt0u, acting on L2pRnq.
3. The Dynin-Folland Lie Algebra and Lie Group
This section is dedicated to giving an explicit and elementary approach to the Dynin-Folland Lie
algebra and group as well as the generic representations associated with the construction.
3.1. The Lie Algebra hn,2. In this subsection we study the real Lie algebra
x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty generated by the left-invariant vector fields
(11)
$’’&’’%
Dpj :“ p2piiq´1 dRpXpj q “ p2piiq´1
´
B
Bpj ´
1
2qj
B
Bt
¯
,
Dqk :“ p2piiq´1 dRpXqkq “ p2piiq´1
´
B
Bqk `
1
2pk
B
Bt
¯
,
Dt :“ p2piiq´1 dRpXtq “ p2piiq´1 BBt ,
and the multiplications by coordinate functions
(12)
$’&’%
Xplf pp, q, tq “ plfpp, q, tq,
Xqmf pp, q, tq “ qmfpp, q, tq,
Xtf pp, q, tq “ tfpp, q, tq,
where j, k, l,m “ 1, . . . n and f P S pHnq. To this end, we compute all possible commutators
between these operators, up to skew-symmetry. The symbol I will denote the identity operator on
L2pHnq.
Since the scalar multiplication operators commute, we have
rp2piiqXpj , p2piiqXqks “ rp2piiqXpj , p2piiqXts “ rp2piiqXqk , p2piiqXts “ 0.
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The commutator brackets between the left invariant vector fieldsDpj ,Dqk ,Dt, for j, k P t1, . . . , nu,
can be computed directly using (11):
p2piiq2 rDpj ,Dqks “ rBpj ´ 12qjBt, Bqk ` 12pkBts “ rBpj , 12pkBts ` r´12qjBt, Bqks
“ 12δj,kBt ` 12δk,jBt “ δj,k Bt “ 2piiδj,kDt,
p2piiq2 rDpj ,Dts “ rBpj ´ 12qjBt, Bts “ 0,
p2piiq2 rDqj ,Dts “ rBqj ` 12pjBt, Bts “ 0.
Naturally, we obtain that the operators Dpj ,Dqk ,Dt satisfy the CCR since the space of left-
invariant vector fields on Hn forms a Lie algebra of operators isomorphic to hn (see Section 2.2).
Let us compute the commutator brackets between the left-invariant vector fields and the coordinate
operators, first the commutators with Dpj :
p2piiq rDpj ,Xpks “ rBpj ´ 12qjBt, pks “ rBpj , pks “ δj,k I,
p2piiq rDpj ,Xqks “ rBpj ´ 12qjBt, qks “ 0,
p2piiq rDpj ,Xts “ rBpj ´ 12qjBt, ts “ r´12qjBt, ts “ ´12qj “ ´12Xqj ,
then with Dqj :
p2piiq rDqj ,Xpks “ rBqj ` 12pjBt, pks “ 0,
p2piiq rDqj ,Xqks “ rBqj ` 12pjBt, qks “ rBqj , qks “ δj,k I,
p2piiq rDqj ,Xts “ rBqj ` 12pjBt, ts “ r12pjBt, ts “ 12pj “ 12Xpj ,
and eventually with Dt:
p2piiq rDt,Xpks “ rBt, pks “ 0,
p2piiq rDt,Xqks “ rBt, qks “ 0,
p2piiq rDt,Xts “ rBt, ts “ I.
We conclude that the linear space (over R) generated by the first order commutator brackets
between the operators Dpj ,Dqj ,Dt and Xpj , Xqk , Xt is p2piiq´1 times
RDt ‘ RI‘ RXq1 ‘ . . .‘ RXqn ‘ RXp1 ‘ . . .‘ RXpn .
The whole lot of commutators tells us that very few second order commutators remain. More
precisely, the Lie brackets of Dt, Xpj or Xqk with any Dpj1 ,Dqj1 ,Dt and Xpj1 , Xqk1 , Xt can only
vanish or be equal to I, and the operator I clearly commutes with all operators, hence does not
create any new structure. Therefore, the second order commutator brackets are all proportional to
I and all third order commutators must be zero. We have obtained:
Lemma 3.1. The real Lie algebra x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty generated by
the operators (11) and (12) equals
R2piiDp1‘ . . .‘ R2piiDpn ‘ R2piiDq1 ‘ . . .‘ R2piiDqn ‘ R2piiDt‘
R2piiXp1‘ . . .‘ R2piiXpn ‘ R2piiXq1 ‘ . . .‘ R2piiXqn ‘ R2piiXt ‘ R2pii I.
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In particular, the identity operator I is the only newly generated element and spans the centre
of the Lie algebra. Furthermore, this Lie algebra is 3-step nilpotent and of topological dimension
2p2n` 1q ` 1.
We now define the ‘abstract’ Lie algebra that will naturally be isomorphic to
x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty. First we index the standard basis of R2p2n`1q`1
by
pXu1 , . . . , Xun , Xv1 , . . . , Xvn , Xw, Xx1 , . . . , Xxn , Xy1 , . . . , Xyn , Xz, Xsq.
Then we consider the linear isomorphism
(13) dpi : R2p2n`1q`1 ÝÑ x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty
defined by
dpipXuj q “ 2piiDpj , dpipXvj q “ 2piiDqj , dpipXwq “ 2piiDt,
dpipXxj q “ 2piiXpj , dpipXyj q “ 2piiXqj ,
dpipXzq “ 2piiXt, dpipXsq “ 2pii I.
Definition 3.2. We denote by hn,2 the real Lie algebra with underlying linear space R2p2n`1q`1
and Lie bracket r¨, ¨shn,2 defined such that dpi is a Lie algebra morphism.
This means that the vectors in the standard basis of R2p2n`1q`1 satisfy the following commutator
relations
(14)
$’’’’’’’’&’’’’’’’’%
rXuj , Xvkshn,2 “ δj,kXw,
rXuj , Xxkshn,2 “ δj,kXs,
rXuj , Xzshn,2 “ ´12Xyj ,
rXvj , Xykshn,2 “ δj,kXs,
rXvj , Xzshn,2 “ 12Xxj ,
rXw, Xzshn,2 “ Xs.
In (14), we have only listed the non-vanishing Lie brackets of hn,2, up to skew-symmetry.
Our choice of notation hn,2 for the Lie algebra reflects the fact that we just have applied a further
type of Heisenberg construction to hn. We will refer to hn,2 as the Dynin-Folland Lie algebra in
recognition of Dynin’s and Folland’s works [12, 13] and [20], respectively.
To conclude this subsection, we summarize a few properties of hn,2. Before we list them, however,
let us recall the notion of strong Malcev basis of a nilpotent Lie algebra. The existence of such
a type of basis for every nilpotent Lie algebra is granted by the following theorem. See, e.g., [7,
Thm.1.1.13] for a proof.
Theorem 3.3. Let g be a nilpotent Lie algebra of dimension d and let g1 ď . . . ď gl ď g be ideals
with dimpgjq “ mj. Then there exists a basis tX1, . . . , Xdu such that
(i) for each 1 ď m ď d, hm :“ R-spantX1, . . . , Xmu is an ideal of g;
(ii) for 1 ď j ď l, hmj “ gj.
A basis satisfying (i) and (ii) is called a strong Malcev basis of g passing through the ideals g1, . . . , gl.
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Proposition 3.4. (i) The Lie algebra hn,2 is nilpotent of step 3, with centre zphn,2q “ RXs.
(ii) The mapping dpi is a morphism from the Heisenberg Lie algebra hn,2 onto
x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty.
(iii) The subalgebra x2piiDpj , 2piiDqk , 2piiDty is isomorphic to the Heisenberg Lie algebra hn,
and so is the subalgebra RXu1 ‘ . . . ‘ RXvn ‘ RXw. Furthermore, the restriction of dpi
to the subalgebra RXu1 ‘ . . . ‘ RXvn ‘ RXw coincides with the infinitesimal right regular
representation of Hn on L
2pRnq.
(iv) The subalgebra x2piiXpl , 2piiXqm , 2piiXt, 2pii Iy is Abelian and so is the subalgebra a :“
RXx1 ‘ . . .‘ RXyn ‘ RXz ‘ RXs.
(v) The basis tXs, Xyn , . . . , Xx1 , Xz, Xw, Xvn , . . . , Xu1u is a strong Malcev basis of hn,2 which
passes through the ideals zphn,2q and a.
3.2. The Lie Group Hn,2. Here we describe the connected simply connected 3-step nilpotent Lie
group that we obtain by exponentiating the Dynin-Folland Lie algebra hn,2. We denote this group
by Hn,2.
As in the case of the Heisenberg group (cf. Subsection 2.1) we can again make use of the Baker-
Campbell-Hausdorff formula recalled in (7). Since the Dynin-Folland Lie algebra is of step 3, we
obtain the group law
expHn,2pXq dHn,2 expHn,2pX 1q “ expHn,2pZq,
with
(15) Z :“ X `X 1 ` 1
2
rX,X 1shn,2 ` 112 rpX ´X
1q, rX,X 1shn,2shn,2 .
Let us compute Z more explicitly. We write
X “
nÿ
j“1
pujXuj ` vjXvj q ` wXw `
nÿ
j“1
pxjXxj ` yjXyj q ` zXz ` sXs,
and similarly for X 1. As in the Heisenberg case, we abbreviate for instance sums like
řn
j“1 ujXuj
by the dot-product-like notation uXu. Consequently we have
X “ uXu ` vXv ` wXw ` xXx ` yXy ` zXz ` sXs.
We compute readily (cf. [31, Lem. 3.4])
Lemma 3.5. With the notation above, the expression of Z given in (15) becomes
Z “ pu` u1qXu ` pv ` v1qXv `
´
w ` w1 ` uv
1 ´ vu1
2
¯
Xw
`
´
x` x1 ` 1
4
pz1v ´ zv1q
¯
Xx `
´
y ` y1 ´ 1
4
pz1u´ zu1q
¯
Xy ` pz ` z1qXz
`
´
s` s1 ` ux
1 ´ xu1
2
` vy
1 ´ yv1
2
` wz
1 ´ zw1
2
´ z ´ z
1
8
puv1 ´ vu1q
¯
Xs.
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As in the case of the Heisenberg group, we identify an element of the group with an element of
the underlying vector space R2p2n`1q`1 of the Lie algebra:
pu, v, w, x, y, z, sq “ expHn,2
´
uXu ` vXv ` wXw ` xXx ` yXy ` zXz ` sXs
¯
.
We conclude:
Proposition 3.6. With the convention explained above, the centre of the Hn,2 is expHn,2pRXsq “
tp0, 0, 0, 0, 0, 0, sq | s P Ru, and the group law becomes
pu, v, w, x, y, z, sq dHn,2 pu1, v1, w1, x1, y1, z1, s1q
“
´
u` u1 , v ` v1 , w ` w1 ` uv
1 ´ vu1
2
,
x` x1 ` 1
4
pz1v ´ zv1q , y ` y1 ´ 1
4
pz1u´ zu1q , z ` z1 ,
s` s1 ` ux
1 ´ xu1
2
` vy
1 ´ yv1
2
` wz
1 ´ zw1
2
´ z ´ z
1
8
puv1 ´ vu1q
¯
.(16)
Furthermore, the subgroup tpu, v, w, 0, 0, 0, 0q | u, v P Rn, w P Ru is isomorphic to the Heisenberg
group Hn.
3.3. An Extended Notation - Ambiguities and Usefulness. In this Section, we introduce
new notation to be able to perform computations in a concise manner. Unfortunately, this will
mean on the one hand identifying many different objects and on the other hand having several
ways for describing one and the same operation. Yet, the nature of our situation requires it.
Having identified the groups Hn and Hn,2 with the underlying vector space (via exponential
coordinates), many computations involve the variables p, q, t, u, v, w, x, y, z, s, which may refer
to elements or the components of elements of the Lie algebras Rn, hn, hn,2 as well as elements or
components of elements of the Lie groups Rn, Hn, Hn,2. Certain specific calculations moreover
involve sub-indices j, k, l, . . . “ 1, . . . , n of the latter, that is, the scalar variables pj , qk, t, ul, . . .. Yet
other formulas become not only less cumbersome but more lucid if we also introduce capital letters
to denote members of Hn – hn – R2n`1 and calligraphic capital letters for either Hn-valued or
scalar-valued components of the 2 p2n` 1q ` 1-dimensional elements of hn,2 – Hn,2.
Let the standard variables that define the elements of the Heisenberg group Hn – hn – R2n`1
once and for all be fixed to be
X :“ pp, q, tq :“ pp1, . . . , pn, q1, . . . , qn, tq,(17)
and let the standard variables that define the elements of the Dynin-Folland group Hn,2 – hn,2 –
R2 p2n`1q`1 be denoted by
pP,Q,Sq :“ ppu, v, wq, px, y, zq, sq(18)
:“ ppu1, . . . , un, v1, . . . , vn, wq, px1, . . . , xn, y1, . . . , yn, zq, sq.
This purely notational identification of elements belonging to Lie groups, Lie algebras and Euclidean
vector spaces will prove very useful in many instances. The Hn and Hn,2-group laws, for example,
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can be expressed in a very convenient way. Let expressions like p1q or uv1 again denote the standard
Rn-inner products of the vectors p1, q and u, v1, respectively, whereas R2n`1-inner products will be
denoted by
x . , . y :“ x . , . yR2n`1 .
Moreover, let us introduce the ‘big dot-product’
X ¨X 1 :“ pp, q, tq ¨ pp1, q1, t1q
for elements in hn – Hn – R2n`1 as an abbreviation of the Hn-product (9), and let us agree that
for all such vectors we can employ the hn-Lie bracket notation
rX,X 1s :“ rX,X 1shn :“ p0, 0, pq1 ´ qp1q.
We can then rewrite the Hn-group law as
X dHn X 1 “ pp, q, tq dHn pp1, q1, t1q “
`
p` p1, q ` q1, t` t1 ` 1
2
ppq1 ´ qp1q˘
“ X ¨X 1 “ X `X 1 ` 1
2
rX,X 1s.(19)
Let us turn our attention to the group law of Hn,2. The beginning of (16) can be rewritten asˆ
u` u1, v ` v1, w ` w1 ` 1
2
puv1 ´ vu1q
˙
“ P ¨ P 1,
if P “ pu, v, wq and similarly for P 1. For the rest of the formula we need to introduce the operation
(20) ad˚HnpXqpX 1q “ pt1q,´t1p, 0q,
if X “ pp, q, tq as in (17) and similarly for X 1. As the notation suggests, the operation ad˚Hn is
the coadjoint representation, where hn and its dual have been identified with R2n`1.
Using the notation explained above, direct computations yield the following two lemmas and one
proposition (cf. [31], Lemmas 3.7 and 3.8 as well as Subsection 3.6, respectively).
Lemma 3.7. With the convention explained above, the product of two elements pP,Q,Sq and
pP 1,Q1,S 1q in Hn,2 – hn,2 is
pP,Q,Sq dHn,2 pP 1,Q1,S 1q
“ `P ¨ P 1 , Q`Q1 ` 1
4
pad˚HnpPqpQ1q ´ ad˚HnpP 1qpQqq ,
S ` S 1 ` 1
2
`@P,Q1D´ @Q,P 1D˘´ 1
8
@Q´Q1, rP,P 1sD˘,(21)
while their Lie bracket is given by
rpP,Q,Sq, pP 1,Q1,S 1qshn,2
“
´
rP,P 1shn , 12
`
ad˚HnpPqpQ1q ´ ad˚HnpP 1qpQq
˘
,
@P,Q1D´ @Q,P 1D¯.(22)
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Lemma 3.8. (1) Any element pP,Q,Sq in Hn,2 can be written as
pP,Q,Sq “
ˆ
0,Q` 1
4
ad˚HnpPqpQq, 0
˙
dHn,2 pP, 0, 0q dHn,2
ˆ
0, 0,S ` 1
2
xQ,Pyq
˙
.
(2) For any X,X1, X2 P R2n`1, the following scalar products coincide:
xad˚HnpXqpX1q, X2y “ xX1, rX2, Xsy .
(3) For any X P R2n`1 and pP,Q,Sq P Hn,2, we have
pX, 0, 0q dHn,2 pP,Q,Sq “ p0,Q1,S 1q dHn,2 pX ¨ P, 0, 0q
for some Q1 P R2n`1 and S 1 P R given by
S 1 :“ S `
B
Q, X ¨ p1
2
Pq
F
.
Proposition 3.9. The Dynin-Folland group can be written as the semi-direct product R2n`2¸Hn.
The first factor coincides with the normal subgroup A :“ exppaq, defined by Proposition 3.4 pivq.
3.4. The Generic Representations of Hn,2. Here we show that the isomorphism dpi defined in
(13) can be viewed as the infinitesimal representation of a generic representation pi of hn,2. We will
present the argument for the whole family piλ, λ P Rzt0u, of generic representations which contains
pi1 “ pi.
We begin by defining for each λ P Rzt0u the linear mapping
dpiλ : R2p2n`1q`1 ÝÑ x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty,
by
(23)
$’&’%
dpiλpXuj q “ 2piiDpj , dpiλpXvj q “ 2piiDqj , dpiλpXwq “ 2piiDt,
dpiλpXxj q “ λ 2piiXpj , dpiλpXyj q “ λ 2piiXqj ,
dpiλpXzq “ λ 2piiXt, dpiλpXsq “ λ 2pii I.
With all our conventions (see Section 3.3) we can also write
dpiλpu, v, w, x, y, z, sq “ 2pii
`
uDp ` vDq ` wDt ` λxXp ` λyXq ` λzXt ` λsI
˘
.
The main property of this subsection is:
Proposition 3.10. (1) For any λ P Rzt0u, the linear mapping dpiλ is a Lie algebra isomor-
phism between hn,2 and x2piiDpj , 2piiDqk , 2piiDt, 2piiXpl , 2piiXqm , 2piiXty.
(2) dpi1 “ dpi.
(3) Let λ P Rzt0u. The representation dpiλ is the infinitesimal representation of the unitary
representation piλ of Hn,2 acting on L
2pHnq given by
(24)
`
piλpP,Q,Sqf
˘pXq “ e2piiλpS`xQ,X¨p 12Pqyq fpX ¨ Pq,
for pP,Q,Sq P Hn,2, X P Hn and f P L2pHnq.
(4) If λ ­“ λ1 in Rzt0u, the representations piλ and piλ1 are inequivalent.
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Proof. Parts 1 and 2 are easy to check.
For Part 3, one can check by direct computations that (24) defines a unitary representation piλ
of Hn,2 and that its infinitesimal representation coincides with dpiλ.
Clearly each piλ coincides with the characters S Ñ e2piiλS on the centre of the group Hn,2. Hence,
two representations piλ and piλ1 corresponding to different λ ­“ λ1 are inequivalent, and Part 4 is
proved. 
Let us explain how (24) appears by showing that the unique candidate for the representation piλ
of Hn,2 on L
2pHnq – L2pR2n`1q that admits dpiλ as infinitesimal representation is given by (24).
As in Proposition 3.4 (iii) (see also Section 2.2), we see that the restriction of dpiλ to the subal-
gebra RXu1 ‘ . . .‘RXvn ‘RXw – hn coincides with the infinitesimal right regular representation
of Hn on L
2pRnq. Therefore, the restriction of piλ to tpP, 0, 0q | P P R2n`1u is given by the right
regular representation of Hn: `
piλpP, 0, 0qf
˘pXq “ fpX ¨ Pq.
The same argument also yields that such piλ satisfy`
piλp0,Q, 0qf
˘pXq “ e2piiλxQ,XyfpXq,`
piλp0, 0,Sqf
˘pXq “ e2piiλS fpXq.
These equalities together with the group law and, more precisely, Part (1) of Lemma 3.8, imply`
piλpP,Q,Sqf
˘pXq
“ `piλp0,Q` 1
4
ad˚HnpPqpQq, 0qpiλpP, 0, 0qpiλp0, 0,S ` 12 xQ,Pyqf
˘pXq
“ e2piiλxQ` 14ad˚Hn pPqpQq,Xye2piiλpS` 12 xQ,PyqfpX ¨ Pq.
By Lemma 3.8 Part (2), we have
xad˚HnpPqpQq, Xy “ xQ, rX,Psy ,
thus B
Q` 1
4
ad˚HnpPqpQq, X
F
` 1
2
xQ,Py “ xQ, Xy ` 1
4
xQ, rX,Psy ` 1
2
xQ,Py
“
B
Q, X ` 1
2
P ` 1
2
rX, 1
2
Ps
F
“
B
Q, X ¨ p1
2
Pq
F
,
with the convention that the dot product denotes the Heisenberg group law (cf. Section 3.3). Hence,
the unique candidate for piλ is given by (24). Conversely, one checks easily that Formula (24) defines
a unitary representation of Hn,2.
Corollary 3.11. In the exponential coordinates pu, v, w, x, y, z, sq the representation piλ is given by`
piλpu, v, w, x, y, z, sqf
˘pp, q, tq “ e2piiλ`xpx,y,zqt,pp,q,tqty` 12xpx,y,zqt,pu,v,wqty` 14 z ppv´uqq`s˘
ˆ f`p` u, q ` v, t` w ` 1
2
ppv ´ uqq˘.
Hn-MODULATION SPACES 17
Since the family of operators`
piλp0,Q, 0qpiλpP, 0, 0qf
˘pXq “ e2piiλxQ,XyfpX ¨ Pq
may be regarded as the natural candidate of time-frequency shifts on L2pHnq, we will explore their
role more thoroughly from Section 5 on.
4. The Unirreps of Hn,2
In this subsection we will classify all the unitary irreducible representations of the Dynin-Folland
group employing Kirillov’s orbit method. For a description of this method we refer to, e.g. [7].
We will first give a description of the coadjoint orbits of Hn,2. Subsequently, we will construct the
corresponding unirreps. Finally, for each orbit we will have a look at the corresponding jump sets.
4.1. The Coadjoint Orbits. In order to classify the Hn,2-coadjoint orbits, we first we give an
explicit formula for the coadjoint representation Ad˚Hn,2 of Hn,2 on the dual hn˚,2 of its Lie algebra
hn,2. Recall that Ad
˚
Hn,2 is defined by
(25)
@
Ad˚Hn,2pgqF,X
D “ @F,AdHn,2pg´1qXD
for g P Hn,2, X P hn,2 and F P hn˚,2. We denote by
pXu˚1 , . . . , Xu˚n , Xv˚1 , . . . , Xv˚n , Xw˚, Xx˚1 , . . . , Xx˚n , Xy˚1 , . . . , Xy˚n , Xz˚ , Xs˚ q,
the dual standard basis of R2p2n`1q`1. We check readily (cf. [31, Lem 3.11]):
Lemma 4.1. For any X P hn,2 and F P hn˚,2 with
F “ fuXu˚ ` fvXv˚ ` fwXw˚ ` fxXx˚ ` fyXy˚ ` fzXz˚ ` fsXs˚ ,
X “ uXu ` vXv ` wXw ` xXx ` yXy ` zXz ` sXs,
we have
Ad˚Hn,2pexpHn,2pXqqF “
`
fu ` fwv ´ z
2
fy ` fsx` 3
4
fszv
˘
Xu˚
``fv ´ fwu` z
2
fx ` fsy ´ 3
4
fszu
˘
Xv˚
``fw ` fsz˘Xw˚ ` `fx ´ fsu˘Xx˚ ` `fy ´ fsv˘Xy˚
``fz ´ fxv
2
` fyu
2
´ fsw
˘
Xz˚ ` fsXs˚ .
The specific form of the coadjoint action implies that the coadjoint orbits of Hn,2 are all affine
subspaces. This was already indicated in [20]. In the following we provide an explicit description of
the orbits by giving their representatives. Given our convention, we may write RnXx for RXx1 ‘
. . .‘ RXxn and similarly for RnXy, RnXu, RnXv etc.
Proposition 4.2. Every coadjoint orbit of Hn,2 has exactly one representative among the following
elements of hn˚,2:
(Case (1)) fsXs˚ if fs ­“ 0.
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(Case (2)) fwXw˚ ` fxXx˚ ` fyXy˚ ` fzXz˚ if fs “ 0 but fw ­“ 0.
(Case (3)) fuXu˚ ` fvXv˚ ` fxXx˚ ` fyXy˚ if fufy “ fvfx, fs “ fw “ 0 and pfx, fyq ‰ 0 P R2n.
(Case (4)) fuXu˚ ` fvXv˚ ` fzXz˚ if fs “ fw “ 0, fx “ fy “ 0.
All coadjoint orbits except the singletons are affine subspaces of hn˚,2. More precisely, in Case
(1), the orbit of fsXs˚ is the affine hyperplane passing through fsXs˚ given by
Ad˚Hn,2pHn,2qpfsXs˚ q “ fsXs˚ ‘ RnXu˚ ‘ RnXv˚ ‘ RXw˚ ‘ RnXx ‘ RnXy˚ ‘ RXz˚ .(26)
The orbits Ad˚Hn,2pHn,2qpfsXs˚ q, fs P Rzt0u, are the generic coadjoint orbits. They form an open
dense subset of h2˚,n.
In Case (2), the orbits are the 2n-dimensional affine subspaces
Ad˚Hn,2pHn,2qpfwXw˚ ` fxXx˚ ` fyXy˚ ` fzXz˚ q
“ fwXw˚ ` fxXx˚ ` fyXy˚ ` fzXz˚ ` tv˜Xu˚ ` u˜Xv˚ ´ fxv˜ ` fyu˜2fw Xz˚ | u˜, v˜ P R
nu.(27)
In Case (3), the orbits are the 2-dimensional affine subspaces
Ad˚Hn,2pHn,2qpfuXu˚ ` fvXv˚ ` fxXx˚ ` fyXy˚ q
“ fuXu˚ ` fvXv˚ ` fxXx˚ ` fyXy˚ ` Rp´fyXu˚ ` fxXv˚ q ` RXz˚ .(28)
In Case (4), the orbits are the singletons fuXu˚ ` fvXv˚ ` fzXz˚ with fu, fv P Rn, fz P R.
Proof. Case p1q Let F P hn˚,2zt0u with non-vanishing component fs. Then we choose X as in
Lemma 4.1 with z, u, v such that the coordinates of Ad˚Hn,2pexpHn,2 XqpF q in Xw˚, Xx˚ and Xy˚ are
zero, that is,
fw ` fsz “ 0, fx ´ fsu “ fy ´ fsv “ 0,
and we choose w, x, y such that the coordinates in Xz˚ , Xu˚ and Xv˚ are zero, that is,
fz ´ fxv
2
` fyu
2
´ fsw “ 0,
and
0 “ fu ` fwv ´ z
2
fy ` fsx` 3
4
fszv “ fv ´ fwu` z
2
fx ` fsy ´ 3
4
fszu.
Thus, we have obtained Ad˚Hn,2pexppXqqF “ fsXs˚ ; equivalently, the orbit Ad˚Hn,2pHn,2qF de-
scribes the 2p2n ` 1q-dimensional hyperplane through fsXs˚ which is parallel to the subspace
hn,2
˚{RXs˚ .
Case p2q. We assume fs “ 0 but fw ­“ 0, so that we have
Ad˚Hn,2pexpHn,2pXqqF “
`
fu ` fwv ´ 1
2
zfy
˘
Xu˚ `
`
fv ´ fwu` 1
2
zfx
˘
Xv˚
`fwXw˚ ` fxXx˚ ` fyXy˚ `
`
fz ´ 1
2
fxv ` 1
2
fyu
˘
Xz˚ .
We choose u and v such that the coordinates in Xu˚ and Xv˚ vanish, that is,
v :“ 1
fw
p´fu ` 1
2
zfyq and u :“ 1
fw
pfv ` 1
2
zfxq.
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Then the Xz˚ -coordinate of Ad
˚
Hn,2pexpHn,2pXqqF becomes
fz ´ 1
2
fxv ` 1
2
fyu “ fz ` 1
2fw
pfufx ` fvfyq
independently of the other entries w, x, y, z, s of X. Therefore, F 1 :“ fwXw˚` fxXx˚ ` fyXy˚ ` f 1zXz˚
with f 1z :“ fz ` 12fw pfufx ` fvfyq is in the same orbit as F and F 1 is the only element of the orbit
with zero coordinates in Xu˚ and Xv˚ . We choose F
1 as the representative of the coadjoint orbit
that contains F . Similar computations as above, together with setting v˜ :“ fwv ´ z2fy P Rn and
u˜ :“ ´fwu` z2fx P Rn, yield
Ad˚Hn,2pexpHn,2pXqqF 1 “ F 1 ` v˜Xu˚ ` u˜Xv˚ ´
fxv˜ ` fyu˜
2fw
Xz˚ .
This yields the description of the F 1-orbit.
Case (3). We assume fs “ 0 “ fw. Then
Ad˚Hn,2pexpHn,2pXqqF “
`
fu ´ z
2
fy
˘
Xu˚ `
`
fv ` z
2
fx
˘
Xv˚
`fxXx˚ ` fyXy˚ `
`
fz ´ 1
2
fxv ` 1
2
fyu
˘
Xz˚ .
We also assume pfx, fyq ­“ 0. Then we can choose v or u such that the Xz˚ -coordinate vanishes, and
for z “ 0 the u- and v-coordinates fuXu˚ and fvXv˚ , respectively. This means that, in this case,
F and F 1 :“ f 1uXu˚ ` f 1vXv˚ ` fxXx˚ ` fyXy˚ with pf 1u, f 1vq K p´fy, fxq in R2n are in the same orbit.
Furthermore, F 1 is the only element of this orbit with pf 1u, f 1vq K p´fy, fxq. Similar computations
as above, with z˜ :“ z2 P R and a˜ :“ fz ´ 12 fxv ` 12 fyu P R, give
Ad˚Hn,2pexpHn,2pXqqF 1 “ F 1 ´ z˜fyXu˚ ` z˜fxXv˚ ` a˜Xz˚ .
This yields the description of the F 1-orbit.
If fx “ fy “ 0, then F “ fuXu˚ ` fvXv˚ ` fzXz˚ “ Ad˚Hn,2pexpHn,2pXqqF for any X P hn,2. This
corresponds to Case p4q. This concludes the proof of Proposition 4.2. 
4.2. The Unirreps. To begin with, let us show that the representations corresponding to the orbits
of Case p1q via the orbit method coincide with the representations piλ constructed in Section 3.4:
Proposition 4.3. Let fs “ λ P Rzt0u. The representation piλ as defined by (24) is unitarily
equivalent to the unirrep corresponding to the linear form F1 :“ λXs˚ . A maximal (polarising)
subalgebra subordinate to F1 is
l :“ a “ RnXx ‘ RnXy ‘ RXz ‘ RXs.
Proof. One checks easily that the subspace l of hn,2 is a maximal subalgebra subordinate to F1 and
that its corresponding subgroup is
L “ expHn,2plq “ tp0,Q,Sq | Q P R2n`1, S P Ru.
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Let ρF1,L be the character of the subgroup L with infinitesimal character 2piiF1. It is given for any
X “ xXx ` yXy ` zXz ` sXs P l by
ρF1,LpexpHn,2pXqq “ e2piiF1pXq “ e2piiλs,
and also for any p0,Q,Sq P L by
(29) ρF1,Lp0,Q,Sq “ e2piiλS .
In order to define the representation induced by ρF1,L, we consider F0, the space of continuous
functions ϕ : Hn,2 Ñ C that satisfy
(30) ϕp`dHn,2 gq “ ρF1,Lp`qϕpgq, for all ` P L, g P Hn,2,
and whose support modulo L is compact. Let indpρF1,LqHn,2L be the representation induced by ρF1,L
on the group Hn,2 that acts on F0. It may be realised as´`
indpρF1,LqHn,2L pgq
˘
ϕ
¯
pg1q :“ ϕpg1 dHn,2 gq, g, g1 P Hn,2, ϕ P F0.
By Proposition 3.6, the subset tpX, 0, 0q | X P R2n`1u of Hn,2 is a subgroup of Hn,2 which is
isomorphic to the Heisenberg group Hn. Here, we allow ourselves to identify this subgroup with
Hn. Let U denote the restriction map from Hn,2 to Hn, that is,
UpϕqpXq “ ϕpX, 0, 0q
for any scalar function ϕ : Hn,2 Ñ C. Clearly, if ϕ P F0, then Uϕ is in CcpHnq, the space
of continuous functions with compact support on Hn. In fact, a function ϕ P F0 is completely
determined by its restriction to Hn since the Lie algebra of Hn within hn,2 complements l. With
this observation it is easy to check that U is a linear isomorphism from F0 to CcpHnq. Since
CcpHnq is dense in the Hilbert space L2pHnq, the proof will be complete once we have shown that
the induced representation indpρF1,LqHn,2L intertwined with U coincides with the representation piλ
acting on CcpHnq, that is,
(31) @g P Hn,2, @ϕ P F0 U
”
indpρF1,LqHn,2L pgqpϕq
ı
“ piλpgqpUϕq.
Let us prove (31). We fix a function ϕ P F0. By Lemma 3.8 Part (3), we have for g “ pP,Q,Sq
and g1 “ pX, 0, 0q P Hn´`
indpρF1,LqHn,2L pgq
˘
ϕ
¯
pX, 0, 0q “ ϕ `pX, 0, 0q dHn,2 pP,Q,Sq˘
“ ϕ ``dHn,2 pX ¨ P, 0, 0q˘
with
` “
ˆ
0,Q1,S `
B
Q, X ¨ p1
2
Pq
F˙
P L,
for some Q1 P R2n`1. Since ϕ is in F0, it satisfies (30) and we have
ϕ
`
`dHn,2 pX ¨ P, 0, 0q
˘ “ ρF1,Lp`qϕpX ¨ P, 0, 0q
“ e2piiλpS`xQ,X¨p 12PqyqϕpX ¨ P, 0, 0q
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by (29). We recognise
`
piλpgqf
˘pXq with f “ Uϕ due to (24). Therefore, (31) is proved, and the
proof is complete. 
Proceeding as in Proposition 4.3, we can give concrete realisations in L2pRnq and L2pRq of the
unirreps associated with the coadjoint orbits of Cases (2) and (3) in Proposition 4.2 (for a proof
see [31, Prop. 3.15]):
Proposition 4.4. ‚ (Case (2)) Let F2 :“ fwXw˚ ` fxXx˚ ` fyXy˚ ` fzXz˚ P hn˚,2 with fs “ 0 but
fw ­“ 0. A maximal (polarising) subalgebra subordinate to F2 is
l2 :“ RnXv ‘ RXw ‘ RnXx ‘ RnXy ‘
"
z
2fw
fxXu ` zXz | z P R
*
‘ RXs.
The associated unirrep of Hn,2 may be realised as the representation pipfw,fx,fy ,fzq acting unitarily
on L2pRnq via`
pipfw,fx,fy ,fzqpgqψ
˘ pu˜q “ ψpu˜` u´ z
2fw
fxqe2piipwfw`xfx`yfy`zfzq
exppii
B
2u˜` u´ z
2fw
fx, fwv ´ z
2
fy
F
Rn
for g “ pu, v, w, x, y, z, sq P Hn,2, ψ P L2pRnq, and u˜ P Rn.
‚ (Case (3)) Let F3 :“ fuXu˚`fvXv˚ `fxXx˚`fyXy˚ P hn˚,2 with fufy “ fvfx and fs “ fw “ fz “ 0
but pfx, fyq ­“ 0. A maximal (polarising) subalgebra subordinate to F3 is
l3 :“ RnXu ‘ RnXv ‘ RXw ‘ RnXx ‘ RnXy ‘ RXs.
The associated unirrep of Hn,2 may be realised as the representation pipfu,fv ,fx,fyq acting unitarily
on L2pRq by `
pipfu,fv ,fx,fyqpgqψ
˘ pz˜q “ ψpz˜ ` zqe2piipfuu`fvv`fxx`fyyq
exppii
´2z˜ ` z
2
p´fxv ` fyuq
¯
,
for g “ pu, v, w, x, y, z, sq P Hn,2, ψ P L2pRq, and z˜ P R.
By Kirillov’s orbit method [26, 7], Propositions 4.2, 4.3, and 4.4 imply the following classification
of the unitary dual of the Dynin-Folland group:
Theorem 4.5. Any unitary irreducible representation of the Dynin-Folland group Hn,2 is unitarily
equivalent to exactly one of the following representations:
(Case (1)) piλ for λ P Rzt0u, acting on L2pHnq, defined in Proposition 3.10,
(Case (2)) pipfw,fx,fy ,fzq for any fx, fy P Rn, fz P R and fw P Rzt0u, acting on L2pRnq, defined in
Proposition 4.4,
(Case (3)) pipfu,fv ,fx,fyq for any fu, fv, fx, fy P Rn with fufy “ fvfx but pfx, fyq ­“ 0, acting on L2pRq,
defined in Proposition 4.4,
(Case (4)) the characters pipfu,fv ,fzq given for any fu, fv P Rn and fz P R by
pipfu,fv ,fzqpu, . . . , sq “ e2piipufu`vfv`zfzq, pu, . . . , sq P Hn,2.
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4.3. Projective Representations for Hn,2. In this subsection, we give explicit descriptions of
the projective representations of Hn,2.
We first need to discuss the square-integrability of the unirreps of Hn,2 and to describe their
projective kernels. Recall that the projective kernel of a representation is, by definition, the smallest
connected subgroup containing the kernel of the representation.
Theorem 4.6. (i) Every coajoint orbit of Hn,2 is flat in the sense that it is an affine subspace
of hn˚,2. Consequently, every unirrep pi of Hn,2 is square integrable modulo its projective
kernel. Moreover, the projective kernel of pi coincides with the stabiliser subgroup (for the
coadjoint action of Hn,2) of a linear form corresponding to pi.
(ii) The respective projective kernels are the following subgroups of Hn,2:
(Case (1)) RF1 “ expHn,2pRXsq “ ZpHn,2q for the representation piλ,
(Case (2)) RF2 “ expHn,2
`
RXw‘RnXx‘RnXy‘RXz‘RXs
˘
for the representation pipfw,fx,fy ,fzq,
(Case (3)) RF3 “ tpu, v, w, x, y, z, sq P Hn,2 | z “ 0, fxv “ fyuu for the representation pipfu,fv ,fx,fyq,
(Case (4)) RF4 “ Hn,2 for the character pipfu,fv ,fzq.
In Part (ii) above, we used the notation of Propositions 4.3 and 4.4 and Theorem 4.5.
Proof. In Proposition 4.2, we already observed that the coadjoint orbits were affine subspaces. So
Part (i) follows from well-known properties of square integrable unirreps of nilpotent Lie groups,
see Theorems 3.2.3 and 4.5.2 in [7]. Part (ii) is proved by computing the stabiliser of each linear
form F1, . . . , F4 using Lemma 4.1. 
Given a unirrep pi which is square integrable modulo its projective kernel, it is convenient to
quotient it by the projective kernel, in which case we speak of a projective representation and
denote it by pipr. We conclude this subsection by listing the projective unirreps of the Hn,2, which
will give us useful insight.
Corollary 4.7. ‚ (Case (1)) Let λ P Rzt0u. Then the projective representation of Hn,2{RF1
corresponding to piλ is given by`
piprλ pP,Qqψ
˘pXq “ e2piiλxQ,X¨p 12Pqy ψpX ¨ Pq.
‚ (Case (2)) Let fx, fy P Rn, fz P R and fw P Rzt0u. Then the projective representation of Hn,2{RF2
corresponding to pipfw,fx,fy ,fzq is given by´
piprpfw,fx,fy ,fzqpu, vqψ
¯
pu˜q “ e2piifw
`
u˜v`uv
2
˘
ψpu˜` uq.
In particular, it is unitarily equivalent to the projective Schro¨dinger representation of Hn{ZpHnq
of Planck’s constant fw.
‚ (Case (3)) Given fx, fy, fx, fy P Rn with pfx, fyq ‰ 0 P R2n and xp´fy, fxq, pfu, fvqy “ 0, set
λfx,fyXζ˚ :“ ´fxXv˚ ` fyXu˚ for λfx,fy :“ |pfx, fyq|. Then the projective representation of Hn,2{RF3
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corresponding to pipfu,fv ,fx,fyq is given by´
piprpfu,fv ,fx,fyqpz, ζqψ
¯
pz˜q :“
´
piprpfu,fv ,fx,fyqpexppzXz ` ζXζqψ
¯
pz˜Xzq
“e2piiλfx,fy
`
z˜ζ` zζ
2
˘
ψpz˜ ` zq.
In particular, it is unitarily equivalent to the projective Schro¨dinger representation of H1{ZpH1q of
Planck’s constant λfx,fy .
‚ (Case (4)) is trivial.
5. The Heisenberg-Modulation Spaces Ep,qpR2n`1q
In this section we introduce the notion of Heisenberg-modulation spaces, a new class of function
spaces on R2n`1. In analogy to the definition of the classical modulation spaces Mp,qv pRnq, we
employ a specific type of generalised time-frequency shifts, realised in terms of the generic repre-
sentation pi “ pi1 of the Dynin-Folland group Hn,2 discussed in Subsection 3.4. Our approach is
motivated by the following theoretical question: are there any families of generalised time-frequency
shifts such that the coorbit spaces they induce differ from the modulation spaces Mp,qv pRnq? The
rest of the paper is devoted to showing that the answer is yes by constructing the spaces associated
with the projective representations of the Dynin-Folland groups constructed in the previous section.
This section gives a first definition of the spaces and sets the stage for a thorough analysis
and proof of novelty. The first subsection merges the coorbit and decomposition space pictures of
classical modulation spaces and provides a guideline for the analysis. Based on this guideline, the
second subsection offers a first definition of the Heisenberg-modulation spaces.
Convention. Throughout the paper the bracket x . , . yS 1 pRnq denotes the sesqui-linear S
1pRnq-
S pRnq-duality which extends the natural inner product on L2pRnq.
5.1. Merging Perspectives. In this subsection we briefly review some aspects of classical modu-
lation spaces and homogeneous Besov spaces on Rn. For the necessary background in coorbit theory
and decomposition space theory, we refer to Feichtinger and Gro¨chenig’s foundational paper [17] on
coorbit theory and to Feichtinger and Gro¨bner’s foundational paper [15] on decomposition space
theory.
5.1.1. Modulation spaces on Rn defined via the Schro¨dinger representation. It is well known that
given p,q P r1,8q, a weight of polynomial growth v on R2n and any non-vanishing window ψ P
S pRnq, the modulation space Mp,qv pRnq can be defined as the space of all f P S 1pRnq such that
}f}Mp,qv pRnq “
´ż
Rn
´ż
Rn
vpq, pqp
ˇˇˇˇż
Rn
fpxq e´2piipx ψpx` qq dx
ˇˇˇˇp
dq
¯q{p
dp
¯1{q ă 8.(32)
The spaces do not depend on the choice of window ψ P S pRnqzt0u and the typical examples are
vspp, qq “ p1` |p|2 ` |q|2qs{2 and vsppq “ p1` |p|2qs{2. Cf. Gro¨chenig [24, SS 11.1].
A reformulation of the norm (32) in terms of the projective Schro¨dinger representation of Hn
and the mixed-norm Lebesgue space Lp,qv over Hn{ZpHnq – R2n gives access to viewpoints of
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both coorbit theory and decomposition space theory. We realise the Heisenberg group Hn as
the polarised Heisenberg group (see e.g. [19, p. 68]), by employing coordinates we will call split
exponential coordinates for Hn. This means writing a generic element of Hn as`pq, tq, p˘ :“ p0, q, tqpp, 0, 0q “ pp, q, t` 1
2
qpq,
so that, with this notation, the group law of Hn is given by`pq, tq, p˘`pq1, t1q, p1˘ “ `pq ` q1, t` t1 ` pq1q, p` p1˘.
The structure of Hn as the semi-direct product Hn “ Rn`1¸Rn is now more apparent. Accordingly,
we equip Hn with the bi-invariant Haar meausure µHn in split exponential coordinates. This is
precisely the Lebesgue measure dpq, tq dp, which coincides with dt dq dp since ZpHnq “ exppRXtq
is normal in exppRnXq ‘ RXtq.
The representation of Hn induced from the character
χ : exppRXq ` RXtq ď Hn Ñ C :
`pq, tq, 0˘ ÞÑ e2piit,
gives the Schro¨dinger representation defined in Section 2.3. In split exponential coordinates, it is
given by ´
ρ
`pq, tq, p˘ψ¯pxq “ e2piipt`qxq ψpx` pq.
Quotienting by the centre ZpHnq “ exppRXtq, this yields the projective representation´
ρprpq, pqψ
¯
pxq “ e2piiqx ψpx` pq “ pMqTpψqpxq
of Hn{ZpHnq, respectively. Note that the quotient of the Haar measure by the centre equals the
measure dq dp.
We notice that these are the representation and measure used in (32) except for the exchanged
roles of p and q. In fact, the projective representation used in (32) is not ρpr but is related to it
via intertwining with the Fourier transform on Rn. Indeed, setting
(33) qρpr :“ FρprF´1,
a short calculation yields´qρprpq, pqψ¯pxq “ ´F`ρprpq, pqF´1ψ˘¯pxq “ e2piipq e2piipx ψpx` qq.
Therefore, we can view Mp,qv pRnq as the space of all f P S 1pRnq such that
}f}Mp,qv pRnq “
´ż
Rn
´ż
Rn
vpq, pqp
ˇˇˇ
xf, qρprpq, pqψyL2pRnq ˇˇˇp dq¯q{p dp¯1{q ă 8.(34)
This is precisely the definition of modulation spaces in the framework of coorbit theory (cf. Fe-
ichtinger and Gro¨chenig’s foundational papers [16, 17]) once it is observed that S pRnq is a good
enough reservoir of test functions and that the Schro¨dinger representation of the reduced Heisen-
berg group can be replaced by the projective Schro¨dinger representation (cf. Christensen [6] and
Dahlke et al. [11]).
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We can also rewrite (34) in terms of mixed Lebesgue norms as
(35) }f}Mp,qv pRnq “ }xf, qρprψy}Lp,qv pHn{ZpHnqq .
It will be useful in the sequel to consider mixed Lebesgue norms in the following context:
Definition 5.1. Let G be a locally compact group given as the semi-direct product G “ N ¸H of
two groups N and H (so that N is isomorphic to some normal subgroup of G). Let δ : H Ñ R` be
the continuous homomorphism for which we obtain the splitting dµGpn, hq “ δ´1phq dµN pnq dµHphq
(cf. [25, p.9]). Given a weight v on G and p,q P r1,8s, we define the mixed-norm Lebesgue space
Lp,qv pGq :“
 
F : GÑ C | F measurable and }F }Lp,qv pGq ă 8
(
with
}F }Lp,qv pGq :“
´ż
H
´ż
N
vpn, hqp |F pn, hq|p dµN pnq
¯q{p
δ´1phq dµHphq
¯1{q
if p,q ă 8 and the usual modifications otherwise. For Lp,pv pGq we also write LpvpGq since the two
spaces coincide.
In Definition 5.1 we did not specify the type of weights v that we are considering. In the context
of coorbit spaces, it is common to assume v to be w-moderate for a control weight w which renders
Lp,qv pGq a solid two-sided Banach convolution module over L1wpGq.
Remark 5.2. It is well known that the modulation spaces Mp,qv pRnq do not depend on the choice
of window ψ since the norms in (34) or (35) are equivalent for different non-trivial windows (here
Schwartz functions). It is also true that instead of the Schro¨dinger representation ρ we can choose
any member of the family of Schro¨dinger representations ρλ, λ P Rzt0u (see Section 2.4).
5.1.2. Modulation spaces on Rn defined as decomposition spaces. We now have a closer look at
(33) and (34), and highlight fundamental connections between the representation-theoretic coorbit
picture of modulation spaces and the Fourier-analytic decomposition space picture. In terms of
notation, we follow the conventions of [15, 37]. Let us emphasise the fact that, in order to take the
decomposition space-theoretic viewpoint, it is crucial to replace ρpr by qρpr.
We assume that the weight v is a function of the frequency variable p only:
vpq, pq “ vppq.
The modulation space norm with window ψ is equivalent to a decomposition space norm
}f}DpQ ,Lp,`quq “
››››´›››F´1`ϕi pf ˘›››LppRnq¯iPI
››››
`qupIq
(36)
since we have for any f P S pRnq
xf, qρprpq, pqψyL2pRdq “ A pf, ρprpq, pq pψE
L2ppRnq “
`F´1pψp . ` pqFf˘p´qq,
allowing us to use well-known properties of Fourier multipliers. The letter Q in (36) denotes a
well-spread and relatively separated family of compacts tQiuiPI which cover the frequency space
26 V. FISCHER, D. ROTTENSTEINER, AND M. RUZHANSKY
tp P pRnu. Since the Qi can be chosen to be the translates of a fixed set Q along a convenient lattice
Λ ď pRn, one can employ a partition of unity whose constituents ϕi are compactly supported in the
sets Qi in order to estimate the p-integral in (34) from above and below by a weighted `
q-sum of
integrals over the compacts Qi, for which the localised pieces of v can be replaced by an equivalent
discrete weight u “ tupiquiPI .
5.1.3. Besov spaces on Rn. A similar translation of the coorbit picture into an equivalent decom-
position space picture can be applied to wavelet coorbit spaces, such as the homogeneous Besov
spaces 9Bp,qs pRnq and the shearlet coorbit spaces.
A generic, but fixed class of wavelet coorbit spaces is constructed in the following way. Consider
the group G :“ Rn ¸ H, where H is a subgroup of GLpRnq, the so-called dilation group. Its
representation τ acts on L2ppRnq via´
τpx, hqϕ
¯
pξq “ |detphq|1{2 e´2piixξ ϕ`h ξ˘.(37)
Let us define the intertwined representation
qτ :“ FτF´1,
which acts on L2pRnq via ´qτpx, hqψ¯pxq “ |detphq|´1{2 ψph´T y ´ xq.
The square-integrability and irreducibility of qτ is equivalent to H satisfying certain admissibility
conditions. Given a weight v on H, the membership of a distribution f in the coorbit Coqτ pLp,qv pGqq
of Lp,qv pGq under qτ is determined via the norm
}f}Coqτ pLp,qv pGqq “ }xf, qτ ψy}Lp,qv pGq
“
´ż
H
´ż
Rn
vphqp |xf, qτpx, hqψy|p dx¯q{p dh|detphq|¯1{q.
The transition to the equivalent decomposition space norm is performed via a covering of the dual
orbit O “ HT ξ0 Ă pRn, which is an open set of full measure. Here x . , . y denotes the extension of
the L2pRnq-inner product to the space of distributions F´1`D1pOq˘, where DpOq :“ C8c pOq.
The homogeneous Besov spaces 9Bp,qs pRnq, for example, are obtained by choosingH “ R`ˆSOpnq
(cf. Gro¨chenig [23, SS 3.3]). In this case, the isotropic action on Rn induces coverings which
are equivalent to the isotropic dyadic coverings used in the usual decomposition space-theoretic
description of 9Bp,qs pRnq.
While homogeneous Besov spaces have been studied for decades, shearlet coorbit spaces have
been introduced and studied only recently (see e.g., [10, 9]). A general theory for wavelet coorbit
spaces is due to the recent foundational paper Fu¨hr [21]. The equivalence of the two descriptions
for homogeneous Besov spaces had in fact been known before the introduction of decomposition
spaces, whereas the decomposition space-theoretic description in the much harder general case was
established recently by Fu¨hr and Voigtlaender [22]. Note that Fu¨hr and Voigtlaender denote the
quasi-regular representations qτ by pi, whereas qτ was chosen to fit within our narrative.
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5.1.4. Guideline. In the previous paragraphs, we have observed that the standard definitions of
modulation spaces and wavelet coorbit spaces, in particular homogeneous Besov spaces, on Rn are
in each case given as a family of spaces of distributions f on Rn whose norms are defined via
}f} :“ }xf, qσ ϕy}Lp,qv pGq .
More precisely, each family is defined via the Lp,q-norms of the matrix coefficients of a (possibly
projective) square-integrable unitary irreducible group representations qσ of a semi-direct product
G “ N ¸H with N “ Rn in which the exponent q is assigned to the integral over N whereas the
exponent p is assigned to the integral over H. In each case the action of σ :“ F´1qσ F on L2ppRnq
gives access to a decomposition space-theoretic viewpoint.
5.2. A First Definition. In this subsection we give a first definition of Heisenberg-modulation
spaces which is guided by principles we extract from the discussion in the previous subsection.
Accordingly, our first task is to write the Dynin-Folland group as a semi-direct product. For
this, we write the element of the group in split coordinates:
Lemma 5.3. The Dynin-Folland group may be realised as the semi-direct product
Hn,2 “ R2n`2 ¸Hn,
by writing the elements of Hn,2 as products p0,Q,SqdHn,2 pP, 0, 0q. We denote such an element by`pQ,Sq,P˘ :“ p0,Q,Sq dHn,2 pP, 0, 0q.
Then the group law in these coordinates, to which we refer as split exponential coordinates for Hn,2,
is given by`pQ,Sq,P˘dHn,2 `pQ1,S 1q,P 1˘ “ `pQ`Q1 ` 12ad˚HnpPqpQ1q,S ` S 1 ` @P,Q1Dq,P ¨ P 1˘.
The generic representation piλ, λ P Rzt0u, realised in split exponential coordinates and acting on
L2pHnq is given by ´
piλ
`pQ,Sq,P˘ψ¯pXq “ e2piiλpS`xQ,Xyq ψpX ¨ Pq.
The corresponding projective representation is given by´
piprλ pQ,Pqψ
¯
pXq “ e2piiλxQ,Xy ψpX ¨ Pq.
Moreover, the Haar measure µHn,2 in split exponential coordinates is given by dµHn,2
`pQ,Sq,P˘ “
dS dQ dP.
Proof. The group law in split exponential coordinates follows from direct computations.
As in Proposition 4.3, we obtain the unirrep piλ by induction from the character ρF,L :
`pQ,Sq, 0˘ ÞÑ
e2piiλS ; the critical ingredient is the product`p0, 0q, X˘dHn,2 `pQ,Sq,P˘ “ `pQ` 12ad˚HnpXqpQq,S ` xX,Qyq, X ¨ P˘,
from which the expression for the representation piλ follows right away. The projective representa-
tion is obtained by quotienting the centre as in Corollary 4.7.
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The Haar measure factors as dµR2n`2pQ,Sq dµR2n`2pPq “ dpQ,Sq dP, the product of the Haar
measures in exponential coordinates of R2n`2 and Hn, respectively. This is owed to fact that
because of the semi-direct product structure a cross-section for the quotient R2n`2zHn,2 – Hn can
be given in exponential coordinates (cf. [7, p. 23 Rem. 3]); finally, the central coordinate S can be
split off again for the same reason. 
We now consider the representation pi “ pi1 and its projective representation pipr “ pipr1 , see
Lemma 5.3 above. Intertwining with the p2n` 1q-dimensional Euclidean Fourier transform F , we
define the projective representation
qpipr :“ F´1 pipr F .
One checks readily that it acts on L2pR2n`1q via´qpiprpQ,Pqψ¯pXq “ e2piixQ´P,Xyψ´X ` ad˚pPqX¯.
We recall that the Schwartz space S pR2n`1q coincides with the space of smooth vectors of qpi, which
we consider a reasonably good choice of test functions for our first definition.
Definition 5.4. Let p,q P r1,8s and let ψ P S pR2n`1q. We define the space Ep,qpR2n`1q by
Ep,qpR2n`1q :“  f P S 1pR2n`1q | }f}Ep,qpR2n`1q ă 8(
with
}f}Ep,qpR2n`1q :“ }xf, qpiprψy}Lp,qv pHn,2{ZpHn,2qq .
We refer to the spaces Ep,qpR2n`1q as Heisenberg-modulation spaces or Hn-modulation spaces.
The name of these spaces is motivated by the Heisenberg-type of frequency shifts piprp0,Pq,P P
Hn, we indirectly make use of. The letter ‘E’ for the notation is generic and stands for ‘espace’ or
‘espacio’.
More explicitly, the Hn-modulation space norm is given by:
}f}Ep,qpR2n`1q :“
˜ż
Hn
ˆż
R2n`1
ˇˇˇ
xf, qpiprpQ,PqψyS 1 pHnq ˇˇˇp dQ˙q{p dP
¸1{q
“
˜ż
Hn
ˆż
R2n`1
ˇˇˇˇż
R2n`1
fpXqe´2piixQ´P,Xyψ
´
X ` ad˚pPqX
¯
dX
ˇˇˇˇp
dQ
˙q{p
dP
¸1{q
if p,q ă 8 and the usual modifications otherwise.
In the last two sections of this paper we develop a decomposition space-theoretic picture and a
coorbit-theoretic picture of the spaces Ep,qpR2n`1q. Let us mention two aspects of the following
results. Firstly, this will imply (see Section 7.2) that, as in Rn (see Remark 5.2), the specific choice
of piλ “ pi1 “ pi for λ “ 1 is unnecessary, and that distinct non-vanishing windows ψ will give
equivalent norms. Secondly, by building upon recent deep results in decomposition space theory by
Voigtlaender [37], our descriptions will lead to a conclusive comparison of the spaces Ep,qpR2n`1q
with modulation spaces and Besov spaces on R2n`1 in the final subsection.
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6. The Decomposition Spaces E˜p,qs pR2n`1q
In this section we introduce a new class of decomposition spaces. For the sake of brevity, we
abstain from recalling the essentials of decomposition space theory and instead refer to Feichtinger
and Gro¨bner’s foundational paper [15] and Voigtlaender’s recent opus magnum [37]. As their
notations and conventions differ very little, we will adhere to the more recent account [37].
In analogy to the frequently used weights
vsppq :“ p1` |p|2qs{2, s P R,(38)
in modulation space theory, we define weights on Hn whose polynomial growth is controlled by
powers of the homogeneous Cygan-Koranyi quasi-norm
| |Hn : Hn Ñ r0,8q,
pp, q, tq ÞÑ
´
p|p|2 ` |q|2q2 ` 16t2
¯1{4
.
Like every quasi-norm it is continuous, homogeneous of degree 1 with respect to the natural dilations
on Hn, symmetric with respect to X ÞÑ X´1 and definite, i.e. |X| “ 0 if and only if |X| “ 0. The
fact that this quasi-norm is sub-additive, thus in fact a norm, was first proved in Cygan [8]. For
more details on quasi-norms we refer to the monograph Fischer and Ruzhansky [18, SS 3.1.6].
Definition 6.1. For s P R we define the weight vHns by
vHns : Hn Ñ p0,8q,
vHns pPq :“ p1` |P|4Hnqs{4.
Since any two quasi-norms on Hn are equivalent, different choices of quasi-norm in Definition 6.1
yield equivalent weights vHns .
To arrive at an admissible covering ofO “ pR2n`1 and a convenient L1pR2n`1q-bounded admissible
partition of unity (BAPU), we make use of a discrete subgroup Γ ď Hn.
We define
(39) Γ :“ expHn
´
tpa, b, cq P pR2n`1 | a, b P p2Zqn, c P 2Zu¯.
It is well known (see e.g. [7, SS 5.4]) that Γ is a lattice subgroup of Hn in the sense that it is discrete
and cocompact in Hn and that tpa, b, cq P Z2n`1 | a, b P p2Zqn, c P 2Zu is an additive subgroup of
hn. Furthermore, its fundamental domain is
Σ :“ expHn
´
r0, 2q2n`1
¯
.
Let us construct an admissible covering with subordinate BAPU around this lattice:
Proposition 6.2. Let Γ be the lattice as above in (39). For a chosen ε P p0, 12q, we fix a non-
negative smooth function ϑ˜ supported inside P :“ p´ε, 2 ` εq2n`1 Ď pR2n`1 which equals 1 on
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p´ ε2 , 2` ε2q2n`1 and set
ϑ˜γpΞq :“ ϑ˜pΞ ¨ γ´1q as well as ϑγ :“ ϑ˜γ{p
ÿ
γ1PΓ
ϑ˜γ1q.
Finally, for s P R we define uHns :“ tuHns pγquγPΓ by uHns pγq :“ vHns pγq. Then
(i) P :“ tP ¨ γuγPZ2n`1 is a structured covering of O :“ pR2n`1.
(ii) Θ :“ tϑγuγPΓ is an L1-BAPU subordinate to P with supppϑγq Ă P ¨ γ for all γ P Γ.
(iii) The weight uHns is P-moderate and we have for all γ P Γ and Ξ P Pγ:
uHns pγq — vHns pΞq —
ż
Pγ
vHns pΞ1q dΞ1.
In the proof of Proposition 6.2 and other arguments, we will use the following observation.
Lemma 6.3. The Hn-group multiplication can be expressed by affine linear maps:
Ξ ¨ γ “
¨˚
˝ ξ ` aω ` b
τ ` c` 12pξb´ ωaq
‹˛‚“
¨˚
˝ 1 0 00 1 0
1
2b ´12a 1
‹˛‚
¨˚
˝ξω
τ
‹˛‚`
¨˚
˝ab
c
‹˛‚“: Tγ Ξ` γ(40)
for any Ξ “ pξ, ω, τq and γ “ pa, b, cq in Hn. The p2n ` 1q ˆ p2n ` 1q matrix Tγ has determinant
1. We also have
T´1γ “ Tγ´1 “ T´γ , and TγTγ1 “ Tγ`γ1 “ Tγ¨γ1 .
Lemma 6.3 follows from easy computations left to the reader.
Proof of Proposition 6.2 Part (i). Since Γ is a lattice subgroup with
Σ ¨ γ Ă Pγ :“ P ¨ γ,
the family of non-empty, relatively compact, connected, open sets P constitutes a covering of O.
If Pγ X Pγ1 ‰ H, then there exist Ξ,Ξ1 P P such that Ξ ¨ γ “ Ξ1 ¨ γ1. The equality
ˇˇ
Ξ1´1 ¨ Ξ
ˇˇ
Hn
“ˇˇ
γ1 ¨ γ´1
ˇˇ
Hn
yields the estimateˇˇ
γ1 ¨ γ´1
ˇˇ
Hn
ď max
Ξ,Ξ1PP
ˇˇ
Ξ1´1 ¨ Ξ
ˇˇ
Hn
ď 2 max
ΞPP |Ξ|Hn ď 2
`
4p2` εq4 ` 16p2` εq2˘1{4 ď 9.
So for a fixed γ there are only finitely many γ1 P Γ with ˇˇγ1 ¨ γ´1 ˇˇ
Hn
ď 9 and the argument is
independent of γ. Therefore, the following supremum is finite:
NP :“ sup
γPΓ
|γ˚| ă 8 where γ˚ :“ tγ1 P Γ | Pγ X Pγ1 ‰ Hu,
and the covering is admissible.
The same argument gives an admissible covering for the open set p´ ε2 , 2` ε2q2n`1 Ď P .
Lemma 6.3 easily implies that supγPΓ supγ1Pγ˚
››T´1γ Tγ1›› ă 8, and this shows that P is a struc-
tured covering of O “ pR2n`1. 
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Proof of Proposition 6.2 Part (ii). Since the conditions piq - piiiq from [37, Def. 3.5] follow from
the construction of Θ, we only have to show the condition pviq, that is, the uniform bound
on the Fourier-Lebesgue norm
››F´1ϑγ››L1pR2n`1q. The latter follows from ››F´1ϑγ››L1pR2n`1q “››F´1ϑ0››L1pR2n`1q, which holds since the group multiplication is given by an affine transformation
with determinant 1, see Lemma 6.3. 
Proof of Proposition 6.2 Part (iii). Part (iii) follows easily from the triangle inequality for the
Cygan-Koranyi norm and the compactness of P . 
Our new class of decomposition spaces is defined by the above ingredients.
Definition 6.4. Let P be the admissible covering of pR2n`1 with BAPU Θ defined by Proposi-
tion 6.2. Then for p,q P r1,8s and s P R we denote the decomposition space DpP , Lp, `q
uHns
q by
E˜p,qs pR2n`1q. For E˜p,ps pR2n`1q we may also write E˜ps pR2n`1q.
Figure 1. Detail of the Lattice Subgroup Γ of H1 – R3.
7. The Coorbit Spaces Ep,qs pR2n`1q
In this final section we study the coorbit spaces derived from the projective representations of
the Dynin-Folland group Hn,2. In the first subsection we characterise the coorbits E
p,q
s pR2n`1q
derived from the generic representation and observe that the Hn-modulation spaces coincide with
the unweighted coorbits Ep,q0 pR2n`1q. In the second subsection we give a complete classification
and characterisation of the coorbits related to Hn,2. In the third subsection we provide a conclusive
comparison of the coorbits Ep,qs pR2n`1q with the classical modulation spaces and Besov spaces on
R2n`1. The comparison is based on Voigtlaender’s decomposition space paper [37].
Proceeding as in Section 6, we abstain from recalling the basics of coorbit theory and instead
refer to Feichtinger and Gro¨chenig’s foundational paper [17] as well as Gro¨chenig’s paper [23].
7.1. The Generic Coorbits Related to Hn,2. In this subsection we define the generic coor-
bit spaces under the projective representation qpipr of the Dynin-Folland group Hn,2 and state a
decomposition space-theoretic characterisation.
Lemma 7.1. For the weights vHns , s P R, on Hn from Definition 6.1 we have the following:
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(i) If s P r0,8q, then vHns is submultplicative.
(ii) If s P p´8, 0q, then vHns is vHn´s -moderate.
(iii) The extensions of vHns to Hn,2 and Hn,2{ZpHn,2q, which we also denote by vHns , satisfy (i)
and (ii) for the respective (quotient) group structures.
Let vHns1 be v
Hn
s2 -moderate for s1, s2 P R. Then for every p,q P R the space Lp,qvHns1 pHn,2{ZpHn,2qq is
an L1
vHns2
pHn,2{ZpHn,2qq-Banach convolution module.
Proof. Since for the Hn,2-Haar measure in split-exponential coordinates δ “ 1, the proofs are
identical to the proofs of the standard Euclidean statements in [24], Lemmas 11.1 and 11.2. 
Definition 7.2 (The Generic Coorbits). Let s P R, p,q P r1,8s and let qpipr be the projective
representation of the Dynin-Folland group Hn,2 from Subsection 5.2. We define the generic coorbit
space related to Hn,2 by
Ep,qs pR2n`1q :“ Coqpipr´Lp,qvHns pHn,2{ZpHn,2qq¯ :“ Coqpipr´Lp,qvHns pRd ¸Hn{ exppRXsqq¯.
We can announce our first main theorem.
Theorem 7.3. Let p,q P r1,8s. The case s “ 0 of the coorbit spaces Ep,qs pR2n`1q from Defini-
tion 7.2 coincides with the space Ep,qpR2n`1q from Definition 5.4:
Ep,q0 pR2n`1q “ Ep,qpR2n`1q.
For any s P R, the coorbit space Ep,qs pR2n`1q coincides with the decomposition space E˜p,qs pR2n`1q
from Definition 6.4:
Ep,qs pR2n`1q “ E˜p,qs pR2n`1q.
Moreover, Definition 7.2 and, a fortiori, Definition 5.4, do not depend on the specific choices of
representation qpiprλ , λ P Rzt0u, window ψ P S pR2n`1qzt0u, and quasi-norm | . |Hn.
The proof will be a consequence of Proposition 7.4 Case (1). An essential step in the proof is
to show that for every s P R the space S pR2n`1q can be taken as the space of windows ψ and
its topological dual S
1pHnq – S 1pR2n`1q is a sufficiently large reservoir of distributions for the
coorbit-theoretic definition of Ep,qs pR2n`1q.
7.2. A Classification of the Coorbits Related to Hn,2. We recall that by [17, Thm. 4.8 (i)] two
coorbits are isometrically isomorphic if the defining representations are unitarily equivalent. This is
important because Proposition 7.4, which classifies the coorbit spaces related to the Dynin-Folland
group according to the projective unirreps of Hn,2, also provides decomposition space-theoretic
characterisations of the coorbits. As a consquence, these characterisations permit a conclusive
comparison of the spaces with classical modulation spaces and Besov spaces via the decomposition
space-theoretic machinery developed in [37].
Proposition 7.4. Let p,q P r1,8s and s P R. Let vs and vHns be defined as in (38) and Def-
inition 6.1, respectively. Let piprλ be the projective representation of Hn,2 from Lemma 5.3 and
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set qpiprλ :“ F´1 piprλ F for the p2n ` 1q-dimensional Euclidean Fourier transform F . Moreover, let
E˜p,qs pR2n`1q and Ep,qs pR2n`1q be defined as in Definition 6.4 and Definition 7.2. Then, up to iso-
metric isomorphisms, we have the following classification and characterisations of coorbits of Lp,q
under the projective unitary irreducible representations of the Dynin-Folland group Hn,2:
Case (1) For piprλ we have
Coqpiprλ
´
Lp,q
vHns
pHn,2{ZpHn,2qq
¯
“ Ep,qs pR2n`1q “ E˜p,qs pR2n`1q.
Case (2) For piprpfw,fx,fy ,fzq we have
Coqpiprpfw,fx,fy,fzq
´
Lp,qvs pHn{ZpHnqq
¯
“ Coqρprfw
´
Lp,qvs pHn{ZpHnqq
¯
“Mp,qvs pRnq.
Case (3) For piprpfu,fv ,fx,fyq we have
Coqpiprpfu,fv,fx,fyq
´
Lp,qvs pH1{ZpH1qq
¯
“ Coqρprλfx,fy
´
Lp,qvs pH1{ZpH1qq
¯
“Mp,qvs pRq.
Proof. Case p1q To prove the assertion, we only need to prove Coqpiprλ
´
Lp,q
vHns
pHn,2{ZpHn,2qq
¯
“
E˜p,qs pR2n`1q for an arbitrary but fixed λ P Rzt0u.
To prove the equality, we show the equivalence of the norms of Coqpiprλ
´
Lp,q
vHns
pHn,2{ZpHn,2qq
¯
and
E˜p,qs pR2n`1q. Our line of arguments will be very close to the argument which proves the equivalence
of the coorbit space and decomposition spaces norms of the modulation spaces Mp,qvs pR2n`1q. Since
the latter is very well known, we keep our reasoning brief. To start with, we first show that for a
weight w which renders vHns w-moderate the space S pR2n`1q is a subset of the space of analysing
vectors Aqpiprλ ,w, the standard space of windows in coorbit theory, and of Coqpiprλ
´
L1wpHn,2{ZpHn,2qq
¯
,
the standard space of test functions in coorbit theory. By combining Lemma 7.1 (i) and (ii), vHns
is vHn|s| -moderate, which makes v
Hn
|s| a natural choice of control weight w. Moreover, for the voice
transform Vψpfq “
@
ψ, qpiprλ pQ,PqψD the formal computation
Vxψ2pxψ1q “ Axψ1, piprλ pQ,Pqxψ2EL2ppR2n`1q “
ż
pR2n`1 xψ1pΞq e2piiλxQ,Xyxψ2pΞ ¨ Pq dΞ
implies that the map V : L2pR2n`1q b L2pR2n`1q Ñ L2pR4n`2q : pxψ1,xψ2q ÞÑ Vxψ2pxψ1q extends
to a map V˜ defined on L2pR4n`2q – L2pR2n`1q b L2pR2n`1q. Given as the composition of the
unitary coordinate transform pT F qpP,Ξq :“ F pP,Ξ ¨Pq, F P L2pR4n`2q, and the partial p2n` 1q-
dimensional Euclidean Fourier transform in the second variable, V˜ itself is unitary. Clearly, it maps
S pR4n`2q onto itself, hence V maps S pR2n`1qˆS pR2n`1q into S pR4n`2q. So, for ψ P S pR2n`1q
the function
V pψp pψq “ Apψ, piprλ pQ,Pq pψEL2ppR2n`1q “ @ψ, qpiprλ pQ,PqψDL2pR2n`1q
has finite Lp,q
vHns
pHn,2{ZpHn,2qq-norm for every s P R and p,q P r1,8s, i.e.
S pR2n`1q Ď Coqpiprλ
´
Lp,q
vHns
pHn,2{ZpHn,2qq
¯
. In particular, S pR2n`1q is a subset of Aqpiprλ ,w and
Coqpiprλ
´
L1wpHn,2{ZpHn,2qq
¯
. Consequently,S
1pR2n`1q is a superset of Coqpiprλ
´
L8wpHn,2{ZpHn,2qq
¯
“
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Coqpiprλ
´
L8
vHn´|s|
pHn,2{ZpHn,2qq
¯
, the corresponding natural space of distributions, and we obtain the
equivalent identification
Coqpiprλ
´
Lp,q
vHns
pHn,2{ZpHn,2qq
¯
“
!
f P S 1pR2n`1q | Vψpfq P Lp,q
vHns
pHn,2{ZpHn,2qq
)
for an arbitrary but fixed window ψ P S pR2n`1q. Hence Definition 5.4 is included in Definition 7.2.
As a consequence, we may compute the coorbit space norm with respect to a window ψ P
S pR2n`1q such that its Fourier transform pψ :“ ϑ is a non-negative function supported inside
P “ p´ε, 2` εq2n`1 which equals 1 on p´3ε4 , 2` 3ε4 q2n`1. Hence, ϑ “ ϑ “ pψ, and for f P S pR2n`1q
we compute
}f}q
Coqpipr
λ
pLp,q
v
Hn
s
q “
ż
R2n`1
´ż
R2n`1
vHns pPqp
ˇˇˇˇż
pR2n`1 pfpΞq e´2piiλxQ,Ξy pψpΞ ¨ Pq dΞ
ˇˇˇˇp
dQ
¯q{p
dP
“
ÿ
γPΓ
ż
Σ¨γ
vHns pPqq
´ż
R2n`1
ˇˇˇˇż
pR2n`1 pfpΞq e´2piiλxQ,Ξy ϑpΞ ¨ Pq dΞ
ˇˇˇˇp
dQ
¯q{p
dP.
To estimate }f}q
Coqpipr
λ
pLp,q
v
Hn
s
q from above, we apply toż
pR2n`1 pfpΞq e´2piiλxQ,Ξy ϑpΞ ¨ Pq dΞ “
´
F´1` pf piprλ p0,Pqϑ˘¯p´λQq(41)
the change of variables Q ÞÑ ´λQ, which produces a factor |λ|´ 2n`1p in the coorbit norm. For
general f P S 1pR2n`1q we have to extend the integral representation (41) toA pf, piprλ pQ,PqϑES 1ppR2n`1q “ ´F´1` pf piprλ p0,Pqϑ˘¯p´λQq
by duality. Now, an application of Young’s convolution inequality yields the crucial estimate›››F´1` pf piprλ p0,Pqϑ˘›››
LppR2n`1q
ď
ÿ
γ1Pγ˚˚
››F´1`piprλ p0,Pqϑ˘››L1pR2n`1q ›››F´1`ϑγ pf ˘›››LppR2n`1q .(42)
The first factor is bounded by››F´1`piprλ p0,Pqϑ˘››L1pR2n`1q “ ››F´1ϑ››L1pR2n`1q ă 8(43)
for the following reason: to´
F´1`piprλ p0,Pqϑ˘¯pXq “ żpR2n`1 e2piixX,Ξy ϑpΞ ¨ Pq dΞ
with X “ pp, q, tq and P “ pu, v, wq we apply the change of variables Ξ ÞÑ Ξ˜ :“ Ξ ¨P. By rewritingA
X, Ξ˜ ¨ P´1
E
“
B
X, Ξ˜´ P ´ 1
2
rΞ˜,Ps
F
“ ´xX,Py `
A
X ´ ad˚pPqpXq, Ξ˜
E
“ ´ @pp, q, tqT , pu, v, wqTD`Bpp´ 1
2
tv, λq ` 1
2
tu, tqT , Ξ˜
F
,
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we obtain´
F´1`piprλ p0,Pqϑ˘¯pp, q, tq “ e´2piiλxpp,q,tqT ,pu,v,wqT y `F´1ϑ˘pp´ 12 tv, q ` 12 tu, tq
and, since pp, q, tq ÞÑ pp´ 12 tv, q ` 12 tu, tq is measure-preserving, also (43).
If we then use (42) and uHns pγq —
ş
Pγ
vHns pP˜q dP˜ with constant Cs, we get
}f}q
Coqpipr
λ
pLp,q
v
Hn
s
q ď NP Cq |λ|´
p2n`1qq
p
››F´1ϑ››q
L1pR2n`1q
ÿ
γPΓ
›››F´1`ϑγ pf ˘›››q
LppR2n`1q
Cqs u
Hn
s pγqq,
thus for some C2 ą 0 the estimate
}f}Coqpipr
λ
pLp,q
v
Hn
s
q ď C2
››››´›››F´1`ϑγ pf ˘›››LppRdq¯γPΓ
››››
`q
u
Hn
s
“ C2 }f}E˜p,qs pR2n`1q .
For the estimate from below we notice that for γ P Γ and P P Σ ¨ γ the function Ξ ÞÑ ϑpΞ ¨ Pq
equals 1 on supppϑγq Ě Σ ¨ γ. By Young’s convolution inequality we get›››F´1`ϑγ pf ˘›››
LppR2n`1q
ď CP,Θ,p
›››F´1` pf piprλ p0,Pqϑ˘›››
LppR2n`1q
and thereforeÿ
γPΓ
uHns pγqq
›››F´1`ϑγ pf ˘›››q
LppR2n`1q
ď C´qs CqP,Θ,p |λ|
p2n`1qq
p }f}q
Coqpipr
λ
pLp,q
v
Hn
s
q .
Equivalently, there exists some C1 ą 0 such that
C1 }f}E˜p,qs pR2n`1q “ C1
››››´›››F´1`ϑγ pf ˘›››LppR2n`1q¯γPΓ
››››
`q
u
Hn
s
ď }f}Coqpipr
λ
pLp,q
v
Hn
s
q .
Thus, the two norms are equivalent and independent of λ P Rzt0u. This proves Case p1q.
Case p2q and Case p3q are almost immediate since by Corollary 4.7 the projective representa-
tions piprpfw,fx,fy ,fzq and pi
pr
pfu,fv ,fx,fyq coincide with the projective Schro¨dinger representations ρ
pr
fw
and
ρprλfx,fy
with parameters λ “ fw and λ “ λfx,fy , respectively. Now, it is well known that also for
λ ‰ 1 one has Coqρprλ
´
Lp,qvs pHn{ZpHnqq
¯
“Mp,qvs pRnq. One either argues as in Case (1) or uses the
fact that each ρλ can be obtained from ρ “ ρ1 by dilation along the central variable t. This proves
the Cases p2q and p3q, and we are done. 
The following corollary follows from an application of the embedding theorem for decomposition
spaces [37, Corollary 7.3].
Corollary 7.5. For 1 ď p1 ď p2 ď 8, 1 ď q1 ď q2 ď 8 and ´8 ă s2 ď s1 ă 8, we have
Ep1,q1s1 pR2n`1q ãÑ Ep2,q2s2 pR2n`1q.
Proof. Let Tγ be defined by (40) in Lemma 6.3. Since detpTγq “ 1 for all γ P Γ, s2 ´ s1 ď 0, and
q1
q2
ď 1 implies pq1q2 q1 “ 8 according to Voigtlaender’s convention, we get
K “
›››››´|detpTγq| 1p1´ 1p2 uHn2 pγquHn1 pγq
¯
γPΓ
›››››
`q2¨pq1{q2q1
“
››››´p1` |γ|4Hnqs2´s1¯γPΓ
››››
`8
ă 8
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and may therefore apply [37, Corollary 7.3]. 
7.3. The Novelty of Ep,qs pR2n`1q. In this subsection we prove the second main result of our
paper. To be precise, we prove that the spaces Ep,qs pR2n`1q form a hitherto unknown class of
function spaces on R2n`1, distinct from classical modulation spaces and homogeneous as well as
inhomogeneous Besov spaces.
Our proof is built on the classification by Proposition 7.4 and novel results in decomposition
space theory by Voigtlaender. In his thesis [38] and the subsequent preprint [37], Voigtlaender has
developed a powerful machinery for comparing decomposition spaces in terms of the geometries
of the corresponding underlying coverings Q. While numerous previous papers focused on case-
based results (such as partially sharp embeddings between modulation spaces, Besov spaces, and
their geometric intermediates, the so-called α-modulation spaces; cf. [36, 32, 30, 5, 35, 34, 33,
27]), Voigtlaender’s work provides an extensive collection of necessary and sufficient conditions for
embeddings and coincidences of decomposition spaces.
The proof of the following theorem is based on Voigtlaender [37], Theorems 6.9, Theorem 6.9 1⁄2,
Lemma 6.10, and Theorem 7.4.
Theorem 7.6. Let p1,q1,p2,q2 P r1,8s and s1, s2 P R. Excluding the case when pp1,q1q “
p2, 2q “ pp2,q2q and s1 “ 0 “ s2, we have
Ep1,q1s1 pR2n`1q ‰
$’&’%
Mp2,q2vs2 pR2n`1q,
Bp2,q2s2 pR2n`1q,
9Bp2,q2s2 pR2n`1q.
(44)
This holds true in particular if pp1,q1q ‰ pp2,q2q or s1 ‰ s2.
If pp1,q1q “ p2, 2q “ pp2,q2q and s1 “ 0 “ s2, the spaces coincide with L2pR2n`1q.
Proof. To prove (44), we proceed by contradiction for all three pairs of spaces from top to bottom.
Let us mention that the upper two cases make use of [37, Thm. 6.9] and [37, Lem. 6.10], whereas as
the third case makes use of [37, Thm. 6.9 1⁄2]. The unweighted L2-case pp1,q1q “ p2, 2q “ pp2,q2q
and s1 “ 0 “ s2 follows from an application of Pythagoras’s theorem or [37, Lem. 6.10].
1) Ep1,q1s1 pR2n`1q ‰ Mp2,q2vs2 pR2n`1q: To begin with, we recall that Mp2,q2vs2 pR2n`1q can be char-
acterised as the decomposition space DpQ, Lp2 , `q2us2 q of frequency domain O2 “ pR2n`1, cov-
ering Q :“ tQkukPp2Zqd with Qk :“ Q ` k :“ p´ε, 2 ` εqd ` k and ε P p0, 12q, and weight
us2pkq :“ p1` |k|2qs2{2. The precise choice of covering will become clear from the proof.
Now, let pp1,q1q ‰ p2, 2q. If pp1,q1q ‰ pp2,q2q, the spaces cannot coincide by [37, Thm. 6.9],
and we are done. If pp1,q1q “ pp2,q2q ‰ p2, 2q, then by the same theorem they coincide only if the
respective frequency coverings which define the spaces are weakly equivalent. In the following we
will show that they are not. To be precise, we will show that neither P is almost subordinate to
Q nor vice versa. Since both coverings are open and connected, it suffices to show
NpP,Qq “ supγPΓ
ˇˇtk P p2Zq2n`1 | Pγ XQk ‰ Huˇˇ “ 8 and
NpQ,Pq “ supkPp2Zq2n`1 |tγ P Γ | Pγ XQk ‰ Hu| “ 8.
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To show NpP,Qq “ 8, we observe that P “ Q implies that the set P intersects as many neigh-
bouring Qk as Q and
|tk P Z | P XQk ‰ Hu| “ |tk P Z | QXQk ‰ Hu| “ 32n`1.
On the other hand, we consider the cube r0, 2s2n`1 Ă P “ Q and the edge E which connects
the origin with expp2Xp1q “ p2, 0, . . . , 0q. Now, choose γ :“ p0, b, 0q :“ exppb1Xq1q P Γ, i.e. with
b “ pb1, 0, . . . , 0q P p2Zqn, and consider the paralleleppiped r0, 2s2n`1 ¨ γ and the edge E ¨ γ. Since
the origin is mapped to γ and expp2Xp1q “ p2, 0, . . . , 0q is mapped to expp2Xp1 ` b1Xq1 ` 2b1Xtq “
p2, 0, . . . , 0, b1, 0, . . . , 0, 2b1q, the edge E ¨ γ intersects at least b1-many Qk (in the the Xt-direction).
As b1 P p2Zq was arbitrary, this implies NpP,Qq “ 8.
To show NpQ,Pq “ 8, we observe that the maps Tγ from (40) in the proof of Proposition 6.2
are volume-preserving, so the sets Pγ become more and more elongated as |b1| Ñ 8. A growing
number of sets Pγ are therefore required to cover one set Q ` p0, b, 0q for large |b1|, which proves
our claim.
We have therefore produced a contradiction to [37, Thm. 6.9], hence the spaces cannot coincide
under the assumption pp1,q1q “ pp2,q2q ‰ p2, 2q.
Thus, suppose s1 or s2 is different from zero and, without loss of generality, pp1,q1q “ pp2,q2q “
p2, 2q. If the two Hilbert spaces coincide, then by [37, Lem. 6.10] we have uHnpγq — upkq whenever
Pγ X Qk ‰ H. Since the weights are obviously not equivalent as |γ| Ñ 8, the spaces cannot
coincide. This proves the first case.
2) Ep1,q1s1 pR2n`1q ‰ Bp2,q2s2 pR2n`1q: To begin with, we recall that the inhomogeneous Besov
space Bp2,q2s2 pR2n`1q can be characterised as the decomposition space DpB , Lp2 , `q2uDs2 q of frequency
domain O2 “ pR2n`1, covering B :“ tBkukPN0 with
Bk :“
#
B2k`2p0qzB2k´2p0q if k P N,
B4p0q if k “ 0,
and weight uDs :“ t2skukPN0 . (See, e.g. [37, Def. 9.9].)
Our line of arguments is the same as in 1). If pp1,q1q ‰ p2, 2q or pp2,q2q ‰ p2, 2q, then by
the same argument we only need to consider pp1,q1q “ pp2,q2q ‰ p2, 2q and show that P and B
are not weakly equivalent. To be precise, we show that P is almost subordinate but not weakly
equivalent to B. To this end, note that supΞPPγ |Ξ| grows at most linearly in γ (for γ varying
only in the Xt-direction it stays constant), while supΞPBk |Ξ| grows exponentially in k. So, while
for small |γ| the sets Pγ intersect a bounded finite number of Bk and vice versa, for large |γ| we
have |Kγ | :“ |tk P N0 | Pγ XQk ‰ Hu| “ 1 or 2, whereas |Γk| :“ |tγ P Γ | Pγ XQk ‰ Hu| Ñ 8 as
|k| Ñ 8. Thus, NpP,Bq ă 8 and NpB,Pq “ 8. Hence, P is not weakly equivalent to B,
but since both coverings are open and connected, P is almost subordinate B (cf. [15, Prop. 3.6]).
Thus, the spaces cannot coincide by [37, Thm. 6.9].
Thus, if s1 or s2 is different from zero and, without loss of generality, pp1,q1q “ pp2,q2q “ p2, 2q,
then by [37, Lem. 6.10] the two Hilbert spaces coincide only if uHns1 — uDs2 . However, since this is
never the case, the spaces cannot coincide.
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3) Ep1,q1s1 pR2n`1q ‰ 9Bp2,q2s2 pR2n`1q: To begin with, we recall that the homogeneous Besov space
9Bp2,q2s2 pR2n`1q can be characterised as the decomposition space Dp 9B , Lp2 , `q2uDs2 q of frequency domain
O2 “ pR2n`1zt0u, covering 9B :“ t 9BkukPZ with 9Bk :“ B2k`2p0qzB2k´2p0q, and weight uhDs :“
t2skukPZ. (See, e.g. [37, Def. 9.17].) So, the characteristic frequency domain of 9Bp2,q2s2 pR2n`1q
differs from the frequency domain O1 :“ pR2n`1 of Ep1,q1s1 pR2n`1q.
Now, if we suppose that the spaces coincide, then clearly
}f}Ep1,q1s1 pR2n`1q — }f}Bp2,q2s2 pR2n`1q
for all f with pf P C8c pO1XO2q “ C8c pO2q. Hence, since O2 is unbounded, [37, Thm. 6.9 1⁄2] implies
pp1,q1q “ pp2,q2q “ p2, 2q and uHns1 — uhDs2 . Thus, pp1,q1q “ p2, 2q “ pp2,q2q and s1 “ 0 “ s2, the
negations of both our assumptions, must hold true simultaneously, a contradiction. This completes
the proof of the theorem. 
The following result follows almost for free.
Corollary 7.7. We have the strict embedding
Ep,q0 pR2n`1q ãÑ Bp,qs pR2n`1q
for all p,q P r1,8s and all s ď 0.
Proof. Since P is almost subordinate to B by the proof of Theorem 7.6 2), our claim follows from
the embedding theorem [37, Thm. 7.4] once we show that
Kr “
›››››
ˆ
uhDs pkq
››››´|detpTγq| 1p1´ 1p2 {uHn0 pγq¯γPΓk
››››
`r¨pq1{rq1
˙
kPN0
›››››
`q2¨pq1{q2q1
ă 8
for r :“ mintp,p1u, Γk :“ tγ P Γ | Pγ X 9Bk ‰ Hu, k P N0, and Tγ defined by (40) in the
proof of Proposition 6.2. Fortunately, Kr is computed easily because |detpTγq| “ 1, uHn0 pγq “ 1,
uhDs pkq “ 2ks for k P N0, |Γk| — 1 and q2 ¨ pq1{q2q1 “ q ¨ 11 “ 8. In the end, we have
Kr —
›››´2ks¯
kPZ
›››
`8
ă 8
since s ď 0. 
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