ASYMPTOTICS II: LAPLACE'S METHOD FOR MULTIPLE INTEGRALS W. FULKS AND J. 0. SATHER
Laplace's method is a well known and important tool for studying the rate of growth of an integral of the form W = j e~h f gdx as h-> oo, where / has a single minimum in [α, 6 ], It's extension to multiple integrals has been studied by L. C. Hsu in a series of papers starting in 1948, and by P. G. Rooney (see bibliography). These authors •establish what amount to a first term of an asymptotic expansion. All but one (see [7] ) of these results are under fairly heavy smoothness conditions.
In this paper we examine multiple integrals of the form = ί e~h f gdx where / and g are measurable functions defined on a set R in E p . Without making any smoothness assumptions on/and g, and using only the existence of I(h) and, of course, asymptotic expansions of / and g near the minimum point of / we obtain an asymptotic expansion of I. The special features of our procedure are the lack of smoothness assumptions and the fact that we get a complete expansion.
Without loss of generality we may assume that the essential infimum of / occurs at the origin, and that this minimal value is zero. We introduce polar coordinates: x = (p, Ω) where
and where Ω -x/\ x | is a point on the surface, S p -19 of the unit sphere. Our hypothesis are the following:
(1) The origin is an interior point of R. The expansion is meant in the same sense as the one in (3).) Under these conditions we will prove that if there is a h 0 for which I(h) exists then it exists for all h Ξ> h 0 and where the c fc 's are constants depending only on the //s and g/s for j ^ k. Their evaluation will be described in the proof of this result. In particular
where dΩ is the element of (p -l)-dimensional measure on S p -λ .
In the course of the proof we will use the following lemmas, which are given now so as to not interrupt the main thread of the argument.
LEMMA 1. Let f be a measurable function on a set R in E p , and let g e L λ {R). Then the function G(z) defined by
Proof. Let g = g x -g 2 , where
and define Gx and G 2 by
Clearly G x and G 2 are increasing and bounded on {-OD<2<CO}, and
LEMMA 2. Let F(t) be a continuous function defined on a possibly infinite interval {a < t < b}, and let f be a measurable function on a set R in E p taking values in the interval {a < t <b}. If g e L^R), and F(f)g e L λ {R) and G is defined as in Lemma
1, then \ F(f)gdx = \ b F(t)dG(t) .
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Proof. Suppose first that a and b are finite, and that g ^ 0. Form a partition: a = t 0 < t x < < t n -6, and set
and let M 5 = sup {^_^^tj} F(t) and m 3 = inf {ίj _^^£ j} F(t).
If we let n -> oo so that max^^w (ί^ -ί j^) -> 0 then both
If g is not positive we can write g = g λ -g 2 as in Lemma 1, apply the proof just completed to each of g λ and g 2 , and combine the results to complete the proof for the case where a and b are finite.
Suppose for example b is infinite. Then for any finite b f , 
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We next do some preliminary calculations, preparatory to estimating G(t). For each t, 0 <£ t ^ α, the equation £ = /+(/0, β) has a unique solution for ^ which is continuous in Ω, since /+ is increasing in p..
Thus the solution defines a star-shaped curve (or surface) given by p = p(t, Ω). We proceed to estimate p(t, Ω). Set t = IP then t = f+(ρ, Ω)
can be written in the form
From here on we assume n > 0, for if n = 0, we can solve directly for p and the estimates are considerably simpler than those which follow. Now the right hand side of the last equation is a monotone function of p,0 ^ p ^ α, hence an inverse function exists. Since, for each fixed Ω, U is an (n + 2)-times differentiate (it's even analytic!) function of p, 0 <£ p ^ a, then p is an (w + 2)-times differentiate function of U, and it can therefore be expanded in a Taylor series with remainder. Thus since f o (Ω) > 0 we get
Since the ^f c 's are expressible in terms of the /fc's it is easy to check that ψ k depends only on //s for j ^ fc, that Λ is independent of ε for k ^ w, that ψ n+1 depends only linearly on ε and finally that ψ n+2 is uniformly bounded for Ω e S p -lf 0 ^ ε ^ 1, and 0 ^ U g α 1/v . Since Z7 = £ 1/v we express ^ in terms of t, Ω, and ε by
By definition G(ί) = \ gdx, which we can write as S Cp(t.Ω)
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where dΩ represents the element of measure on the sphere S^ : {p = 1}.
We proceed to compute:
If we substitute for />(£, Ω) the expression previously computed for it, the preceding integral can be written in the form
where y κ is independent of ε for fc = 0,1, 2, , n -1, and y n is linear in ε. We may also note that each of the g/s enter the γ fc 's linearly. In particular Now if we write y n (Ω, ε) -y n (Ω) -εy' n (Ω) we have 
