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Klaffelekkasjer i hjertet m˚alt med tredimensjonal ultralyd
I hjertet er det ﬁre klaﬀer som sørger for at blodet strømmer den riktige veien
gjennom hjertet og ut i kroppen. Hvis disse klaﬀene ikke er helt tette, vil en del av
blodet klemmes tilbake gjennom hullet slik at kroppen f˚ar for lite blod. Dermed ma˚
hjertet pumpe hardere for at kroppen skal f˚a dekt oksygenbehovet. Hvis lekkasjen er
stor og ikke blir behandlet i tide vil hjertemuskelen etter hvert svekkes p˚a grunn av at
den hele tiden er overarbeidet, og hjertepumpa vil til slutt stoppe.
Vi har derfor utviklet en ny tredimensjonal ultralydmetode for a˚ ma˚le størrelsen p˚a
hullet i utette hjerteklaﬀer, og vi kan ogs˚a ma˚le hvor mye blod som strømmer tilbake
feil vei. Metoden benytter seg av Doppler-prinsippet til a˚ ma˚le farten til blodet.
Ultralydsignalet som sendes inn i kroppen vil reﬂekteres med en litt endret frekvens
avhengig av om det treﬀer blod som beveger seg eller vev som st˚ar stille, og denne
endringen i frekvens kan vi ma˚le. I tillegg utnytter vi fenomener en ser i væskestrøm
som passerer gjennom en a˚pning. I det smaleste omr˚adet i væskestrømmen nedenfor
a˚pningen, kalt vena contracta, strømmer alt blodet med samme fart og det egner seg
godt til ma˚ling med ultralyd Doppler. Størrelsen p˚a vena contracta samsvarer godt
med størrelsen p˚a lekkasjen.
Den nye metoden har først blitt testet med simuleringer i en datamaskin. Deretter
har vi klipt hull i hjerteklaﬀer fra en gris og studert dem i et kunstig hjerte i laborato-
riet. Til slutt har vi sammenlignet ma˚lingene v˚are med magnetisk-resonans-avbildning
i 27 pasienter med varierende lekkasjegrad. For mellomstore og store lekkasjer fun-
gerer v˚ar nye metode ﬁnt, men de sma˚ lekkasjene er vanskelig a˚ ma˚le helt riktig.
Dette er imidlertid ikke s˚a viktig, siden disse pasientene enkelt lukes ut med standard
farge-Doppler avbildning.
I tillegg har vi utviklet nye simuleringsmetoder for 3D ultralyd, samt at vi har
funnet en ny metode til fjerning av artefakter som stammer fra parallel str˚aleforming,
b˚ade for vanlig avbildning og Doppler-metoder. Dette gjør det mulig a˚ kombinere høy
bildekvalitet ved høyere bilderate enn før. Siden god bildekvalitet er en avgjørende
faktor ved all medisinsk avbildning vil dette gjøre det lettere a˚ stille riktig diagnose.
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Institutt for Sirkulasjon og Bildediagnostikk, NTNU
Hovedveileder: Prof. Hans Torp
Biveileder: Prof. Knut Matre
Finansieringskilde: Samarbeidsorganet mellom Helse Midt-Norge RHF og NTNU
Ovennevnte avhandling er funnet verdig til a˚ forsvares offentlig for graden Philosophiae
Doctor (PhD) i medisinsk teknologi. Disputas finner sted i Seminarrommet i 1902-
bygget, fredag 16. oktober kl. 12:15.
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Abstract
Medical ultrasound imaging is widely used to diagnose cardiac diseases. The recent
availability of real time 3D ultrasound poses several interesting challenges and oppor-
tunities, and the work of this thesis is devoted to both challenges and opportunities.
One of the key beneﬁts of ultrasound imaging is that its images are real time. This
has been challenged with the recent introduction of 3D images, where the number of
ultrasound beams is squared compared to traditional 2D images. One common way
to alleviate this is by receiving several closely spaced ultrasound beams from each
pulse transmission, which increases acquisition speed but aﬀects the image quality.
Speciﬁcally, B-mode images are irregularly sampled and lose spatial shift invariance
while a bias in the Doppler velocity estimates causes a discontinuity in the velocity
estimates in color ﬂow images. We have found that these artifacts can be reduced
signiﬁcantly by interpolation of the beamformed data from overlapping beams, with
the limitation of requiring at least twice the number of beamformers.
We have also found that valvular regurgitation is one of the cardiac diseases that
can beneﬁt greatly from quantiﬁcation of severity using 3D ultrasound. We have
devised a modality that uses high pulse repetition frequency 3D Doppler to isolate
the backscattered signal power from the vena contracta of a regurgitant jet. This
measure is calibrated with a narrow reference beam inside the jet to estimate the cross-
sectional area of the vena contracta. We have validated this method with computer
simulations, with an in vitro study and ﬁnally in vivo with 27 patients who had mitral
regurgitation. We found that the cross-sectional area and regurgitant volume of the
vena contracta could be quantiﬁed without bias as long as the oriﬁce was suﬃciently
large for a calibration beam to ﬁt inside it. The severity of smaller regurgitations
will be overestimated, but this does not pose a clinical problem, as these patients can
easily be identiﬁed by standard 2D Doppler examination and do not typically need
further quantiﬁcation.
Finally, we have developed a new, fast 3D ultrasound simulation method that
can incorporate anisotropic scattering from cardiac muscle cells. This approach is
three orders of magnitude faster than the most commonly used simulation methods,
making it well suited for the simulation of dynamic 3D images for development and
testing of quantitative diagnostic methods such as 3D speckle tracking and volumetric
measurements.
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Introduction
Ultrasound is a popular medical imaging modality. It is relatively cheap, highly avail-
able, examinations can be performed bedside, and no negative biological eﬀects have
been reported as long as the guidelines are followed [1]. Furthermore it provides the
user with imaging and quantitative data from soft tissue and blood ﬂow. Finally, ul-
trasound imaging is the only non-invasive medical imaging modality that can acquire
true real-time images.
With the recent introduction of commercially available 3D ultrasound scanners, the
ability of ultrasound to deliver real time imaging has been challenged due to the large
amount of data that needs to be acquired for each volume, and it is common to use
data from several heart cycles to obtain good quality images [2]. This is particularly
true when combined with color ﬂow imaging. To speed up the acquisition of ultrasound
data it is common to use parallel receive beamforming [3, 4]. Typically, this parallel
receive beamforming will introduce artifacts in the images that should be compensated
for [5–7].
To be able to compensate for these artifacts it is important to understand their
underlying cause. Being able to simulate the ultrasound imaging process is an invalu-
able tool in this regard, and there are numerous computer software packages available
- from the very computationally demanding, non-linear simulations tools like Abersim
[8] through the linear, industry standard Field II [9, 10] to software solutions like Cole
[11], where additional approximations are made to speed up the execution time. Apart
from providing insight into the physics of ultrasonic imaging, another important use of
simulations is to create synthetic data sets to facilitate and validate novel quantitative
methods like 3D speckle tracking [12, 13].
Ultrasound is already used extensively to quantify the various diseases of the heart.
As an example, the global function of the heart is well quantiﬁed by measuring the
ejection fraction with the modiﬁed Simpson’s rule, using two orthogonal B-mode im-
ages from end systole and end diastole [14]. Excursion of the mitral annulus is another
parameter for global function that is readily measured with M-mode [15]. Diagnos-
ing cardiomyopathies can also be done using M-mode, by measuring the dimensions
of the ventricle and the wall thickness [14], while regional function can be quantiﬁed
with tissue Doppler techniques like strain and strain rate [16]. The severity of aortic
stenosis can be quantiﬁed well by measuring the opening area of the valve using the
continuity equation, and the pressure drop across the stenotic valve can be found from
the simpliﬁed Bernoulli’s equation relating jet velocity measured with CW Doppler
11
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with the pressure gradient [17, 18].
The availability of 3D data sets provides an opportunity for better quantitative
evaluations of cardiac diseases. For instance, it is no longer necessary to estimate
the left ventricular volume from 2D images and several assumptions regarding the
geometry of the ventricle [14], as the whole ventricle can now be imaged and the
volume quantiﬁed in real time [19]. It is also possible to quantify volume blood ﬂow
through large openings such as the mitral annulus by integrating the velocity found
from 3D color ﬂow over a surface covering the opening [20, 21].
Severe mitral regurgitation is a life-threatening condition [22]. The only established
treatment for the condition is surgery, and the best short- and long-term outcomes
are obtained if surgery is performed on asymptomatic patients [22, 23]. This means
that accurate assessment of the disease is crucial for timing the intervention before
the heart remodels and the outcome gets worse.
In addition to determining the severity of valvular regurgitation, echocardiography
may discover the underlying cause of the problem. This is important to know before
surgery, as organic valvular disease, caused by conditions such as ruptured chordae,
papillary muscles or ﬂailed leaﬂets, requires diﬀerent surgical procedures from func-
tional valvular regurgitations caused by abnormal ventricle geometry [24].
Real time 3D echocardiography is a good tool for evaluating mitral valve diseases
such as stenosis and prolapse [25], but the resolution is not yet good enough for direct
planimetry of the regurgitant oriﬁce. Instead of planimetry of the oriﬁce itself, it is
possible to measure the width or area of the vena contracta, which is the narrowest
part of the jet just downstream from the oriﬁce itself, using 2D or 3D color ﬂow [26].
The strength of this method is its simplicity, because it requires just one measurement.
However, it does not handle multiple jets, it is dependent on gain settings, and it is
dependent on the poor resolution of cardiac ultrasound at typical imaging depths of
8-10 cm [27]. This results in small values in the measurement, where a small error gives
a large fractional error. Also, the Nyquist velocity is typically too low to separate the
high-speed core of the jet from the entrained ﬂuid around it. It has been shown that
the maximum vena contracta width, which is listed in the current guidelines as a good
measure of the mitral regurgitation severity, is signiﬁcantly diﬀerent when measured
with 3D instead of 2D color ﬂow [28, 29], which indicates that mitral regurgitation
should be evaluated in 3D.
Another suggestion for quantiﬁcation of mitral regurgitation is the proximal isove-
locity surface area method (PISA) [30], which seems to work well in some studies [31].
It does, however, underestimate functional mitral regurgitation [32] and overestimates
the regurgitant volume for patients with prolapse showing non-optimal ﬂow conver-
gence regions [33], and it assumes circular oriﬁces, while the majority of patients have
non-circular oriﬁces as imaged by 3D color ﬂow [28]. An extension of PISA that allows
the system to handle hemielliptic instead of hemispheric inﬂow regions avoids some
of these problems, but it involves complicated measurements in several image planes
[28, 34, 35].
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1.1 Aims of study
The overall aim of this thesis is to enable better quantiﬁcation of cardiac function.
Many of the quantitative tools available to assess cardiac function are based on ul-
trasound images, be it B-mode tissue images or color ﬂow images of blood ﬂow. To
extract quantitative information from these images, such as by speckle tracking or
volume measurements, image quality is a key to success. It is also necessary to have
an adequate frame rate to capture the dynamics of the heart. Unfortunately there
is an inherent trade-oﬀ between image quality and frame rate, as the time needed to
acquire one beam is limited by the speed of sound, and good image quality requires
narrow, densely spaced ultrasound beams. The ﬁrst aim of this study was therefore
to minimize this trade-oﬀ, by using parallel beams to increase the frame rate without
degrading image quality.
The recent availability of 3D cardiac ultrasound imaging has started the develop-
ment of a whole new range of quantitative methods applicable to 3D data sets, be it
speckle tracking to obtain torsion and twist values or volumetric measurements of the
chambers of the heart. The availability of dynamic, 3D simulated ultrasound images
is important for testing and validation of these new quantitative tools. To be useful in
a practical sense, the simulations should be as realistic as possible but still fast enough
for large, dynamic data sets and iterative work. These parameters form the core of
the second aim of this study, which was to create such a simulation framework.
Clinicians have several echocardiographic methods available to quantify the sever-
ity of cardiac diseases. But there is currently no quantitative method for valvular
regurgitations that has managed to win common clinical acceptance. For example,
the failure to assess the severity of mitral regurgitation is crucial, as delaying the de-
cision for surgery can have adverse eﬀects on the outcome. The third aim was thus to
develop methods for the quantiﬁcation of valvular regurgitation.
To summarize: the three aims of this work was to
• Improve the frame rate of tissue and color ﬂow images without reducing image
quality,
• develop methods for fast simulations of dynamic, realistic 3D ultrasound images,
and
• use 3D Doppler ultrasound to quantify valvular regurgitation.
1.2 Summary of contributions
Good image quality with high frame rate
The heart moves quickly, and to resolve all movement a high frame rate is necessary.
Parallel beams is commonly used to increase the frame rate of ultrasound images by
receiving several closely spaced beams from each transmitted pulse. Unfortunately,
the image quality is reduced with the use of parallel beams, due to several artifacts
caused by misalignment of the transmit- and receive-beams. We have analyzed these
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artifacts and have separated them into three eﬀects: warping, skewing and Doppler
bias.
Warping is the eﬀect that the two-way beam will not necessarily follow a straight
line, as the transmitted beam will “pull” the receive-beam closer, particularly near the
focal point. This makes the pulse-echo beams follow curved lines, while the instrument
assumes that they are straight, which results in uneven sampling. Skewing is distortion
of the beam, also caused by misalignment of transmit- and receive-beams. Think of it
by an example: the side-lobes of the receive beam closest to the center of the transmit
beam will be weighted higher than the sidelobes on the other side, and in this way
it makes the two-way beam skewed. Doppler bias is caused by the curved wavefronts
of focused beams, which gives a diﬀerent Doppler-shift depending on where along
the curvature the receive beam samples the sound ﬁeld. Since this bias shows odd
symmetry about the center of the transmitted beam the receive beams on the edges
of the group will experience the same bias, but with opposite signs, which gives an
abrupt change in the velocity estimate across neighboring receive beams from diﬀerent
transmit events.
The net result of these three eﬀects is that the images, be it B-mode or color ﬂow
or other imaging modalities, are not spatially shift invariant. This means that a slight
shift of the transducer does not just cause a slight shift in the image, but the image
changes as well.
Since all of these problems are caused by misalignment of the transmitted and
received beams we have proposed a solution which consists of interpolating the trans-
mitted beams to generate Synthetic Transmit Beams (STB) so that each received
beam can align with a transmit beam - synthetic or real - which ideally will remove
all artifacts caused by misalignment.
The interpolation can be performed before or after beamforming, but currently it is
most practical to perform it after beamforming by interpolating between overlapping
receive beams from diﬀerent transmit events. Linear interpolation is most practical
since it requires only two overlapping receive beams. This minimizes problems with
motion artifacts and needs least additional hardware.
For Doppler modalities we have found that STB interpolation works well in combi-
nation with interleaving, which minimizes the time lag between the overlapping receive
beams. Across interleaving groups or in the elevation direction of 3D scans this will in
general not work due to the excessive time delay. In these cases the STB interpolation
should be performed on the auto-correlation function instead of on IQ data.
Two papers are concerned with this topic: “Parallel Beamforming using Synthetic
Transmit Beams”, which was a joint work with Tore Bj˚astad, and “Reducing Color
Flow Artifacts caused by Parallel Beam Acquisition”.
Fast but realistic 3D ultrasound simulations
Simulated ultrasound images are important for several tasks, for example in testing
new beamforming strategies and evaluating the accuracy of quantitative methods. We
have developed such an ultrasound simulation tool, called Fusk – Fast Ultrasound
Simulation in K-space.
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Fusk uses several approximations to ensure that it is fast – it assumes that the point
spread function (PSF) remains constant in Cartesian or polar coordinates, and the im-
ages are simulated as the convolution of the PSF and the object. This is a reasonably
valid approximation for constant f-number or constant aperture imaging respectively.
Additionally, the point scatterers in the object are anti-aliased and positioned on a
beam-space grid before simulation, meaning that the sub-resolution movement of scat-
terers is maintained even with a coarse simulation grid. The PSF is generated directly
in K-space using the Fraunhofer approximation, and the image is found through an
inverse Fourier transformation of the product of the PSF and the K-space object.
Ultrasound imaging is an anisotropic process, where only the frequency components
of an object that intersects with the K-space region of support for the PSF are visible.
Muscular ﬁbers are also anisotropic, as they absorb sound when insoniﬁed parallel
to the ﬁbers and have increased backscatter when the ﬁbers are perpendicular to the
beam. We have modeled this by directional ﬁltering of the scattering amplitudes of the
object, and have shown that this corresponds well with the anisotropic backscattering
seen in the septum of the heart. The varying ﬁber direction through the septum and
thus varying backscatter properties are responsible for the “bright line” in the center
of the septum that can be seen in some projections.
Two papers address simulating realistic 3D ultrasound images: “Fast Ultrasound
Imaging Simulation in K-space” and “The Effect of Including Myocardial Anisotropy
in Simulated Ultrasound Images of the Heart”, which was a joint eﬀort with Jonas
Crosby.
Quantification of mitral regurgitation
Quantiﬁcation of valvular regurgitation is important to determine the necessity and
timing of surgery. We have combined the well-known idea of “the attenuation com-
pensated volume ﬂowmeter” with the recently available 2D matrix array probes to
make a new method for quantiﬁcation of valvular regurgitation. We have called the
method MULDO, which is an acronym for “Multibeam hprf Doppler”.
The use of a high pulse repetition frequency enabled the backscattered Doppler
power from the core of high-velocity regurgitant jet to be isolated. The total power of
the jet was found by summing the contribution from a grid of beams spread across the
oriﬁce. This measure is known to be proportional to the volume of moving blood within
the sample volume, as long as the blood ﬂow is laminar. The factor of proportionality
was found from a reference measurement in the jet oriﬁce in combination with a
computer model of the width of the ultrasound beam.
The vena contracta just downstream from the oriﬁce is known to have laminar
ﬂow, and it is known to be a good measure of the size of the actual oriﬁce. The cross-
sectional area (CSA) of the vena contracta is calculated based on the total Doppler
power, the reference measurement, and a scaling factor that takes the position and
beam proﬁles of the beams into account. In addition to providing estimates of the
CSA, the power measurements from the multiple beams are shown as an estimate of
the geometry of the oriﬁce. An estimate of the regurgitant volume is obtained from
multiplying the VCA with the velocity-time integral (VTI).
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Muldo has been validated in simulations, in vitro in a pulsatile ﬂow model with
porcine prosthetic heart valves, and in vivo in a patient study with 27 individuals
who had mitral regurgitation. These tests show that Muldo is able to quantify the
severity of mitral regurgitation as long as the oriﬁce is larger than the size of the
reference beam. If the reference beam cannot ﬁt inside the vena contracta, Muldo will
overestimate the vena contracta cross-sectional area.
1.3 Discussion
This thesis contributes to three topics that are related to improve the quantiﬁcation
of cardiac function using 3D ultrasound imaging. The ﬁrst topic is concerned with
improving the image quality for high frame rate and 3D applications of B-mode and
color ﬂow imaging. This was done by using a method dubbed STB – Synthetic Trans-
mit Beams which signiﬁcantly reduces the artifacts from using multiple parallel receive
beams. Quantitative methods such as speckle tracking are dependent on both a high
frame rate and spatially shift invariant images which is made possible with STB.
The second topic is the development of fast but realistic simulated dynamic 3D
ultrasound images. This was partly achieved by developing the simulator Fusk – Fast
Ultrasound Simulation in K-space, which was shown to be three orders of magnitude
faster than the industry standard Field II. We have also shown how the anisotropic
scattering from skeletal muscle can be included in the simulations by directional ﬁl-
tering of the scatterers in the object to be simulated. These tools are used to generate
test datasets for quantitative ultrasound methods.
The third topic concerns the development of Muldo – Multibeam HPRF Doppler
– to quantify the severity of valvular regurgitation, in particular to assess the cross-
sectional area of the vena contracta and the regurgitant volume of mitral regurgitation.
These measures correspond well with the reference measurements both in computer
simulations as well as in vitro and in vivo.
STB
The quality of an ultrasound imaging apparatus is given by its image quality, which
is determined by a few key traits: spatial shift invariance, spatial resolution and
penetration. Parallel receive beams are used to increase the frame rate at the cost of
reduced spatial shift invariance, which means that the image quality is reduced with
increasing frame rate.
The ﬁrst aim of this work was to improve the frame rate of tissue and color ﬂow
images without reducing image quality, and the ﬁrst step to achieve this was to char-
acterize the artifacts caused by parallel receive beamforming. Since all artifacts were
found to stem from the misalignment of transmit- and receive-beams, we suggested
that the ﬁeld of transmitted beams be interpolated to get “Synthetic Transmit Beams”,
so that each received beam could be aligned with a transmitted beam.
To be able to interpolate the transmitted ﬁeld, it is necessary to have access to
channel data from several transmits, which is a large amount of data to handle before
beam formation. Fortunately, we found that the interpolation could be done after
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beam formation, as long as the interpolation ﬁlters were linear and shift invariant
(linear meant as a ﬁlter property, not ﬁlter type), which reduces the amount of data
to be processed by several orders of magnitude.
In addition to the amount of data that must be available, the length of the in-
terpolation ﬁlter is also determined by the susceptibility to motion artifacts. Higher
order ﬁlters require more transmits with a longer acquisition time, which means that
coherent interpolation is more likely to be inﬂuenced by the motion of the object. In
this respect the two-tap linear ﬁlter is preferable. On the other hand, non-linear arti-
facts such as the Doppler bias cannot be completely restored by a linear ﬁlter, and the
lateral frequency response of a linear ﬁlter is twice the width of an ideal ﬁlter, meaning
that it requires some additional over-sampling for reconstruction without aliasing.
Even a linear ﬁlter can be aﬀected by motion artifacts with fast moving objects
like a regurgitant jet. These motion artifacts can be removed by conducting the STB
interpolation incoherently on the power values for B-mode images or on the auto-
correlation function with lag one for Doppler-based methods. This will give a speckle-
reduce eﬀect for B-mode images, and enable Doppler images to be reconstructed even
with large time delays across interleave groups or in the elevation direction of 3D
scans. One limitation of incoherent interpolation is that the lateral bandwidth of the
data is increased for the second order data of the auto-correlation function, so to avoid
aliasing it is necessary to increase the transmit beam density.
The hardware requirements for STB on beamformed data are also a limiting factor
for the size of the interpolation ﬁlter. Since one beamformer is needed for each over-
lapping beam, the number of beamformers relative to the number of STB-processed
beams equals the ﬁlter length. A linear interpolation ﬁlter thus needs twice the num-
ber of beamformers compared to regular parallel beamforming. This limitation is
however about to disappear with the recent introduction of software beamforming in
some commercially available systems. With a suﬃciently capable and relatively cheap
CPU or GPU, an arbitrary number of parallel beams can be generated.
To beneﬁt from an increasing number of parallel receive beams spread over a larger
area, the transmitted beam must be wider. This is typically done by limiting the
transmit aperture, which increases the side lobe level and limits the penetration. It
will also reduce the generation of 2. harmonic content in the received signals.
Fusk
Simulating realistic medical ultrasound images is a complex task which is solved with
numerical methods, meaning that accurate simulations will require a high compu-
tational load. However, there are some applications where the simulation accuracy
can be relaxed somewhat in exchange for increased processing speed. Our simulator
Fusk is designed for this niche, where it is used for tasks such as simulating dynamic,
realistic images of large objects like the heart.
The point spread function is calculated in the focal point of the transmitted beam,
and approximated to be spatially shift invariant in the whole image, in polar or Carte-
sian coordinates. This means that the images appear as if dynamic focusing is used
both with transmission and reception, and the errors in the simulation increases with
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distance from the transmission focal point. In the special case where the aperture
used for reception is signiﬁcantly larger than the transmit aperture, the point spread
function will be dominated by the reception beamforming, making the approximation
better.
Even if the accuracy of Fusk is reduced away from the focal point as compared to
approaches such as Field II, the simulated images can still be useful, since they are
realistic and exhibit the traits of ultrasound images, such as speckle generation and
anisotropy.
The use of a spatially shift invariant point spread function is the primary reason
for the speed of Fusk, as the imaging is performed as a convolution that is executed
eﬃciently in the spatial frequency domain, a.k.a. K-space. In addition to this, the
simulation grid can be very coarse, since sub-resolution positioning of the scatterers is
handled by an antialising ﬁlter. Finally, performing the simulation in the base-band
requires a lower scatterer density radially compared to full-band simulations, and fewer
scatterers result in faster processing.
We have included the anisotropy of ultrasound imaging as a directional ﬁlter for
the scattering strength in the point scatterers. This modiﬁcation of a cloud of scat-
terers enabled us to reconstruct the “bright line” that is seen in the septum for some
projections. This implies that the line is not a structure in the septum, but merely
an eﬀect of the varying ﬁber direction through the septum. Including this eﬀect in
simulations can be important for the validation of edge-detecting methods. The lat-
eral wall is typically imaged poorly from an apical view, which is probably due to the
muscle ﬁbers being parallel to the beam in this projection, and neglecting this eﬀect
will give unrealistically ﬁne images.
Another way to add anisotropy to the objects is to approximate smooth surfaces
with lines and triangles. The Fourier transforms of arbitrarily shaped and positioned
lines and triangles are known analytically, meaning that these structures can be in-
serted directly into K-space by superimposing the K-space response for numerous lines
or triangles. This is currently a work in progress and further details is not given in
this thesis.
In addition to simulating dynamic 3D B-mode images, Fusk can be used to simulate
3D Doppler images very eﬃciently, as the full 3D auto-correlation function can be
simulated from the same number of simulated volumes as the packet size. In reality
the scatterers will move slightly between the acquisition of each ultrasound beam,
meaning that the hemodynamics will change slightly within an image, particularly
within 3D color ﬂow images where the volume rate can be quite low. With Fusk the
images are simulated as a 3D convolution, meaning that there will be no such timing
diﬀerences between the ultrasound beams.
Muldo
The current common practice of grading valvular regurgitation is semi-quantitative,
which makes it harder to establish and follow guidelines for thresholds and treatment,
as well as determining how to follow up on patients. With the recent introduction
of real time 3D Doppler ultrasound, we have revisited some old principles for the
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quantiﬁcation of volume ﬂow to see if they can beneﬁt from the added dimension. “The
attenuation compensated volume ﬂowmeter” proposed by Hottinger and Meindl some
30 years ago [36] did not succeed in gaining popularity, probably due to the inability
to measure volume ﬂow in large arteries with an inhomogeneous measurement beam.
More recently Buck et. al. proposed using the method to quantify the regurgitant
volume at the vena contracta, and showed good results in vivo when compared to
magnetic resonance imaging [37–39]. Buck used one wide beam for measuring the
Doppler power and one narrow beam as a reference measurement, and calculated the
Doppler power with the help of tracing the Doppler spectrum.
Several enhancements are possible when the measurements are done with multiple
beams and scanned electronically with a 2D matrix array, as we have done withMuldo.
First of all, the reference beam is selected as the beam that most likely intersects the
vena contracta. In contrast to current practice, where the operator has to steer a
single beam into the core of a moving jet stream, our approach requires less operator
skill and precision to make a valid reference measurement.
Using the sum of multiple beams as the composite Doppler power measure also
ensures a homogeneous sensitivity and increases the signal-to-noise ratio compared
to the single-beam method, as can be seen from Fig. F.2. Transmitting a single,
wide beam requires a small aperture, with less penetration compared to using the full
aperture, and the resulting wide beam will not be homogeneous, but will have a nearly
parabolic sensitivity. Another beneﬁt of using multiple power measurements is that
they can be used to make estimates of the geometry of the cross-sectional area of the
oriﬁce.
A high pulse repetition frequency (HPRF) is used to acquire the multiple Doppler
signals to be able to separate the high velocity core of the regurgitant jets from the
entrained ﬂuid surrounding it. With HPRF acquisition several pulses are transmitted
before the deep echoes from the ﬁrst pulse has returned to the probe, meaning that
the received echoes from multiple sample volumes along the beam are mixed together.
This range ambiguity introduced by HPRF acquisition is not important for measuring
the velocity of regurgitant jets, as the signals received from the ambiguous sample
volumes are removed by a clutter ﬁlter as long as the beam only intersects one jet.
This is normally the case for transthoractic imaging.
HPRF acquisition separates the geometry estimates of Muldo from what can be
obtained from normal 3D color ﬂow, as the Nyquist velocity will be close to the peak
velocity of the jet, and the jet velocities are resolved without aliasing. Transmitting
the pulses so quickly also increases the frame rate, but not suﬃciently to obtain a
reasonable frame rate for 3D Doppler imaging. Since the volume rate with a reasonably
sized 3D region of interest (ROI) was typically just 10Hz, we wanted to apply parallel
receive beams to increase it. However, it proved diﬃcult to obtain power measures that
were not riddled with severe parallel beam artifacts, which spurred our interest and led
to the paper “Reducing Color Flow Artifacts caused by Parallel Beam Acquisition”.
With pulsed Doppler acquisition it is impossible to transmit and receive simultane-
ously, and it takes some time to switch from transmission to reception. Together with
the pulse length and the radial length of the ROI, this gives the minimal time delay
between pulses. This means that the pulse repetition frequency has to be selected in a
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trade-oﬀ with the axial size of the region of interest (ROI), and with a desired Nyquist
velocity of above 3m/s, the ROI has to be made very small axially. Along with the
movement of the mitral plane, this can make it a challenge to position the ROI around
the vena contracta of mitral regurgitation.
With Muldo no assumptions are made about the geometry of the lesion, and it
should be possible to measure the area of multiple jets, eccentric jets and asymmetric
jets as long as one beam can ﬁt inside the oriﬁce to serve as the reference beam –
otherwise the cross-sectional area will be overestimated. For very large oriﬁces, on the
other hand, the estimates will be underestimated. When several beams are inside the
oriﬁce, the beam with the highest power is selected as the reference beam. Due to the
stochastic nature of the Doppler signal, this overestimates the reference beam, which
in turn makes the area estimate too low.
In vivo comparisons of Muldo with magnetic resonance imaging (MRI) show good
correlations, particularly for medium and large oriﬁces. Organic mitral regurgitation
showed better correlation with MRI than functional mitral regurgitation, which is
probably due to the fact that functional mitral regurgitation is usually asymmetric,
as opposed to organic mitral regurgitation, meaning that it is less likely that a valid
reference measurement has been made despite a large cross-sectional area.
Muldo is currently a semiautomatic method, where the only operator interaction
apart from acquisition is to conﬁrm which frames are valid measurements. This ap-
proach is necessary to make sure that the vena contracta is indeed inside the ROI, but
the manual selection can be automated further to make Muldo fully automatic.
There are also a few drawbacks of Muldo, one of which is the need for a computer
model of the ratio of the composite measurement beam and the reference beam. Aber-
rations and reverberations will surely invalidate all assumptions about the shape of
the beam proﬁles, but nevertheless it seems to work well. This is probably due to the
division of the reference beam proﬁle and the sum of beam proﬁles of the composite
measurement beam, such that any common terms will cancel out. This is the beauty
of “the attenuation compensated volume ﬂowmeter”!
1.4 Conclusion
Real time three dimensional ultrasound scanners are making their way into the hos-
pitals. To be truly useful in clinical practice, the third dimension should provide
additional quantitative information compared to standard 2D echocardiography, and
this thesis addresses how 3D quantitative echocardiography can be improved.
The image quality for high frame rate applications is improved with STB – Syn-
thetic Transmit Beamforming, and image quality is among the most important features
for quantitative measurements. In this thesis only results for two-dimensional imaging
is shown, although it is straight forward to extend STB to three dimensions, particu-
larly with incoherent synthetization of the beams. Further, three-dimensional dynamic
simulated ultrasound images are important for validation of emerging 3D quantitative
methods like 3D speckle tracking and measurements of ventricular volume. Such sim-
ulated images of large and complex geometries can readily be obtained with Fusk –
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Fast Ultrasound Simulation in K-space. Finally, quantiﬁcation of the severity of valvu-
lar regurgitation is performed with 3D Doppler data using Muldo – Multibeam HPRF
Doppler. As long as a single ultrasound beam can ﬁt inside the oriﬁce to obtain a
reference measurement, the cross sectional area can be quantiﬁed in vitro. Mild re-
gurgitations are signiﬁcantly overestimated when in vivo measurements are compared
to magnetic resonance imaging, but this condition can easily be identiﬁed as such by
standard 2D Doppler examinations, making further eﬀorts unnecessary. For moderate
and severe mitral regurgitation the estimated regurgitant volume correlates well with
magnetic resonance imaging.
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Abstract
Parallel beamforming is frequently used to increase the acquisition rate of medical
ultrasound imaging. However, such imaging systems will not be spatially shift invari-
ant due to signiﬁcant variation across adjacent beams. This paper investigates a few
methods of parallel beamforming who aims at eliminating this ﬂaw and restore the
shift invariance property. The beam-to-beam variations occur because the transmit
and receive beams are not aligned. The underlying idea of the main method presented
here is to generate additional synthetic transmit beams (STB) through interpolation
of the received, unfocused signal at each array element prior to beamforming. Now
each of the parallel receive beams can be aligned perfectly with a transmit beam -
synthetic or real - thus eliminating the distortion caused by misalignment.
The proposed method was compared to the other compensation methods through
a simulation study based on the ultrasound simulation software Field II. The results
have been veriﬁed with in vitro experiments. The simulations were done with pa-
rameters similar to a standard cardiac examination with two parallel receive beams
and a transmit-line spacing corresponding to the Rayleigh criterion, wavelength times
f-number (λ · f#).
From the results presented it is clear that straightforward parallel beamforming
reduces the spatial shift invariance property of an ultrasound imaging system. The
proposed method of using synthetic transmit beams seems to restore this important
property, enabling higher acquisition rates without loss of image quality.
IEEE Transactions on UFFC, vol. 54, no. 2, pp. 271-280, 2007
A.1 Introduction
A.1 Introduction
When performing ultrasound imaging of moving structures there is a demand to in-
crease the rate of the image acquisition. This is particularly true for 3D imaging of
the moving heart. A common way to increase the frame-rate of ultrasound imaging
without compromising the number of scan lines is to use multiple beamformers [1][2].
With this approach several parallel receive-beams from closely spaced regions can be
acquired simultaneously for each transmit-beam. The image acquisition rate is thus
increased proportionally to the number of beamformers. However, as the transmit-
and receive-beams are misaligned such a technique will result in spatial shift variance
due to considerable beam-to-beam variation across adjacent beams. The shift vari-
ance is manifested as stationary stripes in the ultrasound image, and becomes more
distinctive with increasing number of parallel receive beams.
Some methods have been proposed to solve this problem. One of them is to use a
sinc-apodization on the transmit aperture, which theoretically will generate a square
transmit beam proﬁle, thus providing an uniform two-way response regardless of where
the receive beam is positioned inside the transmit beam [3].
Another proposal is found in an U.S. patent submitted by J. N. Wright et al. [4].
The patent formulates a general method for reducing parallel beam artifacts based
on creating synthetic scan lines through interpolation on combinations of existing
scan lines. However, there is no obvious way of selecting the optimum beam spacing
and interpolation ﬁlter coeﬃcients when the 2-way beamproﬁles are skewed or have
irregular spacing.
In contrast to synthetic scan lines the idea introduced in this paper is to create
synthetic transmit beams through interpolation on the unfocused signal at each ele-
ment. However, with a proper choice of interpolation ﬁlter the interpolation can be
performed on beamformed data instead of element data, making it easy to implement
in real-time.
To begin with the inherent problems with parallel processing will be addressed.
Then the general theory of the proposed method is examined, followed by one speciﬁc
implementation of it. Next this is compared to other parallel processing compensation
methods. Finally results from comparing the various compensation methods through
simulations and in vitro experiments will be presented and discussed.
A.2 Background and Problem Statement
The geometric distortions due to misalignment of the transmit- and receive beams can
be separated into two underlying eﬀects; “warping” and “skewing”. Beam warping,
sometimes called “beam wander”, is the eﬀect that the two-way beam will in general
not follow a straight line. When a transmit- and receive beam is not perfectly aligned,
the transmit beam will ’pull’ the receive beam toward its center, making the center of
the two-way beam diﬀerent from that of both the transmit- and receive beams. For
the following argument the beam proﬁles will be assumed to have a Gaussian shape.
The depth-dependent beam width is given by σt(r) and σr(r) for the transmit- and
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Figure A.1: The warping eﬀect of misaligned ultrasound Gaussian-shaped transmit
(dashed) and receive (dotted) beams. Notice that the two-way beam (solid), the
product of the transmit and receive beams, is centered in-between the peaks of the
two one-way functions.
receive beam respectively, giving the two-way beam proﬁle gtr(x) as
gtr(x, r) = gt(x− xt, r)gr(x− xr, r)
⇓
gtr(x, r) = e
−
(x−xt)
2
2σt(r)
2 e
−
(x−xr)
2
2σr(r)2 (A.1)
where subscript t indicates “transmit”, r indicates “receive” and tr indicates “transmit-
receive”. An example of gtr(x) is plotted with gt(x) and gr(x) in Fig. A.1, showing
the warping.
The peak position x = xp of this function is found where ∂gtr/∂x = 0. The origin
of the coordinate system is then positioned at the center of the transmit beam, that
is, xt = 0, yielding the following equation for the position of the peak:
xp =
σ2t xr + σ
2
rxt
σ2t + σ
2
r
⇓ xt = 0
xp =
σ2t xr
σ2t + σ
2
r
(A.2)
The peak position of the two-way beams resulting from three transmit events using
two parallel receive beams each is plotted in Fig. A.2. The left part of the ﬁgure is
simulated using Field II [5]. Although only the peak position of the pulse-echo ﬁeld
is plotted here, the full 2D transmit- and receive proﬁles were calculated. The −3dB
contour of these proﬁles were used as the depth-dependent beam widths σt(r) and σr(r)
of (A.2). The peak position using the Gaussian beam proﬁles with depth dependent
beam widths provided by Field II simulation is displayed in the right part of Fig.
A.2. Note that the received signal is assumed to follow straight lines. Due to the
warping eﬀect the samples are acquired from along curved lines, making the lateral
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Figure A.2: The lateral peak position of two-way beams as a function of depth. The
left ﬁgure is simulated using Field II. The right ﬁgure is a plot of (A.2), which uses the
Gaussian beam approximation. The two-way beams are the result of three transmit
beams with two parallel receive beams each. Note the uneven sampling resulting from
the curved scan lines, particularly the lack of samples at some locations around the
focal depth at 5 cm. See text for details.
sampling non-regular. If the beams are distributed according to the Nyquist criterion,
this non-regular sampling will lead to under-sampling, aliasing and thus loss of spatial
invariance and image quality.
The simulation settings for both simulations can be found in Table A.1. As can be
seen by comparing the left and right part of the ﬁgure, the Gaussian beam approxi-
mation is only valid in the vicinity of the focal depth. In the near- and far-ﬁeld this
simple model is not suﬃcient to describe the ﬁeld.
The second part of the geometric distortions are due to “skewing”, since the beam
proﬁles are in fact not Gaussian as assumed above. A skew (non-symmetric) two-way
RMS beam proﬁle resulting from oﬀsetting a symmetric receive beam and a symmetric
transmit beam is shown in Fig. A.3. The RMS beam proﬁle is found by calculating
the root mean square along the time/radial direction of the transmit-, receive- and
two-way ﬁeld simulated using Field II.
Yet another eﬀect of parallel beamforming is the loss of energy caused by mis-
aligning the transmit- and receive beams. Using two parallel receive beams positioned
symmetrically around the transmit beam will decrease the signal-to-noise ratio (SNR).
However, using more than two parallel receive beams will give beams with varying gain.
Compensating for this varying gain loss through ampliﬁcation (i.e. by using (A.1)) will
give beams with varying SNR and variance, further degrading the spatial invariance.
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Figure A.3: Beam proﬁles of transmit-, receive-, and two-way response. The transmit
f# is twice that of the receive f#. Note the skewness of the two-way proﬁle.
A.3 Shift Invariance through Coherent Interpola-
tion
The goal of the proposed method in this article is to overcome the geometrical distor-
tions caused by misaligned transmit- and receive-beams by creating synthetic transmit-
beams in-between the real transmit-beams. The ﬁrst step on the way to achieve this is
to transmit beams with a spacing of no more than the Nyquist sampling criterion for
ultrasound, f#λ, which is also called the Rayleigh criterion [6]. Assume for the sake
of the argument that the signal received on each element of the aperture and for all
transmit events are stored separately and coherently in the ultrasound scanner. The
sampling theorem states that the value from any intermediate beam can be found from
these data through interpolation. Next these interpolated data can be passed through
a receive beamformer, adding appropriate focusing delays to steer in the direction of
the synthetic transmit beam. Since the receive beams are steered to the same point
in space as the synthetic transmit beams, there will be no geometrical distortions of
the two-way beams due to misalignment.
Let us now state this more formally. Fig. A.4 puts some of the symbols into a
sketch showing the elements of a simple transducer and the signals received from two
consecutive excitation events. The aperture consists of N elements transmitting M
beams into the imaging sector. To transmit beam number k, 1 < k < M , the aperture
is focused on the point xk at the depth d = ct0/2. The received signal at aperture
element n after focusing at point xk is denoted Sn(xk, t0), where 1 < n < N . The
signal originating from an intermediate position xi can be found through interpolation
after collecting data from the desired amount of beams k. For each element n on the
aperture the recorded signals Sn(xk) are used to ﬁnd the synthetic signal S˜n(xi) using
the interpolation ﬁlter h(xi, k):
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Figure A.4: Illustration of the received signals on aperture element an when transmit
focus is set at the points xk and xk+1. The interpolated signal S˜n(xi, t) from the
synthetic transmit beam focused at the point xi is also indicated. The normalized
distances between the three points of interest is shown at the bottom.
S˜n(xi, t) =
∑
k
h(xi, k)Sn(xk, t). (A.3)
The total synthetic receive signal S˜(xi, t) from the point xi in space is found by
focusing the synthetic receive- signals electronically to the point xi by adding time
delays τn(xi), and summing the signal from all elements on the aperture:
S˜(xi, t) =
∑
n
S˜n(xi, t− τn(xi)) (A.4)
=
∑
n
∑
k
h(xi, k)Sn(xk, t− τn(xi)) (A.5)
=
∑
k
h(xi, k)
∑
n
Sn(xk, t− τn(xi)) (A.6)
=
∑
k
h(xi, k)Sk(xi, t) (A.7)
where the interchange of the order of the summations from (A.5) to (A.6) can be done
if the interpolation ﬁlter is linear, shift invariant and independent of n (linear meant as
a ﬁlter property, not ﬁlter type). The last sum in (A.6) is the mathematical expression
for the signal Sk(xi, t) from a beam transmitted toward the point xk and then focused
at the point xi while receiving. Instead of interpolating the received samples from
each aperture element the same result can be achieved from steering the receive-beam
toward the same point in subsequent transmit-events and then ﬁnd the synthetic scan
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line through interpolation of these signals, as is seen from (A.7). This will be denoted
as parallel beamforming with STB (Synthetic Transmit Beams) throughout the text.
Changing the order of summation in (A.6) facilitates the practical implementation
of STB as only the output data from the beamformer has to be buﬀered, which is a
fraction of the size of the received signal from all aperture elements.
It is worth noting that STB like all coherent lateral interpolation methods assumes
negligible object movement between subsequent transmit beams. If not, the phase
diﬀerence between the interpolated signals might induce artifacts due to destructive
interference. The maximum wall velocity in the left ventricle is typically 12cm/s [7]
and a typical pulse repetition frequency for cardiac imaging is 4kHz. The maximum
wall displacement between subsequent beams is then found as 12cm/s
4kHz = 30µm, which
for a typical cardiac transmit frequency of 2.5MHz is less than one twentieth of a
wavelength. A commonly used limit for coherent summation is λ/8 [6], so the STB
method will sum coherently for fast cardiac movements as long as the interpolation
ﬁlter is short.
For a rectangular aperture the Nyquist sampling requirement for beam density
can be found from the Fraunhofer approximation to be one beam per f#λ, where
f# = F/a is the f -number, F is the transmit focus depth, and a is the aperture size
on transmit or receive [8]. This is called the Rayleigh criterion. After including the
oversampling factor pt and rearranging terms the lateral sampling frequency is found
as
f ts =
1
pt
· a
t
F · λ p
t ≤ 1. (A.8)
Again according to the Fraunhofer approximation the lateral bandwidth of the
pulse-echo ﬁeld is given by the convolution of the transmit- and receive apertures.
Thus the two-way sampling frequency is found as
f trs =
1
ptr
· (a
t + ar)
F · λ p
tr ≤ 1 (A.9)
where at and ar is the aperture size on transmit and receive respectively, λ the wave-
length of the center frequency and pt and ptr oversampling factors on transmit and
two-way respectively. The number of necessary parallel beams is now found as the
ratio between f trs and f
t
s:
Npb =
pt
ptr
· (1 + a
r
at
) (A.10)
For marginal sampling and equal aperture on transmit and receive it follows that two
parallel beams are required to keep within the requirements of the sampling theorem.
This case is treated experimentally in the next Section.
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a) Conventional
Excit. 1
Excit. 2
Two−way
c) J.N.Wrightb) STB
Figure A.5: Sketch of the origin of scan lines.
Part a) of the ﬁgure shows two transmit beams (pointing down) with 2 parallel receive
beams each, pointing up. The resulting scan lines are showed beneath the horizontal
dashed line. The vertical dotted line extends the transmit beam direction to make it
easier to see the alignment with the two-way beams.
Part b) of the ﬁgure shows the corresponding STB case. Here 4 parallel receive beams
are acquired for each transmitted beam. These are aligned in pairs as shown, yielding
the interpolated, synthesized beams showed beneath the dashed line. The solid arrows
indicate the receive beams successfully generated from the two shown excitation events,
while the dashed arrows represent scan lines that need another transmit event to be
complete.
Part c) shows the origin of scan lines with the synthetic beam setup proposed by J.
N. Wright.
A.4 Compensation Methods
A.4.1 Synthetic Transmit Beams
In Fig. A.5a) an example of the conventional parallel beamforming approach is
sketched, represented with two transmit beams and their corresponding two paral-
lel receive beams. Beneath the dashed line the resulting 4 scan lines from these two
excitations are shown.
Part b) of the ﬁgure sketches the corresponding practical implementation of the
proposed STB method using a linear interpolation ﬁlter and two parallel receive beams.
Note that twice the number of beamformers are necessary to form the synthetic trans-
mit beams through interpolating the two receive beams at each position using the
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two-point linear interpolation ﬁlter
h(xi, k) = [1− w,w] (A.11)
= [0.75, 0.25] (A.12)
for the regularly spaced receive beams shown in Fig. A.5. For a more general receive
beam positioning w is found as w = xi−xkxk+1−xk , with reference to Fig. A.4. Note that
the STB principle can easily be extended to an arbitrary number of parallel receive
beams, only limited by the number of available receive beamformers.
Choosing a linear interpolation ﬁlter is the simplest implementation of STB, as
only two receive beams has to be steered toward each desired scan line position. The
impulse response of the linear interpolation ﬁlter is triangular, making it a sinc2-
function in the frequency domain [9]. This means that some of the high-frequency
content of the signal will be attenuated, and there will be some noise due to aliasing
from the wide transition band. The maximum error will appear for a marginally
sampled white-noise process, where the reduction of power without aliasing compared
to ideal interpolation is found from
Perr = 20 log10


fs/2∫
−fs/2
(
sin(pif/fs)
pif/fs
)2
df

 = −2.2dB (A.13)
where fs is the sampling frequency and f is the lateral frequency variable.
The error will be lower for a band-limited signal, and is further reduced with
oversampling, that is, using a higher density of transmit beams. However this is not
wanted as the purpose of parallel beam processing is to obtain a high frame rate, which
necessitates as scarce positioning of transmit beams as possible.
Higher order interpolation can be used if the necessary number of beamformers are
available. Each scan line requires the same number of beamformers as the number of
taps in the interpolation ﬁlter. Using an ideal interpolation ﬁlter in (A.7) will give
perfect reconstruction with no artifacts from parallel processing. Unfortunately this
requires an inﬁnitely long interpolation ﬁlter, and the same number of beamformers.
A.4.2 Dynamic steering
Most modern (digital) beamformers are using diﬀerent focusing delays for each depth
when receiving, ensuring appropriate geometrical focus. This is called dynamic focus-
ing. If the beamformer also updates the steering delays for each depth, this is called
dynamic steering. Such a beamformer can focus along any line - straight or curved,
upon reception.
If the beamformer is capable of such dynamic steering, another intuitive way of
compensating for the warping eﬀect is by deliberately oﬀsetting the receive-direction
for each depth in the opposite direction of the warping [10]. To make this work well
a reasonably accurate beam model must run on the scanner. From Fig. A.2 it can be
seen that the Gaussian model presented in Section A.2 can serve this purpose close to
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Table A.1: Some common parameters for simulations and experiments.
Parameter Value
Center frequency f0 2.5MHz
Focal point 5cm
f−number transmit 2.3 in focal point
f−number receive 2.3 until the focal point, then increasing
Transmit line spacing 1 · λf#t in focal point
Display interpolation RF
the focal depth, where it can be argued that a good image is most important. In other
words, oﬀsetting the receive focal direction with the inverse of (A.2) should reduce
warping artifacts signiﬁcantly.
If dynamic steering is not available, a ﬁxed steering oﬀset can be applied to elim-
inate warping at a desired depth, often chosen as the focal depth. However, this
approach might lead to poor performance at other depths.
A.4.3 US patent by J. N. Wright
One version of the preferred embodiment in the US patent of J. N. Wright has been
implemented both in simulations and experiments. It uses two parallel receive beams,
and the synthetic beams are found by interpolating between these as given by Fig.
3 in the patent [4]. The position of transmit-, receive- and synthetic scan lines are
indicated in part c) of Fig. A.5.
The synthetic scanlines that align with the transmit (tx) beam are made by calcu-
lating the average of the two parallel receive (rx) beams originating from this transmit
event. The synthetic beam halfway between the tx beams is calculated as the aver-
age between the two nearest rx beams, originating from two diﬀerent tx events, as
described in the patent. This is the same as running a two-point lateral averaging
ﬁlter on the received RF data, meaning this method is expected to reduce the lateral
resolution of the imaging system.
A.4.4 Simulation- and experimental setup
Using the ultrasound simulation software Field II [5] several approaches to parallel
beamforming have been investigated: uncompensated, steering oﬀset in focus, dynam-
ically steered, the J. N. Wright method, and with synthetic transmit beams. Addi-
tionally the standard, focus oﬀset, the J. N. Wright method and STB methods have
been tested experimentally using a custom GE Vingmed Vivid 7 ultrasound scanner
with 4 available beamformers.
The experimental image acquisition uses equivalent settings as for the simulations.
Some common settings for all simulations and experiments can be found in Table A.1.
The eﬀect of frequency dependent attenuation has not been taken into account in the
simulations, but are naturally still present in the experiments.
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Figure A.6: The top pane shows the image of a point scatterer, a point spread function
(PSF). In the middle pane the beam proﬁle (the RMS sum) of this PSF is shown.
After obtaining such beam proﬁles for several lateral positions of the point scatterer
the proﬁles are stacked and displayed in a contour plot in the lower pane. The level of
the contours are [-3 -6 -12 -24 -36] dB as is indicated with dashed lines in the middle
pane. The thick line indicates the peak position. If the imaging system is completely
spatially shift invariant the contour plot should display a set of diagonals.
A.5 Results and Discussion
A display method suitable for showing spatial variance artifacts is shown in Fig. A.6.
The top pane of the ﬁgure shows a simulated point spread function (PSF), with a
corresponding RMS beam proﬁle in the middle pane. By moving the point scatterer
laterally and stacking the obtained beam proﬁles, the contour plot in the bottom
pane is obtained. A completely spatially shift invariant imaging system should show
a non-varying diagonal structure.
The simulation results are displayed using three such plots each. For all plots the
transmit focal depth is 5 cm and both dynamic focus and expanding aperture is used
while receiving. The three plots shows the spatial variance resulting from moving
a scatterer laterally at a depth of 3, 5 and 7 cm respectively. For a quantitative
assessment of all simulation plots please refer to Table A.2.
The reference situation where only one receive beam for each transmit beam is
used is shown in Fig. A.7. Note that for all scatterer depths the results are nearly
spatially shift invariant, as is seen by the close to invariant diagonals. The nearly shift
invariant property can also be seen quantitatively from Table A.2. The right side of
the ﬁgure shows experimental veriﬁcation of the spatial variance plots, an image of
an ultrasound phantom. In contrast to all the following setups, this simulation and
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Figure A.7: Reference situation, showing simulated results on the left side and an
ultrasound image on the right for validation. The three panes of the simulations
correspond to a scatterer depth of 3, 5 and 7 cm respectively. The thick line close to
the center of the plot indicates the position of the beam peak value. The phantom
image to the right was acquired with an ultrasound scanner using a phased array
transducer. The beams are formed in a sector format and are displayed using polar
coordinates. The remaining relevant settings are listed in Table A.1, apart from the
transmit line spacing, which is λf#t/2 to make the scan line density equal the other
simulations. See text for details.
experiment uses a transmit beam spacing of half the Rayleigh criterion, λf#t/2, thus
it runs at half the acquisition speed. This is done to give all plots the same scan line
density, and can also be seen from (A.10).
Fig. A.8 shows a plot for the case of using two parallel receive beams without
any compensation techniques. Note that this results in a considerably more spatially
variant imaging system at all depths. This is particularly noticeable around the focal
depth. The image to the right displays how these artifacts show up in a recorded
image. The lateral gain variation of nearly 5dB (see Table A.2) is particularly notice-
able. It is important to recognize that these artifacts are much more prominent in a
dynamic image. In the electronic version of this document these artifacts can be seen
qualitatively in the left movie of Fig. A.9, showing the bicuspidal valve.
Fig. A.10 was made with the proposed method, STB. Compared to the uncompen-
sated plots and image in Fig. A.8 it is evident that the imaging is more shift invariant
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Figure A.8: Imaging using 2 parallel receive beams, without any type of compensation.
Note the evident lack of spatial invariance, especially with the scatterer at the focal
depth (middle pane). This can also be seen from the ultrasound image to the right,
where vertical stripes are apparent in a region around the focal depth of 5 cm.
when STB is applied. The contour plots are better than the uncompensated version
at all depths, and the image quality resembles that of the reference situation in Fig.
A.7. This can be seen from the right movie in Fig. A.9, which is made from oﬄine
processing of the same data set as the left movie. Note that this compensation method
does not compromise on spatial resolution, as is seen in Table A.2.
The method proposed by J. N. Wright was found to perform best when the rx -
beams were shifted further away from the tx direction, in the same manner as to
compensate for the warping eﬀect at the focal depth, as described in the section on
Dynamic steering. The additional shift corresponded to a fourth of the receive line
spacing. Results from simulations and experiments with these settings are displayed
in Fig. A.11, and numerical results from the simulations can be found in Table A.2.
Comparing these ﬁgures with those of the STB method in Fig. A.10, the J. N. Wright
method is seen to display nearly as good spatial shift invariance as the STB method.
However, from the numerical results this method it is seen to give a 15% reduction in
lateral resolution when compared to the STB method.
If dynamic steering is not available, the warping can only be fully compensated for
at one speciﬁc depth. Figure A.12 shows the results from warp-compensating at the
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Table A.2: Numerical results from comparison of parallel beamforming techniques.
Method Depth
Mean
beam
width
[mm]
Width var.
Gain
var.
[dB]
Oﬀset
Reference,
30 mm 2 3% 0.3 2%
50 mm 1.2 15% 0.64 11%
70 mm 2.1 7% 0.32 5%
Uncomp.,
30 mm 2 5% 0.32 11%
50 mm 1.3 37% 4.8 29%
70 mm 2.1 18% 1.4 13%
Focus comp.,
30 mm 2.1 76% 0.89 50%
50 mm 1.2 13% 0.76 12%
70 mm 2.3 115% 3.66 48%
Dyn. steered,
30 mm 2 4% 0.48 15%
50 mm 1.2 13% 0.72 11%
70 mm 2.1 12% 0.92 9%
STB,
30 mm 1.9 2% 0.29 6%
50 mm 1.3 16% 1.97 16%
70 mm 2.1 10% 0.79 6%
J.N.Wright method,
30 mm 2 7% 0.91 23%
50 mm 1.5 15% 2.12 16%
70 mm 2.4 18% 1.06 13%
Undersampled,
30 mm 2.2 25% 0.51 9%
50 mm 1.6 86% 7.09 89%
70 mm 2.6 57% 3.49 41%
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Figure A.9: Left: movie showing the bicuspidal valve, acquired with 2 parallel receive
beams without any compensation for parallel beam artifacts. Right: the same raw data
processed with STB. The electronic version of this document, containing the above
movies, can be found at http://urn.kb.se/resolve?urn=urn:nbn:no:ntnu:diva-5937.
focal depth. The middle left pane shows that oﬀsetting the steering angle to eliminate
warping at the focal depth successfully eliminates warping in focus. However the
spatial invariance is signiﬁcantly reduced below and above the focal point.
The left pane of Fig. A.13 shows simulated results from using dynamic steering
to compensate for warping at all depths. Unfortunately no experimental results are
available due to limitations in the available ultrasound scanner. When the steering
compensation is done dynamically, warping is eliminated at all depths up until the
accuracy of the Gaussian beam approximation. Note that the skewing artifact is left
uncompensated with this approach. This is particularly noticeable in the top pane
where the spatial invariance is poor despite the steering compensation eﬀorts.
For completeness the right pane of Fig. A.13 shows the simplest option when it
comes to increasing the acquisition rate, simply decreasing the scan line density. From
the two bottom panes it is seen that this approach suﬀers from under-sampling. It
important to remember that the sampling criterion has to be credited at both transmit,
receive and two-way. Even if this simple method has suﬃcient sampling on transmit
and receive, the two-way situation is under-sampled.
Some numerical results from the simulation study are summarized in Table A.2.
The results of the ﬁrst two columns are calculated with normalized beams, that is,
the peak value is zero for all lateral scatter positions. The ﬁrst column lists the
mean -6dB beam width. The “Width var.” and “Gain var.” columns quantiﬁes the
diﬀerence between the min. and max. -6dB beam width and the peak gain diﬀerence
respectively. The “Oﬀset” column is computed to give a measure of the meandering
movement of the peak position. It is given as the ratio of the two-sided lateral peak
position error and the mean beam width at each depth.
43
A.5 Results and Discussion
−24
−
24−1
2
−
12
−
6
−
6
−
6
−
3
−
3
−
3
Po
in
t s
ca
tte
re
r p
os
. [m
m]
2 parallel beams with STB
−2
−1
0
1
2
−
36
−
36
−
36
−
24
−
24
−
12
−
12
−
6 −
6
−
3
−
3
−
3Po
in
t s
ca
tte
re
r p
os
. [m
m]
−2
−1
0
1
−
12
−
12
−
6
−
6
−
3
−
3
Lat. axis at scatter depth [mm]
Po
in
t s
ca
tte
re
r p
os
. [m
m]
−3 −2 −1 0 1 2 3
−2
−1
0
1
Beam angle [deg]
D
ep
th
 [c
m]
2 parallel beams with STB
−10 −5 0 5 10
2
3
4
5
6
7
8
Figure A.10: Much of the artifacts originating from parallel receive beams can be
eliminated by using STB imaging, as is shown here. Note the diﬀerence from the
uncompensated images in Fig. A.8. Both experimental images were made with the
same parameters and the same transmit- and scan line density. They diﬀer only in
the number of beamformers used. The axes show depth and angle increment, where
the center line is chosen as zero degrees. Note how the STB image shows no signs of
the easily noticeable vertical stripes of the image without STB. Also note that there
is still some ripple left at the focal depth of the contour plot. This is probably caused
by the non-ideal linear interpolation ﬁlter used.
Investigating the ﬁrst column of the Table, it is seen that the mean beam width of
the J. N. Wright method is slightly larger than for the other imaging methods. This can
be contributed to the lateral ﬁltering performed in this method. Apart from that, the
mean beam width at at each depth is quite constant for each imaging method, with the
exception of the undersampled method. Note that this is the case even when steering
compensation methods are applied. Using a Gaussian beam proﬁle approximation it
can easily be shown that this is as expected. Looking at mean beam widths does not
tell anything about the shift invariance property of the methods. This is better seen in
the next column, displaying the diﬀerence between the maximum and minimum beam
width as the scatterer is moved laterally. It can here be observed that all methods,
except for the focus compensation method, perform best before and after the focal
depth. This is due to the wider transmit beam at these depths. At the focal depth
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Figure A.11: The J. N. Wright method with a static receive beam oﬀset. No easily
noticeable vertical stripes can be seen in the image. The image is however more blurred
than the corresponding STB image. Also notice the more variable peak position (thick
solid line) at all depths compared to STB.
the -6dB beam width vary with 37% when no compensation is done. When applying
either dynamic steering, the J. N. Wright method, or STB, all of which have similar
performance here, the width variation is greatly reduced to around 15%, the same as in
the reference situation. Looking at the next column, the gain variation, the dynamic
steering method performs best, reducing the variation from 4.88dB uncompensated
to 0.72dB at focal depth. That is only slightly higher than the reference situation
and then as good as one can expect it to be with the applied beam density. An
interesting number is the 2dB gain variation at the focal depth for the STB method.
This variation is most likely due to linear interpolation of marginally sampled data.
The applied two point linear interpolation ﬁlter is not suﬃcient to fully correct for the
beam warping, hence some under-sampling artifacts remains. This can also be seen
from the STB oﬀset at focal depth, which is a bit larger than the dynamic steering
oﬀset. Higher order interpolation would be required to correct for this.
In the remaining column, tabulating the peak value oﬀset from the expected po-
sition, it is interesting to notice that the STB method performs better than dynamic
steering both before and after focus. This can probably be contributed to two things.
Firstly the ability of the STB method to correct for skewness in the beam proﬁles,
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Figure A.12: Here the results from warp compensation by statically oﬀsetting the
receive beam is shown. The oﬀset is calculated to eliminate warping at the focal
depth, resulting in poor performance at other depths.
which will be a prominent cause of artifacts in these regions. Secondly the Gaussian
beam approximation used for estimating beam warping will be poor at depths outside
the focal zone, causing the dynamic steering method to fail at these depths. The STB
method will correct for warping at all depths independent of beam approximations.
The J. N. Wright method is seen to yield results not quite as good as the STB method
outside the focal depth.
A.6 Concluding Remarks
From the results presented above it is clear that straightforward parallel beamforming
reduces the spatial shift invariance of an ultrasound imaging system. Some compensa-
tion approaches have been investigated, and the proposed method of using synthetic
transmit beams seems to give a more spatial shift invariant imaging system, with the
beneﬁt of increased acquisition rate. However this comes at the cost of additional
beamformers.
Dynamic steering also seems like a promising technique, even though it does not
compensate for all parallel beam artifacts as the STB method does. The beneﬁt of this
technique over STB is that the same number of scan lines as available beamformers is
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Figure A.13: Left column: dynamic steering is used to compensate for warping at all
depths. Compare this to the results from compensating at the focal depth only, shown
in Fig. A.12. No experimental results are available due to limitations in the available
ultrasound hardware. Right column: The easiest way to increase the acquisition rate is
simply to decrease the scan line density. Here the result from using the same transmit
beam density as in the other plots is shown, but with only one parallel beam. This
results in two-way under-sampling, as can clearly be seen from the middle and bottom
pane.
obtained.
Note that signiﬁcantly less spatial variance from parallel receive beam operation
can be obtained by increasing the transmit beam density and/or increasing the trans-
mit f-number. The penalty for doing so is decreased acquisition speed in the case
of increased transmit beam density. The main drawback of increasing the transmit f-
number is reduced penetration. Additionally it will give a wider transmit focus, giving
poorer resolution.
It is worth noting that diﬀerent underlying phenomena contribute to the artifacts
at increasing depth. In the region close to the transducer the skewing eﬀect is the
dominant artifact. In the focal region the warping eﬀect dominates, while deeper in
the image both eﬀects contribute.
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Abstract
In color ﬂow imaging for medical diagnosis the inherent trade-oﬀ between frame
rate and image quality may often lead to suboptimal images. Parallel receive beam-
forming is used to help overcome this problem, but this introduces artifacts in the
images. In addition to the parallel beamforming artifacts found in B-mode imaging,
we have found that a diﬀerence in curvature of transmit and receive beams gives a
bias in the Doppler velocity estimates. This bias causes a discontinuity in the velocity
estimates in color ﬂow images.
In this work we have shown that interpolation of the autocorrelation estimates
obtained from overlapping receive-beams can reduce these artifacts signiﬁcantly. Since
the auto-correlation function varies quite slowly the beams can be acquired with a
signiﬁcant time diﬀerence, for instance across interleaving groups or across scan planes
in a 3D scan.
We have shown that a high frame rate of color ﬂow images can be maintained with
parallel beam acquisition with minimal deterioration of the image quality.
Submitted to IEEE Transactions on UFFC
B.1 Introduction
B.1 Introduction
Parallel receive beams are used to increase the frame rate of ultrasound imaging[1, 2].
This will introduce artifacts in the images due to misalignment of the transmit- and
receive-beams. A method using synthetic transmit beams (STB) has previously been
shown to reduce this problem in B-mode imaging by aligning each receive-beam with
a synthetic transmit beam [3]. However, the additional time lag between neighboring
beams for Doppler packet acquisition may cause phase cancellation [4] and therefore
a failed reconstruction of the synthetic transmit beams.
In addition to the artifacts of parallel beamforming in B-mode imaging, we have
found that color ﬂow imaging has an additional parallel beam artifact. The measured
Doppler shift is dependent on the angle between the transmit/receive beams and the
direction of the blood ﬂow [5], but for parallel beams the curved wavefronts of a
focused transmit beam will cause a changing angle with the blood ﬂow, depending on
the position of the received beam. This causes a discontinuity in the velocity estimates
between groups of beams from diﬀerent transmit events.
We have extended the ideas of synthetic transmit beamforming to reduce artifacts
from parallel beams also for images based on Doppler processing, like Color Flow
imaging, power-Doppler and B-Flow.
We will ﬁrstly describe and quantify the origins of parallel beam artifacts in color
ﬂow imaging, before showing why the STB method fails for fast blood ﬂow or long
time delays between samples. Then we will introduce STB on the auto-correlation
function, and lastly show in vivo vascular and cardiac imaging examples.
B.2 Origin of artifacts
In B-mode imaging the two major causes of artifacts due to parallel beam acquisition
are skewing and warping [3]. Skewing is the distortion of the two-way beam proﬁle
caused by misalignment of the transmit- and receive-beams. This misalignment also
causes warping, where the receive-beam is pulled towards the center of the transmit-
beam, such that the received signals does not originate from the apparent direction of
the receive-beam.
Color ﬂow, B-ﬂow and power-Doppler images are usually made from the power (lag
0) and angle of the auto-correlation function with lag 1. The auto-correlation function
from a sampled ultrasound signal z(k) is R(m) = 〈z(k+m)z(k)∗〉, where m is the lag.
It can be estimated from a packet of N samples by [5]
RN (m) =
1
N
N−m∑
k=1
z(k +m)z(k)∗. (B.1)
In addition to warping and skewing Doppler imaging methods like Color Flow
shows a parallel beam artifact caused by the curvature of the focused wavefront. The
Doppler shift is recorded along the vector sum of the transmit- and receive-beam
directions, the two-way normal, as is described in chapter 9 of [5]. The transmit beam
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Figure B.1: Curved wave fronts above and below the focal point causes a varying
angle between the ﬂow and the receive-beams, depending on how far the receive-beam
is steered oﬀ the axis of the transmitted beam. This is seen in color ﬂow images as
abrupt changes in velocity estimates from one group of received beams to the next.
is typically wide to ﬁt all the parallel beams, and focused to increase the signal to
noise ratio. Away from the focal point this makes the wavefront wide and curved.
The receive-beam is typically dynamically focused and narrower than the transmit-
beam, so it will have a diﬀerent curvature, or not be curved at all, and overlap with a
small part of the transmitted beam. This is sketched in Fig. B.1. When the curvature
is not taken into account the expected Doppler shift fd is
fd =
2vf0
c
cos(θ) (B.2)
where v is the velocity of the blood, f0 is the transmit frequency, c the speed of sound
and θ the angle between the beam and the direction of the ﬂow. The actual Doppler
shift will be biased due to θb, shown in Fig. B.1, and give
fb =
2vf0
c
cos(θ − θb). (B.3)
We call it the parallel beam Doppler bias artifact. The relative diﬀerence between the
expected and the measured Doppler shift is
fb − fd
fd
=
cos(θ − θb)− cos(θ)
cos(θ)
(B.4)
which is plotted for relevant combinations of θ and θb in Fig. B.2. From the ﬁgure
we expect the Doppler bias to be most visible when the angle between the wave front
normal and the ﬂow direction is large.
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Figure B.2: Relative Doppler bias of equation (B.4), which is caused by curved, wide
wavefronts on transmission and focused, planar wavefronts on reception. The angles θ
and θb are indicated in Fig. B.1. The ﬁgure is limited to showing ±30% Doppler bias
to avoid showing the asymtote near cos(θ) = 0.
The simple geometrical model with spherical wavefronts shown in Fig. B.1 is only
valid far from the focal point. In reality, the wavefronts in the focal point is approx-
imately planar, meaning that θb will approach zero when the diﬀracting eﬀects over-
comes the geometrical focusing eﬀect [5]. We have investigated the depth-dependence
of the beam curvature further by computer simulations using Field II [6], with param-
eters equaling the in vivo carotid images in the Results-section. The transmit pulse
and estimated curvature is shown in Fig. B.3. Curvature was estimated from the
phase variation laterally across the simulated transmit pulse at each depth.
Since the Doppler bias is symmetric about the center of the transmit beam, but
with opposite signs, it will cause the velocity estimates to change abruptly between two
neighboring beams from diﬀerent transmit events. This is shown in Fig. B.4, which
shows an in vivo example of the carotid artery without any lateral smoothing. The
vertical discontinuities from transition between groups of parallel beams are clearly
visible, particularly in the regions with velocity aliasing. This is also shown in the
bottom part of the ﬁgure, where the deviation from the average velocity along the
center of the carotid artery is plotted. Ideally this should be a smooth curve near
zero.
B.2.1 Synthetic Transmit Beams applied to Color Flow
We have previously proposed Synthetic Transmit Beams (STB) as a method to reduce
artifacts from parallel beams in B-mode imaging by interpolating between overlapping
receive-beams from diﬀerent transmit events[3]. The overlapping beams must sum
coherently for the interpolation to work. Constructive interference happens when the
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Figure B.3: Computer simulation of the curvature of transmit wavefronts. The left
panes show the transmitted pulse at three depths: in the nearﬁeld, at the position of
peak curvature, and at the focal point. The dashed line indicates the position of the
most steered receive beam. The estimated curvature along this line is plotted in the
right pane. Horizontal dashed lines indicates the position of the three pulses shown.
The simulation parameters corresponds to the carotid in vivo parameters of Table B.1
displacement between received pulses is less than λ/8, that is, when
vτ = ∆r ≤ λ/8 = c/(8f0) (B.5)
where τ is the time lag between acquisition of the overlapping pulses. In comparison
the Nyquist sampling velocity for Doppler imaging is vn = c/2f0∆t where ∆t is the
time between pulses. Beam interleaving techniques [7] can be used when acquiring
overlapping beams, by ensuring that the maximum PRF ultimately given by the scan
depth is used to acquire the image.
Fig. B.5 indicates the position of a number of transmit beams (arrows pointing
down) and receive beams (arrows pointing up). STB processing is done by interpolat-
ing overlapping receive beams to give the signal S˜(xr),
S˜(xr) =
∑
k
h(xr, k)Sk(xr), (B.6)
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Figure B.4: Top: Doppler bias from experimental data. Note the vertical discontinu-
ities of the velocity estimates, which appears at the transitions between beams from
diﬀerent transmit events. Bottom: estimated blood velocity from the central part of
the artery, along the dashed line, in the above image.
where h(xr , k) is an interpolation ﬁlter and Sk(xr) is the signal received from trans-
mitting towards direction k and receiving from direction r [3]. A linear interpolation
ﬁlter will be used to illustrate the principle, because it only requires two overlapping
receive beams which maximizes the frame rate. The interpolation ﬁlter has weights
w and (1 − w) where w is inversely proportional to the distance from the transmit
beam, found as w = xr−xkxk+1−xk . As an example a signal S˜1 is made from the pair of
beams a and b, as indicated in Fig. B.5. Just like with B-mode images this limits the
artifacts caused by warping and skewing [3]. Several such signals are used to estimate
the auto-correlation function. The cross correlation between two such STB processed
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Figure B.5: Illustration of the scan sequence for color ﬂow imaging, with overlapping
beams as required by STB processing and two interleave groups. Only the ﬁrst two
samples of each packet of N pulses are drawn. See the text for further details.
signals, S˜1 and S˜2, is
S˜1 = wSa + (1− w)Sb (B.7)
S˜2 = wSc + (1− w)Sd (B.8)
〈S˜1S˜∗2 〉 = w2〈SaS∗c 〉+ w(1 − w)〈SaS∗d〉
+ (1− w)w〈SbS∗c 〉+ (1− w)2〈SbS∗d〉 (B.9)
where the beams a, b, c and d are all received from the same direction, but from diﬀerent
transmit events as indicated in Fig. B.5.
The received Doppler signal stays correlated only for a brief period of time, depend-
ing on the transit time of the scatterers passing through the sample volume. When the
acquisition time between two overlapping beams used to estimate the auto-correlation
function is long, too many of the scatterers inside the sample volume is replaced, and
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Figure B.6: Plotting the relative weighting of correlated content versus uncorrelated
content for coherent STB processing of samples acquired with a large time delay.
the estimate can not reconstruct the auto-correlation function. This can happen for
instance across interleave groups, as when the receive beams from Tx 3 is combined
with the receive beams from Tx N+1 in Fig. B.5.
In these situations the two cross-terms in the middle of (B.9) include terms with
zero expected correlation, meaning they will only contribute with white noise. The
weighting of the two correlated terms versus the two un-correlated terms changes
depending on the distance from the position of the transmit beam. Fig. B.6 plots
these weights, w2 + (1 − w)2 versus 2w(1 − w), showing that the de-correlated terms
contribute more with increasing distance to the transmit beams. This means that in
the case of a signiﬁcant time lag between samples the reconstruction will be best near
the transmit beams and worst in the middle between them, reducing the spatial shift
invariance of the imaging system.
The Doppler bias varies from beam to beam in a non-linear manner, as is seen
from Fig. B.2. This means that it can not be removed entirely by STB using linear
interpolation. However, as the bottom part of Fig. B.4 indicates, the Doppler bias of
the STB-interpolated beams have opposite signs so the bias will be reduced. This will
be shown later.
B.2.2 Incoherent STB
Since color ﬂow images are made from the auto-correlation function, as is explained
above, what would happen if we perform the STB interpolation on the auto-correlation
estimate instead of on the IQ data? When the strict sampling requirements of (B.5)
is broken, the interpolation between IQ samples can give arbitrary results, as is il-
lustrated in the top part of Fig. B.7. This is because IQ data contains absolute
phase information. The auto-correlation estimates, on the other hand, contains only
the phase change between successive samples. Two estimates of the auto-correlation
function obtained from overlapping beams with a large time diﬀerence will therefore
depend only on the hemodynamic conditions. This is illustrated in the bottom part
of Fig. B.7.
With this in mind we suggest to perform the STB interpolation on the auto-
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correlation estimates instead of on IQ data. This will remove the cross-terms of (B.9)
which only contributes white noise when the time delay is longer than speciﬁed in
(B.5). Also, instead of using linear interpolation on the amplitude data we use linear
interpolation of the second order correlation estimates.
One auto-correlation estimate is calculated from each packet, and the synthetic
auto-correlation estimate R˜ is found by interpolating between the estimates originating
from the same spatial position, but from diﬀerent transmit events:
R˜(xi) =
∑
k
h(xi, k)R(k) (B.10)
= wR1 + (1− w)R2 (B.11)
with the same linear interpolation ﬁlter as for (B.6). We call this incoherent STB, as
the method neglects absolute phase, in contrast to coherent STB when it is performed
on IQ data [8]. With constant hemodynamics there is no lateral variation caused by
combinations of diﬀerently correlated signals as for coherent STB, so incoherent STB
is expected to be more spatially shift invariant.
There will however remain some lateral variation due to the diﬀerent signal to
noise ratio of the acquired data. Ideally coherent STB will reconstruct this, but the
two-tap linear interpolation ﬁlter leaves some things to be desired when compared to
the inﬁnite-tap ideal interpolation ﬁlter. This is an inherent problem of all practical
parallel beam processing methods when more than two parallel beams is considered.
B.3 Results
To test the inﬂuence of PRF and interleaving on the two STB approaches we have
acquired two sets of ultrasound images using a GE Vingmed E9 (Vingmed, Horten,
Norway) ultrasound scanner. One set of images shows the common carotid artery and
the internal jugular vein, where the acquisition is interleaved to maximize the frame
rate and obtain the desired Nyquist velocity. Secondly a set of cardiac images are
acquired, but in this case the scan depth and desired Nyquist velocity were such that
no beam interleaving could be applied.
For both cases the same raw IQ data is processed to get both coherent STB im-
ages, incoherent STB images and standard parallel beam images. This means that all
diﬀerences are due to post-processing and not diﬀerences in acquisition.
B.3.1 In vivo: Linear array imaging
Fig. B.8 shows the power and velocity estimates of in vivo color ﬂow images. The most
relevant settings can be found in Table B.1. Cross correlation between neighbouring
beams have previously been shown to give a good measure of parallel beam artifacts
[9, 10], so the cross correlation between the R(0) estimates of neighbouring beams is
shown beneath the power images, and similarly the cross correlation between R(1)
estimates are shown beneath the velocity images. To make the correlation estimates
less noisy the cross correlation plots are made from the raw data of the whole cine
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loop, which consist of 44 frames. Note the diﬀerences in parallel beam artifacts, and
the diﬀerences in beam-to-beam correlation between groups of parallel beams. There
are four interleave groups, with transitions at [-7, 0, 7]mm, but only two interleave
groups are shown in the cropped images.
The velocity from the center of the artery shown in Fig. B.8 is estimated in the
same manner as the example in Fig. B.4. We assume that the velocity is constant
along the center of the artery, so that we can estimate the Doppler bias by calculating
the deviation from the mean velocity. This deviation is shown in Fig. B.9. Notice
the discontinuities in the bias at the transition between beams from diﬀerent trans-
mit events when regular parallel beams are used, and compare this to the two other
approaches. The relative change in velocity at these discontinuities are shown in Fig.
B.10. The source data for these plots are extracted from the center of the carotid
artery and averaged over 7 frames. For the beams where the distance to the center
of the artery is between 15 and 19mm regular parallel beams had a mean bias and
standard deviation of 19.9±3.0%, coherent STB showed a deviation of 3.8±2.3% and
incoherent STB had the lowest deviation at 2.9± 1.5%.
B.3.2 Computer simulations
A computer simulation closely resembling the in vivo imaging in the previous section
was set up using Field II [6], and matching the linear array parameters from Table
B.1. The carotid artery was modelled as a straight three-dimensional tube ﬁlled with
random point scatterers moving at a constant velocity. Just like the in vivo images,
the inclination of the tube was set to 16◦. The velocity estimates from one group
of parallel beams was calculated in N = 20 realizations of the simulation, and the
Doppler bias was calculated as the deviation from the mean value in the same way as
for the in vivo images above. The uncertainty of the estimated bias was calculated
as σ/
√
N , which is shown together with the bias estimates in Fig. B.11. σ is the
standard deviation. The results were averaged over the central 1.1cm of the artery.
Notice that the maximum Doppler bias is present for the outermost beams. The
average curvature between 15mm and 19mm depth was found from simulations to be
3.0◦. The Doppler bias at beam 8 is 9.7 ± 4.2%. Assuming a ﬂat receive-beam, the
pulse-echo curvature θb is 3.0
◦/2. The in vivo angle θ between the beams and the ﬂow
is estimated to be 16◦, which according to (B.4) should give an average Doppler bias
of 9.1% for the outermost receive beam from 15 to 19mm depth.
B.3.3 In vivo: Phased Array Imaging
An M5S phased array probe (GE Vingmed Ultrasound, Horten, Norway) was used
to image the left ventricle of a healthy volunteer. The resulting power- and velocity-
images from the three parallel beam methods are shown in Fig. B.12. The cross
correlation is shown below each image in the same way as for the linear images above,
and relevant acquisition settings can be found in Table B.1.
There are no interleave groups in these images, and the hemodynamics are changing
rapidly. Please notice the artifacts at the transitions between groups of parallel beams.
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Table B.1: Settings for in vivo images.
Linear array parameters Value
Center frequency f0 5.9MHz
Tx f−number 5
Rx f−number dynamic, min. 1.4
Tx focal depth 2.8 cm
Pulse length 2.5 cycles
Packet size 12
Parallel beams acquired 16
Parallel beams synthesized 8
Pulse repetition frequency 2000
Lateral smoothing none
Radial smoothing (R0) none
Radial smoothing (R1) 1.1mm
Phased array parameters
Center frequency f0 2.5MHz
Tx f−number 18
Rx f−number dynamic, min. 1.5
Tx focal depth 14 cm
Pulse length 2.5 cycles
Packet size 8
Parallel beams acquired 16
Parallel beams synthesized 8
Pulse repetition frequency 4000
Radial smoothing 1.5mm
Lateral smoothing none
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Figure B.7: Top: two packets of IQ data recorded from a beating heart, showing the
signal spinning in the complex plane. These two packets are combined with coherent
STB. Due to the large time delay between the combined samples they are summed
with nearly opposite phase, to give the result marked ∗. Bottom: Auto-correlation
with lag 1, R(1), of the data in the top ﬁgure. The velocity is estimated as ∠R(1),
which is seen to be nearly constant. Nevertheless, most of R(1) from the coherent
STB samples, marked ∗, have a signiﬁcantly diﬀerent angle. If STB is performed
incoherently on R(1) we obtain the signals marked ◦, seen to have the same angle as
the original data.
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Figure B.8: Power and Color ﬂow images of the common carotid artery and jugular
vein. The top left pane shows standard parallel beam processing, the top right pane
is treated with coherent STB, and the bottom pane shows incoherent STB, that is,
the STB interpolation is performed on the auto-correlation function. There is one
interleave group transition at 0mm. The correlation values between neighboring beams
are shown below each ﬁgure.
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Figure B.9: The Doppler bias extracted from the center of the artery in Fig. B.8.
Each dot represents the bias from one beam at the center of the artery. The bias is
estimated as the deviation from the mean value, which assumes that the velocity is
constant in the center of the artery.
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Figure B.10: The Doppler bias across neighbouring parallel beam groups of the three
processing methods shown in Fig. B.8 and B.9. With constant ﬂow and otherwise ideal
conditions the values should be zero. The dashed vertical lines indicate the transition
between interleaving groups.
1 2 3 4 5 6 7 8
−10
−5
0
5
10
Rx beam no. in parallel beam group
D
op
pl
er
 v
el
oc
ity
 b
ia
s 
[%
]
Simulated Doppler bias across parallel beams (N=20)
 
 
Doppler bias
Transmit beam center
Figure B.11: Computer simulation of the Doppler bias for a situation closely resem-
bling the linear-array in vivo images of Fig. B.8. The bias is estimated as the deviation
from the mean velocity, and the uncertainty of the simulated results are indicated with
error-bars showing ±σ/√N where σ is the standard deviation and N = 20 is the num-
ber of realizations.
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Figure B.12: Cardiac images captured with a phased array probe. Power images,
R(0), are shown to the left and velocity images, angle(R(1)), are shown to the right.
The images are not scan converted to make it easier to align the beams with the cross
correlation plots.
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B.4 Discussion
In this study we have described what causes the artifacts of parallel beamforming as
applied to color ﬂow imaging. In particular we have analyzed the previously undoc-
umented Doppler bias eﬀect caused by the varying Doppler shifts recorded oﬀcenter
from a curved transmit beam. We have also proposed solutions to the problem, in the
form of coherent or incoherent Synthetic Transmit Beams (STB).
From the carotid images of Fig. B.8 it is clear that the application of STB reduces
the artifacts from traditional parallel beam processing. The reduction of artifacts
can be seen both from visual inspection of the images, and from the cross correlation
plots beneath each ﬁgure. In regular parallel beamforming the cross correlation drops
markedly across parallel beam groups, with black bars, but this is restored for both
STB methods. The two STB methods diﬀer noticeably at the transitions between
interleave groups, where the cross correlation of coherent STB drops while incoherent
STB does not.
Another diﬀerence between the coherent and incoherent STB methods is visible in
the power images of Fig. B.8, where the signal at the interleave group transition in
the center nearly disappears due to destructive interference. The power signal is used
in some 2D color maps for vascular and cardiac imaging, so it is important that the
power signal is also free from artifacts and dropouts.
The Doppler bias through the center of the artery is shown in Fig. B.9, and the
abrupt discontinuities is easily visible for regular parallel receive beams. Both STB
methods remove the discontinuities across parallel beam groups, but incoherent STB
performs better across interleave groups. This is further seen in Fig. B.10, where
only the bias at parallel beam group transitions is shown over the full width of the
image to include all four interleave groups. For the depths 15 – 19mm, around the
maximum curvature seen in Fig. B.3, the average change is 19.9% for regular parallel
beam processing. This corresponds well with the simulated values shown in Fig. B.11,
which estimates the Doppler bias to be 9.7% for the edge beams, causing a total change
of 2 ∗ 9.7% = 19.4%. Even the simple geometrical model with spherical wavefronts
estimates the Doppler bias to be 2 ∗ 9.1% = 18.2% which corresponds reasonably well
with the simulated and in vivo results.
For both STB methods the in vivo Doppler bias drops to approximately 3%, which
is not that easily visible in the images. There are peaks in the error plot of coherent
STB at two of the interleave group crossings, and a trough at the third. This is due
to the long time delay across interleave group crossing, which increases the variance
of the estimates. This is not the case for incoherent STB.
Another eﬀect to notice from Fig. B.10 is how the Doppler bias gets smaller for
increasing depths of the artery. This can be explained by the position of the transmit
focus of the recording, which is at the bottom of the color ﬂow ROI. Close to the focal
point the wavefronts are not expected to be curved, as shown in Fig. B.3, and the
Doppler bias is expected to be minimal.
Similar results are seen from the cardiac images of Fig. B.12. They are acquired
without interleaving, and both coherent and incoherent STB is able to reconstruct
the beam-to-beam cross correlation, with the latter technique showing slightly better
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results.
To beneﬁt from an increasing number of parallel receive beams the transmitted
pulse must be wider. This is typically done by limiting the aperture, which reduces
penetration and signal to noise ratio.
In 3-D color ﬂow imaging (3-D CFI) the trade-oﬀ between volume rates and image
quality is particularly strained. For 3-D applications, and even more for 3-D CFI,
parallel beamforming is particularly important to increase the volume rate without
destroying the image quality. For 3-D imaging the beams are scanned two dimension-
ally, meaning that it is impossible to acquire overlapping beams, as required by STB,
without a severe time penalty in at least one of the scanning dimensions. This makes
3-D CFI an ideal candidate for incoherent STB. It is still likely that the hemodynam-
ics have changed signiﬁcantly with the long data acquisition time of 3-D CFI, which
makes it impossible to reconstruct the true velocity ﬁeld. In this case incoherent STB
will instead work as a temporal smoothing ﬁlter.
B.5 Conclusion
Parallel beam artifacts in color ﬂow imaging are largely caused by the varying Doppler
shifts recorded oﬀ center from a curved transmit beam. These artifacts can be reduced
signiﬁcantly by using synthetic transmit beams (STB). With a small time delay between
overlapping beams, coherent STB works well. With longer time delays, for instance
across interleave groups, it is better to perform incoherent STB on the auto-correlation
estimates instead of coherently on IQ data. STB reduces the need for lateral smoothing
of color ﬂow images made with several parallel beams, meaning that color ﬂow images
with a higher resolution can be obtained with a higher frame rate than can be obtained
without STB.
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Abstract
Most available ultrasound imaging simulation methods are based on the spatial impulse
response approach. The execution speed of such a simulation is of the order of days for
one heart-sized frame using desktop computers. For some applications, the accuracy
of such rigorous simulation approaches is not necessary. This work outlines a much
faster 3-D ultrasound imaging simulation approach that can be applied to tasks like
simulating 3-D ultrasound images for speckletracking.
The increased speed of the proposed simulation method is based primarily on
the approximation that the point spread function is set to be spatially invariant,
which is a reasonably good approximation when using polar coordinates for simulating
images from phased arrays with constant aperture. Ultrasound images are found as the
convolution of the PSF and an object of sparsely distributed scatterers. The scatterers
are passed through an anti-aliasing ﬁlter before insertion into a regular beam-space
grid to reduce the bandwidth and signiﬁcantly reduce the amount of data.
A comparison with the well-established simulation software package Field II has
been made. A simulation of a cyst image using the same input object was found to
be in the order of 7000 times slower than the presented method.
Following these considerations, the proposed simulation method can be a rapid
and valuable tool for working with 3-D ultrasound imaging and in particular 3-D
speckle-tracking.
IEEE Transactions on UFFC, vol. 56, no. 6, pp. 1159–67, 2009
C.1 Introduction
C.1 Introduction
Ultrasound imaging is an important tool in cardiology, and the availability of dynamic,
3-D simulated ultrasound images is important for testing and validation of quantita-
tive volumetric measurements. Several methods to simulate ultrasound images have
already been published. Some aim to obtain the best accuracy possible without solving
the full wave equation, like Abersim [1], which can accurately simulate an ultrasonic
beam through heterogeneous tissue. Another well-known simulation method is based
on linearly calculating the impulse response at all scatterer-positions, as is done by
Field II [2]. Yet another step down the ladder of accuracy is the simulation of im-
ages by convolving an object with a point spread function [3, 4]. This can be a good
approximation as long as the PSF remains constant, as it does near the focal point.
For large simulation tasks, like simulating dynamic 3-D cardiac images, all the
above methods have major shortcomings. The ﬁrst 2 methods, Abersim and Field
II, suﬀer from signiﬁcant computational demands, where simulating a single 3-D car-
diac frame will take weeks. Simulations based on the convolution approach are very
memory-intensive, particularly for dynamic images where the simulation grid must be
very ﬁne to let the speckle pattern be coherent from frame to frame.
In the need for such simulated cardiac images, we propose a simulation method we
have called Fusk, for fast ultrasound simulation in K-space. It is based on the convo-
lution approach, but with a few new techniques to make it faster. Most importantly
we use an antialiasing ﬁlter on each discrete scatterer to enable the simulation to run
on a coarse beam-space grid.
In this article, we ﬁrst provide a description of the methods to make the convolution-
based simulation more eﬃcient. Then images simulated using Fusk are shown and
compared with images from Field II simulations. The number of scatterers in an
ultrasound imaging simulation is important for the processing speed. A description
of the number of scatterers necessary to obtain fully developed speckle are provided.
Finally, an example of a simulated 3-D cardiac image is shown.
C.2 Theory
Simulation of time-varying 3-D ultrasound images using a Fourier-based convolution
with a PSF tends to be very memory-intensive. In general, the input object will
have a very high bandwidth. A vector-based drawing, for example, normally has
inﬁnite bandwidth and needs to be sampled very densely to limit aliasing artifacts
when it is discretized before Fourier transformation. This is particularly important
for dynamic objects, where the subresolution position of the scatterers determines the
speckle pattern.
Ultrasound simulation methods based on calculating the impulse response of the
system for each scatterer, like Field II [2], do not have such high memory require-
ments. This is due to the sparse input object, and only the positions in space holding
a scatterer are stored. However, spatial impulse response simulation methods are
computationally demanding, making them several orders of magnitude slower than a
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simple convolution.
The beneﬁt of methods based on calculating the spatial impulse-response at each
scatterer location is the much higher accuracy obtained compared to convolution-
based methods. The main assumption of convolution-based imaging methods is that
the imaging system is completely shift invariant,i.e., the PSF is equal in the whole
image. However, ultrasound imaging is only spatially shift invariant in regions and is
normally more shift invariant laterally than radially.
One notable exception to this is if the imaging system uses a wide transmit beam
and expanding aperture on reception (Rx), keeping the Rx f# (the ratio of the focal
depth to the aperture size) constant with depth. The PSF will be dominated by the
low Rx f# relative to the transmit (Tx) f#, making the PSF approximately constant
with depth.
Similarly, the imaging system can be nearly shift invariant for a phased-array setup
where the beams are spread out in a fan instead of being parallel. With a constant
aperture a, the angular width of the PSF is proportional to the ratio of the wavelength
and the aperture size λ/a [5], that is, it is independent of depth. This is very common
for cardiac imaging, where the aperture size is small due to the limited acoustic window
between the ribs. This approximation is even better for a modern 2-D array where
the focusing is dynamic in both the lateral and the elevation directions, in contrast to
standard 1-D arrays with a ﬁxed focus in the elevation direction.
One drawback of a convolution-based simulation compared with impulse-response
methods is the neglect of the timing diﬀerences between beams, which makes it cum-
bersome for Doppler simulations. Additionally, both simulation methods neglect mul-
tiple scattering and reverberations.
Investigating the ultrasound imaging process in the Fourier domain, often dubbed
K-space, is beneﬁcial for understanding the present work. According to the Fraunhofer
approximation, the lateral variation of the continuous wave (CW) ultrasound ﬁeld at
the focal depth can be approximated as the Fourier transform of the aperture [6].
The Fourier transform of this ultrasound ﬁeld is thus a scaled version of the aperture.
Extending this principle from CW to pulsed wave (PW) acquisition, containing more
frequency components, the K-space representation of the ultrasound focal ﬁeld is a
lowpass-process in the lateral and elevation dimension and a bandpass process radially
[7]. This is illustrated in Fig. C.1.
Radially, the region of support is centered on 2k0 = 2f0/c, and bounded by the
pulse bandwidth. In the kx and ky directions, the region of support is bounded by
the aperture function, where the lateral width increases linearly with increasing radial
frequency, meaning it is not a separable process.
Upon reception, the lateral K-space response is convolved with the reception aper-
ture, and the radial resolution is approximately doubled due to the pulse compression.
With equal transmit and receive apertures of size a focused at depth R, the critical
angle as shown in Fig. C.1 is φ = tan−1(1/2f#), where f# = R/a. For arbitrary aper-
tures, the maximum lateral frequency component is governed by f#tr = R/(atx+arx).
Simulation of harmonic imaging can be included by using the quasilinear approx-
imation to calculate the PSF as described in [8]. The second harmonic PSF can be
approximated even further by using the square of the linear transmitted ﬁeld as the
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φ=tan−1(1/2f#)
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Figure C.1: The bottom right pane shows a coutour plot of a K-space point spread
function (only showing positive radial frequencies); 3 dB separates each contour, with
a total dynamic range of 40 dB for this ﬁgure. The top pane shows the aperture
response at kz = 2k0 in a linear scale, indicated by the horizontal line of the image.
Likewise the left pane shows the pulse response as indicated by the vertical line.
The transmit and receive apertures are equal, which results in a triangular aperture
response. The maximum lateral frequency content for each radial frequency is governed
by the opening angle of the region of support, φ. For this case of equal transmit- and
reception apertures φ = tan−1(1/2f#).
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harmonic ﬁeld. In K-space, this means the harmonic transmit response is an auto-
convolution of the linear response laterally, and the center point in the fz direction is
shifted from f0 to 2f0.
C.3 Method
To simulate 3-D dynamic objects eﬃciently and still maintain a proper dynamic
speckle-pattern across frames, the inherent band-limited nature of ultrasound imaging
is exploited. Instead of using a high-resolution simulation grid, a much coarser grid
governed by ultrasound sampling criterions is used. In the radial direction, only a
band with the desired bandwidth Bz centered on 2k0 is needed. This is illustrated in
Fig. C.1. The minimum lateral sampling frequency needed to avoid aliasing is found
from the maximum radial frequency content, 2k0 + Bz/2, evaluated at the critical
angle φ to give kzmin = ±(2k0 + Bz/2)/(2f#tr). Because the radial dimension only
contains data in a relatively narrow band around the center frequency, the amount
of data to be processed can be greatly reduced by performing all calculations in the
baseband.
A sparse input object containing point scatterers has inﬁnite bandwidth along all
dimensions. An approximation with a ﬁne grid after antialiasing reduces the band-
width to a maximum of the inverse of the grid resolution, which is illustrated as
region (a) in Fig. C.2. The PSF of ultrasound images only contain frequencies within
the regions denoted by (c+) and (c), where the sign indicates the mirrored positive
and negative frequencies. To reduce the amount of data without loosing information
within the bandwidth of the PSF, a complex antialiasing ﬁlter is applied to the object,
keeping only frequencies in region (b), which is slightly larger than region (c+).
The antialiasing ﬁlter is applied by placing each scatterer into the coarse simulation
grid not as a point, but rather as a shifted and sampled impulse response of a separable
3-D antialiasing ﬁlter:
s(mx,my,mz) =
∑
k
∑
lx,y,z
vkδ(x− xk, y − yk, z − zk)
hx(mxDx − lx)hy(myDy − ly)hz(mzDz − lz)
e−i2ωdzk/c (C.1)
where s is the sampled, demodulated, antialiased object; vk is the scattering
strength of each scatterer δ; hx is an analog lowpass ﬁlter in the x-direction sampled
with a spacing Dx, which is similar for the y and z-directions; ωd is the demodulation
frequency; and c is the speed of sound. In practice the antialiasing ﬁlter is found by
3 lookups into a short lookup table and subsequently mixing with a phasor in the
radial direction. An example of 2 inﬁnite- bandwidth point scatterers being prepared
for a 1D-convolution is shown in Fig C.3. The red, dashed lines shows the antialias-
ing ﬁlter from the lookup table, shifted and scaled according to the position of the 2
delta-scatterers. A few values from the coarse-grid positions are selected, or looked
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kx
kz
a
c+
b
c−
Figure C.2: Illustration of the various regions of K-space involved in the antialiasing
process. Region a indicates the frequency content of the object, region b indicates the
bandwidth of the antialiasing ﬁlter and region c indicates the region of support of the
point spread function as was shown in Fig. C.1.
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Figure C.3: Lateral antialiasing ﬁlter. Two high-precision scatterers (vertical black
stems) replaced with a shifted and scaled antialiasing ﬁlter (dashed, red). The sum of
the sampled, ﬁltered result (solid blue line) is used as the coarse simulation-object. In
the radial direction, a complex antialiasing-ﬁlter is used to include demodulation to
base-band.
up, from the high resolution antialiasing ﬁlter, and summed to yield the coarse blue
object.
The antialiasing ﬁlter used is a real-valued FIR lowpass ﬁlter in the lateral and
elevation direction. The impulse response of such a ﬁlter is shown in Fig. C.4 and
the corresponding frequency response is shown in Fig. C.5. In the radial direction
the ﬁlter is multiplied with a complex exponential, performing complex demodulation
together with the bandpass ﬁltering.
An example of a collection of point scatterers used as input object to Fusk is shown
in Fig. C.6 [9].
C.3.1 Phased array imaging
BecauseFusk is based on a Fourier convolution approach, all the scanlines have to
be positioned with ﬁxed spacing in Cartesian coordinates. Simulation of phased-array
imaging is made possible by reverse scan-converting the input object instead of fanning
out the beams. The reverse-scan-converted object is run through the simulation,
resulting in the desired nonscan-converted image. This is illustrated schematically in
Fig. C.7 and an example is shown in Fig. C.9.
The inverse-scan-converted object is found by transforming the scatterer positions
to spherical coordinates. Inverse-scan-conversion implies spreading out the object
above the focal depth and compressing it below. To obtain an even scatterer density
in beam space, the scatterer density of the Cartesian object should be proportional to
1/r, i.e., it should have an increased scatterer density near the transducer.
77
C.3 Method
−6 −4 −2 0 2 4 6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
N
or
m
al
iz
ed
 a
m
pl
itu
de
 
 
Rectangular win.
Hamming win.
Figure C.4: Antialiasing ﬁlter impulse response. The hamming window was used for
the results shown in the Results section.
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Figure C.5: Antialiasing ﬁlter frequency response. At the Nyquist limit, f/Fs = 0.5,
the response has dropped to −30dB. The transition period is rather long, meaning
that some oversampling of the object is necessary to make sure that the highest spatial
frequencies are maintained. It is a ﬁnite-impulse response ﬁlter, so the phase is linear
(not shown).
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Figure C.6: A cut-through of a ventricular model showing some of the ≈ 700, 000
scatterers within the wall. The scatterers are randomly positioned material points
from the ﬁnite element model with known positions throughout the cardiac cycle.
(a) (b) (c) (d) (e)
Field II
Fusk
Figure C.7: Reverse scan conversion illustrated. The top row shows the standard
phased array simulation steps as done by Field II, and the bottom row shows how
Fusk performs the same task. Step (a) shows the real object to be imaged, a rectangle.
In the top row, step (c) shows the fanning out of the beams of phased-array imaging.
The received signals from these beams are shown in beam space in step (d). After scan
conversion, we arrive at the image in step (e). With Fusk, an additional step (b) is
included, where the object is reverse scan converted, that is, it gets the same geometry
as in step (d) of standard imaging. The ultrasound simulation is performed as for a
linear array in step (c), to arrive at the same beam-space image and scan converted
image in steps (d) and (e), respectively.
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C.3.2 Dynamic Cardiac Images
One example of an interesting application of Fusk is the simulation of dynamic 3-D ul-
trasound images of the left ventricle. A ﬁnite element model of an ellipsoidally shaped
left ventricle was used to simulate realistic myocardial motion throughout the cardiac
cycle during normal and ischemic conditions [10]. Point scatterers were extracted from
the model as material points with known positions through the cycle. Knowing the
exact location of all scatterers at all times makes for an excellent reference, e.g., for
testing of speckle-tracking algorithms [11]. An example of such an object is shown in
Fig. C.6.
C.3.3 Scatterer Density
Speeding up an ultrasound simulation can be done by making the program more
eﬃcient, as discussed above, or by reducing the number of scatterers in the model.
When the density of the scatterers is too low, the resulting speckle pattern will not be
fully developed. To be fully developed, the amplitude of the real and imaginary part of
the IQ-signal of the speckle pattern needs to be independent and Gaussian-distributed,
making the envelope of the signal Rayleigh distributed [12–14].
The second-order statistics will be correct if the scattering object is sampled ac-
cording to the Nyquist criterion. A full-band simulation (like that of Field II) and
an object with scatterers positioned on a grid require the scatterers to be spaced no
more than
2f#tr
2k0+Bz/2
apart laterally and 1/(2k0 + Bz/2) radially; see Fig. C.1. For a
baseband simulation like Fusk, the requirement for radial sampling density is relaxed,
and the scatterers need to be positioned just c/Bz apart. With irregularly spaced
scatterers, the sampling frequency is not well deﬁned, but it is still likely that Fusk
requires a lower scatterer density to obtain fully developed speckle compared with
full-band simulations.
C.3.4 Validation
To validate the proposed ultrasound-imaging simulator, it is compared with the well-
known software package Field II [2]. Care has been taken to run the 2 simulators
with the same imaging settings, which means that no frequency- dependent scattering
or attenuation is included. Both software packages are implemented using Matlab
(MathWorks, Natick, MA) with some core parts implemented using C, interfaced as
a mex -ﬁle. For this paper, the simulations were performed on a Dell Precision 670n
computer with an Intel Xeon 3.0 GHz processor and 4 Gb RAM.
Images of a point scatterer as well as a speckle-generating cyst phantom have
been made using equal simulation parameters, listed in Table C.1. The cyst phantom
contains ∼ 410, 000 scatterers with randomly distributed positions.
Local spatial shift invariance is an important property of any imaging system,
particularly when features within the images are tracked from frame to frame. The
shift invariance properties of Fusk and Field II have been investigated as explained
in [15]. That is, a point scatterer has been moved laterally across the beam, and the
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Table C.1: Some common parameters for simulations and experiments.
Parameter Value
Center frequency f0 2.5 MHz
Pulse bandwidth (FWHM) 0.62 MHz
Focal point 6 cm
Aperture (Tx and Rx) 22x13 mm
Apodization (Tx and Rx) Rectangular
Pitch (Field II ) 343µm
Antialiasing ﬁlter window Hamming
RMS proﬁle for each position of the scatterer is stacked and displayed as an image in
Fig. C.12. A laterally shift invariant imaging simulator produces a diagonal structure,
meaning the image of the point does not change as the scatterer moves - it merely
shifts sideways. Similarly, the radial shift invariance has been examined by moving
the scatterer radially. The latter data are also used for Doppler analysis to further
verify that the phase of the IQ signal is accurate despite the coarse simulation grid.
C.4 Results
Cross-sectional images and pulse-echo beam proﬁles of a point scatterer at the focal
depth is shown in Fig. C.8. Note the similarities of the cross-sectional images, as well
as the position and level of the main lobe and sidelobes of the beam proﬁles.
Images from the speckle-generating phantom with embedded hypo- and hypere-
choic regions are shown in Fig. C.9. The processing time of the Fusk simulation was
7220 times faster than the Field II simulation (23.6 s vs. 46.6 h). Please note the
similarities of the 2 images near the focal depth of 6 cm. To compare the diﬀerences
as a function of depth, the envelope of the signal from one beam is shown in Fig. C.10.
Fig. C.11 shows a scan-converted and volume-rendered example of a simulated
3-D image of the left and right ventricle, where the input object contains ∼ 700, 000
scatterers, some of which are shown in the movie in Fig. C.6.
Fig. C.12 and Fig. C.13 show the lateral and radial shift invariance of the 2
simulation methods, respectively,as explained above. The data from the radial shift
invariance simulation has also been processed with a Doppler algorithm, and the re-
sulting Doppler spectrum is shown in Fig. C.14.
Fig. C.15 shows the histogram of the IQ signal of Fusk and Field II from imaging
a speckle-generating phantom. The scatterers are positioned in a grid, and they have
complex, Gaussian-distributed scattering strengths. The lateral scattering distance
corresponds to the lateral Nyquist sampling requirement of the RF domain, and the
radial scattering distance is set to be slightly oversampled relative to the sampling
criterion of the RF signal or 2 times undersampled. Please note the diﬀerences in the
result for Fusk and Field II for the undersampled phantom.
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Figure C.8: Simulation of a point scatterer object at the focal depth of 6 cm, using a
high scanline density and shown using 40dB dynamic range. The RMS beam proﬁle
is plotted in the bottom pane.
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Figure C.9: Comparison of simulating a cyst-phantom using Field II (top) and Fusk
(bottom). The phantom contains ∼ 410, 000 scatterers, and the processing time of the
Field II-simulation was 7220 times slower than the Fusk simulation. The images are
shown in beam-space coordinates to make the diﬀerences in the simulation methods
most noticeable. This corresponds to step (d) of Fig. C.7.
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Figure C.10: Plot of the envelope of one beam intersecting the cysts of increased
intensity shown in Fig. C.9. The focal depth is 6 cm.
C.5 Discussion
In this study, we have developed a method for fast simulation of ultrasound images,
and we have applied it for simulation of dynamic 3-D cardiac images.
From investigating the PSF and beam proﬁles of Fusk and Field II in Fig. C.8 as
well as the cyst-phantom simulations in Fig. C.9 it is apparent that Fusk performs
quite well near the focal depth. Fusk simulates imaging with either constant f#
or constant aperture, which means that the images have a constant PSF either in
Cartesian or beam space coordinates. The errors of this approximation are largest far
away from the transmit focus, as in the near ﬁeld. Field II will accurately reproduce the
untidy acoustic diﬀraction pattern in the nearﬁeld, but these eﬀects will not be present
in Fusk simulations. This error is most easily seen in Fig. C.10. One of the diﬀerences
most easily spotted is the gain diﬀerence of the 2 methods. Fusk has a constant
gain as a function of depth, while Field II has maximum gain in the focal region. A
suitable time gain compensation can be applied to compensate for this. There is also
some variation in the speckle pattern, particularly near the transducer, although the
2 methods show striking similarities despite the diﬀerent processing approaches and
large diﬀerences in speed.
Frequency-dependent attenuation has not been included in these simulations, but it
can be incorporated by using a larger pulse bandwidth and ﬁltering the image radially
with a depth-dependent bandpass ﬁlter.
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Figure C.11: 3-D rendering example from Fusk simulation. A slice of the input object
is shown in Fig. C.6. The electronic version of this document, containing the movie,
can be found at http://urn.kb.se/resolve?urn=urn:nbn:no:ntnu:diva-5937.
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Figure C.12: Field II (left) and Fusk lateral shift invariance plot. For more details on
shift invariance plots, see [15]. PS = point scatterer.
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Figure C.13: Illustration of radial shift invariance of Field II and Fusk. A point
scatterer is moving across the focal depth, which is in the middle of the z-axis.
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Figure C.14: Doppler spectrum from Fusk and Field II simulation of a moving point
scatterer. Made from one slow-time column of Fig. C.13.
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Figure C.15: Distribution of IQ signal amplitude from a speckle-generation phantom
changes with varying radial scatterer density. Laterally the scatterers are positioned
according to the sampling criterion. Radially the scatterers are positioned with 2
times undersampling according to the sampling criterion for a full-band simulation
(top pane), and with 20% oversampling in the bottom pane. The point scatterers are
positioned in a grid.
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As expected, both simulation tools display excellent shift invariance properties, as
seen in Fig. C.12 and Fig. C.13. This is not the case if the beam density is below the
Rayleigh criterion or if the antialias ﬁltering in Fusk is not done properly, although
this is not shown here. This is further displayed in the Doppler spectra of Fig. C.14,
where the spectra are nearly identical above the noise ﬂoor.
The histograms in Fig. C.15 shows that Fusk needs fewer scatterers than Field II
to get fully developed speckle if the scatterers are given complex Gaussian scattering
strengths. This is due to Fusk performing the simulations in baseband, thus requiring
a lower radial sampling frequency compared with the full-band simulation of Field II.
The reason for using the 2-stage process of ﬁltering each scatterer with an antialias-
ing ﬁlter and subsequentially ﬁltering the whole object with the PSF ﬁlter instead of
doing a full convolution with the PSF in the ﬁrst place is due to processing speed.
The 3-D separable antialiasing ﬁlter is realized using a short 1-D lookup-table, where a
small amount of computer memory is changed for each new scatterer. Fig. C.1 shows
that the PSF is not separable, so using the full 3-D PSF instead of the antialiasing
ﬁlter would require signiﬁcantly more memory to be changed when inserting each new
scatterer. This will result in a performance degradation.
The accuracy of Fusk is best when the full aperture is used on reception for phased-
array simulations. Better nearﬁeld accuracy can be obtained by simulating more than
one transmit zone using diﬀerent PSFs.
Three orders of magnitude reduction in processing time can make up for the lack
of accuracy for some applications. We have used Fusk successfully in the development
of 3-D volumetric methods, where the data sets would have taken several weeks to
generate using Field II.
C.6 Conclusion
It has been shown that the ultrasound simulation method Fusk can be a fast replace-
ment for Field II and that it has acceptable accuracy for some applications. A cyst
phantom image was simulated 7220 times faster using Fusk compared with Field II.
Dynamic 3-D cardiac images have been made using Fusk. This is a task that would
be exceedingly time consuming with standard simulation methods.
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Abstract
We have examined the eﬀect of incorporating tissue anisotropy in simulated ultra-
sound images of the heart. In simulation studies, the cardiac muscle (myocardium) is
usually modeled as a cloud of uncorrelated point scatterers. Although this approach
successfully generates a realistic speckle pattern, it fails to reproduce any eﬀects of
image anisotropy seen in real ultrasound images. We hypothesize that some of this
eﬀect is caused by the varying orientation of anisotropic myocardial structures rela-
tive to the ultrasonic beam, and that this can be taken into account in simulations by
imposing an angle dependent correlation of the scatterer points.
Ultrasound images of a porcine heart were obtained in vitro, and the dominating
ﬁber directions were estimated from the insoniﬁcation angles that gave rise to the
highest backscatter intensities. A cylindrical sample of the myocardium was then
modeled as a grid of point scatterers correlated in the principal directions of the
muscle ﬁbers, as determined experimentally. Ultrasound images of the model were
simulated by using a fast k -space based convolution approach, and the results were
compared with the in vitro recordings.
The simulated images successfully reproduced the insoniﬁcation dependent through-
wall distribution of backscatter intensities in the myocardial sample, as well as a real-
istic speckle pattern.
IEEE Transactions on UFFC, vol. 56, no. 2, pp. 326–33, 2009
D.1 Introduction
D.1 Introduction
Signiﬁcant research eﬀort is put into development of new echocardiographic analysis
tools for evaluation and quantiﬁcation of myocardial function, which has recently
resulted in e.g. tissue Doppler imaging, automatic volume segmentation methods, and
speckle tracking echocardiography. Testing of the algorithms is an important part of
the development process. It may be diﬃcult to obtain a reliable reference in an in
vivo context. Computer-simulated ultrasound images have therefore become a valuable
tool for determining how well such methods perform under varying conditions. The
cardiac muscle (myocardium) in these simulations is often modeled as a cloud of sub-
resolution, uncorrelated point scatterers [1–3], which leads to a fully developed speckle
pattern in the resulting image. Unfortunately, this approach fails to reproduce some
of the echogenic properties of the myocardium observed in images of real hearts.
Regional variations in intensities inside the heart walls have been observable in 2D
ultrasound images since the late seventies but the eﬀect has become more prominent
as the image quality has improved. Aygen et al. [4] examined the correspondence be-
tween the regional diﬀerences in backscatter intensity and the known ﬁber orientations
in the left ventricle, and found that the bright regions in large degree were consistent
with the regions where the ultrasound beams were perpendicular to the anticipated
ﬁber directions. This eﬀect is illustrated in Fig. D.1: In the apical 4-chamber image
of the heart (Fig. D.1(a)), the circumferentially oriented muscle ﬁbers in the middle
of the intraventricular septum becomes perpendicular to the beam, thus causing a line
of increased intensities in the image. By choosing a more oblique view (Fig. D.1(b)),
this septal line is shifted sideways towards the endocardium where the ﬁbers are ori-
ented more longitudinally. In the short axis view(Fig. D.1(c)), the circumferential
ﬁbers in the midwall are nearly parallel with the beams that results in a reduced in-
tensity in this region. On the LV and RV sides of the septum the ﬁbers are more
longitudinally oriented and intensity is higher on each side of the septal midwall. This
view-dependence of the ultrasonic backscatter and attenuation has been thoroughly
investigated by James G. Miller at the Washington University in St. Louis and his
coworkers, by the means of tissue specimens, phantoms with graphite ﬁbers, and mea-
surements in vivo[5–10]. Furthermore, they have been using the angular dependence
of backscatter and attenuation found by experimental measurements to model the ef-
fects of myocardial anisotropy on short-axis ultrasound images [11, 12]. In addition, a
statistical parametric model of this eﬀect has been developed by Santarelli and Landini
[13], in which the myocardium were regarded as a matrix of cylindrical scatterers.
Unlike skeletal muscles that consist of quite large muscle cells (myocytes) arranged
in regular, parallel bundles, the cardiac muscle has a far more complex architecture
of smaller myocytes with extensive branching. However, as the contractile direction
is quite homogenous in adjacent cardiac muscle cells, it is possible to deﬁne a local
ﬁber direction. This ﬁber direction has been shown to have a similar distribution
in mammalian hearts, following a helical pattern with smoothly varying inclination
across the wall[14]. It has also been shown that the muscle ﬁbers are organized in
sheets, about four cells thick, interconnected by collagen cords, and separated by
extracellular gaps (cleavage planes) [15]. Furthermore, the primary, secondary and
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(a) 4-chamber view.
(b) Oblique view.
(c) Short-axis view.
Figure D.1: View-dependence of backscatter signal in B-mode images. The white
squares enclose a part of the septal wall with the arrow pointing at the edge closest
to the probe. The illustrations in the upper right corners indicate the position of
the views relative to the left and right ventricles. The illustrations in the lower right
corners show the expected out-of-plane ﬁber orientations in three layers that intersect
the enclosed part of the septal wall. 93
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tertiary eigenvectors from diﬀusion tensor magnetic resonance imaging (DT-MRI) have
been found to correspond to the ﬁber direction, sheet direction and sheet normal,
respectively [16].
Although the anisotropy of the myocardium is well-described, the eﬀect of this
anisotropy has been neglected in simulation-based validation of new tracking and seg-
mentation methods. To the authors’ knowledge, no ultrasound simulation approach
incorporating myocardial anisotropy suited for validation of such methods has been
reported. The aim of this study was to develop an anisotropic model of myocardial
tissue that can be used with ultrasound simulations in order to obtain more realistic
simulated cine images of the heart. In this ﬁrst study, the simulation was limited to
a region of interest in the septal wall, where the transmural variation of backscat-
ter often is very striking in the ultrasound image. Previous simulations of myocardial
anisotropy have originated from the ﬁeld of ultrasonic tissue characterization, and have
been designed for predicting the magnitude of backscatter. In contrast, the model in
this study is intended to be used with motion tracking methods — e.g. optical ﬂow,
speckle tracking and edge detection techniques — in 2D or 3D ultrasound data. As
the dynamic range usually is adjusted prior to the application of these methods, the
absolute backscatter levels are of less importance than for tissue characterization. On
the other hand, temporal continuity is crucial in order to be able to track motion. The
main idea in our approach, was to enforce a directional correlation of the amplitudes
of the point scatterers prior to the ultrasound simulation.
D.2 Background
In order to study the eﬀect of anisotropy, it can be illustrative to look at the imaging
process in the spatial frequency domain, also known as k-space [17, 18]. The limited
bandwidth in ultrasound transducers, makes pulse-echo imaging a bandpass process
axially. In addition, the limited aperture makes the imaging process a low-pass process
laterally relative to the beam direction. This corresponds to a k -space region of support
corresponding to the system’s point spread function (PSF), as sketched in Fig. D.2
for the azimuth and range directions. In this article, the x, y, and z axes correspond
to the azimuth, range, and elevation directions, respectively. Assuming rectangular
apodization this region of support would have a triangular shape laterally, with width
determined by the angle θlim:
θlim = ± arctan
(
1
2f#
)
(D.1)
where the F-number f# is the ratio between the focal length F and the aperture D.
The axial shape and size of the bandpass region around approximately twice the spatial
frequency k0 = 2pif0/c (where c is the sound speed in soft tissue) is mainly governed
by the bandwidth B and center frequency f0 of the transmit pulse. In order to be
visible by the ultrasound imaging system, an object must have a variation of density
and compressibility (“scattering ability”) with spatial frequency content within this
region of support.
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Figure D.2: Sketch of the k -space region of support for an ultrasound imaging sys-
tem. The ﬁgure shows the frequency sensitivity (HPSF ) for spatial frequencies in the
azimuth (x) and range (y) directions. The symmetric part of the ﬁgure for negative
values of ky is omitted for simplicity.
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Figure D.3: Sketch of the azimuthal and elevational k -space representations of ultra-
sound imaging of an anisotropic object with main ﬁber orientation close to parallel
to the beam direction.The symmetric part of the ﬁgure for negative values of ky is
omitted for simplicity.
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Figure D.4: Sketch of the azimuthal and elevational k -space representations of ultra-
sound imaging of an anisotropic object with main ﬁber orientation close to perpendic-
ular to the beam direction.The symmetric part of the ﬁgure for negative values of ky
is omitted for simplicity.
While an isotropic medium has a distribution of scatterers that is invariant of
the insoniﬁcation angle, an anisotropic medium has diﬀerent scatterer correlations
in diﬀerent directions and thereby an angular dependence in the spatial frequency
distribution. In this work we assumed that the scatter ability of myocardium has the
longest correlation length in the ﬁber direction, and shorter correlation lengths in the
sheet and sheet normal directions. This can be modeled as an ellipsoidal shape in
k -space, where the shortest axis of the ellipsoid corresponds to the direction of the
muscle with longest correlation length, and vice versa. Figs. D.3 and D.4 show k-space
representations of ultrasound imaging using a rectangular aperture of an anisotropic
object — modeled as an ellipsoid in k-space — undergoing a rotation in the elevational
direction. In Fig. D.3, the direction with longest correlation length is close to parallel
to the ultrasound beam, and the corresponding low axial frequency content is not
picked up by the system’s region of support (PSF). In Fig. D.4, the insoniﬁcation
angle has changed so that the direction with longest correlation length is close to
perpendicular to the ultrasound beam and the corresponding high axial frequency
content is overlapping the PSF.
D.3 Method
The study was performed in three steps, elaborated below. First, the predominant
ﬁber orientations in a cylindrical sample of the intraventricular septum were deter-
mined from in vitro images. Second, a model of the sample was constructed, which
incorporated the ﬁber orientations found experimentally. Finally, simulated ultra-
sound images were generated from the model and compared with the in vitro images.
The estimation of the ﬁber orientations, the model generation and the ultrasound sim-
ulations were performed by custom-made code in Matlab (The MathWorks, Natick,
MA).
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Figure D.5: Collapsed porcine left ventricle. Notice the appearance of a large cavity,
despite the fact that the ventricle is collapsed and the only true cavity is seen lined
by air bubbles as the bright line from the apex towards the base.
D.3.1 Data acquisition and fiber angle estimation
Data acquisition was performed using a Vivid 7 ultrasound scanner (GE Vingmed
Ultrasound, Horten, Norway). The ultrasound image in Fig. D.5 shows the collapsed
ventricle of a porcine heart indicating the region of interest for excision. A cylindrical
sample was cut from the septum of the heart, as depicted in Fig. D.6(a). The excised
specimen was then placed in a water-bath, where it was held in place by a clamp
device connected to the shaft of a hybrid stepper motor (Y129, Astrosyn International
Technology, Kent, U.K.). The specimen was then rotated in 0.9 degrees steps, in an
angle interval between -135 and 135 degrees relative to the circumferential orientation.
The experimental setup is shown in Fig. D.6(b). High resolution ultrasound images of
the sample were obtained from the range of insoniﬁcation angles using a 1.25D linear
array probe (M12L, GE Vingmed Ultrasound, Horten, Norway) mounted above the
sample with the azimuth direction parallel to the axis of rotation.
The angle-dependence of the echo signal from one transmural layer (i.e. from
one scan-line) is shown in Fig. D.7. The backscatter intensities in Fig. D.7(b) were
estimated by averaging over a 5 mm axial interval, placed close to the probe in order
to reduce the eﬀect of angle dependent attenuation, and then normalized relative to
the maximal intensity value. The dominating ﬁber orientation in each transmural
position was selected as perpendicular to the insoniﬁcation angle that resulted in the
strongest backscattered signal in the corresponding scan-line. For the layer showed
in Fig. D.7, this resulted in a ﬁber angle of −25◦. By repeating this for all scan-
lines within the specimen, we obtained an expression of the ﬁber angle as function
of transmural position that could be used as input to the anisotropic point scatterer
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(a) Porcine septum with a cylindrical
sample removed.
(b) Measurement setup.
Figure D.6: Data acquisition
model.
For comparison, ﬁber helix angles determined from the primary eigenvectors from
the septal region in diﬀusion tensor magnetic resonance imaging (DT-MRI) from a
diﬀerent porcine heart of comparable dimensions were also acquired. The DT-MRI
helix angles were computed as the angles between the primary DT-MRI eigenvectors
and the user-speciﬁed circumferential direction using an approach similar to [19].
D.3.2 Point scatterer model
A cylindrical myocardial volume similar to the excised sample (radius: 14.5 mm,
thickness: 15.6 mm) was modeled as a regular grid of point scatterers with initially
zero-mean Gaussian distributed backscatter coeﬃcients. The scatterer spacing was set
to be 30 µm in the longitudinal (i2) and circumferential (i1) directions, and 70 µm in
the transmural (i3) direction.
The backscatter coeﬃcients were then correlated in the direction of the muscle
ﬁbers found in the experiments by applying a directional smoothing ﬁlter on each
transmural layer. The ﬁlter kernel was deﬁned as an ellipsoidal gaussian function:
h ∝ exp
(
−1
2
(
s21
σ21
+
s22
σ22
+
s23
σ23
))
(D.2)
which in the spatial frequency domain also forms an gaussian ellipsoid:
H ∝ exp
(
−1
2
(
σ21k
2
1 + σ
2
2k
2
2 + σ
2
3k
2
3
))
(D.3)
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The principal directions of the ellipsoid in eq. D.2 were oriented according to the
estimated transmural ﬁlter angles θ(i3):
s1 = i1 cos(θ(i3))− i2 sin(θ(i3)) (D.4)
s2 = i1 sin(θ(i3)) + i2 cos(θ(i3)) (D.5)
s3 = i3 (D.6)
The full width at half maximum (FWHM) in the principal directions were set to be
0.15 mm in the ﬁber direction (σ1 = 64 µm), 0.06 mm in the orthogonal direction
(σ2 = 26 µm), and 0.10 mm in the sheet direction (σ3 = 42 µm). The sheet direction
was set to be perpendicular to the endocardial surfaces.
The coordinates of each scatterer point were rotated stepwise around the center
axis in order to achieve a range of insoniﬁcation angles similar to the experiments.
D.3.3 Ultrasound simulation
Computer-simulated ultrasound images were then generated from the model by using
the in-house 3D ultrasound imaging simulation program FUSK (Fast Ultrasound Sim-
ulation in K-space) [20]. In FUSK, the point spread function (PSF) is convolved with
the point scatterers of the model by multiplication in the frequency domain (K-space),
in order to reduce processing time.
The PSF is constructed in the baseband of the spatial frequency domain. The
shape of the PSF along the ky axis is determined by the frequency content of the
ultrasound pulse, with reference to Fig. D.2. The shape in the kx and kz directions is
given by the Fourier transform of the aperture apodization function according to the
Fraunhofer approximation [21].
The point scatterers are ﬁltered with a baseband-demodulated antialiasing ﬁlter,
ensuring that the ﬁlter has a wider transition band than the PSF along all dimensions.
This approach makes it possible to run the simulation on the coarser beam-space grid,
and still handle the sub-resolution motion of scatterers points between frames, which
is crucial for the gradual change of the speckle pattern. The ultrasound images are
made from the resulting complex demodulated data (IQ-data) by detection, logarith-
mic compression and scan-conversion. The approximations in FUSK make it possible
to run simulations three order of magnitude faster than impulse-response based sim-
ulators like Field II [22].
The simulation parameters were set to mimic the M12L linear array probe used
in the experiments (f0 = 10 MHz; B = 6 MHz), and scatterer points far from the
imaging plane were excluded prior to simulation.
D.4 Results
The experiments revealed that the ﬁber orientation changed gradually over 140 degrees
through the septal wall (Fig. D.8), from 59.4 degrees near the left ventricle to be almost
longitudinal (-83.7 degrees) near the right ventricle. The ﬁber helix angles determined
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(a) Visualization of the angular dependence of one
layer of the septum sample. The transmural position
of the layer indicated by the vertical line in the small
image to the right. The polar image is constructed
from the corresponding beams from a range of in-
soniﬁcation angles. The white dashed lines shows the
estimated ﬁber direction in the layer.
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(b) Normalized apparent backscatter intensity versus
insoniﬁcation angle (relative to an apical view) for the
transmural layer in (a) estimated from the in vitro
recording (solid black line) and estimated from the
simulations (dashed gray line).
Figure D.7: Polar plots showing the angular dependency of backscattered signal in a
transmural layer of the septum sample. Apex is up in both images.
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from DT-MRI (shown as dashed line in the same ﬁgure) showed a similar transmural
variation. It should be noted that the number spatial resolution in the DT-MRI was
much lower than the ultrasonic beam density, giving the DT-MRI ﬁber angles a more
smoother appearance than the unﬁltered ultrasound angles.
Fig. D.9 shows the simulated linear array images of the cylindrical specimen for
ﬁve selected insoniﬁcation angles. It can be seen that the bright regions in the image
shifts transmurally depending on the insoniﬁcation in the simulation as in the in vitro
images. A video clip showing the recorded and simulated data during a 270◦ rotation
of the cylindrical specimen can be seen in Fig. D.10. The bright horizontal lines
in the in vitro recordings in Fig. D.9 on each side of the cylindrical specimen were
reﬂections from the rubber cylinders that are holding the sample. The simulation of
each frame containing 35 million scatterers took approximately 35 minutes on a Dell
Precision 670n Workstation (Intel Xeon 3.0 GHz processor; 4 GB RAM).
D.5 Discussion and conclusion
Both the dimensions of the individual cardiac myocytes (length: ∼ 130−140 µm; mean
diameter: 18 µm [23]) and the sheets (thickness: ∼ 40 µm) are below the spatial reso-
lution of an ultrasound imaging systems at clinically useful frequencies. Nevertheless,
the amplitude of the backscattered signal will be dependent on the angle between the
laminar structures — and the ﬁber angles — and the local wave-front. If the struc-
tures are close to perpendicular to the wave-front, then the specular backscatter can
be detected by the aperture.
The ﬁber angle orientations in this study were estimated using ultrasound. The
smooth transmural 140 degree change in ﬁber angle is similar to observations by DT-
MRI in this and previous studies [24, 25]. As the DT-MRI ﬁber angles found in
this study were based on a diﬀerent heart than with the ultrasound estimates, indi-
vidual variations in the ﬁber organization are expected. However, the overall ﬁber
organization is known to be quite similar within mammalian species. The rotational
insoniﬁcation approach using a linear array probe constitutes a new fast method for
ultrasound-based determination of ﬁber helix angles in small cardiac samples, as a con-
venient alternative to histology or DT-MRI. It is also possible to use ﬁber and sheet
directions found by DT-MRI or histology as input to the model. If the ﬁber directions
are allowed to change in the longitudinal and circumferential directions in addition to
transmurally, this is feasible using the proposed approach but would require a more
sophisticated ﬁltering scheme. Furthermore, the sheet directions are known to vary
transmurally. The sheet angles can be estimated by DT-MRI from the secondary
eigenvectors, or by ultrasound, applying the rotational insoniﬁcation approach in the
orthogonal direction.
As seen in Fig. D.9, the simulated images showed a line of increased intensity where
the ﬁbers were close to perpendicular to the beam direction, similar to experimental
results. In contrast, simulated ultrasound images without tissue anisotropy give a
homogenous speckle pattern with no transmural variation in backscatter level, and
therefore look the same for all insoniﬁcation angles (not shown). With knowledge of
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(a) Visualization of the dominating ﬁber direction
in the sample.
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(b) Fiber angle estimated by ultrasound (solid line) in
the cylindrical specimen, and septal ﬁber angle deter-
mined by diﬀusion tensor magnetic resonance imaging
(DT-MRI) of a comparable porcine heart (dashed line).
Figure D.8: Transmural ﬁber orientation estimated by ultrasound.
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Figure D.9: Simulation results, linear array. The upper row shows the orientation
of the cylindrical specimen relative to the transducer for ﬁve diﬀerent insoniﬁcation
angles. The arrow is oriented in the long-axis direction of the heart, pointing towards
the base, and the bars within the specimen indicate the estimated ﬁber directions.
The middle row shows sections of the in vitro ultrasound images of the specimen
for the ﬁve diﬀerent insoniﬁcation angles. The lower row shows the corresponding
simulated images. In the ultrasound images, the right ventricle would be to the left of
the specimen and the left ventricle to the right.
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Figure D.10: A video clip showing the recorded and simulated data during a 270◦ ro-
tation of the cylindrical specimen. The electronic version of this document, containing
the movie, can be found at http://urn.kb.se/resolve?urn=urn:nbn:no:ntnu:diva-5937.
the PSF of the imaging systems, it should be possible to tune the ﬁlter parameters to
correspond with experimental angular backscatter proﬁles, but this is beyond the scope
of the current study. The autocorrelation lengths could also be found directly using
for example acoustic microscopy. An earlier acoustic microscopy study [26] reports
ﬁber autocorrelation lengths much lower (37 ± 18 µm) than the ﬁlter lengths in our
model. However, the limited region of interest in that study might have neglected the
contribution from larger structures such as the cleavage planes reported in [15].
Some weaker bands of increased intensities were also visible in the simulation results
that did not appear in the in vitro recordings. These bands were most conspicuous
where the scatterer grid was rotated 45 degrees relative to the initial conﬁguration,
and could be an artifact of the ﬁltering of the ordered grid.
In this study, the angular dependence of attenuation was neglected as this ef-
fect is diﬃcult to model just based on geometrical considerations. Consequently, the
simulation do not reproduce the increased weakening of the signal when the beam
is orientated close to parallel with the ﬁbers, as seen in the experimental results in
Fig. D.9. The diﬀerence in attenuation between parallel and perpendicular insoniﬁca-
tion has been found to amount to 0.8 dB cm−1MHz−1 [10]. One way to include this
attenuation, is to specify an attenuation coeﬃcient for each point depending on the
local ﬁber angle based on attenuation values found from experiments, as done in the
work by Holland et al. [11].
The vast number of scatterer points in this study is a consequence of the high
imaging frequency. In simulations at clinically relevant frequency around 2 MHz, the
grid resolution — and thereby the simulation time — can be signiﬁcantly reduced.
Although the FUSK method was applied in this study, the anisotropic model is not
limited to this simulation tool. Established ultrasound simulation software as the
Field II package could very well be used to perform the simulations but at the cost of
much higher simulation time.
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It is evident that the anisotropic behavior of the myocardium has a signiﬁcant
eﬀect on ultrasound images of myocardium. Myocardial anisotropy could possibly
aﬀect the performance of edge (or surface) detection methods as it introduces varying
image-intensities within the wall and might also cause false motion in tissue tracking
methods. Simulated ultrasound images that includes the eﬀect of ﬁber orientation thus
provide a more realistic test to assess the accuracy of such methods. The scatterer
model approach proposed in this paper constitutes a simple and ﬂexible — although
not quantitatively accurate — way to reproduce the regional view-dependent variation
in backscatter seen in real ultrasound images of the heart. The anisotropic models
can easily be used with existing ultrasound simulation software, without the need of
passing additional information of the ﬁber geometry to the simulator.
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Abstract
It is important to determine the severity of valvular regurgitation accurately because
surgery is indicated only in severe regurgitations. The evaluation of, for example,
mitral regurgitation is complex, and the current methods have limitations. We have
developed a 3-D Doppler method to estimate the cross-sectional area and the geometry
of a regurgitant jet at the vena contracta just downstream from the actual oriﬁce. The
back-scattered Doppler signal from multiple beams distributed over the area of interest
was measured. The received power from these beams was then calibrated using both
a priori knowledge of the lateral extent of the beams and a reference beam that was
completely enclosed by the vena contracta. To isolate the Doppler signal received from
the core of a regurgitant jet, a high pulse repetition frequency and a steep clutter ﬁlter
are required. The method has been implemented and veriﬁed by computer simulations
and by in vitro experiments using a pulsatile ﬂow phantom and prosthetic valves with
a range of holes. We were able to distinguish between mild, moderate, and severe
valvular regurgitation. We were also able to quantify the regurgitational area as well
as show the geometry of the regurgitation.
IEEE Transactions on UFFC, vol. 56, no. 5, pp. 975–82, 2009
E.1 Introduction
E.1 Introduction
Quantiﬁcation of mitral regurgitation is a predictor of mortality and also provides sup-
port for early intervention in asymptomatic patients [1]. Semiquantitative parameters
include the Doppler-intensity of the regurgitant CW-signal, mitral ﬂow and pulmonary
vein ﬂow velocities measured by pulsed wave (PW)- Doppler, and the regurgitant jet
size measured by color ﬂow imaging (CFI). These parameters are dependent on loading
conditions and instrument settings such as gain and the Nyquist limit, and regurgitant
jets measured by CFI are inﬂuenced by blood entrainment [2].
Quantiﬁcation by the proximal isovelocity surface area (PISA )method assumes
a ﬂat plane and a circular regurgitant oriﬁce. Functional mitral regurgitation (MR)
tends to be underestimated by this method due to asymmetry of the geometry [3].
Vena contracta is deﬁned as the narrowest part of a jet, typically found a few mil-
limeters distal to the oriﬁce. The blood ﬂow in the vena contracta is laminar. Using
2-D color ﬂow to measure the width of the vena contracta has been validated against
angiography and is recommended by the European Society of Cardiology as a measure
of mitral regurgitation severity [2, 4]. All the methods above have limitations due
to 3-D assumptions of 2-dimensionally derived shapes, dimensions, and velocity pro-
ﬁles. The cross-sectional area (CSA) of the vena contracta measured by 3-D CFI and
systematic cropping of the data set have shown better correlation with angiographic
grading than using the vena contracta width as measured by 2D color ﬂow [5]. Similar
studies have been carried out with aortic and tricuspid regurgitation [6, 7].
A mitral regurgitation jet can have a velocity of 4 − 6 m/s, and CFI typically
has a maximum Nyquist frequency of 1 m/s, making the Doppler signal alias several
times and get the high bandwidth characteristics of turbulence. Fluid entrainment,
arbitrary gain settings, and poor resolution add to the problem of determining the
border of the jet.
Measuring volume ﬂow rate with ultrasound has been done by multiplying the
average blood velocity found by Doppler with the cross-sectional area of the vessel
found from B-mode. However, this has several limitations [8, 9]. A diﬀerent approach
is based on the principle that for laminar ﬂow and constant hematocrit the back-
scattered power from blood is proportional to the volume of blood within the sample
volume of an ultrasound beam [10]. This is called a measurement beam. The factor
of proportionality needs to be determined to obtain an estimate of the blood volume
using a narrow reference beam of known cross-sectional area that is totally covered by
the blood ﬂow. This principle was initially used to measure the volume ﬂow in arteries
[11], but it failed to gain popularity due to problems with a very large area to cover
with one beam and a large distribution of blood velocities within the beam. Later,
Buck et. al. have used the method to quantify volume ﬂow through the vena contracta
of regurgitant jets [12–14], because such jets have a narrow velocity distribution and
limited size. One drawback of this method is that the sensitivity of the measurement
beam is assumed to be homogeneous over the area of the jet. This is usually not
the case, because a transducer typically uses a rectangular aperture that gives a sinc-
shaped beam proﬁle. Additionally, the sensitivities of the measurement and reference
beam are diﬀerent, and the positioning of the beam is critical. No information about
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the geometry of the oriﬁce is found.
We propose using the sum of several narrow beams as a composite measurement
beam and selecting one of these as the reference beam. This approach will ensure a
more homogeneous sensitivity and less critical positioning of the sample volume, and
it will have the added beneﬁt of providing a geometry estimate of the eﬀective oriﬁce.
For a thin disklike sample volume, the power of the composite measurement beam will
be proportional to the cross-sectional area of the jet; thus, the method can be used to
estimate the CSA of the vena contracta. If an estimate of the blood velocity in the jet
is found, the ﬂow rate can be calculated as the product of the CSA and the velocity
time integral (VTI) or the mean velocity.
The ultrasound data are acquired using a 3-D high pulse repetition frequency
(HPRF) Doppler modality, where the PRF is typically above 20 kHz and the packet
size is 8 to 16 as for color-ﬂow acquisition. The resulting Nyquist limit ranges from
3 to 5 m/s depending on the transmitted frequency. Despite transmitting a packet
of pulses in each direction, the acquisition time is much shorter than CFI due to the
high pulse repetition frequency.
Initially, the details of the quantiﬁcation method are shown, followed by results
showing that the method works well in a computer simulation. Encouraged by the
simulation results, we have tested the method in a pulsatile ﬂow phantom, using a
blood-mimicking ﬂuid and porcine valves with oriﬁces of known sizes.
E.2 Theory
Fig. E.1 shows a leaking valve where several beams are indicated. We want to combine
these beams into a composite measurement beam and also select one of the beams as
a reference beam. The ratio of the expected power from the composite beam and the
reference beam must also be found because they do not have the same sensitivity.
Let g(x, y) be the pulse-echo beam proﬁle, where x and y are the azimuth- and
elevation-axis coordinates. N beams are positioned at (xk, yk), k = 1 : N . The
two-way beam proﬁle of the beam positioned at position k is denoted gk(x, y).
Let sk(τ) be the RF signal from a beam steered towards (xk, yk), where τ is the
time delay after pulse transmission (“fast time”). The expected power received from
this beam is
< |sk(τ)|2 > =
∞∫
−∞
σ(x, y)|gk(x, y, τ)|2dxdy (E.1)
where σ(x, y) accounts for the scattering cross section, frequency-dependent at-
tenuation, and the eﬀect of a clutter ﬁlter. Speciﬁcally, the clutter ﬁlter will make
σ(x, y) equal to zero outside the jet. The impulse response of the clutter ﬁlter can
be included with an additional convolution integral, but this has been omitted for
notational simplicity.
To obtain data from the whole oriﬁce, several such beams are combined. The
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2
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Figure E.1: Sketch of a leaking valve with multiple beams indicated. Beam 1 is totally
inside the oriﬁce and is selected as the reference beam. Several beams are partially
overlapping with the oriﬁce, for instance the beams labeled 2. The combined power
from these beams acts as the measurement beam. Finally, a lot of beams are outside
the oriﬁce, like those labeled 3, which will not contribute to the measurement because
the signal will be removed by the clutter ﬁlter.
expected total received power from these beams is given by
Pw =
∑
k
< |sk(τ)|2 >
=
∞∫
−∞
∑
k
σ(x, y)|gk(x, y, τ)|2dxdy (E.2)
=
∫
CSAjet
σ(x, y)Gw(x, y, τ)dxdy
where <> denotes expectation value and the integration in (E.2) is taken over the CSA
of the jet, because this is the only area with scatterers moving fast enough to escape
the clutter-ﬁlter. Gw(x, y, τ) is the two-way power beam proﬁle of the composite beam,
Gw(x, y, τ) =
∑
k
|gk(x, y, τ)|2. (E.3)
A simulated example of this function is shown for a 1-D case in Fig. E.2 where 9
pulse-echo power beam proﬁles from a rectangular aperture are summed to produce
the composite 2-way power beam proﬁle gw(x, y, τ).
If one of the narrow beams is totally enclosed within the CSA, k = ref , the
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Figure E.2: A composite measurement beam is made by adding up multiple narrow
beams. Here 9 narrow beams from a rectangular aperture are added up to make a wide,
ﬂat beam. The beam spacing is set to half the Rayleigh criterion. With a less dense
spacing, the measurement beam will have ripples. The power is normalized to the
maximum value of the narrow beams to show that the sensitivity of the measurement
beam is higher than each of the narrow beams.
expected received power from this beam is
Pref (τ) =< |sref (τ)|2 >
=
∞∫
−∞
σ(x, y)|gref (x, y, τ)|2dxdy (E.4)
(E.5)
The estimate Pˆw(τ) of Pw(τ) can be found from the recorded signals sk(τ) by
Pˆw(τ) =
∑
k
|sk(τ)|2 (E.6)
Similarly the estimate Pˆref (τ) of Pref (τ) is
Pˆref (τ) = |sref (τ)|2 (E.7)
= max
k=1:N
[|sk(τ)|2]
where sref (τ) is the reference beam, found as the beam with most power.
The variance of the estimates Pˆw and Pˆref can be reduced by averaging over time
and/or space. Radially this is done by averaging the estimates for several values of
τ . Time averaging is done by smoothing in “slow time”, that is, by combining several
subsequent estimates from the same position in space with the same τ .
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The ratio between the power of the measurement beam and the power of the
reference beam is
Pw
Pref
=
∞∫
−∞
∑
k
σ(x, y)|gk(x, y, τ)|2dxdy
∞∫
−∞
σ(x, y)|gref (x, y, τ)|2dxdy
(E.8)
and with substitution of the composite measurement beam proﬁle from (E.3):
Pw
Pref
=
∫
CSAjet
σ(x, y)Gw(x, y, τ)dxdy
∞∫
−∞
σ(x, y)|gref (x, y, τ)|2dxdy
(E.9)
When the beam density is high and the measurement beam extends beyond the
area of the jet, the two-way power beam proﬁle of the measurement beam, Gw(x, y),
is close to constant over the jet area. In other words, Gw(x, y) is independent of x
and y in the above integration. When σ(x, y) is approximated as constant within the
oriﬁce and zero outside, (E.9) reduces to
Pw
Pref
=
GwCSAjet
Γref
(E.10)
where CSAjet is the cross-sectional area of the jet and the expected power of the
reference beam is
Γref (τ) =
∞∫
−∞
|gref(x, y, τ)|2dxdy. (E.11)
When Gw(x, y) is not constant, it can be approximated with its average or maximum
value within the area of the jet.
The cross-sectional area can now be estimated from the recorded data by rearrang-
ing (E.10) and substituting Pw and Pref with their corresponding estimated values
Pˆw and Pˆref :
ˆCSAjet =
Pˆw
Pˆref
Γref
Gw
(E.12)
Angle (in)dependence
The area estimation is angle dependent. When the ultrasound beam is at an angle θ
with the area surface normal it will be overestimated by
CSAmeasured =
CSAtrue
cos(θ)
(E.13)
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For the estimation of ﬂow, however, the cos(θ) angle dependence of the Doppler
technique eﬀectively cancels the cos(θ) dependence of the area estimate, so the ﬂow
estimate is angle independent. However the angle θ must be so small that v cos(θ) is
still large enough to be eﬀectively separated from the clutter and slow-moving blood
by clutter ﬁltering, v is the speed of the blood.
E.3 Methods
To validate the theory outlined above, we have implemented the procedure using
Matlab (The MathWorks, Natick, MA) and have acquired input data from simulations
and from in vitro measurements.
Doppler simulations
Ultrasound Doppler signals are stochastic variables, so estimating the reference beam
as the beam with most power will give a biased estimate if there is more than one
beam to choose from. A simple simulation has been made to investigate this, using zero
mean complex Gaussian IQ data. (IQ data are the complex in-phase and quadrature
components of baseband demodulated RF-data.) The simulation takes into account
the number of range samples in the sample volume and the packet size to see how the
expected value of the reference beam changes with the number of beams in the vena
contracta.
Another simulation was made to investigate the estimated cross-sectional area of
the vena contracta. It uses the Fraunhofer approximation to calculate the point spread
function at the focal depth and calculates the estimated area of a range of oriﬁces.
For simplicity, the oriﬁce geometries are circular.
A stochastic variation was added to the simulation by including a 2-D Doppler
signal model adapted from [15], and using the settings in Table E.1. These settings
will later be used in the in vitro recordings. No clutter was added to the signal.
In Vitro Using a Pulsatile Flow Phantom
To further validate the method, we used a pulsatile ﬂow phantom, illustrated in Fig.
E.3, which consisted of a modiﬁed peristaltic pump (Sarns type 15200; Sarns Inc./3M,
Ann Arbor,MI), tubing, an arterial ﬁlter, and a chamber to mimic the left atrium
and ventricle. Six prosthetic porcine valves (Carpentier-Edwards models 6625 and
6650; Edwards Lifesciences, Irvine, CA) with precisely cut holes were inserted into the
phantom to provide regurgitation severities ranging from mild (less than 0.2 cm2) to
severe (more than 0.4 cm2) [16]. One such valve is pictured in Fig. E.4. The true area
of the cut oriﬁces was found from planimetry of photographs.
The phantom was ﬁlled with a blood-mimicking ﬂuid based on the recipes found
in [17, 18] using ultraﬁne polyamide particles (Orgasol; ELF Atochem, Paris, France)
with diameters of 5 µm as the scattering agent. The speciﬁed amount of Dextran made
the attenuation too large for successful recording, so we reduced the quantity by 50%,
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Figure E.3: Illustration of the in vitro ﬂow phantom. The systolic pressure was gener-
ated by the height diﬀerence from the elevated reservoir to the valve. The peristaltic
pump, which has one of its rollers removed, acts as a left ventricular relaxation pump
and counteracts the systolic pressure during diastole.
which resulted in good readings. We also substituted the surfactant because we found
that Sun Glansemiddel, (Lilleborg AS, Oslo, Norway), a surfactant used for automatic
washing machines, made less foam than the ingredients in the original recipe.
Several recordings were made for each oriﬁce size, some with stationary ﬂow and
some with pulsatile ﬂow at 60 beats/min. The arterial ﬁlter was included to remove
any clotted Orgasol and trap air bubbles. Unfortunately, it gradually reduced the
concentration of Orgasol, so a spoonful of an Orgasol+surfactant mixture was added
to the blood-mimicking ﬂuid when swapping valves. Therefore, the particle concen-
tration was not kept constant. A Vivid 7 Dimension with a 3V matrix array probe
(GE Vingmed, Horten, Norway) was used to obtain the ultrasound data. The most
important settings are speciﬁed in Table E.1.
The size of the 3-D sample volume consisting of the numerous beams of the compos-
ite measurement beam is limited in the radial direction from the high pulse repetition
frequency and laterally from frame rate requirements. In a clinical application, the
size of the region of interest (ROI) is large enough to span most mitral regurgitation
oriﬁces, which rarely are more than 2cm long. We were doing the acquisition in 2 steps
to make sure the vena contracta was inside the sample volume. The operator found
the region of interest ROI using a B-mode, HPRF PW, and 2-D CF triplex mode
as is shown in Fig. E.5. Vena contracta was found by searching for a region with a
combination of high velocity, low spectral bandwidth, and high power. Subsequently,
the ROI was scanned using a real-time 3-D HPRF Doppler mode.
The transmit frequency f0 and the PRF was chosen with a reasonable trade-oﬀ.
A high PRF and low f0 is desirable to obtain a high Nyquist frequency, necessary to
resolve velocities on the order of 5 m/s. At the same time a high transmit frequency is
desired to increase the resolution to enable the correct estimation of small oriﬁces and
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Figure E.4: Prosthetic porcine valve used with the in vitro validation study. The true
size of the oriﬁce is determined by planimetry of photographs.
to get better geometry estimates. A higher frequency will also increase the scattering
from blood [10].
The received data from the 3-D sample volume was ﬁltered with a fourth-order
polynomial regression clutter ﬁlter to remove the signal from clutter and slowly mov-
ing blood in the range-ambiguous sample volumes [19]. When the pump had been
engaged to get pulsatile ﬂow, the frames not corresponding to the systole were au-
tomatically removed based on the signal power after clutter ﬁltering. Radial and
temporal smoothing was applied to reduce the stochastic variation of the estimates.
A reference beam was selected as the beam with most power after clutter ﬁltering.
The calibration factor Γr/Gw from (E.12) was calculated for the current probe and
scanning parameters. The beam proﬁles were found simply by using the Fourier trans-
form of the aperture, as given by the Fraunhofer approximation. More sophisticated
ultrasound simulation software like Field II (linear) [20] or Abersim (nonlinear) [21]
can be used at the cost of several orders of magnitude slower processing. Finally, the
CSA of the vena contracta was estimated from (E.12).
The geometry estimate was obtained as the high-pass ﬁltered, radially smoothed,
and laterally interpolated power Doppler azimuth-elevation image.
In the methodology proposed by Buck et. al. [12–14] the location of the vena
contracta is found using 2-D CF and PW in a way similar to the currently proposed
method. After ﬁnding the region of interest, however, the 2 methods diﬀer signif-
icantly. Buck et. al. acquires 2, 1-D signals, one narrow reference beam and one
wide measurement beam. The 2 Doppler spectrums are then traced, the VTI and
the calibration factor is calculated, and the user is presented estimates of the average
cross-sectional area of the vena contracta and the total regurgitant stroke volume. In
comparison, our proposed method acquires a 3-D volume of Doppler data instead of
a 1-D beam. This volume of data is then for the time being analyzed oﬄine, where
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Table E.1: Simulation and In Vitro Parameters
Parameter Value
Center frequency f0 2.1 MHz
Pulse length 5.5 periods
PRF 21 kHz
ROI size (az*el*range) 19.2x18.0x8.0 mm
Volume rate 7 (real time)
Tx azimuth f−number 5.9
Rx azimuth f−number 4.7
Tx elevation f−number 7.8
Rx elevation f−number 5.6
Focal depth 8.9 cm
Packetsize 8
Temporal smoothing 4 frames
Radial smoothing 3.2 mm
the low-velocity signals are removed, a reference beam is selected automatically, the
total Doppler power from the jet is found, and the calibration factor is calculated as
described in the previous section. Only the signals from the high-velocity core of the
jet remain, and the user is presented a 2-D image of the jet core at the vena contracta
together with an estimate of the cross-sectional area.
E.4 Results
With an unknown number of beams intersecting the vena contracta, it is not trivial to
ﬁnd an accurate estimate of the power of the reference beam. We are simply using the
maximum value as described earlier and have investigated how much this will bias the
power estimate of the reference beam with an increasing number of candidate beams.
The result is shown in Fig. E.6.
A biased reference beam will inﬂuence the estimate of the CSA. Simulation results
showing the histogram of CSA estimates with a ﬁxed oriﬁce size are shown in Fig.
E.7.
Now varying the size of the oriﬁce, the mean value of the estimated CSA is plotted
with a dashed line in Fig. E.8. Omitting the stochastic variation of the Doppler signal
model gives a diﬀerent result, which is plotted with a solid line in the same ﬁgure.
The ﬂow phantom was built to mimic mitral regurgitation. Fig. E.5 displays a
typical example from the use of the phantom, showing a triplex mode of B-mode, 2-D
color ﬂow, and a HPRF PW Doppler spectrum. The PW Doppler sample volume
is positioned in the vena contracta, as can be seen by examining the velocity and
bandwidth of the spectrum.
In addition to the simulated results, Fig. E.8 shows the estimated and true area for
several oriﬁce sizes used in the ﬂow phantom. Each data point is the result of a single
recording, where the recordings are made by alternating stationary and pulsatile ﬂow.
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Figure E.5: An example of a triplex image, showing jet ﬂow using the ﬂow phantom
and an approximately circular oriﬁce with a 6mm diameter.
The sample volume is repositioned for each recording. Results from both stationary
and pulsatile ﬂow are included. Please note the trend of the data, and how it compares
to the simulations.
A photograph of a prosthetic valve with a nearly circular oriﬁce of 4.2mm diameter
is shown side by side with the corresponding geometry estimate in Fig E.9. The
scaling of the images is equal, please note the blurring eﬀect of the limited ultrasound
resolution.
E.5 Discussion
In this study, we have developed and tested a 3-D HPRF Doppler method for quan-
tiﬁcation of valvular regurgitation size and estimation of the geometry of the lesion.
It has been examined both by simulations and in vitro.
The Doppler spectrum shown in Fig. E.5 has a peak velocity near 5 m/s which is
typical for a mitral regurgitant jet. The narrow bandwidth indicates that the sample
volume coincides with the vena contracta region. Moving the sample volume a few
millimeters in any direction makes the Doppler signal cover the whole band from zero
to the peak velocity. It is also worth noting that the hemispheric inﬂow region needed
to use the PISA method is not easily seen. The very narrow, negative peak in the
spectrum before systole is caused by a ﬂapping of the valve before it closes properly.
The simulated and in vitro results plotted in Fig. E.8 demonstrate that the pro-
posed method is able to quantify valvular regurgitation. When the oriﬁce CSA is
smaller than the ultrasound beam, the areas are overestimated as expected, because
the reference beam can no longer ﬁt inside the small oriﬁce and the calibration of the
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Figure E.6: The reference beam is increasingly overestimated when more beams are
included in the oriﬁce.
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Figure E.7: Histogram of the outcome from 1000 simulations of an oriﬁce ﬁtting 3
beams. An unbiased estimator of the CSA has a mean value of 1. The dashed line
indicates the mean value, and the solid vertical lines indicate the mean value ± 1
standard deviation.
measurement goes wrong. For large oriﬁce sizes, the method underestimates the oriﬁce
size due to the stochastic nature of the Doppler signals and the way the calibration
of the measurement is done based on the beam with most power. Fig. E.7 shows
how the expected value of the reference beam is unbiased only when a single beam
passes through the vena contracta. Typically less than 10 beams are candidates for
selection as reference beams. From the ﬁgure, we can see that this corresponds to the
reference beam being overestimated by up to 20 %. Because the power of the reference
beam appears in the denominator of the CSA estimate in (E.12), the CSA estimate is
increasingly underestimated for increasing oriﬁce size as is seen in Fig. E.8. Omitting
the stochastic variation makes the CSA estimate unbiased for oriﬁce sizes larger than
the beam width of the reference beam.
Prosthetic valves with 6 diﬀerent oriﬁces ranging from mild to severe mitral regur-
gitation were used in the ﬂow phantom. It was not possible to include larger oriﬁces
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Figure E.8: Estimated CSA from both pulsatile and steady-state in vitro data, as well
as simulated estimates. The dots (red) and circles (black) indicate the mean value
from a measurement with pulsatile or steadystate ﬂow, respectively. The dashed line
shows the result from estimates based on the stochastic Doppler simulation, and the
solid blue line shows the results of the deterministic simulations.
without destroying the valve. The in vitro CSA estimates shown in Fig. E.8 follow the
same trend as the simulated results in the same ﬁgure, starting out with overestimation
due to the too large reference beam area and ending with underestimation due to the
increasing overestimation of the reference beam power. The data, however, are closer
to the true value for large oriﬁce sizes than the stochastic simulations predict, despite
taking care to make the simulations as realistic as possible in terms of autocorrelation
and smoothing. The oﬀset might be caused by the omission of clutter in the simulated
signals.
All oriﬁces are nearly circular, even though clinically an oriﬁce in a valve can have
several diﬀerent shapes. If the geometry of the oriﬁce is known, the underestimation
for large oriﬁces can to some extent be compensated for.
The standard deviation of the in vitro CSA estimates is quite large. This is partly
caused by the stochastic variation of the Doppler signal, where the situation for an
oriﬁce with 3 beams inside is shown in Fig. E.7. Additional smoothing will reduce this
variation, but it might not be straightforward to implement. The vena contracta has a
limited size, which means that if too much spatial smoothing is applied the estimates of
the reference beam will be too low, causing an overestimation of the CSA. Additional
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Figure E.9: Photography and power Doppler geometry estimate of an oriﬁce with
a 4.2mm diameter. The size of the two images is equal, and the colormap of the
ultrasound image is linear, that is, is is not compressed logarithmically.
averaging in time is diﬃcult due to the limited frame rate (typically 10 frames/sec)
and because the vena contracta can move slightly from frame to frame due to the
transient nature of a jet and movement of the operator.
The proposed method has a few inherent drawbacks, the most important of which
is that the CSA estimate is based on a precalculated calibration factor. Ideally the full
path of the beam must be known in detail to account for aberrations and nonlinearities,
but this is not feasible in a clinical setting.
Further work
We also would like to validate the method for noncircular oriﬁces and include measure-
ment of ﬂow rate, e.g., with a transit-time ﬂow meter. The method will also beneﬁt a
lot from development of better 3-D probes, where larger apertures with narrow beams
should make the CSA estimation more accurate.
E.6 Conclusion
The proposed method is a promising new technique for the estimation of the cross-
sectional area and geometry of regurgitant jets of moderate and severe oriﬁce sizes,
where the oriﬁce is larger than the CSA of a single beam.
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Abstract
Background: A novel method to ﬁnd the vena contract area (VCA) and quantify
mitral regurgitation (MR) using multibeam high pulse repetition frequency Doppler
(Muldo) is validated in vivo.
Methods: Twenty-seven patients with both organic and functional regurgitation
were included. The Doppler signal was isolated from the mitral regurgitant jet using
high pulse repetition frequency 3D color Doppler, where the Nyquist limit was set
near the peak velocity of the jet. The VCA was found by summing the Doppler power
from multiple beams within the vena contracta region, where the calibration was done
with a reference beam within the jet. The regurgitant volume measured by Muldo
(Muldo RV) was calculated as the product of VCA and the velocity-time-integral of
the regurgitant jet as measured by CW Doppler. The regurgitant volume measured
by magnetic resonance imaging (MRI RV) was calculated as the diﬀerence between
the left ventricular and aortic stroke volume. In addition, evaluation of MR grade
(1-4) and calculation of the regurgitant volume by the proximal isovelocity surface
area method (Pisa RV) was done by 2D echocardiography.
Results: The correlation between MRI RV and Muldo RV (N=27), between MRI
RV and Pisa RV (N=22) and between Pisa RV and Muldo RV were rs = 0.82, rs =
0.78 and rs = 0.63, respectively. The 95% limits of agreement were −3.0 ± 26.2ml,
4.7± 30.6ml and −9.7± 37.0ml, respectively.
Kappa agreement between 2D echo MR grade and Muldo RV was 0.44 and between
2D echo MR grade and MRI RV it was 0.48.
Conclusion: For moderate to severe regurgitation there was good agreement be-
tween MRI RV and Muldo RV. As expected, agreement was lower in mild regurgitation.
Submitted to Circulation
F.1 Introduction
F.1 Introduction
According to American guidelines (ACC/AHA), surgery is indicated for severe mitral
regurgitation (MR) when valve repair is possible, even in the absence of symptoms [1].
The echocardiographic assessment of severity is challenging, however, as it requires
the integration of diﬀerent two-dimensional semi-quantitative (2D) Doppler parame-
ters with inherent strengths and weaknesses [2, 3]. The proximal isovelocity surface
area (Pisa) method has several important limitations in that it assumes a circular
regurgitant oriﬁce and a ﬂat valve plane [4].
A diﬀerent approach to quantifying mitral regurgitation is to look at the vena
contracta, which is slightly smaller than the anatomic oriﬁce, and thus a measure of
the eﬀective regurgitant oriﬁce area (EROA) [2]. Under both European and American
guidelines, a vena contracta width (VCW) of 7mm or more and an EROA and regur-
gitant volume (RV) as measured by Pisa of 0.4cm2 and 60ml or more, respectively,
are regarded as speciﬁc signs of severe MR [1, 5]. When the oriﬁce is non-circular, a
2D measurement of the vena contracta and Pisa might lead to under or overestimation
of the regurgitation [6, 7]. To avoid this, 3D color ﬂow imaging (CFI) can be used
to quantify the regurgitant jet area and jet volume [8, 9], the vena contracta area or
cross-sectional area of the vena contracta (VCA) [10, 11] and Pisa [12]. Measuring
the VCA by 3D CFI has shown better correlation with angiographic grading than the
VCW measured by 2D CFI [10]. However, such direct color Doppler measurements
are limited by low temporal and spatial resolution, high dependence on gain settings
and limited separation of the core of the jet from the recruited slow ﬂow around the
jet.
In laminar blood ﬂow with constant hematocrit, the backscattered Doppler power
is proportional to the blood volume in the sample volume of an ultrasound beam [13].
This measurement can be calibrated to give an absolute measurement of volume, as
was shown for measuring volume ﬂow in arteries by Hottinger and Meindl in 1979 [14].
This principle can be used in the quantiﬁcation of mitral regurgitation as shown by
Buck et al., who measured the volume ﬂow in the vena contracta by using a single
wide measurement beam and a narrow reference beam [15]. We have recently extended
this principle from using two beams along one dimension to using multiple beams in
3 dimensions [16]. This results in a more homogeneous measurement beam, which is
the sum of all narrow beams, and provides information about the geometry of the jet.
The purpose of this study was to validate this method by comparing it to standard
2D Doppler methods and to regurgitation volumes measured by magnetic resonance
imaging, which has previously been validated for this purpose [17, 18].
F.2 Methods
F.2.1 Multibeam high pulse repetition frequency Doppler
The maximum velocity (the Nyquist velocity) that can be resolved with CFI is typically
1m/s for cardiac applications, which is much lower than the core velocities of 4−5m/s
in an MR jet. Measuring the area of the central, high velocity parts of the jet requires
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Reference beam
Figure F.1: Sketch of a leaking valve with multiple beams shown. The indicated
reference beam is selected automatically as the beam that is most likely to be inside
the oriﬁce. The sum of the remaining beams is used as a composite measurement
beam, as shown in Fig. F.2.
increasing the Nyquist velocity. We have done this by acquiring the data using a
custom high pulse repetition frequency (HPRF) 3D color Doppler mode dubbed Muldo
- Multibeam HPRF Doppler. In a HPRF modality, several pulses are ﬁred before the
deep echoes from the ﬁrst pulse have returned to the probe, such that exact range
information is lost. This means that velocity certitude is traded for range ambiguity.
However, this is not a problem when the ultrasound beam only intersects one jet,
because the Doppler signal originating from the spurious sample volumes is removed
by a high pass ﬁlter.
Several ultrasound beams are spread out across the valve, as is shown in Fig. F.1.
A composite measurement beam is made by summing the contribution from all the
beams after clutter ﬁltering. A computer simulation of the power of the individual
beams (pink) comprising the composite measurement beam (red) and a wide, single
measurement beam (blue) are shown to scale in Fig. F.2. The composite beam has a
more homogeneous sensitivity and a higher signal-to-noise ratio (SNR) than the single,
wide beam. The composite beam can be made arbitrarily large without losing SNR,
although with a reduction in the frame rate.
The beam with the most power is selected as the reference beam, as this is the beam
most likely to be completely covered by the regurgitant jet. In laminar blood ﬂow, the
power of the Doppler signal received from a sample volume is proportional to the blood
volume within that sample volume. When the Doppler signal is ﬁltered with a high-
pass ﬁlter so that only signals from blood traveling above a given velocity remain, the
Doppler power will be proportional to the volume of blood traveling above this speed.
This involves using a sample volume that is very short in the radial direction to make
sure that it only contains signals from the vena contracta, meaning that the Doppler
power will be proportional to the VCA. The proportionality factor is calculated using
131
F.2 Methods
−1.5 −1 −0.5 0 0.5 1 1.5
−35
−30
−25
−20
−15
−10
−5
0
Azimuth [cm]
Po
w
er
 [d
B]
Single and Composite measurement beam
Figure F.2: A composite measurement beam is made by adding multiple narrow
beams together. In this 2D sketch, 9 narrow beams have been added to make a wide,
ﬂat beam. The dashed line shows the beam proﬁle of a single, wide beam from a
smaller transducer. Notice that the peak sensitivity of this beam is approximately
8dB lower than for the composite beam, and that the sensitivity varies signiﬁcantly.
the additional power measurement of the reference beam and a computer model of the
ratio of the composite beam to the reference beam. This enables the calculation of
the calibrated value of the VCA.
F.2.2 Data acquisition and processing
Equipment
A Vivid 7 Dimension (GE Vingmed Ultrasound, Horten, Norway) equipped with a
3V matrix array probe and an M4S 2D cardiac probe was used to acquire 3D HPRF
Doppler and standard 2D images, respectively. An external computer with custom
software was used for post-processing of the raw 3D Doppler data to calculate the
VCA. EchoPac (GE Vingmed Ultrasound, Horten, Norway) was used to analyze the
2D images.
Subjects
This study was performed at the Department of Cardiology, University Hospital of
Trondheim, Norway. The primary exclusion criteria were aortic regurgitation, atrial
ﬁbrillation or other arrythmia and those with contraindications for MRI. Of the thirty-
ﬁve subjects with mild to severe mitral regurgitation (grade 1-4) who consented to
participate, three of the subjects were excluded due to poor Muldo quality, four due
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to poor MRI quality caused by arrhythmias during testing, and one due to renal
failure requiring dialysis between the investigations. Consequently, the study was
based on 27 subjects, 11 women and 16 men, with a median age of 51 years and a
range from 28 to 81 years. Sixteen subjects had organic mitral disease or unidentiﬁed
etiology and 11 had functional regurgitation. All were in sinus rhythm, and the median
ejection fraction measured by echocardiography was 50% with a range of 23% to 65%.
The median interval between the echocardiographic and MRI examination was 0 days
with a range of 0 to 5 days. The study was approved by the Regional Committee for
Medical Research Ethics (REK), Norwegian Social Science Data Service and conducted
according to the Helsinki Declaration. The volunteers gave written informed consent
to participate.
2D echocardiography
A standard 2D echocardiography (2D echo) examination was performed, including
an assessment of the jet area by CFI compared to left atrial size and mitral and
pulmonary vein ﬂow. The maximal velocity and the velocity time integral (VTI) of
the regurgitant jet were measured by continuous wave (CW) Doppler. The mitral
regurgitant ﬂow rate by Pisa was measured with a Nyquist limit of about 40cm/s,
and the RV was calculated (Pisa RV). We were unable to assess the Pisa ﬂow rate in
ﬁve subjects. A highly qualiﬁed echo-observer, blinded for the MRI and Muldo results,
analyzed Pisa measurements and mitral regurgitation grade (2D echo MR grade) as
1=mild, 2=mild to moderate, 3=moderate to severe and 4=severe [2].
Muldo
Muldo recordings were made in the apical view in two steps, as illustrated in Fig.
F.3. With the scanner in triplex-mode (B-mode, CFI, and PW-Doppler), the vena
contracta was located by moving the PW sample volume into the jet ﬂow shown by
CFI, and adjusted to include the highest velocities. The scanner was then switched to
a custom HPRF 3D color Doppler mode, with the position of the 3D sample volume
centered around the PW sample volume. One recording consisted of data from up to
15 heart cycles. The procedure was repeated several times to make sure that the vena
contracta was within the 3D sample volume despite patient movements. Currently
the acquisition speed is limited to about 10 volumes per second. The raw 3D Doppler
data was analyzed with custom software developed using Matlab (The Mathworks,
Natick, MA). Radial smoothing was applied to reduce the variance of the estimates.
The estimate of the VCA (Muldo VCA) was the median value of all the measurements.
Frames corresponding to the systolic jet were selected. Some frames were excluded
according to the following criteria:
• No visible jet above noise level
• The region of interest (ROI) did not cover the jet area
• The smallest jet area was found to be on the top or bottom depth of the ROI,
suggesting that the vena contracta could be above or below the ROI
133
F.2 Methods
Muldo was analyzed by an observer blinded for the MRI data and the 2D echo MR
grade results. To assess interobserver variability, another blinded observer analyzed 18
of the subjects. The regurgitant volume (Muldo RV) was calculated as the product of
Muldo VCA and the VTI of the regurgitant jet measured by CW Doppler. In addition
to estimating the VCA, Muldo also provided an estimate of the geometry of the oriﬁce,
which was not used further in this study.
MRI Study
All patients were examined during supine rest using a Siemens Avanto 1.5 T system
with a body matrix coil (Siemens, Erlangen, Germany). TrueFISP cine images were
acquired during end-expiratory breath holds in the 4- and 2-chamber views, and in
short-axis from the base to the apex of the left ventricle with the following settings: ret-
rospective ECG-gating, in-plane resolution 0.9 x 0.9 mm, echo time 1.12 ms, repetition
time 58 ms, ﬂip angle 80◦, slice thickness 6 mm with 4 mm gap and 25-30 frames/beat.
Flow in the ascending aorta was quantiﬁed using an SSFP phase-contrast sequence
with the following settings: retrospective ECG-gating, inplane resolution 1.3 x 1.3
mm, minimal TR (61.05ms) and TE (3.09ms), slice thickness 6 mm, VENC adjusted
to just above maximal systolic velocities, 25-30 frames/beat. All images were analysed
in Segment (http://segment.heiberg.se) [19], by an observer unaware of the echocar-
diographic results. The LV stroke volume was calculated by semi-automatically draw-
ing endocardial contours in the short-axis images in end-diastole and -systole (aortic
valve closure). Systolic long-axis excursion was quantiﬁed by measuring the descent
of the septal, lateral, inferior and anterior points of the mitral annulus in the 4- and
2-chamber views. The average value was incorporated into the stroke volume estimate
in the software. Systolic ﬂow in the ascending aorta was quantiﬁed from the phase-
contrast images by drawing a region of interest in the ascending aorta. Quantiﬁcation
of the mitral regurgitant volume (MRI RV) was done by the formula:
MRI RV = Stroke volume (left ventricle) - Stroke volume (aorta)
The accuracy of the method was tested in an in vivo validation study where the
same measurements as described above were done in 10 subjects (4 healthy subjects,
6 with a recent myocardial infarction) where the absence of a mitral regurgitation was
conﬁrmed by echocardiography by an experienced sonographer. The estimated error
was 3± 5ml per stroke.
Statistics
The null hypothesis corresponds to no diﬀerence between the Muldo, MRI and 2D
echo in the quantiﬁcation of MR. Including 27 patients gives a power > 90% at the
5 % signiﬁcance level for detecting a diﬀerence in regurgitation volume of 5 ml, as-
suming 1 standard deviation (σ) of 3.2 ml. Spearman rank correlation was used
because the continuous variables were not normally distributed. Agreement between
the continuous variables (Muldo RV, MRI RV, Pisa RV) was assessed by calculating
the 95% limits of agreement (mean diﬀerence µ ± 2σ) [20]. To assess the agreement
between 2D echo MR grade (1-4), Muldo RV (ml/beat), Muldo VCA (mm2) and MRI
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RV (ml/beat), we used kappa statistics. In accordance with current guidelines, we
divided the Muldo VCA results into four categories: 1=0-19 mm2; 2=20-29 mm2;
3=30-39mm2; 4 > 40mm2. Muldo RV and MRI RV were divided into four categories:
1=0-29ml; 2=30-44ml; 3=45-59ml; 4 > 60ml [2]. We assessed kappa agreement be-
tween 2D echo MR grade and Muldo RV and MRI RV respectively for both organic
and functional MR. Because the diﬀerences were normally distributed, we used paired
samples t-tests to compare the heart rate during Muldo and MRI. We compared MRI
RV and Muldo RV in subgroups with MRI RV less than and more than 30ml, and
the mean diﬀerence between MRI RV and Muldo RV in both those with organic and
those with functional regurgitation. We assessed the interobserver variability of the
Muldo VCA in 18 subjects as the coeﬃcient of repeatability, deﬁned as two standard
deviations (2σ) of the diﬀerences, and the interobserver repeatability of Muldo RV
was calculated.
Descriptive values are reported as median and range, and 95% limits of agreement
are reported as µ ± 2σ. The statistical analyses were performed in SPSS (SPSS Inc.,
Chicago, Illinois)
F.3 Results
The descriptive results of all methods are presented in Table F.1 table 1. There was
no signiﬁcant diﬀerence between heart rate during the Muldo and MRI recordings,
with a mean diﬀerence of 2.4 beats/min (95% CI -1.2, 6.0).
The correlation between MRI RV and Muldo RV was rs = 0.82, p < 0.001, and the
95% limits of agreement were −3.0 ± 26.2ml. The correlation between MRI RV and
Pisa RV was rs = 0.78, p < 0.001, and the 95% limits of agreement were 4.7± 30.6ml.
The correlation between Pisa RV and Muldo RV was rs = 0.63, p = 0.002, and the
95% limits of agreement were −9.7 ± 37.0ml. The agreement between the diﬀerent
methods is shown in Figs. F.4 – F.6. There was no signiﬁcant diﬀerence between MRI
RV and Muldo RV, or between MRI RV and Pisa RV, while Pisa RV was signiﬁcantly
lower than Muldo RV.
The correlation and kappa agreement between the diﬀerent methods describing
mitral regurgitation severity are presented in Tables F.2 and F.3 and in Fig. F.7.
Agreement between the various methods was better for organic than functional mitral
regurgitation, as seen in Table F.3.
There was a signiﬁcant diﬀerence between MRI RV and Muldo RV in patients
with mild mitral regurgitation as deﬁned by MRI RV < 30ml (N=12) with a mean
diﬀerence of -11.8 ml and 95%CI (-17.9, -5.6). In patients with moderate and severe
regurgitation deﬁned by MRI RV > 30ml (N=15), there was no signiﬁcant diﬀerence,
with a mean diﬀerence of 5.2 ml and 95%CI (-0.6, 10.0). The mean diﬀerences between
MRI RV and Muldo RV in organic and functional mitral regurgitation were 1.1ml and
95%CI (-5.7, 7.9) and -8.8 ml and 95% CI (-16.8, -0.8), respectively.
Interobserver analysis of the Muldo VCA in 18 subjects demonstrated that the
coeﬃcient of repeatability was 8.6 mm2. Due to the interobserver variability with
Muldo VCA, the coeﬃcient of repeatability for Muldo RV was 9.8 ml.
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Descriptives median range
Muldo VCA (N=27) 25.7mm2 12.0− 59.0mm2
VTI by CW Doppler (N=27) 150cm 74− 213cm
Peak jet vel. by CW Dop. (N=27) 5.3m/s 4.3− 6.3m/s
Muldo RV (N=27) 35.6ml 14.2− 99ml
Muldo RV in funct. MR (N=11) 32.3ml 14− 54.2ml
Muldo RV in org. MR (N=16) 39.8ml 14.2− 99ml
MRI RV (N=27) 35.1ml 4.2− 129ml
MRI RV in funct. MR (N=11) 14.3ml 7.8− 46.3ml
MRI RV in org. MR (N=16) 47.1ml 4− 129ml
Pisa RV (N=22) 22.2ml 2.2− 80ml
Heart rate during MRI (N=27) 64.0/min 48− 110/min
Heart rate during echo/Muldo (N=27) 63.0/min 43− 104/min
Table F.1: Study results
Descriptives rs p
MRI RV vs Muldo VCA (N=27) 0.64 <0.001
MRI RV vs. Muldo RV (N=27) 0.82 <0.001
MRI RV vs. Pisa RV (N=22) 0.78 <0.001
Pisa RV vs. Muldo RV (N=22) 0.63 0.002
2D echo vs. Muldo VCA (N=27) 0.41 0.036
2D echo vs. Muldo RV (N=27) 0.66 <0.001
2D echo vs. MRI RV (N=27) 0.82 <0.001
2D echo vs Pisa RV (N=22) 0.74 <0.001
Table F.2: Correlations. rs is calculated using Spearman’s statistics.
2D Echo MR grade kappa p
MRI RV vs Muldo VCA (N=27) 0.32 0.005
MRI RV vs Muldo RV (N=27) 0.49 <0.001
2D echo vs Muldo VCA (N=27) 0.12 0.30
2D echo vs Muldo RV (N=27) 0.44 <0.001
2D echo vs MRI RV (N=27) 0.48 <0.001
MRI RV vs Muldo RV, funct. (N=11) 0.11 0.60
2D echo vs Muldo RV, funct. (N=11) 0.19 0.36
2D echo vs MRI RV, funct. (N=11) 0.30 0.12
MRI RV vs Muldo RV, org. (N=16) 0.67 <0.001
2D echo vs Muldo RV, org.(N=16) 0.58 <0.001
2D echo vs MRI RV, org. (N=16) 0.57 <0.001
Table F.3: Kappa agreement. Muldo VCA: 1=0-19mm2; 2=20-29mm2; 3=30-39mm2;
4 > 40mm2. Muldo RV and MRI RV: 1=0-29ml; 2=30-44ml; 3=45-59ml; 4 > 60ml.
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Figure F.3: Two-step Muldo data acquisition. Top: Triplex scan. Bottom: 3D HPRF
Color ﬂow. Note the Nyquist limit (2.94m/s) and the small ROI (radial depth 7mm
and lateral extension 20 mm).
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Figure F.4: The correlation between MRI RV and Muldo RV was rs = 0.82, p < 0.001.
The 95% limits of agreement between MRI RV and Muldo RV were −3.0 ± 26.2ml.
N = 27.
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Figure F.5: The correlation between MRI RV and Pisa RV was rs = 0.78, p < 0.001.
The 95% limits of agreement between MRI RV and Pisa RV were 4.7±30.6ml. N = 22.
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Figure F.6: Correlation between Pisa RV and Muldo RV was rs = 0.63, p = 0.002.
The 95% limits of agreement between Pisa RV and Muldo RV were −9.7±−37.0ml.
N = 22.
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Figure F.7: Agreement between 2D echo MR grade and Muldo RV, kappa=0.44 and
p < 0.001, and between 2D echo MR grade and MRI RV, kappa=0.48, p < 0.001.
Agreement between MRI RV and Muldo RV, kappa=0.49 and p < 0.001. Muldo RV
and MRI RV categories: 1=0-29ml; 2=30-44ml; 3=45-59ml and 4 > 60ml.
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The present study shows that the severity of mitral regurgitation can be quantiﬁed
with a new 3D echocardiographic method based on multibeam high pulse repetition
frequency Doppler (Muldo). The method is an extension of previous one-dimensional
methods, and has the potential to quantify both the area and shape of the vena con-
tracta. In patients with more than a mild regurgitant jet evaluated by a standard 2D
Doppler examination it is necessary to quantify of the regurgitant volume to discrim-
inate between the moderate and severe MR [2].
Agreement between MRI RV and Muldo RV and between 2D echo MR grade and
Muldo RV was moderately good. In organic mitral regurgitation, agreement between
the methods was even better, and there was no signiﬁcant diﬀerence between MRI
RV and Muldo RV. Agreement was poor in functional mitral regurgitation, with the
Muldo RV being signiﬁcantly higher. Similarly, in patients with MRI RV < 30ml there
was signiﬁcant overestimation by Muldo RV, but there was no signiﬁcant diﬀerence
between MRI RV and Muldo RV in those with MRI RV > 30ml. The 95% limits of
agreement were wide between the MRI RV and Muldo RV and are partly explained
by the signiﬁcant overestimation of mild regurgitation by Muldo.
Because Muldo estimates the VCA based on a calibrated measurement of the
backscattered Doppler power and requires no manual tracing, the calculations can
be done semi-automatically. Furthermore, the calculations are not aﬀected by gain
settings or color blooming. The major advantages of extending the method to three
dimensions are a more homogeneous sensitivity of the measurement beam, which en-
sures that a slight shift of the ROI will not result in a diﬀerent measurement. The
signal-to-noise ratio is also improved. Since the reference beam is automatically se-
lected from the grid of beams, it is easier for the sonographer to obtain a reference
measurement, compared to if only a single reference beam is used. Additionally, Muldo
uses a 3D color ﬂow Doppler acquisition with a high Nyquist limit ,which makes it
possible to visualize the geometry of the high-velocity core of the vena contracta. This
is not possible with standard color ﬂow imaging. Although we were not able to fully
resolve the maximal jet velocities, the core of the jet can be extracted with ﬁltering
as long as the peak velocity is less than two times the Nyquist aliasing velocity.
To achieve a high PRF, and thus a high Nyquist limit, the ROI must be small in
the radial direction. Consequently, it can be challenging to position the ROI correctly,
especially with large displacements of the mitral valve as is found in hyperdynamic
ventricles or in severe regurgitation. As shown in the experimental study [16] Muldo
will overestimate the size of the regurgitation in mild disease when the oriﬁce is nar-
row relative to the size of the reference beam. This limitation is inherent to all similar
techniques requiring a reference measurement [21]. Accordingly, agreement was better
for the moderate and severe regurgitation in the present study. Area estimation by
Muldo is angle dependent, like other Doppler methods, and misalignment will overes-
timate the VCA. However, the regurgitant volume will be angle independent as this
overestimation will be exactly cancelled out by underestimation of the VTI from CW
Doppler in the jet core.
The criteria for inclusion and exclusion of frames were well deﬁned, but there
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were still some frames that were of uncertain nature, which explains the interobserver
variability of Muldo VCA.
Correct quantiﬁcation of the VTI is essential for measuring the regurgitant volume.
This can be diﬃcult if the CW signal has variable density, either due to motion of
the jet core, or variation of the regurgitant volume during systole [2, 22]. For a short-
duration regurgitation, the current frame rate of 10Hz is probably too low, but this
can be expected to improve with technical development. To reduce this kind of error,
Muldo acquires data over 10-15 cardiac cycles.
In the present study we found better correlation and agreement between Muldo
RV and MRI RV than between Muldo VCA and MRI RV. This is not surprising, as
the regurgitant volume is not only given by the EROA, but also by the duration of
the regurgitation and the pressure gradient across the mitral valve. MRI is the best
non-invasive reference method available for quantiﬁcation of mitral regurgitation, and
the in vivo validation results show that the MRI measurements only contributed to a
modest part of the total diﬀerence between the methods.
As demonstrated in Fig. F.4 the 95% limits of agreement between MRI RV and
Muldo RV were wide in our study, while Buck et al demonstrated excellent agreement.
They reported a mean diﬀerence of 0.4ml and σ = 3.2ml, corresponding to 95% limits
of agreement 0.4±6.4ml between broad beam spectral Doppler and MRI measurements
of mitral regurgitant volume up to 40ml. There are some diﬀerences to note. Our
population was characterized by a wider range of regurgitant volumes measured by
MRI (4 – 129ml) than in the population investigated by Buck et al. (6 – 46ml).
Secondly, the calculation of MRI RV was somewhat diﬀerent, as we calculated the LV
stroke volume by volumetric measurements in short and long axis images, while Buck
et al measured mitral inﬂow by phase contrast imaging [21]. There is also an expected
overestimation of the Muldo VCA in mild regurgitation as shown in vitro [16]. We
demonstrated signiﬁcant overestimation by Muldo for mild regurgitation as deﬁned
by MRI RV < 30ml, but no signiﬁcant bias for MRI RV> 30ml. However, MRI is
a reference method and not a gold standard, and the calculation of MRI RV relies
on several measurements with inherent variability (systolic + diastolic volumes and
aortic outﬂow) in the same way as Muldo RV relies on measuring both Muldo VCA
and VTI accurately.
We found signiﬁcant correlation (rs = 0.66) and moderately good agreement
(kappa=0.44, p < 0.001) between 2D echo MR grade and Muldo RV. The fact that
Muldo overestimates mild regurgitation (RV < 30ml) is clearly illustrated in Fig. F.7.
This contributes to some overlap between MR grade 1 and 2. It is noteworthy that
the Kappa agreement between 2D echo MR grade and MRI RV was comparably good
(kappa=0.48).
We demonstrated better agreement between 2D echo MR grade and Muldo RV and
between MRI RV and Muldo RV for organic than for functional mitral regurgitation.
This probably stems from the same source as the overestimation of mild regurgitation
- that the reference beams are too large for some oriﬁces. The regurgitant oriﬁce
is usually asymmetric and non-circular in functional as opposed to organic mitral
regurgitation [7], meaning that the cross-sectional area may be large, but still not able
to encompass the full reference beam. Additionally, those with an organic etiology in
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our study were part of a higher RV population than those with a functional etiology.
Pisa is a standard method for quantifying the regurgitant volume, but it assumes
a circular defect and hemispheric proximal ﬂow convergence area [2, 4]. In our study,
2D Pisa was feasible in 22 out of 27 patients. The 95% limits of agreement between
MRI RV and Pisa RV (Fig. F.5) were wider than between MRI RV and Muldo RV
(Fig. F.4).
In 3D CFI studies it has been demonstrated that the proximal ﬂow convergence
area is hemielliptic rather than hemispheric, leading to signiﬁcant underestimation of
the EROA measured by 2D CFI compared to 3D CFI [23]. In functional as opposed
to organic mitral regurgitation, the EROA is underestimated by 2D Pisa due to asym-
metric geometry of the EROA [12]. We demonstrated that the 95% limits of agreement
between Pisa RV and Muldo RV were wide (Fig. F.6). Muldo RV was signiﬁcantly
larger than Pisa RV. Similarly, the VCA measured by 3D CFI has been demonstrated
to be signiﬁcantly larger than the EROA measured by 2D Pisa, especially in patients
with elliptical oriﬁce shapes. The 95% limits of agreement were quite wide, and there
was a signiﬁcant bias with increasing diﬀerences between the methods with increasing
EROA averages [24].
We expect the next generation of 3D probes to increase the aperture size to match
the currently available 2D probes. This will enable narrower reference beams, meaning
that Muldo will be able to measure smaller oriﬁces and narrower asymmetric functional
mitral regurgitation without a bias. The current, low frame rate of 10Hz is also
expected to increase signiﬁcantly with the application of parallel receive beams.
F.5 Conclusion
For the quantiﬁcation of mitral regurgitation, our recently introduced method Muldo
overcomes several of the limitations of color ﬂow imaging as well as the assumptions
made by Pisa that lead to underestimation of non-circular defects. However, Muldo
signiﬁcantly overestimated mild regurgitation, but these are usually identiﬁed easily by
standard 2D Doppler examinations, making further quantitative eﬀorts unnecessary.
There was no signiﬁcant bias for moderate and severe mitral regurgitation when Muldo
was compared to magnetic resonance imaging.
We believe that regurgitant volume measured by Muldo can supplement 2D Doppler
for the quantiﬁcation of moderate and severe mitral regurgitation.
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