Introduction
In this paper we study the generating function of diagrams over two backbones. These combinatorial structures are filtered by the number of arcs and also carry a natural topological filtration induced by the topological genus of their associated surface without boundary. Diagrams over two backbones play a central role in the context of folding algorithms of RNA-RNA interaction structures (Andersen et al., 2012a) , i.e. complexes formed by two distinct RNA molecules. The key point here is that natural interaction struc-tures are composed by irreducible "motifs" of small topological genus. It appears that therefore topological filtration offer a natural way of classifying such molecules.
It has been shown in (Andersen et al., 2012a ) that for fixed topological genus, there exist only finitely many irreducible motifs, called irreducible shadows. This motivates the notion of γ-diagrams or γ-matchings, i.e. diagrams over two backbones composed by nesting such irreducible shadows of genus ≤ γ. The algorithmic relevance of this finiteness lies in the fact that theses shadows can be individually evaluated and measured. This allows to design RNA folding algorithms that go beyond associating a global penalty for crossing arcs, see for instance (Reidys et al., 2011) , where this has been implemented for diagrams over one backbone.
Our main result is the bivariate generating function of γ-matchings over two backbones, filtered by the number of arcs and topological genus, Q γ (u, t), in Corollary (4.1). The latter is expressed as an algebraic expression involving the polynomials of irreducible shadows and the generating function of γ-matchings over one backbone H γ (u, t), computed in (Li and Reidys, 2012) .
We finally discuss the implications of our results for RNA interaction structures (Huang et al., 2010 (Huang et al., , 2009 . To this end we show how to derive the relevant generating functions via symbolic methods. In other words the biologically relevant structures can be constructed in a modular fashion , resulting in a composition of power series. We furthermore present a central limit theorem that is a corollary of Theorem (3.1) and obtained via singularity analysis of Q γ (u, t) employing the quasi-powers theorem (Hwang, 1998) . We call backbone edges B-arcs and any other edge simply an arc. We shall distinguish exterior and interior arcs, where the former connect different backbones, see Fig. 1 . Diagrams over multiple backbones without exterior arcs are simply disjoint unions of diagrams over one backbone.
Some basic facts 2.1 Diagrams
The vertices and arcs of a diagram correspond to nucleotides and base pairs, respectively. For a diagram over b backbones, the leftmost vertex of each backbone denotes the 5 ′ end of the RNA sequence, while the rightmost vertex denotes the 3 ′ end. A particular class of diagrams over two backbones represents RNA interaction structures (Huang et al., 2010 (Huang et al., , 2009 Figure 1: LHS: a diagram over [13] with arcs {(1, 6), (2, 5), (7, 8) , (9, 13), (10, 12)} and B-arc {(1, 2), (2, 3)},{(4, 5), (5, 6), (6, 7)},{(8, 9), (9, 10), (10, 11), (11, 12), (12, 13)}, RHS: a matching derived by removing the isolated vertices and relabelling the vertices.
backbones R and S on top of each other, where we label the vertices R 1 to be the 5 ′ end of R and S 1 to be the 3 ′ of S.
Let us next specify first properties of diagrams representing RNA interactions structures. A vertex i is isolated if it is not incident to any arc (except of backbone arcs). A diagram is connected if and only if it is connected as a combinatorial graph (i.e. employing arcs as well as backbone arcs). A diagram that does not contain any isolated vertices is called a matching.
An interior stack of length τ is a maximal sequence of "parallel" interior arcs, namely, ((i, j),
). An interior stack is τ -canonical if it contains at least τ interior arcs. Exterior stacks on [i, j] and τ -canonical exterior stacks are defined, accordingly.
A stack on [i, j] of length k naturally induces (k − 1) pairs of intervals of
Any of these 2(k − 1) intervals is referred to as a P -interval. A τ -canonical interaction structure is a diagram in which each stack has length at least τ . Any interval other than a gap or P -interval is called a σ-interval. Clearly, a diagram over
[n], contains (n − 1) intervals and we distinguish three types: gap intervals, Figure 3: Maximal arcs: (1, 6), (3, 8) and (9, 14) (bold).
Diagrams to topological surfaces
The specific drawing of a diagram G in the plane determines a cyclic ordering on the half edges of the underlying graph incident on each vertex, thus defining a corresponding fatgraph G. The collection of cyclic orderings is called fattening, one such ordering on the half-edges incident on each vertex.
Each fatgraph G determines an oriented surface F (G), which is connected if G is and has a topological genus g(F (G)). Clearly, F (G) contains G as a deformation retract and each G represents a cell-complex (Massey, 1967) over F (G). by the number n of arcs and the number r of boundary components, namely,
Diagrams over one and two backbones are related by gluing, i.e., we have the mapping
where α(E) is obtained by keeping all arcs in E and connecting the 3 ′ end of R and the 5 ′ end of S. Furthermore, given two diagrams over two backbones, E 1 , E 2 ∈ E, we can insert E 2 into the gap of E 1 via concatenating the backbones R 2 and R 1 and S 1 , S 2 preserving orientation. This composition is again a diagram over two backbones, E 1 • E 2 , i.e. we have
It is straightforward to see that • is an associative product with unit given by the diagram over two empty backbones. The product • is not commutative.
Shadows
A shadow is a diagram with no non-crossing arcs or isolated vertices in which each stack has size one. The shadow of a diagram is obtained by removing all non-crossing arcs, deleting all isolated vertices and collapsing each induced stack to a single arc. We shall denote the shadow of a diagram X by sd(X), note that sd 2 (X) = sd(X). Projecting into the shadow does not affect genus,
i.e., g(X) = g(sd(X)). Lemma 2.1. There is a bijection
Proof. Given a genus g shadow s over two backbones we glue via α and mark the corresponding location where we glued. This generates either a shadow over one backbone or a d-shadow with a mark, respectively. Furthermore, this operation is invertible. Namely, we can simply cut the backbone at the marked point.
It thus remains to consider the genera of the shadows involved. Suppose first s is a A-shadow, we will show that then α does not change genus.
Indeed, gluing an A-shadow always splits a boundary component, whence the number of boundary components increases by one. Evidently, the number of backbones decreases by one while the number of arcs does not change.
Consequently, since g ′ = (2 + n − (r + 1) − (b − 1))/2 = g, the genus does not change.
Suppose next s is a B-shadow. Then gluing will merge two boundary components. Thus, the number of boundary components decreases by one and g ′ = (2 + n − (r − 1) − (b − 1))/2 = g + 1 shows that the genus increases by one. As a result,
is a bijection as stipulated.
We furthermore have Theorem 2.2. (Andersen et al., 2012a) . A shadow of genus g ≥ 0 over two backbones has the following properties:
(a) For g ≥ 1 it contains at least (2g + 1) and at most (6(g + 1) − 2) arcs; a shadow of genus 0 has at least 2 and at most 4 arcs. in particular, the set of such shadows is finite;
(b) There exists at least one shadow over two backbones with genus g containing exactly ℓ arcs, where
(1)
Proof. First we recall an observation about shadows over one backbone (Reidys et al., 2011) . shadows of genus g ≥ 1 over one backbone have the following properties:
(a) A shadow of genus g contains at least 2g and at most (6g − 2) arcs.
In particular, for fixed g there are only finitely many shadows;
(b) For any 2g ≤ ℓ ≤ 6g − 2, there exists a shadow of genus g containing exactly ℓ arcs.
To prove this we note that if there is more than one boundary component, then there must be an arc with two different boundary components on its two sides. Removing this arc decreases r by exactly one while preserving g since the number of arcs is given by n = 2g + r − 1. Furthermore, if there are ν ℓ boundary components of length ℓ in the polygonal model, then 2n = ℓ ℓν ℓ since each side of each arc is traversed once by the boundary.
For a shadow, ν 1 = 0 by definition, and ν 2 ≤ 1 as one sees directly. Therefore
Thus, we have n = 2g + (4g − 1) − 1 = 6g − 2, i.e., any shadow can contain at most (6g − 2) arcs. The lower bound 2g follows directly from n = 2g + r − 1, since r ≥ 1.
Let S 2g be a shadow containing 2g mutually crossing arcs, i.e., each arc crosses any of the remaining (2g − 1) arcs. S 2g has genus g and contains a unique boundary component of length 4g, i.e., traversing 4g non-backbone arcs counted with multiplicity. We construct a new shadow S 2g+1 of genus g containing (2g + 1) arcs, by inserting an arc crossing into S 2g from the 5 ′ end of S 2g such that the boundary component in S 2g splits into one boundary component of length 3 and another of length 4g + 2 − 3 = 4g − 1. The latter becomes the first boundary component of S 2g+1 . The newly inserted arc is by construction crossing, splits a boundary component and preserves genus. We now prove the assertion by induction of the number of inserted arcs. By the induction hypothesis, there exists a shadow S 2g+i of genus g having (2g + i) arcs, whose first boundary component has length (4g − i).
Again, we insert a crossing arc as described above thereby splitting the first boundary component into one of length 3 and the other of length (4g−(i+1)).
After i = 4g − 2 such insertions, we arrive at a shadow whose first boundary component has length 2 while all other boundary components have length 3. Accordingly, there exists a set {S 2g , S 2g+1 , . . . , S 2g+(4g−2) } of shadows all having genus g, where each S j contains j arcs.
We finally observe that a shadow of genus g = 0 over two backbones has at least 2 arcs, while the maximum number of arcs contained in such a shadow is given by 6(0 + 1) − 2 = 4. For g ≥ 1, it is impossible to cut a shadow of genus g having 2g arcs and keep the genus. Thus the shadow of genus g over two backbones has at least (2g + 1) arcs. By Lemma (2.1), We can always map an arbitrary shadow over two backbones of genus g via α into a shadow over one backbone( of genus g or (g + 1)) or a d-shadow (of genus g). Claim 1 guarantees that there are only finitely many such shadows and d-shadows, and the theorem follows.
Irreducibility
A diagram E over b backbones is called irreducible, if it is connected and for any two arcs, α 1 , α k , there exists a sequence of arcs
such that (α i , α i+1 ) are crossing. As proved in (Andersen et al., 2012a) , we have the following corollary of Theorem (2.2).
Corollary 2.3. An irreducible shadow having genus g = 0 over two backbones contains at least 2 and at most 4 arcs. For and 2 ≤ ℓ ≤ 4, there exists an irreducible shadow of genus g = 0 over two backbones having exactly ℓ arcs.
An irreducible shadow having genus g ≥ 1 has the following properties:
(a) Every irreducible shadow with genus g over two backbones contains at least (2g + 1) and at most (6(g + 1) − 2) arcs;
(b) For arbitrary genus g and any 2g + 1 ≤ ℓ ≤ 6g − 2, there exists an irreducible shadow of genus g over one backbone having exactly ℓ arcs.
Let X be a diagram. We call S ′ an irreducible shadow of X (irreducible X-shadow) if S ′ is an irreducible shadow and any arc in S ′ is contained in Let
According to Corollary (2.3), the generating function
of the combinatorial class I g,b is in fact a polynomial.
The generating polynomials for I g,b (u) for 0 ≤ g ≤ 1 and 1 ≤ b ≤ 2 are
A diagram is a γ-structure if it is connected and all its irreducible shadows have genus at most γ. A γ-structure is called τ -canonical if every stack in the structure have at least τ arcs. A γ-matching is a γ-structure without isolated vertices. The combinatorial class of γ-matchings over one backbone is denoted by H γ with generating function H γ (u). We have Theorem 2.4. (Han et al., 2012) :
Furthermore, eq. (2) determines H γ (u) uniquely. In case of γ = 1, the coefficients of H 1 (u) are asymptotically given by
in which k is some positive constant and ρ −1 ≈ 8.28425.
The combinatorial classes of γ-matchings over two backbones is denoted by Q γ . We call γ-structures over two backbones also γ-interaction structures.
Then
Theorem 2.5. (Qin and Reidys, 2012) The generating function of γ-matchings over two backbones, Q γ (u), satisfies
For γ = 0, 1 the coefficients of Q γ (u) are asymptotically given by 
Irreducible shadows and genus filtration
For shadows and matchings over one backbone, we have the bivariate generating function of irreducible shadows filtered by genus g and arcs number n denoted by
We denote the class of all the matchings over 1-backbone by C. Let furthermore c g (n) denote the number of matchings of genus g with n arcs and
Then the bivariate generating function of matchings filtered by genus g and arc number n is
c g (n)u n t g .
In case of two backbones, By distinguishing A-shadows and B-shadows. We denote the bivariate generating polynomials, by I 2,A (u, t) and I 2,B (u, t):
We furthermore denote the set of all the matchings over 2-backbones by Q and by q g (n) the number of matchings over two backbones of genus g with n arcs. Then let
The bivariate generating function of matchings over two backbones filtered by genus g and arc number n is Q(u, t) = g≥0 Q g (u)t g . The central observation is that Q(u, t) can be expressed via irreducible shadows as follows:
Theorem 3.1. The generating functions Q(u, t),C(u, t), I 2,A (u, t) and
where I 2,A = I 2,A uC(u,t) 2 1−uC(u,t) 2 , t and I 2,B = I 2,B uC(u,t) 2 1−uC(u,t) 2 , t .
Proof. Let s be an arbitrary Q-matching. Consider the set of irreducible shadows which contain at least one exterior s-arc, Sh 2 (s). There exists exactly one element in Sh 2 (s), consisting of maximal arcs, i.e. all elements in Sh 2 (s) are nested via •-product.
Our first goal shall be the computation of the generating function of two backbone matchings containing exactly p, distinct, nested shadows, Q p (u, t).
1−uC(u,t) 2 . To prove Claim 0, we note that here the two backbones are connected by at least 1 exterior arc that does not belong to any irreducible 2-shadow. If there are l ≥ 1 such exterior arcs, these form an exterior stack. Let s * denote the particular A l -matching over [2l] consisting of l non-crossing exterior arcs.
Any A l -matching, s, can be obtained from s * in three steps, see Step I: Insert nonempty matchings into the P intervals.
Step II: Inflate each exterior arc to a stack.
Step III: Concatenation on each end of the (two) backbones.
(II) Inflate each exterior arc in the derived matching into an exterior stack. Since there are in total l exterior arcs after Step (I), we obtain
(III) Concatenate each end of the (two) backbones with a (possible empty) 1-backbone matching, i.e. C 4 × N l .
Accordingly,
for some l ≥ 1. If the matching contains no 2-backbone shadows, in step (I) and (III) the genus increases by the genus of the added 1-backbone matchings. In step (II) the genus does not change. Then by summing over all l ≥ 1:
as claimed.
Claim 1.
Let φ be a fixed irreducible shadow of genus g, having m arcs and let W φ be the set of matchings over two backbones, s, that contain only φ as shadow.
In the following we shall construct such W φ -matchings, see Fig. 5 . Let AX be the class of all possible diagrams such that d ∈ AX is either a A-matching or a X -matching, where X -matching is C × C. That is, AX = A + X .
Step 1 : Inflate each arc in φ into a sequence of induced exterior arcs,
i.e. an exterior arc together with at least one non-trivial matching over one backbone in either one or in both P -intervals, i.e. Clearly, we have N(u, t) = u (C(u, t) 2 − 1)(for a single induced exterior arc), Furthermore, for a sequence of induced arcs M = SEQ(N ), we have
Inflating each exterior arc into a sequence of induced arcs,
Step 2: Inflate each exterior arc into a stack. The corresponding generating function is
(17)
Step 3: Insert a C-matching into the respective (2m − 2) σ-intervals of φ.
The corresponding generating function is C(u, t) 2m−2 .
We thus arrive at
Next we add AX to the two termini, considering the four cases A • φ • A, if there exist exterior arcs not contained in the shadow. However, if there are no such exterior arcs, the genus contribution is g(φ B ), see Fig. 7 .
Accordingly, the generating function of W φ A is
For φ being of type B we obtain
Our above arguments only depend on the number of φ-arcs and the type of φ. Thus we have for any other irreducible shadow ̺ of genus g over two backbones having the same number of arcs and the same type, W φ (u, t) = W ̺ (u, t). Consequently we arrive at
and
Suppose next we have p ≥ 2. We shall distinguish three scenarios:
• s contains exactly m > 0 A-shadows and n B-shadows, where m + n = p. Then the genus contribution is:
• s contains no A-shadows, but there exist some exterior arcs that do not belong to B-shadows. Then genus contribution is
• The exterior arcs of the matching are exclusively generated by Bshadows, see Fig. 8 . Then the exterior arcs of s can be decomposed in to p shadows of type B, each of these has genus g j . Their corresponding genus is
Let T denote the combinatorial class of all the matchings over two backbones whose genus is given by g = g A + (g B + 1) + g C , where g A is Figure 8 : A matching exclusively generated by B-shadows.
the sum of the genera of all A-shadows, (g B + 1) is the sum of the genera of all B-shadows plus one, respectively. g C is the sum of all the genera of inserted C-matchings. That is T neglects the genus decrease by 1 when encountering the pure B-shadow case. Let T p denote the class of these matchings that contain p nested shadows and T p (u, t) the corresponding generating function.
Claim 2.1
The proof is analogous to that of Claim 1, the only difference emerging when adding the class AX : for B-shadows there is no need to distinguish the cases A and X .
Claim 2.2 For p ≥ 2, we have
To prove Claim 2.2, letT p denote the subset of T -matchings s whose maximal arcs constitute an irreducible shadow sh in Sh 2 (s). Any T p -matching is of the formT p • AX , i.e.
Let ̺ be an irreducible shadow with genus g and m arcs and letT ̺ p denote the set of allT p matchings,ŝ, whose maximal arcs form ̺.ŝ can be obtained inductively by
• Inflate each ̺-arc into a sequence of induced arcs, ν ∈ M, then we have
• Inflate each exterior arc in x 2 into a stack. There is no change in topological genus here, g(x 3 ) = g(x 2 );
• Insert some C-matchings, c 1 , . . . , c k into the (2m − 2) σ-intervals of ̺,
Since the above constructions only depend on the number of arcs of ̺, and
This implies
whence Claim 2.2.
Claim 2.1 and Claim 2.2 allow us to recursively calculate T p (u, t), for p ≥ 2. However, when calculating T p (u, t), we neglected the genus-decrease in case of pure B-shadows. In order to correct this we introduce K p (u, t),
Claim 3.
To prove the first equation we restrict Claim 1 and Claim 2.1 to the case of pure B-shadows. As for the second equation, we restrict Claim 2.2 to pure B-shadows and notice that following the proof of Claim 2.2, ignoring the decrease of genus by one in case of pure B-shadows, does not affect recursion eq. (25). Therefore Claim 3 follows which allows us obtain K p (u, t) for all p ≥ 2. Consequently,
where Q 0 (u, t) and Q 1 (u, t) follows from Claim 0 and Claim 1, T p (u, t) via the Claims 2.1 and 2.2 and K p (u, t) via Claim 3.
Setting
we obtain
and the proof of the theorem is complete.
Corollary 3.2. I 2,Ag (y) and I 2,Bg (y) can be computed as follows:
• I 2,A 0 (y) = 0,
and C i (y), where i ≤ g,
Proof. We prove the Corollary (3.2) in Section (6).
In light of Corollary (3.2), it suffices to compute C g (y), I g (y) and Q g (y).
As for C g (y), suppose first g = 0. Then C 0 (y) is the generating function of the Catalan numbers, i.e. C 0 (y) = . For g ≥ 1, C g (y) = c g (n)y n has been computed in (Harer and Zagier, 1986) and (Penner, 1988) . The key recursion discovered by (Harer and Zagier, 1986) reads Lemma 3.3. (Harer and Zagier, 1986) The c g (n) satisfy the recursion
where c g (n) = 0 for 2g > n.
The polynomials I g (y) have already been computed in (Han et al., 2012) , the idea there is to construct an analogue of Corollary (3.2):
Lemma 3.4. For g ≥ 1, I g (y) satisfies the following recursion
where θ(y) = y(y+1) (2y+1) 2 .
In particular,
I 2 (y) = y 4 (1 + y) 4 (17 + 92y + 96y 2 ), I 3 (y) = y 6 (1 + y) 6 (1259 + 15928y + 61850y 2 + 92736y 3 + 47040y 4 ).
, the generating function of 2-backbone matchings of genus g has been computed in (Han and Reidys, 2013) . Here the authors established a bijection between unicellular maps (Chapuy, 2010) and bicellular maps.
Their bijection has the following enumerative corollary Corollary 3.5. The generating function Q g (y) and C g (y) satisfy the following functional equation
which is equivalent to the coefficient equation
differ only in terms of the range of the summation index of g. As a result, the proof of Theorem (3.1) can be duplicated and we derive Corollary 4.1. The bivariate generating function of γ-matchings over two backbones: Q γ (u, t), satisfies
where
1−uHγ (u,t) 2 , t and I 2,γ B = I 2,γ B uHγ (u,t) 2 1−uHγ (u,t) 2 , t .
Discussion
In this section we address γ-interaction structures and their genus distribution. The passage from γ-matchings to γ-interaction structures employs the notion of shapes. A matching X is a shape if each stack in X is of length exactly one. Given an arbitrary matching s, its shape is obtained by collapsing each stack to a single arc and then removing any isolated vertices from the thus obtained diagram.
Let S γ denote the set of shapes that are Q γ -matchings and let Q γ (n, m)
denote the combinatorial class of Q γ -matchings over 2n vertices with m interior arcs of length 1 (1-arcs). Note that any 1-arc is by definition an interior arc. Furthermore, let S γ (n, m, g) denote the class of all S γ -shapes over 2n
vertices with m 1-arcs of genus g with generating function S γ (u, e, t). Since collapsing stacks, adding or deleting 1-arcs do not affect genus, we can enrich the functional equation given in Lemma 6.1 of (Qin and Reidys, 2012) by means of a genus filtration:
It is straightforward to obtain a τ -canonical γ-interaction structure from a shape by inserting isolated vertices and inflating arcs to stacks. All of these steps will not change the topological genus. Thus we can extend Q τ,γ (z) of (Qin and Reidys, 2012) to a bivariate generating function. By symbolic methods, we eventually derive Theorem 5.1. Suppose γ ≥ 0 and τ ≥ 1 and let u τ (z) =
. Then the generating function of τ -canonical γ structures over two backbones is given by
Let us secondly discuss the genus distribution of γ-interaction structures.
For this purpose, we study the random variable X n,τ,γ having the distribution
In case of γ = 0, 1, Q γ,τ (z, t) has the unique dominant singularity θ(t),
where we compute a local, singular representation of the form
for some real α ∈ R − N and functions g(z, t), h(z, t) = 0 and θ(t) = 0 that are analytic at z = z 0 > 0 and t = 1. If t is sufficiently close to 1, there exists an analytic continuation of Q γ,τ (z, t) to the region |z| < |θ(t)| + δ, |arg(z − θ(t))| > ǫ for some δ > 0 and ǫ > 0.
The two parameter version of the transfer lemma of (Flajolet and Sedgewick, 2009 ) in combination with the Quasi Power Theorem (Hwang, 1998) 
implies
Theorem 5.2. For γ = 0, 1 and 1 ≤ τ ≤ 10, there exists a pair (µ τ,γ , σ τ,γ )
such that the normalized random variable Y n,τ,γ = X n,τ,γ − µ τ,γ n nσ 2
converges in distribution to a Gaussian variable with µ τ,γ and σ 
Furthermore there exist positive constants c 1 ,c 2 ,c 3 such that
uniformly for ǫ ≤ c 3 √ n.
In Table 1 , we present the values of the pairs (µ τ,γ , σ τ,γ ) for γ = 0, 1.
Appendix
Proof of Corollary (3.2).
Proof. Claim 1. 
Claim 2.
I 2,Bg (y) + I 2,A g+1 (y) = 2(y 2 + y) dI g+1 (y) dy − I g+1 (y).
To prove Claim 2, it suffices to show I 2,Bg (y) + I 2,A g+1 (y) = 2(y 2 + y) dI g+1 (y) dy − I g+1 (y),
as claimed. We computed I 2,A g+1 (y) in Claim 1 and substitution yields I 2,Bg (y) = 2(y 2 + y) dI g+1 (y) dy − I g+1 (y) − I 2,A g+1 (y).
There are no irreducible A-shadows of genus 0, whence I 2,A 0 (y) = 0. Table 1 : Genus distribution: the central limit theorem for topological genus in γ-interaction structures, for genus equals 0 and 1, and 1 ≤ τ ≤ 6, we computed µ and σ 2 as in the table.
