Abstract. We show that for each A ⊆ ω, there is a Baire class one function f : R × ω → ω such that whenever g : R × ω → ω is a Borel function satisfying (∀r ∈ R)(∃c ∈ ω) f (r, c) ≤ g(r, c), then A is ∆ 1 2 in a code for g. Our proof actually shows a much more general theorem, which we will state and prove.
Introduction
We will state our results using ω ω instead of R, with no real loss of generality. A motivation for this work comes from the study of Borel equivalence relations on ω ω all of whose equivalence classes are countable. In this area, it is common to consider Borel functions from ω ω to ω ω ordered by f ≤ * g :⇔ (∀x ∈ ω ω)(∀ ∞ c ∈ ω) f (x)(c) ≤ g(x)(c).
This yields a partially ordered set whose structure is complicated. It is not obvious how to answer many basic questions about this poset.
The main theorem we present implies that it has cofinality 2 ω and has an unbounded chain of length ω 1 .
The results here can be considered "infinite coding theorems". Consider the following anthropomorphism: Suppose Alice has a message A ⊆ ω which she wants to send to Bob. We present a way that she can encode A into a Borel function f : ω ω → ω ω. She tries to give Bob the function f , but an enemy steps in and substitutes a Borel function g : ω ω → ω ω such that (∀x ∈ ω ω)(∃c ∈ ω) f (x)(c) ≤ g(x)(c) and gives this to Bob instead. There is no way that Bob can uniquely recover the original message. This is because if A 1 and A 2 are two
Some of the results of this paper were proven during the September 2012 Fields Institute Workshop on Forcing while the author was supported by the Fields Institute. different messages, and f A 1 and f A 2 are encoding A 1 and A 2 respectively, then the enemy can create the function g defined by g(x) := max{f A 1 (x), f A 2 (x)}. Given g, Bob has no way of knowing whether A 1 or A 2 was the original message. However, Bob can try to guess A by making only countably many guesses. It turns out that by guessing all (countably many) subsets of ω that are ∆ 1 2 in a fixed Borel code for g, one of these will be A. By this we mean for any Borel code C for g, A is ∆ 1 2 in C. The encoding scheme is simple, but proving that the decoding scheme works is highly non-trivial.
We can change the problem above by replacing the relation (∃c ∈ ω) f (x)(c) ≤ g(x)(c) between f (x) and g(x) with a different binary relation R on ω ω. We will show that if R is any binary relation on ω ω for which there is a continuous function j :
ω ω → ω ω such that (∀y ∈ ω ω) ¬j(y)Ry, then Alice and Bob can use essentially the same coding and decoding scheme as the original problem. This fact is almost proved for free given the lemmas needed for the main theorem. Almost all binary relations on ω ω studied in the field of cardinal characteristics of the continuum have the property, so we have answered an entire class of questions in one fell swoop. If one wants challenges and responses of size continuum rather than countable, then there are limitations due to diagonalization. We elaborate on this in a separate section.
We will show that Alice can encode her message A into a Baire class one function f : ω ω → ω ω. By Baire class one, we mean that for each i ∈ ω, there is a sequence f i,n : n ∈ ω of continuous functions from ω ω to ω such that (∀x ∈ ω ω) f (x)(i) = lim n→∞ f i,n (x).
Equivalently, f is the pointwise limit of a sequence of continuous functions from ω ω to ω ω. Roughly speaking, these are the simplest functions that are not necessarily continuous.
One might wonder if Alice can encode A into a continuous function. The answer is that ZFC does not prove that this is possible. That is, there is a size d family G = {g α : α < d} of continuous functions from ω ω to ω such that for every continuous function f :
ω ω → ω, there is some g ∈ G such that (∀x ∈ ω ω) f (x) ≤ g(x).
This follows from a result of the author that the cofinality of the set of well-founded subtrees of <ω ω ordered by inclusion is d. By currying the functions g α , we get a size d family of continuous functions from ω ω to ω ω such that for every continuous f : ω ω → ω ω, there is some g in the family such that (∀x ∈ ω ω)(∀c ∈ ω) f (x)(c) ≤ g(x)(c).
Thus, by the pigeon hole principle, if d < 2 ω , then there is no decoding scheme which allows Bob to guess the original message by making only countably many guesses.
In the final section, we will show that these results and similar ones can be interpreted as there existing a generalized Galois-Tukey connection (hereafter simply called a morphism) from one challenge-response relation to another (see [1] for an exposition of this theory). Let us explain with the example from the study of Borel equivalence relations. Let B be the set of all codes for Borel functions from ω ω to ω ω, and let ≤ * be the ordering on B induced by the ≤ * ordering (which we defined at the beginning of this introduction) on the functions being coded. Then as a consequence of the main theorem, there is a (nicely definable) morphism from B, B, ≤ * to P(ω), P(ω), ≤ ∆ 1
2
. This tells us useful information about the global structure of the poset B, ≤ * . For example, it has cofinality 2 ω and it has an unbounded chain of length ω 1 .
Simpler Result
We present the following simpler result which is based on the ideas developed in [3] . This can be compared to our main theorem. The proofs are completely different. Note that this proposition does not put any complexity restrictions on g. Proposition 2.1. For any A ⊆ ω, there is a Baire class one function f :
then A is ∆ 1 1 definable using g as a predicate. Proof. It suffices to show the weaker result that has the conclusion "A is Π 1 1 definable using g as a predicate". Let us explain why. Suppose we show this weaker result for all A. Now fix an A. Let f A :
ω ω → ω be the function encoding A, and f ω−A :
ω ω → ω be the function encoding
. Then A and ω − A are both Π 1 1 definable using g as a predicate, which implies A is ∆ 1 1 definable using g as a predicate.
We will now prove the weaker result. Fix an A ⊆ ω. Let f : ω ω → ω be the function
Let g : ω ω → ω be any function such that
Let B ⊆ <ω ω be the set
We will show there is some t ∈ <ω ω such that
Hence, there will be some t ∈ <ω ω such that for all n ∈ ω,
which establishes that A is Π 1 1 definable using g as a predicate. Suppose, towards a contradiction, that this is not the case. For all n ∈ ω, n ∈ A implies n ∈ B. Thus, we may fix some n 0 ∈ ω such that n 0 ∈ A but n 0 ∈ B. If not, then we would have A = {n ∈ ω :
Next, for all n ∈ ω, n ∈ A implies n 0 , n ∈ B. Thus, by similar reasoning as before, there must be some n 1 ∈ ω such that n 1 ∈ A but n 0 , n 1 ∈ B. Continuing like this, we can construct a sequence x ∈ ω ω such that (∀l < ω) x ↾ l ∈ B. This implies that (∀l < ω) g(x) ≥ l. This contradicts g being well-defined at x.
A Negative Result Using Diagonalization
The purpose of this section is to provide an upper bound for the type of result in the spirit of our main theorem. Specifically, one might ask the following: for each A ⊆ ω, is there some Borel function f : R × R → ω such that if g : R × R → ω is Borel and satisfies (∀r ∈ R)(∃c ∈ R) f (r, c) ≤ g(r, c), then A is definable from a code for g? We show that this cannot be a theorem of ZFC. The trick is the following easy lemma which will allow us to perform a diagonalization: Lemma 3.1. For every α < ω, there is a function g α : R × R × R → ω whose graph is Σ 0 α+1 such that if f : R × R → ω is any function whose graph is Σ 0 α , then there is some a ∈ R such that (∀r, c ∈ R) f (r, c) = g α (a, r, c).
We will define g α to be a function whose graph is Σ 0 α+1 , were the a-th section of its graph is the same as the a-th section of X α whenever the latter section is the graph of a function. That is, for each a, r, c ∈ R, define g α (a, r, c) as follows:
One can check that this is indeed the graph of a function. Breaking the definition into cases, we see that
so since X α is Σ 0 α , the graph of g α is a boolean combination of Σ 0 α sets, so it is Σ 0 α+1 . Now, we have the following:
Proof. Fix α < ω 1 . Let g α be given by the lemma above. Define g : R × R → ω by g(r, c) := g α (c, r, c).
Certainly the graph of g is Σ 0 α+1 . Now, let f : R × R → ω be an arbitrary function whose graph is Σ 0 α . By the hypothesis on g α , there is some a ∈ R such that (∀r, c ∈ R) f (r, c) = g α (a, r, c).
Thus, (∀r ∈ R) f (r, a) = g α (a, r, a) = g(r, a), and we are done.
As a corollary, in any model of ZFC (including one modeling ¬CH), there is a size ω 1 family G of Borel functions from R × R to ω such that if f : R × R → ω is any Borel function, then there is some g ∈ G such that (∃a ∈ R)(∀r ∈ R) f (r, a) = g(r, a).
Reachability
Within this section, we will present some key concepts needed for the proof of the theorem. Definition 4.1. Given a set A ⊆ ω and a pair of nodes t, t ′ ∈ <ω ω such that t ′ ⊒ t, we say that t ′ does not hit A more than t if
In this situation we write t ′ ⊒ ⋆ t (and it should be clear from context what is the set A to which this notation refers). Definition 4.2. Given a node t ∈ <ω ω and a function h : <ω ω → ω, a node t ′ ∈ <ω ω is said to be an extension of t to the right of h, written
We make the similar definition of x ⊒ h t where x ∈ ω ω. If both t ′ ⊒ h t and t ′ ⊒ ⋆ t for some fixed set A ⊆ ω, then we write
Definition 4.4. Given a set S ⊆ <ω ω and a node t ∈ <ω ω, we make the following definitions:
• t is 0-S-reachable if t ∈ S;
• t is α-S-reachable for α satisfying 0 < α < ω 1 if either t is β-Sreachable for some β < α, or {n ∈ ω : t ⌢ n is β-S-reachable for some β < α} is infinite;
• t is S-reachable if t is α-S-reachable for some α < ω 1 . The smallest such α is called Rank(t, S).
On the other hand, one can see that if t ∈ <ω ω is S-reachable, then
However, in a certain situation, an even stronger statement holds (Proposition 4.8).
Recall that ω CK 1 (S) is the first admissible ordinal over S. That is, the smallest α such that L α [S] is a model of Kripke-Platek set theory. Equivalently, this is the supremum of the ranks of all trees recursive in S.
Lemma 4.6. Given S ⊆ <ω ω, the set of nodes that are S-reachable is Π 1 1 in S. Any node that is S-reachable is α-S-reachable for some α < ω CK 1 (S). Furthermore, given any α < ω CK 1 (S), the set of all nodes that are β-S-reachable for some β < α is ∆ Proof. This is an immediate consequence of the theory of inductive and hyperelementary relations as developed in [7] . See also [4] for the theory of inductive definitions. Let A be the standard model of arithmetic, with the ability to code elements of <ω ω, adjoined with a unary predicateṠ for the set S. Let R be the set of nodes that are Sreachable. In the language of [7] , R is inductive on A. That is, consider the following second-order formula that has a first-order free variable x and a second-order unary free variable Y :
This is a so-called Y -positive formula because the unary predicate Y occurs positively. It defines a monotone operator Γ :
For each ordinal α, let
Note that for each α, R α is the set of nodes that are α-S-reachable. Let ||ϕ|| be the smallest ordinal such that Γ(R ||ϕ|| ) = R ||ϕ|| . We have R = R ||ϕ|| . R is the smallest fixed point of Γ, so it is inductive on A. Hence, R is Π 1 1 on the structure A, so it is Π
No element first appears at the κ A -th stage of an inductive definition, so for each t ∈ R there is some α < ω CK 1 (S) such that t ∈ R α . For any α < κ A , β<α R β is hyperelementary on A (both inductive and coinductive on A) and therefore ∆ 1 1 in S. It is not hard to find an example of a set S ⊆ <ω ω such that the set of nodes that are S-reachable is Π 1 1 (S)-complete. As a corollary of the lemma, we have that "being S-reachable is absolute":
Proof. This immediately follows from the lemma above and Shoenfield's absoluteness theorem.
This next proposition also uses the lemma above and will be crucial for Lemma 5.9. Technically, we can replace ∆ 1 1 by ∆ 1 2 , allowing us to replace the lemma above with a trivial one, but later we want it to be clear to the reader where ∆ 1 2 is coming from.
Proof. Let α 0 := Rank(t, S). If α 0 = 0, then we are done by defining t ′ := t. Otherwise, the set B 0 := {n : t ⌢ n is β-S-reachable for some β < α 0 } is infinite. By the lemma above, it is ∆ 
, we would have that
Otherwise, the set
n is β-S-reachable for some β < α 1 } is infinite. By the lemma above, it is ∆ We may continue like this. However, the procedure eventually terminates because we are generating a decreasing sequence of ordinals
Frequently, we will have a pair (t, h) with t ∈ <ω ω and h : <ω ω → ω and we will need to generate a new pair (t
The following definition is intended to accommodate this. The direction of the ordering was chosen to remind the reader of Hechler forcing.
Definition 4.9. Define H to be the set of pairs (t, h) such that t ∈ <ω ω and h : <ω ω → ω. We write
The Theorem
For the remainder of this section until the statement of the theorem, fix a set A ⊆ ω which is ∆ 1 1 in any infinite subset of itself and fix a Borel function g :
in a code for g. Such sets A are easy to construct, and every set A ′ is Turing equivalent to one which is computable from any infinite subset of itself. Since g occurs somewhere in the Baire hierarchy, we may fix a well-founded tree U ⊆ <ω ω as well as a function g u : ω ω → ω ω for each u ∈ U such that the following conditions are satisfied:
For more on the Baire hierarchy, see [6] . We will recursively define a partial function Ψ. Let t ∈ <ω ω, u ∈ U, and l, i ∈ ω. The reader may want to think that l and i are fixed. We break the definition into cases, depending on whether u ∈ U is or is not a leaf node of U. If u is a leaf node of U, t ∈ <ω ω, and l, i ∈ ω, then define
If u is a non-leaf node of U, l, i, n ∈ ω, and c ∈ {0, 1}, then define
If u is a non-leaf node of U, t ∈ <ω ω, and l, i ∈ ω, then define
Given c ∈ {0, 1}, the statement ¬Ψ(t, u, l, i) = c is equivalent to
so we may write the non-leaf node case of the definition of Ψ as follows:
Temporarily fix a non-leaf node u of U. From the definition, it is not clear whether Ψ(t, u, l, i) is well-defined, because perhaps there is some n and h such that (∀t
This will be shown by proving the stronger statement
That is, we will show
where Φ will be defined later. Thus, the fact that Ψ is indeed welldefined will be one of the facts we prove inductively (and simultaneously) using the well-founded tree U. These details have been included for completeness, but the reader should not get bogged down by them. To keep the situation straight, the reader may remember the following:
The reader should have the following intuition about Ψ: in the proof of the theorem, we will construct a sequence of nodes t 0 ⊑ t 1 ⊑ ... in order to construct x := k t k . If Ψ(t k , u, l, i) = 1 for some k ∈ ω, then by the way that we will construct the sequence of nodes, g u (x)(i) ≤ l. On the other hand, if Ψ(t k , u, l, i) = 0 for some k ∈ ω, then similarly
Let c ∈ {0, 1}. From the definintion of Ψ when u is a non-leaf node, if Ψ(t, u, l, i) = c, then the pair (n, h) which witnesses that Ψ(t, u, l, i) = c has the property that if t ′ ⊒ h t, then Ψ(t ′ , u, l, i) = c and moreover this is also witnessed by the pair (n, h).
We will need a reasonable upper bound on the complexity of the definition of Ψ. For example, we at least want to show that the graph of Ψ is in any transitive model of ZF which contains a Borel code for g. That is, Ψ is constructible from a Borel code for g. This, of course, relies on us showing that Ψ is indeed well-defined. However, the next two lemmas are all that remain for showing (by induction on the rank of u ∈ U) that the graph of Ψ is constructible from a Borel code for g: Lemma 5.1. Let M ⊆ N be transitive models of ZF, each containing a Borel code for g. Fix t ∈ <ω ω and fix u ∈ U a leaf node of U. Also fix l, i ∈ ω and c ∈ {0, 1}. Then
If it was not the case that N |= Ψ(t, u, l, i) = 1, then by the continuity of g u in N there would be some t ′ ⊒ t such that
This would imply
and so M |= (∃x ⊒ t) g u (x)(i) > l, which is a contradiction.
Lemma 5.2. Let M ⊆ N be transitive models of ZF, each containing a Borel code for g. Fix t ∈ <ω ω and fix u ∈ U a non-leaf node of U. Also fix l, i ∈ ω. Assume for all n ′ ∈ ω, t ′ ∈ <ω ω, and c ∈ {0, 1} that
Then for all c ∈ {0, 1},
Proof. Fix c ∈ {0, 1}. Every transitive model of ZF containing a Borel code for g has its own version of S(u, n, c, l, i). Let S(u, n, c, l, i)
M be what M thinks this set is, and S(u, n, c, l, i) N be what N thinks it is. By the definition of S(u, n, c, l, i) and our hypothesis, we see that
Thus since reachableness is absolute by Corollary 4.6, for all n ∈ ω M |= t is not S(u, n, c, l, i)-reachable ⇔ N |= t is not S(u, n, c, l, i)-reachable.
Thus,
We will now get a bound sharper than "constructible from a code for g", namely "∆ 1 2 in a code for g". This, however, takes more work, so the impatient reader can ignore this at the cost of getting only "constructible from a code" instead of "∆ 1 2 in a code" in the main theorem.
Proposition 5.3. Assuming that Ψ is well-defined, the graph of Ψ is ∆ 1 2 in a code for g. Proof. The idea is for trees to witness that the value of Ψ(t, u, l, i) is what it is. These trees must satisfy a Π 1 1 condition which we will describe shortly, and must be well-founded which is another Π 1 1 condition. For notational simplicity, instead of putting all "scratch-work" into the tree itself, we will attach this information to the tree by using a function. We will use the following symbols: '0', '1', and '↑'.
Fix l, i. Here is the definition: call a pair (T, F ) good if T is a tree (a set of elements ordered by a relation < T closed under initial segments) and F is a function with domain T such that for every t, u, l, i there is an element of T of the form (c, t, u, l, i) for some c ∈ {'1','0','↑'} and the following conditions are satisfied for every s = (c, t, u, l, i) ∈ T :
(1) One of the following hold: (a) c ='1' and Ψ(t, u, l, i) = 1; (b) c ='0' and Ψ(t, u, l, i) = 0; (c) c ='↑' and Ψ(t, u, l, i) ↑; (2) If s is a leaf node of T , then u is a leaf-node of U, F (s) = ∅, and one of the following hold: (a) c ='1' and (∀x ⊒ t) g u (x)(i) ≤ l;
The real quantifier in case (2) of the definition are superficial because the function g u is continuous when u is a leaf-node of U. Note that this is where the code for g is used. However, case (3)(c) of the definition involves a universal real quantifier (which we have written in bold) and this is essential. Thus, the property of a pair (T, F ) being good is Π in a code for g. Since being well-founded is a Π 1 1 property, the property of (T, F ) being good and T being well-founded is Π 1 1 in a code for g. There are two important facts about good pairs which follow from the fact that Ψ is well-defined. First, for any t, u, l, i, there exists a good pair which witnesses that Ψ(t, u, l, i) is the value that it is, in the sense of case (1) of the definition. Second, any two good pairs will agree on the value of Ψ(t, u, l, i). This allows us to conclude that the graph of Ψ is ∆ 1 2 in a code for g. For example, consider c = 1. The statement Ψ(t, u, l, i) = 1 is equivalent to saying there exists a good pair (T, F ) such that T is well-founded and ('1', t, u, l, i) ∈ T , which is a Σ 1 2 statement in a code for g. On the other hand, the statement Ψ(t, u, l, i) = 1 is also equivalent to saying that for all good pairs (T, F ) with T well-founded, ('1', t, u, l, i) ∈ T , which is a Π 1 2 statement in a code for g.
It is clear that the proposition above can be applied even when we have only shown that Ψ is well-defined for nodes u up to a certain rank in U. That is, for a fixed u ∈ U, if we know that Ψ(t, u ′ , l, i) is well-defined for all t, l, i and all u ′ ∈ U extending u, then the proof of the above proposition tells us that
2 in a code for g. We record this fact in the next corollary, which will be the only result on the complexity of Ψ we need for the remainder of the proof.
Corollary 5.4. Fix l, i ∈ ω. Fix u ∈ U. Assume Ψ(t, u ′ , l, i) is welldefined for all t and all u ′ ∈ U extending u. Fix n ∈ ω and c ∈ {0, 1}. Then the set S(u, n, c, l, i) is ∆ 1 2 in a code for g. Proof. Membership in S(u, n, c, l, i) is arithmetical in the graph of Ψ.
Definition 5.5. Given t ∈ <ω ω, h : <ω ω → ω, u ∈ U, and l, i ∈ ω, let G ≤ (t, h, u, l, i) be the following infinite two player game: Player I first plays a pair (t 0 , h 0 ) ≤ (t, h), then Player II plays a pair (t 1 , h 1 ) ≤ ⋆ (t 0 , h 0 ), then Player I plays a pair (t 2 , h 2 ) ≤ (t 1 , h 1 ), etc. That is, Player I plays a pair ≤ the current one in the H ordering, and Player II plays a pair ≤ ⋆ the current one. Any player who breaks one of these rules automatically loses. Let x := k t k . To avoid trivialities, if x is finite, then Player I wins. If x is infinite, then Player II wins if g u (x)(i) ≤ l, and Player I wins if g u (x)(i) > l.
Notice how there is asymmetry in the game G ≤ (t, h, u, l, i) because Player II must play nodes which are ⊒ ⋆ extensions of previous nodes. We have an analogous game but with > instead of ≤. We also have a game for =, which will not be needed for the proof of the main theorem but will be used in the next section: Definition 5.6. Given t ∈ <ω ω, h : <ω ω → ω, u ∈ U, l, i ∈ ω, let G > (t, h, u, l, i) be the game with the same rules as G ≤ (t, h, u, l, i), but with the modified winning conditions: if x := k t k is infinite, then Player II wins if g u (x)(i) > l, and Player I wins if g u (x)(i) ≤ l. Similarly, G = (t, h, u, l, i) is the game with the same rules but if x is infinite, then Player II wins if g u (x)(i) = l, and Player I wins if g u (x)(i) = l.
A strategy for Player II for either of these games is a function taking a sequence (t 0 , h 0 ), ..., (t k , h k ) . Given such a strategy η, we will abuse terminology by saying "apply η to (t k , h k )" instead of "apply η to (t 0 , h 0 ), ..., (t k , h k ) . Really, we need to keep track of the previous moves in the game and give this to Player II. We surpress these bookkeeping details to keep the proof readable.
Because the theorem is proved using a relatively complicated induction, we introduce formal statements to stand for the inductive hypotheses. This will also make the structure of the argument more visable. Given u ∈ U and l, i ∈ ω, let Φ(u, l, i) be the statement
Assume u is a non-leaf node of U. Unraveling the definitions, if we assume (∀n ′ ∈ ω) Φ(u ⌢ n ′ , l, i), then Φ(u, l, i) is equivalent to saying that for all (t, h) ∈ H there exists t ′ ⊒ ⋆ h t, n ∈ ω, and c ∈ {0, 1} such that t ′ is not S(u, n, c, l, i)-reachable.
Let us quickly explain why: The assumption (∀n
For fixed l, i ∈ ω, we will show by induction on the rank of u in U that Φ(u, l, i), Ξ ≤ (u, l, i), and Ξ > (u, l, i) hold. This will take a fair amount of work. Note that for all u, l, i,
For fixed l, i ∈ ω, one might hope that one can simply show the right hand side of the above implication by induction on u. Indeed, this would be a great simplification, because we would not need to deal with the recursively defined function Ψ. However, such a proof does not work. It appears as if the best way to show that the right hand side holds for all u is to inductively show that the left hand side holds for all u. Isolating the left hand side as the appropriate condition which will "induct" was the main challenge to proving the theorem. Also note that because of the asymmetry in the games G ≤ and G > , it does not follow that if Player II does not have a winning strategy for G ≤ , then Player II does have a winning strategy for G > (and vice versa). This means that we cannot simply invoke Borel determinacy to conclude that either Player II has a winning strategy for G ≤ or Player II has a winning strategy for G > .
Lemma 5.7. Fix l, i ∈ ω. Fix u ∈ U, a leaf node of U. Then Φ(u, l, i).
Proof. Fix arbitrary t ∈ <ω ω and h : <ω ω → ω. We will show
and the proof will be complete. By the definition of Ψ, it suffices to show (∃t
Let y ∈ ω ω be such that y ⊒ ⋆ h t. Since g u is continuous, there is some
Proof. We will just show Ξ ≤ (u, l, i), as the proof for Ξ > (u, l, i) is similar. Fix arbitrary t ∈ <ω ω such that Ψ(t, u, l, i) = 1. Once we show that for some h Player II has a winning strategy for G ≤ (t, h, u, l, i), we will be done. However, by the definition of Ψ for leaf nodes and the definition of G ≤ (t, h, u, l, i), we see that for any h, any strategy for Player II (where he ensures that the sequence being constructed is infinite) is a winning strategy! The next lemma is the heart of the theorem, and it is where we use the facts about reachability and the complexity of Ψ.
Lemma 5.9. Fix l, i ∈ ω. Fix u ∈ U, a non-leaf node of U. Assume
Also assume that Ψ(t, u ′ , l, i) is well-defined for all t and all u ′ ∈ U extending u (including u itself ). Then Φ(u, l, i).
Proof. We will show Φ(u, l, i). Fix arbitrary t ∈ <ω ω and h :
and the proof will be complete. Since Ψ(t ′ , u, l, i) is well-defined for all t ′ , it suffices to construct t ′ ⊒ ⋆ h t, n ∈ ω, and c ∈ {0, 1} such that t ′ is not S(u, n, c, l, i)-reachable.
Let S 0 := S(u, 0, 0, l, i). There are two cases. Either t is S 0 -reachable or not. If it is not, then we are done by defining t ′ := t, and in this case Ψ(t ′ , u, l, i) = 1. Otherwise, t is S 0 -reachable, so we proceed as follows:
By Corollary 5.4, the set S 0 is ∆ 
Since we have assumed Ξ > (u ⌢ n 0 , l, i), fix an h 0 ≥ h such that Player II has a winning strategy for G > (t 0 , h 0 , u ⌢ n 0 , l, i). Let η 0 be such a strategy. Note that (t 0 , h 0 ) ≤ ⋆ (t, h). Apply η 0 to the pair (t 0 , h 0 ) to get the pair (t 0 ,h 0 ) ≤ ⋆ (t 0 , h 0 ). Let S 1 := S(u, n 0 , 1, l, i). There are two cases. Eithert 0 is S 1 -reachable or not. If it is not, then we are done by defining t ′ :=t 0 , and in this case Ψ(t ′ , u, l, i) = 0, Otherwise,t 0 is S 1 -reachable, so we proceed as follows:
Like before, A is not ∆ a sequence of numbers n 0 < n 1 < ..., and a sequence of strategies
such that for each k, η k is a winning strategy for G > (t k , h k , u ⌢ n k , l, i) if k is even, and is a winning strategy for
For each k ∈ ω, since η k has been applied infinitely many times in the construction of the sequence of elements of H and by the rules of the game corresponding to η k , we see that
This, however, contradicts the fact that lim n→∞ g u ⌢ n (x)(i) exists.
Proof. Fix arbitrary t ∈ <ω ω. Assume Ψ(t, u, l, i) = 1. Since we are assuming this, fix p ∈ ω and h such that
We will now describe a winning strategy for Player II for the game G ≤ (t, h, u, l, i), and the proof will be complete. Let (t 0 , h 0 ) be the first move of Player I. We will describe the first
Since by the definition of p, ¬Ψ(t
Since we assumed Ξ ≤ (u ⌢ (p+0), l, i), fix h ′ 0 ≥ h 0 and a winning strategy η p+0 for Player II for the game
). This concludes Player II's first move. Now let (t 2 , h 2 ) be the second move of Player I. We will describe the second move (t 3 , h 3 ) of Player II. Since Φ(u
Since we assumed Ξ ≤ (u ⌢ (p+1), l, i), fix h ′ 2 ≥ h 2 and a winning strategy η p+1 for Player II for the game
. Successively apply both η p+0 and η p+1 (the order does not matter) to the pair (t
). This concludes Player II's second move. The pattern continues like this. We claim that no matter what moves Player I makes, Player II will win the game G ≤ (t, h, u, l, i) by playing this way. Here is why: when the game finishes, what has been constructed is a sequence of elements of H
and a sequence of strategies η p+0 , η p+1 , ...
such that for each n ∈ ω, η p+n is a winning strategy for Player II for the game
.
Consider any n ∈ ω. The strategy η p+n was used infinitely many times for the construction of the sequence of elements of H. All that was done for the construction of that sequence that did not come from the function η p+n can be viewed as the moves of Player I in the game associated to η p+n . Because η p+n is a winning strategy for that game, Player II has won that game, so
Thus, we have shown
we have g u (x)(i) ≤ l. That is, Player II has won the game G ≤ (t, h, u, l, i).
We have an analogous lemma:
Lemma 5.11. Fix u ∈ U, a non-leaf node of U. Fix l, i ∈ ω. Assume
Then Ξ > (u, l, i).
Proof. The proof is very similar to that of the last lemma, so we will not repeat it.
Combining the last five lemmas, we immediately have the following:
such that for each l ∈ ω, η l is a winning strategy for Player II for the game G > (t l , h l , ∅, l, i).
Consider any l ∈ ω. The strategy η l was used infinitely many times in the construction of the sequence of nodes. All that was done for the construction of the sequence of nodes that did not come from the function η l can be viewed as the moves of Player I in the game associated with η l . Because η l is a winning strategy for that game, Player II has won that game, so
This is a contradiction.
This next lemma is not needed for the proof of the main theorem, but it will be used in the next section.
Player II has a w.s. for
Proof. First, use Lemma 5.13 and the fact that Ξ ≤ (∅, l, i) holds to get (t 0 , h 0 ) ≤ ⋆ (t, h) and l 0 ∈ ω such that Player II has a winning strategy η 0 for G ≤ (t 0 , h 0 , ∅, l 0 , i). If l 0 = 0, we are done by setting t ′ := t 0 , h ′ := h 0 , and l := l 0 .
If not, then let l 1 :
, then by combining the strategies η 0 and η 1 into one, we have a winning strategy for
We are done by setting t ′ := t 1 , h ′ := h 1 , and l := l 0 . Otherwise, η 1 is a winning strategy for G ≤ (t 1 , h 1 , ∅, l 1 , i). We may inductively continue the process now starting at l 1 until it eventually stops (in a finite number of steps).
An alternative induction for proving the main lemmas would have involved proving the generalization of the last lemma to an arbitrary u ∈ U, but we believe the current proof is simpler.
We are now ready for the main theorem:
Theorem 5.15. For any A ⊆ ω, there is a Baire class one function f : ω ω → ω ω such that whenever g :
Proof. Fix A ⊆ ω, but assume without loss of generality that it is infinite and ∆ 1 1 in any infinite subset of itself. Indeed, for any A ′ ⊆ ω one can easily construct an A ⊆ ω such that A and A ′ are Turing equivalent and A is computable from any infinite subset of itself.
Given i ∈ ω, let C A,i ⊆ <ω ω be set of all t ∈ <ω ω such that t(|t|−1) ∈ A and |{l < |t| − 1 : t(l) ∈ A}| = i. That is, C A,i is the set of all nodes which "just touch A for the (i + 1)-th time". Let f :
ω ω → ω ω be the function Fix a Borel function g : ω ω → ω ω such that A is not ∆ 1 2 in a code for g. We will construct an x ∈ ω ω such that
and the proof will be complete. At this point, we may freely use the notation and lemmas within this section (because g is Borel, A is ∆ in any infinite subset of itself, and A is not ∆ 1 2 in a code for g). Recall that g = g ∅ . As a result of Corollary 5.12,
We are also free to apply Lemma 5.13. We will construct a sequence of nodes t 0 ⊑ t 1 ⊑ ..., and our x will be i t i . First, apply Lemma 5.13 and the fact that (∀l ∈ ω) Ξ ≤ (∅, l, 0) holds to get t 0 ⊒ ⋆ ∅, h 0 : <ω ω → ω, l 0 ∈ ω, and η 0 such that η 0 is a winning strategy for Player II for the game
At this point, we have ensured that g(x)(0) ≤ l 0 (because we will apply the strategy η 0 infinitely many times during the construction of x, and all else that is done in the construction of the sequence x can be viewed as the moves of Player I in the game G ≤ (t 0 , h 0 , ∅, l 0 , 0)). Now, extend t 0 to a node t ′ 0 ⊒ h 0 t 0 such that |t ′ 0 | > l 0 and t ′ 0 ∈ C A,0 . This is possible because since t 0 ⊒ ⋆ ∅, t 0 does not "hit" A. That is, (∀l < |t 0 |) t 0 (l) ∈ A. Indeed, this is the entire reason we used the notion of "⊒ ⋆ " in our lemmas. We have now ensured that f (x)(0) > l 0 . Next, apply the strategy η 0 to the pair (t ′ 0 , h 0 ) to get the pair (t 0 ,h 0 ). Note that
Next, apply Lemma 5.13 and the fact that (∀l ∈ ω) Ξ ≤ (∅, l, 1) holds to get (t 1 , h 1 ) ≤ ⋆ (t 0 ,h 0 ), l 1 ∈ ω, and η 1 such that η 1 is a winning strategy for Player II for the game
At this point, we have ensured that g(x)(1) ≤ l 1 by the way we will construct the rest of x. Now, extend t 1 to a node t
{l < |t 1 | : t 1 (l) ∈ A} both have size 1. We have now ensured that f (x)(1) > l 1 . Next, successively apply both η 0 and η 1 (the order does not matter) to the pair (t
A Generalization
The lemmas developed in the previous section allow us to prove a more general result. That is, we may replace the challenge-response relation ω ω, ω ω, > with any relation which satisfies the following property: Definition 6.1. A challenge-response relation ω ω, ω ω, R has property P if there is a continuous function c :
One can verify that essentially all of the challenge-response relations associated with cardinal characteristics of the continuum (are equivalent to ones which) have property P. For example, fixing a standard bijection η from ω ω to [ω] ω , we see that the relation ω ω, ω ω, S defined by
has property P. As another example, after fixing a standard way to code subtrees of <ω ω by elements of ω ω, the relation ω ω, ω ω, W has property P where x 1 W x 2 iff either x 1 codes an ill-founded tree T 2 ⊆ <ω ω, or x 1 and x 2 code well-founded trees T 1 ⊆ <ω ω and T 2 ⊆ <ω ω respectively and the rank of T 1 is less than or equal to the rank of T 2 .
The proof of this next theorem is similar to that of Theorem 5.15, except we use G = instead of G ≤ to get finer control over the behavior of g(x). We still have the set C A,i but have a different function f , and each node t ′ i hits C A,i not at a level which is important but such that the last value t ′ i (|t
Let ω ω, ω ω, R be a challenge-response relation having property P. For any A ⊆ ω, there is a Baire class one function f : ω ω → ω ω such that whenever g :
ω ω → ω ω be a continuous function witnessing that ω ω, ω ω, R has property P. Fix A ⊆ ω, but assume without loss of generality that it is ∆ 1 1 in any infinite subset of itself. Fix a surjection s : A → <ω ω such that for all t ∈ <ω ω, s −1 (t) is infinite. For each i ∈ ω, let C A,i be defined in the same way as in the proof of Theorem 5.15.
Our definition of f will be different. In the proof of Theorem 5.15, we defined f (x)(i) to be the level where x "hits" C A,i . Here, we will define f (x) to be the concatenation of finite sequences, where the (i + 1)-th finite sequence gets concatenated when x hits C A,i , and that finite sequence is determined by the value of x at the level where x hits C A,i . such that for each i ∈ ω, η i is a winning strategy for Player II for the game G = (t i , h i , ∅, l i , i).
By the way the strategies η i were applied, we have (∀i ∈ ω) g(x)(i) = l i .
Define y ∈ ω ω to be y := g(x) = l 0 , l 1 , ... . This completes the proof.
Interpretation of Result
For a given kind of reducibility ≤ D between reals, one may not usually think of the degree structure P(ω), ≤ D studied by recursion theorists as also being a challenge-response relation P(ω), P(ω), ≤ D studied in the area of cardinal characteristics. This is because if ≤ D is anything reasonable, then the cofinality of P(ω), ≤ D is 2 ω , so equivalently the norm of P(ω), P(ω), ≤ D is 2 ω . One might conclude that this makes the challenge-response relation P(ω), P(ω), ≤ D trivial from the point of view of someone studying cardinal characteristics. However, if we want to find morphisms between challenge-response relations, then these relations play an important role. Indeed, they can be used to show that other challenge-response relations have norm 2 ω , which is exactly what we did in this paper. See [2] , [5] , [8] for classical results which fit the pattern of reducing combinatorial challenge-response relations to recursion theoretic ones. For example, for every ∆ 1 1 set A ⊆ ω, there is a function f : ω → ω such that if g : ω → ω everywhere dominates f , then A is Turing reducible to g. Let ω ω, ω ω, S be a challenge-response relation having property P, as defined in the previous section. Let R − ⊆ P(ω) be the set of Borel codes for Baire class one functions from ω ω to ω ω. Let R + ⊆ P(ω) be the set of Borel codes for Borel functions from ω ω to ω ω. Let R ⊆ R − × R + be the relation defined as follows: if c f ∈ R − codes f :
ω ω → ω ω and c g ∈ R + codes g : ω ω → ω ω, then c f Rc g :⇔ (∀x ∈ ω ω) f (x)Sg(x).
In the language of [1] , Theorem 6.2 implies that there exists a morphism φ − , φ + from R − , R + , R to P(ω), P(ω), ≤ ∆ 1
2
. That is, φ − : P(ω) → R − and φ + : R + → P(ω) are such that (∀A ∈ P(ω))(∀c g ∈ R + ) φ − (A)Rc g ⇒ A ≤ ∆ 1 2 φ + (c g ).
This can be remembered by the following diagram:
Moreover, the function φ + is just the identity. The existence of this morphism allows us to conclude that the norm of R − , R + , R is 2 ω . It is not at all obvious how else we could deduce that fact.
When the relation S is eventual domination, for silly reasons there is also a morphism ψ − , ψ + from P(ω), P(ω), ≤ ∆ 1 2 to R − , R + , R . We will explain. Let ψ − : R − → P(ω) be the identity function. To define ψ + : P(ω) → R + , given a set B ∈ P(ω), let G(B) := {c g : c g ∈ R + and c g ≤ ∆ 1 2
B}.
Note that for each B ∈ P(ω), the set G(B) is countable. Fix an enumeration e B : ω → G(B). Given c g ∈ R + , let g be the function coded by c g . We may pointwise diagonalize the functions with codes in G(B) to get a single function from ω ω to ω ω. Specifically, define ψ + (B) ∈ R + to be a code for the function h : ω ω → ω ω defined by h(x) := n → max{g(x)(m) : m ≤ n and c g = e B (p) for some p ≤ n}.
