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Abstract—While most existing indoor localization techniques
are device-based, many emerging applications such as intruder
detection and elderly monitoring drive the needs of device-free
localization, in which the target can be localized without any
device attached. Among the diverse techniques, received signal
strength (RSS) fingerprint-based methods are popular because
of the wide availability of RSS readings in most commodity
hardware. However, current fingerprint-based systems suffer
from high human labor cost to update the fingerprint database
and low accuracy due to the large degree of RSS variations.
In this paper, we propose a fingerprint-based device-free
localization system named iUpdater to significantly reduce the
labor cost and increase the accuracy. We present a novel self-
augmented regularized singular value decomposition (RSVD)
method integrating the sparse attribute with unique properties
of the fingerprint database. iUpdater is able to accurately update
the whole database with RSS measurements at a small number of
reference locations, thus reducing the human labor cost. Further-
more, iUpdater observes that although the RSS readings vary a
lot, the RSS differences between both the neighboring locations
and adjacent wireless links are relatively stable. This unique
observation is applied to overcome the short-term RSS variations
to improve the localization accuracy. Extensive experiments in
three different environments over 3 months demonstrate the
effectiveness and robustness of iUpdater.
I. INTRODUCTION
Indoor localization plays a key role in many emerging
applications, such as shop navigation [1], smart home [2],
augmented reality [3], etc. Most existing techniques [1], [4]–
[9] require the target to be equipped with a communication-
capable device, which can send out signals and be localized.
However, in many scenarios such as elderly care, the old
people are usually reluctant to wear a device or hold a mobile
phone. In intruder detection, it is not even possible for the
target to be attached with such a device. Thus, device-free
localization has attracted extensive research interests recent-
ly [10]–[19].
Among all the technologies employed for device-free lo-
calization, Wi-Fi is considered the most promising due to its
ubiquity. The Wi-Fi received signal strength (RSS) and chan-
nel state information (CSI) are utilized as unique signatures
for localization purposes [10], [11]. Although the fine-grained
CSI has been applied in device-free localization systems [10],
[11], it can only be acquired from two commercial off-the-
shelf (COTS) Wi-Fi cards [20], [21] currently, limiting the
real-life deployments of CSI-based methods. In contrast, RSS
readings are widely available on most COTS Wi-Fi devices.
As a result, RSS-based systems have received a lot of attention
from both academia and industry [14]–[18].
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Fig. 1: RSS measurements vary
during a short term.
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Fig. 2: RSS changes over time when a
target is located at the same location.
A large group of RSS-based localization systems try to
model the relationship between a target’s location and the
RSS measurement [14], [16]. However, these systems suffer
from a low accuracy since it is very difficult to model the
multipaths in indoor environment. To achieve a relatively high
accuracy, fingerprint-based methods [17], [19], [22] have been
proposed. By building a comprehensive fingerprint database
to link the RSS measurement with the target’s location, these
methods achieve finer accuracies [17] even in rich multipath
environments.
However, the RSS readings suffer from both short-term and
long-term variations [23]. The RSS readings get affected easily
with subtle dynamics in the environment such as RF interfer-
ence, rotating fans and moving people. As shown in Fig. 1, the
variations of the RSS readings measured at the same location
from the same device within 100 seconds can be as large as
5 dB. On the other hand, even without any physical dynamics
and interference, the temperature and humidity variations [23]
also change the RSS readings slowly in the scale of hours
and days. Fig. 2 shows the average RSS readings have a
shift of 2.5 dB and 6 dB after 5 and 45 days, respectively.
As a consequence, the fingerprints become stale, resulting
in large localization errors [24]–[26]. To handle these issues,
existing methods collect multiple RSS readings for averaging
to remove the short-term randomness and manually update the
whole fingerprint database periodically to combat the long-
term changes. However, multiple RSS readings cause a large
latency for localization, hindering the real-time performance.
In addition, frequently updating the whole fingerprint database
is extremely labor intensive. These real-life challenges restrict
the wide deployment of fingerprint-based localization systems.
In this paper, we introduce iUpdater, the first fine-grained
device-free localization system with a low human labor cost.
In contrast to the existing methods which need to update
RSS measurements at all locations, iUpdater organizes the
fingerprint database as a fingerprint matrix and then accu-
rately updates the whole matrix with measurements at only
a small number of reference locations, significantly reducing
the human labor cost. Furthermore, with the observations of
the unique properties of the fingerprint matrix, iUpdater is
able to efficiently address the issue of large short-term RSS
variations and improve the localization accuracy accordingly.
At the beginning stage, we build the database by collecting
the RSS measurements for all the links when a target is
located at each location. Note that when the target appears
at one location, the target only affects some of the wireless
links. Those links far away from the target are affected very
little and thus the non-affected RSS readings can be measured
directly without a target to be present. The numbers of columns
and rows of the fingerprint matrix equal to the numbers of
locations and the number of wireless links, respectively. When
we update the fingerprint matrix, the non-affected RSS can
be measured directly which are considered non-labor-cost
measurements. The objective is to reconstruct the whole matrix
with as small number of labor-cost measurements1 as possible.
The key insight is that the fingerprint matrix is sparse and thus
it is possible to reconstruct it with just a few elements. How-
ever, the traditional compressive sensing method [27] is not
applicable here. The main reason is that the fingerprint matrix
is approximately low rank, and compressive sensing method
requires the matrix to be exactly low rank. Alternatively, we
apply the Regularized Singular Value Decomposition (RSVD)
method [28] for reconstruction. In detail, by decomposing the
fingerprint matrix into singular values, it can be reconstructed
with the few biggest singular values containing the matrix’s
most information. To realize iUpdater as a practical system,
two challenges need to be addressed.
The first challenge is how to accurately reconstruct the fin-
gerprint matrix with RSS measurements at a minimum number
of reference locations. Although the basic RSVD method
is able to reconstruct the fingerprint matrix, the accuracy is
limited and usually there are multiple solutions. To achieve
a high accuracy, the RSVD method requires the unknown
elements to be uniformly distributed and independent [28].
This requirement is not able to be met as the unknown
elements are related to each other as will be shown in Section
II. To improve the reconstruction accuracy, we need to measure
the RSS readings at some other locations. However, we need
to carefully select the reference locations to minimize the labor
cost and still achieve an expected reconstruction accuracy.
To deal with this challenge, our key observation is that the
fingerprint matrix can be reconstructed by its maximum inde-
pendent column (MIC) vectors. After conducting elementary
column transformation of the matrix, the first nonzero element
in each row is located. The columns where these nonzero
elements are located are the maximum independent columns.
We select the locations where the MIC vectors are located
as the reference locations, and obtain the correlation between
the MIC vectors and the whole fingerprint matrix. Then by
collecting RSS measurements at the reference locations and
1Require the target to be present to carry out measurements.
utilizing the correlation as a constraint, the fingerprint matrix
can be uniquely reconstructed. Note that the number of MIC
vectors is equal to the matrix’s rank which is much smaller
than the number of locations, thus the labor cost is significantly
reduced. We validate the claim that the number of selected
reference locations is minimal to accurately reconstruct the
fingerprint matrix in Section VI-B.
The second challenge is how to mitigate the effect of
large degree short-term variations of RSS readings to improve
localization accuracy. Due to the RSS variations, the online
RSS measurement will deviate from the recorded fingerprint
and degrade the localization accuracy. To address this chal-
lenge, we observe that although the RSS readings are not
stable, the RSS differences between both the neighbouring
locations and adjacent links are relatively stable: the variations
of the RSS differences are much smaller compared with the
variations of RSS itself, thus it can be utilized to combat the
issue of short-term RSS variations. Specifically, two unique
properties about the fingerprint matrix are observed: (i) RSS
readings of neighboring locations exhibit continuity; and (ii)
RSS readings from two adjacent links are similar. We include
these properties as another constraint in the RSVD method. It
helps to remove the outliers efficiently and the reconstruction
accuracy is further improved and accordingly the localization
accuracy is improved. We thus develop a self-augmented
RSVD method integrating the basic RSVD framework with the
MIC vectors constraint and the unique-property constraint for
fingerprint matrix reconstruction. We thus successfully address
both the issues for RSS fingerprint-based localization systems:
high labor cost and low localization accuracy.
Contributions: The main contributions of this work are sum-
marized as follows:
• iUpdater is a device-free localization system that accurately
updates the fingerprint database with a low labor cost. We
propose a novel method which employs the inherent sparse
property to update the fingerprint database with a minimum
number of measurements, making it a promising candidate
for large scale deployments.
• We creatively employ the more stable RSS differences
between both the neighboring locations and adjacent links
to combat the RSS variations which is a well known
problem for all RSS-based localization methods.
• We design and implement iUpdater on COTS devices and
carry out experiments in three different environments over
3 months. Extensive experiments show that iUpdater i)
reduces 92.1% of the human labor cost compared with the
traditional methods for updating the fingerprint database,
ii) improves the localization accuracies by 66.7%, 57.4%
and 55.1% in three different environments, respectively.
Paper outline: The background and key observations motivat-
ing the design are described in Section II. The system overview
is introduced in Section III. The design details are presented in
Section IV and V, followed by the comprehensive evaluations
in Section VI. We review the related work in Section VII and
conclude this work in Section VIII.
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II. PRELIMINARIES AND BENCHMARKS
In this section, we first give a brief introduction about the
fingerprint matrix, followed by the key properties we observed
and the benchmark validations of these properties.
A. Background on Fingerprint Matrix
Fingerprint-based device-free localization approaches em-
ploy a database to record the RSS measurements when the
target is located at different locations [17]–[19]. Such a
database can be represented as a fingerprint matrix. Suppose
the monitoring area is equally divided into N location grids.
There are M parallel wireless links formed by M transmitters
and M receivers to cover the area as shows in Fig. 3. The
RSS reading has a large decrease when the target blocks the
link, a small decrease when the target is within the FFZ (First
Fresnel Zone) but not blocking the link, and a very small
change when the target is outside of the FFZ. iUpdater can be
easily extended to other deployment setups such as the triangle
deployment in [17]).
Definition 1: Let xij denote the RSS measurement of link
i when a target is located at location j, the fingerprint matrix
X is defined as:
X = (xij), i ∈ [1,M ], j ∈ [1, N ]. (1)
By comparing the online measured RSS with the RSS
records in the fingerprint matrix, we can determine the target’s
location. The fingerprint matrix is shown in Fig. 4. When we
update the fingerprint matrix, those RSS elements with very
small changes can be measured directly without a human target
to be present, as indicated by the blank cells in the figure.
B. Key Observation to Update the Fingerprint Matrix
We show through benchmark experiments that fingerprint
matrix exhibits unique properties motivating our design. We
run experiments in a typical office environment with a size
of 9 m×12 m. We divide the effective area (i.e., the area
not occupied by furniture) into 94 grids with a grid size of
0.6 m×0.6 m. There are 8 Wi-Fi links deployed in the area.
We build six fingerprint matrices in a duration of 3 months
including the one obtained at the starting time point. The rest
are obtained after 3, 5, 15, 45 days and 3 months, respectively.
Observation 1: The fingerprint matrix is approximately low
rank. This property implies that the whole matrix is possible
to be reconstructed with only a few matrix elements.
Validation 1. We use the singular value decomposition
(SVD) method to decompose matrix X into three parts as:
X = UΣV T =
∑min(M,N)
i=1
σiuiv
T
i , (2)
where (·)T is the transpose operation, U is an M×M unitary
matrix and V is an N×N unitary matrix, Σ is an M×N diago-
nal matrix with singular element values σi (σi≥σi+1), ui and
vi are the i-th columns of U and V , respectively. According
to [29], if the first r singular values take up the most energy
(r is the rank of the matrix) with
∑r
i=1 σi≈
∑min(M,N)
i=1 σi
and r  M , the matrix is exactly low rank. If the first
condition is satisfied but the second condition r M cannot
be satisfied, the matrix is approximately low rank. We study
the distributions of the singular values obtained from the six
fingerprint matrices. There are 8 links and 94 location grids in
the area, thus the size of matrix is 8×94. After applying SVD
on the fingerprint matrix, the number of singular values equals
to the link number according to Equation (2). The normalized
singular values are shown in Fig. 5. We can see that the largest
singular value contributes most of the energy in all the six
matrices but there are still residual energies in the other 7
singular values. That is, the rank number r is 8 which equals
to the link number M , which does not satisfy the condition
r M . So the fingerprint matrix is approximately low rank.
We thus apply the Regularized Singular Value Decomposition
(RSVD) method [28] to reconstruct the fingerprint matrix.
C. Observations to Address the RSS Variation Issue
To combat the short-term RSS variations to improve the
accuracy, the key insight is that RSS differences between both
the neighboring locations and adjacent links are relatively
stable compared to RSS itself. We plot the RSS differences
between neighboring locations, between adjacent links, and the
RSS readings in Fig. 6. We can see that the RSS differences
are stable and variations are much smaller. As a result, we
could employ these properties to remove outliers caused by
RSS variations and constrain the matrix reconstruction to
improve the localization accuracy. Specifically, we observe the
following two properties:
Observation 2: The RSS readings exhibit continuity when
a target is located at the neighboring locations along a link.
Observation 3: The RSS readings from adjacent links are
similar when a target is located at the same relative locations.
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Definition 2: We define a largely-decrease matrix XD with
a size of M × (N/M) which consists of RSS measurements
when a target blocks the direct path link:
XD = (di,u), i ∈ [1,M ], u ∈ [1, N/M ],
while di,u = xi,j ,with j = (i−1)×N/M + u, (3)
di,u denotes the RSS reading when a target is located at the
u-th location along (blocking) the i-th direct path link. XD
has a smaller size than X as only a few RSS readings from
X are largely decreased.
To illustrate the relationship between the two matrices, we
employ an example of 4 links and 12 grids shown in Fig. 7.
For each link, 3 largely-decreased RSS readings are measured
when the target is located at the 3 grid locations blocking the
direct path, while there are a total of 12 grid locations for each
link. By extracting the RSS of these locations with direct path
blocked by the target from the fingerprint matrix, we form the
largely-decrease matrix. We validate the two observations of
the largely-decrease matrix with benchmark experiments.
Validation 2. We define a relationship matrix T to repre-
sent the relationship of two locations which have large RSS
decrease and there are N/M of such locations for each link:
T (p, q) N
M× NM =
{
1, p and q are neighboring locations;
0, otherwise, (4)
where T (p, q) represents whether the p and q locations are
neighbors while p, q∈ [1, N/M ]. Note that both the p and q
locations are largely-decreased RSS locations. The neighbor-
ing relationship of two largely-decreased RSS locations for
each link are the same, thus we only need to obtain one T
and use it for all the links.
The location continuity is measured by the normalized
difference NLC(i, u) between a measurement and the average
value of the measurements at its neighbouring locations:
NLC(i, u)=
∣∣|di,u| − X¯D(i, u)∣∣
maxI,U |XD(I, U)| −minI,U |XD(I, U)| ,
X¯D(i, u) =
∑
W |XD(i,W )|T (W,u)∑
W T (W,u)
(5)
where I and U represent all the possible values of i and
u, respectively. W denotes all the possible values of w with
w ∈ [1, N/M ]. XD(i,W ) is the i-th row of matrix XD and
T (W,u) is the u-th column of matrix T . |XD(i,W )|T (W,u)
obtains the sum value of neighboring locations.
∑
W T (W,u)
depicts the number of neighboring locations which is either
1 or 2. The term maxI,U |XD(I, U)|−minI,U |XD(I, U)| is
the maximal difference across the whole matrix XD for
normalization purpose. The CDF curves of NLC(i, u) values
are illustrated in Fig. 8. The results show that the probability
of NLC(i, u) < 0.2 is larger than 90%. It demonstrates that
the RSS differences among neighbors are small and can be
considered continuous.
Validation 3. Adjacent links have similar RSS measure-
ments since they are likely experiencing the same environmen-
tal noise, multipath effects, etc. In view of this, we investigate
the similarity of row vectors for the largely-decrease matrix
XD. Specifically, for the same relative locations of adjacent
links2, we measure the similarity of row vector i and i−1
for the u-th column by computing the normalized difference
values ALS(i, u) as:
ALS(i, u) =
|XD(i, u)−XD(i− 1, u)|
maxI,U (|XD(I, U)−XD(I − 1, U)|) , (6)
where term maxI,U (|XD(I, U)−XD(I − 1, U)|) is the max-
imal difference between any two adjacent links. The CDF
curves of ALS(i, u) are plotted in Fig. 9. It shows that more
than 80% of the values ALS(i, u) are smaller than 0.4.3 The
results indicate that measurements of adjacent links at the same
relative locations are similar.
To summarize, the largely-decrease matrix has the neighbor-
ing location continuity and adjacent link similarity properties,
thus can be utilized to constrain and improve the reconstruc-
tion accuracy and accordingly the localization accuracy.
III. SYSTEM OVERVIEW
iUpdater is a fingerprint-based device-free localization sys-
tem which not just significantly reduces the human labor
cost but also improves the localization accuracy. iUpdater is
composed of the following four modules as shown in Fig. 10:
• Inherent Correlation Acquisition Module. iUpdater first
extracts the maximum independent column (MIC) vectors
from the original (or latest updated) fingerprint matrix.
Then the inherent correlation matrix is acquired which
describes the relationship between the MIC vectors and the
whole fingerprint matrix. The inherent correlation matrix is
used as a constraint for fingerprint matrix reconstruction.
2e.g., grid j=1 at link i=1 and j=4 at link i=2 are the same relative locations.
3Note that the degree of similarity can be increased if we calibrate out the
hardware difference at each link such as the RF gains.
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Fig. 10: System overview of iUpdater.
• Reconstruction Data Collection Module. Before recon-
structing the fingerprint matrix, iUpdater needs the fresh
RSS measurements at a minimum number of reference
locations to form a reference matrix. In addition, RSS
measurements far away from the direct path links which
have very small changes can be acquired without the
presence of target and are referred as no-decrease matrix.
• Fingerprint Matrix Reconstruction Module. Taking the
inherent correlation matrix, reference matrix and no-
decrease matrix as inputs, iUpdater reconstructs the fin-
gerprint matrix with the proposed self-augmented RSVD
method. The largely-decrease matrix with the two proper-
ties are used as another constraint to improve the recon-
struction accuracy.
• Target Localization Module. iUpdater employs the non-
linear optimization OMP method to match the online RSS
measurements with the reconstructed fingerprint matrix for
the final target location estimate.
We present the design details in the next few sections.
IV. FINGERPRINT MATRIX UPDATES
This section first presents the basic Regularized Singular
Value Decomposition (RSVD) method to address the finger-
print matrix reconstruction problem. Then two constraints are
integrated to improve the accuracy.
A. Regularized Singular Value Decomposition (RSVD) method
Since the fingerprint matrix is approximately low-rank as
described in Observation 1, based on work in [27], the matrix
update can be modeled as a rank-minimization problem.
Mathematically, the fingerprint matrix can be reconstructed
by a best rank-r approximation Xˆ from the sum of r largest
singular values, i.e., Xˆ =
∑r
i=1 σˆiuˆivˆ
T
i . And Xˆ can be
recovered alternatively through the Frobenius norm ‖(·)‖2F
with respect to X , that:
min ‖X − Xˆ‖2F , s.t., rank(Xˆ) ≤ r, (7)
where ‖S‖F ∆=
√∑
i,j S(i, j)
2 for any matrix S. Traditional-
ly, Eqn. (7) can be solved if X is known [27]. However, the
true value of X is unknown in our problem, since X is the
fingerprint matrix we need to update. We observe that the RSS
changes are very small when a target is out of the FFZ of a
link compared to when a target is on the direct path or in the
FFZ [23]. Thus, we can acquire these RSS readings without
requiring the presence of a target. We denote the fingerprint
matrix consists of only these RSS readings as no-decrease
matrix XB . The human labor cost to obtain these readings is
very small and can be neglected. We thus have:
XB = B ◦ Xˆ, (8)
where B = (bij) (i ∈ [1,M ], j ∈ [1, N ]) is an index matrix
with bij = 1 if the element xij is a non-decrease element and
otherwise bij = 0. The operation ◦ refers to the Hadamard
product. Towards this end, unlike existing methods that solving
(7) directly [27], we seek a factorization that satisfies B◦Xˆ =
XB . The intuitive approach for finding such a factorization is
to solve the following rank-minimization problem:
min rank(Xˆ), s.t., B ◦ Xˆ = XB . (9)
So Xˆ converges to the no-decrease RSS measurements. Un-
fortunately, (9) is non-convex and is still difficult to solve.
Alternatively, based on work [29], (9) can be solved through
the summation of Frobenius norms for Lˆ and Rˆ, as follow:
min ‖Lˆ‖2F + ‖Rˆ‖2F , s.t., B ◦ (LˆRˆT ) = XB , (10)
where Xˆ = Uˆ ΣˆVˆ T = LˆRˆT with Lˆ = Uˆ Σˆ1/2, Rˆ = Vˆ Σˆ1/2.
Nevertheless, it is always non-trivial to obtain Lˆ and Rˆ that
strictly satisfy (10) due to that (i) real X is approximately
low-rank and (ii) there exists noise in matrix XB . Thus we
utilize Lagrange multiplier λ to relax the rigorous constraint:
min λ(‖Lˆ‖2F + ‖Rˆ‖2F ) + ‖B ◦ (LˆRˆT )−XB‖2F , (11)
where λ controls the tradeoff between rank-minimization and
precise fits to XB . Then Lˆ and Rˆ can be estimated under the
tuning of λ and minimizing (11) to zero. The regularized rank-
minimization relaxes the exactly low rank requirement for the
fingerprint matrix, and thus can be used to reconstruct it.
B. Reconstruction with a Few Measurements
The RSVD formulation in (11) is not able to uniquely recon-
struct the fingerprint matrix and multiple solutions may exist.
We find that fingerprint matrix has strong inherent structures,
since RSS readings at different locations are highly-correlated
[23]. Thus, we can employ a few more selected location RSS
readings to uniquely restrict the solution and also improve the
reconstruction accuracy. Specifically, we use the correlation
between RSS measurements at selected reference locations
and the whole fingerprint matrix as a constraint to (11) to
uniquely reconstruct the matrix. We would like to collect RSS
measurements from as fewer number of reference locations as
possible to minimize the human labor cost. The key insight is
that the whole fingerprint matrix can be exactly represented by
its maximum independent column (MIC) vectors and MIC is
also proved to be the smallest matrix subset for reconstructing
the whole matrix [30]. We thus select locations where the MIC
vectors are located as the reference locations to minimize the
number of reference locations and accordingly the labor cost.
We first employ the low-rank representation [30] to obtain
the precise correlation between the fingerprint matrix and
its MIC vectors. The reason is that low-rank representation
is robust against environmental noise. Given the fingerprint
matrix X and the MIC vectors XMIC (the matrix consists
of MIC vectors) obtained at the original time (or the latest
updating time point), we obtain the correlation matrix Z as:
minZ,E ‖Z‖∗ + ε ‖E‖2,1 , s.t., X = XMICZ + E. (12)
Here, ‖·‖∗ denotes the nuclear norm of a matrix, ‖E‖2,1 =∑n
j=1
√∑M
i=1 ([E]ij)
2 is the error caused by the data corrup-
tion, and a positive ε adjusts the percentage of the two parts.
Z can be obtained by solving (12) through the Augmented
Lagrange Multiplier method [30]. Then when we reconstruct
X , we collect the fresh RSS measurements at the reference
locations and establish the Reference Matrix XR as:
XR = [x1, · · ·,xj , · · ·,xn], (13)
where xj is a column vector with a size of M×1. It represents
the RSS measurements from M links when the target is located
at the reference location j (j ∈ [1, n]) while n (n≤ M 
N) is the number of reference locations. Finally, the result of
LˆRˆT −XR ∗Z can be used as a constraint in (11) to uniquely
reconstruct the fingerprint matrix.
C. Improving Accuracy with Unique Properties
According to observation 2 and 3, the largely-decrease
matrix has two unique properties and can be used to improve
the reconstruction accuracy and combat the RSS variations.
1) Accuracy improvement by neighbouring location continuity
We define a continuity matrix G to characterize the neigh-
bouring location continuity property. We set G to be the
column-normalized matrix of matrix G∗, where G∗= T + G
(T is in (4)). Here G is an (N/M)×(N/M) diagonal matrix
with the p-th central diagonal elements formulated as the sum
of the p-th column of T . If N/M=3, we can obtain that:
T=
 0 1 01 0 1
0 1 0
 , G=
 −1 0 00 −2 0
0 0 −1
 ,
and the column-normalized matrix G is:
G =
 1 −0.5 0−1 1 −1
0 −0.5 1
 . (14)
With the transceivers located at a relatively low height4, when
the target moves from the transmitter to the receiver along
the direct path link, there is a large RSS decrease when the
target is close to the transceivers and a small RSS decrease
at the midpoint [23]. That is, the RSS measurements are
increased and then decreased when the target moves along
a link. Thus we re-define the mid-column elements of G in
terms of p= N/M−12 +1. If p is an integer:
G(p, p) = 0,G(p+1, p) =−G(p−1, p) = 1, (15)
and if p is not an integer:
4In our experiments, the transceivers are placed at a height of 1 m.
G(bpc, bpc) =G(dpe, dpe) = 0,
G(bpc+1, bpc) =G(dpe+1, dpe) = 1,
G(bpc−1, bpc) =G(dpe−1, dpe) = − 1. (16)
Then, we add the result of XD ∗ G into (11) to further
improve the reconstruction accuracy, where XD ∗ G denotes
the differences between one element and the average value of
its neighboring column elements in XD.
2) Accuracy improvement by adjacent link similarity
We define the similarity matrix H to characterize the adja-
cent link similarity property. For example, the RSS measure-
ment of location 1 for link 1 is similar to location N/M+1 for
link 2. Accordingly, we specify H = Toeplitz(−1, 1, 0)M×M ,
where the central diagonal elements of the Toeplitz matrix
are 1, the first lower diagonal elements are -1, and the rest
elements are 0:
H =

1 0 · · · 0
−1 1 · · · 0
...
. . . . . . 0
0 · · · −1 1
 . (17)
Then we add the result of H ∗XD to (11), which denotes the
similarity between measurements of adjacent rows in XD to
further improve the reconstruction accuracy.
D. Putting Things Together: Self-augmented RSVD Method
Now we put all the pieces together and develop a Self-
augmented RSVD method to update the fingerprint matrix:
min
Basic RSVD︷ ︸︸ ︷
λ(‖Lˆ‖2F + ‖Rˆ‖2F ) + ‖B ◦ (LˆRˆT )−XB‖2F
+
Constraint 1︷ ︸︸ ︷
‖LˆRˆT −XR ∗ Z‖2F +
Constraint 2︷ ︸︸ ︷
‖XD∗G‖2F +‖H ∗XD‖2F , (18)
where, we add two constraints to the basic RSVD method
to achieve a high reconstruction accuracy. We denote the
inherent correlation between the reference matrix and the
whole fingerprint matrix as “Constraint 1” and the neighboring
location continuity and adjacent link similarity properties as
“Constraint 2”. The effectiveness of these two constraints are
evaluated by experiments in Section VI-B.
E. Self-augmented Reconstruction Algorithm
To solve the optimization problem depicted in (18), we pro-
pose a self-augmented reconstruction algorithm which obtains
Lˆ and Rˆ in an iterative manner alternatively. Because the
values of ||LˆRˆT −XR ∗Z||2F , ||XD ∗G||2F , and ||H ∗XD||2F
may have large differences and overshadow each other during
the optimization process which undermines the reconstruction
accuracy, we scale them to the same order of magnitude [29].
The pseudo code of the optimization process is presented
in Algorithm 1. At the beginning, the value of Lˆ is randomly
initialized as L0 (line 1). Then during each iteration, we fix the
value of Lˆ and find a proper R to minimize (18) by making
its derivative with respect to RˆT equal to zero (line 3). Next
in a similar way, we fix the value of R and find the proper
L (line 4). Finally, we compare the new value v calculated in
line 5 with the threshold value vth. If vth < v, we update Lˆ
by L and update Rˆ by R, otherwise, we do nothing (line 6-8).
We take the derivation process of RˆT as an example to
introduce the detailed derivation for (18) and define f as:
f(Lˆ, RˆT ) = λ(‖Lˆ‖2F + ‖Rˆ‖2F )+‖B ◦ (LˆRˆT )−XB‖2F
+‖LˆRˆT −XR ∗ Z‖2F +‖XD ∗G‖2F +‖H ∗XD‖2F , (19)
when Lˆ is fixed, the value of Rˆ can be obtained by setting
∂f
∂RˆT
= 0. We solve the derivative of each part in turn and let
Θ = RˆT (line 12-25 of Algorithm 1). For the first part, we
can easily obtain that ∂λ(‖Lˆ‖
2
F+‖Rˆ‖2F )
∂RˆT
= λIR, with IR as a
diagonal matrix. To find the derivative of the second part, we
use the Kronecker product ⊗ to recombine B ◦ (LˆRˆT ) as:
B ◦ (LˆΘ) =

b1 0 · · · 0
0 b2 · · · 0
...
... bj
...
0 0 · · · bN
⊗

Lˆθ1
Lˆθ2
...
LˆθN
 ,
where, bj and θj represent the j-th column of B and Θ, then:
∂
(‖B◦(LˆΘ)−XB‖2F )
∂Θ
=
∂(
∑N
j=1‖Diag(bj)Lˆθj−sj‖2F )
∂θj
, (20)
Diag(x) refers to a diagonal matrix with element x on its main
diagonal and sj is the j-th column of XB . For the derivative
of the third part ‖LˆΘ−XR ∗ Z‖2F , we obtain:
∂(‖LˆΘ−XR ∗ Z‖2F )
∂Θ
=
∂(
∑N
j=1 ‖Lˆθj − pj‖2F )
∂θj
, (21)
where P=XR ∗ Z and pj is the j-th column of P . To solve
the derivative of the last two parts, we re-define the largely-
decrease matrix as:
XD =

Lˆ1θ1 Lˆ1θ2 · · · Lˆ1θ N
M
Lˆ2θ N
M +1
· · · · · · ...
...
... Lˆiiθj
...
LˆMθ N
M (M−1)+1 · · · · · · LˆMθN
 ,
where ii=dj/NM e, and Lˆii is the ii-th row of Lˆ. We obtain:
∂
(‖XD ∗Gjj‖2F )
∂Θ
=
∂
(∑N
j=1 ‖LˆiiθjGjj‖2F
)
∂θj
, (22)
∂
(‖Hjj ∗XD‖2F )
∂Θ
=
∂
(∑N
j=1 ‖HjjLˆiiθj‖2F
)
∂θj
, (23)
here jj = j mod (N/M), Gjj is the jj-th column of G,
Hjj is the jj-th row of H. Finally, the value of RˆT can be
obtained by setting ∂f
∂RˆT
= 0 and denoted as:
RˆT = (λIR + Lˆ
T ∗ Lˆ+
(Diag(B(:, j)) ∗ Lˆ)T ∗ (Diag(B(:, j)) ∗ Lˆ)+
(G(jj, :)T ∗ Lˆ(ii, :))T ∗ (G(jj, :)T ∗ Lˆ(ii, :))+
(H(:, jj) ∗ Lˆ(ii, :))T ∗ (H(:, jj) ∗ Lˆ(ii, :)))−1∗
((Diag(B(:, j)) ∗ Lˆ)T ∗XB(:, j) + LˆT ∗ (P (:, j))). (24)
Algorithm 1 Self-augmented reconstruction algorithm
Input: XB : no-decrease matrix, B: index matrix, Z: inherent
correlation matrix, XR: reference matrix, r: rank bound,
λ: tradeoff coefficient, t: iteration times, vth: threshold.
Output: Xˆ: reconstructed fingerprint matrix.
1: Lˆ← L0;
2: for 1 to t do
3: R← MyInverse(XB , B, Z,XR,G,H, Lˆ, r, λ);
4: L← MyInverse(XTB , BT , ZT , XTR ,GT ,HT , RT , r, λ);
5: v ← λ(‖L‖2F + ‖R‖2F ) + ‖B ◦ (LRT )−XB‖2F +
‖(LRT )Z−XR‖2F +‖XD ∗G‖2F +‖H∗XD‖2F ;
6: if vth < v then
7: Lˆ = L; Rˆ = R;
8: end if
9: end for
10: Xˆ = LˆRˆT ;
11: return Xˆ;
12: function Θ = MyInverse(XB , B, Z,XR,G,H, Lˆ, r, λ)
13: [M,N ] = size(XB);
14: P = XR ∗ Z;
15: for j = 1 to N do
16: Q1 = λIR; Q3 = LˆT ∗ Lˆ;
17: Q2 =(Diag(B(:, j)) ∗ Lˆ)T ∗ (Diag(B(:, j)) ∗ Lˆ);
18: Q4 =(G(jj, :)T ∗Lˆ(ii, :))T ∗ (G(jj, :)T ∗ Lˆ(ii, :));
19: Q5 =(H(:, jj) ∗ Lˆ(ii, :))T ∗ (H(:, jj) ∗ Lˆ(ii, :));
20: C2 = (Diag(B(:, j)) ∗ Lˆ)T ∗XB(:, j);
21: C1 = C4 = C5 = O; C3 = LˆT ∗ P (:, j);
22: θj = (
∑5
i=1Qi)
−1 ∗ (∑5i=1 Ci);
23: end for
24: return Θ;
25: end function
The effectiveness of the self-augmented reconstruction algo-
rithm will be verified in the evaluation part.
V. LOCALIZATION VIA NONLINEAR OPTIMIZATION
The localization consists of two steps. First, the online RSS
measurements from M links are collected as a vector:
y=(yi), i ∈ [1,M ], (25)
where yi is the RSS measurement of i-th link when a target is
present. Second, by matching the online RSS measurements
Y with the column vectors of the reconstructed fingerprint
matrix Xˆ , the column which matches most with the RSS
measurements y can be found. Then this column’s index (i.e.,
the grid number) is regarded as the target location estimation.
Mathematically, we model the localization estimate as a
nonlinear optimization problem [31] which achieves a better
performance than other matching algorithms such as Support
Vector Machine, K-Nearest Neighbor, etc. The model is:
yM×1 = XˆM×N ·WN×1 +N , (26)
where N is the measurement noise and W is the location
vector with wi ∈ {0, 1}. wi = 1 when the target is located at
grid i, otherwise wi = 0.
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To acquire the estimated location vector Wˆ , we employ the
greedy orthogonal matching pursuit (OMP) algorithm [32] as:
Wˆ = arg min ‖Xˆ · Wˆ − y‖22, (27)
where ‖ · ‖2 is 2-norm operation. The estimation stops when
‖Xˆ · Wˆ − y‖22 < ξ, where ξ is a pre-defined threshold. The
effectiveness of OMP is evaluated in Section VI-D.
VI. IMPLEMENTATION AND EVALUATION
A. Deployment and Methodology
Deployment environments: Apart from the office environ-
ment, we also conduct experiments in two other typical indoor
environments: a library and an empty hall corresponding to
high and low multipath environments. The office with a size
of 9 m × 12 m has desks and cubics, which is an environment
with both LoS and NLoS links. We choose part of the library
with a size of 8 m × 11 m for our experiments. The book
shelves are made of metal and full of books, resulting in rich
NLoS multipath. Part of the empty hall with a size of 10 m ×
10 m is involved for experiments while most links are LoS.
Default deployment setup: The locations of the APs,
clients together with the test locations in three different
environments are marked in Fig. 11, Fig. 12 and Fig. 13,
respectively. We divide the effective areas (i.e., the areas not
occupied by furnitures) into 94, 72 and 120 test locations
with a distance of 0.6 m between two adjacent locations. The
number of links5 are 8, 6, 8, respectively. The APs and clients
are placed at the same height of 1 m. We manually collect the
six ground truth fingerprint matrices at different time stamps
for performance evaluation purposes.
5In most environments, the APs are not densely deployed to save the cost
and reduce the amount of interference for data communication. If more APs
are added for more links, we expect to achieve a better performance.
Implementation: We deploy APs (TP-Link WR742N wire-
less routers) and clients (ThinkPad X200 laptops, each laptop
is equipped with an Atheros AR9331 NIC) to form the wireless
links. Each AP probes its clients every 0.5 s (a typical
beacon transmission interval) to obtain the RSS readings. A
person with a height of 1.72 m acts as the target. A desktop
with a 3.6 GHz CPU (Intel i7-4790) and 8 GB memory is
employed as the server to collect RSS measurements through
wired connections and runs our localization algorithm. We use
the difference between reconstructed matrix and ground truth
matrix as the reconstruction performance metric. The Euclid
distance between the target’s true location and the estimated
location is the localization performance metric.
B. Benchmark Verifications
We first run experiments to validate the following three
claims. We only report the results in the office environment
as the other two environments have similar results.
Claim 1: The number of selected reference locations is
minimal to accurately reconstruct the fingerprint matrix.
In our experiments, the number of reference locations is 8.
To verify that it is the minimal number of reference locations,
we test another three cases by adding additional locations or
removing some reference locations. The results are shown in
Fig. 14. It shows that the 50-percentile reconstruction accuracy
is significantly decreased by about 27% if we choose 7 of the
8 reference locations. The reconstruction accuracy is more or
less the same when one more additional location is added.
If we randomly choose 11 locations, the 50-percentile error
has a large increase of 47%. It implies that the 8 reference
locations chosen by our method is the minimum needed for an
accurate fingerprint matrix reconstruction. 8 is much smaller
than the number of total locations 94. We also plot the average
reconstruction errors at five time stamps with different number
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Fig. 18: Fingerprint matrix recon-
struction errors at five time stamps.
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Fig. 21: Localization errors of iUp-
dater at 45 days later.
of reference locations in Fig. 15. The results demonstrate that
the proposed method works well with time.
Claim 2: The proposed two constraints greatly improve
the fingerprint matrix reconstruction accuracy. We include
the two constraints described in (18) to the RSVD method
described in (11) one by one. Fig. 16 shows the average
reconstruction errors. The accuracy is relatively low with the
basic RSVD method. The reconstruction errors are reduced
significantly by adding the “Constraint 1”. It verifies that
through collecting RSS at reference locations and utilizing the
correlation between MIC vectors and the whole fingerprint
matrix, the matrix can be uniquely and accurately recon-
structed. In addition, the errors get decreased further after the
“Constraint 2” is added. This demonstrates that the properties
of neighboring location continuity and adjacent link similarity
also improve the reconstruction accuracy.
Claim 3: The low accuracy issue due to RSS variation
is efficiently addressed by applying the continuity and
similarity properties discovered. To validate the efficiency of
“Constraint 2” combating the RSS variations, we employ 50%
and 80% matrix elements as known with the constraint to re-
construct the whole matrix. Then we compare the localization
accuracy with the 100% measured (ground truth) fingerprint
matrix6, as shown in Fig.17. Surprisingly, 100% measurements
at all locations do not present the best performance. 80%
measurements with the constraint to predict the other 20%
performs even better. This is because RSS readings are not
stable with large variations. With the constraint, outliers and
randomness are identified and removed so the localization
accuracy is actually improved. With 50% measurements and
the constraint, iUpdater is able to achieve as good performance
as 100% measurements which take twice the human labor cost.
C. Efficiency of the Fingerprint Matrix Reconstruction
We evaluate the efficiency of the proposed fingerprint matrix
reconstruction method in terms of accuracy and labor cost.
Fingerprint matrix reconstruction accuracy. The CDF of
errors between the reconstructed fingerprints and the ground
truth measurements in the office environment are shown in
Fig. 18. It shows that after 3 days, 5 days, 15 days, 45
days and 3 months, the median errors are 2.7 dB, 2.5 dB,
3.3 dB, 3.6 dB and 4.1 dB, respectively. Further, the average
reconstruction errors in three different environments are shown
6Note that ground truth fingerprint matrix does not mean ground truth
localization. The localization error is still non-zero.
in Fig. 19. The errors in the hall are lower than other
two environments benefiting from low multipath. Although
rich multipath undermines the reconstruction accuracy in the
library environment, the error after 3 months later is 4.9 dB
which is comparable to the RSS random variations. It depicts
that iUpdater reconstructs the fingerprint matrix accurately in
a long time scale.
Human labor cost. We evaluate the time cost by con-
sidering both the human moving time across two locations
(referred as ∆tm) and the RSS collecting time at each location
(referred as ∆tc). Traditional fingerprint-based systems need
to collect about 50 measurements at each location to reduce
the environmental noise [22], while in our system, we only
collect 5 measurements. iUpdater employs the more stable
RSS difference information to combats RSS variations, thus
less number of samples can still achieve a good accuracy. Take
the indoor office environment as an example with 94 grids, the
time cost for traditional systems is 93×∆tm+50×∆tc×943600 hours.
While for iUpdater, only 8 locations need to be measured
which takes 7×∆tm+5×∆tc×83600 hours. Specifically in our exper-
iments, the average human moving time across two locations
is around 5 s and RSS collection interval is 0.5 s, so the time
cost for iUpdater and other methods are 55 s and 46.9 mins,
respectively. The time cost saving is 97.9%. If 5 samples are
collected at each location for traditional systems, iUpdater is
still able to achieve a 92.1% time cost saving. However, with
only 5 measurements, the performance of traditional systems
drops. Note that when the size of the deployment area becomes
larger, iUpdater saves more human labor time, as shown in
Fig. 20. This makes iUpdater a great candidate for large scale
deployment, such as airports and shopping malls.
D. Localization Performance Evaluation
Localization performance of iUpdater. We compare the
localization performance of iUpdater with the ground truth
fingerprint matrix (referred as Groundtruth) and original fin-
gerprint matrix (referred as OMP w/o rec.). Fig. 21 shows the
localization results in the office environment. With the recon-
structed fingerprint matrix, iUpdater achieves a 50-percentile
localization error of 1.1 m which is slightly worse than 0.78
m accuracy acquired with the ground truth fingerprint matrix.
Note that this slightly worse result is achieved with a labor cost
reduction of more than 90%. Compared with OMP w/o rec.,
iUpdater improves the accuracy by about 54%. We plot the
average localization errors in different environments at five
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of-the-art system at five time stamps.
time stamps in Fig. 22. It shows that iUpdater is able to
achieve comparable accuracies as ground truth fingerprint ma-
trix. When compared with OMP w/o rec., iUpdater improves
66.7%, 57.4% and 55.1% of localization accuracies in three
different environments, respectively.
Comparison with the state-of-the-art system. We com-
pare iUpdater with the state-of-the-art device-free system
RASS [17] in the office environment. For a fair comparison,
we let RASS run in its best case. RASS employs the RSS at
each location to train a Support Vector Regression (SVR) mod-
el. We apply the reconstructed fingerprint matrix on RASS,
referred as RASS w/ rec. RASS with the original fingerprint
matrix is referred as RASS w/o rec.
The CDF of localization errors after 45 days are showed
in Fig. 23. The median localization errors of iUpdater, RASS
w/ rec., and RASS w/o rec. are 1.1 m, 1.6 m and 3.3 m, respec-
tively. RASS improves the localization accuracy by around
50% with the reconstructed fingerprint matrix. Fig. 24 shows
that iUpdater is able to achieve higher average localization
accuracies compared with the state-of-the-art system RASS
all the time. The gain comes from both the proposed recon-
struction method and the nonlinear optimization algorithm for
localization. The reconstruction method improves the perfor-
mance of other fingerprint-based system (e.g., RASS). Further,
the nonlinear optimization method employed for localization
performs better than the SVR method used in RASS.
VII. RELATED WORK
Due to ubiquitous Wi-Fi devices in the office and home
environment, Wi-Fi based device-free localization attracts a lot
of research interests [10], [11]. Compared with camera [33]
or infrared based solutions [34], Wi-Fi based approaches do
not need to deploy any additional infrastructure, can work
in day and night, and also are able to penetrate nonmetallic
walls [14]. Recently, some high accuracy device-free localiza-
tion systems [35], [36] have been proposed by employing the
dedicated hardware equipments, such as USRP [35] or special
purpose device to generate 60 GHz signal [36], which is not
cost effective for large scale deployment.
On the other hand, lots RSS-based device-free approaches
have been proposed as RSS readings are widely available in
most cheap COTS Wi-Fi devices. Early RSS-based methods
try to model the relationship between a target’s location and
the RSS measurement [14], [16]. However, these methods suf-
fer from low localization accuracy since rich multipaths make
accurate modelling challenging. To improve the accuracy, the
RSS fingerprint-based schemes become the mainstream [15]–
[18], since the fingerprints recorded also include the effect
of the environmental noise and multipaths. However, these
methods suffer from high human labor cost for updating
fingerprint database due to changes in the environment.
To reduce the fingerprint update cost, some researchers
use semi-supervised Hidden Markov Model (HMM) [24] and
Manifold Co-Regularization [37] to transfer the location-
fingerprint relationship over time. LEMT [25] and AcMu [26]
utilize model tree and partial least square regression to update
the whole fingerprint database, respectively. These methods,
however, demand the target to carry a wireless device to collect
RSS measurements, which is not applicable in our device-free
approach. In addition, to achieve a high accuracy, they need
to collect a large amount of measurements at dense reference
locations. In contrast to these methods, iUpdater updates the
fingerprint matrix by collecting only a few measurements at a
minimal number of reference locations.
Some researchers also have studied the problem of updating
fingerprint matrices across different group of targets [18] or
different areas [15], which also aim to reduce the human labor
cost. The basic assumption for these methods is that RSS does
not change over time, which is not always true in reality.
VIII. CONCLUSION
Existing fingerprint-based device-free localization methods
incur a high labor cost to update the fingerprint database
and a low localization accuracy due to large RSS variations.
We propose iUpdater to address both problems. iUpdater can
reconstruct the fingerprint matrix accurately with RSS mea-
surements at a small number of reference locations, reducing
the human labor cost. In addition, we apply the unique prop-
erties of the fingerprint matrix to combat the RSS variations
and improve the localization accuracy. Extensive experiments
validate the effectiveness and robustness of iUpdater.
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