The problem of non-response in double (or two phase) sampling is dealt with combined ratio, product and regression estimators. Expressions of bias and MSE for these estimators are obtained. Comparisons of a proposed strategy with a usual unbiased estimator and other estimators are carried out and results obtained are illustrated numerically using an empirical sample.
Introduction
In surveys regarding human populations, it is common for some information to be missing, even after some callbacks. Hansen and Hurwitz (1946) considered the problem of non-response while estimating a population mean by taking a sub sample from the non-respondent group and proposed an estimator by considering the information available from response and non-response groups. In estimating population parameters such as the mean, total or ratio, product and regression, sample survey experts sometimes use auxiliary information to improve the precision of estimates. Using Hansen and Hurwitz's (1946) technique, several authors including Cochran (1977) , Rao (1986 Rao ( , 1987 , Khare and Srivastava (1993 , 1995 , 1997 , Okafor and Lee (2000) , Lundström and Särndal (2001) , Särndal and Lundström (2005) , Khan (2004, 2006) , Singh and Kumar (2008 , 2009a , b, 2010 , have suggested improvements to the population mean estimation procedure in the presence of non-response using an auxiliary variable.
Following Singh and Ruiz Espejo (2007) , a class of ratio-product estimators in two phase sampling in the presence of non-response is suggested in this article, and its properties studied. An estimator was studied by using one auxiliary variable for two phase sampling, which is the combined regression with Okafor and Lee's (2000) estimator and Singh and Ruiz Espejo's (2007) estimator for no information case. The conditions for attaining minimum mean squared error of the proposed classes of estimators were obtained. A comparison of the proposed estimator with other estimators was conducted and a numerical illustration is provided to support the proposed estimator.
Double Sampling Ratio, Product and Regression Estimator
Let y and x be the study and auxiliary variables with population means Y and X respectively. The population is divided into 1 N (responding) and 2 N (non- (2) (2) (2) 1 1 1 1 2
, and yx  and
(2) yx  respectively denote the correlation coefficients between x and y for the whole population and for the non-response group of the population. Okafor and Lee (2000) proposed a double (two phase) sampling regression estimator in the presence of non-response on study as well as auxiliary variables, as
Singh and Ruiz Espejo (2007) 
where  is any suitably chosen constant.
For 0,1   , the class of estimators * SR t reduces to the Srivastava (1993, 1995) and Tabasum and Khan (2004) product and ratio type estimators, that is, 1P t and 1R t .
The MSE of the estimator * SR t to the first degree of approximation is
1 1 1 1 2 1 2 1 2
which is the minimum, when
Thus, the minimum MSE of * SR t is given by
(2) (2)
1 1 1 1 2
The Proposed Estimator
An estimator was developed using one auxiliary variable for two phase sampling for estimating the population mean Y of a study variable y in the presence of non-response. Okafor and Lee's (2000) estimator is combined with the estimator * SR t . Thus, the proposed estimator is:
where  is any suitably chosen constant and 3Re t is defined at (4).
To obtain the bias and mean squared error of * CR t ,
(2) 
Assume that 4 1   , 1 1   and 2 1   so that   are expandable in terms of ' s  . Expanding the right hand side of (10) in terms of ' s  and neglecting terms of ' s  with power greater than two results in:
Taking expectations of both sides of (11) results in the bias of * CR t to the first degree of approximation, as 
Taking expectations of both sides of (13) results in the MSE of * CR t to the first degree of approximation as: 
which is the minimum * 0 1 1 2
The resulting minimum mean squared error of * CR t is therefore given by:
(2) (2) 
From (1), (2), (3), (5), (7) and (14),
The differences given by (16), (17), (18), (19) and (20) 
Empirical Study
To examine the robustness of the proposed estimators, consider the following data sets (Khare & Sinha, 2004, p. 53 The percent relative efficiencies (PREs) of different suggested estimators were computed with respect to a usual unbiased estimator * y for different values of k . is the best among all other estimators * y , 1R t and 3Re t because it has the largest gain in efficiency.
Based on these study results, the proposed estimator * CR t is recommended for use in practice.
