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Recurrent Neural Networks Based
Impedance Measurement Technique
for Power Electronic Systems
Peng Xiao, Student Member, IEEE, Ganesh Kumar Venayagamoorthy, Senior Member, IEEE,
Keith A. Corzine, Senior Member, IEEE, and Jing Huang, Student Member, IEEE

Abstract—When designing and building power systems that
contain power electronic switching sources and loads, system integrators must consider the frequency-dependent impedance characteristics at an interface to ensure system stability. Stability criteria have been developed in terms of source and load impedance,
and it is often necessary to measure system impedance through
experiments. Traditional injection-based impedance measurement
techniques require multiple online testing that lead to many disadvantages, including prolonged test time, operating point variations,
and impedance values at limited frequency points. The impedance
identification method proposed in this paper greatly reduces online
testing time by modeling the system with recurrent neural networks
with adequate accuracy. The recurrent networks are trained with
measured signals from the system with only one stimulus injection
per frequency decade. The measurement and identification processes are developed, and the effectiveness of this new technique is
demonstrated by simulation and laboratory tests.
Index Terms—Impedance measurement, recurrent neural network (RNN), stability analysis.

I. INTRODUCTION
TABILITY analysis in power-electronics-based distributed
power systems is a more crucial task than in conventional
power systems due to the nearly ideal control capability of many
modern power converters. The excellent load regulation capability of a converter is a desirable feature in many applications,
but it also makes the converter a constant-power load device,
which is a potential cause of negative impedance instability [1].
For small-signal stability analysis, most research focuses on
the impedance/admittance method that involves examining the
Nyquist contour of the product of the source impedance and
load admittance in a dc system [2]. In recent years, based on
the impedance/admittance method, a variety of stability criteria
and design approaches for both dc and ac systems have been
proposed [3]–[7].
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In the design, integration, and analysis of distributed power
systems, it is often necessary to obtain the small-signal
impedance/admittance characteristics of an existing power electronic component or subsystem at a given operating point. To
obtain the frequency-dependent characteristics by experiment,
periodic voltage or current perturbations are usually injected to
the system while it is under operational power. Measurements
of the perturbed system are then taken and processed to determine the impedance at a specific frequency. Several methods
have been proposed for impedance measurement in high-power
ac systems, including utilization of three-phase bridge converters, wound-rotor induction machines, and three-phase chopper
circuits [8]–[10]. An impedance measurement technique utilizing a line-to-line current injection chopper circuit was recently
proposed [11], which has a simple structure and is easier to
implement compared with other methods.
A common drawback of existing impedance measurement
techniques is that they require injection of perturbation signals
to the system one frequency at a time. To obtain the impedance
characteristics over a wide frequency range for stability analysis,
multiple tests must be repeatedly performed. During each test,
a perturbation signal of a specific frequency is injected into the
system and the voltages and currents are measured and recorded.
When tests for all frequencies are finished, the recorded data are
processed to calculate the impedance value at each frequency.
The main disadvantages of this procedure include: 1) it takes
significant online time to complete the injections for all frequencies; 2) the operating point of the system may vary during
the prolonged test procedure, which can lead to inconsistency
in the measured system impedance characteristics; and 3) if the
impedances at additional frequencies are needed, new tests must
be performed on the system, which may cause interruption to
the normal operation of the system.
In this paper, a different approach is taken to identify the
impedance characteristics of a dc power electronic system.
Instead of measuring system impedance at one specific frequency each time, the proposed method requires only one injection and measurement process. The recorded data are used
not to directly calculate impedances, but to build a model of
the system at the specified operating point by training a recurrent neural network (RNN). The trained RNN is then used to
obtain the impedance characteristics. Results from both simulation and laboratory tests show that the proposed method is
capable of accurately identifying impedances of an example
system.

0885-8993/$26.00 © 2010 IEEE
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Fig. 1. Impedance measurement in dc systems. (a) Parallel injection/current
injection. (b) Series injection/voltage injection.

II. IMPEDANCE MEASUREMENT FOR STABILITY ANALYSIS
Many research works in the area of power electronic system stability analysis are based on the small-signal impedance
characteristics of the source and load at a specific interface. In
1976, Middlebrook [2] proposed impedance-based design criteria for preventing input filter oscillation in switch-mode power
converters. Since then, a variety of criteria have been introduced to address stability issues in both dc and three-phase ac
systems [3]–[7]. Although stability analysis methods based on
Bode plots are commonly used in switch-mode power supply
design, the impedance-based criteria are more suitable for situations when two or more power electronic systems are integrated
together. One of such situations is the system integration of modern all-electric shipboard power systems, where a large variety
of switching converters and motor drive loads from different
vendors are to be interconnected, and their dynamic mathematical models may not be readily available. A detailed example
of using impedance information for power electronic system
stability analysis can be found in [9].
The analysis of small-signal stability around steady states of
a power electronic system is important for both control design
and component integration. In the design stage, if the mathematical model of the system is known, it can be used to extract
the impedance characteristics of the system. In addition, models of different system components can be connected together
to simulate their behaviors under different operating conditions,
and linearization tools are usually available to determine the
state-space matrices of the system. The situation is different
in the component integration stage, when the hardware components are connected together to form a system. In this case,
the detailed models of the components are often not available,
especially when the components are designed and manufactured by different vendors. To evaluate the stability of the integrated system, measurements and tests are necessary to obtain
the impedance information of each component.
One commonly used technique for impedance measurement
is based on the concept of small-signal perturbation injection.
Both current and voltage signals can be injected to the system.
For current perturbation signals, a parallel injection device can
be used, while series injection device is used for voltage perturbation signals, as shown in Fig. 1.
Fig. 1(a) shows the shunt injection diagram for dc systems.
The system is divided into two parts, designated as source and
load, respectively, although the actual power flow can be either
from the load to the source or from the source to the load.
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The injection device is connected at their common interface.
In the shunt injection system, a current signal of a specific
frequency is injected into the system at a steady-state operating
point. The dc voltage at the interface, together with the load and
source currents, are measured. The waveforms of these signals
are recorded. Fourier transform is then used to process these
signals, and to determine the magnitudes and phase angles of
the components at the injection frequency. The small-signal
impedances of the load and source can then be calculated with

Zs (fi ) = −

V (fi )
Is (fi )

Zl (fi ) =

V (fi )
Il (fi )

(1)

where fi is the injection frequency, V, Is , and Il are complex
numbers obtained from Fourier transform of the dc voltage,
source current, and load current signals, respectively. This single
injection test gives the impedance information of the system at a
single frequency fi . To obtain impedances at other frequencies,
the same test procedure is repeated, each time with a different
injection frequency.
The injection-based impedance measurement techniques utilize small voltage or current signals to perturb the system under
study, while it is operating in steady state. Various injection
devices have been proposed. For low-power systems, power
amplifiers can be used. Network analyzers are commercially
available, and have been widely used for impedance measurement in low-voltage low-power dc systems. For high-power
systems, different configurations of chopper circuits are often used [8]–[11], in which switching devices are turned on
and off to provide a varying impedance branch that creates the
perturbations.
Regardless of the injection devices used, conventional
impedance measurement techniques often require the injection
of perturbation signals at a specific frequency each time, and
repetitive injections are necessary to obtain the impedance characteristics over of frequency range of interest. Furthermore, the
obtained impedance information only contain values at the injection frequencies.
In the following sections, a new impedance measurement
method is proposed to solve the limitation of these problems,
in order to extract the impedance information in the frequency
domain as accurate as possible with minimal measurement time.

III. RNN-BASED IMPEDANCE IDENTIFICATION METHOD
The key point of the proposed method is the modeling of a
dynamic system under study. If a model can be built to accurately produce the small-signal time-domain responses of the
system to all types of inputs, then it also has the ability to produce the frequency-domain characteristics of the system. For
an existing hardware system, the internal device parameters
are often unavailable; thus, it is impractical to build the model
based on knowledge of the device’s internal structure and control algorithms. Instead, the model can be created based on
measurements of the input and output signals of the device.
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Past research has demonstrated the ability of the RNN to
learn system dynamics and provide efficient prediction, and it
has found application in many areas such as wind speed and
power forecasting [12], design of a power system stabilizers
[13], induction motor speed estimation [14], and prediction of
elephant migration [15].
B. Modeling With RNN

Fig. 2.

Topology of the Elman recurrent network.

A. RNN as a Modeling Tool
For dynamic systems, an RNN has been demonstrated to be
an effective modeling tool in many applications. Unlike the
widely used multilayer feedforward neural networks that can
only establish static mapping relationship between inputs and
outputs, RNNs contain internal feedback loops and states. The
outputs of RNNs are functions of internal states as well as
the inputs, just as they are in dynamic systems. The feedback
mechanism provides a memory to the recurrent networks so that
they are capable of modeling systems with internal dynamics. In
this study, the Elman RNN topology is chosen for the modeling.
Fig. 2 shows a simplified diagram of a two-layer Elman recurrent network structure, where the inputs are the voltages of
a three-phase system, output is the a-phase current, and m hidden neurons are shown. Function block D designates unit delay.
Generally, for a network with l inputs, m hidden neurons, and n
outputs, the hidden layer equations are
sk (t) = w(1) x(t) + w(2) d(t − 1)
=

l


(1)

wik xi (t) +

i=1

m


(2)

wj k dj (t − 1)

(2)

j =1

where
dk (t) = sgm(sk (k))

(3)

x(t) is the input vector, w(1) is the weight matrix associated
with the inputs and hidden neurons, and w(2) is the weight
matrix associated with the states and hidden neurons. The function sgm( ) used in this study is the hyperbolic tangent sigmoid
transfer function.
The outputs of the network are determined by
yk (t) = w(3) d(t) =

m


(3)

wik di (t)

(4)

i=1
(3)

To model a dynamic system with RNN, the network must be
trained with measured data so that it learns the behavior of the
system. It should be noted that the purpose of the training is
not to obtain a complete model of the complex nonlinear power
electronic system. Instead, throughout the test, the system is
running at a specific steady-state operating point. Small variations of voltage or current are added to the system to create
perturbations. The RNN is then used to model the behavior of
the system responding to small-signal inputs. The measured signals are voltage and current waveforms at the interface of the
source and load. These waveforms are used as training data for
the input and target output of the RNN, respectively.
The effectiveness of a RNN to accurately extract the
impedance characteristics of a system depends on several factors. First, the structure network must be designed so that it
is able to model the tested system as close as possible. For a
two-layer Elman network, the important parameter here is the
number of hidden neurons, which is similar to the number of
states of the network. Generally, more hidden neurons enable
the network to simulate more complex and higher order dynamic
systems, at the cost of longer training time. If the structure of
the system under study is known, the number of hidden neurons
should be at least higher than the order of the system. In this
study, eight hidden neurons were used in the Elman network
to achieve accurate modeling with moderate amount of training
time.
Second, the perturbation signals must have a wide spectrum
that covers the frequency range of interest. They also should
have a magnitude that is high enough to counter the effects of
measurement noise.
Finally, given a well-designed RNN network and effective
injection signals, the network needs to be trained so that it can
closely mimic the dynamic behaviors of the tested system. During the training process, input data are fed to the network to
calculate the output, and the internal weight parameters of the
RNN are adjusted based on the output error. Several RNN training algorithms are available [16], [17]. A training method that
combined back-propagation and particle swarm optimization algorithms [18] was used in this study, which is described in detail
in [19]. The major purpose of the combined training method is
to avoid being trapped in local minima, without being computationally demanding. The training process is terminated when
a predefined mean square error (MSE) is achieved, or when the
error gradient is lower than a threshold value.

is the weight matrix associated with the hidden
where w
neurons and the outputs.

C. Random Pulsewidth-Modulated (PWM) Signal Injection
Training of the RNN requires measurement data of a perturbed system, and thus, injection of perturbation signals is still
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Fig. 3.

Chopper circuit shown in dc system current injection.
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above 3 kHz, the magnitude decreases with a slope between 20
and 40 dB/decade.
During the period when the system is being perturbed by a
random PWM switching circuit, the voltage and current signals
of the source and load are measured, filtered, and recorded. For
a dc system, the recorded data are normalized and used directly
to train the RNN. Either the voltage or the current signal can
be used as the input, and the other signal is used as the target
output. For a three-phase ac system, the measured signals are
first transformed into the synchronous reference frame so that
the fundamental components become dc signals. After normalization, the data are then used for RNN training.
The training process of the RNN involves repeatedly feeding the network with the input data, calculating the outputs,
and comparing the calculated outputs with the target outputs.
The network weights are modified in each epoch to minimize
the error. The training stops when the error is below a certain
threshold value.
A well-trained RNN can produce correct outputs even when
the inputs are different from its training data. It is this generalization capability of RNNs that makes them suitable for impedance
characteristics extraction. The trained RNN can be seen as an
accurate small-signal model of the system, and tests can be performed on the RNN instead of on the real system to obtain the
impedance information.
D. Identification Process for dc Systems

Fig. 4.

Spectrum of a random PWM signal.

necessary in the proposed method. For the shunt injection, chopper circuits proposed in [8] are used to handle the high voltage
and power of the tested system. Fig. 3 shows the circuit as being used for line-to-line current injection in a three-phase ac
system. The circuit contains a bidirectional switch that controls
the branch’s impedance, which, in turn, causes variations in the
branch current. A properly designed switching pattern can, thus,
introduce a perturbation current signal into the system. A fixedfrequency fixed-duty-cycle PWM switching scheme was used
in [8] to generate a perturbation signal of a specific frequency.
For the RNN to learn the dynamic behavior of the system, the
spectrum of the perturbation signal must cover a wide frequency
range. A random PWM signal with limited bandwidth is used in
this study, which can be generated by a PWM switching scheme
with a random duty cycle and random switching frequency. In
each PWM cycle, the switching frequency is randomly chosen
between two bounds, fm in and fm ax , which are determined
according to the frequency range of interest. Fig. 4 shows the
spectrum of such a switching signal, with fm in = 1 kHz and
fm ax = 5 kHz. It can be seen that the signal has a relatively
even magnitude at frequencies below 3 kHz. At frequencies

For a dc system, to determine the impedance value at a frequency fi , a sinusoidal signal of frequency fi is fed to the trained
RNN to produce the output. The input and output signals are then
processed with Fourier transform to determine their magnitudes
and phase angles. The impedance/admittance of the system at
fi can be calculated with (1).
Fig. 5 depicts the whole procedure with a flow chart. The
process starts with one single injection of random PWM current
(or voltage) signals into the system. The voltage and currents at
the interface of interest are measured and recorded. An analog
filter is needed before signal sampling to prevent aliasing from
happening. The recorded data may be further filtered with digital
filter algorithm before down-sampling, which produces less data
points and can help reduce the time needed for RNN training.
The sampled data are then normalized and fed into a randomly
initialized RNN for training.
When the training process is complete, the RNN can be used
to characterize the small-signal dynamic behavior of the system
at a specific steady-state operating point. Pure sinusoidal signals
at different frequencies are then used as inputs to the neural
network to calculate the output. Because the input and output
of the network represent the currents and voltages at the system
source/load interface, these signals can be used to calculate the
impedance/admittance at these frequencies.
E. Real-Time Impedance Measurement
By minimizing online test time, the method described before
is best suited for measuring impedances of devices at some operating points of interest. A further step is to incorporate the
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phase inverter, and a 5-hp induction motor. Input and output
filters are used to reduce the PWM switching noises.
The dc-link interface of a rectifier–inverter induction motor
system is used for the dc signal injection. The location of the
injection device is shown in Fig. 6, where the current source on
the dc link represents the chopper circuit, as shown in Fig. 3.
To measure the impedance of the subsystem to the right of the
injection device, both vdc and iload are measured and saved.
The frequency range of interest is from 10 Hz to 1 kHz, and
the frequency bounds of the random PWM signal is set to be
400 Hz and 1 kHz. The measured signals are filtered to avoid
aliasing, and sampled at a frequency of 10 kHz. The data are
then normalized to be within the range from −1 to 1. An Elman
RNN is trained with the voltage data as input and current data as
output. The extracted impedance characteristics of the system
on the right side of the injection device are shown in Fig. 7. The
actual impedance curves are obtained based on the linearized
state-space matrix in a simulation model of the system. As can
be seen, a very close match between the measured and actual
values is achieved.
B. Evaluation of Impedance Accuracy

Fig. 5. Flow chart of the proposed impedance measurement procedure for dc
systems.

injection-training-identification process into system operation.
In this case, perturbation signals are periodically injected into
the system, the measured signals are used for online training
of RNN models, and the models are used to impedance identification while the system is running. A major benefit of such
a scheme is that latest system signals are used to update the
RNN model, which will then produce impedance information
that reflects the current operating point. Combined with various
impedance-based stability criteria, this method can be used for
real-time stability analysis and prediction.
IV. SIMULATION RESULTS
The proposed impedance measurement technique was verified with simulation at the interface, as shown in Fig. 8.
A. Test Results
A 3.7-kW variable-speed motor drive system is used for the
dc test, and its diagram is shown in Fig. 6. From left to right,
the example system consists of a three-phase ac voltage source,
input harmonic filter, an active rectifier, a 300-V dc link, a three-

The accuracy of the proposed impedance identification
method depends on several factors. First, signal measurement
errors have a large impact on the RNN training data because
the small perturbation signals are usually added to very large
steady-state currents and voltages. Second, the RNNs and their
training process also contribute to impedance inaccuracies. For a
limited number of training iterations, the number of hidden neurons is directly related to the modeling capabilities of a network.
Generally, more neurons are needed for the RNN to accurately
model systems with complex dynamics. Finally, since RNNs
contain internal states, their initial values also affect the accuracy of the model. Their effects can be reduced by discarding
the first portion of the input and output data in the identification
process.
V. EXPERIMENTAL RESULTS
To further verify the effectiveness of the proposed impedance
identification method, a laboratory prototype system similar to
the one shown in Fig. 6 was built. The parameters of the passive
components in the system are listed in Table I. Switching at
20 kHz, the active rectifier kept the dc bus voltage at a level of
300 V. The chopper injection circuit was connected at the dc bus,
where the resistance was switched between 250 and 125 Ω. A
resistive load is used in the place of the induction motor. In order
to evaluate the accuracy of this method, the temperature effect
was taken into account. The passive components were measured
right after the inject test, before the system cooled down. Also,
in the proposed method, the test period is rather short, and the
system temperature rise is not significant. Therefore, there are
only slight variations in the system components values. Also, the
internal resistors of all the capacitors and inductors are measured
and modeled for accurate reference.
Fig. 8 shows pictures of the system setup and the resistive
chopper circuit.
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Fig. 6.

Fig. 7.
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Test system for dc impedance measurement.

Jacobian model and RNN extracted impedances of the dc subsystem.

TABLE I
COMPONENT PARAMETERS OF THE EXPERIMENTAL SYSTEM

A practical concern arises when the proposed method is applied in a real-world system. Although the RNN model can
be trained with recorded voltages and currents when random
PWM signals are injected, it is difficult to choose one sampling
rate of the recording device if the frequency range of interest is wide. In principle, the sampling rate should be at least
twice as the maximum frequency of interest. On one hand, high
sampling rate is desired to capture system responses to highfrequency signals. On the other hand, large number of training
data points will significantly slow down the RNN training process if the sampling rate is high. It should be noted that different
frequency bands have different requirements for sampling rate.

For low-frequency bands, as long as aliasing can be avoided, low
sampling rate is actually preferable because it is then possible
to capture data over a longer period of time.
To address this issue, one solution is to divide the frequency
range of interest into several bands. For example, if the desired
frequency range is from 0.1 Hz to 1 kHz, four frequency bands
can be considered: 0.1–1 Hz, 1–10 Hz, 10–100 Hz, and 100 Hz–
1 kHz. In this case, one injection is needed for each decade, and
the random PWM signal is designed to have the maximum energy at the center of the band. Four RNNs, each corresponding
to a frequency band, are then used to process the four sets of
recorded data. The identified impedance information can then
be combined to be used for stability analysis. Although this approach is more complicated than the single-injection method, it
can significantly reduce the training time of the RNNs. Compared with conventional methods, the number of injections it
requires is still much lower.
Fig. 9 illustrates the training process of the RNN network
for frequency band from 1 to 10 Hz. It can be seen that the
MSE decreases rapidly during the initial several epochs. The
reduction in MSE gradually slows down as the number of epochs
increases. After about 20 iterations, the MSE settles down at a
value slightly lower than 0.01. It is important to note that this
value is much larger than those in simulation tests, which can
be as low as 10−6 . The main reason for the discrepancy is that
the experimental data contain much more noises, which have a
negative impact on the RNN training process.
When the training is finished, the outputs of the RNN are
compared with the measured data. The comparison is depicted
in Fig. 10, where the solid trace shows the current signal data
recorded from the system, and the dashed trace represents the
RNN outputs. It can be clearly seen that there is a very good
agreement between the two, which indicates that the trained
RNN is an accurate model of the system under test. It is worth
mentioning that the measured data are normalized before the
training.
Fig. 11 shows the comparison between the actual dc load
impedance and the values identified based on the trained RNNs,
where the top traces represent the magnitudes and the bottom traces represent the phase angles. The effectiveness of the
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Fig. 8.

Laboratory setup photos. (a) Rectifier/inverter. (b) Chopper device.

Fig. 9.

MSE of RNN during the training process.

Fig. 11.

Comparison between the actual and identified admittances.

discrepancy. First, the high-frequency switching in the converter
circuits generates a large amount of noise. Although the signals
were processed with antialiasing filters, inaccuracies could still
exist for higher frequency band. Second, the trained RNN gave
very accurate output where the signals change slowly, but was
not good at predicting output at sharp corners, as indicated in
Fig. 10. This means that the accuracy of the model is not the
same for all frequency ranges. Finally, at higher frequencies, the
nominal values of the components used to calculate the expected
impedances may vary due to frequency-dependent properties
such as skin effects.
Fig. 10. Comparison between the measured (solid line) and output (dashed
line) normalized current.

proposed method is confirmed by the apparent agreement between the two traces.
It should be noted that at higher frequencies (near 1 kHz),
the identified magnitude and phase values begin to diverge from
the expected values. Several factors could contribute to this

VI. CONCLUSION
By modeling the small-signal dynamics of a power electronic system with RNNs, the proposed impedance identification method significantly reduces online test time to extract the
frequency-dependent impedance characteristics, which provide
vital information for stability analysis. Random PWM signals
and resistive chopper circuits are used to inject perturbation
signals into the system under test, which produces voltage and
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current signals for RNN training. Compared with traditional
single-frequency injection based techniques, the main advantages of the proposed method include the following.
1) A much smaller number of online injections are needed to
produce the measurement data, which means less online
time and disruption to the system.
2) During the injection and data acquisition, the system operating point is less likely to change, and therefore, the
extracted impedance information is more consistent.
3) Once the RNN model is trained, it can be used to obtain
impedance information at any frequency within the range
of interest.
Both simulation and laboratory tests have been used to verify
the effectiveness of the proposed method.
REFERENCES
[1] A. Emadi, A. Khaligh, C. H. Rivetta, and G. A. Williamson, “Constant
power loads and negative impedance instability in automotive systems:
Definition, modeling, stability, and control of power electronic converters
and motor drives,” IEEE Trans. Veh. Technol., vol. 55, no. 4, pp. 1112–
1125, Jul. 2006.
[2] R. D. Middlebrook, “Input filter considerations in design and application
of switching regulators,” in Proc. IEEE IASAM, Chicago, IL, Oct. 1976,
pp. 11–14.
[3] C. M. Wildrick, F. C. Lee, B. H. Cho, and B. Choi, “A method of defining the load impedance specification for a stable distributed power system,” IEEE Trans. Power Electron., vol. 10, no. 3, pp. 280–285, May
1995.
[4] S. D. Sudhoff, S. F. Glover, P. T. Lamm et al., “Admittance space stability
analysis of power electronic systems,” IEEE Trans. Aerosp. Electron.
Syst., vol. 36, no. 3, pp. 965–973, Jul. 2000.
[5] X. Feng, J. Liu, and F. C. Lee, “Impedance specifications for stable DC
distributed power systems,” IEEE Trans. Power Electron., vol. 17, no. 2,
pp. 157–162, Mar. 2002.
[6] X. Wang, R. Yao, and F. Rao, “Three-step impedance criterion for smallsignal stability analysis in two-stage DC distributed power systems,” IEEE
Power Electron. Lett., vol. 1, no. 3, pp. 83–87, Sep. 2003.
[7] M. Belkhayat, “Stability criteria for AC power systems with regulated
loads,” Ph.D. Dissert., Purdue Univ., Dec. 1997.
[8] Y. L. Familiant, K. A. Corzine, J. Huang, and M. Belkhayat, “AC
impedance measurement techniques,” in Proc. IEEE Int. Conf. Electr.
Mach. Drives, May 2005, pp. 1850–1857.
[9] J. Huang, K. A. Corzine, and M. Belkhayat, “Small-signal impedance
measurement of power-electronics-based AC power systems using lineto-line current injection,” IEEE Trans. Power Electron., vol. 24, no. 2,
pp. 445–455, Feb. 2009.
[10] M. Belkhayat and M. L. Williams, “Impedance extraction techniques
for DC and AC systems,” presented at the Naval Symp. Electr. Mach.,
Philadelphia, PA, Dec. 2000.
[11] J. Huang and K. A. Corzine, “AC impedance measurement by line-toline injected current,” in Proc. IEEE IAS Annu. Conf., Oct. 2006, vol. 1,
pp. 300–306.
[12] T. G. Barbounis, J. B. Theocharis, M. C. Alexiadis, and P. S. Dokopoulos,
“Long-term wind speed and power forecasting using local recurrent neural
network models,” IEEE Trans. Energy Convers., vol. 21, no. 1, pp. 273–
284, Mar. 2006.
[13] C. J. Chen and T. C. Chen, “Design of a power system stabilizer using a
new recurrent neural network,” in Proc. Innovative Comput., Inf. Control
(ICICIC 2006), Aug., vol. 1, pp. 39–43.
[14] A. Goedtel, I. N. daSilva, and P. J. Amaral Serni, “Recurrent neural network for induction motor speed estimation in industry applications,” in
Proc. IEEE MELECON, Aug. 2006, pp. 1134–1137.
[15] P. Palangpour, G. K. Venayagamoorthy, and K. Duffy, “Recurrent neural
network based predictions of elephant migration in a South African game
reserve,” in Proc. Int. Joint Conf. Neural Netw., Jul. 2006, pp. 4084–
4088.
[16] J. Salerno, “Using the particle swarm optimization technique to train a
recurrent neural model,” in Proc. 9th IEEE Int. Conf. Tools Artif., Nov.
1997, pp. 45–49.

389

[17] V. G. Gudise and G. K. Venayagamoorthy, “Comparison of particle swarm
optimization and backpropagation as training algorithms for neural networks,” in Proc. IEEE Swarm Intell. Symp., Apr. 2003, pp. 110–117.
[18] Y. del Valle, G. K. Venayagamoorthy, S. Mohagheghi, J. C. Hernandez,
and R. G. Harley, “Particle Swarm optimization: Basic concepts, variants
and applications in power systems,” IEEE Trans. Evol. Comput., vol. 12,
no. 2, pp. 171–195, Apr. 2008.
[19] P. Xiao, G. K. Venayagamoorthy, and K. A. Corzine, “Combined training of recurrent neural networks with particle Swarm optimization and
back propagation algorithms for impedance identification,” in Proc. IEEE
Swarm Intell. Symp., Apr. 2007, pp. 9–15.

Peng Xiao (S’04) received the B.S.E.E. degree from
Chongqing University, Chongqing, China, in 1997,
the M.S.E.E. degree from the North China Electric Power University, Beijing, China, in 2000, the
M.S.E.E. degree from the University of WisconsinMilwaukee, Milwaukee, in 2004, and the Ph.D. degree in electrical engineering from the University of
Missouri, Rolla, in 2007.
He is currently a Principal Engineer at Thermadyne Industries, West Lebanon, NH. His current
research interests include power electronics, motor
drives, and their applications in plasma cutting and welding power supplies.

Ganesh Kumar Venayagamoorthy (S’91–M’97–
SM’02) received the B.Eng. degree (with first class
honors) in electrical and electronics engineering
from Abubakar Tafawa Balewa University, Bauchi,
Nigeria, in 1994, and the M.Sc.Eng. and Ph.D. degrees in electrical engineering from the University
of Natal, Durban, South Africa, in 1999 and 2002,
respectively.
He was a Senior Lecturer in Durban University of Technology, Durban. In May 2002, he joined
the Missouri University of Science and Technology
(Missouri S&T), Rolla, where he is currently an Associate Professor of electrical
and computer engineering, and the Founder and the Director of the Real-Time
Power and Intelligent Systems Laboratory. During the summer of 2007, he was
a visiting Researcher at the ABB, Corporate Research Center, Sweden. His
current research interests include the development and applications of computational intelligence for real-world applications including smart grid, power
systems stability and control, power electronics, alternative sources of energy,
sensor networks, signal processing, and evolvable hardware. He has authored or
coauthored two edited books, five book chapters, 70 refereed journals papers,
and over 250 refereed international conference proceeding papers.
Dr. Venayagamoorthy was an Associate Editor of the IEEE TRANSACTIONS
ON NEURAL NETWORKS from 2004 to 2007 and the IEEE TRANSACTIONS ON
INSTRUMENTATION AND MEASUREMENT in 2007. He is a Senior Member of the
International Neural Network Society (INNS). He is a Fellow of the Institution of Engineering and Technology, U.K., and the South Institute of Electrical
Engineers. He is a member of the Board of Governor of the INNS. He was a recipient of the 2007 Office of Naval Research (ONR) Young Investigator Program
Award, the 2004 National Science Foundation (NSF) CAREER Award, 2008
IEEE St. Louis Section Outstanding Educator Award, the 2006 IEEE Power
Engineering Society Walter Fee Outstanding Young Engineer Award, the 2006
IEEE St. Louis Section Outstanding Section Member Award, the 2005 IEEE
Industry Applications Society (IAS) Outstanding Young Member Award, the
2005 South African Institute Of Electrical Engineers (SAIEE) Young Achievers
Award, the 2004 IEEE St. Louis Section Outstanding Young Engineer Award,
the 2003 INNS Young Investigator Award, the 2001 IEEE Computational Intelligence Society (CIS) Walter Karplus Summer Research Award, seven prize
papers from the IEEE IAS and IEEE CIS, the 2007 Missouri S&T Teaching
Commendation Award, the 2006 Missouri S&T School of Engineering Teaching Excellence Award, and the 2005, 2007, and 2008 Missouri S&T Faculty
Excellence Award.

390

Keith A. Corzine (S’92–M’93–SM’06) received the
B.S.E.E., M.S.E.E., and Ph.D. degrees from the University of Missouri, Rolla, in 1992, 1994, and 1997,
respectively.
From 1997 to 2004, he was with the University
of Wisconsin, Milwaukee. He is currently a Professor at Missouri University of Science and Technology, Rolla, where he is also a Faculty Member of
the Real-Time Power and Intelligent Systems Laboratory. His current research interests include power
electronics, motor drives, naval ship propulsion systems, and electric machinery. He has authored or coauthored more than 30
refereed journal papers, over 50 refereed international conference papers, and
holds two U.S. patents related to multilevel power conversion.
Prof. Corzine is currently the IEEE St. Louis Section Vice Chair and the
St. Louis Section Industry Applications Society (IAS) Chapter Vice Chair. He
received the Faculty Excellence Award from the University of Missouri-Rolla in
2006 and the Excellence in Research Award from the University of WisconsinMilwaukee in 2001.

IEEE TRANSACTIONS ON POWER ELECTRONICS, VOL. 25, NO. 2, FEBRUARY 2010

Jing Huang (S’04) received the B.S.E.E. degree
from Nan Chang University, Nan Chang, China, in
1997, the M.S.E.E. degree from the North China Electrical Power University, Beijing, China, in 2000, and
the M.S.E.E. degree from the University of Missouri,
Rolla, in 2005, and the the Ph.D. degree from
Missouri University of Science and Technology,
Rolla, in 2009.
From 2000 to 2003, she was with Beijing Sifang
Automation Corporation, Ltd. She is currently a
Power Electronics Engineer with Satcon Technology Corporation, Boston, MA. Her current research interests include solar
power, power electronics, multilevel converters, electrical machinery, and motor
controls.

