ABSTRACT The complexities and tangles of Arabic dialect in orthography and morphology typically make the sentimental analysis quite challenging. Moreover, most of the classification approaches have addressed this problem based on hand-crafted features. Since the Arabic language has multi-dialects and the language has no word-based order, the extraction process and the classification tasks are more difficult and time consuming. Deep neural network approaches applied to the Arabic language colloquial are very limited. These deep learning approaches typically comprise a structure that is very complex for small quantities of data. The structures are based on wide convolutional networks that are not capable of capturing the entire semantic and sentiment features for Arabic dialects. In this paper, a narrow structure of the convolutional neural network (CNN) has been proposed in order to obtain the tweets representations and classify the Arabic tweets into five, three and two polarities. Sensitivity analysis has been conducted to evaluate the impact of various combination structural properties, such as the number of convolutional filters, pooling size, and filter size on the classification performances. The proposed Arabic narrow convolutional neural network (NCNN) has captured the entire semantic and sentiment information contained in the tweet by maximizing the features of the detector's range. The NCNN performances were estimated to be at its optimum when structured by three convolutional layers, each one followed by the max pooling layer. The model has been developed without using lexicon resources and lexical features or augmented the dataset with extra training data. The narrow model is the first baseline model for Arabic dialects sentiment classifications for a sentence level as it is the first narrow CNN model addressing the Arabic Dialect tweets. NCNN model achieved the lowest macro average mean absolute error (MAE M ) for five polarity and higher Macro average recall (P) for three and two polarities on the SemEval-2017 Arabic dialect Twitter datasets when compared to the other state-of-the-art approaches.
I. INTRODUCTION
Recently, Arabic language has witnessed an explosive increase in Arabic social media content and is considered as one of the most used languages on Twitter with more than 10.8 million tweets per day [1] . Yet, the works that have been tackled Arabic Sentiment Analysis (ASA) are significantly limited [2] - [4] . Dealing with Arabic tweets has been notably challenging due to the orthography, morThe associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat.
phology, and complex nature of the language. Furthermore, every state has its own dialect of Arabic. This means that there have been many dialects that are available online and written in formal and informal context in which the same word and expression holds different meaning. This adds more difficulty for analyzing the sentiment of the statement. For example, in Jordanian the dialect is used as a compliment that indicates a positive sentiment, which literally means ''May Allah, grant your health''. However, the same word has a very negative meaning of ''burn in fire'' in Tunisian and Moroccan dialects. Moreover, the root of Arabic word and character could have multiple forms such as and for characters such as: Alif . Besides this, Arabic language has many words that have the same spelling with different meanings depending on its diacritics such as which means know and which means teaching. Similarly, the word means to talk or modern [1] , [3] . The tweeters typically tend to use neologisms, abbreviations, sarcasm and emojis very frequently as mediums of expressions.
The previous challenges and problems that were observed are still some of them are unresolved for the Arabic Tweets classification task. Most approaches that utilized Arabic twitter sentiment classifications are based on the sentiments that are handcrafted, tweet specific features and the lexicons score. These features have been used as input for Machine Learning (ML) algorithms such as Random Forest (RF), Multinomial Naive Bayes (MNB), Support Vector Machines (SVM), Logistic Regression (LR), Naive Bayes (NB). However, these methods usually require expert knowledge and a lot of effort with extreme caution in the extraction of features especially when dealing with multi-dialects languages such as Arabic [5] - [7] .
In the recent years, deep learning approaches for the sentiment analysis have provided more adaptability and robustness by automatically extracting the features. Deep neural network approaches have been shown to produce the stateof-the-art discovery [8] - [10] and has demonstrated the ability for capturing semantic and sentiment features to help build richer representations. Particularly the most successful networks for the sentiment analysis and information retrieval were the Convolutional Neural Network (CNN) [11] , [12] . CNNs using pre-trained word embedding as input have demonstrated to produce state of the art for SA on varying sentiment scales [12] - [14] .
The SemEval-2017 Twitter Arabic dataset typically addresses three tasks. Task (A) focuses on the classification of the tweet into three scales such as positive, neutral, and negative. Task (B) focuses on the classification of the tweet into two polarities i.e. positive and negative. Task (C) focuses on the classification of the tweet into five scales such as highly positive, positive, neutral, negative, and highly negative [15] . Two approaches were employed that tackled these tasks using deep neural networks [16] , [17] . Conversely, six approaches [17] - [22] used traditional machine learning algorithm methods to classify the tweets (details will be provided in Section 2 ). The existing work on the deep learning method that used a wide CNN structure could not capture the semantic and sentiment feature for the Arabic dialects. On the other hand, traditional machine learning algorithms that rely on the automatically and manually constructed lexicon required more careful attention. This has become a pressing problem, especially in cases when the amount of training data is relatively small, for e.g., if thousands of samples are procured.
In this paper, we proposed the first narrow stacked CNN model called NCNN to classify Arabic tweets into 2, 3, and 5 scales. NCNN consisted model consisted of multiple convolutional and pooling layers trained on top of word embedding [23] . We studied the impact of pooling size, filter size and number of filters on the performance. The proposed model outperforms the benchmark approaches prevalent for Arabic sentiment analysis tasks for a five scale [17] and two and three [18] scale. The Arabic Twitter dataset contained a multi-dialect that required exploitation of another structures of the CNN to preserve most significant information from the tweet. The main contributions of this paper were as follows:
1) A multi-layers CNN model was developed to extract and detect a comprehensive representation in Arabic dialect tweets. This was the first model that adopted stacked CNN layers and has been considered as the starting point for various deep neural networks for Arabic dialect twitter sentiment analysis classification. The most existing methods based on hand crafted features are considered as time consuming and laborious. On other hand, deep neural network for Arabic sentiment analysis have been shown to lack deep learning approaches, especially for the Arabic dialect. In this paper, multi, narrow and stacked layers have been used interchangeably to discuss about the proposed model. 2) Sensitivity analysis has been conducted to include the investigations of the effect of the number, the size of the filters and pooling size on the performances of the proposed model. 3) Experiment results have shown that the proposed NCNN model can achieve lower Macro average mean absolute error (MAE M ) and higher Macro average recall (P) compared with benchmark approaches. Section II of the current paper presents a review of the related work. Section III proposes the NCNN model and described it elaborately. Dataset and evaluation metrics are presented in section IV.The results and interpretations of the current study are presented in section V. The conclusion of the research is provided in section VI.
II. RELATED WORK
The approaches that have been done on the Arabic sentiment observed in twitter have been categorized based on the classification method viz. into supervised or unsupervised approaches. The most used supervised approaches were the support vector machine (SVM) and Naive Bayes (NB), [5] which have exploited unigram and bigram features and have been tested on about 1000 tweets in the Egyptian dialects of the language. Also, the SVM has been used to classify the 3015 Arabic tweets collected from the TAGREED corpus [7] . Meanwhile, [4] five classifiers such as SVM, NB, Bayes Net, J48, and decision tree which were collected from 2861 tweets have been used systematically [24] . The collected tweets were classified using the NB and D-Tree using Rapid Miner, where these approaches studied the impact of the emoticon and revealed that the emoticons typically improve the performances. Most of the previous approaches for the ASA were limited to only attempts that create datasets. ASA was one of the SemEval-2017 tasks which had used the Twitter Arabic dataset [15] as a task in challenge, compared to other competitors in the SemEval for that year. Very few researchers have tackled this task previously. The state of the art performances for Task B and Task A were achieved in [18] by augmenting training data with thirteen thousand tweets to balance the training data. They used NB for Task A and voting system (Logistic Regression, Multilayer Perceptron, and Convolutional Neural Network) for Task B. Extraction of several features including unigram and bigram, word embedding, lexicons scores, and lexical feature (number of positive and negative word and emoticon, a flag to indicate whether the tweet end or start with hashtag, question mark, positive word, and negative word) were conducted. Furthermore, [19] have used the Support Vector Machine with different combination of features in order to enrich the sentiment, several extracted features including n-gram, Bag of Negated Words, lexicons, word embedding, and syntactic features (POS, Bi-tagged (POS+ bi-grams). Also, [21] were examined different systems and used Logistic Regression for Task A by employing several features including tweet specific features, N-gram, character gram, and lexicons. Additionally, a list of sentiment seed word was created to capture the sentiment relationships between the seed and word embedding by cosine similarity scores. Most of the approaches here focused on the feature analysis in order to select the best features.
Other works examined the effectiveness of supervised and unsupervised and a combination of both. For example, [22] the proposed two models were for tasks A, B. The first supervised model using Naive Bayes with unigram, trigram, and bigram. The second unsupervised model used lexicon to determine the sentiment of the tweet or word, where the sentiment weights were assigned using different weighting algorithms (e.g. sum and double polarity). They found that the supervised method achieved better performances [17] . The current research proposed four models using unsupervised topic, supervised topic, direct sentiment, and supervised domain models. However, these combinations of low and high variance features decreased the overall performances. In addition, using lexicon with Arabic dialects requires high concentration because a word may have several scores (sentiment intensity). Additionally, the processes of selecting the best features take a lot of time and is quite tedious to define, which in turn may lead to incomplete feature or over specificity of the tasks. Two methods have been tackled for ordinal scale tasks C as compared to tasks A and B. Deep neural network have been used in [16] as three convolutional recurrent neural network trained on top of word embedding, each convolutional layer followed by RNN, three input passed to these three network in-domain embeddings, outdomain embeddings, and sequences of the lexicons polarities of the words. Also, a wide convolutional neural network structure was used in [25] , which consist from convolutional layer with different filter size 1, 3, and 4. Each filter is applied on sentence matrix and then the output of each filter is merged. In [17] examined the Recursive Auto Encoders trained on concatenated two word embedding, in addition to the other methods. However, from the approaches mentioned above, there has been an observable lack in the use of CNN approaches being applied to the ASA. Moreover, the structure of the CNN has not been enough to capture the structure of the problem and complexity of Arabic dialect. Also, the dialect language problem which required appropriate model designing to preserve the sentiments and semantic expressions in a sentence had to be dealt with, in order for CNN to learn high level sentence abstractions.
The performances of existing ASA approaches could be enhanced as the performances were still relatively low. Furthermore, the investigation focused on the variant structures of CNN and hyperparameters that were capable of extracting more salient features and in order to improve the overall performances. Table1, summarizes the approaches applied on ASA tasks, where it showed that the NileTMRG [18] for task (A and B) and OMAM [17] model have been identified as the best existing work and are therefore selected as the benchmark for the proposed NCNN.
III. NARROW CONVOLUTION NEURAL NETWORK FOR ARABIC TWEETS
The proposed model incorporated a narrow CNN structure as shown in Figure 1 . Most of the existing ASA models were mainly inspired by the wide convolutional FIGURE 1. Narrow convolutional neural network structure for Arabic dialect tweets.
architecture [8] , [10] , [14] , [26] for performing ASA. In [14] A multi-channel structure was proposed where each channel had a convolutional layer with its filters. Then, the output of each channel was then strategically merged. The NCNN model was composed of three convolutional layers followed by a non-linearity activation function. Max-pooling and SoftMax classifier for Task A and C and Sigmoid classifiers for Task B were applied. In our model the input of one layer was fed to the next layer sequentially to capture higher level abstractions and discriminative word sequences. The model was also able to capture and represent the semantic information. The sensitivity-based performance analysis was conducted, and the results are presented in Section V. The model has potential to achieve competitive and better results using all the specified hyperparameter. The model has potential to achieve competitive and better results by using all the specified hyper parameters. The components of the proposed method, namely word embedding, sentence representation, convolutional layers and activation, pooling and Softmax classifier are elaborated in the respective sections.
A. WORD EMBEDDING
Word representations such as one-hot vectors achieved a good performance in document classifications [27] . One-hot encoding faced the problem of curse of dimensionality when used to classify short sentences because of the sparsity of the problem. Recent researches have demonstrated that continuous word representations (e.g., word embeddings) had more powerful for deep learning methods for text classification because these embeddings typically encode the semantic and syntactic features of the word. Word2Vec [12] , GloVe [13] , and FastText [23] are the three most widely used pre-trained word embedding tools. Based on a certain study [28] that examines the different word representations (Word Embedding) on dialectal Arabic tweets, they found CBOW model performs better than other models (skip gram and glove). We used pretrained word embedding FastText, where the word vectors were trained using CBOW model (improved by position weights and subword information), which captures positional information and produces high quality word vectors.
B. SENTENCE REPRESENTATION
The input to NCNN were tweets, where its content is each treated as a sequence of words, s : [w 1 , w 2 , w 3 , . . . , w i ], where each w i be a word drawn from a vocabulary V. The words were represented as low dimensional distributional vector w ∈ R 1×d by look-up operation in embedding matrix W ∈ R v×d . This embedding matrix was formed by concatenating embedding of all word in V. Consequently, given a tweet S, a sentence matrix S ∈ R s×d , where each row i represents word embedding dimension w i at the corresponding position i in the sentence. Next, CNN applies a series of transformation using convolutional, pooling and non-linearity operation to capture and compose the features of the sentence matrix.
C. CONVOLUTIONAL LAYERS
The aim of convolutional layer was to learn the local correlation between the words and extract distinctive word sequence within the input sentence. Formally, the convolutional feature a map operation and, element-wise multiplication, between a sentence matrix input S ∈ R s×d and a kernel F ∈ R d×h of width h which resulted in a vector C ∈ s×h−1 , where each component is computed as given by equation (1):
where ⊗ is the element-wise product and S [:s−h+1:i] is a kernel slice of size h along the rows, it convolve over the row dimensions of S generating a vector C ∈ R 1×(s−h+1) in output. Every c i (feature map) is the result of element-wise product computed between a kernel matrix and its corresponding filed in S, which is then sum to a single value. The kernel window h dimensionality is the same input sentence matrix dimensionality d. The bias vector b ∈ R n value b i is added to each features map c i to learn appropriate threshold. The existing CNN models applied a different filter that convolves in parallel and concatenates the output from convolutional, further passes to the pooling layer or concatenate the output of pooling layers and in turn passes to the output layers. In the current model, the output of each layer was fed to the next layer in order to enrich and form a higher-level representation of the tweet and to capture the discriminative patterns.
D. ACTIVATION
Each convolutional output is typically passed through the activation functions which is non-linear applied element-wise to enable the learning of non-linear decision boundaries. The most activation functions applied are : hyperbolic tangent (tanh), sigmoid, and a rectified linear (ReLU) simply defined as max (0,X) to ensure that convolutional feature maps always remains positive [29] . In this paper, we used a rectified linear in our model which speeds up the training [30] .
E. POOLING LAYER
The output of the convolutional layer, was then passed to the pool layer. The goal of pooling layer was to capture the most relevant feature and reduce the dimensionality. The output of pooling operation is given by equations (2):
where b is a bias added to each element of c i (feature map) The most used and popular pooling operation are average and max. Max pooling had been generalized to k-max pooling [8] , where instead of a single max value, multiple values were extracted with their order. NCNN uses max pooling, because it returned the maximum value as the most relevant features. It works on each rows of matrix C returning the largest values: pooling(c i ): R s+h−1 → R.
F. SOFTMAX
The output of the pooling and penultimate layer X was passed to a Softmax layer for (Task A and C ) or sigmoid layer for Task B to compute the probability distribution over the labels according to equation (3) where b k and w k are the weight vector and bias of the K-th class: 
IV. DATASET AND EVALUATION METRICS
A. DATASET
The model was trained on benchmark dataset provided by SemEval challenge released for year 2017 [15] . The dataset was annotated according to three scales (Positive, Neutral, Negative called Task A), Task B for two polarities (Positive, Negative), and Task C for five polarities (Highly Positive, Positive, Neutral, Negative, Highly Negative). Table 2 summarizes the class distribution for each task. The provided Twitter Arabic dataset was highly imbalanced and have multi dialect including Gulf, Egyptian, Levantine, and Moroccan. These dialects have different orthography form for the same word such as prefix and suffixes of word. Moreover, the same word holds different meanings and different forms between these dialects. Some of these dialects influenced by other languages (e.g.; Moroccan, Tunisia: They utilize a French word in Arabic orthography form.!). On other hand, Levantine dialect it is very close to Modern standard Arabic (MSA), while, Gulf dialect it is mixed between old Arabic and MSA. This adds more complexity to the classification task. This adds more complexity to the classification task. Additionally, the training data is very small and highly imbalanced.
B. DATA PREPROCESSING
The following preprocessing steps were applied on the tweets: 1) Punctuation, diacritics, non-letter, and URL were removed. 2) Elongated words and Tatweel were normalized.
3) Emoticon were replaced with its meaning. For example, (<annoyed>, <sad>, <love>, . . . .).
4) Letters were normalized:
. We tried other preprocessing techniques such as stemming and stop-word removal and we noticed that the performance decreased. In the case of steaming, the root of Arabic words has multiple forms and hold different meaning. So, when we stem the words we eliminate the clitics and affixes of the words. Moreover, Arabic dialects do not have standardized orthography Besides, removing the stop word might reverse the meaning.
C. EVALUATION METRICS
The official evaluation metric used for these tasks were provided by [15] Macro average recall (P) for task A and B, which was averaged across the POSITIVE (Pos), NEGATIVE (Neg), and NEUTRAL (Neu) classes. The (P) defined by the given equation (4):
where R Pos , R Neg , and R Neu refers to the recall of the POSITIVE, the NEGATIVE, and the NEUTRAL class, respectively. The Macro Average Mean Absolute Error (MAE M ) used for task C [15] , which takes the order of the five classes into account. In which each tweet must be classified into exactly one of the classes represented in dataset by numbers i in C = + 2, +1, 0, −1, −2 with a total order defined on C. The MAE M is defined [31] :
where Te j is a set of test document whose true class is c j , y j denotes the true label of item x i , h(x i ) is its predicted label, and |(h(x i − y i )| denotes the ''distance'' between classes h(x i ) and y j .
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
The performances of the proposed model on the datasets described in section IV were periodically evaluated and compared with the state-of-the-art approaches. [18] . However, NB suffered from sparsity of n-gram of short sentence where the voting system was applied on Task B [18] and combination of supervised and unsupervised on Task C [17] .However, the combination of low and high variance decreased the performance and strangled the model to generalize and perform well. It was surprising to find that the CRNN [16] achieved the worst performance, as it used three convolution layers each followed by Bi-LSTM. The combination of the Bi-LSTM and convolutional enabled the model to extract comprehensive information, such as the local context, future and historical aspects of any position in a particular sentence. However, the model was so complex and complicated in spite of the small data set that the problem of over-fitting may have affected the performances and lost the sentiments and semantic representations.The effectiveness of the proposed narrow CNN in (NCNN) with on top of word embedding were able to detect the semantic and sentiment aspect of the word as compared to the benchmark approaches even without using hand crafted features (lexical, lexicon, tweet specific) and augmented training data.
A. PARAMETER SETTINGS AND SENSITIVITY ANALYSIS
The author of some studies such as in [14] provided a guide for the architecture and hyperparameter of the CNN for sentence classifications which represented that pre-trained VOLUME 7, 2019 word embedding vectors improved the performance. In current model FastText [23] was employed as pretrained word embedding which were trained using CBOW model with position-weights, in dimension 300. For all tasks the dimensions of each word vector are 300 and we initialized randomly the words that were not found in the word embedding and we kept the word embedding value static.
It was claimed in [14] other studies that the filter size and the number of filters may have large effects on the performance. However, their analysis was based on experiments done on sentence levels for the English language. In contrast, the current study dealt with Arabic language dialect which has been considered more challenging and complex compared to English language. Therefore, it was necessary to do a sensitivity analysis for evaluating the number and size of filter and pooling size for ASA.
A grid search had been performed before sensitivity analysis for batch size, learning rate, and optimizer with basic configuration. Since the current model was a stacked layer of three convolutional, each one was followed by max pooling and the basic configuration were set as (100, (1,2,3 ), 1) for (the number filters for each convolutional, filter size, and pooling size) respectively. The training batch size for all Tasks were predefined and set as 50, The number of epochs was set to (180, 220, 237) for task B, A, and C respectively,whereas the learning rate of SGD was set at 0.01 for task A and B and the learning rate was set at 0.002 for task C. Dropout rate was set at 0.25, the cost functions were augmented with l2-norm regularization. Our model is developed based on keras [32] .
This sensitivity analysis was very critical for the model of the current study in order to become the benchmark for ASA. Most ASA has been based on the English language models. Word representation in [28] certain studies have been evaluated using different word embedding model trained using skip-gram or CBOW model with wide convolutional neural network. These studies revealed that the CBOW model had outperformed the Skip-gram model in Arabic sentiment analysis.
Sensitivity analysis on Task A and B were conducted and compared to the best parameter from Task A and B with Task C. Table 4 . Summarizes the sensitivity analysis of predefine parameters for Task B where the evaluation metric was Macro Average Recall (P). Also, the accuracy and F1 scores are included here . Fig 2. depicts the performance of the predefined hyper parameters for Task B, where Fig 2. (a) . Shows the impact of pooling size and number of filter with filter size = (1, 2, 3 ) . It was observed that the number of filter = 200 always give higher performance with setting (S 2 , S 5 ,S 8 ),while 100 and 200 filters give competitive performance. Pooling size (P 1 = 1, P 2 = 2, P 3 = 3) had slightly affected the performance. Similarly, Fig 2. (b) . 200 convolutional filters with filter size = (2, 3, 4) and pooling size (P 1 = 1, P 2 = 2) produce higher performance with setting (S 11 , S 14 , S 17 ), where pool size = 3 had slightly lower performance. Fig 2. (C) . Again, the number of filter = 200 with filter size = (1, 3, 4) and pooling size (P 1 = 1, P 2 = 2, P 2 = 3) with setting (S 20 , S 23 , S 17 ), achieved higher performance. The size of pool and filter had lower impact on the performance. The Performances are approximately similar for all the hyper parameter.
Lastly, the number of convolutional filters (100, 200, 300) had slightly affected the performance, while the 200 convolutional filters gave higher performance with pooling size = (1, 2) with all filter size. Where the highest performance was achieved by setting (S 5 , S 11 , S 20 ). It is concluded, that Arabic dialect sentiment analysis for Task B with the current model NCNN, the impact of number of filters (100, 200, 300) and pooling size have a low impact on learning performances of model with differences less than (2%) for P evaluation.
For Task A, Table 5 . Represents the sensitivity analysis for the Arabic twitter sentiment analysis classification into 3 polarities,where the evaluation metric was Macro Average Recall (P). Fig.3 depicts the performances of the hyper parameter for Task A among the compared parameters, where (a, b, c) represents the performance of hyper parameters with filter size = (1, 2, 3 ), (2, 3, 4), (1, 3, 4) respectively. Similar to Task B, In (a) the number of convolutional filters 200 with setting (S 2 , S 5 , S 8 ) had higher impact on the model performance, and always achieved promising performances.
Also, pooling size and number of filter = (100, 300) had less impact on the model performance expect setting S 9 (pool size = 3 and number of filter = 300). In (b) 300 convolutional filters with setting (S 15 , S 18 ) achieved competitive performance compared with 200 filters with setting (S 11 , S 14 , S 18 ) which always grants higher achievement. In (C) 100 and 300 filters with setting (S 22 ), (S 27 ) produce VOLUME 7, 2019 competitive performance compared with 200 filters with setting (S 26 ). In addition, the Pool size had less impact on the performance.
To conclude, the number of convolutional filters of 100 with different pooling size was almost similar performances expect with setting (S 22 ) being a little higher. Furthermore, 200 convolutional filters provided higher performances with max pooling (1, 2) with all filters size expect setting (S 26 ) was little bit higher. In addition, with setting (S 27 ) achieved competitive performance compared to another parameter setting. Task A and B outperformed the benchmark approaches in terms of ( P ) which showed the effectiveness of the NCNN.
Also, sensitivity analysis had been conducted for Task C. Table 6 presents the sensitivity analysis for the Arabic dialect twitter sentiment analysis classification into 5 polarities, where the evaluation metric was MAE M . Fig. 4 shows the performances of the hyper parameter for Task C among the parameters were compared,where (a, b, c) represents the performance of hyper parameters with filter size = (1, 2, 3),  (2, 3, 4), (1, 3, 4) respectively. In (a, b, c ) it was observed that large pooling size provides a higher performance (lower Macro Mean Absolute error MAE M ). provide slightly lower performance compared to 200 filters. Moreover, Filter size (1, 2, 3) and (1, 3, 4) achieved better performance than (2, 3, 4) .
It can be concluded that for Task A, B, and C, the number of convolutional features map of 200 was mostly the best performance for all tasks (with some exception with number of filter as 300 and 100). The pooling size has had less impact on Task A and B when compared to Task C. All the filter sizes on Task B achieved promising performances with little difference, while on Task C and A, filter sizes (1, 2, 3) and (1, 3, 4) performed considerably better. In general, the predefined parameters that were used in sensitivity analysis on Task A and B outperformed the benchmark approach in [18] . Task C with good improvements and other slight improvements were observed because the dataset was very highly imbalanced. However, we could not examine other dataset as this is the only official dataset for Arabic dialect sentiment analysis.
B. COMPARISON OF PERFORMANCE
The performance of the proposed NCNN was compared with the benchmark approaches as have been discussed in section II. The best parameter for each task based on the sensitivity analysis was selected as indicated in Table 7 as the best settings for Task A, B and C. Also, the NCNN performance were compared with CRNN model [16] in Table 8 . Additionally, we compared our model with Recurrent Neural network (RNN [33] , LSTM [34] , and BiLSTM [35] ) and wide convolutional Neural Network in Table 9 . We also evaluated our model in Table 10 on Arabic Sentiment Tweets Dataset (ASTD) it is about 10006 dialectal tweets annotated and collected by [36] . whereas, the evaluation metrics is F1-Score.
It was concluded from Table 7 , 8, 9, and 10 that the proposed NCNN structure has been very effective in capturing the most significant information in Arabic dialect tweets and consistently outperformed benchmark approaches that augmented the training data with thirteen thousand tweets. Furthermore, the narrow structure is very suitable for Arabic dialect sentiment analysis as observed with almost of all parameters achieving good performances with this structure.
In Narrow CNN, the model is structured as Stacked layer where the output of each layer is passed to the next layer. This means the feature detectors range is larger by stacking convolutional layer and by increasing the filter size (h). Also, the feature detectors are Proportional to span filter size (h). For example, h = (1, 2, 3) respectively for three convolutional layers in our model, so the first convolutional layer applies uni-gram features, then the output is passed to the next convolutional layer which applies Bi-gram and so on. This leads to give a large uniform importance to the words from each layer and enable the model to capture a specific information about words in the sentence. On the other hand, the existing approaches that used the wide CNN structure are based on one convolutional layer with different filters size that are applied in parallel on sentence matrix. The output of convolutional operation is merged and passed to pooling layer. So, the output vector will be a combination of N-gram features. Thus, the model will have less uniform importance to the words. So, the NCNN performance is much better.
VI. CONCLUSIONS
In this paper, the first narrow convolutional neural network model for Arabic dialect sentiment analysis has been successfully developed. The works on Arabic language were focused on traditional machine learning algorithm, feature selection and sentiment resource (i.e. standard annotated corpora, lexicons) that was considered arduous and took a lot of labor, specifically for the Arabic dialects that are still suffering due to the lack of sentiment resources. On the other hand, limited number of deep neural networks had been applied for Arabic dialect twitter sentiment analysis based on English language model and wide the convolutional neural network.
The proposed model utilized the narrow style. The current study employed three convolutional layers with max pooling to deal with Arabic language dialect based complexities. Narrow structure led to the maximization of the feature detectors range which enabled the model to capture and extract comprehensive and significant information pertaining to tweets and produced different tweet representations. The sensitivity analysis for our narrow models to examine the identification of the best hyper parameters including the number of convolutional kernels, pooling and filters size were conducted. The study claimed that the narrow structure performed well with most of hyper parameter and very suite for Arabic dialect, compared to the existing traditional machine learning algorithm that based on hand crafted features. This showed the powerful of the proposed model structure. The model could be considered as a base model since there are only few deep neural models that tackled Arabic dialect sentiment analysis. The model trained end to end with limited hyperparameter. Experimental results demonstrated that the proposed model improved the state-of-the-art approaches, based on P score of 1.7 % for Task B and 3.7% for Task A. Task C achievement is also improved based on MAEM with difference 2.9%. Moreover, when compared with deep learning approaches, the proposed model improved with differences of 6.4%, 14.2% and 34.9% for Task A, B and C respectively.
In the future, we plan to develop and compare the current model with recurrent neural network for Arabic dialect polarity and aspect level classifications. In addition, investigations of the best technique in deep neural networks that could tackle the problem of small data size must be explored in the future.
