Introduction
Multiphase flow computations involve several issues that often make the task challenging. Different phases are separated by interfaces, producing discontinuities in flow and material properties, as a result of an imbalance on the intermolecular forces. The interface moves and/or deforms as a response to any spontaneous process within the flow field. When it moves, one needs to compute its new shape and associated geometric information (such as curvature and normal) as part of the solution. However, the inclusion of the interfacial forces creates the most obvious difficulties in computations since it adds nonlinearity to the problem. Oftentimes, the large property jumping across the interface creates multiple time and length scales and results in computational stiffness. Consequently, such computations, and especially those based on the direct simulation framework, come at high costs.
The multiphase flow computations are handled in a variety of ways, resulting in various levels of accuracy and cost. First comes a choice of how the interface location is tracked. Numerous techniques exist, each with their own strengths and weaknesses. As reviewed by Shyy et al. 1 , the three main categories are the Lagrangian, the Eulerian, and the combined Lagrangian-Eulerian methods. As a brief introductory remark, the Lagrangian methods use body-fitted type of grid that deforms with the interface. Such methods require modification of the grid after every time-step of the simulation and the extension to three-dimensional computations is expensive due to the complexity and time-consuming task of frequent grid regeneration. The second and third category of above mentioned methods use a fixed grid (Eulerian) to solve the governing equations of the flow. For interface tracking, Eulerian methods use a scalar function (Volume-of-Fluid (VOF) and ). These scalar functions are solved for on the Eulerian grid along with the governing equations of the flow and they are used to capture and compute the geometric properties of the interface. The third category of methods (mixed or combined Lagrangian-Eulerian methods) solves the governing equations of the flow on Eulerian grid but uses a set of mass-less markers to track the location of the interface. As the interface evolves, these markers are advected with the flow solution on the Eulerian grid. Both the continuous interface method (CIM), such as the immersed boundary methods (IBM) 4, 5 , and the sharp interface cut-cell method (SIM) 6, 7 have been developed utilizing combined Lagrangian-Eulerian methods. The CIM smears the discontinuities in the phase properties across the interface and are spatially first order accurate near the interface while the SIM is a second order accurate method 8 . This sharp interface method computes the interfacial stress imbalance and uses an iterative procedure to find a location where all the interfacial stresses due to viscous, pressure and surface tension forces are balanced. The accuracy of this method makes it desirable but the process of complex cell cutting and merging operations and difficulty in determining the interface shape/location using stress imbalance make its extension to three dimensional calculations a difficult and expensive task. Since the marker based explicit Lagrangian tracking of interface on Eulerian grid provides the exact location of the interface at all times, the CIM has been used for the work presented. It is our experience 9, 10 that for many fluidfluid systems such as drops and bubbles, the CIM and SIM exhibit comparable solutions. The CIM can generate solutions with lower computing cost and simpler algorithm and coding efforts. To follow the interface, we follow the general concept of the immersed boundary method.
The immersed boundary method was originally developed by Peskin in 1977 4 to simulate blood flow in the heart. The key aspects of this method can be briefly pointed out using Figure 1 . Figure 1 (a) shows a set of marker points which are used to represent the interface that separates the fluids outside and inside the interface. The interface is tracked explicitly (Lagrangian method) on a background Eulerian grid. A single set of governing equations for an incompressible flow (Equations (1) and (2)) is used to represent the flow in the entire domain. The fluid properties like density and viscosity are varied smoothly in the shaded region ( Figure  1(b) ) across the interface to match those of fluid 1 and fluid 2 on the respective sides. For the present implementation this shaded region is about two cell layers thick on each side of the interface. The effects of surface forces (due to surface tension) are modeled in the governing momentum equation using a source term s F . This term is non-zero only in the transition region (shaded region of Figure 1 (b)). Equations (1) and (2) are the mass and momentum conservation equations governing the flow. • Background Eulerian grid for solution of governing equations.
• Lagrangian interface tracking using marker points.
• Material property computation in grid cells • Surface force and momentum source term ( s F ) computation A brief description of these components is presented below.
a) Background Eulerian Grid
Mixed Lagrangian-Eulerian methods solve the governing equations on a background Eulerian grid. For the reasons of simplicity and efficiency, a Cartesian grid is a suitable choice to serve as the background Eulerian grid.
Since multiphase flows have multiple length scales, a grid capable of local grid adaptation is desirable for efficient resolution of these length scales. In order to deal with multiple length scales in a cost effective way, a dynamically adaptive Cartesian grid technique becomes a critical requirement for large scale computations. Agresar et al.
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, Roma et al. 12 employed 2D adaptive Cartesian grid capabilities to simulate multiphase flows using the Immersed boundary method (IBM). Adaptive Cartesian grids have also been used by researchers for multiphase flow computations using level set methods 13, 14 . To emphasize the importance of such a tool, Figure2 shows slice of a 3D adapted Cartesian grid around a bubble. The grid around the bubble in this figure has a resolution equivalent to a uniform 80x80x80 Cartesian grid. A uniform Cartesian grid with equivalent resolution in 3D will require 512,000 grid cells while the 3D adapted grid of Figure 2 contains around 60,000 cells. Our Cartesian grid generation technique is based on the works of Aftosmis 16 and Ham et al. 17 . An unstructured data-structure was used to store the grid information allowing easy anisotropic adaptation and direct access to the grid-cell-neighbor identity for the flow solver.
b) Lagrangian Interface Tracking
Immersed boundary methods rely on Lagrangian-based explicit tracking of interface using marker points. For two dimensional and axisymmetric calculations, an ordered set of marker points can be used to represent the interface. For three-dimensional computations, interface representation by ordered set of points becomes a significantly more complicated task requiring tedious book-keeping. Table 1 compares three of the most interesting marker-point based interface tracking methods.
The work presented in this document uses a triangulated surface grid representation of the interface. As the interface evolves, the surface grid requires local adjustments by adding or deleting marker points (surfacegrid nodes) to maintain a required resolution. For this purpose, a volume conserving interface reorganization technique based on the volume conserving interface smoothing procedure of Sousa et al. 18 has been developed. At present, the code cannot handle topological changes (mergers/breakups) due to the complexity involved in the book-keeping the grid data. For this purpose, the connectivity-free Level contour tracking of Shin et al. 20, 21 is an attractive method for handling topological changes such as mergers and breakups for complex flow simulations.
Interface representation method Features
Triangulated unstructured surface grid 5, 18 • Triangulated surface grid (Figure 3(a) ) with explicit grid connectivity information.
• Difficult to handle topological changes (mergers/breakups).
• Tedious book-keeping to maintain grid connectivity information.
Set of unconnected points 19 • A set of marker points with no connectivity information.
• Convenient to handle topological changes.
• Interpolation required for surface force computation.
Set of unconnected triangles (connectivity free level contour tracking) 20, 21 • A set of triangular elements with no connectivity information.
• Convenient to handle complex topological changes.
• Surface force can be easily computed without any interpolation. Table 1 : Comparison of some features of three marker point based interface tracking methods. .
c) Material Property Computation in Grid Cells
The material properties in the grid cells for the solution of governing equations (Equations (3) and (4)) are obtained by smearing the material property jump across the interface. As pointed out by Tryggvason et al. 5 , computation of an indicator function using an elliptic equation (Equation (4)) provides a general means to smooth material properties than the one based on minimum distance from the interface. The jump in material properties (density, viscosity) across the interface is smeared out in a small region across the interface using an indicator function. This indicator function assumes a value of zero inside the interface (fluid 2 ) and a value of unity outside (fluid 1 ) the interface with intermediate values in the neighborhood of the interface (shaded region of Figure 1(b) ). Once the position of the interface is known, the smoothed material properties in all the grid cells are assigned using Equation (3) where the term β represents a material property. The function I is computed by solving the Poisson equation (Equation (4)). The integration in Equation (4) is carried out over the interface with n as local normal at a point s x on the interface and ( )
δ − is a Dirac-delta function that is non-zero only on the interface 4, 5, 20 .
d) Surface Force and Momentum Source Term Computation
Surface force computation requires estimation of some geometric information such as interface normal and curvature. An interpolation based method to compute curvature is very sensitive to numerical errors. Instead of computing the curvature directly on the interface, an alternate approach 5, 22 can be used to obtain the surface tension forces on the interface. To explain the method, consider a three dimensional interface represented by an unstructured triangulated surface grid as shown in Figure 3 (a). The surface tension force is computed on these interface elements and distributed to the background grid. The surface force acting on an interface element can be written as:
Here, κ is local interface curvature, n is unit normal on the area element and t is unit vector tangent to the contour s bounding the interface area element (edges of triangle). This formulation has been used in the present work to compute surface forces. The tangent vectors are obtained from the edges of triangular elements and normal vector is obtained from cross product of two edges of the triangle. Figure 3 (b) shows two neighboring triangular interface elements. The unit vectors 1 2 1 n , n , t represent the unit normal on the two elements and the unit tangent along the common edge respectively. The forces 1 2 f and f due to the individual triangular elements and the resulting force on the edge edge f are computed as: Figure 3 : (a) A typical 3D interface surface grid represented using triangular elements, (b) Surface force computation for 3D interface composed of triangular elements.
This technique was proposed by Shin et al. 20, 21 for their connectivity free level contour tracking. It does not require any local surface fitting or explicit curvature computation and it is both locally and globally conservative.
The computed interface forces are distributed to the background grid as momentum source term (term F s in Equation (2)) using Dirac-delta formulation 20 . Marianne et al. 23 used a 2D collocated grid numerical implementation in which they distributed the interfacial forces directly on the grid cell-centers. Numerical simulations of a static bubble with the method of Marianne et al. 23 exhibit spurious non-dimensional velocity currents (capillary number) of the order of 10 -3 . For our 3D collocated grid implementation, we have modified this approach by distributing the surface forces to grid cell-faces and then interpolating the surface tension acceleration term on cell-faces to compute the momentum source term at the cell center. This procedure has been described in the following paragraphs. With this approach, we have observed an order of magnitude reduction (order of 10 -4 in terms of capillary number) in spurious currents for static bubble cases and an improved behavior for large density jumps across the interface.
The following points summarize the computational capability under development and presented in the following paragraphs.
• Background Eulerian Grid and Flow Computation:
o 3D dynamically adaptive Cartesian grid with unstructured data-structure capable of anisotropic adaptation. o The dynamic grid adaptation is based on interface location and flow solution. A few layers of grid cells around the interface are kept at uniform maximum resolution and elsewhere in the domain a solution based anisotropic adaptation technique, based on the work of Ham et al. 17 , is used. o A collocated finite volume formulation is used to solve the governing equations using a fractional step method.
o An unstructured triangulated surface grid is used for representing the interface. o A local-volume conserving interface reorganization procedure has been developed to maintain desired surface-grid resolution.
• Surface Force Computation and Momentum Source Term Modeling:
o A conservative surface force computation technique represented by Equation (6) is used to compute the surface forces. o The surface forces are distributed to the background Cartesian grid as a momentum source term.
During this process, the surface forces are distributed on the grid cell-faces and the acceleration due to surface tension on these faces is interpolated to obtain the momentum source term at cell centers.
II. Adaptive Grid Computation
The present work uses a 3D adaptive Cartesian grid capable of anisotropic adaptation by using an unstructured data structure to store the grid information 16, 17 . The present implementation has the following features for adaptive grid computation:
• All the cells within few cell-layers are kept at a uniform grid size corresponding to the maximum desired interface resolution.
• For the purpose of controlling the grid quality during local grid adaptation, neighbor cells are not allowed to differ by more than one level of refinement in any coordinate direction. A solution based anisotropic adaptation technique proposed by Ham et al. 17 is used to control the cell sizes away from the interface. Since the integral of the velocity over a control volume is approximated by the cell center velocity multiplied by the cell volume as shown in Equation (7), an error ε is introduced. The solution based adaptation criteria of Ham et al 17 is based on the idea of keeping such errors within a prescribed tolerance denoted by C in Equation (9) while maximizing the cell volumes. Equation (9) shows the target size for a cell in each coordinate direction. Grid cells larger than the target-cell size are refined while the cells smaller than the target cell-size are coarsened. The terms xx F etc. in Equation (9) are obtained using Equation (8) and the terms u, v and w in Equation (8) represent the x, y and z components of the velocity. 
• The mass and momentum conserving method of Balsara 24 has been employed to reconstruct the flow variables for the newly created or modified grid cells/faces during adaptive grid refinement or coarsening operations • A collocated grid, finite volume formulation is used to solve the governing equations. An auxiliary node method adapted by Ham et al. 17 to exploit Cartesian nature of the grid is used to compute flow variables and their gradients on cell faces for convective and viscous flux discretizations.
Since the background adaptive Cartesian grid has a mix of grid cells of varying sizes, a finite volume approach is the best suited formulation for discretizing the governing equations of the flow. A collocated grid arrangement with two sets of velocity fields is used to store the flow variables. The primitive variables like velocity, pressure, density and viscosity are stored at the cell centers and a face normal velocity U is computed and stored at each face to enforce mass conservation (Figure 4) . The required face values can be interpolated from the cell center values using the method described below. The cell center spatial gradients ( φ ∇ of a cell center variable in Figure 5 ) for a cell are computed using least square linear fit considering only neighbor cells sharing a face with this cell. An auxiliary node reconstruction exploiting the Cartesian nature of the grid is used to reconstruct the flow variable and its gradient at the face centers 17 . In this procedure, first the variable 1 φ in Figure 5 is extrapolated to an auxiliary node value p φ using simple extrapolation shown in Equation (10). 
Two choices for computing the cell center velocity correction term in equation (13) are shown in Equation (14) and Equation (15) . In Equation (14) the cell center correction term is obtained by computing the cell center gradients first and then dividing by the cell center density while the method shown in Equation (15) uses the correction term for cell face values of Equation (13) to linearly interpolate the cell center correction. These two methods differ in the sense that the first method interpolates the cell face pressure forces to compute the cell center pressure forces while the other method interpolates the acceleration due to pressure forces. In the current work, the later method has been observed to be more stable for flows with high-density ratio across the interface.
( )
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A second order Adam-Bashforth and Crank-Nicholson scheme for convection and viscous terms respectively have been used for solving the convection diffusion equation to obtain the predicted velocity field.
III. Interface Tracking and Reorganization
The interface was tracked using an unstructured surface grid representation. To move the interface, the velocity of the interfacial grid nodes is estimated from the background grid 5 . Knowing the node velocities, an explicit time integration scheme as shown in Equation (16) or a higher order time integration scheme can be used to advance the interface surface grid nodes as the interface evolves. 
As the interface evolves, the surface grid representing the interface needs to be reorganized by adding or deleting interface elements (nodes, edges and triangles). Excessively small triangles (as compared to the background grid-cell-size) can develop sub-grid undulations creating high frequency oscillations on the interface. One the other hand, triangle much larger (around one and half times the background grid-cell-size) will present a poor resolution of the interface and can create erroneous distortion/breaking of the interface due to the nature of Dirac-delta function used in computing the indicator function and the momentum source terms. As observed by Tryggvason et al. 5 , maintaining the size (maximum and minimum edge length) of the interface triangles between 3 ∆ and ∆ is a suitable choice where ∆ is the background grid-cell size containing a node of this triangular element. When an element edge is longer than desirable, it is broken by creating a new node at the center of this edge ( Figure 6(a) ) and hence the volume encompassed by the interface remains unaltered.
Similarly when an edge is smaller than the desired size, the two nodes n1 and n2 ( Figure 6 (b)) forming this edge are collapsed on to a single node n3 ( Figure 6(c) ). The location of this new node n3 is computed appropriately to conserve the local volume. The process of computing the local volume conserving node n3 is given below:
1. Define a point 0 P at the geometric center as in Equation (17) and compute a reference volume 0 V by adding the volumes of tetrahedrons made by point 0 P with all the triangles connected to node n1 or n2 in Figure 6 2. Define a unit normal P n at 0 P by averaging the normal at the nodes v1, v2, v3, v4, v5 and v6. Compute the coordinates of node n3 as 0 p P n + and compute a reference volume V by adding the volumes of tetrahedrons made by node n3 with the triangles in Figure 6 (c).
Move the node n3 to
This process of volume conserving interface reorganization is based on the volume conserving node relocation technique of Sousa et al. 18 used for interface smoothing. 
IV. Surface Force and Momentum Source Computation
The method described in the introduction for surface force has been used. Such a formulation for computing surface forces is easier to use for three-dimensional surfaces. It does not require an explicit curvature computation by local polynomial interpolation and it is both locally and globally conservative. Figure 7 demonstrates the relative accuracy of this procedure for estimation of surface forces as compared to using a cubic spline interpolation for a unit circle represented with 60 and 12 points. An interpolation based technique for curvature computation is very sensitive to numerical errors and the adopted conservative force-computation approach produces reasonably accurate results. Since a collocated grid with finite volume formulation has been used, the momentum source term s F in Equation (2) is required at the grid cell centers. We have experimented with two options for computing this term at cell centers: to distribute the surface tension forces on the edges of interface-triangles ( edge f in Figure   3 (a)) directly to cell centers using Dirac-Delta function; to distribute the surface forces not to cell centers but to cell faces as shown in Figure 8 and then obtain the cell center values using averaging shown in Equation (18) . In Figure 8 , 
( 1 8 ) Here, ρ denotes the fluid density obtained at the cell center and the density terms with subscripts refer to the fluid density computed at the respective cell faces by linear interpolation of the cell center values. These cell center momentum source terms could also be computed by simply averaging the cell-face values in Figure  8 using Equation (19) .
The averaging of Equation (18) is based on the idea of averaging the acceleration due to surface forces instead of averaging the surface force itself. A similar consideration was adopted in the works of Meier et al. 25 in the context of momentum source computation for volume of fluid method using volume fraction in the cells. As presented in the results section, averaging of acceleration helps reducing the spurious velocity currents for static bubble numerical-simulations by an order of magnitude as compared to a case where the surface forces are distributed directly to cell centers or the cell center values are obtained by using Equation (19) . A recently proposed technique for computing momentum source terms for immersed boundary methods by Shin et al. 21 is reported to exhibit significant improvements in the spurious currents observed for static bubble simulations. Their method is based on a combination of momentum source term computation technique for purely Eulerian interface tracking methods (volume of fluid, level set) and immersed boundary technique. The technique is based on the observation that, similar to the Eulerian methods, the momentum source term for a cell can be written as:
The method of Shin et al. 21 computed the momentum source term s F and then modified this term using Equation (20) .
Here the term G is computed from Equation (4). This modified expression for the momentum source term was reported to be able to keep the spurious currents for a 2D circular static bubble to the machine error level if σκ computation for all the cells is exact (constant). Here it is assumed that σ is constant on the interface. The following table reproduced from the work of Shin et al. 21 shows the improvement in spurious currents measured with and without the modification of the momentum source term using Equation (21) .
Using this method, Shin et al. 19 could obtain the same level of accuracy as reported by Popinet 22 et al. who used a pressure correction type method across the interface for their 2D computations. No work reporting extension of the method by Popinet 22 to 3D simulations could be found. A computational technique for immersed boundary simulations developed by Torres and Brackbill 19 experiments with the projection method and was shown to be able to bring the spurious currents down to machine error. However, this method in 3D would require solution of three elliptic equations that can be an expensive option. Without modification using Equation (21) With modification using Equation (21 19 ) with and without modification using Equation (18) .
However, our attempts to use the modified approach of Shin et al. 21 presented strong numerical irregularities in the computation of the bracketed term of Equation (21) as the magnitude of G becomes excessively small away from the interface (due to the local support of Dirac-delta in Equation (4)) and the I ∇ values may be significantly different from G. This happens because in our implementation, the indicator function was computed only within few cells around the interface where the Dirac-delta term contribution to computation of G in Equation (4) is non-zero and a Dirichlet boundary condition was used. A simple filtering was employed to remove overshoots and undershoots in the indicator computation, so near the boundaries the gradient of the indicator function may not be very controllable. The resulting inaccuracies caused by numerical errors, sometimes, created strong discontinuities in the s_modified F term in Equation (21) and destroyed the solution. A more careful treatment for implementing this modified source term will be one of our future considerations.
V. Results and Discussion
Numerical experiments have been conducted to study the impact of the acceleration based averaging of Equation (15) on the spurious velocity currents observed for numerical simulation of static bubbles in zero gravity. Numerical simulation of a bubble rising due to gravity has also been conducted to test the working of the overall numerical implementation of immersed boundary method using adaptive Cartesian grids. All the following tests were conducted using a bubble of diameter 0.2 and the cell-center velocity correction step of the fractional step method was carried out using Equation (15) .
a) Static bubble test
Spurious velocities seen for numerical simulations of static bubble were computed for Laplace number 250 and 12000. A dynamically adaptive Cartesian grid, with grid resolution around the interface equivalent to 50x50x50 uniform Cartesian grid, was used. The momentum source terms at cell centers were computed using Equation (18) . Table 3 A static bubble test was conducted in an attempt to evaluate the impact of the two averaging procedures (Equation (18) and Equation (19) ) for computation of the cell-center momentum source term. The density and viscosity of the bulk fluid were taken as 0.5, 0.001. The density, viscosity and surface tension for the bubble were taken as 0.005, 0.001 and 0.025 respectively and thus exhibiting a density ratio of 100 across the bubble interface. The evolution of spurious velocity currents (in terms of Capillary number) is shown in Figure 9 (a). The magnitudes of capillary numbers at non-dimensional time dim 175 non t − = were recorded to be 7.52x10 -4 and 5.96x10 -3 for acceleration based averaging (Equation (18)) and force based averaging (Equation (19) ) respectively. This presented an order of magnitude reduction in velocity currents when using acceleration based averaging. Also as seen in Figure 9(a) , the capillary number shows a more stable behavior for acceleration based averaging and this can be further noticed by tracking the evolution of local normal velocity at a reference point on the interface as shown in Figure 9(b) . The interface point with highest y-coordinate was taken as the reference point for this purpose. Further evaluation of these approached for momentum source term computations will be performed in future for drop oscillation simulations conducted by Torres et al. Figure 9 : (a) Comparison of spurious velocity currents for a static bubble using acceleration based averaging (Equation (15)) and force based averaging (Equation (16) U gD as 1.0. The characteristic velocity U is set to 1.0 and these non-dimensional parameters are computed using the bulk fluid properties. Figure 10 shows the computational domain for a bubble with a diameter of 0.2 rising in vertical direction. Figure 11 shows the evolution of rise speed and aspect ratio variations as the bubbles rise indicating higher density bubbles rising faster although the rise speed and aspect ratio variations of bubbles with density ratios 100 and 1000 are almost similar for the period of the simulation. Figure 12 shows snapshots of the bubbles at three non-dimensional times 0, 0.4 and 0.8. Adaptive grid capabilities were used for all rising bubble simulations and Figure 13 shows a typical grid generation process used during these computations. Another test case was considered for a 0.2 diameter bubble with density ratio of 10 and rising in a slanted gravitational field in the xy-plane. The computational parameters (fluid properties) are kept the same as the previous case of bubble rising along y-axis with density ratio of 10, but the gravity vector is rotated in the xy-plane making 45 degree angle with the x-axis. The computational domain is a cube of size 1.2x1.2x1.2. The Figure 13 shows the process of grid generation. As shown in Figure 13 (a) and Figure 13 (b) , the grid generation process was started by creating a uniform 8x8x8 grid following four levels of geometry based refinement to resolve the grid near the interface. The grid shown in Figure 13 (b) is the starting grid for the CFD computation containing nearly 40,000 grid cells in 3D. Figure 13(b) is a snapshot of the grid at a later stage of the computation demonstrating the effects of dynamic adaptation containing nearly 70,000 grid cells in 3D. The bubble rises along the diagonal of the square cross-section of the computational domain in Figure 13 . Figure 14 shows the evolution of the bubble as it rises and, as expected, the x and y components of velocities are observed to be very close to each other. 
VI. Concluding Remarks
During this work, an adaptive immersed boundary code was developed and tested for static and rising bubbles. For an efficient computation, the local length scales of the flow were resolved using an adaptive Cartesian grid technique. As the interface evolves, the surface grid for 3D interfaces needs to be rearranged to maintain an acceptable surface grid resolution. For this purpose a volume preserving interface reorganization procedure was developed and used for the numerical simulations. A momentum source-computation technique for immersed boundary methods was experimented with to reduce spurious velocity currents for static bubble simulations. Further refinement in computational accuracy and efficiency, as well as issues such as topological changes will be explored and reported in the future.
