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Abstract
Activation functions play a key role in neural net-
works so it becomes fundamental to understand
their advantages and disadvantages in order to
achieve better performances. This paper will first
introduce common types of non linear activation
functions that are alternative to the well known
sigmoid function and then evaluate their charac-
teristics. Moreover deeper neural networks will
be analysed because they positively influence the
final performances compared to shallower net-
works. They also strictly depend on the weight
initialisation hence the effect of drawing weights
from Gaussian and uniform distribution will be
analysed making particular attention on how the
number of incoming and outgoing connection to
a node influence the whole network.
1. Introduction
The main activation function that was widely used is the
Sigmoid function however, when the Rectifier Linear Unit
(ReLU) (Nair & Hinton, 2010) was introduced, it soon
became a better replacement for the Sigmoid function due
to its positive impact on the different machine learning
tasks.
After that, different variants of the ReLU activation function
have been introduced and this experiment explores them
and their impact on the MNIST (Modified National Insti-
tute of Standards and Technology) digits set. The MNIST
(LeCun, 1999) dataset has 50,000 training images, 10,000
validation images, and 10,000 test images, each showing a
28×28 grey-scale pixel image of one of the 10 digits.
The second part of the experiment explores deeper net-
works, until the 8th hidden layers and their accuracies and
errors are compared with the shallower structures. More-
over, different approaches to weight initialisation based on
uniform distribution are investigated such as making the
estimated variance of a unit independent of the number
of incoming connections (fan_in) or making the estimated
variance of a unit’s gradient independent of the number of
outgoing connections (fan_out). Another approach corre-
sponds to Glorot and Bengio’s (Glorot & Bengio, 2010)
combined initialisation and the effect of the gaussian distri-
bution respect to the uniform is explored as well.
For the first part of the experiment a batch size of 50 and a
number of 100 epochs are used while for the second part
the batch size stays the same and the number of epochs are
halved to 50.
2. Activation functions
The whole experiment is based in particular on three activa-
tion functions which are variants of the ReLU. The ReLU
activation function has the following form:
relu(x) = max(0, x), (1)
which has the gradient:
d
dx
relu(x) =
0 if x ≤ 01 if x > 0. (2)
It comes with the aim to solve the vanishing gradient and ex-
ploding gradient problems: while using Sigmoid and work-
ing on shallower layers doesn’t give any problem, some
issues arise when the architecture becomes deeper because
the derivative terms that are less than 1 will be multiplied
each other many times that the values will become smaller
and smaller until the gradient tends towards zero hence
vanishing. On the other hand if the values are bigger than 1
then the opposite happens, with numbers being multiplied
becoming bigger and bigger until they tend to infinity and
explode the gradient. A good solution would be to keep
the values to 1 so even when they are multiplied they don’t
change. This is exactly what ReLU does: it has gradient
1 for positive inputs and 0 for negative ones. The fact that
the gradient is zero might be seen as an issue at first but
it actually helps to make the network sparse keeping the
useful links. Sparsity helps to keep the network less dense
and decreases the computation, however once the gradient
is zero the corresponding nodes don’t have any influence
on the network anymore so they can’t contribute to the
improvement of the learning. This is called dying ReLU
problem and gave origin to a variant of the rectifier linear
unit called Leaky ReLU (LReLU).
The Leaky ReLU (Maas et al., 2013), which is going to be
the first activation function I am going to explore, has the
following form:
lrelu(x) =
αx if x ≤ 0x if x > 0. (3)
ar
X
iv
:1
80
4.
02
76
3v
1 
 [c
s.L
G]
  8
 A
pr
 20
18
Comparison of non-linear activation functions for deep neural networks on MNIST classification task
which has the gradient:
d
dx
lrelu(x) =
α if x ≤ 01 if x > 0. (4)
where α = 0.01.
To overcome the dying problem, an alpha parameter has
been added which is indeed the leak, so the gradient will
be small but not zero. This reduces the sparsity but, on the
other hand, makes the gradient more robust for optimisation
since now the weight will be adjusted for those nodes that
were not active with ReLU.
The second activation function to be examined is the Expo-
nential Linear Unit (ELU) (Clevert et al., 2015) which is
given as:
elu(x) =
α(exp(x) − 1) if x ≤ 0x if x > 0. (5)
which has the gradient:
d
dx
elu(x) =
elu(x) + α if x ≤ 01 if x > 0. (6)
where α = 1.
Since the learning can be made faster by centering the
activations at zero, ELU uses the activation function in order
to achieve mean zero, rather than using batch normalisation.
What slows down the learning is the bias shift which is
present in the ReLUs. Those have mean activation larger
than zero and learning cause bias shift for the following
layers. So ELU is a good alternative to ReLU since it
decreases the bias shift by pushing the mean activation
towards zero.
The final activation function to be analysed is the Scaled
exponential Linear Unit (SELU) (Klambauer et al.,
2017)which is the following:
selu(x) = λ
α(exp(x) − 1) if x ≤ 0x if x > 0. (7)
which has the gradient:
d
dx
selu(x) =
selu(x) + λα if x ≤ 0λ if x > 0. (8)
where α = 1.6733 and λ = 1.0507.
SELU has self-normalising properties because the activa-
tions that are close to zero mean and unit variance, propa-
gated through many network layers, will converge towards
zero mean and unit variance. This, in particular, makes
the learning highly robust and allows to train networks that
have many layers.
3. Experimental comparison of activation
functions
The behavior of Leaky ReLU, ELU, and SELU activation
functions on the MNIST set are explored using 2 hidden
layers, with 100 units per hidden layer. Those are then
compared with the baseline systems using sigmoid units
and ReLU units.
η Sigmoid ReLU LReLU ELU SELU
0.01 1.64e−1 9.56e−3 1.11e−2 2.13e−2 1.45e−2
0.05 2.61e−2 4.03e−4 4.15e−4 5.91e−4 5.97e−4
0.1 5.57e−3 1.42e−4 1.44e−4 2.05e−4 2.07e−4
0.2 1.33e−3 5.12e−5 5.68e−5 7.78e−5 6.09e−5
Table 1. Errors of different activation functions on the training set
according to the corresponding learning rate η.
η Sigmoid ReLU LReLU ELU SELU
0.01 1.65e−1 9.14e−2 9.64e−2 8.40e−2 9.64e−2
0.05 8.57e−2 1.11e−1 1.22e−1 1.21e−1 1.14e−1
0.1 8.33e−2 1.17e−1 1.20e−1 1.15e−1 1.25e−1
0.2 9.83e−2 1.25e−1 1.15e−1 1.20e−1 1.22e−1
Table 2. Error of different activation functions on the validation
set according to the corresponding learning rate η.
η Sigmoid ReLU LReLU ELU SELU
0.01 0.953 0.999 0.999 0.996 0.998
0.05 0.995 1.000 1.000 1.000 1.000
0.1 1.000 1.000 1.000 1.000 1.000
0.2 1.000 1.000 1.000 1.000 1.000
Table 3. Accuracies of different activation functions on the train-
ing set according to the corresponding learning rate η.
I have first started the analysis by running four times each
one of the activation functions by changing the learning
rate between 0.01, 0.05, 0.1 and 0.2.
η Sigmoid ReLU LReLU ELU SELU
0.01 0.955 0.977 0.976 0.978 0.974
0.05 0.974 0.979 0.977 0.978 0.976
0.1 0.979 0.980 0.979 0.980 0.978
0.2 0.977 0.979 0.982 0.981 0.981
Table 4. Accuracies of different activation functions on the valida-
tion set according to the corresponding learning rate η.
As it can be seen from the tables 1-4, when the learning
rate is low the loss tends to be small and when it increases
the loss increases as well. It can be tempting to choose a
small value but I needed to pay attention to the accuracy
which increases with the learning rate, hence it is necessary
to find a good trade off.
Comparing different values I could see that learning rate of
0.05 and 0.1 had the best results both in term of losses and
accuracies. This trend is happening in all the five activation
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functions which confirms that the following experiments
should be run tuning the learning rate between these values.
Moreover, in this case I have picked the value of 0.1 because
I gave slightly more importance to the accuracy rather than
the error since MNIST is a balanced set and the final task
is to classify the digits correctly, in fact the accuracy on
validation set increases by 2-4% when the learning rate
goes from 0.05 to 0.1 as it can be seen on table 4.
As it can be seen from the graph on figure 1, when the
learning rate increases, the validation set starts overfitting
the training data earlier. So I didn’t pick high value of
learning rate because they generalise less than smaller value
even if they held a higher accuracy (Figure 2).
Figure 1. variation of the ELU’s error depending on the learning
rate
Figure 2. variation of the ELU’s accuracies depending on the learn-
ing rate
Comparing the different activation functions and looking at
the losses, the accuracies and the early overfits behaviour, I
have decided to further investigate deeper neural network
using the exponential linear unit.
As it can be observed from the Table 4, ELU performed
better than leaky ReLU and ReLU but the the reason why
ELU was chosen over SELU is a result of multiple runs. In
fact most of the time ELU gave me better results in term
of loss, accuracy and how well it generalises compared to
SELU. However, it also happened that sometimes SELU
activation function was better than ELU, especially when
the learning rate was 0.05, but those tests are not reported
here because they were done so that I could confirm that
one activation function was clearly and consistently better
than the other for the tested ranges of the hyperparame-
ters (learning rate from 0.01 to 0.2, batch size 50 and 100
epochs) but this didn’t happen in my case. So I picked
the one who performed better on the majority of the cases,
however to get a better result it would have been necessary
to try and compare all the different combinations of the
activation functions with all the parameters which becomes
really difficult since the number of possibilities increases
rapidly.
Figure 3. Comparison of accuracies between ELU and SELU
Figure 4. Comparison of error between ELU and SELU
Comparing the ELU with SELU (Figures 3 and 4), the first
activation function has 2% better accuracy than the second
one and the loss stays always lower. It can be noticed that
around 20 epoch they both start overfitting but ELU starts
slightly later then SELU.
Moreover it can be noticed that the accuracies of ReLU and
its variants (Table 4) are always higher than the Sigmoid
activation function which confirms what has been discusses
on (Nair & Hinton, 2010).
4. Deep neural network experiments
The next set of experiment focuses on the the effect of using
deeper layers with ELU and how this affects the accura-
cies and the losses particularly on the validation set (Tables
5 and 6). Before running deeper neural networks, early
stopping is executed by making the number of epochs half
because it can be seen that with 100 epochs the performance
doesn’t improve and the loss instead increases. For the case
when the weights are initialised using Glorot uniform distri-
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bution (Glorot & Bengio, 2010), deeper layers increase the
accuracies until 7 hidden layers where the highest accuracy
of 0.983 is achieved. The loss instead tends to alternate be-
tween 1.00e-01 and 1.26e-01 by increasing and decreasing
as the numbers of hidden layers increase.
Hidden Layers˙ uniform f_in f_out gaussian
2 1.00e−1 1.07e−1 1.24e−1 1.17e−1
3 1.09e−1 1.17e−1 1.30e−1 1.21e−1
4 1.26e−1 1.27e−1 1.19e−1 1.26e−1
5 1.08e−1 1.10e−1 1.25e−1 1.17e−1
6 1.23e−1 1.19e−1 1.45e−1 1.13e−1
7 1.16e−1 1.35e−1 1.30e−1 1.14e−1
8 1.23e−1 1.22e−1 1.33e−1 1.19e−1
Table 5. Impact on validation errors of different weights initializa-
tion methods using ELU as the number of hidden layer increases.
Hidden Layers˙ uniform f_in f_out gaussian
2 0.980 0.979 0.978 0.978
3 0.981 0.980 0.979 0.980
4 0.980 0.981 0.981 0.981
5 0.982 0.983 0.982 0.982
6 0.982 0.982 0.981 0.981
7 0.983 0.982 0.983 0.983
8 0.982 0.982 0.982 0.982
Table 6. Impact on validation accuracies of different weights ini-
tialization methods on ELU as the number of hidden layer in-
creases.
When the weights are initialised using fan_in then the accu-
racy on the validation set increases more rapidly reaching
the highest of 0.983 when 5 hidden layers are used. After
this, deeper layers don’t improve anymore the accuracy
which stays stable at 0.982.
Using fan_out gives similar results as Glorot uniform dis-
tribution regarding the accuracies but it performs worse for
the losses whose values, on average, increase. In particular
the loss becomes really small on the training set compared
to other initializers.
The accuracy increases with deeper layers also when the
weights are drawn from a Glorot gaussian distribution (Glo-
rot & Bengio, 2010).
With all four weight initialisation method the accuracies
increase from shallower layers to deeper layers. In particu-
lar the Glorot uniform distribution gives better results on
average as it starts with accuracy of 0.980 when there are 2
hidden layers compared to the others initialisation which
start with an accuracy of 0.978. This in particular can be
seen on Figure 5 which focuses on an architecture with five
hidden layers.
Moreover I have investigated the effect of deeper layers
with SELU with learning rate of 0.05 and compared the
results when the weights are initialised with Gaussian dis-
tribution with mean 0 and variance 1/ni where ni is the
(a) validation error
(b) validation accuracy
Figure 5. ELU’s different weights initialization with 5 hidden lay-
ers
number of incoming connections (Klambauer et al., 2017)
and Uniform distribution (Glorot & Bengio, 2010).
Hidden Layers˙ U(err) gauss(err) U(acc) gauss(acc)
2 1.01e−1 1.04e−1 0.977 0.976
3 1.11e−1 1.08e−1 0.979 0.979
4 1.16e−1 1.17e−1 0.978 0.980
5 1.19e−1 1.18e−1 0.980 0.980
6 1.21e−1 1.18e−1 0.981 0.980
7 1.20e−1 1.16e−1 0.981 0.982
8 1.21e−1 1.12e−1 0.981 0.981
Table 7. Impact on validation errors and accuracies of Glorot uni-
form vs SELU gaussian weights initialisation using SELU, as the
number of hidden layer increases.
It can be seen from table 7 that in both of them the accuracy
increases as the layers are deeper but Gaussian distribution
gives better results in term of accuracies. Regarding the
losses, the Gaussian distribution gives more stable values of
error compared to the other one where the values oscillate
more. The better performance of Gaussian distribution over
the uniform one is highlighted on Figure 6 which shows
the error and accuracy distribution on a model with seven
hidden layers.
I have particularly focused on the validation set because the
training set gave the same final accuracy of 1, as expected,
for all the weights initialisation methods. Similar happens
with the errors which become really small as the network
becomes deeper.
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(a) validation error
(b) validation accuracy
Figure 6. SELU’s gaussian distribution vs uniform distribution
weights initialization with 7 hidden layers
After running all those experiments I can say that the weight
initialisation methods indeed affect the final accuracies and
the losses. As the network becomes deeper, the perfor-
mance improves as well and the model becomes more sen-
sitive to the weights initialisation. However, if in one hand
the deeper layers give better accuracy, on the other hand,
they also increase the time required to train hence their com-
putation becomes an issue. As discussed earlier when an
activation function has to be chosen, motivations depend on
which aspect we are more interested into and it is necessary
to find always a good trade-off between pros and cons and,
in this case, accuracy vs computation.
Moreover the results follow what has been discussed on
(Glorot & Bengio, 2010) where it is discussed the advan-
tage of initialising the weight on non linear function such
as Sigmoid and Tanh. Here the same happens with the ELU
activation function where Glorot uniform initialisation per-
formed the best compared to the others.
5. Conclusions
After introducing the ReLU activation function and its vari-
ants such as Leaky ReLU, ELU and SELU, the performance
between them has been discussed. Furthermore, the effect
of deeper neural network had been analysed and the con-
sequences of different weight initialisation methods such
as Glorot uniform, fan_in, fan_out, Glorot gaussian and
SELU gaussian (Klambauer et al., 2017). The experiment
can be considered concluded with positive results because
it highlights the discussion (Glorot & Bengio, 2010) regard-
ing the weight initialisation and (Clevert et al., 2015) where
the advantages of ELU over ReLU are stated. The learning
rate is faster in ELU and SELU compared to the ReLU and
Leaky ReLU and this confirms the discussion on (Clevert
et al., 2015) and (Klambauer et al., 2017).
It would also be interesting to investigate the effect of the
different error functions on the final performance accuracies
and relate them with the finding of the ReLU, Leaky ReLU,
ELU, SELU and (Glorot & Bengio, 2010) papers.
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