We propose a real-time control strategy that combines self-triggered control with Control Lyapunov Functions (CLF) and Control Barrier Functions (CBF). Similar to related works proposing CLF-CBF-based controllers, the computation of the controller is achieved by solving a Quadratic Program (QP). However, we propose a Zeroth-Order Hold (ZOH) implementation of the controller that overcomes the main limitations of traditional approaches based on periodic controllers, i.e., unnecessary controller updates and potential violations of the safety constraints. Central to our approach is the novel notion of safe period, which enforces a strong safety guarantee for implementing ZOH control. In addition, we prove that the system does not exhibit a Zeno behavior as it approaches the desired equilibrium.
tron@bu.edu, cbelta@bu.edu method is the Zeroth-Order Hold (ZOH). This approach has two potential major drawbacks when naively combined with the CLF-CBF formalism for safety-critical applications. First, given a fixed update period, there is no guarantee that the safety constraints will hold. Since the plant is sampled at a fixed frequency, the system could violate the safety constraints in between two sampled time instances. Second, there are unnecessary computations and control updates due to fixed-time sampling. This is cumbersome for a system with constrained computational resources and actuator life.
In this paper, we propose to use self-triggered control [9] to address these issues. Self-triggered control was introduced in [10] , and related works include [11] , [12] , [13] and [9] . The core of all self-triggered controllers consists of two parts. First, a designed feedback controller computes the control input at a given time instance. Second, it proactively determines the next controller update time instance based on current state and control objective.
In this work, we propose a novel self-triggered controller that pre-computes the next update time instance given the current state, control objective, and safety requirements. While the controller is applied in a ZOH manner, we ensure that the constraints are not violated between updates.
II. PRELIMINARIES A. Notation
We use Z and R n to denote the set of integers and the set of real numbers in n dimensions, respectively. The Lie derivative of a smooth function h(x(t)) along dynamicṡ x(t) = f (x(t)) is denoted as £ f h(x) := ∂h(x(t)) ∂x(t) f (x(t)). We use £ r b f h(x) to denote a Lie derivative of higher order r b , where r b ≥ 0. A function f : R n → R m is called Lipschitz continuous on R n if there exists a positive real constant L ∈ R + , such that f (y) − f (x) ≤ L y − x , ∀x, y ∈ R n . Given a smooth function h : R n → R, we denote h r b as its r b -th derivative with respect to time t. A continuous function α : [−b, a) → [−∞, ∞), for some a, b > 0, belongs to the extended class K if α is strictly increasing and α(0) = 0.
B. Safety Constraints and Control Barrier Functions
Consider a continuous time dynamical control systeṁ
where x ∈ R n , u ∈ R m , and f (x), g(x) are locally Lipschitz continuous. Let x 0 := x(t 0 ) ∈ R n denote the initial state. For any initial condition x 0 , there exists a maximum time interval I(x 0 ) = [t 0 , t max ) such that x(t), ∀t ∈ I(x 0 ) is a unique solution. Next, we define a set of safety constraints.
Given a continuously differentiable function h : R n → R, we define a closed safety set C:
The set C is called forward invariant for system (1) 
Given a continuously differentiable h : R n → R, and dynamics (1), the relative degree r b ≥ 0 is defined as the smallest natural number such that
The time derivative of h are related to the Lie derivatives by:
To ensure forward invariance for systems with higher relative degrees, the authors of [7] introduced the notion of Exponential Control Barrier Function (ECBF). Before formally reviewing its definition, a transverse variable is defined as
Definition 1: Consider the dynamical system in (1) and the closed set C in (2) . Given a continuously differentiable function h : R n → R with relative degree r b = 1, if there exits a locally Lipschitz extended class K function α and a set C, such that
then h(x) is a Zeroing Control Barrier Function (ZCBF) [14] and it implies forward invariance of system (1).
Definition 2: Consider a dynamical system (1), the safety set C defined in (2) and h(x) with relative degree r b ≥ 1. Then h(x) is an Exponential Control Barrier Function (ECBF) [7] 
where the row vector K b must be selected such that the matrix A b − B b K b has eigenvalues with negative real parts.
Remark 1: As pointed out in [7] , the ZCBF is a special case of ECBF with relative degree r b = 1.
C. Stabilization with Control Lyapunov Functions
Definition 3: Given the system (1), a continuously differentiable function V : R n → R is an Exponentially-Stabilizing Control Lyapunov Function (ES-CLF) [15] if there exist positive constants c 1 , c 2 , ≥ 0, such that
The existence of a ES-CLF implies that there exists a set of controllers
such that the system is exponentially stabilized [15] , i.e.
D. Zeroth-Order Hold
The Zeroth-Order Hold (ZOH) control mechanism holds the control signal at t k over a period of time, i.e. u(s) = u(t k ), ∀s ∈ [t k , t k+1 ). The sequence of control update time instants {t k } k∈N is strictly increasing.
III. PROBLEM FORMULATION
Let the continuous dynamical system defined in (1) with an initial state x 0 ∈ Int(C). We want to stabilize the system to a desired state x d ∈ R n under discretized control input while guaranteeing forward invariance of the safety set defined in (2) . We propose a self-triggered controller that uses a Quadratic Program (QP) to compute the control signal, and that actively computes the next update instance given the safety constraints and control objective. In particular, we introduce the notions of a safe periods for the safety constraints (τ CBF ) and for the stability constraints (τ CLF ). These safe periods are computed by means of a lower bound on the ECBF constraints, upper bounds on the CLF, and bounds on the trajectories of the system (i.e., we do not require an explicit integration of the dynamics (1)).
IV. SELF-TRIGGERED CONTROL USING CBF
In this section, we define the CLF-CBF QP for our controller. Next, the notion of safe periods for the CBF and CLF constraints is introduced. Lastly, we present the complete controller update strategy.
A. CBF-CLF Quadratic Program formulation
Given (1), the CBF-CLF QP is defined as
The control input is constrained to be in a convex set U , which can be used to model practical actuation limits (e.g., for u ∈ R, we might have lower and upper bounds u l and u u , respectively).
At every update instance t k , we solve (9) to compute the optimal control input u k . This control is applied in a ZOH manner until the next update instance t k+1 . At a high level, the strategy used by our self-triggered controller is to evaluate whether, with u k applied in a ZOH manner, the ECBF constraint in (9) will still hold in the interval t k+1 ≥ t ≥ t k , and whether the CLF will decrease at the end of the same period.
B. Distance bound on a system trajectory
For the computation of the safe periods for the ECBF constraints, we rely on bounds for the inequalities in (9) . More specifically, we propose to find a bound on the system trajectory that exclusively depends on general properties of the system dynamics. Since we evaluate the trajectory bound at every t k , we denote r t k (t) = r(t+t k ), ∀t ≥ t k . Our upper bound of r t k is denoted as r t k .
Proposition 1: Given the dynamical system defined in (1), starting at x(t k ), the distance between the trajectory
Because of the assumption on the Lipschitz continuity of the system dynamics, the following condition holds f (
, with L as the Lipschitz constant for f . By plugging the inequality into
The constant r 0 is determined by the condition r t k (0) = r t k (0), that is r 0 = f (x(t k )) + g(x(t k ))u k /L. We then have r t k < r(t k ), based on the comparison theorem.
Once we have r t k (t), we can define a ball that bounds the trajectory under system dynamics (1) as
C. CBF Safe Period
Definition 4 (Safe Period): For the dynamical system in (1), starting at x(t k ) ∈ Int(C), if there exists a τ CBF such that x(t k +τ CBF ) ∈ Int(C) for all t in the safe time window [t k , t k + τ CBF ] under a constant control input u k , then τ CBF is a safe period for this system and control at t k .
Based on (6), we define the ECBF constraint as
for x ∈ Int(C). Based on (6), the system is forward invariant if and only if ζ ECBF (x(t)) ≥ 0. We can determine the safe period τ CBF by using r t k (t) to obtain lower bound ζ ECBF (x(t)), so that we do not need to rely on the closedform solution of x(t); in other words, we will rely on the implication
At an update instance t k , we define the initial condition ζ ECBF (t k ) = ζ ECBF (x(t k )). To simplify the notation for the remainder of the section, we define ζ(x(t)) := ζ ECBF (x(t)) (with a similar definition for ζ). Then ζ(t) can be obtained by another application of the comparison theorem to the following:
whereζ(t) ≤ζ(t), ∀t k+1 ≥ t ≥ t k . To findζ(t), we first denote the derivative of ζ(x(t)) aṡ
After factoring out each term i.e., ∂ζ(x(t)) ∂x f (x(t)) and
∂ζ(x(t)) ∂x g(x(t))u, we will get an expression in terms of state x(t) and control u. Since the control u is constant under ZOH, we only need to consider the bound on the state. By using proposition (1), we can use r t k (t) to bound the state and use the Lipschitz conditions ζ, f and g to get ζ(t) (details are omitted due to space constraints).
Remark 2: Notice ζ(t) is time dependent because we replace state x(t) with r(t) in our original safety constraint ζ(x(t)). We do not need to calculate a closed-form solution from (1) to evaluate the safety constraint.
With the lower bound ζ(t), we can determine the safe period τ CBF , such that ζ(t k + τ CBF ) = 0. The problem is equivalent to finding a root for ζ. If the closed-form solution of (13) in terms of t is difficult to obtain, we can use algorithms such as the secant method [16] to find its roots. If there are multiple CBF constraints, we denote i-th constraint to be ζ i . The safe period that satisfies all CBF constraints is
D. CLF Update Period
In addition to the safety constraints (12) , the CLF constraint is also used to calculate the next update time t k+1 . Intuitively, the resulting trajectory might overshoot the equilibrium if we naively apply the following update rule t k+1 := t k + τ CBF .
Because the QP formulation is solved point-wise in time, we cannot guarantee the property of exponential convergence to the desired state on a ZOH implementation. To achieve at least asymptotic stability, we define a CLF update period which guarantees that the Lyapunov function decreases at every step.
Definition 5 (CLF Update Period): For the dynamical system defined in (1), the τ CLF is a CLF update period, if V (x(t k + τ CLF )) − V (x(t k )) ≤ 0.
For systems that do not have a closed-form solution for their trajectories, we need to find an upper bound
The upper bound for V (x(t)) can be found using the descent lemma [17] . The following inequality holds ∀t k+1 ≥ t ≥ t k
where D := max x∈Int(C) V , and we used the notation V (t) = V (x(t)); see [17] for a proof. Remark 3: We can get sharper bounds on D by maximizing the second derivative on C ∩ {x : V (x) < V (x(t k ))}.
Remark 4: We use different bounds for computing τ CBF and those used for τ CLF because otherwise in many common situations we would start with a bound very close to zero near the equilibrium, thus implying a vanishing τ CLF .
Since V (t) is a quadratic function in terms of t, there exists a closed-form solution for the roots. The condition that we want to enforce when determining τ CLF is V (t) − V (x(t k )) ≤ 0, leading to the non-zero root of V (t) = 0 as
Assumption 1: By using the following inequality constraint V (x(t)) ≤ − V (x(t)) defined in (9), we assume there is a neighborhood of equilibrium such that for the optimal solution from solving the QP, the inequality above becomes the equality V (x(t)) = − V (x(t)). We expect that this assumption is valid given the nature of the cost and constraints of the QP, i.e., satisfying the CLF constraint while minimizing control effort. As the system approaches to equilibrium, the Lyapunov Function V (x) decreases toward zero, and optimal control input u will also converge to zero so the CLF constraint will be the only active constraint, while all the others become inactive.
Proposition 2: Given the continous time system (1),
that is, as the system converges the sequence of τ CLF is bounded away from zero, thus avoiding Zeno behaviour. Proof: We need to show the limit (18) becomes a constant strictly greater than zero as the system approaches to the desired state, i.e. Given the Assumption 1, we can get
.
In addition, there exits a closed-form solution for control u with respect (9) . Given the equality assumption, we can analytically determine the control input as
Since V (x(t)) depends on both state x(t) and control u. By using the closed form of optimal control input (20), the numerator and denominator of (19) have the same order in terms of V (x(t)). Therefore, τ CLF becomes a constant as the system approach the desired equilibrium. The self-triggered control algorithm is summarized in Algorithm 1.
Algorithm 1 Self-Triggered Control with CBF Constraints 1: procedure SELFTRIGGERED(x 0 ,K b ,h(x)) 2:
x(t k ) := x 0 , ∀x 0 ∈ Int(C) 3: while
Calculate optimal u k by solving (9) 5:
Calculate the safe period τ CBF from (14) 6:
Calculate the CLF update period τ CLF from (17) 7:
t k+1 := t k + min(τ CBF , τ CLF ) 8:
For system (1) , hold u k between [t k , t k+1 ] 9: end while 10: end procedure
V. APPLICATION TO A SECOND ORDER INTEGRATOR
In this section, we concretely apply the previous theory to the case of a simple second order integrator. Let us define the system to be
Given the dynamic system (21), we define safety sets
, where x 1,min , x 1,max , x 2,min , x 2,max are constants. The goal is to stabilize our system to a desired state [
A. CBF-CLF formulation
Given (21), and setting α(h(x)) = kh(x), where k is a relaxation constant, we have the following four CBF constraints,
If ζ i ≥ 0, i = 1, ..., 4 holds, then our system is forward invariant. We define the control objective to be x 1,d = 5 and x 2,d = 0. The Lypaunov Function candidate for this particular example is
Given (7), we define the CLF constraint to be
(23) The QP formulation for system (21) is
B. Computation of the CBF safe period
To obtain the lower bounds for ζ i , we first calculate the derivativesζ i :ζ 1 = k 1 x 2 + k 2 u k ,ζ 2 = −k 1 x 2 − k 2 u k ,ζ 3 = u k andζ 4 = −u k . Given the trajectory bound r t k (t), we can obtain derivative boundsζ i forζ i . The resulting CBF constraint bounds are shown as the following:
Remark 5: Note ζ i , i = 1, ..., 4 do not depend on x(t), ∀t > t k . We can therefore obtain safe period τ i by directly finding the roots of ζ i , i.e. ζ i (t k + τ i ) = 0.
C. Computation of CLF update period
For an update instance t k , the V (t) is obtained from Taylor-expansion at t k . Given V (x(t)) defined in (22), and letting x 2 := x 2 (t k ),
Moreover, to find an appropriate value D, we obtain the second derivative as
where control input u k and desired states x 1,d are constants. Remark 6: Given the candidate Lyapunov Function (22), the following inequality holds x 1 (t) − x 1,d ≤ V (x(t)), x 2 (t) ≤ V (x(t)). We use Remark 6 to find the maximum value of V (x(t)). With x t k := [x 1 (t k ), x 2 (t k )] T , the D is chosen as
Next, we would like to show that τ CLF is finite as the system approaches the equilibrium, so that the controller does not update infinitely fast as we approach to the desired state. Substituting D in (19), we have
2V (x(t)) + 5 V (x(t))|u * | + |u * | 2 ; (26) substituting u * from (20), it can be shown that the numerator and denominator have the same rate of convergence as x 1 → x 1,d and x 2 → 0. Therefore, lim τ CLF is a constant when the system approaches the equilibrium. Now we can obtain V (t) that is defined in (16) , where D is calculated using (25) at each update instance. The CLF update period is
D. Simulation
Given the double integrator system (21) and an initial state x 0 = [6, 5] T , the objective is to reach x 1,d = −7, x 2,d = 0. The safety constraints are x 1,min = −10, x 1,max = 10, x 2,min = −10 and x 2,max = 10. The two approaches: self-triggered and periodic controls, are both used for comparison. We define self-triggered control updating interval as t s and periodic control updating interval as t p . To solve the CBF-CLF QP problem, we set = 0.8, L = 1, K b = [105, 20.5], [u l , u u ] = [−20, 20], t p = 0.75, and t s = min(τ CBF , τ CLF ). At each controller update instance t k , the CBF-CLF Quadratic Program (24) is solved in Matlab 2018a with Core i5-8259U CPU. The elapsed time for solving each QP problem is around 0.0019s.
The result is illustrated in Figures 2(a) and 2(b) . In the case of self-triggered control, it is clear that the controller only updates when the system is about to violate CBF constraints or the system is deviating away from the desired states. Notice that, the update interval for self-triggered controller becomes a lot faster as the system approaches to the unsafe region (x 1 < x 1,min ) in order to prevent violation on safety constraint. Moreover, the CLF update period converges to 0.3166s and remains as a constant as system approaches to equilibrium, which validate the proposition (2). In the periodic controller case, the position x 1 violates x 1,min constraint for t ∈ [3, 4] . (See Figure 1 for a different perspective). It clearly demonstrates the issues with the periodic controller in real-world situation i.e., the controller neither knows the correct sampling rate in-advance, nor has the ability to adjust it real-time. All the safety and convergence properties from CBF and CLF formulation could fail when applying the controller in this manner. Fig. 1 : System trajectories for the two types of controllers.
VI. CONCLUSION
In this paper, we proposed a self-triggered controller with CBF-CLF based QP formulation that guarantees the safety of our system under ZOH updates while avoiding Zeno behaviour toward convergence. It is a starting point to bridge the gap between theoretical work and real-life implementation based on digital computers. We validated our approach on a double integrator. In the future, we plan to apply our techniques to more complex systems. 
