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Abstract
We deal with the numerical investigation of the local limit of nonlocal conservation laws. Pre-
vious numerical experiments suggest convergence in the local limit. However, recent analytic re-
sults state that (i) in general convergence does not hold because one can exhibit counterexamples;
(ii) convergence can be recovered provided viscosity is added to both the local and the nonlocal
equations. Motivated by these analytic results, we investigate the role of numerical viscosity in
the numerical study of the local limit of nonlocal conservation laws. In particular, we show that
the numerical viscosity of Lax-Friedrichs type schemes jeopardizes the reliability of the numerical
scheme and erroneously detects convergence in cases where convergence is ruled out by analytic
results. We also test Godunov type schemes, less affected by numerical viscosity, and show that in
some cases they provide more reliable results.
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1 Introduction
1.1 Theoretical framework
We consider nonlocal conservation laws in the form
∂tρ+ ∂x
[
ρ b(ρ ∗ η)] = 0, (1)
where the unknown is ρ : [0,+∞) × R → R, b : R → R is a given Lipschitz continuous function and
η : R→ R is a smooth convolution kernel satisfying
η ∈ C∞c (R), η(x) = 0 if |x| ≥ 1, η ≥ 0,
ˆ
R
η(x)dx = 1.
In recent years, nonlocal conservation laws have been used to model, among others, sedimentation [3],
pedestrian [8] and vehicular [4, 5] traffic. In particular, in the case of traffic models ρ represents
the density of agents (cars, pedestrians) and b their speed. The convolution term models the fact
that drivers and pedestrians decide their velocity based on the density of agents around them. Loosely
speaking, the radius of the support of η represents the visual range of drivers and pedestrians. Existence
and uniqueness results for the Cauchy problem obtained by coupling (1) with an initial datum have
been obtained in several works, see for instance [4, 8, 9].
In this work we deal with the numerical investigation of the local limit. More precisely, we consider
a parameter ε > 0 and we rescale η by setting ηε(x) := ε−1η (x/ε), in such a way that, when ε→ 0+,
ηε converges weakly-∗ in the sense of measures to the Dirac delta. We fix an initial datum ρ¯ : R→ R
and we consider the family of Cauchy problems{
∂tρε + ∂x
[
ρε b(ρε ∗ ηε)
]
= 0
ρε(0, x) = ρ¯(x).
(2)
When ε→ 0+ (i.e. in the local limit), the above Cauchy problem formally boils down to the conserva-
tion law {
∂tρ+ ∂x
[
ρ b(ρ)
]
= 0
ρ(0, x) = ρ¯(x).
(3)
The by now classical theory by Kružkov [12] states that, if ρ¯ ∈ L∞(R), the above problem has a unique
entropy admissible solution, i.e. loosely speaking a unique distributional solution that is consistent with
the Second Principle of Thermodynamics. In [2] P. Amorim, R. Colombo and A. Teixeira posed the
following question.
Question 1. Can we rigorously justify the local limit? Namely, does the solution ρε of (2) converge
to the entropy admissible solution ρ of (3) as ε→ 0+, in some suitable topology?
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In [2] the authors provide numerical evidence supporting a positive answer to Question 1. See
also [1, 4, 10, 11]. However, in [7] it is shown that the answer to Question 1 is, in general, negative.
More precisely, in [7] we exhibit some counterexamples ruling out convergence (see §3 for an overview
of these counterexamples).
In [7] we also consider the “viscous counterpart” of Question 1. More precisely, we fix a viscosity
parameter ν > 0 and add a viscous second order term to the right hand side of both (2) and (3). We
arrive at {
∂tρεν + ∂x
[
ρενb(ρεν ∗ ηε)
]
= ν∂2xxρεν
ρεν(0, x) = ρ¯(x)
(4)
and {
∂tρν + ∂x
[
ρνb(ρν)
]
= ν∂2xxρν
ρν(0, x) = ρ¯(x),
(5)
respectively. This yields the “viscous counterpart” of Question 1, namely
Question 2. Fix ν > 0. Does the solution ρεν of (4) converge to the solution ρν of (5), when ε→ 0+?
The answer to Question 2 is largely positive. More precisely, [7, Theorem 1.1] states in particular
that, for every ν > 0 and T > 0, the family ρεν converges to ρν in the strong topology of L2([0, T ]×R)1.
To conclude the overview of the analytic results, we quote [7, Proposition 1.2], which establishes the
“nonlocal” vanishing viscosity limit ν → 0+ from (4) to (2), whereas the “local” vanishing viscosity limit
from (5) to (3) is a classical result by Kružkov [12]. Summing up, we have the following convergence
scheme:
∂tρεν + ∂x
[
ρενb(ρεν ∗ ηε)
]
= ν∂2xxρεν
ε→0+−−−−−−−−−−→
[7, Theorem 1.1]
∂tρν + ∂x
[
ρνb(ρν)
]
= ν∂2xxρν
ν→0+
y[7, Proposition 1.2] ν→0+yKružkov’s Theorem
∂tρε + ∂x
[
ρεb(ρε ∗ ηε)
]
= 0
ε→0+−−−−−−−−−−→
False in general
∂tρ+ ∂x
[
ρb(ρ)
]
= 0.
1.2 Numerical results
As pointed out before, the numerical evidence exhibited in [2] supports a positive answer to Question 1,
but this is contradicted by the analytic counterexamples in [7]. The present work aims at providing
insights on the reason why the numerical evidence provides the wrong intuition.
First, we point out that the numerical results in [2] are obtained by Lax-Friedrichs type schemes,
which are known to have a very high numerical viscosity, see [14]. We refer to [13] for a more extended
discussion, but, very loosely speaking, the numerical viscosity is a collection of finite difference terms
that is the “numerical counterpart” of a viscous second order term like the one at the right hand side of
the equations in (4) and (5). In other words, the presence of the numerical viscosity implies that the
model equation for the Lax-Friedrichs scheme applied to the conservation law at the first line of (3) is
actually the equation at the first line of (5), where the coefficient ν is of the same order as the space
mesh. Similarly, when the Lax-Friedrichs scheme is applied to the nonlocal conservation law at the
first line of (2) the model equation is actually the equation at the first line of (4).
We can now go back to the fact that the numerical evidence is not consistent with the analytic
results: a possible explanation is the following. Because of the numerical viscosity, what the numerical
tests in [2] are actually capturing is the convergence of ρεν to ρν , which holds true by [7, Theorem 1.1].
In other words: the numerical tests were designed to provide an answer to Question 1, but as a matter
of fact, owing to the numerical viscosity, they provide an answer to Question 2. Since the two questions
have opposite answers, the numerical tests provide the wrong intuition concerning Question 1.
1The precise results collected in [7, Theorem 1.1] are actually stronger and in particular apply to the case of several
space dimensions.
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In the present paper we exhibit numerical experiments supporting the previous argument. In par-
ticular, we show that the numerical viscosity jeopardizes the reliability of standard numerical schemes
for the study of the nonlocal-to-local limit from (2) to (3). In particular, in §5.1, §5.2, §5.4 we consider
the counterexamples exhibited in [7] to show that the answer to Question 1 is negative and we test
them with the Lax-Friedrichs type scheme. The numerical results we obtain strongly suggest that the
answer to Question 1 is positive and hence provide the wrong intuition.
In this work we also further investigate the role of numerical viscosity by comparing the Lax-
Friedrichs type scheme with a Godunov type scheme. Lax-Friedrichs type schemes are known to
have higher numerical viscosity then Godunov type schemes, see [14]. Consistently, we find that in
several cases the numerical results obtained with the Godunov type scheme are better (i.e., more
consistent with the analytic results) than those obtained with the Lax-Friedrichs type scheme, see
again §5.1, §5.2, §5.4. Finally, we provide further insights on the relation between numerical viscosity
and nonlocal-to-local limit by varying the relation between the convolution parameter ε and the nu-
merical viscosity. Since the numerical viscosity depends monotonically on the space mesh, it suffices
to vary the relation between the convolution parameter ε and the space mesh h. The numerical results
obtained when h is of the order of ε2 are better (i.e., more consistent with the analytic results) than
those obtained when h is of the order of ε, see §5.1 and §5.4. This again shows that the numerical
viscosity compromises the reliability of the numerical schemes: indeed, when the numerical viscosity
decays faster to 0 the numerical results are more reliable. In general, the best results are obtained with
the Godunov type scheme when the space mesh h is of the order of ε2, and this again confirms that
the smaller the numerical viscosity, the more reliable the numerical results.
The paper is organized as follows. In §2 we discuss the numerical schemes used in the present work,
i.e. the Lax-Friedrichs and the Godunov schemes. In §3 we introduce the examples we will use in the
numerical tests and we overview their main analytic properties. In §4 we validate our schemes by
computing the numerical solutions in examples where the analytic solution is known, and by showing
that the two are close. In §5 we introduce our main numerical results concerning the nonlocal-to-
local limit. In §6 we draw our conclusions and we outline some possible future work. To simplify the
exposition, in the paper we always focus on the case where the conservation law at the first line of (3)
is the scalar Burgers’ equation
∂tρ+ ∂x(ρ
2) = 0 (6)
and hence the nonlocal equation at the first line of (2) is
∂tρε + ∂x
(
ρε(ρε ∗ ηε)
)
= 0. (7)
2 Two numerical schemes for the Burgers’ equation
We now discuss two numerical schemes for both the local (6) and nonlocal Burgers’ equation (7). We
refer to the book by LeVeque [13] for an extended discussion on numerical schemes for conservation
laws.
We discretize the (t, x)-plane by choosing the space mesh width h and the time step ∆t and
by introducing the mesh points (tn, xj) given by xj = jh, j ∈ Z, and tn = n∆t, n = 0, . . . , N ,
N = [T/∆t] + 1, where T is the final time and [·] denotes the integer part. In the following we always
consider a uniform mesh where ∆t/h = 1/6, which is consistent with the CFL condition. For technical
reasons we also define
xj+1/2 = xj + h/2 = (j + 1/2)h.
The numerical schemes aim at defining a piecewise constant approximate solution ρh. As a matter of
fact, in the following we will only define the discrete values ρnj . The pointwise values of the approximate
solutions are recovered by setting ρh(t, x) := ρnj if (t, x) ∈]tn, tn+1[×]xj−1/2, xj+1/2[. We construct the
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approximate initial datum by setting
ρ0j :=
1
h
ˆ xj+1/2
xj−1/2
ρ¯(x)dx.
Both the Lax-Friedrichs and the Godunov scheme are conservative methods that can be written in the
form
ρn+1j = ρ
n
j −
∆t
h
[
Fnj+1/2 − Fnj−1/2
]
, (8)
where Fnj+1/2 is the so-called numerical flux function. The two methods differ in the way one defines
the value of Fnj+1/2. We now separately describe them.
2.1 The Lax-Friedrichs method
The Lax-Friedrichs scheme was originally designed for the nonlinear conservation law
∂tρ+ ∂xf(ρ) = 0 (9)
and it is defined by plugging into (8) the following numerical flux function:
Fnj+1/2 =
h
2∆t
(ρnj − ρnj+1) +
1
2
(f(ρnj ) + f(ρ
n
j+1)).
In the case of the Burgers’ equation (6), the above expression boils down to
Fnj+1/2 =
h
2∆t
(ρnj −ρnj+1)+
1
2
((ρnj )
2+(ρnj+1)
2) =⇒ ρn+1j =
1
2
(ρnj+1+ρ
n
j−1)−
∆t
2h
[
(ρnj+1)
2 − (ρnj−1)2
]
.
Note that the Lax-Friedrichs scheme is first order accurate in both time and space. Also, the numerical
viscosity νLF satisfies νLF = h2/2∆t, and owing to the CFL condition ∆t/h = 1/6 we get νLF = 3h.
In other words, the numerical viscosity is of the same order as the same space mesh.
Lax-Friedrichs type schemes for nonlocal conservation laws were considered in various works, see
for instance in [2, 3, 4]. In the case of the nonlocal Burgers’ equation (7), the numerical flux function
is defined by setting
Fnj+1/2 =
h
2∆t
(ρnj − ρnj+1) +
1
2
(ρnj c
n
j + ρ
n
j+1c
n
j+1), (10)
where cnj is the approximate value of the convolution kernel and in the present work it is computed by
the quadrature formula
cnj =
`−1∑
k=−`
γkρ
n
j−k, where γk =
ˆ (k+1)h
kh
ηε(y)dy and ` =
[ ε
h
]
+ 1. (11)
We recall that the support of the convolution kernel ηε is always contained in the interval [−ε, ε]. By
plugging (10) into (8) we arrive at
ρn+1j =
1
2
(ρnj+1 + ρ
n
j−1)−
∆t
2h
(
ρnj+1c
n
j+1 − ρnj−1cnj−1
)
.
2.2 The Godunov method
The basic idea underpinning the Godunov scheme is to solve Riemann problems on each cell of the
computational mesh. More precisely, the Godunov scheme for the nonlinear conservation law (9) is
obtained by plugging the numerical flux function
Fnj+1/2 := f
(
ρ∗(ρnj , ρ
n
j+1)
)
(12)
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into (8). In the previous expression, ρ∗(ρnj , ρ
n
j+1) is the value at the line x = 0 of the entropy admissible
solution of the Riemann problem between ρnj (on the left) and ρ
n
j+1 (on the right). Note that, owing to
the Rankine-Hugoniot conditions, even if the solution of the Riemann problem has a discontinuity at
x = 0, the function f(ρ) is continuous at x = 0 and hence the value f(ρ∗) is well-defined. As a matter
of fact, if the flux function f is convex we have the equality
f
(
ρ∗(ρnj , ρ
n
j+1)
)
=
{
minρ∈[ρnj ,ρnj+1] f(ρ) ρ
n
j ≤ ρnj+1
maxρ∈[ρnj+1,ρnj ] f(ρ) ρ
n
j ≥ ρnj+1,
(13)
which in the case of the scalar Burgers’ equation (6) implies
(
ρ∗(ρnj , ρ
n
j+1)
)2
=
{
minρ∈[ρnj ,ρnj+1] ρ
2 ρnj ≤ ρnj+1
maxρ∈[ρnj+1,ρnj ] ρ
2 ρnj ≥ ρnj+1.
Note furthermore that the Godunov scheme is known to have less numerical viscosity than the Lax-
Friedrichs scheme, see [14].
Godunov type schemes for nonlocal equations have been considered in [5, 10]. To define a Godunov
scheme for the nonlocal Burgers’ equation we first define the convolution term
V nj+1/2 =
`−1∑
k=−`
γk ρ
n
j−k+1, with γk as in (11).
By plugging the formula f(ρ) = V nj+1/2ρ into (13) and recalling (12) we arrive at
Fnj+1/2 =
{
V nj+1/2ρ
n
j V
n
j+1/2 ≥ 0
V nj+1/2ρ
n
j+1 V
n
j+1/2 < 0.
(14)
By plugging the above numerical flux function into (8) we obtain a Godunov type scheme for the
nonlocal Burgers’ equation (7). Note that our scheme is slightly different from the one in [5, 10]
because in [5, 10] the authors focus on the case where ρ¯ ≥ 0, which implies that ρnj ≥ 0 for every n
and j and hence that V nj+1/2 ≥ 0. This in turn implies that only the first case at the right hand side
of (14) can occur. In the present work we consider cases where ρ¯ attains negative values (see Example
A in §3.1) and hence we use (14).
3 Analytic results
In this paragraph we briefly discuss the main analytic properties of the examples we will use in our
numerical tests.
3.1 Example A: odd initial datum, isotropic convolution kernels
Assume that
ρ(0, x) = ρ¯(A)(x) := (x+ 2)1[−2,−1](x) + 1[−1,0](x)− 1[0,1](x) + (x− 2)1[1,2](x), (15)
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where here and in the following 1E denotes the characteristic function of the set E. The entropy
admissible solution of the Cauchy problem for the (local) Burgers’ equation (6) is
ρ(A)(t, x) =

x+ 2
2t+ 1
, x ∈ [−2, 2t− 1], t ≤ 1
2
, or x ∈ [−2, 0], t > 1
2
,
1, x ∈ [2t− 1, 0], t ≤ 1
2
,
−1, x ∈ [0, 1− 2t], t ≤ 1
2
,
x− 2
2t+ 1
, x ∈ [1− 2t, 2], t ≤ 1
2
, or x ∈ [0, 2], t > 1
2
0 elsewhere.
(16)
We now consider the Cauchy problem obtained by coupling (15) with the nonlocal Burgers’ equation (7)
and we term ρ(A)ε its solution. We assume furthermore that the convolution kernel η is even, i.e.
ηε(x) = ηε(−x) for every x. The analysis in [7, §5.1] states that, under these assumptions, the family
ρ
(A)
ε does not converge to the entropy admissible solution (16) as ε → 0+, not even weakly or up to
subsequences. We refer to [7] for the precise statements and the technical proof, but loosely speaking
the very basic idea is the following. By using the fact that the initial datum ρ¯(A) is odd and that the
convolution kernel is even, one can show that the solution of the nonlocal equation is odd and this in
turn implies, after some more work, that
ˆ 0
−∞
ρ(A)ε (t, y)dy =
ˆ 0
−∞
ρ¯(A)(y)dy, for every t > 0, ε > 0. (17)
On the other hand, the entropy admissible solution of the Burgers’ equation satisfies
ˆ 0
−∞
ρ(A)(t, y)dy <
ˆ 0
−∞
ρ¯(A)(y)dy for every t > 0 (18)
and by comparing (17) and (18) and performing some more work one eventually manages to rule out
convergence.
3.2 Example B: positive initial datum, anisotropic convolution kernels
If
ρ(0, x) = ρ¯(B)(x) := 1[−1,0](x), (19)
then the entropy admissible solution of the Cauchy problem for the (local) Burgers’ equation (6) is
ρ(B)(t, x) =

x+ 1
2t
, x ∈ [−1, 2t− 1], t ≤ 1
1, x ∈ ]2t− 1, t], t ≤ 1
x+ 1
2t
, x ∈ [−1, 2√t− 1], t > 1
0 elsewhere.
(20)
We term ρ(B)ε (t, x) the solution of the Cauchy problem obtained by coupling (7) with (19). Assume
that the convolution kernels ηε are anisotropic, more precisely they are supported on the negative real
line, i.e.
ηε(x) = 0 for every x > 0. (21)
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In this case the analysis in [7, §5.2] states that the family ρ(B)ε does not converge to the entropy
admissible solution (24) as ε→ 0+, not even weakly or up to subsequences. The basic reason why ρ(B)ε
does not converge to ρ(B) is because one can show that
ρ(B)ε (t, x) = 0 for every x > 0 and t > 0, (22)
see [7, Lemma 5.3]. Since ρ(B) does not share this property, then with some more work one manages
to rule out convergence.
3.3 Example C: positive initial datum, isotropic convolution kernels
If
ρ(0, x) = ρ¯(C)(x) := 1[−1,1](x), (23)
then the entropy admissible solution of the Cauchy problem for the (local) Burgers’ equation (6) is
ρ(C)(t, x) =

x+ 1
2t
, x ∈ [−1, 2t− 1], t ≤ 2,
1, x ∈ [2t− 1, t+ 1], t ≤ 2,
x+ 1
2t
, x ∈ [−1, 2√2t− 1], t > 2
0 elsewhere.
(24)
As before, we term ρ(C)ε (t, x) the solution of the Cauchy problem obtained by coupling (7) with (23).
Assume that the convolution kernels are even functions, i.e. ηε(x) = ηε(−x), for every x ∈ R. In this
case, for every p > 1 the analysis in [7, §5.2] states that, as ε → 0+, ρ(C)ε does not converge to ρ(C)
strongly in Lp, not even up to subsequences. Loosely speaking, this is due to the fact that we can
single out an entropy that is conserved by ρ(C)ε and is dissipated by ρ(C).
3.4 Example D: explicit solution of the nonlocal equations
If
ρ(0, x) = ρ¯(D)(x) := 1]−∞,0](x), (25)
then the entropy admissible solution of the Cauchy problem for the (local) Burgers’ equation (6) is the
shock
ρ(D)(t, x) =
{
1 x ∈]−∞, t]
0 x ∈ [t,+∞[. (26)
Also, consider the nonlocal Burgers’ equation (7) and assume that the convolution kernel is supported
on the positive real axis, i.e. ηε(x) = 0 for every x < 0. In this case one can show that, for every ε > 0,
the solution of the Cauchy problem obtained by coupling (7) with (25) is exactly the same shock as
in (26), i.e. ρ(D)ε ≡ ρ(D).
3.5 Example E: isotropic convolution kernels, regular limit solution
Assume that
ρ(0, x) = ρ¯(E)(x) :=
1
4
(
1 + sin
(pix
2
+
pi
2
))
1[−2,0](x) +
1
2
1[0,∞[(x). (27)
Since the initial datum is regular and monotone nondecreasing, classical results on scalar conservation
laws rule out shock formation and imply that the solution of the Cauchy problem for the (local) Burgers’
equation (6) is regular. Consider the nonlocal Burgers’ equation (7) and assume that the convolution
kernels are even, i.e. that ηε(x) = ηε(−x) for every x ∈ R and ε > 0. Owing to a convergence result
by Zumbrun [15, Proposition 4.1], in this case we expect that the solutions of the nonlocal equation
uniformly converge to the solution of the (local) Burgers’ equation.
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4 Benchmark numerical tests
In this paragraph we discuss some benchmark tests we use to validate our numerical schemes.
4.1 Test 1: convergence of the numerical schemes for the local equation
In Test 1, we focus on the (local) Burgers’ equation (6) and on same initial data ρ¯(A), ρ¯(B) and ρ¯(C)
as in (15), (19) and (23), respectively. We then compare the numerical solution given by the Lax-
Friedrichs and Godunov schemes with the exact analytic entropy admissible solution, which in these
cases can be explicitly computed, see (16), (20) and (24). More precisely, we evaluate the L1-norm
in space of the difference between the exact and the numerical solution at fixed time t = 2 and for
different values of the space mesh. The results are displayed in Figure 1 and show the expected first
order convergence for both schemes.
Figure 1: Test 1, L1-Convergence of the numerical schemes, Lax-Friedrichs and Godunov, with respect to the mesh
size h, for the solution of the (local) Burgers’ equation at t = 2
4.2 Test 2 (Example D): validation of numerical schemes for the local and the
nonlocal Burgers’ equation
Test 2 is designed to validate the numerical schemes for the nonlocal equation. We take the same
initial datum ρ¯(D) as in (25) and the convolution kernel
ηε(x) := αε(|x− ε||x|)5/21[0,ε](x),
where (here and in the following) the constant αε > 0 is chosen in such a way that ηε has unit integral.
The exact value of αε can vary from occurrence to occurrence. As pointed out in §3.4, in this case the
solution of the Cauchy problem for the nonlocal Burgers’ equation (7) is explicit and it is given by (26).
We can then validate the schemes for the nonlocal equation by computing the L1 norm in space of the
difference between the numerical solution (obtained with the Lax-Friedrichs and the Godunov type
schemes) and the exact analytic solution. The results are displayed in Figure 2. We evaluate the L1
norm at time t = 1 for different values of the nonlocal parameter ε, and we evaluate the convergence
9
.Figure 2: Test 2, L1-Convergence of the numerical schemes, Lax-Friedrichs and Godunov, with respect to the mesh
size h, for the (local) Burgers’ equation and for the nonlocal equation at ε = 0.25, 0.05, 0.01 and t = 1
with respect to mesh size h. The results show convergence of the numerical solution to the analytic
solution.
5 Numerical tests on the nonlocal-to-local limit
5.1 Test 3 (Example A): odd initial datum, isotropic convolution kernels
In Test 3 we take the same initial datum ρ¯(A) as in (15) and the convolution kernels
ηε(x) = αε(|x− ε||x+ ε|)5/21[−ε,ε](x). (28)
As pointed out in §3.1, in this case the analysis in [7] implies that the solutions of the nonlocal
equation (7) do not converge to the entropy admissible solution of the Burgers’ equation, which is
given by (16).
In Test 3 we compute the numerical solution of the nonlocal equation by using the Lax-Friedrichs
and the Godunov type schemes. Several snapshots of the solution are displayed in Figure 4. Also,
we compare the numerical solution of the nonlocal equation with the analytic solution of the (local)
Burgers’ equation. More precisely, we evaluate the L1 norm of the difference at time t = 2 and at
different values of the convolution parameter ε. We show the corresponding results in Figure 3.
Here are the main remarks concerning the numerical results for Test 3.
i) Figure 3, part (a) shows the numerical results obtained by keeping the space mesh fixed and
varying the convolution parameter ε. The numerical results strongly suggest that the L1 norm of
the difference converges to 0 when ε→ 0+. As pointed out in §3.1, in this case we can analytically
rule out convergence and hence the numerical evidence provides the wrong intuition. Owing to
the discussion in §1.2, this is most likely due to the presence of the numerical viscosity.
ii) In Figure 3, part (b), we display the results obtained by simultaneously varying the space mesh
h and the convolution parameter ε. More precisely, we choose h of the order of ε2: in this way,
the space mesh goes to 0 much faster than the convolution parameter. The Lax-Friedrichs type
10
(a) (b) .
Figure 3: Test 3 (Example A), L1-error at t = 2, for different values of ε, comparing the nonlocal solution to the local
solution for both numerical schemes: (a) fixed viscosity h = 0.001, (b) varying viscosity h = 25ε2.
scheme still suggests convergence, albeit at a slower rate than in Figure 3, part (a). Conversely,
the Godunov type scheme does not suggest convergence since the L1 error is basically constant.
These results are consistent with the fact that the numerical viscosity depends on the space mesh
and it is higher in the Lax-Friedrichs scheme. Since the space mesh h goes to 0 very fast, the
numerical schemes have less numerical viscosity and hence they provide a better intuition of the
nonlocal-to-local limit. Also, the Godunov scheme has lower numerical viscosity and hence it is
more reliable than the Lax-Friedrichs scheme in investigating the nonlocal-to-local limit.
Wrapping up, Test 3 shows that the numerical viscosity jeopardizes the reliability of the numerical
investigation of the nonlocal-to-local limit. To obtain reliable numerical results we had to introduce
very low numerical viscosity.
5.2 Test 4 (Example B): positive initial datum, anisotropic convolution kernels
In Test 4 we take the same initial datum ρ¯(B) as in (19) and the convolution kernels
ηε(x) = αε(|x||x+ ε|)5/21[−ε,0](x). (29)
Note that these convolution kernels satisfy (21) and hence the discussion in §3.2 applies. In particular,
the analytic solutions ρ(B)ε of the nonlocal equations (7) are all supported on the negative axis, i.e.
satisfy (22), and do not converge to the solution of the (local) Burgers’ equation.
In Test 4 we compute the numerical solution of the nonlocal equations (7) by using the Lax-
Friedrichs type method and the Godunov type method and we display the corresponding results
in Figure 5 and Figure 6. More precisely, Figure 5 displays the behavior of the L1 norm of the
difference between the (numerical) solutions of the nonlocal equation and the exact entropy admissible
solution of the (local) Burgers’ equation at time t = 2. Recall that the exact solution is given by (20).
Figure 6 shows the snapshots of the solution at time t = 2. We now comment on Figure 5 and Figure 6.
i) The results in Figure 5 obtained with the Lax-Friedrichs type method suggest that the solutions
of the nonlocal equation converge to the entropy admissible solution of the Burgers’ equation.
This contradicts the analytic results discussed in §3.2. On the other hand, the numerical results
obtained with the Godunov type scheme do not suggest convergence and hence are consistent
with the analytic results in §3.2. This is most likely due to the fact that the Lax-Friedrichs type
scheme has higher numerical viscosity and hence it is not reliable to test the nonlocal-to-local
limit. The Godunov type scheme has less numerical viscosity and is therefore more reliable.
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Analytic solution of the (local) Burgers’ equation
Numerical solution of the (local) Burgers’ equation computed with the Lax-Friedrichs method
Numerical solution of the (local) Burgers’ equation computed with the Godunov method
Numerical solution of the nonlocal Burgers’ equation computed with the Lax-Friedrichs type method
Numerical solution of the nonlocal Burgers’ equation computed with the Godunov type method
Figure 4: Test 3 (Example A), snapshots of solution of Burgers’ equation with initial condition (15) and isotropic
convolution kernel, when ε = 0.25, h = 0.01.
ii) The snapshots of the solution obtained with the Godunov type and the Lax-Friedrichs type
schemes confirm that the Godunov type scheme is more reliable. Indeed, the exact solution of
the nonlocal Burgers’ equation is supported on the negative axis, i.e. satisfies (22). Remarkably,
this important analytic property is satisfied by the numerical solution obtained by the Godunov
type method, but it is not satisfied by the solutions obtained by the Lax-Friedrichs type method,
see Figure 6.
The take-home message from Test 4 is the following: the Godunov type scheme is more reliable than
the Lax-Friedrichs type scheme for the numerical investigation of the nonlocal-to-local limit. This is
due to the fact that the Godunov type scheme is less affected by numerical viscosity, see [14].
12
Figure 5: Test 4 (Example B), L1-error at t = 2, for different values of ε, comparing the solutions of the nonlocal
equations with the entropy solution of the local equation for both numerical schemes and for varying viscosity h such
that ε = 1000h2. The L1 error of the Godunov scheme is much higher for small values of ε.
5.3 Test 5: smoother positive density and anisotropic convolution kernels
We now investigate the behavior of the support of the numerical solution in the case of anisotropic
convolution kernels. More precisely, in the previous paragraph we have pointed out that a main
drawback of the Lax-Friedrichs type method is that it does not preserve an important qualitative
property of the analytic solutions of the nonlocal equations, namely the fact that, in the example we
test at the previous paragraph, they satisfy (22). Conversely, the Godunov type method preserves (22).
We now test this behavior in the case of a smoother initial datum than (19). More precisely, we
set
ρ¯(F )(x) = (x+ 1)1[−1,0](x) (30)
and we take the same convolution kernels as in (29). This implies that the solutions of the nonlocal
Cauchy problem obtained by coupling (30) with (7) satisfy (22). In Test 5 we compute the numerical
solutions with the Lax-Friedrichs type and the Godunov type methods and we display the snapshots
of the solution in Figure 7. Remarkably, as in Test 4 the solutions obtained by the Lax-Friedrichs type
method do not satisfy (22), while the solutions obtained by the Godunov type method satisfy (22).
Once again we find that the results obtained with the Lax-Friedrichs type method are not consistent
with the analytic results and that the Godunov type scheme is more reliable.
5.4 Test 6 (Example C): positive density and isotropic convolution kernels
In Test 6 we take the same initial datum as in (23) and the same convolution kernels as in (28). Since
the convolution kernels are even functions, we can apply the discussion in §3.3 and conclude that, for
every p > 1, the solutions of the nonlocal equations do not converge to the entropy admissible solution
of the (local) Burgers’ equation strongly in Lp.
In Test 6 we compute the numerical solution of the nonlocal equations with the Lax-Friedrichs type
and with the Godunov type methods. We display the corresponding results in Figure 8 (convergence
analysis) and in Figure 9 (snapshots of the solution). More precisely, Figure 8 shows the Lp norm of
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Analytic solution
Numerical solution of the (local) Burgers’ equation with Lax-Friedrichs method
Numerical solution of the (local) Burgers’ equation with Godunov method
Numerical solution of the nonlocal Burgers’ equation with Lax-Friedrichs method
Numerical solution of the nonlocal Burgers’ equation with Godunov method
Figure 6: Test 4 (Example B), snapshots of the solution of Burgers’ equation with initial condition and convolution
kernel (19), when ε = 0.1, h = 0.01.
the difference, computed at time t = 2 between the numerical solutions of the nonlocal equations and
the exact entropy solution of the (local) Burgers’ equation. Here are the main comments.
i) In the results displayed in Figure 8, part (a), we keep the space mesh h fixed and we consider
smaller and smaller values of the convolution parameter ε. Both the Lax-Friedrichs and the
Godunov type schemes results suggest that the Lp norm converges to 0, which is contradicted
by the analytic results in §3.3. This is due to the fact that both schemes contain some numerical
viscosity.
ii) Figure 8, part (b) displays numerical results where the space mesh h is of the order of ε2. In this
case the numerical results do not suggest convergence in Lp for p > 1 and hence are consistent
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Numerical solution of the (local) Burgers’ equation computed with Lax-Friedrichs method
Numerical solution of the (local) Burgers’ equation computed with Godunov method
Numerical solution of the nonlocal Burgers’ equation computed with Lax-Friedrichs method
Numerical solution of the nonlocal Burgers’ equation computed with Godunov method
Figure 7: Test 5, snapshots of solution of Burgers’ equation with initial condition (30) and convolution kernel (29),
when ε = 0.25, h = 0.01.
with the analytic results. This is most likely due to the fact that the numerical viscosity goes to
0 very fast and hence does not affect the investigation of the nonlocal-to-local limit.
In a nutshell, Test 6 shows that the presence of the numerical viscosity jeopardizes the reliability of
the numerical schemes and that the most reliable results are obtained by taking the smallest numerical
viscosity.
5.5 Test 7 (Example E): isotropic convolution kernels and regular limit solution
In Test 7 we consider the same monotone increasing initial datum ρ¯(E) as in (27) and the same isotropic
convolution kernels as in (28). As pointed out in §3.5, owing to a result by Zumbrun [15, Proposition
4.1] we expect that in this case the solutions of the nonlocal equations converge to the (regular) solution
of the Burgers’ equation.
In Test 7 we compute the numerical solutions of the nonlocal equations with the Lax-Friedrichs
type and the Godunov type methods. We display the results in Figure 10: the results obtained with
both the Lax-Friedrichs and the Godunov type schemes suggest convergence. In the case of Test 7 this
is consistent with the analytic results.
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(a) (b) .
Figure 8: Test 6 (Example C), Lp-error at t = 2, p ≥ 1, at different values of ε, comparing the nonlocal solution to the
local solution for both numerical schemes: (a) fixed viscosity h = 0.001, (b) varying viscosity h = 64ε2.
6 Conclusion
In this paper we have investigated the role of numerical viscosity in the study of the local limit of
nonlocal conservation laws. We have shown that numerical viscosity is a very relevant feature as it
severely affects the reliability of numerical methods. This claim is supported by the following instances:
• Lax-Friedrichs type schemes have a very high numerical viscosity and erroneously suggest con-
vergence in cases where convergence is ruled out by analytic considerations (see Tests 3, 4 and 6).
Also, Lax-Friedrichs type scheme fail to capture relevant qualitative properties of the solutions
of the nonlocal equations (see Tests 4 and 5).
• Godunov type schemes have lower numerical viscosity than Lax-Friedrichs type schemes and, at
least in some cases, provide more reliable information on the nonlocal-to-local limit, see Tests
3 and 4. Also, they manage to capture relevant qualitative properties of the solutions of the
nonlocal equations that are missed by the Lax-Friedrichs type schemes (see Tests 4 and 5).
• The most reliable numerical results are obtained by using the Godunov type scheme and choosing
a very low numerical viscosity (i.e. choosing the space mesh of the order ε2, where ε is the
convolution parameter), see Tests 3 and 6.
We feel that the present work could pave the way for several interesting developments. Note indeed
that the Godunov type scheme provides more reliable results than the Lax-Friedrichs type scheme, but
it is still not completely satisfactory and reliable for the analysis of the nonlocal-to-local limit. Also, it
is more difficult to implement than the Lax-Friedrichs type scheme. It would be very interesting, for
both numerical and analytic purposes 2, to introduce numerical schemes providing reliable results for
2Reliable numerical scheme could for instance provide valuable intuition on some analytic open questions. As an
example, we mention traffic models with completely anisotropic convolution kernels, which take into account the fact
that drivers only look forward, not backward, and hence decide their speed based on the downstream traffic density only.
In this case Question 1 on the nonlocal-to-local limit is presently open, even if a recent counterexamples rules out the
most “natural” strategy to establish convergence, see [6].
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Analytic solution
Numerical solution of the inviscid Burgers’ equation with Lax-Friedrichs method
Numerical solution of the inviscid Burgers’ equation with Godunov method
Numerical solution of the nonlocal Burgers’ equation with Lax-Friedrichs method
Numerical solution of the nonlocal Burgers’ equation with Godunov method
Figure 9: Test 6 (Example C), snapshots of solution of Burgers’ equation with initial condition and convolution
kernel (23), when ε = 0.2, h = 0.01.
the study of the local limit of nonlocal conservation laws. To this end, a possible future direction is
working with Lax-Wendroff type schemes3. This is motivated by the fact that the modified equation
for the Lax-Wendroff equation is a third order equation with no viscous term, see [13].
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