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§1. Introduction
We shall give a study of the high moments of the remainder term in the Riemann-
von Mangoldt formula for the number of the zeros of the Riemann zeta function ζ(s).
Littlewood [3] and Selberg [4] have studied the same problem under the assumption of the
Riemann Hypothesis (that all complex zeros of ζ(s) have real part 1/2). Here we shall study
it without assuming any unproved hypothesis. A new criterion for the Riemann Hypothesis
will be presented in this context.
We denote the non-trivial zeros of ζ(s) by ρ = β + iγ with real numbers β and γ .
We suppose in this article that T > To. Let N(T ) denote the number of the zeros β + iγ
of ζ(s) in 0 < γ < T , 0 < β < 1, when T = γ for any γ . When T = γ for some γ , then
we put
N(T ) = 1
2
(N(T + 0) + N(T − 0)) .
Let
S(T ) = 1
π
arg ζ
(
1
2
+ iT
)
for T = γ ,
where the argument is obtained by the continuous variation along the straight lines joining
2, 2 + iT , and 12 + iT , starting with the value zero. When T = γ , then we put
S(T ) = 1
2
(S(T + 0) + S(T − 0)) .
Then the well known Riemann-von Mangoldt formula (cf. p. 212 of Titchmarsh [5] ) states
that
N(T ) = 1
π
ϑ(T ) + 1 + S(T ) ,
where ϑ(T ) is the continuous function defined by
ϑ(T ) = 
(
log Γ
(
1
4
+ iT
2
))
− 1
2
T logπ
with ϑ(0) = 0, Γ (s) being the gamma-function. It is well known that
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ϑ(T ) = T
2
log
T
2π
− T
2
− π
8
+ 1
48T
+ 7
5760T 3
+ · · ·
and that, for T > To, we have
S(T )  log T .
The last estimate was refined under the Riemann Hypothesis (R.H.) by Littlewood [3] and
later by Selberg [4] in different ways as follows:
S(T ) = O
(
log T
log log T
)
.
Here we are concerned with the average behavior of S(T ). The first average is well known
and classical. Littlewood [3] and Selberg [4] have shown that∫ T
0
S(t) dt = O(log T ) .
It seems to be difficult to go beyond this bound without assuming any unproved hypothesis.
In fact, it is noticed on p. 335 of Titchmarsh [5] that
the Lindelöf hypothesis is equivalent to the statement that∫ T
0
S(t) dt = o(logT ) (T → ∞) .
If we assume the Riemann Hypothesis, then we have, due to Littlewood [3] and Sel-
berg [4], ∫ T
0
S(t) dt = O
(
log T
log log T
)
.
The purpose of the present article is to give a study of the higher moments
S˜m(t)
for m ≥ 2 of S(t), which will be defined below. When T = γ , then we put
S˜0(T ) = S(T )
and
S˜m(T ) =
∫ T
0
S˜m−1(t) dt + Cm
for any integer m ≥ 1, where Cm’s are the constants defined by
C2k−1 = (−1)k−1 1
π
∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k−1
log |ζ(σ )|(dσ)2k−1
for m = 2k − 1 and
C2k = (−1)k−1
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2k
(dσ )2k = (−1)k−1 1
(2k)! · 22k
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for m = 2k, respectively. When T = γ , then we put
S˜m(T ) = 12 (S˜m(T + 0) + S˜m(T − 0)).
Concerning S˜m(T ) for m ≥ 2, Littlewood [3] and Selberg [4] have shown under the Rie-
mann Hypothesis that
S˜m(T ) m logT
(log log T )m+1
.
In this article we shall study S˜m(T ) for m ≥ 2 without assuming any unproved hy-
pothesis. We shall first describe the relation between S˜m(T ) and the integral Im(T ) which
will be defined as follows. When T = γ , then we put for k ≥ 1
I2k−1(T ) = 1
π
(−1)k−1
{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k−1
log ζ(σ + iT ) (dσ)2k−1
}
and
I2k(T ) = 1
π
(−1)k
{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k
log ζ(σ + iT ) (dσ)2k
}
.
When T = γ , then we put for m ≥ 1
Im(T ) = 12 (Im(T + 0) + Im(T − 0)) .
For σ ≥ 12 and T > To, let N(σ, T ) be the number of the zeros β + iγ of ζ(s) such that
β > σ and 0 < γ < T when T = γ . When T = γ , then we put
N(σ, T ) = 1
2
((N(σ, T + 0) + N(σ, T − 0)) .
We now describe a relation between S˜m(T ) and Im(T ) as follows.
LEMMA 1.
S˜1(T ) = I1(T )
and for any integer m ≥ 2
S˜m(T ) = Im(T ) + 2
∑
h+2r=m
r≥1,h≥0
(−1)r−1N˜h,2r (T ) ,
where we put for h ≥ 1 and r ≥ 1
N˜h,2r (T ) =
∫ T
0
· · ·
∫ t
0︸ ︷︷ ︸
h
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2r
N(σ, t)(dσ )2r (dt)h
and for h = 0 and r ≥ 1
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N˜0,2r (T ) =
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2r
N(σ, T )(dσ)2r .
The multiple integral in the definition of Im(T ) can be simplified into a single integral
as follows.
LEMMA 2. For any integer m ≥ 1, we have
Im(T ) = − 1
π

{
im
m!
∫ ∞
1
2
(
σ − 1
2
)m
ζ
′
ζ
(σ + iT ) dσ
}
.
Thus we are led to evaluate first the integral Im(T ). Concerning this, we shall prove
the following
THEOREM 1. For any integer m ≥ 1, we have
Im(T ) m log T ,
where the constant involved in the upper bound may depend on m.
The case m = 1 was obtained by Littlewood [3] and Selberg [4]. Theorem 1 implies
immediately the following.
THEOREM 1′. For any integer m ≥ 2, we have
S˜m(T ) = 2
∑
h+2r=m
r≥1,h≥0
(−1)r−1N˜h,2r (T ) + O(logT ) .
Now we are led to evaluate the sum
2
∑
h+2r=m
r≥1,h≥0
(−1)r−1N˜h,2r (T ) .
We can obtain an upper bound for it as an application of Selberg’s density theorem (cf. p.
232 of Selberg [4]): for T > To and some positive constant C,
N(σ, T )  T logT · e−C(σ− 12 ) logT
uniformly for σ ≥ 12 . Namely, we have first∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2r
N(σ, T )(dσ)2r  T
(log T )2r−1
.
Consequently, we have
N˜h,2r (T )  T
h+1
(log T )2r−1
and
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2
∑
h+2r=m
r≥1,h≥0
(−1)r−1N˜h,2r (T )  T
m−1
log T
.
Combining this with Theorem 1′, we get the following theorem concerning S˜m(T ).
THEOREM 2. For any integer m ≥ 2, we have
S˜m(T )  T
m−1
log T
.
Obviously, there is a big gap between our result and the conditional result mentioned
above. As we have seen above, this gap comes from the possible zeros off the critical line.
We can see it in such a form that does not involve the integrals. Concretely, we describe the
sum
2
∑
h+2r=m
r≥1,h≥0
(−1)r−1N˜h,2r (T )
as follows. By the definition of N(σ, T ), we have for h ≥ 1
N˜h,2r (T ) =
∫ T
0
· · ·
∫ t
0︸ ︷︷ ︸
h
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2r
∑′
β+iγ
β>σ,0<γ<t
1(dσ)2r(dt)h
= 1
(2r)!
∫ T
0
· · ·
∫ t
0︸ ︷︷ ︸
h
∑′
β+iγ
β> 12 ,0<γ<t
(
β − 1
2
)2r
(dt)h
= 1
(2r)! · h!
∑
β+iγ
β> 12 ,0<γ<T
(
β − 1
2
)2r
(T − γ )h,
where the dash indicates that when t = γ , then we use the halving convention as above.
When h = 0, then the above formula is seen still to be valid. Consequently, we may restate
lemma 1 and Theorem 1′ as follows, respectively.
LEMMA 1′. For any integer m ≥ 2, we have
S˜m(T ) = Im(T ) + 2
∑
h+2r=m
r≥1,h≥0
(−1)r−1 1
(2r)! · h!
∑′
β+iγ
β> 12 ,0<γ<T
(
β − 1
2
)2r
(T − γ )h ,
where the dash denotes the halving convention as above when h = 0.
THEOREM 3. For any integer m ≥ 2, we have
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S˜m(T ) = 2
∑
h+2r=m
r≥1,h≥0
(−1)r−1 1
(2r)! · h!
∑
β+iγ
β> 12 ,0<γ<T
(
β − 1
2
)2r
(T − γ )h + O(logT ) .
From Theorem 1′ or from Theorem 3, we see immediately that if there exists a zero βo+iγo
satisfying βo > 12 and γo > 0, then we have for any integer m ≥ 3 and for all T > 2γo
S˜m(T ) ≥ Am
(
βo − 12
)2
T m−2 ,
where Am is an absolute positive constant which may depend on m. Consequently, we get
the following criterion for the Riemann Hypothesis.
THEOREM 4. The following statement is equivalent to the Riemann Hypothesis.
For any integer m ≥ 3, we have
S˜m(T ) = o(T m−2) (T → ∞) .
We shall give the proofs of these results as precise as possible. In the next section, we
shall give the proofs of Lemmas 1 and 2. In section 3, we shall justify the arguments used
in section 2. In section 4, we shall prove Theorem 1.
We notice here that S˜2(T ) is treated in Fujii [1] (cf. Theorem VIII on p. 171 and also
p. 186 of Fujii [1]). However, as noticed in Fujii [2], there is a gap in the argument and
should be corrected as in the present article.
Finally, the author wishes to express his gratitude to Professor Aleksander Ivic´. The
constant communications with him has stimulated the author to write down this article.
§2. Proof of Lemmas 1 and 2
We shall use the following two relations. Suppose first that T = γ . Then, by p. 300
of Littlewood [3] ( and also pp. 220–221 of Titchmarsh [5]), we have for −1 ≤ σ ≤ 1

{∫ T
0
log ζ(σ + it) dt
}
=
∫ ∞
σ
log |ζ(σ + iT )|dσ −
∫ ∞
σ
log |ζ(σ )|dσ
and
2π
∫ 1
σ
ν(σ, T ) dσ = 
{∫ ∞
σ
log ζ(σ + iT ) dσ
}
+
∫ T
0
log |ζ(σ + it)|dt ,
where we put
ν(σ, T ) =
{
N(σ, T ) − 12 if σ < 1
0 if σ ≥ 1 .
When T = γ , then the relations hold by halving conventions as above.
We shall prove Lemma 1 by induction.
First we have, using the above relation and the definition of C1,
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S˜1(T ) = 1
π

{∫ T
0
log ζ
(
1
2
+ it
)
dt
}
+ C1
= 1
π
∫ ∞
1
2
log |ζ(σ + iT )|dσ − 1
π
∫ ∞
1
2
log |ζ(σ )|dσ + C1
= I1(T ) .
Next we have
S˜2(T ) =
∫ T
0
S˜1(t) dt + C2
=
∫ T
0
I1(t) dt + C2
= 1
π
∫ T
0
∫ ∞
1
2
log |ζ(σ + it)|dσdt + C2 .
Here we can interchange the order of the integrations, which will be justified in the next
section. Thus we get
S˜2(T ) = 1
π
∫ ∞
1
2
∫ T
0
log |ζ(σ + it)|dtdσ + C2
= 1
π
∫ ∞
1
2
{
− 
(∫ ∞
σ
log ζ(σ ′ + iT )dσ ′
)
+ 2π
∫ 1
σ
ν(σ ′, T ) dσ ′
}
dσ + C2
= I2(T ) + 2
∫ 1
1
2
∫ 1
σ
N(σ ′, T )dσ ′dσ −
∫ 1
1
2
∫ 1
σ
dσ ′dσ + C2
= I2(T ) + 2
∫ 1
1
2
∫ 1
σ
N(σ ′, T )dσ ′dσ = I2(T ) + 2N˜0,2(T ) ,
where the definition of N˜h,2r (T ) is described in the introduction. For m = 3, we have
S˜3(T ) =
∫ T
0
S˜2(t) dt + C3
=
∫ T
0
I2(t) dt + 2
∫ T
0
∫ 1
1
2
∫ 1
σ
N(σ ′, t)dσ ′dσdt + C3
= − 1
π

{∫ T
0
∫ ∞
1
2
∫ ∞
σ
log ζ(σ ′ + it)dσ ′dσdt
}
+ 2N˜1,2(T ) + C3 .
Here we can interchange the order of the integrations to obtain
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S˜3(T ) = − 1
π
∫ ∞
1
2
∫ ∞
σ
{∫ ∞
σ ′
log |ζ(σ ′′ + iT )|dσ ′′
−
∫ ∞
σ ′
log |ζ(σ ′′)|dσ ′′
}
dσ ′dσ + 2N˜1,2(T ) + C3
=I3(T ) + 2N˜1,2(T ) .
Now for k ≥ 2, we get, by the induction hypothesis,
S˜2k(T ) =
∫ T
0
S˜2k−1(t) dt + C2k
=
∫ T
0
I2k−1(t) dt + 2
∫ T
0
∑
h+2r=2k−1
r≥1,h≥0
(−1)r−1N˜h,2r (t) dt + C2k
= 1
π
(−1)k−1
∫ T
0

{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k−1
log ζ(σ + iT ) (dσ)2k−1
}
dt
+ 2
∫ T
0
∑
h+2r=2k−1
r≥1,h≥0
(−1)r−1N˜h,2r (t) dt + C2k
= 1
π
(−1)k−1
{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k−1
∫ T
0
log ζ(σ + iT ) dt (dσ)2k−1
}
+ 2
∫ T
0
∑
h+2r=2k−1
r≥1,h≥0
(−1)r−1N˜h,2r (t) dt + C2k
= 1
π
(−1)k−1
{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k−1
{
− 
(∫ ∞
σ
log ζ(σ + iT ) dσ
)
+ 2π
∫ 1
σ
ν(σ, T ) dσ
}
(dσ)2k−1
}
+ 2
∫ T
0
∑
h+2r=2k−1
r≥1,h≥0
(−1)r−1N˜h,2r (t) dt + C2k
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= 1
π
(−1)k
{∫ ∞
1
2
∫ ∞
σ
· · ·
∫ ∞
σ︸ ︷︷ ︸
2k
log ζ(σ + iT ) (dσ)2k
}
+ 2 · (−1)k−1
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2k
N(σ, T ) (dσ)2k
+ (−1)k
∫ 1
1
2
∫ 1
σ
· · ·
∫ 1
σ︸ ︷︷ ︸
2k
(dσ )2k
+ 2
∫ T
0
∑
h+2r=2k−1
r≥1,h≥0
(−1)r−1N˜h,2r (t) dt + C2k
= I2k(T ) + 2
∑
h+2r=2k
r≥1,h≥0
(−1)r−1N˜h,2r (T ) .
In the same manner, we get for k ≥ 2,
S˜2k+1(T ) = I2k+1(T ) + 2
∑
h+2r=2k+1
r≥1,h≥0
(−1)r−1N˜h,2r (T ) .
This proves Lemma 1.
Lemma 2 can be proved by the integration by parts. We shall indicate only the first
two steps. We may suppose that T = γ . Then
im
m!
∫ ∞
1
2
(
σ − 1
2
)m
ζ
′
ζ
(σ + iT ) dσ
= i
m
m!
{[(
σ − 1
2
)m
log ζ(σ + iT )
]∞
1
2
− m
∫ ∞
1
2
(
σ − 1
2
)m−1
log ζ(σ + iT ) dσ
}
= −mi
m
m!
∫ ∞
1
2
(
σ − 1
2
)m−1
log ζ(σ + iT ) dσ .
If m ≥ 2, then the last integral is
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= mi
m
m!
[(
σ − 1
2
)
m−1
∫ ∞
σ
log ζ(σ + iT
)
dσ
]∞
1
2
− m(m − 1) i
m
m!
∫ ∞
1
2
(
σ − 1
2
)m−2 ∫ ∞
σ
log ζ(σ + iT )(dσ)2
= −m(m − 1) i
m
m!
∫ ∞
1
2
(
σ − 1
2
)m−2 ∫ ∞
σ
log ζ(σ + iT )(dσ)2 .
We continue this procedure and get Lemma 2.
§3. A supplemental remark to the proof of Lemma 1
Here we shall justify the interchanges of integration in the previous section. For this
purpose we shall prove Lemmas 3 and 5 which will be given below.
LEMMA 3. For any σ ≥ 12 , we have∫ T
0
∫ 3
σ
log |ζ(σ ′ + it)|dσ ′ dt =
∫ 3
σ
∫ T
0
log |ζ(σ ′ + it)|dtdσ ′ .
We may suppose that σ = 12 . To justify the interchange of integration, it is enough to
prove the convergence of the integral∫ 3
1
2
∫ T
0
| log |ζ(σ + it)||dtdσ .
Let γ ∗n run over the positive different imaginary parts of the zeros of ζ(s) satisfying
γ ∗n < γ ∗n+1 for n = 1, 2, 3, · · · .
Let γ ∗N be the first γ ∗n satisfying T ≤ γ ∗n . We take positive ε < 1 such that
0 < ε <
1
2
min
n≤N(γ
∗
n+1 − γ ∗n ) .
The last integral above is bounded by
N∑
n=1
∫ 3
1
2
(∫ γ ∗n −ε
γ ∗
n−1+ε
+
∫ γ ∗n
γ ∗n −ε
+
∫ γ ∗n +ε
γ ∗n
)
| log |ζ(σ + it)||dtdσ ,
where we put γ ∗0 + ε = 0. We denote the possible zeros with an imaginary part γ ∗n and a
real part > 12 by
β∗∗n (1) + iγ ∗n , · · · , β∗∗n (m) + iγ ∗n , · · · , β∗∗n (M) + iγ ∗n ,
where we suppose that when M ≥ 2, we have
β∗∗n (m) < β∗∗n (m + 1) for any m ≥ 1.
If M ≥ 1, then we take positive δ = δn such that
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0 < δ ≤ 1
2
min
m
(β∗∗n (m + 1) − β∗∗n (m), β∗∗n (1) −
1
2
, 1 − β∗∗n (M)) ,
where we put β∗∗n (m + 1) − β∗∗n (m) = ∞ when M = 1. Then the last sum is further
decomposed as follows.
N∑
n=1
(∫ β∗∗n (1)−δ
1
2
+
∫ β∗∗n (1)+δ
β∗∗n (1)−δ
+ · · · +
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
+
∫ β∗∗n (m+1)−δ
β∗∗n (m)+δ
+ · · · +
∫ 3
β∗∗n (M)+δ
)
·
(∫ γ ∗n −ε
γ ∗n−1+ε
+
∫ γ ∗n
γ ∗n −ε
+
∫ γ ∗n +ε
γ ∗n
)
· | log |ζ(σ + it)||dtdσ .
If there are no zeros with the imaginary part γ ∗n and a real part > 12 , then we do not have to
decompose the integral over the interval [ 12 , 3] as we have done above.
Now typical terms are
I1(n,m) =
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ γ ∗n
γ ∗n −ε
| log |ζ(σ + it)||dtdσ,
I2(n,m) =
∫ β∗∗n (m+1)−δ
β∗∗n (m)−δ
∫ γ ∗n −ε
γ ∗
n−1+ε
| log |ζ(σ + it)||dtdσ
and
I3(n,m) =
∫ β∗∗n (m+1)−δ
β∗∗n (m)+δ
∫ γ ∗n
γ ∗n −ε
| log |ζ(σ + it)|| dtdσ
Here we shall use the following expression of log ζ(s) (cf. Theorem 9.6 B of Titch-
marsh [5]).
LEMMA 4. For s = ρ, we have
log ζ(s) =
∑
|t−γ |≤1
log(s − ρ) + O(log t) ,
where s = σ + it , −1 ≤ σ ≤ 2, t ≥ 1 and −π <  log(s − ρ) ≤ π.
We denote the multiplicity of ρ by μ(ρ). Then we get first
I1(n,m)

∑
ρ=β+iγ
γ ∗n −ε−1<γ<γ ∗n +1
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ min(γ ∗n ,γ+1)
max(γ ∗n −ε,γ−1)
| log |σ + it − β − iγ ||dtdσ
+ εδ log T
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 μ
(
1
2
+ iγ ∗n
)∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ γ ∗n
γ ∗n −ε
∣∣∣∣ log
∣∣∣∣σ + it − 12 − iγ ∗n
∣∣∣∣
∣∣∣∣dtdσ
+
M∑
j=1
μ(β∗∗n (j) + iγ ∗n )
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ γ ∗n
γ ∗n −ε
∣∣∣∣ log
∣∣∣∣ σ + it − β∗∗n (j) − iγ ∗n
∣∣∣∣
∣∣∣∣ dtdσ
+
∑
γ =γ ∗n
γ ∗n −ε−1<γ<γ ∗n +1
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ γ ∗n
γ ∗n −ε
| log |σ + it − β − iγ ||dtdσ + εδ log T
= I ′1 + I ′′1 + I ′′′1 + εδ log T , say.
Since for |u| ≤ ε and for 12 ≤ σ ≤ 1
max((σ − β∗∗n (j))2, u2) < (σ − β∗∗n (j))2 + u2 <
1
4
+ ε2 < 1
and
| log |σ − β∗∗n (j) + iu||  min(| log |σ − β∗∗n (j)||, | log |u||) ,
we get
I ′′1 
M∑
j=1
μ(β∗∗n (j) + iγ ∗n )
∫ β∗∗n (m)+δ
β∗∗n (m)−δ
∫ 0
−ε
| log |u||dudσ
 ε| log ε|δ ·
∑
γ=γ ∗n
1  log T .
In the same manner, we get
I ′1  δε| log ε| · log T  log T .
For I ′′′1 , since
ε ≤ |t − γ | ≤ 1 + ε ,
we have
ε2 ≤ (σ − β)2 + ε2 ≤ (σ − β)2 + (t − γ )2 ≤ 1
4
+ (1 + ε)2
and
| log |σ + it − β − iγ ||  | log ε| .
Hence, we get
I ′′′1  δε| log ε| log T .
Thus we get
I1(n,m)  log T .
In a similar manner, we have
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I2(n,m)

∑
γ ∗
n−1−1+ε<γ<γ ∗n +1−ε
∫ β∗∗n (m+1)−δ
β∗∗n (m)−δ
∫ γ ∗n −ε
γ ∗n−1+ε
| log((σ − β)2 + (t − γ )2)|dtdσ
+ log T .
Since
(σ − β)2 < (σ − β)2 + ε2 ≤ (σ − β)2 + (t − γ )2 ≤ 2 ,
the last sum is

∑
γ ∗n−1−1+ε<γ<γ ∗n +1−ε
∫ β∗∗n (m+1)−δ
β∗∗n (m)−δ
| log |σ − β||dσ

∑
γ ∗n−1−1+ε<γ<γ ∗n +1−ε
∫ 1
β∗∗n (m)−δ
| log |σ − β||dσ

∑
γ ∗n−1−1+ε<γ<γ ∗n +1−ε
∣∣∣∣
∫ 1
−1
log |x|dx
∣∣∣∣
 log T .
Hence, we get
I2(n,m)  log T ,
and similarly the same bound for I3(n,m). Thus for each β∗∗n (m) + iγ ∗n , each double
integral is convergent. In the same manner, we have the same conclusion when M ≥ 1.
Consequently, the integral ∫ 3
1
2
∫ T
0
| log |ζ(σ + it)||dtdσ
is convergent. In a similar manner, we can prove the following
LEMMA 5. For any σ ≥ 12 , we have
∫ T
0
∫ 3
σ
 log ζ(σ ′ + it)dσ ′ dt =
∫ 3
σ
∫ T
0
 log ζ(σ ′ + it)dtdσ ′.
We may suppose that σ = 12 . We use the same notations and the argument as above.
We shall treat only one typical singular part, namely,∫ β∗∗n (m)+δ
β∗∗n (m)
∫ γ ∗n +ε
γ ∗n
|(log(σ + it − β∗∗n (m) − iγ ∗n ))|dtdσ .
This is
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=
∫ δ
0
∫ ε
0
|(log(x + iy))|dydx

∫ δ
0
∫ ε
0
∣∣∣∣π2 − Arctan
(
x
y
)∣∣∣∣dydx
δε +
∫ δ
0
∫ ε
0
Arctan
(
x
y
)
dydx .
The last integral is
=
∫ δ
0
[
y · Arctan
(
x
y
)]ε
0
dx −
∫ δ
0
∫ ε
0
y ·
(
Arctan
(
x
y
))′
dydx
=
∫ δ
0
ε · Arctan
(
x
ε
)
dx +
∫ δ
0
∫ ε
0
yx
1
y2 + x2 dydx .
The former integral is bounded. The latter integral is
=
∫ δ
0
x
1
2
(log(x2 + ε2) − log(x2)) dx .
This is also bounded.
§4. Proof of Theorem 1
Let s = σ + it . We suppose that σ ≥ 12 and t ≥ 2. Let X be a positive number
satisfying 4 ≤ X ≤ t2. We put
σX,t = 12 + 2 maxρ
(
β − 1
2
,
2
log X
)
,
where ρ runs through all zeros β + iγ of ζ(s) for which
|t − γ | ≤ X
3|β− 12 |
log X
.
We put
ΛX(n) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Λ(n) for 1 ≤ n ≤ X
Λ(n)
log2 X3
n
− 2 log2 X2
n
2 log2 X
for X ≤ n ≤ X2
Λ(n)
log2 X3
n
2 log2 X
for X2 ≤ n ≤ X3
and
Λ(n) =
{
log p if n = pk with a prime p and an integer k ≥ 1
0 otherwise .
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Then for σ ≥ σX,t , 2 ≤ X ≤ t2, t ≥ 2, we have, by p.239 of Selberg[4],
ζ ′
ζ
(s) = −
∑
n<X3
ΛX(n)
ns
+ O
(
X
1
4 − σ2
∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
)
+ O(X 14 − σ2 log t) .
Now we have
− 1
π

{
im
m!
∫ ∞
1
2
(
σ − 1
2
)m
ζ ′
ζ
(σ + it) dσ
}
= − 1
π

{
im
m!
∫ ∞
σX,t
(
σ − 1
2
)m
ζ ′
ζ
(σ + it) dσ
}
− 1
π

{
im
m!(m + 1)
(
σX,t − 12
)m+1
ζ ′
ζ
(σX,t + it)
}
+ 1
π

{
im
m!
∫ σX,t
1
2
(
σ − 1
2
)m(
ζ ′
ζ
(σX,t + it) − ζ
′
ζ
(σ + it)
)
dσ
}
= J1 + J2 + J3, say .
J1 = − 1
π

{
im
m!
∫ ∞
σX,t
(
σ − 1
2
)m(
−
∑
n<X3
ΛX(n)
ns
)
dσ
}
+ 1
π

{
im
m!
∫ ∞
σX,t
(
σ − 1
2
)m
O
(
X
1
4 − σ2
∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
)
dσ
}
+ 1
π

{
im
m!
∫ ∞
σX,t
(
σ − 1
2
)m
O(X
1
4 − σ2 log t) dσ
}
= J1′ + J ′′1 + J ′′′1 , say .
J1
′ = 1
π

{ ∑
n<X3
ΛX(n)
nit
im
m!
∫ ∞
σX,t
(
σ − 1
2
)m
e−σ logn dσ
}
= 1
π

{ ∑
n<X3
ΛX(n)
nit
im
m!
1√
n(log n)m+1
Γ
(
m + 1,
(
σX,t − 12
)
log n
)}
= 1
π

{ ∑
n<X3
ΛX(n)
nit
im
m!
m!√
n(log n)m+1
e−(σX,t−
1
2 ) logn
m∑
ν=0
((σX,t − 12 ) logn)ν
ν!
}
= 1
π

{
im
∑
n<X3
ΛX(n)
nσX,t+it (log n)m+1
m∑
ν=0
((σX,t − 12 ) log n)ν
ν!
}
,
where we put for any Y > 0 and for (s) > 0,
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Γ (s, Y ) =
∫ ∞
Y
xs−1e−xdx .
J ′′1 
∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
∫ ∞
σX,t
(
σ − 1
2
)m
X
1
4 − σ2 ) dσ

∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣Γ
(
m + 1, 1
2
(
σX,t − 12
)
log X
)
1
(logX)m+1

(
σX,t − 12
)m+1∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣ .
J ′′′1  log t
∫ ∞
σX,t
(
σ − 1
2
)m
X
1
4 − σ2 dσ 
(
σX,t − 12
)m+1
log t .
Thus we get
J1 = 1
π

{
im
∑
n<X3
ΛX(n)
nσX,t+it (logn)m+1
m∑
ν=0
((σX,t − 12 ) log n)ν
ν!
}
+ O
((
σX,t − 12
)m+1∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
)
+ O
((
σX,t − 12
)m+1
log t
)
.
Similarly, we get
J2 = O
((
σX,t − 12
)m+1∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
)
+ O
((
σX,t − 12
)m+1
log t
)
.
To treat J3, we can apply the arguments on pp. 243–246 of Selberg [4]. We notice first that
J3 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)k
(2k + 1)!π
∫ σX,t
1
2
(
σ − 1
2
)2k+1

(
ζ ′
ζ
(σX,t + it) − ζ
′
ζ
(σ + it)
)
dσ
for m = 2k + 1
(−1)k
(2k)!π
∫ σX,t
1
2
(
σ − 1
2
)2k

(
ζ ′
ζ
(σX,t + it) − ζ
′
ζ
(σ + it)
)
dσ
for m = 2k .
When m = 2k + 1,
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∫ σX,t
1
2
(
σ − 1
2
)2k+1

(
ζ ′
ζ
(σX,t + it) − ζ
′
ζ
(σ + it)
)
dσ
=
∑
ρ
∫ σX,t
1
2
(
σ − 1
2
)2k+1{
σX,t − β
(σX,t − β)2 + (t − γ )2 −
σ − β
(σ − β)2 + (t − γ )2
}
dσ
+O
((
σX,t − 12
)2k+2
log t
)

(
σX,t − 12
)2k+3 ∑
ρ
1
(σX,t − β)2 + (t − γ )2

(
σX,t − 12
)2k+2( ∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣ + log t
)

(
σX,t − 12
)m+1( ∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣ + log t
)
,
and the same bound is seen to hold also when m = 2k. Consequently, we get
− 1
π

{
im
m!
∫ ∞
1
2
(
σ − 1
2
)m
ζ ′
ζ
(σ + it) dσ
}
= 1
π

{
im
∑
n<X3
ΛX(n)
nσX,t+it (log n)m+1
m∑
ν=0
((σX,t − 12 ) log n)ν
ν!
}
+ O
((
σX,t − 12
)m+1 ∣∣∣∣
∑
n<X3
ΛX(n)
nσX,t+it
∣∣∣∣
)
+ O
((
σX,t − 12
)m+1
log t
)
.
We choose X = (log t) 23 . Then we see that the right hand side is
 log t .
This proves our Theorem 1.
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