A hybrid censoring scheme is a mixture of Type-I and Type-II censoring schemes. We study the estimation of parameters of weighted exponential distribution based on Type-II hybrid censored data. By applying EM algorithm, maximum likelihood estimators are evaluated. Also using Fisher infirmation matrix asymptotic confidence intervals are provided. By applying Markov Chain Monte Carlo techniques Bayes estimators, and corresponding highest posterior density confidence intervals of parameters are obtained. Monte Carlo simulations to compare the performances of the different methods is performed and one data set is analyzed for illustrative purposes.
Introduction
Type-I and Type-II censoring schemes are two most popular censoring schemes which are used in practice. They can be briefly described as follows. Suppose n units are put on a life test. In Type-I censoring, the test is terminated when a pre-determined time, T , on test has been reached, and failures after time T are not observed. In Type-II censoring, the test is terminated when a pre-chosen number, R, out of n items has failed. It is also assumed that the failed items are not replaced. So, in Type-I censoring scheme, the number of failures is random and in Type-II censoring scheme, the experimental time is random. In this article, we consider the analysis of Type-II hybrid censored lifetime data when the lifetime of each experimental unit follows a two-parameter weighted exponential (WE) distribution. This distribution was originally proposed by Gupta and Kundu [15] . The two-parameter WE distribution with the shape and scale parameters α > 0 and λ > 0, respectively, has the probability density function (pdf) as:
f W E (x; α, λ) = α + 1 α λe −λx (1 − e −αλx );
We denote a two-parameter WE distribution with the pdf (1.1) by W E(α, λ) and the corresponding cumulative distribution function (cdf) by F W E (x; α, λ).
The aim of this article is two fold. First, we try to earn the MLE's of the unknown parameters. It is observed that the maximum likelihood estimators can be obtained implicitly by solving two nonlinear equations, but they cannot be obtained in closed form. So MLE's of parameters are derived numerically. Newton-Raphson algorithm is one of the standard methods to determine the MLE's of the parameters. To employ the algorithm, second derivatives of the log-likelihood are required for all iterations. The EM algorithm is a very powerful tool in handling the incomplete data problem see Dempster et al. [6] and McLachlan and Krishnan [23] . Then we use the EM algorithm to compute the MLE's. We also evaluate the observed Fisher information matrix using the missing information principle which have been used to obtained asymptotic confidence intervals of the unknown parameters. The second aim of this article is to provide the Bayes inference for the unknown parameters for Type-II hybrid censored data. It is observed that Bayes estimators can not be obtained explicitly, we provide two approximations namely Lindley's approximation and Gibbs sampling procedure. So we use the Gibbs sampling procedure to compute the Bayes estimators, and the HPD confidence intervals. We compare the performances of the different methods by Monte Carlo simulations, and for illustrative purposes we have analyzed one real data set.
The rest of the article is arranged as follows. In Section 2, we provide The MLE's of the unknown parameters. Fisher information matrix is evaluated in Section 3. Using Lindley's approximation and Gibbs sampling we obtain Bayes estimators and HPD confidence intervals for the parametes in Section 4. Simulation results are presented in section 5. We verify our theoretical results via analyzing data set in Section 6.
Maximum likelihood estimators
In this section, we study MLEs of the model parameters α and λ for WE(α, λ) distribution with density function:
For simplicity, we apply a re-parametrization as α and β = αλ. By this, the WE(α, λ) distribution can be written as:
The likelihood function in Case I is given by
for Case II, 4) and for case III,
where f (x) is presented by (2.2), so
We present likelihood functions (2.3), (2.4) and (2.5) by: 9) then the normal equations are
(2.10) Maximum likelihood estimators can be secured by solving these equations, but they cannot be expressed explicitly. So we use EM algorithm to compute them. The advantage of this method is that it is convergence for any initial value fast enough.
EM algorithm
The EM algorithm, originally proposed by Dempster et al. [6] , is a very powerful tool for handling the incomplete data problem. Let us symbolize the observed and the censored data by X = (X 1:n , · · · , X r:n ) and Z = (Z 1 , · · · , Z n−r ), respectively. Here for a given r, (Z 1 , · · · , Z n−r ) are not observable. The censored data vector Z can be thought of as missing data. The combination of W = (X, Z) forms the whole data set. In next we follow the method Kundu and Pradhan [20] for missing data introducing. If we denote the log-likelihood function of the uncensored data set by
For the E-step of the EM algorithm, one needs to compute the pseudo log-likelihood function as l s (α, β) = E(l c (α, β|X)). Therefor,
and they are obtained in Appendix A. Now the M-step includes the maximization of the pseudo log-likelihood function 2.11. Therefore, if at the kth stage, the estimation of (α, β) is (α k ,β k ), then (α k+1 ,β k+1 ) can be obtained by maximizing
Note that the maximization of 2.12 can be earned quite effectively by the similar method proposed by Gupta and Kundu [16] . First,β k+1 can be obtain by solving a fixed-point type equation
The function h(β) is defined
One can follow iteration method. Onceβ k+1 is determined,α k+1 can be evaluated aŝ
For the estimation of λ, we can use the invariance property maximum likelihood estimators and obtainλ as follow:λ =β α .
Fisher Information matrices
One of the advantages of using EM algorithm is that presents a measure of information in censored data through the missing information principle. Louis [22] improved a procedure for extracting the observed information matrix. In this section, we display the observed Fisher information matrix by using the missing value principles of Louis [22] . The observed Fisher information matrix can be used to build the asymptotic confidence intervals. Using the notations: θ = (α, β), X=observed data, W=complete data, I X (θ)=observed information, I W (θ)=complete information and I W |X (θ)=missing information, follow the relation to
to evaluate I X (θ).
Complete information and the missing information are given respectively as:
As the dimension of θ is 2, I X (θ) and I W |X (θ) are both of the order 2 × 2. The elements of matrix I W (θ) for complete data set are presented in Gupta and Kundu [15] . They re-parametrized WE(α, λ) distribution as λ and β = αλ. We report I W (θ) which have been evaluated by them here as:
where
On the other hand, with the above re-parametrization and by using (3.14), one can easily verify
,
dy. Now, I X (θ) can be computed by (3.13). The asymptotic variance-covariance matrix ofθ can be obtained by inverting I X (θ). We use this matrix to secure the asymptotic confidence intervals for λ and β. To obtain the asymptotic confidence interval for α, we use the non-parametric bootstrap method [25] .
Bayes Estimators and Confidence Intervals
In this section, we study Bayes estimators for parameters α and λ under symmetric loss functions. A very well known symmetric loss function is the squared error which is defined as:
2 , withf (µ) being an estimate of f (µ). Here f (µ) denotes some function of µ. Bayes estimators, sayf Bayes (µ), is evaluated by the posterior mean of f (µ).
Let x = (x 1:n , · · · , x r:n ) be an observed sample from the hybrid censoring scheme, drawn from a WE(α, λ) distribution. We apply re-parametrization as α and β = αλ. So the likelihood function becomes
and log-likelihood function:
It is assumed that β and α have the following independent gamma priors:
So, the joint prior distribution of α and β is of the form
Then the posterior distribution α and β can be written as
Now the Bayes estimators of α and β under the squared error loss function L are respectively obtained as:α
Since λ is a function of α and β, then one can obtain the posterior density function of λ and so the Bayes estimator of λ under the squared error loss function L as:
As these estimators can not be evaluated explicitly, so we adopt two different procedures to approximate them:
• Lindley approximation,
• MCMC method.
Lindley approximation method
In previous section, based on Type-II hybrid censored scheme we obtained the Bayes estimators of α, β and λ against squared error loss function L. It is easily observed that theses estimators have not explicit closed forms. For these evaluation, numerical techniques are required. One of the most numerical techniques is Lindley's method (see [21] ), that for these estimators can be describe as follows. In general, Bayes estimator of u(α, β) as a function of α and β is identified:
where l(α, β|x) is log-likelihood function (defined by 4.15) and ρ(α, β) = log π(α, β). By the Lindley's method I(x) can be approximated as:
whereα andβ are the MLE's of α and β respectively. Also, u αα is the second derivative of the function u(α, β) with the respect to α andû αα valued of u αα at (α,β). Other expressions can be calculated with following definitions:
and we have:
With the above defined expressions, we obtain the approximation Bayes estimators. Also we have: Proceeding similarly, the Bayes estimator of β under L is given by (u(α, β) = β, u β = 1, u αα = u α = u ββ = u αβ = u βα = 0), 
The approximate Bayes estimators of α, β and λ can be obtained using Lindley approximation, but it is not possible to construct highest posterior density (HPD) confidence intervals using this method. Therefore, we suggest the following Markov Chain Monte Carlo (MCMC) method to generate samples from the posterior density function, and in turn to obtain the Bayes estimators, and HPD confidence intervals.
Gibbs sampling
Here we study the Gibbs sampling method to draw samples from the posterior density function and then compute the Bayes estimators and HPD confidence intervals of α, β and λ under the squared errors loss function.
Let x = (x 1:n , · · · , x r:n ) be an observed sample from the hybrid censoring scheme, drawn from a WE(α, λ) distribution. From (4.16), we can write the joint posterior density function of α and β given x as: 17) by this, the posterior density function of β given α and x is π(β|α, x) ∝ β w2+r−1 e −β(w1+ Corollary 4.1 With the help of the acceptance rejection principle (see Devroye [7] for details) and the previous theorem, the generation from (4.18) can be performed using the WE generator.
Now we use theorems 4.2 and 4.2 and pursue the idea of Geman and Geman [14] , and suggest the following scheme.
• Step 1) Take some initial value of α and β, such as α 0 and β 0 .
• Step 2) Generate α i+1 and β i+1 from π(α|β i , x) and π(β|α i , x).
• Step 3) Repeat Step 2, N times.
• Step 4) Obtain Bayes estimators of α and β with respect to a squared error loss function:α
where M 1 and M 2 are the burn-in periods in generating of α i and β i respectively.
• Step 5) Obtain the HPD confidence interval of α: Order α 1 , · · · , α M1 as α (1) < · · · < α (M1) and construct all the 100(1 − η)% confidence intervals of α, as:
where [M ] symbolizes the largest integer less than or equal to M . The HPD confidence interval of α is the shortest length interval. Similarly, we can construct a 100(1 − η)% HPD confidence interval of β.
Finally, using the idea of Chen and Shao [4] , we can compute the estimation and HPD confidence interval for λ.
Numerical Experiments
In this section, we carry out a simulation study to compare the performance of MLE's and Bayes estimators. In all the cases α = 2.5 and λ = 3 are taken. We estimate the unknown parameters using the MLE, Bayes estimators obtained by Lindley's approximations and also Bayes estimators obtained by using MCMC technique. We compare the performances of different estimators with MSE. We also obtain the average length of the asymptotic confidence intervals and the HPD confidence intervals.
For computing the Bayes estimators, it is assumed that β and α have Gamma(w 2 , w 1 ) and Gamma(w 4 , w 3 ) priors, respectively. Moreover we use the non-informative priors of The simulation is performed for different choices of n, R, T values. We replicate the procedure for 1000 times and report the average estimators, the MSE's, the average asymptotic confidence intervals length and the average HPD confidence intervals length from the MCMC technique. The results are reported in Table 1 -4. The first and second rows are parameter estimators of λ and α, respectively.
From Tables 1-4 , it is observed that for fixed N and T as R increases, the MSE decrease. The performances of the MLE's and Bayes estimators are very similar in all aspects. The average HPD confidence lengths are smaller than the average asymptotic lengths in all the cases considered. Finally it should be mentioned that Bayes estimators are most computationally expensive followed by MLE's.
Data Analysis
In this section, we demonstrate one data set for illustrative purposes. It has been studied by Gupta and Kundu [15] that the WE(α, λ) distribution can be used quite to analyze them and MLE's of α and λ are 1.6232 and 0.0138 respectively. The data set was studied by Bjerkedal [2] and is given below: 12 15 We plot all the different estimated density functions with non-informative priors and informative priors in Figure 1 and Figure 2 .
Comparing the two schemes with informative and non-informative priors, it is observed that for scheme 1, estimators have smaller standard errors than scheme 2, as expected. Also it is clear that the Bayes estimators depend on the hyper parameters. Because the HPD confidence intervals based on informative priors are slightly smaller than corresponding length of HPD confidence intervals based on non-informative priors, therefore the prior informative should be used if they are available. 
Conclusion
In this article, we have studied the classical and Bayes inference procedure for the Type-II hybrid censored WE(α, λ) distribution. We provide the maximum likelihood estimators and it is observed that the maximum likelihood estimators of the unknown parameters can not be obtained in the closed form and we suggest the EM algorithm to compute them. we also earn the Bayes estimators of the unknown parameters and show that they can not be obtained in explicit forms, and we have proposed two approximation methods to earn them. We have compared the performance of the different methods by Monte Carlo simulations, and it is observed that the performance of quite satisfactory. (1 − e −βxi ) 2 < 0.
Therefore, the result follows.
Appendix C
The conditional distribution of α given β and x is π(α|β, x) ∝ α w4−n−r−1 (α + 1) r e −αw3 e − β α ( r i=1 xi+c(n−r)) (α + 1 − e −βc ) n−r .
In this function, we have π(∞|β, x) → π(0|β, x) = 0 and π(α|β, x) ≥ 0 ∀α, now it is enough that prove π(α|β, x) is bounded. With simple calculation we see that ∀α this function is less than the gamma function and the gamma function is a bounded function, so this function is bounded. Therefore π(α|β, x) has a finite maximum point.
