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ABSTRACT
The relevance of chaotic advection to stratospheric mixing and transport is addressed in the context of (i) a
numerical model of forced shallow-water flow on the sphere, and (ii) a middle-atmosphere general circulation
model. It is argued that chaotic advection applies to both these models if there is suitable large-scale spatial
structure in the velocity field and if the velocity field is temporally quasi-regular. This spatial structure is
manifested in the form of ‘‘cat’s eyes’’ in the surf zone, such as are commonly seen in numerical simulations
of Rossby wave critical layers; by analogy with the heteroclinic structure of a temporally aperiodic chaotic
system the cat’s eyes may be thought of as an ‘‘organizing structure’’ for mixing and transport in the surf zone.
When this organizing structure exists, Eulerian and Lagrangian autocorrelations of the velocity derivatives
indicate that velocity derivatives decorrelate more rapidly along particle trajectories than at fixed spatial locations
(i.e., the velocity field is temporally quasi-regular). This phenomenon is referred to as Lagrangian random strain.
1. Introduction
It has sometimes been said that chaotic advection
occurs in the stratosphere, in the sense that there is
exponential lengthening of material contours (Pierce
and Fairlie 1993; Tuck et al. 1997). While this definition
may be satisfactory in practice, from a theoretical per-
spective it would appear to be insufficiently restrictive:
there is exponential lengthening of material contours in
turbulent flows (e.g., Batchelor 1952), and even if one
were to associate contour-lengthening rates with posi-
tive Liapunov exponents, positive Liapunov exponents
by themselves are not proof of chaotic dynamics (e.g.,
Wiggins 1990), let alone chaotic advection. One there-
fore wonders if it is possible to speak precisely of cha-
otic advection in the stratosphere.
Yet chaotic advection is not generally regarded as a
particularly ambiguous concept. It is now widely ac-
cepted in the fluid dynamics literature that chaotic ad-
vection describes a situation in which a regular but time-
dependent velocity field produces irregular particle tra-
jectories (e.g., Ottino 1989). This has proven to be a
satisfactory definition inasmuch as chaotic advection
has been studied mostly in the context of kinematic
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flows, for which the time dependence is externally pre-
scribed. In these flows it is clear what the word ‘‘reg-
ular’’ is supposed to denote: the velocity field is spatially
smooth and periodic or quasiperiodic in time. This is
the case in industrial applications (e.g., Jana et al. 1994),
where time dependence in the velocity field is generated
through motion of the boundaries, transient effects being
negligible due to the restriction to Stokes flow.
The difficulty with the application of chaotic advec-
tion to stratospheric mixing and transport is that one is
dealing with a flow that is intrinsically dynamical. Con-
sequently, the meaning of chaotic advection in this con-
text is unclear: the velocity field may not be regular for
the time dependence is not necessarily quasiperiodic.
However, recent work by Malhotra and Wiggins (1998)
shows that chaotic advection does generalize in a natural
way to temporally aperiodic kinematic flows. They show
that a mathematically precise meaning can be ascribed
to chaotic advection in temporally aperiodic systems if
there exists a well-defined heteroclinic structure asso-
ciated with the (aperiodic) hyperbolic trajectories; in the
same way as with quasiperiodic systems (e.g., Wiggins
1992), chaotic mixing and transport are then mediated
by the lobes formed by the stable and unstable mani-
folds, the ‘‘template’’ for chaotic dynamics.
Of course application of this mathematically precise
definition to an arbitrary dynamical flow is problematic.
In the absence of a simple analytical expression for the
velocity field, the manifolds must be computed numer-
ically from, say, model output or meteorological ana-
lyses; given that such data are not ‘‘perfect’’ and gen-
erally of low resolution (so that the hyperbolic points
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may not be well defined), accurate numerical compu-
tation from finite time series is difficult. Nevertheless
geometrical organization of the flow by some kind of
large-scale structure should be robust. This then leads
us to the following inference: a necessary condition for
chaotic advection in dynamical flows is that there be
suitable spatial structure in the velocity field, that is, if,
by analogy with the heteroclinic structure of an aperi-
odic system, there exists an ‘‘organizing structure’’ (that
includes stagnation points) for mixing and transport.
This is in accord with chaotic advection being a man-
ifestation of deterministic chaos—a phenomenon that
emerges in time rather than space and time.
There is strong evidence for the existence of such
spatial structure in the stratosphere. The seminal papers
by Waugh and Plumb (1994) and Norton (1994) showed
that small-scale tracer structure in the stratosphere is
determined mostly by the large-scale flow. This behav-
ior is consistent with the so-called Rossby wave critical-
layer paradigm (e.g., Juckes and McIntyre 1987), which
states that the forced Rossby wave critical layer provides
a useful conceptual model for the stratospheric surf
zone.1 It is supported by numerical simulations, as well
as theoretical studies (Haynes and McIntyre 1987; Salby
and Garcia 1987) and observational analyses (Bowman
1996).
While the existence of an organizing structure is a
necessary condition for there to be chaotic advection,
it is not, however, a sufficient one. Besides spatial or-
ganization of the velocity field in the sense described
above, the velocity field must be ‘‘quasi-regular’’ as
well: irregularity in the particle trajectories needs to
arise in a Lagrangian rather than Eulerian sense, though
periodicity or quasiperiodicity of the underlying flow is
not required. As discussed for example by Swanson and
Pierrehumbert (1997), chaotic advection may be thought
of as a situation in which the Lagrangian correlation
time is short compared to the Eulerian correlation time.
In this paper we examine the relevance of chaotic
advection to stratospheric mixing and transport. Spe-
cifically, we analyze two models of the wintertime lower
stratosphere: (i) a shallow-water model of the kind pre-
viously used to simulate a perturbed polar vortex (Juck-
es 1989; Salby et al. 1990a; Polvani et al. 1995) and
(ii) a middle-atmosphere general circulation model (Be-
agley et al. 1997). The shallow-water model, though
extremely idealized, is nonetheless analyzed in detail
for it is generally believed that such a model does cap-
ture the essential aspects of polar vortex dynamics;
moreover, its parameter dependence may be easily stud-
ied (sections 3–4). The middle-atmosphere general cir-
culation model is analyzed (section 5) with a view to-
1 It should be noted that this is not the only possible mechanism.
Ishioka and Yoden (1995) have studied the mixing and transport due
to a barotropically unstable polar vortex and emphasized the impor-
tance of the unperturbed separatrix structure.
ward confirming the robustness of the shallow-water
results.
The analysis is primarily qualitative: a high-resolu-
tion visualization of the surf zone—and of the associated
organizing structure—is obtained from offline trajectory
calculations and, to a limited extent, from the potential
vorticity fields. In cases where the forcing amplitude is
not too strong (and external stochasticity weak), a ‘‘cat’s
eye’’ structure, of the kind seen in numerical simulations
of the barotropic, b-plane, critical-layer equations
(Haynes 1989), is clearly observed. This cat’s eye struc-
ture organizes mixing and transport in the surf zone, the
determination of small-scale tracer structure by the
large-scale flow being a direct consequence. The quasi-
regularity of the velocity field is established from Eu-
lerian and Lagrangian autocorrelations of the velocity
derivatives (section 4). Though the correlation times
cannot be determined precisely, it is clear that the La-
grangian correlation time is much shorter than the Eu-
lerian one; we refer to this as Lagrangian random strain.
We comment on the relationship between chaotic ad-
vection, random-strain theory, and stratospheric mixing
and transport.
A quantitative analysis of mixing and transport is not
undertaken in this paper. This is left to the companion
paper, Ngan and Shepherd (1999, hereafter referred to
as Part II), where various statistical diagnostics are com-
puted and comparisons with kinematic models of cha-
otic advection made. In that paper some practical im-
plications of chaotic advection for stratospheric mixing
and transport are considered; in this paper we shall most-
ly be concerned with theoretical issues. Since chaotic
advection offers, at present, one of the few systematic
approaches to mixing and transport in complicated but
not fully turbulent flows,2 a reexamination of its rele-
vance to stratospheric mixing and transport may be of
some value.
2. Shallow-water model
The numerical model to be analyzed in sections 3 and
4 is a global semi-Lagrangian finite-element model of
the shallow-water equations (Coˆte´ et al. 1993). Owing
to its inherent dissipation, due primarily to the spatial
interpolation required by the semi-Lagrangian scheme
(McCalpin 1988), the model can be run without explicit
diffusion.
The basic state is chosen following Polvani et al.
(1995), who used a jet with a maximum speed of 50 m
s21 at 508N, a zero wind line at 238N, and weak easterlies
at the equator and in the summer (i.e., southern) hemi-
sphere. The expression
2 For the purposes of this work a fully turbulent flow is taken to
be one in which the velocity field is both spatially and temporally
irregular.
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FIG. 1. Initial zonal velocity profile for the standard jet, Eq. (2).
f 2 a f1
u(f) 5 2A cosf sech 2 2B cosf sech ,1 2 1 2a b2 1
(1)
with
21A 5 55 m s , a 5 1.1, a 5 0.3,1 2
21B 5 12 m s , b 5 0.5, (2)1
yields a jet with maximum speed of 53 m s21 at 568N
and zero wind line at 218N (Fig. 1). Except for section
3b, these parameters are used for all the simulations
described below. The initial height field is obtained from
gradient wind balance, that is,
f9 tanf9
h(f) 5 h 2 au(f9) f 1 u(f9) df9,0 E [ ]a
where h0 5 9.5 km is the mean depth of the unperturbed
fluid layer, a is the radius of the earth, and f is the
Coriolis parameter.
As is by now standard, a forcing is added to the height
field in order to simulate the dynamics of a perturbed
polar vortex. The governing equations are (e.g., Juckes
1989)
]za 5 2= · (uz ),a]t
]D 1
2 21 2 25 (k 3 =) · (uz ) 2 ¹ g (h 1 h ) 1 (u 1 y ) ,a f[ ]]t 2
]h
5 2= · (hu),
]t
(3)
where za is the absolute vorticity, D is the divergence,
h is the fluid height, hf is the forcing amplitude, and g
5 a2V2/gh0 is the rotational Froude number. Following
Salby et al. (1990a) and Salby (1992), the forcing takes
the form
z0h 5 A(t)B(f)C(l, t), (4a)f 2
with
1 t 2 5
A(t) 5 1 1 tanh ,[ ]2 2.5
2B(f) 5 B cosf exp{2[(f 2 f )/F] },0 0
C(l, t) 5 z [1 1 cosl] 1 z [cos(l 2 ct)]. (4b)s t
The time envelope A(t) reaches its maximum value of
unity at approximately 10 days; the latitudinal envelope
B(f ) has parameters f 0 5 758, F 5 308, and 521B0
0.39 (so that the maximum value of B(f ) is unity); the
zonal structure function C(l, t) determines the nature
of the planetary wave forcing (zs and zt denote the sta-
tionary and transient amplitudes, c is the phase speed
of the transient).
All the results in this paper were obtained using a
horizontal grid of 144 3 72 (2.58 3 2.58) and a time
step of 900 s for the dynamical fields; the results are
similar for increased spatial and temporal resolution.3
Winds are output every DtSW 5 3 h. As the vorticity is
a diagnostic variable in the model the shallow-water
potential vorticity is computed from the velocity and
height fields, that is, q 5 { f 1 []y /]l 2 ](u cosf )/
]f ]/cosf}/h.
3. Tracer fields
In this section qualitative evidence for the spatial or-
ganization of the tracer field is presented. High-reso-
lution tracer fields are constructed from offline particle
integrations and used to demonstrate the existence of
secondary cat’s eyes. Previous studies (e.g., Polvani et
al. 1995) have emphasized transport across the polar
and subtropical edges of the surf zone rather than the
structure of the surf zone per se.
The particle advection calculations are carried out by
applying linear interpolation in space and time to wind
fields from the shallow-water model. The calculations
are done in spherical polar coordinates, that is,
Dl Df
5 u /(a cosf), 5 y /a,
Dt Dt
where l and f are the longitude and latitude, respec-
tively, of a tracer particle. The use of constant a (the
height of the fluid layer is ignored) entails negligible
error; there have been no problems with the singularity
at the poles. A fourth-order Runge–Kutta scheme with
a time step DtRK 5 225 s is used. The results presented
are generally insensitive to DtRK and DtSW (see section
3e, however). Unless otherwise stated, the initial par-
ticle distribution consists of approximately 70 000 par-
ticles uniformly spaced from 15.58 to 52.58N at 0.58
intervals and from 0.28 to 359.88E at 0.328 intervals,
which provides an approximate cover of the surf zone
3 The quantitative effect of increased spatial resolution is consid-
ered in Part II.
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for z0 5 1000 m. (In sections 3a and 3b we extend this
distribution so as to resolve the structure of the surf
zone more clearly.)
a. Stationary forcing
We begin with stationary forcing. Figure 2 shows the
tracer field at 20, 30 and 50 days for z0 5 1000 m. The
evolution in this figure resembles that seen in analytical
solutions from Rossby wave critical-layer theory (e.g.,
Fig. 2 of Killworth and McIntyre 1985) and in critical-
layer simulations (Haynes 1989). In Fig. 2a one sees
the ‘‘tracer isolines’’ beginning to wrap up slightly north
of the zero wind line (cf. Randel and Held 1991). In
Figs. 2b and 2c a well-defined critical layer emerges: a
cat’s eye, where there is much filamentation and wrap-
up, is bounded by unbroken isolines. (Note that because
the primary cat’s eye is tilted, periodic boundary con-
ditions give the false impression of two distinct primary
cat’s eyes, especially in Fig. 2a.)
The tracer field produced by the offline integration is
consistent with the potential vorticity field (Fig. 3). As
in contour advection, much more small-scale structure
is present in the offline integration; however, in the pres-
ent case, the structure of the surf zone may be appre-
ciated more readily, contour advection calculations be-
ing restricted to only a few contours (albeit very finely
resolved). This enables one to establish connections
with standard analyses of chaotic advection, which are
rooted in the geometric structure of the model in ques-
tion.
Secondary cat’s eyes are visible in Figs. 2b and 2c,
as well as in Fig. 3. Salby et al. (1990b) observed the
formation of ‘‘rolls’’ of potential vorticity in the critical
layer when their equivalent barotropic model was run
without numerical viscosity. Such secondary cat’s eyes
are a generic feature of critical-layer simulations, where
they arise from barotropic instability of the primary cat’s
eye (Haynes 1989). They are seen in numerical simu-
lations of wave breaking induced by isolated Rossby
wave trains (Held and Phillips 1987). There are also
hints of them in stratospheric N2O tracer fields calcu-
lated using reverse domain filling (Sutton et al. 1994),
though a polar stereographic projection does hinder
identification in this case.
It is interesting to note that the potential vorticity is
approximately homogenized within the cat’s eyes. This
suggests that the PV in the critical layer is indeed being
mixed as if it were a passive tracer, as is assumed in
the study of Ngan and Shepherd (1997).
The existence of cat’s eyes is significant because it
is prima facie evidence of large-scale structure in the
velocity field, a prerequisite for the applicability of cha-
otic advection (see the remarks in the introduction). In
the context of chaotic systems it is often said that the
heteroclinic structure is a template for chaotic dynamics
(e.g., Beigie et al. 1994); here it would appear that the
cat’s eyes function as a time-dependent organizing struc-
ture for mixing and transport in the surf zone.
The picture for other values of z0 is similar as long
as z0 does not exceed moderate amplitudes. In Figs. 4a
and 4b the cat’s eye structure may be easily discerned,
though the degree of coarse-grain homogenization in
the tracer field varies with z0. For large z0, however,
the vortex splits and only fragments of the cat’s eye
structure remain (Fig. 4c).
b. Basic-state shear
Previous studies of stratospheric mixing and transport
have used ‘‘realistic’’ basic states, that is, jets with max-
imum velocities around 50 m s21 at 508N and zero wind
lines in the Tropics (208N or thereabouts). As this is
also the case in the preceding section, it is important to
determine how (and to what extent) the results described
above depend on the basic state.
For simplicity we consider two representative cases:
a jet whose initial zonal velocity is half that of the
standard jet,4 and another whose initial zonal velocity
is twice as large.5 The tracer field at 50 days for both
cases is shown in Fig. 5.
From this figure it would appear that the cat’s eyes
are robust with respect to changes in the basic state.
This is the case in Rossby wave critical-layer theory:
changes in the basic-state shear affect the width of the
critical layer, not its formation. Although critical-layer
theory is not strictly applicable to these experiments,
the width of the cat’s eyes does increase as the (basic
state) shear decreases, in accordance with theory.
It will also be noticed that the wavenumber of the
characteristic cat’s eye structure is affected by the back-
ground shear. In numerical simulations of the barotropic
critical-layer equations (Haynes 1989), the nature of the
instability of the primary cat’s eye is governed by the
aspect ratio m: for m → 0 [the Stewartson–Warn–Warn
(SWW) limit] the instability occurs at small scales and
the cat’s eye structure is essentially destroyed; for finite
m, the small-scale instability is suppressed (cf. Dritschel
et al. 1991), and secondary cat’s eyes appear. The value
of m provides a useful guide to the interpretation of the
present results. For the standard jet profile (2), m ; ¼
and secondary cat’s eyes appear. In the critical-layer
simulations, such a value of m also yields secondary
cat’s eyes. Likewise, the instability is stronger when
shear is halved (m reduced) and weaker when it is dou-
bled (m increased).
Shear instability of the nonlinear Rossby wave critical
layer is not a hindrance to the applicability of chaotic
advection. For realistic stratospheric flows m is not in-
finitesimally small and one does not see the kind of
4 The parameters are A 5 27.5, B 5 6, a1 5 1.1, a2 5 0.3, and b1
5 0.5 m s21: only the amplitudes in (2) are changed.
5 Here A 5 110, B 5 24 m s21.
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FIG. 2. Tracer fields for moderately strong stationary forcing, z0 5 1000 m. (a) 20 days; (b) 30 days;
(c) 50 days. The initial tracer distribution lies along latitude circles and f is extended down to 0.58.
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FIG. 3. Potential vorticity at 50 days for z0 5 1000 m. The projection is regular latitude–longitude. Contour
labels are in units of 1028 m21 s21; the contour spacing is irregular.
violent instability that is observed in the SWW limit.
The instability is an intrinsic feature of the critical-layer
dynamics, and it makes no sense—nor is there any
need—to disentangle it from the ‘‘normal’’ critical-layer
evolution. For flows representative of the stratosphere,
the main effect of the instability is to change the mor-
phology of the cat’s eye; it is not strong enough to
change the essential fact that small-scale tracer structure
is determined by the large-scale flow.
It is also worth mentioning in passing that coarse-
grain homogenization is enhanced when the basic-state
shear is increased. This is because the advective time-
scale decreases; equivalently, velocity gradients in-
crease. These effects may be quantified by computing
finite-time Liapunov exponents (see Part II, section 4).
c. Transient forcing
The critical line of a wave-1 travelling wave is found
where its ground speed at a given latitude—given by c
5 2pa cosf/T, T being the period of the wave—matches
the basic-state velocity. Qualitative and quantitative ef-
fects of wave transience have been considered previ-
ously by Salby (1992) and Bowman (1993b), with the
emphasis once more on transport into and out of the
polar vortex.
The results are generally as expected. For purely tran-
sient forcing with c . 0, the surf zone is shifted to the
north and the shear instability is somewhat weaker than
for the stationary case, the shear being stronger at the
zero wind line of the transient. [A related phenomenon
is that sheared disturbances, which are ubiquitous in the
outer region associated with a forced Rossby wave crit-
ical layer (e.g., Haynes 1987), are more prominent.] For
combined stationary and transient forcing the picture is
also similar: unlike the case for idealized time-periodic
chaotic advection models, which retain only a single
temporal harmonic (e.g., Ngan and Shepherd 1997), sta-
tionary–transient interactions do not lead to markedly
different results. This is because stationary forcing in
the shallow-water system, or for that matter in a baro-
tropic system, already generates complicated time de-
pendences in the velocity field (see section 4a): explicit
transient forcing is not required.
d. Deformation radius
In the runs described above the initial mean fluid
depth is h0 5 9.5 km. This value is consistent with those
used in previous shallow-water studies (h0 ; 8 km). It
is interesting to vary h0 because this provides one way
of assessing the importance of the deformation radius
LR. To isolate the effect of the deformation radius it is
necessary to scale the perturbation amplitude with h0.
[Recall that the forcing amplitude hf enters the equations
of motion (3) through a term h 1 hf in the divergence
equation.]
Once again the cat’s eye structure is a robust feature.
The width of the surf zone does, however, increase
slightly with h0; as in section 3b, this is consistent with
Rossby wave critical-layer theory. Although the basic-
state shear is fixed, the potential vorticity gradient de-
creases with increasing h0, which leads to a wider crit-
ical layer.
One might expect the tracer field to be more sensitive
to LR since vortex interactions should strengthen as LR
increases and the flow becomes more barotropic (cf.
Waugh and Dritschel 1991). This is not, evidently, an
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FIG. 4. Tracer field at 50 days for different values of the stationary forcing amplitude, z0. (a) z0 5
250 m, f ∈ [0.58, 52.58]; (b) z0 5 2000 m, f ∈ [2108, 658]; (c) z0 5 3000 m, f ∈ [2158, 658]. Note
the change of scale between panels.
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FIG. 5. Tracer field at 50 days for different basic states. The initial velocity is scaled by (a) 0.5 3 and (b) 2
3 relative to the standard profile, Eq. (2). The initial distributions have f ∈ [08, 608] and f ∈ [0.58, 52.58],
respectively; z0 5 1000 m.
important consideration here because the variation in LR
is limited.
e. Stochastic forcing
The preceding sections have shown that the formation
of a cat’s eye structure in the surf zone is robust when
a spatially coherent large-scale perturbation is applied.
We now consider the effect of random, small-scale fluc-
tuations by introducing stochastic forcing into the ve-
locity and height fields:
F(l, f, t) → F(l, f, t)[1 1 dFh], (5)
where F stands for a velocity component or the height
perturbation (i.e., hf ), and h ∈ [21, 1] is a white-noise
random variable (in space and time). Stochastic forcing
is of interest because while the large-scale velocity fields
obtained from numerical models or meteorological an-
alyses (e.g., Bowman 1993a; Waugh and Plumb 1994;
Polvani et al. 1995) may be representative of strato-
spheric flow, discrepancies at small scales are inevitable.
Stochastic forcing may also be regarded as a crude sur-
rogate for gravity wave effects (see section 5).
We begin with pulse forcing of the velocity field. A
random pulse of amplitude dy 5 0.1 is added at the
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FIG. 6. Tracer field at 50 days for a pulse to the velocity field of amplitude dy 5 0.1 applied at time t 5 0. z0
5 250 m.
FIG. 7. Potential vorticity at 50 days for z0 5 250 m and a velocity pulse of amplitude dy 5 0.1. Contour
labels are in units of 1028 m21 s21; the contour spacing is irregular.
initial time step. As with stochasticity in idealized cha-
otic advection models (Ngan and Shepherd 1997), par-
ticle trajectories are smeared out by the addition of sto-
chasticity to the velocity field (Fig. 6). Nevertheless,
there is a hint of the geometrical structure of the un-
perturbed velocity field: multiple cat’s eyes are just vis-
ible (cf. Fig. 4a). From Fig. 7 one sees that the pulse
has a minimal effect on the PV field: the cat’s eye struc-
ture is in fact very well defined; spatial organization of
the flow persists. In contrast with the behavior of the
barotropic Rossby wave critical layer (Haynes 1989),
the time evolution of the PV field is relatively insensitive
to the addition of noise at the initial time step; shear
instability in the shallow-water system is relatively
weak, as discussed in section 3b. The tracer and PV
fields differ considerably in appearance because the
‘‘scrambling’’ of the tracer field caused by the pulse
persists even at long times, when the dynamical effect
of the pulse has worn off; the tracer and PV fields remain
decorrelated.
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FIG. 8. Tracer field at 50 days for continuous stochastic forcing. dy 5 0.002, z0 5 1000 m.
Continuous stochastic forcing is now considered. For
brevity we consider only perturbations to the velocity
field; stochasticity in the height field generally has a
smaller effect. For moderate noise amplitudes (Fig. 8),
the cat’s eye structure persists, as in the random pulse
case above: once more the main effect of stochasticity
is to smear out particle trajectories; there is only a slight
effect on the corresponding PV fields.
This behavior is easily understood. For small noise
amplitudes the particle advection equations may be writ-
ten in Langevin form, that is,
x˙ 5 u(x, y, t) 1 y˙ 5 y(x, y, t) 1d÷ h, d÷ h,u y
where h is a Gaussian white-noise variable and ,d÷ d÷u y
K1 are noise amplitudes. Consequently the stochasticity
acts simply as an effective diffusivity on the particle
trajectories (e.g., Crisanti and Vulpiani 1993); there is
still spatial organization of the large-scale flow—the
cat’s eye structure persists—and as with the cases with-
out stochastic forcing, chaotic advection occurs.
The situation is different for large amplitudes, how-
ever. When the noise amplitude is large, nonlinear in-
teractions are important and the structure of the velocity
field may be altered. To see this consider Fig. 9, which
shows the potential vorticity field at 50 days for three
different values of dy . For the largest value of dy a cat’s
eye structure no longer exists; the critical layer is es-
sentially destroyed by stochasticity, in agreement with
the findings of Salby (1992). This suggests that chaotic
advection does not occur when there is sufficiently
strong stochastic forcing (cf. section 4a). By contrast,
the spatial structure of idealized Hamiltonian models,
such as are utilized in chaotic advection studies, is un-
affected by stochasticity (Ngan and Shepherd 1997)
since nonlinear interactions are excluded.
It is important to note that in cases with continuous
stochastic forcing potential vorticity is not conserved:
the PV and tracer are uncorrelated at all times. This is
in contrast to the deterministic cases described above
(e.g., section 3a), where, in principle, the PV and tracer
fields are equivalent. (In practice they differ because of
numerical effects.) Here the transport and mixing of the
PV and tracer fields is even in principle somewhat dif-
ferent. For weak stochasticity, however, the persistence
of the cat’s eye structure suggests that the same mech-
anism is operative: chaotic advection by the large-scale
velocity field.
Despite the highly disordered appearance of the flows
depicted above, these results do appear to be robust.
Quantitative diagnostics such as dispersion statistics and
Liapunov exponents scale smoothly with dy (see Part
II): they do not assume unphysical values, though they
are dependent on spatial resolution.
4. Correlation times
The results of the preceding section demonstrate that
there is spatial organization of the velocity field in the
shallow-water system if stationary forcing does not ex-
ceed moderate amplitudes and if stochastic forcing is
sufficiently weak. We now consider whether this veloc-
ity field is quasi-regular, in the sense of our introductory
remarks.
Correlation times of the velocity derivatives are com-
puted in order to provide quantitative evidence for cha-
otic advection. As mentioned in the introduction, chaotic
advection may be thought of as a situation in which the
Lagrangian correlation time is short compared to the
Eulerian correlation time (Swanson and Pierrehumbert
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FIG. 9. Potential vorticity field at 50 days for z0 5 1000 m and increasing stochasticity. (a) dy 5 0.002;
(b) dy 5 0.01; (c) dy 5 0.1. Contour labels are in units of 1028 m21 s21; the contour spacing is irregular.
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FIG. 10. Eulerian autocorrelations of the spatial derivatives for z0
5 1000 m. An average is taken over model grid points between 108
and 608N.
1997). The correlation times may be inferred from the
autocorrelations of the velocity derivatives:
N2k1 (u 2 u )(u 2 u )O i i1kN 2 k i51
r(k) 5 , (6)N1
2(u 2 u )O iN i51
where {ui}, i 5 1, . . . , N is a time series. For conve-
nience the autocorrelations are shown as a function of
a dimensional time t9 (t9 5 kDtRK); the Lagrangian
autocorrelation is denoted by rL.
Although they are qualitatively similar, autocorrela-
tions of the velocity derivatives rather than the velocities
themselves are shown so as to facilitate comparison with
random-strain theory. In random-strain theory (e.g.,
Batchelor 1959; Kraichnan 1974; Chertkov et al. 1995),
which is sometimes taken to be an idealized model of
turbulent mixing, it is assumed that the velocity deriv-
atives are zero-mean, random functions with constant
correlation time. Recently random-strain theory has
been invoked to help explain the vertical-scale cascade
of tracer in the lower stratosphere (Haynes and Anglade
1997; see also Juckes and McIntyre 1987).
The work of Pierrehumbert (1994) and Antonsen et
al. (1996) suggests that there is a close connection be-
tween random-strain theory and chaotic advection. De-
spite its connections with turbulent mixing, random-
strain theory is of fairly wide applicability. Basically,
all that is required is that the velocity derivatives along
particle trajectories be random functions of time so that
the stretching of material lines can be described in terms
of a mean strain and the correlation time of the deriv-
atives, or, alternatively, that a large-scale (Lagrangian)
strain field be defined in a statistical sense (cf. Kraichnan
1974). One expects these conditions to be met when
there is chaotic advection. Yet chaotic advection and
random strain are not necessarily equivalent, for the
latter is a purely statistical concept. With this distinction
in mind, we therefore introduce the concept of Lagrang-
ian random strain, a situation in which the velocity de-
rivatives decorrelate along particle trajectories but not
at fixed spatial locations. Lagrangian random strain (i.e.,
temporal quasi-regularity) is a prerequisite for chaotic
advection.
For periodic or quasiperiodic chaotic advection mod-
els, the Eulerian correlation time is, by construction,
infinite. Aperiodicity will presumably lead to finite Eu-
lerian correlation times, but this is not necessarily in-
consistent with the presence of chaotic advection (cf.
Malhotra and Wiggins 1998).
a. Eulerian correlation times
Autocorrelations of the four spatial derivatives, ux,
uy, y x, and y y, for z0 5 1000 m are shown in Fig. 10.
The derivatives are obtained using centered differencing
of the velocities;6 the autocorrelation at a grid point of
the model is calculated using (6); an average over grid
points between 108 and 608N (an approximate cover of
the surf zone) is taken. Autocorrelations of the velocities
and of the principal strain rates are qualitatively similar.
From Fig. 10, there is little evidence of random strain
in the Eulerian sense: the autocorrelations do not appear
to decorrelate on the timescale of the integrations. One
could, perhaps, argue that the zero crossing point cor-
responds to the correlation time, but this does not appear
to be justified since the autocorrelations do not relax to
zero, even when the integration is extended to 100 days.
Quantification is therefore difficult, though for com-
parative purposes (see section 4b) we have tried, fol-
lowing the suggestion of a referee, to fit the autocor-
relations to a function of the form
r(t9) 5 a exp(2t9/t c) cos(vt9), (7)
where a is a constant, t c is the correlation time, and v
a frequency. The fit so obtained is not very convincing,
largely because the assumption of exponential decay
does not appear to be valid. We have not tried to for-
malize this procedure through a nonlinear least-squares
fitting because we feel that it would be rather pointless:
the error in the assumed form (7) is probably comparable
to that in the fitting parameters.
It should be noted in passing that given the evolution
of the critical layer depicted in Fig. 2, this conclusion
is to be expected: the velocity field is spatially smooth
and evolves rather slowly.
There is similar behavior for other values of z0; for
brevity, only the autocorrelation of uy is shown (Fig.
6 The first 10 days of the time series are excluded from the analysis
since this is the time required for the forcing to reach maximum
amplitude. This has no qualitative effect on the results.
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FIG. 11. Eulerian autocorrelation of uy for different values of the
stationary forcing amplitude, z0.
FIG. 12. Eulerian autocorrelation of uy for continuous stochastic
forcing in the velocity field; z0 5 1000 m.
11).7 The autocorrelation for z0 5 3000 m is similar to
the other cases, despite the splitting of the vortex (Fig.
4).
It is difficult to assign error bars to Figs. 10 and 11
because the standard error of is of the same orderr (t9)uy
of magnitude as ) itself. The domain average im-r (t9uy
plicit in the autocorrelation is taken over a large area,
leading to a fairly broad distribution of ‘‘correlation
times.’’ (Ideally one would like to show the probability
distribution of correlation times, but lacking an unam-
biguous method for determining them we adopt a do-
main average as a matter of course.) Nevertheless, the
evolution seen above is not unrepresentative: the au-
tocorrelations do not change substantially when the av-
erage is taken over a smaller area (not shown).
Time series for z0 5 2000 m (not shown) indicate
that while the flow approaches a quasi-regular state, it
does not appear to be quasiperiodic. This has been con-
firmed by computing power spectra of the time series:
the spectra do not have characteristic peaks (cf. Roger-
son et al. 1999 for an aperiodic case that does). In fact,
the spectra appear to exhibit power-law scaling.
When stochastic forcing of sufficient amplitude is in-
troduced, the velocity derivatives decorrelate rapidly
and the Eulerian correlation time is unambiguously fi-
nite. Figure 12 shows for dy 5 0.01 and dy 5 0.1.ruy
For strong stochastic forcing (dy 5 0.1) Eulerian random
strain unquestionably occurs: the autocorrelation fluc-
tuates around zero for large t9. For weak stochastic
forcing (dy 5 0.01), the evolution is not much different
from the deterministic case.
b. Lagrangian correlation times
Lagrangian autocorrelations, rL, are computed for the
shallow-water system using an initial particle distribu-
7 Of the four derivatives, uy has the largest dimensional magnitude
by far. For z0 5 3000 m, differences between the derivatives do appear
but the quasiperiodicity persists.
tion of 2000 points (doubling the number of particles
has negligible effect on the results). As with the Eulerian
autocorrelation the velocity derivatives are sampled ev-
ery 3 h, the time interval at which the velocity field is
output. Velocity data from the entire time series (1200
h in the case of a 50-day integration) are used.8 To
facilitate comparison a metric factor is applied in the
computation of the l derivatives. The Lagrangian au-
tocorrelations of the principal strain rates are similar to
.
Lruy
Figure 13 shows Lagrangian autocorrelations for z0
5 1000 m. Here ux, y x, and y y clearly decorrelate along
particle trajectories; uy decorrelates slowly, if at all. Al-
though longer time series would be needed to establish
that the velocity derivatives decorrelate completely, the
contrast with the Eulerian autocorrelations, for which
there is little sign of decorrelation, is clear enough. Cou-
pled with the geometrical organization of the velocity
field, we then conclude that chaotic advection does in-
deed occur.
The individual velocity derivatives exhibit different
behavior because the velocity field is anisotropic: the
integrations are initialized with a zonal jet, which per-
sists even with strong stochastic forcing, explaining the
slower decorrelation of uy. This behavior differs from
that of random-strain theory, where it is assumed that
the elements of the strain matrix—and thus the indi-
vidual velocity derivatives—decorrelate at a constant
rate. Similar behavior arises in idealized chaotic systems
(Ngan 1997; Dresselhaus and Tabor 1989) where it is
often the case that some of the derivatives are time
dependent, while others are time independent.
Despite the various pitfalls enumerated earlier, quan-
tification of the correlation time is of some interest.
Applying (7), one gets Eulerian correlation times t E ;
10 days and Lagrangian correlation times t L ; 2 days.
8 If the first 10 days of data were to be excluded, as with the
Eulerian autocorrelations, then it is expected that decorrelation would
be only more rapid.
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FIG. 13. Lagrangian autocorrelations for ux, uy, y x, and y y; z0 5
1000 m.
FIG. 14. Lagrangian autocorrelations for three different values of
the stationary forcing amplitude, z0. (a) ; (b) .L Lr ru yy y
FIG. 15. Lagrangian autocorrelations for strong stochastic forcing
of the velocity field (dy 5 0.05, z0 5 250 m).
These numbers are very rough—each of the velocity
derivatives decorrelates at a different rate, for exam-
ple—but they do suggest that the ratio of t E to t L is of
the order of 5. It would be hazardous to place too much
faith in this number, but it is interesting that it is in
agreement with the tracer scale factor of Methven and
Hoskins (1999), which measures the ratio of scales ac-
curately resolved by a contour advection simulation.
Methven and Hoskins (1999) find that the tracer scale
factor is 5.5 6 0.5 in the Northern Hemisphere win-
tertime lower stratosphere.
There are similar results for other values of z0 (Fig.
14). It would appear that the Lagrangian correlation time
is determined primarily by the large-scale flow (the zon-
al-mean zonal velocity changes but slightly from z0 5
1000 to 3000 m); there is a similar phenomenon in the
context of idealized Hamiltonian models, stochastic and
deterministic (Ngan 1997). On the other hand, the La-
grangian autocorrelations do not exhibit long tails,
which are a generic feature of Hamiltonian models, at
least in the absence of noise (see, e.g., Badii et al. 1988).
This is probably because there is greater time depen-
dence in the spatial structure of the velocity field; con-
sequently there is less long-range spatial order and
weaker temporal correlation.
When stochastic forcing is introduced decorrelation
is more rapid, though the decorrelation of uy still lags
that of the other derivatives (Fig. 15). Although, strictly
speaking, Lagrangian random strain still occurs, there
is little sense in speaking of Lagrangian random strain
(or chaotic advection) when both t E and t L are short:
the flow is essentially quasi-turbulent.
5. Calculations using isentropic winds from the
Canadian Middle Atmosphere Model
The robustness of the shallow-water results is now
considered by performing a similar analysis using is-
entropic winds from the Canadian Middle Atmosphere
Model (CMAM). CMAM is a general circulation model
whose domain extends from the surface of the earth to
about 95 km; a detailed description may be found in
Beagley et al. (1997). While CMAM is just a model,
its complexity is such that results obtained from it
should be broadly representative of the real stratosphere.
(At the very minimum the stratospheric wave forcing
should be more realistic than in the shallow-water mod-
el, large-scale and small-scale waves being present.) In
principle, analyzed winds should be preferable to output
from a numerical model, but as a balance constraint is
inevitably imposed, it is not clear that this is so; gravity
4148 VOLUME 56J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
waves, for example, must be parameterized (Pierce et
al. 1994).
The winds are taken from 1 July to 30 July (i.e.,
Antarctic winter) of a long simulation using T32 hori-
zontal resolution and 50 vertical levels between the
ground and 0.001 hPa. Horizontal winds are output at
3-h intervals onto a 65 3 33 grid with equally spaced
grid points.
a. Tracer fields
Tracer fields are constructed using approximately
130 000 points equally spaced in latitude and longitude
from 58 to 458S at 108 intervals and from 0.028 to
359.988E at 0.01258 intervals. The integration procedure
is identical to that used in section 3.
Figure 16 shows tracer fields on three different is-
entropic levels at the end of a 30-day integration. The
lowest level, 450 K, is located at roughly 17 km and is
often taken as being representative of the lower strato-
sphere; the highest level, 1000 K, is located in the
middle-stratosphere, at roughly 35 km. In all cases cat’s
eyes in the surf zone may be seen, as in the shallow-
water system. An interesting feature of this figure is that
the wavenumber of the cat’s eye structure decreases no-
ticeably from 450 to 600 K, though it remains approx-
imately constant from 600 to 1000 K. This is presum-
ably a consequence of the Charney–Drazin theorem
(e.g., Andrews et al. 1987), according to which, in an
atmosphere with zonal velocity increasing monotoni-
cally with height, there is preferential filtering of small-
scale waves (see also Scinocca and Haynes 1998). The
strengthening of the basic flow may also play a role;
recall that the morphology of the cat’s eye structure in
the shallow-water system is strongly affected by basic-
state shear (Fig. 5). For the three isentropic surfaces
considered here characteristic initial zonal velocities are
50, 80, and 130 m s21.
A few other comments are also in order. First, the
picture at 10 and 20 days is qualitatively similar—cat’s
eyes are still present—though of course there is less
small-scale structure. This is in contrast to the shallow-
water system: the time development of a Rossby wave
critical layer may be seen in Fig. 2 because the shallow-
water model is initialized from a rest state at time t 5
0; this is not the case in CMAM. Second, a larger num-
ber of particles is required in the CMAM integrations
because the unbalanced component of the motion is
stronger and because potential vorticity is not conserved
on the timescale of the integrations. This has the effect
of smearing out particle trajectories, in a manner similar
to, though much less pronounced than, Fig. 6. Never-
theless, the spatial organization of the large-scale flow
in CMAM is undeniable.
b. Correlation times
Eulerian and Lagrangian autocorrelations are now
computed following the procedure of section 4. The only
difference is that for the Eulerian autocorrelations the
entire time series is now used (i.e., 30 days or 720 h).
The Eulerian autocorrelations are computed from 58 to
558S; the Lagrangian autocorrelations use approximate-
ly 1700 points initially distributed over the same do-
main.
Figure 17 shows Eulerian and Lagrangian autocor-
relations for the isentropic levels shown in Fig. 16.9
Once more there is strong evidence for Lagrangian ran-
dom strain (and chaotic advection): as with the shallow-
water system (cf. Figs. 10 and 13), the Lagrangian cor-
relation time is distinctly shorter than the Eulerian cor-
relation time. Quantifying this once more with (7), one
gets that t E ; 4 days and t L ; 1 day. Although both
t E and t L are shorter than is the case for the shallow-
water model, their ratio is approximately the same.
Another interesting point is that t L is of the same
order of magnitude as the upper bound on contour ad-
vection sampling times (;12 h in the lower strato-
sphere).10 This timescale has been explained as the char-
acteristic time associated with the advection of PV fil-
aments in the surf zone (Waugh and Plumb 1994), which
is a rough constraint on the accuracy of the simulated
filaments’ position. It is reasonable that this timescale
be comparable to the Lagrangian correlation time.
The behavior for the three isentropic levels is similar
and t E and t L are largely unchanged. The main differ-
ence is that fast oscillations are more prominent at high-
er altitudes. This behavior has been corroborated by the
associated time series.
6. Conclusions
In this work we have tried to clarify what is meant
by the commonly invoked, though rarely defined, phrase
‘‘chaotic advection in the stratosphere.’’ This has been
done by studying (i) the large-scale structure of the ve-
locity field, specifically as manifested in tracer and po-
tential vorticity fields, and (ii) the contrast between tem-
poral Eulerian and Lagrangian velocity autocorrelations.
Essentially we have tried to look for analogs of the
defining features of chaotic advection in kinematic mod-
els—namely, suitable geometric organization of the
large-scale flow and temporal ‘‘quasi-regularity’’—
which apply even when the flow is not periodic or qua-
siperiodic in time.
The most immediate (and obvious) conclusion of this
work is that chaotic advection does, in all likelihood,
occur in the wintertime stratosphere. By itself, this con-
clusion is not very surprising. The existence of suitable
9 For brevity we show autocorrelations of uy only. The behavior of
the other derivatives is analogous to that of the shallow-water system
(see Figs. 10 and 13), i.e., they decorrelate more rapidly than uy.
However, the contrast between the Eulerian autocorrelations is no-
ticeably smaller at 600 and 1000 K.
10 We thank Lynn Sparling for bringing this point to our attention.
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FIG. 16. Tracer fields after a 30-day integration using isentropic winds from CMAM. (a) u 5 450 K; (b)
u 5 600 K; (c) u 5 1000 K.
4150 VOLUME 56J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
FIG. 17. Autocorrelations of the velocity derivatives on the u 5
450, 600, and 1000 K isentropic surfaces. (a) ; (b) .Lr ru uy y
large-scale structure in the velocity field is implied by
the work of Waugh and Plumb (1994) and Norton
(1994), among others; calculations by several authors
(e.g., Bowman 1993a; Waugh and Plumb 1994; Schoe-
berl and Newman 1995) have shown that particle tra-
jectories in the surf zone are chaotic. Yet while the
occurrence of chaotic advection in the stratosphere is
not especially surprising, it is useful, we believe, to have
posed such a question in the first place. Apart from
resolving this question, in trying to understand how cha-
otic advection is of relevance to stratospheric mixing
and transport we learn a number of things about them
both.
First, we have shown how the behavior of the bar-
otropic Rossby wave critical layer, which is precisely
defined for small forcing amplitude only, naturally ex-
tends to finite amplitude and nonbarotropic flow. The
emergence of cat’s eye structures in both the shallow-
water system and the middle-atmosphere general cir-
culation model (CMAM) has been emphasized. We find
that such structures exist when stochasticity is suffi-
ciently weak, as is the case in the stratosphere. This is
the regime where chaotic advection is applicable.
Second, the notion of an organizing structure for mix-
ing and transport may prove useful in accounting for
the existence of chaotic advection in intrinsically dy-
namical, vorticity-conserving fluids. As it is well known
that kinematic models of chaotic advection in geo-
physical fluids suffer from a dynamical consistency
problem (see Ngan and Shepherd 1997 and references
therein), there has been some debate over their appli-
cability. Briefly, this dynamical consistency problem
arises from the fact that these models, which are essen-
tially Hamiltonian dynamical systems in the guise of
two-dimensional incompressible flow, may not, in gen-
eral, materially conserve potential vorticity. The notion
of an organizing structure establishes an explicit con-
nection between this physical constraint on chaotic ad-
vection in a vorticity-conserving fluid and the mathe-
matical constraint on chaotic advection in a temporally
aperiodic system (i.e., the existence of a well-defined
heteroclinic structure): the finite-amplitude Rossby
wave critical layer is the direct analog of the aperiodic
heteroclinic structure.
Of course it would be more satisfying if the manifolds
were calculated directly; however, this appears to be a
difficult calculation. Malhotra and Wiggins (1998) com-
puted manifolds for an aperiodic flow but one that is
kinematically specified, so that the position of the hy-
perbolic points is known exactly, greatly simplifying
the calculation. Miller et al. (1997) computed manifolds
for a dynamically consistent flow, but their analysis ex-
ploits the fact that the flow is almost quasiperiodic, al-
lowing them to work in a comoving frame and obtain
well-defined manifolds. Rogerson et al. (1999) were
able to compute manifolds for a fully aperiodic flow,
but the strong hyperbolicity of the flow was critical to
the success of their calculation. As has been shown by
Haller and Poje (1998) and Poje and Haller (1999),
manifolds can be computed using finite time series if
the flow satisfies certain technical requirements; nev-
ertheless, the question remains as to how, in general,
one locates the hyperbolic points in the first place. If
the flow is aperiodic and most trajectories are, from a
numerical standpoint, at least partially hyperbolic, then
a distinguished hyperbolic trajectory may not be easy
to identify.
Third, we have tried to clarify the connections be-
tween chaotic advection, stratospheric mixing, and ran-
dom-strain theory. Both random-strain theory and cha-
otic advection have been invoked as explanations of
stratospheric mixing, and while there are many simi-
larities between them, they are not equivalent. The fun-
damental difference is that random strain is a more gen-
eral phenomenon than chaotic advection, for it is purely
statistical in nature; the concepts of Eulerian and La-
grangian random strain were introduced in order to help
make this distinction clear. Computations of Eulerian
and Lagrangian autocorrelations for the shallow-water
system and CMAM indicate that Lagrangian random
strain occurs: velocity derivatives decorrelate more rap-
idly along particle trajectories than at fixed locations.
More interestingly, perhaps, the ratio of Eulerian to La-
grangian correlation times for both models is about 5;
15 DECEMBER 1999 4151N G A N A N D S H E P H E R D
this is close to the tracer-scale factor of Methven and
Hoskins (1999), which describes the range of scales
accurately simulated by contour advection. This ratio
is, moreover, approximately independent of height in
CMAM.
None of which is to say that the shallow-water system
or the middle-atmosphere model obey all the formal
requirements of random-strain theory. Most glaringly,
the velocity derivatives do not, at least on the timescales
we have considered, decorrelate at precisely the same
rate. In the second part of this study we provide ex-
amples of how chaotic advection in the stratosphere does
indeed yield statistical behavior in accord with that of
random-strain theory. The basic idea is that random-
strain theory extends beyond its formal range of appli-
cability because the underlying physical mechanism is
robust: generation of small-scale tracer structure by a
large-scale strain field. Indeed, many chaotic systems
fall into this category.
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