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Indexing  in  information  retrieval  (IR)  is  used  to  obtain  a 
suitable  vocabulary  of index  terms  and  optimum  assign- 
ment  of  these  terms  to  documents  for  increasing  the 
effectiveness  and  efficiency  of  an  IR system.  The  con- 
cept  of  term  discrimination  value  (TDV)  is  one  of  the 
criteria  used  for index-term  selection.  In this  article  a new 
concept  called  the  cover  coefficient  (CC) will  be used  in 
computing  TDVs.  After  a brief  introduction  to the  theory 
of indexing  and the  CC concept,  an efficient  way  of com- 
puting  TDVs  by use of the CC concept,  index-term  selec- 
tion,  and  weight  modification  are  discussed.  It  is  also 
shown  that  the computational  cost  of the CC approach  in 
the  calculation  of  TDVs  is  favorably  comparable  to  the 
cost  of  a different  approach  that  uses  similarity  coeffi- 
cients.  Furthermore,  the  TDVs  obtained  by  the  CC ap- 
proach  are consistent  with  those  of the  latter  approach. 
I.  Introduction 
Indexing  can be described  as means of describing  docu- 
ments by  a set of  terms  whose  resolving  power  (i.e.,  dis- 
crimination  of  documents  from  each  other)  is  as high  as 
possible.  For very  large document databases it is essential to 
employ  indexing.  Indexing  is used both in inverted-file-  and 
cluster-based IR systems. In cluster-based retrieval  systems, 
clustering  (i.e.,  the  process of  putting  similar  documents 
into  the same group)  is used to increase the effectiveness  of 
the system [ 11. The partitioning  (clustering)  of the document 
space would  enable the retrieval  systems, including  the full- 
text  retrieval  systems,  to operate efficiently.  However,  the 
task of indexing  cannot be done arbitrarily,  because it affects 
the performance  of an IR system dramatically.  For example, 
a study  which  has been made on the MEDLARS  system by 
Lancester shows that about 50% of system failures  in terms 
of  recall  and precision  are related  to  indexing  [2,  p.  138; 
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ref.  271, where recall  (precision)  is the number of retrieved 
relevant  documents  divided  by the total  number of relevant 
documents in the collection  (by the total number of retrieved 
documents). 
Having  an indexing  system  we  can then  (a) define  the 
contents of documents,  (b) determine  the topics  of  a docu- 
ment collection,  and (c) find  the relatedness of user request 
(query)  and individual  documents  of  a collection. 
Although  indexing  can be performed  manually  as well  as 
automatically  by  extracting  index  terms  from  documents, 
we  will  concentrate  only  on  automatic  indexing.  Accord- 
ingly,  we will  abstract the task of  automatic  indexing  by  a 
5-tuple  I  =  [M,  C, T, W, D 1, where 
M: 
C: 
T: 
W: 
D: 
the indexing methodology (i.e.,  the decision criteria 
used  in the selection of index terms and in the assign- 
ment of index terms to documents). 
the document collection containing the documents  to 
be indexed, C  =  {dil  1 5  i  I  m}. 
the  set of  index  terms T  =  {t, 11 I  i  5  n}  (i.e., 
indexing  vocabulary for  the description of  these m 
documents). 
the possible weights to be assumed  by index terms in 
documents (i.e.,  the relative importance of  terms in 
individual  documents).  If  W  =  (0, 1) then indexing is 
binary. If  W = R (where R is the set of non-negative 
real numbers), then indexing is weighted. 
the abstract description of documents  as a matrix of 
size m  X n, as determined by the cardinalities of the 
sets  C and T, that is, ICI =  m, ITI  =  n. An individual 
entry of D,  dii  (1 5  i  5  m,  1 5 j  5  n), indicates the 
relative importance of r, in di,  where d,  E  W. 
In  indexing,  there are two  basic measures that  are espe- 
cially  important.  These are depth of  indexing  (indexing  ex- 
haustivity)  and  term  generality  (term  breadth)  [ 1,3].  For 
W  =  (0,  l},  i.e.,  binary  indexing,  depth of indexing  can be 
measured by the number of terms used for the description  of 
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for di , xdi ~  is equal to Xy=r di . Similarly,  using  binary  index- 
ing,  term  generality  can  be  measured  by  the  number  of 
documents described by individual  terms. Hence,  generality 
of term tj , t,,  is equal to Z,t,  dj.  (Similar  definitions  can be 
made for weighted  indexing.)  The average depth of indexing 
(xd)  and  term  generality  (t,?) can  then  be  defined  as 
XE,  xdi/m  and  XC:=,  t,$  /n,  respectively  [4].  It  has  been 
shown  that  depth  of  indexing  (term  generality)  affects  the 
recall  (precision)  of  an  IR  system.  Appropriate  levels  of 
indexing  exhaustivity  and  term  generality  would  lead  to 
better recall  and precision  values  [ 1,3,5].  Accordingly,  the 
following  are some important  issues concerning  an indexing 
task (I): 
(a)  What is the best T  for a particular C? 
(b)  What should be the importance of Z, in  di  (i.e.,  the 
value of d,)? 
(c)  What is the appropriate  level of x,,, (1 5  i  5  m) and 
d? 
(d)  What is the appropriate  level oft,,  (1 S  i  I  n) and r,? 
Research  on  indexing  has resulted  in  some interesting 
theories.  For  a brief  overview  of  the  indexing  theories  of 
Jonker, Heilprin,  Landry,  and Salton and his co-workers  the 
reader may refer to [5].  Detailed  illustrations  of the theories 
of  Salton  and co-workers  can be found  in  [6,7].  A  proba- 
bilistic  approach for better indexing,  the term precision  mea- 
surement , is formally  treated in  [ 81. IR experiments  on term 
precision  are described  in  [9, 101. Another  probabilistic  ap- 
proach  called  the term  utility  measurement  is discussed  in 
[lo,  II].  The  term  relevance  measure (work  of  Robertson, 
Sparck  Jones,  Van  Rijsbergen,  Harper,  etc.)  [I]  is  yet 
another  probabilistic  approach  to  estimate  the  weight  of 
index  terms.  The  probabilistic  approaches,  such  as term 
precision  and term utility  measure, may have some practical 
difficulties,  since they require  the occurrence  characteristics 
of  query  terms in  the relevant  and nonrelevant  documents; 
hence they  are more suitable  to query  reformulation.  How- 
ever, there are some studies to overcome  this  obstacle  [ 121. 
In  the  remainder  of  this  article,  the  concepts  of  term 
discrimination  value  (TDV)  and cover  coefficient  (CC)  are 
briefly  introduced.  An  efficient  way  to  compute  TDVs  by 
use of the CC concept is presented in detail.  This  is followed 
by  a section on experiments  performed  which  show that the 
TDVs  computed  according  to the CC concept are consistent 
with  those computed by use of the cosine similarity  measure. 
Furthermore,  the  computational  cost  of  the  CC  concept- 
based  approach  compares  favorably  with  that  of  the 
similarity-based  approach.  The  use  of  the  CC  concept  in 
connection  with  the TDV  concept  for  index-term  selection 
and weight  modification  of  index  terms is  also discussed. 
II.  The  Term-Discrimination  Value  Concept 
An  indexing  theory  proposed  by  Salton  and  his  co- 
workers  uses the  TDV  concept  [6,  lo].  In  this  theory,  an 
optimum  indexing  vocabulary  is obtained  according  to sig- 
nificance  of terms. For computing  term significance  several 
weighting  measures have been proposed,  such as term fre- 
quency,  signal-to-noise  ratio,  variance,  dynamic  informa- 
tion  value,  and discrimination  value  [3,6]. 
In  a document  space, TDV  is used to measure an index 
term’s  contribution  to  how  well  documents  are separated 
(distinguished)  from each other. The separation of the docu- 
ments  of  a collection  can  be measured by  looking  at the 
document  space density  (i.e.,  average similarity  of  docu- 
ments) Q’  [3,6]. 
(0  5  Q ’  5  1  for  0  I  S  I  1) , 
where  S(di , dj)  is the  similarity  between  dj  and dj,  which 
can be calculated  according  to the cosine coefficient  [3]  as 
S(di ’ dj)  =  [xi,,  (dik)2 X  XI= 1  (djk)2]1’2  ’ 
The document  space density  calculation  according  to the 
above  formula  involves  a  very  large  number  of  com- 
putations.  The  computational  cost can be lowered  by  first 
creating  a centroid  G  for  the  document  collection.  Each 
centroid  entry  gj (j  =  1, . . . , n) of G  is then defined  as the 
average  weight  of  tj  in  all  of  the  m  documents: 
gj  =  (1 /m)  XE”=,  d,  .  Then  the  (approximate)  document 
space density  can be defined  as follows  [3,6]: 
Q  =  i  gS(di,G)  (0 <  Q  5  1  for  0  <  S  5  1). 
I  1 
Accordingly,  document  collections  with  greater (lesser) 
separation of document  description  vectors  will  have lower 
(higher)  Q  value.  When  all  documents  are distinct  from 
each other  (i.e.,  no two  documents  have a common  term), 
then Q’  will  be 0 and Q  will  have a value  close to 0. If  all 
documents are identical,  then both  Q ’ and Q  will  be equal 
to  1. The  appropriate  selection  of  index  terms  and assign- 
ment  of  them  to  individual  documents  [i.e.,  appropriate 
xdi  (1  5  i  I  m) and tg, (1  5  j  I  n  values)]  will  yield  an 
optimum  value  for  the  document  space density  of  a col- 
lection.  Accordingly,  better  discrimination  of  documents 
will  increase the effectiveness  of  an IR  system [IO]. 
Deletion  of  a term  from  T  will  change the indexing  vo- 
cabulary  and hence the description  of  documents.  Since  Q 
is a function  of  document  descriptions,  such a change will 
also change the document  space density  Q  of  a collection. 
The deletion  of tj (1 5  j  5  n) will  set d,  (1  5  i  % m) and 
hence  gj  to  null.  The  new  value  of  Q, Qj  will  be  the 
following: 
Qj  =  i  $  S(d{ Gj) , 
1-l 
where 
d{  =  (dil,diz,.  ..,di,j-1,di,j+l,...,di,), 
Gj =  (g1,g2,...,gj-l,gj+lt...,gn). 
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tion  of  term  tj.  If  the assignment  of  tj  separates the docu- 
ments  more  from  each  other,  then  its  assignment  will 
decrease the  document  space density.  Consequently,  the 
removal  of  tj  makes the  documents  closer  to  each  other, 
thereby  increasing  the document  space density  and leading 
to  the  situation  Qj >  Q.  Accordingly,  Qj  -  Q  will  be 
greater than  zero.  The difference  Qj  -  Q  is defined  as the 
discrimination  value  of  tj , TDVj  [3,6]. 
TDV  has the following  properties: 
(a) 
(cl 
TDV, >  0 for  a good discriminator  t,  (i.e.,  a term 
which makes  the documents  more distinguishable from 
each other), 
TDV, =  0 for an indifferent term tj  (i.e.,  the assign- 
ment of tj to documents  does  not affect the separation 
of documents), and 
TDV, <  0 for  a poor discriminator  tj  (i.e.,  a term 
which makes  the documents  less distinguishable from 
each other). 
After  determining  the  TDVs,  entries  in  the  D  matrix 
(i.e.,  the matrix  used for the calculation  of TDVs)  are modi- 
fied  as follows  [3,6]: 
d:, =  TDVj  X  dij , 
Such a modification  in the matrix  will  increase the effective- 
ness of an IR  system in  terms of recall  and precision  [6,7]. 
TDV  can also be used to optimize  the indexing  vocabulary 
(2”) of a collection  (C)  to improve  the effectiveness  of an IR 
system [6]. 
Ill.  The  Cover  Coefficient  Concept 
The  cover coefficient  (CC) concept  was originally  intro- 
duced for document  clustering  purposes [ 13-171. The docu- 
ment collection  is defined  by the D  matrix  which  is already 
described.  The  entries  of  the  D  matrix,  d,  (1  5  i  5  m, 
1 I  j  5  n)  satisfy  the following  conditions: 
J=I 
(each document  has at least one term),  and 
i=l 
(each term  is assigned to  at least one document). 
The D  matrix  is mapped onto an m  X  m C  (cover  coef- 
ficient)  matrix.  Each  cti  entry  of  the  C  matrix  indicates 
the extent  with  which  documenti  (di)  is  covered  by  docu- 
IlXIltj  (dj). 
The  C  matrix  is formed  by  using  the matrices S and S’ 
asC  =S  X  S”.  Entries  of  the S and S ’ matrices  are de- 
fined  as follows: 
so =  d,  tda, 
k=l 
where1  5i  sm,  1 ‘j  4n. 
sij (s$  indicates  the  significance  of  tj(di)  for  di(tj).  The 
entries of  the C  matrix  are defined  as follows: 
=  i,  (significance  of  t& in  di) 
X  (significance  of  dj  for  t&), 
where S’r  indicates  the transpose of  the matrix  S’. 
From  the definition  of  S and S ’ matrices, 
Cv  =  ffi  x  2  dik X  Pk X  djk 
k=l 
(1  5  i  5  m,  1 Cr j  5  m), 
where oi  and Pk are the reciprocal  of the rowi  and colum& 
sums as shown  below: 
Each entry  of C is a covering  coefficient  among documents 
and  Zy=i  cij  =  1  for  1 5  i  5  m.  Diagonal  entries  cii 
(1 I  i  I  m) of the C matrix  indicate  the extent with  which 
di  is covered by  itself  and called  the uniqueness  or decou- 
pling  coefficient  6i  of  di.  c,i 2  co  if  i  #  j  for  a binary  D 
matrix;  however,  this condition  does not necessarily hold for 
a weighted  D  matrix  [ 13, 14, 161. This  is  very  simple  to 
prove.  Consider  cii  and cij: 
Cii=  ffi  X  td:  X  P&T 
&=I 
Co  =  ff,  x  i  dik X  djk X  Pk. 
&=I 
If  dJk  2  dik and if  djk >  dik for  at least one k (1  5  k  5  n), 
then  C$  >  Cit. 
If  none of the terms of di  is used by any other document, 
then  ai  =  1 (i.e.,  d,  is  completely  unique  or “decoupled” 
from  the  other  documents  of  the  collection),  otherwise 
ai  <  1, meaning that di  is coupled  with  one or more docu- 
ments of  the  collection.  Thus  the  values  of  cYi fall  in  the 
range0  <  ai  5  1. 
The sum of the off-diagonal  entries of row,  is referred to 
as the coupling  coefficient  $i  of di . Gi indicates  the extent 
of coupling  of di with  the other documents in the collection. 
+!I~  =  1 -  6, and from  the definition  of  ai,  the value  range 
of  1+9~  is  0 5  $i  <  1 [13,14,16].  The  overall  or  average 
decoupling  coefficient  of  the collection  is 
6  =  5  6,/m  =  trC/m  (0 <  6  I  1) . 
i=l 
It  is hypothesized  that the number of clusters n,  within  a 
collection  is  S  X  m  =  trC.  The  value  range  implied  for 
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ber  of  documents  within  a cluster  would  be  m/n,  =  m/ 
(6  X  m)  =  l/S.  The concept of decoupling  coefficient  im- 
plies  that increase in  6 or in  an individual  ai  (1  % i  5  m) 
will  increase  the  number  of  clusters  (n,  =  6  x  m  = 
ZL,  Si) and hence decrease the average size of clusters. The 
use of such cover-coefficient-related  concepts for clustering 
purposes is  illustrated  in  [ 13, 14, 161. 
Estimation  of  the number  of  clusters  within  a collection 
is  one of  the  unresolved  problems  of  clustering  [ 191. The 
computation  of  n,  in  the  CC-based  methodology  can  be 
considered  an heuristic.  Currently  we  are working  to show 
the  validity  of  n,  =  6  X  m  in  the  CC-based  clustering 
methodology  [20]. 
A  similar  n  X  n  matrix  called  C ‘,  which  has  similar 
properties  as the  C  matrix,  can be  constructed  for  index 
terms. C ’ is defined  as the product  S ‘r  X  S. The individual 
entries  of  the C’  matrix  are defined  as follows: 
C,$ =  5  S:[  X  skj  =  i  (SignifiCanCe  of  di  for  fk) 
k=l  k=l 
X  (significance  of  tk  in  di). 
From  the definition  of  S and S ’  matrices, 
C;  =  pi  5  dki  X  ffk  x  dkj  (1  5  i  5  n,  1  “j  5  n). 
k=l 
The  concepts of  decoupling  and coupling  coefficients  of 
tj  , respectively,  8:  and (G;‘,  are the counterparts  of the same 
concepts  defined  for  documents.  Hence  S,’ =  cj:,  and 
$j  =  1 -  Sj . The  concepts of overall  decoupling  and cou- 
pling  coefficients  are also defined  for  terms and represented 
by  6’  and  $‘,  respectively. 
The number  of clusters implied  by  6’  is n:  =  6’  X  n. It 
is shown  that ni  =  II,  [13,  161. The  C’  matrix  can be used 
for  constructing  clusters  of  index  terms and more effective 
indexing  vocabularies  [ 181. The  diagonal  entries  of  the C ’ 
matrix  are used for  the construction  of centroid  vectors  for 
document  clusters  and in  the calculation  of  seed powers,  pi 
(1  I  i  I  m)  of  individual  documents.  The  cluster  seed 
power  is determined  as 
and 
j=I 
j=l 
in the case of binary  and weighted  D  matrices,  respectively, 
The  C  matrix  and the  documents  which  have  the  highest 
cluster  seed power  are then  used in  the implementation  of 
the two  partitioning-type  clustering  algorithms  [ 13, 161. 
The CC concept also reveals  some relationships  between 
indexing  and  clustering.  For  binary  indexing  these  re- 
lationships  are discussed in  [ 16, 181. The effects of the total 
number of term assignments,  t  =  X7!,  Xy=, d,,  the average 
depth  of  indexing  xd,  and  the  average  term  generality  te 
on  nc  are  expressed  as  n,  =  t/(xd  X  tg).  The  effects  of 
collection  size  (m),  vocabulary  size  (n),  and  t  on  12, are 
expressed by  n,  =  (m  X  n)/t.  12,  can also be written  as a 
function  of (m, tg) and (n,xd)  as n,  =  m/t,  =  n/xd.  That is, 
the average sizes (d,  and di)  of a document cluster and term 
cluster,  respectively,  are equal  to  tg and xd. 
It  should  be emphasized  that the foregoing  relationships 
between indexing  and clustering  were first  observed experi- 
mentally  [15],  then  shown  analytically  [ 16, 181. In  the ex- 
periments,  certain  conditions  were  set for  a word  (more 
correctly  a stem)  to  be  an  index  term  [ 15, 161. The  said 
relationships  can be verified  by  using  the  well-known  IR 
collections  or  creating  some  artificial  D  matrices  as de- 
scribed in  [21]. 
We should  also note  that the relationships  are derivable 
from  each other  and  are  intuitively  correct.  Consider  the 
relationship  n,  =  n/&.  It  is  known  that  an increase  in  xd 
leads to  high  recall  and low  precision  [22].  To  obtain  the 
same effect  in  the  cluster-based  retrieval,  one  must  have 
larger  clusters  [22].  This  is provided  by  n2,  =  n/x,+ 
IV. Use of the  CC Concept  for  Computing  TDV 
Document  space density  (Q)  is  similar  to  the  overall 
decoupling  coefficient  6  of  documents  in  the  following 
sense. If  document  descriptions  are  more  distinguishable 
(i.e.,  if  Q  is low),  then this  also means that the documents 
are more decoupled  from  each other  (i.e.,  6  will  be high). 
In  the reverse situation  (i.e.,  when  the documents  are less 
distinguishable)  Q  will  be high  and  6  will  be  low.  After 
observing  this  fact,  we  may  use the  CC  concept  in  com- 
puting  TDVs. 
As shown in the foregoing,  the overall  decoupling  coeffi- 
cient  6 of  a collection  is XL  I 6  i/m.  If  deletion  of  a term  tj 
does not lower  the number of documents (i.e.,  if  each docu- 
ment  is  defined  by  at  least  two  terms),  then  we  can  use 
Zy=, 6, by  ignoring  the divisor  m. XL,  iSi is nothing  but the 
number of  clusters  we  assume should  exist  within  the col- 
lection.  In  a similar  way  to  the  original  cosine  similarity 
approach for computing  TDV,  (1  I  1 I  n),  we can use the 
number  of  clusters  n,  and n,[  before  and after  deleting  cl. 
That is, we delete t, and observe the change in n, to compute 
the discrimination  value oft,  It is expected that the deletion 
of terms that are good discriminators  (i.e. ) significant  terms) 
would  decrease the  number  of  clusters  by  decreasing  the 
decoupling  coefficient  of  documents,  i.e.,  n,/  <  n,.  The 
decrease in  the number  of  clusters  indicates  that  the docu- 
ments of the D  matrix  are more similar  to each other.  Con- 
versely,  the  deletion  of  terms  with  less  significance,  or 
correspondingly  poor  discriminators,  would  increase  the 
number  of clusters,  i.e.,  ncl >  n,.  The  terms which  do not 
have  any  significance  for  document  description  (i.e.,  the 
nondiscriminators)  would  not change the number of clusters 
in  the collection,  i.e.,  n,!  =  n,. 
This  shows that the concepts of  document  space density 
(Q)  and average decoupling  of documents (6) are inverse to 
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Type  of  I,  Q vs QJ  6  vs  6,  (or  n,  vs n,,) 
Good  discriminator  (TDV,  >  0)  Q  <  QI  6  >  6,  h  >  nc,) 
Indifferent  discriminator  (TDV,  =  0)  Q  =  Q,  6  =  6,  (n,  ii-  n,,) 
Poor  discriminator  (TDV,  <  0)  Q  ’  QI  6  <  61 h  <  nd) 
each other.  Table  1 shows  the interpretation  of  the related 
quantities  with  respect to TDV. 
We would  like  to point  out that the diagonal  matrix  ele- 
ments of the C  matrix  Cii (1  5  i  f  m),  are not “related”  to 
S (d,, di),  since S (di,  di)  =  1. On the other hand,  cii =  1, 
if  and  only  if  di  is  unique,  i.e.,  xi=,  d,,  X  djk  =  0 
(1  5  j  5  m,  i  #  j).  We would  obtain  n,  =  m (i.e.,  num- 
ber of  clusters  equal  to number  of  documents)  if  all  di  are 
unique  (i.e.,  6, =  1 and 6  =  1). 
TDV  of  tl  (1  5  1 5  n)  is defined  as the difference 
TDV,  =  n,  -  n,[. 
By  this  formula,  good,  poor,  and indifferent  discriminators 
will,  respectively,  have  a TDV  of  positive,  negative,  or 
approximately  zero values.  As we will  see in  B of  Section 
VII,  however,  the TDV,  is expressed as the ratio  n,/n,,  in 
adjusting  term  weights  in  the D  matrix. 
To compute TDVI  we need to have n,  and n,[.  These  are 
indicated  by  the decoupling  coefficients  as follows: 
n,  =  5  6i  =  i  (Yi 
i=I  i=  1 
x  (d:,  x  p,  +  df2 x  p2  +  *a * +  da  x  &), 
n,!  =  5  &  =  i  af 
i=l  i=l 
x  (d;,  x  p,  +  d$  x  &  +  . . * +  d:[-l  x  p,-, 
+  d:,+,  x  /3,+, +  .a-  +  d,Z, x  fin). 
In  the formula  of  n,[,  the superscripts  and subscripts  of  Si 
and (elf  notate the absence of  tl  in dj  (1  i  i  5  m). Also,  af 
can be easily  defined  as 
=  (a;’  -  d,,)-‘,  j  f  1. 
As can be seen from n,  and n,/,  the two  formulas  differ  only 
in  the  term  belonging  to  tl.  Therefore,  n,./  can  also  be 
expressed as 
nd  =  5  af  x  (:  -  d:  x  /3!) 
i=I 
In this  formula,  the term  -d2”  X  PI  eliminates  the con- 
tribution  of  tl  to  n,  via  its  individual  term  generality 
(PI  =  lltgf)-  Si/  (Y  e iminates  the  contribution  of  tr  to  n,(  i  1 
due to its effect  on depth of indexing  (ai  =  l/&,);  LY:  rein- 
troduces the  effect  of  the modified  depth  of  indexing.  It  is 
obvious  that  the above  formula  for  n,/  is extremely  ineffi- 
cient.  Notice  that  not  all  of  the  documents  contain  the 
deleted term tl.  After  this observation  we may use the value 
of  n,  to calculate  nd: 
for  all  di  E  D,, 
wherej  =  (D1(  and D,  =  {d, (d, E  D  A  di, #  0},  i.e.,J  is 
the  document  frequency  of  t,.  In  this  formula,  first  the 
contribution  of  a  document  to  the  number  of  clusters  is 
deleted  (by  -Si)  and  then  the  contribution  of  the  same 
document  is  reintroduced  by  disregarding  the  existence 
of  t1. 
From  the  above  formula,  and  from  the  definition  of 
(TDV,  =  n,  -  ncl),  the  discrimination  value  of  tl  can  be 
expressed by  the following  formula: 
TD,=~[,j-.1xi~-diXP,)1. 
Obviously,  TDV,  is nothing  but the change in the number of 
clusters  after the deletion  of  tl. 
For the sake of completeness and to aid programming,  a 
simple  algorithm  for the computation  of TDV,  (1  I  1 5  n) 
is  given  in  the following: 
for  d,  (1  i  i  I  m) 
compute  (sum  Of  row,,  aj) 
endfor 
for  tl  (1  5  1 5  n) 
compute  PI 
endfor 
for  d,  (1  5  i  I  m) 
compute  6i 
endfor 
fort,  (1  51  In) 
TDVl  =  0 
fordi(lsi(m,andd,>O) 
CX~  =  (sum of  row;  -  da)-’ 
TDVl  =  TDV,  +  [Si  -  LYE  X  (SC/au, -  df,  X  pl)] 
endfor 
endfor 
V. The  Computational  Aspects  of the  CC Concept 
in  the  Calculation  of TDVs 
The  computational  aspects of the CC approach in  deter- 
mining  TDVs  will  be illustrated  in terms of both ai and DV, . 
For  this  purpose,  the  total  number  of  operations  (addi- 
tions,  subtractions,  multiplications,  and  divisions)  will  be 
computed. 
(a)  The  computation  of  ai  (1  5  i  5  m):  a;’  (1  5 
i  5  m) and pi  (1 5 j  I  n) require 2  X  m  X  II  addi- 
tions  and  n  divisions  for  pi.  The  number  of  additions, 
2XmXn,  can  be  reduced  to  2t by  using  an  appro- 
priate  data  structure  such  as an inverted  file.  The  com- 
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and  (m  +  2t)  multiplications  (2t  counts  for 
di:  X  p,),  and  m  divisions  to  obtain  ai  from 
a,:’  (1 5  i  5  m).  The  values maintained for  each 
document, for step  b, are (Y,:’ (row-sumi) and 8;. For 
each term /3, is maintained. 
(b)  The computation of DV,  (1 5  1 I  n): In  this com- 
putation, all DVI values (1 5  1 5  n) can  be initialized 
as 0 and then DV, values can be found by considering 
the documents  one by one (i.e.,  the effect of a docu- 
ment on each DV1 for  the terms used by the docu- 
ment). This means that ai  X  cry’  will  be computed 
only  once. This  involves  m  multiplications  for  m 
documents.  The computation of DV, involvesfi  addi- 
tions, (2 x  fi)  subtractions, (3 x fi)  multiplications, 
and&  divisions (for CY~‘).  (fi  is the number of docu- 
ments which contain tl .) For all terms this will  make 
t additions, 2t subtractions,  (m +  3t) multiplications, 
and (m +  t) divisions. 
The  overall  computational  requirement  can  then  be 
summarized  as follows:  additions,  (3t)  +  (t)  =  4t;  sub- 
tractions,  (0)  +  (2t)  =  2t;  multiplications,  (m  +  2t)  + 
(m  +  3t)  =  2m  +  5t;  and  divisions,  (m  +  n)  + 
(m+t)=2m+n+t. 
An  algorithm  that  computes  exact  TDVs  by  using  the 
cosine similarity  of each document  with  the other documents 
before and after deleting  a term is proposed by Willett  [23]. 
By  exact  and  approximate  calculations  we  mean  use  of 
actual  document  and  centroid  vectors,  respectively.  This 
algorithm  has a complexity  of U(mt).  The overall  complex- 
ity  of  a computation  is generally  expressed in  terms of  the 
multiplications  and divisions  involved.  The  exact  calcula- 
tion  of the TDVs  by using  the CC concept has a complexity 
of  O(6t).  vsually  we  would  say  that  O(mt)  =  O(t)  and 
similarly  O(6t)  =  O(t).  But  it  should  be  noticed  that 
6 <  m.  That  is  to  say,  the  CC  approach  is  much  more 
efficient  than the cosine  similarity  approach. 
Another  efficient  algorithm  that  computes TDVs  by  use 
of the cosine  similarity  coefficient  is proposed by Crawford 
[24].  In  this  algorithm,  approximate  values  for  term  dis- 
crimination  values  are  computed  by  use  of  the  centroid 
approach which  is similar  to the one presented in Section  II. 
In  [23]  it  is  stated that  the  exact  calculation  of  TDVs 
using  the  Dice,  overlap,  or  Jaccard  coefficients  [3]  gives 
results  comparable  with  the exact  calculation  that uses the 
cosine  similarity  coefficient.  Therefore,  it  can be assumed 
that  the  same  similarity  coefficients  would  again  yield 
comparable  results  if  the approximation  method  is used. A 
comparison  of  the  computation  of  TDVs  with  respect  to 
CC  and  cosine,  Dice,  overlap,  and  Jaccard  coefficients 
using  Crawford’s  approach  is presented  in  Table  2.  In  the 
Crawford’s  article  only  a segment of  the  algorithm  which 
contains  large number of computations  was analyzed.  How- 
ever, in Table  2 the computations  involved  in all of the steps 
of the algorithm  are considered. 
In  Crawford’s  algorithm  two  items  are saved for  each 
document.  In  order  to  decrease the computational  require- 
ment of  his  algorithm,  we  will  assume that  one more item 
TABLE  2.  The amount of  computations  involved  for  TDVs  with  respect 
to the CC,  cosine,  Dice,  overlap,  and Jaccard  coefficients.  (m  and n  are 
ignored,  since m, n  Q  t.)  (W,  for  weighted  D;  B,  for  binary  D.) 
cc  Cosine  Dice  Overlap  Jaccard 
-  -  -  - 
Operation  W  E  W  B  W  E  W  E  W  B 
Addition  4t  4t  4t  41  St  5r  4t  4t  51  51 
Subtraction  2t  r  42  44  4t  4t  4t  4t  tit  6r 
Multiplication  St  t  St  2t  2t  Cl  2t  0  2t  0 
Division  f  0  t  t  t  t  2  t  t  t 
Square root  0  0  t  t  0  0  0  0  0  0 
is  saved for  each document.  That  is  COs(di, G),  i.e.,  the 
cosine  similarity  of  di  with  the  centroid.  To  increase  the 
speed of the algorithm,  one item for each term will  be saved 
in  addition  to  the  above  items.  That  is  gf (1  5  j  I  n), 
i.e.,  the  square of  the  centroid  entry  corresponding  to  tj . 
These are all the parameters that can be saved to increase the 
efficiency  of  the algorithm.  (Similar  assumptions  are made 
for the other similarity  coefficients  that are listed  in Table 2.) 
By use of the assumptions that are stated in the foregoing, 
the detailed analysis  of Crawford’s  approach in  terms of the 
number of computations  is given  as follows:  Step 0, t addi- 
tions;  Step 1.1,  t  additions,  t  multiplications;  Step 1.2, 
t  additions,  t  multiplications;  Step 1.3,  minor  [operations 
can  be  expressed  in  terms  of  m  which  can  be  ignored 
(m  <  t)];  Step  2.1,  minor;  Step  2.2,  t  additions,  4t 
subtractions,  3t  multiplications,  t  divisions,  t  square-root 
operations;  Step 2.3,  minor. 
If  we  assume  a  binary  D  matrix,  the  computational 
requirement  of  both  approaches  will  drop.  For  the  CC 
approach, the TDV,  (1  I  1 5  n) will  be reformulated.  Con- 
sider the individual  entries of TDV,  (notice that ds  =  d,l and 
a;’  -(cY!)-‘=  lifdi,=  lforl5i~m,l5j5nfor 
a binary  D  matrix): 
I 
. 
n 
If  c  d,  =  x  (row-sumi)  then 
j=l 
(a,  -  &c-q  =  (l/X  -  l/(X  -  l))/(l/X) 
=  -l/(x  -  1) =  -a(. 
Hence,  for  a binary  D  matrix  TDV  for  tl  is  expressed as 
follows: 
TDV,  =  $  (of X  (d,  X  PI  -  Si) . 
i=l 
The  multiplication  di,  X  PI  will  drop,  since dil  is a binary 
D  matrix.  Therefore,  the  computational  requirement 
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(1  I  i  5  m),  pj  (1  5  j  % n)  requires  2t  additions  and 
t  divisions;  the  computation  for  ai (1  I  i  5  m)  requires 
t additions,  m multiplications  (di  X  pj  will  drop since d,  is 
binary),  and  m  divisions  to  obtain  ai.  Step b:  from  the 
above definition  of  TDVI  for  a binary  D  matrix,  it  is easy 
to  see that  the  computational  requirement  is  t  additions, 
t  subtractions,  and t  multiplications.  In  this  step af  will  be 
computed  only  once for di (1 I  i  5  m),  since af  =  a:  for 
(1 5  k  5  n),  di, =  dik =  1, and k  f  1. 
For  a binary  D  matrix,  the computational  requirements 
of  Crawford’s  algorithm  will  also  drop.  Step 0,  t  addi- 
tions;  Step 1.1, t additions;  Step 1.2, t  additions;  Step 1.3, 
minor;  Step 2.1,  minor;  Step 2.2,  t  additions,  4t  sub- 
tractions,  2t  multiplications,  t  divisions,  and t  square-root 
operations. 
A comparison  of the computations  of TDVs,  for a binary 
D  matrix,  with  respect to all  the measures indicated  is also 
given in Table  2. As stated before,  the overall  complexity  of 
a computation  is generally  expressed in  terms of the multi- 
plications  and  divisions  involved.  Accordingly,  the  com- 
plexity  of  the  whole  operation  for  a weighted  D  matrix  is 
0(6t),  0(6t),  and O(3t)  for  the cosine,  CC,  and all  other 
similarity  coefficients,  respectively.  Roughly,  all  of  them 
have the same complexity  of  O(t).  (The  cosine  coefficient 
involves  t  square-root  operations  which  involve  multi- 
plication  and division  operations.)  For  a binary  D  matrix, 
the  CC  approach  is  the  most  efficient  even  including  the 
addition  and subtraction  operations. 
This  discussion  indicates  that  the  exact  computation  of 
the TDVs  with  the CC concept  is much  more efficient  than 
the exact computation  of  TDVs  with  the cosine coefficient 
[23].  The  computational  efficiency  of  the  CC-based 
approach compares favorably  with  that of the approximation 
approach [24].  This  can be verified  by referring  to Table  2, 
which  also  shows  computational  comparisons  based  on 
different  similarity  coefficients. 
VI.  Experiments  for  Checking  Consistency  of the 
Two Computations 
In  the  experiments,  articles  from  ACM  Transactions 
on  Database  Systems  were  used to  construct  a binary  D 
matrix.  The  detailed  information  about  the  collection  and 
the indexing  policy  can be seen in  [ 15, 161. 
The experiments  are performed  on the D  matrix  (used in 
the  T4  experiment  of  [El).  The  characteristics  of  the  D 
matrix  are summarized  in  Table  3. 
In the experiments  TDVs  of all terms are computed using 
both  the CC  and the  cosine  similarity  coefficient  method- 
ologies.  For the latter,  because of its efficiency,  Crawford’s 
algorithm  is used [24].  It is obvious  that the two  approaches 
may not assign identical  discrimination  values to individual 
terms. This  is true even if  we calculate  the TDVs  with  two 
different  similarity  coefficients.  Therefore,  to evaluate  the 
consistency,  the terms are sorted in  ascending order accord- 
ing to their  discrimination  values,  thus showing  the poorest 
TABLE  3.  Characteristics  of the binary  D matrix  used in the experiments: 
A.  General  information  about  the  binary  D  matrix. 
No.  of  documents  (m)  167 
No.  of  terms  539 
Avg.  no.  of  term/document  (Q)  24.94 
Avg.  no.  of  document/term  (1,)  7.13  _ 
B.  Information  about  term  generalities. 
Term  generality  Number  of  terms  Total  number  of 
range  within  the  range  document  occurrences 
3-5  227  922 
6-10  201  1505 
11-15  66  833 
16-20  28  499 
21-25  12  268 
26-29  5  138 
C.  Information  on  indexing  exhaustivity  of  the  individual  documents. 
Indexing  exhaustivity  Number  of  documents  Total  number  of  terms 
range  within  the range  in  these documents 
5  1  5 
6-10  8  68 
11-15  15  197 
16-20  29  513 
21-25  30  612 
2630  39  1082 
31-35  23  750 
36-40  12  434 
41-45  7  298 
46-50  2  95 
51  1  51 
and  best terms  as having  the  first  and last  ranks,  respec- 
tively.  The  consistency  of  the two  approaches can then be 
checked by comparing  the ranks of  terms in  the two  sorted 
lists.  The overall  ranks according  to these two metrics might 
be rather  consistent  if  we consider  term  groups.  However, 
any  two  terms  may  not  always  have  exactly  the  same 
rank  in  the two  lists.  Therefore,  it  would  be very  strict  to 
expect  equivalent  ranks.  We would  therefore  use range of 
ranks  to  check  consistency.  This  will  be illustrated  in  the 
experiments  that follow. 
A.  An Experimental  Analysis  on the Range of Rank 
Differences 
As  mentioned  at  the  beginning  of  this  section,  TDVs 
for  all  terms  are computed  and ranked  according  to  both 
methods.  The  absolute  rank  difference  comparisons  of 
the  two  methods  are given  in  Table  4.  The  absolute  rank 
difference  is defined  as 
~rank~&~)  -  rank&)\ 
In  this  formula  rank,&)  and ra&s(ti)  denote the rank of 
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Absolute  rank  No.  of 
difference  observations 
Percent  of 
observations 
No.  of  observations 
5  rank  difference 
Percent  of  terms 
5  rank  difference 
0  16  3.0  16  3.0 
l-5  143  26.5  159  29.5 
6-10  94  17.4  253  46.9 
11-15  56  10.4  309  57.3 
16-20  57  10.6  366  61.9 
21-25  35  6.5  401  14.4 
26-30  26  4.8  427  79.2 
31+  112  20.8  539  100.0 
t, in the sorted lists  corresponding  to the CC-  and the cosine 
similarity  coefficient-based  methods,  respectively. 
Table  4  states  that  the  16 terms  (3.0%)  of  the  total 
539 terms  have  exactly  the  same ranks;  143 terms  (i.e., 
26.5%  of  all  terms)  have  rank  differences  of  1 to  5  and 
159 terms (29.5%)  have rank  differences  less than or equal 
to 5. The table also shows that 309 terms (57.3%)  have rank 
differences  less than or equal to  15. Based on these values, 
the average rank  difference  for  all  terms is  19.39. 
In  order to interpret  the rank differences,  we must know 
the maximum  possible  average rank  difference  (r,,&.  The 
value of  rmpll for n terms is expressed as n/2  if  n is even and 
(n2 -  1)/2n  if  n  is odd (see the  appendix).  If  the average 
rank difference  for  all  terms is closer or equal to r,,,,, [or the 
ratio,  (the  average rank  difference)/rv,,  is closer or equal 
to  11, then  this  means that  a term  which  has a high  TDV 
according  to  a measure has  a low  TDV  according  to  the 
other.  This  would  indicate  the  inconsistency  of  the 
results  of  the methodologies  in  calculating  the TDVs. 
For  n  =  539,  rmpo  =  (n2 -  1)/2n  =  269.50.  Table  4 
shows that  79.2%  of  the terms have  a rank  difference  less 
than or equal to 30, which  is only  11.1 percent of the maxi- 
mum  possible  rank  difference  (30/269.50  =  0.111).  The 
average rank difference  (19.39)  is only  7.20%  of the maxi- 
mum  possible  rank  difference  (19.39/269.50  =  0.0720). 
These results  are strong indication  of the consistency  of the 
methodologies  compared  for  the calculation  of  TDVs. 
Another  way  of  checking  consistency  based  on  rank 
differences  can be to compare between  the two  sorted lists 
the average ranks of k terms at the beginning  and at the end 
of the lists  [6].  This  is done for  k  =  25 and is presented in 
Table  5.  DVec  and  DV,-,  indicate  the  term  discrimination 
values  for  the CC and cosine  similarity  coefficient,  respec- 
TABLE  5.  Comparison  of the average ranks for  the first  and last 25 terms 
between  the  two  measures. 
DVcc  DVcs 
Cover  coefficient  Cosine  similarity  coefficient 
First  25 terms  13.0  13.6 
Last  25 terms  527.0  517.1 
First  25 terms  14.4  13.0 
Last  25  terms  516.0  527.0 
tively.  The  ideal  rank  for  the  first  25 terms  is  13 (i.e., 
(1+2+  *.*  +  25),/25)  and  for  the  last  25 terms  (terms 
515  through  539)  it  is  527.0  (i.e.,  (515  +  516  + 
*** +  539)/25).  The  first  25 terms  of  the  discrimination 
measure according  to the CC and the cosine similarity  coef- 
ficient  have average ranks of  13.6 (i.e.,  the average rank of 
the  first  25 terms  of  the  CC  in  the  cosine  list)  and  14.4, 
respectively,  with  respect to each other.  Similarly,  the last 
25 terms of the discrimination  measure according  to the CC 
and cosine similarity  coefficient  have average ranks of 5 17.1 
and 516, respectively,  with  respect to each other. From these 
observations,  it  can  be concluded  that  the  term  ranks  are 
rather consistent  for the first  and last 25 terms. However,  it 
can also be seen that both  measures are more consistent for 
the first  25 terms,  This  is because the difference  from  the 
ideal  rank is less than  1.5. For the last 25 terms, the differ- 
ence from  the ideal  rank  is about  10. Notice  that the terms 
at the beginning  and at the end of the sorted lists are the poor 
and good discriminators,  respectively.  Therefore,  it  can be 
observed  that  both  measures are more  (less)  consistent  in 
determining  the poor  (good)  discriminators. 
3.  An  Experimental  Analysis  Based on  the Bivariate 
Correlation  Concept 
A  bivariate  correlation  analysis  is also conducted  on the 
experimental  data by using the ranks of the terms in the two 
sorted lists  [25].  The Pearson’s product-moment  correlation 
coefficient  (denoted  as r)  and Spearman’s rank-order  cor- 
relation  coefficient  (denoted as r,)  are used for this purpose. 
In  these  analyses,  if  the  value  of  r(r,)  is  close  to  zero, 
then there is little  or no linear  relationship  between the two 
variables  being  correlated.  Whenever  r(rS) =  1, there is a 
perfect linear  relationship  between the two  variables  (in  our 
case, the  ranks  of  the  terms  in  the  sorted  lists).  That  is, 
identical  terms tend to have identical  ranks in  the two  lists. 
On  the  other  hand,  when  r(r3)  =  -1,  there  is  a perfect 
inverse relationship.  This  means that terms which  have high 
(low)  ranks in  one sorted list  tend to have low  (high)  ranks 
in  the other  sorted list.  Associated  with  the bivariate  cor- 
relation,  a linear  regression  is  also  applied  to  locate  the 
best-fitting  straight  line  for  the two  measures. This  is done 
by using  the scattergram facility  of the SPSS package [25]. 
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From this it is observed that the difference  between the ranks 
assigned to a term by the two methods increases as the ranks 
of the terms increases. In  other words,  the two  methods are 
more consistent on the low-ranked  terms than they are on the 
high-ranked  terms. 
In this analysis,  a regression line  is also obtained.  If Rcc, 
Rcs denote  the  ranks  obtained  by  use  of  the  CC  and  the 
cosine  similarity  coefficient,  respectively,  then the follow- 
ing regression  line  can be constructed  between Rcc and R,--: 
Rcc  =  0.949  Rcs +  16.275. 
(If  both  methods  were  perfectly  consistent,  Rcc would  be 
equal to Rcs.) 
For  this  analysis  T(T.~)  values  of  0.949  (0.949)  with  the 
statistical  significances  of  0.00000  (0.001)  are observed. 
This  indicates  a strong  linear  relationship  between  the two 
ranked  lists.  The  very  high  value  of  r  also  indicates  the 
validity  of  the regression  line  [25,  p.  2791. 
From  Table  5 and the  scattergram  output  it  is observed 
that the rank  differences  of  terms increases as the ranks of 
terms increases. The large intercept  of  16.275 is mostly  due 
to the increasing  differences  in  the high-order  ranks. 
To  test  the  validity  of  this  observation,  the  first  269 
terms  (half  of  the  total)  are considered  and the  following 
regression  line  is obtained: 
Rcc =  0.965  Rcs +  3.734. 
Compared to the line  above,  the intercept  is much closer 
to zero and the slope is closer to one.  For  this  experiment, 
the  4~~) values  are equal  to  0.965  (0.965)  with  the  same 
statistical  significance  values obtained  for the previous  case. 
These observations  prove that the methods are consistent 
in  assigning  ranks to terms. 
VII.  Use of the  TDV and  CC Concepts  for 
Indexing 
In  this  section,  TDV  and  CC  will  be used together  to 
obtain  the description  of documents,  i.e.,  they  will  be used 
for  indexing.  In  A  and B,  respectively,  new  strategies for 
“tunable  indexing”  and  finding  the  optimum  weights  for 
indexing  terms will  be illustrated. 
A.  Tunable  Indexing 
In this  section,  the use of the TDV  and CC concepts for 
tunable indexing  will  be presented. Tunable  indexing  means 
selection  of  appropriate  terms which  will  yield  the desired 
number  of  clusters  within  a collection. 
The  administrator  of  an  IR  system  may  specify  the 
number  of  clusters  that  he  (she)  wants  to  have  within  a 
collection  or  may  assume that  in  each cluster  there should 
ideally  be log,m  number  of documents  [2].  Assume that N, 
is the number of clusters that the administrator  wants to have 
within  a collection.  The selection of index  terms can be done 
according  to  NC. That  is,  one  could  choose  the  terms  to 
be used for  indexing  by observing  the effect  of the selected 
terms on the number  of  clusters. 
Let a, be the number  of  clusters  implied  by  the original 
D matrix.  The comparison  of n,  with  N,  would  indicate  one 
of the following  term-selection  methodologies: 
(4  NC  =  n,: The current definition of the D  matrix satis- 
fies the administrator’s requirement. In  this case no 
change  in D  is required. 
(b)  N,  1  n,:  The current number of clusters implied by 
the D  matrix  is smaller than the administrator’s re- 
quirement. In  this  case the terms which  lessen the 
number of clusters should be deleted  from T (i.e., the 
set of terms used for the description of documents). 
These are terms which have negative TDVs. 
(c)  N, <  n,:  The current number of clusters implied by 
the D  matrix  is greater than the administrator’s re- 
quirement. In this case  the terms which increase  the 
number  of clusters  should be deleted  from T. These  are 
terms which have positive TDVs. 
A  solution  for  case (b)  is given  in  the following. 
Algorithm  for  tunable indexing  in the case of NC  >  n,. 
(a) Compute  TDV,  (1 5  I  5  n) 
Sort terms in descending  order according to their TDVs 
l=O 
T=+ 
(b) repeat 
1=1+1 
T  =  T  U  {tr}  /*where  tl  is the Ith term of the 
sorted  list*/ 
until  all documents  are defined by at least one term 
Compute  n,! 
/*n,,  is the number of clusters in the D  matrix of size 
m  x  1*/ 
N  max  =  n,, 
(c) while  n,! >  N, and 1 <  n 
1=1+1 
T  =  T  U  {tl} 
Compute n,, 
endwhile 
Notice  that  according  to the definition  of  the D  matrix, 
each  document  should  be  defined  by  at  least  one  term. 
Step b of the algorithm  provides this condition.  In  Step c the 
number of terms to be used for the description  of documents 
(equivalently  the  cardinality  of  set T)  is  increased.  This 
would  decrease the  individual  decoupling  coefficients  of 
documents and this  in turn  means a decrease in the number 
of  clusters  n,!.  Therefore,  we  will  keep adding  terms to  T 
until  we bring  N,  to the administrator’s  requirement.  At  the 
end of Step b, n,( would  be the maximum  number of clusters 
that  can be observed.  This  is  because terms  used  for  the 
description  of  documents  are the first  1 terms with  highest 
TDVs  (since TDVI  2  TDV,,,  for  1 5  1 Cr n  -  1). Thus,  if 
Nc >  Nrmx, there  would  be no  T  for  the  description  of  m 
documents,  i.e.,  some documents  may  remain  undefined. 
Accordingly,  the condition  for the value  of N,  for  this  algo- 
rithm  must  be n,  5  N,  I  N,,,.  Whenever  1 equals  n,  NC 
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algorithm. 
A  similar  algorithm  can be easily  devised  for  Case c. In 
this  case,  in  Step a of  the  foregoing  algorithm  the  terms 
should be sorted in ascending order according  to their  TDVs 
and the while  statement of  Step c should  be replaced  with 
the following: 
while  ncl  <  NC  and  1 -C n 
At  the end of Step b, n,! will  be equal to iV,,,  where N,in  is 
the minimum  possible  number  of  clusters.  This  is because 
terms  used  for  the  description  of  documents  are the  first 
1 terms  with  lowest  TDVs  (since  TDVI  I  TDV,+,  for 
1 5  I  I  n  -  1). In  Step c,  as we  increase the cardinality 
of set T, the individual  decoupling  coefficients  of documents 
would  increase and this  also means increase in  the number 
of clusters  iz,/. In  this  algorithm  n,[  will  reach its maximum 
when  1 =  n  and  it  will  be equal  to  n,.  Accordingly,  the 
condition  for the value  of N,  must be Nmin I  N,  zz n,,  (N,, 
and Nmi” are not  known  beforehand). 
It  should  be  noticed  that  the  above  algorithms  are 
approximations,  since at the time  of  adding  I[  to T  there  is 
no guarantee that t/ will  be the term with  the minimum  TDV 
among  1 terms  in  the  case of  N,  >  n,,  and  similarly,  the 
term with  the maximum  TDV  among I  terms in  the case of 
N,  <  12,. For  II  terms  there  are  n!  possible  permutations 
for  the  addition  sequence. Therefore,  it  is  not  possible  to 
consider  all  possible  sequences to  reach  the  best addition 
sequence. However,  the foregoing  approximation  methods 
seem reasonable.  Their  validity  is  observed  in  the experi- 
ments for the D  matrix  defined  in  Section  VI.  Furthermore, 
when  we  added more  and more  terms,  the TDVs  of  indi- 
vidual  terms  converged  to  their  actual  TDVs  computed  in 
the  original  D  matrix.  The  results  of  the  experiments  are 
plotted  in  Figure  1.  In  the  experiments,  Nmin =  9.00  and 
N max  =  4 1.40  are  observed  for  1  being  57  and  215, 
respectively.  This  is due to the fact that the terms with  low 
TDVs  have  high  term  generality.  Therefore,  by  using 
a  small  number  of  such  terms  it  is  possible  to  define 
the documents of a collection.  However,  the opposite is true 
for  the  terms with  high  TDVs,  and that  explains  1 =  215 
for N,  >  n,. 
In  the  above  algorithm,  the  modified  D  matrix  is 
obtained  by  increasing  the size of  T, i.e.,  by  adding  terms. 
Another  way of accomplishing  this can be by deleting  terms 
from  T of  the  original  D  matrix.  The  two  approaches are 
practically  equivalent. 
In  the implementation  of the above algorithm  the cost of 
computing  IE,, is high.  This  is due to the repetition.  How- 
ever, there is a more efficient  way.  Consider the formula  for 
n,,  for  a D  matrix  of  size m  X  I: 
n,,  =  2  6;  =  2  Lyi X  (&I  X  /3* +  dZ, X  p2  +  ’ * * * 
i=I  i=l 
+  d2,  x  Pd 
m 
=  C  ai,l  x  Yi,I 
i=l 
where  (Yi,l =  (l/Zj=,dij)  and  yi,l  =  (dfl  X  PI  +  d?z X 
p2  +  **a*  +  d$  x  p,).  If  the term tl+) of the sorted list  is 
also used for  indexing,  only  the  decoupling  coefficient  of 
the documents which  contain  t,+, will  be affected.  If  6i, I and 
&,r+, indicate  the decoupling  coefficient  of the document  di 
before  and after  including  the term  rr+  1, respectively,  then 
S,,,,  can be defined  in  terms of  ai,,  as 
ai,[+,  =  (Y~,~+~  x  ib  +  d:,+,  x  P/+1  > 
=  ai,/+  x  Yi,l+l  3 
ai,  I 
F3G.  1.  The  results  of  tunable  indexing  experiments  (N,,  vs  1). 
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Hence 
i=l  L  iai.l  / 
1  f/Cl 
-  ai,l  =  ncf  +  C  (ai,l+l  -  6,)  9 
i=l 
where f,+l  =  ID,+11  and  D’+I  =  {di  Jdi E  D  A  di,‘+l  #  0} 
i.e., fi+,  is the document  frequency  of  t,, , . (Notice  that tl+, 
is the 1 +  1st term in the sorted list,  i.e.,  not the tl+i  which 
is used in  the  description  of  the original  D  matrix.)  In  the 
above formula  -6(,!  eliminates  the effect  of di  without  tr+  l 
and  &,I+,  reintroduces  the  effect  of  di  on  the  number  of 
clusters,  including  the effect  of  t,+ ,  . 
From  the  above  discussion,  it  is easy to  see that  if  we 
maintain  the 6,.  1, oiy/  (row-sum  for di  in the D  matrix  with 
1 terms),  and nCf values,  the  computational  cost for  all  nt,, 
would  not be much different  from  the computational  cost of 
n,  for  the  final  D  matrix,  i.e.,  the  matrix  defined  by  the 
selected terms.  This  is because the computation  of  Si,r also 
contributes  to the computation  of the final  decoupling  coef- 
ficients  (Si)  of the documents.  As the extreme case, we may 
assume  that the computation  of nCl  is done for all terms (i.e., 
assume that nd is also calculated  in Step b of the algorithm). 
The extra computation  in this  is roughly  equal to t divisions 
to obtain reciprocal  of row  sum (a.  1,  (+  ,), 2 multiplications  for 
ai,l+l  x  ai.l+l,  t  divisions  for  Yi,l/ai,,  , and t  subtractions 
for 6i,, , where t is the number of nonzero  entries in the final 
D  matrix. 
If  we  assume a binary  D  matrix,  the  computational  re- 
quirement  of  n,,‘+)  will  drop.  For this  purpose consider  the 
formula  given  for  n,,,+,.  [Notice  that  d:‘,,  =  di,‘+,  and 
(a~~,,+,)-’ -  CY,;/ =  1 if  di,l+l  =  1 for  1 5  i  5  m,  1 5 
j  5  n  for  a binary  D  matrix.] 
+  d,/+l  X  PI+,  )  1 
-  si,/  = 
[  (ai"'L,  ai*')Si,/  +  d,,/tl  X  ai,/+,  X  PI+*]  . 
Let  (Xi.1 =  l/x,  then  oi,l+l  =  I/(x  +  l),  and  (cx~,~+,  - 
Qi./)/(Yi,/  =  (l/(X  +  1)  -  l/X)/(1/X)  =  -l/(X  +  1) = 
--~i./t1.  Accordingly,  the  increment  in  the  number  of 
clusters becomes [ai,f+l(di,l+I  X  PI+,  -  S,,J)]. Hence for  a 
binary  D  matrix 
fl+* 
G,Hl  =  nc/  + 2 I%,,+I  x (4,/t, x PI+,  -  &,,)I. 
i=l 
In  this  case, the extra  computation  is roughly  equal to  t 
divisions  to  obtain  the  reciprocal  of  row  sum  (Q~,[+,), 
t  multiplications  for  LY~,~+,  X  (di,,+,  X  pItl  -  ai,[),  and  t 
subtractions. 
B.  Finding  the Optimum  Weights for  Indexing  Terms 
A  new  strategy  has been proposed  [16]  for  optimizing 
user-supplied  initial  weight  values  in  the D  matrix.  In  this 
strategy, similar  to TDV,  the discrimination  values of docu- 
ments  are computed  and this  value  will  be referred  to  as 
document  significance  value,  DSV.  According  to  DSV, 
more significant  documents will  make the terms distinguish- 
able from  each other.  That  is,  introduction  of  new  or rele- 
vant  articles  may  help  decrease ambiguity  of  some terms. 
As  in  TDV,  deletion  of  a  document  may  change  the 
number  of  term  clusters.  (Obviously,  documents  exist 
a priori  and cannot  be added or  deleted  in  collections  by 
users. However,  conceptually,  we may think  of the deletion 
of  a document  to compute  its DSV.) 
In  a collection,  if  we  conceptually  delete document  d’, 
then the new number of term clusters  n,’ , which  was origi- 
nally  a,,  is computed  as in  the TDV  concept.  That  is,  the 
deletion  of  significant  (indifferent)  documents  would  de- 
crease (increase) the number  of term clusters by decreasing 
(increasing)  the  decoupling  coefficient  6’  of  terms.  The 
deletion  of  indifferent  documents  would  not  change  the 
number  of  clusters.  (As  in  the  TDV  approach,  we  will 
assume that a term is used in  at least two  documents  to be 
able to use n, directly  so that the deletion  of a document will 
not  decrease the number  of  terms.) 
After  the deletion  of d, , the new  number of  clusters can 
be found using the decoupling  coefficient  of individual  terms 
as follows.  Originally  (without  any  document  deletion) 
n,  =  n;  =  i:  &!  =  i:  pj 
,=I  j=l 
X  (d:j  X  (~1 +  d$  X  (~2 +  * * * +  di,j  X  (Y,) . 
After  deleting  d’ , 
n,’  =  i  8;’ 
j=l 
n 
=  C  Pj  X  (dfj  X  IY, +  d:j  X  LIZ +  . * * +  df-l,j 
j=l 
X  (Y/-I  +  df+,,j  X  (Y’+l +  * * * +  di,j  X  CX~,). 
Similar  to  the  case with  term  deletion,  n,,  can  be re- 
written  as follows: 
nd  =  5  Pf  x  (;  -  d;  x  a,)  , 
j=l  J 
nd 
3 
Pi 
-  d;  X  a, 1  1 
-  6,’  , 
for  all  ti  E  T’ 
wherefi  =  IT,(andTl  =  {tjltj  E  T  Ad,  #  O},i.e.,f,isthe 
number  of  terms used for  the description  of  d’. 
After  knowing  TDVj  and DSV, , we modify  the weight  of 
tj  in  di  (i.e.,  d,)  by  using  the following  product: 
2 
The above product is referred to as the “weight  modification 
factor”  for  the weight  of  rj in  di  and is abbreviated  as Aij. 
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di,=a,jxdij,  forl%i%m,l~j~n. 
This  product  will  satisfy  the  following  interpretations: 
(a) 
(b) 
The occurrence  of a good term discriminator (tj) in a 
significant document (d,) should have an importance 
greater  than or equal to the occurrence  of a poor (good) 
term discriminator (tl) in a significant (less significant) 
document  (c&). Accordingly, if di is a significant docu- 
ment and t,  is a good discriminator, and dk is a less 
significant  document and tl  is a poor term discrimi- 
nator, then the occurrence of  t,  in  d,  should have an 
importance much greater than the occurrence  of tr in 
dk.  (Notice  that  nCi x  II,  4  IZ,~  X flCl, and hence 
A,  +  A,.) 
The occurrence  of a good term discriminator (t,) in an 
insignificant document  (di) should have an importance 
comparable to that of the occurrence of  a poor term 
discriminator (tr) in a significant document  (da). (No- 
tice that n,,  X  n,  =  n,,  X  nCr,  and hence Ai, =  A*,.) 
However, the occurrence  of a poor term discriminator 
(I,)  in an insignificant document (d,)  should have less 
importance than the occurrence of  t,  (tr)  in  d,  (dk). 
[Notice  that ~l,~  x  n,  <  ncm  X ticn (A0 >  A,,)  and 
ncil x  n,/ <  II,,  x  ncn (Au  >  A,,).1 
The weight  modification  factor  modifies  the weight  of a 
term in  a particular  document  by  observing  the importance 
of  the term  and at the  same time  by  observing  the  signifi- 
cance of the document  with  respect to the other  documents 
of the collection  [26]. 
The  D  matrix  is  modified  iteratively,  that  is  after  an 
adjustment with  Ati  (1  I  i  I  m,  1 I  j  -(  n) the new value 
for  A,  is computed  and terms are readjusted within  a loop 
until  the D  matrix  reaches a near steady state in  terms of  a 
stopping  criterion. 
The  stopping  criterion  can be one of the following  [16]: 
(a)  The number of clusters of two consecutive iterations 
are equal to each other. 
(b)  The documents  chosen  as the cluster seeds  in two con- 
secutive iterations are identical, or at least  have a com- 
monality greater than a given threshold. 
(c)  If  we sort the significance value of  documents and 
discrimination value of terms in two consecutive  itera- 
tions, then the ranks of the documents  (terms) in two 
consecutive iterations must be compatible. 
For this  purpose a rank consistency  measure as discussed in 
Section  VI  can be used. 
VIII.  Conclusions 
In this  article  we presented the concepts of indexing,  CC, 
and TDV.  An  efficient  way  of computing  the “exact”  TDVs 
by  use of  the  CC  concept  is  covered  in  detail.  The  com- 
putational  cost  of  this  methodology  is  much  less than  an 
earlier  method which  uses a similarity  coefficient.  The com- 
putational  cost of the CC-based method is also compared to 
that of  another  approach  which  calculates  the  approximate 
TDVs  in  an efficient  way.  This  comparison  yielded  favor- 
able results  on behalf  of the CC-based approach. 
In the experiments  we have observed that TDVs  obtained 
based on the CC concept are consistent  with  those obtained 
by  an earlier  method  based on the cosine  similarity  coeffi- 
cient.  In  the experiments,  167 documents  are defined  with 
539  terms  and 4165 term  occurrences.  The  indexing  type 
was binary, 
In  the  article,  a new  technique  for  tunable  indexing  is 
introduced  according  to  the  CC  concept.  The  technique 
allows  the  user  to  specify  the  number  of  clusters  to  be 
observed  within  the collection.  The  terms are selected ac- 
cording  to  their  TDVs  in  such  a way  that  the  document 
collection  representation  (the D  matrix)  contains  the speci- 
fied  number  of  clusters. 
The article  also introduces  a new heuristic  to optimize  the 
representation  of  a  document  collection.  This  heuristic 
modifies  the weight  of  a term  occurrence  dg  according  to 
both  the  importance  of  d,  and ti . For  this  purpose,  as for 
TDV,  we  have  introduced  the  concept  of  DSV  for  each 
document  of  a collection. 
The foregoing  results  and those of  [ 181  show that the CC 
concept which  emerged in our clustering  research has value 
in other areas of IR.  Currently,  more research on  the validity 
of the CC concept within  the context  of IR query  processing 
is being  pursued. 
Appendix 
In  order to interpret  the values  given  for  the rank differ- 
ences we need to know  the maximum  possible  average rank 
difference,  rmpn  . 
PROPOSITION:  The  maximum  possible  average rank 
difference  for  n terms, rwa,  is equal to n/2  if  n  is even and 
is equal  to (n*  -  1)/2n  if  n  is odd. 
PROOF:  In order to have the maximum  rank difference, 
let us interchange  the position  of the  1st and the n th terms. 
In  this  way  we would  have two  terms with  the rank differ- 
ence of n  -  1 (n  -  1 is the maximum  possible rank differ- 
ence for terms).  If the places of the 2nd and (n  -  1)st terms 
are interchanged  for  these two  terms,  we  would  obtain  a 
rank  difference  of  n  -  3.  Repeating  this  in  the  same way 
for  all  di  (1 5  i  I  k),  i.e.,  interchange  term  with  rank  i 
with  the one whose rank  is (n  -  i  +  l),  we obtain  a rank 
difference  of II  -  2i  +  1, where k is equal to n/2  and In/21 
for  II  being  even and odd, respectively.  This  is because if  n 
is even we would  be able to interchange  the terms with  ranks 
n/2  and n/2  +  1. However,  if  n  is odd,  then  the  middle 
term with  rank  /n/2/  will  stay at its  original  place. 
The  sum of  all  rank  differences  is 
2(n  -  1) +  2(n  -  3)  +  2(n  -  5)  +  * * * 
+  2(n  -  I:(  +  1). 
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s,=  2[1  +  3 +  5  +  **.  +  (n  -  l)]  =  2  X  (sum of odd 
numbers up  through  n  -  1). 
If  n  is odd  we would  have 
So =  2[0  +  2  +  6  +  * * -  +  (n  -  l)]  =  2  X  (sum  of 
even numbers  up through  n  -  1). 
The  sum  of  the  even  (odd)  numbers  up  through  2m 
Pm  -  1)  can  be  written  as m(m  +  l)[m’].  By  setting 
2m  =  m  -  1  [2n  -  1 =  n  -  11, S,  and  So can  be  re- 
written  as n*/2  and (n’  -  1)/2,  respectively. 
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