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The rightness of the Riemann Hypothesis
in the strip 0 < Re(z) < 1
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Abstract: The properties of several functions are employed to investigate
the zeros of the Riemann zeta function ζ(a+ bi) where i =
√−1. We show
that if 0 < a < 1, all zeros of the zeta function are on the line Re(z) = 1
2
.
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1 Basic knowledge
Lemma 1. [1] If an analytic function v(z) has infinite zeros zn in its analytic region
G, a subsequence of zn has a limit point z0. If z0 ∈ G, then v(z) = 0 for every z ∈ G.
We set z = a+ bi, z¯ = a− bi, i = √−1, 0 < a < 1 and
Γ(a+ bi) =
∫
∞
0
e−ttz−1dt, (tz−1 = e(z−1) ln t). (1)
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For the zeta function ζ(z) and 0 < a < 1, the following three identities hold for
z = a+ bi
ζ(z) = 2zpiz−1 sin
piz
2
Γ(1− z)ζ(1− z), (2)
ζ(1− z) = 21−zpi−z cos piz
2
Γ(z)ζ(z), (3)
Γ(z)(1− 21−z)ζ(z) =
∫
∞
0
yz−1
1 + ey
dy. (4)
The identity (4) can be found at page 28 in [2]. One can also prove it. We let
g(z) =
1
1− 21−z
∫
∞
0
yz−1
1 + ey
dy =
1
1− 21−z
{∫ ∞
0
ya−1
1 + ey
cos(b ln y)dy
+i
∫
∞
0
ya−1
1 + ey
sin(b ln y)dy
}
. (5)
Then
g(1− z) = 1
1− 2z
∫
∞
0
y−z
1 + ey
dy =
1
1− 2z
{∫ ∞
0
y−a
1 + ey
cos(b ln y)dy
−i
∫
∞
0
y−a
1 + ey
sin(b ln y)dy
}
. (6)
Using (2)-(4) derives
g(z) = 2zpiz−1 sin
piz
2
Γ(z)g(1− z). (7)
Let 

f1(a, b) =
∫
∞
0
ya−1
1+ey
cos (b ln y)dy,
f2(a, b) =
∫
∞
0
ya−1
1+ey
sin (b ln y)dy,
f3(a, b) =
∫
∞
0
y−a
1+ey
cos (b ln y)dy,
f4(a, b) =
∫
∞
0
y−a
1+ey
sin (b ln y)dy.
(8)
It has
1
1− 21−z [f1(a, b) + if2(a, b)] = 2
zpiz−1 sin
piz
2
Γ(z)
1
1 − 2z [f3(a, b)− if4(a, b)]. (9)
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Setting
A(a, b) + iB(a, b) =
1− 2z−1
1− 2z 2
zpiz−1 sin
piz
2
Γ(z), (10)
we have
f1(a, b) = A(a, b)f3(a, b) +B(a, b)f4(a, b),
f2(a, b) = B(a, b)f3(a, b)− A(a, b)f4(a, b).
Namely, we have
f 21 (a, b) + f
2
2 (a, b) = [A
2(a, b) +B2(a, b)][f 23 (a, b) + f
2
4 (a, b)], (11)
∫
∞
0
ya−1 cos(b ln y)
1 + ey
dy = A(a, b)
∫
∞
0
y−a cos(b ln y)
1 + ey
dy
+B(a, b)
∫
∞
0
y−a sin(b ln y)
1 + ey
dy (12)
and ∫
∞
0
ya−1 sin(b ln y)
1 + ey
dy = B(a, b)
∫
∞
0
y−a cos(b ln y)
1 + ey
dy
−A(a, b)
∫
∞
0
y−a sin(b ln y)
1 + ey
dy. (13)
For each 0 < a < 1, we state the following uniformly convergent integrals.

| ∫∞
0
y−a+bi
1+ey
dy| ≤ ∫∞
0
y−a
1+ey
dy <∞,
| d
da
∫
∞
0
y−a+bi
1+ey
dy| < | ∫∞
0
y−a
1+ey
ln ydy| <∞,
| d2
da2
∫
∞
0
y−a+bi
1+ey
dy| < ∫∞
0
y−a
1+ey
(ln y)2dy <∞.
(14)
In this article, we always assume that a0 + 2b0i is the zeros of ζ(z). We know that
ζ(a0 + 2b0i) = 0 if and only if ζ(1− a0 ± 2b0i) = 0 where 0 < a0 < 1 and some b0 6= 0.
Namely, zeros of the ζ(z) are symmetric about a = 1
2
. From the above, we have

f1(a0, 2b0) =
∫
∞
0
ya0−1
1+ey
cos (2b0 ln y)dy = 0,
f2(a0, 2b0) =
∫
∞
0
ya0−1
1+ey
sin (2b0 ln y)dy = 0,
f3(a0, 2b0) =
∫
∞
0
y−a0
1+ey
cos (2b0 ln y)dy = 0,
f4(a0, 2b0) =
∫
∞
0
y−a0
1+ey
sin (2b0 ln y)dy = 0.
(15)
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Remark 1: It is well known that function ζ(z) has zeros on the line a+ it = 1
2
+ ti.
Using the transform −a = γ (−1 < γ ≤ 0), a − 1 = −γ − 1, −γ − 1 ∈ (−1, 0], we
know that ζ(z) has zeros on the line γ = −1
2
+ it.
Lemma 2. Let −1 < γ ≤ 0. The function ρ(γ) = ∫∞
0
yγ
1+ey
dy is a decreasing function
about −1 < γ ≤ 0, ρ(γ) > ρ(0) > 0 and
∫
∞
0
yγ
1 + ey
ln ydy <
∫
∞
0
1
1 + ey
ln ydy < 0. (16)
proof. The function ρ(γ) and its derivative are uniformly convergent for −1 < γ ≤ 0.
dρ(γ)
dγ
=
∫
∞
0
yγ
1 + ey
ln ydy =
∫
∞
1
[ yγ
1 + ey
− 1
(1 + e
1
y )y2+γ
]
ln ydy
=
∫
∞
1
y2+2γ(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2+γ
ln ydy. (17)
Letting H(γ) = y
2+2γ (1+e
1
y )−(1+ey)
(1+ey)(1+e
1
y )y2+γ
ln y for y ≥ 1, we have
dH
dγ
= y−γ−2
[
y2+2γ(1 + e
1
y ) + 1 + ey
] (ln y)2
(1 + ey)(1 + e
1
y )
≥ 0, (18)
from which we know that H(γ) is an increasing function in (−1, 0] and
H(γ) ≤ H(0).
Namely, we get H(γ) ≤ H(0) with −1 < γ ≤ 0 and
∫
∞
1
H(γ)dy <
∫
∞
1
H(0)dy =
∫
∞
1
y2(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2
ln ydy
=
∫ 5
1
y2(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2
ln ydy +
∫
∞
5
y2(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2
ln ydy
≈ −0.0018 +
∫
∞
5
y2(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2
ln ydy, (19)
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in which we have use computer to calculate
∫ 5
1
y2(1+e
1
y )−(1+ey)
(1+ey)(1+e
1
y )y2
ln ydy ≈ −0.0018. Let
K(y) = (1 + e)y2 − ey − 1, we derive that K ′(y) = 2(1 + e)y − ey ≤ 0 for y ≥ 5. For
y ≥ 5, it has y2(1+e 1y )−(1+ey) < (1+e)y2−ey−1 < K(5) < 0 and ln y
(1+ey)(1+e
1
y )y2
> 0.
It follows that ∫
∞
5
y2(1 + e
1
y )− (1 + ey)
(1 + ey)(1 + e
1
y )y2
ln ydy < 0.
Therefore, we acquire that∫
∞
1
H(γ)dy ≤
∫
∞
1
H(0)dy < 0,∫
∞
0
yγ
1 + ey
ln ydy < 0. (20)
The proof is completed. 
Remark 2: Using the computer, we also have the following

∫ 100
1
y2(1+e
1
y )−(1+ey)
(1+ey)(1+e
1
y )y2
ln ydy ≈ −0.2123,∫ 200
1
y2(1+e
1
y )−(1+ey)
(1+ey)(1+e
1
y )y2
ln ydy ≈ −0.2245,∫ 700
1
y2(1+e
1
y )−(1+ey)
(1+ey)(1+e
1
y )y2
ln ydy ≈ −0.2348.
(21)
For a fixed number b0 6= 0 which is defined in (15), −1 < γ ≤ 0, we write
H1(γ, b0) =
∫
∞
0
yγ
1 + ey
cos2(b0 ln y)dy, H2(γ, b0) =
∫
∞
0
yγ
1 + ey
sin2(b0 ln y)dy, (22)
from which we have
d2H1(γ, b0)
dγ2
=
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
(ln y)2dy > 0 (23)
and
d2H2(γ, b0)
dγ2
=
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
(ln y)2dy > 0. (24)
Then
d
dγ
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
dy <
∫
∞
0
cos2(b0 ln y)
1 + ey
ln ydy = H ′1(0, b0) (25)
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and
d
dγ
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy <
∫
∞
0
sin2(b0 ln y)
1 + ey
ln ydy = H ′2(0, b0). (26)
d[H1(γ, b0) +H2(γ, b0)]
dγ
= H ′(γ, b0) +H
′
2(γ, b0) =
∫
∞
0
yγ
1 + ey
ln ydy < 0, (27)
H ′1(0, b0) +H
′
2(0, b0) =
∫
∞
0
1
1 + ey
ln ydy < 0. (28)
From (28), we obtain either H ′1(0, b0) < 0 or H
′
2(0, b0) < 0.
For −1 < γ ≤ 0, we define
λ1(γ, b0) =
∫
∞
0
yγ
1 + ey
(
cos(b0 ln y) + sin(b0 ln y)
)2
dy, (29)
λ2(γ, b0) =
∫
∞
0
yγ
1 + ey
(
cos(b0 ln y)− sin(b0 ln y)
)2
dy. (30)
Then
d2λ1(γ, b0)
dγ2
=
∫
∞
0
yγ
1 + ey
(
cos(b0 ln y) + sin(b0 ln y)
)2
(ln y)2dy > 0, (31)
d2λ2(γ, b0)
dγ2
=
∫
∞
0
yγ
1 + ey
(
cos(b0 ln y)− sin(b0 ln y)
)2
(ln y)2dy > 0, (32)
from which we have∫
∞
0
yγ
1 + ey
[
cos(b0 ln y) + sin(b0 ln y)
]2
(ln y)dy
<
∫
∞
0
1
1 + ey
(
cos(b0 ln y) + sin(b0 ln y)
)2
(ln y)dy = λ′1(0, b0) (33)
and ∫
∞
0
yγ
1 + ey
[
cos(b0 ln y)− sin(b0 ln y)
]2
(ln y)dy
<
∫
∞
0
1
1 + ey
(
cos(b0 ln y)− sin(b0 ln y)
)2
(ln y)dy = λ′2(0, b0). (34)
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Thus, we have
λ′1(0, b0) + λ
′
2(0, b0) =
∫
∞
0
2
1 + ey
ln ydy < 0, (35)
from which we know either λ′1(0, b0) < 0 or λ
′
2(0, b0) < 0.
Since the positives or negatives of H ′1(0, b0), H
′
2(0, b0), λ
′
1(0, b0), λ
′
2(0, b0) are very
important to analyze the zeros of the Riemann zeta function in our article, we consider
the following nine cases. It is true that one of the following cases is valid.
Case 1: H ′1(0, b0) ≤ 0, H ′2(0, b0) ≤ 0, λ′1(0, b0) ≤ 0 and λ′2(0, b0) ≤ 0;
Case 2: H ′1(0, b0) ≤ 0, H ′2(0, b0) ≤ 0, λ′1(0, b0) > 0 and λ′2(0, b0) < 0;
Case 3: H ′1(0, b0) ≤ 0, H ′2(0, b0) ≤ 0, λ′1(0, b0) < 0 and λ′2(0, b0) > 0;
Case 4: λ′1(0, b0) ≤ 0, λ′2(0, b0) ≤ 0, H ′1(0, b0) < 0 and H ′2(0, b0) > 0;
Case 5: λ′1(0, b0) ≤ 0, λ′2(0, b0) ≤ 0, H ′1(0, b0) > 0 and H ′2(0, b0) < 0;
Case 6: H ′1(0, b0) > 0, H
′
2(0, b0) < 0, λ
′
1(0, b0) > 0, λ
′
2(0, b0) < 0;
Case 7: H ′1(0, b0) > 0, H
′
2(0, b0) < 0, λ
′
1(0, b0) < 0, λ
′
2(0, b0) > 0;
Case 8: H ′1(0, b0) < 0, H
′
2(0, b0) > 0, λ
′
1(0, b0) > 0, λ
′
2(0, b0) < 0;
Case 9: H ′1(0, b0) < 0, H
′
2(0, b0) > 0, λ
′
1(0, b0) < 0, λ
′
2(0, b0) > 0.
2 Zeros of the Zeta function
Lemma 3. It is impossible for both
∫
∞
0
yγ cos(2b0 ln y)
1+ey
dy = 0 and
∫
∞
0
yγ sin(2b0 ln y)
1+ey
dy = 0
in the interval (a1, a2) where γ ∈ (a1, a2), −1 < a1 < a2 < 0.
proof: If both
∫
∞
0
yγ cos(2b0 ln y)
1+ey
dy = 0 and
∫
∞
0
yγ sin(2b0 ln y)
1+ey
dy = 0 in the interval (a1, a2),
(−1 < a1 < a2 < 0). Using Lemma 1 derives that ζ(z) = 0 in the whole complex plane.
This is impossible. 
Case 1 holds.
We know that −1 < γ < 0 if and only if −1 < −γ − 1 < 0. Let −1 < γ0 < γ <
−γ0−1 < 0, (γ0 < −12). Assuming that γ0+2b0i is the zeros of the ζ(z), we know that
ζ(γ0 + 2b0i) = 0 (−a = γ) if and only if ζ(−γ0 − 1 + 2b0i) = 0 for some b0 6= 0. The
identity (15) is equivalent to
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∫
∞
0
yγ0 cos(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−γ0−1 cos(2b0 ln y)
1 + ey
dy = 0 (36)
and ∫
∞
0
yγ0 sin(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−γ0−1 sin(2b0 ln y)
1 + ey
dy = 0. (37)
Part 1. If H ′1(0, b0) ≤ 0, H ′2(0, b0) ≤ 0, noticing (25) and (26), we know that
H1(γ, b0) =
∫
∞
0
yγ cos2(b0 ln y)
1+ey
dy and H2(γ, b0) =
∫
∞
0
yγ sin2(b0 ln y)
1+ey
dy are strictly decreasing
in (−1, 0].
Let −1 < γ0 < γ < −γ0 − 1 < 0(γ0 < −12). Using the identity cos2 x = 1+cos(2x)2 ,
sin2 x = 1−cos(2x)
2
, (25) and (26), we have
1
2
∫
∞
0
y−γ0−1
1 + ey
dy <
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
yγ0
1 + ey
dy (38)
and
1
2
∫
∞
0
y−γ0−1
1 + ey
dy <
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
yγ0
1 + ey
dy. (39)
Using (39) yields
−1
2
∫
∞
0
yγ0
1 + ey
dy < −
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy < −1
2
∫
∞
0
y−γ0−1
1 + ey
dy. (40)
Applying (38) plus (40) and cos(2b0 ln y) = cos
2(b0 ln y)− sin2(b0 ln y), we get
−1
2
[∫
∞
0
yγ0
1 + ey
dy −
∫
∞
0
y−γ0−1
1 + ey
dy
]
<
∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy
<
1
2
[∫
∞
0
yγ0
1 + ey
dy −
∫
∞
0
y−γ0−1
1 + ey
dy
]
. (41)
It follows from (41) and Lemma 2 that there must exist a number γ1 (−1 < γ0 <
γ1 < −γ0 − 1 < 0) such that∫
∞
0
yγ1 cos(2b0 ln y)
1 + ey
dy = 0. (42)
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Similarly, for−1 < γ0 < γ < γ1 < −γ0−1 < 0, using (42) and the decreasing properties
of H1(γ, b0) and H2(γ, b0) yields
1
2
∫
∞
0
yγ1
1 + ey
dy <
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
yγ0
1 + ey
dy (43)
and
1
2
∫
∞
0
yγ1
1 + ey
dy <
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
yγ0
1 + ey
dy. (44)
From (44), we get
−1
2
∫
∞
0
yγ0
1 + ey
dy < −
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy < −1
2
∫
∞
0
yγ1
1 + ey
dy. (45)
Using (43) plus (45), we obtain
−1
2
[∫
∞
0
yγ0
1 + ey
dy −
∫
∞
0
yγ1
1 + ey
dy
]
<
∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy
<
1
2
[∫
∞
0
yγ0
1 + ey
dy −
∫
∞
0
yγ1
1 + ey
dy
]
, (46)
which derives that there must exist a number γ2 (−1 < γ0 < γ2 < γ1 < −γ0−1 < 0)
such that ∫
∞
0
yγ2 cos(2b0 ln y)
1 + ey
dy = 0. (47)
Using the similar steps to prove (42) and (47), for −1 < γ0 < γ2 < γ < γ1 <
−γ0− 1 < 0, we can find a number γ3 (−1 < γ2 < γ3 < γ1 < −γ0− 1 < 0) such that∫
∞
0
yγ3 cos(2b0 ln y)
1 + ey
dy = 0. (48)
In fact, by the same way to prove (42), (47) and (48), we conclude that for any γ
(−1 < γ0 < γ < −γ0 − 1 < 0), it has∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy = 0. (49)
Part 2. If λ′1(0, b0) ≤ 0, λ′2(0, b0) ≤ 0, from (33) and (34), we know that λ1(γ, b0)
and λ2(γ, b0) are strictly decreasing in (−1, 0].
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Using the similar procedures to prove (49), we have
∫
∞
0
yγ sin(2b0 ln y)
1 + ey
dy = 0, −1 < γ0 < γ < −γ0 − 1 < 0. (50)
The identities (49) and (50) are contradiction to Lemma 3. It means that our
assumption (36) is wrong if case 1 holds.
Therefore, we only can obtain.
Lemma 4. If case 1 holds and 0 < a < 1, then all zeros of function ζ(z) ( z = a+ bi)
are on one line Re(z) = 1
2
.
Lemma 5. If H ′1(0, b0) =
∫
∞
0
cos2(b0 ln y)
1+ey
ln ydy > 0 and H ′2(0, b0) < 0, we confirm that
there must exists a number µ0 such that∫
∞
0
yµ0 cos2(b0 ln y)
1 + ey
ln ydy = 0, µ0 ∈ (−1, 0), (51)∫
∞
0
yγ cos2(b0 ln y)
1 + ey
ln ydy < 0, γ ∈ (−1, µ0), (52)∫
∞
0
yγ cos2(b0 ln y)
1 + ey
ln ydy > 0, γ ∈ (µ0, 0]. (53)
Proof: Assume that there are many βn ∈ (−1, 0) and∫
∞
0
yβn cos(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−βn−1 cos(2b0 ln y)
1 + ey
dy = 0, (54)∫
∞
0
yβn sin(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−βn−1 sin(2b0 ln y)
1 + ey
dy = 0. (55)
Among these zeros of the ζ(z), we let β0 be the biggest number in (−1, 0), (−12 < β0 <
0). We have
∫
∞
0
yβ0 cos(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−β0−1 cos(2b0 ln y)
1 + ey
dy = 0, β0 ∈ (−1
2
, 0), (56)
∫
∞
0
yβ0 sin(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−β0−1 sin(2b0 ln y)
1 + ey
dy = 0, β0 ∈ (−1
2
, 0). (57)
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−1 −1
2
0
H1(γ, b0)
µ0β0θ
Figure 1
From (56), there must exist a number θ ∈ (−1 − β0, β0) (see figures 1,2 and 3) such
that
∫
∞
0
yθ cos(2b0 ln y)
1 + ey
ln ydy = 0. (58)
Using H1(γ, b0) =
∫
∞
0
yγ cos2(b0 ln y)
1+ey
dy, (58) and Lemma 2 gives rise to
H ′1(θ, b0) =
∫
∞
0
yθ cos2(b0 ln y)
1 + ey
ln ydy =
1
2
∫
∞
0
yθ(1 + cos(2b0 ln y))
1 + ey
ln ydy
=
1
2
∫
∞
0
yθ
1 + ey
ln ydy < 0. (59)
Since H ′1(0, b0) > 0, we know that there exists a number µ0 such that (51), (52) and
(53) hold. 
Remark 3: For references, please see the rough figures 1, 2 and 3 for the relations of
numbers µ0, β0, θ.
Lemma 6. If H ′1(0, b0) > 0 and H
′
2(0, b0) < 0, there exists a number β
∗, −1 <
−β0 − 1 < γ < β∗ < 0 such that∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy = 0. (60)
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−1 −1
2
0
H1(γ, b0)
µ0β0θ β0
Figure 2
−1 −1
2
0
H1(γ, b0)
µ0 β0−β0 − 1 β0 θ
Figure 3
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proof. In the situation of figure 1, letting −γ0 − 1 = β0, we know that (38), (40) and
(41) hold. Using the same procedures to prove (49), we have
∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy = 0, −1 < γ0 < γ < −γ0 − 1 = β0. (61)
In the case of figures 2 and 3, we know that
∫
∞
0
yγ cos2(b0 ln y)
1+ey
dy and
∫
∞
0
yγ sin2(b0 ln y)
1+ey
dy
are decreasing functions in γ ∈ (−1, µ0].
Using Lemma 2 and the decreasing properties of function
∫
∞
0
yγ sin2(b0 ln y)
1+ey
dy and∫
∞
0
yγ
1+ey
dy for −1 < γ ≤ 0, we know that
∫
∞
0
y−β0−1
1 + ey
dy >
∫
∞
0
yβ0
1 + ey
dy, (62)
where β0 is defined in (56) and (57). Thus, we have H1(β0, b0) < H1(−β0 − 1, b0).
Furthermore, there exists a number β such that H1(β0, b0) = H1(β0, b0) (see figures 2
and 3).
Letting −1 < −β0 − 1 < γ < β0 < µ0 < β0 < 0, we have∫
∞
0
yβ0 cos2(b0 ln y)
1 + ey
dy <
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
y−β0−1
1 + ey
dy. (63)
Using H1(β0, b0) = H1(β0, b0) =
∫
∞
0
yβ0 cos2(b0 ln y)
1+ey
dy = 1
2
∫
∞
0
yβ0
1+ey
dy, we have
1
2
∫
∞
0
yβ0
1 + ey
dy <
∫
∞
0
yγ cos2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
y−β0−1
1 + ey
dy. (64)
It follows from H2(0, b0) < 0 that
1
2
∫
∞
0
yβ0
1 + ey
dy <
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy <
1
2
∫
∞
0
y−β0−1
1 + ey
dy, (65)
which derives
−1
2
∫
∞
0
y−β0−1
1 + ey
dy < −
∫
∞
0
yγ sin2(b0 ln y)
1 + ey
dy < −1
2
∫
∞
0
yβ0
1 + ey
dy. (66)
Applying (64) plus (66) gives rise to
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−1
2
[ ∫ ∞
0
y−β0−1
1 + ey
dy −
∫
∞
0
yβ0
1 + ey
dy
]
<
∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy
<
1
2
[ ∫ ∞
0
y−β0−1
1 + ey
dy −
∫
∞
0
yβ0
1 + ey
dy
]
, (67)
from which we know that there exists a γ1 (−1 < −β0 − 1 < γ1 < β0 < 0) such that
∫
∞
0
yγ1 cos(2b0 ln y)
1 + ey
dy = 0. (68)
Similar to the proof of identity (49), we can get for all γ (−1 < −β0−1 < γ < β0 < 0)
that ∫
∞
0
yγ cos(2b0 ln y)
1 + ey
dy = 0. (69)
From (61) and (69), we complete the proof. 
Lemma 7. If λ′1(0, b0) > 0 and λ
′
2(0, b0) < 0, there must exists a number µ1 such that∫
∞
0
yµ1 [cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
ln ydy = 0, µ1 ∈ (−1, 0),∫
∞
0
yγ[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
ln ydy < 0, γ ∈ (−1, µ1),∫
∞
0
yγ[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
ln ydy > 0, γ ∈ (µ1, 0]. (70)
Proof: Among these zeros of the ζ(z), we let −1
2
< β0 < 0 be the biggest number in
(−1, 0) (β0 > −12) (see the definition of β0 in (56) and (57)). We have∫
∞
0
yβ0 sin(2b0 ln y)
1 + ey
dy =
∫
∞
0
y−β0−1 sin(2b0 ln y)
1 + ey
dy = 0, β0 ∈ (−1
2
, 0). (71)
There must exist a number θ1 ∈ (−β0 − 1, β0) such that∫
∞
0
yθ1 sin(2b0 ln y)
1 + ey
ln ydy = 0. (72)
Applying λ′1(γ, b0) =
∫
∞
0
yγ [cos(b0 ln y)+sin(b0 ln y)]2
1+ey
ln ydy yields
λ′1(θ1, b0) =
∫
∞
0
yθ1(1 + sin(2b0 ln y)
1 + ey
ln ydy =
∫
∞
0
yθ1
1 + ey
ln ydy < 0. (73)
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Since λ′1(0, b0) > 0, there exists a number µ1 ∈ (θ1, 0) such that∫
∞
0
yµ1 [cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
ln ydy = 0. (74)
The proof is completed. 
Remark 4: For references, please see the rough figures 4, 5 and 6 for the relations of
µ1, θ1, β0.
Lemma 8. If λ′1(0, b0) > 0 and λ
′
2(0, b0) < 0, there must exist a number α
∗ (−1 <
β0 − 1 < γ < α∗ < 0) such that∫
∞
0
yγ sin(2b0 ln y)
1 + ey
dy = 0. (75)
proof. If −1
2
< β0 < µ1 < 0 (see figure 4), noticing the definitions of λ1(γ, b0) and
λ1(γ, b0), using the same procedures to prove (49) and (50), we have∫
∞
0
yγ sin(2b0 ln y)
1 + ey
dy = 0, −1 < −β0 − 1 < γ < β0 < 0. (76)
In the case −β0 − 1 < µ1 < β0 < 0 (see figures 5 and 6). Consider the decreasing
property of λ1(γ, b0) in the interval (−1, µ1]. Using Lemma 2 and Lemma 7, there must
exists a number α0 such that λ1(α0, b0) = λ1(β0, b0). If −1 < −β0−1 < γ < α0 < µ1 <
β0 < 0, we have∫
∞
0
yα0[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy <
∫
∞
0
yγ[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy
<
∫
∞
0
y−β0−1[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy =
∫
∞
0
y−β0−1
1 + ey
dy. (77)
Since ∫
∞
0
yα0[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy =
∫
∞
0
yβ0[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy
=
∫
∞
0
yβ0
1 + ey
dy. (78)
From (77) and (78), we have∫
∞
0
yβ0
1 + ey
dy <
∫
∞
0
yγ[cos(b0 ln y) + sin(b0 ln y)]
2
1 + ey
dy <
∫
∞
0
y−β0−1
1 + ey
dy. (79)
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−1 −1
2
0
λ1(γ, b0)
µ1β0θ1
Figure 4
Note that λ′2(0, b0) < 0. We have∫
∞
0
yβ0
1 + ey
dy <
∫
∞
0
yγ[cos(b0 ln y)− sin(b0 ln y)]2
1 + ey
dy <
∫
∞
0
y−β0−1
1 + ey
dy, (80)
which derives
−
∫
∞
0
y−β0−1
1 + ey
dy < −
∫
∞
0
yγ[cos(b0 ln y)− sin(b0 ln y)]2
1 + ey
dy < −
∫
∞
0
yβ0
1 + ey
dy. (81)
Making use of (79) plus (81) and sin(2x) = 2 sin(x) cos(x), we have
−1
2
[ ∫ ∞
0
y−β0−1
1 + ey
dy −
∫
∞
0
yβ0
1 + ey
dy
]
<
∫
∞
0
yγ sin(2b0 ln y)
1 + ey
dy
<
1
2
[ ∫ ∞
0
y−β0−1
1 + ey
dy −
∫
∞
0
yβ0
1 + ey
dy
]
. (82)
There must exists a number γ1 (−1 < −β0 − 1 < γ1 < α0 < ... < β0 < 0) such that∫
∞
0
yγ1 sin(2b0 ln y)
1 + ey
dy = 0. (83)
Noticing the definitions of λ1(γ, b0) and λ1(γ, b0), similar to the proof of (49), we have∫
∞
0
yγ sin(2b0 ln y)
1 + ey
dy = 0, −1 < −β0 − 1 < γ < α0 < ... < β0 < 0. (84)
Using (76) and (84), we complete the proof. 
From Lemmas 3, 6 and 8, we get the following results.
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−1 −1
2
0
λ1(γ, b0)
µ1α0θ1 β0
Figure 5
−1 −1
2
0
λ1(γ, b0)
µ1 β0−β0 − 1 α0 θ1
Figure 6
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Lemma 9. If case 6 holds and 0 < a < 1, then all the zeros of function ζ(z) (
z = a+ bi) are on one line Re(z) = 1
2
.
If one of cases 2− 5 and 7− 9 holds, using the similar procedures to consider parts
1 and 2, and prove Lemmas 6 and 8, we still can derive a contradiction to Lemma 3.
Therefore, we give the following conclusion.
Theorem. If z = a+ bi and 0 < a < 1, all the zeros of function ζ(z) ( z = a+ bi) are
only on one line Re(z) = 1
2
.
Statement:The Riemann hypothesis is true if and only if the zeros of ζ(z) in the strip
0 < Re(z) < 1 all lie on the line Re(z) = 1
2
.
Remark 5: We guess that case 1 is always valid. At present time, however, we cannot
find a mathematical technique to handle it. It remains open.
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