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NON-GENERICITY OF VARIATIONS OF HODGE
STRUCTURE FOR HYPERSURFACES OF HIGH DEGREE
EMMANUEL ALLAUD
Abstrat. In this paper we are interested in proving that the inni-
tesimal variations of Hodge struture of hypersurfaes of high enough
degree lie in a proper subvariety of the variety of all integral elements of
the Griths's transversality system. That is this proves that in this ase
the geometri innitesimal variations of Hodge struture satisfy further
onditions than just being integral elements of the Griths's system.
This is proved using the Jaobian ring representation of the (primitive)
ohomology of the hypersurfaes, and a spae of symmetrizers as dened
by Donagi, but using it here to identify a geometri struture arried by
the variety of all integral elements.
This paper proves an extension of a result obtained by the author in his
PhD thesis [All02℄ about the non-generiity of innitesimal variations of
Hodge struture of hypersurfaes :
Theorem 1. The innitesimal variations of Hodge struture of hypersur-
faes of dimension 3 and degree 6 lie in a proper subvariety of the variety of
all integral elements of the Griths's transversality system.
The theorem proved here extends this result to innitesimal variations of
Hodge struture of all hypersurfaes of big enough degree, more preisely:
Theorem 2. The innitesimal variations of Hodge struture of hypersur-
faes of dimension n ≥ 3 and degree d ≥ n + 3 lie in a proper subvariety of
the variety of integral elements of the Griths's transversality system.
The proof of theorem 1 an be skethed as follows : rst we established
that there is an isomorphism between a spae of symmetrizers and a ber of
a projetion of the integral element of the Griths's dierential system to
a grassmannian. Seondly we alulated that for a generi integral element
its projetion on the grassmannian has a trivial orresponding spae of sym-
metrizers. We onluded by proving that an innitesimal variation of Hodge
struture of hypersurfaes of dimension 3 and degree 6 projets on a point
of the grassmannian with a non-trivial orresponding spae of symmetrizers.
So the map we will follow here is : in the rst setion we will dene the
neessary onstrutions, notably the symmetrizers orrespondene and the
projetion from the spae of integral elements of the Griths's dierential
system on the grassmannian.
Then we will ompute the rank of equations dening the symmetrizers in
the seond setion, and prove in a third one a tehnial proposition about
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ertain inequalities satised by the Hodge numbers and the dimension of
innitesimal variations of Hodge struture for hypersurfaes variations.
The last setion will be devoted to the proof of the theorem 2.
1. The projetion of the integral elements of the Griffiths's
system to a grassmannian, the symmetrizers orrespondene
Let us x some notation (see [CGGH83℄ and [May00℄ for more details) :
Denition 2.1. An integral polarized Hodge struture of weight n is given
by HZ, a free abelian group equipped with a intersetion from Q (the polar-
ization) whih is symmetri if n is even and alternating otherwise, together
with the following deomposition of H = HZ ⊗ C
H =
⊕
0≤q≤n
Hn−q,q
suh that Hq,n−q = Hn−q,q and also{
∀q 6= n− q′,∀α ∈ Hn−q,q, β ∈ Hn−q′,q′ , Q(α, β) = 0
∀q ∈ {0, . . . , n},∀α ∈ Hn−q,q, α 6= 0 =⇒ in−2qQ(α,α) > 0
We note Hq := hom(Hn−q,q,Hn−q−1,q+1), and we will onsider ⊕0≤q≤n−1Hq
as a subset of hom(H,H). We also dene the following map for 0 ≤ q ≤ n−1:
πq : hom(H,H) −→ Hq(1)
α 7−→ α|Hn−q,q
Remark. πq|⊕aHa is the natural projetion of ⊕0≤a≤n−1Ha on Hq.
The periods spae (i.e. the set of all polarized Hodge strutures with xed
Hodge numbers and polarization Q) is the homogeneous variety D ≃ G/P
(with G = SO(H,Q) and P a paraboli subgroup). We note g, p the Lie
algebras of G and P . Then g is given by:
(2) g =
{
X ∈ End(H) | tXQ+QX = 0}
We an also onsider the following subspaes of End(H):
(3) End(H)p,−p =
{
X ∈ End(H) | ∀r + s = n,X(Hr,s) ⊂ Hr+p,s−p}
and then dene gp,−p := g ∩ End(H)p,−p. We also note
g
0 = g0,0, g− =
⊕
p<0
g
p,−p, g+ =
⊕
p>0
g
p,−p
So that we have g = g−⊕ g0 ⊕ g+. Moreover we have that p = g0 ⊕ g+ and,
as D ≃ G/P we onlude that
THD ≃ g−
We x a Hodge frame (i.e. a Q-unitary basis of H adapted to the Hodge de-
omposition), whih xes the isomorphism End(H) ≃ Md(C) (d = dimH).
Moreover as the basis is adapted to the Hodge deomposition we have a
blok deomposition of the matries of Md(C) :
A ∈Md(C), A = (Aij)0≤i,j≤n where ∀i, j, Aij ∈Mhn−i,i×hn−j,j(C)
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where Mhn−i,i×hn−j,j (C) ≃ hom(Hn−j,j,Hn−i,i). So now for A ∈ g ⊂
End(H) we an rewrite the equations (2) in matrix form. First let write
the matrix of the polarization form Q :
(4) ∀0 ≤ i, j ≤ n,
{
Qij = 0 ∈Mhn−i,i×hn−j,j(C) if j 6= n− i√−1nQin−i = (−1)iIhn−i,i×hn−i,i
This is beause the basis is a Hodge frame. So
√−1nQ is an anti-diagonal
blok matrix, and the anti-diagonal bloks are of the form (−1)iI where i is
the blok olumn. So the equations (2) dening g = so(Q) now read :
(5) A = (Aij) ∈ g ⇐⇒ ∀0 ≤ i, j ≤ n, (−1)n−i t(Aij) + (−1)n−jAn−jn−i = 0
We look now at the equations satised by the rst sub-diagonal, i.e. the
Aj+1j bloks (or say dierently the g
−1,1
omponents). We have
∀0 ≤ j ≤ n− 1, (−1)n−j−1 t(Aj+1j ) + (−1)n−jAn−jn−j−1 = 0
⇐⇒ An−jn−j−1 = t(Aj+1j )(6)
For odd weight n = 2m + 1 we then have that Am+1m =
t(Am+1m ) that is
Am+1m is symmetri.
Example. The weight 3. We have
√−13Q =


0 0 0 −Ih3,0×h0,3
0 0 Ih2,1×h1,2 0
0 −Ih1,2×h2,1 0 0
Ih0,3×h3,0 0 0 0


then using the equations (5) the blok deomposition of a matrix A ∈ g is
A =


0 0 0 0
A10 0 0 0
A20 A
2
1 0 0
A30 − t(A20) t(A10) 0


with A30 and A
2
1 symmetri.
For a family f : X → S (here we will assume S ontratible) of projetive
smooth manifolds, we an onstrut the period map to the orresponding
period spae D (the one with the orresponding Hodge numbers and polar-
ization):
P : S → D
s 7→ (Hn−q,q(Xs))
It is known, see [Gri68℄ that P is a holomorphi map. We want to study it
innitesimally, and for that we need the notion of innitesimal variation of
Hodge struture. Before introduing this notion we state the major theorem
about the innitesimal behavior of the period map, see [Gri68℄:
Theorem 3. Griths's transversality:
Let f : X → S a family of smooth polarized projetive varieties with S
ontratible, and P : 0 ∈ S → D its period map then we have
P⋆(T0S) ⊂ V
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Where we have dened V = ⊕1≤p≤n hom(Hp,n−p,Hp−1,n−p+1).
Remark. The transversality ondition says that the period map satises par-
tial dierential equations. And those PDEs indue ompatibility onditions
(that is when you take seond order derivatives, new onditions appear),
namely:
∀α, β ∈ T0(S), [P⋆(α), P⋆(β)] = 0
where [u, v] = u ◦ v − v ◦ u is the ommutator on End(H).
Moreover using the Lie algebra notation introdued earlier, V = g−1,1.
It is then natural to give the following
Denition 3.1. An innitesimal variation of Hodge struture of weight n is
given by HZ, H = HZ⊗C and Q so that (HZ,H,Q) is an integral polarized
Hodge struture of weight n and a map from a C-vetor spae T :
δ : T → V
suh that
∀α, β ∈ T, [δ(α), δ(β)] = 0
Remark. In our ontext, using residues theory (see below) P is always an
immersion, so we will omit the map δ and onsider innitesimal variations
of Hodge struture as vetor subspaes of ommuting endomorphisms of V .
Moreover we will use sometimes the term of integral element of the Griths's
system as a synonym for innitesimal variation of Hodge struture (this
terminology omes from the theory of exterior dierential systems).
Denition 3.2. Let Vk denote the set of innitesimal variations of Hodge
struture of dimension k, then Vk ⊂ G(k, V ). In fat Vk is an algebrai
subvariety of G(k, V ) (this is a lassial fat from exterior dierential systems
theory for the set of integral elements of a dierential system).
The linear maps πq dened by (1) indue for i ∈ {0, . . . , n} the following
map:
p˜i : G(k, V )→ G(k,H i)
Proposition 3.1. For all i ∈ {0, . . . , n}, p˜i : G(k, V ) → G(k,H i) is a
rational map.
The proof is done by remarking that the restrition of p˜i to a suitable
Zariski open subset is just a linear projetion.
Remark. Atually there is a Zariski open subset U of G(k, V ) on whih all
the p˜i's are regular (U is the intersetion of Plüker oordinates harts).
This leads us to the following
Denition 3.3. We dene the regular maps pi := p˜i|U .
Originally dened by Donagi in [Don83℄, the symmetrizer spae of a bi-
linear map has been suessfully used to prove, among other fats, Torelli
theorems. We give here the general denition, and then give a proposition
whih shows a link between ertain symmetrizers (not the same that appear
in Donagi's theorem) with the geometry of Vk.
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Denition 3.4. Let E,F,G be vetor spaes and B : E×F → G a bilinear
map. We dene
Symm(B) =
{
q ∈ hom(E,F ) | ∀α,α′ ∈ E,B(α, q(α′)) = B(α′, q(α))}
Proposition 3.2. For any E0 ∈ G(k,H0), we dene the following bilinear
map:
φE0 : E
0 ×H1 −→ hom(Hn,0,Hn−2,2)
(α, β) 7−→ β ◦ α
then we have for n ≥ 3
p1(p
−1
0 (E
0) ∩ Vk) ≃ SymmφE0
Remark 3.1. Let us note r = [(n − 1)/2]. Using the fat that an integral
element is determined by its projetion on
⊕
0≤m≤rH
m
beause the other
projetions are then given by the equations (5), we will make the abuse
to only work on the rst projetions of an integral element to lighten the
notations in the proofs.
Proof. Let E ∈ p−10 (E0)∩Vk. Then as p0(E) = E0 and dimE = k = dimE0,
then E ∈ U where U is the following Zariski open subset of G(k, V ) (whih
is a loal hart for Pluker oordinates):
U = {F ∈ G(k, V ) | p0(F ) ∩W = {0}}
where W ⊂ H0 is suh that H0 = W ⊕ E0.
Remark : U ∩ Vk 6= ∅ beause as n ≥ 3, E0 is an innitesimal variation of
Hodge struture (using here the abuse of notation) , i.e. E0 ∈ U ∩ Vk.
Moreover if we x a basis (αa0)1≤a≤k of E
0
, a basis (αs0)k+1≤s≤dimH0 of W
and (αim)1≤i≤dimHm of H
m
(with 0 ≤ m ≤ r), every F ∈ U admits (βa) as
a basis, where we have dened:
βa = αa0 + q
a
sα
s
0 + l
am
i α
i
m (we use the summation onvention)
The qas , l
am
i are the Pluker oordinates of F in U ; we use the following
lassial isomorphisms:
U ≃ TE0U ≃ TE0G(k, V ) ≃ hom(E0, V/E0)
Moreover V/E0 ≃W +H1 + · · · +Hr, so nally we have
θ : hom(E0,W +H1 + · · ·+Hr) ∼−→ U(7)
q 7−→ 〈αa0 + q(αa0) | 1 ≤ a ≤ k〉
We set
π : hom(E0,W +H1 + · · ·+Hr) −→ hom(E0,H1)
q 7−→ p1 ◦ q
We now have the following ommutative diagram (where the isomorphism ϕ
is obtained by fatorisation)
(8)
hom(E0,W +H1 + · · ·+Hr) θ−−−−→ U
π
y p1y
hom(E0,H1)
ϕ−−−−→ p1(U)
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To omplete the proof we have to prove that ϕ−1(p1(p
−1
0 (E
0))) = SymmψE0 .
Now let E ∈ p−10 (E0) ⊂ U ∩ Vk, and
q = θ−1(E) ∈ hom(E0,W +H1 + · · ·+Hr)
We want to prove that p1 ◦ q ∈ SymmφE0 . Let α0, β0 ∈ E0, we have
φE0(α0, p1 ◦ q(β0)) = (p1(q(β0))) ◦ α0
But by denition of θ, β = β0 + q(β0) ∈ E. Moreover as E ∈ p−10 (E0) there
exists α ∈ E suh that p0(α) = α0, and remarking that for i ∈ {0, . . . , r},
pi(α) = α|Hn−i,i we have{
α0 = α|Hn,0
p1(q(β0)) = p1(β0 + q(β0)) = p1(β) = β|Hn−1,1
beause p1(β) = p1(β0 + q(β0)) = p1(q(β0)) beause p1(β0) = 0. Then we
an go on
φE0(α0, p1(q(β0))) = (p1(q(β0))) ◦ α0
= β|Hn−1,1 ◦ α|Hn,0
= (β ◦ α)|Hn,0
= (α ◦ β)|Hn,0 beause E is abelian
= α|Hn−1,1 ◦ β|Hn,0
= φE0(β0, q(α0))
whih proves that p1 ◦ q ∈ Symm(φE0) 
2. Rank of symmetrizers equations
In [All02℄ we proved the following
Lemma 3.1. Let G0, G1, G2 be three C-vetor spaes, and assume that we
have
dimG1 = p dimG0 with p ∈ N⋆
For eah E ⊂ hom(G0, G1), we onsider the following bilinear map
φE : E × hom(G1, G2) −→ hom(G0, G2)
(α, β) 7−→ β ◦ α
If dimG0 > 1, for all integer k suh that 3p ≤ k ≤ dimhom(G0, G1) and for
any generi E ∈ G(k,hom(G0, G1)), we have :
Symm(φE) = {0}
We now want now to relax the hypotheses of this lemma (speially we
want to get rid of the hypothesis asking that dimG0 | dimG1) to broaden
its sope of appliation. We rst prove the following
Lemma 3.2. Let G0, G1, G2 be three C vetor spaes, and assume that
dimG0 > dimG1 ≥ 1
For eah E ⊂ hom(G0, G1), we onsider the following bilinear map
φE : E × hom(G1, G2) −→ hom(G0, G2)
(α, β) 7−→ β ◦ α
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Then we have two ases :
If dimG1 = 1, then for any integer k suh that 2 ≤ k ≤ dimhom(G0, G1)
and for any generi E ∈ G(k,hom(G0, G1)) we have
Symm(φE) = {0}
If dimG1 > 1, then for any integer k suh that 3 ≤ k ≤ dimhom(G0, G1)
and for any generi E ∈ G(k,hom(G0, G1)) we have
Symm(φE) = {0}
Proof. The ondition Symm(φE) = {0} is open beause it is a maximal rank
ondition on linear equations. It is then suient to nd E ⊂ hom(G0, G1))
satisfying dimE = 2 or 3 suh that Symm(φE) = {0} to prove the lemma.
Let rst treat the ase dimG1 = 1. For any v ∈ G1 \ {0} we have
G1 =< v >, and let (ui)1≤i≤dimG0 be a basis of G
0
. We then set
E =< α1, α2 > with for a = 1, 2
{
αa(ua) = v
∀i 6= a, αa(ui) = 0
Then let q ∈ Symm(φE), we have
q(α1) ◦ α2 = q(α2) ◦ α1
=⇒ ∀1 ≤ i ≤ dimG0, q(α1) ◦ α2(ui) = q(α2) ◦ α1(ui)
=⇒
{
q(α1) ◦ α2(u1) = q(α2) ◦ α1(u1)
q(α1) ◦ α2(u2) = q(α2) ◦ α1(u2)
=⇒
{
0 = q(α2)(v)
q(α1)(v) = 0
=⇒ q(α2) = q(α1) = 0
=⇒ q = 0
whih proves the lemma in this ase.
Now we treat the seond ase : dimG1 > 1. We an hoose an inlusion
hom(G1, G1) ⊂ hom(G0, G1) for dimensions reasons. But dimG1 > 1, so we
an apply the lemma 3.1 to the three vetor spaes G1, G1, G2 (here p = 1)
to obtain E˜ ∈ G(3,hom(G1, G1)) suh that Symm(φE˜) = {0}. Then, using
the above inlusion, we obtain an element E ∈ G(3,hom(G0, G1) suh that
Symm(φE) = {0}. 
We an now extend the lemma 3.1 :
Proposition 3.3. Let G0, G1, G2 be three C-vetor spaes. For all E ⊂
hom(G0, G1), we onsider the following bilinear map :
φE : E × hom(G1, G2) −→ hom(G0, G2)
(α, β) 7−→ β ◦ α
Let p =
[
dimG1−1
dimG0
]
+ 1, p ∈ N⋆.
If dimG0 > 1 then for all 3p ≤ k ≤ dimhom(G0, G1) and for any generi
E ∈ G(k,hom(G0, G1)) we have
Symm(φE) = {0}
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Remark. This is atually a generalization of lemma 3.1 beause if dimG1 =
m dimG1, with m ∈ N⋆, we have :[
dimG1 − 1
dimG0
]
+ 1 = m
Proof. If dimG1 < dimG0, then p = 1 and the lemma 3.2 gives us the on-
lusion.
If dimG1 = m dimG0, we apply lemma 3.1 (f the above remark) to on-
lude.
Else, we hoose an isomorphism
G1 ∼= (G0)p−1 ⊕ G˜1
we then have 1 ≤ dim G˜1 < dimG0 and, applying lemma 3.2 to G0, G˜1, G2,
we obtain an element E˜ ∈ G(k,hom(G0, G˜1)) (with k = 2 or 3) suh that
Symm(φE˜) = {0}.
Similarly, applying lemma 3.1 to G0,
(
G0
)p−1
, G2, we obtain E′ ∈ G(3(p−
1),hom(G0,
(
G0
)p−1
)) suh that Symm(φE′) = {0} and then setting
E = E′ ⊕ E˜ ∈ G(3p − 3 + k,hom(G0, G1))
we have Symm(φE) = {0}. But as k = 2 or k = 3 we have 3p− 3 + k ≤ 3p,
and the proposition is proved. 
3. Inequalities satisfied by the infinitesimal variations of
Hodge struture of hypersurfaes
Now we want to prove that innitesimal variations of Hodge struture of
hypersurfaes satisfy inequalities in order to apply the preeding proposition
to them.
Proposition 3.4. Let E be an innitesimal variation of Hodge struture of
hypersurfaes of dimension n ≥ 3 and degree d ≥ n + 3. We then have the
following inequality:
(9) dimE ≥ 3×
([
hn−1,1 − 1
hn,0
]
+ 1
)
Proof. The proof is based on Griths's residues theory (f [Gri69℄, or for a
shorter introdution [Don83℄).
Let rst x some notations. Let V = Cn+2, S = S(V ) the symmetri
algebra of V (homogeneous polynomials in n+2 variables). Let f ∈ Sd and
X be the hypersurfae dened as the zeroes of f (X = {x ∈ PV | f(x) = 0},
dimX = n and degX = d). We assume here that X is smooth. We x a
oordinates system (xi)1≤i≤n+2 on V (by xing a basis) and then set :
J =
(
∂f
∂xi
)
1≤i≤n+2
the Jaobian ideal of f
Moreover we see X as a point in X the universal variation of Hodge
struture of hypersurfaes of dimension n and degree d, and we let E be
an innitesimal variation of Hodge struture above X (i.e. E = p⋆X(TXX ),
where p is the period map).
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The residues theory then gives us the following isomorphisms :
Hn,0 ∼= Rd−(n+2)
Hn−1,1 ∼= R2d−(n+2)
E ∼= Rd
So now the inequality we want to show beomes :
(10) dimRd ≥ 3times
([
dimR2d−(n+2) − 1
dimRd−(n+2)
]
+ 1
)
We will in fat proves the following one whih implies (10) :
(11) dimRd ≥ 3× dimR
2d−(n+2)
dimRd−(n+2)
+ 6
The proof is in two steps : rst we will show that this is true for eah n ≥ 3
and d = n + 3, then remarking that for any xed n ≥ 3, dimRd is an
inreasing funtion of d, we will onlude the proof in a seond step whih
will onsist in proving that the quotient
dimR2d−(n+2)
dimRd−(n+2)
is a dereasing funtion
of d.
Before proving the rst step, we alulate the dimension of the graded
piees of R of interest. We have Rd−(n+2) = Sd−(n+2) beause Jd−(n+2) =
{0} as d− (n+ 2) < d− 1 and so we get
hn,0 = dimRd−(n+2) =
(
d− (n+ 2) + n+ 2− 1
d− (n+ 2)
)
=
(
d− 1
n+ 1
)
We also have
hn−1,1 = dimR2d−(n+2) = dimS2d−(n+2) − dimJ2d−(n+2)
But as J is generated by polynomials that form a regular sequene, we have
that J2d−(n+2) ∼= Jd−1 ⊗ S2d−(n+2)−(d−1) ∼= V ⊗ Sd−(n+1), thus we obtain
hn−1,1 =
(
2d− (n+ 2) + n+ 2− 1
2d− (n+ 2)
)
− (n + 2)
(
d− (n+ 1) + n+ 2− 1
d− (n+ 1)
)
=
(
2d− 1
n+ 1
)
− (n+ 2)
(
d
d− (n + 1)
)
=
(
2d− 1
n+ 1
)
− (n+ 2)
(
d
n+ 1
)
In the same vein we alulate
dimE = dimRd =
(
d+ n+ 1
n+ 1
)
− (n+ 2)2
We now prove the rst step : the inequality (10) is true for n ≥ 3 and
d = n+ 3.
We have
(12) dimE − 3h
n−1,1
hn,0
=
(
2n+ 4
n+ 1
)
− (n+ 2)2 − 3
(2n+5
n+1
)− (n+ 2)(n+3
n+1
)
(
n+2
n+1
)
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At one hand we an pose
An =
(
2n+ 4
n+ 1
)
− 3
(2n+5
n+1
)
n+ 2
=
(2n+ 4) . . . (n + 4)
(n+ 1)!
− 3(2n + 5) . . . (n + 5)
(n+ 2)(n + 1)!
=
(2n+ 4) . . . (n + 5)
(n+ 1)!
(
n+ 4− 32n+ 5
n+ 2
)
=
(2n+ 4) . . . (n + 5)
(n+ 1)!
× n
2 + 6n + 8− 6n− 15
n+ 2
=
(2n+ 4) . . . (n + 5)
(n+ 1)!
× n
2 − 7
n+ 2
so that An > 0 as soon as n ≥ 3.
At the other hand we have
Bn = −(n+ 2)2 + 3(n + 2)
2(n+ 3)
2(n+ 2)
= (n+ 2)
(
−n− 2 + 3n+ 3
2
)
= (n+ 2)
−2n − 4 + 3n + 9
2
= (n+ 2)
n + 5
2
And so Bn ≥ 6 for all n ∈ N⋆. But as dimE − 3hn−1,1hn,0 = An + Bn this
onludes this step.
We now pass to the seond step : we prove that for a xed n ≥ 3, the
quotient
dimR2d−(n+2)
dimRd−(n+2)
is a dereasing funtion of d.
Let us x n ≥ 3, and note r = r(d) = dimR2d−(n+2)
dimRd−(n+2)
we then have
r =
(2d−1
n+1
)− (n+ 2)( d
n+1
)
(
d−1
n+1
)
=
[
(2d−1)!
(2d−(n+2))! − (n+2)d!(d−(n+1))!
]
(d− (n+ 2))!
(d− 1)!
We now note r′ = dimR
2(d+1)−(n+2)
dimR(d+1)−(n+2)
so we have
r′ =
[
(2d+1)!
(2d−n)! − (n+2)(d+1)!(d−n)!
]
(d− (n+ 1))!
d!
Then we want to prove that r ≥ r′. We have
r − r′ = (d− (n + 2))!
d!
[
d
(
(2d − 1)!
(2d− (n+ 2))! −
(n+ 2)d!
(d− (n+ 1))!
)
− (d− (n+ 1))
(
(2d+ 1)!
(2d− n)! −
(n+ 2)(d + 1)!
(d− n)!
)]
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so r − r′ has the sign of
sd = d [(2d− 1) . . . (2d − n− 1)− (n+ 2)d . . . (d− n)]
− (d− n− 1) [(2d + 1) . . . (2d− n+ 1)− (n+ 2)(d+ 1) . . . (d− n+ 1)]
Now posing αd = (2d − 1) . . . (2d − n + 1) and βd = (d − 1) . . . (d − n + 1),
we obtain
sd = αd [(2d − n)(2d − n− 1)d − (2d+ 1)2d(d − n− 1)]
+ βd(n+ 2)d [(d+ 1)(d − n− 1) − d(d − n)]
thus
(13) sd = d(n
2 + 3n+ 2)(αd − βd)
And as αd ≥ βd we obtain that r ≥ r′, that is r(d) is a dereasing funtion
of d for d ≥ n+ 3. 
4. The non-generiity theorem for variations of hypersurfaes
We now have all the piees to prove the non-generiity theorem :
Theorem 4. The innitesimal variations of Hodge struture of hypersur-
faes of dimension n ≥ 3 and degree d ≥ n + 3 lie in a proper subvariety of
the variety of integral elements of Griths's transversality system.
Proof. Let r ∈ N be the dimension of an innitesimal variation of Hodge
struture of hypersurfaes of dimension n ≥ 3 and degree d ≥ n + 3 (the
residues theory tells us that r = dimRd, f proof of proposition 3.4). Now the
proposition 3.4 established that in this ase we have the following inequality:
r ≥ 3×
([
hn−1,1 − 1
hn,0
]
+ 1
)
So now using the proposition 3.3, for a generi E ∈ G(r,H0) we have :
(14) Symm(φE) = {0}
Moreover for any E0 ∈ G(r,H0), we an build E ∈ Vk ∩ p−10 (E0) by dening
E =
{
α± tα | α ∈ E0}
Indeed beause n ≥ 3, it is lear that E ∈ Vk and obviously p0(E) = E0 (the
± in the denition of E depends on the parity of n).
So in order to onlude it is suient show that for all innitesimal variation
of Hodge struture of hypersurfaes T , we have dim p0(T ) = r and
{0} ( Symm(φp0(T ))
So now let T be an innitesimal variation of Hodge struture of hyper-
surfaes. The residues theory tells us that the ation of T on Hn−q,q(X)
(0 ≤ q ≤ n − 1) orrespond via the residues isomorphisms to the ation in-
dued by the ring multipliation of R. More preisely we have the following
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ommutative diagram :
(15)
T −−−−→ hom (Hn−q,q,Hn−q−1,q+1)y y
Rd
×−−−−→ hom (R(q+1)d−(n+2), R(q+2)d−(n+2))
The vertial arrows are the residues isomorphisms (or the obvious maps
indued by them), the upper arrow is the ation of T on Hn−q,q and the
lower one is the multipliation in R. Beause X is smooth,
(
∂f
∂xi
)
i
is a
regular sequene (see [GH94℄) and so we an use Maaulay's theorem whih
states that the multipliation in R is non-degenerate (this is also in [Don83℄),
i.e. :
∀[P ] ∈ Ra, (∀[Q] ∈ Rb, [PQ] = [0]) =⇒ [P ] = [0]
provided a+ b ≤ (n + 2)(d − 1). But here a = d and b = (q + 1)d− (n+ 2)
so we have a+ b = (q + 2)d− (n+ 2) but as q ≤ n− 1 we have
a+ b ≤ (n+ 1)d− (n + 2) ≤ (n + 2)(d − 1)
so non-degeneray applies to the multipliation in the diagram (15) and gives
us the following inlusion :
Rd →֒ hom
(
R(q+1)d−(n+2), R(q+2)d−(n+2)
)
We rst use this inlusion for q = 0 : we have Rd →֒ hom(Rd−(n+2), R2d−(n+2))
that is, using the residues isomorphisms the other way :
T →֒ hom(Hn,0,Hn−1,1)
α 7→ α|Hn,0
but this inlusion is in fat p0, so we have p0(T ) ∼= T , and then dim p0(T ) =
dimT = r.
We use the same argument for q = 1 : this means that Rd ats on
R2d−(n+2) non-trivially, in fat we have as before that p1(T ) ∼= T , and then
p1(T ) 6= {0}. But as T ∈ p−10 (p0(T )), this means that p1(p−10 (p0(T ))) 6= {0},
but proposition 3.2 says that Symm(φp0(T ))
∼= p1(p−10 (p0(T ))) so that we
obtain
{0} ( Symm(φp0(T ))
Now the onlusion follows : as dim p0(T ) = r and using the fat that a
generi E ∈ G(r,H0) must satisfy (14), p0(T ) lies in C a proper subvariety
of G(r,H0). But then T ∈ p−10 (C) whih is also a proper subvariety of the
variety of integral elements of the Griths dierential system beause p0 is
regular and surjetive. 
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