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Abstract. Consider a simple random walk on Z with a random coloring of Z.
Look at the sequence of the first N steps taken in the random walk, together
with the colors of the visited locations. We call this the record. From the
record one can deduce the coloring of of the interval in Z that was visited,
which is of size approximately
√
N . This is called scenery reconstruction.
Now suppose that an adversary may change δN entries in the record that was
obtained. What can be deduced from the record about the scenery now? In
this paper we show that it is likely that we can still reconstruct a large part
of the scenery.
More precisely, we show that for any θ < 0.5, p > 0,  > 0, there are N0 and
δ0 such that if N > N0 and δ < δ0 then with probability > 1− p, the walk is
such that we can reconstruct the coloring of > Nθ integers, up to a number of
possible reconstructions that is less than 2s, where s is the number of integers
whose color we reconstruct.
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1. Introduction
Consider a simple random walk over the integers. Denote by ω the steps of the
walk. We may look at ω as a series of ωt ∈ {±1} for t ∈ {0, 1, . . . }. Let the integers
be colored in a random i.i.d way, for some set of colors that we will refer to as the
alphabet, C. We refer to this random coloring as the scenery. Let Xωt denote the
position of the walk after t steps.
We look at the following sequence: for times t from 0 to some N , look at the
color of the scenery at the position Xωt , and at the direction of the walk from this
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position at that time, ωt. Note that from the record of these values for 0 ≤ t < N ,
one can deduce what exactly were the first N steps of the walk, and what was the
coloring of Z on the interval that the walk visited in the first N steps. Informally
speaking, this interval would be of length of order
√
N .
The problem we consider is this: An adversary changed δN entries in the first N
entries in the record of colors and directions. We want to get as much information
as possible about the visited scenery , and the adversary wants to confuse us as
much as possible.
In our result, the information we obtain on the scenery is delivered in the follow-
ing form: A set of partial suggestions, each of which describes some part of the walk
and visited scenery prior to their modification, such that one of these suggestions
agrees with the real scenery and walk . This is best though of as an algorithm that
takes the walk-scenery record sequence that had been edited and returns sugges-
tions for possible reconstruction of the original walk-scenery sequence.
The dynamical system that produces the record is known as the T, T−1 system, or
alternatively as the random walk on random scenery system (abbreviation: RWRS).
The recovery of information about the scenery from the record falls under the
general theme of scenery reconstruction.
Definition 1.1. Let n be some positive integer, and let t be an integer between 0
and n−1. For any ω ∈ {±1}I , where I ⊂ Z is a possibly infinite interval containing
0, define:
Xωt :=

t−1∑
i=0
ω (i) if t > 0
0 if t = 0
−
−1∑
i=t
ω (i) if t < 0
This is called the position of the walk ω at time t.
Definition 1.2. Let n,L be some positive integers, and let i be an integer between
0 and n− 1. For any ω ∈ {±1}{0,1,...,n−1} define:
next (ω,L, i) := inf
{
j > i : Xωj −Xωi ∈ {±L}
} ∪ {n}
And for any ω ∈ {±1}N∪{0} or ω ∈ {±1}Z define:
next (ω,L, i) := inf
{
j > i : Xωj −Xωi ∈ {±L}
}
(see Figure 1.1).
Throughout this paper, we will use a series of parameters L1, . . . , Lk, which are
positive integers. The exact values of these parameters will only be given later (see
Definition 2.40). Until then we will just collect the different constraints that this
sequence needs to satisfy. The value k is intentionally flexible, so that we will be
able to use our method for arbitrarily long walks (which up to technicalities means
arbitrarily large k). How to get the value of k for some length is described in the
proof of Theorem 1.8.
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Figure 1.1. The function next from Definition 1.2
Definition 1.3. For our fixed value k and our fixed sequence of Li-s, define the
set of walks:
W :=
{
ω ∈ {±1}{0,1,...,n−1} : n ∈ N and next (ω,L1 . . . Lk, 0) = n− 1
}
This is the set of finite sequences of ±1-s that end at the first time that they are
L1 . . . Lk places away from the origin. This set is endowed with the probability
measure defined by Pr (ω (i) = 1) = Pr (ω (i) = −1) = 12 .
We also use the following notation:
Definition 1.4. For ω ∈ {±1}{0,1,...,n−1}, denote len (ω) = n.
Definition 1.5. For N, l ∈ N, a test over length N of size l is a sequence of
tuples ((ti,∆i))
l
i=1 such that for each i, 0 ≤ ti < N and −N < ∆i < N are integers.
A test over length N is a test over length N of size l for some l, and a test is a
test over length N for some N . The size of a test λ is denoted by |λ|.
Definition 1.6. Let λ = ((ti,∆i))
l
i=1 be a test over length N of size l. Let σ ∈ CZ
be a coloring of the integers. Let x′ ∈ {±1}N × CN be a record of a RWRS,
and denote by ω′ its projection to {±1}N (the walk record) and (x′ (t)2)N−1t=0 its
projection to CN (the scenery record). We say that x′ passes the test λ relative
to σ if for any i ∈ {1, . . . , l} and any t ∈ {ti, . . . ,next (ω′, L1, ti)} it holds that
σ
(
Xω
′
t + ∆i
)
= x′ (t)2.
Definition 1.7. Given a test λ = ((ti,Λi))
l
i=0 over length N , and ω ∈ {±1}N , the
size of reconstructed scenery of λ, ω′ is defined by:
|λ (ω′)| =
∣∣∣∣∣
l⋃
i=1
{
Xω
′
t + ∆i : t ∈ {ti, . . . ,next (ω′, L1, ti)}
}∣∣∣∣∣
Now we can state the main result of this paper:
Theorem 1.8 (Main Theorem). Let p,  > 0, θ < 12 . There exists N0 and δ > 0
such that for any N > N0 there exists:
(1) a set Ws ⊂ {±1}N with Pr (Ws) > 1− p
(2) a set Λ of tests over length N
3
so that the following holds. If x = ((ω (t) , σ (Xωt )))
N−1
t=0 ∈ {±1}N × CN , where
ω ∈ Ws and σ ∈ CZ, and x′ ∈ {±1}N×CN is so that |{0 ≤ t < N : x (t) 6= x′ (t)}| <
δN , then there exists λpassed ∈ Λ that satisfies:
(1) x′ passes the test λpassed relative to σ
(2) |λpassed (ω′)| ≥ Nθ, where ω′ is the projection of x′ to {±1}N
(3) ln |Λ| <  |λpassed (ω′)|
This result can be more clearly understood in these informal terms: Let x be
a record of the first N steps and colors of a RWRS. ω is the walk and σ is the
coloring of the scenery Z. Our adversary changed δN entries from this record,
and we now have a corrupted record x′. Then with probability > 1 − p (x is
random, but the adversary’s changes aren’t) we can reconstruct some part of the
scenery by using the “algorithm” Λ: Go over all λ ∈ Λ, and for each one construct
a scenery suggestion σλ by the formula σλ
(
Xω
′
t + ∆k
)
= x′ (t)2. The theorem’s
three conclusions respectively mean that for some λpassed ∈ Λ: (1) The partial
reconstruction σλ of σ is correct; (2) We reconstruct over Nθ places in the scenery;
and (3) The number of tests in Λ is very small compared to the amount of scenery
we successfully reconstruct using λpassed ∈ Λ. Note that as the scenery entropy
grows smaller, the probability that x′ passes some test in a set of random tests of
size Λ grows higher. This is the motivation for the parameter , which should be
between 0 and the scenery entropy.
Additionally, p, θ and  can be pushed to be arbitrarily close to their limits, which
are p ≥ 0,  ≥ 0 and θ ≤ 12 , at the cost of imposing stricter constraints on N and
δ. Note that θ cannot exceed 12 , since the law of the iterated logarithm guarantees
that probability that ω covers more than Nθ
′
for any θ′ > 12 goes to zero as N goes
to infinity.
In section 2 we construct the setWs in a gradual fashion, and bound from below
its probability. In section 3 we construct the set Λ and prove Theorem 1.8.
Acknowledgement. This work is part of my PhD thesis, done under the direction
of Elon Lindenstrauss who suggested the problem of scenery reconstruction and
assisted with the proof.
Many arguments in section 2 were suggested by Ori Gurel-Gurevich, Particularly
in the proofs of Lemmas 2.13 and 2.29. Additional useful suggestions were made by
Benjy Weiss, Jon Aaronson, Zemer Kosloff, Tim Austin and Ohad Noy Feldheim.
1.1. Background. The initial motivation of this paper came from ergodic theory.
A random walk on a random scenery can be though of as a probability measure
preserving system, also known as the T, T−1 system. Meilijson [Mei74] proved that
this system has a K automorphism, and later Kalikow [Kal82] proved that this
system is not isomorphic to a Bernoulli system.
The method devised in [Kal82] is a significant influence on the reconstruction
result in this paper. Reconstruction in [Kal82] is used to show that the T, T−1
system is not Bernoulli by showing that a property called “Very Weakly Bernoulli”
(VWB), that is equivalent to being isomorphic to a Bernoulli system, does not hold.
The VWB property says, without going into too much details, that for a stochastic
process . . . , X−1, X0, X1, . . . the distribution ofX1, . . . , Xn becomes more and more
“independent” of . . . , X−1, X0 as n goes to infinity. But, since knowing . . . , X−1, X0
is equivalent in our case to knowing the scenery, the question becomes whether
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X1, . . . , Xn tells us enough on the scenery as n goes to infinity. It turns out that
this can be reduced to asking whether enough of the scenery can be reconstructed
from X1, . . . , Xn.
Further results were based upon Kalikow’s method, such as the extention of
[Kal82] to d-dimensional walks by den Hollander and Steif [dHS97].
More recent advances in this topic are the proof of isomorphism invariance of
scenery entropy for RWRS systems by Austin [Aus14], and the proof of the same
result for the private case of an isomorphism that commutes with the factor map
to the random walk of the RWRS by Aaronson [Aar12].
The problem of scenery reconstruction in this paper is also inspired (although not
identical) to the problem of scenery reconstruction formulated by den Hollander and
Keane and by Benjamini and Kesten [KdH86][BK96]. Significant progress was made
in this problem, and its extensions, notably by Matzinger [Mat99]. Lindenstrauss
demonstrated that this problem could be resolved only up to a set of measure 0
[Lin99].
For more details on scenery reconstruction, the reader may consult the review
paper by den Hollander and Steif [dHS06].
2. Construction of the Set Ws
In this section we define the set Ws from Theorem 1.8, and bound from above
Pr (ω /∈ Ws).
To say whether ω is in Ws, we pick some L, and divide ω as a sequence to
intervals that begin when Xωt is a multiple of L, and end when it reaches a different
multiple of L. This process is done for several values of L, a sequence of L-s in
which each term in it is a multiple of the previous term in the sequence. As we
shall define throughout Section 2, ω ∈ Ws if these sequences of intervals satisfy a
long list of typicality conditions.
Our construction is inspired by [Kal82]: in that paper, Kalikow uses a recon-
struction that begins by dividing {0, . . . , len (ω)− 1) to intervals of a constant size
and showing that for a typical walk one can find two such intervals, over which
the walk is typical, errors are few, and the scenery intervals visited at these time
intervals are disjoint. To enable us to easily see this disjointedness, we divide the
scenery to intervals of constant size instead, and therefore we get that the size of
the intervals of time we get from it is variable (these intervals are denoted below as
Im
′
m (ω)). This is the origin of the function next.
Definition 2.1. Let N,L be positive integers, and let ω ∈ {±1}{0,1,...,N−1} be a
sequence such that L divides XωN . We define iω,L, the L-reduced embedding in
ω, recursively:
iω,L (0) :=0
iω,L (j + 1) :=next (ω,L, iω,L (j))
For any j until we have iω,L (j) = N − 1.
Definition 2.2. Let N,L be positive integers, and let ω ∈ {±1}{0,1,...,N−1} be a
sequence such that L divides XωN−1. We define red (ω,L), the L-reduced em-
bedded walk of ω as the sequence ω2 ∈ {±1}{0,1,...,m−1} such that for j =
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0, 1, . . . ,m− 1:
ω2 (j) :=
Xωiω,L(j+1) −Xωiω,L(j)
L
Where {0, 1, . . . ,m} is the domain of the L-reduced embedding in ω.
Note that m = len (red (ω,L)) and that iω,L is a monotone increasing function
from {0, . . . , len (red (ω,L))} to {0, . . . , N − 1}. Definitions 2.1 and 2.2 could be
extended to infinite ω-s and to negative j-s but this is unnecessary for our goals.
Definition 2.3. For a finite walk ω ∈ W and an integer 0 ≤ m ≤ k denote:
lenm (ω) := len (red (ω,L1 . . . Lm))
Now we state the first of many typicality conditions that a walk ω ∈ Ws must
satisfy: ω ∈ Rall≥ . This condition will be expressed using positive integer parameters
Nm, that will be fixed later at Definition 2.40.
Definition 2.4. We denote the set of walks which have level-m-reduced walks of
length at least N by:
Rm≥N := {ω ∈ W : lenm (ω) ≥ N} .
Usually we will have N = Nm, and then we will denote:
Rm≥ := Rm≥Nm
And finally Rall≥ := ∩km=0Rm≥ .
Note that N0 of Definition 2.4 is not related to N0 of Theorem 1.8.
Definition 2.5. We define the j-th interval of level m at ground level of a
walk ω as:
I0m,j (ω) := {iω,L1...Lm (j) , . . . , iω,L1...Lm (j + 1)− 1}
And more generally for m′ < m we define the j-th interval of level m at level
m′ of a walk ω as:
Im
′
m,j (ω) :=
{
ired(ω,L1...Lm′ ),Lm′+1...Lm (j) , . . . , ired(ω,L1...Lm′ ),Lm′+1...Lm (j + 1)− 1
}
We particularly denote Im,j (ω) := Im−1m,j (ω) and this is called the j-th interval
of level m. In the case of m′ = m we simply define Im
′
m,j (ω) := {j}
Figure 2.1 illustrates the last few definitions for L = L1 . . . Lm:
The black graph represents the walk ω. The thick blue line represents red (ω,L),
but note that the vertical coordinate is multiplied by L when it is overlayed on the
graph of ω, and that the horizontal coordinate is adjusted to the rate of ω - so one
should look at whether the blue graph goes up or down, rather than at the t for
which it does. Here are the first values of the reduced walk in this illustration:
red (ω,L) = (−1,+1,−1,+1,+1,+1,−1,−1,−1,+1,+1, . . . )
The rectangles represent the intervals {iω,L (j) , . . . , iω,L (j + 1)− 1} , similar to the
ones from Definition 2.5. Their horizontal range is exactly this interval, and their
vertical range is the window in which the random walk moves until it exits the inter-
val by reaching iω,L (j + 1) = next (ω,L, iω,L (j)) ; namely,
[
Xωiω,L(j) − L,Xωiω,L(j) + L
]
.
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-2L
-1L
0L
1L
2L
3L
t
Xωt
Figure 2.1. The reduced random walk from Definitions 2.1
Definition 2.6. Let n be a positive integer and let p, p¯ ∈ [0, 1]. Let Y ∼ Bin (n, p)
be a random variable 1 . Denote:
ΨBin (n, p, p¯) = Pr (Y > p¯n)
Lemma 2.7. For n, p, p¯ as in the former definition and 0 < t < 1, if tp¯ ≥ p then:
ΨBin (n, p, p¯) < exp
(
−n (1− t)2 p¯2
)
Proof. The proof is a straightforward application of Chernoff bound. Denote by Y
a binomial random variable with n independent trials with probability p of success.
Let Y1, . . . , Yn be Bernoulli random variables with probability p, such that Y =
Y1 + · · ·+Yn. Define Xi = Yi− p for each i = 1, . . . , n and S = X1 + · · ·+Xn. The
sequence Xi is of independent random variables, with each E [Xi] = 0, and no two
values of Xi are more than 1 apart. By the variation on Chernoff bound found at
Theorem A1.18 in [AS16], the statements in the last sentence regarding the Xi-s
imply that for any a > 0:
Pr (S > a) < e−2a
2/n
And therefore:
ΨBin (n, p, p¯) = Pr (Y > np¯)
= Pr (Y1 + · · ·+ Yn − pn > np¯− pn)
= Pr ((Y1 − p )+ · · ·+(Yn − p )> (p¯− p)n)
= Pr (X1 + · · ·+Xn > (p¯− p)n)
= Pr (S > (p¯− p)n)
< exp
(
−2 ((p¯− p)n)2 /n
)
= exp
(
−2n (p¯− p)2
)
< exp
(
−2n (1− t)2 p¯2
)

1Recall that this means that Pr (Y = k) =
(n
k
)
pk (1− p)n−k for k ∈ {0, 1, . . . , n}.
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2.1. Abnormally Long Intervals.
Remark 2.8. By Mupperm and Rupperm where m ∈ N, we denote parameters for whom
values will be specified only at Definition 2.40. The sets BADupperm (ω) that we are
about to define are defined using them, but since it would be cumbersome to denote
the set by BADupperm (ω,Mupperm ), we will leave this parameter out of the notation.
Later in this section we will define other sets with similar notation, which will
depend on more parameters such as M lowerm , Rlowerm and βm where m ∈ N. In order
to avoid notations such as BADupperm
(
ω,Mupperm ,M
lower
m , R
upper
m , R
lower
m , βm
)
, we will
similarly use these parameters implicitly in our definitions of “good” and “bad” sets
later in this paper (specifically, Definitions 2.10, 2.11, 2.17, 2.18, 2.22, 2.23, 2.28,
2.31 ).
Definition 2.9. For m,m′ ∈ {0, . . . , k} such that m′ ≤ m, m ≥ 1 and ω ∈ W, we
will use the following notations from here on:
BAD∗m,m′ (ω) :=
⋃
j∈BAD∗m(ω)
Im
′
m,j (ω)
GOOD∗m (ω) := {0, 1, . . . , lenm (ω)− 1} \BAD∗m (ω)
GOOD∗m,m′ (ω) :=
⋃
j∈GOOD∗m(ω)
Im
′
m,j (ω)
Here ∗ either stands for one of the notations upper, redUpper, lower, redLower,
length, redLength and local that we will use in Definitions 2.10, 2.11, 2.17, 2.18, 2.22,
2.23 and 2.28, where BAD∗m (ω) will be defined, or for the appropriate notations
for Definition 2.31, where BADm (ω) will be defined.
Let us give two illustrations of this definition, with L = L1 . . . Lm:
-3L
-2L
-1L
0L
1L
t
t
Xωt
Figure 2.2. Illustration of Definition 2.9.
In Figure 2.2, m = 1, BAD∗m (ω) = {0, 1, 3, 6}, and “bad” intervals are repre-
sented by rectangles shaded by diagonals, while “good” intervals are represented by
non-shaded rectangles. The lower part represents BAD∗m,0 (ω) and GOOD
∗
m,0 (ω).
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t
BAD∗1,0 (ω)
BAD∗2,0 (ω)
BAD∗3,0 (ω)
Figure 2.3. Another illustration of Definition 2.9.
In Figure 2.3, we see the hierarchical structure of the BAD∗m,0 (ω)-s, that follows
from the hierarchical structure of the reduced walk.
Definition 2.10. For m ∈ {1, . . . , k} and ω ∈ W:
BADupperm (ω) :=
{
j ∈ {0, 1, . . . , lenm (ω)− 1} :
∣∣I0m,j (ω)∣∣ > Mupperm }
And GOODupperm (ω) ,BAD
upper
m,m′ (ω) and GOOD
upper
m,m′ (ω) are defined as in Definition
2.9.
Definition 2.11. For m ∈ {1, . . . , k} and ω ∈ W:
BADredUpperm (ω) := {j ∈ {0, 1, . . . , lenm (ω)− 1} : |Im,j (ω)| > Rupperm }
And GOODredUpperm (ω) ,BAD
redUpper
m,m′ (ω) and GOOD
redUpper
m,m′ (ω) are defined as in
Definition 2.9.
The Definitions 2.10 and 2.11 are used in order to throw away all the j-s for
which
∣∣I0m,j (ω)∣∣ and |Im,j (ω)| are abnormally long, or in other words in which the
function next returns a value that is much larger than expected for iω,L1...Lm (j).
Recall that Im,j (ω) = Im−1m,j (ω) is generally much smaller than I
0
m,j (ω), and thus
we will have that Rupperm is generally much smaller than Mupperm . It would be useful
to assume that this doesn’t happen, and therefore we will try to control the number
of such j-s, and then find some way to “throw them away”.
In fact, we already “throw away” some of the record x = ((ω (t) , σ (Xωt )))
N−1
t=0
from Theorem 1.8: We don’t use the entire set {0 ≤ t < N : x (t) 6= x′ (t)} whose
size is bounded by δN . Thus, it will not be terribly different to add to this set
another δN new t-s, in which the random walk is inside abnormally long I0m,j (ω).
This is the goal of Definition 2.9: identify inconvenient parts of the walk, bound
them inside a set of size ≈ δN times, and treat them as if they were part of the
adversarially inserted errors that we avoid.
2.1.1. Probability of spending too much time in BADupperm,0 (ω) and BAD
redUpper
m,m−1 (ω).
Lemma 2.12. Let m ∈ {1, . . . , k}, and let 0 < α < 1. Then:
(1)
Pr
ω
(∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
< ΨBin
(
4
Rupperm
Nm−1,Pr
ω
(
next (ω, 2Lm, 0) >
Rupperm
4
)
,
α
2
)
(2)
Pr
ω
(∣∣BADupperm,0 (ω)∣∣ > αlen (ω) and ω ∈ Rall≥ )
< ΨBin
(
4
Mupperm
N0,Pr
ω
(
next (ω, 2L1 . . . Lm, 0) >
Mupperm
4
)
,
α
2
)
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Proof. The two properties are very similar, and their proofs are almost identi-
cal. Therefore for the sake of simplicity we will show only (1). First divide
{0, 1, . . . , lenm−1 (ω)} to intervals of length 14Rupperm . There are 4lenm−1(ω)Rupperm such
intervals, and for each j ∈ BADredUpperm (ω) at least half of the indices i ∈ Im,j (ω)
are contained in such an interval that is a subset of Im,j (ω) (as opposed to partly
contained in Im,j (ω) and partly in Im,j−1 (ω) or Im,j+1 (ω)).
If an interval of length 14R
upper
m is contained in some Im,j (ω), it implies that the
position Xωt in this interval cannot change by more than 2Lm, and the probability
that this happens is p = Prω
(
next (ω, 2Lm, 0) >
Rupperm
4
)
. Also note that the second
property occurs independently for different intervals. To conclude, we get that∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥
implies that out of 4lenm−1(ω)
Rupperm
> 4Nm−1
Rupperm
intervals a fraction of over 12α satisfy a
property that holds with probability p, and the events of this happening are inde-
pendent. This implies the part (1) of the lemma. The following illustration shows
the ingredients of the proof:
0
4R
upper
m
2
4R
upper
m
4
4R
upper
m
6
4R
upper
m
8
4R
upper
m
10
4 R
upper
m
1
4R
upper
m
3
4R
upper
m
5
4R
upper
m
7
4R
upper
m
9
4R
upper
m
−4Lm
−3Lm
−2Lm
−1Lm
0Lm
1Lm
t
Xωt
Figure 2.4. Idea of the proof of Lemma 2.12
In Figure 2.4,m = 1, {0, 1, 2, 3, 4, 5} ⊆ GOODredUpperm (ω) while 6 ∈ BADredUpperm (ω),
and indeed over half of Im,6 (ω) is covered by the intervals of length 14R
upper
m (sep-
arated by green vertical lines in the illustration) with range of Xωt smaller than
2Lm. The proof of part (2) is similar and left to the reader.

Lemma 2.13. For L,N ∈ N such that N > 80L2 and L ≥ 1000 it holds that:
Pr
ω
(next (ω,L, 0) > N) < exp
(
− 1
27
N
L2
)
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Proof. It is equivalent to say that max0≤i<N |Xωi | < L and that next (ω,L, 0) > N .
Therefore:
Pr (ω : next (ω,L, 0) > N) = Pr
ω
(
max
0≤i<N
|Xωi | < L
)
= Pr
ω
(−L ≤ Xωi ≤ L for 0 ≤ i < N)
≤ Pr
ω
(
−L ≤ Xω4kL2+j ≤ L for 0 ≤ j < 4L2, 0 ≤ k <
⌊
N
4L2
⌋
− 1
)
≤ Pr
ω
(
−2L ≤ Xω4kL2+j −Xω4kL2 ≤ 2L for 0 ≤ j < 4L2, 0 ≤ k <
⌊
N
4L2
⌋
− 1
)
Now, since the random walk ω is memoryless:
(2.1) Pr (ω : next (ω,L, 0) > N) <
Pr
(
ω : −2L ≤ Xωj ≤ 2L for j ∈
{
0, 1, . . . , 4L2 − 1})b N4L2 c−1
Now, by simply using the definition of the probability measure on random walks:
(2.2) Pr
ω
(∀j ∈ {0, 1, . . . , 4L2 − 1} : −2L ≤ Xωj ≤ 2L)
< Pr
ω
(−2L ≤ Xω4L2 ≤ 2L)
= Pr
(
2L2 − L ≤ Bin
(
4L2,
1
2
)
≤ 2L2 + L
)
Where Bin (n, p) denotes a binomial random variable. As L goes to infinity, this
probability goes to the probability that a normal random variable is at most 1
standard deviation away from its expectation. Since we assumed that L ≥ 1000,
we may find by calculation some C0 > (2.2), and get:
(2.1) < exp
(
lnC0
(⌊
N
4L2
⌋
− 1
))
< exp
(
0.9 lnC0 · N
4L2
)
= exp
(
0.225 lnC0
N
L2
)
Now, since the aforementioned calculation gives that
C0 = exp
(
−4 ·
1
27
0.9
)
> (2.2),
and also
0.225 lnC0 = − 1
27
,
we get the required bound for the conclusion of the lemma.

In the rest of this paper, we will apply Lemma 2.13 repeatedly, with N = R
upper
m
4 ,
or with N = M
upper
m
4 . For the sake of efficiency, we define the following notation for
its premise in these cases. This condition, and the other conditions that will follow,
restrict the parameters of our construction. At the end of Section 2, we will give
explicitly parameters that satisfy our restrictions.
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Condition 2.14. We say that Condition 2.14 holds if for any m ∈ {1, . . . , k} it
holds that:
Lm ≥ 1000(2.3)
Rupperm > 1280Lm
2(2.4)
Mupperm > 1280 (L1 . . . Lm)
2(2.5)
By the last lemma, it holds that:
Corollary 2.15. If Condition 2.14 holds, then for any m ∈ {1, . . . , k}:
(2.6) Pr
ω
(
next (ω, 2Lm, 0) >
Rupperm
4
)
< exp
(
− 1
432
Rupperm
L2m
)
(2.7) Pr
ω
(
next (ω, 2L1 . . . Lm, 0) >
Mupperm
4
)
< exp
(
− 1
432
Mupperm
(L1 . . . Lm)
2
)
(2.8) Pr
ω
(
0 ∈ BADredUpperm (ω)
)
< exp
(
− 1
27
Rupperm
L2m
)
(2.9) Pr
ω
(0 ∈ BADupperm (ω)) < exp
(
− 1
27
Mupperm
(L1 . . . Lm)
2
)
Lemma 2.16. Let m ∈ {1, . . . , k}, and let 0 < α < 1. Suppose Condition 2.14
holds.
(1) If α > 4 exp
(
− 1432 R
upper
m
L2m
)
then:
Pr
ω
(∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ ) < exp(− 14Rupperm Nm−1α2
)
(2) If α > 4 exp
(
− 1432 M
upper
m
(L1...Lm)
2
)
then:
Pr
ω
(∣∣BADupperm,0 (ω)∣∣ > αlen0 (ω) and ω ∈ Rall≥ ) < exp(− 14Mupperm N0α2
)
Proof. We will show only the proof of (1), since the proof of (2) is very similar.
Denote p = exp
(
− 1432 R
upper
m
L2m
)
. By Lemma 2.12, Corollary 2.15 and Lemma 2.7:
Pr
ω
(∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
<ΨBin
(
4Nm−1
Rupperm
,Pr
ω
(
next (ω, 2Lm, 0) >
Rupperm
4
)
,
α
2
)
<ΨBin
(
4Nm−1
Rupperm
, p,
α
2
)
< exp
(
−Nm−1
4
· 4
Rupperm
·
(α
2
)2)
< exp
(
− 1
4Rupperm
Nm−1α2
)

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2.2. Abnormally Short Intervals. The following two definitions have implicit
parameters analogous to Mupperm in the definition of BAD
upper
m (ω), which will be
chosen later, as was discussed in Remark 2.8.
Definition 2.17. For m ∈ {1, . . . , k} and ω ∈ W:
BADlowerm (ω) :=
{
j ∈ {0, 1, . . . , lenm (ω)− 1} :
∣∣I0m,j (ω)∣∣ < M lowerm }
Moreover, GOODlowerm (ω) ,BAD
lower
m,m′ (ω) and GOOD
lower
m,m′ (ω) are defined as in Def-
inition 2.9.
Definition 2.18. For m ∈ {1, . . . , k} and ω ∈ W:
BADredLowerm (ω) :=
{
j ∈ {0, 1, . . . , lenm (ω)− 1} : |Im,j (ω)| < Rlowerm
}
Moreover, GOODredLowerm (ω) ,BAD
redLower
m,m′ (ω) and GOOD
redLower
m,m′ (ω) are defined
as in Definition 2.9.
2.2.1. Probability of spending too much time in BADlowerm,0 (ω) and BAD
redLower
m,m−1 (ω).
Lemma 2.19. Let m ∈ {1, . . . , k}, and let 0 < α < 1. Then:
(1)
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
< ΨBin
(
Nm,Pr
ω
(
0 ∈ BADredLowerm (ω)
)
, α
)
(2)
Pr
ω
(∣∣∣BADlowerm,0 (ω)∣∣∣ > αlen (ω) and ω ∈ Rall≥ )
< ΨBin
(
Nm,Pr
ω
(
0 ∈ BADlowerm (ω)
)
, α
)
Proof. The proofs of (1) and (2) are nearly identical, so we will show just the proof
of (1). First of all note that
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
< Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rm≥)
< Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω)
∣∣∣∣∣ Rm≥
)
Also, note that ∣∣∣BADredLowerm,m−1 (ω)∣∣∣ < Rlowerm ∣∣∣BADredLowerm (ω)∣∣∣
and ∣∣∣GOODredLowerm,m−1 (ω)∣∣∣ ≥ Rlowerm ∣∣∣GOODredLowerm (ω)∣∣∣ .
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Therefore:
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω)
∣∣∣∣∣ Rm≥
)
= Pr
ω
(
(1− α)
∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > α ∣∣∣GOODredLowerm,m−1 (ω)∣∣∣
∣∣∣∣∣ Rm≥
)
<Pr
ω
(
(1− α)Rlowerm
∣∣∣BADredLowerm (ω)∣∣∣ > αRlowerm ∣∣∣GOODredLowerm (ω)∣∣∣
∣∣∣∣∣ Rm≥
)
= Pr
ω
(∣∣∣BADredLowerm (ω)∣∣∣ > αlenm (ω)
∣∣∣∣∣ Rm≥
)
<ΨBin
(
Nm,Pr
ω
(
0 ∈ BADredLowerm (ω)
)
, α
)

Lemma 2.20. Let L,N be positive integers. It holds that:
Pr
ω
(next (ω,L, 0) < N) < N exp
(
−L
2
N
)
Therefore, for m ∈ {1, . . . , k} it holds that:
Pr
ω
(
0 ∈ BADlowerm (ω)
)
< M lowerm exp
(
− (L1 . . . Lm)
2
M lowerm
)
Pr
ω
(
0 ∈ BADredLowerm (ω)
)
< Rlowerm exp
(
− L
2
m
Rlowerm
)
Proof. Since next (ω,L, 0) < N is equivalent to max0≤i<N |Xωi | ≥ L, we have:
Pr
ω
(
max
j∈{0,...,N−1}
∣∣Xωj ∣∣ ≥ L) = Pr
N−1⋃
j=0
{
ω :
∣∣Xωj ∣∣ ≥ L}

= Pr
N−1⋃
j=1
{
ω :
∣∣Xωj ∣∣ ≥ L}

<
N−1∑
j=1
Pr
({
ω :
∣∣Xωj ∣∣ ≥ L})
And due to Hoeffding inequality [Hoe63]:
Pr
ω
(
max
j∈{0,...,N−1}
∣∣Xωj ∣∣ ≥ L) < N−1∑
j=1
exp
(
−L
2
j
)
< N exp
(
−L
2
N
)

Lemma 2.21. Let m ∈ {1, . . . , k} and let 0 < α < 1.
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(1) If α > 2Rlowerm exp
(
− L2m
Rlowerm
)
then:
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ ) < exp(−14Nmα2
)
(2) If α > 2M lowerm exp
(
− (L1...Lm)2
M lowerm
)
then:
Pr
ω
(∣∣∣BADlowerm,0 (ω)∣∣∣ > αlen (ω) and ω ∈ Rall≥ ) < exp(−14Nmα2
)
Proof. By combining Lemma 2.19, Lemma 2.20 and Lemma 2.7, we get:
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
<ΨBin
(
Nm,Pr
ω
(
0 ∈ BADredLowerm (ω)
)
, α
)
<ΨBin
(
Nm, R
lower
m exp
(
− L
2
m
Rlowerm
)
, α
)
< exp
(
−1
4
Nmα
2
)

2.3. Intervals of Abnormal Length.
Definition 2.22. For m,m′ ∈ {0, . . . , k} such that m′ ≤ m, m ≥ 1 and ω ∈ W:
BADlengthm (ω) := BAD
lower
m (ω) ∪ BADupperm (ω)
Moreover, GOODlengthm (ω) ,BAD
length
m,m′ (ω) and GOOD
length
m,m′ (ω) are defined as in
Definition 2.9.
Definition 2.23. For m,m′ ∈ {0, . . . , k} such that m′ ≤ m, m ≥ 1 and ω ∈ W:
BADredLengthm (ω) := BAD
redLower
m (ω) ∪ BADredUpperm (ω)
Moreover, GOODredLengthm (ω) ,BAD
redLength
m,m′ (ω) and GOOD
redLength
m,m′ (ω) are de-
fined as in Definition 2.9.
2.3.1. Probability of spending too much time in BADlengthm,0 (ω) and BAD
redLength
m,m−1 (ω).
Now we wish to combine Lemma 2.21 and Lemma 2.16 to a single statement. To
avoid repeating their assumptions too many times, we will define two new Condi-
tions on the value of 0 < α < 1:
Condition 2.24. Condition 2.24 holds for m ∈ {1, . . . , k} and 0 < α < 1 if:
α > 4 exp
(
− 1
432
Rupperm
L2m
)
This is used in Lemma 2.16 (1)(2.10)
α > 2Rlowerm exp
(
− L
2
m
Rlowerm
)
This is used in Lemma 2.21 (1)(2.11)
α >
8LmR
upper
m
Rlowerm
exp
(
−βmR
lower
m
Lm
)
This will be used in Lemma 2.30.(2.12)
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Condition 2.25. Condition 2.25 holds for m ∈ {1, . . . , k} and 0 < α < 1 if:
α > 4 exp
(
− 1
432
Mupperm
(L1 . . . Lm)
2
)
This is used in Lemma 2.16 (2)(2.13)
α > 2M lowerm exp
(
− (L1 . . . Lm)
2
M lowerm
)
This is used in Lemma 2.21 (2)(2.14)
Lemma 2.26. Let m ∈ {1, . . . , k} and let 0 < α < 1. Suppose Condition 2.14
holds.
(1) If α and m satisfy Condition 2.24 then:
Pr
ω
(∣∣∣BADredLengthm,m−1 (ω)∣∣∣ > 2αlenm−1 (ω) and ω ∈ Rall≥ )
< exp
(
− 1
4Rupperm
Nm−1α2
)
+ exp
(
−1
4
Nmα
2
)
(2) If α and m satisfy Condition 2.25 then:
Pr
ω
(∣∣∣BADlengthm,0 (ω)∣∣∣ > 2αlen (ω) and ω ∈ Rall≥ )
< exp
(
− 1
4Mupperm
N0α
2
)
+ exp
(
−1
4
Nmα
2
)
Proof. The proof is a straightforward combination of Lemma 2.21 and Lemma 2.16.
By Lemma 2.16, since Condition 2.14 holds, and since by Condition 2.24
α > 4 exp
(
− 1
432
Rupperm
L2m
)
,
we conclude
Pr
ω
(∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
< exp
(
− 1
4Rupperm
Nm−1α2
)
.
By 2.21, since α > 2Rlowerm exp
(
− L2m
Rlowerm
)
by Condition 2.24, then:
Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ ) < exp(−14Nmα2
)
,
and together, since
∣∣∣BADredLowerm,m−1 (ω)∣∣∣+∣∣∣BADredUpperm,m−1 (ω)∣∣∣ ≥ ∣∣∣BADredLengthm,m−1 (ω)∣∣∣, we
get:
Pr
ω
(∣∣∣BADredLengthm,m−1 (ω)∣∣∣ > 2αlenm−1 (ω) and ω ∈ Rall≥ )
≤Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣+ ∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > 2αlenm−1 (ω) and ω ∈ Rall≥ )
≤Pr
ω
(∣∣∣BADredLowerm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )+
+ Pr
ω
(∣∣∣BADredUpperm,m−1 (ω)∣∣∣ > αlenm−1 (ω) and ω ∈ Rall≥ )
< exp
(
− 1
4Rupperm
Nm−1α2
)
+ exp
(
−1
4
Nmα
2
)
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The proof of (2) follows in a similar way from the same lemmas and the relevant
condition.

2.4. Intervals Where the Random Walk Induces Atypical Local Time
Measure. Consider the probability distribution of the position Xωt . Informally
speaking, In a typical random walk, this position is unlikely to spend a lot of time
in specific places or specific intervals. If this typical behaviour doesn’t occur, then
the adversary can use this to confuse us. Thus, we wish to remove from the walk
this times when this atypical behavior takes place.
Definition 2.27. For m ∈ {1, . . . , k} , ω ∈ W and for j ∈ {0, 1, . . . , lenm (ω)− 1}
we define:
MLTm,j (ω) = max
x∈Z
∣∣∣{t ∈ Im,j (ω) : Xred(ω,L1·····Lm−1)t = x}∣∣∣
In the following definition, βm is a parameter that will be chosen later, as we
noted in Remark 2.8.
Definition 2.28. For m ∈ {1, . . . , k} and ω ∈ W:
BADlocalm (ω) :=
{
j ∈ {0, 1, . . . , lenm (ω)− 1} : MLTm,j (ω) > βm
2
|Im,j (ω)|
}
Moreover, GOODlocalm (ω) ,BAD
local
m,m′ (ω) and GOOD
local
m,m′ (ω) are defined as in Def-
inition 2.9.
2.4.1. Probability of spending too much time in BADlocalm,m−1 (ω).
Lemma 2.29. Assume Condition 2.14, and let m ∈ {1, . . . , k}. Then:
Pr
ω
(
0 ∈ BADlocalm (ω) ∩GOODredLengthm (ω)
)
< 4Lm exp
(
−βmR
lower
m
Lm
)
Proof. The solution to the classical gambler’s ruin problem states that a simple
random walk starting at 0 that is finished on the first time that the walker reaches
some points a > 0 or −b < 0, has a chance ba+b to reach a first, and a chance aa+b
to reach b first (cf. [Fel68], chapter XIV, section 2, p.344).
Consider a random walk starting at 0. What is the probability that the walk
returns to 0 before reaching L or −L? After the first step, without loss of generality,
the walker stands at 1. Then the probability that the walker reaches 0 before L is
known to be L−1L = 1− 1L .
Now, what is the probability that the walker visits some k at least n times before
reaching ±L? Assume k ≥ 0. The chance we reach k before −L is LL+k . Then we
step either to k − 1 or k + 1, and we ask whether we reach −L or L respectively
before returning to k. The probability that we don’t is:
1
2
(
1− 1
L− k
)
+
1
2
(
1− 1
L+ k
)
= 1− L
L2 − k2
Thus the probability that we visit k exactly n times before reaching ±L is:
L
L+ k
(
1− L
L2 − k2
)n−1
<
(
1− 1
L
(
1− k2L2
))n−1
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And this is an upper bound on the probability that the walk visits k (or −k) more
than n times before it reaches ±L. We can use a union bound, and get that the
probability that a random walks visits any location more than n times before it
reaches ±L is bounded by :
(2.15)
L−1∑
k=−L+1
(
1− 1
L
(
1− k2L2
))n−1 < 2L(1− 1
L
)n−1
Now, if 0 ∈ BADlocalm (ω)∩GOODredLengthm (ω) then the random walk red (ω,L1 . . . Lm−1)
visits some place more than βm |Im,0 (ω)|, which is larger than βmRlowerm , before it
reaches ±Lm. Thus, (2.15) and Condition 2.14 yield:
Pr
ω
(
0 ∈ BADlocalm (ω) ∩GOODredLengthm (ω)
)
< 2Lm
(
1− 1
Lm
)βmRlowerm −1
< 4Lm exp
(
−βmR
lower
m
Lm
)

Lemma 2.30. Let m ∈ {1, . . . , k} and 0 < α < 1. Suppose Condition 2.14 holds,
and that α8 and m satisfy Condition 2.24. Then:
Prω
(∣∣∣BADlocalm,m−1 (ω) ∪ BADredLengthm,m−1 (ω)∣∣∣ > 4αlenm−1 (ω) and ω ∈ Rall≥ )
< 2 exp
(
− 1
64Rupperm
Nm−1α2
)
+ 4 exp
(
− 1
256
Nm
(
α
Rlowerm
Rupperm
)2)
Proof. First we wish to give a probabilistic bound on BADlocalm,m−1 (ω)∩GOODredLengthm,m−1 (ω).
For the sake of brevity, denote:
Am = BAD
local
m (ω) ∩GOODredLengthm (ω)
Am−1 = BADlocalm,m−1 (ω) ∩GOODredLengthm,m−1 (ω)
Then
(2.16) |Am−1| < Rupperm |Am|
and
(2.17)
∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ > Rlowerm ∣∣∣GOODredLengthm (ω)∣∣∣ .
Therefore:
(2.18) Pr
ω
(|Am−1| > αlenm−1 (ω) and ω ∈ Rall≥ )
<Pr
ω
(
|Am−1| > 2α
∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ and ω ∈ Rall≥ )+
+ Pr
ω
(∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ < 12 lenm−1 (ω) and ω ∈ Rall≥
)
.
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Applying (2.17) and (2.16), and the fact that Rm≥ ⊃ Rall≥ , it follows that
(2.18) <Pr
ω
(
|Am| > 2α R
lower
m
Rupperm
∣∣∣GOODredLengthm (ω)∣∣∣ and ω ∈ Rm≥)+
+ Pr
ω
(∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ < 12 lenm−1 (ω) and ω ∈ Rall≥
)
hence
(2.19)
(2.18) <Pr
ω
(
|Am| > α R
lower
m
Rupperm
lenm (ω) and ω ∈ Rm≥
)
+
+ Pr
ω
(∣∣∣GOODredLengthm (ω)∣∣∣ < 12 lenm (ω) and ω ∈ Rm≥
)
+
+ Pr
ω
(∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ < 12 lenm−1 (ω) and ω ∈ Rall≥
)
.
Now, by Lemma 2.29 and our assumptions, the first term in (2.19) may be
bounded as follows:
Pr
ω
(
|Am| > α R
lower
m
Rupperm
lenm (ω)
∣∣∣∣ω ∈ Rm≥)
<Pr
ω
(
|Am| > α R
lower
m
Rupperm
lenm (ω)
∣∣∣∣lenm (ω) = Nm)
=ΨBin
(
Nm,Pr
ω
(
0 ∈ BADlocalm (ω) ∩GOODredLengthm (ω)
)
, α
Rlowerm
Rupperm
)
<ΨBin
(
Nm, 4Lm exp
(
−βmR
lower
m
Lm
)
, α
Rlowerm
Rupperm
)
since our assumption of Condition 2.14 implies that α2
Rlowerm
Rupperm
> 4Lm exp
(
−βmRlowermLm
)
,
then by Lemma 2.7:
(2.20) Pr
ω
(
|Am| > α R
lower
m
Rupperm
lenm (ω) and ω ∈ Rm≥
)
< ΨBin
(
Nm,
α
2
Rlowerm
Rupperm
, α
Rlowerm
Rupperm
)
< exp
(
− 1
16
Nm
(
α
Rlowerm
Rupperm
)2)
< exp
(
− 1
256
Nm
(
α
Rlowerm
Rupperm
)2)
.
The second term in (2.19) may be bounded by:
(2.21) Pr
ω
(∣∣∣GOODredLengthm (ω)∣∣∣ < 12 lenm (ω) and ω ∈ Rm≥
)
<Pr
ω
(∣∣∣BADredLengthm (ω)∣∣∣ > 14 lenm (ω)
∣∣∣∣ω ∈ Rm≥)
<ΨBin
(
Nm,Pr
ω
(
0 ∈ BADredLengthm (ω)
)
,
1
4
)
Since Condition 2.14 implies that Rupperm > 80L2m, Lm ≥ 1000, we see that
exp
(
− 127 R
upper
m
L2m
)
< 116 and R
lower
m exp
(
− L2m
Rlowerm
)
< 116 , and thus by Lemmas 2.20
19
and 2.15, Prω
(
0 ∈ BADredLengthm (ω)
)
< 18 . Therefore we get by Lemma 2.7:
(2.22) (2.21) < exp
(
− 1
256
Nm
)
< exp
(
− 1
256
Nm
(
α
Rlowerm
Rupperm
)2)
For the third term, we use Lemma 2.26, whose premise holds since we assumed
Condition 2.14 holds, and that some value 12 >
α
8 and m satisfy Condition 2.24:
(2.23) Pr
ω
(∣∣∣GOODredLengthm,m−1 (ω)∣∣∣ < 12 lenm−1 (ω) and ω ∈ Rall≥
)
= Pr
ω
(∣∣∣BADredLengthm,m−1 (ω)∣∣∣ > 12 lenm−1 (ω) and ω ∈ Rall≥
)
< exp
(
− 1
64Rupperm
Nm−1
)
+ exp
(
− 1
64
Nm
)
< exp
(
− 1
64Rupperm
Nm−1α2
)
+ exp
(
− 1
256
Nm
(
α
Rlowerm
Rupperm
)2)
Now we may combine (2.19),(2.20),(2.22) and (2.23) to get:
(2.24) (2.18) < exp
(
− 1
64Rupperm
Nm−1α2
)
+ 3 exp
(
− 1
256
Nm
(
α
Rlowerm
Rupperm
)2)
and this yields the conclusion of this lemma.

2.5. Probability of spending too much time in BADm,0 (ω).
Definition 2.31. For m,m′ ∈ {0, . . . , k} such that m′ ≤ m, m ≥ 1 and ω ∈ W:
BADm (ω) := BAD
length
m (ω) ∪ BADredLengthm (ω) ∪ BADlocalm (ω)
Moreover, GOODm (ω) ,BADm,m′ (ω) and GOODm,m′ (ω) are defined as in Defini-
tion 2.9.
Up until now, most of the work we did was regarding BADm (ω). In this sub-
section, we extend this to BADm,0 (ω).
Lemma 2.32. Let N be a positive integer, δN also a positive integer for 0 < δ < 12 .
Consider a sequence of i.i.d random variables X1, . . . , XN with the same probability
law as next (ω,L, 0). It holds that:
Pr
ω
(
δN∑
i=1
Xi >
√
δ
N∑
i=1
Xi
)
<
5
N
Proof. First we wish to calculate the variance and expectation of Xi. The calcu-
lation of both is by the method used in [Fel68], chapter XIV, section 3. Define
random variables:
τn := min {t ≥ 0 : n+Xωt ∈ {±L}}
By our definition of next, Xi is distributed with the same probability law as τ0.
Note that:
(2.25) τL = τ−L = 0
20
By the law of total expectation:
E [τn] =
1
2
E [τn−1 + 1] +
1
2
E [τn+1 + 1]
=
1
2
E [τn−1] +
1
2
E [τn+1] + 1
And by (2.25) the boundary conditions for this difference equation is E [τL] =
E [τ−L] = 0. The solution for this equation is uniquely E [τn] = L2 − n2 for −L ≤
n ≤ L.
Again, by the law of total expectation, for −L < n < L:
E
[
τ2n
]
=
1
2
E
[
(τn−1 + 1)
2
]
+
1
2
E
[
(τn+1 + 1)
2
]
=
1
2
E
[
τ2n−1 + 2τn−1 + 1
]
+
1
2
E
[
τ2n+1 + 2τn+1 + 1
]
=
1
2
E
[
τ2n−1
]
+
1
2
E
[
τ2n+1
]
+ 2L2 − (n− 1)2 − (n+ 1) + 1
And again by (2.25), E
[
τ2L
]
= E
[
τ2−L
]
= 0. The solution now is:
E
[
τ2n
]
=
1
3
(
L2 − n2) (5L2 − n2 − 2)
And therefore:
Var (τn) = E
[
τ2n
]− E [τn]2 = 2
3
(
L2 − n2) (L2 + n2 − 1)
And in particular, E [Xi] = L2 and Var (Xi) = 23L
2
(
L2 − 1) < 23L4.
Define a new random variable Y =
(
1−√δ
)∑δN
i=1Xi −
√
δ
∑N
i=δN+1Xi. Note
that:
(2.26) Pr
ω
(
δN∑
i=1
Xi >
√
δ
N∑
i=1
Xi
)
= Pr
ω
(Y > 0) < Pr
ω
(|Y − E [Y ]| > E [Y ])
Also note that:
(2.27) (E [Y ])2 =
(
−
(
1−
√
δ
)
δNL2 +
√
δ (1− δ)NL2
)2
=
(√
δ − δ
)2
N2L4
And since the Xi are independent random variables:
(2.28) Var (Y ) =
(
1−
√
δ
)2 δN∑
i=1
Var
(
Xi
)
+δ
N∑
i=δN+1
Var
(
Xi
)
=
((
1−
√
δ
)2
δ + δ (1− δ)
)
NVar (X1) <
4
3
δ
(
1−
√
δ
)
NL4
And using Chebyshev’s inequality we get from (2.26), (2.27) and (2.28):
(2.26) <
Var (Y )
(E [Y ])2
<
4
3
(
1−√δ
)
N
And since we assumed 0 < δ < 12 , this yield the inequality in the lemma.

Now we can define a new condition, that controls the probability bad regions of
the walks being visited for too much time.
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Condition 2.33. Condition 2.33 holds for m ∈ {1, . . . , k − 1} and 0 < α < 1 if:
(1) α > 2 exp
(
− 1
64Rupperm
Nm−1α4
)
(2) α > 5 exp
(
− 1256Nm
(
α2
Rlowerm
Rupperm
)2)
(3) α > exp
(
− 1
4Mupperm
N0α
2
)
(4) α > 5Nm−1
Later we will use Lemma 2.39 to see that a sufficient condition for Condition
2.33 is that
α > max
4( Nm−1
Rupperm
)− 14
, 2
√
5
(
Nm
(
Rlowerm
Rupperm
)2)− 18
,
1√
2
(
N0
Mupperm
)− 14
, 5 (Nm−1)
−1
 .
Lemma 2.34. Let m ∈ {1, . . . , k} and 0 < α < 1. Suppose Condition 2.14 holds,
and that α
2
8 and m satisfy Condition 2.24, and that α and m satisfy Condition
2.25. If m < k, also assume that α and m satisfy Condition 2.33. Then:
(2.29) Prω
(|BADm,0 (ω)| > 4αlen (ω) and ω ∈ Rall≥ ) < 4α
Remark 2.35. When this inequality is true for some value of α, it is also true for
any larger value of α. On the other hand, Conditions 2.24, 2.25 and 2.33 essentially
serve as lower bounds on α, so we may think of inequality (2.29) as pertaining to
the minimal α that satisfies these lower bounds.
Remark 2.36. Note that 4α plays two superficially unrelated roles in (2.29). This
is because we want to use, for any m, the same ratio (up to some constant scal-
ing) of len (ω) in inequality (2.29), and get the same probability bounds for all m
(again, up to some constant scaling). For m = k in particular, this means that
Prω (0 ∈ BADm,0 (ω)) is bounded by 4α for m = k (up to some scaling). Thus, we
want it to be so also for m < k. But this probability is close to the ratio of len (ω)
in inequality (2.29). Therefore, the two 4α-s are related on each other, and they
can be taken to be the same without much loss in the quality of our probability
bounds.
Proof of Lemma 2.34. First we handle the case that m = k. Note that
Pr
ω
(|BADk,0 (ω)| > αlen (ω) and ω ∈ Rall≥ ) = Pr
ω
(0 ∈ BADk (ω))(2.30)
and by using a union bound for BADk,0 (ω) as the union of BADlocalk,0 (ω), BAD
upper
k,0 (ω),
BADlowerk,0 (ω), BAD
redUpper
k,0 (ω) and BAD
redLower
k,0 (ω), and then using the bounds
from Corollary 2.15, Lemma 2.20 and Lemma 2.29, we get by the assumption of
Condition 2.14 that:
(2.30) <4Lm exp
(
−βmR
lower
m
Lm
)
+
+M lowerk exp
(
− (L1 . . . Lk)
2
M lowerk
)
+Rlowerk exp
(
− L
2
k
Rlowerk
)
+
+ exp
(
− 1
27
M lowerk
(L1 . . . Lk)
2
)
+ exp
(
− 1
27
Rlowerk
L2k
)
.
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Thus we get from Conditions 2.24 and 2.25, and from the fact that k ≥ 2, that:
(2.30) <
1
2
α2 +
1
2
α+
1
16
α2 +
(
1
4
α
)16
+
(
1
16
α2
)16
< 4α(2.31)
Now we may turn to the case that m < k. Since we assume that α
2
8 and m
satisfy Condition 2.24, then by Lemma 2.30:
(2.32)
Prω
(∣∣∣BADlocalm,m−1 (ω) ∪ BADredLengthm,m−1 (ω)∣∣∣ > 4α2lenm−1 (ω) and ω ∈ Rall≥ )
< 2 exp
(
− 1
64Rupperm
Nm−1α4
)
+ 4 exp
(
− 1
256
Nm
(
α2
Rlowerm
Rupperm
)2)
.
If m− 1 = 0 then by Condition 2.33 we are done. Assume m > 1. Note that:∣∣∣BADlocalm,0 (ω) ∪ BADredLengthm,0 (ω)∣∣∣ = ∑
j∈BADlocalm,m−1(ω)∪BADredLengthm,m−1 (ω)
|Im−1,j (ω)|
len (ω) =
lenm−1(ω)−1∑
j=0
|Im−1,j (ω)|
and also note that {|Im−1,j (ω)|}lenm−1(ω)−1j=0 are i.i.d random variables with the
same probability law as next (ω,L1 . . . Lm−1, 0), where L1 . . . Lm−1 ≥ L1 ≥ 1000. In
Lemma 2.32, the order of summation of the Xi-s doesn’t matter, so we may apply it
withN = lenm−1 (ω), {|Im−1,j (ω)| : 0 ≤ j ≤ lenm−1 (ω)− 1} = {Xi : 0 ≤ i ≤ N − 1},
δ = 4α2 and get
(2.33) Prω
(∣∣∣BADlocalm,0 (ω) ∪ BADredLengthm,0 (ω)∣∣∣ > 2αlen (ω) and ω ∈ Rall≥ )
< Prω
(∣∣∣BADlocalm,m−1 (ω) ∪ BADredLengthm,m−1 (ω)∣∣∣ > 4α2lenm−1 (ω) and ω ∈ Rall≥ )+
+
5
Nm−1
,
which by using (2.32) gives:
(2.34)
(2.33) < 2 exp
(
− 1
64Rupperm
Nm−1α4
)
+4 exp
(
− 1
256
Nm
(
α2
Rlowerm
Rupperm
)2)
+
5
Nm−1
.
Our assumptions also imply that Mupperm > 1280 (L1 . . . Lm)
2, L1 . . . Lm ≥ 500,
α > 4 exp
(
− 1432 M
upper
m
(L1...Lm)
2
)
and α > 2M lowerm exp
(
− (L1...Lm)2
M lowerm
)
. Therefore, by
Lemma 2.26:
Pr
ω
(∣∣∣BADlengthm,0 (ω)∣∣∣ > 2αlen (ω) and ω ∈ Rall≥ )
< exp
(
− 1
4Mupperm
N0α
2
)
+ exp
(
−1
4
Nmα
2
)
< exp
(
− 1
4Mupperm
N0α
2
)
+ exp
(
− 1
256
Nm
(
α2
Rlowerm
Rupperm
)2)
23
which together with (2.34) implies that
Prω
(∣∣∣BADlocalm,0 (ω) ∪ BADredLengthm,0 (ω) ∪ BADlengthm,0 (ω)∣∣∣ > 4αlen (ω) and ω ∈ Rall≥ )
≤Prω
(∣∣∣BADlocalm,0 (ω) ∪ BADredLengthm,0 (ω)∣∣∣ > 2αlen (ω) and ω ∈ Rall≥ )+
+ Pr
ω
(∣∣∣BADlengthm,0 (ω)∣∣∣ > 2αlen (ω) and ω ∈ Rall≥ )
<2 exp
(
− 1
64Rupperm
Nm−1α4
)
+ 5 exp
(
− 1
256
Nm
(
α2
Rlowerm
Rupperm
)2)
+
+ exp
(
− 1
4Mupperm
N0α
2
)
+
5
Nm−1
.
By the assumption of Condition 2.33, the sum on the right hand side is bounded
by 4α, which concludes the proof of this lemma. 
2.6. Bounding the probability that ω ∈ Rall≥ .
Lemma 2.37. It holds that:
Pr
ω
(
ω /∈ Rall≥
)
<
k∑
m=1
Nm−1 exp
(
− (Lm · · · · · Lk)
2
Nm−1
)
Proof. By Lemma 2.20, for any m ∈ {0, . . . , k − 1} it holds that
Pr
ω
(
ω /∈ Rm≥
)
< Nm exp
(
− (Lm+1 · · · · · Lk)
2
Nm
)
,
and therefore:
Pr
ω
(
ω /∈ Rall≥
)
= Pr
ω
(
ω /∈
k−1⋂
m=0
Rm≥
)
≤
k−1∑
m=0
Pr
ω
(
ω /∈ Rm≥
)
<
k−1∑
m=0
Nm exp
(
− (Lm+1 · · · · · Lk)
2
Nm
)

Corollary 2.38. Suppose Condition 2.14 holds, and that for any m ∈ {1, . . . , k},
α2
8m4 and m satisfy Condition 2.24, and
α
m2 and m satisfy Condition 2.25, and that:
(2.35) m−2α > Nm−1 exp
(
− (Lm · · · · · Lk)
2
Nm−1
)
Also assume that for any m ∈ {1, . . . , k − 1}, αm2 and m satisfy Condition 2.33.
Then it holds that:
Prω
(∣∣∪km=1 BADm,0 (ω)∣∣ ≥ 10αlen (ω)) < 10α
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Proof. First note that due to the fact that
∑k
m=1m
−2 <
∑∞
m=1m
−2 = pi
2
6 < 2:
(2.36) Prω
(∣∣∪km=1 BADm,0 (ω)∣∣ > 8αlen (ω) and ω ∈ Rall≥ )
<Prω
(
k∑
m=1
|BADm,0 (ω)| > 4
(
k∑
m=1
m−2
)
αlen (ω) and ω ∈ Rall≥
)
<
k∑
m=1
Prω
(|BADm,0 (ω)| > 4m−2αlen (ω) and ω ∈ Rall≥ ) .
Using Lemma 2.34 we get:
(2.37) (2.36) <
k∑
m=1
4α
m2
< 8α,
and then, by Lemma 2.37 and (2.35),
(2.38) Pr
ω
(
ω /∈ Rall≥
)
<
k∑
m=1
Nm−1 exp
(
− (Lm · · · · · Lk)
2
Nm−1
)
<
k∑
m=1
m−2α < 2α.
By combining (2.37) with (2.38) we get
Prω
(∣∣∪km=1 BADm,0 (ω)∣∣ > 8αlen (ω)) < 10α,
yielding the required conclusion.

2.7. Explicit choice of the parameters. Using Corollary 2.38, we will soon set
explicit values to the parameters that we left undefined hitherto. Before that, a
final easy technical lemma is required:
Lemma 2.39. If a, b,m, x > 0 and x > a
1
2 b−
1
2m , then x > a exp (−bxm)
Proof. This can be seen through calculation. 
At long last, we define the parameters:
Definition 2.40. Let A,B, k ∈ N and 0 < α < 1 be some fixed parameters. For
the following set of parameters for any m ∈ {1, . . . , k}:
(1) Lm = AmB
(2) M
upper
m
(L1...Lm)
2 = 2000 ln
(
m2
α
)
(3) (L1...Lm)
2
M lowerm
= 2 ln
(
(L1 . . . Lm)
2
)
+ 4 ln
(
m2
α
)
(4) R
upper
m
L2m
= 4000 ln
(
m2
α
)
(5) L
2
m
Rlowerm
= 2 ln
(
L2m
)
+ 16 ln
(
m2
α
)
(6) βm = 10 · 2LmRlowerm ln
(
200m4Rupperm Lm
α2Rlowerm
)
(7) (Lm+1...Lk)
2
Nm
= 10 ln (Lm+1 . . . Lk)+ln
(
m2
α
)
where 1 ≤ m ≤ k, and (L1...Lk)2N0 =
10 ln (L1 . . . Lk).
(8) α = (10A)−4
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we define the set of sinuous walks:
(2.39) Ws (A,B, k) =
{
ω ∈ W :
∣∣∣∣∣
k⋃
m=1
BADm,0 (ω)
∣∣∣∣∣ < 10αlen (ω)
}
The above values Rlowerm , Rupperm ,M lowerm ,Mupperm are rounded to the closest integer
(if A ≥ 1000, the rounded value will be between half and twice the original, and
that is sufficient for us).
For the upper bounds on the probabilities concerning M lowerm , Rlowerm and Nm−1
to be meaningful, we should require that the value that we give these parameters
is at least 1. that is, (L1...Lm)
2
2 ln((L1...Lm)2)+4 ln
(
m2
α
) > 1, L2m
2 ln(L2m)+16 ln
(
m2
α
) > 1, and
(Lm...Lk)
2
5 ln((Lm...Lk)2)+ln
(
(m−1)2
α
) > 1 . Since for x ≥ 1000 (such as A,L1, . . . Lk) it holds
that x− 2 ln (x) > x2 and x− 5 ln (x) > x2 , it is sufficient to have:
ln
(
(m− 1)2
α
)
< ln
(
m2
α
)
<
L2m
16
< min
(
(L1 . . . Lm)
2
8
,
(Lm . . . Lk)
2
2
)
.
By this reduction, it is enough to have m
2
α < exp
(
L2m
16
)
. Since this is required
for each m, and the sequence Lm increases at least as fast as m, it is sufficient to
require that it holds just for m = 1, where Lm = A. So our condition on α is that
α > exp
(
−A216
)
, which holds for α = (10A)−4.
Proposition 2.41. Let A,B, k ∈ N be such that A ≥ 1000, B ≥ 250, k ≥ 20A.
Then it holds that:
Pr (ω /∈ Ws (A,B, k)) < 1
1000A4
And α < 1
10000Mupper1
.
Proof. We explained why the choice of parameters in Ws (A,B, k) is meaningful
just before this Proposition. It remains to simply verify that each of the conditions
of Corollary 2.38 hold for the choice of parameters in Definition 2.40.
(1) First note that indeed α = (10A)−4 < 1
20Mupper1
by (8) in Definition 2.40.
Since A ≥ 1000:
Mupper1 α < 4000L
2
1 ln
(
1
α
)
(10A)
−4
= 0.4 · 4 ln (10A)A−2 < 10−4
(2) Condition 2.14 holds for any 1 ≤ m ≤ k and 0 < αm2 < 1104Mupper1 m2 , since
A ≥ 1000 by items (2) and (4) in Definition 2.40.
(3) Condition 2.25 holds for any 1 ≤ m ≤ k and 0 < αm2 < 1104Mupper1 m2 , by
items (2) and (4) in Definition 2.40.
(4) Condition 2.24 holds for any 1 ≤ m ≤ k and 0 < α28m4 < 18·108(Mupper1 )2m4 ,
by items (4), (5) and (6) in Definition 2.40.
(5) Inequality (2.35) holds for any 1 ≤ m ≤ k and 0 < αm2 < 1104Mupper1 m2 , by
items (7) in Definition 2.40.
(6) To show that Condition 2.33 holds for any 1 ≤ m ≤ k − 1 and 0 < αm2 <
1
104Mupper1 m
2 , note that by Lemma 2.39 it is sufficient to see that for any 1 ≤
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m ≤ k−1 the ratio αm2 is larger than 4
(
Nm−1
Rupperm
)− 14
, 2
√
5
(
Nm
(
Rlowerm
Rupperm
)2)− 18
,
1√
2
(
N0
Mupperm
)− 14
and 5 (Nm−1)
−1. The case that m = k − 1 implies all of
the cases m < k−1, and in this case the four expressions are bounded from
above by 1000Bk
Lk
1
8
, which is bounded by αk2 since Definition 2.40 implies:
k2 · 1000BkL− 18k = 1000Bk3
(
AkB
)− 18 = 1000A− 18Bk3−B8
< 1000A−
1
8 · 80k B80 · k3−B8 = 80000A− 18 (20A)3− 9B80
= 80000 · 2 240−9B80 (10A) 230−9B80 < 2 1840−9B80 (10A) 230−9B80
< (10A)
−4
= α

3. The Set of Tests Λk
3.1. Definition of Λk and Outline of the Proof of Theorem 1.8. In Definition
1.5 we defined what a test is, and in Theorem 1.8 we claimed the existence of a set
of tests denoted by Λ, that has some desirable properties. We now construct this
set of tests recursively, based on a choice of a yet another sequence of parameters
Bm (for m ≥ 2) which will be called the branching number at level m.
Definition 3.1. We define Λm, the set of level-m tests, for any m ∈ N by
recursion. A level-1 test is a sequence of length 1 of the form ((t,∆)) = ((0, 0)).
The set of level-1 tests is Λ1. For any m ∈ N, we define recursively:
Λm+1 :=

(
(t+ tj ,∆ + 2∆j) :
1 ≤ j ≤ Bm+1
(t,∆) ∈ Tj
)∣∣∣∣∣∣∣∣∣
∀1 ≤ j ≤ Bm+1,
1 ≤ tj ≤Mupperm+1 distinct
|∆j | ≤Mupperm+1
Tj ∈ Λm

and a level-(m+ 1) test is simply an element of Λm+1.
The set of level-m tests Λm depends implicitly on the parameters A,B, k of Def-
inition 2.40. When we want to make this dependence explicit, we write it as
Λm(A,B, k).
For Theorem 1.8, we will use the set of tests Λ = Λk (A,B, k). We hope that at
least one of the tests in Λk, a test we called λpassed in Theorem 1.8, will satisfy the
consequences of this theorem. In particular, we want to have |λpassed(ω′)| > Nθ.
We achieve this by requiring that for any (t1,∆1) , (t2,∆2) ∈ λpassed, if they are
different, then the following intervals are disjoint:
(3.1)
{
Xωt : t ∈ I ′t1
} ∩ {Xωt : t ∈ I ′t2} = ∅
where I ′t = {i0 + t, . . . ,next (ω,L1, i0 + t)}, and additionally that the number of
such intervals will be large enough.
We will use the following strategy to ensure the disjointedness in (3.1): Pick Bk
intervals I0k,j (ω) such that the scenery intervals
{
Xωt : t ∈ I0k,j (ω)
}
are pairwise
disjoint. Inside each of these intervals, pick Bk−1 intervals I0k−1,j (ω) such that
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the scenery intervals
{
Xωt : t ∈ I0k−1,j (ω)
}
are pairwise disjoint, and note that we
now have BkBk−1 intervals that have pairwise disjoint scenery intervals. Repeat
this process until you have Bk . . . B2 intervals I01,j (ω) with pairwise disjoint scenery
intervals, which is what we needed for (3.1). A similar strategy was used in [Kal82].
Also relevant are the discrete Cantor sets from [Aus14].
To have any chance of achieving the pairwise disjointedness of the Bm intervals
from the m-th stage of the strategy above, the branching number at level m needs
to be less than Lm. This is because for each interval I0m,j (ω), the scenery interval
is can be of the form
{L1 · · ·Lm · x . . . , L1 · · ·Lm · (x+ 1)} ,
for some x, if the walk which can contain at most 12Lm pairwise disjoint scenery
intervals of the form
{L1 · · ·Lm−1 · (x′ − 1) , . . . , L1 · · ·Lm−1 · (x′ + 1)} ,
and the scenery intervals of intervals of the form I0m−1,j′ (ω) can be of that form,
in extreme cases.
Now, given that idea, we would like to maximize the Bm-s, while ensuring that
no matter which places in the record ((ωi, σ (Xωi )))
l
i=1 the adversary chooses to
corrupt, we will still have some Bm relatively uncorrupted intervals. Suppose we
are the adversary, and suppose we only change the viewed scenery. A good strategy
for us would be to change the viewed scenery at the least visited places in the scenery
interval that the record covers. This signifies that the possibility of reconstruction
is controlled by the behaviour of the local time distribution of ω (as discussed in
subsection 2.4). In Lemma 3.6 below, we will translate our assumption on the local
time in Definition 2.28 to an what is essentially a lower bound on the maximal Bm
that we can use, and use the choice of Bm that we get from it:
(3.2) Bm :=
⌊
M lowerm
βmM
upper
m−1 R
upper
m (m2 + 1)
⌋
.
Later, we will choose the parameters A,B in Definition 2.40 (which we have
not done yet) so that Bm will be roughly L2θm , for 2θ slightly less than 1, as in
Theorem 1.8.
3.2. Properties of Λk. The following proposition gives an upper bound on the
number of tests in Λm in terms of the parameters A and B2,. . . ,Bm. This will be
used to establish consequence (3) of Theorem 1.8, i.e that ln |Λ| <  |λpassed (ω′)| .
Proposition 3.2. Assume that B ≥ 16, A ≥ 2200 and B ≤ 32A 132 . Then for any
m ∈ {2, 3, . . . } it holds that ln |Λm (A,B, k)| < 106A 132B2 . . . Bm.
Proof. First note that |Λ1| = 1, so the claim holds for m = 1. Now, using the
recursive definition:
|Λm+1| ≤
(
Mupperm+1
)Bm+1 (
2Mupperm+1 + 1
)Bm+1 |Λm|Bm+1
<
((
Mupperm+1
)3 |Λm|)Bm+1
and hence
ln |Λm+1| < Bm+1
(
3 ln
(
Mupperm+1
)
+ ln |Λm|
)
.
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Thus we get by induction that for any m ∈ {2, 3, . . . }:
(3.3)
ln |Λm| < 3Bm ln (Mupperm ) + 3BmBm−1 ln
(
Mupperm−1
)
+ . . .
· · ·+ 3 (Bm . . . B2) ln (Mupper2 )
= B2 . . . Bm
m∑
n=2
3 ln (Muppern )
B2 . . . Bn−1
(where we take the denominator of the above sum for n = 2 to be 1).
To finish the proof, it is sufficient to see that the sum is bounded by 100 lnA.
Using the choice of parameters in Definition 2.40 and the definition of Bm in (3.2),
we get that
(3.4)
Lm
((lnA+B)m)
13 < Bm < Lm
and by the definitions of Mupperm and α, and by inserting the value L1 . . . Lm =
Am (m!)
B , we get that
(3.5) ln (Mupperm ) = 2 ln (L1 . . . Lm) + ln
(
2000 ln
(
m2
α
))
< 2 ln (L1 . . . Lm) + 13 ln (A)m = 15m lnA+ 2B ln (m!)
and thus 3 ln (Mupperm ) < 100 ((lnA+B)m)
2. Therefore for n ≥ 1:
(3.6)
6 ln
(
Muppern+1
)
B2 . . . Bn
<
100
(
(lnA+B)
n−1
n!
)16
L2 . . . Ln
=
100
(
(lnA+B)
n−1
n!
)16
An−1 (n!)B
.
Now, since B ≥ 16, A ≥ 2200 and B ≤ 32A 132 by the assumptions of this Propo-
sition, and since lnA ≤ 32A 132 , then (3.6) < 100 · 2−4(n−1) for n ≥ 2 . So, by
(3.5):
(3.3) < B2 . . . Bm
3 ln (Mupper2 ) + 100∑
n≥1
2−4n

< B2 . . . Bm
(
400 (lnA+B)
2
+
100
15
)
< 106A
1
32B2 . . . Bm

The following lemma bounds from below the size of a test λ ∈ Λm, as defined in
Definition 1.5. Together with the disjointedness of the intervals in (3.1), this gives
an lower bound on the size of reconstructed scenery for the desired test λpassed ∈ Λm
in terms of the parameters B2,. . . ,Bm, and also alternatively using the parameters
B,Mupperm . This will be used to establish consequence (2) of Theorem 1.8, i.e that
|λpassed (ω′)| ≥ Nθ (N , the length of the random walk in this theorem, is roughly
Mupperm ). Additionally, this lemma will be used to establish consequence (3) of
Theorem 1.8, together with Proposition 3.2.
Lemma 3.3. Assume that B ≥ 13 and A ≥ 20000B. For any m ∈ N and for any
λ ∈ Λm, it holds that |λ| = B2 . . . Bm.
In particular, if m ≥ 20A then for any λ ∈ Λm (A,B, k), ln|λ|ln(Mupperm ) > 12 − 200B .
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Proof. Since Definition 3.1 is recursive, we shall prove this lemma by induction. If
m = 1 then for any λ ∈ Λm , |λ| = 1 . Suppose that the lemma holds for m and let
λ be in Λm+1. Then
λ = ((t+ tj ,∆ + ∆j) : j ∈ {1, . . . , Bm+1} , (t,∆) ∈ λj)
for some
{
t1, . . . , tBm+1
}
that are distinct from each other, some ∆1, . . . ,∆Bm+1 ,
and some λ1, . . . , λBm+1 ∈ Λm. Thus by induction:
|λ| =
Bm+1∑
j=1
|λj | = Bm |λ1| = Bm+1Bm . . . B2
And therefore the first assertion of the lemma holds.
Now, by (3.4) and the assumptions on A and B,
ln |λ| > ln (L2 . . . Lm)−
(
13 (m− 1) ln (lnA+B) + 13 ln
(
m!
1!
))
> ln (L2 . . . Lm)− (13m ln (1.00005A) + 13 ln (m!))
> ln (L2 . . . Lm)− (26 ln (A)m+ 13 ln (m!))
By combining this with (3.5), inserting the value L2 . . . Lm = Am−1 (m!)
B , and
using elementary manipulation of inequalities, we get:
(3.7)
ln |λ|
ln (Mupperm )
>
1
2
− 100 · ln (A)m+ ln (m!)
ln (A)m+B ln (m!)
>
1
2
− 100
B
(
ln (A)
ln (m!)
+ 1
)
,
and since m ≥ 20A, then (3.7) > 12 − 200B . 
3.3. Existence of a satisfied test in the set Λk. The following proposition will
be used to establish consequence (1) of Theorem 1.8, i.e that there exists a test
λpassed ∈ Λm such that the adversarially changed record of the observed scenery
and walk, x′, passes the test λpassed relative to the unchanged scenery σ. In simpler
terms, consequence (1) is that the scenery σ can be reconstructed from x′, while
consequences (2) and (3) ensure that this reconstruction is large and not achieved
by sheer luck. The places where x and x′ from Theorem 1.8 are different is denoted
by E, and thus in order for the test λpassed to be as in Definition 1.6 we need to
ensure two things: (1) that, in the notations of Definition 1.6, Xω
′
t + ∆i = X
ω
t ; and
(2) that this t is not in E. These two requirements, up to some relaxations, are the
consequences (1) and (2) of Proposition 3.4:
Proposition 3.4. Let m ∈ {2, . . . , k}, ω ∈ W, j ∈ {0, 1, . . . , lenm (ω)}, and let
E−, E+ be disjoint subsets of E ⊂ {0, 1, . . . , len (ω)}. Denote i0 = iω,L1...Lm (j).
Assume that for some 0 ≤ α < (∏mr=2 (1 + 1r2 ))−1:∣∣I0m,j (ω) ∩ (∪ki=1 BADi,0 (ω) ∪ E)∣∣ < α ∣∣I0m,j (ω)∣∣
Then there exists λ ∈ Λm such that for any (t,∆) ∈ λ it holds that:
(1) ∆ = 2 |E+ ∩ {i0, . . . , i0 + t}| − 2 |E− ∩ {i0, . . . , i0 + t}|.
(2) |I ′t ∩ E| <
(∏m
r=2
(
1 + 1r2
))
α |I ′t| , where I ′t = {i0 + t, . . . ,next (ω,L1, i0 + t)}.
(3) M lower1 ≤ |I ′t| ≤Mupper1 .
Also, For any (t1,∆1) , (t2,∆2) ∈ λ, if they are different, then:{
Xωt : t ∈ I ′t1
} ∩ {Xωt : t ∈ I ′t2} = ∅
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and additionally: ∣∣{Xωt : t ∈ I ′t1 , (t1,∆1) ∈ λ}∣∣ ≥ L1 · |λ| .
We are going to prove this by induction on m, increasing from m = 2. We follow
the proof strategy described at Subsection 3.1. We begin by finding Bm intervals
of the form I0m,j (ω) with pairwise disjoint scenery intervals, such that each of them
satisfies the requirements of Proposition 3.4 for m−1. By applying the Proposition
to each of them, we will prove this proposition for m. For the sake of efficiency,
denote ∪ki=1 BADi,0 (ω) ∪ E by BADall.
The following Lemma, which will be used in several places in the proof of Propo-
sition 3.4, is the motivation of the definition of the various sets BADm,n-s. All the
work that we did in section 2, sums up to Lemma 3.5 and Proposition 2.41, which
will be all that we need for the rest of the proof.
Lemma 3.5. Let m ∈ {1, . . . , k}, ω ∈ W and j ∈ {0, 1, . . . , lenm (ω)}. If:
(3.8)
∣∣I0m,j (ω) ∩ BADall∣∣ < ∣∣I0m,j (ω)∣∣
then:
(1) M lowerm ≤
∣∣I0m,j (ω)∣∣ ≤Mupperm
(2) Rlowerm ≤ |Im,j (ω)| ≤ Rupperm
(3) maxx∈Z
∣∣∣{t ∈ Im,j (ω) : Xred(ω,L1·····Lm−1)t = x}∣∣∣ ≤ βm2 |Im,j (ω)|
Proof. The premise implies that:∣∣I0m,j (ω) ∩ (∩ki=1 GOODi,0 (ω) ∩ Ec)∣∣ > 0
and thus:
j ∈ GOODm,0 (ω) = GOODlengthm,0 (ω) ∩GOODredLengthm,0 (ω) ∩GOODlocalm,0 (ω)
which means, by definitions 2.10, 2.11, 2.17, 2.18, 2.28, that Lemma 3.5 holds. 
Note that since 0 ≤ α < (∏mr=2 (1 + 1r2 ))−1, a sufficient condition for Lemma
3.5 and (3.8) is:
∣∣I0m,j (ω) ∩ BADall∣∣ <
(
m∏
r=2
(
1 +
1
r2
))
α
∣∣I0m,j (ω)∣∣ .
Now we may define the following set:
(3.9) J :=
{
i ∈ Im,j (ω) :
∣∣I0m−1,i (ω) ∩ BADall∣∣ < (1 + 1m2
)
α
∣∣I0m−1,i (ω)∣∣} .
Lemma 3.6. Let m ∈ {2, . . . , k}, ω ∈ W and j ∈ {0, 1, . . . , lenm (ω)}. If:∣∣I0m,j (ω) ∩ BADall∣∣ < α ∣∣I0m,j (ω)∣∣
then for the J defined above in (3.9):
(3.10)
|J |
|Im,j (ω)| >
M lowerm
(m2 + 1)Mupperm−1 R
upper
m
.
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Proof. By Dividing I0m,j into sub-intervals I0m−1,i for i ∈ Im,j , we get:∣∣I0m,j (ω) ∩ BADall∣∣ = ∑
i∈J
∣∣I0m−1,i (ω) ∩ BADall∣∣+ ∑
i∈Im,j(ω)−J
∣∣I0m−1,i (ω) ∩ BADall∣∣
≥
∑
i∈Im,j(ω)−J
(
1 +
1
m2
)
α
∣∣I0m−1,i (ω)∣∣
= −
(
1 +
1
m2
)
α
∑
i∈J
∣∣I0m−1,i (ω)∣∣+ (1 + 1m2
)
α
∣∣I0m,j (ω)∣∣ .
As we assumed,
∣∣I0m,j (ω) ∩ BADall∣∣ < α ∣∣I0m,j (ω)∣∣. Thus:(
1 +
1
m2
)
α
∑
i∈J
∣∣I0m−1,i (ω)∣∣ > 1m2α ∣∣I0m,j (ω)∣∣
and by applying Lemma 3.5 to both sides we get:(
1 +
1
m2
)
α |J |Mupperm−1 >
1
m2
αM lowerm .
Since, also by Lemma 3.5, |Im,j (ω)| ≤ Rupperm , we get the conclusion of Lemma 3.6.

Proof of Proposition 3.4. By the definition of Bm at (3.2), Lemma 3.6 implies that
(3.11) |J | > βmBm |Im,j (ω)| .
Denote XJ :=
{
X
red(ω,L1·····Lm−1)
t : t ∈ J
}
. By Lemma 3.5 we have
|J | ≤
∑
x∈XJ
∣∣∣{t ∈ Im,j (ω) : Xred(ω,L1·····Lm−1)t = x}∣∣∣
≤
∑
x∈XJ
βm
2
|Im,j (ω)|
≤ βm
2
|Im,j (ω)|
∣∣XJ ∣∣
and thus by (3.11) it holds that
∣∣XJ ∣∣ > 2Bm.
Therefore, we may pick 2Bm distinct indices in J such that X
red(ω,L1...Lm−1)
i
are different from each other. Among these, there are at least Bm different indices
j1, . . . , jBm ∈ J such that
{
Xωt : t ∈ I0m−1,ji (ω)
}
are disjoint from each other. For
i ∈ {1, . . . , Bm}, denote:
ti := iω,L1...Lm−1 (ji)− iω,L1...Lm (j)
∆i :=
∣∣E+ ∩ {iω,L1...Lm (j) , . . . , iω,L1...Lm−1 (ji)}∣∣
− ∣∣E− ∩ {iω,L1...Lm (j) , . . . , iω,L1...Lm−1 (ji)}∣∣
Since
{
iω,L1...Lm (j) , . . . , iω,L1...Lm−1 (ti)
} ⊆ I0m,j (ω), then by Lemma 3.5 |∆i| ≤∣∣I0m,j∣∣ ≤Mupperm . For the same reason, 0 ≤ ti ≤Mupperm . Now, as we noted, we will
prove the proposition by induction.
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Base case. Assume that m = 2, and define:
λ = ((ti, 2∆i) : i ∈ {1, . . . , Bm}) .
First note that indeed λ ∈ Λ2, since as noted above 0 ≤ ti ≤ Mupperm and |∆i| ≤
Mupperm . Denote i0 = iω,L1L2 (j), and note that i0 + ti = iω,L1 (ji). This means
that, using the notation of the proposition,
I ′ti = {i0 + ti, . . . ,next (ω,L1, i0 + ti)} = I01,ji (ω) .
Now, note that the proposition’s required properties for λ hold. For any (ti, 2∆i) ∈
λ, i.e any i ∈ {1, . . . , Bm}:
(1) Property (1) follows directly from the definition of ∆i
(2) Property (2) follows since ji ∈ J and I ′ti = I01,ji (ω)
(3) Property (3) follows from Lemma 3.5 and property (2).
The disjointedness of {Xωt : t ∈ Iti}
{
Xωt : t ∈ I0m−1,ji (ω)
}
was guaranteed at the
choice of j1, . . . , jBm , and the lower bound L1 · |λ| on the visited scenery follows
from the disjointedness and the definition of the intervals I ′ti .
Step case. Assume that m > 2 and that the proposition holds for m− 1. For each
i ∈ {1, . . . , Bm}, the proposition for m−1 implies that there exists λi ∈ Λm−1 that
satisfies the properties listed there. To prove the proposition for m, we construct
λ ∈ Λm that satisfies the required properties as follows:
λ = ((t+ ti,∆ + 2∆i) : i ∈ {1, . . . , Bm} , (t,∆) ∈ λi) .
Let i ∈ {1, . . . , Bm} , (t,∆) ∈ λi, and denote im = iω,L1...Lm (j), im−1 = iω,L1...Lm−1 (ji).
(1) Conclusion (1) in the proposition for m− 1 and ji implies that
∆ = 2
∣∣E+ ∩ {im−1 . . . , im−1 + t}∣∣− 2 ∣∣E− ∩ {im−1 . . . , im−1 + t}∣∣ ,
and the definition of ∆i is equivalent to
∆i =
∣∣E+ ∩ {im . . . , im−1}∣∣− ∣∣E− ∩ {im . . . , im−1}∣∣ ,
thus we get conclusion (1) in the proposition for m and j:
∆ + 2∆j =
∣∣E+ ∩ {im . . . , im−1 + t}∣∣− ∣∣E− ∩ {im . . . , im−1 + t}∣∣
=
∣∣E+ ∩ {im . . . , im + t+ ti}∣∣− ∣∣E− ∩ {im . . . , im + t+ ti}∣∣ .
(2) Denote the intervals that we get from the proposition for m− 1 and ji by
I ′t+ti . Then:
I ′t+ti = {im−1 + t, . . . ,next (ω,L1, im−1 + t)}
= {im + t+ ti, . . . ,next (ω,L1, im + t+ ti)}
and since at the proposition for m− 1 and ji we look at
∣∣I0m−1,ji (ω)∣∣ with
a E density of
(
1 + 1m2
)
α (by the definition of J), then the density in the
sub-intervals I ′t+ti satisfies by the conclusion (2) in the proposition:∣∣I ′t+ti ∩ E∣∣ <
(
m−1∏
r=2
(
1 +
1
r2
))(
1 +
1
m2
)
α
∣∣I ′t+ti∣∣
=
(
m∏
r=2
(
1 +
1
r2
))
α
∣∣I ′t+ti∣∣
thus we got conclusion (2) in the proposition for m and j.
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(3) Conclusion (3) in the proposition for m and j and conclusion (3) in the
proposition for m− 1 and ji both say that M lower1 ≤
∣∣I ′ji,t∣∣ ≤Mupper1 .
Also, For any (t′ + ti1 ,∆′ + 2∆i1) , (t′′ + ti2 ,∆′′ + 2∆i2) ∈ λ, if they are differ-
ent, then either i1 = i2, and then the proposition for the case m− 1 implies{
Xωt : t ∈ I ′t′+ti1
}
∩
{
Xωt : t ∈ I ′t′′+ti2
}
= ∅,
or i1 6= i2, and then{
Xωt : t ∈ I ′ji1 ,t′
}
⊆
{
Xωt : t ∈ I0m−1,ji1 (ω)
}
{
Xωt : t ∈ I ′ji2 ,t′′
}
⊆
{
Xωt : t ∈ I0m−1,ji2 (ω)
}
and then our choice of j1, . . . , jBm guaranteed that the right hand side sets are
disjoint. Additionally, the lower bound L1·|λ| on the visited scenery follows from the
disjointedness and the definition of the intervals I ′t+ij , without resort to induction.

3.4. Proof of Theorem 1.8. Let A,B ∈ N be some parameters that will be
chosen later in the proof. We consider Lm etcetera to be the same parameters from
definitions 3.1 and 2.40. Let k be the unique integer such that:
(3.12) Mupperk < N ≤Mupperk+1
Note that a level-k test, as in Definition 3.1, is also a test over length N as in
Definition 1.5.
Suppose ω is an infinite walk sequence. Regardless of whether maxt<N |Xωt | is
bigger than L1 . . . Lk or not, it can be deduced whether it is in Ws (A,B, k) or not
by just looking at its first Mupperk steps. In light of this, we define Ws to be the set
of ω ∈ {±1}N such that (1) maxt<Mupperk |Xωt | ≥ L1 . . . Lk; and (2) if we truncate
ω at next (ω,L1 . . . Lk, 0) we get a walk in Ws (A,B, k). By the former argument,
the latter definition means that:
(3.13) Pr (ω ∈ Ws) = Pr (ω ∈ Ws (A,B, k))
For the rest of this proof, let ω, ω′, x, x′ be the ones from the statement of the
theorem, truncated at next (ω,L1 . . . Lk, 0).
First, note that there existsN ′0 such that ifN > N ′0 then for any ω ∈ Ws (A,B, k):
(3.14) len (ω) > N
1
2+θ
Since Mupperk ≤ N < Mupperk+1 , and since there exists k0 such that for k ≥ k0,
M lowerk >
(
Mupperk+1
) 1
2+θ 2 3 .
2Note that 1
2
+ θ approaches 1 from below.
3It is sufficient to take k0 = 20A, and doesn’t impose conditions in addition to what we already
have.
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Let us define a few more parameters:
(3.15)
m =k
E = {0 ≤ t < len (ω) : x (t) 6= x′ (t)}
E+ = {t ∈ E : (ω (t) , ω′ (t)) = (+1,−1)}
E− = {t ∈ E : (ω (t) , ω′ (t)) = (−1,+1)}
W ′s =Ws (A,B, k)
Λ =Λk (A,B, k) .
By (3.13) and Proposition 2.41, assuming A ≥ 1000, B ≥ 250, k ≥ 20A, it holds
that:
(3.16) Pr (ω ∈ Ws) > 1− 1
1000A4
.
Let ω be in Ws. The assumption that |E| < δlen (ω) implies that:∣∣∣∣∣
k⋃
i=1
BADi,0 (ω) ∪ E
∣∣∣∣∣ <
(
δ +
1
1000A4
)
len (ω) .
By this assumption we use Proposition 3.4 with the parameters m,E,E+, E−, and
αe = δ+10
−3A−4 in the role of α, to get an element λ ∈ Λ such that the implications
from that proposition hold, and set λpassed = λ.
3.4.1. Sufficient conditions for Theorem 1.8 (1). Proposition 3.4 says that for any
(t,∆) ∈ λpassed:
(1) ∆ = 2 |E+ ∩ {0, . . . , t}| − 2 |E− ∩ {0, . . . , t}| = Xωt −Xω
′
t , using (3.15) for
the second equality.
(2) |I ′t ∩ E| <
(∏m
r=2
(
1 + 1r2
))
αe |I ′t| , where I ′t = {t, . . . ,next (ω,L1, t)} .
(3) M lower1 ≤ |I ′t| ≤Mupper1 ,
Combining (2) and (3), we get that if:
(3.17) δ < 10−3A−4 <
1
1000Mupper1
then:
αe < 2 · 10−3A−4 < 2
1000Mupper1
<
1
Mupper1
∏∞
r=2
(
1 + 1r2
)
and thus |I ′t ∩ E| < 1, and necessarily I ′t ∩ E = ∅. Therefore, for each t ∈ I ′t,
assertion (2) of this theorem holds:
σ
(
Xω
′
t + ∆k
)
= σ (Xωt ) = x (t)2 = x
′ (t)2 .
In the terms of Definition 1.6, this means that x′ passes the test λ relative to σ,
and Theorem 1.8 (1) holds.
3.4.2. Sufficient conditions for Theorem 1.8 (2) and (3). Proposition 3.4 with the
above parameters implies that:∣∣{Xωt : t ∈ I ′t1 , (t1,∆1) ∈ λ}∣∣ ≥ L1 · |λ|
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which is, by Theorem 1.8 (1), equivalent to:
(3.18) |λ (ω′)| =
∣∣∣∣∣∣
|λ|⋃
k=1
{
Xω
′
t + ∆k : t ∈ I ′k
}∣∣∣∣∣∣ ≥ L1 · |λ| = A · |λ| .
By Lemma 3.3, assuming that B ≥ 13, A ≥ 20000B and k ≥ 20A, and by (3.14):
(3.18) ≥ L1 |λ| > |λ| ≥ (Mupperk )
1
2− 200B ≥ (len (ω)) 12− 200B
> N(
1
2+θ)(
1
2− 200B ) > N
1
4+
θ
2− 200B
thus, for Theorem 1.8 (2) to hold, we need to require
(3.19)
1
4
+
θ
2
− 200
B
> θ.
Now, by Proposition 3.2, Lemma 3.3 and (3.18), by assuming that B ≥ 16,
A ≥ 2200 and B ≤ 32A 132 , and also that A ≥ 20000B (also B ≥ 13 by these
assumptions) we will get:
ln |Λk (A,B, k)| < 106A 132B2 . . . Bm = 106A 132 |λ| ≤ 10
6A
1
32
A
|λ (ω′)| .
Thus, for Theorem 1.8 (3) to hold, we need to require:
(3.20) 106A−
31
32 < 
3.4.3. Choice of A,B. Let us list the assumptions that we collected in the course
of the proof to ensure that Theorem 1.8 holds:
(1) B ≥ 250 (for Proposition 2.41, and also for Proposition 3.2 and Lemma
3.3)
(2) B > 4001
2−θ
(cf. (3.19))
(3) A ≥ ( B32)32 (for Proposition 3.2)
(4) A > 10−
3
4 p−
1
4 (cf. (3.16))
(5) A ≥ 20000B (for Lemma 3.3)
(6) A >
(
106

) 32
31
(cf. (3.20))
(7) A ≥ 2200 (for Proposition 3.2, and also for Proposition 2.41)
(8) k ≥ 20A (for Proposition 2.41 and Lemma 3.3)
(9) k ≥ k0 (condition for (3.14))
(10) δ < 10−3A−4 (cf. (3.17)).
We may chose values for A,B depending on p, θ,  alone, first B such that (1) and
(2) hold, and then A such that (3)-(7) hold. Now, there exists N0 such that if
N > N0 then (8) and (9) hold (this is the N0 of Theorem 1.8, not of Definition
2.4). Finally, (10) holds for small enough δ. Thus the proof of Theorem 1.8 is
complete.
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