Abstract. Nonparametric density estimators are studied for d-dimensional, strong spatial mixing data which is defined on a general N-dimensional lattice structure. We give sufficient criteria for the consistency of these estimators and derive rates of convergence in L p . We consider the case for general abstract basis functions and study in detail linear and nonlinear hard thresholded wavelet-based estimators which are derived from a d-dimensional multiresolution analysis. For the wavelet based estimators we consider density functions which are elements of d-dimensional Besov spaces B s p,q (Ê d ). We also verify the analytic correctness of our results in numerical simulations.
Introduction
This article considers methods of nonparametric density estimation for spatially dependent data. We work in the following set-up: let there be given a random field {Z(s) Devroye and Györfi [1985] consider consistency of orthogonal series estimates in the L 1 -sense. For consistency in the L p -sense, one dimensional wavelet based estimators have been thouroughly studied ever since: Hall and Patil [1995] give a formula for the MISE of hard thresholding wavelet-based density estimators. Donoho et al. [1996] study minimax rates of convergence for wavelet based density estimation with hard thresholding for a univariate density f which belongs to a Besov function class. In a recent article Li [2015] continues this investigation for a one dimensional compactly supported density and mixing samples. We generalize this work and emphasize the following aspects: the sample data is d-dimensional and is realized on a spatial structure, e.g., an N-dimensional regular lattice. We assume that the data is strong spatial mixing. Furthermore, the support of the density function is not necessarily bounded, like an interval or a cube. One main question in this case is which growth rates for general basis functions yield a consistent estimator of the density function. Here we study both L 1 -and L 2 -consistency in the mean and a.s.-consistency. In addition, we consider the case of a d-dimensional wavelet basis and both linear and nonlinear hard thresholding estimators; we derive rates of convergence in L p for these density estimators. This paper is organized as follows: in Section 1 we study in detail linear wavelet based density estimators. We give criteria which are sufficient for the consistency of the nonparametric estimators and establish rates of convergence. Section 2 studies the same case for the nonlinear hard thresholding estimator. In this context, in order to derive rates of convergence, the density function f is assumed to be an element of a d-dimensional Besov space B s p,q (Ê d ). Section 3 explains simulation concepts and gives numerical examples of application of the developed theory. Section 4 contains the proofs of the main results from Sections 1 and 2. In Appendix A we derive useful (exponential) inequalities for dependent sums. As the wavelet based density estimators are a priori not necessarily a density, we consider in Appendix B the question under which circumstances the normalized estimator is consistent. In Appendix C we consider additionally density estimators which are derived from general basis functions of L 2 (λ d ).
Linear wavelet density estimation
In this section we study linear wavelet based density estimators for d-dimensional data. We start with well known results on wavelets in d dimensions; a reference in this case is the monograph of Benedetto [1993] . It is straightforward to show that given an MRA with corresponding scaling function Φ there is a sequence (a 0 (γ) : γ ∈ Γ) ⊆ Ê which satisfies Φ ≡ γ∈Γ a 0 (γ) Φ(M · −γ) and the coefficients a 0 (γ) fulfill the equations a 0 (γ) = |M| Ê d Φ(x) Φ(Mx − γ) dx and γ∈Γ |a 0 (γ)| 2 = |M| = γ∈Γ a 0 (γ). In the following, we write
Definition 1.1 (Multiresolution Analysis
The relationship between an MRA and an orthonormal basis of L 2 (λ d ) is summarized in the next theorem. We have Theorem 1.2 (Benedetto [1993] ). Suppose Φ generates a multiresolution analysis and the a k (γ) satisfy for all 0 ≤ j, k ≤ |M| − 1 and γ ∈ Γ the equations
and
Furthermore, let for k = 1, ..., |M| − 1 the functions Ψ k be given by Ψ k := γ∈Γ a k (γ) Φ(M · −γ). Then the set of functions {|M| j/2 Ψ k (M j · −γ) : j ∈ , k = 1, . . . , |M| − 1, γ ∈ Γ} form an orthonormal basis of L 2 (λ d ):
where W j := |M| j/2 Ψ k (M j · −γ) : k = 1, . . . , |M| − 1, γ ∈ Γ .
We shall assume for the rest of this article that the multiresolution analysis is given by compactly supported and bounded father and mother wavelets if not mentioned otherwise. The mother wavelets satisfy the balancing condition Ê d Ψ k dλ d = 0 for k = 1, . . . , |M| − 1. Next, we sketch in a short example how to derive a d-dimensional MRA given that one has a father and a mother wavelet on the real line. where
Since this paper focuses on wavelet based density estimators for d-dimensional data, we generalize the notions of Besov spaces, cf. the work of Haroske and Triebel [2005] . We define Define for K ∈ Ê + , A ∈ B(Ê d ) measurable and for a fixed dimension d ∈ AE + the density spaces
For the special case
Remark 1.5. Usually, it is required that the wavelet system is in C r (Ê) in the one dimensional case. This requirement ensures that the characterization of the Besov norms via the wavelet coefficients as in (1.1) and (1.2) is equivalent to the characterization via the modulus of smoothness, compare Lemarié and Meyer [1986] and Donoho et al. [1997] . Haroske and Triebel [2005] consider the multidimensional case under the condition that M is twice the identity matrix, i.e., M = 2I which induces an isotropic dyadic scaling on Ê d . In this setting the definition of the Besov norm from (1.2) is equivalent to a characterization of the Besov space via the Fourier transform if the wavelets are in C r (Ê d ) and fulfill certain balancing conditions. We omit such considerations in the following and leave possible equivalent characterizations of our Definition 1.4 for the multidimensional case with general matrices M up to further research.
In the following remark, we discuss the issue of the coarsest resolution j 0 in the representation of f and its influence on the Besov norm. Remark 1.6. In order to highlight to which basis resolution j 0 we refer to in the Besov norm of f , we write f B s p,q ( j 0 ) . Let there be given a wavelet representation of f w.r.t. the coarsest resolution j 0 . Let now j 0 ≥ j 0 , then it is
And we can estimate the norm w.r.t. the resolution j 0 ≥ j 0 as follows ( j 0 ) for any q ≥ 1. Thus, in the following, when speaking of the Besov norm of f w.r.t. a (varying, in particular, increasing) coarsest resolution j 0 which is bounded from below by some j 0 , we always keep in mind that these norms are uniformly bounded by the corresponding norms w.r.t. this coarsest resolution j 0 times a suitable constant.
Let the father and mother wavelets have compact support, w.l.o.g. in [0, L] d for some L ∈ AE + . For a function f and parameters s, p, q such that s − 1/p > 0, it it straightforward to show that finiteness w.r.t. the Besov norm implies that the function is essentially bounded. In particular, if f is a density such that f s,p,q < ∞ and s > 1/p, then f is square integrable.
In the next step, we turn our focus on random variables which are defined on a spatial structure, in particular an N-dimensional lattice. We shall assume that this data is sufficiently regular: Definition 1.7 (Random field). Let (Ω, A, È) be a probability space, let V be a countable index set and let (S v , S v ) be a measurable space for v ∈ V. Let Z := {Z(v) : v ∈ V} be a set of random variables on (Ω, A, È)
In the following we shall assume the index set V to be a subset of N for some positive dimension N ∈ AE + . We denote by · p the p-norm on Ê N and by d p the corresponding metric for p ∈ [1, ∞] with the extension
N if and only if for each 1 ≤ k ≤ N the single coordinates satisfy s k ≤ t k . We denote the indicator function of a set A by ½{A}.
Furthermore, given a lattice of dimension N, we denote the vector whose elements are all equal to one by
Definition 1.8 (Strong spatial mixing). Let {Z(s) : s ∈ V} be a random field on (Ω,
Denote for a subset I of V by F (I) = σ(Z(s) : s ∈ I) the σ-algebra generated by the Z(s) in I. Define for k ∈ AE + the α-mixing coefficient as
The random field is strong spatial mixing if α(k) → 0 for k → ∞.
In the following, we shall work on a probability space (Ω, A, È) which is endowed with the strong mixing random field Z := {Z(s) :
where I + := I ∩ AE N + is infinite. I can be a proper subset of the N-dimensional lattice because we want to allow that the random variables Z are defined on a graphical structure. We summarize these requirements in a regularity condition. 
The running maximum of the index n(k) grows polynomially: for certain γ 1 , γ 2 ∈ Ê + , γ 1 < γ 2 both lim sup
Plainly, this implies that the cardinality of the index sets I n(k) grows polynomially.
For the support of a function g :
0}. Denote for a ∈ Ê by a + := max(a, 0) the positive and by a − := max(−a, 0) the negative part. Define for p ∈ [1, ∞) by
the linear space of p-integrable random functions. It follows the main part of this section.
Definition 1.10 (Linear wavelet estimator). Let the father and mother wavelets be given as in Definition 1.1. Let for j ∈ the space U j of the MRA be spanned by the father wavelets |M| j/2 Φ M j · −γ : γ ∈ d ; we write in the following
for the father wavelets. Furthermore, set for the mother wavelets for k = 1, . . . ,
The density f is given by the representation (w.r.t. a basis resolution j 0 ∈ )
Define the j-th approximation of f by P j f := γ∈ d θ j,γ Φ j,γ . Denote the j-th empirical approximation of f given the sample {Z(s) : s ∈ I n } bỹ
Obviously, this definition ofP j f only makes sense in the case where the father and mother wavelets ψ k have bounded support, because in this case the empirical approximation consists of finitely many father wavelets as the sample I n is finite. AsP j f is not necessarily a probability density, one can additionally consider the normalized estimator ofP j f . We refer for this issue to Appendix B. In the following, M is a diagonalizable matrix, M = S −1 DS where D is a diagonal matrix containing the eigenvalues of M; denote by λ max := max{|λ i | : i = 1, . . . , d} the maximum of the absolute values of the eigenvalues and by λ min := min{|λ i | : i = 1, . . . , d} the corresponding minimum. We call a function h :
We present two theorems which give rates of convergence under different conditions. We start with a theorem whose proof is based on a technique already used by Kerkyacharian and Picard [1992] 
Then the estimation error can be bounded by
, then the estimation error satisfies Kerkyacharian and Picard [1992] obtain with similar requirements and for an independent sample Z 1 , . . . , Z n ∈ Ê a rate for the estimation error which is in O 2 j/2 n 1/2 . This means that the strong mixing d-dimensional sample can achieve nearly the same rate for the special case p ′ ∈ [1, 2], here lattice dimension N is even not relevant for the rate of convergence as it only enters implicitly through the sample size |I n |. In the following, we give the rates of convergence for the linear estimator from (1.3). For an isotropic wavelet basis Kelly et al. [1994] 
where the constant C A only differs from 1 if p < p ′ , in this case it depends on the domain A. For j 0 ∈ , let the resolution index grow at a speed of
log n i .
Then for suitable constants C
The constants C 1 , C 2 depend on the wavelets 
Then for a wavelet coefficient of f we find: ] d and the point x 0 ∈ supp Ψ k, j,γ is in the support of Ψ k, j,γ and C ∈ Ê + is a suitable constant. Hence, for p = q = ∞ we have for the · s,∞,∞ -norm of f : 
The linear density estimator from (1.3) attains the rates
Proof. We prove that the approximation error is in O (λ min ) − j ; the claim follows then with an application of Theorem 1.11. Since the father and mother wavelets
there are at most (2L + 1) d wavelets not equal to zero. Hence, for all j ∈ and k ∈ {1, . . . , |M| − 1}
Here we use the following bound on the wavelet coefficients υ k,l,γ
Thus, the approximation error is bounded by
Corollaries 1.14 and 1.15 reveal that with increasing dimension d the rate of convergence deteriorates because the eigenvalues satisfy λ max ≥ λ min > 1. For p ′ ∈ [1, 2] compare our rate and the classical rate given in Kerkyacharian and Picard [1992] : in the case of one dimension, i.e., d = 1, and λ min = λ max = 2, the rate reduces to |I n | −r/(2r+3/2) which is somewhat lower than the rate for the i.i.d. sample which is |I n | −r/(2r+1) . Let the wavelets by given by a Haar system, an example of a Besov density f which can not be bounded by a non increasing and integrable radial function h is given by f := ∞ k=1 1 [k,k+2 −k ) . In this case and for p ′ ∈ [1, 2], we can formulate a different condition, namely, Condition 1.9 (c), which guarantees convergence. However, this results in slower rates which are similar to those for the case p ′ ≥ 2. We state the following applied theorem which in particular is intended for p ′ = 1:
Theorem 1.16 (Linear density estimation for Besov functions, version 2). Let Z be a random field which satisfies Conditions 1.9 (a) -(c) and has equal marginal distributions which admit a square integrable density f . Let p
′ ∈ [1, ∞) and δ ∈ (0, 1) and let the resolution index grow at the rate
Then with the same parameter requirements as in Theorem 1.12 and the definition δ :
The constant C depends on the wavelets Ψ k (k = 0, . . . , |M|), the matrix M, the bound on the mixing rates, the domain A * , the bound K and the index p ′ as well as on the lattice dimension N and the tail parameters κ 0 , κ 1 and τ. Furthermore,
For completeness, we give the rate of convergence for an i.i.d. sample if Condition 1.9 (c) applies.
Let the resolution index be defined as j :
there is a constant 0 < C < ∞ which enjoys the same properties as in Theorem 1.16 such that the estimation error fulfills
In particular, let f be a Besov density in F s,p,q (K) and additionally f
Compare the convergence rates which are guaranteed by the last theorem in the setting with strong mixing data and a full grid (i.e., |I n | = N i=1 n i ) and the canonical sequence n(k) = k e N to the i.i.d. case. Then, for the dependent sample the estimation error essentially behaves as (log k) γ /k (1−δ)N/(N+1) for a sample of size k N for some γ ∈ Ê + . Under the same conditions an independent sample achieves a rate of (log k)
, for some γ * ∈ Ê + . In the case N = 1 the asymptotic difference is subtle whereas, it is far more pronounced for N >> 1. This is quite intuitive if one bears in mind the dependence structure that comes with the Ndimensional lattice. Note that the rate of convergence given in Theorem 1.17 is slower than the classical rate which is in O n s ′ /(2s ′ +1) , however, in the case p ′ ≤ 2 it applies to functions which can not be bounded by a non increasing and integrable radial function h as it is required in Theorems 1.11 and 1.12.
Hard Thresholding with Wavelets
In this section, we consider the nonlinear hard thresholding estimator. This estimator has been thoroughly investigated, compare, e.g., Donoho et al. [1996] , for the one dimensional and i.i.d. case. Li [2015] considers the hard thresholding estimator for one dimensional dependent data that is defined on an N-dimensional lattice under certain additional restrictions to the joint density of the Z(s); we do not do this here. Define the hard thresholding estimator with equations (1.3) given two resolution levels j 0 ≤ j 1 and a thresholding sequence λ j as
It follows the main theorem of this section. 
and the resolution levels by
log n i
Mark that p ′ ≤ p implies ε > 0 and s
Then for a suitable
The constant C depends on the wavelets We see that these rates are of a similar structure than those of Donoho et al. [1996] in the classical case for a one dimensional density and i.i.d. data: if p ′ ≤ p, we get that j 1 ≡ j 0 and the linear estimator is the preferred choice. If p ′ > p, then j 1 > j 0 and we have to distinguish between three cases which depend on the sign of ε. If additionally p ′ > max(p, 2), one computes that in each of these three cases the hard thresholding estimator attains a higher rate than the rate of the linear estimator which is given in (1.4). Li [2015] considers the case p ′ = 2 for strong mixing data. He obtains in a more restrictive setting with r-regular wavelets for a
which reminds of the classical rate.
Remark 2.2 (Improvements in case p ′ ≤ 2). Whether the rate of convergence in Theorem 2.1 can be improved without further assumptions if p ′ ≤ 2 with the help of the inequalities from Theorem A.7 is an open question. The challenging part is equation (4.25): the exponential inequality which seems natural entails that the threshold has to grow at least at a rate j|M| j/2 R(n)/|I n | times a sufficiently large constant. However, this implies that the first nonlinear error term in (4.21) is of the order of magnitude which is stated in (4.23) and that the overall rate can not be improved (modulo logarithmic terms).
3. Examples of application 3.1. Simulation concepts for random fields. This subsection introduces an algorithm to simulate (Markov) random fields that are defined on arbitrary graphs G = (V, E) with a finite set of nodes V. The main idea dates back at least to Kaiser et al. [2012] and is based on the concept of concliques which has the advantage that simulations can be performed faster when compared to the Gibbs sampler; an introduction to Gibbs sampling offers Brémaud [1999] . We start with a definition Definition 3.1 (Concliques, cf. Kaiser et al. [2012] ). Let G = (V, E) be an undirected graph with a countable set of nodes V and let C ⊆ V. If for all pairs of nodes (v, w) ∈ C × C satisfy {v, w} E, the set C is called a conclique. A collection C 1 , . . . , C n of concliques that partition V is called a conclique cover; the collection is a minimal conclique cover if it contains the smallest number of concliques needed to partition V. 
Let now G be a finite graph whose nodes are partitioned into a conclique cover C 1 , . . . , C n . Denote by
factorizes as the product of the single conditional distributions due to the Markov property. This entails that we can − under mild regularity conditions − simulate the stationary distribution of the MRF with a Markov chain using the following algorithm: Algorithm 3.3 (Simulation of random fields, Kaiser et al. [2012] ). Simulate the starting values according to an initial distribution µ 0 and obtain the vector of
In the next step, given a vector
(C n ) with the specified full conditional distribution. Repeat this step, until the maximum iteration number for the index k is reached.
In the sequel, we formally describe the Markov kernel of the Markov chain {Y (k) : k ∈ AE} for the case where the full conditional distribution is specified in terms of conditional densities. We assume that (S , S) is equipped with a σ-finite measure ν such that the distribution of Y is absolutely continuous with respect to ν, i.e., È Y ≪ ν with a density f . We write for convenience C −I := ∪ i I C i for the conclique cover C 1 , . . . , C n , for I ⊆ {1, . . . , n}. Furthermore, let an enumeration within each conclique i be given by
Denote the conditional density of the node (i, s) given its neighbors by f (i,s)|Ne(i,s) , then the transition kernel which captures the evolution of
With the help of (3.1) the Markov kernel for the entire chain {Y (k) : k ∈ AE} can be written as
We are able to prove with these definitions We give an example Example 3.6 (Concliques and the normal distribution). Let G = (V, E) be a finite graph and {Y(v) : v ∈ V} be multivariate normal with expectation α ∈ Ê |V| and covariance Σ ∈ Ê |V|×|V| in that Y has the density
Then for a node v we have using the notation P for the precision matrix Σ
Since P = Σ −1 is symmetric and since we can assume that (P(v, v) )
is a Markov random field if and only if for all nodes
Cressie [1993] investigates the conditional specification
is a diagonal matrix such that the coefficients satisfy the necessary condition
If I−C is invertible and (I−C)
−1 T is symmetric and positive definite, then the entire random field is multivariate normal with Y ∼ N α, (I − C) −1 T . With this insight it is possible to simulate a Gaussian Markov random field using concliques with a consistent full conditional distribution. In particular, it is plausible in many applications to use equal weights c(v, w) (cf. Cressie [1993] ): we can write the matrix C as C = ηH where H is the adjacency matrix of G, i.e. H(v, w) is 1 if v, w are neighbors, otherwise it is 0. We know from the properties of the Neumann series that I − C is invertible if (h 0 ) −1 < η < (h m ) −1 where h 0 is the minimal and h m the maximal eigenvalue of H.
Numerical results.
We give an example for the density estimation problem with strong spatial mixing sample data on a regular two dimensional lattice. We follow a simple validation approach and partition the sample in two subsamples in order to choose the proper resolution level. We do not use leave-one out cross validation because we face a large and dependent sample whose inner stochastic structure could be corrupted otherwise. Let {Z(s) : s ∈ I n } be a sample with marginal density f and let the index set I n be partitioned into two connected sets I n,1 and I n,2 ; let at least I n,1 be convex. Letf n be the density estimator from sample I n,1 . The integrated squared error can be decomposed as
.
Since in practice the true density function is unknown, it is sufficient for a comparison of density estimates to compute the full validation criterion with the subsample I n,2
Ver(f n , f, I n,2 ) :=
For hard thresholding, we use an approach similar to an algorithm which has been proposed by Hall and Penev [2001] for the choice of the primary resolution level j 0 in the context of cross-validation. The idea is to define a suitable partition R 1 ∪ ... ∪ R S of the domain of definition off n (resp. of f ) where each R k collects regions of relatively homogenous roughness. These regions can be determined with a pilot estimator. For each R k we compute the validation criterion for resolution levels j = j 0 , . . . , j 1 ( j 0 ≤ j 1 ) with the purely linear wavelet estimatorP j f from equation (1.3) restricted to R k . Abbreviate the resolution which minimizes (3.3) for region R k by j k . Then choose j * := min{ j k : k = 1, . . . , S } as the primary resolution. Next use the hard thresholding estimator from (2.1). Here we follow an approach used in Härdle et al. [1998] and set each threshold as a multiple of max{|υ k,l,γ | : k = 1, . . . , |M| − 1, γ ∈ d } for l = j * , . . . , j 1 . This multiple is the same for all l = j * , . . . , j 1 . With the ansatz of Kaiser et al. [2012] we simulate five standard normal distributions Z 1 , Z 2 , Z 3 , Z 4 and Z 5 on a regular two dimensional lattice with the four nearest neighborhood structure and an edge length of n = 64. We simulate the Z i with the help of a Gaussian copula such that Z 1 , Z 2 , Z 3 and Z 4 are slightly dependent and Z 5 is independent of the first four. We run M 2 = 15k iterations in total. The parametrization is chosen as follows α i (v) ≡ 0 and σ i = 1 for all v ∈ V and i = 1, . . . With these distributions we define a random variable Y with a non-continuous density as follows: first retransform Z 5 to a discrete random variable S which takes the states 0 and 1 with probability 1/2. Secondly, transform Z 1 and Z 2 to a random variable U 1 and U 2 which are both uniformly distributed on [0, 1] . And thirdly, we define X 1 and X 2 as rescaled and shifted Z 3 and Z 4 such that they are normally distributed with parameters µ = 0.5 and σ
where ρ ≈ 0.1, a density plot is given in Figure 1 . We estimate the marginal density of the random field with the linear and the nonlinear wavelet estimators based on isotropic Haar wavelets and Daubechies 4-wavelets as described in Sections 1 and 2; we abbreviate the Daubechies wavelet by D4 (resp. db2), compare Daubechies [1992] for further reading. Then we compute for several resolution levels the verification criterion from equation (3.3). We execute this whole procedure M 1 = 1000 times in total. The numerical results for the appropriate choice of the resolution level based on these simulations are given in Table 1 . In Table 2 we give the results which are derived with an independent reference sample Z where the random variables within one component Z i are i.i.d., i.e., Z i (v) are i.i.d. for v ∈ V and for fix i = 1, . . . , 5. Note that we use for hard thresholding several multiples for max{|υ k,l,γ | : k = 1, . . . , |M| − 1, γ ∈ 2 }, however, the multiple is the same for all levels j * , . . . , j 1 and only varies for the entire estimator. Examples of density estimates are given in Figure 2 . Note that these estimators have been corrected for possible negative regions, we refer to Appendix B.
Proofs of the theorems in Section 1 and Section 2
Throughout the Appendices, in particular, in the proofs, we use the common convention to abbreviate arbitrary constants in Ê by A i or A or likewise by C i or C. Furthermore, we use the convention to write · p for the
Before we come to the proofs of the main statements, we show how to derive an isotropic MRA from a one-dimensional MRA Proof of Example 1.3. We first show that the conditions for an MRA are fulfilled. The spaces ∪ j∈ U j are dense: by definition, we have
Note that the set of pure tensors g 1 ⊗ . . .
Hence, it only remains to show that we can approximate any pure tensor g 1 ⊗ . . . ⊗ g d by a sequence (F j ∈ U j : j ∈ AE + ). Let ε > 0 and a pure 
be an element of each U j . Then each f i,k is an element of each U ′ j for all j and, hence, zero. The scaling property is immediate, too. Indeed,
The functions {Φ( · − γ) : γ ∈ Γ} form an orthonormal basis of U 0 . We have for γ, γ 
Then, the scaling function and the wavelet generators satisfy
Since ϕ is a scaling function, the coefficients a 0 (γ) of the scaling function Φ satisfy the relation
Furthermore, for j, k ∈ {0, 1} d and γ ∈ Γ we have,
Indeed, we have for s = 1, . . . , d and z := γ s
if j s = 1 and k s = 0, 2 l g l g 2z+l if j s = k s = 1.
Since, the ϕ( · − z) form an ONB of U ′ 0 we have
In the same way,
In addition, since U
for all z ∈ . Hence, the conditions of Theorem 1.2 (Theorem 1.7 in Benedetto [1993] ) are fulfilled and the family of functions
The idea of the next lemma dates back at least to Meyer [1990] Proof. We show that there are 0 < C 1 , C 2 < ∞ depending on s, p, q such that
First we consider the left inequality: define for j ≥ j 0 the functions g
Denote by u the Hölder conjugate of p, then by the property of an orthonormal basis and Hölder's inequality applied to the measure
with the usual modification if p = 1 or p = ∞; the same reasoning is true for the vector θ j 0 ,· . Then,
For the right inequality, consider the following pointwise inequality
for k = 1, . . . , |M| − 1 which is true in the same way for k = 0. Thus,
We are now prepared to give bounds on the estimation error
Proof of Theorem 1.11. We writef j (resp. f j ) instead ofP j f (resp. P j f ) to keep the notation simple. Since w.l.o.g. the support of the Φ is contained in [0, L] d , L ∈ AE + , there are at most (2L + 1) d wavelets not equal to zero for an x ∈ Ê d , hence, the estimation error is bounded as (we apply the Hölder inequality to the counting measure over γ)
We investigate the sum in (4.1). Firstly let p ′ ≥ 2, then we find for a ∈ Ê with Theorem A.7 and the definition
Consider the sum in (4.2): if ap ′ ≥ 2 and because Φ 2 j,γ dλ d is a probability measure, we find
Hence, choose a := 2/(p ′ − 1), then both ap ′ and a(p ′ − 1) are at least 2, consequently, for the sum in (4.2)
All in all, if p ′ ∈ [2, ∞), the expectation of the LHS of (4.1) is bounded by 
Let y * γ be among the points y in [γ, γ + Le N ] such that M − j y is nearest to the origin, i.e., y * γ satisfies
Then, (4.4) and (4.5) we find for estimation error from (4.1)
Now use that for p ∈ [1, 2] we have (2L + 1)
It follows the proof of Theorem 1.12 which quantifies the rate of convergence of the linear estimator
Proof of Theorem 1.12. Consider the approximation error f − P j f L p ′ (λ d ) which can be bounded with the help of the Besov property of f . We have to distinguish the cases p ≤ p ′ and p > p ′ but can treat this in one formula. We proceed as in the proof of Lemma 4.1:
with the notation that u is the Hölder conjugate to p ′ . In the case p > p ′ , the number of nonzero coefficients on the j-th level (for the k-th mother wavelet) is bounded by C A |M| j , where C A depends on the domain of f which is denoted by A; this follows from the dilatation rules of volumes under linear transformations and from the fact that the domain A is bounded. Consequently, we have in both cases p > p ′ and p ≤ p ′ the inequalities for the l p -sequence norms,
Then with Hölder's inequality and the Besov property of f ,
with the definition s
The constant C depends on the matrix M, the wavelets, f and if p < p ′ additionally on the domain A. The estimation error is given in Theorem 1.11. The growth rate of j equalizes these rates in both cases.
In the next step, we prepare the proof of Theorem 1.16. Since we intend to use the uniform strong law of large numbers from Theorem A.8, we need the following lemma 
Proof. First consider the case for j = 0 so that M j is the identity matrix. Let there be given m shattered points
. This means there exists a Φ 0,γ * which dominates all these points in terms that Φ 0,γ * (z i ) ≥ t i for each i = 1, . . . , m. Assume that two points (z i , t i ) and (z j , t j ) are separated by more than
This implies that we must have for the y-coordinates of these points that t i , t j ≤ 0, otherwise Φ 0,γ * could not dominate these points. However, since all combinations of points are shattered, this implies the existence of a function Φ 0,γ which fulfills both Φ 0,γ (z i ) < t i ≤ 0 and Φ 0,γ (z j ) < t j ≤ 0. This is a contradiction to the support of Φ 0,γ . Hence, all points lie within the L neighborhood of a point
. Furthermore, for each single point (z j , t j ) there is a Φ 0,γ( j) which only dominates this very point, that is Φ 0,γ( j) (z j ) ≥ t j and for each i j it is that Φ 0,γ( j) (z i ) < t i . However, there are only finitely many functions whose support intersects with U ∞ (L, z * ). Hence, the VC-dimension is finite and only depends on L, i.e., Proof of Theorem 1.16. We use the same notation as in the proof of Theorem 1.11, in addition, we sometimes suppress that j ∈ AE + is a function of k ∈ AE + and simply write j instead of j(k). First consider the estimation error. Define the set of activated wavelets as
and a sequence of windows (w k : k ∈ AE + ) ⊆ Ê + as follows
Hence, we can split the estimation error into three terms, cf. equation (4.1)
As the support of Φ is contained in the cube [0, L] d , the following inclusions are true
(4.8)
In the following, put for short
is a disjoint union. With these preparations and I := {1, . . . , (2L + 1) d }, we have for the third term in (4.7) which is deterministic
(4.9)
Where we use that p ′ ≥ 1 and that the probabilities are bounded by one. The expectation of the first sum of (4.7) can be bounded as
Consider the expectation of |A j | 2 : set S k := s ∈ I n(k) : Z(s) ∈ B k . By the above inclusion property from (4.8)
We derive upper bounds on the expectation of |S k | 2 :
And we can estimate the sum involving the covariances with Davydov's inequality from Proposition A.4 as
As the mixing coefficients α(k) are exponentially decreasing, the last sum is bounded, i.e., 
In particular, as |I n(k) | grows polynomially, it follows that
. Furthermore, the sum of third error term from (4.7) which is bounded by (4.9) vanishes at a speed which is faster than polynomial and negligible. We proceed with the second expectation in (4.10): using Lemma 4.2 the Vapnik-Chervonenkis dimension in this case can be bounded uniformly over all k ∈ AE + by an integer valued function b which only depends on the support parameter L. We use Theorem A.8 and Lemma A.3 to obtain 12) where Γ is the upper incomplete gamma function. The upper incomplete gamma function has the property that
Then (4.12) behaves asymptotically as v. We can now compute the asymptotic behavior of equation (4.10): therefore, note that
2d/τ with the definition of j from (1.5). Thus,
Next, we bound the sum in the second term in (4.7):
The first factor inside the sum on the RHS of (4.14) can be bounded with Proposition A.6 and the mixing property as follows: let {Z(s) ∈ A} be measurable for s ∈ I n(k) , then
′ . Thus, with (4.15), the mean of the second term in (4.7) behaves as
Consequently, with (4.13) this error is negligible, too. The approximation error is bounded as in the proof of Theorem 1.12:
One finds that the definition of δ := 1/(1+s ′ log λ min / log λ max ) equalizes both rates; here we bound (log k)
by (log k) 2d/τ as we want to have a rate of convergence which is independent of p ′ . This finishes the first part of the statement. Next, we consider conditions for almost-sure convergence off j . Since the approximation error vanishes a.s. for a Besov function, we can start with the bound for the empirical error given in equation (4.7). For the first term in equation (4.7), we use again that
d |S k | and show that both
Clearly, we have for the first term of (4.16)
This is summable, i.e., k∈AE
2 < ∞ because I n(k) grows polynomially. An application of the first Borel-Cantelli Lemma yields that |S k | → 0 a.s. For the second term in (4.16) we find with a few computations
Using the growth assumptions on the running maximum, n * (k) := max 1≤i≤N n i (k), from Condition 1.9 (c), we easily find that this LHS can be bounded as
In particular, this expression is summable. Hence, both terms in (4.16) converge to zero a.s. Consequently, the first term in (4.7) converges to zero a.s. We come to the second sum in (4.7). The probability that this bound exceeds ε > 0 can be computed with the help of equation (4.15) as
This last O-expression is summable arguing similar to (4.17). This finishes the proof.
We shortly sketch the main details of the proof of Theorem 1.17
Proof of Theorem 1.17. The structure of the proof is the same as the proof of Theorem 1.16. What differs are the bounds as we have an i.i.d. sample. We use the same definitions as before and set formally I n(k) := {1, . . . , k}. It suffices to consider the first term of (4.7) which can be bounded by |M|
One finds with Theorem 9.1 of Györfi et al. [2002] and the definition of the resolution j that
Note that we bound again (log n)
It follows the proof of the rate of convergence for the hard thresholding estimator.
Proof of Theorem 2.1. We assume w.l.o.g. throughout the proof that the support of each wavelet Ψ k is inside the cube [0, L] d for all k = 0, . . . , |M| − 1 and for some L ∈ AE + . Furthermore, we bound some quantities with the help of f s,p,∞ , here this norm is computed w.r.t. a coarsest resolutionj 0 which is smaller or equal than the increasing resolution index j 0 . Write the approximation w.r.t. to the j 1 -th and j 0 -th resolution as
In the second case p ≥ p ′ , the density has bounded support; hence, this term can be bounded similarly by |M| − j 0 s times a constant over all p ′ ∈ [1, ∞).
To be more precise, we find in this case 24) where C A is the constant which depends on the support of f and which is introduced in the proof of Theoerem 1.12. This finishes the computations on the first error in (4.21). For the second error in (4.21) we find with Proposition A.6 and the norm inequalities in l p ′ in both cases p ′ ≥ p and p ′ < p:
Mark that the term inside the exp-expression can be bounded from below by (log(|I n |/R(n))) 2 times a suitable constant. Hence, this error term is dominated by the linear error term and negligible. The third error in (4.21) can be bounded with Hölders inequality. We have in both cases p ′ ≥ p and p ′ < p for r and r ′ Hölder conjugate with Proposition A.6, Theorem A.7 and similar computations as in equation (4.3)
(4.26)
Again this error is dominated by the linear error. The fourth error in (4.21) can be treated similar: We use that (4.27) With the definition that ε = sp − (p ′ − p). Note that (4.27) is asymptotically less than the first nonlinear error term given in (4.23) and can be neglected. Analogously, in the case that p ′ ≤ p this error term can be bounded by |M| − j 0 s times a constant which is of the same order of magnitude as the first nonlinear error from (4.21) is in this case. More precisely, we have for the fourth error in the case p ′ ≤ p the bound
where we use again the uniform bound on the expectation as in the first case. Note that this error is again negligible when compared to the first error in the case p ′ ≤ p from equation (4.24). The conclusion follows by a comparison between the rates of the bias term given in (4.19), of the linear error term given in (4.20) and the first nonlinear error term given in (4.23). This finishes the proof.
Appendix A. Exponential inequalities for dependent sums
Since we shall be dealing in general with a (finite) collection of basis functions, we need quantitative concepts which describe, how well a given class of functions can be covered:
be endowed with a probability measure ν and let G be a set of real valued Borel functions on Ê d and let ε > 0. Every finite collection g 1 , . . . , g N of Borel functions
Evidently, the covering number is monotone:
The covering number can be bounded uniformly over all probability measures for a class of bounded functions under mild regularity conditions. Thus, the following covering condition is appropriate for many function classes G. 
: g ∈ G the class of all subgraphs of the class G. Condition A.2 is satisfied if the Vapnik-Chervonenkis dimension of G + is at least two, i.e., V G + ≥ 2 and if ε sufficiently small: Proposition A.3 (Bound on the covering number, Györfi et al. [2002] Theorem 9.4 and Haussler [1992] ). Let 
In particular, in the case that G is an r-dimensional linear space, we have V G + ≤ r + 1.
Davydov's inequality relates the covariance of two random variables to the α-mixing coefficient: Let p, q, r ≥ 1 be Hölder conjugate, i.e., p
When it comes to estimating the density f , it will be crucial to derive upper bounds on the probability of events of the type 
where D 1 , D 2 > 0 are constants depending on the dimension N and P(n) , Q(n) are arbitrary non-decreasing
To conclude this section, we state useful technical results based on Theorem A.5. 
Proof of Proposition A.6. We make the definitions:
Furthermore, we denote the smallest coordinate of n ∈ AE N by n * := min 1≤i≤N n i . We consider the first factor of the RHS of (A.2) and show that under the stated conditions we have
By assumption the mixing coefficient satisfies α(q) ≤ c 0 exp(−c 1 q), for two constants c 0 , c 1 ∈ Ê ≥0 and q = min 1≤i≤N Q i . Therefore it suffices to show that
Note that for a, b ≥ 2, we have ab ≥ a + b. We make the definition η := N/N + 1. Let n * ≥ e 2 , then for any
This proves (A.4) and consequently, that (A.3) is finite. We come to the second term inside the second factor of (A.2). Define β := (2 N+2 eBP) −1 which fulfills the requirements of Theorem A.5. Then,
This proves that È s∈I n Z(s) > ε ≤ A exp −ε/(2 N+2 e BP) for a constant A ∈ Ê + which only depends on the lattice dimension N and on the bound of the mixing coefficients determined by the numbers c 0 and c 1 .
With the previous Proposition A.6 we can prove the following statements Theorem A.7 (Integrability of dependent sums). Let the real valued random field Z satisfy Condition 1.9 (a). 
We can use Davydov's inequality from A.4 to infer that
Cov(Z(s), Z(t))
for a suitable constant C which only depends on (the bound of) the mixing rates. If p ≤ 2, we use Hölder's inequality
to obtain the result. In the case that p ∈ (1, ∞), we use the exponential inequality from Proposition A.6:
for suitable constants C 1 , C 2 ∈ Ê + which only depend on p, on the lattice dimension N and on (the bound of) the mixing rates. 
where A 1 , A 2 and A 3 only depend on N ∈ AE + and on the bound of the mixing coefficients given by c 0 ,
In practice, we use the bound given in Theorem A.8 on an increasing sequence (n(k) : k ∈ AE) ⊆ N and on increasing function classes G k whose essential bounds B k increase with the size of the index sets I n(k) . Hence, it is possible to omit the first |I n |-dependent term in the above theorem under a certain condition: let a sequence of function classes G k with bounds B k and a sequence (ε k : k ∈ AE + ) ⊆ Ê + be given such that
then the above equation reduces to
Proof of Theorem A.8. We assume that the probability space is additionally endowed with the i.i.d. random variables Z ′ (s) for s ∈ I n which have the same marginal laws as the Z(s). We define
Thus, we can decompose
In the following, we suppress the ω-wise notation; let now g ∈ U k be arbitrary but fixed, then
Thus, using equation (A.9), we get for each summand in (A.8)
The second term on the right-hand side of (A.10) can be estimated using Hoeffding's inequality, we have
We apply the Bernstein inequality for strong spatial mixing data from Theorem A.5 to the first term of equation (A.10) . We obtain for the first term on the right-hand side of (A.10) with Proposition A.6 → 0 as k → ∞,
Furthermore, there is a constant 0 < C < ∞ such that
log n i (k)
If additionally, lim inf k→∞
Proof of C.2. We use the inequality |f
We consider the first term and prove the desired convergence. Set m := sup{ b u L 1 (λ d ) : u ∈ AE + }, then
From Theorem A.8, we infer that the right-hand side of the distribution in (C.2) can be estimated with
Set G k := {b u : 1 ≤ u ≤ K k }. Since G k contains K k functions, the Vapnik-Chervonenkis dimension of G + k is bounded by log K k / log 2. Hence, the covering number is at most (cf. Proposition A.3 ) log H G k ε 32 ≤ log 3 + 2/ log 2 log(192eB k /ε) log K k ≤ A 0 log K k log(B k /ε), (C.4) for a suitable A 0 ∈ Ê + . Combining equations (C.2), (C.3) and (C.4), we find for ε sufficiently small
(C.5)
. By assumption K k v → 0 (as k → ∞) and if k is sufficiently large
where we use both (ρ − N/(N + 1)) ≤ 1 and log K k ≤ (ρ − N/(N + 1))
log n i (k) if k is sufficiently large. Thus, it follows that the RHS of (C.5) is in O(K k v) as desired. The a.s.-consistency off k follows from the first Borel-Cantelli Lemma: we deduce from equations (C.2), (C.3), (C.4) and (C.5)
if k is sufficently large. Here we use again, that ultimately,
log n i (k) log(ε −1 )
By assumption (C.6) is summable over k ∈ AE + .
It is well-known that the following regularity conditions ensure that convergence w.r.t. the L 1 -norm is implied by convergence w.r.t. the L 2 -norm: (1) f k → f a.e. w.r.t. 
Proof of Theorem C.3. The proof works similar as the proof of Theorem C.2. For the estimation error we use the inequality
Proceed now as in the proof of Theorem C.2 and show that given
we have
a.s.-convergence follows as in Theorem C.2, replace formally ε resp. K k by √ ε resp. √ K k .
To conclude, we compare the rates of convergence for the dependent samples with those for an independent sample. Proof of Theorem C.4. We use the following two estimates based on Györfi et al. [2002] Theorem 9.1: firstly
for the choice v := K k B k (log k) 1+ε /k 1/2 and ε > 0. We use log H G k v/K k 8
∈ O(log K k log k) which is asymptotically in o (log k) 2(1+ε) . And secondly,
for the choice v := K k B 2 k (log k) 2(1+ε) /k. We use again that log
