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Abstract
This article serves as a continuation for the discussion in [1], we analyze the invariance properties of the gravity path-
integral measure derived from canonical framework, and discuss which path-integral formula may be employed in the concrete
computation e.g. constructing a spin-foam model, so that the final model can be interpreted as a physical inner product in the
canonical theory.
The present article is divided into two parts, the first part is concerning the gauge invariance of the canonical path-integral
measure for gravity from the reduced phase space quantization. We show that the path-integral measure is invariant under all
the gauge transformations generated by all the constraints. These gauge transformations are the local symmetries of the gravity
action, which is implemented without anomaly at the quantum level by the invariant path-integral measure. However, these
gauge transformations coincide with the spacetime diffeomorphisms only when the equations of motion is imposed. But the
path-integral measure is not invariant under spacetime diffeomorphisms, i.e. the local symmetry of spacetime diffeomorphisms
become anomalous in the reduced phase space path-integral quantization.
In the second part, we present a path-integral formula, which formally solves all the quantum constraint equations of gravity,
and further results in a rigging map in the sense of refined algebraic quantization (RAQ). Then we give a formal path-integral
expression of the physical inner product in loop quantum gravity (LQG). This path-integral expression is simpler than the
one from reduced phase space quantization, since all the gauge fixing conditions are removed except the time-gauge. The
resulting path-integral measure is different from the product Lebesgue measure up to a local measure factor containing both
the spacetime volume element and the spatial volume element. This formal path-integral expression of the physical inner
product can be a starting point for constructing a spin-foam model.
∗mhan@aei.mpg.de
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2
1 Introduction
The path-integral measure plays an important role in the path-integral quantization of a dynamical system. However at first look,
the choice of path-integral measure is ambiguous. Even for a simple system like a free particle on R3, all the different measures
on the space of paths can play the role as a path-integral measure, and lead to different quantum theories. Usually the way to
select a right measure for path-integral is to establish the equivalence with the canonical quantization of the same system. For the
simple systems, e.g. a free particle on R3 and the free fields on the Minkowski spacetime, the correct path-integral measures are
simply the formal Lebesgue measures. But for general systems more complicated than these, in particular a constrained system, the
path-integral measure is unlikely to be always a Lebesgue meausure. It is suggested by the literatures e.g. [2] that for a general
constrained system, one should use a measure derived from the Liouville measure on the reduced phase space. The reason is that
the reduced phase space Liouville measure has direct relation with the canonical quantization in the reduced phase space of the
constrained system. The path-integral formulation is of interest in the quantization of general relativity (GR), a theory where space-
time covariance plays a key role. The spacetime diffeomorphism of GR results in that GR formulate gravity as a dynamical system
with a number of first-class constraints with some certain complications. In quantizing such a complicated dynamical system as GR,
one has to be careful about the choice of path-integral measure.
Currently loop quantum gravity (LQG) is a mathematically rigorous quantization of general relativity that preserves background
independence — for reviews, see [3, 4]. The spin-foam model can be thought of as a path-integral framework for loop quantum
gravity, directly motivated from the ideas of path-integral adapted to reparametrization-invariant theories [5, 6]. So far, however only
the kinematical structure of LQG is used in motivating the spin-foam framework, while the canonical formulation of the dynamics
in LQG doesn’t contribute to the current spin-foam models. Instead the resulting framework is remarkably close to the path-integral
quantization of so-called BF theory, a topological field theory whose quantization is exactly known [7]. GR can in fact be formulated
as a contrained BF theory, yielding the Plebanski formulation [8], and for this reason the Plebanski formulation is usually the starting
point for deriving the dynamics of spin-foams. However, the consistency between spin-foam model and canonical framework of LQG
hasn’t been well understood. And the path-integral measure consistent with canonical theory hasn’t been incorporated in the current
spin-foam models yet.
In [1], we derive two path-integral formulations for both the Holst and Plebanski-Holst actions from the reduced phase space
quantization. Thus we show that their path-integral measures are consistent with the canonical theory, so they are candidates for the
spin-foam construction. However, there are immediately two questions concerning the resulting path-integral formulae:
1. The first question is a conceptual question: The resulting path-integral measure1 is not a formal Lebesgue measure, but
with a so called, local measure factor of the shape VnVms , where V is the spacetime volume element and Vs is the spatial
volume element. And the powers m, n are different between the cases of the Holst action and the Plebanski-Holst action. The
appearance of spatial volume element breaks the manifest spacetime diffeomorphism invariance of the path-integral measure,
which leads to the first question: What is the implication of this diffeomorphism non-invariant path-integral measure? Does it
mean that this path-integral quantization of gravity breaks the spacetime diffeomorphism invariance?
2. The second one is a practical question: In the path-integral formulae in [1] given by reduced phase space quantization,
the integrands contain several gauge fixing conditions, one for each first-class constraints. This fact reflects that we are
considering the quantization of a gauge system. For the conventional computation of the path-integral amplitude, one often
need to introduce the ghost fields and write down an effective action. However, if we consider the background independent
quantization for GR such as the spin-foam models, the gauge fixing terms are too complicated to be implemented. Then
the question is: Can we find some ways to circumvent the gauge fixing conditions, in order to make path-integrals in [1]
computable?
Our answer for the first question is: If our path-integral quantization is consistent with the canonical theory of gravity, then
the local symmetry of spacetime diffeomorphism is broken in the quantum level. The reason is the following: It turns out in [9]
1In a path-integral formula
∫
Dµ eiS , some author use the term “a path-integral measure” referring to Dµ, but some others use it referring to Dµ eiS . We are
following the first convention. But there is no different between these two convention when we are consider the invariance of the path-integral measure under the
symmetries of the action S .
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that the local symmetry group Diff(M) corresponding to the spacetime diffeomorphisms is not projectable under the projection map
from the space of metric to the phase space. There doesn’t exist any canonical generator on the phase space generating spacetime
diffeomorphisms for the phase space variables. Thus Diff(M) is not the group of gauge symmetries in the canonical GR. A direct
consequence is that the first-class constraints (the spatial diffeomorphism constraint and the Hamiltonian constraint) generate a
constraint algebra which is not a Lie algebra, i.e. the structure functions appears. Therefore the gauge transformations doesn’t
form a group in the canonical theory of gravity, since they are generated by the first-class constraints. The collection of the gauge
transformations is at most an enveloping algebra, whose generic element is a product of infinitesimal gauge transformations. We
refer to this enveloping algebra as the “Bergmann-Komar group” BK(M) [10]. It coincides with Diff(M) only when the equation of
motion is imposed. This Bergmann-Komar group essentially determines the dynamical symmetry of canonical GR, while Diff(M)
is only the kinematical symmetry of the theory. Here by kinematical we mean that the symmetry group is insensitive to the form of
the Lagrangian. This point can be illustrated by comparing the Einstein-Hilbert action with the high-derivative action∫
d4x
√∣∣∣ det g(x)∣∣∣ Rαβγδ(x) Rαβγδ(x). (1.1)
Both the actions are spacetime diffeomorphism invariant, but their dynamics are dramatically different, which can be seen from their
constraints.
Therefore we can see that a path-integral quantization of GR with the local symmetries of Diff(M) cannot be consistent with the
canonical theory with the gauge symmetries of BK(M). They are consistent at most in the semiclassical limit. Then an immediate
question is whether the dynamical symmetry of the Bergmann-Komar group BK(M) is implemented in our path-integral quantization
in [1]. The answer is positive. We will show in the present paper that the Bergmann-Komar group BK(M), which is also a collection
of local symmetry of the gravity action, is implemented anomaly-freely in the path-integral quantization derived from reduced phase
space quantization. Therefore all the informations of the dynamical gauge symmetry have been incorporated in this path-integral
quantization. Moreover, if we approximate the path-integral around a classical solution of the equation of motion, the semiclassical
limit recovers the spacetime diffeomorphism invariance.
Since our path-integral measure is derived from canonical framework of GR, instead of asking it to be diffeomorphism invariant,
one should rather ask whether it can solve all the quantum constraint equations. More precisely, given the kinematical Hilbert space
HKin of GR (which can be realized by the kinematical Hilbert space in LQG), we represent the classical constraints CI to be operators
ˆCI on the kinematical Hilbert space. Then the quantum constraint equations are ˆCIΨ = 0. A correct path-integral formula should
gives a rigging map for the refined algebraic quantization (RAQ) [11], mapping the kinematical states in a dense domain of HKin to
the space of solutions of the quantum constraint equations. In the present paper, we will show that the path-integral formula derived
from reduced phase space quantization does give the desired rigging map (will be denoted by ηω), which formally solves all the
(Abelianized) constraints of GR quantum mechanically. Finally we can write down formally a physical inner product of LQG in
terms of this path-integral formula. This result means that this path-integral formula correctly represents the quantum dynamics of
GR.
Our resulting path-integral expression of the physical inner product also effectively answer the second question above. It turns
out that all the gauge fixing conditions are removed in the path-integral representing the physical inner product, except the so
called, time-gauge. For example, we will show that the physical inner product can be formally represented by a path-integral of the
Plebanski-Holst action
〈ηω( f ′)|ηω( f )〉Phys = ZT ( f , f
′)
ZT (ω,ω)
ZT ( f , f ′) =
∫
II±
DωIJα DBIJαβ
∏
x∈M
V13/2V9s δ20
(
ǫIJKL BIJαβ B
KL
γδ −
1
4!
Vǫαβγδ
)
δ3(Tc)
×
[
exp i
∫
M
BIJ ∧ (F − 1
γ
∗ F)
]
f
(
Aia
)
t f
f ′
(
Aia
)
ti
(1.2)
where V and Vs are spacetime volume element and spatial volume element respectively. The time-gauge Tc has to be there since
our analysis starts from the Ashtekar-Barbero-Immirzi Hamiltonian formulation [12], which is the starting point of LQG. Since the
gauge fixing conditions disappear, this physical inner product represented by the path-integral is ready for the concrete computation,
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by employing the technique of the spin-form model. The resulting spin-foam model will possess a direct canonical interpretation as
a physical inner product.
One can see from Eq.(1.2) that, as we expected, the local measure factor V13/2V9s appears in the physical inner product, it
actually reflects the fact that we are considering a dynamical system with constraints. The quantum effect of this type of local
measure factor has been discussed in the literature since 1960s (see for instance [13, 14]) in the formalism of geometrodynamics
and its background-dependent quantizations (stationary phase approximation). The outcome from the earlier investigations appears
that in the background-dependent quantization, this local measure factor only contributes to a divergent part of the loop-order
amplitude, thus their meanings essentially depend on the regularization scheme. Then it turns out that one can always choose certain
regularization schemes such that, either the local measure factor never contributes to the transition amplitude (e.g. dimensional
regularization), or it is canceled by the divergence from the action [13, 14]. Thus in the end, the effect from the local measure factor
may be ignored in the practical computation of background-dependent quantization.
In the formalism of connection-dynamics for GR, however, when we perform background-independent quantization like the
spin-foam models, in principle the local measure factor should not be simply ignored, because the regularization arguments in
background-dependent quantization are not motivated in the background-independent context anymore. For example, the spin-foam
models are defined on a triangulation of the spacetime manifold with a finite number of vertices, where at each vertex the value
of the local measure factor is finite, and the action also doesn’t show any divergence. Thus in principle one has to consider the
quantum effect implied by this local measure factor in the context of spin-foam model, if one wants to relate the spin-foam model
to the canonical theory. An immediate consequence is that the crossing symmetry in spin-foam model may be broken by the spatial
volume measure factor, which is consistent with the canonical LQG in terms of Hamiltonian constraint operator and master constraint
operator [15].
The present article is organized as follows:
In section 2, we first review the reduced phase space quantization for a general constrained system, and perform the derivation
for its path-integral formulation. And give a general argument about in which circumstance the path-integral measure is invariant
under the infinitesimal gauge transformations generated by the first-class constraints.
In section 3, the general consideration is applied to the case of GR. We analyze the path-integral measures for both the ADM
formalism and the Holst action. We show that the path-integral measures is invariant under the Bergmann-Komar group, which is also
a collection of the local symmetries. However, the spacetime diffeomorphism symmetries become anomalous in this path-integral
quantization.
In section 4, we first briefly review the general programme of refined algebraic quantization. Then for a general time-reparametrization
invariant constrained system, we give a general formal expression of the rigging map by using the path-integral from its reduced
phase space quantization. After that we apply the general expression to the case of gravity coupling with 4 real massless scalar field.
In the end, we obtain the physical inner product of GR formally represented by a path-integral formula of the Holst action or the
Plebanski-Holst action.
2 A general dynamical system with both first-class and second-class constraints
2.1 Reduce phase space quantizations of the constraint system
We first consider a general reparametrization-invariant dynamical system, whose Hamiltonian is a linear combination of constraints.
We will employ the relational framework to construct Dirac observables of the system [16] and then perform the canonical quantiza-
tion in reduced phase space. The advantages of this approach are that: (1) We will obtain a direct interpretation for the path-integral
amplitude with boundary kinematical state as the physical inner poduct between physical states in the canonical reduced phase space
quantization in terms of relational framework; (2) This approach will also help us in considering the rigging map in refined algebraic
quantization, which will be proposed in the section 4.
We first briefly recall the relational framework of constructing Dirac observables for general covariant systems (see [16] for
details, see also [17]). First of all, we consider the phase space for a dynamical system (M, ω) with a collection of the first-class
constraints CI , I ∈ I which is an arbitrary index set. These first-class constraints in the most general case close under the Poisson
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bracket from ω:
{CI ,CJ} = f KIJ CK (2.1)
where f KIJ in general is a structure function. If the dynamical system also has a number of second-class constraints Φi, we denote by
M the constraint surface where all the second-class constraints vanish, and ω is the Dirac symplectic structure on M. We choose a
collection of the gauge variant functions T I (clock functions), I ∈ I, providing a local coordinatization of the gauge orbit [m] of any
point m in the phase space, at least in a neighborhood of the constraint surface M := {m ∈ M | CI(m) = 0, ∀I ∈ I}. It follows that
the matrix AJI := {CI , T J} must be locally invertible. Consider the equivalent set of constraints
C′I :=
∑
J
[A−1]JI CJ (2.2)
the new set of constraints has the properties that {C′I , T J} ≈ δJI and their Hamiltonian vector fields XI := χC′I are weakly commuting.
For any real numbers βI
Xβ :=
∑
I
βI XI . (2.3)
Then the gauge transformation can be expressed in terms of formal Taylor series for any function f on the phase space
αβ( f ) := exp(Xβ) · f =
∞∑
n=0
1
n!
Xnβ · f (2.4)
by the mutually weak commutativity of XI . The idea of relational framework is that by using the gauge variant clock variables
T I , we construct a (at least weakly) gauge invariant Dirac observable from each gauge variant phase space function. The resulting
Dirac oberservables can separate the points on the reduce phase space. It allows one to coordinatize the reduced phase space by the
Dirac observables so constructed. Given a collection of the phase space constants τI , the weakly gauge invariant Dirac observable
associated with the partial observables f and T I are defined by [16]
O f (τ) := [αβ( f )]αβ(T I )=τI . (2.5)
One can check that αβ(T I) ≈ T I + βI . Notice that after equating βI with τI − T I , the previously phase space independent quantities β
become phase space dependent, therefore it is important in Eq.(2.5) to first compute the action of Xβ with βI treated as phase space
independent and only then to set it equal to τI − T I . Therefore on the constraint surface O f (τ) can be expressed as formal series
O f (τ) ≈ [αβ( f )]βI=τI−T I =
∞∑
{kI }=0
∏
I
(τI − T I)kI
kI!
∏
I
(XI)kI · f (2.6)
A significant consequence of the above construction is that the map O(τ) : f → O f (τ) is a weak Poisson homomorphism (homomor-
phism only on M) from the Poisson algebra of the functions on the constraint surface defined by CI ,T J with respect to the Dirac
bracket {, }D to the Poisson algebra of the weak Dirac observables O f (τ) [16]. To write the relation explicitly,
O f (τ) + O f ′ (τ) = O f+ f ′ (τ), O f (τ)O f ′ (τ) ≈ O f f ′ (τ),
{O f (τ),O f ′ (τ)} ≈ {O f (τ),O f ′(τ)}D ≈ O{ f , f ′}D (τ) (2.7)
where the Dirac bracket is explicitly given by
{ f , f ′}D = { f , f ′} − { f ,CI}[A−1]IJ{T J , f ′} + { f ′,CI}[A−1]IJ{T J , f }. (2.8)
Suppose that we can choose the canonical coordinates, such that the clock functions T I are some of the canonical coordinates,
we write down the complete canonical pairs (qa, pa) and (T I , PI) where PI is the conjugate momentum of T I . And at least locally
one can write the constraints CI in an equivalent form:
˜CI = PI + hI(qa, pa, T J) (2.9)
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thus one can solve the constraints by setting PI = −hI(qa, pa, T J). On the constraint surface, the Dirac observable associated with
the clocks T I
OT I (τ) := [αβ(T I)]αβ(T I )=τI = τI (2.10)
is simply a constant on the phase space. We also define the Dirac observables associated with the canonical pairs (qa, pa)
Qa(τ) := Oqa (τ) Pa(τ) := Opa (τ) (2.11)
and the “equal-time” Poisson bracket:
{Pa(τ), Qb(τ)} ≈ δba {Pa(τ), Pb(τ)} ≈ {Qa(τ), Qb(τ)} ≈ 0 (2.12)
Thus we can see that for each τ the pairs (Qa(τ), Pa(τ)) form the canonical coordinates of the reduced phase space.
On the other hand, the collection of the constraints ˜CI = PI + hI(qa, pa, T J) forms a strongly Abelean constraint algebra. The
reason is the following: ˜CI’s are first class, i.e. { ˜CI , ˜CJ} = ˜f KIJ ˜CK for some new structure function ˜f . the left hand side is independent
of PI , so must be the right hand side. Then the right hand side can be evaluated at any value of PI . So we set PI = −hI . If we write
C′I =
∑
J KIJ ˜CJ for a regular matrix K and since {C′I , T J} ≈ δJI = { ˜CI , T J}, we obtain that KIJ ≈ δJI and C′I = ˜CI + O(C2), which
means that C′I and ˜CI is different by the terms quadratic in the constraints. It follows that the Hamiltonian vector fields XI and ˜XI
of C′I and ˜CI are weakly commuting. We now set HI(τ) = HI(Qa(τ), Pa(τ), τ) := OhI (τ) ≈ hI(Qa(τ), Pa(τ), τ). For any function f
depending only on pa and qa, we have the “equal-time”commutator:
{HI(τ),O f (τ)} ≈ O{hI , f }D (τ) = O{hI , f }(τ) = O{ ˜CI , f }(τ) =
∑
{k}
∏
J
(τJ − T J)kJ
kJ!
∏
J
XkJJ · ˜XI · f
≈
∑
{k}
∏
J
(τJ − T J)kJ
kJ!
˜XI ·
∏
J
XkJJ · f ≈
∑
{k}
∏
J
(τJ − T J)kJ
kJ!
XI ·
∏
J
XkJJ · f
=
∂
∂τI
O f (τ) (2.13)
which means that the Dirac observable HI(τ) is a “time-dependent” generator for the gauge flow on the constraint surface. Thus
we call HI(τ) the (time-dependent) physical Hamiltonian if we are dealing with a general reparametrization-invariant system with
vanishing Hamiltonian. Moreover, the algebra of the physical Hamiltonians is weakly Abelean, because the flows ατ : O f (τ0) 7→
O f (τ + τ0) forms a Abelean group of weak automorphisms.
Then we come to the quantization on the reduced phase space, where all the classical constraint is solved and all the classical
elementary observables are invariant under gauge transformation. We start our quantization in Heisenberg picture. On the kinemat-
ical level, the quantum algebra A is generated by the gauge invariant observables ˆQa(τ) and ˆPa(τ) with the “equal-time” canonical
commutation relation for any τ (in particular τ = 0)
[ ˆPa(τ), ˆQb(τ)] = −i{Pa(τ), Qb(τ)} ≈ −iδba
[ ˆPa(τ), ˆPb(τ)] = −i{Pa(τ), Pb(τ)} ≈ 0
[ ˆQa(τ), ˆQb(τ)] = −i{Qa(τ), Qb(τ)} ≈ 0. (2.14)
Given the quantum algebra A, one can find the representation Hilbert space H of A via GNS construction by any positive linear
functional on A. Note that we can call H the physical Hilbert space because all the constraints have been solved in the classical
level. Furthermore,
Definition 2.1. We say that the quantum dynamics exists for the present system provided that there exists a representation H such
that for each τ all the physical Hamiltonians HI(Qa(τ), Pa(τ), τ) are represented as the densely defined self-adjoint operators on H .
We say that the quantum dynamics is anomaly-free provided that all physical Hamiltonians HI(Qa(τ), Pa(τ), τ) form a commutative
algebra for each τ.
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If the quantum dynamics is anomaly-free, it means that all the classical gauge symmetries are manifestly reproduced in the
quantum theory. Suppose we have a representation of A such that an anomaly-free quantum dynamics exists, on this representation,
we have the Heisenberg picture “equation of motion” from Eq.(2.13):
[HI( ˆQa(τ), ˆPa(τ), τ), ˆO f (τ)] = −i{HI(Qa(τ), Pa(τ), τ),O f (τ)} ≈ −i ∂
∂τI
ˆO f (τ) (2.15)
thus the operators ˆHI(τ) ≡ HI( ˆQa(τ), ˆPa(τ), τ) are the physical Hamiltonian operators of the quantum system, which generate the
multi-finger evolutions of the Heisenberg operators. On the other hand, The time-dependent operators ˆHI(τ) := HI( ˆQa(0), ˆPa(0), τ)
generate the multi-finger evolution of quantum states in Scho¨dinger picture. For each I, a unitary propagator UI(τI , τ′I) is defined by
a formal Dyson expansion:
UI(τI , τ′I) := 1 +
∞∑
n=1
(−i)n
∫ τI
τ′I
dτI,n
∫ τI,n
τ′I
dτI,n−1 · · ·
∫ τI,2
τ′I
dτI,1 ˆHI
(
τI,1
) · · · ˆHI(τI,n) (2.16)
which at least formally solves the Scho¨dinger equation
i
d
dτI
UI(τI , τ′I) = ˆHI
(
τI
)
UI(τI , τ′I). (2.17)
Since the representation is anomaly-free, we define the multi-finger evolution unitary propagator U(τ, τ′) by
U(τ, τ′) :=
∏
I
UI(τI , τ′I) (2.18)
Given two “multi-finger time” τN = {τI,N }I , τ0 = {τI,0}I and two physical state (Heisenberg states) Ψ,Ψ′ ∈ H , their corresponding
Scho¨dinger states are denoted by Ψ(τN),Ψ′(τ0). The physical multi-finger transition amplitude is defined by the physical inner
product between these two physical Heisenberg states 〈Ψ|Ψ′〉. We then perform the standard skeletonization procedure [18] for this
physical transition amplitude:
〈Ψ|Ψ′〉 = 〈Ψ(τN)|U(τN , τ0)|Ψ′(τ0)〉
=
∫
dQa(τN)dQa(τN−1) · · · dQa(τ1)dQa(τ0)
×〈Ψ|Qa(τN)〉〈Qa(τN)|Qa(τN−1)〉 · · · 〈Qa(τ1)|Qa(τ0)〉〈Qa(τ0)|Ψ′〉 (2.19)
where |Qa(τ)〉〈Qa(τ)| is the projection valued measure associated with ˆQa(τ) (we assume ˆQa(τ) is represented as a self-adjoint
operator for each τ). From Eq.(2.19), we see that a (discrete) path c in the space of τ is selected for this skeletonization precedure.
We denote byT the space of τ and by c : R→ T the path parametrized by the parameter t, and c(tn) = τn. We will call this parameter
t the “external time parameter”. However the value of 〈Ψ|Ψ′〉 is manifestly independent of the choice of the path c (external-time
reparametrization) by the anomaly-freeness. This fact is a reflection of the general covariance of the system.
Following the way in [18], we arrive at a formal path-integral formula of the physical inner product of Heisenberg states:
〈Ψ|Ψ′〉
=
∫ [ N−1∏
n=0
dPa(c(tn))
][ N∏
n=0
dQa(c(tn))
]
Ψ
(
Qa(c(tN)), c(tN)
)
Ψ′
(
Qa(c(t0)), c(t0)
)
× exp i
N∑
n=1
[∑
a
Pa(c(tn−1))
(
Qa(c(tn)) − Qa(c(tn−1))
)
−
∑
I
(
cI(tn) − cI(tn−1)
)
HI(c(tn−1))
]
(2.20)
Formally take the continuous limit N → ∞, we obtain a formal Hamiltonian path-integral expression:
〈Ψ|Ψ′〉
=
∫ ∏
t∈[ti ,t f ]
[
dPa(c(t)) dQa(c(t))
]
e
i
∫ t f
ti
dt[Pa(c(t)) ˙Qa (c(t))−HI (c(t))c˙I (t)]
Ψ
(
Qa(c(t f )), c(t f )
)
Ψ′
(
Qa(c(ti)), c(ti)
)
=
∫ ∏
t∈[ti ,t f ]
[
dPa(c(t)) dQa(c(t)) dPI(t) dT I(t)
] ∏
t∈[ti ,t f ]
δ
(
PI(t) + HI(c(t))) δ (T I(t) − cI(t)) ei ∫ t fti dt[Pa(c(t)) ˙Qa (c(t))+PI (t) ˙T I (t)]
×Ψ
(
Qa(c(t f )), T I(t f )
)
Ψ′
(
Qa(c(ti)), T I(ti)
)
(2.21)
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Because of the δ-functions δ
(
T I(t)−cI(t)
)
, each Qa(τ) ≈ [αβ(qa)]βI=τI−T I reduces to qa and the same for the momenta Pa(τ). Therefore
〈Ψ|Ψ′〉
=
∫ ∏
t∈[ti ,t f ]
[
dpa(t) dqa(t) dPI(t) dT I(t)
] ∏
t∈[ti ,t f ]
δ
(
PI(t) + HI(t)
)
δ
(
T I(t) − cI(t)
)
e
i
∫ t f
ti
dt[pa(t)q˙a(t)+PI (t) ˙T I (t)]
×Ψ
(
qa(t f ), T I(t f )
)
Ψ′
(
qa(ti), T I(ti)
)
(2.22)
Eq.(2.22) can also be shortly written as
〈Ψ|Ψ′〉
=
∫
DpaDqaDPIDT I
∏
t,I
[
δ
(
PI + hI
)
δ
(
T I − τI
)]
e
i
∫ t f
ti
dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] Ψ(qaf , T If ) Ψ′(qai , T Ii ) (2.23)
This result implies that the path-integral amplitude with boundary kinematical states Ψ(qaf , T If ) and Ψ′(qai , T Ii ) can be interpreted as
the physical inner product between the corresponding physical states in the relational framework (we will come back and discuss
more about this point in section 4.2). On the other hand, it is also a Faddeev-Popov path-integral formula with the gauge fixing
functions T I − τI and unit Faddeev-Popov determinant. We can also obtain the path-integral with the original constraint CI and
general gauge fixing condition ξI (two sets of the equations ξI = 0 and T I = τI have to share the same solutions) by the relation:
√
|D1|
∏
I
[
δ(CI) δ(ξI)
]
≡ det
(
{CI , ξJ}
) ∏
I
[
δ(CI) δ(ξI)
]
= det
(
{PK , T L}
)
det
(
∂CI
∂PK
)
det
(
∂ξJ
∂T L
)∏
I
[
δ(CI) δ(ξI)
]
= det
(
{PI , T J}
) ∏
I
[
δ(PI + hI) δ(T I − τI )
]
(2.24)
where
√|D1| denotes the Faddeev-Popov determinant. Recall that if the dynamical system also has a number of second-class
constraints Φi, the formal measure DpaDqaDPIDT I is the Liouville measure on the constraint surface where all second-class
constraints vanish. Then it turns out that (the proof will be shown shortly later)
DpaDqaDPIDT I = DxA(t)
∏
t∈[ti ,t f ]
√
detω[xA(t)]
√
|D2[xA(t)]| δ
(
Φi[xA(t)]
)
(2.25)
where DxA(t)∏t √detω[xA(t)] is the Liouville measure on the full phase space, Φα are the second-class constraints, and |D2| =
det
(
{Φα,Φβ}
)
is the Dirac determinant. Inserting these relations into Eq.(2.23)
〈Ψ|Ψ′〉
=
∫
DxA(t)
∏
t∈[ti ,t f ]
√
detω[xA(t)]
∏
t∈[ti ,t f ]
[ √
|D1[xA(t)]| δ
(
CI [xA(t)]
)
δ
(
ξI[xA(t)]
)] ∏
t∈[ti ,t f ]
[ √
|D2[xA(t)]| δ
(
Φi[xA(t)]
)]
× exp
(
iS [xA(t)]
)
Ψ[xA(t f )] Ψ′[xA(ti)] (2.26)
where S [xA(t)] denotes the action of the system. It is remarkable that this path-integral Eq.(2.26) is independent of the reparametriza-
tion of the external time t, since the physical inner product (multi-finger physical transition amplitude) is manifestly independent of
the choice of path c. This fact reflects that we are dealing with a general reparametrization-invariant system, whose Hamiltonian is
a linear combination of constraints.
Finally we write down the partition function from relational framework:
ZRelational =
∫
DxA(t)
∏
t∈[ti ,t f ]
√
detω[xA(t)]
∏
t∈[ti ,t f ]
[ √
|D1[xA(t)]| δ
(
CI[xA(t)]
)
δ
(
ξI [xA(t)]
)]
×
∏
t∈[ti ,t f ]
[ √
|D2[xA(t)]| δ
(
Φi[xA(t)]
)]
exp
(
iS [xA(t)]
)
. (2.27)
I will show in the follows that the path-integral formula Eq.(2.27) coincides with the reduced phase space path-integral quanti-
zation using Liouville measure [2]. The following discussion also (1) includes the case that the Hamiltonian is non-vanishing on the
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constraint surface; (2) manifestly shows that different canonical formulations of the same constrained system result in the equivalent
path-integral quantizations.
We consider a general regular dynamical system associated with a 2n-dimensional phase space (Γ,Ω) with symplectic coordinates
(pa, qa) (a = 1, · · · , n). There are m first-class constraints CI (I = 1, · · · ,m) and 2k second-class constraintΨi (i = 1, · · · , 2k) for this
dynamical system, and we suppose m + k < n in order that there are still some unconstrained dynamical degree of freedom. Note
that since the constraints CI are first-class, they close under Poisson bracket determined by Ω modulo second-class constraints, and
weakly Poisson commute with the second-class constraints Ψi, i.e.
{CI ,CJ} = f KIJ CK + g kIJ Ψk and {CI ,Ψi} = u JIi CJ + v jIi Ψ j (2.28)
where f KIJ , g kIJ , u JIi and v jIi are in general the structure functions depending on the phase space coordinates.
Now the total Hamiltonian Htot is written as:
Htot = H + f iΨi + λICI (2.29)
where λI are the free Lagrangian multipliers but f i are determined as functions on the constraint surface by the consistency of all
the constraints. H is the non-vanishing Hamiltonian on the reduced phase space, which is a function weakly commute with the first
class constraints, i.e
{H,CI} = U JI CJ + V jIΨ j (2.30)
where U JI and V
j
I are in general the functions depending on the phase space coordinates.
In order to have a unique equation of motion without the free Lagrangian multipliers, one can introduce m gauge fixing functions
χI (CI and χI shouldn’t be weakly Poisson commute) to locally cut the gauge obits generated by the first class constraints (we ignore
the potential problems about Gribov copies). The implementation of the local gauge fixing conditions χI ≈ 0 reduce the original
first-second-class-mixed constrained system into a purely second-class constrained system. Thus the total Hamiltonian is re-defined
by
Htot = H + f iΨi + λICI + βIχI (2.31)
By the consistency of CI and χI , their coefficients λI and βI are determined as some certain functions on the constraint surface defined
by Ψi = CI = χI = 0. This constraint surface ΓR combined with the Dirac symplectic structure ΩR determined by the constraints CI ,
χI , and Ψi is (at least locally) symplectic isomorphic to the reduced phase space for the constrained system (see [2] for proof).
Then we consider the path-integral quantization of a general regular2 dynamical system with both the first-class and the second-
class constraints. We have shown that this kind of constrained system can always be reduced into a purely second-class constrained
system by introducing a certain number of gauge fixing conditions, so it is enough to consider the path-integral quantization for a
general regular dynamical system only associated with the second-class constraints [2]. We denote its 2n-dimensional phase space
by (Γ,Ω) with a general coordinates xI I = 1, · · · , 2n. Suppose there is a irreducible set of 2m regular second-class constraints χα
α = 1, · · · , 2m, then the reduced phase space (ΓR,ΩR) is defined by the sub-manifold ΓR = {x ∈ Γ : χα(x) = 0, ∀α = 1, · · · , 2m}
with the Dirac symplectic structure ωR determined by χα. On the reduced phase space (ΓR,ΩR), all the degree of freedom is free of
constraint, thus it is straight-forward to (heuristically) define the path-integral partition function. We introduce 2(n − m) coordinates
yi i = 1, · · · , 2(n−m) on ΓR, then the partition function of the system is defined by a path-integral with respect to an infinite product
of Liouville measure associated to ωR:
Z :=
∫ ∏
t∈[t1,t2]
[
dyi(t)
√∣∣∣detωR[yi(t)]∣∣∣ ] exp(iS [yi(t)]) (2.32)
where S [yi(t)] denotes the action of the system.
In order to rewrite the path-integral formula in terms of the original phase space coordinates xI . We make a coordinate trans-
formation on Γ from {xI }2nI=1 to {yi}2(n−m)i=1 and {χα}2mα=1, where {yi}2(n−m)i=1 are the coordinates on ΓR such that {yi, χα} ≈ 0 (it is always
possible, see Theorem 2.5 of [2]). Then the simplectic structure on Γ can be written as
ω = (ωχ)αβdχα ∧ dχβ + (ωR)i jdyi ∧ dy j. (2.33)
2A regular constrained system means that its Dirac matrix has a constant rank on the phase space.
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In fact, (ωχ)αβ is the inverse of the Dirac matrix ∆αβ = {χα, χβ} Thus we obtain a relation of the integration measure by the invariance
of the Liouville measure under the coordinate transformation:√∣∣∣detω[xI]∣∣∣∏
I
dxI =
√∣∣∣∣∣∣detωR[yi]det∆
∣∣∣∣∣∣∏
α
dχα
∏
i
dyi.
Therefore we obtain the desired path-integral formula in terms of xI
Z =
∫ ∏
t∈[t1,t2]
[
dxI(t)
√∣∣∣detω[xI(t)]∣∣∣ ] ∏
t∈[t1 ,t2]
√∣∣∣det∆[xI (t)]∣∣∣∏
α
δ(χα[xI(t)])
 exp(iS [xI(t)]) (2.34)
Note that since this path-integral formula is a quantization on the reduced phase space, the partition function Z is independent of the
choice of the gauge fixing function χα.
We apply the path-integral formula Eq.(2.34) to our general first-second-class-mixed constraint system. The phase space co-
ordinates xI are chosen to be the symplectic coordinates (pa, qa). The second-class constraints χα are chosen to be the first-class
constraints CI , the gauge fixing functions χI , and the second-class constraintsΨi. On the constraint surface, the Dirac matrix ∆ takes
the following form:
∆αβ CI Ψi χI
CJ 0 0 ∆FP
Ψ j 0 ∆D Θ
χJ −∆FP −Θ Ξ
where (∆D)i j := {Ψi,Ψ j} is the Dirac matrix for the second-class constraint Ψi, and (∆FP)IJ := {CI , χJ} is the Faddeev-Popov matrix
for the gauge fixing functions χI . The absolute value for the determinant of ∆ is
|det∆| = |det∆D | |det∆FP |2 (2.35)
Therefore, the partition function of the constrained system is written as
Z =
∫ ∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
δ
(
CI
[
pa(t), qa(t)] )
×
∏
t∈[t1,t2]
∣∣∣∣ det∆FP [pa(t), qa(t)] ∣∣∣∣ m∏
I=1
δ
(
χI
[
pa(t), qa(t)] ) exp (iS [pa(t), qa(t)] ) (2.36)
which precisely coincides with the path-integral formula Eq.(2.27) from the relational framework and the canonical quantization on
the reduced phase space, when the Hamiltonian H vanishes. Here we have split the integrand into four different factors in order to
clarify the different physical meanings.
1. The first factor ∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) (2.37)
is essentially an infinite product of the Liouville measures on the constraint surface ΓΨ := {x ∈ Γ | Ψi [x] = 0} equipped with
the Dirac symplectic structureΩΨ. This product Liouville measure is invariant under the canonical transformations on (ΓΨ,ΩΨ.
2. The second factor ∏
t∈[t1,t2]
 m∏
I=1
δ
(
CI
[
pa(t), qa(t)] ) (2.38)
is a product of the δ-functions of the first-class constraints CI , which will be exponentiated and contribute the total Hamiltonian,
after we use the Fourier decompositions of the δ-functions. The third factor∏
t∈[t1,t2]
∣∣∣∣ det∆FP [pa(t), qa(t)] ∣∣∣∣ m∏
I=1
δ
(
χI
[
pa(t), qa(t)] ) (2.39)
is a typical Faddeev-Popov term which always appears in the gauge fixed path-integral.
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3. And the last factor is the exponentiated action where the action S [pa(t), qa(t)] reads:
S
[
pa(t), qa(t)] = ∫ t2
t1
dt
[
pa(t) ddt q
a(t) + H [pa(t), qa(t)]] . (2.40)
The next step is to employ the Fourier decomposition of the δ-functions so that we write the partition function as
Z =
∫ ∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
dλI(t)

×
∏
t∈[t1 ,t2]
∣∣∣∣ det∆FP [pa(t), qa(t)] ∣∣∣∣ m∏
I=1
δ
(
χI
[
pa(t), qa(t)] )
× exp i
∫ t2
t1
dt
[
pa(t) ddt q
a(t) + H [pa(t), qa(t)] + λI(t)CI [pa(t), qa(t)]] (2.41)
where we have exponentiated the first-class constraints CI , and replaced the second factor by a formal product measure of the
Lagrangian multipliers.
2.2 The gauge invariance of path-integral measure
In this subsection, we will consider the invariance of the total measure factor
Dµ :=
∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1,t2]
 m∏
I=1
dλI(t)
 (2.42)
under the gauge transformations generated by the first-class constraints.
We first consider the first-class constraints reduced on the second-class constraint surface (ΓΨ,ΩΨ), we denote the restricted first-
class constraints CI
∣∣∣GΨ also by CI , which won’t result in any mis-understanding, because we will restrict all the following discussion
on the phase space (ΓΨ,ΩΨ). On the phase space (ΓΨ,ΩΨ), the constraint algebra is the Poisson algebra generated by CI under the
Dirac bracket {, }Ψ determined by ΩΨ
{CI ,CJ}Ψ = {CI ,CJ} − {CI ,Ψi}
(
∆−1D
)ik {Ψk,CJ}
= f KIJ CK + g kIJ Ψk +
[
u KIi CK + v
j
Ii Ψ j
] (
∆−1D
)ik [
u LJk CL + v
l
JkΨl
]
Ψ=
[
f KIJ + u LIi CL
(
∆−1D
)ik
u KJk
]
CK
Ψ= F KIJ CK (2.43)
where “ Ψ= ” means the equality on (ΓΨ,ΩΨ) and F KIJ ≡
[
f KIJ + u LIi CL
(
∆−1D
)ik
u KJk
]
is the structure function for the first-class
constraint algebra on (ΓΨ,ΩΨ). For the Dirac bracket between CI and the Hamiltonian H, we have
{H,CI }Ψ = {H,CI} − {H,Ψi}
(
∆−1D
)ik {Ψk,CI}
= U JI CJ + V
j
IΨ j − {H,Ψi}
(
∆−1D
)ik [
u LIk CL + v
l
IkΨl
]
Ψ=
[
U JI − {H,Ψi}
(
∆−1D
)ik
u JIk
]
CJ
Ψ= W JI CJ (2.44)
Now we consider the infinitesimal gauge transformation generated by a first-class constraint CJ . For any function f on the phase
space (ΓΨ,ΩΨ), it is defined by
f 7→ ˜f := f + ǫ { f ,CJ}Ψ (2.45)
In the path-integral measure Eq.(2.42), there is a factor of the product measure of the Lagrangian multipliers
[∏m
I=1 dλI(t)
]
whose
gauge transformation is not obvious so far, because the constraints CI are the phase space functions and their Hamiltonian vector
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fields don’t have action on the Lagrangian multipliers. However the gauge transformations for the Lagrangian multipliers λI is
obtained if we ask the action is invariant under gauge transformation generated by the first-class constraints, i.e. the canonical
variables and Lagrangian multipliers should transform at the same time and form the local symmetries of the action.
Apply this infinitesimal gauge transformation generated by CJ to the total action S tot (also assume the change of λI), we obtain
the transformed total action by
S tot
[
p˜a(t), q˜a(t), ˜λI(t)
]
=
∫ t2
t1
dt
[
p˜a(t) ddt q˜
a(t) + ˜H + ˜λK(t)CK
]
ΓΨ
=
∫ t2
t1
dt
[
pa(t) ddt q
a(t) + H + ǫWKJ CK + ˜λK(t)CK + ǫλI F KIJ CK
]
ΓΨ
+ o(ǫ2) (2.46)
where we have used the fact that the kinetic term is unchanged under canonical transformation and
λICI 7→ λ˜ICI := ˜λICI + λ ˜CI + o(ǫ2). (2.47)
Obviously, if at the same time we transform the Lagrangian multiplier by
λK 7→ ˜λK := λK − ǫ
[
WKJ + λ
IF KIJ
]
(2.48)
the total action S tot is unchanged up to the order of ǫ2
S tot
[
p˜a(t), q˜a(t), ˜λI(t)
]
= S tot
[
pa(t), qa(t), λI(t)
]
+ o(ǫ2) (2.49)
or in another word:
δJ,ǫS tot
[
pa(t), qa(t), λI(t)
]
:= lim
ǫ→0
S tot
[
p˜a(t), q˜a(t), ˜λI(t)
]
− S tot
[
pa(t), qa(t), λI(t)
]
ǫ
= 0 (2.50)
Therefore we give a name for this simultaneous transformation
Definition 2.2. The simultaneous infinitesimal transformations for both the phase space functions and the Lagrangian multipliers
induced by the first-class constraint CJ
f [pa, qa] 7→ ˜f [pa, qa] := f [pa, qa] + ǫ { f [pa, qa] ,CJ [pa, qa]}Ψ and λK 7→ ˜λK := λK − ǫ [WKJ + λI F KIJ ] (2.51)
which results in δJ,ǫS tot = 0 is called the infinitesimal local symmetry generated by CJ .
There are two remarks:
• It is well known that the local symmetries of the action in general result in the constraints in the canonical framework. Given
an classical action, there is a projection map from the space of field configurations to its phase space. This projection map
usually projects the infinitesimal local symmetry transformations of the action to the same number of infinitesimal phase
space gauge transformations generated by the constraints [9]. With respect to this, the construction of infinitesimal gauge
transformations for action from constraints is its reverse procedure. But this reverse procedure sometimes cannot capture all
the local symmetry transformations, espectially in general relativity, because some local symmetry transformations may not
be projectable, e.g. the field-independent spacetime diffeomorphisms.
• The reason for only considering infinitesimal transformations is the following: Here we are discussing the most general cases
in which the first-class constraint algebra is not a Lie algebra (there are some structure functions). Therefore the collection of
gauge transformations doesn’t have a group structure and actually, is at most an enveloping algebra of the first-class constraint
algebra. A generic element of the enveloping algebra is a finite product of infinitesimal gauge transformations.
Definition 2.3. An infinitesimal local symmetry generated by a first-class constraint is said to be implemented quantum mechanically
without anomaly if the total path-integral measure
Dµ
[
pa(t), qa(t), λI(t)
]
:=
∏
t∈[t1,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
dλI(t)
 (2.52)
is invariant (up to an overall constant) under this local symmetry transformation.
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Under this gauge transformation, the transformation behavior of the total measure is given by
∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
dλI(t)

7→
∏
t∈[t1 ,t2]
d p˜a(t)dq˜a(t)√∣∣∣det∆D [ p˜a(t), q˜a(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
p˜a(t), q˜a(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
d˜λI(t)

=
∏
t∈[t1 ,t2]
dpa(t)dqa(t)√∣∣∣det∆D [pa(t), qa(t)]∣∣∣ 2k∏
i=1
δ
(
Ψi
[
pa(t), qa(t)] ) ∏
t∈[t1 ,t2]
 m∏
I=1
dλI(t)
 (1 − ǫ F IIJ [pa(t), qa(t)] ) (2.53)
where we have used the fact that the first factor of the total measure is an infinite product of the Liouville measures on the constraint
surface ΓΨ equipped with the Dirac symplectic structure ΩΨ. This product Liouville measure is invariant under the canonical
transformations on (ΓΨ,ΩΨ. Therefore we have proven the following result:
Theorem 2.1. The local symmetry generated by the first-class constraint CJ is implemented without anomaly in reduced phase space
quantization if and only if the trace of the structure function, F IIJ , is a phase space constant.
Note that we only need the invariance of the measure Dµ up to an overall constant because essentially the quantities we are
computing is the physical inner product 〈Ψ|Ψ′〉 (see Eq.(2.26)). More precisely, we may choice a reference vector in the physical
Hilbert space H , the meaningful quantity is the ratio
〈Ψ|Ψ′〉Ω = 〈Ψ|Ψ
′〉
〈Ω|Ω〉 (2.54)
which is invariant under a re-scaling of the path-integral measure.
3 The gauge invariance of the path-integral measure of gravity
3.1 The path-integral measure in ADM formalism
We would like to apply our general consideration to gravity. First of all we consider the ADM formalism of the 4-dimensional
canonical general relativity. The ADM formalism formulates canonical general relativity as a purely first-class constrained system,
whose total Hamiltonian is a linear combination of first-constraints:
Htot :=
∫
Σ
d3x [Na(x) Ha(x) + N(x) H(x)] (3.1)
where Ha and H are spatial diffeomorphism constraint and Hamiltonian constraint respectively. They are expressed as:
Ha = −2
κ
qacDb Pbc
H = −
√
| det q|R − s√| det q|
[
qacqbd − 1D − 1qabqcd
]
PabPcd (3.2)
The first-class constraint algebra is given by{
Ha(Na), Hb(Mb)
}
= Ha(−L ~MNa)
{H(N), Ha(Na)} = H(−L~N N)
{H(N), H(M)} = Ha(qab[N∂bM − M∂bN]) (3.3)
It is not hard to see that the constraint algebra is not a Lie algebra since there is a structure function appearing in the commutator
between two Hamiltonian constraints. Therefore the gauge transformations generated by these constraints don’t form a group but
only can form a enveloping algebra, to which we refer as the Bargmann-Komar Group BK(M) [10]. This enveloping algebra obtains
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a group structure when the equations of motion is imposed, and only in this case BK(M)=Diff(M). We will come back to this point
in Section 3.2.
We apply our previous general consideration to ADM formalism and write down the path-integral partition function in terms of
canonical variables (Pab, qab)
ZADM =
∫ ∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
δ
(
Ha(x)
)
δ
(
H(x)
)]
exp i
∫
dt
∫
d3x Pab ∂
∂t
qab
×
∏
x∈M
∣∣∣∣ det∆FP(x)∣∣∣∣ 4∏
α=1
δ
(
χα
[
Pab(x), qab(x)
] )
=
∫ ∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
dNa(x) dN(x)
]
exp i
∫
dt
∫
d3x
[
Pab
∂
∂t
qab + Na(x) Ha(x) + N(x)H(x)
]
×
∏
x∈M
∣∣∣∣ det∆FP(x)∣∣∣∣ 4∏
α=1
δ
(
χα
[
Pab(x), qab(x)
] ) (3.4)
where the path-integral measure and the ADM-action read
DµADM =
∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
dNa(x) dN(x)
]
S ADM[Pab, qab, Na, N] =
∫
dt
∫
d3x
[
Pab
∂
∂t
qab + Na(x) Ha(x) + N(x)H(x)
]
(3.5)
In the following we need to write down the local symmetries of S ADM generated by spatial diffeomorphism constraint and Hamil-
tonian constraint. These transformations have to transform not only the phase space variables but also the Lagrangian multipliers
which are shift vector and lapse function, in order to keep the ADM-action invariant.
First of all, we consider the infinitesimal gauge transformation T ǫDi f f generated by the spatial diffeomorphism constraint Ha(ǫa).
For a phase space function f [Pab, qab], the transformation is given by
T ǫDi f f f := f + { f , Ha(ǫa)} (3.6)
Then we look at the transformation of the action
S ADM
[
Pab, qab, Na, N
]
=
∫
dt
∫
d3x
[
Pab
∂
∂t
qab + Na(x)Ha(x) + N(x)H(x)
]
7→ S ADM
[
T ǫDi f f P
ab, T ǫDi f f qab, T
ǫ
Di f f N
a, T ǫDi f f N
]
=
∫
dt
∫
d3x
[
Pab
∂
∂t
qab +
[
T ǫDi f f N
a − L~ǫNa
]
Ha +
[
T ǫDi f f N − L~ǫN
]
H
]
+ o(ǫ2) (3.7)
where we have used the fact that the kinetic term is unchanged under the canonical transformations, and
T ǫDi f f Ha(Na) = Ha(T ǫDi f f Na) +
(
T ǫDi f f Ha
)
(Na) + o(ǫ2)
T ǫDi f f H(N) = H(T ǫDi f f N) +
(
T ǫDi f f H
)
(N) + o(ǫ2) (3.8)
If we suppose the following transformations assigned to the lapse function and the shift vector correspondingly:
T ǫDi f f N
a = Na + L~ǫNa
T ǫDi f f N = N +L~ǫN (3.9)
the action S ADM
[
Pab, qab, Na, N
]
is invariant up to o(ǫ2) under the transformation generated by the spatial diffeomorphism constraint
T ǫDi f f :
(
Pab, qab, Na, N
)
7→
(
T ǫDi f f P
ab, T ǫDi f f qab, T
ǫ
Di f f N
a, T ǫDi f f N
)
. Therefore
δDi f f ,~ǫS ADM
[
Pab, qab, Na, N
]
:= lim
||~ǫ||→0
S ADM
[
T ǫDi f f P
ab, T ǫDi f f qab, T
ǫ
Di f f N
a, T ǫDi f f N
]
− S ADM
[
Pab, qab, Na, N
]
||~ǫ|| = 0 (3.10)
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If the smearing fields ǫa(x) are the compact support vector fields, the norm ||~ǫ|| can be chosen as supx∈Σ |ǫa(x) ǫa(x)|1/2. Thus we have
shown that T ǫDi f f :
(
Pab, qab, Na, N
)
7→
(
T ǫDi f f P
ab, T ǫDi f f qab, T
ǫ
Di f f N
a, T ǫDi f f N
)
is an infinitesimal local symmetry generated by the
spatial diffeomorphism constraint. Furthermore it is manifest that the transformation Jacobian in Eq.(3.9) is independent of all the
fields
(
Pab, qab, Na, N
)
, so it is obvious that the path-integral measure
DµADM =
∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
dNa(x) dN(x)
]
(3.11)
is invariant under T ǫDi f f up to an overall constant.
Then we consider the infinitesimal gauge transformation T ǫH generated by the Hamiltonian constraint. For any phase space
function f [Pab, qab], the transformation is given by
T ǫH f := f + { f , H(ǫ)} (3.12)
Then we look at the transformation of the action
S ADM
[
Pab, qab, Na, N
]
=
∫
dt
∫
d3x
[
Pab
∂
∂t
qab + Na(x)Ha(x) + N(x)H(x)
]
7→ S ADM
[
T ǫH P
ab, T ǫHqab, T
ǫ
H N
a, T ǫH N
]
=
∫
dt
∫
d3x
[
Pab
∂
∂t
qab +
(
T ǫH N
a) Ha + (L~Nǫ) H + (T ǫH N)H + qab(N∂aǫ − ǫ∂aN)Hb ] + o(ǫ2) (3.13)
where we have used the fact that the kinetic term is unchanged under canonical transformations, and
T ǫH Ha(Na) = Ha(T ǫHNa) +
(
T ǫHHa
) (Na) + o(ǫ2)
T ǫH H(N) = H(T ǫHN) +
(
T ǫH H
) (N) + o(ǫ2) (3.14)
If we suppose the following transformations assigned to the lapse function and shift vector correspondingly:
T ǫH N
a = Na − qab (N∂bǫ − ǫ∂bN)
T ǫHN = N − L~Nǫ = N − Na∂aǫ (3.15)
the action S ADM
[
Pab, qab, Na, N
]
then is invariant up to o(ǫ2) under the gauge transformation generated by the Hamitonian constraint
T ǫH :
(
Pab, qab, Na, N
)
7→
(
T ǫH P
ab, T ǫHqab, T
ǫ
H N
a, T ǫHN
)
. Therefore
δH,ǫS ADM
[
Pab, qab, Na, N
]
:= lim
||~ǫ||→0
S ADM
[
T ǫH P
ab, T ǫHqab, T
ǫ
HN
a, T ǫHN
]
− S ADM
[
Pab, qab, Na, N
]
||ǫ|| = 0 (3.16)
If the smearing fields ǫ(x) are compact support functions, the norm ||ǫ|| can be chosen as supx∈Σ |ǫ(x)|. Thus we have shown that
T ǫH :
(
Pab, qab, Na, N
)
7→
(
T ǫHP
ab, T ǫHqab, T
ǫ
H N
a, T ǫH N
)
is an infinitesimal local symmetry generated by the Hamiltonian constraint.
Furthermore the transformation Jacobian ∂
(
T ǫHN
a, T ǫHN
)
/∂ (Na, N) in Eq.(3.15) is expressed as
∂(T ǫH Na,T ǫH N)
∂(Na,N) T
ǫ
H N
a T ǫH N
Na 1 −∂aǫ
N qab (ǫ∂b − ∂bǫ) 1
= I + E
where the perturbation matrix E is traceless. Thus the Jacobian determinant is det (I + E) = 1+TrE = 1. As a result the path-integral
measure
DµADM =
∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
dNa(x) dN(x)
]
(3.17)
is invariant under T ǫH .
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So far we assumed the infinitesimal transformation parameter ǫµ = (ǫ,~ǫ) doesn’t depend on the time-parameter t. However if we
let ǫµ = ǫµ(t, ~x), the Eqs.(3.9) and (3.15) have generalized expressions. Now we write Eqs.(3.9) and (3.15) in a uniform expression
and add certain time-derivative terms
T ǫ
µNa = Na +L~ǫNa + qab(ǫ∂bN − N∂bǫ) + ǫ˙a
T ǫ
µN = N + ǫa∂aN − Na∂aǫ + ǫ˙ (3.18)
Firstly, combined with the gauge transformations for phase space variables, one can check that Eq.(3.18) leaves both the action S ADM
and the path-integral measure DµADM invariant (the consistency conditions ˙H = ˙Ha = 0 should be used to show the invariance of the
action). Secondly the generalization Eq.(3.18) is motivated by the spacetime diffeomorphisms (see section 3.2) and can be derived
systematically [19]. In order to derive it, the phase space has to be enlarged to include the lapse N and the shift Na as well as their
conjugated momenta Π and Πa. The set of the first-class constraints should also be extended to include Π ≈ 0 and Πa ≈ 0. Then the
extended gauge transformation generator
H(ǫ) + Ha(ǫa) +
∫
d3x
[
Πa
(
L~ǫNa + qab(ǫ∂bN − N∂bǫ) + ǫ˙a
)
+ Π (ǫa∂aN − Na∂aǫ + ǫ˙)
]
(3.19)
generates the gauge transformations on all ten components of the spacetime metric, which coincide with spacetime diffeomorphism
if the equations of motion are imposed.
Let’s summarize all above results:
Theorem 3.1. There exists a collection of infinitesimal transformations T ǫµ generated by the spatial diffeomorphism constraint Ha,
and the Hamiltonian constraint H:
f
[
Pab, qab
]
7→ T ǫµ f
[
Pab, qab
]
:= f
[
Pab, qab
]
+
{
f
[
Pab, qab
]
, H(ǫ) + Ha(ǫa)
}
Na 7→ T ǫµNa := Na +L~ǫNa + qab(ǫ∂bN − N∂bǫ) + ǫ˙a
N 7→ T ǫµN := N + ǫa∂aN − Na∂aǫ + ǫ˙ (3.20)
These transformations are the infinitesimal local symmetries of the action, i.e.
δǫµS ADM = lim||ǫµ ||→0
S ADM
[
T ǫµ Pab, T ǫµqab, T ǫ
µNa, T ǫµN
]
− S ADM
[
Pab, qab, Na, N
]
||ǫµ|| = 0 (3.21)
for ǫµ compact support and ||ǫµ|| = sup(t,~x)∈M |ǫµ(t, ~x)ǫµ(t, ~x)|1/2. And the total path-integral measure
DµADM =
∏
x∈M
[
dPab(x) dqab(x)
] ∏
x∈M
[
dNa(x) dN(x)
]
(3.22)
is invariant under these transformations (up to an overall constant).
Definition 3.1. The Bergmann-Komar group BK(M) is the enveloping algebra generated by the collection of T ǫµ as the transforma-
tions on the space of metric gαβ = (qab, N, Na), i.e.
BK(M) := F ({T ǫµ}ǫµ )/ ∼ (3.23)
{T ǫµ }ǫµ is the free algebra generated by T ǫµ whose generic element read
T ǫ
µ
1 T ǫ
µ
2 · · ·T ǫµn (3.24)
and “∼” denotes the equivalence relations from the linearity and the commutation relations of T ǫµ .
Corollary 3.1. The Bergmann-Komar group BK(M) is a collection of the infinitesimal local symmetries of classical Einstein-Hilbert
action, which are implemented without anomaly in the reduced phase space path-integral quantization.
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3.2 The field-independent spacetime diffeomorphism group
There exists another collection of the local symmetries of the Einstein-Hilbert action, which is the set of the field-independent
spacetime diffeomorphisms Diff(M). The generators of Diff(M) are Lie-derivatives Lu along the 4-vector field uµ. The commutator
between two Lie-derivatives
[Lu,Lu′] = L[u,u′] (3.25)
endows the collection of generators a Lie algebra structure thus gives Diff(M) a group structure. In order to compare the the field-
independent spacetime diffeomorphisms and the local symmetries in Bergamnn-Komar group and check if the local symmetries in
Diff(M) can be implemented without anomaly in the above path-integral quantization, we have to show how the diffeomorphisms in
Diff(M) act on the components (qab, N, Na) (for details see [20] and the references therein).
The components (qab, N, Na) can be solved from 4-metric gαβ by the following relations
Na = gabgtb, N2 = −gtt + gabgtagtb, qab = gab (3.26)
where gab is the inverse of the spatial metric gab. The infinitesimal change of the 4-metric under the spacetime diffeomorphism is
given by the Lie-derivative
δugαβ := Lugαβ = uµ∂µgαβ + 2gµ(α∂β)uµ (3.27)
To derive the induced transformation for lapse and shift, one should use the relation uµ = ǫnµ + Xµ,aǫa or
ut =
ǫ
N
, ua = ǫa − ǫ N
a
N
(3.28)
After some calculus, the infinitesimal changes of lapse and shift under spacetime diffeomorphism is obtained explicitly
δuNa = L~ǫNa + qab(ǫ∂bN − N∂bǫ) + ǫ˙a
δuN = ǫa∂aN − Na∂aǫ + ǫ˙ (3.29)
which coincides with Eq.(3.18) and actually is the motivation for adding the time-derivative terms in Eq.(3.18). On the other hand,
the infinitesimal changes of spatial metric qab and its momentum Pab are represented as the Lie-derivatives of the spatial fields
δuqab := Luqab, δuPab := LuPab (3.30)
However, only when equations of motion is imposed,
Luqab(x) = {qab(x), H(ǫ) + Ha(ǫa)} , LuPab(x) =
{
Pab(x), H(ǫ) + Ha(ǫa)
}
(3.31)
Thus we see that the relation BK(M)=Diff(M) holds only when the equations of motion are imposed.
Then the question is whether the local symmetries in Diff(M) can be implemented quantum mechanically without anomaly. It
turns out in [9, 19] that all the infinitesimal field-independent non-spatial diffeomorphisms cannot be taken from the space of metric
to the phase space by the projection map in [9]. In another word, there is no notion of the local symmetries on the phase space
corresponding to the non-spatial diffeomorphisms. Thus any non-spatial diffeomorphism belonging to Diff(M) cannot be written as
a canonical transformation (unless on shell) and doesn’t leave the Liouville measure∏x∈M [dPab(x) dqab(x)] invariant. In conclusion,
the classical local symmetries in the spacetime diffeomorphism group Diff(M) is anomalous in the reduce phase space path-integral
quantization of general relativity.
3.3 The path-integral measure from the Holst action
We apply the general procedure to the case of Holst action, whose canonical framework is studied in [21]. The total Hamiltonian
is a linear combination of constraints (the physical Hamiltonian on reduced phase space vanishes). the expressions of the first-class
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constraints GIJ , Ha, H, and second-class constraint Cab, Dab is given by (we follow the notation of [21])
GIJ = ∂a(π − 1
γ
∗ π)aIJ + A KaI (π −
1
γ
∗ π)aJK − A KaJ (π −
1
γ
∗ π)aIK
Ha =
1
2
(F − 1
γ
∗ F)IJab[A] πbIJ −
1
2
AIJa GIJ
H =
1
2
(F − 1
γ
∗ F)IJab[A] πaIK πbJL ηKL + λab(A, π)Cab
Cab = ǫIJKLπaIJπ
b
KL
Dab = ∗πcIJ(πaIK DcπbJL + πbIK DcπaJL)ηKL (3.32)
where Dab is the secondary constraint with {H(x),Cab(x′)} = Dab(x)δ(x, x′), λab(A, π) is the Lagrangian multiplier determined by the
consistency of Dab. The constraint algebra is given by{
GIJ(ΛIJ),GKL(ΩKL)
}
= 4GIJ(ΛIKΩJLηKL){
GIJ(ΛIJ), Ha(Na)
}
= GIJ(−L~NΛIJ){
GIJ(ΛIJ), H(N)
}
= 0{
GIJ(ΛIJ),Cab(cab)
}
= 0{
GIJ(ΛIJ), Dab(dab)
}
= 0{
Ha(Na), Hb(Mb)
}
= Ha(−L ~MNa)
{H(N), Ha(Na)} = H(−L~N N) = −H(Na∂aN − N∂aNa){
Cab(cab), Hc(Nc)
}
= Cab(−L~Ncab){
Dab(dab), Hc(Nc)
}
= Dab(−L~Ndab)
{H(N), H(M)} = Ha([det q]qab[N∂bM − M∂bN]) +Cab(· · · ) + Dab(· · · ){
H(N),Cab(cab)
}
= Dab(Ncab) + Cab(· · · ){
H(N), Dab(dab)
}
= Dab(· · · ) +Cab(· · · ){
Cab(cab), Dab(dab)
}
= Cab(· · · ) + 4 [det q]2 qabqcd(cacdbd − cabdcd) (3.33)
where we have skipped some unimportant structure functions related to the second-class constraints. Note that the smearing functions
N for the Hamiltonian constraint H and cab for Cab have density weight −1, and the smearing function dab for Dab has density weight
−2, they are all assumed to be independent of phase space variables.
In contrast to the ADM formalism, the canonical formulation of Holst action results in a non-regular constrained system (the
rank of Dirac matrix is not a constant). There are five disjoint sectors of solutions for the second-class constraint equation Cab ≈ 0,
i.e. there exists a non-degenerated triad field eia and an additional 1-form field e0a such that
(I±) πaIJ = ±ǫabceIbeJc
(II±) πaIJ = ±
1
2
ǫabceKb e
L
c ǫIJKL
(Degenerated) πaIJ = 0 (3.34)
where the degenerated sector results in a degenerated Dirac matrix while other sectors lead to non-degenerated Dirac matrix. In
order to proceed the path-integral quantization in section 2.1, we have to exclude the degenerated sector. For simplicity we only
consider a single sector, say, II+. The analysis for all other non-degenerated sectors is essentially the same.
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The path-integral partition function can be written down immediately
Z =
∫ ∏
x∈M
[
dAIJa (x) dπaIJ(x) δ
(
Cab(x)
)
δ
(
Dab(x)
) √∣∣∣ det∆D(x)∣∣∣ ] ∏
x∈M
[
δ
(
GIJ(x)
)
δ
(
Ha(x)
)
δ
(
H(x)
)]
×
∏
x∈M
∣∣∣∣ det∆FP(x)∣∣∣∣ 9∏
α=1
δ
(
χα
[
AIJa (x), πaIJ(x)
] ) exp i∫ dt∫ d3x [12πaIJ ∂∂t
(
AIJa −
1
γ
∗ AIJa
)]
=
∫ ∏
x∈M
[
dAIJa (x) dπaIJ(x) δ
(
Cab(x)
)
δ
(
Dab(x)
) √∣∣∣ det∆D(x)∣∣∣ ] ∏
x∈M
[
dAIJt (x) dNa(x) dN(x)
]
×
∏
x∈M
∣∣∣∣ det∆FP(x)∣∣∣∣ 9∏
α=1
δ
(
χα
[
AIJa (x), πaIJ(x)
] )
× exp i
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
(
AIJt + NaAIJa
)
GIJ + NaHa + NH
]
(3.35)
where the first factor in square bracket is the Liouville measure on the constraint surface (ΓΨ,ΩΨ) defined by Cab = Dab = 0. We
denote by Dµ the total path-integral measure:
Dµ :=
∏
x∈M
[
dAIJa (x) dπaIJ(x) δ
(
Cab(x)
)
δ
(
Dab(x)
) √∣∣∣ det∆D(x)∣∣∣ ] ∏
x∈M
[
dAIJt (x) dNa(x) dN(x)
]
(3.36)
∆D is the determinant of the Dirac matrix for the second-class constraint {Cab(x),Ccd(x′)} , {Cab(x), Dcd(x′)}{Dab(x),Ccd(x′)} , {Dab(x), Dcd(x′)}
 =  0 , {Cab(x), Dcd(x′)}{Dab(x),Ccd(x′)} , {Dab(x), Dcd(x′)}
 (3.37)
Therefore | det∆D | = [det G]2 where G is the matrix determined by
Gab,cd(x, x′) = {Cab(x), Dcd(x′)} ≈ [det q]2 [2qabqcd − qacqbd − qcbqad] δ3(x, x′) (3.38)
its determinant is det G = [det q]8 up to overall constant.
As we did before, the first-class constraint algebra on the phase space (ΓΨ,ΩΨ) is obtained by computing the Dirac bracket with
respect to the second-class constraint{
GIJ(ΛIJ),GKL(ΩKL)
}
Ψ
Ψ= GIJ(4ΛIKΩJLηKL){
GIJ(ΛIJ), Ha(Na)
}
Ψ
Ψ= GIJ(−L~NΛIJ){
GIJ(ΛIJ), H(N)
}
Ψ
Ψ= 0{
Ha(Na), Hb(Mb)
}
Ψ
Ψ= Ha(−L ~MNa)
{H(N), Ha(Na)}Ψ Ψ= H(−L~N N) = −H(Na∂aN − N∂aNa)
{H(N), H(M)}Ψ Ψ= Ha([det q]qab[N∂bM − M∂bN]) (3.39)
By using this constraint algebra, we are going to derive the local symmetries of the Holst action generated by the first-class con-
straints, and to check the invariance of total measure Dµ under these local symmetries. So we will see if these classical local
symmetries is implemented without anomaly in the reduced phase path-integral quantization. First of all we consider the infinitesi-
mal S O(η) gauge transformation T ǫG generated by GIJ(ǫIJ), where ǫIJ = ǫIJ(t, ~x) is a spacetime so(η)-function
f 7→ T ǫG f := f +
{
f ,GIJ(ǫIJ)
}
Ψ
(3.40)
which results in the transformation of Holst action:
S
[
AIJa , πaIJ, A
IJ
t , Na, N
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
(
AIJt + NaAIJa
)
GIJ + NaHa + NH
]
7→ S
[
T ǫGA
IJ
a , T ǫGπ
a
IJ , T
ǫ
GA
IJ
t , T ǫGN
a, T ǫGN
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
(
T ǫG
(
AIJt + NaAIJa
)
GIJ + 4
(
AIKt + NaAIKa
)
ǫJLηKLGIJ
)
+
(
T ǫGN
aHa +L~NǫIJGIJ
)
+ T ǫGNH
]
(3.41)
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If we suppose the Lagrangian multipliers obey the following transformation,
AIJt 7→ T ǫGAIJt := AIJt − 4A[I|K|t ǫJ]LηKL − 2∂tǫIJ
Na 7→ T ǫGNa := Na
N 7→ T ǫGN := N (3.42)
the Holst action stays unchanged: S
[
T ǫGA
IJ
a , T ǫGπ
a
IJ , T
ǫ
GA
IJ
t , T ǫGN
a, T ǫGN
]
= S
[
AIJa , πaIJ, A
IJ
t , Na, N
]
by using the consistency condition
∂tGIJ = 0 and the gauge transformation of AIJa
AIJa 7→ T ǫGAIJa = AIJa +
{
AIJa (x),GIJ(ǫIJ)
}
Ψ
= AIJa − 4A[I|K|a ǫJ]LηKL − 2∂aǫIJ . (3.43)
Thus we obtain the SO(η) local symmetry of the Holst action generated by Gauss constraint. It is easy to see that we have recovered
the SO(η) local gauge transformation of the spacetime connection field, i.e.
AIJα 7→ T ǫGAIJα = AIJα − 4A[I|K|α ǫJ]LηKL − 2∂αǫIJ . (3.44)
Since the Jacobian matrix from Eq.(3.42) is independent of the phase space variables, the total path-integral measure Dµ is invariant
(up to an overall constant) under T ǫG.
Next we analyze the infinitesimal gauge transformation T ǫDi f f generated by the spatial diffeomorphism constraint Ha(ǫa), ǫa =
ǫa(t, ~x). For any phase space function, the infinitesimal gauge transformation generated by Ha(ǫa) reads
f 7→ T ǫDi f f f := f + { f , Ha(ǫa)}Ψ (3.45)
which results in the transformation of Holst action:
S
[
AIJa , πaIJ , A
IJ
t , Na, N
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
(
AIJt + NaAIJa
)
GIJ + NaHa + NH
]
7→ S
[
T ǫDi f f A
IJ
a , T
ǫ
Di f fπ
a
IJ , T
ǫ
Di f f A
IJ
t , T
ǫ
Di f f N
a, T ǫDi f f N
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
[
T ǫDi f f A
IJ
t − L~ǫAIJt +
(
T ǫDi f f N
a
)
AIJa + NaL~ǫAIJa − L~ǫ
(
NaAIJa
)]
GIJ
+
[
T ǫDi f f N
a − L~ǫNa
]
Ha +
[
T ǫDi f f N − L~ǫN
]
H
]
(3.46)
Obviously, in order that δDi f f ,ǫS = 0, the infinitesimal transformation of Lagrangian multipliers takes the following form:
AIJt 7→ T ǫDi f f AIJt := AIJt +L~ǫAIJt − AIJa ∂tǫa = AIJt + ǫa∂aAIJt − AIJa ∂tǫa
Na 7→ T ǫDi f f Na := Na +L~ǫNa + ∂tǫa = Na + ǫb∂bNa − Nb∂bǫa + ∂tǫa
N 7→ T ǫDi f f N := N +L~ǫN = N + ǫa∂aN − N∂aǫa (3.47)
note that here the lapse N has density-weight -1. Thus we obtain the local symmetry of the Holst action generated by spatial
diffeomorphism constraint. Again since the Jacobian matrix from Eq.(3.47) is independent of phase space variables, the total path-
integral measure Dµ is invariant (up to an overall constant) under T ǫDi f f .
The last task is to consider the infinitesimal gauge transformation T ǫH generated by the Hamiltonian constraint H(ǫ) with ǫ =
ǫ(t, ~x). For any phase space function, the infinitesimal gauge transformation generated by H(ǫ) reads
f 7→ T ǫH f := f + { f , H(ǫ)}Ψ (3.48)
which results in the transformation of the Holst action:
S
[
AIJa , πaIJ, A
IJ
t , Na, N
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
(
AIJt + NaAIJa
)
GIJ + NaHa + NH
]
7→ S
[
T ǫH A
IJ
a , T ǫHπ
a
IJ , T
ǫ
HA
IJ
t , T ǫH N
a, T ǫH N
]
=
∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)
+
1
2
[
T ǫH A
IJ
t +
(
T ǫH N
a) AIJa + Na {AIJa , H(ǫ)}Ψ]GIJ
+
(
T ǫH N
a) Ha + (L~Nǫ) H + (T ǫHN) H + [det q]qab(N∂bǫ − ǫ∂bN)Ha]] (3.49)
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in order that the action is invariant δH,ǫS = 0, the infinitesimal transformations of the Lagrangian multipliers takes the following
form, in order to obtain the local symmetries of the Holst action generated by the Hamiltonian constraint H
AIJt 7→ T ǫH AIJt := AIJt + [det q]qab (N∂bǫ − ǫ∂bN) AIJa − Na
{
AIJa , H(ǫ)
}
Ψ
Na 7→ T ǫH Na := Na − [det q]qab (N∂bǫ − ǫ∂bN)
N 7→ T ǫH N := N − L~Nǫ + ∂tǫ = N − (Na∂aǫ − ǫ∂aNa) + ∂tǫ (3.50)
note that here the lapse N has density-weight -1. the Jacobian matrix ∂
(
T ǫH A
IJ
t , T ǫH N
a, T ǫH N
)
/∂
(
AIJt , Na, N
)
for the transformation
Eq.(3.50) is expressed as
∂(T ǫHAIJt ,T ǫHNa ,T ǫHN)
∂(AIJt ,Na,N) T
ǫ
HA
IJ
t T ǫH N
a T ǫHN
AIJt 1 0 0
Na
{
AIJa , H(ǫ)
}
Ψ
1 − (∂aǫ − ǫ∂a)
N −[det q]qabAIJa (ǫ∂b − ∂bǫ) [det q]qab (ǫ∂b − ∂bǫ) 1
which can be written as an identity matrix with the addition of a perturbation, i.e.
∂
(
T ǫHA
IJ
t , T ǫH N
a, T ǫH N
)
∂
(
AIJt , Na, N
) = I +

0 0 0{
AIJa , H(ǫ)
}
Ψ
0 − (∂aǫ − ǫ∂a)
−[det q]qabAIJa (ǫ∂b − ∂bǫ) [det q]qab (ǫ∂b − ∂bǫ) 0
 ≡ I + E (3.51)
The perturbation E is again traceless, so the determinant of the Jacobian matrix equals 1 + TrE = 1, which means that the local
symmetries of the Holst action generated by H, Eqs.(3.48) and (3.50), leave the total path-integral measure Dµ invariant.
The result of this section is summarized in the following theorem:
Theorem 3.2. (1) The infinitesimal transformations induced by S O(η) Gauss constraint GIJ
f
[
AIJa , πaIJ
]
7→ T ǫG f
[
AIJa , πaIJ
]
:= f
[
AIJa , πaIJ
]
+
{
f
[
AIJa , πaIJ
]
,GIJ(ǫIJ)
}
Ψ
AIJt 7→ T ǫGAIJt := AIJt − 4A[I|K|t ǫJ]LηKL + 2∂tǫIJ
Na 7→ T ǫGNa := Na
N 7→ T ǫGN := N (3.52)
form a group of SO(η) local symmetries of the Holst action and leave the path-integral measure Dµ invariant (up to an overall
constant). So the classical SO(η) local symmetries of the Holst action is implemented without anomaly in reduced phase space
path-integral quantization.
(2) There exist infinitesimal transformations T ǫµ (ǫµ = ǫµ(t, ~x)) induced by the spatial diffeomorphism constraint Ha and the
Hamiltonian constraint H
f
[
AIJa , πaIJ
]
7→ T ǫµ f
[
AIJa , πaIJ
]
:= f
[
AIJa , πaIJ
]
+
{
f
[
AIJa , πaIJ
]
, H(ǫ) + Ha(ǫa)
}
Ψ
AIJt 7→ T ǫ
µ
AIJt := AIJt + [det q]qab (N∂bǫ − ǫ∂bN) AIJa − Na
{
AIJa , H(ǫ)
}
Ψ
+ L~ǫAIJt − AIJa ∂tǫa
Na 7→ T ǫµ Na := Na − [det q]qab (N∂bǫ − ǫ∂bN) +L~ǫNa + ∂tǫa
N 7→ T ǫµ N := N +L~ǫN − L~Nǫ + ∂tǫ (3.53)
The enveloping algebra generated by {T ǫµ }ǫµ is the Bergmann-Komar group BK(M) represented on the space of connections and
tetrads. Each element of BK(M) is an infinitesimal local symmetry of the Holst action δǫµS = 0. And the total path-integral measure
Dµ is invariant (up to an overall constant) under these transformations. Thus the Bargmann-Komar group BK(M) as a collection of
classical local symmetries is implemented without anomaly in the reduced phase space path-integral quantization.
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4 Path-integral and refined algebraic quantization
Since the dynamics of GR is completely determined by the constraints, the criterion for the correctness of a path-integral is that it
should solve all the constraints of GR quantum mechanically. In the following analysis, we will discuss this point in the framework
of refined algebraic quantization (RAQ).
4.1 Refined algebraic quantization
Consider a general constrained dynamical system with a number of the first-class constraints CI , we denote the full phase space by
(M, ω) and the canonical coordinate on it by (pa, qa). In the procedure of canonical quantization of the constrained system, it is
practically simpler to first perform the quantization on the phase space (M, ω), when one doesn’t have enough knowledges about
the reduced phase space variables. Suppose we have done this quantization and obtained a kinematical Hilbert space HKin, which
is a space of the L2-functions of configuration variables qa. After that, one should represent the constraints as the operators ˆCI on
HKin, and impose the quantum constraint equation ˆCIΨ = 0. In general the solution of the constraint equations doesn’t belong to the
kinematical Hilbert space, but will contained by the algebraic dual D⋆Kin of a dense domain DKin ⊂ HKin, which is supposed to be
invariant under all the ˆCI and ˆC†I . So what we are looking for is the state Ψ ∈ D⋆ such that:
Ψ
[
ˆC†I f
]
:= ˆC′IΨ
[ f ] = 0, ∀ f ∈ D (4.1)
The space of solutions is denoted by D⋆Phys. The physical Hilbert space will be a subspace of D
⋆
Phys. And D
⋆
Phys will be the algebraic
dual of a dense domain DPhys ∈ HPhys, which is the invariant domain of the algebra of operators corresponding to the Dirac
observables. Hence we obtain a Gel’fand triple:
DPhys →֒ HPhys →֒ D⋆Phys (4.2)
A systematic construction of the physical Hilbert space is available if we have an anti-linear rigging map:
η : DKin → D⋆Phys; f 7→ η( f ) (4.3)
such that (1.) η( f ′)[ f ] is a positive semi-definite sesquilinear form on DKin. (2.) For all the Dirac observables ˆO on the kinematical
Hilbert space, we have ˆO′η( f ) = η( ˆO f ). If such a rigging map η exists, we define the physical inner product by
〈η( f )|η( f ′)〉Phys := η( f ′)[ f ], ∀ f , f ′ ∈ DKin. (4.4)
Then a null space N ⊂ D⋆Phys is defined by
{
η( f ) ∈ D⋆Phys
∣∣∣ ||η( f )||Phys = 0 }. Therefore
DPhys := η (DKin) /N (4.5)
And the physical Hilbert space HPhys is defined by the completion of DPhys with respect to the physical inner product.
The above general procedure is called the Refined Algebraic Quantization (RAQ) [11], which follows the Dirac quantization
procedure of a first-class constrained system, and independent from the reduced phase space quantization described in section 2.1.
4.2 The path-integral as a rigging map
The discussion in section 2.1 suggests a anti-linear map ητ f ,τiω from DKin to D⋆Kin, by a choice of the dense domain DKin ⊂ HKin, two
multi-finger clock values τ f , τi, and a reference vector ω ∈ DKin:
η
τ f ,τi
ω : DKin → D⋆Kin; f 7→ ητ f ,τiω ( f )
η
τ f ,τi
ω ( f )[ f ′] :=
∫
DpaDqaDPIDT I ∏t,I [δ(PI + hI) δ(T I − cI)] ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) f ′(qaf , T If )∫
DpaDqaDPIDT I ∏t,I [δ(PI + hI) δ(T I − cI)] ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] ω(qaf , T If )ω(qai , T Ii ) (4.6)
for all f , f ′ ∈ DKin. As it is mentioned in section 2.1, the path-integral definition of ητ f ,τiω ( f )[ f ′] doesn’t depend on the choice of
path c in the T -space. However, for general kinematical state f , f ′, ητ f ,τiω ( f )[ f ′] depends on the choice of the initial and final points
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of c, i.e. it depends on the value of τi = c(ti) and τ f = c(t f ). The reason is the following: given a specific τ0 and a kinematical
state f ∈ DKin, we restrict the function f (qa, T I) on the surface defined by T I − τI0 = 0 and keep in mind that qa = Qa(0) ≡ Qa.
Then we obtain a wave-packet f (Qa, τ0) at the multi-finger time τ0. This wave-packet belongs to the Hilbert space H from reduced
phase space quantization, and serves as the initial wave-packet for multi-finger time evolution. That is, we obtain a wave function
Fτ0(Qa, τ) by solving the Scho¨dinger equation for each I:
i
∂
∂τI
Fτ0 (Qa, τ) = ˆHI(τ)Fτ0(Qa, τ) (4.7)
with the initial condition:
Fτ0(Qa, τ0) = f (Qa, τ0) (4.8)
The multi-finger history of the solution Fτ0 (Qa, τ) corresponds to a Heisenberg state |Fτ0〉 ∈ H (we use the lower case letter to denote
the kinematical state in HKin, while the corresponding state in H is denoted by the corresponding capital letter). Note that the above
map from kinematical states to the Heisenberg states in H is not injective for a given τ0, since different kinematical functions can
have the same restriction on the surface T I − τI0 = 0. As a result, by reversing the calculation in section 2.1, we see that
η
τ f ,τi
ω ( f )[ f ′] =
〈Fτ f |F′τi〉
〈Ωτ f |Ωτi〉
(4.9)
which shows the dependence on τ f and τi. However, for the purpose of the following analysis, we remove this dependence by
integral over all possible τ f and τi, and define a new anti-linear map ηω, which is the candidate for a formal rigging map:
ηω : DKin → D⋆Kin; f 7→ ηω( f )
ηω( f )[ f ′] :=
∫ ∏
t=[ti ,t f ] dc(t) 〈Fτ f |F′τi〉∫ ∏
t=[ti ,t f ] dc(t) 〈Ωτ f |Ωτi〉
=
∫
dτ f dτi 〈Fτ f |F′τi〉∫
dτ f dτi 〈Ωτ f |Ωτi〉
=
∫
DpaDqaDPIDT I ∏t,I δ(PI + hI) ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) f ′(qaf , T If )∫
DpaDqaDPIDT I ∏t,I δ(PI + hI) ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] ω(qaf , T If )ω(qai , T Ii ) (4.10)
where we use the fact that 〈Fτ f |F′τi〉 is independent of the path c(t) except its initial and final points, so the integrals
∫ ∏
t=[ti ,t f ] dc(t)
are canceled from the denominator and numerator except
∫
dτ f dτi. Suppose ηω( f )[ f ′] is finite for all f , f ′ ∈ DKin, ηω( f ) then is an
element in D⋆Kin. If ηω is a rigging map, the image of ηω should be in D⋆Phys, we have to first check if ηω( f ) solves all the quantum
constraint equations.
We suppose all the constraints CI have been Abelianized as C′I = PI + hI(pa, qa, T I). The corresponding operators is defined by
ˆC′I f (qa, T I) :=
[
−i ∂
∂T I
+ hI
(
−i ∂
∂qa
, qa, T I
)]
f (qa, T I) (4.11)
Then we compute ηω( f )[ ˆC′I f ′] for any two kinematical states f , f ′ ∈ DKin∫
Dpa(t)Dqa(t)DPI(t)DT I(t)
∏
t,I
δ
(
PI + hI
)
e
i
∫ t f
ti
dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) ˆC′I f ′(qai , T Ii )
=
∫
Dpa(t)Dqa(t)DT I(t) ei
∫ t f
ti
dt[∑a pa(t)q˙a(t)+∑I hI (t) ˙T I (t)] f (qaf , T If )
[
−i ∂
∂T Ii
+ hI
(
−i ∂
∂qai
, qai , T
I
i
)]
f ′(qai , T Ii ) (4.12)
We now consider the collection of T I as the multi-finger time parameters, then the constraint equations
ˆC′I F(qa, T I) :=
[
−i ∂
∂T I
+ hI
(
−i ∂
∂qa
, qa, T I
)]
F(qa, T I) = 0 (4.13)
can be consider as the multi-finger time evolution equations. Similar to the case with τ-parameter, given a kinematical state f , a
specific T0 and the initial condition F(qa, T I0) = f (qa, T I0), a solution FT0(qa, T I) can be determined in principle and corresponds to
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a state (a Scho¨dinger state |FT0(T )〉 or a Heisenberg state |FT0〉 ) in H . And an unitary propagator U(T f , Ti) is defined on H in the
same way as it was in section 2.1. Therefore, we have∫
Dpa(t)Dqa(t)DPI(t)DT I(t)
∏
t,I
δ
(
PI + hI
)
e
i
∫ t f
ti
dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) ˆC′I f ′(qai , T Ii )
=
∫
DT I(t)
〈
FT f (T f )
∣∣∣∣∣∣U(T f , Ti)
[
−i d
dT Ii
+ ˆh(Ti)
] ∣∣∣∣∣∣F′Ti(Ti)
〉
=
∫
DT I(t)
(
i
d
dT Ii
〈
FT f (T f )
∣∣∣∣U(T f , Ti)) ∣∣∣∣F′Ti(Ti)〉 + 〈FT f (T f )∣∣∣∣U(T f , Ti) ˆh(Ti)∣∣∣∣F′Ti(Ti)〉
= 0 (4.14)
by some certain boundary conditions of f (qai , T Ii ) and f ′(qai , T Ii ), note that DT I (t) :=
∏
t∈[ti ,t f ] dT I(t). The above manipulation shows
that
ηω( f )[ ˆC′I f ′] = 0. (4.15)
So the map ηω is from DKin to the space of solutions D⋆Phys of the quantum constraint equations.
Moreover, it is clear that ηω( f )[ f ′] is a positive semi-definite sesquilinear form on DKin because by definition
ηω( f )[ f ′] =
∫
dτ1dτ2 〈Fτ1 |Fτ2〉∫
dτ1dτ2 〈Ωτ1 |Ωτ2〉
=
∫
dQa
[∫
dτ1 Fτ1(Qa)
] [∫
dτ2 Fτ2(Qa)
]
∫
dQa
[∫
dτ1 Ωτ1(Qa)
] [∫
dτ2 Ωτ2(Qa)
] (4.16)
Therefore we define formally the physical inner product via the map ηω
〈ηω( f ′)|ηω( f )〉Phys := ηω( f )[ f ′]
=
∫
DpaDqaDPIDT I ∏t,I δ(PI + hI) ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) f ′(qai , T Ii )∫
DpaDqaDPIDT I ∏t,I δ(PI + hI) ei ∫ t fti dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] ω(qaf , T If )ω(qai , T Ii )
≡ 1
Zω
∫
DpaDqaDPIDT I
∏
t,I
δ
(
PI + hI
)
e
i
∫ t f
ti
dt[∑a pa(t)q˙a(t)+∑I PI (t) ˙T I (t)] f (qaf , T If ) f ′(qai , T Ii ) (4.17)
On the other hand, the physical inner product Eq.(4.17) can also be equivalently expressed by the group averaging of the Abelianized
constraints, i.e. if the Abelianized constraint C′I are represented as commutative self-adjoint operators ˆC′I ,
ηω( f )[ f ′] =
∫ ∏
I dtI
〈
f
∣∣∣∣ exp [i∑I tI ˆC′I] ∣∣∣∣ f ′〉∫ ∏
I dtI
〈
ω
∣∣∣∣ exp [i∑I tI ˆC′I] ∣∣∣∣ω〉 (4.18)
The formal proof for this equivalence is shown in [22]. From this equation, it is clear that for any operator ˆO such that its adjoint ˆO†
commutating with all the constraints ˆC′I
ˆO′ηω( f )[ f ′] = ηω( f )[ ˆO† f ′] = ηω( ˆO f )[ f ′] (4.19)
Therefore ηω satisfies all the requirements, thus is qualified as a rigging map.
The physical Hilbert space HPhys is defined by the image of ηω modulo a null space of zero-norm states, while the detailed
structure of the null space and physical Hilbert space HPhys should be studied case by case.
Before we come to the next section, it is remarkable that Eq.(4.17) removes all the gauge fixing conditions from the original path-
integral formula Eq.(2.26). It will greatly simplify the path-integral of gravity, since the gauge fixings are often hard to implement
in the case of quantum gravity.
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4.3 The case of gravity with scalar fields
We now apply our general consideration to the case of gravity with four massless real scalar fields T I (I = 0, · · · , 3), where the action
for the scalar fields reads
S KG[T I , gµν] = −α2
3∑
I=0
∫
d4x
√
| det(g)| gαβ∂αT I∂βT I (4.20)
where α is the coupling constraint.
One can perform the Legendre transformation of Eq.(4.20) according to the 3+1 decomposition of the spacetime manifold
M ≃ R × Σ. The resulting total Hamiltonian of the system is a linear combination of first class constraints Ctot and Ctota :
Ctot = C +CKG, CKG =
1√
det q
[
α(det q)
2 q
ab∂aT I∂bT I +
1
2αP
2
I
]
Ctota = Ca +CKGa , CDa = PI∂aT I (4.21)
here C and Ca are respectively the standard Hamiltonian constraint and diffeomorphism constraint for gravity. The symplectic
structure here is different from the standard case of gravity only by adding the scalar variables T I and their conjugate momenta PI .
When the local Jacobian matrix
∂
(
Ctot,Ctota
)
∂
(
P0, P j
) = 
P0
α
√
det q
P j
α
√
det q
∂aT 0 ∂aT j
 (4.22)
is non-degenerated, the constraint Eqs.(4.21) can be locally solved into the equivalent form as Eq.(2.9)
˜Ctot = P + h, h = h(Pab, qab, T I)
˜Ctotj = P j + h j, h j = h j(Pab, qab, T I). (4.23)
Since Ctot is quadratic to P, we have to restrict P to take value only in half real-line in order to obtain ˜Ctot. The constraint Eqs.(4.23)
form a strongly Abelean constraint algebra.
Following the general rule in section 4.2, we can immediately write down the formal rigging map. We first consider the canonical
GR in the ADM formalism
ηω : DKin → D⋆Phys; f 7→ ηω( f ), ηω( f )[ f ′] :=∫
DPabDqabDPIDT I ∏x∈M δ( ˜Ctot) δ( ˜Ctotj ) ei ∫ t fti dt ∫Σt d3 x[Pabq˙ab+PI ˙T I] f (qab, T I)t f f ′ (qab, T I)ti∫
DPabDqabDPIDT I ∏x∈M δ( ˜Ctot) δ( ˜Ctotj ) ei ∫ t fti dt ∫Σt d3 x[Pabq˙ab+PI ˙T I] ω (qab, T I)t f ω (qab, T I)ti (4.24)
Note that the integral of P is only over a half of the real-line.
The formal rigging map Eq.(4.24) can be equivalently re-expressed in terms of the connection variables, by add the SU(2) Gauss
constraint Gi = ∂aEai + ǫ
k
i j A
j
aEak and the corresponding gauge fixing condition ξi. The purpose for such a re-expression is to relating
the kinematical framework of LQG, which is formulated mathematical-rigorously and better understood than the ADM case
ηω : DKin → D⋆Phys; f 7→ ηω( f ), ηω( f )[ f ′] :=∫
DEai DAiaDPIDT I
∏
x∈M δ
(
Gi
)
δ
(
˜Ctot
)
δ
(
˜Ctotj
)
∆FP δ
(
ξ j
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] f
(
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∏
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ξ j
)
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Aia, T I
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t f
ω
(
Aia, T I
)
ti
(4.25)
where ∆FP is the Faddeev-Popov determinant. In the case that all the kinematical states we considered are SU(2) gauge invariant,
we can remove the gauge fixing term ∆FP δ
(
ξ j
)
from Eq.(4.25) without changing anything. The reason is shown by the standard
Faddeev-Popov trick, here we briefly outline the method (see also e.g.[23]):
Suppose a integral formula is written as
Z =
∫
Dµ[X] f [X] ∆FP[X] δ
(
ξI[X]
)
(4.26)
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where ξI are gauge fixing functions. We replace the variable X everwhere by XΛ, which is an finite gauge transformation of X
generated by the first-class constraints. Then
Z =
∫
Dµ[XΛ] f [XΛ] ∆FP[XΛ] δ
(
ξI[XΛ]
)
(4.27)
We are assuming that the first-class constraint algebra is a Lie algebra so that the gauge transformations form a group. Since the
infinitesimal parameterΛ is arbitrary, Z cannot dependent onΛ. Therefore we integral overΛ with a certain suitable weight-function
ρ[Λ]
Z
∫
DΛI ρ[ΛI] =
∫
DΛI ρ[ΛI]
∫
Dµ[XΛ] f [XΛ] ∆FP[XΛ] δ
(
ξI [XΛ]
)
(4.28)
If we also assume that both the path-integral measure Dµ[X] and the function f [X] are invariant under the gauge transformations,
we will obtain
Z
∫
DΛI ρ[ΛI] =
∫
Dµ[X] f [X]
∫
DΛI ρ[ΛI] ∆FP[XΛ] δ
(
ξI[XΛ]
)
(4.29)
By using an explicit expression of Faddeev-Popov determinant ∆PF . We know that
∆PF [XΛ] = det
(
δξI[(XΛ)λ]
δλJ
∣∣∣∣∣∣
λ=0
)
(4.30)
We consider the result of performing the gauge transformation with parameters ΛI followed by the gauge transformation with
parameters λI as a product infinitesimal gauge transformation with parameters ΘI(Λ, λ). Then
δξI[(XΛ)λ]
δλJ
∣∣∣∣∣∣
λ=0
=
δξI[XΘ]
δΘK
∣∣∣∣∣∣
Θ=Λ
ΘK(Λ, λ)
δλJ
∣∣∣∣∣∣
λ=0
=
δξI[XΛ]
δΛK
ΘK(Λ, λ)
δλJ
∣∣∣∣∣∣
λ=0
(4.31)
Therefore if we choose the weight-function
ρ[Λ] =
[
det
(
ΘK(Λ, λ)
δλJ
∣∣∣∣∣∣
λ=0
)]−1
(4.32)
We then have ∫
DΛI ρ[ΛI] ∆FP[XΛ] δ
(
ξI[XΛ]
)
=
∫
DΛI det
(
δξI[XΛ]
δΛK
)
δ
(
ξI[XΛ]
)
= 1 (4.33)
As a result
Z =
[∫
DΛI ρ[ΛI]
]−1 ∫
Dµ[X] f [X] (4.34)
which means that Z is expressed as a simpler integral
∫
Dµ[X] f [X] divided by a infinite gauge obit volume. Note that if one can
define a Haar measure on the gauge group, the weight-function can be chosen as 1.
The above derivation only depends on two non-trivial assumptions: (1.) Both the measure Dµ and the function f are gauge
invariant; (2.) The gauge transformations form a Lie group. In our case of Eq.(4.25), both integrals in the numerator and denominator
fulfill the assumptions. Firstly, in the same way as we discussed in previous sections, the SU(2) gauge transformations are local
symmetries of the action and anomaly-free in the path-integral (leave the measure invariant). And we have chosen all the kinematical
states f , f ′, ω are SU(2) gauge invariant. Secondly, the SU(2) gauge transformations form a Lie group. As a result,
ηω : DKin → D⋆Phys; f 7→ ηω( f ), ηω( f )[ f ′] :=∫
DEai DAiaDPIDT I
∏
x∈M δ
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Gi
)
δ
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˜Ctot
)
δ
(
˜Ctotj
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] f
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Aia, T I
)
t f
f ′
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Aia, T I
)
ti∫
DEai DAiaDPIDT I
∏
x∈M δ
(
Gi
)
δ
(
˜Ctot
)
δ
(
˜Ctotj
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] ω
(
Aia, T I
)
t f
ω
(
Aia, T I
)
ti
(4.35)
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where the gauge fixing terms are removed, and the overall factors of infinite gauge volumes in both numerator and denominator are
canceled with each other.
Another step is to transform the delta functions and express Eq.(4.35) in terms of original constraints Ctot and Ctota
ηω : DKin → D⋆Phys; f 7→ ηω( f ), ηω( f )[ f ′] :=∫
DEai DAiaDPIDT I
∏
x∈M R δ
(
Gi
)
δ
(
Ctot
)
δ
(
Ctota
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] f
(
Aia, T I
)
t f
f ′
(
Aia, T I
)
ti∫
DEai DAiaDPIDT I
∏
x∈M R δ
(
Gi
)
δ
(
Ctot
)
δ
(
Ctota
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] ω
(
Aia, T I
)
t f
ω
(
Aia, T I
)
ti
(4.36)
where
R =
∣∣∣∣∣∣∣∣det ∂
(
Ctot,Ctota
)
∂
(
P0, P j
)
∣∣∣∣∣∣∣∣ = 1α√det q
∣∣∣∣∣∣∣det
 P0 P j
∂aT 0 ∂aT j

∣∣∣∣∣∣∣ (4.37)
which depends on both the variables of gravity and the variables of dust. As it was shown generally in section 4.2, ηω( f ) formally
solves the quantum constraint equations defined by the Abelianized constraints Eq.(4.23). And
〈ηω( f ′)|ηω( f )〉Phys := ηω( f )[ f ′] (4.38)
is qualified to be a physical inner product.
There is a remarkable feature of Eq.(4.36): when we derive Eq.(4.36), we restrict the kinematical states f , f ′, ω to be SU(2)
gauge invariant. However, even if we apply some gauge non-invariant states to Eq.(4.36), it actually only depends on the equivalence
class of the kinematical states f , f ′, in which different states are related by SU(2) gauge transformations. We can see the reason by
a change of variables in the integral, we replace the variables Aia, Eai by the SU(2) gauge transformed ones TΛG Aia, TΛG Eai everywhere
(which doesn’t change anything), with an arbitrary time-space-dependent parameter Λ(t, ~x). If we choose the reference vector ω to
be gauge invariant, by the fact that S U(2) gauge transformations leaves the measure, delta functions and the kinetic term invariant
up to field independent constants, we then obtain that∫
DEai DAiaDPIDT I
∏
x∈M R δ
(
Gi
)
δ
(
Ctot
)
δ
(
Ctota
)
e
i
∫ t f
ti
dt
∫
Σt
d3 x[Eai ˙Aia+PI ˙T I] f
(
Aia, T I
)
t f
f ′
(
Aia, T I
)
ti∫
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∏
x∈M R δ
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)
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Ctota
)
e
i
∫ t f
ti
dt
∫
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d3 x[Eai ˙Aia+PI ˙T I] ω
(
Aia, T I
)
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ω
(
Aia, T I
)
ti
=
∫
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∏
x∈M R δ
(
Gi
)
δ
(
Ctot
)
δ
(
Ctota
)
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(4.39)
where Λi and Λ f are relatively independent. This observation shows that for a given kinematical state f , ηω( f ) solves ALL the
quantum constraints, including Gauss constraint, Diffeomorphism constraint and Hamiltonian constraint.
4.4 The path-integral rigging map in terms of spacetime covariant field variables
It is more convenient to perform the computation with the path-integral formula in terms of original spacetime covariant field
variables and the Lagrangian in a manifestly covariant form. Thus it is better for us to transform Eq.(4.36) into the path-integral in
terms of original spacetime covariant field variables, so that we can evaluate the physical inner product by using the techniques of
spin-foam model.
It is shown in the appendix of [1] that the canonical path-integral formula from the Ashtekar-Barbero-Immirzi Hamiltonian (the
one appeared in Eq.(4.36)) is equivalent to the canonical path-integral for the Holst action Eq.(3.35) after imposing the time-gauge.
We incorporate this result to the physical inner product (we first ignore the scalar field contribution, but will add it back afterward):
〈ηω( f ′)|ηω( f )〉Phys = ZT ( f , f
′)
ZT (ω,ω)
ZT ( f , f ′) =
∫ ∏
x∈M
[
dAIJa (x) dπaIJ(x) δ
(
Cab(x)
)
δ
(
Dab(x)
) √∣∣∣ det∆D(x)∣∣∣ ] ∏
x∈M
[
δ
(
GIJ(x)
)
δ
(
Ha(x)
)
δ
(
H(x)
)]
×
∏
x∈M
[
V4s (x) δ
(
Tc
)]
exp i
∫ t f
ti
dt
∫
Σt
d3x
[
1
2
πaIJ
∂
∂t
(
AIJa −
1
γ
∗ AIJa
)]
f
(
Aia
)
t f
f ′
(
Aia
)
ti
(4.40)
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where the time-gauge condition Tc := ǫi jkπa0iπ
b
jkǫabc = 0, M is the spacetime region bounded by initial and final slices Σti and Σt f .
In order to let Eq.(4.40) consistent with Eq.(4.25), one need to be careful for the following reasons: Recall that the simplicity
constraint
Cab = ǫIJKLπaIJπ
b
KL ≈ 0 (4.41)
has five disjoint sectors of solutions, where πaIJ takes one of the five forms
(I±) πaIJ = ±ǫabceIbeJc
(II±) πaIJ = ±
1
2
ǫabceKb e
L
c ǫIJKL
(Deg) πaIJ = 0. (4.42)
If we define πai :=
1
2π
a
0i and π˜
a
i :=
1
4 ǫi
jkπajk. Then we have the following different properties for different sectors
(I+) ⇒ det πai = 0 and (det π˜ai )(det eia) > 0,
(I−) ⇒ det πai = 0 and (det π˜ai )(det eia) < 0,
(II+) ⇒ det π˜ai = 0 and (detπai )(det eia) > 0,
(II−) ⇒ det π˜ai = 0 and (detπai )(det eia) < 0. (4.43)
where we can also see that the four sectors (I±) and (II±) are disjoint. Because of the appearance of these five sectors of solutions,
we have to clarify which sector is contained in the integral of Eq.(4.40) in order to be consistent with Eq.(4.25). It turns out in the
appendix of [1] that the integral of Eq.(4.40) only contain two sectors, either (I±) or (II±). Thus we restrict ourselves in the sectors
(II±).
The next step is to perform the Henneaux-Slavnov trick [24] to eliminate the secondary second-class constraint Dab in the
path-integral formula. We express the delta functions δ(H) and δ(Dab) by their Fourier decompositions,
ZT ( f , f ′) =
∫
II±
∏
x∈M
[
dAIJa (x) dπaIJ(x) ddab(x) δ
(
Cab(x)
) √∣∣∣ det∆D(x)∣∣∣ ] ∏
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dN(x) δ
(
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)
δ
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Ha(x)
)]
×
∏
x∈M
[
V4s (x) δ
(
Tc
)]
exp i
∫ t f
ti
dt
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Σt
d3x
[
1
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IJ
∂
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(
AIJa −
1
γ
∗ AIJa
)
− NH + dabDab
]
f
(
Aia
)
t f
f ′
(
Aia
)
ti
(4.44)
Then We consider a change of variables which is also a canonical transformation for the canonical fields on different spatial slices
Σt. It is generated by the functional
F(t) := −
∫
Σt
d3x ˜dab(t, ~x) Cab/N(t, ~x)
where ˜dab(t, ~x) = dab(t, ~x) for t ∈ [ti + ǫ, t f − ǫ]
= 0 for t = {ti, t f } (4.45)
so this change of variable doesn’t affect the kinematical state f , f ′ on the boundary. The integral measure
[
dAIJa (x) dπaIJ(x)
]
is the
Liouville measure on the phase space thus is invariant under this canonical transformation,
√| det∆D(x)| is also invariant under the
canonical transformation generated by F since
{
Cab(x),Gcd,e f (x′, x′′)
}
= 0, and the product of δ-functions for both time-gauge and
first-class constraints are invariant under this canonical transformation because{
GIJ(ΛIJ),Cab(cab)
}
= 0{
Cab(cab),Ccd(dcd)
}
= 0{
Ha(Na),Cbc(cbc)
}
= Cab(L~Ncab) (4.46)
Under the canonical transformation generated by F, the change of kinetic term δ
∫
dt
∫
d3x πaIJ∂t
(
AIJa − 1γ ∗ AIJa
)
is proportional to∫
dt
∫
d3x Cab∂t(dab/N) which also vanishes by the delta functions δ(Cab) in front of the exponential. So H and Dab are the only
terms variant in this canonical transformation. Moreover because
{
H(x),Cab(x′)
}
= Dab(x)δ(x, x′) modulo the terms proportional
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to Cab and
{
Cab(x), Dcd(x′)
}
= Gab,cd(x, x′) we can obtain explicitly the transformation behavior of H(N) and Dcd(dcd) in the time
period [ti + ǫ, t f − ǫ] modulo the terms vanishing on the constraint surface defined by Cab = 0
eχˆ−F H(N) ≡
∞∑
n=0
1
n!
{F, H(N)}(n) =
∫
d3x N(x)H(x) +
∫
d3x dab(x)Dab(x) − 12
∫
d3y
∫
d3z 1
N(y)dab(y)dcd(z)G
ab,cd(y, z)
eχˆ−F Dcd(dcd) ≡
∞∑
n=0
1
n!
{F, Dcd(dcd)}(n) =
∫
d3x dcd(x)Dcd(x) −
∫
d3x
∫
d3y 1
N(y)dcd(x)dab(y)G
ab,cd(x, y) (4.47)
here χ−F is the Hamiltonian vector field associated by the phase space function −F, and the series terminated because of{
Cab(x),Gcd,e f (x′, x′′)
}
= 0. (4.48)
When we take ǫ → 0, the integral on the exponential becomes∫
dt
∫
d3x
[
1
2
πaIJ
∂
∂t
(
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1
γ
∗ AIJa
)
− NH − 1
2
dabdcdGab,cd/N
]
(4.49)
Then we perform the integral over dab, we obtain
ZT ( f , f ′)
=
∫
II±
[
DAIJa DπaIJ δ
(
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) √
| det G|
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DAIJt DNaDN
∣∣∣N3∣∣∣ ]∏
x∈M
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1
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− 1
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]
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Aia
)
t f
f ′
(
Aia
)
ti
(4.50)
We include the scalar degrees of freedom, since the scalar field contributions all commute with F(t), we get
ZT ( f , f ′)
=
∫
II±
[
DAIJa DπaIJ δ
(
Cab
) √
| detG|
] [
DAIJt DNaDN
∣∣∣N3∣∣∣ ] [DPIDT I]∏
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(
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× exp i
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det q
(
α(det q)
2
qab∂aT I∂bT I +
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(4.51)
We then consider the scalar field contributions of the total action on the exponential:
S KG =
∫ t f
ti
dt
∫
Σt
d3x
[
PI∂tT I − NaPI∂aT I − N√
det q
(
α(det q)
2
qab∂aT I∂bT I +
1
2α
P2I
) ]
=
∫ t f
ti
dt
∫
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d3x
[
− N
2α
√
det q
P2I + NPIn
α∂αT I − α2 N
√
det qqab∂aT I∂bT I
]
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d3x
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− N
2α
√
det q
P2I + NPIn
α∂αT I − α2 N
√
det q
(
nα∂αT I
)2
+
α
2
N
√
det q
(
nα∂αT I
)2
−α
2
N
√
det qqab∂aT I∂bT I
]
= −
∫ t f
ti
dt
∫
Σt
d3x
[√
N
2α
√
det q
PI −
√
α
2
N
√
det q
(
nα∂αT I
) ]2
− α
2
∫
d4x
√
| det(g)| gαβ∂αT I∂βT I (4.52)
where the second term is the original covariant action of the scalar fields, and the first term contributes the integral of PI . Let’s
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extract the integral of PI out of the path-itnegral formula:
∫
DPI R e
−i
∫ t f
ti
dt
∫
Σt
d3 x
√ N2α√det q PI−
√
α
2 N
√
det q(nα∂αT I)
2
=
1
α
√
det q
∫
DPI
∣∣∣∣∣∣∣det
 P0 P j
∂aT 0 ∂aT j

∣∣∣∣∣∣∣ e−i
∫ t f
ti
dt
∫
Σt
d3 x
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2
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√
α
2 N
√
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α
2 N
√
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[
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]
(4.53)
After the above manipulation for the scalar field degrees of freedom, we follow the same way in [1] to solve the simplicity
constraint Cab, and obtain a path-integral of the Holst action coupling to the scalar fields
ZT ( f , f ′) =
∫
II±
DAIJα DeIαDT I
∏
x∈M
∣∣∣V1/2V6s ∣∣∣ JKG [α, T I , qab] δ3 (e0a) [sin∫
M
eI ∧ eJ ∧
(
∗FIJ − 1
γ
FIJ
)]
× exp
[
− iα
2
∫
M
d4x
√
| det(g)| gαβ∂αT I∂βT I
]
f
(
Aia, T I
)
t f
f ′
(
Aia, T I
)
ti
(4.54)
It is the path-integral representation of the physical inner product for GR coupling to the scalar fields. However, the Jacobian JKG
involves integral expression Eq.(4.53) thus is hard to practically compute. But we can approximate this formula Eq.(4.54) by the
pure gravity contribution, if we assume (1.) f , f ′, ω depend on Aia only; (2.) the coupling constant α is small and negligible. The
reason is that if α is negligible, JKG then becomes independent of qab, then the integrals of scalar field variables are factored out
from Eq.(4.54) and canceled between the denominator and the numerator of the physical inner product:
〈ηω( f ′)|ηω( f )〉Phys = ZT ( f , f
′)
ZT (ω,ω) (4.55)
Under this approximation, we write down the path-integral representation of the physical inner product
ZT ( f , f ′) =
∫
II±
DAIJα DeIα
∏
x∈M
∣∣∣V1/2V6s ∣∣∣ δ3 (e0a) [sin∫
M
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(
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)]
f
(
Aia
)
t f
f ′
(
Aia
)
ti
(4.56)
Moreover, Eq.(4.56) is equivalent to the path-integral of a Plebanski-Holst action [1]
ZT ( f , f ′) =
∫
II±
DAIJα DBIJαβ
∏
x∈M
∣∣∣V13/2V9s ∣∣∣ δ20 (ǫIJKL BIJαβ BKLγδ − 14!Vǫαβγδ
)
δ3(Tc)
×
[
exp i
∫
M
BIJ ∧ (F − 1
γ
∗ F)
]
f
(
Aia
)
t f
f ′
(
Aia
)
ti
. (4.57)
5 Conclusion and discussion
The aim of the present paper has been to analyze the gauge invariance of the path-integral measure consistent with the canonical
settings, also to give a path-integral formula appropriate for both conceptual and practical purposes. Our previous discussions show
that the path-integral measure we obtained is invariant under all the gauge transformations (local symmetries) of GR generated by the
first-class constraints. These gauge transformations form the Bergmann-Komar “group” (enveloping algebra) which is the collection
of the dynamical symmetries. We also obtain the desired path-integral formula which formally solves all the constraints of GR
quantum mechanically. And the pure gravity part of physical inner product is formally represented by these path-integral formula
Eqs.(4.56) or (4.57), which is ready for the spin-foam model construction.
There are several remarks concerning our result Eqs.(4.56) and (4.57):
• In Eqs.(4.56) and (4.57) most of the gauge fixing conditions, which often appear in the quantization of gauge system, disappear
in our case. Since it is hard to implement gauge fixing conditions in the spin-foam quantization, the Eqs.(4.56) and (4.57)
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simplify the further construction and computation at this point. However, the appearance of time-gauge will have non-trivial
contribution to the construction of a spin-foam model.
• Our construction formally explains that if we are working toward formally a rigging map and physical inner product consistent
with the Ashtekar-Barbero-Immirzi canonical formulation [12], we have to include both two sectors (II±) in constructing the
spin-foam models from Plebanski path-integral. It simplifies the construction because in constructing a spin-foam model, we
would like to first remove the delta functions of the simplicity constraint ǫIJKL BIJαβ B
KL
γδ =
1
4!Vǫαβγδ and consider a pure BF-
theory, and implement the simplicity constraint afterwards. In considering BF theory, we need the integral for each component
of BIJαβ to be over the full real-line in order to obtain a product of δ (F) (more precisely the delta functions of holonomies).
However if it was restricted to only one single sector (II+) or (II−), the integral for each component of BIJαβ would be only
over a half real-line.
• The local measure factors (V1/2V6s for Holst and V13/2V9s for Plebanski-Holst) appear in our result Eqs.(4.56) and (4.57). It
means that in order to interpret the path-integral amplitude (or spin-foam amplitude) as a physical inner product in the canonical
theory, one has to properly implement these local measure factors into the spin-foam model. The detailed implementation and
construction will appear in the future publication.
• In order to construct the physical Hilbert space HPhys := ηω(DKin)/N, it is needed to clarify the null space
N =
{
ηω( f ) ∈ D⋆Phys
∣∣∣ ||ηω( f )||Phys = 0 } (5.1)
implied by the physical inner product defined by Eqs.(4.56) or (4.57). Therefore the further research is necessary regarding
the implication from the path-integral formula Eqs.(4.56) or (4.57).
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