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Abstract
We consider an infinite spin chain as a bipartite system consisting of
the left and right half-chain and analyze entanglement properties of pure
states with respect to this splitting. In this context we show that the
amount of entanglement contained in a given state is deeply related to
the von Neumann type of the observable algebras associated to the half-
chains. Only the type I case belongs to the usual entanglement theory
which deals with density operators on tensor product Hilbert spaces, and
only in this situation separable normal states exist. In all other cases the
corresponding state is infinitely entangled in the sense that one copy of
the system in such a state is sufficient to distill an infinite amount of
maximally entangled qubit pairs. We apply this results to the critical XY
model and show that its unique ground state ϕS provides a particular
example for this type of entanglement.
1 Introduction
Entanglement theory is not only at the heart of quantum information theory,
it has also produced a lot of very deep (and in particular quantitative) insights
into the structure of quantum correlations. The latter play also a paramount
role in condensed matter physics, in particular in the study of phase transitions
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and critical phenomena. It is therefore an interesting and promising task to
analyze how both fields can benefit from each other, or in other words: to apply
entanglement theory to models of quantum statistical mechanics.
A lot of research was recently done on this subject, concentrating in par-
ticular on one-dimensional systems (cf. [6, 17, 27, 9, 12, 21, 23, 26, 27, 34, 16,
18, 20, 24, 33, 44] and the references therein for a still incomplete list). Many
of these papers study a ground state of a spin chain model and calculate the
von Neumann entropy S of its restriction to a finite, contiguous block. It turns
out that the scaling behavior of S with respect to the length L of the block is
intimately related to criticality: For critical models the entropy S(L) tends to
diverge logarithmically (in the limit L→∞), while limL→∞ S(L) remains finite
in the non-critical case.
The relation of these results to entanglement theory is given by the fact that
S – the entropy of entanglement – measures the rate of maximally entangled
qubit pairs (“singlets”), which can be distilled from an infinite supply of systems,
if only local operations and classical communication (LOCC) are allowed. To
be more precise consider a spin chain as a bipartite system consisting of a finite
block of length L (given to Alice) and the rest (given to Bob), and assume that
an infinite amount of chains is available. The entropy of entanglement S(L)
describes then the number of singlets Alice and Bob can produce per chain, if
they are only allowed to communicate classically with each other and to operate
on their parts of the chains. While this is a natural concept for finite dimensional
systems, it seems to be odd for infinite degrees of freedoms, because we already
have infinitely many systems. Hence it is more natural to ask how many singlets
Alice and Bob can produce (in terms of LOCC) if only one chain is available.
This question is discussed in [16, 33], and it turns out that in the critical case this
“one-copy entanglement” diverges logarithmically as well (but with a smaller
factor in front of the logarithm).
Let us change our point of view now slightly and consider a splitting of the
chain into a left and right half, rather than into a finite part and the rest. The
results just discussed indicate that the one-copy entanglement of a critical chain
becomes infinite in this case. As shown in [25] states of such a type can not be
described within the usual setup of entanglement theory (density operators on
tensor product Hilbert spaces) but require instead the application of operator
algebraic methods. The purpose of the present paper is to take this point of
view seriously and to rediscuss entanglement properties of infinite quantum
spin chains in an appropriate (i.e. algebraic) mathematical context. The basic
idea is to associate to each set Λ of spins in the chain the C*-algebra AΛ of
observables localized in Λ, and to describe the systems in term of this net of
algebras – rather than in terms of a fixed Hilbert space. This is a well known
mathematical approach to quantum spin systems, and it has produced a lot of
deep and powerful methods and results (cf. the corresponding section of [11]
and the references therein). Of special importance for us are the algebras AL
and AR associated to the left (L) and right(R) half-chain. They represent the
corresponding splitting of the spin chain into a bipartite system. In the following
we can think of AL (respectively AR) as the algebra which is generated by the
observables available only to Alice (respectively Bob). The main message of
this paper is now that the degree of entanglement contained in a pure state of
the chain is deeply related to properties (in particular the von Neumann type)
of the weak closure of AL and AR in the corresponding GNS representation.
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We can show in particular that under mild technical assumption (most notably
Haag-duality) two different cases arise:
• The low entangled case, where the half-chain algebras are of type I, sepa-
rable normal states exist, but no normal state can have infinite one-copy
entanglement. This covers the traditional setup of entanglement theory.
• The infinitely entangled case. Here the half-chain algebras are not of type
I, all normal states have infinite one-copy entanglement, and consequently
no separable normal state exists.
The previous results mentioned above indicate that critical models usually be-
long to the second case. Using the method developed in [2, 4] we prove this
conjecture explicitly for the critical XY model. In this context we show in par-
ticular that the (unique) ground state of a critical XY chain satisfies Haag
duality.
The outline of the paper is as follows: After presenting some notations and
mathematical preliminaries in Section 2 we will discuss (Section 3) the gener-
alizations of the usual setup for entanglement theory which are necessary in a
C*-algebraic context. This is mostly a review of material presented elsewhere
[35, 25, 40] adopted to the special needs of this paper. In Section 4 we ana-
lyze the relations between the von Neumann type of half-chain algebras and
the amount of entanglement in a given state (cf. the discussion in the last para-
graph). These results are then applied to spin chains. In Section 5 we treat kine-
matical properties like translational invariance, localization of entanglement and
cluster properties, while Section 6 is devoted to a detailed study of the critical
XY model.
2 Preliminaries
A quantum spin chain consists of infinitely many qubits (more generally d-
level systems, but we are only interested in the spin 1/2 case) arranged on a
one-dimensional regular lattice (i.e. Z). We describe it in terms of the UHF
C∗−algebra 2∞ (the infinite tensor product of 2 by 2 matrix algebras ) :
A =
⊗
Z
M2(C)
C∗
. (1)
Each component of the tensor product above is specified with a lattice site Z.
By Q(j) we denote the element of A with Q in the jth component of the tensor
product and the identity in any other component. For a subset Λ of Z , AΛ is
defined as the C∗-subalgebra of A generated by elements supported in Λ. We
set
Aloc =
⋃
Λ⊂Z,|Λ|<∞
AΛ (2)
where the cardinality of Λ is denoted by |Λ|. We call an element of AΛ a local
observable or a strictly local observable. Aloc is a dense subalgebra of A.
In this paper we will look at spin chains as bipartite systems. Hence we have to
consider observables and operations which are located on the right respectively
3
left part of the chain. They are described in terms of the two half-chain algebras1
AR = A[0,∞), AL = A(−∞,0). (3)
For each state ω of A we can introduce the restricted states
ωR = ω|AR , ωL = ω|AL (4)
and the von Neumann algebras
RR,ω = πω(AR)′′, RL,ω = πω(AL)′′, (5)
where (Hω, πω ,Ωω) denotes the GNS representation associated with ω. For ar-
bitrary ω the two von Neumann algebras RL/R,ω have the following properties:
• Since AL/R are generated (as C*-algebras) by an increasing sequence of
finite dimensional matrix algebras, the same holds for RR/L,ω in the weak
topology. Hence the RL/R,ω are hyperfinite.
• For the same reason the GNS Hilbert space Hω is separable, hence RL,ω
and RR,ω are σ-finite.
• RL,ω and RR,ω are mutually commuting, i.e. [A,B] = 0 for all A ∈ RL,ω
and all B ∈ RR,ω.
If ω is pure, the GNS representation πω is irreducible and we get in addition:
• RL,ω and RR,ω together generate πω(A)′′ = B(Hω), i.e.
RL,ω ∨RR,ω = (RL,ω ∪RR,ω)′′ = B(Hω). (6)
• The RL/R,ω are factors. This can be seen as follows: The center Zω of
RL,ω satisfies
Z ′ω = (RL,ω ∩R′L,ω)′ = RL,ω ∨R′L,ω. (7)
But RR,ω ⊂ R′L,ω and from Equation (6) we therefore get Z ′ω = B(Hω).
Hence RL,ω is a factor, and RR,ω can be treated similarly.
A special class of states we will consider frequently are translationally in-
variant states. A state ω is translationally invariant if ω ◦ τ1 = ω holds, where
τ1 denotes the automorphism which shifts the whole chain one step to the
right. More precisely, we define for each k ∈ Z an automorphism τk of A by
τj(Q
(k)) = Q(j+k) for any j ∈ Z and any 2× 2 matrix Q.
A particular example of a translationally invariant state is the ground state
of the critical XY-model. To give its definition, note first that a state ϕ is a
ground state with respect to a one parameter group αt of automorphisms of A,
if
ϕ(Q∗δ(Q)) ≥ 0 (8)
holds for any Q in the domain of the generator δ of αt, where
δ(Q) = −i d
dt
αt(Q)|t=0. (9)
1We will use interval notations like (a, b] frequently for subsets of Z rather than R.
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The dynamics of the XY-model is given formally by
αt(Q) = exp
itHXY Q exp−itHXY , Q ∈ A (10)
with the Hamiltonian
HXY = −
∑
j∈Z
{(1 + γ)σ(j)x σ(j+1)x + (1− γ)σ(j)y σ(j+1)y + 2λσ(j)z }, (11)
where σ
(j)
x , σ
(j)
y , and σ
(j)
z are Pauli spin matrices at the site j and γ and λ
are real parameters (anisotropy and magnetic field). The precise mathematical
definition of αt is obtained via thermodynamic limit: If we set
HXY ([a, b]) = −
b−1∑
j=a
{(1 + γ)σ(j)x σ(j+1)x + (1− γ)σ(j)y σ(j+1)y + 2λσ(j)z }, (12)
the limit
αt(Q) = lim
N→∞
eitHXY ([−N,N ])Qe−itHXY ([−N,N ]), Q ∈ A (13)
exists in norm topology ofA and defines the time evolution αt. The local algebra
Aloc is a core for the generator δ(Q) = [HXY , Q].
The critical XY model arises if the parameter λ, γ satisfy |λ| = 1, γ 6= 0
or |λ| < 1, γ = 0. In this case it is known (cf. Theorem 1 of [4]) that there
is a unique ground state ϕS . We will refer to it throughout this paper as “the
(unique) ground state of the critical XY model”.
3 Entanglement and C*-algebras
Our aim is to look at an infinite quantum spin chain as a bipartite system which
consists of the left and right half-chain and to analyze entanglement properties
which are related to this splitting. However, in our model the two halfs of the
chain are not described by different tensor factors of a tensor product Hilbert
space, but by different subalgebras of the quasi-local algebra A. Therefore we
have to generalize some concepts of entanglement theory accordingly (cf. also
[35, 25, 40]).
Definition 3.1 A bipartite system is a pair of unital C*-algebras A, B which
are both subalgebras of the same “ambient algebra” M, commute elementwise
([A,B] = 0 for all A ∈ A, B ∈ B) and satisfy A ∩B = C1I.
For the spin chain we have A = AL, B = AR and M = A. The usual setup
in terms of a tensor product Hilbert space H1⊗H2 arises with A = B(H1)⊗ 1I,
B = 1I⊗B(H2) andM = B(H1⊗H2); we will refer to this situation as the “type
I case” (since A and B are type I von Neumann algebras in this case). If M is
finite dimensional, the latter is the only possible realization of bipartite systems
– in full compliance with ordinary (i.e. finite dimensional) entanglement theory.
Definition 3.2 A state ω on the ambient algebra is called a product state if
ω(AB) = ω(A)ω(B) for all A ∈ A, B ∈ B; i.e. if ω does not contain any
correlations. ω is separable if it is an element of the weakly closed convex hull
of the set of product states. If ω is not separable, it is called entangled.
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If ω is a normal state of a type I system, i.e. ω(A) = tr(ρA) with a density
operator ρ onH1⊗H2 we see immediately that ω is a product state iff ρ = ρ1⊗ρ2
holds. Hence we recover the usual definitions.
Given a bipartite system in an entangled state our aim is to extract maxi-
mally entangled qubit pairs using an operation T which does not generate en-
tanglement itself (i.e. T should map separable states to separable states – such
a map is called separable itself). For the purpose of this paper it is sufficient,
to look only at the most simple class of such maps: local operations (for LOCC
maps cf. [40]).
Definition 3.3 A local operation between two bipartite systems A1,B1 ⊂ M1
and A2,B2 ⊂ M2 is a unital completely positive (cp) map T : M1 → M2 such
that
1. T (A1) ⊂ A2 and T (B1) ⊂ B2,
2. and T (AB) = T (A)T (B) holds for all A ∈ A1, B ∈ B1.
If we consider in the type I case an operation T : A1⊗B1 → A2⊗B2 which is
local and normal, it must have the form T = T1⊗T2 with two unital (and normal)
cp maps T1, T2. To see this, expand an elementQ ∈M1 = A1⊗B1 = B(H1⊗H2)
in terms of matrix units ei,j . By normality we get
Q =
∑
ijkl
cijkleij ⊗ ekl , T (Q) =
∑
ijkl
cijklT (eij ⊗ 1)T (1⊗ ekl) = T1⊗T2(Q), (14)
hence T = T1⊗T2 as stated. Note that T would not factorize if we consider only
item 1 of this definition: If ω is a state on M1 the map T (A) = 1Iω(A) satisfies
condition 1 even if ω is entangled. To fulfill condition 2 as well, however, ω has
to be a product state.
Usual distillation protocols describe procedures, to extract a certain amount
of entanglement per system, if a large (possibly infinite) number of equally pre-
pared systems is available. However, if we study an infinite quantum spin chain,
we have already a system consisting of infinitely many particles. Hence one copy
of the chain could be sufficient for distillation purposes, and if the total amount
of entanglement contained in the system is infinite, it might be even possible
to extract infinitely many singlets from it. This idea is the motivation for the
following definition2 [25, 16].
Definition 3.4 Consider a state ω of a bipartite system A,B ⊂M. The quan-
tity E1(ω) = log2(d) is called the one copy entanglement of ω (with respect to A,
B), if d is the biggest integer d ≥ 2 which admit for each ǫ > 0 a local operation
Tǫ : B(Cd)⊗ B(Cd)→M such that
ω
(
Tǫ(|χd〉〈χd|)
)
> 1− ǫ, χd = 1√
d
d∑
j=1
|jj〉 (15)
holds. If no such d exists we set E1(ω) = 0 and if (15) holds for all d ≥ 2 we
say that ω contains infinite one copy entanglement (i.e. E1(ω) =∞).
2Note that the definition given in [16] is slightly different from ours, because the condition
T ∗(ω) = |χd〉〈χd| is used instead of Equation (15). The advantage of our approach (following
[25]) lies in the fact that topological questions concerning the limit ǫ → 0 can be avoided.
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The next result is a technical lemma which we will need later on (cf. [40] for
a proof). It allows us to transfer results we have got for C*-algebras A,B to the
enveloping von Neumann algebras A′′,B′′ and vice versa.
Lemma 3.5 Consider a bipartite system A,B ⊂ M ⊂ B(H) with irreducible
M and a density operator ρ on H. The state tr(ρ · ) has infinite one copy en-
tanglement with respect to A, B iff the same is true with respect to A′′, B′′.
Finally, we will consider violations of Bell inequalities. This subject is studied
within an algebraic context in [35]. Following these papers let us define:
Definition 3.6 Consider a bipartite system A,B ⊂ M. The Bell correlations
in a state ω : M→ C are defined by
β(ω) =
1
2
supω(A1(B1 +B2) +A2(B1 −B2)), (16)
where the supremum is taken over all selfadjoint Ai ∈ A, Bj ∈ B satisfying
−1I ≤ Ai ≤ 1I, −1I ≤ Bj ≤ 1I, for i, j = 1, 2. In other words A1, A2 and B1, B2
are (appropriately bounded) observables measurable by Alice respectively Bob.
Of course, a classically correlated (separable) state, or any other state consis-
tent with a local hidden variable model [42] satisfies the Bell-CHSH-inequality
β(ω) ≤ 1, while any ω has to satisfy Cirelson’s inequality [13, 36, 43]
β(ω) ≤
√
2. (17)
If the upper bound
√
2 is attained we speak of a maximal violation of Bell’s
inequality.
4 Entanglement and von Neumann type
In this section we want to consider the special case that A and B are von
Neumann algebras acting on a Hilbert space H and having all the properties
mentioned in Section 2. In other words: A and B are hyperfinite and σ-finite
factors, and they generate together B(H), i.e.
A ∨B = B(H). (18)
As the ambient algebra we chooseM = B(H) and we will call a bipartite system
with these properties in the following simple. If in addition A′ = B holds we
say that Haag duality holds. We will see that these conditions are already quite
restrictive (in particular Equation (18)) and lead to a close relation between
entanglement and the type of the factors A and B.
4.1 Split property
Let us consider first the low entangled case. It is best characterized by the split
property, i.e. there is a type I factor N such that
A ⊂ N ⊂ B′ (19)
holds. In this case normal states with infinite one copy entanglement does not
exist. More precisely we have the following theorem.
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Theorem 4.1 Consider a simple bipartite system A,B ⊂ B(H) satisfying the
split property (19). Then there is no normal state on B(H) with infinite one
copy entanglement.
The proof of this theorem can be divided into two steps. The first one shows
that the split property forces the algebras A,B to be of type I.
Proposition 4.2 A simple bipartite system A,B ⊂ B(H) satisfies the split
property iff it is (up to unitary equivalence) of the form H = H1 ⊗ H2, A =
B(H1)⊗ 1I and B = 1I⊗B(H2). This shows in particular that the split property
implies Haag duality.
Proof. If A,B are of the given form, the split property holds trivially with
N = A. Hence only the other implications has to be proved. To this end consider
the relative commutantM = A′∩N of A in N . Since N ⊂ B′ we haveM⊂ A′
and M⊂ B′. Hence with Equation (18)
M⊂ (A ∨B)′ = C1I. (20)
Since N is of type I, there are Hilbert spaces H1,H2 and a unitary U : H →
H1 ⊗H2 such that UNU∗ = B(H1)⊗ 1I holds [37, Thm. V.1.31]. Hence A ⊂ N
implies UAU∗ = A˜⊗ 1I, with a subalgebra A˜ of B(H1). Equation (20) therefore
leads to A˜′ = C1I; hence A˜ = B(H1) and UAU∗ = B(H1) ⊗ 1I as stated. In a
similar way we can show that UBU∗ = 1I⊗ B(H2), which concludes the proof.
✷
Roughly speaking we can say that there is not enough room between A and
B
′ to allow non-trivial splits with A 6= N . This is exactly the converse of a
standard split inclusion, where A′ ∩B′ is big enough to admit a cyclic vector
[15, 28].
With this proposition Theorem 4.1 follows immediately from a recent result
about the type I case [25]:
Proposition 4.3 Consider a normal state ω of a type I bipartite system (A =
B(HA)⊗ 1I, B = 1I⊗B(HB) ⊂M = B(HA⊗HB)). For each sequence of unital
cp-maps
Td : B(Cd ⊗ Cd)→M
such that T ∗dφ is ppt
3 for each pure product state φ, we have
lim
d→∞
ω
(
Td(|χd〉〈χd|)
)
= 0, χd =
1√
d
d∑
j=1
|jj〉.
The operations Td considered here map pure product states to ppt-states.
This is a much weaker condition than separability (and therefore much weaker
than LOCC). Hence this theorem covers all physically relevant variations of Def-
inition 3.4. Note in addition that the possibility of normal states with infinite
distillable entanglement is not excluded, because the usual entanglement distil-
lation allows the usage of an infinite supply of systems not just one copy. It is
in fact easy to see that in type-I systems with dimHA = dimHB = ∞ normal
3I.e. the density operator associated to T ∗φ has positive partial transpose.
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states with infinite distillable entanglement are in a certain sense generic (cf.
[14, 19] for details).
The result of this subsection shows that the split property (19) characterizes
exactly the traditional setup of entanglement theory. Hence there are normal
states which are separable but no normal state has infinite one copy entan-
glement. This is the reason why we have called this case the “low entangled”
one.
4.2 The maximally entangled case
The prototype of a state with infinite one-copy entanglement is a system con-
sisting of infinitely many qubit pairs, each in a maximally entangled state. It can
be realized on a spin chain as follows: Consider the algebra A{−j,j−1} containing
all observables localized at lattice sites −j and j − 1. It is naturally isomorphic
to B(C2)⊗ B(C2). Therefore we can define the state
ω
{−j,j−1}
1 (A) = tr
(|χ2〉〈χ2|A) (21)
with χ2 from Equation (15). It represents a maximally entangled state between
the qubits at site −j and j− 1. Now we can consider the infinite tensor product
ω1 =
⊗
j∈N
ω
{−j,j+1}
1 , (22)
which has obviously infinite one-copy entanglement. In [25] it is argued that this
state is the natural analog of a maximally entangled state in infinite dimensions.
The left and right half-chain von Neumann algebras4 RL,1 and RR,1 have
the following properties [25]
• RL,1,RR,1 ⊂ B(H1) form a simple bipartite system.
• Haag duality holds: RR,1 = R′L,1.
• RL,1 and RR,1 are hyperfinite type II1 factors.
Note that the last property can be seen very easily, because the construction
shown in the last paragraph is exactly the Araki-Woods construction of the
hyperfinite type II1 factor ([5], cf. also [25, Thm. 2] for a direct proof of the type
II1 property). Since all hyperfinite type II1 factors are mutually isomorphic the
maximally entangled case can be characterized as follows:
Proposition 4.4 Consider a hyperfinite type II1 factor M ⊂ B(H) admitting
a cyclic and separating vector. Then the following statements hold:
1. The pair M,M′ ⊂ B(H) defines a simple bipartite system which is uni-
tarily equivalent to RL,1,RR,1 ⊂ B(H1).
2. Each normal state on B(H) has infinite one-copy entanglement (with re-
spect to M,M′).
4To avoid clumsy notations we will write occasionally H1 etc. instead of Hω1 , i.e. we will
replace double indices ωj by an index j.
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Proof. Since M and RL,1 are hyperfinite type II1 factors, they are isomorphic
[39, Thm XIV.2.4] and since both have a cyclic and separating vector this iso-
morphism is implemented by a unitary U . Hence U∗MU = RL,1 and due to
RR,1 = R′L,1 [25] we also have UM′U∗ = RR,1. This already proves item 1.
To prove item 2 it is sufficient to show the statement for RL,1,RR,1 rather
than a general pair M,M′. Hence consider a density matrix ρ on H1 and the
corresponding state ω(A) = tr
(
ρπ1(A)
)
on the quasi-local algebra A. According
to Lemma 3.5, ρ has infinite one copy entanglement with respect to RL,1,RR,1
iff ω has infinite one copy entanglement with respect to AL, AR. Therefore, it
is sufficient to prove the latter.
To this end, note first that ω1 is pure and π1 therefore irreducible. If ρ =
|ψ〉〈ψ| with a normalized ψ ∈ H1 this implies that ω(A) = 〈ψ, π1(A)ψ〉 is pure
(in particular factorial) and unitarily equivalent to ω1. Hence we can apply
Corollary 2.6.11 of [10] which shows that quasi-equivalence of ω and ω1 implies
that for each ǫ > 0 there is an N ∈ N with
|ω(A)− ω1(A)| < ǫ‖A‖ ∀A ∈ A{|n|>N}. (23)
Now assume that ρ is a general density matrix and ω therefore a mixed
normal state on A. If the spectral decomposition of ρ is ρ =∑j λj |ψj〉〈ψj | we
have for each ǫ > 0 a J ∈ N with
‖ω − ωJ‖ < ǫ
3
and ωJ (A) =
J∑
j=1
λjωj(A) =
J∑
j=1
λj〈ψj , π1(A)ψj〉. (24)
The ωj are pure states. Hence we find as in Equation (23) an N ∈ N such that
|ωj(A)− ω1(A)| < ǫ
3J
‖A‖ ∀A ∈ A{|n|>N} ∀j = 1, . . . , J (25)
holds. By construction we have in addition
∣∣1− ΣJj=1λj∣∣ < ǫ/3. Therefore we
get for all A ∈ A{|n|>N} with ‖A‖ = 1:
|ω(A)− ω1(A)| ≤ |ω(A)− ωJ(A)|+ |ωJ(A)− ω1(A)| (26)
≤ ǫ
3
+
J∑
j=1
λj |ωj(A) − ω1(A)|+
∣∣∣∣∣∣1−
J∑
j=1
λj
∣∣∣∣∣∣ |ω1(A)| ≤ ǫ. (27)
Now consider the natural isomorphism
TNM : B(C2M ⊗ C2M )→ A[−N−M,−N ]∪[N−1,N+M−1] ⊂ A. (28)
It satisfies by construction ω1(TNMχ
⊗M
2 ) = 1. Together with Equation (27) this
implies (with ‖TNMχ⊗M2 ‖ = 1 since χ⊗M2 is a projector)
|ω(TNMχ⊗M2 )| ≥ |ω1(TNMχ⊗M2 )| − |ω1(TNMχ⊗M2 )− ω(TNMχ⊗M2 )| (29)
≥ 1− ǫ‖TNMχ⊗M2 ‖ = 1− ǫ, (30)
which shows that ω has infinite one copy entanglement. ✷
The bipartite systems described in this proposition admit only normal states
which have infinite one-copy entanglement. Hence there are in particular no nor-
mal, separable states. This is exactly the converse of the split situation described
in the last subsection, and we can call it: “the maximally entangled case”.
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4.3 Haag duality
Let us consider now simple bipartite systems which are not split but satisfy
Haag duality. Then we always can extract a maximally entangled system (as
described in the last subsection) in terms of a local operation.
Proposition 4.5 Consider a simple bipartite system A,B = A′ ⊂ B(H) such
that A is not of type I. Then there is an operation γ : B(H1)→ B(H) which is
local with respect to RL/R,1 and A,B.
Proof. By assumption A is a factor, not of type I and B = A′. Hence A,B are
either both of type II or both of type III.
If A and B are type II∞, let us define the additional von Neumann algebras
ML = B(HL)⊗RL,1 ⊗ 1IR, M′L =MR = 1IR ⊗RR,1 ⊗ B(HR), (31)
where HL/R are two infinite dimensional, separable Hilbert spaces and 1IL/R are
the unit operators on them. Since RL/R,1 are hyperfinite type II1 factors, the
ML/R are hyperfinite type II∞ factors satisfying M′L = MR. By assumption
the same is true for A, B. Hence there is a *-isomorphism γ : ML → A (since
the hyperfinite type II∞ factor is unique up to isomorphism [39]).
Since A,ML and their commutants are σ-finite, purely infinite factors both
admit a cyclic and separating vector [22, Prop. 9.1.6]. Hence the isomorphism
γ is unitarily implemented [22, Thm 7.2.9], i.e. γ(A) = UAU∗ with a unitary
U : HL ⊗H1 ⊗HR → H. Since
UMLU∗ = A and UMRU∗ = UM′LU∗ = A′ = B (32)
we get a local operation (even a local *-homomorphism) by
B(H1) ∋ A 7→ U(1IL ⊗A⊗ 1IR)U∗ ∈ B(H), (33)
which proves the statement in the type II∞ case (note that Haag duality entered
in Equation (32)).
If A and B are both of type II1 we can define in analogy to Equation (31)
the hyperfinite II∞ factors
A1 = B(HL)⊗ A⊗ 1IR, B1 = 1IL ⊗B⊗ B(HR) (34)
As in the previous paragraph there exists a unitary U : HL ⊗ H1 ⊗ HR →
HL ⊗ H ⊗ HR such that Equation (32) holds with A,B replaced by A1,B1.
Hence with the density matrices ρL on HL and ρR on HR we can define a local
operation B(H1)→ B(H) by
B(H1) ∋ A 7→ trLR
(
ρL ⊗ 1I⊗ ρRU(1IL ⊗ A⊗ 1IR)U∗
) ∈ B(H), (35)
where trLR denotes the partial trace over HL ⊗HR.
If one algebra is type II∞ and the other type II1 we can proceed in the same
way, if we adjoin only one type I factor to B(H), i.e. either B(HL) or B(HR).
Hence only the type III case remains. If A is a hyperfinite type III factor it
is strongly stable (cf. Appendix A), i.e.
A ∼= A⊗RL,1 (36)
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holds. By the same argument which let to Equation (32) this implies the exis-
tence of a unitary U : H⊗H1 → H such that
UA⊗RL,1U∗ = A, and UB⊗RR,1U∗ = B. (37)
Therefore the map B(H) ∋ A 7→ U(1I⊗ A)U∗ ∈ B(H) is an operation with the
required properties. ✷
As an immediate corollary we can show that “not type I” together with Haag
duality implies infinite one copy entanglement.
Corollary 4.6 Consider a simple bipartite system A,B ⊂ B(H) which is not
split, but satisfies Haag duality. Each normal state ω of B(H) has infinite one
copy entanglement with respect to A,B.
Proof. Since the split property does not hold, the two algebras A,B are not
of type I (Proposition 4.2). Hence we can apply Proposition 4.5 to get a local,
normal operation γ : B(H1) → B(H). Since ω is normal, the state ω ◦ γ of
B(H1) is normal as well, and according to Proposition 4.4 it has infinite one
copy entanglement. Hence, by definition we can find for all ǫ > 0 and all d ∈ N
a local operation T : B(Cd ⊗ Cd)→ B(H1) such that
ω
(
γ ◦ T [|χd〉〈χd|]
) ≥ 1− ǫ. (38)
Since γ is local by assumption, this implies that ω has infinite one copy entan-
glement, as stated. ✷
A second consequence of Proposition 4.5 concerns Bell inequalities. To state
it we need the following result from [35].
Proposition 4.7 Consider a (not necessarily simple) bipartite system, consist-
ing of the von Neumann algebras A,B ⊂ B(H). The following two statements
are equivalent:
1. For every normal state ω we have β(ω) =
√
2.
2. There is a unitary isomorphism under which
H ∼= H1 ⊗ H˜, A ∼= RL,1 ⊗ A˜, B ∼= RR,L ⊗ B˜ (39)
holds with appropriate von Neumann algebras A˜, B˜ ⊂ B(H˜).
From this we get with Proposition 4.5:
Corollary 4.8 Consider again the assumptions from Corollary 4.6. Then each
normal state ω of B(H) satisfies β(ω) = √2.
Proof. According to Proposition 4.5 we have a local, normal operation γ :
B(H1) → B(H), and σ = ω ◦ γ becomes a normal state of B(H1). Proposition
4.7 implies that β(σ) =
√
2 holds. Hence for each ǫ > 0 there are operators
Ai ∈ RL,1, Bj ∈ RR,1, i = 1, 2 satisfying −1I ≤ Ai ≤ 1I, −1I ≤ Bj ≤ 1I and
ω ◦ γ(A1(B1 +B2) +A2(B1 −B2)) >
√
2− ǫ. (40)
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Since γ is local and ǫ > 0 is arbitrary this, equation immediately implies that
β(ω) =
√
2 holds as stated. ✷
Now we can summarize all our results to get the main theorem of this section:
Theorem 4.9 Consider a simple bipartite system A,B ⊂ B(H) satisfying Haag
duality (B = A′). Then the following statements are equivalent:
1. Each normal state on B(H) has infinite one copy entanglement.
2. Each separable state is singular.
3. The algebras A,B are not type I.
4. The split property does not hold.
5. Each normal state on B(H) leads to a maximal violation of Bell inequali-
ties.
6. There is a von Neumann algebraM⊂ B(K) and a unitary U : H → H1⊗K
with UAU∗ = RL,1 ⊗M and UBU∗ = RR,1 ⊗M′.
7. There is a normal state on B(H) with infinite one-copy entanglement.
Proof. The implications 1 ⇒ 2 and 2 ⇒ 3 are trivial, while 3 ⇒ 1 and 3 ⇔ 4
are shown in Corollary 4.6 and Proposition 4.2. Hence we get 1 ⇔ 2 ⇔ 3 ⇔ 4.
To handle the remaining conditions note first that 3 ⇒ 5 and 7 ⇒ 3 follow
from Corollary 4.8 and Theorem 4.1 respectively, while 5 ⇒ 6 is a consequence
of Proposition 4.7 and the fact that Haag duality holds by assumption. Hence
it remains to show that 7 follows from 6. To this end assume that condition 6
holds and consider a normal state ω = σ1 ⊗ σ2 of B(H1) ⊗ B(K). According to
Proposition 4.4 σ1 (and therefore ω as well) has infinite one copy entanglement.
Since the operation B(H) ∋ A 7→ UAU∗ = γ(A) ∈ B(H1) ⊗ B(K) is local
and normal the pull back ω ◦ γ of ω with γ is normal and has infinite one
copy entanglement, which implies condition 7. Therefore we get the chain of
equivalences 3 ⇔ 5 ⇔ 6 ⇔ 7, which concludes the proof. ✷
Hence, under the assumption of Haag duality, entanglement theory divides
into two different cases: on the one hand low entangled systems which can be
described as usual in terms of tensor-product Hilbert spaces and on the other
infinitely entangled ones, which always arise if the observable algebras A,B of
Alice and Bob are not of type I. This implies in particular that there are a lot of
systems which can be distinguished in terms of the type of the algebra A and B,
but not in terms of ordinary entanglement measures (because all normal states
of these systems are infinitely entangled). Nevertheless, it seems to be likely
that there are relations between the type of A,B and entanglement, which go
beyond the result of Theorem 4.9. In this context it is of particular interest to
look for entanglement properties which can be associated to a whole bipartite
system instead of individual states. We come back to this discussion at the end
of Section 5.2. For now, let us conclude this Section with the remark that item
6 of Theorem 4.9 admits an interpretation in terms of distillation respectively
dilution processes, which nicely fits into the point of view just outlined: If we
take the maximally entangled system RL/R,1 and add a second non-maximally
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entangled one (M,M′) the result (A,B) is again non-maximally entangled.
Hence we have “diluted” the entanglement originally contained in RL/R,1. If
we start on the other hand with a non-maximally entangled system A,B and
discard a lower one (M,M′) we can concentrate (or distill) the entanglement
originally contained in A,B and get a maximally entangled system RL/R,1.
5 Entangled spin chains
Let us return now to spin chains and to the C*-algebras AL,AR ⊂ A defined
in Section 2. If ω is a pure state on the quasi-local algebra A, the pair of von
Neumann algebras RL,ω,RR,ω form a simple bipartite system (cf. Section 2).
According to Lemma 3.5 ω has infinite one copy entanglement with respect to
AL,AR iff the GNS vacuum has the same property with respect to RL,ω,RR,ω.
Hence we get the following simple corollary of Theorem 4.9.
Corollary 5.1 Consider a pure state ω ∈ A∗ which satisfies Haag duality,
i.e. RR,ω = R′L,ω. It has infinite one copy entanglement iff the von Neumann
algebras RL/R,ω are not of type I.
Applying again Theorem 4.9 and Lemma 3.5 we see in addition that (un-
der the same assumption as in Corollary 5.1) each πω-normal state σ has in-
finite one copy entanglement as well. This fact has a simple but interesting
consequence for the stability of infinite entanglement under time evolution. To
explain the argument consider a completely positive map T : A → A which
is πω-normal, i.e. there is a normal cp-map Tω : B(Hω) → B(Hω) such that
πω
(
T (A)
)
= Tω
(
πω(A)
)
. Obviously, this T maps πω- normal states to πω-normal
states. Hence we get
Corollary 5.2 Consider again a pure state ω ∈ A∗ which satisfies Haag dual-
ity, and a πω-normal cp map T : A → A. The image T ∗(ω) of ω under T has
infinite one copy entanglement iff ω has.
We can interpret this corollary in terms of decoherence: Infinite one copy
entanglement of a state ω is stable under each decoherence process which can
be described by a πω-normal, completely positive time evolution. By the same
reasoning, it is impossible to reach a state with infinite one copy entanglement by
a normal operation, if we start from a (normal) separable state. This might look
surprising at a first glance, however, the result should not be overestimated: It
does not mean that infinite one copy entanglement can not be destroyed, instead
the message is that operations which are normal with respect to the GNS-
representation of the initial state are too tame to describe physically realistic
decoherence processes.
5.1 Translational invariance
After these general remarks, let us have now a closer look on those properties
which uses explicitly the net structure Z ⊃ Λ 7→ AΛ ⊂ A, which defines the
kinematics of a spin chain. One of the most important properties derived from
this structure is translational invariance. If a state ω is translationally invariant,
we can restrict the possible types for the algebras RR/L,ω significantly, as the
following proposition shows.
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Proposition 5.3 If ω is a translationally invariant pure state, the half-chain
algebra RL,ω (respectively RR,ω) is infinite, i.e. not of type II1 or In with n <∞.
Proof. We only consider RL,ω because RR,ω can be treated similarly. Assume
thatRL,ω is a finite factor. Then there is a (unique) faithful, normal, tracial state
ψ˜ on RL,ω, which gives rise to a state ψ = ψ˜◦πω on AL. Obviously ψ is factorial
and quasi-equivalent to the restriction of ω to AL. Hence by Corollary 2.6.11
of [10] we find for each ǫ > 0 an n ∈ −N such that |ω(Q) − ψ(Q)| < ǫ/2‖Q‖
holds for all Q ∈ A which are located in the region (−∞, n]. Now consider
A,B ∈ A[0,k] for some k ∈ N with ‖A‖ = ‖B‖ = 1. Then we get with j > n+ k
and due to translational invariance
|ω(AB) − ψ(τ−j(AB))| = |ω(τ−j(AB))− ψ(τ−j(AB))| < ǫ/2. (41)
Hence
|ω(AB)−ω(BA)| ≤ |ω(AB)−ψ(τ−j(AB))|+ |ψ(τ−j(AB))−ω(BA)| < ǫ. (42)
Since ǫ and k were arbitrary we get ω(AB) = ω(BA) for all A,B ∈ Aloc and by
continuity for all A,B ∈ A. Hence ω is a tracial state on A which contradicts
the assumption that ω is pure. ✷
We do not yet know whether even more types can be excluded. However, the
only cases where concrete examples exist are I∞ (completely separable states of
the form φ⊗Z) and III1 (the critical XY-model with γ = 0; cf. Section 6.3). Our
conjecture is that these are the only possibilities.
Another potential simplification arising from translational invariance con-
cerns Haag duality. We expect that each translationally invariant pure state
automatically satisfies Haag duality. However, we are not yet able to prove this
conjecture. If it is true we could replace Haag duality in Corollary 5.1 by transla-
tional invariance, which is usually easier to test (in particular if ω is the ground
state of a translationally invariant Hamiltonian).
Finally, note that we can discuss all these question on a more abstract level,
because we only need the unitary V : Hω → Hω which implements the shift
τ , in addition to the bipartite system RL/R,ω. All other (local) algebras can be
reconstructed by
A0 = V RL,ωV ∗ ∩RR,ω, Aj = V jA0V −j , (43)
and appropriate products of the Aj .
5.2 Localization properties
The message of Theorem 4.9 and Corollary 5.1 is that whenever we have a spin
chain in a pure state ω, satisfying Haag duality (or a state quasi-equivalent to
such an ω) we can generate as much singlets as we want by operations which
are located somewhere in the left and right half-chains respectively. However,
these localization properties can be described a little bit more precise. To this
end let us introduce the following definition:
Definition 5.4 Consider two regions Λ1,Λ2 ⊂ Z with Λ1 ∩ Λ2 = ∅. An opera-
tion T : B(Cd ⊗Cd)→ A is localized in Λ1 and Λ2 if T is local in the sense of
Definition 3.3 and if T
(B(Cd)⊗ 1I) ⊂ AΛ1 and T (1I⊗ B(Cd)) ⊂ AΛ2 holds.
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Theorem 5.5 Consider a pure state ω on A, which satisfies Haag duality and
which has infinite one-copy entanglement. Then the following statement hold:
For all ǫ > 0, M ∈ −N, N ∈ [−M,∞) and d ∈ N we can find an oper-
ation T which is localized in (−∞,M) and [M + N,∞) and which satisfies
ω
(
T (|χd〉〈χd|)
)
> 1− ǫ.
Proof. Without loss of generality we can assume M = 0, because the proof is
easily adopted to general M (by translating ω appropriately). In addition let
us denote the region [0, N) by Λ and set Λc = Z \ Λ. Since RΛ,ω = πω(AΛ)′′
is finite dimensional, it must be of type I. Hence there are Hilbert spaces HΛ,ω
and HΛc,ω with
Hω = HΛ,ω ⊗HΛc,ω, RΛ,ω = B(HΛ,ω)⊗ 1I, RΛc,ω = 1I⊗ B(HΛc,ω). (44)
Since RL,ω and R[N,∞),ω are subalgebras of RΛc,ω they can be written as
RL,ω = 1I⊗ R˜L,ω, R[N,∞),ω = 1I⊗ R˜R,ω (45)
with two von Neumann algebras R˜L/R,ω which act on HΛc,ω and which
are isomorphic to RL,ω and R[N,∞),ω respectively. We see immediately that
R˜L,ω ∨ R˜R,ω = B(HΛc,ω) follows from the corresponding property of RL/R,ω.
In addition R˜L,ω and R˜R,ω are mutually commuting, hyperfinite and σ-finite.
Hence they form a simple bipartite system, as defined at the beginning of Sec-
tion 4. To finish the proof we only have to show that R˜L/R,ω are not of type I
and satisfy Haag duality. The statement then follows from Theorem 4.9.
Since ω has infinite one-copy entanglementRL/R,ω are according to Theorem
4.9 not of type I. Hence Equation (45) implies immediately that R˜L,ω can not be
of type I either. A similar statement about R˜R,ω follows fromRR,ω = B(HΛ,ω)⊗
R˜R,ω. To show Haag duality consider A ∈ R˜′L,ω. Then we have 1I⊗A ∈ R′L,ω =
RR,ω. SinceRR,ω = B(HΛ,ω)⊗R˜R,ω this implies A ∈ R˜R,ω as required. Together
with the previous remark this concludes the proof. ✷
It is interesting to compare this result with the behavior of other models: If
we consider a quantum field and two tangent, wedge-shaped subsets of spacetime
as localization regions the vacuum state has infinite one copy entanglement
under quite general conditions [35]. If the regions do not touch, however, the
entanglement is finite and decays quite fast as a function of the (space-like)
distance of the wedges (but entanglement never vanishes completely [40]). In a
harmonic oscillator chain the entanglement is always finite even if we consider
two adjacent half-chains, and it (almost) vanishes if we tear the half-chains apart
[6]. In both examples the entanglement is mainly located at the place where the
localization regions meet and is basically negligible at large distances. For a spin
chain in a state with infinite one copy entanglement it is exactly the other way
round.
At a first glance the result from Theorem 5.5 seems to be quite obvious: A
finite number of qubits can carry only a finite amount of entanglement. Sub-
tracting a finite number from infinity remains infinite. This argument is, how-
ever, incomplete, because it assumes implicitly that entanglement is localized
along the chain, such that ignoring a finite part in the middle can not disturb
the entanglement of the rest. The following corollary shows that this type of
localization is indeed possible.
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Figure 1: Localization regions Λ1, Λ2 from Corollary 5.6.
Corollary 5.6 Consider the same assumptions as in Theorem 5.5. For all ǫ >
0, M ∈ −N, N ∈ [M,∞) and d ∈ N there is an L ∈ N (depending in general
on N, ǫ and d) and an operation T localized in Λ1 = [M − L,M) and Λ2 =
[M +N,M +N + L) (cf. Figure 1) such that ω
(
T (|χd〉〈χd|)
)
> 1− ǫ holds.
Proof. As above we can assume without loss of generality that M = 0 holds.
From Theorem 5.5 we know that an operation S : B(Cd⊗Cd)→ A exists, which
is localized in (−∞, 0) and [N,∞) and which satisfies
ω(A) > 1− ǫ/2 with A = S(|χd〉〈χd|) (46)
The operator A can be written as a limit over a net AΛ ∈ AΛ, (Λ ⊂ Z, finite),
i.e. for each ǫ > 0 there is an Λǫ such that Λ ⊃ Λǫ implies ‖A − AΛ‖ < ǫ/4.
Now consider Λ = [−L,N + L) such that Λǫ ⊂ Λ and Λc = Z \ Λ. On AΛc we
can define the state σ =
⊗
j∈Λc σ
(j) with σ(j)(B) = tr(B)/2 and this leads to
the operation (where IdΛ denotes the identity map on AΛ, and we have denoted
the map AΛc ∋ A 7→ σ(A)1I ∈ AΛc again with σ)
B(Cd ⊗ Cd) ∋ B 7→ σ ⊗ IdΛ
(
T (B)
) ∈ AΛ, (47)
which is localized in [−L, 0] and [N,N + L). Now note that the map σ ⊗ IdΛ
is idempotent with ‖σ ⊗ IdΛ ‖ = 1 (since σ is a state and therefore completely
positive and unital). Hence we get
‖A− σ ⊗ IdΛ(A)‖ ≤ ‖A−AΛ‖+ ‖AΛ − σ ⊗ IdΛ(A)‖
≤ ǫ
4
+ ‖σ ⊗ IdΛ ‖‖AΛ −A‖ ≤ ǫ
2
, (48)
therefore |ω(A− σ ⊗ IdΛ(A))| ≤ ǫ2 and this implies with (46)
ω
(
σ ⊗ IdΛ
[
S(|χd〉〈χd|)
])
= ω
(
σ ⊗ IdΛ(A)
) ≥ ω(A)− ǫ
2
≥ 1− ǫ. (49)
Hence the statement follows with T = (σ ⊗ IdΛ)S. ✷
This corollary strongly suggests the introduction of a function Lω(M,N, ǫ)
which associates to a position M and a distance N the minimal length Lω of
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the localization regions which is needed to extract a maximally entangled qubit
pair with accuracy 0 < ǫ < 1 from a chain in the state ω. For a state with
infinite one copy entanglement, L is well defined and always finite. Hence it
provides a method to distinguish between different states with infinite one copy
entanglement.
To get an idea what Lω can possibly tell us about ω, consider first its de-
pendence on ǫ. We can get rid of it by defining Lω(M,N) = supǫ Lω(M,N, ǫ).
However, this quantity can become infinite if the entanglement contained in ω
is not perfectly localized (i.e. we can never extract a perfect singlet at position
M and distance N). In this case the dependence of Lω on ǫ is a measure of
the degree of localization of the entanglement contained in ω. To discuss the
parameters M and N note that two quasi-equivalent factor states ω, σ become
indistinguishable “far outside”, i.e. for each δ > 0 there is a K ∈ N such that
A ∈ A{|j|>K} ⇒ |ω(A)− σ(A)| < δ‖A‖ (50)
holds [10, Cor. 2.6.11]. This indicates that the asymptotic behavior of Lω for
M → ±∞, respectively N → ∞ characterizes the folium of ω (i.e. the equiv-
alence class under quasi-equivalence) while the behavior for finite M,N dis-
tinguishes different states in the same folium. (This observation matches the
discussion from the end of Section 4.3.) In both cases the dependence of Lω on
M and N describes how entanglement is distributed along the chain (M) and
how it decays if the distance N of the localization regions grows.
Closely related to Lω is the one-copy entanglement E1(ωΛ) of the restriction
ωΛ of ω to AΛ = AΛ1 ⊗ AΛ2 , Λ = Λ1 ∪ Λ2, with respect to the splitting
AΛ1 ,AΛ2 ⊂ AΛ: For each L ≥ Lω(M,N) we get E1(ωΛ) ≥ 1, if Λ1,Λ2 are
disjoint regions of length L, at position M and with distance N (cf. Figure 1).
This fact can be used to calculate Lω(M,N) if we have a method to compute
E1(ωΛ). Another closely related quantity is the one copy entanglement E1(ω)
of ω with respect to the splitting of the whole chain into a finite contiguous
block of legth L and the rest. Explicit calculation of this type are available in
[16, 33], where it is shown that E1 diverges for critical chains logarithmically in
L. Unfortunately the methods used there are restricted to pure states, and can
not be applied directly to the computation of the one copy entanglement of ωΛ
with respect to the bipartite system AΛ1 ,AΛ2 ⊂ AΛ just mentioned (since ωΛ
is in general mixed, even if ω is pure).
5.3 Cluster properties
The function Lω just introduced provides a special way to analyze the decay of
correlations as a function of the distance (of the localization regions). A different
approach with the same goal is the study of cluster properties. In this subsection
we will give a (very) brief review together with a discussion of the relations to
the material presented in this paper.
In its most simple form, the cluster property just says that correlations
vanish at infinite distances, i.e.
lim
k→∞
∣∣ω(Aτk(B))− ω(A)ω(B)∣∣ = 0 (51)
should hold for all A,B ∈ A (this is known as the weak cluster property). This
condition, however, is to weak for our purposes, because it always holds if ω is
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a translationally invariant factor state (cf. [10, Thm. 2.6.10]). Hence we have to
control the decrease of correlations more carefully. One possibility is to consider
exponential clustering, i.e. exponential decay of correlations. It is in particular
conjectured that a translationally invariant state ω satisfies the split property
(cf. Section 4.1) if∣∣ω(Aτk(B))− ω(A)ω(B)∣∣ ≤ C(A,B)e−Mk ∀A ∈ AL, B ∈ AR (52)
holds, where C(A,B) is an A,B dependent constant, M is a positive constant
(independent of A and B) and k is any positive integer. A complete proof of this
conjecture is not yet available. If it is true, however, it would imply according
to [32] that any ground state with a spectral gap (for a Hamiltonian with finite
range interaction) has the split property.
A different, approach is to assume that the limit (51) holds (roughly speak-
ing) uniformly in A. It can be shown that this uniform cluster property is indeed
equivalent to the split property. More precisely, the following proposition holds
[31, Prop. 2.2]:
Proposition 5.7 For each translationally invariant pure state ω on A the fol-
lowing two statements are equivalent.
1. ω satisfies the split property, i.e. RL,ω ⊂ N ⊂ R′R,ω holds with a type I
factor N .
2. ω satisfies
lim
k→∞
sup
A
∣∣∣∣∣∣
∑
j
(
ω
(
Ajτk(Bj)
)− ω(Aj)ω(Bj))
∣∣∣∣∣∣ = 0 (53)
where the supremum is taken over all A ∈ Aloc with ‖A‖ ≤ 1 and
A =
n∑
j=1
AjBj , Aj ∈ AR, Bj ∈ AL (54)
for some n ∈ N.
6 Case study: The critical XY model
To illustrate the abstract discussion from the last two sections let us now dis-
cuss the critical XY model and its unique ground state ϕS . To this end let
us denote the GNS representation associated to ϕS with (πS ,HS ,ΩS) and the
corresponding half-chain von Neumann algebras by RL,S and RR,S . The main
result of this section is the following theorem which shows that the RL/R,S are
not of type I and that Haag duality holds. The proof will be given in Subsection
6.3. In addition we will provide a short review of several technical details of this
model.
Theorem 6.1 Consider the critical XY model (i.e. αt from Equation (13) with
|λ| = 1, γ 6= 0 or |λ| < 1, γ = 0).
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1. The unique ground state ϕS is not split, i.e. RL,S, RR,S are not of type
I.
2. ϕS satisfies Haag duality
R′L,S = RR,S (55)
According to Theorems 4.9 and 5.5 this result implies immediately that each
πS-normal state (in particular ϕS itself) has infinite one-copy entanglement.
Corollary 6.2 Each πS-normal state ω on A has infinite one copy entangle-
ment with respect to the bipartite system AL,AR ⊂ A.
6.1 The selfdual CAR algebra
To prove Theorem 6.1 we will use the method introduced in [2] by H.Araki.
The idea is, basically, to trace statements about spin chains back to statements
about Fermionic systems (cf. Section 6.2). To prepare this step we will give a
short review of some material about CAR algebras which will be used in this
context. More detailed and complete presentations of this subject can be found
in [1, 3, 8, 11].
Hence, let us consider a complex Hilbert space K equipped with an antiuni-
tary involution Γ. To this pair we can associate a C*-algebra ACAR(K,Γ) which
is generated by elements B(h) ∈ ACAR(K,Γ) where h ∈ K and h 7→ B(h) is a
linear map satisfying
{B(h1)∗, B(h2)} = (h1, h2)K1, B(Γh)∗ = B(h). (56)
ACAR(K,Γ) is uniquely determined up to isomorphisms and called self-dual
CAR algebra over (K,Γ). If there is no risk of confusion we denote ACAR(K,Γ)
by ACAR.
Any unitary u on K satisfying ΓuΓ = u gives rise to the automorphism βu
of ACAR determined by
βu(B(h)) = B(uh). (57)
βu is called the Bogoliubov automorphism associated with u. Of particular im-
portance is the case u = 1I and we write
Θ = β−1. (58)
Θ is an automorphism of ACAR(K, J) specified by the following equation:
Θ(B(h)) = −B(h). (59)
As the automorphism Θ is involutive, Θ2(Q) = Q, we introduce the Z2 grading
with respect to Θ:
ACAR± = {Q ∈ ACAR |Θ(Q) = ±Q}, ACAR = ACAR+ ∪ ACAR− . (60)
Next we introduce quasi-free states of ACAR(K,Γ). To this end note that for
each state ψ of ACAR there exists a bounded selfadjoint operator A on the test
function space K such that
ψ(B(h1)B(h2)) = (Γh1, Ah2)K (61)
and
0 ≤ A ≤ 1, ΓAΓ = 1−A. (62)
holds. A is called the covariance operator for ψ.
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Definition 6.3 Let A be a selfadjoint operator on K satisfying (62), and ψA
the state of ACAR(K, J) determined by
ψA(B(h1)B(h2) · · ·B(h2n+1)) = 0, (63)
and
ψA(B(h1)B(h2) · · ·B(h2n)) =
∑
sign(p)
n∏
j=1
(Jhp(2j−1), Ahp(2j))K, (64)
where the sum is taken over all permutations p satisfying
p(1) < p(3) < ... < p(2n− 1), p(2j − 1) < p(2j) (65)
and sign(p) is the signature of p. ψA is called the quasi-free state associated
with the covariance operator A.
A projection E on K satisfying ΓEΓ = 1−E is called a basis projection and
the corresponding quasi-free state ψE is called a Fock state. A quasi-free state
is pure iff it is a Fock state. The GNS representation (HE , πE ,ΩE) of ψE can
be easily given in terms of the antisymmetric Fock space Fa(EK) over EK:
HE = Fa(EK), πE
(
B(h)
)
= C(EJh) + C∗(Ef), ΩE = Ω, (66)
where C(f), C∗(f) denote annihilation and creation operators on Fa(EK) and
Ω ∈ Fa(EK) is the usual Fock vacuum.
If two quasi-free states are given we need a criterion to decide whether they
are quasi-equivalent or not. This is done by the following proposition.
Proposition 6.4 Two quasi-free states ψA1 , ψA2 of ACAR(K,Γ) are quasi-
equivalent iff the operator
√
A1 −
√
A2 is Hilbert-Schmidt.
For two Fock states ψE1 , ψE2 this condition reduces obviously to: E1 − E2
is Hilbert Schmidt, and since ψE1 and ψE2 are pure, they are quasi-equivalent
iff they are unitarily equivalent. Hence in this case we get the statement: ψE1
and ψE2 are unitarily equivalent iff E1 − E2 is Hilbert Schmidt. If only one of
the two operator is a projection, Proposition 6.4 can be easily reduced to the
following statement (cf. [1] for a proof):
Proposition 6.5 Consider a Fock state ψE and a quasi-free state ψA of
ACAR(K,Γ). They are quasi-equivalent iff E − A and √A(1I−A) are both
Hilbert-Schmidt.
Now consider a second projection P on K and assume that P commutes with
Γ. Then we can define ACAR(PK, PΓP ) which is a subalgebra of ACAR(K,Γ).
To state our next result (known as “twisted duality”) concerning the commutant
of the algebra
M(P ) = πE
(ACAR(PK, PΓP ))′′, (67)
note that ψE is invariant under the automorphism Θ defined in (58). Hence
there is a unitary Z on HE such that πE
(
Θ(A)
)
= ZπE(A)Z
∗ holds. Now we
have (cf. [1, 7] for a proof)
Proposition 6.6 (Twisted duality) The von Neumann algebra
N (1− P ) = {ZπE(B(h)) |h ∈ (1I− P )K}′′ (68)
coincides with the commutant of M(P ), i.e. M(P )′ = N (1− P ) holds.
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6.2 The Jordan Wigner transformation
Now we will use the arguments in [2] to relate spin chains to Fermionic systems.
The first step is to enlarge the algebra A to another algebra A˜ by adding a new
selfadjoint unitary element T which has the following property:
T 2 = 1, T ∗ = T, TQT = Θ−(Q) for Q in A, (69)
where Θ− is an automorphism of A defined by
Θ−(Q) = lim
N→−∞

 −1∏
j=−N
σ(j)z

Q

 −1∏
j=−N
σ(j)z

 . (70)
A˜ is the crossed product by the Z2 action via Θ−. Obviously
A˜ = A ∪AT (71)
and we extend Θ− to A˜ by Θ−(T ) = T .
We introduce another automorphism Θ via the formula,
Θ(Q) = lim
N→∞

 N∏
j=−N
σ(j)z

Q

 N∏
j=−N
σ(j)z

 . (72)
Thus
Θ(σ(j)x ) = −σ(j)x , Θ(σ(j)y ) = −σ(j)y , Θ(T ) = T, (73)
and we set
A± = {Q ∈ A |Θ(Q) = ±Q} . (74)
Now we can realize the creation and annihilation operators of fermions in A˜
as follows.
c∗j = TSj(σ
(j)
x + iσ
(j)
y )/2, cj = TSj(σ
(j)
x − iσ(j)y )/2 (75)
where
Sj =


σ
(0)
z · · ·σ(j−1)z for j ≥ 1,
1 for j = 0,
σ
(−j)
z · · ·σ(−1)z for j ≤ −1.
(76)
Operators c∗j and cj satisfy the canonical anticommutation relations (77).
{cj , ck} = {c∗j , c∗k} = 0, {cj , c∗k} = δj,k1 (77)
for any integer j and k.
For a vector f = (fj) ∈ l2(Z), we set
c∗(f) =
∑
j∈Z
c∗jfj , c(f) =
∑
j∈Z
cjfj (78)
where the sum converges in norm topology of A˜. Furthermore, let
B(h) = c∗(f1) + c(f2) (79)
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where h = (f1 ⊕ f2) is a vector in the test function space K = l2(Z)⊕ l2(Z) .
By f we denote the complex conjugate f = (f j) of f ∈ l2(Z) and we intro-
duce an antiunitary involution Γ on the test function space K = l2(Z) ⊕ l2(Z)
determined by
Γ(f1 ⊕ f2) = (f2 ⊕ f1). (80)
It is easy to see that
{B(h1)∗, B(h2)} = (h1, h2)K1, B(Γh)∗ = B(h). (81)
holds. Hence the elements B(h) just defined generate a subalgebra of A˜ which
is isomorphic to the CAR algebra ACAR(K,Γ), and which is therefore identified
with the latter. In this context note that the two definitions of the automor-
phism Θ in Equation (72) and (58) are compatible. The relation between the
CAR algebra ACAR and the spin chain algebra A is now given by the following
equation:
A+ = ACAR+ , A− = ACAR− T, (82)
i.e. the even parts of both algebras coincide. Note that this implies in partic-
ular that A is generated by elements B(h)T with h ∈ K. Furthermore, the
automorphisms τ and Θ− can be implemented as well in terms of Bogolubov
transformations, provided the shift τ is extended to A˜ by
τ1(cj) = cj+1, τ1(c
∗
j ) = c
∗
j+1, τ1(T ) = Tσ
(0)
z = T (2c
∗
0c0 − 1) (83)
Now we define for f = (fj) ∈ l2(Z) the operators
(uf)j = fj−1, (84)
and
(θ−f)j =
{
fj for j ≥ 0 ,
−fj for j ≤ −1 .
(85)
By abuse of notation, we denote operators θ− and u on K = l2(Z) ⊕ l2(Z) by
the same symbols:
u(f1 ⊕ f2) = (uf1 ⊕ uf2), θ−(f1 ⊕ f2) = (θ−f1 ⊕ θ−f2). (86)
Then we have
τ1
(
B(h)
)
= B(uh), Θ−
(
B(h)
)
= B(θ−h), (87)
for all h ∈ K.
Now we are interested in states ω on A which are Θ-invariant. Since Θ(A) =
−A for each A ∈ A− this implies that ω is uniquely determined by its restriction
to A+. Due to Equation (82) this restriction can arise in particular from a Fock
state ψE of ACAR, i.e.
ω(A) = ω(A+ +A−) = ψE(A+), A+ ∈ A+ = ACAR+ , A− ∈ A−. (88)
For this special class of states we can trace Haag duality back to twisted duality
(Proposition 6.6). To this end let us introduce the projection p on l2(Z) by
p =
θ− + 1I
2
(89)
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or more explicitly, for f in l2(Z)
(pf)j =
{
fj for j ≥ 0,
0 for j ≤ −1. (90)
On K we then set
P (f1 ⊕ f2) = (pf1 ⊕ pf2). (91)
The operator P defines the localization to the right half chain. With this nota-
tion we can state the following result:
Proposition 6.7 Consider a Θ invariant state ω which coincides on A+ =
ACAR+ with the Fock state ψE. Then Haag duality holds, i.e.
RL,ω = R′R,ω (92)
is satisfied.
Proof. The idea of the proof is to relate the GNS representation (Hω, πω ,Ωω) of
ω to the GNS representation (HE , πE ,ΩE) of ψE (i.e. the Fock representation),
and to apply twisted duality (Proposition 6.6). Hence, let us consider the re-
striction of ψE to A+ = ACAR+ . Its GNS representation is given by (H+E , π+E ,ΩE)
with
π+E(A) = πE(A) ↾ H+E , H+E = [πE(A+)′′ΩE ], A ∈ A+. (93)
In addition, note that A can be written as the crossed product of A+ with
respect to the Z2 action given by Ad(σ
(0)
x ). In other words each A ∈ A can
be written in unique way as A = A0 + A1σ
(0)
x with A0, A1 ∈ A+. This implies
that πω is uniquely determined by its action on A+ and σ(0)x . It is therefore
straightforward to see that πω can be written as
Hω = H+E ⊗H+E , Ωω = ΩE ⊕ 0, πω(σ(0)x )ξ ⊕ η = η ⊕ ξ, (94)
πω(A) = π
+
E(A) ⊕ π+E(σ(0)x Aσ(0)x ), A ∈ A+. (95)
Alternatively, recall that A is generated by elements B(h)T ∈ A− with
h ∈ K. Hence it is sufficient to calculate πω
(
B(h)T
)
. To this end denote the
orthocomplement of H+E by H−E and introduce the operators
B±E (h) = πE
(
B(h)
)
↾ H∓E , h ∈ K. (96)
From Equations (63) and (64) it follows immediately that the range of B±E (h)
is H±E , hence
πE
(
B(h)
)
ξ ⊕ η = B+E (h)η ⊕B−E (h)ξ, ξ ∈ H+E , η ∈ H−E . (97)
With B(h)T = B(h)Tσ
(0)
x σ
(0)
x we get from (94) and (95)
πω
(
B(h)T )ξ ⊕ η = π+E
(
B(h)Tσ(0)x
)
η ⊕ π+E
(
σ(0)x B(h)T
)
ξ. (98)
Now note that σ
(0)
x = TB(h0) holds with (h0)j = (δj0, δj0) – this can be derived
immediately from the definitions of B(h) and cj, c
∗
j in Equations (75) and (79).
Hence we get from (98)
πω
(
B(h)T )ξ ⊕ η = π+E
(
B(h)B(h0)
)
η ⊕ π+E
(
B(h0)TB(h)T
)
ξ (99)
= B+E (h)B
−
E (h0)η ⊕B+E (h0)B−E (θ−h)ξ (100)
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where we have used T 2 = 1I, TB(h)T = Θ−
(
B(h)
)
= B(θ−h) and the fact that
T commutes with B(h0); cf. the definition of T and Θ− in (69) and (70). This
implies
Uπω
(
B(h)T
)
U∗ξ ⊕ κ = B+E (h)κ⊕B−E (θ−h)ξ, ξ ∈ H+E , κ ∈ H−E . (101)
where U : H+E ⊕H+E → H+E ⊕H−E denotes the unitary given by
Uξ ⊕ η = ξ ⊕B−E (h0)η, U∗ξ ⊕ κ = ξ ⊕B+E (h0)κ, (102)
for each ξ, η ∈ H+E and κ ∈ H−E .
To continue the proof recall that Z is the unitary on HE which imple-
ments the automorphism Θ of ACAR. Hence ZA+Z∗ = A+ for A ∈ ACAR+
and ZA−Z
∗ = −A− for A− ∈ ACAR− . Since the even algebra ACAR+ is generated
by monomials B(h1) · · ·B(h2n) with an even number of factors, we see that
A+H+E ⊂ H+E and A+H−E ⊂ H−E hold for each A+ ∈ ACAR+ . Similarly we have
A−H+E ⊂ H−E and vice versa if A− ∈ ACAR− . This implies immediately that Z is
given (up to a global phase) by Zξ = ξ and Zκ = −κ for ξ ∈ H+E and κ ∈ H−E .
Since θ−(Ph) = Ph and θ−([1I− P ]h) = −[1I− P ]h hold, we get from (101)
Uπω
(
B(Ph)T
)
U∗ = πE
(
B(Ph)
)
, (103)
Uπω
(
B([1I− P ]h)T )U∗ = ZπE(B([1I− P ]h)). (104)
In addition we have
RL,ω =
{
πω
(
B([1I− P ]h)T ) |h ∈ K}′′, (105)
RR,ω =
{
πω
(
B(Ph)T
) |h ∈ K}′′. (106)
Hence we get (92) from Proposition 6.6. ✷
6.3 The ground state
Now let us return to the XYmodel and its ground state (cf. [4] for details). Recall
that the shift is defined on ACAR by a Bogolubov transformation with respect
to the unitary u given in Equation (84). A quasi-free state ψA is translationally
invariant if and only if the covariance operator A commutes with this u. It
turns out that for a translationally invariant quasi-free state ψA, the Fourier
transform FAF−1 of the covariance operator A is a (2 by 2 matrix valued)
multiplication operator A˜(x) on FK = L2([0, 2π]) ⊕ L2([0, 2π]). We use the
following normalization for the Fourier transform:
F (f)(x) =
∞∑
n=−∞
einxfn, fn = (2π)
−1
∫ 2π
0
e−inxF (f)(x)dx (107)
for f = (fn) ∈ l2(Z) and F (f)(x) ∈ L2([0, 2π]). The Θ invariant ground state
of the XY model ϕS is described by
ϕS(Q) = ϕS(Q+ +Q−) = ψE(Q+), (108)
where Q = Q+ + Q−, Q± ∈ A±, and E is the basis projection defined by the
multiplication operator on FK;
FEF−1 = Eˆ(x) =
1
2
(
1 +
1
k(x)
K(x)
)
(109)
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with
K(x) =
[
cosx− λ −iγ sinx
iγ sinx −(cosx− λ)
]
, (110)
and
k(x) = [(cos x− λ)2 + γ2 sin2 x]1/2. (111)
We will denote the GNS representation of ϕS by (HS , πS ,ΩS) and the left/right
half-chain algebras by RL/R,S . From Proposition 6.7 we immediately get:
Corollary 6.8 The unique ground state ϕS of the critical XY model satisfies
Haag duality, i.e.
RL,S = R′R,S (112)
holds.
The next step is to analyze the type of the half-chain algebras RL/R,S . For
an isotropic chain (γ = 0) with magnetic field |λ| < 1 this is done in [31, Thm.
4.3] using methods from [41]
Proposition 6.9 Consider the ground state ϕS in the special case γ = 0, |λ| <
1. Then the von Neumann algebras RR/L,S are of type III1.
In the general case we are not yet able to prove such a strong result. We can
only show that the RL/R,S are not of type I (as stated in Theorem 6.1). This is
done in a series of steps, which traces the problem back to a statement about
quasi-inequivalence of quasi-free states.
Lemma 6.10 Consider a pure state ω on A and its restrictions ωL/R to AL/R.
Assume that the von Neumann algebras RL/R,ω are of type I, then ω and σ =
ωL ⊗ ωR are quasi-equivalent and factorial.
Proof. Since RR,ω and RL,ω are of type I, we can decompose the GNS Hilbert
space into a tensor product Hω = HL,ω ⊗ HR,ω with RR,ω = 1I ⊗ B(HR,ω)
and RL,ω = B(HL,ω) ⊗ 1I. The state σ = ωL ⊗ ωR is ω-normal and it can be
written as σ(A) = tr
(
πω(A)ρL ⊗ ρR) where ρL/R are partial traces of |Ωω〉〈Ωω|
over HR/L,ω. The GNS representation of σ is therefore given by Hσ = HS ⊗K
and πσ(A) = πω(A) ⊗ 1I with an auxiliary Hilbert space K. Hence πσ(A)′′ =
B(Hω)⊗ 1I which shows that σ is factorial. Since ω is factorial as well, the two
states are either quasi-equivalent or disjoint, and since σ is ω-normal they are
quasi-equivalent. ✷
Hence, to prove that RL/R,S are not of type I, we have to show that ϕS and
ϕL,S ⊗ ϕR,S are quasi-inequivalent. The following lemmas helps us to translate
this to a statement about states on ACAR.
Lemma 6.11 Consider two Θ-invariant states ω1, ω2 on A and their restric-
tions ω+1 , ω
+
2 to the even algebra A+. Assume in addition that ω1 is pure and
ω+2 factorial. If ω1 and ω2 are quasi-equivalent one of the following is valid:
1. The restriction to the even part ω+1 is quasi-equivalent to ω
+
2 .
2. The restriction to the even part ω+1 is quasi-equivalent to ω
+
2 ◦ Ad(σ(0)x )
where Ad(σ
(0)
x )(Q) = σ
(0)
x Qσ
(0)
x .
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Proof. Let us denote the GNS representation of ω+j by (H+j , π+j ,Ω+j ) and of ωj
by (Hj , πj ,Ωj). Then we have with A ∈ A+
H+j = πj(A+)Ωj , Ω+j = Ωj ,
P+j πj(A)P
+
j = π
+
j (A) and P
−
j πj(A)P
−
j = π
−
j (A) = π
+
j (σ
(0)
x Aσ
(0)
x ). (113)
where P±j denote the projections onto H+j and its orthocomplement H−j . Since
P±j ∈ πj(A+)′ the maps
πj(A+)′′ ∋ A 7→ P±j AP± ∈ π±j (A+)′′ (114)
define *-homomorphisms onto π±j (A+)′′.
Now note that ω1 and ω2 are factorial. For ω1 this follows from purity (hence
π1(A)′′ = B(H1)) and for ω2 from quasi-equivalence with ω1, since the latter
implies the existence of a *-isomorphism
β : π1(A)′′ → π2(A)′′ with β
(
π1(A)
)
= π2(A). (115)
Due to factoriality of ωj the center Zj of πj(A+)′′ is either trivial or two-
dimensional. To see this, note that any operator in Zj which commutes with
Vj = πj(σ
(0)
x ) is in the center of πj(A)′′. Since ωj is factorial, this implies that
the automorphism πj(A+)′′ ∋ Q 7→ αj(Q) = VjQVj ∈ πj(A+)′′ acts ergodically
on Zj (i.e. the fixed point algebra is trivial). But αj is idempotent such that
each αj(Q)Q, Q ∈ Zj is a fixed point of αj . If Q is a non-trivial projection
this implies αj(Q) = 1I−Q. By linearity of αj this can not hold simultaneously
for two orthogonal projections Q1, Q2 6= 1I − Q1 in Zj . Hence Zj is at most
two-dimensional as stated.
To proceed, we have to use purity of ω1. According to Lemmas 4.1 and 8.1
of [4] the representations π+1 and π
−
1 = π1 ◦Ad(σ(0)x ) of A+ are irreducible and
disjoint. Since π±1 (A) = P
±
1 π(A)P
±
1 holds for each A ∈ A+ the latter implies
that the central supports c(P±1 ) of P
+
1 and P
−
1 = 1I − P+1 (i.e. the smallest
central projections in π1(A+)′′ containing P±1 ) are orthogonal. But this is only
possible if c(P±1 ) = P
±
1 . Hence P
±
1 are in the center of π1(A+)′′ and according
to the discussion of the last paragraph these are the only non-trivial central
projections. Applying the *-isomorphism β we see likewise that Q = β(P+1 ) and
1I − Q = β(P−1 ) are the only non-trivial central projections in π2(A+)′′. Since
A 7→ P+2 AP+2 is a *-homomorphism from π2(A+)′′ onto π+2 (A+)′′ the center
of π2(A+)′′ is mapped into the center of π+2 (A+)′′. Since ω+2 is factorial by
assumption we get P+2 QP
+
2 = P
+
2 and P
+
2 (1I − Q)P+2 = 0 or vice versa. This
implies either Q = P+2 or Q = P
−
2 . Hence β maps π
+
1 (A+)′′ in the first case to
π+2 (A+)′′ and in the second to π−2 (A+)′′. Therefore ω+1 is quasi equivalent to
ω+2 or ω
+
2 ◦Ad(σ(0)x ) as stated. ✷
We will apply this lemma to states coinciding with quasi-free states on the
even part of the algebra. The following lemmas (partly taken from [29, 30]) help
us to discuss the corresponding restrictions to ACAR+ .
Lemma 6.12 Let ω1 and ω2 be quasi-free states of ACAR. The restrictions to
the even part ω+1 and ω
+
2 are not quasi-equivalent, if ω1 and ω2 are not quasi-
equivalent.
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Proof. cf. Proposition 1 of [29]. ✷
Lemma 6.13 Consider a basis-projection E, the covariance operator
F = PEP + (1I− P )E(1I− P ), (116)
and the restrictions ψ+E , ψ
+
F of the quasi-free states ψE , ψF to the even algebra
A+. If ψE and ψF are quasi-inequivalent, ψ+E is quasi-inequivalent to ψ+F and
to ψ+F ◦Ad(σ(0)x ).
Proof. Quasi-inequivalence of ψ+E and ψ
+
F follows directly from Lemma 6.12.
Hence assume ψ+E and ψ
+
F ◦ Ad(σ(0)x ) are quasi-equivalent. From the proof of
Proposition 6.7 recall that σ
(0)
x = TB(h0) = B(h0)T holds with h0 ∈ K, (h0)j =
(δj0, δj0). Therefore
σ(0)x B(h)σ
(0)
x = B(h0)TB(h)TB(h0) = B(h0)B(θ−h)B(h0). (117)
With the anti-commutation relations (56) we get σ
(0)
x B(h)σ
(0)
x = B(ϑh) with
ϑ(h) = 〈h0, θ−h〉h0 − θ−h. The operator ϑ is selfadjoint and unitary and
commutes with Γ. This implies that ϑFϑ is a valid covariance operator and
ψF ◦ Ad(σ(0)x ) = ψϑFϑ is therefore quasi-free. Hence by Lemma 6.12 quasi-
equivalence of ψ+E and ψ
+
F ◦ Ad(σ(0)x ) implies quasi-equivalence of ψE and
ψF ◦ Ad(σ(0)x ). To proceed note that ψF ◦ Ad(σ(0)x ) and ψF ◦ Θ− are unitar-
ily equivalent. This follows immediately from Ad(σ
(0)
x ) = Θ− ◦ Ad(B(h0)) and
the fact that Ad(B(h0)) is an inner automorphism of ACAR. Therefore ψE is
quasi-equivalent to ψF ◦Θ− = ψθ−Fθ− . But θ− = 2P−1I and therefore Pθ− = P
and (1I−P )θ− = (P − 1I) which implies θ−Fθ− = F . But this would imply that
ψE and ψF are quasi-equivalent in contradiction to our assumption. Hence ψ
+
E
can not be quasi-equivalent to ψ+F ◦Ad(σ(0)x ). ✷
Lemma 6.14 Consider a quasi-free state ψA of ACAR with covariance operator
A. Its restriction ψ+A to the even algebra ACAR+ is factorial if A(1I−A) is not of
trace-class.
Proof. cf. Proposition 2 of [29]. ✷
Now consider again the ground state ϕS and the corresponding product state
σ = ϕS,L ⊗ ϕS,R. On the even algebra ACAR+ they coincide with the Fock state
ψE and the quasi-free state ψF , where E is the basis projection from Equation
(109) and F is given by Equation (116). To check quasi-equivalence we have to
calculate the Hilbert-Schmidt norm of E−F (cf. Proposition 6.4 and 6.5). Such
calculations are already done in [4], and we easily get the following lemma.
Lemma 6.15 The operator
X = PEP − PEPEP + (1I− P )E(1I− P )− (1I− P )E(1I− P )R(1I− P ) (118)
with E from Equation (109) is not trace-class.
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Proof. According to Lemma 4.5 of [4] we have
‖E − θ−Eθ−‖2HS = tr(E + θ−Eθ− − Eθ−Eθ− − θ−Eθ−E) =∞ (119)
Inserting θ− = P − (1I−P ) and using the fact that tr(Y ) = tr(PY P ) + tr
(
(1I−
P )Y (1I−Y )) holds for any positive operator Y , it is straightforward to see that
‖E − θ−Eθ−‖2HS = 4 tr(X) holds. Hence the statement follows. ✷
Now we are ready to combine all the steps to prove that RL/R,S are not of
type I. The following proposition concludes the proof of Theorem 6.1.
Proposition 6.16 Consider the unique ground state ϕS of the critical XY-
model and its GNS representation (HS , πS ,ΩS). The half chain algebras RR,S =
πS(AR)′′, RL,S = πS(AL)′′ are not of type I.
Proof. Consider the operators E,F and X from Equations (109), (116) and
(118). It is easy to see ‖E−F‖2HS = tr(X). Hence E−F is not Hilbert-Schmidt
by Lemma 6.15 and ψE not quasi-equivalent to ψF by Proposition 6.5. Lemma
6.13 implies therefore that ψ+E is neither quasi-equivalent to ψ
+
F nor to ψ
+
F ◦
Ad(σ
(0)
x ). The quasi-free states ψE , ψF coincides on ACAR+ = A+ with ϕS and
σ = ϕS,L ⊗ ϕS,R. In addition we know that ϕS and σ are Θ-invariant, ϕS is
pure and σ+ = ψ+F is factorial. The latter follows from Lemma 6.14, Lemma
6.15 and the fact that F (1I − F ) = X holds. Hence we can apply Lemma 6.11
to see that ϕS and σ are quasi-inequivalent. The statement then follows from
Lemma 6.10. ✷
7 Conclusions
We have seen that the amount of entanglement contained in a pure state ω of
an infinite quantum spin chain is deeply related to the type of the von Neumann
algebras RL/R,ω. If they are of type I, the usual setup of entanglement theory
can be applied, including in particular the calculation of entanglement measures.
However, if RL/R,ω are not of type I all normal states have infinite one-copy
entanglement and all known entanglement measures become meaningless. The
discussion of Section 6 clearly shows that the critical XY model belongs to
this class and it is very likely that the same holds for other critical models.
An interesting topic for future research is the question how different states
(respectively inequivalent bipartite systems) can be physically distinguished in
the infinitely entangled case. One possible approach is to look again at the von
Neumann type. However, it is very likely that additional information about the
physical context is needed. A promising variant of this idea is to look for physical
condition which exclude particular cases. Proposition 5.3 is already a result of
this type and it is interesting to ask whether more types can be excluded by
translational invariance. Another possibility is to analyze localization behavior
along the lines outlined at the end of Section 5.2. In particular the asymptotics
of Lω in the limit N → ∞ for a translationally invariant state (such that Lω
does not depend on the position parameter M) seems to be very interesting,
because it should provide a way to characterize the folium of ω in terms of
entanglement properties (cf. the discussion in Section 5.2). A first step in this
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direction would be the calculation of Lω for particular examples such as the
critical XY model.
A Strong stability of hyperfinite type III factors
The discussion in Section 4.3 relies heavily on the strong stability of hyperfinite
type III factors. While this is basically a known fact, we have not found an easily
accessible reference. Therefore, we will provide in the following a complete proof,
which is based on the classification of hyperfinite factors (cf. [39, Ch. XIII] for
a detailed survey).
Hence, let us start with a type III factor R and its continuous decomposition
[38, Thm. XII.1.1]
R ∼= N ⋊θ R, (120)
i.e. N is a type II∞ von Neumann algebra (acting on a Hilbert space H), admit-
ting a faithful, semifinite, normal trace τ , and θ is a centrally ergodic flow on N
which scales τ (i.e. τ ◦ θs = e−sτ). The covariant system (N ,R, θ) is uniquely
determined (up to conjugation) by the isomorphism class of R. Therefore the
central system (Z(N ),R, θ) – the flow of weights – is unique as well.
Now, consider a (hyperfinite) type II1 factor M (acting on K). The tensor
product R⊗M is type III again and satisfies
R⊗M ∼= (N ⊗M)⋊θ⊗Id R. (121)
To prove this equation, note that the crossed product on the right hand side
is a von Neumann algebra acting on the Hilbert space L2(H ⊗ K,R, dx) =
L2(H,R, dx) ⊗ K and generated by π0(N ⊗M) and λ(R), where π0 and λ are
representations of N ⊗M and R respectively. They are given by(
π0(A⊗B)ξ
)
(s) =
(
θ−1s (A)⊗B
)
ξ(s),
(
λ(t)ξ
)
(s) = ξ(t− s), (122)
where A ∈ N , B ∈ M and ξ ∈ L2(H ⊗ K,R, dx). If we set ξ = η ⊗ ζ with
η ∈ L2(H,R, dx) and ζ ∈ K this leads to
π0(A⊗B)η ⊗ ζ = π˜0(A)η ⊗Bζ, λ(t)η ⊗ ζ = λ˜(t)η ⊗ ζ (123)
where π˜0 and λ˜ are the representations of N and R given by(
π˜0(A)η
)
(s) = θ−1s (A)η(s),
(
λ˜(t)η
)
(s) = η(t− s). (124)
But π˜0(N ) and λ˜(R) generate N ⋊θ R ∼= R. Hence Equation (121) follows from
(123).
Since R is a type III and M a type II factor, the tensor product R⊗M is
again a type III factor. If we consider in addition the (unique) tracial state τ0 on
M we see that θ⊗ Id scales τ ⊗ τ0. Therefore Equation (121) is the continuous
decomposition of R⊗M.
Now, let us have a look at the flow of weights associated to R ⊗M. Since
M is a factor the center of N ⊗M coincides with Z(N )⊗ 1I. Hence the central
covariant systems (Z(N ),R, θ) and (Z(N⊗M),R, θ⊗Id) are mutual conjugate.
IfR is hyperfinite, this fact can be used to show strong stability. To this end note
first that R⊗M is hyperfinite as well, becauseM is hyperfinite by assumption.
Therefore we can use classification theory and get three different cases:
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• R is of type IIIλ with 0 < λ < 1. In this case the flow of weights of R is
periodic with period − lnλ. Since (Z(N ),R, θ) and (Z(N ⊗M),R, θ⊗ Id)
are conjugate the same holds for R⊗M, i.e. R⊗M is type IIIλ with the
same λ (cf. [38, Def. XII.1.5, Thm. XII.1.6]). Strong stability (R⊗M ∼=
R) therefore follows from the uniqueness of hyperfinite IIIλ factors with
0 < λ < 1. (cf. [39, Thm. XVIII.1.1]).
• R is of type III1. Hence the center of N is trivial and since M is a factor
the same holds for Z(N ⊗M) – in other words R⊗M is type III1 again
(cf. [38, Def. XII.1.5, Thm. XII.1.6]). Now we can proceed as above, if we
use the uniqueness of the hyperfinite type III1 factor [39, Thm. XIII.4.16].
• R is of type III0. In this case strong stability follows directly from the fact
that two hyperfinite III0 factors are isomorphic iff the corresponding flows
of weights are conjugate [39, Thm. XVIII.2.1].
This list covers all possibilities and therefore the strong stability property
used in the proof of Proposition 4.5 is shown.
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