The absorption-layer method for inducing pressure shocks is employed to generate finite-amplitude, broadband surface wave pulses in crystalline silicon. Spectral evolution equations are used to compute the wave form distortion from the first to the second measurement location, and the results are shown to be in quantitative agreement with the measured data. The measurements also confirm that a nonlinearity matrix which describes the coupling of harmonics provides a useful tool for characterizing wave form distortion. In the ͑001͒ plane, the measurements show that the longitudinal velocity wave forms develop rarefaction shocks along ͓100͔ and compression shocks along 26°from ͓100͔. In the ͑110͒ plane, compression shocks are observed in the longitudinal velocity wave forms in the direction 37°from ͓100͔, whereas rarefaction shocks are seen along ͓11 0͔. The results in the ͑001͒ and ͑110͒ planes are consistent with sign changes in the nonlinearity matrix elements. In the ͑111͒ plane, the measured wave form distortion is consistent with the phase changes associated with the computed complex-valued matrix elements. In particular, the characteristics of propagation in the ͓112 ͔ and ͓1 1 2͔ directions are shown to differ. This specific case is proved to follow from a more general result based on the symmetry properties of surface acoustic waves in this plane. In all the planes, it is demonstrated that, unlike bulk waves, the peak acoustic amplitude of surface waves can increase as they propagate, thereby allowing large stresses to be generated at surfaces. Finally, the power flux and total power of the pulses are shown to be substantially higher than in previous reports.
I. INTRODUCTION
Understanding the nonlinear properties of surface waves in crystalline materials is important for many applications. Piezoelectric surface acoustic wave ͑SAW͒ devices like convolvers, correlators, and amplifiers use nonlinear effects to perform signal processing functions. Many of these components are used in mobile and wireless communication devices for personal communication services ͑e.g., pagers, cellular phones͒, wide-area networks, and wireless local area networks. 1 SAW's have also been used to perform nondestructive evaluation ͑NDE͒. Defects, material properties ͑density, elastic constants͒, applied and residual stresses, adhesive bonding, surface roughness, and plate and layer thickness may all be measured using linear SAW's, 2 and the use of nonlinear SAW's to characterize materialse.g., their fracture behavior -is a subject of current research.
Until the mid-1990s, much of the experimental work on nonlinear SAW's in crystals was limited to measurements of the first few harmonics. In 1996, Lomonosov and Hess 3 presented results of pulsed SAW's generated using an absorption-layer technique. Unlike previous experiments, this technique generates extremely high-amplitude pulses ͑peak strains approaching 0.01͒ with broadband spectra and allows the same pulse to be measured at multiple locations. Their original article showed wave forms in fused quartz that clearly exhibit shock formation. Additional wave forms in fused quartz were subsequently presented. 4, 5 Comparison of those wave forms to the theory of Zabolotskaya and co-workers 6, 7 for isotropic materials exhibited excellent quantitative agreement. Nonlinear surface wave pulses have also been excited in isotropic ͑polycrystalline͒ aluminum, copper, and stainless steel samples. [8] [9] [10] Experiments have also been performed by Lomonosov and Hess in crystalline silicon. In the ͓112 ͔ direction of the ͑111͒ plane, the measured pulse data 11 and the theory for anisotropic media 12 agreed well. Strikingly, it was found 13 in the ͑001͒ plane that the pulses distort in opposite ways, with longitudinal velocity wave forms forming rarefaction shocks in the ͓100͔ direction and compression shocks in the direction 26°from ͓100͔. ͑A compression shock is defined such that the longitudinal particle velocity is negative ahead of the shock and positive behind the shock; a rarefaction shock is the opposite case.͒ The same effects are predicted by theory, 12 which reproduces the wave form evolution in both directions. For a couple of the propagation directions described in Refs. 11 and 13, some additional measurements 3 have been presented, but a simplified, approximate theory was used to model those results.
The present article provides measured data in more cuts and directions than previous articles, with higher time resolution and more detailed analysis. The results corroborate previous theoretical investigations 14, 15 of nonlinear surface waves in cubic crystals.
Finally, we note that measurements have also been made of finite-amplitude SAW's in systems of fused quartz substrates covered with titanium nitride films, and good agreement has been obtained with simulations. 16, 17 However, because SAW's in these systems are dispersive, the resulting wave form evolution is qualitatively different than that presented here ͑e.g., shocks do not form͒. In addition, finite-amplitude wave forms in silicon 18 have been published in which the excitation has been so large that fracture has occurred. These results extend beyond the range of the theory 12 for elastic waves used in this article.
II. EXPERIMENT
A schematic diagram of the experimental setup is shown in Fig. 1 . Excitation of the SAW's is accomplished using a Nd:YAG laser of wavelength 1064 nm, pulse duration 8 ns, and energy up to 60 mJ, which is focused into a strip of length 7 mm and width 50 m on the surface of the solid. This geometry creates a SAW beam which propagates outward from the the excitation region. A strongly absorbing layer in the form of an aqueous suspension of carbon particles is placed in the strip area. By explosive evaporation of this layer strong forces are exerted onto the surface, thereby intensifying the SAW excitation process. The nearly complete absorption of the laser pulse by the layer protects the surface from melting and ablation. To measure the transient SAW wave forms, a laser probe beam deflection setup using stabilized cw Nd:YAG laser probes of wavelength 532 nm and power 100 mW is employed. Two probe beams are focused into spots approximately 4 m in diameter located 16 mm apart, with the closest probe between 0 and 5 mm from the excitation region. As the SAW pulse passes through the area covered by the probe beams, the deflection of the laser beams is detected by two position-sensitive detectors. Because the deflection of the beam is proportional to the slope of the surface, it follows that the detector output is proportional to the vertical velocity component of the traveling wave. The bandwidth of the whole detection system is limited to about 500 MHz.
III. SIMULATIONS
Numerical simulations are performed to compare theory and experiment for the three different data sets taken in crystalline silicon. In the theoretical description 12 of the wave forms on the surface, the particle velocity components are assumed to be plane waves expanded as follows:
Ϫin ϩc.c., ͑1͒
where jϭ1,2,3ϭx,y,z with xϭx 1 the coordinate along the direction of propagation and zϭx 3 the coordinate normal to the surface and directed outwards ͑see Fig. 1͒ , ϭtϪx/c is the retarded time, c is the linear wave speed in the propagation direction, B j are derived from the eigenvectors of the linear problem, 14 and is the fundamental angular frequency. This assumption has two implications. First, the signal must be periodic. In order to model pulses, they are assumed to repeat with a frequency f rep ϭ2.5 MHz in all cases considered. Second, the signal must have planar wave fronts. Hence the theory is applicable only if diffraction effects are negligible; i.e., the total propagation distance x is less than the characteristic Rayleigh distance x R of the beam. The ratio of these two lengths is given by the dimensionless diffraction parameter Dϭx/x R ϭ4xc/ f peak d 2 , where d is the beam width at the source and f peak is the frequency of the peak spectral amplitude. In all cases DӶ1, and therefore the wave fronts are essentially planar in the regions of interest.
To perform the simulations, the frequency spectrum of the measured wave form at the probe beam location closest to the excitation region is computed from the time wave form, appropriately scaled, and used as the source condition for the spectral evolution equations for any nonzero integer p, and hence the character of nonlinear distortions for a wave with f peak ϭ p f rep usually can be qualitatively characterized by the first few elements. 14, 15 The absorption terms are introduced ad hoc to maintain numerical stability as shocks develop in the wave forms. Assuming classical absorption due to viscosity and heat conduction 19 yields the quadratic frequency dependence ␣ n ϭn 2 ␣ 1 . The absorption coefficient ␣ 1 ϭ0.00025/x 0 is selected so that the absorption length is substantially larger than the characteristic length scale x 0 ͑defined below͒ for nonlinear effects. Provided that this condition was satified, we found that variations in the absorption coefficient primarily affected the magnitude of the sharp cusped peaks near the shock fronts and had relatively little effect on the rest of the wave form. Moreover, this selection is reasonable given that measurements of longitudinal and transverse elastic waves in crystalline silicon indicate that the absorption is low, typically 0.5-1.5 dB/cm in the frequency range 200-500 MHz. 20 All the remaining coefficients including the nonlinearity matrix elements are computed from fundamental material constants: density (ϭ2331 kg/m 3 ), second-order elastic constants from Hearmon 21 GPa͒. Nonlinear coupling to bulk wave modes has been shown to be negligible in all cases considered here. 23 The evolution equations are then integrated numerically using a fixed-step-size, fourth-order Runge-Kutta routine over the distance between the probe beams.
The resulting frequency spectra are reconstructed into time wave forms using Eq. ͑1͒ and compared with the measured wave form at the second probe beam location. The longitudinal velocity wave forms are computed from the vertical velocity wave forms using the linear transformation
where
defines the Hilbert transform. The computations are performed with Nϭ1200 harmonics ͑i.e., 1рnрN, with A Ϫn ϭA n *), although the wave forms are reconstructed by using only enough harmonics (Nϭ200-500) to match the time resolution of the measured data. In each case a characteristic nonlinear length scale 12 x 0 ϭ1/͉␤͉⑀k is computed to determine the effect of the nonlinearity over the distance between the probe beams, where k is a characteristic wave number associated with the peak spectral component and ⑀ is the characteristic acoustic strain ͑acoustic Mach number͒. In cases where shocks form, x 0 is an estimate of the shock formation distance. 14 
IV. RESULTS
A. Silicon in the "001… plane Figure 2 shows that the nonlinearity matrix elements of SAW's in the ͑001͒ plane of Si divide into three distinct regions 14 based upon the angle between the propagation direction and ͓100͔. The matrix elements are all real valued as a result of the mirror symmetry of this plane. In region I (0°рϽ21°), the nonlinearity matrix elements are negative. In simulations with initially monofrequency waves, 14 this condition results in the v 3 wave forms forming sharply cusped peaks and the v 1 wave forms developing rarefaction shocks. In region II (21°ϽϽ32°), the nonlinearity matrix elements are positive. Correspondingly, the v 3 wave forms form sharply cusped troughs and the v 1 wave forms develop compression shocks. In region III (32°Ͻр45°), the nonlinearity matrix elements are negative like region I, but significantly weaker. Surface wave pulses are measured in the pure mode directions ϭ0°and ϭ28°͑marked by circles in Fig. 2͒ . Table I presents parameters associated with the data in these directions. Figure 3 shows a comparison of experiment and theory for ϭ0°. by the linear wave speed c in the direction of propagation because, as shown in Appendix A, the strain and stress components of the surface wave at the surface of the crystal are proportional to linear combinations of v i /c. The dashed and solid lines give the experimental data for the close and remote probe beam locations from the source, and the dotted line gives the simulated result at the remote location. The wave has no transverse displacement component (B 2 ϭ0) in this direction. Because the propagation distance is much less than the estimated shock formation distance, the pulse only exhibits mild distortion. As seen in Fig. 2 , the nonlinearity matrix elements are negative in this direction. As a result, the peaks of v 3 are expected to rise, and the troughs are expected to become flatter and shallower. In addition, the peaks of v 1 are expected to travel slower than the linear wave speed, and the troughs are expected to travel faster, with the result that rarefaction shocks form. Unfortunately, the weak distortion of the wave forms makes it difficult to determine if the predicted features are consistent with the observed evolution. However, this weakness itself is in agreement with the low magnitude of the nonlinearity matrix elements in this direction. In particular, the estimated shock formation distance is nearly an order of magnitude greater than the propagation distance.
In contrast, the magnitudes of the nonlinearity matrix elements are significantly larger in the direction ϭ28°. Figure 4 shows a comparison of the experiment with theory for this case. Unlike the ϭ0°direction, the particle motion is tilted out of the sagittal plane. The resulting transverse velocity ͑shear horizontal͒ component is not qualitatively different from v 1 , and while included in the full computations, its graph is omitted here. In this direction, the nonlinearity matrix elements are positive. Hence the peaks in v 1 travel faster than the linear wave speed, the troughs travel slower, and compression shocks form. The troughs of v 3 deepen and the peaks become flatter and shallower. Both of these features are clearly seen in the wave forms of Figs. 4͑a͒ and 4͑b͒. Note that while the wave forms measured at the close locations in the 0°and 28°directions are initially similar in form, they evolve to wave forms that are different. The resulting distortion in both cases is consistent with the regions of negative and positive nonlinearity delineated in Fig. 2 . Figure 5 shows the strain wave forms corresponding to the velocity wave forms in Fig. 4 . ͑See Appendix A for analytical formulas for the strains and stresses.͒ Only the e 11 , e 33 , and e 12 components are nonzero in this direction. The shape of the wave forms is similar to v 1 in all cases, although the e 11 and e 12 wave forms are inverted. As might be expected, the shear horizontal strain e 12 arises mainly from the transverse velocity component, and waves without transverse components ͑e.g., the previous case along ͓100͔͒ have no shear strain component. Note that the peak strains are a few percent, but only act over a period of around a nanosecond. Figure 6 shows the corresponding stress wave forms at the surface. Because of the stress-free boundary conditions, only the 11 , 22 , and 12 components are nonzero. The primary effect of the wave is a rapid longitudinal compressional stress followed by a smaller ͑but still very large͒ tensile stress. The peak stress is several gigapascals, a value typical for the strongest excitations reported here. A sizable shear horizontal stress exists because of the significant transverse velocity component in this case. In both the strain and stress wave forms it is clear that the peak amplitude increases as the wave propagates, an effect that is not seen in nonlinear bulk waves. Because it is relatively straightforward to compute the strains and stresses from the velocity components, we omit these graphs for the other cuts and directions that follow.
B. Silicon in the "110… plane
Next consider propagation in the ͑110͒ plane of Si. Surface wave pulses are measured in the pure mode directions ϭ0°, 37°, and 90°, where in this section is defined as the angle between the propagation direction and ͓001͔. The nonlinearity matrix elements for this cut are shown in Fig. 7 , and the propagation directions are marked by circles. The nonlinearity matrix divides into regions of mixed sign, positive, and negative real-valued elements. Table II presents parameters associated with the data in these directions. Figure 8 shows a comparison of experiment and theory for ϭ0°. The wave has no transverse displacement component (B 2 ϭ0) in this direction. The nonlinearity matrix elements have mixed sign in this direction with Ŝ 11 Ͼ0, Ŝ 12 Ͼ0, and Ŝ 13 Ͻ0. In simulations with initially monofrequency waves, 24 distortion occurs but shocks do not form because the various harmonic components change in opposite ways. With a pulsed wave form, the net effect appears to be little distortion at all. Note that the nonlinearity matrix elements are typically an order of magnitude smaller in this direction than in the ϭ37°direction. Figure 9 shows a comparison of experiment and theory for ϭ37°. In this direction, the nonlinearity matrix elements are positive, and so the distortion is qualitatively very similar to Fig. 4 . The similarity between these figures shows that the physical mechanism for the wave form distortion is the same in these directions despite being in different cuts. Figure 10 shows a comparison of experiment and theory for ϭ90°. In contrast, here the nonlinearity matrix elements are negative, and the distortion is qualitatively similar to Fig. 3 . Note that the amplitude of the wave in this direction is less than the ϭ0°direction of this plane and yet the wave form exhibits more distortion. This result is consistent with the magnitudes of the nonlinearity matrix elements shown in Fig. 7 for the two different directions.
C. Silicon in the "111… plane
Finally consider propagation in the ͑111͒ plane of Si. Figure 11 shows the complex-valued nonlinearity matrix elements as a function of the angle between the propagation direction and ͓112 ͔. Figure 11͑a͒ shows that the effect of nonlinearity is near its maximum at ϭ0°and ϭ60°and weakest at ϭ30°. While the magnitudes of the nonlinearity matrix elements have a sixfold symmetry in this cut, the phases have only a threefold symmetry. This property is general for SAW's propagating in this cut. ͑See Appendix B for a detailed discussion of the symmetry properties of linear and nonlinear parameters.͒ Note also that the magnitudes of the nonlinearity matrix element ͉Ŝ 11 ͉ ͑and hence nonlinearity coefficient ͉␤͉) are several times larger than those in the 0°a nd 26°directions of the ͑001͒ plane. Figure 11͑b͒ shows that at ϭ0°the phases of the first few nonlinearity matrix elements are in the vicinity of 0.6 and are relatively close together. At ϭ30°the nonlinearity matrix elements are negative real valued, but as →60°the matrix elements approach 1.4ϵϪ0.6 (mod 2). As demonstrated for monofrequency source conditions, 15,25 the complex-valued nonlinearity results in an asymmetric distortion of the wave forms. For example, for ϭ0°, the regions of the v 3 wave form from troughs to peaks steepen into a sharply cusped peak, while regions from peaks to troughs flatten, resulting in an N-shaped distortion. For v 1 , the peaks rise into cusped spikes while the troughs become flatter and shallower, resulting in a U-shaped distortion. This combination of heightened nonlinearity and asymmetric distortion results in significantly different wave forms than observed in the ͑001͒ plane. Figure 12 provides a comparison of experiment with theory for ϭ0°. In this particular direction, the wave has no transverse velocity component (B 2 ϭ0), and hence only the vertical and longitudinal components are shown in the Figs. 12͑a͒ and 12͑b͒. The nonlinear evolution ͑from the dashed line to the solid line͒ is predicted accurately by the theory ͑dotted line͒, including the increase in pulse duration between the close and remote locations. In Fig. 12, v 3 clearly has an N-shaped wave form while v 1 has a U-shaped wave form, as described previously. Figure 13 shows the spectra corresponding to Fig. 12 . The top graph shows the measured spectrum at the first probe location, while the bottom graph shows the measured and simulated spectra at the second probe location in good agreement. Observe that the pulse lengthening seen in Fig. 12 is manifest in the shift of the spectral peak to a lower value between the first and second probe locations. In addition, the strongly nonlinear nature of the propagation is seen in the substantial increase in the amplitudes of harmonics. Figure 13 also shows some features that are typical for all the measured spectra. First, it demonstrates that the limit of detector sensitivity occurs around 500 MHz and justifies the use of this value as the upper limit for reconstructing the simulated wave forms. Second, it shows that the bandwidth of the starting wave form is essentially narrower than the detector bandwidth, and so no higher harmonics are lost between the generation region and the first probe location. Finally, the spectra also indicate that the amplitude at f peak is about 10 dB greater than the lowest-frequency components, and hence diffraction effects from these components are expected to be negligible.
In contrast to Fig. 12, Fig. 14 shows measured and computed results for ϭ30°, where the nonlinearity matrix elements are negative real valued, like ͓100͔ in the ͑001͒ plane and ͓11 0͔ in the ͑110͒ plane. In this case, the peak of the v 3 wave form nearly doubles in size and the trough decreases slightly, while a rarefaction shock forms in the v 1 wave form. The velocity component v 1 is smaller than v 3 because in this case the wave also has a transverse component ͑not shown͒. Note also that the type of distortion in this direction is consistent with the other cases of negative real-valued nonlinear matrix elements seen in Figs. 3 and 10 . The amount of overall distortion is somewhat less than in the ϭ0°direction, as consistent with the lower magnitude of the nonlinearity matrix elements of Fig. 11 .
Finally, Fig. 15 shows measured and computed results for ϭ60°. Here the initial amplitude of the wave is less than in previous cases, so the distortion is not as strong. The magnitudes of the nonlinearity matrix elements in this direction are the same as with ϭ0°in this plane, but the phases are opposite in sign. The opposite phasing causes the regions of the v 3 wave form from troughs to peaks to flatten, while regions from peaks to troughs steepen into sharply cusped peaks, resulting in an inverted N-shaped distortion. For v 1 , the peaks become rounder and shallower, while the troughs deepen into cusped spikes, resulting in an inverted U-shaped distortion. Unlike the wave forms in Fig. 14 for ϭ30° , the LASER-GENERATED NONLINEAR SURFACE WAVE . . . PHYSICAL REVIEW B 69, 035314 ͑2004͒
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v 3 wave form shows an increase in the the magnitude on both sides of the rarefaction shock and the trough of the v 1 wave form shows a substantial increase in magnitude. These results are consistent with those expected from simulations with initially monofrequency waves. 15 The particle trajectory corresponding to the wave forms of Fig. 12 is shown in Fig. 16 at surface ͑largest͒, 24 m below the surface ͑middle͒, and 60 m below the surface ͑smallest and self-intersecting͒. Observe the very large vertical displacement caused by the wave ͑approximately 160 nm͒. In addition, the figure shows that the primary effect on the wave with increasing depth is the reduction in longitudinal motion.
D. Power flux
In the linear approximation, the energy carried by the surface wave consists of two parts: the potential energy of the elastic strain of the crystal and the kinetic energy associated with the motion of the material particles. Thus the total mechanical power per unit area in the x direction can be expressed as
where u i are the displacement components and e i j ϭ 1 2 (‫ץ‬u i /‫ץ‬x j ϩ‫ץ‬u j /‫ץ‬x i ) is the linearized strain tensor. Corrections to the power flow due to the elastic nonlinearity of the medium are cubic in the strain terms, which are limited to the order 10 Ϫ2 by the mechanical strength of the solid. Figure 17 shows E(t) at the surface together with F(t), the total power flow per unit length found by integrating E(t) over depth. The two narrow peaks in E(t) correspond to the shock fronts in the v 3 wave form of Fig. 12 . Because higher-frequency components of the wave penetrate less deeply into the solid and because the shock fronts correspond to the high-frequency components, the acoustic energy of the pulse is more strongly confined near the surface at the shock fronts. Comparison of measured and simulated data for surface waves propagating in the direction ͓112 ͔ (ϭ0°) in the (111) plane of crystalline silicon, from xϭ5 mm ͑dashed line͒ to xϭ21 mm ͑solid line, measured; dotted line, simulated͒.
Integration over depth deemphasizes this confinement effect, so the peaks are considerably broader in F(t). The minimum in F(t) corresponds to the instant when the v 3 profile has zero value.
Additional interpretation of Fig. 17 can be obtained by examining the surface trajectory of Fig. 16 . Because the motion of the wave is confined to the sagittal plane, E(t) will have the quadratic form Figure 16 shows that the trajectory can be approximated by an ellipse with major axis nearly perpendicular to the surface, thereby making the cross term k 2 v 1 v 3 small. The magnitudes of the velocity components ͉v 1 ͉ and ͉v 3 ͉ are maximal where the longest horizontal and vertical components of the trajectory segments occur, respectively. Hence the maxima of E(t) Ϸk 1 v 1 2 ϩk 3 v 3 2 will coincide with the maxima of ͉v 1 ͉ and ͉v 3 ͉. In this particular case, the first peak in Fig. 17 is formed almost solely by v 3 ͑17 -19 ns͒. The second peak starts with its major contribution from v 3 ͑38 -40 ns͒ but later v 1 dominates ͑40 -42 ns͒. This transition from v 3 to v 1 in the second peak is more apparent in the plot of F(t), where it appears as a local minimum between two maxima. Table IV compares the values for the power flux and total power flow in Fig. 17 with those given in the previous publications. 26 -31 In all these papers, the nonlinear effects were observed for an initially sinusoidal SAW which was generated by means of interdigital transducers on piezoelectric materials. ͑Note that the effective acoustic power is half the peak value for a sinusoidal source.͒ In comparison, the laser technique of SAW excitation provides substantially higher peak power density, a necessary condition for strong harmonic generation and shock formation to occur.
V. CONCLUSION
This article investigates the propagation of nonlinear SAW pulses in crystalline silicon. Measurements are obtained for the directions 0°and 28°from ͓100͔ in the ͑001͒ plane, 37°and 90°from ͓001͔ in the ͑110͒ plane, and 0°, 30°, and 180°ϵ60°(mod 120°) from ͓112 ͔ in the ͑111͒ plane. The absorption-layer technique for the generation of nonlinear SAW's and the method used to numerically simulate the pulse propagation are described. In all cases, favorable agreement is achieved between experiment and theory. In the ͑001͒ and ͑110͒ planes, the pulses corroborate the predictions that there exist regions of directions with positive and negative nonlinearity. In the ͑111͒ plane, the wave form distortion is consistent with the phase changes associated with the complex-valued nonlinearity matrix elements. Unlike bulk waves, finite-amplitude SAW's in crystalline silicon are shown to often achieve peak acoustic amplitudes larger than their initial amplitude during propagation. This effect may be used to generate largeamplitude stresses near surfaces.
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APPENDIX A: STRAIN AND STRESS COMPONENTS
The velocity components of a nonlinear SAW are ͓Ref. 12, Eq. ͑74͔͒
where ͓Ref. 12, Eq. ͑27͔͒
and s and ␤ j (s) are associated with the eigenvalues and eigenvectors of the linearized SAW problem. 32 Note that these components are in the reference frame associated with the free surface and direction of propagation (x axis͒. By integration of Eq. ͑A1͒ with respect to time, it follows that
The strain components are
͑A4͒
The nonlinear contributions to the strain are not included in Eq. ͑A4͒ because, while they have a cumulative effect on the wave form evolution, they make only a small contribution at any individual location. Differentiating Eq. ͑A3͒ with respect each spatial variable yields
and û n j ϭû (Ϫn) j * . The derivative dA n /dx does not appear in Eq. ͑A5͒ because the relation ͉dA n /dx͉Ӷnk͉A n ͉ is consistent with the nonlinear evolution equation ͑2͒. The individual strain components can then be computed using Eqs. ͑A5͒: 
where 
Hence at the surface, we find that v j , e i j , and i j can be written as a linear combination of the velocity components v j , provided that M 1 Ϫ1 M 2 is nonsingular. As an example of this procedure, consider the special case of propagation in the ͑001͒ plane of a cubic crystal. In the crystalline frame, the only nonzero second-order elastic constants are 21 Therefore, for propagation in the ͑001͒ plane it is sufficient to know the longitudinal and transverse velocity components to compute all the strains and stresses of the SAW at the surface. See Figs. 5 and 6 for graphs of the strains and stresses, respectively, for the case of ϭ28°. In the case of propagation along the crystalline axis, 35 v y ϭ0, e 12 ϭ0, 12 ϭ0, and only the longitudinal velocity component is necessary.
APPENDIX B: ASYMMETRY PROPERTIES OF SAWS IN CRYSTALS
Previous numerical and experimental studies of surface acoustic waves in the ͑111͒ plane of cubic crystals have shown that linear properties, including the wave speed and the direction of power flow, exhibit sixfold symmetry. 32 However, the measurements of Sec. IV C have demonstrated that the same periodicity does not hold for the nonlinear distortion. Calculations have indicated that complex-valued nonlinearity matrix elements as well as the complex-valued eigenvalues and eigenvectors of the linearized equations ͑physically corresponding to the depth decay coefficients and component amplitudes, respectively͒ have sixfold symmetry in magnitude but only threefold symmetry in phase. 36, 15 It is shown here that such properties can be proved analytically to hold generally for SAW's in anisotropic media.
Consider first the linearized equation of motion for a surface acoustic wave. We assume a solution of the form exp͓ik(l•xϪct)͔, where lϭ(l 1 ,0,l 3 where q represents the roots for l 3 . If we consider now the wave which travels in the opposite direction, then the l 1 component is replaced with Ϫl 1 . Analyzing Eq. ͑B2͒, we find that the terms with even powers of l 3 do not change their sign since they also contain even powers of l 1 , whereas the terms with odd powers of l 3 do change their sign. So for the wave which is traveling in the opposite direction, Eq. ͑B3͒ transforms into the form 
