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Abstract
This thesis is concerned with the development of an optimization based approach to 
solving labelling problems which involve the assignment of image entities into interpre­
tation categories in computer vision. Attention is mainly focussed on the theoretical basis 
and computational aspect of continuous relaxation for solving a discrete labelling problem 
based on an optimization framework. First, a theoretical basis for continuous relaxation is 
presented which includes the formulation of a discrete labelling problem as a continuous 
minimization problem and an analysis of labelling unambiguity associated with continu­
ous relaxation. The main advantage of the formulation over existing formulations is the 
embedding of relational measurements into the specification of a consistent labelling. The 
analysis provides a sufficient condition for a continuous labelling formulation to ensure 
that a consistent labelling is unambiguous. Second, a continuous relaxation labelling al­
gorithm based on mean field theory is presented with the aim of approximating simulated 
annealing in a deterministic manner. The novelty of the algorithm lies in the utilization of 
mean field theory technique to avoid stochastic optimization for approximating the global 
optimum of a consistent labelling criterion. This is contrast to the conventional methods 
which find a local optimum near an initial estimate of labelling.
A special three-frame discrete labelling problem of establishing trinocular stereo cor­
respondence and a mixed labelling problem of interpreting image entities in terms of 
cylindrical objects and their locations are also addressed. For the former, two orientation 
based geometric constraints are suggested for matching lines among three viewpoints and 
a method is presented to find a consistent labelling using simulated annealing. For the lat­
ter, the image interpretation of 3D cylindrical objects and their 3D locations is achieved 
using three knowledge sources: edge map, region map and the ground plane constraint. 
The method differs from existing methods in that it exploits an integrated use of multiple 
image cues to simplify the interpretation task and improve the interpretation performance. 
Experimental results on both synthetic data and real images aie provided to demonstrate 
the viability and the potential of the proposed methods throughout the thesis.
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Chapter 1 
Introduction
1.1 Motivation
One of the fundamental problems in computer vision is concerned with object labelling 
which involves the assignment of image entities into interpretation categories [44]. Object 
labelling problems can be found at different levels of computer vision processes ranging 
from restoration of intrinsic images to the establishment of image feature correspondences; 
the solutions to the labelling problems may serve as input for higher level vision processes 
or may be conclusive as representations of image understanding. These object labelling 
problems share the same mathematical abstraction as a discrete labelling model in which 
label assignments are sought over the discrete space of label configurations. For instance, 
the task of edge labelling is to label pixels in terms of edges and non-edges whereas in the 
stereo correspondence problem the goal is to match image features obtained from different 
viewpoints. This class of labelling problems is usually referred to as the discrete labelling 
problem in which the term discrete refers to the nature of the labels used, i.e. they come 
from a discrete set.
The difficulties in solving the discrete labelling problem arise because there is often 
insufficient information for distinguishing the true label to individual object because of 
various uncertainties in computational vision processes. In low level vision processes un­
certainty may come from the imperfect extraction of image features from noisy measure­
ments of sensed images while in high level vision processes uncertainty may be due to 
the inherent non-invertibility of the scene-image mapping. Nevertheless, image entities 
are spatially related because the scene that produces the images is structured, and this pro­
vides a way of resolving the labelling ambiguity by using contextual constraints imposed 
by the mutual relationships between individual objects to be labelled. For instance, in low
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level vision processes proximity and connectivity may be used as constraints for edge la­
belling because edges are often associated with continuous object boundaries while in high 
level vision processes a prior spatial constraints of 3D object locations may be used to re­
cover the ambiguous labelling of individual objects as a result of successful labelling of 
its neighboring objects.
The past decade has seen an explosive growth in studies of optimization in solving 
various problems encountered in computer vision [32, 93, 71, 72, 31, 66]. This trend has 
been inspired primarily by the desire to deduce the most plausible interpretation of image 
measurements in the presence of uncertainty. As far as discrete labelling is concerned, 
optimization provides an elegant mathematical tool for utilizing contextual information in 
finding the desired labelling, i.e. contextual information can be encoded into an objective 
function to be optimized and the desired labelling solution corresponds to either the.global 
or a local minimum of the objective function.
1.2 Previous Work
Discrete labelling problems have been studied since the early days of computer vi­
sion [112, 97]. During the last two decades a massive amount of research work has been 
carried out in the development of computational methods for finding the desired labelling 
to a given discrete labelling problem. A survey of the work prior to 1985 can be found 
in [58] and the recent developments are reviewed in [54].
In the literature a variety of computational methods for solving discrete labelling prob­
lems have been developed based on different motivations and methodologies. These com­
putational methods have a common feature of finding labelling solutions through an iter­
ative search process by exploiting the contextual constraints conveyed by the objects to 
be labelled. These computational methods are loosely referred to as relaxation labelling. 
Relaxation algorithms are generally characterized as iterative procedures which use local 
computations to achieve the global solution to a task. Relaxation labelling algorithms fall 
into two categories depending upon the nature of solution spaces. The first one is known as 
discrete relaxation [32, 5,40] in which the labelling solution is sought in a discrete space, 
while the second is known as continuous relaxation [97, 86, 25, 47, 57] in which the la­
belling solution is sought in a continuous space. Relaxation labelling algorithms in the first 
category may be further classified as stochastic [32] or deterministic [5, 97, 86, 57,40] ac­
cording to their computationally methods adopted to solve them.
Optimization has been widely used in the development of relaxation labelling. Dis-
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Crete relaxation formulates a discrete labelling problem as the maximization of the aposte- 
rior probability of labelling or the minimization of the energy function of Markov random 
field (MRF) by label switching. Stochastic discrete relaxation [32] aims to find the global 
maximum of the aposterior probability of labelling by incorporating random perturbations 
as in a simulated annealing technique. In contrast deterministic discrete relaxation [5,40] 
attempts to find a local maximum of the aposterior probability of labelling by following 
an analytically determined sequence of changes. Continuous relaxation formulates a dis­
crete labelling problem in a continuous domain by allowing weighted label assignments to 
refiect the preference of labels for each object [97, 86, 25, 47, 57]. Continuous relaxation 
can be developed based on an optimization framework in which a discrete labelling prob­
lem is formulated as a continuous optimization problem and the weight label assignments 
are regarded as the variables to be optimized [25,47].
1.3 Themes and Contributions
This thesis is concerned with the development of an optimization based approach to solv­
ing discrete labelling problems in computer vision. Attention will be mainly focus on 
the development of continuous relaxation based on an optimization framework, while the 
multi-frame discrete labelling problem and image interpretation problem are also consid­
ered.
Despite significant advances made in the development of relaxation labelling during 
the last several years there are still problems which have not yet been well addressed re­
garding both theoretical foundations and computational aspects of continuous relaxation. 
There are three outstanding issues which need to be addressed. First of all, in conven­
tional formulations of continuous relaxation [25,47] observed measurements are not fully 
utilized since unary measurements are only used to provide an initial estimate of labelling. 
Since observed information is useful for distinguishing the true labels among possible la­
bels it is natural to ask whether a formulation can be made in which all information includ­
ing a prior knowledge and observed measurements can be utilized in the inference of the 
desired labelling.
Secondly, since continuous relaxation seeks a solution to a discrete labelling problem 
in a continuous space rather than the original discrete solution space the resulting labelling 
may be ambiguous in the sense that it is not a desired discrete labelling. Thus the analysis 
of labelling ambiguity associated with continuous relaxation is an important issue. How­
ever, in the literature little work has been devoted to this issue.
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Third, conventional continuous relaxation labelling algorithms [25,47] are designed to 
find a local optimum of an optimal labelling criterion. Such algorithms are not suitable to 
deal with the labelling problems where the desired labelling is defined as the global mini­
mum of an optimal labelling criterion. Although the simulated annealing method [53] can 
be used to find the global optimum, it is computationally expensive. Thus the development 
of computational methods for approximating the simulated annealing in a deterministic 
manner is desirable.
Most of work presented in this thesis aims to address the aforementioned three issues. 
For the first issue, a labelling formulation is presented in which a discrete labelling is con­
verted into a continuous optimization problem and a consistent labelling is defined as a 
global minimum of the objective function. The formulation differs from the conventional 
formulations in that the formulation enables the full utilization of a prior knowledge and 
the observed unary and relational measurements in the inference of a consistent labelling. 
In the conventional formulations unary measurements are only utilized in the initializa­
tion stage and relational measurements are ignored. For the second issue, an analysis of 
labelling unambiguity associated with continuous relaxation is presented. The analysis 
defines the sufficient condition for the labelling formulation to ensure that consistent la­
bellings are unambiguous. The significance of this result lies in that it provides a theoret­
ically sound justification of using continuous relaxation to solve a discrete labelling prob­
lem. As a special case, the analysis shows that the consistent labelling in the proposed la­
belling formulation is unambiguous. For the third issue, a continuous relaxation labelling 
algorithm is developed for finding the consistent labelling in the proposed labelling for­
mulation. The algorithm is constructed based on mean field theory with the aim of ap­
proximating simulated annealing in a deterministic manner. The algorithm differs from 
the conventional continuous relaxation labelling algorithms in that it has a capability of 
finding the global optimum of a consistent labelling criterion while others only find a lo­
cal optimum near an initial estimate of labelling.
Another task of this thesis is concerned with the development of a labelling method for 
solving multi-frame discrete labelling problems. The characteristic of multi-frame discrete 
labelling is that three or more sets of image features are involved. This is in contrast to dis­
crete labelling problems involving only two sets of image features, i.e. one set contains 
the objects to be labelled while the other contains the labels. Although the multi-frame 
discrete labelling problem may be approached by solving the discrete labelling problem 
between each pair of sets using the relaxation labelling techniques mentioned above, a
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more efficient way is to solve the multi-frame discrete labelling directly by utilizing the 
constraints among the multiple frames. Motivated by this consideration we address the 
trinocular stereo correspondence problem which involves the establishment of matches 
of line segments among three viewpoints where the geometric relation between different 
viewpoints is known. Since few geometric constraints have been exploited in trinocular 
stereo vision, we concentrate on the development of the geometric constraints imposed on 
the line segments among three viewpoints and the construction of a labelling algorithm 
for finding the trinocular stereo correspondence by utilizing these geometric constraints. 
Two geometric constraints based on the relationship between the orientation of lines in 
three distinct images are developed. The first one is called the unary orientation constraint 
which is imposed on three lines matched in three images while the second one is called the 
binary orientation constraint which is imposed on pairs of lines matched in three images. 
Moreover, an optimization based labelling algorithm is constructed in which the geometric 
constraints are encoded into an objective function and the consistent labelling is achieved 
using the simulated annealing technique. The motivation of using the simulated annealing 
techniques comes from the desire of finding the global solution to the multi-frame discrete 
labelling problem. It is worthy of noting that mean field theory is not suitable to applied 
to approximate the solution to the simulated annealing in this circumstance because of the 
structure of solution space involved in the multi-frame discrete labelling problem.
One important task in computer vision is concerned with interpreting image data in 
terms of objects so as to provide a symbolic scene description and aid understanding. It 
involves separating objects of interest from the background, inferring their 3D location 
and identifying them. Image interpretation can be viewed as a kind of labelling problem 
in which each label has attributes of an object, i.e. the identity of the object and the location 
of the object. In the literature the main stream of current methods for image interpretation 
is based on a single knowledge source [24,44]. However, the interpretation task is always 
difficult because information derived from a single knowledge source may not be suffi­
cient for distinguishing the true labels from possible labels. It has long been recognized 
that the task of image interpretation can be simplified when multiple knowledge sources 
are utilized in the interpretation process [43]. In this thesis we attempt to simplify the inter­
pretation task using multiple knowledge sources. In particularly, we are mainly concerned 
with the recognition of cylindrical objects using three knowledge sources: (i) 2D occlud­
ing boundaries obtained by color segmentation, (ii) a prior knowledge about the plane in 
which the objects are located, and (iii) the edge map obtained by Canny edge detector. The
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focus is placed on the design of a combination approach based on the three knowledge 
sources for generating object hypothesizes and verifying the object hypothesizes based on 
an optimization framework. We apply a deterministic gradient based method for verify­
ing the object hypothesizes. The use of deterministic method is motivated by the follow­
ing practical considerations. First of all, there is a need for real-time image interpretation, 
which implies that computationally expensive stochastic methods are not suitable. Sec­
ondly, the initial object hypotheses obtained are usually close to the actual position, that 
is, a local minimum near the initial solution is likely to be a global minimum. Therefore, 
a deterministic local optimization method is likely to be sufficient for our interpretation 
task.
1.4 Organization of the Thesis
The thesis is organized as two parts; (i) MFT based continuous relaxation for discrete la­
belling and (ii) optimization approaches to multi-frame discrete labelling and image in­
terpretation. The first part consists of four chapters (Chapters 2, 3, 4 and 5) in which the 
emphasis is placed on the development of the theoretical basis and computational aspect 
of continuous relaxation for solving a discrete labelling problem. The second part includes 
two chapters (Chapter 6 and 7) in which the development of optimization approaches to 
the problems of multi-frame discrete labelling and image interpretation is concerned. An 
overview of each chapter of the thesis is given as follows:
Chapter 2 gives a formal description of the discrete labelling problem and reviews 
representative relaxation labelling schemes which appeared in the literature. The goal of 
this chapter is to clarify crucial aspects of relaxation labelling and to identify the drawbacks 
of the existing approaches, which will provide motivations for work presented in the thesis.
Chapter 3 presents a theoretical basis for the continuous optimization foimulation of a 
discrete labelling problem. Two issues are addressed. The first issue concerns the specifi­
cation of the objective function in which all available information can be utilized to define 
a consistent labelling. The second issue concerns the analysis of the unambiguity of the 
consistent labelling.
Chapter 4 develops a continuous relaxation labelling algorithm for finding the unam­
biguous consistent labelling formulated in Chapter 3. The emphasis is placed on the con­
struction of a continuous relaxation labelling algorithm based on mean field theory. The 
interpretation of computed quantities in the resulting updating rule is also addressed.
1.4: Organization of the Thesis
Chapter 5 demonstrates the viability and superiority of the labelling formulation pre­
sented in Chapter 3 and the continuous relaxation labelling algorithm proposed in Chap­
ter 4 through two applications. The first is the stereo correspondence problem of identify­
ing homologous image features between two viewpoints and the second is the affine cor­
respondence problem of establishing the point correspondence between two viewpoints 
under orthographic projection.
Chapter 6 addresses the trinocular stereo correspondence problem of matching line 
segments among three viewpoints. The primary subject of this chapter is the development 
of the geometric constraints for establishing line segments in trinocular stereo vision. Two 
orientation based constraints, namely unaiy orientation constraint and binary orientation 
constraint are developed.
Chapter 7 addresses the problem of image interpretation using multiple knowledge 
sources. Focus is placed on the model-based recognition of cylindrical objects using three 
knowledge sources: 2D occluding boundaries obtained by color segmentation, a prior 
knowledge about the plane in which the objects are located, and the edge map obtained 
by Canny edge detector.
Chapter 8 summarizes the work presented in this thesis and suggests future research 
directions.
Part I
MFT Based Continuous Relaxation For
Discrete Labelling
Chapter 2 
The Labelling Problem and Labelling 
Algorithm Overview
2.1 Introduction
During the last couple of decades there has been a significant body of work, both theoreti­
cal and experimental, that has been devoted to the development of labelling algorithms for 
solving the discrete labelling problem. The basic idea of labelling algorithms is to find the 
most appropriate labelling by taking into account the contextual constraints conveyed by 
the objects to be labelled; the most appropriate labelling is usually defined as the consis­
tent labelling based on some criterion. A main characteristic of labelling algorithms is the 
location of a consistent labelling by using an iterative search; the iterative search is gov­
erned by an updating rule which guides transformation of the labelling towards a consistent 
labelling. In the literature the existing labelling algorithms vary substantially in their moti­
vations and methodologies. Depending on different representations of solutions, labelling 
algorithms may be broadly divided into two categories: (i) discrete labelling algorithms 
in which the solution is sought in a discrete space, e.g. [32, 5, 40], and (ii) continuous la­
belling algorithms in which the solution is sought in a continuous space, e.g. [97, 86, 57]. 
The labelling algorithms of each category may be further classified as stochastic [32] or 
deterministic [5,97, 86, 57,40] according to the nature of the computational mechanisms 
to be used.
This chapter gives a formal description of the discrete labelling problem and provides 
a brief overview of representative labelling algorithms which have appeared in the litera­
ture. The goal is to clarify crucial aspects of labelling algorithms and to identify the diffi­
culties associated with the existing labelling algorithms. This will provide motivations for 
the work presented in the thesis. The next section provides a formal statement of the dis-
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Crete labelling problem. Section 2.3 describes the representation of contextual constraints 
used to solve the discrete labelling problem. Section 2.4 reviews different definitions of 
labelling consistency used in the literature. Sections 2.5 and 2.6 give an overview of rep­
resentative discrete labelling algorithms and continuous labelling algorithms respectively. 
Section 2.7 concludes the chapter by providing discussions of difficulties associated with 
the existing labelling algorithms and formulation of research issues which need further ex­
ploration.
2.2 The Discrete Labelling Problem
The discrete labelling problem concerns the classification of a set of objects into cate­
gories. Formally, the discrete labelling problem can be described using a finite undirected 
graph in which the objects are indexed by a set of sites
5  =  (2 .1)
and each site i is associated a label set
Ç M} (2.2)
which contains the indexes of all possible labels to be assigned to site i. The task of discrete 
labelling is to assign each object i a label from the label set Q,i. The label sets Üi may be 
distinct for each i, but for the sake of simplicity and without loss of generality, in what 
follows it is assumed that all label sets are identical and indexed by
U =  {1, • ■ •, M} (2.3)
Furthermore, it is assumed that Q contains a special label, namely the NULL label, which 
is used to label objects for which no other label is appropriate. The inclusion of a NULL 
label is important for dealing with the discrete labelling problem in computer vision be­
cause there are some circumstances where for a given site there is no appropriate label 
that can be assigned to it. This case may occur when an attempt is made to establish the 
correspondence between model entities and observed image features but some image fea­
tures cannot be detected or spurious image features are generated due to the imperfections 
in feature extraction. In addition, it is assumed that one and only one label is assigned to 
each object. An example of label assignments is shown in Figure 2.1.
In order to represent label assignments in mathematical terms, let each site i be associ­
ated a random variable The label assignment to object i is represented by a realization
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Labels:
Figure 2.1: An example of discrete labelling
of the random variable Xi with respect to label set O, i.e.
X^ i — 6 (2.4)
Accordingly, a labelling is represented by a realization of a set of random variables 
{ X i , X 2 , ’ "  ,Xn}> a  labelling is also called a configuration and the set of all possible 
labellings is called the configuration space. Since it is assumed that all sites have the same 
label set fZ the configuration space is represented by the following Cartesian product
L = Ü X Ü X ' " X Ü (2.5)
N times
For the sake of brevity a labelling {Xi =  cui, %2 = "  i ^ n =  w#} is denoted by a
A-dimensional random variable vector
X  = { X i , - - - , X „ y e L  (2.6)
Since for each object-label pair there are only two possible states; the label is either as­
signed to the object or not, a binary random variable is introduced to indicate the assign­
ment in such a way that
_  J 1 if label m  is assigned to site iXi(m) (2.7)0 otherwise
By associating M  binary random variables :%%(!), - - -, Xi{M) with each site i, the assign­
ment Xi = cji can also be represented by
Xi{üJi) = 1, and Xi{cüj) — 0, Vwj € fî, ujj ^  coi (2.8)
Notice that since each site is assigned only one label the binary random variables Xi{m) 
satisfy the following constraint
M
^  Xi{m) =  1, \/i e  Sm—1 (2.9)
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which is referred to as the labelling constraint. As a consequence, a labelling can also be
interpreted as a realization of AM-dimensional random variable vector
X = { x i i l ) , -  ‘ ,x i{M ),’ -  , x n {1)," ’ ,XN{M)y (2.10)
with respect to the configuration space
M
£  =  {x  e  { 0 ,1 } " "  I 5 3 x i(m )  =  l , V i e S }  (2.11)
m=l
Both representations X 6 L and x e C will be used in this thesis with the choice de­
pending on whichever is more convenient for our analysis at the time; the sets L and C are 
called the feasible solution space.
2.3 Contextual Labelling
Since objects to be labelled exist in an interacting environment a prior knowledge about 
the relationships among objects can be used to reduce the uncertainty in labelling decisions 
based simply on individual objects; this decision making process is referred to as the con­
textual labelling. The idea of contextual decision making was first developed in the field 
of statistical pattern recognition [22]. The work of Waltz [112] represents one of the ear­
liest attempt to utilize contextual information to solve the labelling problems encountered 
in computer vision.
The availability of contextual information varies for different vision problems. In in­
trinsic image reconstruction and segmentation applications, objects to be labelled are in­
variably ai'ranged on pixel or inter-pixel lattices. In such situations the correspondence 
between the elements of the image structure and the implicit or explicit representations of 
admissible labelling configurations is known, i.e., the prior contextual information is avail­
able. The task of labelling is then to select an appropriate label configuration which en­
sures a global labelling consistency of the image according to the prior admissible labelling 
configurations. In contrast, in correspondence matching problems arising in stereo image 
matching, the admissible labelling configurations are not explicitly given. Nevertheless, 
relational structure of the proximity of observed image features from different viewpoints 
is assumed to be similar, and thus observed contextual information may be used for finding 
an appropriate label configuration which best preserves the relational stmcture.
Contextual constraints for solving the labelling problems in computer vision are usu­
ally given in the form of a collection of permissible joint label assignments to neighboring
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Figure 2.2: Illustration of of neighborhood systems and associated cliques: a graph is dis­
played in (a); examples of neighborhood are shown in (b); and examples of cliques are 
shown in (c).
sites. In mathematical terms, a neighborhood system of a graph is defined as a collection 
of subsets of S, i.e.
G — I i E <S} (2 .12)
which satisfies two conditions: (i) site i is not neighbor of itself, i.e. i ^  Gi and (ii) a 
pair of sites are either mutually neighbors or not, i.e. i e Gj implies j  G Gi [32]. The 
sites contained in Gi are called the neighbors of site i. Specification of a neighborhood 
system depends on the discrete labelling problem at hand and is made to characterize its 
local dependence, A commonly used neighborhood system is given by
Gi = {j \ j  e S  -  {%} and dist(z, j) < d} (2.13)
where dist{i^ j)  denotes the distance measure between i and j  and d is a constant reflect­
ing the neighborhood size. An example of such a neighborhood system is shown in Fig­
ure 2.2 (a) and (b). Given a neighborhood system a clique is defined as the subset of S  
in which every two distinct sites are neighbors. Examples of cliques are shown in Fig­
ure 2.2 (c).
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In mathematical terms, contextual constraints imposed in a set of neighboring 
sites - ■ ■ ,Xi^} can be expressed in terms of the compatibility coefficient
riii2 -ic - - -, which measures the strength of agreement for c-tuples of object-
label pairs; usually the compatibility coefficient takes a positive constant to indicate the 
satisfaction of the constraint and zero to express the violation of the constraint. Speci­
fication of compatibility coefficients is important for encoding contextual information in 
designing labelling algorithms. In the early development of relaxation labelling compat­
ibility coefficients were chosen in a heuristic manner [97]. During the last decade many 
attempts have been made to develop methodologies for determining compatibility coef­
ficients. Peleg [86] proposed a method for deriving compatibility coefficients based on a 
probability measure. Kittler and Hancock [57] developed a theoretical underpinning of 
probabilistic relaxation by which compatibility coefficients can be specified in a theoreti­
cally sound manner. Pelillo and Mario [89] proposed a method for determining compati­
bility coefficients based on an optimization framework in which the optimal compatibility 
coefficients are the ones optimizing the objective function over a sample of training data.
2.4 Labelling Consistency
Discrete labelling problems in computer vision belong to a class of constraint satisfaction 
problems in which the desired solution, namely the consistent labelling, must satisfy the 
given contextual constraints in some sense. The earliest definition of consistent labelling 
has been given by Waltz [112] in which the consistent labelling is the labelling that satis­
fies all given contextual constraints. However, there are difficulties in adopting this def­
inition of consistent labelling in dealing with the labelling problems in computer vision. 
First, since the size of the feasible solution spaces of these discrete labelling problems is 
usually large no efficient computational methods can be used to find the labelling which 
exactly satisfies all given constraints. Second, the exact consistent labelling may not exist 
due to inaccuracy of contextual constraints in a noisy environment. Therefore, an appro­
priate definition of a consistent labelling would be the labelling which best satisfies given 
contextual constraints according to a certain optimal criterion. In the literature there are 
two ways to define the consistent labelling; the first way is to use the concept of support 
functions [25, 47] while the second way is based on a Bayesian viewpoint [32, 57, 40].
The concept of support functions was first introduced by Rosenfeld, Hummel and 
Zucker [97] in their attempt to construct a computational method for finding a desired la­
belling. However, their labelling algorithm lacks a consistency measure for characterizing
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the resulting labelling. Subsequent work [25,47] has been devoted to the study of labelling 
consistency associated with the labelling algorithms involving support functions. To de­
scribe this type of definitions of consistent labelling, let us first review the definition of a 
support function. A support function %(m) quantifies the collective evidence from neigh­
boring sites to support the assignment of label m to site i. For example, given a neighbor­
hood system defined by second-order relations between pairs of sites, a support function 
can be expressed by [97, 25,47]
N  M
qi[m) = rij{m,m!)xj{m') (2.14)
j=l m'=l
where rij{m, m!) is the compatibility coefficient representing the compatibility of site i 
having label m  with the label assignment of label m' at site j.
A  consistent labelling can be defined in terms of support functions in two ways: the 
first way is to represent the labelling consistency using a system of variational inequalities 
[47] while the second way is to define a consistent labelling as an optimum of an objective 
function [25, 47]. For the former Hummel and Zucker [47] gave a definition of a consis­
tent labelling in which a labelling x* is said to be consistent if it satisfies the following N  
inequalities
M M
^  Xi{7n)qi{m), \/i e S  \/x e  C (2.15)
m=l m=l
For the latter Faugeras and Berthod [25] defined a consistent labelling as the one min­
imizing the objective function H{x) such that
ct =  argminH{x) (2.16)
1
i=l
Xi{m) qi{m)E S = i ®(™')
Notice that since the term Xi{m) in the summation is always one, the minimization of 
H (x) tends to select the assignment of label m to site i which maximizes the support func­
tion qi{m). Hummel and Zucker [47] gave another definition of consistent labelling in
which a labelling x* is said to be consistent if it corresponds to the maximum of the fol­
lowing objective function
ôt =  arg nmgc H (x) (2.18)
N  M
^ ( 4  == E  E  Xi{m)qi{m) (2.19)
i=l m=l
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Similarly, the maximization of H{x) tends to choose the assignment of label m  to site i 
which maximizes the support function %(m). Notice that in general the two definitions 
given by (2.15) and (2.19) are not equivalent; Hummel and Zucker have shown [47] that 
they are equivalent in a special case where the compatibility coefficients are symmetric, 
i.e. rij{m^m') = rji{m',m).
The labelling consistency definitions falling into the second category are given based 
on a Bayesian framework in which a prior contextual information is combined with ob­
served measurements in the inference of the consistent labelling [32, 57, 40, 55]. A prior 
contextual information is expressed as a joint probability P(æ) refiecting the preference for 
particular configurations. The measurement process is modeled by the conditional prob­
ability P{Y\x) of the observed measurement Ÿ  conditional on the true labelling assign­
ment. A consistent labelling is defined as the labelling which has maximum a posteriori 
(MAP) probability; such a consistent labelling is referred to as the MAP labelling. Two 
kinds of MAP labelling are used in the literature. The first one is given by
— argm.^xP{x\Ÿ) (2.20)
which is called the message centered MAP labelling [32,40] while the second one is given 
by
A* =  argm^xP{Xi\Ÿ), \/i e S  (2.21)
which is called the object centered MAP labelling [57, 55]. The difference between the 
two MAP labellings is that the message centered MAP labelling aims to find a joint la­
bel assignment while the object centered MAP labelling focuses on interpreting a single 
object at a time. By using Bayes’ rule and ignoring the term P{Y) which is fixed in the 
maximization process, the MAP labellings can be rewritten in the forms such that
X* = argm^xP{Y\x)P{x)  (2.22)
and
= u r t/m a x ^ ---  ^  " E P (y |w i ,  - -  ,W f _ i , , wjy)* u>l w»_l WJV
P{ui, • • •, cüi-i, Xi, • • •, cuiv) (2.23)
There are two terms involved in the inference of the MAP labelling based on either the 
message centered or the object centered formulation; the first term is concerned with the
2.4: Labelling Consistency______________________________________________ n
measurement process, i.e. P{Y\x)  in equation (2.22) or P(ÿ|w i, • • - , w^)
in equation (2.23) while the second term is concerned with the prior joint label assignment, 
i.e. P{x)  in equation (2.22) or P(wi, - -, - -, wjv) in equation (2.23). In
practice it is extremely difficult to use a direct approach for finding the MAP labellings. 
Therefore it is necessary to adopt some assumptions to simplify the two terms. Simplifica­
tion of the first term can be achieved based on some assumptions about the measurement 
process, e.g. unary measurements derived from individual sites are conditionally indepen­
dent [57, 55]. The second term can be simplified by employing a Markov random field 
(MRF) to characterize global dependence in terms of local dependence [4, 32,71,15, 66]. 
The family of random variables {Xi, - - -, is said to be a MRF field if the conditional 
probability of X% depends only on neighboring variables G Gi and is independent
of all other variables, that is,
P(X^|X„ j)  =  P(X<|X„ Vj G Q ) (2.24)
The utility of the MRF concept is that the joint probability P{x) can be determined by local 
conditional probabilities and the local conditional probabilities can be expressed in terms 
of energy functions based on the Hammersley-Clifford theorem [4, 32] as follows
P{x) oz exp{—U{x)) (2.25)
where U is called the energy function and is the sum of local potentials such that
U{S) =  Vj 6 Ci) (2.26)
i=l Ci
where C* denotes the clique involving site i and denotes the summation involving all 
physically admissible combinatorial object-label assignments to Q.
Discrete labelling is a combinatorial problem because it involves finding a consistent 
labelling in a discrete set C. Since combinatorial search has proved to be computation­
ally formidable the need for computationally efficient methods for finding a consistent la­
belling has motivated the development of labelling algorithms. During the last decade a 
lot of work has been devoted to developing labelling algorithms. The existing labelling 
algorithms in the literature can be broadly divided into two categories: (i) discrete relax­
ation labelling algorithms in which each object is assigned one hard label during the search 
process; and (ii) continuous relaxation labelling algorithms in which weighted label as­
signments are allowed to reflect relative preference of labels during the search process. In 
the following two sections we are going to review representative labelling algorithms for 
finding various consistent labellings discussed in this section.
2.5: Discrete Relaxation Labelling Algorithms______________________________
2.5 Discrete Relaxation Labelling Algorithms
Discrete relaxation labelling algorithms seek a consistent labelling in a discrete domain, 
the feasible solution space L. The main characteristic of discrete relaxation labelling algo­
rithms is to manipulate hard label assignments based on some mechanisms for switching 
the labels so that the labelling consistency is achieved. The representative discrete relax­
ation labelling algorithms which have appeared in the literature include (i) stochastic relax­
ation algorithm [32], (ii) the iterated conditional mode (ICM) algorithm, and (iii) discrete 
relaxation [40].
Stochastic relaxation was originally developed by Geman and Geman [32] based on 
a Bayesian framework. In the formulation the consistent labelling is defined as the MAP 
labelling in a message centered mode. By considering unary measurements derived from 
each individual sites
ft =  (wi, • • • (2.27)
as the observed measurements, Geman and Geman [32] defined a consistent labelling as 
the labelling that maximizes the a posteriori probability P{x\u). Assuming that unary 
measurements obtained in individual sites are conditionally independent, i.e.
N
p{u\x) = ]Jp{ui\Xi)  (2.28)
where p{u\x) is the likelihood function of x  given the observed measurement u, and em­
ploying a MRF to model the joint probability P{x), the consistent labelling corresponds 
to the global minimum of the objective function
H{x) =  P ^Y. ^Oi {x j ( (X j ) , y j  e Ci) -  5^^np(îii|Xi) (2.29)
i = l  Ci i —1
where p controls the balance between the degree of faith in the prior contextual informa­
tion and the observed measurements. The minimization is achieved using an optimization 
technique called simulated annealing [53] which simulates the physical annealing process 
of slowly cooling a molten metal to form a perfect crystal. The basic idea is to gener­
ate an irreducible Markov chain of configurations in the solution space based on a Gibbs
distribution with a temperature T; the global optimum is obtained through an appropriate 
annealing procedure in which the temperature T decreases slowly as the chain is gener­
ated. There are at least two different methods for generating configurations according to
(Xi = (jüi
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a Gibbs distribution; the first one is called the Metropolis algorithm [77] while the sec­
ond one is known as the Gibbs Sampler [32]. The Metropolis algorithm [77] generates the 
next configuration by applying a perturbation to the current configuration and determines 
the acceptance or rejection of the next configuration by applying the following probability 
decision rule which is known as the Metropolis criterion:
• r e p la c e  l a b e l l i n g  {Xi = by l a b e l l i n g
‘ ‘, X n = cüP'^Y a c c o rd in g  to  th e  p r o b a b i l i t y
if H{Xi  =  • • •. Xw =  < H{Xi = c j t - - - ,X M  =
 otherwise
(2.30)
where T is the temperature. The Gibbs Sampler [32] generates the next label configuration 
based on a conditional probability; label replacement is performed at a single site % ata time 
such that
• r e p la c e  X{ = cof by Xi — a c c o rd in g  to  th e  p r o b a b i l i t y
where Xs-{i) denotes the previous estimate of label assignments at the rest of sites. In 
both the Metropolis algorithm and the Gibbs Sampler, when temperature T  is large, con­
figuration transition occurs almost uniformly over all configurations in the solution space 
C. When temperature T is small, the label configuration which corresponds to the most 
likely conditional probability is selected with high probability. The change of tempera­
ture T  is controlled by an annealing scheme. It has been shown [20] that the global op­
timum is attained with probability one if and only if for a certain constant d* the series 
6xp(—d*/Tfc) diverges. The following schedule satisfies the condition if C > d*
=  log(fc'+ 1)
where T„ is the nth temperature in the schedule. The choice of the temperature sched­
ule is one of the major factors influencing the computational load needed for solving op­
timization problems. In practice, a simple temperature schedule in which temperature T  
decreases a few percent in each step can be used to speed up the optimization process.
The ICM algorithm is a deterministic discrete relaxation algorithm proposed by Be- 
sag [5]. In the ICM algorithm the consistent labelling is defined as the MAP labelling in
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the object centered mode. That is, the label replacement is performed at a single site i at a 
time and the label which produces the largest decrease in the objective function is selected, 
i.e.
• a s s ig n  to  s i t e  i i f
H{Xi=u)1,X2 = u l r - - , X i  = oj^+\---,Xrf = colf)
=  a r g m ^ H ( X i =  w 'l ,X 2  =  ■ ■ , X i  =  u ) , - ■ • ,X t^  =  tJh )  (2.33)
This amounts to the minimization of a local function at site i which is derived from the 
objective function by assuming the estimates of label assignments at other sites remain 
unchanged. Employment of the updating rule given by equation (2.33) to each site in turn 
defines an iterative procedure which converges to a local minimum of the objective func­
tion H{X).  When applying the iterative updating scheme to seek the MAP labelling, it can 
be seen that the ICM algorithm obtains a local maximum of aposterior probability since
oc (2.34)
where P{Xi\Y^ Xs~{i}) increases each time when a new label is assigned to site i while 
P{Xs-{i]\y) remains unchanged.
Discrete relaxation has been proposed by Hancock and Kittler [40] with the aim of 
overcoming the deficiencies of the classic discrete relaxation algorithm of Waltz [112]. 
The main characteristic of their discrete relaxation algorithm is the introduction of a la­
bel error process to measure the congruence between an initial inconsistent labelling and 
physically occurring dictionary items. By considering unary measurements it as the ob­
served data, the label replacement is performed at a single site z at a time in the following 
way
• a s s ig n  to  s i t e  i i f
P{ui\Xi = =  wf.Vj € 5, j  #  i)
=  argma^P(ui\Xi — uj)F{Xi =  u),Xj =  Vj e S , j  5^  i) (2.35)
where Ui denotes the unary measurement obtained at site i, Xi — u f  is the previous esti­
mate of label assignment at site i, and function F  is given by
F{Xi ~  w,X j  = e S J  ^  i)
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=  E  E  . Vj G Ci, jV  * I X, =  u:f, Vj e Ci)
P(Xj  = e  Ci) (2.36)
where C{ denotes the clique involving site z, Y,Ci denotes the summation over all cliques 
involving site i, and denotes the summation over all physically admissible com­
binatorial object-label assignments to Q . All physically admissible combinatorial object- 
label assignments are stored in a dictionary in which each dictionary item records the prob­
ability P{Xj = Uj, Vj € Ci),Vd, VQ, Vz e S. The novel concept introduced in the label 
replacement scheme is the label error process expressed by P{Xi = uj,Xj = Vj G 
C i , j Y ^ i \ X j =  cjj,yj  G Ci), i.e. the neighborhood transition probability which is the 
likelihood of the current estimate to the labelling of the clique Q  given certain dictionary 
item. Under the assumptions that the label error for each site are independent and the label 
errors occur with equal probability Pe, a model was developed by Hancock and Kittler [40] 
to represent the congruence between an observed neighborhood labelling and a dictionary 
item such that
P{Xi = u>,Xj = Vj G C i,i  #  Î I Xj  =  (vf, Vj G Ci)
=  (2 _  p^yCi\-K(i,k,d)pK{i,k,d) (2 .37)
where |Q | denotes the number of sites in clique Q , and K{i,k,d)  denotes the congru­
ence measurement between the estimated label configuration and the label configuration 
of dictionary item, i.e
K{i, k, d) = e{u), cuf) -t- ^  e{uj ,^ uf)  (2.38)
where e{i,j) = 1 if z =  j  and otherwise £{i,j) = 0.
2.6 Continuous Relaxation Labelling Algorithms
The underlying idea of continuous relaxation labelling algorithms is to allow weighted la­
bel assignments during the search process of finding a consistent labelling. In the literature 
there are two ways of interpreting the meaning of the weighted label assignments. The first 
way is based on an optimization framework in which the weighted label assignments are 
simply regarded as the continuous variables to be optimized [25, 47]. The second way is 
based on probability theory in which the weighted label assignments are interpreted as the 
probabilities of assigning labels to sites [97, 86, 109, 57, 55, 99, 16]. For distinction the
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Figure 2.3; Solution spaces of the discrete labelling problem of assigning one of three la­
bels to an object: the dark dots in (a) correspond to the feasible solution space; and the 
shadowed plane in (b) correspond to the extended solution space.
former is called continuous relaxation while the latter is called probabilistic relaxation in 
this thesis.
Continuous relaxation labelling algorithms aim to convert the discrete labelling prob­
lem into a continuous optimization problem and to find a consistent labelling in the con­
tinuous domain. Given a discrete labelling problem with the feasible solution space C, 
continuous relaxation extends the feasible solution space £ by allowing the labelling vari­
ables Xiijn) to take values in the range [0,1], i.e. the labelling variables Xi{m) are in the 
following space
N M MX = , xi(M), • • •, x n W ,  • • •, x n {M)Y, Xi(m) = 1,m=l
Vi G 5 , 0  <  Xi{m)  <  1 Vi G 5 , Vm G
(2.39)
which is referred to as the extended solution space. Figure 2.3 shows the feasible solution 
space C and the extended solution space £+ for the discrete labelling problem of assigning 
one of three labels to an object. A consistent labelling can be found in the extended solution 
space using continuous optimization methods such as gradient based methods. To achieve 
this task, Hummel and Zucker [47] proposed a projected gradient method which proceeds
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to replace labelling by a new labelling in such a way that
+  ^  (2.40)
where 6  ^belongs to the tangent direction space T^k given by
M
I 5 =  (5i(l),---,5i(M),.--,5w(l).---,5iv(M)), X35;(m) = 0,Vi 6 5
m—1
ài{m) > 1 ifa;*(m) =  0, and^i(m) < 0 if =  1, Vi,m}
(2.41)
The constraint that (5^  G T^k is used to ensure that new labelling x '^^  ^belongs to the ex­
tended solution space £+. Examples of 6  ^ are given in Figure 2.3 (b). An algorithm for 
finding appropriate ô was proposed by Mohammed, Hummel and Zucker [78]. The pro­
jected gradient method can be used to find the consistent labelling given by equation (2.15) 
and the consistent labelling given by equation (2.19) when the compatibility coefficients 
are symmetric. Another projection method, namely the radial projection method, was pro­
posed by Parent and Zucker [84] for achieving the task of finding a consistent labelling. 
Lloyd proposed a gradient based method for finding the consistent labelling based on an 
optimization framework [70].
Probabilistic relaxation labelling algorithms emphasize the construction of updating 
rules based on probability theory. The updating rules can be viewed as a transformation 
from the previous estimate of labelling to a new estimate of labelling. The first probabilis­
tic relaxation labelling algorithm was proposed by Rosenfeld, Hummel and Zucker [97] 
in which the updating rule is given by
where k is the index of iterative steps and is known as the support for assigning
label LJi to site i. Since the updating rule given by equation (2.42) was constructed in a 
entirely ad hoc way with heuristic choice of the support function, the quantities X{ (w%) have 
no strict probability meanings. Motivated the desire for removing the heuristic elements 
in the Rosenfeld-Hummel-Zucker method [97], many attempts have been made to provide 
theoretical sound methodologies for designing the updating rule rather than specifying it 
on ad hoc manner [86,45,57,55,16]. Although many updating rules have been developed 
based on different motivations and methodologies, these updating rules can be written in 
a common form as follows
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where k is the index of iterative steps and is the support for assigning label uji to 
site i. The interpretation of the quantities Xi{iVi) and the expression of the support function 
gf (m) depend on the explicit decompositions used to construct the updating rules. Peleg 
[86] derived the following relation
)) = m')
where Pi {Xi =  m) denotes the probability that site i has label m  given that the estimate for 
the probability distribution of labels at site i is Pi, and Py (Xi ~  m) denotes the probability 
that site i has label m given that the estimate for the probability distribution of labels at 
site i is Pi and the estimate for the probability distribution of labels at site j  is Pj. The 
updating rule in the form as equation (2.43) can be constructed by using the following 
interpretation: (i) Pi{Xi = w.) is the previous estimate for Pi, i.e. =  Pi{Xi = w%);
(ii) Pij{Xi =  Ui) is the new estimate for Py i.e. x\'^^{ui) = Pij{Xi — w^ ); (iii) the term
the compatibility coefficient rÿ(m, m') and the support function is
N  M
g fW  = ry(m,m')æ|(m') (2.45)
j=l m'=l
Using a slightly different interpretation Haralick [45] obtained a similar updating rule to 
that proposed by Peleg; based on some appropriate conditional independence assumptions 
Haralick interpreted the updating scheme as the procedure by which each succeeding iter­
ation produces a conditional probability that a site has a label given a larger context than 
the previous one.
Kittler and Hancock [57] have made a theoretical advance to derive an evidence com­
bining formula from a Bayesian viewpoint. They regarded the probability updating pro­
cess as an implicit filtering process on the measurements for sites. By assuming that (i) 
all contextual information relating to site i is conveyed by the unary measurements in its 
neighboring sites, and (ii) the unary measurements for interacting sites are conditionally 
independent, Kittler and Hancock derived an evidence combining formula as follows
P(Xi=u}i,Xj—uJi ,Vj6Gi)
vM p f  y .  _  ... _ P { ^ i - ' m , X j  -u j j  ,Vj 6Gj)
(2.46)
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where Gi denotes the set containing all neighboring sites to site i, G* denotes the set con­
taining site i and all neighboring sites to site i, P{Xi = coi) denotes the prior probability 
of assigning label to site i, and denotes the summation of all combinatorial
site-label assignments to sites of Q . Based on the evidence combining formula, an updat­
ing rule in the form as equation (2.43) can be constructed by interpreting P{Xi =  Ui\ui) 
and P{Xi = G (?|) as the previous estimate and new estimate of the posterior
probability f  (X% = 0Ji\ui,\/i G G*) respectively, i.e. letting (m) =  P{Xi = m\ui) and 
— P{Xi — m\ui,'ii G G*), and specifying the support function as follows
??(’" ) =  E  =  H 4 W  (2.47)wy.VjeGi liieGI  ^ -  ^j) jEGi
The updating rule has proven successful for low level matching problems such as edge la­
belling or line postprocessing [41]. Kittler, Christmas and Petrou [55] made further efforts 
to derive an evidence combining formula which makes explicit use of unary and binary 
relation measurements. The recent work of Christmas, Kittler and Petrou [16] provides 
theoretical foundations for the probabilistic relaxation process which can be used to solve 
a class of structural matching problems using unary and binary observed measurements. 
Based on assumptions about the conditional independence of unary and binaiy measure­
ments they derived an evidence combining foimula such that
P{Xi = Ui\u, bi)
  rijeGi YlwjEGi ~  Xj  =  Uj)
I Z w e n  — ^ \ U i )  T l jE G i  Y lu j j e G i  P { . ^ 3  ~  ~  ^ 3  ^ 3  ~  ^ 3 )
(2.48)
where bi =  (bi i^, • • •, • ■ •, denote all the binary measurements related
with site i. Based on the evidence combining formula given by equation 2.48), an updating 
rule in the form as equation (2.43) can be constructed by interpreting P(Xi  =  Ui\uj) and 
P{Xi = Ui\u  ^bi) as the previous estimate and new estimate of the posterior probability 
P{Xi — iOi I u,bi) respectively, i.e. letting a;f(m) =  P{Xi — m\ui) and Xi'^^{m) = 
P{Xi ~  Ui\u, bi), and specifying the support function as follows
g fW  =  S  P(hj\Xi = Ui,Xj = Uj)xj{uj) (2.49)uJjEGi
This updating rule is similar in principle to that of Kittler and Hancock [57] given in equa­
tion (2.46). The difference between the two updating rules lies in the inclusion of the bi­
nary information in the Kittler-Christmas-Petrou updating rule given by equation (2.48).
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Moreover, the Kittler-Christmas-Petrou updating mle is more computationally efficient 
since it uses a product-of-sum support function.
It is worth mentioning that the product-of-sum form of the support function in the 
Kittler-Christmas-Petrou method [16] is obtained based on the assumption that only bi­
nary relational measurements are involved; under a similar assumption that the neighbor­
hood system is defined by second-order relations between pairs of sites, the product-of- 
sum form of the support function can be also obtained in the Kittler-Hancock method [57].
Since most probabilistic relaxation labelling algorithms were developed with the aim 
of constructing updating mles without considering the labelling consistency, there is a dif­
ficulty in characterizing the resulting labelling solution. In order to overcome the difficulty 
much of work [70, 47, 48, 65, 88, 87] has been devoted to analyze the dynamic proper­
ties of the updating rules in probabilistic relaxation labelling algorithms, that is, exam­
ine whether the updating rules converge to the desired labelling solutions. For instance, 
Pelillo [88, 87] has shown that the Rosenfeld-Hummel-Zucker updating rule [97] achieves 
the consistent labelling given by equation (2.19) under a certain symmetry restriction in 
compatibility coefficients.
2.7 Comparisons and Discussion
Stochastic relaxation labelling algorithms have the capability of attaining the consistent 
labelling which corresponds to the global minimum of an objective function such as the 
MAP labelling. However, they are computationally expensive especially when the feasi­
ble solution space is large. In contrast, deterministic relaxation labelling algorithms such 
as the ICM algorithm and Hancock-Kittler discrete relaxation have much faster conver­
gence but attain only local minima of the objective function near the initial label estimate. 
The loss of global optimality needs to be compensated by an appropriate initial estimate 
of label assignment. In practice, it is desirable to develop relaxation labelling methods 
which can approximate the MAP labelling in a deterministic manner. Motivated by this 
desire one of aims in the rest of this thesis is to develop a deterministic relaxation labelling 
method which can be used to efficiently approximate the solutions to the stochastic relax­
ation process.
An efficient way of solving a discrete labelling problem is to convert it into a contin­
uous labelling problem and then solve this in continuous domain by means of continu­
ous relaxation or probabilistic relaxation. Comparison between continuous relaxation and 
probabilistic relaxation leads to the following observations. On one hand, probabilistic
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relaxation has physical meanings of the computed quantities since they can be interpreted 
as the probabilities of assigning labels to objects. However, probabilistic relaxation in­
volves some heuristic elements. Although an evidence combining formula can be derived 
based on probability theory, the construction of an updating rule from the evidence com­
bining formula can only be achieved based on some heuristic assumptions. Consequently, 
it brings difficulty in characterizing the resulting labelling solutions. On the other hand, 
continuous relaxation has well defined labelling consistency. However, it lacks a physical 
interpretation of the computed quantities.
One of main aims of this thesis is to pursue the development of continuous relaxation 
techniques for solving discrete labelling problems. Our developments concern both the 
formulation of a discrete labelling problem in the continuous domain and the construction 
of computational methods for finding the desired labelling solutions. As far as the formula­
tion is concerned, two fundamental questions need to be answered (i) whether all available 
contextual constraints are encoded into the objective function to characterize the consis­
tent labelling; (ii) whether the global minimum of the objective function over the feasible 
solution space is the same of that over the extended solution space. For the former, we 
adopt a Bayesian approach to combine the observed measurements and the prior contex­
tual information. However, in the classic Bayesian formulation of Geman and Geman [32] 
only unary measurements are used to define the MAP labelling. Since it has been recently 
shown [67,55] that binary measurements can serve as important contextual information to 
resolve the labelling ambiguity, we will extend the classic Bayesian formulation in order 
to utilize binary measurements. This will be one of subjects in the next chapter.
Chapter 3 
Theoretical Basis for a Continuous 
Optimization Formulation of Discrete 
Labelling
3.1 Introduction
Continuous relaxation is a class of mechanisms for solving discrete labelling problems in 
computer vision. The underlying idea of continuous relaxation is to permit a continuous 
range of preference for possible labels of objects during the relaxation process. In the de­
velopment of continuous relaxation two broadly distinct streams can be distinguished. On 
one hand, there is the endeavor to formulate a discrete labelling problem as a continuous 
optimization problem and to find a consistent labelling based on an optimization frame­
work [25,70,47, 65]. On the other hand, attempts have been made to interpret the weight 
label assignments in terms of probabilities of assigning labels to objects and to develop up­
dating schemes for improving estimates of label assignments based on probability theory 
[97, 86, 109, 57, 55, 99, 16].
In this thesis we are concerned with the development of continuous relaxation based 
on an optimization framework. From an optimization viewpoint there are two fundamen­
tal tasks in finding a consistent labelling through a relaxation labelling process. The first 
task is the optimization formulation which involves encoding all available a prior informa­
tion and measurements into an objective function to be minimized. The desired labelling 
is defined as the global minimum or a local minimum of the objective function. The sec­
ond task is the construction of a computational method for finding the minimum of the 
objective function. The primary aim of this chapter is to provide a theoretical basis for 
formulating a discrete labelling problem as a continuous optimization problem, while the
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development of a computational method for solving the continuous optimization problem 
is the main subject of the next chapter.
There are two issues associated with the continuous optimization formulation of a dis­
crete labelling problem. The first issue is related to labelling consistency, i.e. how to spec­
ify an objective function in such a way that a prior information and observed measurements 
are combined to define a consistent labelling. The second issue is related to the labelling 
unambiguity, i.e. whether the consistent labelling is unambiguous in the sense that each 
object has only one label. The second issue is a characteristic of continuous relaxation 
since the labellings in continuous relaxation are manipulated in a continuous domain thus 
the resulting labelling may lose the nature of discreteness.
Although much work has been devoted to providing theoretical foundations of contin­
uous relaxation from an optimization viewpoint [25, 47], the above two issues have not 
been addressed satisfactorily. For the first issue, in conventional formulations only a prior 
contextual information is encoded into the objective function and unary observed measure­
ments are limited to providing an initial estimate of labelling. Consequently, a consistent 
labelling is defined as a local optimum of the objective function. The main drawback of 
conventional formulations is that measurement information is not fully utilized to define a 
consistent labelling. Recently the importance of utilizing observed contextual information 
has been recognized [67, 55, 16]. In the context of continuous relaxation, Li [67] incor­
porated relation measurements into the specification of the objective function of Hummel 
and Zucker [47]. However, his formulation lacks a theoretically sound justification. For 
the second issue, few efforts have been made except the work of Hummel and Zucker [47] 
where an analysis of labelling ambiguity was provided for a special case of symmetric 
compatibility coefficients. However, there is no complete analysis of labelling ambiguity 
for the general optimization based formulation of relaxation labelling.
This chapter aims to address the two aforementioned issues with the objective of pro­
viding theoretical foundations of continuous relaxation based on an optimization frame­
work. Firstly, a new optimization formulation of a labelling problem is proposed in which 
all available a prior contextual information and measurements can be combined to define 
a consistent labelling. The optimization formulation differs from existing formulations in 
that it enables both the prior contextual information and the observed contextual informa­
tion derived from relational measurements to be utilized during the whole relaxation pro­
cess. Secondly, a complete analysis of labelling unambiguity associated with continuous 
relaxation is presented. The analysis provides a sufficient condition for a labelling formu­
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lation to ensure that a consistent labelling is unambiguous. The significance of this result 
lies in that it provides a theoretically sound justification of using continuous relaxation to 
solve a discrete labelling problem. As a special case, the analysis shows that the consistent 
labelling in the proposed labelling formulation is unambiguous.
This chapter is organized as follows. In the next section we describe more details about 
the tasks in this chapter. In Section 3.3 we present a unified formulation of continuous re­
laxation by extending the conventional Bayesian formulation with the objective function 
including relational measurements. In Section 3.4 we provide an analysis of labelling un­
ambiguity associated with continuous relaxation. In Section 3.5 we conclude this chapter 
by summarizing main results.
3.2 Problem Formulation
We are concerned with a discrete labelling problem of assigning one of M  labels to each 
of N  objects which are arranged in a network G with a particular neighborhood system 
Gi, z =  1, • • ■, W. By associating M  binary random variables ^^(1), • • *, X i {M)  with each 
site i, the feasible solution space of the labelling problem is denoted by
M
C = {x e  {0,1}™  I Y  =  1, Vz G 5} (3.1)
m=l
where S' = {1,2, • • •, N}  denotes the objects (sites) to be labelled and H — 
denotes the labels.
Continuous relaxation aims to convert a discrete labelling problem into an easier- 
to-solve continuous labelling problem by dropping the constraint of discreteness of la­
bellings. More specifically, the labelling variables Xi(m)  are allowed to take continuous 
values in the range between 0 and 1 during the relaxation process, i.e. the solution of la­
belling is sought in the extended solution space
M
C^ = {x € R ^ ^  I æ =  (æi(l), "  ' ,  , æjv(l), "  ',  =  1 ,
m=l
Vz G 5 ', 0 <  Xi{m)  <  1 Vz G 5 ', Vm G $7}
(3.2)
The task of relaxation labelling is to find the desired labelling by exploiting all available 
contextual information and observed measurements. The desired labelling is defined as an 
unambiguous consistent labelling.
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Labelling consistency is defined based on an optimization framework in which an ob­
jective function is used to encode both the prior and observed information and a consistent 
labelling is defined as the labelling which corresponds to the global minimum of the ob­
jective function. That is, letting the objective function be H (æ) the consistent labelling ^  
is given by
(3.3)
In the literature a consistent labelling æ* is sometimes defined as a local minimum of func­
tion i7(æ), i.e.
(3.4)
where G(^*, e) G denotes the set of feasible solutions contained in the neighborhood 
of within some arbitrarily small distance co f% \ In the thesis a consistent labelling 
is the labelling corresponding the global minimum of the objective function unless it is 
otherwise specified.
Labelling unambiguity refers to the constraint which ensures the resulting labelling 
is in the feasible solution space, that is, a labelling is said to be unambiguous if it is in 
the feasible solution space. Since continuous relaxation seeks the solution of labelling in 
the extended solution space rather than the feasible solution space, the resulting labelling 
may not be in the feasible solution space; that is, continuous relaxation brings forth an 
ambiguity in the resulting labelling solution. In general the labelling ambiguity is related 
to the form of the objective function. In order to illustrate this phenomenon let us consider 
a simple discrete labelling problem of assigning one of two possible labels to an object, i.e. 
only two variables ^^(l) and xi{2) are involved. For this labelling problem the feasible 
solution space £  and the extended solution space £+ are given by
C =  {(xi(l),a;i(2)) I (0,1), (1.0)}
£+ =  {(xi(l),xi(2)) I s i ( l ) +æi(2) = 1, atid 0 < xi(l) ,x i(2) < 1}
respectively. Suppose that the objective function formed in the problem formulation is 
expressed by
/ii(a;i(0),a;i(l)) =  (rci(O) -  0.5)  ^H-(a;i(l) -  1.0)^
=  37^ (0) — 3?i(0) -f- x\{\)  — 2.0 X aji(l) -j-1.25
Due to its simplicity we may solve the problem by a graphical method. The feasible solu­
tion space £  is the set of two points (0,1) and (1,0) and the extended solution space £+ is
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(a) (b)
(c) (d)
Figure 3.1: Illustration of locations of the global minimum of ftmctions over the feasible 
solution space and the extended solution space: (a) function h\ attains its minimum in the 
feasible solution space at point (0,1); (b) function hi attains its minimum in the extended 
solution space at point (0.25,0.75); (c) function h2 attains its minimum in the feasible so­
lution space at point (0,1); (d) function /i2 attains its minimum in the extended solution 
space at point (0,1).
the line segment joining these two points as shown in Figure 3.1 (a) and (b). Figure 3.1 (a) 
and (b) also show the contours of function hi in C and £+ , respectively. It can be seen 
that function hi attains its global minimum over £+ at (0.25,0.75), which means that the 
consistent labelling corresponding to the global minimum is ambiguous. Suppose that we
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are given another objective function /12 as follows
^2(3^1 (0), a^i(l)) =  (rci (0) — 0.3)  ^+  (æi(1) — 1.3)^
=  ajj(O) — 0.6 X 2:1(0) -f 2:1(1) — 0.09 x 2:1(1) -b 1.78
As shown in Figure 3.1 (c) and (d) function h2  has the same global minimum (0,1) in 
and C. This means that the consistent labelling corresponding to the global minimum of 
function ]i2  in is unambiguous. From the graphical analysis we can see that the loca­
tion of the global minimum of an objective function depends on the form of the objective 
function; functions hi and /%2 have different locations of the global minima over the same 
extended solution spaces. In this example it can also be seen that each “corner” of the ex­
tended solution space is a point in the feasible solution space; mathematically speaking, a 
corner of a set is an extreme point of the set in which a formal definition of an extreme point 
will be given in Section 4. Although the graphical analysis cannot be adopted to deal with 
a discrete labelling problem involving more than two labelling variables, it is highly sug­
gestive of a way of analyzing the unambiguity of consistent labelling, i.e. (i) investigate 
whether or not the global minimum of the objective function over the extended solution 
space is located at one of extreme points; and (ii) investigate whether or not every extreme 
point of the extended solution space belongs to the feasible solution space.
3.3 MAP Labelling as Continuous Optimization
In this section we attempt to present an optimization formulation of a discrete labelling 
problem based on a Bayesian framework. The reason for adopting a Bayesian viewpoint 
is the capability of combining both a prior contextual information and all kinds of observed 
measurements to form the objective function to be optimized; a consistent labelling can be 
defined as the labelling which has a maximum a posteriori (MAP) labelling probability.
The formulation of a discrete labelling problem from a Bayesian viewpoint can be 
tracked back to the work of Geman and Geman [32] in which they made an advance in 
employing a MRF to model the prior contextual information. The wide applicability of a 
Bayesian formulation to solving different vision problems has been demonstrated by many 
researchers [108, 15]. However, the conventional Bayesian fomiulation limits the utility 
of observed measurements, i.e. only unary measurements are considered as observed mea­
surements. Recently, it has been shown [67, 55, 59,16] that binary measurements are use­
ful for distinguishing the true label among all possible labels. Thus the goal of this section
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is to extend the conventional Bayesian formulation so that relational measurements are 
included.
We consider two sources of information to distinguish the true label of each object 
among the M  labels: the prior contextual information and the observed measurements. 
The prior contextual information is expressed by a joint probability P{X)  reflecting pref­
erence of particular label configurations. The observed measurements include the unary 
measurement u = (wi, • • •, contained in individual objects and the relational mea­
surement r — (ri, • • •, rW) contained among interacting objects in which denotes the 
relational measurements involving object i and its neighboring objects j  £ Gi. By adopt­
ing a Bayesian approach we define a consistent labelling as the MAP labelling æ =  $ 
which satisfies
P{x = ^ \ u , f ) > p { x  = ^\u,7^ (3.6)
By using Bayes’ rule the posteriori probability can be rewritten in the following form
(X jP(âc)p(?Z, flÆ^) (3.7)
where P{x) is the prior probability of labellings, p{u, f |æ) is the likelihood function of x 
given the observed measurements u, f, and p{u, P) is the probability density function 
of it, r  which is ignored because it is fixed for given measurements. In order to simplify 
the specification of the joint probability P{x), we employ a MRF to model the spatial de­
pendence of the objects in the same way as in the conventional Bayesian formulation [32]. 
Consequently, the joint probability P{x) can be rewritten as follows
P{Xi  = ojn) oc exp I Y ] E C  Q) | (3.8)
\i= l Ci J
where Q  denotes the clique involving object i and Vci denotes the potential of clique Q . 
In general, determination of the joint likelihood p{u, f\x) of all objects is computational 
arduous. Therefore, we make some assumptions in order to simplify the calculation of the 
joint likelihood p{u, f|æ). We first assume that the unary measure u is independent of the 
relational measurement r and thus the joint conditional probability can be factorized as 
follows
p{u, r \x)  — p{u\x)p{r\x)  (3.9)
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This assumption is valid when unary measurements and relational measurements come 
from independent sources. For instance, in the problem of matching line segments unary 
measurements may be the lengths of line segments and relational measurements may be 
the angles between pairs of line segments. Clearly in this case the assumption given by 
equation (3.9) is reasonable. For further simplification we assume that the occurrences 
of unary measurements Ui^  \fi given the label assignments of corresponding objects are 
mutually independent, i.e.
N
p{u\x) = ]\p{ui\Xi) (3.10)i=l
This assumption has been widely used in the previous work [32]. We also assume that the 
occurrences of relational measurements Vi given the label assignments of correspond­
ing neighboring objects are mutually independent, i.e.
N
p{f\x) = Y[p{fi\Xj,yj  e G*) (3.11)i=l
where denotes the set containing site i and all neighboring sites to site i. This assump­
tion is an extension of the spatial dependence of sites modeled by a MRF since G* is a
subset of clique Q.
Combining equations (3.7) to (3.11), we obtain a simplified form of the posteriori prob­
ability as follows
P{X\  =  Wi; ' "  ; X m =  WAr|%, f)
G Q) j %% p{ui\Xi = Ui) H  p{ri\Xj = Wj,V; G G*)\%=:1 Ci J i=l i=l
(3.12)
Thus the MAP labelling x  can be determined through the following minimization process:
X = arg min Hd{x) (3.13)
where the objective function is given by
N
Hd{Xi = u w ^  , X n = ujm) = e Ci)i=l Ci
— lnp{fi\Xj — G G*)i=l
N~Y^lnp{ui\Xi = Ui) i=l
(3.14)
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where the parameter p controls the balance between the degree of faith in the prior con­
textual information and the observed measurements.
To this point it is worth mentioning the difference between the above formulation and 
the conventional Bayesian formulation [32]; that is, relational measurements are used in 
the specification of the objective function in (3.14) in the proposed formulation. The in­
clusion of the relational measurements enables us to utilize observed contextual informa­
tion for solving a discrete labelling problem. For instance, in the establishment of line 
correspondences the rigidity constraint provides a contextual constraint that the relational 
structure of observed lines should be close to that of model lines, e.g. the angles between 
observed line segments are close to that between the corresponding model line segments 
provided orthographic projection is a reasonable approximation.
Up to now we have dealt with discrete labellings in the feasible solution space C. Since 
our goal is to formulate a discrete labelling problem as a continuous optimization problem 
we must enlarge the feasible solution space by relaxing the discreteness constraint, i.e. 
seeking a solution of labelling over the extended solution space £+ given by equation (3.2). 
In order to reflect the weights of labellings in the extended solution space, we follow the 
work of Geman and Geman [32] to introduce a continuous objective function i7c(^) as 
follows
N
Hc{x i { 1 ) , - - , x n {N)) = H  e C i ) Y [ ^ A ^ 3 )=^1 j&Ci
~ S  E  ^rip{ri\Xj = Wj, Vj e G*) J J  Xj{uj) 
i=i M.vjeGU JGG?
N  M
-  ^  52 lrip{ui\Xi = Ui)xi{cüi)
i=l (x>i=l
(3.15)
where denotes the summation of all combinatorial labelling assignments to
all objects in the clique Q  and denotes the summation of all combinatorial
labelling assignments to all objects in the set G*. Consequently, a consistent labelling is 
defined as the labelling x that corresponds to the global minimum of function Hc{x) over 
the extended solution space
X = arg min Hc{x) (3.16)XÇC+
The justification of specifying the objective function in the form of equation 3.15 can 
be stated as follows. Firstly, the added terms such as Uj^a ^te necessary to apply
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the mean field theory for developing an efficient computational method; this will become 
clear soon in the next chapter. Secondly, the rationale for introducing the added terms lies 
in that function Hc{x) takes the same values as the objective function Hd{x) in the ex­
tended solution space i.e.
=  (3.17)
This guarantees that the global minimum of Hc{x) over £+ is the global minimum of 
Hd{x) over C provided that it belongs to C.
Since the global minimum of Hc{x) over £+ may not be in C, i.e. the global minimum 
may correspond to an ambiguous labelling, the analysis of unambiguity of the labelling 
corresponding to the global minimum of Hc{x) over £+ is important in the optimization 
formulation of a discrete labelling problem. It is important to stress that this global mini­
mum only applies to this particular form of objective function and not to general objective 
function that could be formulated. In the next section we will concentrate on the investi­
gation of the ambiguity of the consistent labelling.
3.4 Unambiguity of a Consistent Labelling
In this section we aim to provide a complete analysis of labelling unambiguity associated 
with continuous relaxation. We consider a class of optimization based continuous relax­
ation algorithm in which the objective function is in the form as follows
ic
^g{^)  =  -  52 52 • • •, Wzo) n
(wi,W2,—,Wc) j = h
N  M
-  52 E  A(w)a:i(w)
i—1 u)=l
(3.18)
where {%i, %2, "  ',  denotes a set of neighboring sites of which Q  and O'- are its special
cases and denotes the summation of all such sets, E ( w i , w 2 , .- ,w c) denotes the sum­
mation of all possible label assignments to sites {zi, 22, • • •, ic}, n ii2-tc 
and j3 i{u) are constants determined in the formulation. This reason for choosing the ob­
jective function is that it is a generalization of the objective function Hc{x) given in the 
previous section, and consequently, the results obtained in this section can be applicable 
to the formulation presented in the previous section.
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In what follows the task is to show that function Hg { x )  has a property that the labelling 
corresponding to its global minimum in the extended solution space is unambiguous. The 
significance of this property lies in that it provides a theoretically sound justification for 
solving a discrete labelling problem in a continuous domain; that is, the desired unambigu­
ous consistent labelling can be obtained provided that the global minimum of the objective 
function is reached. To illustrate this property, let us consider an example of assigning one 
of two labels to each of two objects. Suppose the discrete labelling problem is formulated 
as a continuous optimization problem in which the objective function H ( x )  is specified in 
the same form as function H g { x ) ,  e.g.
77(æi( 1 ) , ( 2 ) ,2:2(1),2:2(2)) =  -2æi(l)a:2(l) -  32:1(1)2:2(2) -  271(2)2:2(1)
—62:1 (2)272(2) — 1.62:1 (1) — 1.82:1 (2)
- 2 .12:2(1) -  2.32:2(2) (3.19)
and the extended solution space is given by
2:1(1) 4-2:1(2) =  1, (0 < 2:1(1), 2:1(2) < 1) (3.20a)
2:2(1) +  272(2) =  1, (0 < 2:2(1), 2:2(2) < 1) (3.20b)
This labelling problem involves four labelling vaiiables 2:1(1), 2:1(2), 2:2(1) and 2:2(2). 
However, since the labelling variables satisfy the conditions given by equations (3.20a) 
and (3.20b), function H { x )  has two independent variables and thus a graphical display of 
function H (x) can be obtained as follows. In Figure 3.2 (a) to (d) we display the values of 
function J7(x) with respect to each pairs of independent variables respectively. It can be 
seen that the global minimum of function R(x) in the extended solution space is located 
at an extreme point of the extended solution space
2 7 i ( l )  =  0
2:1(2) =  1 
2:2(1) =  0 
2:2(2) =  1
It is worth noting that the global maximum of function II (x)  in the extended solution space 
is also located at an extreme point of the extended solution space
2:1(1) =  0
2:1(2) =  1
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2:2(1) =  1
2:2(2) = 0
This means that the global optimum of function H(x) in the extended solution space is 
located at one of extreme point of the extended solution space. This observation plays an 
important role in the analysis of characterization of function Hg { x ) . Since a linear function 
has a property that it attains its optimum in a convex set at one of extreme points of the 
convex set, this observation suggests a way of deriving the property of function H g { x )  
using the existing results in the field of linear optimization. On the other hand, we see that 
function Hg {x)  is in a special form in which it becomes linear functions with respect to M  
variables 2: (^1), 2: (^2), •••, Xi{M) when other variables are set to be constants. Therefore, 
in the following we would like to analyze the locations of global minimum of function 
function Hg (x)  by exploiting the relation between function Hg { x )  and linear functions and 
using the properties of linear optimization.
We proceed with our analysis in two steps: the first step is to show that every extreme 
point of the extended solution space is in the feasible solution space C whereas the 
second step is to show that the global minimum of function Hg{x) is at one of extreme 
points of the extended solution space 72+. To define an extreme point we require some 
definitions as follows. Given two points x^ and in a multi-dimensional space a segment 
joining x^ and refers to the set of all points obtained by combining #  and ^  such that
X =  ax^ (1 — a)x^, for some a  (0 < a  < 1) (3.21)
A convex set refers to a point set which has the property that the segment joining any two 
points in the set is also entirely in the set. An extreme point of a convex set is defined as a 
point in the set which is not in any segment joining two other points in the set. Examples of 
a convex set and a non-con vex set of points are given in Figure 3.3 (a) and (b) respectively. 
Referring to Figure 3.3 (a), e^ -, z =  1, • • •, 6 are extreme points of the convex set.
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(a) (b)
m#
XUXU
(C ) (d)
Figure 3.2: Illustration of the location of the global minimum of function H{x) given by 
equation (3.19): (a) displays function value with respect to variables o;i(l) and 3:2(1); (b) 
displays function value with respect to variables a:i(l) and 3:2(2); (c) displays function 
value with respect to variables 3:1(2) and 3:2(1); and (d) displays function value with vari­
ables 3:1(2) and 3:2(2).
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O X o X
Figure 3.3: Illustration of convex and non-convex sets: (a) displays an example of convex 
set in which ei, • • •, ce are its extreme points; and (b) displays an example of non-convex 
set where the point x of segment joining Xi and X2  does not belong to the set.
In order to show every extreme point of the extended solution space £+ is in the fea­
sible solution space C, we need to show the every extreme point takes either 0 or 1 in all 
components. Let us first examine the characterization of the extended solution space £+. 
By definition is the intersection of N  sets which are defined by linear equations
M
= 1, 0 < Xi{m) < 1 , i = I,
m=l
N (3.22)
respectively. Each set given by equation (3.22) for fixed i is convex because for any two 
points x^ and in the set the combination x = ax^ + (1 — a)f^,(0 < a < 1) has the 
following property
M M
E  M  + (1 -  (^ ))
m = l m = l
M  M
m = l  m = l
= a  -H (1 — a)
= 1
(3.23)
and 0 < Xi{m) < 1, which implies that x is in the set. Since the intersection of convex 
sets is also a convex set it follows that the extended solution space is a convex set. In 
order to further exploit the property of the extended solution space £+, we rewrite it in the 
following matrix form
=  { X I A x  =  1 and x >  0 } (3.24)
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where 1 is an 7VM-dimensional constant vector in which each component is 1,0 is an NM -  
dimensional constant vector in which each component is 0, and A is an x N M  matrix 
given by
A
r  1 1 * • • 1 0 0  ’ ■ • 0  ................. .................  0 0  ' ' 0
0 0 • ’ • 0 1 1 • • • 1 ................. .................  0 0  • ' ‘ 0
0 0 • • ‘ 0 0 0  • • • 0  ................. .................  1 1 1
M M M
(3.25)
It can be seen that the extended solution space £+ is a special case of a general convex set 
given by
C =  {^E = 6 , æ > 0 } (3.26)
where A and b are an integer matrix and an integer vector respectively. The well known 
Hoffman-Kruskal theorem [98,100] states that every extreme point of set C given by equa­
tion (3.26) takes integers in all its components provided that A is totally unimodular. An 
integer matrix is said to be totally unimodular if each subdeterminant of it has a value of 0, 
4-1, or —1. Let us consider the extended solution space i.e. the matrix A given by 
equation (3.25). Notice that each column of A contains exactly one element with value 1 
and all others are 0. Thus any sub-matrix of A  has the following property: it contains one 
column in which all elements are 0 or it contains a column in which one element is 1 while 
the others are 0. For the former case the determinant of the sub-matrix is 0. For the latter 
case the determinant of the sub-matrix can be obtained through an expansion by the col­
umn, and thus by induction the determinant is 0, —1 or 1. Combining both cases it follows 
by definition that the matrix A  is totally unimodular. It follows by applying the Hoffman- 
Kruskal theorem that all components Xi(m) of an extreme point x of £+ take integer val­
ues. Since every extreme point x of satisfies the constraint Em=i =  1 for any 
fixed i, the integer nature of Xi (m) implies that for m  components (1), (2), • • •, (M)
and a fixed i only one of them takes a value of 1 while all the others take value 0. It fol­
lows that every extreme point of is in £. It is worth noting that a similar result has been 
pointed out by Hummel and Zucker [47] without any verification.
A convex hull of a convex set refers to the set of all points that are combinations of 
points in the convex set. A point x is said to be a convex combination of points in a con­
vex set C if there exists a finite set of points in C and non-negative constants
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a i , a 2 ,' ' ' ,at with «î =  1 and the following equation holds:
t
(3.27)
i=l
Algebraically speaking, an extreme point of a convex set is the point which cannot be rep­
resented as a convex combination of any two points of the set. By definition is the 
convex hull of £. As far as the relation between C'  ^ and C is concerned, it can also be 
seen that each point of C is an extreme point of £+.
In order to show that the global minimum of function Hg (x)  over the extended solution 
space is located at one of the extreme points of £+, we must exploit the form of function 
H g { x ) .  That is, function H g { x )  is a special nonlinear function which is a M-dimensional 
linear function with respect to M  variables æ^(l), Xi{2), - ■ ■, Xi{M) when other variables 
are set to be constants. Since it is well known that a linear function defined over a convex 
set attains its optimum at an extreme point of the convex set, intuition suggests that func­
tion H g { x )  also attains its global minimum at an extreme point of the extended solution 
space. The intuition can be verified as follows by contradiction. Let
=  M (l) , . . . , . . . , a:%,(2), - - -, (3.28)
be the global minimum of the objective function Hg { x )  over the extended solution space 
£+, i.e.
Hg{x*) < Hg{x) for any x ^  x*,x ^  (3.29)
Notice that there may be multiple global minima which satisfy inequity (3.29). Thus it is 
necessary to make it clear what it means by saying that the global minimum corresponds 
to an unambiguous labelling. In the case that there are more than one point satisfying in­
equity (3.29), we say the global minimum corresponds to an unambiguous labelling if there 
is at least one global minimum corresponding to an unambiguous labelling. In other words, 
we say the global minimum corresponds to an ambiguous labelling is there is no global 
minimum corresponding to an unambiguous labelling.
Based on the discussion given in the above, we now would like to verify the intuition 
that function Hg (x) attains its global minimum at an extreme point of the extended solution 
space by contradiction, i.e assuming that the global minimum ^  is not an extreme point 
of £+. This implies that for each global minimum x* which satisfies inequity (3.29) there 
are some components of x* which are not integers 0 or 1, say
0 < xl[u) < 1, and 0 < rcj(r;) < 1
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We constmct a M-dimensional function h from function Hg{x) by keeping M  variables 
.Tj (1), xl{2), - ■ ‘, xl{M) while setting other variables constants, i.e.
M
h{xt{l),xt{2), • • ■, Xt{M)) == Y ,  + a^+i (3.30)
m=l
where a i, a2, • • •, are constants. It is apparent that (1), xj (2), • • •, (M))^ is also
the global minimum of h{xt{l),xt{2), xt{M)) over the convex set C given by
M
C = {(a:((l),Tt(2), • • ■, Xt{M)f | Y  = 1,0 < Xt{m) < 1} (3.31)
m —\
That is, we obtain that
h{xl(1), a:*(2), • • •, xl(M)) < h{xt{l),Xt{2), ■ • •, Xt{M)) 
for any (æt(l), a;t(2), -  ., æt(M))* (a;;(l), a;;(2), -  -, æ;(M ))\
and {xt{l),xt{2), - - ,Xt{M)Y € C
(3.32)
On the other hand, since /i(rcf (1), (2), • • •, Xt{M) ) is a linear function defined in a convex 
set C it follows that the minimum (æj(l), æj(2), • • •, æj(M))* must be an extreme point 
of C. That is, there is at least one (æj(l), a;J(2), • • •, x^(M)y  must be an extreme point 
of C. Moreover, notice that the convex C is a special case of the convex set given by 
equation (3.26). It has been shown in the above that every extreme points of the convex set 
C takes integers in all its components. It follows that each component of the extreme point 
(rcj(l), æî(2), • • •, x^{M)) must be integer. However, this gives rise to a contradiction in 
the assumption that the global minimum is not one of extreme points of Hence, the 
global minimum must be an extreme point of
Combining all the results obtained in this section, we conclude that the labelling which 
corresponds to the global minimum of the objective function Hg{x) is unambiguous. The 
significance of this conclusion lies in that it provides a theoretical basis for the develop­
ment of continuous relaxation labelling algorithms; that is, the resulting labelling obtained 
by continuous relaxation labelling is the desired unambiguous consistent labelling if the 
formulation has an objective function in the form of Hg (z) and the global minimum of 
Hg{x) is reached during the relaxation labelling process.
It should be emphasized that specifying the objective function in the form given by 
equation (3.18) is an sufficient but not a necessary condition for ensuring that its global 
minimum corresponds to an unambiguous labelling. Recall that in Section 2, function h2
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given by equation (3.6) attains its global minimum at an extreme point of the extended so­
lution space although it is not in the form given by equation (3.18). As we discussed in 
Chapter 2, in the Hummel-Zucker [47] continuous relaxation method the objective func­
tion is given by
N  M  N  M
H{x) =  E  S  rij{m,w!)xi{m)xj{m') (3.33)
i=l m=l j = l  m'—l
which is also not in the form given by equation (3.18). However, it has been shown [47] 
that the minimum of the function given by equation (3.33) corresponds to an unambiguous 
labelling when the compatibility coefficients m!) are symmetric.
3.5 Conclusions
In this chapter we presented a theoretical basis for continuous relaxation. Firstly, we pre­
sented a unified formulation of a discrete labelling as a continuous optimization problem 
from a Bayesian standpoint. This formulation differs from the conventional Bayesian for­
mulation in that (i) it takes into account relational measurements and (ii) it casts a discrete 
labelling problem into a continuous optimization problem rather than a discrete optimiza­
tion problem. This formulation has advantages over the conventional continuous relax­
ation formulation: (i) it has a solid foundation rooted in a Bayesian approach, by which 
the consistent labelling can be well defined as the MAP labelling; (ii) it allows all available 
information including the prior contextual information, unary measurements and relational 
measurements to be utilized during the whole relaxation process.
Secondly, we provided a complete analysis of labelling ambiguity in continuous relax­
ation. By exploiting the relationship between the feasible solution space and the extended 
solution space, we showed that the consistent labelling defined in the proposed formula­
tion is unambiguous. This analysis not only provides insights into continuous relaxation 
but also gives a theoretically sound basis for the development of continuous relaxation 
schemes.
Chapter 4 
Relaxation Labelling Based on Mean 
Field Theory
4.1 Introduction
As reviewed in Chapter 2 relaxation labelling algorithms can be generally viewed as a 
class of iterative procedures that aim at finding an unambiguous consistent labelling of 
a given discrete labelling problem. Once the unambiguous consistent labelling is defined 
according to some criterion, the main concern in relaxation labelling is to develop updating 
schemes by which the unambiguous consistent labelling can be attained through an itera­
tive search. In the previous chapter we have presented a formulation of discrete labelling 
based on an optimization framework. We have shown that a discrete labelling problem can 
be formulated as a continuous optimization problem in which the global minimum of the 
objective function corresponds to the desired unambiguous consistent labelling. Since the 
objective function specified in the formulation is a nonlinear function with many compli­
cated local minima the task of finding the global minimum is difficult. Most of the existing 
continuous relaxation labelling methods [97, 86, 25, 47, 57, 55, 16] are designed to find 
the local consistent labelling rather than the global one. Although the simulated annealing 
technique [77, 32] can be used to solve the continuous optimization problem it is compu­
tationally intensive because of the stochastic nature of the simulated annealing process. 
Therefore, it is desirable to develop computational methods for approximating the global 
minimum in a deterministic manner.
In the last couple of years there has been an explosive growth in applying Mean Field 
Theory (MFT) from statistical mechanics [11, 85, 92] to find approximate solutions to 
global optimization problems [90, 121, 104,9,122, 29, 30, 124, 61,123]. Basically, MFT 
addresses the problem of analyzing the average statistics of the simulated annealing pro­
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cess. The main motivation for using MFT in optimization is to develop deterministic meth­
ods which can provide a good approximation of the simulated annealing process. Based 
on MFT approximation an effective function associated with a temperature parameter can 
be derived from the original objective function. The task of optimizing the objective func­
tion can be achieved by optimizing the effective function through an annealing process in 
which the temperature decreases towards zero. MFT approximation is qualitatively iden­
tical to the graduated non-convexity (GNC) algorithm proposed by Blake and Zisserman 
[8]. In order to optimize a non-convex function GNC algorithm generates a family of 
smoothed functions controlled by a parameter. The smoothed function is the same as the 
original function when the parameter is zero; it becomes convex as the parameter increases 
towards one. To attain the global optimum of the original function GNC algorithm tracks 
the optimum of the smoothed function as the parameter increases towards one.
In the literature of computer vision it has been reported that the MFT can be applied 
to solve a variety of vision problems [29, 122, 30, 124]. Among them Geiger and Girosi 
[29] used MFT to approximate the mean of MRF models for the application of surface 
reconstruction; Yuille, Geiger and Bulthoff [122] employed MFT to deal with the stereo 
correspondence problem; Geiger and Yuille [30] showed that many apparently different 
methods for image segmentation are closely related to stochastic relaxation under the mean 
field approximation; Zembia and Chellappa [124] proposed a MFT based method using a 
compound Gauss-Markov random filed model for image restoration and edge detection. 
However, little work has been devoted to the development of labelling algorithms using 
the MFT technique.
In this chapter we aim to develop a continuous relaxation algorithm based on MFT. 
The main feature of the algorithm lies in its capability of deterministically approximat­
ing the global minimum of the objective function in the labelling formulation presented 
in the previous chapter. Firstly, we relate the minimization of the objective function to a 
simulated annealing process in which a temperature parameter allows fluctuations of the 
objective function. Secondly, we adopt a MFT treatment used by Perterson and Soderberg 
[90] to derive an effective function and an updating rule for finding the minimum of the 
effective function. Thirdly, we investigate the characteristics of the computed quantities 
involved in the updating rule. As a result we interpret the updating mle as a continuous 
relaxation labelling algorithm for solving a discrete labelling problem.
The novelty of the work presented in this chapter lies in that (i) it explicitly explains the 
meaning of the computed quantities in the updating rule derived based on MFT. It is shown
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for the first time how to interpret the MFT based updating rule as a continuous relaxation 
mechanism; (ii) it provides a new deterministic continuous relaxation method which has 
the capability of providing a good approximation of the globally consistent labelling. Note 
that all the existing deterministic continuous relaxation methods, e.g. [97,25,47] can only 
achieve the local optima of the consistency criteria; (iii) it differs from the previous work 
[29, 122, 30, 124] on the application of MFT to solving vision problems. It uses MFT to 
construct a computational method for solving a class of discrete labelling problems while 
previous algorithms are specific to certain low level vision applications in which MFT is 
used to integrate out the effects of discontinuity in various vision processes.
The chapter is organized as follows. In Section 4.2 we give the motivations of using the 
MFT technique for developing continuous relaxation labelling. In Section 4.3 we adopt a 
MFT treatment used by Perterson and Soderberg [90] to derive a MFT scheme for approx­
imating the global minimum which corresponds to the unambiguous consistent labelling. 
In Section 4.4 we establish the relationship between the MFT scheme and continuous re­
laxation labelling. In Section 4.5 we conclude the chapter.
4.2 Motivations of using MFT Approximation
We are concerned with a discrete labelling problem which involves the arrangement of 
N  objects into appropriate M  categories by taking into account the prior contextual in­
formation, unary and relational measurements. Based on the formulation presented in the 
previous chapter, the unambiguous consistent labelling is defined as the MAP labelling x 
which satisfies
P{x = Üj\Û,r)>P{x = (fi\Ü,f) \ / 0 e C  (4.1)
where u is the unary measurements, r is the relational measurements and C is the feasible 
solution space. It has been shown in the previous chapter that the MAP labelling can be 
determined by minimizing the following objective function in the feasible solution space 
C or in the extended solution space
Hc(S) = p Z J :  E  Vo,(xj{Xj),Vj Ç a )  Yl
i=i Ci {Aj-.VjeCi} jeCi
-  E  E  lnp(ri\Xj =  Aj, Vj e  G*) %% æ,(Aj)<=1 {Ai.VjeCf} j€C?
N  M
=  Ai)a;i(Ai) (4.2)Af=l
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where Q  denotes the clique involving site i and G* denotes the set containing site i and 
its neighboring sites. The function Hc{x) is non-convex and may have many complicated 
local minima. One way to obtain the global minimum in the feasible solution space C is to 
use stochastic relaxation algorithms [77,32] by introducing a parameter called temperature 
T  which allows fluctuations in the rescaling posteriori probability function Pb, i.e.,
Pb{x\u, f) =  ^  exp(— (4.3) 
where Z  is referred to as the partition function:
^  = E (4.4)xec
The rationale of introducing the temperature is that both posteriori probability distributions 
P{x\u, f) and P(,{x\u, f) have the same MAP labelling. Stochastic relaxation algorithms 
find the global minimum through a simulated annealing process in which the temperature 
T  decreases gradually towards zero. As simulated annealing is of stochastic nature it is 
computationally intensive.
To alleviate this computational difficulty we pursue the development of deterministic 
approaches for approximating the global solution obtained by simulated annealing. In or­
der to achieve this goal we use the MFT technique from statistical mechanics [11,92]. The 
basic idea of MFT is to analyze the average statistics of the simulated annealing process 
instead of performing Monte Carlo simulation. It can be easily seen that
lim < Hc{x) >= Ijm Y  Hc{x)Pb{x\u, f) = Hc{x) (4.5)xÇ:C
This observation suggests that an alternative way to minimize the objective function Hc{x) 
is to minimize its mean for a certain temperature and then track the mean through progres­
sively lower temperatures towards zero. There are several reasons for utilizing MFT tech­
niques to develop continuous relaxation labelling algorithms. The first reason lies in the 
fact that the solution obtained by MFT closely approximates the global minimum obtained 
by conventional stochastic relaxation algorithms; therefore, the MAP labelling can be ob­
tained with a high probability using MFT techniques. Secondly, it will become clear that 
the use of MFT not only provides a deterministic approximation of the global minimum, 
but also allows us to gain a better understanding of the continuous relaxation labelling pro­
cess. We will show that the computed quantities in the deterministic updating scheme can 
be interpreted in accordance with continuous relaxation labelling.
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Although the problem of minimizing Hc{x) can be converted into the problem of min­
imizing its mean for a certain temperature and then tracking the solution as temperature T  
decreases towards zero, the task of evaluating the mean of the objective function is diffi­
cult because it, as seen from equation (4.5), involves a multidimensional summation over 
the whole feasible solution space. As is well known in statistical mechanics [11, 85, 92], 
the mean of Hc{x) can be deduced from the partition function Z  given by equation (4.4). 
Thus, there is no need to evaluate explicitly the mean variables in order to minimize the 
mean of Hc{x). Instead, we just need evaluate the partition function at each temperature T  
and track it as the temperature T  decreases towards zero. We therefore turn our attention 
to the evaluation of the partition function in the next section.
4.3 Construction of a MFT Based Updating Rule
In this section we will adopt a MFT treatment used by Perterson and Soderberg [90] to 
derive a MFT based updating rule for approximating the global minimum which corre­
sponds to the unambiguous consistent labelling. As discussed in the previous section, we 
will focus on the evaluation of the partition function.
Before we proceed to rewrite the partition function, let us review some properties of 
the delta function. By definition a delta function has the following property
^  (5(rc -  t)f{t)dt =  f{x) (4.6)
where the integral is taken along the real axis. Based on Fourier theory a delta function 
can be expressed as an integral of an exponential such that
5(a;) =  ~  f  exp{xt)dt (4.7)
ATT J l
where the integral is taken along the imaginary axis. Recall that the above properties given 
by equations (4.6) and (4.7) can be easily extended to multi-dimensional real space and 
imaginary space respectively. In order to rewrite the partition function we introduce two 
AM-dimensional variables as follows
p — (pi,l, * ' • jP1,MjF2,13 • ■ • ' ' ' ,PN,mY (4.8)
Q = " "  3 Çi,M3 92,13 "  • 3 92,M3 ' 3 9iv,i3 ’ ' ' 3 9n,m)  ^ (4.9)
By extending the properties given by equations (4.6) and (4.7) into AM-dimensional 
cases, we obtain the following two identities
J^ô{x - :^f{p)dp = f{x) (4.10)
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ô { x - : ^  = exp{^ • {x -  f))dq (4.11)
where and /j  are the integrals over AM-dimensional real space and the A M ­
dimensional imaginary space respectively, and a* ? denotes the dot product of two vectors 
a and b. Using the two identities given by equations (4.10) and (4.11), we can rewrite the 
partition function in an integral representation after some mathematical manipulations
Z = E  Gxp (  — dp
= exp(g* • { x - p ) )  exp ^ dpdq
=  - ÿ  *p) E exp(ÿ » x)dpdq (4.12)
Since the representation of the partition function given by equation (4.12) still involves the 
summation over the whole feasible solution space, the evaluation of the partition function 
remains extremely difficult. In order to remove the term involving the summation, it is 
necessary to exploit the inherent characteristic of the feasible solution space. Since in the 
feasible solution space, among M variables a;i(l), • • • , X i { M )  for a fixed i, only one of 
them takes the value of 1 and the remaining ones are 0, it is not difficult to show that the 
term involving the summation over the whole feasible solution space can be rewritten in 
the following form
N  /  M  \
Y  exp(ÿ • ^) =  n  L E  exp(%,A) I (4.13)xEC i=l \A=1 /
where q = (çi,i, • • ■, 91,m, ', 9jv,i, • • •, 9at,m) is any real AM-dimensional vector. To 
verify the relation given by equation (4.13), let us consider a term exp(ÿ • x) in the sum­
mation. Without loss of generality, we assume that among M variables ^^(l), • • •, Xi{M) 
for a fixed i the variable Xi{Xi) takes value 1 and the remaining ones are 0. By substituting 
Xi{X),\fi e  S y X  e Q. into the term exp(^ • æ), it can be obtained that
/  N  M  \
exp(ÿ # æ) =  exp ^5^9i,A a;i(A ) \i=l A=1 /
=  exp^E®,Ai)
N
= n  exp(%,A<) (4.14)
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By substituting equation (4.14) into the left-hand side of equation (4.13) and noticing that 
the summation over all æ G £  in the left side of equation (4.14) is equivalent to N  sum­
mations over Ai, • • •, Ajv in the right-hand side of equation (4.14) where Ai, • • •, A^v run 
from 1 to M independently, it follows that
M M  MY  exp (ÿ  *x) = Y  ^  exp(9i,Ai) exp(92,Aj * * ' exp(9„,AAr)
Ai = l A2 = 1 A;v = 1
N  /  M  \
=  n  (4.15)
i = l  \A=1 /
which implies that equation (4.13) holds.
By substituting equation (4.13) into the partition function given in equation (4.12), the 
partition function can be rewritten as a multi-dimensional integral as follows
^  J r L  +  exp(%,m)^^ dpdq (4.16)
Expression of the partition function in the form given by equation (4.16) provides a way 
of avoiding the explicit calculation of the partition function by using the saddle point ap­
proximation. In order to illustrate the saddle point approximation, let us consider a simple 
example of calculating a one-dimensional integral exp[-~pf{x) ]dx  where f { x )  is a 
real continuous function and the integral is assumed to converge for sufficiently large /?. 
It has been shown [21] that the following identity holds
lim-^^oo \ 27T r  e M - m ^ ) ) d x  =  lim (4.17)J - ^  /J^ oo
where x* is the minimum of function f{x)  and f  (a;) denotes the second order derivative 
of function f{x). Equation (4.17) suggests that the integral exp[—/3f {x)]dx can be 
calculated through finding the minimum of function f{x). Furthermore, the minimum of 
function f{x) is usually approximated by a saddle point of function f{x). By definition 
the saddle points of a function f{x) are the points in which the derivatives of function 
f{x)  with respect to x are zero. Obviously, the quality of the saddle point approximation 
depends on the parameter /3; for sufficiently large /? the integral is dominated by the max­
imum of the integrand and thus a good approximation can be obtained. Comparing the 
integral exp[—j3f{x)]dx with the partition function given by equation (4.16), it can 
be seen that the partition function is in the same form as the integral of 2 AM-dimension. 
Hence, the partition function can be approximated in the similar way as in the example.
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Based on equation (4.17) we introduce an effective function as follows
Heff(p, 9, T) =  Ac(p) exp(9t,m)l 1 (4.18)
L i=l \m=l /  J
where the term “effective” is used to indicate the relation between the function He/f given 
by equation (4.18) and the objective function Hd  this relation will become clear in the 
following discussion. Using the saddle point approximation the partition function can be 
approximated such that
^  «  Cexp (4.19)
where C is a constant and (p*, q*) is the saddle point of the effective function Heff{p, 0  
at a fixed temperature. Assuming that function iTe// is at least twice continuously differ­
entiable, a necessary condition for a point {p*, q*) to be a saddle-point of function Heff is 
given by
^^eff{P: q)_ ^  y.  ^ ^  Vm G (4.20a)
^Pi,m 
9Heff{p, g) 0, \fi e S, Mm G n  (4.20b)
The above derivation based on MFT can be summarized as follows: the task of finding 
the global minimum of the objective function He can be achieved by evaluating the par­
tition function through an annealing process and the evaluation of the partition function 
can be approximated by minimizing the effective function i7e//> In other words, the min­
imization of the objective function can be achieved by the minimization of the effective 
function through an annealing process; which is an inherent relation between the effective 
function i7e// and the objective function He. It can be seen from equation (4.18) that in 
the limiting case when the temperature decreases to zero the effective function Heff tends 
to be identical to the objective function H^  i.e.
hmHeffiP, q,T) = He{p) (4.21)
which implies that the global minimum of the objective function He can be obtained by 
tracking the minimum of the effective function Heff{x) until the temperature decreases 
towards zero.
We proceed with constructing an updating rule for finding the saddle points of the ef­
fective function Heff at a fixed temperature T. Based on equations (4.18) and (4.20), the
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saddle point ( ^ , ^ )  of the effective function Heff si a. fixed temperature T can be obtained 
as a solution of the following fixed-point equations
%,m — G S,  Mm  G U (4.22a)^Pi,m
P i,m  = ■ ■ ■ ■ M i e S ,  M m e Q  (4.22b)Em'=i exp(%,m')
By adopting an iterative scheme for obtaining the fixed points of the above equations, we 
obtain an updating mle such that
Vi e S, Vm e n  (4.23a)^Pi.m
,k+l _
P w  =  V ™ e ^  (423b)
where k is the index of the iteration steps. The equilibrium state which corresponds to 
the minimum of the effective function Heff{p, ^  at a fixed temperature T is obtained by 
iteratively updating {pi^m,Mi G S,Mm G and {qi,m,Mi G S,Mm G 0} through equa­
tion (4.23) until a fixed point is reached. The updating mle is deterministic thereby being 
more computationally efficient than that used in stochastic relaxation labelling algorithms. 
The resulting solution is an approximation to the global minimum of the effective function 
Heff dX a. given temperature; the lower temperature is, the better approximation can be ob­
tained. By starting with a high temperature and then tracking the solution as the tempera­
ture decreases towards zero, we can expect to obtain the global minimum of the objective 
function He.
As far as the objective function He given by equation (4.2) is concerned, an updating 
rule for finding the saddle point of the corresponding effective function Heff for a fixed 
temperature is obtained from equation (4.23) as follows [119]:
,k+l _
exp(gf_,)T .  . (4.24a)
gtm = (&)( -  pE  E  eCi) pc, {Aj.vjeco jscj
+ E  kp(n|{æ,(Aj),Vj e c;}) n{Aj.VjeGj} jsa,
+ lnp{ui\xi{m)) )
(4.24b)
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where C* = {Vj E Ci, j  ^  i}. Since at high temperature the saddle point approximation 
offers poor performance, it is necessary to adopt an annealing process to track the sad­
dle points as the temperature decreases. The synchronous implementation of the updating 
procedure with an annealing process can be described as follows
(a) . Generate initial values Pi^m!
(b) . Compute using (4.24b) for each i ,m;
(c) . Update the values Pi^ m using (4.24a) for each i,rri}
(d) . Repeat steps (b) and (c) until no further changes in
(e) . Decrease T  b y  a temperature schedule and repeat steps (b )
through (d) .
where the temperature schedule can be used as that in the simulated annealing. One of the 
temperature schedules which permit the global minimum to be attained with probability 
one is given by =  iog(fc+i) which C is a large constant and Tn is the nth tempera­
ture in the schedule. The choice of the temperature schedule is one of the major factors 
influencing the computational load needed for finding the desired solution. In practice, a 
simple temperature schedule in which temperature T  decreases a few percent in each step 
can be used to speed up the minimization process.
4.4 MFT Based Relaxation labelling
In this section we will present an analysis of inherent characteristics of the updating mle 
derived in the previous section. Our task is to interpret the updating rule as a continuous 
relaxation labelling algorithm. More specially, in what follows we investigate the roles of 
the effective function and the computed quantities involved in the updating rule.
Since the effective function He// plays an important role in the minimization of the 
objective function He, it is worth investigating the effects of the effective function during 
the updating process. It can be seen from equation (4.18) that the effective function Heff is 
not the same as the objective function He when the temperature T  is not zero. This implies 
that the global minimum of the effective function Heff may be not the same as that of the 
objective function He. Let us examine the difference between the effective function Heff 
and the objective function He at the fixed points obtained using the proposed updating rule
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at a nonzero temperature T. More specifically, we first would like to eliminate the variable 
9  in the effective function Heff  since the variable does not appear in the objective function 
He- Recall that equation (4.22) holds at the fixed points and it follows that
M
=  qi,m -  In 5 3  exp(%,m') (4.25)m'=l
By multiplying P i i n  both sides of equation (4.25) and summing over the whole feasible 
solution space £ , it can be shown that
N  M  N  M  M
53  5 3  lnpi,m =  ^ * P - 5 3  23 In 5 3  exp(%,mOi=l m=l i=l m=l m'=l
N  M
= ÿ  -  53^n 53 exp(%,mO (4.26)i=l m'=l
where the last equation is obtained using Em=i Pi,m =  1, Vz G 5  that can be derived from 
equation (4.22). By substituting equation (4.26) into equation (4.18), it can be obtained
N  M
HeffiP, T)  =  He{p) +  T  5 3  53  Phm i^Pi,m (4.27)i—1 m=l
That is, the effective function Heff  has two parts: the first part is the objective function 
He while the second part is the function given by
N  M
9{p) =  5 3  53  Pi.m lnpi,m (4.28)i=l m=l
with a relative weight T  with respect to the first part. The effects of the effective func­
tion Heff  depends on the function g and the temperature T.  Since function 9  is a convex 
function as shown in Figure 4.1 the inclusion of function g provides a force to make the 
effective function convex. At sufficiently high temperature T the effective function Heff  
is convex and thus the global minimum of the effective function Heff  can be obtained by 
the updating rule given by equation (4.23). However, the global minimum of the effective 
function Heff is a poor approximation to that of the objective function He because the ef­
fective function Heff is dominated by function g at high temperature. As the temperature 
T gradually decreases the effective function tends to be objective function He and thus the 
global minimum of the effective function Heff  becomes a better and better approximation 
to the global minimum of the objective function He.
Notice that the global minimum of function g is not located at an extreme point of the 
feasible solution space £  as can be seen in Figure 4.1. This implies that the global mini­
mum of the effective function may be not located at an extreme point of the feasible so­
lution space £ . That is, the resulting labelling obtained using the proposed updating rule
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Figure 4.1: An example of function g given by equation (4.28).
may be ambiguous at non-zero temperature. However, when the temperature is sufficiently 
low the effective function is dominated by the objective function He thereby the resulting 
labelling becomes unambiguous as desired.
Another important issue concerning the updating rule for finding the desired labelling 
is the interpretation of the computed quantities. For instance the computed quantities in 
probabilistic relaxation can be interpreted as the probabilities of assigning labels to sites. 
However, while the updating rule derived in the above tells us how to iteratively update 
the values of variables pi^m and qi^ rn so as to attain the minimum of the objective function 
Hc{x), it does not tell us immediately about the meaning of variables pi^m and qi^ rn which 
are so far known as integration variables. Therefore we would like to make an attempt to 
investigate the behavior of variables pi^m and qi^ rn with the aim of giving their interpreta­
tions in accordance with probabilistic relaxation labelling.
Let us consider the role of variable p in MFT scheme. It can be seen from equation
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of (4.24a) that the variable p has the following properties:
M
E  Pi,m =  1 Vi (4.29)m=l
Furthermore, by differentiating the partition function given by equation (4.4) with respect 
a AM-dimensional vector d =  • • •, di^My dg.i, "3 <^2,M3 "  3 c?iv,i3 * * * 3 ^ n m )  where
di^ rn = \Tip{ui\Xi =  m), we obtain
„ E * e / : e x p ( - ^ ) V / - ^ )
 ^ Z  ~  Z
=  ^ g e x p ( - ^ )
xEC ^
=  53
XEC
=  < ^  > (4.30)
where Vj* denotes the differential with respect to d. By substituting the partition function 
of (4.16) into the left side of above equation, we obtain that
Vj-Z _  I rnm Sjnm [exp ^  •  p +  E £ i  In (Em=i exp(Pi,m)))] pdpdq
^  I r n m  /jnm [exp ^  •  p  ~h E ^li In (Em=i exp(R,m)))] dpdq
_  exp (— 4- E C i In ( E ^ i  exp(py^))) p*
exp -  (T* • ^  +  E i l i  In (Em=i exp% m )))
= f  (4.31)
where (p ,^ q*) is the saddle point of the integrand. Combining equation (4.30) and (4,31), 
we can obtain that
(4.32)
Since each variable x p m )  takes value 0 or 1 in a discrete labelling model, it follows from 
equation (4.32) that each variable p p m )  takes a continuous value in the range of 0 and 1. 
Thus we interpret the variable ppm)  as the labelling variable in continuous relaxation. In 
analogy with conventional continuous relaxation labelling [97, 25, 47] we interpret the
function qpm) as the support function representing the collective evidence from neigh­
boring sites to support the assignment of label m  to site i. In contrast with conventional 
continuous relaxation [97,25,47] in which the labelling variable has no explicit meaning, 
the labelling variable p in the proposed approach can be viewed as the approximation of 
the mean of the hard labelling variable.
4.4: MFT Based Relaxation labelling_________________ 59
Recall that continuous relaxation can be viewed as probabilistic relaxation when the 
labelling variables can be interpreted as probabilities in some sense [86, 45, 56, 57, 55]. 
As far as the labelling variables ppm) are concerned, they can also be related with prob­
abilities based on the following reasoning:
xEC
=  53 I X Pb{xi{l),--  ,xPm) = 1,-• ’ ,XN{m))
{ x EC , Xi { m) = l }
+ 53 0 X • • • ,æi(m) =  0, • • -,a;iv(m)){æe£,a:i{m)=:0}
= P{xPm) = 1) (4.33)
This implies that the labelling variables pi (m) are the approximations of the probabilities 
of labels to be assigned to each object. However, unlike conventional probabilistic relax­
ation [86, 45, 56, 57, 55], the MFT scheme does not have explicit interpretation in terms 
of evidence combining based on probability theory. Thus, we regard the MFT scheme as 
a continuous relaxation scheme but not a probabilistic relaxation scheme.
It is worth discussing the role of the effective function Heff{x) in the minimization of 
the objective function HPx). That is, it is interesting to know whether the introduction of 
the effective function offers some benefits in the minimization of the objective function. 
It can be seen from equation (4.18) that the effective function differs from the objective 
function in that the effective function has two more addition terms which have a relative 
weight T  with respect to the objective function. At the high temperature the two terms 
have great effects in the effective function. Since the two terms are convex respectively, 
the inclusion of them tends to make the effective function convex at high temperature and 
thereby reducing the difficulty in the minimization of the effective function. However, the 
introduction of the two terms may cause a difference between the global minimum of the 
effective function and that of the objective function. Therefore an annealing process is de­
sirable for finding the global minimum of the objective function through the minimization 
of the effective function because the difference between the global minimum of the effec­
tive function and that of the objective function vanishes when the temperature decreases 
towards zero.
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4.5 Conclusions
A new continuous relaxation labelling scheme has been proposed for solving discrete la­
belling problems. The proposed approach is based on a formulation in which the unam­
biguous consistent labelling corresponds to the global minimum of the objective function. 
The novelty of the proposed approach lies in the utilization of MFT technique to avoid 
stochastic optimization for obtaining the global minimum of the objective function. In 
comparison with conventional continuous relaxation labelling, the advantages of the pro­
posed approach include the embedding of relational measurements into the specification 
of the unambiguous consistent labelling and the ability of the algorithm to find the global 
rather than the nearest local optimum.
Chapter 5 
Matching Relational Structures Using 
Relaxation Labelling
5.1 Introduction
The treatment in the previous two chapters provides a theory of continuous relaxation la­
belling for solving the discrete labelling problems in computer vision. It has been shown 
that a given discrete labelling problem can be formulated as a continuous optimization 
problem in which the global minimum of the objective function corresponds to the desired 
unambiguous consistent labelling. It was also shown that the global minimum can be ap­
proximated using an updating rule with an annealing process. In this chapter we consider 
the application of the continuous relaxation technique to solve structural matching prob­
lems in computer vision. The goal is to illustrate the proposed methodology and demon­
strate its viability. Two structural matching problems are considered. The first is the stereo 
correspondence problem which is concerned with identifying homologous linear features 
in images obtained with two cameras of known relative positions and orientations while the 
second is the affine correspondence problem which is concerned with establishing point 
correspondences between two successive 2D images of moving 3D objects under ortho­
graphic projection.
A fundamental problem in computer vision is the inference of 3D structure from 2D 
images. An important machine vision technique for this is stereo vision [126]. In stereo 
vision several images of a scene are taken from different viewpoints whose mutual geo­
metric relationship is known. Establishing the correct correspondence of image features 
that are projections of the same physical entity is a prerequisite for recovering 3D struc­
ture of the scene. In binocular stereo vision the only geometric constraint is known as the 
epipolar constraint which allows the search for a corresponding image point to be reduced
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from the entire image space to its epipolar line. Matching uncertainty arises when more 
than one point lies in the epipolar line of a given point. Line segments may be used as rel­
atively complex features to reduce the matching uncertainty [76, 3, 75, 46]. Usually line 
segments are represented by their midpoints or endpoints and matched by invoking the 
epipolar constraint for the endpoints or midpoints. However, these methods are not robust 
because occlusion effects or line fragmentation artifacts mean that midpoints or endpoints 
may not correspond to the same 3D point in a scene and thus the invocation of the epipo­
lar constraint is very likely to reject a potentially correct match. Therefore it is necessary 
to exploit relational structures based on a prior knowledge and observed measurements to 
establish stereo correspondence [35, 94, 46, 2, 80, 68, 18]. As shown in the proceeding 
chapters relaxation labelling provides an efficient way of exploiting contextual informa­
tion for solving labelling problems. This is the main reason for the application of relaxation 
labelling to the stereo correspondence problem.
Much of the progress in dealing with projective geometry made during the past few 
years derives from the increasing understanding and use of geometric invariants in object 
recognition and correspondence matching. An invariant can be thought of as a kind of spa­
tial information about features that is independent of viewing position and intrinsic param­
eters of cameras. Invariants normally divided into two categories depending upon whether 
the orthographic [60] or perspective projection model [26,79,102,103] is adopted for the 
analysis. Yet these exciting developments in geometric invariants open a serious question 
of their applicability in practice. They are invariably defined in terms of high order fea­
ture relations and the higher the order of the geometric information structure, the greater 
the delay in the impact of label switching on the labelling consistency function and there­
fore its inherent complexity. Although relaxation labelling algorithm has been recognized 
as a tool to pave the way to achieve the correspondence analysis task [106], the existing 
relaxation labelling methodologies [97, 86, 25, 47, 109, 55, 59, 54, 16] are not suitable 
for handling the high order relational structure of invaiiants. The relaxation labelling pre­
sented in the proceeding chapters has a capability of handling high order contextual infor­
mation and thus is applied to solve the affine correspondence problem which involves an 
invariant under the orthographic projection model [60].
The chapter is organized as follows. Section 5.2 deals with the stereo correspondence 
problem. Experimental results on real images will be provided. Section 5.3 is concerned 
with the affine correspondence problem. Both synthetic and real images will be used to 
show the performance of the proposed method. Section 5.4 concludes the chapter.
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Figure 5.1: The pinhole camera model
5.2 Establishment of Stereo Correspondence of Lines
In this section we begin by describing the geometric relationship in stereo vision and re­
viewing the geometric constraints used to establish the stereo correspondences. We then 
describe how to formulate the problem of establishing the stereo correspondences of lines 
as a continuous optimization problem and how to implement the continuous relaxation la­
belling algorithm for finding the line matches.
In stereo vision several images of a scene are taken from different viewpoints in which 
the geometric relationships between different viewpoints are known. The geometric rela­
tionship depends on the camera models and the locations of the cameras. The camera used 
in our work is described by the pinhole model which expresses the formation of images 
in a camera as a perspective projection of 3D scene points as shown in Figure 5.1. The 
camera is associated with an coordinate system with origin O at the optical cen­
ter C and Z  axis along the optical axis. The image plane is identical with the plane Z  — f  
where /  is referred to as the focal length. The image coordinate system UV is defined 
such that U and V  axes are parallel to the X  and V  axes, respectively. Given a 3-D point 
M  =  {x, y, z), its image m  =  {u, v) is the intersection of the image plane and the line 
through M  and the optical center, which can be expressed by
(5.1)
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Figure 5.2: The Epipolar Geometry 
where ^  is a 3 x 3 matrix given by
Â  = '  //&«
0 U q
0 Vo (5.2)
0 0 1
where (w, v) is the image coordinate, w is an arbitrary scalar, /  is the focal length of the 
camera, Su and Sy are horizontal and vertical pixel size units and po = {uq, r^ o) is the prin­
cipal point which is the intersection between the optical axis and the image plane. The 
parameters f ,{u,v) ,  and {uq, fo) are referred to as the intrinsic parameters of the camera.
Consider two viewpoints in which the transformation from the first camera coordinate 
system to the second camera coordinate system is (A, T) as shown in Figure 5.2. The op­
tical centers of the first and the second cameras are denoted by C\ and C2 , respectively. 
Given a point rhi = {ui^ViY in the first image the epipolar constraint states that its cor­
responding point m2 =  ('^2, %) in the second image lies on the line referred to as the 
epipolar line ofrhi [2]. The epipolar line is the intersection of the second image plane 
I 2 and the epipolar plane which is defined by three 3D points, Ci, C2  and the 3D point 
corresponding to mi. Furthermore, all epipolar lines of the points in the first image pass 
through a common point 62 which is referred to as the epipole. The epipole 62 is the inter­
section of the line C1 C2 with the second image plane I 2 . This is because, for each point
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in the first image, its epipolar plane contains the line C1 C2  and thus all epipolar planes 
form a pencil of planes containing the line C\C2  and they must intersect the second image 
plane at a common point, i.e. the epipole 62- The epipolar constraint allows the search for 
a corresponding image point to be reduced from the entire 2D image plane to a ID linear 
locus across the image. Without loss of generality, we assume that the world coordinate 
system coincides with the first camera coordinate system. Let {x,y,z)  be the 3D point 
corresponding to mi and m2. Based on equation (5.1) we have
u)i{ui,Vi,lf  = Ai[/ 8]{x,y,z,lY (5.3a)
uj2 {u2 ,V2 A Y  = Â [ R  f ] {x ,y , z , lY  (5.3b)
where Ai and A 2  are the intrinsic matrices of the first and second cameras respectively. 
The epipolar constraint can be expressed by the following epipolar equation [2] which is 
obtained by eliminating (re, y, z), Wi and W2 in equation (5.3):
(%,%, 1)‘ =  0 (5.4)
where []~^  denotes the inverse of a matrix and []+ denotes a mapping from a 3D vector to 
a 3 X 3 matrix such that
[{ti,t2,hY]+ =
The epipolar constraint is used with the unary observed information to constrain the search 
for the correspondence.
However, it is unlikely to lead to an unambiguous correspondence by using only the 
unary information because ambiguity arises when more than one point lies in the epipolar 
line of a given point. Relational structure information is, therefore, used to disambiguate 
between possible matches. In general, there are two kinds of relational structures used 
in previous work [2]: the first is the binary constraint between a pair of matches and the 
second is the use of hierarchical structure. These two kinds of relational structures have 
different effects to reduce the matching ambiguity. The former is to constrain matching re­
sults to avoid local mismatches while the latter is to achieve global consistency. Although 
a number of different methods [35, 94, 46, 2, 80, 68, 18] exist for exploiting relational 
structures to establish stereo correspondence, most of them employed relational structure 
information in ad hoc fashions.
To apply the proposed continuous relaxation method for solving the stereo correspon­
dence problem, we denote the line segments in one image by a set S' =  {1, • • •, TV} that is
0 - t s h
h 0 - h (5.5)
—h h 0
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viewed as sites in a graph. The line segments in the other image are viewed as the labels 
which are assigned to the sites. For each line segment % E S' in the first image, we denote 
its possible line matches by a set Qj =  {1, • ■ •, Mj}. Taking into account occlusion which 
means that some line segments are blocked by objects in the scene, we introduce a NULL 
label in the label set Qi. The NULL process is used to indicate the objects for which no 
other label is appropriate. The NULL process is handled as follows. At the beginning of 
the labelling process each object is assigned a NULL label with a small value. During the 
labelling process the NULL label assignments are updated like other labels in the label set. 
After the labelling process the label assignments may have larger values to some objects 
and this implies that these objects have no appropriate labels.
We now formulate the stereo correspondence problem as a continuous optimization 
problem in which the objective function is in the form given in equation (3.15); that is, 
we give the specification of each term in equation (3.15). Firstly, we use the epipolar con­
straint to determine the t&rmp{di\Xi =  w%). Note that in this chapter we use di rather than 
Ui to denote the unary measurement derived from site i because Ui has been used to denote 
the image coordinate. Each line segment is represented by its midpoint. Let Xi = coi be 
the matching between line i in the first image and line in the second image. Suppose 
that (wi,r;i) and (122, ^2) are the midpoints of line segments i and u>i respectively. The 
probability density function p{di\Xi — w%) is specified as follows
M )
where a  is a small threshold value and di is given by
di =  \{u2,V2,l)^2[f]+RÂï^{ui,viXy\ (5.7)
where |a| denotes the absolute value of a.
Secondly, we use a binary relational constraint derived from binaiy measurements to 
resolve the matching ambiguities. We assume that objects to be analyzed are positioned 
relatively far from the cameras. Consequently, the angle between a pair of line segments 
in one image is close to that between a corresponding pair of line segments in the second 
image as shown in Figure 5.3. More precisely, letting aij be the angle between line seg­
ments i and j  and Aco-uij be the angle between line segments coi and coj, we specify the 
probability density function p{ri\Xi =  w,, Xj = cOj, j  E Gi) as follows
1p { r i \ X i  =  uii, X j  =  ü i j , j  €  Gi)  =   ------- 7^  exp (- (% ~  A n w j f / ^ a ^ )  (5.8)n,gG( V27TO-
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Figure 5.3: Binary relational constraint
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Figure 5.4: A neighborhood system: (a) all line segments; (b) neighboring line segments 
to line segment i
where a is the standard deviation of the assumed Gaussian noise in the angle measurement, 
and Gi contains all neighboring line segments of line segment i. We define a neighborhood 
system in the following way: given a line segments i its neighboring line segments are the 
line segments which are connected line segment i as shown in Figure 5.4.
Thirdly, we utilize the high order relations derived from the matching of complex fea­
tures such as polygonal features by considering them as the prior contextual information 
for matching line segments. In the literature complex features have been used in hierar­
chical matching [68, 18]. For example polygonal features that are composed of line seg­
ments provide hierarchical constraints for how their constituent elements are matched; the 
strictness of hierarchy implies consecutively matching from a higher level to a lower level. 
While such a mechanism has great efficiency via reducing the search space in terms of sub­
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component relationships, its prominent weakness is the difficulty in accurately extracting 
the complex features due to the inadequacy of early vision. Since the search space at a 
lower level is reduced in terms of the correspondence at a higher level, matching at lower 
level entirely relies on perfect matching at a higher level. This fact implies that it is unre­
liable to use a strict hierarchy of sub-component relationships as the matching constraint. 
In order to overcome this drawback, we use the matching from high order polygonal fea­
tures as a kind of contextual information for matching low order features; that is, rather 
than simply limiting the search space at lower levels, we iteratively update the likelihood 
of potential matches at lower level in terms of the contextual information provided from 
higher level. In our work a perceptual grouping technique proposed in [73] is used to ex­
tract polygonal features. Establishing correspondence between polygonal features is easily 
performed and is encoded as the prior contextual information for matching line segments. 
More precisely, given a pair of/-order polygons {si, • • •, and {mi, • • ■ ,m;} in two im­
ages, the contextual information is expressed by the potential function
T/r-r Crr, 'I -  1 .. ^  ^ polygon {si, " , Si}matchespolygon {m ,, • ■ ■,m,}V * -  J-, > ‘1 -  I  0 otherwise
Notice that the difference between the proposed method and hierarchical matching is that 
there is no strict sub-component constraint for matching line segments in the proposed 
method. The term V{xs-{mi), i = 1, •••,/) is used to improve the likelihood of a pos­
sible match between two line segments in the relaxation process when each line segment 
belongs to polygons that are themselves matched. The parameter p is set empirically to 
a small value p — 0.5. The parameter a is also set empirically by 0.5. In principle the 
choice of values of the parameter a can be determined depending on the average length 
of the line segments in the following way. For given a line segment of length L it can be 
shown that the standard deviation a of the error in the angle measurement is related to the 
length of the line segment in terms of
cr oc i  (5.10)
Thus the parameter a should be set with respect to the average length of line segments 
based on the above relation. If the parameter a is too large then the relational measure­
ments have little effect in the matching process; on the other hand, if the parameter a is 
too small then the errors in the relational measurements have great effect in the matching 
process.
(5.9)
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Initial matching values (m) for the minimization process are generated based on 
the unary measurements p{di\xi{m)). Since (m) for a given line segment i is required 
to be in the range of [0,1], we set (m) to the normalized value of p{di\xi (m) ) over all m 
in Qi. Although the final labelling does not depend on the choice of the initial matching 
values due to the use of an annealing process, proper initial matching values may increase 
the convergence speed. For the annealing process, the temperature and the number of it­
erations for a given temperature are important from the point of view of speed of conver­
gence. At lower temperature, the process converges faster than at higher temperatures, but 
the process is likely to stop in a local minimum. We chose a simple temperature schedule 
in which the temperature T decreases 10 percent each time. We empirically chose starting 
temperature T  = 15.0 with 8 iterations for each temperature.
Since it is difficult to simulate the prior contextual information using synthetic data, we 
carried out all experiments on real images. Tests on several sets of stereo images have been 
conducted and an example is shown in Figure 5.5. Figure 5.5 (a) and (b) display 166 and 
162 line segments in two images where line segments of less than 10 pixels were pruned 
out. The matching result is shown in Figure 5.5 (c) and (d) where there are 112 matches. 
The number of all possible matches counted by hand is 130. There are 6 wrong matches out 
of 112 matches. It takes about 25 seconds on a Sun-Sparc station 10. In comparison, for the 
same input images we ran the same algorithm, i.e. the same code, without the higher order 
terms. It takes about 85 seconds and results in 120 matches with 19 wrong matches. This 
implies that the use of high level relational structure not only leads to efficient matching 
process but also results in greater robustness. In comparison with the relaxation method 
proposed by Christmas, Kittler and Petrou [16], we found that the result obtained by the 
proposed method is similar to theirs (see Figure 4 in [16]); however, it should be noticed 
that both methods utilize different information sources for matching and thus no objective 
comparison can be made for more detail.
Results on all sets of stereo images can be summarized as follows: (i) the relaxation la­
belling algorithm terminates within 10 temperature settings, i.e. totally about 80 iterations; 
(ii) the resulting labelling are unambiguous which confirms the validity of the optimization 
formulation given in Chapter 3; (iii) the rate of correct matching is about 95%. Mismatches 
may be due to either incorrectly specifications of the terms in the objective function or the 
failure to reach the global minimum. In general the sources which cause mismatches are 
difficult to identify since it cannot be confirmed whether the global minimum is attained.
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( c ) (d)
Figure 5.5: (a) and (b) display line segments overlayed on the original images; (c) and (d) 
display the matching result of line segments, i.e. a line is only displayed if it has a match 
in the other image
5.3: Establishment of Affine Correspondence of Points 71
24
Figure 5.6: The affine geometry
5.3 Establishment of Affine Correspondence of Points
In this section we consider the affine correspondence problem which involves the estab­
lishment of point correspondence between two images of objects under orthographic pro­
jection. The characteristic of the affine correspondence problem is that the geometric re­
lationship is governed by affine geometry rather than Euclidean geometry [60]. Unlike 
the stereo correspondence problem, there is not any prior knowledge of camera geometry 
available and thus the task of establishing correspondence is more difficult.
Let us first review the affine geometry [60, 63, 106]. Given four non-coplanar 3D 
points in the scene and their projections in two image planes denoted by pjj, i =  1,2, j  = 
1,2,3,4 where i is index of image planes and j  is the index of image coordinates, as shown 
in Figure 5.6.
The fundamental theorem of affine geometry states that the correspondence of three 
points uniquely determines the correspondence of all other points. More precisely, Let /()  
be a 2D affine transformation induced between three points, e.g. the affine transformation 
from pii , pi2 , Pis to P2 1 , P2 2 , P23 such that
P2j — f{pij), j  — 1,2, CLll)
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then the necessary and sufficient condition for the correspondence of an arbitrary fifth 
point, whose projections in the image planes are denoted by pi5 and p2s, is that the two 
vectors pis — /f e s )  andp^ — /(P24) are parallel orp2s =  /(Pis)- The condition is called 
the five-point matching condition.
Based on the affine geometry the correspondence of any five pairs of image points can 
be established by choosing any three points as the basis of the affine transformation and 
testing the condition imposed on the other two pairs of image points, and similarly full 
correspondence of all image points can be established. However, in practice the resulting 
correspondence is not reliable due to inaccuracy in the extraction of image points. One way 
of overcoming this difficulty proceeds via two steps. The first step is to find all possible 
matches of fives points by considering each five pairs of image points at a time. The second 
step is to establish the full correspondence of all image points using a relaxation labelling 
technique to combine the correspondences of five points obtained in the first step.
To apply the relaxation labelling presented in the previous chapters, we need to formu­
late the affine correspondence problem as a continuous optimization problem in which the 
objective function is given by equation (3.15). We denote the image points in the first and 
second image planes by 5  =  {1, • • •, N}  and =  {1, • • •, Mj} respectively. Notice that 
a NULL label is included in each label set We regard the correspondence of five points 
as the observed contextual measurements, i.e. each matching of five points is expressed 
in terms of the probability density function
1 if (X*, Wi) for z = 1, • • •, 5 satisfy the five-point 
matching condition (5.12)
0 otherwise
The test of the five-point matching condition is performed, in practice, as follows. The 
parallelism of two vectors is tested by checking whether their dot product is less than a 
threshold ô\ and the equality of two vectors is tested by checking whether the normal of 
the difference of the vectors is less than a threshold 62. In addition, in order to increase 
robustness, we repeat the process with ten different affine bases for the given five pairs 
of matching candidates and set p{ri\Xi = uJi,i — 1, , 5) to 1 only if the affine corre­
spondence condition is satisfied for a majority of different affine bases (say, seven out of 
ten).
Since no a prior contextual information is available we always set the potential func­
tion V  to zero, i.e. excluding all terms involving the potential function V  in the objective 
function He- The unary measurement p(wj|2Ci =  wj may be determined using a correla­
tion technique, i.e computing the correlation of two points in two images within a small
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window 5 x 5  and normalizing correlation among all possible matches for a given im­
age point i in the first image. Possible matches are selected within a certain radius. In 
dealing with occlusion and missing points due to the inadequacy of feature extraction, we 
include a NULL label in each label set. As the unary measurements in this case are rela­
tively unreliable compared with the fifth-order relational structure information, we choose 
the parameter p to be relatively large to reflect the higher degree of faith in the observed 
contextual measurements.
As far as the specification of neighborhood system Gi is concerned, the number of 
neighbors is an important factor affecting the computation speed. We define the neighbors 
of a given point as the points falling into a region around the given point. The size of the 
region is chosen such that the average number of points in the regions are eight. It should 
be noted that the neighborhood system can also be determined based on the concepts of 
Voronoi diagram and Delaunay triangulation [1]. Given a set S  of points in a plane, the 
Voronoi digram divides the plane into a number of regions such that each point p of the 
set is associated with a region defined by
region{p) = f^g^s~{p) dom{p,q) (5.13)
where dom{p, q) is the dominance of point p over point q defined by
dom{p,q) =  {x | 6{x,p) < <5(o;,ç)} (5.14)
in which 8 is the Euclidean distance function. Delaunay triangulation contains the edges 
connecting two points whose Voronoi regions share a common edge. The order-A: Voronoi 
diagram is the partition of regions such that any point within a fixed region has the same k 
closest points. The advantage of using Voronoi diagram and Delaunay triangulation to 
specify the neighbors is that no distance threshold is needed.
For the minimization process, the initial matching values (m) are set in a similar 
way as that in the experiments given in the previous section, that is, we generate initial 
matching values æ|^^(m) by setting x f \ m )  — p{di\xi{m)) followed by normalization in 
order to keep (m) in the range of 0 to 1. In addition, we chose the same temperature 
schedule as in the case of stereo vision, i.e., the temperature T  decreases 10 percent each 
time. The minimization process is started with temperature T =  0.09 with 25 iterations 
for each temperature. The process always terminates within 10 temperature settings.
We ran simulations using synthetic data to demonstrate the validity of the proposed 
approach and to quantify its performance under various noise levels. Two objects are ar­
ranged to be close in a 3D scene. Each object has twelve points. The first image is obtained
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simply by projecting two objects onto the image plane under orthographic projection. The 
second image is the result of rotating and translating each object independently, followed 
by an orthographic projection. Figure 5.7 (a) and (b) display two images respectively. Fig­
ure 5.7 (c) shows the superimposition of the two set points where unfilled circles denote 
first image points and black filled circles denote second image points. It can be seen from 
Figure 5.7 (c) that points of different objects are located very close to each other, which 
is a challenging imaging situation for multiple objects. Figure 5.7 (d) displays the point 
matching between the two images and shows that points move in various directions.
As synthetic data is used, we can not perform correlation to obtain the unary measure­
ment. Instead we simply set both p{di (m) ) and xf^ (m) to 1 /M,  where M  is the number 
of possible matches for given point i. With noise free synthetic data, the relaxation la­
belling method allows all points to be successfully matched as shown in Figure 5.7 (d). 
The performance of the algorithm was tested under various noise conditions. Random 
noise was added to image points in both views at various noise levels. The image size 
used was 512 by 512. A [0,k] uniform random noise is added to both x  and y  coordinates 
of the point location independently. Accordingly, the maximum perturbation of point lo­
cation is k^/2 pixels and the maximum error in relative location between two images is 
2k\/2 pixels. One hundred trials were conducted under each noise condition.
For comparison, we repeated the same experiments using a gradient based method for 
the minimization. The gradient based method is described as follows. Given the objective 
function Hc{x) to be minimized within the extended solution space, we first convert the 
constrained minimization into a unconstrained minimization by minimizing the following 
function
N  M
— Hc{x) + A ^ ( l  -  ^  Xi{m)y (5.15)i~l m=l
in which the second term is used to give a constraint of being the extended solution space. 
The parameter A was set by 1.0 in the experiment. We minimized the function Hu{x) us­
ing a gradient based method to find a local minimum near the initial estimate. We com­
pared the matching solutions obtained by the proposed relaxation method and the gradient 
based method. The quality of a matching solution is measured the percentage of correct 
matches because it is assumed that better optimization leads to better matching. Figure 5.8 
shows the percentage of correct matches yielded by the proposed relaxation method and 
the gradient based method, respectively. It can be seen that the proposed relaxation method 
achieves better matching result under each noise condition. It can also be seen that the
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percentage of correct matches decrease as the noise level increase; this is because adding 
noise can be anticipated to create many local minima of the function and even change the 
location of the global minimum.
To further test the proposed algorithm real images were taken in the laboratory using 
toy cars. Figure 5.9 (a) and (b) show two images taken by a camera at different time in­
stances while three cars moved independently between the two time instances. The corners 
used as matching features were selected by hand. Recall that we need at least five points 
for each independently moving object in order to establish the point correspondence. We 
chose seven, seven and six points for the three cars, respectively, as shown in Figure 5.9
(c). Figure 5.9 (d) shows the point correspondences. We used the same parameters as in 
the synthetic data experiment with noise condition k = 2.
We applied our method to the case of no null matching and found that all twenty points 
were successfully matched. It takes about 70 seconds for our method on a Sun-Sparc sta­
tion 10. In comparison, the gradient based method was also used under the same condition 
and it was found that several wrong matchings always occurred. This is because the gra­
dient based method is sensitive to local minima of the energy function. The robustness of 
our method was also tested in the case when null matching is involved. The situation of 
null matching was created by deleting one point in the first image or the second image. 
In the case of deleting one point in the first image, the resulting average number of mis­
matches is 1.75 with twenty trials. In the case of deleting one point in the second image, 
the resulting average number of mismatches is 2.20 with twenty trials.
5.4 Conclusions
Two structural matching problems have been considered to illustrate the theoretical devel­
opment of continuous relaxation presented in the previous chapters. The first problem was 
the stereo correspondence problem involving the identification of homologous linear fea­
tures in images obtained with two cameras of known relative positions and orientations. 
The second problem was the affine correspondence problem involving the establishment 
of affine point correspondences between two successive 2D images of moving 3D objects 
under orthographic projection. Experimental results were shown on synthetic data and real 
images. The proposed method performs well on different tasks and has the theoretical ad­
vantages previously mentioned, i.e. find unambiguous labelling via a deterministic search 
scheme.
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(a) (b)
(c) (d)
Figure 5.7: Synthetic Data: (a) viewl; (b) view2; (c) superimpose of two set of points, 
white points denote points of the first set and black points denote points of the second set; 
and (d) vectors denoting point matching
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Figure 5.8: Percentage of correct matches for different methods at various noise levels 
in which a [0,k] uniform random noise is added to both x and y coordinates of the point 
location independently, and the image size is 512 by 512.
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(c) (d)
Figure 5.9: Real Data: (a) viewl ; (b) view2; (c) superimposition of two set of points, white 
points denote points of the first set and black points denote points of the second set; and
(d) point matching result.
Part II
Optimization Approaches To 
Multi-frame Discrete Labelling And 
Image Interpretation
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In the first part of the thesis the theoretical basis and computational aspect of continuous 
relaxation for solving a discrete labelling problem has been addressed based on an opti­
mization framework. Attention has been focussed on the fundamental subject of structural 
matching between two images taken from two viewpoints. Apart from the two-frame dis­
crete labelling problem other classes of labelling problems are also frequently encountered 
in computer vision. In the second part of the thesis we will address other two labelling 
problems based on an optimization framework: the first one is a special three-frame dis­
crete labelling problem of establishing trinocular stereo correspondence and the second 
one is a mixed labelling problem of interpreting image entities in terms of cylindrical ob­
jects. The primary subjects of this section include the optimization formulations of these 
labelling problems and the computational aspects of solving the corresponding optimiza­
tion problems.
After the optimization formulation is obtained for a given vision problem, the success 
of the optimization based approach depends on the existence of computational methods 
for finding the optimum which corresponds to the desired solution to the vision problem. 
Since there does not at present exist any unifying computational method for all of what 
might be encountered optimization problems in computer vision it is necessary to develop 
appropriate optimization methods for solving particular types of vision problems. In this 
part of the thesis we will consider the application of simulated annealing to the trinocu­
lar stereo correspondence problem and the use of gradient based method for solving the 
mixed labelling problem of interpreting image entities. The motivations are based on the 
following considerations. Firstly, in trinocular stereo correspondence problem the desired 
matching result can be obtained by finding the global optimum of an objective function 
based on an optimization framework. Motivated by the demand of attaining the global 
optimum we employ the simulated annealing technique. Although it has been shown in 
the first part of the thesis that MFT can be used to approximate the solution of simulated 
annealing, we would like to gain experience of other optimization methods such as simu­
lated annealing for solving vision problems. Secondly, there is a need for real-time image 
interpretation in the practical vision systems, which means that computationally expensive 
stochastic methods such as simulated annealing are not suitable for achieving the task. On 
the other hand, the initial estimates in image interpretation are usually close to the desired 
solution. Therefore a local optimization near the initial solution is likely to be sufficient 
for the interpretation task.
Chapter 6 
Structural Matching in Trinocular 
Stereo Vision
6.1 Introduction
As was discussed in the previous chapter, two viewpoints cannot provide enough geomet­
ric constraints for establishing stereo correspondence. Matching uncertainty associated 
with binocular stereo vision is due to the limitation of available geometric constraints be­
tween two viewpoints; the only geometric constraint is the epipolar constraint and this 
allows the search for a corresponding image point to be reduced from the entire image 
space to its epipolar line; matching uncertainty arises when more than one point lies in the 
epipolar line of a given point. It has been shown in the previous chapter that the contex­
tual information from a prior knowledge source and observed measurements can be used 
to reduce the matching uncertainty. When the third viewpoint is available it is natural to 
ask whether the matching uncertainty can be resolved by fully exploiting geometric con­
straints inherent among three viewpoints.
Motivated by the fact that three cameras can provide two independent epipolai' con­
straints so as to reduce search space for point matching from 2D to a single point, i.e. the 
intersection of the two epipolar lines, many researchers [49, 50, 114, 115, 33, 36, 82, 91, 
105, 42, 2] have proposed several similar methods for establishing trinocular stereo cor­
respondence. Dhond and Aggarwal [23] discussed the compromise between the gain in 
accuracy of the point matching and the increase of computational cost due to the use of 
a third viewpoint. However, these trinocular stereo methods still involve the matching of 
endpoints or midpoints of line segments and thus are still sensitive to inaccuracy in the 
extraction of the endpoints or midpoints. In contrast to previous work, the work in this 
chapter attempts to develop a method for line matching by exploiting geometric constraints
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based on the orientation of line segments among three viewpoints. The reason for using 
orientation information is that such information about line segments is more reliable than 
the information about midpoints or endpoints of the line segments because occlusion ef­
fects or line fragmentation artifacts do not change the orientation of line segments. Since 
two viewpoints are not enough to provide an orientation based geometric constraint for 
line matching, the third viewpoint must be considered; this is the main reason for us to 
study line matching among three viewpoints.
This chapter is concerned with the exploitation of orientation based geometric con­
straints among three viewpoints as well as the development of a computational method for 
utilizing the orientation geometric constraints for establishing line correspondence. For 
the former two more direct geometric constraints are suggested based on the relationship 
between the orientation of lines in three distinct images; the first one is called the unary 
orientation constraint and it relates to three lines matched in three images while the second 
one is called the binary orientation constraint and it relates pairs of lines matched in three 
images. For the latter the correspondence problem of trinocular stereo is formulated as an 
optimization problem in which the global minimum of the objective function corresponds 
to the desired solution that best satisfies the unary and binary orientation constraints. Simu­
lated annealing is used for finding the global minimum of the objective function; a suitable 
generation mechanism is proposed in order to apply the simulated annealing technique. 
The early version of the work in this chapter was given in [116].
This chapter is organized as follows. In the next section the geometric constraints 
for orientation of lines among three different views are developed. In Section 6.3 the 
stereo correspondence problem is formulated as an optimization problem by embedding 
the unary and binary orientation constraints into an objective function. The simulated an­
nealing technique is then applied to find the minimum of the objective function. In Sec­
tion 6.4 experimental results are presented on both synthetic and real data to explore the 
characteristics of the proposed method.
6.2 Geometric Constraints in Trinocular Stereo Vision
In this section we focus on the development of geometric constraints in trinocular stereo 
vision. We start with the representation of geometric relationships between different view­
points, followed by the investigation of orientation based geometric constraints for estab­
lishing correspondence of lines among three viewpoints.
Each camera is described by the pinhole model. Given a point P  =  (æ, y, zY in the
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world coordinate system, its projection in the image plane p ~  (w, v) is expressed by
f  X \
yz
\  1 )
(6.1)
where P  =  {pij},i =  =  1, •••, 4 is the perspective transformation matrix
which includes the intrinsic and extrinsic calibration parameters such that
P  = 0
0
0 uo 
f/Sv Vo 
0 1
[ R f ] (6.20
where /  is the focal length, { u q , v q )  is the principal point, 3 ,^ Sy are the horizontal and ver­
tical pixel size, R  and f  are the rotation and translation from the world coordinate system 
to the camera coordinate system. In this chapter the notation of Kanatani [52] is adopted 
for representing points and lines as shown in Figure 6.1; an image point, which is the pro­
jection of a 3D point P  in the scene, is represented by the unit vector starting from the 
optical center and pointing to the 3D point P, and the unit vector is called the N-vector of 
point p; a line I on the image plane, which is the projection of a 3D line L in the scene, is 
represented by the unit vector normal to the plane passing through the optical center and 
the line L, and the unit vector is called the N-vector of line 1. The N-vector representations 
for points and lines in the image plane is unique up to a sign. In mathematical terms, the 
N-vector of a point (w, v) is given by
^  =  [(Pi -  ups) X {p2  -  % )] (6.3)
where the vector p* =  {Pii,Pi2 ,Pi3 Y, and the N-vector n of a line I is then simply given by 
the cross product of the N-vectors mi, mg of any two points which lie on the image line, 
i.e.
n = nil X 1712 (6/0
where a x b  denotes the cross product of vectors a and b.
When the third viewpoint is available as shown in Figure 6.2 in which Ci, Ô2  and C3 
are the three viewpoints, more geometric constraints can be obtained for line matching. 
Consider a 3D line L and its projections in the three images in which the three projections 
are denoted by the N-vectors ni, ng and n^. It can be seen that the 3D line L is actually 
the intersection of the three planes, each of which passes through the optical center of the
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m
C(cx,cy,cz)
Figure 6.1 : N-vector m representing a point p and N-vector n representing line 1 on the 
image plane I, where C is the optical center, P and L are the corresponding 3D point and 
line, respectively
camera Q  and has plane normal (i =  1,2,3) as highlighted using shading in Figure 6.2. 
In mathematical terms the three planes are expressed by the following equations
riixX -f r i iyy  -h n u z  =  ni •  Ci (6 5)
ri2 xX + n2 yV -t- U2 zZ =  n2 • C2 (6 .6)
n^xX 4- n^yV n^zZ = (6J)
respectively, where a • 6 denotes the inner or dot product of the two vectors a and h. The 
3D line L can be represented by a set of 3D points which simultaneously satisfy the above 
three equations (6.5), (6.6) and (6.7). Thus the task of studying the necessary and sufficient 
condition for three image lines ni, 7Î2 and 7Î3 to correspond to the same 3D line is now 
equivalent to that of analyzing the system of linear equations (6.5) to (6.7). Let us consider 
the coefficient matrix of the system
'IT'lx n i y n i z
ri2x ri2y n 2 z (&8)
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X m
n
Figure 6.2: Relation of a 3D line L with its three projections in three images taken from 
three different viewpoints
and the augmented matrix of the system
Tlly niz ni
M2z M2
3^y nzz M3
Cl
CgA (6.9)
Since no two viewpoints are coincident there are no two planes which are parallel or co­
incident, and thus, the ranks of the coefficient and the augmented matrix of the system of 
three planes must be at least two. On the other hand, since the three planes intersect to 
form a common line L the ranks of the coefficient and the augmented matrix of the system 
of three planes must both be two. Thus we obtain the necessary and sufficient condition 
for three lines n i, 7%2 and ns to correspond to the same 3D line is that the ranks of the coef­
ficient matrix and the augmented matrix of the system of three planes are both two; that is, 
the determinants of the coefficient matrix and all 3 x 3 sub-matrixes of augmented matrix 
must be zero:
Mix Mly Mlz
M2x M2y M2z =  0 (6 .1 0 )
MSx M3y M3z
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M l • C l M l y Mlz
M2 • C2 Tl2 y ri2 z = 0 (6T1)
M3 • Cs fl3y MSz
Mix M l • Cl M l z
M2æ M2 • C2 M2z = 0 (6.12)
MSz M3 • C3 MSz
Mix M l y M l •  C l
M2æ M 2 y M 2 •  C 2 = 0 (6.13)
M 3x M 3y Ms #Cs
Thus an orientation constraint can be defined based on the above equations (6.10), (6.11), 
(6.12) and (6.13) as follows:
fu{ni,n2,n3) =
Mix Miy IT'lz
M2x M2y fT'2z
Mgx M3y M3_2
_|_
+
0
Mix Miÿ Ml • Cl 
M2x M2y M2 • C2 
M 3x  M 3 y  M 3 •  Ô 3
M l • C l r i ly M lz
2
M ix M l • C l
M2 • C2 M2y M2z + M2x M2 #(?2
M s2 • Cs MSy M sz MSx M s
•  ( ? 3
(6.140
This new constraint is called the unary orientation constraint as it relates to the match of 
a single 3D line. This geometric constraint is viewpoint independent, as opposed to previ­
ously used similarity constraints which are only valid for the case that the angles between 
different viewpoints are small. This geometric constraint is obviously more robust than 
the epipolar constraint because it relies on the orientations of line segments rather than 
midpoints or endpoints of line segments.
It should be noted that the unary orientation constraint degenerates when one of the 
following cases occurs: (i) 3D lines lies in the plane passing the three optical centers Ci, 
C 2  and C 3 ;  (ii) 3D lines lies in the plane rotating by axis C 1 C 2 ;  (iii) 3D lines lies in the 
plane rotating by axis C 2 C 3  and (iv) 3D lines lies in the plane rotating by axis C 3 C 1  because 
some terms in equation (6.14) are always zero for their 2D projections. This is the main 
limitation of the proposed unary orientation. In practice we can avoid such circumstances 
by properly adjusting the looking directions of the three cameras.
By considering the geometric relation for a pair of matches, a further geometric con­
straint based on the orientations of line segments can be obtained. Let ftn, nji and M^ i be
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the three 2D lines in different image planes and they correspond to the same 3D line a. 
Let fii2 , fij2  and ftk2  be the three 2D lines in different image planes and they correspond 
to the same 3D line b. A  3D line can be constructed from two 2D lines in different view­
point images. For three views, there are two independent combinations of two 2D lines. 
For example, in order to reconstmct 3D line a from its three projections nn^flji and ftki 
we may use either {Hu, Hji) or {Hji,nki). Thus we can express 3D line a in terms of the 
cross product Hu x Hji or the cross product Hji x Hki. Similarly, 3D line b can be obtained 
either by the cross product Hi2  x Hj2  or by the cross product Hj2 x Hk2 - Let us consider the 
angle between 3D line a and 3D line b. The angle can be obtained by the dot product of 
3D line a and 3D line b. Since there are different expressions of 3D line a and 3D line b 
the angle can be computed in different ways. Because the angles computed using different 
combinations of 2D projections must be the same, a binary orientation constraint for line 
matching among three viewpoints can be defined as follows:
fb{{nn,Hji,Hki), {Hi2, Hj2, %))
=  [([Mil X Hji] •  [Hi2 X Hj2]) -  {[Hji X Hki] •  [M;2 X Hk2])f 
= 0
0&15)
This geometric constraint is called the binary orientation constraint because it involves 
pairs of matches. As with the unary orientation constraint this geometric constraint is also 
viewpoint independent and thus can be used for all viewing positions.
6.3 Correspondence Establishment Using Simulated An­
nealing
The unary and binary orientation constraints developed in the previous section are a type 
of local constraint in the sense of local dependence of possible matches. In order to es­
tablish correspondence which is the globally best for all possible matches, the unary and 
binary orientation constraints can be combined to specify an objective function in which 
the global minimum is the desired matching solution. The main concerns of this section are 
how to formulate the trinocular stereo correspondence problem in an optimization frame­
work and how to find the global minimum of the objective function.
Given three images taken from different viewpoints in which the numbers of lines are 
N i , N 2  and N 3  respectively, the correspondence of lines among the three views can be
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represented by a Ni x N2  x N 3 binary matrix V  in which an element of V  is defined by
where i, j  and k are the indexes of lines in three images respectively. Since a line in an
image can match at most one line in the other image, the matrix V  is constrained by the 
uniqueness constraint:
N i
' ^ v { i , j , k )  = lorO y j ,k  (6.17a)
i=l
N 2 j ,k) = 1 or 0 \/i,k (6.17b)j=i
Nz
'Y^v{i,j,k) ^  lor  Q (6.17c)
k—l
The correspondence problem of trinocular stereo vision can be formulated as the problem 
of minimizing the following objective function
N \  N 2 Ns
E{v)  =  E  E  E  «(». i- j, fc)
i —l  3 —I A;=l 
N \  N 2 ATg-+--^1 E  E E  '^i{iiJuh)v2ii2j2,k2)E2{ii,ji,ki,i2j2,k2)
Û =  1 j l = l  k i - l  *2,(t2ÿ6*l) 32ij2ÿ^jl) k2{k2^ky)
N i  N 2 iVg
- ^ 2 E E E c ( i , j ,  k)
i—l j = l  k=l
(6.18)
subject to the uniqueness constraint. In equation (6.18) the first term relates to the degree 
of satisfaction of the unary orientation condition, the second term relates to the binary ori­
entation constraint, and the third term is used to prevent the tendency of all v{i, j, k) tak­
ing zero values; and A2 are positive constants reflecting the relative weights of the three 
terms in the objective function. In our work the particular forms of Ei and E 2  are specified
by
k) = exp j  (6.19)
^ ( 4 ,71, ki,i2 ,3 2, 2^) =  exp j  (6.20)
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where ai and erg are control parameters set to values related to the expected variance of 
the values of the orientation constraints.
The minimization of function E{V) given by equation (6.18) is a difficult task since 
function E{V) is not convex and contains complicated local minima. In order to find the 
global minimum simulated annealing [53, 32] is applied in our work. As discussed in 
Chapter 2, simulated annealing is a stochastic algorithm in which state changes that lead to 
cost decreases are always accepted but local changes that result in a cost increase may be 
accepted with a small random probability, that is, the acceptance probability of a generated 
state is given by
r i  i f A E < 0P  ( accept) =  I
\  T  J
which is known as the Metropolis criterion and parameter T  is usually called the temper­
ature. This strategy allows the search to jump out of local minimum and asymptotically 
guarantees convergence to the global minimum.
Application of simulated annealing requires a mechanism for generating a feasible so­
lution. As far as the correspondence problem is concerned, a feasible solution refers to a set 
of candidate matches which satisfy the uniqueness constraint given by equation (6.17). We 
propose a generation mechanism which can be described as follows. Two sets of matches 
are defined: one is called the candidate set in which the matches satisfy the uniqueness con­
straint and the other is called the residue set which contains all remaining matches. At the 
beginning the candidate set is null and the residue set includes all hypotheses of matches. 
To generate an initial feasible solution, one match is randomly chosen at each time from 
the residue set and moved into the candidate set if it does not destroy the uniqueness con­
straint in the candidate set. By repeating such a procedure until no match can move from 
the residue set into the candidate set, the candidate set corresponds to an initial feasible 
solution. Similarly, the operation of generating a new feasible solution from the current 
feasible solution can be performed as follows. Randomly choose a match in the residue 
set and move it into the candidate set. If the uniqueness constraint in the candidate set still 
holds then the candidate set is a new solution. Otherwise, two choices exist: (i) randomly 
choose a different match to move to the candidate set and test the uniqueness constraint 
again; or (ii) keep the match and move some matches from the candidate set to the residue 
set until the uniqueness constraint in the candidate set holds. Either course of action is 
appropriate and in our experiments they were selected randomly with equal probability. 
Based on the above generation mechanism the minimization of function E{y) can be per­
formed using simulated annealing as follows
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(a). Generate an initial solution i — io with cost E{i)
(b). Set initial temperature T
(c). Generate a new solution j
(d). Compute the cost E{j). If E{j) < E{i) then accept j as the current solution i = j  
Else if exp > random [0,1) then accept j as the current solution i ^  j
(e). Repeat steps (c) and (d) until the percentage of accepted transitions is less than a 
prespecified threshold.
(f). Decrease the temperature according to a defined temperature schedule and repeat 
steps (c) through (d)
In order to enable the above algorithm to converge to the global minimum, the temper­
ature T  must decrease sufficiently slowly; there are several temperature schedules which 
work well in practice. In our work a simple temperature schedule in which the temperature 
decreases 10% in each step was chosen.
6.4 Implementation Issues and Experimental Results
Since simulated annealing is computationally expensive it is desirable to reduce the num­
ber of candidate matches before the minimization process. To achieve this goal prepro­
cessing was adopted in our implementation in which several techniques were combined 
to prune matches. Given three images taken from different viewpoints, lines segments are 
extracted as the image features for establishing the correspondence. Firstly, line segments 
which are collinear are grouped into a single line for the purpose on reducing the number 
of line segments. This grouping process has no effect in the proposed method because the 
geometric constraints used for matching are based on the orientations of line segments.
Secondly, the candidate matches are determined using some heuristics with the objec­
tive of reducing the solution space. These heuristics are based on the assumption that the 
transformation between different viewpoints is relative small. The heuristics used in the 
work can be described as follows. Given a line segment in the first viewpoint we search its 
corresponding line segment in the second and third viewpoints using the line similarity in­
formation, that is, the matched line segments must have similar lengths, similar orientation 
and similar locations. It should be noted that these heuristic are commonly used by other 
authors [76, 3, 75, 111, 46, 2]. These heuristics are applied with loose thresholds so that
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Figure 6.3: Overview of the proposed method
they throw out wrong matches but retain the subset that includes the correct matches. It is 
worth noting that the use of the heuristic constraints in our method is different from that 
in the existing methods because they are only used for discarding inadmissible matches 
in our method while in other methods they are used as the main geometric constraints for 
matching.
Thirdly, the candidate matches are pmned using the unary orientation constraint so that 
the size of the matching problem is further reduced. An overview of the proposed method 
is shown in Figure 6.3. As far as the choice of the parameters and A2 are concerned, in 
general there doesn’t exist a theoretical basis for analyzing the weight factors of them. An 
empirical process of trial and error was performed in the experiment and it was found that 
the unary and binary orientation constraints have the same relative significance. For exam­
ple, using only the unary orientation constraint or only the binary orientation constraint, it 
was found that roughly the same number of matched line segments were obtained. It also 
found that more matched line segments were obtained when both unary and binary ori­
entation constraints were used; this confirms the superiority of the use of both unary and 
binary orientation constraints.
In the following, experimental results are given to explore the characteristics of the 
proposed method and demonstrate its performance using both synthetic and real trinocu-
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lar images. The first experiment was performed to demonstrate correctness of the orien­
tation constraints as well as the ability of the constraints to tolerate noise from the image 
processing. Synthetic data was used for this purpose because it allows complete control 
of the characteristics which are to be measured. Parts (a), (b) and (c) of Figure 6.4 show 
synthetic images representing a corner of a laboratory. These images were processed by 
edge detection and line extraction. In our work we used the Canny edge detector [10] for 
edge detection and used the Hough transform algorithm presented by Palmer, Petrou and 
Kittler [83] for line extraction. The matching results obtained using the proposed method 
are given in parts (d) through (f) of Figure 6.4, where correct matches are shown via line 
numbers placed adjacent to the lines i.e. line number 1 in (d) is matched to line number 
1 in (e) and line number 1 in (f). All 15 lines are successfully matched. The computation 
time for these images was less than 1.5 minute of CPU. To test the robustness of the pro­
posed method synthetic image data was corrupted by adding uniform random measure­
ment errors to each of the three components of the original line N-vectors. The amount 
of noise added to each component was a constant fraction of the size of the component. 
Unary orientation constraint performance on noisy data under certain noise level is shown 
in Table 6.1. In order to analyze quantitatively the effective error in the energy due to un­
certainty in the unary orientation constraint, we obtain the following equation from equa­
tion (6.19):
which implies that the error A/„ needs to be compared with parameter oi. In the experi­
ment the parameter is set empirically by 0.8 because we do not know the accuracy of the 
measurements of /^. It can be seen from equation (6.21) that given à.fu and ui the degree 
of accuracy of energy change, i.e. {i, j, k)/Ei (i, j, k) can be determined. According
to the accuracy of energy change we can set the threshold of the stopping criterion in the 
simulated annealing.
In the experiments it was found that the binary orientation constraint has a fairly good 
tolerance on noise. The proposed method works reliably when noise is less than 5% which 
corresponds to a maximum deviation in orientation of 2.5 degrees. To analyze the mis­
matching of lines the global minimum of the objective function E{V) was calculated by 
hand and compared to the optimal solutions obtained in each optimization process. It was 
found that incorrect matches can generally be attributed to not having obtained a global 
minimum in optimization. This is because the presence of noise results in more local min­
ima, which makes minimization more difficult; despite the property of global convergence
6.4: Implementation issues and Experimental Results 93
(a )  v ie w p o in t  1 (b ) v ie w p o in t ! (c )  v ie w p o in ts
(d )  v ie w p o in t  1 (e )  v ie w p o in t ! ( f )  v ie w p o in ts
Figure 6.4: Syntactic Trinocular Stereo Data and Results
of simulated annealing there is no guarantee to attain the global optimum in a finite number 
of steps each time. The sensitivity to the accuracy of camera calibration was also tested; 
this was done by corrupting the coordinates of the viewpoints; it was found that the pro­
posed method works well when the relative error, i.e., the ratio of error of viewpoints to 
distance between viewpoints, is within 3%.
A second experiment was conducted to demonstrate the performance of the proposed 
method using real data supplied to us by [2] Ayache of INRIA in which the line segments 
were extracted using line detection based on a recursive line splitting routine. Three sets 
of trinocular stereo images were tested and the performance of the proposed method are 
shown in Figure 6.5, 6.6, 6.7 respectively. In each figure there are nine parts: parts (a), (b) 
and (c) show three images taken from different viewpoints; parts (d), (e) and (f) show the 
line segments extracted from the three images; parts (g), (h) and (i) show the correctly
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Matches
(i-j-k) A  A 7,noise(l%)* (2%) (3%) (4%) (5%) (6%)1-1-1 0.005 0.001 0.031 0.040 0.000 0.010
2-2-2 0.012 0.016 0.013 0.015 0.041 0.049
3-3-3 0.002 0.005 0.007 0.008 0.008 0.005
4-4-4 0.004 0.000 0.008 0.000 0.008 0.016
5-5-5 0.007 0.009 0.000 0.000 0.009 0.000
6-6-6 0.003 0.002 0.012 0.002 0.010 0.000
7-7-7 0.002 0.002 0.000 0.012 0.012 0.011
8-8-8 0.001 0.010 0.012 0.006 0.007 0.016
9-9-9 0.011 0.009 0.028 0.000 0.042 0.023
10-10-10 0.001 0.003 0.004 0.007 0.008 0.002
11-11-11 0.012 0.012 0.046 0.026 0.031 0.045
12-12-12 0.002 0.003 0.014 0.022 0.036 0.020
13-13-13 0.001 0.006 0.008 0.003 0.003 0.020
14-14-14 0.000 0.025 0.000 0.040 0.047 0.012
15-15-15 0.000 0.016 0.011 0.017 0.000 0.002
Table 6.1: Unary Orientation Constraint Performance on Noise Data. *a% denotes 
max(Aæ, Ay, Az) where x, y, z are the three coordinates of N-vectors, respectively.
matched line segments obtained by using the proposed method; parts (j) (k) and (1) show 
the incorrectly matched line segments; the remaining line segments which are not shown 
were not matched to anything. The computation time for these images varied from 2 min­
utes to 10 minutes depending upon the number of line segments to be matched. Table 6.8 
provides the comparison of performance of the proposed method with that of Ayache’s 
method [2]. It can be seen that the proposed method gets more matching lines than Ay- 
aches’s method. In the experiment a few mismatches were found. There are two sources 
for incorrectly matching of line segments. The first source is the inaccuracy of orienta­
tions of line segments. Examples may be the three incorrect matches indexed by 1-1-1, 
2-2-2 and 3-3-3 which are shown in Figure 6.5; it can be seen by a simple calculation that 
the three incorrect matches satisfy the unary orientation constraint respectively. The sec­
ond source for incorrectly matching is due to the inaccuracy of the grouping process, that 
is, some lines which are physically unrelated but accidentally collinear in one but not all 
views were incorrectly grouped as a single line segment. We can see that many incorrect 
matches which are shown in Figure 6.5, 6.6 and 6.7 are due to the errors in the grouping 
process. In practice, this type of error can be reduced by changing the threshold of the 
grouping process.
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(a) (b) (c)
(d) (e) (f)
(g ) (h) ( i)
-
t
V
r
Ü ) (k ) (1)Figure 6.5: Performance of the proposed method on real data of set 1 (see text).
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(a) (b ) (c)
(d) (e) (f)
(g ) (h) ( i)
(j) (k) (1)Figure 6.6: Performance of the proposed method on real data of set 2 (see text).
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(a) (b) (c)
(d) (e) (f)
(g ) (h) (i)
(k) (1)0)Figure 6.7: Performance of the proposed method on real data of set 3 (see text).
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Image sets
Number of Correctly Matched Line Segments
Proposed Method Ayache's Method
1 156 129
2 68 63
3 113 94
4 110 91
Total 447 377
Figure 6.8: Comparison of matching performance of proposed method with Ay ache's 
method where number of correctly matched line segments among 3 images, in which the 
result of Ay ache's method was kindly provided by Ayache.
6.5 Conclusions
In this chapter two orientation based geometric constraints, namely the unary orienta­
tion constraint and the binary orientation constraint, have been developed for establishing 
trinocular stereo correspondence of lines. Compared with the previously used geometric 
constraints, the proposed orientation constraints have the following advantages: (i) they 
are valid for arbitrary viewing positions whereas the previously used constraints for match­
ing lines are based on the assumption of similarity of viewing positions; and (ii) they can 
deal with occlusion and line fragmentation whereas many line based methods fail because 
calculated endpoints or midpoints of image line segments do not correspond to the corre­
sponding points on the 3D line.
The trinocular stereo correspondence problem has been formulated as an optimization 
problem in which the optimal matching corresponds to the global minimum of the objec­
tive function. Simulated annealing has been applied for finding the global minimum; a 
suitable generation mechanism has been proposed for the application of the simulated an­
nealing technique. Experimental results on both synthetic and real trinocular stereo im­
ages were provided. The characteristics of the proposed method has been explored in the 
presence of noise using synthetic data. It has been shown that the proposed method out­
performs Ayaches’s method on the real data.
Chapter 7 
Image Interpretation Using Multiple 
Knowledge Sources
7.1 Introduction
This chapter is concerned with interpreting image data in terms of 3D object models. This 
work is part of our attempts [117, 118, 120] to develop a generic vision system for pro­
viding a symbolic scene description and aiding understanding. The interpretation task in­
volves separating objects of interest from the background, inferring their locations and 
identifying them. This is a kind of labelling problems which involve a mixed label set, 
i.e. the label set contains the discrete labels indicating the object identities and the con­
tinuous labels indicating their 3D object locations. This problem is also known as model 
based object recognition.
The main stream of current methods for image interpretation is based on a single 
knowledge source [24, 44]. However, a reliable interpretation is not always achievable 
by using a single knowledge source. In order to simplify the interpretation task and im­
prove the interpretation performance, many attempts have been made to integrate multiple 
Icnowledge sources. In the context of image segmentation it has been demonstrated by sev­
eral researchers [64, 37,17] that the performance of image segmentation can be enhanced 
by combining multiple image attributes or cues. For the problem of estimating motion 
and structure from a monocular sequence of images, the integration of information in di­
verse cues such as lines, regions and optical flow is beneficial for achieving a reliable result 
[107]. However, little work has been carried out in the subject of interpreting image data 
in terms of 3D object models. In this chapter we are concerned with this subject with em­
phasis on 3D cylindrical objects. The reason for choosing cylindrical objects is that many 
objects in the real world are of cylindrical shape; many processes of manufacture such as
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turning or milling results in cylindrical objects.
In the literature much of work [13, 95, 113, 28, 69] focused on the inference of 3D 
information about curved objects from their occluding contours by employing geometric 
constraints which involve curvature information of the occluding contours. Most exist­
ing techniques for the extraction of curvature information rely on edge based detection of 
an object outlines and on the detection of curvature extrema. However, the extraction of 
the outline of object from image data can be unreliable due to the inaccuracy of the fea­
ture detection process. It is also difficult to estimate curvature extrema accurately from 
detected edge points, especially when they are not well connected. These difficulties as­
sociated with obtaining good edge data and estimates of curvature are the main obstacles 
for existing methods of recognizing curved objects. As far as model based recognition is 
concerned, the task can be achieved by the following two processes [6,14,27,7]. The first 
is known as hypothesis generation which generates object hypotheses from image data. 
The second is known as hypothesis verification which evaluates the model correctness for 
each object hypothesis. Due to the reasons mentioned above, it is always a difficult task to 
generate object hypotheses from image data using the single geometric cue derived from 
occluding contours. Thus it is desirable to combine multiple knowledge sources in order 
to overcome the difficulty.
In this chapter we aim to develop an approach to interpreting image data to find 3D 
cylindrical objects and their 3D locations using three knowledge sources: (i) the 2D re­
gions corresponding to hypothesized objects; (ii) a prior knowledge, namely the ground 
plane constraint, which states that the objects to be analyzed are located in a known plane; 
and (iii) the edge map corresponding to the occluding contours of the objects. The rea­
son for using these image cues is that they have complementary strengths and shortcom­
ings and thus an integrated use of them yields an improvement of the interpretation per­
formance. We integrate these three knowledge sources based on an optimization frame­
work. Since model based object recognition involves the fitting of models onto the image 
it can be naturally formulated as an optimization problem in which the recognition task 
is achieved by finding the best hypothesized object under a specified measure of fit. That 
is, hypothesis generation provides initial guesses for object recognition while hypothesis 
verification finds the best object hypothesis based on the measure criterion. We combine 
the 2D regions and the ground plane constraint in the hypothesis generation while we use 
the edge map in the hypothesis verification process.
This chapter is organized as follows. In the next section we describe three image cues:
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2D regions, the ground constraint and the edge map. We also discuss their strengths and 
shortcomings in achieving the image interpretation task. In Section 7.3, we present an ap­
proach to interpreting image data in terms of 3D cylindrical objects and their 3D locations 
by using the three image cues. In Section 7.4 we provide experimental results to charac­
terize the performance of the proposed approach. In Section 7.5 we conclude this chapter.
7.2 Descriptions of Individual Knowledge Sources
Before we proceed to address the problem of integrating multiple knowledge sources to 
find 3D cylindrical objects and their 3D locations in the next section, we first give a de­
scription in this section about the individual knowledge sources to be used. We use the 
following three image cues for the interpretation task:
• edge map
• region map
• ground plane constraint
These three image cues are derived from different sources and have different effects in the 
interpretation process.
First, the edge map of an image describes the locations of discontinuities of image in­
tensity. An edge map provides information about boundaries of objects since boundaries 
of objects produce a discontinuity of image intensity due to the variations in the reflectance 
of objects. In the literature many edge detectors have been proposed; a review of available 
techniques can be found in the textbook by Faugeras [24]. In this work we use the Canny 
edge detector [10] to obtain an edge map. The strength of an edge map is the accuracy in 
positional information about the discontinuity of image intensity. In general edge maps 
cannot perfectly indicate boundaries of objects because a discontinuity of image intensity 
may be caused by other sources such as shadows of objects and the texture of objects. An­
other difficulty is due to the problem of clutter affecting edge strings.
Second, the region map in an image represents the splitting or segmentation of an im­
age into regions which are homogeneous with respect to a given image characteristic. As­
suming that each object to be analyzed is of a uniform color, in the study we adopt color 
based segmentation technique. Color segmentation is the process of dividing the image 
into homogeneous regions using color information at each pixel. Color based methods for 
extracting object boundaries have an advantage over edge based methods in that regions
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belonging to the same object can be easily obtained by grouping. In the literature exist­
ing methods fall into two categories depending upon the grouping mechanisms involved: 
clustering [51] or recursive region splitting [81]. In our work we use a color segmenta­
tion technique developed by Matas, Marik and Kittler [73] which belongs to the cluster­
ing method. The method [74] reliably segments pixels belonging to different regions and 
provides us with a number of uniform regions that ar e hypothesized 2D regions.
Third, the ground plane constraint is a prior knowledge about the plane on which the 
objects are located. For the problem at hand, the ground plane constraint states that the 
3D cylindrical objects to be analyzed are placed on the tabletop in which the plane pass­
ing through the tabletop is known. Since the image data is obtained with respect to the 
camera coordinate system while the tabletop is known in the world coordinate system, the 
knowledge related to the ground plane constraint can only be derived when the camera cali­
bration is established. Camera calibration involves establishing the geometric relationship 
between 3D scene points and their corresponding 2D image coordinates obtained by the 
camera; the geometric relation permits identification of the 3D ray of scene points which 
could have produced a given 2D image point. The calibration parameters to be determined 
include the intrinsic and extrinsic parameters of the camera. The intrinsic parameters de­
scribe the optical characteristics of the camera while the extrinsic parameters describe the 
relative positions and orientations of the camera with respect to the world coordinate sys­
tem. Camera calibration is usually achieved using known 3D points as reference points. 
The problem of camera calibration can be formulated as an optimization problem minimiz­
ing the sum of the squared discrepancy between projections of 3D reference points using 
calibrated parameters and the actual corresponding image coordinates. An optimization 
based camera calibration method for estimating both intrinsic and extrinsic calibration pa­
rameters was implemented [118] based on the work of Tsai and Lenz [110]. This was used 
in the work to achieve the camera calibration. In what follows we assume that all the cal­
ibration parameters are known. Figure 7.1 shows the geometric relation between the 3D 
scene and 2D image plane. Given a 2D image coordinate m — (%, v) a ray which its cor­
responding 3D point M  must lies on can be determined when the camera calibration is 
established. If the corresponding 3D point is on a known plane, then the 3D point can 
be recovered by intersecting the ray into the plane. Without loss of generality we assume 
that the top of table is identical to the plane 2: =  0 in the world coordinate system, that 
is , the 3D point M  that is on the top of the table has the form as M =  (æ, y, 0)* with re­
spect to the world coordinate system. Assuming that the rotation R  and the translation T
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from the world coordinate system to the camera coordinate system are known, a one-to- 
one mapping between image coordinate m =  (u, v)* and its 3D point on the plane z = 0, 
M  = (x, y, oy, can be obtained as follows:
(7.1)
where wisa constant, /  is the focal length of the camera, Su and Sv are horizontal and ver­
tical pixel size units and (wq? ^o) is the principal point, are the elements of the rotation 
matrix R, and U are the elements of the translation vector T. In short, the ground plane 
constraint provides a one-to-one mapping between an image coordinate and its 3D corre­
sponding point in the known plane; thus it can be used to infer the 3D location of a point 
from its 2D projection.
7.3 Image Interpretation by Combining Multiple Sources
In this section we are concerned with image interpretation which involves interpreting im­
age data in terms of 3D models of cylindrical objects and their locations. We make an 
assumption that the objects to be analyzed are placed on a known tabletop. The image in­
terpretation problem can be viewed as a labelling problem in which each label is in the 
form as follows
ÜJ =  {d, c)^ C7.2)
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where d denotes the object identity and c denotes the object location. We model a cylindri­
cal object by its height h and two parallel circles (top and bottom) whose radii are denoted 
by p; accordingly, the object identity is represented by
d = {h,pY (7.3)
Since the objects are located on a known tabletop their 3D locations have only two inde­
pendent variables. Without loss of generality, we assume that the tabletop coincides the 
plane z == Oin the world coordinate system. Consequently, the object location can be 
represented by the center of the bottom circle, i.e.
c =  (c%; Cy) (7.4)
Notice that this is a mixed labelling problem in which dis a discrete label while c is a con­
tinuous label. Given a set of object models the number of object identities is detennined 
but the object locations vary in a continuous domain. Thus the label set contains infinite 
number of labels.
In what follows we aim to develop an integrated approach to solving the labelling prob­
lem by using three image cues: the edge map, the region map and the ground plane con­
straint. We divide the interpretation process into two steps. The first step is to generate 
3D cylinder hypothesizes by combining the region map and the ground plane constraint. 
The second step is to verify the 3D cylinder hypothesizes using the edge map based on an 
optimization framework.
In the first step, since the region map obtained using color based segmentation pro­
vides a robust segmentation of homogeneous regions, it is reliable to utilize the region map 
to generate hypothesized objects. Moreover, due to the symmetry property of cylindrical 
objects, hypothesized 3D cylindrical objects can be easily generated using hypothesized 
2D regions and the ground plane constraint. More specifically, given a homogeneous re­
gion its center can be easily determined. In the work the region obtained by color based 
segmentation is represented by a occluding boundary in terms of a set of 2D image co­
ordinates OB = {ui,Vi}. For each region a bounding box defined by four parameters 
Umax =  maxj Ui, Umin = miu* Ui, v^ax = Hiaxj Vi and Vmin = mi% Vi can be constructed. 
The center of the region can be approximated as The center of
the hypothesized 3D cylindrical object can be determined using the center of the region 
as shown in Figure 7.2. Using the known height of the hypothesized cylindrical object 
and under the assumption that the cylindrical object is on the table, the plane I I  that is
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Figure 7.2: The 3D-2D geometric relation of cylindrical object
parallel to the table top and passes through the center of the cylindrical object can be ob­
tained. Defining a world coordinate system such that its X  and Y  axes lie on the plane II ,  
the 3D point of the center of the hypothesized cylindrical object can be obtained from the 
center of the region using equation (7.1). Notice that the resulting 3D point is not exactly 
identical to the center of the hypothesized 3D cylindrical object, but it provides a good ap­
proximation in most case. It should be noted that the reason of seeking the center of the 
cylindrical object is to obtain the translation parameters of the cylindrical object. Since a 
calibrated camera is used the 3D position of the center of the cylindrical object can easily 
be determined from its 2D projection.
In the second step, the hypothesized 3D cylindrical object is projected onto the image 
plane and compared with the image data. Notice that the projection of a cylindrical object 
produces conics because conics are always projected onto conics by perspective projec­
tion. More specifically, suppose that a conic is represented by
(x ,y , l )Q { x ,y , l f  = 0 (7.5)
where Q is a 3 x 3 symmetric matrix representing the conic parameters and assume that 
the conic lies on a plane z = ax by c in the world coordinate system. The projection
7.3: Image Interpretation by Combining Multiple Sources__________________
of the conic on the image plane can be obtained as follows:
(7.6)
where k is an arbitrary nonzero constant and (3 is a 3 x 3 matrix given by
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which is known as the projective transformation between the plane which the conic Q lies 
on and the image plane. With a calibrated camera and prior knowledge that the objects to 
be analyzed are located on the table top, the projection of each hypothesized cylindrical 
object can easily be obtained and thus the projection of the whole hypothesized cylindrical 
object. The projection of a cylindrical object is modeled by its occluding boundary using 
a set of points which are obtained by sampling the computed occluding boundary with 
hidden boundaries removed. If the projected model occluding boundary is close to the 
detected occluding boundary based on color segmentation then this object hypothesis is a 
valid hypothesis to be further verified. Usually, the object hypotheses obtained by using 
color information and the ground-plane constraint have ambiguities, due to the inadequacy 
of the color segmentation process, in the sense that (i) for a given 2D region there may be 
false positive recognition hypotheses and (ii) there is uncertainty regarding the pose of the 
hypothesized 3D objects.
In order to remove the ambiguities, another independent information source, edges ob­
tained from the Canny edge detector [10], is used for refining and verifying the hypotheses 
since discontinuities of image intensity convey important information for object bound­
aries. The task is to evaluate how well the projection of the hypothesized 3D object fits 
the observed edge data. In our work an optimization principle is adopted for reducing this 
ambiguity and consequently two issues are addressed: the first is how to define the objec­
tive function in which the global minimum corresponds to the desired recognition solution 
while the second one is how to find the minimum of the objective function.
For the first issue, we attempt to derive an objective function that is a measure of fit 
of object boundary based on a maximum aposteriori formulation. The use of boundary 
representation for hypothesis verification is motivated by the following thoughts. In the 
first place, the boundary is sufficient to represent the set of cylindrical objects which are 
of interest, that is, different cylindrical objects can be distinguished by their boundaries. 
Second, focusing on the boundary is more computationally efficient than the analysis of
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the whole shape. After obtaining the hypothesized 3D cylindrical object the 2D contours 
are computed by projecting it onto the image plane. An objective function is defined in 
which both the prior knowledge about object location and the fit of model contours to the 
edge data are encoded.
For the second issue, a deterministic local optimization method is developed for find­
ing the optimum of the objective function. The deterministic local optimization method 
minimizes the objective function by means of a series of iterative search steps until a lo­
cal minimum is obtained. The use of a deterministic optimization method for our object 
recognition task is motivated by the following practical considerations. First of all, there 
is a need for real time object recognition in robot vision, which implies that computation­
ally expensive global optimization methods are not suitable for such a purpose. Second, 
the initial object hypotheses generated using color segmentation are usually close to the 
actual position, that is, a local optimum of the objective function near to the initial search 
point is likely to be the global minimum. Therefore, a local optimization method is likely 
to be sufficient for our recognition task. Once the best object hypothesis has been obtained 
then it can be determined whether it is a coiTect interpretation by checking the model ad­
equacy using a threshold. This process is necessary to prune out the false positives which 
occur when the object does not appear in the scene to be analyzed. An overview of the 
interpretation process is given in Figure 7.3.
Given the edge data e obtained from the Canny edge detector [10], the task is to find the 
most probable object and the optimal position which allows the best fit of model to the edge 
data. A Bayesian analysis is adopted for finding the optimal parameters. The Bayesian 
principle essentially states that the global mode of inference and decision should involve 
a prior information and observed measurements. For our problem the inference about the 
parameter w is based on the a posteriori probability P{(d\e), which is given by
p( wi ê ) = ( 7 . 8 )p[e)
where P(w) is the prior probability of taking parameter u, p{ë\üj) is the conditional prob­
ability, or likelihood, of the edge data given the hypothesized object, andp(ê) is the prior 
probability density of edge data. From a Bayesian perspective, the parameter uj may be 
determined by finding a parameter w which has maximum a posteriori probability, known 
as the MAP estimate
to* — argma,xp{ë\û})P{üj) (7.9)
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Figure 7,3: The overview of our method for recognizing 3D cylindrical objects
where p{e) is ignored for optimization since it is fixed for given observed edge data. For 
our problem the probability f  (w) represents the prior information about the object loca­
tion. In the previous section we have already used the ground-plane constraint for hypoth­
esis generation: this is a type of prior information about object location. Other types of 
prior information about object location include (1) objects are placed on the table thus the 
center of object C must be in a region depending on the table size; (2) particular objects 
have high probabilities of appearing in certain regions. The first prior information enables 
us to reduce the number of hypothesis while the second one may be encoded by the proba­
bility P(io). For a uniform prior, the MAP formulation reduces to the maximum likelihood 
solution.
Let us consider the derivation of the likelihood pe|w) for our model based object recog­
nition problem. We assume that the edge data e is a noise-corrupted projection of one of the 
3D object models in which the noise is independent and additive Gaussian with zero mean 
and standard deviation a. Given a 2D object hypotheses represented by a set of points of 
its occluding boundary, i.e.
5  =  {mi(0) =  =  (7.10)
where O denotes the object identity and the edge data represented by a set of points, i.e.
S' -  {m- =  (7.11)
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the likelihood is given by
Mêlw) =  (7.12)
where jW(m*(w)) € S' denotes the correspondence of mi{oj) in set S'. The form of the 
likelihood given by equation (7.12) is based on the assumption that the noise source is in­
dependent, zero-mean, additive Gaussian from point to point. Although there is in general 
no definitive evidence to confirm this assumption, a Gaussian model offers best approxi­
mation to the accumulated effects to various noise sources with unknown characteristics.
By substituting the likelihood into equation (7.9) and then taking the logarithm with 
the constant terms removed, the following is obtained
w* =  ar^ minE'(â;) (7.13)
where E{c0) is the objective function given by
1 NE{uj) = —  E  I|m^(w) -  M{mi{cj))\\‘^ -  lnP{u) (7.14)=1
In order to evaluate the objective function the correspondence between model points m  
and edge points m' must be established. For a given model point mi E S  its match point 
is defined as the closest point in set S', that is
M{mi{oj)) = m n  ||m^(al) — (7.15)
In order to simplify the minimization process, we adopt a two-step mechanism to find a 
local minimum of function E(w). That is, for given a 2D hypothesized region we first 
find the optimal location for each candidate labels
c* =  argm m E {^  (7.16)
And then we select a best candidate as the interpretation result, i.e.
d* ~  argmmE{c^,^) (7.17)d
However, the minimum of the objective function may not be the desired solution if there 
is no model object corresponding to the hypothesized 2D region. In order to deal with the 
case of false 2D hypotheses the model adequacy must be measured at the resulting min­
imum of the objective function. In our work the model adequacy is measured by simply
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checking whether the minimum value of the objective function is less than a threshold S; 
that is, for the minimum of the objective function, the recognition of fcth object is
confirmed according to
In theory the threshold ô may be determined by finding the distribution of the objective 
function E  based on the prior known distribution of noise introduced by the process of 
extracting the object boundary. However, the derivation of the distribution of E  is tedious 
in practice, and consequently, the choice of Ô in our implementation is based on empirical 
results.
The minimization of the objective function E isa  difficult nonlinear optimization prob­
lem and does not yield to a closed-form solution; thus iterative methods are considered for 
its solution. There is, of course, a large body of literature on methods for solving multidi­
mensional optimization problems. In this section the development of a local optimization 
method for minimizing the objective function E  is considered for the following reasons. 
First, real time implementation is needed for object recognition and this renders time con­
suming global optimization methods inappropriate for such an optimization task. Second, 
the initial object hypotheses generated by the proposed method are usually near the global 
minimum of the objective function E  due to the robust color segmentation of 2D hypoth­
esized regions and the accurate camera calibration for ground-plane constraint, and thus 
the local minimum is likely to be the global one.
For given edge data S', our task is to minimize the objective function E  with respect 
to the unknown object identity O and c = (cx,Cy). Inspection of the objective function 
reveals that the joint minimum with respect to parameters O and c =  (c%, Cy) can be ob­
tained by two successive minimizations respectively; the first one is with respect to param­
eter c =  {cx, Cy) for fixed parameter O and the second one is with respect to parameter O. 
As the second minimization is trivial by selecting the lowest minimum among the minima 
obtained from the first minimization, in this section attention is given to the minimization 
with respect to c =  (c%, Cy) for fixed parameter O.
The Iterative Closest Point (ICP) method has been recently proposed by Besl and 
McKay [7] and Zhang [125] for the registration of 3D shapes including free-form curves 
and surfaces. The ICP method is a local optimization method which is based on iterative 
local search. For the problem of free-form curves which involves the registration of a set of 
3D points in terms of a set of 3D model points, the ICP method involves repeating the fol­
lowing two search processes respectively. The first search process seeks the closest point
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from set S' for each point rrii G S, i.e.
C(rrii) = min ||mi -  m'|| (7.19)m '.es '
while the second search process computes the optimal 3D transformation between S  and 
S' that minimizes the sum of the distance between the matched point pairs, i.e.
{R*,f*) =  arg min ^  \\Rmi + T -  C(m%)|| (7.20)
r m e s
where R  and T are the rotation and translation between two sets of 3D points S  and S',
The rotation E  is a 3 x 3 matrix and the translation T is a 3D vector. It is well known that
a rotation matrix R  has only three degrees of freedom [44], which may be used to reduce 
the variables in the optimization.
The basic idea of the ICP method is the following. Given an initial solution guess, the 
ICP method finds the local minimum of the objective function by repeating the follow­
ing two iteration respectively: The first one finds the closest point G S' for each point 
TUi e S  while the second one finds the optimal Cx, Cy that minimizes the objective func­
tion based on the correspondence between S  and S', Since the objective function decreases 
at each iteration convergence to a local minimum is guaranteed.
For minimizing the objective function E, we apply the ICP method with some mod­
ifications. First, a method to reduce the number of incorrect matches between set S  and 
set S' is introduced. Because of the imperfection of the extraction of edges some model 
points in set S  may have not matched edge point in S', Therefore, for a given model point 
rrii E S  the closest point m'^  E S' determined based on equation (7.15) may not be a 
plausible match and its contribution to the optimization may lead to an incorrect result. In 
order to deal with such a problem a statistical analysis of direction vectors between pairs 
of matched points is made. For a given matched pair (m ,^ mj), the direction vector is de­
fined as a unit vector n{mi, m'^ pointing from rrii to mj. Under the assumption that the 
initial hypothesis is near to the global solution then the direction vectors for matched pairs 
should be similar. We compute the mean vector g. of the direction vectors. We reject those 
matches which direction vector is far away from the mean vector, i.e. |\n{rrii, m'^) 11 <  <5| | 
where ô is the threshold.
Second, the downhill simplex method is applied to find the optimal object position after 
the matches are determined. For iV-dimensional minimization, the simplex method per­
forms to make its way downhill through the TV-dimensional topography until it reaches an 
local minimum. It requires TV + 1 initial solution guesses. For our two-dimensional mini­
mization of the objective function with respect to the variable {Cx, Cy), an initial solution
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guess is available from the given object hypothesis and the other initial solution estimates 
can be obtained by perturbing the initial estimate alone X  and Y  directions respectively. 
The C routine of the downhill simplex method in the book of Press et al. [96] is used in 
our implementation.
7.4 Experimental Results
Experiments were conducted using several sequences of real images with a resolution of 
720 by 576 pixels. These sequences recorded a ’breakfast scene’ where there were many 
different roughly cylindrical objects such as milk-jugs, sugar-bowls and cups. Shown in 
Figure 7.4 is an example of the recognition of 3D cylindrical objects using the proposed 
method. Figure 7.4 shows the image; in the scene there are a milk-jug, a sugar-bowl, a 
cup with a saucer and a teapot. For recognition we used a model database which contains 
seven cylindrical objects; they are a milk-jug, a sugar-bowl, two cups with different sizes, 
a saucer, and two compound objects representing the cups with the saucer. The reason 
for using compound objects is to improve efficiency in recognition since it is very likely 
that a cup will be placed on a saucer. Figure 7.4 shows some of the models. Using the 
model based color segmentation method given in [73], six 2D regions and the correspond­
ing occluding boundaries are obtained as shown in Figure 7.4 (c). Figure 7.4 (d) shows the 
corresponding bounding boxes extracted from minima and maxima of the boundaries. As 
can be seen, each object in the image has been well segmented and small regions and holes 
were removed. With known camera calibration and the ground-plane constraint, 3D infor­
mation of the 2D regions obtained from color segmentation were recovered. We used the 
3D information such as radius and height as indexes to generate 3D hypotheses of objects 
from the model database. The biggest region and the smallest region shown in figure7.4 (d) 
correspond to a hand and a spoon respectively; they were rejected because their 3D sizes 
recovered are either too big or too small with respect to the model data. For each of the 
remaining four 2D regions two or three object hypotheses were obtained. For each object 
hypothesis the model object was projected into the image plane from the hypothesized lo­
cation. Hidden model contours were first removed and the contours were sampled as the 
model points. Figure 7.4 (e) shows the edge map extracted using the Canny edge detec­
tor. Hypothesis verification was performed by fitting the model points to the edges. Using 
the proposed local optimization method the 3D hypotheses were refined and the optimal 
recognition was achieved. The recognition result is shown in Figure 7.4 (f) in which rec­
ognized 3D cylindrical object boundaries are superimposed in which onto the image.
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The proposed method was tested on several sequences of real images, in total more 
than 200 images. The model database contains the six models mentioned above. It has 
been found that the proposed method successfully recognized all 3D cylindrical objects 
which were on the top of the table and in the model database, provided that the corre­
sponding 2D hypothesized regions were obtained by the color based segmentation pro­
cess. Shown in Figure 7.5 are the recognition results of the first test sequence in which 
parts (a) to (e) display the results of the 63-th, 77-th, 79-th, 80-th, 82-th and 90-th frames 
of the sequence. The interpreted cylindrical objects are highlighted in white in the images 
by projecting the interpreted 3D cylindrical objects into the images. It can be seen that all 
3D cylindrical objects on the top of the table were correctly recognized. The milk-jugs in 
Figure 7.5 (a) and (e) cannot be recognized because they were not on the top of the table; 
the milk-jug in Figure 7.5) (c) cannot be recognized because it was occluded and the 2D 
hypotheses region cannot be obtained using the color based segmentation method. On av­
erage in all the experiments, it takes less than 30 seconds on a SUN Sparc 10 workstation 
for the whole recognition process including the color segmentation. In order to visualize 
the locations of the interpreted 3D cylindrical objects, a graphical display of the 3D re­
construction of the scene at frame 90 is given in Figure 7.6 from different viewpoints, i.e. 
part (a) is from the camera’s view, part (b) is from the top view and part (c) and (d) are 
from two side viewpoints respectively. Compared with Figure 7.5 (e) it can be seen that 
the interpreted 3D cylindrical objects have reasonably good accuracy of 3D locations.
In the experiments it can be observed that although the object boundaries can be recov­
ered using either the Canny edge detector or the color based segmentation technique, the 
obtained object boundaries contain noisy segments and cannot reflect the exact boundaries 
of the projections of the 3D cylindrical objects. In these circumstances, the existing curva­
ture based methods for recognizing objects from occluding boundaries are not expected to 
obtain desired results because object hypotheses cannot be reliably generated using cur­
vature information from the imperfect boundaries. Therefore, it is desirable to fully ex­
ploit information of different sources in order to improve the recognition methods. This 
is the main reason for combining other available information, e.g. the ground plane con­
straint for achieving object recognition. The reason why the object boundaries obtained 
from color segmentation ai'e used for generating object hypotheses while the contours of 
Canny edges are used for verifying the hypotheses can also be appreciated in the experi­
ments. As shown in Figure 7.4 (b) and (c), the contours obtained from color segmentation 
provide good 2D regions which correspond to different objects but do not describe the ob-
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ject boundary accurately; in contrast, the contour segments obtained from the Canny edge 
detector give good information of object boundary since they are detected based on gra­
dient intensities, but it is difficult to group the contours into objects. Therefore, the 2D 
hypothesized regions obtained by the color segmentation are used in conjunction with the 
ground plane constraint to infer the 3D object hypotheses, and the Canny edges are used 
to verify the hypothesis by fitting the projection of the 3D object hypothesis into the edge 
map.
7.5 Conclusions
This chapter has addressed the problem of interpreting image data by using multiple 
knowledge sources. An approach has been described to interpreting image data as 3D 
cylindrical objects and their 3D locations. The approach uses three image cues: edge map, 
region map and the ground plane constraint. This is in contrast to most existing methods 
in which only a single knowledge source is used to interpret image data in terms of 3D ob­
jects. It has been demonstrated that an integrated use of multiple image cues significantly 
simplifies the interpretation task and improves the interpretation performance. Experimen­
tal results on real images were provided to characterize the performance of the proposed 
approach.
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Figure 7.4: An example of recognition using the proposed method, (a) an image of the 
scene; (b) models of 3D cylindrical objects; (c) occluding boundaries obtained by color 
based segmentation; (d) bounding boxes of the boundaries; (e) edge data obtained from 
Canny edge detector; (f) super-impositions of recognized 3D cylindrical objects on the 
image.
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(a) (b)
(c) (d)
(e) (f)
Figure 7.5: Super-impositions of recognized 3D cylindrical objects on the images taken 
from a sequence recorded a “breakfast scene”: (a) frame 63 (b) frame 77 (c) frame 79 (d) 
frame 80 (e) frame 82 and (g) frame 90.
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(a) (b)
(c) (d)
Figure 7.6: 3D reconstruction of the scene; (a) camera’s view, (b) top view (c) and (d) side 
views.
Chapter 8 
Conclusions and Future Work
The aim of the study has been to develop an optimization approach to solving labelling 
problems in computer vision. Attention has been mainly focussed on the theoretical basis 
and computational aspect of continuous relaxation for solving a discrete labelling prob­
lem. A special three-frame discrete labelling problem of establishing trinocular stereo cor­
respondence and a mixed labelling problem of interpreting image entities in terms of 3D 
cylindrical objects and their locations have also been addressed. In this chapter we would 
like to summarize the main contributions of this thesis and suggest the further work that 
may be based on the work in this thesis.
8.1 Summary
A theoretical basis for continuous relaxation has been provided. This includes (i) the for­
mulation of a class of discrete labelling problems as a continuous minimization problem in 
which the labelling solution is most consistent with a prior knowledge and observed mea­
surements; and (ii) an analysis of labelling unambiguity associated with continuous relax­
ation. For the former, the formulation differs from existing formulations in that it enables 
both the prior and observed contextual information to be utilized during the whole relax­
ation process. For the latter, it has been shown for the first time how to obtain a sufficient 
condition for a labelling formulation to ensure that a consistent labelling is unambiguous. 
The significance of this result lies in that it provides a theoretically sound justification of 
using continuous relaxation to solve a class of discrete labelling problems namely the dis­
crete MAP labelling. It should be noted that for any discrete labelling problem there may 
not exist a suitable objective function in continuous domain which has an unambiguous 
consistent labelling; that is, the optimization based approach cannot necessarily apply to
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any discrete labelling problem.
A continuous relaxation labelling algorithm based on MFT has been presented. The al­
gorithm has been constructed to approximate simulated annealing in a deterministic man­
ner. The novelty of the algorithm lies in the utilization of MFT technique to avoid stochas­
tic optimization for obtaining the global minimum of the objective function. The algorithm 
differs from the conventional continuous relaxation labelling algorithms in that it has a ca­
pability of finding the global optimum of a consistent labelling criterion while others only 
find a local optimum near an initial estimate of labelling. The algorithm also differs from 
the previous MFT based algorithms in that the algorithm uses MFT to construct a com­
putational method for solving a class of discrete labelling problems while others employ 
MFT to integrate out the effects of discontinuities in solving specific vision problems.
The viability of the proposed labelling formulation and the superiority of the proposed 
continuous relaxation labelling algorithm have been demonstrated by their applications to 
two structural matching problems: the establishment of binocular stereo correspondence 
and the matching of affine points between two frames. Experimental results were shown 
using both synthetic data and real images and algorithmic performance has been charac­
terized.
The problem of establishing trinocular stereo correspondence has been addressed. Two 
new geometric constraints based on orientation of line segments have been suggested to 
match the line segments obtained from three viewpoints, A method for matching lines in 
trinocular stereo vision has been presented based on an optimization framework, in which 
the the global minimum of the objective function corresponds to the most consistent la­
belling with respect to the orientation based geometric constraints and the global minimum 
is found using simulated annealing. Experimental results have been provided to confirm 
the superiority of the method relative to Ayache’s work.
A method for interpreting image entities in terms of 3D cylindrical objects and their 
3D locations has been presented. The method achieves image inteipretation using three 
knowledge sources: edge map, region map and the ground plane constraint. It is con­
trasted with most existing methods in which only a single knowledge source is used. Ex­
periments have been conducted using several hundred real images and demonstrated that 
an integrated use of multiple image cues significantly simplifies the interpretation task and 
improves the interpretation performance.
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8.2 Future Work
Based on the ideas and methods presented in this thesis further work may be conducted to 
investigate some issues which remain open in the work or to extend the work in order to 
deal with more complicated labelling problems in computer vision. In the following we 
briefly discuss some interesting future research work.
In Chapter 3 we have developed a labelling formulation which has an important fea­
ture of utilizing all available prior infoimation and observed measurements based on an 
optimization framework. Although the form of the objective function is derived in a theo­
retically sound manner, the determination of the weighting parameter p which controls the 
balance between the degree of faith in the prior contextual information and the observed 
measurements remains an open issue and needs to be further investigated. Indeed, this is a 
common issue in the MAP labelling formulation associated with MRF modeling [12,66]. 
In the study of relaxation labelling for solving the discrete labelling in image segmenta­
tion, the issue of determining model parameters associated with the objective function has 
been tackled [5, 62]. Since the formulations in [5, 62] are special cases of that presented 
in Chapter 3, it is of interest to investigate the possibility of generalizing the methods in 
[5, 62] to determine the parameter associated with the formulation in Chapter 3.
In Chapter 6 we have developed an approach to finding a consistent three-frame la­
belling in the trinocular stereo correspondence problem. Despite some success achieved 
in establishing the correspondence using the geometric constraints which exist in three 
frames, we have not made full use of the information contained in the three frames, i.e. 
excluding the contextual information corresponding to the inter-frame persistence. It has 
recently been demonstrated [101] that the inter-frame contextual information is useful for 
reducing the uncertainty in multi-frame discrete labelling. It would also be of interest to 
study how to combine the three-frame geometric constraints and the inter-frame contex­
tual information for establishing the trinocular stereo correspondence. In more general, it 
is worth developing a formulation in which various a prior information and measurements 
from all frames can be utilized to solve multi-frame labelling problems in computer vision.
Apart from the immediate research tasks mentioned above, an interesting topic for fur­
ther research is to develop hierarchical relaxation labelling techniques. It is well known 
that multi-grid techniques can improve significantly the convergence rate of iterative meth­
ods. The hierarchical approach has recently attracted several researchers. In the context 
of discrete relaxation, hierarchical techniques have been widely used to speed up the re­
laxation labelling process [19, 34]. Recent work of Hancock et al [38, 39] has provided
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the formal basis for hierarchical probabilistic relaxation and demonstrated its applications 
to edge labelling and the matching of road features. As far as continuous relaxation is 
concerned, the work presented in this thesis may be extended to develop hierarchical con­
tinuous relaxation. Preliminary ideas include (i) employing a hierarchical MRF model to 
represent hierarchical contextual information as in [34] and then relaxing the discreteness 
constraint to form an objective function in a continuous domain; and (ii) developing a MFT 
based continuous relaxation algorithm to find a consistent labelling in a resolution hierar­
chy. While the hierarchical formulation of a discrete labelling as a continuous optimization 
problem seems straightforward, the computational aspect of hierarchical continuous relax­
ation requires further study. It is expected to see interesting results from this direction in 
the near future.
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