. Number of frequency incidents, i.e., minutes spent outside 49.9 and 50.1 Hz, in the Nordic network [3] .
the Nordic network and it is still not fully up and running. However, it is likely that hydro power will be the main provider for AGC as well.
In the Nordic network the aim of LFC is set to keep the frequency within 49.9 and 50.1 Hz. However, during the last decades the minutes spent outside this band has been steadily increasing, as seen in Fig. 1 . According to Statnett, the Norwegian TSO, two of the main reasons for this is a heavier loaded network with an increasing amount of bottlenecks, which at times excludes some of the resources from participating in LFC, and also an increasing amount of uncontrollable production, such as intermittent energy resources [2] . The latter is especially important during night and summer, when there is less traditional production which can participate in LFC and balance out any unpredicted power imbalance.
Due to the development seen the last decades, there has been many suggestions to how power systems can be equipped to better cope with these challenges. In [4] it is suggested how wind generators can participate in LFC, while others concentrate on effective energy storage [5] , or how network loads can be included in LFC [6] . There has also been suggestions to new methods for executing LFC, such as including primary control in local decentralized generators [7] , or improving LFC by applying fuzzy logic [8] , sliding mode control [9] , internal model control [10] , and various PID tuning methods [11] .
Model predictive control (MPC) is another possibility for LFC which has received attention. In [12] MPC is used for controlling power flows in high voltage direct current (HVDC) links to improve LFC, and in [13] MPC is applied for building climate control to benefit LFC. MPC has also been used for preventing severe line-overloads in power systems. In [14] and [15] MPC is proposed as a special protection scheme aimed at preventing thermal overloads on network lines during emergencies. In [14] the MPC relies on a direct current (DC) approximation of the actual power flows, whereas [15] has added a thermodynamical model of the conductors and weather information to determine possible thermal overloads. In [16] a hierarchical MPC control scheme is suggested, where the upper-level controller finds the optimal energy schedule and the lower control level serves as a cascade mitigation corrective scheme in case of large disturbances. Also here the MPC relies on a DC approximation of the network power flow.
In this work MPC will be applied for AGC control of a larger power system, which is also the topic in [17] and [18] , but there the MPC is based on a model equal to the one used for simulation. In this work the MPC is based on a simplified equivalent of the full power system, and constraints on the generation capacity and generation rate of change are included, as well as constraints on tie-line power transfer capacities. A solution to how one can guarantee available transfer capacity on the tie-lines is also presented, and a proposal to how economy can be considered in the MPC and AGC decision making is included. Any participation from loads in LFC is omitted in this work, and hydro generators are the sole provider of primary control and AGC.
This paper is an extension of the work presented in [19] and [20] . In [19] a single-area model is considered and there is no model-plant mismatch, and in [20] this is extended to a two-area model with tie-line limitations. In [20] the MPC is also extended to take into account uncertainty in wind power production. This topic is not further addressed here, in part due to considerations related to computational complexity, but such uncertainty-aware intelligence can also, in principle, be included when the hourly set-points to the AGC are calculated (unit commitment); see for example [21] and the references therein. Such an approach would be compatible with the MPC-based AGC controller presented here. In this work, the implementation of slack variables are relevant in this context, as they enable the MPC to exploit back-off margins to important constraints to handle uncertainties.
The main contribution of this paper is the presentation of a complete solution to the LFC problem, where
• The participation factor of each generator is included in the optimization problem.
• State feedback to the MPC is achieved through a state estimator.
• A simplified power system model is used both in the MPC predictions and state estimation. The MPC will not function as an emergency protective scheme, but as an everyday LFC controller which corrects production set-points both during normal and more severe operating conditions. In other word, this is a scheme for frequency restoration. The paper analyses the technical solution without discussion of the market aspect of it. However, we believe that this could be implemented as an auction-based scheme similar to the present LFC implemented in the Nordic system.
II. MODELING
The implemented simulator of the Nordic power system is a reduced version of a model developed by SINTEF Energy Research [22] , where the placement of the generators and transmission lines reflects the real production and the most interesting bottlenecks in the Nordic power system [22] . The version implemented here consists of 15 hydro generators, 5 non-hydro generators, 21 composite loads, and 36 nodes. The placement of the generators can be seen in Fig. 2 .
A. Simulation Model
The simulation model is described by a differential algebraic equation (DAE)
where are the dynamic system states, the algebraic system states, the controlled inputs to the system, and the system disturbance.
1) Swing Equation:
For each generator , the generator dynamics are given by the swing equation
where is the rotor angle, the rotor angular velocity relative a reference frame, the inertial rotor angular velocity relative a reference frame, the angular velocity of this reference frame, the mechanical power produced by the rotor, the electrical power acting on the rotor, the inertia constant, and the damping coefficient. The internal voltage of the generator is , and is the complex conjugate of the current delivered from the generator into the network. In this work, voltage control is assumed to be much faster than the dynamics of interest, and is therefore not considered. Hence the internal generator voltages are assumed constant.
2) Turbine and Governor Dynamics: Because hydro turbines are the main provider for primary control in the Nordic network, and most likely will be the main provider for AGC as well, only the hydro turbine and governor dynamics are modeled in this work. The remaining generating units will produce a constant amount of power.
A simplified diagram of the hydro turbine and governor dynamics are given in Fig. 3 . They are modeled as the nonlinear model of [23] , usually denoted HYGOV, and has the states , and . The valve opening is , and is the valve opening set point provided to the generating unit by the TSO. Given a large power system consisting of generators, where of these are hydro turbines, the total system dynamics can be written as (1a) with , and , where and . In total dynamic states, and controllable inputs.
3) Network Current Equation:
The current flow in the network is found using the internal node representation. Defining all currents as positive into node , Kirchoff's current law for each node gives (3) where is the current delivered from generator the load current from load the systems admittance matrix at position the voltage at node , and the number of nodes in the network. The current injected from generator into node is (4) where is the generator transient reactance. The active power load at node is modeled as a constant current and the reactive power load as a constant admittance , such that the total current from load is (5) Combining (3)- (5) gives an equation with two unknown: and , the magnitude and angle of the nodal voltages, respectively. This makes up the algebraic system (1b), with a total of algebraic states , where . The disturbance in the system is the absolute value of the active load current, .
B. Prediction Model
The model presented in the previous section is a large and complex model, and in many cases it can be both sufficient and beneficial to consider a smaller, simplified power system model. One example is the prediction model (PM) used in an MPC. To find this PM, the larger model of the previous section is first divided into areas connected to each other by tie lines. The states, inputs and disturbances of the PM are defined as , and . These are all given relative an initial steady state where the power supply and demand in the system are balanced, both with regards to active and reactive power. This initial steady state is also used for linearization points when this is needed.
The dynamics affecting the frequency response of a power system are relatively slow, and neglecting the fast dynamics reduces the complexity of the model [1] . The nodal voltages and the electromechanical dynamics of the swing equation are considered to be fast dynamics, and can therefore be neglected. The dynamics of area , including the generators, can in this case be represented by one single differential equation [11] (6) where is the deviation from the nominal frequency the total change in mechanical power from primary control and AGC combined, the total change in load power, the change in total power flow from the area on all its tie lines, and the inertia of the rotating masses of the area. The change in total tie-line power flow from area is [1] ( 7) where is the local frequency in area , and the synchronizing torque coefficient between area and . The frequency deviation of the entire system is defined as (8) The equations for the hydraulic turbines and governors can be simplified by modeling all the hydraulic power stations of an area as one aggregated hydraulic turbine and governor. The dynamics of the turbine can in turn be represented by a linearized version of the nonlinear model used in the simulation model. This gives the following dynamic equation for the aggregated turbine of area
where is the water starting time, and and the change in valve opening and water flow rate from and , respectively. When modeling the aggregated governor, one of the time constants can be neglected, as it is several times smaller than the others. The resulting governor dynamic equations for area are
where and are the transient and static droop coefficients, and time constants, and saturations. Depending on the number of areas , the simplified system is represented by one differential equation (11) which consists of dynamic state variables controlled inputs , and disturbances , where , and . The bar notation represents the simplified system states, inputs, and parameters.
III. CONTROLLER

A. Control Problem
The main task for the LFC is to maintain frequency stability, which means keeping the system frequency at a desired level when changes in generation or load appear. This is done by adjusting the produced power so that it always matches the system load . Maintaining this frequency stability also includes avoiding bottleneck congestions, and staying within other system bounds. In addition to this main control task, another incentive is to keep the costs associated with LFC at a minimum. Lowering the use of all resources are important, however, the cost of primary control is often higher than AGC, and lowering the use of primary control by keeping the frequency closer to through use of AGC is desirable. When using AGC, the TSO has to pay more per delivered MWh the more they require the AGC-participating generators to deviate from the initial hourly set point. This means that keeping the input in the prediction model as close to its hourly set-point value as possible will minimize the costs of AGC.
B. MPC
MPC is a framework for advanced control that has seen widespread use, especially within chemical process industries, and it is believed that the optimizing and constraint-handling nature of MPC makes it suitable also for frequency control. MPC uses a model of the system to predict how it will behave in the future, and then optimizes the controlled input with regards to an objective function measuring predicted performance. Mathematically, it can be formulated as a continuous time optimal control problem on the form (12a) subject to (12b)-(12d) [24] (12a)
where are the system states, the controlled inputs, the predicted disturbances, and the control objective function. Fig. 4 shows the basics of how an MPC works. The idea is to solve an optimization problem at each time step to find the optimal system input over a fixed time horizon with respect to the objective function , and then apply the first element of as input to the system. The loop is closed by the measurements , and a state estimator is also included as the MPC needs knowledge of the entire state vector .
C. MPC Design for AGC
An MPC will be applied for AGC in this work. The MPC will be based on the prediction model (PM) of Section II-B, and it will control the Nordic power system represented by the simulation model, from now on referred to as the plant replacement model (PRM), of Section II-A. This means that there is a natural model-plant mismatch between the PRM and the PM, which always is the case when applying MPC in real-world situations.
The control of, and contribution from tertiary control is omitted in this work, as it is manually operated.
The MPC implemented here is a centralized MPC (CMPC), i.e., it is based on a model of the full system and it controls all the controllable inputs to the system. An alternative approach would be a distributed MPC (DMPC) where separate MPCs, based on single-area models, would be responsible for controlling each area. A natural choice of areas could then be by country or by control area. There are several examples where DMPC has been applied for LFC, such as [25] and [26] , and the main benefits of distributed control are smaller optimization problems for each MPC, hence shorter optimization time, and less demands for communication. This is very beneficial when considering large power systems, such as in continental Europe or North America. The main drawback of DMPC is that it may result in poor systemwide control performance if the subsystems interact significantly [25] , which is the case in most power systems. When considering the Nordic power system it is important to keep in mind that it is quite small compared to the Central European system or the Eastern Interconnection in North America, and it is mainly Norway and Sweden which supply primary FC and AGC through hydro power. This means that in this case there is not that much to gain by distributing the control when it comes to optimization time, especially when considering that the CMPC presented here is based on a simplified model with a rather small amount of optimization variables. In addition to this, using a DMPC would complicate the tie-line constraint handling, which is an important feature of the presented controller.
The saturations in (10) are nonlinear, implying that we have nonlinear equality constraints (12c), and nonlinear MPC (NMPC) must be used. For the same reason, the optimization problem in (12) is non-convex. The continuous time optimization problem (12) in the NMPC is solved with direct methods, that is, it is discretized and transformed into a nonlinear program (NLP) [24] using collocation and the Casadi framework [27] . The limitations included in the MPC are limitations on the generation capacity and also on the generation rate of change. In some of the examples of Section IV, limitations on the tie-line power transfer are also included.
1) Including Participation Factors in MPC:
In the PM, there is one input for each area of the system. This leads to optimal inputs from the MPC:
, where . These inputs will then be distributed to the hydro generators of each area by individual participation factors . As described in Fig. 5 ( 13) where and is the number of hydro generators in area . Bear in mind that . However, each of the inputs have individual constraints, and in order to be able to account for each of them in the MPC, the participation factors are included as optimization variables in the MPC. In this way, individual constrains on generation and generation rate of change for each hydro generator can be included in, and accounted for by the MPC. It also allows for greater flexibility and better use of the MPC's strengths on coordination of multiple inputs. This is however at the expense of a larger optimization problem. With this modification, the PM now has dynamic states, optimization variables (controllable inputs), and disturbances. 
2) Including Economics in the MPC:
One of the obvious opportunities of an MPC is to include the pricing of AGC in the objective function. Economic MPC refers to an MPC where the objective function is an economic profit function, often linearly dependent on state and input [28] , as opposed to the more widespread quadratic objective function: (14) Some previous work has focused on the use of economic MPC for LFC, such as [29] . In this work however, (14) is used, and pricing is included in a quadratic manner through the matrix by multiplying the price of activating AGC in each generator, , with the diagonal terms of . This will not give a direct link between money spent and objective function, as in an economic MPC, but it will provide good knowledge to the MPC about which generators that are more economic to use.
3) Using Slack Variables to Avoid Bottlenecks:
Giving the MPC constraints on the tie-line power transfer will result in a fulfillment of the transfer limit, but the MPC won't care if it reaches the limit and stays there. During normal operating conditions it can however be beneficial to keep a certain amount of power transfer available, if a more severe situation were to happen. This is something that might be solved by using slack variables in the MPC. Slack variables are often used to avoid infeasible solutions in an MPC by "softening" some of the state constraints [30] . The slack variable , which must be positive, is added to the constraint which is to be softened, and it is also added to the optimization variables.
(15a) (15b)
In order not to use the slack variable unless absolutely necessary, use of is penalized in the objective function (16) In this way, the constraints are allowed to exceed zero in severe situations. In (16) , is linearly included in the objective function, and we have what is called exact penalty, which means that as long as is large enough, the constraint will not be violated unless there is no feasible solution to the original problem [30] .
Such slack variables can also be used to achieve two levels of severity on the tie-line limitations. One for normal operation, and one for severe cases. The original constraints on the tie-line power transfer is set so that there still is available transmission capacity for emergencies. These are then implemented as soft constraints through the use of slack variables . The choice of compared to and in the objective function will then determine when the MPC finds it best to use the emergency transfer capacity. In order to achieve an absolute maximum limit on can be limited accordingly (17) where is the absolute maximum limit.
D. State and Parameter Estimator
The MPC needs knowledge of the entire PM state vector . In this work, we have assumed the PRM measurements to be . From this, an extended Kalman filter (EKF) [31] based on the PM is used to estimate the PM state vector and disturbance .
IV. CASE STUDY Based on the information given in the first paragraph of Section II, the PRM (1) has a total of 100 dynamic states, 72 algebraic states, 15 controllable inputs, and 21 disturbances. This system is then divided into two areas in the PM (11), hence . Area A covers South Sweden and Eastern Denmark, and Area B covers Norway, North Sweden and Finland. Between the two areas there is a tie line which represents the total power flow between the areas. In total the PM has 10 dynamic states, 15 controllable inputs, and 2 disturbances, which is a considerable reduction from the PRM. In both the PRM and the PM, the AGC control signal is dispatched every 10 s.
A. Tuning the MPC
The main tuning variables of the MPC are the prediction horizon , and the objective function . The objective function is set to (18) The matrices and are tuning matrices, where is real, symmetric and positive semidefinite, and is real, symmetric and positive definite, while is a tuning vector containing elements greater than or equal to zero. The non-zero elements of are chosen as , where . This choice of originates from punishing deviation in overall system frequency (8) . The matrix is given as , where is a vector containing the hydro generators' base rating and is a vector containing the price of activating AGC. By including in , the actual produced power from each power plant is included in the objective function, and not only the per unit-based , and there is also the possibility of including pricing information through . The use of primary control is driven by , so lowering the frequency deviation will also lower the use of primary reserves.
As mentioned in Section III-C3, the choice of compared to and decides when the MPC will find it beneficial to break the constraints. In this work, slack variables are included for the tie-line between Area A and B, which means that is a vector of dimension 2. The tuning of differs in the examples given in Section IV-C, depending on whether we want to achieve exact penalty or a two-level tie-line limit. The exact value of will therefore be stated for each case.
In order to match the control signal dispatching in the system, the MPC was set to have a time step of 10 s, and the optimization horizon was chosen to be 3 min, a decision based on a compromise between system time constants and complexity.
B. PI Controller
The presented MPC will be tested against conventional PI controllers, where one is situated in each of the two areas. The control signal from the PI controllers are distributed to the hydro generators through the participation factors , which are constant. The PI controllers are tuned based on the SIMC method presented in [32] . In order to compare the two controllers, a control performance measure (CPM) is applied. It basically measures the average frequency deviation, and it is calculated in the following manner: First, is averaged over windows of 30 s to filter out fast fluctuations. Second, the CPM is found by again averaging over all these windows. This CPM is inspired by the CPS1 and CPS2 performance criteria used by the North American electric reliability corporation (NERC) [33] .
C. Simulation Results
In Case A-C, the AGC pricing is equal for all generators, and so that exact penalty for the slack variables are achieved. Hence there is no two-level limit for the tie-line in these cases. 
1) Case A:
The change in production set point takes place on the hour in the Nordic power system, while the changes in power demand happens during the hour [2] . This leads to large frequency deviations at these hourly set-point changes. In Case A, such a situation is recreated, and Fig. 6(a) shows how changes continuously over the hour from 06:30 to 07:30, while changes in smaller steps over 15 min at 07:00. Fig. 6(c) and (b) shows the resulting frequency response and the deviation in from , and Table I displays the CPM and reserve usage. From Fig. 6(c) , it is seen that the MPC manages to keep the frequency closer to 50 Hz than the PI controller, and this is also supported by the CPM in Table I . The reason the MPC performs better than the PI controller is that the MPC is able to take the actions of the primary controller (governor) into account when planing the optimal input. This results in a better cooperation between primary control and AGC, as seen in Fig. 7 . The MPC is much less aggressive, which results in a lower frequency overshoot. From Table I it is seen that the PI controller uses less AGC than the MPC. This is because the MPC in this case has to use more AGC than the PI controller to lower both the CPM and the use of the more expensive primary control reserves.
2) Case B: In Case B, the disturbance pictured in Fig. 8(a) is imposed on the system, and in addition it is assumed that there is an upper limit of 300 MW on the tie-line power transfer from Area A to Area B. This limit is included as a constraint in the MPC. In a PI solution, such limits would be fulfilled by the TSO through pricing, but this is not included here since such a solution is not automatic and hence not part of the automatic AGC control. Note that the Nordic system has a common market, hence there is no control of the tie-line power transfers. The only issue of interest is that they keep within their limitations. In this example, the disturbance is generated using the same method as in [34] , hence it is more realistic and fluctuating than in Case A.
In Table I it is seen that the MPC performs better than the PI controller according to the CPM, and as seen in Fig. 8(b) the PI controller eventually violates the tie-line limit whereas the MPC does not. This illustrates how the MPC is able to take into account tie-line limitations in the network in an automatic manner, which is not easily done with a PI controller. Fig. 9(a) shows how the MPC initially lets Area B cover most of the power imbalance (since Area B has more available resources than Area A), and then switches to use more of the resources in Area A and less in Area B once the tie-line limit is reached. In this way, the MPC is able to fulfill the tie-line limit. From Fig. 8(b) it is seen that with the PI controller it takes longer time for the tie-line power transfer to reach its limit. This is because the PI controller divides the responsibility of covering the power imbalance equally between Area A and Area B, as seen in Fig. 9(b) . Eventually, Area A needs so much help from Area B, that the tie-line limit is violated. From Table I , it is seen that the MPC actually uses less of both primary control and AGC to achieve better results, with a decrease of respectively 2% and 8%. The use of primary control is much higher in this example due to the fluctuating nature of the disturbance.
In this specific case, the fact that the PI controller divides the load equally between Area A and Area B has the positive effect that it takes longer before the tie-line limit is violated. However, there are disadvantages connected to such a rigid allocation. In this specific case there are less available resources in Area A, and the equal load sharing between Area A and B leads to a higher percentage of the available resource being allocated in Area A than Area B. This is not always optimal, and as seen from the example the PI controller uses more resources, and hence money. In general, a rigid allocation also leads to the controller being less able to adapt to individual cases, since each case is treated equal.
3) Case C: The MPC should also improve frequency stability during normal operating conditions, and in order to compare the performance of the MPC against the PID, a Monte Carlo simulation is performed, where disturbances based on random numbers are imposed on the system loads. These disturbances are smaller in size compared to the previous examples, so that they resemble normal load variations. The average numerical results from 200 simulations can be seen in Table I . It shows that the MPC uses less resources than the PI controller, especially AGC which has a decrease of 7%. This demonstrates that there is potential for reducing the expenses associated with both primary control and AGC during normal operating conditions. Table I also shows that the MPC performs better than the PI controller, according to the CPM. The PI controller does however perform close to the MPC, which supports that it is tuned reasonably.
4) Case D:
In Case D the potential of including pricing information in the MPC is illustrated. The slack variables still have exact penalty, while is changed so that there is a difference in the AGC pricing of the generators. This is illustrated through a situation where a generator in South Sweden suddenly is disconnected. It is first simulated without there being any economic difference between the generators, then information is added to the MPC that using AGC from the generator at node 5500 is more expensive than the other generators. In Fig. 10 the total use of and the use of in generator 5500 is depicted, and it shows that the MPC lowers the use of AGC from generator 5500 [ Fig. 10(b) ]. Fig. 10(a) shows that the total amount of activated resources stays approximately the same, hence most of the shortage from generator 5500 is covered by the less expensive generators. This is of course a simplified example, however it shows how the MPC can include pricing information in an automatic manner when executing AGC. This is something which would be difficult to achieve with a PID controller without interference from the TSO.
5) Case E:
In Case E, is again equal for all generators, but now and a two-level limit on the tie-line power transfer is included. The situation where a generator in South Sweden is disconnected is again used to illustrate the idea. The soft transfer limit from Area B to Area A is set to 400 MW and the hard transfer limit to 800 MW. As seen from Fig. 11 , the MPC allows the -limit to be violated for a couple of time steps. This is because it in total gives a better system behavior, both with regards to frequency response and use of AGC. However, the MPC will bring back to the soft transfer limit after the situation has calmed, and the clearance up to the hard transfer limit is restored.
V. DISCUSSION
The simulations presented in Section IV-C show that the presented MPC works in a satisfying manner. The PM in the MPC is a smaller and simplified version of the PRM used for simulation. This causes a model-plant mismatch, which the MPC is robust against. An EKF is used to estimate the PM states and disturbance, hence it adapts the PM to the PRM and through this it helps the MPC deal with the model-plant mismatch. There is not given a measurement or direct information to the MPC about the PM system disturbance , it is only estimated using the EKF, which then is applied as the future when predicting the system behavior.
The simulations still show that the MPC is able to both perform better than the PI controller, and to do so using less resources. In addition the MPC is able to take into account system limitations such as limitations on generator capacity, generator rate of change, and tie-line power transfer.
One of the reasons that the MPC is performing well is that it is able to take into account the actions of the governor, and coordinate the inputs with regards to this. In addition it can coordinate the inputs with respect to each other in a more flexible manner than the PI controller. It is also able to use the information from the disturbance estimate to plan ahead.
With the computer and software used here, the MPC based on a two-area PM keeps well within the range of the real time requirements, with an average optimization time of less than 10 s. As an example the maximum and average optimization time for Case B in Section IV-C2 is 0.73 s and 0.66 s, respectively. It is therefore believed that it will stay within these requirements if the PM is augmented to more than two areas.
VI. CONCLUSION An MPC based on a simplified system model is used for AGC in the Nordic power system, represented by a larger, more complex simulation model. Both descriptive examples and extensive simulation has shown that applying MPC to AGC can lead to both better control performance as well as a reduction in use of reserves, which again will reduce the costs associated with LFC. Ideas to how MPC can be applied to include economics in the AGC as well as methods for ensuring tie line capacity, are also presented.
The work presented here shows some of the benefits an MPC can provide with regards to LFC, such as flexibility and coordination between multiple inputs, taking into account system limitations, and exploiting knowledge about the disturbance acting on the system. All of these are qualities which could help in bringing about a more flexible AGC which is able to deal with the challenges that power networks are facing. It is also the authors' opinion that since the prediction model in the MPC is a significant reduction of the plant replacement model, it is reasonable to believe that an MPC-based solution for AGC could work in a real situation.
