In this paper, we propose the alignment of trees as a measure of the similarity between two labeled trees. Both ordered and unordered trees are considered. An algorithm is designed for
I. Introduction
In many fields such as RNA secondary structures comparison, syntactic pattern recognition, image clustering, genetics, and chemical structure analysis, one often faces the problem of finding the similarity of two labeled trees [5-7,9,10,12,13,15]. For instance, the comparison of ordered trees is very useful in the study of RNA process [6] and construct taxonomy trees [I I], The comparison of unordered trees has appl~tions to the mo~holo#cal problems arising in genetics (e.&, determining genetic diseases based on ancestry tree patterns) and other fields [12, 13, 15] .
As in the case of sequence comparisons, there are many ways to mc~sure the similarity between two trees. For instance, one could use the largest common subtree, the smallest common supmree, tree edit distance, and the transferable ratio between two trees to describe the degree of similarity [4, 5, 9 ,1 !, 14, 16] . Although edit distance and transferable ratio are both sensible measures of the distance between RNA secondary structures [5, 9] , each of them only represents a certain approximation of the true functional similarity, Thus, more realistic and feasible measures would be of interest. Here, we introduce the notion of alignment of trees as another measure of similarity of labeled trees. The notion is a natural extension of alignment of sequences to tvv;cs.
An ordered tree is a rooted tree in which the children ofeaeh node are ordered. That is. ira node has k children, then we can designate them as the first child, the second chgd, and so on up to the kth child. An unordered tree is a rooted tree in which the children of each node are unordered, i.e., they arc viewed as a set.
Let us recall the definition of an insertion operation in tree edit [14, 17] , Let T be an ordered (or unordercd) tree. Inserting a node u into Tmeans that for some node v in T, we make u the parent of a consecutive subsequence (or a subset, respectively) of the children of v and then v the parent of u. A deletion is just the complement of an insertion. Let Tz and T2 be two labeled trees. An alignment ~ of Tt and T2 is obtained by first inserting nodes labeled with spaces into Tt and T2 such that the two resulting trees T~ and T~ have the same structure, i.e, they are identical if the labels are ignored, and then overlaying T'z on T[z, An example alignment is shown in Fig. 1 . A score is defined for each pair of labels, The value of alignment ~f is the sum of the scores of all pairs of opposing labels. An optimal alignment is one that minimizes the value over all possible alignments. The alignment distance between 7"1 and T2 is the value of an optimal alignment of Tj and Tz.
if the trees have bound~ ~rees aM ~ MAX SNP-hard if one of the trees is allowed to have an arbitrary degree. Thus, it is very unlikely that the alignment problem for unordered trees has a polynomial-time-approximation scheme, not to mention a polynomial-time algorithm.
!.1. Alignment of trees vs. tree edit
It is well known that edit and alignment are two equivalent notions for sequences. In particular, for any two sequences xl and x2, the edit distance between xl and x2 equals the value of an optimal alignment of xl and xz. However, edit and alignment turn out to be very different for trees. The following are some interesting comparisons between alignment of trees and tree edit.
1. The edit distance and alignment distance between two trees can be diffe~,~i~t. For example, assume that each edit operation (i.e., insertion, deletion, or replacemenf; costs I and consequently each pair of distinct letters has a score l. Consider the two ordered trees shown in Fig. I . To optimally edit T~ into T2, we simply delete e from 7"! and insert f into the new tree. Thus, the edit distance between T~ and T2 is 2. The optimal alignment of the two trees is unique and is shown in Fig. l{c) , with a value 4° The difference between edit distance and alignment distance can be made arbitrarily large by adding subtrees below nodes b, c, d in both trees. It is easy to see that in general the edit distance is smaller than the alignment distance for trees. This is because each alignment of trees actually corresponds to a restricted tree edit in which all the insertions precede all the deletions. Note that, the order of edit operations is not important for sequences. Also, it seems that alignment charges more for the structural dissimilarity at the top levels of the trees than at the lower levels, whereas edit treats all the levels the same.
2. The best algorithm for computing the edit distance between ordered trees runs in time O(ITtl.lT2l.min{depth(Tt), leaves(Tt)}-min{depth(T2), leaves(T2)}, where depth(Ti) and leaves(Ti) are the depth and number of leaves of tree T, i --1,2 [17] . Clearly, deg(Ti) ~< leaves(Ti). In practice (e.g., RNA secondary structures), deg(T~) ,~ leaves(Tt) and deg{Tt) *f depth{T~). Hence, our above result shows that it is easier {faster) to align ordered trees than to edit. In particular, we can align trees with bounded degrees in time O(I 7"1 l" ] T2 I). 3. The difference in time complexity is even bigger for unordered trees. As mentioned eadier, unordered trees with bounded degrees can be aligned in polynomial time (in fact, in time O([TI I. I Tzl)). On the other hand, editing unordered trees with bounded degrees is NP.hard [18] . In fact, it is MAX SNP-hard [16] ......... 
Properffes of the alignment distance
The following Icmmas form the basis of our algorithm. The first lemma is trivial. 
Lemm I. o(O,O)--o; o(F~ U],e) = ,Y.2~ O(T~[i~],e); O(r, [:t:], e) --O(F~I'~:],e) +
t,(l, [i], ;.1~ o(o,,F,U ]) --~'__~ O(O, r2[j~]); O(O, r~Ej ]) = D(O,F~Ej ]) + pO..,l:~[./]). Lemnm 2. O~T,U], T, Ej]) ~ D(O, TzEj]) + min,~,~,,{D(Tz[i], Tz [j,]) -D(O, T2Ej,])}, = rain ~D(Tt[i],O) + mint ~,~{D(TI [i~], T2[j ])--D(TICi,],O)}, ( D(Fz [.i],Fz[.j]) + IJ(iz[i],12Cj ]).
ip-t], Fz [j,,j, -t ]) + D(T, [ip], 0); for q::-t to n~ D(Ft[is, i,-t],Fz[j,,jq]).~'-D(Ft[i,,is-t],F:[j,,j,-t]) + D(O, Tz[j,]); for p ~ s to mi for q~--t to n~

Output: D(T~ [I T~ I], Tz[I Tz]]).
Fig. 3. Algorithm h Computin 8 D(TI, T,).
The time complexity
For an input Fl[ij./~,,] and Ft [A.J.,], the running time of Procedure ! is bounded by   O((m, --s).(ni --t)'(m, --S 4" nj --t)) ----O(m,.nj.(m, + nj) ). 
So
If both 7"1 and Tz have degrees bounded by some constant, the time complexity becomes O(] T t I • ] T2 I). Note that the algorithm actually computes D( 1"I [i]. T2 [j ]),
D(F, [i], F 2 [j ]), D(F t [.is, it], F, [j ]) and D(Ft [i], F2 [J,,Jt]). With these data, an
actual optimal alignment can be easily found using a simple back-tracking technique. The complexity will remain the same.
The alignment of unordered trees
In this section we consider unordered labeled trees, i.e., the order among the siblings is insignificant. It is known that computing the edit distance for unordered trees is MAX SNP-hard even if both trees have bounded degrees [16] . We will show that aligning unordered trees with bounded degrees can be done in polynomial time, and give a simple algorithm to align unordered binary trees. Finally, we prove that aligning unordered trees becomes MAX SNP-hard if one of the input trees can have an arbitrary degree.
Unordered t:ec'~ *,s,ith bounded degrees
When the degrees are bounded, we can compute the alignment distance using a modified version ofAlgorithm l, Lemmas i and 2 still work. The only difference is in the computation of D (Ft[i],F,[j] ). We have to revise the recurrence relation in = ,.,..t,a,,,O(A -A. ~ -{Tat j,] }) + D(A', Fa [j,] ) +/~(;t, latj,]).
Since m~ and n, are bounded. D(A, B) can be computed in polynomial time. If T z and T, are both in fact binary trees, the algorithm can he much simplified, as shown in Fig. 4 . It is easy to see that the time complexity of this algorithm is O(I 7"11 • I T2 [).
The hardness of aiigning unordered trees
in this subsection we show that the problem of determining the optimal alignment of two unorde~¢~ t~ees is MAX SNP-hard. It follows from [!] that this problem does not have a polynomial-time-approximation scheme (PTAS), unless P --NP. (A problem has a PTAS if for every fixed ~ > 0, the problem can be approximate with ratio 1 + t in polynomial time.)
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We need the concept of an L-reduction [8] . Suppose that /Tt and/72 are two optimization problems. We say that /7, L-reduce.~ to /7= if there are two polynomial-time algorithms f and 0 and constants ~,/~ >0 such that, for any instan~ ! of/It,
OPT(f(1)) ~ ;.OPT(I).
2. Given any solution of f(I) with weight sz, algorithm 0 produces in polynomial time a solution of/with weight st satisfying 1st -OPT(I}I ~ P, Is= -OPT(f(i))J.
A problem is MAX SNP-hard if every problem in the class MAX S~':.P [g] L-reduces to it. Since the composition of two L-reductiens is also an L-reduction, to show that a problem/7 is MAX SNP-hard, it suffices to L-reduce a MAX SNPohard problem to/7.
We will L-reduce maximum bounded cover by 3-sets (MAX 3SC-3) [3] to alignment of unordered trees. MAX 3SC-3 is an optimization version of exact cover by 3-sets !"2]. Kann showed that this problem is MAX SNP-hard [3] . It is clear that Tt and T2 can be constructed from an instance of MAX 3SC-3 in polynomial time. These two trees are considered to be an instance of alignment of T,,~d ,,~t. TL:,,.
• Proof. In an optimal alignment of Tt an Tz. for each subtree Tt.,, either its entire upper segment or its entire lower segment is "matched" with the corresponding identical parts of T2. Matching the upper segment saves a cost of 100 whereas matching the lower segment saves a cost of 12. Thus, an optimal alignment matches as many lower segments as possible. The roots of both trees must be matched in an optimal alignment, saving a cost of 2. The IC'[ lower segments of Tt.~ such that c~¢C' are all matclted, saving a cost of I2JC'I. The n -IC'l upper segments of Tt.~ such that cj ~ C' are all matched, sa~g a cost of 10(n-ICI). Therefore v(d') = ITtl + IT,!-t2lC'l-10(n -IC'i)-2
=lTtl+lT, I-2(IC'l+ Sn+l). C3
Given an alignment d" of Tt and T2, we can construct, in polynomial time, an exact partial cover C" as ~ollo~¥s: for subtree Tt.i of ?'I, if its entire lower segment is matched with the corresponding identical parts of T 2, let ci be in C". We call this polynomial.time algorithm g. Proof. We will show that (f,g) defined above forms an L-reduction. Assume I is an instance of MAX 3SC-3. We have to show the following inequalities:
( Since each element aEA is contained in at most three of the subsets in C, there is an exact partial cover of size at least n/7. This exact partial cover Ct can be constructed as follows: pick an arbitrary subset c = {ai, aj, at} from C, put it in Ct, delete from C the subset containing a~, a~, or ak. We can delete at most six subsets. Repeat above process until there is no subset left in C. Now Ct is an exact partial cover of A and hi7 ~ IC, I ~< OPT(I). , F4) + D(F,, F2) .
