A class of multiplicative algorithms for computing D-optimal designs for regression models on a finite design space is discussed and a monotonicity result for a sequence of determinants obtained by the iterations is proved. As a consequence the convergence of the sequence of designs to the D-optimal design is established. The class of algorithms is indexed by a real parameter and contains two algorithms considered previously as special cases. Numerical results are provided to demonstrate the efficiency of the proposed methods. Finally, several extensions to other optimality criteria are discussed.
Introduction
Consider the common linear regression model
where θ = (θ 0 , . . . , θ m−1 ) T ∈ R m is a vector of unknown parameters, u denotes the vector of explanatory variables and ε is a random error. We assume that U = {u 1 , . . . , u n } ⊂ R m is a finite design space (a generalization to arbitrary design spaces is straightforward, see Remark 4 in Section 2) and that different observations are uncorrelated; the mean and variance of the errors are 0 and σ 2 > 0, respectively. Following Kiefer (1974) we call any probability measure ξ on U a design. If N observations can be taken and the design ξ puts masses w 1 , . . . , w n at the points u 1 , . . . , u n , then a rounding procedure is applied to obtain integers n i ≈ w i N with n j=1 n i = N, and the experimenter takes approximately n i observations at each u i (i = 1, . . . , n) [see Pukelsheim and Rieder (1992) for more details and some references]. For a design ξ , the information matrix in the model (1) is defined by
and its inverse is approximately proportional to the covariance matrix of the least squares estimate for the parameter θ. An optimal design maximizes an appropriate function of the information matrix [see e.g. Silvey (1980) or Pukelsheim (1993) ]. Numerous optimality criteria have been proposed in the literature to discriminate between competing designs. In the present paper we mainly consider the D-optimality criterion, which determines the design ξ * such that the determinant |M(ξ )| is maximal. Such a design minimizes the volume of the ellipsoid of concentration for the vector θ of unknown parameters. In most cases of practical interest, D-optimal designs have to be determined numerically and several algorithms have been proposed in the literature for computing D-optimal designs [see e.g. Fedorov (1972) , Wynn (1972) , Silvey (1980) , Pázman (1986) or the recent papers of Harman and Pronzato (2007) , Mandal and Torsney (2006) ].
In the present paper we concentrate on a class of multiplicative algorithms for computing D-optimal designs, which is indexed by real parameters, say β r . For two special choices of the indexes β r the algorithms are related to two algorithms proposed by Titterington (1976 Titterington ( , 1978 and Silvey et al. (1978) . In Section 2 we prove that the sequence of determinants of the corresponding designs is nondecreasing, and as a consequence the sequence of calculated designs converges to the D-optimal design. The monotonicity result uses particular thresholds in each step of the iterations, and some bounds for these thresholds are derived in Section 3. Some results of numerical comparisons are given in Section 4. In Section 5, some applications of multiplicative algorithms to the construction of optimal designs with respect to other optimality criteria are considered.
A class of multiplicative algorithms for calculating D-optimal designs
Let w (0) 1 , . . . , w
n denote a set of given initial weights for the design points u 1 , . . . , u n , which defines the initial design ξ (0) . For a design ξ with weights w i at the points u i , we define
We study the class of multiplicative algorithms for calculating D-optimal designs which is defined recursively by updating the weights in each step as follows:
Here r = 0, 1, . . . is the iteration number and β r (r = 0, 1, . . .) are real-valued parameters that can vary in each iteration.
For an initial design ξ (0) , the iterations (2) produce a sequence of designs {ξ (r)
} r=0,1,... . The choices of constants β r = 0 and β r = 1 in algorithm (2) give two procedures considered by Titterington (1976 Titterington ( , 1978 , who discussed a special case of model (1), where the first component of the vector u in the regression model (1) is
This author established that in the case β r = 0 algorithm (2) yields a sequence of determinants {det M(ξ (r) )}, which is nondecreasing and converges to the D-optimal design. A more detailed proof of the same result is given by Pázman (1986) . Based on numerical experiments Silvey et al. (1978) and Titterington (1976 Titterington ( , 1978 noticed that for β r = 1 the algorithm converges substantially faster than for β r = 0 and conjectured that the sequence of determinants for algorithm (2) with β r = 1 is also nondecreasing. There is a vast literature where the rates of convergence of algorithm (2) with β r ∈ {0, 1} and related algorithms are numerically studied and the monotonicity conjecture for the case of β r = 1 is numerically verified, see e.g. Pázman (1986) , Pukelsheim and Torsney (1991) , Torsney and Mandal (2001) , Pronzato (2003) , Harman and Pronzato (2007) , Torsney (2007) and Pronzato et al. (2000) , p.155.
Theorem 1 does not give a proof of the monotonicity conjecture in the case β r = 1, but establishes the monotonicity of the determinants {det M(ξ (r) )} for certain positive values of β r . For a precise formulation of the statement, we define for the design ξ (r) in the rth step the quantity
which turns out to be essential in the following discussion. Note that we must always have β r ≤ β (r) as otherwise at least one weight in the updated design ξ (r+1) becomes negative. 
and the equality is strict unless E( 
where ζ 1 , . . . , ζ m are i.i.d. random variables with distribution ξ . 
Proof of Lemma 1. From the inequality
Multiplying both sides by g and taking the expectation we obtain
The last inequality follows from Jensen's inequality Eφ(t) ≥ φ(E(t)) with the strictly convex function φ(t) = t log(t − α), t ∈ [2α, ∞).
Proof of Lemma 2. This is a consequence of the Binet-Cauchy formula [see Gantmacher (1959) , page 9].
Proof of Lemma 3. By the definition, for any
where we have used (5). Therefore
,
where the function h is defined in (4), and α = β r E h/m. Note that E h(ζ u j ) = E (h(ζ )|ζ j = u) and that (3) implies E(h|ζ i ) ≥ 2α a.s. The last inequality allows us to apply Lemma 1 with g = h. Lemmas 1 and 3 yield det M(ξ
Note that to obtain the left equality in (6) we have used formulae (5) and (2). The inequality (6) becomes equality if and only
This proves the monotonicity result. To prove convergence of the sequence {ξ (r) } to ξ * we use standard arguments, see e.g. Pázman (1986, p. 142 (Kiefer and Wolfowitz, 1960 ) now implies thatξ is the D-optimal design as it is a unique fixed point of mapping T .
Remark 1 (Sharpness of the Main Result)
. Theorem 1 is sharp in the following sense. If we consider algorithm (2) with β r = γ β (r) and fixed γ , then γ * = 1 2 is the largest possible value of γ such that algorithm (2) yields a monotonic sequence of determinants {det M(ξ (r) )} for any regression model, any U and any initial design (note that for some models and some initial designs the value of γ can be increased, see below).
Indeed, consider the regression model − ε for some small ε > 0. Assume that β r = (
It is easy to compute
which is negative if δ > ε.
Remark 2 (Regression Model with Intercept). Consider the regression model with intercept, where
It is easy to show [see Titterington (1978) ] that in this case the function
As a consequence of Theorem 1, the algorithm in the model with intercept is monotonic for any β r ≤ 1 2
. Note that for some models and designs ξ (r) , the values of β r = β (r) /2 may be much larger than 1.
Remark 3 (Minimal Volume Ellipsoids).
As demonstrated by many authors [see e.g. Titterington (1975 Titterington ( , 1978 and Pronzato (2003) the multiplicative algorithms for finding D-optimal designs play an important role in the construction of a minimal volume ellipsoid containing a set of points
Indeed, let the data set consists of the points (8). Then the minimal covering ellipsoid for the set V is of the form
where d c (v, ξ ) is defined in (7). In other terms this ellipsoid has the form {u : d(u, ξ ) ≤ m}. By the equivalence theory of Kiefer and Wolfowitz (1960) we have that the point v i has a positive weight w i only if it lies on the surface of the ellipsoid E (V). Thus, the points that lie on the surface of the minimal volume ellipsoid can be found from the solution of the D-optimal design problem on a finite set. Therefore, the algorithms whose convergence have been established in Theorem 1 can be considered as algorithms for the construction of the minimal volume ellipsoids containing given sets of points. As illustrated below on some numerical examples, these algorithms may have much faster convergence than the algorithms considered in Titterington (1976 Titterington ( , 1978 .
Remark 4 (Arbitrary Design Space). In the case of an arbitrary (i.e. not necessarily discrete) design space U, algorithm (2)
In particular, if the initial design ξ (0) has a density, then all designs ξ (r) have densities p r (u), that is dξ (r) (u) = p r (u)du, and the updating formula (9) has the form
Theorem 1 can be generalized to establish monotonicity of determinants for iterations (9).
A lower bound for the function d
In this section we derive a lower bound for the function d. Recall the definition of the Elfving set corresponding to the linear regression model (1), i.e. G = conv{u 1 , . . . , u n , −u 1 , . . . , −u n } [see Elfving (1952) or Pukelsheim (1993) ], where conv(A) denotes the convex hull of a set A. Note that G is a nonempty convex set containing the origin if there are m linearly independent vectors among u 1 , . . . , u n . For a vector u ∈ R m \ {0}, define γ u as the positive number such that the scaled vector γ u u is a boundary point of G. Note that γ u is uniquely defined and γ u ≥ 1 for any u ∈ G. Define also Then it follows from the optimality of the design ξ * u that for any u ∈ U and any design ξ such that c T θ is estimable
where A − denotes a generalized inverse of the matrix A. Moreover, the right-hand side of this inequality is known (Pukelsheim, 1993) to be
This proves assertion (i). Assertion (ii) follows from the definition of β * and the fact that γ u ≥ 1 for any u ∈ U. For a given u ∈ U, γ u = 1 if u is a boundary point of the Elfving set G. Therefore, β * = 1 if and only if all u i ∈ U are boundary points of G, which proves (iii).
Remark 5 (Model with Intercept).
For models with a constant term we always have β * = 1 as all points u i = (1, v
T are located at the boundary of the corresponding Elfving set.
Numerical comparisons
In this section, we present a few numerical comparisons of the algorithms. We discuss the performance of the algorithms for several polynomial, exponential and rational regression models. To be precise, we consider the regression model
T is the vector of regression functions and the explanatory variable x varies in a finite set, say X = {x 1 , . . . , x n }. In this case, we have U = {f (x 1 ), . . . , f (x n )} and the regression model can be written in the form (1) with u = f (x). For the polynomial regression model we choose 4, 5, 6, while the exponential and rational models are given by
We consider two design spaces that correspond to Tables 1 and 2 , respectively. Specifically, we consider The number of iterations required to achieve precision (10) by algorithm (2) with parameters β r = γ β (r) and by Titterington's algorithm with β r = 1. The initial design ξ (0) is a uniform distribution on the set X 1 = {4i/19 | i = 0, . . . , 19}.
Algorithm (2) Table 2 The number of iterations required to achieve precision (10) by algorithm (2) with parameters β r = γ β (r) and by Titterington's algorithm with β r = 1. The initial design ξ (0) is a uniform distribution on the set X 2 = {4i/39 | i = 0, . . . , 39}.
Algorithm (2) In all cases a uniform distribution on the design space X was used as starting design ξ (0) , and the iterations of algorithm (2) were performed until the precision [see Dette (1996) ]. Thus with this stopping rule the D-efficiency of the design ξ (r) is at least (1.001) −1 and other constants would give different lower bounds for the D-efficiency. In Tables 1 and 2 we present the number of iterations required to reach this precision by algorithm (2) with β r = γ β (r) , for various values of γ . The tables also contain the results for Titterington's algorithm, which uses constant parameter β r = 1 (see the right columns in the tables). The empty space in the table indicates that the corresponding algorithm did not converge to the optimal design (note that the convergence is only proved for γ ≤ 0.5).
Both tables show very similar results. The performance of algorithm (2) is improved if larger values are used for the parameter γ . The worst case corresponds to the choice β r = 0, and this is improved by all other methods. If γ is small, the algorithm with β r = 1 is still better than the method proposed in this paper. However this picture is changing if values γ ≥ 0.5 are used in the procedure. Note that it follows from the proof of Theorem 1 that the sequence of determinants generated by algorithm (2) may still be nondecreasing for values of β r , which are slightly larger than β (r) /2 and for this reason our numerical comparison also includes the cases γ = 0.6, 0.7 and 0.8 (see Tables 1 and 2 ). If γ ≥ 0.5, the algorithm (2) is at least comparable to the case β r = 1, and in many cases it yields a substantially smaller number of iterations for achieving the desired precision. Since in practical computation we can not risk to use the algorithm with γ > 0.5, we recommend the choice γ = 0.5.
Note that although the algorithm with β r = γ β (r) requires certain time for the calculation of the minimum β (r) ξ (r) ) (compared with the algorithms which use β r = 0 and β r = 1), this time is typically a very small part of the total time needed to perform an iteration. Note also that the convergence of the algorithm with β r = 1 is still not proved.
We finally mention that a further improvement of the rate of convergence of the algorithm can be obtained if nonoptimal points are removed at each iteration using the rule developed in Harman and Pronzato (2007) .
Other optimality criteria

Bayesian D-optimal designs
In this section we briefly discuss an extension of the multiplicative algorithm to the Bayesian D-optimal design problem. To be precise, consider the nonlinear regression model The number of iterations required to achieve precision (12) by algorithm (11) with parameters β r = γ β (r) and distribution {0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3; 1/7, . . . , 1/7} with respect to parameter θ 2 . The initial design ξ (0) is a uniform distribution on the set X 3 = {3i/19 | i = 0, . . . , 19}.
Algorithm (11) where η is a known function, θ ∈ Θ ⊂ R m denotes the unknown parameter and the explanatory variable x varies in the finite design space X = {x 1 , . . . , x n }. Under the assumption of a normally distributed homoscedastic error it was shown by Jennrich (1969) that asymptotically the covariance matrix of the least squares estimate for the parameter θ is proportional to the matrix M −1 (ξ , θ ), where ξ is the given design,
and f (x, θ ) = ∂ ∂θ η(x, θ ) is the gradient of η with respect to θ. A Bayesian D-optimal design maximizes
where π denotes a given prior distribution on the parameter space Θ [see e.g. Chaloner and Larntz (1989) or Chaloner and Verdinelli (1995) ]. Define
and note that a design ξ * is Bayesian D-optimal if and only if the inequality
holds for all x ∈ X. We consider the multiplicative algorithm
where the procedure is terminated if
Some numerical results for algorithm (11) are given in Table 3 . We can see that the performance of algorithm (11) is similar to the performance of algorithm (2). Based on extensive numerical calculations we conjecture that Theorem 1 can be extended from the D-optimality criterion to the Bayesian D-optimality criterion; that is, the sequence of designs defined by (11) with β r ≤ 1 2
yields a nondecreasing sequence {Φ π (ξ (r) )}.
A-, E-and c-optimal designs
Let us finally discuss an extension of the multiplicative algorithm to the A-, E-and c-optimal design problems. Consider a general (differentiable) optimality criterion Φ such that Φ-optimal design either maximizes Φ(M(ξ )). It is often easier to consider Ψ -optimal design which minimizes Ψ (M −1 (ξ )) with respect to ξ . The nonnegative function d(u i , ξ ) is then generalized either to The number of iterations required to achieve precision (14) by algorithm (13) for E-optimality with parameters β r = (1 − γ )b(ξ (r) For the A-optimality criterion Ψ (M −1 (ξ )) = tr(M −1 (ξ )), it follows If the multiplicity of the minimal eigenvalue of the matrix M(ξ ) equals 1, then for the E-optimality criterion Φ(M(ξ )) = λ min (M(ξ )) (which is in general not differentiable) the function φ has the form
where p is a normalized eigenvector corresponding to the minimal eigenvalue of M(ξ ). and that for the D-criterion (13) reduces to the recursive relation defined in (2).
Numerical calculations show that the algorithm (13) with β r = 0 is generally not monotonic (that is, the sequence {Φ(M(ξ (r) ))} is not a monotone sequence) for the A-, E-and c-criteria, in contrast to the case of D-optimality. We therefore need to use positive values of β r in algorithm (13). We conjecture that for A-, E-and c-optimality, the sequence of designs {ξ (r) } obtained by the recurrent formula (13) with β r ≥ 1 2 b(ξ (r) ) yields a monotonic sequence {Φ(M(ξ (r) ))}.
In numerical studies, we use β r = (1 − γ )b(ξ (r) ) for different values of γ , 0 ≤ γ < 1. We run the iterations of the algorithm (13) until the precision
is achieved. Some results are given in Table 4 and demonstrate that multiplicative algorithms can also be applied to other optimality criteria.
