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ABSTRAKT
Diplomová práca sa zaoberá popisom súčasných cloudových úložných systémov. Práca
obsahuje popis prerekvizít vývoja cloudových a distribuovaných systémov. Popisuje rie-
šenia úložných systémov ako sú Dropbox, iCloud a Google drive.
Ďalšia časť práce obsahuje popis protokolov WebDav a XMPP z pohľadu využitia pre
cloudové úložné systémy. Zamerali sme sa na prostriedky, ktorými tieto dva protokoly
disponujú a odvodili sme záver pre použitie v cloudovom prostredí.
Praktická časť diplomovej práce obsahuje dve laboratórne úlohy pre rozšírenie výuky
predmetu Návrh, správa a bezpečnosť počítačových sietí. Prvá z úloh je zameraná na
vytvorenie vlastnej cloudovej služby. Druhá z laboratórnych úloh je zameraná na odchy-
távanie a analýzu komunikácie zabezpečenej protokolom SSL.
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ABSTRACT
This thesis describes existing cloud storage systems. Description of the prerequisites of
developing cloud and distributed systems are presented. Current storage systems such as
Dropbox, iCloud and Google drive are described.
Description is mainly focused on the resources of both protocols and derive a conclusion
for the use in the cloud storage systems.
The practical part of this work is focused on creating two labs, what will be implemented
in the teaching syllabus of Projecting, Administration and Security of Computer Networks
subject. The first of the labs is focused on the implementation of own cloud services.
In the last lab students attention will concentrate on interception of communication
secured with SSL protocol.
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ÚVOD
V dnešnej dobe sa stretávame s výrazmi ako cloud, cloud computing, cloudové úlo-
žisko takmer dennodenne. Pri týchto výrazoch si môžeme všimnúť, že v každom
slovnom spojení sa vyskytuje slovíčko, cloud. Pod týmto slovíčkom sa skrýva celá
veda zaoberajúca sa vývojom tohto odvetvia. V nasledujúcej práci Vám skúsime
priblížiť konkrétne fungovanie úložných systémov od vedúcich spoločností v tomto
odvetví.
Rastúca popularita internetu a webu, spolu s dostupnosťou výkonných vreckových
počítačov, mobilných telefónov mení spôsob, akým komunikujeme, riadime naše ži-
voty, podnikáme a pristupujeme alebo poskytujeme služby. Zníženie nákladov na
výpočtový výkon a komunikačné technológie, ktoré sú hnacou silou prechodu z osob-
ného do cloudového výpočtového výkonu. Aj keď paralelné a distribuované systémy
existovali už niekoľko rokov, jeho nové formy priniesli veľké zmeny v priemysle. Tieto
trendy tlačia na vývoj aplikácií z osobných počítačov na aplikácie, pracujúce na no-
vých distribuovaných systémoch. Takéto aplikácie následne umožňujú miliónom uží-
vateľov používať softvér súčasne. Tieto technológie pomohli rozšíreniu cloudových
aplikácií ako je Evernote, Microsoft Office 365, Dropbox, iCloud a mnoho ďalších.
V tejto práci sa pokúsime priblížiť technológie, ktoré takéto systémy využívajú.
Praktická časť práce je zmeraná na vytvorenie dvoch laboratórnych úloh pre roz-
šírenie výuky predmetu: Návrh, správa a bezpečnosť počítačových sietí. Prvá la-
boratórna úloha je zameraná na nastavenie vlastného open sourcového cloudového
úložiska. Študenti vo virtualizovanom operačnom systéme od základov nakonfigu-
rujú službu, zoznámia sa s ďalšími službami ako napríklad Apache, MySQL, LDAP
a správa procesov init.d. Ako výstup laboratórnej úlohy je funkčná cloudová služba
použiteľná v produkcii.
Druhá laboratórna úloha je zameraná na bezpečnosť komunikácie protokolov HTTP
a HTTPS. Študenti pomocou zachytávania správ spôsobomman-in-the-middle dokážu
analyzovať prebiahajúcu komunikáciu. Pre analýzu prenášaných dát využijeme apli-
káciu mitmproxy. Prínosom tejto úlohy je ten, že študenti sa zoznámia so slabinami
protokolu SSL a zároveň sú schopný podobným útokom predchádzať. Zodpovedaním
otázok na konci každej kapitoly sú študenti nútený zamyslieť sa i nad teóriou, ktorá
je nutná k zvládnutiu tejto úlohy.
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1 HISTÓRIA VÝVOJA
Vznik prvých distribuovaných systémov sa datuje na začiatky päťdesiatych rokov 20.
storočia. Od tejto doby vzniklo mnoho nových technológií, ktoré boli predchodcami
cloud computingu. Na obr. 1.1 je zobrazený vývoj technológií od začiatkov až po
súčasné. Všetky tieto technológie ovplyvnili vývoj cloud computingu.[1]
Obr. 1.1: Historický vývoj distribuovaných systémov [1]
1.1 Distribuované systémy
Distribuované systémy sú charakteristické tým, že sú tvorené mnohými na sebe nezá-
vislými komponentami, ktoré javia pre užívateľa ako jeden systém. Toto je obzvlášť
pravda pre cloud computing, kde sa celá architektúra skrýva za oblak, ktorý užívateľ
vidí ako jeden systém. Cieľom distribuovaných systémov je zdieľanie zdrojov pre ich
lepšie využitie.
Za tri najdôležitejšie kroky vývoja cloud computingu môžeme považovať: sálové
počítače, klastre a gridy.
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1.2 Sálové počítače
Vznikli ako prvý krok v evolučnom vývoji super počítačov, kde bola snaha vytvoriť
jeden počítač s enormným hardwarovým výkonom. V počiatkoch úlohy boli spraco-
vávané na derných štítkoch, časom sa užívatelia dokázali pripojiť pomocou tenkých
klientov a spracovávať operácie v multitasking režime. V dnešnej dobe sa super
počítače používajú na systémy, ktoré musia bežať nepretržite niekoľko rokov a tak
musia spĺňať funkcie, pri ktorých údržba počítača neovplyvní dostupnosť služby. Ta-
kýmito službami sa môžeme stretnúť v bankovom sektore, kde nemôže nastať žiadny
výpadok, pretože by vznikli nevyčísliteľné škody.
1.3 Klastre
Vznikla ako alternatíva k drahým sálovým počítačom. Prepojenie počítačov so slab-
šími hardwarovými zdrojmi pomocou vysokorýchlostnej sieťovej infraštruktúry do
jedného klastra, vznikol vďaka nim nový štandard distribuovaných systémov. Každý
jeden počítač v rámci jedného klastra je manažovaný špecializovaným softwarom,
vďaka ktorému dokáže paralelne spracovávať dáta. Jeden klaster tvorí skupina po-
čítačov vlastnená prevažne jednou organizáciou
1.4 Gridy
Vznikli ako vývoj klastrov, kde neheterogénne počítače sú prepojené pomocou privát-
nych i verejných sietí, a tak tvorí jeden distribuovaný systém. Pojem grid (mriežka)
vznikol zo slovného spojenia power grid (elektrická distribučná sieť), kde myšlienkou
bolo jednoduché pripojenie ľubovoľného počítača do distribuovaného systému ako
pripojenie elektrického zariadenia do rozvodu. Rozdiel medzi klastrami a gridmi je,
že prepojené počítače, notebooky, telefóny nie sú vlastnené jednou organizáciou a sú
rozložené po celom svete. Táto forma distribuovaného systému je vhodná prevažne
pre vedeckú sféru, kde jeden komplikovaný výpočet môže byť spracovaný stovkami
alebo tisíckami počítačov, ako čiastkové úlohy.
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2 ÚVOD DO CLOUDOVÝCH SLUŽIEB
Medzi najväčších priekopníkov najnovších trendov cloudových riešení patria malé
firmy s niekoľkými zamestnancami s jasnou víziou a budúcnosťou. Práve tieto firmy
k svojmu fungovaniu a následnému zvyšovaniu kapacít potrebujú flexibilné riešenia,
ktoré im práve môžu poskytnúť cloudové služby. Netreba riešiť nákup hardwaru
pre beh centralizovaných systémov, netreba riešiť nákup licencií, dokonca takéto
firmy nepotrebujú pre svoj beh žiadneho špecialistu, ktorý by sa staral o fungovanie
systémov vo firme.[2]
Využitie cloudových služieb menšími organizáciami je už skutočnosťou. Zamerajme
sa špecificky na oblasť, nazývanú software ako služba (SaaS), alebo aplikácia ako
služba, ktorá je pre menšie firmy asi najzaujímavejšou oblasťou. Tá im totiž pri-
náša pravdepodobne najväčšie úspory tak ako finančné, tak i z pohľadu ľudských
zdrojov.
E-mailové aplikácie alebo kancelárske balíky, sú nástroje, na ktorých je najlepšie
demonštrovať výhody cloudových služieb oproti tzv. on-premise riešení (zakúpenie
a prevádzkovanie softwaru na vlastnej výpočtovej technike). Medzi nesporné výhody
patrí dostupnosť služieb, ich spoľahlivosť a hlavne finančná atraktivita, čo sú pre
malé firmy veľmi pádne argumenty. Nemusia sa starať o investície do hardwaru,
softwaru, na ich údržbu, správy, aktualizácie, čas strávený s manažovaním práce a
kontrolou vlastných alebo externých pracovníkov, ktorý sa majú o tieto aplikácie
starať, následne je rozhodovanie o využití týchto cloudových služieb jednoduché.
[2]
2.1 Software ako služba
U tohto typu služby poskytovateľ hosťuje svoju vlastnú aplikáciu, ktorá je ná-
sledne ponúkaná zákazníkom. Koncový užívateľ len využíva možnosti, ktoré apliká-
cia ponúka. Typickými príkladmi sú napríklad služby Evernote, Google Dokumenty,
Facebook, Dropbox, Microsoft Office 365 a mnoho ďalších.
Zákazníkovi pri tejto možnosti odpadá investícia do licencie softwaru, údržba behu
aplikácie, aktualizácie, riešenie dostupnosti služby v internete a ďalšie záležitosti,
o ktoré sa musí starať. V minulosti tento typ služby bol často považovaný ako
bezpečnostné riziko, vzhľadom na obsah informácií uložených v cloude. Väčšina
poskytovateľov zaviedla kroky k zabezpečeniu užívateľských dát, ktorými zatrak-
tívnili práve svoje služby.
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Obr. 2.1: Rozdelenie vrstiev IaaS, PaaS, SaaS podľa správy
Výhody:
• Presne známe náklady, ktoré sú fixne stanovené bez žiadnych následných in-
vestícií,
• Odpadá riešenie hardwarových komponentov,
• Odpadá nákup softwaru a ďalších doplnkových systémov,
• Odpadá údržba hardwaru a aktualizácie softwaru,
• Redundancia služby.
Nevýhody:
• Užívateľ nevie, kde sú jeho dáta uložené,
• Musí sa spoľahnúť na prevádzkovateľa služby, na beh služby,
• Malá možnosť úpravy služieb na mieru.
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2.2 Platforma ako služba
Platfoma ako služba, ponúka užívateľom prostredie pre vývoj a testovanie vlastných
aplikácií. Poskytovateľ služby sa stará o prevádzku abstraktného rozhrania, kde
môžu byť aplikácie nasadzované. Ďalej sa stará o aktualizácie systému a podporných
systémov, o hardware, dátové úložisko. Užívateľ je zodpovedný len za nasadzovanie
aplikácií a ich beh. [1] Ako príklad firiem poskytujúcich tento typ služby môžeme
uviesť: Microsoft Azure, Google App Engine, AppScale.
Výhody:
• Presne známe náklady, ktoré sú fixne stanovené bez žiadnych následných in-
vestícií,
• Odpadá riešenie hardwarových komponentov,
• Odpadá nákup softwaru a ďalších doplnkových systémov,
• Odpadá údržba hardwaru a aktualizácie softwaru.
Nevýhody:
• Musí sa spoľahnúť na beh služby poskytovaný prevádzkovateľom,
• Malá možnosť úpravy služieb na mieru,
• Užívateľ nemá možnosť ovplyvniť beh operačného systému.
2.3 Infraštruktúra ako služba
Infraštruktúra ako služba alebo taktiež nazývaná ako HaaS (Hardware as a Service)
je najpopulárnejšia a najrýchlejšie sa rozvíjajúci segment cloud computingu. Ponúka
prispôsobiteľnú infraštruktúru, ktorú si môže každý prispôsobiť podľa vlastných
potrieb. V tomto segmente je v ponuke od samostatných serverov aj celá infra-
štruktúra. Ďalšími zariadeniami môžu byť sieťové prvky, load balancery, databázy
a web servery.[1]
Hlavnou využitou technológiou pri tomto type služby je virtualizácia hardwaru.
Jeden alebo viacero serverov môžu byť podľa potrieb prepojených a takto tvoria
distribuovaný systém, na ktorých potom sú aplikácie inštalované a spúšťané. Podľa
konfigurácie hardwarových komponentov ako je pamäť RAM, počet procesorov a
veľkosť diskového poľa je spoplatnená služba.
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Výhody:
• Presne známe náklady, ktoré sú fixne stanovené bez žiadnych následných in-
vestícií,
• Odpadá riešenie hardwarových komponentov,
• Odpadá údržba hardwaru,
• Vytvorenie si vlastnej infraštruktúry podľa potrieb,
• Užívateľ je schopný určiť čas behu systému, ak ho nepotrebuje môže ho vypnúť.
Nevýhody:
• O správu operačného systému a aktualizácií sa stará užívateľ,
• Musí sa spoľahnúť na prevádzkovateľa služby, na beh služby,
• Užívateľ musí riešiť licencie operačného systému.
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3 MODELY CLOUDOVÝCH SLUŽIEB
Cloud computing ponúka firmám viacero výhod a možností, ako integrovať túto
technológiu do IT infraštruktúry. Systémová integrácia v cloude je ťažko definova-
teľný pojem, pretože ani firmy, ani používatelia sa presne neorientujú v tom, čo
jednotlivé modely cloud computingu ponúkajú.[3]






Tento model je ozajstným zástupcom cloud computingu. Infraštruktúra vlastnená
poskytovateľom cloudu je dostupná širokej verejnosti. Je to najčastejší a najpopu-
lárnejší model na trhu. Takýmito poskytovateľmi sú napríklad: spoločnosti Amazon,
Microsoft, Google, na českom trhu napríklad Master Internet.
Po vytvorení prístupu si každý užívateľ môže vybudovať svoju vlastnú infraštruktúru
v cloud priestore. Zákazník zaplatí za čas, počas ktorého jeho systém bežal. Aby
táto možnosť monitoringu bola možná, poskytovateľ musí mať zaistený nielen beh
systému, ale aj pri prípade potreby nárastu výpočtového výkonu sa systému priradili
potrebné zdroje a navýšila suma, ktorú musí zákazník zaplatiť.
Verejný cloud môže byť z dôvodu bezpečnosti pre niektoré firmy neakceptovateľným
rizikom, ktorému sa nemienia podrobiť. Nemajú zaručené, ako je s ich dátami zaob-
chádzané a kde sú uložené. Musíme si byť vedomí, že niektorý poskytovatelia majú
svoje dátové centrá rozprestreté na celom svete a užívateľ alebo firma si nemôže
byť istá, v akej krajine sú ich dáta uložené. Každá z krajín má svoj právny sys-
tém, ktorý umožňuje orgánom úradov poskytnúť tieto informácie. Podrobnejšiemu
zabezpečeniu sa budeme venovať v kapitole: Zabezpečenie cloudových služieb.
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3.2 Privátny cloud
Hlavným rozdielom medzi privátnym a verejným cloudom je ten, že u verejného
cloudu sú výpočtové zdroje zdieľané medzi užívateľmi, ale u privátneho cloudu je
celá infraštruktúra vyhradená jedinej spoločnosti.
Privátny cloud má výhodu v udržaní kľúčových firemných operácií pod záštitou spo-
ločnosti na existujúcej IT infraštruktúre a následne, v znížení nákladov na údržbu po
nasadení. V tomto prípade starosti ohľadne zabezpečenia sú menej kritické, nakoľko
citlivé dáta neopúšťajú infraštruktúru firmy.[1]
Niektoré spoločnosti ponúkajú službu typu outsourcovaný privátny cloud, kde sa
jedná o prenajímanie cloudových služieb na oddelenom hardwary, od ostatných.
Takýto spôsob využívania privátneho cloudu je rozumný kompromis medzi bezpeč-
nosťou, nákupnými nákladmi a údržbou hardwaru.
3.3 Komunitný cloud
Ako aj z názvu vyplýva, tento typ cloudu je vytvorený pre určitú komunitu, ktorá
má rovnaké požiadavky na poskytovateľa služby. Na komunitný cloud sa môžeme
pozerať ako na podskupinu verejného cloudu, pri ktorej ale nie je povolený prístup
širokej verejnosti.
Napríklad jednu komunitu môžu tvoriť spoločnosti zaoberajúce sa video a audio
streemingom. Obe tieto služby majú základnú požiadavku, malú latenciu a dostup-
nosť služieb. Vďaka týmto spoločným vlastnostiam sa poskytovateľ môže zamerať na
tieto požiadavky. Do ďalšej kategórie môžeme zaradiť odvetvia ako verejná správa,
bankovníctvo, vládne inštitúcie, kde je ako základná požiadavka, bezpečnosť.
Jedna komunita využíva spoločné hardwarové zdroje ale pritom sa nejedná o verejný
cloud. Vytváranie takýchto komunít má viacero výhod:
• Bezpečnosť,
• Automatizáciu úloh údržby, aktualizácií a opráv,




Takýto cloud vznikne prepojením verejného a privátneho cloudu. Prepojenie môže
byť z viacerých dôvodov ako sú: dochádzajúca výpočtová kapacita v privátnom
cloude, load balancing, redundancia služieb, zálohovanie, a ďalšie.
Hybridný cloud umožňuje spoločnostiam využitie existujúcej IT infraštruktúry, za-
chovať citlivé údaje v rámci spoločnosti, prirodzene ich rozširovať a v prípade nad-
bytočnosti ich môže vypnúť.
Definovať takýto cloud môžeme ako distribuovaný heterogénny systém, vychádzajúci
z privátneho cloudu, ktorý integruje ďalšie služby alebo prostriedky z jedného alebo
viacerých verejných cloudov. [1]
23
4 ZABEZPEČENIE CLOUDOVÝCH SLUŽIEB
Nebezpečie spájané s verejným alebo hybridním cloudom je v porovnaní s privátnym
cloudom, nezrovnateľne vyššie. Treba si preto uvedomiť potenciálne hrozby a k ich
minimalizácii využívať všetky dostupné prostriedky.
Veľa rizík je známych z bežného outsourcingu. Znamená to, že dáta opúšťajú firmu
a užívatelia majú prístup k dátam a k aplikáciám cez sieťovú infraštruktúru. Vyčle-
nené aplikácie sú prevádzkované v dátových centrách poskytovateľov ICT a služieb
a sú vystavené obdobným rizikám ako v prípade cloud computingu. Služby založené
na cloud computingu však predstavujú nové hrozby. Ak ide o ponuky verejného
cloudu, nemôžu užívatelia presne zistiť stupeň bezpečnosti vyžadovaný poskytova-
teľom. Nemajú konkrétne informácie o spôsobe akým je služba dodávaná a nie sú
schopný preverovať bezpečnostné mechanizmy na mieste v dátových centrách, ktoré
sú často rozptýlené po celom svete. Užívatelia môžu vykonávať len obmedzené testy,
stretávajú sa s problémami pri zaisťovaní svojich špecifických požiadavkov a často
sa ťažko vyrovnávajú s právnymi predpismi spojenými s monitoringom.[4]
Firemné riadenie rizík nemôže akceptovať služby verejného cloudu, pretože nemôže
presne zistiť, analyzovať a vyhodnocovať riziká. Nejasnosti sa často týkajú toho,
ktoré systémy hosťujú dáta a aplikácie, v ktorých dátových centrách a v ktorých
krajinách. Užívatelia tak nemôžu zaistiť ani dokumentovať súlad s národnou legis-
latívou, firemnou politikou a zvlátnými požiadavkami odvetvia.[4]
Každá krajina má svoj vlastný prístup k bezpečnosti a ochrane dát. Môžu existovať
rozdiely týkajúce sa:
• Ochrany dát a s nimi spojených zákonov,
• Ochrany duševného vlastníctva a odpovedajúcej legislatívy,
• Riziká zasahovania vládnych inštitúcií ako nezisteného prístupu či dohľadu,
• Zákazu alebo obmedzovaniu používaných technológií ako je šifrovanie,
• Daňových predpisov.[4]
Neistotu zvyšuje hlavne skutočnosť, že decentralizácia, distribúcia dát a používa-
nie progresívnych technológií virtualizácie predstavujú nové riziká a zraniteľnosť. Aj
tieto otázky sú neodlúčiteľne spojované s cloud computingom. Distribúcia dát do dá-
tových centier v rôznych lokalitách vytvárajú nové fyzické a logické prístupové body.
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Na tomto pozadí je veľmi dôležité vedieť, ako poskytovatelia cloudových služieb
chránia svoje dátové centrá pred neoprávneným prístupom a haváriami.[4]
Základným rysom cloudových služieb je, že pri prenose medzi užívateľom a poskyto-
vateľom nie sú dáta vystavené ohrozeniu, to znamená, že spojenie medzi koncovým
prístrojom a dátovým centrom prebieha bezpečnou firemnou sieťou, verejnou pevnou
alebo verejnou mobilnou sieťou. [4]
Predávanie dát verejnými sieťami, ako internet, musia byť zašifrované, aby sa obme-
dzilo prístupu neoprávnených strán a bolo zaistené utajenie a integrita dát. To platí
i v prípade, ak je lokalita užívateľa spojená s datacentrom poskytovateľa internetu.
Bezpečný vzdialený prístup môže byť vytvorený pomocou VPN tunela.[4]
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5 DROPBOX
Cloudová služba Dropbox bola založená v roku 2007 so sídlom v San Franciscu.
Je lídrom v claudovom úložisku dát. Zakladateľmi firmy sú Drew Houston a Arash
Ferdowsi. Aktuálny počet užívateľov využívajúcich túto službu je vyše 300 miliónov.
O túto službu má čoraz viac užívateľov záujem. Pred šiestimi mesiacmi, počet
užívateľov bol vyše 200 miliónov.
Tento veľký počet užívateľov produkuje enormné množstvo dát, ktoré kladú vysoké
nároky na služby a hardware, na ktorých Dropbox prevádzkuje svoju službu. Každých
dvadsaťštyri hodín pribudne približne jedna miliarda nových súborov.
Aplikácia klienta je podporovaná na väčšine zariadení, ako sú napríklad MS Win-
dows, Mac OS X, Linux, Android, iOS, BlackBerry OS. Pre chýbajúce operačné
systémy, ako Windows Phone alebo Symbian, existujú alternatívne aplikácie, ktoré
dokážu spolupracovať so serverovou časťou aplikácie. Vďaka tomu, že Dropbox
uvoľnil dokumentáciu k svojej API vývojárom, je umožnený vývoj vlastných aplikácií
spolupracujúcich so službou Dropboxu. V prípade ďalších zariadení bez podpory
operačného systému je vždy možnosť pripojenia pomocou webového prehliadača.
5.1 Základný princíp synchronizácie
Základnú dátovú jednotku aplikácie tvorí tzv. chunk. V preklade kus. Každý jeden
chunk má veľkosť 4MB. Súbor väčší ako 4MB, je rozdelený na chunky a je s ním
zaobchádzané ako s individuálnou dátovou jednotkou. Každý jeden chunk je identifi-
kovaný hashem, ktorý je generovaný algoritmom SHA-256. Každý jeden hash daného
chunku je priradený k mata dátam, popisujúcich jednotlivé súbory.[5]
Využitie delta kódovania, prináša redukovanie prenášaných dát do cloudu. Vďaka
tejto technike, Dropbox nemusí nahrávať na server vždy aktualizovaný súbor ale
dokáže aktualizovať diferencálne dáta. U každého klienta sa nachádza individuálna
databáza, obsahujúca metadáta k súborom. Táto databáza je následne vďaka inkre-
mentálnym zálohám aktualizovaná v cloudu.[5]
Po spustení Dropbox klienta, aplikácia naviaže spojenie s jedným serverom
z: clientX.dropbox.com. Klient sa registruje príkazom register_host. Ďalším
krokom je aktualizácia metadát u klienta pomocou príkazu: list. Zoznam domén,
ktoré využíva služba Dropbox je v Tab. 5.1.
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Tab. 5.1: Zoznam domén, ktoré využíva služba Dropbox
Sub-doména Dátové centrum Funkcia
clientX Dropbox Metadáta
notifyX Dropbox Notifikácie
api Dropbox správa API
www Dropbox Web server
d Dropbox Logy
dl Amazon Priame odkazy
dl-clientX Amazon Client storage
dl-debugX Amazon Chybové hlásenia
dl-web Amazon Web úložisko
api-content Amazon API úložisko
Pri pridaní nových súborov na strane klienta, sa vykoná príkaz: commit_batch.
Takto klient informuje server, že má nové súbory na synchronizáciu. Doteraz komu-
nikácia prebiehala len s Dropbox servermi. Pri ukladaní dát, klient komunikuje so
servermi firmy Amazon.[5]
5.2 Komunikácia klienta
Klienti si vymieňajú kontrolné informácie väčšinou s Dropbox servermi. Identifiko-
vané sú tri skupiny serverov:
• Pracujúce s notifikáciami,
• pracujúce s metadátami,
• pracujúce s logmi.
Úlohou serverov pracujúcich s logmi je zber dát z koncových staníc. Tieto dáta
sú ohľadne o fungovaní aplikácie Dropboxu a taktiež o spätnej väzbe fungovania
prenosu súborov na serveroch Amazonu.[5]
Klient Dropboxu drží otvorené TCP spojenie s notifikačným serverom. Toto spojenie
slúži na monitoring súborov uložených u iného klienta. Keďže web serveru neumož-
ňuje nadviazať spojenie s klientom, takto dokáže okamžite kontaktovať klienta po
zmene nejakého súboru. Notifikačné správy nie sú šifrované, keďže neprenášajú
žiadne citlivé dáta.[5]
Dropbox z kapacitných dôvodov využíva služby Amazonu, jedného z najväčších pre-
vádzkovateľov cloudových služieb.[8] Na Obr. 5.2 je zobrazený priebeh komunikácie
Dropbox klienta s cloudom. Konkrétne sa spoliehajú na dve služby, ktorými sú:
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Obr. 5.1: Štruktúra cloudového riešenia Dropboxu
• Amazon EC2 - je webová služba, ktorá umožňuje meniť výpočtový výkon
v cloude,
• Amazon S3 - poskytuje bezpečné, trvalé, vysoko škálovateľné úložisko dát.
5.2.1 Amazon EC2 (Elastic Compute Cloud)
Poskytuje výpočtový výkon ako službu. Dropbox využíva túto službu pre spracova-
nie dát smerom od klientov v spolupráci so službou Amazon S3. Charakteristickou
vlastnosťou tejto služby je zmena výpočtového výkonu podľa potrieb hosťujúcej
služby, bežiacej na serveri. Pri vyčerpaní hardwarových zdrojov sa automaticky
navýšia hardwarové zdroje, a tým pádom aplikácie bežiace na serveri túto zmenu
ani nezaznamenajú. Môžu ďalej fungovať pomocou vyššieho výkonu. Pri nevyužití
výpočtovej kapacity sa automaticky zníži výpočtový výkon. U bežných užívateľov
služieb Amazonu sa za navýšenie hardwarových zdrojov, prejaví v navýšení cien
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Obr. 5.2: Priebeh komunikácie Dropbox klienta s cloudom
účtovaných sa výpočtový výkon. Navyšovanie poplatkov trvá tak dlho, kým apliká-
cia má nárok na vyšší výpočtový výkon. Dropbox má takto neobmedzené možnosti
rozširovania do budúcna.
5.2.2 Amazon S3 (Simple Storage Service)
Je služba, ktorá ponúka cloudové úložisko dát cez jednoduchú web službu bežiacu
na pozadí. Vďaka tomu je možné pristupovať k uloženým dátam, pridávať nové a
meniť už existujúce. Táto služba je vo väčšine prípadov doplňovaná ďalšími službami,
ako napríklad Amazon EC2. Práve túto kombináciu služieb od Amazonu využíva aj
Dropbox.[8]
5.3 Protokol notifikácií
Klient dropboxu drží nepretržite otvorené tcp spojenie s notifikačnými servermi
s doménou (notifyX.dropbox.com). Toto TCP spojenie slúži pre monitorovanie zmien
súborov na inom Dropboxe klienta. Ako jediné správy nie sú šifrované.[5]
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6 GOOGLE DRIVE
Je cloudová služba pre ukladanie dát patriaca spoločnosti Google. Spustená bola
24. apríla 2012 a za jeden rok prevádzky už ju využilo 120 miliónov užívateľov. Je
veľmi obľúbená, pretože ponúka 15GB úložného priestoru. Užívatelia sa prihlasujú
pomocou Google účtu.
Postupom času sa z úložnej služby stala komplexná služba pre tvorbu, zdieľanie a
spoluprácu. Podporované operačné systémy pre klienta ponúkajú aplikácie ako sú:
Microsoft Windows XP a vyšší, Mac OS X 10.7 a vyšší, Android 4.0 a vyšší, iOS 7.0
a vyšší. V nevýhode sú tí užívatelia, ktorý používajú operačný systém Linux, pre
ktorú sa aplikácia klienta od firmy Google nevyvíja.
6.1 Doplnkové služby Google Drive
Do portfólia cloudových služieb patrí okrem iných aj emailový klient (Gmail), zdie-
ľaný Kalendár Google alebo balíček aplikácií Dokumenty Google. Tie slúžia na
vytváranie, zdieľanie a spoluprácu na dokumentoch v reálnom čase a od dnešného
dňa sa s novými funkciami stávajú súčasťou Disku Google. Používatelia teraz budú
môcť pridávať a editovať komentáre pre najrôznejšie typy súborov, vrátane obrázkov,
videí a PDF dokumentov.[6]
Služba dokáže rozpoznať objekty na fotografiách alebo text v naskenovaných do-
kumentoch. Vyhľadávať je možné podľa kľúčových slov alebo pomocou filtra podľa
typu súboru, vlastníka, aktivity a mnoho ďalších možností.[7]
So službou získajú používatelia 5 GB priestoru zadarmo. Úložný priestor je možné
navýšiť za mesačný poplatok na rôzne úrovne kapacity od 25 GB až do 1 TB.
S prechodom na platený účet sa používateľom automaticky navýši aj kapacita ich
Gmail účtu na 25 GB.[6]
6.2 Záver k službe Google Drive
Pri snahe o popisu funkčnosti tejto služby sme narazili na problém, že firma Google
neposkytuje žiadne materiály ohľadne fungovania jej cloudovej služby. Nedopátrali
sme sa k žiadnym dokumentom ani technickej dokumentácii, ktorá by nám napo-
mohla pri našom výskume.
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7 ICLOUD
Je cloudová služba od spoločnosti Apple, ktorá bola spustená v roku 2011 a spojila
do seba už viaceré existujúce služby od firmy, ako sú kontakty, kalendár, email,
AppStore, iBookstore, iCloud Storage a ďalšie.[9]
7.1 Princíp fungovania služby iCloud
Z hľadiska danej aplikácie, iCloud sa skladá z jedného alebo viacerých špeciálnych
zložiek, ktorých obsah iCloud synchronizuje so súbormi uloženými na centrálnom
úložisku. Táto špeciálna zložka sa nazýva ubiquity kontajner. Aplikácia môže mať
jeden alebo viac ubiquity kontajnerov, z ktorých každý má pridelený jedinečný kon-
tajner ID, ktorý povolí aplikácii využívať túto službu. Ak užívateľ pridá alebo upraví
dáta aplikácií, iCloud nahrá zmeny na centrálny server, ktorý ich aktualizuje na
iných zariadeniach, na ktorých je užívateľ prihlásený.[10]
Podobne ako u Dropboxu, aj tu sa súbory rozdeľujú do menších tzv. chunk súborov.
Pri zmene súboru v kontajnery, mechanizmus synchronizácie aktualizuje na servery
len časti súboru, ktoré boli zmenené. Tento typ synchronizácie platí aj pre prípad,
ak sa v kontajnery na inom zariadení aktualizoval súbor, klient si aktualizuje len
zmenené časti súboru.[10]
Obr. 7.1: Jednoduchá inicializácia odosielania súboru
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Celý proces synchronizácie medzi zariadeniami manažuje proces, ktorý sa nazýva
démon. Tento démon, má za úlohu detekovať zmeny na zariadeniach, stará sa o čítanie,
zápis a o nahratie zmien do cloudu. O zaistenie a manažment šírky pásma prenosu
sa stará iCloud sám a tiež aj o riešenie konfliktov pri prenose. Démon má ešte jednu
dôležitú úlohu, a to zamykanie súborov a rozhodovanie, kedy je bezpečný súbor
synchronizovať.[10]
Na optimalizáciu využitia šírky pásma, predovšetkým na mobilných zariadeniach,
iCloud využíva metadata. Prvá vec po zmene čo sa nahrá do cloudu je súbor
s metadáta informáciami, napríklad o veľkosti súboru, času a dátumu modifikácie.
Po ukončení procesu ukladania súboru na lokálnu stanicu, ako prvé čo sa vytvorí
v cloude je tzv. placeholder. Je to súbor s veľkosťou 1kB, ktorý slúži na vyhradenie
miesta pre nahrávaný súbor v cloude.[10]
7.2 Detekcia chýb
Na detekciu chýb prenosu stačí porovnávanie jednotlivých častí súboru. Zmeny ktoré
korešpondujú, sú následne synchronizované so súborom v cloude. Pri vyskytnutí
chyby, opravu alebo opätovný prenos rieši samotná aplikácia u klienta.[10]
Zmeny vykonané na súboroch sú nahrané do cloudu hneď, ako to je možné. Týmto
sa na serveri vždy uchováva aktuálny obsah. Aktualizácia súborov na zariadeniach
závisí vždy na charaktere zariadenia, napríklad pripojenie k sieti operátora (3G,
LTE, WiFi) alebo na stave batérie. Pre minimalizáciu prenášaných dát na mobilných
zariadeniach, iOS aktualizuje súbory, len ak je to potrebné, napríklad pri otvorení
alebo uložení súboru.[10]
Úplná synchronizácia súboru a to nie len metadát, môže nastať v dvoch prípadoch,




Protokol WebDAV (Web-based Distributed Authoring and Versioning) je rozšírenie
protokolu HTTP aktuálnej verzie 1.1. Toto rozšírenie poskytuje možnosti koope-
rácie a vzdialeného manažmentu súborov uložených na web serveri. Je definovaný
v dokumentu RFC 4918.
WebDav spojuje dve, už dokonale prepracované a adaptované technológie, http a
XML (Extensible Markup Language). Protokol HTTP je používaný pre zaistenie
spôsobu komunikácie. Mimo štandardných príkazov využívaných v rámci proto-
kolu, HTTP (GET, COPY, OPTIONS, ...) zavádza WebDav pre svoje potreby
niektoré nové príkazy. Naopak je to u XML, ktorý sa využíva ako nositeľ štruk-
túrovaných informácií, ktoré upresňujú ako dotaz klienta, tak i výsledok zaslaný
serverom. V XML časti komunikácie, odosielané sú výsledky spracovaných príkazov
pre jednotlivé súbory, informácie o súboroch a adresároch, a podobne.[11]
Protokol WebDav nám ponúka základné operácie so súbormi (kopírovanie, presu-
nutie, mazanie) a adresármi. V protokole adresár neexistuje, existuje len ich ekvi-
valent, s názvom kolekcia. K tomuto termínu sa ešte vrátime podrobnejšie neskôr.
K jednotlivým súborom a adresárom sa pripájajú ďalšie informácie, ktoré je možné
neskôr čítať, meniť alebo mazať.[11]
8.1 Kolekcie
WebDav zavádza ako nový pojem: kolekcie, ktorý je definovaný ako zdroj, ktorý sa
skladá zo zoznamu interných členov a súborov vlastností. Hlavným rozdielom medzi
adresármi a kolekciami je ten, že kolekcie sa určujú pomocou URI a nie umiestnením
na pevnom disku serveri. Môže nastať situácia, keď adresár špecifikovaný adresou:
www.web.cz/webdav/súbory, je fyzicky umiestnený na inom serveri, ako adresár:
www.web.cz/webdav/dokumenty. Z pohľadu WebDavu sa ale jedná stále o tú istú
kolekciu danú adresou: www.web.cz/webdav. [11] Pre prácu so súbormi a adresármi
má webdav príkazy, ktoré sú MKCOL, COPY, MOVE, DELETE. Funkcie niekto-
rých príkazov si vysvetlíme v texte uvedenom nižšie.[11]
8.1.1 Príkaz MKCOL
Tento príkaz slúži na vytvorenie nového adresára, v terminológii webdavu kolekcie.
Pri vytváraní novej kolekcie je podmienkou, aby v ceste URL už všetky kolekcie exis-
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tovali. Klient pomocou príkazu MKCOL, zašle serveru žiadosť o vytvorenie novej
kolekcie. Príkaz slúži na mazanie kolekcií na vzdialenom serveri. Pri zmazaní nad-
radeného adresára sa všetky podadresáre zmažú. 8.2[11]
Obr. 8.1: Požiadavka o vytvorení kolekcie s názvom, adresár
Obr. 8.2: Odpoveď servera o úspešnom vytvorení kolekcie
8.1.2 Príkaz DELETE
Príkaz slúži na mazanie kolekcií na vzdialenom serveri. Pri zmazaní nadradeného
adresára sa všetky podadresáre zmažú. Požiadavka na zmazanie adresára je na
obr. 8.3.
Obr. 8.3: Požiadavka o zmazanie kolekcie s názvom adresár
8.1.3 Príkaz COPY
Príkaz slúži na kopírovanie súborov spolu s ich vlastnosťami. Pri použití príkazu
COPY, sa v HTTP požiadavke ešte špecifikujú hlavičky, Overwrite a Destination,
obr. 8.4.
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Hlavička Overwrite slúži na riešenie situácie, ak súbor súbor už existuje v danom
adresári. Toto riešia hodnoty T a F, ktoré znamenajú nasledovné:
• T - prepíše existujúci súbor,
• F - ak už súbor existuje, tak sa nič neskopíruje.
Z obr. 8.4 je zrejmé, že pri kopírovaní súboru je cieľové umiestnenie určené ce-
lou cestou URL výsledného umiestnenia súboru. V našom prípade to bude cesta:
http://192.168.1.177/webdav/adresar/test.txt, určená v hlavičke Destination.
Obr. 8.4: Požiadavka skopírovanie súboru test.txt
O výsledku kopírovania nás server môže informovať ôsmimi stavmi:
• 201 Created - správa u úspešnom skopírovaní súboru do výsledného umiest-
nenia 8.5,
• 204 No Content - správa u úspešnom skopírovaní súboru, ktorý už v cieľovom
umiestnení existuje,
• 403 Forbidden - správa o neúspešnom skopírovaní súboru,
• 409 Conflict - správa o neúspešnom skopírovaní súboru, k výslednému umiest-
neniu súboru neexistujú niektoré kolekcie,
• 412 Precondition Failed - správa o neúspešnom skopírovaní súboru, v hla-
vičke Overwrite je hodnota F a súbor v cieľovom umiestnení už existuje.
• 423 Locked - správa o neúspešnom skopírovaní súboru, ktorému je momen-
tálne priradený lock token,
• 502 Bad Gateway - práva o neúspešnom skopírovaní súboru, napríklad z
dôvodu, že cieľové umiestnenie je na inom serveri, ktorý odmietol spojenie,
• 507 Insufficient Storage - na serveri je nedostatok miesta, súbor nemôže
byť skopírovaný [12].
Obr. 8.5: Odpoveď serveru o úspešnom skopírovaní súboru test.txt
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8.1.4 Príkaz MOVE
Operáciu MOVE nie je možné aplikovať na kolekcie. V prípade súborov, sa jedná
o aplikáciu troch príkazov v jednej operácii, a to skopírovanie súboru, krok konzis-
tencie údržby a zmazanie zdrojového súboru. Krok údržby konzistencie umožňuje
serveru vykonávať aktualizácie spôsobené pohybom, ako je aktualizácia všetkých
súborov, okrem požiadavky URI, ktorá identifikuje zdroj, aby odkazovala na nové
cieľové zdroje. [13]
8.2 Zámky
Možnosť kooperatívnej práce s dokumentmi je jeden zo základných požiadaviek pre
cloudové úložisko. V protokole WebDAV, túto činnosť zaisťujú, takzvané zámky.
Poskytuje záruku, že zdrojový súbor nebude pri úprave pozmenený niekým iným a
tak predchádza kolíziám aktualizácií.[14]
Existujú dva typy zámkov:
• Individuálny - k zdroju má prístup jediný užívateľ,
• Zdieľaný - k zdroju môže pristupovať viacero užívateľov naraz.
U individuálneho zámku je použitie zrejmé a nebudeme ho rozpisovať. Zdieľaný zá-
mok je základným prvkom protokolu WebDAV, pre kooperatívnu prácu s kolekciami
a súbormi, a preto sa mu budeme venovať podrobnejšie. V nasledujúcom texte si
popíšeme v skratke ako zámky fungujú, podrobný popis funkcie zámkou je mimo
obsah tejto práce.[14]
Problém ako je riešená viacnásobná editácia súborov, spočíva v prideľovaní práva
užívateľom modifikovaný súbor uložiť. Pri editovaní súboru alebo kolekcie, sa kaž-
dému užívateľovi vygeneruje jedinečný token, ktorý zaručuje prístup k zdroju. Je
zrejmé, že každý zámok má dve funkcie. Pri editovaní je treba zdroj uzamknúť a
po dokončení operácie je treba súbor opätovne odomknúť. Aby užívateľ mohol zdroj
odomknúť, potrebuje splniť dve podmienky: musí mať právo zápisu a musí mať
platný token k odomknutiu zdroja. Na obrázku 8.6 je obsah XML súboru posielaný
v HTTP žiadosti pre vytvorenie individuálneho zámku. To, že sa jedná o individu-
álny zámok je vidieť v parametre locktype, kde je hodnota exclusive.[14]
Na obr. 8.7 je odpoveď servera, kde v tomto prípade sa vytvorí špeciálny zámok pre
zápis, hodnota write. Veľmi dôležitou súčasťou odpovede je hodnota jedinečného
tokenu. vygenerovaného pre aktuálneho užívateľa. Ďalším veľmi dôležitým paramet-
rom je timeout, ktorého hodnota je nastavená na infinity.
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Obr. 8.6: Žiadosť klienta o vytvorenie individuálneho zámku
Štandard WebDAV, definuje len jediný typ zámku, a to je write-lock, ktorý zabra-
ňuje vykonaniu príkazov PUT, PROPPATCH, LOCK, UNLOCK, MOVE, COPY,
DELETE, MKCOL. Ak je teda zdroj týmto zámkom zamknutý, iný užívatelia môžu
z neho čítať. [14]
Obr. 8.7: Odpoveď servera s vytvoreným tokenom
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9 PROTOKOL XMPP
Skratka XMPP znamená, Extensible Messaging and Presence Protocol. Je štan-
dardizovaný v normách, RFC 3920 a RFC 3921. Plní funkcie instant messangingu,
prenosu hovorov a videohovorov. Dáta sú prenášané rovnako ako u protokolu Web-
Dav, pomocou XML jazyka.
Protokol Jabber, bol projekt otvoreného komunikačného serveru založený v roku
1998, Jeremiem Millerem. Čoskoro preň vznikli i klientské programy. V roku 2004
bol na základe použitého protokolu vytvorený štandard, XMPP. V súčasnej dobe
označuje slovo Jabber veľa vecí, od protokolu až po komunikačnú sieť.[15]
9.1 Popis komunikácie protokolu
Protokol XMPP je otvorený štandard, je veľmi populárny z dôvodu jeho širokej
podpory. Existuje hromada voľne dostupného softwaru, ktoré plnia funkcionalitu
servera. Ako jedinečný identifikátor sa používa jabber id, v tvare nasledovnom tvare:
meno.uzivatela@doména.
Pre využívanie služieb XMPP serveru, užívateľ musí mať nainštalovaného klienta
pre komunikáciu. Zoznam klientov podporujúcich protokol XMPP môžeme nájsť na
stránkach tu.
Veľkou výhodou protokolu XMPP je jeho decentralizovanosť. Komunikácia medzi
klientom je založená na architektúre klient-server, ale neexistuje žiadny centrálny
server. Každý užívateľ komunikuje s vlastným XMPP serverom, pomocou ktorého
následne komunikuje s ďalšími užívateľmi mimo domény. Na obr. 9.1 je zobrazené
názorné zapojenie XMPP siete.
Pre komunikáciu medzi užívateľmi využívajúcich XMPP protokoly z rôznych domén
sa využívajú XMPP serveri. Tieto serveri medzisebou komunikujú podobne ako mai-
lové servery. Pre možnosť komunikácie užívateľov s inými protokolmi sa využívajú
tzv. brány, obr. 9.1. Ako bežný príklad si môžeme uviesť bránu, ktorá vytvára pre-
pojenie medzi protokolmi ICQ a XMPP.[15]
9.2 Rozšírenie SI File Transfer
Toto rozšírenie definuje profil predĺženého inicializačného streamu XMPP protokolu
pre prenos súborov medzi dvomi subjektmi. Protokol poskytuje modulárny rámec,
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Obr. 9.1: Názorná komunikačná sieť XMPP protokolu
ktorý umožňuje výmenu informácií o súbore, ktorý chceme preniesť, rovnako ako
vyjednanie parametrov ako typ transportu.[16]
Ako štandardný protokol pre prenos súborov v XMPP sieti sa využíval protokol
Out-of-Band Data, špecifikovaný v dokumente XEP-0066. Jeho veľkými nevýhodami
sú:
• je nespoľahlivý,
• nefunguje v prípade, ak je jeden z účastníkov za firewallom,
• poskytuje limitované množstvo metadát o prenášaných súboroch.[16]
Inicializácia prenosu súboru je zobrazená v zdrojovom kóde uvedenom nižšie. Hlav-
ným elementom XML súboru je <file>, ktorý má nasledovné štyri atribúty:
• Size - veľkosť súboru v bajtoch,
• Name - názov súboru,
• Date - dátum úpravy súboru,
• Hash - MD5 hash súboru.
Z týchto atribútov, povinné sú len dva: size a name. Ďalšími voliteľnými elementmi
sú <desc> a <range>.
Element <desc> sa používa na poskytnutie popisu súboru na strane odosielateľa.
Príjemca takto vie, čo chce odosielateľ poslať.
Elemnet <range> je poslaný zo strany odosielateľa a nemá obsahovať žiadne atribúty.
Znamená, že odosielateľ má možnosť odosielania súboru po častiach. Ak je odpoveď
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Obr. 9.2: Jednoduchá inicializácia odosielania súboru
inicializácie streamu zaslaná s parametrom <range>, použijú sa tieto atribúty:
• offset - určuje polohu v bajtoch, odkiaľ sa má začať odosielanie súboru, štan-
darne to je hodnota 0,
• length - určuje počet bajtov pre načítanie začínajúce od atribútu offset.
Štandarne sa jedná o veľkosť súboru, od ktorého odrátame veľkosť atribútu
offset[16].
Obr. 9.3: Úplná inicializácia odosielania súboru
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9.3 Záver k protokolu XMPP
Implementácia protokolu XMPP ako transportný protokol, je nemožné použiť. Vy-
plýva to z jeho princípu fungovania. Nedisponuje prostriedkami pre kooperatívnu
spoluprácu na súboroch, ako protokol WebDav. Tento protokol je vhodný na prenos
súborov len medzi dvoma užívateľmi.
Využitie má ako podporný protokol pre monitoring a notifikáciu zmien súborov
v aplikíciách. U cloudového riešenia Sparkleshare, sa pre synchronizáciu súborov
využíva aplikácia git a ako notifikačný protokol sa vyuzíva protokol: XMPP.
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10 CLOUDOVÉ RIEŠENIE SEAFILE
Praktická časť diplomovej práce sa zaoberá návrhom laboratórnej úlohy cloudového
úložiska do predmetu Návrh, správa a bezpečnosť počítačových sietí. Požiadavkou
bolo použitie operačného systému Debian a freeware aplikácie, na ktorej si študenti
môžu vyskúšať nasadenie vlastného cloudového úložiska, nastavenie služieb, konfi-
guráciu firewallu, sledovanie sieťovej komunikácie medzi klientom a cloudom.
Seafile je open source projekt, s rozšírenou podporou synchronizácie súborov. Jeho
hlavnými výhodami je zabezpečenie a tímová spolupráca. Súbory sú začleňované do
knihovní a každú knihovňu je možné separátne synchronizovať s klientom. Následne
je ich možné zašifrovať kľúčom, ktorý nie je uložený na serveri, takže k dátam nemá
prístup ani samotný administrátor.
Klient seafilu je multiplatformný, podporované sú operačné systémy: Microsoft Win-
dows XP a vyšší, Mac OS X 10.7 a vyšší, rôzne distribúcie linuxu, Android, iOS.
Aplikácia je publikovaná pod GPLv3 licenciou.
Serverovú časť je možné prevádzkovať na nasledovných operačných systémoch: Debian,
Ubuntu, Centos, Raspberry Pi, Microsoft Server. Vydávaná je pod licenciou Apa-
chu.
10.1 Priebeh inštalácie služby
Aplikácia Seafile pre vlastný cloud je dostupná na stránkach projektu Seafile. Potrebný
súbor nájdeme v sekcii Server for generic Linux a vyberieme si aktuálnu verziu.
Pri tvorbe tohto textu je to verzia 4.1.2.
Po dokončení sťahovania je ideálnou voľbou si vytvoriť adresár, do ktorého si rozba-
líme všetky súbory z archívu. My sme si vytvorili adresár seafile-server v adresári
/opt. Po rozbalení archívu vznikne hierarchia zobrazená na obr.10.1.
Projekt Seafile je celý napísaný v skriptovacom jazyku python a využíva nasledovné
balíky pre fungovanie, a preto je potrebné nainštalovať nasledovné balíky:
• python2.7 - základný balík pythonu verzie 2.7,
• python-setuptools - inštalácia, odinštalácia, upgrade python balíčkov,
• python-imaging - pridáva možnosti spracovania obrazu interpreterom,
• python-mysqldb - poskytuje rozhranie API databáze python.
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Obr. 10.1: Hierarchická štruktúra súborov služby Seafile
10.2 Inštalácia MySQL databázy
Ďalšou dôležitou súčasťou je databáza, do ktorej si služba ukladá dáta. Vybrať si
môžeme medzi SQLite alebo MySQL. My sme si vybrali MySQL, z dôvodu výkon-
nosti. Na obr. 10.2 je zobrazené porovnanie priemerného času odpovede na počte
pripojení k SQL databázy. Vidíme, že pri nárastu pripojení na server sa odpovede
predlžujú, čo má za následok spomalenie celej služby.
Pre nasadenie MySQL databázy budeme potrebovať nasledovné dva balíky:
mysql-server-5.5 a mysql-client-5.5. Služba Seafile na serveri využíva pre ukladanie
dôležitých údajov nasledovné databázy:
• ccnet-db - obsahuje informácie ohľadne užívateľov a skupín,
• seafile-db - obsahuje metadáta knihovní,
• seahub.db - obsahuje tabuľky frontendu webového rozhrania.[17]
Pri nastavovaní balíkov sa nás sprievodca spýta na administrátorské heslo pre správu
databázy. Zvolíme si bezpečné heslo, toto heslo využijeme pri vytváraní databáz.
10.3 Nastavenie služby Seafile
Vývojári projektu vytvorili skript pre nasadenie celého cloudového riešenia. Sprie-
vodca nás prevedie kompletným nastavením a vytvorením nových databáz pre úschovu
dát. V adresári seafile-server-4.0.6 sa nachádza skript setup-seafile.sh,
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Obr. 10.2: Graf závislosti času odpovede na počtu pripojení k SQL databázy[19]
ktorý spustíme. V sprievodcovi vyplníme údaje, na ktoré sa nás spýta. Pre naše
nastavenie sme využili nasledovné odpovede:
• Hostname: debian,
• IP adresa: 192.168.1.142,
• Port pre službu ccnet: ponecháme 10 001,
• Umiestnenie nahratých súborov: /opt/seafile-server/seafile-data,
• Port pre Seafile server: ponecháme 12 001,
• Port pre súborovú službu: 8 082,
• Vytvorenie novej databázy: Áno
• Port pre pripojenie databázy: 3 306,
• Vyplníme názov databázy pre ccnet-server: ponecháme ccnet-db,
• Vyplníme názov databázy pre seafile-server: ponecháme seafile-db,
• Vyplníme názov databázy pre seahub: ponecháme seahub-db.
Na koniec nám sprievodca vypíše porty zobrazené na obr.10.3, ktoré je potrebné
povoliť na firewalle, aby nám server správne fungoval a dokázali sme sa k nemu
pripojiť. Pre naše potreby sme povolili všetky porty z obrázka pre celý rozsah IP
adries 192.168.1.0/24.
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Obr. 10.3: Zoznam využívaných portov službou Seafile
10.4 Nastavenie webového servera Apache
Služba Seafile využíva mnoho funkcií webového servera Apache, je možné využiť aj
napríklad webový server nginx. My sme sa rozhodli pre Apache, pretože študenti sa
s touto službou mohli stretnúť aj na iných predmetoch, a tiež v predmete Návrh,
správa a bezpečnosť počítačových sietí, kde sú priamo úlohy založené na jeho kon-
figurácii.
Nainštalujeme si nasledovné balíky:
• apache2 - balík webovej služby Apache,
• python-flup - rozhranie python pre webové servery,
• libapache2-mod-fastcgi - FastCGI modul pre Apache.
Balík libapache2-mod-fastcgi sa nenachádza medzi základnými repozitármi, ale
v non-free. Aby sme tento balík mohli vyhľadať a následne naištalovať, musíme
editovať konfiguračný súbor sources.list. Po aktualizácií zoznamu balíkov z re-
pozítárov, by už nemal byť žiadny problém ho nainštalovať.
10.4.1 Povolenie modulov pre web server Apache
Po nainštalovaní a nastavení balíkov, je potrebné povoliť nasledovné moduly vo we-
bovom servery Apache: rewrite, fastcgi, proxy_http. Modul rewrite slúži ako parser
medzi URL adresami a adresami súborového systému operačného systému. Má za
úlohu mapovať URL adresy na adresy, s ktorými dokáže spolupracovať súborový
systém daného operačného systému.
Dôležitý je modul FastCGI, ktorý predáva požiadavky webového servera aplikáciám
bežiacim na danom servery, v našom prípade aplikácii Seafile. Vytvára tak rozhra-
nie medzi Apachom a Seafilom, spúšťa dostatočný počet inštancií na spracovanie
prichádzajúcich požiadavkov.
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Proxy_http modul v našom prípade bude fungovať ako reverzná proxy, pre spraco-
vanie HTTP alebo HTTPS požiadaviek zo strany klienta.
Na webových stránkach Seafile sa v návode uvádza pridanie nasledovného riadku:
FastCGIExternalServer /var/www/seahub.fcgi -host 127.0.0.1:8000 do kon-
figuračného súboru apache2.conf. Dôvodom je zabránenie výskytu chybových hlá-
sení typu 404.
10.4.2 Konfigurácia web servera Apache
Vytvoríme si nový konfiguračný súbor pre Apache, kde definujeme prístup k službe
Seafile. Pre nastavenie sme využili podklad zo stránok vývojárov a upravili sme si ho
podľa vlastných potrieb. Použitý konfiguračný súbor sa nachádza na ďalšej strane
tohto dokumentu.
10.4.3 Konfigurácia služby Seafile
Pre nastavenie domény služby Seafile, musíme editovať súbor /opt/seafile-server/
ccnet/ccnet.conf. Zmeníme hodnotu premennej SERVICE_URL na nasledovnú hod-
notu http://192.168.1.142:8000. Na tejto adrese máme spustenú službu Seafile.
Do súboru /opt/seafile-server/seahub_settings.py musíme pridať riadok
FILE_SERVER_ROOT = ’http://192.168.1.142/seafhttp’. Seahub je súčasť apli-
kácie, ktorá má za úlohu manažovanie, nahrávanie, sťahovanie a aktualizáciu súborov.
Všetky požiadavky smerované na túto adresu bude obsluhovať práve táto súčasť.
10.4.4 Overenie nastavení
Aby sme mohli overiť funkčnosť, najprv musíme spustiť manuálne nasledovné skripty,
ktoré nám spustia službu Seafile:
• ./seafile.sh start,
• ./seahub.sh start-fastcgi.



























10.5 Nastavenie HTTPS prístupu pre Seafile
Pre toto nastavenie je potrebný SSL certifikát, ktorý si môžeme vygenerovať alebo
použiť už existujúci. V prípade, že certifikát nemáme, tak si ho vytvoríme nasledov-
nými príkazmi:
openssl genrsa -out private_key.pem 2048,
openssl req -new -x509 -key private_key.pem -out cacert.pem.
Pomocou prvého riadku program openssl vygeneruje RSA privátny kľúč o dĺžke 2048
bitov a uloží ho do súboru private_key.pem. Druhý príkaz slúži na vygenerovanie
nového certifikátu, ktorý uloží do súboru cacert.pem.
10.5.1 Úprava konfiguračného súboru web servera Apacha
V prípade, že certifikát už máme tak ho nakopírujeme aj s privátnym kľúčom do
adresára /etc/apache2/ssl/, ak adresár neexistuje, tak si ho vytvoríme. Aby nám
HTTPS pripojenie fungovalo, musíme povoliť v Apachi modul ssl a do konfigurač-





10.5.2 Úprava konfiguračných súborov Seafile
Potrebné je upraviť aj riadok s hodnotou SERVICE_URL v konfiguračnom súbore:
/data/seafile-server/ccnet/ccnet.conf na https namiesto http.
Ďalším krokom je upraviť hodnotu FILE_SERVER_ROOT v súbore:
/opt/seafile-server/seahub_settings.py aby pre pripojenie využívala HTTPS
protokol. Správna adresa je: ’https://192.168.1.142/seafhttp’.
10.5.3 Overenie nastavení
Na overenie správnosti konfigurácie musíme reštartovať službu webového servera




./seahub.sh stop a následne ./seahub.sh start-fastcgi.
Overiť funkčnosť služby môžeme dvomi spôsobmi, a to pomocou web rozhrania
alebo pomocou Seafile klienta čo je samostatná aplikácia, ktorú si môže užívateľ
nainštalovať na počítač. Pre jednoduché overenie stačí zadať URL adresu služby Se-
afile do webového prehliadača. V našom prípade to je adresa: https://192.168.1.142.
Pri prvom pripojení nám prehliadač bude hlásiť, že nedokázal overiť dôverihodnosť
certifikátu. Je to z dôvodu, že certifikát sme generovali sami a nepodpísala ho
jedna z dôverných certifikačných autorít. Po potvrdení výnimky, sa nám zobrazí
prihlasovacia stránka, z ktorej by sme sa mali byť schopný prihlásiť. Pre prihlásenie
využijeme administrátorský prístup, vytvorený pri nastavení Seafilu.
10.6 Nastavenie LDAP servera
Pre autentizáciu užívateľov pomocou LDAP servera je potrebné mať nainštalo-
vanú a nastavenú službu LDAP. Pre distribúciu Debian sa o autentizáciu užíva-
teľov stará služba slapd. Musíme nainštalovať nasledovné balíky: slapd a ldap-utils.
Pri nastavovaní balíkov sa nás sprievodca spýta na heslo pre administrátora služby
LDAPu, avšak na ďalšie veľmi dôležité detaily sa nás už nespýta, a tým pádom sa
nedokážeme pripojiť na LDAP server, meniť nastavenia, pridávať a odoberať užívate-
ľov. Pre rekonfiguráciu nastavení použijeme nasledovný príkaz: dpkg-reconfigure
-p low slapd. Spustí sa sprievodca, ktorý nás prevedie nastavením. Zvolili sme
nasledovné nastavenia:
• Doménový názov: seafile.cz,
• Názov organizácie: seafile,
• Administrátorské heslo: admin,
• Typ databázy: HDB,
• Odstránenie starej databáze: Áno,
• Potvrdenie odstránenie databáze: Áno,
• Zapnutie LDAP verzie dva: Nie.
Vlastnosti administrátorského účtu si môžeme zobraziť pomocou príkazu slapcat,
ktorého výpis je zobrazený na obr. 10.4.
Na začiatku výpisu vidíme všeobecné nastavenia serveru, pre nás najdôležitejšia
informácia je v druhom odstavci, kde je zvýraznený riadok s údajmi pre autentizáciu
administrátora, ktoré využijeme pri pridávaní užívateľov.
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Obr. 10.4: Zobrazenie vlastností administrátorského účtu
10.6.1 Pridanie užívateľa
Nový užívateľ sa do databázy pridá pomocou textového súboru s príponou .ldif.
Sú v ňom špecifikované prístupové údaje užívateľa. Pre pridanie nového užívateľa














Nastavenia, ktoré sme vytvorili pre nového užívateľa sa aplikujú pomocou príkazu:
ldapadd -x -D cn=admin,dc=seafile,dc=cz -W -f ./user.ldif.
Týmto krokom je v databázy vytvorený nový užívateľ. Pred tým ako by sa mohol
užívateľ autentizovať, musí sa ešte vytvoriť heslo. Nové heslo pre užívateľa sa vytvorí
príkazom:
ldappasswd -x –D cn=admin,dc=seafile,dc=cz -W -S uid=uzivatel,dc=seafile,dc=cz.
10.6.2 Nastavenie Seafilu pre autentizáciu voči LDAPu
Do konfiguračneho súboru /opt/seafile-server/ccnet/ccnet.conf musíme do-














10.7 Automatické spustenie Seafilu pri spustení
operačného systému
Pre automatické spustenie Seafilu pri spustení operačného systému, vývojári apliká-
cie vytvorili skript, ktorý je dostupný na stránkach projektu. V adresári /etc/init.d/
si vytvoríme súbor s názvom seafile-server, do ktorého nakopírujeme obsah zo
stránok projektu.
Pre spustenie Seafilu si vytvoríme užívateľa, pod ktorým sa bude služba spúšťať.
V našom prípade to bude užívateľ seafile. Nastavíme hodnotu premennej user
v skripte na Seafile.
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#!/bin/
### BEGIN INIT INFO
# Provides: seafile-server
# Required-Start: $local_fs $remote_fs $network mysql
# Required-Stop: $local_fs
# Default-Start: 2 3 4 5
# Default-Stop: 0 1 6
# Short-Description: Starts Seafile Server
# Description: starts Seafile Server
### END INIT INFO
# Change the value of ”user”; to your linux user name
user=seafile
# Change the value of ”script_path” to your path of seafile installation





# Change the value of fastcgi to true if fastcgi is to be used
fastcgi=true
# Set the port of fastcgi, default is 8000.
#Change it if you need different.
fastcgi_port=8000
# Write a polite log message with date and time
echo -e "About to perform $1 for seafile at ‘date -Iseconds‘ "${seafile_init_log}
echo -e "About to perform $1 for seahub at ‘date -Iseconds‘ "${seahub_init_log}
case ”$1” in
start)
sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log}
if [ $fastcgi = true ];
then








sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log}
if [ $fastcgi = true ];
then
sudo -u ${user} ${script_path}/seahub.sh ${1}-fastcgi ${fastcgi_port}
» ${seahub_init_log}
else




sudo -u ${user} ${script_path}/seahub.sh ${1} » ${seahub_init_log}
sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log
;;
*)




Do premenných seafile_dir a script_path musíme zadať správne cesty, k adre-
sárom Seafile. Dôležitý je obsah premennej fastcgi, ktorá nám určuje, že webový
server Apache sa spustí s podporou modulu CGI. Jeho funkciou je vytvorenie rozhra-
nia medzi webovým serverom a aplikáciami spustenými operačným systémom.
Aby sme mohli skript spustiť, najprv mu musíme prideliť práva na spustenie. Právo
pre spustenie pridelíme príkazom: chmod +x /etc/init.d/seafile-server.
Pre overenie správneho spustenia skriptu je výhodné si v ďalšom terminále zobraziť
log súbor seafile.init.d pomocou, príkazu tail -f, ktorý takto dokáže zobraziť
priebeh vykonávania skriptu. Aby sme nemuseli pre overenie vždy restartovať náš
systém, tak si otvoríme adresár /etc/init.d/ a skript seafile-server spustíme
manuálne s parametrom start. Ak prebehlo všetko správne, tak v logu sa nám zobrazí
hlásenie ako je zobrazené nižšie.
53
Starting seafile server, please wait ...
Seafile server started
Done.
Pre automatické spustenie služby, musíme aktualizovať odkazy pre System V skript.
Pre tento účel môžete využiť utilitu s názvom update-rc.d, ktorý dokáže pridávať
a odoberať tieto skripty. Pri pridávaní skriptov sa vytvorí odkaz na skript uložený
v adresári init.d a služba init pri zmene runlevelov spúšťa alebo zastavuje tieto
skripty. V distribúcii Debian máme celkom osem runlevelov. Sú zobrazené v Tab. 10.1
nižšie.
Tab. 10.1: Zoznam dostupných runlevelov v operačnom systéme Debian
Runlevel Využitie
S Spúšťaný pri bootovaní operačného systému
0 Halt
1 Jedno užívateľský mód
2-5 Multiužívateľský mód s konzolou
6 Reštart
Pomocou príkazu: update-rc.d seafile-server defaults pridáme odkaz na skript
seafile-server do runlevelov dva, tri, štyri a päť. Pre kontrolu si môžeme tento
krok overiť otvorením súborov v adresári /etc/rc[0-6].d. Na výpise nižšie, kde
máme zobrazený výpis všetkých odkazov, ktoré ukazujú na skript seafile-server
v adresári /etc/init.d. V riadkoch jeden, dva a tri si môžeme všimnúť písmeno
K na začiatku, čo znamená, že pri prepnutí do runlevelu nula, jeden a sedem sa
skript ukončí. Písmeno S znamená, že skript sa spustí.
Po reštarte systému by sa nám služba Seafile mala automaticky spustiť. V prípade, že
tak nieje, môžeme sa pozrieť do adresára s log súbormi, ktorý nám môže poskytnúť
ďalšie informácie.
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10.8 Webové rozhranie služby
Na obr. 10.5 je zobrazené webové rozhranie po prihlásení užívateľa do služby Seafile.
V rýchlosti si opíšeme jednotlivé dôležité funkcie. Knižnica My Library, sa vytvára
automaticky po založení účtu užívateľa. Podľa potreby si užívateľ zakladá nové
knižnice. Funkcie, ktoré sú zobrazené v ľavo sú: Obľúbené knižnice, kde si užíva-
teľ môže zaradiť dôležité knižnice. Ďalšou funkciou je Osobná wiki, kde si užívateľ
môže vytvárať vlastný obsah wiki a následne ho môže zdielať medzi užívateľmi. Mes-
sages, správy je jednoduché rozhranie, kde si užívatelia môžu dopisovať. Devices je
zoznam zariadení, kde má užívateľ naištalovaného Seafile klienta, pomocou ktorého
sa synchronizujú knižnice. Kontakty je jednoduchý zoznam kontaktov.
Obr. 10.5: Ukážka web rozhrania Seafilu
10.9 Zabezpečenie uložených dat na serveri
Seafile podporuje šifrovanie súborov na zvýšenie zabezpečenia uložených dát. Užíva-
teľ má možnosť si zašifrovať ľubovolnú knižnicu a nazdielať ju ostatným užívateľom.
Heslo, ktoré sa použije na šifrovanie sa neukladá na server, čo je veľká výhoda vzhľa-
dom na bezpečnosť. Samotný administrátor serveru tak nemá prístup k uloženému
obsahu. Bez hesla, ktorými sú šifrované dáta, nikto k nim nemá prístup.
Pre stiahnutie a synchronizáciu dát užívateľ musí zadať heslo. Klient Seafilu si ná-
sledne stiahne z cloudu zašifrovaný obsah a dešifruje ho na počítači klienta. Heslo
použité pre šifrovanie nie je možné meniť, čo môže byť menšia nevýhoda, riešením
je založenie novej knihovne s novým heslom a prekopírovanie obsahu.
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11 ANALÝZA KOMUNIKÁCIE NÁSTROJOM
MITMPROXY
Nástroj mitmproxy slúži na analýzu komunikácie metódou Man in the Middle.
Pre úspešnú analýzu je potrebné sa pripojiť medzi komunikujúce strany. Takýmito
bodmi sú napríklad zariadenia, ktorými sa koncový užívatelia pripájajú do verejných
sietí. Príkladom sú hraničné smerovače na rozhraní privátnych a verejných sietí.
Po získaní prístupu k týmto sieťovým prvkom, útočník dokáže úspešne analyzo-
vať sieťovú komunikáciu užívateľov.V bezpečí nemôžu byť ani užívatelia využívajúci
protokol SSL, pre šifrovaný prenos dát.
Mitmproxy pre analýzu komunikácie využíva proxy server. Tento proxy server neslúži
pre filtráciu alebo urýchľovanie načítania webových stránok ale pre zachytenie a ana-
lýzu komunikácie. Užívateľ nadviaže komunikáciu s proxy serverom, ktorý následne
nadviaže komunikáciu s protiľahlou stranou. Týmto spôsobom má prístup k šifrova-
nému obsahu. K analýze šifrovanej komunikácie, útočník musí klientovi nainštalovať
certifikát certifikačnej autority, mitmproxy. Následne všetky vydané certifikáty touto
autoritou, budú označené ako dôverné.
11.1 Podvrhnutie SSL kominikácie
Jednou z metód ochrany prenášaných údajov je komunikácia kódovaná pomocou
vrstvy SSL (Secure Socket Layer). SSL je bezpečnostnou vrstvou, slúžiacou na ove-
renie identity servera, na ktorý sa klient pripája a zároveň poskytuje ochranu a
utajenie prenášaných údajov medzi klientom a bankou.[20]
Vrstva SSL šifruje údaje prijaté od aplikačných protokolov, vypočítava z prenášaných
fragmentov kontrolný súčet a odovzdáva ho vrstve TCP. Druhá strana spojenia overí
kontrolný súčet, dešifruje dáta a odovzdá ich príslušnému aplikačnému protokolu.
[20]
SSL podporuje :
• vzájomnú autentizáciu komunikujúcich partnerov,
• symetrické šifrovanie prenášaných údajov,
• kontrolu integrity prenášaných údajov.[20]
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Autentizácia klienta a servera sa uskutočňuje pomocou asymetrickej kryptografie,
na základe certifikátov. V prvej fáze komunikácie si server aj klient vymenia svoje
certifikáty, ktoré si hneď aj verifikujú, čiže si overia ich pravosť pomocou certifikátu
certifikačnej autority, ktorá ich vydala, za predpokladu, že obe strany dôverujú tejto
autorite.
V prípade overenia totožnosti servera, klient vygeneruje náhodné číslo N a pošle
ho serveru. Server vypočíta heš pomocou hešovacej funkcie hodnotu z čísla N a
zašifruje ho svojím privátnym kľúčom. Takto získaný reťazec pošle naspäť klientovi.
Klient, dešifruje verejným kľúčom servera prijatý reťazec a výsledok porovná s ním
vypočítanou hodnotou čísla N. Zhoda oboch reťazcov ubezpečuje klienta o identite
servera. Autentizácia klienta, ktorá prebieha podobne, sa v prípade prístupu na
anonymný server nerobí. [20]
Na Obr. 11.1 je zobrazený priebeh komunikácie užívateľa so serverom, ktorý je za-
chytený mužom uprostred.
Obr. 11.1: Nadviazanie komunikácie užívateľa so serverom, zachytený útočníkom
11.2 Inštalácia mitmproxy
Balík mitmproxy sa nachádza medzi štandardnými repozitármi distribúcie Debianu.
Pre naištalovanie stačí použiť príkaz: apt-get install mitmproxy.
Skontrolujeme si služby, ktoré sú spustené napríklad príkazom netstat –ntap. Ne-
môže byť spustená žiadna služba využívajúca porty s číslami 80, 443 a 8080 z dôvodu,
že porty bude využívať proxy server.
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Transparentná proxy sa vyznačuje tým že z pohľadu užívateľa je neviditeľná. Väčšinou
sa tento typ proxy serveru umiestňuje na hraničné smerovače, prepájajúce lokálnu
sieť s internetom. Užívatelia využívajú tento smerovač ako východziu bránu, ktorej
adresu väčšinou priraďuje DHCP server stanici. Zo strany klienta nie je potrebné
žiadne nastavenie.
Aby sme úspešne mohli zachytiť prebiehajúcu komunikáciu, musíme nastaviť pre-
smerovanie portov 80 a 443 na port 8080. Pri tomto kroku bude celá komunikácia
pomocou protokolov HTTP a HTTPS presmerovaná na port 8080. Na linuxových
systémoch je potrebné zapnúť smerovanie, toto spravíme pomocou príkazu:
sysctl -w net.ipv4.ip_forward=1.
Pre presmerovanie komunikácie využijeme službu NAT. Pomocou príkazov nižšie,
sme schopný nastaviť potrebné presmerovanie:
iptables -t nat -A PREROUTING -i eth0 -p tcp –dport 80 -j REDIRECT –to-port 8080
iptables -t nat -A PREROUTING -i eth0 -p tcp –dport 443 -j REDIRECT –to-port 8080
Význam prvého príkazu je ten, že komunikácia, ktorá sa príjme cez rozhranie eth0 a
v hlavičke protokolu TCP je cieľový port rovný číslu 80, čo je port protokolu HTTP
sa presmeruje na port 8080, kde je spustená aplikácia mitmproxy.
Význam druhého príkazu je ten, že komunikácia, ktorá sa príjme cez rozhranie eth0
a v hlavičke protokolu TCP je cieľový port rovný číslu 443, čo je port protokolu
HTTPS sa presmeruje na port 8080, kde je spustená aplikácia mitmproxy.
11.3 Základná orientácia v programe mitmproxy
Po spustení aplikácie, sa Vám v novom okne zobrazia všetky požiadavky, ktoré mitm-
proxy prijala a preposlala. Medzi požiadavkami sa pohybujeme pomocou šípok sme-
rom nahor a dole. Pre podrobnejšiu analýzu sme schopný každú jednu požiadavku
si podrobne zobraziť pomocou klávesy enter. Takto sa dostávame do ďalšieho okna,
ktoré má výhodu v štruktúrovanej forme zobrazenia informácií. Medzi požiadavkou
a odpoveďou sa dokážeme prepnúť pomocou tabulátora. Aby sme si zobrazili ďalšiu
požiadavku v tomto okne a nemuseli ho vypínať, použijeme klávesu medzerník. Na
obr. 13.5 je zobrazené okno so zachytenou komunikáciou.
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Obr. 11.2: Hlavné okno aplikácie mitmproxy
11.3.1 Práca s filtrami
Filtre sú základnými prvkami aplikácie. Pomocou nich špecifikujeme pravidlá, podľa
ktorých sa následne dá manipulovať so správami. Výpis všetkých operátorov, ktoré je
možné v mitmproxy použiť, nájdete v Tab. 11.1 i s popisom použitia. Filtre môžeme
využiť napríklad pre zobrazovanie správ len podľa parametrov nastavených vo filtri,
zachytávaní správ, pri zmene niektorých parametrov či už v hlavičke správy alebo
v tele HTTP požiadavky.
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11.3.2 Zachytávanie správ
Táto možnosť nám pomáha v hlbšej analýze komunikácie. Sme schopný sledovať
a krokovať požiadavky oboma smermi. Každú jednu správu sme schopný následne
povoliť alebo zamietnuť, pomocou kláves A a D. Pred tým, ako povolíme alebo
zamietneme správu, si ju môžeme podrobne preštudovať. Každú jednu správu si
môžeme otvoriť pomocou klávesy enter a tak zobrazíme podrobnosti správy.
Tab. 11.1: Zoznam všetkých filtrov podporovaných aplikáciou mitmproxy
Filter Použitie
~a Nájdi aktívum v odpovedi HTTP protokolu (obrázky, Javascript, Flash, . . . )
~b Regulárny výraz v tele HTTP protokolu
~bq Regulárny výraz v požiadavke tela HTTP protokolu
~bs Regulárny výraz v odpovedi tela HTTP protokolu
~c Kód odpovede protokolu HTTP
~d Regulárny výraz v doménovom názve v požiadavke HTTP protokolu
~e Chybové stavy HTTP protokolu
~h Regulárny výraz v hlavičke protokolu HTTP
~hq Regulárny výraz v hlavičke požiadavky HTTP protokolu
~hs Regulárny výraz v hlavičke odpovede HTTP protokolu
~m Regulárny výraz metódy HTTP protokolu
~q Všetky požiadavky HTTP protokolu bez odpovede
~s Všetky odpovede protkolu HTTP
~t Regulárny výraz obsahu HTTP hlavičky
~tq Regulárny výraz v obsahu požiadavky HTTP hlavičky
~ts Regulárny výraz v obsahu odpovedi HTTP hlavičky






11.3.3 Manuálna zmena údajov v správach
Pomocou mitmproxy sme schopný každú jednu správu zmeniť a to vďaka tomu, že
služba dokáže dešifrovať prenos dát vďaka tomu, že klient využíva certifikát proxy
servera. Zachytenú správu sme schopný zmeniť pomocou klávesy E, musíme byť
v režime zobrazenia podrobností správy použitím klávesy enter.
Sme schopný modifikovať nasledovné parametre správy:
• Stavové kódy správ - uprestňujú ako bola odpoveď serverom spracovaná,
• Hlavičku správy - obsahujú informácie o klientovi a serveri,
• Telo správy - obsahuje prenášané dáta HTTP protokolom.
11.3.4 Automatická zmena údajov v správach
Manuálna zmena údajov je vhodná v prípade testovania modifikovaných údajov a
v prípade ladení automatických zmien dát v zachytenej komunikácii. Pre automa-
tickú zmenu údajov slúži funkcia replace, ktorú môžeme spustiť zároveň s aplikáciou
už s definovanými filtrami alebo editovať pomocou vstavaného editora, ktorý je zo-
brazený na obr.11.3.
Obr. 11.3: Editor filtrov pre nahradenie údajov
11.3.5 Možnosť dekompresie obsahu správy
Niektoré webové stránky využívajú pri prenose dát kompresiu, ktorá nám zamedzuje
modifikáciu dát v správach. Mitmproxy je schopné tieto správy dekompresovať, mo-
difikovať hodnoty a následne znova kompresovať. Na obrázku je zobrazená správa,
ktorá využíva kompresiu. Pre manuálnu dekopresiu správ použijeme klávesu Z.
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Obr. 11.4: Dekompresia požiadavkov aplikáciou mitmproxy
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12 LABORATÓRNA ÚLOHA SEAFILE
12.1 Zadanie
Naištalujte službu privátneho cloudového úložiska Seafile. Nakonfigurujte službu
tak, aby využívala MySQL databázu pre uchovávanie dát. Pre prístup k webovému
rozhraniu využite webový server Apache, kde povolíte zabezpečenú komunikáciu po-
mocou protokolu HTTPS pre web rozhranie a synchronizáciu súborov. Nainštalujte
a nastavte LDAP server pomocou, ktorého sa užívatelia Seafilu dokážu autentizovať.
Ako bonusovú úlohu si vyskúšajte nastavenie spustenia služby Seafile pomocou
procesu init.d pri spustení operačného systému. Využite skript uvedený v návode.
12.2 Postup vypracovania úlohy
Ako prvý krok vytvoríme nový adresár príkazom mkdir v adresári /opt s názvom
seafile-server. Presunieme sa do adresára príkazom cd /opt/seafile-server
a pre stiahnutie aplikácie použijeme program wget a nasledovnú URL adresu:
https://bitbucket.org/haiwen/seafile/downloads/seafile-server_4.0.6_x86-64.tar.gz
Projekt Seafile je celý napísaný v skriptovacom jazyku python a využíva nasledovné
balíky pre fungovanie, a preto je potrebné nainštalovať nasledovné balíky:
• python2.7 - základný balík pythonu verzie 2.7,
• python-setuptools - inštalácia, odinštalácia, upgrade python balíčkov,
• python-imaging - pridáva možnosti spracovania obrazu interpreterom,
• python-mysqldb - poskytuje rozhranie API databáze python.
12.3 Inštalácia MySQL databázy
Aplikácia Seafile bude využívať MySQL databázu. Budeme potrebovať nasledovné
balíky:
• mysql-server-5.5 - balík obsahujúci MySQL server,
• mysql-client-5.5 - balík obsahujúci MySQL klienta.
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12.4 Nastavenie služby Seafile
Pre nastavenie služby využite skript od vývojárov projektu. Skript sa nachádza
v adresári seafile-server-4.0.6. Pre spustenie skriptu zmeníme adresár pomocou
príkazu: cd /opt/seafile-server/seafile-server-4.0.6.
Skript spustíme príkazom: ./setup-seafile.sh. Sprievodca nás prevedie nastave-
ním a využijeme nasledovné odpovede:
• Hostname: debian,
• IP adresa: ip adresa virtuálneho operačného systému,
• Port pre službu ccnet: ponecháme 10 001,
• Umiestnenie nahratých súborov: /opt/seafile-server/seafile-data,
• Port pre seafile server: ponecháme 12 001,
• Port pre súborovú službu: 8 082,
• Vytvorenie novej databázy: Áno
• Port pre pripojenie databázy: 3 306,
• Vyplníme názov databázy pre ccnet-server: ponecháme ccnet-db,
• Vyplníme názov databázy pre seafile-server: ponecháme seafile-db,
• Vyplníme názov databázy pre seahub: ponecháme seahub-db.
Nainštalujeme si nasledovné balíky:
• apache2 - balík webovej služby Apache,
• python-flup - rozhranie python pre webové servery,
• libapache2-mod-fastcgi - FastCGI modul pre Apache.
Balík libapache2-mod-fastcgi sa nenachádza medzi základnými repozitármi, ale
v non-free. Aby sme tento balík mohli vyhľadať a následne naištalovať, musíme
editovať konfiguračný súbor sources.list.
Pre povolenie ďaľších repozitárov upravíme súbor /etc/apt/sources.list:
deb http://ftp.cz.debian.org/debian/ wheezy main non-free
deb-src http://ftp.cz.debian.org/debian/ wheezy main non-free
deb http://security.debian.org/ wheezy/updates main non-free
deb-src http://security.debian.org/ wheezy/updates main
non-free
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Následne musíme aktualizovať zoznam repozitárov, preto použime nasledovný príkaz:
apt-get update.
Po nainštalovaní a nastavení balíkov, je potrebné povoliť nasledovné moduly vo we-
bovom servery Apache: rewrite, fastcgi, proxy_http. Modul rewrite slúži ako parser
medzi URL adresami a adresami súborového systému operačného systému. Má za
úlohu mapovať URL adresy na adresy, s ktorými dokáže spolupracovať súborový
systém daného operačného systému.
Dôležitý je modul FastCGI, ktorý predáva požiadavky webového servera aplikáciám
bežiacim na danom servery, v našom prípade aplikácii Seafile. Vytvára tak rozhra-
nie medzi Apachom a Seafilom, spúšťa dostatočný počet inštancií na spracovanie
prichádzajúcich požiadavkov.





Do konfiguračného súboru apache2.conf pridajte nasledovný riadok:
FastCGIExternalServer /var/www/seahub.fcgi -host 127.0.0.1:8000. Podľa
dokumentácie vývojárov projektu tento riadok slúži na zabránenie chybových hlášok
webového servera Apache.
Vytvorte konfiguračný súbor pre Seafile, ktorý uložíte do adresára: /etc/apache2/
sites-enabled/ s názvom, seafile. Do súboru nakopírujte konfiguračný súbor,
ktorý je na nasledujúcej strane. Vašou úlohou je doplniť IP adresu a číslo portu sú-
borového servera Seafilu. Príslušné riadky máte vyznačené červeným písmom. Čísla


























12.4.1 Nastavenie adresy pre Seafile
Nastavte hodnotu premennej SERVICE_URL v konfiguračnom súbore: ccnet.conf
tak aby smerovala na adresu služby Seafile. Rovnako postupujte pri hodnote pre-
mennej FILE_SERVER_ROOT v konfiguračnom súbore: seahub_settings.py.
SERVICE_URL = http://IP:8000
FILE_SERVER_ROOT = ’http://IP:8000/seafhttp’
V tomto prípade IP adresa je vonkajšia adresa služby NAT. Adresu si zobrazíte
pomocou príkazu: ipconfig v príkazovom riadku hosťujúceho operačného systému
(Windows) obr. 12.1. Tieto adresy za využívajú pre generovanie odkazov pre nahrá-
vanie a sťahovanie súborov. Po uložení konfiguračných súborov, ešte musíte reštartovať
služby:
./seafile.sh restart,
./seahub.sh stop a následne ./seahub.sh start-fastcgi.
Obr. 12.1: Nastavenie adaptéra VMwaru
12.4.2 Nastavenie presmerovanie portov v službe NAT
Aby sme sa mohli pripojiť k službe Seafile vo virtualizovanom systéme, musíme si
presmerovať porty 80, 8082, 10001 a 12001 cez NAT. Toto spravíme v konfiguračnom
súbore VMWaru: C:\ProgramData\VMware\vmnetnat.conf. Nájdeme si odsek pre
presmerovanie portov protokolu TCP a pridáme riadky, ako to je zobrazené nižšie. Je
výhodné si rovnakým spôsobom pridať port aj pre službu SSH. Takto sme schopný










Pomocou príkazu: ifconfig si zobrazte nastavenia adaptérov a doplňte vašu IP
adresu. Konfiguračný súbor si uložte. Aby sa aplikovali naše zmeny, musíme reštar-
tovať službu VMware NAT Service v správcovi úloh, ako to je zobrazené na obrázku
uvedenom nižšie.
Obr. 12.2: Reštartovanie služby NAT
12.4.3 Overenie pripojenia k službe
Otvorte si webový prehliadač a zadajte adresu: http://IP:8000. IP adresa, je adresa
virtuálneho operačného systému Debian. Po načítaní úvodnej stránky sa prihláste
pomocou administrátorského prístupu.
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Po prihlásení vyskúšajte nahrať ľubovolný súbor. Súbor by sa mal bez problémov
odoslať a zobraziť v knižnici vo webovom rozhraní. V prípade, že to tak nie je
skontrolujte nasledovné body:
• IP adresy a čísla portov v službe NAT,
• reštartovanie služby nat v priezkumníku Windows,
• URL adresy v premenných SERVICE_URL a FILE_SERVER_ROOT,
• reštartovanie služieb ./seahub.sh stop a ./seahub.sh start-fastcgi.
12.5 Nastavenie HTTPS prístupu
Vygenerujte si vlastné SSL certifikáty, v prípade, že ich už máte, tak tento krok
môžete preskočiť a pokračovať v nastavení webového servera Apache.
Pre vygenerovanie nových SSL certifikátov využite nasledovné príkazy:
openssl genrsa -out private_key.pem 2048
openssl req -new -x509 -key private_key.pem -out cacert.pem
Pomocou prvého riadku program openssl vygeneruje RSA privátny kľúč o dĺžke 2048
bitov a uloží ho do súboru private_key.pem. Druhý príkaz slúži na vygenerovanie
nového certifikátu, ktorý uloží do súboru cacert.pem.
V konfiguračnom súbore serveru Apache pre Seafile, doplňte nasledovné riadky a





12.5.1 Nastavenie adresy pre Seafile
Zmenou prístupu pomocou protokolu SSL musíme upraviť hodnotu nasledovnej pre-
mennej SERVICE_URL v konfiguračnom súbore: ccnet.conf tak, aby smerovala na
správnu adresu služby Seafilu. Rovnako postupujte pri zmene hodnoty premennej




Po uložení konfiguračných súborov ešte musíte reštartovať služby:
./seafile.sh restart,
./seahub.sh stop a následne ./seahub.sh start-fastcgi.
12.5.2 Nastavenie presmerovanie portov v službe NAT
Po nastavení prístupu pomocou protokolu HTTPS musíte zmeniť presmerovaný port
v službe NAT tak, aby smerovala na správnu službu. Po uložení konfiguračného




12.6 Overenie pripojenia k službe
Otvorte si webový prehliadač a zadajte adresu: http://IP:8000. IP adresa, je adresa
virtuálneho operačného systému Debian. Prehliadač Vás upozorní na nedôverihodný
certifikát, ktorý akceptujte. Po načítaní úvodnej stránky sa prihláste pomocou ad-
ministrátorského prístupu.
Súbor by sa mal bez problémov odoslať a zobraziť v knižnici vo webovom rozhraní.
V prípade, že to tak nie je skontrolujte nasledovné body:
• IP adresy a čísla portov v službe NAT,
• reštartovanie služby nat v priezkumníku Windows,
• URL adresy v premenných SERVICE_URL a FILE_SERVER_ROOT,
• reštartovanie služieb ./seahub.sh stop a ./seahub.sh start-fastcgi.
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12.7 Protokol LDAP
Je to štandardizovaný komunikačný protokol pre adresárové služby pomocou proto-
kolu TCP/IP špecifikovaný v štandarde RFC 4511. Vytvára centralizovanú správu
užívateľských účtov. Dáta sú uložené v záznamoch a organizované v stromovej štruk-
túre ako to je zobrazené na obr. 12.3. Každý záznam je tvorený tromi základnými
prvkami:
• Distinguished name - je unikátnym názvom záznamu,
• Atributy - slúžia na popisovanie záznamu,
• Object classes - určujú typ záznamu.
Obr. 12.3: Názorná ukážka stromovej štruktúry LDAP servera
Záznamy sa rozlišujú podľa unikátneho názvu Distinguished name v skratke DN,
žiadne dva záznamy v stromovej štruktúre nemôžu mať zhodné DN. Na obr. 12.11
máte zobrazený DN užívateľa admin. Atribúty obsahujú informácie o každom zá-
zname ako sú napríklad uid, uidNumber, gidNumber, cn, sn, mail. Tieto údaje sa
vyplňujú pri vytváraní každého nového užívateľa.
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12.7.1 Nastavenie autentizácie pomocou LDAPu
Nainštalujte nasledovné balíky pre LDAP server:
• slapd - obsahom balíka je server sladp s adresárovou službou a server slurpd
sprostredkujúca replikačnú službu adresárovej štruktúry,
• ldap-utils - utility pre manažment LDAP servera.
12.7.2 Rekonfigurácia služby LDAP
Rekonfigurujte balíček slapd pomocou príkazu: dpkg-reconfigure -p low slapd.
Po spustení sprievodcu nastavením, vyplňte hodnoty, na ktoré sa vás spýta. Dôležitý
je doménový názov, napríklad seafile.cz, ďalej typ databázy a vypnutie LDAP verzie
dva. Pod kapitolou máte zobrazený obrázkový postup a výber správnych volieb. Po
dokončení sprievodcu si zobrazte nastavenie servera a vlastnosti užívateľa admin.
Použite príkaz slapcat. Výstup je zobrazený na obrázku 12.11.
Obr. 12.4: Vytvorenie novej LDAP databáze
Obr. 12.5: DNS názov LDAP servera
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Obr. 12.6: Názov organizácie LDAP adresára
Obr. 12.7: Výber formátu backandu pre LDAP databázu
Obr. 12.8: Zmazanie starej databáze
Obr. 12.9: Vytvorenie novej databáze
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Obr. 12.10: Odstránenie starej databázy
Obr. 12.11: Zobrazenie vlastností administrátorského účtu
12.7.3 Pridanie nového užívateľa
Nový užívateľ sa do databázy pridá pomocou textového súboru s príponou .ldif.
Sú v ňom špecifikované prístupové údaje užívateľa. Pre pridanie nového užívateľa
sme využili nasledovné nastavenia. Aby sa užívatelia Seafilu mohli autentizovať voči
LDAP serveru, databáza musí obsahovať email užívateľa.
Hodnoty objectClass a loginShellmeniť nemusíte. Pomocou triedy objectClass














Nastavenia, ktoré sme vytvorili pre nového užívateľa sa aplikujú pomocou príkazu:
ldapadd -x -D cn=admin,dc=seafile,dc=cz -W -f ./user.ldif.
Týmto krokom je v databázy vytvorený nový užívateľ, ktorý sa pred tým ako môže
autentizovať musí ešte vytvoriť heslo. Nové heslo pre užívateľa sa vytvorí príkazom:
ldappasswd -x –D cn=admin,dc=seafile,dc=cz -W -S uid=uzivatel,dc=seafile,dc=cz.
12.7.4 Zmena spôsobu autentizácie Seafilu
Aby sa užívatelia mohli autentizovať voči LDAP serveru, musíme pridať túto mož-
nosť do konfiguračného súboru /opt/seafile-server/ccnet/ccnet.conf. Doplňte







Po uložení konfiguračného súboru sa musí reštartovať služba Seafilu a seahubu prí-
kazmi uvedenými nižšie. Následne overte funkčnosť autentizácie užívateľov:
cd /opt/seafile-server/seafile-server-4.0.6/
./seafile.sh restart
./seahub.sh stop a následne ./seahub.sh start-fastcgi
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12.8 Automatické spustenie služby Seafile
Pre automatické spustenie služby využite skript na konci tohoto návodu. Skript
sa musí spustiť pomocou služby init. Povolené budú len multiužívateľské runle-
vely. Hodnoty premenných user, seafile_dir, script_path a fastcgi, upravte
podľa svojich potrieb. Obsah skriptu uložte do súboru s názvom seafile-server
do adresára: init.d.
Pre spustenie služby si vytvoríme užívateľa, v našom prípade to bude užívateľ s uží-
vateľským menom Seafile. Zmeníme hodnotu premennej user na seafile. Do premen-
ných seafile_dir a script_path musíme zadať správne cesty, kde máme aplikáciu
rozbalenú. Dôležitým parametrom je fastcgi, ktorý nám určuje aby sa služba spus-
tila s podporou modulu CGI so službou Apache.
Aby sme mohli skript spustiť, najprv mu musíme predeliť práva na spustenie. Právo
pre spustenie pridelíme príkazom: chmod +x /etc/init.d/seafile-server.
Pre testovanie spustenia skriptu je výhodné si v jednom terminále zobraziť log sú-
bor: seafile.init.d, pomocou príkazu: tail -f, ktorý takto dokáže zobraziť priebeh
vykonávania skriptu. Aby sme nemuseli pre odskúšanie vždy restartovať náš systém
tak si otvoríme adresár /etc/init.d/ a skrip seafile-server spustíme manuálne s pa-
rametrom: start. Ak prebehlo všetko správne, tak v logu sa nám zobrazí nasledovné
hlásenie:
Starting seafile server, please wait ...
Seafile server started
Done.
Pre automatické spustenie služby, musíme aktualizovať odkazy pre System V skript.
Pre tento účel využite utilitu s názvom update-rc.d, ktorý dokáže pridávať a odobe-
rať tieto skripty. Pri pridávaní skriptov sa vytvorí odkaz na skript, uložený v adresári
init.d a služba init pri zmene runlevelov spúšťa alebo zastavuje tieto skripty.
Po reštarte systému, by sa nám služba Seafile mala automaticky spustiť. V prípade,




### BEGIN INIT INFO
# Provides: seafile-server
# Required-Start: $local_fs $remote_fs $network mysql
# Required-Stop: $local_fs
# Default-Start: 2 3 4 5
# Default-Stop: 0 1 6
# Short-Description: Starts Seafile Server
# Description: starts Seafile Server
### END INIT INFO
# Change the value of üser"; to your linux user name
user=seafile
# Change the value of "script_path"to your path of seafile installation





# Change the value of fastcgi to true if fastcgi is to be used
fastcgi=true
# Set the port of fastcgi, default is 8000.
#Change it if you need different.
fastcgi_port=8000
# Write a polite log message with date and time
echo -e "About to perform $1 for seafile at ‘date -Iseconds‘
"${seafile_init_log}




sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log}
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if [ $fastcgi = true ];
then
sudo -u ${user} ${script_path}/seahub.sh ${1}-fastcgi ${fastcgi_port} »
${seahub_init_log}
else




sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log}
if [ $fastcgi = true ];
then
sudo -u ${user} ${script_path}/seahub.sh ${1}-fastcgi ${fastcgi_port} »
${seahub_init_log}
else




sudo -u ${user} ${script_path}/seahub.sh ${1} » ${seahub_init_log}
sudo -u ${user} ${script_path}/seafile.sh ${1} » ${seafile_init_log
;;
*)







Zoznámte sa aplikáciou mitmproxy, ktorá umožňuje realizáciu man-in-the-middle
útoku na aplikačné protokoly ISO/OSI modelu HTTP a HTTPS.
Nainštalujte aplikáciu mitmproxy, nakonfigurujte webový prehliadač Firefox tak aby
využívala proxyserver pre všetky protokoly. Presmerujte porty cez službu NAT v ap-
likácii VMWare tak, aby ste boli schopný sa pripojiť k virtuálnemu systému.
Odchyťte a zobrazte prihlasovacie údaje pre prihlásenie užívateľa na webových strán-
kach využívajúce zabezpečenie SSL. Môžete využiť napríklad stránky VUT,
https://www.vutbr.cz. Porovnajte odchytené výsledky nástrojom wireshark a mitm-
proxy.
Prihláste sa do web rozhrania školského emailu a pošlite mail kolegovi. Majte spus-
tené zachytávanie všetkých odosielaných správ. Manuálne modifikujte obsah správy.
Pozmeňte číslo účtu na zabezpečených stránkach tak, aby číslo účtu, ktoré užívateľ
vidí bol bankový účet útočníka: https://www.vutbr.cz/usi/uchazeci/prihlaska.
13.2 Postup vypracovania úlohy
Aplikácia mitmproxy sa nachádza medzi štandardnými repozitármi Debianu a preto,
pre inštaláciu použijeme príkaz apt-get install mitmproxy.
13.2.1 Nastavenie presmerovanie portov v službe NAT
Aby sme sa mohli pripojiť na službu mitmproxy vo virtualizovanom systéme, mu-
síme si presmerovať port 8080 cez NAT. Toto spravíme v konfiguračnom súbore
VMWaru, C:\ProgramData\VMware\vmnetnat.conf. Nájdeme si odsek pre presme-
rovanie portov a pridáme riadok, ako to je zobrazené nižšie. Je výhodné si rovnakým
spôsobom si pridať port aj pre službu SSH. Takto sme schopný využiť užívateľsky







Adresa 192.168.145.133 je IP adresa virtuálneho systému. Pomocou príkazu: ifconfig
si zobrazte nastavenia adaptérov a použite vlastnú adresu pre službu NAT.
Konfiguračný súbor si uložíme. Aby sa aplikovali naše zmeny, musíme reštartovať
službu VMware NAT Service v správcovi úloh, ako to je zobrazené na obrázku
nižšie.
Obr. 13.1: Reštartovanie služby NAT
13.2.2 Nastavenie proxy v prehliadači Firefox
Pre nastavenie budeme postupovať podľa obrázkov nižšie. V nastaveniach si zvolíme
Možnosti, Spresnenie, Sieť a Nastavenia... Pri ručnom nastavení nastavíme adresu
servera na localhost a port 8080. Dôležité je zapnúť proxy aj pre localhost, ako to
je zobrazené na obr. 13.3.
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Obr. 13.2: Nastavenie proxy servera v prehliadači Firefox
Obr. 13.3: Nastavenie proxy servera v prehliadači Firefox
13.3 Overenie nastavení
Mitmproxy spustíme príkazom: mitmproxy. Spustí sa služba na porte 8080, číslo
portu si dokážeme zmeniť prepínačom -p číslo_portu. Túto možnosť využijeme,
ak na porte 8080 už je spustená nejaká iná služba. Pomocou nasledovného príkazu si
zobrazíme aktuálne využité porty vo virtuálnom systéme: netstat -ntap. Názorný
výpis je zobrazený na obr. 13.4.
Otvorte si prehliadač Firefox a otvorte si web stránky školy. V prípade, že aplikácia
mitmproxy funguje správne, tak sa nám načítajú stránky VUT a zobrazí podobný
výpis ako je zobrazený na obr. 13.5.
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Obr. 13.4: Výpis všetkých používaných portov
Obr. 13.5: Hlavné okno aplikácie mitmproxy
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13.4 Úloha 1.
V prvej úlohe sa zoznámite s ovládaním aplikácie a vyskúšate si odchytenie a zobra-
zenie prihlasovacích údajov na zabezpečených stránkach https://www.vutbr.cz.
Spustite si aplikáciuWireshark pre analýzu sieťovej komunikácie na rozhraní VMWare.
Otvorte si v prehliadači Firefox URL adresu: https://www.vutbr.cz, a prejdite na
prihlasovaciu stránku. Zmažte obsah aktuálneho okna pomocou skratky Shift+C.
Prihláste sa pomocou prihlasovacích údajov, ktoré nemusia byť validné. V aplikácii
mitmproxy uvidíte požiadavky smerované od klienta k serveru a naopak, ako je to
zobrazené na obr. 13.6.
Obr. 13.6: Zachytená komunikácia aplikáciou mitmproxy
Prvý riadok obsahuje prihlasovacie údaje, ktoré klient zaslal web serveru. Otvorte
si správu pomocou klávesy enter a zobrazí sa Vám nové okno s detailami správy.
Na obr. 13.7 máme zobrazený obsah správy s prihlasovacími údajmi. Všimneme si
autentizačnú metódu pomocou protokolu LDAP, ktorý obsahuje zoznam validných
užívateľov.
Medzi požiadavkou a odpoveďou sme schopný sa prepnúť pomocou tabulátora. Na
ďalší riadok, to znamená ďalšiu požiadavku, sa prepneme pomocou klávesy space.
Pre opustenie detailného zobrazenia požiadavky použijeme klávesu Q. V Tab. 13.1
je zoznam najpoužívanejších príkazov.
Samostatné úlohy:
1. Porovnajte zachytené výsledky pomocou Wiresharku a mimproxy.
2. Aký je dôvod, že vo wiresharku nedokážete nájsť prihlasovacie údaje?
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Tab. 13.1: Zoznam príkazov k ovládaniu aplikácie mitmproxy
Príkaz Použitie
A Povolenie požiadavku pri použití zachytávania správ
D Zmazanie správy
E Editácia správy
I Zachytenie požiadaviek, spolieha ha filtre
Q Opustiť aktuálne okno a prepnúť sa o úroveň vyššie
Z Dekompresia alebo kompresia gzip správ
Shift + R Obsluha automatických zmien prenášaných dát
Shift + C Zmazanie obsahu okna
Obr. 13.7: Obsah zachytenej správy aplikáciou mitmproxy
3. Prečo vo Wiresharku nevidíme žiadnu komunikáciu pomocou protokolu HTTP
ani HTTPS?
4. Na akých vrstvách pracuje protokol HTTP a HTTPS ISO/OSI modelu a na
ktorej vrstve prebieha šifrovanie protokolom SSL?
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13.5 Úloha 2.
Vašou úlohou je zachytiť odoslaný mail kolegovi a modifikovať ho. V mitmproxy
útočník dokáže zachytiť komunikáciu definovanú pomocou filtrov a funkciou inter-
ception. Zoznam všetkých filtrov je v Tab. 13.2.
Tab. 13.2: Zoznam všetkých filtrov podporovaných aplikáciou mitmproxy
Filter Použitie
~a Nájdi aktívum v odpovedi HTTP protokolu (obrázky, Javascript, Flash, . . . )
~b Regulárny výraz v tele HTTP protokolu
~bq Regulárny výraz v požiadavke tela HTTP protokolu
~bs Regulárny výraz v odpovedi tela HTTP protokolu
~c Kód odpovede protokolu HTTP
~d Regulárny výraz v doménovom názve v požiadavke HTTP protokolu
~e Chybové stavy HTTP protokolu
~h Regulárny výraz v hlavičke protokolu HTTP
~hq Regulárny výraz v hlavičke požiadavky HTTP protokolu
~hs Regulárny výraz v hlavičke odpovede HTTP protokolu
~m Regulárny výraz metódy HTTP protokolu
~q Všetky požiadavky HTTP protokolu bez odpovede
~s Všetky odpovede protkolu HTTP
~t Regulárny výraz obsahu HTTP hlavičky
~tq Regulárny výraz v obsahu požiadavky HTTP hlavičky
~ts Regulárny výraz v obsahu odpovedi HTTP hlavičky





Spustite aplikáciu mitmproxy a slačíme klávesu I, ktorá nám ponúkne už spomí-
nanú funkciu interception a vyzve nás na definovanie filtra, ako to je zobrazené na
obr. 13.8.
Pomocou filtra ~bg spustíme zachytávanie všetkých odchádzajúcich požiadavkov.
Otvorte si web rozhranie školského mailu a pošlite mail kolegovi. V mimtproxy by
ste mali uvidieť žiadosť POST, ktorá obsahuje našu správu. Otvorte si túto správu
a mali by ste vidieť obsah podobný ako je na obr. 13.9.
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Obr. 13.8: Definovanie nového filtra v aplikácii mitmproxy
Obr. 13.9: Obsah zachytenej mailovej správy
Máme prístup k celému obsahu správy. Modifikáciu správy uskutočníme nasledov-
ným spôsobom:
• Klávesou E spustíme editáciu správy,
• Z ďalšej ponuky si vyberieme, že chceme editovať telo správy,
• V editore zmeníme obsah správy a uložíme.
Na obr. 13.10 máme zobrazenú modifikovanú správu. Odoslanie správy potvrdíme
klávesou A. Vypnime interception funkciu zmazaním filtra a skontrolujeme si doru-
čenú poštu kde nájdeme našu modifikovanú správu.
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Obr. 13.10: Obsah modifikovanej mailovej správy
Samostatné úlohy:
1. Zamyslite sa, akým mechanizmom by si užívatelia mohli byť istý, že ich správa
nebola pozmenená?
2. Akým spôsobom by mohli užívatelia zabezpečiť správu voči odposluchu?




Vašou úlohou bude tentoraz zmeniť obsah web stránok zabezpečených pomocou
protokolu SSL. Pre zmenu údajov využijeme nástroj replace, ktorý dokáže nahradiť
reťazec znakov v správach. Pomocou filtrov sme schopný špecifikovať, ktoré správy
chceme modifikovať.
Pre nahradenie využijeme už spomínaný skript replace, ktorý môžeme zavolať
dvoma spôsobmi:
• pri spustení s parametrom –replace podmienka:reťazec1:reťazec2
• pomocou editoru, ktorý spustíme kombináciou kláves Shift a R obr. 13.11.
Obr. 13.11: Editor filtrov pre nahradenie údajov
Editor pre nástroj replace spustíme klávesou e, zobrazí sa nám okno, kde môžeme
pridávať, meniť a rušiť filtre. Na obr. 13.12 je zobrazený už modifikovaný účet útoční-
kom. Všimnite si číslo bankového účtu a porovnajte ho s bankovým účtov otvoreným
v inom webovom prehliadači.
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Obr. 13.12: Názorná ukážka modifikovaného obsahu web stránky
Samostatné úlohy:
1. Zamyslite sa, ako si môže byť užívateľ istý že nikto nezmenil obsah web strá-
nok?
2. Aká je možnosť sa brániť proti takýmto útokom?
3. Realizujte svoj vlastný útok pomocou mitmproxy na zabezpečené stránky.
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14 ZÁVER
Diplomová práca sa zaoberala popisom technológií, ktoré využívajú známe cloudové
úložné systémy, ako sú Dropbox, Google Disk či iCloud. Pre vypracovanie tejto práce
bolo nutné si rozšíriť vedomosti vedomosti, ktoré sme čerpali primárne z technickej
dokumentácie vydávanej vývojármi aplikácií. Veľkou nevýhodou je, že firmy Apple
a Google udržiavajú tieto technológie uzavreté a verejnosti dávajú len minimálne
množstvo informácií, aké technológie v pozadí daná služba využíva.
Spoločnosť Dropbox je z tejto strany výnimkou, keďže poskytuje relatívne dostatočné
množstvo informácií o svojej službe. Úzko spolupracuje so spoločnosťou Amazon, od
ktorej využíva dátové úložisko a webové služby. Rovnako pre vývojárov sú poskytnuté
informácie pre pohodlné vytváranie aplikácií spolupracujúcich so službou Dropbox.
V ďalšej časti práce sme sa venovali protokolom WebDav a XMPP. U protokolu
WebDav, sme si popísali možnosti, ktoré využíva pre prácu so súbormi v komunite.
Je možné ho využiť pre synchronizáciu klientských staníc ale využitie, napríklad
v rozmeroch ako je Dropbox, je nemožné z dôvodu nedostatočných prostriedkov roz-
deľovania záťaže, spravovania užívateľských účtov, kontroly nad právami užívateľov,
častých chýb pri synchronizácii a ich neefektívne riešenia, a ďalšie aspekty.
U protokolu XMPP sme zistili, že samotný protokol pre implementáciu do cloudového
úložiska je nemožná, keďže nemá dostatočné prostriedky pre zaistenie komunitnej
práce. Podporuje efektívny prenos súborov lem medzi dvomi klientmi. Implementácia
protokolu XMPP je v zaistení notifikácií zmien pri zmene súborov. Tento protokol
má pre toto použitie ideálne vlastnosti, pretože dokáže pracovať v real time režime
s veľmi malým oneskorením pri prenose.
Praktická časť diplomovej práce sa zaoberá vytvorením dvoch laboratórnych úloh
pre rozšírenie náuky predmetu: Návrh, správa a bezpečnosť počítačových sietí.
Prvá úloha bola koncipovaná na vytvorenie vlastného cloudového úložného systému
vo virtualizovanom operačnom systéme Debian. Úloha je založená na službe s náz-
vom Seafile, ktorá je open sourcový projekt. Žiaci si od základov môžu vyskúšať,
z čoho taká cloudová služba pozostáva, budú schopný nasadiť cloudovú službu do
produkčného riešenia. Osvoja si prácu v príkazovom riadku, základné funkcie služieb
ako je Apache. Dokážu spúšťať aplikácie pomocou služby init. Budú schopný na-
inštalovať a spravovať LDAP server. Pridávať nových užívateľov do adresárovej
štruktúry.
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Druhá laboratórna úloha sa zaoberá bezpečnosťou komunikácie pomocou protokolu
HTTPS, jeho analýzou a modifikáciou komunikácie. Pre analýzu komunikácie sme
využili aplikáciu mitmproxy, pomocou ktorej sme schopný realizovať útok typu
man-in-the-middle. Žiaci pri tejto úlohe si môžu vyskúšať podvrhnutie zabezpečenej
komunikácie protokolom SSL. V praktických úlohách realizujú útoky, pri ktorých
si uvedomia, ako protokol SSL zaisťuje bezpečnú komunikáciu medzi účastníkmi.
Nadobudnuté vedomosti dokážu v praxi zúžitkovať, napríklad k analýze nežiadanej
zabezpečenej komunikácie v komerčnom prostredí.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
API rozhranie pre programovanie aplikácií – Application Programming
Interface
FW firewall – Firewall
GPL obecná verejná licencia – General Public License
HTTP hypertextový prenosový protokol – HyperText Transfer Protocol
HTTPS zabezpečený hypertextový prenosový protokol – HyperText Transfer
Protocol Secure
HaaS hardware ako služba – Hardware as a Service
IaaS infraštruktúra ako služba – Infrastructure as a Service
ICT informačé a telekomunikačné technológie – Information and
Communication Technologies
IT informačé technológie – Information Technologies
kB kilobajt – Kilo Byte
LDAP protokol pre prístup k adresárovým službám – Lightweight Directory
Access Protocol
MB megabajt – Mega Byte
PaaS platforma ako služba – Platform as a Service
RAM pamäť s náhodným prístupom – Random Access Memory
RSA asymentrická šifra – Rivest, Shamir, Adleman
SaaS software ako služba – Software as a Service
SSL protokol pre zabezpečenie komunikácie – Secure Sockets Layer
TCP transportný protokol – Transmission Control Protocol
URI univerzálny identifikátor zdroja – Universal Resource Identifier
URL jednotná adresa súboru v Internete – Uniform Resource Locators
WebDav protokol pre komunitnú prácu so súbormi – Web-based Distributed
Authoring and Versioning
XML rozšíriteľný značkovací jazyk – Extensible Markup Language
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