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We apply modern techniques from quantum optics and quantum information science to Bose-
Einstein Condensates (BECs) in order to study, for the first time, the quantum decoherence of
phonons of isolated BECs. In the last few years, major advances in the manipulation and control of
phonons have highlighted their potential as carriers of quantum information in quantum technologies,
particularly in quantum processing and quantum communication. Although most of these studies
have focused on trapped ion and crystalline systems, another promising system that has remained
relatively unexplored is BECs. The potential benefits in using this system have been emphasized
recently with proposals of relativistic quantum devices that exploit quantum states of phonons in
BECs to achieve, in principle, superior performance over standard non-relativistic devices. Quantum
decoherence is often the limiting factor in the practical realization of quantum technologies, but here
we show that quantum decoherence of phonons is not expected to heavily constrain the performance
of these proposed relativistic quantum devices.
INTRODUCTION
Quantum decoherence, the environment-induced dy-
namical destruction of quantum coherence, has a wide
range of applications. For example, it plays an impor-
tant role in fundamental questions of quantum mechanics
where it continues to provide insights into a potential res-
olution of the non-observation of quantum superpositions
at macroscopic scales [1, 2]. Furthermore, its control is
imperative to the operation and physical realization of
quantum technologies that could soon revolutionize our
technological world. This is because the time in which
a quantum system decoheres is often found to be much
shorter than the time that characterizes its energy relax-
ation [3–6].
BECs are considered to be promising candidates for the
implementation of various quantum technologies since
they can usually be well-isolated from their surroundings
and so offer relatively long coherence times. In particu-
lar, two-component Bose-Einstein condensates, either as
bosons condensed in two different spatial sites [7, 8] or
as condensed bosons in different hyperfine levels [9, 10],
have been widely considered for the implementation of
certain quantum technologies. A primary application for
such two-component BECs is quantum metrology [11–
17], such as atomic clocks and accelerometers, but other
applications, such as quantum computation and commu-
nication, have also been investigated [17–22]. In partic-
ular, a major advancement in this area has been the de-
velopment of BECs on atom chips, which facilitates the
control of many BECs [23–25].
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Recently, BECs have been considered in quantum tech-
nology from a fundamentally different viewpoint. Instead
of the atomic states of the BECs being used as the carri-
ers of quantum information, the collective quantum ex-
citations of the atoms, phonons, were used [26–28] (for
a recent review see e.g., [29]). In the last few years, the
emerging field of phonon-based quantum technologies has
attracted considerable attention [30–36]. For example, in
[31] a phononic equivalent of circuit-QED was considered
for quantum processing, and in [32] phononic quantum
networks were proposed. Phonons behave in similar ways
to photons but their advantages include the fact that they
can be localized and made to interact with each other
while still maintaining long coherence times [36]. They
also have, in general, much shorter wavelengths than the
photons that are created in laboratory settings, allowing
for regimes of atomic physics to be explored which cannot
be reached in photonic systems.
Phonon-based quantum technologies have principally
concentrated on crystalline and ion trap systems rather
than BEC systems. However, the devices proposed in
[26–28] illustrate the potential benefits of BEC systems.
These proposed devices exploit the fact that phonons
behave similarly to photons but propagate with much
slower speeds. This has already been utilized in analogue
gravity experiments and has culminated in the recent ob-
servation of an acoustic analogue of the elusive Hawking
radiation of a black hole where, in this case, it is sound
waves rather than light waves that cannot escape [37–
39]. However, in [26, 27] it was demonstrated that the
slow propagation speeds can also be used to enhance real
rather than just analogue spacetime effects, allowing for
the development of quantum metrology devices. For ex-
ample, a gravitational wave (GW) detector was proposed
in [27] where the GW modifies the phononic field in a
measurable way since the slow propagation speeds allow
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2for a resonance process in a micrometre sized system for
promising GW signals. Interestingly, initial calculations
suggest that these phononic quantum devices should have
a precision that is, in principle, orders of magnitude su-
perior to the state of the art [27, 28].
However, understanding the quantum decoherence of
phonons in BECs will be crucial in assessing the practi-
cal realization of these proposed phononic quantum tech-
nologies that utilise BECs. Although quantum decoher-
ence has been considered for the condensed atoms of a
BEC, it has not, as far as we are aware, been consid-
ered for the phonons of BECs. Instead, previous studies
have concentrated on the energy relaxation time of the
phonons in isolated [40–62] and open BEC systems [63],
which can be used to set only an upper bound for the
time scale of quantum decoherence.
Here we consider the quantum decoherence processes
for a single-mode phononic state of an isolated BEC.
We start with a quantum field theory description of the
BEC from which the phonons and their interactions can
be derived. After determining how the reduced density
matrix of a single-mode phononic state evolves in the
Born-Markov approximation, we then employ techniques
from quantum optics and quantum information science
to determine how certain global entropic measures and
nonclassical indicators evolve for this state when it is
of Gaussian form, which can be used to quantify quan-
tum decoherence. For illustrative purposes, we apply
these general techniques to the specific case of a three-
dimensional and uniform version of the phononic-based
GW detector proposed in [27], and find that the quantum
decoherence of phonons does not significantly constrain
the performance of the device.
I. TIME EVOLUTION OF THE PHONON
DENSITY OPERATOR
A. Phonons in the Bogoliubov approximation
The quantum field Hamiltonian for a rarefied, inter-
acting, non-relativistic Bose gas is (see, e.g., [64])
Hˆ =
∫
drψˆ†(r)
[
− ~
2
2m
∇2 + V(r)
]
ψˆ(r)
+
1
2
∫
drdr′ψˆ†(r)ψˆ†(r′)U(r′ − r)ψˆ(r)ψˆ(r′), (1)
where ψˆ†(r) and ψˆ(r) are the field operators creating and
annihilating a bosonic atom at position r; U(r) is the
two-body potential; and V(r) is the trapping potential.
For clarity, we first consider a uniform gas occupying a
volume V and later discuss how the analysis is straight-
forwardly extended to trapped systems. Although BECs
can be created in a uniform trap [65], they are usu-
ally constrained in harmonic potentials. However, since
studying uniform BECs is generally much simpler, these
systems are often used as a first step in the theoretical
analysis of trapped systems to describe certain properties
through methods such as the local density approximation
(see e.g., [66]) or by only probing small central sections
of the trapped ultracold gas [67–69].
Considering a uniform system, we can substitute the
plane-wave solutions ψˆ(r) = 1√
V
∑
k aˆke
ik.r with k =
2pin/L; n = (nx, ny, nz); and nx, ny, nz ∈ N into (1)
to obtain a complete description of the gas in terms of
annihilation and creation operators in momentum space:
Hˆ =
∑
k
p2
2m
aˆ†kaˆk +
1
2V
∑
k,k′,q
Uqaˆ†k+qaˆ†k′−qaˆk′ aˆk, (2)
where Uq =
∫ U(r)e−iq.rdr.
Assuming the condensate to be macroscopically occu-
pied, we next apply the Bogoliubov approximation [70].
This involves replacing aˆ0 and aˆ
†
0 with the c-number
√
N
and only retaining terms quadratic in ak 6=0 and a
†
k 6=0 (the
higher-order terms are suppressed since they have fewer
factors of
√
N  1), where N is the number of atoms. In
this approximation one also replaces the microscopic po-
tential U with an effective soft potential and expands the
q = 0 component up to quadratic terms in the coupling
constant g = 4pi~2a/m where a is the s-wave scattering
length and m is the atomic mass [64, 71].
The resulting Hamiltonian in ak 6=0 and a
†
k 6=0 can then
be diagonalized by applying the following Bogoliubov
transformation (see, e.g., [64])
aˆk = uk bˆk + vk bˆ
†
−k, (3)
aˆ†k = uk bˆ
†
k + vk bˆ−k, (4)
to obtain
Hˆ = 0 +
∑
k 6=0
~ωk bˆ†kbˆk, (5)
where bˆ†k and bˆk are the creation and annihilation oper-
ators for quasi-particles; 0 is their ground state energy;
cs and ωk are respectively the speed of sound and quasi-
particle frequency
(~ωk)2 := (cs~k)2 + (~2k2/2m)2, (6)
c2s := gn/m, (7)
and uk and vk must satisfy
uk, vk = ±
(~2k2/2m+mc2s ± ~ωk
2~ωk
) 1
2
, (8)
where n is the number density of the gas.
As illustrated by (5), the Bose gas in this Bogoliubov
approximation can be described by a non-interacting
gas of quasi-particles, where the low momentum modes
(~k  mcs) are phonons travelling at speed cs since
ωk ≈ csk in this regime. Given that we have an ideal
gas of quasi-particles, in thermal equilibrium the average
3occupation number Nk of quasi-particles carrying mo-
mentum ~k must satisfy
Nk := 〈bˆ†kbˆk〉 =
1
eβk − 1 , (9)
where βk := ~ωk/kBT .
B. Phonon interactions
In the Bogoliubov approximation the phonons are non-
interacting and so have infinite lifetimes. However, this
approximation only keeps terms that are quadratic in aˆk
and aˆ†k. If we instead also include the (more suppressed)
cubic and quartic terms then, after the above Bogoliubov
transformation (3), these terms will provide interactions
between the quasi-particles, resulting in finite lifetimes.
Concentrating on just a single momentum mode q of
the phonons, the cubic interaction terms for this mode
are [47, 49, 56]
HˆI = bˆqEˆ
†
q + bˆ
†
qEˆq, (10)
where
Eˆq := Aˆ+ Bˆ + Lˆ, (11)
Aˆ†q := g
√
n
V
∑
k,k′ 6={0,k}
Ak,k′ bˆkbˆk′δ−q,k+k′ , (12)
Bˆ†q := g
√
n
V
∑
k,k′ 6={0,q}
Bk,k′ bˆ†kbˆ†k′δq,k+k′ , (13)
Lˆ†q := g
√
n
V
∑
k,k′ 6={0,q}
Lk,k′ bˆkbˆ†k′δq,k′−k, (14)
Ak,k′ := uq(vkvk′ + ukvk′ + vkuk′)
+ vq(ukvk′ + vkuk′ + ukuk′), (15)
Bk,k′ := uq(ukuk′ + vkuk′ + ukvk′)
+ vq(vkvk′ + vkuk′ + ukvk′), (16)
Lk,k′/2 := uq(vkuk′ + ukuk′ + vkvk′)
+ vq(ukvk′ + ukuk′ + vkvk′). (17)
The resonant interactions bˆqLˆ
†
q and bˆqBˆ
†
q are the Lan-
dau and Beliaev interactions [40–55]. In the Landau
process bˆqLˆ
†, a quasi-particle from mode q collides with
a quasi-particle from another mode to create a higher-
energy quasi-particle. Since this requires the thermal oc-
cupation of a quasi-particle mode, the process vanishes
at zero temperature. On the other hand, in the Beliaev
process bˆqBˆ
†, a quasi-particle of mode q spontaneously
annihilates into two new quasi-particles with lower ener-
gies, which is analogous to parametric down-conversion
in quantum optics [72] and can occur at absolute zero.
Since the processes originate from (2), they can also be
considered from the point-of-view of four-body interac-
tions between the condensate and non-condensate atoms.
C. Markov quantum master equation for a
single-mode phonon state
Treating the above single phonon mode q as an open
quantum system, and the rest of the quasi-particle modes
as its environment, we can decompose the Hamiltonian
for the full system Hˆ in the following way:
Hˆ = HˆS + HˆE + HˆI , (18)
where HˆS and HˆE derive from (5), and respectively de-
scribe the free Hamiltonian of the considered single-mode
phonon system and all other quasi-particle modes
HˆS := ~ωq bˆ†q bˆq, (19)
HˆE :=
∑
k 6={0,k}
~ωk bˆ†kbˆk, (20)
and HˆI is defined in (10). We explicitly ignore the inter-
action terms between the states of the large system E,
which describes all quasi-particle modes with momentum
~k 6= ~q 6= 0 and is assumed to be in thermal equilib-
rium.
To determine the evolution of the single-mode phonon
system, we assume that the initial state of the full system
is a product state ρˆ(0) = ρˆS(0)⊗ ρˆE(0) and perform the
Born-Markov approximation. That is, we assume that
the coupling between E and S is weak, which is well jus-
tified for a rarefied Bose gas at low temperatures, and
that the future evolution of ρˆS(t) does not depend on its
past history. The latter is satisfied when the environment
correlation time τE is much shorter than the time scale
for significant change in S, which occurs when the envi-
ronment is a large system maintained in thermal equilib-
rium, as expected here. The evolution of the single-mode
system is then defined by the Lindblad master equation
which, in diagonal form, is given by
dρˆS
dt
= − i
~
[Hˆ ′S , ρˆS ] +
i=4∑
i=1
(
cˆiρˆS cˆ
†
i −
1
2
{cˆ†i cˆi, ρˆS}
)
, (21)
where Hˆ ′S is the renormalized free Hamiltonian of the
single-mode phonon system. Assuming the environment
to be in thermal equilibrium, we have cˆ1 =
√
γ1bˆq,
cˆ2 =
√
γ2bˆ
†
q where the rates γ1 and γ2 are related to
environment correlation functions
γ1 =
1
~2
∫ ∞
−∞
dt′eiωqt
′〈E˜q(t)E˜†q(t− t′)〉E , (22)
γ2 =
1
~2
∫ ∞
−∞
dt′e−iωqt
′〈E˜†q(t)E˜q(t− t′)〉E , (23)
and E˜q is the operator defined in (11) but now in the in-
teraction picture. The master equation (21) therefore de-
scribes the time evolution of a single-mode quasi-particle
of a BEC in thermal equilibrium when taking into ac-
count Landau and Beliaev interactions (see also [56]).
4II. TIME EVOLUTION OF THE PHONON
COVARIANCE MATRIX
A. The covariance matrix formalism
By restricting our analysis to Gaussian states we can
use the covariance matrix formalism to conveniently de-
scribe the dynamics of the single-mode phonon system.
Such states are assumed in the relativistic quantum de-
vices proposed in [26–28] that exploit the phonons of
BECs, and can be readily created in BECs. For example,
such states can be generated using Bragg spectroscopy
[73–77] and in processes that are acoustic analogues to
the dynamical Casimir effect (DCE) [78, 79].
The covariance matrix formalism is often used in quan-
tum optics and continuous-variable quantum information
science, and is a convenient mathematical framework in
quantum phase space for describing Gaussian states and
their dynamics. It utilizes the fact that Gaussian states
are completely defined by just their first d and second σ
statistical moments
di := 〈xˆi〉 = Tr(xˆiρˆS), (24)
σij :=
1
2
〈{xˆi, xˆj}〉 − 〈xˆi〉〈xˆj〉
≡ 1
2
Tr({xˆi − di, xˆj − dj}ρˆS), (25)
where xˆi are the quadrature phase space operators which,
for the single-mode system, are defined as
xˆ :=
(
xˆ1
xˆ2
)
:=
1
2κ
(
1 1
−i i
)(
bˆq
bˆ†q
)
.
These phase space operators then obey the commutation
relations [xˆi, xˆj ] =
i
2κ2 Ωij where Ω is of symplectic form,
and κ is a constant that is often taken to be 1/
√
2 in
quantum optics. By assuming Gaussian states we have,
therefore, reduced the complete description of the state
down from the infinite dimensional space of the density
matrix to terms of the two-dimensional matrices σ and
d, which are referred to as the covariance matrix and
displacement matrix of the state respectively.
B. Time evolution of statistical moments
To determine how the covariance and displacement ma-
trices evolve for the single-mode phonon system, we first
transform the Lindblad equation for the density matrix
(21) into the phase space basis xˆi and then use this equa-
tion in differential versions of (24) and (25) [80–82]. In
fact it is possible to derive the time evolution equations
for the covariance and displacement matrices of a gen-
eral M -dimensional Gaussian state whose density ma-
trix obeys (21): taking a general quadratic Hamiltonian1
1 HˆS must be at most quadratic to preserve Gaussianity [83].
HˆS = H0 + κxˆ
TH1 + κ
2xˆTH2xˆ where H0 is a con-
stant; H1 is a 2M -dimensional column-vector; and H2
is a 2M×2M real-symmetric matrix, it is straightforward
to show that the covariance and displacement matrices
evolve in the following way:
dd
dt
= H1 +Ad, (26)
dσ
dt
= Aσ + σAT +D, (27)
where H1 := ΩH1/~. These equations have been de-
rived previously in quantum optics for the case when
H1 = 0 [80–82, 84]. In these quantum optics studies,
the matrix A and symmetric matrix D are referred to as
the drift and diffusion matrices respectively [82]. They
are defined as
D :=
1
4κ4
ΩRe(C†C)ΩT , (28)
A := H2 +K, (29)
where
K := 1
2κ2
ΩIm(C†C), (30)
H2 := 1~ΩH2, (31)
and the matrix C is defined by cˆi = Cij xˆj .
The general solution of (26) is
d(t) = X(t)d0 + Y (t), (32)
where, when A is independent of time,
X(t) = eAt, (33)
Y (t) =
∫ t
0
eA(t−s)dsH1
= A−1(eAt − 1)H1, (34)
so that the evolution of the displacement matrix is given
by
d(t) = eAtd0 +
∫ t
0
eA(t−s)ds H. (35)
The equation of motion for the covariance matrix (27)
is, in general, a time varying differential Lyapunov matrix
equation, of which the general solution is
σ(t) = X(t)σ0X
T (t) +Z(t), (36)
where
X(t) = Φ(t, 0), (37)
Z(t) =
∫ t
0
Φ(t, s)DΦT (t, s)ds. (38)
5When A is independent of time,2 Φ(t, s) = eA(t−s) and
so the solution to (27) can be written as3
σ(t) = eAtσ0e
AT t +
∫ t
0
eA(t−s)DeA
T (t−s)ds, (39)
for which an analytical expression can be obtained when
A is diagonalizable [87].
A connection can be made with the evolution of the
displacement vector and covariance matrix generated by
a Gaussian unitary by neglecting all dissipative effects
(D = 0,A = H2). In this case, assuming for convenience
that H2 and H1 are independent of time, the solutions
(32) and (36) reduce to
d(t) = Sd0 + e, (40)
σ(t) = Sσ0S
T , (41)
where S := eH2t is the symplectic transformation corre-
sponding to the free unitary evolution of the system, and
e := BH1 is a real vector with B := H−12 (eH2t − 1).
The matrix H2 = ΩH2/~ thus forms a symplectic alge-
bra so that H2 is a (real) Hamiltonian matrix and H2 is
a (real) symmetric matrix, which is also required by the
Hermitian property of Hˆ.
For our single-mode phonon system, HˆS is given by
(19) and thusH0 = 0,H1 = 0 andH2 = ~ω′qI2 where I2
is the two-dimensional identity matrix. The environment
is also assumed to be in thermal equilibrium, and so the
diffusion and drift matrices are given by
D =
1
4κ2
γT I2, (42)
A = −1
2
γI2 + ω
′
qΩ, (43)
where γT := γ1 + γ2; γ := γ2 − γ1; and ω′q is the renor-
malized frequency of the single-mode phonon system.
Since the environment is in thermal equilibrium, the
rates γ1 and γ2 are not independent but instead satisfy
γ1 = e
βqγ2 [56, 88]. We can, therefore, write γT as
γT := γ coth(
1
2
βq) = γ(1 + 2N
th
q ), (44)
where N thq is the average thermal occupation defined in
(9). The matrix D is then given by
D =
(1 + 2Nq)
4κ2
γI2 := γσ∞, (45)
2 There is no general analytic expression for the transition matrix
Φ(t, s) when A is time dependent and in this case a numerical
method is then the only way to obtain a solution [85].
3 Another option is to convert (27) to a vector-valued ODE, which
can then be readily solved, using vectorization of the matrix σ(t)
[86].
where σ∞ is the covariance matrix of a single-mode ther-
mal state.
Substituting the above drift and diffusion matrices for
the single-mode phonon system into the general time-
independent solutions (32) (using (33) and (34)) and
(39), the displacement vector and covariance matrix at
time t are given by
d(t) = e−
1
2γtR(t)d0, (46)
σ(t) = e−γt
(
R(t)σ0R
T (t)
)
+ (1− e−γt)σ∞, (47)
where R(t) := e
1
~ΩH2t is the symplectic transformation
corresponding to the free unitary evolution of the single-
mode phonon system U = e−
i
~HSt, and thus ΩH2 forms
the symplectic algebra (it is a Hamiltonian matrix).
Since H2 = ~ω′qI2 for our phonon system, R(t) =
cos(ωqt)I2+sin(ωqt)Ω, which is just the usual symplectic
(and in this case rotational) transformation for the phase
shift operator. From (47), due to the dissipative effects,
this free evolution is now damped by e−γt and the state
asymptotically approaches σ∞:
σ(t) = e−γtσ0 + (1− e−γt)σ∞. (48)
This form of equation has been considered in quantum
optics studies [89–91] but the rate γ in those studies is
not the same as that for the phononic system studied
here. This rate comes from the expressions for γ1 and
γ2 (22)-(23) given in Section I C. From these expressions,
and assuming a continuum of modes, it can be easily
shown that γ = γB + γL where
γL :=
g2n
V ~2
∫ ∞
0
pidωkpkL2klδ(ωq + ωk − ωl)(N thl −N thk ),
(49)
γB :=
2g2n
V ~2
∫ ∞
0
pidωkpkB2klδ(ωq − ωk − ωl)(1 +N thl +N thk ),
(50)
which are just the Landau and Beliaev damping rates
[40–56], where pk is an assumed density of states. These
rates have been explicitly calculated under various ap-
proximations. For example, in [49] the rates were calcu-
lated for a uniform three-dimensional BEC where it was
found that, when kBT  ~ωq such that Beliaev damp-
ing dominates over Landau damping γB  γL, the total
damping rate γ can be approximated as [49]
γ ≈ γB ≈ 3
640pi
~ω5q
mnc5s
[
1 +
(kBT
~ωq
)3]
, (51)
which doesn’t vanish at T = 0. On the other hand, in the
opposite regime kBT  ~ωq, Landau damping dominates
over Beliaev damping, and for very high temperatures
kBT  µ  ~ωq (where µ = gn = mc2s is the chemical
potential), the total damping rate was found to be given
by [49]
γ ≈ γL ≈ 3pi
8
kBTa
~cs
ωq, (52)
6whereas, for temperatures such that µ  kBT  ~ωq,
the damping rate is found to be [49]
γ ≈ γL ≈ 3pi
3
40
(kBT )
4
mn~3c5s
ωq. (53)
C. Summary
Starting from the full Hamiltonian of a Bose gas (1),
we have derived how the covariance matrix of a single-
mode Gaussian phonon mode evolves in an isolated BEC
(48). In the next section we investigate how this can then
be used to find how quickly a prepared quantum state of
phonons will decohere.
We now mention a few important steps in the above
derivation of (48) from (1). The above discussion con-
centrated on a uniform BEC, such as that created in
experiments performed in [65]. However, this can also
be straightforwardly extended to more common trapped
BECs, such as an harmonic trap. In this case we would
start again from (1) but with V(r) replaced with the par-
ticular trapping potential, such as V(r) = 12m(ω2xx2 +
ω2yy
2 + ω2zz
2) for an anisotropic harmonic trap. The Bo-
goliubov transformations (3) can then be applied again to
diagonalize the Hamiltonian in the Bogoliubov approx-
imation (5), but now the coefficients uk and vk will be
different to the uniform case (see e.g., [50, 51]). Going
to next order in
√
N we would then also find Beliaev
and Landau interaction terms between the phonons as in
the uniform case (10) but again with different coefficients
[50, 51]. Therefore, for a non-uniform trapped system we
will also end up with the evolution equation (48) for the
covariance matrix of the phonons but with the damping
rate of that particular trapped system. For example, the
damping rate for non-uniform trapped systems has been
analysed for low-energy excitations in [50, 51].
We also note that, even though the interaction Hamil-
tonian for our phonon system (10) is cubic in field modes,
Gaussianity of the state will be preserved under the Born-
Markov approximation. This is evident from the fact that
the general solution to (27) has the form of the transfor-
mation brought about by a general Gaussian channel,
which is a trace-preserving completely positive map that
maps Gaussian trace-class operators onto Gaussian trace-
class operators [92–102]. It is also illustrated by studying
the Fokker-Planck equation for the Wigner function that
derives from a general Markov master equation for the
density operator, where it is found that the Wigner func-
tion continues to be Gaussian [89, 90]. The evolution of a
Gaussian state in the Markov approximation is generally
analysed for an interaction Hamiltonian that is bilinear
in the field operators (see, e.g., [89, 90, 103]). However,
the above analysis for a single-mode phonon state of a
BEC clearly emphasizes that this isn’t a necessary con-
dition for the preservation of Gaussianity. This is impor-
tant since it means that, under realistic approximations,
the simple description of the displacement and covari-
ance matrices fully characterizing the state will persist
throughout the state’s evolution.
III. QUANTIFYING THE QUANTUM
DECOHERENCE AND RELAXATION OF
PHONONS OF BECS
The quantum decoherence of quantum optics systems
has been extensively studied. In particular, for single-
mode Gaussian states, the evolution of such states of
electromagnetic radiation in thermal reservoirs was inves-
tigated in [104, 105] where certain properties, such as pu-
rity and squeezing of a displaced squeezed thermal mode,
were analysed. Furthermore, in [91, 106], the quantum
decoherence of a Gaussian quantum optics system was
characterized by analysing the evolution of certain global
entropic measures and nonclassical indicators using the
covariance matrix formalism. We can apply the same
quantum optical techniques to our phononic system since
the phonon system is in a Gaussian state and the evolu-
tion of the covariance matrix (48) takes the same form
as in [91, 106], with only the damping rates being differ-
ent. This similarity in the evolution of the state, despite
the interactions being very different, is due to applying
the Born-Markov approximation in both cases such that
the quantum master equation for the phonons (21) is of a
similar form to that of a quantum optics master equation
as described in the previous section.
A. Evolution of purity
For a single-mode Gaussian state, the purity µ :=
Tr(ρ2S) is given by
µ =
1
4κ2
√
detσ
=
1
4κ2s
=
1
1 + 2N , (54)
where N is the so-called “thermal” occupation of the
state and s is its symplectic eigenvalue (the eigenvalue
of the matrix |iΩσ|). Using Williamson’s theorem [107],
any single-mode covariance matrix can be written in the
general form [89, 90, 108]
σ =
1
4κ2µ
(
cosh 2r + sinh 2r cosψ sinh 2r sinψ
sinh 2r sinψ cosh 2r − sinh 2r cosψ
)
,
(55)
where r and ψ are defined by ξ = reiψ, which is the
squeezing parameter for a single-mode squeezing trans-
formation. Using this general form of the covariance ma-
trix in the solution (47) of its equation of motion, the pu-
7rity of the single-mode state is found to evolve as [91, 105]
µ(t) = µ0
(
e−2γt +
µ20
µ2∞
(1− e−γt)2
+
2µ0
µ∞
e−γt(1− e−γt) cosh 2r0
)− 12
, (56)
where µ∞ = (1 + 2N thq )
−1 = tanh( 12βq) is the pu-
rity of the thermal state σ∞ that the covariance ma-
trix asymptotically approaches. The purity will un-
dergo a local minimum for squeezed states for which
r0 > max[µ0/µ∞, µ∞/µ0] at [91, 105, 106]
tmin =
1
γ
ln
( µ0
µ∞
+ µ∞µ0 − 2 cosh(2r0)
µ0
µ∞
− cosh(2r0)
)
, (57)
which can provide a good characterization of the deco-
herence time of such states since this represents the point
at which the state becomes most mixed, with any subse-
quent increase in the purity just reflecting the state being
driven towards the state of the environment [91, 106]. To
determine this decoherence time one just needs to know
the initial purity and squeezing of the state; the temper-
ature of the BEC (which defines µ∞); and the damping
rate γ. As an example, the quantum decoherence time for
phonons in a particular BEC is calculated and presented
in Section IV. This BEC is that assumed in [27, 28] and
the results can therefore be used to predict a quantum de-
coherence time for the phononic GW detector discussed
in the Introduction.
B. Evolution of nonclassical depth
An alternative characterization of the decoherence
time can be provided by the nonclassical depth [109],
which is a popular measure for quantifying the nonclas-
sicality of a quantum state. This measure has the phys-
ical meaning of the number of thermal photons neces-
sary to destroy the nonclassical nature of the quantum
state [110]. For a general Gaussian state, the nonclassi-
cal depth τ detects the state as nonclassical if a canonical
quadrature exists whose variance is below 1/2 [91] and,
for a single-mode Gaussian state, it is given by
τ = max
[1
2
(
1− e
−2r
µ
)
, 0
]
. (58)
From the time evolution of the covariance matrix (47),
the nonclassical depth τ of the single-mode can be shown
to evolve as [91]
τ(t) =
1
2µ∞
[
e−γt
(
1− µ∞
µ0
e−2r0
)
+ µ∞ − 1
]
. (59)
Note that the time at which the state becomes “classical”
(τ = 0) is given by
tτ=0 =
1
γ
ln
(
1− µ∞µ0 e−2r0
1− µ∞
)
, (60)
providing an alternative description for quantifying the
decoherence time of quantum states.
C. Evolution of squeezing
As illustrated by the general covariance matrix of a
single-mode Gaussian state (49), such states are fully de-
fined by their first-statistical moment, purity, and squeez-
ing ξ = reiψ. For a single-mode state whose covariance
matrix evolves as in (47), ψ is a constant of motion and
r evolves as [91]
cosh(2r(t)) = µ(t)
(
e−γt
cosh 2r0
µ0
+
1− e−γt
µ∞
)
. (61)
D. Evolution of average occupation
The average occupation of a single mode state q is
defined as Nq := 〈bˆ†q bˆq〉. From the Lindblad master
equation for the density operator of the single-mode state
interacting with an environment in thermal equilibrium
(21), it is easy to show that the average occupation of
the single-mode phonon state evolves as
Nq(t) = e
−γtNq(0) + (1− e−γt)N thq , (62)
where N thq := (e
βωq − 1)−1 is the thermal occupation of
the mode at temperature T . Since the average occupa-
tion is simply related to the average energy of the state,
one can characterize the relaxation of the state from its
evolution. Furthermore, since the average occupation is
also defined by Nq = κ
2Tr(σ) + κ2dTd − 1/2, a single-
mode Gaussian state at a time t is fully defined by its
average occupation Nq, purity µ and squeezing r.
IV. EXAMPLE: QUANTUM DECOHERENCE
IN A PHONONIC GW DETECTOR
In this section we apply the general techniques de-
rived above for quantifying the quantum decoherence of
phonons of BECs to the specific example of a three-
dimensional version of the phononic GW detector pro-
posed in [27, 28]. The detector consists of a BEC con-
strained to a rigid trap, with a prepared quantum state
of phonons, such as a two-mode squeezed state.4 This
state is modified by the passing of a GW and, if the
frequency of the wave matches the sum of the frequen-
cies of the two phonon modes, the transformation of the
4 Methods for squeezing phonon states in experiments include in-
troducing measurement back action under weak continuous prob-
ing [111, 112], utilizing Beliaev damping [113], or implementing
acoustic versions of Hawking radiation [39] and the dynamical
Casimir effect [78, 79].
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FIG. 1. Time evolution of (a) purity µ; (b) nonclassical depth τ ; (c) squeezing parameter r; and (d) average occupation N . A
87Rb BEC in a uniform trap with cs = 3.4 mm s
−1 and temperature 0.5 nK was assumed, with the single phonon mode having
frequency ωq = 10 kHz and initial squeezing r = 10. For these parameters the Beliaev damping rate from (51) is 0.73 s
−1.
state is resonantly enhanced in a phenomenon resembling
the DCE. This frequency matching is made possible, de-
spite the much shorter length of BEC in comparison to
the GW wavelength, because of the low speeds of sound
of a BEC, which are of order mm s−1. Such a quan-
tum resonance process is absent in laser interferometers
since the frequencies of the GWs are far from the optical
regime. However, using resonance to detect GWs was
the concept behind the first GW detectors, Weber bars,
which are generally made of large metal rods. These have
much larger speeds of sound compared to BECs and so
are macroscopic devices that cannot be cooled to such
low temperatures. They are, therefore, essentially classi-
cal devices, whereas the BEC detector would be a quan-
tum device. This allows for the utilisation of quantum
metrology [114], which can enable sensitivities that are
not possible with classical devices, making the detection
of GWs a possibility.
The phononic field of a BEC can be considered to
obey a massless Klein-Gordon equation with an effective
curved space-time metric [115, 116]. This depends on
the real space-time metric and an analogue metric com-
ing from the condensate. The latter metric is used in
analogue gravity experiments to mimic effects predicted
by quantum field theory in curved spacetime, such as
Hawking radiation [39]. In [27], it was shown that a GW
perturbs the effective metric of phonons, which results
in a Bogoliubov transformation of the field modes. This
causes a change to the prepared quantum state of the
phonons, which is resonantly enhanced with frequency
matching as described above. Through determining the
resonant change to the quantum state of the phonons,
certain properties of the GW can then be extracted and,
since this is a quantum process, it is possible to achieve
beyond-classical scaling in the estimation process by, for
example, using squeezed states of phonons.
In [28], the effect of finite temperature on the perfor-
mance of the device was analysed and found to be negligi-
ble. However, the quantum decoherence of the phononic
states at various phononic frequencies and temperatures
was not considered. Here we attempt to obtain an esti-
mate for how the device would be affected by quantum
decoherence by analysing the evolution of the purity and
nonclassical depth as discussed in the previous section.
Additionally, we also investigate the relaxation of the sys-
tem from the evolution of the average occupation, and
characterize the evolution of the full state by further de-
termining the evolution in squeezing.
The most interesting phonon frequencies for the GW
detector are likely to be around 10 kHz since this allows
for the detection of GWs with frequencies that are ei-
ther just beyond what LIGO can currently search for or
for when the sensitivity in the device starts to rapidly
tail off [27, 28, 117]. Predicted signals with such fre-
quencies include spinning neutron stars or neutron star
mergers, which could inform us about the equation of
state of such stars. The optimal strain sensitivity of the
detector for this frequency range was obtained for an ini-
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FIG. 2. Quantum decoherence time of phonons t with frequency ω for several values of speed of sound cs. Decoherence times are
supplied up to the point where they match the half-life of the BEC, after which three-body recombination would be expected
to provide the dominant source of decoherence.
tial two-mode squeezed state with squeezing r = 10. A
uniform trap for a 87Rb BEC was used for which tem-
peratures as low as 0.5 nK have been reached [38, 118],
and high phonon frequencies can be generated [27]. At
10 kHz phonon frequencies, kBT  ~ωq is likely to be
satisfied for temperatures theoretically up to the criti-
cal temperature of condensation of the Bose gas. From
Section II B, this implies that Beliaev damping will dom-
inate over Landau damping for this phonon mode in a
uniform three-dimensional BEC, and the total damping
rate γ for the phonons can be approximated as (51).
Figure 1 illustrates the time evolution of the purity,
nonclassical depth, squeezing and mean occupation of a
single-mode squeezed vacuum phonon state with r = 10
and frequency ωq = 10
4 Hz in a 87Rb BEC at tempera-
ture 0.5 nK with speed of sound cs = 3.4 mm s
−1.5 From
Fig. 1 the squeezed states undergo a minimum of purity
before asymptomatically relaxing to the state of the en-
vironment, which is approximately in its vacuum state.
The time tmin at which the minimum is attained is given
by (57) and, as discussed in Section III A, provides a good
characterization of the decoherence time of such squeezed
states [91].
The quantum decoherence time, as characterized by
tmin, is around 1 s for this high frequency phonon mode,
and would occur even at absolute zero. A quantum de-
coherence time of 1 s would result in a loss of just one
order of magnitude in strain sensitivity in comparison to
that calculated using a phonon lifetime of 1000 s, which
was assumed in [27]. This still allows for a sensitivity
5 The speed of sound assumed here is less than that used in [27]
since we are only interested in the most promising frequency of
phonons for GW detection, and we want to minimise three-body
decay as much as possible. Note that the value of the speed of
sound cs does not directly enter the sensitivity of the detector
[27], it is only used to determine what frequencies phonons can
have as discussed at the end of Section I A.
that improves upon that of advanced LIGO at the up-
per end of its frequency range (around 7 kHz) [27, 117].
Note that, if we had instead chosen a thermal two-mode
squeezed state, thermalized to 0.5 nK, we would also ob-
tain a decoherence time of 1 s.
In Fig. 2 we also plot how the quantum decoherence
time, as characterized by the minimum in purity, depends
on the frequency of the phonons for different values of
speed of sound. We find that the decoherence time im-
proves at lower frequencies and so the performance of
the detector is less affected by phonon decoherence in its
lower operating range of GW frequencies.
A. Assumptions
It should be emphasized that the above estimate for
the quantum decoherence the GW detector was calcu-
lated under various assumptions. In particular, a three-
dimensional uniform BEC is assumed, whereas the GW
detector was originally investigated in a one-dimensional
setting. For one-dimensional Bose gases there is no con-
densation mechanism. Instead quasi one-dimensional
BECs are investigated in experiments where the trapping
frequencies in two of the dimensions are much greater
than the third, making it possible to effectively inte-
grate out the two dimensions to leave an approximate
one-dimensional Gross-Pitaevskii equation for the con-
densate. Phonon damping has been investigated experi-
mentally when moving from a three-dimensional setting
to a quasi one-dimensional BEC [119, 120], where it was
found that the damping rate was reduced, with the re-
duction depending on the temperature [120]. Attempts
to theoretically model damping in quasi one-dimensional
BECs are provided in [121–125].
A continuum of modes has also been assumed, which
is an assumption that is often made in deriving phonon
damping [40–56]. In particular, we’ve assumed that the
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phonon frequency of interest is ten times that of the fun-
damental frequency ω1 of the BEC, similar to that in-
vestigated in [27]. A discrete spectrum is likely to lead
to an increase in decoherence times due to the reduction
in phase space for the output states. For example, the
discretization of the phonon spectrum in the radial direc-
tions of an elongated trap was studied in [125] to explain
the experimental results of [120].6 A large difference can
be observed compared to continuous calculations for high
temperatures, but the difference reduces at low temper-
atures.
The effect of the GW itself was also neglected in these
calculations, which would be expected to extend the co-
herence life of the phonons of interest. How phonon in-
teractions affect the squeezing created by the dynamical
Casimir effect, which is related to how the GWs create
coherence of phonons [27], has been recently studied in
[126].
Another important assumption has been the neglect
of how three-body recombination of the BEC affects the
phonon modes. For a three-dimensional BEC, three-
body interactions cause the density of the BEC to evolve
as [127]
dρ(t)
dt
= −γ(t)ρ(t) (63)
where γ(t) := Lρ2(t) and L has been found to be
5.8(1.9) × 10−42 m6 s−1 for a 87Rb BEC in the F = 1,
mf = −1 hyperfine state [128]. From (63), the half-
life of the BEC is approximately 3/(2γ(0)). Using cs =
3.4mm s−1 we find that decay rate γ(0) is less than the
Beliaev damping rate γB , and that the half-life of the
BEC is over twice as long as the predicted time for full
quantum decoherence of the phonons. Unlike for three-
dimensional BECs, for which three-body recombination
is constant at ultracold energies [129], in two and one-
dimensional Bose gases three-body recombination can
be vanishing at ultracold energies [130–132]. Therefore,
moving to a quasi one- or two-dimensional BEC operat-
ing at low temperatures would be expected to reduce the
three-body recombination rate [132].
As well as removing atoms from the trap, three-body
recombination will also cause the BEC to heat up. In
[133], the way in which three-body recombination, and in
general n-body inelastic interactions, affects the phonons
of a BEC was studied using an open system approach.
A similar master equation is found to that of (21) but is
derived using three-body inelastic interactions (and more
generally n-body inelastic interactions), rather than the
intrinsic two-body atomic interactions considered here,
and the environment is the modes outside the trap. The
relaxation rate was found to be comparable to the normal
decay rate of three-body interactions, γ(t) in (63), which
is less than the Beliaev decay rate considered here for the
6 However, the axial spectrum was still assumed to be continuous.
three-dimensional detector at t = 0, as discussed above,
and will continue to decrease as the particle number falls.
Of course, now that an estimate for the quantum deco-
herence time has been calculated for this frequency range
we can also begin to investigate how the detector could
be modified in order to increase this time. For example,
one option might be to increase ω1 such that the ini-
tial state involves a lower energy mode of the cavity for
which Beliaev damping will be suppressed. However, this
would require modifications to cs and the trap geometry,
such as increasing the speed of sound and reducing the
effective size of the trap, which would lead to more rapid
three body recombination. Other options to increase the
quantum decoherence time could be to squeeze the envi-
ronment [91], use larger mass BECs such as 174Yb, and
to utilise lower dimensional traps as described above.
V. CONCLUSIONS
We have investigated the quantum decoherence time
of phononic excitations of an isolated BEC in the Born-
Markov approximation and assuming that the phonon
states are Gaussian. The results can be used to assess
the resourcefulness of phonons of BECs as carriers of
quantum information. In particular, we have estimated
the quantum decoherence time of phonons for a three-
dimensional version of the GW detector that was pro-
posed in [27], and found that this still allows for a very
high sensitivity at the most promising GW frequencies
for detection.
Although this work has been theoretical, it should
also be possible to estimate the quantum decoherence
of phonons experimentally. In particular, the general re-
sults of Section III should be applicable to generic BEC
setups, not just the GW detector presented in Section
IV, with the results just depending on a few experimen-
tal parameters such as temperature and frequency of the
phonon mode. One possible way to measure the quantum
decoherence time of a squeezed single-mode phonon state
would be to determine the time at which the state’s pu-
rity reaches a minimum. Purity is a non-linear function
of the state’s density operator and so is not related to the
expectation value of a single-system Hermitian operator
or a single-system probability distribution that would be
obtained from a positive operator-valued measure [106].
However, if the full quantum state of the system is known
then the purity can be determined. For Gaussian states
this would mean having to determine their first two sta-
tistical moments, which can be measured by the joint de-
tection of two conjugate quadratures via heterodyne and
multi-port homodyne detection schemes from quantum
optics [106]. Similar methods have also been discussed
for phonons of BECs in measurements of entanglement
or squeezing [39, 113, 134–139], which could also likely
be tailored to study purity.
We investigated the quantum decoherence of phonons
of BECs by analysing the evolution of the purity and
11
nonclassical depth of a single-mode system. It would,
however, also be instructive to determine the evolution
of proper coherence measures [140–144], which have re-
cently been applied to infinite dimensional systems and
Gaussian states [145, 146], for an analysis of quantum
decoherence. For multi-mode states, another useful mea-
sure for loss of quantumness of a state is the evolution of
entanglement [91]. Entanglement has recently been ob-
served for phonon states in the emission of the acoustic
analogue of Hawking radiation [39], potentially allowing
for future studies into how the entanglement degrades
with time. Understanding this de-entanglement pro-
cesses could dictate what is possible to measure in ana-
logue experiments, and perhaps provide potential clues to
the information paradox in black hole physics [147, 148].
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