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Abstract
We characterize the dynamics of all single-target networks under mass-action kinetics: either the
system is (i) globally stable for all choice of rate constants (in fact, dynamically equivalent to a detailed-
balanced system) or (ii) has no positive steady states for any choice of rate constants. Moreover, global
stability occurs if and only if the target vertex of the network is in the relative interior of the convex hull
of the source vertices.
1 Introduction
Mass-action systems are common models in chemistry, biochemistry and population dynamics. Given a
directed graph of interactions, one can write a system of differential equations modelling the abundance of
the interacting species. There has been a great amount of work on establishing connections between the
qualitative dynamics of these systems and their underlying network structure [3, 15, 16, 18, 20–22,29].
For example, if the underlying network is reversible or weakly reversible, then the mass-action system admits a
positive steady state for any choice of positive rate constants [5]. In addition, if the rate constants satisfy some
algebraic constraints, the mass-action system is detailed-balanced or complex-balanced [15, 21, 22]. Within
every invariant polytope, such a system has exactly one positive steady state, which is conjectured to be
globally stable. This is the Global Attractor Conjecture, and has been proved in several cases: when the
network has one connected component [1, 6]; when the system has dimension three or less [12, 25], or when
the network is strongly endotactic [2, 19].
To describe various properties of reaction networks, it is useful to visualize them in Euclidean space, as
Euclidean embedded graphs [8]. Each vertex of the network is naturally associated to a vector in Rn, via its
stoichiometric coefficients; hence, every directed edge in the network (i.e., reaction) can be visualized as a
vector between vertices of the network in Rn. The resulting directed graph in Rn is called the Euclidean
embedded graph of the reaction network, and its Newton polytope is the convex hull of its source vertices
(Definition 2.2). A strongly endotactic network is essentially an “inward pointing” one: any edge originating
on the boundary of the Newton polytope must point inside the polytope or along its boundary (i.e., cannot
point outside the polytope), and on any face there exists an edge that starts on that face and points away
from it.
Our main result concerns the class of single-target networks. As the name suggests, these are reaction
networks with exactly one vertex that is a sink. In Theorems 3.7 and 3.8, we prove that under mass-action
kinetics, a single-target network either has a globally stable positive steady state for any choice of rate
constants, or has no positive steady state for any choice of rate constants. These results are generated
by dynamical equivalence (Definition 2.7), where different network structures can give rise to the same
differential equations. More precisely, we have:
Theorem. Let G = (V,E) be a single-target network. For any rate constants κ ∈ RE>0, let Gκ denote the
resulting mass-action system. Then we have:
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1. If the target vertex is in the relative interior of the Newton polytope, then for any rate constants κ, the
mass-action system Gκ has within each of its stoichiometric compatibility classes exactly one positive
steady state, which is globally stable. Furthermore, Gκ is dynamically equivalent to a detailed-balanced
system with one connected component.
2. If the target vertex is not in the relative interior of the Newton polytope, then for any rate constants
κ, the mass-action system Gκ has no positive steady states.
The paper is organized as follows. After a preliminary section on mass-action systems and dynamical
equivalence in Section 2, we define single-target networks and prove our main result in Section 3. Finally, in
Section 4, we consider examples of strongly endoctactic networks with multiple targets that are not globally
stable. This last section suggests future directions to understanding the dynamics of strongly endotactic
networks.
2 Mass-action systems
Throughout, we let R>0 denote the positive real numbers, and R
n
>0 denote the set of real vectors with
positive components, i.e., x ∈ Rn>0 if xi > 0 for i = 1, 2, . . . , n. We write x > 0 when x ∈ R
n
>0. Analogously,
let R≥, R
n
≥ denote the set of non-negative numbers and vectors respectively. For any x ∈ R
n and y ∈ Rn,
define the vector operations
xy = xy11 x
y2
2 · · ·x
yn
n ∈ R whenever x > 0,
log(x) = (log x1, log x2, . . . , log xn)
⊤ whenever x > 0,
exp(x) = (ex1 , ex2 , . . . , exn)⊤,
x ◦ y = (x1y1, x2y2, . . . , xnyn)
⊤,
and let 〈x, y〉 denote the standard scalar product. Let Xo denote the relative interior of a set X ⊆ Rn.
Definition 2.1. A reaction network is a directed graph G = (VG, EG), where VG is a finite subset of R
n
and there is no self-loops.
When working with only one reaction network, we simply write G = (V,E). We denote an edge (y,y′) by
y → y′. If both y → y′ and y′ → y are edges, we denote the reversible pair by y ⇋ y′. A vertex y ∈ V is
a source vertex if y → y′ is an edge in the network; let Vs ⊆ V denote the set of source vertices. A vertex
y′ ∈ V is a target vertex if y → y′ ∈ E.
Vertices are points in Rn, so an edge y → y′ ∈ E can be regarded as a bona fide vector in Rn. We associate
to each edge its reaction vector y′ − y ∈ Rn.
Definition 2.2. The Newton polytope1 of a reaction network G = (V,E) is the the convex hull of the
source vertices, i.e.,
Newt(G) =


∑
y∈Vs
αyy : αy ≥ 0 and
∑
y∈Vs
αy = 1

 .
The relative interior of the Newton polytope is the set
Newt(G)
o
=


∑
y∈Vs
αyy : αy > 0 and
∑
y∈Vs
αy = 1

 .
Definition 2.3. Let G = (V,E) be a reaction network in Rn with edge set E = {yi → y
′
i}
R
i=1. Let
κ = (κi)
R
i=1 be a vector of positive constants, called the vector of rate constants. A mass-action system
1In [19], the Newton polytope is called a reactant polytope.
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Gκ is the weighted directed graph, whose associated dynamical system is the system of differential
equations on Rn>0
dx
dt
=
R∑
i=1
κix
yi(y′i − yi), (1)
where xy = xy11 x
y2
2 · · ·x
yn
n .
It is sometimes convenient to refer to κy→y′ even though y → y′ may not be an edge in the network. In
such cases, the convention is to take κy→y′ = 0.
The system of differential equations (1) can be written as
dx
dt
= Γ


κ1x
y
1
κ2x
y
2
...
κRx
yR

 ,
where the stoichiometric matrix Γ has as its ith column the reaction vector y′i − yi. Since
dx
dt
lies in the
stoichiometric subspace S = ImΓ, the solution to the system (1) — with initial value x0 ∈ Rn>0 — lies
in the stoichiometric compatibility class (x0 + S)> := (x0 + S) ∩ R
n
>0.
We say that a reaction network G = (V,E) is reversible if y′ → y ∈ E whenever y → y′ ∈ E, and is
weakly reversible if every connected component of G is strongly connected, i.e., every edge is part of an
oriented cycle. A mass-action system Gκ is called reversible or weakly reversible if the underlying reaction
network G is reversible or weakly reversible.
2.1 Detailed-balanced systems
Reversibility and weak reversibility are related to detailed-balanced and complex-balanced steady states,
respectively. These steady states are known to be asymptotically stable and conjectured to be globally stable.
The Global Attractor Conjecture has been proved for certain classes of mass-action systems [12, 19, 25], for
example, if the network has a single connected component [1,6]. A general proof has been proposed in [7,8].
Definition 2.4. Let Gκ be a mass-action system.
(a) A state x0 > 0 is a positive steady state if the right-hand side of eq. (1) evaluated at x0 is 0.
(b) A positive steady state x0 > 0 is detailed-balanced if for every y → y′ ∈ E, we have
κy→y′x
y
0 = κy′→yx
y
′
0 . (2)
(c) A positive steady state x0 > 0 is complex-balanced if for every y0 ∈ V , we have∑
y
0
→y′∈E
κy
0
→y′x
y
0
0 =
∑
y→y
0
∈E
κy→y
0
x
y
0 . (3)
If Gκ admits a detailed-balanced steady state, the network is necessarily reversible; eq. (2) balances the
fluxes flowing across reversible pairs of edges. If Gκ admits a complex-balanced steady state, the network is
weakly reversible [22]; eq. (3) balances the net flux across a vertex of the graph. Note that if a steady state
is detailed-balanced then it is also complex-balanced.
If a mass-action system has a complex-balanced steady state x∗, then all its positive steady states are
complex-balanced [22]. Its set of positive steady states can be represented as Eκ = {x > 0 : ln(x)− ln(x∗) ∈
S}, where S is the stoichiometric subspace. Moreover, there is a globally defined Lyapunov function [22]
L(x) =
∑
i
xi(ln xi − lnx
∗
i − 1).
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We will refer to a mass-action system with a complex-balanced steady state as a complex-balanced system .
The above is also true for detailed-balanced steady states, and detailed-balanced systems.
In general, a reversible mass-action system may not have a detailed-balanced steady state — similarly for
weakly reversible systems and complex-balanced steady states — unless the rate constants satisfy additional
algebraic constraints [9, 14, 17, 23, 26, 28]. An integer called the deficiency of the network specifies the
number of independent algebraic constraints on the rate constants that are necessary and sufficient for a
weakly reversible mass-action system to be complex-balanced [9].
Definition 2.5. Let G be a reaction network withm vertices, ℓ connected components, and s = dimS, where
S is the stoichiometric subspace. The deficiency of the network G is the non-negative integer δ = m−ℓ−s.
Detailed-balancing, being more restrictive than complex-balancing, requires that the rate constants satisfy
the algebraic conditions for complex-balance, in addition to the circuit conditions : for every cycle in the
reversible network, the product of rate constants in one direction equals that of the other direction [14]. In
other words, suppose in one orientation of a cycle, the rate constants are κ1+, κ2+, . . . , κr+, and in the other
orientation, the rate constants are κ1−, κ2−, . . . , κr−; then the circuit condition along this cycle is
r∏
i=1
κi+ =
r∏
i=1
κi−. (4)
For a reversible system, the algebraic conditions for detailed-balance are also not difficult to state [14]2.
Choose a forward direction for each reversible pair and let κi+ be its rate constant; let κi− be the rate
constant of the backward direction. Suppose the network has p reversible pairs of edges. Let Γ′ ∈ Rn×p be
the matrix whose columns are the reaction vector of the forward directions.
Theorem 2.6. The reversible mass-action system Gκ is detailed-balanced if and only if every J ∈ kerΓ′ ⊆
R
n×p satisfies the Wegscheider condition:
p∏
i=1
(κi+)
Ji =
p∏
i=1
(κi−)
Ji .
2.2 Dynamical equivalence
The associated dynamical system (1) of a mass-action system Gκ is uniquely defined; however, different
reaction networks can give rise to the same system of differential equations under mass-action kinetics [10,
13, 27]. When studying mass-action kinetics, it is the associated system of differential equations that is of
interest. Dynamical equivalence defines when different mass-action systems (network with its rate constants)
have the same associated dynamical system.
Definition 2.7. Two mass-action systems Gκ and G
′
κ′
are dynamically equivalent if their associated
dynamical systems agree on all of Rn>0. Equivalently, for all vertices y0 ∈ VG ∪ VG′ , we have
∑
y
0
→y∈EG
κy
0
→y(y − y0) =
∑
y
0
→y∈EG′
κ′
y
0
→y(y − y0). (5)
In going from the definition of dynamical equivalence to the condition (5), we looked at each monomial
independently of each other. This approach divorce the nonlinearity from the linear part of the problem.
Another notion that divorces the nonlinear from the linear is that of fluxes. The flux of an edge y → y′ in
a mass-action system Gκ is the positive quantity κy→y′x
y where x > 0 is a given state.
Definition 2.8. A flux vector J ∈ RE>0 on a reaction network G = (V,E) is a vector of positive numbers
for each edge. If J ∈ kerΓ ∩ RE>0, then J is a steady state flux .
2See also a different (but equivalent) set of conditions in [17].
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The question of dynamical equivalence, which is ultimately a linear question, can be written in terms of fluxes;
the corresponding notion is that of flux equivalence. See [10] for the correspondence between mass-action
systems and fluxes on a network.
3 Single-target networks
In this section, we classify all single-target networks under mass-action kinetics: those that have a globally
attracting positive steady state for all choice of rate constants, and those that have no positive steady state
for any choice of rate constants. The former occurs if and only if the target is in the relative interior of the
Newton polytope, the convex hull of the source vertices.
It is not difficult to show that if every reaction vectors points to the relative interior of the Newton poly-
tope (i.e., “inward pointing”), then the mass-action system is always dynamically equivalent to a (weakly)
reversible system. It follows immediately that the system has a positive steady state [5] and conjectured to
be permanent [12]. In the case of a single-target network with “inward pointing” reaction vectors, we show
that the dynamics is essentially that of a detailed-balanced system.
Definition 3.1. A reaction network G = (V,E) is a single-target network if there exists a vertex y∗ such
that V \ {y∗} is the set of source vertices, and the set of edges is E = {y → y∗ : y 6= y∗}. We call y∗ the
target vertex , while the remaining vertices are the source vertices.
Example 3.2. The reaction networks (a)–(c) in Figure 1 are single-target networks, while (d) is not a single-
target network. The target vertex of (a) is in the interior of its Newton polytope. We will show that network
(a) is typical of the single-target networks that have exactly one steady state within each stoichiometric
compatibility class, while the networks (b) and (c) have no positive steady state, regardless of the choice of
rate constants. The deficiency of these networks depends on the dimension s of the stoichiometric subspace.
The deficiencies of the networks (a)–(c) are δ = 6− s, whille that of (d) is δ = 7− s.
• •
•
•
•
•
•
y1 y2
y3
y4
y5
y6
y
∗
(a)
• •
•
•
•
•
•
(b)
• •
•
•
•
• •
(c)
• •
•
•
•
•
•
•
(d)
Figure 1: (a) A single-target network that is globally stable under mass-action kinetics.
(b)–(c) Single-target networks with no positive steady states. (d) Not a single-target
network.
The geometry of a single-target network, i.e., whether the target is in the interior of the Newton polytope,
determines whether the network admits a steady state flux, a necessary condition for positive steady states
under mass-action kinetics. In particular, the geometry can rule out the existence of steady states.
Lemma 3.3. Let G = (V,E) be a single-target network. There exists a steady state flux on G if and only if
the target vertex is in the relative interior of its Newton polytope.
Proof. Let y∗ denote the target vertex, and enumerate the source vertices y1,y2, . . . ,ym. The flux vector
J = (Jyi→y∗)yi→y∗∈E is a steady state flux if and only if
m∑
i=1
Jyi→y∗(y
∗ − yi) = 0
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Because Jyi→y∗ > 0, the equation above geometrically means that y
∗ ∈ Newt(G)o.
For a single-target network G whose target vertex is outside the interior of the Newton polytope Newt(G)o,
there can be no positive steady state under mass-action kinetics3. For example, the networks in Fig-
ure 1(b)–(c) can have no positive steady states for any choice of rate constants under mass-action kinetics.
Even with the target vertex in Newt(G)
o
, to deduce a positive steady state from from a steady state flux J
involves finding a positive solution x to the nonlinear equations Jy→y′ = ky→y′x
y for every y → y′ ∈ G.
We will prove the existence of steady states for such single-target mass-action systems in Theorem 3.8. The-
orem 3.8 applies to systems that are dynamically equivalent to a single-target network. Our proof of the
existence and global stability of a positive state will make use of the following theorems.
Remark 3.4. When the target vertex is not in the interior of the convex hull of the sources, i.e., y∗ 6∈
Newt(G)
o
, there exists a linear Lyapunov function V (x) = <x,w>, where <x,w> represents the dot
product and the vector w is defined to be orthogonal to a well-chosen support hyper-plane H of the convex
hull of the source vertices, such that (i) all the source vertices are on one side of H (and at least one source
vertex is strictly on that one side) and (ii) the target vertex is either on the other side, or it belongs to H .
Therefore, all trajectories of our single-target network must converge to the boundary of the positive orthant
or to infinity. Moreover, all trajectories must converge to the boundary or to infinity.
Theorem 3.5 ([4, 22, 24]). Let S ⊆ Rn be a vector subspace, and let x0, x∗ ∈ Rn>0 be two arbitrary positive
vectors. Then the intersection (x0 + S) ∩ (x∗ ◦ expS⊥) consists of exactly one point.
Theorem 3.6 ([1, 6]). Let Gκ be a complex-balanced mass-action system with one connected component.
Any positive steady state is a global attractor of its stoichiometric compatibility class.
In the following theorem we show that a necessary and sufficient condition for a single-target network to
be dynamically equivalent to a detailed-balanced system is the target being in the relative interior of the
Newton polytope. This result is related to the theory of star-like networks [18], which have been shown to
have a unique locally asymptotically stable steady state within each stoichiometric compatibility class.
Theorem 3.7. Let G = (V,E) be a single-target network whose target vertex is in the relative interior
of the Newton polytope. Then for any rate constants κ ∈ RE>0, the mass-action system Gκ is dynamically
equivalent to a detailed-balanced system that has a single connected component.
Proof. Let y∗ denote the target vertex, and enumerate the source vertices y1,y2, . . . ,ym. Let Γ ∈ R
n×m
be the stoichiometric matrix, whose jth column is the reaction vector y∗ − yj . Let κj be an arbitrary rate
constant for the edge yj → y
∗. Let Newt(G)
o
be the relative interior of the Newton polytope
Newt(G)
o
=


m∑
j=1
αjyj : αj > 0 and
m∑
j=1
αj = 1

 .
We show that the mass-action system Gκ is dynamically equivalent to a detailed-balanced system if y
∗ ∈
Newt(G)
o
.
We want to find positive rate constants κ′j for each edge y
∗ → yj and a positive state x ∈ R
n
>0 satisfying
two conditions:
m∑
j=1
κ′j(yj − y
∗) = 0, (6)
κjx
yj = κ′jx
y
∗
for all 1 ≤ j ≤ m. (7)
The first condition (6) ensures that the resulting system G′
κ′
is dynamically equivalent to the original. The
second ensures that G′
κ′
is a detailed-balanced system with positive steady state x. Condition (6) can be
3Or under any other reasonable kinetics, with reaction rate functions from Rn
>0
to R>0.
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replaced with κ′ ∈ kerΓ, where Γ is the stoichiometric matrix and dim(kerΓ) = m − s. Isolating κ′j in
condition (7), we obtain
κ′j = κjx
yj−y
∗
= κje
〈yj−y
∗, logx〉,
where logx is the componentwise logarithm. Let exp(z) denote componentwise exponentiation, and ◦
componentwise multiplication. Then the condition (7) is equivalent to κ′ ∈ κ ◦ exp(ImΓ⊤). Therefore, the
existence of a vector of rate constants κ′ ∈ Rm>0 and a positive vector x for a dynamically equivalent system
to be detailed-balanced is reduced to the existence of κ′ in the intersection kerΓ∩ (κ ◦ exp(ImΓ⊤)) ⊆ Rm>0.
By Lemma 3.3, there exists a steady state flux J on G, i.e., J ∈ kerΓ. Hence,
kerΓ ∩ (κ ◦ exp(ImΓ⊤)) = (J + kerΓ) ∩ (κ ◦ exp(kerΓ⊥)),
which is guaranteed to be non-empty for any positive J , κ [4, 22]. In other words, Gκ is dynamically
equivalent to a detailed-balanced system G′
κ′
, where G′ is made of the edges {yi ⇋ y
∗}mi=1.
Theorem 3.8. Let G = (V,E) be a single-target network. For any rate constants κ ∈ RE>0, let Gκ denote
the corresponding mass-action system. Then exactly one of the following is true:
1. For any rate constants κ, the mass-action system Gκ has no positive steady states and all trajectories
must converge to the boundary of the positive orthant or to infinity.
2. For any rate constants κ, the mass-action system Gκ has exactly one positive steady state within each
of its stoichiometric compatibility class. Furthermore, this steady state is globally stable within its class.
The latter occurs if and only if the target vertex of G is in the relative interior of the Newton polytope.
Proof. If y∗ 6∈ Newt(G)o, by Lemma 3.3 and Remark 3.4 the network G admits no positive flux vector, i.e.,
kerΓ∩Rm>0 = ∅; therefore, any mass-action system generated by G cannot have a positive steady state and all
trajectories must converge to the boundary of the positive orthant or to infinity. However, if y∗ ∈ Newt(G)o,
then by Theorem 3.7 the mass-action system is dynamically equivalent to a detailed-balanced system with
one connected component for any choice of rate constants. Since detailed-balanced systems are complex-
balanced, this system, with one connected component, has within each of its stoichiometric compatibility
class exactly one positive steady state, which is globally stable [1, 6].
Example 3.9. Consider the single-target networks in Figure 1(a)–(c). Mass-action systems generated by
networks (b) and (c) can never have positive steady states, while systems generated by the network (a) would
not only have exactly one positive steady state within every stoichiometric compatibility class, but that the
steady state is globally stable within its stoichiometric compatibility class.
X3 +X4
X2 +X4
X1 +X4
X2 +X3
X1 +X2
X1 +X3
(a)
X1 +X2
X1 +X4
X1 +X5X2 +X5
X4 +X5
X3 +X5
X3 +X4
X1 +X3 X2 +X3
X2 +X4
(b)
Figure 2: Reversible systems in (a) Example 3.10 and (b) Example 3.11 that are dy-
namically equivalent to detailed-balanced systems. Undirected edges represent a pair of
reversible edges.
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Example 3.10. Consider the reversible reaction network in Figure 2(a) in R4. The six vertices are given
by the exponent vectors of the monomials {xixj : 1 ≤ i 6= j ≤ 4}; say the vertex corresponding to xixj is
Xi + Xj . The edges take the form Xi + Xj ⇋ Xp + Xq where (i, j) 6= (p, q). For the edges coming out of a
vertex, the rate constants take one of two values; for example, let the rate constant for X1 +X2 → X3 +X4
be some positive value κ12a > 0, while the rate constants for X1 +X2 → X1 + Xj and X2 + X2 → X2 + Xj
be κ12b > 0. Rate constants for other edges are defined similarly.
This system is not detailed-balanced in general since the circuit condition (4) is violated along some cycles,
e.g. the cycle with vertices X1 +X2, X2 + X4 and X3 +X4 is associated to the condition
κ12bκ24aκ34a = κ12aκ34bκ24b.
Moreover, this reversible network has deficiency δ = 2; therefore, the mass-action system is not complex-
balanced in general as well [9].
Nonetheless, the system is dynamically equivalent to a globally stable single-target network, hence a detailed-
balanced system. The weighted sum of reaction vectors flowing out of the vertex X1 +X2 is
2 (κ12a + 2κ12b)


1/2− 1
1/2− 1
1/2
1/2

 ,
which is also the weighted reaction vector of X1 +X2 →
1
2
X1 +
1
2
X2 +
1
2
X3 +
1
2
X4 with rate constant
2 (κ12a + 2κ12b). By symmetry, the mass-action system in Figure 2(a) is dynamically equivalent to a single-
target network with target vertex 1
2
X1+
1
2
X2+
1
2
X3 +
1
2
X4, which is in the interior of the Newton polytope.
By Theorem 3.8, the mass-action system is dynamically equivalent to a detailed-balanced system.
Example 3.11. Consider the reversible reaction network in Figure 2(b) in R5. The ten vertices are given
by the exponent vectors of the monomials {xixj : 1 ≤ i 6= j ≤ 5}; say the vertex corresponding to xixj is
Xi +Xj . The edges take the form Xi +Xj ⇋ Xp + Xq where i, j, p, q are distinct indices. Further assume
the rate constants depend on the source vertices, i.e., all reactions originating from the node Xi+Xj has the
same rate constant.
This reversible network has deficiency δ = 5. This system is not in general detailed-balanced. For example,
the Wegscheider’s condition involves the equation
κ13κ24κ35 = κ12κ34
among many others. Nonetheless, the system is dynamically equivalent to a globally stable single-target
network with target vertex at 2
5
X1 +
2
5
X2 +
2
5
X3 +
2
5
X4 +
2
5
X5, which is in the interior of the Newton
polytope. Therefore, the mass-action system is globally stable.
4 Networks with two targets
In the previous section, we have characterized the dynamics of all single-target networks under mass-action
kinetics. In particular, we have seen that if the target node is in the interior of the Newton polytope, then
any mass-action system generated by that network is dynamically equivalent to a detailed-balanced system,
which has a globally attracting positive steady state within each stoichiometric compatibility class.
One may wonder if a similar result holds for networks with multiple targets, where the targets are in
the interior of the Newton polytope. Networks with such “inward pointing” reaction vectors, or endotatic
networks, are conjectured to be persistent, i.e., trajectories are bounded away from the boundary, and even
permanent, i.e., admit a globally attracting compact set within each stoichiometric compatibility class. These
conjectures have been proved for certain classes of networks: weakly reversible networks with one connected
component [1, 6], strongly endotactic networks [19], and two-dimensional networks [12, 25].
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We will show the following: even with just two target vertices, there exist strongly endotactic networks
with multiple positive steady states (within the same stoichiometric compatibility class), and thus cannot be
globally stable. In the following examples, we relax the requirement of detailed-balancing, instead search-
ing for a dynamically equivalent complex-balanced system. Because vertices that do not appear explicitly
as monomials in the differential equations are not necessary when searching for a dynamically equivalent
complex-balanced system [10], we restrict our attention to subnetworks on the complete graph defined by
the vertices corresponding to monomials.
Example 4.1. For example, consider the mass-action system
• • • •• •y1 y2 y3 y4
κ1 κ2 κ3 κ4
where the source vertices are y1 = 0, y2 = 2, y3 = 3 and y4 = 5, and the target vertices are y5 = 1, y6 = 4.
The associated dynamical system,
dx
dt
= κ1 − κ2x
2 + κ3x
3 − κ4x
5,
has multiple positive steady states for some choice of κi by Descartes’ rule of sign. In particular, it cannot
be dynamically equivalent to a detailed-balanced system which is known to have a unique positive steady
state.
Indeed, the system is dynamically equivalent to a complex-balanced system if and only if κ1κ4 > κ2κ3. Let
Ji = κix
yi be the flux across the edge originating from yi, with x ∈ R to be determined later. Let Qij define
a dynamically equivalent flux on the edge yi → yj , and so
J1 = 2Q12 + 3Q13 + 5Q14
−J2 = −2Q21 +Q23 + 3Q24
J3 = −3Q31 −Q32 + 2Q34
−J4 = −5Q41 − 3Q42 − 2Q43.
The complex-balancing condition on the complete graph is given by
Q12 +Q13 +Q14 = Q21 +Q31 +Q41,
Q21 +Q23 +Q24 = Q12 +Q32 +Q42,
Q31 +Q32 +Q34 = Q13 +Q23 +Q43,
Q41 +Q42 +Q43 = Q14 +Q24 +Q34.
It is not difficult to see from the first complex-balanced condition that the left-hand side can be rewritten as
(
1
2
J1 −
3
2
Q13 −
5
2
Q14
)
+Q13 +Q14 ≤
1
2
J1,
while the right-hand side
=
(
1
2
J2 +
1
2
Q23 +
3
2
Q24
)
+Q31 +Q41 ≥
1
2
J2.
In other words, J1 ≥ J2. Similarly, from the last complex-balanced condition, we obtain J4 ≥ J3. Therefore,
J1J4 ≥ J2J3; equivalently, κ1κ4 ≥ κ2κ3.
Conversely, suppose κ1κ4 ≥ κ2κ3 or J1J4 ≥ J2J3. Clearly the system admits at least one positive steady
state x > 0. At x, the fluxes are balanced, i.e., J1 + J3 = J2 + J4. Substituting into the inequality, we see
that J1 ≥ J2 and J4 ≥ J3. The choice
Q12 = Q21 =
J2
2
, Q34 = Q43 =
J3
2
, Q14 =
J1 − J2
5
and Q41 =
J4 − J3
5
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satisfies the dynamical equivalence and the complex-balanced conditions. Choose rate constants on the new
network to be
κ˜12 =
κ2
2
, κ˜34 =
κ3x
3
2
, κ˜12 =
κ2x
2
2
, κ˜43 =
κ3x
3
2
,
κ˜14 =
1
5
(
κ1 −
κ2x
2
2
)
and κ˜41 =
1
5
(
κ4 −
κ3x
−2
2
)
.
Note that κ˜14 =
1
10
(2J1 − J2) > 0, and κ˜41 =
1
10x5
(2J4 − J3) > 0. With this choice of rate constants κ˜, the
mass-action system is dynamically equivalent to a complex-balanced system with steady state x, which is
the unique positive steady state of the system.
Example 4.2. Consider the more interesting mass-action system in Figure 3(a) with four source vertices and
two target vertices in R2. The source vertices correspond to the monomials 1, x3, x3y2 and y2 respectively.
We claim that this system is dynamically equivalent to a complex-balanced system if and only if
1
25
≤
κ2κ4
κ1κ3
≤ 25.
Being dynamically equivalent to a complex-balanced system, if it can be done at all, can be achieved using
only the source vertices [10]; thus we look for a subnetwork in Figure 3(b).
• •
• •
••
y1
y4
y2
y3
κ1
κ4
κ2
κ3
(a)
• •
••
y1
y4
y2
y3
(b)
Figure 3: (a) The mass-action system with two target vertices from Example 4.2, which
is dynamically equivalent to a complex-balanced system using a subnetwork of (b) if and
only if 1
25
≤ κ2κ4
κ1κ3
≤ 25.
Let x > 0 br a steady state for which the system Figure 3(a) is dynamically equivalent to a complex-balanced
system. Let Ji = κix
yi define a flux on the network. The flux vector J > 0 is at steady state if and only if
J1 = J3 and J2 = J4. Let Q ≥ 0, where Qij is the flux across the edge yi → yj in Figure 3(b). Dynamical
equivalence is obtained if and only if
J1
(
1
1
)
=
(
3Q12 + 3Q13
2Q14 + 2Q13
)
, J3
(
−1
−1
)
=
(
−3Q31 − 3Q34
−2Q31 − 2Q32
)
,
J2
(
−1
1
)
=
(
−3Q21 − 3Q24
2Q23 + 2Q24
)
, J4
(
1
−1
)
=
(
3Q42 + 3Q43
−2Q42 − 2Q41
)
.
Meanwhile, complex-balanced is obtained on Figure 3(b) if and only if
Q12 +Q13 +Q14 = Q21 +Q31 +Q41,
Q21 +Q23 +Q24 = Q12 +Q32 +Q42,
Q31 +Q32 +Q34 = Q13 +Q23 +Q43,
Q41 +Q42 +Q43 = Q14 +Q24 +Q34.
Consider the first complex-balanced condition. The left-hand side satisfies the inequality
Q12 +Q13 +Q14 = (Q12 +Q13) + (Q14 +Q13)−Q13 =
1
3
J1 +
1
2
J1 −Q13 ≤
5
6
J1.
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Also, by substituting using the dynamical equivalence conditions involving J4, we observe that the right-hand
side
Q21 +Q31 +Q41 ≥ Q41 =
1
2
J4 −Q42 =
1
6
J4 +
1
3
J4 −Q42 =
1
6
J4 +Q43 ≥
1
6
J2.
Hence for the system in Figure 3(a) to be dynamically equivalent to a complex-balanced one, we must have
J2 ≤ 5J1. Similarly, from the second complex-balanced condition, it can be shown that J1 ≤ 5J2. Therefore,
complex-balanced on the network of Figure 3(b) necessarily implies 1
5
≤ J1
J2
≤ 5. Since J1 = J3, J2 = J4 at
steady state, κ1 = κ3x
3y2 and κ2x
3 = κ4y
2 by definition. It follows from the inequality above that x6 = κ1κ4
κ2κ3
and (
κ1
5κ2
)2
≤ x6 ≤
(
5κ1
κ2
)2
.
A final substitution and rearranging gives
1
25
≤
κ2κ4
κ1κ3
≤ 25
as a necessary condition for dynamical equivalence to complex-balancing.
Next is to show that 1
25
≤ κ2κ4
κ1κ3
≤ 25 is sufficient for the system in Figure 3(a) to be dynamically equivalent
to a complex-balanced system on a subnetwork of Figure 3(b). The inequality on the rate constants is
equivalent to 1
5
≤ J1
J2
≤ 5 (independent of the positive state x > 0. When J1 = 5J2, a solution Q ≥ 0 to the
dynamical equivalence and complex-balanced conditions above is
Q14 = Q32 =
J1
6
, Q13 = Q31 =
J1
3
,
Q41 = Q23 =
J2
2
, Q21 = Q43 =
J2
3
,
and the remaining Qij = 0. When 5J1 = J2, a solution Q ≥ 0 to the dynamical equivalence and complex-
balanced conditions above is
Q41 = Q23 =
J2
6
, Q24 = Q42 =
J2
3
,
Q14 = Q32 =
J1
2
, Q12 = Q34 =
J1
3
,
and the remaining Qij = 0. Whenever
1
5
< J1
J2
< 5, the system is a convex combination of the two extremal
cases, with a solution given by the appropriate convex combination of the two systems in Figure 4. Therefore,
when 1
5
≤ J1
J2
≤ 5, there exists Q ≥ 0 satisfying the dynamical equivalence and complex-balanced conditions.
The vector Q, which depends J1, J2 and hence a function of x, can be used to generate rate constants
for the new network. We illustrate the process using the solution for the case when J1 = 5J2, i.e., when
κ2κ4 = 25κ1κ3. We let κ˜ij denote the rate constants on the reaction yi → yj . Consider Q21 =
J2
3
and
Q23 =
J2
6
. By definition J2 = κ2x
3 and Q2j = κ˜2jx
3. Thus, we choose rate constants κ˜21 =
κ2
3
and κ˜23 =
κ2
2
.
Noting that we have assumed J3 = J1 and J4 = J2, we conclude that κ˜32 =
κ3
6
, κ˜31 =
κ3
3
, κ˜41 =
κ4
2
, and
κ˜43 =
κ4
3
. The mass-action system is shown in Figure 4(a). It is clear that this procedure works in other
cases as well.
Remark 4.3. Example 4.2 has (1, 1)⊤ and (2, 1)⊤ as target vertices, with a distance of d = 1 between them.
If we consider the two-target network with distance d between them, a similar analysis gives a necessary
condition for dynamical equivalence to complex-balancing:
(
6− d
d
)2
≥
κ2κ4
κ1κ3
≥
(
d
6− d
)2
.
As d → 0, we recover a stable single-target network. As d → 3, the condition becomes κ2κ4 = κ1κ3, which
is necessary and sufficient for the system y1 ⇋ y4, y2 ⇋ y3 to be detailed-balanced [17].
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• •
••
y1
y4
y2
y3
κ2
3
κ4
3
κ4
2
κ1
6
κ3
6
κ2
2
κ1
3
κ3
3
(a)
• •
••
y1
y4
y2
y3
κ1
3
κ3
3
κ4
6
κ1
2
κ3
2
κ2
6
κ4
3
κ2
3
(b)
Figure 4: The system in Figure 3(a) is dynamically equivalent to a complex-balanced
system if and only if 1
25
≤ κ2κ4
κ1κ3
≤ 25. The system is equivalent to (a) when κ2κ4 = 25κ1κ3
and (b) when 25κ2κ4 = κ1κ3. For
1
25
< κ2κ4
κ1κ3
< 25, the dynamically equivalent system is
an appropriate convex combination of (a) and (b).
Much work has been done to derive algebraic conditions on the rate constants that are necessary and
sufficient for complex-balancing [9, 14, 17]. In Examples 4.1 and 4.2 above, we are able to derive semi-
algebraic conditions that are necessary and sufficient for dynamical equivalence to complex-balancing —
at least for networks with special structure. To learn about stability properties of a mass-action system,
dynamical equivalence to complex-balancing is more than enough.
In an upcoming paper, we prove that for certain classes of networks, dynamical equivalence to complex-
balancing is an open condition, i.e., there exists some open neighbourhood in parameter space such that rate
constants chosen from there gives rise to a mass-action system that is dynamically equivalent to a complex-
balanced system [11]. There is still much to be done, as obtaining explicit semi-algebraic conditions for
dynamical equivalence to complex-balancing relies on the special geometry of the network. Here, numerical
methods might give an estimate to the region in parameter space that gives rise to dynamical equivalence
to complex-balancing.
5 Conclusions
In this paper we introduced single-target networks, and classified the mass-action systems generated by
them as either (i) globally stable (and actually dynamically equivalent to detailed balanced systems with a
single connected component) or (ii) having no positive steady states. We showed that these two cases can
be differentiated by a very simple geometric criterion: a single-target mass-action system is globally stable
if and only if the target vertex is in the relative interior of the Newton polytope. We also showed that
our results can be useful for analyzing networks that exhibit a high degree of symmetry, even if they are
not single-target networks. Finally, recognizing that single-target networks are a special case of (strongly)
endotactic networks, we explored some networks with similar geometry that have multiple targets. For these
examples we showed that the mass-action systems are dynamically equivalent to complex-balanced systems
if and only if the reaction rate constants satisfy some semi-algebraic conditions. While our examples have a
built-in structure that allows us to derive the inequalities on the rate constants, a natural question and future
research direction is whether such semi-algebraic conditions on can be obtained for more general endotactic
networks [11].
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