In a regression model with univariate censored responses, a new estimator of the joint distribution function of the covariates and response is proposed, under the assumption that the response and the censoring variable are independent conditionally to the covariates. This estimator is based on the conditional Kaplan-Meier estimator of Beran (1981) , and happens to be an extension of the multivariate empirical distribution function used in the uncensored case. We derive asymptotic i.i.d. representations for the integrals with respect to the measure dened by this estimated distribution function. These representations hold even in the case where the covariates are multidimensional under some additional assumption on the censoring. Applications to censored regression and to density estimation are considered.
Introduction
Under random censoring, estimation of the distribution of a single variable Y is traditionally carried out using the Kaplan-Meier estimator (Kaplan and Meier, 1958) . A vast scope of approaches has been developed to study the theoretical behavior of this estimator, and of Kaplan-Meier integrals (K M −integrals in the following). See e.g. Gill (1983) , Stute and Wang (1993), Stute (1995) , Akritas (2000) . A crucial identiability assumption to obtain convergence is the independence of Y and C, the censoring variable. In presence of (uncensored) covariates X, it seems natural to extend Kaplan-Meier's approach, but now to estimate a multivariate distribution function, that is F (x, y) = P(X ≤ x, Y ≤ y).
However, traditional approaches to this kind of problem typically face two major kind of drawbacks, that is either they do not allow to handle multivariate X, or they rely on strong identiability assumptions which restrain the eld of applications. The aim of this paper is to propose a new approach which circumvents these two important limitations, and to provide a version of the uniform strong law of large numbers and of the uniform central limit theorem which apply to this framework of censored regression.
Indeed, a crucial point in censored regression is to extend the identiability assumption on the independence of Y and C (needed to ensure the convergence of KM −integrals in absence of covariates) to the case where explanatory variables are present. In the spirit of KM −estimator, one may impose that Y and C are independent conditionally to X, which seems to be the slightest identiability assumption. Under this assumption, Beran (1981) provided an estimator of the conditional distribution function by Major and Retjo (1988) to a more general setting. For the conditional Kaplan-Meier estimator, representations similar to Lo and Singh (1986) were derived, all in the case where x is univariate, see e.g. Van Keilegom and Akritas (1999) , Van Keilegom and Veraverberke (1997) . In particular, Du and Akritas (2002) proposed an uniform i.i.d.
representation that holds uniformly in y and x.
When it comes to the multivariate distribution function F (x, y), Stute (1993 Stute ( , 1996 proposed an extension of KM −estimator, and furnished asymptotic representation of integrals with respect to this estimator that turned out to have interesting practical applications for regression purpose in some situations, see also Stute (1999) representations of integrals with respect to these estimated distributions have not been provided yet. Moreover, it is particularly disappointing to see that, in the uncensored case, the empirical distribution function of (X , Y ) can not be seen as a particular case of these approaches. On the contrary, KM -estimator is a generalization of the (univariate) empirical distribution function. As a large amount of statistical tools are seen to be related to integrals with respect to the empirical distribution function, it is still of interest to produce some procedure that would generalize this simple and classical way to proceed to the censored framework. In fact, an important preoccupation in the study of censored regression is to extend procedures existing in the uncensored case. For this reason, it is of real interest to use the most natural extension of the uncensored case's concepts.
The main contribution of this present paper is to propose a new estimator of F (x, y) which is an extension of the notion of the multivariate empirical distribution function, and can also be seen as a generalization of the univariate Kaplan-Meier estimator. To perform the asymptotic analysis of this estimator, we rely on the asymptotic representation derived by Du and Akritas (2002) , but the new proof of this result that we provide improves the convergence rate of the remainder term. Our main theoretical result (Theorem 3.5) provides a general asymptotic representation of our estimator of F (x, y). Unlike the other 3 existing results on this issue, our results apply not only to the estimation of F (x, y), but also to the more general case of integrals with respect to the underlying probability measure. Therefore Theorem 3.5 can be seen as a generalization of the uniform CLT in this censored regression framework. Furthermore, we propose a reasonable modication of the identiability assumption of the model that may allow us to consider multivariate covariates.
The paper is organized as follows. In section 2, we present the model and motivate the introduction of our new estimator of F (x, y). In section 3, we present the asymptotic properties of integrals with respect to this estimator. Section 4 is devoted to some applications of these results, while section 6 gives the proof of some technical results.
2 Model and estimation procedure
Regression model and description of the methodology
We consider a random vector (X , Y ) ∈ R d+1 , and a random variable C which will be referred to as the censoring variable. If variables X and Y are fully observed, and if we dispose on a n-sample of i.i.d. replications (X i , Y i ) 1≤i≤n , a traditional way to estimate the joint distribution function F (x, y) = P(X ≤ x, Y ≤ y) is to consider the (multivariate) empirical distribution function, 
Studying the behavior of these integrals is then more general than simply studying the distribution function (2.1). Asymptotic results on these empirical integrals may be derived by applying the classical strong law of large numbers and the central limit theorem. In a censored regression model, the situation is dierent since the variable Y is not directly
and we will assume throughout this paper that P(Y = C) = 0. Observations consist of a n−sample (X i , T i , δ i ) 1≤i≤n . In this framework, the empirical distribution function can not be computed, since it depends on unobserved quantities Y i . In absence of covariates X, the univariate distribution function P(Y ≤ y) can be estimated computing the Kaplan-Meier estimator,
2) is valid only for y less than the largest observation, conventions must be adopted if one wishes to dene it on the whole real line.
Asymptotics of F km and of integrals with respect to F km can be found in Stute and Wang (1993) and Stute (1995 In a regression framework, an important question is to extend condition (2.3) to the presence of covariates. A rst way to proceed would be to assume that (X , Y ) and C are independent.
(2.4) However, assumption (2.4) is too restrictive, since, in several frameworks, the censoring variable may depend on X. Stute (1996) proposed to replace this assumption by assumption (2.3) and
Under (2.3) and (2.5), Stute (1996) studied the asymptotics of an estimator based on the
where W in denotes the jump of F km at the i-th observation. Observing that
where G km (t) denotes the Kaplan-Meier estimator of G(t) = P (C ≤ t) (see e.g. Satten and Datta, 2001), this estimator may be rewritten as
From this writing, one may observe two interesting facts. First, this estimator is a generalization of the empirical distribution function used in the uncensored case. Indeed, in absence of censoring, 1 − G km (t) ≡ 1 for t < ∞, and δ = 1 a.s. Second, F S can be seen as an approximation of the empirical functioñ
which can not be computed in practice since G is unknown. The identiability conditions see e.g. Beran (1981) , Dabrowska (1987 Dabrowska ( , 1989 Dabrowska ( , 1992 , Van Keilegom and Akritas (1999) .
Inspired by the empirical distribution function, we are searching for an estimator which puts mass only at the uncensored observations, that is of the form
where W (X i , T i ) is some weight which has to be chosen in order to compensate the bias due to censoring (F S is an estimator of the type (2.8), however, under (2.7), it is biased).
An ideal way to proceed would be to use weights such as, for any function φ,
so that integrals with respect to the measure dened by (2.8) converge to the proper limit by the law of large numbers. In this case, (2.8) would appear to be a sum of i.i.d. quantities converging to F (x, y) from the strong law of large numbers. Under (2.7), observe that, for any function φ,
This would lead to the analog of F S dened in (2.6),
.
(2.10)
Unfortunately, G(y | x) is unknown. In the uncensored case, conditional distribution function estimation has been considered by Stute (1986) and Horvath and Yandell (1988) among others. In this censored framework, G(y | x) can be estimated using Beran's kernel estimator (1981). This estimator is dened, in the case d = 1, bŷ
for y less than the largest observation of the sample (T i ) 1≤i≤n , where, introducing a positive kernel function K,
The denition in equation (2.11) is valid adopting the convention 0/0 = 0, since the denominator can not be zero unless it is also the case for the numerator. As for the Kaplan-Meier estimator, a convention has to be adopted to dene it above the largest observation. The results we provide are valid for any kind of convention adopted for dealing with this issue, since they do not focus on the behavior of Beran's estimator near the tail of the distribution of Y (Assumption 2 below). With at hand the estimator (2.11), the estimator of F that we propose is then 
This estimator is more dicult to study than (2.10), since, as it is the case for Kaplan-Meier integrals, the sums in (2.12) and (2.13) are not i.i.d. In fact, each term depends on the whole sample sinceĜ itself is computed from the whole sample. In section 3, we will
where, from (2.9), the rst integral converges to φ(x, y)dF (x, y) at rate n −1/2 (consequence of the strong law of large numbers and the central limit theorem), while S n (φ), under suitable conditions, is equivalent to a centered i.i.d sum which only contributes to the asymptotic variance.
Comparison with other approaches
Under (2.7), most of the eorts have been concentrated in estimating F (y | x) = P(Y ≤ y | X = x). Dabrowska (1987 Dabrowska ( , 1989 for some location function m, some scale function σ, and ε independent from X.
When it comes to the estimation of the estimation of F (x, y), the only approach that has been used consists of considering
whereF (x) denotes the empirical distribution function of X. Instead of (2.11), any other estimator of the conditional distribution function may be used, see for example
Van Keilegom and Akritas (1999) who provided asymptotic i.i.d. representations for two dierent estimators based on this principle. To connect another drawback of these procedure with this incapacity to generalize the empirical distribution function, we must mention that none of these approaches has been extended successfully to the case d > 1.
Of course, the denition of Beran's estimator could be extended to multivariate kernels. 
2.3
The case d > 1
In (2.12), a non-parametric kernel estimator appears. Therefore, considering a large number of covariates raises theoretical and practical diculties. For this reason, we propose a slight reasonable modication of the identiability assumption (2.7) which happens to be a good compromise between (2.7) and (2.4)-(2.5), and under which we will be able to modify the denition ofF using only univariate kernels. Let g : R d → R be some known function. The new set of identiability conditions we propose is Y and C independent conditionally to g (X) ,
depends only on g(X) and Y . As an important example, denote X = (X (1) , ..., X (d) ).
In some practical situations, one may suspect the censoring variable to depend only on g(X) = X (k) for some k known.
Another interesting advantage of this model is that it may permit us to consider discrete covariates. If we refer to the approach of Van Keilegom and Akritas (1999), we can only consider continuous covariates. Here, we will only have to assume that g(X) has a density (but not necessary all components of X). Under this new set of identiability 9 conditions, we propose to usẽ
Note that using the set of condition (2.16)-(2.17) does not permit to prevent the estimators of type (2.15) from the curse of dimensionality. In fact, using estimators (2.15), we still need to estimate F (y | x), no matter the identiability conditions.
Asymptotic properties
In this section, we present the asymptotic properties of integrals with respect toF . In section 3.1, we discuss the dierent assumptions under which our asymptotic results hold. 
Assumptions
To simplify the notations, we denote Z i = g(X i ) in the following.
We list here some assumptions that are needed to ensure consistency and asymptotic normality of our estimator. We will use the following notations to refer to some (sub-)distribution functions,
Assumptions on the model. The important situation that we have in mind in which Assumption 2 holds, is when,
where the upper bound τ H does not depend on z and can be nite or not (for example, this condition is fullled when Y is Gaussian conditionally to Z = g(X)). In this case, τ can be chosen arbitrary close to τ H .
Assumptions on the regularity of the (sub-)distribution functions.
Assumption 3
• Functions H 0 and H 1 have four derivatives with respect to z. Furthermore, these derivatives are uniformly bounded for y < τ .
• Let H f (t|z) = H(t|z)f Z (z), and let
) denotes the variation norm of a function g dened on ] − ∞; τ ].
Assumptions on the kernel. Assumption 4 The kernel K is a symmetric probability density function with compact support, and K is twice continuously dierentiable.
Assumptions on the family of functions. To achieve uniform consistency over a class of functions, it is necessary to make assumptions on the class of functions F.
Van der Vaart and Wellner, 1996, page 81) and has an integrable envelope Φ satisfying Φ(t, z) = 0 for t ≥ τ, for some τ as dened in Assumption 1.
For asymptotic normality, we will need more restrictions on the class F. First, we need some additional moment condition on the envelope, and some dierentiability with respect to z.
Assumption 6 Assume that
• We have Φ(x, t) = 0 for t ≥ τ or g(x) ∈ Z −Z δ , for some τ as dened in Assumption 1, and Z δ the set of all points of Z at distance at least δ, for some δ ≥ 0. 
The reason for introducing the set Z δ is to prevent us from some boundary eects which happen while obtaining uniform convergence rate for kernel estimators, see the proof of our Theorem 3.5 and Theorem 3.6 below. The order of the bias terms corresponding to our kernel estimators will be O(h 2 ) if we restrain ourselves to points in Z δ , while considering the boundaries leads to increase the order of the bias. However, δ can be taken as small as required.
For the sake of simplicity, we restrain ourselves to a class of smooth functions with respect to z (but not necessarily smooth with respect to y). But our result can easily be generalized to the case of functions with a nite number of discontinuities. Indeed, for some xed K ≥ 0, let (I i ) 1≤i≤K be a sequence of subsets of Z δ , and dene
where F i satises the same assumptions as the class F.
We also need an assumption on the complexity of the class of functions. We consider two cases, the case where F is related to some Donsker class of functions, and the more restrictive assumption on its uniform covering number under which we obtain a faster rate for the remainder term in the asymptotic expansion. Let N (ε, F, L 2 ) denote the covering number (cf. Van der Vaart and Wellner, 1996 page 83) of the class F relatively to the L 2 −norm.
Assumption 7 Let C 1 be the set of all functions from ] − ∞; τ ] to with variation bounded by M. Let C 2 be the set of the functions f from Z δ to [−M, M ] with twice continuous derivatives bounded by M, for some
Assume that (z, t) → G(t|z) ∈ G and that the class of functions FG is Donsker.
It is natural to assume that, to obtain our uniform CLT, the class F has to be Donsker.
Indeed, by denition of a Donsker class, the uniform CLT will not hold in absence of censoring if F is not Donsker. Our Assumption 7 is a little bit more restrictive, but is close to optimality. Indeed, the class of functions G contains the functions G andĜ, seen as functions of two variables. As pointed out in Lemma 6.1, the bracketing number of this class can be obtained, which shows that G is a uniformly bounded Donsker class.
Hence, Assumption 7 will be fullled in a large number of situations, for example if F is an uniformly bounded Donsker class (see Van der Vaart and Wellner, 1996 page 192 for additional permanence properties of Donsker classes), or by elementary arguments if the bracketing number of F can be computed.
We now give a more restrictive assumption under which the convergence of our estimators can be improved. Assumption 8 For all ε > 0, and for a class of functions C, dene N (ε, C, L r (P)) be the smallest number of balls with respect to the norm · 2,P in L 2 (P). We say that a class of function C with a square integrable envelope C is a VC-class of functions if sup P N (ε C 2,P , C, L 2 (P)) ≤ Aε −V for some A and V > 0, where the supremum is taken on all probability measures such as C 2,P < ∞. Assume that F is VC.
3.2
Uniform Strong Law of Large Numbers In all the proofs below, we will assume that we are on the set A = {f Z (z) = 0,Ĥ(t|z) = 1,Ĝ(t|z) = 1, ∀t ≤ τ, z ∈ Z}. This allows us not to discuss any problem caused 13 by the presence of these functions at the denominator. From the uniform convergence of nonparametric estimators (see Einmahl and Mason, 2005 , and Van Keilegom and Akritas, 1999) and our Assumptions 1, 2, and 5, there exists some n 0 (almost surely) such as we are on the set A for all n ≥ n 0 . This is sucient for deriving our asymptotic representations.
Proof. Write, from the denition (2.13) of I(φ),
From the strong law of large numbers, the rst term converges almost surely to φ (x, y) dF (x, y) (uniformly over F from Assumption 5), while, for the second, 
Under Assumptions 1 to 4, for h such as nh 4 → 0, 
Under Assumptions 1 to 4, for h such as nh 4 → 0,
Proof of Theorem 3.3. As in the proof of Theorem 3.1 in Du and Akritas (2002), 
which can be seen as a corrected version of M n,z . 
and where sup φ∈F |R n (φ)| = o P (n −1/2 ).
Proof. First, using the uniform convergence rate ofĜ, observe that 
The main term can be decomposed into three parts, that is 
The right parenthesis is O P (h 2 +[log n] 1/2 n −1/2 h −1/2 ) uniformly over z ∈ Z δ using the uniform rate of consistency off Z . On the other hand, the rst parenthesis is Einmahl and Mason, 2005) . Moreover, as pointed out in equation (3.5) 
A change of variables and a second order Taylor expansion, Assumption 4 and Assumption 6 lead to rewrite (3.6) as
In Theorem 3.5, the remainder term is o P (n −1/2 ). However, one could be interested in a more precise rate for the remainder term. This can be obtained if we strengthen the assumptions on the class of functions F, that is if we replace Assumption 7 by the more restrictive assumption 4. 
Using the i.i.d. representation ofĜ, this can be rewritten as
. The main term can be decomposed into
. (3.11) Using the uniform rate of convergence of the kernel estimator of the density, it is easy to see that (3.11) is of rate O P ([log n]n −1 h −1 ). We now consider (3.9) . First observe that the sum of the terms for i = j is negligible. Consider the U −process 
which can be proved by similar arguments as those developed in the proof of Theorem 3.5
(change of variables and Taylor expansion, using the regularity Assumptions 6). Hence, we can write 19 with sup φ∈F |R (φ)| = O P (h 2 + [log n]n −1 h −1 ). Using again the same arguments as in Theorem 3.5, the conditional expectations are equal to Ψ j (φ) +R j (φ), where sup j,φ |R j | = O P (h 2 ). The negligibility of (3.10) can be obtained using similar arguments, but with a third order U −process.
Applications

Regression analysis
To simplify, assume that d = 1. Consider the following regression model,
where f is a known function and θ 0 ∈ Θ ⊂ R k an unknown parameter, and τ is as in Assumption 
As a consequence of Theorem 3.1 and Theorem 3.5, the following proposition furnishes the asymptotics forθ. Furthermore, let ∇ θ (resp. ∇ 2 θ ) denotes the vectors of partial derivatives with respect to θ (resp. the Hessian matrix) and assume that F = {x → ∇ 2 θ f (θ, x), θ ∈ Θ} satises the Assumptions for Theorem 3.1. We have, under Assumptions 1 to 6 for φ(x, y) =
with 
for some θ 1n between θ 0 andθ. Apply Theorem 3.1 to see that we have ∇ 2 θ M n (θ 1n ) −1 → Ω −1 a.s., and Theorem 3.5 to obtain that ∇ θ M n (θ 0 ) ⇒ N (0, V ).
Density estimation
In this section, we assume that Y has a Lebesgue density f that we wish to estimate.
Estimation of the density of Y has received a lot interest in the case Y ⊥ C. See e.g. Mielniczuk (1986 
+R n (y), As a consequence, G is a Donsker class of functions, since 0 < η < 1. Lemma 6.2 below shows that, if G belongs to G,Ĝ also belongs to G with probability tending to one (which allows to use the asymptotic equicontinuity argument of the proof of Theorem 3.5. 
