Abstract -This paper presents a new method of Fuzzy Particle Swarm Optimization (FPSO)-based Congestion Management (CM) by optimal rescheduling of active powers of generators. In the proposed method, generators are selected based on their sensitivity to the congested line for efficient utilization. The task of optimally rescheduling the active powers of the participating generators to reduce congestion in the transmission line is attempted by FPSO, Fitness Distance Ratio PSO (FDR-PSO), and conventional PSO. The FPSO and FDR-PSO algorithms are tested on the IEEE 30-bus and Practical Indian 75-bus systems, after which the results are compared with conventional PSO to determine the effectiveness of CM. Compared with FDR-PSO and PSO, FPSO can better perform the optimal rescheduling of generators to relieve congestion in the transmission line.
Introduction
A system is said to be congested when producers and consumers of electric energy desire to produce and consume in amounts that would cause the transmission system to operate at or beyond one or more transfer limits [1] . The principal challenge faced by the Independent System Operator (ISO) in a deregulated environment is to maintain the security and reliability of the power system by maximizing market efficiency when the system is congested. The ISO, therefore, has to create a set of transparent and robust rules that should not encourage aggressive entities to exploit congestion to create market power and maximize profits at the cost of the market. Congestion in a transmission system cannot be allowed beyond a short duration because this could lead to cascading outages with uncontrolled loss of load.
There are several methods to relieve congestion, such as using Flexible AC Transmission Systems (FACTS) devices [2] , tapping transformers, re-dispatching power generation [3] , and curtailing pool loads and/or bilateral contracts. In a deregulated environment, all the Generating Companies (GENCOs) and Distribution Companies (DISCOs) plan their transactions ahead of time. However, by the time of implementation of transactions, congestion may already be present in some of the transmission lines. Hence, ISO has to relieve the congestion so that the system remains in a secure state. ISO mainly uses two types of techniques to relieve congestion. These are listed below. i) Cost free means a. Out-aging of congested lines b. Operation of transformer taps/phase shifters c. Operation of FACTS [2] devices, particularly series devices ii) Non-Cost free means a. Re-dispatching power generation [3] in a manner different from the natural settling point of the market. Some generators back down, while others increase their output. Consequently, generators no longer operate at equal incremental costs. b. Curtailment of loads and the exercise of (non-costfree) load interruption options.
In this paper, Static Congestion Management by optimal rescheduling of active generator power selected based on their sensitivities to the congested line is attempted using Fuzzy Particle Swarm Optimization (FPSO) and Fixed Distance Ratio PSO (FDR-PSO). Test results are then compared with conventional PSO. This approach of relieving congestion in the transmission line is quite efficient because it is a non-cost free means technique.
Christie et al. [1] in a study on Congestion Management (CM) has stated that controlling the transmission system so that transfer limits are observed is perhaps the fundamental transmission management problem. Fang et al. [4] considered an open transmission dispatch environment, in which pool and bilateral / multi lateral dispatches co-exist, and proceeded to develop a congestion management strategy for this scenario. Lo et al. [5] have presented congestion management techniques applied to various kinds of electricity markets. Ashwani Kumar et al. [6] have extensively reviewed literature reporting several techniques of congestion management and posited that congestion management is one of the major tasks of an ISO to ensure the operation of transmission system within operating limits. In the emerging electric power markets, congestion management has become extremely important as it can impose a barrier to electricity trading. Ashwani Kumar et al. [7] have proposed an efficient zonal congestion management approach using real and reactive power rescheduling based on AC Transmission Congestion Distribution factors considering the optimal allocation of reactive power resources. The impact of optimal rescheduling of generators and capacitors has been demonstrated in congestion management. Yamina et al. [8] have described a coordinating mechanism between generating companies and system operator for congestion management using Benders cuts. Capitanesu et al. [9] proposed two approaches for the unified management of congestions brought about by voltage instability and thermal overload in a deregulated environment. Fu et al. [10] discussed a combined framework for service identification and congestion management, in which a new approach has been applied to identify the services of reactive support and real power loss for managing congestion using upper bound cost minimization. Kennedy et al. [11] have described the PSO concept in terms of its precursors, briefly reviewed the stages of its development from social simulation to optimizer, and discussed the application of the algorithm to the training of artificial neural network weights. Meanwhile, Shi [12] surveyed the research and development of PSO in five categories, including algorithms, topology, parameters, hybrid PSO algorithms, and applications. The search process of a PSO algorithm should consist of both contraction and expansion so that it would have the ability to escape from local minima, eventually finding good solutions. On the other hand, Valle et al. [13] presented a detailed review of the PSO technique, the basic concepts and different structures and variants, as well as its applications to power system optimization problems. Chen et al. [14] introduced PSO for solving Optimal Power Flow (OPF), with which CM in the pool market is practically implemented on an IEEE 30-bus system; they have also proven that congestion relief using PSO is more effective compared with the Interior Point Method and Genetic Algorithm approach. Hazra et al. [15] have proposed a cost efficient generation rescheduling and/or load shedding approach for congestion management in transmission grids using Multi Objective Particle Swarm Optimization (MOPSO) method. Dutta et al. [3] , meanwhile, proposed a technique for reducing the number of participating generators and optimum rescheduling of their outputs while managing congestion in a pool at minimum rescheduling cost; they also explored the ability of PSO technique in solving the congestion management problem. Vinod Kumar et al. [2] have obtained an optimal solution for static congestion management using the PSO-based OPF method. In their study, congestion has been created in the transmission line by loading the lines; this is then relieved by placing a Static Synchronous Series Compensator (SSSC) in an optimal location in the transmission line. Jeyakumar et al. [16] demonstrated the successful adaptation of the PSO algorithm to solve various types of economic dispatch (ED) problems in power systems, including Multi-Area ED with tie line limits, ED with multiple fuel options, Combined Environmental ED, and ED of Generators with prohibited operating zones. That their proposed PSO technique has better computation efficiency and convergence property demonstrates that it can be applied to a wide range of optimization problems. Gaing [17] has proposed a PSO method for solving the ED problem with the generator constraints and demonstrated that the PSO method can prevent premature convergence of the Genetic Algorithm (GA) method while obtaining higher quality solution with better computation efficiency and convergence property. In their work, Peram et al. [18] proposed the Fitness Distance Ratio PSO (FDR-PSO) algorithm, which combats the problem of premature convergence observed in many applications of PSO. It is accomplished by using the ratio of the relative fitness and the distance of other particles to determine the direction in which each component of the particle position needs to be changed. The FDR-PSO algorithm has performed significantly better than the original PSO algorithm and some of its variants on many different benchmark optimization problems. Gnanadass et al. [19] presented an application of the FDR-PSO algorithm to determine the optimal generation dispatch of power producers with dynamic security constraints and computed Dynamic Available Transfer Capability (DATC) for a practical Indian system with changing loads. Shi et al. [20] implemented a fuzzy system to dynamically adapt the inertia weight of the PSO algorithm; they demonstrated that the Fuzzy Adaptive PSO (FAPSO) is a promising optimization method for optimization problems within a dynamic environment. Saber et al. [21] proposed the FAPSO algorithm for the Unit Commitment (UC) problem, which is capable of tracking a continuously changing solution in a reliable and accurate manner. The fuzzy adaptive criterion is applied for the PSO inertia weight based on the diversity of fitness. Inertia weight is dynamically adjusted using fuzzy IF/THEN rules to increase the balance between global and local searching abilities.
In the literature survey on various approaches to congestion management, it can be observed that no researcher has made an attempt to dynamically adjust the inertia weight of the PSO for optimal rescheduling of the active powers of the participating generators by applying fuzzy criterion to inertia weight of the PSO in relieving congestion in the congested line. Further, no attempt has been made to learn from the experience of neighboring particles that have a better fitness value than the selected particle of PSO for updating the velocity of the particle to relieve congestion by effective rescheduling of active power of the generators. To incorporate innovation into congestion management, two new approaches, i.e., FPSO and FDR-PSO, are attempted to relieve congestion in the congested line by optimal rescheduling of active generator power.
Instead of selecting all the generators to relieve congestion, this paper proposes the selection of participating generators using generator sensitivities to the power flow on congested lines. Further, it is expected to solve the congestion management problem by optimal rescheduling of the
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active power of participating generators employing evolutionary algorithms, including FPSO and FDR-PSO. Subsequently, these two evolutionary algorithms are compared with the conventional PSO algorithm to test which among them gives the best optimal solution for rescheduling the active power of participating generators in order to relieve the congestion. This paper illustrates the effectiveness of the proposed methods on the congestion management problem using the IEEE 30-bus and the Practical Indian 75-bus systems.
This paper is organized as follows. Section II gives an insight into the evolutionary algorithms, such as FPSO and FDR-PSO. Section III details the problem formulation of CM by rescheduling the active power in participating generators; these have been selected based on their sensitivities with the congested line power flow and the methodology of implementation of the evolutionary algorithms. The effectiveness of these algorithms on the IEEE 30-bus and Practical Indian 75-bus systems is illustrated in Section IV. The conclusions are presented in Section V.
Proposed Evolutionary Algorithms
Fuzzy PSO
The velocity in the conventional PSO is constantly adjusted according to the corresponding particle's experience and that of the particle's companion. It is expected that the particles will move towards better solution areas. Mathematically, the particles are manipulated according to the following equations:
where 1 c and 2 c are positive constants; rand() and Rand() are two random functions in the range [0,1]; w is the inertia weight; X i = (x i1 , x i2 ... x id ) represents the i th particle; P i = (p i1, p i2, …, p id ) represents the best previous position (the position giving the best fitness value) of the i th particle; g represents the index of the best particle in the population; and V i =(v i1 ,v i2, …v id ) represents the rate of the positive change (velocity) for particle i.
The balance between global and local search throughout the course of the run is critical to the success of an evolutionary algorithm. In PSO, inertia weight is used to balance the global and local search abilities. A large inertia weight facilitates a global search, while a smaller one facilitates a local search.
By changing the inertia weight, the search ability can be dynamically adjusted. For designing a mathematical model to adopt the inertia weight, the fuzzy system is a good candidate to tune the inertia weight of PSO. Given that inertia weight is a global variable in Equation (1), and it is applied to the entire population, a fuzzy system to adopt inertia weight dynamically is designed by taking variables that measure the performance of the PSO and the inertia weight as the inputs and change of the inertia weight as the output of the system.
To obtain better inertia weight under fuzzy environment, inputs (i.e., fitness of the current location and the current inertia weight) and outputs (i.e., correction of inertia weight) should all be expressed in fuzzy set notations. In this study, all the membership functions are triangular for simplicity; they are presented in three linguistic values (S, M, and L) for "Small," "Medium," and "Large," respectively. Simple plain-language IF/THEN rules are considered in calculating the amount of inertia weight correction in the fuzzy PSO process.
The fuzzy PSO aims to design a fuzzy system to dynamically adapt the inertia weight for the CM problem. The fuzzy IF/ THEN rules in Table 1 are used for the proposed fuzzy PSO method. 
Normalized Fitness (NFIT):
The fitness of the current solution (location) is very important in predicting the inertia weight for the right choice of velocity. Normalized fitness value is used as input to bind the limit between 0 and 1 as expressed by:
In case of minimization problems, a lower NFIT value indicates a better solution. In the FPSO model, C Cost from (12) at the first iteration may be used as C Cost-max for the next iterations. Only the cheapest unit with unlimited generation limits and without consideration for the constraints may be used to calculate the C Cost-min that satisfies the load demand.
Current inertia weight: Using inertia weight (w) is one of the most popular strategies for tuning the FPSO parameters. The value of the parameter w is large at the beginning of the search process and gradually becomes small as the iterations increase. Hence on the universe of discourse, range is selected between 1 (maximum) and 0.4 (minimum).
Current inertia weight correction: The change in inertia weight (Δw) requires both positive and negative corrections. To incorporate these, three linguistic variables, "Negative," "Zero," and "Positive" (NE, ZE and PE) are considered. Therefore, nine (3X3=9) fuzzy rules can be designed from Table 1 ; these are sufficient for fuzzification of the change in inertia weight (Δw). As the number of fuzzy rules increases, the complexity of the problem also increases. In this paper, (-0.1, +0.1) is considered on the universe of discourse because inertia weight correction (Δw) is small and requires both positive and negative corrections.
IF/THEN rules and defuzzification: Simple IF/THEN rules are shown in Table 1 , which shows (3x3=9) possible rules for two input variables and three linguistic values of each input variable. Fuzzy control inputs are usually crisp. The degrees of fulfillment (DOF) of the rules that have been fired (Table 1) are evaluated using arithmetic product. For each rule, output (fuzzy inertia weight correction) is transformed (scaled) in accordance with DOF. The total output is the union of the results from the fired rules. Finally, the total output is defuzzified to a crisp value (Δw) using the centroid method as presented by:
Binding Fitness: Fitness is an index used to evaluate the superiority of the particle. Traditionally, the objective function is regarded as the fitness function; the inequality constraints are converted to penalty functions and are then added to the objective function. One drawback, however, is that an excellent particle can be misjudged as inappropriate for the penalty factors. In addition, penalty parameters are usually assigned by empirical approach and are deeply affected by the problem model. To avoid this predicament, binary fitness has been used: one for the optimal objective and the other for the binding constraints. Optimal objective fitness is equal to the value of the expression (12), which represents the cost of active power rescheduling, and hence, the cost acquired to curb congestion or congestion cost. Binding constraints fitness value is adopted to scale the level of violation and can be calculated by:
where ic is the value of the inequality constraint, and ic max and ic min are the maximum and minimum limits of the inequality constraints, respectively. The fitness to the binding constraints of the particles are considered first, and a particle is regenerated if it does not satisfy the binding constraints. This generates feasible particles that guarantee the fulfillment of binding constraints that are superior to infeasible particles violating such constraints. Thus, entering into feasible region is considered before obtaining the global optimal solution, and there is no need to set up the penalty parameter.
Fitness Distance Ratio PSO
In the FDR-PSO algorithm, in addition to the sociocognitive learning processes, each particle also learns from the experience of neighboring particles that have better fitness than itself. This changes the velocity update equation, although the position update equation remains unchanged. It selects only a single other particle at a time when updating each velocity dimension; this particle is chosen to satisfy the following two criteria: a. It must be near the current particle and b. It should have visited a position of higher fitness.
The simplest way to select a nearby particle, which satisfies the criteria, is to maximize the ratio of the fitness difference to the one-dimensional distance. In other words, the d th dimension of the velocity of the i th particle is updated using a particle called the n best with prior best position p j . It is necessary to maximize the following FDR, which is given by:
In the FDR-PSO algorithm, the velocity update of the particle is influenced by the following three factors: i. Previous best experience (i.e., P best of the particle); ii. Best global experience (i.e., g best ) considering the best P best of all particles; and iii. Previous best experience of the best nearest neighbour (i.e., n best ) Hence, the new velocity update equation becomes:
where p nd is the nearby particle that has better fitness, c 3 is a positive constant, and Rand1 is in the range [0,1].
Problem Formulation
The generators in the system under consideration have different sensitivities to the power flow on the congested line. A change in real power flow in a transmission line-k (connected between bus i and bus j) due to a change in power generation by generator g can be termed as genera-
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tor sensitivity (GS) to the congested line. Mathematically, GS for line-k can be expressed as:
where P ij is the real power flow on the congested line-k, and P g is the real power generated by generator g. The GS values have been obtained using the slack bus as the reference. As such, the sensitivity of the slack bus generator to any congested line in the system is always zero. Further, by rescheduling their power outputs, it is advisable to select generators having non-uniform and large magnitudes of sensitivity values to participate in CM because these are the ones that are most sensitive to the power flow on the congested line. Based on the bids received from the participant generators, the amount of rescheduling required is computed by solving the following optimization problem:
Subject to
P g min = P g -P g min, and (15) P g max = P g max -P g, (16) where g= 1, 2, 3... N g, and
In the above, P g is the real power adjustment at bus-g, and C g refers to the incremental and decremented price bids submitted by the generators that are willing to adjust their real power outputs. In addition, power flow caused by all contracts requesting the transmission service is represented by PF k 0 ; line flow limit of the line connecting bus-i and bus-j is represented by PF k max , the number of participating generators is represented by N g ; the number of transmission lines in the system is represented by N l ; and the minimum and maximum limits of generator outputs are denoted by P g min and P g max , respectively. Power flow solutions are not required during the process of optimization.
In applying evolutionary algorithms for optimization, each particle is considered with N variables, where N is the total number of generators taking part in CM. Each variable represents the output of participating generators submitting the bidding curves. Particle evolution, which is based on fitness of particles and selection operation of global best (g best ) and local best (p best ), is used to meet the constraints. Fitness is an index used to evaluate the superiority of the particle. Binary fitness is also used: one for optimal objective and another for the binding constraints. Optimal objective fitness is equal to the value of expression (12) , which represents the cost of active power rescheduling, and hence, the cost acquired to curb congestion cost. Binding constraints fitness value is also adopted to scale the level of violation; this has been calculated as in expression (7).
The application of evolutionary algorithms for optimal rescheduling of the active power of participating generators for relieving congestion in the transmission line on the two test systems is detailed below.
FPSO Algorithm for CM by Optimal Rescheduling of Generators
The process flow for this approach is described below.
Step 1. Particles are randomly generated and initialized with random values of position and velocity. Each particle has N dimensions, where N denotes the number of participating generators. The values of these N variables are the amount of rescheduling required by generators to manage congestion. Step 2. Equation (17) is tested based on the system states represented by an individual particle. The particle is regenerated if it does not satisfy the equality constraints.
Step 3. The fitness values of the binding constraints for the particles are determined. The particle is regenerated if it does not satisfy the fitness requirement.
Step 4. The optimal objective fitness values are calculated for all the particles. The values of position best and global best are determined.
Step 5. Input current inertia weight (w) and fitness (NFIT) to the fuzzy logic function in MATLAB fuzzy toolbox to obtain the change in inertia weight (w) as output.
Step 6. Update the inertia weight using Equation (4).
Step 7. Velocities and positions of particles are updated using Equations (5) and (6). Step 8. If the maximum number of iterations is exceeded or converged, the program is stopped. Otherwise, go to Step 2.
FDR-PSO Algorithm for CM by Optimal Rescheduling of Generators
Step 1. Particles are randomly generated and initialized with random values of position and velocity. Each particle has N dimensions where N denotes the number of participating generators. The values of these N variables are the amount of rescheduling required by generators to manage congestion. Step 2. Equation (17) is tested based on the system states represented by an individual particle. If that particle does not satisfy the equality constraints, it is regenerated. Step 3. The binding constraints' fitness values for the particles are determined. If a particle does not satisfy the fitness requirement, it is regenerated. Step 4. The optimal objective fitness values are calculated for all the particles. The values of position best and global best are then determined.
Step 5. Maximize Fitness Distance Ratio (FDR) using Equation (8).
Step 6. Select the best nearest neighbour to the current particle (i.e., maximum FDR).
Step 7. Velocity of each particle is updated using Equation (9).
Step 8. The position of each particle is updated using Equation (10).
Step 9. If the maximum number of iterations is exceeded or converged, the program is stopped. Otherwise, go to Step 2.
Results and Discussions
Case A: IEEE 30-bus System
The IEEE 30-bus system consists of six generator buses and 24 load buses. The slack bus has been assigned to Bus 1. The network topology and the test data for the IEEE 30-Bus system can be found in http://www.ee.washington. edu/research/pstca. The single line diagram of the IEEE 30-Bus system is shown in Fig. 1 . The system has six generating units; the characteristics of the generator units with their constraints are available in [22] . In this system, congestion is created by incrementally loading all the existing loads in small units until some line crosses its thermal limit. As can be seen, congestion occurred in Line 1 connecting Buses 1 and 2 when the system was loaded by 19% from their base case loads.
The unconstrained scheduled power flow of 132.60 MW is recorded in Line 1, whose power flow limit is 130.00 MW. Hence, congestion has to be relieved by optimally rescheduling the active power generation of the generators. Accordingly, GSs are computed for the congested Line 1 using Equation (11) for the system; these are plotted in Fig. 2 . In this test system, it has been observed that all the generators show strong influence on the congested line. This may be due to the very small system, which is very tightly connected electrically. Except for the slack bus, all generators participating in CM and evolutionary algorithms are employed to optimally reschedule the active power of the generators for relieving congestion in Line 1.
The parameters used for conventional PSO are as follows:
Swarm Size: 60; Positive Constants (i.e., C 1 = C 2 = 2); Maximum Iterations: 500; Maximum Inertia Weight W max =0.9; and Minimum Inertia Weight W min =0.1 Table 2 gives the active power generation of the five participating generators before and after CM employing PSO, FPSO, and FDR-PSO.
Rescheduling of the active power of the participating generators by PSO, FPSO, and FDR-PSO are shown in Fig.  3 for comparison with active power generation before congestion management. Table 3 shows the unconstrained scheduled power flow of 132.60 MW in the congested Line 1 (connecting Bus 1 and Bus 2 of IEEE 30-bus system) whose line flow limit is 130.00 MW before CM and the power flow in the congested line after relieving congestion through the PSO, FPSO, and FDR-PSO algorithms. The line flow in the congested line after relieving the congestion using the PSO, FPSO, and FDR-PSO algorithms are shown in Fig. 4 in comparison withunconstrained scheduled power flow. Evolutionary algorithms have been implemented ten times on the IEEE 30-Bus system in order to determine the robustness and effectiveness of the proposed methods. Table 4 shows best, worst, and mean values after CM for optimal rescheduling of the active powers of the participating generators. As can be seen above, the FPSO algorithm gives minimum cost for rescheduling the active power of participating generators to relieve congestion (Table 4) . It is further observed that the losses incurred for relieving congestion are also comparatively low in the case of FPSO. However, the time taken for the best run among the ten runs of evolutionary algorithms for CM is less in the case of FDR-PSO.
Case B: Practical Indian 75-bus System
The Practical Indian 75-bus system consists of fifteen generator buses and 60 load buses. Bus 12 has been assigned as the Slack Bus. The single line diagram of the Practical Indian 75-Bus system is shown in Fig. 5 . The characteristics of the generating units and their constraints are available in [22] .
In this test system, congestion occurred in Line 71 connecting Bus 26 and Bus 41. When the base case power flows in various branches were computed, Line 71 was already overloaded. The unconstrained scheduled power flow of 401.65 MW is recorded in Line 71, whose power flow limit is 400.00 MW. Hence, congestion has to be relieved by rescheduling active power generation of the participating generators. Accordingly, GSs are computed for the congested Line 71 using Equation (11) . This is plotted in Fig. 6 .
Generators that are participating in CM must be selected depending on their sensitivities to the congested line. In this test system, only 10 generators have shown strong influence on the congested line; thus, these have been selected for congestion management.
The evolutionary algorithms are employed to optimally reschedule the active power of the selected generators for relieving congestion in Line 71. The parameters used for conventional PSO are as follows: Table 5 gives the active power generation of the 10 participating generators before and after CM employing PSO, FPSO, and FDR-PSO.
Rescheduling the active power of the participating generators by PSO, FPSO, and FDR-PSO for relieving congestion is shown in Fig. 7 for comparison with active power generation before CM. Fig. 7 . Active Power Generation of Each Selected Generator for CM in the Indian 75-bus System. Table 6 shows the unconstrained scheduled power flow of 401.65 MW in the congested Line 71 connecting Bus 26 and Bus 41 of the Practical Indian 75-bus system. Line flow limit is 400.00 MW before CM and the power flow in the congested line after relieving congestion by PSO, FPSO, and FDR-PSO algorithms.
The line flow in the congested line after relieving the congestion using PSO, FPSO, and FDR-PSO algorithms is shown in Fig. 8 in comparison with unconstrained scheduled power flow.
The evolutionary algorithms have been implemented ten times on the Practical Indian 75-bus system in order to determine the robustness and effectiveness of the proposed methods. Table 7 shows the best, worst, and mean values after CM for optimal rescheduling of the active powers of the participating generators.
It is observed from Table 7 that the FPSO algorithm gives minimum cost for rescheduling the active power of participating generators in relieving congestion. It is further observed that the losses incurred for relieving congestion are also comparatively low in the case of FPSO. However, the time taken for the best run among the 10 runs of evolutionary algorithms for congestion management is less in the case of FDR-PSO. 
Conclusion
In this paper, the CM problem has been solved through optimal rescheduling of active powers of generators utilizing Fuzzy FPSO and FDR-PSO. The generators have been chosen based on the generator sensitivity to the congested line. In this study, rescheduling has been carried out by taking minimization of cost and satisfaction of line flow limits into consideration. Results obtained by FPSO and FDR-PSO have been compared with conventional PSO and tested on the IEEE 30-bus and Practical Indian 75-bus systems. Based on the results, FPSO is the most cost-efficient solution to the CM problem compared with FDR-PSO and conventional PSO.
