T he execution of adaptive fear responses to environmental threats relies on efficient and faithful relay of computations underlying contextual encoding to subcortical and brainstem circuits. A considerable body of work emphasizes a role for hippocampal-cortical interactions in governing fear responses 1,2 . In contrast, a small number of studies have begun to edify the role of the DLS as a direct bridge between the hippocampus and subcortical and brainstem circuits 3,4 that subserve defensive behaviors 5 . The DLS is comprised of numerous subtypes of inhibitory interneurons 6,7 and receives direct monosynaptic inputs from hippocampal CA3, CA1 and subicular subfields 4 . Lesions studies support a role for the DLS in linking contextual information with action. Specifically, DLS lesions impair context-dependent cocaine reinstatement 8 , whereas infusion of glutamic acid into DLS decreased context-dependent freezing behavior 9 . Pioneering single-unit recordings in lateral septum (LS) showed that aversive conditioned stimuli (CSs) decreased steady-state LS activity and appetitive conditioned stimuli increased LS activity 10 , suggesting that the activity of LS cells may come under top-down control to regulate conditioned behavioral responses such as freezing or movement. Large-scale multisite recordings in hippocampus and LS revealed highly correlated spiking of LS neurons with hippocampal theta oscillations 11,12 . Because hippocampal theta oscillations are associated with learning and memory and contextual fear recall, these observations suggest that phase coding in lateral septum may permit integration of CA1 and CA3 inputs to transform hippocampal representations into context-appropriate behavioral responses 12 .
T he execution of adaptive fear responses to environmental threats relies on efficient and faithful relay of computations underlying contextual encoding to subcortical and brainstem circuits. A considerable body of work emphasizes a role for hippocampal-cortical interactions in governing fear responses 1, 2 . In contrast, a small number of studies have begun to edify the role of the DLS as a direct bridge between the hippocampus and subcortical and brainstem circuits 3, 4 that subserve defensive behaviors 5 . The DLS is comprised of numerous subtypes of inhibitory interneurons 6, 7 and receives direct monosynaptic inputs from hippocampal CA3, CA1 and subicular subfields 4 . Lesions studies support a role for the DLS in linking contextual information with action. Specifically, DLS lesions impair context-dependent cocaine reinstatement 8 , whereas infusion of glutamic acid into DLS decreased context-dependent freezing behavior 9 . Pioneering single-unit recordings in lateral septum (LS) showed that aversive conditioned stimuli (CSs) decreased steady-state LS activity and appetitive conditioned stimuli increased LS activity 10 , suggesting that the activity of LS cells may come under top-down control to regulate conditioned behavioral responses such as freezing or movement. Large-scale multisite recordings in hippocampus and LS revealed highly correlated spiking of LS neurons with hippocampal theta oscillations 11, 12 . Because hippocampal theta oscillations are associated with learning and memory and contextual fear recall, these observations suggest that phase coding in lateral septum may permit integration of CA1 and CA3 inputs to transform hippocampal representations into context-appropriate behavioral responses 12 .
The cellular heterogeneity of the DLS suggests potentially distinct roles for the different inhibitory interneuron cell types. Consistent with this notion, cell-type-specific targeting studies have begun to reveal roles of distinct lateral septum interneurons (LS-INs) in mediating effects of stress on fear and anxiety [13] [14] [15] or on social behavior 16 . In contrast, we know less about the identities of inhibitory interneurons within the DLS that relay context-dependent information to calibrate conditioned responses. Addressing this gap in our knowledge necessitates identifying which DLS-IN populations are physiologically recruited by conditioned stimuli and causative assessment of functional contributions of DLS-INs to calibration of fear responses.
Here we undertook an agnostic brain-wide analysis of coactivated ensembles under conditions of high and low contextual fear discrimination, and we identified a noncanonical dentate gyrus (DG)-CA3-DLS circuit whose activity was most highly correlated to discrimination performance. Within the DLS, we found that SST-INs are broadly distributed and receive monosynaptic inputs from CA3 as assessed by retrograde monosynaptic tracing and electrophysiological whole-cell recordings. Longitudinal in vivo calcium imaging of DLS SST-INs in awake, behaving mice identified a stable population of footshock responsive SST-INs (SST FSH cells) during contextual fear conditioning whose activity tracked non-freezing epochs during subsequent recall in the training context but not in
Adaptive fear responses to external threats rely upon efficient relay of computations underlying contextual encoding to subcortical circuits. Brain-wide analysis of highly coactivated ensembles following contextual fear discrimination identified the dorsolateral septum (DLS) as a relay of the dentate gyrus-CA3 circuit. Retrograde monosynaptic tracing and electrophysiological whole-cell recordings demonstrated that DLS somatostatin-expressing interneurons (SST-INs) receive direct CA3 inputs. Longitudinal in vivo calcium imaging of DLS SST-INs in awake, behaving mice identified a stable population of footshock-responsive SST-INs during contextual conditioning whose activity tracked and predicted non-freezing epochs during subsequent recall in the training context but not in a similar, neutral context or open field. Optogenetic attenuation or stimulation of DLS SST-INs bidirectionally modulated conditioned fear responses and recruited proximal and distal subcortical targets. Together, these observations suggest a role for a potentially hard-wired DLS SST-IN subpopulation as arbiters of mobility that calibrate context-appropriate behavioral fear responses.
a similar, neutral context or open field. Furthermore, SST FSH cell activity during freezing and non-freezing transitions was sufficient to train a decoder to reliably predict freezing epochs. Optogenetic attenuation or stimulation of DLS SST-INs bidirectionally modulated context-dependent conditioned fear responses and recruited diverse proximal and distal subcortical targets. Together, these observations uncover previously underappreciated functional heterogeneity in DLS SST-INs and suggest a role for a stable, potentially hardwired population of DLS SST-INs as sensors of conditioned threat and arbiters of mobility that calibrate context appropriate behavioral fear responses.
Results
Contextual fear discrimination is associated with activation of DG-CA3-DLS circuit. To identify brain networks that underlie discrimination of contextual threats, we systematically mapped neuronal activation in mice that were efficient or poor discriminators using c-Fos immunohistochemistry. We trained two cohorts of C57BL/6J mice in a contextual fear-conditioning discrimination learning paradigm (CFCDL) in which mice were challenged to discriminate between a context associated with a footshock (Fig. 1a) and a distinct or similar neutral context ( Fig. 1a,b) 17, 18 . As expected based on context similarity, mice exposed to the conditioning context A and similar context A′ (AA′ ) exhibited poor discrimination (high levels of freezing in context A′ ), whereas the cohort of mice exposed to the conditioning context A and distinct context B (AB) exhibited high levels of discrimination (low levels of freezing in context B) ( Fig. 1b-d ). Brain-wide analysis of the immediate early gene c-Fos protein in AB and AA′ cohorts of mice 60 min after exposure to the neutral similar or distinct context ( Fig. 1e ) permitted identification of brain regions with three different patterns of c-Fos immunoreactivity: (i) brain regions whose levels of c-Fos immunoreactivity were unchanged compared with naïve controls ( Fig. 1f and Supplementary Figs. 1 and 2a ); (ii) brain regions whose levels of c-Fos immunoreactivity were sensitive to context exposure but unrelated to discrimination efficiency ( Fig. 1f and Supplementary Fig. 1 and 2a); and (iii) brain regions whose levels of c-Fos immunoreactivity were highly sensitive to discrimination performance ( Fig. 1f and Supplementary Figs. 1 and 2a). Increased discrimination efficiency (lower freezing levels in neutral context B) was associated with higher c-Fos immunoreactivity in CA3, caudate putamen (CPUm), lateral region of anterior DLS (aDLS) ( Supplementary Fig. 3 ), diagonal band nucleus (DBN), nucleus accumbens (NAcc), dorsomedial periaqueductal gray (PAGdm) and lateral supramammillary nucleus (SUMl) and lower c-Fos levels in the lateral amygdala (LA), ventral bed nucleus of stria terminalis (vBNST), posterior paraventricular thalamus (PVT) and paraventricular nucleus of hypothalamus (PVN)( Fig. 1f and Supplementary Figs. 1 and 2a ). Because c-Fos immunoreactivity occurs rapidly and transiently in DG upon contextual fear retrieval 19 , we repeated this experiment for c-Fos analysis in AB and AA′ cohorts of mice 30 min after exposure to the neutral similar or distinct context. This experiment revealed a higher number of c-Fos immunoreactive cells in the DG of mice exhibiting lower levels of freezing in context B relative to context A′ (Supplementary Figs. 1a and 2c-e).
We then sought to identify putative brain networks underlying contextual fear discrimination by generating a correlation matrix from the c-Fos data using a within-and between-subject design 20 ( Fig. 1g and Supplementary Fig. 2a ). Our unbiased analyses identified correlations with varying strength (Fig. 1g , statistical strength) and directionality ( Fig. 1g , Spearman r) between different brain regions. Correction for multiple comparisons identified a putative CA3-DLS network whose activity was most highly correlated with discrimination efficiency (low levels of freezing in neutral context B) ( Fig. 1h and Supplementary Fig. 2b ).
To rule out the possibility that c-Fos levels reflected increased exploratory behavior rather than contextual fear discrimination, we trained four new groups of C57BL/6J mice in the same contextual fear discrimination learning task ( Supplementary Fig. 2f ), but only two groups were shocked in context A throughout the 10-day conditioning protocol and were re-exposed either to context A or to context B on day 11. The other two groups of mice underwent the same conditioning protocol without receiving any footshock and were re-exposed either to context A or to context B on day 11 ( Supplementary Fig. 2f ). On day 11, as expected, only the footshock-conditioned mice exposed to context A displayed significant elevation in freezing behavior in context A ( Supplementary  Fig. 2g ). Importantly, the animals exposed to context B after conditioning to context A showed significantly higher levels of c-Fos in the anterior DLS compared with the other groups ( Supplementary  Fig. 2h -j). Together, these observations suggest that contextual fear discrimination, but not context exposure, preferentially activates a CA3-DLS circuit. Because CA3 neurons project to the DLS 3, 8, 11, 12, 21 ( Supplementary Fig. 4d ), this pathway may broadcast hippocampal computations to subcortical brain regions to calibrate contextappropriate fear responses.
DLS SST-INs receive direct monosynaptic CA3 inputs.
The DLS is made up of only inhibitory neurons and not excitatory neurons. As a first step toward mapping DLS afferents, we injected a canineassociated virus-2 encoding Cre recombinase into DLS of Ai14 reporter mice ( Supplementary Fig. 4 ). Consistent with a previous study in the rat 4 , we found that the DLS receives monosynaptic inputs from several different brain regions, including the subiculum, medial septum and diagonal band nuclei, hippocampal CA3 and CA2, prefrontal cortex, and thalamic and hypothalamic nuclei ( Supplementary Fig. 4a -c).
Immunohistochemical analyses of different markers of inhibitory interneuron subtypes delineated unique distribution patterns along the mediolateral axis of the DLS and revealed that SST-INs were the most abundant DLS-INs 22 ( Supplementary Fig. 5a ; http://mouse.brainmap.org/experiment/show/1001). Immunohistochemical analysis and examination of mice in which inhibitory interneurons (Gad2-Cre::Ai14) or SST-INs (SST-Cre::Ai14) were genetically labeled with tdTomato suggested that SST-INs comprise a large proportion of GABAergic DLS-INs along the anteroposterior axis of the DLS ( Supplementary Fig. 5b-e ). Analysis of termination fields of DLS SST-INs revealed long-range projections to the lateral hypothalamus, bed nucleus of stria terminalis and supramammillary nucleus that were largely overlapping with projections of Gad2-expressing DLS-INs ( Supplementary Fig. 5f ). Based on these characteristics, we sought to address whether DLS SST-INs receive direct hippocampal inputs.
In order to identify presynaptic partners of SST-INs, we performed pseudotyped rabies virus trans-synaptic retrograde tracing 23, 24 . Infection with modified rabies virus (Env-A pseudotyped RABV lacking G glycoprotein and expressing mCherry, SADΔ G-mCherry) is restricted to a specific, labeled population of starter cells expressing the avian receptor TVA, and limits tracing to first-order presynaptic partners, as further trans-synaptic spread is abrogated in the absence of glycoprotein. We bred SST-Cre mice with a conditional TVA-expressing mouse line (LSL-TVA) to generate SST-Cre::TVA mice 25 (Fig. 2a ). We injected conditional AAV helper virus expressing GFP and EnvA pseudotyped G-deleted rabies virus in DLS of SST-Cre::TVA mice, identified starter cells (GFP + mCherry + ) in the DLS ( Fig. 2a ) and mapped the presynaptic cells (mCherry + ) in the medial septum (MS), DBN, dSubiculum, CA1 and CA3 (Fig. 2b) . Within the hippocampus, we found that CA3, CA1 and dSubiculum form monosynaptic contacts with DLS SST-INs. DLS SST-INs also received direct inputs from other DLS cells as well as PFCx, LH and SUM, albeit to a lower extent ( Fig. 2b ). ; n = 5, 5 mice per group, unpaired Student's two-tailed t test, ***P < 0.001, context B versus A′ . e, c-Fos immunohistochemistry (yellow arrowheads) in mice previously exposed to context (ctxt) B or A′ , as well as a naïve control group. Representative images for five independent animals per group. Scale bar, 50 μ m. f, Schematic depicting brain-wide c-Fos analysis in AB and AA′ mice compared with naïve controls. c-Fos immunoreactivity unchanged (blue), B and A′ different from naïve (gray), and B and A′ different from each other (red). Arrows indicate c-Fos changes in relation to freezing behavior. g, Inter-regional correlations for brain-wide c-Fos immunoreactivity using within-and between-subject design in context A′ and B. h, Schematic representation of the most robust inter-regional correlations (data are corrected for multiple comparisons). Note the robust positive correlations between CA3 and DLS but not CA1. See methods and statistics detailed in Supplementary Tables 1 and 2 .
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We characterized the functional connections from CA3 onto SST-INs by optogenetic stimulation of CA3-DLS projections in ex vivo brain slices. To this end, we recorded from tdTomato-labeled DLS SST-INs and non-labeled DLS cells after blue light stimulation of CA3 terminals expressing ChR2 in DLS of SST-Cre::Ai14 mice ( Fig. 2c ). Recordings were performed in the presence of TTX (1 µ M) and 4-AP (100 µ M) to ensure that responses reflected monosynaptic connections. Both labeled and non-labeled DLS populations consistently received synaptic input from CA3 (synaptic responses detected in 11/11 SST and 5/6 non-SST neurons). Although the size of responses was variable in both populations, inputs to DLS SST-INs were particularly strong, often exceeding 2,000 pA ( Fig. 2d ). Inputs to non-SST neurons, while still robust, were typically smaller ( Fig. 2d , six neurons each in 4 mice). Firing properties of SST-and non-SST-INs tested by current injection were indistinguishable ( Fig. 2e ). To estimate the size of single-synapse inputs, we also recorded miniature excitatory postsynaptic currents (mEPSCs) in a subset of cells ( Fig. 2f ). Mean mEPSC amplitudes were 22 and 24 pA for DLS SST-INs and non-SST INs, respectively, suggesting that ChR2-mediated responses comprised a large number of individual synaptic contacts ( Fig. 2g ). Together, these data indicate that DLS SST-INs receive direct robust functional inputs from CA3 and are positioned to relay contextual information to gate action. Supplementary Table 1. 3 footshocks/session) in training context A and recall sessions in context A or a distinct, neutral context B (Fig. 3c ). After motion correction, cells were segmented using the automated algorithm, constrained non-negative matrix factorization optimized for micro-Endoscopic data (CNMF-E). Calcium transients were detected in each of the 121 recorded cells, and average calcium transient frequencies (Hz) were calculated for each recording session ( Fig. 3d , Supplementary Fig. 6b and Supplementary Videos 1 and 2).
We first evaluated population-level SST-IN calcium dynamics in the OF and EPM (Fig. 3e,f ). Over two consecutive days, SST-INs exhibited lower calcium (Ca 2+ ) transient frequencies in the center of the OF compared with the periphery and corners (Fig. 3e,f and Supplementary Fig. 6c ). Consistent with single unit recordings in the LS 28 Supplementary Fig. 6d ). After the first session of contextual fear conditioning (3 × 2 s at 0.7 mA footshock/session), mice displayed high levels of freezing behavior in context A but not context B (Fig. 3d ). Freezing responses were comparable across multiple sessions over 2 days, thus suggesting negligible extinction of the conditioned response ( Supplementary Fig. 6e -g). We found that SST-INs Ca 2+ frequency was significantly higher during non-freezing epochs versus freezing epochs in both context A and context B (Fig. 3g,h ). Furthermore, we found that SST-INs Ca 2+ frequency was significantly higher during non-freezing epochs in context A versus context B (Fig. 3h ). Similarly, we observed an elevation in Ca 2+ transient amplitude during non-freezing epochs relative to freezing epochs in context A ( Supplementary Fig. 6l ). Comparison of SST-IN Ca 2+ transient frequency during mobility and immobility epochs in the OF versus freezing and non-freezing epochs in context A revealed that SST-INs are generally more active during periods of mobility/non-freezing epochs across these tests ( Fig. 3h ).
These observations motivated us to ask whether SST-INs may be heterogeneous and whether a stable (rather than a stochastically allocated) population is recruited to govern mobility in the conditioned context. Towards this goal, we sorted all 121 cells based on calcium transients evoked by footshocks during CFC1 and CFC2 ( Fig. 3i ) and identified 22 cells (18% of total population) that responded to footshocks during CFC1 and CFC2 sessions (SST FSH ). Comparison of activity of SST FSH cells with that of a null distribution at the onset of the footshocks suggested that SST FSH cells were not stochastically recruited (see Methods) (one-sample z test, P < 0.05). Additionally, we found that 64 cells (52% of total population) did not respond to footshocks in CFC1 or CFC2 (SST non-FSH ) and a smaller number of cells that responded to footshock either in CFC1 or in CFC2 (16 cells CFC1, 19 cells CFC2 (Fig. 3i ). We then compared our experimental data (real overlap across CFC1 and CFC2), against null distributions for SST FSH and SST non-FSH ( Fig. 3j,k) . Our analysis revealed a significant difference between the real overlap and the null distribution for both SST FSH and SST non-FSH cells (Fig. 3j ,k) suggesting that these cell populations reflect discrete and stable DLS SST-IN populations. Importantly, principal component analysis and independent component analysis (PCA-ICA) analyses yielded the same conclusions even though the absolute numbers of SST FSH and SST non-FSH cells were different ( Supplementary Fig. 6h -k).
We then asked whether the activity of stable SST FSH cell subpopulation tracks and permits decoding of behavior. Activity of SST FSH cells was significantly higher during non-freezing epochs than SST non-FSH in context A ( Fig. 3l ) and, unlike SST non-FSH cell activity or shuffled cell activity, was finely tuned to freezing-non-freezing transitions in the conditioned context (context A) ( Fig. 3m ). Specifically, activity of SST FSH cells decreased during onset of freezing epoch and increased as mice stopped freezing ( Fig. 3m ). Next, we performed a decoder analysis across mice (n = 6 mice for SST FSH cells, n = 8 mice for SST non-FSH cells) using the local maxima and local minima of the instantaneous rates of change (for freezing offset and onset, respectively) for SST FSH and SST non-FSH cells (Fig. 3n,o) . The decoder based on SST FSH cell activity, but much less so on SST non-FSH cell activity, robustly and faithfully predicted freezing epochs in the conditioned context A but not in the neutral context B or in the OF (immobility onset or offset)( Fig. 3n,o and Supplementary Fig. 6q ).
To determine whether a stable subpopulation of SST-INs was recruited in anxiety tests, we examined SST-INs that were active during mobility epochs in the OF (OF1 and OF2; Supplementary  Fig. 6m ) and during exploration of EPM (EPM1 and EPM2; Supplementary Fig. 6o ). In contrast to what we found with SST FSH and SST non-FSH cells, the real overlap between cells recruited during mobility (SST MOB ) epochs in OF1 and OF2 (39/121 cells) or exploration of the open arms (SST OA ) during EPM1 and EPM2 (5/121) cells was not different from the null distribution, suggestive of stochastic recruitment of these cell populations during these anxiety tests ( Supplementary Fig. 6n,p) .
Together, these results suggest that DLS SST-INs are functionally heterogeneous and identify a potentially hard-wired population of SST FSH cells that are physiologically recruited during behavioral state transitions in the conditioned context.
Optogenetic silencing of DLS SST-INs increases contextual fear responses.
To determine the functional contribution of DLS SST-INs to innate anxiety and contextual fear discrimination, we used optogenetics to attenuate the activity of SST-INs cell bodies in DLS. We bilaterally injected rAAV5-DIO-eNpHR3.0 (double-loxPflanked inverted orientation; halorhodopsin) or rAAV5-DIO-EYFP (enhanced yellow fluorescent protein) control viruses into DLS of SST-Cre mice ( Supplementary Fig. 9a ), implanted fiber optics above the DLS ( Supplementary Fig. 9b ) and proceeded with behavioral testing as schematized ( Fig. 4a-c) . Green-light-induced silencing of SST-INs in DLS did not alter locomotion and behavioral measures of innate anxiety in OF, EPM and novelty suppressed feeding (NSF) ( Fig. 4d-g ). In the extended version of CFCDL (contextual fear conditioning discrimination learning) paradigm, both DIO-EYFP and DIO-eNpHR3.0 groups learned to discriminate between contexts A and B (Fig. 4h ). Silencing SST-INs increased freezing levels in both contexts A and B (Fig. 4h, block 7) without changing discrimination specificity (Fig. 4i ). The overall increase in freezing behavior observed in response to SST-INs silencing was primarily driven by an increase in the number of freezing bouts and to lesser extent by increased freezing-bout duration ( Supplementary Fig. 9d -g). We found that optogenetic silencing of SST-INs resulted in decreased activation of vBNST, CPUm, PVN, BLA, vCA3, vCA1 and PAGl, as quantified by c-Fos immunoreactivity 60 min post exposure to context B (Fig. 4j,k) . Together, these findings demonstrate that DLS SST-INs normally constrain conditioned fear responses (such as freezing in training context) by supporting mobility and that these effects are potentially mediated via their projections to diverse subcortical brain areas.
Optogenetic stimulation of DLS SST-INs attenuates anxiety and contextual fear responses.
We next used optogenetics to activate cell bodies of SST-INs in DLS. We bilaterally injected rAAV5-DIO-ChR2 (double-loxP-flanked inverted orientation; channelrhodopsin-2) or rAAV5-DIO-EYFP (enhanced yellow fluorescent protein) control viruses into DLS of SST-Cre mice, implanted fiber optics above the DLS ( Supplementary Fig. 9c ) and proceeded with behavioral testing as schematized ( Fig. 5a-c (Fig. 5f ) without altering horizontal activity and behavioral measures of innate anxiety in OF and novelty suppressed feeding (NSF)( Fig. 5d ,e,g). In the extended version of the CFCDL (contextual fear conditioning discrimination learning) paradigm, both DIO-EYFP and DIO-ChR2 groups learned to discriminate between contexts A and B (Fig. 5h , blocks 1-6). Stimulating SST-INs activity decreased freezing levels in contexts A and B (Fig. 5h, block 7 ) without changing discrimination specificity (Fig. 5i ). The overall decrease in freezing behavior observed in response to SST-INs stimulation was primarily driven by a decrease in freezing bout duration ( Supplementary Fig. 9h -k). We found that optogenetic stimulation of SST-INs ( Supplementary Fig. 9l -n) resulted in increased activation of DLS, BNST, CPUm, posterior CPUl and lateral SUM as quantified by c-Fos immunoreactivity 60 min post exposure to context B (Fig. 5j,k) . Together, these findings demonstrate that 15 Hz stimulation of DLS SST-INs is sufficient to decrease conditioned fear responses and anxiety potentially via their projections to diverse subcortical brain areas.
Discussion
Adaptive defensive behavior necessitates faithful and expeditious relay of computations underlying discrimination of threats to subcortical and brainstem circuits governing fight and flight responses. The DG-CA3 circuit is thought to mediate encoding and discrimination of contextual information 17, 21, [29] [30] [31] [32] [33] [34] . Our brain-wide analysis of coactivated ensembles under conditions of high and low contextual fear discrimination conditions identified a CA3-DLS, rather than the CA3-CA1, circuit as highly sensitive to contextual fear discrimination. While the specific contribution of CA3-DLS excitatory projections to contextual discrimination remains to be fully elucidated, we recently reported that dorsal excitatory CA2/CA3 projections to DLS control the discrimination of social stimuli 35 . Thus, the CA2/CA3-DLS pathway may permit rapid linkage of computations in DG-CA3 underlying the discrimination of social or contextual cues with subcortical circuits without undergoing modifications in the canonical CA3/CA2-CA1-subiculum pathway 36, 37 .
The DLS is made up of inhibitory interneurons whose physiological and functional contributions to defensive responses remain poorly understood 5, 6 . Longitudinal in vivo calcium imaging permitted assessment of physiological recruitment of DLS SST-INs in anxiety tasks and contextual fear conditioning and recall. Because of our ability to image SST-INs over time and across tasks in the same animals, we discovered a discrete, non-stochastically allocated subpopulation of SST-INs that were consistently recruited by footshocks during CFC (≈ 18% of total population). Importantly, the activity of SST FSH cells was finely tuned to non-freezing epochs in the conditioned but not a neutral, safe context. Furthermore, SST FSH cell activity was specifically linked to defensive responses (freezing behavior) and not general, immobile-to-mobile state transitions in the open field. Decoding the activity of SST FSH cells faithfully and reliably predicted freezing behavior in the conditioned context, but not in neutral, safe context and did not predict immobility epochs in the open field. The SST FSH subpopulation may represent the population of cells captured in single-unit recordings in the lateral septum whose activity inversely tracked aversive conditioned stimuli 10 . Our findings, together with those of a recent study that implicated a DLS SST-IN population in regulation of feeding behavior 38 , suggest that SST-INs, much like in the cortex, are heterogeneous and that the SST FSH cells serve as arbiters of mobility in the conditioned context.
Hardwired differences in afferent inputs and state-dependent recruitment of inputs onto SST-INs may dictate behavior-specific activation patterns of distinct subpopulations 39, 40 . Our pseudotyped rabies-based tracing studies and ex vivo slice physiology cannot distinguish difference in input-output relationships at the level of single SST-INs. It is plausible that DLS SST-INs may differ in the extent to which they receive monosynaptic inputs from diverse higher cortical regions (CA3, dSub, CA1, PFCx) and subcortical regions (MS/ DBN, LH and SUM) and other intermingled DLS-INs. For instance, a recent study identified discrete cholinergic subpopulations in the basal forebrain based on different patterns of monosynaptic inputs and outputs 41 How is the SST FSH cell dependent gating of mobility in the conditioned context achieved at a circuit level? Recent findings suggest that phase coding in DLS may represent a circuit-based mechanism by which hippocampal representations supported by theta oscillations are relayed to downstream subcortical brain regions 11, 12 .
Because hippocampal theta oscillations have been associated with various processes including freezing behavior in CA1 43 , the DLS could therefore be a critical node for translating hippocampal representations into actions (such as freezing behavior). Consistently, hippocampo-septal projections are necessary for hippocampal theta Supplementary Table 1. oscillation induced decrease in ambulatory behavior 11 , and direct theta stimulation of DLS inhibitory projections to LH is sufficient to decrease ambulatory behavior 11 . These data suggest that theta oscillations throughout hippocampo-septal and subcortical brain regions enable an increase in defensive responses upon exposure to a context associated with footshocks. We therefore hypothesize that SST-IN activity may uncouple theta oscillations within such a network in order to release the brakes on mobility. Interestingly, activity of a subpopulation of SST-INs in the hippocampus was found to positively correlate with mobility 44 . These SST-INs receive inputs from GABAergic projections arising in the medial septum that contribute to regulation of mobility and as such, may modulate DLS SST FSH and SST non-FSH cell activity via their actions on CA3 neurons.
Single-unit recordings in the lateral septum had identified a population of cells whose activity positively tracked the animal's activity in the open arms of the EPM 28 
Methods
Animal care. Male mice were housed four per cage in a 12 h (7:00 a.m. to 7:00 p.m.) light/dark colony room at 22 °C-24 °C with ad libitum access to food and water. Age-matched, male mice (2-4 months old) were used for behavioral experiments. Cagemates were randomly assigned to groups prior to virus injections. Behavioral experiments took place between 8:00 a.m. and 6:00 p.m. All animals were handled, and experiments were conducted in accordance with procedures approved by the Institutional Animal Care and Use Committee at the Massachusetts General Hospital and Boston University in accordance with NIH guidelines.
Blinding. During testing, investigators were not blind to condition. However, results were replicated across several cohorts. Videos for behavioral scoring (that is, freezing behavior) were analyzed using FreezeView softwares (Actimetrics, Wilmette, IL) during sessions without light application. For sessions in which mice received photostimulation (silencing), the light coming out of the implants prevented automatic scoring and was therefore independently scored by two investigators. Other analyses of behavior such as ambulation in the OF was scored automatically using MotorMonitor Software (Kinder Scientific, Poway, CA). Anxiety assessment in the elevated plus maze and novelty suppressed feeding tests were carried out by one investigator blinded to treatment and/or genotype. A. Sahay (PI) selected individuals in the lab to perform independent scoring.
Statistical analysis.
No statistical methods were used to predetermine sample sizes, but our sample sizes are similar to those reported in previous publications [48] [49] [50] [51] .
Statistical analysis was carried out using GraphPad Prism v7 software. Data (means ± s.e.m.) were analyzed using paired or unpaired two-tailed Student's t test, ordinary one-way ANOVA (with or without repeated measures over time) followed by Tukey's multiple comparisons test when appropriate (difference among means, P < 0.05), mixed factor two-way ANOVA (with or without repeated measures over time) followed by Bonferroni's multiple comparisons test when appropriate (only if interaction, P < 0.05). Multiple comparisons for correlation matrix data were corrected with Bonferroni's correction method. Novelty suppressed feeding data were analyzed using a log-rank (Mantel Cox) test. Statistical comparison between experimental overlap of active cells across Ca 2+ imaging sessions with a truncated null distribution was performed with one-sample z test. Data distribution was assumed to be normal, but this was not formally tested unless specified otherwise. Detailed statistical analyses can be found in Supplementary Table 1 . In any case, significance was set at P < 0.05.
Mouse lines. 8-week-old C57BL/6J male mice were purchased from Jackson Laboratories (Bar Harbor, ME). Rosa-CAG-LSL-tdTomato-WPRE::deltaNeo (Ai14) (C57BL/6J) mouse line harbors a loxP-flanked STOP cassette, allowing transcription of CAG promoter-driven tdTomato following Cre-mediated recombination 52 . Ai14 was purchased from Jackson labs (stock number 007914). Sst-IRES-Cre knock-in (C57BL/6J) mouse line expresses Cre recombinase in somatostatin-expressing neurons 53 . SST-IRES-Cre was purchased from Jackson labs (stock number 028864). Gad2-IRES-Cre knock-in (C57BL/6J) mouse line expresses Cre recombinase in GAD2-expressing neurons 53 . Gad2-IRES-Cre was purchased from Jackson labs (stock number 028867). Rosa-LSL-Tva-lacZ (mixed 129S6;C57BL/6J) mouse line has a loxP-flanked STOP cassette allowing transcription of avian receptor Tva-lacZ fusion gene following Cre-mediated recombination 25 . Rosa-LSL-TVA-lacZ mouse line was generously provided by D.S. Tail DNA from all offspring was genotyped via PCR to detect the presence of each transgene separately. All experiments were conducted with 8-to 16-week-old mice (unless indicated otherwise).
Contextual fear conditioning discrimination learning. The conditioning chambers (18 × 18 × 30 cm) consisted of two clear Plexiglas walls and ceiling, two metal walls, and a stainless steel grid floor (Coulbourn Instruments, Whitehall, PA). The conditioning chambers were placed inside a ventilated, sound-dampening isolation cubicles and lit by house lights mounted on one wall (Coulbourn Instruments, Whitehall, PA). FreezeFrame and FreezeView softwares (Actimetrics, Wilmette, IL) were used for recording and analyzing freezing behavior, respectively. For the training context (designated ' A' throughout), the cubicle door was closed, the fan and house light were on, a light cue was on, stainless-steel bars were exposed, silver wall panels were used, and each conditioning chamber was cleaned with 70% ethanol between each trial. Context B was a modified version of context A by covering the stainless-steel bars with a solid floor covered with bedding, using black wall panels (covering 30% of total wall surface), with 15-cm-high curved green plastic inserts covering the bottom half of the walls, and the house fan and lights turned off. The cubicle door was left ajar, and white noise was delivered through built-in speakers for the duration of the testing. The bedding was changed between trials. The contextual fear conditioning protocol consisted of delivering a single 2 s footshock of 0.7 mA 180 s after placement of the mouse in the training context A. The mouse was taken out 20 s after termination of the footshock. No footshock was administered in context B during 180 s sessions. Mice were allowed to rest for 2-3 h between tests. Freezing behavior over the initial 180 s was used to assess discrimination between both contexts. The discrimination ratio was calculated as (freezing in training context -freezing in similar context) / (freezing in training context + freezing in similar context). In the first experiment ( Fig. 1) , CFCDL consisted of five block trainings (10 d). Two groups of mice were trained to discriminate between contexts A and B or contexts A and context A′ . Context A′ consisted of a slightly modified version of context A, with 15-cm-high curved transparent plastic inserts covering the bottom half of the walls, the light cue off and mouse bedding covering the bottom of the conditioning chamber placed underneath the stainless-steel bars. At the end of CFCDL, a final exposure to context A′ or B (day 11) took place 60 min (or 30 min, Supplementary Fig. 1a ) prior to sacrifice for c-Fos brain-wide analysis (no footshock delivered on day 11).
In the second experiment ( Supplementary Fig. 2f) , CFCDL was carried out as described in Fig. 1 with the exception that two other groups were trained following the exact same schedule, but no footshocks were delivered throughout conditioning. At the end of CFCDL, a final exposure to context A or B (day 11) took place 60 min prior to sacrifice for c-Fos analysis in DLS (no footshock delivered on day 11).
AAV, rabies and canine virus construction and packaging. AAV-DJ-EF1α
-DIO-GCaMP6m-WPRE (5.2 × 10 12 particles/mL) was packaged by Stanford Gene Vector and Virus Core (Stanford, CA). The recombinant AAV5-EF1a-DIO-eYFP-WPRE-hGH (5.8 × 10 12 particles/mL), AAV5-EF1a-DIO-eNpHR3.0-WPRE-hGH (6 × 10 12 particles/mL) and AAV5-EF1a-DIO-hChR2(H134R)-eYFP-WPRE-hGH (6.2 × 10 12 particles/mL) were packaged by the University of Pennsylvania Vector Core (Philadelphia, PA). The recombinant AAV5-CaMKIIα -hChR2(H134R)-eYFP (4 × 10 12 particles/mL) was packaged by the University of North Carolina Vector Core (Chapel Hill, NC). AAV8-EF1a-FLEX-HB (2 × 10 11 particles/mL) and pseudotyped RG-deleted rabies virus EnvA-SADΔ G-mCherry (2 × 10 9 particles/mL) were kindly provided by X.X. Canine-associated virus-2 encoding Cre recombinase (2 × 10 10 particles/mL) was kindly provided by L.S.Z. Viral stereotactic surgery. Adult mice (8 weeks old) were maintained under standard housing conditions; mice were given carprofen (5 mg/kg, subcutaneously, Patterson Veterinary Supply, Devens, MA) prior to surgery and 24 h later to minimize discomfort. Mice were anaesthetized with ketamine and xylazine (10 mg/mL and 1.6 mg/mL, intraperitoneally, Patterson Veterinary Supply, Devens, MA) and placed in a stereotaxic frame (Stoelting, Holliston, MA). Small holes were drilled at each injection location and injected with a Hamilton microsyringe at a rate of 0.1 μ l/min. Viruses were injected into anterior dorsolateral septum (flat skull ± 0.25 mm ML, + 1.15 mm AP, − 3 mm DV from bregma) of Gad2-Cre or SST-Cre mice (0.2 μ l, bilateral, 4 weeks for AAV5-EF1a-DIO-eYFP, AAV5-EF1a-DIO-eNpHR3.0-eYFP or AAV5-EF1a-DIO-ChR2-eYFP; 0.5 μ l, unilateral, 3.5 weeks for AAV-DJ-EF1α -DIO-GCaMP6m-WPRE). Canine2-Cre virus was injected into posterior dorsolateral septum (flat skull ± 0.4 mm ML, + 0.0 mm AP, − 2.8 mm DV from bregma) of Ai14 mice (0.5 μ l, bilateral, 2 weeks). Viruses were injected into posterior dorsolateral septum (flat skull ± 0.4 mm ML, + 0.0 mm AP, − 2.8 mm DV from bregma) of SST-Cre::TVA mice (0.5 μ l, unilateral, 3weeks for AAV8-EF1a-FLEX-HB followed by 0.5 μ l, unilateral, 10 days for EnvA-SADΔ G-mCherry). Viruses were injected into dorsal CA3 (± 2.5 mm ML, − 2.1 mm AP, − 2.25 mm DV from bregma) of SST-Cre::Ai14 mice (0.5 μ l, bilateral, 4 weeks for AAV5-CaMKIIα -ChR2-eYFP). After completion of the injection, the needle was left on the site of injection for 5 min, raised 0.2 mm and left on the site for an additional 5 min to allow diffusion of virus at the injection site and then slowly withdrawn. The skin incision was closed carefully using nylon sutures. Behavioral and ex vivo electrophysiological experiments were conducted 4-5 weeks following surgery (except for rabies tracing analysis which took place 10 days after EnvA-SADΔ G-mCherry infection).
Microendoscope implantation. 1 week after AAV-DJ-EF1α -DIO-GCaMP6m-WPRE injection, we performed a second surgery to implant a GRIN lens microendoscope probe (0.5 mm Diameter, 6.1 mm length, Inscopix, Palo Alto, CA) into anterior dorsolateral septum (flat skull ± 0.25 mm ML, + 1.15 mm AP, − 2.7 mm DV from bregma). GRIN lens implantation was conducted into the craniotomy previously achieved during viral surgery. Prior to implantation, a scored three holes straight plate (Part: 503617, World Precision instruments, Sarasota, FL) was sealed onto the skull with super glue (Part: LOC1364076, Loctite), whose center hole was located on top of the craniotomy. Three bone anchor screws (Part: MD1310, Bioanalytical Systems, West Lafayette, IN) were attached to the skull, one anterior (approximately + 2.0 mm AP from bregma) and two posterior to the straight plate (approximately − 2.0 mm AP from bregma). GRIN lens implantation was achieved at a rate of 0.2 mm/min. The GRIN lens was then attached with dental cement dyed with black nail polish applied into the well formed by the straight plate hole around the GRIN lens. Once the GRIN lens was firmly attached, black dyed dental cement was applied over the cranium, around the screws and the straight plate. Mice recovered for 2 weeks and a miniature baseplate (Inscopix, Palo Alto, CA) was subsequently attached to the cranium allowing the connection to a miniature microscope (nVista HD, Inscopix, Palo Alto, CA). The optimal working distance between the GRIN lens and the projection image of the cells outside the lens was approximately + 500 μ m from the top of the lens. Previous pilot experiments also indicated dental cement shrinkage of approximately 200 μ m. Thus, the baseplate of the miniature microscope was attached to the cranium at approximately + 700 μ m with dental cement dyed with black nail polish. Once the dental cement hardened, the microscope was detached and the mouse was placed back into its home cage (mice were housed two per cage with a separator).
Mouse behavior and calcium imaging. Prior to behavioral testing, mice were habituated to the miniature microscope attachment for 3 consecutive days. On day 1, behavioral exploration was monitored over 3 min calcium imaging sessions in the open-field (OF) and elevated plus maze EPM (2 h apart).
The OF consisted in a Plexiglas box of 41 × 41 cm (Kinder Scientific, Poway, CA) and the EPM consisted of a black Plexiglas apparatus (Med Associates Inc., St. Albans, VT) placed 1 m above the floor, with two open arms (67 cm × 7 cm) perpendicular to two enclosed arms (67 × 7 × 17 cm). The four arms were separated by a neutral transition central square (5 × 5 cm) in which mice were placed at the beginning of the experiment and their behavior was recorded for 15 min with a video camera system (ViewPoint, Lyon, France) located above the maze. On day 2, behavioral exploration was monitored over 3 min calcium imaging sessions in the EPM and OF (2 h apart). On day 3, mice were trained in the CFC (CFC1) over a 3 min calcium imaging session during which they received 3 footshocks in context A (footshocks delivered at 30, 90 and 150 sec). On day 4, freezing behavior was measured during 3 min calcium imaging sessions in context A and safe context B (2 h apart). On day 4, freezing behavior was measured during 3 min calcium imaging sessions in context B and A (2 h apart). On day 8, mice were retrained in the CFC (CFC2) over a 3 min calcium imaging session during which they received 3 footshocks in context A 30 min prior to sacrifice for c-Fos analysis.
Calcium imaging using the miniature microscope. Before each calcium imaging session, the miniature microscope was briefly attached to its baseplate in a transition cage filled with bedding. Animals were allowed to habituate to this procedure for 3 consecutive days before the onset of the behavioral experiments. Each session involved 3 min of calcium imaging across a field-of-view of approximately 300 μ m x 300 μ m, which matched that seen in any previous sessions in the same animal. After each session the microscope was detached and the mouse returned to its home cage.
Fluorescence calcium imaging videos were streamed directly to a hard disk, obtained using 140 μ W of LED illumination intensity and 12 bit images (1,000 × 1,000 pixels) were acquired at a frame rate of 20 Hz (50 ms exposure). At the end of each experiment (on day 8), GCaMP6m expression and GRIN lens implantation was histologically controlled in the DLS.
Basic processing of the calcium imaging videos. Fluorescence calcium imaging videos were analyzed using Inscopix Data Processing Software (v1.0.0.2273, Inscopix, Palo Alto, CA). Prior to further processing and analysis, videos were preprocessed by fixing defective pixels and row noise as well as motion correction.
Image Processing with PCA-ICA. After motion correction, each image frame was re-expressed in units of relative changes in fluorescence, Δ F(t)/F0 = (F(t) − F0)/ F0, where F0 is the mean image obtained by averaging the entire video. Spatial filters corresponding to individual neurons were identified using Inscopix Data Processing Software (v1.0.0.2273, Inscopix, Palo Alto, CA) based on principal and independent component analyses 54 . Cells spatial filters were identified based on the calcium data acquired over the entire session. For each filter, all pixels were then zeroed with values < 50% of that filter's maximum intensity. To obtain time traces of calcium activity, each cell thresholded spatial filter was added to the Δ F(t)/F0 movie. As previously described 55 , the extracted spatial filters generally had sizes, morphologies and activity traces that were characteristic of individual neurons. Every cell included in the analyses was validated by visual inspection.
Cell registration across 10 recording sessions using Inscopix Data Processing Software (v1.0.0.2273, Inscopix, Palo Alto, CA). This corrected for potential slight translations, rotations, or focus-dependent magnification changes between sessions and yielded the location of each cell in the reference coordinate system.
Image processing (CNMF-E).
After motion correction, cells were segmented using the automated algorithm Constrained Non-negative Matrix Factorization optimized for microEndoscopic data (CNMF-E) 56 , using an estimated cell diameter of 33 pixels (determined from spatial image after preprocessing algorithm developed for CNMF) 57 . The putative neurons identified by CNMF-E were manually verified and merged to ensure accuracy. Raw traces were downsampled to 1 s time bins before spiking events were determined by the findpeaks function of MATLAB (Mathworks, Natick MA) using the following parameters (MinPeakProminence = 4 s.d., MinPeakDist = 2 s).
Cells were tracked across multiple imaging sessions through the software CellReg 58 . Spatial maps of segmented cells from CNMF-E were uploaded to CellReg, which then probabilistically tracked cells across multiple sessions. Two parameters are used to verify that a cell pair represents indeed the same cell or different cells. These parameters are the spatial correlation and the center of mass distance. Sheintuch et al 58 based their model on the bimodal distribution that results from plotting these parameters for multiple neurons, with one peak representing same cells and one peak representing different cells (true for both parameters). The combination of the tow parameters proved to be a reliable tool to probabilistically identify cell pairs of same cells across multiple session 58 .
Cell selection method. In order to determine functional cell types based on selectivity, we categorized cells based on two criteria: 1) Are the cells highly active (Ca 2+ activity frequency) for a specific state, and 2) Are these cells active on both recording sessions (for example Is the cell active on Open Field session 1 AND Open Field session 2).
1. Calculation of frequency for a specific state. For each cell, we defined the Ca 2+ activity for a specific state (for example when the mouse is in the center of the open field, "Center") to be the difference between the frequency of the mouse's state of interest, f interest , minus the other states in the same recording session (for example we categorized the entire Open Field recording session into 3 states based on the mouse's location: "Center", "Corner", and "Periphery". Therefore, we defined the Ca 2+ activity of the "Center" state as f center − f corner − f periphery ). 1.1. Validating cell selectivity. The f interest was then compared against a null distribution to further ensure that the activity was state-specific. For each cell, we created a null distribution for each state (for example given the Open Field, for each cell we created 3 separate null distributions corresponding to each of the following states: "Center", "Corner", "Periphery"). We created null distributions by shuffling Ca 2+ events of a cell across a single (180 s) recording session (1000 iterations). State-specific frequencies were then calculated for the null distributions. We will call these frequencies f null . For example, if a cell was noted to have 10 "spikes" in a single session, these 10 spikes were randomly moved across the entire session to see what the state-specific frequency would be given random timing of events (nonselective activity/cell). We then compared f interest against f null to determine whether a cell was selective for a specific state. If the real difference exceeded 1 SD of the null distribution, the cell was considered to be behaviorally selective. We modeled this procedure based on an existing publication 59 . In the aforementioned study, the authors were able to plot a distribution of the difference between f interest and f null to note that the state-specific and non-specific cells had a difference of about 1 s.d. Due to the lower number of cells and lower frequency of Ca 2+ events in our study, we decided to use the published value of 1 s.d. 59 .
2. Is the cell selective in more than 1 session?. Our study design allowed us to filter for cells that are selectively active for a behavior of interest in two independent sessions. To determine if a population of state-specific cells identified in one session (as described above) was consistently active across the second behavioral recording sessions, we used the following procedure. Here, we compared the selective cells in session 1 (population N 1 ) to the selective cells in session 2 (population N 2 ). The final population of selective cells (n real ) results from the overlap of N 1 and N 2 (n real = N 1 ∩ N 2 ). 2.1 Validation of overlap in cell activity across sessions. To determine whether the population of cells was indeed consistently selective for a certain behavior, we compared n real against a null distribution. We created the null distribution by iteratively resampling a mock population of the same size as N 1 from our entire sample population. In other words, if there were 10 cells in N 1 , we randomly selected 10 cells, N mock , out of all cells recorded across all sessions. We then calculated a mock number of overlap, n mock , as the intersection between the mock and N 2 , n mock = N mock ∩ N 2 (10000 iterations). If the real overlap, n real , exceeded 2 s.d. from the mean of the null distribution, we considered the population of cells to be consistently selective for the state of interest across two sessions. This multistep filtering provides stringent conditions to reliably identify selective cells.
Null distribution for behavioral state transition analysis. We wanted to determine whether the difference between the SST FSH cells and SST non-FSH in their freezing/non-freezing transitions was significant. In order to do so, we compared SST FSH and SST non-FSH against a mock population of cells that represented a random mix of both. We developed a mock population, of the same size as footshock responsive cells, by randomly sampling from the whole population of cells (100 iterations). These mock populations were then analyzed for their freezing/nonfreezing transitions.
Decoder. Based off of the results from the freezing/non-freezing transitions, we asked whether the rate of Ca 2+ event change could predict whether the animal was entering or exiting a freezing epoch. We estimated the instantaneous rate of change by calculating the linear regression within a 2.5 s window around each time point for an entire session. This generated a 170 s graph of the instantaneous rates of change. From this graph of the instantaneous rates of change, we then predicted the freezing epoch onset to occur at a local minimum and the offset to occur at a local maximum. The local minima and maxima were found using the findpeaks function of MATLAB using the following parameters (MinPeakHeight = 1 s.d., MinPeakProminence = 1 s.d., MinPeakDistance = 2 s). The null graph was created by shuffling the timing of all freezing epochs across an entire session. Timing of Ca 2+ transients were then kept constant before calculating the estimated onset and offset from the null graph (1000 iterations). We sought to assess whether the efficacy of the decoder changed with the number of cells used, N Cells . 
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