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Abstract 
This paper develops sufficient conditions for the existence of global exponential 
observers for two classes of nonlinear systems: (i) the class of systems with a 
globally asymptotically stable compact set, and (ii) the class of systems that 
evolve on an open set. In the first class, the derived continuous-time observer 
also leads to the construction of a robust global sampled-data exponential 
observer, under additional conditions. Two illustrative examples of applications 
of the general results are presented, one is a system with monotone 
nonlinearities and the other is the chemostat system. 
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1. Introduction 
 
One of the biggest challenges of mathematical control theory has been the problem of constructing state observers for 
nonlinear systems. This problem has attracted a lot of attention in the literature in the past decades; it has been 
approached with a variety of methods and from a variety of points of view (see for instance [1,2,4,5,7,8,11,16,17,18] 
and references therein). In this work, we focus on nonlinear forward complete systems of the form: 
  
Uuxuxfx n ∈ℜ∈= ,,),(                                                                 (1.1) 
 
where mU ℜ⊆  is a non-empty set, nnf ℜ→ℜ:  is a smooth vector field and the output is given by 
 
)(xhy =                                                                                   (1.2) 
 
where h : ℜn → ℜk  is a smooth mapping. The aim is to construct global exponential observers. 
 
Available methods for global exponential observers include high-gain observers for globally Lipschitz systems ([8]) 
as well as circle-criterion observers, primarily for nonlinear systems with monotone nonlinearities ([1,7]). In 
transformation-based observers, originally developed in local form in [11] and subsequently in global form in [2], the 
system is mapped to a linear system, and the design of the observer is performed in transformed coordinates, where 
exponential convergence is imposed. 
 
In this work, we present sufficient conditions for the existence of exponential observers for two important classes of 
nonlinear systems, which are not covered by the above methods: 
 
1) Nonlinear systems with an asymptotically stable compact set 
 
2) Nonlinear systems evolving on open sets 
 
For both classes of systems, the proposed construction of the global exponential observer starts with a “candidate 
observer”, which is subsequently modified by adding a correction term, in order to satisfy appropriate Lyapunov 
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inequalities. It should be emphasized that explicit formulae for the observers are provided in each case and therefore 
the control practitioner can directly apply the results of the paper. 
 
     In Section 2, where we study the first class of systems, the “candidate observer” is a local observer over a certain 
compact set, whereas the correction term forces the trajectory to enter the compact set in finite time. The derived 
continuous-time observer can also lead to the construction of a robust global sampled-data exponential observer, 
under additional conditions. The sampled-data exponential observer is robust with respect to perturbations of the 
sampling schedule and with respect to measurement errors (see also [9,13,14] for sampled-data observers).  
 
    Section 3 studies the second class of systems, with the property of evolving on an open proper subset of nℜ . Here, 
the “candidate observer” does not guarantee that the observer trajectories lie within the open set, and this is 
accomplished by adding an appropriate correction term. The design of the correction term is performed after 
transforming the system through an appropriate smooth injective map that maps the open set onto nℜ , even though 
exponential convergence is enforced in the original coordinates. The results of Section 3 are important because for 
many classes of systems the state evolves in an open set (for example, biological systems usually evolve in the open 
first quadrant). However, there is another reason that motivates the results of Section 3. If a change of coordinates 
)(xX Φ=  can be found, where nn ℜ→ℜΦ :  is a smooth injective mapping satisfying 
)),(()(),()( uxhbxAuxfxD +Φ=Φ  for all nx ℜ∈  for certain Hurwitz matrix nnA ×ℜ∈  and certain mapping 
nn Uhb ℜ→×ℜ )(: , then the mapping nn ℜ→ℜΦ :  can be used for the design of an observer for (1.1), (1.2) under 
additional hypotheses (see [2,11]). The results of Section 3 show that we do not have to assume that nn ℜ=ℜΦ )(  
(i.e., nn ℜ→ℜΦ :  is onto): instead we can require that )( nA ℜΦ=  is an open set and apply Theorem 3.1.      
 
     Finally, in Section 4, we present two illustrative examples of application of the general results. The first example is 
a system with monotone nonlinearities, and we apply the results of Section 2 to derive a global exponential observer, 
first under continuous-time measurements and subsequently under sampled measurements. The second example is a 
bioreactor, following the chemostat model, with positive state variables evolving on the open first quadrant of 2ℜ . 
Applying the results of Section 3 leads to a global exponential observer, with positive state estimates. 
 
 
 
Notation. Throughout this paper, we adopt the following notation:  
 
∗  ),0[: +∞=ℜ+ .   
∗  By  );(0 ΩAC , we denote the class of continuous functions on nA ℜ⊆ , which take values in mℜ⊆Ω . By 
);( ΩAC k , where 1≥k  is an integer, we denote the class of functions on nA ℜ⊆  with continuous derivatives of 
order k , which take values in mℜ⊆Ω . 
∗  By  )int(A , we denote the interior of the set nA ℜ⊆ . 
∗  For a vector nx ℜ∈ , we denote by x′  its transpose and by x  its Euclidean norm. mnA ×ℜ∈′  denotes the 
transpose of the matrix nmA ×ℜ∈  and A  denotes the induced norm of the matrix nmA ×ℜ∈ , i.e., { }1,:sup =ℜ∈= xxAxA m .  
∗  A function +ℜ→ℜnV :  will be called positive definite if 0)0( =V  and 0)( >xV  for all 0≠x . A function 
+ℜ→ℜnV :  will be called radially unbounded if the sets { }MxVx n ≤ℜ∈ )(:  are either empty or bounded for all 
0≥M . 
∗  For a function );(1 ℜ∈ ACV , the gradient of V  at nAx ℜ⊆∈ , denoted by )(xV∇ , is the row vector 
⎥⎦
⎤⎢⎣
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2. Systems with a Globally Asymptotically Stable Compact Set 
 
Consider the forward complete system (1.1), (1.2). Our main hypothesis in this section guarantees that there exists a 
compact set which is robustly globally asymptotically stable (the adjective robust means uniformity to all measurable 
and locally essentially bounded inputs Uu →ℜ+: ). 
 
(H1) There exist a radially unbounded (but not necessarily positive definite) function );(2 +ℜℜ∈ nCV , a positive 
definite function );(1 +ℜℜ∈ nCW  and a constant 0>R  such that the following inequality holds for all 
Uux n ×ℜ∈),(  with RxV ≥)(  
)(),()( xWuxfxV −≤∇                                                                       (2.1) 
 
Indeed, hypothesis (H1) guarantees that for every initial condition nx ℜ∈)0(  and for every measurable and locally 
essentially bounded input Uu →ℜ+:  the solution )(tx  of (1.1) enters the compact set { }RxVxS n ≤ℜ∈= )(:  after 
a finite transient period, i.e., there exists );(0 +ℜℜ∈ nCT  such that Stx ∈)( , for all ( ))0(xTt ≥ . Moreover, notice 
that the compact set { }RxVxS n ≤ℜ∈= )(:  is positively invariant. This fact is guaranteed by the following lemma, 
which is proved at the Appendix.  
 
Lemma 2.1: Consider system (1.1) under hypothesis (H1). Then there exists );(0 +ℜℜ∈ nCT  such that for every 
nx ℜ∈0  and for every measurable and locally essentially bounded input Uu →ℜ+:  the solution ntx ℜ∈)(  of (1.1) 
with initial condition 0)0( xx =  and corresponding to input Uu →ℜ+:  satisfies ( )RxVtxV ),(max))(( 0≤  for all 
0≥t  and RtxV ≤))((  for all ( )0xTt ≥ .  
 
Our second hypothesis guarantees that we are in a position to construct an appropriate local exponential observer for 
system (1.1), (1.2). 
 
(H2) There exist a symmetric and positive definite matrix nnP ×ℜ∈ , constants 0>μ , Rb >  and a smooth mapping 
nnn Uhk ℜ→×ℜ×ℜ )(:  with 0),,( =uyk ξ  for all Uhuy nn ×ℜ×ℜ∈ )(),,(ξ  with yh =)(ξ  such that the following 
inequality holds 
 
( ) 2),()),(,(),()( xuxfuxhkufPx −−≤−+′− ξμξξξ , for all Uu∈ , nx ℜ∈,ξ  with bV ≤)(ξ  and RxV ≤)(     (2.2) 
 
Indeed, hypothesis (H2) in conjunction with hypothesis (H1) guarantees that for every { }RxVxSx n ≤ℜ∈=∈ )(:)0(  
and for every measurable and locally essentially bounded input Uu →ℜ+:  the solution of system (1.1), (1.2) with 
 
),,(),( uykuf ξξξ +=                                                                       (2.3) 
 
will satisfy an estimate of the form ( ) )0()0(exp)()( xtMtxt −−≤− ξσξ , for all 0≥t  for appropriate constants 
0, >σM , provided that the initial estimation error )0()0( x−ξ  is sufficiently small. This is why system (2.3) is 
termed as “a local exponential observer”. The reader should notice that hypothesis (H2) holds automatically for 
nonlinear systems of the form  
1
1
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
#


                                                                         (2.4)  
 
for every 0>> Rb  and for every non-empty set mU ℜ⊆ , where ℜ→ℜ iif :  ( ni ,...,1= ) are smooth mappings.  
 
In order to be able to construct a nonlinear exponential observer for system (1.1), (1.2) we need an additional 
technical hypothesis.  
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(H3) There exist constants )1,0(∈c , baR <≤  such that the following inequality holds: 
 
( ) ( )
)()(
),()),(,(),()()(1)())),(,(),()(( 2
xPV
uxfuxhkufPxVcWuxhkufV −∇
−+′−∇−+−≤+∇ ξξ
ξξξξξξξξ  
for all Uu∈ , nx ℜ∈,ξ  with bVa ≤< )(ξ , 0)()( <−∇ xPV ξξ  and RxV ≤)(                                 (2.5) 
 
 
Hypothesis (H3) imposes constraints for the evolution of the trajectories of the local observer (2.3). Indeed, inequality 
(2.5) imposes a bound on the derivative of the Lyapunov function );(1 +ℜℜ∈ nCV  along the trajectories of the local 
observer (2.3) for specific regions of the state space.  
 
We are now ready to state and prove the main result of the present section.  
 
 
Theorem 2.2: Consider system (1.1), (1.2) under hypotheses (H1-3). Define the locally Lipschitz mapping 
nnn Uhk ℜ→×ℜ×ℜ )(:ˆ : 
 
),,(:),,(ˆ uykuyk ξξ = , for all Uhuy nn ×ℜ×ℜ∈ )(),,(ξ  with RV ≤)(ξ                                            (2.6) 
 
( )′∇
∇
−= )(
)(
),,(),,(:),,(ˆ 2 ξξ
ξϕξξ V
V
uyuykuyk , for all Uhuy nn ×ℜ×ℜ∈ )(),,(ξ  with RV >)(ξ                          (2.7) 
 
where +ℜ→×ℜ×ℜ Uh nn )(:ϕ  is defined by 
 ( )( )),,()()()(),()(,0max:),,( uykVVpWufVuy ξξξξξξξϕ ∇++∇=                                         (2.8) 
 
and ]1,0[: →ℜ+p  is an arbitrary locally Lipschitz function that satisfies 1)( =sp  for all bs ≥  and 0)( =sp  for all 
as ≤ . Then there exists );(0 +ℜℜ×ℜ∈ nnCM  and 0>σ  such that for every measurable and locally essentially 
bounded input Uu →ℜ+:  and for every nnx ℜ×ℜ∈),( 00 ξ  the solution nnttx ℜ×ℜ∈))(),(( ξ  of (1.1), (1.2) with 
 
),,(ˆ),()( uykuft ξξξ +=                                                                             (2.9) 
 
initial condition ),())0(),0(( 00 ξξ xx =  corresponding to input Uu →ℜ+:  satisfies  
 
 ( )txMtxt σξξ −≤− exp),()()( 00 , for all 0≥t                                                         (2.10) 
 
 
Remark 2.3:  
(a) Theorem 2.2 shows that under hypotheses (H1-3), a “correction term” is needed in order to be able to construct a 
global exponential observer for system (1.1), (1.2). The “correction term” ( )′∇
∇
− )(
)(
),,(
2 ξξ
ξϕ V
V
uy  becomes active 
in the region aV >)(ξ  and its main task is to guarantee the validity of the differential inequality 
)())),(,(ˆ),()(( ξξξξ WuxhkufV −≤+∇  for all Uux nn ×ℜ×ℜ∈),,(ξ  with bV ≥)(ξ . The previous differential 
inequality in conjunction with Lemma 2.1 guarantees that the solution enters an appropriate compact set in finite 
time and in this appropriate compact set the local exponential observer works. 
 
(b) Inequality (2.2) guarantees that hypothesis (H3) holds provided that there exist constants )1,0(∈c , baR <≤  
such that the following inequality holds for all Uu∈ , nx ℜ∈,ξ  with bVa ≤< )(ξ  and RxV ≤)( : 
 ( ) xV
P
cWuxhkufV −∇−+−≤+∇ ξξμξξξξ )(1)())),(,(),()((                                     (2.11) 
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Proof of Theorem 2.2: First notice that for all Uux nn ×ℜ×ℜ∈),,(ξ  with bV ≥)(ξ  the following inequality holds: 
 
)())),(,(ˆ),()(( ξξξξ WuxhkufV −≤+∇                                                             (2.12) 
 
Indeed, definition (2.7) implies )),(,())),(,(),()(())),(,(ˆ),()(( uxhuxhkufVuxhkufV ξϕξξξξξξ −+∇=+∇ . By 
distinguishing the cases 0)),(,()()(),()( ≤∇++∇ uxhkVWufV ξξξξξ  and 
0)),(,()()(),()( >∇++∇ uxhkVWufV ξξξξξ , using definition (2.8) and noticing that 1))(( =ξVp  we conclude that 
(2.12) holds.  
 
Next, we establish the following inequality: 
 ( ) 2),()),(,(ˆ),()( xcuxfuxhkufPx −−≤−+′− ξμξξξ , for all Uux nn ×ℜ×ℜ∈),,(ξ  with bV ≤)(ξ  and RxV ≤)(  (2.13) 
 
Notice that inequalities (2.1), (2.2) and definitions (2.6), (2.7), (2.8) imply that inequality (2.13) holds for the case 
aV ≤)(ξ . Therefore, we focus on the case bVa ≤< )(ξ . Definition (2.7) gives: 
 ( ) ( ) )()(
)(
)),(,(),()),(,(),()(),()),(,(ˆ),()( 2 xPVV
uxhuxfuxhkufPxuxfuxhkufPx −∇
∇
−−+′−≤−+′− ξξξ
ξϕξξξξξξ  (2.14) 
 
Inequalities (2.2), (2.14) and the fact that 0)),(,( ≥uxhξϕ  implies that (2.13) holds if 0)()( ≥−∇ xPV ξξ . Moreover, 
inequalities (2.2), (2.14) show that (2.13) holds if 0)),(,( =uxhξϕ . It remains to consider the case 
0)()( <−∇ xPV ξξ  and 0)),(,( >uxhξϕ . In this case, definition (2.8) implies 
( ) 0)),(,()()()(),()()),(,( >∇++∇= uxhkVVpWufVuxh ξξξξξξξϕ . Inequality (2.5) gives: 
 
( ) ( )
)()(
),()),(,(),()())(()(1
)()))((1(),()()))((1(
)()),(,()())((),()())),(,(
2
xPV
uxfuxhkufPxVpVc
WVpufVVp
WuxhkVVpufVuxh
−∇
−+′−∇−+
−+∇−+
≤+∇+∇=
ξξ
ξξξξξ
ξξξξξ
ξξξξξξξϕ
                                       (2.15) 
 
Using (2.15), (2.1) and the fact that 1))((0 ≤≤ ξVp , we obtain: 
 
( )
( ) ( )
( ) ( )),()),(,(),()(1
),()),(,(),()))(((1
)(),()()()(
)(
))((1
)(
)()())),(,(
2
2
uxfuxhkufPxc
uxfuxhkufPxVpc
WufVxPV
V
Vp
V
xPVuxh
−+′−−−≤
−+′−−−
+∇−∇
∇
−−
≤
∇
−∇−
ξξξ
ξξξξ
ξξξξξξ
ξ
ξ
ξξξϕ
 
 
Combining (2.2), (2.14) and the above inequality, we conclude that (2.13) holds.  
 
Let arbitrary measurable and locally essentially bounded input Uu →ℜ+:  and arbitrary nnx ℜ×ℜ∈),( 00 ξ  and 
consider the solution nnttx ℜ×ℜ∈))(),(( ξ  of (1.1), (1.2) with (2.9), initial condition ),())0(),0(( 00 ξξ xx =  
corresponding to input Uu →ℜ+: . Lemma 2.1 in conjunction with (2.1) and (2.12) implies there exists 
);(0 +ℜℜ∈ nCT  such that for every nnx ℜ×ℜ∈),( 00 ξ  and for every measurable and locally essentially bounded 
input Uu →ℜ+:  the solution nnttx ℜ×ℜ∈))(),(( ξ  of (1.1), (1.2) with (2.9) with initial condition 
),())0(),0(( 00 ξξ xx =  and corresponding to input Uu →ℜ+:  satisfies: 
 
•  ( )RxVtxV ),(max))(( 0≤ , ( )bVtV ),(max))(( 0ξξ ≤  for all 0≥t    
• RtxV ≤))((  for all ( )0xTt ≥  and  
• btV ≤))((ξ  for all ( )0ξTt ≥  
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Using (2.13) and the absolutely continuous function ( ) ))()(()()()( txtPtxttQ −′−= ξξ , we conclude that  
 
( ) )()()(exp)()( 000
1
2 txttt
K
Ktxt −−−≤− ξσξ , for all 0tt ≥                                        (2.16) 
 
where ( ))(),(max 000 ξTxTt = , 
1
:
K
cμσ =  and 012 >≥ KK  are constants that satisfy 2221 xKPxxxK ≤′≤  for all 
nx ℜ∈ . Define: 
 
( )( ) ( ) ( ){ }RxVxVbVVxTxT
K
KxM ),(max)(,),(max)(:max)(),(maxexp:),( 0000
1
2
00 ≤≤−= ξξξξσξ        (2.17) 
 
Definition (2.17) in conjunction with (2.16) and the fact that ( )RxVtxV ),(max))(( 0≤ , ( )bVtV ),(max))(( 0ξξ ≤  for 
all 0≥t  implies that (2.10) holds. The proof is complete.          
 
 
An advantage of the observer design provided by Theorem 2.2 is the fact that the observer can be implemented with 
sampled measurements. The following result guarantees the design of a global sampled-data exponential observer.  
 
 
Theorem 2.4: Consider system (1.1), (1.2) under hypotheses (H1-3) and suppose that the following additional 
hypothesis holds: 
 
(H4) ℜ=ℜ )( nh  and there exists a vector nL ℜ∈  such that ( )yhLuyk −= )(),,( ξξ . Moreover, either mU ℜ⊆  is 
compact or the mapping ),()( uxfxh∇  is independent of u .  
 
 Let nn Uk ℜ→×ℜ×ℜ:ˆ  be the locally Lipschitz mapping defined by (2.6), (2.7), (2.8). Then there exists 
);(0 +ℜℜ×ℜ∈ nnCM  and 0,, >γσ r  such that for every measurable and locally essentially bounded input 
Uu →ℜ+: , for every locally bounded inputs ++ ℜ→ℜ:w , ℜ→ℜ+:e  and for every ℜ×ℜ×ℜ∈ nnwx ),,( 000 ξ  
the solution ℜ×ℜ×ℜ∈ nntwttx ))(),(),(( ξ  of (1.1), (1.2) with 
 
( )
0,)0(,)0(,)0(
)(exp
)())(()(
),[,))(),(())(()(
))(),(),((ˆ))(),(()(
0000
1
111
1
====
−+=
+=
∈∇=
+=
+
+++
+
τξξ
τττ
τττ
ττξξ
ξξξ
wwxx
wr
exhw
ttutfthtw
tutwtktutft
iii
iii
ii

                                            (2.18) 
 
satisfies  
 
 ( ) )(supexp),()()(
0
00 setxMtxt
ts≤≤
+−≤− γσξξ , for all 0≥t                              (2.19) 
 
 
Remark 2.5:  
(a) The input ℜ→ℜ+:e  quantifies the effect of measurement errors. It is clear that the sampled-data observer 
(2.18) satisfies an input-to-output stability property with respect to the measurement error. The input 
++ ℜ→ℜ:w  quantifies the effect of perturbations of the sampling schedule. More specifically, the desired 
inequality (2.19) is guaranteed for every sampling schedule with diameter less or equal than 0>r , i.e., for every 
set of sampling times { }∞=0iiτ  with 00 =τ  and ( ) rii
i
≤−+≥ ττ 10sup  (see also [9,10]). The overall system (1.1), (1.2), 
(2.18) is a hybrid system with variable sampling partition (see [10]).  
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(b) Hypothesis (H4) holds automatically for nonlinear systems of the form (2.4), where ℜ→ℜ iif :  ( ni ,...,1= ) are 
smooth mappings. 
(c) It should be noted that the sampled-data observer (2.18) is similar to the sampled-data observers constructed in 
[9]. However, the results presented in [9] cannot be used in order to prove Theorem 2.4. The reason is that 
inequality (3.1) in [9] does not hold for all times (as required in [9]). An analogue of inequality (3.1) in [9] holds 
after an initial transient period. The transient period is needed so that the state of the original system and the 
observer state enter an appropriate compact set.   
 
Proof of Theorem 2.4: As in the proof of Theorem 2.2, we first notice that for all Uuw n ×ℜ×ℜ∈),,(ξ  with 
bV ≥)(ξ  the following inequality holds: 
 
)()),,(ˆ),()(( ξξξξ WuwkufV −≤+∇                                                             (2.20) 
 
Moreover, exactly as in the proof of Theorem 2.2, we show that (2.13) holds. Definitions (2.6), (2.7), (2.8) and 
hypothesis (H4) imply the existence of a constant 0≥G  such that  
 
ywGuykuwk −≤− ),,(ˆ),,(ˆ ξξ , for all Uuwy n ×ℜ×ℜ×ℜ∈),,,(ξ  with bV ≤)(ξ                       (2.21) 
 
xGuxfxhufh −≤∇−∇ ξξξ ),()(),()( , for all Uux nn ×ℜ×ℜ∈),,(ξ  with bV ≤)(ξ  and  RxV ≤)(           (2.22) 
 
Lemma 2.1 in conjunction with (2.1) and (2.20) implies there exists );(0 +ℜℜ∈ nCT  such that for every 
ℜ×ℜ×ℜ∈ nnwx ),,( 000 ξ , for every measurable and locally essentially bounded input Uu →ℜ+:  and for every 
locally bounded inputs ++ ℜ→ℜ:w , ℜ→ℜ+:e , the solution ℜ×ℜ×ℜ∈ nntwttx ))(),(),(( ξ  of (1.1), (1.2) with 
(2.18), initial condition ),,())0(),0(),0(( 000 wxwx ξξ =  and corresponding to inputs Uu →ℜ+: , ++ ℜ→ℜ:w , 
ℜ→ℜ+:e  satisfies: 
 
•  ( )RxVtxV ),(max))(( 0≤ , ( )bVtV ),(max))(( 0ξξ ≤  for all 0≥t    
• RtxV ≤))((  for all ( )0xTt ≥  and  
• btV ≤))((ξ  for all ( )0ξTt ≥  
 
It follows from the above estimates that the following inequality holds for all 0≥t : 
 ( ) ( ){ }RxVxVbVVxtxt ),(max)(,),(max)(:max)()( 00 ≤≤−≤− ξξξξ                                   (2.23) 
Using (2.13), (2.21) and the absolutely continuous function ( ) ))()(()()()( txtPtxttQ −′−= ξξ , we conclude that  
 
( ) ( )( ))()()(expsup2)()()(exp)()(
0
000
1
2 syswst
c
PG
txttt
K
Ktxt
tst
−−−+−−−≤−
≤≤
σμξσξ , for all 0tt ≥     (2.24) 
 
where ( ){ })(),(max:min 000 ξττ TxTt ii ≥= , 
14
:
K
cμσ =  and 012 >≥ KK  are constants that satisfy 
2
2
2
1 xKPxxxK ≤′≤  for all nx ℜ∈ . Finally, notice that for every 0tt ≥  the following estimate holds: 
 
)()(sup)(sup)()(
0
sxsrGsetytw
tsts
−+≤−
≤≤≤≤
ξ
τ
                                                            (2.25) 
 
where { }tii ≤= τττ :max . Notice that from the inequality rt +≤τ  and (2.25) we obtain: 
 ( )
( ))()()exp(sup)exp()(sup)exp(
)()()exp(sup))(exp()(sup)exp()()()exp(
0
0
sxssrrGset
sxsstrGsettytwt
tsts
tsts
−+≤
−−+≤−
≤≤≤≤
≤≤≤≤
ξσσσ
ξστσσσ
τ
τ                           (2.26) 
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Inequalities (2.24) and (2.26) imply the following inequalities for all 0tt ≥ : 
 
( )( ) ( ) ( )( ))()(expsup2)()(exp)()(expsup
00
000
1
2 sysws
c
PG
txtt
K
Ksxss
tsttst
−+−≤−
≤≤≤≤
σμξσξσ               (2.27) 
 ( ) ( ))()()exp(sup)exp()(sup)exp()()()exp(sup
00 0
sxssrrGsetsysws
tsttstst
−+≤−
≤≤≤≤≤≤
ξσσσσ                         (2.28) 
 
Finally, we assume that 0>r  is selected so that 
 
1)exp(
2 2 <rr
c
PG σμ                                                                                   (2.29) 
 
Inequalities (2.27), (2.28) and (2.29) give the following estimate for all 0tt ≥ : 
 
( )( ) ( ) ( ))(sup)exp()()(exp
2
)()(expsup
0
000
1
2
0
settxtt
K
K
PG
csxss
tstst ≤≤≤≤
+−≤− σγξσμγξσ                             (2.30) 
 
where 
)exp(2
2
2 rrPGc
PG
σμγ −= . Since ( ){ })(),(max:min 000 ξττ TxTt ii ≥= , it follows that 
( ) rTxTt +≤ )(),(max 000 ξ . Combining (2.23) and (2.30) we conclude that (2.19) holds with 
 
( )( ) ( ) ( ){ }RxVxVbVVxTxTr
K
K
PG
cxM ),(max)(,),(max)(:max)(),(maxexp
2
:),( 0000
1
2
00 ≤≤−+= ξξξξσσμγξ  
 
The proof is complete.        
 
 
 
 
3. Global Exponential Observers for Systems on Open Sets  
 
Consider the forward complete system: 
 
UuAXuXFX ∈∈= ,,),(                                                                       (3.1) 
 
where nA ℜ⊆  is an open set, mU ℜ⊆  is a non-empty set, nUAF ℜ→×:  is a smooth vector field and the output is 
given by 
 
)(XHy =                                                                                    (3.2) 
 
where kAH ℜ→:  is a smooth mapping. We assume the knowledge of a smooth injective mapping An →ℜΦ :  
with An =ℜΦ )(  and ( ) 0)(det ≠Φ xD  for all nx ℜ∈ , where nnxD ×ℜ∈Φ )(  is the Jacobian of the mapping 
An →ℜΦ : , such that system (3.1), (3.2) under the change of coordinates )(xX Φ=  is expressed by (1.1), (1.2),  
where nn Uf ℜ→×ℜ:  and knh ℜ→ℜ:  are smooth mappings satisfying 
 
( )uxFuxfxD ),(),()( Φ=Φ , for all Uux n ×ℜ∈),(                                 (3.3) 
 
))((:)( xHxh Φ= , for all nx ℜ∈                                                   (3.4) 
 
where nnxD ×ℜ∈Φ )(  is the jacobian of the mapping An →ℜΦ : . 
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The following hypothesis implies the existence of a “candidate global exponential observer” for system (3.1), (3.2).  
 
(P1) There exist a symmetric and positive definite matrix nnP ×ℜ∈ , a constant 0>μ  and a smooth mapping 
nn UAHk ℜ→××ℜ )(:  with ),(),,( uZFuyZk =  for all UAHuyZ n ××ℜ∈ )(),,(  with yZH =)(  such that the 
following inequality holds 
 
( ) 2),()),(,()( XZuXFuXHZkPXZ −−≤−′− μ , for all Uu∈ , AXZ n ×ℜ∈),(                   (3.5) 
 
Indeed, hypothesis (P1) guarantees that for every nAZX ℜ×∈))0(),0((  and for every measurable and locally 
essentially bounded input Uu →ℜ+:  the solution of system (3.1), (3.2) with 
 
),,( uyZkZ =                                                                       (3.6) 
 
will satisfy an estimate of the form ( ) )0()0(exp)()( XZtMtXtZ −−≤− σ , for all 0≥t  for appropriate constants 
0, >σM . However, system (3.6) is not necessarily an observer, since we cannot guarantee that AtZ ∈)(  for all 
0≥t .  
 
In order to state the problem in a different way, it is convenient to use the change of coordinates )(zZ Φ=  for the 
“observer” (3.6):  
 
),,(
~ uyzkz = , nz ℜ∈                                                         (3.7)  
 
where ( ) ),),(()(:),,(~ 1 uyzkzDuyzk ΦΦ= −  is a smooth mapping. Now, the problem can be stated as follows: 
 
“Although system (1.1), (1.2) is forward complete,  
system (1.1), (1.2) with (3.7) is not necessarily forward complete” 
 
 
Since system (1.1), (1.2) is forward complete, the results in [3] guarantee the existence of a radially unbounded (but 
not necessarily positive definite) function )),1[;(2 +∞ℜ∈ nCW , a continuous function +ℜ→UK :  and a constant 
0≥R  such that 
 
)()(),()( xWuKuxfxW ≤∇ , for all Uux n ×ℜ∈),(  with RxW ≥)(                         (3.8) 
 
The problem that we consider in this section is the problem of existence/design of an observer with state AZ ∈  
which guarantees global exponential convergence in the original ),( ZX  coordinates based on the knowledge of the 
function W  and the “candidate observer” (3.6). Our main result guarantees that under some additional assumptions 
the existence/design problem of the global exponential observer is solvable.  
 
 
Theorem 3.1: Suppose that there exist constants Ra > , )1,0(∈ε , a symmetric and positive semidefinite matrix 
{ } nnji njizqzQ ×ℜ∈== ,...,1,:)()( ,  with );(1, ℜℜ∈ nji Cq  and a continuous function ),1[)(: +∞→×UAHc  such 
that the following inequality holds for all Uuxz nn ×ℜ×ℜ∈),,(  with azW ≥)(  and  
( ) 0))()(()()()( <Φ−Φ′Φ∇ xzPzDzQzW  
 
( ) ( )( ) ))()(()()()( ),()(),,(
~
)())()(()()()()1()(),(),,(
~
)(
xzPzDzQzW
uxfxDuyzkzDPxzzWzQzWzWuycuyzkzW
Φ−Φ′Φ∇
Φ−Φ′Φ−Φ′∇∇−+≤∇ ε   (3.9) 
 
Define ( ){ }azWzWzQzWzC n ≥=′∇∇ℜ∈= )(,0)()()(:: . Suppose that either the set C  is empty or that 
)(),(),,(
~
)( zWuycuyzkzW <∇  for all UAHCuyz ××∈ )(),,( .  
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Define the locally Lipschitz mapping nUAHAG ℜ→×× )(:  by 
 ( )( )′Φ∇ΦΦΦΦ−= −−−− ))(()())((),),((),,(:),,( 1111 ZWZQZDuyZuyZkuyZG λ , 
for all UAHAuyZ ××∈ )(),,(                                                                  (3.10) 
 
where +ℜ→××ℜ UAHn )(:λ  is defined by 
 
( )
⎪⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
≤∇
>∇′∇∇
−∇
=
)(),(),,(
~
)())((0
)(),(),,(
~
)())((
)()()(
)(),(),,(
~
)())((
:),,(
zWuycuyzkzWzWpif
zWuycuyzkzWzWpif
zWzQzW
zWuycuyzkzWzWp
uyzλ , 
for all  UAHuyz n ××ℜ∈ )(),,(                                                (3.11) 
 
and ]1,0[: →ℜ+p  is an arbitrary locally Lipschitz function that satisfies 1)( =sp  for all 1+≥ as  and 0)( =sp  for 
all as ≤ . Then there exists 0>M  such that for every measurable and locally essentially bounded input 
Uu →ℜ+:  and for every AAZX ×∈),( 00  the solution AAtZtX ×∈))(),((  of (3.1), (3.2) with 
 
AZuyZGZ ∈= ),,,(                                                                            (3.12) 
 
initial condition ),())0(),0(( 00 ZXZX =  corresponding to input Uu →ℜ+:  satisfies  
 
 ⎟⎠
⎞⎜⎝
⎛−−≤− tZXMtXtZ
2
exp)()( 00
εμ , for all 0≥t                                              (3.13) 
 
 
Proof: Inequality (3.5), in conjunction with definitions (3.3), (3.4) and definition ( ) ),),(()(:),,(~ 1 uyzkzDuyzk ΦΦ= − , 
implies that the following inequality holds: 
 ( ) 2)()(),()()),(,(~)())()(( xzuxfxDuxhzkzDPxz Φ−Φ−≤Φ−Φ′Φ−Φ μ , for all Uu∈ , nnxz ℜ×ℜ∈),(         (3.14) 
 
We next evaluate the quantity )),(,(ˆ)(:),,( uxhzkzWuxzW ∇=  for all Uu∈ , nnxz ℜ×ℜ∈),(  with 1)( +≥ azW , 
where ( )′∇−= )()(),,(),,(~:),,(ˆ zWzQuyzuyzkuyzk λ .  We get: 
 
( )′∇∇−∇= )()()()),(,()),(,(~)(),,( zWzQzWuxhzuxhzkzWuxzW λ  
 
Since 1)( +≥ azW  and ]1,0[: →ℜ+p  is an arbitrary locally Lipschitz function that satisfies 1)( =sp  for all 
1+≥ as , we obtain 1))(( =zWp . By distinguishing the cases )(),(),,(~)())(( zWuycuyzkzWzWp >∇  and 
)(),(),,(
~
)())(( zWuycuyzkzWzWp ≤∇  we may conclude that the following inequality holds for all 
Uu∈ , nnxz ℜ×ℜ∈),(  with 1)( +≥ azW : 
 
)()),((),,( zWuxhcuxzW ≤                                                                        (3.15) 
 
We next claim that the following system is forward complete: 
 
( )
Uuxz
zWzQuxhzuxhzkz
uxfx
nn ∈ℜ∈ℜ∈
′∇−=
=
,,
)()()),(,()),(,(
~
),(
λ

                                                   (3.16) 
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The claim is proved at the Appendix. Since system (3.16) is forward complete and using the change of coordinates 
)(xX Φ= , )(zZ Φ= , we conclude that the solution ))(),(( tZtX  of (3.1), (3.2) and (3.6) starting from arbitrary 
initial condition AAZX ×∈))0(),0((  and corresponding to arbitrary measurable and locally essentially bounded 
input Uu →ℜ+:  exists for all 0≥t  and satisfies AAtZtX ×∈))(),((  for all 0≥t . 
 
We next evaluate the quantity ( )),()()),(,(ˆ)())()(( uxfxDuxhzkzDPxz Φ−Φ′Φ−Φ , where 
( )′∇−= )()(),,(),,(~:),,(ˆ zWzQuyzuyzkuyzk λ . Consider the cases: 
 
1) azW ≤)( . In this case, 0),,( =uyzλ  and ),,(~),,(ˆ uyzkuyzk = . Therefore, inequality (3.14) implies that ( ) 2)()(),()()),(,(ˆ)())()(( xzuxfxDuxhzkzDPxz Φ−Φ−≤Φ−Φ′Φ−Φ μ .   
 
2)  azW >)( . In this case ( )′∇−= )()(),,(),,(~),,(ˆ zWzQuyzuyzkuyzk λ  and we get: 
 ( )
( )
( ) ( ) ))()(()()()()),(,(),()()),(,(~)())()((
),()()()()()),(,()),(,(
~
)())()((
),()()),(,(ˆ)())()((
xzPzDzQzWuxhzuxfxDuxhzkzDPxz
uxfxDzWzQzDuxhzuxhzkzDPxz
uxfxDuxhzkzDPxz
Φ−Φ′Φ∇−Φ−Φ′Φ−Φ=
=⎟⎠
⎞⎜⎝
⎛ Φ−′∇Φ−Φ′Φ−Φ=
=Φ−Φ′Φ−Φ
λ
λ     (3.17) 
 
Notice that 0),,( ≥uyzλ . If ( ) 0))()(()()()( ≥Φ−Φ′Φ∇ xzPzDzQzW  then (3.17) implies ( ) 2)()(),()()),(,(ˆ)())()(( xzuxfxDuxhzkzDPxz Φ−Φ−≤Φ−Φ′Φ−Φ μ . 
 
If ( ) 0))()(()()()( <Φ−Φ′Φ∇ xzPzDzQzW  and 0),,( =uyzλ  then (3.17) implies ( ) 2)()(),()()),(,(ˆ)())()(( xzuxfxDuxhzkzDPxz Φ−Φ−≤Φ−Φ′Φ−Φ μ . 
 
Thus the only case that remains to be considered is the case ( ) 0))()(()()()( <Φ−Φ′Φ∇ xzPzDzQzW  and 
0),,( >uyzλ . In this case, we have ( )′∇∇
−∇=
)()()(
)(),(),,(
~
)())((),,(
zWzQzW
zWuycuyzkzWzWpuyzλ  and 
)(),(),,(
~
)())(( zWuycuyzkzWzWp >∇ . Inequality (3.9) gives: 
 
( )
( )
( )
( ) ))()(()()()(
),()(),,(
~
)())()(())(()1(
)()()(
)(),(1))((),,(
xzPzDzQzW
uxfxDuyzkzDPxzzWp
zWzQzW
zWuyczWpuyz
Φ−Φ′Φ∇
Φ−Φ′Φ−Φ−+′∇∇
−≤ ελ  
 
The above inequality in conjunction with (3.14) and (3.17) implies: 
 ( ) 2)()(),()()),(,(ˆ)())()(( xzuxfxDuxhzkzDPxz Φ−Φ−≤Φ−Φ′Φ−Φ με                                     (3.18) 
 
Since )1,0(∈ε , we conclude that the above inequality holds for all Uu∈ , nnxz ℜ×ℜ∈),( . using the change of 
coordinates )(xX Φ= , )(zZ Φ=  and the differential inequality (3.18), we conclude that the solution ))(),(( tZtX  of 
(3.1), (3.2) and (3.6) starting from arbitrary initial condition AAZX ×∈))0(),0((  and corresponding to arbitrary 
measurable and locally essentially bounded input Uu →ℜ+:  satisfies for almost all 0≥t : 
 
)()( tVtV εμ−≤  
 
where ))()(())()(()( tXtZPtXtZtV −′−= . The existence of a constant 0>M  satisfying (3.13) is a direct 
consequence of the above differential inequality. The proof is complete.              
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4. Examples 
 
In the present section, we will apply the results of the previous Sections to two specific examples. The first example is 
a system with monotone nonlinearities, and we will apply the results of Theorems 2.2 and 2.4. The second example is 
a chemostat model, with positive state variables, and we apply the construction of Section 3. 
 
Example 4.1: Consider the nonlinear planar system 
 
]1,1[,),( 221
1
3
22
2
3
11
−=∈ℜ∈′
=
+−=
+−=
Uuxx
xy
uxx
xxx


                                                              (4.1) 
 
System (4.1) is a system of the form (2.4) with monotone nonlinearities. The nonlinearities are not globally Lipschitz; 
however a continuous global exponential observer can be designed using the methodology proposed in [1,7]. Here, 
we will design a continuous global exponential observer using Theorem 2.2 and we will show that we can also design 
a robust global exponential sampled-data observer using Theorem 2.4.  
 
We will show next that hypotheses (H1-4) hold for system (4.1). First notice that hypothesis (H1) holds with 
2
2
2
1 2
1
2
1)( xxxV += . Indeed, notice that the inequalities 222121 2
1
2
1 xxxx +≤ , 2222 2
1
2
1 uxux +≤ , 12 ≤u , 
4
1
4
1
2
1 4
1
2
1 +≤ xx , 2
1
2
1 4
2
2
2 +≤ xx  and 42412 2
1
2
1)( xxxV +≤  give us: 
 
)(
4
5
2
1
2
1
4
5
2
1
4
3
2
1
4
3
2
1
2
1),()(
24
2
4
1
4
2
4
1
2
4
2
4
1
22
2
2
1
4
2
4
1221
xVxxxxu
xxuxxxxuxxxuxfxV
−≤−−≤−−+≤
−−++≤−−+=∇
 
 
where ( )′+−+−= uxxxuxf 32231 ,:),( . The above inequality shows that inequality (2.1) holds with )(21)( 2 xVxW =  
and 
2
10=R .  
  
Next, we show that hypothesis (H2) holds. Let ⎥⎦
⎤⎢⎣
⎡
−
−=
qp
p
P
1
2
1  with 2pq > , 0>p  and ( )y
L
L
uyk −⎥⎦
⎤⎢⎣
⎡= 1
2
1:),,( ξξ , 
where 21,,, LLqp  are constants to be selected. We get: 
 
( ) ( )
( )( )( ) ( )( ) ( )
( )( ) ( )( ) ( )( ) ( )( )223131313111323222323211
2
22
2
11212211211
),(),,(),(2
xxpxxxxqxxp
xpxpLLxxqLpL
uxfuykufPx
−−+−−−−−−−−+
−−−−+−−+−=
=−+′−
ξξξξξξξξ
ξξξξ
ξξξ
 
 
Using the inequalities ( )( ) 0313111 ≤−−− xx ξξ , ( )( ) ( )( ) ( )( )211222222323222323211 4 xxxqpxxqxxp −+++−−≤−− ξξξξξξξ , 
( )( ) ( ) ( ) ( )2211121211222223131 22 xxxpxpxxp ++−+−≤−− ξξξξξξ , we obtain: 
 
( ) ( )
( )( )( ) ( )
( ) ( ) ( )211221112122222221
2
22221121
24
2
1
),(),,(),(2
xxxpxx
q
ppLL
xpxxqLpL
uxfuykufPx
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++++++−+
−−−−+−≤
≤−+′−
ξξξξξ
ξξξ
ξξξ
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If we further assume that RxV ≤)(  and bV ≤)(ξ , where Rb >  is a constant to be selected, we obtain: 
 
( ) ( )
( )( )( ) ( ) ( )211221222221121 182
3
2
1
),(),,(),(2
xpb
q
pbpLLxpxxqLpL
uxfuykufPx
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−+−−−−+−≤
≤−+′−
ξξξξ
ξξξ
 
 
The selection  
 
( )2
2
1 2
3632
pq
qbbqpL −
+++−= , ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−
+++−= 1
2
36321
2
2
2
2 pq
qbbqp
q
L                                   (4.2) 
 
in conjunction with the above inequality implies that (2.2) holds with 
4
p=μ . Therefore, we have showed that 
hypothesis (H2) holds with arbitrary bqp ,,  satisfying 2pq > , 0>p  and Rb > . Moreover, hypothesis (H4) holds 
as well (notice that 1)( ξξ =h ).  
 
Finally, we show that hypothesis (H3) holds. More specifically, we will show that there exist constants baR <≤  
such that (2.11) holds for all ]1,1[−=∈Uu , 2, ℜ∈xξ  with bVa ≤< )(ξ  and RxV ≤)(  with 
2
1=c  and 
)(
2
1)( 2 xVxW = . Inequality (2.11) is equivalent to the following inequality:  
 
( ) ( ) x
P
pVuxLxL −+−≤−+−+−+− ξξξξξξξξξξξξ
8
)(
2
1 24
22
4
12121121111                          (4.3) 
 
Using the inequalities 22
2
121 2
1
2
1 ξξξξ +≤ , 2222 2
1
2
1 uu +≤ ξξ , 12 ≤u , 
4
1
4
1
2
1 4
1
2
1 +≤ ξξ , 2
1
2
1 4
2
2
2 +≤ ξξ  and 
4
2
4
1
2
2
1
2
1)( ξξξ +≤V , ( )ξξξ 212211 ,max2 LLLL ≤+ , we conclude that (4.3) holds provided that the following 
(more demanding) inequality holds for all 2, ℜ∈xξ  with bVa ≤< )(ξ  and RxV ≤)( : 
 
( ) )(
2
1
4
5,max2 22111 ξξξ VLLx ≤+−                                                          (4.4) 
 
Since (4.4) must hold for all 2, ℜ∈xξ  with bVa ≤< )(ξ  and bRxV <≤)( , we conclude that (4.4) holds 
automatically provided the following inequality holds: 
 
( )
b
aLL
216
52,max
2
21
−≤                                                          (4.5) 
 
Definitions (4.2) imply that inequality (4.5) holds provided that 
2
10=>> Rab  and 0, >qp  are selected so that: 
 
52
216
2 −> a
bq  and ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−−+++
−≤
52
216,
2
,
3632216
52min 22
2
a
bqq
qbbqb
aqp                                (4.6) 
 
For example, all inequalities hold for 3,2 == ba , 32=q , 
10411
2=p . Therefore, we are in a position to define the 
mapping: 
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( )y
L
L
uyk −⎥⎦
⎤⎢⎣
⎡= 1
2
1:),,(ˆ ξξ , for all ]1,1[),,( 2 −×ℜ×ℜ∈uyξ  with 102 ≤ξ                                  (4.7) 
 
( )
( )
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
−−
−−
=
2212
1211
),,(
),,(
:),,(ˆ
ξξ
ξϕξ
ξξ
ξϕξ
ξ uyyL
uyyL
uyk , for all ]1,1[),,( 2 −×ℜ×ℜ∈uyξ  with 102 >ξ                (4.8) 
 
where +ℜ→−×ℜ×ℜ ]1,1[: 2ϕ  is defined by 
 
( ) ( )( ) ⎟⎠
⎞⎜⎝
⎛ +−++−++−= 221112422141 )()(2
1)(,0max:),,( ξξξξξξξξξξϕ LLVgyVuuy              (4.9) 
 
and ]1,0[: →ℜ+g  is an arbitrary locally Lipschitz function that satisfies 1)( =sg  for all 3≥s  and 0)( =sg  for all 
2≤s . Theorem 2.4 guarantees the existence of 0>r  such that the system  
 
( ))(exp
)()()(
),[,)()()(
))(),(),((ˆ)()()(
))(),(),((ˆ)()()(
1
1111
12
3
1
2
3
2
12
3
11
iii
iii
ii
wr
exw
ttttw
tutwtktutt
tutwtkttt
τττ
τττ
ττξξ
ξξξ
ξξξξ
−+=
+=
∈+−=
++−=
++−=
+
+++
+


                                            (4.10) 
 
is a robust global sampled-data exponential observer.            
 
 
Example 4.2: Consider the chemostat model ([15]): 
 
( )
( )
),0(),,0(
)(
)(
+∞∈+∞∈
−−=
−−=
SX
XSKSSDS
bDSXX
i μ
μ


                                                   (4.11) 
 
with output XSy )(μ=  and inputs ),[: +∞→ℜ+ θiS , ),[: +∞→ℜ+ θD , where 0, >θK , 0≥b  are constants and 
],0[: maxμμ →ℜ+  is a locally Lipschitz bounded function with 0)0( =μ  and 0)( >Sμ  for all 0>S . Physically, 
the system states X and S represent the biomass concentration and substrate concentration respectively, both positive 
quantities, and ( )2int +ℜ=A  is a positively invariant open set that contains the physically meaningful trajectories of 
the system. The term μ(S)X represents the growth rate of microorganisms and it is a measurable quantity in 
bioreactors with a gaseous product, like anaerobic digesters, where the biogas production rate is proportional to the 
microbial growth rate ([6,12]).  
 
The following “candidate observer”: 
 ( )
( )
))(),(()( 21
22
11
tZtZtZ
KyZSDZ
yZbDZ
i
=
−−=
++−=


                                                        (4.12) 
 
satisfies hypothesis (P1) with IP
2
1= , 0>= θμ . However, it is clear that the “candidate observer” (4.12) does not 
satisfy the requirement ( )2int)( +ℜ=∈ AtZ  for all initial conditions and all times. Here, we will apply the results of 
Section 3 using the smooth injective mapping An →ℜΦ :  defined by  
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⎥⎥⎦
⎤
⎢⎢⎣
⎡=Φ
2
1
)( x
x
e
ex                                                                        (4.13) 
 
We will construct a global exponential observer for system (4.11) under the assumption that there exists 0* >S  such 
that 
( ) 0)()()( ≥′−′− SSSS μμ , for all ],0[, *SSS ∈′                                                 (4.14) 
 
i.e., we will assume that μ  is non-decreasing on the interval ],0[ *S .  
 
Indeed, the smooth injective mapping An →ℜΦ :  defined by (4.14) allows us to determine the vector fields 
( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−
−−= −− 2122
2
)(1
)(),(
21
1
xxxx
x
eeKeuu
bueuxf μ
μ , ⎥⎦
⎤⎢⎣
⎡
−−
++−=
KyZuu
yZbu
uyZk
)(
)(
),,(
221
11 , ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−
++−= −−
−
22
1
1
)(),,(
~
21
1
zz
z
Kyeeuu
yebuuyzk  so 
that all equations (3.1)-(3.7) hold with 12 )(:)( xx eexh μ= , ),( 21 uuu = , Du =1 , iSu =2  and ),[),[ +∞×+∞= θθU . A 
radially unbounded (but not positive definite) function )),4[;(2 +∞ℜ∈ nCW  may be defined by: 
 
22111 23)( xxxxx eeeeexW −− ++++=                                                               (4.15) 
 
Since ( ) ],0( max2 μμ ∈xe , θ≥1u , θ≥2u , we get for all Uux ×ℜ∈ 2),( :  
 
( ) 22122
111
222
1
211
2
maxmax )(3)(2)(),()(
xxxxx
xxx
eeeKeu
uuebuebebuxfxW
−−−
−
−++
+++−−+−−≤∇
θμ
θμθμ
                         (4.16) 
 
Since ],0[: maxμμ →ℜ+  is a locally Lipschitz bounded function with 0)0( =μ  and 0)( >Sμ  for all 0>S , there 
exists a constant 0>γ  such that SS γμ ≤)(  for all 0>S . Therefore (4.16) implies that the following differential 
inequality holds for all Uux ×ℜ∈ 2),( : 
 
2212
111
22
1
211
2
maxmax )(3)(2)(),()(
xxxx
xxx
eeKeu
uuebuebebuxfxW
−−−
−
−++
+++−−+−−≤∇
θγ
θμθμ
 
 
Using the inequalities 1221 2
2
22
2
xxxx eKeeK ⎟⎠
⎞⎜⎝
⎛+≤ −− θ
γθγ , 222 ≥+ −xx ee  in conjunction with the above differential 
inequality, we conclude that (3.8) holds with 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ++⎟⎠
⎞⎜⎝
⎛+−−−−= 1211
2
maxmax 2
1,,
2
)(2,,1max:)( uuubuKbbuK θ
γθμθμ  and arbitrary constant 0≥R . Finally, we 
evaluate the quantity ),,(
~
)( uyzkzW∇  for all Uuz ×ℜ∈ 2),(  and 0>y : 
 
 ( ) 22211 2221211 )(31),,(~)( zzzzz KyeeeuuuebueyuyzkzW −−−− +−+++++≤∇ θ  
 
Using the inequalities 222 ≥+ −zz ee , 211 ≥+ −zz ee  and the above inequality we get for all Uuz ×ℜ∈ 2),(  and 
0>y : 
 
( ) 2222111 )(21,,23max),,(~)( zeKyzWuuubuyuyzkzW −−+⎭⎬⎫⎩⎨⎧ ++≤∇ θ                                  (4.17) 
 ( ) ( ) ( )( ) 2122212211 22221211 )(31),,(~)( zzzzzzzzzz eeeyKeeeKeuuuebueyuyzkzW −−−−− −+−++++++≤∇ μθμ   (4.18) 
 
 16
Again using the fact that there exists a constant 0>γ  such that SS γμ ≤)(  for all 0>S  and the inequality 
1221 2
2
22
2
zzzz eKeeK ⎟⎠
⎞⎜⎝
⎛+≤ −− θ
γθγ , we obtain from (4.17) and (4.18) for all Uuz ×ℜ∈ 2),(  and 0>y : 
 
( )( )( ) 212 2222111 ,min)(2,2,,23max),,(~)( zzz eeeyKKyzWKuuubuyuyzkzW −−−+⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ⎟⎠
⎞⎜⎝
⎛++≤∇ μθθ
γ          (4.19) 
 
Define 1
42
,
2
1,,
2
3max:),(
22
2111 ++⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ⎟⎠
⎞⎜⎝
⎛++= yKeKuuubuyuyc
p
θ
γ , ⎥⎦
⎤⎢⎣
⎡=
10
00
)(zQ , where 0>p  satisfies 
( )*ln Sp ≤−  and is yet to be selected. Inequality (4.19) implies that )(),(),,(~)( zWuycuyzkzW <∇  and (3.9) holds 
with arbitrary )1,0(∈ε  for all Uuz ×ℜ∈ 2),(  and 0>y  with pz −≥2 . It follows from (4.19) that (3.9) holds 
provided that there exists constant )1,0(∈ε  such that the following inequality holds for all 22),( ℜ×ℜ∈xz  with 
pzx −<< 22 :  
( ) ( )( ) ( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−+−
−−−≤− − 22
22
11
1212
2
2 )(1)1(2 xz
xz
xz
pzzxx ee
ee
eeeeeeeK εθμμ                             (4.20) 
 
Using the fact that μ  is non-decreasing on the interval ],0[ *S , we conclude that (4.20) holds for all 22),( ℜ×ℜ∈xz  
with pzx −<< 22 , provided that the following inequality holds:  
 
( ) ( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−+−
−−−≤− −− 22
22
11
11
2
2 )(1)1(2 xz
xz
xz
ppzx ee
ee
eeeeeeK εθμ                              (4.21) 
 
Since 0)0( =μ , continuity of μ  implies that there exists sufficiently large 0>p  such that ( ) ( )pp eeK 21)1(4 −− −−≤ εθμ , which directly implies inequality (4.21). Therefore, we conclude that (3.9) holds with 
arbitrary 0≥a . The global exponential observer will be given by the equations: 
 
( )2212212 111 1),),(()(
)(
ZuyZKyZuuZ
yZbuZ
−Φ+−−=
++=
−λ

                                              (4.22) 
 
where λ  is defined by (3.11) and ]1,0[: →ℜ+p  is an arbitrary locally Lipschitz function that satisfies 1)( =sp  for 
all 1+≥ as  and 0)( =sp  for all as ≤ .            
 
 
 
5. Concluding Remarks 
 
This work developed sufficient conditions for the existence of global exponential observers for two classes of 
nonlinear systems. The first is the class of systems with a globally asymptotically stable compact set. The second is 
the class of systems that evolve on an open proper subset of ℜn. In both cases, the construction starts with a 
“candidate observer”, which is subsequently modified by adding a correction term, in order to satisfy appropriate 
Lyapunov inequalities. In the first class of systems, the “candidate observer” is a local observer over a certain 
compact set, whereas the correction term forces the trajectory to enter the compact set in finite time. In the second 
class of systems, the “candidate observer” does not guarantee that the observer trajectories lie within the open set, but 
this is accomplished through an appropriate correction term. The design of the correction term is performed after 
transforming the system through an appropriate smooth injective map that maps the open set onto ℜn. 
 
The derived continuous-time observer can lead to the construction of a robust global sampled-data exponential 
observer. The ideas developed to handle the second class of systems could find potential use in the context of 
transformation-based observers, relaxing the requirement of a diffeomorphism of ℜn onto ℜn, allowing the image of 
the inverse map to be an open subset of ℜn. 
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Appendix 
 
Proof of Lemma 2.1: The fact that the compact set { }RxVxS n ≤ℜ∈= )(:  is positively invariant for every 
measurable and locally essentially bounded input Uu →ℜ+:  is a direct consequence of differential inequality (2.1). 
Next, we consider the solution ntx ℜ∈)(  of (1.1) with arbitrary initial condition Sxx ∉= 0)0(  (i.e., RxV >)( 0 ) and 
corresponding to arbitrary input Uu →ℜ+: .  
 
There exists ],0(max +∞∈t  such that the solution is defined on ),0[ maxt  (and cannot be extended if +∞<maxt ). 
Define { }RtxVttA ≤∈= ))((:),0[: max . We will show next that ∅≠A . Suppose that ∅=A .  This implies that 
RtxVtV >= ))(()(  for all ),0[ maxtt∈ . Inequality (2.1) implies that 0)( ≤tV  for almost all ),0[ maxtt∈ , which 
implies )())(( 0xVtxV ≤  for all ),0[ maxtt∈ . Since );(2 +ℜℜ∈ nCV  is radially unbounded, it follows from the 
inequality )())(( 0xVtxV ≤  that the solution )(tx  is bounded on ),0[ maxt . Thus, standard theory of ordinary 
differential equations implies that +∞=maxt . Let 0)( 0 >xδ  be defined by { })()(:)(min:)( 00 xVxVRxWx ≤≤=δ . 
Indeed, notice that positivity of 0)( 0 >xδ  is a direct consequence of continuity of W  and compactness of the set { })()(: 0xVxVRx n ≤≤ℜ∈ . Differential inequality (2.1) in conjunction with )())(( 0xVtxV ≤  and 
RtxVtV >= ))(()(  implies that )()( 0xtV δ−≤  for almost all ),0[ +∞∈t . Consequently, we obtain 
txxVtxVR )()())(( 00 δ−≤< , for all 0≥t , which is a contradiction.  
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Since { } ∅≠≤∈= RtxVttA ))((:),0[: max , we define At inf1 = . Continuity of V  implies that 01 >t  and 
RtxV =))(( 1 . Moreover, positive invariance of the compact set { }RxVxS n ≤ℜ∈= )(:  implies that the solution 
exists for all 0≥t  and satisfies RtxV ≤))((  for all 1tt ≥ . Using an argument similar to the one used for the case 
∅=A  we are in a position to establish that )())(( 0xVtxV ≤  for all ),0[ 1tt∈  and )(
)(
0
0
1 x
RxVt δ
−≤ , where 
{ })()(:)(min:)( 00 xVxVRxWx ≤≤=δ .  
 
Finally, define 0:)( 0 =xT  for all Sx ∈0  and )(
)(
:)(
0
0
0 x
RxVxT δ
−=  for all Sx ∉0 , where 
{ })()(:)(min:)( 00 xVxVRxWx ≤≤=δ .  The above analysis guarantees that RtxV ≤))((  for all ( )0xTt ≥  and that 
( )RxVtxV ),(max))(( 0≤  for all 0≥t . Continuity of the function +ℜ→ℜnT :  is a direct consequence of continuity 
of WV ,  and the fact that the level sets of V  are compact sets. The proof is complete.           
 
 
Proof of the claim that system (3.16) is forward complete:  First notice that for every initial condition and every 
input the component )(tx  of the solution ))(),(( tztx  of system (3.16) is defined for all 0≥t . This follows from the 
fact that (1.1), (1.2) is forward complete.  
 
By virtue of the definition ( )′∇∇−∇= )()()()),(,()),(,(~)(),,( zWzQzWuxhzuxhzkzWuxzW λ  and the fact that W  is 
a radially unbounded function, we guarantee the existence of a continuous function ),1[)(:~ +∞→×UAHc  such that: 
 
)),((~),,( uxhcuxzW ≤ , for all  Uu∈ , nnxz ℜ×ℜ∈),(  with 1)( +≤ azW                              (A.1) 
 
Inequality (A.1) in conjunction with (3.15) shows that there exists a continuous function ),1[)(:ˆ +∞→×UAHc  such 
that: 
 
)()),((ˆ),,( zWuxhcuxzW ≤ , for all  Uu∈ , nnxz ℜ×ℜ∈),(                                              (A.2) 
 
The differential inequality (A.2) shows that the solution ))(),(( tztx  of system (3.16) satisfies the following inequality 
for almost all 0≥t  for which the solution exists: 
 
)()()( tWttW β≤                                                                                     (A.3) 
 
where ))(()( tzWtW =  and ))()),(((ˆ:)( tutxhct =β . The differential inequality (A.3) shows that 
))0(()(exp))((
0
zWdsstzW
t
⎟⎟⎠
⎞
⎜⎜⎝
⎛
≤ ∫ β  for all 0≥t  for which the solution exists. Moreover, the inequality 
))0(()(exp))((
0
zWdsstzW
t
⎟⎟⎠
⎞
⎜⎜⎝
⎛
≤ ∫ β  shows that ))(( tzW  remains bounded on bounded intervals of time. Using the fact 
that W  is a radially unbounded function and a standard contradiction argument, we conclude that the solution 
))(),(( tztx  of system (3.16) is defined for all 0≥t . The proof is complete.        
 
 
 
