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Abstract-This paper addresses the problem of predicting the region of safe passage 
for a ship given widely spaced and random depth soundings. The problem is recognized 
as one of interpolation and surface generation. Shepard’s method of inverse distance 
weighting (IDW) is presented as an appropriate modelling technique. The history and 
workings of this technique are described. The parameters of IDW are discussed. and 
their influence on the outcome is explained. This is followed by a description of the 
computer programs developed to implement this technique and apply it to the data 
provided. The resultant safe region is presented in graphical form. A possible testing 
scheme is presented, followed by a discussion of possible predictors of error. An eval- 
uation system designed to compare one interpolation technique to another is also pre- 
sented. Finally the advantages and disadvantages of IDW are discussed. 
RESTATEMENT OF THE PROBLEM 
Table 1 gives the depth Z of water in feet for surface points with rectangular coordinates 
X, Yin yards. The depth measurements lvere taken at low tide. Your ship has a draft of 
5 ft. What region should you avoid within the rectangle (75,200) x (-50, 150)? 
The problem is to find the region of surface coordinates that have depths less than i 
ft. The data provided do not accurately identify this region. Therefore, some sort of 
interpolation technique must be applied to the data in order to estimate values of Z it 
points where depth has not been directly measured. Once estimated, these values of Z 
will be used to form a contour that approximates the bottom. Then the region of depths 
less than 5 ft will be identified. 
ASSUMPTIONS AND JUSTIFICATION 
First we assume that depth is a regionalized variable. This means that the value of the 
variable at a point is dependent on its value in the surrounding region. Also, this effect 
is less pronounced for distant points than it is for local points. Secondly we assume that 
the bottom is smooth compared to the scale of our interpolation. Our third assumption 
is that the measured points with which we have been provided are exact. Note that the 
random spacing of the data prohibits the use of traditional techniques of interpolation. 
such as splines. These assumptions indicate the possible use of Shepard’s technique of 
inverse distance weighting or IDW. 
MODEL DESIGN 
IDW is perhaps the most widely used computer interpolation technique in the geo- 
sciences. It first appeared in the geological journals of 1964 in the context of contour 
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Table I. Given data for problem 
x Y Z 
1'9.0 
110.0 
108.5 
88.0 
185.5 
195.0 
105.5 
157.5 
107.5 
77.0 
81.0 
162.0 
162.0 
117.5 
7.5 
111.5 
28.0 
117.0 
11 5 __._ 
137.5 
85.5 
-6.5 
-81.0 
3.0 
56.5 
-66.5 
81.0 
-38.5 
4 
8 
6 
8 
6 
8 
8 
9 
9 
8 
8 
9 
1 
9 
mapping and mineral deposit extrapolation. An elaborated form of IDW formed the basis 
for IBMs first contouring and gridding programs of 1965. Elaborated forms of the technique 
are common topics in mathematical geology journals today[ I]. 
The basic method of IDW consists of estimating the effects of.data points on extrap- 
olated points. The value of each extrapolated point is a linear combination of the values 
of surrounding data points or, as we will refer to them, “control points.” As intuition 
suggests, the influence of each control point is inversely proportional to the separation 
distance D raised to an appropriate power p (the effect of p will be discussed later). The 
coefficients of the linear combination must be normalized in order to avoid discontinuities 
in the interpolated floor. Hence the coefficient for each control point is the product of D 
raised to the -p and a normalization constant. Thus the value of each estimated point is 
z- = i c,z, 
i= I 
where 
c, =$ and 
I 
(Ref. [I]). It is the process of normalization which prevents the weighting factor from 
approaching infinity as values close to control points are estimated. 
Since there may be thousands of control points the modeler may opt to disregard points 
outside a chosen radius. This reduces the number of less important computations and also 
eliminates the cumulative effect of distant control points which could mask local trends. 
This procedure was unnecessary in our case due to the scant number of control points. 
Having presented the technique of IDW, we will now discuss its general properties. 
There can be no maxima or minima in the interpolated surface except near control points. 
Normalization of the coefficients prevents the interpolated surface from exceeding the 
extreme values of the control points. 
The weighting of the coefficients can be varied from a local bias to a nearly equal bias 
by increasing ordecreasingp. respectively. Local biasing increases the influence of nearby 
points relative to distant points. while equal biasing results in uniform influence of all 
points, regardless of distance. Nearly equal biasing is achieved only at the price of dis- 
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continuities at the control points (see Fig. I ). For \.ery high values of p, the extrapolated 
points near each control point take on the v-alue of the control point. The resultant surface 
resembles a series of polygonal plateaus around each point connected by quickly changing 
boundaries. This surface is highly artificial and should be avoided. 
IDW weighting is related only to distance-it is not “ridge preserving.” More so- 
phisticated versions of IDW have weighting schemes biased toward control points of 
similar height or with similar tangent planes. These provisions insure that an isocline 
between two similarly valued controls will be preserved. instead of being distorted by a 
nearby valley or peak. 
In order to implement the IDW technique. tbvo computer programs were used. The 
first, MAINCONT, was written just for this model (see the Appendix). It passed the 
variable P and another variable ,bf. indicating the coarseness of the grid on which points 
are to be interpolated. Using these parameters and the IDW technique MAINCONT cal- 
culates the estimated value of the function at each node of the grid. These values are used 
by a second program which plots the contours. This second program was written in house 
by Dr. Paul Yale. It works by identifyin, 0 nearest neighbors with values similar to the 
depth of the variable to be plotted and drawing lines between them. It is able to identify 
branch points in the isoclines and draw them correctly. 
It is clear that as the grid of estimated points is made finer, the surface will pass closer 
to the control points. By euperimentin, 0 with different grid sizes, it was found that esti- 
mating at 1 yd intervals was sufficiently fine to include all of the control points. Using 
similar experimentation it was found that a value of i for p Lvas large enough to result in 
appropriately pessimistic contours but not so large to result in the unnatural plateaus 
discussed above. 
The dangerous regions to the ship are bounded by the S ft isocline. The critical iscoclines 
predicted by this model are shown in Fig. Z(a). 
VERIFICATION AXD TESTING 
The random distribution of our control points precludes any simple theoretical dis- 
cussion of error: for IDW, only empirical error models bvere found in the literature. To 
test the accuracy of our results, we propose to revisit the region we have attempted to 
model to collect supplemental data. They should be collected at regularly spaced intervals. 
independent of the original control points. The root mean square (RMS) error should then 
be calculated. The RMS error. as a percentage of the total range of data. can be used as 
Fig. I. Behavior of the interpolated zurfr~e at the d~la points for three categories of the power parameter. 
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Fig. 2. (a) The critical iscoclines. (b) An alternative method of graphing the surface. 
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a measure of the accuracy of our model. However, standardized error levels for surface 
interpolation could not be located. 
With these results in hand. graphical relations can be found between error and control 
point density, slope, weighting exponent, and type of terrain. The intent is to produce 
results which can be applied to future modeling with similar techniques. 
Probable error, as opposed to the actual error, can be related to local slope. This has 
been understood since the work of Koppe in 1905[2]. His much used empirically derived 
result is 
MI, = A tan CL + B. 
where Mh is the RMS error in depth, tan cx is the terrain slope at the measurement, and 
A and B are constants which must be experimentally determined for each project (corn- 
bination of modelling technique and terrain). However, similar projects often have the 
same A and B. 
It is expected that error be somehow inversely proportional to control point density. 
But the varying slopes of terrain often make a direct measure of error as a function of 
control point density untenable. The Koppe error-slope formula solves this problem b! 
permitting us to scale error measurements to the slope of each subarea within the modeled 
region. 
The most useful error function for the modeler is the dependence of RXfS error on the 
exponent p; the optimal value for p can be found by minimizing the RhfS error. Since 
different types of terrains have differently shaped contours. characteristic exponents might 
be found for specific terrains. For example, the smooth contours of sandstone suggest a 
“smooth” exponent in the region of 2 or 3, while the square shape of granite suggests a 
higher exponent. 
The above discussion has been concerned with error in depth measurement. But how 
is an error in depth related to an error in contour line placement’? From Fig. 3 it follo\\s 
that for an error AY,, in depth, the contour error M, at that point is 
M, = &Il,itan CL. 
Contour height 
Vl,’ = I (A i B tan a):‘tan a 
WI,, = = (A cot cx - Bb 
Fig. 3. Relation of ,)I,, to III,, (From Ref. [I]). p. 2891. 
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This allows us to estimate the confidence of isoclines derived from the interpolated surface. 
The above discussion suggests the possibility of using a standardized test to evaluate 
the interpolative validity of various techniques. This test could include a standardized 
mathematical surface with small wavelength features as well as long-range trends to which 
the models can be applied. 
DISCUSSION 
The failure of this model are fairly limiting. It will not allow the estimated surface to 
extend beyond the range of the control points. It is not “ridge preserving” in the sense 
that highly similar control points are weighted equally with dissimilar control points. Also. 
this model can supply neither an analytical estimate of its error nor confidence intervals 
on its predictions. 
On the other hand, the major virtue of this model is its intuitive attractiveness. It is 
very simple to understand and implement. It is also fairly easy on computing time and 
does not require sophisticated softvvare packages to solve systems of equations or other 
computational problems. These characteristics make IDW a highly useable technique that 
can be applied in a wide range of situations-as evidenced by its popularity in the 
geosciences. 
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