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HIGHER CODIMENSIONAL UEDA THEORY FOR A COMPACT
SUBMANIFOLD WITH UNITARY FLAT NORMAL BUNDLE
TAKAYUKI KOIKE
Abstract. Let Y be a compact complex manifold embedded in a complex manifold
with unitary flat normal bundle. Our interest is in a sort of the linearizability problem
of a neighborhood of Y . As a higher-codimensional generalization of Ueda’s result, we
give a sufficient condition for the existence of a non-singular holomorphic foliation on a
neighborhood of Y which includes Y as a leaf with unitary-linear holonomy. We apply
this result to the existence problem of a smooth Hermitian metric with semi-positive
curvature on a nef line bundle.
1. Introduction
Let X be a complex manifold and Y be a complex submanifold of codimension r. Our
interest is in the analytic structure of a neighborhood of Y when the normal bundle
NY/X is unitary flat. We say that a holomorphic vector bundle E on Y is unitary flat if
E ∈ Image (H1(Y, U(r)) → H1(Y,GLr(OY ))), or equivalently, the transition matrices of
E can be chosen to be U(r)-valued locally constant functions, where U(r) is the set of
r × r unitary matrices. A unitary flat vector bundle E admits a flat connection whose
monodromy ρE is a unitary representation of the fundamental group π1(Y, ∗) of Y (see §2.1
for the details). Our interest is in a sort of the linearizability problem of a neighborhood
of Y . In other words, we are interested in comparing a neighborhood of Y in X and of
the zero section in NY/X . One main goal of this paper is to investigate the existence of a
holomorphic foliation F of codimension r on a neighborhood of Y which includes Y as a
leaf with HolF ,Y = ρNY/X , where HolF ,Y is the holonomy of F along Y .
In [A], Arnol’d studied a neighborhood of an elliptic curve Y by applying a lineariz-
ing technique as in [Si]. In [U], Ueda studied the case where Y is any compact com-
plex curve and r = 1. For such a pair (Y,X), Ueda posed so-called the Ueda class
un(Y,X) ∈ H
1(Y,N−nY/X) := H
1(Y,OY (N
⊗−n
Y/X )) as an obstruction of the linearization of
a neighborhood of Y in n-jet along Y (n ≥ 1). The pair (Y,X) is of infinite type if
un(Y,X) = 0 holds for each n ≥ 1. When (Y,X) is of infinite type, Ueda generalized
the result of Arnol’d. He showed that an infinite type pair (Y,X) admits the foliation
F as above if NY/X is a torsion element of P(Y ) := Image (H
1(Y, U(1)) → H1(Y,O∗Y )),
or satisfies the following Diophantine-type condition: there exists a constant A > 0 such
that d(I
(1)
Y , N
m
Y/X) ≥ (2m)
−A holds for any m ≥ 1. Here I
(1)
Y is the holomorphically trivial
line bundle on Y and d is an invariant distance on P(Y ) ([U, Theorem 3], see [U, §4.1]
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for the details). Note that the proof of [U, Theorem 3] works not only when Y is a curve,
but also when Y is a compact complex manifold of arbitrary dimension.
We generalize Ueda’s theory to the case where the codimension r of Y is greater than
1. We will define the obstruction class un(Y,X) ∈ H
1(Y,NY/X⊗S
n+1N∗Y/X) as a straight-
forward generalization of the Ueda class and generalize [U, Theorem 3] to the pair (Y,X)
of infinite type with NY/X ∈ E
(r)
0 (Y )∪E
(r)
1 (Y ). Here we denote by S
n+1N∗Y/X the n+1-th
symmetric tensor bundle, E
(r)
0 (Y ) the set {Eρ | #(Image ρ) <∞}, and by E
(r)
1 (Y ) the set{
Eρ
∣∣∣π∗Eρ ∈ S(r)A (Y˜ ) for some finite normal covering π : Y˜ → Y and A > 0} ,
where Eρ is the unitary flat vector bundle of rank r which corresponds to a unitary
representation ρ of π1(Y, ∗) (see §2.1 for the correspondence) and S
(r)
A (Y˜ ) is the set{
r⊕
λ=1
Lλ
∣∣∣∣Lλ ∈ P(Y˜ ), d(I(1)Y˜ , ⊗rλ=1 Laλλ ) ≥ 1(2|a|)A for a = (aλ)λ ∈ Zr with |a| ≥ 1
}
(|a| := a1 + a2 + · · ·+ ar).
Theorem 1.1. Let X be a complex manifold and Y be a complex submanifold of codi-
mension r with NY/X ∈ E
(r)
0 (Y ) ∪ E
(r)
1 (Y ). Assume that the pair (Y,X) is of infinite type
(i.e. un(Y,X) = 0 for each n ≥ 1). Then the following holds:
(i) There exists a non-singular holomorphic foliation F of codimension r on some neigh-
borhood V of Y which includes Y as a leaf with HolF ,Y = ρNY/X .
(ii) For each hypersurface S such that Y ⊂ S and NY/S is unitary flat, there exists a non-
singular holomorphic foliation GS of codimension 1 on V with the following properties by
shrinking V if necessary: GS includes S∩V as a leaf with U(1)-linear holonomy, and each
leaf of F is holomorphically immersed into a leaf of GS. Especially, S ∩ V is the union of
leaves of F .
Note that the assertion (i) in Theorem 1.1 implies the existence of a deformation family
of Y when NY/X ∈ E
(r)
0 (Y ). Note also that, for each unitary flat subbundle E ⊂ NY/X , the
assertion (i) implies the existence of a submanifold Z ⊂ V with Y ⊂ Z and NY/Z = E (see
Remark 2.6). Especially, when NY/X admits a direct decomposition to r unitary flat line
bundles, it is observed from Theorem 1.1 (i) that Y is realized as a transversal intersection
of r non-singular hypersurfaces of a neighborhood of Y in X if NY/X ∈ E
(r)
0 (Y ) ∪ E
(r)
1 (Y )
and the pair (Y,X) is of infinite type. As the pair (Y,X) is always of infinite type when
H1(Y,NY/X ⊗ S
n+1N∗Y/X) = 0 for each n ≥ 1, Theorem 1.1 (i) can be applied to the case
where, for example, Y is an elliptic curve and NY/X ∈ E
(r)
1 (Y ). In this sense, Theorem
1.1 (i) can be also regarded as a generalization of the result of Arnol’d for elliptic curves.
Theorem 1.1 (ii) can be applied to the semi-positivity problem (the existence problem
of a C∞ Hermitian metric with semi-positive curvature) on a holomorphic line bundle,
since the assertion (ii) implies the unitary flatness of the line bundle [S] on V .
Corollary 1.2. Let X be a complex manifold of dimension n and L be a holomorphic
line bundle on X. Take D1, D2, . . . , Dn−1 ∈ |L|. Assume that C :=
⋂n−1
λ=1Dλ is a smooth
elliptic curve, L|C ∈ E
(1)
1 (C), and {Dλ}
n−1
λ=1 intersects transversally along C. Then L is
semi-positive (i.e. L admits a C∞ Hermitian metric with semi-positive curvature).
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Note that L as in Corollary 1.2 has C as a stable base locus: C = SB(L) :=
⋂
m≥1 Bs |L
m|.
Corollary 1.2 can be applied to the example of the blow-up of a del Pezzo manifold at a
general point as follows:
Corollary 1.3. Let (V, L) be a del Pezzo manifold of degree 1 (i.e. V is a projective
manifold of dimension n and L is an ample line bundle on V with K−1V
∼= Ln−1 and the
self-intersection number (Ln) is equal to 1), and C ⊂ V be an intersection of general
n − 1 elements of |L|. For each point q ∈ C with L|C ⊗ [−q] ∈ E
(0)
1 (C) ∪ E
(1)
1 (C), the
anti-canonical bundle of the blow-up of V at q is semi-positive.
We remark that Corollary 1.3 can be regarded as a generalization of the known phe-
nomena for the blow-up of P2 at general nine points ([A], [B], [U], see also [D, §1]), or
the blow-up of P3 at general eight points ([K2, Corollary 1]. Note that this result can be
re-proved by using [KO, Theorem 1.4, Remark 3.12], which is a corrected form of [K2,
Theorem 1]).
The organization of the paper is as follows. In §2, we summarize some fundamental
facts and notations on the unitary flat vector bundles on a compact complex manifold
and local defining functions of compact submanifolds. In §3, we give the definitions of the
obstruction class un(Y,X) and the type of the pair (Y,X). In §4, we prove Theorem 1.1.
In §5, we show Corollary 1.2. In §6, we give some examples. Here we will prove Corollary
1.3. In §7, we list some remaining problems.
Acknowledgment. The author would like to give heartful thanks to Prof. Tetsuo
Ueda whose comments and suggestions were of inestimable value for my study. He thanks
Prof. Kento Fujita who taught him an example of the blow-up of a del Pezzo manifold
at a general point. He also thanks Prof. Noboru Ogawa for helpful comments and warm
encouragements. He is supported by the Grant-in-Aid for Scientific Research (KAKENHI
No.28-4196) and the Grant-in-Aid for JSPS fellows.
2. Preliminaries
2.1. Unitary flat vector bundles on compact complex manifolds. Let Y be a
compact complex manifold and E be a holomorphic vector bundle on Y . We say that
E is unitary flat if E ∈ Image (H1(Y, U(r)) → H1(Y,GLr(OY ))). It means that, for a
suitable choice of an open covering {Uj} of Y and a local frame ej = (e
1
j , e
2
j , . . . , e
r
j) of E
on each Uj , the transition matrix Tjk of {(Uj , ej)} on each Ujk := Uj ∩Uk can be a locally
constant function values in U(r): i.e. for some Tjk ∈ U(r), it holds that ej = Tjkek, or
equivalently, eλj =
∑r
µ=1(Tjk)
λ
µ · e
µ
k . Here we denote by (Tjk)
λ
µ the (λ, µ)-th entry of Tjk.
For a unitary flat vector bundle E, we can define a unitary flat metric h on E by regarding
each ej as an orthonormal frame. By using this h, we obtain:
Lemma 2.1. Let aj,λ : Uj → C be a holomorphic function. Assume that {(Uj ,
∑r
λ=1 aj,λ ·
eλj )} glue up to define a holomorphic global section a of E. Then aj,λ is a locally constant
function on each Uj.
Proof. (see also the proof of [Se, §1 Proposition 1]) By applying the maximal principle to
the psh (plurisubharmonic) function |a|2h, we obtain |a|
2
h ≡ C for some constant C. As it
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holds that |aj,λ|
2 = C −
∑
λ6=µ |aj,µ|
2 on each Uj , we conclude that |aj,λ|
2 is pluriharmonic
for each λ = 1, 2, . . . , r, which proves the lemma. 
By considering the monodromy of the Chern connection of h, we obtain a unitary
representation ρ = ρE : π1(Y, ∗) → U(r). Conversely, for a given unitary representation
ρ : π1(Y, ∗)→ U(r), we can construct a unitary flat vector bundle Eρ by
Eρ := Y˜ × C
r/ ∼ρ,
where Y˜ → Y is the universal covering of Y and ∼ρ is the relation defined by (z, v) ∼ρ
(γz, ρ(γ)v) for each (z, v) ∈ Y˜ × Cr and γ ∈ π1(Y, ∗).
Proposition 2.2. The above gives 1 : 1-correspondence between the image of the
natural map H1(Y, U(r)) → H1(Y,GLr(OY )) and the set {ρ : U(r)−representation of
π1(Y, ∗)}/ ∼, where ρ ∼ ρ
′ means that there exists A ∈ GLr(C) such that A
−1 · ρ ·A = ρ′
holds.
For proving Proposition 2.2, we need the following:
Lemma 2.3. Let E and F be unitary flat vector bundles on Y . Assume that E and F
are isomorphic to each other as holomorphic vector bundles. Then the image of E and F
by the natural map H1(Y, U(r))→ H1(Y,GLr(C)) coincide with each other.
Proof. The lemma is shown by applying Lemma 2.1 to a global section of the unitary
flat vector bundle Hom(E, F ) ∼= E∗ ⊗ F . See the proof of [Se, §1 Proposition 1] for the
details. 
Proof of Proposition 2.2. Let E be a unitary flat vector bundle. Take {(Uj, ej)} and
ρ = ρE as above. Let {(Uj, fj = (f
1
j , f
2
j , . . . , f
r
j ))} be another local frame of E with
fj = Sjkfk on each Ujk (Sjk ∈ U(r)), and ρ
′ : π1(Y, ∗)→ U(r) be the monodromy defined
by using fj as an orthonormal frame on each Uj . By Lemma 2.3, we can take Aj ∈ GLr(C)
for each j with AjSjk = TjkAk. Then, for each loop γ of Y with a base point ∗ ∈ Uj, we
can calculate that ρ([γ]) = Aj · ρ
′([γ]) · A−1j , which proves ρ ∼ ρ
′.
Conversely, let ρ and ρ′ be two U(r)-representations of π1(Y, ∗) with ρ ∼ ρ
′. Take
A ∈ GLr(C) such that A
−1 · ρ · A = ρ′. Define the map F : Y˜ × Cr → Y˜ × Cr by
F (z, v) := (z, A−1 ·v). Then it is easily observed that F induces an isomorphism Eρ ∼= Eρ′ ,
which proves the proposition. 
Remark 2.4. The definition of the relation ∼ in Proposition 2.2 can be replaced by
the following one: we say ρ ∼ ρ′ if there exists U ∈ U(r) such that U−1 · ρ · U = ρ′
holds. It is because, for each A ∈ GLr(C) and S ∈ U(r) with A
−1 · S ·A ∈ U(r), it holds
that A−1 · S · A = U−1A · S · UA, where UA is the unitary part of the polar decomposition
A = UA·PA. Therefore, by the same argument as in the proof of Proposition 2.2, we obtain
that the image of H1(Y, U(r))→ H1(Y,GLr(OY )) is naturally isomorphic to H
1(Y, U(r)),
or equivalently, the natural map H1(Y, U(r))→ H1(Y,GLr(OY )) is injective.
Remark 2.5. Here we give another (more direct) proof of the injectivity of the natural
map i : H1(Y, U(r))→ H1(Y,GLr(OY )), which was taught by Professor Tetsuo Ueda. Let
E := {(Ujk, Tjk)} and F := {(Ujk, Sjk)} be elements of H
1(Y, U(r)) with i(E) = i(F ). By
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Lemma 2.3, we can take Aj ∈ GLr(C) for each j such that SjkAk = AjTjk holds. Denote
by Aj = PjUj the polar decomposition of Aj , where Pj is the positive definite Hermitian
part and Uj is the unitary part. Then we have (SjkPkS
−1
jk ) · (SjkUk) = Pj · (UjTjk). By
the uniqueness of the polar decomposition, we obtain SjkUk = UjTjk.
Remark 2.6. Let F be a holomorpchic subbundle of a unitary flat vector bundle E
on Y . Then it follows from the same argument as in the proof of Lemma 2.3 that F is a
unitary flat subbundle of E: i.e. F is the unitary flat vector bundle which corresponds to
a unitray subrepresentation of ρE .
2.2. Local defining functions. Let X be a complex manifold X and Y be a compact
complex submanifold of codimension r with unitary flat normal bundle. Take a sufficiently
fine open covering {Uj} of Y . In this paper, we always assume that #{Uj} <∞ and that
Uj and Ujk are simply connected and Stein for each j and k. Denote by zj a coordinate
of Uj . Take a sufficiently small tubular neighborhood V of Y in X and an open covering
{Vj} of V with Vj ∩ Y = Uj for each j. By shrinking V and Vj ’s if necessary, we may
assume that Ujk 6= ∅ iff Vjk 6= ∅.
Take a defining functions system wj = (w
1
j , w
2
j , . . . , w
r
j ) of Uj in Vj . We regard (zj , wj)
as a coordinates system of Vj. Note that, here we denote by the same letter zj an extension
of zj to Vj. In what follows, we always use the same zj ’s even though we often change
wj’s and shrink V and Vj ’s. More precisely, we fix a local projection pj : Vj → Uj and, for
any function f defined on Uj , we always use the pull back p
∗
j for extending f to Vj and
denote p∗jf by the same letter f(zj).
As NY/X is unitary flat, we can take a local frame ej = (e
1
j , e
2
j , · · · e
r
j) of the conormal
bundle N∗Y/X on Uj with ej = Tjkek for each j, k (Tjk ∈ U(r)). By changing wj if necessary,
we may assume that dwj = ej holds on each Uj (Consider a new defining functions system
Mj(zj) · wj if ej = Mj(zj) · dwj|Uj). In what follows, we always assume this condition for
the system {wj}. Then it follows that the expansion of the function (
∑r
µ=1(Tjk)
λ
µ ·w
µ
k )|Vjk
in the variables wj is in the form of
∑r
µ=1(Tjk)
λ
µ · w
µ
k = w
λ
j + O(|wj|
2), where we denote
by O(|wj|
2) the higher order terms. Let us denote this expansion by
r∑
µ=1
(Tjk)
λ
µ · w
µ
k = w
λ
j +
∑
|α|≥2
fλkj,α(zj) · w
α
j ,
where α = (α1, α2, . . . , αr) ∈ (Z≥0)
r, |α| := α1 + α2 + · · · + αr, and w
α
j :=
∏r
λ=1(w
λ
j )
αλ .
We also denote this expansion by
(1) Tjkwk = wj +
∑
|α|≥2
fkj,α(zj) · w
α
j ,
where
wj =

w1j
w2j
...
wrj
 , fkj,α =

f 1kj,α
f 2kj,α
...
f rkj,α
 .
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We denote by e∗j = (e
∗
j,1, e
∗
j,2, . . . , e
∗
j,r) the dual of ej and regard it as a local frame of
NY/X . For each α with |α| = n, we denote by e
α
j the local section
∏r
λ=1(e
λ
j )
αλ of the
symmetric tensor bundle SnN∗Y/X . Then {e
α
j }|α|=n forms a local frame of S
nN∗Y/X on Uj .
On each Ujk, it holds that e
α
j =
∏r
λ=1(
∑r
µ=1(Tjk)
λ
µ · e
µ
k)
αλ . Let us denote by ταjk,β the
coefficient of eβk in the expansion of the right hand side: i.e.
eαj =
∑
|β|=n
ταjk,β · e
β
k .
Remark 2.7. Note that the matrix (ταjk,β) need not be unitary when r > 1, however
the vector bundle SnN∗Y/X itself is unitary flat. Here we explain the unitary flat structure
of SnN∗Y/X induced from the orthonormal frames {(Uj, ej)} of N
∗
Y/X . Let us consider the
local sections {
eλ1j ⊗ e
λ2
j ⊗ · · · ⊗ e
λn
j
∣∣λp ∈ {1, 2, . . . , r}}
of
⊗nN∗Y/X := N∗Y/X ⊗ N∗Y/X ⊗ · · · ⊗ N∗Y/X and regard it as a local frame on each Uj .
Then, as the transition matrix on Ujk is equal to Sjk ⊗ Sjk ⊗ · · · ⊗ Sjk ∈ U(r
n), this local
frame can be regarded as a orthonormal frame of the unitary flat metric induced from
that of N∗Y/X . By regarding each symmetric section of
⊗nN∗Y/X as a section of SnN∗Y/X
in the usual manner, we can regard SnN∗Y/X as a unitary flat subbundle of
⊗nN∗Y/X with
an orthonormal frame {
√
n!/α! ·eαj }α on each Uj , which induces the unitary flat structure
of SnNY/X (α! :=
∏r
λ=1 αλ!).
3. The obstruction classes and the type of the pair (Y,X)
3.1. Definition of the obstruction classes. Take {(Uj, zj)}, {(Vj, (zj, wj))}, {ej}, and
{(Ujk, Tjk)} as in §2.2. In this section, we will define the obstruction class un(Y,X) as a
straightforward generalization of the Ueda class.
Definition 3.1. We say that the system {(Vj, wj)} is of type n (n ≥ 1) if the coefficient
function fkj,α in the expansion (1) is equal to 0 for any α with |α| ≤ n on each Ujk.
Let {(Vj , wj)} be a system of type n. Then, by definition, the expansion (1) can be
written as follows: Tjkwk = wj +
∑
|α|≥n+1 fkj,α(zj) · w
α
j . For
fkj,n+1 =

f 1kj,n+1
f 2kj,n+1
...
f rkj,n+1
 := ∑
|α|=n+1

f 1kj,α
f 2kj,α
...
f rkj,α
 · eαj ,
we can show the following:
Lemma 3.2. The system {(Ujk,
∑r
λ=1 e
∗
j,λ ⊗ f
λ
kj,n+1)} satisfies the 1-cocycle condition:
i.e. {(Ujk,
∑r
λ=1 e
∗
j,λ ⊗ f
λ
kj,n+1)} ∈ Zˇ
1(Y,NY/X ⊗ S
n+1N∗Y/X).
Proof. The lemma can be shown by summing the expansions of Tjkwk−wj, Tjk · (Tkℓwℓ−
wk), and Tjℓ · (Tℓjwj − wℓ) on Vjkℓ and comparing the terms with w
α
j of the both hand
sides for each α with |α| = n + 1. 
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Definition 3.3. For a system {(Vj, wj)} of type n, we denote by un(Y,X) = un(Y,X ; {wj})
the class [{(Ujk,
∑r
λ=1 e
∗
j,λ⊗ f
λ
kj,n+1)}] ∈ H
1(Y,NY/X ⊗S
n+1N∗Y/X) and call it the n-th ob-
struction class.
Lemma 3.4. Let {(Vj, wj)} be a system of type n with dwj|Uj = ej for each j. Assume
un(Y,X ; {wj}) = 0. Then there exists a system {(Uj , ŵj)} of type n+ 1 with dŵj|Uj = ej
for each j.
Proof. From the assumption un(Y,X ; {wj}) = 0, we can take
fj =

f 1j
f 2j
...
f rj
 = ∑
|α|=n+1

f 1j,α
f 2j,α
...
f rj,α
 · eαj
such that
fj,α −
∑
|β|=n+1
Tjkfk,βτ
β
kj,α = fkj,α
holds on Ujk for each α with |α| = n+ 1. Define a new system {ŵj} by
ŵλj := w
λ
j +
∑
|α|=n+1
fλj,α(zj) · w
α
j .
Then it follows from a simple computation that the system {ŵj} is of type n + 1 with
dŵj|Uj = dwj|Uj , which proves the lemma. 
Remark 3.5. Here we consider the case where NY/X admits a direct decomposition
NY/X = N1⊕N2⊕· · ·⊕Nr such that each Nλ is a unitary flat line bundle on Y . It follows
from Schur’s lemma that such Nλ’s are unique up to ordering and isomorphism (Note that,
as we mentioned in Remark 2.4, two unitary flat line bundles are isomorphic to each other
iff the corresponding unitary representations coincide, see also [U, Proposition 1 (2)]). In
this case, the transition matrix Tjk is written in the form Tjk = diag (t
1
jk, t
2
jk, . . . , t
r
jk)
(tλjk ∈ U(1)). Then it holds that
ταkj,β =
t
−α
jk :=
r∏
λ=1
(tλjk)
−αλ (β = α)
0 (otherwise),
which induces a direct decomposition NY/X ⊗ S
n+1N∗Y/X =
⊕r
λ=1
⊕
|α|=n+1Nλ ⊗ N
−1
α
(Nα :=
⊗r
λ=1N
αλ
λ ). Accordingly, we have a decomposition
un(Y,X ; {wj}) = (u
λ
α(Y,X ; {wj}))λ,α ∈
r⊕
λ=1
⊕
|α|=n+1
H1(Y,Nλ ⊗N
−1
α )
of the n-th obstruction class in this case. It is easily observed that uλα(Y,X ; {wj}) =
[{(Ujk, f
λ
kj,α)}] ∈ H
1(Y,Nλ ⊗N
−1
α ).
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3.2. Well-definedness of the obstruction classes and the type of the pair (Y,X).
Take {Uj}, {Vj}, {ej}, {wj}, and {Tjk} as in §2.2. In this subsection, we study the depen-
dence of the n-th obstruction class un(Y,X ; {wj}) on a system {(Vj, wj)} of type n.
Lemma 3.6. Let {(Vj, wj)} and {(Vj, ŵj)} be systems of type n such that dwj = dŵj = ej
holds on each Uj. Then, un(Y,X ; {wj}) = un(Y,X ; {ŵj}).
Proof. Let
Tjkwk = wj +
∑
|α|≥n+1
fkj,α(zj) · w
α
j ,
Tjkŵk = ŵj +
∑
|α|≥n+1
f̂kj,α(zj) · ŵ
α
j
be the expansions as in (1). It holds from the assumption dwj = dŵj that the expansion
of ŵj in wj is in the form of ŵ
λ
j = w
λ
j +
∑
|α|≥2 a
λ
j,α(zj) ·w
α
j , which in what follows we will
denote by
ŵj = wj +
∑
|α|≥2
aj,α(zj) · w
α
j .
Let ν0 be the maximum of the set of all ν ∈ Z≥2 such that aj,α ≡ 0 holds for any α
with |α| < ν for each j. When ν0 > n + 1, it follows from ŵj = wj + O(|wj|
n+2) that
fkj,α = f̂kj,α, which proves the lemma. When ν0 = n+ 1, we can calculate that
Tjkŵk − ŵj =
∑
|β|=n+1
fkj,β − aj,β + Tjk ∑
|α|=n+1
ak,α · τ
α
kj,β
 · wβj +O(|wj|n+2).(2)
By comparing the coefficients, we obtain the equationδ

Uj, r∑
λ=1
∑
|β|=n+1
aλj,β · e
∗
j,β ⊗ e
β
j

 = un(Y,X ; {wj})− un(Y,X ; {ŵj})
in Zˇ1({Uj}, NY/X⊗S
n+1N∗Y/X), which proves the lemma. Finally, we will show the lemma
for ν0 = ν by assuming the lemma for ν0 = ν + 1. As we may assume that 2 ≤ ν ≤ n,
it holds from the calculation as (2) that {(Uj ,
∑
λ,|β|=ν a
λ
j,β · e
∗
j,λ ⊗ e
β
j )} glue up to define
a global section of NY/X ⊗ S
νN∗Y/X . Therefore, by Lemma 2.1 and Remark 2.7, it turns
out that aλj,α is a constant function on Uj for each α with |α| = ν. Define a new system
{vj} by v
λ
j := ŵ
λ
j −
∑
|α|=ν a
λ
j,αw
α
j . It is easy to see that un(Y,X ; {ŵj}) = un(Y,X ; {vj})
holds (Use Tjkwk = wj + O(|wj|
n+1) and the fact that each aλj,α is a constant). As
un(Y,X ; {wj}) = un(Y,X ; {vj}) holds from the lemma for ν0 = ν + 1, we obtain the
equation un(Y,X ; {ŵj}) = un(Y,X ; {wj}). 
Proposition 3.7. Let {(Uj , ej)} be a local frame of N
∗
Y/X as in §2.2. Then one and
only one of the following holds:
(i) There exists n ≥ 1 and a system {wj} of type n with dwj|Uj = ej and un(Y,X ; {wj}) 6=
0. In this case, there is no system {ŵj} of type ν with dŵj|Uj = ej for any ν > n.
(ii) For each n ≥ 1, there exists a system {wj} of type n with dwj|Uj = ej and un(Y,X ; {wj}) =
0.
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Proof. Let {wj} be a system of type n with dwj|Uj = ej for each j. Then, by Lemma 3.4
and Lemma 3.6, we obtain that un(Y,X ; {wj}) = 0 iff there exists a system {ŵj} of type
n+ 1 with dŵj|Uj = ej , which shows the proposition. 
Definition 3.8. We define the type of the pair (Y,X) as follows: type (Y,X) := n for
the case of Proposition 3.7 (i), and type (Y,X) :=∞ for the case of Proposition 3.7 (ii).
Lemma 3.9. type (Y,X) does not depend on the choice of {ej}.
Proof. Let {(Uj, ej)} and {(Uj , êj)} be local frames of N
∗
Y/X with ej = Tjkek and êj =
T̂jkêk on each Ujk (Tjk, T̂jk ∈ U(r)). Assume that there exists a system {wj} of type n
with dwj|Uj = ej . By Proposition 3.7, it is sufficient to show the existence of a system
{ŵj} of type n with dŵj|Uj = êj .
Let
Tjkwk = wj +
∑
|α|≥n+1
fkj,α(zj) · w
α
j .
be the expansion (1) for the system {wj}. From Lemma 2.3, we can take Mj ∈ GLr(C)
with êj = Mj · ej. Note that MjTjk = T̂jkMk for each j, k. Define a new system {ŵj} by
ŵλj :=
∑r
µ=1(Mj)
λ
µ · w
µ
j . Then it clearly holds that dŵj = êj . We can calculate that
T̂jkŵk = ŵj +
∑
|α|≥n+1
Mj · fkj,α ·
r∏
λ=1
(
r∑
µ=1
(M−1j )
λ
µ · ŵ
µ
j
)αν
= ŵj +O(|ŵj|
n+1),
which proves the lemma. 
4. Proof of Theorem 1.1
4.1. Outline. Let {Uj}, {Vj}, {ej}, {Tjk}, and {wj} be as in §2.2. We will prove Theorem
1.1 based on the same idea as in the proof of [U, Theorem 3] and [KO, Theorem 1.4]. We
will construct a new system {uj} as the solution of a functional equation
(3) wj = uj +
∑
|α|≥2
Fj,α(zj) · u
α
j ,
where the coefficient functions
Fj,α(zj) =

F 1j,α(zj)
F 2j,α(zj)
...
F rj,α(zj)

are holomorphic functions which we will construct in §4.4 so that {uj} exists and satisfies
Tjkuk = uj on a neighborhood of Ujk for each j, k (Note that it follows from the inverse
function theorem that there exists a unique solution uj if
∑
|α|≥2 Fj,α(zj) ·u
α
j has a positive
radius of convergence). After taking such a solution {uj}, we obtain Theorem 1.1 (i) by
considering a foliation F whose leaves are locally defined by “uj =(constant)”.
Theorem 1.1 (ii) is also shown by considering the same functional equation (3). Under
the assumption of Theorem 1.1 (ii), we will construct an initial system {wj} so that
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{w1j = 0} = Vj ∩ S in §4.2. Starting from such an initial system, we will see in §4.4 that
one can choose coefficient functions {Fj,α} so that the following additional property holds
for each n ≥ 2:
(Property)n: F
1
j,α ≡ 0 holds for any α with |α| = n and α1 = 0.
Then it holds that the solution {uj} of the functional equation (3) also satisfies {u
1
j =
0} = Vj ∩ S for each j. By considering a foliation GS whose leaves are locally defined by
“u1j =(constant)”, we obtain Theorem 1.1 (ii).
Remark 4.1. It may seem that the foliations F we will construct in the proof of
Theorem 1.1 (i) and (ii) are different from each other at first sight. Actually, the solutions
uj’s we will obtain are different from each other. However, the foliation F itself does not
depend on such differences. It can be shown by the following fact, which is obtained by the
same arguments as in Lemma 3.6 and Proposition 3.9: Let {uj} and {ûj} be systems with
uj = Tjkuk and ûj = T̂jkûk on each Vjk (Tjk, T̂jk ∈ U(r)). Then there exist Mj ∈ GLr(C)
and aj,α ∈ C
r for each j and α such that ûj =Mj · (uj+
∑
|α|≥2 aj,α ·u
α
j ) holds on each Vj.
4.2. Construction of the initial system {wj}. We can use any system {wj} with
dwj|Uj = ej as an initial system for the proof of Theorem 1.1 (i). In what follows, we
explain the construction of the initial system {wj} under the assumption of (ii).
By Remark 2.6 and the complete reducibility of the unitary representation, it follows
that the short exact sequence 0 → NY/S → NY/X → N1 → 0 splits, where N1 :=
NS/X |Y . Let e
1
j be a local frame of N
−1
1 |Uj with e
1
j = t
1
jke
1
k on Ujk (t
1
jk ∈ U(1)), and
e′j = (e
2
j , e
3
j , . . . , e
r
j) be a local frame of N
∗
Y/S|Ujwith e
′
j = Sjke
′
k on Ujk (Sjk ∈ U(r − 1)).
Take a defining function w1j of Vj ∩ S in Vj for each j. By a simple argument, it one can
choose {w1j} so that dw
1
j = e
1
j holds on each Uj.
Lemma 4.2. Let w1j be a defining function of Vj ∩ S in Vj with dw
1
j |Uj = e
1
j for each
j, and {(Vj ∩ S, vj)} = {(Vj ∩ S, (v
2
j , v
3
j , . . . , v
r
j ))} be a local defining functions system
of Y ⊂ V ∩ S with dvj|Uj = e
′
j for each j. Then there exists a holomorphic function
wλj : Vj → C with w
λ
j |Vj∩S = v
λ
j for each λ = 2, 3, . . . , r such that wj := (w
1
j , w
2
j , . . . , w
r
j )
satisfies dwj = Tjkdwk on each Ujk, where
Tjk :=

t1jk 0 · · · 0
0
... Sjk
0
 .
Proof. Take a holomorphic function wλj : Vj → C with w
λ
j |Vj∩S = v
λ
j for each λ =
2, 3, . . . , r. Then the transition matrix Djk := (∂w
λ
j /∂w
µ
k |Ujk) of {dwj} can be written
in the form of
Djk =

t1jk 0 · · · 0
a2jk
... Sjk
arjk
 ,
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where aλjk(zj) is a holomorphic function defined on Uj . As
e∗j,1 ⊗ e
1
j − e
∗
k,1 ⊗ e
1
k = e
∗
j,1 ⊗ e
1
j −
r∑
λ=1
r∑
µ=1
(Dkj)
1
λ · (D
−1
kj )
µ
1 · e
∗
j,µ ⊗ e
λ
j = −
r∑
µ=2
t1kja
µ
jk · e
∗
j,µ ⊗ e
1
j ,
it holds that the extension class of the short exact sequence 0→ NY/S → NY/X → N1 → 0
is equal to [{(Ujk,−
∑r
µ=2 t
1
kja
µ
jk ·e
∗
j,µ⊗e
1
j )}] via the natural isomorphism Ext
1(N1, NY/S) ∼=
H1(Y,N−11 ⊗NY/S). Thus we can take {(Uj , (m
2
j(zj), m
3
j (zj), . . . , m
r
j(zj)))} such that
m2j
m3j
...
mrj
− (t1jk)−1Sjk

m2k
m3k
...
mrk
 = (t1jk)−1 ·

a2jk
a3jk
...
arjk

holds on each Ujk, since the short exact sequence splits. Let us consider
Mj :=

1 0 · · · 0
−m2j 1 0
...
. . .
−mrj 0 1
 .
Then it holds that M−1j TjkMk = Djk. Thus the lemma is shown by considering a new
system Mjwj . 
In what follows, we use the system {wj} as in Lemma 4.2 and use orthonormal frame
ej := dwj|Uj whenever we consider under the assumption of Theorem 1.1 (ii).
4.3. Preliminary observation for constructing {Fj,α}α. In this subsection, we give
a heuristic explanation of how to construct {Fj,α}α. For this purpose, we compare the
expansions of the function (Tjkwk)|Vjk in two manners by assuming that the solution uj
of the functional equation (3) exists and satisfies Tjkuk = uj on Vjk.
The first expansion is obtained by using the functional equation (3) on Vk as follows:
Tjkwk = Tjkuk +
∑
|α|≥2
TjkFk,α(zk) · u
α
k
= uj +
∑
|α|≥2
TjkFk,α(zk) ·
∑
|β|=|α|
ταkj,β · u
β
j
= uj +
∑
|α|≥2
Tjk
Fk,α(zk(zj , 0)) + ∑
|γ|≥1
Fkj,α,γ(zj) · w
γ
j
 · ∑
|β|=|α|
ταkj,β · u
β
j
= uj +
∑
|α|≥2
∑
|β|=|α|
TjkFk,α(zk(zj, 0)) · τ
α
kj,β · u
β
j
+
∑
|α|≥2
∑
|γ|≥1
∑
|β|=|α|
TjkFkj,α,γ(zj) · w
γ
j · τ
α
kj,β · u
β
j ,
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where Fkj,α,γ’s are the coefficients of the expansion
Fk,α(zk(zj , wj)) = Fk,α(zk(zj , 0)) +
∑
|γ|≥1
Fkj,α,γ(zj) · w
γ
j .
on Vjk. Denoting by
h1,jk,α(zj) =

h11,jk,α(zj)
h21,jk,α(zj)
...
hr1,jk,α(zj)

the coefficient of uαj in the expansion of the function
∑
|α|≥2
∑
|γ|≥1
∑
|β|=|α|
TjkFkj,α,γ · τ
α
kj,β · u
β
j ·
r∏
λ=1
uλj +∑
|δ|≥2
F λj,δ · u
δ
j
γλ ,
we obtain
Tjkwk = uj +
∑
|β|≥2
 ∑
|α|=|β|
TjkFk,α(zk(zj , 0)) · τ
α
kj,β + h1,jk,β(zj)
 · uβj .
The second expansion is obtained by using the expansion (1) as follows:
Tjkwk = wj +
∑
|α|≥2
fkj,α(zj) · w
α
j
=
uj + ∑
|α|≥2
Fj,α(zj) · u
α
j
+ ∑
|α|≥2
fkj,α(zj) ·
r∏
λ=1
uλj + ∑
|β|≥2
F λj,β(zj) · u
β
j
αλ
= uj +
∑
|α|≥2
(Fj,α(zj) + h2,jk,α(zj)) · u
α
j ,
where we are denoting by
h2,jk,α(zj) =

h12,jk,α(zj)
h22,jk,α(zj)
...
hr2,jk,α(zj)

the coefficient of uαj in the expansion of the function
∑
2≤|γ|<n
fkj,γ
r∏
λ=1
uλj + ∑
2≤|β|<n
F λj,β · u
β
j
γλ .
By comparing these two expansions, it is observed that the coefficient functions {Fj,β}
should be chosen so that the equation
Fj,β(zj)−
∑
|α|=|β|
TjkFk,α(zk) · τ
α
kj,β = h1,jk,β(zj)− h2,jk,β(zj)
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holds on Ujk for each β. Note that this equation means that
δ

Uj, ∑
λ,|β|=n
F λj,β · ej,λ ⊗ e
β
j
 =

Ujk, ∑
λ,|α|=n
(
hλ1,jk,α − h
λ
2,jk,α
)
· e∗j,λ ⊗ e
α
j

holds in Zˇ1({Uj}, NY/X⊗S
nN∗Y/X) for each n ≥ 2. Accordingly, we need [{(Ujk, Hjk,n)}] =
0 ∈ H1(Y,NY/X ⊗ S
nN∗Y/X) for each n ≥ 2, where
Hjk,n :=
r∑
λ=1
∑
|α|=n
(h1,jk,α − h2,jk,α) · e
∗
j,λ ⊗ e
α
j ,
which we will actually show in the next subsection by using the assumption type (Y,X) =
∞.
4.4. Inductive construction of Fj,α. Based on the observation in the previous subsec-
tion, we construct the coefficient functions Fj,α. In the following inductive construction,
the following properties of Hjk,n are essential: Hjk,2 = −
∑r
λ=1 e
∗
j,λ⊗ f
λ
kj,2 holds and Hjk,n
depends only on {Fj,α}|α|<n for each n ≥ 3. These properties are easily shown by the
definition of Hjk,n.
Step 1 (The construction of {Fj,α}|α|=2). For each β with |β| = 2, we take {(Uj, Fj,β)} as
a solution of the equation
Fj,β(zj)−
∑
|α|=2
TjkFk,α(zk) · τ
α
kj,β = −fkj,β.
Note that there actually exists a solution of this equation, since u1(Y,X) = 0 holds.
Strictly speaking, we choose appropriate solution {(Uj, Fj,α)} of the above equation by
using [U, Lemma 3] (=[KS, Lemma 2]) or [U, Lemma 4] as we will explain the details in
§4.5.
Claim 4.3. Fix {Fj,β}|β|=2 as above. Then the following holds:
(a) For any choice of the remaining coefficient functions {Fj,α}|α|>2, the solution {uj} of
the functional equation (3) is a system of type 2 if exists.
(b) Under the assumption of Theorem 1.1 (ii), we can take {Fj,β}|β|=2 with (Property)2.
Proof. (a) is shown by comparing the expansions of (Tjkwk)|Vjk in two manners as in the
previous section. We skip the details here since the computation is almost the same as
(and much easier than) that in the proof of Lemma 4.4 below.
Under the assumption of Theorem 1.1 (ii), f 1kj,α ≡ 0 holds for each α with α1 = 0, since
t1jkw
1
k is divisible by w
1
j (recall that we are using an initial system {wj} as in §4.2 in this
setting). Thus, by considering the decomposition SmN∗Y/X =
⊕m
ℓ=0
(
N−ℓ1 ⊗ S
m−ℓN∗Y/S
)
,
the defining equation of {F 1j,α}|α|=2,α1=0 can be rewritten by the equation
δ

Uj , ∑
|α|=2,α1=0
F 1j,α · e
∗
j,1 ⊗ e
α
j

 = 0
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in Zˇ1({Uj}, N1 ⊗ S
2N∗Y/S), which proves the assertion (b). 
Step (n−1) (The construction of {Fj,α}|α|=n). After choosing Fj,α for each α with |α| < n,
we take {(Uj, Fj,β)}|β|=n as a solution of the equation
Fj,β(zj)−
∑
|α|=n
TjkFk,α(zk) · τ
α
kj,β = h1,jk,β − h2,jk,β.
Here we use the fact that h1,jk,β and h2,jk,β depend only on {Fj,α}|α|<n. The existence of
a solution {(Uj, Fj,α)} is assured by Lemma 4.4 (a) below. Strictly speaking, we choose
appropriate {(Uj, Fj,α)} from the solutions by using [U, Lemma 3] (=[KS, Lemma 2]) or
[U, Lemma 4] as we will explain the details in §4.5.
Lemma 4.4. Let {Fj,α}|α|≤n−1 be as in Step (n− 2). Then the following holds:
(a) [{(Ujk, Hjk,n)}] = 0 ∈ H
1(Y,NY/X ⊗ S
nN∗Y/X).
(b) Let {Fj,α}|α|=n be as above. Then, for any choice of the remaining coefficient functions
{Fj,α}|α|>n, the solution {uj} of the functional equation (3) is of type n if exists.
(c) Under the assumption of Theorem 1.1 (ii), we can take {Fj,β}|β|=n with (Property)n.
Proof. Fix {Fj,α}|α|≥n and consider the solution {uj} of the functional equation (3). By
Lemma 4.4 (b) for Step (n− 2), it turns out that {uj} is of type n− 1 and thus
uαk =
r∏
λ=1
(
r∑
µ=1
(Tkj)
λ
µu
µ
j +O(|uj|
n)
)αλ
=
∑
|β|=|α|
ταkj,β · u
β
j +O(|uj|
n+1)
holds for each α with |α| ≥ 2. Consider the expansions
Tjkwk = Tjkuk +
∑
|α|≥2
TjkFk,α(zk) · u
α
k
= Tjkuk +
∑
|α|≥2
TjkFk,α(zk) ·
∑
|β|=|α|
ταkj,β · u
β
j +O(|uj|
n+1)
= Tjkuk +
∑
2≤|β|≤n
 ∑
|α|=|β|
TjkFk,α(zk(zj, 0)) · τ
α
kj,β + h1,jk,β(zj)
 uβj +O(|uj|n+1)
and
Tjkwk = uj +
∑
2≤|α|≤n
(Fj,α(zj) + h2,jk,α(zj)) · u
α
j +O(|uj|
n+1).
By comparing these, we obtain
Tjkuk − uj(4)
=
∑
|β|=n
Fj,β(zj)− ∑
|α|=n
TjkFk,α(zk(zj , 0)) · τ
α
kj,β − h1,jk,β(zj) + h2,jk,β(zj)
 · uβj
+O(|uj|
n+1).
By considering this equation (4) in the case where Fj,α ≡ 0 for each α with |α| ≥ n,
we obtain un−1(Y,X ; {uj}) = [{(Ujk,−Hjk,n)}]. Thus the assertion (a) follows from the
assumption un−1(Y,X) = 0. The assertion (b) also follows directly from the equation (4).
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Under the assumption of Theorem 1.1 (ii), it follows from the argument as in the proof
of Claim 4.3 that the defining equation of {F 1j,α}|α|=n,α1=0 can be rewritten by the equation
δ

Uj , ∑
|α|=n,α1=0
F 1j,α · e
∗
j,1 ⊗ e
α
j

 =

Ujk, ∑
|α|=n,α1=0
(h11,jk,α − h
1
2,jk,α) · e
∗
j,1 ⊗ e
α
j

in Zˇ1({Uj}, N1 ⊗ S
nN∗Y/S). Thus it is sufficient for proving the assertion (c) to show
h11,jk,α ≡ 0 and h
1
2,jk,α ≡ 0 for each α with |α| = n and α1 = 0, which can be easily
checked from Lemma 4.4 (c) in Step (ν) for each ν ≤ n− 2. 
4.5. Norm estimate for Fj,α in a special setting. In this subsection, we estimate the
norm of Fj,α in order to show the convergence of the functional equation (3). Here we treat
a special case where (Y,X) is as in Remark 3.5: i.e. NY/X admits a direct decomposition
NY/X = N1 ⊕N2 ⊕ · · · ⊕Nr. Note that, in this case, the defining equation of each {Fj,α}
is rewritten by the equation
(5) δ({(Uj, F
λ
j,α)}) = {(Ujk, h
λ
1,jk,α − h
λ
2,jk,α)}
in Zˇ1(Y,Nλ ⊗ N
−α
α ). We additionally assume that NY/X is the holomorphically trivial
vector bundle I
(r)
Y of rank r or NY/X ∈ S
(r)(Y ) :=
⋃
A>0 S
(r)
A (Y ).
4.5.1. The case where NY/X ∼= I
(r)
Y . Here we consider the case where NY/X
∼= I
(r)
Y . Note
that, in this case, Nλ ⊗N
−α
α
∼= I
(1)
Y holds for any λ and α. Fix U
∗
j ⋐ Uj with
⋃
j U
∗
j = Y .
Take a constant K := K(I
(1)
Y ) as in [U, Lemma 3] (=[KS, Lemma 2]): i.e. for any
1-cocycle a = {(Ujk, ajk)} ∈ Zˇ
1({Uj},OY ) with ‖a‖ := maxj,k supUjk |ajk| < ∞ which
is cohomologous to zero, there exists a 0-cochain b = {(Uj, bj)} ∈ Cˇ
0({Uj},OY ) such
that a is the coboundary of b and that ‖b‖ := maxj supUj |bj | ≤ K‖a‖. Take also a
positive number M larger than maxj maxλ supVj |w
λ
j | and maxjkmaxλ supVjk |w
λ
k |, and a
sufficiently large positive number R so that {(zj , wj) | zj ∈ Uj ∩ U
∗
k , |wj| < R
−1} ⊂ Vk
holds for each j, k. By using these constants, let us consider the formal series A(X) =
A(X1, X2, . . . , Xr) =
∑
|α|≥2AαX
α defined by
A(X)(6)
= 2KA(X) ·
(
−1 +
r∏
λ=1
1
1−R(Xλ + A(X))
)
+2KM ·
(
−1 −R(X1 +X2 + · · ·+Xr + rA(X)) +
r∏
λ=1
1
1−R(Xλ + A(X))
)
.
Note that, by the inductive argument on |α|, it is easy to see that each coefficient Aα is
determined uniquely and is a positive real number.
Lemma 4.5. The formal series A(X) has a positive radius of convergence.
Proof. Let us consider
P (X, Y ) := −Q(X, Y ) · Y + 2KY · (−Q(X, Y ) + 1)
+2KM ·
(
Q(X, Y ) ·
(
−1− R(X1 +X2 + · · ·+Xr + rY )
)
+ 1
)
,
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where Q(X, Y ) :=
∏r
λ=1(1− R(X
λ + Y )) ∈ C[X, Y ]. As P (0, Y ) = −Y +O(Y 2), we can
apply the implicit function theorem to obtain a holomorphic function a(X) defined on a
neighborhood of the origin of Cr with a(0) = 0 and P (X, a(X)) ≡ 0. This means that
a(X) satisfies the equation (6) and thus we obtain a(X) = A(X) on a neighborhood of
the origin, which proves the lemma. 
In what follows, we will show that one can choose the coefficient functions {Fj,α} as in
the previous section so that A(X) is a dominating series of the function equation (3).
First, we will show the existence of the solution {(Uj , Fj,α)}|α|=2 of the equation (5) with
maxλ ‖{(Uj , F
λ
j,α)}‖ ≤ Aα for each λ = 1, 2, . . . , r and α with |α| = 2 (‖{(Uj, F
λ
j,α)}‖ :=
maxj supUj |F
λ
j,α|). Note that Aα = 2KMR
2 holds for each α with |α| = 2. By Cauchy es-
timate, we obtain the inequality maxj supUj∩U∗k |f
λ
kj,α| ≤MR
2. Combining this inequality
and the argument as in [U, p. 599], we obtain ‖{(Ujk, f
λ
kj,α)}‖ ≤ 2MR
2 (‖{(Uj, f
λ
kj,α)}‖ :=
maxj,k supUjk |f
λ
kj,α|). Thus we obtain ‖{(Uj, F
λ
j,α)}‖ ≤ Aα from the definition of the con-
stant K.
Next, we will show the existence of the solution {(Uj, Fj,α)}|α|=n of the equation (5) with
maxλ ‖{(Uj , F
λ
j,α)}‖ ≤ Aα for each λ = 1, 2, . . . , r and α with |α| = n by assuming the
assertion for |α| < n. Take α with |α| = n. Then, it follows from the inductive assumption
that maxj,k supUj∩U∗k |h
λ
1,jk,α| is bounded by the coefficient of X
α in the expansion of
∑
2≤|γ|<n
∑
|β|≥1
max
j,k
sup
Uj∩U∗k
∣∣F λkj,γ,β∣∣ ·Xγ · r∏
λ=1
(
Xλ + A(X)
)βλ .
By Cauchy estimate, it is bounded by the coefficient of Xα in the expansion of
∑
2≤|γ|<n
∑
|β|≥1
AγR
|β| ·Xγ ·
r∏
λ=1
(
Xλ + A(X)
)βλ = A(X) ·(−1 + r∏
λ=1
1
1− R(Xλ + A(X))
)
.
From a similar argument, it can be seen that maxj,k supUj∩U∗k |h
λ
2,jk,α| is bounded by the
coefficient of Xα in the expansion of
M ·
(
−1− R(X1 +X2 + · · ·+Xr + rA(X)) +
r∏
λ=1
1
1− R(Xλ + A(X))
)
.
Thus, by the argument as in [U, p. 599] and the defining function (6) of A(X), we obtain
the inequality ‖{(Ujk, h
λ
1,jk,α − h
λ
2,jk,α)}‖ ≤ K
−1Aα for each λ. Therefore the assertion
follows from the definition of the constant K.
4.5.2. The case where NY/X ∈ S
(r)(Y ). When NY/X ∈ S
(r)(Y ), by using [U, Lemma 4]
instead of [U, Lemma 3], the same arguments as in §4.5.1 can be carried out after replacing
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the defining function (6) of A(X) with∑
|α|≥2
ε−1|α|−1AαX
α
= 2A(X) ·
(
−1 +
r∏
λ=1
1
1−R(Xλ + A(X))
)
+2M ·
(
−1 −R(X1 +X2 + · · ·+Xr + rA(X)) +
r∏
λ=1
1
1−R(Xλ + A(X))
)
,
where
ε−1n :=
1
K
min
α∈Zr , |α|=n
d(I
(1)
Y , Nα)
(K is the constant as in [U, Lemma 4], see also [U, §4.6] for the details). Thus, for proving
the convergence of the functional equation (3), it is sufficient to see the convergence of
the formal series A(X) with the above new defining equation.
Consider B(Y ) := Y + A(Y, Y, . . . , Y ) = Y +
∑∞
n=2BnY
n, where Bn =
∑
|α|=nAα for
each n ≥ 2. As it can be easily seen that Aα ≥ 0 holds for each α, we have Aα ≤ B|α|.
Therefore, for showing the convergence of A(X), it is sufficient to show that B(Y ) has a
positive radius of convergence. By considering X1 = X2 = · · · = Xr = Y , we obtain the
defining function of B(Y ) as follows:
∞∑
n=2
ε−1n−1BnY
n
= 2(B(Y )− Y ) ·
(
−1 +
1
(1−RB(Y ))r
)
+ 2M ·
(
−1− rRB(Y ) +
1
(1−RB(Y ))r
)
.
Also consider another formal series B̂(Y ) = Y +
∑∞
n=2 B̂nY
n defined by
∞∑
n=2
ε−1n−1B̂nY
n
= 2B̂(Y ) ·
(
−1 +
1
(1− RB̂(Y ))r
)
+ 2M ·
(
−1 − rRB̂(Y ) +
1
(1− RB̂(Y ))r
)
.
As it clearly holds that B̂n ≥ Bn for each n ≥ 2, it is sufficient to show that B̂(Y ) has a
positive radius of convergence. According to Siegel’s argument ([Si], see also [U, Lemma
5]), it is sufficient to see the following two properties of {εn}: (a) There exists a positive
number A such that εn < (2n)
A for any n ≥ 1, and (b) ε−1n−m ≤ ε
−1
n + ε
−1
m for any n > m.
The property (a) directly follows from the assumption that NY/X ∈ S
(r)(Y ). The property
(b) can be shown by
ε−1n +ε
−1
m =
1
K
(
d(I
(1)
Y , Nα(n)) + d(I
(1)
Y , Nα(m))
)
≥
1
K
d(Nα(n) , Nα(m)) =
1
K
d(I
(1)
Y , Nα(n)−α(m)),
where α(n) ∈ Zr is an element which attains the minimum in the definition of ε−1n .
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4.6. End of the proof for the special setting. Assume that NY/X is holomorphically
trivial or NY/X ∈ S
(r)(Y ) holds. Then, by choosing the coefficient functions {Fj,α} as
above, we can deduce from the inverse function theorem that there exists a solution
{uj} of the functional equation (3). By shrinking V if necessary, we may assume that
uj is defined on Vj for each j. From Lemma 4.4 (b), it holds that the solutions satisfy
uj = Tjkuk on each Vjk. Thus the theorem for this special case follows from the arguments
as we already explained in §4.1.
4.7. Proof for the general setting. When NY/X ∈ E
(r)
0 (Y ), consider G := ker ρ, where
ρ = ρNY/X is the unitary representation corresponding to NY/X . Fix a tubular neigh-
borhood V of Y in X and regard G as a normal subgroup of π1(V, ∗) by the natural
isomorphism π1(Y, ∗) ∼= π1(V, ∗). From the assumption, there exists a finite normal cover-
ing π : V˜ → V corresponding to G ⊂ π1(V, ∗). Denote by Y˜ the preimage π
−1(Y ). Then
it is clear from the construction that NY˜ /V˜ = (π|Y˜ )
∗NY/X is holomorphically trivial. Let
us denote π−1(Vj) by V˜j and V˜j ∩ Y˜ by U˜j . We may assume that U˜j is the union of d
copies of Uj, where d is the degree of the map π. Consider the local defining functions
system {w˜j} defined by w˜j := (π|V˜j)
∗wj.
By Lemma 4.6 below, (Y˜ , V˜ ) is of infinite type. Thus, from the result we showed in
§4.6, we can solve the functional equation (3) with initial system {w˜j} on each V˜j to
obtain a local defining functions system {u˜j} of Y˜ in V˜ with u˜j = Tjku˜k on each V˜jk.
Note that, as w˜j = u˜j +O(|u˜j|
2), it holds that du˜j|U˜j = (π|U˜j)
∗ej.
Define a function uj on Vj by
(π|V˜j)
∗uj =
1
d
d∑
ν=1
i∗ν u˜j,
where {i1, i2, . . . , id} is the set of deck transformations of π. Clearly it holds that duj|Uj =
ej and {uj = 0} = Uj hold, which means that {uj} is a local defining functions system of
Y . It is also easy to see that uj = Tjkuk holds on each Vjk, which shows the assertion (i)
for the case where NY/X ∈ E
(r)
0 (Y ). Under the assumption in Theorem 1.1 (ii), it follows
from (Property)n’s that we may assume that u˜
1
j is a defining function of V˜j ∩ π
−1(S)
in V˜j with du˜
1
j = π
∗((1 + O(|vj|)) · dw
1
j ) on each V˜j ∩ π
−1(S). Therefore u1j is a defining
function of Vj ∩S by shrinking V if necessary, which proves the assertion (ii) for the case
where NY/X ∈ E
(r)
0 (Y ).
When NY/X ∈ E
(r)
1 (Y ), there exists a finite normal covering π : Y˜ → Y such that
(π|Y˜ )
∗NY/X ∈ S
(r)(Y˜ ). The theorem for this case is shown by the same argument as
above by using this map π.
Lemma 4.6. Let π, Y˜ , V˜ be as above. Then type (Y,X) = type (Y˜ , V˜ ) holds.
Proof. Let
Tjkwk = wj +
∑
|α|≥n+1
fkj,α · w
α
j .
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be the expansion (1) for the system {wj}. Then, by pulling it back by π, we obtain
Tjkw˜k = w˜j +
∑
|α|≥n+1
(π|U˜j)
∗fkj,α · w˜
α
j
on each V˜jk. Thus, {w˜j} is a system of type n and
un(Y˜ , V˜ ; {w˜j}) = (π|Y˜ )
∗un(Y,X ; {wj})
holds. Therefore we obtain the lemma, since the map (π|Y˜ )
∗ : H1(Y,NY/X ⊗ S
nN∗Y/X)→
H1(Y,NY˜ /V˜ ⊗ S
nN∗
Y˜ /V˜
) is injective. 
5. Proof of Corollary 1.2
As Dλ’s intersect to each other transversally along C, it follows that NC/X =
⊕n−1
λ=1Nλ
and NC/D1 =
⊕n−1
λ=2Nλ, where Nλ := NDλ/X |Y for each λ = 1, 2, . . . , n − 1. Note that
each Nλ is isomorphic to L|C and thus it is an element of E
(1)
1 (C). Thus, as NC/X
∼=
⊕rL|C ∈ E
(r)
1 (C) and H
1(C,Nλ ⊗ N
−1
α )
∼= H1(C,L|
−|α|+1
C ) = 0 hold, it follows that
(X,S := D1, Y := C) satisfies the assumption of Theorem 1.1 (ii). Therefore we obtain
that the line bundle L = [D1] admits a unitary flat metric on a neighborhood V of C. By
considering the (regularized) minimum of this unitary flat metric on L|V and the Bergman
type singular Hermitian metric (
∑n−1
λ=1 h
−1
λ )
−1, we can construct a C∞ Hermitian metric
on L with semi-positive curvature (hλ is a singular Hermitian metric on L with |fλ|
2
hλ
≡ 1,
where fλ ∈ H
0(X,L) is a section with div(fλ) = Dλ, see also [K1, Corollary 3.4] for the
regularized minimum construction).
6. Examples
6.1. Deformation spaces of projective manifolds. Let B be a domain of Cr which
includes the origin and π : X → B be a deformation of projective manifolds: i.e. X
is a holomorphic manifold of dimension n + r and π is a proper holomorphic surjective
submersion whose fiber π−1(x) is a projective manifold of dimension n for each x ∈ X .
Denote by Y the central fiber π−1(0). Let us assume that Y is a smooth fiber for simplicity.
In this case, NY/X is holomorphically trivial.
Take a coordinate x = (x1, x2, . . . , xr) of Cr. Then, by considering a global defining
functions system w := {wλ := π∗xλ} of Y , it is easily seen that the pair (Y,X) is of
infinite type. In this case, Theorem 1.1 (i) is easily checked. Indeed, the foliation F in
this case is the one which is induced by the fibration π. In what follows, we give a simple
proof of Theorem 1.1 (ii) for this fundamental example.
Let S ⊂ X be a non-singular hypersurface such that Y ⊂ S andNY/S is unitary flat. Let
us consider the line bundle [S]. It holds that [S]|Y = [S]|S|Y = NS/X |Y . As we have already
mentioned in §4.2, it follows from Remark 2.6 and the complete reducibility of the unitary
representations that NS/X |Y is unitary flat line bundle. Therefore, [S]|Y is unitary flat and
thus it is topologically trivial. As the first Chern class c1([S]|π−1(x)) depends continuously
on x, it holds that [S]|L is also topologically trivial for each leaf L of F . Assume that
L 6⊂ S. Then, as the divisor S|L is an effective divisor on a projective manifold such that
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the corresponding line bundle is topologically trivial, it follows that S ∩L = ∅. Therefore
we obtain that S = π−1(S) holds, where S := π(S). By shrinking B and choosing
appropriate x, we may assume that S = {x = (x1, x2, . . . , xr) ∈ B | x1 = 0}. Then we
can construct the foliation GS as in Theorem 1.1 (ii) by considering “w
1 =(constant)”.
6.2. Projective bundles. Let M be a compact complex manifold and E be a holomor-
phic vector bundle on M of rank r + 1. Assume that there exists a subbundle F ⊂ E
of rank r such that F is a unitary flat vector bundle and the quotient bundle L := E/F
is the holomorphically trivial line bundle. In this subsection, we consider the projective
bundle X := P(E) and the section Y ⊂ X of π : X → M defined by the natural map
p : E → L.
Fix an open covering {Uj} of M and take a local frame (e
1
j , e
2
j , . . . , e
r
j) of F with e
λ
j =∑r
µ=1(S
−1
jk )
λ
µ · e
µ
k , or equivalently, e
∗
j,λ =
∑r
µ=1(Sjk)
µ
λ · e
∗
k,µ on each Ujk (Sjk ∈ U(r)). By
extending these appropriately, we obtain a local frame ej = (e
0
j , e
1
j , . . . , e
r
j) of E with
e∗j = S˜jke
∗
k on each Ujk, where
S˜jk :=

1 ajk,1 · · · ajk,r
0
... Sjk
0
 .
Here the function ajk,λ is a holomorphic function defined on Ujk for each λ. Fix a
neighborhood Vj of π
−1(Uj) ∩ Y in π
−1(Uj) and a coordinate zj of Uj. For each wj =
(w1j , w
2
j , . . . , w
r
j ) ∈ C
r, consider the map
(zj , wj) 7→
[
e∗j,0(zj) +
r∑
λ=1
wλj · e
∗
j,λ(zj)
]
and regard (zj , wj) as a coordinates system of Vj by this map. Then we obtain
wµk =
∑r
λ=1(Sjk)
µ
λ · w
λ
j
1 +
∑r
λ=1 ajk,λw
λ
j
=
r∑
λ=1
(Sjk)
µ
λ · w
λ
j −
r∑
λ=1
r∑
ν=1
(Sjk)
µ
λ · ajk,νw
λ
jw
ν
j +O(|wj|
3),
and thus
r∑
µ=1
(S−1jk )
p
µ · w
µ
k = w
p
j −
r∑
ν=1
ajk,νw
p
jw
ν
j +O(|wj|
3)
on each Vjk, which can be regarded as the expansion (1) for the local defining functions
system {wj} with the transition matrix Tjk := S
−1
jk of NY/X (Note that N
∗
Y/X
∼= F ).
Set εj := dwj. Then it follows from the above expansion that the first obstruction class
u1(Y,X ; {wj}) is defined by
−
r∑
p=1
r∑
ν=1
ajk,ν · ε
∗
j,p ⊗ ε
p
j · ε
ν
j .
On the other hand, it follows from the arguments as in Lemma 4.2 that −
∑r
ν=1 ajk,ν · ε
ν
j
can be regarded as the extension class δ(1) ∈ H1(Y,N∗Y/X)(
∼= H1(M,L−1 ⊗ F )) of the
short exact sequence 0 → F → E → L → 0. Thus we can conclude that u1(Y,X) is the
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image of idNY/X ⊗ δ(1) ∈ H
1(Y,End(NY/X) ⊗ N
∗
Y/X)
∼= H1(Y,NY/X ⊗ N
∗
Y/X ⊗ N
∗
Y/X) by
the map
H1(Y,NY/X ⊗N
∗
Y/X ⊗N
∗
Y/X)→ H
1(Y,NY/X ⊗ S
2N∗Y/X)
induced from the natural map N∗Y/X ⊗N
∗
Y/X → S
2N∗Y/X . In what follows, we regard each
section of S2N∗Y/X as a symmetric section of N
∗
Y/X ⊗N
∗
Y/X and S
2N∗Y/X as a unitary flat
subbundle of N∗Y/X ⊗ N
∗
Y/X . Then the natural map N
∗
Y/X ⊗ N
∗
Y/X → S
2N∗Y/X can be
regarded as the map εµj ⊗ ε
ν
j 7→ Sym(ε
µ
j ⊗ ε
ν
j ) :=
1
2
(
εµj ⊗ ε
ν
j + ε
ν
j ⊗ ε
µ
j
)
. By using this,
it clearly holds that u1(Y,X) = 0 iff s∗(δ(1)) = 0 ∈ H
1(Y,NY/X ⊗ N
∗
Y/X ⊗ N
∗
Y/X) holds,
where s∗ is the map induced from
s : N∗Y/X → NY/X ⊗N
∗
Y/X ⊗N
∗
Y/X : ε
ν
j 7→
1
2
r∑
µ=1
ε∗j,µ ⊗
(
εµj ⊗ ε
ν
j + ε
ν
j ⊗ ε
µ
j
)
.
As we can regard N∗Y/X as a unitary flat subbundle (and thus a direct component by the
complete reducibility of the unitary representation) of NY/X ⊗N
∗
Y/X⊗N
∗
Y/X via s, we can
conclude that u1(Y,X) = 0 holds iff δ(1) = 0 holds, or equivalently, 0→ F → E → L→ 0
splits.
Therefore, it holds that the pair (Y,X) is of type 1 if 0 → F → E → L → 0 does not
split. When 0→ F → E → L→ 0 splits, it can be easily seen that Tjkwk = wj holds on
each Vjk, which shows that the pair (Y,X) is of infinite type in this case.
6.3. The blow up of a del Pezzo manifold at a general point (Proof of Corollary
1.3). Let (V, L) be a del Pezzo manifold of degree 1: i.e. V is a projective manifold of
dimension n and L is an ample line bundle on V with K−1V
∼= Ln−1 and the self-intersection
number (Ln) is equal to 1. From [F, 6.4], it holds that dimH0(V, L) = n. Take general
elements D1, D2, . . . , Dn ∈ |L|. By [F, 4.2] and (D1, D2, . . . , Dn) = (L
n) = 1, it holds that
the intersection
⋂n
λ=1Dλ is a point, which we denote by p. It is clear that Dλ’s intersect
each other transversally at p. From this fact and Bertini’s theorem, we may assume that
each Dλ is non-singular.
Consider an sequence of the subvarieties Vn := V, Vn−1 := D1, Vn−2 := D1∩D2, · · · , V1 :=
D1 ∩D2 · · · ,∩Dn−1. Denote by Lλ the restriction L|Vλ for each λ = 1, 2, · · · , n− 1. Note
that it follows from a simple inductive argument that (Vλ, Lλ) is also a del Pezzo manifold
of degree 1 for each λ. Especially, for λ = 1, it holds that V1 is an elliptic curve and
degL1 = 1. Take q ∈ V1 and denote by π : X → V the blow-up at q. Let us denote by E
the exceptional divisor, by D˜λ the strict transform (π
−1)∗Dλ, and by Y the strict trans-
form (π−1)∗V1. Then it is clear that D˜1, D˜2, . . . , D˜n−1 ∈ |L˜|, where L˜ := π
∗L⊗OX(−E),
and that D˜λ’s intersect each other transversally along Y . Thus we can apply Corollary
1.2 to this example to obtain Corollary 1.3.
6.4. An example of an infinite type pair which does not admit F as in Theorem
1.1. In [U, §5.4], Ueda constructed a pair (C, S) of a surface S and a compact curve C
of genus g ≥ 1 embedded in S with unitary flat normal bundle such that (C, S) is infinite
type, however there does not exist a foliation F as in Theorem 1.1. Here we will construct
such a pair for the case where the codimension r is greater than 1.
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Let (C, S) be as above with g = 1. By shrinking S to a tubular neighborhood of
C if necessary, we may assume π1(C, ∗) ∼= π1(S, ∗). Denote by ρ := ρNC/S the unitary
representation of π1(C, ∗) corresponding to the unitary flat line bundleNC/S and by S˜ → S
the universal covering of S. Set X := S˜ × Cr−1/ ∼, where ∼ is the relation defined by
(z, (v1, v2, . . . , vr−1)) ∼ (γz, (ρ(γ)v1, ρ(γ)v2, . . . , ρ(γ)vr−1))
for each (z, (v1, v2, . . . , vr−1)) ∈ S˜ × C
r−1 and γ ∈ π1(S, ∗). We denote by Z the subman-
ifold S˜ × {(0, 0, . . . , 0)}/ ∼ of X and by Y the submanifold C˜ × {(0, 0, . . . , 0)}/ ∼ of Z,
where C˜ ⊂ S˜ is the universal covering of C. Note that (Y, Z) is naturally isomorphic
to (C, S). As NY/X ∼= N
⊕r
C/S holds and NC/S is non-torsion, H
1(Y,NY/X ⊗ S
nN∗Y/X) = 0
holds for each n ≥ 2. Therefore we obtain that (Y,X) is of infinite type.
Assume that there exists a local defining functions system {(Vj, wj)} of Y with wj =
Tjkwk on each Vjk (Tjk ∈ U(r)), where {Vj} is as in §2.2. Take a local frame {ej} of
N∗Y/X such that ej = tjkek on each Ujk(= Y ∩ Vjk), where tjk ∈ U(1) is a transition
function for some local frames of N∗C/S. Let Aj : Uj → GLr(C) be a holomorphic function
defined by ej = Aj · dwj|Uj . By considering {(Uj, Aj)} as a global section of the vector
bundle End (N∗Y/X), it follows from Lemma 2.1 that each Aj is a constant function (see
also [Se, §1 Proposition 1]). Thus, by replacing wj with Aj · wj, we may assume that
Tjk = diag (tjk, tjk, . . . , tjk). For a fixed index j0, it is clear that w
λ
j0|Vj0∩Z 6≡ 0 for some λ.
Without loss of generality, we may assume λ = 1. Set fj := w
1
j |Vj∩Z for each j. Then, as
fj = tjkfk on each Vjk∩Z and fj0 6≡ 0, we obtain that fj 6≡ 0 for any j and that the divisors
div(fj) glue up to define a divisor D of V ∩ Z (V = ∪jVj). Let D = aY +
∑ℓ
ν=1 bνWν
be the irreducible decomposition of D (a, bν > 0, note that we may assume ℓ < ∞ by
shrinking V if necessary). As the line bundle [D] is unitary flat, the intersection number
(D, Y ) can be computed as follows: (D, Y ) = deg [D]|Y = 0. The self-intersection number
(Y, Y ) is also equal to 0, since (Y, Y ) = degNY/Z = degNC/S. Therefore it holds that
(Wν , Y ) = 0 for each ν, which means that we may assume that D = aY by shrinking
V if necessary. Thus it holds that the system {(Vj ∩ Z, fj)} induces a foliation F on a
neighborhood of C in S as in Theorem 1.1, which contradicts to the property of the pair
(C, S).
7. discussion
In this section, we list some remaining problems.
In [U, §3], the neighborhood structure of Y is investigated also for the pair (Y,X) of
finite type for the case where r = 1. According to [U, Theorem 1], Y admits a fundamental
system of strongly pseudoconcave neighborhoods. As an analogy, it seems to be natural
to ask the following question for example.
Question 7.1. Let X be a compact complex manifold and Y ⊂ X be a compact
complex submanifold with unitary flat normal bundle such that the pair (Y,X) is of type
n <∞. What kind of psh functions do there exist on X \ Y ?
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One of the most interesting application of [U, Theorem 1] is the classification of the
pairs (Y,X) of finite type such that X is a projective surface and Y is an elliptic curve
[N, §6]. We are also interested in a higher dimensional analogy of this result:
Question 7.2. Classify the pairs (Y,X) of finite type such that X is a projective
manifold and Y is an elliptic curve with unitary flat normal bundle.
We are also interested in some concrete examples. In our context, the example of the
blow-up of P2 at nine points is one of the most interesting examples, see [A], [B], and [D,
§1]. The example we treated in §6.3 is a natural generalization of this example. From
this point of view, it seems to be natural to ask the following:
Question 7.3 (higher dimensional analogue of [K3, Question 1.2]). Let (V, L), C =
V1, q, Y,X be as in Corollary 1.3 and §6.3. Is there a point q ∈ C such that K
−1
X admits no
C∞ Hermitian metric with semi-positive curvature, or that Y does not admit a pseudoflat
neighborhood system?
In [K2], we studied the neighborhood structure of a submanifold Y of X with codimen-
sion r = 2. Under the assumption of the existence of a hypersurface S of X with unitary
flat normal bundle which includes Y as a submanifold, we posed the obstruction classes
un,m(Y, S,X) ∈ H
1(NS/X |
−n
Y ⊗N
−m
Y/S). Thereafter, we found a mistake in the proof of [K2,
Theorem 1], which is corrected as [KO, Theorem 1.4] by using a new obstruction classes
vn,m(Y, S,X) ∈ H
1(NS/X |
−n
Y ⊗N
−m+1
Y/S ).
Question 7.4. What is the relation between (un,m(Y, S,X), vn,m(Y, S,X)) and un(Y,X)
we defined in §3.1 ?
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