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Abstract The Baillon-Haddad theorem establishes that the gradient of a convex and continuously
differentiable function defined in a Hilbert space is β-Lipschitz if and only if it is 1/β-cocoercive. In
this paper, we extend this theorem to Gaˆteaux differentiable convex functions defined on an open
convex set of a Hilbert space. Finally, we give a characterization of C1,+ convex functions in terms
of local cocoercitivity.
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1 Introduction
Let H be a Hilbert space endowed with a scalar product 〈·, ·〉, induced norm ‖ · ‖ and unit ball
B. Given a nonempty open convex set Ω ⊂ H and β > 0, we say that an operator T : Ω → H is
1/β-cocoercive if for all x, y ∈ Ω
β〈Tx− Ty, x− y〉 ≥ ‖Tx− Ty‖2, (1)
and T is β-Lipschitz continuous if for all x, y ∈ Ω
‖Tx− Ty‖ ≤ β‖x− y‖. (2)
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2 Pedro Pe´rez-Aros, Emilio Vilches
If β = 1, then (1) means that T is firmly nonexpansive and (2) that T is nonexpansive (see,
e.g., [6, Chapter 4]). It is clear that (1) implies (2), while the converse, in general, is false even for
monotone operators (take for example T : R2 → R2 given by T (x, y) = (−y, x)). Despite of this
negative result, the Baillon-Haddad theorem ([3, Corollaire 10]) states that if T is the gradient of
a convex function, then (1) and (2) are equivalent. The precise statement is the following:
Theorem 1.1 (Baillon-Haddad) Let f : H → R be convex, Fre´chet differentiable on H, and such
that ∇f is β-Lipschitz continuous for some β > 0. Then ∇f is 1/β-cocoercive.
This prominent result provides an important link between convex optimization and fixed-point it-
eration [9]. Moreover, it has many applications in optimization and numerical functional analysis
(see, e.g., [2,6,11,16,17]). An improved version of Theorem 1.1 appeared in [5] (see also [9, Theo-
rem 1.2]), where the authors relate the Lipschitzianity of the gradients of a convex function with
the convexity and Moreau envelopes of associated functions (see [5, Theorem 2.1]). Furthermore,
they provided the following Baillon-Haddad theorem for twice continuously differentiable convex
functions defined on open convex sets.
Theorem 1.2 [5, Theorem 3.3] Let Ω be a nonempty open convex subset of H, let f : Ω → R be
convex and twice continuously Fre´chet differentiable on Ω, and let β > 0. Then ∇f is β-Lipschitz
continuous if and only if it is 1/β-cocoercive.
Finally, the authors left as an open question the validity of Theorem 1.2 for simple Gaˆteaux differ-
entiable convex functions instead of twice continuously differentiable (see [5, Remark 3.5]).
The aim of this paper is to extend Theorem 1.2 to merely Gaˆteaux differentiable convex functions
(see Theorem 3.1). To do that, we first establish the result in finite-dimensions and then we use a
finite dimensional reduction.
We emphasize that extend Theorem 1.2 is of interest because it provides an important link
between the gradient of convex functions defined on convex sets and cocoercive operators defined
on convex sets.
Cocoercivity arises in various areas of optimization and nonlinear analysis (see, e.g., [1,6,7,12]).
In particular, it plays an important role in the design of algorithms to solve structured monotone
inclusions (which includes fixed points of non-expansive operators). Indeed, let us consider the
structured monotone inclusion: find x ∈ H such that
0 ∈ ∂Φ(x) +Bx, (3)
where Φ : H → R ∪ {+∞} is a proper convex lower semicontinuous function and B : H → H is a
monotone operator. It is well known that (see, e.g., [1]) the problem (3) is equivalent to the fixed
point problem: find x ∈ H such that
x = proxµΦ (x− µBx) , (4)
where µ > 0 and proxµΦ : H → H is the proximal mapping of Φ (see, e.g., [6, Definition 12.23])
defined by
proxµΦ(x) := argminy∈H
{
Φ(y) +
1
2µ
‖y − x‖2
}
.
To solve the fixed point problem (4), Abbas and Attouch [1] introduces the following dynamical
system
x˙(t) + x(t) = proxµΦ (x(t)− µBx(t)) ,
x(0) = x0,
(5)
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whose equilibrium points are solutions of (4). They proved the following result (see [1, Theorem 5.2])
Proposition 1.1 Let Φ : H → R ∪ {+∞} be a convex lower semicontinuous proper function, and
B a maximal monotone operator which is β-cocoercive for some β > 0. Suppose that µ ∈ (0, 2β)
and
zer (∂Φ+B) := {z ∈ H : 0 ∈ ∂Φ(z) +Bz} 6= ∅.
Then the unique solution of (5) weakly converges to some element in zer (∂Φ+B).
The previous result was extended by Bot¸ and Csetnek (see [7, Theorem 12]) to solve the monotone
inclusion: find x ∈ H such that
0 ∈ Ax+Bx, (6)
where A : H⇒ H is a maximal monotone operator and B : H → H is β-cocoercive. It is important
to emphasize that in order to solve the problems (4) and (6), it is enough that the operator B is
defined in dom ∂Φ and domA, respectively. Therefore, it is interesting to have characterizations of
cocoercive operators defined on open convex subsets of H. Thus, it is important to extend Theorem
1.2 to merely Gaˆteaux differentiable functions (see [5, Remark 3.5]).
The paper is organized as follows. After some preliminaries, in Section 3 we state and prove the
main result of the paper, that is, we prove the Baillon-Haddad theorem for Gaˆteaux differentiable
convex functions defined on open convex sets of arbitrary Hilbert spaces (see Theorem 3.1). Next,
we give a characterization of C1,+ convex functions in terms of local cocoercitivity (see Corollary
3.1). The paper ends with conclusions and final remarks.
2 Notation and Preliminaries
Given an open convex set Ω ⊂ H, we denote by C1,+(Ω) the class of Fre´chet differentiable functions
f : Ω ⊂ H → R whose gradient ∇f is locally Lipschitz (see, e.g., [15, Chapter 9]).
Example 2.1 The following list provides some examples of cocoercive operators (we refer to [6,
Chapter 4] for further properties on cocoercive operators):
(i) T : Ω → H is nonexpansive if and only if I − T is 1/2-cocoercive.
(ii) T : Ω → H is 1-cocoercive if and only if 2T − I is 1-Lipschitz.
(iii) A matrix M is psd-plus (that is, M = EtAE for E any matrix and A positive definite) if and
only if the mapping x 7→Mx is cocoercive (see [17, Proposition 2.5]).
(iv) The Yosida approximation Aλ :=
1
λ (Id−(Id +A)−1) of a maximal monotone operator A : H⇒ H
is λ-cocoercive (see [6, Corollary 23.11]).
For a convex function f : Ω ⊂ H → R, we consider the convex subdifferential of f at x ∈ Ω as
∂f(x) := {x∗ ∈ H : f(x) + 〈x∗, y − x〉 ≤ f(y) for all y ∈ Ω}.
It is well-known that for two functions f, g : Ω ⊂ H → R the following equality holds (see, e.g., [6,
Corollary 16.48]):
∂(f + g)(x) = ∂f(x) + ∂g(x) for all x ∈ Ω. (7)
To prove our main result, we will use finite dimensional reduction arguments, thus, some elements
of generalized differentiation in finite dimensions will be needed. We refer to [15] for more details.
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Let f : Ω ⊂ Rn → R be a C1,+(Ω) function. For x¯ ∈ Ω, we define the Generalized Hessian of f at
x¯ (see, e.g., [15, Theorem 9.62] and [13]) as the set of matrices
∇2f(x¯) := {A ∈ Rn×n | ∃xn → x¯, xn ∈ D,∇2f(xn)→ A},
where D ⊂ Ω is the dense set of points where f is twice differentiable (by virtue of Rademacher’s
theorem the set D exists). The following result (see [15, Theorem 13.52]) establishes some properties
of the Generalized Hessian ∇2f(x¯).
Proposition 2.1 Let f : Ω ⊂ Rn → R be a C1,+(Ω) function, where Ω ⊂ Rn is an open set. Then
∇2f(x¯) is a nonempty, compact set of symmetric matrices.
The following result gives a known characterization of convexity and Lipschitzianity of functions
(see, e.g., [15,13]). We give a proof for completeness.
Proposition 2.2 Let f : Ω → R be a C1,+(Ω) function with Ω ⊂ Rn open and convex. Then
(i) f is convex if and only if for all x ∈ Ω and all A ∈ ∇2f(x) one has
〈Au, u〉 ≥ 0 for all u ∈ Rn.
(ii) ∇f is 1-Lipschitz on Ω if and only if for all x ∈ Ω and all A ∈ ∇2f(x) the inequality ‖A‖ ≤ 1
holds.
Proof (i) follows from [13, Example 2.2]. The necessity in (ii) is direct. To prove the sufficiency in
(ii), assume that for all x ∈ Ω and all A ∈ ∇2f(x¯) the inequality ‖A‖ ≤ 1 holds. Fix y ∈ B and
consider the function gy(x) := 〈∇f(x), y〉. Then, gy is locally Lipschitz on Ω (because f ∈ C1,+(Ω))
and by virtue of Rademacher’s theorem, the following formula holds:
∇gy(x) = 〈∇2f(x), y〉 a.e. x ∈ Ω.
Thus,
sup
w∈∇gy(x)
‖w‖ ≤ ‖y‖ for all x ∈ Ω,
where ∇gy(x) denotes the generalized gradient of gy (see [15, Theorem 9,61]). Hence, according to
[14, Theorem 3.5.2], the map gy is ‖y‖-Lipschitz on Ω. Finally, by virtue of [15, Exercise 9.9], we
conclude that ∇f is 1-Lipschitz on Ω
3 An enhanced Baillon-Haddad theorem
In this section, we state and prove the main result of the paper, that is, the Baillon-Haddad theorem
for convex functions defined on convex sets, which extends [5, Theorem 3.3] and solves the question
posed in [5, Remark 3.5].
Theorem 3.1 Let Ω be a nonempty open convex subset of a Hilbert space H, let f : Ω → R be a
convex function and β ∈ ]0,+∞[. Then the following are equivalent.
(a) f is Gaˆteaux differentiable on Ω and ∇f is β-Lipschitz continuous on Ω.
(b) the map x 7→ β2 ‖x‖2 − f(x) is convex on Ω.
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(c) f is Gaˆteaux differentiable on Ω and ∇f is 1/β-cocoercive.
Moreover, if any of the above conditions holds, then f ∈ C1,+(Ω).
A straightforward consequence of the above result is given by the following characterization of being
C1,+(Ω).
Corollary 3.1 Let Ω be a nonempty open convex subset of a Hilbert space H and let f : Ω → R be
a convex function. Then, the function f is C1,+(Ω) if and only if ∇f is locally cocoercive, that is,
for every x ∈ Ω there exists a neighborhood U of x and a constant β such that ∇f is β-cocoercive
on U .
Before presenting the proof of Theorem 3.1, we illustrate our results with the following example.
Example 3.1 Let us consider the convex function f : (−4, 4)→ R defined by
f(x) =
{
1
8x
3/2 + 44−x , if x ∈ [0, 4),
1
4−x , if x ∈ (−4, 0).
1 2 3 4−1−2−3−4
1
2
3
4
5 f(x)
x
Fig. 1 The function f : (−4, 4)→ R from Example 3.1.
It is clear that f is C1 over Ω = (−4, 4), but not C2. Indeed,
f ′(x) =
{
3
16x
1/2 + 4(4−x)2 , if x ∈ [0, 4),
4
(4−x)2 , if x ∈ (−4, 0).
Moreover, f cannot be extended to a differentiable function over the whole space R. Consequently,
the classical Baillon-Haddad theorem (Theorem 1.1) and its extension for twice continuously dif-
ferentiable functions (Theorem 1.2) cannot be applied to f . However, by virtue of Corollary 3.1, we
know that the gradient of f is locally cocoercive. Thus, due to Theorem 3.1, for every α ∈ (0, 4)
the function f is β(α)-cocoercive on (−α, α) with β(α) = 1/f ′(α).
To prove Theorem 3.1, we show first the result in finite dimension under the additional assump-
tion that f ∈ C1,+(Ω) (see the next lemma). Then, we obtain Theorem 3.1 in finite dimensional
spaces (see Lemma 3.2). Finally, the proof of Theorem 3.1 follows from finite dimensional reductions
and Lemma 3.2.
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Lemma 3.1 Let Ω be a nonempty open convex subset of Rn, let f : Ω → R be a C1,+(Ω) convex
function and β ∈ ]0,+∞[. Then the following are equivalent.
(a) ∇f is β-Lipschitz continuous on Ω.
(b) the map x 7→ β2 ‖x‖2 − f(x) is convex on Ω.
(c) ∇f is 1/β-cocoercive.
Proof Let us consider the functions
g(x) :=
1
2
‖x‖2 − 1
β
f(x) and h(x) :=
2
β
f(x)− 1
2
‖x‖2.
It is clear that
A ∈ ∇2
(
f
β
)
(x)⇔ B := I −A ∈ ∇2g(x). (8)
On the one hand,
∇f is β-Lipschitz continuous
⇔ (∀x ∈ Ω)(∀A ∈ ∇2 (f/β) (x)) ‖A‖ ≤ 1 (by Proposition 2.2 (ii))
⇔ (∀x ∈ Ω)(∀A ∈ ∇2 (f/β) (x))(∀u ∈ Rn) 0 ≤ 〈u,Au〉 ≤ ‖u‖2 (by Proposition 2.2 (i))
⇔ (∀x ∈ Ω)(∀A ∈ ∇2 (f/β) (x))(∀u ∈ Rn) 0 ≤ ‖u‖2 − 〈u,Au〉
⇔ (∀x ∈ Ω)(∀B ∈ ∇2g(x))(∀u ∈ Rn) 0 ≤ 〈u,Bu〉 (by (8))
⇔ g is convex ( by Proposition 2.2 (i)),
which shows that (a) is equivalent to (b).
On the other hand,
g is convex,
⇔ (∀x ∈ Ω)(∀B ∈ ∇2g(x))(∀u ∈ Rn) 0 ≤ 〈u,Bu〉 (by Proposition 2.2 (i))
⇔ (∀x ∈ Ω)(∀A ∈ ∇2 (f/β) (x))(∀u ∈ Rn) 0 ≤ ‖u‖2 − 〈u,Au〉
⇔ (∀x ∈ Ω)(∀A ∈ ∇2 (f/β) (x))(∀u ∈ Rn) − ‖u‖2 ≤ 2〈u,Au〉 − ‖u‖2 ≤ ‖u‖2
⇔ (∀x ∈ Ω)(∀B ∈ ∇2h(x)) ‖B‖ ≤ 1
⇔ the map x 7→ ∇h(x) = 2
β
∇f(x)− x is 1-Lipschitz (by Proposition 2.2 (ii))
⇔ ∇f is 1/β-cocoercive (by Example 2.1 (ii)),
which proves that (b) is equivalent to (c).
Now, we proceed to delete the hypothesis f ∈ C1,+(Ω) from Lemma 3.1.
Lemma 3.2 Let Ω be a nonempty open convex subset of Rn, let f : Ω → R be a convex function
and β ∈ ]0,+∞[. Then the following are equivalent.
(a) f is Gaˆteaux differentiable on Ω and ∇f is β-Lipschitz continuous on Ω.
(b) the map x 7→ β2 ‖x‖2 − f(x) is convex on Ω.
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(c) f is Gaˆteaux differentiable on Ω and ∇f is 1/β-cocoercive.
Proof According to [8, Theorem 2.2.1], for convex functions defined on subsets of Rn, Gaˆteaux
differentiability is equivalent to Fre´chet differentiablity. We proceed to show that any of the above
conditions imply that f ∈ C1,+(Ω). Indeed, it is clear that (a) and (c) implies that f ∈ C1,+(Ω).
To prove that (b) implies that f ∈ C1,+(Ω), we follow some ideas from [9]. Let us define h(x) :=
β
2 ‖x‖2 − f(x), for x ∈ Ω. Thus,
β
2
‖x‖2 = f(x) + h(x) x ∈ Ω,
which implies that βx = ∂f(x) + ∂h(x) for all x ∈ Ω. Therefore, ∂f(x) and ∂h(x) are non-empty
and contain a single element. Hence, by virtue of [8, Theorem 2.2.1], the function f is Gaˆteaux
differentiable on Ω and, thus, Fre´chet differentiable on Ω and continuously differentiable on Ω (see
[8, Theorem 2.2.2]). It is not difficult to prove that (b) implies the following inequality:
β
2
‖x− y‖2 ≥ Df (x, y) := f(x)− f(y)− 〈∇f(y), x− y〉 ≥ 0 for all x, y ∈ Ω.
Fix y ∈ Ω and define d(x) := Df (x, y). Then ∇d(x) = ∇f(x)−∇f(y) and Df (z, x) = Dd(z, x) for
all z and x. Thus, we obtain
β
2
‖z − x‖2 ≥ Dd(z, x) = d(z)− d(x)− 〈∇d(x), z − x〉 for all z, x ∈ Ω. (9)
Fix x¯ ∈ Ω and δ > 0 such that x¯+ δB ⊂ Ω and
M := sup
z∈x¯+δB
‖∇f(z)‖ < +∞.
Let x, y ∈ x¯+ δ2B and t ∈ (0,min{ δ4M , 2β }) such that z := x+t(∇f(y)−∇f(x)) ∈ x¯+δB. Therefore,
by taking z = x+ t(∇f(y)−∇f(x)) in (9) and using that d(z) ≥ 0, we obtain
Df (x, y) ≥ t
(
1− βt
2
)
‖∇f(x)−∇f(y)‖2.
Analogously (by taking z := y + t(∇f(x)−∇f(y)) ∈ x¯+ δB), we get
Df (y, x) ≥ t
(
1− βt
2
)
‖∇f(x)−∇f(y)‖2.
Thus, for all x, y ∈ x¯+ δ2B
〈∇f(x)−∇f(y), x− y〉 = Df (x, y) +Df (y, x) ≥ t (2− βt) ‖∇f(x)−∇f(y)‖2,
which shows that ∇f is Lipschitz on x¯+ δ2B. Therefore, f ∈ C1,+(Ω)
Remark 3.1 Df (x, y) is actually the Bregman distance between x and y. Moreover, the equality
Df (x, y) = Dd(z, x) is the so-called three points identity (see, e.g., [10] or [4, Lemma 3]).
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Now, we are ready to prove Theorem 3.1.
Proof of Theorem 3.1
For a closed linear subspace F ⊂ H, we denote by ‖ · ‖F the norm relative to F . We recall that
‖x‖F = sup
h∈B∩F
〈x, h〉, for all x ∈ F.
(a)⇒ (b): Let x, y ∈ Ω and define F := span{x, y}. We observe that (F, 〈·, ·〉) is a finite dimensional
Hilbert space. Thus the restriction of f to F , f |F , is Gaˆteaux differentiable in F and for all a, b ∈
Ω ∩ F and h ∈ F
〈∇f |F (a)−∇f |F (b), h〉 = 〈∇f(a)−∇f(b), h〉 .
Hence, for all a, b ∈ Ω ∩ F and h ∈ F
‖∇f |F (a)−∇f |F (b)‖F = sup
h∈B∩F
〈∇f |F (a)−∇f |F (b), h〉
≤ ‖∇f(a)−∇f(b)‖H
≤ β‖a− b‖,
which shows that ∇f |F is β-Lipschitz on Ω ∩ F . Therefore, according to Lemma 3.2, the map
x 7→ h(x) := β
2
‖x‖2 − f |F (x),
is convex on Ω ∩ F . In particular, for all λ ∈ [0, 1]
h(λx+ (1− λ)y) ≤ λh(x) + (1− λ)h(y).
Since x, y are arbitrary, it follows that the map x 7→ β2 ‖x‖2 − f(x) is convex on Ω.
(b) ⇒ (a): We first observe that x 7→ h(x) := β2 ‖x‖2 − f(x) is convex (with finite values) and for
all x ∈ Ω
β
2
‖x‖2 = f(x) + h(x).
Hence, by virtue of (7), for all x ∈ Ω
βx = ∂f(x) + ∂h(x),
which implies that ∂f(x) and ∂h(x) are non-empty and contain a single element. Therefore, accord-
ing to [8, Corollary 4.2.5], the function f and h are Gaˆteaux differentiable on Ω. Thus, if F ⊂ H is
finite dimensional, then h|F is convex on Ω∩F . Hence, by virtue of Lemma 3.2, ∇f |F is β-Lispchitz
on Ω ∩ F , i.e., for all x, y ∈ Ω ∩ F
sup
h∈B∩F
〈∇f(x)−∇f(y), h〉 = ‖∇f |F (x)−∇f |F (y)‖F ≤ β‖x− y‖. (10)
Let us consider
Fx,y := {F ⊂ H : F is a linear subspace of H with x, y ∈ Ω ∩ F and dimF < +∞}.
Hence, since (10) holds for any F ⊂ H finite dimensional, we obtain
sup
F∈Fx,y
‖∇f |F (x)−∇f |F (y)‖F = sup
F∈Fx,y
sup
h∈B∩F
〈∇f(x)−∇f(y), h〉
= ‖∇f(x)−∇f(y)‖H.
(11)
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Therefore, by taking supremum in (10), we conclude that for all x, y ∈ Ω
‖∇f(x)−∇f(y)‖ ≤ β‖x− y‖,
which proves (a).
(c)⇒ (a): It is straightforward.
(a)⇒ (c): Let x, y ∈ Ω and F ∈ Fx,y. Then (F, 〈·, ·〉) is a Hilbert space and the restriction of f to
F , f |F , is Gaˆteaux differentiable in F . Moreover,
‖∇f |F (x)−∇f |F (y)‖F ≤ ‖∇f(x)−∇f(y)‖H ≤ β‖x− y‖ for all x, y ∈ Ω ∩ F.
This implies that ∇f |F is β-Lipschitz on Ω ∩ F . Whence, by Lemma 3.2, we have that ∇f |F is
1/β-cocoercive on Ω ∩ F . This implies in particular that for x, y ∈ Ω and F ∈ Fx,y the following
inequality holds
β〈∇f(x)−∇f(y), x− y〉 = β〈∇f |F (x)−∇f |F (y), x− y〉 ≥ ‖∇f(x)−∇f(y)‖F .
Since the above inequality is valid for all F ∈ Fx,y, we can use again (11) to conclude that
β〈∇f(x)−∇f(y), x− y〉 ≥ ‖∇f(x)−∇f(y)‖H.
Hence, due to the fact that x, y ∈ Ω are arbitrary, we obtain that ∇f is 1/β-cocoercive, which
shows the equivalence between (a), (b) and (c).
Moreover, it follows from (a) (which is equivalent to (b) and (c)) that f is Gaˆteaux differentiable
with x 7→ ∇f(x) Lipchitz (and thus continuous). Hence, due to the Sˇmulian’s theorem (see, e.g.,
[8, Theorem 4.2.10]), we get that f is Fre´chet differentiable on Ω. Therefore, any of the conditions
(a), (b) and (c) implies that f ∈ C1,+(Ω), which ends the proof. uunionsq
4 Conclusions and final remarks
In this paper, we have studied the Baillon-Haddad theorem for Gaˆteaux differentiable convex func-
tions defined on open convex sets of arbitrary Hilbert spaces. Our approach consists in the use of
techniques from convex analysis, variational analysis, and nonsmooth analysis in conjunction with
finite dimensional reductions. This paper improves known results in the literature and, in particular,
gives a characterization of C1,+ convex functions in terms of local cocoercitivity. We hope that the
results of this paper shed light into the study of optimization algorithms that use local information
of the objective function.
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