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Abstract—We study the high-SNR capacity of MIMO Rayleigh
block-fading channels in the noncoherent setting where neither
transmitter nor receiver has a priori channel state information.
We show that when the number of receive antennas is sufficiently
large and the temporal correlation within each block is “generic”
(in the sense used in the interference-alignment literature), the
capacity pre-log is given by T (1   1/N) for T < N , where T
denotes the number of transmit antennas and N denotes the
block length. A comparison with the widely used constant block-
fading channel (where the fading is constant within each block)
shows that for a large block length, generic correlation increases
the capacity pre-log by a factor of about four.
I. INTRODUCTION
The throughput achievable with multiple-input multiple-out-
put (MIMO) wireless systems is limited by the need to acquire
channel state information (CSI) [1]. A fundamental way to
assess the corresponding rate penalty is to study capacity in
the noncoherent setting where neither the transmitter nor the
receiver has a priori CSI.
We consider a MIMO system with T transmit antennas
and R receive antennas. In the widely used constant block-
fading channel model [2], the fading process takes on inde-
pendent realizations across blocks of N channel uses (“block-
memoryless” assumption), and within each block the fading
coefficients are constant. Thus, the N -dimensional channel
gain vector describing the channel between antennas t and
r (hereafter briefly termed “(t, r) channel”) within a block is
hr,t = sr,t1N . (1)
Here, 1N denotes the N -dimensional all-one vector and
{sr,t}r2{1,...,R}, t2{1,...,T} are independent CN (0, 1) random
variables. Unfortunately, even for this simple channel model, a
closed-form expression of noncoherent capacity is unavailable.
However, an accurate characterization exists for high signal-
to-noise ratio (SNR) values. In [3], it was shown that the
capacity pre-log (i.e., the asymptotic ratio between capacity
and the logarithm of the SNR as the SNR grows large) for the
constant block-fading model is given by
 const = M
✓
1  M
N
◆
, with M = min{T,R, bN/2c} . (2)
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A more detailed high-SNR capacity expansion was obtained
in [3] for the case R + T  N ; this expansion was recently
extended in [4] to the large-MIMO setting R+ T > N .
One limitation of the constant block-fading model is that it
fails to describe a specific setting where block-fading models
are of interest, namely, cyclic-prefix orthogonal frequency
division multiplexing (CP-OFDM) systems [5]. In such sys-
tems, the channel input-output relation is most conveniently
described in the frequency domain; the vector of channel gains
hr,t is then equal to the Fourier transform of the discrete-time
impulse response of the (t, r) channel. Let us assume that hr,t
changes independently across blocks of length N and that
hr,t = sr,tzr,t , (3)
where zr,t is a deterministic vector whose squared inverse
Fourier transform equals the power-delay profile of the (t, r)
channel and, as before, {sr,t}r2{1,...,R}, t2{1,...,T} are indepen-
dent CN (0, 1) random variables. As the vectors zr,t are related
to power-delay profiles, it is reasonable to assume that they
are different for different (t, r). Note that the constant block-
fading model (1) is a special case of (3) in which the impulse
response of each (t, r) channel consists of only a single tap,
a case for which the use of OFDM is unnecessary.
Contributions: We study the capacity pre-log (hereafter
briefly termed “pre-log”) of MIMO block-fading channels
modeled as in (3). We show that when the deterministic vectors
{zr,t} are generic,1 the pre-log can be larger than the pre-log
in the constant block-fading case as given in (2). Specifically,
we show that for the generic block-fading model (i.e., the
model (3) with generic vectors {zr,t}), when T < N and
the number of receive antennas is sufficiently large such that
R   T (N  1)/(N  T ), the pre-log is given by
 gen = T
✓
1  1
N
◆
. (4)
For large N , the highest achievable  gen (with appropriately
chosen T and R) is about four times as large as the highest
achievable  const. As we will demonstrate, this is because
under the generic block-fading model, the received signal
vectors in the absence of noise span a subspace of higher
dimension than under the constant block-fading model.
1We use the term “generic” in the same sense as in the interference-
alignment literature [6]. A rigorous definition will be provided in Section II.
To establish (4), we derive an upper bound on the pre-log
of the model (3). This upper bound matches asymptotically
the pre-log lower bound that was recently developed in [7]
in a more general setting (the generic block-fading model
considered in this paper is a special case of the system model
in [7] for correlation rank Q= 1). Thus, the combination of
the two bounds establishes the pre-log expression (4). As the
proof in [7] is rather involved, we also illustrate the main
ideas of the proof of the lower bound using an example. In this
illustration, we present a new method for bounding the change
in differential entropy that occurs when a random variable
undergoes a finite-to-one mapping; this method significantly
simplifies one step in the proof.
Notation: Sets are denoted by calligraphic letters (e.g., I),
and |I| denotes the cardinality of I. The indicator function
of a set I is denoted by I . We use the notation [M :N ] ,
{M,M+1, . . . , N} for M,N 2N. Boldface uppercase (lower-
case) letters denote matrices (vectors). Sans serif letters denote
random quantities, e.g., A is a random matrix, x is a random
vector, and s is a random scalar. The superscripts T and H stand
for transposition and Hermitian transposition, respectively. The
all-zero vector of appropriate size is written as 0, and the
M ⇥M identity matrix as IM . The entry in the ith row and
jth column of a matrix A is denoted by [A]i,j , and the ith
entry of a vector x by [x]i. We denote by diag(x) the diagonal
matrix with the entries of x in its main diagonal, and by |A|
the modulus of the determinant of a square matrix A. For
x2R, we define bxc , max{m2Z |m x}. We write E[·]
for the expectation operator, and x ⇠ CN (0,⌃) to indicate
that x is a circularly symmetric complex Gaussian random
vector with covariance matrix ⌃. The Jacobian matrix of a
differentiable function   is denoted by J .
II. SYSTEM MODEL
For the block-fading channel defined by (3), the input-output
relation for a given block of length N is
yr =
r
⇢
T
X
t2[1:T ]
sr,tZr,txt + wr , r 2 [1 :R] . (5)
Here, xt2CN is the signal vector transmitted by the tth trans-
mit antenna; yr2CN is the vector received by the rth receive
antenna; sr,t ⇠ CN (0, 1) is a random variable describing the
(t, r) channel; Zr,t , diag(zr,t), where zr,t is a deterministic
vector; wr⇠ CN (0, IN ) is the noise vector at the rth receive
antenna; and ⇢ 2 R+ is the SNR. If Zr,t = IN for all r 2
[1 :R] and t 2 [1 :T ], then (5) reduces to the constant block-
fading model. We assume that all sr,t and wr are mutually
independent and independent across different blocks, and that
the vectors xt are independent of all sr,t and wr.
For later use, we define the vectors x , (xT1 · · · xTT )T 2
CTN, y , (yT1 · · · yTR)T 2 CRN, and w , (wT1 · · · wTR)T 2
CRN and the matrix Z , (zr,t)r2[1:R], t2[1:T ] 2 CRN⇥T. We
will use the phrase “for a generic correlation” or “for a generic
Z” to indicate that a property holds for almost every matrix
Z, which means more specifically that the set of all Z for
which the property does not hold has Lebesgue measure zero.
III. PRE-LOG CHARACTERIZATION
A. Main Result
Because of the block-memoryless assumption, the coding
theorem in [8, Section 7.3] implies that the capacity of the
channel (5) is given by
C(⇢) =
1
N
sup I(x ; y) . (6)
Here, I(x ; y) denotes mutual information [9, p. 251] and the
supremum is taken over all input distributions on CTN that
satisfy the average power constraint
E[kxk2]  TN .
The pre-log is then defined as
  , lim
⇢!1
C(⇢)
log(⇢)
. (7)
Our main result is the following theorem.
Theorem 1: Let T <N and R   T (N 1)/(N T ). For a
generic correlation, the pre-log of the channel (5) is given by
(4), i.e.,  gen = T (1 1/N).
Proof: In Section IV, we will show that the pre-log is upper-
bounded by T (1  1/N). For T < N , R   T (N   1)/(N  
T ), and a generic correlation, this pre-log is achievable as a
consequence of the lower bound in [7, Theorem 1].
B. Pre-log Gain
For the constant block-fading model (1), it follows from (2)
that the pre-log is maximized for T = R = bN/2c, which
yields  const = bN2/2c/(2N)  N/4. In contrast, for the
generic block-fading model (3) with T < N , it follows from
(4) that the pre-log is maximized for T = N   1 and R =
(N   1)2, which results in  gen = (N   1)2/N . For large
N , this is about four times as large as the highest achievable
 const. We will now provide some intuition regarding this pre-
log gain. For concreteness and simplicity, we consider the case
T = 2, R= 3, N = 4.
The pre-log can be interpreted as the number of entries
of x 2 C8 that can be deduced from a received y 2 C12 in
the absence of noise, divided by the block length (coherence
length) N = 4. In the constant block-fading model, the
noiseless received vectors y¯r = sr,1x1 + sr,2x2, r = 1, 2, 3
belong to the two-dimensional subspace spanned by {x1, x2}.
Hence, the received vectors y¯1, y¯2, y¯3 are linearly dependent,
and any two of them contain all the information available about
x. From, e.g., y¯1 and y¯2, we obtain 2 ·4 equations in the 8+4
variables (x, s1,1, s1,2, s2,1, s2,2). Since we do not have control
of the variables sr,t, one way to reconstruct x is to fix four
of its entries (or, equivalently, to transmit four pilot symbols)
to obtain eight equations in eight variables. By solving this
system of equations, we obtain four entries of x, which
corresponds to a pre-log of 4/4 = 1.
In the generic block-fading model, on the other hand, the
noiseless received vectors y¯r = sr,1Zr,1x1+sr,2Zr,2x2, r= 1,
2, 3 can span a three-dimensional subspace. Hence, we obtain
a system of 3 · 4 equations in the 8+ 6 variables (x, s1,1, s1,2,
s2,1, s2,2, s3,1, s3,2). Fixing two entries of x, we are able to
recover the remaining six entries. Hence, the pre-log is 6/4 =
3/2. These arguments suggest that the reason why the generic
block-fading model yields a larger pre-log than the constant
block-fading model is that the noiseless received vectors span
a subspace of CN of higher dimension.
IV. UPPER BOUND
The following upper bound on the pre-log of the channel
(5) holds for arbitrary T , R, N , and Z.
Theorem 2: The pre-log of the channel (5) satisfies
   T
✓
1  1
N
◆
. (8)
Proof: We will show that the pre-log is upper-bounded by T
times the pre-log of a constant block-fading single-input mul-
tiple-output (SIMO) channel. The result then follows from (2).
From (5), the input-output relation at time n2 [1 :N ] is
[yr]n =
r
⇢
T
X
t2[1:T ]
sr,t [zr,t]n [xt]n+ [wr]n , r2 [1 :R] . (9)
Consider now T constant block-fading SIMO channels with R
receive antennas and SNR equal to K⇢, where K is any finite
constant satisfying K>maxr2[1:R],n2[1:N ]
P
t2[1:T ]|[zr,t]n|2.
The input-output relation of the t th SIMO channel, with t2
[1 :T ], is
[y˜r,t]n =
p
K⇢ sr,t [xt]n + [w˜r,t]n , r2 [1 :R] . (10)
We can rewrite (9) using (10) as follows:
[yr]n =
1p
KT
X
t2[1:T ]
[zr,t]n [y˜r,t]n + [w
0
r]n , (11)
where the [w0r]n ⇠ [wr]n  
P
t2[1:T ][zr,t]n [w˜r,t]n/
p
KT ⇠
CN  0, 1 Pt2[1:T ]|[zr,t]n|2/(KT )  are mutually independent
and independent of all xt, sr,t, and w˜r,t. The additional noise
terms [w0r]n ensure that the total noise in (11) has unit
variance. The data-processing inequality applied to (11) yields
I(x ; y)  I(x ; y˜1, . . . , y˜T ) , (12)
with y˜t , (y˜T1,t · · · y˜TR,t)T2CRN. The right-hand side of (12)
can be upper-bounded as follows:
I(x ; y˜1, . . . , y˜T ) = h(y˜1, . . . , y˜T )   h(y˜1, . . . , y˜T |x)
(a)
= h(y˜1, . . . , y˜T )  
X
t2[1:T ]
h(y˜t|xt)

X
t2[1:T ]
⇥
h(y˜t)  h(y˜t|xt)
⇤
=
X
t2[1:T ]
I(xt ; y˜t)
(b)
 TNCconst(K⇢)
(c)
= T (N 1) log(K⇢) + o(log(⇢))
= T (N 1) log(⇢) + o(log(⇢)) . (13)
Here, h denotes differential entropy, (a) holds because y˜1, . . . ,
y˜T are conditionally independent given x, (b) follows from (6)
(note that Cconst(K⇢) refers to the capacity of constant block-
fading SIMO channels), and (c) follows from (7) and (2) for
M = 1. Inserting (13) into (12) and using (6) yields
C(⇢)  T N 1
N
log(⇢) + o(log(⇢)) ,
from which (8) follows via (7).
V. LOWER BOUND
According to [7, Theorem 1], for T < N and R   T (N 
1)/(N T ), the pre-log of the generic block-fading channel (5)
is lower-bounded by  gen   T (1 1/N). We will now illustrate
the main ideas of the proof of this lower bound and present
a new method for bounding the change in differential entropy
under a finite-to-one mapping (Lemma 1 in Section VI), which
significantly simplifies one of the steps of the proof. For
concreteness, we consider the special choice T = 2, R = 3,
and N = 4. For this choice, T (1 1/N) = 3/2.
In the remainder of this paper, we choose the input distri-
bution x ⇠ CN (0, I8). Because of (6) and (7), we obtain
    1
4
lim
⇢!1
I(x ; y)
log(⇢)
. (14)
Since
I(x ; y) = h(y)  h(y |x) , (15)
we can lower-bound I(x ; y) by lower-bounding h(y) and
upper-bounding h(y |x). For later use, we note that the input-
output relation (5) can be written as
y =
r
⇢
2
y¯ + w , (16)
with
y¯ ,
0@Z1,1x1Z2,1x1
Z3,1x1
Z1,2x2
Z2,2x2
Z3,2x2
1A
| {z }
, B
0BBBB@
s1,1
s2,1
s3,1
s1,2
s2,2
s3,2
1CCCCA
| {z }
, s
.
(17)
We will first upper-bound h(y |x). It follows from (16) that
given x, y is conditionally Gaussian with covariance matrix
(⇢/2)BBH+I12. Hence, h(y |x)=Ex
⇥
log
 
(⇡e)12 |(⇢/2)BBH
+ I12|
 ⇤
. By [10, Theorem 1.3.20], |(⇢/2)BBH + I12| =
|(⇢/2)BHB+ I6|. Furthermore, assuming ⇢>1 (note that we
are only interested in ⇢ ! 1), we have |(⇢/2)BHB + I6| 
⇢6|(1/2)BHB+ I6|. Thus,
h(y |x)  Ex
⇥
log
 
(⇡e)12⇢6 |(1/2)BHB+ I6|
 ⇤
= 6 log(⇢) + Ex
⇥
log |(1/2)BHB + I6|
⇤
+ O(1) .
Finally, using Ex
⇥
log |(1/2)BHB+ I6|
⇤  logEx⇥|(1/2)BHB
+ I6|
⇤
= O(1) [9, Theorem 17.1.1], we obtain
h(y |x)  6 log(⇢) + O(1) . (18)
Next, we will lower-bound h(y). Using (16), we obtain
h(y)   h
✓r
⇢
2
y¯ +w
    w◆ = h✓r⇢2 y¯
◆
= 12 log(⇢) + h(y¯) + O(1) .
In Section VI, we will show that h(y¯)>  1. Hence, h(y)  
12 log(⇢) + O(1) (note that h(y¯) does not depend on ⇢).
Inserting this bound and (18) into (15), we conclude that
I(x ; y)   6 log(⇢)+O(1). With (14), this implies     3/2 =
T (1 1/N).
VI. PROOF THAT h(y¯)>  1
According to (17), y¯ is a function of s and x. We will
relate h(y¯) to h(s, x). To equalize the dimensions—note that
y¯ 2 C12 and (sT xT)T 2 C14—we condition on [x1]1 and
[x2]2, which results in h(y¯)   h(y¯ | [x1]1, [x2]2). For easier no-
tation, we set xP , ([x1]1 [x2]2)T and xD , ([x1]2 [x1]3 [x1]4
[x2]1 [x2]3 [x2]4)
T. One can think of xP as pilot symbols and
of xD as data symbols. The above inequality then becomes
h(y¯)   h(y¯ |xP) . (19)
We conclude the proof by showing that h(y¯
  xP) >  1. This
will be done in the following five steps: (i) Relate (s,xD) to
y¯ via polynomial mappings  xP . (ii) Show that the Jacobian
matrices J xP(s,xD)are nonsingular almost everywhere (a.e.)
for almost all (a.a.) xP . (iii) Show that the mappings  xP are
finite-to-one a.e. for a.a. xP . (iv) Apply a novel result on the
change in differential entropy under a finite-to-one mapping
to h(y¯
  xP). (v) Bound the terms resulting from this change
in differential entropy.
Step (i): We consider the xP -parametrized mappings
 xP : (s,xD) 7! y¯ =
0@s1,1Z1,1x1 + s1,2Z1,2x2s2,1Z2,1x1 + s2,2Z2,2x2
s3,1Z3,1x1 + s3,2Z3,2x2
1A, (20)
which map C12 to itself. The Jacobian matrix of  xP is
J xP =
0@B A1,1 A1,2A2,1 A2,2
A3,1 A3,2
1A,
where B was defined in (17) and
Ar,1 ,
0BB@
0
sr,1[zr,1]2
sr,1[zr,1]3
sr,1[zr,1]4
1CCA,
Ar,2 ,
0B@sr,2[zr,2]1 0sr,2[zr,2]3
sr,2[zr,2]4
1CA.
Note that we did not take derivatives with respect to [x1]1 and
[x2]2, since these variables are treated as fixed parameters.
0BBBBBBBBBBBBBBBBB@
⇤ ⇤ ⇤
⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤
⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤
⇤ ⇤ ⇤ ⇤
⇤ ⇥ ⇥
⇥ ⇤ ⇥
⇤ ⇥ ⇤ ⇥
⇥ ⇤ ⇥ ⇤
1CCCCCCCCCCCCCCCCCA
(a)
0BBBBBBBBBB@
⇤ ⇤ ⇥
⇤ ⇤ ⇤
⇤ ⇤ ⇥
⇤ ⇤ ⇤
⇤ ⇤ ⇤
⇤ ⇤ ⇥
⇤ ⇤ ⇤
⇤ ⇤ ⇥
1CCCCCCCCCCA
(b)
0BB@
⇤ ⇤
⇤ ⇤
⇤ ⇤
⇤ ⇤
1CCA
(c)
Fig. 1. Three matrices considered in Step (ii). ⇤ indicates a potentially
nonzero entry; ⇥ indicates a potentially nonzero entry that is set to zero. All
the other entries are zero.
Step (ii): To show that J xP is nonsingular (i.e., |J xP | 6=0)
a.e. for a.a. xP and a generic Z, we use the approach of
[7, Appendix C]. The determinant of J xP is a polynomial
p(Z, s,x) (i.e., a polynomial in all the entries of Z, s, and x),
which we will show to be nonzero at a specific point (Z˜, s˜, x˜).
Fixing s˜ and x˜, we can then conclude that p(Z, s˜, x˜) (as a
function of Z) does not vanish identically. Since a polynomial
vanishes either identically or on a set of measure zero, we
conclude that p(Z, s˜, x˜) 6= 0 for a generic Z. Using the
same argument, we conclude that, for a generic fixed Z,
p(Z, s,x) 6= 0 a.e. (as a function of (s,x)). Hence, |J xP | 6=0
a.e. for a.a. xP and a generic Z.
It remains to find the point (Z˜, s˜, x˜). The matrix J xP has
the form sketched in Fig. 1(a). Setting [z˜3,2]3=[z˜3,1]4=[z˜3,2]1
=[z˜3,1]2=0, the entries marked by ⇥ become zero. Choosing
[z˜3,1]1, [z˜3,1]3, [z˜3,2]2, [z˜3,2]4, s˜3,1, s˜3,2, [x˜1]1, and [x˜2]2 non-
zero and operating a Laplace expansion on the last four rows
in Fig. 1(a), we see that the matrix in Fig. 1(a) is nonsingular
if the matrix in Fig. 1(b) is nonsingular. Setting s˜1,2= s˜2,1=0,
the entries marked by ⇥ in Fig. 1(b) become zero. By choosing
[z˜1,1]2, [z˜1,1]4, [z˜2,2]1, [z˜2,2]3, s˜1,1, and s˜2,2 nonzero and oper-
ating a Laplace expansion on the last four columns, it remains
to show nonsingularity of the matrix in Fig. 1(c). This can be
achieved by suitably choosing [z˜1,1]1, [z˜1,1]3, [z˜1,2]1, [z˜1,2]3,
[z˜2,1]2, [z˜2,1]4, [z˜2,2]2, and [z˜2,2]4.
Step (iii): By Be´zout’s theorem [11, Proposition B.2.7],
d multivariate polynomials of degree k can have at most kd
isolated common zeros. Since the equation  xP(s,xD) = y¯
can be reformulated as the system of polynomial equations
 xP(s,xD)  y¯ = 0 2 C12, where each of the 12 polynomials
is of degree two (see (20)), the points (s,xD) that are
mapped by  xP to the same y¯ are the common zeros of
12 polynomials of degree two. Nonisolated common zeros of
these polynomials can only exist in the set where J xP is
singular. Hence, the set M , {(s,xD) : |J xP | 6= 0} contains
only isolated common zeros, whose number is upper-bounded
by Be´zout’s theorem by 212. It follows that the number of
points (s,xD) 2 M that are mapped by  xP to the same
y¯ is upper-bounded by 212, i.e.,  xP
  
M is finite-to-one for
a.a. xP . Because by Step (ii) the complement of the set M
has Lebesgue measure zero for a.a. xP , the mapping  xP is
finite-to-one a.e. for a.a. xP .
Step (iv): We will use the following novel result bounding
the change in differential entropy under a finite-to-one map-
ping. A proof is provided in the appendix.
Lemma 1: Let u 2 Cn be a random vector with continuous
probability density function fu. Consider a continuously differ-
entiable mapping # : Cn! Cn with Jacobian matrix J#. Let
v , #(u), and assume that the cardinality of the set # 1({v})
satisfies |# 1({v})|  m < 1 a.e., for some m 2 N (i.e., #
is finite-to-one a.e.). Then:
(I) There exist disjoint measurable sets {Uk}k2[1:m] such
that #
  
Uk is one-to-one for each k 2 [1 :m] and
S
k2[1:m] Uk =
Cn \N , where N is a set of Lebesgue measure zero.
(II) For any such sets {Uk}k2[1:m],
h(v)   h(u) +
Z
Cn
fu(u) log(|J#(u)|2) du H(k) , (21)
where k is the discrete random variable that takes on the value
k when u 2 Uk and H denotes entropy.
Since by Step (iii) the mappings  xP are finite-to-one a.e.
for a.a. xP , we can use Lemma 1 with u = (s, xD) and # =
 xP . We thus obtain
h(y¯ |xP)   h(s, xD) + ExP
Z
C12
fs,xD (s,xD)
⇥ log |J xP(s,xD)|2 d(s,xD) H(k)  .
Step (v): The differential entropy h(s, xD) is a finite con-
stant, and the entropy H(k) can be upper-bounded by the
entropy of a uniformly distributed discrete random variable.
Hence, it remains to bound
ExP
 Z
C12
fs,xD (s,xD) log
 |J xP(s,xD)|2 d(s,xD) 
=
Z
C14
fs,x(s,x) log
 |J xP(s,xD)|2 d(s,x) . (22)
In [7, Appendix C], it is shown that for an analytic function
g : Cn ! C that is not identically zero,Z
Cn
exp( k⇠k2) log(|g(⇠)|) d⇠ >  1 .
Since fs,x is the probability density function of a standard
multivariate Gaussian random vector and det(J xP(s,xD))
is a complex polynomial that is not identically zero as shown
in Step (ii), it follows that the integral in (22) is finite. Hence,
h(y¯ |xP) >  1. With (19), this concludes the proof that
h(y¯)> 1.
APPENDIX: PROOF OF LEMMA 1
Part (I), the separation of Cn into measurable subsets Uk,
can be shown using Zorn’s Lemma (for details see [7, Lemma
8]). To establish part (II), i.e., the bound (21), we first note
that
h(v)   h(v |k) =
X
k2[1:m]
h(v |k=k) pk , (23)
where pk , Pr[u 2 Uk] =
R
Uk fu(u)du. We assume without
loss of generality that pk 6= 0 for k 2 [1 : m] (if pk = 0 for
some k, we simply omit the corresponding term in (23)). Since
#
  
Uk is one-to-one, h(v |k= k) can be transformed using the
transformation rule for one-to-one mappings [12, Lemma 3]:
h(v |k=k) = h(u |k=k) +
Z
Cn
fu|k=k(u) log(|J#(u)|2)du .
(24)
The conditional probability density function of u given k=k
is fu|k=k(u) = Uk(u)fu(u)/pk. Thus, h(u |k = k) =
  RUk fu(u)/pk  log fu(u)/pk du, and (24) becomes
h(v |k=k) = 1
pk

 
Z
Uk
fu(u) log
✓
fu(u)
pk
◆
du
+
Z
Uk
fu(u) log(|J#(u)|2) du
 
=
1
pk

 
Z
Uk
fu(u) log
 
fu(u)
 
du
+
Z
Uk
fu(u) log(|J#(u)|2) du
 
+ log(pk) .
Inserting this expression into (23) and recalling that the sets
Uk are disjoint and
S
k2[1:m] Uk = Cn \N , we obtain
h(v)    
Z
Cn
fu(u) log
 
fu(u)
 
du
+
Z
Cn
fu(u) log(|J#(u)|2)du +
X
k2[1:m]
pk log(pk)
= h(u) +
Z
Cn
fu(u) log(|J#(u)|2)du   H(k) ,
which is (21).
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