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Введение. Последовательный тест, предложенный А. Вальдом в 1947 г. (см. [1]), успешно 
применяется во многих задачах прикладной статистики благодаря его оптимальным свойствам. 
Характеристики теста хорошо исследованы при условии одинаковых распределений наблюде-
ний (см. [2–4]). Однако на практике исследуемые данные часто описываются более сложными 
моделями, например моделью временного ряда с трендом (см. [2–4]). В рамках гипотетических 
предположений эти модели позволяют строить приемлемые статистические оценки для неиз-
вестных параметров, например с использованием метода наименьших квадратов (см. [5]). Кроме 
того, некоторые наблюдения не могут быть зарегистрированы по каким­либо причинам, поэтому 
проблема пропущенных значений становится актуальной. В рамках гипотетической модели на-
блюдений при различных критериях найдены оптимальные решения задачи прогнозирования 
временных рядов с трендом (см. [2, 5]). Эти результаты используются в настоящей работе для 
решения задачи проверки простых гипотез о параметрах временных рядов с трендом в случае 
пропуска наблюдений.
1. Математическая модель. Рассмотрим гипотетическую вероятностную модель временно-
го ряда с трендом [5]:
 ( ) ,  1,2,3,...,
T
t tx t t= θ ψ + ξ =  (1)
где 1 2( ) ( ( ), ( ),..., ( )) ,  1,
T
mt t t t tψ = ψ ψ ψ ≥  – базисные функции тренда, 1 2( , ,..., )
T m
mθ = θ θ θ ∈R  – 
неизвестный вектор параметров, {ξt, t ≥ 1} – последовательность независимых одинаково распре-
деленных гауссовских случайных величин, ξt ~ N(0, σ
2).
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На практике иногда не могут наблюдаться некоторые выборочные значения. Пусть значение 
xk+1, k ≥ m, не наблюдается.
Рассматриваются две простые параметрические гипотезы:
 
0 1
0 1: ,  : ,H Hθ = θ θ = θ  (2)
где θ0, θ1 – известные векторы. Обозначим статистику логарифмического отношения правдопо-
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l =   θ 
 – логарифмическое отношение правдоподобия, вычисленное по наблюде-
нию xt; pt(x, θ) – плотность распределения вероятностей случайной величины xt.
В последовательном тесте Вальда [1] при проверке гипотез (2) после n наблюдений принима-
ется решение
 [ , ) ( , )( ) 2 ( ),C n C C nd + - ++∞= L + ⋅ L1 1  (4)
где ( )D ⋅1  означает индикаторную функцию множества D. Решение d = 2 соответствует продол-
жению процесса наблюдения, поскольку заданная точность не может быть обеспечена. Реше-
ние d = 0 (d = 1) означает остановку процесса наблюдения и принятие гипотезы H0(H1). В (4) 
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где α0, β0 – заданные предельно допустимые значения вероятностей ошибок первого (принять 
гипотезу H1 при справедливой H0) и второго (принять гипотезу H0 при справедливой H1) рода 
соответственно.
2. Вероятностные свойства статистики отношения правдоподобия при наличии пропу-
щенного значения. Обозначим: ( ) ( )( ),  ( )l lE D⋅ ⋅  – условное математическое ожидание и дисперсия 
при условии, что справедлива гипотеза , {0,1}lH l ∈ ; 
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Пусть rank(A) = m. 
Ле м м а  1. В условиях модели (1) для теста (3), (4) проверки гипотез (2) статистики λt, Λn 
имеют гауссовские распределения и справедливы соотношения:
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До к а з а т е л ь с т в о. Из (1) следует, что
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( , ) exp ( ( )) ,
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Далее доказательство состоит в использовании свойств нормального распределения и про-
ведении тождественных преобразований. Лемма доказана.
Модель (1) в матричной форме записывается следующим образом:
 .kX A U= θ +  (5)
Оценка θˆ параметра θ по методу наименьших квадратов имеет вид
 
1ˆ ( ) .T T kA A A X−θ =  
Из свойств метода наименьших квадратов следует, что θˆ имеет нормальное распределение с па-
раметрами
 
2 1ˆ ˆ ˆ( ) ,  cov( , ) ( ) .TE A A −θ = θ θ θ = σ   
Для построения статистического критерия (теста) проверки гипотез (2) в условиях пропуска 
наблюдения xk+1 будем использовать 1 ˆ ( 1)
T
kx k+ = θ ψ +  вместо пропущенного наблюдения. В этом 
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Ле м м а  2. В условиях модели (1) при истинности гипотезы Hi (i = 0,1) статистика nΛ  имеет 
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До к а з а т е л ь с т в о. Имеем
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Для n > k + 1,
  2 11 2 1( ) ( ) ( ) ... ( ) ( ) 1 ( 1)( ) ( 1) .
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Кроме того, ( )( ) ( )1 1 1( ) ( ) ,  0,1,
ii i
k k kE E i+ + +l = l = m =  и ( ) ( ), .n nE E nL = L ∀  Лемма доказана.
В дальнейшем будем использовать следующий известный результат [6]: если X, Y – независи-
мые случайные величины, 2~ ( , ),x xX N m σ   





( | ) ( ; , ),
( )
X Y Y
X Y Y x x
Y
f x y
f x y n x y
f y
+
+ = = + m σ  (8)
где n1(x; μ, σ
2) – плотность распределения вероятностей, соответствующая N(μ, σ2). 
3. Анализ построенного последовательного теста.
Те о р е м а  1. Если в рамках модели (1) rank(A) = m, k ≥ m, tr(ГHn) → +∞ при n → +∞, то 
с вероятностью 1 одна из гипотез (2) принимается тестом (3′), (4) на основе конечного числа 
наблюдений.
До к а з а т е л ь с т в о. В условиях теоремы 2ns → +∞ при n → +∞. Для всех n∈N имеем
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> =  или эквивалентно, 
( ) 1,   {0,1}.lP N l< +∞ = ∈  Теорема доказана.
З а м е ч а н и е  1. Предположим, что значения k0 последовательных наблюдений xk+1,xk+2,…,xk+k0, 
недоступны. Вместо них мы можем использовать 0ˆ ( ), 1,Tix i i k k k= θ ψ = + + , где 1ˆ ( )T T kA A A X-θ = . 
В этом случае теорема 1 также остается верной.
З а м е ч а н и е  2. Если имеется дополнительная информация 1 [ , ]kx a b+ ∈ , то оценка θˆ параме-
тра θ может быть получена решением следующей экстремальной задачи:
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Те о р е м а  2. В условиях теоремы 1 справедливы следующие неравенства:
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До к а з а т е л ь с т в о. Проведем преобразования:
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Это завершает доказательство теоремы 2.
Пусть ,α β  – фактические значения вероятностей ошибок первого и второго рода соответ-
ственно в модифицированном тесте (3′), (4); α,β – вероятности ошибок первого и второго рода 
соответственно в исходном тесте.
Ле м м а  3 (см. [7]). Если случайная величина X принимает только целые положительные зна-
чения, то
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Неравенство (10) получается из (13), (14) и того факта, что
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Неравенство (11) доказывается аналогично. 
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Из (15), (16) и (17) получаем (12). Теорема 3 доказана. 
На практике иногда встречается следующая ситуация: значение xk+1 наблюдается с вероятно-
стью (0,1).q ∈  Пусть v – случайная величина, {0,1}, ( 0) 1 ,v P v q∈ = = -  ( 1) ,P v q= =  величина v не-















Примем	обозначения:	 0 1inf{ : ( , )}, 		 ( ), 		 ( ).n N NN n C C P C P C− + + −= ∈ Λ ∉ α = Λ ≥ β = Λ ≤N
Теорема 	4.	В условиях теоремы 1 для теста (3′′), (4) имеют место следующие неравенства:
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Док а з а т е л ь с т во.	Для	всех	 , {0,1},n i∈ ∈N 	имеем
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З амечание 	3.	Пусть	 [1, 1],k m∈ − 	и	хотя	xk+1	не	наблюдается,	известно,	что,	 1 [ , ].kx a b+ ∈ 	Пусть	
1 1 1max{ ( ), ( )},k k ka b+ + +λ = λ λ   1 11 min{ ( ), ( )}.k kk a b+ ++λ = λ λ 	В	этом	случае	тест	может	быть	постро-
ен	следующим	образом.	Если	после	k	наблюдений	окончательное	решение	d	=	0	или	d	=	1	не	мо-
жет	быть	принято,	то	по	результатам	(k+1)-го	наблюдения	принимается	H0,	если	 1k k C+ −Λ + λ ≤ , 












= Λ − λ ≥ +
 
4. Результаты компьютерных экспериментов. Рассмотрим вероятностную модель (1) и ги-
потезы (2) при следующих значениях параметров:
 
0 1 2 30,7, 4, 10, (1,2,2,2) , (1,1,1,1) , ( ) (1, /10, /100, /1000).T Tq m t t t t= = σ = θ = θ = ψ =  
Обозначим оценку характеристики 0 0{ , , , }t t′τ∈ α α  методом Монте-Карло через τˆ. Количество 
повторений в методе Монте-Карло составляло 50 000. Бесконечная сумма была заменена ко-
нечной суммой от 1 до 1000. Иллюстрация результатов теоремы 4 приведена в таблице, где 
(0) (0)
0 0( ),   ( )t E N t E N= = , 0t′  – среднее число наблюдений, требуемых тестом (4), когда пропу-
щенное наблюдение игнорируется, при справедливости гипотезы H0.
Результаты вычислительных экспериментов







18 0,06272 0,22599 18,26831 17,89814 0,44214







18 0,03136 0,24901 18,51662 18,13772 0,52706
22 0,02708 0,02382 18,24194 18,14634 0,04346
Из таблицы видно, что отсутствие одного наблюдения не приводит к значительным изме-
нениям тестовых характеристик. При фиксированных значениях α0, β0 увеличение k приводит 
к уменьшению верхних границ значений | |α - α  и 0 0| | .t t-  Поскольку указанные верхние грани-
цы зависят от ( ),   {0,1},lP N k l> ∈  эти выражения теряют ценность, когда значение k становится 
меньше, чем среднее число наблюдений. Отметим, что по результатам экспериментов имеет ме-
сто соотношение 0 0ˆtˆ t′ >  для любых α0, β0, k. Этот факт означает, что с использованием предска-
занного значения пропущенного наблюдения число наблюдений может быть в среднем уменьше-
но по сравнению с игнорированием этого значения при обеспечении требуемой точности.
Заключение. В статье построен последовательный тест для временных рядов с трендом 
при наличии пропущенных наблюдений. Доказаны достаточные условия конечности теста. По-
строены верхние границы для абсолютных значений разностей между тестовыми характеристи-
ками в модифицированных и оригинальных тестах. Результаты могут быть использованы для 
анализа робастности [8] построенного теста.
Работа выполнена при частичной поддержке по международной программе IMPULSE (про-
ект № 698327-CDAMCSS).
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