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A matrix concentration inequality for products
Sina Baghal∗
Abstract. We present a non-asymptotic concentration inequality for
the random matrix product
Zn = (Id − αXn) (Id − αXn−1) · · · (Id − αX1) , (1)
where {Xk}
+∞
k=1
is a sequence of bounded independent random positive
semidefinite matrices with common expectation E [Xk] = Σ. Under these
assumptions, we show that, for small enough positive α, Zn satisfies the
concentration inequality
P (‖Zn − E [Zn]‖ ≥ t) ≤ 2d
2 · exp
(
−t2
αv (Σ)
)
for all t ≥ 0, (2)
where v (Σ) denotes a variance parameter.
1. Motivation
Products of random matrices appear as building blocks for many stochastic
iterative algorithms, e.g. [5, 6]. While non-asymptotic bounds of averages of
these matrices are well developed, e.g. [7, 8], the analogous bounds of their
products are much harder to understand due to the non-commutative nature of
matrix multiplication. As such, efforts to understand bounds of this type have
become an active area of research e.g. [2, 3, 4].
2. Contribution
In this note, we provide a non-asymptotic concentration bound (2) for the ran-
dommatrix product Zn (1). These instances appear, for example, in the stochas-
tic gradient descent algorithm applied to the linear least squares problem. We
remark that bound (2) will be of special interest when Xk is almost surely low
rank for all k. In this event, almost all eigenvalues of each factor in the matrix
product Zn are equal to 1 whereas E[Zn] has an exponentially decaying opera-
tor norm. (Note: Without loss of generality, we can assume that Σ is positive
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definite.) Hence, it is interesting to observe that Zn concentrates around its
mean with overwhelming probability as in (2), especially in the case where Xk’s
are almost surely low rank matrices.
3. Related Work
In [3], using the uniform smoothness property of the Schatten p-norm, the au-
thors have studied non-asymptotic bounds for the products of random matrices,
in particular, random contractions [3, Theorem 7.1]. To apply their result to the
matrix product (1), we will need to make some further assumptions. First, we
need to assume some bound involving |I − αXk| since the Araki-Lieb-Thirring
inequality [9, IX.2.11] is used in their analysis. Second, we need to assume a
lower bound t2 ≥ cα2
∑n
k=1 ‖Xk −Σ‖
2 which may grow linearly in n. This will
be problematic particularly since we are only interested in the case where t ≤ 1.
On the other hand, compared to our result, the bound in [3, Theorem 7.1]
has a weaker dependency on the dimension d and, more importantly, it works
in a broader variety of instances. For example, one can use their bound when
in (1), instead of I − αXk, we consider the factors I − αkXk with αk decaying
at a proper rate.
4. Concentration bound
In this section, we prove our result (2). The proof proceeds by constructing a
martingale sequence satisfying bounded differences and then applying Azuma’s
inequality. We assume that the positive semidefinite random matrices Xk in (1)
are drawn independently and they satisfy E [Xk] = Σ for all k. In addition, we
suppose that Xk are uniformly bounded in the operator norm, meaning that
there exists r > 0 such that
‖Xk‖ ≤ r almost surely.
Let u1, · · · ,ud denote the eigenvectors of Σ and λ1 ≥ · · · ≥ λd ≥ 0 denote the
corresponding eigenvalues. For each i ∈ [d] := {1, · · · , d}, define ci to be the
infimum over all positive reals for which
‖(Xk − λiI)ui‖ ≤ ciλi almost surely.
In particular, ci ≤ 1 +
r
λi
and since Xk is positive semidefinite ci = 0 when
λi = 0. We will use the following parameter to measure the amount of variation
in Xk
v (Σ) :=
(
d
d∑
i=1
√
4λi
3
· ci
)2
. (3)
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Theorem. Suppose that α ∈ (0, 12r ). Then the following concentration inequal-
ity holds.
P (‖Zn − E [Zn]‖ ≥ t) ≤ 2d
2 · exp
(
−t2
αv (Σ)
)
. (4)
Proof. Without loss of generality, we can assume that ci, λi > 0 for all i ∈ [d].
We will first show that, for any i, j ∈ [d], the following bound holds for all t ≥ 0:
P
(∣∣
u
T
i Znuj − E
[
u
T
i Znuj
]∣∣ ≥ t√ 4λi3 · ci
)
≤ 2 exp
(
−t2
α
)
. (5)
Set Z0 = Id. Then we note that for all k ≥ 0,
E
[
u
T
i Zkuj
]
= uTi E [Zk]uj = u
T
i (I − αΣ)
k
uj = (1− αλi)
k
· δi,j ,
where δi,j stands for Kronecker delta. For notational convenience, let us denote
zk := u
T
i Zkuj . We have that
E [zk|Xk−1, · · · , X1] = u
T
i E [I − αXk]Zk−1uj = (1− αλi) zk−1. (6)
Denote qi := 1 − αλi and define the random variable Yk := q
−k
i · zk. Dividing
both sides of (6) by qki , we obtain that E [Yk|Xk−1, · · · , X1] = Yk−1. Thus,
{Yk}
+∞
k=1 is a martingale with respect to {Xk}
+∞
k=1. We observe that for all k ≥ 1
qki · |Yk − Yk−1| = |zk − qi · zk−1| = α
∣∣
u
T
i (Xk − λiI)Zk−1uj
∣∣ ≤ αciλi,
where the assumption αr ≤ 12 yielded the bound ‖Zk−1‖ ≤ 1 a.s. Thus, by
Azuma’s inequality, see e.g. [1], we have that for any ǫ ≥ 0
P (|zn − E [zn] | ≥ ǫ) = P
(
|Yn − Y0| ≥ ǫ · q
−n
i
)
≤ 2 exp
(
−ǫ2
2α2λ2i c
2
i
∑n−1
k=0 q
2k
i
)
.
(7)
Note that by Jensen’s inequality
λi ≤ ‖Σ‖ = ‖E [Xk] ‖ ≤ E [‖Xk‖] ≤ r. (8)
Therefore, by (8) and since α ∈ (0, 12r ), we obtain that
∑n−1
k=0 q
2k
i ≤
2
3(1−qi)
.
Plugging this bound into the right-hand side of (7) and letting ǫ = t
√
4λi
3 · ci,
we will obtain (5). Finally, in order to see (4), we first observe that
‖Zn − E [Zn]‖ ≤
∑
1≤i,j≤d
∣∣
u
T
i Znuj − E
[
u
T
i Znuj
]∣∣ .
Then, by (5), with probability exceeding 1− 2d2 · exp
(
− t
2
α
)
, we have that
∑
1≤i,j≤d
∣∣
u
T
i Znuj − E
[
u
T
i Znuj
]∣∣ ≤ t · d d∑
i=1
√
4λi
3 · ci.
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Thereby, we observe that
P
(
‖Zn − E [Zn]‖ ≥ t
√
v (Σ)
)
≤ 2d2 · exp
(
−t2
α
)
.
The result immediately follows.
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