Abstract: Secret sharing is an important topic in cryptography and has applications in information security. The coding theory has been an important role in the constructing of secret sharing schemes. It is known that every linear code can be used to construct secret sharing schemes. So, we use the parity-check matrix of a linear code to construct secret sharing schemes based on linear codes. We also describe some techniques to recover the secret and determine the access structure of the new scheme. In this paper, we use the Massey's secret sharing scheme.
Introduction


Secret sharing has been a subject of study for over 30 years. Secret sharing schemes were explained by Blakley [3] and Shamir [13] in 1979. Then many constructions have been proposed. One of them is based on coding theory. Several authors have considered the construction of secret sharing schemes using error correcting codes [4, 7-9, 11, 16 ]. Massey used linear codes for secret sharing and mentioned the relationship between the access structure and the minimal codewords of the dual code of the underlying code [8, 16] . But determining the minimal codewords is very hard for linear codes. Several authors have explained the minimal codewords for certain codes and characterized the access structures of secret sharing schemes based on their dual codes [1, 2, 12, 14] .
Massey constructed a secret sharing scheme based on an , [n  ] k linear code C using the generator matrix of this code. In this paper, we construct a secret sharing scheme based on  C using the parity-check matrix of an
This work is organized as follows. Section 2 reminds the necessary definitions. Section 3 explains a new method to construct secret sharing schemes based on linear codes and determines the access structure of this scheme.
Definitions
We shall describe a new method about how a secret sharing scheme can be construct based on linear codes. We begin with the necessary definitions.
Codes and Secret Sharing
Let q be a prime power and denote the finite field of order q by q F An ,
where n is length of the code C and k is dimension of C . The dual code of C is defined to be the set of those vectors , ) ( n q F which are orthogonal to every codeword of C and is denoted by
are column vectors of . G G is a n k  matrix. There are several ways to use linear codes to construct secret sharing schemes. One of them is described by Massey 
The vector u is the information vector [5] . So, the main question is "How is the secret shared between the participants?" and one of the important problems is "If the dealer lose the secret, how is it recovered?".
In this work, we use the following definitions in Ref. [10] :
The set The access structure of a secret sharing scheme is the set of all minimal access sets. 
A New Method to Construct Secret Sharing Schemes Based on Linear Codes
H of C . Let , ( 0 h H  , , 1  h ) 1  n h be a parity-check matrix of an , [n  ] k linear code C , where , 0 h , , 1  h 1  n h are column vectors of .
H
H is also the generator matrix of the dual code
In this paper, we always assume that no column vector of any parity-check matrix is the zero vector. Now we construct a secret sharing scheme based on linear codes by a new method. Let q F be the secret space, s be the secret and , 
t is a set of shares, where
In the following lemma, we give a necessary and sufficient condition to recover the secret in the secret sharing scheme based on the dual code 
By the following theorem we explain a new necessary and sufficient condition to recover the secret in the secret sharing scheme based on We know that to recover the secret in a secret sharing scheme is very important. To recover the secret, it has to be known the access structure of secret sharing scheme is very difficult. We also know that the access structure of a secret sharing scheme is the set of all minimal access sets. So, we have to determine the number of minimal access sets in the secret sharing scheme. Now we give a theorem about the number of minimal access sets in the secret sharing scheme based on a linear code C over . 
Conclusion
In 
