Abstract. In this work we study the boundedness of pseudo-differential operators corresponding to a ∈ S m 0,0 on Triebel-Lizorkin spaces F s,q p and Besov spaces B s,q p . We also discuss the sharpness of our estimates in a certain sense.
Introduction
Let S(R d ) denote the Schwartz space and S ′ (R d ) the space of tempered distribution. For the Fourier transform of f ∈ S(R d ) we use the definition f (ξ) := R d f (x)e −2πi x,ξ dx and denote by f ∨ the inverse Fourier transform of f . We also extend these transforms to the space of tempered distributions.
For 0 ≤ δ ≤ ρ ≤ 1 and m ∈ R a symbol a in Hörmander's class S m ρ,δ is a smooth function defined on R d × R d satisfying that for all multi-indices α and β there exists a constant C α,β such that
and the corresponding pseudo-differential operator T [a] is given by
a(x, ξ) f (ξ)e 2πi x,ξ dξ, f ∈ S(R d ).
The operator T [a] is well-defined on S(R d ) and it maps S(R d ) continuously into itself. For (ρ, δ) = (1, 1) the operators form a class invariant under taking adjoints, and thus we have T [a] : S ′ (R d ) → S ′ (R d ) via duality. See [9] , [10, p94] , [13] for details.
For 0 ≤ δ ≤ ρ < 1 the boundedness of T [a] ∈ OpS m ρ,δ was studied, for example, by Calderón and Vaillancourt in [1] , by Fefferman in [3] , and by Päivärinta and Somersalo in [12] . The operators are bounded on h p for 0 < p < ∞ if
The author [13] generalized this result to Triebel-Lizorkin and Besov spaces for 0 < ρ < 1. The key idea to prove Theorem A is an estimate for a family of operators that is reminiscent of Calderón-Zygmund theory in [16] , but the argument does not work for the case ρ = 0.
Moreover, Theorem A and B are sharp in the sense that the condition (1.2) is necessary and when the equality of (1.2) holds the assumptions on q, t are necessary. To be specific, the boundedness results fail with the oscillatory multiplier operator In this paper we extend Theorem A and B to ρ = 0 and construct counter examples to show the sharpness of our results.
The main results of this paper are the following theorems.
Theorem 1.2. Let 0 < p, q, t ≤ ∞, and s 1 , s 2 ∈ R. Suppoe m ∈ R satisfies (1.4) and a ∈ S m 0,0 . Then
Moreover, Theorem 1.1 and 1.2 are sharp in the following sense ( except the case p = ∞ in Theorem 1.2 (2) ). Theorem 1.3. Let 0 < p, q, t ≤ ∞, s 1 , s 2 ∈ R and m ∈ R. Then there exists a symbol a ∈ S m 0,0 such that
if one of the following conditions holds;
Theorem 1.4. Let 0 < p, q, t ≤ ∞, s 1 , s 2 ∈ R and m ∈ R. Then there exists a symbol a ∈ S m 0,0 such that
Remark. To complete the sharpness of Theorem 1.2 it remains to show the necessity of q ≤ t when p = ∞ and m − s 1 + s 2 = −d/2, but we couldn't resolve this issue.
This paper is organized in the following way. Section 2 is dedicated to introducing definitions and general properties about Besov and Triebel-Lizorkin spaces. In Section 3 and 4 we focus on the proof of Theorem 1.1 and 1.2. In the last section we construct some examples to prove Theorem 1.3 and 1.4.
For sake of simplicity we restrict ourselves in the sequel to function spaces defined on R d and omit "R d ". In other words, S, S ′ , B s,q p , and F
Function spaces
To recall the definition of B s,q p and F s,q p let φ be a smooth function so that φ is supported in {ξ : 2 −1 ≤ |ξ| ≤ 2} and k∈Z φ k (ξ) = 1 for ξ = 0 where
respectively.
These spaces are independent of the resolutions of unity {φ k } up to quasi-norm equivalence. When p = q = ∞ we employ F s,∞ ∞ = B s,∞ ∞ , but a direct extension of (2.1) to F s,q ∞ , q < ∞, is impossible due to the dependence of the choice of {φ k } ( see [18, 2.1.4] and [6] for more details ). When 1 < q < ∞ and s ∈ R the definition of F s,q ∞ is introduced by Triebel [18, 2.3.4] and it is the collection of all f ∈ S ′ (R d ) which can be represented as
where the infimum is taken over all admissible representations (2.2). In 1990 Frazier and Jawerth [6] proposed a new definition of 
where the supremum is taken over all dyadic cubes whose side length is less than 1. Then (2.4) is independent of φ and is comparable to the definition in (2.3). In this paper we employ (2.4) for the definition of f F s,q ∞ . We note that these spaces provide a general framework that unifies classical function spaces.
2.1. Maximal inequalities. [14] , [15] , [18] Denote by M the Hardy-Littlewood maximal operator and for 0 < t < ∞ let M t u = M(|u| t ) 1/t . For r > 0 let E(r) denote the space of all distributions whose Fourier transforms are supported in {ξ : |ξ| ≤ 2r}. A crucial tool in theory of function spaces is a maximal operator introduced by Peetre [15] . For r > 0 and σ > 0 define
As shown in [15] , one has the majorization
for all σ ≥ d/t if u ∈ E(r). These estimates imply the following maximal inequality via the Fefferman-Stein inequality. Suppose 0 < p < ∞ and 0 < q ≤ ∞. Then for k ∈ Z and A > 0 one has
Moreover, for p = ∞ it is proved in [14] that for µ ∈ Z, P ∈ D µ , and A > 0 one has
where the constant in the inequality is independent of µ and P . The condition σ > max (d/p, d/q) in (2.5) and (2.6) is necessary for the inequalities to hold. See [2] and [14] for more details.
2.2. ϕ-transform of F -spaces. [5] , [6] , [7] For a sequence of complex numbers
we define
Furthermore for c > 0 let ϑ 0 , ϑ, ϑ 0 , ϑ ∈ S satisfy
where ϑ k (x) = 2 kd ϑ(2 k x) and ϑ k (x) = 2 kd ϑ(2 k x) for k ≥ 1. Then the norms in F s,q p can be characterized by the discrete f s,q p norms. For each Q ∈ D let x Q be the lower left corner of
The converse estimate also holds. For any sequence v = {v Q } Q∈D of complex numbers satisfying v f s,q p [7] , [8, 6.6 .3] Let 0 < p ≤ 1, 0 < q ≤ ∞, and s ∈ R. A sequence of complex numbers r = {r Q } Q∈D
Then we will use the following atomic decomposition of f s,q p as a substitute of the atomic decomposition of h p for 0 < p ≤ 1.
|Q| Q f (z)dz and the supremum is taken over all cubes Q containing x. Then a fundamental inequality of Fefferman and Stein [4] says that for 1
By following the proof of the above estimate in [4] one can actually replace the maximal functions by dyadic maximal ones. For locally integrable function f we define the dyadic maximal function
and the dyadic sharp maximal funtion
where the supremums are taken over all dyadic cubes Q containing x.
Now we introduce a modification of the sharp function estimates in [17] for the case q < p. For n ∈ N and a sequence of functions {g k } k∈N let
Then we have the following pointwise estimate, which is a slight modification of Lemma 6.4 in [17] .
Proof. We may assume A = 1 without loss of generality. We claim the pointwise estimate that for each k ∈ N, P ∈ D with l(P ) ≥ 2 −k , and any t > 0
where 2 l+3 P stands for a dilate of P by a factor of 2 l+3 with the same center.
Once we have (2.10), by choosing 0 < t < q so that
where the second inequality follows from l q ⊂ l 1 if q ≤ 1 and from Hölder's inequality if q > 1, and the third one follows from the L qboundedness of M t and the fact that − log 2 l(2 l+3 P ) ≤ − log 2 l(P ). Therefore it suffices to show (2.10). Let P ∈ D with l(P ) ≥ 2 −k and y ∈ P . By using Peetre's mean value inequality in [15] we see that for all t > 0 and sufficiently small δ > 0
and this is bounded by
We observe that the supremum in the sum is less than
for |z| ≤ 2 −k+l and this proves (2.10).
Now we have the following characterization of Lemma 2.4. Let 0 < q < p < ∞ and n ∈ N.
the inequality " " follows from the L p boundedness of M q .
For the opposite direction one needs to prove
We apply the sharp function estimate as in [16] and [17] , using dyadic cubes. By using Lemma 2.2 with p/q > 1
where
for P ∈ D with l(P ) ≤ 2 −n . We see that
Since l(P ) ≤ 2 −k there exists the unique dyadic cube Q P ∈ D k containing P and then by using Taylor's formula we obtain the right hand side of the inequality is less than a constant times
for some ψ k ∈ S with Supp( ψ k ) ⊂ {ξ : |ξ| ≈ 2 k }. Observe that for any σ > 0 and
and this yields that for
for any σ > 0. Then by Lemma 2.3 with σ > 2d/q we finish the proof of (2.11).
3. Proof of Theorem 1.1
We apply the paradifferential technique as in [13] . Suppose a ∈ S m 0,0 . Let
and write
Note that a (j) ∈ S m 0,0 for each j = 1, 2, 3. It was already proved in [13] that for any s, m ∈ R and 0 < p, t ≤ ∞ we have
and the estimates clearly imply
p , j = 1, 2 for all 0 < q, t ≤ ∞ and s 1 , s 2 ∈ R. Therefore it suffices to prove
if one of the conditions (1)- (4) holds. Actually, we may consider only the endpoint case m − s 1 + s 2 = −d 1/2 − 1/p because the other cases follow immediately.
Observe that T [a (3) ] can be written as
is a S m 0,0 symbol with a constant which is independent of k. Moreover, for 0 < r < ∞ there exists a constant C r > 0 such that
For r = ∞ we claim that for each k ≥ 3 if g k ∈ C ∞ satisfies the polynomial growth estimate
where the constant in the inequality is independent of k. To prove (3.6) we need the following lemmas.
Lemma 3.1. Suppose g ∈ C ∞ satisfies the polynomial growth estimate
for some N > 0. Then for any Ψ ∈ S and
Then each G x is well-defined periodic function and |G x (y)| N 1 + |x| N . (3.8) follows from Plancherel's identity and the observation
Lemma 3.2. Let µ ∈ N and P ∈ D µ . Suppose {g k } k∈N is a sequence of C ∞ functions satisfying (3.5). Then there exists ǫ > 0 such that
for each integer k ≥ µ. Here the constant in the inequality is independent of k, µ and P .
Proof. Choose ψ, ψ ∈ S so that Supp( ψ) ⊂ {ξ : |ξ| ≤ 1 + 1/100}, ψ(ξ) = 1 on {ξ : |ξ| ≤ 1−1/100}, l∈Z d ψ(ξ − l) = 1 for all ξ ∈ R d , ψ * ψ = ψ, and Supp( ψ) ⊂ {ξ : |ξ| ≤ 1+1/10}.
For µ ∈ N let P * be a dilate of P ∈ D µ by a factor of 10 and for 0 < δ < 1 and k ≥ µ let P δ µ,k be a dilate of P ∈ D µ whose side length is 2 δ(k−µ) with the same center c P . Then the left-hand side of (3.9) is
By using (3.4) and Young's inequality we have
and by the almost orthogonality property of ψ(· − l) l∈Z d and Young's inequality
and then we apply Lemma 3.1 to obtain that the last expression is less than
Then it follows from integration by parts that
k for x ∈ P and y ∈ (P δ µ,k ) c . Therefore
for M > d. Now we apply Lemma 3.1 to obtain
This yields that
Now we return to the proof of (3.6). By using (2.6) and Lemma 3.2, it follows that
Theorem 1.1 (2) is an immediate consequence of (3.4) . From now on, we assume p = 2.
3.1. The case 0 < p ≤ 1. Suppose 0 < p ≤ 1 and m − s 1 + s 2 = −d(1/p − 1/2). Then we will show 
Note that
Let µ ∈ Z, P ∈ D µ , and {r Q } be ∞-atoms for f s 1 ,∞ p associated with P . Define
Then as shown in [13, 3.5] it suffices to prove that
1, uniformly in µ and P. (3.11) where the sum is additionally taken over µ ≤ k because the condition Q ⊂ P in the definition of R P,k ensures that R P,k vanishes unless µ ≤ k.
We first consider the case l(P ) ≤ 2 −3 ( i.e. µ ≥ 3 ). Now our claim is that there exists ǫ > 0 such that
uniformly in µ and P (3.12) for each k ≥ µ. Then (3.11) follows immediately.
To show (3.12) we fix 0 < δ < 1 and let P * and P δ µ,k be dilates of P as in the proof of Lemma 3.2. The left-hand side of (3.12) is less than a constant times
First of all, by Hölder's inequality and (3.4)
and observe that
and the argument in [13, 3.5] 
Now let us look at the term T
. Let K k (x, y) be the kernel of
Then c k (y, η) can be interpreted as a symbol corresponding to the adjoint operator of
and therefore c k also belongs to S m 0,0 ( See [13, Appendix] for more details ). Furthermore η lives in the annulus {η : 2 k−2 ≤ |η| ≤ 2 k+2 }. Therefore for any multi-indices α we have
by Plancherel's theorem. Now for 0 < p < 1 by Hölder's inequality with 1/p > 1 and Fubini's theorem we have
dy where we recall x P denotes the lower left corner of P . For x ∈ (P δ µ,k ) c and y ∈ P * we have |x − x P | |x − y| and thus
due to (3.13) . This proves
Similarly, for p = 1 we have
Thus, (3.12) holds for l(P ) ≤ 2 −3 .
When l(P ) > 2 −3 ( i.e. µ < 3 ) we replace P δ µ,k by a dilate of P whose side length is 2 k−µ with the same center c P in the above argument and obtain
for some ǫ > 0. Then (3.11) follows.
3.2. The case 2 < p ≤ ∞. Suppose 2 < p ≤ ∞ and m − s 1 + s 2 = −d(1/2 − 1/p). Then it suffices to show that
3.2.1. Proof of (3.14) for 2 < p < ∞. By Lemma 2.4 one has
Due to the support property and Young's inequality we have
and by (3.4) this is bounded by a constant times
Now our goal is to show
Observe that for k ≥ 5 and σ > 0
and this implies that
whose Fourier transform is supported in {ξ : |ξ| ≈ 2 k }. Then by using Lemma 2.3 with σ > 2d/q we have
We now apply the interpolation technique in [16] . Given a sequence {T [b k ] f k } we can choose dyadic cubes P (x) depending measurably on x so that
For each x ∈ R d let µ(x) := − log 2 l(P (x)) and λ(x) := max (3, µ(x)). Then it suffices to show
where the constant in the inequality does not depend on the choice of mapping x → P (x). By using Hölder's inequality with 1/q > 1 the left-hand side of (3.17) is less than
for any δ > 0.
Now let
where ω k (x, y)'s are measurable functions satisfying sup x,y,k ω k (x, y) ≤ 1. For 0 ≤ Re(z) ≤ 1 we define
Then observe that
Now we estimate the L p norm of S z n for z = θ by interpolation between L 2 bound for Re(z) = 0 and L ∞ bound for Re(z) = 1.
For z = iτ , τ ∈ R we have
and thus, by the L 2 estimate for M, Fubini, and (3.4),
Moreover, by Schwarz inequality and Lemma 3.2, we have
for some ǫ > 0. Therefore,
By applying a complex interpolation theorem in [6, Chapter8] to (3.18) and (3.19) we obtain
for some ǫ 0 > 0, and finally
by choosing 0 < δ < ǫ 0 . Now by suitably choosing ω k , we get (3.17).
3.2.2. Proof of (3.14) for p = ∞. Suppose m−s 1
and the first finite sum is less than
by using (3.6). Moreover, from (3.16),
where the third inequality follows from (2.6) with σ > d/q, and the last one from Hölder's inequality with 2/q > 1 and Lemma 3.2.
Proof of Theorem 1.2
It suffices to show that for 0
for each j = 1, 2 and the boundedness of T [a (3) ] is an immediate consequence of (3.4) and (3.6). We construct multiplier operators and since s 1 and s 2 do not affect the boundedness of multipliers, we assume s 1 = s 2 = 0 Recall the Khintchine's inequality; For a (countable) index set I , let {r n } n∈I be the Rademacher functions defined on [0, 1] and {c n } n∈I be a sequence of complex numbers. Then for 0 < p < ∞,
For each k ∈ N let ζ k := 10k and N k := {n ∈ Z d : 2 ζ k +2 ≤ |n| < 2 ζ k +3 }. Now let {r n } n∈N k be the Rademacher functions and define
. Then its Fourier transform equals 1 on {ξ : 2 ≤ |ξ| ≤ 2 4 }, vanishes outside {ξ : 1 < |ξ| < 2 5 }. This implies that
5.1. Proof of Theorem 1.3 (2). Assume 0 < t < p ≤ 2 and m = −d(1/p − 1/2). We shall use a randomization technique in [2] .
Let Ω be a probability space with probability measure µ and let {θ Q } be a family of independent random variables, each of which takes the value 1 with probability A k and the value 0 with probability 1 − A k when Q ∈ Q(k). Here A k is, of course, a constant between 0 and 1.
For each w ∈ Ω define
where c Q is the center of Q and {B k } is a sequence of positive numbers increasing at least in a geometric progression. Then as shown in [2, Proof of Theorem1
Moreover, due to (5.2) one has
Our claim is Let Ω(k, Q) be the event that θ Q (w) = 1 but θ Q ′ = 0 for all Q ′ = Q in Q(k). The probability of this event satisfies
with card(Q(k)) = 2 ζ k d and our choice A k = 2 −ζ k d . Then one has 
Proof of Theorem 1.4 (2).
We first assume 0 < p ≤ 2 and 0 < t < q ≤ ∞. Define ( Hölder's inequality when t > p, Minkowski inequality when t < p ) and this expression is comparable to 2 ζ k dt/2 by applying Khintchine's inequality. Therefore one has
Finally, we are done by choosing C k so that (5.8) 1 and (5.9) L ǫ for some ǫ > 0.
When 2 < p < ∞, the result follows from the duality arguments in [13, 6.2.2] .
