A two-dimensional spin-directed Z 2 network model is constructed that describes the combined effects of dimerization and disorder for the surface states of a weak three-dimensional Z 2 topological insulator. The network model consists of helical edge states of two-dimensional layers of Z 2 topological insulators which are coupled by time-reversal symmetric interlayer tunneling. It is argued that, without dimerization of interlayer couplings, the network model has no insulating phase for any disorder strength. However, a sufficiently strong dimerization induces a transition from a metallic phase to an insulating phase. The critical exponent ν for the diverging localization length at metal-insulator transition points is obtained by finite-size scaling analysis of numerical data from simulations of this network model. It is shown that the phase transition belongs to the two-dimensional symplectic universality class of Anderson transition.
I. INTRODUCTION
A strong d-dimensional topological band insulator is a band insulator of noninteracting electrons which is characterized by a nontrivial topological index under certain symmetry constraints. Its (d − 1)-dimensional boundary always has gapless boundary states which are extended on the boundary but localized in the direction normal to the boundary. They share, because of the nontrivial topological index, a degree of robustness to perturbations that respect the symmetry constraints.
The simplest example of a strong two-dimensional topological band insulator (without any symmetry constraint) was constructed by Haldane.
1 With periodic boundary conditions, it has two single-particle Bloch bands separated by a gap ∆. Its nontrivial topological invariant is a non-vanishing Chern number that is proportional to the Hall conductivity.
2 This example is a representative of topological band insulators called Chern insulators. In open geometries, Chern insulators support gapless single-particle boundary states, i.e., edge states. These edge states are chiral in that they propagate along the edge either clockwise or anti-clockwise depending on the sign taken by the Hall conductivity of the occupied bands. Since intra-edge backward scattering is not permitted, these chiral edge states are robust to perturbations.
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A more intricate example of a strong two-dimensional topological band insulator was constructed by Kane and Mele. 4, 5 With periodic boundary conditions, it has four single-particle bands that form two Kramers' pairs of bands as a consequence of time-reversal symmetry. However, spin-rotation symmetry is completely broken by spin-orbit coupling. A gap ∆ separates the two pairs of bands, and the Bloch wave functions of the occupied bands have a nontrivial topological Z 2 index. 5 In an open geometry, there is a Kramers' pair of edge states, called helical edge states (Fig. 1 ). This pair is robust to perturbations that respect the time-reversal symmetry. [6] [7] [8] This example is a representative of topological band insulators called Z 2 topological band insulators.
Weak topological band insulators are built out of strong lower-dimensional topological band insulators. For example, a weak three-dimensional topological insulator can be a stack of strong two-dimensional topological insulators as is illustrated in Fig. 2 . Weak topological band insulators can support surface states in open geometries that are inherited from the boundary states of their lower-dimensional strong topological band building blocks.
Weak three-dimensional Chern insulators have been studied theoretically in the context of three-dimensional generalizations of the quantum Hall effect.
9-16 Twodimensional transport at the surface of GaAs/AlGaAs multilayer structures subjected to a large uniform magnetic field parallel to the stacking axis was established in Ref. 17 .
Models for weak three-dimensional Z 2 topological band The former eigenstates are the bulk eigenstates. The latter eigenstates are the edge eigenstates. The momentum k is the momentum along the boundary. The wave functions in position space of bulk eigenstates are supported in the shaded region of the ellipse. The wave functions in position space of edge eigenstates are extended along the edge and labeled by the momentum quantum number k along the edge, while they decay exponentially fast away from the edge.
insulators were constructed simultaneously with models for strong three-dimensional Z 2 topological insulators. [18] [19] [20] [21] Of course, most of the excitement generated by these works was reserved for the strong threedimensional Z 2 topological insulators, especially after their experimental discovery in Bi 1−x Sb x , 22 Bi 2 Se 3 ,
23,24
and TlBiSe 2 . [25] [26] [27] [28] A weak three-dimensional Z 2 topological insulator has been identified experimentally in the form of Bi 14 Rh 3 I 9 .
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Two-dimensional surfaces of strong (weak) threedimensional Z 2 topological band insulators support an odd (even) number of helical surface states. Each such helical surface state effectively realizes the linear dispersion of a massless two-component Dirac particle in twodimensional momentum space. A single massless twocomponent Dirac particle cannot accommodate a mass term without breaking time-reversal symmetry in two dimensions. In this sense, a single Dirac cone on the surface of a strong three-dimensional Z 2 topological band insulator is protected by time-reversal symmetry. This is not so for a pair of massless two-component Dirac particles in two dimensions. They can accommodate a mass term that does not break time-reversal symmetry, but breaks some of the lattice symmetries. Thus, a pair of Dirac cones on the surface of a weak Z 2 topological band insulator is not protected by time-reversal symmetry. 18 For this reason, weak topological band insulators have initially attracted less interest than strong topological band insulators. In the presence of disorder that preserves the timereversal symmetry, momentum is not a good quantum number anymore. In fact, the very notion of a spectral gap or of gaplessness is meaningless in the presence of disorder. It is replaced by the notion of mobility edges that defines the windows of single-particle energies for which single-particle states are localized by disorder.
The consequences of disorder weaker than the bulk band gap ∆ for the surface states of a strong threedimensional Z 2 topological band insulator can be accounted for by describing the helical surface states as massless two-component Dirac fermions in twodimensional space perturbed by local potentials that break translation invariance along the boundary but preserve time-reversal symmetry. In turn, this effective field theory can be approximated by a nonlinear σ-model (NLσM) with a two-dimensional base space and a target space determined by the symplectic symmetry of the effective Hamiltonian, that is augmented by a topological term. 30, 31 This topological term prevents the transition from a conducting to an insulating phase as the disorder strength on the boundary is made arbitrarily large, 32 as is implied by the strictly monotonic one-parameter scaling law obeyed by the conductivity σ on a surface of area L 2 that is captured by the beta function d ln σ/d ln L shown in Fig. 3 . 33, 34 By contrast, no topological term augments the NLσM description of the effect of timereversal-symmetric disorder for the surface states of a weak three-dimensional Z 2 topological band insulator. 31 One might be tempted to deduce from this fact that strong disorder always causes localization. This is not so however.
The even number of Dirac points on the surface of a weak three-dimensional Z 2 topological band insulator allows a time-reversal symmetric perturbation, a dimerization, to open a spectral gap 2|m| ∆ for the surface states at the cost of breaking some lattice symmetries. 18, 35 The effective Dirac Hamiltonian with a dimerization mass m in the clean limit turns out to be the one describing two-dimensional strong Z 2 topological insulators. [35] [36] [37] [38] Hence, the sign of the mass m selects one of the two topologically distinct massive phases of a strong two-dimensional Z 2 topological band insulator. The surface Dirac points can thus be associated with a quantum critical point separating two massive dimer phases with less lattice symmetries. A defect of the dimerization mass m along a curve on the surface of the weak threedimensional Z 2 topological band insulator at which m smoothly changes sign binds a pair of Kramers degenerate helical edge states whose dispersion crosses the gap 2|m| of the surface states. [35] [36] [37] [38] [39] Provided the disorder is time-reversal symmetric, this quantum critical point has the remarkable property that, perturbed by time-reversal symmetric surface disorder, it turns into a metallic phase separating two insulating dimerized phases.
This counter-intuitive conclusion was first reached by Ringel, Kraus, and Stern for a layered model of a weak three-dimensional Z 2 topological band insulator based on the sensitivity to twisted boundary condition of spectral flows. 40 Mong, Bardarson, and Moore did a numerical study of the disordered Dirac equation capturing the low-energy and long-wave-length limit of the disordered surface states of a weak three-dimensional Z 2 topological band insulator that confirmed this prediction and, furthermore, showed that the clean Dirac critical point is smoothly connected to a metallic phase as shown in Fig. 4 . 36 Fu and Kane pointed out the importance of Z 2 vortices in a description in terms of a NLσM of disordered (Color online:) Phase diagram from Ref. 36 for the surface states of a weak three-dimensional Z 2 topological band insulator as a function of the mass that opens a band gap at the Dirac points (horizontal axis) and the disorder strength (vertical axis). It is assumed that the disorder does not mix surface states localized on disconnected boundaries of the three-dimensional Z 2 topological band insulator. 32 The origin of the phase diagram is the critical point corresponding to an even number of two-component massless Dirac fermions at their Dirac point.
surface states of a weak three-dimensional Z 2 topological band insulator.
37 Furthermore, they have proposed the possibility of a non-monotonous renormalization-group flow on the line m = 0 in Fig. 4 . However, the monotonic scaling observed in Ref. 36 seems to indicate that d ln σ/d ln L > 0 at m = 0, as is the case of surface states of a strong Z 2 topological insulator shown in Fig. 3 . Finally, a numerical study of the localization properties of a disordered lattice model for a three-dimensional Z 2 topological band insulator that interpolates from the strong to the weak regimes is consistent with the phase diagram of Fig. 4 .
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A question that has been left open so far is that of the nature of the phase transition between the insulating and the metallic phases in Fig. 4 . In this paper, we construct a two-dimensional network model for the surface states of a weak three-dimensional Z 2 topological band insulator. We call this network model the two-dimensional spin-directed Z 2 network model. It differs from a twodimensional Z 2 network model that we constructed in Ref. 42 to study the effects of disorder on the phase diagram of a strong two-dimensional Z 2 topological band insulator. 43, 44 For the two-dimensional spin-directed Z 2 network model, we argue by considering several limiting cases and by mapping it to effective Dirac Hamiltonians that, without dimerization, there is no insulating phase even when disorder is strong. With a finite dimerization, we establish numerically the existence of three phases, two insulating phases that are separated by a metallic phase. We show that, aside from being continuous, the quantum phase transition between the insulating and metallic phases belongs to the two-dimensional universality class with symplectic symmetry within the theory of Anderson localization, irrespectively of whether the insulating phases are topologically trivial or nontriv-ial.
The paper is organized as follows. The twodimensional spin-directed Z 2 network model that describes the combined effects of dimerization and disorder for the surface states of a weak three-dimensional Z 2 band insulator is constructed in Sec. II. This model is studied in Sec. III, in which the main numerical results of this paper are explained. A generalization of the spindirected Z 2 network model to incorporate surface states of an odd stacking number of strong Z 2 topological insulators is presented in Sec. IV. Section V is devoted to the two-dimensional spin-directed Z 2 network model that describes the combined effects of trimerization and disorder on the surface states of a weak three-dimensional Z 2 band insulator. Section VI closes the paper by summarizing our results. We also present in Appendix A and B the relationship between the model from Sec. II A captured by Fig. 2 , the two-dimensional spin-directed Z 2 network model from Sec. II B, and two-dimensional Dirac fermions. 45 Thereby, we establish the complementarity of our results to those from Ref. 36 . The parameter sets used in our finite-size scaling analysis are given in Appendix C.
II. DEFINITIONS AND MAIN RESULTS
A. Quasi-one-dimensional model for the surface states of a weak three-dimensional Z 2 topological insulator
We start from the model of a weak three-dimensional Z 2 topological band insulator that is depicted in Fig. 2 . It consists of a stacking of layers, each of which represents a strong two-dimensional Z 2 topological band insulator depicted in Fig. 1(a) . We assume that all pancakes in Fig. 2(a) are identical. The single-particle spectrum corresponding to any pancake in Fig. 2(a) is shown in Fig. 1(b) . It consists of two continua corresponding to bulk single-particle eigenstates separated by the band gap ∆ and of a pair of Kramers' degenerate helical edge states crossing the bulk gap. We will always assume that ∆ is much larger than the amplitude max t − , t + for edge states on adjacent pancakes to hop between layers. Here, t + is depicted by a solid line in Fig. 2 , while t − is drawn as a dotted line in Fig. 2 . The characteristic energy
quantifies the amount by which translation symmetry by one stacking layer is broken, i.e., the amount of dimerization about the average hopping amplitude
(Color online:) An elementary scattering event in the spin-directed Z 2 network model maps four incoming plane waves into four outgoing plane waves through a unitary 4 × 4 matrix S compatible with the operation of time reversal. By demanding that the operation of time reversal is an antiunitary operation that squares to minus the 4 × 4 identity matrix, the scattering matrix S can break spin-rotation symmetry (hence the spin labels on the plane waves), but preserves time-reversal symmetry. In other words, the scattering matrix belongs to the symplectic class of scattering matrices. The matrix S is represented by Eq. (2.3).
The hierarchy of energy scales
will be assumed. Assumption (2.1c) justifies ignoring the degrees of freedom from the bulk altogether and keeping only the degrees of freedom living on the edges of Fig. 2 for energies below ∆. In Appendix A, we present a quasi-onedimensional Hamiltonian that governs the dynamics of the surface states of Fig. 2 Alternatively, we may encode the dynamics of the surface states of Fig. 2 , under the assumption that the hierarchy of energy scales (2.1c) holds, in terms of the unitary scattering matrix of a two-dimensional spin-directed Z 2 network model.
The elementary building block of the two-dimensional spin-directed Z 2 network model is a 4 × 4 unitary matrix S that scatters four incoming plane waves into four outgoing plane waves. The conventions on the labels of the scattering states that we choose to represent S are defined in Fig. 5 . If we demand that this 4 × 4 unitary matrix S preserves time-reversal symmetry, whereby time reversal is represented by an antiunitary map on scattering states that squares to minus the 4 × 4 unit matrix, we obtain the representation
where the scattering matrix that maps four incoming into four outgoing plane waves has the 2 × 2 block structure
The real numbers r and t obey the condition
(2.3c) and may be interpreted as the reflection and transmission amplitudes, respectively, upon inspection of the transformation laws of the labels 1 and 2 on the one hand and 3 and 4 on the other hand from Fig. 5 . The 2 × 2 matrix Q is defined by Q = e +iφ 1 cos θ e +iφ 2 sin θ e −iφ 2 sin θ −e −iφ 1 cos θ = i sin φ 1 cos θ σ 0 + cos φ 2 sin θ σ 1 − sin φ 2 sin θ σ 2 + cos φ 1 cos θ σ 3 .
(2.3d)
It acts on the spin up and down labels of the incoming and outgoing plane waves through the unit 2 × 2 matrix σ 0 and the three Pauli matrices σ 1 , σ 2 , and σ 3 . The parameter 0 ≤ θ ≤ π/2 quantifies the amount of spinrotation symmetry breaking. When θ = 0, the SU (2) spin-rotation symmetry is broken down to the subgroup U (1). Any 0 < θ ≤ π/2 breaks the residual U (1) symmetry by a spin-flip process. The rate of this spin-flip tunneling is maximal for θ = π/2. The remaining four phases φ j (0 ≤ φ j < 2π, j = 0, 1, 2, 3) parametrize the phase arbitrariness of incoming and outgoing plane waves compatible with the condition
that implements time-reversal symmetry on the scattering matrix. The sign of the amplitudes t and r can always be absorbed into the shifts φ 1,2 → φ 1,2 + π and φ 3 → φ 3 + π, respectively. Hence, we may assume without loss of generality that t and r are positive numbers. A two-dimensional spin-directed Z 2 network model is defined by arranging a collection of elementary scattering events, with possibly distinct values for the parameters t, θ, φ j (j = 0, 1, 2, 3), as is shown in Fig. 6 . These network models are spin-directed because, if all transmission amplitudes are chosen to vanish, there is no flipping of the spin quantum numbers so that there are M independent pairs of Kramers' degenerate helical edge states propagating unimpeded along M one-dimensional channels.
The two-dimensional spin-directed Z 2 network model is thus different from the two-dimensional (undirected) Z 2 network model that realizes strong two-dimensional Z 2 topological insulators studied in Refs. 42-44, as can be verified by comparing Fig. 6 to Fig. 7 . In the twodimensional (undirected) Z 2 network model, the nodes labeled by r in Fig. 7 are obtained from those labeled by t through a 90 degree rotation. Hence, the twodimensional (undirected) Z 2 network model is invariant (on average) under 90 degree rotation, whereas there is no discrete rotation symmetry for the two-dimensional spin-directed Z 2 network model.
Disorder is introduced in any two-dimensional spindirected Z 2 network model by choosing the four phases φ j (j = 0, 1, 2, 3) of any elementary scattering process making up a network model to be random numbers independently and identically distributed with a uniform distribution on the interval
In this paper, we study the combined effects of dimerization and disorder on the two-dimensional spin-directed Z 2 network model. To incorporate dimerization, we assume that the squared amplitude of the transmission (reflection) amplitude alternates in a periodic fashion between the two values labeled by ± of
where
(2.5b) Equation (2.5b) emphasizes that the choice of which of the squared transmission amplitudes t 2 + and t 2 − is the largest is arbitrary for an alternating covering of the network. When δ = 0, there is no dimerization. Parameter space Ω 4d for the two-dimensional spin-directed Z 2 network model with disorder and dimerization is fourdimensional. We choose the parametrization
However, in most cases, we will choose the disorder to be maximal in that δφ = 2π, (2.7a) the exception being Sec. III G where we study the dependence of the normalized localization length on δφ. If so, parameter space is three-dimensional and given by
with
The interchange of t We show in Appendix B that there exists two continuum limits of the two-dimensional spin-directed Z 2 network model in the vicinity, as measured by a small δ 2 , of the lines θ = π/2 with t 2 arbitrary and θ = 0 with t 2 arbitrary, respectively. The line with θ = π/2 delivers the Dirac Hamiltonian studied numerically by Mong, Bardarson, and Moore in Ref. 36 .
C. Some limiting cases without dimerization
There are several lines in the two-dimensional subspace
of the parameter space (2.7) without dimerization for which the two-dimensional spin-directed Z 2 network model simplifies.
We set
(Color online:) When δ 2 = t 2 = 0, the twodimensional spin-directed Z 2 network model from Fig. 6 decouples into M one-dimensional channels, each of which consists of a single Kramers' degenerate pair of helical edge states that propagate unimpeded by the disorder. Panels (a) and (b) are drawn using the vertex and the brick-wall representations, respectively.
When t 2 = 0, the elementary scattering matrix from Eq. (2.3) is block diagonal and independent of θ,
The two-dimensional spin-directed Z 2 model of Fig. 6 is shown in Fig. 8 when δ 2 = t 2 = 0. It represents M decoupled one-dimensional channels, each of which consists of a Kramers' degenerate pair of helical edge states that propagates unimpeded by the disorder. The localization length is infinite in the direction of propagation of these helical edge states, while it is vanishing in the orthogonal direction. The fixed point (2.9) is thus the quasi-one-dimensional symplectic metallic fixed point.
Limit θ = 0 without dimerization
Since θ measures in dimensionless units the characteristic strength of spin-orbit interactions with the convention that the Rashba-like spin-orbit coupling vanishes when θ = 0, the spin-directed Z 2 network model with δ 2 = θ = 0 is expected to decouple into two two-dimensional directed Chalker-Coddington (CC) models, 10 one for the spin-up and one for the spin down plane waves, that are (Color online:) When δ 2 = θ = 0, the twodimensional spin-directed Z 2 network model from Fig. 6 decouples into two directed CC models that are related by time reversal. Panels (a) and (b) are drawn using the vertex and the brick-wall representations, respectively.
related by time-reversal symmetry. This decoupling is shown in Fig. 9 . In a two-dimensional directed CC network model, [9] [10] [11] [12] [13] [14] [15] [16] propagation is uni-directional along the horizontal direction and bi-directional along the vertical direction of the two-dimensional network.
To establish this decoupling at θ = 0, we start from
where S takes the limiting form
with the 2 × 2 diagonal block Q = +e
It is then advantageous for our purpose to do a unitary transformation that renders explicit the reducibility of the scattering matrix (2.12) in the spin degrees of freedom,
whereS takes the limiting form
with the 2 × 2 block that the localization properties of the two-dimensional directed CC network model are the following. Transport is highly anisotropic, for it is perfect along one direction and critical along the orthogonal direction of the two-dimensional network.
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The fixed point (2.11) is thus the spin-chiral metallic fixed point.
When r 2 = 0, the elementary scattering matrix from Eq. (2.3) becomes
with the 2 × 2 block
We do the unitary transformation
T (cos θ, φ 1 , φ 2 + π) (2.16b) with the 2 × 2 block Q(cos θ, φ 1 , φ 2 ) = +e +iφ 2 sin θ +e +iφ 1 cos θ −e −iφ 1 cos θ +e −iφ 2 sin θ . The upper-left and lower-right 2 × 2 blocks e +iφ 0Q (cos θ, φ 1 , φ 2 ) and e +iφ 0Q T (cos θ, φ 1 , φ 2 + π), respectively, are related by time reversal.
The elementary scattering matrix (2.16) is identical to the elementary scattering matrix (2.13) as implied by the identifications
Consequently, the two-dimensional directed Z 2 network model from Fig. 6 decouples into two directed CC network models that are related by time reversal when δ 2 = r 2 = 0. This decoupling is shown in Fig. 10 . Transport is highly anisotropic, for it is perfect along one spanning vector and critical along the second spanning vector of the two-dimensional network. The fixed point (2.14) is thus again the spin-chiral metallic fixed point. The relationship between the fixed points (2.14) and (2.11) is that the directions for perfect and critical transport have been interchanged.
Limit θ = π/2 without dimerization
When θ = π/2, the elementary scattering matrix from Eq. (2.3) becomes
The upper-left and lower-right 2 × 2 blocks e +iφ 0Q (t, φ 2 , φ 3 ) and e +iφ 0Q T (t, φ 2 + π, φ 3 ), respectively, are related by time reversal. Moreover, they are nothing but the elementary scattering matrix for the two-dimensional CC network model that describes the localization properties of the lowest Landau level perturbed by disorder in the integer quantum Hall effect (IQHE). Consequently, the two-dimensional spindirected Z 2 network model from Fig. 6 decouples into two CC network models that are related by time reversal when δ 2 = θ − π/2 = 0. This decoupling is shown in Fig. 11 .
Chalker and Coddington showed in Ref. 51 that the CC network model is critical if every node of the network is described by the scattering matrix e +iφ 0Q (t, φ 2 , φ 3 ) given in Eq. (2.20c) sharing the same tunneling amplitude t. Hence, the two-dimensional spin-directed Z 2 network model with δ 2 = θ − π/2 = 0 is always critical. In the special isotropic case when t 2 = r 2 = 1/2, this critical point is called the isotropic CC critical point. In the generic anisotropic case when t 2 = 1 − r 2 = 1/2, this critical point is called the anisotropic CC critical point.
Phase diagram without dimerization
All four boundaries of parameter space (2.8) shown as the sides of the square in Fig. 12 (a) evade localization. Three of these boundaries belong to the unitary class, one to the symplectic class. Any deviation away from these boundaries puts the two-dimensional spin-directed Z 2 network model in the two-dimensional symplectic class (Color online:) When δ 2 = θ − π/2 = 0, the two-dimensional spin-directed Z 2 network model from Fig. 6 decouples into two directed CC network models that are related by time reversal. Panels (a) and (b) are drawn using the vertex and the brick-wall representations, respectively. Since all elementary scattering 2 × 2 blocks in Eq. (2.20) are the same, criticality holds for any 0 ≤ t 2 ≤ 1. At the isotropic point t 2 = r 2 = 1/2, the system exhibits the criticality of the usual isotropic CC model, otherwise the system exhibits the critical behavior of the anisotropic CC model.
of Anderson localization. The symplectic class for disordered metals is the most robust to the effects of disorder in that it displays the phenomenon of weak antilocalization for any dimensionality, i.e., the perturbative effect of disorder in the diffusive metallic regime is to enhance the conductivity in the symplectic class. 52 Hence, the most economical conjecture regarding the nature of the interior of parameter space (2.8) with regard to the physics of localization is that it is metallic. This scenario is confirmed by our numerical calculations that we present in Sec. III except for the region where t 2 1. Although the numerical results in this region are inconclusive, we argue in favor of a metallic phase. In fact, the effective Dirac Hamiltonian derived for t 2 1 in Appendix A is nothing but the Hamiltonian studied by Mong et al. 36 with additional anisotropy in velocities. Their numerical results imply that this region of question is metallic. We can thus conclude that there is only a metallic phase in the interior of the square in Fig. 12 (a).
Phase diagram with dimerization
We close Sec. II with the summary of our numerical results, to be described in more detail in Sec. III, in the form of the cuts of the schematic three-dimensional phase diagram displayed in Fig. 12(c) .
Any non-vanishing dimerization δ 2 shrinks parameter space (2.8) through the condition According to Appendix B, the continuum limit of the two-dimensional spin-directed Z 2 network model in the vicinity of θ = 0 is that of a gapless Hamiltonian for any allowed value of t 2 and δ 2 in the three-dimensional parameter space (2.7). Hence, we anticipate a metallic phase when θ = 0 in the three-dimensional parameter space (2.7). According to Appendix B, the continuum limit of the two-dimensional spin-directed Z 2 network model in the vicinity of θ = π/2 is that of a massive Dirac equation for any allowed value of t 2 and δ 2 = 0 in the three-dimensional parameter space (2.7). Hence, we anticipate an insulating phase when θ = π/2 and δ 2 = 0 in the three-dimensional parameter space (2.7). Incidentally, a numerical study of two-component Dirac fermions with random mass and random potentials from Ref. 53 supports this conclusion.
On the boundary 0 ≤ t 2 = δ 2 ≤ 1/2 of the threedimensional parameter space (2.7), Eq. (2.5) implies that the two values taken by the dimerized hopping are t 2 + = 2t 2 and t 2 − = 0, respectively. Correspondingly (recall Fig. 2 ), the network model effectively describes the one-dimensional propagation of two Kramers' degenerate pairs of helical edge states on this boundary. Hence, this boundary, if supplemented by the condition θ = 0, is the end line of a critical surface at which a metal-insulator transition takes place in the three-dimensional parameter space (2.7). On the insulating side of this quantum phase transition, dimerization is strong relative to the disorder strength in that the density of states is so low in the presence of disorder that localization rules. On the metallic side of this quantum phase transition, dimerization is weak relative to the disorder strength in that the metallic fixed point in the two-dimensional symplectic symmetry class of Anderson localization is realized.
On the boundary 1/2 ≤ t 2 = 1 − δ 2 ≤ 1 of the three-dimensional parameter space (2.7), Eq. (2.5) implies that the two values taken by the dimerized hopping are t 2 + = 1 and t 2 − = 2t 2 − 1, respectively. Correspondingly (recall Fig. 2 ), the network model effectively describes the one-dimensional propagation of two Kramers' degenerate pairs of helical edge states only at the point t 2 = δ 2 = 1/2 on this boundary. Hence, the localization properties of surface states on this boundary cannot be deduced by mere inspection. We expect a metal-insulator transition driven by θ, for the surface states are extended on the boundary θ = 0, while they are localized on the boundary θ = π/2. Finally, upon increasing δ 2 towards 1/2, the critical point θ c (δ 2 ) at which the metal-insulator transition takes place should decrease, since transport is effectively one-dimensional at δ 2 = 1/2. A qualitative numerical study of the localization properties along the boundary 1/2 ≤ t 2 = 1 − δ 2 ≤ 1 can be found at the end of Sec. III E.
From these considerations, we conjecture the schematic three-dimensional phase diagram shown in Fig. 12(c) . We now present numerical support for the phase diagram 12(c).
III. NUMERICAL DATA FOR AN EVEN NUMBER OF DIMERIZED CHANNELS A. Transfer matrix
In numerical studies of network models, it is convenient to do a similarity transformation on the space of scattering states. Instead of defining a two-dimensional spin-directed Z 2 network model by a unitary scattering matrix that maps 2M incoming plane waves into 2M outgoing plane waves, we can do a similarity transformation on the scattering states under which a unitary scattering matrix turns into a pseudo-unitary transfer matrix. The transfer matrix maps the plane waves at the bottom of the brick wall to the plane waves at the top of the brick wall if the boundary conditions are those of Fig. 13(a) . If the boundary conditions are those of Fig. 13(b) , the transfer matrix maps the plane waves at the left of the brick wall to the plane waves at the right of the brick wall. In the former case, the elementary transfer matrix is defined by
In the latter case, the elementary transfer matrix is defined by
where 
B. Definition of the normalized localization length
As explained in Ref. 42 , the transfer matrix M tot is pseudo-unitary and belongs to the group SO * (2M ) given the definition of M in Fig. 13 (M is even) . The matrix M † tot M tot built up from M x with x =⊥ or is positive definite and has the doubly degenerate eigenvalues of the form exp(±2X x,j ) with j = 1, · · · , M/2, which can be ordered according to the convention
3)
The ordered numbers X x,j with j = 1, · · · , M/2 are called Lyapunov exponents. They become selfaveraging random variables as the quasi-one-dimensional limit L → ∞ for fixed M is taken in Fig. 13 . 54 The quasi-onedimensional localization length is defined by
As shown by MacKinnon and Kramer, 55 criticality in two dimensions can be probed through the dependence of the normalized localization length
on the width M of the quasi-one-dimensional spindirected network model in Fig. 13 . We are going to study numerically the dependence on M of the normalized localization lengths Λ ⊥ and Λ defined by the geometries of Fig. 13 (a) and 13(b), respectively. To this end, we shall use the transfer matrix method from Ref. 55 in a quasi-one-dimensional geometry with the aspect ratio L/M = 5 × 10 5 . We work in the parameter space (2.7).
C. Finite-size scaling analysis
We apply a finite-size scaling analysis to the normalized localization lengths Λ ⊥ and Λ with the goal of studying the critical properties at the metal-insulator transition of the two-dimensional spin-directed Z 2 network model, if any. To this end, the normalized localization lengths along the vertical Λ ⊥ and horizontal Λ directions of the two-dimensional network are calculated numerically by the transfer matrix method 55 as a function of δ 2 with fixed values of the intrinsic parameters t 2 and θ and the geometric parameter M , whereby the width M ranges from a minimal value M min to a maximal value M max .
We extract the critical exponent ν for the power-law divergence of the localization length defined by
where z and z c denote any relevant parameter driving to the metal-insulator transition and its critical point, respectively. In the present work, we choose the parameter z that controls the distance to the critical point z c out of δ 2 , θ, δφ, and t 2 defined in Eq. (2.6). It is well known that the normalized localization length near the Anderson transition obeys a scaling law (not necessarily a power law, though). 55 We treat the scaling behavior of the inverse
of the normalized localization length Λ x , which is proportional to the Lyapunov exponent X x,1 , a random variable that is selfaveraging in the thermodynamic limit. 54 The error bars on Γ x are easier to obtain than the error bars on Λ x .
We assume that Γ x is a scaling function,
where η and ζ are the relevant and first leading irrelevant scaling variables, respectively. The irrelevant exponent y satisfies y < 0. In the limit M → ∞, we furthermore assume that the scaling law (3.8) obeys a Taylor expansion in powers of the scaling fields η and ζ about η M 1/ν = ζ M y = 0 that we truncate to the order N rel and N irr (p), respectively,
where F p,q x is the expansion coefficient at the p and q-th order of ηM 1/ν and ζM y , respectively. Here, we have allowed for the possibility that N irr (p) depends on p. If we assume that the expansion coefficients F p,0 x are all non-vanishing, we may then do the factorization
It is an empirical fact that the fitting procedure (3.10) is more stable than the fitting procedure (3.9). Finally, we assume that
where z and z c were introduced in Eq. (3.6) and
In other words, we choose as the fitting parameters: (1) the scaling exponents ν and y, (2) the location of the critical point z c , (3) the (N rel + 1) expansion coefficients for the relevant perturbation F p,0 x for p = 0, · · · , N rel , and (4) the
the universal scaling amplitude of the normalized localization lengths with x =⊥, , respectively. In order to demonstrate a single-parameter scaling law, we introduce
where Γ x is defined by subtracting from Γ x its finite-size correction from the leading irrelevant exponent y, i.e.,
The quality of the fit of the data set to the scaling function is tested as follows. The simplest test for fitting numerical data is given by
where O j (= Γ x ) runs over the N data, σ 2 is the variance of the data, and E j is the value of the fitting function computed from Eq. (3.10) corresponding to data O. The values of χ 2 /N are distributed in the range [0, ∞[, and a perfect fit gives χ 2 /N = 0. In practice, a fit is acceptable if χ 2 /N is smaller than 1. Another measure for the quality of the fitting procedure is the goodness of fit G defined by where A consistency check on the fitting procedure is obtained by verifying that the statistical error bar (one sigma) on a fitting parameter does not exceed the value of the fitting parameter by an order of magnitude. Error bars of fitting parameters are themselves estimated from error-propagation theory given the error bars of Λ x .
The fitting with the nonlinear function (3.10) strongly depends on the initial values of the fitting parameters. For this reason, we perform iteratively the fitting for the data set with different initial values of the fitting parameters. We then select the best fitting parameters as the ones with the smallest value of χ 2 /N , that we denote χ 2 min /N . The best fitting parameters and their χ 2 min /N define the most reliable fit for a given data set. The typical number of iterations done for a given data set is about 1000.
The best fitting parameters should not strongly depend on the given data set. For this reason, we repeat our scaling analysis for data sets differing through the choice of their minimum and maximum values M min and M max for the width of the quasi-one-dimensional spindirected Z 2 network model. As we demonstrate later, the fitting parameters obtained from data sets with different minimum M min and maximum M max widths are not always consistent with each other. To overcome this difficulty, we estimate the error bars on the fitting parameters by making use of the practical-error-bar procedure from Ref. 57 . Table II and Table III in Appendix C. The vertical axis Λ x with x =⊥, is defined by subtracting from the normalized localization length Λ x its finite-size correction from the leading irrelevant exponent y given in Table S-I  and Table S To begin with, we choose the one-dimensional cut in the three-dimensional parameter space (2.7) is a critical point at which a metal-insulator transition takes place.
1. Finite-size scaling for the normalized localization length with dimerization
To confirm this interpretation of the point (3.19) in the three-dimensional parameter space (2.7), we have done a finite-size scaling analysis of the data presented in Fig. 15(a-1) and 15(b-1) by regarding δ 2 as the driving parameter z in Eq. (3.6), the details of which are to be found in Tables I, II, and III (from Appendix C for  Tables II and III) . Figures 15(a-2) and 15(b-2) support the one-parameter scaling obeyed by Λ ⊥ and Λ in Eqs. (3.14a) and (3.14b) close to the critical point (3.19) in the three-dimensional parameter space (2.7). We use values of the irrelevant exponent y and the expansion coefficient f p,q x given in Tables II and III to calculate Λ ⊥ and Λ through Eqs. (3.14a) and (3.14b).
As is reported in Tables II and III, the Table II gives values of ν from all data set that vary within the statistical error bars. On the other hand, Table III Table I by making use of the practical-error-bar procedure from Ref. 57 . The first two lines of Table I give, at the critical point (3.19) along the cut (3.17), the value of the critical exponent ν that controls the power-law divergence of the localization length, the value |y| for the leading irrelevant scaling exponent y, the strength of δ The value for the critical point δ c along a onedimensional cut with t 2 and θ fixed in the threedimensional parameter space (2.7) obtained from Λ ⊥ agrees within error bars with that obtained from Λ . This agreement is required if (t 2 , θ, δ 2 c ) is to be interpreted as a quantum critical point in Anderson localization.
We find the values of the scaling exponent ν to be distributed around 2.7 ± 0.2 in Table I . For comparison, the scaling exponent ν for the ordinary two-dimensional symplectic class is ν ≈ 2.7.
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In contrast, we observe that the normalized localization lengths at the critical point Λ c ⊥ and Λ c along a given one-dimensional cut in the three-dimensional parameter space (2.7) from Table I differ. These values also differ along different cuts in the three-dimensional parameter space (2.
c whose geometric average equals the normalized localization length of the isotropic CC network model defined by the condition t 2 = 1/2. 51 In either case, this relation is a manifestation of two-dimensional conformal invariance at a critical point.
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The difference between Λ is smaller than that along the cut (3.17). We attribute this fact to the property that increasing small t increases Λ ⊥ , while it decreases Λ . From these observations, we conjecture that the surface states of weak three-dimensional Z 2 topological insulators undergo a metal-insulator transition as a result of the competition between disorder and dimerization that belongs to the ordinarily two-dimensional symplectic universality class.
E. Dependence of the normalized localization length on θ
We are going to study the dependence on θ of the normalized localization lengths Λ ⊥ and Λ , whereby we recall that θ encodes the strength of the spin-orbit couplings.
We first choose the one-dimensional cut and Λ , respectively, as a function of θ along the cut (3.23). We note that, along the cut (3.23), there is the critical point (0.5, π/4, 0.234) of Eq. (3.19) identified in Sec. III D. The dependence of the normalized localization lengths Λ ⊥ and Λ on the width M depicted in Fig. 16 show the expected metallic behavior for θ < π/4 and the expected insulating behavior for θ > π/4 from the phase diagram 12(c). We apply the finite-size scaling analysis by using the data points presented in Fig. 16(b) by choosing θ as the driving parameter z in Eq. (3.6). To improve the stability of the finite-size scaling analysis with the number of data points at our disposal, we have used θ c = π/4 and Λ c = 3.657 as given in the scaling function Eq. (3.10). The parameter sets used in the finite-size scaling analysis is shown in Table VIII This result suggests that the strength of the spin-orbit couplings is also a control parameter that drives the surface states of weak three-dimensional Z 2 topological insulators through the metal-insulator transition belonging to the ordinary two-dimensional symplectic universality class among the Anderson transitions.
We proceed with the numerical exploration of the three-dimensional parameter space (2.7) depicted in Fig. 12(c) with the three two-dimensional cuts
which are shown in Fig. 14 with the labels "I", "II", and "III", respectively.
We have calculated the normalized localization length Λ on any one of the two-dimensional cuts I, II, and III. We have estimated the positions (t 2 c , θ c ) of the critical points from the θ dependence of the normalized localization length Λ at fixed t 2 by using the scaling function , and 17(c) show the phase diagrams on the two-dimensional cuts I, II, and III, respectively. We find that the metallic phase survives along the boundary t 2 = 1 − δ 2 for a window of values of θ's not too large. This metallic phase undergoes the transition to the insulating phase upon increasing θ. We also observe the reentrance driven by t 2 near θ ≈ 3π/8 on the two-dimensional cut (3.25a) in Fig. 17(a) We continue exploring the phase diagram 12(c) by studying the t 2 dependence of the normalized localization lengths Λ ⊥ and Λ .
Finite-size scaling for the normalized localization length with dimerization
To begin with, we consider the one-dimensional cut E : (t 2 , π/4, 0.234), t 2 ∈ [0.234, 0.766], (3.26) of the three-dimensional parameter space (2.7). Cut E is shown in Fig. 14 with the label "E". We note that this one-dimensional cut also contains the critical point (0.5, π/4, 0.234) in Eq. (3.19) . Figures 18(a) and 18(b) show the normalized localization lengths Λ ⊥ and Λ , respectively, as a function of t 2 along the cut (3.26). The dependence of Λ ⊥ and Λ in Fig. 18 on the width M is reversed compared to the one displayed in Fig. 16 . This is Table. I. so because increasing t 2 along the cut E in Fig. 14 drives a transition from the insulating to the metallic phase, while increasing θ along the cut D in Fig. 14 drives a transition from the metallic to the insulating phase. We also note for Fig. 18(b) that, when the width M is sufficiently small, the normalized localization length Λ for t 2 < 0.5 is larger than that for t 2 > 0.5, while this relation is inverted when M is sufficiently large. This observation is a manifestation of finite-size corrections to scaling.
In Fig. 17(a) , we have observed reentrance near θ ≈ 3π/8 in the t 2 dependence of the normalized localization lengths Λ ⊥ and Λ . To examine in more detail reentrance driven by t 2 , we choose the one-dimensional cut
of the three-dimensional parameter space (2.7). Cut F is shown in Fig. 14 with the label "F". Cut F is also shown in Fig. 17(a) by the horizontal dashed line. Figures 19(a) and 19(b) show the normalized localization lengths Λ ⊥ and Λ , respectively, along the cut (3.27). Inspection of Fig. 17(a) shows that cut F comes close to an extended segment of the boundary between the metallic and insulating phases when 0.45 ≤ t 2 ≤ 0.8. Hence, the proximity to the phase boundary of cut F when 0.45 ≤ t 2 ≤ 0.8 implies that the dependence of the normalized localization lengths on the width M is weak along this portion of cut F in Fig. 14 . Nevertheless, the signature of a metal-to-insulator transition upon increasing t 2 through t 2 ≈ 0.75 and the signature of an insulator-to-metal transition upon increasing t 2 through t 2 ≈ 0.45 are visible in Fig. 19(a) and in its inset, respectively. Reentrance is also visible in Fig. 19(b) and in its inset. We have also studied the normalized localization lengths along other one-dimensional cuts parametrized by t 2 in the planes I, II, and III defined by Eqs. (3.25a), (3.25b), and (3.25c), respectively. We have opted not to present these results for lack of space. It suffices to say that the dependence on t 2 along these cuts is compatible with the phase diagram in Fig. 17 .
Finite-size scaling for the normalized localization length without dimerization
We continue by studying surface states of a weak threedimensional Z 2 topological insulators without dimerization, i.e., δ 2 = 0 and we fix θ to the value π/4. This defines the one-dimensional cut
of the three-dimensional parameter space (2.7). Cut G is shown in Fig. 14 On the one hand, according to Fig. 20(b) , Λ increases with increasing M for values of t 2 ranging from 0.05 to 0.95. This would be the signature for a metallic phase for these values of t 2 if we could show that Λ ⊥ also diverges in the limit M → ∞. According to Fig. 20(a) , Λ ⊥ also increases with increasing M for t 2 larger than 0.05. We conclude that the phase at δ 2 = 0, θ = π/4, and for 0.05 < t 2 < 0.95 is metallic. For values of t 2 smaller than 0.05, Λ ⊥ decreases with increasing M very close to t 2 = 0 according to the inset of Fig. 20(a) . However, this apparent insulating dependence on M of Λ ⊥ for t 2 < 0.05 might be a finite-size artifact due to the fact that Λ ⊥ must vanish at t 2 = 0. In this scenario, the value of M beyond which metallic dependence of Λ ⊥ on M is the rule diverges as t 2 → 0. This scenario is consistent with the observation that the goodness of fit G in Eq. (3.16) is the poorest for t 2 < 0.05. Moreover, the following argument supports this scenario and the conclusion that the phase is metallic inside the two-dimensional cut of parameter space at δ 2 = 0. When t 2 = 0, the two-dimensional spin-directed Z 2 network model realizes a unidirectional metal that consists of M (even) independent pairs of helical edge states supporting the dimensionless conductance M along their direction of propagation [the direction in the geometry of Fig. 20(b) ] and a vanishing conductance in the orthogonal direction [the direction ⊥ in the geometry of Fig. 20(a) ]. We first assume that lim M →∞ Λ ⊥ = 0, where the limit M → ∞ is taken with M even, persists away from t 2 = 0 for sufficiently small values of t 2 . We are going to show that this first assumption contradicts the second assumption lim M →∞ Λ = ∞, where the limit M → ∞ is taken with M even, for all values of t 2 . [The second assumption is supported empirically for all the values of t 2 shown in Fig. 20(b) , whereas the first assumption is not unambiguously supported by Fig. 20(a) .] These two assumptions are in mutual contradiction, for the first assumption implies that the twodimensional spin-directed Z 2 network model realizes a quasi-one-dimensional quantum wire with an even number 2M of channels in the symplectic symmetry class. Such a quasi-one-dimensional wire is necessarily localized, i.e., lim M →∞ Λ = 0, in contradiction with the second assumption. Since our finite-size scaling analysis puts the second assumption on firmer ground than the first assumption, we conclude that a two-dimensional metallic phase in the symplectic symmetry class is established for any non-vanishing t 2 .
G. Dependence of the normalized localization length on δφ
So far, we have focused on the maximally disordered case by setting δφ = 2π in Eq. (2.7). It is time to investigate how the normalized localization lengths Λ ⊥ and Λ at the point (3.19) marked by the triangle in Fig. 14 depends on the width δφ of the random phases defined in Eq. (2.6). We recall that the triangle in Fig. 14 is the critical point defined by the intersection of the cuts A, D, and E when δφ = 2π.
The dependence on 0 ≤ δφ ≤ 2π of the normalized localization lengths Λ ⊥ and Λ , respectively, at the point (3.19) is shown in Figs. 21(a) and 21(b) . We observe that Λ ⊥ and Λ are both increasing functions of 0 ≤ δφ < 2π that appear to converge to the critical values of Λ c ⊥ and Λ c , respectively, at the critical point (3.19) when δφ = 2π. Hence, disorder favors delocalization over localization for the surface states of weak threedimensional Z 2 topological insulators. For any fixed 0 ≤ δφ < 2π, we also observe that the normalized localization lengths Λ ⊥ and Λ both decrease with increasing the width M . This insulating behavior is caused by the finite dimerization δ 2 = 0.23. Hence, we deduce that the cut H : (t 2 , θ, δφ, δ 2 ) := (0.5, π/4, δφ, 0.23), 0 ≤ δφ < 2π (3.29) realizes an insulating phase. Along the same lines, we expect that the phase diagrams presented in Fig. 17 are qualitatively correct for a weaker disorder 0 < δφ < 2π than δφ = 2π, albeit with a smaller metallic region.
IV. NUMERICAL DATA FOR AN ODD NUMBER OF DIMERIZED CHANNELS
As was emphasized in Refs. 40, 60, and 61, weak threedimensional Z 2 topological insulators are characterized by a dependence on the parity in the stacking number of strong two-dimensional Z 2 topological insulators. This parity effect can be illustrated in the context of the two-dimensional spin-directed Z 2 network model by weakly perturbing the quasi-one-dimensional symplectic metallic fixed point (2.9) from Sec. II C 1 in the limit M fixed and L → ∞. In this quasi-one-dimensional limit, Table. I, respectively. the localization properties of the two-dimensional spindirected Z 2 network model depend on the parity of M . If M = 2M is even, as we have assumed all along so far, then the transfer matrix belongs to the Lie group SO * (4M ) and exponential localization is the rule. 62 If M = 2M + 1 is odd, the transfer matrix belongs to the Lie group SO * (4M +2) and there is one pair of Kramers degenerate helical quasi-one-dimensional channels that is perfectly conducting.
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We are going to derive this parity effect for the twodimensional spin-directed Z 2 network model shown in Fig. 22 that represents surface states from stacked layers of an odd number of strong two-dimensional Z 2 topological insulators in Fig. 2 . By comparing Fig. 6(a) with Fig. 22(a) , we observe that two rows of vertices denoted by empty circles were added in Fig. 22(a) at the bottom and at the top of Fig. 6(a) . Correspondingly, all vertices represented by filled circles colored in green in Fig. 22(a) correspond to the elementary scattering process between four incoming and four outgoing plane waves defined in Eq. (2.3), while all vertices represented by empty circles in Fig. 22(a) correspond to the perfectly reflecting boundary condition
where 0 ≤ φ ≤ 2π. Fig. 22(a) . The total transfer matrix M ,tot that defines a twodimensional spin-directed Z 2 network model with 2M +1 Kramers' pairs of conducting channels is built from the elementary 4×4 transfer matrix M defined in Eq. (3.2b) and the elementary 2 × 2 transfer matrix defined by the form exp(2X ,0 ) = 1, i.e., X ,0 = 0. We shall assume the convention
when ordering the Lyapunov exponents. We have computed numerically the Lyapunov exponents X ,j by the transfer matrix method. 55 In the quasione-dimensional limit, as anticipated, we have found the doubly degenerate eigenvalues X ,0 = 0 for a sampling of points from the three-dimensional parameter space (2.7). Since the largest localization length is nothing but the inverse of the Lyapunov exponent X ,0 , the fact X ,0 = 0 is interpreted as the existence of a perfectly conducting pair of Kramers' degenerate quasi-one-dimensional channels associated to an infinite localization length anywhere in the three-dimensional parameter space (2.7). In other words, stacking an odd number of strong two-dimensional Z 2 topological insulators in Fig. 2 always delivers a single perfectly conducting pair of Kramers' degenerate quasione-dimensional channels for arbitrary dimerization and arbitrary local disorder that preserve time-reversal symmetry. The same result was also obtained in Ref. 40 . This implies that, even in the insulating phase in the phase diagram of Fig. 12 , there exists a single pair of Kramers' degenerate quasi-one-dimensional channels of perfect conduction as long as M is odd. Hereby, surface states of a weak three-dimensional Z 2 topological insula- tor with an odd number of stacking layers support, in the quasi-one-dimensional limit, a perfectly conducting pair of Kramers' degenerate quasi-one-dimensional channels, even in the presence of dimerizations.
We have also applied the finite-size scaling analysis encoded by Eqs. (3.4) and (3.5) to the normalized localization length Λ obtained from the second smallest Lyapunov exponent X ,1 . The δ 2 dependence of the normalized localization length Λ along the one-dimensional cut "A" defined in Eq. (3.17) for various width M is summarized in Fig. 23 . Although finite-size corrections are more pronounced for an odd stacking than for an even stacking in Fig. 2 , the first subleading normalized localization length Λ undergoes a metal-insulator transition at δ 2 c ≈ 0.234 belonging to the same universality class as that occurring for an even stacking. This suggests that a "two-fluid picture" applies when stacking an odd number of strong two-dimensional Z 2 topological insulators in Fig. 2 in the quasi-one-dimensional limit. While there Fig. 6(a) is the addition of a bottom and a top row of vertices represented by empty circles at which perfectly reflecting boundary conditions must be imposed in panel (a).
exists a perfectly conducting quasi-one-dimensional channel, the localization properties of all remaining quasione-dimensional channels are those of an even number of stacked strong two-dimensional Z 2 topological insulators in Fig. 2. 
V. NUMERICAL DATA WITH TRIMERIZATION
The parity effect discussed in Sec. IV is also the reason for which the spin-directed Z 2 network model with trimerization shown in Fig. 24 is always delivering a metallic phase. We first defend this assertion using a qualitative argument. We then present numerical results in support of this assertion. Table. I.
A. Qualitative argument
In the limit of t + t − , we may replace the three pairs of helical modes in a trimer by a single effective pair of helical modes, which is then coupled by t − to its neighboring effective pairs of helical modes. Thus, the two-dimensional trimerized spin-directed Z 2 network model reduces to a two-dimensional spin-directed Z 2 network model without polymerization in this limit. In the opposite limit t + t − , any two pairs of helical modes coupled by t − become inert (localized) and the remaining pairs of helical modes are weakly coupled without polymerization. The same conclusion follows from the point of view of surface states realizing an even number of Dirac cones. Scattering matrix elements are needed that couple pairwise the surface Dirac cones in order to localize the Dirac modes. Trimerization does not deliver such matrix elements.
From the examples of dimerization and trimerization, we conjecture the following parity effect. The combined effects of polymerization and disorder for the twodimensional spin-directed Z 2 network model produces a phase diagram with either (i) two insulating phases separated by a metallic phase when the breaking of translation symmetry involves a repeat unit cell consisting of an even number of helical modes in the clean limit, (ii) or a single metallic phase when the breaking of translation symmetry involves a repeat unit cell consisting of an odd number of helical modes in the clean limit. (Color online:) Two-dimensional spin-directed Z 2 network model with M = 6M an even integer multiple of 3. The periodic pattern for the transmission amplitudes implements a trimerization, as is indicated by the enlarged unit cell.
B. Numerics

Transfer matrix
Two transfer matrices M ⊥ and M are defined as in Sec. III A, except for the pattern of trimerization shown in Fig. 24 for the transmission amplitude.
Definition of the normalized localization length
The normalized localization lengths Λ ⊥ and Λ are defined as in Sec. III B, except for the pattern of trimerization shown in Fig. 24 for the transmission amplitude.
3. Finite-size scaling for the normalized localization length in the presence of trimerization Figure 25 shows the δ 2 dependence of the normalized localization lengths Λ ⊥ and Λ along the one-dimensional cut (3.17) with t 2 ± = 0.5 ± δ 2 and θ = π/4 in the twodimensional trimerized spin-directed Z 2 network model. According to Fig. 25(a) , the normalized localization length Λ ⊥ at fixed t 2 ± = 0.5 ± δ 2 , θ = π/4, and δ 2 increases with increasing M , whereas it is a decreasing function with increasing δ 2 at fixed t 2 ± = 0.5 ± δ 2 , θ = π/4, and M . The latter decrease of Λ ⊥ with increasing δ 2 is expected since Λ ⊥ = 0 because of t 2 − = 0 at δ 2 = 0.5. A signature of the point t 2 − = 0 is visible in the inset of Fig. 25(a) in which the dependence of Λ ⊥ on 0.25 < δ 2 < 0.5 for fixed M ranging from 24 to 192 is shown. Indeed, upon approaching from below δ 2 = 0.5, the dependence of Λ ⊥ on M undergoes a crossover from monotonically increasing to monotonically decreasing. We attribute this fact to the same finite-size artifact discussed in the last paragraph of Sec. III F 2 that is responsible for a similar crossover of the dependence of Λ ⊥ on M in the inset of Fig. 20 (a) upon approaching from above t 2 = 0. According to Fig. 25(b) , the normalized localization length Λ at fixed t 2 ± = 0.5±δ 2 , θ = π/4, and δ 2 increases with increasing M . Moreover, it is an increasing function of δ 2 at fixed t 2 ± = 0.5 ± δ 2 , θ = π/4, and M . Thus, there is no sign of a transition from a metallic to an insulating phase in the two-dimensional trimerized spin-directed Z 2 network model upon increasing the value of δ 2 , as was the case for the two-dimensional dimerized spin-directed Z 2 network model at the critical point (3.19), see Fig. 15 . The absence of the insulating phase in the two-dimensional spin-directed Z 2 network model with trimerizations has also been confirmed by studying the θ and t 2 dependences along the cuts (3.23) and (3.26) , respectively, of the normalized localization lengths Λ ⊥ and Λ .
VI. SUMMARY AND DISCUSSION
We have shown that the surface states of a weak threedimensional Z 2 topological insulator can be modeled by a two-dimensional spin-directed Z 2 network model. In other words, a two-dimensional spin-directed Z 2 network model can be interpreted as an effective lattice regularization for the surface states of a weak three-dimensional Z 2 topological insulator. The qualifier Z 2 indicates here that time-reversal symmetry is present, but SU (2) spinrotation symmetry is broken.
We have studied the combined effects of polymerization and disorder in a two-dimensional spin-directed Z 2 network model. Polymerization implies that the lattice symmetry group G of the two-dimensional spin-directed Z 2 network model is reduced to a nontrivial subgroup G in the clean limit.
On the one hand, if the polymerization opens a spectral gap in the clean limit and if the disorder strength is weak relative to the polymerization gap, single-particle states are localized. As the ratio of the disorder strength to the polymerization gap is increased, a quantum phase transition from an insulating to a metallic phase takes place. This transition is smooth and we have shown that it belongs to the two-dimensional symplectic universality class in the theory of Anderson localization, as measured by the power-law divergence of the localization length with the scaling exponent ν ≈ 2.7. This metallic phase is connected to the critical point that separates the two polymerized-gapped phases in the clean limit.
On the other hand, if the polymerization does not open a spectral gap in the clean limit, i.e., if the pattern of symmetry breaking G → G is associated to an enlarged unit cell of the two-dimensional spin-directed Z 2 network model that is built out of an odd integer number of the unit cell prior to switching on polymerization, then the metallic phase is robust to any short-range correlated disorder.
The two-dimensional spin-directed Z 2 network model studied in this paper is the second example of a twodimensional directed network model after that of the directed CC network model. Similarly to the directed CC network model, it is an effective lattice model that captures some low-energy and long-wave length properties of surface states of weak three-dimensional topological insulators, such as the universal properties of a quantum phase transition from the theory of Anderson localization. There is an important difference with regard to the long-distance physics of the two classes of network models, however. Charge transport for the directed CC network model is intrinsically anisotropic: ballistic chiral transport in one direction and critical (diffusive) transport in the other direction. By contrast, charge transport for the spin-directed Z 2 network model is effectively isotropic at long wave lengths, as is illustrated after a rescaling of velocities in the limiting Dirac Hamiltonians.
There exists a network model for each of the ten symmetry classes in the theory of Anderson localization.
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Regardless of the dimensionality of space, five of these network models encode the effects of disorder on strong topological insulators, noninteracting insulators with response functions whose topological character are protected by symmetry. [64] [65] [66] By stacking and weakly coupling a family of strong two-dimensional topological insulators from a given symmetry class, one obtains a weak three-dimensional topological insulator. We conjecture that the combined effects of breaking the stacking symmetry in a periodic way (polymerization) and disorder on the phase diagram of a weak three-dimensional topological insulator from a given symmetry class are captured by a two-dimensional "directed" network model built out of an elementary scattering matrix within this symmetry class. As we have seen for the two-dimensional spindirected Z 2 network model of this paper, and as expected from theoretical considerations, 38,53,67-69 unpolymerized network models are not expected to support insulating phases. Furthermore, the dichotomy between anisotropic versus isotropic transport is expected to apply to the three symmetry classes with a Z index (the symmetry classes A, C, and D) and the two symmetry classes with a Z 2 index (the symmetry classes AII and CII), respectively.
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An outstanding open problem is the interplay of disorder and interactions for the surface states of threedimensional weak Z 2 topological insulators, given the fact that interactions can stabilize states of matter that fall outside the classification of noninteracting topological insulators. Fig. 1(a) is called the bulk. The boundary of the ellipse shown in Fig. 1(a) is the edge. Figure 1 represents a model of noninteracting electrons such that (i) the single-particle eigenstates with support in the bulk display a spectral gap ∆ as is indicated in Fig. 1(b) , while (ii) the singleparticle eigenstates with support on the edge realize a two-fold degenerate dispersion that crosses the spectral gap of the bulk states as is indicated in Fig. 1(b) , are extended along the edge, but are exponentially localized in the direction perpendicular to the edge. These edge states represent a single pair of Kramers' degenerate electrons propagating with opposite velocities. These edge states are also called helical states as the expectation values of the electronic spins are opposite for each electron forming the Kramers' degenerate pair and change with the momenta k of the electrons parallel to the edge. The low-energy and long-wave-length effective Hamiltonian of the single pair of helical states depicted in Fig. 1(a) iŝ
Units are chosen so that = 1. The speed v is positive by convention. The operatorsΨ † α (x) andΨ α (x) create and destroy at the position x along the edge an electron with the projection α =↑, ↓ of its spin along the spin quantization axis, respectively. They make up the doublet of operatorsΨ † (x) andΨ(x), respectively. The Pauli matrices σ 1 , σ 2 , and σ 3 act on the spin components of the electrons. The unit 2 × 2 matrix in spin space is denoted σ 0 . Hamiltonian (A1a) is invariant under the operation of time reversal defined bŷ
where K denotes the operation of complex conjugation. A layered microscopic model that captures the tunneling of helical edge states between adjacent layers for energy scales below the bulk gap ∆ is defined by the Hamiltonian
There is an even number of layers 2N . Each layer n with n = 1, · · · , 2N has its own Fermi velocity v n > 0 and chemical potential µ n ∈ R. Any two consecutive layers are coupled by hopping matrix elements parametrized by the four independent real-valued couplings λ n,µ with µ = 0, 1, 2, 3 and n = 1, · · · , 2N − 1. Open boundary conditions are chosen along the layering axis. Hamiltonian (A2a) is invariant under the operation of time reversal defined bŷ (A2b) where K denotes the operation of complex conjugation and n = 1, · · · , 2N . Hamiltonian (A2a) is depicted in Fig. 2 .
We can turn the layered model (A2) into a layered microscopic model of a weak three-dimensional Z 2 topological band insulator by demanding that
for n = 1, · · · , 2N .
It is shown in the supplementary material 45 how to construct a continuum limit ofĤ layered that delivers the single-particle Dirac Hamiltonian 84 on its own merits. The two-dimensional Z 2 network model for a strong twodimensional Z 2 topological insulator was related to a random Dirac Hamiltonian in Ref. 44 . As we show in the supplementary material, it is possible to take the continuum limit of the two-dimensional spin-directed Z 2 network model by performing a gradient expansion of the random phases entering the network model and by performing an expansion in the deviations about the points
and
respectively, in the three-dimensional parameter space (2.7).
As derived in the supplemental material 45 , close to the point (B1), the continuum limit of the two-dimensional spin-directed Z 2 network model is captured by the singleparticle Dirac Hamiltonian
Here, a second set of Pauli matrices τ 1 , τ 2 , and τ 3 , together with the unit 2 × 2 matrix τ 0 has been introduced. There appear the two-dimensional momentum operators, p x and p y , and a mass, m. This Hamiltonian is invariant under reversal of time, i.e.,
where K denotes the operation of complex conjugation. The mass m that encodes the dimerization (m ∝ δ 2 ) multiplies the matrix σ 3 ⊗ τ 3 that anticommutes with all other contributions to the continuum limit (B3a) with V 0 = 0. Hence, dimerization opens a spectral gap in the spectrum of Hamiltonian (B3a). The other parameters A x , A y , V 0 , λ φ , and θ ≡ π/2 − θ commute with all other terms, except for the term with m. At the isotropic point defined by t 2 = r 2 = 1/2, Hamiltonian (B3a) becomes the Dirac Hamiltonian
Close to the point (B2), the continuum limit of the twodimensional spin-directed Z 2 network model is captured by the single-particle Dirac-like Hamiltonian
This Hamiltonian is invariant under reversal of time, i.e.,
where K denotes the operation of complex conjugation. As was the case for the continuum limit (B3a), the term V 0 σ 0 ⊗ τ 0 acts as a chemical potential, for it commutes with all contributions to the continuum limit (B5a). We shall set V 0 = 0 when deciding if a gap at energy 0 is opened by dimerization. In comparison to the continuum limit (B3a), the term p x σ 0 ⊗ τ 3 has appeared that commutes with all contributions to the continuum limit (B5a) except for the term θ t λ φ σ 0 ⊗ τ 1 + 2 σ 0 ⊗ τ 2 . If we set t = A x = A y = V 0 = 0, we find the two (twofold degenerate) gapless dispersions |p x ± m|. More generally, a branch of excitation is expected to cross the energy 0 at some m-dependent value of the momentum when θ = V 0 = 0. As the coupling m is caused by dimerization, dimerization thus fails to open a gap if we set θ = V 0 = 0. On the other hand, because the term θ t λ φ σ 0 ⊗ τ 1 + 2 σ 0 ⊗ τ 2 anticommutes with both m σ 3 ⊗τ 3 and p x σ 0 ⊗τ 3 , we expect that a sufficiently large θ opens a gap for a given m.
C. DETAILS OF FINITE-SIZE SCALING ANALYSIS
Figures 26 and 27 show δ 2 dependence of the normalized localization lengths Λ ⊥ and Λ for the onedimensional cut "B" and "C", respectively. Tables II-VIII present the values of the sets of parameters used in finite-size scaling analysis. Table IV and Table V . The vertical axis Λ x with x =⊥, is defined by subtracting from the normalized localization length Λ x its finite-size correction from the leading irrelevant exponent y given in Table IV and Table V . The red solid curve demonstrates the quality of the data collapse onto a one-parameter scaling function. Table VI and Table VII . The vertical axis Λ x with x =⊥, is defined by subtracting from the normalized localization length Λ x its finite-size correction from the leading irrelevant exponent y given in Table VI and Table VII . The red solid curve demonstrates the quality of the data collapse onto a one-parameter scaling function. Supplemental Materials for "Spin-directed network model for the surface states of weak three-dimensional Z 2 topological insulators"
In this supplemental material, we present in more detail the derivations of the two-dimensional Dirac Hamiltonians presented in Appendix A and B of the main paper.
I.
QUASI-ONE-DIMENSIONAL MODEL FOR THE SURFACE STATES OF A WEAK THREE-DIMENSIONAL Z 2 TOPOLOGICAL INSULATOR A. Definition Figure 1 depicts a two-dimensional Z 2 topological band insulator. The interior of the ellipse shown in Fig. 1(a) is called the bulk. The boundary of the ellipse shown in Fig. 1(a) is the edge. Figure 1 represents a model of noninteracting electrons such that (i) the single-particle eigenstates with support in the bulk display a spectral gap ∆ as is indicated in Fig. 1(b) , while (ii) the single-particle eigenstates with support on the edge realize a two-fold degenerate dispersion that crosses the spectral gap of the bulk states as is indicated in Fig. 1(b) , are extended along the edge, but are exponentially localized in the direction perpendicular to the edge. These edge states represent a single pair of Kramers' degenerate electrons propagating with opposite velocities. These edge states are also called helical states as the expectation values of the electronic spins are opposite for each electron forming the Kramers' degenerate pair and change with the momenta k of the electrons parallel to the edge. The low-energy and long-wave-length effective Hamiltonian of the single pair of helical states depicted in Fig. 1(a) iŝ
(S1a)
Units are chosen so that = 1. The speed v is positive by convention. The operatorsΨ † α (x) andΨ α (x) create and destroy at the position x along the edge an electron with the projection α =↑, ↓ of its spin along the spin quantization axis, respectively. They make up the doublet of operatorsΨ † (x) andΨ(x), respectively. The Pauli matrices σ 1 , σ 2 , and σ 3 act on the spin components of the electrons. The unit 2 × 2 matrix in spin space is denoted σ 0 . Hamiltonian (S1a) is invariant under the operation of time reversal defined bŷ
where K denotes the operation of complex conjugation. A layered microscopic model that captures the tunneling of helical edge states between adjacent layers for energy scales below the bulk gap ∆ is defined by the Hamiltonian 
There is an even number of layers 2N . Each layer n with n = 1, · · · , 2N has its own Fermi velocity v n > 0 and chemical potential µ n ∈ R. Any two consecutive layers are coupled by hopping matrix elements parametrized by the four independent real-valued couplings λ n,µ with µ = 0, 1, 2, 3 and n = 1, · · · , 2N − 1. Open boundary conditions are chosen along the layering axis. Hamiltonian (S2a) is invariant under the operation of time reversal defined bŷ
where K denotes the operation of complex conjugation and n = 1, · · · , 2N . Hamiltonian (S2a) is depicted in Fig. 2 . We can turn the layered model (S2) into a layered microscopic model of a weak three-dimensional Z 2 topological band insulator by demanding that v n = v u,x + (−1) n v s , µ n = µ u + (−1) n µ s , λ n,µ = 1 − δ n,2N λ u,µ + (−1) n λ s,µ , µ = 0, 1, 2, 3, (S3) for n = 1, · · · , 2N . As we shall demonstrate, the continuum limit 
for any (x, y) ∈ R 2 . This limit justifies treating a Dirac point as a fixed point in the sense of the renormalization group. Fifth, we assume a finite and non-vanishing dimerization *** w −,0 = 0, ∞.
(S19)
The Dirac point is then captured by the single-particle Hamiltonian 
