It is well known that on classes of graphs of bounded tree width every monadic second order property is decidable in polynomial time. The converse is not true without further assumptions. It follows from work of Robertson and Seymour, that if a class of graphs K has unbounded tree width and is M-closed, then K contains all planar graphs. But on planar graphs, three-colorability is NP-complete. Hence, if P 6 = NP and on K every existential monadic second order property is in P, then K has bounded tree width. In other words, for K M-closed, K is of bounded tree width i the monadic quanti er hierarchy restricted to K collapses to P.
For A.O. Slissenko on his 60th birthday
Introduction and main results
To honor A. Slissenko's 60th birthday we deal with a topic related to A. Slissenko's work Sli79, Sli82] 3 . In Sli82] Slissenko showed that on classes K of graphs generated by certain graph grammars, called Slissenko grammars in Hab92] , the existence of Hamiltonian cycles (HAM) can be decided in polynomial time. Under suitable coding of graphs 4 as with vertices and edges as universes, HAM is de nable in Monadic Second Order Logic (MSOL). We look for necessary and su cient conditions on a class K of (possibly colored) graphs which insures that all MSOL de nable properties are solvable in polynomial time, or less dramatically, such that the monadic second order quanti er hierarchy collapses on K to some nite level. A su cient conditions on K for this to happen is that the treewidth of graphs in K be bounded.
In these cases we say that the monadic quanti er hierarchy K-collapses to P (resp. to some speci c level).
Graphs, subgraphs and minors
In this paper graphs are structures of the form G = hV; Ei where V (the vertices) is the universe, and E (the edges) is the interpretation of a binary relation symbol R. We occasionally also write G = hG(V ); G(E)i. Graphs can be colored by allowing several edge relations E 1 ; : : :E (edge colors) and by allowing unary predicates P 1 ; : : :P on the vertices (vertex colors). Vertex colors need not be disjoint. For the purpose of complexity considerations graphs are coded as strings, but by abuse of notation, we identify graphs and their codings as strings, unless confusions have to be avoided.
A graph H is a subgraph of a graph G if V (H) V (G) and E(H) E(G). A graph H is an induced subgraph of a graph G if V (H) V (G) and E(H) = E(G) \ V (H) 2 .
A graph H is a minor of a graph G if it can be obtained from a subgraph of G by contracting edges. A graph H is a topological minor of a graph G if it can be obtained from a subgraph of G by replacing repeatedly induced paths of length 2 by single edges. For details on minors and topological minors, cf. Die96, Chapter 12]. We say that a class of graphs K is M-closed (T-closed, S-closed, I-closed) if K is closed under minors (topological minors, subgraphs, induced subgraphs, respectively). Clearly, we have Observation 1 Topological minors, induced subgraphs and subgraphs of a graph G are all minors of G. Induced subgraphs are also subgraphs. Hence Mclosed implies T-closed, S-closed, and I-closed, and S-closed implies I-closed. No other implications hold.
Treewidth
The treewidth of a graph measures to what degree a graph is similar to a tree. A graph has treewidth at most k if it is a subgraph of a k-tree. Trees Proposition 2 A minor (topolgical minor, induced subgraph or subgraph) of a graph of treewidth at most k has also treewidth at most k.
Cliquewidth
The cliquewidth of a graph measures to what degree a graph is similar to an overlapping family of cliques. It was rst introduced by Courcelle, Engelfriet and Rozenberg, CER93]. We shall not need the technical de nition of cliquewidth, and the interested reader is referred to, say, MR99,CO00,CMR00,CMR01]. We collect here a few facts to allow comparison of our results on treewidth and possible extensions for cliquewidth.
Fact 3 Cliques have cliquewidth 2.
Golumbic and Rotics proved in GR01]
Proposition 4 The grids Grid n have cliquewidth n + 1. It is open whether a topological minor of a graph of cliquewidth k has cliquewidth at most k, cf. CO00]. Every class of graphs of treewidth at most k has cliquewidth at most f(k), for some f depending only on k, cf. CO00]. On the other hand, it was shown by Courcelle and Engelfriet, CE95], Proposition 7 A graph G of an S-closed class K of graphs of clique width at most k has tree width at most g(k; K) for some g independently of G.
We shall see in section 6 that the same is true for closure under topological minors:
Proposition 8 A graph G of a T-closed class K of graphs of clique width at most k has tree width at most g(k; K) for some g independently of G.
Monadic Hierarchies
Monadic Second Order Logic (MSOL) on graphs is the logic where we can talk about instances of the edge relation R, interpreted by G(E), and equality of vertices. We are allowed to form conjunctions, disjunctions and negations, and quantify both over elements and subsets of V (but not subsets of V k for k 2). Let L MSOL be fragment of MSOL. An L-property of graphs is a class of graphs P which is L-de nable, i.e. for which there is a sentence 2 L such that G 2 P i P j = . 9L is the fragment of MSOL De nition 9 Let L be fragment of MSOL and K be a class of graphs. We say that K is L-polynomial if for every L-property there is a polynomial time Turing machine A such that, for every G 2 K, A accepts (the string code of) G i A 2 .
Our starting point is the following, by now well known, generalization of Slissenko's theorem cf. Bod88,ALS91,Cou97]:
Theorem 10 Let K be a class of graphs of bounded treewidth. Then K is MSOL-polynomial. In other words, the monadic quanti er hierarchy Kcollapses to the lowest level of the polynomial hierarchy, i.e. P.
The same holds for classes K of cliquewidth at most 2, which includes the cliques, and therefore may have unbounded treewidth, cf. CMR00] 6 . This shows that the converse of theorem 10 does not hold.
Main results
In this paper we discuss under which additional assumption on K a converse of Theorem 10 does hold. This question was rst discussed in Rot98]. We analyze the four closure conditions M-closed, T-closed, S-closed and I-closed. Our main results are:
Theorem 11 Assume that P 6 = NP. If K is 9MSOL-polynomial and Tclosed, then K is of bounded treewidth.
By the Observation 1 above, this also holds for M-closed classes. In contrast, we have Proposition 12 There is a class of graphs K which is MSOL-polynomial and S-closed, but has unbounded treewidth.
Classes of graphs of clique width at most 3 are also MSOL-polynomial, CMR01,CHL + 00]. So are their closures under induced subgraphs. It is therefore natural to ask whether an analogue of theorem 11 holds, i.e. whether an MSOL-polynomial class of graphs which is I-closed or S-closed is necessarly of bounded clique width. The answer is negative.
Proposition 13 There is a class of graphs K which is MSOL-polynomial and S-closed (and hence also I-closed), but has unbounded cliquewidth.
The proof of theorem 11 is given in sections 2 and 4. The proofs of propositions 12 and 13 are given in section 5.
On words and directed trees, every MSOL formula is equivalent to an 9MSOL formula, but even on planar graphs, this is not true, cf. Proposition 29. Do we need in theorem 11 the hypothesis that the monadic quanti er hierarchy K-collapses to P? Theorem 14 Assume that the polynomial hierachy PH is a proper hierarchy.
If MSOL K k MSOL for some k 1 and K is T-closed, then K is of bounded treewidth.
Problem 15 Is there a class K of bounded treewidth on which the monadic quanti er hierarchy does not K-collapse at any level. In other words, is there a class K of bounded treewidth, such that for every k there is a k+1 MSOL property P which is not equivalent over K to a k MSOL property?
We would rather expect a positive answer, but to the best of our knowledge, this is open. A predecessor to theorem 11 may be found in See91], who showed a similar theorem, were 9MSOL-polynomial is replaced by decidability of the MSOL theory of K, and no closure condition is needed.
Not so similar but related to theorem 11 are the characterization of classes of formulas for which the evaluation of rst order conjunctive queries is xed parameter tractable, GSS01]. This happens i the treewidth of the (underlying graph of the) formulas is of bounded. The additional di culty in proving theorems 11 and 14 has two sources. First, fact 17 is not true for T-closed classes. However, using the fact that every minor
], implies
Fact 22 Assume K is T-closed and of unbounded treewidth. Then K contains all planar graphs of degree at most 3.
With fact 22 instead of fact 17 we only need to prove:
Proposition 23 There are poly k -complete problems on planar graphs of degree at most 3 which are k MSOL-de nable.
We shall provide such problems in section 4, proposition 29.
Theorems 11 and 14 now follow easily from fact 22 and proposition 23. In contrast to this, there are T-closed classes of arbitrary complexity.
M-closed vs T-closed classes
Proposition 25 For every set A N there is a class of graphs K A which is T-closed and such that A is polynomial time Turing reducible to K A .
To prove this we need a de nition and two lemmas.
De nition 26 Let m 2 N. An m-collier Co m is a graph obtained from a circle C m by replacing each edge e = (u e ; v e ) by an C 3 , i.e. we add a vertex w e and two edges (u e ; w e ) and (v e ; w e ).
The following lemmas are easy to see:
Lemma 27 Let Co m and Co n be two colliers. such that Co m is a topological minor of Co n . Then m = n.
PROOF. As we cannot contract edges, but only reduce simple paths of length 2 to a single edge, the minors of a collier never form a collier. Q.E.D. PROOF. In K A the set of m-colliers is recognizable in polynomial time. Furthermore, the question whether G is a T-minor of a collier is also recognizable in polynomial time.
Q.E.D.
Now proposition 25 follows immediately. 4 Hard problems on planar graphs of degree 3
In this section we de ne problems PLANSAT and Q k PLANSAT which have the properties given in the following Proposition 29 (i) PLANSAT is an 9MSOL-de nable problem on graphs whose restriction to planar graphs of degree at most 3 is NP-complete.
(ii) For k 2, Q k PLANSAT is a k MSOL-de nable problem on graphs whose restriction to planar graphs of degree at most 3 is poly k -complete.
To de ne PLANSAT, we use two gadgets which allow us to encode instances of 3SAT in planar graphs 7 of degree at most 3. They are shown in gure 1. The rst one is used to encode clauses, so we call it a clause. It consists of 16 vertices: e i and t i;j , for i 2 f1; 2; 3g and j 2 f1; 2; 3; 4g, and c. For a xed i, the t i;j form a square with edges between t i;j and t i;l , when j + l is odd, and e i is attached by an edge to t i;3 . c is attached by edges to each t i;1 , i 2 f1; 2; 3g. The vertex e i is called the i th entry of the clause. It is negative if there is an edge between t i;2 and t i;4 (a diagonal), and positive if not. So, there are, up to isomorphism, four types of clauses according to the number of negative entries in it. c is called the center of the clause. Call the vertices c and t i;j , 1 i 3 and 1 j 4, interior vertices of the clause.
The second gadget is called a round-point since it is used to organize in the plane the circulation of the values. It consists of 8 vertices: r 1 ; :::; r 4 forming a square with edges between r i and r j when i + j is odd, and s 1 ; :::; s 4 with each s i attached by an edge to r i . The vertices r i are called interior vertices of the round point. s i and s j with i+j even, are called opposed exterior vertices.
In an arbitrary graph, an induced subgraph is called a clause or a round-point, provided 1) it is isomorphic to one of the four clauses, or respectively, the round-point, and 2) its exterior vertices have degree at most 2. The last stipulation is necessary in order to recognize clauses and round-points from other induced subgraphs avoiding overlaps.
Claim 30 There are rst order formulas, Int(x), P ?ent(x; y), N?ent(x; y) and Opp(x; y) such that given an arbitrary graph G and vertices u; v; w in it: (ii) Two opposed exterior vertices of a round-point are both or none in T , as in F. The partial assignment given by (T ; F) satis es the formula encoded by G if
Encoding a formula as a planar graph of degree 3
Every clause in G has a positive entry in T or a negative entry in F. Claim 31 There is a monadic second-order formula without second-order quanti cations Sat(X; Y ), such that given an arbitrary graph G and two sets of vertices T and F G j = Sat(T ; F) i (T ; F) give a satisfying assignment for G 8
On the other hand, given an instance of 3SAT, there is a planar graph G of degree 3 encoding it. This is illustrated in gure 2.
In the rst level the clauses are listed and each lower level corresponds to a variable. It is easy to see that computing the graph G out of can be done in polynomial time in the size of .
Recall that the problem Q k SAT that consists of those instances of 3 ? SAT with variables of k di erent types such that \there is an assignment of the variables of rst type such that for any assignment of the variables of second type there is an assignment of the variables of third type... the union of these assignments satis es the formula" is poly k -complete (cf. Sto77])
To get the version Q k PLANSAT of Q k SAT, we use the same basic construction as for PLANSAT. In this case however, it is necessary to distinguish between the k di erent types of variables. This is done by using some extra gadgets, for example cycles of di erent length. The variables of \i th type" would be, say, those components of B(G) containing an induced cycle of size i + 2 but no induced cycle of size 6 = i + 2.
A graph is in Q k PLANSAT, provided 8 actually, the formula encoded by G (i) Every connected component of B(G) contains induced cycles of only one size k + 2, and
(ii) There is a partial assignment (T 1 ; F 1 ), whose union contains any induced C 3 of non-interior vertices, such that for any partial assignment (T 2 ; F 2 ), whose union contains any induced C 4 of non-interior vertices,... and every clause in G has a positive entry in S k i=1 T i or a negative entry in S k i=1 F i .
The rst condition can be expressed by a sentence in 8MSOL and the second by one in k MSOL. As before the codi caton of an instance of Q k SAT by a planar graph of degree 3 is easely seen to be computable in polynomial time.
5 Closure under (induced) subgraphs is too weak
Let n 1. The n-subdivision of a graph G is the graph (G) n obtained from G by replacing in it each edge by a path of length n. K n is the cliquewith n vertices.
Proposition 32 Let K 1 be the closure under subgraphs of the class f(K n ) 2 n : n 1g. K 1 has unbounded treewidth and is MSOL-polynomial.
To prove that the class is MSOL-polynomial, observe that the number of vertices of degree 3 in a connected component of a graph in it is logarithmic in the size of the component. Given a number r, one can compute in linear time, using standart technics, the MSOL type up to quanti er rank r of each maximal induced path and produce a reduced graph obtained by replacing the paths by edges with color corresponding to the type. The size of the reduced graph thus obtained is logarithmic in the size of the original graph. Moreover the validity in the original graph of an MSOL-sentence of quanti er rank at most r can be reduced to the validity of a translation, red of , in the reduced graph. Brute force (Exponential Time) can be used to decide the validity of red in the reduced graph.
To see that K 1 has unbounded tree width, we note that the cliques K n are minors of graphs in K 1 . Q.E.D.
This proves proposition 12. Using proposition 7, we see that K 1 has also unbounded cliquewidth, which proves proposition 13. A more informative proof of proposition 13 is as follows:
Proposition 33 Let K 2 be the closure under induced subgraphs of the class f(Grid n ) 2 n : n 1g. K 2 has unbounded clique width and is MSOLpolynomial.
PROOF. K 2 contains only planar graphs, hence, by GW00], if the clique width of K 2 were bounded by k, so its tree width would be bounded by 6k ? 1. But the grids Grid n are topological minors of graphs in K 2 and have tree width O(n). Proposition 34 Let G be a graph of cliquewidth at most k.
(i) If G is planar, the G has treewidth at most 6k ? 1.
(ii) If G has degree at most d, then G has treewidth at most 3kd ? 1.
We now want to prove Proposition 8, namely that if K is of cliquewidth at most k, and K is T-closed, then it is of treewidth at most k 0 for some k 0 independently of G.
So assume for contradiction that K is T-closed and is of unbounded treewidth. Then, by Fact 22, K contains all planar graphs of degree at most 3. In particular, it contains all planar graphs consisting C 6 's only, i.e. the hexagonal grids. By assumption, the cliquewidth of the hexagonal grids would be bounded by k and by Proposition 34 their treewidth would be bounded by minf6k ? 1; 9k ? 1g = 6k ? 1. But the (quadratic) grids Grid n n are minors of the hexagonal grids, and therefore their treewidth would also be bounded by 6k ? 1, by Proposition 2, a contradiction.
Q:E:D:
Conclusion 35 Let K be a class of graphs of cliquewidth at most k. But our study shows that such a closure condition should imply closure under induced substructures, but not closure under topological minors or substructures. Mak99] , which also appears under the name of Guarded Second Order Logic GSLO in GHO00]. Here we can quantify over subsets of the basic relations as well. By changing the vocabulary such that tuples of the old relations become elements of the new structure and by introducing many binary relations for the projections of these tuples we can reduce GSOL to MSOL. Hence, Theorem 10 also holds for GSOL. However, its analogue does not hold for classes of bounded cliquewidth.
Problem 37 Can the closure conditions in theorem 11 be weakend for GSOLpolynomial classes?
