The sensitivity of the Greenland ice sheet to climate forcing is of key importance in assessing its contribution to past and future sea level rise. Surface mass loss occurs during summer, and accounting for temperature seasonality is critical in simulating ice sheet evolution and in interpreting glacial landforms and chronologies. Ice core records constrain the timing and magnitude of climate change but are largely limited to annual mean estimates from the ice sheet interior. Here we merge ice core reconstructions with transient climate model simulations to generate Greenland-wide and seasonally resolved surface air temperature fields during the last deglaciation. Greenland summer temperatures peak in the early Holocene, consistent with records of ice core melt layers. We perform deglacial Greenland ice sheet model simulations to demonstrate that accounting for realistic temperature seasonality decreases simulated glacial ice volume, expedites the deglacial margin retreat, mutes the impact of abrupt climate warming, and gives rise to a clear Holocene ice volume minimum.
Introduction
The sensitivity of the Greenland ice sheet (GIS) to climate change determines its contribution to past and future sea level rise. The past extent of the GIS has differed significantly from the present day. During the Last Glacial Maximum (LGM) from approximately 26 to 19 thousand years (ka) before present (BP, with present defined as the year 1950 Common Era), the ice sheet was much more extensive, growing out to the continental shelf break in most locations (Funder et al., 2011) . In contrast, during the Holocene thermal maximum (HTM, 10-6 ka BP) it retreated to within its present margin (Bennike & Weidick, 2001; Briner et al., 2010 Briner et al., , 2013 Briner et al., , 2014 Carlson et al., 2014; Cronauer et al., 2016; Larsen et al., 2015; Young, Briner, Stewart, et al., 2011; Young & Briner, 2015) . Burial dating of bedrock material recovered beneath the Greenland Ice Sheet Project-2 (GISP2) ice core indicates protracted deglaciated periods in central Greenland during the Pleistocene (Schaefer et al., 2016) , suggesting a high sensitivity of the GIS to warming. Marine and ice cores provide evidence for the GIS response during the last interglacial period (a time period with a polar climate that is warmer than today), suggesting a smaller-than-present GIS that still covered much of the island (Colville et al., 2011; NEEM community members, 2013; Yau et al., 2016) . Over the next decades, the GIS and its glaciers are projected to be the third largest contributor to global sea level rise-after thermal expansion and land-based glaciers (Intergovernmental Panel on Climate Change, 2013). Under sustained warming, Greenland has the potential to contribute over 7 m of sea level rise, providing great impetus to better understand the stability and potential thresholds of the ice sheet Robinson et al., 2012) .
The last deglaciation (19-7 ka BP) presents a natural experiment in which to assess the sensitivity of the GIS. Its past extent is recorded in glacial landforms such as moraines (e.g., Denton et al., 2005; Funder et al., 2011; Kelly et al., 2008; Levy et al., 2016; Rinterknecht et al., 2014; Young et al., 2013) and most precisely reconstructed using exposure dating techniques (e.g., Carlson et al., 2014; Corbett et al., 2011; Hughes et al., 2012; Kelley et al., 2013; Larsen et al., 2014; Sinclair et al., 2016; Young et al., 2013) . Simultaneously, the (annual mean) temperature evolution can be reconstructed precisely from Greenland ice cores (Grootes et al., 1993; NGRIP community members, 2004; NEEM community members, 2013) , allowing ice sheet modeling of the deglaciation in Greenland Simpson et al., 2009; Tarasov & Richard Peltier, 2002) . The most accurate Greenland temperature reconstructions are based on 15 N-N 2 , which is thermally fractionated in polar firn Kindler et al., 2014; Landais et al., 2004; Severinghaus et al., 1998) . However, the 15 N method provides mean annual temperatures, whereas GIS mass loss (at least in the present day) is concentrated in the summer season (Van den Broeke et al., 2009) . Moreover, the ice core records are from interior Greenland, whereas the ice retreat occurs at the margins that may experience a different magnitude of warming.
Both for the purpose of forcing ice sheet models and for interpreting data on past Greenland ice margin positions, it is critical to have climate reconstructions that include temperature seasonality and that furthermore span the entire GIS. Coupled climate model simulations can, in principle, provide such information (Liu et al., 2009; Menviel et al., 2011) , but they rely on somewhat arbitrary freshwater forcing scenarios, lack the spatial detail to resolve the steep topographic gradients of ice sheet ablation zones, and are not nearly as accurate as the ice core reconstructions. Here we merge the deglacial 15 N-based Greenland ice core reconstructions of Buizert et al. (2014) with the TraCE-21ka coupled ocean-atmosphere general circulation model (GCM) of the last deglaciation (Liu et al., 2009 (Liu et al., , 2012 He et al., 2013) to generate Greenland-wide, seasonally resolved deglacial temperature fields. In the merged product, the ice core record constrains the timing and magnitude of annual mean temperature evolution in central Greenland, and the climate model is used to infer the temperature seasonality and spatial pattern. To demonstrate the importance of accounting for temperature seasonality, we here perform and compare two deglacial ice sheet model simulations, which use either our estimated seasonality or a fixed, present-day seasonality. Buizert et al. (2014) use an inverse modeling technique in which temperature and accumulation scenarios are obtained that optimize the fit of firn densification model simulations to both 15 N data and (data-based) constraints on the ice core gas age-ice age difference (Δage). Reconstructions are available for the Greenland GISP2, North Greenland Ice Core Project (NGRIP) and North Greenland Eemian Ice Drilling (NEEM) ice cores for the 22-10 ka period. We have extended the GISP2 reconstruction through the Holocene using the same techniques-this Holocene extension is only possible for the GISP2 ice core where high-resolution 15 N data exist (Kobashi et al., 2008) . Mean annual temperatures around the 8.2 ka event are well constrained due to its clear Δage marker (Kobashi et al., 2007) . Details on the reconstruction method can be found in the supporting information and in . A compilation of GISP2 15 N data is given by Seierstad et al. (2014) .
Materials and Methods

Ice Core Reconstructions
For the last 4,000 years we further make use of the GISP2 temperature reconstruction by Kobashi et al. (2011) , which is based on combining 15 N and 40 Ar data. For the period 1840 to present the reconstructions by Box et al. (2009 Box et al. ( , 2013 are used.
Transient Climate Model Simulations
We use transient, nonaccelerated climate model simulations for the last 22 ka (TraCE-21ka) using the Community Climate System Model version 3 (CCSM3) coupled ocean-atmosphere GCM (Liu et al., 2009 (Liu et al., , 2012 He et al., 2013) . Ice sheet elevations are prescribed following ICE-5G (Peltier, 2004) , greenhouse gas concentrations follow Monnin et al. (2001) , and variations in the Atlantic Meridional Overturning Circulation (AMOC) are induced using freshwater forcing in the North Atlantic and elsewhere, with freshwater scenarios based on Carlson and Clark (2012) . Model output is available at monthly time resolution and T31 grid (approximately 3.75 ∘ resolution). In addition to the full simulations, we use TraCE-21Ka single-forcing simulations in which the orbital, greenhouse gas, or freshwater (i.e., AMOC) forcing is applied, with the other forcings held fixed at 22 ka levels (He et al., 2013) ; these simulations provide valuable insight into how the various forcings affect seasonality (section 3.1).
Present-Day Climatology
Present-day Greenland temperature is based on the monthly reconstruction by Box et al. (2009) , combining meteorological station records and regional climate model output; snow accumulation rates (also needed for the ice sheet model simulations) are based on Box (2013) and Box et al. (2013) . We extend the reconstructions by Box et al. (2009) and Box (2013) through 2014 using the same methodologies. Temperatures for the period 1981-2010 are averaged to construct the monthly mean reference climatology; the data-model merged product presented here is expressed relative to this baseline. For the period 1840 to present our temperature fields will follow those of Box et al. (2009) . The Box et al. (2009) reconstruction has a spatial resolution better than 0.5 ∘ longitude and better than 0.05 ∘ latitude.
Data-Model Merged Temperatures
Our deglacial temperature fields give decadal-average monthly temperatures from 22 ka BP to 2010 Common Era. The domain is from 96 ∘ to 0 ∘ W at 0.5 ∘ resolution and from 58 ∘ to 85 ∘ N at 0.25 ∘ resolution. The domain was selected to include all of the GIS, the surrounding continental shelf, and most of the Canadian Arctic Archipelago to allow an Innuitian Ice Sheet in ice sheet model simulations, which can influence the GIS via an ice saddle across Nares Strait or an ice shelf over Baffin Bay. Details on how the above mentioned products were merged into a single temperature field are described in section 3.2.
Ice Sheet Modeling
We run a three-dimensional thermomechanical hybrid ice sheet model at 10 km horizontal resolution, as documented elsewhere (DeConto & Pollard, 2016; Pollard & DeConto, 2012; Pollard et al., 2015) . The model is spun up under LGM (21 ka) boundary conditions for 40,000 years. Climate forcing is applied on a 40 × 40 km grid and downscaled to the 10 km model grid using lapse rates (that correct for the different elevations in the coarse and fine grids) for temperature (5 ∘ C km −1 ) (linear, Abe-Ouchi et al., 2007) and precipitation (10 ∘ C per doubling of precipitation) (exponential, Ritz et al., 2001) . Those same lapse rates are used to correct for surface elevation differences between the simulated ice sheet and the reference ice sheet digital elevation model on which the climate forcings are defined. Surface mass balance is calculated using a positive degree-day scheme with 1 month time step; fresh snow is ablated first (at rate of 0.005
. Following a refreezing correction, rain and meltwater are treated as runoff and immediately removed. Ocean melt rates are calculated for all nongrounded grid points and are proportional to the squared difference between the local ocean temperature and the freezing point of seawater at the ice depth (Martin et al., 2011; Pollard & DeConto, 2012) . Ice flow is captured by heuristic scaling of the two relevant physical approximations to ice flow for "shallow ice" and "shallow shelves." Grounding line position (and thereby ice extent) is a calculated rather than prescribed quantity in our model and evolves freely as atmospheric and oceanic changes drive ice sheet advance and retreat.
Results and Discussion
Temperature Seasonality of Climate Forcings
Changes in temperature seasonality are not available directly from the ice core record, so we rely on the climate model simulations. To explore the influence of various climate forcings on temperature seasonality, we turn to the single-forcing simulations (section 2.2). Simulated summer (June-August, JJA) and winter (December-February, DJF) surface air temperatures (SAT) are shown for the three most important forcings (Figure 1 ). Orbitally driven summer SAT peaks around 10 ka BP, following local insolation. Greenhouse gas (Liu et al., 2009 (Liu et al., , 2012 He et al., 2013) simulated (gray) and reconstructed (orange) central Greenland temperature (based on average of GISP2, NGRIP and NEEM Ice Drilling locations for 22-10 ka, and GISP2 only for 10-0 ka before present, BP). (b) TraCE-21Ka simulated AMOC strength (gray) and AMOC strength required to bring TraCE-21 K simulations and ice core reconstructions into agreement (orange). (c) Bermuda rise 231 Pa/ 230 Th ratios as a proxy for AMOC strength (McManus et al., 2004) . Horizontal bars denote data averages during the Last Glacial Maximum (22-18 ka BP) and "stable" part of the Holocene (10-0 ka BP). (d) Central Greenland summer (June-August, JJA, red) and winter (December-February, DJF, blue) temperatures relative to present in the data-model merged product. (e) Greenland Holocene temperature reconstruction (green curve) by (Vinther et al., 2009 ) and our merged product (gray curve) at the sites used (Renland and Agassiz). (f ) GISP2 ice core melt record in number of melt layers per 1,000 years (Alley & Anandakrishnan, 1995) . (g) Northern Hemisphere 30 ∘ N-90 ∘ N multiproxy temperature stack from Marcott et al. (2013) . (h) Ellesmere Island temperature reconstruction (red curve) by Lecavalier et al. (2017) and our merged product (gray curve) at that site. Yellow bars denote Heinrich Stadial 1 (HS1) and the Younger Dryas (YD); red bar denotes the Holocene thermal maximum (HTM).
forcing warms DJF SAT by roughly twice as much as JJA SAT; the larger wintertime response to radiative forcing is in line with theory and modern observations (Intergovernmental Panel on Climate Change, 2013; Mitchell, 1989) . Last, AMOC variations affect all seasons, but the response is strongest during the winter months due to amplification by sea ice extent (Fluckiger et al., 2008; Li et al., 2005) . The single-forcing simulations are shown here for illustrative purposes; our temperature fields are based on the full model simulations in which all climate forcings are applied simultaneously. Figure 2a compares the ice core reconstruction of annual mean Greenland temperature (orange line, average of GISP2, NGRIP, and NEEM) with the TraCE-21Ka simulation (gray line, same locations). The simulation captures the Bølling abrupt transition (14.6 ka) fairly well, yet it fails to simulate the AMOC resumption ( Figure 2b ) and associated warming at the onset of the Holocene (11.7 ka BP). An alternative simulation in which the Bering Strait is kept closed does show a recovery of the AMOC at the Holocene onset and the associated warming (not shown). The failure of the model to simulate the Holocene onset (Figure 2a ) is therefore due to its inability to resume a vigorous AMOC despite the need to still melt about the remaining Laurentide Ice Sheet (about half of its LGM size) into the North Atlantic and Arctic Oceans in the Holocene (Carlson & Clark, 2012; Ullman et al., 2016 ). The CCSM3 model used is likely overly sensitive to North Atlantic freshwater forcing and incorrectly biased toward monostability (Liu et al., 2015) . Compared to the simulated AMOC variations, the orbital and greenhouse gas forcings are very well known from celestial mechanics and ice cores, respectively.
Merging Models and Ice Cores
Based on the observations above, we make the following key assumption: we assume that the TraCE simulations correctly capture the Greenland climate response to increased greenhouse gas concentrations and orbital variations and that the model-data mismatch of Figure 2a is due solely to incorrectly simulated AMOC strength. We apply an AMOC correction to the model simulations in order to eliminate the model-data mismatch. This approach is in line with the observation of He et al. (2013) , who show that the full deglacial climate simulation over Greenland (Figure 2a) is well approximated by the sum of the single-forcing simulations. The merged GIS temperature fields T GIS ( , , m, t) , with latitude , longitude , month m and age t, are produced in the following way (with additional details given in the supporting information):
1. We determine the offset between the three-site average ice core temperature reconstruction T IC (t) (section 2.1) and (mean annual) model simulation T GCM (t) (section 2.2) at the same location(s). 2. We use the GCM simulations to determine the sensitivity ( , , m) of local temperature to AMOC variability. We establish in two ways, namely, (i) by dividing the magnitude of the Bølling warming by the associated AMOC increase and (ii) from linear regression of local temperature to AMOC strength in the AMOC-only single-forcing simulation. Both methods give similar results ( Figure S5 ; at GISP2 the two methods give = 0.81 K Sv −1 and = 0.89 K Sv −1 , respectively), and we average the values from these two methods for further use. 3. We determine the implied AMOC deficiency of the model as
∕ , where we use the mean annual value at the ice core locations. The simulated AMOC is shown in Figure 2b in gray, together with the implied AMOC in orange (simulated AMOC plus ΔAMOC). The implied AMOC strength for the present day is around 22 sverdrup (Sv), which is slightly more than current estimates of around 19 Sv (Talley, 2013) . 4. We determine the temperature evolution for each month and at each location as ΔT( , , m, t (Figure 2d ). 5. We ensure to match modern-day Greenland climatology by correcting for any potential offsets: 
Evaluating the GIS Surface Temperature Fields
First, we investigate whether our temperature fields agree with independent constraints and reconstructions. Our fields show an HTM from around 10-6 ka BP, which is most pronounced in summer (Figure 2d ). Peak warmth slightly lags maximum summer insolation ( Figure 1a ) and is seen throughout Greenland with the largest magnitude in the northeast (Figure 3f ). Figure 2e shows the Greenland Holocene (annual mean) temperature reconstruction by Vinther et al. (2009) in green, with our merged product (sampled at the same locations) in gray. We find an excellent agreement in both the timing and magnitude of temperature change-note that the data in Vinther et al. (2009) are not used in our work and that both records are therefore fully independent. Figure 2f shows the prevalence of melt layers in the GISP2 core, a proxy for local summer temperature (Alley & Anandakrishnan, 1995; Koerner & Fisher, 1990) . The GISP2 melt layers suggest a summer thermal maximum from roughly 9-6 ka BP, shorter in duration than, but overlapping in time with, the broad HTM that we find in Greenland SAT between 10 and 6 ka BP (Figure 2d ). Our HTM timing further agrees well with multiproxy reconstructions of Northern Hemisphere temperature (Figure 2g) . Recently, Lecavalier et al. (2017) suggested that the timing of the HTM is earlier (11-10 ka BP) on Ellesmere Island, based on elevation-corrected records of summer melt and water isotopes-at that same location our merged product suggests maximum HTM warmth to occur around 9.5 ka BP (Figure 2h ). The early warmth in the Lecavalier et al. (2017) reconstruction may be an high-latitude effect ) not captured in the TraCE model simulation, a regional effect (such as the opening of Nares Strait (Zreda et al., 1999) or the demise of the Innuitian Ice Sheet (England et al., 2006) ) or uncertainties in the model-based elevation correction used in the reconstruction (Lecavalier et al., 2013 (Lecavalier et al., , 2017 Simon et al., 2015) . Our data-model merged product suggests HTM summer temperatures over Greenland are roughly 3.3 ∘ C above modern day-lower than melt-based reconstructions from Ellesmere Island (Lecavalier et al., 2017) of more than 5 ∘ C but in good agreement with the HTM reconstruction by Briner et al. (2016) of 3 ± 1 ∘ C.
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In mean annual temperatures the HTM is less pronounced with around 2.1 ∘ C of warming. Our estimated HTM magnitude is about twice the Northern Hemisphere extratropical (30 ∘ -90 ∘ N) multiproxy average of ∼1 ∘ C, as expected from polar amplification (Marcott et al., 2013 ).
An east Greenland valley glacier moraine sequence in the Scoresby Sund area suggests a Younger Dryas (YD) summer time cooling of only 4-6 ∘ C relative to present (Broecker, 2006; Denton et al., 2005; Kelly et al., 2008; Levy et al., 2016) , much smaller than the mean annual cooling of around 15 ∘ C (Severinghaus et al., 1998) . These estimates are in good agreement with our merged product, which suggests about 4.4 ∘ C JJA cooling during the YD at Scoresby Sund (Figure 3e, white square) . The only other YD-age moraines are found in Disko Bugt, confirming a still stand of the ice margin in west Greenland during the YD (Rinterknecht et al., 2014) . The lack of YD moraines elsewhere on Greenland likely reflects that the ice sheet margin was still on the continental shelf in most regions during the YD Dyke et al., 2014; Hughes et al., 2012; Kelley et al., 2013; Larsen et al., 2014; Sinclair et al., 2016; Young et al., 2013) .
Second, we investigate whether T GIS matches the spatial patterns seen in the ice core reconstructions. Note that while T GIS matches the three-site average T IC by design, in our approach any gradients between the three cores are set by the GCM simulations. Figures 3a-3c show comparisons for the three abrupt transitions of the last deglaciation. For each transition both the ice cores and the merged product show amplified climate change upon going south-a fingerprint of the AMOC variations that induce the transitions Guillevic et al., 2013) . Averaging over the three transitions, the ice cores suggest that at GISP2, NGRIP, and NEEM, the magnitude is respectively 1.23 ± 0.05, 1.03 ± 0.07, and 0.74 ± 0.08 times the average value (with 1 spread between events). The merged temperature product gives relative magnitudes of 1.21 ± 0.03, 1.00 ± 0.01, and 0.79 ± 0.04, respectively. The spatial gradients during abrupt events thus agree well within the uncertainty bounds.
The warming between Heinrich Stadial 1 (HS1, or Oldest Dryas) and the YD has received attention in the literature due to the anomalous behavior of Greenland ice core 18 O (Liu et al., 2012; Pausata & Löfverström, 2015) . The spatial gradient in this warming trend (Figure 3d ) is of the correct sign in the merged product, although it appears that the magnitude of the gradient is underestimated. The single-forcing simulations show the spatial gradient reflects retreat of the Laurentide Ice Sheet . We speculate that the orographic effect of the ICE-5G reconstruction may be at fault, as this reconstruction is much larger than any other Laurentide Ice Sheet reconstruction (Carlson & Clark, 2012) . Alternatively, ice dynamics may have altered T IC or the relatively low spatial resolution of the climate model could be responsible.
Overall, we conclude that the merged, seasonally resolved temperature fields presented here for the last deglaciation provide a satisfactory fit to the sparse data constraints that are available. Improvements to the reconstruction would require more sophisticated and higher-resolution transient climate model simulations, additional ice core data from either existing or new cores, and ice core melt records from more locations and over longer time periods. At the time of writing the TraCE runs are the only available transient deglacial climate simulations using a fully coupled GCM. More such simulations are expected in the near future through the Paleoclimate Modelling Intercomparison Project framework (Ivanovic et al., 2016) , which will allow for an improved evaluation of Greenland deglacial climate evolution.
The new merged temperature fields answer a lingering question of the apparent absence of a Greenland warming response to the deglacial CO 2 rise starting around 17.8 ka BP (Marcott et al., 2014) . We find that the CO 2 -driven warming competes with a cooling driven by a reduction in AMOC strength around the same time. The AMOC reduction influences the DJF temperature strongly, causing a net cooling during HS1 (Figure 2d ). JJA temperature is much less sensitive to AMOC variability, and hence, summer warming is seen throughout HS1 in response to rising CO 2 and insolation.
Ice Sheet Modeling Results
Here we assess the influence of temperature seasonality on ice sheet model simulations of the last deglaciation. We force an ice sheet model (section 2.5) with (1) our seasonally resolved merged temperature fields as described above and (2) an alternative forcing that is identical to our data-model merged product in annual mean temperatures but preserves modern-day seasonality throughout (i.e., temperatures for each month vary together with the annual mean value). We shall refer to these as the VAR (variable) and FIX (fixed) seasonality forcings, respectively. Note that the FIX approach has been used in previous studies (e.g., Lecavalier et al., 2014; Simpson et al., 2009 ). Snow accumulation rates are identical for both simulations and based on the reference climatology (Box, 2013; Box et al., 2013 ) scaled linearly to reconstructed past accumulation rates from the GISP2 Summit ice core Cuffey & Clow, 1997) . Figure 4 shows a comparison between the two simulations; maps of modeled ice sheet extent and thickness are in the supporting information ( Figure S6 ).
The maximum simulated LGM GIS volume is 10.5 m (3.8 × 10 6 Gt) and 11.9 m (4.3 × 10 6 Gt) sea level equivalent volume for the VAR and FIX model runs, respectively. The larger FIX ice sheet is due to the colder summers in that forcing.
Temperature seasonality further has a large influence on the timing of ice sheet retreat. Overall, the use of realistic temperature seasonality expedites GIS retreat. We define the transition midpoint as the time at which the GIS reaches an ice mass midway between the simulated LGM and modern mass; these midpoints are marked as dots in Figure 4b . Using VAR forcing, the transition midpoint occurs around 3,000 years earlier than it does using FIX forcing.
It is well documented that GIS retreated to within its present-day margins in response to the HTM (Briner et al., , 2014 Carlson et al., 2014; Cronauer et al., 2016; Larsen et al., 2015; Young, Briner, Stewart, et al., 2011; Young & Briner, 2015) . Under VAR forcing a clear Holocene minimum in GIS mass is simulated around 6.5 ka BP of 2 × 10 5 Gt (0.55 m sea level equivalent) below present day. However, under FIX forcing the simulated ice sheet mass does not show a clear HTM minimum. The same problem was encountered by earlier studies using FIX-type forcing, who applied and ad hoc temperature correction to the ice core record to reproduce the GIS minimum Simpson et al., 2009) . The HTM warmth is most pronounced in the summer months since it is driven by insolation. This HTM summer warming is captured in the VAR forcing but not in the FIX forcing, explaining the inability of the latter to drive significant GIS retreat.
Both forcings yield considerably increased mass loss in response to abrupt AMOC-forced warming. Under VAR forcing mass loss peaks in response to the Bølling warming (14.6 ka BP), and under FIX forcing in response to the Preboreal warming (11.6 ka BP). Maximum mass loss rates are about twice as large in the FIX scenario, because it has more summer warming than the VAR scenario and a larger ice sheet mass prior to the event. In general, using realistic temperature seasonality mutes the impact of the abrupt AMOC switches on ice sheet mass, because AMOC strength primarily impacts winter temperature (Figures 1c and 2d ).
Besides the atmospheric forcing presented here, many additional factors control the GIS deglacial evolution-such factors include ocean temperatures, basal sediments and lubrication, and buttressing across Nares Strait. Future studies are needed to elucidate their relative importance and time evolution. A full assessment of ice sheet model skill would involve the fit to 14 C dates and 10 Be surface exposure ages (Dyke, 2004; Sinclair et al., 2016) and relative sea level records as a proxy for continental ice loading (Simpson et al., 2009) ; this is beyond the scope of the present work. The ice sheet model comparison shown here highlights the importance of seasonality in driving the ice sheet response to climate change. By providing a realistic, climate model-based estimate of temperature seasonality, the present work represents a step toward a higher degree of model realism in simulating the GIS through the last deglaciation.
Conclusions
We have merged Greenland ice core temperature reconstructions that constrain the timing and magnitude of annual mean climate change, with climate model simulations that constrain its seasonality and spatial pattern, to produce Greenland-wide, seasonally resolved temperature fields for the last deglaciation and Holocene.
The various climate forcings have their own seasonal fingerprint. Orbital forcing has a stronger influence on summer temperatures than on winter temperatures, whereas greenhouse gas and AMOC forcings have a stronger impact on winter temperatures. This results in a LGM-to-present temperature difference that is about twice as large in winter as it is in summer. Likewise, the abrupt climate transitions associated with AMOC variations are about 3 times as large in winter temperature as they are in summer temperature. Summer temperatures peak in the early Holocene (10-6 ka BP) following local insolation.
