Classical Bussgang algorithms requires hypothesizing deconvolution noise level, while flexible-estimator based algorithms are endowed with learnable parameters that accumulate knowledge on source and channel characteristics.
I. Introduction
The aim of blind deconvolution/equalization is to recover a source signal distorted by the linear mean that it propagates within [5] , [6] . Its most known applications are blind image restoration [10] , optical memory-support storage and retrieval enhancement [4] , remote sensing [3] , [11] , [14] and telecommunications [1] , [2] .
The most known class of blind deconvolution algorithm is perhaps the 'Bussgang' one, which relies on iterative Bayesian estimation of the source sequence [1] . Some modifications to the basic 'Bussgang' algorithm have recently been proposed by the present author in the contributions [6] , [7] .
Classical Bussgang algorithms requires hypothesizing deconvolution noise level, while flexible-estimator based algorithms are endowed with tunable parameters that are able to accumulate knowledge on source statistics and channel features. Remarkably, parameters adaptivity induces cost function adaptivity. The aim of this Letter is to investigate on cost-function adaptivity arising by the theory of Faculty of Engineering, Perugia University, Loc. Pentima bassa, 21, I-05100 Terni (Italy). Email: sfr@unipg.it flexible Bayesian estimation in Bussgang filtering. In particular, a two-tap filtering structure is examined in details.
II. Blind Deconvolution by Iterative Bayesian Estimation
Let us recall the essentials of blind deconvolution from the literature. In vector notation, the linear system to deconvolve is described by the following input/output model:
where A filter described by the vector impulse response w is the inverse of system (1) if w cancels the effects of h on the source signal. Denoting by u(t)
vector containing the filter input samples, where L w is the number of tap-weights in w, the output of the filter writes:
Since h and s(t) are unknown, the filter w such that x(t) ∼ s(t) has to be blindly identified possibly by means of an iterative algorithm. From the basic theory of blind deconvolution it is known that the source signal may be recovered up to arbitrary amplitude scaling and time-delay [9].
When h represents a non-minimum phase system, its inversion cannot be performed exactly by means of the FIR filter (2); also, during filter adaptation the misadjustment of filter's coefficients make filter output different from the source signal. Both phenomena are described by the following filter output signal model:
where n(t) is the so-called deconvolution noise, c ∈ R is an amplitude factor and δ is a finite delay. A suitable representation of n(t) is a zero-mean Gaussian random process [9] with variance σ 2 .
From filter output signal model (3), a way can be envisaged to get an estimate of the source sequence
s(t), knowing x(t):
The model (3) reveals that the relationship between x(t) and s(t) is deterministic but for the convolutional noise, thus Bayesian estimation theory suggests the existence of a causal
where p s|x (s|x) is the pdf of s conditioned to the knowledge of x. Provided that the source statistics be known, channel output statistics might be evaluated and the required estimator be computed, as well. As expected, the chosen estimator depends on deconvolution noise power and on the inverse filter
On the basis of the available estimator, in [1] it had been proposed an error criterion like:
As expected, the function B(x) is dependent upon the deconvolution noise power σ 2 [1] , [9] . A suitable estimation for this parameter is made difficult by the fact that an optimal constant value for σ 2 does not exist since actually it changes through time according to adaptation progress.
Despite this, for a wide noise power range a suitable approximation of the actual Bayesian estimator B(x) for uniformly distributed source sequences is [7] :
with Λ being a properly chosen constant; the learnable parameter λ(t) adapts by the gradient-descent rule:
Also, the gradient-descent adapting rule for w reads:
The constant η denotes a positive learning step-size and the stochastic gradient approximation is invoked, and the iterative normalization of weight-vector implements automatic gain control (AGC).
The above described algorithm for the channel equalizer will hereafter be referred to as modified Bussgang algorithm with one-learnable-parameter estimator (MBA-1).
About the value of the constant Λ, an extensive theoretical analysis [8] based on minimum-distortion steady-state equalization requirements, led to the value Λ = 1.185. This is assumed as optimal parameter value in this Letter.
III. Cost Function Adaptivity
The adaptivity of the Bayesian estimator makes it matched to the knowledge on the source statistics and channel characteristics accumulated by the equalizer and represented by the state-variable λ(t). More formally, by the decomposition u = [u 0 u 1 ] T , we have: Figure 1 shows the behavior of the algorithm. The results show that the algorithm is able to deconvolve the IIR channel attaining a residual ISI of about −30dB. As a result of investigation, the surface of the cost function evolution shows that the adaptive estimator tends to work better and better by making the minimum of the cost function deeper and sharper in the correct position (around w 1 = −0.8.)
In conclusion, Bayesian estimator adaptation has been proven to induce useful cost function tuning in Bussgang adaptive filtering. This has the effect of making the blind cost function suited to the channel equalization task without requiring the user to hypothesize channel deconvolution noise level and thus, ultimately, making the algorithm 'more blind'. 
