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Let Fq be a ﬁnite ﬁeld with q = pm elements, where p is an odd
prime and m  1. In this paper, we explicitly determine all the
μ-constacyclic codes of length 2n over Fq , when the order of μ
is a power of 2. We further obtain all the self-dual negacyclic
codes of length 2n over Fq and give some illustrative examples.
All the repeated-root λ-constacyclic codes of length 2n ps over Fq
are also determined for any nonzero λ in Fq . As examples all the
2-constacyclic, 3-constacyclic codes of length 2n5s over F5 and all
the 3-constacyclic, 5-constacyclic codes of length 2n7s over F7 for
n 1, s 1 are derived.
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1. Introduction
The class of constacyclic codes plays a signiﬁcant role in the theory of error correcting codes. These
include cyclic and negacyclic codes, which have been well studied since 1950’s. Constacyclic codes can
be eﬃciently encoded using shift registers, which explains their preferred role in engineering. Let R
be a ﬁnite commutative ring and N  1. Let RN be the R-module of N-tuples over R . A linear code C
of length N over R is an R-submodule of RN . If λ is a unit in R , a linear code C is called λ-constacyclic
if (λaN−1,a0,a1, . . . ,aN−2) ∈ C for every (a0,a1, . . . ,aN−1) ∈ C . It is well known that a λ-constacyclic
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G.K. Bakshi, M. Raka / Finite Fields and Their Applications 18 (2012) 362–377 363code of length N over R can be identiﬁed as an ideal in the quotient ring R[x]〈xN−λ〉 via the R-module
isomorphism π : RN → R[x]〈xN−λ〉 given by
(a0,a1, . . . ,aN−1) → a0 + a1x+ · · · + aN−1xN−1
(
mod
(
xN − λ)).
If λ = 1, λ-constacyclic codes are just cyclic codes and if λ = −1, λ-constacyclic codes are known as
negacyclic codes. If N is coprime to the characteristic of R , a λ-constacyclic code of length N over R
is called simple-root λ-constacyclic code; otherwise it is called repeated-root λ-constacyclic code.
Simple-root λ-constacyclic codes of a given length over special rings such as Galois ring, chain ring,
ﬁnite ﬁeld have been studied extensively by several authors (see [1,2,5,13,15,18–21]). Repeated-root
λ-constacyclic codes, although, are known to be asymptotically bad, nevertheless, are optimal in a few
cases, which have motivated the researchers to further study these codes (see [3,4,6–12,16,22–24]).
In the previous work [19,20], the authors along with Dumir and Sharma have studied simple-root
cyclic codes of prime power length over a ﬁnite ﬁeld. In this paper, we study simple-root consta-
cyclic codes of length 2n and repeated-root constacyclic codes of length 2nps , n, s 1, over the ﬁnite
ﬁeld Fpm with pm elements, p an odd prime, m  1. In Section 2, we explicitly determine all the
simple-root μ-constacyclic codes of length 2n over Fpm , when the order of μ is a power of 2 (The-
orems 1 and 2). In Section 3, we obtain all the self-dual simple-root negacyclic codes of length 2n
over Fpm (Theorems 3 and 4) and give some illustrative examples. In Section 4, we determine ex-
plicitly all the repeated-root λ-constacyclic codes of length 2nps over Fpm for any nonzero λ in Fpm
(Theorem 5) and give some examples.
2. Simple-root μ-constacyclic codes of length 2n
Let Fq be a ﬁnite ﬁeld with q = pm elements, where p is an odd prime, m  1 and let F∗q be
the multiplicative group of nonzero elements of Fq . Let μ ∈ F∗q be an element with order O (μ) = 2k ,
k  0. In this section, we determine all μ-constacyclic codes of length 2n over Fq , n  1. Note that
μ = 1 if k = 0 and μ = −1 if k = 1. Also observe that
2k | q − 1. (2.1)
We ﬁrst prove some lemmas.
Lemma 1. x2
n − μ divides x2n+k − 1 over Fq.
Proof. Let α be a root of x2
n − μ in some extension ﬁeld of Fq . Then α2n+k = μ2k = 1 implies that
α is also a root of x2
n+k − 1. Since the polynomial x2n − μ has simple roots, it follows that x2n − μ
divides x2
n+k − 1 in some extension ﬁeld of Fq . But as both the polynomials x2n −μ and x2n+k − 1 are
over Fq , the division must be over Fq itself. 
For any s  0, let Cs = {s, sq, sq2, . . . , sqms−1} denote the q-cyclotomic coset containing s mod-
ulo 2n+k , where ms is the least positive integer such that sqms ≡ s (mod 2n+k). Let α be a primitive
2n+k-th root of unity in some extension ﬁeld of Fq . It is well known that (see for example Ling and
Xing [17])
Ms(x) =
∏
i∈Cs
(
x− αi)
is the minimal polynomial of αs over Fq and
x2
n+k − 1 =
∏
Ms(x)
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n+k − 1 into irreducible factors over Fq , where s runs over a complete set
of representatives from distinct q-cyclotomic cosets modulo 2n+k . For our purpose, we choose α, a
primitive 2n+k-th root of unity satisfying
α2
n = μ. (2.2)
Such a choice of α is possible.
Since q = pm is odd, we can write q = 1 + 2dc or −1 + 2dc for some integers c,d,d  2 and c
odd, according as q ≡ 1 (mod 4) or q ≡ −1 (mod 4). Note that d is always 2 if q ≡ 3 or 5 (mod 8).
If q = 1 + 2dc, from Eq. (2.1) we ﬁnd that 0 k  d. If q = −1 + 2dc, we have q − 1 = 2(−1 + 2d−1c)
where −1+ 2d−1c is odd. Therefore 0 k 1 in this case.
The following lemma provides all the distinct q-cyclotomic cosets modulo 2n+k , n + k  2, in two
different cases, when q ≡ 1 (mod 4) or q ≡ −1 (mod 4).
Lemma 2. Let n + k 2.
(i) Let q = 1 + 2dc, d  2, c odd. All the distinct q-cyclotomic cosets modulo 2n+k are given by C0,C2n+k−1
and Cs2n+k−r for 2 r  n + k and s runs over Sr for each r, where
Sr =
{
{±1,±3, . . . ,±3(2d−2−1)}, d + 1 r  n + k,
{±1,±3, . . . ,±3(2r−2−1)}, 2 r  d.
(ii) Let q = −1+ 2dc, d 2, c odd. All the distinct q-cyclotomic cosets modulo 2n+k are given by C0,C2n+k−1
and Cs2n+k−r for 2 r  n + k and s runs over Tr for each r, where
Tr =
⎧⎪⎨
⎪⎩
{1,3,32, . . . ,3(2d−1−1)}, d + 1 r  n + k, d 3,
{1,3,32, . . . ,3(2r−2−1)}, 2 r  d, d 2,
{1,−1}, 3 r  n + k, d = 2.
Proof. If n + k = 2, it is easily seen that C0,C1,C−1,C2 are all the distinct q-cyclotomic cosets mod-
ulo 4 when q ≡ 1 (mod 4) and C0,C1,C2 are all the distinct q-cyclotomic cosets modulo 4 when
q ≡ 3 (mod 4). For n + k 3, the lemma follows from Proposition 2 of [20]. 
Lemma 3. If s is even and k 1, then Ms(x) does not divide (x2
n − μ).
Proof. Let s = 2s′ . Suppose M2s′ (x) | (x2n − μ). This means that α2s′ is a root of (x2n − μ), i.e.
α2
n+1s′ = μ. In view of (2.2), this is so if and only if μ2s′ = μ, i.e. if and only if 2s′ ≡ 1 (mod 2k),
which is not possible for k 1. 
In the following lemma, we give the factorization of x2
n −μ into irreducible factors over Fq , n 1,
when q = +1 + 2dc, d  2, c odd. Note that here 0 k  d. For any integers a,b with gcd(a,b) = 1,
we denote by Ob(a), the multiplicative order of a modulo b. Empty product is assumed to be 1.
Lemma 4. Let n 1, q = +1 + 2dc, d  2, c odd, i.e. q ≡ 1 (mod 4) and let μ be a nonzero element of Fq of
order 2k, k 0.
(i) If k = 0
x2
n − μ = x2n − 1 = M0(x)M2n−1(x)
n∏
r=2
∏
s∈S
Ms2n−r (x) (2.3)
r
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Sr =
{
{±1,±3, . . . ,±3(2d−2−1)}, d + 1 r  n,
{±1,±3, . . . ,±3(2r−2−1)}, 2 r  d.
(2.4)
(ii) If k = 1
x2
n − μ = x2n + 1 =
∏
s∈Sn+1
Ms(x) (2.5)
where
Sn+1 =
{
{±1,±3, . . . ,±3(2d−2−1)} if n d,
{±1,±3, . . . ,±3(2n−1−1)} if n d − 1.
(2.6)
(iii) If k = 2
x2
n − μ is irreducible over Fq for d = 2 and for d 3
x2
n − μ =
∏
s∈S ′n+2
Ms(x) (2.7)
where
S ′n+2 =
{ {1,32,34, . . . ,3(2d−2−2),−3,−33,−35, . . . ,−32d−2−1} if n d − 1,
{1,32,34, . . . ,3(2n−2),−3,−33,−35, . . . ,−32n−1} if n d − 2. (2.8)
(iv) If 3 k d
x2
n − μ =
∏
s∈S ′′n+k
Ms(x) (2.9)
where
S ′′n+k =
{
{1,3(2k−2),32.(2k−2), . . . ,3(2d−k−1)(2k−2)} if n + k d + 1,
{1,3(2k−2),32.(2k−2), . . . ,3(2n−1)(2k−2)} if n + k d.
(2.10)
Proof. Let k = 0. If n = 1, x2 − μ = x2 − 1 = (x− 1)(x+ 1) = M0(x)M1(x).
If n 2, the result follows from Lemma 2(i).
Let k 1. Let ψ(x) =∏s∈Sn+k Ms(x) where
Sn+k =
{
{±1,±3, . . . ,±3(2d−2−1)} if n + k d + 1,
{±1,±3, . . . ,±3(2n+k−2−1)} if n + k d.
By Lemmas 1, 2 and 3 we get that x2
n − μ divides ψ(x). We claim that degree of ψ(x) is 2n+k−1.
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for all s ∈ Sn+k as Sn+k consists of odd integers only and our cyclotomic cosets are modulo 2n+k .
Therefore
degψ(x) =
∑
s∈Sn+k
degMs(x) =
∑
s∈Sn+k
|Cs| = |C1||Sn+k|. (2.11)
Here since
O 2n+k (q) =
{
2n+k−d if n + k d + 1,
1 if n + k d,
we have
|C1| =
{
2n+k−d if n + k d + 1,
1 if n + k d.
Also
|Sn+k| =
{
2d−1 if n + k d + 1,
2n+k−1 if n + k d.
This gives from (2.11) that degψ(x) = 2n+k−1.
For k = 1, we have degψ(x) = 2n and x2n − μ divides ψ(x). This yields that ψ(x) = x2n − μ as
x2
n − μ and ψ(x) are both monic polynomials, proving thereby (2.5).
Let k = 2. Any s ∈ Sn+k is of the type s = ±3i , i  0. Now M3i (x) | x2n − μ if and only if α2n3i =
μ = α2n (in view of (2.2)) if and only if 3i ≡ 1 (mod 2k) as α2n is a 2k(= 4)-th root of unity. But
3i ≡ 1 (mod 4) holds if and only if i is even. Similarly M−3i (x) | x2n −μ if and only if α−2n3i = μ = α2n
if and only if −3i ≡ 1 (mod 4) if and only if i is odd. Since Sn+2 = {±1} for d = 2, x2n −μ is irreducible
over Fq . For d  3, ψ ′(x) | x2n − μ where ψ ′(x) =∏s∈S ′n+2 Ms(x) and S ′n+2 is as given in (2.8). One
easily checks that degree of ψ ′(x) is 2n . Therefore x2n − μ = ψ ′(x), proving thereby (2.7).
Let k 3. In this case, we show that M3i (x) | x2n −μ ⇔ i is divisible by 2k−2 and M−3i (x)  x2n −μ
for any i. We note that O 2k (3) = 2k−2. Now M3i (x) | x2n −μ if and only if α2n3i = μ = α2n if and only
if 3i ≡ 1 (mod 2k) as α2n is a 2k-th root of unity, if and only if i is divisible by 2k−2. Similarly
M−3i (x) | x2n − μ if and only if α−2n3i = μ = α2n if and only if −3i ≡ 1 (mod 2k). But there is no i
such that 3i ≡ −1 (mod 8) hence no i such that 3i ≡ −1 (mod 2k) for k 3. This gives ψ ′′(x) | x2n −μ
where ψ ′′(x) =∏s∈S ′′n+k Ms(x) and S ′′n+k is as given in (2.10). One easily checks that degree of ψ ′′(x)
is 2n . Consequently x2
n − μ = ψ ′′(x), proving thereby (2.9). 
In the following lemma, we give the factorization of x2
n − μ into irreducible factors over Fq for
n 1, when q = −1+ 2dc, d 2, c odd. Note that, in this case, k = 0 or 1.
Lemma 5. Let n 1, q = −1 + 2dc, d  2, c odd, i.e. q ≡ 3 (mod 4) and let μ be a nonzero element of Fq of
order 2k.
(i) If k = 0
x2
n − μ = x2n − 1 = M0(x)M2n−1(x)
n∏
r=2
∏
s∈T
Ms2n−r (x) (2.12)
r
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Tr =
⎧⎪⎨
⎪⎩
{1,3,32, . . . ,3(2d−1−1)}, d + 1 r  n, d 3,
{1,3,32, . . . ,3(2r−2−1)}, 2 r  d, d 2,
{1,−1}, 3 r  n, d = 2.
(2.13)
(ii) If k = 1
x2
n − μ = x2n + 1 =
⎧⎨
⎩
M1(x)M3(x) . . .M32d−1−1(x) if n d 3,
M1(x)M3(x) . . .M32n−1−1(x) if n d − 1,
M1(x)M−1(x) if n 2, d = 2.
(2.14)
Proof. Let k = 0. If n = 1, x2 − μ = x2 − 1 = (x− 1)(x+ 1) = M0(x)M1(x).
If n 2, the result follows from Lemma 2(ii).
If k = 1, we have μ = −1. Let φ(x) =∏s∈Tn+1 Ms(x) where
Tn+1 =
⎧⎪⎨
⎪⎩
{1,3,32, . . . ,3(2d−1−1)} if n d 3,
{1,3,32, . . . ,3(2n+1−2−1)} if 2 n d − 1, d 2,
{1,−1} if n 2, d = 2.
By Lemmas 1, 2 and 3 we get that x2
n − μ divides φ(x). Working as in the proof of Theorem 1, we
ﬁnd that
degφ(x) =
∑
s∈Tn+1
degMs(x) =
∑
s∈Tn+1
|Cs| = |C1||Tn+1|, (2.15)
where
C1 =
{ {1,q, . . . ,q(2n+1−d−1)} if n d,
{1,q} if n d − 1.
Also
|Tn+1| =
{
2d−1 if n d,
2n−1 if n d − 1.
This gives from (2.15) that degree of φ(x) is 2n . This proves that φ(x) = x2n + 1 as x2n + 1 and φ(x)
are both monic polynomials, proving thereby (2.14). 
Note that Fq[x]〈x2n−μ〉 is a principal ideal ring and any ideal in it is generated by a divisor of x
2n − μ
over Fq . For a divisor g(x) of x2
n − μ, let 〈g(x)〉 denote the ideal generated by g(x). If x2n − μ =
f1(x) f2(x) · · · f(x) is the factorization of x2n − μ into irreducible factors over Fq , then there are
precisely 2 μ-constacyclic codes of length 2n over Fq given by
〈(
f1(x)
)1( f2(x))2 · · · ( f(x)) 〉
where i is either 0 or 1 for each i. Using Lemmas 4 and 5, we list in the following two theorems, all
the μ-constacyclic codes of length 2n over Fq .
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equal to 0 or 1 for each relevant i.
(i) If k = 0, there are exactly 22d−1(n−d+2) μ-constacyclic codes of length 2n for n  d + 1 and 22n
μ-constacyclic codes of length 2n for 1 n d over Fq given precisely by
〈(
M0(x)
)0(M2n−1(x))2n−1
n∏
r=2
∏
s∈Sr
(
Ms2n−r (x)
)s2n−r 〉 (2.16)
where Sr is as given in (2.4).
(ii) If k = 1, there are exactly 22min(n,d−1) μ-constacyclic codes of length 2n, n 1, over Fq given precisely by
〈 ∏
s∈Sn+1
(
Ms(x)
)s〉 (2.17)
where Sn+1 is as given in (2.6).
(iii) If k = 2, there are exactly 22min(n,d−2) μ-constacyclic codes of length 2n, n 1, over Fq given precisely by
〈 ∏
s∈S ′n+2
(
Ms(x)
)s〉 (2.18)
where S ′n+2 is as given in (2.8).
(iv) If 3 k d, there are exactly 22min(n,d−k) μ-constacyclic codes of length 2n, n 1, over Fq given precisely
by
〈 ∏
s∈S ′′n+k
(
Ms(x)
)s〉 (2.19)
where S ′′n+k is as given in (2.10).
Theorem 2. Let n 1, q = −1+ 2dc, d 2, c odd. Let μ ∈ F∗q be an element of order 2k, 0 k 1. Let i be
equal to 0 or 1 for each relevant i.
(i) If k = 0, there are exactly 22d−1(n−d+1)+1 μ-constacyclic codes of length 2n for n  d + 1 and 22n−1+1
μ-constacyclic codes of length 2n for 1 n d over Fq given precisely by
〈(
M0(x)
)0(M2n−1(x))2n−1
n∏
r=2
∏
s∈Tr
(
Ms2n−r (x)
)s2n−r 〉 (2.20)
where Tr is as given in (2.13).
(ii) If k = 1, there are exactly 22min(n,d)−1 μ-constacyclic codes of length 2n, n 1, over Fq given precisely by
〈(
M1(x)
)1(M3(x))3 . . . (M32d−1−1(x))32d−1−1 〉 if n d 3〈(
M1(x)
)1(M3(x))3 . . . (M32n−1−1(x))32n−1−1 〉 if n d − 1〈(
M1(x)
)1(M−1(x))−1 〉 if n 2, d = 2. (2.21)
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Corollary 1. If q ≡ 3 or 5 (mod 8), there are only two non-trivial negacyclic codes of length 2n for n  2
namely 〈M1(x)〉 and 〈M−1(x)〉.
Corollary 2. If n  d  2, k  1, the number of μ-constacyclic codes of length 2n does not depend upon n. It
depends on d and hence on q only.
Remark 1. Let n 1 and μ ∈ F∗q be an element of order 2k , k 0. If q ≡ 3 (mod 4), all the simple-root
μ-constacyclic codes of length 2n are either cyclic codes or negacyclic codes of length 2n .
3. Self-dual negacyclic codes of length 2n
For any linear code C of length N over the ﬁeld Fq , the dual C⊥ is deﬁned as C⊥ = {u ∈ FNq |
u · v = 0 ∀v ∈ C} where u · v denotes the standard inner product of u and v in FNq . If C is cyclic
(negacyclic) code then so is C⊥ . A code is called self-dual if C = C⊥ . Blackford [5] proved that self-dual
negacyclic codes of length 2n , n  1, over the ﬁeld Fq , q odd, exist if and only if q is not congruent
to −1 modulo 2n+1. In this section, we determine all the self-dual negacyclic codes of length 2n ,
n 1, over Fq .
For any polynomial f (x) =∑ri=0 aixi of degree r (ar = 0) over Fq , let f ∗(x) denote the reciprocal
polynomial of f (x) given by
f ∗(x) = xr f (1/x) =
r∑
i=0
ar−i xi .
It is clear that ( f g)∗ = f ∗g∗ for any polynomials f (x), g(x) ∈ Fq[x]. Let C be a q-ary negacyclic code
of length N generated by g(x). Let the annihilator of C , denoted by ann(C) be the set
ann(C) =
{
f (x) ∈ Fq[x]〈xN + 1〉
∣∣∣ f (x)g(x) = 0}.
Put h(x) = xN+1g(x) . Clearly ann(C) is an ideal in Fq[x]〈xN+1〉 generated by h(x). For any subset S of
Fq[x]
〈xN+1〉 ,
deﬁne S∗ := { f ∗(x) | f (x) ∈ S}. It is known that (see Proposition 4.3 of [14]) the dual code C⊥ is equal
to (ann(C))∗ and is generated by h∗(x).
Theorem 3. Let n 1, q = +1+ 2dc, d 2, c odd.
(i) If n d, there are exactly 22d−2 self-dual negacyclic codes of length 2n over Fq given precisely by
〈
2d−2−1∏
i=0
M3iδi (x)
〉
(3.1)
where δi = 1 or −1 for each i, 0 i  2d−2 − 1.
(ii) If n d − 1, there are exactly 22n−1 self-dual negacyclic codes of length 2n over Fq given precisely by
〈
2n−1−1∏
i=0
M3iδi (x)
〉
(3.2)
where δi = 1 or −1 for each i, 0 i  2n−1 − 1.
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rem 1(ii), we have C = 〈g(x)〉, where
g(x) =
∏
s∈Sn+1
(
Ms(x)
)s
, Sn+1 =
{±1,±3,±32, . . . ,±3(2d−2−1)}
and s = 0 or 1 for each s. Then from (2.5) we get
h(x) = x
2n + 1
g(x)
=
∏
s∈Sn+1
(
Ms(x)
)1−s
.
Note that for any s ∈ Sn+1,
Ms(x) =
∏
i∈Cs
(
x− αi), M−s(x) = ∏
i∈Cs
(
x− α−i),
M∗s (x) = x|Cs|Ms
(
1
x
)
=
∏
i∈Cs
(
1− xαi)= γs ∏
i∈Cs
(
x− α−i)= γsM−s(x)
where γs is some nonzero element of Fq . Therefore, for some nonzero element γ ∈ Fq ,
h∗(x) =
∏
s∈Sn+1
(
M∗s (x)
)1−s = γ ∏
s∈Sn+1
(
M−s(x)
)1−s = γ ∏
s∈Sn+1
(
Ms(x)
)1−−s
.
The last equality in the above equation holds because if s runs over the set Sn+1 so does −s. As
C = C⊥ , we have 〈g(x)〉 = 〈h∗(x)〉. This is possible iff s = 1 − −s , i.e. iff s + −s = 1. This means
that in the factorization of g(x) exactly one of Ms(x) and M−s(x) occurs for each s ∈ Sn+1. This
proves (3.1). The other case when n d − 1 follows the same way. 
In order to determine all the self-dual negacyclic codes of length 2n , n  1, over Fq , when q =
−1+ 2dc, d 2, c odd, we ﬁrst prove the following two lemmas:
Lemma 6. Let q = −1+ 2dc, d 3, c odd. Then for any integers i, j, 0 i  2d−1 − 1, the congruence
3iq j ≡ −1 (mod 2d+1) (3.3)
holds if and only if j is odd and i = 2d−2 .
Proof. If j is odd, say j = 2 j′ + 1
q j = q2 j′q = ((−1+ 2dc)2) j′q = (1− 2d+1c + 22dc2) j′q ≡ q (mod 2d+1).
If i = 2d−2 we have 3i = 32d−2 ≡ 1 (mod 2d) as the order of 3 modulo 2d is 2d−2 for d  3. Let
3i = 2db + 1 where b is odd. Now
3iq j ≡ (2db + 1)(−1+ 2dc) (mod 2d+1)
≡ −1+ 2d(c − b) (mod 2d+1)
≡ −1 (mod 2d+1)
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q j = q2 j′ = ((−1+ 2dc)2) j′ ≡ 1 (mod 2d+1) and there is no i such that 3i ≡ −1 (mod 2d+1) for d 3.
If j is odd, we have q j ≡ q (mod 2d+1). Now the congruence (3.3) implies
3iq ≡ −1 (mod 2d+1)
⇒ 3i(−1+ 2dc)≡ −1 (mod 2d+1)
⇒ 3i ≡ 1 (mod 2d),
for 0 i  2d−1 − 1. This is possible only if i = 2d−2 as order of 3 modulo 2d is 2d−2 for d  3. This
proves the lemma. 
Lemma 7. Let q = −1 + 2dc, d  3, c odd. For any n, n  d, there always exists some odd integer j, 0 j 
2n+1−d − 1, such that
32
d−2
q j ≡ −1 (mod 2n+1). (3.4)
Proof. Consider the numbers
1, q, q2, · · · q2n+1−d−1,
3, 3q, 3q2, · · · 3q2n+1−d−1,
32, 32q, 32q2, · · · 32q2n+1−d−1,
· · · · · · · · · · · · · · ·
32
d−1−1, 32d−1−1q, 32d−1−1q2, · · · 32d−1−1q2n+1−d−1.
These are all coprime with 2n+1 and are 2n = φ(2n+1) in number, where φ is the Euler-function.
Further these are all incongruent modulo 2n+1 for if
3iq j ≡ 3i′q j′ (mod 2n+1)
for some integers i, i′, j, j′ , 0 i′  i  2d−1 − 1, 0 j, j′  2n+1−d − 1, we have
3i−i′ ≡ qu (mod 2n+1) (3.5)
for u = j′ − j. This implies 32(i−i′) ≡ q2u ≡ 1 (mod 2d+1). As the order of 3 modulo 2d+1 is 2d−1, we
ﬁnd that 2(i − i′) | 2d−1, which is possible only if i − i′ = 0 or i − i′ = 2d−2. If i − i′ = 2d−2, write
3i−i′ = 32d−2 = 1+ 2db where b is odd. But now Eq. (3.5) gives 1+ 2db ≡ qu (mod 2d+1) which is not
possible as qu ≡ 1 (mod 2d+1) if u is even, and qu ≡ −1 (mod 2d) if u is odd. Thus we must have
i = i′ . Again from (3.5), q|u| ≡ 1 (mod 2n+1) implies that 2n+1−d divides |u| as the order of q modulo
2n+1 is 2n+1−d . This is possible only if u = 0 because 0 |u| 2n+1−d − 1. This gives j = j′ .
Hence the numbers listed above form a Reduced Residue System modulo 2n+1. Therefore −1 must
be congruent to one of these modulo 2n+1, i.e. there exist some i, 0  i  2d−1 − 1, and some j,
0 j  2n+1−d − 1, such that 3iq j ≡ −1 (mod 2n+1). The result now follows from Lemma 6. 
Theorem 4. Let n 1, q = −1+ 2dc, d 2, c odd.
(i) If d = 2 there are precisely two self-dual negacyclic codes of length 2n over Fq given by 〈M1(x)〉 and
〈M−1(x)〉.
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〈
2d−2−1∏
i=0
M3iδi (x)
〉
(3.6)
where δi = 1 or 32d−2 for each i, 0 i  2d−2 − 1.
(iii) If n d − 1, d 3, there are no self-dual negacyclic codes of length 2n.
Proof. If d = 2, from Theorem 2(ii) we have x2n + 1 = M1(x)M−1(x). Working as in Theorem 3 we
ﬁnd that 〈M1(x)〉 and 〈M−1(x)〉 are the only self-dual negacyclic codes.
Let n  d  3. Let C be a self-dual negacyclic code of length 2n over Fq . By Theorem 2(ii) and
from (2.14), we have C = 〈g(x)〉, where
g(x) =
2d−1−1∏
i=0
(
M3i (x)
)3i , h(x) = x2n + 1
g(x)
=
2d−1−1∏
i=0
(
M3i (x)
)1−3i ,
and 3i = 0 or 1 for each i, i = 0,1,2, . . . ,2d−1 − 1. Note that for any i,
M3i (x) =
∏
s∈C3i
(
x− αs)= 2
n+1−d−1∏
r=0
(
x− α3iqr ),
M∗3i (x) = x|C3i |M3i
(
1
x
)
=
2n+1−d−1∏
t=0
(
1− xα3iqt ).
We claim that for n d,
M∗3i (x) = γiM3i+2d−2 (x) (3.7)
for some nonzero γi in Fq , where i + 2d−2 is calculated modulo 2d−1.
Now M∗
3i
(α3
i+2d−2
) = 0 if and only if there exists some t , 0 t  2n+1−d − 1, such that
α3
i+2d−2
α3
iqt = 1, i.e. α3i(32d−2+qt ) = 1.
As α is a primitive 2n+1-th root of unity, this is so if and only if
3i
(
32
d−2 + qt)≡ 0 (mod 2n+1), i.e. 32d−2 + qt ≡ 0 (mod 2n+1). (3.8)
By Lemma 7, there exists j, 0 j  2n+1−d − 1, satisfying congruence
32
d−2
q j + 1 ≡ 0 (mod 2n+1).
Multiplying the above congruence by q2
n+1−d− j on both sides and noting that q2n+1−d ≡ 1 (mod 2n+1),
we get
32
d−2 + q2n+1−d− j ≡ 0 (mod 2n+1).
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3i
(x) and so the minimal
polynomial M
3i+2d−2 (x) of α
3i+2d−2 divides the polynomial M∗
3i
(x). Both of these being of the same
degree are a scalar multiple of each other. This proves the claim (3.7). Hence for some γ ∈ F∗q ,
h∗(x) =
2d−1−1∏
i=0
(
M∗3i (x)
)1−3i = γ 2
d−1−1∏
i=0
(
M
3i+2d−2 (x)
)1−3i = γ 2
d−1−1∏
i=0
(
M3i (x)
)1−
3i+2d−2 .
The last equality in the above equation holds because if i runs over the set {0,1,2, . . . ,2d−1 − 1}
so does i + 2d−2 modulo 2d−1. As C = C⊥ , we have 〈g(x)〉 = 〈h∗(x)〉. This is possible if and only if
1− 
3i+2d−2 = 3i , i.e. iff 3i + 3i+2d−2 = 1. This means that in the factorization of g(x) exactly one of
M3i (x) and M3i+2d−2 occurs for each i. This proves (3.6).
If n d − 1, we have by Theorem 2(ii), x2n + 1 = M1(x)M3(x) . . .M32n−1−1 (x). Here since q = −1+
2dc ≡ −1 (mod 2n+1), each coset C3i = {3i,3iq} = {3i,−3i} and so M3i (x) = (x − α3i )(x − α−3i ) =
x2M3i (1/x) = M∗3i (x). Thus there is no divisor g(x) of x2
n + 1 for which reciprocal of x2n + 1/g(x) and
g(x) generates the same code. 
3.1. Examples
1. Let q = 3. For any n 2,
x2
n + 1 = M1(x)M−1(x) =
(
x2
n−1 − x2n−2 − 1)(x2n−1 + x2n−2 − 1)
is the factorization x2
n +1 into irreducible factors over F3. There are precisely 2 non-trivial negacyclic
codes of length 2n namely 〈x2n−1 − x2n−2 − 1〉 and 〈x2n−1 + x2n−2 − 1〉 and both of them are self-dual.
2. Let q = 5. For any n 1,
x2
n + 1 = M1(x)M−1(x) =
(
x2
n−1 − 2)(x2n−1 + 2)
is the factorization x2
n +1 into irreducible factors over F5. There are precisely 2 non-trivial negacyclic
codes of length 2n namely 〈x2n−1 − 2〉 and 〈x2n−1 + 2〉 and both of them are self-dual.
3. Let q = 7.
x2 + 1 is irreducible over F7; x4 + 1 =
(
x2 − 3x+ 1)(x2 + 3x+ 1).
For any n 3,
x2
n + 1 = M1(x)M3(x)M32(x)M33(x)
= (x2n−2 − x2n−3 − 1)(x2n−2 − 3x2n−3 − 1)(x2n−2 + x2n−3 − 1)(x2n−2 + 3x2n−3 − 1)
is the factorization x2
n + 1 into irreducible factors over F7. There are precisely 16 negacyclic codes of
length 2n , n 3, and four self-dual negacyclic codes of length 2n , n 3, over F7 namely
〈(
x2
n−2 − x2n−3 − 1)(x2n−2 − 3x2n−3 − 1)〉, 〈(x2n−2 + x2n−3 − 1)(x2n−2 − 3x2n−3 − 1)〉,〈(
x2
n−2 − x2n−3 − 1)(x2n−2 + 3x2n−3 − 1)〉, 〈(x2n−2 + x2n−3 − 1)(x2n−2 + 3x2n−3 − 1)〉.
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Let λ ∈ F∗pm be an arbitrary element. Let
O (λ) = 2kw where k 0 and w is odd. (4.1)
In this section we obtain all the repeated-root λ-constacyclic codes of length 2nps , n  1, s  1
over Fpm in terms of their generator polynomials. We ﬁrst prove some lemmas.
Lemma 8. Let Fq be a ﬁnite ﬁeld with q = pm elements, p an odd prime. For any integer n  1, there exist
unique Λ and β in F∗q with O (Λ) = 2k and β of odd order such that
λ = Λβ2n . (4.2)
Proof. Write q − 1 = 2u v , where u  0 and v is odd. Since 2u+n and v are coprime, there exist
integers x and y such that
vx+ 2u+n y = 1. (4.3)
Then λ = λvx+2u+n y = λvxλ2u+n y = Λβ2n , where Λ = λvx and β = λ2u y. Since Λ2u = 1 and βv = 1, it
follows that the order of Λ is a power of 2 and the order of β is odd. One can easily check that the
order of Λ is precisely 2k .
To show the uniqueness of Λ and β , suppose there exist another Λ1 and β1 satisfying λ = Λ1β2n1
where the order of Λ1 is 2k and the order of β1 is odd. Then λ = Λβ2n = Λ1β2n1 implies that ΛΛ−11 =
β−2nβ2n1 . But ΛΛ
−1
1 has order a power of 2 and β
−2nβ2n1 has odd order. Therefore this is possible only
if
ΛΛ−11 = 1 and β−2
n
β2
n
1 = 1.
This gives
Λ = Λ1 and β2n = β2n1 . (4.4)
Since β1 has odd order and β1 ∈ F∗q , we also have βv1 = 1. Now, by Eqs. (4.3) and (4.4), we have
β = βvx+2u+n y = βvx(β2n)2u y
= (β2n)2u y, as βv = 1
= (β2n1 )2u y
= βvx1 β2
u+n y
1 , as β
v
1 = 1
= β1.
This proves the lemma. 
As g.c.d. (p, pm − 1) = 1, let t be the unique integer such that
tps ≡ 1 (mod pm − 1). (4.5)
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Also we have t = 1 if m = 1.
Lemma 9. Let λ ∈ F∗q with Λ and β as given by Lemma 8. Then the map
Φ : Fq[x]〈x2n ps − λ〉 →
Fq[x]
〈x2n ps − Λ〉
given by
f (x) + 〈x2n ps − λ〉 → f (βt x)+ 〈x2n ps − Λ〉
is a ring isomorphism.
Proof. Deﬁne a map ϕ : Fq[x] → Fq[x]〈x2n ps−Λ〉 by f (x) → f (βt x) + 〈x2
n ps − Λ〉.
Clearly ϕ is an onto homomorphism. Using (4.2) and (4.5), the kernel of ϕ is
Kerϕ = { f (x) ∈ Fq[x]: f (βt x) ∈ 〈x2n ps − Λ〉}
= { f (x) ∈ Fq[x]: f (βt x)= (x2n ps − Λ)g(x) for some g(x) ∈ Fq[x]}
= { f (x) ∈ Fq[x]: f (x) = (β−t2n ps x2n ps − Λ)g(β−t x)}
= { f (x) ∈ Fq[x]: f (x) = (β−2n x2n ps − Λ)g(β−t x)}
= { f (x) ∈ Fq[x]: f (x) = β−2n(x2n ps − Λβ2n)g(β−t x)}
= { f (x) ∈ Fq[x]: f (x) = (x2n ps − λ)g1(x) for some g1(x) ∈ Fq[x]}
= 〈x2n ps − λ〉.
Therefore ϕ induces ring isomorphism Φ stated in the lemma. 
The above lemma immediately gives the following:
Lemma 10. 〈 f (x)〉 is aΛ-constacyclic code of length 2nps over Fpm if and only if 〈 f (β−t x)〉 is a λ-constacyclic
code of length 2nps over Fpm .
Theorem 5. Let n  1, s  1 be integers. Let λ ∈ F∗pm , with Λ and β as given in (4.2). Let k be the highest
power of 2 that divides the order of λ and let t be the multiplicative inverse of ps modulo pm − 1. Let
x2
n − Λt = f1(x) f2(x) · · · f(x)
be the factorization of x2
n − Λt into irreducible factors over Fpm given in Lemmas 4 and 5 for μ = Λt . Then
〈(
f1
(
β−t x
)) j1( f2(β−t x)) j2 · · · ( f(β−t x)) j 〉, 0 ji  ps, ∀i, 1 i  
are precisely all the λ-constacyclic codes of length 2nps over Fpm .
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n ps − Λ over Fpm , then 〈 f (x)〉 are
precisely all the Λ-constacyclic codes of length 2nps . Now
x2
n ps − Λ = x2n ps − Λtps
= (x2n − Λt)ps
= ( f1(x))ps( f2(x))ps · · · ( f(x))ps .
Therefore ( f1(x)) j1 ( f2(x)) j2 · · · ( f(x)) j , 0  ji  ps , for all i, 1  i  , are precisely all the divisors
of x2
n ps − Λ over Fpm . The theorem now follows from Lemma 10. 
Corollary 3. The total number of λ-constacyclic codes of length 2nps over Fpm is (ps + 1) where
 =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2d−1(n − d + 2) if q = 1+ 2dc, k = 0, n d + 1,
2n if q = 1+ 2dc, k = 0, n d,
2d−1(n − d + 1) + 1 if q = −1+ 2dc, k = 0, n d + 1,
2n−1 + 1 if q = −1+ 2dc, k = 0, n d,
2min(n,d−k) if q = 1+ 2dc, 1 k d,
2min(n,d)−1 if q = −1+ 2dc, k = 1.
Corollary 4. If n  d  2, k  1, the number of repeated-root λ-constacyclic codes of length 2nps over Fpm
does not depend upon n. It depends on d and hence on q = pm only.
Remark 2. If q ≡ 3 or 5 (mod 8), so that q = ±1 + 2dc, d = 2, c odd. For n  2, by Lemmas 4 and 5
we get x2
n + 1 = M1(x)M−1(x). As x2n ps + 1 = (x2n + 1)ps , there are in total (ps + 1)2 negacyclic codes
of length 2nps for n 2 given by C j1, j2 = 〈(M1(x)) j1 (M−1(x)) j2 〉, 0 j1, j2  ps .
4.1. Examples
In the following table we give the generator polynomials of all the repeated-root λ-constacyclic
codes of length 2nps over Fp for s 1 when p = 5 and 7 for some λ ∈ F∗p , λ = ±1. All superscripts j
or ji run over the set {0,1,2, . . . , ps}. Note that for p = 5 and λ = 2 or 3 we have Λ = λ and β = 1
in Eq. (4.2). For p = 7, λ = 2 we have Λ = 1 and β = 4 if n is odd β = 2 if n is even. For p = 7, λ = 3
we have Λ = −1 and β = 2 if n is odd β = 4 if n is even. For p = 7, λ = 5 we have Λ = −1 and β = 4
if n is odd β = 2 if n is even. Also note that in F7, 42n = 2, 22n = 4 if n is odd and 42n = 4, 22n = 2 if
n is even.
p n λ Generator polynomials
5  1 2 (x2n − 2) j
5  1 3 (x2n − 3) j
7 1 2 (2x− 1) j1 (2x+ 1) j2
7 2 2 (4x− 1) j1 (4x+ 1) j2 (2x2 + 1) j3
7 3 2 (2x− 1) j1 (2x+ 1) j2 (4x2 + 1) j3 (4x2 + x+ 1) j4 (4x2 − x+ 1) j5
7 1 3 (2x2 + 1) j
7 2 3 (4x2 + x+ 1) j1 (4x2 − x+ 1) j2
7  3 3 (2x2n−2 − 4x2n−3 − 1) j1 (2x2n−2 − 5x2n−3 − 1) j2 (2x2n−2 + 4x2n−3 − 1) j3 (2x2n−2 + 5x2n−3 − 1) j4
7 1 5 (4x2 + 1) j
7 2 5 (2x2 − 5x+ 1) j1 (2x2 + 5x+ 1) j2
7  3 5 (4x2n−2 − 2x2n−3 − 1) j1 (4x2n−2 + x2n−3 − 1) j2 (4x2n−2 + 2x2n−3 − 1) j3 (4x2n−2 − x2n−3 − 1) j4
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