Abstract. Let n, m, k be positive integers with k = n − m + 1. We establish an abstract Morse-Sard-type theorem which allows us to deduce, on the one hand, a previous result of De Pascale's for Sobolev W k,p loc (R n , R m ) functions with p > n and, on the other hand, also the following new result:
Introduction and main results
The Morse-Sard theorem [22, 29] states that if f : R n → R m is of class C k , where k = n − m + 1, then the set of critical values of f has measure zero in R m . A famous example of Whitney's [31] shows that this classical result is sharp within the classes of functions C j . However, several generalizations of the Morse-Sard theorem for other classes of functions (notably Hölder and Sobolev spaces) have appeared in the literature; see [2, 3, 4, 6, 7, 8, 9, 12, 17, 14, 23, 25, 18, 26, 27, 28, 32] and the references therein.
In this paper we will give a new, elementary proof of the Morse-Sard theorem which only requires f to be k − 1 times continuously differentiable, to have a Taylor expansion of order k at almost every point x ∈ R n , and to satisfy lim sup h→0 |f (x+h)−f (x)−Df (x)(h)−...− 1 (k−1)! derivatives D k−1 f behave somewhat badly near some points or regions, but nonetheless f has Taylor expansions almost everywhere. We will deduce our result of a new, abstract Morse-Sard-type theorem which will also allow us to easily recover De Pascale's theorem [8] for W k,p (R n , R m ) Sobolev functions with p > n.
We will say that a function f : R n → R m has a Taylor expansion of order k at a point x provided there is a polynomial P x : R n → R m , of degree less than or equal to k, such that
Whenever such a P x exists, it is unique, and we will denote {P x } = J k f (x) (read the k-th order jet of f at x). Abusing notation, we will write indistinctly J k f (x) = (P 1 x , ..., P k x ) and also (P 1 x , ..., P
where P x (h) = f (x) + P 1 x (h) + ... + P k x (h), and P j x is the j-homogeneous polynomial component of P x , for each j = 1, 2, ..., k. If there exists no such P x then we will write J k f (x) = ∅.
If f happens to be k times differentiable at x then it is known that f has a Taylor expansion P x of order k at x, and in fact we have P j x (h) = 1 j! D j f (x)(h j ) for every j = 1, ..., k. However, a function f may have a Taylor expansion of order k at x without being k times differentiable at x (or even two times differentiable at x, no matter how large k is).
The set of all functions f : R n → R m of class C j such that f has a Taylor expansion of order k at each point x ∈ R n is obviously a vector space, which we will denote by C j P k (R n , R m ) in this paper.
It should be noted that our definition of function admitting Taylor expansions on a set is much less demanding than other definitions appearing in the literature (compare e.g. with [33, Chapter 3.5] ). Specifically, we do not require that the mappings x → P x be locally bounded, nor that the limits in (1.1) be locally uniform in x. Consequently, functions admitting Taylor expansions of order k at all points of a compact set are not, in general, restrictions of C k functions.
The first of our main results is as follows.
Theorem 1.1. Let n ≥ m be positive integers, k := n − m + 1 and let f : R n → R m be such that (1) f ∈ C k−1 (R n , R m ); < ∞ for every x ∈ R n ; (3) f has a Taylor expansion of order k at almost every point x ∈ R n . Then L m (f (C f )) = 0, where C f := {x ∈ R n : rank (Df (x)) < m}. The same statement holds true if R n is replaced with an open subset of R n .
Here, as in the rest of the paper, L m denotes the Lebesgue outer measure in R m . Notice that for n > m the critical set C f = {x ∈ R n : rank (Df (x)) ≤ m − 1} is defined as usual, as f must be at least of class C 1 . In the case n = m, we note that condition (2) reads lim sup h→0 |f (x+h)−f (x)| |h| < ∞ for every x ∈ R n , which by itself already implies, by Stepanov's differentiability theorem, that f is differentiable almost everywhere (in particular f satisfies condition (3) of the above Theorem), and therefore we may define the critical set of f by C f = {x ∈ R n : Df (x) exists and rank (Df (x)) ≤ n − 1}. In this case the above Theorem tells us that L n (f (C f )) = 0. See also Proposition ?? below. For n > m, however, condition (2) gives us some control of
, and for this reason we cannot obtain that lim sup h→0
< ∞ for every x ∈ R n and then apply Stepanov's theorem to deduce that D k−1 f is almost everywhere differentiable and in particular (3) holds. That is why we must demand that (3) holds in addition to (2) whenever n > m.
Nevertheless, if we require that lim sup h→0
< ∞ for every x (that is, the derivative D k−1 f satisfies the hypothesis of Stepanov's differentiability theorem everywhere), then f will satisfy (2) and (3). Therefore we have the following.
The same statement holds true if R n is replaced with an open subset of R n .
It is clear that the above Theorem generalizes the main result of [3] . On the other hand, observe that if
Thus, another consequence of Theorem 1.1 is the following. Corollary 1.3. Let n, m be positive integers with n ≥ m, and set k = n − m + 1. If f ∈ C k−1 P k (R n , R m ) then the set of critical values of f is of Lebesgue measure zero in R m . The same statement holds true if R n is replaced with an open subset of R n .
Obviously, this Corollary also implies the classical version of the MorseSard theorem for functions f : R n → R m of class C k . It is natural to ask whether condition (2) of Theorem 1.1 could be replaced with the same limit condition holding for a.e. x instead of all x. The answer is negative, as can be ascertained by examining Whitney's classical example [31] . See nonetheless Theorems 5.2 and 5.4 below for some refinements of Theorem 1.1 in the case m = 1, regarding this question and Norton's results from [23] . In particular we obtain the following.
for every x ∈ R n \ N , where N is a set such that H n−2+α (N ) = 0 for some
We will deduce Theorem 1.1 from the following abstract, more powerful Morse-Sard-type result. Theorem 1.5. For all positive integers n ≥ m ≥ 1, 2 ≤ j ≤ n, and open sets U and V in R n and R m respectively, let C j n,m (U, V ) be classes of mappings
Moreover, in the special case m = 1, the classes C j n,1 (U, V ) may be defined only for j = n, and the conditions (MS1) with j = n, (MS2) and (MS3) alone are sufficient to ensure that L 1 (f (C f )) = 0 for every f ∈ C n n,1 (U, V ). Another consequence of the above result is the following theorem of De Pascale [8] for Sobolev spaces (see also [12] for a simpler proof). Theorem 1.6 (De Pascale, 2001 ). Let n, m, k be positive integers with n ≥ m, k = n−m+1, and let p be a real number with p > n. Then L m (f (C f )) = 0 for every f in the Sobolev space W k,p loc (R n , R m ). We will also establish the following Dubovitskiǐ-Sard-type versions of Theorems 1.5 and 1.1. Theorem 1.7. For all positive integers n ≥ m ≥ 1, 2 ≤ j ≤ n, and open sets U and V in R n and R m respectively, let C j n,m (U, V ) be classes of mappings f : U → V such that:
Moreover, in the special case m = 1, the conditions (DS1)-(DS3) alone are sufficient to ensure that, if 2 ≤ k ≤ n − m + 1 and ℓ = n − m − k + 1, then for every f ∈ C n n,1 (U, V ) one has H ℓ (C f ∩ f −1 (y)) = 0 for a.e. y ∈ R.
Here, as in the rest of the paper, H ℓ denotes the ℓ-dimensional outer Hausdorff measure in R n . Theorem 1.8. Let n ≥ m be positive integers, 1 ≤ k ≤ n − m + 1, and let f : R n → R m be such that
It is clear that Theorems 1.7 and 1.8 include Theorems 1.5 and 1.1 as particular cases for k = n − m + 1, or equivalently ℓ = 0. We chose to state them separately for expository reasons.
Another consequence of Theorem 1.7 is the following Theorem of P. Haj lasz and S. Zimmerman [14] 
Both Theorems 1.8 and 1.9 are generalizations of the so-called Dubovitskiǐ-Sard theorem [9] , which guarantees the same conclusion under the more stringent assumption that f ∈ C k (R n , R m ).
Of course the assumptions of Theorems 1.5 and 1.7, as well as the introduction of the classes C j n,m , may look rather artificial (and as the reader may suspect, they are tailored to the proof we give). Nonetheless we believe they are quite useful, as they allow us to provide simple and elementary proofs of known results (cf. [3] and Theorems 1.6 and 1.9; see also Remark 3.5) while simultaneously obtaining new results such as Theorem 1.2 and Corollary 1.4.
The rest of this paper is organized as follows. In Section 2 we will collect several known or easy results that will facilitate the proof of Theorem 1.5, which we will provide in Section 3. In section 4 we will explain how Theorem 1.1 is deduced from Theorem 1.5. In Section 5 we will explain how Theorem 1.6 can be deduced from Theorem 1.5 with little effort, we will study some examples that will clarify the relations of the above results to other authors' work, and we will state and prove some variants of Theorem 1.1 for m = 1. Finally, in Section 6 we will explain what ingredients have to be added to the proofs of Theorems 1.5 and 1.1 in order to obtain Theorems 1.7 and 1.8 (again, we choose to separate proofs for expository reasons and because the Dubovitskiǐ-Sard-type results require using more advanced tools, such as the upper integral and Hausdorff measures).
Some tools
In the proof of our main results it will be very convenient to use the Kneser-Glaeser Rough Composition Theorem, which we next restate (see [1, Theorem 14 .1] for its proof, based on an application of Whitney's Extension Theorem [30] ). Let us recall that, given a positive integer s, a map f is said to be s-flat on a set A if D j f (x) = 0 for every x ∈ A and j = 1, ..., s.
We next state and prove eight lemmas that we will also need in the next two sections.
Lemma 2.2. Let n ≥ m, k = n − m + 1, and f : R n → R m be a function. Assume that N is a subset of {x : lim sup h→0
Proof. For each j ∈ N we define
where α(m) denotes the volume of the unit ball of R m . Define now
It is easily checked that D i ⊆ D i+1 for every i, and
and consequently
as well. By [10, Theorem 1.1.2, p.5] we obtain
and by letting ε go to 0 we conclude that
Proof. Let us denote A = {x ∈ R n : (0, ..., 0) ∈ J k f (x)}. We want to see that L m (f (A)) = 0. By using obvious truncation arguments we may assume, without loss of generality, that A ⊂ B := [−R, R] n for some fixed R ∈ N. Let ε > 0. For every i ∈ N we define
Note that {D i } is an increasing sequence of sets such that A ⊂ j D j (indeed, for every x ∈ A we have
For each i, we may decompose B as the union of a family of cubes
√ n/i (hence of volume 1/i n ) with pairwise disjoint interiors. In
It follows that
and therefore
Using [10, Theorem 1.1.2, p.5] we obtain
and by letting ε go to 0 we conclude that L m (f (A)) = 0.
Lemma 2.4. Let C be a bounded subset of R with the following property: there exists α ∈ (0 ,   1 2 ) such that, for every x, y ∈ C, the interval
Proof. Take r so that 2α < r < 1. By the hypothesis, for every interval
Lemma 2.5. Let k ≥ 2 be a positive integer and ϕ : U → V be a C k−1 diffeomorphism between two open subsets of R n . Assume that ϕ has a Taylor expansion of order k at x. Then the inverse diffeomorphism ϕ −1 has a Taylor expansion of order k at y = ϕ(x).
In particular, if ϕ has a Taylor expansion of order k almost everywhere then so does ϕ −1 .
Proof. Without loss of generality we may assume that x = 0 and y = ϕ(0) = 0. Write ϕ(h) = P (h) + R(h), where R(h) = o(|h| k ) and P is a polynomial of degree less than or equal to k. We have
Since DP (0) = Dϕ(0) is invertible, there is an open neighborhood of 0, which we may assume to be U , on which P is a C k−1 diffeomorphism, with an inverse denoted by P −1 . It follows that
because ϕ −1 and P −1 are locally bi-Lipschitz, and R(v) = o(|v| k ). Now, P −1 need not be a polynomial, but if we define Q as the Taylor polynomial of order k of P −1 we then have
and by summing the last two equations we obtain that
thus proving the first assertion of the Lemma. The second assertion is a consequence of the first one and of the fact that a C 1 diffeomorphism between open subsets of R n maps L n -null sets onto L n -null sets.
Lemma 2.6. Let k ≥ 2 be a positive integer and ϕ : U → V be a C 1 diffeomorphism between two open subsets of R n . Assume that ϕ satisfies lim sup
for a point x ∈ U and a polynomial P of degree up to k −1. Then the inverse ϕ −1 satisfies
for y = ϕ(x) and some polynomial Q of order up to k − 1.
Proof. Replace o(|h| k ) with O(|h| k ), and P with the Taylor polynomial of order k − 1 of ϕ at x, in the proof of Lemma 2.5.
Lemma 2.7. Assume that f : R d → R n has a Taylor expansion of order k at x, and that g : R n → R m has a Taylor expansion of order k at y = f (x). Then g • f has a Taylor expansion of order k at x.
Proof. We may assume that x = y = 0, and write f = Q + S, g = P + R, where P , Q are polynomials of degree less than or equal to k, S(h) = o(|h| k ), and R(h) = o(|h| k ). Then, using that P and Q are locally Lipschitz, it is easy to check that
Although the polynomial P • Q is, in general, of order greater than k, we may define T as the Taylor polynomial of order k of P • Q at 0, so that
and by summing the last two equalities we get g(
for some x ∈ R d and a polynomial Q of degree up to k − 1, and that g :
where T is the Taylor polynomial of order k − 1 of P • Q.
Proof. Replace o(|h| k ) with O(|h| k ), and P , Q, T with polinomials of order k − 1 in the proof of the preceding Lemma.
Lemma 2.9. Let m, n, k, i be positive integers, with i ≤ n − 1. Assume that f : R n → R m has a Taylor expansion of order k at L n -a.e. x ∈ R n . Then, for L i -a.e. y ∈ R i , the function g y : R n−i → R m has a Taylor expansion of order k at L n−i -a.e. z ∈ R n−i , where g y is defined by g y (z) = g(y, z).
Proof. Using the hypothesis and Fubini's theorem, for L i -a.e. y ∈ R i we have that, for L n−i -a.e. z ∈ R n−i , the function g has a Taylor expansion of order k at x = (y, z). This obviously implies that the function g y has a Taylor expansion of order k at z, for such y ∈ R i , z ∈ R n−i .
Proof of Theorem 1.5
Throughout this section we will assume that f ∈ C k n,m (U, R m ), where U ⊆ R n is open and n > m ≥ 1 are positive integers, and k will be defined by k := n − m + 1; note in particular that k ≥ 2. We will also use C j n,m as an abbreviation for C j n,m (W, V ) when the sets W, V are understood. Let C = {x ∈ U : rank(Df (x)) < m} be the set of critical points of f , and set
The proof of Theorem 1.5 can be carried out in three steps following the general plan of [1, Lemma 15.2] and [12, Theorem 5] . In the first step, by using conditions (MS4)-(MS7) and a standard argument going back to [29] we show that it suffices to prove the theorem in the case K = ∅, that is, C = {x : Df (x) = 0}. In the second step we prove that L m (f (A n−m )) = 0. This is where our proof really differs from others; the key point is showing that for a function ϕ : R → R the set {t ∈ R : (0, ..., 0, a t ) ∈ J k ϕ(t) for some a t = 0} is always of measure zero in R. Finally, in the third step we see how, thanks to the Implicit Function Theorem and the Kneser-Glaeser Theorem, one can reduce the dimension from n to n − 1, which by an induction argument finishes the proof. This third step is almost identical to Step 3 in the proof of [12, Theorem 5] or [1, Lemma 15.2], but since the argument is short we will include its proof here for completeness (and for the benefit of those readers who might not yet be familiar with this scheme).
Claim 3.1. First Step. We may assume K = ∅.
Proof. Observe that f is at least of class C 1 , because n > m and C k n,m = C n−m+1 n,m ⊂ C n−m , by (MS1). Define
Takex ∈ K i . We may assume that
Then, in some relatively compact neighborhood V ofx, we can take as coordinates (y 1 , ..., y n ) = Y (x) = (f 1 (x), ..., f i (x), x i+1 , ..., x n ). Therefore, defining X = Y −1 , f is of the form f (X(y)) = (y 1 , ..., y i , g(y 1 , ..., y n )).
By using properties (MS1), (MS4), (MS6) and (MS7) of the classes C i j,ℓ , it is easy to see that X ∈ C k n,n . Then, by using property (MS5) we get f • X ∈ C k n,m , and by using again (MS5) and (MS1) it is immediately clear that g ∈ C k n,m−i ( V , R m−i ), where V = Y (V ). Moreover, in these new coordinates we have (y 1 ,...,y i ) ) , where g | (y 1 ,...,y i ) (y i+1 , ..., y n ) := g(y 1 , ..., y n ), and V (y 1 ,...,y i ) = {(z 1 , ..., z n−i ) ∈ R n−i : (y 1 , ..., y i , z 1 , . .., z n−i ) ∈ V }. Now, by using property (MS6) and observing that rank(D(f • X)) = rank(Df ) = i on K i , we have that, for L i -a. e. (y 1 , . .., y i ),
Therefore, if we prove that f (
of measure zero (which we will indeed do in the second and third steps), by applying that part of the proof to the function g | (y 1 ,...,y i ) , we will get
and by Fubini's theorem we will conclude that 0
Let us now proceed with the Second
Step of the proof of Theorem 1.5 and show that L m (f (A n−m )) = 0. We can distinguish two subsets of A n−m , namely, C n−m = {x ∈ A n−m : (0, ..., 0) ∈ J k f (x)}, and B n−m = A n−m \ C n−m . By Lemma 2.3 we already know that L m (f (C n−m )) = 0. Therefore it is enough to see that L m (f (B n−m )) = 0. In turn, because B n−m ⊂ A n−m , and thanks to property (MS2) of the class C k n,m , this will be established once we prove the following. 
Proof. Property (MS3) tells us that
Therefore we may assume that
Since C n−m is disjoint with B n−m we then have that, for every x ∈ B n−m ,
Let {v j } ∞ j=1 and {w j } ∞ j=1 be dense sequences in the unit spheres S n−1 and S m−1 of R n and R m , respectively. Define, for every (α, β) ∈ N × N,
x (v) = 0 for some v ∈ S n−1 , and by continuity of P k x and density of {v j } ∞ j=1 , {w j } ∞ j=1 there exist α, β ∈ N such that P n x (v α ), w β = 0, and therefore x ∈ E + αβ ∪ E − αβ . This shows that
Thus it is sufficient to see that L n (E 
We will show that L 1 ( G y ) = 0. Once we have checked this, by applying Fubini's theorem we will immediately deduce that L n (E + αβ ) = 0 (note that we may indeed apply Fubini's theorem because the sets E ± αβ are measurable; indeed, A n−m is closed, and we can write
so that C n−m is a countable intersection of F σ sets, hence B n−m is measurable, and
so that E + αβ , being the intersection of B n−m with an F σ set, is measurable as well. Similarly, E − αβ is measurable). So let us fix y ∈ [v α ] ⊥ , and consider the auxiliary function ϕ : R → R defined by ϕ(t) = f (y + tv α ), w β .
For each t ∈ G y , recalling that (0, ..., 0, P y+tvα ) ∈ J k f (y + tv α ), we have
In particular, for every t ∈ G y we have J k ϕ(t) = (0, ..., 0, a t ) for some a t > 0.
Let us now distinguish two cases. Case 1. Assume first that k is even. In this case we will be able to show that in fact G y is (at most) countable. In order to do so, let us define, for every i, j, ℓ ∈ N, the sets
and
We obviously have G y = ∞ ℓ=1 D ℓ , hence we only have to check that D ℓ is countable for each ℓ ∈ N. Notice that
(indeed, for every t ∈ D ℓ and for every j ∈ N, since lim h→0
Hence, using that a t ≥ 1/ℓ because t ∈ D ℓ , we have
and in particular t ∈ G ijℓ ). Now, if t, s ∈ G ijℓ and |s − t| ≤ 1/i then we have
By summing the last two inequalities we get
and for j > ℓ this is possible only if t = s. Therefore, if j > ℓ, the set G ijℓ contains only isolated points (as the distance between two of its points must be greater than 1/i), and in particular is countable. Then, if we set j = 2ℓ for instance, it follows that
Case 2. Assume now that k is odd. Let {r ℓ } ℓ∈N be an enumeration of the positive rational numbers, and for each i, j, ℓ ∈ N define functions
and sets
For each t ∈ G y we can find ℓ, j ∈ N such that
For these j, ℓ, because lim h→0
For 0 ≤ h ≤ 1/i we then have
and for −1/i ≤ h ≤ 0 we get
In either case we obtain t ∈ D ijℓ . This shows that
Hence it is enough to see that L 1 (D ijℓ ) = 0 for every i, j, ℓ ∈ N with 4 < jr ℓ . To this end can further assume without loss of generality that D ijℓ is bounded, and then it will sufficient to show the following.
Claim 3.3. Let I be a bounded interval in R, let k ∈ N be odd, c, ε be positive numbers with 2ε < c, ϕ : I → R be a function, and D be a subset of I. Suppose that
In order to prove the Claim we use Lemma 2.4. To check that D has the property in the statement of Lemma 2.4, take x, y ∈ D and assume without loss of generality that 0 = x < y and ϕ(x) = 0. We have
On the other hand,
which in turn implies
3 ) then
which is impossible for k ≥ 5; on the other hand, for k = 3 one easily checks that z ∈ (
3 ) by a straightforward calculation. So we may apply Lemma 2.4 to conclude the proof of the Claim. The proof of Lemma 3.2 is complete.
Let us now finally make the Third Step of the proof of Theorem 1.5. Note that the above argument already proves the Theorem for n = m + 1 (or equivalently k = 2). This allows us to start an induction argument on the dimension n. Assuming that the result is true for functions f in the class C n−m n−1,m with K = ∅, we have to check that it is also true for functions f in the class C n−m+1 n,m with K = ∅. By the second step we know that L m (f (A n−m )) = 0. Therefore, bearing in mind equation (3.1), we only have to show the following. Finally, notice that conditions (MS4)-(MS7) are used only in the First Step of the above proof. Since in the special case m = 1 we always have K = ∅, the First Step of the proof may be omitted. Therefore it is not necessary to define the classes C j n,1 (U, V ) for j = n, and the conditions (MS1) for j = n, (MS2) and (MS3) alone are sufficient to ensure that L 1 (f (C f )) = 0 for every f ∈ C n n,1 (U, V ). Remark 3.5. It is worth noting that if we replace condition (M S3) with (MS3') if n ≥ m + 1 then every f ∈ C n−m+1 n,m (U, V ) is n − m + 1 times differentiable at almost every x ∈ R n , then there is no need to consider Case 2 of the proof of Lemma 3.2, and we obtain a simpler proof of an easier variant of Theorem 1.5 which still is powerful enough to imply Theorems 1.6 and 1.2. The changes one has to make in order to obtain this simpler proof are as follows: observe that if f is k times differentiable at a point x then D k−2 f is twice differentiable at x and in particular has a Taylor expansion of order 2 at x; then apply the proof of Case 1 of Lemma 3.2 to the function
α ) (where now k is not necessarily even). We have
hence a particular case of that proof allows us to deduce that G y is countable.
Proof of Theorem 1.1
The very particular case n = m in Theorem 1.1 is well known, see [16, Proposition 3.6] for instance. Now, in order to prove Theorem 1.1 in the case n > m, we define, for each U open in R i and V open in R j with i ≥ j, the class C s i,j (U, V ) as the set of all functions f : U → V such that:
< ∞ for every x ∈ R n ; (3) f has a Taylor expansion of order s at almost every x ∈ U . By using Lemmas 2.2, 2.5, 2.6, 2.7, 2.8, and 2.9, and bearing in mind that diffeomorphisms map (Lebesgue) null sets onto null sets, it is easy to verify that the classes C s i,j satisfy the properties (MS1)-(MS7) of Theorem 1.5. Then Theorem 1.1 for n > m follows at once.
Examples and relations to other work
. By using standard results and techniques of Sobolev space theory (Change of Variables, Slicing Theorem, etc) it is not difficult to check that these classes satisfy properties (MS4)-(MS7). Property (MS1) is part of Morrey's inequality, and property (MS2) is the easy part of Step 2 in the proof of [12, Theorem 5] (to check this, one may combine Taylor's theorem, Morrey's inequality, and Young's inequality to see that
for x ∈ A and |y −x| ≤ r ≤ 1, and then conclude by a covering argument, see [12] for details). Finally, property (MS3) can be easily checked as follows:
an easy calculation shows that the coordinate functions g j of g = (g 1 , ..., g M ) have first order weak derivatives which are in L p . That is, g j ∈ W 1,p loc (R n ) for every j = 1, ..., M . By [10, Theorem 6.2.1], g j is then differentiable almost everywhere in R n , for each j = 1, ..., M . It follows that g is differentiable almost everywhere in R m , which means that f is k times differentiable at a.e. x ∈ R n , and in particular f has a Taylor expansion at a.e. x ∈ R n . Thus we may apply Theorem 1.5 to deduce that every f ∈ W k,p loc (R n , R m ) has the Morse-Sard property if k = n − m + 1 ≥ 2 and p > n.
As for the case n = m, this is an easy consequence of the coarea formula for Sobolev mappings [20] (or an immediate consequence of the case n = m of Theorem 1.2 above and the mentioned fact that functions of W 1,p loc (R n , R m ) are differentiable almost everywhere when p > n).
Let us now see why Theorems 1.1 and 1.2, and Corollary 1.3 are not weaker than the recent Bourgain-Korobkov-Kristensen generalizations [7] of the Morse-Sard theorem in the case of real-valued functions for the spaces W n,1 (R n , R) and BV n,loc (R n ). Since W 1,1 loc (R n ) ⊂ BV loc (R n ), the results of [7] are stronger than all the previous generalizations of the Morse-Sard theorem for Sobolev spaces in the case m = 1, and are also stronger than [26] and [28, Theorem 8] (even in the case n = 2, because the results of [7] do not require that the function be Lipschitz, and because every locally semiconcave function on R 2 belongs to BV 2,loc (R 2 )). Thus, in order to make our point, it will be enough to exhibit examples of functions f ∈ C 1 P 2 (R 2 , R) such that f / ∈ BV 2,loc (R 2 ). For a simple, explicitly defined example, let us consider f : R 2 → R,
We have ∂f ∂y = 0 everywhere, and
. On the other hand, it is clear that f is C ∞ on {(x, y) : x = 0}, and for every (x 0 , y 0 ) with x 0 = 0 we have that (0, 0) ∈ J 2 f (0, y 0 ), because
Hence f ∈ C 1 P 2 (R 2 , R). However, g := ∂f /∂x / ∈ BV (R 2 ). Indeed, defining g y (x) = ∂f ∂x (x, y), it is easy to see that V 
If the reader wishes to look at more complex examples with sets of critical points of positive measure where the functions are not locally BV 2 (which prevents the application of all of the previously known results in order to obtain the Morse-Sard property), he or she might want to consider the following. On the other hand, it is clear that the results of [7] and, in the case n = 2, [26] and [28, Theorem 8] are not weaker than Theorem 1.1 either. For instance, it is easy to produce examples of delta-convex, and of locally semiconcave, functions f : R 2 → R which are not of class C 1 .
However, if f : R 2 → R is locally semiconcave, the parts of the proofs of Theorems 1.5 and 1.1 that are relevant to this situation can easily be adapted to show that L 1 f ({x ∈ R 2 : Df (x) exists and is zero }) = 0, thus recovering [28, Theorem 8] and the main result of [18] , see also [26] . In order to do so one only has to note that: 1) all d.c. convex functions are locally semiconcave; 2) all locally semiconcave functions have second order Taylor expansions at almost every point (thanks to Alexandroff's theorem); and 3) if f is locally semiconcave then the proof of Lemma 2.2 can be easily adapted to show that L 1 (f (N )) = 0 for every subset N of {x ∈ R 2 : Df (x) exists and is zero} with L 2 (N ) = 0. As a matter of fact, one can also adapt the proofs of Theorems 1.5 and 1.1 to show that if f : R n → R is of class C n−2 and the directional derivatives of order n−2 of f are locally semiconcave functions, with constants of local semiconcavity that are independent of the directions, then f has the Morse-Sard property. We will not spell out the details because in view of [10, Theorem 6.3.3] this result is also an immediate consequence of the Bourgain-Korobkov-Kristensen theorem for BV n functions in [7] .
Let us finish this section with some remarks about the statement of Theorem 1.1. A natural question is whether condition (2) of Theorem 1.1 could be replaced with a weaker condition in which the limit would hold for a.e. x instead of all x. The answer is negative. Indeed, consider Whitney's example from [31] , where an arc C in R 2 and a function f : R 2 → R are constructed in such a way that f is critical on C (meaning that C ⊆ C f ) and f is not constant on C; in particular f (C f ) contains an open interval, and f does not have the Morse-Sard property. See also [24, 13] and the references therein for more information about Whitney-type examples. Although not explicitly stated in Whitney's paper, these f and C satisfy two important additional properties:
(a) f is of class C ∞ on R 2 \ C, and (b) L 2 (C) = 0. Property (b) follows easily from the definition of C, while (a) is a consequence of the facts that f is constructed by applying the Whitney Extension Theorem (WET) to a function defined on C, and that the WET provides us with extensions which are always of class C ∞ outside the closed set on which the functions to be extended are initially defined. Then, since f has derivatives of all orders which are locally Lipschitz on the open set R 2 \ C, it is clear that lim sup h→0
< ∞ for all x ∈ R 2 \ C, and in particular for a.e. x ∈ R 2 . On the other hand f clearly satisfies conditions (1) and (3) of Theorem 1.1. However,
Thus, refining the question about condition (2) of Theorem 1.1, one could ask: how small must a set N ⊂ R n be in order that Theorem 1.1 still holds true if we replace condition (2) with a new condition in which the limit holds for every x ∈ R n \ N ? This question is of course much more difficult to answer. By combining Theorem 1.5 for m = 1 with [23, Theorem 2], we can nevertheless obtain a partial answer as follows.
Theorem 5.2. Let n ≥ 2, 0 < α < 1, and let f : R n → R be such that
(2) lim sup h→0
< ∞ for every x ∈ R n \ N , for some N with H n−1+α (N ) = 0; (3) f has a Taylor expansion of order n at almost every point
Here C n−1,α denotes the subset of C n−1 defined by all functions whose derivatives of order n − 1 satisfy Hölder-continuity conditions of order α on compact sets.
Proof. Let us define, for each U open in R n the class C n n,1 (U, R) as the set of all functions f : U → R such that:
(1) f ∈ C n−1,α (U, R);
< ∞ for every x ∈ U \ N , for some N ⊂ R n with H n−1+α (N ) = 0; (3) f has a Taylor expansion of order n at almost every x ∈ U . It is clear that the classes C n n,1 satisfy properties (MS1) and (MS3) of Theorem 1.5 for m = 1, j = n. As for property (MS2), we know by [23, Theorem 2(ii)] that every f ∈ C j+α (R n , R) maps H j+α -null critical sets onto L 1 -null sets. Therefore, by Lemma 2.2, (MS2) will be satisfied as long as we ask
Remark 5.3. The reason why we cannot similarly apply Theorem 1.5 in the case m ≥ 2 is that we cannot check condition (MS6) due to the lack of a Fubini theorem for Hausdorff measures.
By using the same argument, and taking into account that C n−1 ⊂ C n−2,α , one may also prove the following.
Theorem 5.4. Let n ≥ 2, 0 < α < 1, and let f : R n → R be such that
< ∞ for every x ∈ R n \ N , for some N with H n−2+α (N ) = 0; (3) f has a Taylor expansion of order k at almost every point x ∈ R n . Then
The reader is invited to consider other classes of functions (e.g. C k+β+ in [23] ) and use Theorem 1.5 to formulate other variants of Theorem 1.1.
6. Proofs of Theorems 1.7, 1.8, and 1.9
The proof of Theorem 1.7 follows the same plan as that of Theorem 1.5. Given a function f ∈ C k n,m , we define C = {x ∈ U : rank(Df (x)) < m}, and set A j = {x ∈ C : D i f (x) = 0 for 1 ≤ i ≤ j}, 1 ≤ j ≤ k − 1, and K = {x ∈ C : 1 ≤ rank(Df (x)) ≤ m − 1}, so that (6.1)
Steps 1 and 3 of the proof of Theorem 1.5 can be rewritten, with obvious changes and no difficulty, to see that one can always assume K = ∅ and that, once one has checked that H ℓ (A k−1 ∩ f −1 (y)) = 0 for a.e. y, one can also use the Implicit Function Theorem and the Kneser-Glaeser Theorem in order to reduce the dimension from n to n − 1 and apply the induction hypothesis. So, the only really different point of the proof is Step 2. Let us see that H ℓ (A k−1 ∩ f −1 (y)) = 0 for a.e. y ∈ R m . We can distinguish two subsets of A k−1 , namely, 
where C(m, n) denotes a constant only depending on m, n. For all s ≥Now, notice that the proof of Lemma 3.2 also shows (just by replacing n − m with k − 1) that L n (B k−1 ) = 0 in the current setting. Therefore, by using condition (DS2) we also get H ℓ (B k−1 ∩ f −1 (y)) = 0 for a.e. y ∈ R m , which, together with Claim 6.1 yields H ℓ (A k−1 ∩f −1 (y)) = 0 for a.e. y ∈ R m . The proof of Theorem 1.7 is complete.
Next, in order to deduce Theorem 1.8 from Theorem 1.7, we define, for each U open in R i and V open in R j with i ≥ j, and 1 ≤ s ≤ n, the class C s i,j (U, V ) as the set of all functions f : U → V such that:
(1) f ∈ C s−1 (R i , R j ); < ∞ for every x ∈ R n ; (3) f has a Taylor expansion of order s at almost every x ∈ R n . By adding the following Lemma to Lemmas 2.2, 2.5, 2.6, 2.7, 2.8, 2.9, and using the fact that diffeomorphisms map null sets onto null sets it is easy to check that the classes C s i,j satisfy properties (DS1)-(DS7) of Theorem 1.7; thus Theorem 1.8 follows from Theorem 1.7 (note that the case n = m corresponds to k = 1 and ℓ = 0, a situation which is already covered by Theorem 1.1). Proof. In the case ℓ = 0, which corresponds to k = n − m + 1, this Lemma tells us the same thing as Lemma 2.2. Therefore we may assume ℓ ≥ 1. For each j ∈ N let us define A j as in the proof of Lemma 2.2. It is enough to see that H ℓ (A j ∩ N ∩ f −1 (y)) = 0 for every j ∈ N. So fix j ∈ N and ε > 0, and for each α ∈ N choose a sequence of cubes {Q αβ } β such that diam(Q αβ ) ≤ 1/α, N ⊂ 
Now, as in the proof of Lemma 6.1, for every α ≥ i the sets {D α ∩ Q αβ ∩ f −1 (y)} β form a covering of A j ∩N ∩D i ∩f −1 (y) by sets of diameter less than or equal to √ n/α, and diam(D α ∩Q αβ ∩f −1 (y)) ≤ diam(Q αβ )χ f (Dα∩Q αβ ) (y) so, by the same argument as in the proof of Lemma 6.1, we have
