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Abstract
This paper studies the performance of a feedback control loop closed via an error-free digital com-
munication channel with transmission delay. The system comprises a discrete-time noisy linear time-
invariant (LTI) plant whose single measurement output is mapped into its single control input by a
causal, but otherwise arbitrary, coding and control scheme. We consider a single-input multiple-output
(SIMO) channel between the encoder-controller and the decoder-controller which is lossless and imposes
random time delay. We derive a lower bound on the minimum average feedback data rate that guarantees
achieving a certain level of average quadratic performance over all possible realizations of the random
delay. For the special case of a constant channel delay, we obtain an upper bound by proposing linear
source-coding schemes that attain desired performance levels with rates that are at most 1.254 bits per
sample greater than the lower bound. We give a numerical example demonstrating that bounds and
operational rates are increasing functions of the constant delay. In other words, to achieve a specific
performance level, greater channel delay necessitates spending higher data rate.
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I. INTRODUCTION
Taking communication imperfections into account for analysis and design has proved to be an
interesting topic within the area of control theory during recent years. This interest is motivated
by advantages of communication networks over point-to-point wiring and, on the other side, by
the complexity that communication constraints impose on classical control problems [3]. Time
delay, packet dropout and data rate constraints (quantization) are among prominent challenges
[4]–[7].
Using an information-theoretic approach, [8], [9] report primary derivations related to system
performance. In these works, it is shown that the presence of a finite-capacity communication
channel in a strictly causal feedback loop introduces a new performance limitation which differs
from conventional Bode’s formula by a constant quantifying channel information rate. Moreover,
the authors derive inequalities among entropy rate of internal signals (inside the loop) and external
signals (outside the loop), resulting in a general performance bound which is affected by finite
feedback capacity. Inspired by [8], [9], lower and upper bounds are derived on the minimum data
rate that guarantees achieving a prescribed level of quadratic performance in [10]–[12]. These
works consider noisy linear time-invariant (LTI) plants with Gaussian disturbances, controlled
over an error-free digital channel without delay. In particular, [12] shows that over all causal
mappings which represent coding and control, the average data rate is bounded from below
by the directed information rate generated by the mappings that render the sensor input and
control output jointly Gaussian. Moreover, it is proved in [12] that in an auxiliary LTI structure,
the minimum signal-to-noise ratio (SNR) which guarantees stability and meeting a quadratic
performance requirement gives the lower bound on the desired minimal data rate. For the upper
bound analysis, [12] suggests employing entropy-coded dithered quantizers (ECDQs). Such a
simple coding scheme is designed based on the aforementioned SNR-constrained optimization
giving the lower bound. Inspired by [10] and [12], the authors of [13] present a method based
upon semidefinite programming (SDP) to characterize the trade-off between directed information
rate and linear quadratic Gaussian (LQG) performance in rate-constrained networked control
3systems (NCSs) with fully-observable multiple-input multiple-output (MIMO) plants. In [14],
the authors derive a lower bound on the zero-delay rate distortion function associated with
vector-valued Gauss-Markov processes and mean-square error distortion constraint. Based on the
separation principle, this bound is in fact the lower bound on the minimum data rate required
for attaining LQG performance in control of fully observable plants. Then [14] utilizes the
optimal realization that corresponds to the foreshadowed class of vector-valued Gaussian sources
to derive an upper bound on zero-delay rate distortion function using variable-length entropy
coding with lattice quantization. Similar ideas are employed in [15] for establishing bounds on
minimum mutual informations, across a delay-free channel, that guarantee achieving specific
linear quadratic regulator (LQR) performance levels. Specifically, [15] derives the lower bound
based on Shannon’s lower bound and power entropy inequalities whereas the upper bound is
established via variable-length coding and lattice-based quantization methods.
NCSs subject to network-induced delays are generally analyzed according to two methodolo-
gies: robustness and adaptation [5]. The aim in the robustness framework is deriving conditions
for certain stability or performance requirements by constructing Lyapunov-Krosovskii function-
als that do not incorporate time-stamp information as a variable. For instance, in [16], stabilization
and H∞ performance conditions for a singular cascade NCS are obtained. Fuzzy-model-based
control is another approach in the robustness framework, where the rules are based on the size of
delays, and the controller is required to be robust over the delay range [17], [18]. In the adaptation
framework, one method is modelling NCSs as stochastic switched systems. The recent results
on stability and H2/H∞ performance of Markov jump linear systems (MJLSs) are reported
in [19] and [20], respectively. The second approach in this framework is predictive control; a
method which is currently quite popular in NCSs. According to this technique, the actuator
selects among a sequence of control commands based on the transmission delays experienced
by them [21]–[23].
In all the aforementioned results on system performance, either the effect of channel delay is
neglected, or the rate limitation is not taken into account. However, looking into the literature,
one can find works investigating performance issues in NCSs with both rate constraints and
network-induced delays (see, e.g., [24]–[27]). Even so, a few has utilized the information-
theoretic approach to treat systems with such limitations. For example, [28] derives bounds
on the minimum individual (non-asymptotic) rate needed to guarantee meeting an individual
4performance requirement (boundedness of the maximum `2-norm of states).
In this paper, we study the performance of a discrete-time LTI plant with Gaussian initial state
in a loop with Gaussian exogenous inputs and random or constant channel delay on the feedback
path. For the setup with random delay in the channel, we seek the infimum average data rate
required to achieve a prescribed qudratic performance level. We show that the average data rate
over all possible realizations of the delay is lower bounded by the average directed information
rate. We prove for the random channel delay case that under certain stationarity assumptions, the
average directed information rate can be stated in terms of average power spectral densities of
the involved signals. We obtain a lower bound on the desired minimal average data rate which is
stated as the average of a function of the power spectral densities of feedback path signals over
all possile realizations of the delay. To establish all these results, we utilize the tools adopted in
[10] and [12]. However, compared to [12] and [10], the channel is not delay-free in our setup.
In other words, we extend the information inequalities in [12] to the case where there exists a
random time delay between the sensor output and the control input.
For the setup with known constant delay in the channel, we show that the above lower bound on
the infimum average data rate required for attaining quadratic perfromance is equal to a function
of infimum SNR of the channel over schemes comprised of LTI filters and AWGN channels with
feedback and delay that meet the quadratic performance constraint. Our contribution in this case
is showing how the presence of the channel delay affects the scheme yielding the lower bound.
This gives an insight to the interplay between time delay, average data rate and performance
in the considered NCS. We also prove that even over a channel with a constant delay, any
admissible performance level can be achieved by an EDCQ-based linear coding scheme which
generates an average data rate at most (approximately) 1.254 bits per sample away from the
corresponding lower bound. We illustrate via a numerical example that lower and upper bounds
as well as empirical rates and entropies are all increasing functions of channel delay. This in turn
implies that channels with larger delays demand higher average data rates to allow for attaining
a certain system performance.
Compared to our previous works in [1] and [2], first, we here study the case of random channel
delay and second, we employ a simpler proof than information inequalities and identities in [1]
and [2]. In this work, we also show the effect of having a delay at different places in the loop
on system signals. The last departure from our previous results is that we incorporate some
5eliminated proofs of [1] into this paper.
The remainder of the paper is organized as follows. Section II introduces the notation. Section
III formulates the main problem. Section IV analyzes the lower bound problem for the setup with
random channel delay. Section V derives a lower bound on the desired minimal data rate in the
case of constant channel delay. The analysis of upper bound problem in the constant delay case
is presented in Section VI where the equivalence between systems with different delay locations
is investigated. A numerical example is given in Section VII. Finally, Section IX concludes the
paper.
II. NOTATION
By R, we denote the set of real numbers whose subset R+ represents the set of strictly positive
real numbers. The set N0 is defined as N0 , N ∪ {0} where N symbolizes the set of natural
numbers. The time index of every considered signal, denoted by k in most cases, belongs to N0.
Symbols E, log, |.|, and ‖.‖2 represent operators for expectation, natural logarithm, magnitude
and H2-norm, respectively. Moreover, λmin(S) and λmax(S) are respectively the largest and
smallest eigenvalues of the square matrix S for which the element on the i-th row and j-th
column is denoted by [S]i,j . In addition, βk is shorthand for β(0), . . . , β(k) where β(k) denotes
the k-th sample of a discrete-time signal. Furthermore, for the time-dependent set α(i), i ∈ N0,
αk is defined as αk , α(0)× · · · × α(k). However, if α is a fixed set, then αk , α× · · · × α
(k times).
Random variables and processes are vector valued, unless otherwise stated. Take v and q
into account as two random variables with known marginal and joint probability distribution
functions (PDFs). Their joint PDF is represented by f(v, q) while the marginal PDFs of v and
q are symbolized by f(v) and f(q), respectively. The conditional PDf of v given q is denoted
by f(v|q) and Ev(.) is the operator for the expectation with respect to the distribution of v.
We define the differential entropy of v and the conditional differential entropy of v given q as
h(v) , −Ev(log f(v)) and h(v|q) , −Ev,q(log f(v|q)), respectively. The mutual information
between v and q is symbolized by by I(v; q) and
defined as I(v; q) , −Ev,q(log(f(v)f(q)/f(v, q))). Moreover, the definition of the conditional
mutual information between random variables v and q given the random variable r is given
by I(v; q|z) , I(v, r; q)− I(r; q). All the information-theoretic definitions presented in this
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Fig. 1: Considered NCS with a channel imposing random delay
paragraph are standard and follow [29].
We call the random process ξ asymptotically wide-sense stationary (AWSS) if limk→∞E[ξ(k)] =
νξ and Cξ , Rξ(0) and limk→∞E[(ξ(k + τ)− E[ξ(k + τ)])(ξ(k)− E[ξ(k)])T ] = Rξ(τ) hold,
where νξ is a finite constant. Accordingly, the steady-state covariance matrix and the steady-
state variance of ξ are defined as σ2ξ , trace(Cξ), respectively. For the scalar random sequence
xk1 , [x(1) . . . x(k)]T , we define the covariance matrix as Cxk1 = E[(x
k
1 − E[xk1])(xk1 − E[xk1])T ].
Assume that Pn, Qn ∈ Rn×n are square matrices. Then the sequences {Pn}∞n=1 and {Qn}∞n=1 are
called asymptotically equivalent if and only if they satisfy the following expression for finite %:
lim
n→∞
1
n
n∑
i=1
n∑
j=1
|[Pn −Qn]i,j|2 = 0
|λmax(Pn)|, |λmax(Qn)| ≤ %, ∀n ∈ N.
III. PROBLEM FORMULATION
We consider the feedback loop of Fig. 1 where the plant is LTI with one control input and one
sensor output denoted by u ∈ R and y ∈ R, respectively. The plant G is disturbed by a vector-
valued zero-mean white noise which is represented by w ∈ Rnw and has identity covariance
matrix, i.e. Cw = I . Moreover, as depicted in Fig. 1, the plant outputs the vector-valued signal
z ∈ Rnz upon which the performance measure is characterized. The relationship between the
mentioned set of inputs and outputs is described by a transfer-function matrix as follows:
7 z
y
 =
 G11 G12
G21 G22
 w
u
 , (1)
where the dimensionality of each Gij is determined by the dimensions of corresponding pair of
inputs and outputs. So nz × nw, nz × 1, 1× nw and 1× 1 are the dimensions for G11, G12, G21
and G22, respectively.
Assumption III.1. Every entry of the transfer-function matrix in (1) is proper with no un-
stable hidden modes. Moreover, G22, which describes the single-input single-output (SISO)
open-loop system from u to y, is strictly proper. The initial states of the plant denoted by
x0 = {x(−hmax), . . . , x(0)} are jointly Gaussian with and independent of the disturbance signal
w and has a finite differential entropy.
As depicted in Fig. 1, the output of the plant, y, is processed into a binary word by the
encoder E and transmitted over the error-free channel. Such transmission is accompanied with
a random delay. Let h(k) denote the delay experienced by the binary word yq(k) constructed at
time k at the encoder. We assume that h(k) is an independent and identically distributed (i.i.d.)
process which has a bounded support at each time step, i.e., h(k) ∈ {h1, . . . , hm}, ∀k ∈ N0
where hi < hi+1 (i = 1, 2, . . . ,m− 1). In order to avoid unnecessary notational complexity and
without loss of generality, we set h1 as h1 = 0 and hm as hm = hmax. The marginal distribution
of the delay is assumed to be known and described by Pr{h(k) = hj} = αj where
∑m
j=1 αj = 1.
Such characteristics introduce a channel with the following input-output relationship:
uq(k) = [yq(i)]i∈S(k), k ∈ N0 (2)
where S(k) is defined as
S(k) , {i : i+ h(i) = k} (3)
for every k, i ∈ N0. Denoting the cardinality of S(k) by s(k), we can imply form (2) that uq(k)
is a vector comprised of s(k) ≤ hmax +1 binary words which specifies the output of the channel
at time k. Note that s(k) is a random variable depending on the channel delay. We assume
that yq(i) is discarded at the decoder-controller side if i < 0. Moreover, under aforementioned
circumstances, binary words transmitted over the considered channel are not necessarily received
in the same order they were emitted. It should be also emphasized that the channel does not
8G
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Fig. 2: Considered NCS with a detailed model of coding and control scheme
allow for any data loss. The average data rate across the channel is defined as
R , lim
k→∞
1
k
k−1∑
i=0
R(i), (4)
where R(i) indicates the expected length of the binary word yq(i).
A more detailed presentation of the feedback path in the NCS of Fig. 1 is provided by Fig. 2.
As depicted, the encoder-controller is comprised of a lossy and a lossless component. The lossy
part E outputs the symbol yE according to the following dynamics:
yE(k) = Ek(yk, ηke ), (5)
where ηe(k) ∈ Λe(k) symbolizes the side information at time k at the lossy encoder. Ek :
Rk+1 × Λke 7→ As is a deterministic map and As represents a fixed countable set. At each time
instant, the encoder is assumed to know the time delays experienced by previous binary words
and the time delay of the current binary word to be sent over the channel. Therefore, hk is
known at the encoder ∀k ∈ N0. This implies that yE(k) can be reconstructed perfectly h(k)
steps later at the decoder if yq(k) is constructed by using yE(k) and only those samples of yk−1E
which will be already available at the decoder at time k + h(k). Note that having access to ykq
at the decoder at the time k+ h(k) is not assured. So the lossless encoder O outputs the binary
symbol yq based on
yq(k) = HEk(yE(k), yEf (k), ηko ), (6)
9in which yEf (k) is a sequence comprising the elements of yk−1E for which the associated binary
words will have reached the decoder by the time k + h(k), i.e., {yE(i) : i ∈ N0, i ≤ k − 1, i +
h(i) ≤ k + h(k)}. Moreover, ηo(k) ∈ Λo(k), and HEk : Af(k)s × Λko 7→ A(k) is an arbitrary
deterministic mapping where k − hmax + h(k) + 1 ≤ f(k) ≤ k + 1. So f(k) − 1 specifies the
cardinality of the sequence yEf (k). Note that since no dropout occurs during data transmission,
y
k−hmax+h(k)
q will certainly have been received at the decoder by the time k + h(k). In addition,
A(k) is a countable set of prefix-free binary code words, which specifies the input alphabet of
the channel at each time instant.
On the receiver side, uq(k) is available as the input to the lossless decoder. This decoder,
shown by O−1, generates uD as
uD(k) = HDk(uqf (k), ηko , S(k)), (7)
where uqf (k) is a sequence comprised of elements of ukq that have time indices less than or equal
to the largest time index of yq in uq(k), i.e., uqf (k) , {yq(i) : i ∈ N0, yq(i) ∈ ukq , i ≤ m(k)}
where m(k) = maxS(k), ∀k ∈ N0. Such selection of data for lossless decoding is in accordance
with the information utilized in (6) for encoding. Furthermore, HDk : Ag(k) × Λko × N0s(k) 7→
As(k)s , where k − hmax + 1 ≤ g(k) ≤ k + 1, represents an arbitrary deterministic mapping. It
should be noted that according to the channel model, g(k) is a random variable denoting the
cardinality of uqf (k) and
∑k
i=0 s(i) ≤ k holds for all k ∈ N0. Moreover, based on the definition
of uqf and (6), the information provided by (uqf (k), ηko , S(k)) is enough for the lossless decoder
to reconstruct every element of {yE(i)}i∈S(k) perfectly. Therefore
uD(k) = [yE(i)]i∈S(k), k ∈ N0 (8)
where S(k) is defined as in (3). Indeed for such reconstruction, the knowledge of the delay is
required at the decoder. Hence, we further assume that the decoder is provided by S(k) through
for example timestamping. Finally, the decoder-controller gives the control input via
u(k) = Dk(ukD, ηkd). (9)
where ηd(k) signifies the side information available at the decoder at time k and is contained
in the well-defined set Λd(k). So ηd(k) satisfies ηd(k) ∈ Λd(k). Moreover, Dk : Atu(k)s ×Λkd 7→
R, k − hmax + 1 ≤ tu(k) ≤ k + 1, is an arbitrary deterministic mapping where tu(k) is the
cardinality of Sk. It should be noted that Λo(k) in ηo(k) ∈ Λo(k) is defined as Λo(k) , Λe(k)∩
10
Λd(k). We state some additional properties of the setting described above in the following
remarks.
Remark 1. It can be implied from (5)-(9) that u(k) and uk are functions of (ylk , ηelk , ηkd) where
lk = maxS
k for every k ∈ N0. It thus follows from the definition of S(k) and assuming no
dropout in the considered channel that k − hmax ≤ lk ≤ k. This implies that the controller has
access to the largest and smallest amount of sensor information when the channel delay is zero
and hmax, respectively.
Remark 2. It can be implied from the definition of S(k) in (3) that uq(k) can have at most
hmax+1 entries at each time step. So the number of the words that can be received at the decoder
at each time instant belongs to the set {0, . . . , hmax +1}. Therefore, since the channel input yq is
a scalar process, (2) describes a single-input multiple-output (SIMO) channel. Moreover, S(k),
as a stochastic process, cannot be i.i.d because in the considered channel, no transmitted binary
word is received at the decoder more than once.
For further analysis, we consider the following assumption.
Assumption III.2. At each time instant k ∈ N0, the side information pair (ηe(k), ηd(k)) together
with h(k), and consequently S(k), are statistically independent of (x0, w(k)). Therefore, it can
be implied from the dynamics of the system that I(u(k); y(k − hi) | uk−1) = 0 for any hi ∈
{1, ..., hmax} with k − hi < 0. Moreover, upon knowledge of ui, ηid and Si, the decoder is
invertible. It means that for each i ∈ N0, there exists a deterministic mapping Qi such that
uiq = Qi(u
i, ηid, S
i).
Remark 3. In Appendix A, we will prove that for the architecture of Fig. 2, any encoder and
non-invertible decoder with mappings E , O, O−1 and D, can be replaced by another set of
mappings with the same input-output relationship and lower average data rate where the decoder
is invertible .
For the purpose of expressing the information rate in terms of spectral densities of the signals
of the system, we use the following notion of stability:
Definition 1. A scalar AWSS process x is called strongly asymptotically wide-sense stationary
11
(SAWSS) if its covariance matrix is asymptotically equivalent to the covariance matrix of the wide
sense stationary (WSS) process, say x¯, to which it converges, i.e., {Cxn1 }∞n=1 and {C x¯n1 }∞n=1 are
asymptotically equivalent. Furthermore, in an SAWSS NCS, all internal signals are SAWSS and
their cross-covariance matrices are asymptotically equivalent to the cross-covariance matrices
of corresponding WSS processes to be converged to.
Clearly, SAWSS-ness implies AWSS-ness but not vice versa; for both signals and systems. For
each coding scheme satisfying (5)-(9) and rendering the NCS of Fig. 1 SAWSS, the steady-state
variance of the output z is a random variable which depends on the realization of h(k). The
same goes for the average data rate. We make explicit such dependence by writing σ2z(h
k) and
R(hk), and consider the means of these variables (over all realizations of hk) as our performance
measure and data rate of interest, respectively. Such notions of performance and rate, represented
by σ2za and Ra respectively, are formulated as follows:
σ2za = Σhk∈H
k→∞
Pr(hk)σ2z(h
k)
Ra = Σhk∈H
k→∞
Pr(hk)R(hk)
(10)
where H denotes the support set for possible realizations of the delay h(k). Moreover, R(hk)
and σ2z(h
k) indicate that the average data rate and steady-state variance are functions of delay.
Generally speaking, we are interested in finding the minimal Ra for which having a bounded
σ2za is feasible. Let Dinf(hr) denote the smallest average steady-state variance of z that can be
achieved, when the random delay h(k), with the aforementioned properties, is present in the
channel. Hence, Dinf(hr) is obtained by minimizing the average steady-state variance of z over
all (possibly nonlinear and time-varying) settings u(k) = Kk(ylk) that render the NCS of Fig. 1
SAWSS. Note that lk is defined as in Remark 1. Under the condition that Assumption III.1 holds,
the problem of our interest is to find
Ra(D) = inf
σ2za≤D
Ra, (11)
where D ∈ (Dinf(hr),∞), and σ2za represents the average staedy-state variance of the output
z over all realizations of the delay. The feasible set of the optimization problem in (11) is
comprised of all encoder-controller and decoder-controller pairs described by (5)-(9), satisfying
Assumption III.2 and rendering the NCS of Fig. 1 SAWSS.
12
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Remark 4. It is straightforward to see from (5)-(9) that the concatenation of the decoder-
controller pair and the channel in the NCS of Fig. 1 is equivalent to a decoder-controller pair
with the same mapping and side information that applies a time delay with same properties as
characterized in (2), on its received data, and that is followed by a delay-free channel. So the
system depicted in Fig. 1 is equivalent to the feedback loop of Fig. 3 in which the encoder and
the plant are the same and the inputs have the same properties as in Fig. 1.
The equivalence pointed out in Remark 4 between systems of Fig. 1 and the NCS of Fig. 3
will assist us deriving a lower bound on the average data rate Ra in the next Section.
IV. LOWER BOUND PROBLEM IN THE PRESENCE OF RANDOM DELAY
In this section, we establish a lower bound on Ra(D). To do so, we derive inequalities and
identities that describe the relationship between the flow of information and system performance
in the NCS of Fig. 1. Therefore, we will update fundamental derivations in [2], [12] for the case
where the channel delay is randomly distributed. As the first result, we show how the average
data rate Ra is bounded from below in the following theorem.
Theorem 1. Consider the feedback loop depicted in Fig. 1 for which Assumptions III.1 and III.2
hold. Then
Ra ≥ Iha∞ (y → u) = lim
k→∞
1
k
Σhk−1∈H[Pr(h
k−1)Σk−1i=0 I(u(i); y
li | ui−1)] (12)
13
where I(.; . | .) represents conditional mutual information. According to [30], Iha∞ (y → u)
specifies the average directed information rate across the forward channel from y to u in the
NCS of Fig. 1 over all possible realizations of the channel delay.
Proof. It can be implied from [12, Theorem 3.1] that, for each realization h∞ of the delays, the
average data rate (4) in the feedback loop of Fig. 3 is bounded from below as
R(h∞) ≥ I∞(y → u) = lim
k→∞
1
k
Σk−1i=0 I(u(i); y
i | ui−1). (13)
Based upon the chain rule of mutual information, the bound in (13) can be restated as
R(h∞) ≥ lim
k→∞
1
k
Σk−1i=0 [I(u(i); y
li | ui−1) + I(u(i); yili+1 | ui−1, yli)], (14)
where the definition of li is given in Remark 1. From the dynamics of the plant, we can easily
conclude that the sequence yili+1 is only a function of x(0) and w, once u
i−1 is given. Furthermore,
it stems from (2)-(9) that upon the knowledge of yli , side informations ηid and η
li
e will be
the only variables describing u(i), ∀i ∈ N0. Latter observations together with the fact that
Assumption III.2 holds for the system of Fig. 1 yield the conclusion that the rightmost term of
(14) amounts to zero, ∀i ∈ N0. So we have
R(h∞) ≥ lim
k→∞
1
k
Σk−1i=0 I(u(i); y
li | ui−1) (15)
for the NCS of Fig. 3. Now by averaging both sides of (15) with respect to the delay realizations,
as in (10), and noting that the feedback loop of Fig. 3 is equivalent to the system of Fig. 1,
based on Remark 4, our claim follows immediately.
The next lemma shows that joint Gaussianity of two signals lowers the directed information
rate between them when these are connected through a channel with random delay.
Lemma 1. Suppose that the NCS of Fig. 1 satisfies Assumption III.1 and Assumption III.2. For
this system, if (x(0), w, u, y) represents a jointly second-order set of processes, then the following
holds:
Iha∞ (y → u) ≥ Iha∞ (yG → uG), (16)
where yG and uG symbolize the Gaussian counterparts of y and u, respectively, in a way that
(x(0), w, uG, yG) are jointly Gaussian with the same first-and second-order (cross-) moments as
(x(0), w, u, y).
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Proof. According to [12, Lemma 3.1], the directed information rate from sensor output to the
control input in the auxiliary NCS of Fig. 3 is bounded as follows:
I∞(y → u) ≥ I∞(yG → uG), (17)
where I∞(y → u) and I∞(yG → uG) are defined as in (13). We conclude based on (2)-(9), the
dynamics of the plant and the system of Fig. 3 satisfying Assumption III.2 that I(u(i); yili+1 |
ui−1, yli) = 0,∀i ∈ N0. This together with the chain rule of mutual information lead to
lim
k→∞
1
k
Σk−1i=0 I(u(i); y
li | ui−1) ≥ lim
k→∞
1
k
Σk−1i=0 I(uG(i); yG
li | uGi−1). (18)
Now the proof is complete by taking average over all possible realizations of the delay from
both sides of (18) and considering that based on Remark 4, the system of Fig. 1 is equivalent
to the feedback loop in Fig. 3.
If the above Gaussian signals are stationary as well, then the average directed information
rate can be stated in terms of the average power spectral density of the involved signals. The
next lemma will state such result formally.
Lemma 2. Suppose that the control input u in the NCS of Fig. 1 is SAWSS for every realization
of the channel delay. For each realization, assume that there exists a µ > 0 in such a way that
|λmin(Cun1 )| ≥ µ, ∀n ∈ N. Let further consider the sensor output y jointly AWSS with u. Then
the average directed information rate is equal to an integral term as follows:
Iha∞ (y → u) =
∑
hk∈H
k→∞
Pr(hk)[
1
4pi
∫ pi
−pi
log
(Suˇ(ejω, hk)
σ2ψ(h
k)
)
dω], (19)
where ψ is a Gaussian AWSS process that has independent samples. Such a random process is
described as
ψ(k) , u(k)− u˜(k), u˜(k) , E[u(k) | ylk , uk−1] (20)
for each realization of the random delay. Moreover, Suˇ represents the steady-state power spectral
density of u.
Proof. It can be deduced from [12, Lemma 3.2] that in the NCS of Fig. 3, the following holds
for the directed information rate :
I∞(y → u) = 1
4pi
∫ pi
−pi
log
(Su¯(ejω)
σ2n
)
dω, (21)
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in which n is a Gaussian AWSS process with independent samples and I∞(y → u) is defined
as in (13). The noise n is calculated as follows:
n(k) , u(k)− uˆ(k), uˆ(k) , E[u(k) | yk, uk−1]. (22)
As already mentioned before, based on the plant dynamics, the knowledge of ui−1 will render
yili+1 dependent only on x(0) and w
i for any i ∈ N0. Moreover, according to (2)-(9), knowing
yli , one can determine u(i) by only figuring out ηdi and ηeli , ∀i ∈ N0. Since, based on
Assumption III.2, (x0, w) and (ηd, ηe) are independent, the following is yielded:
lim
k→∞
1
k
Σk−1i=0 I(u(i); y
li | ui−1) = 1
4pi
∫ pi
−pi
log
(Su¯(ejω)
σ2n
)
dω,
E[u(k) | yk, uk−1] = E[u(k) | ylk , uk−1].
(23)
From (23), it can be concluded that n(k) is actually equal to ψ(k) as in (20) for the NCS of
Fig. 3. Now, our claim is given by taking average from both sides of upper (23) and noting that
based on Remark 4, the systems in Fig. 3 and Fig. 1 are equivalent.
We are now ready to present a lower bound on Ra(D). A corollary follows:
Corollary 1. Suppose that the NCS of Fig. 1 satisfies Assumption III.1. Then Ra(D) is lower
bounded as follows:
Ra(D) ≥ inf
σ2za≤D
∑
hk∈H
k→∞
Pr(hk)
1
4pi
∫ pi
−pi
log
(Suˇ(ejω, hk)
σ2ψ(h
k)
)
dω, (24)
where ψ and uˇ are defined as in (20) and the infimum is restricted to all mappings staisfying (5)-
(9) and Assumption III.2, and producing signals y and u with propoerties as stated in Lemma 2.
Proof. The claim follows immediately from Theorem 1 and Lemma 2.
V. LOWER BOUND PROBLEM IN THE CASE OF THE CONSTANT DELAY
In this section, we consider the same NCS as described in Section III but with a channel
that imposes a known constant delay, say h steps, on the transmitted data. The corresponding
feedback loop is depicted by Fig. 4. The problem we investigate here is a special case of the
problem formalized in (11) where the channel delay is constant and therefore, there is only
one realization for the channel delay. In this case, we consider the notation Ra(D) = R(D)
and Dinf(hr) = Dinf(h). In Appendix B-A, we prove that finding R(D) is feasible if D ∈
16
G
w z
yu
z
-h E  D
´e´d
x0
yquq
encoderdecoder
channel
Fig. 4: Considered NCS in the constant delay case
(Dinf(h),∞). We show that in order to obtain a lower bound on R(D), one can minimize the
directed information rate over an auxiliary coding scheme formed of LTI filters and an AWGN
channel with feedback and delay. Inequalities and identities related to the delay-free version of
this optimization derived in [12] will be extended to the case with a constant channel delay. We
start by deriving a lower bound on the average data rate R in the following theorem.
Theorem 2. Suppose that the feedback system of Fig. 4 satisfies Assumptions III.1 and III.2.
Then the average data rate R is lower bounded as follows:
R ≥ I(h)∞ (y → u) = lim
k→∞
1
k
Σk−1i=0 I(u(i); y
i−h | ui−1), (25)
where I(h)∞ (y → u) is the directed information rate across the forward channel from y to u with
constant delay h (see [30, Definition 1] for the formal definition).
Proof. Considering that lk = h holds at any k ∈ N0 for the NCS of Fig. 4, we can conclude the
claim immediately from Theorem 1.
The directed information rate in (25) will be reduced if the involved signals are jointly
Gaussian. This result is formalized by the following lemma.
Lemma 3. Suppose that Assumptions III.1 and III.2 hold for the NCS of Fig. 4. Further-
more, consider (x(0), w, u, y) as a jointly second-order set of random processes. Denote the
Gaussian counterparts of y and u by yG and uG, respectively, where (x(0), w, uG, yG) are
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jointly Gaussian with the same first-and second-order (cross-) moments as (x(0), w, u, y). Then
I
(h)
∞ (y → u) ≥ I(h)∞ (yG → uG).
Proof. Recall that lk = h, ∀k ∈ N0, for the considered case with constant channel delay. The
claim follows immediately from Lemma 1.
It can be implied from Lemma 3 that by minimizing directed information rate over a scheme
that renders y and u jointly Gaussian, one can obtain a lower bound on R(D). Now, we will
show that the directed information rate can be stated in terms of power spectral densities of the
involved processes if such signals meet certain stationarity conditions.
Lemma 4. Suppose that u is an SAWSS process with |λmin(Cun1 )| ≥ µ, ∀n ∈ N where µ > 0.
Moreover, assume that u is jointly Gaussian and AWSS with the sensor output y. Then the
directed information rate between u and y is expressed as
I(h)∞ (y → u) =
1
4pi
∫ pi
−pi
log
(Suˇ(ejω)
σ2ψ
)
dω, (26)
where ψ represents a Gaussian AWSS process with independent samples defined by
ψ(k) , u(k)− u˜(k), u˜(k) , E[u(k) | yk−h, uk−1]. (27)
Furthermore, Suˇ denotes the steady-state power spectral density of u.
Proof. Immediate from Lemma 2 by noting that lk = h holds for the NCS of Fig. 4 at every
time instant k ∈ N0.
It can be implied from Theorem 2 and Lemma 4 that the rate-performance pair yielded by
any coding and control scheme satisfying Assumption III.2 which renders the NCS of Fig. 4
SAWSS is attainable with a lower or equal rate if there exists a scheme that generates (y, u)
jointly Gaussian with (x0, w) while rendering the system SAWSS. Due to the Gaussianity of
(x0, w) and the fact that the plant is LTI, a jointly Gaussian pair (y, u) can be produced by a
coding-control scheme comprised of LTI filters and an AWGN noise source. Such a scheme is
depicted in Fig. 5. The NCS of Fig. 5 satisfies all of the assumptions and conditions that hold
for the system of Fig. 4. However, the arbitrary mappings are replaced by proper LTI filters B
and J in the auxiliary feedback loop of Fig. 5.
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Fig. 5: The LTI structure giving the lower bound in the constant delay case
In addition, for such an NCS, a delayed AWGN channel with noiseless one-sample-delayed
feedback serves as communication channel. The coding-control scheme in the NCS of Fig. 5 is
described via the following dynamics:
u′ = Jz−hr, r = t+ η, t = Bdiag{z−1, 1}
 r
y′
 , (28)
where η is a zero-mean white Gaussian noise with variance σ2η and independent of (x0, w), and
B = [Br By]. It should be emphasized that Assumption III.1 holds for the initial states x0, the
plant G and the disturbance input w in the NCS of Fig. 5. Furthermore, the initial states of the
filters B and J , and the delay blocks are deterministic. As the system depicted in Fig. 5 is a
special case of the structure of Fig. 4, we use apostrophes for presenting signals in Fig. 5 that
have counterparts in the NCS of Fig. 4.
Theorem 3. If the NCS of Fig. 4 satisfies Assumption III.1 and Assumption III.2 and D ∈
(Dinf(h),∞) holds, then
R(D) ≥ ϑ′u(D) , inf
σ2
z′≤D
1
4pi
∫ pi
−pi
log
(Su′(ejω)
σ2η
)
, (29)
where σ2z′ and Su′ represent the steady-state variance of z
′ and the steady-state power spectral
density of u′ in Fig. 5, respectively. Moreover, the feasible set for the optimization in (29) is the
set comprised of all LTI filters B and the noise η with σ2η ∈ R+ that render the system of Fig. 5
internally stable and well-posed with J = 1.
Proof. See Appendix B-B.
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Theorem 3 implies that doing the optimization in (29) over the auxiliary LTI system of Fig. 5,
with the AWGN channel and delay, will give a lower bound on the minimal data rate required
to achieve a certain performance level in the arbitrary (possibly nonlinear and time-varying)
structure of Fig. 4. The following results show how the lower bound derived in (29) can be
simplified to a bound which is easier to compute.
Lemma 5. For the NCS of Fig. 5, let describe ϑ′r by
ϑ
′
r(B, J, σ
2
η) ,
1
4pi
∫ pi
−pi
log
(Sr(ejω)
σ2η
)
, (30)
where σ2η ∈ R+ is fixed and Sr denotes the steady-state power spectral density of r. Moreover,
suppose that the pair (B, J) = (B1, J1) renders the feedback loop of Fig. 5 internally stable
and well-posed. Then for any ρ > 0, there exists another pair with a biproper filter, say J2, and
a proper one, say B2, that renders the system of Fig. 5 internally stable and well-posed, and
preserves the steady-state power spectral density of z′ in a way that the following holds:
ϑ
′
r(B1, J1, σ
2
η) = ϑ
′
r(B2, J2, σ
2
η) =
1
2
log(1 +
σ2t
σ2η
)|(B,J)=(B2,J2) − ρ. (31)
Proof. See Appendix B-C.
Intuitively speaking, the results of Theorem 3 and Lemma 5 imply that R(D) can be bounded
from below by a logarithmic term as in (31) which is a function of channel SNR in the NCS
of Fig. 5. Such an intuition will assist us with deriving a lower bound which is computationally
appealing in the following corollary.
Corollary 2. Take the feedback loop of Fig. 4 into account as an NCS that satisfies Assump-
tions III.1 and III.2. Then for every D ∈ (Dinf(h),∞), the following holds:
R(D) ≥ 1
2
log(1 + ϕ′(D)), ϕ′(D) , inf
σ2
z′≤D
σ2t
σ2η
, (32)
in which σ2t and σ
2
z′ symbolize the steady-state variances of t and z
′ in the auxiliary system of
Fig. 5, respectively. For the optimization problem in (32), a candidate solution is an LTI filter
pair (B, J) together with noise variance σ2η ∈ R+ that cause the system in Fig. 5 to become
internally stable and well-posed.
Proof. See Appendix B-D.
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VI. UPPER BOUND PROBLEM IN THE PRESENCE OF CONSTANT DELAY
In this section, we show that for any D ∈ (Dinf(h),∞), one can always find a scheme that
guarantees attaining σ2z ≤ D with an average data rate which has a distance of about 1.254
bits per sample from the theoretical lower bound. For such a scheme, we propose a design
approach which utilizes the filters that together with an AWGN with feedback and delay, render
the directed information rate over the channel equal to the lower bound on R(D).
Definition 2. We call a coding scheme with input-output relationship as in (5)-(9) in the constant
channel delay case linear if and only if its dynamics can be restated as follows:
u = Jz−hr, r = t+ η, t = Bdiag{z−1, 1}
r
y
 , (33)
where B = [Br By] and J are proper LTI filters with deterministic initial condition. Moreover,
η represents a zero-mean i.i.d random sequence independent of (x0, w). The initial state of the
one-step-delay feedback channel is assumed to be deterministic.
The realization of linear source coding schemes can be carried out by using entropy-coded
dithered quantizers (ECDQs) together with LTI filters. First, implementing an ECDQ causes the
following relationship between (uq, yq) in (2) and (6), and (r, t) in (33):
yE(k) = Fq(t(k) + d(k))
yq(k) = Ok(yE(k), d(k))
uD(k) = O−1k−h(uq(k), d(k − h))
rh(k) = uD(k)− d(k − h),
(34)
in which by Fq, we denote a uniform quantizer with resolution ∆ ∈ R+, Fq : R→ {i∆; i ∈ Z}.
Additionally, d(k) represents a dither signal whose access are provided to both encoder and
decoder. The mapping Ok and its complementary O−1k formalize entropy coding for the lossless
parts at the encoder and decoder, respectively. The following lemma presents an interesting
property of ECDQs when being set up in an LTI feedback loop.
Lemma 6. Consider the feedback loop depicted in Fig. 6 and suppose that the plant G˜ is
described by a proper real rational transfer-function matrix in which the transfer function from
rh to t is scalar and strictly proper. For such a system, assume that the input-output relationship
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of the ECDQ in the feedback path is given by (34) with finite and positive quantization step size
∆. Moreover, take the disturbance w˜ into account as a white noise process jointly second-order
with x˜0, the initial state of G˜. Then if the dither d is an i.i.d process with a uniform distribution
over (−∆/2,∆/2) and independent of (w˜, x˜0), the error r− t is i.i.d, uniformly distributed over
(−∆/2,∆/2) and independent of (w˜, x˜0).
Proof. See Appendix B-E.
It can be implied from above that combining the LTI filters in (33) with the ECDQ in (34)
in a setting as depicted in Fig. 7 will lead to a linear coding scheme for the NCS of Fig. 4 as
long as d(k) meets the same criteria as for the dither in Lemma 6. If so, the obtained coding
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t
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Fig. 7: The proposed ECDQ-based linear coding scheme
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scheme is called a linear ECDQ-based coding scheme. If such a scheme is implemented on the
feedback path of the main NCS of Fig. 4, the average data rate is bounded from above by a
certain value which is shown in the following lemma.
Lemma 7. Suppose that Assumption III.1 holds for the NCS of Fig. 4. Then the existence of an
ECDQ-based linear source-coding scheme rendering the NCS of Fig. 4 SAWSS is certified in
such a way that the average data rate satisfies
R < 1
2
log
(
1 +
σ2t
σ2η
)
+
1
2
log
(
2pie
12
)
+ log 2. (35)
In (35), the variance of the quantization error (noise) of the ECDQ-based linear source-coding
scheme is set as σ2η = ∆
2/12. Moreover, σ2t represents the steady-state variance of the signal t
in (33).
Proof. See Appendix B-F.
Now, through the following theorem, we use the result of Lemma 7 to show that utilizing
ECDQ-based linear coding schemes can lead to an upper bound on the desired minimal average
data rate R(D).
Theorem 4. Let Assumption III.1 hold for the closed-loop system of Fig. 4. Then for each
D ∈ (Dinf(h),∞), one can always find an ECDQ-based linear source-coding scheme satisfying
Assumption III.2 and rendering the feedback loop of Fig. 4 SAWSS in such a way that σ2z ≤ D
is resulted and the average data rate is bounded as
R < 1
2
log (1 + ϕ′(D)) +
1
2
log
(
2pie
12
)
+ log 2, (36)
where the definition of ϕ′(D) is given in (32).
Proof. See Appendix B-G.
In the following remark, we state how the upper bound derived in Theorem 4 can be considered
as an upper bound on Ra(D) in the case of random channel delay.
Remark 5. The upper bound in (36) will be an upper bound on Ra(D) in the random channel
delay case if coding and control schemes are linear ECDQ-based schemes designed as in the
proof of Theorem 4 for the delay hmax where the decoder-controllers have buffers installed at
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their inputs sending only yq(k − hmax) for prcessing at each time instant k ∈ N0. Clearly, this
is due to the fact that at every time step k ∈ N0, yq(k− hmax) is available at the decoder. Such
an upper bound does not seem to be tight since imposing a delay of hmax steps on transmitted
data is actually a worst-case scenario.
The bounds derived in this section and the previous section limit the desired average data
rate R(D) in the NCS of Fig. 4. In this system, the constant delay is induced by the digital
communication channel between the encoder-controller and the decoder-controller. One concern
is the effect of delay location on the derived bounds. The following lemma takes a step in
addressing this issue by showing how the system signals change when the time delay block is
moved to a different location in the feedback loop of Fig. 4.
Lemma 8. Consider the NCS of Fig. 4 and two other systems each of which yielded by moving
the delay component in the NCS of Fig. 4 to either the measurement path (between the sensor
and the encoder-controller) or the actuation path (between the decoder-controller and the plant).
Fig. 8 depicts the locations where the time delay occurs in these cases. Then systems are not
necessarily equivalent across the cases if the only difference between them is the delay location.
However, the equivalence can be assured by allowing the side information to change across the
cases.
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Proof. See Appendix B-H.
VII. NUMERICAL SIMULATION
Take the following transfer function into account as the model describing the generalized plant
G in the NCS of Fig. 4:
z =
0.165
(z − 2)(z − 0.5789)(w + u), y = z, (37)
Let us set the disturbance signal w and initial states x0 in such a way that Assumption III.1
is satisfied. We calculated lower and upper bounds on R(D) as derived in (32) and (36). For
computing these bounds, we made use of the equivalence between the NCSs of Fig. 5 and
Fig. 12, shown in the proof of Lemma 5, in that we adopted the method in [12] which solves
SNR-performance optimization problems similar to the one defining ϕ′(D) for such systems
as the NCS of Fig. 12. The bounds are computed for three different values of channel delay,
h = {0, 1, 2}, with respect to D varying over a range from Dinf(h) to 50 for each h. Moreover,
we designed actual linear ECDQ-based coding schemes, and for each selected D in the latter
interval, we simulated the NCS of Fig. 4. To do so, we utilized the filters giving the lower
bound on R(D) according to the procedure suggested in [12, Theorem 5.1]. The results are
demonstrated in Fig. 9. In this figure, the curves referred to as LB and UB present the lower
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and upper bounds on R(D), respectively. We can compare Dinf(h) among cases with different
values of channel delay as well. As shown, greater Dinf(h) is associated with larger channel
delay, as expected according to [31]. Evaluating how the bounds change in response to changes
in the delay is one of the main purposes of this simulation study. We can observe from the
bounds plotted in Fig. 9 that when D is fixed, increasing the delay will enlarge the bounds
on R(D). In other words, the greater the delay is, the higher average data rate is to be used
in order to achieve a fixed quadratic performance level. Moreover, Fig. 9 shows that the lower
(upper) bound curves converge to the minimum data rate required for mean square stability as
D grows larger. From [32], we know that the minimal data rate guaranteeing stabilizability of
the NCS of Fig. 5 is only a function of unstable poles of the plant G. On the other hand, we
use the equivalent system of Fig. 12 for the purpose of calculating bounds. So the observation
with convergence of bounds to the minimal data rate needed for stability comes from the fact
that incorporating time delay into the model of the plant Ga will not affect its unstable poles.
Simulation results are illustrated in Fig. 9 as well. The curves referred to as OR and OE
present the average data rates and entropies achieved by using actual linear coding schemes.
Furthermore, 106-sample-long realizations have been considered for the dither. The coding task
in all utilized schemes is done by memory-less Huffman coders which do not take the past
information of the dither into account as prior knowledge for coding. In addition to the average
data rate, the entropy of the output of the quantizer has been estimated for the aforementioned
setup. The gap of around 0.4 bits per sample between the measured entropy and the lower bound
indicates that for each h ∈ {0, 1, 2}, 0.4 bits per sample of the gap between the actual rates and
lower bound is caused by replacing the AWGN with uniform dither and the remainder 0.25 bits
per sample corresponds to sample-by-sample coding. It can be observed that the actual rates
and entropies have the same properties as the properties of bounds mentioned in the previous
paragraph. The most prominent property is related to the behaviour of the achieved rates and
entropies as a function of channel delay, i.e., for a system with greater time delay in the channel,
higher rates are required to guarantee quadratic performance requirements.
VIII. CONCLUSIONS
In this paper, the trade-off between average data rate and performance in networked control
systems has been studied. Two setups have been investigated, each of which incorporates an LTI
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plant with Gaussian disturbance and initial states, and scalar control input and sensor output.
Moreover, both of them have causal, but otherwise arbitrary, mappings on their feedback paths
which are responsible for coding and control. The only difference between the two considered
systems is the model of the channel that carries out data transmission between the encoder-
controller and the decoder-controller. In one case, the digital communication channel is SIMO
and information to be exchanged are exposed to random delay. In the other system, the channel
is error-free as well but it is SISO and imposes constant delay on transmitted data. For the case
with random channel delay, we considered notions for rate and performance which show the
average behaviour of the system over all realizations of the delay. We have shown that for such
a setup, data rate is lower bounded by average directed information rate from the sensor output
to control input, and if y and u are jointly Gaussian, the average directed information rate would
be lowest. Moreover, we have shown that when y and u satisfy certain stationarity assumptions,
the average directed information rate between them is a function of the average power spectral
densities of these signals over all realizations of the channel delay. We have shown that infimum
value of this function over all arbitrary coders and controllers that cause system signals have
those Gaussianity and staionarity properties lower bounds the infimum average data rate required
to attain a prescribed quadratic performance.
For the constant delay case, which is a special case of the system with random channel delay,
we approximated (by deriving bounds) the minimal average data rate that certifies attaining a
certain performance level. Employing the fundamental information inequalities and identities
derived for the random delay case, we showed that this desired minimal average data rate
is bounded from below when coder-controllers and the channel behave as a concatenation of
proper LTI filters and an AWGN channel with feedback and delay. Then we showed that by
approximating such schemes with simply implementable linear ECDQ-based coding schemes,
one can achieve any (legitimate) performance level by actual rates which are at most 1.254 bits
per sample higher than the lower bound. The results illustrated through the simulation show that
bounds and empirical rates are increasing functions of channel delay for a fixed performance
level. It means larger delay in the channel necessitates higher minimal average data rate that is
needed for achieving a certain level of quadratic performance.
Future research will concern with finding closed-form solution for the lower and upper bound
problems in the case of random channel delay, finding analytic expression for the desired infimum
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data rate, deriving lower and upper bounds with shorter gap between them, plants with model
uncertainties and vector quantization.
APPENDIX A
INVERTIBILITY OF THE DECODER
Lemma 9. Consider a coding scheme described through (5)-(9) that has a non-invertible decoder,
and let Rˇ(k) be defined as Rˇ(k) , H(yE(k) | yEf (k), ηko ). For such scheme, assume that u(k) =
u0(k) and Rˇf (k) = Rˇf0(k), ∀k ∈ N0, where Rˇf (k) , [Rˇ(i))]Ti∈S(k). Then there exists another
coding scheme constructing the control input u(k) = u0(k) with an invertible decoder in such
a way that Rˇf (k) ≤ Rˇf0(k), ∀k ∈ N0.
Proof. Suppose that mappings in (7)-(9) represent a non-invertible decoder at time k in a way that
upon knowledge of ηid and S
i, perfect reconstruction of uiq from u
i has been possible for all i ≤
k − 1. Then there exist uD1, uD2 ∈ As such that u(k) = Dk(uD1, uk−1D , ηkd) = Dk(uD2, uk−1D , ηkd).
Let S1 and S2 be associated with uD1 and uD2 respectively. Two possible cases can occur. In the
first case, S1 and S2 are unequal, i.e., S1 6= S2. Since S is known at the decoder at each time
step, this case does not contradict the invertibility. That is due to the fact that the knowledge
of S would determine whether u(k) is caused by uD1 or uD2. However, the situation is not the
same in the case where S1 = S2. Since both uD1 and uD2 are vector-valued variables, uD1 6= uD2
means that at least one entry of uD1 is not equal to the entry with the same dimension in uD2.
The corresponding elements of uD1 and uD2 that are not equal to each other are denoted by
pairs (uD1j, uD2j), 1 ≤ j ≤ m, 1 ≤ m ≤ hmax + 1. Since S1 = S2, for each j, both uD1j and
uD2j have been exposed to the same delay, say hj , 0 ≤ hj ≤ hmax. So if we denote the output
of the lossy encoder that corresponds to uDnj by yEnj , then uDnj(k) = yEnj(k − hj). It should
be noted that n is a positive integer which is at most equal to the size of the set As. Let pnj
represent the conditional probability of having yEnj at the encoder given (yEf (k − hj), ηk−hjo ) at
time k− hj . The encoder-decoder set (E¯ , D¯) can be defined with exactly the same properties as
(E ,D) but different from it in the sense that E¯ outputs only yE1j at time k−hj with probability
p1j + p2j . This means having only uD1j at time k as decoder input instead of receiving either
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uD1j or uD2j . Let us define tj , k − hj; k ≥ hj . Then
Rˇ(tj) |(E,D) = Rˇ0(tj)
(aa)
= −
∑
n/∈{1,2}
pnj ln pnj − p1j ln p1j − p2j ln p2j
(ab)≥ −
∑
n/∈{1,2}
pnj ln pnj − (p1j + p2j) ln(p1j + p2j)
(ac)
= Rˇ(tj) |(E¯,D¯)
(38)
in which (aa) results from the definition of entropy and Rˇ(k), (ab) can be concluded based on the
fact that the function − ln(pnj) is monotonically decreasing, and (ac) follows from the definition
of Rˇ(k) for the scheme (E¯ , D¯). So Rˇ(tj) |(E¯,D¯) ≤ Rˇ(tj) |(E,D) for tj ≥ 0, and consequently
Rˇf (k) ≤ Rˇf0(k).
The above procedure can be iterated for evey pair with the same characteristics as (uD1, uD2)
to make sure that there are no two inputs of the reproduction decoder mapped into one identical
u(k) at time instant k. Such iteration will then yield an invertible decoder. In other words,
when the pair (E¯ , D¯) is used, knowing (ui, ηid, Si) is equivalent to knowing (uiD, ηid, Si) with
u(i) = u0(i) and Rˇf (i) ≤ Rˇf0(i), ∀i ≤ k. Our main claim now follows by repeating the above
for every k ≥ 0.
APPENDIX B
PROOFS
A. Feasibility proof for Dinf(h), ϑ
′
u(D) and ϕ
′(D)
Suppose that in the standard architecture depicted in Fig. 10, G, x0 and w satisfy Assump-
tion III.1 and K follows u(k) = Kk(yk−h). Considering the Gaussianity of x0 and w and the
fact that G is LTI, we can imply from some results in [33] that:
Dinf(h) = inf
K∈κ
σ2z , (39)
in which σ2z denotes the steady-state variance of output z and κ is the set of all proper LTI
filters which render the system of Fig. 10 internally stable and well-posed. The assumptions
considered for G guarantee that finding Dinf(h) is feasible. Since Dinf(h) can be obtained, for
every ζ ∈ (0, D −Dinf(h)), there exists K1 ∈ κ which gives σ2z1 , σ2z |K=K1≤ Dinf(h) + ζ < D
for the system of Fig. 10. Applying K1 to this system results in a stable setting which is a special
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Fig. 10: Standard feedback loop over which Dinf(h) is defined
case of the NCS depicted in Fig. 5 with J = 1 and r = t = K1y′ where the steady-state variance
of t, σ2t = σ
2
t1
, is finite. Therefore, since K1 ∈ κ, it can bring internal stability and well-posed-
ness to the feedback loop of Fig. 5 in the presence of any additive noise η with steady-sate
variance σ2η ∈ R+. So σ2z′ = σ2z1 + χzσ2η and σ2t = σ2t1 + χtσ2η can be concluded, when taking η
into account as an AWGN with finite variance σ2η for the system of Fig. 5. It should be noted that
χt, χz ≥ 0 depend only on K1. Now by choosing ζ = (D −Dinf(h))/3 and the variance σ2η =
(D −Dinf(h))/(3χz) for the AWGN, there exists K1 ∈ κ rendering the NCS of Fig. 5 internally
stable and well-posed in a way that σ2z′|(B,J,σ2η)=(K1,1,σ2η) ≤ Dinf(h) + 23(D −Dinf(h)) < D. Then
the following can be obtained for the structure of Fig. 5:
σ2t
σ2η
|(B,J,σ2η)=(K1,1,σ2η) =
3σ2t1χz
D −Dinf(h) + χt <∞. (40)
So considering Jensen’s inequality and concavity of logarithm, we can deduce that the problem
of finding ϑ′u(D) in (29) is feasible for every D > Dinf(h). The feasibility of the problem of
finding ϕ′(D) in (32) is inferred immediately from (40) for any D > Dinf(h).
B. Proof of Theorem 3
Due to the validity of D > Dinf(h), one can always find at least one coding-control pair, say
Eˆ and Dˆ, that while satisfying Assumption III.2, renders the NCS of Fig. 4 SAWSS in such a
way that σ2zˆ ≤ D and
R ≥ I(h)∞ (yˆ → uˆ) ≥ I(h)∞ (yˆG → uˆG) =
1
4pi
∫ pi
−pi
log
(Su˘(ejω)
σ2
ψˆG
)
dω. (41)
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In (41), processes zˆ, yˆ and uˆ are the counterparts of z, y and u in Fig. 4, respectively. Moreover,
the inequalities and identities in (41) stem from Theorem 2 if conditions in Lemma 3 and
Lemma 4 are satisfied. Therefore, (yˆG, uˆG) are jointly Gaussian counterparts of (yˆ, uˆ) as in
Lemma 3 and Su˘ represents the steady-state power spectral density of uˆG as in Lemma 4. The
pair (yˆG, uˆG) with conditions stated in Lemma 3 can be generated by a scheme which certifies
σ2zˆG ∈ (Dinf(h),∞) and is comprised of linear filters with a unit-gain noisy channel and delay
h as follows:
uˆG(k) = Lk(yˆ
k−h
G , uˆ
k−1
G ) + ψˆG(k − h), k ∈ N0, (42)
in which ψˆG(k) denotes a Gaussian noise with zero mean and independent of (yˆkG, uˆ
k−1
G ). Since
Lk is a linear and causal mapping, we can redescribe uˆkG as
uˆkG = Qkψˆ
k−h
G + Pkyˆ
k−h
G , k ∈ N0. (43)
It follows from causality in (43) that ∀k ∈ N, Bk and Gk are lower triangular matrices with
Bk−1 and Gk−1 on the top left corners. This together with the fact that (yˆG, uˆG) are jointly
SAWSS allow us to conclude that based on transitivity of asymptotic equivalence for products
and sum of the matrices in [34], the sequences {Qk} and {Pk} are asymptotically equivalent
to sequences of lower triangular Toeplitz matrices. Furthermore, using Lk as in (42) will bring
internal stability and well-posed-ness to the corresponding NCS. Now let us set J = 1 and B
as a concatenation of linear filters with the same behaviour as steady-state behaviour of Lk in
(42) for the auxiliary system of Fig. 5. Moreover, suppose that η has a variance equal to σ2
ψˆG
.
So based on the asymptotic equivalence between the matrix representations of L and {Lk},
choosing J , B and η as above will render the system of Fig. 5 well-posed and internally stable.
More specifically, the latter set of filters and the noise will give WSS processes to which uˆG
and zˆG converge. Therefore, for the control input u′ and error signal z′ in the feedback loop of
Fig. 5, Su′ = Su˘ and σ2zˆG = σ
2
z′ hold. Then based on Lemma 4, the directed information rate in
the NCS of Fig. 5 can be expressed as
I(h)∞ (y
′ → u′) = 1
4pi
∫ pi
−pi
log
(Su′(ejω)
σ2η
)
dω =
1
4pi
∫ pi
−pi
log
(Su˘(ejω)
σ2
ψˆG
)
dω, (44)
First, we can deduce that any pair (Eˆ, Dˆ) with properties stated above has a counterpart com-
prised of LTI filter B, J = 1 and the white Gaussian noise η in architecture of Fig. 5 in such
a way that I∞(y′ → u′) ≤ I∞(yˆ → uˆ) and σ2zˆ = σ2z′ . Secondly, the main problem is finding the
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Fig. 11: The LTI system whose internal stability guarantees the internal stability of the auxiliary system in Fig. 5
infimum of R over all mappings (Eˆ, Dˆ). With all of this in mind, it can be implied from (44)
and (41) that the lower bound for R(D) would be equal to the rightmost term of (29) which
completes the proof.
C. Proof of Lemma 5
The necessary and sufficient condition for the feedback loop of Fig. 5 to be internally stable
and well-posed is that every entry of the transfer function matrix from input [η, w, ψ1, ψ2]T to
outputs [z′, y′, r, u′]T in the system of Fig. 11 belongs to RH∞ [35]. Such a transfer function
matrix, which we denote by T , is described as follows:
T =

G12Jz
−hM G11 +G12Jz−hByMG21 G12z−h(1−Brz−1)M G12Jz−hByM
G22Jz
−hM G21(1−Brz−1)M G22z−h(1−Brz−1)M G22Jz−hByM
M G21ByM G22z
−hByM ByM
JM G21JByM (1−Brz−1)M JByM
 , (45)
where
M , (1−Brz−1 −G22Jz−hBy)−1. (46)
Now, let us shift the delay block in the system of Fig. 5 to the plant model in a way that for
the newly obtained system, the plant is described by
Ga =
 G11 z−hG12
G21 z
−hG22
 . (47)
Such an auxiliary NCS is depicted by Fig. 12. Except for the plant model (47), everything
32
BJ
´
w
x0
z-1
Ga
za
ya
tara
ua
Fig. 12: The equivalent system with the same ϕ′(D) as the NCS of Fig. 5
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Fig. 13: The auxiliary feedback loop characterizing the internal stability of the NCS of Fig. 12
in the feedback loop of Fig. 12 is assumed to be the same as in the system of Fig. 5. The
internal stability and well-posed-ness of the feedback loop of Fig. 12 is guaranteed if and only
if every entry of the transfer-function matrix, say Ta, from [η, w, ψ1, ψ2]T to [za, ya, ra, ua]T in
Fig. 13 belongs to RH∞. It is straightforward to see that Ta = T . So an equivalence holds
between internal stability and well-posed-ness of the system of Fig. 12 and the NCS of Fig. 5.
In other words, every triplet (B, J, σ2η) rendering the feedback loop of Fig. 12 internally stable
and well-posed, will bring internal stability and well-posed-ness to the NCS of Fig. 5 as well.
One other implication of Ta = T is that using an stabilizing (B, J, σ2η) commonly for NCSs
of Fig. 5 and Fig. 12 will lead to an identical ϑ′r(B, J, σ
2
η). This is due to the properties of
LTI systems exposed to Gaussian and stationary inputs. Furthermore, those properties lead to
deriving the following H2-norm expressions for SNR and variance of the output z′ in the NCS
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of Fig. 5:
σ2t
σ2η
= ‖M − 1‖22 + ‖ByMG21‖22σ−2η ,
σ2z′ =
∥∥G11 +G12N(1−G22N)−1G21∥∥22 + ‖G12JM‖22σ2η,
(48)
in which N , JByz−h(1−Brz−1)−1. Likewise, the SNR and variance of the output z in the
NCS of Fig. 12 is formalized in terms of H2-norms as follows:
σ2ta
σ2η
= ‖Ma − 1‖22 + ‖ByMaG21‖22σ−2η ,
σ2za =
∥∥∥G11 +G12z−hNa(1−G22z−hNa)−1G21∥∥∥2
2
+ ‖G12JMa‖22σ2η,
(49)
where Ma = M and Na , JBy(1−Brz−1)−1. It follows from (48) and (49) that (σ2t /σ2η) =
(σ2ta/σ
2
η) and σ
2
z′ = σ
2
za . Therefore, upon using the same stabilizing triplet (B, J, σ
2
η), the channel
SNR and the variance of the output characterizing performance will be the same for the NCSs
of Fig. 5 and Fig. 12.
According to [12, Lemma 4.1], for any pair (B, J) = (B1, J1) that renders the feedback loop
of Fig. 12 internally stable and well-posed, there exists another pair with the same properties
as for (B2, J2) in this lemma. Then our claims follow immediately from the above equivalences
between the NCS of Fig. 12 and the NCS of Fig. 5.
D. Proof of Corollary 2
The feasibility of obtaining ϑ′u(D), caused by D belonging to (Dinf(h),∞), certifies the
existence of a triplet, say (Bζ , 1, σ2ηζ), that leads to σ
2
z′ ≤ D for the system of Fig. 5. In the latter
triplet, Bζ is assumed to be a proper LTI filter and σ2ηζ ∈ R+. This together with the definition
of ϑ′u and ϑ′r in (29) and (30), respectively, yields the following:
ϑ′u(D) + ζ ≥ ϑ′r(Bζ , 1, σ2ηζ), ∀ζ ∈ R+. (50)
Moreover, the triplet (Bζ , 1, σ2ηζ) with aforementioned properties meets the conditions in Lemma 5.
Therefore, another triplet, say (B˜ζ , J˜ζ , σ2ηζ), exists in such a way that implementing it brings
internal stability and well-posed-ness, keeps σ2z′ intact, and yields
ϑ′u(D) + ζ ≥ 1
2
log(1 +
σ2t
σ2η
)|(B,J,σ2η)=(B˜ζ ,J˜ζ ,σ2ηζ ) − ρ (51)
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for the LTI feedback loop of Fig. 5. Note that J˜ζ is a biproper filter while B˜ζ only needs to be
proper. Now the fact that (51) holds for any ζ, ρ > 0, the definition of ϕ′(D) in (32), and the
claim of Theorem 3 complete the proof.
E. Proof of Lemma 6
Let G˜h denote the transfer-function matrix from [w˜ r]T to [z˜ t]T in Fig. 6. Since rh is
related to r by rh = rz−h, we can conclude that G˜h meets the conditions of being proper and
real rational, and containing a strictly proper SISO open-loop transfer function from r to t. Now
having the schemes described via (33) and (34) in mind, we can deduce our claim immediately
from [12, Lemma 5.1].
F. Proof of Lemma 7
Let us assume that a linear source coding scheme is implemented in the feedback path of the
main system in Fig. 4. Due to the feasibility of finding ϕ′(D), which necessitates satisfaction of
Assumption III.1, we can conclude the existence of proper LTI filters B and J that together with
an AWGN, say η, render the NCS of Fig. 4 SAWSS. It stems from some properties of internal
stability that the system will still be stable if one keeps the latter filters B and J and only sets
η as η = 0. This signifies that in the case of unity feedback (t = r), internal stability and well-
posed-ness are guaranteed for the open-loop system between r and t. We come immediately to
the conclusion that (35) holds based on [10, Corollary 5.3] and statistical characteristics of the
dither mentioned in Lemma 6.
G. Proof of Theorem 4
Considering the feasibility of finding ϕ′(D), results of Lemma 5, lemma 6, and Lemma 7,
and invertibility of the decoder, we conclude the claim by following the same steps as in [12,
Theorem 5.1].
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H. Proof of Lemma 8
One of the common feedback loop components across the considered cases in Fig. 8 is the
LTI plant G which is described by state-space difference equations as follows:
G :

x(k + 1) = Ax(k) +B1w(k) +B2u(k)
z(k) = C1x(k) +D11w(k) +D12u(k)
y(k) = C2x(k) +D21w(k),
(52)
where x ∈ Rnx represents plant states and u, w, y and z are inputs and outputs defined as in
(1). Moreover, A, B1, B2, C1, C2, D11, D12, and D21 are time-invariant matrices of appropriate
dimensions. According to the recursion in (52), the states and outputs of the plant at each time
instant i ∈ N0 can be expressed in terms of initial conditions, disturbance and control inputs as
follows: 
x(i) = Aix(0) + B1(i)wi−1 + B2(i)ui−1
z(i) = C1A
ix(0) +D11(i)wi +D12(i)ui
y(i) = C2A
ix(0) +D21(i)wi +D22(i)ui−1,
(53)
where the involved matrices are defined as
B1(i) = [Ai−1B1 Ai−2B1 . . . B1]
B2(i) = [Ai−1B2 Ai−2B2 . . . B2]
D11(i) = [C1Ai−1B1 C1Ai−2B1 . . . C1B1 D11]
D12(i) = [C1Ai−1B2 C1Ai−2B2 . . . C1B2 D12]
D21(i) = [C2Ai−1B1 C2Ai−2B1 . . . C2B1 D21]
D22(i) = [C2Ai−1B2 C2Ai−2B2 . . . C2B2].
(54)
For the case where the time delay is imposed by the error-free digital channel between the
encoder-controller and the decoder-controller, the relationship between the control input and
the sensor output is characterized based on (5)-(9). The dynamics described by (5)-(9) can be
summarizd in the constant channel delay case as follows:
yq(k) = Ek(y
k, ηke )
uq(k) = yq(k − h)
u(k) = Dk(u
k
q , η
k
d),
(55)
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where Ek and Dk represent causal, but otherwise arbitrary, mappings at each k ∈ N0. It follows
from (55) that uk can be stated as an arbitrary function, say Nk, of (ηkd , y
k−h, ηk−he ), i.e., u
k =
Nk(η
k
d , y
k−h, ηk−he ). Then from (53) and by induction, we can conclude that at each time instant
k ∈ N0, x(k) is a function of (x(0), wk−1, ηk−1d , ηk−1−he ), z(k) is a function of (x(0), wk, ηkd , ηk−he ),
and y(k) is a function of (x(0), wk, ηk−1d , η
k−1−h
e ).
In the second case, it is the link between the decoder-controller and the plant that induces the
time delay. For such a setting, Ek, Dk, ηe(k) and ηd(k) yield a scheme with following dynamics:
yq(k) = Ek(y
k, ηke )
uq(k) = yq(k)
u(k) = Dk−h(uk−hq , η
k−h
d ).
(56)
It follows from (56) that in this case, uk can be expressed as uk = Mk(yk−h, ηdk−h, ηk−he ),
∀k ∈ N0, where Mk is an arbitrary mapping which is specified by {Ei}k−hi=0 and {Di}k−hi=0 .
Substituting such an expression into (53) an by induction, we can rederive x(k), z(k), and y(k) as
functions of (x(0), wk−1, ηk−h−1d , η
k−1−h
e ), (x(0), w
k, ηk−hd , η
k−h
e ), and (x(0), w
k, ηk−h−1d , η
k−h−1
e ),
respectively.
As the third case, we focus on a structure in which the delay is introduced by the path between
the sensor and the encoder-controller. In this situation, the coding scheme is described by causal
mappings Ek and Dk, and side informations ηe(k) and ηd(k), as follows:
yq(k) = Ek(y
k−h, ηke )
uq(k) = yq(k)
u(k) = Dk(u
k
q , η
k
d).
(57)
Taking the same steps as for the previous cases, we derive uk = Sk(yk−h, ηdk, ηke ), ∀k ∈ N0,
where Sk is a causal mapping and a function of {Ei}ki=0 and {Di}ki=0. Then considering (53)
and based on induction, we come to the conclusion that for the closed-loop system considered in
this case, x(k) is a function of (x(0), wk−1, ηk−1d , η
k−1
e ), z(k) is a function of (x(0), w
k, ηkd , η
k
e ),
and y(k) is a function of (x(0), wk, ηk−1d , η
k−1
e ) for all k ∈ N0.
According to the above observations, comparing system states x, sensor output y, and the
output z at each time instant indicates that such signals are not necessarily equal across the
three cases studied above if the systems share the design (mappings for coding and control
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and side information) and have the same initial conditions and exogenous inputs. So values of
each signal change by relocating the delay component in the NCS of Fig. 4. However, it is
straightforward to see from the structure of the variables describing processes x, z, and y that
the equivalence over cases can be obtained under the condition that everything is the same across
the cases except for side information which can be considered as decision variable.
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