An algorithm for automated construction of a sparse Bayesian network given an unstructured probabilis tic model and causal domain information from an expert has been developed and implemented. The goal is to obtain a network that explicitly reveals as much information regarding conditional indepen dence as possible. The network is built incrementally adding one node at a time. The expert's information and a greedy heuristic that tries to keep the number of arcs added at each step to a minimum are used to guide the search for the next node to add. The prob abilistic model is a predicate that can answer queries about independencies in the domain. In practice the model can be implemented in various ways. For ex ample, the model could be a statistical independence test operating on empirical data or a deductive prover operating on a set of independence statements about the domain. networks and influence diagrams.
Introduction
Bayes' belief networks (influence diagrams with only chance nodes) are usually constructed by knowledge engineers working with experts in the domain of inter est. There are several problems with this approach.
The expert may have only partial knowledge about the domain. In addition, there is a "knowledge ac quisition bottleneck" problem when trying to build a knowledge base in this manner. It would be desirable to automate this modeling process such that belief networks could be constructed from partial domain information that may be volunteered by the expert and empirical data from the domain. Readers are re ferred to [3] , [2] , [5] , [1] and [4] for details on Bayes'
networks and influence diagrams.
A view of the general induction problem
The problem of inducing a Bayesian network from empirical data and domain information can be viewed as consisting of two subproblems:
1. How does one construct a dependency model for the variables in the domain? A dependency model is a set of statements of the form "X is independent of Y given Z" written as I(X, Z, Y) where X, Y and Z are disjoint sets of variables in the model [ 3 ] . Thus, a predicate that can ass ign a truth value to statements of the form I( X, Z, Y) is a dependency model.
2.
Given a predicate of the form described above, 
2).
The solution to the first subproblem calls for a tractable statistical test for testing independence.
The solution to the second subproblem requires build ing a structured model from an unstructured one.
The work described in this paper concentrates on this structuring problem.
Problem statement
In the context of the previous section, a more precise statement of the problem we are solving here is as follows. We are given:
• A black box that can answer questions of the type "Is X independent of Y given Z?" where X, Y and Z are sets of variables in the domain.
This could, for example, be a statistical test op erating on empirical data or a deductive prover that knows the basic probability model axioms and operates on a declarative set of indepen dence statements.
• Some partial expert information about the do main. The expert may make the following kinds A is a cause of B declares that the ex pert views A as a direct predecessor of B in the belief network representation (see [3] ).
-Make explicit independence declarations of the form I(X, Z, Y) where X, Y and Z are sets of domain variables.
Our goal is to build a sparse Bayesian network for the domain given the information above.
In a model it is usually easy for an expert to identify some 'primary' causes and some observables. 
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Bayesian networks
The work described in this paper makes use of the terminology and results found in Pearl [3] . A brief summary of the relevant material follows. 
Or, equivalently: A belief network has to be sparse if it is to be comprehensible to the user and inference using the network is to be computationally tractable. Using the boundary DAG algorithm as a point of depar ture, our solution to the problem of building a belief network from a probabilistic model and expert infor mation attempts to build a sparse Bayesian network by choosing an appropriate ordering of the nodes.
3
The construction algorithm
The boundary DAG method [3] is a simple way of building a Bayesian network for a set of variables.
The recursive statement of the algorithm for building a Bayesian network of k + 1 variables is as follows:
Given: A Bayesian network f{ consi sting of k variables and a variable xk+l to be added to the Bayesian network .
Algorithm: Using the independence predi cate find the smallest subset P of the vari ables in I< su ch that I( {Xl:+d, P, I<-P).
Designate the variables in P as the prede cessors of X k+ 1.
We could adapt this algorithm to build a sparse The algorithm recurses until all the nodes have been added to the network.
Complexity
The algorithm outlined above requires ( n -k )2 k in dependence checks when adding the k + lth node. The total number of independence checks required is 0(2n+l ). Using the contrapositive form of the de composition axiom for probabilistic models [3] it can be shown that once a particular subset Sof a partial belief network ]{ has been found not to be a bound ary stratum for a candidate node C it will not be found to be a boundary stratum for the candidate C even if the belief network K is augmented with some new nodes. This allows us reduce the total number of independence checks to 0(2n). Nevertheless, the algorithm is still exponential. Despite this, it should be noted that once a boundary stratum S, for a candidate node C has been found , there is no need to check al'l the subsets of K which are larger than Sc. The hypothesis in having the expert information available is to guide the algo rithm along towards a sparse belief network. If this is indeed the case, the S,'s are small and the algo rithm runs in far smaller than exponential time. For example, if we operationalize our sparseness hypoth esis as the assumption that the maximum number of predecessors that a node can have is p, then at each step of the construction algorithm we need to check only those subsets of nodes of the existing network which are of size less than or equal to p to find the boundary stratum of a candidate node. The overall complexity in such case is polynomial (O(nP+2) ).
Indeed, tests with the implemented system show that the algorithm takes far less time and gener ates results that are more desirable (belief nets with smaller number of arcs) as the amount of expert in formation available increases. In the trivial extreme, it is possible for the expert to basically "give the sys tem the answer" by giving enough information to al low the total ordering of the nodes. In such a case the system serves to verify the expert's intuitions rather than to fill in the gaps in the expert's modeL
Results
The belief network construction algorithm described above has been implemented in Common Lisp on a Symbolics workstation. The system is an experimen tal module in a comprehensive belief network and influence diagram evaluation and analysis package called IDEAL (6}. During testing of the system the underlying probability model has been implemented as a be lief network and the independence test has been implemented as d-separation in this belief network. Though this may seem a little strange at first, it should be borne in mind that we are concentrating on the construction of a sparse belief network given a probability model and an independence predicate that operates on the model (Sec 1.1) . The exact im plementation of the model and the test do not have any effect on the results of the algorithm. In addi tion, there is a benefi t to testing the system this way. The topology of the underlying belief network (i.e the belief network that represents the underlying proba bility model) gives us a standard against which our rebuilt network can be compared. The best possi ble rebuilt network will be identical to the underly ing network since, in that case, it is a perfect map of the underlying model. All other possible rebuilt networks will be minimal I-maps of the underlying belief network but will not necessarily show all the independencies embodied in the underlying network.
During the construction of the expert informa tion DAG obvious contradictions in the expert's in formation are detected by the system and have to be corrected by the user. For example, the expert may specify a set of cause-of relations that lead to a cycle in th e DAG. Another example of an error is specifying that a hypothesis node is caused by some other node. The system also verifi es the expert's information as it builds the network and warns the user when it finds deviations between the model it is building and the expert's information. For example, the expert may have declared that variable A is a cause of variable B while the system may fi nd that the boundary stratum of B does not contain A.
Fig 2 is
an exam p le of an underlying netwotk, the expert information (as a partially specified DAG) and the rebuilt network. The expert information consists of (I) the identities of all the evidence nodes (Y3, Y2 and Yl) and hypothesis nodes (U2 and Ul). (2) knowledge of the existence of some arcs (see Fig 2b) . The rebuilt network is similar to the underlying net work except for the arcs among the subset of nodes Wl, W2, U1 and V. It is interesting to note that the rebuilt network can be obtained from the origi nal by two sequential arc reversals -reversal of arc V----> W2 followed by reversal of arc V ___,. Wl 3.
If the arc V --+ W2 is added to the expert in formation DAG then the rebuilt network is identical to the underlying network (Fig 3) . Fig 4 is a. slightly larger example. Here we have attempted a crude calibration of the sensitivity of the system to the amount of causal expert informa tion available. The underlying belief network has 26 nodes and 36 arcs. The expert information initially consists of (1) the identities of all the evidence and hypothesis nodes and (2) knowledge of the existence of all the arcs (i.e the expert knowledge consists of causal statements that describe all the arcs in the underlying diagram). The system builds the network with this information. The knowledge of the eris tence of some random arc in the underlying model is then deleted from the expert information DAG. The system builds the network again. This delete/build cycle is repeated many times. Figure 5a. shows the variation in the number of arcs in the rebuilt network versus the number of arcs in the expert information DAG. Taking the number of arcs in the rebuilt net work to be a rough indicator of the quality of the rebuilt network we see that the quality of the model improves as the amount of expert information avail able increases. Figure 5b shows the amount of time required to build the model against the number of arcs in the expert information DAG. The time re quired decreases as the expert information available mcreases.
5
Discussion and further work
As expected, the belief network constructed by the system depends strongly on the amount of expert information available. We are at present trying to characterize what types of information are critical to building good models. Our experience with the sys tem shows that the identification of hypothesis a.nd evidence nodes by the expert seems very important if a reasonable model is to be built. If this system is to be applied to induce a belief network from empirical data. it is imperative that an inexpensive and fairly accurate statistical indepen dence test be used. Well characterized conditional independence tests involving larger numbers of vari ables may not be tractable. It may be necessary, therefore, to make use of appropriate approximation techniques or less formal tests that may be more 
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The system, as it is implemented now, guar antees that the network constructed is a Bayesian network, i.e a minimal I-map. The expert informa tion is used merely to guide the search for the next node. The actual boundary stratum of the next node is found from scratch using the independence test.
Thus, in a sense, the system "trusts" the underlying model more than the expert. Substantial computa tional gains could be achieved if the system started out looking for the boundary stratum of a node un der the assumption that the causes that the expert has declared for the node are necessarily members of the boundary stratum of the node. However, using this approach would no longer guarantee that the be lief network constructed is a minimal 1-map of the underlying model. 
