Measurements of online social networks (OSNs) support the common fact that not all links carry the same social value, and that the strength of each link is strictly related to the frequency of interactions between the connected users. In this paper, we investigate the predictability of the interactions on OSN links by wondering if it is possible to categorize interactive or non-interactive links at their creation time. We turn the problem into a binary classification task and introduce a set of features which leverage the temporal and topological properties of the social and interaction networks, without requiring the knowledge of the interaction history of the link. The best classifier trained on a Facebook dataset obtained 0.72 as AUC. The above performance suggests that we can distinguish between interactive/non-interactive links at the time of link creation.
INTRODUCTION
In the last years a great research effort has been spent to gather and measure users' relationships and their interactions through online social platforms including Facebook, Twitter, LinkedIn and Renren. These studies let emerge an across-the-board fact: not all links carry the same social value and the presence of a link between two users does not provide any information about their tie strength. Essentially the above social networks are an ensemble of links expressing strong and accidental friendships, acquaintances or even malicious relationships which need to be distinguished. To this aim a few studies [1, 2] , while focusing on the estimate of the perceived tie strength through data from online social networks, have confirmed the fundamental role of the frequency of the interactions in determining a correct prediction of the link strength. Moreover the network among interacting users (interaction network) presents remarkable structural differences w.r.t the related social network in terms of small-worldness, hub nodes and outcomes of some graph-based applications [5] .
Due to the above findings the interactions occurring on OSN links are becoming an important research topic, in particular their predictability has been partially investigated [3] . In this paper we ask whether the interactivity of two connected users can be predicted a) without requiring that users label links with a perceived tie strength; b) requiring that the prediction happens as soon as possible, i.e. at the creation of the link, namely imposing a zero-knowledge about the history of the interactions; and c) assuming no additional information except the timestamp for each interaction. Formally our formulation of the interaction prediction problem provides that, given a link et(ij) created at time t in the social network G and a function n T ι : E → N which returns the number of interactions on a link till the time T , we find a binary function i such that:
The function i must be applied at the creation time t of the link et, i.e. the function will predict the interactivity of the pair (i, j) as soon as they will connect. The problem turns into a binary classification task, so we train and compare a set of binary classifiers that detect future interactive links at their creation. We have trained the classifier on a public Facebook dataset that includes temporal annotated relationships and interactions between the users. Due to the temporal constraint, the predictors cannot rely on the past interactions occurring on a link, unlike other proposed methods which exploit the interaction history [2] . This way we have to rely only on the topological (common neighbors, degree, clustering coefficient) and temporal features of the social network and a few properties taken from the interaction network at time t. The final results on the Facebook dataset show that the best classifier obtained 0.72 as AUC value and an accuracy equal to 0.65. The above outcomes suggest that we can distinguish between interactive/ non-interactive links at the link creation time.
Solutions for the interaction prediction problem would be useful to different social network applications. For instance, they could be apply to rank or filter user news feeds, or automatically setting the visibility of users' posts, or improve resource partition and allocation by estimating the volume of data access between users.
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DATASET
In this study we employ a network sample gathered from Facebook [4] . The dataset results from a crawling of the New Orleans Facebook network and captures the network growth of about 60.000 nodes and 800.000 links from September 2006 to January 2009. It contains the timestamped creation of users and edges, but 4.2% of vertices and 6.0% of links, which were not considered in our analysis. Moreover it contains user Wall interactions between 176054 pairs of users, corresponding to about 21% of the links in the network.
FEATURES
When coping with a supervised learning task, it is fundamental to identify a useful set of features on which to train the predictor. Our formulation of the interaction prediction problem relies on three main concepts: the social graph, the interaction network and the temporal information about their elements. This way we compute properties belonging to three different categories: topological features, interaction-graph features and temporal features. Topological features.
In this category fall all the measures which depend on the state of the social graph G at the creation of a link. It involves the typical scores used in link prediction to assess the likelihood of a link to be created and metrics which estimate the centrality of nodes. Specifically, we favor computationally fast scores since they are computed every time a link is created. Given a link et(ij), this category includes a) the i and j's clustering coefficient measured at the creation time t; b) the i and j's degree at time t; c) the Jaccard Coefficient JC on i and j's neighborhoods at time t; and d) the Adamic-Adar Coefficient AA on i and j's neighborhoods at time t. Interaction-graph features.
This category includes characteristics which depend on the interaction graph I. To this aim we define the neighborhood of a node i in I at time t, i.e. Γ(i) I t = {j|e t (ij) ∈ I, t < t}. From the interaction graph we extract for each "newborn" link et(ij) the following features:
for u = i, j, where n t ι (u) denotes the number of interactions made by the node u and t(u) is u's creation time.
Average interaction intensity; F
The features 1-2 relate to the centrality in I of the link endpoints and their correlation, 3-5 capture the willingness to interact and the level of activity of the link endpoints, while 6-7 measure the embeddedness of the new link in I considering or not the degree of interactivity of the endpoints. Temporal feature.
In [6] we introduce the link delay to indirectly measure the eagerness of a tie, obtained by 
RESULTS
We transform the interaction prediction into a binary classification problem. The negative class includes links with none or at most δ interactions from the creation of the link to the end of the sampling T , while the positive class contains the remaining links, the most interactive. To mitigate problems given by missing values we remove links where the delay is not defined and nodes which do not interact at all. Moreover we consider only links created an year before the end of the sampling.
In our case the complexity of the classification task is mainly given by the highly imbalanced classes. In accordance with the results in [5] , the interaction network is more sparse than the related social network and consequently many links do not convey any interaction. To overcome this issue, we built a balanced training dataset by downsampling, thus keeping the positive instances and randomly picking an equal number of negative instances.
As partially shown in Table 1 , we use the following classifiers: Logistic, Random Forest, Logit Boost, AdaBoost, Naive Bayes and a decision tree (C4.5). Since the dataset is imbalanced we evaluate the goodness of the classifiers in terms of accuracy, precision and AUC. In particular the last two metrics are suggested in literature in case of imbalanced classes. As reported in Table 1 , the Logistic classifier obtains the best performance in terms of AUC and accuracy in the δ = 4 setting. This way, given an active link, the classifier is able to correctly detect it with a probability greater than 0.65. In general the above results show that we can reasonably distinguish between interactive and non-interactive links at the time of the link creation.
