In normal foveal vision, visual space is accurately mapped from retina to cortex. However, the normal periphery, and the central field of strabismic amblyopes have elevated position discrimination thresholds, which have often been ascribed to increased 'intrinsic' spatial disorder. In the present study we evaluated the sensitivity of the human visual system (both normal and amblyopic) to spatial disorder, and asked whether there is increased 'intrinsic' topographical disorder in the amblyopic visual system. Specifically, we measured thresholds for detecting disorder (two-dimensional Gaussian position perturbations) either in a horizontal string of N equally spaced samples (Gabor patches), or in a ring of equally spaced samples over a wide range of feature separations. We also estimated both the 'equivalent intrinsic spatial disorder' and sampling efficiency using an equivalent noise approach. Our results suggest that both thresholds for detecting disorder, and equivalent intrinsic disorder depend strongly on separation, and are modestly increased in strabismic amblyopes. Strabismic amblyopes also show markedly reduced sampling efficiency. However, neither amblyopic nor peripheral vision performs like ideal or human observers with added separation-independent positional noise. Rather, the strong separation dependence suggests that the 'equivalent intrinsic disorder' may not reflect topographic disorder at all, but rather may reflect an abnormality in the amblyopes' Weber relationship.
Introduction
In normal foveal vision, visual space is accurately mapped from retina to cortex. The precise topographical mapping provides a veridical representation of the world, and enables the visual system to maintain very precise spatial order. Thus, in normal foveal vision, we are able to judge the locations of objects with great precision when a reference is nearby. Not all visual systems are able to judge location so accurately. For example, both the normal periphery, and the central field of strabismic amblyopes have elevated position discrimination thresholds. This poor positional discrimination has often been ascribed to increased 'intrinsic' spatial disorder, i.e. topographical disorder in the positions of cortical receptive fields, that is uncalibrated (Hess, Campbell & Greenhalgh, 1978; Levi, Klein & Aitsebaomo, 1985; Wilson, 1991; Hess & Field, 1993 Field & Hess, 1996; Wang, Levi & Klein, 1998) .
Evidence for raised intrinsic spatial disorder comes primarily from equivalent noise (or perturbation) studies. This approach has been widely used to estimate equivalent noise both in normal (Barlow, 1956; Levi & Klein, 1990a; Pelli, 1990) and amblyopic vision (Watt & Hess, 1987; Levi & Klein, 1990b; Kiorpes, Kiper & Movshon, 1994; Wang et al., 1998) . Specifically, performance is measured in the presence of external noise, and the amount of external noise that raises thresholds by a criterion amount (generally 2) is taken as an estimate of the equivalent intrinsic noise. Several studies have used this approach to measure position thresholds in the presence of noise (positional jitter), and have concluded that amblyopic eyes have increased equivalent positional noise (and hence increased topographical disorder). However, this interpretation is open to question. For one thing, several studies (Watt & Hess, 1987; Wang et al., 1998) used broadband stimuli (lines) . Amblyopic eyes analyze broadband stimuli through lower spatial frequency filters, so the increased 'equivalent noise' might actually reflect alterations in filter size, rather than increased topographical disorder in the brain (Levi, Waugh & Beard, 1994) . Recently, Hess, McIlhagga and Field (1997) addressed this issue by using narrow-band (Gabor) stimuli. They found that amblyopic eyes indeed required higher amounts of external noise to produce a threshold elevation than did fellow eyes, and that adding this external noise to the non-amblyopic eye mimics the amblyopic eye's performance on a task involving path detection (i.e. finding a path defined by Gabor orientation among distracters). They argued that the amblyopic eye's performance is limited by the intrinsic topographical disorder of cortical receptive fields, which is not calibrated, and that this disorder can be so extreme that it can actually exceed the receptive field size (Hess & Field, 1994; Field & Hess, 1996 ; but see also Levi & Klein, 1996) . Further, Hess and his colleagues (Hess & Holliday, 1992; Demanins & Hess, 1996; Hess, Wang, Demanins, Wilkinson & Wilson 1999) have argued that the positional deficit is 'scale invariant', suggesting that the cortical topology is disrupted similarly over a wide range of spatially scaled neural maps. Since amblyopia is often considered a 'high spatial frequency deficit' (e.g. Hess & Howell, 1977; Levi & Harwerth, 1977; Bradley & Freeman, 1981) , this is a surprising result.
On the other hand, some pattern discrimination tasks are robust to positional disorder, and the tolerance to positional jitter is determined mainly by feature separation, both in normal and amblyopic vision (Levi, Sharma & Klein, 1997; Levi, Klein & Sharma, 1999; . Specifically, both normal observers and strabismic amblyopes are able to discern the orientation of an E-like figure when the features are subjected to positional disorder with a standard deviation of up to about half the separation of the features (Levi et al., 1997 . Moreover, strabismic amblyopes seem to be inefficient in using all of the stimulus samples for pattern discrimination (Wang et al., 1998; Levi et al., 1999) . Thus, our goal in the present paper was to evaluate the sensitivity of the human visual system (both normal and amblyopic) to spatial disorder, and to ask whether there is increased 'intrinsic' topographical disorder in the amblyopic visual system. Thus, in the present manuscript, we measured thresholds for detecting disorder (two-dimensional Gaussian position perturbations) either in a horizontal string of N equally spaced samples (Gabor patches), or in a ring of equally spaced samples over a wide range of feature separations. We also estimated both the equivalent intrinsic spatial disorder and the sampling efficiency using the equivalent noise approach that has been widely used to estimate equivalent noise both in normal (e.g. Barlow, 1956; Pelli, 1990) and amblyopic vision. Our results suggest that both thresholds for detecting disorder, and equivalent intrinsic disorder depend strongly on separation, and are only modestly increased in strabismic amblyopes. Moreover, we show that neither amblyopic nor peripheral vision performs like ideal or human observers with added positional noise. Rather, the strong separation dependence suggests that the 'equivalent intrinsic disorder' may not reflect topographic disorder at all, but rather may reflect an abnormality in the comparison process that leads to Weber's law in the amblyopic visual system. On the otherhand, sampling efficiency seems to be quite robust to stimulus conditions, and markedly reduced in some amblyopes.
Methods
The stimulus consisted of either a string ( Fig. 1 top) or a ring ( Fig. 1 bottom) of N equally spaced circular Gabor patches (i.e. the luminance distribution of each element is described by the product of a circular Gaussian and an oriented sinusoid). We used Gabor patches because they are limited in their spatial frequency bandwidth (we used several different bandwidths, as specified in the text). The use of band-limited stimuli make it unlikely that differences between normal and amblyopic eyes can be explained on the basis of shifts toward lower spatial frequency linear first stage filters when viewing with the amblyopic eye (Levi et al., 1994) . Unless otherwise specified, the sinusoidal carrier was always vertical and in sine phase.
The stimuli were displayed on either a Mitsubishi Diamond Scan 20H or a 21TX monitor via a Cambridge Research Systems VSG 2 graphics card. The monitor frame rate was 72 Hz (non-interlaced) and the mean luminance of the display area was 56 cd/m 2 . In order to evaluate the sensitivity to spatial disorder, we measured thresholds for disorder detection using a 2-interval forced-choice (2-IFC) procedure. Rather than using deterministic position shifts, we created spatial disorder by perturbing the positions of the samples using two-dimensional Gaussian position jitter. Two-dimensional Gaussian jitter might be expected to mimic the topological disorder in human cortical receptive fields. The Appendix shows the connection between the disorder thresholds for 2-D Gaussian jitter (i.e. direction unknown) and the thresholds obtained for deterministic offsets (i.e. direction known) which are usually obtained for Vernier alignment or bisection. In the string experiments, one interval contained a horizontal string consisting of N equally spaced, parallel patches and the other contained the same patches, with their positions independently perturbed by one of five magnitudes of two-dimensional Gaussian jitter (specified by the standard deviation (SD) and presented at random). Unless otherwise specified, the carrier was always vertical, orthogonal to the horizontal orientation of the string, so that it would not provide a useful cue for alignment, and N was 5. The observer's task was to decide which interval contained the jitter. In order to evaluate performance over a wide range of stimulus conditions, we used two different strategies: (1) varying the observers' viewing distance, while keeping the screen dimensions of the stimuli constant. This has the advantage that at each viewing distance, the stimuli were scaled replicas. However, it has the disadvantage that changes in patch size, spatial frequency and separation are inextricably correlated. Thus we also (2) fixed the observer's viewing distance, patch size and spatial frequency, and varied the separation of the patches on the screen.
In the ring experiments, one interval contained N patches arranged (with uniform separation) around a notional circle with a fixed radius (R). In the other interval (chosen at random) the sample positions were independently perturbed by two-dimensional Gaussian jitter (as in the string experiments). For the ring experiments a black square (0.05°) was constantly present at the center of the screen to ensure appropriate fixation. To ensure that the fixation target did not provide a useful cue for shape discrimination, the actual positions of all of the samples varied randomly (by varying the position on the ring of the 'first' sample). In addition, the location of the entire ring was randomly offset from the center, by a uniform jitter (approximately twice the threshold) independently in one of eight orientations (at 45°intervals). In order to vary the separation of the patches we either varied the viewing distance (this varies the ring radius, patch size and spatial frequency as well as the interpatch separation), or varied N (the number of patches around a ring of fixed radius). This method results in a fixed patch size, spatial frequency and radius. These two rather different methods give similar results when thresholds are specified relative to the interpatch separation .
For both the string and the ring, each of the two temporal intervals was 500 ms (signaled by two tones) with an interstimulus interval of 500 ms, and the observer's task was to report which interval contained the disordered stimulus. Auditory feedback was provided after each response. Psychometric curves (with five near-threshold perturbations) were obtained for each stimulus condition, and disorder thresholds were estimated using a Weibull function. The disorder detection thresholds presented in Section 3 section refer to the means of at least four individual threshold estimates, and are specified at 75% correct (d% : 1.0).
In some experiments we equated stimulus visibility in the two eyes of our observers. This was accomplished by measuring detection thresholds (using a two-alternative forced choice procedure) for a single patch either at fixation, or at the position of one of the adjacent patches of the string or on the radius of the ring. These detection thresholds were used to equate performance in the two eyes (in multiples of the detection threshold).
Obser6ers
Four observers with normal visual acuity (three of the authors, and one naive as to the purpose of the experiments) and seven observers with strabismic amblyopia (see Table 1 for details) served as observers. For all observers, viewing was monocular, with the untested eye occluded with a black patch. All observers were well practiced in making psychophysical judgments. 
Results
The results are presented in two sections: we first consider the detection of disorder (with no added jitter), and then in subsequent sections we consider performance with added jitter.
3.1. Section 1 3.1.
Detecting disorder in strings
In normal foveal vision, thresholds for detecting disorder depend strongly on the separation of the features (Fig. 2) . Varying the observer's viewing distance while fixing the stimulus on the screen (i.e. varying the 'spatial scale' (Hess & Holliday, 1992) - Fig. 2 top panel) changes the patch separation, carrier spatial period and envelope standard deviation in inverse proportion to the viewing distance. However, for normal observers, holding the viewing distance, carrier spatial period and envelope standard deviation fixed, and varying the patch separation on the screen gives essentially identical results (as can be seen by comparing the 'vary distance' and 'vary separation' data in Fig. 2 bottom panel) . Note that Fig. 2 (bottom panel) presents data from a variety of different stimulus conditions (SD, SF, etc.) showing that in normal foveal vision the stimulus details make very little difference to performance. The dotted line shows the prediction of a simple eccentricity-based model (Levi & Tripathy, 1996) in which threshold, Th =k(Ecc+E 2 ) (where k is a fraction [ : 1/ 70] of the effective eccentricity, (Ecc+ E 2 ) of the patches on each side of the central patch; Ecc is the patch eccentricity and E 2 is the eccentricity at which the threshold is twice the foveal threshold).
All amblyopic eyes showed increased thresholds for detecting disorder as compared to the non-amblyopic eyes (Figs. 3 and 4) , and the increased thresholds are most evident at small separations and/or high spatial frequencies. With the exception of CB (the most severe amblyope - Fig. 3A ) and QM ( Fig. 3B ) all observers showed normal or near normal thresholds at large separations. For the amblyopic eyes both separation and carrier spatial frequency can influence performance. Low stimulus visibility may contribute to the loss at high spatial frequencies; however, disorder thresholds are increased in the amblyopic eye even when the visibility is matched to that of the non-amblyopic eye (by lowering the contrast in the non-amblyopic eye -gray symbols labeled 'Eq Visi' in Fig. 4A ). The amblyopic loss increases at high spatial frequencies (for a fixed patch size and separation) even when the stimulus visibility is held constant (Fig. 4B) . It is interesting to note that the effect of contrast on performance is similar in the two eyes (when specified with respect to the stimulus visibility in contrast threshold units (CTU) - Fig. 4C ).
One difficulty with the strings (or for that matter with 3-patch alignment or bisection) is that varying the separation of the patches (by varying the viewing distance or varying only the patch separation) alters the eccentricity of the non-central patches. Thus, patch separation and eccentricity are confounded. Indeed, the central assumption of the eccentricity model (dotted line in Fig. 2 ) is that performance is primarily limited by the eccentricity of the patches on either side of the middle patch. Thus, it is not clear whether most amblyopes normalize at large separations because the patches that limit performance are more eccentric, or because of the separation per se. For this reason we also measured the detection of disorder in rings.
Detecting disorder in rings
In normal foveal vision, thresholds for detecting disorder in rings comprised of 12 patches also depend strongly on the separation of the features (Fig. 5) . Varying the observer's viewing distance while fixing the stimulus on the screen increases the ring radius, the inter-patch separation, carrier spatial period and envelope standard deviation in inverse proportion to the viewing distance. However, for normal observers, holding the viewing distance, carrier spatial period and envelope standard deviation fixed, and varying the patch separation by altering the ring radius on the screen (circles with crosses in Fig. 5) gives essentially identical results. Elsewhere (Keeble & Hess, 1999; separation has been shown to be the principal limiting factor for rings. Similar to the string results, amblyopic eyes perform more or less normally at large separations and low spatial frequencies (filled symbols), and are degraded at small separations and low spatial frequencies. Varying only the carrier spatial frequency (while holding the circle radius and envelope standard deviation constant) has a modest effect on normal (or non-amblyopic) eyes (see also Keeble & Hess, 1999) ; however it has a marked effect on the amblyopic eyes (Fig. 6 ). For example, for DM's amblyopic eye, the disorder threshold was about one log unit greater than that of the non-amblyopic eye at 9 c/deg, and RH was unable to perform the task with his amblyopic eye at spatial frequencies above 12 c/deg. This amblyopic loss is not simply a matter of reduced visibility. Reducing the contrast in the non-amblyopic eye to equate the patch visibility (in multiples of the contrast detection threshold (ctu) gray squares) to that of the amblyopic eye at 100% contrast, does not equate performance in the two eyes; however, the small effect of spatial frequency on the normal and non-amblyopic eyes may be at least in part due to reduced visibility of the patches.
Detection of disorder is a Weber fraction of separation
For both strings and rings, disorder detection thresholds follow Weber's law, i.e. they are roughly proportional to the separation between patches. For strings (Fig. 7 ) the Weber fractions of normal observers (crosses) decrease (improve) to approximately 0.02 (1/ 50) as separation increases up to 30 min. For strings, varying the separation between patches also alters the eccentricity of the outer patches from the central (fixated) patch. As noted above, for strings, performance is reasonably well predicted by the eccentricity of the patches adjacent to the central patch (as shown below, only three or four equally spaced patches contribute to performance with strings - Fig. 14A ,B). The Appendix shows that the Weber fraction of around 0.02 (1/50) is just what would be expected for disorder detection (with direction of offset unknown), based on studies of alignment and bisection with direction of offset known.
Interestingly, for rings ( Fig. 8 ), thresholds (specified as Weber fractions) of the normal and non-amblyopic eyes are essentially identical when varying the viewing distance (and thus the radius, patch size and spatial frequency - Fig. 8A ) or when fixing the viewing distance and varying the separation by varying N (Fig.  8B ) from N =3 to 24. If separation is a critical determinant of the performance for rings, then varying N (the number of patches) while keeping the radius constant should result in a proportional change in thresholds, and thus a more or less constant Weber fraction for both normal and amblyopic eyes. This is strong evidence that patch separation constrains performance. Using different methods and observers we have previously reported that radius and N can be traded-off, indicating that it is the patch separation and not the eccentricity (which varies with radius) that constrains performance with rings .
The separation/eccentricity dependence of the amblyopic loss can be readily seen when plotted as a Weber fraction ( The amblyopic eyes demonstrates more pronounced effects of stimulus conditions. The gray symbols labelled ' =visi' show the performance of the non-amblyopic eye when the visibility is matched to that of the amblyopic eye (by lowering the contrast in the non-amblyopic eye). (B) For patches fixed in size and separation, the amblyopic loss increases at high spatial frequencies even when the stimulus visibility is held constant (the contrast of the patches was five times threshold for each eye and condition). (C) The effect of contrast on performance is similar in the two eyes (when specified with respect to the stimulus visibility in contrast threshold units (CTU)). above, varying separation by altering the viewing distance changes both the separation and eccentricity of the patches (for both strings and rings). Under these conditions, the amblyopic loss is always clearly greatest at small separations/eccentricities (Figs. 7 and 8A), and only two observers show a loss at the largest patch separation (CB and QM Fig. 7 ). Reducing the contrast in the non-amblyopic eye to equate visibility accounts for some (but not all) of this loss (gray open symbols and see Figs. 4 and 6).
It is not clear from Figs. 7 and 8A whether the normalization at large separation/eccentricity is an effect of separation or eccentricity. Demanins and Hess (1996) found that 3-patch alignment thresholds normalize in some (but not all) amblyopic eyes, when the entire display is viewed peripherally. Varying the separation of the patches in a ring by varying N provides a direct test of the separation dependence with the patches at a fixed eccentricity (determined by the ring radius). Fig. 8B shows data for three strabismic amblyopes: DS, the mildest, shows slightly greater than a 2-fold loss at small separations, which normalizes by a separation of 60%. On the other hand, the other two observers show losses which are either more or less independent of separation, or actually increase with patch separation (or reduced N, e.g. RH). Note the rightmost datum for RH's amblyopic eye is dramatically elevated when compared to the rest of the data. This is for N= 3 where the task becomes one of judging whether a randomly oriented triangle is equilateral. We repeated this condition many times and do not understand why his amblyopic eye is so much poorer than the non-amblyopic eye in this condition.
3.2. Section 2 3.2.1. Estimating equi6alent 'intrinsic' disorder and efficiency Disorder thresholds are elevated in the amblyopic eyes of strabismic amblyopes, particularly at small separations and high spatial frequencies. One hypothesis is that thresholds are elevated because of increased 'intrinsic' topographical disorder in the visual cortex, which is uncalibrated (Hess & Field, 1993 Field & Hess, 1996) . We have estimated the equivalent 'intrinsic' disorder, D eq , using a perturbation paradigm. D eq represents the amount of internal equivalent noise (disorder) added to the stimulus patches that would account for the observer's disorder detection threshold without any added external noise. This approach has been widely used to understand the limits of normal (e.g. Barlow, 1956; Zeevi & Mangoubi, 1984; Watt, Ward & Casco, 1987; Pelli, 1990; Levi & Klein 1990a ) and amblyopic vision (e.g. Watt & Hess, 1987; Levi & Klein, 1990b; Kiorpes et al., 1994; Wang et al., 1998) . Fig. 6 . Varying only the carrier spatial frequency (while holding the circle radius and envelope standard deviation constant) has a modest effect on normal (or non-amblyopic) eyes (open symbols); however it has a marked effect on the amblyopic eyes (solid symbols). This effect is not simply a matter of reduced visibility. Reducing the contrast in the non-amblyopic eye to equate the patch visibility (gray squares) does not equate performance in the two eyes. Decreasing the observer's viewing distance while fixing the stimulus on the screen also increases the ring radius (lower abscissa), and envelope standard deviation, and decreases the carrier spatial frequency (middle abscissa) in inverse proportion to the viewing distance. Data are shown for three normal observers. For normal observer DL, holding the viewing distance, carrier spatial period and envelope standard deviation fixed, and varying the patch separation by altering the ring radius on the screen (circles with crosses) gives essentially identical results. Data are also shown for each eye of three amblyopes. Equating the stimulus visibility of the two eyes by lowering the contrast in the non-amblyopic eye (RH -gray square labeled 'Eq Vis') does not fully account for the amblyopic loss.
Equivalent disorder can be estimated by fitting the data with a function of the form:
where N eff refers to the effective number of samples used by the observer. The rationale for the factors (N− 1) 1/2 rather than (N) 1/2 or (N− 2) 1/2 is discussed in the Appendix. D eq is the equivalent intrinsic disorder (i.e. the horizontal position of the knee in the function) and D ext is the standard deviation of the external base disorder (2-D jitter).
Efficiency (E) is the ratio:
where N stim is the number of samples in the stimulus. Our previous work suggests that amblyopic vision shows a loss of efficiency (i.e. that observers are unable to use multiple samples to reduce the effect of jitter [Wang et al., 1998; Levi et al., 1999] ). This model is based on the assumption that the visual system has an internal error that acts like two-dimensional Gaussian position disorder (or jitter−D eq ). When the external jitter is small, it has little influence upon disorder thresholds; however, when it exceeds D eq , then threshold is proportional to the external base jitter. Thus the parameter D eq has frequently been taken to represent an estimate of the intrinsic error in the visual system (see, e.g. Pelli, 1990 ). Here we use it to quantify the equivalent disorder. Alternatively, D eq can be replaced by Th 0 in Eq. (1) to give:
where Th 0 = D eq (N eff −1) 1/2 . Th 0 is the disorder threshold for a stimulus with no external noise (i.e. the asymptotic threshold).
For an ideal observer N eff =N stim . N −1 is present in these equations because a minimum of two samples are needed for detection of disorder.
We estimated both D eq and E for our observers by measuring disorder discrimination thresholds for strings and rings with added two-dimensional Gaussian jitter and fitting the results with Eq. (1) (for D eq ) and Eq. (3) for (Th 0 and E) in normal observers (Fig. 9A ,Bstrings and Fig. 9C ,D -rings) and in amblyopes (under conditions where the amblyopic eye shows elevated thresholds (Fig. 10 -strings and Fig. 11 rings)). Table 2 summarizes the results for each of our observers. Varying the separation of the patches in a ring by varying N provides a direct test of the separation dependence of the amblyopic deficit with the patches at a fixed eccentricity (determined by the ring radius) and size. The large symbols show the data of the amblyopic eyes (solid symbols) and non-amblyopic eyes (open symbols) of three strabismic amblyopes. The small crosses show the data of the normal observers. The solid gray symbols in Fig. 8A ,B (one for each of the three amblyopic eyes) represent identical stimulus conditions (i.e. N = 12, and the same radius, patch size and spatial frequency) measured in separate experiments (vary N and vary radius). Fig. 7 . Disorder detection thresholds for strings plotted as a Weber fraction of separation. The crosses are all of the 'vary distance' data of the normal observers (from Fig. 2 ). Solid symbols are the amblyopic eyes (from Fig. 3) ; small open squares are the non amblyopic eyes. The amblyopic loss is always clearly greatest at small separations/eccentricities, and only two observers show a loss at the largest patch separation (CB and QM-Top) . Reducing the contrast in the non-amblyopic eye to equate visibility accounts for some (but not all) of this loss (gray symbols).
Equi6alent intrinsic disorder (D eq ) in normal and amblyopic 6ision
In the normal fovea (open symbols Fig. 9 ), adding small amounts of external perturbation (base jitter) has For LN (C) , the circle radius, patch size and spatial frequency were held constant, and separation was varied by altering the number of patches spaced uniformly around the circle. For DL (D), the patch separation was altered by varying the viewing distance, which altered the circle radius as well as the patch size. Both of these manipulations lead to similar effects: both threshold in the absence of base jitter and D eq are proportional to patch separation. The lines fit to the data represent an equivalent noise function (Eq. (3)).
little effect on disorder thresholds; however, as the base jitter increases, disorder thresholds increase in rough proportion to the base jitter. There are several points of interest in Fig. 9 . First, for strings (Fig. 9A,B) , both the thresholds at small values of base jitter, and D eq (shown by the symbols plotted near the abscissa) are larger in peripheral (solid symbols) than foveal (open symbols) vision. Second, both Th 0 and D eq depend on patch separation (see DL's foveal data in Fig. 9B and the summary data in Fig. 12 ). Third, varying the size and spatial frequency of the patch at a fixed separation has little (the two largest open circles in Fig. 9B ) or no Fig. 10 . Equivalent disorder for strings in amblyopic vision. Disorder discrimination thresholds for strings as a function of the base external disorder in the nonamblyopic (open symbols) and amblyopic (solid symbols) eyes of three observers with strabismic amblyopia. Amblyopic eyes show modest increases in disorder thresholds with no base jitter and equivalent disorder (D eq ). Lowering the contrast in the non-amblyopic eye (gray symbols top right panel) to equate the visibility increases thresholds and D eq only slightly, and does not fully account for the effects of amblyopia. It is also interesting that while changing the patch size and spatial frequency (at a fixed separation) has a strong effect on disorder thresholds, it has almost no influence on D eq in either eye (lower right panel). (Fig. 10D) effect. Note that the curves shown in these Figures are the fits using Eq. (3). Eq. (1) gives identical fits, but the two equations are needed to give all the standard errors in Table 2 .
The effect of separation can be seen more clearly with rings (Fig. 9C,D) . For DL (Fig. 9D) , the patch separation was altered by varying the viewing distance (which also altered the circle radius and patch size and spatial frequency). For LN (Fig. 9C) , the circle radius, patch size and spatial frequency were held constant, and separation was varied by altering the number of patches spaced uniformly around the circle. Both of these manipulations lead to similar effects: both Th 0 and D eq are nearly proportional to patch separation. These data are summarized by plotting them as a function of separation (open circles) in Fig. 13 . It is interesting to note that while Th 0 and D eq depend strongly on separation, efficiency seems to be independent of separation and N.
Amblyopic eyes show modest increases in disorder thresholds (Th 0 ) and equivalent disorder (D eq ) for both strings (Fig. 10) and rings (Fig. 11) . Interestingly, the increased D eq is not simply a result of reduced stimulus visibility in the amblyopic eye. Lowering the contrast in the non-amblyopic eye to equate the visibility in the two eyes increases thresholds and D eq only slightly. It is also interesting that while changing the patch size and spatial frequency (at a fixed separation) has a strong Fig. 11 . Equivalent disorder for rings in amblyopic vision. Amblyopic eyes show modest increases in disorder thresholds in the absence of external jitter and equivalent disorder (D eq ) for rings. The strong effect of patch separation on both thresholds and on D eq in both the non-amblyopic (open symbols) and amblyopic (solid symbols) eyes can be seen in the ring data with different numbers of patches (for DM and RH). effect on disorder thresholds, it has almost no influence on D eq in either eye (Fig. 10D) . The strong effect of patch separation on both Th 0 and D eq in the amblyopic eye can be seen in the ring data with different numbers of patches (Fig. 11) , and in the summary data of Figs. 12 and 13. For a fixed patch separation both Th 0 and D eq are increased in the amblyopic eye. This increased disorder can be mimicked in normal vision by increasing the separation between the patches in the string with N (the number of patches) fixed, or by decreasing N in the ring (and effectively increasing the separation between the patches). However, as we will show in the following section, adding real disorder to the stimuli does not mimic the increased equivalent disorder of the amblyopic eye.
Sampling efficiency (E)
Efficiency [E= (N eff − 1)/(N stim − 1)] for both rings and strings is, on average, around 50% in normal vision (Table 2 , and the bottom panels of Figs. 12 and 13) . For strings the amblyopes show markedly reduced efficiency with their amblyopic eyes and several also show reduced efficiency with their preferred eyes, consistent with the data of Wang et al. (1998) . Interestingly, two amblyopes also show less reduction of efficiency for rings. 
The effect of N on detecting disorder
If performance were limited by topographical jitter (noise), increasing the number of samples (patches) should improve thresholds for detecting disorder. Indeed, an ideal observer model (Levi & Klein, 1986; Wang et al., 1998) predicts that thresholds should improve by (N − 1) for disorder detection and this is precisely what happens when disorder thresholds are (Fig. 9A ,BFig. 10 plus some data not shown previously). Th 0 and D eq are more or less proportional to patch separation (the dotted line has a slope of 1). For a fixed patch separation both Th 0 and D eq are increased in the amblyopic eye (solid triangles) compared to the normal fovea () or non-amblyopic () eyes. Both Th 0 and D eq are also increased in peripheral vision (at 5°-). (1) and (3)) to all the ring data ( measured for strings varying in N in the presence of added external noise (standard deviation= 3%; Fig.  14C,D) . However, the square root dependence on N is not evident in the normal fovea or periphery or in either eye of the strabismic amblyopes in the absence of added external jitter (Fig. 14A,B) . Disorder thresholds improve rapidly (slope : −1.0) as N increases from 2 to about 4, and do not decrease further (in fact they may actually increase slightly) with further increases in N. This plateau suggests a floor that limits performance that can not be reduced by averaging or integrating the positions of multiple samples. Note that the floor for the zero jitter case (left panels) is lower than the data for the right panels.
As noted previously, the square root dependence on N is not found for rings either when there is no external disorder. Increasing N while keeping the radius constant results in a proportional decrease in thresholds (: constant Weber fraction) for both normal and amblyopic (Fig. 8B) eyes. Increasing N in a ring of fixed radius, proportionally reduces the patch separation, which strongly constrains performance .
Discussion
Our goal was to evaluate the sensitivity of the human visual system (both normal and amblyopic) to spatial disorder, and to ask whether there is increased 'intrinsic' topographical disorder in the amblyopic visual system. We found that in normal foveal vision, sensitivity to spatial disorder is strongly dependent on the separation between the patches. For rings, thresholds are around 3-4% of the patch separation (Weber fractions of 0.03-0.04); for strings thresholds are even better (Weber fractions of :0.02), once the separation exceeds about 20-30 arcmin.
Limiting factors in shape perception in normal 6ision
It is now clear that there are multiple factors that limit spatial vision and shape perception. There is considerable evidence that both eccentricity and separation dependent processes can limit spatial judgements (e.g. Levi & Klein, 1990c; Whitaker & Latham, 1997) . The eccentricity dependent ('local sign') process is extremely precise. Under ideal conditions, thresholds may be as low as 0.67% of the target eccentricity (Klein & Levi, 1987; Levi & Klein, 1990c) . The high precision for detecting disorder in strings, when the separation of the patches is greater than about 30% (thresholds : 1/70 of the eccentricity of the limiting patches for separation/ eccentricity\30%) is consistent with an eccentricity dependent process (Levi & Klein, 1990c; Levi & Tripathy, 1996; Whitaker & Latham, 1997) . However, this eccentricity limited mechanism appears to be delicate, and is degraded when the stimulus features are not aligned. On the other hand, the separation dependent process is less precise, but appears to be more robust (for a discussion see Morgan & Watt, 1989; Levi & Klein, 1990c) . Our present results suggest that in normal vision, detection of disorder in rings is limited by a separation dependent process, since performance depends on patch separation, when eccentricity is fixed (vary N experiments). Several mechanisms have been proposed for this separation dependent process, including second-stage filters (Burbeck & Hadden, 1993) , coincidence detectors (Morgan & Regan, 1987) , and counting a fixed number of neural units between features (Hirsch & Hylton, 1982) . A full discussion of the mechanisms underlying Weber's law is beyond the scope of this paper. However, it is clear from Figs. 8 and 9 that the normal Weber relationship is severely compromised in the amblyopic visual system.
Limiting factors in shape perception in strabismic amblyopia
Amblyopic eyes show decreased sensitivity to disorder, particularly when the patches are closely spaced and have relatively high spatial frequencies. An equivalent noise analysis suggests that equivalent disorder (D eq -the amount of disorder that must be added to the stimulus to increase thresholds by 2) is higher in the amblyopic eye. In addition, we found that amblyopic eyes showed reduced efficiency (particularly for strings), consistent with the results of Wang et al. (1998) . However, we argue below that the strong separation dependence of Th 0 and D eq are not consistent with increased intrinsic topographical disorder limiting pattern perception in amblyopia.
Topographical disorder could, in principle, take a number of forms. For example, if the standard deviation of receptive field positions of the amblyopic eye were increased by a fixed amount relative to those of the normal eye, this would add a fixed amount of intrinsic disorder. For example, if this extra scatter of receptive field positions were 1mm, the added intrinsic disorder would be approximately 3 arc min in the fovea (assuming a cortical magnification factor of 20 mm/deg in the fovea), regardless of the spatial scale of analysis. We will refer to this form of topographical disorder as the 'fixed scatter' model. An alternative model of receptive field scatter is the scale-invariant model described by Hess and Holliday (1992) , in which the disorder is a fixed fraction of the receptive field size. In this model, the intrinsic disorder would depend on the spatial scale of analysis. Neither of these models can easily accommodate our results.
We found that disorder thresholds and D eq depend strongly on patch separation (Figs. 12 and 13) . Moreover, changing the patch size and spatial frequency has little influence on D eq in either the amblyopic or preferred eye (Fig. 10D) . Both the fixed scatter and the scale-invariant models can predict the effect of separation in strings, if disorder (scatter) increases with eccentricity. Specifically, if we assume that performance is limited primarily by the precision with which the patches on either side of the central patch can be localized, then, increasing the separation in a string would increase the eccentricity of the limiting patches. Indeed, this is the basis of the eccentricity model shown in Fig. 2 (Levi & Tripathy, 1996) . However, neither the fixed scatter nor the scale-invariant models can predict the effect of separation (obtained by varying N) in rings, since varying N (at a fixed radius) alters only the separation, but does not alter either the patch size and spatial frequency or the eccentricity. Thus, we conclude that neither of the simple models of topographical disorder can account for all of our results. Moreover, as noted above, neither the normal nor the amblyopic visual systems use N (the number of patches) efficiently to improve performance in detecting disorder in strings, as predicted by an ideal observer model, or by adding (external) disorder to the stimuli (see Fig. 14) . Thus, amblyopia cannot be mimicked by simply adding disorder to the stimuli. Below we examine an alternative hypothesis.
Detection of disorder requires several steps: the observer must detect and localize each patch, calculate its position relative to its neighbors, and compare the positions of the samples with an internal representation of a perfectly ordered pattern. Topographical disorder would limit the ability to precisely localize each patch unless the position of each receptive field were 'known' at a higher level of processing. Thus, the notion of uncalibrated disorder (as discussed in Section 1) has received a good deal of attention. However, the separation dependence of both thresholds and D eq (when the scale and eccentricity of the stimuli are fixed) suggest that the limitation for detecting disorder may lie in comparing the positions of the samples relative to its neighbors, 2 whether this is accomplished by a second stage filter or by counting the number of intervening neural units (Hirsch & Hylton, 1982) . If this assumption is correct, then the 'intrinsic' error that limits detection of disorder in strabismic amblyopia may be an abnormality in the comparison process that leads to Weber's law. What we are suggesting is that rather than the positions of cortical receptive fields being either improperly calibrated (or uncalibrated) in the amblyopic brain, it is separation or distance that is improperly calibrated. In this respect, the amblyopic eye acts like a normal eye with the samples more widely separated (see Figs. 12 and 13 ). Both Th 0 and D eq are increased in the amblyopic eye. This increased disorder can be mimicked in normal vision by increasing the separation between the patches in the string with N fixed, or by decreasing N in the ring (and effectively increasing the separation between the patches). The analysis above suggests that the main factor limiting disorder detection by amblyopes is separation dependent, i.e. a 'Weber' noise. Since this Weber noise is intrinsic, it can be argued that it reflects a separation dependent (rather then a stimulus size dependent) intrinsic disorder. In all likelihood, both size and separation dependent noise can limit performance (and probably do under different stimulus conditions, cf. Demanins & Hess, 1996) ; however, under our testing conditions, the separation dependent process appears to limit performance.
Note that we are not arguing against the notion of increased topographical error in the amblyopic visual system (or that increased jitter would influence the Weber fraction). Rather we are arguing that two aspect of our data cannot easily be accounted for on the basis of topography: (1) the separation dependence of D eq when stimulus eccentricity and size are fixed; and (2) the saturation of disorder thresholds when N is increased (Fig. 14) .
Why does the amblyopic eye act like a normal eye with the sample spacing increased? We speculate that the patches are sparsely represented in the visual cortex of strabismic amblyopes, at the level of pattern analysis. This is consistent with several recent studies showing that strabismic amblyopes do not use all the samples of a pattern efficiently for Vernier acuity (Wang et al., 1998) or pattern discrimination . Moreover, strabismic amblyopes systematically underestimate the number of samples with their amblyopic eye, even when the samples are visible and clearly resolved (Sharma, Levi & Klein, 2000) . Although there is evidence consistent with undersampling at a post-receptoral stage (Sharma, Levi & Coletta, 1999) , the sparse representation may occur at a level beyond V1. For example, a recent functional imaging study (PET) in human amblyopes found a selective reduction of activation in Brodmann areas 18 and 19 when the visibility of the patterns was equated in the amblyopic and non-amblyopic eyes (Imamura, Richter, Fischer, Lennerstrand, Franzen, Rydberg et al., 1997) .
Relationship to other studies
Separation places important limitations on performance in other tasks too. For example, the well known Weber relationship between separation and threshold holds for a wide range of position tasks, including bisection, Vernier alignment, etc. (Sullivan, Oatley & Sutherland, 1972; Klein & Levi, 1987; Levi & Klein, 1990c; Morgan & Watt, 1989) . Moreover, it has recently been reported that the deficit in 3-patch alignment in the amblyopic eye depends upon both patch size and separation (Demanins and Hess, 1998) . It is of interest to note that their stimuli were vertically separated Gabor patches in which the (vertical) carrier grating was orthogonal to the (horizontal) offset, so that for small separations (they used separations as small as 2|) the carrier may have provided useful cues to the offset.
Our results with rings (or sampled circles) are closely related to recent studies of sensitivity to distortions in continuous circles (Wilkinson, Wilson & Habak, 1998; Hess et al., 1999) . Wilkinson et al. (1998) used continuous, rather then sampled circles, and argued for a global computation in which contour information is pooled relative to the center of an object. Our sampled stimuli and data can be related to the continuous case by considering our samples as being at the extrema of an oscillating sinusoid. For example, a Fourier shape descriptor with three cycles going around the circle, would be expected to have thresholds similar to our sampled case with N= 6, where the samples are placed at the peaks and troughs of the grating. Our results are not consistent with a simple pooling operation, since we can trade off the amount of contour information (N) with radius. Rather, the strong dependence on sample separation, suggests that performance in our task may be limited by low level inputs to the higher level mechanisms involved in global shape analysis.
Previous work (Flom, Bedell & Barbeito, 1986; Sireteanu, Lagreze & Constantinescu, 1993 ) also suggests that strabismic amblyopes demonstrate large perceptual errors (biases) in judging the locations of samples around a circle. Strabismic amblyopes also show poor performance in discerning distortions in continuous circles (Pointer & Watt, 1987; Hess et al., 1999) . Pointer and Watt (1987) used continuous circles defined by lines. Since their stimuli were broadband, poor performance by the amblyopic eye might have been due to shifts in the spatial scale of analysis. More recently, Hess et al. (1999) used continuous circular band-pass targets (D4s). They also found that strabismic amblyopes were less sensitive at detecting deformations (sinusoidal) from circularity with the amblyopic eye. Neither their results nor ours can be explained by stimulus visibility or by shifts in spatial scale. Hess et al. argue that their results are not a consequence of undersampling because the loss was: (1) present at all scales; and (2) additive (i.e. the amblyopic and preferred eye's discrimination curves converge at high levels of external base jitter). Let us consider these two points.
Both our results and Hess's show that the amblyopic deficit increases with spatial frequency (our Fig. 6 and Hess et al.'s Fig. 5 ), even when stimulus visibility is taken into account. For example, DM shows an approximately 7-fold loss at 10 c/deg, compared to a less than 2-fold loss at 5 c/deg. Moreover, neither DM nor RH were able to perform the task with their amblyopic eyes at spatial frequencies above 10 c/deg. This spatial frequency dependence is not consistent with a scale invariant topographical jitter model. While the spatial frequency dependence would be expected on the basis of undersampling, both observers show modest losses at 5 c/deg, well below their resolution limit.
Both our results and Hess's show that the amblyopic deficit is additive (i.e. in Figs. 10 and 11 the AE and NAE converge at high jitter. This would imply that there is not much loss of efficiency in the amblyopic compared to the non amblyopic eye. Note, however, that for some amblyopes (particularly RH, both eyes are degraded (Figs. 13 and 14) . We speculate that the additive nature of the loss might be early and discriminates between the AE and NAE. However, the loss of efficiency in the two eyes may be late (possibly extrastriate) and therefore more independent of eye of origin. Extrastriate cortex may have gotten confused by the input from the amblyopic eye, and not developed normally, resulting in a loss of efficiency in both eyes. Note that this loss of efficiency in the non amblyopic eye was also evident in the study of Wang et al. (1998) . attribute the additive nature of the deficit to increased topographical disorder (neural disarray); however, our results (e.g. Figs. 13 and 14) show that the equivalent 'intrinsic' disorder depends on the separation between the samples. While we agree with Hess et al. (1999) that the additive error is consistent with increased intrinsic noise, this result is not easily attributable to alterations in topography, since in our 'vary N' experiments with rings, the eccentricity of the samples remained fixed. Rather, we suggest that the 'intrinsic' error that limits detection of disorder in strabismic amblyopia may be an abnormality in the comparison process that leads to Weber's law, because the patches are sparsely represented in the visual cortex of strabismic amblyopes, at the level of pattern analysis. Note that we are not arguing that there is no additional topographical disorder in the amblyopic visual system. In the limit, there may be a raised level of disorder. However, in our view there is little evidence to support the notion that there is widespread uncalibrated neural disarray occurring at all spatial scales. Rather, we are arguing that distance or position may be miscalibrated, because the signals are unreliable (or absent) when viewing with the amblyopic eye.
To summarize, we evaluated the sensitivity of the human visual system (both normal and amblyopic) to spatial disorder. We found that in normal foveal vision, sensitivity to spatial disorder is strongly dependent on the separation between the patches. Amblyopic eyes show decreased sensitivity to spatial disorder, and increased equivalent disorder (D eq ). However,the strong separation dependence of Th 0 and D eq for rings is not consistent with increased intrinsic topographical disorder limiting pattern perception in amblyopia. Rather, we suggest that the 'intrinsic' error that limits detection of disorder in strabismic amblyopia may be an abnormality in the comparison process that leads to Weber's law, because the patches are sparsely represented in the visual cortex of strabismic amblyopes, at the level of pattern analysis.
Appendix A
This Appendix considers two items: (1) The connection between the task of detecting a displacement when the direction is known (i.e. bisection or alignment) to the task when it is unknown (present paper). (2) The question of why in our task the ideal observer's accuracy improves as 1/(N − 1) rather than 1/(N − 2).
A.1. Part 1
It is useful to connect the disorder thresholds of the present paper to the bisection and Vernier thresholds of many of our earlier papers. For simplicity we will analyze the three-dot case where the outer dots are fixed and the middle dot is shifted. We will call our earlier work the direction-known case and the present work the direction-unknown case. For the directionknown case (Vernier or bisection) our rating scale response uses categories from − 2 to + 2 to indicate the direction of shift. For the direction-unknown case (related to the energy model) the rating scale response uses categories from 0 to +4 to indicate the magnitude of the shift away from the bisection point, where the shift can be in any two dimensional direction .
The connection between the direction-known (i.e. 1-dimensional) and direction-unknown (i.e. 2-dimensional) shifted dot, is identical to another situation that has been well examined in the field of audition: the ideal observer's performance for detecting a phase known versus a phase unknown sinusoid (Peterson, Birdsall & Fox, 1954; Jeffress, 1964; Green & Swets, 1966) . One can draw criteria lines, in two-dimensional 'phasor' space, that separate the different stimuli. For the phase known case the criteria separating the categories are straight lines. For the phase unknown case the criteria are circles. For the phase known case the transducer function relating d% to stimulus strength is linear. For the phase unknown case the transducer function is a quadratic at low contrast and rapidly becomes a straight line at higher contrast. For d%\ 1.5 the transducer function is quite straight. Klein and Carney (1996) and Klein (in preparation) have approximated the shape of the phase-unknown transducer function using several analytic functions. We will translate Klein's results to the present case by replacing the word 'phase' with the word 'direction'. A simple function that does an excellent job of matching the direction-unknown transducer is a power function below threshold and a straight line above threshold as given by:
and d%= 1+ n(c/Th)− n for c] Th (A2) where c is the stimulus strength (the offset in the present case), n= 1.78 is the exponent that provides a good fit to the true transducer function and Th is the detection threshold that gives d%= 1. This function has an rms error of 0.015 d% units between d% of 0 and 3 when compared to the true ideal observer function. It is useful to compare the direction-known and directionunknown cases. For offsets above threshold the direction-unknown transducer is well approximated by the direction-known transducer shifted downward in d% units by an amount ranging between 0.6 and 0.73. The direction-unknown threshold is 1.73 times larger than the direction-known threshold. Thus if Weber fractions of 0.010 are found for the direction-known case (Klein & Levi, 1987) then we would expect thresholds of 0.017 for the disorder case of the present paper. Human performance may be slightly more degraded (by about 2) because human observers cannot attend to two dimensions simultaneously and maintain high precision (Jiang & Levi, 1991) . When there are more than three dots, as in our present experiments the analysis is more complicated, but we would expect similar results. The multidot case is now taken up as the second part of this Appendix.
A.2. Part 2
Consider first the three-line bisection task of Wang et al. (1998) . The central line was a solid line. The outer two lines consisted of separated dots with random spacing and with each sample given a random jitter. Suppose there were eight samples in each of the outer lines. The ideal observer would calculate the average location of all 16 outer dots and compare the result to the location of the middle line. Suppose the middle line's position is known exactly since it is a solid line with no random jitter (in our paper we do add a small uncertainty for this line but for simplicity we omit that here). The ideal observer prediction for the bisection threshold would be |/(N) where | is the standard deviation of the position of each dot, and N= 16 is the total number of samples. N= 16 since each dot is independent and contributes to the averaging process.
For the disorder judgment of the present experiments the situation is different because we do not have a fixed reference corresponding to the central line of the Wang et al. (1998) experiments. Consider the one-dimensional task of N dots on a horizontal line with the location of each dot jittered in the horizontal direction. One can estimate the disorder by first calculating the difference in location of adjacent dots (there will be Np= N−1 pairs) and then calculating the variance of the distances. The variance will be calculated based on two difference assumptions: Assumption 1. There is no prior information about the average separation between dots. In that case the variance (called var1) is:
where d ave is the average interval, averaged over the Np samples. The factor of Np− 1 in Eq. (A3) is the standard variance factor produced by the fact that only Np − 1 of the deviations, d i −d ave , are independent since these deviations have zero mean.
Assumption 2. Suppose the experiment consists of many trials and the average separation is fixed across all the runs. In that case, the observer could memorize the average separation and the variance is given by:
where d mem is the memorized separation. In this case the variance decreases with N according to 1/(N − 1) rather than the 1/(N −2) factor that occurs when the memory cue is not present. This reasoning applies to the 2-dimensional case of the present paper.
In our experiments the average separation was held fixed across trials, so a memory cue is possible. For that reason we have adopted the more conservative 1/(N − 1) factor. We call this the more conservative option since it produces a lower ideal observer prediction and therefore a reduced human efficiency. Note that the data in Fig. 14 with external jitter (right column) is reasonably well fit by this assumption.
