Abstract. If A is a square matrix with spectral radius less than 1 then A k 0 as k c, but the powers computed in finite precision arithmetic may or may not converge. We derive a sufficient condition for fl(Ak) 0 as k x) and a bound on [[fl(Ak) 
, [13] and the references therein). While the errors in stationary iteration are not precisely modelled by the errors in matrix powering, as matrix powers are not formed explicitly, the behaviour of the computed powers fl((M-1N)k) can be expected to give some insight into the behaviour of stationary iteration (indeed, the basic error recurrences in [12] and [13] involve powers of M-IN acting on vectors of rounding errors).
In [18, Chap. 20 ], Ostrowski proveS a theorem about a product of perturbed matrices A + AAi that he states "assures the theoretical stability of the convergence of A to 0 with respect to rounding off" as # -x for any matrix A with spectral radius p(A) < 1. Although Ostrowski' s theorem is correct, its interpretation with respect to computed powers is not as simple as this statement implies, because for any finite precision arithmetic, no matter how accurate, there are matrices that are sensitive enough to perturbations to cause the theoretically convergent sequence of powers to diverge. To illustrate this point, Fig. 1 .1 plots the 2-norms of the first 200 powers of a 14 14 nilpotent matrix C14 discussed by Trefethen and Trummer [23] (see 3 for details). The plot confirms the statement of these authors that the matrix is not power-bounded in floating point arithmetic, even though its 14th power should be zero. The powers for our plot were computed in MATLAB, which Another bound in terms of the Jordan canonical form (2.1) of A is given by Gautschi [4] . For convergent matrices, it can be written in the form (2.5) JJAJlF <_ ckP-lp(A)k, where p max{ni Ai ?t 0} and c is a constant depending only on A (c is not defined explicitly in [4] ). The factor k p-1 makes this bound somewhat more effective at predicting the shapes of the actual curve than (2.4), but again c can be unsuitably large.
Another way to estimate IIAkll is to introduce a measure of nonnormality. Con- Empirical evidence suggests that the first bound in (2.6) can be very pessimistic.
However, for normal matrices both the bounds are equalities. A bound of the same form as the first bound in (2.6) Another tool that can be used to bound the norms of powers is the pseudospectrum of a matrix [22] . The 
Proof. [9] , [11] . 
We conclude that for all integers 1 <_ t _< n,
is sufficient to ensure that (3.9) holds. The theorem is proved with dn 4tcn.
If A is normal then IIAII2 p(A) < 1, t 1, and 2(X) 1, so (3.8) takes the form p(A) < 1 +du This condition is also easily derived by taking 2-norms in (3.1) and (3.2).
Again, we can show the sharpness of this bound by using the Chebyshev spectral differentiation matrix C, this time adding multiples of the identity matrix. In Figs. 1.1 and 3 .1 for nilpotent matrices the norm dips whenever the power is a multiple of the dimension of the matrix. Here the norm first dips for Ilfl(A2S)ll2 and then regularly after every further 20 powers, but the point of first dip and the dipping intervals can be altered by adding different multiples of the identity matrix. The reason for this behaviour is not clear.
A difficulty we have when attempting to bound Ilfl(Am)ll for a finite m is that, as explained in (3.8) in two respects. First, it takes no account of the defectiveness of A, because it contains a power n on the right-hand side instead of t max n _< n. Second, under the scaling A aA the left-hand side of (3.11) scales by lal , which tends to make the left-hand side of (3.11) much larger than that of (3.8) To obtain such an analogue directly from Theorem 3.2 we need to relate (X) to the pseudospectral radius p(A) (see (2.8) ). If we can show that (4.1) p(A) >_ p(A) + (Cnen(X)) /t for a particular e, then p(A) < 1 implies cnen(X) < (1-p(A))t, which is a condition of the same form as (3.8 This rule of thumb has also been discussed by Trefethen and Trummer [23] and Reichel and Trefethen [19] . We choose the arbitrary last column of R to be the last column of the identity matrix. The following algorithm computes R (here, we use the MATLAB colon notation).
R(:, n)=en for j n-1:-1:1 R(I:j,j) T(I:j, l:j + 1)R(I:j + 1,j + 1)
end It remains to compute the Schur form of C. We do not use the QR algorithm to compute the Schur form, as for nilpotent matrices it can lead to triangular matrices with elements of order 1 on the diagonal. We use the following algorithm described by Golub and Wilkinson in [6, 10] , which, although computationally expensive, has good error properties.
Compute the SVD of C C U1 E1V T. Upon completion of the algorithm we have C QLQ T with L lower triangular, and so we apply our first algorithm to L T to estimate 2(X) (note that the Jordan matrix for A T is a permutation of the one for A [14, 3.2.3] ).
