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Diffusion, Drift, and Density in Stochastic Models of
Spatially Inhomogeneous Nonequilibrium Motion
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(Dated: May 15, 2019)
The relationship between inhomogeneous diffusion coefficient and drift velocity, relevant to the
motion of a variety of self-propelled microscopic particles, is investigated. Models of “active” and
“passive” position-inhomogeneous Markovian random evolution in position-velocity phase space
are formulated, and contracted to effective Markovian models on position space via derivation of
formulas for effective diffusion and drift velocity fields in terms of gradients of the coefficients of the
initial model. Stationary densities are also calculated in special cases. With proper parametrizations,
the drift velocities and stationary densities of the two models show striking similarities. However,
the parallelism is not robust against modifications of the models.
1. INTRODUCTION
Consider a particle, about a micron in size, propelling
itself linearly by catalyzing chemical reactions using fuel
available in the aqueous environment, at a speed increas-
ing with fuel concentration. Inevitably, a particle of such
size suffers random torques causing its direction of mo-
tion to wander on a time scale of order one second, so that
its powered motion is diffusive on time scales much larger
than that. If u is the speed and τ is the time for the ori-
entation to become randomized, then it is roughly like a
random walk with steps of size uτ , a diffusion coefficient
u2τ , and a uniform time-averaged position distribution.
So far, so ordinary. Suppose, though, that the fuel con-
centration, hence u, varies with position (but not time).
Would a one-frame-per-minute film still look purely dif-
fusive, or would it perhaps exhibit a drift toward lower
or higher u? Would the time-averaged distribution still
be uniform? We will show that there is a drift toward
larger speed u, but that, over the long run, the particle
is more often to be found where the speed is low — the
stationary density is inversely proportional to u. Previ-
ous work[1, 2] has pointed out this tension. We will go so
far toward relieving it as to determine drift velocity from
the equation for the stationary density. Both the speed
u and the orientational diffusion coefficient De of this
model of an active particle will be position-dependent.
The general issue here — what does inhomogeneous dif-
fusion have to do with drift, or “chemotaxis” — has re-
cently been of interest in settings ranging from colloidal
to molecular[3–7].
For good context, parallel analysis will be carried out
for a second model — a familiar model of Langevin for a
particle in a thermal bath with external forces, general-
ized to allow all the parameters to be position-dependent.
This is more appropriate for a passive particle, though
the random forces it models might not be entirely exter-
nal, e.g. forces arising from chemical activity of a molec-
ular catalyst. Regardless, in the interest of convenient
names, we will call this the passive model, and the one
introduced in the previous paragraph, the active model.
For each model, we perform a contraction to an effec-
tive Markov process evolving in position space (velocity
variables eliminated) characterized by diffusion and drift
coefficients. The drift referred to above is thereby given a
precise meaning as a parameter of the contracted model.
We also determine the stationary densities in cases where
they are characterized by zero net current. The analy-
sis, asymptotic in spatial gradients of the parameters,
produces straightforward formulas for drift current and
stationary densities in terms of the coefficients of the ini-
tial models, which should be useful in analyzing exper-
imental results. With appropriate parametrization, the
active and passive models appear very similar in terms of
those characteristics. In terms of the effective diffusion
coefficient D, the formula for the effective drift of the ac-
tive model is simply u∇(D/u); for the passive model one
need only replace u by the local kinetic temperature K.
Each of u andK is a local measure of vigor of the motion.
This pleasant parallelism has limitations, however. If the
active model is supplemented by initial translational dif-
fusion, as would be appropriate if the powered motion
were particularly feeble, then the particular formula just
cited breaks down (see Section 3B4).
The body of this paper proceeds in the following way.
Section 2 lays out some general theory of Markov pro-
cesses in continous time and continuous state space,
whether that be a position-velocity space or a position
space for one or many particles. Such a process is char-
acterized completely by state-dependent drift and diffu-
sion coefficients. With the general theory in hand, Sec-
tion 3 presents detailed analysis of the active and pas-
sive models in a parallel fashion. As the initial models
are formulated in position-velocity space, a contractions
to an effective Markovian position space model is con-
structed for each, to first order in gradients of the co-
efficients. The analysis of the passive model extends a
thermal equilibrium result of Ermak and McCammon[8]
by different techniques. Stationary densities are also cal-
culated, though not for the most general models, and
these allow a partially independent route to the drift ve-
locities. Section 4 presents a summary and discussion of
the results.
22. SOME THEORY OF CONTINUOUS
MARKOV PROCESSES
This Section discusses Markov processes in a Euclidean
state space evolving in continuous time without jumps.
Section 2E discusses the straightforward extension to
other manifolds, among which spheres and tori are of
practical interest. Particular concrete spaces we are in-
terested include those for the two models discussed in the
introduction. Clearly, the first evolves on the velocity-
position state space Rd
x
× Rd
v
. The model of a self-
propelled particle with deterministic speed and randomly
wandering orientation would seem naturally formulated
on Rd
x
× Sd−1, the second factor being the (d − 1)-
dimensional unit sphere. To connect with the present
general development, we can consider it as dynamically
constrained to a subset of Rd
x
× Rd
v
. In either case, the
state space of the contracted model is the space of posi-
tions Rd
x
. From now on, we observe a convention whereby
random variables are denoted by upper case letters. In
particular, in this section, the state at time t is denoted
Zt.
A. Markov processes without jumps
A precise formulation of the notion that the state does
not jump is provided by the condition[9]
∀δ > 0, Prob(|Zt − Z0| > δ) = o(t). (1)
In words, the probability that the system moves a dis-
tance greater than δ from its starting point in time t is
little-oh of t (f(t) is o(t), implicitly as t → 0, if, for any
ǫ > 0, |f(t)| < ǫt for small enough t). If there were some
rate of instantaneous jumping over distances larger than
δ, the limit in (1) would register it. The other technical
condition needed is that
ui(z) =
d
dt
∣∣∣
0
〈
Zit − Z
i
0
〉
z
(2)
and
Dij(z) =
1
2
d
dt
∣∣∣
0
〈(
Zit −
〈
Zit
〉
z
) (
Zjt −
〈
Zjt
〉
z
)〉
z
=
1
2
d
dt
∣∣∣
0
〈(
Zit − Z
i
0
) (
Zjt − Z
j
0
)〉
z
(3)
exist for all z in the state space. Pointy brackets, 〈·〉,
are a notation for expectation common in the physics
literature. The subscript z on these mean that the ex-
pectation is taken under the condition that the process
is at z at time t = 0. u is the drift coefficient and D is
the diffusion tensor. Equality of the two forms offered
for D follow from the existence of u. It is common to
see a diffusion coefficient defined in terms of an infinite-
time limit, so it may seem odd to see the opposite t→ 0
limit appear here. Ideal Brownian motion has a scale in-
variance and
〈
Z2t
〉
= 2Dt for all t ≥ 0. Ordinarily, the
infinite-time limit is taken because one may be dealing
with a process which is not strictly Markovian. We will
face this issue when we construct contracted models. A
Markov process satisfying the technical conditions just
indicated is actually fully characterized by the drift and
the diffusion tensor. Section 2C contains the details of
the demonstration, after some scene-setting in Section
2B.
B. Heisenberg generator and its use
Langevin equations have made their one and only ap-
pearance in this paper. Fokker-Planck equations will
make a return, but for now we focus on a dual pic-
ture, emphasizing observables (functions of state) rather
than the probability density. By analogy with quantum
mechanics, and following Evans and Morriss[10], we call
this the Heisenberg picture. With ρt the time-dependent
probability density and f a function in some appropriate
class, we look for a differential operator L satisfying
d
dt
〈f(Zt)〉 =
d
dt
∫
Rn
f(z)ρt(z) dz
=
∫
Rn
(Lf)(z)ρt(z) dz =
∫
Rn
f(z)(L†ρt)(z) dz
= 〈Lf(Zt)〉 . (4)
The Heisenberg generator L is thus the transpose of the
Fokker-Planck (“Schro¨dinger”) generator, so the choice
between them is not very consequential in the end. How-
ever, I believe matters are more transparent by beginning
the analysis with L, which is given by
L = ui(z)
∂
∂zi
+Dij(z)
∂2
∂zi∂zj
, (5)
in terms of the drift and diffusion fields defined in (2)
and (3). Notice that, since 〈f(Zt)〉ρ =
∫
〈f(Zt〉z ρ(z) dz,
it will suffice to derive
d
dt
∣∣∣
0
〈f(Zt)〉z = (Lf)(z). (6)
The subscripts on the expectation brackets give some in-
dication of the relevant initial conditions. As the time
is not explicitly given, a little care is sometimes needed.
The initial distribution could very well be implicit, e.g.,
the distribution of Zt given distribution ρ0 of Z0. This
licenses us to write generally ddt 〈f(Zt)〉z = 〈(Lf)(Zt)〉,
of which (6) is a special case. Furthermore, this can be
extended to multi-time correlation functions by taking
the expectation in stages: for t > s,
〈f(Zt)g(Zs)〉ρ0 =
〈
〈f(Zt)〉Zs g(Zs)
〉
ρ0
,
and therefore
d
dt
〈f(Zt)g(Zs)〉 = 〈(Lf)(Zt)g(Zs)〉 . (7)
This two-time version suffices for our purposes and will
be put to work in the next section.
3C. Derivation
Turning now to the derivation of (5,6), we will treat the
one-dimensional case to avoid distracting and inessential
notational clutter. The drift u(z) and diffusion D(z) are
scalars in that case. The generalization involves no con-
ceptual novelty. The form of the generator and the for-
mulas for the drift and diffusion immediately call to mind
Taylor expansion. Therefore, let us write
f(Zt)=f(0) +
df
dz
∣∣∣
0
Zt +
1
2
d2f
dz2
∣∣∣
0
Z2t +Rem. (8)
The remainder term, Rem, is
Rem =
Z3t
2
∫ 1
0
f ′′′(sZt)(1− s)
2 ds. (9)
Taking the expectation with initial condition Z(0) = 0, if
we suppose that the remainder has an o(t) expectation,
then
〈f(Zt)〉0=f(0)+
df
dz
∣∣∣
0
〈Zt〉0+
1
2
d2f
dz2
∣∣∣
0
〈
Z2t
〉
0
+o(t). (10)
Dividing by t and taking the limit t → 0 verifies the
formula for the generator. It remains only to show that
〈Rem〉 really is o(t). The demonstration proper is not
directly relevant to our further considerations and can
be skipped without fear of losing the thread. The main
point is that a continuous Markov process is character-
ized completely by drift and diffusion. Therefore, to set
up a Markovian model in velocity-position space, that
is all we need to specify. In contracting to an effective
Markovian model on position space, we need calculate
only effective drift and diffusion. (That is what a Marko-
vian approximation must look like. Whether any Marko-
vian approximation is adequate is an independent ques-
tion.)
Returning to task, we ask what restrictions on f will
ensure that 〈Rem〉 = o(t). Notice that requiring 〈Rem〉
is a much more forgiving requirement than that Rem it-
self be guaranteed to be small. Large values of Rem are
permitted as long as they occur with sufficiently small
probability. A simple condition which suffices for our
purposes is that f have continuous derivatives through
third order and f ′′′(z) = 0 for |z| greater than some con-
tant Mf depending on f (certainly enough that the pro-
cess is uniquely characterized, and quadratics will be use-
ful). Assuming f satisfies that condition, perform a case
analysis on the magnitude of |Zt| depending on auxiliary
numbers (to be chosen later) 0 < δ < Mf < M :
|Zt| ≤ δ ⇒ |Rem| ≤
δ
2
‖f ′′′‖∞Z
2
t
δ < |Zt| ≤M ⇒ |Rem| ≤
M3
2
‖f ′′′‖∞
M < |Zt| ⇒ |Rem| ≤
Mf
2
‖f ′′′‖∞Z
2
t .
The third bound relies on the observation that the inte-
grand in Rem is zero for s|Zt| > Mf . Therefore, taking
the expectation,
〈|Rem|〉 ≤
‖f ′′′‖∞
2
(
δ
〈
|Zt|
2
〉
+M3 P[|Zt| > δ]
+Mf
〈
|Zt|
2Θ(|Zt| > M)
〉 )
. (11)
Choose δ freely (we let it tend to zero) and then M such
that the last term in parentheses is bounded by δDt for
small enough t. This is possible because
〈
|Zt|
2
〉
= O(t).
Then, the middle term is o(t) and the first is bounded
by 2δDt, and the expression in parentheses in (11) is
bounded by 3δDt as t → 0. Since we have free choice of
δ, it follows that 〈|Rem|〉 = o(t), as required.
D. Stationary density
Returning to (4) with f a test function. Inserting the
form (5) for the generator and integrating by parts yields
d
dt
〈f(Zt)〉 =
∫ [
−
∂
∂zi
(uiρt) +
∂2
∂zi∂zj
(Dijρt)
]
f dz.
(12)
Since the results of integrating a function against test
functions completely determines it, this establishes the
Fokker-Planck equation
∂ρt
∂t
= −
∂
∂zi
(uiρt) +
∂2
∂zi∂zj
(Dijρt) =: L
†ρt. (13)
We will use this to identify the stationary, or invariant,
density satisfying L†ρ◦ = 0. As long as the process is er-
godic, there will be only one solution. It is possible, how-
ever, that it is only a density, not a probability density.
For instance, ordinary Brownian motion on Euclidean
space has non-normalizable uniform stationary density.
Yet a third way of looking at ddt 〈f(Zt)〉 is in terms
of the current Jt. Now,
d
dt 〈f(Zt)〉 =
∫
Jt · ∇f dz, but
as f ranges over all test functions, this only suffices to
identify J up to a divergence-free vector field; a slightly
more complicated maneuver is needed. Start with
〈gLf − fLg〉 =
∫
Jt · (g∇f − f∇g) dz,
and recognize that the values of the itegrals on the right
side as f and g range over test functions do suffice to
identify J . Then, inserting the explicit form (5) and
performing a few integrations by parts as before, find
that
J i = J i[ρ] = uiρ−
∂
∂zj
(Dijρ), (14)
the “[ρ]” indicating a functional dependence. A simple
yet important lesson of Eq. (14) is that a nonuniform
diffusion coefficient can produce a nonzero current even
4where the density is uniform and drift velocity is zero.
One must not conflate the notions of drift velocity and
current.
The current J [ρ◦] in the stationary state cannot gen-
erally be depended upon to be zero, but only divergence
free, leading to
J i[ρ◦] =
∂
∂zj
(ρ◦Ωij) (15)
where Ωij is some antisymmetric tensor. Unless we have
some alternative method of identifying Ωij , this is not
very useful. However, if we succeed in finding a density ρ
such that J [ρ] = 0, then it is certain to be the stationary
density. Unfortunately, that is not generically the case.
An exception is models in which the parameters depend
on only one coordinate, say z1. The stationary current
must be uniform then, and whether because the system
is confined by walls or because the parameter gradients
necessary to sustain a current cannot extend to infinity,
the current in the stationary state should actually be
zero. In that case, Eq. (15) can be integrated to
ρ◦(z1, z⊥) ∝
1
D11(z1)
exp
(∫ z1 u1(y)
D11(y)
dy
)
. (16)
E. Periodic directions
The theory in this section was developed under the as-
sumption that the state space was an (infinite) Euclidean
space. Sometimes it is convenient to make some direc-
tions periodic. For theoretical convenience, we may wish
to turn position space into a torus. The freedom of the
velocity could be only in its direction, so that it is re-
stricted to a circle or a sphere. The first case can be
thought of as simply a periodic one dimensional variable
(θ). The adaptation of the framework to these cases is
straightforward and fairly clearly unproblematic.
3. TWO MODELS AND THEIR
CONTRACTIONS
This section applies the theory of the previous sec-
tion to two models of continuous Markovian evolution
of the position and velocity of a particle. The passive
model describes a particle subject to random forces with
a strength Dv and a viscous damping with a rate γ.
The active model describes a particle which moves at a
deterministic speed u in a direction e which undergoes
Brownian motion with diffusion coefficient De. We al-
low all the parameters γ, Dv, u and De to depend on
position, varying significantly only on the length scale
L or greater. The velocity-like variable of the model (v
or e) is presumed to be “fast”, in the sense that it be-
comes thoroughly uncorrelated with its initial value on
a time scale τℓ, during which the particle moves a typ-
ical distance ℓ ≪ L. In that case, we can hope to con-
tract the model to one evolving on position space. That
is, given the original model M including fast velocity-
like variables, we wish to find a new continuous Markov
model M on position space such that the two mod-
els give (approximately) the same correlation functions
〈fn(Xtn) · · · f1(Xt1)〉 for functions f1, . . . , fn solely of
position and times tn > tn−1 > · · · > t1 well-separated
on the scale τℓ. Essentially, we are asking how M be-
haves if we only observe the position Xt. The evolution
of Xt is not strictly Markovian because the velocity af-
fects the future evolution over times of order τℓ and a
good idea of the velocity at time zero can be had if one
knows not just X0, but also X−ǫ. The general theory of
Section 2 shows that this Markovian approximation M
is obtained once we find its drift velocity u and diffusion
coefficient D (this latter being tensorial in general, but
simple scalars for our models). An overbar indicates a
contracted model, or some element of it, the motivation
being that contraction is essentially just averaging over
fast degrees of freedom. Loosely speaking, we calculate
the drift and diffusion coefficients to first order in ℓ/L by
locally approximating the variation of the defining pa-
rameters by linear functions. The most interesting and
delicate aspect of this is the emergence of a drift velocity
from inhomogeneity of the parameters of the expanded
model. For each model M, we first calculate the diffu-
sion coefficient and drift velocity of the contracted model
M through correlation function computations using the
Heisenberg generators. Then we try to find stationary
densities by setting the current to zero. This does not al-
ways work since the current in the stationary state is not
necessarily zero, merely divergence-free. In cases where
that method does apply, the formulas for drift velocity
can be recovered with less work, and even shown to be
exact.
A. Passive Model
The passive model is defined by the generator
L = v · ∇x − (γv +∇xφ) · ∇v +Dv∇
2
v
(17)
in the space Rd
x
× Rd
v
. Equivalently, in accordance with
the general principles of Section 2, it is defined by drift
and diffusion fields
u = (v,−γ(x)v −∇xφ(x)), D =
(
0 0
0 Dv(x)
)
. (18)
By construction, this is a Markov process.
Essentially, this is a generalization to position-
dependent coefficients of a familiar model for a particle in
a thermal bath which was first discussed by Langevin. γ
represents a systematic viscous damping, Dv the strength
of random (thermal) excitation, and φ an external po-
tential. Had we written down a Langevin-type equation,
random forces would have appeared explicitly. In our for-
mulation, those are replaced by their immediate effect —
a diffusion in velocity space with intensity Dv. The time
5scale τℓ on which the velocity relaxes, or decorrelates, is
evidently γ−1. We now proceed to calculate the effective
diffusion (D) and drift (u) coefficients of the contraction
of the passive model to position space.
1. Diffusion coefficient
Assuming an initial position x = 0,
〈
|Xt|
2
〉
=
∫ t
0
ds
∫ t
0
ds′ 〈Vs · Vs′ 〉0
= 2
∫
0<s<s′<t
〈Vs′ · Vs〉0 ds ds
′. (19)
Temporarily, specialize to the case of uniform coefficients
γ, Dv, and φ. Then, by definition of diffusion coefficient,〈
|X(T )|2
〉
≃ 2dDT for T ≫ γ−1. As a convention, T
will always denote a time satisfying τℓ ≪ T ≪ τL. This
is where we want to work for calculation of D and u.
Since Lv = −γ(x)v,
d
ds′
〈Vs′ · Vs〉 = 〈−γ(Xs′)Vs′ · Vs〉
= −γ 〈Vs′ · Vs〉 , (20)
the second line following in the considered case that γ is
homogeneous. Therefore
〈Vs′ · Vs〉 = e
−γ|s′−s|
〈
|Vs|
2
〉
. (21)
Furthermore, since L|v|2 = −2γ|v|2 + 2dDv,
d
ds
〈
|Vs|
2
〉
= −2γ[
〈
|Vs|
2
〉
− dDv/γ],
the solution to which is
〈
|Vs|
2
〉
= dDv/γ+e
−2γs, so that
for times large compared to the relaxation time,
〈
|VT |
2
〉
= d
Dv
γ
=: dK(x), (22)
independently of the initial state. K(x) is defined by this
equation; it is essentially a kinetic temperature, and (22)
is a local version of the fluctuation-dissipation relation of
the second kind[11, 12].
Substituting various ingredients into (19), up to end
effects small as γT is large,
〈
|XT |
2
〉
≃ 2T
∫ ∞
0
e−γs
dDv
γ
ds = 2d
Dv
γ2
T. (23)
Finally, then, the diffusion coefficient of the contracted
passive model is
D(x) =
Dv(x)
γ(x)2
. (24)
We will return to a consideration of corrections to this
due to coefficient nonuniformity after treatin the drift u
of the contracted model. The conclusion will be that (24)
is correct to O(ℓ/L).
2. Time and length scales
From the perspective of the uncontracted passive
model, the time scale τℓ = γ
−1, and the corresponding
length scale
ℓ = D
1/2
τℓ =
〈
|V |2/d
〉1/2
τℓ, (25)
i.e., the distance the particle travels in time τℓ, are or-
dinary. From the perspective of the contracted passive
model, those scales are infinitesimal. For the contracted
model, an ordinary distance or time is significantly larger
than ℓ or τℓ, respectively, yet small compared to the dis-
tance scale L over which the parameters (γ, Dv) change
significantly or the time τL it typically takes the system
to move distance L. For purposes of calculating the pa-
rameters of the contracted model, the limits in (2) and (3)
correspond to times T satisfying τℓ ≪ T ≪ τL. When we
write “T ”, this will always be implied. A coherent devel-
opment of the theory requires the assumption that such
an intermediate range exists. Still, the formulas derived
may have approximate validity over a much wider range
of situations.
3. Drift velocity
The next task is a first-order computation of the drift
velocity u(x). The result will be clear from the notation-
ally simplest case x = 0:
u(0)
τℓ≪T≪τL= T−1 〈XT 〉0 = 〈VT 〉0 . (26)
To find 〈VT 〉0, take a derivative, using Lv = −γv−∇φ:
d
dt
〈Vt〉0 = −〈γ(Xt)Vt〉0 − 〈∇φ(Xt)〉0 (27)
O(ℓ/L)
≃ −γ(0) 〈Vt〉
(1)
0
−∇γ(0) · 〈XtVt〉
(0)
0
−∇φ(0).
The first line is exact and the second is the first order (in
ℓ/L) approximation. The parenthesized superscripts on
expectation brackets indicate the required order in ℓ/L.
Every derivative of a parameter increases this order by
one. Now,
〈
X itV
j
t
〉
0
=
∫ t
0
〈
V is V
j
t
〉
0
ds
τℓ≪t= δijD(0). (28)
Inserting this into (27) reveals that 〈Vt〉 approaches ex-
ponentially (with rate γ) the value −D∇ ln γ − γ−1∇φ.
Therefore, to leading (first) order in ℓ/L, and being ex-
plicit with all the position dependence,
u(x)
O(ℓ/L)
= −D(x)∇ ln γ(x)− γ(x)−1∇φ(x). (29)
The last term on the right side is an ordinary drift veloc-
ity in an external field. The other term is not so familiar,
but it is not really mysterious. A study of the terms in
6Eq. (27) and their meanings makes clear how this drift
velocity arises. If the velocity at a certain time hap-
pens to be in the direction of decreasing γ, then it will
carry the particle further than if it were in the opposite
direction because the damping is decreasing. That’s the
simple message of the middle term in the last line of (27).
For the case of uniform Dv/γ, Eq. (29) was previously
derived by Ermak and McCammon[8] also by a correla-
tion function method. We recover that case directly from
the stationary density in Section 3A4.
Symmetry considerations are informative about poten-
tial higher-order corrections to both D and u. A first-
order term necessarily involves derivatives of parameters,
and therefore changes sign under inversion. A diffusion
coefficient is even under inversion, so there cannot be any
O(ℓ/L) correction to D. Similarly, inversion symmetry
alone also tells us that there can be no O(1) term in u,
even if γ and Dv are anisotropic (proper tensors). D
contains only even-order and u only odd-order terms.
4. Stationary density
The stationary density ρ◦ is annihilated by the trans-
pose L† of the generator:{
− v · ∇x + divv ◦ (γv +∇xφ) +Dv∇
2
v
}
ρ◦ = 0. (30)
The composition circle in the second term indicates that
the density should first be multiplied by the vector quan-
tity in parentheses and the divergence then be taken of
the result.
Generally, we are unable to find an exact solution of
this equation. The special case that
K(x) = γ(x)D(x) = constant (31)
is an exception, for then the solution is simply the Gibbs
distribution
ρ◦ ∝ exp
(
−
1
K
[
φ+
|v|2
2
])
, (32)
as can be verified directly. Generally, K(x) bears the
interpretation of a local kinetic temperature, as shown by
(22). The equilibrium distribution ρ◦ of the contracted
passive model is ρ◦ integrated over velocity, hence
ρ◦ ∝ exp(−φ/K). (33)
Now consider some uses for the formula (14) for the
current. Assuming vanishing current in the stationary
state and an isotropic D,
u = ∇D +D∇ ln ρ◦. (34)
This is quite general and not limited to the model at
hand. Substituting the stationary density (33) into it
yields
u = ∇D − γ−1∇φ,
recovering formula (29) for the drift velocity indepen-
dently of the calculations of Section 3A 3, for the case
that Dv/γ is uniform. In addition, it is exact relation
between u and D.
It is more interesting to apply (14) in the opposite di-
rection — use the O(ℓ/L) result (29) for u to find an ap-
proximations for the stationary density of the contracted
passive model in other cases. One obtains
−J [ρ] ≃ ρD∇ ln γ + ργ−1∇φ+∇(Dρ)
= ρD
[
∇ ln(Kρ) +
∇φ
K
]
. (35)
In general there is no solution ρ◦ with J [ρ◦] = 0, im-
plying that there is a nonvanishing (but divergence-free!)
current in the stationary state. Some special cases are
amenable, however to the zero-current approach. The
first special case is φ ≡ 0. Then,
ρ◦ ∝
1
K
=
γ
Dv
, (36)
valid for small ℓ/L. For purposes of comparison to our
next model, it is interesting to rewrite the O(ℓ/L) drift
velocity in terms of K instead of γ:
u = K∇
D
K
. (37)
The second special case is that of parameters varying
only along the x1 direction. With (29), Eq. (16) reads
ρ◦(x1,x⊥) ∝
1
K(x1)
exp
(
−
∫ x1 ∇φ(y)
K(y)
dy
)
. (38)
In the case of one-dimensional variation at least, (36) is
exact.
B. Active Model
The active model describes a particle, the state (x, e)
of which comprises a position x ∈ Rd and an orientation
e ∈ Sd−1 (a unit vector). The generator of the dynamics
is
L = u(x)e · ∇x +De(x)∆S , (39)
where ∆s is the (d − 1)-dimensional spherical Laplacian
on Sd−1. (39) means that the particle’s speed u(x) is
a deterministic function of position and its orientation
e executes Brownian motion on the sphere Sd−1. This
is precisely the situation described in the opening para-
graph of the paper. We treat general dimension, but it is
easy to concentrate on the planar (d = 2) case, for which
S1 is just a circle coordinatized by angle θ, and
∆S =
∂2
∂θ2
. (40)
7In fact, the spherical Laplacian enters the following cal-
culations only through the relation
∆Se = −(d− 1)e. (41)
This gives rise to factors of d−1 in several places; if only
d = 2 is of interest, they can just be ignored.
Again, we can alternatively specify the model through
the drift and diffusion fields
u = (u(x)e, 0), D =
(
0 0
0 De(x)
)
(42)
in the state space Rd
x
× Sd−1
e
. The calculations required
to obtain the parameters u and D of the contracted ac-
tive model are similar to those presented in the previous
subsection for the contracted passive model, hence, some-
what less detail will be given. In place of the time scale
γ−1 and distance scale ℓ, we now have the orientation
dephasing (“disorientation”) time D−1
e
and ℓ = u/De.
1. Diffusion coefficient
To compute D, use
〈
|XT |
2
〉
x
= 2
∫
0<s<s′<T
〈(uses) · (us′es′)〉x ds ds
′
O(1)
= 2u(x)2
∫
0<s<s′<T
〈es · es′〉x ds ds
′. (43)
From (41) follows
d
ds′
〈es′ · es〉 = −(d− 1) 〈De(Xs′)es′ · es〉 ,
and thence
〈es′ · es〉x
O(1)
= e−(d−1)De(x)|s
′−s|. (44)
Substitution into (43) and comparison with
〈
|XT |
2
〉
x
≃
2dDT yields
D(x) =
u(x)2
d(d− 1)De(x)
. (45)
2. Drift velocity
The computation of the drift velocity u of the con-
tracted active model also proceeds as before. First,
u(0) =
d
dt
∣∣∣
T
〈Xt〉0 = 〈u(XT )eT 〉0
O(ℓ/L)
≃ u(0) 〈eT 〉
(1)
0
+∇u(0) · 〈XT ⊗ eT 〉
(0)
0
. (46)
With no essential loss, the initial position is assumed to
be 0. The “⊗” symbol in the last correlation function is
to emphasize that it is a dyadic, not a dot product. The
correlation function 〈XT ⊗ eT 〉0 here is multiplied by a
gradient, hence needs to be computed only to O(1):
d
dt
〈Xt ⊗ et〉
(0)
0
=u(0) 〈et ⊗ et〉
(0)
0
− (d− 1)De(0) 〈Xt ⊗ et〉
(0)
0
.
Integration immediately yields
〈XT ⊗ eT 〉
(0)
0
= u(0)
∫ T
0
e−(d−1)De(0)(T−s) 〈es ⊗ es〉
(0)
0
ds
≃
u(0)
d(d− 1)De(0)
I. (47)
The final line uses the fact that the orientation e ran-
domizes to a uniform distribution on the time scale τℓ,
so that for s larger than that 〈es ⊗ es〉0 = I/d, where I
is the d×d identity matrix. Tackling now the other term
in (46)
d
dt
〈et〉
(1)
0
=(1− d) 〈De(Xt)et〉
(1)
0
= (1 − d)
[
De(0) 〈et〉
(1)
0
+∇De(0) 〈Xt ⊗ et〉
(0)
0
]
.
Finally, inserting (47), and with a similar integration,
〈eT 〉
(1)
0
= −
u(0)
d(d− 1)De(0)2
∇De(0). (48)
Substituting everything back into (46) finally results in
u
O(ℓ/L)
= D∇ ln
u
De
= ∇D −D∇ lnu
= u∇
D
u
. (49)
3. Stationary density
For the active model, the equation L†ρ◦ = 0 for the
stationary density reads explicitly
e · ∇x(uρ)−De∆Sρ = 0. (50)
The solution
ρ◦(x, e) ∝
1
u(x)
. (51)
is immediate. Since this density is independent of e, the
stationary density ρ◦ of the contracted active model is
also proportional to 1/u.
This result allows us to compute the drift velocity u
independently of anything done in Section 3B2. The
contracted model clearly satisfies detailed balance, im-
plying that Ω = 0. To check this directly, take f and g
to be functions of x only, and compute
〈gLf〉ρ◦ ∝
∫
g(ue · ∇xf)
1
u
d2x de = 0
8because the integral over e vanishes. Therefore, inserting
ρ◦ into (15), one finds
u = u∇
D
u
(52)
Since we have the stationary density exactly, this relation
is exact for the correct D. In terms of coefficients of the
initial model, we know that to O(ℓ/L) only. This very
short calculation recovers, with much less effort, the re-
sult of (49). However, similarly to the case of the passive
model, it is somewhat opaque. The method of Section
3B 2 makes the origin of the drift clearer: Suppose De
is uniform. Then, if the particle happens to be headed
toward larger u, it will speed up and go farther before
becoming disoriented than if it had been headed toward
smaller u. The average displacement is therefore toward
larger u. On the other hand, if u is uniform, but De is
not, then since D−1
e
is the disorientation time, the parti-
cle will go farther before disorienting when headed toward
smaller De than when headed in the opposite direction.
The first line of Eq. (49) shows both of these mechanisms
at work. The overall form of the explanation is similar to
what we had for the contracted passive model, but there
are important differences in the details.
4. Adding translational diffusion
This section is a cautionary remark. The parallelism
between the expressions (37) and (52) for u in the pas-
sive and active models, respectively, is appealing. One
should, however, be wary of overinterpretation.
The passive model contains explicit rotational dif-
fusion, but no translational diffusion. The justifica-
tion for that is that the effective diffusion coefficient
u2/d(d−1)De is expected to dominate the total diffusion.
Of course, that depends on u being sufficiently large. It
now behooves us to look more closely at what happens
when that fails. To stay focussed on the matter at issue,
we suppose that the particle has a powered directed mo-
tion giving rise to a term ue · ∇x in the generator with
position-dependent u, while being subjected to forces and
torques from a homogeneous thermal bath. The total ve-
locity then has two components, one powered, one ran-
dom. Performing a first contraction to eliminate the ran-
dom part of the velocity, as well as the random angular
velocity — but not yet the orientation — we arrive at a
model the generator for which contains, in addition to the
already mentioned term, an orientational diffusion term
De∆S and a translational diffusion term Dx∇
2
x. This
last term is the new addition to our previous formulation
of the model. Looking back over the earlier calculations,
one finds that, to order ℓ/L, the only change this makes is
an additive contribution to the total diffusion coefficient
of the contracted model:
D = Dx + u
2/d(d− 1)De = Dx +D0. (53)
Elsewhere, taking two positional derivatives will give con-
tributions of order (ℓ/L)2. In particular,
u = ∇D0 −D0∇ lnu, (54)
and this goes to zero with u, assuming De held constant.
On the other hand, our considerations of the stationary
density worked directly with the coefficients of the con-
tracted model. So, for example, (16) in this case reads
ρ◦(x1,x⊥) ∝
1
D(x1)
exp
(∫ x1 u1(y)
D(y)
dy
)
. (55)
As u tends to zero with De and Dx fixed, the prefactor
tends to Dx, the integral in the exponent to zero, and ρ◦
gradually becomes uniform.
4. SUMMARY AND DISCUSSION
Table I summarizes many of the significant findings for
the models treated in the previous section. Despite the
differences of the two models, there are striking similari-
ties. When written in terms of the diffusion coefficient of
the contracted model and a parameter representing the
local vigor of the motion (K in one case, u in the other),
the drift velocity u has the same form. A similar paralel-
lism holds for the stationary densities. However, despite
this formal similarity, in many situations to which the ac-
tive model might apply, both u andD will be nonuniform,
while for the passive model, K is likely to be uniform.
Details of the analysis demonstrate the soundness of
the following intuitive explanation of the origin of the
drift velocity u. Given a particle at a particular location
at a particular time, if it happens to be headed one direc-
tion along the gradient of some coefficient, it is expected
to go further before its direction of motion is randomized
than if it were going the opposite direction. Gradients
which clearly matter are those in the relaxation time it-
self (γ−1 or D−1
e
), or the speed. However, the latter only
applies for the active model. If the particle moves to-
ward larger u it speeds up, but in the passive model, if
the particle moves toward larger Dv the additional ve-
locity it acquires is in a random direction.
The current has easy to understand contributions from
drift, uρ, and from density gradient, −D∇ρ. In addition,
there is a subtler contribution−ρ∇D from the gradient of
the diffusion coefficient. This occurs because D measures
the tendency of a particle to move away from wherever
it is, but not in a particular direction. If D is larger on
the left side of a plane than on the right, then particles
on the left will be moving away (sometimes to the right)
than those on the right, leading to a current.
Current and density can often be measured directly
without single particle resolution if large collections of
only weakly interacting particles can be prepared. Mea-
surement of the drift velocity u, however, is difficult with-
out direct observation of many individual particle trajec-
tories. The relation (14) between current, drift velocity,
9model coefficients u
relaxation
time
u D stationary densities
passive γ, Dv, φ (v,−γv −∇φ) γ
−1
−D∇ ln γ; K∇
D
K
Dv
γ2
;
K
γ
1
K
(φ ≡ 0), e−φ/K (K uniform)
active u,De (ue, 0) D
−1
e
D∇ ln
u
De
; u∇
D
u
u2
d(d− 1)De
1
u
TABLE I. Original parametrization, relaxation time, drift velocity and diffusion coefficient to O(ℓ/L) and stationary densities
for the passive and active models defined in Sections 3A and 3B.
diffusion coefficient and density is important for combin-
ing different kinds of measurements.
ACKNOWLEDGMENTS
I thank Prof. Vincent H. Crespi for critical reading and
suggestions. This work was funded by the Penn State
MRSEC, Center for Nanoscale Science, under award Na-
tional Science Foundation DMR-1420620.
[1] P. K. Ghosh, Y. Li, F. Marchesoni, and F. Nori,
Physical Review E 92 (2015), 10.1103/PhysRevE.92.012114.
[2] H. D. Vuijk, A. Sharma, D. Mon-
dal, J.-U. Sommer, and H. Merlitz,
Physical Review E 97 (2018), 10.1103/PhysRevE.97.042612.
[3] Y. Hong, N. M. K. Blackman, N. D. Kopp, A. Sen, and
D. Velegol, Physical Review Letters 99 (2007).
[4] P. J. Butler, K. K. Dey, and A. Sen,
Cellular and Molecular Bioengineering 8, 106 (2015).
[5] Y.-M. Byun, P. E. Lammert, Y. Hong, A. Sen, and V. H.
Crespi, Journal of Physics-Condensed Matter 29 (2017).
[6] X. Zhao, K. Gentile, F. Mohajerani, and A. Sen,
Accounts of Chemical Research 51, 2373 (2018).
[7] M. N. Popescu, W. E. Uspal, C. Bechinger, and P. Fis-
cher, Nano Letters 18, 5345 (2018).
[8] D. L. Ermak and J. A. Mccammon,
Journal of Chemical Physics 69, 1352 (1978).
[9] L. Breiman, Probability, Classics in Applied Mathemat-
ics, Vol. 7 (Society for Industrial and Applied Mathemat-
ics (SIAM), Philadelphia, PA, 1992) corrected reprint of
the 1968 original.
[10] D. J. Evans and G. P. Morriss, Statistical Mechanics of
Nonequilibrium Liquids (Academic Press, London, San
Diego, 1990).
[11] R. Kubo, M. Toda, and N. Hashitsume, Statistical
physics. II, 2nd ed., Springer Series in Solid-State Sci-
ences, Vol. 31 (Springer-Verlag, Berlin, 1991).
[12] N. G. van Kampen, Stochastic processes in physics
and chemistry, Lecture Notes in Mathematics, Vol. 888
(North-Holland Publishing Co., Amsterdam-New York,
1981).
