Abstract: Oversampled functions can be evaluated using generalized sinc-series and filter functions connected with these series. A standard filter function is given by exp((ξ 2 − 1) −1 ). We show that the Fourier transform of this filter posseses the convergence order O(exp(− √ x)), improving an estimation given in [10] . Moreover, we define a family of filter functions with convergence order O(x · exp(−x σ )) with σ arbitrary close to 1.
Introduction
We call a function f bandlimited with bandwidth b, if its Fourier-transform . (A survey of the sampling theorem and some extensions can be found in [4] , for an application in computerized tomography see [11] .)
If we have h < the function f can be reconstructed by generalized sinc-series:
The series (2) converges much faster than (1), because for every C ∞ c -function the (inverse) Fourier-transform converges faster to 0 for |x| → ∞ than every power of . For an estimation of the truncation error of series (2) the convergence of the functionγ(x) for large x is essential, cf. [10] .
It follows easily from the theory of entire functions that there cannot exist a filter function whose Fourier transform possesses the convergence order O(exp (−|x|) [8] . In [5] an explicit expression for a functionγ with almost optimal convergence properties is given in the form of an infinite product of sinc-terms.
In this paper we make a different approach: The weight functionγ in (2) is defined as the Fourier transform of an explicitly given filter function. In section 2 we show that a very good exponential order can already be achieved by modifying the standard example of a filter function which is given by
(Here the constant c is determined byγ 0 (0) = 1.) Theorem 1 shows that the Fourier transform of this function has convergence order O(exp(− |x|)), improving an estimation given in [10] . In Theorem 2 we see that a generalization of the filter γ 0 leads to a convergence order O(|x| exp(−|x| σ )) where σ is arbitrary close to 1.
A family of filter functions with exponential convergence order
For the filter function γ 0 F. Natterer proved in [10] the following estimation:
The estimation (3), however, remains valid if the factor x on the right side is omitted:
Theorem 1: For x ≥ 1 we have:
Proof: This estimation can be shown by a modification of the proof of Theorem 4 in [10] : If we writẽ
and integrate by parts k times we get for x ≥ 1:
According to Cauchy's integral formula for |ξ| < 1 we have:
where C is the closed path in the complex plane that connects the points 1, i, -1, -i by straight lines. Let C 1 be the part of C connecting 1 and i. Then the following estimation holds (cf. [10] ):
, the right side is equal to , and c α is to be chosen such thatγ α (0) = 1. To achieve an estimation of the convergence order ofγ α we need the following result:
Proof: For z like above, we have 
Here we see that for every fixed α ≥ 1, the denominator of the second quotient is a monotone increasing function of t ∈ [0, 1), and therefore
For the angle ϕ we have ϕ = arctan g(t) with
Because of g (t) > 0 for all t ∈ [0, 1], ϕ can be estimated by
Therefore,
where we used cos 1 ≥ 1 2
is a monotone decreasing function of α ≥ 1.) With β = 2
what was to be proved. Now the following estimation for the convergence order ofγ α can be established:
For x ≥ 1 and α ≥ 1 the following inequality holds: Like in the proof of Theorem 1 we get
, we obtain according to Lemma 1: , we see that
Therefore, the integral over C α,1 can be estimated by
For the remaining three parts of C α the same inequality is valid, and so
Now we make use of the inequality
and get
Substituting this into (4) yields
Figures 2 and 3 show the Fourier transforms of γ 1 and γ 2 in logarithmic vertical scale. We see that the higher convergence order ofγ 2 is fundamental for calculation with high accuracy. However, for lower values of x,γ 1 (x) decreases faster thañ γ 2 (x). This effect of increasing main-lobe width and decreasing side-lobe level is discussed in [6] for some classical filter functions. For optimality criterions of filter functions, see e.g. [2] , [7] . 
