Creating and handling box valued functions used in numerical methods  by Kálovics, F.
Journal of Computational and Applied Mathematics 147 (2002) 333–348
www.elsevier.com/locate/cam
Creating and handling box valued functions used
in numerical methods
F. K(alovics
Institute of Mathematics, University of Miskolc, Egyetemvaros, H-3515 Miskolc, Hungary
Received 30 March 2001; received in revised form 2 February 2002
Abstract
The paper presents new results on box valued functions (so-called zone functions) introduced by the author.
The /rst part gives a general description of the methods of zone functions (with respect to some classes of
nonlinear problems), a new theorem on zone function rules and /gures that help (simplify) creating zone
functions. The second part gives a new algorithm which is appropriate for handling zone functions by advanced
programming languages. A computer program in C++ and some numerical examples are also presented.
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1. Introduction
In this paper, the sets
I = {x = (x1; x2; : : : ; xm)∈Rm | xi ¡ xi ¡ 9xi; 16 i6m; xi; 9xi ∈R};
J = {x = (x1; x2; : : : ; xm)∈Rm | xi6 xi6 9xi; 16 i6m; xi; 9xi ∈R}
are called /nite m-dimensional open interval (box) I , /nite m-dimensional closed interval (box)
J or simply interval J or box I . The most fundamental property of continuous multivariate real
functions, which is equivalent to the property appearing in the de/nition of continuity, is as follows.
If D is an open box, the function p :D ⊂ Rm → R is continuous on D, c is a point of D,  is a real
number and p(c) =  then there is a neighborhood (zone, nonempty open box) around the point c in
which the function value is not equal to  anywhere. If we have a function (named zone function)
which assigns an open box with the mentioned property to every pair (c; ) and the open box is
the empty set if and only if  = p(c), then the continuity becomes a “quantitative property”, i.e.,
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can be used in numerical computation. Of course, if Zp is a zone function to p then it is possible
to give another zone function by “suitable tightening” the interval Zp(c; ), that is the domain of
all zone functions is the set D×R and the “function value” is a tighter or wider (worse or better)
open box. In [3] two diFerent zone functions are mentioned. The basic idea is the following in both
cases. We can give zone functions to the well-known real univariate elementary functions very easily
(see the graphs of these functions). The determination of a zone function of a multivariate function
built from the univariate elementary functions by function operations is reduced to determination of
zone functions of elementary functions by using rules belonging to function operations +; ∗; =; ◦ (the
last symbol is used for composite functions). This way of creating zone functions is slightly similar
to symbolic diFerentiation (giving derivatives by formulas). The next section gives a new theorem
on zone function rules, and /gures to help (and simplify) creating zone functions. In [2,3] zone
functions were handled by using the symbolic data types of the Maple programming language. Of
course, other symbolic programming languages (e.g., Mathematica) can also be used for a similar
computation. The handling of zone functions by a “traditional programming language” would be
much faster. Section 3 gives a new algorithm which is appropriate for handling zone functions by
every advanced programming language.
The usefulness of zone functions in numerical methods can be seen in [3,2], where nonlinear
systems of equations, minimization problems of maximum functions over a box and nonlinear in-
equality constrained minimization problems are solved, respectively. These methods are a priori
methods (global methods), because the iterations start with possibly large intervals enclosing the
solution (solutions) which are to be found. In other words, these methods are reliable, because they
can solve the problems without help (suitable initial vector or box, bounds of derivatives, etc.). Our
methods for the nonlinear system of equations
fi(x1; x2; : : : ; xm) = 0; x = (x1; x2; : : : ; xm)∈ I ⊂ Rm; i = 1; 2; : : : ; n;
for the minimization problem of maximum function over a box
min
x∈I g(x1; x2; : : : ; xm);
where
g : I ⊂ Rm → R; g(x) = max{g1(x); : : : ; gn(x)}; ∀x = (x1; : : : ; xm)∈ I
and for the nonlinear inequality constrained minimization problem
minimize f(x1; x2; : : : ; xm)
subject to gi(x1; x2; : : : ; xm)¿ 0; i = 1; 2; : : : ; n;
x = (x1; x2; : : : ; xm)∈ I ⊂ Rm;
can be described by a so-called abstract exclusion scheme. Here we assume that the multivariate
real functions fi, gi and f are continuous on the closed box I and built from the well-known
univariate real elementary functions (abs, exp, ln, sin, cos, etc.) using the usual function operations,
furthermore the centre of the box I is not a suitable approximating solution of the problems. The
steps of our abstract exclusion scheme are as follows.
(a) De/ne the /rst element of a box sequence {Ik} by I1 = I . Let s= 1.
(b) Choose an element Ik∗ of the box sequence {Ik} for which 16 k∗6 s. Change the sth and k∗th
elements in the sequence if k∗ = s.
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(c) Exclude (from the further examination) a zone Z around the centre of the interval Is by using
a zone function belonging to one of the given equations, constraints or objective functions.
(d) Divide the set Is − Z in L boxes (if the set is empty then L:=0), place the new boxes into the
box sequence as sth; : : : ; (s+ L− 1)th elements and s:=s+ L− 1. If s= 0 or one of the centres
of new boxes is a suitable approximating solution then stop, otherwise go to (b).
This abstract exclusion scheme is slightly similar to the so-called abstract branch and bound patterns
appearing, e.g., in [4], but there are two essential diFerences. (1) Our methods use zone function and
the other ones use interval extension. The two functions can be imagined as “inverse type functions”,
their handling requires very diFerent technique and computational background. (2) At using zone
function methods we exclude a region (zone) from the further examination after computing a zone
function value (a box) in every step. At using interval extension methods we apply, e.g., existence,
uniqueness, mid-point, monotonicity, concavity tests (see [1,4]) in every step and (depending on the
results of tests) we exclude or divide the examined box or, e.g., use an interval Newton method.
Here we note that there are well-known interval extension methods for several numerical problems,
nevertheless the author does not know derivative-free interval exclusion methods for solving the
above minimization problem of maximum function and inequality constrained minimization problem.
2. Creating zone functions
First of all we give the exact de/nition of zone functions. The notation and description, compared
to the de/nitions in [3,2], are a bit modi/ed and simpli/ed.
Denition 1. Let D ⊂ Rm be a /nite open box; p : D → R be a continuous function on D and let
us denote the set of open intervals of D by Im. The function
Zp :D ×R→ Im; (c; ) → Zp(c; )
is called a zone function of the function p; if c is an element of the open box Zp(c; ) ⊆ D and
x∈Zp(c; ) implies p(x) = ; for all c∈D; p(c) = ∈R; furthermore Zp(c; ) is the empty set if
p(c) = .
The trivial part of the de/nition, when Zp(c; ) is the empty set, is omitted from the following
formulas, because this case does not appear in practical applications. As we have mentioned, creating
zone function to univariate elementary functions is very easy. For example, if the domain D of the
elementary function
p :D ⊂ Rm → R; p(x1; x2; : : : ; xm) = ln xi
is the open box
((d1; 9d1); (d2; 9d2); : : : ; (dm; 9dm)) = ( 9d1; 9d2; : : : ; 9dm);
where di ¿ 0, then the function Zp :D ×R→ Im,
Zp(c; ) =
{
( 9d1; : : : ; 9di−1; (di; exp ); 9di+1; : : : ; 9dm) if ci ¡ exp ;
( 9d1; : : : ; 9di−1; (exp ; 9di); 9di+1; : : : ; 9dm) if ci ¿ exp ;
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de/nes a zone function. If the domain D of the elementary function
p :D ⊂ Rm → R; p(x1; x2; : : : ; xm) = arctan xi
is the open box
((d1; 9d1); (d2; 9d2); : : : ; (dm; 9dm)) = ( 9d1; 9d2; : : : ; 9dm);
then we can de/ne a zone function by the formula Zp :D ×R→ Im,
Zp(c; ) =


( 9d1; : : : ; 9di−1; 9di; 9di+1; : : : ; 9dm) if ||¿ =2 otherwise;
( 9d1; : : : ; 9di−1; (di; tan ); 9di+1; : : : ; 9dm) if ci ¡ tan ;
( 9d1; : : : ; 9di−1; (tan ; 9di); 9di+1; : : : ; 9dm) if ci ¿ tan :
Zone function of some elementary functions (e.g., trigonometric functions) can be given by a more
complicated formula, but every formula comes easily from the appropriate graph.
The determination of a zone function “value” (a box) to a multivariate function built from the
elementary functions is reduced for computing the elementary zone function “values” by rules with
respect to sum, product, etc. We use the next six rules (for sum with constant second operand, product
with constant /rst operand, sum with nonconstant operands, fraction with nonconstant numerator and
denominator, product with nonconstant operands, composite function, respectively).
Theorem 1. If p :D ⊂ Rm → R and q :D ⊂ Rm → R are continuous functions on the open box
D; Zp; Zq are their zone functions; e is one of the allowed elementary functions; furthermore p=q
and e ◦ q are well de4ned on D; then the functions
Zp+(c; ) = Zp(c; ); ∈R;  = − ;
Zp(c; ) = Zp(c; ); 0 = ∈R;  = =;
Zp+q(c; ) =
{
Zp(c; ) ∩ Zq(c; );
 = (+ p(c)− q(c))=2; = − ;
Zp=q(c; ) =


Zp(c; 0) if = 0 otherwise
Zp(c; ) ∩ Zq(c; );
= (p(c) + q(c))=(1 + 2);  = ;
Zpq(c; ) =


Zp(c; 0) ∩ Zq(c; 0) if = 0 or p(c)q(c)¡ 0;
Zp(c; ) ∩ Zp(c; ) ∩ Zq(c; ) ∩ Zq(c; );
 = ||1=2; =− if  =0; p(c) = 0; q(c) = 0;
Zp(c; ) ∩ Zp(c; 0) ∩ Zq(c; );
 = 2p(c); = = if  =0; p(c) =0; q(c) = 0;
Zp(c; ) ∩ Zq(c; ) ∩ Zq(c; 0);
= 2q(c);  = = if  =0; p(c) = 0; q(c) =0;
Zp(c; ) ∩ Zq(c; ) ∩ Zp(c; 0);
 = sgnp(c)(p(c)=q(c))1=2; = sgn q(c)(q(c)=p(c))1=2 if p(c)q(c)¿ 0;
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Ze◦q(c; ) =


D ∩ Zq(c; cl) ∩ Zq(c; cr);
cl is the maximum value for which e(
c
l) = ; 
c
l ¡q(c);
cr is the minimum value for which e(
c
r) = ; 
c
r ¿q(c);
are zone functions to p + ; p( =0); p + q; p=q; pq and e ◦ q; respectively. (If cl or cr does
not exist; then the actual member is omitted from the last formula.)
Proof. The /rst two cases are trivial by the de/nition of zone functions. The proofs to p+ q; p=q;
pq and e ◦ q are as follows.
(a) In the case of p + q, Zp+q(c; ) has to be nonempty by the de/nition of zone functions if
c∈D; ∈R and p(c) + q(c) = . Since p(c) + q(c) =  implies that p(c) = ; q(c) = , therefore
Zp+q(c; ) is well de/ned in the required cases. Because of the continuity of p, either
p(x)¿; ∀x∈Zp(c; ) or p(x)¡; ∀x∈Zp(c; ):
Similarly, because of the continuity of q, either
q(x)¿; ∀x∈Zq(c; ) or q(x)¡; ∀x∈Zq(c; ):
For an element x of the interval Zp(c; ) ∩ Zq(c; ), it is not possible that p(x)¿ and q(x)¡,
since after substitution x= c we could get that p(c)+ q(c)¿ and p(c)+ q(c)¡ simultaneously.
Similarly, it is not possible, that p(x)¡ and q(x)¿ for an element x of the interval Zp(c; ) ∩
Zq(c; ), hence either p(x)¿ and q(x)¿, that is
p(x) + q(x)¿ + = ; ∀x∈Zp(c; ) ∩ Zq(c; )
or p(x)¡ and q(x)¡, that is
p(x) + q(x)¡ + = ; ∀x∈Zp(c; ) ∩ Zq(c; );
and the proof is complete for p+ q.
(b) In the case of p=q, Zp=q(c; ) has to be nonempty by the de/nition of zone functions, if
c∈D; ∈R; q(c) =0 and p(c)=q(c) = . Since =0; q(c) =0; p(c)=q(c) =  implies that p(c) =0,
and  =0; q(c) =0; p(c)=q(c) =  implies that p(c) = ; q(c) =  therefore Zp=q(c; ) is well de/ned
in the required cases. The statement with respect to the case  = 0 is trivial by the de/nition of
zone functions. A proof to the case  =0 is as follows. First suppose that ¿ 0. Because of the
continuity of p, either
p(x)¿; ∀x∈Zp(c; ) or p(x)¡; ∀x∈Zp(c; ):
Similarly, because of the continuity of q, either
q(x)¿; ∀x∈Zq(c; ) or q(x)¡; ∀x∈Zq(c; ):
For an element x of Zp(c; ) ∩ Zq(c; ), it is not possible that p(x)¿ and q(x)¿, since after
substitution x= c we could get that p(c)=q(c)¿ and p(c)=q(c)¡ simultaneously. Similarly, it
is not possible that p(x)¡ and q(x)¡ for an element x of Zp(c; ) ∩ Zq(c; ). Hence either
p(x)¿ and q(x)¡; ∀x∈Zp(c; ) ∩ Zq(c; )
or
p(x)¡ and q(x)¿; ∀x∈Zp(c; ) ∩ Zq(c; ):
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If p(x)¿ and q(x)¡, then (because of ¿ 0; = ) the following /ve cases are possible for
an x∈Zp(c; ) ∩ Zq(c; ):
 = 0; = 0; p(x)¿ 0; q(x)¡ 0;
¿ 0; ¿ 0; p(x)¿; 0¡q(x)¡; ¿ 0; ¿ 0; p(x)¿; q(x)6 0;
¡ 0; ¡ 0; ¡p(x)¡ 0; q(x)¡; ¡ 0; ¡ 0; p(x)¿ 0; q(x)¡
and it is easy to prove for these cases that p(x)=q(x) =  cannot be satis/ed. And if p(x)¡ and
q(x)¿ then (because of ¿ 0; = ) the following /ve cases are possible for an x∈Zp(c; )∩
Zq(c; ):
 = 0; = 0; p(x)¡ 0; q(x)¿ 0;
¿ 0; ¿ 0; 0¡p(x)¡; q(x)¿; ¿ 0; ¿ 0; p(x)6 0; q(x)¿;
¡ 0; ¡ 0; p(x)¡; ¡q(x)¡ 0; ¡ 0; ¡ 0; p(x)¡; q(x)¿ 0
and it is easy to prove for these cases that p(x)=q(x)= cannot be satis/ed. Now suppose that ¡ 0.
For an element x of the interval Zp(c; )∩Zq(c; ), it is not possible that p(x)¿ and q(x)¡, or
p(x)¡ and q(x)¿, since after substitution x= c we get a contradiction. Hence either p(x)¿
and q(x)¿, or p(x)¡ and q(x)¡; ∀x∈Zp(c; ) ∩ Zq(c; ). If p(x)¿ and q(x)¿ then
(because of ¡ 0;  = ) the following /ve cases are possible for an x∈Zp(c; ) ∩ Zq(c; ):
 = 0; = 0; p(x)¿ 0; q(x)¿ 0;
¿ 0; ¡ 0; p(x)¿; ¡q(x)¡ 0; ¿ 0; ¡ 0; p(x)¿; q(x)¿ 0;
¡ 0; ¿ 0; ¡p(x)¡ 0; q(x)¿; ¡ 0; ¿ 0; p(x)¿ 0; q(x)¿
and it is easy to prove for these cases that p(x)=q(x) =  cannot be satis/ed. And if p(x)¡ and
q(x)¡, then (because of ¡ 0; = ) the following /ve cases are possible for an x∈Zp(c; )∩
Zq(c; ):
 = 0; = 0; p(x)¡ 0; q(x)¡ 0;
¿ 0; ¡ 0; 0¡p(x)¡; q(x)¡; ¿ 0; ¡ 0; p(x)6 0; q(x)¡;
¡ 0; ¿ 0; p(x)¡; 0¡q(x)¡; ¡ 0; ¿ 0; p(x)¡; q(x)6 0
and it is easy to prove for these cases that p(x)=q(x) =  cannot be satis/ed.
(c) In the case of pq, the proof is as follows. If  = 0 then c∈D; ∈R; p(c)q(c) =  implies
that p(c) =0; q(c) =0 that is
I = Zp(c; 0) ∩ Zq(c; 0)
is nonempty, furthermore it is trivial that p(x)q(x) =0 = ; ∀x∈ I . If  =0 and sgnp(c) sgnq(c) =
−sgn  (and c∈D; ∈R; p(c)q(c) = ) then p(c)q(c) =0, that is
I = Zp(c; 0) ∩ Zq(c; 0)
is nonempty. Because of the continuity of p and q; sgnp(x)=sgnp(c); ∀x∈Zp(c; 0) and sgn q(x)=
sgn q(c); ∀x∈Zq(c; 0), therefore sgn(p(x)q(x)) =sgn , i.e., p(x)q(x) = ; ∀x∈ I . If  =0; p(c) =
0; q(c) = 0, then p(c) =± ||1=2; q(c) =± ||1=2, that is
I = Zp(c; ) ∩ Zp(c; ) ∩ Zq(c; ) ∩ Zq(c; )
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is well de/ned. Because of the continuity of p and q; −||1=2¡p(x); q(x)¡ ||1=2; ∀x∈ I , that is
p(x)q(x)) = ; ∀x∈ I . If  =0; p(c) =0; q(c) = 0, then p(c) =2p(c); p(c) =0; q(c) = =(2p(c)),
that is
I = Zp(c; ) ∩ Zp(c; 0) ∩ Zq(c; )
is well de/ned. Because of the continuity of q, either
q(x)¡=(2p(c)) or q(x)¿=(2p(c)); ∀x∈ I:
The following four cases are possible for an x∈ I :
¿ 0; p(c)¿ 0; 0¡p(x)¡ 2p(c); q(x)¡=(2p(c));
¡ 0; p(c)¡ 0; 2p(c)¡p(x)¡ 0; q(x)¡=(2p(c));
¿ 0; p(c)¡ 0; 2p(c)¡p(x)¡ 0; q(x)¿=(2p(c));
¡ 0; p(c)¿ 0; 0¡p(x)¡ 2p(c); q(x)¿=(2p(c))
and it is easy to prove for these cases that p(x)q(x) =  cannot be satis/ed. If  =0; p(c) =
0; q(c) =0, then the proof is completely similar to the previous case. If  =0; sgnp(c) sgn q(c) =
sgn , then p(c) =0; q(c) =0 and c∈D; ∈R; p(c)q(c) =  implies that p(c) =sgnp(c)(p(c)=
q(c))1=2, since p(c) = sgnp(c)(p(c)=q(c))1=2 implies that p2(c) = p(c)=q(c) that is p(c)q(c) = .
Similarly, q(c) =sgn q(c)(q(c)=p(c))1=2, hence the intervals
I1 = Zp(c; ) ∩ Zq(c; ) ∩ Zp(c; 0); I2 = Zp(c; ) ∩ Zq(c; ) ∩ Zq(c; 0)
are well de/ned in the required cases. We continue the proof with respect to I1 (for I2 it is completely
similar). The following eight cases are possible for an x∈ I1 (the other cases give a contradiction at
substitution x = c):
¿ 0; p(c)¿ 0; q(c)¿ 0; p(x)¿ (p(c)=q(c))1=2; q(x)¿ (q(c)=p(c))1=2;
¿ 0; p(c)¿ 0; q(c)¿ 0; 0¡p(x)¡ (p(c)=q(c))1=2; q(x)¡ (q(c)=p(c))1=2;
¿ 0; p(c)¡ 0; q(c)¡ 0; p(x)¡− (p(c)=q(c))1=2; q(x)¡− (q(c)=p(c))1=2;
¿ 0; p(c)¡ 0; q(c)¡ 0; −(p(c)=q(c))1=2¡p(x)¡ 0; q(x)¿− (q(c)=p(c))1=2;
¡ 0; p(c)¿ 0; q(c)¡ 0; p(x)¿ (p(c)=q(c))1=2; q(x)¡− (q(c)=p(c))1=2;
¡ 0; p(c)¿ 0; q(c)¡ 0; 0¡p(x)¡ (p(c)=q(c))1=2; q(x)¿− (q(c)=p(c))1=2;
¡ 0; p(c)¡ 0; q(c)¿ 0; p(x)¡− (p(c)=q(c))1=2; q(x)¿ (q(c)=p(c))1=2;
¡ 0; p(c)¡ 0; q(c)¿ 0; −(p(c)=q(c))1=2¡p(x)¡ 0; q(x)¡ (q(c)=p(c))1=2
and it is easy to prove for these cases that p(x)q(x) =  cannot be satis/ed.
(d) In the case of e ◦ q, Ze◦q(c; ) has to be nonempty, if c∈D; ∈R; e(q(c)) = . Since
e(q(c)) =  implies that q(c) = cl ; q(c) = cr , therefore Ze◦q is well de/ned in the required cases.
If the equation e() =  has no root, then our statement is obvious. And if 1; 2; : : : ; i : : : are the
roots of e() =  (the number of roots can be in/nite), then
Ze◦q(c; ) = Zq(c; cl) ∩ Zq(c; cr) =
⋂
i
Zq(c; i)
because of the continuity of the function q, and x∈Ze◦q(c; ) implies that e(q(x)) =  cannot be
satis/ed.
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Here we note that this theorem was the /rst result with respect to zone functions. The author
wanted to publish it (as part of a paper with co-author G. M(esz(aros) in a journal of symbolic
computation. Since we could not receive a decision on acceptance or rejection for years, we abandon
the publication in the mentioned journal. In this way, some applications of zone functions of Theorem
1 has been published (e.g., in [2]) without the proof of Theorem 1.
For illustration of using the given formulas, consider the next simple example. Let
D = ( 9d1; 9d2; 9d3) = ((−10; 10); (−10; 10); (1; 11));
f :D→ R; f(x) = cos(x1 + x2) + x33=arctan x3; c = (0; 0; 2); = 4:
If p(x) = cos(x1 + x2) and q(x) = x33=arctan x3 then (by the rule of sum)
Zf(c; 4) = Zp(c;−1:113) ∩ Zq(c; 5:113):
By the rule of composite function,
Zp(c;−1:113) = ( 9d1; 9d2; 9d3) = D
and if u(x) = x33 ; v(x) = arctan x3 then (by the rule of fraction)
Zq(c; 5:113) = Zu(c; 7:914) ∩ Zv(c; 1:548):
Hence
Zf(c; 4)=D ∩ ( 9d1; 9d2; (7:9141=3; 9d3)) ∩ ( 9d1; 9d2; (d3; tan 1:548))
= ((−10; 10); (−10; 10); (1:993; 11)):
Since f(c)¿=4 and f is continuous on D, we have the region (zone) Zf(c; 4) in which f(x)¿ 4
everywhere. Here we note, the fact that the set Zp(c; ) is a box in the de/nition implies two advan-
tageous properties. On the one hand Zp(c; ) can still be handled easily in computer programs, on the
other hand p(c)¿ implies p(x)¿; ∀x∈Zp(c; ) and p(c)¡ implies p(x)¡; ∀x∈Zp(c; ).
(The second property is utilized strongly in methods of minimization problems.)
The paper [3] introduced other rules for the last three cases of Theorem 1, and these new zone
functions have an extra property, the so-called canonicity. The de/nition of this notion is as follows.
Denition 2. Let Zp be a zone function belonging to the function p :D→ R; and let Ic ⊂ D; I ⊂ R
be /xed closed intervals. Let us denote the box to c∈ Ic and ∈ I by
Zp(c; ) = ((z1(c; ); 9z1(c; )); : : : ; (zm(c; ); 9zm(c; ))):
The zone function Zp is called canonical with respect to the intervals Ic and I; if there exists a
/xed '¿ 0 to every /xed (¿ 0; that c∈ Ic; ∈ I; |p(c)− |¿( implies that cj− zj(c; )¿' and
9zj(c; )− cj ¿' for all 16 j6m.
Now we show a simple way for creating our and other rules. For example, consider the rule of
fraction. Start with the idea, that a point (a; b) where b¿ 0 and a ray with equation x=y=  (where
 =0; y¿ 0) are given in the coordinate system of axes x and y (see Fig. 1).
Assume that the point (a; b) is not on the ray and construct the line segment s of the ray by the
conditions
min{a; b}¡x¡max{a; b}; min{b; a=}¡y¡max{b; a=}:
F. Kalovics / Journal of Computational and Applied Mathematics 147 (2002) 333–348 341
Fig. 1. The rule of fraction.
If we construct the interval (in/nite rectangle, zone) Z by the conditions
(; )∈ s; (a; b)∈Z; (x; y)∈Z ⇒ x = ; y =  and y¿ 0
then (see Fig. 1) the value sgn (x=y − ) is constant on Z , i.e.,
x
y
¡ or
x
y
¿ for all (x; y)∈Z:
Now let p :D→ R and q :D→ R be continuous functions on the open interval D ⊂ Rm, furthermore
let q(x)¿ 0; ∀x∈D. (The case q(x)¡ 0; ∀x∈D is very similar.) If we have a point c∈D and a
real number  =0 for which p(c)=q(c) =  then we can de/ne values  and , that
min{p(c); q(c)}¡¡max{p(c); q(c)};
min{q(c); p(c)=}¡¡max{q(c); p(c)=}:
If we construct (with such values  and ) an m-dimensional open interval Zp=q(c; ) by the conditions
c∈Zp=q(c; ); x∈Zp=q(c; )⇒ p(x) = ; q(x) =  and q(x)¿ 0
then (because of the continuity of p and q) the value sgn(p(x)=q(x)− ) is constant on Zp=q(c; ),
i.e.,
p(x)
q(x)
¡ or
p(x)
q(x)
¿ for all x∈Zp=q(c; ):
The values  and  are chosen by the direction of the perpendicular line in Theorem 1, and by the
direction of the bisectrix in [3]. In other words, the point (; ) is the bottom point of the height
line and bisectrix drawn from the point (a; b) to the hypotenuse s, respectively (see Fig. 1). These
cases are illustrated in Fig. 2.
It is easy to verify that we obtain the rules (of Theorem 1 and [3])
Zp=q(c; ) =
{
Zp(c; 0) if = 0 otherwise;
Zp(c; ) ∩ Zq(c; ); = (p(c) + q(c))=(1 + 2);  = ;
Zp=q(c; ) =
{
Zp(c; 0) if = 0 otherwise;
Zp(c; ) ∩ Zq(c; ); = (q(c) + p(c) sgn )=(1 + ||);  = ;
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Fig. 2. Two special choices.
for fraction by the two /gures. The rules of sum and product can be obtained similarly if we start
with the line belonging to the equation x+ y=  and with the hyperbola belonging to the equation
xy = , respectively. Since the height line and the bisectrix are the same for the /rst case and the
rules of composite function come from the de/nition directly, the rules of [3] are diFerent from
the rules of Theorem 1 essentially only for fraction and product. (The composite function rule of
Theorem 1 is an improved version of the rule of [3].) The canonicity of zone function of Theorem
1 is spoiled by rules of fraction and product, because the fact that the point (a; b) is far enough
from the line x=y =  or the hyperbola xy =  does not imply that (a; b) is far enough from the
border of the chosen zone Z . This weakness does not appear at the zone function of [3] (see Fig. 2
for the cases → 0). Of course our description is not equivalent with the exact proofs, but without
this background (see Theorem 1 and [3]) the notion of zone function is not natural enough.
Now we de/ne a third fraction rule and give numerical comparisons for the three cases. If we
choose the mid-point of the line segment s on Fig. 1 as point (; ) then the rule
Zp=q(c; ) =
{
Zp(c; 0) if = 0 otherwise;
Zp(c; ) ∩ Zq(c; );  = (p(c) + q(c))=2; = =;
is generated and the canonicity is not spoiled. Let
D = ((−10; 10); (−10; 10); (1; 11));
f :D→ R; f(x) = cos(x1 + x2) + x33=arctan x3; c = (0; 0; 2); = 4
again. Using add, composite function and fraction rule of Theorem 1, we obtain that
Zf(c; 4) = ((−10; 10); (−10; 10); (1:993; 11)):
If we use the common add and composite function rules with fraction rule belonging to bisectrix or
mid-point then the results for Zf(c; 4) are
((−10; 10); (−10; 10); (1:968; 11)) and ((−10; 10); (−10; 10); (1:897; 4:179));
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respectively. (The interval D contains continuum points where f(x)=4.) Now consider the nonlinear
system of equations
ln
x1 + 1
2
+ x3 − 5 = 0; |x1 − x3| − x22 + 5 = 0;
x3
x1 + x2 + 1
+ x3 − 6 = 0; tanh(x3 − |x4|+ 2)− arctan(|x4| − 7) = 0
of [3] and solve the problem by the original code, then change only the fraction rule in the code.
In [3], with the initial interval
I = ((0; 100); (0; 100); (0; 100); (0; 100))
and parameter value , = 0:01 (the exclusion algorithm gives an approximating solution with error
bound , concerning function values), the approximating vector
(0:994; 3:000; 5:002; 7:003) of (1; 3; 5; 7)
is obtained after computing 161 zone function values. If we use the fraction rule belonging to
perpendicular line (Theorem 1) or mid-point instead of the “bisectrix rule”, then the approximating
vectors
(1:004; 3:000; 5:001; 7:000) and (0:997; 3:001; 5:003; 7:002)
come after computing 174 and 172 zone function values, respectively. These two simple examples
show it would be useful to choose the best zone function to our problems, but the choice is ques-
tionable. Perhaps it is surprising that the (noncanonical) zone function of Theorem 1 is generally
better at practical problem (e.g., mechanical design problem of [2]) than the other two.
3. Handling zone functions
Our Maple program computes a function value (a box) Zf(c; ) very similarly as we did it in
the /rst numerical example. The program utilizes strongly that Maple can check the type of an
expression by the function type(e; t) where e is an expression and t is a type name, furthermore can
extract operands from an expression by the function op(i; e) where i is a nonnegative integer making
positions of operands and e is an expression. The use of our Maple program is very comfortable
because we must only give the function f in a conventional form. Unfortunately, the program is
fairly slow because Maple system is slow, we examine the structure of the suitable expression at
every computation of Zf(c; ) again and we compute function values many times in intermediate
steps. Here we show a very economical algorithm. First, we would like to give the expressions
x + ; x; x + y; x=y; xy; x; x; log x; |x|;
sin x; cos x; tan x; cot x; arcsin x; arccos x; arctan x; arccot x;
sinh x; cosh x; tanh x; coth x; sinh−1 x; cosh−1 x; tanh−1 x; coth−1 x;
where  is an integer or real constant and values of x; y are chosen among the coordinates of
“reference vectors” a= (a1; a2; ; : : : ; ak) or b= (b1; b2; ; : : : ; bl), in a numerically coded form. We use
the form (triple)
(func; posx; posy or  or 0);
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where 16 func6 25 gives the serial number of the chosen function, the nonzero integer posx gives
the place of the coordinate of a or b used as x (if posx ¡ 0 then the |posx|th coordinate of a, if
posx ¿ 0 then the posxth coordinate of b is used), the nonzero integer posy gives the place of the
coordinate of a or b used as y. (If the expression contains neither y nor  then the third element
of the triple is 0.) For example,
(1;−2; 5:3) = a2 + 5:3; (2; 3; 7:5) = 7:5b3; (3;−1; 2) = a1 + b2;
(4; 2;−3) = b2=a3; (7;−2; 3) = 3a2 ; (16; 3; 0) = arctan b3:
A multivariate real function (built from the above elementary functions) can be described by a
sequence of the introduced triples, e.g., the function of the /rst numerical example
f :D ⊂ R3 → R; f(x) = cos(x1 + x2) + x33=arctan x3
can be given by the sequence
F = {(6;−1; 1); (6;−2; 1); (6;−3; 3); (16;−3; 0); (3; 1; 2); (11; 5; 0); (4; 3; 4); (3; 6; 7)};
since (with a= x and b= F)
F1 = x11 = x1; F2 = x
1
2 = x2; F3 = x
3
3 ; F4 = arctan x3;
F5 = F1 + F2 = x1 + x2; F6 = cosF5 = cos(x1 + x2);
F7 = F3=F4 = x33=arctan x3; F8 = F6 + F7 = cos(x1 + x2) + x
3
3=arctan x3:
Of course the description of f (vector F) is not unique, but any description is suitable for the
computation of the function values belonging to F1; F2; : : : ; FN and a point c. Now let
D = ((−10; 10); (−10; 10); (1; 11)); c = (0; 0; 2); = 4; m= 3; N = 8
and try to give a scheme for computation of the box Zf(c; ). First compute the function values
belonging to coordinates of F and the point c, place them into the vector V=(V1; V2; : : : ; VN ). De/ne
the /rst element of a vector A by A1 = (FN ; ) = ((3; 6; 7); 4). FN = F8 shows that we have to use
the rule of sum for F6 and F7. Using the values 1 = ; V6 and V7, compute the values
2 = (1 + V6 − V7)=2 =−1:113; 3 = (1 − V6 + V7)=2 = 5:113
and let A2 = (F6; 2); A3 = (F7; 3): Hence now
A= ((F8; 1); (F6; 2); (F7; 3)):
Carry on the computation with A2. F6 shows that we have to use the composite function rule for
F5, and (since |2|¿ 1) new element of A is not generated. Carry on the computation with A3. F7
shows that we have to use the fraction rule for F3 and F4. Using the values 3; V3 and V4, compute
the values
4 =
23V3 + 3V4
1 + 23
= 7:914; 5 =
3V3 + V4
1 + 23
= 1:548:
Since the second coordinates of F3 and F4 are negative (i.e., F3 and F4 belong to elementary
functions), the new elements (F3; 4) and (F4; 5) do not require examination, therefore they are
placed into a vector E. Hence, now
E = ((F3; 4); (F4; 5)):
Since there is not more element waiting for examination in A, therefore the “reduction” is /nished.
(We can see the examination of the /rst element of A get a reduction process aQoat. During this
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Table 1
f or g fg; 105, Zfg; 104, fg; 107, Zfg; 106, fg; 107, Zfg; 106,
Maple Maple C++ C++ Fortran Fortran
f 48 45 38(20) 24(18) 8 12
g 53 53 96(27) 37(22) 13 15
process “negative elements” are placed into E, “positive elements” are placed into A.) After this,
we evaluate the elements
(F3; 4) = ((6;−3; 3); 7:914) and (F4; 5) = ((16;−3; 0); 1:548)
of E (F3 and F4 contain the suitable information for computing elementary zone function values)
and Zf(c; ) comes from the intersection of computed boxes.
The described scheme is appropriate for handling zone functions by every advanced programming
language. The handler segment (named zone) requires the input data D; F; c; alp = ; m; N and gives
the output data fc=f(c)=VN ; box=Zf(c; ). Hence the segment can be described by the function
zone : (D; F; c; alp; m; N ) → (fc; box):
The computation contains three loops. In the /rst loop we compute the elements of vector V (the
eFort is similar to computing a function value), in the second loop the elements of vectors A and
E are computed (here we use the formulas of six rules, the eFort is similar to the eFort of previous
loop), in the third loop the elements of vector E are evaluated (the eFort is also similar to the
eFort of the /rst loop). Hence, if the computation eFort is determined principally by the evaluations
of elementary functions (it holds rarely at newer versions of programming languages), then the
total eFort is about three times more than which is necessary at computing f(c). Of course, if a
programming language can produce the vector F from the common form of f, then the handling
becomes comfortable also (the eFort does not increase essentially at a practical problem, because
this conversion is used once and box Zf(c; ) is computed at hundreds or thousands of c and ). We
have programs of our algorithm for handling zone functions in C++ and Fortran. Table 1 contains
running time data (in secs) for the functions
f(x) = cos(x1 + x2) + x33=arctan x3 = {(6;−1; 1); (6;−2; 1);
(6;−3; 3); (16;−3; 0); (3; 1; 2); (11; 5; 0); (4; 3; 4); (3; 6; 7)}
and
g(x) = 3x1+x2 + x33log2 x3 = {(6;−1; 1); (6;−2; 1);
(6;−3; 3); (8;−3; 2); (3; 1; 2); (7; 5; 3); (5; 3; 4); (3; 6; 7)};
with the parameter values
D= ((−10; 10); (−10; 10); (1; 11)); = 4; m= 3; N = 8;
c= (0 + 1=j; 0 + 2=j; 2 + 3=j); j = 1; 2; 3; : : : ; J
concerning our PC Pentium II of 366 MHz processor. (The MapleV Release 5 program uses the old
algorithm for computing the boxes Zf(c; ) and Zg(c; ). The C++ data belong to Borland C++
version 3.1 (to Visual C++ version 6.0 in parentheses), the Fortran data belong to Lahey Fortran
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90 version 4.5. The notation fg; 105 means that we compute the value f(c) or g(c) at 105 points,
i.e., J = 105. The notation Zfg; 104 is considered similarly for Zf(c; ) or Zg(c; ).)
These results show, C++ and Fortran are 55–600 times faster than Maple at computing f(c) or
g(c) and they are 143–375 times faster than Maple at computing Zf(c; ) or Zg(c; ). The compu-
tation requires 3:9–15:0 times more time for Zf(c; ) or Zg(c; ) than for f(c) or g(c). The next
C++ program (which is shortened to the function f) illustrates how the zone function segment is
constructed and shows how we used this segment in a simple loop for computing the 106 boxes
Zf(c; ); j = 1; 2; 3; : : : ; J .
#include ¡iostream:h¿
#include ¡math:h¿
oat fc, box[10][3];
void zone(oatD[ ][3], oat F[ ][4], oat c[ ], oat alp, int m, int N) {
oat V[100], A[100][5], E[100][5], x, y, w, al, al1, al2, al3, al4, aln;
int i, j, k, l, iA, iE, ii, jj, s, kl; const oat Pi= 3:141593;
=∗ Loop for computing vector V ∗=
for (i = 1; i¡=N; i++) {
j = F[i][1]; k =F[i][2]; l = F[i][3]; w=F[i][3];
if (k¡0)x= c[−k]; else x=V[k]; if (j¿=3 && j¡=5) y=V[l];
switch (j) {
case 3: V[i]= x + y; break;
case 4: V[i]= x=y; break;
case 6: V[i]= pow(x;w); break;
case 11: V[i]= cos(x); break;
case 16: V[i]= atan(x); break;} fc=V[N]; }
=∗ Loop for computing vectors A and E ∗=
for (i = 1; i¡=3; i++) A[1][i] = F[N][i]; A[1][4]= alp; iA=1; iE=0; i = 1;
while (i¡iA && N¿1) {
i++; j=A[i][1]; k =A[i][2]; l =A[i][3]; w=A[i][3]; al =A[i][4]; s= 0;
switch (j) {
case 3: al1= (al + V[k]− V[l])=2; al2= al− al1; s= 2; break;
case 4: if (al==0) {al1= 0; s= 1};
if (al!= 0) {al2= (al ∗ V[k] + V[l])=(1 + al ∗ al); al1= al ∗ al2; s= 2; }; break;
case 6: if(w¿0 && (l + 1)=2 ∗ 2==l + 1) {al1= pow(al; 1=w); s= 1; }; break;
case 11: if (fabs(al)¡=1) {
x= acos(fabs(al)); per = 2 ∗ Pi ∗ (int)(V[k]=2=Pi); if (V[k]¡0) per = per − 2 ∗ Pi;
if (al¿=0) {al1= x + per; al2= 2 ∗ Pi− x + per; }
if (al¡0) {al1=Pi− x + per; al2=Pi + x + per; }
if (al2¡V[k]) {y= al1; al1= al2; al2= y + 2 ∗ Pi; }
if (al1¿V[k]) {y= al2; al2= al1; al1= y − 2 ∗ Pi; }
s= 2; }; break;
case 16: if (fabs(al)¡Pi=2) {al1= tan(al); s= 1; }; break;}
for (ii = 1; ii¡=s; ii++) {
switch (ii) {
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case 1: aln = al1; kl = k; break;
case 2: aln = al2; if (j¿=3 && j¡=5) kl= l; break;
case 3: aln = al3; kl = k; break;
case 4: aln = al4; if (j¿=3 && j¡=5) kl= l; break; }
if (F[kl][2]¡0)
{iE++; for (jj = 1; jj¡=3; jj++) E[iE][jj] = F[kl][jj]; E[iE][4]= aln; };
if (F[kl][2]¿0)
{iA++; for (jj = 1; jj¡=3; jj++) A[iA][jj] = F[kl][jj]; A[iA][4]= aln; }; }}
if (N==1) {for (ii = 1; ii¡=4; ii++) E[1][ii] =A[1][ii]; iE=1; };
=∗ Loop for evaluating elements of E ∗=
for (i = 1; i¡=m; i++) {box[i][1]=D[i][1]; box[i][2]=D[i][2]; };
for (i = 1; i¡=iE; i++) {
j =E[i][1]; k =− E[i][2]; l =E[i][3]; w=E[i][3]; al =E[i][4]; s= 0;
switch (j) {
case 6: if (w¿0 && (l + 1)=2 ∗ 2==l + 1) {x=pow(al; 1=w); s= 1; }; break;
case 16: if (fabs(al)¡Pi=2) {x= tan(al); s= 1; }; break;}
for (ii = 1; ii¡=s; ii++){if(ii==2)x=y; if(x¡c[k])&&x¿box[k][1]) box[k][1]= x;
if (x¿c[k])&&x¡box[k][2])box[k][2]= x; }; }}
void main() {
oat D[10][3], F[100][4],c[10], alp; int m, N, i; long j;
oat f [][3]= {{6;−1; 1};{6;−2; 1};{6;−3; 3};{16;−3; 0};{3; 1; 2};{11; 5; 0};{4; 3; 4};{3; 6; 7}};
alp= 4; m=3; N=8;
D[1][1]=− 10; D[1][2]= 10; D[2][1]=− 10; D[2][2]= 10; D[3][1]= 1; D[3][2]= 11;
for (i = 1; i¡=N; i++) for (j = 1; j¡=3; j++) F[i][j] = f [i− 1][j− 1];
for (j = 1; j¡=1e6; j++) {c[1]= 1:=j; c[2]= 2:=j; c[3]= 2 + 3:=j; zone(D;F; c; alp;m;N); }
cout ¡¡fc¡¡endl; for(i = 1; i¡=m; i++) cout¡¡box[i][1]¡¡“ ” ¡¡box[i][2]
¡¡endl; }
Now consider another numerical example. The general algorithm (GAL) and special algorithm (SAL)
of [2] for solving nonlinear inequality constrained minimization problems are based on zone func-
tions, but they also contain other hard-working segments. The simple (school) example
minimize 2x21 + 2x1x2
subject to x21x2 − 1¿ 0; (x1; x2)∈ ([0; 10]; [0; 10])
of [2], which computes the cylinder of minimum surface area having at least unit volume, has the
exact solution vector
((2)−1=3; 2(2)−1=3) ≈ (0:5419; 1:0839) and fmin ≈ 5:5358:
The procedure GAL gives the result
z = (0:5381; 1:1040) and f(z)− fmin = 0:0161;
after 296 uses of zone functions, the procedure SAL gives the result
z = (0:5381; 1:0991) and f(z)− fmin = 0:0003;
in 227 steps. Now we repeat these computations 10 times with the original Maple program and
1000 times with C++ and Fortran programs using the new algorithm of zone functions. Table 2
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Table 2
Algorithm 10 times, Maple 1000 times, C++ 1000 times, Fortran
GAL 18 s 15(12) s 7 s
SAL 15 s 13(11) s 7 s
contains running time data concerning the above-mentioned computer and versions of programming
languages.
These results show, C++ and Fortran algorithms are 115–257 times faster than the original Maple
algorithm. The ratio is similar for the practical (mechanical design) problem of [2].
Finally, we note that we always used Qoating point arithmetic for computing zone function values
(boxes). Since these boxes are computed by lower estimates (see the proofs of rules of Theorem 1),
we never happened to obtain a faulty result because of the eFect of rounding errors. Nevertheless
guaranteed boxes can be computed by using directed rounding or interval arithmetic.
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