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Abstract— Activity recognition from sensor data deals with 
various challenges, such as overlapping activities, activity 
labeling, and activity detection. Although each challenge in the 
field of recognition has great importance, the most important 
one refers to online activity recognition. The present study tries 
to use online hierarchical hidden Markov model to detect an 
activity on the stream of sensor data which can predict the 
activity in the environment with any sensor event. The activity 
recognition samples were labeled by the statistical features 
such as the duration of activity. The results of our proposed 
method test on two different datasets of smart homes in the 
real world showed that one dataset has improved 4% and 
reached (59%) while the results reached 64.6% for the other 
data by using the best methods. 
Keywords—Activity Recognition, Hierarchical Hidden 
Markov models, Activity Segmentation, Sliding Window, 
Smart homes, Internet of things 
I. INTRODUCTION  
  The human activity affects the person, society and the 
environment. Therefore, human activity recognition forms 
the basis of many research fields. Today, the advancement 
of sensor technology, as well as the evolution of machine 
learning methods, on the other hand, provides a good 
context for using sensors in various applications. One of 
these applications is smart environments that are used to 
monitor the behavior of a person living in the environment. 
For example, monitoring systems try to use activity 
recognition technology to deal with terrorist threats. 
Assisted living environments used activity recognition in 
order to help individuals to live independently. Other 
applications, for example, smart meeting rooms and smart 
hospitals, are also dependent on activity recognition. The 
activity recognition is also used in video game console and 
applications for patients' health and fitness on the 
smartphone. Smart environments have recently been used in 
many research laboratories throughout world; therefore, 
many research projects such as CASAS [1], MAVhome [2], 
PlaceLab [3], CARE [4], and AwareHome [5] have been 
deployed in this area. 
Activity recognition refers to recognizing the daily activities 
of a person living in the environment. Activities of daily 
living (ADLs) is a terminology defined in healthcare to refer 
to people's daily self-care activities. 
Activity recognition can be examined from different 
aspects: 
A. Type of Sensor 
The first models were using visible features such as camera 
images to monitor individual behavior and environmental 
changes. The sensors data is a sequence of films or digital 
images. The sensor-based model uses a network of sensors 
to monitor the activity. In this approach, sensors can be 
attached to the person or placed in the environment. 
B. Activity model 
In general, activity models are made by two methods. In the 
first method, a large set of data of each person's behavior are 
analyzed by using machine learning and data mining 
methods. In the second method, it was tried to obtain 
sufficient prior knowledge in the field of interests and 
personal tendencies by using knowledge engineering and 
management technologies. Activity recognition deals with 
various challenges, such as activity labeling, overlapping 
activities, sensors without useful information and activity 
extraction. Among these challenges, online activity 
recognition is identified as the main challenge in this area 
because the first step in providing real-world systems is to  
 design systems which can recognize online user behavior.  
In the present study, stream of data was made from a 
number of binary environmental sensors. Most methods for 
online activity recognition are based on the sliding window 
approach. These methods deal with the problem of 
optimization of the window size. The present study tries to 
discover the sequence pattern of the occurrence of the 
sensors at the beginning and ending of each activity to solve 
the window size problem, and also uses these patterns to 
identify the boundaries which means where the activity 
begins and ends on the stream of sensor data. As a result, it 
is not necessary to determine the window size, and the 
model automatically determines the proper size for activity 
recognition on the stream of data. When the beginning of 
the activity with the occurrence of each sensor is identified, 
the online activity will be predicted and this prediction 
continues until the corresponding completion pattern of the 
activity occurs. When the activity was identified, the activity 
recognition was labeled by the statistical features such as the 
duration of activity. The problem of sensors without 
information was also solved and the efficiency of the system 
performance increased. To implement this idea, the 
hierarchical Markov model was used. A set of hidden 
Markov models were responsible for recognizing of the 
beginning, ending, and type of activity patterns. This set was 
implemented as a hierarchical hidden Markov model. The 
results showed that the implemented algorithm was better 
than other available method or has the same performance.  
This paper is organized as follows: In section 2, the previous 
studies were examined. Then, the proposed method and 
implementation details were described in Section 3. In 
section 4, various tests were performed to evaluate the 
efficiency of the model and compare the results of the 
proposed method with other methods. In the final section, 
conclusions and further studies were discussed. 
 
II. RELATED WORKS 
The basis of activity recognition is to process of sequence 
events of the sensors and recognizes the corresponding 
activity. It is required to have a robust model for activity 
recognition due to the difference in the environmental 
structure and the sensors in our smart environments. The 
Diane proposed a robust model of the sensors to extract 
different features, such as the duration of the activity [6]. In 
the modeling, the problem was independent of the sensor 
environment and could be implemented for different users 
[7]. Since the accuracy of the model requires the data with 
proper labels, a method was proposed for the data labeling 
[8]. First, the data for activity recognition have already been 
segmented (i.e. the beginning and ending of each activity 
are identified) [9, 10]. In order to bring the activity 
recognition based systems closer to those of actual world, 
some methods were used for segmentation of the stream of 
the data [11, 12]. Activity labeling is one of the aspects and 
it is often ignored. Most researchers asked the residents to 
perform an activity and then mark the activity based on the 
activated sensors. This method was not practically possible 
for all people. Moreover, Szewcyzk et al. [8] presented an 
automated method to annotate the datasets. Other challenges 
for activity recognition were overlapping, and simultaneity 
of activities. Overlapping means that different classes have 
common sensors [13]. The next problem is those sensors 
which do not belong to any predefined classes; however, 
they usually include a large segment of the data set. Rashidi 
et al. [14] suggested that the corresponding new activity of 
these unprocessed sensors should be discovered, and added 
to predefined classes which improve the efficiency of the 
system. In addition to the challenges for activity modeling, 
machine learning methods were also discussed for activity 
recognition. Therefore, different methods including the 
ensemble method [15], the non-parametric method [16], the 
support vector machine method [9], as well as probabilistic 
models such as the hidden Markov model and the Markov 
random field have been used for activity recognition [17, 18, 
19]. Each method has its own advantages and disadvantages. 
Probabilistic methods have high application due to high 
noise tolerance and the production of probability 
distributions over different classes [6]. 
Although each challenge has its own particular importance, 
online activity recognition is one of the most important 
challenges in the real world. Real world applications require 
systems which can recognize the user behavior immediately. 
Therefore, these methods should be able to process the 
stream of sensor data. Most methods for data stream 
processing are based on the sliding window approach [11, 
20, 21, 22]. The sliding window approach, referred to as 
“windowing” is mainly based on the time or number of 
sensors. Initial methods considered the window size 
constant [18, 20]. Since different classes have different 
numbers of activated sensor, the sliding window size was 
proposed as a solution by many researchers [20, 22, 11, 23, 
24]. Krishna et al. [20] mentioned the time dependence of 
the sensors as a criterion for dynamic window approach. 
They provided two window approaches based on the time 
and number of sensors. In the temporal sliding window 
approach, those sensors, which took place at a certain 
interval, were examined as one activity, while in the sensor-
based method, first, those sensors which were continuously 
activated together, were recognized by using Mutual 
information criterion and then were classified in a window. 
The probabilistic approach was another proper idea which 
was provided by Fadi et al. [22]. In this approach, the 
window size was considered for each class. The initial size 
of the class was estimated according to the previous samples 
and was updated based on the sensor events. Yala et al. 
emphasized on the method [20] and the changes in 
computing mutual information and improved the system 
performance [21]. Kabir et al. [17] proposed a multi-stage 
method. In the first stage, the activities were clustered by a 
hidden Markov model and then the activities of each cluster 
were classified by using a separate hidden Markov model. 
Although the proposed methods have greatly solved the 
window size problem, there are still some problems such as 
the exact recognition of boundaries which reduces the 
efficiency of the system. 
 
III. THE PROPOSED METHOD 
 
The problem of these methods was their inability in 
determining the window size precisely. Regarding the 
uncertainty about the window size and the approximate 
calculation of the window size, the recognition windows 
contain the events of sensors which do not belong to any 
predefined activities. The segmentation of the data without 
clear window size, and classification of the pieces as 
predefined classes and other class was proposed. Predefined 
classes included daily activities such as eating, bathing, 
sleeping, and so on, which were determined by medical 
specialists. Other classes are activities which are not 
included in this classification. 
At first, the beginning and ending of the activities was tried 
to be recognized by identifying repetitive sensors in the 
beginning and ending of activities in order to segment the 
stream of data. After the recognition of the beginning of the 
activity, the corresponding activity will be predicted by each 
sensor event. When the activity ended and the 
corresponding piece was recognized, the pieces will be 
labeled by using the temporal features. 
Figure 1 illustrates the steps of the proposed algorithm. In 
the activity discovery phase, when the stream of data 
entered, the sensors with information were first segmented 
and then classified based on the threshold of the recognized 
segments in the labeling phase. Each phase will be 
explained in the following sections. 
  
 
 
Figure 1 Steps of proposed method - phase one activity detection, phase 2 
labeling 
 
A. Activity Discovery Phase 
The first problem for activity recognition on streams of data 
is to recognize the occurrence of activities. The present 
study tries to examine the sensor event at the beginning and 
ending of each activity in order to recognize the start and 
end of it. As Figure 2 illustrates, sensors, which are active 
before and end of each activity, are usually constant. This is 
resulted from the fact that the person performs each activity 
in a specified location, and thus a specific set of sensors are 
activated at the beginning and the ending of the specified 
location. 
 
 
 
Figure 2 sensor frequency of personal hygiene activty. (a)before activity 
begins- (b) at the end of actvity  
 
Some activities take place in a common place. For example, 
activities such as personal hygiene and bathing take place in 
one place. To distinguish these activities from each other, 
the sequence of sensor events is used. After the recognition 
of the beginning of the activity, the corresponding activity 
will be estimated by receiving each sensor. The more 
received sensors, the more accurate the recognized activity 
would be. 
As it is mentioned earlier, the probabilistic models have an 
acceptable performance in dealing with noise data. In these 
models, the prior knowledge can be simply transferred to the 
models. Since the hidden Markov model has less 
computational load recursive neural networks than other 
similar methods, it is used as a common method for 
sequential data. 
Suppose Xt represent the hidden state vector and Yt 
represents vector observations. K is the number of possible 
hidden states for X. {1,..., }tX k . Here, observations 
mean the sequence of sensor events. Equation 1 illustrates 
how to calculate the most probable class based on the 
observations. 
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Hidden Markov model will face difficulties in dealing with 
long sequences. Therefore, hierarchical hidden Markov 
model was selected. Hierarchical hidden Markov model is a 
closed version of the hidden Markov model which is 
appropriate for domains which have a hierarchical structure 
and multilevel dependencies on length and time.  
Figure 3 illustrates the structure of the employed 
hierarchical hidden Markov model. In this network, dotted 
line vectors represent the vertical transition and solid line 
vectors represent horizontal transition. When abstract state 
is done, horizontal transition can occurs. In Figure 3, 
1 2 3, ,  and X X X  represent abstract states. Each abstract state 
is a sub-HMM and produces sequence of observations. The 
lower nodes are production states that produce one 
observation. 
The node X1 is a sub-HMM which recognizes the beginning 
of the activity. Then, the control goes to node X2. In this 
stage of the HHMM, the type of activity is recognized, and 
the corresponding activity will be predicted by sensor event 
of each sensor. After this stage, node X3 recognizes the 
termination of the activity upon its completion. At the end, 
the control returns to the root node. In the output section, a 
part of sensors with information is identified which is shown 
as S in the present study.  
 
 
Figure 3 Implemented HHMM structure 
 
B.  Activity Labeling Phase 
In the dataset, undefined classes have not been labeled. 
Therefore, defined classes were used to identify these 
classes. The defined classes are denoted by “C”. In fact, 
empirical probabilistic distribution of Ck is extracted, and 
then the likelihood that S belongs to Ck is calculated. As 
equation 2 represents, if this probability exceeds a threshold, 
activity is considered as a class Ck, but if the probability is 
lower than the threshold, it is classified as the other class.  
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Where (.)f , , st  and kcT  represent likelihood function, 
the threshold, duration of the activity segment S and the 
duration empirical distribution of the class Ck , respectively. 
Also, k denotes the class index, where {1,2,3,...,11}k . 
IV. DATASETS  AND EXPERIMENTAL RESULTS 
 
In order to evaluate the efficiency of the proposed model, 
the data of two intelligent homes were used, which will be 
described in the followings. Then, the evaluation criteria and 
the comparison methods were explained. 
 
 
Figure 4 floor plan and sensor layout of home 1 
 
Figure 4 illustrates the smart home architecture. This figure 
illustrates fixed motion sensors in red dots and door sensors 
in blue triangles. Table 1 illustrates a sample of this dataset. 
 
Table 1 Characteristics of the smart homes 
Home 2 Home 1  
18 20 # of motion sensors 
12 12 # of door sensors 
1 person 1 person # of residents 
274920 371925 # of sensor events collected 
4 month 5 month Timespan 
 
Table 1 illustrates the general specifications of home 1 and 
home 2 data sets and the used sensors. Activity classes 
include, personal hygiene, enter home, leave home, taking 
shower, cooking, relaxing on the couch, take medicine, 
eating, housekeeping, sleeping in bed, and bed to toilet 
transition.1 
Of datasets, 70%, 10% and 20% were used for training, 
validation and testing, respectively. 
                                                          
1 Results provided in the validation section correspond to the home 1 and 
home 2 datasets, available online at 
http://eecs.wsu.edu/~nazerfard/AIR/datasets/dataX.zip , where  X 1,2 . 
Accuracy is one of the most commonly used evaluation 
criteria, and represents the proportion of the total number of 
positive and negative correct samples to the all samples 
(equation 3). 
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A. Estimatin  the parameters 
1) The number of sensors preceeding an activity 
To recognize the beginning of the activity, a number of 
different sensors has been investigated (Table 2).  
 
Table 2 Estimating the number of preceeding sensors 
6 5 4 3 2  
93.1% 93.2% 92.9% 97% 78.7% Home 1 
91% 91% 94.2% 96.4% 84.3% Home 2 
 
Table 2 provides the accuracy of detecting the beginning of 
an activity. The results suggest that by considering three 
sensors, the best accuracy is archived. 
 
2) Threshold Parameter 
In order to determine the appropriate threshold, the value 
of   has been changed from 0.02 to 0.10 and the optimum 
threshold was determined. Threshold values and different 
accuracy have been reported in Table 3. 
 
Table 3 Estimating the alpha parameter 
0.10 0.08 0.06 0.04 0.02  
64.3% 64.6% 63% 62.1% 59.7% Home 1 
56.4% 57% 59% 53% 54% Home 2 
 
In table 4, the methods which were used for the comparison 
with the proposed model are described briefly. 
 
Table 4 Notation and description of different approaches 
Notation Description 
Baseline Baseline approach of fixed length Sliding window[20] 
SWTW 
Fixed length sensors windows with time based weighting 
sensors[20] 
SWMI 
Fixed length sensors windows with mutual information 
weighting sensors[21] 
DW 
Sensor windows where the window size determined 
dynamically[22] 
 
 The results of the proposed method as well as the results of 
other methods are reported in Table 5. The numbers 
represent the efficiency of the algorithm based on the 
accuracy criterion. 
 
Table 5 Accuracy Results 
Method  Home 1 Home 2 
Proposed method 64.6% 59% 
SWMI 64% 54% 
SWTW 62% 45% 
DW 59% 55% 
Baseline 58% 48% 
 
As Table 5 illustrates, our proposed method performs better 
than the other approaches. The proposed method can also be 
used to represent an estimate of an activity at any given 
moment. 
V. CONCLUSIONS AND FUTURE WORK 
 
Online activity recognition is one of the most important 
challenges in the area of smart environment research. Most 
of the previous methods for activity recognition had 
problem in determining the window size. The present study 
segmented the sensors for each event activity regardless of 
the window size by determining the beginning and ending of 
the activity. The results showed the efficiency of the 
proposed method compared to the available methods.  
In general, the accuracy of the proposed methods for the 
activity recognition can exceed than a certain amount due to 
the uncertainty of human behavior. Therefore, it is practical 
to propose in the smart environment where activity is likely 
to occur. Because the training of activity recognition 
systems requires a large amount of data, it is recommended 
that transition learning and other people’s information 
should be used to reduce the duration of collecting data and 
training system. 
REFERENCES 
 
[1] D. Cook, M. Schmitter-Edgecombe, A. Crandall, C. 
Sanders, and B. Thomas, “Collecting and disseminating 
smart home sensor data in the CASAS project,” CHI Work. 
Dev. Shar. Home Behav. Datasets to Adv. HCI Ubiquitous 
Comput. Res., no. November 2015, 2009. 
[2] D. Cook, “MavHome: An agent-based smart home,” … 
2003.(PerCom 2003 …, no. January, pp. 521–524, 2003. 
[3] S. Intille and K. Larson, “The PlaceLab: A live-in 
laboratory for pervasive computing research (video),” 
PERVASIVE 2005 Video Progr., pp. 1–4, 2005. 
[4] B. Kröse, T. van Kasteren, C. Gibson, and T. van den 
Dool, “CARE: Context Awareness in Residences for 
Elderly,” Int. Conf. Int. Soc. Gerontechnology, pp. 101–105, 
2008. 
[5] C. D. Kidd et al., “The aware home: A living laboratory 
for ubiquitous computing research,” in Lecture Notes in 
Computer Science (including subseries Lecture Notes in 
Artificial Intelligence and Lecture Notes in Bioinformatics), 
1999, vol. 1670, pp. 191–198. 
[6] D. J. Cook, “Learning Setting- Generalized Activity 
Models for Smart Spaces,” IEEE Intell. Syst., vol. 27, no. 1, 
pp. 32–38, 2012. 
[7] D. J. Cook and M. Schmitter-Edgecombe, “Assessing 
the quality of activities in a smart environment,” Methods 
Inf. Med., vol. 48, no. 5, pp. 480–485, 2009. 
[8] S. Szewcyzk, K. Dwan, B. Minor, B. Swedlove, and D. 
Cook, “Annotating smart environment sensor data for 
activity learning,” Technol. Heal. Care, vol. 17, no. 3, pp. 
161–169, 2009. 
[9] D. Sanchez, M. Tentori, and J. Favela, “Activity 
Recognition for the Smart Hospital,” IEEE Intell. Syst., vol. 
23, no. 2, pp. 50–57, 2008. 
[10] A. Fleury, N. Noury, and M. Vacher, “Supervised 
classification of Activities of Daily Living in Health Smart 
Homes using SVM.,” Conf. Proc.  ... Annu. Int. Conf. IEEE 
Eng. Med. Biol. Soc. IEEE Eng. Med. Biol. Soc. Annu. 
Conf., vol. 2009, pp. 6099–6102, 2009. 
[11] G. Okeyo, L. Chen, H. Wang, and R. Sterritt, 
“Dynamic sensor data segmentation for real-time 
knowledge-driven activity recognition,” Pervasive Mob. 
Comput., vol. 10, no. PART B, pp. 155–172, 2014. 
[12] X. Hong and C. D. Nugent, “Segmenting sensor data 
for activity monitoring in smart environments,” Pers. 
Ubiquitous Comput., vol. 17, no. 3, pp. 545–559, 2013. 
[13] J. Wen, M. Zhong, and Z. Wang, “Activity recognition 
with weighted frequent patterns mining in smart 
environments,” Expert Syst. Appl., vol. 42, no. 17–18, pp. 
6423–6432, 2015. 
[14] D. J. Cook, N. C. Krishnan, and P. Rashidi, 
“Activity Discovery and Activity Recognition: A New 
Partnership,” Cybern. IEEE Trans., vol. 43, no. 3, pp. 820–
828, 2013. 
[15] A. Jurek, C. Nugent, Y. Bi, and S. Wu, “Clustering-
based ensemble learning for activity recognition in smart 
homes,” Sensors (Basel)., vol. 14, no. 7, pp. 12285–12304, 
2014. 
[16] F. T. Sun, Y. T. Yeh, H. T. Cheng, C. Kuo, and M. 
Griss, “Nonparametric discovery of human routines from 
sensor data,” 2014 IEEE Int. Conf. Pervasive Comput. 
Commun. PerCom 2014, pp. 11–19, 2014. 
[17] M. H. Kabir, M. R. Hoque, K. Thapa, and S.-H. Yang, 
“Two-Layer Hidden Markov Model for Human Activity 
Recognition in Home Environments,” Int. J. Distrib. Sens. 
Networks, vol. 12, no. 1, p. 4560365, 2016. 
[18] T. L. M. Van Kasteren, G. Englebienne, and B. J. A. 
Kröse, “An activity monitoring system for elderly care 
using generative and discriminative models,” Pers. 
Ubiquitous Comput., vol. 14, no. 6, pp. 489–498, 2010. 
[19] S. Yan, Y. Liao, X. Feng, and Y. Liu, “Real time 
activity recognition on streaming sensor data for smart 
environments,” 2016 Int. Conf. Prog. Informatics Comput., 
pp. 51–55, 2016. 
[20] N. C. Krishnan and D. J. Cook, “Activity recognition 
on streaming sensor data,” Pervasive Mob. Comput., vol. 10, 
no. PART B, pp. 138–154, 2014. 
[21] N. Yala, B. Fergani, and A. Fleury, “Feature extraction 
for human activity recognition on streaming data,” 2015 Int. 
Symp. Innov. Intell. Syst. Appl., no. October, pp. 1–6, 2015. 
[22] F. Al Machot, H. C. Mayr, and S. Ranasinghe, “A 
windowing approach for activity recognition in sensor data 
streams,” Int. Conf. Ubiquitous Futur. Networks, ICUFN, 
vol. 2016–Augus, pp. 951–953, 2016. 
[23] J. Wan, M. J. O’Grady, and G. M. P. O’Hare, 
“Dynamic sensor event segmentation for real-time activity 
recognition in a smart home context,” Pers. Ubiquitous 
Comput., vol. 19, no. 2, pp. 287–301, 2015. 
[24] M. Espinilla, J. Medina, J. Hallberg, and C. Nugent, “A 
new approach based on temporal sub-windows for online 
sensor-based activity recognition,” J. Ambient Intell. 
Humaniz. Comput., vol. 0, no. 0, pp. 1–13, 2018. 
 
 
 
