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ニューラルネット [1], ファジィシステム[16], サポート
ベクターマシン[3, 4]などがある.  
視線追尾装置を用いて評価値入力やベスト個体の
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Abstract—We propose Interactive Differential Evolution (IDE) based on paired comparisons for reducing user fatigue 
and evaluate its convergence speed in comparison with Interactive Genetic Algorithms (IGA) and two tournament IGA's. 
User interface and convergence performance are major key points for reducing Interactive Evolutionary Computation 
(IEC) user fatigue. Unlike IGA and conventional IDE, users of the proposed IDE and tournament IGA do not need to 
compare whole individuals with each other but rather only to compare pairs of individuals, which largely decreases user 
fatigue. In this paper, we design a pseudo-IEC user for IEC simulation and evaluate the second key point, IEC 
convergence performance, using IEC simulators and show that our proposed IDE converges significantly faster than IGA 
and tournament IGA, i.e. our proposed method is superior to others from both user interface and convergence 

























2.   本論文で比較する進化論的計算 








導入した IEC が，トーナメント IEC である[7]．文献[7]
では，単に勝敗情報を使うトーナメントだけでなく，
勝敗の程度をも考慮してフィットネスを調整するトー
ナメント IEC も提案している．本論文でもこの 2 種類






















強個体と第 2 最強個体が運悪く第 1 試合で対比較した


















の 3 期間の論文数は 58, 265, 1,569 編と近年論文数が急
増している． 
アルゴリズムの概要を Fig. 1 を使って以下のステッ
プに述べる[9,16]． 
(1) 1 個体を目標 vector として取り出す， 
(2) 残りの個体から 2個体をパラメータ vectorsとしてラ
ンダムに選択し両者の差分 vector を得る， 
(3) 残りの個体からランダムに，あるいは，ベスト個体
を選び，基底 vector とする， 






















2.3   対話型差分進化 
IEC の視点から第 2.2 節のアルゴリズムを眺めると，
疲労軽減の点で(6)の対比較が非常に魅力的であり，対
比較ベース対話型差分進化が構築できる[18]．目標












Fig. 2 GUI of Interactive Differential Evolution and displayed a pair 
of a target vector and a trial vector in a searching space. 
3.   評価タスク 







は擬似 IEC ユーザを構成して IEC シミュレーションを
行うことが望ましい[8]. 
擬似 IEC ユーザを構成するためには，3 つの IEC の
特徴を組み込む必要がある． 
(1) 概して複雑ではない評価特性 



















評価実験タスクには，第(1)式で表す 4 種類（n = 3, 5, 
























































これらの値は，Fig. 3 のように 4 つのピークが見えなが
らも重複部分が多々あって大局的には大谷構造になる
よう調整して設定した．   
4.   実験結果 
4.1 実験条件 
遺伝子は 12 bits からなる実数で，個数は混合ガウス
関数の次元数（3, 5, 7, または 10）である．GA 演算は，
個体 2 個のトーナメント選択と交差率 100%の多点交差
を行い，突然変異率は 5%とする．各実験では，100 世
 





代までの探索を 100 試行行う．IGA では第 3.1 節で述べ
たように 5 段階評価をシミュレーションする．トーナ
メント IGA と対話型差分進化では，Fig. 3 の Z 軸に相当
するフィットネス値域を 50 分割して弁別閾とした．す





















• 全個体を比較して親個体を選択する通常 GA に比
べてトーナメント GA は選択演算に利用する情報
の信頼度が少ないので，一般的には，トーナメン
ト GA の収束速度は通常 GA よりも遅いと考えら
れる 
























5.   考察 
100 試行に対して，差分進化または対話型差分進化
を他の 3 種類のアルゴリズムの中のベストアルゴリズ
ムと比較した場合の符号検定結果を Fig. 4に示す． 
実用的な IEC の結果である 16 個体と実用的な世代
数での比較を見ると，対話型差分進化が有意に IGA か
2 種類のトーナメント IGA に劣るのはタスクの次元数
10 次元と最も複雑な場合だけである．この 30 世代近く
まで有意に劣る場合であっても Fig. 16 を見て分かると
おり，実質的にはほとんど差がない，というのが実態
に近いであろう．それに対して対話型差分進化が他の 3
種類の IEC のいずれよりも有意になる場合は，Fig.s 
13-15 のように大きな収束差をつけている． 
IGAやトーナメント IGAが対話型差分進化に対して





も低い場合でも）差分進化が GA やトーナメント GA に
比較して，早い世代から有意になる． 
10 次元タスクでのみ対話型差分進化と同等以上を
示している IGA ではあるが，IEC ユーザに全個体の相
互比較を強いるので，Fig. 16 に見られる程度の IGA と
対話型差分進化の差であれば，対比較が可能な後者の
方が IEC には適しているといえる． 
 
 
Fig. 4. Sign test for DE and interactive DE (IDE); blue dots mean 
that DE (or IDE) is significantly better than any other three 
algorithms (p < 0.01), and the red dots mean that DE (or IDE) is 
significantly poorer than at least one of others (p < 0.01). Left axis 
shows experimental conditions with different population sizes and 
task dimensions, and marked four conditions are of IDE with 16 
population size that is a practical condition. 
6. 結論 










際に効果が大きい． 従来の IGA に対するこの対比較の
効果は明確なので，もう 1 つのキーポイントである収
束速度について，対話型差分進化を IGA とトーナメン
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Fig. 12. EC Task is 10-D Gaussian Mixture Model (128 individuals). 












































































































































Fig. 20. IEC Task is 10-D Gaussian Mixture Model (128 individuals). 
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