Abstract. We propose solving computational problems with DNA molecules by physically constructing 3-dimensional graph structures. Building blocks consisting of intertwined strands of DNA are used to represent graph edges and vertices. Di erent blocks would be combined to form all possible 3-dimensional structures representing a graph. The solution to the Hamiltonian cycle problem provided requires a constant number of steps regardless of the number of vertices. If a solution to the graph problem exists, then a fully closed circular molecule would be formed and can be isolated. This paper introduces a method of using 3D structures in computing which might signi cantly improve the e ciency of computations with DNA.
Introduction
In 1994, Adleman Generally, DNA molecules have been treated as linear strings where much of the information content is encoded in the order of nucleotides that make up the DNA. These algorithms require polynomial increases in the number of steps necessary to identify a solution with increasing size of the problem (e.g., the number of vertices in a graph in 1] and the number of variables in a formula in 5]). Recently reported research 10] however, has demonstrated that it is possible to form higher order, three dimensional (3D) structures with DNA molecules. In this paper we explore the possibility of the use of 3D DNA structures. We show that, theoretically, the use of 3D DNA structures could signi cantly reduce the time and steps needed to identify a solution. In fact, 3D structures allow the Hamiltonian cycle problem to be solved with a constant number of steps, regardless of the number of vertices in the graph.
In 12] a method was proposed to solve the Hamiltonian Path Problem in a constant number of steps by self-assembling double-crossover molecules into larger structures such that if a solution exists, then there is a closed DNA molecule which encodes the answers and which can be isolated. Self-assembling of molecules build complex DNA structures that can be viewed as lying on a 2D surface, and the computation does not make use of 3D DNA structures. Our approach is di erent in that we propose use of 3D exible structures of DNA for solving the problem geometrically.
In this paper, we review the Hamiltonian cycle problem and describe our approach through a simple example, rst. A general case also is considered and we present the algorithm for arbitrary graphs. Finally, we discuss the general feasibility of the method.
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2. The Hamiltonian Cycle Problem 2.1. De nition. Let G be a nite graph with V (G) the set of vertices and E(G) the set of edges. A Hamiltonian cycle c of G is a cycle (a loop on the graph when we regard G as a 1-complex, without self intersection points) such that it goes through every vertex exactly once. The Hamiltonian cycle problem (HCP) asks whether a given graph G has a Hamiltonian cycle. Example. An example of a graph is depicted in Fig. 1 (left) . This is the complete graph with 4 vertices (i.e., C 4 ). Individual cycles through the graph are illustrated to the right of the whole graph. Since none of the four cycles in the right top of the gure pass through all vertices, they are non-Hamiltonian cycles. The three cycles illustrated in the right bottom of the gure are Hamiltonian cycles.
The HCP is a well known member of a larger class of problems known as NP-complete. NP-complete problems have posed a signi cant challenge to computational scientists since all conventional algorithms require (in the worst case) an exponential increase in the number of steps (or time) relative to the size of the problem. Identifying a solution to even a moderately simple problem therefore, can require a prohibitively large number of steps. In fact, the excitement over DNA as a computational tool rests in the ability to perform in parallel some of the computational steps. Thus, the number of steps to identify a solution does not increase exponentially with increases in the size of the graph. 1. Form random DNA paths in the graph.
2. Extract paths that go through exactly n (possibly repeating) vertices of the graph, where n is the number of vertices. 3. For each vertex i (i = 1; : : : ; n) extract the paths that go through vertex i (i.e. extract paths that visit every vertex). 4. If a path remains, a Hamiltonian cycle exists. The rst step presumably generates an exponential number of paths that contain the result. Steps 2 and 3 are used to isolate and detect the result generated by step 1.
Step 3 of this algorithm must be repeated n times for a graph of n vertices.
The laboratory procedure suggested for this step uses biotin label oligos that are complementary in DNA sequence to the vertices. Paths containing a speci c vertex are removed from the mix when hybridized to the biotin labeled oligo that is conjugated to paramagnetic beads. The resulting mixture is sequentially treated in a similar way with each vertex speci c oligo. The extraction procedure is undoubtedly less then 100% e ective. With repeated use, errors will tend to accumulate and could result in false positives (i.e., concluding that a Hamiltonian cycle exists when in fact one does not). For this reason, other extraction techniques such as restriction endonuclease digestion have been suggested 2]. Although these methods may be more e cient than biotin beads, the repetitive use of the extraction technique is not avoided and errors still can accumulate.
2.4. Constructing 3D graphs with DNA. We have chosen a simple four vertex Hamiltonian cycle problem ( Fig. 1) to illustrate how to construct 3D graphs with DNA. Each edge of the graph is represented by the 3D DNA structure shown in Fig. 2 . Orientation of the strands of DNA are indicated with arrowheads being placed at the 3 0 end. Hydrogen bonds between the anti-parallel, complementary Watson-Crick (WC) bonds are depicted as dotted segments between the strands. As can be seen in the gure, each edge is a complex of intertwined single and double stranded segments of DNA. The double stranded sections function to hold the 3D structure of the edge and can vary from 25 to 35 nucleotides long depending on double-stranded stability of the sequence. For simplicity, the double helix of each of the molecules is not presented in the gure. This DNA structure is referred to as a type I edge block. Di erent such blocks are needed for each edge of the graph.
The 3 0 ends of the DNA strands in the edge block end with single stranded segments of 20 to 30 nucleotides length that are vertex-edge speci c. They have complementary sequence tails such that compatible edge blocks can form WC paired double-stranded DNA segments and be joined together. Figure 3 shows a formation of a vertex in the graph. For example, the 3 0 ends labeled 1 of the bottom edge In this example, every Hamiltonian cycle is realized in the graph. By following the above procedure, we could conclude if this graph has a Hamiltonian cycle. In general, however, edge blocks cannot form every possible Hamiltonian cycle. Our proposed procedure gives a solution for this particular graph because each vertex belongs to exactly 6 cycles (and there are 6 double strands \passing" through a vertex) and all possible cycles in the graph are produced. Since this may not always be the case, a more generalized procedure is needed. In this section we present a general solution to the Hamiltonian cycle problem. When considering the graph presented in Fig. 5 , one can easily see that it is impossible to produce all cycles in the graph using only type I edge blocks. To obtain all cycles of this graph some of the internal cycles must contain non-crossover DNA segments. In order to circumvent this problem, we propose a type II edge block as shown in Fig. 6 . By using both type I and type II blocks all possible cycles of the graph can be generated. A speci c pattern of cycles obtained by these blocks is presented in Fig. 7 . The vertices of the graph are represented by black dots and the edges are represented by thin dotted segments. In this pattern Hamiltonian cycles are realized. With this example, however, another problem arises. Although all cycles through the graph can be produced by using both types of edge blocks, circular molecules that pass through a vertex up to three times (Fig. 8 ) also are possible. Each of the inner three double strands presented in Fig. 3 can be a part of the same circular double stranded molecule. We therefore need to include an additional DNA structure; a vertex building block.
A vertex building block of degree 3 is shown in Fig. 9 . Shaded areas in the double stranded molecules of the block indicate segments that encode sequences for sites that can be cleaved by restriction endonuclease enzymes. Both sites are encoded with the same recognition site and can be cleaved simultaneously. Only the \inner" strands of the blocks are important to the graph solution. The \outer" strands are needed only as support for the inner. Three blocks are constructed for every vertex combination such that all cyclically rotated versions are represented. This allows a con guration where every pair of inner double strands of a vertex block can be cut by a restriction endonuclease.
Building blocks for higher degree vertices are constructed in a manner similar to that shown in Fig. 9 . For a given vertex v (with degree 3), a separate building block for every combination of two edges e i ; e j , that pass through the vertex is needed. For example, if a vertex has degree 5 with edges fe 1 ; : : : ; e 5 g passing through v, then a building block of the form presented in Fig. 10 is needed for each fi; jg, (i 6 = j) where fk; k 0 ; k 00 g = f1; : : : ; 5g ? fi; jg. Figure 10 represents the inner double strands of the building block and the actual structure is essentially similar to the one presented in Fig. 9 . The shaded areas in Fig. 10 Proof: Let e i be the edge from v i to v i+1 (i + 1 is taken modulo k + 1) for i = 0 : : : ; k. If a vertex v i has degree 2 then there are edge building blocks for the path e i?1 e i . Thus we can assume that all vertices have degree at least 3. We form a graph structure G j containing vertex blocks B 0 ; : : : ; B k where B i = B vi (e i?1 ; e i ) (i?1 is modulo k+1) and edge blocks for edges e 0 ; : : : ; e k . If G has more than k+1 vertices, then for G j we use arbitrary blocks for vertices other than v 0 ; : : : ; v k . A building block for e i connects blocks B i and B i+1 . The inner double strands of the two edge building blocks (type I and II) of e i give four possibilities of paths to be constructed: e i?1 e i e i+1 ; e i?1 e i e 0 k ; e k e i e i+1 and e k e i e 0 k where e k ; e 0 k are some other 1. Combine all building blocks molecules in a tube and allow them to hybridize and then be ligated. 2. Remove molecules that are partially annealed or are not part of a graph structure. 3. Remove larger \covering graphs" by gel electrophoresis. Covering graphs will be discussed below. 4. Digest the DNA with a restriction endonuclease. This cleaves cycles that pass through a vertex more than once.
5. PCR amplify using primers speci c to a chosen vertex v 0 .
6. Size sort the DNA fragments by gel electrophoresis to determine if a Hamiltonian cycle is present. In step 1 it is assumed that every possible graph structure is obtained. By Proposition 3.2, every cycle in the graph is represented by a circular, doublestranded DNA molecule in one of the graph structures obtained. In step 2 we remove the partially formed structures. This is done with biotin beads, as before. In step 3 all closed paths that pass through a vertex more than once are linearized. Any circular molecules that remain represent a cycle in the graph. The Hamiltonian cycle is obtained by PCR ampli cation in the same way as previously described.
It is important to note that none of the steps performed depends on the number of vertices or edges in the graph. This procedure, therefore, describes a constant time algorithm for solving the NP-complete HCP. Currently, a major limitation to our approach is that the algorithm presented assumes that desired building blocks already are available. This is likely to be the most di cult and complex part of the procedure and speci c laboratory experiments are necessary to determine the degree of di culty involved in forming these building blocks.
Seeman 9] suggested two physical models for exploring 3D DNA structures and the plausibility of their construction. We built the structure we propose (type I edge building block) using one of his models, as shown in Fig. 13 . This supports the plausibility of our construction.
It could be simpler to encode building blocks with single stranded molecules which would carry the information of the double stranded molecules employed in our building blocks. Figure 11 shows an example of a possible single-stranded structures forming a degree 3 vertex. Since the \inner" and \outer" segments are switched at the top, the argument of Proposition 3.2 can not be applied. In order to apply the argument of Proposition 3.2 additional building blocks for the vertices that would realize all the possible extra permuatations between the \inne" and the \outer" segments are needed. Furthermore, a di culty arises in avoiding circular single stranded molecules that pass through a vertex more than once. This A double cover of a graph di culty could be overcome by adding a hairpin like structure to the single strands which would contain a restriction site (Fig. 12 ). This additional structure was suggested to us by Seeman. The shaded part indicates the site that can be cleaved by restriction endonuclease enzymes and can be used to eliminate circular molecules that pass through a vertex more than once. This restriction site corresponds to the restriction site (shaded area of Fig. 9 ) of the vertex block. With this alterations of the single-stranded building blocks, the Proposition 3.2 holds and the algorithm suggested with Procedure 3.3 solves the HCP in constant time.
Another possible approach, suggested by Winfree 13] , is a use of k-armed junction molecules with sticky ends as a vertex building blocks. These molecules could be formed from partially phosphorylated oligos such that after formation of the graph structure by hybridization, the ligation process generates only circular molecules that encode cycles (paths that visit a vertex at most once). This simple design of vertex building blocks somewhat increases the number of building block needed, but its simplicity provides a more feasible way of using 3D DNA structures and solving the HCP in constant time.
Generating graphs.
Step 1 of the procedure described in the previous section assumes that all possible combinations of graph structures are generated. This step is similar to the rst step in many DNA based algorithms as well as Adleman's algorithm described in section 2. Studies have shown, however, that even in a fairly simple mixture, appropriate reaction conditions for annealing are important and di cult to determine 6]. To date, we are unaware of laboratory experiments of this type being performed on 3D DNA structures. It is impossible, therefore, to assess the feasibility of generating all possible graph structures. 4 .3. Covering graphs. All of the graph constructions proposed here are local in the sense that we start from vertex and edge building blocks that are assembled to form graphs. Graphs other than the ones intended, however, can be obtained (Fig. 14) and may consists of two (or more) copies of the given graph with a pair of edges crossing each other to form a new larger graph. The graph in Fig. 14 Since the structures representing a covering space of a graph are much larger than the structures representing the original graph, it may be possible to remove them by gel electrophoresis. Avoiding the formation of a covering space graphs all together, however, may be impossible.
We end this section with a note that, with the exception of forming the building blocks, many of the laboratory techniques suggested are fairly standard and their detailed description can be found in 3]. Their application to complex DNA structures might, however, require extensive experimentation before they can be used as proposed. 4 .5. Conclusion. The procedure and the algorithm presented are only an attempt to demonstrate that using higher dimensional structures in DNA based algorithms might provide simpler and faster solutions to many problems. Electronic computers use information only in a linear (string) form. By using DNA, we can take advantage of 3D structures that can contain considerably more information than the sequence of nucleotides from which they are made.
At the moment, however, obtaining 3D DNA structures is di cult. The algorithms suggested by Adleman 1] and Lipton are not of constant time, but the laboratory techniques involved are fairly standard and their general characteristics are known. To the contrary, our approach requires a constant number of steps (regardless of the size of the problem) but the laboratory techniques are generally uncharacterized as to their di culty and speci city. It is our belief, however, that as polymer technology develops, constructing the vertex and edge building blocks needed for this approach should become easier. Even if building blocks were readily available, the uncontrolled formation of covering space structures remains a formidable obstacle. Nonetheless, the covering spaces themselves carry a substantial amount of information and may be useful in other computational problems.
