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We develop a gauge-independent perturbation theory for the grand potential of itinerant electrons
in two-dimensional tight-binding models in the presence of a perpendicular magnetic field. At first
order in the field, we recover the result of the so-called modern theory of orbital magnetization
and, at second order, deduce a new general formula for the orbital susceptibility. In the special
case of two coupled bands, we relate the susceptibility to geometrical quantities such as the Berry
curvature. Our results are applied to several two-band – either gapless or gapped – systems. We
point out some surprising features in the orbital susceptibility – such as in-gap diamagnetism or
parabolic band edge paramagnetism – coming from interband coupling. From that we draw general
conclusions on the orbital magnetism of itinerant electrons in multi-band tight-binding models.
I. INTRODUCTION
The magnetic response of itinerant electronic systems
in the absence of spin-orbit coupling can be split in two
different parts: spin and orbital contributions. The spin
susceptibility is easily understood in terms of Pauli para-
magnetism as it only depends on the density of states at
the Fermi level1. There is no essential difference between
the case of free electrons and that of Bloch electrons.
In the following, we therefore consider spinless electrons
and focus on orbital magnetism of itinerant electrons.
The study of the later begun with Landau2 for free elec-
trons, and continued with Peierls3 who took explicitly
the effect of the periodic potential into account: he de-
rived a formula which is valid in a one-band approxi-
mation (single band tight-binding model). After these
pioneering works, a lot of effort has been put in trying
to generalize the so-called Landau-Peierls (LP) formula
to many-band systems4–8 with different approaches: ef-
fective multiband Hamiltonians, use of Bloch or Wan-
nier functions, etc. The challenge was to tackle the case
of coupled bands, the contribution of which cannot be
treated separately. However, the resulting formulae were
so complicated that any attempt of physical interpreta-
tion was vain, and a complete evaluation was in general
impossible. Fukuyama9 first gave a very compact expres-
sion for the susceptibility in terms of Green’s functions
using a slowly varying vector potential for a perfect pe-
riodic system. While his linear response formula gave
interesting results (for example in bismuth10), it seems
to be incomplete for tight-binding systems as it does not
recover the LP formula in the single-band limit. In the
context of graphene, the Fukuyama formula was recently
completed for the tight-binding model by Gomez-Santos
and Stauber11 and anticipated by Koshino and Ando12.
Graphene, first theoretically studied by Wallace13 and
experimentally discovered sixty years later by Novoselov
and Geim14, is a honeycomb lattice of carbon atoms that
remains conducting despite its minimal thickness. It
is essentially a strongly coupled two-band system that
is ideally suited to test the prediction of orbital sus-
ceptibility formulae. The simplest tight-binding model
describing graphene13 can actually be considered as a
paradigmatic case of strong band coupling. Like bismuth,
graphite is known for its huge diamagnetism which seems
to be also experimentally observed in graphene15,16. Mc-
Clure17 derived such a property from graphene’s unusual
Landau levels at half filling. He showed that, when the
chemical potential µ is right at the Dirac point (usually at
µ = 0), the susceptibility becomes infinitely diamagnetic
as the temperature vanishes. This can not be recovered
by the LP formula and is therefore a signature of inter-
band effects on the magnetic response of graphene. How-
ever, McClure’s formula predicts a null susceptibility as
soon as µ 6= 0. This is not correct for at least two reasons.
First, it violates an exact sumrule (see below). Second,
Vignale18 showed quite generally that, in the vicinity of
a saddle point in the dispersion relation (corresponding
to a van Hove singularity in the density of states, which
occurs in graphene at finite energy ∼ ±3 eV), the sus-
ceptibility should actually be infinitely paramagnetic and
not zero. The Fukuyama formula9 correctly recovers the
McClure diamagnetic peak19 and the van Hove param-
agnetism but fails to describe the exact chemical poten-
tial dependance of the tight-binding model, as we dis-
cuss below. The formula derived by Ref. [11] succeeds
in giving the susceptibility of graphene for any value of
the chemical potential (controlling the band filling) and
a numerical approach done in Ref. [20] based on the en-
ergy spectrum of the honeycomb lattice in a magnetic
field (graphene’s Hofstadter butterfly21) confirmed it.
In order to derive the orbital susceptibility, the authors
of Ref. [11] use a gauge-dependent procedure in which
they employ a trick to derive a continuous version of the
tight-binding Hamiltonian. In particular, the derivation
of the effective current operator seems ambiguous since
different non-equivalent expressions can be found (even
if the zero wavevector limit remains the same). Several
recent works22–25 derived a gauge-independent perturba-
tion theory of the grand potential. Refs. [23,24] restrict
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2to the magnetization, and Ref. [22] gives a (rather elab-
orate) formula for the orbital susceptibility.
This paper presents a perturbation theory for inde-
pendent particles (Sec. II) in terms of the magnetic
field using Green’s functions which are explicitly gauge-
independent22; the derivation presents a straightforward
physical interpretation as it does not use a continuous
limit. In addition, this method easily allows one to get
both the magnetization – related to the first-order term
in the magnetic field – and the orbital susceptibility as
the second-order term. The expansion actually holds to
any order in the magnetic field. In particular we recover
(Sec. III) the formula of the magnetization in terms of
the Berry curvature and the orbital magnetic moment, as
obtained in the so-called modern theory of orbital mag-
netization26–28. In Sec. IV, we present a new formula for
the orbital susceptibility, see Eq. (24), and compare it to
the different results listed in the introduction. In partic-
ular, it agrees with the formula of Ref. [11]. Next, we
derive a convenient formula for the orbital susceptibility
of two-band tight-binding models (see Eq. (30)), that we
apply to several specific Hamiltonians (Sec. V) in order
to gain insight on the importance of interband coupling.
Equations (24) and (30) are the main results of this pa-
per. Eventually, we give a general conclusion on orbital
magnetism of coupled bands models in Sec. VI.
II. GENERAL DERIVATION
Motivation— We restrict ourselves to 2D systems to
simplify the algebra. In the presence of a magnetic fieldB
along the transverse axis z, the grand canonical potential
of a Fermi-Dirac gas of non-interacting electrons yields
Ω(T, µ,B) = −T
∫ +∞
−∞
ln
(
1 + e−(E−µ)/T
)
ρ(E,B) dE
(1)
where ρ(E,B) is the density of states (DoS) of the system
(we use units such that the Boltzmann constant kB = 1).
The quantities of interest are derivatives of the grand
potential taken in the limit B = 0: the magnetization
M(µ, T ) = − 1
S
∂Ω
∂B
∣∣∣∣
B=0
(2)
and the orbital susceptibility (µ0 = 4pi ·10−7 in S.I. units)
χorb(µ, T ) = −µ0
S
∂2Ω
∂B2
∣∣∣∣
B=0
(3)
which, via Ω, only depend on derivatives of ρ(E,B). S is
the sample area. In 2D, χorb is homogeneous to a length.
The DoS can be written in terms of the retarded Green’s
function G of the system
ρ(E,B) = − 1
pi
=mTr G(E,B) (4)
so that we will search for a perturbation theory of G.
A useful tool in the following will be the magnetic
sumrule: it can be shown (see Supplemental material of
Ref. [20]) that
∂
∂B
∫ +∞
−∞
Ω(T, µ,B) dµ = 0 (5)
from which we deduce the sumrule relative to the suscep-
tibility ∫ +∞
−∞
χorb(µ, T ) dµ = 0. (6)
This sumrule holds for any tight-binding model, provided
the magnetic field only enters as a Peierls phase on the
hopping amplitudes in the Hamiltonian (see below).
System— Starting from a tight-binding Hamiltonian
in real-space representation in the absence of a magnetic
field:
h =
∑
i,j
tij |i〉 〈j| (7)
where i and j are site indices, the magnetic field is taken
into account by performing the Peierls substitution tij →
tije
iϕij where
ϕij =
e
~
∫ j
i
A(r) · dl, (8)
A(r) being a vector potential corresponding to a static
uniform magnetic field. Let us define the quantity
Φijk = ϕij+ϕjk+ϕki =
e
~
∮
ijk
A(r)·dl = e
~
∫∫
ijk
B ·dS.
(9)
If ϕij depends on the gauge, Φijk is gauge-independent
using Stokes’ formula since it is proportional to the mag-
netic flux through the oriented triangle (ijk) (cf. Fig. 1).
Its explicit expression in Cartesian coordinates is
Φijk =
eB
2~
[(xi − xk)(yk − yj)− (yi − yk)(xk − xj)] .
(10)
Perturbation theory— The total Hamiltonian in a B
field reads
H =
∑
ij
tije
iϕij |i〉 〈j| . (11)
Let G(E,B) (resp. g(E)) be the Green’s function relative
to H (resp. h). If one directly expands G in powers of
g, one gets a gauge-dependent expression. A trick22,23 to
circumvent such a problem is to define a new “twisted”
Green’s function g˜ by
g˜ij = e
iϕijgij , (12)
then expand G in terms of g˜ and finally reintroduce g in
order to recover a gauge-independent expression for the
diagonal elements of G.
3FIG. 1: (Color online). Φjki is a dimensionless magnetic flux
corresponding to the area of a triangle made of one side jk
associated to a hopping amplitude tjk and one site i closing
the triangle. It serves to illustrate Eq. (16). Likewise Φjkl
and Φlmi illustrating Eq. (17b) are also plotted.
One easily shows that
(E −H)g˜ = 1− T (13)
with
Tij = eiϕij
∑
k
(
eiΦikj − 1) tikgkj . (14)
Eq.(13) gives:
G = (E −H)−1 = g˜(1− T )−1 = g˜
∑
n≥0
T n. (15)
Because the interesting part is the trace of G, only the
diagonal terms in Eq. (15) need to be considered. Let
G(1) and G(2) denote the linear and quadratic terms in
the magnetic field respectively. The expansion of Eq. (15)
in B gives
G
(1)
ii = i
∑
jk
Φjki gij tjk gki (16)
and
G
(2)
ii =−
1
2
∑
jk
Φ2jki gij tjk gki (17a)
−
∑
jklm
ΦjklΦlmi gij tjk gkl tlm gmi. (17b)
The diagonal quantities G
(m)
ii (m ∈ N) only depend on
gauge-independent variables; it is not the case of off-
diagonal elements. Note that second-order expansion in
B contains first and second powers in the operator T .
The two terms Eqs. (17a) and (17b) are of order B2 and
are reminiscent of the Larmor (first order in T ) and Van
Vleck (second order in T ) contributions, that are well-
known in the magnetism of isolated atoms1
Using Eq. (10) and defining position operators
x =
∑
i xi |i〉 〈i| and y =
∑
i yi |i〉 〈i|, G(1)ii and G(2)ii can
be expressed in terms of commutators of h, g, x and y.
To shorten the notations, if O is an operator, − i~ [x,O]
(resp. − i~ [y,O]) will be denoted Ox (resp. Oy); this no-
tation will correspond to a derivative with respect to kx
(resp. ky) in the k-space representation. The particular
case where O is the Hamiltonian yields the velocity oper-
ator vx = x˙ = − i~ [x,H]. With these notations, Eqs. (16)
and (19) become
G
(1)
ii = −
ieB
2~
(ghxgy − ghygx)ii (18)
and
G
(2)
ii = −
e2B2
8~2
[
g
(
hxxgyy + hyygxx − 2hxygxy
+2 (hxgy − hygx)2
)]
ii
. (19)
The last term of Eq. (19) looks like the square of the first
order correction. It corresponds to the Van Vleck term
of atomic physics. The equality gx = − i~ [x, g] = ghxg
(and equivalently with y) will be useful to compute the
commutators of the Green’s functions.
III. ORBITAL MAGNETIZATION
In a perfect crystal, the set of Bloch functions diag-
onalizes the Hamiltonian. If ψnk(r) = e
ik·runk(r) is
a Bloch function, eigenfunction of the Hamiltonian h
with eigenvalue εnk, then unk is a periodic function with
the periodicity of the lattice, and is an eigenfunction of
hk = e
−ir·kheir·k with the same eigenvalue εnk (r be-
ing the position operator in the definition of hk). Using
this basis, it is a little long but straightforward (cf. Ap-
pendix A) to recover from Eqs. (1, 2, 4, 18) the nowadays
well-established formula27,28 for the magnetization
M =
∑
n
∫
BZ
[nF(εnk)mnk
+
eT
~
ln
(
1 + e−β(εnk−µ)
)
Ωnk
]
d2k
4pi2
(20)
in terms of the Berry curvature Ωnk and the magnetic
moment mnk along the z axis
23,24:
Ωnk = i 〈∂kunk| × |∂kunk〉 · uz
= i
∑
m6=n
〈
unk
∣∣∣∣hxkPmkhyk − hykPmkhxk(εnk − εmk)2
∣∣∣∣unk〉 (21)
mnk = − ie
2~
〈∂kunk| × (hk − εnk) |∂kunk〉 · uz
=
ie
2~
∑
m 6=n
〈
unk
∣∣∣∣hxkPmkhyk − hykPmkhxkεnk − εmk
∣∣∣∣unk〉 ,
(22)
4where nF(E) =
(
1 + e(E−µ)/T
)−1
is the Fermi function
(implicitely depending on µ and T ) and Pnk the projector
from the Hilbert space to the state |unk〉.
The above derivation can be straightforwardly ex-
tended to the case of a finite and disordered system de-
scribed by a Hamiltonian h. If we call {|ψα〉, εα} a set
of eigenstates and eigenvalues of h, then equations cor-
responding to (20), (21) and (22) are obtained throught
the substitutions hk → h, |unk〉 → |ψα〉 and εn,k → εα.
In addition, starting from Eq. (18), one could also derive
the local orbital magnetization (see, e.g. [29]).
In a system that is time-reversal invariant, the spon-
taneous magnetization vanishes and one needs to go to
the second order response in order to obtain orbital mag-
netism.
IV. ORBITAL SUSCEPTIBILITY
We now derive a new formula for the orbital suscepti-
bility. Starting from Eq. (19) and after some algebra (cf.
Appendix B), one obtains:
TrG(2) =
e2B2
24~2
∂
∂E
Tr
[
hxxghyyg − hxyghxyg
− 4 (ghxghxghyghy − ghxghyghxghy) ]. (23)
hi should be understood as the ki-derivative of hk, i =
x, y. The general formula for the orbital susceptibility
follows:
χorb(µ, T ) = −µ0e
2
12~2
=m
piS
∫ +∞
−∞
nF(E)Tr {ghxxghyy − ghxyghxy − 4(ghxghxghyghy − ghxghyghxghy)} dE. (24)
Equation (24) is the first main result of this paper. As for the orbital magnetization, the above formula is valid even if
the system does not have translational symmetry such as molecules, ribbons or disordered systems. In the remaining
of the present paper, we restrict to infinite crystals.
In the case of a single band, Tr (•) = ∑k = S ∫BZ d2k4pi2 where the integration is performed over the first Brillouin
zone (BZ), the last term (in parenthesis) in the trace of this formula vanishes and one immediately recovers the Peierls
formula3
χorb(µ, T ) =
µ0e
2
12~2
∫
BZ
n′F(εk)
(
εxxk ε
yy
k − (εxyk )2
) d2k
4pi2
(25)
with εk the energy spectrum. A detailed discussion on the use of the one-band LP formula is provided in Appendix C.
Moreover, using a partial integration in Eq. (24), we recover another expression of the susceptibility obtained in
Ref. [11](Eq. (3)):
χorb(µ, T ) = −µ0e
2
2~2
=m
piS
∫ +∞
−∞
nF(E)Tr
{
ghxghyghxghy +
1
2
(ghxghy + ghyghx)ghxy
}
dE. (26)
Fukuyama’s formula9 is the first term in the trace of
Eq. (26). Nevertheless, Fukuyama’s formula does not re-
cover the LP result in the one-band case (see Fukuyama’s
discussion of that point in Ref. [9] and our discussion in
Appendix C). Actually, the Fukuyama formula does not
work for tight-binding models that are not separable, i.e.
such that hxy 6= 0, see [11,12]. In order to recover the
LP formula, one needs to consider the full Eq. (26), as
the two terms contribute in the one-band limit. In this
regard, Eq. (24) is more adequate than Eq. (26) to such a
comparison: indeed, the first two terms (quadratic in g)
of the trace in Eq. (24) consist in a “generalized” version
of Eq. (25), and if hx and hy commute with h (a one-
band Hamiltonian is a scalar), the last term vanish, and
this directly leads to the LP formula. For this reason,
Eq. (24) is preferred in the following.
The LP result is strictly valid only for a single band.
However, it does contain interesting physics that is use-
ful even when discussing two-band models with band
coupling (see Appendix C). In the multi-band case, the
LP formula can be trivially extended to an approximate
“band by band” formula9
χLP =
µ0e
2
12~2
∑
n
∫
BZ
n′F(εnk)
(
εxxn,kε
yy
n,k − (εxyn,k)2
) d2k
4pi2
,
(27)
which neglects all interband effects. It will serve for com-
parison purposes below.
5V. APPLICATION TO TWO-BAND MODELS
A. Two-band formula
In this section, we derive a formula valid for two-band
models with particle-hole symmetry, in order to illustrate
as clearly as possible the effects of interband coupling on
the magnetic response of a crystal.
For such models, the k-space Hamiltonian matrix can
be written hk = fk · σ where σ is the vector of Pauli
matrices, and fk a 3-dimensional vector depending on
the 2-dimensional vector k. This Hamiltonian has two
eigenvalues for each k: εsk = sεk = s|fk| with s = ±.
They are associated to two eigenspaces defined by their
projectors: Psk = 12 (1 + sσ · nk), where nk = fk/εk is
a unit vector on the sphere S2. The Hamiltonian reads
hk = εknk ·σ. In this basis, hk and gk(E) = (E−hk)−1
are diagonal and in particular: gk(E) =
∑
s gsk(E)Psk
with gsk(E) = (E−εsk)−1. Interband coupling arises be-
cause derivatives of the Hamiltonian are not diagonal in
this basis. For brevity, the k-dependence will be implicit
in the following except in definitions.
In Eq. (24), the trace is Tr (•) = ∑k tr(•) =
S
∫
d2k
4pi2 tr(•) where the integration is performed over the
first Brillouin zone (BZ), tr(•) being the partial trace
operator on the band index. We separate two different
contributions:
Uk(E) = tr {(ghxxghyy − ghxyghxy)k} (28)
Vk(E) = tr {(ghxghxghyghy − ghxghyghxghy)k} .
(29)
U and V qualitatively differ because U is made of second-
order derivatives of the Hamiltonian, but V is only com-
posed of first-order derivatives.
After some algebra (see Appendix D for details), the
susceptibility can be written:
χorb(µ, T ) =
µ0e
2
12~2
∑
s=±
∫
BZ
[
(U1 − V1 − 4V2)
(
n′F −
snF
εk
)
+ U2
snF
εk
− V1εkn′′F
]
d2k
4pi2
(30)
with nF a shorthand notation for nF (εsk) and n
′
F , n
′′
F are
first and second derivatives of nF . We have also defined
the quantities:
ε2U1k = (f
xx · f)(fyy · f)− (fxy · f)2
U2k = f
xx · fyy − fxy · fxy
ε2V1k = (ε
yfx − εxfy)2
ε4V2k = ((f
x × fy) · f)2 = 4ε6Ω2sk (31)
with ε ≡ εk and f ≡ fk. The last quantity has been
written in terms of the Berry curvature Ωsk =
s
2 (n
x ×
ny) · n, which, in the particle-hole symmetric two-band
case, is also related to the orbital magnetic momentmk =
e
~εskΩsk
30,31. We have used this expression to compute
the susceptibility in various examples presented below.
Eq. (30) is the second main result of the present paper.
It is a computable expression for numerical integration
and is the starting point to discuss some examples in
the next sections. Furthermore, the way it is written,
each three parts verifies independently the susceptibility
sumrule in Eq. (5). However, it is also possible to have
expressions in which only nF and n
′
F appear (and no
longer n′′F ). This work will be presented elsewhere
32. It is
tempting to interpret terms proportional to n′F as Fermi
surface contributions and those proportional to nF as
bulk Fermi sea contributions.
In the remaining part of the paper, we apply Eq. (30)
to different two-band models in order to highlight some
features in the orbital magnetic response linked to inter-
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FIG. 2: (color online) Honeycomb lattice with first t (full
lines) and third t3 (dashed lines) nearest-neighbor hopping
amplitudes. The two sites in the unit cell are called A and
B and are shown as blue and red dots. In a uniaxially com-
pressed honeycomb lattice, there are two different values for
the nearest neighbor hopping amplitudes: t for thin (non–
vertical) lines and t′ ≥ t for thick (vertical) lines.
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FIG. 3: (Color online). Chemical potential µ dependence
of the orbital susceptibility χorb at fixed temperature T =
8 · 10−4t for graphene. χorb and µ are respectively in units of
χ0 and t. Continuous line: total susceptibility; dashed line:
the LP contribution; dash-dotted line: McClure’s contribu-
tion. The paramagnetic plateau is also indicated as χpl. In-
set: χpeak ≡ χorb(µ = 0, T )−χpl as a function of temperature
T .
B. Gapless Systems
1. Graphene
The honeycomb lattice is plotted in Fig. 2. We consider
the usual model of graphene, i.e. the nearest-neighbor
tight-binding model with hopping amplitude t (corre-
sponding to t′ = t and t3 = 0 in Fig. 2). The k-space
Hamiltonian can be written as hk = fgr · σ with33
fgr = t
∑
1≤j≤3
 cos(k · δi)sin(k · δi)
0

= t
 cos(ky) + 2 cos(ky/2) cos(√3kx/2)− sin(ky) + 2 sin(ky/2) cos(√3kx/2)
0
 , (32)
in which δi (1 ≤ i ≤ 3) are the vectors linking aA atom to
its three B nearest-neighbors (Fig. 2). From now on, we
use units such that the nearest neighbor distance a = 1,
t = 1 and ~ = 1. We also introduce a convenient sus-
ceptibility scale χ0 ≡ µ0e2ta2/~2 = µ0e2 (with typical
values t ∼ 1 eV and a ∼ 1 A˚, χ0 ∼ 10−5 A˚ correspond-
ing in 3D to χ3D0 ∼ χ0/a ∼ 10−5. This is as large as
orbital susceptibility gets in experiments, apart from su-
perconductors).
The total orbital susceptibility of graphene has already
been derived by Gomez-Santos et al.11 but it deserves
more discussion. Fig. 3 shows the susceptibility as a
function of the chemical potential from Eq. (30). It co-
incides with Fig. 1 of Ref. [11]. The LP contribution and
the McClure prediction are plotted as well. As found by
McClure17, the susceptibility diverges as −1/T at van-
ishing chemical potential:
χMcClure(µ, T ) =
3χ0
4pi
n′F(0)
µ=0∝ − 1
T
. (33)
The inset of Fig. 3 shows the result of our calculations at
µ = 0. The qualitative behavior in 1/T is verified, and
it quantitatively agrees with McClure up to a constant
paramagnetic correction χpl independent of T which we
call the paramagnetic plateau. We found a lengthy ana-
lytical expression for this quantity in terms of an integral.
Numerical quadrature gives
χpl ≈ 0.089χ0 ,
which is roughly five times the diamagnetism at the band
edges. The numerical results at µ = 0 are well adjusted
by χpl +
3χ0
4pi n
′
F (0) with n
′
F (0) = − 14T . We compared
the result for χorb(µ, T ) to our numerical method based
on the Hofstadter spectrum20 and found excellent quan-
titative agreement. Note that the two methods are com-
pletely different: one is a perturbative response formula,
the other is non-perturbative and relies on an exact di-
agonalization of the Hamiltonian in a small but finite
magnetic field.
When µ 6= 0 at T = 0, McClure predicted a vanishing
susceptibility as Eq. (33) gives χMcClure(µ, T ) ∝ −δ(µ)
when T → 0. It appears that the strong diamagnetic
contribution is only at µ = 0, but we see on Fig. 3 that
the paramagnetic plateau remains when µ 6= 0.
At µ = ±t, we observe a diverging paramagnetic con-
tribution, which corresponds to van Hove singularities
in the DoS. Such orbital paramagnetism was discussed
quite generally by Vignale18. The LP formula predicts
this effect, as it is encoded in the DoS and the curvature
of the spectrum (see Appendix C).
Finally, outside of the van Hove singularities (|µ| ≥ t),
the susceptibility is qualitatively described by the LP
formula and converges in the edges of the spectrum
(µ = ±3t) to the Landau diamagnetism of “quasi-free”
electrons
χLandau = − µ0e
2
24pim?
= − χ0
16pi
≈ −0.02χ0 (34)
with a band mass m? = 2~2/(3ta2) consistent with the
quadratic approximation of the dispersion relation near
µ = ±3t. The diamagnetic peak and the paramagnetic
plateau should be understood as the result of strong in-
terband coupling between valence and conduction bands.
This interband coupling decreases when |µ| increases,
as revealed by a better agreement with the LP formula
upon approaching the band edges. Note that the sum-
rule (Eq. (5)) is neither verified by the LP susceptibility,
nor by the McClure formula alone, but is fulfilled by the
total formula of Eq. (24).
If one is only interested in the µ = 0 susceptibility,
one might be tempted to use a low-energy approxima-
tion. As a matter of fact, McClure partially succeeded in
7using this approach for graphene. With the low-energy
Hamiltonian, he derived the associated Landau levels,
and deduced the susceptibility by the Euler-MacLaurin
formula. In a previous work20, it has been shown that the
sign of the susceptibility in a magnetic field is generally
governed by the behavior of the first Landau level. An-
other low-energy technique, which will be used for com-
parison purposes in the following, is to compute the sus-
ceptibility using Eq. (30) and a linearised Hamiltonian
near zero energy (namely the Dirac points for graphene).
Appendix E gives some details for the case of graphene
and recovers Eq. (33). The paramagnetic plateau is how-
ever not recovered by this method; it is a property coming
from the full Hamiltonian, and which can not be found
by a low-energy approach. A second-order approxima-
tion does not yield the plateau either. The plateau con-
tribution comes from terms proportional to nF(εsk) in
Eq. (30). This result illustrates that the magnetic re-
sponse can not be fully understood as a Fermi surface
property (see, for example, the discussion in Ref. [34)].
2. Pseudo graphene bilayer
Bilayer graphene also has a gapless structure but with
parabolic (instead of linear) band touching points. Al-
though to be correctly described, bilayer graphene re-
quires a 4 × 4 Hamiltonian, the physics near the con-
tact points is well-understood within a low-energy 2× 2
model35. We take a different route and choose a con-
venient tight-binding two-band toy-model36, that repro-
duces the low-energy effective Hamiltonian of bilayer
graphene near the band touchings. As a tight-binding
model, it is compatible with the use of Eq. (30). Com-
pared to Fig. 2, this toy-model takes into account nearest-
neighbor hopping t (as in graphene) and third-nearest-
neighbors with a hopping amplitude t3 = t/2. The
Hamiltonian hk is given by hk = fbi·σ with fbi = fgr+f3
and
f3 = t3
 cos(2ky) + 2 cos(ky) cos(√3kx)sin(2ky)− 2 sin(ky) cos(√3kx)
0
 . (35)
Fig. 4 presents the susceptibility of this model, which
fulfils the susceptibility sumrule. The µ = 0 behavior
should be similar to that of bilayer graphene (note, how-
ever, that this is not completely obvious as one of the
main message of the present article is that orbital mag-
netism is not just a property of the Fermi surface but
receives contributions from all the filled bands): there is
a diamagnetic peak but with a logarithmic temperature
scaling (inset of Fig. 4), different from the monolayer.
The LP formula gives a finite contribution (of the Lan-
dau diamagnetism type) due to the parabolic behavior of
the bands at zero energy.
A low-energy approach using the approximate Hamil-
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FIG. 4: (Color online). Chemical potential µ dependence
of the orbital susceptibility χorb at fixed temperature T =
5 · 10−3t for a pseudo graphene bilayer. χorb and µ are
respectively in units of χ0 and t. Continuous line: to-
tal susceptibility; dashed line: the LP contribution. Inset:
χpeak ≡ χorb(µ = 0, T ) as a function of temperature T in a
semilog plot.
tonian of bilayer graphene near E = 0 yields
χorb(µ, T ) = − χ0
16pi
∫ t⊥
−t⊥
n′F(E)
(
ln
|E|
t⊥
+
1
3
)
dE (36)
consistent with previous calculations12,37, where t⊥ is an
ultraviolet energy cutoff of the order of magnitude of the
interlayer coupling. It gives the validity limit of the 2-
band approximation of the 4-band Hamiltonian. In par-
ticular, we find that χorb(µ = 0, T ) ∝ lnT . The inset of
Fig. 4 confirms this scaling.
3. At the merging transition: semi-Dirac fermions
The last gapless system we investigate is an exam-
ple of semi-Dirac electrons (quadratic-linear spectrum)
in a strongly deformed honeycomb lattice described by
the nearest-neighbor tight-binding model. If a uniaxial
strain is applied to a graphene sheet (this is known as a
quinoid deformation), it results in an anisotropy which
phenomenologically induces two different values for the
hopping amplitudes t and t′38,39 (see Fig. 2). There is a
critical point at t′ = 2t case, where the two initial Dirac
points exactly merge at a M point of the Brillouin zone.
This corresponds to a topological Lifshitz transition. Ex-
actly at the transition, hk = fmerg · σ with40
fmerg =
 t′ cos(ky) + 2t cos(ky/2) cos(√3kx/2)−t′ sin(ky) + 2t sin(ky/2) cos(√3kx/2)
0
 .
(37)
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FIG. 5: (Color online). Chemical potential µ dependence
of the orbital susceptibility χorb at fixed temperature T =
8·10−4t for semi-Dirac fermions. χorb and µ are respectively in
units of χ0 and t. Continuous line: total susceptibility; dashed
line: the LP contribution. Inset: χpeak ≡ χorb(µ = 0, T ) as a
function of temperature T in log-log plot.
The corresponding low-energy spectrum (near the M
points) of this model is of the semi-Dirac type: it is
quadratic in one reciprocal space direction (taken as kx)
and linear in the perpendicular (ky) one. Surprinsingly,
the LP formula predicts a 1/T diverging diamagnetic con-
tribution at µ = 0, eventhough the DoS vanishes. The
exact orbital susceptibility is plotted in Fig. 5. It does
show a diamagnetic divergence at zero chemical poten-
tial, but with a different temperature scaling than that
predicted by the LP formula.
At µ = 0, a low-energy analysis can be performed an-
alytically to yield:
χlow(T ) ≈ − χ0√
T
Γ(3/4)2
pi5/2
∫ ∞
0
sech2x2 dx (38)
with Γ(x) the Euler function and
∫∞
0
sech2x2 dx ≈
0.952781. It confirms the diamagnetic divergence and
the 1/
√
T scaling. A similar behavior has been proposed
previously41 – albeit with a very different numerical pref-
actor – and based on an approximate one-band formula.
This model gives a different example of the effect of inter-
band coupling. In that case, it renormalizes the diverg-
ing susceptibility near the band touching. Note that, on
a qualitative level, the LP formula does a reasonable job
there.
4. Conclusion on gapless systems
We summarize the general behavior observed in all
two-band gapless systems considered here: they all
present a diamagnetic diverging susceptibility when the
chemical potential is at the band touching energy. Note
that this is not a general feature: in Ref. [20], we showed
that in a 3-band gapless tight-binding model, the diverg-
ing susceptibility at the band touching points could be
tuned from dia- to para-magnetic, without changing the
zero-field energy spectrum. The tuning parameter only
affects the zero-field eigenstates. This shows the impor-
tance of interband effects.
C. Gapped Systems
1. Boron nitride or “gapped graphene”
Consider a honeycomb lattice with a staggered on-
site potential ±∆ for A and B atoms corresponding to
boron and nitrogen atoms, for example. This inversion
symmetry-breaking opens a gap 2∆ at the (ex-)Dirac
points42. The Hamiltonian is the same as that of
graphene albeit with fzgr = ∆ instead of 0 in Eq. (32). In
the multiband LP formula, a full or empty band does not
contribute to the total magnetic response, and thus a zero
susceptibility is expected in any gap. Fig. 6 shows both
the LP susceptibility and the result of Eq. (30) for boron
nitride. A striking difference between the two graphs
is the presence of a residual diamagnetism in the gap,
even if the gap is large. Again, we interpret this obser-
vation as interband coupling even if the two bands are
far away in energy. This result can be understood from
the graphene case: the broadening of the µ = 0 peak
−δ(µ) by temperature is studied in the previous section;
here the delta peak is broadened by the presence of an-
other energy scale: namely the gap 2∆. Thus, one can
guess that the susceptibility in the gap depends on the
gap as 1/∆. This is indeed verified by the inset of Fig. 6.
More precisely, the µ = 0 value is the sum of two terms:
the constant paramagnetic plateau for graphene χpl and
a McClure-like diamagnetic part. Using the linearised
Hamiltonian of boron nitride in Eq. (30), the low-energy
approach gives:
χlow(µ = 0, T ) =
3χ0
4pi
nF(∆)− nF(−∆)
2∆
, (39)
which looks like a “generalised McClure formula” for a
non-vanishing gap43,44. It converges towards Eq. (33)
when ∆→ 0.
While crossing the gap, the susceptibility suffers a dis-
continuity: it goes from dia- to paramagnetism. This is
surprising: at a parabolic band edge, one would expect
the susceptibility to converge to Landau’s diamagnetic
value. The susceptibility outside of the gap is actually
very similar to graphene’s. A null susceptibility outside
of the gap43,44 is an artefact of the low-energy approach.
When considered as a doped semiconductor, boron ni-
tride has a very unusual behavior: near a parabolic band
bottom (|µ| & ∆), it features orbital paramagnetism
∼ χpl ≈ 0.089χ0 > 0, very different from the naive ex-
pectation of a Landau diamagnetism with a band mass
93 2 1 0 1 2 3
µ/t
0.2
0.1
0.0
0.1
0.2
χ
o
rb
/
χ
0
10-2 10-1
−χ
p
ea
k
/
χ
0
χpl
Para
Dia
∝−1/∆
∆/t
FIG. 6: (Color online). Chemical potential µ dependence
of the orbital susceptibility χorb at fixed temperature T =
8 · 10−4t for boron nitride with a gap 2∆ = t. χorb and µ
are respectively in units of χ0 and t. Continuous line: to-
tal susceptibility; dashed line: the LP contribution. Inset:
χpeak ≡ χorb(µ = 0, T ) − χpl as a function of ∆ in a log-log
plot at fixed temperature.
χL = − χ024pi 94∆ ∼ −χ0∆ < 0 (both the sign and the scaling
of the susceptibility with the gap are different).
2. Uniaxially strained graphene beyond the merging
transition
Starting from the unixially strained honeycomb lat-
tice at the merging transition (third gapless system that
we studied above) and increasing the fraction t′/t to a
value larger than 2 (we choose t′ = 2.5t), the Dirac
cones no longer exist and a gap is present in the band
structure38,39. This case is different from boron nitride
as the Dirac points have not been gapped but have com-
pletely disappeared at the merging transition. The or-
bital susceptibility of this model is presented in Fig. 7.
Like boron nitride, the susceptibility is diamagnetic in
the band gap. However, in the vicinity of the gap, the
behavior is different: it stays diamagnetic outside of the
gap. Moreover, it qualitatively follows the LP formula:
the merging of the Dirac points has suppressed most of
the interband effects. In such a case, the Berry curva-
ture is almost zero all over the Brillouin zone and the
two valleys have disappeared at the merging transition.
A low-energy approach shows that the scaling of the
susceptibility in the gap is different from boron nitride
χlow(µ ∈ gap, T = 0) ∝ − 1√
∆∗
(40)
where the gap is here given by 2∆∗ = 2(t′ − 2t).
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FIG. 7: (Color online). Chemical potential µ dependence of
the orbital susceptibility χorb at temperature T = 5 ·10−3t for
a uniaxially strained graphene beyond the merging transition
with t′ = 2.5t (corresponding to a gap 2∆∗ = t). χorb and µ
are respectively in units of χ0 and t. Continuous line: total
susceptibility; dashed line: the LP contribution.
3. Conclusion on gapped systems
The study of gapped systems showed two surprising
results. First, a band insulator with a chemical potential
lying inside the band gap can have a non-vanishing mag-
netic susceptibility10. As the two models we presented
above gave a constant diamagnetic susceptibility in the
gap, one may argue that it is always diamagnatic and
may be understood in a similar way as the diamagnetism
of core electrons. However, the calculations of this paper
only concern itinerant electrons (core electrons are not in-
cluded). Furthermore, the study of yet another system,
namely a gapped version of the α − T3 lattice presented
in Ref. [20], gives a finite susceptibility in the gap that is
continuously tunable from dia- to paramagnetic (without
changing the zero-field spectrum).
The second surprising result obtained on gapped sys-
tem is the behavior near the gap. On the gap edges, the
susceptibility is by no mean forced to converge towards
the Landau diamagnetic value even if the band spectrum
is parabolic. Again, we interpret this result as a proof of
interband coupling even for distant bands.
VI. CONCLUSION
The orbital magnetism of isolated atoms was under-
stood long ago. However that of itinerant electrons in
crystalline solids has remained in an unsatisfactory state.
Roughly speaking, it stayed at the basic understanding
that the orbital susceptibility χorb of Bloch electrons
is essentially that of free electrons (as understood by
Landau2) albeit with an effective band mass m∗ (ex-
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pected to take the band structure into account and as
understood by Peierls3): χorb ≈ −µ0 e224pim∗ < 0 (see e.g.
Ref. [1,45]). Actually, the work of Peierls contains more
than that but it neglects a crucial ingredient: band cou-
pling or interband effects. Fukuyama made an essential
step by providing a compact formula including interband
effects9.
In the present paper, we clarify some aspects of the
orbital magnetism of band coupled systems. Using a
gauge-independent perturbation theory approach to com-
pute magnetic field derivatives of the grand potential for
multi-band tight-binding models, we obtained a new for-
mula – see Eq. (24) – for the orbital susceptibility and
recover the known result for the orbital magnetization –
see Eq. (20). Then, we obtained a convenient formula
for the orbital susceptibility of particle-hole symmetric
two-band models – see Eq. (30) – and applied it to sev-
eral specific models. Equations (24) and (30) are our
main results. Here we summarize the lessons that we
learned about the orbital magnetism of itinerant elec-
trons in band coupled systems:
• According to “the Ashcroft and Mermin”1,46: “If
the electrons move in a periodic potential [...], the
analysis becomes quite complicated, but again re-
sults in a diamagnetic susceptibility of the same
order of magnitude as the paramagnetic [Pauli] sus-
ceptibility.” We showed that this claim is not true.
First, the orbital susceptibility is not always dia-
magnetic, as understood long ago by Vignale18 and
anticipated by Peierls47. Actually, for tight-binding
models, we proved a sumrule20
∫
χorb(µ, T ) dµ = 0
that implies that the orbital susceptibility has to
feature both dia- and paramagnetic behaviors as
a function of the chemical potential. Secondly,
the orbital susceptibility is in general not of the
same order of magnitude as the Pauli susceptibil-
ity χspin = µ
2
Bρ(µ) (where µB is the Bohr mag-
neton). For example, the orbital susceptibility in
graphene diverges at half filling as χorb(µ = 0, T ) ≈
χpl− 3χ016piT , while the Pauli contribution goes to zero
with the DoS ρ(µ) ∝ |µ| → 0.
• The orbital susceptibility obtained from second or-
der perturbation theory is not only given by the
zero-field energy spectrum but crucially depends on
zero-field eigenstates. Then the LP formula, which
only depends on the zero-field energy spectrum, is
not exact in the case of several bands. The pres-
ence of multiple bands yields interband coupling
that drastically affect the susceptibility. Roughly,
speaking, these eigenstates effects are thought of as
geometrical properties of the Bloch bundle (collec-
tively known as Berry phase effects in solid state
physics30) and are a measure of band coupling.
• The Fukuyama formula9 does not generally apply
to tight-binding models11,12. For example, in the
case of a single band, it works for the square but not
for the triangular lattice tight-binding models (see
Appendix C). Actually it fails for non-separable
tight-binding models (in Eq. (26), the Fukuyama
formula corresponds to hxy = 0). As such, it does
not recover the LP formula in the case of an ar-
bitrary single band model (see the corresponding
discussion in Ref. [9]). Generally speaking, the
Fukuyama formula is not suited for tight-binding
models with a finite number of bands, as it was
obtained from a different theoretical basis relying
on the complete band structure made of an infinite
number of bands. It could well be – but we did
not prove it – that the Fukuyama formula follows
from equation (24) in the limit of an infinite num-
ber of bands. We suspect that the non-separability
originates from the restriction to a finite number of
bands of the complete Hamiltonian.
• The orbital susceptibility is not a Fermi surface
property but depends on all the filled bands (see the
discussion in Ref. [34]). It contains essential contri-
butions from the bulk of the Fermi sea. This is best
illustrated by the susceptibility at the bottom of the
conduction band of boron nitride (see Fig. 6): it
goes from diamagnetic in the gap to a finite para-
magnetic value (roughly given by χpl ≈ 0.089χ0)
as the chemical potential moves toward the bot-
tom of the conduction band (µ & ∆). This is in
complete opposition (both in sign and magnitude)
with the naive Landau diamagnetism expectation
at a parabolic band edge.
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Note added: During the completion of the present pa-
per, Gao et al. posted a preprint on the arXiv on the ge-
ometrical effects in orbital magnetism48. Their result for
the orbital susceptibility of boron nitride (see their Fig.
2a) does not agree with ours (see our Fig. 6), which we
have confirmed by exact numerical solution (Hofstadter
butterfly). For example, it does not satisfy the exact
sumrule. In particular, their susceptibility seems to in-
crease near the band edges and to disagree in sign with
the Landau-Peierls susceptibility, which should be dia-
magnetic. In addition, close to the gap (|µ| & ∆), their
susceptibility vanishes, whereas we find a paramagnetic
plateau.
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Appendix A: Orbital Magnetization
The starting point to derive Eq. (20), is to calculate the trace of Eq. (18):
TrG(1) = − ieB
2~
Tr (ghxgy − ghygx) = − ieB
2~
Tr (ghxghyg − ghyghxg) . (A1)
The Green’s function can be written in terms of the Bloch state |ψnk〉 and εnk the energy dispersion of the nth band:
g(E) =
S
4pi2
∑
n
∫
BZ
|ψnk〉 〈ψnk|
E − εnk d
2k . (A2)
One gets
Tr {ghxghyg − ghyghxg} =
∑
n,l
S
4pi2
∫
BZ
〈unk|hxkPlkhyk − hykPlkhxk |unk〉
(E − εnk)2(E − εlk) d
2k . (A3)
where hk = e
−ik·rhe−ik·r, |unk〉 = e−ik·r|ψnk〉 is the cell-periodic part of the Bloch state and Plk = |ulk〉〈ulk| is a
projector. Knowing that
1
(E − εnk)2(E − εlk) =
1
εnk − εlk
1
(E − εnk)2 −
1
(εnk − εlk)2
1
E − εnk +
1
(εnk − εlk)2
1
E − εlk , (A4)
Eq. (A3) can be transformed using the definitions in Eqs. (21, 22) (and a change of indices for the last term of
Eq. (A4)):
M(µ) =
e
~
T
2pi
=m
∫ +∞
−∞
dE ln
(
1 + e−β(E−µ)
)∫
BZ
d2k
4pi2
∑
n
{
2~
e
mnk
(E − εnk)2 − 2
Ωnk
(E − εnk)
}
. (A5)
Computing the integral over the energy with the formula
=m
∫ +∞
−∞
f(E)
(E − α)j dE = −
pi
(j − 1)!f
(j−1)(α) (A6)
allows us to finish the calculation and to recover Eq. (20).
Appendix B: Partial Integration for TrG(2)
Starting from Eq. (23), and using the identity gij = ghijg + ghighjg + ghighjg, the trace of G(2) reads:
Tr{G(2)} = −e
2B2
8~2
(A1 + 2A2 + 2A3) (B1)
with
A1 = Tr{g
[
(hxxghyyg + hyyghxxg)− 2(hxyg)2]},
A2 = Tr{g
[
hxxg(hyg)2 + hyyg(hxg)2 − hxy(hyghxg + ghxghyg)]}.
A3 = Tr{g([hxg, hyg])2}
(B2)
Using the identity ∂Eg = −(g)2 and the cyclicity of the trace Tr {}, one verifies
A1 = −∂EB1,
A2 = ∂E(B2 + 2B3)−A3, (B3)
where
B1 = Tr{hxxghyyg − (hxyg)2},
B2 = Tr{ghxy(hyghxg + ghxghyg)},
B3 = Tr{(ghx)2(ghy)2}.
(B4)
13
Using again the cyclicity of the trace, one can further establish the identity:
B1 = 3B2 + 4B3 + 2B4, (B5)
where B4 = Tr{(ghxghy)2}. Using Eqs. (B1, B3, B5), one finally obtains the following three equivalent writtings:
Tr{G(2)} = e2B28~2 ∂E(B1 − 2B2 − 4B3),
= e
2B2
24~2 ∂E(B1 − 4(B4 −B3)),
= e
2B2
8~2 ∂E(B2 + 2B4),
(B6)
where the second line corresponds to Eq. (23) that allows to obtain susceptibility formula Eq. (24), whereas the third
line allows to recover susceptibility formula Eq. (26) first derived in11. Note that N (2)(E,B) = − e2B224~2 =mpi (B1 −
4(B4−B3)) represents the second order correction to the integrated DoS. Since the total number of states is magnetic
field independent, N (2)(E) necessarily vanishes outside the zero-field energy bandwidth.
Appendix C: Landau-Peierls formula for single-band models
For a single band tight-binding model, the LP susceptibility
χLP(µ, T ) =
µ0e
2
12~2
∫
BZ
n′F(εk)
(
εxxk ε
yy
k − (εxyk )2
) d2k
4pi2
(C1)
is exact (it is easily derived from Eq. (24)). The magnetic response of the square and triangular lattices are here
investigated in order to illustrate the (not so well-known) physics contained in this formula.
Note that, apart from the derivative of the Fermi function, the integrand of Eq. (C1) can be understood as the
determinant of the Hessian matrix of the spectrum εk. The susceptibility is thus governed by an intrinsic geometrical
quantity of the spectrum: the Hessian Hk = εxxk εyyk − (εxyk )2, which is almost the Gaussian curvature of the band
spectrum. When the spectrum can be approximate to a quadratic dispersion, it reads Hk = ~4m1m2 with m1 and m2
the two effective masses of the spectrum. Thus, for a parabolic spectrum at zero temperature
χLP = −µ0e
2
12~2
~4
m1m2
ρ(µ) = − µ0e
2~2
12|m1m2|ρ(µ)× sgn(m1m2) (C2)
with ρ(µ) the DoS at the Fermi energy µ. From Eq. (C2), we deduce that the LP susceptibility diverges when the
DoS does; and χLP can change sign at a saddle point, i.e. when m1 and m2 have different signs
18. The physical
picture behind such a behavior was provided by Vignale18: it is that of a counter-circulating orbit around the saddle
point. The latter is made of pieces of four regular cyclotron orbits connected by quantum mechanical tunneling events
(known as magnetic breakdown in this context).
1. Square lattice
The dispersion relation for the square lattice (with t = 1 and a = 1)
εk = −2 cos kx − 2 cos ky (C3)
is separable. We find a simple susceptibility (with χ0 ≡ µ0e2ta2/~2 = µ0e2):
χLP(µ, T ) =
χ0
12pi2
∫
BZ
n′F(εk) cos kx cos ky dkx dky
T=0
=
χ0
6pi2
Q1/2
(
1− µ
2
8
)
(C4)
where Qα(x) is the Legendre function of the second kind. This compact formula is consistent with another one
proposed in Ref. [49]. This is plotted in Fig. (8).
Some features of this figure are worth commenting on:
1. The susceptibility can be either positive or negative. The situation is different from free particles where the
susceptibility is always negative (Landau diamagnetism).
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FIG. 8: (Color online). Orbital susceptibility χorb (in units of χ0) as a function of the chemical potential µ (in units of the
hopping amplitude t) at T = 0 for the tight-binding model on a square lattice.
2. The susceptibility verifies the sumrule:
∫
χorb dµ = 0 and thus it has both dia- or para-magnetic behavior
depending on µ.
3. In the vicinity of the band edges (band bottom and band top), the susceptibility tends to a diamagnetic value,
which is exactly the Landau susceptibility χL = −µ0e2/(24pim?) with an effective band mass m? = ~2/(2ta2).
In the limit of low/high filling, we recover free electrons/holes with an effective mass.
4. At half filling (vanishing chemical potential), the susceptibility is paramagnetic and diverges logarithmically.
This is a consequence of the van Hove singularity in the DoS. The latter is related to saddle points in the
spectrum, at which the effective masses m1 and m2 are of different signs, leading to orbital paramagnetism.
2. Triangular lattice
The nearest-neighbor tight-binding model on the triangular lattice is quite interesting as it has a dispersion relation
which is not separable. This will allow us to compare several predictions for the orbital susceptibility. The dispersion
relation is (with t = 1 and a = 1)
εk = 2 cos kx + 2 cos
kx +
√
3ky
2
+ 2 cos
−kx +
√
3ky
2
. (C5)
Since there is only one band, the exact orbital susceptibility is given by the LP formula (C1) and satisfies the sumrule.
Here, in contrast to the square lattice, εxyk 6= 0. The result is plotted in Fig. 9.
Other single-band formulas, which exist in the literature, disagree with the above exact result. For example,
application of the Fukuyama formula gives the following susceptibility9:
χF(µ, T ) =
µ0e
2
12~2
∫
BZ
n′F(εk)
(
εxxk ε
yy
k + 2(ε
xy
k )
2 +
3
2
[εxkε
xyy
k + ε
y
kε
yxx
k ]
)
d2k
4pi2
=
µ0e
2
12~2
∫
BZ
n′′′F (εk)(ε
x
kε
y
k)
2 d
2k
4pi2
. (C6)
It is obtained from Eq. (26) by keeping only the first term (with four Green’s functions g) and restricting to a single
band model. On the second expression above (involving n′′′F ), it is easy to check that it satisfies the sumrule. It is
also plotted in Fig. 9.
Another formula was proposed by Hebborn and Sondheimer (HS), which in the single band case reduces to9
χHS(µ, T ) =
µ0e
2
12~2
∫
BZ
n′F(εk)
(
εxxk ε
yy
k − (εxyk )2 +
3
2
[εxkε
xyy
k + ε
y
kε
yxx
k ]
)
d2k
4pi2
(C7)
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FIG. 9: (Color online). Orbital susceptibility χorb (in units of χ0) as a function of the chemical potential µ (in units of the
hopping amplitude t) at T = 0 for the tight-binding model on a triangular lattice (we took a level broadening of η = 5.10−3t).
LP susceptibility is shown in full line (red), Fukuyama in dashed (green) and HS in dot-dashed (blue).
It is almost identical to the expression for χF except that it involves the Hessian Hk. However, it does not satisfy the
sumrule. It is plotted in Fig. 9 as well.
3. Conclusion on the orbital susceptibility in the case of a single band
On the one-hand, the tight-binding model on the square lattice is separable (εxyk = 0). In this case, the LP, the
Fukuyama and the HS susceptibilities all agree. On the other hand, the tight-binding model on the triangular lattice
is not separable (εxyk 6= 0) and allows one to discriminate between the different predictions. The LP susceptibility
is exact in the case of a single band (whether separable or not). In addition, it does satisfy the sumrule. The
Fukuyama formula also satisfies the sumrule, but it strongly disagrees with the exact result. For example, it predicts
a strange diamagnetic peak at the van Hove singularity (when a paramagnetic peak is generally expected18). The HS
susceptibility is closer to the exact result but is also wrong and does not satisfy the sumrule.
Appendix D: 2-band derivation
1. Definitions
The aim of this section is to derive a computable two-band formula for the susceptibility of particle-hole symmetric
systems. In order to use Eq. (24), we first need to compute the successive derivatives of h (where h is here a shorthand
notation for hk) (as described in Sec. V). They read:
h = εn · σ (D1)
hi = εin · σ + εni · σ (D2)
hij = (εij − εni · nj)n · σ + aij · σ (D3)
with aij = εinj + εjni + εn× (nij × n).
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The effect of a projector onto the derivatives of h is given by:
PshiPs = sεiPs (D4)
PshiP−s = ε
2
(ni + isn× ni) · σ (D5)
PshijPs = s(εij − εni · nj)Ps (D6)
PshijP−s = 1
2
(
aij + isn× aij) · σ. (D7)
Finally, the following identity will reveal to be useful in the following:
g+g− =
1
2ε
(g+ − g−). (D8)
2. Two-Green’s functions term
U = tr {ghxxghyy − ghxyghxy} is first investigated. On the eigenprojectors basis,
U =
∑
s
g2sCss +
∑
s
gsg−sC−ss (D9)
with
Css′ = tr {PshxxPs′hyy − PshxyPs′hxy} . (D10)
After some algebra, one gets:
Css = (ε
xx − εnx · nx)(εyy − εny · ny)− (εxy − εnx · ny)2 (D11)
C−ss = axx · ayy − axy · axy − is(axx × ayy) · n (D12)
such that:
U = (g2+ + g
2
−)
[
(εxx − εnx · nx)(εyy − εny · ny)− (εxy − εnx · ny)2]+ 2g+g−(axx · ayy − axy · axy) (D13)
The second term of Eq. (D13) can be splited in two such that
U = (g2+ + 2g+g− + g
2
−)U1 + 2g+g−U2 (D14)
= 4ε2g2+g
2
−U1 + 2g+g−U2 (D15)
where
U1 = (ε
xx − εnx · nx)(εyy − εny · ny)− (εxy − εnx · ny)2 (D16)
U2 = (εn)
xx · (εn)yy − (εn)xy · (εn)xy (D17)
3. Four-Green’s functions term
V = tr (ghxghxghyghy − ghxghyghxghy) will be evaluated using the same method. Similarly,
V =
∑
s
[
g4sCssss + g
3
sg−s(C−ssss + Cs−sss + Css−ss + Csss−s) + g
2
sg
2
−s(C−s−sss + C−ss−ss + C−sss−s
]
(D18)
where the coefficients Css′s′′s′′′ are defined by
Css′s′′s′′′ = tr {PshxPs′hxPs′′hyPs′′′hy − PshxPs′hyPs′′hxPs′′′hy} . (D19)
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Using Eqs.(D4, D5), in the definition of Css′s′′s′′′ gives
Cssss = ε
xεxεyεy − εxεyεxεy = 0 (D20)
C−ssss = 0 (D21)
Cs−sss = (εy)2ε2nx · nx − εxεyε2(nx · ny − isnx × ny · n) (D22)
Css−ss = 0 (D23)
Csss−s = (εx)2ε2ny · ny − εxεyε2(nx · ny + isnx × ny · n) (D24)
C−s−sss = −εxεyε2(nx · ny − isnx × ny · n) + (εx)2ε2ny · ny (D25)
C−sss−s = −εxεyε2(nx · ny + isnx × ny · n) + (εy)2ε2nx · nx (D26)
C−ss−ss =
ε4
2
(
(nx · nx)(ny · ny)− (nx · ny)2 + 3((nx × ny) · n)2) , (D27)
such that
V = ε2(g3+g− + g+g
3
− + 2g
2
+g
2
−)
[
(εy)2nx · nx + (εx)2ny · ny − 2εxεynx · ny] (D28)
+ 2g2+g
2
−
ε4
2
[
(nx · nx)(ny · ny)− (nx · ny)2 + 3((nx × ny) · n)2]
= ε2(g3+g− + g+g
3
− + 2g
2
+g
2
−) (ε
ynx − εxny)2 + 4ε4g2+g2−((nx × ny) · n)2 (D29)
= ε2(g3+g− + g+g
3
− + 2g
2
+g
2
−)V1 + 4ε
2g2+g
2
−V2. (D30)
4. Results
The product of Green’s functions has to be decomposed to compute the integral over the energy:
2g+g− =
1
ε
(g+ − g−) (D31)
4ε2g2+g
2
− = g
2
+ + g
2
− −
g+ − g−
ε
(D32)
ε2(g3+g− + g+g
3
− + 2g
2
+g
2
−) =
ε
2
(g3+ − g3−) +
1
4
(g2+ + g
2
−)−
1
4ε
(g+ − g−) (D33)
and using
=m
∫ +∞
−∞
nF(E)
(E − εs)k dE = −
pi
k!
n
(k)
F (εs) (D34)
where n
(k)
F is the k
th derivative of nF, the integral over E can be performed
χorb(µ, T ) = −µ0e
2
12~2
∫
BZ
d2k
4pi2
=m
pi
∫ +∞
−∞
nF(E)(U − 4V ) dE (D35)
=
µ0e
2
12~2
∑
s=±
∫
BZ
[
(U1 − V1 − 4V2)
(
n′F − s
nF
εk
)
+ U2s
nF
εk
− V1εkn′′F
]
d2k
4pi2
(D36)
with nF a shorthand notation for nF (εsk) and n
′
F , n
′′
F are first and second derivatives of nF .
Appendix E: Low-energy approach
The idea behind the low-energy approach is to compute the susceptibility using formula (24), but with a simplified
(linear or quadratic) Hamiltonian obtained in the vicinity of an energy of interest (for example a band touching
point). The graphene Hamiltonian is approximated by the linearised massless Dirac Hamiltonian (for a single valley).
This approximation is expected to be true for vanishing chemical potential only. Thus, h ≈ f˜gr · σ with f˜gr the
linear approximation of fgr near a Dirac point K(0, 4pi/(3
√
3)). Writing k = kD + q, the approximate Hamiltonian is
h ≈ qxσx + kyσy.
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The second term of Eq. (24) vanishes because of the linearity of the spectrum. The approximate Green’s function
yields
g =
1
E − h =
E + fgr · σ
E2 − ε2 ≈
E + qxσx + qyσy
E2 − q2 (E1)
such that
Tr {hxghyghxghyg} = 16q
2
xq
2
y
(E − q2)4 −
2
(E2 − q2)2 (E2)
To compute the double integral on qx and qy, polar coordinates q and θ (q = qe
iθ) are more adequate:∫
Tr {hxghyghxghyg} d
2q
4pi2
=
∫ ∞
0
q dq
[
16q2q2
(E − q2)4
∫ 2pi
0
cos2 θ sin2 θ dθ − 2
(E2 − q2)2 2pi
]
. (E3)
With a partial fraction decomposition of 1/(E2 − q2)n with n = 2, 4, the integral over q can be performed:∫
Tr {hxghyghxghyg} d
2q
4pi2
=
1
3piE2
(E4)
Finally, the integral over the energy E is computed using Eq. (A6):
χorb(µ, T ) =
3χ0
4pi
n′F(0)
T→0−→ −3χ0
4pi
δ(µ) (E5)
taking into account the two valleys. This is the result of Eq. (33). Note, however, that this approach does not
capture the paramagnetic plateau χpl ≈ 0.089χ0. Indeed, the correct result in the vicinity of µ = 0 is χpl + 3χ04pi n′F(0).
This shows that a low-energy approach, that includes band coupling, i.e. the spinor structure of the massless Dirac
wavefunction, in the vicinity of µ = 0 does not fully recover the correct orbital susceptibility. This proves that the
latter is not a Fermi surface property only but also depends on all the filled bands.
