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Abstract 
 
Nearest Neighbor Classifiers demand high computational resources i.e, time and memory. Reducing of 
reference set(training set) and feature selection are two diơerent approaches to this problem. This paper presents 
a method to reduce the training set both in cardinality and dimensionality in cascade. The experiments are done 
on several bench mark datasets and the results obtained are satisfactory. 
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1.  Introduction 
 
Nearest Neighbor classification(NNC) is a popularly known classification method in pat-tern 
recognition. NNC is simple to use and easy to understand. For a test pattern q, NNC or 1-NNC finds 
the nearest neighbor in the reference set and assigns the class label of this nearest neighbor to the test 
pattern [1]. 
 
A simple enhancement of NNC is to consider the k nearest neighbors of the test pattern and the 
class label infers by majority voting. NNC suơers some drawbacks. 1) NNC re-quires memory space 
to store all the training patterns. To classify the given query pattern q, it computes the distances 
between the query pattern q and every training pattern from the training set in order to find the 
nearest neighbor of q. Hence the time complexity is O(n) where n is the training set size. To classify 
the test set of size m, the time complexity be-comes O(mn).This will become severe overhead if the 
size of n is large. One can reduce the memory and computational needs of NNC, if the size of 
training set is reduced considerably. Considerable number of papers were published on reducing the 
size of training set and hence reducing the memory and computaional demands of NNC. 
 
Similarly, the dimensionality is also a problem if the data sets are represented by high 
dimensionality [2] as it leads to curse of dimensionality.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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The rest of the paper is organized as follows: Section 2 discuss about review of related works. 
section 3 discuss about algorithms and notations. In section 4 data sets are discussed briefly. 
Experimental results have been presented in Section 5. Conclusion is present in Section 6. 
 
2.  Related Work 
 
The early method presented in this context of reducing the training set size was the condensed 
nearest neighbor (CNN) proposed by Hart [3]. Let D be the condensed set found by applying CNN 
method over the original training set D. D is called condensed iơ it classifies all the training patterns 
from D. Then D is used instead of D to classify the test set. CNN has two disadvantages: 1) 
Retention of unnecessary samples 2) Occasional retention of internal rather than boundary patterns 
[4]. In 1976, Ivan Tomek proposed two modifications to CNN which overcome the above 
disadvantages of CNN [4]. 
 
In 1972, Swonger proposed an iterative condensed algorithm(ICA) [5] which allows ad-ditions 
and deletions from the condensed set. In 2002, Devi and Murthy proposed Modified Condensed 
Nearest Neighbor(MCNN) method which is a prototype selection method [6]. In this method, 
prototype set was built incrementally. 
 
In 2005, Viswanath, Murthy and Bhatnagar proposed an eƥcient NN classifier, called overlap 
pattern nearest neighbor (OLP-NNC) which is based on overlap pattern graph(OLP-graph) [7]. In 
this paper, they built OLP-graph incrementally by scanning the training set only once and OLP-NNC 
works with OLP-graph. In 2007, Suresh babu and Viswanath [8] proposed the generalized weighted 
k-nearest Leader Classifier method which finds the relative importance of prototypes called 
weighting of prototypes and this weight is used in classifica-tion process. 
 
In 2011, Viswanath and Sarma [9] proposed an improvement to the k-Nearest Neighbor Mean 
Classifier(k-NNMC), finds k nearest neighbors class-wise. Classification process is car-ried out with 
these mean patterns. In 2014, Raj kumar, Viswanath and Bindu [10] proposed a new prototype 
selection method for nearest neighbor classification called Other Class Nearest Neighbors(OCNN) 
which is based on the retaining samples that are near to decision boundary and which are crucial in 
the classification task. 
 
Considerable number of papers were published on reducing the cardinality of training set but 
Less number of papers were published on reducing the training set size in both directions i.e., 
cardinality and dimensionality. In 1999, Kuncheva and Jain proposed genetic algorithm based 
method for simultaneous editing and feature selection [11]. In 2001, Kuncheva ex-tended the paper 
[11] for reducing the computational demands of nearest neighbor classifier [12]. In this paper 
Incremenatal Hill Climbing(IHC), and Stochastic Hill Climbing(SHC) methods were used to reduce 
the training set in both directions. In 2013, TR Babu, MN Murthy and SV subrahmanya published 
book on Data Compression Schemes for Mining Large Datasets [13]. 
 
3.  Algorithms and Notations 
 
Let TS be the given training set. A pattern in TS is represented as (Xi,Yi) for i=1,2,. . . n (n is the 
cardinality of TS) where Xi represents the d-dimensional feature vector and Yi represents the class 
label for ith pattern. So, Xi=(xi1,xi2,. . . xid) and Yi={y1,y2 ,. . . yc} where c is the no of classes present. 
 
3.1.  Algorithm: CNN 
 
Condensed Nearest Neighbor begins with the pattern selected from the training set which forms 
the initial condensed set. Then each pattern in the training set is classified using the condensed set. If 
a pattern in the training set is misclassified, it is included in the condensed set. After one pass 
through the training set, another iteration is carried out. This iterative process is carried out till there 
are no misclassified patterns. The condensed set has two properties. 
 
 It is a subset of original training set  
 
 It ensures 100% accuracy over the training set which is the source for deriving the condensed 
set.  
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Let TS be the given training set and TS(CNN) is the new training set formed by applying condensed 
nearest neighbor rule.The algorithm is outlined as shown in algorithm 1. 
 
Algorithm 1: Condensed Nearest Neighbor algorithm 
 
1 Initially TS(CNN)=׎. 
 
2 TS(CNN)= select the first sample TS. 
 
3 Classify TS using TS(CNN). 
 
4 for each sample in TS do 
 
5 a) if it is correctly classified then ignore it.  
 
6 b) if it is incorrectly classified, then add it to TS(CNN)  
 
7 Repeat step 3-6 till there are no new samples added to TS(CNN) i.e., 
 
8 T S (C N N)i  = T S (C N N)ií where i is the iteration number. 
 
9 Output TS(CNN) as condensed set over TS. 
 
 
 
3.2.  Algorithm: OCNN 
 
This method is based on the intutive notion of retaining patterns that are near to decision 
boundary. It is obvious that the patterns which are near decision boundary plays very impor-tant role 
in the classification of a process. The boundary patterns are computed by using Other Class Nearest 
Neighbors(OCNN) method. 
Let TS be the given training set. TS(OCNN) is the set formed after applying the OCNN method. 
OCNN(Xi) is the set of nearest neighbors for pattern Xi from other classes which can be computed by 
using k-nn rule. The method is outlined in algorithm 2. 
 
Algorithm 2: Other Class Nearest Neighbor algorithm 
 
1 Initially TS(CNN)=׎. 
 
2 TS(CNN)= select the first sample TS. 
 
3 Classify TS using TS(CNN). 
 
4 for each sample in TS do 
 
5 a) if it is correctly classified then ignore it.  
 
6 b) if it is incorrectly classified, then add it to TS(CNN)  
 
7 Repeat step 3-6 till there are no new samples added to TS(CNN) i.e., 
 
8 Output TS(CNN) as condensed set over TS. 
 
 
Consider the example training set shown in Figure 1. Two classes are present in the Figure 1. 
7KHSRVLWLYHFODVVWXSOHVDUHUHSUHVHQWHGE\¶¶DQGQHJDWLYHFODVVWXSOHVDUHUHSUHVHQWHGE\¶-¶)RU
H[DPSOHLIDTXHU\SDWWHUQ¶¶OLHVRQWKHOHIWVLGHRIWKHERXQGDU\GHFLVLRQWKHQLWLVFODVVLILHGDV
¶¶FODVVRWKHUZLVH¶-¶FODVV7KDWPHDQVWKHSDWWHUQVWKDWDUHQHDUWRGHFLVLRQERXQGDU\DUHHQRXJK
for classification. The other samples can be removed from the training set. This is the central idea of 
RXUPHWKRG,QWKHH[DPSOHSUHVHQWLQWKH)LJXUHWZRSDWWHUQVIURP¶-¶FODVVDQGWZRSDWWHUQVIURP
¶¶FODVVQHDU WRGHFLVLRQERXQGDU\DUH W\SLFDOSDWWHUQVZKHQFRPSDUHG WRRWKHU WUDLning patterns. 
This can be found by using the Other Class Nearest Neighbors algorithm(OCNN) discussed in 
algorithm 2. 
 
3.3.  Linear Discriminant Analysis(LDA) 
 
LDA is a Dimensionality reduction technique used in machine learning. It is also one of the 
preprocessing technique. LDA extracts the good features and project the dataset onto a lower 
dimensional space with good-class separability. It is similar to Principal Component Analysis but in 
addition to finding the component axes that maximize the variance of data, we are additionally 
interested in the axes that maximize the seperation between the classes. The LDA process is carried 
out as follows [14]. 
1) Compute the mean vectors for the diơerent classes from the dataset. 
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2) Compute the in-between-class scatter matrix S b  and within-class-scatter matrix S w. 
S w  can be computed as 
c 
S w  =   S i (1) 
 i=1  
where i=1,2...c i.e c is number of classes. and S i  is is scatter matrix of class i B 
B B B  
   
 
 
 
 
 
 
 
 
Figure 1. Nearest Neighbor Classifier 
 
S i  =  (x ími)(x ími )
t
 (2) 
 
xDi    
 
where mi is mean of class i.        
 
 1    
(3) 
 
mi  =  
 
 x  n 
 
   
  x۠Di   
 
where Di  is dataset of class i. The in-between-class scatter matrices can be computed as  
 
c        
 
S b  = (mi ím)(mi ím)t . (4) 
 
i=1        
 
The objective function is        
 
J(V ) = det(V 
t
 S bV )  (5)  
det(V t S w V ) 
 
   
 
 
where V is the projection matrix to the subspace of dimensionality k=c-1 atmost( c is the number of 
classes). This can be converted to general eigen value problem. 
 
S bV = ȜS w V (6) 
ȜV = S wíS b V (7) 
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Let V1,V2...Vcí be the corresponding eigen vectors. The projection matrix V is of order d × k used to 
project the data onto subspace of dimension k(k  d) is given by the eigen vectors corresponding to 
the largest k eigen values. V projects the dataset to subspace atmost c-1 
 
where c is no of classes using the following computation. 
 
Y = V t X (8) 
 
where Y is projected pattern of order k × 1 and X is of order d × 1. 
 
3.4.  An Example: 
 
We illustrate the algorithms with the example dataset shown in table 1. It has two at-tributes X 
and Y along with class label present in the last column. Two class labels Yes and No are present. Let 
Xi refers to the pattern i in the dataset i.e,X1 is the first pattern (1,1) in the dataset. The euclidean 
distances between the patterns are present in the table 2. 
 
1) Now, we build prototype set S based on the method OCNN shown in algorithm  2. 
 
Table 1. Example dataset 
 
No. A B Class 
    
    
X1 1 1 Yes 
X2 1 2 Yes 
X3 2 1 Yes 
X4 2 2 Yes 
X5 5 1 No 
X6 5 2 No 
X7 6 1 No 
X8 6 2 No 
 
 
The S Xi =OCNN(Xi) where i = 1,2,...8 obatained as follows. we considered k=2. 
                            S X1 =OCNN(X1)={X5,X6} S X2 =OCNN(X2)={X5,X6} 
                           S X3 =OCNN(X3)={X5,X6} S X4 =OCNN(X4)={X5,X6} 
                          S X5 =OCNN(X5)={X4,X3} S X6 =OCNN(X6)={X4,X3} 
                        S X7 =OCNN(X7)={X4,X3} S X8 =OCNN(X8)={X4,X3} 
 
The final prototype set S is computed by the union of all S Xi . For this example, S=S X1 ׫S X2 ׫S X3 ׫S 
X4 ׫S X5 ׫S X6 
׫S X7 ׫S X8 . Hence, we get S={X5,X6,X4,X3} shown in table  3. 
 
2) We build the prototype set S based on the method CNN shown in algorithm  1. 
The first pattern X1 forms the initial condensed set S. So S={X1}. Using S, the dataset in table 1 
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  Table 2. Euclidean distances between patterns of table  1  
              
No. X1  X2  X3  X4 X5 X6  X7 X8 
             
X1 0  1 1 1.414 4 4.12  5 5.09 
X2 1  0 1.414  1 4.12 4  5.09 5 
X3 1  1.414 0  1 3 3.16  4 4.12 
X4 1.414  1 1  0 3.16 3  4.12 4 
X5 4  4.12 3 3.16 0 1  1 1.414 
X6 4.12  4 3.16  3 1 0  1.414 1 
X7 5  5.09 4 4.12 1 1.414  0 1 
X8 5.09  5 4.12  4 1.414 1  1 0 
   Table 3. Prototype set choosen by OCNN on table   1  
              
     No. A  B Class     
              
             
     
X3 2  1 Yes     
     
X4 2  2 Yes     
     X5 5  1 No     
     
X6 5  2 No     
 
 
  is classified. During the first iteration, the patterns X1,X2,X3,X4 are ignored as they classify using S. The 
pattern X5 is added to S because it is miscalssified by S. The patterns X6,X7,X8 are ignored as they classify 
using S. After the end of the first iteration, S={X1,X5}. Then the second iteration is carreid out. During the 
second iteration new patterns are not added to S because all the patterns in the dataset are classified. At this 
stage, the algorithm is terminated with set S={X1,X5}, the final condensed prototype set. In this section, the 
data sets used for the experiments are discussed. We applied the methods on 5 data sets. All the data sets are 
taken from Murphy and Aha [15]. The information about the data sets is shown in table 4. It shows about the 
name of the data sets, number of training and testing patterns, no of features and also no of classes. 
 
4.  Experimental Results 
We experimented the method with the popular data sets. The accuracies obtained on the data sets are 
shown in table 5. In this table, the accuracies obtained by OCNN and CNN are given. We got satisfactory 
results. 
Table 4.  Description of Data sets 
 
 Data set   No.of  No.of Number Number  
    training  Test of of  
    Patterns  Patterns dimensions classes  
            
            
 Wine   120  57 13  3  
            
 Thyroid   144  71 5  3  
            
 Iris   99  51 4  3  
            
 Balance   416  209 4  3  
            
 Optical.digit.rec  3823  1797 64  10  
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  Table 5. Accuracy obtained over data sets   
         
    OCNN  CNN 
        
Data Set No of  No of     
       
  Prototypes Accuracy % Prototypes  Accuracy % 
         
Wine 45   94.74 27  94.74  
Thyroid 38   92.10 16  91.55  
Iris 22   98.33 16  96.08  
Balance 214   74.64 143  71.77  
Opt.digit.rec 622   96.55 305  96.38  
            
            
 
 
These results are evident enough to say that OCNN method is competing with CNN method and it is 
VKRZLQJ JRRGDFFXUDF\7KHPHWKRGV DUH LPSOHPHQWHGRQ ¶'(//237,-PLEX 740 n¶PRGHO KDYLQJ ,QWHO
core 2 DUO 2.2 Ghz processor with 1GB DDR 2 RAM capacity. We compared the time taken to compute the 
prototype set by OCNN method and by CNN method. The results are shown in the table 6. From the table, it 
is clear that the OCNN method is showing good improvement in execution time with respect to CNN over all 
datasets. OCNN method can build the prototype set faster than CNN. This is because, OCNN method does 
not require multiple scans as CNN. 
 
By using OCNN and CNN prototype selection methods we can reduce the size of the data set but the 
dimensionality remains same. To reduce the dimensionaliy, we used LDA discussed in section  3.3 There are 
two options now. 
 
 
1. Applying prototype selection method followed by dimensionality reduction method.  
 
2. Applying dimensionality reduction method followed by prototype selection method.  
 
Table 6.  Comparision of Time 
Data set OCNN CNN 
   
   
Wine 0.010s 0.019s 
   
Thyroid 0.005s 0.009s 
   
Iris 0.004s 0.008s 
   
Balance 0.013s 0.022s 
   
Optical.digit.rec 3.913s 5.001s 
   
 
We experimented with the first posssibility. The results are tabulated according to the dataset wise. 
OCNN+LDA means first OCNN is applied and then LDA is applied. The results over thyroid dataset are 
given in Table 7. 
Table 7. Accuracy obtained over Thyroid 
 OCNN+LDA CNN+LDA 
     
k No of Prototyes Accuracy% No of protoypes Accuracy% 
     
3 43 69.73 24 19.73 
     
5 43 65.78 24 19.73 
     
7 43 67.10 24 67.10 
     
9 43 67.10 24 67.10 
     
11 43 67.10 24 67.10 
     
  67.36±1.28  48.15±21.20 
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The graphical results obtained over thyroid dataset are present in Figure 2. The  results for 
the iris data set are present in Table 8.  
The grphical results obtained over Iris dataset are present in Figure 3.  
The results obtained over Wine dataset are present in Table 9.  
 The graphical results obtained over wine dataset are present in Figure  4. 
The results obtained over Balance Dataset are present in Table  10. 
 
The datasets Iris,Wine,Thyroid and Balance are medium datasets. The maximum dimensionality is 
13(Thyroid) and cardinality is 425(Balance). All these datasets have 3 classes so we reduced the 
dimensionality upto maximum 2. 
 
To test the methods on Large datasets, we have taken large dataset, Optical digit recognition which has 
64 features and dataset size is 5620. It has 10 classes. The dimensionality of the dataset is reduced to 9 still 
achieving considerable accuracy. The results over Optical digit recognition is present in Table  11. 
 
Table 8. Accuracy obtained over Iris 
 OCNN+LDA CNN+LDA 
     
k No of Prototyes Accuracy% No of protoypes Accuracy% 
     
3 38 81.66 22 75.00 
     
5 38 73.33 22 68.33 
     
7 38 78.33 22 68.33 
     
9 38 78.33 22 68.33 
     
11 38 78.33 22 68.33 
     
  77.77±3.42  70.55±3.14 
     
   
 Table 9. Accuracy obtained over Wine  
   
 OCNN+LDA CNN+LDA 
     
k No of Prototyes Accuracy% No of protoypes Accuracy% 
     
3 60 29.31 22 25.86 
     
5 60 25.86 22 27.56 
     
7 60 43.10 22 25.86 
     
9 60 44.82 22 24.13 
     
11 60 43.33 22 25.86 
     
  37.28±8.01  25.85±1.09 
     
   
 Table 10. Accuracy obtained over Balance  
   
 OCNN+LDA CNN+LDA 
     
k No of Prototyes Accuracy% No of protoypes Accuracy% 
     
3 163 62.85 143 60.00 
     
5 163 63.81 143 61.90 
     
7 163 57.14 143 60.95 
     
9 163 58.09 143 58.57 
     
11 163 56.19 143 56.19 
     
13 163 57.61 143 56.19 
     
  59.28±2.93  58.96±2.20 
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Table 11. Accuracy obtained over Opt.digit.rec 
 
 OCNN+LDA CNN+LDA 
     
k No of Prototyes Accuracy% No of protoypes Accuracy% 
     
3 2313 62.36 1514 63.14 
     
5 2313 61.93 1514 61.83 
     
7 2313 56.29 1514 58.09 
     
9 2313 57.24 1514 54.52 
     
11 2313 56.59 1514 56.88 
     
13 2313 56.29 1514 53.21 
     
  58.50±2.59  57.94±3.59 
     
     
 
 
5.  Conclusions and Future Enhancement 
 
In this paper, We elucidate a new method which can reduce the computational demands of the NNC. This 
is achieved by reducing the datasets both in dimensionality and cardinality applied in cacsade. The methods 
are experimented over the bench mark datasets and results are found satisfactory. 
 
The future enhancement of the paper is, we experimented with the first possibility only and it can be 
extended to second possibility of reducing the computational demands of NNC i.e. first applying the feature 
selection method and then applying the prototype selection method. The work can be extended to find the 
answers to the questions, which one is better among the two possibilites? how to apply these methods 
simultaneously ? Is it possible ? If so What happens to the accuracy ?. 
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