Introduction
International remittance inflow is globally recognized as a key source of income for improved standard of living and poverty alleviation. In recent times, the international remittance inflows have become highly pronounced as a key source of foreign income, overtaking other sources of foreign capital, like foreign direct investment and official development assistance in many countries, in terms of size and growth rate (Hien 2017) . It is also widely believed that international remittance inflows tend to be more sustainable and stable than other sources of foreign capital, given the continuously growing wave of globalization, as well as the continuous increase in the aging population of developed countries of the migrants' residence (Okodua & Olayiwola 2013) .
In Nigeria, international remittance is one of the key sources of income for the citizens and has brought tremendous improvement in their living standard. The growth of remittance inflows in Nigeria had also greatly contributed to the economy in many areas especially in terms of growth of GDP, foreign exchange and poverty reduction. Following the persistently growing population of Nigerians in Diaspora which include those that are highly educated and skilled, the international remittances to Nigeria have grown considerably since the 1990s and have reached an unprecedented level in 2017. According to the World Bank (2017) report, the number of Nigerian migrants in Diaspora was of 465,932 in 1990 and has become more than doubled in 2013, reaching 1,030,322. Each year, these Nigerian migrants in Diaspora remit billions of dollars to their families in Nigeria. With an all-time high remittance inflow of $22 billion (N7.9 trillion) topping the list in Sub-Sahara Africa (SSA) with a share of about 67%, Nigeria ranked 5 th among the major remittance recipients in the world after India ($69 billion), China ($64 billion), the Philippines ($33 billion) and Mexico ($31 billion) (World Bank, 2017) .
The increased wave of remittance flows to Nigeria and its impact on Nigeria's development have received cherished attention from economic researchers and policy makers alike. While economic researchers and policy makers seem to unanimously affirm the positive contribution of remittances to Nigeria's development, there is an ongoing intellectual debate that persistent remittance inflow causes deterioration in trade balances by inducing importled consumption expenditures, a phenomenon known as the Dutch disease. Over the years, Nigeria economy had witnessed periodic deterioration of trade balances. One possible cause of the deterioration of trade balance in Nigeria is the persistently growing nominal value of import in the face of lackluster performance of the export sector (Nwogwugwu, Maduka & Madichie, 2015) . As pointed out by Okodua and Olayiwola (2013) , remittances generally increase the purchasing power within the recipient country and consequently promote domestic demand with preferences overly skewed in favour of imported goods and services, and this usually results into deterioration of trade balance of the remittance receiving country.
Based on the foregoing, the fundamental question is: to what extent do international remittance inflows contribute to the deterioration of trade balance in Nigeria? As important as this question may seem, little or no research attention has been devoted towards understanding the Dutch Disease effect of remittance inflows on Nigeria's trade balance. Studies on macroeconomic impact of remittances in Nigeria seem to have focused more on its development impact in terms of economic growth, poverty reduction and welfare (e.g. Oyejide (2016) ; Iheke (2012) ; Ajayi, Adedeji, Giwa & Araoye (2017) ; Oluwafemi & Ayandibu (2014) ; Olowa, Awoyemi, Shittu, & Olowa (2013) ; Odionye & Emerole (2015) ; Eigbiremolen & Nnetu (2015) ). This leaves a serious gap in the literature and therefore it forms part of the motivation of this study, as it investigates the impact of international remittance inflows on Nigeria's trade balances from 1990 to 2017.
The rest of the paper is structured as follows: following this introduction in Section 1, Section 2 deals with the review of the related literature. Section 3 outlines the methods of research used, while Section 4 presents the results and discussion of the findings. Section 5 concludes the study with policy recommendations.
Literature review
International remittances are money sent by a person (migrant) in a foreign country to his or her home country. The global remittances have, over the years, been on a rapid increase. The growth in remittances is driven by the growth in Europe, Russia and the United States (World Bank, 2017) . The Bank shows that officially recorded remittances to low-and middle-income countries reached $466 billion in 2017, an increase of 8.5% from $429 billion in 2016. For the high-income countries, remittances grew by 7% from $573 billion in 2016 to $613 billion in 2017. There is no doubt that remittance inflows will continue to increase in all countries and the top remittance recipients are India ($69 billion), followed by China ($64 billion), then the Philippines ($33 billion), Mexico ($31 billion), Nigeria ($22 billion) and Egypt ($20 billion). In Sub-Sahara Africa, remittances accelerated by 11.4% to $38 billion in 2017 driven by improved economic growth in advanced economies, with Nigeria retaining the top position, accounting for about 67%, followed by Senegal and Ghana with a record of $2.2 billion each (World Bank, 2017) . With this pace of growth, remittances have become a major source of foreign financial inflows to many developing countries like Nigeria, after FDI and other development assistance (Okodua & Olayiwola, 2013) . 
Some Stylized Fact on Remittance and FDI Inflows in Nigeria
The international remittance inflows to Nigeria has grown considerably and has become highly pronounced in recent times as a key source of foreign financial inflow, overtaking other sources of foreign capital, like foreign direct investment, etc, in terms of its share on GDP. Figure 2 .1 presents the trend profile of remittance and FDI inflows to Nigeria from 1990 to 2017. The figure shows that prior to 2004, FDI averagely maintained a lead role in its contribution to GDP, while remittance inflows experienced deterioration. The deterioration of remittance inflows during this period could be attributed to the fact the exchange rate of naira was reasonably stronger and as such makes no significant difference remitting from abroad. The remittance inflows to Nigeria witnessed a sharp and rapid growth in 2004, overtaking FDI inflows with a significant margin, and have maintained a lead role over FDI till 2017, although with a slight deterioration after 2008 probably due to the global financial crisis which also affected the overall income of Nigerians in Diaspora. During the period of global financial crisis, it is evident from Figure 2 .1 that FDI inflows experienced a sharper decline than remittance inflows. This supports an earlier claim that remittance inflows seem to be more sustainable and stable than other sources of foreign capital including the FDI (see Okodua & Olayiwola 2013) . While there is a general consensus that remittance inflows contribute to economic growth and poverty reduction, still highly debated is its impact on the real exchange rate, export competitiveness, as well as the Dutch disease effect. For the remittance-dependent countries, the waving stock of foreign currencies could pose pressure on home currencies, which could naturally increase their value (Farzanegan & Hassan, 2016) . The artificial appreciation of domestic currency resulting from rapid growth of remittance inflows could cause deterioration in trade balance of the remittance-receiving countries via reduction in exports of traded goods and consequently hamper the overall economic growth objective especially in the long run, a Dutch disease effect (Okodua & Olayiwola, 2013) . One of the methods of remedying trade deficit is to trigger private saving and channel it towards domestic investment to widen the pool of domestically manufactured products and remittances can serve as a catalyst for private saving and per capita income (Farzanegan & Hassan, 2016) .
Empirical Evidences
There is a plethora of studies on how remittances affect the economy in terms of economic growth, poverty reduction and welfare (Oyejide 2016 ), yet little or no attention has been given to the Dutch disease effect of remittance inflows especially for Nigeria. However, a number of studies have raised concern about the Dutch disease effect of remittance inflows especially as it affects trade balances with varying conclusions (Okodua & Olayiwola, 2013; Farzanegan & Hassan, 2016; Hien, 2017) . For instance, Okodua and Olayiwola (2013) concluded that remittances may not be helpful in promoting the goal of maintaining a sustainable external trade balance in the selected SSA economies; Farzanegan and Hassan (2016) posited that remittances has had increasing effect on trade deficits of the 11 labour-abundant MENA countries, and for Hien (2017), Malaysia did not face a symptom of Dutch disease impacted by remittances.
The above empirical studies have followed different methodological approaches in examining the Dutch disease effect of remittances on trade balances. In a cross-country study, Okodua and Olayiwola (2013) investigated the relationship between migrant workers' remittances and external trade balance in Sub-Sahara African countries over a period of ten years from 2002 to 2011. The study is based on a dynamic panel data model which was estimated using the system GMM. The findings show that remittances inflows have a contemporaneous negative but statistically insignificant impact on external trade balance across the sampled countries, and thus concluded that remittance flows may not be helpful in promoting the goal of maintaining a sustainable external trade balance in the selected SSA countries. In a similar manner, Farzanegan and Hassan (2016) examined the role of remittances in the trade balance of 11 labour-abundant MENA countries from 1980 to 2013. The study is based on a panel data regression, estimated using both fixed effect OLS and 2SLS. The results show that remittances have had an increasing effect on trade deficits by triggering import-led consumption expenditures. In a country-specific study, Hien (2017) There is obviously a dearth of empirical studies on how remittances affect trade balance. The Dutch disease effect of remittances on trade balance needs further verifications not only on cross-country settings, but also on country-specific setting, given the growing intellectual debates on the topic. For a country like Nigeria which is the largest remittance-recipient country in Sub-Sahara Africa in the face of persistent deterioration in trade balance, a study of this nature is very timely. In terms of methodology, the previous studies seem to have totally ignored the possibility of structural break within their sampled period as their methods did not account for the issue of breaks in time series. We are not oblivious to the possibility of this time series phenomenon given the series of institutional, structural and political changes that have taken place in Nigeria within the period under review. The study fills the above gap and contributes to knowledge by extending the verification of Dutch disease effect of remittance inflows using data from Nigeria.
Research Methods

Theoretical Framework and the Model
The theoretical framework of this study is based on imperfect substitution model as developed by Goldstein and Khan (1985) . There are three basic assumptions underlying this model: first, foreign and domestic goods are not perfect substitutes. If domestic and foreign goods were perfect substitutes, then countries would specialize, by either only importing or exporting each particular good. In practice however, both domestic and foreign goods can be found coexisting in the markets, indicating that countries do not in fact specialize to such a high degree. Second, remittances are treated exogenously as a permanent source of income. The third assumption of this model is that the world is barrier-free with no tariffs in which foreign goods are sold in domestic markets. In line with the above, we adopt with modifications the model by Farzanegan and Hassan (2016) . Our model is therefore specified as follows:
(1) TRB = β0 + β1REM + β2GDP + β3FDI + β4EXR + β5AID + β6DCR + µ (2) Where TRB is the trade balance (% of GDP); REM is remittance inflows (% of GDP); GDP is gross domestic product (% growth); FDI is foreign direct investment (% of GDP); EXR is official exchange rates (Naira/Dollar); AID is foreign aid (% of GDP); DCR is domestic credits (% of GDP); µ is the error term; β0 is the intercept term; β1 -β6 are the parameters to be estimated.
A priori Expectation: -+β1, +β2, +β3, +β4, +β5, -+β6.
Estimation Technique
In a Single-Equation Multiple Regression Models (SEMRM), the study used Ordinary Least Squares (OLS) as the estimation technique. However, applying OLS directly without accounting for the time series properties of the relevant variables may result to spurious regression. In order to overcome the impending problems associated with time series, the study will engage in the following pre-test analysis:
Unit Root Test
Time series data have become most widely used type of data in empirical studies. These empirical studies always assume that the underlying time series are stationary. However, it is widely known that most economic time series are non-stationary and the regression involving non-stationary time series may lead to spurious regression. In order to overcome such problem, it becomes necessary to carry out unit root test (stationarity test). There are conventional methods used in testing for stationarity of economic time series, prominent among which are the Augmented Dickey-Fuller (ADF) and Philips-Perron (PP) unit root tests. It should be noted also that due to the possibilities of structural breaks that might have occurred during the time period under study, the conventional methods could be biased in identifying variables as being stationary or not. Structural break is an intermittent shock which has permanent effect on the time series. If this shock is not explicitly taken into account, the conventional tests would in general mistake the structural break for a unit root (Arranz & Escribano, 1998b) . Thus, the study employed the Zivot-Andrew (ZA) unit root test which is derived from Zivot and Andrew (1992) . The ZA test is basically a modification of the Perron (1989) unit root test that considers a breakpoint as endogenously determined. Thus, the ZA test for unit root against the alternative of trend stationary process with a structural breakpoint both in slope and intercept, is based on the following regressions: 
Where DUt and DTt are dummy variables for a mean shift and a trend shift respectively; DUt(Tb) = 1 if t > Tb and 0 if otherwise and DTt(Tb) = t-Tb if t > Tb and 0 if otherwise. That is, DUt is a dummy variable that captures a shift in intercept and DTt represents a shift in trend occurring at time Tb.
Cointegration Analysis
The fact that most economic time series are non-stationary and the need to avoid spurious regression had led to the use of differenced stationary time series in economic analysis. It should be noted that by differencing time series, we inevitably incur loss of important information in the long run. Therefore, when variables are non-stationary and have to be differenced to make them stationary, cointegration analysis is performed to find out whether a linear combination of the variables converge to equilibrium or not. The implication of cointegration among non-stationary variables is that deviation may occur, but that is temporary as equilibrium holds in the longrun for them. In essence, when variables that share similar non-stationary properties are cointegrated, regression can proceed without generating spurious results (Nwaobi, 2001) .
Following the stationarity tests, the cointegration test was performed to find out if the chosen variables have long run equilibrium relationship or not. Note also that due to the possibilities of structural breaks within the sample period covered in this study, the conventional cointegration tests such as Engel and Granger (1987); Johansen and Julius (1990) ; Philip and Hansen (1990), etc, may not be appropriate since they presume that the cointegrating vector is time-invariant under the alternative hypothesis of cointegration. This is because a break introduces spurious unit root behaviour in the cointegrating relationship so that the null hypothesis of no cointegration is difficult to reject (Gregory, Nason & Watt, 1996) . Thus, the study employed the Gregory-Hansen (GH) cointegration procedure which is derived from Hansen (1996a & 1996b) . The GH procedure is essentially a multivariate extensions of the univariate tests of unit root by Perron (1989) ; Banerjee, Lumsdaine and Stock (1992); Perron and Vogelsang (1992) ; and Zivot and Andrews (1992) which tested the null hypothesis of a unit root in a univariate time series against the alternative hypothesis of stationarity while allowing for a structural break in the deterministic component of the series (Gregory & Hansen, 1996b) . The GH procedure is particularly useful in cases where the conventional cointegration tests lead to the findings of no cointegration. Other problems with the standard cointegration tests in the face of breaks were carefully illustrated in Gregory et al. (1996) . The major concern of GH procedure is the possibility of a more general type of cointegration where the cointegrating vector is allowed to change at a single unknown time within the sample period. Here, the null hypothesis of no cointegration is the same as the conventional tests while the alternative is different from the conventional tests and as well, the alternative hypothesis contains the Engle-Granger model as a special sub-case (Ibrahim, 2009 ). Hansen (1996a & 1996b) performed a residual-based cointegration test that allows for any possible structural break. They presented four models with assumptions about structural breaks and their specifications with two variables (which can be extended to any number of variables) are as follows:
Model 1: Standard Cointegration
Model 2: Cointegration with Level Shift (CC)
Model 3: Cointegration with Level Shift and Trend (CT)
Model 4: Cointegration with Regime Shift (CS)
where Y = dependent variable (in this case, LIMP); X = independent variable) t = time subscript e = error term φ = dummy variable such that, φtk = 0, if t ≤ k (k is the breakpoint) and 1, if t > k. Gregory-Hansen proposed an extension of the ADF, Zα and Zt tests for cointegration and constructed three statistics for the tests namely: ADF * , Z * α and Z * t which are corresponding to the traditional ADF test and Philip test of unit root on the residuals. The GH tests allow for a regime shift in either the intercept or the entire coefficient vectors and are non-informative with respect to the timing of the regime shift which helps prevent the informal data analysis (such as the visual examination of the time series plots) from contaminating the choice of breakpoint (Gregory & Hansen, 1996b) . The null hypothesis of no cointegration with structural breaks is tested against the alternative while the single break date in these models is endogenously determined. Gregory & Hansen (1996b) have tabulated critical values by modifying the MacKinno (1990) procedure for testing cointegration in the Engle-Granger method for unknown breaks. The null hypothesis of no cointegration is rejected if the statistics ADF * , Z * α and Z * t are smaller than their corresponding critical values.
Error Correction Model
When variables are cointegrated, an error correction model is applied to reconcile the long run behaviour of the variables with their short run responses. Upon the confirmation of a stable long run relationship using the GH cointegration test, we estimated the short run dynamic model (error correction model) within the framework of the Autoregressive Distributed Lag (ARDL) model. The choice of ARDL-based error correction model was to allow for uneven lags of variables as well as take satisfactory number of lags which were captured in a general-to-specific framework of specification.
Results and Discussion of Findings
We present in this section the results of empirical tests against observational data based on methods outlined in the previous section. We begin with the result of unit root based on ZA test as shown in Table 4 .1. Source: Authors' Computation using EVIEWS 10
The result of the ZA unit root test shows that the null hypothesis of unit root with structural break could not be rejected for all variables at level, but at first difference. Thus all the included variables are integrated at order one, I(1). At the same time, the test identifies endogenously the point of the single most significant break year in each of the variables examined (see Table 4 .1). It should be noted that the break years as identified by the ZA test have important implications. As pointed out by Pielh et al. (1999) , the knowledge of break point is central for accurate evaluation of any programme intended to bring about structural changes such as tax reforms, banking sector reforms, trade reforms and regime shift. The regime shifts that took place in Nigeria as identified by the ZA test are as follows : 1999 in TRB; 2004 in REM; 1999 in GDP; 2000 in FDI; 2004 in EXR; 2004 in DCR and 1999 in AID. These break years could be linked to the political economy of Nigeria as well as economic reforms which are considered important milestones in the economy. This is briefly discussed as follows: 1999 marked the birth of democratically elected government which is regarded as a paradigm political shift and could have extended to 2000; 2004 was the year of banking sector reform in the form of recapitalization that changed the history of banking operations in Nigeria. Having tested for unit root and determined the order of integration of the relevant time series, the GH cointegration test was carried out and the results are reported in Table 4 .2. The results of the GH test indicate that the null hypothesis of no cointegration is rejected at 5% level of significance since the values of ADF* = -9.165107, Z*α = -95.165107 and Z*t = -8.533979 are less than their corresponding critical values -6.41, -78.52 and -6.00 respectively. This shows that even in the face of structural break in the cointegrating vector, there is a longrun relationship between trade balance (TRB) and the chosen explanatory variables. Expectedly, both the ADF procedure and Philips procedure identified 1999 as the break year in the cointegrating vector. This implies that whether individually or in combination with other variables, trade balance experienced structural break in 1999 due probably to the birth of democratically elected government in Nigeria. The existence of cointegration among variables suggests that consistent estimate of both long and short run coefficients is evident, meaning that deviation may occur but that it is temporary as equilibrium holds in the long run; hence we can safely report the estimated long run coefficients based on the GH automatic adjustment. The GH break-adjusted longrun coefficients are reported in Table 4 .3. From Table 4 .3, it is evident that the estimated model is robust and does not suffer any econometric problems. The values of R-squared and R-squared adjusted are approximately 99%, meaning that the explanatory variables explained a greater percentage of variations in trade balance even in the face of losses in the degree of freedom. This is an evidence of a good fit. The value of F-statistic with its corresponding p-value suggests that the explanatory variables jointly explained variations in trade balance. The value of DW is proximate to 2, meaning that the model is not plagued by autocorrelation of any order. In terms of individual significance, only REM, GDP, FDI and AID are statistically significant while others are not. The significant variables are appropriately signed in line with theoretical expectations.
The impact of remittance inflows is negative and statistically significant at 5% level. This implies that increase in remittance inflows significantly deteriorates trade balance in Nigeria. For instance, a percentage increase in remittance inflows is expected to deteriorate trade balance by about 52% over the longrun. It therefore follows that the Dutch disease effect of remittance inflows prevails in Nigeria. While this finding supports the finding by Farzanegan and Hassan (2016) and, Okodua and Olayiwola (2013) , it stands in contrast to the finding by Hien (2017) . The literature identified two channels through which remittances can affect trade balance: exchange rate channel and private saving channel (Farzanegan & Hassan, 2016) . Persistent remittance inflows can naturally appreciate the exchange rate of the remittance-receiving country and thus discourage export of traded goods. At the same time, if a remittance-receiving country can follow the channel of private saving, it is possible to channel the remittances into productive domestic investment that will expand the pool of domestically manufactured products and consequently overcome the Dutch disease effect of remittances on trade balance. Expectedly, the result further reveals that foreign direct investment (FDI) and foreign aid (AID), which are the conventional source of foreign capital, have significant positive impact on trade balance. By this result, it should be expected that a percentage increase in FDI and AID follows about 58% and 54% improvement in trade balance in Nigeria. This finding is apparent as most FDI and AID resources are channeled into productive sectors.
Furthermore, the result of estimated short run dynamic model appears in parsimonious form which was derived from its over-parameterized form based on Autoregressive Distributed Lag (ARDL) general-to-specific framework. The optimal lag length in the model followed the automatic lag selection of the Schwarz Information Criterion (SIC). It should be noted that the main aim of the error correction model estimates is to reconcile the long run behaviour of variables with their short run responses, as well as to show the magnitude of adjustment of the system to short run shocks along its path to long run equilibrium. Thus, the value of the coefficient of error correction term is of great importance in this analysis. This coefficient is expected to have a negative sign and also statistically significant at 5% level. This is because a significant error correction term with the right (negative) sign indicates a strong feedback effect of deviation of trade balance from its path towards long run equilibrium.
We also conducted a stability test of the short run dynamic model using the Cumulative Sum and Cumulative Sum of Squares and the results are represented in Figure 2 shows evidence of a stable long and short run movement over the period under review since the fitted lines fall within the upper and lower bounds at 5% level of significance for both tests. 
Conclusion
The study investigated the impact of international remittance inflows on Nigeria's trade balance over the period 1990 -2016. The main thrust of the study is to verify the validity of the Dutch disease effect of remittance inflows using data from Nigeria. Other foreign capital variables such as the FDI and AID, alongside exchange rate and GDP, were incorporated in the model framework in order to place adequate control of their impact on trade balances. The study reveals that remittance inflows to Nigeria had significant negative impact on her trade balances over the period under review, and that foreign direct investment (FDI) and foreign aid (AID), which are the conventional source of foreign capital, had significant positive impact on trade balance during the same period. Based on its findings, the study concludes that the Dutch disease effect of remittance inflows prevails in Nigeria. While this conclusion supports that of Farzanegan and Hassan (2016) and, Okodua and Olayiwola (2013) , it stands in contrast to that of Hien (2017) . The implication of these findings from the stand point of policy is that appropriate channeling of remittance resources into productive investment could bring about significantly improvement in trade balances. Thus, the study recommends that the remittance inflows to Nigeria should follow the channel of private savings which, in turn, is released into productive domestic investment in order to expand the pool of manufactured products and consequently improve the export base. This will definitely overcome the Dutch disease symptom of remittance inflows being experienced in Nigeria.
