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We perform two-dimensional (2D) implosion simulations using a Monte Carlo kinetic particle
code. The application of a kinetic transport code is motivated, in part, by the occurrence of non-
equilibrium effects in inertial confinement fusion (ICF) capsule implosions, which cannot be fully
captured by hydrodynamic simulations. Kinetic methods, on the other hand, are able to describe
both, continuum and rarefied flows. We perform simple 2D disk implosion simulations using one
particle species and compare the results to simulations with the hydrodynamics code RAGE. The
impact of the particle mean-free-path on the implosion is also explored. In a second study, we focus
on the formation of fluid instabilities from induced perturbations. We find good agreement with
hydrodynamic studies regarding the location of the shock and the implosion dynamics. Differences
are found in the evolution of fluid instabilities, originating from the higher resolution of RAGE and
statistical noise in the kinetic studies.
I. INTRODUCTION
Astrophysics and laboratory plasma physics problems
often contain flows at different Knudsen numbers K. The
latter can be defined as the ratio of the interaction mean-
free-path λ of particles in the system and a problem-
specific hydrodynamic length scale. For K ≤ 1.0, the dy-
namical evolution of a system can be described through
fluid dynamics equations [1–4]. Transport equations, like
the Boltzmann equation, are applied for larger K or for
flows containing components with small and large Knud-
sen numbers. They describe the change in the phase
space density function of a system due to forces and parti-
cle interactions. One approach to solve them numerically
is by kinetic particle methods, such as Direct Simulation
Monte Carlo (DSMC) [5] and Particle-in-Cell (PIC) [6–
8]. Here, N simulation particles approximate the density
function in position and momentum space [9]. The par-
ticles move according to their 6N coupled equations of
motion:
d~xi
dt
=
~pi
mi
,
d~pi
dt
= −~∇U, i = 1 . . . N, (1)
where U is a mean-field potential. The particle interac-
tion depends on the collisional integral and can be e.g.
elastic scattering (DSMC) or Coulomb collisions (PIC).
Despite their computational cost (for small K, the num-
ber of particle interactions is large while time scales be-
come small), particle methods are attractive tools as they
can model non-equilibrium and continuum flows [10, 11].
Our code is such a kinetic particle code. Its develop-
ment is motivated by flows that are transient and move
between small and large K or contain multiple interact-
ing components with different Knudsen numbers. One
possible future application lies in inertial confinement fu-
sion (ICF) capsule implosion studies [12–14]. Although
the implosion dynamics is governed by hydrodynamic
phenomena, the fusion fuel ions (deuterium and tritium
(D/T)) can have large mean-free-paths, which leads to
kinetic effects and might impact ignition [15–21]. At
present, our code does not have ICF capabilities since the
required physics input (e.g. electric field, electrons, and
physical cross-sections) is yet to be implemented. The
purpose of the current work is to test our code in sim-
ple implosion scenarios (beyond the standard shock wave
and fluid instability simulations [22, 23]) and to compare
with results from hydrodynamics codes. The majority of
studies are therefore performed close to the continuum
regime but we also test large values of λ. All simulations
are done in 2D. Although our code can run in 3D, small
time steps and long implosion timescales require an ef-
ficient distributed memory parallelization scheme which
has not been implemented yet [24]. Since there are no
analytic solutions to the implosion problems in this work
we compare our results to the Radiation Adaptive Grid
Eulerian hydrodynamics code RAGE [25].
In the following, we give a brief description of our code
in Sect. II together with a rough overview of ICF im-
plosions to motivate our simulation setups. The first
studies explore imploding disks with homogeneous ini-
tial density (2-zone simulations) in Sect. III. These in-
clude comparisons between RAGE and the kinetic code
in the continuum limit and tests on the impact of dif-
ferent particle numbers, mean-free-paths and resolution.
An analysis of non-equilibrium phenomena is also per-
formed. In Sect. IV, we study fluid instabilities in disks
with different density layers (3-zone simulations). These
calculations are done with RAGE and the kinetic code in
the continuum limit. A summary is given in Sec. V.
II. CODE AND SIMULATION OVERVIEW
Our current code is similar to DSMC methods, the
main difference lying in the way we pick interaction
partners. In traditional DSMC, particles are sorted into
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2spatial cells and those within the same cell are randomly
selected as scattering partners. This usually leads to a
dependence between the particle mean-free-path λ and
the cell size ∆x. Typically, both have to be of the same
size. In our code, we search for interaction partners by
calculating the point of closes approach (PoCA) [26, 27],
which decouples λ and ∆x. This scattering partner
search adds to the computational time, however it can
improve spatial resolution and reduce acausality effects
in relativistic simulations.
In the current study, particles undergo elastic collisions.
Since these are short-range interactions, we can sort the
particles into a spatial grid and select collision partners
from the same or neighboring cells only. We use a carte-
sian grid for collision partner search that is equidistant
and fixed in size. Initially, we set the cell size ∆x so
that a cell contains several particles and the calculation
is computationally efficient. Furthermore, ∆x together
with the maximum particle velocity vmax defines the
time step via ∆t = ∆x/vmax. Once interactions partners
are identified, the collision is performed by choosing the
directions of the outgoing particle velocities randomly
in the center-of-mass frame. For elastic collisions, λ
is an input parameter of our simulations. As for hard
spheres, it is connected to the 2D effective particle radii
via reff,2D = (2 λ n)
−1
where n is the number density.
To reach a regime that is close to the continuum, λ
should be minimized. However, due the finite number
of particles per grid cell Ncell, λ has a smallest possible
value of λmin ∼ 2
√
pi/(4Ncell) ∆x, which results in a
finite viscosity and diffusivity [23]. Both can be reduced
by increasing the value of Ncell or decreasing ∆x. This
generally requires a large total particle number and we
typically use N ∼ 107 − 108. To ensure that a system
is modeled as close to the continuum limit as possible
(even for varying values of Ncell) we usually set λ to
a very small value, e.g. 10−5 ∆x. Although this can
result in reff  ∆x, we still only consider particles in
the neighboring cells for interactions. In the continuum
limit, we usually analyze thermodynamic variables, such
as density and pressure, which we determine as average
properties per output grid cell [22].
In ICF capsule implosions, a capsule can generally
be divided into three regions [12]. The inner most
region typically contains a mixture of D/T gas that
is surrounded by a dense shell of D/T ice. The outer
region is the ablator. As the capsule is irradiated by
lasers or X-rays, material from the ablator expands
outwards forcing the remaining matter to move inwards
to conserve momentum (rocket effect). This initial-
izes the capsule implosion and launches shock waves
that propagate toward the capsule center, rebound on
themselves and interact with the converging cold D/T
ice shell. The interaction decelerates and halts the
shell while the enclosed compressed D/T gas reaches
high temperatures. A hotspot is created in the center,
surrounded by cold D/T fuel; it becomes the starting
point for fusion reactions. Fluid instabilities play an
important role in ICF capsule implosion studies. They
generally have a negative impact on the fusion yield
as they mix cold and hot fuel and induce deformations
of the capsule [28, 29]. The main instabilities that
arise in ICF are Rayleigh-Taylor (RTIs) and Richtmyer-
Meshkov instabilities (RMIs). The first are caused by
opposite density and pressure gradients when two fluids
of different densities are accelerated into each other
[30, 31]. RMIs arise due to the passage of a shock wave
through the interface of two fluids [32, 33]. So-called
Kelvin-Helmholtz instabilities (KHIs) are created by a
velocity difference across a fluid interface [34, 35]. They
can form at the edges of RTIs and RMIs.
In the past, we simulated simple converging and blast
problems [22] and studied 2D single-mode RTIs, all with
good agreement with analytic predictions. However, nu-
merical studies of implosions are especially challenging:
As the initial configuration converges, small perturba-
tions can grow into large instabilities and shocks can
become affected by non-physical grid effects [36, 37]. At
the center of the simulation space, grid-based methods
have to increase the resolution in order to capture small
structures while kinetic approaches have to deal with an
increasing number of particles. In the current work, we
therefore extend our previous studies of standard shocks
and fluid instabilities to implosion scenarios. We also
perform a check whether our code can evolve 2D KHIs
in the continuum limit (see appendix A).
III. 2-ZONE IMPLOSION SIMULATIONS
A. Simulation Setup and Shock Launch
Here, we discuss 2D implosion simulations following
the setup in Garc´ıa-Senz et al. [38]. A disk with radius
r2 = 1.0 cm and homogeneous density ρ = 1 g/cm
2 is di-
vided into two zones. Zone-1 extends up to a radial dis-
tance of r1 = 0.8 cm with specific internal energy (SIE)
of eint = 1 erg/g everywhere. Zone-2 lies between r1 and
r2. Its SIE increases linearly from eint(r1) = 1 erg/g
to eint(r2) = 10
4 erg/g. The energy deposition is in-
stantaneous at t = 0 and the resulting surface ablation
and rocket effect compress the disk and launch a shock
wave. The shock converges towards the center, increas-
ing the density and temperature of matter, rebounds on
itself and propagates again outwards. In all simulations
of this paper, an imploding 2D disk can be understood as
a slice of an infinite cylinder with the simulated spatial
domain lying perpendicular to the cylinder axis. This is
of course different from imploding spherical ICF capsules
and the main motivation to use this geometry is to do a
direct comparison with the hydrodynamic studies in [38].
Anticipated differences to spherical setups are implosion
time scales and details in the compression, e.g. the evolu-
tion of the density (for a comparison between cylindrical
and spherical implosion simulations see [39]).
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FIG. 1. Time evolution of the mass density ρ (a) and SIE eint
(b) radial profiles for Kinetic-Q-60.
We perform a high-resolution RAGE simulation with
1000× 1000 grid points and two levels of refinement (hr-
RAGE). A low-resolution version uses 400 × 400 grid
points and no refinement (lr-RAGE). The simulation
space has a size of 0 cm ≤ x, y ≤ 5 cm and contains
one quarter of the disk. For the kinetic studies, we
test different particle numbers and resolutions, summa-
rized in Table I. The highest resolution is achieved with
6× 107 particles, simulating one quarter of the disk with
0 cm ≤ x, y ≤ 2 cm (Kinetic-Q-60). Boundary condi-
tions are reflective for x, y < 0 cm while particles with
coordinates x, y > 2 cm are ignored. We will refer to
the latter as free boundary conditions. The other kinetic
simulations evolve the full disk with −2cm ≤ x, y ≤ 2cm
and free boundary conditions everywhere. Kinetic-F-100
uses 108 particles in 8000 × 8000 grid cells and Kinetic-
F-20 has 2 × 107 particles in 4000 × 4000 cells. Kinetic-
F-100 can be regarded as a simulation with intermedi-
ate resolution while Kinetic-F-20 has low resolution. To
achieve a regime that is close to the continuum limit, we
set λ = 10−5 ∆x. The implosion is evolved over 25 ms,
which marks the point when the rebound shock wave
reaches ∼ r0. In both, RAGE and the kinetic simula-
tions, matter is an ideal gas with an adiabatic index of
γ = 2, i.e. two velocity degrees of freedom (f = 2). With
the internal energy Eint = fN kbT/2, the SIE is given by
the root-mean-square velocity vrms:
eint = Eint/(N m) = N kbT/(N m) = v
2
rms/2, (2)
where the temperature is kbT = m v
2
rms/2. Particles are
initialized with equal masses m while their velocities are
determined from a 2D Maxwell-Boltzmann (MB) distri-
bution using vrms. The pressure can be calculated either
from the ideal gas equation of state:
P = eint ρ (γ − 1) (3)
or the stress tensor [40, 41]:
P = − 1
fA
N∑
i=1
mi (~vi − ~vb)2 . (4)
The above sum runs over all particles i with velocities
~vi, while ~vb is the bulk velocity. Fig. 1 shows the time
evolution of the mass density and SIE radial averages.
The shock launches at the interface of zone-1 and 2, con-
verging to the center at t ∼ 12.5 ms. As it propagates
inward (and outward after the reflection) the shock leads
to a strong compression and heating of matter.
The details of the shock launch are given in Fig. 2 via
mass density, radial velocity and SIE profiles for t ≤
3.0 ms. Results are taken from Kinetic-Q-60 and hr-
RAGE. At t ∼ 0.6 ms, high-energy particles are leav-
ing the disk surface causing a rocket effect. Matter in
zone-2 start to move inwards with a homogeneous but
steadily increasing radial velocity (see Fig. 2(b)). As par-
ticles converge onto the stationary matter at the interface
with zone-1, a density peak forms around r1 and moves
inwards. By t ∼ 1.3 ms, the velocity plateau has steep-
ened into a maximum that sits right behind the density
peak. At this point, as Garc´ıa-Senz et al. [38], we observe
the formation of two shock waves - one that is moving
outwards and one that is moving inwards. The first can
be seen in Fig. 2(b) at r ∼ 0.81 cm for t = 1.7 ms. It
eventually leaves the simulation space. At the same time,
the inward shock wave (r ∼ 0.75 cm) passes through the
compressed matter. Its breakout leads to a double peak
structure in the density which can be seen for t ≥ 2.3 ms
in Fig. 2(a). The first peak (at smaller r) is the shock
wave while the second one is the remaining compressed
matter. The higher resolution in RAGE is clearly visible
via the larger peak densities and sharper shock profiles.
However, in general, the agreement between Kinetic-Q-
60 and hr-RAGE is very good.
B. Fluid Instabilities and Implosion Symmetry
Fig. 3 shows mass density and radial velocity profiles
of Kinetic-Q-60 and hr-RAGE for t ≥ 4.0 ms. Both
calculations agree well, especially in the beginning of the
implosion. As in all particle-based methods, statistical
noise is present in the thermodynamic properties of the
kinetic simulations. The smooth profiles at large r are
4Simulation Particle number Calculation bins Output bins Domain size
Kinetic-Q-60 6× 107 6000× 6000 2000× 2000 0 cm ≤ x, y ≤ 2 cm
Kinetic-F-100 1× 108 8000× 8000 2000× 2000 −2 cm ≤ x, y ≤ 2 cm
Kinetic-F-20 2× 107 4000× 4000 500× 500 −2 cm ≤ x, y ≤ 2 cm
TABLE I. Parameters of the kinetic simulations in the 2-zone implosion setup.
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FIG. 2. Mass density ρ (a), radial velocity vrad (b), and SIE
eint (c) radial profiles for Kinetic-Q-60 (colored thick lines)
and hr-RAGE (thin solid black lines) at early times.
due to radial averaging over many cells. At the center,
fluctuations become more pronounced since only a few
output cells are present. We notice that for t ≥ 12.0 ms,
the shock in the kinetic simulation is slightly ahead of
the one in RAGE. Fluctuations in the thermodynamic
properties might lead to some local acceleration of the
shock. However, unless the effect is systematic, we
would expect it to average out with time. The difference
in the shock positions might also originate in the initial
stage of the implosion. hr-RAGE has a significantly
higher resolution than Kinetic-Q-60 and can therefore
resolve the shock formation much better, which could
lead to deviations between the two approaches later on.
However, the most likely reason for the disagreement
between the shock positions seems to be the presence of
RTIs in the kinetic simulation. Fig. 2(c) shows the evo-
lution of the SIE during shock launch. In combination
with Fig. 2(a) and (b), we see that in the initial stages
of the implosion, hot matter from zone-2 is accelerated
into the cold denser matter of zone-1. This usually
favors the formation of RTIs. Indeed, an examination
of the density and pressure profiles at t = 1.3 ms and
t = 3.0 ms in Fig. 4 reveals opposite ρ and P gradients.
The corresponding unstable regions (marked by gray
areas) lie behind the compressed matter at t = 1.3 ms
and between the shock front and second density peak at
t = 3.0 ms. The resulting instabilities can be seen in a
density map at t = 3.0 ms in Fig. 5. They are seeded
by small perturbations due to the finite particle number
in our code [23]. The opposite pressure and density gra-
dients persist until late times and result in filament-like
structures, seen in e.g. Fig. 6(b) at r ∼ 0.6 cm. For
RAGE, we do not see such phenomena, which is most
likely due to the lack of perturbations. The difference
in the shock locations might be either initialized early,
during the passage of the shock through the RTIs, or
occur at later times and be caused by e.g. a slightly dif-
ferent compression of matter due to the presence of RTIs.
Unlike in realistic ICF simulations, instabilities in
the 2-zone setup are unlikely to lead to large-scale
deformations. However, as the shock converges and
rebounds, grid effects can impact its shape. We test
how well symmetry is preserved by plotting the density
distribution for Kinetic-F-100 in Fig. 6 for t = 4.0 ms,
18.0 ms and 24.0 ms, together with the shock positions
from the radial profiles in Fig. 3. With 108 test-particles,
we achieve a good resolution and see excellent agreement
between the shock position from radial averaging and
the 2D density map, with well preserved spherical sym-
metry. At t = 18.0 ms, the outgoing shock encounters
and compresses the filament-like structures. However,
the interaction does not impact the shock propagation.
C. Particle Number Dependence
We now test the dependence of the implosion dynam-
ics on the particle number and resolution. Fig. 7 shows
density and radial velocity profiles of all kinetic and hy-
drodynamic models for t = 4.0 ms and t = 18.0 ms.
At t = 4.0 ms, the shock location is consistent between
all models, with only Kinetic-F-20 and lr-RAGE having
slightly broader fronts. Interestingly, the height of the
second density peak is much more sensitive to resolution
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FIG. 3. Time snapshots of mass density ρ (a,b), radial velocity vrad (c,d) and SIE eint (e,f) profiles of Kinetic-Q-60 (thick
colored lines) and hr-RAGE (think solid lines).
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and particle number. The highest density is achieved
with hr-RAGE followed by Kinetic-Q-60. For lower par-
ticle number and resolution, the height of the peak de-
creases while its width becomes larger. The radial ve-
locity, on the other hand, does not show any significant
dependence on either, N or the resolution.
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FIG. 5. Zoom into the two-peak density configuration for
Kinetic-Q-60 at t = 3.0ms. We can see the formation of RTIs
at the edge of the outer density peak.
At t = 18ms, the shock in lr-RAGE lags behind the one in
hr-RAGE. lr-RAGE also has slightly higher densities for
r < 0.35 cm while the kinetic simulations agree well with
hr-RAGE for 0.025cm < r < 0.6cm. However, they show
differences for smaller r: at the disk center, their densities
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FIG. 6. Mass density ρ for Kinetic-F-100 at t = 4.0 ms (a), 18.0 ms (b) and 24, 0 ms (c). The white dashed lines mark the
shock positions as obtained from radial profiles in Fig. 3.
are around ρc ∼ 1.8g/cm2, while hr-RAGE tends towards
ρc ∼ 0.8 g/cm2 and lr-RAGE has ρc ∼ 1.5 g/cm2. This
could be caused by so-called wall-heating, enhanced tem-
perature and decreased density at the origin that many
fluid dynamics codes are subject to and that is not seen in
the kinetic approach [22, 42, 43]. On the other hand, the
disagreement between the kinetic and the hydrodynamic
studies could also originate from finite particle numbers
in the kinetic code or grid effects in RAGE.
D. Mean-Free-Path and Non-Equilibrium Study
In this section, we explore non-equilibrium phenomena
in our simulations using large particle mean-free-paths.
Since our previous studies found that particles with
λ < 3 ∆x behave similar to matter in the continuum
limit, while λ > 30 ∆x results in particle behavior close
to free-streaming [22, 23], we run Kinetic-F-20 with
λ = 10−5 ∆x, 3 ∆x, 10 ∆x and 30 ∆x. The low particle
number is chosen for fast computation. As seen in the
previous section, the density profile is slightly different
from Kinetic-Q-60. However, the general features and
response to λ should be similar.
During the initial stages of the implosion, we see a
strong dependence of matter compression on λ with the
width and height of the forming density peak being very
sensitive to the mean-free-path. Fig. 8 shows the mass
density, radial velocity, and SIE profiles at t = 4.0 ms
and 18.0 ms. At t = 4.0 ms, the shock broadening is
clearly visible for increasing λ. As for different values of
N , the second density peak and corresponding dip in the
SIE are very sensitive to the mean-free-path. The radial
velocity, on the other hand, is smooth at the density
peak but shows a dependence on λ in the outgoing shock
at r ∼ 0.95 cm. At t = 18.0 ms, we can see that after
shock rebound, the central density remains high for
longer times if λ is large. This is a consequence of lower
particle velocities as the slow particles linger at the disk
center. Since the SIE is connected to the particle speed,
its values at the center are also lower for large λ.
Shocks, especially at high Mach numbers, can ex-
perience non-equilibrium behavior such as deviations
from MB velocity distributions and temperature
anisotropies [44–47]. One example are two-component
velocity distributions found in kinetic ICF implosion
simulations that are caused by energetic run-away ions
and the mixture of matter upstream and downstream of
the shock [48–50]. Another example are rarefied hyper-
sonic flows that are prone to anisotropies in T (or P )
components longitudinal and transverse to the direction
of shock propagation. The longitudinal components
experience an overshoot at the shock front, which is
due to a slow transformation of the ordered longitudinal
motion into thermal transverse random motion [46].
We will explore whether the above or similar effects also
appear in our simulations. First, we determine the Mach
numbers M that are reached during the implosions.
These are defined as M = vrad/vs, where vrad is the
radial velocity of matter and vs is the speed of sound.
The latter can be calculated via vs = vrms
√
γ/2.0 for
a 2D ideal gas. We find that in our simulation setup
the Mach numbers rarely reach M > 1, the highest
values being present at the beginning of the implosion.
Furthermore, M decreases for larger λ, which can be
seen in Fig. 9 where we plot radial profiles of the Mach
numbers for different λ at t = 4.0 ms. However, note
that M is calculated using the bulk radial velocity while
particles in the high-velocity tail of the MB distribution
can have much larger speeds.
Figs. 10 and 11 show the distributions of longitudi-
nal and transverse particle velocities, vl and vt, for
λ = 10−5 ∆x and 10 ∆x at t = 4.0 ms and 18.0 ms. The
corresponding velocity components for a particle i at a
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FIG. 7. Density ρ (a,b) and radial velocity vrad (c,d) profiles
for all simulations at t = 4.0 ms (a,c) and 18.0 ms (b,d).
radial distance r, vl,i and vt,i, are determined by:
vl,i = vil − 〈vl〉, vil = ~vi · ~ˆri, 〈vl〉 =
Nr∑
j
~vj · ~ˆrj
Nr
, (5)
vt,i = ±
√∑
α
v2t,iα, vt,iα = viα − vil rˆiα − 〈vtα〉, (6)
〈vtα〉 =
Nr∑
j
vjα − vjl rˆjα
Nr
, α = x, y, (7)
whereNr is the number of particles at r and ~ˆri = ~ri/|~ri| is
the normalized distance vector. For vt,i we have to choose
a sign. We select vt,i < 0 if vt,iα < 0. To locate the posi-
tion of the shock, we also plot the radial velocity. We find
two distinct features connected to non-equilibrium be-
havior. First, instead of immediately equilibrating with
the hot matter upstream of the shock, the cold shocked
matter seems to retain its MB distribution for a short
time. This is especially visible for λ = 10 ∆x and we
mark the distributions by arrows in Fig. 10 (a) and (b).
Furthermore, we find that for both, λ = 10−5 ∆x and
λ = 10 ∆x, a few fast particles are moving ahead of the
shock. To quantify the resulting deviations of the veloc-
ity distributions from equilibrium, we follow Marciante
et al. [44] and calculate the relation between the 4th and
2nd central velocity moments, 〈∆v4〉 and 〈∆v2〉, for vl
and vt:
〈∆vkl/t〉 =
√
m
2pikT
1
Nr
Nr∑
i
(
vl/t,i
)k
. (8)
For MB, the moments are expressed as
〈∆vk〉 =
√
m
2pi kT
∫
(v − 〈v〉)k exp
(
−mv
2
2 kT
)
, (9)
and should fulfill ξl/t = 〈∆v4l/t〉/3〈∆v2l/t〉2 = 1.
In Fig. 10, we see that at t = 4.0 s, ξl and ξt can be
much larger than one and the deviations are present
for both, λ = 10−5 ∆x and 10 ∆x. For λ = 10−5 ∆x,
ξl  1 only in a small region right at the shock front.
The non-equilibrium behavior is a little surprising due
to the low Mach numbers and the small mean-free-path.
A likely cause is the finite minimal value of λ (see
discussion in Sect. II), which could lead to small non-
continuum effects. For λ = 10 ∆x, the fast shock-heated
particles can move farther into the cold matter. As
a consequence, the regions with ξl/t  1 are more
extended and located ahead of the shock. Although
for both, the longitudinal and transverse velocities, the
deviations from MB are large, ξt is smaller than ξl and
its deviation sets in a little later. This behavior is due
to a higher velocity of the shock-heated particles in the
direction of shock propagation. Furthermore, the larger
density at the shock in the transverse direction can lead
to more particle interactions that equilibrate matter and
keep ξt lower.
The velocity distributions at t = 18.0 ms are plotted in
Fig. 11. As for t = 4.0s, ξl and ξt exceed one at the shock
front. However, this time, their values are significantly
smaller due to the relatively similar SIEs in matter
upstream and downstream of the shock. This leads
to faster particle equilibration and therefore smaller
deviations from MB. As before, we find that while for
λ = 10−5 ∆x the longitudinal and transverse velocities
are very similar, ξt is smaller than and lags behind ξl
for λ = 10 ∆x, showing again that the non-equilibrium
behavior is more pronounced in the direction of shock
propagation.
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We will now look in more detail at the velocity
distributions as particles are accelerated by the shock.
Fig. 12 shows the radial profiles of the longitudinal
and transverse root-mean-square velocities vl,rms and
vt,rms at different times. The velocities are determined
from the 2nd central moments via vl/t,rms = 〈v2l/t〉1/2.
Interestingly, despite the small values of M , we find
an overshoot of vl,rms at and around the shock. The
overshoot is barely visible for λ = 10−5 ∆x but strongly
pronounced for 10 ∆x. Furthermore, for the latter, while
vl,rms > vt,rms at the shock, the relation inverses for
larger r. Although the difference between vl,rms and
vt,rms is small, it points to separate equilibrations of the
longitudinal and transverse particle velocities.
To analyze the velocity distributions, we use particles
with 0.578 cm ≤ r ≤ 0.582 cm for λ = 10−5 ∆x and
0.567 cm ≤ r ≤ 0.571 cm for λ = 10 ∆x (grey areas in
Fig. 12 (a) and (b)). The distributions of the particle
velocities are plotted in Fig. 13 and 14 for λ = 10−5 ∆x
and λ = 10 ∆x, respectively. Before interacting with
the shock (i.e. at t ≤ 3.6 ms for λ = 10−5 ∆x and
t ≤ 3.2 ms for λ = 10 ∆x), they follow MB with
vl,rms = vt,rms = 1 cm/s, which corresponds to the SIE
in zone-1 in the initial conditions. For λ = 10−5 ∆x, the
particles interact with the shock at t ∼ 4.0 ms. At this
time, their velocity distribution has a two-component
structure - one component being the shock-heated
matter and the other corresponding to the cold matter
that has not equilibrated yet. The velocity peak at
vl/t = 0 is the non-equilibrium feature marked by an
arrow in Fig 10. Only a short time later, at t = 4.6 ms,
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FIG. 12. Longitudinal (thick lines) and transverse (thin lines)
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all particle velocities have equilibrated and follow a
MB with vl/t,rms ∼ 30.8 cm/s. Due to the larger
shock width and earlier onset of particle acceleration,
the non-equilibrium effects are more pronounced for
λ = 10 ∆x. At t = 3.6 s, we can see the formation
of high-velocity tails in the MB distributions caused
by inflowing fast particles. As shown in Fig. 14, the
longitudinal velocity tail contains higher velocities than
the transverse one, which explains the larger values of
ξl in comparison to ξt found in Figs. 10 and 11. Similar
to λ = 10−5 ∆x, the velocity distributions at t = 4.0 ms
have a two-component structure but equilibrate to one
MB at t = 4.6 ms.
In summary, in our simple implosion simulations
we find non-equilibrium features that are also seen
in other kinetic shock wave studies. One being the
overshoot of the root-mean-square velocity component
longitudinal to the shock direction of motion, the other
manifesting itself in non-Maxwellian velocity distribu-
tions such as a tail of fast particles and a two-component
structure due to the mixing of cold and hot matter. A
detail in our simulations that will need further attention
is the seemingly different equilibration of the longitudi-
nal and transverse velocities for large mean-free-paths
after the shock wave passage. It could be related to the
expansion of matter behind the shock or be due to the
simple treatment of the particle mean-free-paths in our
simulation setup.
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FIG. 13. Distributions of longitudinal (a) and transverse (b)
velocities for particles with 0.578 cm ≤ r ≤ 0.582 cm and
λ = 10−5 ∆x. Before and after shock wave passage the dis-
tributions follow MB with given vl/t,rms (thin lines). Non-
equilibrium behavior is present at t = 4.0 ms.
IV. 3-ZONE IMPLOSION SIMULATIONS
The previous section explored the implosion of a disk
with initial homogeneous mass density. While it is a good
benchmark setup, this configuration is very different from
an ICF capsule. The latter typically contains low-density
fusion fuel gas, enclosed by at least one shell of dense
matter (e.g. D/T ice, plastic, glass). In this section,
we will therefore follow the work of Joggerst et al. [39],
who performed hydrodynamic 2D implosion simulations
of disks that are divided into three zones with different
densities. Similar configurations were previously used by
Youngs and Williams [51] to study turbulent mixing in
spherical implosions. In this 3-zone setup the most in-
ner region of the disk (zone-1) has a low mass density
and intermediate SIE. It is surrounded by a dense shell
(zone-2) with the same pressure but low SIE, while the
outer layer (zone-3) has an intermediate mass density
and very high SIE. Unlike the 2-zone configuration, this
setup allows the development of fluid instabilities in the
presence of seeds [51, 52]. The implosion is driven by a
time-dependent input of SIE eint(r, t) and radial velocity
vrad(r, t) in a defined boundary region located in zone-3.
Joggerst et al. [39] apply different hydrodynamic codes
and test the formation and evolution of fluid instabili-
ties. One of the codes is RAGE and we will use the
published results for comparison. The fluid instabilities
originate either from numerical artifacts or from imposed
perturbations, which are seeded on the interface between
zone-1 and 2. Our simulations are done with the same
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FIG. 14. Same as in Fig. 13 but for particles with 0.567 cm ≤
r ≤ 0.571 cm and λ = 10 ∆x. Non-equilibrium behavior is
visible via the high-velocity tail of the MB distributions at
t = 3.6 ms and the two-component structure at t = 4.0 ms.
setup and we want to see whether we find the same or
similar behavior as the hydrodynamic code. As we have
seen, kinetic simulations are prone to creating fluid in-
stability seeds due to statistical noise (note however that
the fluctuation in DSMC can correspond to real thermal
fluctuations when each particle represents a single actual
molecular particle [53, 54]) and one possible consequence
is that the resulting instabilities will dominate the ones
arising from imposed perturbations.
A. Unperturbed Simulation
The disk has initially a radius of 15 cm, whereas
zone-1 extends from 0 cm to 10 cm, zone-2 from 10 cm
to 12 cm, and zone-3 from 12 cm to 15 cm. Particles in
each zone are initialized according to the SIE and mass
density in table II. To simulate an ideal gas with γ = 5/3
as in [39], we allow particles to have three velocity
degrees of freedom. This is different from the 2-zone
simulations where particles only have x- and y-velocities,
corresponding to the directions in which they propagate.
Now, although we still restrict the particle motion to the
x-y plane, particles have x-, y-, and z-velocities, which
are updated according 3D kinematics in each collision
[22]. Furthermore, instead of initializing particles
with the same mass but different number densities
we choose a homogeneous particle distribution with
zone-dependent masses. This is done for computational
reasons. Since the density in zone-2 is twenty times
higher than in zone-1, we would have to place twenty
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Zone Z Radial size r Density ρZ SIE eint,Z
1 (0 - 10) cm 0.05 g/cm2 3.00 erg/g
2 (10 - 12) cm 1.00 g/cm2 0.15 erg/g
3 (12 - 15) cm 0.10 g/cm2 150.0 erg/g
TABLE II. Initial conditions of the 3-zone implosion.
times more particles in each computational cell. As a
consequence, the search for a collision partner would
require a long time. With a homogeneous initial particle
distribution, particle masses are assigned according
to the zone-dependent mass density ρZ (see table II)
while their positions are chosen randomly in a disk with
radius 15 cm. In pure DSMC simulations, one must be
cautious when assigning different masses to particles as
these enter directly in the determination of interaction
probabilities and number of interacting particles [55].
Large differences in the masses can result in individual
particle interactions being non-conservative with regard
to energy and momentum [55]. This problem should
not occur in our simulations, since the selection of
scattering partners is not directly dependent on masses
and the interaction in the center-of-mass frame explicitly
conserves energy and momentum.
For the implosion, the time-dependent SIE and
radial velocity are imposed in a boundary region
defined by r ≥ Rbd with Rbd(t) = R0(1 − ubdt),
R0 = 13 cm, and ubd = 0.2 s
−1. The radial velocity
is vrad(r, t) = −ubd R0 r/Rbd(t), while the SIE is kept
constant at eint(r, t) = 150 erg/g for t ≤ 0.5 s. For
t > 0.5 s, it is decreased linearly with time to 0.15 erg/g
at t = 3.0 s. Furthermore, the mass density in the
boundary region is kept constant at ρbd = 0.10 g/cm
2.
In our simulations, the above conditions are implemented
in the following way: At the beginning of each iteration,
we determine the radius Rbd. Particles with r ≥ Rbd
are assigned new random positions in the boundary
region to achieve a constant density ρbd. Each particle
is then given a new velocity with thermal components
according to eint(r, t) and radial components according
to vrad(r, t). We use N = 4.0 × 107 particles in a
simulation space with 0 ≤ x, y ≤ 40 cm and the center
of the disk at x = y = 20 cm. The boundary conditions
are free everywhere and the simulations are run in the
continuum limit with λ = 10−5 ∆x.
Fig. 15 shows the evolution of the mass density for
a simulation time of three seconds. The shock wave
forms at the outer boundary of zone-2 due to the high
pressure exerted by matter in zone-3. Unlike the 2-zone
setup, it is now the imposed SIE and radial velocity
and not the rocket effect that compress the capsule.
Because all particles in the boundary region are directed
inward, they cannot leave the disk surface and the entire
configuration stays compact. The shock breaks out from
zone-2 into zone-1 at t ∼ 0.5 s and rebounds at t ∼ 1.8 s.
As it reaches a distance of r ∼ 2.1 cm at t ∼ 2.1 s, the
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FIG. 15. Time evolution of the mass density ρ radial profile
in the 3-zone implosion. For comparison, we add the inner
and outer edge of zone-2 (dashed-dotted lines) and the shock
location (dotted line) for a 1D RAGE simulation with the
same setup [39].
shock encounters the converging dense shell. Although
the shell decelerates due to the interaction, it continues
to move inwards and requires several encounters with
the shock to come to a halt. To compare to RAGE, we
add the dense shell profiles and shock positions of a 1D
RAGE implosion simulation from Joggerst et al. [39].
All in all, both calculations are very similar. We notice
that the boundaries of zone-2 in the kinetic study are
smeared out. This is due to the formation of RTIs which
will be discussed in the next section. Furthermore, in
the 1D RAGE implosion, the shock is a bit ahead of
the kinetic simulation. This difference is either due to
the formation of fluid instabilities in the kinetic study,
the higher resolution in RAGE, or could originate from
small differences in 1D vs. 2D simulations.
B. Induced Perturbations
To study the evolution of fluid instabilities, we modify
the interface of zone-1 and 2 by adding single-mode
perturbations with Aµ cos (µ θ), where θ is the angle,
Aµ = 0.125 cm the amplitude, and µ the mode. Chosen
values are µ = 5 for long-wavelength perturbations and
µ = 47 for short wavelengths. The previously discussed
unperturbed simulation corresponds to µ = 0. We find
that the general dynamical evolution is similar in all
cases, with shock creation, breakout, and rebound at
roughly the same times. In Fig. 16, we plot 2D density
distributions for all modes at t = 1.5 s and 2.5 s. The
imposed instabilities are most pronounced for µ = 47,
which is due to the exponential dependence of the RTI
growth rate on the wavenumber [34, 56].
We can compare Fig. 16 to Figs. 4 and 5 in Joggerst et
al. [39] and find that the general disk configurations are
similar. However, in all kinetic simulations, the outer
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edge of the dense shell has filament-like structures that
are not present in RAGE. They result from RTIs that
are associated with a rarefaction wave. The wave is
created at shock breakout from zone-2 into zone-1. As
it propagates outwards it carries perturbations from
the inner to the outer edge of zone-2, also known as
feedout [57]. The perturbations are seeds for RTIs that
grow due to opposite pressure and density gradients.
As an example of the latter, we plot the radial profiles
of ρ and P for t = 0.8 s and t = 1.4 s in Fig. 17 and
mark the corresponding unstable regions by gray areas.
In addition, the entire unstable area is given via a
dashed-dotted line in Fig. 18, which shows the pressure
as a function of time. The question arises why we don’t
see the filament-like structures in RAGE. Comparing
the t = 1.5 s disk configurations in Fig. 16 to the RAGE
simulation [39], we find that in the latter zone-2 has
very smooth edges. This is most likely due to the
higher resolution of RAGE, which is in contrast to our
kinetic calculations that are accompanied by statistical
noise. As a consequence, although the opposite ρ and
P gradients should exist in the RAGE simulations, the
higher resolution might prevent RTI seeds from forming.
However, different to the outer edge, the inner edge
of zone-2 seems to have numerically induced small-scale
instabilities in RAGE. They are best visible for µ = 0
at t = 2.5 s [39]. The instabilities are also present in the
kinetic study (see e.g. Fig. 16(d)), but RAGE resolves
them to a much smaller wavelength. For the kinetic
studies, the instabilities can be linked to RMIs that are
created during shock breakout from zone-2 into zone-1
or be a result of so-called feedthrough from the outer
edge of zone-2 inwards [52]. They are barely visible
at t = 1.5 s but, by t = 2.5 s, have been amplified via
interactions with the reflected shock. For µ = 47, they
are least pronounced, being dominated by the induced
fluid instabilities.
At late times, the short-wavelength fluid instabilities
(µ = 47) interact with each other. While in RAGE, they
form a mixing layer with many small-scale structures,
the corresponding region in the kinetic simulation looks
quite different. Here, due to the lower resolution of the
kinetic code, the structures are much coarser and their
amplitude smaller. The large-wavelength instabilities
for µ = 5, on the other hand, are well resolved by the
kinetic code. This is the reason why, for this setup, its
agreement with RAGE is best.
To do a more qualitative comparison of the insta-
bilities, we plot the bubble and spike heights in Fig. 19.
The values for RAGE are taken directly from Joggerst
et al. [39]. They are obtained by measuring the bubble
and spike positions relative to the interface of zone-1
and 2 in an unperturbed 1D simulation. In the kinetic
studies, we determine the location of the interface by
averaging between the bubble and spike positions. The
distance of the bubbles and spikes from that interface is
given by:
ri =
B∑
i
|~rbi − ~rc|/2B −
S∑
j
|~rsj − ~rc|/2S, (10)
where ~rbi/si is the position of the ith bubble/spike, ~rc the
location of the disk center, B the number of bubbles, and
S is the number of spikes. The resulting bubble/spike
height is rb/s = ±ri. Note that with these definitions the
bubbles and spikes have the same amplitude while for
RAGE they can be different. For a better comparison,
we therefore determine average bubble and spike heights
in RAGE via r˜i = r˜b − 0.5(r˜b + r˜s), with rb/s = ±r˜i, r˜b
and r˜s being the measured bubble and spike heights in
Joggerst et al. [39].
For t < 0.5 s, i.e. before shock breakout, the insta-
bility heights are similar for RAGE and the kinetic
simulations. For µ = 0, they are negligibly small in
RAGE, while the particle-caused granularities in the
kinetic simulation lead to a finite but small width of the
interface between zone-1 and 2. After shock breakout,
the instabilities stay small initially. However, as the
reflected shock interacts with the converging dense shell
(t ∼ 2.1 s), they experience a drastic growth. For µ = 5,
the behavior is similar, although the bubble and spike
growth sets in earlier, at around t ∼ 1.5 s. As mentioned
before and can be seen in Fig. 19, RAGE and the kinetic
simulations agree best for µ = 5, while the largest
differences are found for µ = 47. Both, RAGE and the
kinetic simulations see the same trends in instability
growth and decrease, however the bubble/spike ampli-
tudes are significantly smaller in the kinetic studies,
especially for t > 2.1 s. This is again due to the lower
resolution in the kinetic code. While for RAGE, the
µ = 47 instabilities are amplified by the interaction with
the shock, in the kinetic simulations, their structure
is much coarser early on and they form a layer that
is more compressed than amplified by the reflected shock.
However, in general, the large-scale behavior and
time-evolution of the 3-zone kinetic implosion simulation
is very similar to RAGE. Differences are the finer
details in RAGE and the occurrence of additional
fluid instabilities in the kinetic code. Both can be
traced back to the higher resolution in RAGE and the
presence of statistical noise in the kinetic studies. These
differences can be reduced by using a larger number of
particles, however, most likely they cannot be completely
eliminated.
V. SUMMARY
We present 2D implosion simulations with a kinetic
Monte Carlo particle transport code. Its development is
motivated by the existence of flows with different Knud-
sen numbers in a large range of physical phenomena, in-
cluding inertial confinement fusion capsule implosions.
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FIG. 16. Snapshots of the 2D density distribution for implosions with seeded perturbations with mode 0 (a, d), mode 5 (b, e)
and mode 47 (c, f) at t = 1.5 sec (upper row) and t = 2.5 s (lower row) (see text for details). The simulations use 4.0 × 107
particles and apply the same setup as in Joggerst et al. [39].
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FIG. 17. Density ρ (thick lines) and pressure P (thin lines)
radial profiles at t = 0.8 s (solid lines) and t = 1.4 s (dashed
lines). Gray bands indicate regions with opposite pressure
and density gradients that are unstable with respect to RTIs.
Our code is not an attempt to improve hydrodynamic
approaches for matter in the continuum regime. Its tar-
get application are systems that contain components at
different Knudsen numbers which are usually modeled
by different coupled methods. The performed tests in
this paper include the implosion of disks with 2-zone
and 3-zone configurations. The 2-zone setup is a sim-
ple test that we perform with a detailed analysis of the
shock propagation and comparison to simulations using
the RAGE hydrodynamics code. In the continuum limit,
we find very good agreement between the kinetic and
the hydrodynamic simulations. The kinetic studies also
include simulations with different particle numbers and
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FIG. 18. Time evolution of the pressure radial profile in the 3-
zone implosion. The dashed-dotted-dotted line marks a region
with opposite density and pressure gradients.
mean-free-paths to explore the impact of the latter on
the implosion dynamics and non-equilibrium phenomena
like particle velocity distributions and anisotropies. The
3-zone configuration contains a low-density central zone
that is enclosed by a dense shell and an ablator. By im-
posing single-mode perturbations between the inner re-
gion and the dense shell, we induce fluid instabilities and
compare their evolution to the corresponding hydrody-
namic results. We find that the general dynamical evo-
lution of the implosion agrees well between the RAGE
and the kinetic code. Differences originate from the more
detailed structures of the fluid instabilities in the hydro-
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FIG. 19. Bubble (> 0 cm) and spike (< 0 cm) heights dur-
ing the 3-zone implosion. Points show data taken from [39],
where the bubble and spike heights are given with respect to
the interface between zone-1 and 2 from a 1D simulation. In
the kinetic simulations (solid line), we determine the fluid in-
terface by averaging over the bubble and spike heights. For
better comparison with RAGE, we perform a similar averag-
ing for its data points (dashed-dotted line).
dynamic simulations and additional instabilities in the
kinetic studies which are seeded by statistical noise.
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Appendix A: Kelvin-Helmholtz Instabilities
To study the development of KHIs with our kinetic
code in the continuum limit, we use the same configu-
ration as D. J. Price [58] who applied Smooth Particle
Hydrodynamics (SPH) with artificial viscosity and ther-
mal conductivity terms. Our simulation space has the
size 0 ≤ x ≤ 1 and 0 ≤ y ≤ 0.5 and is divided into a
lower ( y < 0.25) and upper (y > 0.25) half. The simu-
lation grid has 4000× 2000 cells with 500× 250 cells for
the output. The units in these simulations are given by
the dimension of length Lˆ, density ρˆ, and pressure Pˆ . As
a consequence, the velocity is given in units of (Pˆ /ρˆ)0.5
while time is given in units of Lˆ(ρˆ/Pˆ )0.5 [22]. The bound-
ary conditions are periodic in x-direction and reflective in
the y-direction. The entire space is filled with particles.
In the lower half, the mass density is ρ2 = 2 while for the
upper half it is ρ1 = 1. The pressure is P = 2.5 every-
where. Particles in the lower half have a net x-velocity
vx,2 = 0.5 while particles in the upper half stream in the
opposite direction with vx,1 = −0.5. In addition to their
masses, particles have a characteristic species type s. We
set s = 1 for particles in the upper half and s = 2 for par-
ticles in the lower half. To create seeds for single-mode
KHIs, we perturb the y-velocity with
δ = A sin
(
±2pi(x+ 0.5)
l
)
, for |y ± 0.25| < 0.025 (A1)
where A = 0.025 is the amplitude and l = 1/6 the wave-
length of the single-mode instabilities. Linear theory pre-
dicts a characteristic growth time τ [58]:
τ = l
ρ1 + ρ2√
ρ1ρ2 |vx,1 − vx,2| . (A2)
Since τ is proportional to l, small-scale KHIs will ap-
pear first followed by instabilities with larger wavelength.
Fig. 20 shows 2D snapshots of the species distribution at
different simulation times. The emerging structures can
be compared to case 4 and 5 in Fig. 7 of [58]. At t = τ ,
we see the onset of KHIs with λ = 1/6, with fully devel-
oped vortices at t = 2 τ . The time scales and shapes of
these instabilities are in good agreement with the SPH
results. As expected, the KHIs merge into instabilities
with λ = 1/2 by t = 6τ . D. J. Price [58] shows results for
t = 1 , 2 , 4 and 8 τ . The last snapshot for case 4 agrees
with our results at t = 8 τ while case 5 it is more similar
to our KHIs at t = 6 τ . The difference between the two
SPH cases is the usage of additional thermal conductiv-
ity and artificial viscosity terms in case 5 which might
impact details in the KHI evolution. However, we find
that the general agreement between KHIs in the kinetic
simulation and the SPH study is good.
[1] D. Burnett, Proceedings of the London Mathematical So-
ciety s2-40, 382 (1936).
[2] S. Chapman and T. G. Cowling, The mathematical theory
of non-uniform gases: an account of the kinetic theory of
15
 0
 0.1
 0.2
 0.3
 0.4
 0.5
d i
s t
a n
c e
 y t = 0 t = τ t = 2τ
 0
 0.1
 0.2
 0.3
 0.4
 0  0.2  0.4  0.6  0.8
d i
s t
a n
c e
 y
distance x
t = 4τ
 0  0.2  0.4  0.6  0.8
distance x
t = 6τ
 0  0.2  0.4  0.6  0.8
distance x
 1
 1.2
 1.4
 1.6
 1.8
 2
t = 8τ
FIG. 20. Snapshots of the average particle species s during the development of KHIs at different times. The simulation time
is given by the characteristic growth time τ . The KHIs are initialized by perturbations of the velocity field given by eq.(A1).
viscosity, thermal conduction and diffusion in gases, 3rd
ed. (Cambridge University Press, 1970).
[3] J. D. Foch, “The boltzmann equation: Theory and ap-
plications,” (Springer Vienna, Vienna, 1973) Chap. On
Higher Order Hydrodynamic Theories of Shock Struc-
ture, pp. 123–140.
[4] H. Grad, Communications on Pure and Applied Mathe-
matics 2, 331 (1949).
[5] G. A. Bird, The DSMC method (Amazon Distribution,
2013).
[6] R. W. Hockney and J. W. Eastwood, Computer Simula-
tion Using Particles (Taylor & Francis, Inc., Bristol, PA,
USA, 1988).
[7] C. Birdsall and A. Langdon, Plasma Physics via Com-
puter Simulation, Series in Plasma Physics and Fluid Dy-
namics (Taylor & Francis, 2004).
[8] K. J. Bowers, B. J. Albright, L. Yin, W. Daughton,
V. Roytershteyn, B. Bergen, and T. J. T. Kwan, Journal
of Physics: Conference Series 180, 012055 (2009).
[9] C.-Y. Wong, Phys. Rev. C 25, 1460 (1982).
[10] M. A. Gallis, N. P. Bitter, T. P. Koehler, J. R. Torczyn-
ski, S. J. Plimpton, and G. Papadakis, Phys. Rev. Lett.
118, 064501 (2017).
[11] M. A. Gallis, J. R. Torczynski, and D. J. Rader, Phys.
Rev. E 69, 042201 (2004).
[12] R. S. Craxton, K. S. Anderson, T. R. Boehly, V. N.
Goncharov, D. R. Harding, J. P. Knauer, R. L. Mc-
Crory, P. W. McKenty, D. D. Meyerhofer, J. F. Myatt,
A. J. Schmitt, J. D. Sethian, R. W. Short, S. Skup-
sky, W. Theobald, W. L. Kruer, K. Tanaka, R. Betti,
T. J. B. Collins, J. A. Delettrez, S. X. Hu, J. A. Marozas,
A. V. Maximov, D. T. Michel, P. B. Radha, S. P. Regan,
T. C. Sangster, W. Seka, A. A. Solodov, J. M. Soures,
C. Stoeckl, and J. D. Zuegel, Physics of Plasmas 22,
110501 (2015), http://dx.doi.org/10.1063/1.4934714.
[13] R. Betti and O. A. Hurricane, Nat Phys 12, 435 (2016).
[14] W. Goldstein and et al., Report on Science and Fusion Ig-
nition on NIC , Tech. Rep. LLNL-TR-570412 (Lawrence
Livermore National Laboratory, Livermore, Cal., USA,
2012).
[15] P. Amendt, S. C. Wilks, C. Bellei, C. K. Li, and
R. D. Petrasso, Physics of Plasmas 18, 056308 (2011),
http://dx.doi.org/10.1063/1.3577577.
[16] K. Molvig, N. M. Hoffman, B. J. Albright, E. M. Nelson,
and R. B. Webster, Physical Review Letters 109, 095001
(2012).
[17] C. Bellei, P. A. Amendt, S. C. Wilks, M. G.
Haines, D. T. Casey, C. K. Li, R. Petrasso, and
D. R. Welch, Physics of Plasmas 20, 012701 (2013),
http://dx.doi.org/10.1063/1.4773291.
[18] M. J. Rosenberg, H. G. Rinderknecht, N. M. Hoffman,
P. A. Amendt, S. Atzeni, A. B. Zylstra, C. K. Li, F. H.
Se´guin, H. Sio, M. G. Johnson, J. A. Frenje, R. D. Pe-
trasso, V. Y. Glebov, C. Stoeckl, W. Seka, F. J. Marshall,
J. A. Delettrez, T. C. Sangster, R. Betti, V. N. Gon-
charov, D. D. Meyerhofer, S. Skupsky, C. Bellei, J. Pino,
S. C. Wilks, G. Kagan, K. Molvig, and A. Nikroo, Phys-
ical Review Letters 112, 185001 (2014).
[19] G. Kagan, D. Svyatskiy, H. G. Rinderknecht, M. J.
Rosenberg, A. B. Zylstra, C.-K. Huang, and C. J. McDe-
vitt, Physical Review Letters 115, 105002 (2015).
[20] S. C. Hsu, T. R. Joshi, P. Hakel, E. L. Vold, M. J.
Schmitt, N. M. Hoffman, R. M. Rauenzahn, G. Kagan,
X.-Z. Tang, R. C. Mancini, Y. Kim, and H. W. Her-
rmann, ArXiv e-prints (2016), arXiv:1606.06276.
[21] W. H. Goldstein, Science of Fusion Ignition on NIF
(2012).
[22] I. Sagert, W. Bauer, D. Colbry, J. Howell, R. Pickett,
A. Staber, and T. Strother, Journal of Computational
Physics 266, 191 (2014).
[23] I. Sagert, J. Howell, A. Staber, T. Strother, D. Colbry,
and W. Bauer, Phys. Rev. E 92, 013009 (2015).
[24] J. Howell, W. Bauer, D. Colbry, R. Pickett, A. Staber,
I. Sagert, and T. Strother, “Nuclear physics: Present
and future,” (Springer International Publishing, Cham,
2015) Chap. Parallelization of Kinetic Theory Simula-
tions, pp. 183–192.
[25] M. Gittings, R. Weaver, M. Clover, T. Betlach, N. Byrne,
R. Coker, E. Dendy, R. Hueckstaedt, K. New, W. R.
Oakes, D. Ranta, and R. Stefan, Computational Science
and Discovery 1, 015005 (2008).
[26] G. F. Bertsch and S. Das Gupta, Phys. Rep. 160, 189
(1988).
[27] A. Bonasera, F. Gulminelli, and J. Molitoris, Phys. Rep.
243, 1 (1994).
16
[28] S. P. Regan, R. Epstein, B. A. Hammel, L. J. Suter,
J. Ralph, H. Scott, M. A. Barrios, D. K. Bradley,
D. A. Callahan, C. Cerjan, G. W. Collins, S. N. Dixit,
T. Doeppner, M. J. Edwards, D. R. Farley, S. Glenn,
S. H. Glenzer, I. E. Golovkin, S. W. Haan, A. Hamza,
D. G. Hicks, N. Izumi, J. D. Kilkenny, J. L. Kline,
G. A. Kyrala, O. L. Landen, T. Ma, J. J. MacFarlane,
R. C. Mancini, R. L. McCrory, N. B. Meezan, D. D.
Meyerhofer, A. Nikroo, K. J. Peterson, T. C. Sangster,
P. Springer, and R. P. J. Town, Physics of Plasmas 19,
056307 (2012), http://dx.doi.org/10.1063/1.3694057.
[29] T. Ma, P. K. Patel, N. Izumi, P. T. Springer, M. H.
Key, L. J. Atherton, L. R. Benedetti, D. K. Bradley,
D. A. Callahan, P. M. Celliers, C. J. Cerjan, D. S. Clark,
E. L. Dewald, S. N. Dixit, T. Do¨ppner, D. H. Edgell,
R. Epstein, S. Glenn, G. Grim, S. W. Haan, B. A. Ham-
mel, D. Hicks, W. W. Hsing, O. S. Jones, S. F. Khan,
J. D. Kilkenny, J. L. Kline, G. A. Kyrala, O. L. Lan-
den, S. Le Pape, B. J. MacGowan, A. J. Mackinnon,
A. G. MacPhee, N. B. Meezan, J. D. Moody, A. Pak,
T. Parham, H.-S. Park, J. E. Ralph, S. P. Regan, B. A.
Remington, H. F. Robey, J. S. Ross, B. K. Spears,
V. Smalyuk, L. J. Suter, R. Tommasini, R. P. Town,
S. V. Weber, J. D. Lindl, M. J. Edwards, S. H. Glenzer,
and E. I. Moses, Phys. Rev. Lett. 111, 085004 (2013).
[30] Rayleigh, Proceedings of the London Mathematical So-
ciety s1-14, 170 (1882).
[31] G. Taylor, Proceedings of the Royal Society of London A:
Mathematical, Physical and Engineering Sciences 201,
192 (1950).
[32] R. D. Richtmyer, Communications on Pure and Applied
Mathematics 13, 297 (1960).
[33] E. E. Meshkov, Fluid Dynamics 4, 101 (1969).
[34] S. Chandrasekhar, Hydrodynamic and Hydromagnetic
Stability , Dover Books on Physics Series (Dover Publi-
cations, 1961).
[35] A. R. Choudhuri, Philosophy and Foundations of Physics
(Cambridge University Press, 1998).
[36] R. Gu¨nther and W. Kley, Astron. Astrophys. 387, 550
(2002).
[37] P. F. Hopkins, MNRAS 450, 53 (2015).
[38] D. Garc´ıa-Senz, A. Relan˜o, R. M. Cabezo´n, and
E. Bravo, Mon. Not. Roy. Astr. Soc. 392, 346 (2009).
[39] C. Joggerst, A. Nelson, P. Woodward, C. Lovekin,
T. Masser, C. L. Fryer, P. Ramaprabhu, M. Francois,
and G. Rockefeller, Journal of Computational Physics
275, 154 (2014).
[40] J. H. Irving and J. G. Kirkwood, The Journal of Chemical
Physics 18, 817 (1950).
[41] A´. Mulero, ed., Theory and Simulation of Hard-Sphere
Fluids and Related Systems, Lecture Notes in Physics,
Berlin Springer Verlag, Vol. 753 (2008).
[42] W. F. Noh, Journal of Computational Physics 72, 78
(1987).
[43] J. M. Mart´ı and E. Mu¨ller, Living Reviews in Relativity
2 (1999).
[44] M. Marciante and M. S. Murillo, Physical Review Letters
118, 025001 (2017).
[45] V. V. Zhakhovski˘ı, S. V. Zybin, K. Nishihara, and S. I.
Anisimov, Phys. Rev. Lett. 83, 1175 (1999).
[46] S. I. Anisimov, V. V. Zhakhovskii, and V. E. Fortov,
Journal of Experimental and Theoretical Physics Letters
65, 755 (1997).
[47] G. V. Candler, S. Nijhawan, D. Bose, and I. D. Boyd,
Physics of Fluids 6, 3776 (1994).
[48] O. Larroche, Physics of Plasmas 19, 122706 (2012).
[49] A. Le, T. J. T. Kwan, M. J. Schmitt, H. W. Herrmann,
and S. H. Batha, Physics of Plasmas 23, 102705 (2016).
[50] O. Larroche, H. G. Rinderknecht, M. J. Rosenberg, N. M.
Hoffman, S. Atzeni, R. D. Petrasso, P. A. Amendt, and
F. H. Se´guin, Physics of Plasmas 23, 012701 (2016).
[51] D. L. Youngs and R. J. R. Williams, International Jour-
nal for Numerical Methods in Fluids 56, 1597 (2008).
[52] A. Casner, V. A. Smalyuk, L. Masse, I. Igumenshchev,
S. Liberatore, L. Jacquet, C. Chicanne, P. Loiseau,
O. Poujade, D. K. Bradley, H. S. Park, and B. A.
Remington, Physics of Plasmas 19, 082708 (2012),
http://dx.doi.org/10.1063/1.4737901.
[53] A. L. Garcia, Phys. Rev. A 34, 1454 (1986).
[54] M. A. Gallis, T. P. Koehler, J. R. Torczynski, and S. J.
Plimpton, Phys. Rev. Fluids 1, 043403 (2016).
[55] I. D. Boyd, Journal of Thermophysics and Heat Transfer
10 (1996).
[56] E. A. Frieman, Astrophys. J. 120, 18 (1954).
[57] Y. Aglitskiy, A. L. Velikovich, M. Karasik, N. Metzler,
S. T. Zalesak, A. J. Schmitt, L. Phillips, J. H. Gardner,
V. Serlin, J. L. Weaver, and S. P. Obenschain, Philosoph-
ical Transactions of the Royal Society of London Series
A 368, 1739 (2010).
[58] D. J. Price, Journal of Computational Physics 227, 10040
(2008).
