Invariant subspaces of the quasinilpotent DT-operator  by Dykema, Ken & Haagerup, Uffe
Journal of Functional Analysis 209 (2004) 332–366
Invariant subspaces of the quasinilpotent
DT-operator
Ken Dykemaa,,1 and Uffe Haagerupb,2
aDepartment of Mathematics, Texas A&M University, College Station, TX 77843-3368, USA
bDepartment of Mathematics and Computer Science, University of Southern Denmark, Campusvej 55,
5230 Odense M, Denmark
Received 15 January 2003; revised 2 April 2003; accepted 2 April 2003
Communicated by D. Voiculescu
Abstract
In [4] we introduced the class of DT-operators, which are modeled by certain upper
triangular random matrices, and showed that if the spectrum of a DT-operator is not reduced
to a single point, then it has a nontrivial, closed, hyperinvariant subspace. In this paper, we
prove that also every DT-operator whose spectrum is concentrated on a single point has a
nontrivial, closed, hyperinvariant subspace. In fact, each such operator has a one-parameter
family of them. It follows that every DT-operator generates the von Neumann algebra LðF2Þ
of the free group on two generators.
r 2003 Elsevier Inc. All rights reserved.
MSC: 47A15; 46L54
1. Introduction
Let H be a separable, inﬁnite dimensional Hilbert space and let BðHÞ be the
algebra of bounded operators onH: Let AABðHÞ: An invariant subspace of A is a
subspace H0DH such that AðH0ÞDH0; and a hyperinvariant subspace of A is a
subspaceH0 ofH that is invariant for every operator BABðHÞ that commutes with
A: A subspace of H is said to be nontrivial if it is neither f0g nor H itself. The
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famous invariant subspace problem for Hilbert space asks whether every operator in
BðHÞ has a closed, nontrivial, invariant subspace, and the hyperinvariant subspace
problem asks whether every operator in BðHÞ that is not a scalar multiple of the
identity operator has a closed, nontrivial, hyperinvariant subspace.
On the other hand, ifMDBðHÞ is a von Neumann algebra, a closed subspaceH0
ofH is affiliated to M if the projection p fromH ontoH0 belongs toM: It is not
difﬁcult to show that every closed, hyperinvariant subspace of A is afﬁliated to the
von Neumann algebra, W ðAÞ; generated by A: The question of whether every
element of a von Neumann algebraM has a nontrivial invariant subspace afﬁliated
to M is called the invariant subspace problem relative to the von Neumann
algebra M:
In [3], we began using upper triangular random matrices to study invariant
subspaces for certain operators arising in free probability theory, including
Voiculescu’s circular operator. In the sequel [4], we introduced the DT-operators;
these form a class of operators including all those studied in [3]. (We note that the
DT-operators were deﬁned in terms of approximation by upper triangular random
matrices, and have been shown in [5] to solve a maximization problem for free
entropy.) We showed that DT-operators are decomposable in the sense of Foia-s,
which entails that those DT-operators whose spectra contain more than one point
have nontrivial, closed, hyperinvariant subspaces. In this paper, we show that also
DT-operators whose spectra are singletons have (a continuum of) closed, nontrivial,
hyperinvariant subspaces. These operators are all scalar translates of scalar multiples
of a single operator, the DTðd0; 1Þ-operator, which we will denote by T :
The free group factor LðF2ÞDBðHÞ is generated by a semicircular element X
and a free copy of LN½0; 1; embedded via a normal -homomorphism l :
LN½0; 1-LðF2Þ such that t3lð f Þ ¼
R 1
0 f ðtÞ dt; where t is the tracial state on
LðF2Þ: Thus X and the image of l are free with respect to t and together they
generate LðF2Þ: As proved in [4, Section 4], the DTðd0; 1Þ–operator T can be
obtained by using projections from lðLN½0; 1Þ to cut out the ‘‘upper triangular
part’’ of X ; in the notation of [4, Section 4], T ¼ UTðX ; lÞ: It is clear from this
construction that each of the subspaces Ht ¼ lð1½0;tÞH is an invariant subspace of
T : We will show that each of these subspaces is afﬁliated to W ðTÞ by proving
D0AW ðTÞ; where D0 ¼ lðid½0;1Þ and id½0;1 is the identity function from ½0; 1 to
itself. Since X ¼ T þ T; this will also imply W ðTÞ ¼ LðF2Þ: We will then show
that eachHt is actually a hyperinvariant subspace of T ; by characterizingHt as the
set of vectors xAH such that jjTkxjj has a certain asymptotic property as k-N:
2. Preliminaries and statement of results
In [4, Section 8], we showed that the distribution of TT is the probability measure
m on ½0; e given by
dmðxÞ ¼ jðxÞ dx;
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where j:ð0; eÞ-Rþ is the function given uniquely by
j
sin v
v
expðv cot vÞ
 
¼ 1
p
sin v expðv cot vÞ; 0ovop: ð2:1Þ
Proposition 2.1. Let FðxÞ ¼ R x0 jðtÞ dt; xA½0; e: Then
F
sin v
v
expðv cot vÞ
 
¼ 1 v
p
þ 1
p
sin2 v
v
; 0ovop: ð2:2Þ
Proof. From the proof of [4, Theorem 8.9] we have that
s : v/
sin v
v
expðv cot vÞ ð2:3Þ
is a decreasing bijection from ð0; pÞ onto ð0; eÞ: Hence
FðsðvÞÞ ¼
Z sðvÞ
0
jðtÞ dt ¼ 
Z p
v
jðsðuÞÞs0ðuÞ du
¼  ½jðsðuÞÞsðuÞpv þ
Z p
v
d
du
jðsðuÞÞ
 
sðuÞ du
¼  1
p
sin2 u
u
 p
v
þ 1
p
Z p
v
u
sinu
 sin u
u
du ¼ 1
p
sin2 v
v
þ 1 v
p
: &
The following is the central result of this paper.
Theorem 2.2. Let Sk ¼ kððTkÞTkÞ
1
k; k ¼ 1; 2;y . Then sðSkÞ ¼ ½0; e for all kAN
and
lim
k-N
jjFðSkÞ  D0jj2 ¼ 0 for k-N:
In particular D0AW ðTÞ: Therefore Ht ¼ 1½0;tðD0ÞH ¼ lð1½0;tÞH; 0oto1 is a one-
parameter family of nontrivial, closed, T-invariant subspaces affiliated with W ðTÞ:
Corollary 2.3. W ðTÞDLðF2Þ: Moreover, if Z is any DT-operator, then
W ðZÞDLðF2Þ:
Proof. As described in the introduction, with T ¼ UTðX ; lÞAW ðX,lðLN½0; 1ÞÞ
¼ LðF2Þ; from Theorem 2.2 we have D0AW ðTÞ: Since clearly XAW ðTÞ; we have
W ðTÞ ¼ LðF2Þ: By [4, Theorem 4.4], Z can be realized as Z ¼ D þ cT for some
DAlðLN½0; 1Þ and c40: By [4, Lemma 6.2], TAW ðZÞ; so W ðZÞ ¼ LðF2Þ: &
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We now outline the proof of Theorem 2.2. Let M be a factor of type II1 with
tracial state tr; and let A; BAMsa: By [1, Section 1], there is a unique probability
measure mA;B on sðAÞ  sðBÞ; such that for all bounded Borel functions f ; g on sðAÞ
and sðBÞ; respectively, one has
trð f ðAÞgðBÞÞ ¼
Z Z
sðAÞsðBÞ
f ðxÞgðyÞ dmA;BðxÞ: ð2:4Þ
The following lemma is a simple consequence of (2.4) (cf. [1, Proposition 1.1]).
Lemma 2.4. Let A; B and mA;B be as above, then for all bounded Borel functions f and g
on sðAÞ and sðBÞ; respectively,
jj f ðAÞ  gðBÞjj22 ¼
Z Z
sðAÞsðBÞ
j f ðxÞ  gðyÞj2 dmA;Bðx; yÞ: ð2:5Þ
We shall need the following key result of S´niady [6]. Strictly speaking, the results of
[6] concern an operator that can be described as a generalized circular operator with a
given variance matrix. It is not entirely obvious that the operator T studied in [4] and
in the present article is actually of this form. A proof is supplied in Appendix A.
Theorem 2.5 (S´niady [6, Theorem 5]). Let ED be the trace preserving conditional
expectation of W ðD0; TÞ onto D ¼ W ðD0Þ; which we identify with LN½0; 1 as in [6].
Let kAN and let ðPk;nÞNn¼0 be the sequence of polynomials in a real variable x
determined by
Pk;0ðxÞ ¼ 1; ð2:6Þ
P
ðkÞ
k;nðxÞ ¼ Pk;n1ðx þ 1Þ; n ¼ 1; 2;y; ð2:7Þ
Pk;nð0Þ ¼ Pk;n0ð0Þ ¼? ¼ Pðk1Þk;n ð0Þ ¼ 0; n ¼ 1; 2;y; ð2:8Þ
where P
ðcÞ
k;n denotes the cth derivative of Pk;n: Then for all k; nAN;
EDðððTkÞTkÞnÞðxÞ ¼ Pk;nðxÞ; xA½0; 1:
Remark 2.6. The above Theorem is equivalent to [6, Theorem 5] because
EDðððTkÞTkÞnÞðxÞ ¼ EDððTkðTkÞÞnÞð1 xÞ; xA½0; 1:
S´niady used Theorem 2.5 to prove the following formula, which was conjectured
in [4, Section 9].
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Theorem 2.7 (S´niady [6, Theorem 7]). For all n; kAN:
trðððTkÞTkÞnÞ ¼ n
nk
ðnk þ 1Þ!: ð2:9Þ
S´niady proved that Theorem 2.5 implies Theorem 2.7 by a tricky and clever
combinatorial argument. In the course of proving Theorem 2.2, we also obtained a
purely analytic proof of Theorem 2.5 ) Theorem 2.7 (see (3.2) and Remark 4.3).
Note that it follows from Theorem 2.7 that Skk ¼ kkðTkÞTk has the same moments
as ðTTÞk: Hence the distribution measures mSk and mTT in ProbðRÞ are equal. In
particular their supports are equal. Hence, by [4, Theorem 8.9],
sðSkÞ ¼ sðTTÞ ¼ ½0; e: ð2:10Þ
We will use Theorem 2.5 to derive in Theorem 2.8 an explicit formula for the
measure mD0;Sk deﬁned in (2.4). The formula involves Lambert’s W function, which is
deﬁned as the multivalued inverse function of the function C{z/zez: We deﬁne a
function r by
rðzÞ ¼ W0ðzÞ; zAC\ 1
e
;N
 
; ð2:11Þ
where W0 is the principal branch of Lambert’s W-function. By [2, Section 4], r is an
analytic bijection of C\½1
e
;NÞ onto
O ¼ fx þ iy j  poyop; xoy cot yg;
where we have used the convention 0 cot 0 ¼ 1: Moreover, r is the inverse function
of the function f deﬁned by
f ðwÞ ¼ wew; wAO:
Note that f maps the boundary of O onto ½ 1
e
;NÞ; because
f ðy cot y7iyÞ ¼ f y
sin y
e7iy
 
¼ y
sin y
ey cot y ð2:12Þ
and y/sin yy e
y cot y is a bijection of ð0; pÞ onto ð0; eÞ (see [4, Section 8]). By (2.12), it
also follows that if we deﬁne functions rþ; r : ½ 1
e
;NÞ-C by
r7
y
sin y
ey cot y
 
¼ y cot y7iy; 0pyop; ð2:13Þ
ARTICLE IN PRESS
K. Dykema, U. Haagerup / Journal of Functional Analysis 209 (2004) 332–366336
then
r7ðxÞ ¼ lim
yk0
rðx7iyÞ; xA 1
e
;N
 
:
In particular rþð1
e
Þ ¼ rð1
e
Þ ¼ 1:
Theorem 2.8. Let kAN be fixed. Define for t41
e
and j ¼ 0;y; k the functions ajðtÞ;
cjðtÞ by
a0ðtÞ ¼ rþðtÞ;
ajðtÞ ¼ r t exp i 2pj
k
  
; 1pjpk  1;
akðtÞ ¼ rðtÞ; ð2:14Þ
and
cjðtÞ ¼ kajðtÞ
Y
caj
acðtÞ
acðtÞ  ajðtÞ: ð2:15Þ
Then the probability measure mD0;Sk on sðD0Þ  sðSkÞ ¼ ½0; 1  ½0; e is absolutely
continuous with respect to the two-dimensional Lebesgue measure and, with j as in
(2.1), has density
dmD0;Skðx; yÞ
dx dy
¼ jðyÞ
Xk
j¼0
cjðy1Þekajðy1Þx
 !
ð2:16Þ
for xAð0; 1Þ and yAð0; eÞ:
We will prove Theorem 2.2 by combining Lemma 2.4 and Theorem 2.8 (see
Section 6).
Finally, we will prove the following characterization of the subspaces Ht (see
Section 7).
Theorem 2.9. For every tA½0; 1;
Ht ¼ xAH j lim sup
n-N
k
e
jjTkxjj2=k
 
pt
 
: ð2:17Þ
In particular, Ht is a closed, hyperinvariant subspace of T :
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3. Proof of Theorem 2.8 for k ¼ 1
This section is devoted to the proof of Theorem 2.8 in the special case k ¼ 1; which
is somewhat easier than in the general case. For k ¼ 1 it is easy to solve Eqs. (2.6)–
(2.8) explicitly to obtain
P1;nðxÞ ¼ 1
n!
xðx þ nÞn1; ðnX1Þ: ð3:1Þ
From (3.1) one immediately gets (2.9) for k ¼ 1; because
trððTTÞnÞ ¼
Z 1
0
P1;nðxÞ dx ¼ 1ðn þ 1Þ! ðx  1Þðx þ nÞ
n
 1
0
¼ n
n
ðn þ 1Þ!: ð3:2Þ
Lemma 3.1. For xAR and zAC; jzjo1
e
; one has
XN
n¼0
P1;nðxÞzn ¼ erðzÞx
where r: C\½ 1
e
;NÞ-C is the analytic function defined in Section 2.
Proof. Note that rð0Þ ¼ 0; r0ð0Þ ¼ 1: Let rðzÞ ¼PNn¼1 gnzn be the power-series
expansion of r in Bð0; 1
e
Þ: The convergence radius is 1
e
; because r is analytic in Bð0; 1
e
Þ
and 1
e
is a singular point for r: Hence for jzjo1
e
and xAC; the function ðz; xÞ/erðzÞx
has a power-series expansion
erðzÞx ¼
XN
c;m¼0
ccmz
cxm:
Since
erðzÞx ¼
XN
m¼0
1
m!
rðzÞmxm
and since the ﬁrst non-zero term in the power series for rðzÞm is zm; we have ccm ¼ 0
for com: Hence
erðzÞx ¼
XN
c¼0
QcðxÞzc ð3:3Þ
where QcðxÞ is the polynomial
Pc
m¼0 ccmx
m: Putting z ¼ 0 in (3.3) we get Q0ðxÞ ¼ 1
and putting x ¼ 0 in (3.3) we get Qnð0Þ ¼ 0 for nX1: Moreover since rðzÞerðzÞ ¼ z
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for C\½ 1
e
;NÞ; we get
d
dx
ðerðzÞxÞ ¼ rðzÞerðzÞx ¼ rðzÞerðzÞerðzÞðxþ1Þ ¼ zerðzÞðxþ1Þ:
Hence differentiating (3.3), we get
XN
c¼0
Qc
0ðxÞzc ¼
XN
c¼0
Qcðx þ 1Þzcþ1 ¼
XN
c¼1
Qc1ðx þ 1Þzc; jzjo1
e
:
Therefore Qc
0ðxÞ ¼ Qc1ðx þ 1Þ for cX1: Together with Q0ðxÞ ¼ 1; QcðxÞ ¼ 0;
ðcX1Þ; this proves that QcðxÞ ¼ P1;cðxÞ for cX0: &
Remark 3.2. From Lemma 3.1 and (3.1) we can ﬁnd the power-series expansion of
rðzÞ; namely
rðzÞ ¼ zerðzÞ ¼
XN
n¼0
P1;nð1Þznþ1 ¼
XN
n¼0
ðn þ 1Þn1
n!
znþ1 ¼
XN
n¼1
nn2
ðn  1Þ! z
n: ð3:4Þ
Similarly one gets
1
rðzÞ ¼
1
z
erðzÞ ¼
XN
n¼0
P1;nð1Þzn1 ¼ 1
z

XN
n¼1
ðn  1Þn1
n!
zn1
¼ 1
z

XN
n¼0
nn
ðn þ 1Þ! z
n: ð3:5Þ
The latter formula was also found in [4, Section 8] by different means. Actually,
both formulae can be obtained from the Lagrange Inversion Formula, (cf. [8,
Example 5.44]).
Lemma 3.3. For every xA½0; 1 there is a unique probability measure nx on ½0; e such
that Z e
0
yn dnxðyÞ ¼ P1;nðxÞ; nAN0: ð3:6Þ
Proof. The uniqueness is clear by Weierstrass’ approximation theorem. For
existence, recall that sðD0Þ ¼ ½0; 1 and, by [4, Section 8], sðTTÞ ¼ ½0; e: Let now
m ¼ mD0;TT denote the joint distribution of D0 and TT in the sense of (2.4). For
x ¼ 0; nx ¼ d0 (the Dirac measure at 0) is a solution of (3.6). Assume now that x40
ARTICLE IN PRESS
K. Dykema, U. Haagerup / Journal of Functional Analysis 209 (2004) 332–366 339
and let EAð0; xÞ: Then for nAN0;Z x
xE
P1;nðx0Þ dx0 ¼
Z 1
0
1½xE;xðx0ÞP1;nðx0Þ dx0 ¼ trð1½xE;xðD0ÞEDððTTÞnÞÞ
¼ trð1½xE;xðD0ÞðTTÞnÞ ¼
Z Z
½0;1½0;e
1½xE;xðx0Þyn dmðx0; yÞ:
Let nE;x denote the Borel measure on ½0; e given by nE;xðBÞ ¼ 1E mð½x  E; x  BÞ for
any Borel set B in ½0; e: Then by the above calculation,Z e
0
yn dnE;xðyÞ ¼ 1E
Z x
xE
P1;nðx0Þ dx0; nAN0: ð3:7Þ
Since P1;0ðx0Þ ¼ 1; nE;x is a probability measure. By (3.7), nE;x converges as E-0 in the
w-topology on Probð½0; eÞ to a measure nx satisfying (3.6). &
Lemma 3.4. Let xA½0; 1:
(a) For lAC\½0; e; the Stieltjes transform (or Cauchy transform) of nx is given by
GxðlÞ ¼ 1l exp r
1
l
 
x
 
: ð3:8Þ
(b) If xAð0; 1; dnxðyÞ ¼ hxðyÞdy; where
hxðyÞ ¼ 1py Im exp r
þ 1
y
 
x
  
; yAð0; e: ð3:9Þ
Proof. (a) Since GxðlÞ ¼
R e
0
1
ly dnxðyÞ is analytic in C\½0; e; it is sufﬁcient to check
(3.8) for jlj4e: In this case, we get from Lemmas 3.3 and 3.1 that
GxðlÞ ¼
XN
n¼0
1
lnþ1
Z e
0
yn dnxðyÞ ¼ 1l
XN
n¼0
lnPnðxÞ ¼ 1l exp r
1
l
 
x
 
:
(b) For yAð0; e; put
hxðyÞ ¼  1p limz-0þ ImðGxðy þ izÞÞ ¼ 
1
py
Im exp r
1
y
 
x
  
¼ 1
py
Im exp rþ
1
y
 
x
  
:
It is easy to see that the above convergence is uniform for y in compact subsets of
ð0; e; so by the inverse Stieltjes transform, the restriction of nx to ð0; e is absolutely
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continuous with respect to the Lebesgue measure and has density hxðyÞ: It remains to
be proved that nxðf0gÞ ¼ 0: But
lim
l-0
lGxðlÞ ¼ nxðf0gÞ þ lim
l-0
Z
ð0;e
jlj
jlj þ y dnxðyÞ
 !
¼ nxðf0gÞ:
However, lGxðlÞ ¼ expðrð1lÞxÞ-0 as l-0; because x40 and limy-N rðyÞ ¼
N: Hence nxðf0gÞ ¼ 0; which completes the proof of (b). &
Proof of Theorem 2.8 for k ¼ 1. Put m ¼ mD0;TT as deﬁned in (2.4). For m; nAN0 we
get from Lemmas 3.3 and 3.4,Z Z
½0;1½0;e
xmyn dmðx; yÞ
¼ trðDm0 ðTTÞnÞ ¼ trðDm0 EDððTTÞnÞÞ ¼
Z 1
0
xmP1;nðxÞ dx
¼
Z 1
0
xm
Z e
0
yn dnxðyÞ dx ¼
Z 1
0
Z e
0
xmynhxðyÞ dy
 
dx:
Hence by the Stone–Weierstrass Theorem, m is absolutely continuous with respect to
the two-dimensional Lebesgue measure on ½0; 1  ½0; e; and for xAð0; 1Þ; yAð0; eÞ;
we have
dmðx; yÞ
dx dy
¼ hxðyÞ ¼ 1py Im exp r
þ 1
y
 
x
  
: ð3:10Þ
We now have to compare (3.10) with (2.16) in Theorem 2.8. Putting k ¼ 1 in (2.14)
and (2.15) one gets for t41
e
;
a0ðtÞ ¼ rþðtÞ; a1ðtÞ ¼ rþðtÞ
and
c0ðtÞ ¼ jr
þðtÞj2
2i ImðrþðtÞÞ; c1ðtÞ ¼ 
jrþðtÞj2
2i ImðrþðtÞÞ:
Hence the RHS of (2.16) becomes
jðyÞc0 1
y
 
exp rþ
1
y
 
x
 
 exp rþ 1
y
 
x
 ! !
¼
jðyÞjrþð1
y
Þj2
Im rþð1
y
Þ Im exp r
þ 1
y
 
x
  
:
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Substituting now y ¼ sin v
v
ev cot v with 0ovop as in (2.3), by (2.13) and (2.1)
we get
jðyÞjrþð1
y
Þj2
Im rþ 1
y
  ¼ 1
pv
sin vev cot v  v
2
sin2 v
 
¼ 1
py
: ð3:11Þ
Hence (3.10) coincides with (2.16) for k ¼ 1: &
4. A generating function for S´niady’s polynomials for kX2
Throughout this section and Section 5, k is a ﬁxed integer, kX2:
Lemma 4.1. Let a1;y; ak be distinct complex numbers and put
gj ¼
Y
caj
ac
ac  aj; j ¼ 1;y; n: ð4:1Þ
Then
Pk
j¼1
gj ¼ 1;
Pk
j¼1
gja
p
j ¼ 0 for p ¼ 1; 2;y; k  1:
8>><>>>: ð4:2Þ
Proof. We can express (4.2) as
1 1 y 1
a1 a2 ak
^ ^
ak11 y y a
k1
k
266664
377775
g1
g2
^
gk
26664
37775 ¼
1
0
^
0
26664
37775; ð4:3Þ
where the determinant of the coefﬁcient matrix is non-zero (Vandermonde’s
determinant), so we just have to check that (4.1) is the unique solution to (4.3).
Let A denote the coefﬁcient matrix in (4.3). Then the solution to (4.3) is given by
g1
g2
^
gk
26664
37775 ¼ A1
1
0
^
0
26664
37775:
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Hence gj ¼ ð1Þ jþ1detðA1jÞdetðAÞ ; where A1j is the ð1; jÞth minor of A: By Vandermonde’s
formula,
detA ¼
Y
com
ðam  acÞ
and
detðA1jÞ ¼ ða1?aj1Þðajþ1?akÞ
Y
com
c;maj
ðam  acÞ:
Hence
gj ¼
ð1Þ jþ1Qcaj acQ
cojðaj  acÞ
Q
c4jðac  ajÞ
¼
Y
caj
ac
ac  aj: &
We prove next a generalization of Lemma 3.1 to kX2:
Proposition 4.2. Let ðPk;nÞNn¼0 be the sequence of polynomials defined Theorem 2.5. For
zAC; jzjo1
e
and j ¼ 1;y; k; put
ajðzÞ ¼ rðzei
2pj
k Þ; ð4:4Þ
gjðzÞ ¼
Q
caj
ajðzÞ
acðzÞ  ajðzÞ; za0;
1=k; z ¼ 0:
8><>: ð4:5Þ
Then
XN
n¼0
ðkzÞnkPk;nðxÞ ¼
Xk
j¼1
gjðzÞekajðzÞx ð4:6Þ
for all zABð0; 1
e
Þ and all xAR:
Proof. Since r is analytic and one-to-one on C\½1
e
;NÞ; it is clear that ajðzÞ is
analytic in Bð0; 1
e
Þ and gjðzÞ is analytic in Bð0; 1eÞ\f0g: Using rð0Þ ¼ 0 and r0ð0Þ ¼ 1;
one gets
lim
z-0
gjðzÞ ¼
Y
caj
1
1 exp i 2pð jcÞ
k
  ¼ Yk1
m¼1
1 exp i 2pm
k
  1
:
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But the numbers expði 2pm
k
Þ; m ¼ 1;y; k  1 are precisely the k  1 roots of the
polynomial
SðzÞ ¼ z
k  1
z  1 ¼ z
k1 þ zk2 þ?þ 1:
Hence
lim
z-0
gjðzÞ ¼
1
Sð1Þ ¼
1
k
¼ gjð0Þ:
Thus gj is analytic in Bð0; 1eÞ: The RHS of (4.6) is equal toXN
c¼0
bcðzÞxc;
where
bcðzÞ ¼
Xk
j¼1
gjðzÞkcajðzÞc:
Since ajð0Þ ¼ 0; the coefﬁcients to 1; z;y; zc1 in the power-series expansion of bcðzÞ
are equal to 0. Hence Xk
j¼1
gjðzÞekajðzÞx ¼
XN
c;m¼0
bc;mx
czm; ð4:7Þ
where bc;m ¼ 0 when moc: But, by the deﬁnition of ajðzÞ and gjðzÞ the LHS of (4.7)
is invariant under the transformation z-ei
2p
k z: Hence bc;m ¼ 0 unless m is a multiple
of k: Therefore, Xk
j¼1
gjðzÞekajðzÞx ¼
XN
n¼0
RnðxÞznk; ð4:8Þ
where
RnðxÞ ¼
Xnk
c¼0
bc;nkx
c ð4:9Þ
is a polynomial of degree at most nk: To complete the proof of Proposition 4.2, we
now have to prove, that the sequence of polynomials
QnðxÞ ¼ knkRnðxÞ; n ¼ 0; 1; 2;y ð4:10Þ
satisﬁes the same three conditions (2.6)–(2.8) as Pk;n: Putting z ¼ 0 in (4.8) we get
Q0ðxÞ ¼ R0ðxÞ ¼
Xk
j¼1
gjð0Þ ¼ 1:
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Moreover by (4.8)
dk
dxk
XN
n¼0
RnðxÞznk
 !
¼
Xk
j¼1
gjðzÞkkajðzÞkekajðzÞx:
By deﬁnition of r; rðzÞerðzÞ ¼ z for all zAC\ð1
e
;NÞ: Hence
ðajðzÞeajðzÞÞk ¼ ðzei 2pk jÞk ¼ zk; j ¼ 1;y; k: ð4:11Þ
Thus
dk
dxk
XN
n¼0
RnðzÞznk
 !
¼ðkzÞk
Xk
j¼1
gjðzÞekajðzÞðxþ1Þ ¼ ðkzÞk
XN
n¼0
Rnðx þ 1Þznk
¼ kk
XN
n¼1
Rn1ðx þ 1Þznk
so differentiating termwise, we get
RðkÞn ðxÞ ¼ kkRn1ðx þ 1Þ; nX1
and thus Q
ðkÞ
n ðxÞ ¼ Qn1ðx þ 1Þ for all nX1: We next check the last condition (2.8)
for the Qn; i.e.
Qnð0Þ ¼ Qn0ð0Þ ¼? ¼ Qðk1Þn ð0Þ ¼ 0; nX1:
If we put x ¼ 0 in (4.5), we getXN
n¼0
RnðxÞznk ¼
Xk
j¼1
gjðzÞ ¼ 1;
where the last equality follows from (4.2) in Lemma 4.1. Hence Qnð0Þ ¼ Rnð0Þ ¼ 0
for nX1: For p ¼ 1;y; k  1 we haveXN
n¼0
RðpÞn ð0Þznk ¼
dp
dxp
Xk
j¼1
gjðzÞekajðzÞx
 !
x¼0
¼ kp
Xk
j¼1
gjðzÞajðzÞp ¼ 0;
where we again use (4.2) from Lemma 4.1. Hence Q
ðpÞ
n ð0Þ ¼ knkRðpÞn ð0Þ ¼ 0 for all
n ¼ 0; 1; 2;y and p ¼ 1;y; k  1:
Altogether we have shown that ðQnðxÞÞNn¼0 satisﬁes the deﬁning relations (2.6)–
(2.8) for Pk;nðxÞ; and hence QnðxÞ ¼ Pk;nðxÞ for all n and. This proves (4.6). &
Remark 4.3. Based on Proposition 4.2, we give a new proof of the implication
Theorem 2.5 ) Theorem 2.7. Put
sk;n ¼ trðððTkÞTkÞnÞ ¼
Z 1
0
Pk;nðxÞ dx:
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Then by (4.6)
XN
n¼0
sk;nðkzÞnk ¼
Xk
j¼1
gjðkÞ
Z 1
0
ekajðzÞx dx ð4:12Þ
for all zABð0; 1
e
Þ: Using (4.11), for every zABð0; 1
e
Þ\f0g we getZ 1
0
ekajðzÞx dx ¼ 1
kajðzÞðe
kajðzÞ  1Þ ¼ 1
kzk
ajðzÞk1  1
kajðzÞ:
By Lemma 4.1, we have
Pk
j¼0 gjðzÞajðzÞk1 ¼ 0: Hence by (4.12),
XN
n¼0
sk;nðkzÞnk ¼ 1
k
Xk
j¼1
gjðzÞ
ajðzÞ: ð4:13Þ
To compute the RHS of (4.13), we apply the residue theorem to the rational function
f ðsÞ ¼ 1
s2
Qk
c¼1
ac
acs; sAC\f0; a1; a2;y; akg: In the following computation z is ﬁxed, so
let us put aj ¼ ajðzÞ; gj ¼ gjðzÞ: Note that f has simple poles at a1;y; ak and
Resð f ; ajÞ ¼ 1aj
Y
caj
ac
ac  aj ¼ 
gj
aj
:
Moreover f has a second-order pole at 0 and Resð f ; 0Þ is the coefﬁcient of s in the
power-series expansion of s2f ðsÞ ¼ Qkc¼1ð1 sacÞ1; i.e.
Resð f ; 0Þ ¼
Xc
j¼1
1
aj
:
Since f ðsÞ ¼ Oðjsjðkþ2ÞÞ as jsj-N; we have
lim
R-N
Z
@Bð0;RÞ
f ðsÞ ds ¼ 0:
Hence, by the residue Theorem, Resð f ; 0Þ þPkj¼1 Resð f ; ajÞ ¼ 0; giving
Xk
j¼1
gj
aj
¼
Xk
j¼1
a1j : ð4:14Þ
Thus, by (4.13), we get
XN
n¼0
sk;nðkzÞnk ¼ 1
k
Xk
j¼1
ajðzÞ1 ¼ 1
k
Xk
j¼1
rðzei 2pjk Þ1: ð4:15Þ
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By (3.5), rðzÞ1 ¼ 1
z
PNm¼0 mmðmþ1Þ! zm whenever 0ojzjo1e: Hence
Xk
j¼1
rðzei 2pjk Þ1 ¼ k
X
k j m
mm
ðm þ 1Þ! z
m ¼ k
XN
n¼0
ðnkÞnk
ðnk þ 1Þ!z
nk: ð4:16Þ
So by comparing the terms in (4.15) and (4.16), we get skn ¼ nnkðnkþ1Þ! as desired.
5. Proof of Theorem 2.8 for kX2
Lemma 5.1. Put Ok ¼ fzAC j zke½ek;NÞg and define ajðzÞ; gjðzÞ; j ¼ 1;y; k by
(4.4) and (4.5) for all zAOk: Then for every xAR; the function
MxðzÞ ¼
Xk
j¼1
gjðzÞekajðzÞx ð5:1Þ
is analytic in Ok and for every tA½ 1e;NÞ; the following two limits exist:
Mþx ðtÞ ¼ limz-t
Im z40
MxðzÞ; Mx ðtÞ ¼ limz-t
Im zo0
MxðzÞ:
Let ajðtÞ and cjðtÞ for t41e and j ¼ 0;y; k be as in Theorem 2.8. Then for t41e;
Im Mþx ðtÞ ¼
Im rþðtÞ
kjrþðtÞj2
Xk
j¼0
cjðtÞekajðtÞx: ð5:2Þ
Proof. Since r : C\½1
e
;NÞ-C is one-to-one and analytic, it is clear, that Mx is
deﬁned and analytic on Ok: Moreover for tX1e;
lim
z-t
Im z40
ajðzÞ ¼ rðte
i
2pj
k Þ; j ¼ 1;y; k  1;
rþðtÞ; j ¼ k;
(
¼ ajðtÞ; j ¼ 1;y; k  1;
a0ðtÞ; j ¼ k;
(
and similarly
lim
z-t
Im zo0
ajðzÞ ¼ ajðtÞ; j ¼ 1;y; k:
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Moreover
lim
z-t
Im z40
gjðzÞ ¼
Q
0pcpk1
caj
acðtÞ
acðtÞ  ajðtÞ; j ¼ 1;y; k  1;
Q
0pcpk1
ca0
acðtÞ
acðtÞ  ajðtÞ; j ¼ k;
8>>><>>>:
lim
z-t
Im zo0
gjðzÞ ¼
Y
1pcpk
caj
acðtÞ
acðtÞ  ajðtÞ; j ¼ 1;y; k:
Hence the two limits Mþx ðtÞ and Mx ðtÞ are well deﬁned and by relabeling the kth
term to be the 0th term in case of Mþx ðtÞ one gets:
Mþl ðtÞ ¼
Xk1
j¼0
Y
0pcpk1
caj
acðtÞ
acðtÞ  ajðtÞ
0BB@
1CCAekajðtÞx; ð5:3Þ
Ml ðtÞ ¼
Xk
j¼1
Y
1pcpk
caj
acðtÞ
acðtÞ  ajðtÞ
0BB@
1CCAekajðtÞx: ð5:4Þ
It is clear, that Mxð%zÞ ¼ MxðzÞ; zAOk: Therefore, Ml ðtÞ ¼ Mþl ðtÞ and
Im Mþl ðtÞ ¼
1
2i
ðMþl ðtÞ  Ml ðtÞÞ:
Hence for t41
e
;
Im Mþl ðtÞ ¼
Xk
j¼0
bjðtÞekajðtÞx;
where
b0ðtÞ ¼ 1
2i
Y
1pcpk1
acðtÞ
acðtÞ  a0ðtÞ;
bjðtÞ ¼ 1
2i
a0ðtÞ
a0ðtÞ  ajðtÞ 
akðtÞ
akðtÞ  ajðtÞ
  Y
1pcpk1
caj
acðtÞ
acðtÞ  a0ðtÞ;
bkðtÞ ¼  1
2i
Y
1pcpk1
acðtÞ
acðtÞ  akðtÞ:
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Using (2.15) and the identity
a0ðtÞ
a0ðtÞ  ajðtÞ 
akðtÞ
akðtÞ  ajðtÞ ¼
ajðtÞðakðtÞ  a0ðtÞÞ
ða0ðtÞ  ajðtÞÞðakðtÞ  ajðtÞÞ;
one observes that for all jAf0; 1;y; kg
bjðtÞ ¼ 1
2i
a0ðtÞ  akðtÞ
ka0ðtÞakðtÞ cjðtÞ ¼
Im rþðtÞ
kjrþðtÞj2 cjðtÞ:
This proves (5.2). &
We next prove results analogous to Lemmas 3.3 and 3.4 for kX2:
Lemma 5.2. For every xA½0; 1; there is a unique probability measure nx on ½0; ek; such
that Z ek
0
un dnxðuÞ ¼ knkPk;nðxÞ; nAN0: ð5:5Þ
For lAC\½0; ek; the Cauchy transform of nx is given by
GxðlÞ ¼ 1l
Xk
j¼1
gjðl
1
kÞekajðl
1
kÞx ð5:6Þ
where aj ; gj are given by (4.4) and (4.5) and l
1=k is the principal value of ð ﬃﬃﬃlkp Þ1:
Moreover, the restriction of nx to ð0; ek is absolutely continuous with respect to
Lebesgue measure, and its density is given by
dnxðuÞ
du
¼ u
1
k
1jðu1=kÞ
k
Xk
j¼0
cjðu1=kÞekajðu1=kÞx ð5:7Þ
for uAð0; ekÞ:
Proof. By Theorem 2.5
knkPk;nðxÞ ¼ EDðknkððTkÞTkÞnÞðxÞ ¼ EDðSnkk ÞðxÞ; xA½0; 1:
Moreover sðSkkÞ ¼ sðSkÞk ¼ ½0; ek by (2.10). Hence the existence and uniqueness of
nx can be proved exactly as in Lemma 3.3. From Proposition 4.2, we get that for
jlj4ek; the Stieltjes transform GxðlÞ of nx is given by
GxðlÞ ¼ 1l
XN
n¼1
lnknkPk;nðxÞ ¼ 1l
Xk
j¼1
gjðl
1
kÞekajðl
1
kÞx:
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Let MxðzÞ; zAOk and Mþx ðtÞ; Mx ðtÞ; tX1=e be as in Lemma 5.1. Then it is easy to see
that the function
eMxðzÞ ¼ MxðzÞ; zAOK ;
Mx ðzÞ; zA½1=e;NÞ
(
is a continuous function on the set
x þ iy j xX0;1
ke
pyp0
 
:
Hence, by applying the inverse Stieltjes transform, we get that the restriction of
nx to ð0; ek is absolutely continuous with respect to the Lebesgue measure with
density
hxðuÞ ¼  1p limv-0þ ImðGxðu þ ivÞÞ ¼ 
1
pu
lim
z-u1=k
Im zo0
Im
Xk
j¼1
gjðzÞekajðzÞx
 !
¼  1
pu
Im Mx ðu1=kÞ ¼
1
pu
Im Mþx ðu1=kÞ:
Hence, by Lemma 5.1 we get that for uAð0; ekÞ;
hxðuÞ ¼ 1pu
Imðrþðu1=kÞÞ
kjrþðu1=kÞj2
Xk
j¼0
cjðu1=kÞekajðu1=kÞx:
By (3.11),
jðyÞ ¼ 1
py
Imðrþð1=yÞÞ
jrþð1=yÞj2 ; 0oyoe:
Hence
hxðuÞ ¼ u
1
k
1jðu1=kÞ
k
Xk
j¼0
cjðu1=kÞe kajðu1=kÞx: & ð5:8Þ
Remark 5.3. In order to derive Theorem 2.8 from Lemma 5.2, we will have to prove
nxðf0gÞ ¼ 0 for almost all xA½0; 1 with respect to Lebesgue measure. This is done in
the proof of Lemma 5.4 below. Actually it can be proved that nxðf0gÞ ¼ 0 for all
x40: This can be obtained from the formula
nxðf0gÞ ¼ lim
l-0
lGxðlÞ
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(cf. proof of Lemma 3.4) together with the following asymptotic formula for rðzÞ for
large values of jzj:
rðzÞ ¼ logðzÞ þ logðlogðzÞÞ þ O logðlogjzjÞÞ
log jzj
 
;
where logðzÞ is the principal value of the logarithm. The latter formula can be
obtained from [2, pp. 347–350] using (2.11).
Lemma 5.4. Let n ¼ mD0;Skk be the measure on ½0; 1  ½0; e
k defined in (2.4). Then
n is absolutely continuous with respect to the Lebesgue measure, and its density is
given by
dnðx; uÞ
dx du
¼ hxðuÞ; xAð0; 1Þ; uAð0; ekÞ;
where hxðuÞ is given by (5.8).
Proof. For m; nAN0 we have from Lemma 5.2 and Theorem 2.5 thatZ Z
½0;1½0;ek 
xmun dnðx; uÞ ¼ trðDm0 Sknk Þ ¼ trðDm0 EDðSknk ÞÞ
¼
Z t
0
xmðknkPk;nðxÞÞ dx
¼
Z 1
0
xm
Z ek
e
un dnxðuÞ
 !
dx: ð5:9Þ
Put gðxÞ ¼ nxðf0gÞ; xA½0; 1: From the deﬁnition of nx it is clear that x-nx is a w-
continuous function from ½0; 1 to Probð½0; ekÞ; i.e.
x-
Z ek
0
f ðuÞ dnxðuÞ; xA½0; 1
is continuous for all fACð½0; ekÞ: Put for jAN;
fjðuÞ ¼
j; 0pup1=j;
0; u41=j:
(
Then gðxÞ ¼ limj-Nð
R ek
0 fjðuÞ dnxðuÞÞ; and hence g is a Borel function on ½0; 1:
Putting now m ¼ 0 in (5.9) we get
trðSknk Þ ¼
Z 1
0
Z ek
0
unhxðuÞ du
 !
dx; n ¼ 1; 2;y ð5:10Þ
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and for n ¼ 0 we get
1 ¼
Z 1
0
gðxÞ dx þ
Z 1
0
Z ek
0
hxðuÞ du
 !
dx: ð5:11Þ
Let lAProbð½0; ekÞ be the distribution of Skk : ThenZ ek
0
un dlðuÞ ¼ trðSknk Þ
so by (5.10) and (5.11), lðf0gÞ ¼ R 10 gðxÞ dx and l is absolutely continuous on ð0; ek
with respect to Lebesgue measure, with density u-
R 1
0 hxðuÞ dx; uAð0; ekÞ: However
by (2.9) Skk and ðTTÞk have the same moments. Thus Skk and ðTTÞk have the same
distribution measure. By ([4, Section 8]), kerðTTÞ ¼ kerðTÞ ¼ f0g: Hence lðf0gÞ ¼
0; which implies that gðxÞ ¼ 0 for almost all xA½0; 1: Thus, using (5.9), we have for
all m; nAN0
Z
½0;1½0;ek 
xmun dnðx; uÞ ¼
Z 1
0
xm
Z ek
0
unhxðuÞ du
 !
dx:
Hence by Stone–Weierstrass Theorem, n is absolutely continuous with respect to
two-dimensional Lebesgue measure, and
dnðx; uÞ
dx du
¼ hxðuÞ; xAð0; 1Þ; uAð0; ekÞ: &
Proof of Theorem 2.8 for kX2. Let f ; g be bounded Borel functions on ½0; 1 and
½0; e respectively, and put
g1ðuÞ ¼ gðu1=kÞ; uA½0; ek:
By Lemma 5.4,
trð f ðD0ÞgðSkÞÞ ¼ trð f ðD0Þg1ðSkkÞÞ ¼
Z Z
½0;1½0;ek 
f ðxÞg1ðuÞhxðuÞ dx du
¼
Z Z
½0;1½0;e
f ðxÞgðyÞhxðykÞkyk1 dx dy;
where the last equality is obtained by substituting u ¼ yk; yA½0; e: Hence the
measure mD0;Sk is absolutely continuous with respect to the two-dimensional
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Lebesgue measure, and by (5.8) the density is given by
hxðykÞkyk1 ¼ jðyÞ
XN
j¼0
cj
1
y
 
ekajð
1
y
Þx
for xAð0; 1Þ; yAð0; eÞ: &
6. Proof of Theorem 2.8 ) Theorem 2.2
Lemma 6.1. Let kAN and let a0;y; ak be distinct numbers in C\f0g and put
bj ¼
Yk
c¼0
caj
ac
ac  aj:
Then Xk
j¼0
bja
p
j ¼ 0 p ¼ 1; 2;y; k; ð6:1Þ
Xk
j¼0
bj ¼ 1; ð6:2Þ
Xk
j¼0
bja
1
j ¼
Xk
j¼0
a1j ; ð6:3Þ
Xk
j¼0
bja
2
j ¼
X
0pipjpk
ðaiajÞ1: ð6:4Þ
Proof. By applying Lemma 4.1 to the k þ 1 numbers a0;y; ak; we get (6.1) and
(6.2). Moreover, (6.3) follows from the residue calculus argument in Remark 4.3
(cf. (4.14)), and (6.4) follows by a similar argument. Indeed, letting g be the rational
function
gðsÞ ¼ 1
s3
Yk
c¼0
ac
ac  s
 
; sAC\f0; a0;y; akg;
we have Resðg; ajÞ ¼  1a2
j
Q
caj
ac
acaj ¼ bja2j and Resðg; 0Þ is the coefﬁcient of s2 in
the power-series expansion of
s3gðsÞ ¼
Yk
c¼0
1 s
ac
 1
¼
Yk
c¼0
1þ s
ac
þ s
2
a2c
þ?
 
:
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Hence Resðg; 0Þ ¼P0pipjpk ðaiajÞ1: Since gðsÞ ¼ Oðjsjðkþ4ÞÞ as jsj-N; as in
Remark 4.3 we get
Resðg; 0Þ þ
Xk
j¼0
Resðg; ajÞ ¼ 0:
This proves (6.4). &
Lemma 6.2. Let kAN be fixed and let ajðtÞ; cjðtÞ for tAð1e;NÞ and j ¼ 0;y; k be
defined as in (2.14) and (2.15). Put
Hðx; tÞ ¼
Xk
j¼0
cjðtÞekajðtÞx; xAR; t41=e; ð6:5Þ
mðtÞ ¼ 1
k
Xk
j¼0
ajðtÞ1; ð6:6Þ
vðtÞ ¼ 1
k2
Xk
j¼0
ajðtÞ2: ð6:7Þ
Then Z 1
0
Hðx; tÞ dx ¼ 1: ð6:8Þ
Moreover, if kX2; then Z 1
0
xHðx; tÞ dx ¼ mðtÞ ð6:9Þ
and if kX3; then Z 1
0
x2Hðx; tÞ dx ¼ mðtÞ2 þ vðtÞ: ð6:10Þ
Proof. For a ﬁxed tAð1
e
;NÞ; we will apply Lemma 6.1 to the numbers ajðtÞ;
j ¼ 0;y; k and
bjðtÞ ¼
Y
caj
acðtÞ
acðtÞ  ajðtÞ: ð6:11Þ
Note that by (2.15)
cjðtÞ ¼ kajðtÞbjðtÞ: ð6:12Þ
ARTICLE IN PRESS
K. Dykema, U. Haagerup / Journal of Functional Analysis 209 (2004) 332–366354
Since t is ﬁxed, we will drop the t in ajðtÞ; bjðtÞ and cjðtÞ in the rest of this proof. We
have Z 1
0
Hðx; tÞ dx ¼
Xk
j¼0
cj
kaj
ðekaj  1Þ ¼
Xk
j¼0
bjð1 ekaj Þ: ð6:13Þ
Recall that
a0 ¼ rþðtÞ;
aj ¼ rðtei 2pjk Þ; 1pjpn;
ak ¼ rðtÞ;
8><>:
where tAð1
e
;NÞ: Since rðzÞerðzÞ ¼ z for zAC\½1
e
;NÞ we get in the limit z-t with
Im z40; respectively Im zo0; that also
rþðtÞerþðtÞ ¼ rðtÞerðtÞ ¼ t:
Hence
ðajeaj Þk ¼ tei
2pj
k
 k
¼ tk; j ¼ 0;y; k;
which shows
ekaj ¼ aj
t
 k
; j ¼ 0;y; k: ð6:14Þ
Hence by (6.13), (6.1) and (6.2) we getZ 1
0
Hðx; tÞ dx ¼
Xk
j¼0
bj  1
tk
Xk
j¼0
bja
k
j ¼ 1;
which proves (6.8). Moreover,
Z 1
0
xHðx; tÞ dx ¼
Xk
j¼0
ðkajbjÞ x e
kaj x
kaj
 e
kaj x
ðkajÞ2
" #1
0
:
Using (6.14), (6.1) and (6.3) we getZ 1
0
xHðx; tÞ dx ¼ 1
tk
Xk
j¼0
bja
k
j þ
1
ktk
Xk
j¼0
bja
k1
j 
1
k
Xk
j¼0
bj
aj
¼ 1
k
Xk
j¼0
1
aj
¼ mðtÞ
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provided kX2: This proves (6.9). SimilarlyZ 1
0
x2Hðx; tÞ dx ¼
Xk
j¼0
ðkajbjÞ x2 e
kajx
kaj
2x
ekajx
ðkajÞ2
þ 2 e
kajx
ðkajÞ3
" #1
0
¼  1
tk
Xk
j¼0
bja
k
j þ
2
ktk
Xk
j¼0
bja
k1
k 
2
k2tk
Xk
j¼0
bja
k2
j þ
2
k2
Xk
j¼0
bj
a2j
:
Hence by (6.1) and (6.4), we get for kX3
Z 1
0
x2Hðx; tÞ dx ¼ 2
k2
X
0pipjpk
ðaiajÞ1 ¼ 1
k2
Xk
j¼0
a1j
 !2
þ
Xk
j¼0
a2j
0@ 1A
¼mðtÞ2 þ vðtÞ: &
The functions H; m; v; aj; cj in Lemma 5.2 depend on kAN: Therefore we will in the
rest of this section rename them Hk; mk; vk; akj ; ckj: Let FðyÞ ¼
R y
0 jðuÞ du; yA½0; e as
in Proposition 2.1. Since j is the density of a probability measure on ½0; e; we have
0pFðyÞp1; yA½0; e: ð6:15Þ
Lemma 6.3. For tAð1
e
;NÞ;
lim
k-N
mkðtÞ ¼ F 1
t
 
; ð6:16Þ
lim
k-N
vkðtÞ ¼ 0: ð6:17Þ
Proof.
mkðtÞ ¼ 1
k
Xk
j¼0
akjðtÞ1 ¼ 1
k
Xk
j¼0
f
j
k
  !
;
where f : ½0; 1-C is the continuous function
f ðuÞ ¼
rþðtÞ1; u ¼ 0;
rðtei2puÞ1; 0ouo1;
rðtÞ1; u ¼ 1:
8><>:
Hence
lim
k-N
mkðtÞ ¼ 
Z 1
0
f ðuÞ du ¼  1
2p
Z 2p
0
1
rðteiyÞ dy ¼ 
1
2pi
Z
@Bð0;tÞ
1
zrðzÞ dz: ð6:18Þ
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To evaluate the RHS of (6.18) we apply the residue theorem to compute the integral
of ðzrðzÞÞ1 along the closed path CE; 0oEo1e; which is drawn in Fig. 1.
Since rðzÞa0 when za0 we have
1
2pi
Z
CE
dz
zrðzÞ ¼ Res
1
zrðzÞ; 0
 
and by (3.5), Resð 1
zrðzÞ; 0Þ ¼ 1: Thus, taking the limit E-0þ; we get
1
2pi
Z t
1=e
dt
trþðtÞ þ
Z
@Bð0;tÞ
dz
zrðzÞ þ
Z 1=e
t
dt
trðtÞ
 !
¼ 1:
Since rðtÞ ¼ rþðtÞ; we get by (3.11)
1
2pi
Z
@Bð0;tÞ
dz
zrðzÞ
¼ 1 1
p
Z t
1=e
1
s
Im
1
rþðsÞ
 
ds ¼ 1þ 1
p
Z t
1=e
Im rþðsÞ
sjrþðsÞj2 ds
¼ 1þ
Z t
1=e
1
s2
j
1
s
 
ds ¼ 1þ
Z e
1=t
jðuÞ du
¼ 1þ Fð1Þ  Fð1=tÞ ¼ Fð1=tÞ:
Hence (6.16) follows from (6.18). In the same way we get
vkðtÞ ¼ 1
k2
Xk
j¼0
f
j
k
 2
:
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Hence
lim
k-N
kvkðtÞ ¼
Z 1
0
f ðuÞ2 du;
so in particular
lim
k-N
vkðtÞ ¼ 0: &
Proof of Theorem 2.2. By Lemma 2.4, Theorem 2.8 and (6.5),
jjD0  FðSkÞjj22 ¼
Z Z
½0;1½0;e
jx  FðyÞj2jðyÞHkðx; 1
y
Þ dx dy:
Moreover by (6.8)–(6.10) we have for yAð0; eÞ and kX3;Z 1
0
ðx  FðyÞÞ2Hk x; 1
y
 
dx ¼ vk 1
y
 
þ mk 1
y
 2 !
 2mk 1
y
 
FðyÞ þ FðyÞ2
¼ mk 1
y
 
 FðyÞ
 2
þvk 1
y
 
:
Hence for kX3
jjD0  FðSkÞjj22 ¼
Z e
0
mk
1
y
 
 FðyÞ
 2
þvk 1
y
  !
jðyÞ dy:
Since jðyÞHkðx; 1yÞ is a continuous density function for the probability measure mD0Sk
on ð0; 1Þ  ð0; eÞ; and since jðyÞ40; 0oyoe; we have Hkðx; tÞX0 for all xAð0; 1Þ
and tAð1
e
;NÞ: Thus by (6.8)–(6.10), mkðtÞ and vkðtÞ are the mean and variance of a
probability measure on ð0; 1Þ: In particular 0pmkðtÞp1 and 0pvkðtÞp1 for all
t41=e: Hence by (6.16), (6.17) and Lebesgue’s dominated convergence theorem
lim
k-N
jjD0  FðSkÞjj22 ¼ 0:
Hence D0AW ðTÞ: For 0oto1; the subspace Ht ¼ 1½0;tðD0ÞH is clearly T-
invariant, and since D0AW ðTÞ; Ht is afﬁliated with W ðTÞ: &
7. Hyperinvariant subspaces for T
In this section, we prove Theorem 2.9. The proof relies on the following four
results. Lemma 7.2 is probably well known, but we include a proof for convenience.
Lemma 7.1. For every kAN; jjTkjj ¼ ðe
k
Þk=2:
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Proof. By (2.10), jjTkjj2 ¼ jjðTÞkTkjj ¼ kkjjSkjj ¼ ðe
k
Þk: &
Lemma 7.2. Let ðSlÞlAL be a bounded net of selfadjoint operators on a Hilbert space
H which converges in strong operator topology to the selfadjoint operator SABðHÞ;
and let spðSÞ denote the set of eigenvalues of S: Then for all tAR\spðSÞ; we have
lim
lAL
1ðN;tðSlÞ ¼ 1ðN;tðSÞ; ð7:1Þ
where the limit is in strong operator topology.
Proof. There is a compact interval ½a; b such that sðSlÞD½a; b for all l and
sðSÞD½a; b: Therefore, given a continuous function f : R-R; approximating by
polynomials we get
lim
lAL
fðSlÞ ¼ fðSÞ;
in strong operator topology. Let tAR; let e40 and choose a continuous function
f : R-R such that 0pfp1; fðxÞ ¼ 1 for xpt  e and fðxÞ ¼ 0 for xXt: Then for
every xAH
/1ðN;teðSÞx; xSp/fðSÞx; xS ¼ lim
lAL
/fðSlÞx; xSp lim inf
lAL
/1ðN;tðSlÞx; xS:
Hence taking the limit as eþ; we get
/1ðN;tÞðSÞx; xSp lim inf
lAL
/1ðN;tðSlÞx; xS: ð7:2Þ
Similarly, by using a continuous function c : R-R satisfying cðxÞ ¼ 1 for xpt and
cðxÞ ¼ 0 for xXt þ e; we get
/1ðN;tðSÞx; xSX lim sup
lAL
/1ðN;tðSlÞx; xS: ð7:3Þ
If tespðSÞ; then 1ðN;tÞðSÞ ¼ 1ðN;tðSÞ; and thus by (7.2) and (7.3), we have
lim
lAL
1ðN;tðSlÞ ¼ 1ðN;tðSÞ; ð7:4Þ
with convergence in weak operator topology. However, the weak and strong
operator topologies coincide on the set of projections in BðHÞ: Hence we have
convergence (7.1) in strong operator topology, as desired. &
Proposition 7.3. Let F : ½0; e-½0; 1 be the increasing function defined in Proposition
2.1 and fix tA½0; 1: Let
Lt ¼ xAH j (xkAH; lim
k-N
jjxk  xjj ¼ 0; lim sup
k-N
k
e
jjTkxkjj2=k
 
pt
 
:
Then Lt ¼HFðetÞ:
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Proof. For t ¼ 1; we have by Lemma 7.1 thatL1 ¼H ¼H1 ¼HFðeÞ: Assume now
0pto1; and let xAHFðetÞ ¼ 1½0;FðetÞðD0ÞH ¼ 1½0;etðFðD0ÞÞH: Since spðD0Þ ¼ | and
since F is one-to-one, we also have spðFðD0ÞÞ ¼ |: Hence, by Theorem 2.8 and
Lemma 7.2,
lim
k-N
1½0;etðSkÞx ¼ 1½0;etðFðD0ÞÞx ¼ x:
Let xk ¼ 1½0;etðSkÞx: Then as we just showed, limk-N jjx xkjj ¼ 0: Moreover, since
ðTÞkTk ¼ kkSkk ; we have
jjTkxkjj2 ¼ kk/Skkxk; xkSpkkðetÞkjjxkjj2p
et
k
 k
jjxjj2:
Hence lim supk-N ðke jjTkxkjj2=kÞpt; which provesHFðetÞDLt: To prove the reverse
inclusion, let xALt and choose xkAH such that
lim
k-N
jjxk  xjj ¼ 0; lim sup
k-N
k
e
jjTkxkjj2=k
 
pt: ð7:5Þ
By (2.10), sðSkÞ ¼ ½0; e: Let Ek be the spectral measure of Sk and let
gkðBÞ ¼ /EkðBÞxk; xkS
for every Borel set BD½0; e: Then gk is a ﬁnite Borel measure on ½0; e of total mass
gkð½0; eÞ ¼ jjxkjj2 and for all bounded Borel functions f : ½0; e-C; we have
/f ðSkÞxk; xkS ¼
Z e
0
fdgk: ð7:6Þ
In particular,
/Skkxk; xkS ¼
Z e
0
xkdgkðxÞ:
Let 0oeo1 t: By (7.5), there exists k0AN such that ke jjTkxkjj2=kpt þ e2 for all
kXk0: Thus,Z e
0
xkdgkðxÞ ¼ /Skkxk; xkS ¼ kkjjTkxkjj2p e t þ
e
2
  k
ðkXk0Þ:
Since ð x
eðtþeÞÞkX1 for xA½eðt þ eÞ; e; we have
gkð½eðt þ eÞ; eÞp
Z e
0
x
eðt þ eÞ
 k
dgkðxÞp
t þ e
2
t þ e
 k
jjxkjj2:
Hence, by (7.6),
jj1ðeðtþeÞ;NÞðSkÞxkjj2 ¼ /1ðeðtþeÞ;NÞðSkÞxk; xkSp
t þ e
2
t þ e
 k
jjxkjj2;
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which tends to zero as k-N: Since jjxk  xjj-0 as k-N; we get
lim
k-N
jj1ðeðtþeÞ;NÞðSkÞxjj ¼ 0;
which is equivalent to
lim
k-N
1½0;eðtþeÞðSkÞx ¼ x:
Hence, by Theorem 2.8 and Lemma 7.2,
1½0;FðeðtþeÞÞðD0Þx ¼ 1½0;eðtþeÞðFðD0ÞÞx ¼ x;
i.e. xAHFðeðtþeÞÞ for all eAð0; 1 tÞ: Since
HFðetÞ ¼
\
sAðFðetÞ;1Þ
Hs;
it follows that LtDHFðetÞ; which completes the proof of the proposition. &
Lemma 7.4. Let tAð0; 1Þ and define ðanÞNn¼1 recursively by
a1 ¼ FðetÞ; ð7:7Þ
anþ1 ¼ anF et
an
 
: ð7:8Þ
Then ðanÞNn¼1 is a strictly decreasing sequence in ½0; 1 and limn-N an ¼ t:
Proof. The function x/FðexÞ is a strictly increasing, continuous bijection of ½0; 1
onto itself. By deﬁnition, the restriction of F to ð0; eÞ is differentiable with
continuous derivative
F 0ðxÞ ¼ fðxÞ; xAð0; eÞ;
where f is uniquely determined by
f
sin v
v
expðv cot vÞ
 
¼ 1
p
sin v expðv cot vÞ:
As observed in the proof of [4, Theorem 8.9], the map v/sin v
v
expðv cot vÞ is a strictly
decreasing bijection from ð0; pÞ onto ð0; eÞ: Moreover,
d
dv
ðsin v expðv cot vÞÞ ¼ v
sin v
expðv cot vÞ40
ARTICLE IN PRESS
K. Dykema, U. Haagerup / Journal of Functional Analysis 209 (2004) 332–366 361
for vAð0; pÞ: Hence f is a strictly decreasing function on ð0; eÞ; which implies that F
is strictly convex on ½0; e: Hence
FðexÞ4ð1 xÞFð0Þ þ xFðeÞ ¼ x; xAð0; 1Þ: ð7:9Þ
With tAð0; 1Þ and with ðanÞNn¼1 deﬁned by (7.7) and (7.8), from (7.9) we have a1 ¼
FðetÞAðt; 1Þ: If aAðt; 1Þ and if a0 ¼ aFðet
a
Þ; then clearly a0oa: Moreover, by (7.9),
a0 ¼ aF et
a
 
4a  t
a
¼ t:
Hence ðanÞNn¼1 is a strictly decreasing sequence in ðt; 1Þ and therefore converges. Let
aN ¼ limn-N an: Then by the continuity of F on ½0; e; we have
aN ¼ aNF et
aN
 
:
Hence Fð et
aN
Þ ¼ 1; which implies aN ¼ t: &
Proof of Theorem 2.9. Let T ¼ UTðX ; lÞ be constructed using [4, Section 4], as
described in the introduction. For tA½0; 1; let
Kt ¼ xAH j lim sup
n-N
k
e
jjTkxjj2=k
 
pt
 
: ð7:10Þ
We will show
HtDKtDHFðetÞ; tA½0; 1: ð7:11Þ
The second inclusion in (7.11) follows immediately from Proposition 7.3. The ﬁrst
inclusion is trivial for t ¼ 0; so we can assume t40: Letting Pt ¼ 1½0;tðD0Þ be the
projection onto Ht; from [4, Lemma 4.10] we have
Tt ¼def 1ﬃﬃ
t
p TpHt ¼ PtTPt ¼ UT
1ﬃﬃ
t
p PtXPt; lt
 
; ð7:12Þ
where lt : LN½0; 1-PtLðF2ÞPt is the injective, normal -homomorphism given by
ltð f Þ ¼ lð ftÞ; where
ftðsÞ ¼
f ðs=tÞ if sA½0; t;
0 if sAðt; 1:
(
Therefore, Tt is itself a DTðd0; 1Þ-operator in ðPtMPt; t1tpPtMPtÞ: Hence, by
Lemma 7.1 applied to Tt; we have, for all xAHt;
jjTkxjj ¼ tk=2jjTkt xjjp
te
k
 k=2
jjxjj:
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Therefore, lim supk-N ðkejjTkxjj2=kÞpt and xAKt: This completes the proof of
(7.11).
From (7.11), we have in particular K0 ¼H0 ¼ f0g and K1 ¼H1 ¼H: Let
tAð0; 1Þ and let ðanÞNn¼1 be the sequence deﬁned by Lemma 7.4. We will prove by
induction on n thatKtDHan : By (7.11),KtDHa1 : Let nAN and assumeKtDHan :
Then
Kt ¼ xAHan j lim sup
k-N
k
e
jjTkxjj2=k
 
pt
 
ð7:13Þ
¼ xAHan j lim sup
k-N
k
e
jjTkanxjj2=k
 
p t
an
 
: ð7:14Þ
But the space (7.14) is the analogue ofKt=an for the operator Tan : By (7.11) applied
to the operator Tan ; we have thatKt is contained in the analogue ofHFðet=anÞ for Tan :
Using (7.12) (with an instead of t), we see that this latter space is
lanð1½0;Fðet=anÞÞHan ¼ lð1½0;anFðet=anÞÞHan ¼ lð1½0;anþ1ÞHan ¼Hanþ1 :
Thus KtDHanþ1 and the induction argument is complete.
Now applying Lemma 7.4, we get KtD
TN
n¼1 Han ¼Ht; as desired. &
Appendix A. D-Gaussianity of T ; T
The operator T was deﬁned in [4] as the limit in -moments of upper triangular
Gaussian random matrices, and it was shown in [4] that T can be constructed as
T ¼ UTðX ; lÞ in a von Neumann algebra M equipped with a normal, faithful,
tracial state t; from a semicircular element XAM with tðX Þ ¼ 0 and tðX 2Þ ¼ 1 and
an injective, unital, normal -homomorphism l : LN½0; 1-M such that fXg and
lðLN½0; 1Þ are free with respect to t and t3lð f Þ ¼ R 10 f ðtÞ dt: (See the description in
the introduction and [4, Section 4].) Let D ¼ lðLN½0; 1Þ and let ED : M-D be the
t-preserving conditional expectation onto D:
In [6], it was asserted that T is a generalized circular element with respect to
ED and with a particular variance. It is the purpose of this appendix to provide a
proof.
Lemma A.1. Let fALN½0; 1: Then
EDðTlð f ÞTÞ ¼ lðgÞ; ðA:1Þ
EDðTlð f ÞTÞ ¼ lðhÞ; ðA:2Þ
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EDðTlð f ÞTÞ ¼ 0; ðA:3Þ
EDðTlð f ÞTÞ ¼ 0; ðA:4Þ
where
gðxÞ ¼
Z 1
x
f ðtÞ dt; hðxÞ ¼
Z x
0
f ðtÞ dt: ðA:5Þ
Moreover,
EDðTÞ ¼ 0: ðA:6Þ
Proof. From [4, Section 4], limn-NjjT  Tnjj ¼ 0; where
Tn ¼
X2n1
j¼1
p
j  1
2n
;
j
2n
 
Xp
j
2n
; 1
 
and p½a; b ¼ lð1½a;bÞ: Therefore,
lim
n-N
jjEDðTlð f ÞTÞ  EDðTnlð f ÞTn Þjj ¼ 0:
We have
EDðTnlð f ÞTn Þ ¼
X2n1
j¼1
p
j  1
2n
;
j
2n
 
ED Xp
j
2n
; 1
 
lð f ÞX
 
:
Fixing n and letting a ¼ R 1
j=2n f ðtÞ dt; we have
Xp
j
2n
; 1
 
lð f ÞX ¼ X p j
2n
; 1
 
lðf Þ  a
 
X þ aðX 2  1Þ þ a;
and from this we see that EDðXp½ j2n; 1lð f ÞX Þ is the constant
R 1
j=2n f ðtÞ dt: Therefore,
we get EDðTnlð f ÞTn Þ ¼ lðgnÞ; where
gnðxÞ ¼
R 1
j=2n f ðtÞ dt if
j  1
2n
pxp j
2n
; jAf1;y; 2n  1g;
0 if
2n  1
2n
pxp1:
8><>:
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Letting n-N; we obtain (A.1) with g as in (A.5).
Eqs. (A.2)–(A.4) and (A.6) are obtained similarly. &
Comparing S´niady’s deﬁnition of a generalized circular element (with respect to
D) in [6] with Speicher’s algorithm for passing from D-cummulants toD-moments in
[7, Sections 2.1 and 3.2], we see that an operator SALðF2Þ is generalized circular if
and only if all D-cummulants of order ka2 for the pair ðS; SÞ vanish. Hence S is
generalized circular if and only if the pair ðS; SÞ is D-Gaussian in the sense of
[7, Deﬁnition 4.2.3]. Thus, in order to prove that T has the properties used in [6],
it sufﬁces to prove the following.
Proposition A.2. The distribution of the pair T ; T with respect to ED is a D-Gaussian
distribution with covariance matrix determined by (A.1)–(A.6).
Proof. Take X1; X2;yAM; each a ð0; 1Þ-semicircular element such that
D; ðfXjgÞNj¼1
is a free family of sets of random variables. Then the family
ðW ðD,fXjgÞÞNj¼1
of -subalgebras ofM is free (over D) with respect to ED: Let Tj ¼ UTðXj ; lÞ: Then
each Tj has D-valued -distribution (with respect to ED) the same as T : Therefore,
by Speicher’s D-valued free central limit theorem [7, Theorem 4.2.4], the D-valued -
distribution of T1þ?þTnﬃﬃ
n
p converges as n-N to a D-Gaussian -distribution with the
correct covariance. However, X1þ?þXnﬃﬃ
n
p is a ð0; 1Þ-semicircular element that is free
from D; and
T1 þ?þ Tnﬃﬃﬃ
n
p ¼ UT X1 þ?þ Xnﬃﬃﬃ
n
p ; l
 
:
Thus T1þ?þTnﬃﬃ
n
p itself has the same D-valued -distribution as T : &
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