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Electrodynamics in Skyrmions Merging
Rina TAKASHIMA∗ and Satoshi FUJIMOTO
Department of Physics, Kyoto University, Kyoto 606-8502, Japan
In a recent study the coalescence of magnetic skyrmions was observed in a metallic chiral magnet Fe0.5Co0.5Si when
the skyrmion phase is destroyed, and numerical simulations demonstrated the existence of a monopole at the merging
point of two skyrmion lines. The exchange interaction between such magnetic textures and the conduction electrons can
be described by emergent electromagnetism. In this paper, we investigate the effect of a skyrmions-merging process on
conduction electrons by calculating induced electric currents. Here, in addition to the exchange interactions, we consider
the antisymmetric spin-orbit couplings (SOC) due to broken inversion symmetry, which is an essential ingredient for the
realization of skyrmion texture in the itinerant magnet Fe0.5Co0.5Si. We obtain an adiabatic current which is dissipation-
less, and dissipative currents driven by the effective electromagnetic fields including the effect of SOC. In terms of the
effective fields, a moving monopole at the merging point turns out to be a dyon-like object; i.e. it has both electric charge
and magnetic charge.
1. Introduction
Dynamics of topologically stable objects such as vortices
often induce novel properties in a wide range of phenomena.
In a certain class of superconductors, for example, dynam-
ics of vortices changes the electromagnetic properties. Such
topologically stable objects are also realized in chiral magnets
as magnetic skyrmions. Magnetic skyrmions have been in-
tensively studied both experimentally1–5 and theoretically.6–8
The formation of a lattice of skyrmion lines was observed in
three-dimensional materials such as MnSi1 and Fe1−xCoxSi.3
(See Fig. 1 (a) for an illustration).
Recently a new kind of dynamics was observed when
the skyrmion phase is destroyed in a metallic chiral magnet
Fe0.5Co0.5Si.9 On the surface of the sample, it was observed
that two skyrmions coalesce into one elongated skyrmion,
which implies the existence of a defect of the magnetic tex-
ture because of a nontrivial topology of a skyrmion; a sin-
gle skyrmion cannot be removed by continuous deformation
without any defects. The numerical simulation clarified the
dynamics of spins in a bulk crystal, and found the creation and
motion of a point defect with a non-trivial texture, a hedgehog
monopole, at the merging point. This dynamics of skyrmions
and monopoles is supposed to lead new phenomena.
Skyrmions have attracted attention not only for the topo-
logical stability but also for their interactions with con-
duction electrons. In the presence of strong exchange in-
teraction, topological magnetic textures, such as skyrmions
and monopoles, can be sources of emergent electromagnetic
fields, giving rise to nontrivial Berry curvatures.10, 11 Such
emergent electromagnetic fields act on conduction electrons
just like the electromagnetic field. The topological Hall ef-
fect, for example, is induced by the emergent magnetic field of
skyrmions,12 since a skyrmion carries one quantum of emer-
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gent magnetic flux. Furthermore a hedgehog monopole is re-
garded as a magnetic monopole, i.e., it carries one quantum
of emergent magnetic flux.9
Such emergent electromagnetism in the presence of above
dynamics is expected to be further interesting, especially
when we take into account the antisymmetric spin-orbit cou-
pling (SOC), which leads to the Dzyaloshinskii-Moriya (DM)
interaction13, 14. The DM interaction induces the formation of
skyrmions in chiral magnets such as Fe1−xCoxSi and MnSi. A
recent study showed that DM interactions originate from the
combined effects of the exchange interaction and the antisym-
metric SOC due to broken inversion symmetry of the crystal
structure.15 In general, it is also known that an antisymmet-
ric SOC causes intriguing properties such as an adiabatic cur-
rent and an anomalous velocity.16 Since Fe1−xCoxSi and MnSi
are itinerant magnets, the effect of the antisymmetric SOC on
conduction electrons needs further investigations.
In this paper, we investigate electromagnetic effects on con-
duction electrons induced by skyrmions-merging dynamics
with a monopole as shown in Fig. 1 (b), where the exchange
interactions and antisymmetric SOC are considered. Espe-
cially we calculate the electric current and the effective elec-
tromagnetic fields induced by the above dynamics assumed to
be an adiabatic process. We demonstrate that the above pro-
cess drives an adiabatic current which is dissipationless due to
the antisymmetric SOC. Furthermore in terms of the effective
field we obtained, the moving hedgehog monopole turn out to
be a dyon17-like object; i.e. it has both electric and magnetic
charges. This remarkable property is due to the dynamical ef-
fect; the antisymmetric SOC gives rise to the magnetoelectric
effect.
We note that the effective fields due to antisymmetric SOC,
especially Rashba SOC, under the strong exchange interac-
tion has been studied by several authors.18–20 We emphasize
that the main purpose of this paper is to point out the above-
1
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Fig. 1. (Color online) The illustration of three-dimensional spin fields. The
arrows indicate the directions of the spins, and the curved surface corresponds
to the area where the spins are parallel to the xy plane; i.e. nz = 0. This sur-
face characterizes the profile of skyrmions. (a) The schematic illustration of a
skyrmion lattice in a three-dimensional system. It is translationally invariant
in the z direction. (b) A snapshot of the dynamics of the exchange field in our
model. Two skyrmion lines coalesce into one skyrmion line with a monopole
at the merging point. The monopole moves along the positive z direction,
leading to the coalescence of skyrmions.
mentioned novel effect due to the interplay between the dy-
namics of topological objects and the magnetoelectric effect
raised by the antisymmetric SOC, which has not been re-
ported so far.
The remainder of this paper is organized as follows. In Sect.
2 we will describe the system and derive a dissipationless cur-
rent, which are independent of the relaxation time, by using
the semiclassical theory of a wave packet. In Sect. 3 we calcu-
late the effective electromagnetic field and a dissipative cur-
rents induced by the effective electromagnetic field within the
quasiclassical approximation. In Sect. 4 the obtained effec-
tive fields and currents are evaluated for the process where
two skyrmions merge with a monopole. It is found that the
monopole behaves like a dyon in this process. Finally, we
summarize the results in Sect. 5.
2. Dissipationless current
We consider conduction electrons in a three-dimensional
chiral magnet described by the Hamiltonian
H =
pˆ2
2m
− J M(rˆ, t) · σ + αso g ( pˆ) · σ + vimp(rˆ), (1)
where σ is the vector of Pauli matrices in the spin space. The
second term is the exchange interactions between the conduc-
tion electrons and the exchange field M(rˆ, t) due to the mag-
netization, with the coupling constant J > 0. We assume that
the magnitude of the exchange field is constant and only the
direction varies slowly in space and time; M(rˆ, t) = Mn(rˆ, t)
with n(rˆ, t) = (sin θ cosφ, sin θ sin φ, cos θ). The third term is
the antisymmetric SOC, with αso being the coupling constant,
and gso( pˆ) is the SOC field which arises due to the crystal
structure without inversion symmetry. In the last term, we in-
clude an impurity potential vimp(r), which is assumed to be
isotropic and independent of spins.
In general, gso( pˆ) is given by the average of the operator
pˆ × ∇V(rˆ), where V(rˆ) is a potential due to broken inversion
symmetry, which depends on the detail of the crystal struc-
ture.21 We, here, determine the form of gso( pˆ) from the sym-
metry argument as follows.21, 22 Firstly, g ( pˆ) · σ is required
to be even under a time reversal transformation and to be odd
under a parity transformation; therefore we obtain the condi-
tion, g(− pˆ) = −g( pˆ), by noting that the spin is odd under a
time reversal transformation and even under a parity trans-
formation. Secondly, we assume that g ( pˆ) · σ is invariant
under all the symmetry operations of the point group which
the crystal belongs to. MnSi, Fe0.5Co0.5Si and FeGe, where
skyrmions are experimentally observed, have the cubic space
group P213. The corresponding point group is the tetrahedral
group T , which have neither inversion symmetry nor mirror
symmetry. Assuming that the electron density is low, we just
take the lowest order in p, g( pˆ) = ( pˆx, pˆy, pˆz). This simple
form can give rise to DM interactions which induce a helical
ordered state and a skyrmion lattice state.
In this section we will calculate dissipationless currents
driven by skyrmions-merging dynamics. Since the Hamil-
tonian depends on the exchange field n(rˆ, t), which slowly
varies in space and time, we adopt the semiclassical theory
with wave packet dynamics.23 Wave packet dynamics de-
scribes well such a situation by including Berry curvatures.
Recently Freimuth et al.15 applied this formalism to chiral
magnets, and derived a DM interaction and an electric charge
of skyrmions in a static skyrmion lattice. Here we calculate
electronic current density in a dynamical situation.
We note that the DM interaction, which appears in the free
energy density of the magnetization, is proportional to the
coupling constant αso in Eq. (1), and it can be confirmed by
calculating the free energy density semiclassically using the
Berry curvatures.15 Since the wavelength of a helix or the size
of a skyrmion is linear in the inverse of the DM coefficient,
α−1so can be assumed to be the first order of the characteristic
length of the magnetic texture. Thus, we introduce the char-
acteristic length scale lsk, which is written as
αso =
(
1
kF lsk
)
ǫF
~kF
. (2)
with kF being the Fermi wave number and ǫF being the Fermi
energy; (kF lsk)−1 is given by the ratio of the SOC energy to the
Fermi energy. We also assume that the exchange field n(rˆ, t)
varies with the characteristic length given by lsk. In the fol-
lowing calculation, we consider the case when the coupling
constant J is large and the exchange field varies slowly on
microscopic scales, i.e., we assume the following conditions(
αso~kF
2JM
)
=
(
ǫF
2JM
) ( 1
kF lsk
)
≪ 1, (3)
(
ǫF
2JM
) (
~
ǫF tsk
)
≪ 1, (4)
where tsk is the time scale of the variation of the exchange
field in real time, and 2MJ is the scale of the exchange split-
ting. These conditions allow us to adopt an adiabatic approxi-
2
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mation which assumes that the transitions between two bands
are neglected. In the case without SOC, it corresponds to as-
suming that the spin will follow the direction of the exchange
field locally in space and time. Here SOC field modifies the
direction the spin follows depending on the momentum.
Within the adiabatic approximation, we can construct a
wave packet for each band. We follow a previous work24 for
the construction of wave packets and will not mention the de-
tail here. In the following semiclassical formalism, we calcu-
late the current from the Boltzmann transport equation, and
the effect of the impurity potential can be included as a relax-
ation time approximation. Assuming that the spatial spread of
the wave packet is much smaller than lsk, we can expand the
Hamiltonian around the wave packet center rc as
H ≈ Hc + ∆H, (5)
Hc =
pˆ2
2m
− JMn(rc, t) · σ + αso pˆ · σ, (6)
∆H = −JM
(
∂n(rc, t)
∂rα
· σ
)
(rˆα − rcα), (7)
where we include the spatial variation of the exchange field
as a perturbation ∆H. Since the local Hamiltonian Hc can be
viewed as a homogeneous two level system, its eigenstates are
written as
|ψk+(rc, t)〉 = eik·rc
(
cos Θ2 e
−iΦ
sin Θ2
)
, (8)
|ψk−(rc, t)〉 = eik·rc
(
sin Θ2 e
−iΦ
− cos Θ2
)
, (9)
where Θ and Φ are defined by
h(rc, k, t) ≡ −J M(rc, t) + αso~k, (10)
ˆh(rc, k, t) = h(rc, k, t)|h(rc, k, t)| (11)
≡ (sinΘ cosΦ, sinΘ sinΦ, cosΘ). (12)
Their eigenvalues are given by Hc|ψk±(rc, t)〉 =(
~
2k2
2m ± |h|
)
|ψk±(rc, t)〉. Then using these eigenstates as a
basis, we can construct wave packets, which follow the
equations of motion:
r˙σ =
∂ǫσ
~∂kσ
−Ωkrσ r˙σ −Ωkkσ ˙kσ −Ωktσ , (13)
˙kσ = −
∂ǫσ
~∂rσ
+ Ω
rr
σ r˙σ + Ω
rk
σ
˙kσ +Ωrtσ, (14)
where σ = ± denotes band indices, rσ is the wave packet
center, kσ is the mean wave vector of the wave packet, ǫσ is
the wave packet energy, and a 3 × 3 antisymmetric matrix Ω
and a 3 component vectorΩ are the Berry curvatures defined
in the parameter space (r, k, t).
The Berry curvatures of the unperturbed states, Eqs. (8) and
(9), are given by11, 15
(
Ω
kr
±
)
αβ
= ∓1
2
ˆh ·
(
∂
∂kα
ˆh × ∂
∂rβ
ˆh
)
, (15)
(
Ω
kk
±
)
αβ
= ∓1
2
ˆh ·
(
∂
∂kα
ˆh × ∂
∂kβ
ˆh
)
, (16)
(
Ω
kt
±
)
α
= ∓1
2
ˆh ·
(
∂
∂kα
ˆh × ∂
∂t
ˆh
)
. (17)
Ω
rr
σ ,Ω
rk
σ and Ωrtσ are written in the same way (See Appendix
A for the definitions of Berry curvatures).
Here the perturbation ∆H introduces corrections to the en-
ergy and the eigenstates, thus the above Berry curvatures.
Firstly, the wave packet energy is given by the band energy
of Hc and a correction from ∆H,15, 24 which is written as
ǫ± =
~k2
2m
± |h| + δǫσ, (18)
δǫσ = 〈Wσ|∆H|Wσ〉 = |h|Tr Ωkr− , (19)
where |Wσ〉 is the wave packet constructed from the unper-
turbed state. Note that the value of δǫσ is the same in both
bands. Secondary, ∆H gives the corrections to the above
Berry curvatures, which are one order higher in (kF lsk)−1.23 In
the following, however, we will calculate the dissipationless
current up to the order of (kF lsk)−2 or (kF lsk)−1(ǫF tsk/~)−1, and
the unperturbed Berry curvatures are sufficient in this case.
From now on, we will calculate the induced dissipationless
current, which is independent of the relaxation time. In a re-
laxation time approximation of the Boltzmann equation, such
currents are obtained from the equilibrium distribution func-
tion. Note that dissipative currents flow as a result of the de-
viation from the equilibrium distribution, and we will calcu-
late them in the next section. Using the velocities of the wave
packet center, the dissipationless current density is given by
j(r, t) = e
∑
σ
∫
dkDσ(k, r) f (ǫσ)r˙σ, (20)
where e = −|e| is the electron charge, Dσ(k, x) is the density
of states in phase space, f (ǫ) is the Fermi Dirac distribution
function. In our calculation, the chemical potential is assumed
to be constant in space and time. Berry curvatures modify the
density of states from (2π)−3 as25
Dσ(r, k) = 1(2π)3
√
det
(
Ωσ − J
)
, (21)
where Ωσ and J are 6 × 6 matrices which are given by25
Ωσ =
(
Ω
rr
σ Ω
rk
σ
Ω
kr
σ Ω
kk
σ
)
, (22)
J =
(
0 I
−I 0
)
. (23)
Now we solve Eqs. (13) and (14) for r˙σ, and calculate the
current up to the order we consider. The obtained current is
3
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described by
j(r, t) = −e
∑
σ
∫ dk
(2π)3 f (ǫ
(0)
σ )Ωkt(2)σ , (24)
where
ǫ
(0)
± =
~
2k2
2m
± JM(r, t), (25)
Ω
kt(2)
± = ±
~αso
2JM
(
n(r, t) × ∂
∂t
n(r, t)
)
. (26)
The superscripts (0) and (2) denote the order of (kF lsk)−1 and
(ǫF tsk/~)−1 to show that the Berry curvatures are expanded
in the series of α noting the relation Eq. (2). If we assume
(kBT/ǫF) ≪ 1 and (JM/ǫF ) ≪ 1 with T being the tempera-
ture, we can perform the summation over the bands and obtain
j(r, t) ≈ N(ǫF )e~αso
(
n(r, t) × ∂n(r, t)
∂t
)
, (27)
where N(ǫ) is the density of states defined by N(ǫ) =
(m 32 ǫ 12 )/(√2π2~3). Only the adiabatic current Ωkt remains
within the order we consider, while other Berry curvatures
does not contribute to the result. This adiabatic current is in-
duced by the coupling between antisymmetric SOC and the
time-dependent exchange field.
3. Dissipative current
In the last section, we derived the dissipationless part of the
electric current by using the semiclassical theory: the equa-
tions of motion and the Boltzmann equation. From now we
calculate the dissipative currents within the linear response
against the temporal variance of the exchange field. Here we
need to systematically expand the distribution function in the
series of the derivatives, and thus it is more convenient to use
the quasiclassical approach to the Green function rather than
the Boltzmann equation. Our system in Eq. (1) can be de-
scribed as the following Lagrangian in the second quantized
form:
L = L0 + Hex + Hso, (28)
L0 =
∫
dxc†(x)
(
~
∂
∂τ
− ~
2
2m
∇
2
+ vimp(r)
)
c(x), (29)
Hex = −JM
∫
dxc†(x)n(x) · σc(x), (30)
Hso = αso
∫
dxc†(x)g (−i~∇) · σc(x), (31)
where c†(x) = (c†↑(x), c†↓(x)) is the two-component spinor field
operators for electrons with spin up (↑) and down (↓) along
the z axis, which depend on the four-vector x = (r, τ) with
τ being imaginary time. As described in the last section, Hex
is the exchange interactions, Hso is the antisymmetric SOC
with gso(−i~∇) = (−i~∂x,−i~∂y,−i~∂z). In addition, the same
conditions, Eqs. (3) and (4), are assumed. To simplify the
calculation we first make the spin quantization axis oriented
along n(x) locally,26, 27 and define new spinor field operators
ψ†(x) =
(
ψ
†
+(x), ψ†−(x)
)
, which are written as c(x) = U(x)ψ(x)
and c†(x) = ψ†(x)U†(x), with a 2 × 2 unitary matrix
U(x) = e− 12 iφσz e− 12 iθσy . (32)
U(x) transforms the exchange interactions term in Eq. (30)
as U†(x)n(x) · σU(x) = σz. Thus, ψ†+(x)
(
ψ
†
−(x)
)
denotes the
electrons antiparallel (parallel) to n(x). We then obtain the La-
grangian written in terms of the transformed field ψ(x) and
ψ†(x) as
L0 =
∫
dxψ†(x)
[
~
∂
∂τ
+ ~U†(x) ∂
∂τ
U(x)
+
1
2m
(
−i~∇ − i~U†(x)∇U(x)
)2
+ vimp(r)
]
ψ(x), (33)
Hex = −JM
∫
dxψ†(x)σzψ(x), (34)
Hso = αso
∫
dxψ†(x)
(
U†(x)σU(x)
)
·
(
−i~∇ − i~U†(x)∇U(x)
)
ψ(x).
(35)
Considering that the electrons tend to be parallel or antipar-
allel because of the large exchange coupling, we then ne-
glect the off-diagonal term in the transformed Lagrangian,
which causes the spin-flip transitions between majority and
minority spin states. Here we note that the diagonal part
of i~U†(x)∇U(x) and −~U†(x) ∂
∂τ
U(x) can be written as
eAem(x)σz and eAem0 (x)σz, where e < 0 is the electron charge,
and Aem(x) and Aem0 (x) are defined by
Aem(x) = ~
2e
cos θ∇φ, (36)
Aem0 (x) = i
~
2e
cos θ∂τφ, (37)
respectively. Here Aem(x) and Aem0 (x) are the vector potential
and scalar potential of the effective electromagnetic fields, so-
called emergent electromagnetic fields.10, 11, 28 The emergent
electromagnetic fields can be written as
Eemi (x) ≡
(
− ∂
∂t
Aem(x) + ∇A0em(x)
)
i
= − ~
2e
n · (∂in× ∂tn),
(38)
Bemi (x) ≡ (∇ × Aem(x))i = −
~
4e
ǫi jk n · (∂ jn× ∂k n), (39)
in the real time representation τ → it, where ǫi jk is the an-
tisymmetric unit tensor and the subscript (i, j, k) denotes
the spatial coordinate (x, y, z). These emergent fields are de-
scribed as the nonzero Berry curvaturesΩrr andΩrt, and they
act on electrons in the same manner as the electromagnetic
field. In Appendix B, we demonstrate how Aem(x) and Aem0 (x)
appear in a Lagrangian without SOC. In our case, where SOC
also gives rise to a force on electrons, we will treat it as the
corrections to the emergent electromagnetic fields18, 19 .
After the adiabatic approximation, the Lagrangian is given
4
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by
L =
∫
dxψ†σ(x)
[
~
∂
∂τ
+
1
2m
(
−i~∇ − eqσ
(
Aem(x) − mαso
e
n(x)
))2
−qσJM − eqσAem0 (x) + vimp(r) + V(x)
]
ψσ(x),
(40)
where σ = ±, q+ = −1 (q− = +1) is attributed to the upper
(lower) band, and V(x)/ǫF is of the order of (kF lsk)−2 (See
Appendix C). We will see that V(x) does not contribute to the
final result.
For simplicity, we again introduce field operators with an
additional phase written as ψσ(x) = e− i2 λ(x)qσψ′σ(x), where
λ(x) will be determined later. Based on the above Lagrangian,
we can define two independent Green functions Gσ(x, x′) =
−
〈
Tτψ′σ(x)ψ′†σ (x′)
〉
, which satisfy the Dyson equations
[
−~ ∂
∂τ
− ζσ (x,−i~∇r)
]
Gσ(x, x′)
−
∫
d4yΣσ(x, y)G(y, x′) = δ(x − x′). (41)
Here ζσ (x,−i~∇r) is the single-particle energy operator, and
Σσ(x, y) is the self energy operator due to the impurity poten-
tial.
To investigate the local response of electrons at (r0, τ0)
against spatial and temporal variations of the exchange field,
we consider an area within a radius of k−1F and ~/ǫF from r0
and τ0, respectively. By expanding slowly varying quantities
around the point (r0, τ0), we can treat such variations pertur-
batively. The single particle energy, in semiclassical form, can
be expanded up to the order of (kF lsk)−2 or (kF lsk)−1(ǫF tsk/~)−1
as
ζσ (x, p) = 12m
[
p− eqσAeff (x)
]2 − µσ, (42)
where
A
eff (x) =
[
Aem(x0) − mαso
e
n(x0)
]
+
[
∂
∂rµ
Aem(x0) − mαso
e
∂
∂rµ
n(x0)
]
(rµ − rµ0)
+
[
i∇Aem0 (x0) +
∂
∂τ
Aem(x0) − mαso
e
∂
∂τ
n(x0)
]
(τ − τ0)
(43)
µσ = ǫF + JMqσ − V(x0) (44)
and the subscript µ denotes the spatial coordinate (µ = x, y, z).
In addition, we chose the form of λ(x) so that the effective
scalar potential is zero up to the order we consider. The ex-
plicit form of λ(x) is written in Appendix C.
In the above mentioned area around (r0, τ0), the single-
particle energy operator describes a charged particle moving
in space-time independent electromagnetic fields, which are
written as
E
eff (x0) = Eem(x0) + Eso(x0), (45)
B
eff (x0) = Bem(x0) + Bso(x0), (46)
where the SOC-induced fields are given by
Eso(x) = −mαso|e|
∂
∂t
n(x), (47)
Bso(x) = mαso|e| ∇ × n(x), (48)
in real time, and the emergent fields Eem(x) and Bem(x) are
given by Eqs. (38) and (39). As we can see in Eq. (42),
the effective charge of the particle of each band is given by
eqσ=± = ∓e. Eso(x) and Bso(x) are effective electric and mag-
netic fields, which originate from the antisymmetric SOC,
and they are of the same order in powers of (kF lsk)−1 as the
emergent electromagnetic fields. The emergent electric and
magnetic fields are described by the Berry curvatures Ωrr
and Ωrt because they are due to the adiabatic motion of the
spin, which follows the exchange field. On the other hand, the
SOC-induced fields are not caused by the Berry curvatures;
they are the response against the variance of the exchange
field n(x) in the presence of the antisymmetric SOC.
Here we comment on the SOC-induced electric field.
Eso(x) can be viewed as a magnetoelectric effect21 if we re-
gard n(x) as an effective Zeeman field. The temporal variation
of n(x) gives rise to the change in the spin distribution of con-
duction electrons, and it deforms the Fermi surface because
of antisymmetric SOC, which couples the momentum and the
spin of conduction electrons asymmetrically. Thus the term
proportional to ∂t n(x) act as an electric field.
We can now calculate the electric current by applying the
quasiclassical transport equations derived by Houghton et
al..29 This formalism allows us to derive the linear response
to the effective electric field. The detail of the derivation is
presented in Appendix C, and here we present the final re-
sult. The impurity scattering is treated using the Born approx-
imation, and the quasiparticle lifetime τimp is introduced. As-
suming τimp/tsk ≪ 1 and MJ/ǫF ≪ 1, we obtain the electric
current
j(x) = N(ǫF )
(
2e2JM
m
)
τimpE
eff (x)
− N(ǫF )
(
4e3ǫF
3m2
)
τ2impB
eff (x) × Eeff (x), (49)
with x = (r, t). The first part represents the longitudinal cur-
rent, while the second part the Hall current. Although elec-
trons in the upper and lower bands have the opposite charge,
the lower band electrons have the larger Fermi volume, which
means that their contribution remain in the longitudinal cur-
rent.
5
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4. Evaluations –Skyrmions, monopole and emergent
dyon
In this section, we evaluate the electric current and the ef-
fective electromagnetic fields in a skyrmions-merging pro-
cess. First of all, let us explain how this process occurs in
Fe0.5Co0.5Si. For the detail of the setup, we refer to the pa-
per of Milde et al.9 In Fe0.5Co0.5Si and MnSi, skyrmions
form a two-dimensional triangular lattice which is transla-
tionally invariant in the direction parallel to an applied mag-
netic field (See Fig. 1 (a) for the illustration). In a bulk crys-
tal, such a skyrmion lattice is observed only in a narrow re-
gion of the temperature and magnetic field phase diagram,
which locates just below the critical temperature of the or-
dered phase. When the skyrmion lattice is cooled keeping the
applied field unchanged, however, it survives as a metastable
state over a wide temperature range. Then, well below the
critical temperature, by decreasing the magnetic field, they
observed that neighboring skyrmions coalesce into one elon-
gated skyrmion; the number of skyrmions is reduced. The
driving force of the dynamics originates from the energy dif-
ference between the metastable state and the lower energy
state without skyrmions.
Our study focuses on dynamics of two lines of skyrmions
merge, which was observed in their numerical simulation in-
side a bulk crystal. We consider a three-dimensional model
of n(r, t) which varies in space and time so that it describes a
monopole moves along the positive z direction with a constant
velocity. (See Fig. 1(b) for the illustration)
Here the skyrmion helicity, the spin swirling direction, is
chosen so that it corresponds to the case of αso > 0; they are
related by the sign of the DM interaction. We will only present
the result for αso > 0 here, and comment on the case of αso <
0 later. Our model describes that a hedgehog monopole moves
at a constant speed in the positive z direction, and two lines of
skyrmions coalesce into one skyrmion with a larger radius.
Here two skyrmions get closer as the monopole approaches,
and after the monopole passes through the single skyrmion
does not vary in time. Further detail of this model is presented
in Appendix D.
Here we comment on the topological aspect.9 The integral
of the emergent magnetic field (Eq. (39)), over a closed sur-
face is proportional to the topological invariant, the number of
times the map n(x) covers the unit sphere. By identifying the
boundary of an area, an area can be compactified to a sphere,
closed surface. A hedgehog monopole and a skyrmion are
characterized by this topological number. In our model, a xy
plane above the monopole gives the topological number −2,
which indicates that two quanta of emergent magnetic flux
flows in the negative z direction. On the other hand, a xy plane
below the monopole gives the topological number −1. Thus,
the topological number of a sphere surrounding the monopole
is −1; it is an magnetic anti-monopole of the emergent field
because it absorbs one quantum of emergent magnetic flux.
From now, to investigate the electrodynamics induced by a
moving monopole, we consider a plane right above the point
HaL HbL Adiabatic current
-1 10
Ä HcL scaled Bz
em
-1 10
Ä HdL scaled Ez
so
x
xx
y
y
y
z
x
z = z1
z = z1z = z1
z = z1
Fig. 2. (Color online) (a) A xy plane at z = z1, just above the monopole.
The black dot indicates the position of the monopole, which moves in the
positive z direction with a constant velocity. The current and the fields are
evaluated in this plane. (b) The flow of the in-plane dissipationless current,
the adiabatic current given by Eq. (27). The sizes and the directions of the
arrows indicate the density and the direction of the current respectively. The
dashed line indicates the cross section of the curved surface in (a), which
characterizes the profile of skyrmions. (c) The distribution of the z component
of the emergent magnetic field. The field strength is scaled by the maximum
of the absolute value. (d) The distribution of the z component of the SOC-
induced electric field.
defect, which is described in Fig. 2 (a), at a certain time t = t1.
We define the z coordinate of the plane as z = z1. The distance
of the plane and the point defect is nearly equal to the radius
of a single skyrmion. First of all, we show the in-plane flow
of the dissipationless current, the adiabatic current (Eq. (27))
in Fig. 2 (b). It is driven by the motion of the exchange field
when the centers of the skyrmions move. Approximately, the
direction of the current is the opposite to the velocity of a
skyrmion in the x direction.
Then we calculate the distribution of the effective field
due to the the dynamics, which drive the dissipative currents.
There are two contributions in the effective field in Eqs. (45)
and (46); the emergent electromagnetic field and the field
due to SOC. Let us first consider the emergent electromag-
netic field. As mentioned above, the hedgehog monopole has
a quantized magnetic charge. Fig. 2 (c) describes the concen-
tration of the magnetic flux, which flows into the monopole.
Note that the monopole emits the half of the incoming flux in
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negative z direction. Since the flux is confined in skyrmions,
the distribution of the magnetic field around the monopole is
anisotropic. In addition, from Eqs. (38) and (39) one obtains
the relation
∇ × Eem = −∂B
em
∂t
, (50)
which is the same as the Maxwell-Faraday equation. Thus the
circular electric field occurs in a xy plane as the magnetic
monopole moves in the z direction.
Next we consider the SOC-induced electromagnetic field,
particularly focus on the electric field, which is proportional
to −∂tn. The z component of the electric field has a nonzero
value as shown in Fig. 2 (d), while the x and y components
are zero on average in a xy plane. Furthermore, the electric
field does not exist below the monopole since we assume n(x)
is time-independent after the monopole passes through. Thus
moving monopole can be viewed as emitting nonzero electric
field, and we can regard the moving monopole as having elec-
tric charge of the SOC-induced electric field. Note that this
feature can not be obtained in terms of the the emergent elec-
tric field, Eq. (38). This is the main result of this paper. The
hedgehog monopole can be viewed as having both the electric
charge and the magnetic charge in terms of the effective elec-
tromagnetic field in Eqs. (45) and (46). In other words, the
moving monopole at the merging point of skyrmions behaves
like a dyon for conduction electrons.
We here discuss on the above result that a monopole hlacts
as a dyon-like particle. Firstly, to obtain the result, we assume
that the single skyrmion after coalescing is larger than one be-
fore coalescing, which leads that the time derivative of nz(x)
is negative on average around the merging point. In experi-
ments an elongated skyrmion was observed after coalescence,
and thus the assumption is not model specific. Secondly, we
comment on the effective electric charge density, defined by
ρeff = ∇ · Eeff . As shown in Fig. 3, the positive charge is con-
centrated around the magnetic charge, while far from the point
defect, lower density of negative charge spreads as if it screens
the positive charge around the defect. In this system, the to-
tal effective charge is zero. Nevertheless, since electrons close
to the monopole feel nonzero net electric fields generated by
the charge concentrated in the vicinity of the monopole, as
shown in Fig.3, the monopole behaves like a dyon for nearby
electrons. Thirdly, in the above, we considered a hedgehog
monopole with the topological number −1, which has nega-
tive magnetic charge and positive electric charge. On the other
hand, a hedgehog monopole with the topological number +1
is generated at the same time..9 In this case, the monopole has
positive magnetic charge and negative electric charge. Finally,
the effective electric charge in a monopole in this paper is dis-
tinguished from the charge in a skyrmion studied by Freimuth
et al.15 We define the electric charge using the effective elec-
tric field induced by the dynamical effect, while Freimuth et
al. argued the concentration of the electron density due to the
static effect.
In the merging process, the SOC-induced electric field is
-0.2 0 0.2 0.4 0.6-1
0
1
2
3
4
x
z z
charge density
y = 0
-2 -1 0 1 2-1
0
1
2
3
4
Fig. 3. (Color online) (left) Distribution of the SOC-induced electric field
at the cross section y = 0. The dashed line indicates the profile of skyrmions
projected on the xz plane, and blue arrows show the intensity and the direction
of the SOC-induced electric field. The black dot shows the position of the
point defect, where the magnetic charge exists, and it can be viewed to emit
the electric field. (right) Density of the effective charge per unit height in the z
direction. It is obtained by integrating the charge density over a xy plane, and
scaled values are indicated. The positive electric charge concentrates around
the magnetic charge. Note that the emergent electric field does not contribute
to the charge density.
considered to be weaker than the emergent electric field,
though they are of the same order in (kF lsk)−1. This is be-
cause the spatial variation is larger than l−1
sk around the merg-
ing point of skyrmions. Nevertheless, the directional depen-
dence may allow us to detect the SOC-induced field by mea-
suring the longitudinal current, which is proportional to Eeff .
The SOC-induced electric field is parallel to the positive z
direction, while the emergent electric field has the in-plane
direction, which is circular in a xy plane. Thus, the detec-
tion of the longitudinal current in the z direction is the way
to observe the SOC-induced electric field. However, the exis-
tence of the Hall current, which is proportional to Beff × Eeff ,
renders the problem subtler. The Hall current flows along the
z axis, while there is no net current flowing in a xy plane.
Here, even without SOC, the Hall current in the z direction
flows; i.e. Bem × Eem also contributes to it. In order to dis-
cern the longitudinal current from the Hall current and detect
the SOC-induced electric field, we can use their difference in
the dependence on the relaxation time as shown in Eq. (49).
We also note that the electric currents are detectable when the
monopole moves through the surface of a sample attached to
a lead, since the flowing current charges are almost confined
in a finite region around the moving monopole.
So far we have shown the result for αso > 0. On the other
hand, for αso < 0 we consider the skyrmions with the oppo-
site helicity because of the opposite sign of the DM interac-
tion. In this case, the induced in-plane adiabatic current is the
same, but the z component of the SOC-induced electric field
has the opposite sign. Thus the sign of the electric charge of
a monopole is the opposite, while the magnetic charge is the
same because the emergent electromagnetic fields are inde-
pendent of the SOC. The sign of a DM interaction is known
7
J. Phys. Soc. Jpn. FULL PAPERS
to be changed by the chirality of the crystal, which can be dif-
ferent in crystal domains.30 This fact is supposed to give the
variation of the property of a ’dyon’.
5. Summary
In this paper, we have investigated the electric currents and
the effective electromagnetic field induced by the adiabatic
dynamics of two skyrmions merging in a chiral magnet. By
taking into account the antisymmetric SOC, we have obtained
two types of contributions to the electric current: a dissipa-
tionless current; and a dissipative currents driven by the ef-
fective electromagnetic fields. The flow of the dissipationless
current, an adiabatic current, and the spatial distribution of the
effective field were evaluated in the above dynamics, and in
terms of the effective electromagnetic fields the monopole at
the merging point of two skyrmions turned out to be a dyon-
like object. Our work has pointed out novel properties due
to the interplay between the antisymmetric SOC and the dy-
namics of topological objects, skyrmions and a monopole. We
expect that such properties also provide the controllability of
the topological objects.
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Appendix A: Berry curvatures and wave packets
In Appendix A, we indicate the definitions of the Berry curvatures following Xiao et. al..11 Firstly, we derive the Berry
curvatures for unperturbed states, Eqs. (8) and (9). We rewrite the eigenstates as
|ψkσ(r, t)〉 ≡ eik·rc |uσ〉, (A·1)
where σ = ± denotes the band index and |uσ〉 depends on (k, r, t). Their Berry connections A are defined by
A
k
σ = 〈uσ|
∂
∂k |uσ〉, (A·2)
A
r
σ = 〈uσ|
∂
∂r
|uσ〉, (A·3)
Atσ = 〈uσ|
∂
∂t
|uσ〉, (A·4)
Then the Berry curvatures are given by, for example,
(
Ω
kr
)
αβ
=
∂
∂kα
Arβ −
∂
∂rβ
Arα, (A·5)
(
Ω
kk
)
αβ
=
∂
∂kα
Akβ −
∂
∂kβ
Akα, (A·6)
(
Ω
kt
)
α
=
∂
∂kα
At − ∂
∂t
Akα. (A·7)
Ω
rr,Ωrk andΩkt are defined in the same way. The straightforward calculations lead to Eqs. (15) − (17).
Appendix B: Emergent electromagnetic fields
Here, we show emergent electromagnetic fields without SOC.10, 11 We consider a Lagrangian L′ = L0 −Hex, which is written
as
L′ =
∫
dxc†(x)
(
~
∂
∂τ
− ~
2
2m
∇
2 − J M(x) · σ + vimp(x)
)
c(x), (B·1)
by using Eqs. (29) and (30). We then rewrite the Lagrangian using ψ(x) = U†(x)c(x) as
L′ =
∫
dxψ†(x)
[
~
∂
∂τ
+
1
2m
(
−i~∇ − i~U†(x)∇U(x)
)2 − JMσz + ~U†(x) ∂
∂τ
U(x) + vimp(x)
]
ψ(x). (B·2)
We neglect the off-diagonal term which causes spin-flip transitions considering the exchange splitting is large. Thus the La-
grangian is
L′ =
∫
dxψ†(x)
[
~
∂
∂τ
+
1
2m
(−i~∇ − eAem(x)σz)2 − JMσz − eAem0 (x)σz + vimp(x) + V′(x)
]
ψ(x), (B·3)
=
∫
dxψ†σ(x)
[
~
∂
∂τ
+
1
2m
(−i~∇ − eqσAem(x))2 − qσJM − eqσAem0 (x) + vimp(x) + V′(x)
]
ψσ(x), (B·4)
where the potential V′(x) = ~28m
(
(∇θ)2 + (∇φ)2
)
results from
(
i~U†∇U
)2
. From Eq. (B·4) we can interpret Aem and Aem0 (x) as
the vector and scalar potential of the emergent electromagnetic fields given by Eqs. (38) and (39).
Appendix C: Quasiclassical calculations for the dissipative currents
In Appendix B, we give the detail of the calculation in Sect. 3. We begin with the Lagrangian in Eq. (40)
L = −
∫
dxψ†σ(x)
[
~
∂
∂τ
+
1
2m
(
−i~∇ − eqσ
(
Aem(x) − mαso
e
n(x)
))2
− qσJM − eqσAem0 (x) + vimp(x) + V(x)
]
ψσ(x), (C·1)
where the potential V(x) is given by
V(x) =
[
−m
2
α2so + eαson(x) · Aem(x) + αso
~
2
(
sin φ∂xθ − cos φ∂yθ − ∂zφ
)
+
~
2
8m
(
(∇θ)2 + (∇φ)2
)]
. (C·2)
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We then express the Lagrangian using ψ′σ(x) = e
i
2 λ(x)qσψσ(x) as
L =
∫
dxψ′†σ(x)
~ ∂∂τ +
1
2m
(
−i~∇ − eqσ
(
Aem(x) + ~
2e
∇λ(x) − mαso
e
n(x)
))2
−qσJM − eqσ
(
Aem0 (x) + i
~
2e
∂
∂τ
λ(x)
)
+ vimp(x) + V(x)
]
ψ′σ(x). (C·3)
Based on the Lagrangian, we write the Dyson equation for Gσ(x, x′) = −
〈
Tτψσ(x)ψ†σ(x′)
〉
,
[
−~ ∂
∂τ
− ζσ (x,−i~∇x)
]
Gσ(x, x′) −
∫
d4yΣ(x, y)σGσ(y, x′) = δ(x − x′), (C·4)
where the one particle energy is given by
ζσ (x,−i~∇) = 12m
(
−i~∇ − eqσ
(
Aem(x) + ~
2e
∇λ(x) − mαso
e
n(x)
))2
− qσJM − eqσ
(
Aem0 (x) + i
~
2e
∂
∂τ
λ(x)
)
+ vimp(x) + V(x) − ǫF
(C·5)
In the following we do not the take summation over repeated σ. To investigate the local response to the variations of the
exchange field, we expand ζσ (x,−i~∇x) around a point x0 as described in Sect. 2. Here we choose λ so that it satisfies
i
~
2e
∂
∂τ
λ(x) = −Aem0 (x0) − ∇Aem0 (x0) · (x − x0) −
∂
∂τ
Aem0 (x0)(τ − τ0), (C·6)
~
2e∇λ(x) = i∇A
em
0 (x0)(τ − τ0). (C·7)
We then obtain the one particle energy in Eq. (42). From these Dyson equations, we calculate the electric currents using
quasiclassical transport equations derived by Houghton et al.29 For the detail of the formalism we refer to Houghton et al., and
we here present how to apply the formalism to our case. We introduce the Wigner transformation of the Green function,
Gσ(p, R; τ, τ′) ≡
∫
drGσ
(
R +
r
2
, R − r
2
; τ, τ′
)
e−i
p
~
·r, (C·8)
where R = (x+ x′)/2 and r = x− x′ are center of mass and relative coordinates, respectively. For a local operator we introduce
the circle product, which is written by∫
drζσ(−i~∇x, x, τ)Gσ(x, x′)e− i~ p·r = exp
[
i~
2
(∇p2∇R1 − ∇p1∇R2 )
]
ζσ(p1, R1, τ) G(p2, R2, τ, τ′)
∣∣∣R1=R2=R
p1=p2=p′
≡ ζσ (p, R, τ) ◦Gσ(p, R; τ, τ′), (C·9)∫
dr
∫
dyΣσ(x, y)Gσ(y, x′)e− i~ p·r =
∫
dτ1 exp
[
i~
2
(∇p2∇R1 − ∇p1∇R2 )
]
Σσ(p1, R1, τ) G(p2, R2, τ, τ′)
∣∣∣R1=R2=R
p1=p2=p′
≡
∫
dτ1Σσ(p, R; τ, τ1) ◦Gσ(p, R; τ1, τ′). (C·10)
Using the above relation we can write the Dyson equation as
− ∂
∂τ
Gσ(p, R; τ, τ′) − ζσ(p, R, τ) ◦Gσ(p, R; τ, τ′) −
∫
dτ1Σσ(p, R; τ, τ1) ◦Gσ(p, R; τ1, τ′) = δ(τ − τ′). (C·11)
We can also write the Dyson equation in the form
∂
∂τ′
Gσ(p, R; τ, τ′) −Gσ(p, R; τ, τ′) ◦ ζσ(p, R, τ′) −
∫
dτ1Gσ(p, R; τ, τ1) ◦ Σσ(p, R; τ1, τ′) = δ(τ − τ′), (C·12)
which has the same physical information as Eq. (C·11). The single particle energy in Eq. (42) can be rewritten up to the second
order of as
ζσ(p, R, τ) = 12m (p− eqσ(a + u(R) + T(τ)))
2 − µσ, (C·13)
where
a ≡ Aem(x0) − mαso
e
n(x0), (C·14)
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u(R) ≡
[
∂
∂xµ
Aem(x0) − mαso
e
∂
∂xµ
n(x0)
]
(Rµ − xµ0), (C·15)
T(τ) ≡
[
i∇Aem0 (x0) +
∂
∂τ
Aem(x0) − mαso
e
∂
∂τ
n(x0)
]
(τ − τ0), (C·16)
≈ Tme−iωm(τ−τ0), (C·17)
with µ = x, y, z. Here, to simplify the calculation, we introduced Tm, and ωm which is of the order of 1/τsk. We now subtract
Eq. (C·12) from Eq. (C·11), integrate it over the quasiparticle energy ζσ, and expand in powers of the spatial gradient. Then the
obtained equation is written as[
ivσ(s) · ∇R + ieqσvσα(s)
(
∂uα(R)
∂Rβ
− ∂uβ(R)
∂Rα
)
∂si
∂pβ
∂
∂si
+ iωn − iω′n
]
gσ(s, R;ωn, ω′n) − T
∑
ωk
[σσ(s, R;ωn, ωk)gσ(s, R;ωk, ω′n)
− gσ(s, R;ωn, ωk)σσ(s, R;ωk, ω′n)] + eqσvσ(s) · Tm[gσ(s, R;ωn − ωm, ω′n) − gσ(s, R;ωn, ω′n + ωm)] = 0.
(C·18)
Here we change the variables (p, R) to (s, ζσ, R) with s being a parametrization of the Fermi surface, and introduce a quasi-
classical propagator
gσ(s, R; τ, τ′) ≡ 1
π
∫
dζGσ(p, R; τ, τ′). (C·19)
In addition, we transform it to the fermionic frequencies ωn = (2n + 1)πT ,
gσ(s, R; τ, τ′) = T 2
∑
n,n′
gσ(s, R;ωn, ω′n) exp(−iωn(τ − τ0) + iω′n(τ′ − τ0)). (C·20)
The Fermi velocity v(s) is defined as
∂ζσ
∂p
∣∣∣∣∣
p=pF
≈
√
2(ǫF + JMqσ)
m
pF − eqσa
|pF − eqσa|
≡ vσ(s),
(C·21)
and in the following we assume a spherical Fermi surface; vσ ≡ vσ(sinΘ cosΦ, sinΘ sinΦ, cosΘ) with Θ and Φ being the pa-
rameterizations of the Fermi surface. The self energy is approximated by the value at |p| = pF , and defined by σσ(s, R;ωn, ω′n).
We here use the Born approximation to deal with the isotropic impurity scattering, thus the self energy is written as
σσ(ωn) = 12τimp
∫
ds2gσ, (C·22)
where τimp is the quasiparticle lifetime.
To calculate the electric current within the linear response, we separate the integrated Green function as
gσ(s, R;ωn, ω′n) = g(0)σ (ωn)
1
T
δn,n′ + g(1)σ (s, R;ωn, ωn − ωm)
1
T
δn−n′ ,m, (C·23)
where g(0)(ωn) is the unperturbed Green function and g(1)(s, R;ωn, ωn − ωm) is the first order part in Tm. Using the above
separation, the electric current is given by
j(R) =
∑
σ=±
∑
ωn
πN(µσ)eT
∫
ds2vσ(s)g(1)σ (s, R;ωn, ωn − ωm), (C·24)
where N(ǫ) is the density of states and the sum over σ indicates including the contributions of the majority and minority bands.
We assume that ǫFτimp
~
(kF lsk)−2 ≪ 1, which corresponds to the ωcτimp ≪ 1 where ωc is the cyclotron frequency of the field
∇ × u(R). We then calculate perturbatively and obtain
j(R) = −e
2
3
∑
σ=±
N(µσ)qσv2σTm
ωm
ωm + 1/τimp
+
e3
3m
∑
σ=±
N(µσ)v2σ (∇ × u(R)) × Tm
ωm
(ωm + 1/τimp)2 , (C·25)
≈ −N(ǫF )2e
2JM
m
Tm
ωm
ωm + 1/τimp
+ N(ǫF )4e
3ǫF
3m2
(∇ × u(R)) × Tm ωm(ωm + 1/τimp)2 , (C·26)
where we used that JM/ǫF ≪ 1.
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In the case of τimp/τsk ≪ 1, we take the dc-limit, perform analytical continuation, and then obtain
j(x, t) = N(ǫF )
(
2e2JM
m
)
τimp
[
Eem(x0) − mαso|e|
∂
∂t
n(x0)
]
− N(ǫF )
(
4e3ǫF
3m2
)
τ2imp
[
Bem(x0) + mαso|e| ∇ × n(x0)
]
×
[
Eem(x0) − mαso|e|
∂
∂t
n(x0)
]
,
= N(ǫF )
(
2e2JM
m
)
τimpE
eff (x0) − N(ǫF )
(
4e3ǫF
3m2
)
τ2impB
eff (x0) × Eeff (x0), (C·27)
which is applicable at points x = (x, t) located within a range of (k−1F , ~/ǫF) from x0 = (x0, t0). By evaluating at any selected
point, we obtain Eq. (49).
Appendix D: The model of a skyrmions-merging process
In Appendix D, we show the detail of the model for the exchange field. For the configuration of skyrmions, we have used a
soliton solution of the O(3) nonlinear sigma model in two-dimensional space17 whose Lagrangian density is given by
L = 1
2
∂αn(r) · ∂αn(r). (D·1)
Here |n(r)|2 = 1 and α = x, y. We can rewrite n(r) by using a complex scalar field u(r) as
n(r) = 1
1 + |u|2 (1 u
∗)σ
(
1
u
)
. (D·2)
Here we introduce a topological number for a xy plane as
Nsk =
∫
d2x 1
4π
n · (∂xn× ∂yn). (D·3)
We can define a topological number obtained by integration over S 2 as well. The configuration of a skyrmion is a saddle-point
solution in Eq. (D·1), and one skyrmion state with skyrmion number −1 can be decribed as
u =
Reiγ
(x − iy) − (xc − iyc) , (D·4)
where (xc, yc) is the center of the skyrmion, R is the length scale of the skyrmion radius, γ is the skyrmion helicity, and the
boundary condition is given as n(|r| → ∞) = (0, 0, 1)T. In our three-dimensional model, we consider the following field written
in terms of u as
u =
Reiγ
(x − iy) − w(z − vmt) +
Reiγ
(x − iy) + w(z − vmt) , (D·5)
where vm is the velocity of a monopole and 2w(z − vmt) is the distance between the two skyrmions. Here we assumed that
w(Z) ∝ tanh Z for Z > 0, and w(Z) = 0 for Z = 0 for simplicity. The skyrmion number evaluated in a xy plane above the
monopole is −2, while the number evaluated in a xy plane below the monopole is −1, as indicated in Fig. D · 1. Except for
the change in the distance around the merging point, we assume the homogeneous structure in the z direction. There is a point
defect at the point x = y = 0 and z − vmt = 0 ,where nz is discontinuous, and the surrounding configuration is topologically
non-trivial; it is a hedgehog monopole.
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Fig. D·1. (Color online) The spin configuration of the exchange field in our model at a certain time. The arrows indicate the
direction of the in-plane component of spins, and the color indicates the normal component to each plane shown in the left
figure. The planes (a) and (b) locate above the merging point, and the skyrmion number (written as Nsk) over each plane is −2.
On the other hand, the plane (c) locates below the merging point and Nsk = −1 over the plane.
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