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A finite state sequential decision process (sdp) is a model which is able to 
represent a wide variety of combinatorial optimization problems. Four known 
and two new algorithms for obtaining optimal policies of three subclasses of 
sdp’s, r-lmsdp, r-pmsdp, and r-psmsdp, are considered, and their optimality 
in the sense of minimizing the number of evaluations of cost functions associated 
with state transitions is proved. 
1. INTRODUCTION 
A finite sequential decision process (sdp) is a finite state model that is a 
finite automaton (discussed in the automata theory) with a cost function 
associated with each state transition. An optimal policy is a sequence of 
decisions (inputs) which sends the automaton into one of the final states 
with the minimum cost. 
This model was first proposed by Karp and Held [6] to represent a wide 
variety of combinatorial optimization problems in a unified form. Thus, an 
algorithm to obtain an optimal policy of an sdp would be used as an algorithm 
for such optimization problems. Unfortunately, it was shown in [5] that there 
exists no algorithm (in the sense of the theory of computation) to obtain an 
optimal policy of an arbitrarily given sdp. However, there do exist algorithms 
for optimal policies if we restrict our consideration to certain subclasses of 
sdp’s. Three such subclasses, called r-lmsdp, r-pmsdp, and r-smsdp (see 
Section 2 for their definitions), were introduced in [4] and their algorithms 
based on the dynamic programming of Bellman were proposed. 
In this paper, we show that (i) the algorithms to obtain a single optimal 
policy and all optimal policies of an r-lmsdp proposed in [4] are optimal in 
the sense that they minimize the number of evaluations of cost functions, 
and (ii) the algorithm to obtain a single optimal policy of an r-pmsdp, 
proposed in [4], is also optimal. Furthermore, (iii) we give an algorithm 
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to obtain all optimal policies of an r-pmsdp, which is a slight modification 
of the one proposed in [4], and show it is “almost” optimal, and (iv) we give 
algorithms to obtain a single optimal policy and all optimal policies of an sdp 
which is not only an r-pmsdp but also an r-smsdp, and show they are optimal. 
The optimality of the algorithm for an r-smsdp proposed in [4] is still an 
open problem. (This is closely related to the optimality of O(n3)-algorithm 
for the shortest path of a directed graph containing negative arcs.) 
2. DEFINITIONS 
Let M = (Q, Z’, qO , A, QF) be a jinzte automaton (fa), where Q is a finite 
nonempty set of states; Z is a finite nonempty set of decisions (input alphabet); 
q,, E Q is an initial state; h: Q x Z + Q is a state transition function; and 
QF C Q is a set of final states. 
A finite sequence of decisions is called a policy. E* denotes the set of all 
policies (strings) including the null policy E. h is extended to Q >! Z* +Q 
in the obvious manner. For s E z*, the notation x(x) -= X(q,, .x) is used for 
convenience. F(M) .= {X 1 X(X) E QF} IS t h e set of policies accepted by M. 
A sequential decision process (sdp) 17 is a system (M, h, &,), where M is an 
fa; h: E x Q x Z -+ Q is a cost function; and &, E E is an initial cost value of 
state qO . E is the set of real numbers. h can be extended to E x Q x Z* + E 
by 
(Vt E E) (Vq E Q) (Vx E Z*) (Vu E 2) (h(5, q, l ) = 5 A h(5, q, xa) 
= J-W!, q, 4, A(q, 4 a)). 
The notation h(x) 3 A(&, , qu , 1 ) ~ is used. The set of ,feasible policies of Ii’ is 
given by F(n) = F(M). A policy x E .Z* is optima2 in 17 if 
holds. O(n) denotes the set of optimal policies of 17. 
An sdp II = (M, h, 5,) is a recursive-sdp (r-sdp) if h is restricted to 
2 x Q x ,I? + 2, to satisfies &, E 2, and h is a partial recursive function1 with 
dam(h) 3 Ln , where Z is the set of integers and 
LIZ = Wd, w, 4 I xEz*,aEz~(CZ XQ x Z), 
i.e., K: JY* ---f Z is a total recursive function. 
1 See [4, 51 for the precise definition. 
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If h of an r-sdp 17 = (M, h, &,) satisfies 
h is called monotone and II a monotone r-sdp (r-msdp). It was proved in [5] 
that there exists no algorithm to obtain an optimal policy of an arbitrarily 
given r-sdp (or r-msdp) l7. 
Now three subclasses of r-msdp’s are introduced. Let n = (ill, h, 5,) be an 
r-msdp. n is a loop-free r-msdp (r-lmsdp) if 1 F(n)1 is finite2. h of fl is 
positively monotone and 17 is a positively monotone r-sdp (r-pmsdp), if h 
satisfies 
O’t E 2) 0% E 8) (Va E 4 (45, q, 4 3 5) 
in addition to that h is monotone. h of I7 is strictly monotone and 17 is strictly 
monotone r-sdp (r-smsdp), if h satisfies 
(v& E 2) (vt, E 2) (b E C?) (Va E 2:) (5, < 52 * h(& , q, a) < h(5,, q, a)). 
If I7 is not only an r-pmsdp but also an r-smsdp, I7 is positively and strictly 
monotone r-sdp (r-psmsdp). 
In [4], six algorithms for a single optimal policy and all optimal policies of 
r-lmsdp, r-pmsdp and r-smsdp were given. 
In the rest of this paper, we will discuss the optimality of these and some 
new algorithms. It is assumed that each algorithm gains all information on 
cost function h either through the evaluations of h(.$, q, a) or through the 
fact that h belongs to a certain known class (such as the class of positively 
monotone functions). Thus, for example, h(i, q, CZ) = K can be concluded 
without evaluating it, if h(i - 1, q, a) = k, h(i + 1, q, a) = k were already 
known and h is monotone. However, it is not possible to know h(i, q, a) 
without actually evaluating it, if only h(i - 1, q, a) = K is known at this 
point. 
The complexity of an algorithm A applied to 17 is measured by the number 
of evaluations of h([, q, a), denoted NA(n), required to complete the computa- 
tion. Although the measure NA(IT) neglects other work such as the mani- 
pulation of the evaluated data h([, q, a), it would nevertheless represent an 
essential part of the entire computation, which is independent of its data 
structures. It is especially so when an evaluation of h(t, q, a) is a rather 
complex work compared with others. 
2 For a set A, 1 A 1 denotes the cardinality of A. 
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3. OPTIMALITY OF ALGORITHMS FOR AN r-lmsdp 
Algorithms to obtain a single optimal policy and all optimal policies of an 
r-lmsdp n were given in [4, Sect. 61. Denote these by Algorithm Al and 
Algorithm B, , respectively. It was shown in [4, Corollary 6.21 that 
holds for any r-lmsdp L7 = (M(Q, Z, q0 , h, QF), h, &,), where qd denotes 
the “dead state” such that (Vu E 2) (h(q, , a) = qd)B. 
Before proving that A, and Br are optimal, we first show the following two 
lemmas which will be used frequently throughout this paper. (In fact, all 
optimality proofs except Theorem 6.1 will be done by means of these lemmas 
only.) 
LEMMA 3.1. Let L7 = (M, h, 6,) be an r-sdp in some class (such us the 
class of r-lmsdp’s). Assume there exists h = (M, A, &,) in the same class such 
that 
@‘, q’, a’> # W’, q’, a’) 
but A([, q, a) = h(t, q, a) for other (et q, u) EL, (defined in Section 2) and 
O(h) # wo. 
Then any algorithm to obtain O(n) (.. z e., all optimal policies) must evaluate 
NE’, 4, a’). 
Proof. Without evaluating h(e, q’, a’), it is not possible to distinguish Iir 
from h (i.e., it is not possible to know h([‘, q’, a’)) since h belongs to the 
same class as 17. (Note that the algorithm under consideration knows 
h(r, q’, e’) only by evaluating it or by the fact that h belongs to the 
class.) Since O(n) # O(h), O(n) cannot be obtained without evaluating 
45, q’, a’). Q.E.D. 
LEMMA 3.2. Let II = (M, h, 6,) with O(l7) # o be an r-sdp in some class. 
Assume that there exist h = (M, h, &,) and l? = (M, 6, &,) in the same class 
such that 
@‘, q’, a’) f @‘, q’, a’) 
A(& q> 4 = &ii qt4 for other (f, q, a) EJL 
&f’, q’, a’) # W’, q’, a’) 
&, q> 4 = W, q, 4, for other (E, q, a) E&T 
and 
o(h) n o(h) = 0. 
3 It is possible to assume without loss of generality that any r-lmsdp 17 has exactly 
one dead state [4]. 
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Then any algorithm to obtain x E O(l7) (i.e., a single optimal policy) must 
evaluate II(~, q’, a’). 
Proof. By the same reasoning as in Lemma 3.1, it is not possible to 
distinguish n from either fi or n. Since O(n) n O(R) = 0, it is impossible 
to conclude x E O(n) without evaluating h([‘, q’, a’). Q.E.D. 
Now we turn to the optimality of A, and B, . 
THEOREM 3.3. Algorithm A, to obtain a single optimalpolicy of an r-lmsdp 
is optimal in the following sense. For any n = / Q 1 (>I), m = 1 Q - QF - {qd}l 
where 0 < m ,< n - 2, p = 1 Z 1 (32), and for any algorithm A to obtain a 
single optimal policy of an r-lmsdp, there exists an r-lmsdp 
I-I= (WQ, z, qo , A, QF)> h, to) 
such that 
where qd is the dead state of Il. 
Proof. Let 
be defined byQ = {qo, q1 ,..., 44, where h-l = qd; z = {a,, a, ,., 
qq, , a) = 4j 3 j = min[i f 1, n - 11, for a E Z, 0 ,( i < n 
QF = hzn, 1 qm+l ,..., qn-A; 
h(t,q, a) = E for (5, q, a) E 2 x Q x 2; 
!724 ; 
1; 
and to = 0 (see Fig. 1). Obviously” O(1T) = Zm(Zo u Z1 u ... u 2Pm-Z). 
(We assume n > 2. For n = 1, n consists of only state qnpl , the dead state. 
In this case, O(n) = o and this theorem is trivially true.) 
oqp--w--m 1 
FIG. 1. State transition diagram of r-lmsdp II in the proof of Theorem 3.3. 
(Double circles indicate final states.) 
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Now for each (& , q’, a’) with h(q’, a’) # qa , define two r-lmsdp’s 
fr = (M, h, &,) and 17 = (M, h, &) as follows. 
&to 7 !I’, a’) = No, 4’9 a’> - 1 (= to - 1) 
46 494 = w, q> 4 for other (5, 4, a) E 2 x Q x Z 
4!& > q’, a’) = 450 > 9’9 4 + 1 (- to + 1) 
4t, 4, a> = 45% q, 4 for other (5, q, a) E 2 x Q x Z. 
Let q’ = qr where 0 < i < n - 3. Then 
O&r) = p{u'} p-i-y~o" 21" . . . " p-m-2) if O<i<m-1 
= p{u'> (20" 21" . . . " p-i-3) if m<i<n-3 
O(D) = o(n) - o(n) 
hold obviously. Since O(Pr)r\ O(n) = 0, it is required to evaluate h(to, q’, a’) 
for each (q’, a’) such that A(q’, a’) # qd (see Lemma 3.2).Thus, we obtain 
Q.E.D. 
THEOREM 3.4. Algorithm B, to obtain all optimal policies of an r-lmsdp 
is optimal in thefollowing sense. For any n = 1 Q I (>l), m = ) Q - QF - {qd}j 
where 0 < m < n - 2, p = I Z ( (>2), and for any algorithm B to obtain all 
optimal policies of an r-lmsdp, there exists an r-lmsdp 
such that 
17 = (WQ, 2, qo , A, QF), h, 5,) 
where qd is the dead state of l7. 
Proof. Any algorithm to obtain all optimal policies may be used as an 
algorithm to obtain a single optimal policy. So regard B as an algorithm to 
obtain a single optimal policy, and then apply Theorem 3.3. Q.E.D. 
4. OPTIMALITY OF THE ALGORITHM FOR A SINGLE OPTIMAL 
POLICY OF AN r-pmsdp 
Call the algorithm proposed in [4, Sect. lo] to obtain a single optimal 
policy of an r-pmsdp, by Algorithm A, . A, satisfies 
N+,,(WGlQ-QFII~I 
for any r-pmsdp I7 = (M(Q, Z, q. , X, QF), h, 6) (see [4, Theorem 10.31). 
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THEOREM 4.1. Algorithm A, to obtain a single optimalpolicy of an r-pmsdp 
is optimal in the following sense. For any n = 1 Q 1 (>O), m = 1 Q - QF 1 
whereO<m<n,p=IZ\(a2), and for any algorithm A to obtain a single 
optimal policy of an r-pmsdp, there exists an r-pmsdp 
such that 
Proof. Assume without loss of generality that m > 0 since m = 0 implies 
E E O(n) for any r-pmsdp 17, and hence no evaluation of h(t, q, a) is required. 
(This theorem is true even for this case.) Let I7 = (M(Q, Z, q. , h, Q), h, 5,) 
be an r-pmsdp defined by Q = {qO, 41 ,..., qnW1}; Z = {a,, a, ,..., a,_,}; 
h(q,,~)=q~,j=min[i+l,n-l]foraE~,O~i~n-I; 
(see Fig. 2); eu = 0; and h given as follows (see Fig. 3): 
FIG. 2. State transition diagram of r-pmsdp Ii’ in the proof of Theorem 4.1, and 
r-psmsdp Zl in the proof of Theorem 8.2. (Double circles indicate final states.) 
ag 91 92 
FIG. 3. Illustration of h([, q; , a) of r-pmsdp 17 in the proof of Theorem 4.1. 
ForqiEQ -QF, aE.Z, 
W, qi ,a) = 5 + 2 for [ > i 
=5+1 for E = i 
=E for 6 < i. 
ForqicQF,uEZ, 
Q?, qi , 0) = 5 + 1, for 5 E 2. 
Obviously O(n) = P holds. 
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Now for each (;, qi , a’), where 0 < i < m - I, a’ E Z, define two 
r-pmsdp’s fr = (M, A, 5,) and fi = (M, & &,) by 
K(i, qj ) a’) = h(i, qj , a’) - 1 (= i) 
J45, 414 = 45, 4% 4, for other ([, q, a) E Z x Q x Z 
I& qi ) a') = h(i, qj ) a') + 1 (= i + 2) 
4& q7 4 = w, 4, 4, for other ([, q, a) E 2 x Q x Z. 
We have 
@fit) = ‘p{a’> ,p-i-1 
o(n) = o(n) - O(pr) 
and hence O(n) n O(B) = 0. Thus, by Lemma 3.2, h(i, qi , a’), for 
O<i<m-1, a’ E Z, must be evaluated. This proves 
~R(~)>,mI~I=/,Q-Q~Il~I~ Q.E.D. 
5. AN IMPROVED ALGORITHM FOR ALL OPTIMAL POLICIES OF AN r-pmsdp 
Since O(n) of an r-pmsdp is a regular set (in the sense of the automata 
theory) [3, 41, O(n) can be represented by its regular expression or by a 
finite automaton accepting O(n). An algorithm for that purpose was given 
in [4]. Call it Algorithm B,’ . B,’ satisfies 
for any r-pmsdp n = (M(Q, Z, q,, , h, QF), h, &,) with h(x) = G* (24,) for 
N E o(n). 
In this section, a slightly improved version of Bp', called B, , is given. It 
will be proved in the next section that B, is “almost” optimal. 
Algorithm B, consists of two phases, like Algorithm B,‘. In Phase 1, 
labels (q, [, A) are generated, where q EQ, 5 E 2 and -4 is a set of 
triples (Y, 5, a) EQ x 2 x Z. Each label (q, 6, A) with (Y, 5, a) E A has an 
interpretation that there exists x E Z* satisfying X(N) = Y, h(x) = 5, and 
&YZ) = q, h(xa) = t. T wo lists PI and Pz are used to store these labels. 
PI stores labels (q, 5, A) such that transitions from q are not examined yet, 
while Pz stores labels such that transitions have been examined. 4* keeps the 
value of an optimal policy, G*, upon termination of Phase 1. 
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To explain the computation process of Phase 1 in more detail, partition 
Q x Z into the following three sets: 
and let 
for qEQ. 
G(q) = min{E 1 x E Z*, x(x) = q, I;(x) = [}, (2) 
Step 1 of Phase 1 checks whether F(D) = o or not. (Note O(n) = o 
if and only ifF(I7) = .@ .) Step 2 of Phase 1 starts with the label (q,, &, , % ) E PI. 
Upon termination of Phase 1, a label (q, t, A) with (r, 5, a) E A is stored in 
Pz if and only if there exists x E Z* such that 
X(x) = r, 
X(xa) = q, 
h(x) = 5, G(r) < 5 < G* 
h(xa) = 6, G(q) < 5 < G*. 
(3) 
The generation of labels satisfying (3) is carried out in three stages: 
Step 3 N Step 4, Step5 - Step 6, and Step 7. 
(A) Step 3 - Step 4. A label (q, .$, A) with (Y, 5, a) E A is generated 
and stored in PI or P2 if and only if there exists x E Z* such that 
X(x) = r, I;(x) = 5 = G(Y), G(r) < G* 
&4 = q, h(ra) = E, cf < G*. 
(B) Step 5 -Step 6. A label (q, 5, A) with (r, 5, a) E A is generated 
and stored in Pz if and only if there exists x E 2” such that 
X(x) = 7, Q.4 = L G(r) < 5 < G” 
X(m) = q, &a> = 5, t d G” 
(r, a) E DI , 
(C) Step 7. A label (q, 6, A) with (r, &‘, a) E A is generated and 
stored in P2 if and only if there exists x E X* such that 
X(x) = r, &4 = i-9 G(r) < 5 < G* 
&4 = q, @a) = f, 5 = G* 
(r, Q) E D, . 
(Note that X(xa) = q E QF and h(xa) = t > G* always hold for (Y, a) E D,w .) 
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It is to be noted that a subset of D,, , Dal , is constructed and used instead 
of D, in the following algorithm, where 
(r, a) E DM 
e (Y, a) ED, A (3.x E Z*) (x(x) = r A h(x) = G(r) < G* A h(xa) = G*). 
The modification of B,’ to obtain B, consists in that Step 7 is carried 
out separately from others by using the binary search technique. This is 
the source of improvement over B,‘. 
In Phase 2, a finite automaton accepting O(n) is constructed from labels 
generated in Phase 1, and then its regular expression is obtained. Since this 
part is done in the same manner as BP’, the detail will not be given here. 
Algorithm B, to Obtain O(n) of an r-pmsdp n 
Phase 1. Step 1. Decide if F(17) I= o (by an existing algorithm in the 
automata theory). If F(n) = o , O(n) = o holds. Terminate. Otherwise go to 
Step 2. 
Step 2. Let Pi = {(qO, & , a)}, Pz = 0, DA,, = O, and let t* = &, 
ifq,EQ)Fandcoifq0$Q,.GotoStep3. 
Step 3. Identify a label (q, 5, 2) E P, satisfying 
i! = minit I (4, E, 4 E PI , 5 < 5*, no (4, f, L4’) E Pd. 
If there is no (q, 5, A) E PI satisfying the conditions that 4 < t* and that 
there exists no label (q, .$‘, A’) E Pz , go to Step 5 after letting 
(4) 
be the new PI, and letting 
& - k7, a> I (4, 5, -4) E pz ,W, 4, a) > E*) (5) 
be the new Dar. Otherwise go to Step 4 after letting” t* = 4, if q~ QF. 
(no change if Q $QF). 
Step 4. ‘Move the label (& [, 2) obtained in Step 3 from PI to P2:. For 
each a E Z satisfying h(E, q, a) < [*, let (q’, 5’) = (h(q, a), A($, rf a)), and let 
Dhr u {(Q, a)} be the new & if (q, a) E D,\, . (Store 5’ = A([, 4, a) together 
with (q, u) so that (5) of Step 3 may be performed without evaluating 
h(f, q, a).) If there exists a label (q’, e, A’) E P, u Pz , alter it to 
(q’, 5’, A’ u {(q, f> a)>). 0th erwise generate the label (q’, E’, {(q, [, a)}) and 
place it in P, . Return to Step 3. 
’ Then f * = G* holds. 
628 TOSHIHIDE IBARAKI 
Step 5. If Pi = O, go to Step 7. Otherwise take a label (4, f, A) E Pr . 
(Note that E of any (Q, [, A) E PI satisfies t < E*.) Go to Step 6. 
Step 6. Move the label (q, $, /L) obtained in Step 5 from PI to P2 . For 
each a E .Z satisfying 
(f&a) E D,, and Nit, 4, a) < 5*, 
let (q’, S’) = (h(q, a), h($, 4, a)). If there exists a label (Q’, f’, A’) E PI u Pz , 
alter it to (q’, e, rl’ u {(q, <, a)}). Otherwise generate the label 
(q’, t’, ((4, f, u)}) and place it in PI . Return to Step 5. 
Step 7. For each (r, a) E DM6, let Pz contain labels 
(y, G(y), Aoh (y, E, ,4), (y, f, , -4A.v (7, 5s , A,), 
where G(r) < 6, < 5s < ... < fr, (< [*). (If there exists no such label or if 
K = 0, skip the next procedure.) Identify the index i(r, a) by the binary search 
technique (see, for example, [7, Sect. 6.21) applied to the linearly ordered 
sequence G(Y), ti, (a ,..., [, , where 
i(~, a) = max{i ] Iz(ti, Y, a) = f*, i = 1, 2 ,..., K} (- 0 if h(t, , Y, a) > f*) (6) 
(Note that h(r, G(Y), a) = [* is already known and fi < ti implies 
k(fi , Y, u) .< h(tj, Y, a).) Let Q = h(r, a). Alter the label (q, f*, A) in Pz to 
(q, E*, A u {(y, t1 , a), (y, 5, , a),..., (y, c%~.~) , a>>). Go to Step 8. 
Step 8. Terminate Phase 1, and go to Phase 2. 
Phase 2. The same as Phase 2 of Algorithm B,’ [4]. 
EXAMPLE 5.1. Consider the r-pmsdp 17 = (M(Q, 2, q,, , A, Qp), h, 5,) 
given by the fa M with Q = {q,, q1 , qp , q3}, Z = (a, b}, QF = {q2 , q3) and h 
of Fig. 4; h defined as follows: 
45, q. , a) = E, W, q1 , a) = 5 + 1 
45, qo ,b) = 4 forO<e<4 
=4 otherwise 
45, ql , 6) = 5 for [ = 4 
=4 for0 < E < 3 
=& otherwise 
NE, h , qsl, {a> W = 5; and to = 0. 
6 Note that, for each (r, a) E DM C 0~ , there exists x E Z* such that x(x) = I, 
f;(x) = G(r), and &a) = h(G(r), r, a) = [*, and the label (X(r, a), 5*, A) with 
(r, G(r), a) E A is stored in P, by Step 3 above. 
7 h([, A, B) = { where A C Q, B C Z indicates that h(<, q, a) = 5 for any q E A 
andaEB. 
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FIG. 4. State transition diagram of r-pmsdp II of Example 5.1, and r-psmsdp l7 
of Example 8.1. 
Thus, l7 has 
To obtain O(n), apply Algorithm B, given above. In Step 1, 
F(n) = F(M) # 0 is detected. The computation process of Step 2 N Step 4 
is summarized in Table I, in which the labels E PI with * show (4, t, 2) 
selected in Step 3, and the PI(i) and P2(i) indicate the ith PI and Pz , respec- 
tively, generated during the computation. 
TABLE I 
Computation of Step 2 N Step 4 of Algorithm B, Applied to the 
r-pmsdp II of Example 5.1” 
i PAi) PAi) I;” D, 
1 (40 3 0, a)* 
2. (a , 0, &h I 0, a):)*, 
(a I 4, Kqo 3 o,b):) 
3 (42 > 4, k70 I 0, bh (41 1 * 9 0, b),) , 
(Qo > 1 I I(c7~ >0, 4) 
4 (al 1 1, I(41 > 0, a))), 
(4% 1 4, ((42 > 4, a), (42 , 4, I * b),) 
5 (40 > 1, {(4* , 0, a))) 
PA21 and (ql , 0, Iho ,0,4X 'cc (no > b): 4, 
(41 * b): 4 
P,(3) and (a > 4, i(qo , 0, b), 4 (a, , b): 4, 
(91 > 0, b)H (sl. b): 4 
P,(4) and (q3 ,4, 1(q2 ,4, a), 4 (so 3 b): 4, 
(qa , 4, bh ha > 4,ah (qs , 4, b)H (41, b): 4 
LI The labels E P, with * show (q, 8, /i) selected in Step 3. PI(i) and PL(i) indicate 
the ith PI and P, , respectively, generated during the computation. The numbers E 2 
after (Y, a) E D, show h([, r, a); they will be used in (5) of Step 3. 
When Step 5 is entered for the first time, 
DM = {(q. , b), (e , b)) (= D,\, in this case) 
5” =4(-G*) 
hold as indicated in the fifth row of Table I. The computation of 
Step 5 N Step 6 is summarized in Table II. 
409/53/3-” 
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TABLE II 
Computation of Step 5 N Step 6 of Algorithm B, Applied to the 
r-pmsdp ZI of Example 5.1” 
i PI(i) 
5 (Qo , 1, {(%I , 0, a)})* 
6 (a,l,i(s,,lva),i)* 
7 (40 Y 2, C(Pl , 1, a)))* 
. . . 
12 (Ql ,4, ~(c70 , 49 4))* 
13 0 
P2(i) 
Pdl 1) and (a , 4, {(a , 3,41) 
(%I t 0, .0 ), (%I , 11 ((41 , 0,41), (40 , 27 N41 , 17 a)H, 
(40 , 3, {(!I1 I 2, a)}), (al I 4, {(Ql , 3, di), (Sl , 0, @zo 9 0,4H* 
(41 9 1, ((PO , 1, a)}), (41 I 2, ((40 ,2,41), (41 I 3, {(40 , 3, a)l), 
(e 9 4, t(Qo 9 4, a))), (Q2 , 4, {ho I 0, bh ((II , 0, b)lh 
(43 t 4, {(a , 494 (92 , 4, b), (43 ,4,d (43 ,4, bN) 
a The labels E P, with * show (q, $, d$ selected in Step 5. 
In Step 7, i(r, a) of (6) is calculated for each (r, a) E DM . 
First consider (Q,, , b) E D,,( . Pz contains the following labels of qO: 
(qo,O, .@I, (40 I 1, sh T 0,4>h ho 3 2, #h 9 1,4>), 
(Qo T 39 l(Q1 9 2,4>), ho v 4, {kl 9 37 4). 
Thus, we have 
G(qo) = 0 (= to) 
41 = 1, 52 = 2. 65 =3, (4 = 4 
k = 4. 
To obtain i(q,, , b), apply the binary search to the sequence f, < 5, < 6 < [a . 
First find the middle element ej where 
j = [k/21 = 2. 
1x1 denotes the smallest integer not smaller than X. By evaluation we have 
4s , qo 9 4 = 4. 
Since 4 = [* consider fj with 
and we have 
j = 2 + [(k - 2)/21 = 3 
45 9 40 ,b) = 4. 
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Finally we have 
j = 3 + [(k - 3)/2] = 4 
w, , qo > b) = 4. 
Thus, by the monotonicity of h, it is concluded that 
i(q, , b) = 4. 
In the similar manner, we have i(q, , b) = 3. 
Based on z(qo, b) and i(q, ,b), the label h ,4, ((q. , 0, b), (ql , 0, W) in 
Pz is altered to 
(42 ,4, {(qo , 0, 4, (40, 1, w,..., (qo,4, b), (q1,0, b) ,..., (q1,3, b))). 
Other labels in Pz do not change in this process. Then Step 8, the termination 
of Phase 1, is entered. 
For convenience, we give in Fig. 5 the fa M’ accepting O(n), i.e., 
F(M’) = O(n), obtained in Phase 2 (according to steps of Phase 2 of B,‘[4]). 
FIG. 5. The fa M’ = (Q’, Z, yO’, A’, Q,‘) satisfying F(M) = O(IT) for 
r-pmspd 17 of Example 5.1. (yO’ = [yO, 0] and Qf’ = {[yn , 41, [y3, 411.) 
the 
THEOREM 5.1. dlgorithm B, gives a regular expression of O(I7) for any 
r-pmsdp 17 = (M(Q, .Z, q. , A, Qp), h, 5,) upon termination of Phase 2, and 
satis$es 
~~,(~)~(G*-~o~-1)I~~l+l~~l+f~~~I 
+ bg,(G* - Eo + 111 I DMI 3 
where G* is the value of optimal policies of II, [Xl denotes the smallest integer 
not smaller than X, and D, , D, , D, are defined in (1). 
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Proof. The proof for the first half is omitted, since it is similar to Algo- 
rithm B,‘[4] if we take into account the explanation given prior to the des- 
cription of Algorithm B,, . To prove the second half, consider three cases. 
(A) Step 3 - Step 4. h(t, 4, a) for each a E Z is evaluated in Step 4 
if and only if [ and 4 satisfy 
(3x E 2*) (X(s) = q A h(x) = f A 5 = G(q) < G*). 
Thus, at most 
evaluations of h([, 4, a) are performed in this part. 
(B) Step 5 -Step 6. h(5, 4, ) . a IS evaluated in Step 6 if and only if 5, 
4 and a satisfy 
(4, u) E D, A (3x E Z*) (x(x) = q A h(x) = 5) A G(q) < 5 < G*. 
Since G(p) 2 & by the assumption that 17 is an r-pmsdp, we have 
Thus, at most 
G* - G(q) < G” - 6,. 
(G* - to) I D, I (8) 
evaluations of h(t, 4, a) are performed in this part. 
(C) Step 7. For each (Y, u) E D,W, i(~, a) of (6) is calculated by the 
binary search applied to (G(Y) <) 5; < 6, < ..* < tk (< G*). Note 
k < G* - [,, . It is known [7] that this requires at most 
evaluations of h([, Y, a) for each (Y, a) E DM (C DM). Thus at most 
Wg,(G* - 50 + 111 I DM I (9) 
evaluations of h(f, r, a) are performed in this part. 
Since no evaluation of h(E, 4, a) is required in Phase 2, at most the sum of 
(7), (0 and (9), i.e., 
IQ I I 2 I + (G* - 5,) I D, I + bg,(G* - 6, + l)] I D, I , 
evaluations of h([, 4, U) are required by Algorithm B, . Q.E.D. 
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6. OPTIMALITY OF ALGORITHM B, FOR ALL OPTIMAL 
POLICIES OF AN r-pmsdp 
THEOREM 6.1. Akorithm B, to obtain all optimal policies of an r-pmsdp 
is almost optimal in thefollowing sense. For any n = 1 Q 1 (> 0), m = / Q - Q2F 1 
whereO<m<n,p=\ZI(>,2),s=/D,,Iwhere*O<s<m(p-l),G* 
(the value of optimal policies) and to (G* 3 &,), and for any algorithm B 
to obtain all optimal policies of an r-pmsdp, there exists an r-pmsdp 
fl= W(Q, 2, q. , A, QF), h, 6,) such that 
N,(n) > (G* - 50 + 1) I DI I + I DM I + I D, I 
+ Vog,(G* - to + 111 (IDM I - 1) + mW* - to, 11, 
where D, , D, , D,W are dejked in (1). (Note that the diflerence of N&L?) from 
NB,(17) of Theorem 5.1 is at most [log,(G* - to + 1)j - min[G* - 5, , l] 
which is O,fo~ G* = to , to + 1.) 
Proof. First assume m > 0. Consider the class of r-pmsdp’s 3 defined as 
follows: I7 = (M(Q, 2, q. , A, QF), h, 5,) ~9 if and only ifQ = {q. , q1 ,..., q,+3; 
QF = (qm , q,n+l ,..., qn-l}; Z = (a, , a2 ,..., a,}; h is defined for given D, and 
Dlw such that DI 1 ho , 4, (ql I ad,..., (qm-1 , 41, Qtf 1 Uqm-1 T a,)), 
1 D,, 1 = s, by the following formulas (see Fig. 6): 
FIG. 6. State transition diagram of II E 9’ in the proof of Theorem 6.1. 
For qiEQ -Q)p, 
X(qi , a) = qi , j = i + I (mod m), for (a , a) E 4 
= qm 9 for (qi , a) E D, . 
8Notethat(lD,I=IQ-QfII~l-ID~I=mp-s,andIDFI=IQF1I~I= 
(n - m)p. 
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For qiEQF, aEL’, 
4% ,a) = qj , j = min[i + 1, n - I]; 
and h is given by: 
For (qi,a)EQ, 6~2, 
45, 4i 3 4 = 5, forO<i,(m--2 
=5+1, fori=m-I. 
For (pi , a) E D,, f 6 Z, 
46, qi 3 4 = 6. 
For (qi , a) E D, , E E Z, 
45, 4,-1 , up) = k&7, 4S, 4; ,a> = htciJO, for (4i ,a> # (qm4 , a,), 
where 
6, < t(i, a) < G*. 
Here h,(t), &, < t < G* is given by 
h,(5) = G*, if 50<5<t 
=G*+l, if t+l<t<G* 
= !f, otherwise. 
Thus, for D,,, = {(qnlpl , uJ, (q(l), a(l)), (q(z), a(2)) ,..., (q+l), a’+I))}, 17~9 is 
completely specified by the (S - l)-dimensional vector 
H == (htl 7 h, I..., &ml), Eo < ti ,< G*, WV 
where 
h(5, qti), ati)) = Ati( i = 1, 2 ,..., s - 1. 
It is obvious that any 17 E 9 defined above is an r-pmsdp, and I7,17’ E 9’ 
with different H-vectors satisfy O(n) # O(L”). Thus 
1 B 1 = (G* - &, + 1),-l. 
First we show that, for any n = (M, h, &,) E 8, h(f, q’, a’) with (q’, a’) E D, 
and [,, < 5’ < G* must be evaluated to obtain O(n). For each (F, q’, a’), 
let R = (M, h, &,) be defined by 
A([‘, q’, a’) = I@‘, q’, a’) + 1 (= 6’ + I), if d z %7-l 
= h(f’, q’, a’) - 1 (= t’), if q’ = qm-l 
&, 4,~) = 45, 9, 4, for other (5, q, a) E Z x Q x Z. 
If is still an r-pmsdp, but O(R) # O(n) as shown below. 
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Case 1. Q’ # qmel (implying m 3 2). Let q’ = qi , 0 6 i < m - 2. 
Consider xa’ya, E .Z* with 
x = ay-E,h+i and y = ay*-E'h?x+h&2) 
Then X(xa’ya,) = qm and 
h(fo, q. , xa’ya,) = G* 
h(to , q. , xa’ya,) = G* + 1. 
Thus, xa’ya, E O(I7) and xa’ya, # O(R) since there exists z E O(n) satisfying 
A(&, , q. , z) = G* by definition. This proves O(Z7) # O(R). 
Case 2. q’ = qmel . Consider xa’yap E .P with 
x = aw-Eoh+m-l 
1 and 
y = aIG'--S'+lh-l 
Then xa’yal, 4 O(n) and xu’yaB E O(n), implying O(n) # O(R). 
As a resuIt of Cases 1, 2 and Lemma 3.1, 
(G* - 4, + 1) I DI I (11) 
evaluations of h(E, q, a) are required in this part. 
Next we show that h(to , q’, a’) for each (q’, a’) ED, must be evaluated. 
Consider three cases. 
Case A. G* - to > 0. Define fr = (M, I%, to) by 
&to, q’, a’) = h(to, q’, a’) - 1 (= G* - 1) 
J45, 4,4 = W, 4, a) for other (E, q, a) E 2 x Q x Z. 
fi is still an r-pmsdp. Let q’ = qi , 0 < i < m - 1. Consider ;ra, E .Z’* with 
x = a~G*-E@+m-l. Then xa, E O(n) and xa, $0(R) since 
h(to , q. , alia’) = G* - I 
but ft(&, , qo , ~a,> = G *. Thus, O(Z7) # O(n). 
Case B. G* - to = 0 and ( D, j 3 2. Define I? = (M, /z, 5,) by 
Alto, q’, a’) = h(f,, q’, 4 + 1 (= G* + 1) 
J4f, 4, a) = h(f, q, a) for other (f, q, a) E 2 x Q x Z. 
Z? is an r-pmsdp. Let q’ = qi , 0 < i < m - 1. Consider xa’ E Z* with 
x = a1(. Then xa’ E O(n), and xa’ 6 O(fr) since there exists y E O(n) with 
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&[,, , p,, ,y) = G* by assumption / D, 1 > 2 but A(.$, , qa, xa’) = G* + 1. 
Thus O(n) # O(n). 
Case C. G* - [,, = 0 and 1 D, 1 = 1, i.e., D, = {(qmel , a,)}. Define 
If = (M, A, f,,) by 
hfc, , qw-1, a,) = h(fo , Pm-1 , a,) + 1 (= G* + 1) 
Qf, 49 4 = h(f, !?,a) for other (5, q, a) E 2 x Q x Z. 
Consider xa, with x = a~‘+‘. Then ~a, $0(n) and xay E O(n). Thus 
o(n) f; O(lf). 
In any case, 
I 4, I (12) 
evaluations of h(f, q, a) are required in this part. 
Next we show that h(G*, q’, a’) for each (q’, a’) E D, must be evaluated. 
Let fl= (A/r, A, fa) b e an r-pmsdp defined by 
h(G*, q’, a’) = h(G*, q’, a’) + 1 (= G* + 1) 
4f, 494 = Nf, 494 for other (f, q, a) E 2 x Q x 2. 
Let q’ = qi , m < i < n - 1. Then ~a’ E Z* with x = a~-$&“‘. Then 
~a’ E O(n) and AZ $0(n). Thus, O(n) # O(R) and 
I DF I (13) 
evaluations of h(f, q, a) are required in this part. 
In case of G* - & = 0, the above argument completes the proof since 
the sum of (1 l), (12) and (13) is 1 DI / + ) D,,, / + / D, I = 1 Q 1 1 Z 1 . So 
assume G* - E,, > 0 in the following discussion. 
It is now shown that h(G*, qmel , a,) must be evaluated. Let.Z’? = (M, A, &,b> 
be defined by 
h(G*, qn-1, a,) = h(G*, qm-1, a,) i- 1 (= G” + 1) 
R(f! 474 = Nf, Q! 4 for other (f, q, a) E 2 x Q x Z. 
Consider ~a# E E* with x = ~:~*-~o”‘+~‘+~. Then xa, E O(n) and sa, $0(D). 
Thus O(n) # O(D), and 
1 (14) 
evaluation of h(f, q, a) is required in this part. 
Finally, note that we must know the H-vector of (10) in order to identify 
A’ E B. This can be done by evaluating some of h([‘, q’, a’) satisfying 
fo < f’ < G”, (q’, a’> 6 D&f - hn-1 , a,)>, (1% 
since other h(f, q, u) are irrelevant to the H-vector, from the above definition. 
(We assume h(& , q’, a’) = G* for (q’, a’) ED,,, - {(qm-l , a,)> are already 
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known since, as proved above, they must be evaluated after all.) Each evalua- 
tion of A([‘, q’, a’) has two possible outcomes, i.e., h(f’, q’, a’) = G* and 
h(t’, q’, a’) = G* + 1. Furthermore, note that the determination of each 
component of H-vector is done separately since hti and htj of H-vector are 
defined independently if i # j. A computation scheme for determining hti 
is then visualized by the binary tree as shown in Fig. 7. Each node (except 
ht .=ht 
11 
hti=h:* ht .'hQ 
1 v-l 
ht.=hl 
1 " 
FIG. 7. Binary tree representing the computation process determining ht of 
H-vector. 
for those in the bottom) represents one evaluation of h([,,, , qtk) , a(,)). 
According to whether h([(,, , qtk) , Q)) = G* or G* + 1, two branches 
emanate from the corresponding node. Thus, one computation process to 
know h,, corresponds to a path from the top node (root) to a bottom node 
represeiting the conclusion h, = h, where &, S. 1 <, G*. 
Since tj assumes one of &, ,’ .$, + l,..., G*, the binary tree has at least 
(G* - 5, + 1) bottom nodes. Hence, the height L of the tree is at least 
[log,(G* - E,, + l)], which . pl lrn ies that there exists hfi = h, requiring at 
least [log,(G* - [,, + 1 )I evaluations of h([, q, a). Although a different 
computation scheme is represented by a different binary tree, the above 
argument on L is always true. Since H-vector has 1 D, 1 - 1 components, 
this proves that for any algorithm to determine H-vector, there exists I7 E B 
which requires at least 
Pog,(G* - 6, + 1)lU DM I - 1) (16) 
evaluations of h([, q, u). 
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The sum of (1 l), (12), (13), (14), and (16) now gives 
I DI I + I Dbf I + I DF I 7 if G*-to=0 
(G* - 6 + 1) I D, I + I D, I + I D, I + 1 
+ bg,(G* - to + 111 (I DM I - l), if G* - to > 0, 
completing the proof for the case of m > 0. 
The case of m = 0 is treated similarly, by using an r-pmsdp obtained 
from 17 E B by limiting the consideration only to QF part. Q.E.D. 
7. ALGORITHM FOR A SINGLE OPTIMAL POLICY OF AN r-psmsdp 
Since an r-psmdp is also r-pmsdp, Algorithm L4p of Section 4 to obtain a 
single optimal policy of an r-pmsdp may be used as an algorithm for 
an r-psmsdp. So denote A, by A,, also. As mentioned in Section 4, -4,, 
satisfies 
NtJ4 e I Q - OF I 1 x I 
for, any r-pm+ 17 = (WQ, Z q. , A, QF), A, to). 
THEOREM 7.1. Algorithm A,, to obtain a single optimal policy of an 
r-psmsdp is optimal in the following sense. For any n = 1 Q I (> 0), 
m = 1 Q - QF I where 0 < m < n, p = I Z 1 (3 2), and any algorithm A 
to obtain a single optimal policy of an r-psmsdp, there exists an r-psmsdp 
17 = (Jf(Q, 2, go , A QF), k to) such that 
~\i’.4P7~lQ-&dI~l. 
Proof. The r-pmsdp’s II, fi and fi used in the proof of Theorem 4.1 are 
also r-psmsdp’s. Q.E.D. 
8. ALGORITHM FOR ALL OPTIMAL POLICIES OF AN r-psmsdp 
In this section, we give Algorithm B,, to obtain O(n) of an r-psmsdp and 
prove its optimality. 
Algorithm B,, consists of two phases and generates labels during the 
computation in a manner similar to Algorithm B, of Section 5. However, 
it is constructed so that a label (q, [, A) with (r, 5, a) E A may be stored in Pz 
as a result of Phase 1, if and only if there exists x E L’* such that 
X(x) = Y, I;(x) = 5 = G(r) < G* 
+4 = 4, h(xa) = 5 = G(q) < G* (17) 
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Phase 2 constructs a finite automaton accepting O(n) based on the labels 
generated in Phase 1. Since Phase 2 is the same as Phase 2 of Algorithm B, 
(which is in turn the same as Phase 2 of Algorithm B,’ in [4]), the detail will 
not be given here. 
Algorithm B,, to Obtain O(n) of un r-psmsdp n 
Phase 1. Step 1. Decide if F(n) = ,B . If F(n) = B, O(n) = o 
holds. Terminate. Otherwise go to Step 2. 
Step 2. Let Pl={(qO,&,, a)}, P2= 0, t*=&, if qOEQF and co 
if q0 $Q, . Go to Step 3. 
Step 3. If PI = a, go to Step 5. Otherwise identify (q, t, 2) E P1 
satisfying 
.$ = min{[ 1 (9, E, A) E PIi. 
If z > t*, go to Step 5; otherwise let [* = $ if ~EQ~, or do not change 
Pifq#QF, and go to Step 4. 
Step 4. Move the label (q, t, A) obtained in Step 3 from PI to Pz . 
For each a E 2, calculate (q’, 5’) = (h(q, a), h([, q, a)) and perform one of the 
following four actions: 
(i) If .$’ -5 [* and there exists (q’, t’, -4’) E PI u P2, alter the label 
to (4’, 5’3 A’ u ((4, 8, a>>>. 
(ii) If f’ < [* and there exists (q’, e”, A’) E P, with 5” > E’, 
replace (q’, ,$“, A’) by the label (q’, [‘, ((p, z, a)}). 
(iii) If 5 < e* and there exists no (q’, r, /I’) E PI u P2, place 
(4’, E’, i(% 6 4)) in Pl . 
(iv) If [’ > E*, or .$’ < [* and there exists (q’, [“, A’) E PI u Pz 
with E” < [‘, make no change. 
Return to Step 3. 
Step 5. Terminate Phase 1 and go to Phase 2. 
Phase 2. The same as Phase 2 of Algorithm B,’ in [4]. 
EXAMPLE 8.1. Consider the r-psmsdp 17 = (M(Q, Z, qO, h, QF), h,&,) 
given by the fa M of Fig. 4; h is defined as follows: 
45, qo , a) = t 
h(5, q. , b) = 5 + 1 
h(5,ql, {a, b)) = E + 1 
W, Ia , ~1, {a, W = E; 
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and &, = 0. The computation process of Phase 1 of Algorithm B,, is sum- 
marized in Table III, in which Pr(i) and Pa(i) are the ith PI and Pz , res- 
pectively, and the labels E PI with * indicate (q, t, A) selected in Step 3. 
Figure 8 shows the fa M’ satisfying F(M) = O(n), which is constructed 
in Phase 2 according to the labels E P2 obtained in Phase 1. 
TABLE III 
Computation Process of Algorithm B,, Applied to the 
r-psmsdp 17 of Example 8.1” 
i PI(j) 
1 (%,O, 0)* 
2 (4% 0 I670 0, a)))* 
> I ’ (42 ,1: :c40 0, b)l) 
3 (Q* > 1, &?o, 0, b), (QI ) 0, bN* 
4 (q3?1,:(Qn,l,u),(q?,l,b)})* 
5 0 
Pz(j) 
P&9 and (ql , 0, I(qo , 0,41) m 
P,(3) and (a, 1, ho, 0, 6, h, 0, b)H 1 
(40 , 0, 01, (q* , 0, ho 7 0, a):), 1 
(42 7 13 i(qLl I 0, b), (QI 7 0, b)?h 
(ss,l,{(q~,1,~),(q,,l,~),(q,,1,~),(q,,1,b)}) 
a PI(j) and P2(i) are the i-th PI and P, , respectively, generated during the computa- 
tion. The labels E PI with * indicate (F, 1. A) selected in Step 3. 
FIG. 8. The fa M’ satisfying F(M’) = O(n) for the 
(40’ = h 9 0] and QF’ = {[a, 11, rq9, Ill.) 
r-psmsdp IT of Example 8.1. 
THEOREM 8.1. Algorithm B,, gives a regular expression of O(I7) for any 
r-psmsdp Ill = (M(Q, .E, q0 , /\, QF), h, &,) upon termination of Phase 2, and 
SatisJies NBDB(n) < I Q I I z I . 
Proof. It may be proved in a manner similar to B, or B,’ [4] that Phase I 
of B,, generates labels satisfying (17). The construction of fa M’ satisfying 
F(M’) = O(n) may be justified by using properties of r-psmsdp (i.e., 
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r-smsdp and r-pmsdp, especially [4, Proposition 7. I]. The detail is, however, 
omitted since it is similar to II,‘. The second half is proved as follows. First 
notice that, for each q E Q, at most one label (4, 4, A) is selected as (q, 8, 2) of 
Step 3 during the computation (see how labels E PI are generated by (i) N (iv) 
of Step 4). For each (q, t, 2) selected, / Z ( evaluations of h(t, 4, a), a E 2, are 
carried out in Step 4. Thus, we have NB,,(17) f 1 Q 1 1 Z 1 for any r-psmsdp Ii’. 
Q.E.D. 
THEOREM 8.2. Algorithm B,, to obtain all optimal policies of an r-psmsdp 
is optimal in the following sense. For any n = 1 Q / (> 0), m = 1 Q - Qr 1 
where 0 < m < n, p = ( .X ( (>, 2), and for any algorithm B to 
obtain all optimal policies of an r-psmsdp, there exists an r-psmsdp 
n = (WQ, Z q. , A OF), h, E,) such that 
Proof. Consider an r-psmsdp l7 = (M(Q, L’, q0 , A, QF), h, to) defined by 
Q = {q. , q1 ,..., qn-d; z = ho , al ,..., a,-d; QF = km, qpn+l ,-, qn-A h 
given by (see Fig. 2) 
qq, 3 a) = qj 9 j=min[i+l,n-1] foraEZ; 
and h given by 
h(5, q, 4 = 5 + 1, for E > to , qEQ, aez 
zzz P, fort < to7 qEQ, aE:Z. 
Then O(n) = ZmZ* as easily proved. 
Now let fl = (M, /z, 5,) be defined for each (5, , q’, a’), q’ EQ, a’ E LY, by 
h(tO, q’, a’) = h(to , q’, a’) + 1 (= to + 1) 
A(-$, q, a) = h(5, q, 4, for other (4, q, a) E Z x Q x Z. 
I”I is an r-psmsdp. For q’ = qi , 
O(lf) = o(n) - P{a’} .z*, if m<i<n-1 
= o(n) - ,p{a’} ,zm--i-lC*, if O<i<m-1. 
Thus, O(I7) # O(n) an wehaveN,(Z7)>IQ\I~:I byLemma3.1. d 
Q.E.D. 
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9. DISCUSSION 
This paper proved the optimality of algorithms to obtain a single optimal 
policy and all optimal policies of an r-lmsdp, r-pmsdp and r-psmsdp, res- 
pectively, in the sense that they minimize the number of evaluations of the 
cost function h(f, 4, a). The algorithms to obtain all optimal policies of an 
r-pmsdp and an r-psmsdp were newly proposed in this paper, whereas the 
rest had been given in [4]. 
One interesing open problem is whether the algorithms given in [4] to 
obtain a single optimal policy and all optimal policies of an r-smsdp are 
optimal or not. The proposed algorithms require at most 1 Q I* 1 Z 1 evalua- 
tions. Although it is easy to show that at least 1 Q 1 / Z j evaluations are 
necessary, the gap between these upper and lower bounds appears to be 
difficult to plug up. 
Algorithms discussed above also may be related to shortest path algorithms 
for various types of directed graphs. The algorithms for an r-lmsdp may be 
considered generalizations of the shortest path algorithms for a directed 
graph without cycles; algorithms for an r-pmsdp and an r-psmsdp may be 
considered generalizations of the Dijkstra’s shortest path algorithm [I] for a 
directed graph with nonnegative arc lengths. Since it is also expected that 
algorithms for an r-smsdp can be obtained by generalizing shortest path 
algorithms for a directed graph containing arcs with negative lengths, the 
optimality of an algorithm for an r-smsdp is closely related to the optimality 
of a shortest path algorithm for such a graph, which is being investigated 
intensively (see, for example, [2]). 
ACKNOWLEDGMENT 
The author wishes to thank Professors H. Mine and T. Hasegawa of Kyoto Uni- 
versity for their support of this study. 
REFERENCES 
1. E. W. DIJKSTRA, A note on two problems in connexion with graphs, Nrirlmer. iMath, 
1 (1959), 269-271. 
2. S. E. DREYFUS, An appraisal of some shortest-path algorithms, Oper. Res. 17 (1969). 
395-412. 
3. T. IBARAKI, Representation theorems for equivalent optimization problems, Inform. 
Contr. 21 (1972), 397-435. 
4. T. IBARAKI, Solvable classes of discrete dynamic programming, J. Muth. Anal. 
Appl. 43 (1973), 642-693. 
OPTIMALITY OF ALGORITHMS 643 
5. T. IBARAKI, Classes of discrete optimization problems and their decision problems, 
J. Cotqmt. Syst. Sci. 8 (1974), 84-116. 
6. R. M. KARP AND M. HELD, Finite-state processes and dynamic programming, 
SIAM J. Appl. Math. 15 (1967), 693-718. 
7. D. E. KNUTH, “The Art of Computer Programming, Vol. III,” Addison-Wesley, 
Reading, Mass., 1973. 
