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Der Umgang mit virtuellen Welten ist inzwischen f¤ur die meisten Anwender am Com-
puter nicht mehr ungew¤ohnlich: durch virtuelle Welten werden Informationen vermit-
telt, durch bessere Veranschaulichung die Arbeit erleichtert oder sie dienen als Frei-
zeitbesch¤aftigung. Virtual Reality (VR), im Deutschen auch als Virtuelle Realit¤at be-
zeichnet, hat begonnen in den Benutzeralltag Einzug zu halten, und selbst der Begriff
Augmented Reality (AR), im Deutschen auch als Erweiterte Realit¤at bezeichnet, ist ei-
nigen nicht mehr unbekannt. Insbesondere bei Sport¤ubertragungen im Fernsehen ist die
erweiterte Sicht auf das aktuelle Sportgeschehen durch die korrekte ¤Uberblendung des
Fernsehbilds mit einer virtuellen Bestmarke beim Skisprung oder der Abseitslinie beim
Fußball ein fester Bestandteil geworden.
VR und AR sowie die verschiedenen Zwischenformen, die unter dem Begriff Mixed
Reality (MR) zusammengefasst sind, haben vor allem eines gemeinsam: Tracking, das
heißt die Verfolgung von Objekten oder Personen in Echtzeit, bildet einen wesentlichen
technologischen Bestandteil zahlreicher MR-Anwendungen. W¤ahrend im VR-Bereich
Tracking ein wichtiges Instrument ist, um Anwendungen immersiver zu machen und ei-
ne nat¤urlichere Interaktion mit den virtuellen Welten zu erm¤oglichen, ist Tracking f¤ur
AR von noch elementarer Bedeutung. Der Blickpunkt des Betrachters und die Positionen
von Objekten m¤ussen bekannt sein und r¤aumlich verfolgt werden. Bei kamerabasierten
Systemen kann die Verfolgung auch nur auf der Bildebene, also im Zweidimensiona-
len, stattnden. Durch das Tracking k¤onnen virtuelle Informationen oder Objekte in der
realen Sicht oder auf Bildern korrekt positioniert und ausgerichtet dargestellt werden.
W¤ahrend der Begriff Tracking in vielen anderen Zusammenh¤angen, wie der Erfassung
von Konsumentenverhalten oder der Bewegungen von Internet-Nutzern, verwendet wird,
steht er im Kontext dieser Arbeit ausschlielich f¤ur die Erfassung von Positions- und/oder
Orientierungsdaten von Personen und/oder Objekten, um eine Echzeit-Visualisierung in
MR-Anwendungen zu unterst¤utzen.
Tracking bildet die Grundlage f¤ur neue Interaktionsformen mit dem Computer, die jen-
seits der Verwendung von Maus und Tastatur liegen. Ein in der Computerspielindustrie
bereits umgesetztes einfaches Beispiel f¤ur eine neue Interaktionsform stellt das millio-
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nenfach verkaufte Sony Playstation 2 EyeToy dar, bei dem Computerspiele durch reine
Bewegung der H¤ande oder des K¤orpers vor einer Kamera ohne weitere Zusatzger¤ate ge-
steuert werden. Diese Form der Interaktion erfordert vom Benutzer ein erh¤ohtes Maß
k¤orperlicher Bet¤atigung, allerdings erfolgt die Erfassung von Bewegungen nur auf der
2D-Bildebene, das heißt, insbesondere r¤aumliche Bewegungen in die Tiefe (von der Ka-
mera aus gesehen) k¤onnen nicht wahrgenommen werden.
Um 3D-Tracking, also r¤aumliches Verfolgen von Personen oder Objekten, zu erm¤ogli-
chen, bedarf es anderer Technologien. Dabei gibt es unterschiedliche Ans¤atze wie bei-
spielsweise elektromagnetisches, inertiales und optisches Tracking. Diese Technologien
erlauben meist eine Verfolgung mit drei oder sechs Freiheitsgraden (DOF, degrees of
freedom), was der Bestimmung einer Position beziehungsweise Orientierung - oder bei-
dem gleichzeitig - entspricht. Optisches Tracking zeichnet sich dabei gegen¤uber anderen
Technologien durch hohe Pr¤azision, geringe St¤oranf¤alligkeit und Kabellosigkeit aus. Op-
tische Trackingverfahren und -systeme stellen einen großen und zunehmenden Anteil der
insgesamt verwendeten Trackingsysteme dar.
Die Grundlage dieser Arbeit bilden optische Stereokamerasysteme, das heißt Syste-
me, die h¤aug aus zwei, aber auch mehreren Kameras bestehen, und eine Bestimmung
r¤aumlicher Daten erm¤oglichen. Solche Systeme werden im Allgemeinen vor ihrer Ver-
wendung kalibriert, sodass eine sehr pr¤azise Rekonstruktion r¤aumlicher (3D-)Punkte aus
korrespondierenden 2D-Punkten der synchron aufgenommenen Kamerabilder erfolgen
kann. Um korrespondierende Punkte in den unterschiedlichen Sichten der Kameras leich-
ter zu nden gibt es die M¤oglichkeit Marker in der zu erfassenden Szene zu platzieren.
Solche Trackingsysteme nden ihre Anwendung in zunehmendem Maße im VR- und
AR-Bereich zur Verfolgung von Interaktionsger¤aten, zur Blickpunktbestimmung oder zur
Erfassung menschlicher Bewegungsabl¤aufe. Je nach Anwendungsgebiet werden bei der
Verarbeitung der 3D-Daten, die aus Markern berechnet werden, unterschiedliche, spezia-
lisierte Algorithmen ben¤otigt, um die entsprechenden Transformationen zu bestimmen.
W¤ahrend einige technologische Bestandteile eines Stereokamerasystems, wie die Bild-
verarbeitung, intrinsische und extrinsische Kamerakalibrierung, Korrespondenzanalyse
zwischen Bildern, Rekonstruktion eines 3D-Punktes aus 2D-Punkten oder Filterung von
Trackingergebnissen, schon vielseitig untersucht wurden, gibt es zur Verarbeitung der
nach der 3D-Rekonstruktion vorliegenden Daten in Echtzeit wenig Untersuchungen.
Der Inhalt dieser Arbeit setzt sich daher mit verschiedenen neuen Trackingalgorithmen
f¤ur Stereokamerasysteme auseinander, die auf der Verarbeitung rekonstruierter 3D-Punkte
beruhen. Dies beinhaltet auch automatische und nicht automatische Methoden zum An-
lernen von Eigenschaften verschiedener Punktkonstellationen als Grundlage f¤ur die Algo-
rithmen. Die rekonstruierten 3D-Punkte k¤onnen dabei im Fall eines Infrarottrackingsys-
tems die Koordinaten eines Infrarotmarkers sein. Bei einem markerlosen Ansatz k¤onnen
dies beispielsweise die Koordinaten von Eckpunkten eines zu verfolgenden Objekts sein.
Verschiedene Trackingalgorithmen werden dabei ben¤otigt, um sowohl starre als auch dy-
namische Punktanordnungen erfassen und verfolgen zu k¤onnen.
Ein wesentlicher Aspekt ist die Efzienz der Algorithmen, da eine Verarbeitung in-
nerhalb weniger Millisekunden stattnden muss, um eine Visualisierung in Echtzeit un-
terst¤utzen zu k¤onnen. Geht man dabei von einer Bildwiederholrate der f¤ur das Tracking
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verwendeten Kameras von mindestens 20 Bildern pro Sekunde aus, dann muss die Erfas-
sung und Verarbeitung der einzelnen Bilder in weniger als 50 ms erfolgen.
Der Einsatzbereich der aus den Algorithmen und Verfahren dieser Arbeit resultierenden
Trackingsysteme umfasst unter anderem klassische VR-Anwendungen, bei denen bei-
spielsweise eine Shutterbrille und ein Handger¤at verfolgt werden m¤ussen, Anwendungen,
bei denen eine gr¤oßere Anzahl von Benutzern genau verfolgt werden muss, beidh¤andi-
ge 3D-Interaktion f¤ur einen zuk¤unftigen 3D-Arbeitsplatz, sowie die Verfolgung komple-
xer, fester, realer Objekte, wie sie typischerweise im AR-Bereich vorkommen k¤onnen.
Außerhalb des MR-Bereichs kann die Verfolgung fester Objekte beispielsweise genutzt
werden, um auf einfache Weise f¤ur Roboterarme zur¤uckzulegende r¤aumliche Pfade fest-
zulegen oder um mit Hilfe der dynamischen Trackingalgorithmen ein auf der Verfolgung
der H¤ande basierendes System zur Erfassung von Zeichensprache zu realisieren.
1.2 Problemstellung und Zielsetzung
Das Ziel dieser Arbeit besteht darin, auf Basis der bereits durch ein Stereokamerasys-
tem zur Laufzeit rekonstruierten Menge von 3D-Punkten, Algorithmen zu entwickeln,
die in Echtzeit eine Verfolgung von Objekten und/oder Personen zul¤asst (Tracking). Die
Algorithmen sollen auch f¤ur Systeme geeignet sein, die mit m¤oglichst einfacher Hardwa-
re auskommen. Dazu z¤ahlen insbesondere Stereokamerasysteme mit nur zwei Kameras,
die f¤ur den VR- und AR-Bereich besonders geeignet sind. Ein Schwerpunkt dieser Ar-
beit besteht in der Eignung der Algorithmen f¤ur Infrarottrackingsysteme, bei denen die
rekonstruierten 3D-Punkte die Koordinaten einheitlicher kugelf¤ormiger, also nicht unter-
scheidbarer, Marker sind.
Weitere Grundlagen f¤ur die gesamte Verarbeitungspipeline eines solchen Tracking-
systems, also Kalibrierung der Kameras und Bildverarbeitung, Rekonstruktion der 3D-
Punkte, sowie die Filterung der Trackingergebnisse sollen hinsichtlich der Zusammen-
h¤ange mit den zu entwickelnden Trackingalgorithmen kurz dargestellt werden.
F¤ur die Trackingalgorithmen selbst soll eine Unterteilung in verschiedene Bereiche
erfolgen. Dies sind unter anderem die Verfolgung einzelner Punkte, die Verfolgung einer
beliebigen Anzahl relativ zueinander fest (starr) positionierter Punkte oder die Verfolgung
einer sich ver¤andernden (dynamischen) Anordnung von Punkten. F¤ur die verschiedenen
Bereiche sollen jeweils Modelle entwickelt werden, die eine efziente und zuverl¤assige
Verfolgung unterst¤utzen. Neben dem eigentlichen Tracking soll dabei auch das Initialisie-
ren, beziehungsweise das Anlernen der Modelle, behandelt werden.
Die hierzu notwendige Erweiterung eines 3D-Punktes durch ein Punktmodell, welches
Zusatzinformationen tr¤agt, wie zum Beispiel dessen letzte Position oder bestimmte In-
dizes, soll so formuliert werden, dass es f¤ur alle hier entwickelten Trackingalgorithmen
verwendbar ist. Dies soll insbesondere eine Kombination oder alternative Nutzung ver-
schiedener Trackingalgorithmen innerhalb eines Trackingframeworks erlauben.
Neben der Entwicklung der Theorie f¤ur die Trackingalgorithmen soll der direkte Bezug
zu praktischen Anwendungen dargestellt werden. Insbesondere die durch die Anwendun-
gen vorgegebenen Anforderungen an die Trackingalgorithmen sollen dabei ber¤ucksichtigt
werden.
4 KAPITEL 1. EINLEITUNG
1.3 Organisation der Arbeit
Die vorliegende Arbeit unterteilt sich in drei ¤ubergeordnete Bereiche: die einleitenden
Kapitel 2 und 3 zur Bereitstellung der Grundlagen f¤ur das Thema, die Kapitel 4, 5 und
6, welche die verschiedenen Trackingalgorithmen und damit den Schwerpunkt der eige-
nen Arbeit beschreiben, und die abschließenden Kapitel 7 und 8, die sich zum einen mit
der Filterung von Trackingergebnissen und zum anderen mit verschiedenen praktischen
Anwendungen dieser Arbeit besch¤aftigen. Dabei entspricht die Anordnung der einzel-
nen Kapitel und Bereiche der groben Struktur der aufeinanderfolgenden Schritte eines
Trackingsystems. Im Einzelnen haben die Kapitel folgenden Inhalt:
Kapitel 2 beinhaltet eine kurze Einf¤uhrung in die Themen optische Trackingverfah-
ren und Stereokamerasysteme. Die f¤ur diese Arbeit relevanten Begriffe und technischen
Merkmale werden hier eingef¤uhrt: Ein mathematisches Kameramodell, die Kalibrierung
der Kameras sowie verschiedene Arten von Markern und deren Verarbeitung werden be-
schrieben.
Auf Basis dieser Grundlagen wird in Kapitel 3 beschrieben, wie die Rekonstruktion
der 3D-Punkte aus korrespondierenden 2D-Punkten aus den einzelnen Kamerabildern er-
folgt und mit welchen Methoden die Korrespondenzen bestimmt werden. Dabei wird das
in den folgenden Kapiteln verwendete 3D-Punktmodell aufgestellt, welches neben den
Punktkoordinaten weitere Eigenschaften mit einschließt.
Kapitel 4 beschreibt die Erkennung und Verfolgung starrer Modelle, also relativ zuein-
ander fester Punkt- oder Markerkonstellationen. In diesem und den folgenden Kapiteln
wird die Existenz rekonstruierter 3D-Punkte als gegeben vorausgesetzt. Algorithmen und
Modellbeschreibungen f¤ur die Verfolgung einzelner Punkte und Zweipunktkonstellatio-
nen werden pr¤asentiert. Den Hauptteil bildet die Modellbeschreibung und Verfolgung von
Multipunktmodellen, also starrer Konstellationen mit mindestens drei Punkten.
Eine wesentliche Grundlage f¤ur die Erkennung von Multipunktmodellen ist die initia-
le Bestimmung der das Modell beschreibenden 3D-Punkte. Dieses Anlernen der Punkte
wird in Kapitel 5 vertieft. Eine Methode f¤ur das automatische Anlernen von Modellen,
die w¤ahrend der Lernphase bewegt werden k¤onnen, um auch komplexe Objekte erfassen
zu k¤onnen, wird pr¤asentiert und evaluiert.
Im Anschluss an die starren Modelle werden in Kapitel 6 dynamische Modelle entwi-
ckelt und diskutiert. Dies sind Konstellationen von Punkten, deren Positionen sich zwi-
schen zwei Erfassungszeitpunkten relativ zueinander ver¤andern k¤onnen, die aber dennoch
eine Einheit bilden. Dynamische Gruppenmodelle insbesondere f¤ur ein- oder beidh¤andi-
ge Interaktion werden genauer beschrieben, Gelenkmodelle und Fl¤achenmodelle wer-
den kurz dargestellt. Der Abschnitt 6.4 fast abschließend zusammen, welche starren und
dynamischen Modelltypen kombiniert werden k¤onnen, um eine hybride Trackingl¤osung
bez¤uglich der verschiedenen Typen von Modellen zu erhalten.
Das Kapitel 7 enth¤alt verschiedene Methoden zur Filterung und Pr¤adiktion der Trans-
formationen, die aus den in den vorausgegangenen Kapiteln entwickelten Trackingalgo-
rithmen resultieren.
Schließlich folgt zum Abschluss des Inhalts dieser Arbeit ein Kapitel, welches drei aus-
gew¤ahlte, praktisch umgesetzte Anwendungen mit den in dieser Arbeit beschriebenen und
1.4. ZUSAMMENFASSUNG DER WICHTIGSTEN ERGEBNISSE 5
implementierten Algorithmen vorstellt. Die Beschreibung der Anwendungen in Kapitel 8
umfasst eine allgemeine Darstellung der jeweiligen Applikation, sowie den besonderen
Zusammenhang mit den Algorithmen.
Eine Zusammenfassung der Arbeit sowie ein Ausblick bendet sich in Kapitel 9. Die
Anh¤ange A bis D enthalten unter anderem Erg¤anzungen zur Darstellung von Rotationen
und verschiedene Beispiele.
1.4 Zusammenfassung der wichtigsten Ergebnisse
Im Rahmen dieser Arbeit wurden mehrere Verfahren f¤ur das Tracking starrer und dy-
namischer Objekte mit einem Stereokamerasystem entwickelt. Ausgangspunkt f¤ur die
Beschreibung der Algorithmen sind durch ein Stereokamerasystem rekonstruierte 3D-
Punkte, die in dem in dieser Arbeit entworfenen 3D-Punktmodell vorliegen. Passend zu
den Algorithmen wurden verschiedene Arten von starren und dynamischen Modellen ent-
wickelt, die die verschiedenen Eigenschaften repr¤asentieren und deren Verfolgung erlau-
ben. Die beschriebenen Algorithmen und Modelle wurden in erster Linie f¤ur ein System
bestehend aus zwei Kameras, die im Infrarotbereich Bilder aufnehmen, entworfen und im-
plementiert. Dabei unterst¤utzen die Algorithmen und Modelle eine skalierbare Hardware,
erlauben also neben der Verwendung hochwertiger Kameras und Objektive auch eine An-
passung an einfachere Produkte, die weniger exakte Werte liefern, aber je nach Anwen-
dungsbereich angemessen sind. Sie k¤onnen aber auch als Erweiterung anderer ¤ahnlicher
Systeme oder f¤ur Systeme mit einer anderen zu Grunde liegenden Trackingtechnologie
genutzt werden.
Ein besonderer Schwerpunkt liegt auf der Beschreibung des neu entwickelten und pa-
rametrisierbaren Algorithmus f¤ur Multipunktmodelle und der entsprechenden Modellbe-
schreibung selbst [Schwald 02a], [Schwald 05a]. Multipunktmodelle sind die abstrakte
Beschreibung einer Konstellation von mindestens drei fest zueinander platzierten Punkten
beziehungsweise Markern mit allen zus¤atzlich ben¤otigten Parametern. Durch die Festle-
gung der verschiedenen Parameter des Modells und des Algorithmus kann dabei letzterer
so modiziert werden, dass er bestimmte erw¤unschte Eigenschaften, wie geringe Verar-
beitungszeit oder Robustheit st¤arker oder schw¤acher ber¤ucksichtigt.
Ein weiterer Schwerpunkt liegt auf dem automatischen Anlernen [Schwald 04a] von
Multipunktmodellen durch freie Bewegung des zu verfolgenden Objekts. Dieser neue, im
Rahmen dieser Arbeit entwickelte Algorithmus erlaubt ein Anlernen komplexer Punkt-
konstellationen mit einem Kamerasystem, welches auch aus wenigen Kameras bestehen
kann, also insbesondere einem Zweikamerasystem.
Neben den Multipunktmodellen werden als starre Modelle die hier denierten Ein- und
Zweimarkermodelle mit den entsprechenden Algorithmen pr¤asentiert. Die Zweipunktmo-
delle eigenen sich dabei insbesondere f¤ur Anwendungen, in denen die Interaktion zahl-
reicher Benutzer erforderlich ist [Schwald 05c].
W¤ahrend die in dieser Arbeit entwickelten starren Modelle vor allem f¤ur die Verfolgung
von Objekten geeignet sind, bieten die im Rahmen dieser Arbeit entwickelten dynami-
schen Modelle die M¤oglichkeit einer direkteren Form der Interaktion mit dem Computer
durch den menschlichen K¤orper. Die Modelle bestehen dabei aus keiner festen Anordnung
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von Markern sondern einer Anordnung, die Ver¤anderungen zwischen den Erfassungszeit-
punkten zul¤asst. Der Schwerpunkt der Bearbeitung der dynamischen Modelle liegt auf
dem hier entwickelten und als Gruppenmodell bezeichneten Ansatz, der f¤ur eine direkte
Interaktion mit den H¤anden besonders geeignet ist [Schwald 05b].
Außer der Beschreibung der verschiedenen einzelnen hier entwickelten Modelle und
Algorithmen ist es Ziel dieser Arbeit, m¤oglichst umfassend die verschiedenen Arten von
Trackingans¤atzen auf Basis rekonstruierter 3D-Punkte darzustellen. Abbildung 1.1 zeigt
das Gesamtkonzept dieser Arbeit, wobei in horizontaler Ausrichtung aufeinanderfolgen-
de Verarbeitungsschritte beschrieben sind und in vertikaler Richtung die Bandbreite der
verschiedenen Ans¤atze. Außerdem bietet das hier dargestellte Konzept die M¤oglichkeit,
verschiedene Arten von Modellen, also insbesondere starre und dynamische Modelle, in-
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Abbildung 1.1. Gesamtkonzpet dieser Arbeit. In horizontaler Ausrichtung sind auf›
einanderfolgende Verarbeitungsschritte beschrieben und in vertikaler Richtung die
Bandbreite der verschiedenen Ans¤atze.
Die Umsetzung und die Verwendbarkeit der in dieser Arbeit beschriebenen Verfahren in
der Praxis wird anhand verschiedener umgesetzter Anwendungen aus dem Mixed Reality
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Bereich [Schnaider 03], [Schwald 03a], [Schwald 03b], [R¤oddiger 04], [Schwald 04d],
[Schwald 04e], [Wesarg 04], dem rein medizinischen Bereich [Dold 04], beziehungswei-





Ein Kamerasystem bezeichnet in dieser Arbeit eine Kombination aus Hardware, also ins-
besondere ein Computer und eine oder mehrere Kameras, und einer Software, welche die
aufgenommenen Bilder verarbeitet. Kamerasysteme bestehend aus mindestens zwei Ka-
meras erm¤oglichen die Betrachtung einer Szene aus zwei oder mehreren verschiedenen
Blickwinkeln und werden hier als Stereokamerasysteme bezeichnet. Trackingsysteme
k¤onnen Stereokamerasysteme, die f¤ur die Verfolgung von Objekten im Dreidimensiona-
len eingesetzt werden, sein. Allerdings gibt es auch verschiedene andere Technologien,
wie optische Systeme mit nur einer Kamera oder einem Laser, elektromagnetische und in-
ertiale Trackingsysteme. Im Rahmen dieser Arbeit spielen nur Stereokamerasysteme eine
Rolle.
Um mit einem Stereokamerasystem eine pr¤azise 3D-Rekonstruktion und eine stabile
Verfolgung von Objekten im Dreidimensionalen mit einer m¤oglichst geringen Latenz zu
erm¤oglichen, bedarf es jedoch mehr, als der reinen Betrachtung aus unterschiedlichen
Blickwinkeln. Verschiedene Eigenschaften, ¤Uberlegungen zum Kameraaufbau und zum
Interaktionsbereich, sowie weitere Grundbegriffe werden in den folgenden Abschnitten
vorgestellt und diskutiert.
2.1 Grundbegriffe
Soll bei der Verwendung eines Stereokamerasystems eine hohe Pr¤azision der 3D-Re-
konstruktion erreicht werden, m¤ussen die Kameras synchron laufen, da ansonsten die
verschiedenen Kameras - insbesondere bei bewegten Szenen - Bilder von ungleichen
Zust¤anden aufnehmen. Verfolgt man beispielsweise bei einer Bildwiederholrate (Frame-
rate) von 30 fps (frames per second) ein Objekt, welches sich mit 20 kmh ≈ 5, 6ms bewegt,
so verschiebt sich das Objekt zwischen der Aufnahme zweier Bilder einer Kamera um
knapp 19 cm. Insbesondere f¤ur bewegungsreiche Szenen ist also ein synchronisiertes Ka-
merasystem unverzichtbar, auch wenn Kameras mit h¤oherer Framerate eingesetzt werden.
Auch bei weniger bewegungsreichen Szenen empehlt es sich, die Kameras zu synchro-
nisieren, da sich die Fehler, die durch unsynchronisierte Bilder entstehen, nur schwer zu
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einem sp¤ateren Zeitpunkt in der Verarbeitung ausgleichen lassen. In [Rasmussen 06] ist
ein Stereokamerasystem beschrieben, bei dem auf die Synchronisation der Kameras ver-
zichtet wird, um m¤oglichst einfache Hardware verwenden zu k¤onnen.
Der Begriff Frame wird in dieser Arbeit als Bezeichnung f¤ur das zu einem Zeitpunkt
aufgenommene n-Tupel von Vollbildern n synchronisierter Kameras verwendet. Dement-
sprechend bezieht sich die Framerate sowohl auf alle Kameras, als auch auf jede einzel-
ne Kamera. Der Begriff Updaterate bezieht sich auf die Frequenz der Ausgabe eines
Trackingsystems und wird insbesondere dann benutzt, wenn Vergleiche zu nicht optischen
Systemen gezogen werden. Die Framerate und die Updaterate eines optischen Tracking-
systems sind oft, aber nicht notwendigerweise immer, gleich.
Ein weiterer entscheidender Faktor f¤ur die Qualit¤at der Messungen im Dreidimensiona-
len ist die Kalibrierung der Kameras. Zum einen k¤onnen und sollten Kameras intrinsisch
kalibriert werden, das heißt diejenigen Parameter einer Kamera werden bestimmt, die un-
abh¤angig vom Aufbau des gesamten Kamerasystems sind. Außerdem sollten die Kameras
extrinsisch kalibriert, also deren Positionierung und Orientierung zueinander bestimmt,
werden. Die Kalibrierung von Kameras geh¤ort zu den wesentlichen Aufgaben bei der
Entwicklung eines Trackingsystems und wird in Abschnitt 2.3 weiter ausgef¤uhrt.
2.1.1 Kameraaufbau und Interaktionsbereich
Auch der Aufbau der Kameras spielt eine entscheidende Rolle, nicht nur f¤ur die Genau-
igkeit der 3D-Rekonstruktion, sondern auch f¤ur den Interaktionsbereich eines Tracking-
systems. Unter dem Interaktionsbereich eines Trackingsystems wird im Folgenden der
Bereich im dreidimensionalen Raum bezeichnet, der von mindestens zwei Kameras auf-
genommen werden kann, also die Schnittmenge der Sichtvolumina der Kameras. Um den
Interaktionsbereich m¤oglichst groß zu gestalten, sind f¤ur die Platzierung von zwei Kame-
ras folgende ¤Uberlegungen zu ber¤ucksichtigen:
 Die optischen Achsen der Kameras sollten sich ann¤ahrend schneiden, sodass die
Kameras ungef¤ahr denselben Bereich im Raum, allerdings aus unterschiedlichen
Perspektiven, erfassen.
 Ist die erste Forderung erf¤ullt, gilt: Je n¤aher die Kameras zueinander positioniert
stehen, desto gr¤oßer ist das Interaktionsvolumen.
Die erste Forderung betrifft also eher die Anforderung an die Rotation der Kamera,
die zweite Forderung betrifft die Translation. Wenn die Kameras nicht so orientiert sind,
dass sich die optischen Achsen n¤aherungsweise schneiden, kommt es im Extremfall da-
zu, dass ¤uberhaupt kein gemeinsamer Bereich der Sichtvolumina der Kameras existiert
und somit kein Interaktionsvolumen deniert wird. Wie in Abbildung 2.1 grob skizziert,
erh¤oht eine enge Stellung der Kameras (b) den Interaktionsbereich dadurch, dass bei zu-
nehmender Entfernung von den Kameras der Interaktionsbereich gr¤oßer wird, bei einer
eher rechtwinkligen Anordnung der Kameras (a) hingegen kleiner wird.
Allerdings wird der Blickwinkel der Kameras durch die sehr enge Stellung und ¤ahn-
liche Ausrichtung nahezu identisch. Eine solche Konstellation der Kameras macht eine
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(a) Die Kameras stehen ungefa¨hr im 90◦
Winkel zueinander. Der Interaktionsbereich
ist nahe bei den Kameras breit und verju¨ngt
sich mit zunehmender Entfernung von den
Kameras.
(b) Die Kameras sind ungefa¨hr parallel aus-
gerichtet. Der Interaktionsbereich wird in zu-
nehmender Entfernung der Kameras breiter.
Abbildung 2.1. Unterschiedliche Platzierung und Ausrichtung zweier Kameras in der
Aufsicht. Der Interaktionsbereich ist grau unterlegt.
pr¤azise Rekonstruktion im Dreidimensionalen schwieriger, insbesondere gilt dies f¤ur die
Genauigkeit der rekonstruierten Koordinaten in die Tiefe, also entlang der optischen Ach-
sen. Da die Kameras in diesem Fall ¤ahnlich orientiert sind, sind die zur Bildebene ortho-
gonalen optischen Achsen nahezu parallel. Das bedeutet, dass die Verschiebungen eines
Objekts ann¤ahernd parallel zu den beiden optischen Achsen nur eine dazu relativ geringe
Ver¤anderung auf den beiden Kamerabildern bewirkt und es somit schwierig ist, diese ex-
akt zu bestimmen. Besser f¤ur die Pr¤azision in Tiefe, H¤ohe und Breite gleichzeitig ist eine
Ausrichtung der Kameras ungef¤ahr im 90◦ Winkel, wie in Abbildung 2.1(a) dargestellt.
F¤ur die in dieser Arbeit beschriebenen Algorithmen und Anwendungen ist es im All-
gemeinen vorteilhaft, die Kameras aufgrund der obigen Erl¤auterungen nicht zu eng bei-
einander zu platzieren. Da dennoch ein m¤oglichst großer Interaktionsbereich auch in die
Tiefe erreicht werden soll, muss hier je nach Anwendung ein Kompromiss gefunden wer-
den.
Das Ausrichten der Kameras ist also ein wichtiger Aspekt bei der Installation eines Ste-
reokamerasystems. Um dem Benutzer die Installation zu vereinfachen, verwenden daher
manche kommerziellen optischen Trackingsysteme [NDI 06] einen festen Aufbau, das
heißt, dass die Kameras fest miteinander verbunden sind. Allerdings schr¤ankt ein fester
Aufbau der Kameras die Anpassung des Interaktionsbereichs des Stereokamerasystems
auf die Anwendung ein.
Art und Qualit¤at der Kameras, der Objektive und der Beleuchtungstechnik haben eben-
falls Einuss auf die Qualit¤at der rekonstruierten Ergebnisse. Insbesondere gute Objektive
erleichtern die Kalibrierung der einzelnen Kameras und des Stereokamerasystems, siehe
Abschnitt 2.3.
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2.1.2 Verwendung von Stereosystemen
Neben zahlreichen Anwendungen wie zum Beispiel 3D-Scannern oder Systemen zur
3D-Rekonstruktion komplexer Objekte [Neugebauer 97], [Rusinkiewicz 02] gibt es auch
zahlreiche verschiedene Ans¤atze von Trackingsystemen, die sich Stereokamerasysteme
zu Nutze machen. Unter anderem sind dies Infrarottrackingsysteme wie unter [ART 06a],
[NDI 06], [Vicon 06] beschrieben, auf die in Abschnitt 2.4.1 n¤aher eingegangen wird. Je
nach System werden diese sowohl f¤ur die Verfolgung von Objekten im VR-Bereich (zum
Beispiel Shutterbrille oder Interaktionsger¤at) als auch beim Motion Capturing, typischer-
weise f¤ur die Verfolgung menschlicher Bewegung, eingesetzt.
Weitere Systeme [Claron 06], [Orin 06] nutzen ebenfalls Marker, allerdings nicht nur
Infrarotmarker. Des Weiteren gibt es Trackingsysteme, die ganz auf Marker verzichten,
und beispielsweise versuchen die Position und die Zeigerichtung einer menschlichen
Hand [Malerczyk 04] oder die Position des Kopfes [Park 06] zu erfassen.
Um eine Rekonstruktion aus verschiedenen Sichten mit nur einer Kamera m¤oglich zu
machen kann man außerdem Spiegel einsetzen [Fukushige 06]. Dabei wird die einzige
Kamera so ausgerichtet, dass sie ein Objekt sowohl direkt als auch dessen Spiegelbild
erfassen kann. Auf diese Art entstehen zwei verschiedene Ansichten. Die Geometrie zur
Verarbeitung dieser beiden Ansichten ¤ahnelt der Verarbeitung der Ansichten von verschie-
denen Kameras. Dieser Ansatz eignet sich dann, wenn im Interaktionsbereich ein Spiegel
platziert werden kann und dieser bei der Interaktion nicht verdeckt wird.
2.2 Kameramodell und Geometrie mehrerer Kameras
Die mathematische Beschreibung insbesondere von Mehrkamerasystemen wurde in
den letzten Jahren immer weiter untersucht, sodass umfassende Literatur [Sonka 99],
[Hartley 04] vorhanden ist. Als erster Schritt f¤ur die mathematische Beschreibung eines
Stereokamerasystems bedarf es der mathematischen Modellierung einer einzelnen Ka-
mera. Das hier verwendete mathematische Kameramodell basiert auf dem Prinzip einer
Lochkamera und wird f¤ur pr¤azise Anwendungen durch Parameter f¤ur die Linsenver-
zeichnung erweitert. In den folgenden Kapiteln steht der Begriff Kameramodell im All-
gemeinen f¤ur das mathematische Modell, ebenso wie der Begriff Kamera daf¤ur verk¤urzt
verwendet wird. Nur in den Abschnitten, die sich mit der Hardware auseinandersetzen
bezeichnen die Begriffe physikalische Kameras.
Die Parameter des Kameramodells, welches der Implementierung in dieser Arbeit zu-
grunde liegt, sind die folgenden extrinsischen Parameter:
T ∈ R3 der Brennpunkt und Ursprung des Kamerakoordinatensystems
in Weltkoordinaten und
R ∈ SO3 die Rotation der Kamera im Weltkoordinatensystem.
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Intrinsische Parameter sind:
f ∈ R die Brennweite der Kamera,
P = (u0, v0) ∈ R2 der Hauptpunkt (Principal Point), also der Schnittpunkt zwi-
schen optischer Achse und der dazu orthogonalen Bildebene,
ru, rv ∈ R Skalierungsfaktoren in x- und y-Richtung auf der Bildebene,
s ∈ R ein Verzerrungsfaktor (skew) und
κ ∈ R ein Koefzienten f¤ur die radiale Linsenverzeichnung.
Die intrinsischen Parameter werden h¤aug unterschiedlich benannt und es werden auch
verschiedene Parameter benutzt. Beispielsweise wird f¤ur die Modellierung der radialen
Linsenverzeichnung teilweise mehr als ein Koefzient verwendet, um diese genauer ange-
ben zu k¤onnen. Da die Wirkung weiterer Linsenverzeichnungsparameter aber zunehmend
geringer wird, wird aus Efzienzgr¤unden oft auf diese verzichtet. Abbildung 2.2 zeigt ein
















Abbildung 2.2. Das Lochkameramodell zeigt das Kamera›, Kamerabild›, und Pixelko›
ordinatensystem und einen auf die Kamerabildebene projizierten Punkt Xc.
Unter der Voraussetzung, dass alle Kameraparameter bekannt sind, l¤asst sich ein Punkt
XW = (xw, yw, zw) ∈ R3 im Weltkoordinatensystem auf die Bildebene der Kamera pro-
jizieren und in Pixelkoordinaten angeben. Dazu wird der Punkt XW zun¤achst in Kamera-
koordinaten XC transformiert:
XC = R
−1 ·XW − R−1 · T. (2.1)
Der Punkt XC = (xc, yc, zc) ∈ R3 in Kamerakoordinaten wird daraufhin auf die Ka-
merabildebene, die im Abstand f zum Ursprung liegt, projiziert. Der projizierte Punkt ist




)T zu berechnen. In homogenen
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erfolgen kann. Diese Matrizen werden unter anderem als Finite Projektive Kamera bezie-
hungsweise Kamerakalibrierungsmatrix bezeichnet. Der endg¤ultige, projizierte Punkt




T ∈ R2. Das Pixelkoordinaten-
system ist nicht diskret, da hier ein 2D-Punkt in Pixelkoordinaten beispielsweise auch der
Schwerpunkt einer segmentierten Region sein kann, der durch Summierung und Gewich-
tung im Allgemeinen nicht ∈ N20 ist.
Bei obiger Berechnung der Pixelkoordinaten wurde keine Linsenverzeichnung ber¤uck-
sichtigt. Um diese zu ber¤ucksichtigen, werden die Koordinaten uu = −f ·xczc und vu =
−f ·yc
zc
des projizierten Punktes mit
ud =
2uu√
1− 4(u2u + v2u)κ
vd =
2vu√
1− 4(v2u + v2u)κ
(2.3)
transformiert [Lenz 87] und dann weiter auf Pixelkoordinaten transformiert. Das u im
Index steht dabei f¤ur

undistorted, beziehungsweise das d f¤ur

distorted. Die Umkehr-
funktionen der beiden obigen Gleichungen sind:
uu =
ud









Der radiale Linsenverzeichnungsparameter κ ist f¤ur die verwendeten Objektive mit ton-
nenf¤ormiger Verzeichnung negativ, sodass die Ausdr¤ucke unter den Wurzeln in den Glei-
chungen (2.3) nicht negativ werden k¤onnen. Ergibt sich f¤ur κ ein positiver Wert, m¤ussen
die entsprechenden Werte von uu und vu bei jeder Berechnung ber¤ucksichtigt werden. F¤ur
die Modellierung der Linsenverzeichnung gibt es verschiedene andere Ans¤atze [Tsai 87],
[Presscott 97], die insbesondere bei Ber¤ucksichtigung einer dezentrierten radialen Ver-
zeichnung [Jain 95] komplexer und aufw¤andiger in der Berechnung werden.
F¤ur die Rekonstruktion von 3D-Punkten ist es notwendig, aus den Pixelkoordinaten
(u, v)T eines Punktes, beispielsweise dem Schwerpunkt einer segmentierten Region, wie-
der 3D-Koordinaten zu gewinnen. Dabei bildet ein Punkt auf der Bildebene auf eine
Halbgerade im Raum ab. Die Halbgerade beginnt im Kameraursprung und schneidet den
Punkt auf der Bildebene. Dazu wird (u, v, 1)T mit K−1 multipliziert und danach um die
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vorliegt. Daraus ergibt sich (U, f)T ∈ R3 im Kamerakoordinatensystem, als ein Punkt auf
der Halbgeraden.
F¤ur die Geometrie mit zwei Kameras sind die Fundamentalmatrix F ∈ R3×3 und
die Essentialmatrix E ∈ R3×3 n¤utzliche Hilfsmittel. Die Fundamentalmatrix dr¤uckt die
Korrespondenz eines homogenen Punktes (u1, v1, 1)T der ersten Kamera mit einem ho-
mogenen Punkt (u2, v2, 1)T der zweiten Kamera durch
(u2, v2, 1)F (u1, v1, 1)
T = 0 (2.6)
aus. Die Fundamentalmatrix hat Rang 2. Analoges gilt f¤ur die Essentialmatrix und Punkte
K−1(u1, v1, 1)T und K−1(u2, v2, 1)T . Eine detaillierte Beschreibung der Eigenschaften
dieser Matrizen ndet sich unter anderem in [Hartley 04]. Die Fundamentalmatrix kann
nat¤urlich keine Linsenverzeichnung ber¤ucksichtigen.
Wie diese und weitere Eigenschaften genutzt werden, um 3D-Punkte aus zwei Kame-
rabildern zu rekonstruieren, wird in Kapitel 3 weiter erl¤autert.
2.3 Kalibrierung des Kamerasystems
Eine elementare Voraussetzung f¤ur das Tracking mit einem Stereokamerasystem ist die
Kalibrierung der Kameras, da diese erst eine efziente und genaue 3D-Rekonstruktion
erm¤oglicht. Dabei werden zun¤achst einmalig die intrinsischen Parameter jeder Kamera
bestimmt und dann nach jedem Aufbau des Kamerasystems die extrinsischen Kamera-
parameter, also die Ausrichtung der Kameras zueinander.
Die intrinsische Kamerakalibrierung erfolgt meist durch die Aufnahme eines Musters
(Pattern) , typischerweise mit Kreisscheiben oder Rechtecken, sodass einzelne Punk-
te im Kamerabild als Schwerpunkte segmentierter Regionen bestimmt werden k¤onnen.
Abbildung 2.3 zeigt die Aufnahme solch eines Patterns. Zusammen mit dem Wissen
¤uber die realen Abst¤ande dieser Punkte auf dem Pattern, lassen sich dann die intrinsi-
schen Kameraparameter eines wie in Abschnitt 2.2 beschriebenen und zugrundegeleg-
ten Kameramodells berechnen. Solche Verfahren sind unter anderem in [Tsai 86] und
[Lenz 87] beschrieben. In [Zhang 98], ist dar¤uber hinaus beschrieben, wie mehrere Auf-
nahmen des Patterns, ohne festgelegte Positionen, in einem Optimierungsprozess genutzt
werden k¤onnen, um die intrinsischen Parameter zu berechnen.
Wird beispielsweise das Pattern aus Abbildung 2.3 verwendet, um eine Kalibrierung
nach der Methode von [Zhang 98] durchzuf¤uhren, werden in jeder der n Aufnahmen des
Patterns 108 Punkte erfasst, deren reale 3D-Koordinaten in einem Koordinatensystem,
das den Ursprung auf dem Pattern hat, bekannt sind (dabei gilt z = 0 f¤ur alle Punkte) und
deren Pixelkoordinaten aus dem Bild berechnet werden. F¤ur die Optimierung liegen 108n
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(a) Kalibrierungspattern. (b) Kalibrierungspattern mit Overlays.
Abbildung 2.3. Aufnahme eines Kalibrierungspatterns ohne ¤Uberlagerungen des Ka›
merabildes (Overlays) und mit Overlays nach der Segmentierung, als Visualisierung
der Segmentierungsergebnisse.
Korrespondenzen zwischen 3D- und 2D-Punkten vor, aus denen mit Hilfe der nichtli-
nearen Optimierungsmethode nach Levenberg und Marquardt [Marquardt 63], [Press 02]
die intrinsischen Kameraparameter berechnet werden k¤onnen. Als Nebenprodukt wird die
Position und Orientierung jedes Patterns berechnet.
Sind die intrinsischen Parameter jeder Kamera in einem Stereosystem bestimmt, kann
die extrinsische Kamerakalibrierung folgen. Ein Verfahren f¤ur diese Kalibrierung ist der
in [Azarbayejani 95] beschriebene halbautomatische Ansatz, der als Grundlage f¤ur die-
se Arbeit herangezogen wurde. Der Ansatz ist deshalb halbautomatisch, weil der Be-
nutzer zun¤achst ein Ger¤at im Interaktionsvolumen bewegen muss, das einen eindeutig
identizierbaren Punkt in beiden Kameras erzeugt, sodass 2D-Punkt-Korrespondenzen
(U1i , U
2
i ), 1 ≤ i ≤ m, zum Beispiel mit m = 300, automatisch vorliegen. Als solches
Ger¤at eignet sich zum Beispiel eine Leuchtdiode, insbesondere eine infrarote, da diese in
Kameras (ohne Infrarot-Sperrlter) klar zu erkennen ist.
Mit linearen Methoden, insbesondere der Singula¨rwertzerlegung (SVD) l¤asst sich
nach [Hartley 92] eine Ann¤aherung f¤ur die Transformation zwischen zwei Kameras unter
Nutzung der Eigenschaften der Essentialmatrix berechnen. Das Ergebnis dieses Verfah-
rens wird als Startwert f¤ur eine nichtlineare Optimierung mit dem bereits oben erw¤ahnten
Levenberg-Marquardt Algorithmus verwendet. Das Prinzip der Kalibrierung beruht da-
bei darauf, dass ein 2D-Punkt U 1i mit Hilfe der aktuell bestimmten Transformation und
den bereits bekannten intrinsischen Kameraparametern entsprechend der Formeln in Ab-
schnitt 2.2 auf einen Punkt U˜2i im anderen Kamerabild abgebildet wird. Das Residuum,
ri = ‖U˜2i − U2i ‖2, (2.7)
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welches den Abstand zum originalen PunktU 2i darstellt, wird f¤ur alle Punkte aufsummiert.
Die Summe der Residuen ist die Kostenfunktion, die dann iterativ minimiert wird.
Werden wie hier beschrieben nur Ein-Punkt-Korrespondenzen verwendet, kann auf die-
se Weise zwar Positionierung und Orientierung der Kameras berechnet werden, es fehlt
jedoch ein Skalierungsfaktor. Dieser kann nachtr¤aglich, ebenso wie ein spezielles Weltko-
ordinatensystem, bestimmt werden. Beispielsweise platziert man daf¤ur im Interaktions-
bereich ein vermessenes (Kalibrierungs-) Objekt mit mindestens drei nicht kollinearen,
identizierbaren und vermessenen Punkten, typischerweise in rechtwinkliger Anordnung.
Da das Kamerasystem bereits kalibriert ist, lassen sich beliebig skalierte Distanzen zwi-
schen den Punkten berechnen und mit den tats¤achlich gemessenen Distanzen vergleichen,
sodass das Trackingsystem auf die realen Distanzen geeicht wird. Das Weltkoordinaten-
system wird relativ zum Kalibrierungsobjekt platziert.
Das hier verwendete Verfahren verlangt insbesondere keinen bestimmten Kameraauf-
bau, wie zum Beispiel gleiche Orientierung der Kameras, und ist weitestgehend exibel.
Soll ein System mit mehr als zwei Kameras kalibriert werden, gibt es die M¤oglichkeit je
zwei Kameras als Paar zu kalibrieren, wobei nat¤urlich aufgenommene Messpunkte mehr-
fach genutzt werden k¤onnen, wenn sie in mehreren Kameras erfasst werden konnten. Des
Weiteren gibt es auch f¤ur Systeme mit drei oder mehr Kameras spezielle Ans¤atze, die
unter anderem in [Hartley 04] festgehalten sind.
2.4 Optische Trackingtechnologien
In den folgenden Abschnitten werden verschiedene kamerabasierte Verfahren beschrie-
ben, die als technologische Basis f¤ur die in dieser Arbeit beschriebenen Algorithmen sinn-
voll einsetzbar sind. Den f¤ur diese Arbeit wichtigsten Bereich optischer Trackingsysteme
stellen Infrarottrackingsysteme mit retroreektierenden Markern oder Dioden dar, die im
folgenden Abschnitt beschrieben werden.
2.4.1 Infrarottracking
Im Infrarotbereich arbeitende Stereokamerasysteme f¤ur Trackingaufgaben (Infrarot-
trackingsysteme) setzen sich als Trackingsysteme f¤ur Virtual und Augmented Reality
Anwendungen im Innenbereich zunehmend durch. Vorteile gegen¤uber anderen Technolo-
gien sind insbesondere, dass zu verfolgende Personen oder Objekte nicht verkabelt wer-
den m¤ussen, sie ein großes Interaktionsvolumen und eine hohe Genauigkeit im Vergleich
zu anderen Trackingtechnologien haben. Die zu verfolgenden Objekte sind h¤aug feste
K¤orper, an denen passive oder aktive Marker angebracht werden. Passive Marker sind
retroreektierende Kugeln, die Infrarotlicht von neben den Kameras befestigen Schein-
werfern auf die Kamerabilder reektieren. Alternativ dazu werden auch Infrarotdioden
als aktive Marker verwendet, die ohne Scheinwerfer von mit Infrarotltern ausgestatteten
Kameras deutlich wahrgenommen werden k¤onnen.
Soweit sich die bei allen optischen Trackingverfahren existierende Verdeckungsproble-
matik einschr¤anken l¤asst, das heißt eine Verdeckung des zu verfolgenden Objekts nicht
dauerhaft stattndet, sind Infrarotsysteme außerdem robust.
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Markerbasierte Ans¤atze sind nicht f¤ur alle Anwendungen geeignet oder ¤uberhaupt ver-
wendbar, da das Anbringen von Markern in manchen Situationen unpraktisch ist oder
nicht durchgef¤uhrt werden kann. F¤ur zahlreiche Anwendungen ist jedoch eine Verwen-
dung von Markern unproblematisch und die dadurch im Allgemeinen entstehenden Vor-
teile, wie eine hohe Framerate und die Robustheit des Trackings, sind unverzichtbar.
Infrarottrackingsysteme existieren inzwischen sowohl als Prototypen im wissenschaft-
lichen Umfeld [Madritsch 96] [Dorfm¤uller 99b], [Ribo 01], [Magneau 02a], [Mulder 03],
[Rasmussen 06] als auch als kommerzielle Systeme, zum Beispiel ARTtrack [ART 06a],
Polaris [NDI 06] oder Vicon [Vicon 06]. Der Fokus in der Entwicklung dieser Systeme
liegt meist auf der zu erreichenden Genauigkeit, welche insbesondere f¤ur Anwendun-
gen im Bereich Augmented Reality oder speziell im medizinischen Umfeld ein wichtiges
Kriterium f¤ur die Verwendung darstellt. Bessere Systeme geben eine statische Positions-

































typischer CCD (hier von Sony XC−55 Kamera)
IR Filter Typ 092
Abbildung 2.4. Relative spektrale Empndlichkeiten beziehungsweise Durchl ¤assigkei›
ten. Der ausgef ¤ullte Bereich zwischen der CCD Kurve und der des Infrarotlters wird
von den Kameras erfasst.
Die in den folgenden Kapiteln beschriebenen Algorithmen wurden nicht ausschließlich,
aber im Wesentlichen, als Teil des Infrarottrackingsystems EOS entwickelt [Schwald 02a],
[Schwald 04b] und sind Bestandteil dieses Systems. Der Vorg¤anger dieses Systems geht
auf Arbeiten von Klaus Dorfm¤uller-Ulhaas [Dorfm¤uller 98, Dorfm¤uller 99a] zur¤uck, des-
sen System in Bezug auf die Grundlagen, wie der Kamerakalibrierung und der Rekon-
struktion, dem EOS System ¤ahnelt, aber sich ansonsten insbesondere bei den in den Ka-
piteln 4 und 5 beschriebenen Zwei- und Multipunktmodellen und der in Kapitel 6 be-
schriebenen Verarbeitung dynamischer Modelle unterscheidet.
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Anhand von EOS wird im Folgenden das Prinzip und die generelle Vorgehensweise
eines Infrarottrackingsystems dargestellt. Verwendet werden monochrome (s/w) Kame-
ras, da Farbbilder f¤ur die Verwendung mit Infrarotlicht keinen Vorteil bringen und im
Gegenteil h¤aug mit Infrarotsperrltern ausgestattet sind. Soweit also in Kameras keine
Infrarotsperrlter eingebaut sind, k¤onnen diese im f¤ur Menschen nicht sichtbaren Infrarot-
bereich Bilder aufzeichnen. Abbildung 2.4 zeigt den Bereich des Lichtspektrums, den ein
typischer CCD-Chip im Vergleich zum menschlichen Auge erfasst. Spezielle, aber auch
teure Infrarotkameras sind mit Chips ausgestattet, die im Infrarotbereich noch deutlich
empndlicher sind, als ein CCD-Chip. Des Weiteren kann man die Kameras mit Infra-
rotltern ausstatten, die die gegens¤atzliche Wirkung von Infrarotsperrltern haben: nur
Licht ab einer gewissen Wellenl¤ange kann die Filter durchdringen. Diese Filter werden
eingesetzt, um den Hintergrund des Kamerabilds, der kein Infrarotlicht ausstrahlt oder
reektiert, m¤oglichst schwarz erscheinen zu lassen.
Die Empndlichkeit der Chips gegen¤uber Infrarotlicht macht man sich bei einem Infra-
rottrackingsystem zu Nutze, indem man meist kugelf¤ormige, mit einer retroreektieren-
den Folie ¤uberzogene Objekte mit an oder neben den Kameras montierten Lichtquellen
bestrahlt oder anblitzt. Durch die retroreektierende Eigenschaft der Folie wird das auf
diese Marker gestrahlte Licht direkt auf die Kameras zur¤uckgeworfen, sodass die Marker
als sehr helle Lichtpunkte im Kamerabild erscheinen und sich aufgrund der Infrarotlter
auf den Kameras vom Hintergrund deutlich abheben. Alternativ zu diesem sogenannten
passiven Ansatz, k¤onnen auch aktive Infrarotdioden statt der retroreektierenden Marker
verwendet werden.
Infrarotdioden haben gegen¤uber retroreektierenden Kugeln den Vorteil, dass sie sich
im Allgemeinen unauff¤alliger anbringen lassen. Dem steht allerdings zum einen der Nach-
teil gegen¤uber, dass die Dioden mit Strom versorgt werden m¤ussen und zum anderen,
dass der Abstrahlwinkel der Dioden beschr¤ankt ist, also die Abstrahlung vor allem nicht
kugelf¤ormig ist. Durch den beschr¤ankten Abstrahlwinkel erscheinen die Dioden im Ka-
merabild meist nicht kreisf¤ormig, was die Verarbeitung erschwert, oder noch schlechter,
die Dioden bei ung¤unstiger Orientierung, gar nicht zu erkennen sind. Kann man bei einer
Anwendung davon ausgehen, dass eine ung¤unstige Ausrichtung der Dioden kaum vor-
kommt und stellt die Stromversorgung kein Problem dar, sind Infrarotdioden eine gute
Alternative zum passiven Ansatz. Abbildung 2.5 zeigt ein Kamerabild, auf dem ein zu
verfolgendes Objekt mit Infrarotdioden versehen worden ist.
Um die daran anschließende Bildverarbeitung noch einfacher zu machen, k¤onnen auf
die Objektive der Kameras Infrarotlter montiert werden, sodass der sichtbare Bereich
des Lichts f¤ur die Chips abgeschnitten wird. Abbildung 2.4 zeigt den verbleibenden Be-
reich von Wellenl¤angen, den die Kameras erfassen und Abbildung 2.5 zeigt den Vergleich
zwischen zwei Kamerabildern mit und ohne Infrarotlter.
Der Ausgangspunkt f¤ur die Bildverarbeitung ist ein Grauwertbild (jedes Pixel erh¤alt
einen Wert zwischen 0 (schwarz) und 255 (weiß)), welches ¤uberwiegend nahezu schwarz
ist, mit einzelnen nahezu weißen, kreisf¤ormigen Bereichen f¤ur jeden sichtbaren Marker.
F¤ur die Segmentierung der Marker bieten sich vor allem zwei Methoden an:
 eine Erkennung der nahezu kreisf¤ormigen Bereiche, zum Beispiel durch Hough-
Transformation, oder
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(a) Kamerasicht ohne Infrarotfilter. (b) Kamerabild durch Infrarotfilter.
Abbildung 2.5. Kamerabild mit und ohne Infrarotlter zeigt ein mit aktiven Markern
versehens Objekt.
 eine Schwerpunktbestimmung von Regionen, deren Pixel alle einen Schwellwert
f¤ur Intensit¤at (Grauwert) ¤uberschreiten.
Beim zweiten, intensit¤atsbasierten Ansatz wird das Kamerabild zeilenweise nach Pi-
xeln untersucht, deren Wert ¤uber einem Segmentierungsgrenzwert l mit 0 ≤ l ≤ 255 liegt.
Bei idealen Lichtverh¤altnissen, also einheitlich, beinahe schwarzem Hintergrund, kann
der Schwellwert sehr tief gew¤ahlt werden, zum Beispiel l = 40, bei ung¤unstigeren Licht-
verh¤altnissen muss er nahe bei 255 gew¤ahlt werden. Aufeinanderfolgende Pixel ¤uber dem
Schwellwert werden zu horizontalen Liniensegmenten zusammengef¤ugt, die dann bei der
Verarbeitung der folgenden Zeilen zu ganzen Regionen zusammengefasst werden k¤onnen.
Eine Skizzierung dieses Vorgehens ist in Abbildung 2.6 dargestellt. Dieses Vorgehen ist
sehr efzient (wenige Millisekunden), sodass die Bildverarbeitung eine im Vergleich zur
noch folgenden 3D-Rekonstruktion und Modellerkennung vernachl¤assigbare Rechenzeit
einnimmt und damit auch die Latenz des Systems nicht wesentlich erh¤oht. Im Gegensatz
dazu ist die oben erw¤ahnte Hough-Transformation im Allgemeinen rechenintensiver.
F¤ur die aus der Verarbeitung eines Bildes hervorgehenden Regionen wird der Schwer-
punkt, der mit den Intensit¤aten der in der Region enthaltenen Pixel gewichtet wird, be-
rechnet. Fasst man ein Pixel q als ein Tripel q = (uq, vq, wq) mit seiner Position (uq, vq)
und seiner Intensit¤atwq auf, so berechnet sich der Schwerpunkt U = (uu, uv)T der Region
















Die Menge U = {U1, . . . , Up} der einzelnen Schwerpunkte von p Regionen entspre-
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Abbildung 2.6. Zusammenf ¤ugung von Pixeln zu Liniensegmenten und dann zu Regio›
nen bei einer intensit ¤atsbasierten Segmentierung. Die Quadrate repr¤asentieren Pixel,
deren Grauwert ¤uber dem Schwellwert liegen. Das Bild wurde aus [Figueiredo 02]
entnommen.
chen den in Abschnitt 2.2 eingef¤uhrten 2D-Punkten in Pixelkoordinaten, die in Kapitel 3
weiter verarbeitet werden.
2.4.2 Patterntracking
Neben dem Infrarottracking mit passiven oder aktiven Markern, gibt es andere weitver-
breitete markerbasierte optische Trackingtechnologien, deren Marker meist ebene Muster
darstellen. Weit verbreitet im AR-Bereich ist ARToolKit [Kato 99], [Kato 06], welches
sich quadratischer Marker bedient, die innerhalb eines schwarzen Rahmens identizier-
bare und eindeutig orientierbare Muster haben sollten. Die Abbildung 3.2(a) zeigt ein
Beispiel f¤ur einen solchen Marker.
Der Vorteil solcher Trackingverfahren gegen¤uber dem oben beschriebenen Infrarot-
tracking besteht vor allem darin, dass die Hardware weniger aufw¤andig ist und dass ein
einzelner Marker sowie eine einzelne Kamera ausreicht, um Translation und Rotation des
Markers relativ zur Kamera bestimmen zu k¤onnen. Bei ARToolKit-artigen Markern liegt
außerdem mehr Information, als bei nicht unterscheidbaren, symmetrischen Markern vor
und sollte auch genutzt werden. Diese detailreicheren Marker haben auch Nachteile: Zum
einen m¤ussen sie so groß sein, beziehungsweise die Kamera so dicht am Marker sein, dass
das Muster auf dem Marker erkannt werden kann, zum anderen ist die Abh¤angigkeit von
den Lichtverh¤altnissen gr¤oßer, als bei Tracking im Infrarotbereich. F¤ur Anwendungen, die
ein pr¤azises Tracking ben¤otigen, reicht die Qualit¤at der berechneten Orientierung h¤aug
nicht aus, sodass mehrere Marker verwendet werden m¤ussen, die einen betr¤achtlichen
Bereich des Kamerabildes einnehmen.
Andere Ans¤atze mit achen Markern sind dem mathematischen Prinzip beim Infra-
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rottracking ¤ahnlicher und k¤onnten von den Algorithmen in den Kapiteln 4 und 5 pro-
tieren. Abbildung 2.7(a) zeigt ein Pattern, das aus drei schwarzen Punkten auf einer
dreiecksf¤ormigen weißen Fl¤ache besteht, welches dann von einem Stereokamerasystem
verfolgt wird [Mulder 03]. Die Erkennung der Punkte in den Kamerabildern basiert dabei
im Wesentlichen auf einer Segmentierung mit Kantendetektion, die aufgrund der N¤ahe
zu den Kameras, bei der angestrebten Verwendung als Desktoptrackingsystem, als unpro-
blematisch beschrieben wird. Die Abbildung 2.7(b) zeigt die Verfolgung kreisf¤ormiger
Marker mit einem Stereosystem, das auf den Grundlagen der vorliegenden Arbeit basiert.
(a) Flaches Pattern bestehend aus drei Punkten
[Mulder 03].
(b) Kreise in einer rechtwinkligen Anordnung
als Marker.
Abbildung 2.7. Pattern, die aus punktf ¤ormigen Elementen bestehen.
Eine weitere Art von Markern wird in [van Rhijn 04] zur Verfolgung von Eingabe-
ger¤aten f¤ur VR/AR-Umgebungen pr¤asentiert. Die Marker sind balkenf¤ormig und in einer
bekannten Geometrie angeordnet, in diesem Fall auf einem W¤urfel, sodass sie in ihrer
Gesamtheit, also auch wenn nur manche der Marker zu erkennen sind, identizierbar sind
und daraus Position und Orientierung berechnet werden k¤onnen.
Es gibt eine Vielzahl weiterer Marker, die f¤ur die Verfolgung von Objekten eingesetzt
werden. Das f¤ur diese Arbeit interessante Unterscheidungsmerkmal zwischen den ver-
schiedenen Markern spaltet diese in zwei Gruppen:
 Marker, die aus nicht unterscheidbaren Markierungen bestehen, sodass deren Iden-
tikation und die Bestimmung von Translation und Rotation ¤uber die geometrische
Anordnung erfolgt. Beispiele wurden in Abbildung 2.7 gezeigt.
 Marker, die schon einzeln identizierbar sind. Aus diesen k¤onnen auch meist direkt
Translation und Rotation bestimmt werden. Typisch f¤ur diese Gruppe sind ARTool-
Kit Marker. Solche Marker werden auch h¤aug mit einer einzelnen Kamera und
nicht mit einem Stereosystem verfolgt.
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Die im ersten Punkt beschriebenen Marker sind im Ansatz den in Abschnitt 2.4.1 be-
schriebenen Markern der Infrarottrackingsysteme ¤ahnlich und k¤onnen mit den Algorith-
men dieser Arbeit sinnvoll verwendet werden.
2.4.3 Tracking auf Basis von 3D-Modellen
Eine weitere Technik, um Objekte mit Stereokamerasystemen zu verfolgen, kann dann
verwendet werden, wenn exakte geometrische Modelle, beispielsweise ein CAD-Modell
dieser Objekte, vorliegen. Im Gegensatz zu den Modellen, wie sie in den folgenden Ka-
piteln dieser Arbeit verwendet werden, werden hier schon vorliegende detailreiche, geo-
metrische Modelle, wie Stadtmodelle [Kretschmer 04] oder ein vermessenes technisches
Ger¤at [Beier 03], [Kang 06] adressiert.
Abbildung 2.8. Monoskopisches modellbasiertes Tracking aus [Comport 04].
Liegt ein solches geometrisches Modell vor, muss man sich f¤ur das Tracking aufgrund
der m¤oglichst geringen Rechenzeit auf eine reduzierte Darstellung beschr¤anken. Erfolgt
eine solche Beschr¤ankung in der Form, dass nur markante 3D-Punkte gesucht, erkannt
und verfolgt werden sollen, k¤onnte das in dieser Arbeit beschriebene Multipunktmodell
zur Bestimmung von Position und Orientierung eingesetzt werden. Abbildung 2.8 zeigt
einen modellbasierten Ansatz aus [Comport 04], bei dem eine Kamera verwendet wird.
Hier werden Kanten aus dem Kamerabild detektiert und mit dem Modell verglichen.
2.5 Zusammenfassung
In diesem Kapitel wurden Grundlagen aus den Bereichen Stereokamerasystem und
optisches Tracking eingef¤uhrt. Bei einem Stereokamerasystem gibt es dabei zahlreiche
Faktoren beziehungsweise Voraussetzungen, die eine pr¤azise Verfolgung im Raum be-
stimmen: die synchrone Erfassung von Bildern, eine gute intrinsische Kalibrierung der
einzelnen Kameras, eine gute extrinsische Kalibrierung des gesamten Systems und ei-
ne der Trackingtechnologie angepasste Bildverarbeitung. Ein weiterer Faktor, der auch
die Auspr¤agung des Interaktionsbereichs beeinusst, ist der Kameraaufbau. Das f¤ur die
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Kamerakalibrierung zugrunde gelegte mathematische Kameramodell entspricht dem der
g¤angigen Computer Vision Standardliteratur.
Verschiedene vorgestellte Bildverarbeitungsans¤atze und Trackingtechnologien liefern
in den einzelnen Kamerabildern 2D-Punkte, wobei in dieser Arbeit ein besonderer Schwer-
punkt auf der Infrarottrackingtechnologie liegt. Das teilweise im Rahmen dieser Arbeit
entwickelte Infrarottrackingsystem bildet die Testumgebung f¤ur die sp¤ater aufgef¤uhrten
Algorithmen. Diese kann sowohl mit retroreektierenden kugelf¤ormigen Markern (pas-
siv), als auch mit Infrarotdioden (aktiv) verwendet werden.
Damit sind die Grundlagen f¤ur den Aufbau eines solchen Systems beschrieben, sowie
die Gewinnung von 2D-Punkten aus den einzelnen Kamerabildern, als erster Schritt der
Verarbeitung innerhalb eines Trackingsystems. Im n¤achsten Kapitel folgt die Verarbeitung




Die Rekonstruktion der 3D-Koordinaten von in der Szene bendlichen Punkten aus den
Stereokamerabildern, die mit einem wie in Abschnitt 2.3 beschriebenen System aufge-
nommen wurden, stellt sich in den meisten F¤allen als problemlos dar. Dies ist insbeson-
dere der Fall, wenn Korrespondenzen zwischen den 2D-Punkten verschiedener Kameras
bekannt sind. Die Bestimmung dieser Korrespondenzen zwischen 2D-Punkten verschie-
dener Kameras wird auch als Korrespondenzanalyse bezeichnet. Die zugrundeliegende
Theorie f¤ur die Rekonstruktion und vor allem die f¤ur die Korrespondenzanalyse sehr n¤utz-
liche Epipolar Geometrie ist in der Literatur unter anderem in [Trucco 98], [Sonka 99],
[Faugeras 01] und [Hartley 04] beschrieben.
Nach den Bildverarbeitungsschritten auf den synchronisiert aufgenommenen Kamera-
bildern liegt f¤ur jedes Kamerabild eine Menge von 2D-Punkten U = {U1, . . . , Up} vor,
die aufgrund der Kenntnis der intrinsischen Kameraparameter aus Gleichung (2.5) in den
jeweiligen (normierten) Kamerabildkoordinaten angegeben werden k¤onnen. Abbildung
3.1 zeigt ein Paar synchronisierter Kamerabilder eines Infrarottrackingsystems. Im Fol-
genden werden die p1 2D-Punkte U 1 = {U11 , . . . , U1p1} des ersten Kamerabildes mit der 1
als Index und die p2 2D-Punkte U 2 des zweiten Kamerabildes mit 2 als Index versehen.
Analog gilt dies f¤ur die weiteren Kamerabilder, bei der Verwendung von mehr als zwei
Kameras.
Ausgehend von den 2D-Punktmengen U 1 und U2 wird in den folgenden Abschnit-
ten erl¤autert, welche Methoden sich eignen, um daraus 3D-Punkte zu rekonstruieren. In
Abschnitt 3.1 wird zun¤achst der hier verwendete Begriff Punkt und dessen Zusammen-
hang mit entsprechenden Markern deniert. F¤ur die zu rekonstruierenden 3D-Punkte bie-
tet es sich an, nicht nur die 3D-Koordinaten, sondern weitere Informationen, die w¤ahrend
der Rekonstruktion gewonnen werden k¤onnen, wie die den 3D-Punkt erzeugenden 2D-
Punkte, zu speichern. Die gesamten Parameter werden in einem 3D-Punktmodell zusam-
mengefasst, das in Abschnitt 3.3 beschrieben wird.
Unter der Voraussetzung, dass das Korrespondenzproblem bez¤uglich der 2D-Punkt-
mengen U 1 und U2 bereits gel¤ost ist, wird in Abschnitt 3.2 beschrieben, wie sich die
Koordinaten der 3D-Punkte berechnen lassen und wie sich der bei der Rekonstruktion
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=⇒ U = {U1, . . . , Up}
Abbildung 3.1. Durch Infrarotlter aufgenommenes Bildpaar eines Stereokamerasys›
tems zeigt ein mit Markern versehens Objekt. Nach der Segmentierung l ¤asst sich eine
Menge von 2D›Punkten aus den weiß erscheinenden Markern extrahieren.
entstehende Fehler angeben l¤asst. Abschnitt 3.4 geht dann auf das Korrespondenzproblem
und die f¤ur dessen L¤osungen anwendbaren beziehungsweise verwendeten Kriterien ein.
Das Kapitel schließt mit einer Diskussion in Abschnitt 3.5, welche Werte als Qualit¤ats-
angabe eines rekonstruierten 3D-Punktes gespeichert werden k¤onnen, um so zur Lauf-
zeit Aussagen ¤uber die - auch sich m¤oglicherweise durch ¤außere Ein¤usse ver¤andernde -
Pr¤azision des Trackingsystems machen zu k¤onnen.
3.1 Marker und Punkte
Die in dieser Arbeit in erster Linie ber¤ucksichtigten Marker sind kugel- beziehungs-
weise kreisf¤ormig. Ihnen kann daher nur eine Position und keine Orientierung zugeordnet
werden. Die einzelnen Marker sind untereinander nicht unterscheidbar. Andere Arten von
Markern, wie zum Beispiel ARToolKit Marker in Abbildung 3.2(a) sind insofern nicht
ber¤ucksichtigt, da deren Position und Orientierung auch aus einem Kamerabild berech-
net werden kann und daher die Anwendung der hier beschriebenen Algorithmen keinen
Sinn macht. Dieser Vorteil nicht kugelf¤ormiger Marker steht unter anderem den Nachtei-
len gegen¤uber, dass sie meist deutlich gr¤oßer sein m¤ussen und außerdem nicht frei rotiert
werden k¤onnen, da typischerweise ein Muster auf einer Fl¤ache erkannt werden muss.
Bevor in den folgenden Kapiteln weiter die Begriffe Punkt und Marker verwendet wer-
den, wird eine Namenskonvention getroffen, um leichter eine Unterscheidung zwischen
dem Betrachten der realen Szene - dem Betrachten der Marker - und dem abstrakten Vor-
gehen auf mathematischer Ebene - der Verarbeitung von Punkten - ausdr¤ucken zu k¤onnen.
Definition 1 Der Begriff Marker steht hier f¤ur ein physikalisch existierendes, ann¤ahernd
kugelf¤ormiges Objekt, welches verfolgt werden soll. Der Begriff Punkt beziehungswei-
se 3D-Punkt hingegen ist die Beschreibung im mathematischen Sinn. In einem perfekten
System, insbesondere ohne Verdeckungen, St ¤orungen oder Doppeldeutigkeiten, ordnet die
3D-Rekonstruktion jedem Marker genau einen Punkt zu. Marker besitzen hier keine Ko-
ordinaten, sondern nur die ihnen zugeordneten Punkte.
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(a) flacher, identifizierbarer ARToolKit
Marker
(b) kugelfo¨rmige retroreflektierende Marker
Abbildung 3.2. Vergleich zwischen verschiedenen Markern.
Im Fall des passiven Infrarottrackings ist der Marker also eine Kugel, die mit retro-
reektierender Folie ¤uberzogen ist, siehe Abbildung 3.2(b). Sobald es sich nur noch um
die Daten handelt, die ein Marker erzeugt, wird der Begriff Punkt verwendet. Bei der
3D-Rekonstruktion kann es durch St¤orungen oder Doppeldeutigkeiten mehr Punkte als
tats¤achlich vorhandene Marker geben. Umgekehrt kann es durch Verdeckungen einzel-
ner Marker dazu f¤uhren, dass Marker im Sichtbereich der Kameras sind, jedoch weniger
Punkte rekonstruiert werden. Die Anzahl der rekonstruierten Punkte muss also nicht mit
der Anzahl der Marker in der Szene ¤ubereinstimmen. Wie eine eineindeutige Zuordnung
von Markern zu ihren korrekt rekonstruierten Punkten dennoch in den meisten F¤allen zu
erreichen ist und welche Probleme dabei auftreten k¤onnen, ist in den folgenden Abschnit-
ten beschrieben.
3.2 Berechnung der 3D-Koordinaten
F¤ur die Rekonstruktion eines 3D-Punktes, also die Berechnung dessen 3D-Koordinaten,
h¤aug auch als Triangulierung bezeichnet, ist in diesem Abschnitt die Existenz einer
Korrespondenz von 2D-Punkten vorausgesetzt, das heißt die 2D-Punkte der beiden Ka-
merabilder k¤onnen einander zugeordnet werden. Zu Vereinfachung sind im Falle eines
Zweikamerasystems diese korrespondierenden 2D-Punkte U 1(i) ∈ U1 und U2(i) ∈ U2 in
diesem Abschnitt ohne den unteren Nummerierungsindex angegeben. Da diese Punkte
bereits jeweils in Kamerakoordinaten vorliegen, also die jeweiligen intrinsischen Kame-
rakalibrierungsparameter schon angewendet wurden, k¤onnen die 2D-Punkte U 1 und U2
in 3D-Koordinaten












angegeben werden, da sie r¤aumlich gesehen auf der zu den jeweiligen xy-Ebenen paral-
lelen Kamerabildebene liegen, wobei f1 und f2 die Brennweiten der Kameras sind, wel-
che den Abstand zwischen Kamerabildebene und Projektionszentrum beschreiben. Diese
3D-Punkte werden dann mit den nach der extrinsischen Kamerakalibrierung bekannten
Positionen und Orientierungen der Kameras in ihre Repr¤asentation in das Weltkoordina-
tensystem (WKS)
Uˆ1 = R1 · U¯1 + T 1 und Uˆ2 = R2 · U¯2 + T 2 (3.2)
transformiert. Dabei bezeichnet T 1 die Translation vom Ursprung des WKS zum Projek-
tionszentrum P1 der ersten Kamera undR1 die Rotation von Kamera- in Weltkoordinaten
und Analoges f¤ur T 2, P2 undR2. Durch die Punkte Uˆ1 und P 1 l¤asst sich dann eine Gerade










Abbildung 3.3. 3D›Rekonstruktion und Rekonstruktionsfehler aus zwei Kameras mit
Projektionszentren P1 und P2.
In einem perfekt kalibrierten System m¤ussten sich diese beiden Geraden im zu rekonstru-
ierenden 3D-Punkt schneiden. In der Realit¤at ist dies jedoch nicht der Fall, sodass der
3D-Punkt beispielsweise als Mittelpunkt der k¤urzesten Strecke zwischen den beiden Ge-
raden deniert werden kann, siehe Abbildung 3.3. F¤ur die Berechnung dieses angen¤aher-
ten Schnittpunktes werden zun¤achst die Richtungsvektoren
~r1 =
−−−−−→
P1 − Uˆ1 und ~r2 =
−−−−−→
P2 − Uˆ2 (3.3)
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der beiden Geraden g1 und g2 berechnet. Der zu ~r1 orthogonale Vektor ~n1 in der durch
~r1 und ~r2 aufgespannten Ebene l¤asst sich mit Hilfe des doppelten Vektorprodukts und des
Entwicklungssatzes f¤ur das Vektorprodukt einfach durch
~n1 = ~r1 × (~r1 × ~r2) = ~r1 · (~r1 · ~r2)− ~r2 · (~r1 · ~r1) (3.4)
berechnen. Als n¤achster Schritt wird die zu ~n1 orthogonale Ebene durch den Punkt P1 -
womit die Ebene auch die Gerade g1 enth¤alt - mit der Geraden g2 geschnitten. Dabei ist
die Ebene durch die Gleichung −−−−→
X − P1 · ~n1 = 0 (3.5)
deniert. Setzt man in Gleichung (3.5) die parametrische Darstellung der Geraden
g2 = {X ∈ R3 : X = P2 + t2 · ~r2, mit t2 ∈ R} (3.6)
ein, ergibt sich die Gleichung
−−−−−−−−−−−→
P2 + t2 · ~r2 − P1 · ~n1 = 0, (3.7)
die sich nach t2 au¤osen l¤asst. Somit kann der Parameter
t2 =
−−−−−→
P1 − P2 · ~n1
~r2 · ~n1 (3.8)
berechnet werden, der den zu der Geraden g1 am n¤achsten gelegenen Punkt M2 auf g2
durch
M2 = P2 + t2 · ~r2 (3.9)
angibt. Der Nenner in Gleichung (3.8) kann nur dann Null werden, wenn ~r2 orthogonal zu
~n1 ist, was genau dann zutrifft, wenn die beiden Geraden g1 und g2 parallel sind. Da ein
aus solchen Geraden zu rekonstruierender 3D-Punkt keinen Sinn macht, da er unendlich
weit entfernt liegen m¤usste, wird schon bei Gleichung (3.4) die Berechnung abgebrochen,
wenn ~r1 × ~r2 = ~0 und damit auch ~n1 = ~0.
Analog erfolgt die Berechnung f¤ur den zu der Geraden g2 am n¤achsten gelegenen Punkt
M1 auf g1. Dazu wird in diesem Fall ein Parameter t1 berechnet, so dass sich M1 aus
M1 = P1 + t1 · ~r1 (3.10)





der beiden n¤achsten Punkte auf den beiden Geraden zur jeweils anderen. Dieses Vorgehen
f¤ur die Bestimmung von M ist unter anderem in ¤ahnlicher Weise in [Kohler 96] beschrie-
ben.
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3.2.1 Rekonstruktionsfehler
Basierend auf der Berechnung der beiden jeweils zur anderen Geraden am n¤achsten
gelegenen PunkteM1 undM2 aus den Gleichungen (3.9) und (3.10) l¤asst sich die Distanz
erek = |M1 −M2| (3.12)
zwischen den beiden Punkten (siehe Abbildung 3.3) als G¤utekriterium f¤ur die Rekon-
struktion nutzen und wird in den folgenden Abschnitten als Rekonstruktionsfehler be-
zeichnet. Dieser Rekonstruktionsfehler entspricht anderen Bezeichnungen, wie dem

3d
point residualdes im Bereich der Biomechanik h¤aug verwendeten C3D-Dateiformats
zur Speicherung von 3D-Informationen, welches im Anhang B kurz beschrieben wird.
Bei der Interpretation dieses Rekonstruktionsfehlers muss beachtet werden, dass ein
hoher Rekonstruktionsfehler zwar auf eine schlechte Qualit¤at der Rekonstruktion schlie-
ßen l¤asst, dies im umgekehrten Fall aber nicht zutrifft. Ein geringer Rekonstruktionsfeh-
ler ist notwendig aber nicht hinreichend f¤ur eine gute Qualit¤at der Rekonstruktion, da
die beiden windschiefen Geraden g1 und g2 einen geringen Abstand haben k¤onnen, ohne
dass der daraus resultierende angen¤aherte Schnittpunkt M an der richtigen Position liegt.
Der Rekonstruktionsfehler l¤asst sich aber dennoch nutzen, um w¤ahrend der Verwendung
eines Systems Aussagen ¤uber dessen Zustand treffen zu k¤onnen. Er kann beispielsweise
bei dauerhafter Beobachtung genutzt werden, um eine ¤uber eine gewisse Zeit eintretende
Verschlechterung der Rekonstruktion festzustellen. Eine solche Verschlechterung k¤onnte
durch leicht in Schwingung versetzte Kameras verursacht werden. F¤ur Qualit¤atsmessun-
gen, die nicht w¤ahrend der Verwendung des Systems erfolgen, sondern gesondert durch-
gef¤uhrt werden, eignen sich andere Kriterien, wie die exakte r¤aumliche Positionierung
von Markern oder Distanzmessungen zwischen solchen, siehe Abschnitt 3.5.
Die Evaluierung der Genauigkeit von Trackingsystemen ist sowohl in der Literatur, als
auch bei den Herstellern kommerzieller Trackingsysteme nicht vereinheitlicht. Kritik an
dem Vorgehen, die Genauigkeit eines Trackingsystems nur durch die Angabe statistischer
Werte wie RMS (root mean square) oder Mittelwerte anzugeben, wurde in [Frantz 04]
formuliert. Die dort formulierten Mindestanforderungen f¤ur Genauigkeitsangaben sind
zum einen eine ausgew¤ahlte Menge charakterisierender statistischer Angaben, die sowohl
Aussagekraft, als auch Genauigkeit beschreiben und zum anderen die entsprechenden
Protokolle f¤ur die Messungen, auf denen die Auswertung basiert. Insbesondere ist der
Messfehler der Trackingsysteme im Interaktionsvolumen nicht gleichverteilt, was anhand
der folgenden Beispiele verdeutlicht wird.
Abbildung 3.4 zeigt das Beispiel einer Messung von 2600 3D-Punkten innerhalb eines
Interaktionsvolumens von ca. 1500 mm × 1500 mm × 750 mm mit einem durchschnitt-
lichen Rekonstruktionsfehler von erek = 0, 98 mm. Der maximale Rekonstruktionsfehler
betr¤agt 4, 30 mm und die Standardabweichung liegt bei 0, 68 mm. Die Einf¤arbung eines
3D-Punktes h¤angt von der Gr¤oße des zugeh¤origen Rekonstruktionsfehlers ab. Die beiden
verwendeten Kameras sind an den in mm angegebenen PositionenP1 = (−632, 1897, 927)
und P2 = (2042, 2016, 974) platziert. Rekonstruiert man aus den beiden optischen Ach-
sen der Kameras, analog zum Vorgehen in Abschnitt 3.2, einen 3D-Punkt als Zentrum des
Interaktionsbereichs, so liegt dieser bei ca. (365, 165, 70). Die optischen Achsen haben
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(a) Sicht von oben, gegenu¨ber der Kameras, die




















(b) Sicht von der Seite, Kameras sind rechts da-
von in positiver y-Richtung positioniert.
Abbildung 3.4. Farblich dargestellter Rekonstruktionsfehler an 2600 3D›Messpunkten.
dabei an der engsten Stelle eine Distanz von 284 mm. An der eingef¤arbten Punktmenge
kann man feststellen, dass die Punkte mit gr¤oßerem Rekonstruktionsfehler ¤uberwiegend
auf der positiven Seite der y-Achse liegen. Diese Punkte sind den Kameras n¤aher, was
zun¤achst einen geringeren Rekonstruktionsfehler erwarten l¤asst, wenn man davon aus-
geht, dass die Koordinaten von Markern, die n¤aher an der Kamera sind, pr¤aziser bestimmt
werden k¤onnen und damit die 3D-Rekonstruktion eine bessere Qualit¤at hat. Allerdings
spielt es aufgrund der Linsenverzeichnung auch eine Rolle, wo sich die 2D-Koordinaten
der 3D-Punkte auf den jeweiligen Kamerabildern benden. Die Linsenverzeichnung wird
zwar bei einer intrinsischen Kamerakalibrierung ann¤ahernd berechnet, bleibt aber insbe-
sondere bei der Verwendung von Objektiven mit kurzer Brennweite, wie hier, fehlerbe-
haftet.
Statt des Rekonstruktionsfehlers bieten sich auch andere Methoden zur Qualit¤atskon-
trolle an. Wie in [Dorfm¤uller 99b] vorgeschlagen, kann auch die Projektion des rekon-
struierten 3D-Punktes auf die Kameraebenen ausgewertet werden, indem diese mit der
entsprechenden Position des erzeugenden 2D-Punktes verglichen wird, siehe Abbildung
3.5. F¤ur eine Verwendung dieses Kriteriums w¤ahrend des normalen Betriebs zur Qua-
lit¤atskontrolle sind allerdings zus¤atzliche Berechnungen, n¤amlich die Projektionen auf
die Kameraebenen, erforderlich. Abbildung 3.6 zeigt den Fehler zwischen originalen und
projizierten Punkten, der bei der Projektion der 2600 3D-Punkte aus Abbildung 3.4 auf die
Kamerabildebenen entsteht. Die 2D-Punkte sind nicht ¤uber die ganze Kamerabild¤ache
verteilt, sondern nur um das Bildzentrum, was sich aus dem Interaktionsvolumen ergibt.
F¤ur Kamera 1 liegt der durchschnittliche Fehler bei 0, 15 Pixeln mit einem maximalen
Fehler von 0, 85 Pixeln und einer Standardabweichung von 0, 11 Pixeln. F¤ur Kamera 2






Abbildung 3.5. 3D›Rekonstruktion eines Punktes mit dessen Projektion auf die Kame›
raebenen.
liegt der durchschnittliche Fehler bei 0, 12 Pixeln mit einem maximalen Fehler von 0, 60
Pixeln und einer Standardabweichung von 0, 09 Pixeln.
Addiert man die beiden Fehler auf den Kameraebenen und ordnet diese Summe jedem
3D-Punkt zu, erh¤alt man Abbildung 3.7. Der durchschnittliche Wert f¤ur die Summe der
Fehler ist 0, 27 Pixel bei einem Maximum von 1, 33 Pixeln und einer Standardabweichung
von 0, 20 Pixeln. Die Verteilung zwischen h¤oheren und geringeren Fehlern ¤ahnelt insge-
samt der Verteilung des Rekonstruktionsfehlers, der in Abbildung 3.4 dargestellt wurde.
Der Vorteil dieser Fehlerangabe auf Kameraebene gegen¤uber des Rekonstruktionsfeh-
lers liegt in der M¤oglichkeit den Fehler f¤ur jede Kamera getrennt zu betrachten und m¤ogli-
che Abh¤angigkeiten auf der 2D-Ebene, wie beispielsweise eine schlecht kalibrierte Lin-
senverzeichnung, zu erkennen. Andererseits erscheint ein großer Rekonstruktionsfehler
eines von den Kameras weit entfernten Punktes als Fehler auf der Kameraebene genauso
groß, wie ein kleinerer Rekonstruktionsfehler eines entsprechend n¤aheren Punktes.
Da der Rekonstruktionsfehler praktisch ohne zus¤atzlichen Aufwand berechnet werden
kann, ist er in dieser Arbeit das bevorzugte Qualit¤atskriterium.
3.2.2 Alternative Berechnungen des angena¨herten Schnittpunkts
Bisher wurde beschrieben, wie sich auf einfache Weise 3D-Punkte als Mittelpunkt
der k¤urzesten Strecke zwischen den zwei r¤uckprojizierten Geraden rekonstruieren lassen.
Dieses Verfahren ist vermutlich das naheliegendste, jedoch weder das einzige noch not-
wendigerweise beste. Unter anderem schlagen Hartley und Zisserman [Hartley 04] wei-
tere Verfahren vor, um 3D-Punkte zu rekonstruieren.
Alternativ zur oben beschriebenen Bestimmung des 3D-Punktes kann man die beiden
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Abbildung 3.6. Durchschnittlicher Fehler der Projektion auf die mit Linsenverzeich›
nung kalibrierten Kameras in Pixeln.
Punkte M1 und M2 aus den Gleichungen (3.10) und (3.9) entsprechend ihrer Entfernung







M2 mit d1 = |M1−P1| und d2 = |M2−P2| (3.13)
gewichten. Je n¤aher also der zu berechnende Punkt M an Kamera 1 ist, umso st¤arker
wird der Punkt M1 f¤ur dessen Berechnung gewichtet und umgekehrt. Diese Berechnung
l¤asst sich mit einem nur geringeren Mehraufwand gegen¤uber dem arithmetischen Mittel
umsetzen. Abbildung 3.8 zeigt farblich dargestellt die Gr¤oße der Verschiebung der 3D-
Punkte, wenn sie statt durch arithmetische Mittelung mit der eben beschriebenen gewich-
teten Mittelung gewonnen werden. Im Durchschnitt betr¤agt diese Verschiebung bei den
2600 Messpunkten 0, 05 mm mit einem Maximum von 0, 64 mm und einer Standardab-
weichung von 0, 06 mm. Außerdem l¤asst sich im Vergleich mit Abbildung 3.4 feststellen,
dass die Verschiebung in den Bereichen gr¤oßer ist, in denen auch der Rekonstruktionsfeh-
ler gr¤oßer ist.
Der Rekonstruktionsfehler selbst ist f¤ur beide Ans¤atze identisch. Bildet man auch f¤ur
die durch Gewichtung gewonnenen 3D-Punkte die Summe der beiden Fehler bei Projekti-
on auf die Kamerabildebenen, liegt der durchschnittliche Wert f¤ur diese Summe bei 0, 27
Pixel. Dieser Wert unterscheidet sich damit um weniger als 0, 01 Pixel von der arithme-
tischen Mittelung. Ebenso unterscheidet sich die auf der 2D-Ebene gemessene Qualit¤at
kaum, was sich mit der Feststellung im vorausgegangenen Abschnitt, dass rekonstruier-
te 3D-Punkte, die sich n¤aher bei den Kameras benden, nicht notwendigerweise einen
geringeren Rekonstruktionsfehler haben, vereinbaren l¤asst.
¤Ahnlich zum eben beschriebenen Ansatz lassen sich auch die Abst¤ande der den 3D-
Punkt erzeugenden 2D-Punkte U1 und U2 von den jeweiligen Hauptpunkten (Principal



































(a) Sicht von oben, gegenu¨ber der Kameras, die




















(b) Sicht von der Seite, Kameras sind rechts da-
von in positiver y-Richtung.
Abbildung 3.7. Farblich dargestellte Summe der 2D›Fehler, die bei der Projektion der
2600 rekonstruierten 3D›Punkte auf die Kameraebenen entstehen.
Point) als Gewichte nutzen. Dieser Ansatz hat dann seine Berechtigung, wenn man da-
von ausgeht oder nachweisen kann, dass die Rekonstruktion an den Bildr¤andern an Qua-
lit¤at verliert, beispielsweise aufgrund schlechterer Ausleuchtung oder schlecht kalibrierter
Linsenverzeichnung.
In beiden F¤allen ist jedoch nicht garantiert, dass sich auch die Distanzen e1 = |U1 −
U˜1| und e2 = |U2 − U˜2| zwischen den M erzeugenden 2D-Punkten U1 und U2 und den
Projektionen U˜1 und U˜2 von M auf die Kameraebene reduzieren. Um diesen Fehler zu
minimieren bietet sich unter anderem die Hartley-Sturm Triangulierung [Hartley 97] an,






minimiert wird, unter der Voraussetzung des Epipolar Constraints U˜T1 FU˜2 = 0, mit F
als Fundamentalmatrix. Ein deutlicher Nachteil eines solchen Ansatzes ist die wesentlich
h¤ohere Rechenzeit, die f¤ur Projektion und Optimierung ben¤otigt wird.
In [Hartley 97, Hartley 04] nden sich weitere Ans¤atze f¤ur das Triangulierungspro-
blem, wie die Linear-Eigen, die Linear-LS, Iterative-Eigen und Iterative-LS Methode. Da
zwar m¤oglicherweise die Qualit¤at der Rekonstruktion, nicht aber das eigentliche Vorge-
hen in den folgenden Kapiteln von der Wahl des Triangulierungsalgorithmus abh¤angt,
wird die Wahl eines alternativen Verfahrens an dieser Stelle offengelassen. Die Entschei-
dung f¤ur einen Triangulierungsalgorithmus h¤angt davon ab, ob hohe Pr¤azision oder ge-
ringe Verarbeitungszeit im Vordergrund steht. Insgesamt gilt jedoch, dass bei einer guten
Kamerakalibrierung die Wahl der Art der Triangulierung an Bedeutung verliert.
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(a) Sicht von oben, gegenu¨ber der Kameras, die




















(b) Sicht von der Seite, Kameras sind rechts da-
von in positiver y-Richtung.
Abbildung 3.8. Farblich dargestellte Verschiebung der 2600 3D›Messpunkte durch
gewichtete Mittelung in Abh¤angigkeit der Entfernung zu den Hauptpunkten statt arith›
metischer Mittelung.
3.2.3 Rekonstruktion mit mehr als zwei Kameras
Die Verwendung eines Kamerasystems mit mehr als zwei Kameras wirft einige wei-
tere Fragestellungen auf. Zwei Kameras bleiben die minimale Anzahl, die f¤ur eine zu-
verl¤assige Rekonstruktion eines Punktes notwendig sind. Insbesondere ist es auch f¤ur ein
Multikamerasystem wichtig, dass jeweils nur zwei Kameras ausreichen, um einen Punkt
zu rekonstruieren, da das Interaktionsvolumen meist m¤oglichst groß sein soll. Ausgehend
von dieser ¤Uberlegung bieten sich mindestens drei Ans¤atze f¤ur ein Multikamerasystem
an:
 Die Rekonstruktion erfolgt f¤ur alle 3D-Punkte zu einem Zeitpunkt immer nur aus
den zwei gleichen Kamerabildern. Die zwei ausgew¤ahlten Kamerabilder k¤onnen
zum n¤achsten Zeitpunkt wechseln.
 Die Rekonstruktion erfolgt f¤ur die einzelnen 3D-Punkte aus jeweils nur zwei Ka-
merabildern.
 Die Punkte werden aus allen verf¤ugbaren Kamerabildern rekonstruiert.
Der erste Fall ist ausgehend von dem in dieser Arbeit beschriebenen Ansatz f¤ur Zwei-
kamerasysteme einfach umzusetzen. Es k¤onnen beispielsweise immer die beiden Kame-
ras ausgew¤ahlt werden, in denen die gr¤oßte Anzahl an 2D-Punkten extrahiert wurde. Die
3.3. 3D-PUNKTMODELLE 35
¤Uberlegungen zur Triangulierung aus den beiden ausgew¤ahlten Kamerabildern entspre-
chen dann denen in den vorangegangenen Abschnitten. Der Nachteil dieses Vorgehens
liegt darin, dass alle Punkte, die in einem oder beiden ausgew¤ahlten Kamerabildern ver-
deckt sind, nicht rekonstruiert werden k¤onnen. Insofern eignet sich ein solcher Ansatz
nur dann, wenn nur ein Objekt mit wenigen Markern verfolgt werden soll und dabei das
Interaktionsvolumen im Vergleich zu einem Zweikamerasystem vergr¤oßert werden soll.
Auch beim zweiten aufgelisteten Verfahren k¤onnen die ¤Uberlegungen zur Triangulie-
rung aus den vorangegangenen Abschnitten herangezogen werden. Allerdings wirft dieses
Vorgehen bereits einige Fragestellungen auf, wie die Korrespondenzanalyse umzusetzen
ist, die in Abschnitt 3.4 diskutiert wird. Bei diesem Ansatz wird zwar keine Informati-
on verschenkt, jedoch ist je nachdem, wie die Korrespondenzanalyse eingesetzt wird, mit
zahlreichen Mehrdeutigkeiten zu rechnen. Um diese Mehrdeutigkeiten zu reduzieren, bie-
tet es sich an, Informationen aus mehr als zwei Kamerabildern gleichzeitig zu gewinnen,
was dann dem dritten aufgelisteten Vorgehen entspricht.
Beim dritten Fall liegt ein betr¤achtlicher Anteil der Arbeit in der Korrespondenzana-
lyse. Geht man wie bisher zun¤achst davon aus, dass die Korrespondenzanalyse bereits
erfolgt ist, stellt sich wieder die Frage nach einem geeigneten Triangulierungsalgorith-
mus. Die einfachste Methode bei zwei Kameras, die k¤urzeste Verbindung zwischen zwei
Geraden und dann den Mittelpunkt auf dieser zu suchen, l¤asst sich zumindest auch auf
ein Dreikamerasystem einfach ¤ubertragen. Dabei werden zun¤achst drei Mittelpunkte ge-
bildet, um aus diesen den Schwerpunkt des gebildeten Dreiecks als rekonstruierten Punkt
auszuw¤ahlen. Der Begriff des Rekonstruktionsfehlers muss f¤ur Multikamerasysteme an-
gepasst werden. Einen umfassenden Einblick in die Theorie f¤ur drei oder mehr Kameras
wird unter anderem in [Faugeras 95], [Sonka 99] und [Hartley 04] gegeben. Da es in den
folgenden Kapiteln dieser Arbeit um die Weiterverarbeitung der rekonstruierten Punkte
geht, wird das Thema der Rekonstruktion aus mehreren Kameras hier nicht weiter vertieft.
3.3 3D-Punktmodelle
Der Begriff 3D-Punktmodell steht in dieser Arbeit f¤ur die Zusammenfassung von Ei-
genschaften von 3D-Punkten, die durch deren Rekonstruktion und Verfolgung zur Ver-
f¤ugung stehen und mit den Koordinaten gespeichert werden. Aus der Rekonstruktion
ergeben sich zwei naheliegende Eigenschaften, die einem 3D-Punkt immer zugeordnet
werden k¤onnen, wobei zun¤achst von einem Zweikamerasystem ausgegangen wird:
 erek der Rekonstruktionsfehler im Raum, siehe Gleichung (3.12) in Abschnitt 3.2
und
 U1i ∈ U1 undU2j ∈ U2, die korrespondierenden 2D-Punkte, aus denen der 3D-Punkt
rekonstruiert wird, die im Folgenden auch Wurzelpunkte genannt werden.
Sowohl der Rekonstruktionsfehler, als auch die 2D-Wurzelpunkte dienen in Abschnitt
3.4 der Korrespondenzanalyse. Falls man f¤ur die Rekonstruktion der 3D-Punkte statt einer
einfachen Mittelung ein Verfahren wie die Hartley-Sturm-Triangulierung gew¤ahlt hat, bei
dem der Rekonstruktionsfehler erek automatisch immer Null ist, siehe Abschnitt 3.2.2,
36
KAPITEL 3. REKONSTRUKTION DER 3D-KOORDINATEN UND
KORRESPONDENZANALYSE
wird der Rekonstruktionsfehler an dieser Stelle durch ein anderes G¤utekriterium, wie zum
Beispiel e2D aus Gleichung (3.14) ersetzt.
Im Kapitel 4 werden die 3D-Punkte unabh¤angig von den beschriebenen Algorithmen
entweder als End- oder Zwischenergebnis klassiziert, das heißt einer bestimmten Gruppe
von Punkten zugeordnet. Daher ist eine weitere sinnvolle Eigenschaft im 3D-Punktmodell
ein
 Klassifikationsindex c eines 3D-Punktes, mit c = −1 f¤ur einen unklassizierten
Punkt und ansonsten c ≥ 0, je nach der gew¤unschten Klassikation.
F¤ur Multikamerasysteme lassen sich einem 3D-Punkt die drei f¤ur Zweikamerasysteme
eingangs aufgelisteten Eigenschaften entsprechend zuordnen:
1. X = (x, y, z), die Koordinaten des Punktes,
2. erek der Rekonstruktionsfehler im Raum, der f¤ur Multikamerasysteme entsprechend
deniert werden muss, siehe Abschnitt 3.2.3 und
3. U1i ∈ U1 . . . Unj ∈ Un, die korrespondierenden 2D-Punkte, aus denen der 3D-Punkt
rekonstruiert wird, wobei darauf zu achten ist, dass im Allgemeinen nicht aus jedem
Kamerabild ein 2D-Punkt vorliegt, sowie dem
4. Klassikationsindex, der wie oben beschrieben verwendet wird.
Ausgehend von diesem im Wesentlichen aus vier Eigenschaften bestehenden grundle-
genden Modell f¤ur 3D-Punkte lassen sich je nach Anwendung neue Eigenschaften nden,
die in den entsprechenden folgenden Kapiteln beschrieben werden. Sollen zum Beispiel
einzelne Punkte ¤uber eine gewisse Zeitspanne verfolgt werden, werden auch die letzten
Positionen dieses Punktes gespeichert. Auf Basis der alten Positionen lassen sich dann
auch neue Positionen pr¤adizieren, beziehungsweise kurze Verdeckungen ¤uberbr¤ucken.
3.4 Korrespondenzanalyse zwischen den 2D-Punkten
Um aus den f¤ur jedes Kamerabild zur Verf¤ugung stehenden 2D-Punktmengen U 1 und
U2 die Korrespondenzen zu ermitteln, steht als m¤achtigstes Hilfsmittel die Epipolare Geo-
metrie zur Verf¤ugung, siehe unter anderem in [Trucco 98], [Sonka 99], [Faugeras 01] und
[Hartley 04], deren Verwendung in Abschnitt 3.4.1 beschrieben wird. Weitere Kriterien
f¤ur die Korrespondenzanalyse sind im anschließenden Abschnitt 3.4.2 beschrieben.
3.4.1 Epipolarkriterium
Soweit 2D-Punkte U 1 und U2 der entsprechenden Kamerabilder vorliegen, steht die
Fundamentalmatrix F als Darstellung f¤ur das Epipolarkriterium durch
(U1)TFU2 = 0 (3.15)
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zur Verf¤ugung. Falls die Punkte U 1 und U2 bereits durch die hier bekannten Kamera-
kalibrierungsmatrizen normiert wurden, dr¤uckt entsprechend die Essential Matrix E das
Epipolarkriterium durch
(U1)TEU2 = 0 (3.16)
aus. Da bei aus Kamerabildern gewonnenen Daten grunds¤atzlich von St¤orungen auszu-
gehen ist, gen¤ugt es f¤ur die Suche nach m¤oglichen Korrespondenzen allerdings nicht,
2D-Punkte auf den entsprechenden Epipolarlinien zu suchen. Um die Epipolarlinien wer-
den Toleranzbereiche deniert, sodass auch Punkte, die knapp neben einer Epipolarlinie





Abbildung 3.9. Toleranzbereich um die Epipolarlinie vonU 1 auf der zweiten Bildebene.
Zwei Punkte liegen im Toleranzbereich, der gesuchte Punkt U 2 und ein weiterer, sich
zuf¤allig innerhalb des Toleranzbereichs bendender, Punkt.
Der Toleranzbereich wird durch den hier als Epipolartoleranz bezeichneten Wert de-
niert, der angibt, wie groß der Abstand eines Punktes U 2 ∈ U2 von der Epipolarlinie
maximal sein darf. Die Epipolarlinie wird durch die Projektion eines Punktes U 1 ∈ U1
auf das zweite Kamerabild erzeugt. Dasselbe gilt f¤ur einen Punkt U 1 ∈ U1, dessen Ab-
stand von der Epipolarlinie, die durch einen Punkt U 2 ∈ U2 erzeugt wird, gemessen wird.
Die Epipolartoleranz eignet sich nicht als eine wie in Abschnitt 3.3 beschriebene Eigen-
schaft f¤ur einen 3D-Punkt , da sie nicht spezisch f¤ur einen bestimmten 3D-Punkt gew¤ahlt
wird, sondern f¤ur alle Punkte gilt. Sie erzeugt einen

Schlauch um die Epipolarlinie, wie
in Abbildung 3.9 dargestellt. Punkte, die innerhalb dieses Schlauchs liegen werden als
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Epipolarkandidaten bezeichnet. Im Folgenden wird das sogenannte Epipolarkriterium
als erf¤ullt angesehen, wenn sich ein entsprechender Punkt im Toleranzbereich um die
Epipolarlinie bendet.
Erzeugt man nun zun¤achst alle Korrespondenzen, indem zu jedem Punkt U 1 ∈ U1 der
oder die korrespondierenden PunkteU 2 ∈ U2 gesucht werden, bieten sich zwei grunds¤atz-
liche Vorgehensweisen an:
 Jedem Punkt U 1 wird h¤ochstens ein Punkt aus U 2 als Korrespondenz zugeordnet.
 Alle unter der Voraussetzung des Epipolarkriteriums m¤oglichen Korrespondenzen
werden gebildet.
Der erste Fall erfordert ein oder mehrere Entscheidungskriterien, falls mehrere Epipo-
larkandidaten existieren. Ein m¤ogliches Entscheidungskriterium ist der geringste Abstand
zur Epipolarlinie, wie es beispielsweise in [Ribo 01] vorgeschlagen wird, beziehungswei-
se der geringste, in Abschnitt 3.2.1 eingef¤uhrte, Rekonstruktionsfehler. Ein solches Vor-
gehen ist zwar sehr efzient, allerdings auch fehleranf¤allig, da nicht notwendigerweise
die Korrespondenz mit dem geringsten Fehler die richtige ist. Zwei Marker, die in einem
Kamerabild genau aufeinander liegen (Eigenverdeckung), k¤onnen so nicht erfasst wer-
den. Außerdem wurde mit der Epipolartoleranz bereits im ersten Schritt ein Kriterium
festgelegt, ab dem Korrespondenzen akzeptiert werden, sodass es Sinn macht, weitere
Kriterien zu verwenden, um Mehrdeutigkeiten aufzul¤osen und falsche Korrespondenzen
zu eliminieren.
Akzeptiert man also zun¤achst, wie im zweiten Fall beschrieben, alle Korresponden-
zen, die das Epipolarkriterium erf¤ullen, k¤onnen in folgenden Schritten weitere Kriterien
angewendet werden. Auch ohne weitere Schritte kann es sinnvoll sein, mit allen Korre-
spondenzen weiterzuarbeiten und die Korrespondenzanalyse an dieser Stelle zu beenden,
insbesondere dann, wenn fehlerhafte Punkte f¤ur die weitere Verarbeitung wenig st¤orend
sind.
3.4.2 Weitere Kriterien
Typische Kriterien f¤ur die Korrespondenzanalyse, wie sie beispielsweise bei [Klette 96]
oder [Sonka 99] beschrieben werden, sind:
 Eindeutigkeitsvermutung: Jedem PunktU 1 wird h¤ochstens ein Epipolarkandidat zu-
geordnet. Die Auswahl des richtigen Epipolarkandidaten erfolgt hier so, dass eine
maximale Anzahl von Korrespondenzen entsteht. Eine Skizze des innerhalb dieser
Arbeit entstandenen Algorithmus zeigt Abbildung 3.10. In vielen F¤allen ist dies ein
sinnvolles Kriterium, ber¤ucksichtigt jedoch keine Eigenverdeckung.
 Differentielle photometrische Kompatibilit¤atsbeschr¤ankung: Basiert auf der Annah-
me, dass die Intensit¤aten der den 2D-Punkten zugrundeliegenden Regionen auf den
Kamerabildern ¤ahnlich sind. Versteht man diese Beschr¤ankung so, dass 3D-Punkte,
die ¤ahnliche Positionen im Raum einnehmen, ¤ahnliche Gr¤oße und Intensit¤at bei ih-
ren Abbildern auf den Kamerabildern aufweisen, so steht eine weitere Hilfe zur
Korrespondenzanalyse zur Verf¤ugung.
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 Die Ordnungsbeschr¤ankung: 3D-Punkte, die in derselben Tiefe liegen haben im All-
gemeinen dieselbe Anordnung der zugeh¤origen 2D-Punkte auf den Epipolarlinien.
Dies ver¤andert sich, wenn die Punkte in unterschiedlicher Tiefe liegen.
Eine Liste mit den 3D-Punkten Xi aus allen
mo¨glichen Korrespondenzen (Epipolarkriterium)
mit Wurzelpunkten U1 und U2 wird erzeugt.
2D-Punktmengen U 1
und U2 aus den Kamerabildern
liegen vor.
Jedem 2D-Punkt Uj werden die aus
ihm rekonstruierten 3D-Punkte Xi zugeordnet,
sowie die Anzahl mU dieser 3D-Punkte.
Die Liste der 3D Punkte wird durchlaufen:
3D-Punkte, deren Wurzeln U1 und U2 nur genau diesen 3D-Punkt
erzeugen, also mU1 = mU2 = 1, werden als gu¨ltig aussortiert.
Gibt es danach noch 3D-Punkte mit Wurzelpunkten, die mehrere 3D-Punkte
erzeugen?
neinja
Verbleibenden 3D-Punkt Xmin mit geringstem Rekonstruktionsfehler
auswa¨hlen. Sei o.B.d.A mUmin1 ≤ mUmin2. Dann unter allen
3D-Punkten Xi, die aus Umin2 erzeugt werden den auswa¨hlen,
dessen zweiter Wurzelpunkt die meisten 3D-Punkte erzeugt.
Diesen 3D-Punkt bzw. diese Korrespondenz als ungu¨ltig lo¨schen.
Die Liste der Korrespondenzen mit entsprechenden 3D-Punkten
aktualisieren. Zuordnung der 3D-Punkte zu 2D-Punkten aktualisieren.
Abbildung 3.10. Algorithmus zur Umsetzung der Eindeutigkeitsvermutung.
Analog zu den 3D-Punktmodellen lassen sich 2D-Punktmodelle denieren, die außer
den Koordinaten zus¤atzliche Eigenschaften beinhalten. Weitestgehend unabh¤angig von
dem gew¤ahlten Segmentierungsalgorithmus lassen sich dann einem 2D-Punktmodell bei-
spielsweise folgende Eigenschaften hinzuf¤ugen:
 Ein Gr¤oßenparameter, der die Gr¤oße der Region beschreibt, aus der ein 2D-Punkt
berechnet wurde und
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 ein Intensit¤atsparameter, der angibt mit welcher Intensit¤at ein Punkt erkannt wurde
oder alternativ
 ein Parameter, der angibt, mit welcher Sicherheit ein 2D-Punkt erkannt wurde.
Es k¤onnen zahlreiche weitere Eigenschaften bzw. Einschr¤ankungen festgelegt werden,
die haupts¤achlich von Geometrie und Photometrie abh¤angen, beziehungsweise die von
Objekteigenschaften abh¤angen, wie der Ordnungsbeschr¤ankung. Die Verwendung der
meisten Einschr¤ankungen ist f¤ur Trackingverfahren, bei denen es auf m¤oglichst kurze
Verarbeitungszeiten ankommt, weniger geeignet, als beispielsweise f¤ur Photometrie. Au-
ßerdem sind Einschr¤ankungen zu geometrischen ¤Ahnlichkeiten wegen der in dieser Arbeit
zumeist verwendeten kugelf¤ormigen Markern, die normalerweise auch dieselbe Gr¤oße
besitzen, nicht nutzbar. Alle Einschr¤ankungen sind theoretischer Natur und in der Praxis
durch ungenaue Kalibrierung oder St¤orungen nicht f¤ur alle Punkte g¤ultig.
Zusammenfassend werden f¤ur die Korrespondenzanalyse in dieser Arbeit je nach An-
wendung drei Vorgehensweisen bevorzugt:
 die ausschließliche Verwendung des Epipolarkriteriums. Alle Punktepaare, die die-
ses Kriterium erf¤ullen, gelten als g¤ultige Korrespondenz.
 die Verwendung des Epipolarkriteriums, wobei jedem Punkt in einem Kamerabild
h¤ochstens ein Punkt im anderen Kamerabild zugeordnet wird. Entscheidend ist der
kleinste Rekonstruktionsfehler.
 die Verwendung des Epipolarkriteriums, wie beim ersten Ansatz, sodass alle Punk-
tepaare, die dieses Kriterium erf¤ullen, als Korrespondenz gelten. Dann wird nach-
tr¤aglich kontrolliert, ob es Korrespondenzen gibt, die dieselben 2D-Punkte besitzen.
Solche werden nach dem Prinzip, dass eine maximale Anzahl an Korrespondenzen
verbleibt, eliminiert. Ein entsprechender Algorithmus wurde in Abbildung 3.10 dar-
gestellt.
3.4.3 Verfolgung und Pra¨diktion auf 2D-Ebene
In den vorausgegangenen Abschnitten wurde beschrieben, wie Korrespondenzen auf
Basis von 2D-Punktemengen U 1, . . . ,Un festgelegt und 3D-Punkte rekonstruiert werden.
Das so beschriebene Vorgehen wendet keine Identikation, Verfolgung oder Pr¤adiktion
auf den 2D-Ebenen an, beziehungsweise nutzt keinen m¤oglichen R¤uckuss der 3D-Infor-
mation auf die 2D-Ebenen.
Dahingegen wird in [Ribo 01] beschrieben, dass Lineare Pr¤adiktion zusammen mit ei-
ner dynamischen Suchfenstergr¤oße verwendet wird, um sich an verschiedene Bewegun-
gen der Objekte anpassen zu k¤onnen. Die Efzienz dieses Vorgehens wird als ausreichend
bezeichnet.
Verfolgung und Pr¤adiktion auf 2D-Ebene, das heißt in den einzelnen Kamerabildebe-
nen hat folgende Vor- und Nachteile f¤ur die Korrespondenzanalyse:
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 Die 2D-Punkte m¤ussen f¤ur ihre Verfolgung einen Identikationsindex erhalten, den
sie aber verlieren, sobald sie f¤ur einen gewissen Zeitraum nicht sichtbar sind, und
dann unter Umst¤anden einen neuen zugewiesen bekommen.
 In vielen F¤allen stellt sich die Epipolar Geometrie f¤ur die Korrespondenzanalyse als
zuverl¤assiges und efzientes Kriterium dar, sodass die Verfolgung auf 2D-Ebene in
vielen F¤allen keinen Mehrwert erzeugt.
 Eine Pr¤adiktion kann auch auf Basis der noch zu rekonstruierenden 3D-Punkte statt-
nden, was mit der gleichen Problematik der zu vergebenden Identikationsindizes
behaftet ist, oder wie in Kapitel 7 beschrieben, auf Basis der ganzen Modelle.
Um Punkte bereits auf den Kamerabildern zu verfolgen kann auch die Information
¤uber den entsprechenden 3D-Punkt im vorherigen Frame genutzt werden. Durch Nutzung
dieser Information k¤onnen auch schon bei der Segmentierung leichter Punkte erkannt
werden, die sich ganz oder teilweise gegenseitig verdecken.
Insgesamt kann es also durchaus hilfreich sein, Verfolgung und Pr¤adiktion auf den Ka-
merabildebenen durchzuf¤uhren, allerdings bedeutet dies einen Rechenaufwand, der damit
automatisch in jedem Bild anf¤allt. In dieser Arbeit wird aus den oben genannten Gr¤unden
auf eine Verfolgung und Pr¤adiktion auf zeitlich aufeinanderfolgenden Kamerabildern ver-
zichtet, w¤are aber auch problemlos in den Prozess von Rekonstruktion der 3D-Punkte und
Korrespondenzanalyse zu integrieren.
3.4.4 Korrespondenzanalyse bei mehr als zwei Kameras
Bei der Verwendung von mehr als zwei Kameras gibt es f¤ur die Korrespondenzana-
lyse grunds¤atzlich unterschiedliche Vorgehensweisen, die analog zur Auistung in Ab-
schnitt 3.2.3 ist. Soll die Korrespondenzanalyse in allen verf¤ugbaren Kameras erfolgen,
k¤onnen die in diesem Abschnitt beschriebenen Vorgehensweisen angewendet werden, al-
lerdings wird das bilineare Epipolarkriterium durch trilineare, beziehungsweise multili-
neare Verh¤altnisse, siehe [Sonka 99] und [Hartley 04], ersetzt und die Korrespondenzana-
lyse damit deutlich komplexer.
3.5 Distanztoleranz
Der Umstand, dass 3D-Punkte nur fehlerbehaftet rekonstruiert werden k¤onnen, siehe
Abschnitt 3.2, spielt in den folgenden Kapiteln eine wichtige Rolle, da Gruppen von
Punkten (Modellen) anhand der r¤aumlichen Lage einzelner Punkte relativ zueinander
identiziert werden. Die fehlerbehaftete Positionierung einzelner Punkte f¤uhrt auch zur
fehlerhaften Berechnung derer Distanzen untereinander und macht damit eine Identi-
kation und Verfolgung von Modellen schwieriger. Da die Berechnung dieser Distanzen
also ein grundlegendes Werkzeug f¤ur die Identikation von Punktmengen sein wird, wird
folgende Festlegung getroffen:
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Definition 2 Da die Positionen rekonstruierter 3D-Punkte Xi ∈ R3 im Allgemeinen mit
einem bestimmten Fehler behaftet sind, deniert die Distanztoleranz δ > 0, δ ∈ R, wann
ein Abstand dij = |Xi − Xj| zwischen zwei Punkten Xi, Xj einer vorgegebene Distanz
d ∈ R entspricht, d.h. dij ≈ d. Der Abstand dij entspricht der Distanz d, falls
|dij − d| < δ. (3.17)
Da das Weltkoordinatensystem, sowie weitere noch verwendete lokale Koordinaten-
systeme in dieser Arbeit, immer die gleiche Skalierung besitzen, das heißt, sie sind durch
eine Rotation und Translation ineinander ¤uberf¤uhrbar, wird δ nicht in Abh¤angigkeit eines
bestimmten Koordinatensystems angegeben, sondern gilt f¤ur alle verwendeten Koordina-
tensysteme gleichermaßen.
Die Einf¤uhrung der Distanztoleranz als grundlegender Parameter f¤ur die in den n¤achs-
ten Kapiteln beschriebenen Algorithmen unterst¤utzt auch eine Skalierbarkeit der Hard-
ware, also im Fall eines Stereokamerasystems insbesondere die Auswahl an Kameras und
Objektiven. Durch die M¤oglichkeit, die Distanztoleranz auf einen h¤oheren Wert zu setzen,
k¤onnen auch einfachere Kameras und Objektive verwendet werden, die f¤ur eine entspre-
chende Anwendung noch die gew¤unschte Qualit¤at liefern.
3.6 Zusammenfassung
In diesem Kapitel wurden Grundlagen beschrieben, wie auf mathematischer Ebene aus
den 2D-Punkten, die aus den verschiedenen Kamerabildern vorliegen, 3D-Punkte rekon-
struiert werden k¤onnen (Triangulierung). In diesem Zusammenhang wird die begrifi-
che Unterscheidung zwischen den physikalisch existierenden Objekten (Markern) und
der mathematischen Beschreibung (3D-Punkt) getroffen.
Das hier aufgestellte 3D-Punktmodell umfasst neben den x−, y− und z−Koordinaten
weitere Elemente, wie den Rekonstruktionsfehler, die Menge der Wurzelpunkte und den
Klassikationsindex. Dieses Punktmodell bildet die Grundlage f¤ur die Modellbeschrei-
bungen und Algorithmen in den folgenden Kapiteln.
F¤ur die Triangulierung gibt es verschiedene Methoden, wobei innerhalb dieser Arbeit
die Methode des Punktes mit dem geringsten Abstand zwischen zwei Schiefgeraden (Re-
konstruktionsfehler) bevorzugt wird. Da die Kameras kalibriert sind, ist der Rekonstruk-
tionsfehler gering, sodass diese Methode hinreichend pr¤azise ist und vor allem sehr ef-
zient. Die genauere Bedeutung des Rekonstruktionsfehlers und seine Eignung als Qua-
lit¤atsmaß f¤ur die Genauigkeit der Rekonstruktion wurde diskutiert.
Um aus jeweils einem 2D-Punkt pro Kamerabild einen 3D-Punkt rekonstruieren zu
k¤onnen, m¤ussen diese Korrespondenzen zun¤achst ermittelt werden. Verschiedene Metho-
den, die auch kombiniert werden k¤onnen, sind in diesem Kapitel beschrieben, wobei die
Epipolargeometrie dabei das st¤arkste Kriterium bildet.
Abschließend wurde der Begriff der Distanztoleranz eingef¤uhrt, der der unperfekten




Nachdem im letzten Kapitel beschrieben wurde, wie sich aus den 2D-Punkten der ver-
schiedenen Kamerabilder 3D-Punkte rekonstruieren lassen, bildet nun die Existenz einer
Menge XW = {X1W , . . . , XmW}, m ∈ N, von 3D-Punkten den Ausgangspunkt dieses Ka-
pitels. Die in den folgenden Abschnitten beschriebenen Algorithmen sind also nicht nur
f¤ur Kamerasysteme einsetzbar, sondern f¤ur jedes Trackingsystem, welches in jedem Zeit-
schritt 3D-Punktmengen als Ausgabe besitzt. Im Fall der Verwendung anderer Tracking-
systeme vereinfachen sich die Algorithmen, da zum Beispiel auf die Betrachtung der 2D-
Punkte, aus denen die 3D-Punkte rekonstruiert werden, verzichtet werden kann. Da die
Algorithmen jedoch insbesondere f¤ur Kamerasysteme entwickelt sind, wird die Entste-
hung der 3D-Punkte aus 2D-Daten grunds¤atzlich mit ber¤ucksichtigt.
Unabh¤angig vom verwendeten Trackingsystem beschreiben die Methoden dieses Ka-
pitels, wie einzelne Punkte oder Gruppierungen von Punkten mit geometrischen Eigen-
schaften in einer 3D-Punktmenge identiziert werden und wie diese in aufeinanderfol-
genden Schritten (bei Kamerasystemen: aufeinanderfolgenden Frames) in jeweils neuen
3D-Punktmengen verfolgt werden. Gruppierungen von Punkten mit verschiedenen geo-
metrischen Eigenschaften werden von nun an als Modell bezeichnet und in den folgenden
Abschnitten beschrieben. Insgesamt k¤onnen diese Modelle
 einzelne Marker repr¤asentieren,
 ein Markerpaar repr¤asentieren, wobei die beiden Marker relativ zueinander fest po-
sitioniert sind, sodass das Modell durch die Distanz der beiden Marker deniert
wird,
 aus drei oder mehr Punkten bestehen, die die entsprechende Anzahl an Markern
repr¤asentiert, die relativ zueinander fest positioniert sind, oder
 eine Anzahl nicht fest verbundener Marker repr¤asentieren, die bestimmte geometri-
sche Randbedingungen erf¤ullen m¤ussen. Diese Modelle werden in dieser Arbeit als
dynamisch bezeichnet und in Kapitel 6 vertieft.
Handelt es sich um die theoretische Beschreibung der Modelle, wird im Folgenden ana-
log zu Denition 1 auf Seite 25 der Begriff n-Punktmodell benutzt. In Ausnahmef¤allen
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wird der Begriff Markermodell benutzt, wenn speziell auf die real existierende und zu
verfolgende Anordnung von Markern verwiesen wird. Insbesondere in der englischen
Fachliteratur nden sich verschiedene andere Begriffe, die alternativ zum Begriff Modell
beziehungsweise







Die Anzahl der Marker in einem starren Modell ist entscheidend f¤ur die Informationen,
die aus dem Modell gewonnen werden k¤onnen. W¤ahrend bei einzelnen Markern nur eine
Position berechnet werden kann, k¤onnen bei zwei Markern eine Position und eine Achse
bestimmt werden. Bei drei oder mehr Markern l¤asst sich bereits ein (lokales) Koordina-
tensystem, wie in Abschnitt 4.3.1 beschrieben, denieren.
Zum leichteren Verst¤andnis dieses Kapitels werden folgende Namenskonventionen f¤ur
3D-Punkte getroffen:
Definition 3 F¤ur 3D-Punkte gilt:
XW bezeichnet eine endliche Menge {X1W , . . . , XmW}, m ∈ N von 3D-Punkten
∈ R3 im Weltkoordinatensystem. Diese Punkte sind das Resultat der 3D-
Rekonstruktion aus Kapitel 3, also die ermittelten 3D-Punkte.
XW bezeichnet allgemein einen 3D-Punkt ∈ R3 im Weltkoordinatensystem,
stellvertretend f¤ur alle Punkte X iW , 1 ≤ i ≤ m.
XM bezeichnet analog eine endliche Menge {X1M , . . . , XnM}, n ∈ N von 3D-
Punkten ∈ R3 in einem bestimmten lokalen Koordinatensystem, zum Bei-
spiel im lokalen Koordinatensystem eines zu verfolgenden K¤orpers (Mo-
dells).
XM bezeichnet allgemein einen beliebigen 3D-Punkt ∈ R3 in einem bestimm-
ten lokalen Koordinatensystem, stellvertretend f¤ur alle Punkte XjM , 1 ≤
j ≤ n.
XL,XL analog f¤ur weitere lokale Koordinatensysteme, ein D im Index steht f ¤ur
dynamische Modelle.
X1, X2, . . . werden ohne Angabe des Koordinatensystems verwendet, wenn eindeutig
ist, welches Koordinatensystem gemeint ist. Im Allgemeinen ist dies das
Weltkoordinatensystem.
Diese Namenskonvention f¤ur 3D-Punkte wird f¤ur alle 3D-Punktmodelle, wie sie in
Abschnitt 3.3 beschrieben wurden, verwendet.
4.1 Identifikation einzelner Marker
Da die einzelnen Marker, die in dieser Arbeit ber¤ucksichtigt werden, durch die 3D-
Rekonstruktion eine Position erhalten, aber ansonsten nicht unterscheidbar sind, lassen
sich diese einzelnen Marker auch nur in speziellen F¤allen zuverl¤assig identizieren oder
erfordern weitere Randbedingungen. Existiert zu einem Zeitpunkt eine 3D-Punktmenge
mit mehr als einem Element, l¤asst sich ein bestimmter Marker ohne weitere Informati-
on nicht identizieren. Erst durch Informationen, wie die Position des Markers im zeit-
lich vorhergehenden Schritt wird eine Identikation m¤oglich. Ein weiteres Hilfsmittel um
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einen einzelnen Marker zu bestimmen sind Randbedingungen, wie ein Extremwert in ei-
ner Koordinate. Dennoch gibt es einige Anwendungsf¤alle, in denen die Verfolgung, das
heißt die Identikation in jedem Schritt, einzelner Marker besonders interessant ist:
 Die Verfolgung eines einzigen Markers f¤ur die Verfolgung eines Objekts ohne Be-
r¤ucksichtigung der Orientierung, zum Beispiel bei Erfassung der Kopfbewegung
ohne Blickrichtung.
 Die Verfolgung eines einzelnen Markers zusammen mit einer Gruppe von Markern,
wie den Multipunktmodellen, die in Abschnitt 4.3 beschriebenen werden. Ein bei-
spielhafter Fall ist eine einfache Kopfverfolgung ohne Orientierung zusammen mit
der Verfolgung eines Zeigeger¤ats mit sechs Freiheitsgraden.
 Die Verfolgung mehrerer einzelner Marker, die nicht fest zueinander positioniert
sind, als Grundlage f¤ur die in Kapitel 6 beschriebenen dynamischen Modelle. Bei-
spielsweise wird dies f¤ur Echtzeit Motion Capturing, die Verfolgung einer Hand
ohne spezielles Zeigeger¤at, oder die Kontrolle von Gelenkarmen genutzt.
 Um das 3D-Punktmodell um eine Eigenschaft erweitern zu k¤onnen: Einen Wahr-
scheinlichkeitswert, der angibt, ob ein Punkt m¤oglicherweise bald oder bereits von
einem weiteren verdeckt werden k¤onnte.
Die ersten beiden F¤alle werden in Abschnitt 4.1.1 beschrieben, wobei der erste Fall
weitestgehend trivial ist und nur dann eines geringen Zusatzaufwands bedarf, wenn auf-
grund von St¤orungen (zum Beispiel wechselnde Lichtverh¤altnisse) zus¤atzliche 3D-Punkte
rekonstruiert werden, f¤ur die kein Marker existiert. Die beiden anderen F¤alle werden in
Abschnitt 4.1.3 behandelt. Dort werden auch die Vor- und Nachteile diskutiert, grunds¤atz-
lich einzelne 3D-Punkte zu verfolgen.
Da ein naheliegendes und sinnvolles Mittel f¤ur die Verfolgung der 3D-Punkte auf der
oder den Positionen aus den letzten Rekonstruktionsschritten beruht, wird das in Ab-
schnitt 3.3 aufgestellte Punktmodell um folgende Eigenschaften erweitert:
5. L = (X1, X2, . . . , Xp) eine Liste der letzten p Koordinaten des Punktes und
6. einen Identifikationsindex id.
Dabei unterscheidet sich der Identikationsindex von dem Klassikationsindex dadurch,
dass er ein Merkmal f¤ur genau einen bestimmten Punkt darstellt, der Klassikationsindex
jedoch den Punkt einer bestimmten Gruppe zuordnet, also klassiziert. Insofern wird der
Identikationsindex in jedem Schritt nur einmal vergeben, ein Klassikationsindex kann
jedoch mehrmals vergeben werden.
Die Zuweisung des Identikationsindex ist bei der Verfolgung mehrerer Punkte proble-
matisch, wenn Punkte immer wieder verdeckt werden. Sobald sie wieder unverdeckt sind,
kann man diese unter Umst¤anden von v¤ollig neu hinzukommenden Punkten nicht unter-
scheiden. F¤ur die Identikation eines Punktes mit Hilfe der Liste L der vorausgegangenen
Positionen gibt es folgende naheliegende Ans¤atze:
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 Vergleich mit der letzten Position oder
 Vergleich mit einer aus L pr¤adizierten Position.
 Einer der ersten beiden F¤alle und zus¤atzliches Modellwissen, falls der Punkt klas-
siziert, das heißt einem Modell zugeordnet, ist. Ein solches Modellwissen kann
beispielsweise die Auswirkung der Rotationsgeschwindigkeit eines Modells auf die
voraussichtliche n¤achste Position eines einzelnen Punktes sein.
Diese und weitere Ans¤atze f¤ur die Identikation und Verfolgung der Punkte werden in
den folgenden Abschnitten dargestellt.
Soweit die Liste L der vorausgegangenen Positionen, beziehungsweise Koordinaten
eines Punktes vorliegt, kann sie auch f¤ur eine Filterung genutzt werden. Da sich diese
Methoden f¤ur die Positionen einzelner Punkte nicht von denen f¤ur die Positionen eines
ganzen Multipunktmodells unterscheiden, wird dies ¤ubergreifend in Kapitel 7 beschrie-
ben.
4.1.1 Verfolgung eines einzelnen Markers
Falls nur ein Marker verfolgt wird, kann der Punkt einfach durch die 3D-Rekontruktion
bestimmt werden, soweit keine St¤orungen auftreten. Als Sto¨rungen oder St¤orpunkte wer-
den in dieser Arbeit solche 3D-Punkte bezeichnet, die zwar rekonstruiert wurden, aber
f¤ur die es keine physikalische Entsprechung gibt. Bei optischen Systemen kann es dazu
beispielsweise durch Lichtreektionen oder allgemein ung¤unstige Lichtverh¤altnisse kom-
men. Falls keine St¤orungen auftreten, kann auch die Liste L der letzten Positionen einfach
gef¤ullt werden.
Existieren St¤orpunkte, sodass eine Menge {X1W , . . . , XmW} rekonstruierter 3D-Punkte
mit m ≥ 2 vorliegt, kann die Liste L verwendet werden, um durch Abstandsmessung zur
letzten Position, beziehungsweise zu einer pr¤adizierten Position, besser entscheiden zu
k¤onnen, welches der gesuchte Punkt ist.
Eine weitere M¤oglichkeit besteht darin, den Rekonstruktionsfehler als Kriterium zur
Findung des gesuchten Punktes heranzuziehen. In Abh¤angigkeit davon, wie die St¤orung
entsteht, zeigt die Praxis, dass der Rekonstruktionsfehler h¤aug h¤oher ist, als bei kor-
rekt rekonstruierten Markern, sodass bei Punkten mit einem hohen Rekonstruktionsfehler
vermutet werden kann, dass es sich hierbei um St¤orpunkte handelt. Die Annahme, dass
Punkte mit geringem Rekonstruktionsfehler automatisch keine St¤orpunkte sind, ist jedoch
problematisch.
4.1.2 Verfolgung eines einzelnen Markers zusammen mit einem Modell
Wird ein einzelner Marker zusammen mit einem Modell verfolgt, wie in Abbildung
4.1(b) dargestellt, so bieten sich vor allem zwei Verfahren an, die auch kombiniert werden
k¤onnen.
Die erste Methode besteht darin, zun¤achst die Erkennung des Modells auszuf¤uhren.
Ausgehend davon, dass das Modell identiziert werden kann, wird bei jedem Punkt der
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(a) Shutterbrille fu¨r VR mit einem retroreflektierenden Mar-
ker zur Positionsbestimmung.
(b) Infrarotkamerasicht auf Be-
nutzer mit Brille (gelb), die mit
einem Marker besetzt ist, und
Zeigegera¨t (gru¨n) mit mehreren
Markern (rot).
Abbildung 4.1. Verfolgung der Kopfposition mit einem Marker an Shutterbrille.
Klassikationsindex des Modells gesetzt, der als zum Modell zugeh¤orig erkannt wurde.
Im g¤unstigsten Fall bleibt nach der Erkennung des Modells nur ein nicht klassizierter
Punkt ¤ubrig. Zumindest kann bei mehreren nicht klassizierten Punkten so wie bei der im
letzten Abschnitt beschriebenen Erkennung eines einzelnen Punktes vorgegangen werden.
Insbesondere kann die letzte Position als Entscheidungskriterium f¤ur die Identikation
verwendet werden.
Die zweite Methode setzt voraus, dass es die Anwendung erlaubt, starke Randbedin-
gungen zu denieren. Solche Randbedingungen f¤ur einen Punkt k¤onnen zum Beispiel
sein:
 Aus einer Menge von Punkten wird der Punkt X iW ausgew¤ahlt, der immer die
gr¤oßte x-Koordinate besitzt. Analog f¤ur die kleinste x-Koordinate und die gr¤oßte
oder kleinste y- oder z-Koordinate.

¤Ahnlich wie obiger Ansatz nur, dass der kleinste oder gr¤oßte Abstand zu einem
bestimmten Punkt im Raum oder zu einer Ebene als Kriterium gilt.
Bei der Verfolgung eines Kopfes zur Blickrichtungserkennung kann man beispielswei-
se h¤aug die Annahme aufstellen, dass die Hand unterhalb des Kopfes bleibt, und somit
die Kopfposition in der vertikalen Achse immer einen Extremwert im Vergleich zu den
anderen Punkten annimmt. In [Dorfm¤uller 98] werden mit je einem Marker die Kopfpo-
sition und eine Handposition verfolgt, wobei ebenfalls mit der Annahme gearbeitet wird,
dass sich der Kopf zumindest am Anfang h¤oher als die Hand bendet. Weitere Kriterien,
die dort speziell verwendet werden sind, dass der Marker f¤ur die Kopfverfolgung st¤andig
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zu sehen ist, der f¤ur die Hand nur partiell und dass der Kopfmarker beim Start der Appli-
kation zeitlich als erstes zu sehen ist.
4.1.3 Identifikation mehrerer einzelner Marker
Die Verfolgung mehrerer einzelner Marker ist besonders interessant, wenn diese Mar-
ker nicht an einem oder wenigen festen Objekten angebracht sind, sondern an einem e-
xiblen Objekt, wie dem menschlichen K¤orper oder einem K¤orperteil, beziehungsweise
an zahlreichen einzelnen Objekten. Die Verfolgung der einzelnen Marker kann als ei-
genst¤andiges Trackingverfahren angesehen werden, falls das Ergebnis des Trackings bei-
spielsweise Trajektorien der einzelnen Punkte sein sollen. H¤auger ist die Verfolgung der
einzelnen Marker Grundlage f¤ur die Verfolgung dynamischer Modelle, wie beispielswei-
se beim klassischen Motion Capturing, insbesondere aber bei Motion Capturing, das in
Echtzeit erfolgen soll.
Das Ergebnis, welches die Verfolgung mehrerer einzelner Marker haben soll, ist:
1. Nach jedem Frame liegt eine Liste mit 3D-Punkten vor, von denen jeder einen ein-
deutigen Identikationsindex tr¤agt. Die L¤ange der Liste kann von Frame zu Frame
unterschiedlich lang sein.
2. Der zu einem bestimmten Marker rekonstruierte Punkt erh¤alt ¤uber alle Frames hin-
weg immer denselben Identikationsindex, falls er im entsprechenden Frame vom
Trackingsystem rekonstruiert werden kann.
3. Auch nach einer Zeitspanne, in der der Marker verdeckt war, soll sein rekonstruier-
ter Punkt wieder den alten Identikationsindex erhalten, was impliziert, dass dieser
Index nicht bereits an einen anderen Punkt vergeben worden ist.
Vor allem der letzte Punkt ist schwierig zu erf¤ullen, da die einzelnen Marker f¤ur das
Trackingsystem in einem statischen Zustand nicht zu unterscheiden sind, sondern haupt-
s¤achlich nur durch ihre Bewegung zwischen zeitlich aufeinander folgenden Frames. So-
weit die Verdeckung eines Markers nicht zu lange anh¤alt und insbesondere keine Rich-
tungswechsel des Markers auftreten, kann durch die Pr¤adiktion der Position w¤ahrend der
Verdeckung versucht werden, diese Phase zu ¤uberbr¤ucken. Abbildung 4.2 zeigt die Tra-
jektorien mehrerer verfolgter Punkte, wobei diese nach Unterbrechungen zum Teil wie-
dererkannt werden und zum Teil einen neuen Identikationsindex erhalten.
In [Magneau 02a] und [Magneau 02b] wird ein Verfahren zur Identikation und Po-
sitionsbestimmung mehrerer einzelner Marker beschrieben. Die zentrale Idee ist dabei
die Erzeugung von Matrizen T , die die ¤Ahnlichkeit zweier Listen von 3D-Punkten aus-
dr¤ucken. Die beiden Listen stehen f¤ur zwei zeitlich aufeinanderfolgende Frames. Die Ele-
mente dieser Matrix setzen sich aus einer Summe von Wahrscheinlichkeiten P ij zusam-
men, die sich wiederum aus einem Formvergleichsparameter P ijL und einem Fl¤achenver-




S zusammensetzen. Die beiden
Parameter werden wiederum aus je drei Punkten der entsprechenden Listen gebildet und
dr¤ucken daher also eine ¤Ahnlichkeit zwischen zwei Dreieckskonstellationen aus. Diese
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Abbildung 4.2. Trajektorien von drei Markern. Jeder rekonstruierte 3D›Punkt wird als
Kugel, der Identikationsindex als Farbe dargestellt. Die Trajektorie im Vordergrund
(rot) wird trotz kurzer Unterbrechung korrekt fortgesetzt, die mittlere Trajektorie (gr ¤un)
hat keine Unterbrechung, die rechte Trajektorie (blau) erh¤alt nach der Unterbrechung
f¤alschlicherweise einen neuen Index.
Matrizen werden sowohl in einem Vorverarbeitungsschritt zur Bestimmung von Toleran-
zwerten, als auch zur sp¤ateren Identikation, verwendet.
Der Grundgedanke dieses Ansatzes, zuverl¤assiges Tracking trotz Markerverdeckungen
zu erreichen, ohne obligatorisch dabei die Anzahl der Kameras zu erh¤ohen, entspricht
dem dieser Arbeit. Allerdings ist der Aufwand f¤ur die Berechnung dieser Wahrschein-
lichkeitsmatrizen relativ hoch.
Algorithmus
Im Folgenden wird ein im Rahmen dieser Arbeit entwickelter Ansatz beschrieben, der auf
kein Initialwissen ¤uber Anzahl oder Konstellation von Markern zur¤uckgreift. Im initialen
Zustand erh¤alt der Algorithmus eine Menge XW nicht klassizierter und identizierter
3D-Punkte, die im letzten Frame rekonstruiert wurden. F¤ur jeden Punkt X iW ∈ XW wird
eine Liste Lj ver¤anderlicher aber begrenzter L¤ange angelegt, deren erstes Element der
Punkt selbst ist. Jeder Liste wird ein eindeutiger Identikationsindex idj zugewiesen, der
auch als Identikationsindex dem 3D-Punkt zugewiesen wird. Abbildung 4.3 zeigt In-
dizes, die 3D-Punkten zugeordnet sind und auf die zwei entsprechenden Kamerabilder
¤uberlagert wurden. Damit ist die Initialisierung des Algorithmus abgeschlossen.
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Abbildung 4.3. 3D›Punkten zugeordnete Indizes auf die Kamerabildern ¤uberlagert.
Außerdem erh¤alt jede Liste Lj einen Vertrauenswert tj als Parameter, der immer
dann auf 1 gesetzt wird, wenn ein Punkt der Liste zugeordnet werden konnte. Kann kein
Punkt zugeordnet werden, kann eine pr¤adizierte Position statt eines tats¤achlich gefunde-
nen Punktes gesetzt werden, wobei dann der Vertrauenswert um einen Wert tred zwischen
0 und 1 reduziert wird. Ist der Vertrauenswert kleiner oder gleich 0, so wird die Liste Lj
aufgel¤ost und damit steht auch der Identikationsindex idj f¤ur die Vergabe an eine neue
Liste zur Verf¤ugung. Wird die Reduktion des Vertrauenswertes als tred = 1 gew¤ahlt, so
werden Listen sofort aufgel¤ost, sobald ihnen kein Punkt mehr zugeordnet werden kann.
Die Reduktion des Vertrauenswertes erfolgt hier durch Subtraktion, da sich damit einfach
eine Anzahl von Schritten bis zur Au¤osung der Liste denieren l¤asst. Alternativ hierzu
k¤onnte auch ein Reduktionsfaktor gew¤ahlt werden.
Als weiterer Parameter wird der Index i eines der Liste zugeordneten Punktes X iW ∈
XW als Variable lst (last index) abgespeichert, damit bei dem Punkt mit demselben In-
dex im folgenden Frame als erstes ¤uberpr¤uft werden kann, ob es sich dabei um den zu
verfolgenden Punkt handelt. Die Verwendung dieses Parameters nutzt den Umstand, dass
die Kamerabilder immer auf die gleiche Art und Weise abgearbeitet werden, sodass die
Wahrscheinlichkeit hoch ist, dass die zu verfolgenden Punkte den gleichen Index in XW
besitzen wie beim vorhergehenden Frame. Eine Liste Lj besitzt also insgesamt folgende
zus¤atzliche Parameter:
 id - den unver¤anderlichen Identikationsindex,
 t - den variablen Vertrauenswert, f¤ur den initial t = 1 gilt,
 lst - den Index des zugeordneten Punktes aus der letzten MengeXW = {X1W , . . . , XmW}.
Es gilt also 1 ≤ lst ≤ m.
 P - die pr¤adizierte Position des Punktes.
F¤ur alle Listen gemeinsam werden außerdem noch folgende, w¤ahrend des Trackings un-
ver¤anderliche, Parameter festgelegt:
 dmax, ein Grenzwert f¤ur die Distanz eines neu zuzuordnenden Punktes zur letzten
Position, beziehungsweise zu einer pr¤adizierten Position. Dieser Wert sollte sich
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auch an der Framerate des Kamerasystems orientieren. Je h¤oher diese ist, umso
kleiner kann dmax gew¤ahlt werden.
 tred ∈ (0, 1], der Wert, um den der Vertrauenswert reduziert wird, falls kein Punkt
zugeordnet werden kann.
 w1 und w2 ∈ [0, 1], zwei Gewichtungsparameter, die im Folgenden bei der Zuord-
nung von Punkten zu Listen verwendet werden.
































Abbildung 4.4. Aufbau der Liste der Punktlisten.
Mit diesen Festlegungen wird in den folgenden Frames jeweils die Menge XW der
aktuell rekonstruierten 3D-Punkte verarbeitet, sodass jeder Punkt X iW einen eindeutigen
Identikationsindex erh¤alt.
F¤ur jede Liste Lj wird zun¤achst eine Position Pj f¤ur den gesuchten Punkt pr¤adiziert.
Enth¤alt die Liste nur ein Element, so ist die pr¤adizierte Position gleich der letzten Position.
Ist die Liste l¤anger, so wird linear pr¤adiziert, eventuell auch mit h¤oherer Ordnung. Die
Methoden f¤ur die Pr¤adiktion entsprechen denen aus Kapitel 7.
Um die Punkte X iW ∈ XW einer der Listen Lj zuzuordnen, wird zun¤achst eine Matrix
W ∈ [0, 1]m×n angelegt, deren Eintr¤age initial alle 0 sind. Dabei istm die aktuelle Anzahl
der Punkte X iW und n die Anzahl der vorhandenen Listen Lj.
Die Matrix W , deren Elemente Wahrscheinlichkeitswerte sind, ¤ahnelt auf den ersten
Blick der

Probablistic Matrix aus [Magneau 02a] und [Magneau 02b], wird jedoch auf
v¤ollig andere Weise gef¤ullt und verwendet. Je h¤oher der EintragWij ist, desto wahrschein-
licher ist es, dass der Punkt X iW der Liste Lj zugeordnet wird. Zun¤achst wird die Matrix
W in zwei Schritten gef¤ullt:
1. F¤ur jede Liste Lj wird aus der Menge XW der Punkt X lstjW ausgew¤ahlt, falls dieser
vorhanden ist. Bendet er sich in der Umgebung der entsprechenden pr¤adizierten
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1. Punkte den Listen zuordnen: durch die Indizes lstj der Zuordnung im
letzten Frame. Der Abstand zur pra¨dizierten Position Pj dient der Kontrolle.
2. Zuordnung der Punkte, nur anhand des
Abstands zu den pra¨dizierten Positionen Pj.
3. Beru¨cksichtigung der Vertrauenswerte der Listen, also
auch der Gu¨te der pra¨dizierten Positionen Pj.
4. Endgu¨ltige Zuordnung der Punkte zu den
vorhanden Listen. Vergabe des Identifikationsindex.
Rekonstruierte 3D-Punkte X iW ∈ XW , |XW | = m
und bereits angelegte Listen L1, . . . , Ln.
5. Falls no¨tig, neue Listen mit entsprechenden
Identifikationsindizes anlegen.
6. Bestimmung des neuen Vertrauenswertes
fu¨r jede Liste.
Abbildung 4.5. Algorithmus f ¤ur die Verfolgung mehrerer 3D›Punkte.
Position Pj , gilt also d < dmax mit d = |Pj−X lstjW |, dann wirdWlstjj = w1 · dmax−ddmax
gesetzt.
2. Jeder Punkt X iW ∈ XW wird daraufhin untersucht, ob er sich in der Umgebung
einer pr¤adizierten Position einer Liste Lj bendet. Ist dies der Fall, wird Wij =
w2 · dmax−ddmax mit d = |Pj −X iW | gesetzt, falls Wij = 0 und damit dieses Element im
ersten Schritt noch nicht gesetzt wurde. Mehrere von Null verschiedene Werte pro
Zeile oder Spalte sind dabei m¤oglich.
F¤ur die Werte w1 und w2 bieten sich beispielsweise w1 = 1, 0 und w2 = 0, 8 an, was
dem letzten Index als Auswahlkriterium durchw1 > w2 einen Einuss gew¤ahrt. Durch die
Multiplikation des jeweiligen Gewichtes mit dmax−d
dmax
wird die tats¤achliche Entfernung zum
pr¤adizierten Punkt ber¤ucksichtigt. Im n¤achsten Schritt wird der aktuelle Vertrauenswert
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der Listen Lj ber¤ucksichtigt:
3. Die Matrix W wird mit einer Matrix Dt multipliziert, wobei Dt ∈ [0, 1]n×n eine
Diagonalmatrix ist, deren Diagonaleintr¤age die Vertrauenswerte tj der Listen Lj
sind. Das Produkt WDt der beiden Matrizen, als Gewichtung der aktuellen Ver-
trauenswerte, wird im Folgenden als V bezeichnet, das heißt V = WDt.
4. In der Matrix V wird der maximale Eintrag Vij bestimmt. Der Punkt X iW wird der
ListeLj zugeordnet und er erh¤alt den Identikationsindex idj der Liste. Die Koordi-
naten des Punktes werden als aktuelle Position der Liste hinzugef¤ugt. Alle Eintr¤age
in der i-ten Zeile und der j-ten Spalte von V werden auf 0 gesetzt. Daraufhin wird
erneut der maximale Eintrag in V gesucht, bis alle Eintr¤age 0 sind.
5. F¤ur Punkte X iW , die noch keiner Liste zugeordnet werden konnten, werden neue
Listen angelegt, jeweils mit Vertrauenswert tj = 1.
6. Als letzter Schritt werden die Vertrauenswerte neu gesetzt. Bei jeder Liste, der ein
Punkt zugeordnet werden konnte, wird der Vertrauenswert t = 1 gesetzt. Bei allen
anderen wird t als t − tred abgespeichert. Der entsprechende pr¤adizierte Punkt P
wird als aktuelles Element abgespeichert. Alle Listen, die danach einen Vertrauens-
wert t ≤ 0 haben, werden gel¤oscht.
7. Im n¤achsten Frame beginnt die Verarbeitung wieder bei Schritt 1.
Abbildung 4.5 zeigt den Ablauf des Algorithmus schematisch.
Dieses Vorgehen erlaubt eine tempor¤are Fortf¤uhrung der Punktlisten, auch wenn kein
Punkt zugeordnet werden konnte. Wie lange diese Listen ohne erneut gefundenen Punkt
fortgef¤uhrt werden, h¤angt von der Wahl von tred ab. F¤ur die Ausgabe oder Weiterverarbei-
tung der 3D-Punkte kann optional die Menge XW der tats¤achlich rekonstruierten Punkte
erweitert werden, und zwar um die pr¤adizierten Punkte derjenigen Listen, denen kein
Punkt zugeordnet wurde. Dies erm¤oglicht die Ausgabe der vermuteten Position kurzzei-
tig verdeckter Marker. Eine zus¤atzliche Speicherung des Vertrauenswerts im Punktmodell
erm¤oglicht es, bei der sp¤ateren Verarbeitung der Punkte daraus zu schließen, ob dieser
verdeckt war.
Beim Anlegen einer neuen Liste wird auch ein neuer Identikationsindex vergeben.
Entweder wird dabei in aufsteigender Reihenfolge immer ein neuer Index gew¤ahlt, oder
wieder frei gewordene Indizes werden durch die Au¤osung von Listen neu verteilt. In
Anhang C bendet sich ein kurzes Beispiel, das anhand eines Schrittes des Algorithmus
die Wirkung der einzelnen Parameter verdeutlicht.
Weiterverarbeitung der identifizierten Punkte
Die Verfolgung einzelner Marker dient meist nur als Vorverarbeitung f¤ur weitere Tracking-
algorithmen, falls nicht ohnehin nur die Trajektorien einzelner Marker von Interesse sind.
Die in den folgenden Abschnitten beschriebenen Algorithmen greifen auf die Verfolgung
54 KAPITEL 4. STARRE MODELLE
einzelner Marker nur dann zur¤uck, wenn sie nicht fest zueinander platziert sind, siehe Ka-
pitel 6. In den F¤allen, in denen die Marker fest zueinander platziert sind, gibt es durch die
festen geometrischen Strukturen zuverl¤assigere Methoden zur Identikation der Marker-
konstellationen, sodass auf die obige Vorverarbeitung, die eine geringere Zuverl¤assigkeit
hat, verzichtet wird.
4.2 Zweipunktmodelle
Zweipunktmodelle stellen die einfachste Form der unterscheidbaren Modellbeschrei-
bungen auf Punktbasis dar. Die wesentliche Eigenschaft eines Zweipunktmodells ist die
Distanz d zwischen den zwei zu erkennenden Punkten. Weitere Eigenschaften eines Zwei-
punktmodells, wie die letzte Position, ergeben sich erst bei Betrachtung des Modells ¤uber
eine Zeitspanne, also bei dessen Verfolgung. Diese und weitere m¤ogliche Eigenschaften
werden in Abschnitt 4.2.1 vorgestellt.
Durch die Verwendung von genau zwei Punkten ist es zwar m¤oglich, ein solches Zwei-
punktmodell zu identizieren und dessen Position zum Beispiel als Mittelpunkt des ge-
fundenen Punktepaars anzugeben, eine r¤aumliche Orientierung des Zweipunktmodells
kann jedoch nicht bestimmt werden. Insofern handelt es sich bei der Verwendung ei-
nes Zweipunktmodells um ein 3DOF-Trackingverfahren, also ein Trackingverfahren,
bei dem drei Freiheitsgrade, n¤amlich die Position, bestimmt wird. Die einzigen zus¤atz-
lichen Informationen, die berechnet werden k¤onnen, sind die Richtungsvektoren zwi-
schen den beiden Punkten. Ein eindeutiger Richtungsvektor kann in speziellen Anwen-
dungen, wie zum Beispiel einem Zeigeger¤at, bei dem wiederum eindeutig ist, wie es aus-
gerichtet ist, zus¤atzlich verwendet werden, so dass man in diesem Fall von einem 5DOF-
Trackingverfahren sprechen kann.
Die Verwendung von Zweipunktmodellen bietet sich also dort an, wo nur die 3D-
Position von Objekten bestimmt werden soll und die Objekte jederzeit eindeutig identi-
zierbar sein m¤ussen, was mit Einpunktmodellen schwierig umzusetzen ist. Die Anzahl der
gleichzeitig zu verfolgenden Zweipunktmodelle ist beschr¤ankt. Je nach Genauigkeit des
Trackingsystems, das heißt, je nachdem, wie genau die (relativen) Positionen der vorab
bestimmten einzelnen 3D-Punkte sind, m¤ussen die Distanzen dk der Zweipunktmodelle
gew¤ahlt werden. Je ungenauer die Bestimmung der 3D-Punkte ist, desto gr¤oßer m¤ussen
die Abst¤ande zwischen den verschiedenen Distanzen dk gew¤ahlt werden. Zus¤atzlich hat
man im Allgemeinen einen Maximalwert f¤ur die Gr¤oße der festzulegenden Distanzen, der
durch die konkrete Anwendung, zum Beispiel durch dessen Interaktionsvolumen, vorge-
geben wird. Daraus ergibt sich die maximale Anzahl der Zweipunktmodelle, die deniert
werden kann.
In Kapitel 8.3 ist eine Anwendung der Zweipunktmodelle f¤ur eine Interaktion mit acht
verschiedenen Benutzern beschrieben. Diese Anwendung sowie Teile der hier beschrie-
benen Algorithmen wurden in [Schwald 05c] publiziert. Jeder Benutzer tr¤agt in diesem
Beispiel eine Kappe, auf der zwei fest miteinander verbundene Infrarotmarker befestigt
sind, siehe Abbildung 4.6. Diese Abbildung zeigt einen weiteren Vorteil dieses Ansat-
zes: Die Zweipunktmodelle sind - zumindest bei der Verwendung von Infrarotmarkern
- m¤uhelos in der Praxis umzusetzen und an einem Objekt, in diesem Fall der Kappe,
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Abbildung 4.6. Eine mit zwei Infrarotmarkern besetzte Kappe.
anzubringen. F¤ur die sp¤ater beschriebenen Multipunktmodelle sind die entsprechenden
Markermodelle komplizierter zu erstellen und nehmen mehr Raum ein, daf¤ur besitzen
sie jedoch Redundanzen, das heißt, es m¤ussen nicht unbedingt alle Punkte eines Modells







Abbildung 4.7. Mehrdeutigkeiten (gestrichelte Linien) durch drei Zweipunktmodelle
(durch durchgezogene Linien gekennzeichnet) und einzelne 3D›Punkte.
Die Identikation von Zweipunktmodellen durch deren zugeordnete Distanzen ist dann
problemlos, wenn die gesuchten Distanzen jeweils nur einmal in der vorliegenden Punk-
temenge existieren. Bei der Verwendung mehrerer Zweipunktmodelle ist es m¤oglich, dass
sich Punktepaare bilden, die eigentlich kein Modell darstellen, aber dieselbe Distanz wie
ein solches haben, siehe Abbildung 4.7. Daher gen¤ugt es nicht, sich auf die Distanzmes-
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sung zwischen Punkten zu beschr¤anken, sondern zeitliche Eigenschaften, wie die letzte
Position eines Modells, m¤ussen mit ber¤ucksichtigt werden. Probleme k¤onnen dennoch
entstehen, wenn die Modelle dicht beieinander liegen und dabei unbewegt bleiben, da
es dann zu einer großen Anzahl von Doppeldeutigkeiten kommen kann, die nur schwer
aufzul¤osen ist. F¤ur dieses Problem gibt es keine allgemeine L¤osung, es muss daher appli-
kationsabh¤angig behandelt werden.
Zusammengefasst lassen sich folgende Merkmale der Zweimarkermodelle, beziehungs-
weise Zweipunktmodelle in Kombination mit einem typischen Infrarottrackingsystem
feststellen:
 3DOF-Trackingverfahren zur Ermittlung der Position
 Einfache Umsetzung und Integration der Infrarotmarkermodelle
 Je nach (Distanz-)Genauigkeit lassen sich zahlreiche Modelle verfolgen.
 Geeignet, falls die Modelle meist in Bewegung sind. Insbesondere sollten die Mo-
delle nicht statisch auf einem Haufen liegen.
Im folgenden Abschnitt 4.2.1 wird der Algorithmus zur Identikation und Positionie-
rung der Modelle beschrieben. Eine formale Denition der Zweimarkermodelle wird pas-
send zum Algorithmus aufgestellt. Erg¤anzend wird in Abschnitt 4.2.2 auf die Gl¤attung
der aufeinander folgenden ermittelten Positionen eingegangen. Abschnitt 4.2.3 schließt
die Beschreibung der Zweipunktmodelle mit der Diskussion verschiedener Varianten ab.
4.2.1 Algorithmus und Definition fu¨r Zweipunktmodelle
Da sich f¤ur aus nur zwei Punkten bestehende Modelle kein eindeutiges lokales Koor-
dinatensystem aufspannen l¤asst, kann bei diesem Ansatz nur eine 3D-Position bestimmt
werden, gegebenenfalls noch ein Richtungsvektor zwischen den beiden Punkten mit un-
bekanntem Vorzeichen. Daher wird in diesem Abschnitt die in Denition 3 beschriebene,
vereinfachte Bezeichnung Xi f¤ur Punkte X iW im Weltkoordinatensystem verwendet und
auf Indizes, die das Koordinatensystem angeben, verzichtet.
Die Modellbeschreibung besteht im Fall der Zweipunktmodelle in erster Linie aus der
Angabe einer Distanz dk zwischen den Markern. Die gesamte Menge der m gesuchten
Distanzen ist D = {dk ∈ R : 1 ≤ k ≤ m ∈ N}. Ausgehend von einer wie in Denition 2
auf Seite 42 vorgegebenen Distanztoleranz δ werden die Distanzen dk wie folgt gew¤ahlt,
um Verwechslungen zu vermeiden:
 d1 > δ und
 dk > dk−1 + 2δ f¤ur 2 ≤ k ≤ m.
Mit diesen Voraussetzungen gliedert sich der Algorithmus f¤ur die Detektion, bezie-
hungsweise Verfolgung der Zweipunktmodelle wie in Abbildung 4.8 dargestellt, in f¤unf
Schritte:
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Bildung aller Punktepaare Xij = (Xi, Xj), deren Distanz dij
einer der gesuchten Distanzen aus D entspricht
U¨berpru¨fung, ob die gebildeten Punktepaare gemeinsame
3D-Punkte besitzen. Falls ja, entsprechende Tupel verwerfen,
siehe Abbildung 4.9
Liste der Punktepaare nach der Gro¨ße ihrer Distanzen
sortieren
Zuordnung der Punktepaare zu den gesuchten Distanzen,
siehe Abbildung 4.10
X1, . . . , Xn
Liste der Punktepaare Xij
Liste der eindeutigen Punktepaare Xij
sortierte Liste der Punktepaare Xij
Rekonstruierte 3D-Punkte X1, . . . , Xn
Abbildung 4.8. Algorithmus zur Erkennung mehrerer 3D›Punktepaare.
1. Rekonstruktion der 3D-Punkte X1, . . . , Xn mit Xi ∈ R3, n ∈ N aus den aktuellen
Kamerabildern.
2. Bildung aller Punktepaare Xij := (Xi, Xj), f¤ur die ein dk ∈ D mit ||Xi − Xj| −
dk| < δ existiert, wobei Xij = Xji.
3. ¤Uberpr¤ufung, ob Punktepaare Xij und Xil mit j 6= l existieren, die aus einem ge-
meinsamen 3D-Punkt Xi gebildet wurden. Falls ja, wird die Liste der Punktepaare
so lange reduziert, bis f¤ur alleXij undXhl gilt: i 6= h ∧ i 6= l ∧ j 6= h ∧ j 6= l.
Die Reduktion der Liste ist in Abbildung 4.9 genauer beschrieben.
4. Die nun vorliegende Liste der Punktepaare Xij mit Distanzen dij = |Xi−Xj| wird
nach der Gr¤oße der dij in aufsteigender Reihenfolge sortiert.
5. Suche der Modelle anhand der jeweiligen Distanz dk ∈ D in der Liste der Punkte-
paare Xij, wie in Abbildung 4.10 dargestellt. Ber¤ucksichtigt werden dabei f¤ur jedes
Modell die letzte Position und ein Vertrauenswert tk, der immer wieder angepasst
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wird. F¤ur die als detektiert geltenden Zweipunktmodelle wird die Position gespei-
chert.
Dem eben beschriebenen Ablauf entsprechend, l¤asst sich f¤ur das hier verwendete Zwei-
punktmodell somit folgende Denition formulieren:
Definition 4 Ein Zweipunktmodell besteht aus folgenden festen Parametern:
d einer Distanz zur Erkennung der Modelle, d ∈ R+,
tlimit einem Grenzwert f¤ur den Vertrauenswert, 0 < tlimit ≤ 1,
t+ einem Faktor zur Erh¤ohung des Vertrauenswertes, t+ > 1,
t− einem Faktor zur Senkung des Vertrauenswertes, 0 < t− < 1 und
max einem Grenzwert f¤ur die maximale Distanz zur letzten Position
des Modells.
Die w¤ahrend der Detektion zu speichernden und ver¤anderlichen Parameter sind:
t ein Vertrauenswert, 0 < t ≤ 1,
P die aktuelle Position, P ∈ R3 und
Palt die letzte berechnete Position, Palt ∈ R3.
Der Grenzwert max f¤ur die maximale Distanz zur letzten Position des Modells basiert
dabei auf der Annahme, dass sich ein Zweimarkermodell h¤ochstens mit einer bestimmten,
maximalen Geschwindigkeit bewegt und deshalb in Abh¤angigkeit der Framerate maximal
eine Strecke max zwischen zwei Frames zur¤ucklegen kann.
Die Ver¤anderung des Vertrauenswertes erfolgt multiplikativ statt additiv, um den Ver-
trauenswert nicht linear zu ver¤andern, da der Vertrauenswert auch zur Gewichtung bei der
Gl¤attung der Bewegung des Modells verwendet wird und die Bewegung dadurch subjek-
tiv besser wirkt. Die Gl¤attung der Bewegung wird im folgenden Abschnitt beschrieben.
4.2.2 Gla¨ttung aufeinander folgender Positionen
Falls ein Punktepaar f¤ur ein entsprechendes Zweipunktmodell gefunden wird, dann
wird die Position des Modells als Mitte der beiden Punkte deniert. Falls die letzte Posi-
tion zu weit von der aktuellen entfernt liegt, kann dieses Springen zwischen zwei Positio-
nen unerw¤unscht sein. Daher bietet sich an dieser Stelle das in Kapitel 7.3 beschriebene
Nachf¤uhren der Position an, bei dem wiederum Palt verwendet wird. Dies kann wie folgt
umgesetzt werden:
Falls t < tlimit, wird zun¤achst wie bisher die Position P als Mitte des Punktepaars
bestimmt. Um die letzte Position zu ber¤ucksichtigen, kann dann die neue Position als
Mittelung zwischen der tats¤achlich berechneten und der letzten Position durch
Pneu = t · P + (1− t) · Palt (4.1)
bestimmt werden, wobei t der Vertrauenswert des Modells ist. Ist t = 1, so entspricht
Pneu genau der Mitte des Punktepaars. Pneu wird als aktuelle Position P abgespeichert.
Diese Technik hat unter anderem folgenden Effekt:
Wenn ein Modell ¤uber einen l¤angeren Zeitraum nicht erfasst wird, sinkt der Vertrau-
enswert t kontinuierlich, indem t durch t = talt · t− in jedem Schritt neu berechnet wird.
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Kann dann die aktuelle Position P des Modells wieder ohne Unterbrechung erfasst wer-
den, springt die Position im ersten Moment nicht direkt von Palt zu P , sondern sie bewegt
sich in mehreren Schritten immer schneller werdend auf die jeweils aktuelle Position zu,
wobei t durch t = talt · t+ erh¤oht wird, bis der Vertrauenswert t ≥ tlimit. Sobald dies
erreicht ist, wird die aktuelle Position P nicht mehr durch die Gleichung (4.1) berech-
net und damit durch Palt korrigiert. Wird f¤ur t ein Wert gr¤oßer 1 berechnet, wird t = 1
gesetzt.
Dieses Nachf¤uhren einer Position ist allerdings nur dann interessant, wenn es bei den
Trackingergebnissen auf gleichm¤aßige Bewegungen ankommt, nicht jedoch, wenn Ge-
nauigkeit die gr¤oßere Rolle spielt. Falls letzteres der Fall ist, sollte auf das Nachf¤uhren
verzichtet werden, da die Position kurzzeitig stark verf¤alscht wird.
Falls kein Punktepaar f¤ur das Zweipunktmodell gefunden wurde, der Vertrauenswert t
dennoch sehr hoch ist, wird die Position mit Hilfe eines einzelnen Punktes bestimmt, falls
sich ein solcher in der N¤ahe der letzten Position bendet. Dieser Vorgang ist in Abbildung
4.10 im rechten Zweig dargestellt. Er tr¤agt ebenfalls dazu bei, bei einem zeitweiligen
Verlust eines einzelnen Punktes, Bewegungsabl¤aufe glatter wirken zu lassen, hat aber
ebenfalls zur Folge, dass die Ergebnisse verf¤alscht werden. Auch dieses Vorgehen ist
nicht ratsam, falls die Genauigkeit der Resultate im Vordergrund der Applikation steht.
4.2.3 Reduktion der Liste der Punktepaare
In der vorliegenden Punktemenge existieren h¤aug mehrere Punktepaare, die aufgrund
ihrer Distanz als gesuchtes Zweipunktmodell in Frage kommen. Je mehr Modelle ver-
wendet werden, umso wahrscheinlicher ist es, dass zwei nicht zusammengeh¤orige Punkte
den gleichen Abstand haben, wie die Punkte eines tats¤achlich gesuchten Modells. Weitere
Kriterien sind also notwendig, um Mehrdeutigkeiten sinnvoll aufzul¤osen.
In Abbildung 4.9 ist beschrieben, wie die Anzahl der zu den Distanzen aus D = {dk ∈
R : 1 ≤ k ≤ m ∈ N} passenden Punktepaare in einem fr¤uhen Abschnitt des Algorithmus
reduziert wird. Die Idee ist, Listen Lh = {Xij : i = h ∨ j = h} von Punktepaaren
Xij = {Xi, Xj} aufzubauen, wobei in jeder Liste Lh nur solche Paare sind, von denen
einer der beiden Punkte Xh ist. Jedem Punktepaar Xij wird außerdem die Anzahl vij
der Punktepaare, deren Abst¤ande derselben Distanz entsprechen, zugeordnet. Sei also
X25 ≈ X34 ≈ d3, dann w¤are v25 = v34 = 2.
Die Listen werden daraufhin solange schrittweise um Punktepaare reduziert, wie es
Listen Lh0 gibt, bei denen Mehrdeutigkeiten existieren, das heißt, f¤ur die lh0 = |Lh0| > 1
gilt. Dabei wird immer zu einer Liste Lh0 eine weitere Liste Li gesucht, die einen gemein-
samen 3D-Punkt mit Lh0 hat und unter diesen Listen die gr¤oßte Anzahl li, das heißt die
meisten Mehrdeutigkeiten, besitzt. Das entsprechende Punktepaare Xh0i beziehungswei-
se Xih0 wird von den Listen Lh0 und Li entfernt. Gibt es mehrere Listen mit der gr¤oßten
Anzahl li, wird das Punktepaar entfernt, das den gr¤oßten Wert vij besitzt. Gibt es mehrere
solcher Punktepaare, wird das erste gew¤ahlt. Nach Entfernung der Punktepaare, werden
die vij entsprechend der verbleibenden Punktepaare neu berechnet.
Dieses Kriterium soll sicherstellen, dass Punkte nur einer Distanz zugeordnet und daher
einige, aber nicht notwendigerweise alle, Mehrdeutigkeiten aufgel¤ost werden. In Anhang
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Listen Lh := {Xij : i = h ∨ j = h} fu¨r
jeden 3D-Punkt Xh erzeugen. Fu¨r
all Xij den Wert vij bestimmen.
Bestimmung von lh = |Lh|, der Anzahl
der Elemente in Lh fu¨r 1 ≤ h ≤ n.
falls lh = 1
fu¨r alle
1 ≤ h ≤ n
Auf Basis aller Listen Lh, die einen gemeinsamen 3D-Punkt
mit Lh0 haben, wird aus der Liste Li mit der gro¨ßten
Anzahl li das entsprechende Punktepaar Xh0i gestrichen.
Im Zweifelsfall wird das Punktepaar mit gro¨ßtem vij
gewa¨hlt. Das Punktepaar wird auch aus Lh0 gestrichen.
es gibt ein h0 mit
1 ≤ h0 ≤ n, so dass
lh0 > 1
Start der Reduktion. Liste der Punktepaare Xij, deren
Absta¨nde den gesuchten Distanzen entsprechen, liegen vor.
Abbildung 4.9. Reduktion der Liste der Punktepaare.
D bendet sich ein Beispiel f¤ur eine solche Reduktion.
In diesem Ansatz spielt die letzte Position Palt eines Zweipunktmodells bei der Re-
duktion keine Rolle, obwohl dies ein starkes Kriterium f¤ur die Au¤osung von Mehrdeu-
tigkeiten sein k¤onnte. Man kann beispielsweise unter den Punktepaaren, die zu einem
bestimmten Zweimarkermodell passen, dasjenige ausw¤ahlen, welches Palt am n¤achsten
ist. Dieses Kriterium w¤urde zus¤atzlich auch das Springen eines Zweipunktmodells von
einer bestimmten Position in der ermittelten 3D-Punktemenge zu einer weit entfernten
Position in der zeitlich darauf folgenden Punktemenge unwahrscheinlicher machen.
Allerdings hat die Verwendung der letzten Position f¤ur die Reduktion einen Nachteil:
Gibt es ein Punktepaar, welches nicht das Zweipunktmodell k darstellt, jedoch zuf¤allig
die entsprechende Distanz dk hat, so w¤urde immer wieder die Position dieses Punktepaars
als Position des Zweipunktmodells ermittelt werden, sobald es einmal dem Zweipunkt-
modell zugeordnet wurde. Dies tritt beispielsweise auf, wenn das richtige Punktepaar
des Zweipunktmodells in diesem Moment nicht ermittelt werden kann. Wenn dann das
falsche Punktepaar ¤uber einen gewissen Zeitraum die Position nicht ver¤andert, kann das
Zweipunktmodell nicht erkannt werden. Um diesen Zustand zu vermeiden, wird an dieser
Stelle des Algorithmus auf ein Vergleich mit Palt verzichtet. Es werden nur Punktepaare
aussortiert, die mit anderen Punktepaaren einen Punkt gemeinsam haben. Die letzte Po-
sition Palt eines Zweipunktmodells wird jedoch erst zu einem sp¤ateren Zeitpunkt, nach
Ber¤ucksichtigung des Vertrauenswertes t, wie in Abbildung 4.10 dargestellt, verwendet.
4.2.4 Mehrdeutigkeiten
Insgesamt l¤asst sich f¤ur die Erkennung eines Zweipunktmodells festhalten, dass auf-
grund der geringen geometrischen Information ¤uber das Modell, die nur aus der Distanz
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Fu¨r das Modell k mit Distanz dk:
Menge aller Punktepaare Xij erzeugen,
fu¨r die |dij − dk| < δ gilt.
Nach Distanzen dij sortierte Liste der Punktepaare Xij.
Die Vertrauenswerte tk sind initial 1 und werden dann in
jedem Schritt angepasst und gespeichert.
Vertrauenswert tk fu¨r das Modell k
erho¨hen: tk = tk · t+
Vertrauenswert tk fu¨r das Modell k
erniedrigen: tk = tk · t−
Menge ist nicht leer Menge ist leer
Punktepaar Xij wa¨hlen,
sodass |(Xi + Xj)/2− Palt|
minimal ist
Punktepaar Xij wa¨hlen





Den 3D-Punkt Xi suchen,
der zur letzten Position des
Modells am na¨chsten ist.
Modell gefunden,
Position ist der Schwer-
punkt von Xij
tk > tlimit tk ≤ tlimit tk > tlimittk ≤ tlimit
Modell nicht gefunden,
neue Position ist die
alte Position Palt
Modell nicht gefunden,






fu¨r alle Modelle mit Distanz dk,
1 ≤ k ≤ m
Abbildung 4.10. Erkennung der Modelle aus der sortierten Liste der PunktepaareXij .
dk besteht, bei der Verwendung mehrerer Modelle leicht Mehrdeutigkeiten durch ung¤uns-
tige Positionierung der Modelle auftreten k¤onnen. Diese Mehrdeutigkeiten lassen sich mit
dem beschriebenen Vorgehen einfach au¤osen, soweit alle Modelle in Bewegung sind und
sich somit Punktkonstellationen, die Mehrdeutigkeiten erzeugen, nur f¤ur kurze Zeitr¤aume
existieren. Bleiben die Modelle jedoch an festen Positionen, also mit Bewegungen, die
geringer als die Distanztoleranz δ sind, k¤onnen nur schwierig aufzul¤osende Konstellatio-
62 KAPITEL 4. STARRE MODELLE
nen von Punkten entstehen. Ist solch ein Fall zu erwarten, empehlt sich die Verwendung
der im folgenden Abschnitt 4.3 beschriebenen Multipunktmodelle.
4.3 Multipunktmodelle
Die hier beschriebenen Multipunktmodelle (MPM) bestehen aus mindestens drei 3D-
Punkten, die relativ zueinander fest liegen. Theoretisch ist die Anzahl der Punkte in einem
solchen Modell unbeschr¤ankt, in der Praxis liegt die Anzahl der Punkte eines Modells
h¤aug zwischen drei und sechs. Bei nicht symmetrischer Anordnung der Punkte lassen
sich schon aus drei Punkten Rotation und Translation eines Modells eindeutig bestimmen,
was bei einer symmetrischen Anordnung nicht der Fall ist. Die Punkte eines Modells M
werden im Folgenden mit XM = {X1M , . . . , XnM}, n ∈ N bezeichnet.
Die Verwendung solcher Modelle f¤ur die Verfolgung von Objekten bietet sich bei Inf-
rarottrackingsystemen h¤aug an. Zwei Beispiele f¤ur eine Verwendung der in dieser Arbeit
beschriebenen Modelle und Algorithmen im medizinischen Anwendungsgebiet benden
sich in den Abschnitten 8.1 und 8.2. Dabei handelt es sich zum einen um die Verfolgung
eines transparenten Displays und eines Brillengestells, siehe Abbildung 4.11, f¤ur ein AR-
System und zum anderen um den Ausgleich der Kopfbewegung bei einer Bildgebung
mittels eines Magnetresonanztomographen.
Abbildung 4.11. Brillengestell als Teil eines AR›Systems zur Bestimmung der Kopfpo›
sition des Benutzers. Vier Dioden werden als aktive Marker verwendet.
Die Mindestgr¤oße von Multipunktmodellen ist drei, da ab dieser Anzahl auch eine Ori-
entierung eines Modells berechnet werden kann. Sollen mehrere Objekte verfolgt werden,
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kann es jedoch auch von Vorteil sein, eine Mindestanzahl von vier zu fordern, um die Ge-
fahr der Verwechslung zwischen Modellen zu verringern oder die Verdeckungsproblema-
tik zu mindern, siehe Abschnitte 4.3.3 und 4.3.5. Werden vier Marker als Mindestanzahl
gefordert, muss diese Anzahl von Markern allerdings in jedem Frame erkannt werden, was
bei Verdeckungen unter Umst¤anden die Erkennung der einzelnen Modelle verschlechtert.
Im Abschnitt 4.3.3 werden außerdem verschiedene Vorgehensweisen f¤ur die Detektion
von Modellen aufgezeigt. Die Zuverl¤assigkeit der Erkennung durch die im Modell ge-
speicherten Eigenschaften, wie Distanzen oder die vorausgegangene Position und Orien-
tierung, spielt dabei eine große Rolle. Dennoch ist es sinnvoll, sich auf gewisse Kriterien
f¤ur die Erkennung zu beschr¤anken, um die Latenz zwischen Bildaufnahme und Ausgabe
der Transformationen minimal zu halten, indem auf aufw¤andige Berechnungen verzichtet
wird. Eine Denition f¤ur Multipunktmodelle wird nach der Beschreibung der Detektions-
algorithmen in Abschnitt 4.3.3 getroffen.
Die Positionierung der 3D-Punkte eines Modells innerhalb des lokalen Modellkoor-
dinatensystems wird in den Abschnitten dieses Kapitels als gegeben vorausgesetzt. Die
Ermittlung der Koordinaten dieser Punkte ist in einfachen F¤allen, das heißt bei Modellen
mit wenigen Markern, unproblematisch, wirft jedoch bei komplexeren Konstellationen
einige Fragen auf. Mit diesen Fragestellungen besch¤aftigt sich Kapitel 5.
In der Literatur zur Detektion mit Infrarottrackingsystemen, beziehungsweise bei exis-
tierenden Trackingsystemen, l¤asst sich eine große Vielfalt an Detektionsalgorithmen er-
kennen, wobei die Verfahren h¤aug nur angedeutet werden. In [Dorfm¤uller 99a], [Ribo 01]
und [Dorfm¤uller-Ulhaas 03] wird beschrieben, wie mit drei nicht symmetrisch platzierten
Punkten ein Objekt durch Distanzmessungen detektiert werden kann, beziehungsweise
Objekte mit unterschiedlichen Konstellationen unterschieden werden k¤onnen.
Eine Beschr¤ankung auf drei Punkte ist f¤ur einfache Anwendungen vorteilhaft, f¤ur zahl-
reiche Anwendungen jedoch nicht ausreichend. Kommerzielle Systeme wie die von A.R.T.
[ART 06b], Northern Digital inc. [NDI 06] und Vicon [Vicon 06] arbeiten mit Modellen,
die aus mehr als drei Punkten bestehen k¤onnen oder sogar m¤ussen. Die Algorithmen, die
dort verwendet werden, sind allerdings nicht offengelegt. Bei der DTrack Software f¤ur die
A.R.T Trackingsysteme werden f¤ur die Modelle mindestens vier Marker gefordert. Das
Polaris System von NDI kann mit sechs single-face oder 20 multi-face Markern arbeiten.
4.3.1 Berechnung der Modelltransformation aus drei beliebigen Markern
Als Vorbereitung wird eine Denition des Begriffs Korrespondenz zwischen einem
Punkt in Weltkoordinaten und einem Punkt in Modellkoordinaten getroffen, der im Fol-
genden verwendet wird:
Definition 5 Ein Punkt XW in Weltkoordinaten und ein Punkt XM in Modellkoordinaten
korrespondieren genau dann, wenn ‖XW−RWM ·XM +TWM ‖ < δ′, wobeiRWM die Rotation
von Modellkoordinaten nach Weltkoordinaten, TWM die Translation von Weltkoordinaten
in Modellkoordinaten und δ′ ∈ R eine vorgegebene Toleranzgrenze ist.
Die Toleranzgrenze δ′ kann dabei als δ′ = δ gew¤ahlt, oder abh¤angig von δ ausgedr¤uckt
werden, beispielsweise δ′ = 2δ. Dabei ist δ die Distanztoleranz aus Denition 2 in Ab-
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schnitt 3.5. Die beiden Konstanten δ und δ ′ dr¤ucken beide eine Toleranz f¤ur die Messung
von Distanzen aus, werden jedoch nicht grunds¤atzlich gleichgesetzt, da es sich bei δ um
ein Maß f¤ur die reine Positionsgenauigkeit von Punkten im 3D handelt und bei δ ′ die
Rotationsgenauigkeit einießt. Um sich bei der Suche nach Korrespondenzen zwischen
rekonstruierten Punkten und den in den Modellen gespeicherten Punkten nicht zu stark
einzuschr¤anken, sollte im Allgemeinen δ ′ ≥ δ gelten.
Sind also drei beliebige Marker eines n-Punktmodells bekannt, das heißt, es existieren
drei Korrespondenzen (XW , XM) zwischen getrackten Markern XW in Weltkoordinaten























Abbildung 4.12. Transformationen f ¤ur die Bestimmung der Abbildung von Welt› auf
Modellkoordinatensystem. Dem Modell sind hier sieben Punkte zugeordnet, wobei nur
die drei schwarz markierten Punkte die tats¤achlich getrackten Marker darstellen.
Seien ((X1W , X1M), (X2W , X2M), (X3W , X3M)) die drei Korrespondenzen, aus denen die
Rotation RWM von Modellkoordinaten nach Weltkoordinaten (

Rotation von M nach W)
und die Translation TWM , der Vektor in Weltkoordinaten, der auf den Ursprung des Modell-
koordinatensystems zeigt (





M ·XM + TWM . (4.2)
Das Vorgehen besteht nun daraus, ein drittes, wohldeniertes (Hilfs-) Koordinatensystem
aus den drei rekonstruierten Punkten sowohl in Welt- als auch in Modellkoordinaten auf-
zuspannen und daraus die gesuchte Transformation zu berechnen, siehe Abbildung 4.12.












deniert. Sind die beiden Vektoren x und ytemp linear unabh¤angig, wird die z-Achse or-
thogonal zu den beiden anderen Achsen mit Hilfe des Kreuzprodukts durch
z = x× ytemp (4.5)
berechnet. Sind x und ytemp linear abh¤angig, so sind die drei Punkte kollinear und es muss
eine andere Konstellation von Markern gefunden werden.
Da ytemp zwar orthogonal zu z ist, nicht notwendigerweise aber zu x, wird noch
y = z× x (4.6)
gesetzt. Aus diesen drei orthogonalen Vektoren ergeben sich sofort
RML :=
 | | |x y z
| | |




L ·XL + TML . (4.8)




L ·XL + TWL (4.9)






(XM − TML ) (4.10)
in Gleichung (4.9) ein, erh¤alt man schließlich
XW = R
W
L ·RLM︸ ︷︷ ︸
RWM
·XM + TWL − RWL ·RLM · TML︸ ︷︷ ︸
TWM
. (4.11)
Die auf diese Weise bestimmte Rotation RWM und Translation TWM zwischen Welt- und
Modellkoordinatensystem wird nicht nur als Resultat f¤ur das entsprechende Modell aus-
gegeben, sondern kann auch wie im folgenden Abschnitt 4.3.3 beschrieben, f¤ur weitere
Berechnungen, wie das Aufnden noch nicht erkannter Modellpunkte, genutzt werden. In
beiden F¤allen gilt es zu ber¤ucksichtigen, dass die berechnete Transformation fehlerbehaf-
tet ist und insbesondere Fehler in der Rotation große Abweichungen bei transformierten
Punkten erzeugen k¤onnen.
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Rotationsfehler
Zur Verdeutlichung des Einusses des Rotationsfehlers geht man zun¤achst davon aus,
dass die berechnete Rotation RWM einen Fehler von ~ε|~x| in der ersten Spalte, also der x-
Achse des lokalen Koordinatensystems, aufweist. Dabei ist ~ε ein Vektor mit |~ε| < δ
und ~x ist der Vektor zwischen zwei rekonstruierten Punkten, die die x-Achse erzeugen.
Die Konstante δ steht f¤ur die in Denition 2 auf Seite 42 eingef¤uhrte Distanztoleranz.
Analoges gilt f¤ur die y- und die z-Achse.
Diese Annahme f¤ur den Fehler in einer Spalte der Rotationsmatrix kann wie folgt her-
geleitet werden: In Gleichung (4.3) wird beschrieben, wie die x-Achse berechnet wird.
Nach Dention des Distanzfehlers δ ist dabei die L¤ange des Fehlervektors ~ε im Z¤ahler
|~ε| < δ. Da die x-Achse normiert wird, ergibt sich ein Fehler von ~ε|~x| . Diese Absch¤atzung
wird f¤ur die anderen Achsen ¤ubernommen, auch wenn diese ¤uber das Kreuzprodukt be-
rechnet werden. Insgesamt ist das Wesentliche bei dieser Beschreibung des Fehlers nur
eine Abh¤angigkeit des Fehlers von den Distanzen zwischen den drei Punkten.
F¤ur jeden Punkt P = (px, py, pz)T , der mit der fehlerbehafteten Rotation transformiert
wird, betr¤agt der Fehler dann




|~z|) · ~ε|. (4.12)
In Abh¤angigkeit der Komponenten von P und der L¤ange der Vektoren ~x, ~y und ~z, kann
der Fehler gr¤oßer als δ sein, insbesondere dann, wenn der Abstand von P zum Ursprung
des lokalen Koordinatensystems zunimmt.
Dies bedeutet auch, je kleiner der Abstand zwischen den Punkten im Modell ist, die
das Koordinatensystem denieren, desto gr¤oßer ist der Fehler.
4.3.2 Berechnung der Modelltransformation aus mehreren beliebigen Markern
Sind mehr als drei Marker eines n-Punktmodells bekannt, das heißt, es existieren mehr
als drei Korrespondenzen (X iW , X iM) zwischen getrackten Punkten X iW in Weltkoordina-
ten und PunktenX iM des Modells, lassen sich Rotation und Translation des Modells nicht
mehr wie in Abschnitt 4.3.1 beschrieben konstruieren, wenn dabei alle Korrespondenzen
ber¤ucksichtigt werden sollen. Statt dessen bieten sich zwei M¤oglichkeiten an:
 Berechnung von Rotation und Translation aus allen dreielementigen Untermengen
der vorliegenden Korrespondenzen. Anschließend Mittelung der Translationen und
Rotationen. Die Mittelung von Rotationen ist allerdings problematisch, siehe Ab-
schnitt 7.1.1.
 Berechnung von Rotation und Translation als L¤osung eines Minimierungsproblems,
welches sich mit linearen Methoden l¤osen l¤asst.
Der erste Ansatz ist wenig elegant und mit zunehmender Anzahl von Korresponden-










‖X iW − R ·X iM − T‖2, (4.13)
mitm der Anzahl der bekannten Korrespondenzen. Dieses ist unter anderem in [Trucco 99]










Xˆ iM = X
i
M − X¯M und Xˆ iW = X iW − X¯W . (4.14)
Es sei darauf hingewiesen, dass es nicht ausreicht, die Schwerpunkte der Punkte zu be-
rechnen, um die Translation zu bestimmen. Die korrekte Berechnung erfolgt weiter unten.





‖Xˆ iW −R · Xˆ iM‖2, (4.15)
welches minimiert wird, wenn die Spur(RK) (die Summe der Hauptdiagonalelemente)




Xˆ iW · (Xˆ iM)T . (4.16)
Durch eine Singul¤arwertzerlegung vonK = V DUT erh¤alt man die minimierende Rotati-
onsmatrix R = V UT , welche die Spur maximiert. Die optimale Translation T l¤asst sich
dann durch T = X¯W − R · X¯W berechnen. In Abschnitt 6.3 wird dieser Algorithmus in
einem anderen Zusammenhang n¤aher beschrieben.
In der Praxis zeigt sich, dass das zweite Verfahren bei einer geringen Anzahl von Korre-
spondenzen nicht notwendigerweise bessere Ergebnisse liefert. Bei einer gr¤oßeren Anzahl
von Korrespondenzen ist es auf jeden Fall zu bevorzugen.
4.3.3 Modellerkennungsstrategien
F¤ur die Erkennung von Multipunktmodellen gibt es keine allgemeine optimale Strate-
gie, mit der man vorgehen kann. Vielmehr h¤angt die Wahl der richtigen Strategie davon
ab, auf welche Eigenschaften bei einer Detektion besonderer Wert gelegt wird. Bei Mo-
dellen XM = {X1M , . . . , XnM}, n ∈ N mit n ≥ 4 stellt sich bereits die Frage, ob drei der
vier Marker f¤ur eine Erkennung ausreichen k¤onnen oder ob vier Marker notwendig sind.
Diese Fragestellung weist auf verschiedene Anforderungen an einen Trackingalgorithmus
hin, die in Abbildung 4.13 dargestellt sind. Eine hohe Zuverl¤assigkeit bei der Erkennung
eines Modells steht der Stabilit¤at der Verfolgung eines Modells und einem geringen Re-
chenaufwand gegen¤uber. Eine hohe Zuverl¤assigkeit bedeutet hier, dass
 es sich bei einem erkannten Modell wirklich um das gesuchte handelt und
 dass die Transformation des Modells pr¤azise berechnet wird, zum Beispiel dadurch,
dass m¤oglichst viele erkannte 3D-Punkte des Modells verwendet werden.
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 Außerdem sollte die Latenz bei der Erkennung m¤oglichst gering sein, so dass eine
berechnete Transformation auch zum aktuellen Zeitpunkt passt.
Die Stabilit¤at der Verfolgung eines Modells bedeutet hier,
 dass in jedem Frame eine Transformation f¤ur ein Modell angegeben wird, auch
dann, wenn es unter Umst¤anden in diesem Frame unzuverl¤assig oder gar nicht er-
kannt wurde und somit die Transformation zum Beispiel nur aus den vorherigen
Transformationen pr¤adiziert werden kann.
 Außerdem steht Stabilit¤at hier daf¤ur, dass sich durch die berechneten Transforma-
tionen gleichm¤aßige Bewegungen eines Objekts ergeben, zum Beispiel durch starke
Filterung.
Eine hohe Zuverl¤assigkeit ist beispielsweise f¤ur Tracking im medizinischen Bereich un-
verzichtbar, wohingegen bei VR-Anwendungen im Unterhaltungsbereich eine m¤oglichst





Abbildung 4.13. Verschiedene Anforderungen an Trackingstrategien f ¤ur Multipunkt›
modelle, die nicht alle gleichermaßen erf ¤ullt werden.
Es gibt weitere Kriterien als die Mindestanzahl der erkannten Marker eines Modells,
die darauf Einuss haben, inwiefern die dargestellten Anforderungen an eine Modeller-
kennungsstrategie erf¤ullt werden. Wie in den vorausgegangenen Kapiteln, k¤onnen bei-
spielsweise vorhergehende Positionen und Orientierungen bei der Erkennung ber¤ucksich-
tigt werden, um Verwechslungen zu vermeiden.
Der im Folgenden pr¤asentierte Trackingalgorithmus [Schwald 05a] f¤ur die Erkennung
und Verfolgung eines Modells steht an keiner bestimmten Stelle zwischen den aufge-
zeigten Anforderungen, sondern l¤asst sich durch Parameter so kongurieren, dass er den
Erfordernissen einer Anwendung angepasst werden kann. Eine einfachere Form des Al-
gorithmus ndet sich in [Figueiredo 02].
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Vorverarbeitung
Vor der Detektion jedes Modells werden aus dessen Modellpunkten X 1M , . . . , XnM mit
n ≥ 3 die Distanzen diM zwischen den Modellpunkten berechnet. Da immer wieder auf
diese Distanzen zur¤uckgegriffen wird, werden sie einmalig beim Anlegen des Modells
berechnet, gespeichert und sortiert, sodass sie sp¤ater jederzeit zur Verf¤ugung stehen und
nicht erneut berechnet werden m¤ussen.
Ausgangspunkt f¤ur die Detektion der Multipunktmodelle ist, wie am Anfang dieses Ka-
pitels beschrieben, eine Menge {X1W , . . . , XmW}, m ∈ N von zu einem Zeitpunkt rekon-
struierten 3D-Punkten, die im Weltkoordinatensystem vorliegen. Der erste Schritt besteht
daraus, das gesuchte Modell anhand von drei Korrespondenzen zwischen den Modell-
punkten X iM und den rekonstruierten Punkten X
j
W zu identizieren. Dazu werden die
Distanzen zwischen den getrackten Punkten berechnet und mit den gespeicherten Dis-
tanzen des Modells verglichen. F¤ur die Gleichheit zweier Distanzen gilt die in Abschnitt
3.5 eingef¤uhrte Distanztoleranz δ. Der Begriff getrackter Punkt wird im Folgenden syn-
onym zum Begriff rekonstruierter Punkt verwendet. Wichtig ist nur die Unterscheidung
dieser Punkte von den Modellpunkten.
Detektion ohne Vorwissen
Soweit keine Information ¤uber das Modell von einem fr¤uheren Verarbeitungsschritt vor-
liegt,
 beispielsweise beim ersten Frame, der verarbeitet wird,
 oder weil ¤uberhaupt keine weitere Information verwendet werden soll,
lassen sich Korrespondenzen f¤ur die Modellpunkte nden, wie in Abbildung 4.14 bei-
spielhaft skizziert und im Folgenden genauer beschrieben:
1. F¤ur die Distanz d1W = |X1W −X2W | zwischen den ersten beiden getrackten Punkten
wird eine entsprechende, im Modell gespeicherte, Distanz diM gesucht, das heißt,
|d1W − diM | < δ soll gelten.
2. Falls es keine solche Distanz diM gibt, wird systematisch ein neues Paar von getrack-
ten Punkten gew¤ahlt, bis eine korrespondierende Distanz der im Modell gespeicher-
ten Distanzen gefunden werden kann, oder keine Punktepaare mehr vorliegen. Im
letzteren Fall konnte das Modell nicht gefunden werden. Ohne Beschr¤ankung der
Allgemeinheit (o.B.d.A.) sei d1M = |X1M −X2M | die gesuchte Distanz.
3. Dann wird die Distanz d2W = |X1W − X3W | zwischen dem ersten und einem dritten
getrackten Punkt bestimmt oder zwischen dem zweiten und einem dritten Punkt.
4. Die Distanz d2W wird nun unter allen im Modell gespeicherten Distanzen diM ge-
sucht, die aus einem der bereits ausgew¤ahlten Punkte X 1M oder X2M und einem
weiteren Punkt erzeugt werden. Falls solch eine Distanz nicht gefunden wird, muss
ein neuer dritter Punkt (Schritt 3) oder ein neues initiales Punktepaar (Schritt 1)
gesucht werden.
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5. O.B.d.A. sei d2M eine zu d2W passende Distanz. Damit lassen sich drei getrackte
Punkte X1W , X2W , X3W drei Modellpunkten X1M , X2M , X3M eindeutig zuordnen. Zur
Kontrolle m¤ussen noch die dritten, bislang nicht ber¤ucksichtige Distanzen d3W =
|X2W − X3W | und d3M = |X2M − X3M | auf ¤Ahnlichkeit ¤uberpr¤uft werden. Ist die
¤Uberpr¤ufung erfolgreich, stehen die Korrespondenzen zwischen den drei getrackten
Punkten und den Modellpunkten fest. War die ¤Uberpr¤ufung nicht erfolgreich, wird
bei Schritt 4 wieder angesetzt, bis das Modell identiziert ist oder alle Distanzen
¤uberpr¤uft wurden.





(a) Die Distanz zwischen zwei getrackten
Punkten wird zwischen den Modellpunk-
ten gesucht.






(b) Eine zweite Distanz zum dritten ge-
trackten Punkt wird im Modell an den bei-
den bisher ausgewa¨hlten Modellpunkten
gesucht.









(c) Eine passende zweite Distanz unter
den Modellpunkten wurde gefunden, al-
lerdings passt die dritte Distanz nicht. Der
Punkt X3W besitzt keine Korrespondenz
im Modell.














(d) Ein neuer dritter getrackter Punkt X3W
wird gewa¨hlt. Die drei Distanzen zwi-
schen den getrackten Punkten stimmen
mit denen zwischen den Modellpunkten
u¨berein.
Abbildung 4.14. Suche nach Korrespondenzen zwischen sechs getrackten Punkten
im Weltkoordinatensystem (WKS) und f ¤unf Modellpunkten anhand von Distanzen. Die
jeweils aktuell relevanten Punkte sind schwarz eingef ¤arbt, die anderen grau.
Nach einem erfolgreichen Durchlauf des Detektionsalgorithmus k¤onnen aus den Korre-
spondenzen ((X1W , X1M), (X2W , X2M), (X3W , X3M)) entsprechend Abschnitt 4.3.1 Rotation
und Translation des Modells bestimmt werden. Die getrackten Punkte X 1W , X2W , X3W er-
halten einen, in Abschnitt 3.3 eingef¤uhrten, Klassikationsindex des Modells, sodass die-
se Punkte bei der weiteren Verarbeitung als diesem Modell zugeh¤orig markiert sind. Der
Klassikationsindex ist zum Beispiel einfach die Nummer des Modells innerhalb einer
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Menge von Modellen. Somit kann an dieser Stelle die Detektion eines Modells abgebro-
chen werden, da die gew¤unschten Informationen vorliegen. Ein Abbruch des Algorithmus
zu diesem Zeitpunkt stellt die minimale Form des Detektionsalgorithmus dar. Allerdings
dr¤angen sich weitere ¤Uberlegungen zur Detektion bez¤uglich verschiedener Aspekte, wie
Optimierung und Robustheit, auf:
 Vollst¤andigkeit der Zuordnung: Weitere zum Modell geh¤orende Punkte sollen eben-
falls den Klassikationsindex erhalten.
 Genauigkeit: Sind weitere Punkte bekannt, lassen sich Rotation und Translation aus
einer gr¤oßeren Menge von Korrespondenzen berechnen, siehe Abschnitt 4.3.2.
 Optimierung: Weitere Punkte k¤onnen einfach mit Hilfe der berechneten Transfor-
mation des Modells bestimmt werden, oder aufw¤andiger ¤uber Distanzen.
 Optimierung: Wenn Rotation und Translation im letzten Verarbeitungsschritt be-
rechnet wurden, l¤asst sich dann diese Information f¤ur ein schnelleres und unter
Umst¤anden sichereres Erkennen des Modells nutzen?
 Robustheit: Sollen mehr als drei Punkte f¤ur die Identikation eines Modells gefor-
dert werden, und wenn ja, zu welchem Zweck?
 Robustheit: Es k¤onnten weitere Konstellationen von getrackten Punkten existieren,
die zum Modell passen, aber nicht als weitere Punkte erkannt werden. Das Modell
wird in diesem Fall also zweifach erkannt. Es muss entschieden werden, welches
das richtige Modell ist.
 Stabilit¤at: Wann lohnt sich eine Detektion auf Basis von nur zwei Markern?
F¤ur die Erkennung weiterer Korrespondenzen zwischen Modellpunkten X iM und ge-
trackten Punkten X jW bietet es sich zun¤achst an, die f¤ur das Modell berechnete Rotation
RWM und Translation TWM zu verwenden. Die Modellpunkte X iM , die noch keine korre-






M ·X iM + TWM (4.17)
transformiert. In der Umgebung des Punktes XM iW wird dann nach einem Punkt X
j
W ∈
{X1W , . . . , XmW} gesucht, der noch zu keinem Modell geh¤ort, das heißt, dem noch kein
Klassikationsindex zugewiesen wurde. Bei der Denition der Gr¤oße der Umgebung ist
es im Allgemeinen zu restriktiv, die Distanztoleranz δ als Radius zu w¤ahlen und sollte da-
her etwas gr¤oßer gew¤ahlt werden. Die Begr¤undung ist analog zu den ¤Uberlegungen zum
Rotationsfehler in Gleichung (4.12) in Abschnitt 4.3.1. Wird nur ein Punkt in der Um-
gebung gefunden, l¤asst sich dieser einfach anhand der Distanzen zwischen den nun fest-
stehenden Punkten mit der gegebenen Distanztoleranz δ validieren. Ist kein Punkt in der
Umgebung, muss davon ausgegangen werden, dass es keine Korrespondenz zu dem ent-
sprechenden Modellpunkt gibt. Gibt es mehrere Punkte in der Umgebung, ist dies h¤aug
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auf St¤orungen zur¤uckzuf¤uhren, da ansonsten die Punkte sehr dicht beieinander w¤aren, was
in der Praxis seltener vorkommt. Unabh¤angig davon, warum mehrere Punkte in der Um-
gebung sind, kann mit Hilfe der Distanzen zwischen den restlichen Punkten ein am besten
passender Punkt gefunden werden. Bei der Verwendung eines Infrarottrackingsystems mit
passiven Markern sind mehrere Punkte, die tats¤achlich aus Markern rekonstruiert wurden,
in einer solchen Umgebung deshalb schon unwahrscheinlich, weil die zu w¤ahlende Di-
stanztoleranz (wenige Millimeter) meist deutlich kleiner ist, als die physikalische Gr¤oße
von Markern (h¤aug mehr als zehn Millimeter).
Die Suche nach weiteren Korrespondenzen ausschließlich durch Distanzmessungen ist
zuverl¤assiger, aber auch mit mehr Rechenaufwand verbunden. Im Wesentlichen wird da-
bei wie bei der Suche nach dem dritten der drei initialen Punkte vorgegangen, was be-
deutet, dass jeder getrackte Punkt, der noch nicht einem Modell zugeordnet ist, gepr¤uft
werden muss. Neu gefundene Punkte in Weltkoordinaten, die mit einem Modellpunkt
korrespondieren, erhalten ebenfalls den Klassikationsindex des Modells. Der in Kapi-
tel 5 beschriebene Algorithmus zum sequentiellen Anlernen von Multipunktmodellen ist
auf diese Zuweisung des Klassikationsindex an alle getrackten Punkte, die mit einem
Modellpunkt korrespondierenden, angewiesen.
Die Ans¤atze zur Suche nach mehr als drei Korrespondenzen zwischen getrackten Punk-
ten und Modellpunkten er¤offnen auch die M¤oglichkeit, ein Modell ¤uberhaupt erst dann
als erkannt gelten zu lassen, wenn mindestens vier Korrespondenzen vorliegen. Der Vor-
teil ist die deutlich h¤ohere Sicherheit, das Modell wirklich gefunden zu haben. Auf der
anderen Seite wird das Modell dann eben auch nicht erkannt, wenn beispielsweise auf-
grund von Verdeckungen nur drei Korrespondenzen vorhanden sind, obwohl diese f¤ur die
Bestimmung von Rotation und Translation ausreichen w¤urden. Die Entscheidung, wel-
che Mindestanzahl von Punkten f¤ur eine Validierung notwendig sein soll, ist wie ein-
gangs erw¤ahnt, abh¤angig von den gew¤unschten Eigenschaften des Trackingalgorithmus
und stellt eine Kongurationsm¤oglichkeit des Algorithmus dar.
Die bislang beschriebene Form der Detektion eines Modells basiert auf der Annahme,
dass keine Information ¤uber das Modell zum letzten Zeitpunkt vorliegt. In zahlreichen
Situationen sind jedoch die letzte Rotation und Translation eines Modells bekannt und
auch die Korrespondenzen, die f¤ur deren Berechnung notwendig waren. Dieses Vorwissen
erm¤oglicht ein weiteres, efzienteres Vorgehen.
Detektion mit Vorwissen
Der Ausgangspunkt f¤ur die Detektion besteht in dieser Situation neben der Menge XW =
{X1W , . . . , XmW}, m ∈ N, der zu einem Zeitpunkt rekonstruierten 3D-Punkte, aus der
Menge
{(X1,lastW , X1,lastM ), (X2,lastW , X2,lastM ), . . . , (Xp,lastW , Xp,lastM )}, (4.18)
der p ∈ N zum letzten Zeitpunkt gefundenen Korrespondenzen zwischen Modellpunkten
und getrackten Punkten eines Modells. Daher kann in einer vordenierten Umgebung
eines Punktes Xj,lastW nach aktuell getrackten Punkten gesucht werden, um daraus neue
Korrespondenzen zwischen getrackten Punkten und Modellpunkten zu bilden. Dazu wird
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vorab ein ε ∈ R festgelegt, welches die Umgebung
U i,lastε := {X ∈ R3 : |X −Xj,lastW | < ε} (4.19)
eines Punktes Xj,lastW deniert. W¤ahlt man dabei ε sehr gering, besteht die Gefahr, dass
insbesondere bei schnellen Bewegungen keine Punkte in den Umgebungen gefunden wer-
den. Ein zu hoher Wert f¤ur ε birgt den Nachteil, dass zu viele unerw¤unschte Punkte in den
Umgebungen gefunden werden k¤onnen. Ein ausgewogener Wert, der sich aus der Update-
rate des Trackingsystems und den zu erwartenden schnellsten Bewegungen eines Modells
ableiten l¤asst, sollte hier gew¤ahlt werden. Sind mehrere der letzten Posen eines Modells
gespeichert, sodass sich Geschwindigkeiten und Richtungen einzelner Modellpunkte be-
rechnen lassen, k¤onnen diese genutzt werden, um statt in der Umgebung der letzten Positi-
on, in der Umgebung einer pr¤adizierten Position nach dem neuen PunktX iW zu suchen. In
der folgenden Beschreibung des Algorithmus werden die Umgebungen nicht pr¤adiziert,
um die Darstellung zu vereinfachen:
1. Beginnend bei X1,lastW wird in dessen Umgebung U 1,last nach einem aktuell ge-
trackten Punkt Xj1W ∈ XW gesucht. Existiert ein solcher Punkt, wird vorl¤aug eine
neue Korrespondenz (X j1W , X
1,last
M ) gespeichert, wobei X
1,last
M der korrespondieren-
de Punkt zu X1,lastW vom letzten Frame ist. Ansonsten wird in der Umgebung der
n¤achsten Punkte X j,lastW nach einem entsprechenden Punkt gesucht.
2. Nach demselben Prinzip wie in Schritt 1 wird nach einer zweiten Korrespondenz
(Xj2W , X
2,last
M ) in den Umgebungen der verbleibenden Punkte gesucht. Existiert eine
solche Korrespondenz, wird ¤uberpr¤uft, ob
| |Xj1W −Xj2W |︸ ︷︷ ︸
d1W
− |X1,lastM −X2,lastM |︸ ︷︷ ︸
d1,lastM
| < δ (4.20)
ist, wobei die Differenz d1,lastM zwischen den Modellpunkten nicht neu berechnet
werden muss, sondern bereits im Modell gespeichert ist. Falls diese Bedingung
nicht erf¤ullt ist, wird die Korrespondenz wieder verworfen und eine neue zweite
Korrespondenz gesucht. Falls keine zweite Korrespondenz gefunden werden kann,
wird eine neue erste Korrespondenz gesucht (1. Schritt).
3. Eine dritte Korrespondenz (X j3W , X
3,last
M ) wird wieder wie in Schritt 1 beschrieben
bestimmt. Existiert eine solche Korrespondenz, wird ¤uberpr¤uft, ob
| |Xj1W −Xj3W |︸ ︷︷ ︸
d2W
− |X1,lastM −X3,lastM |︸ ︷︷ ︸
d2,lastM
| < δ und (4.21)
| |Xj2W −Xj3W |︸ ︷︷ ︸
d3W
− |X2,lastM −X3,lastM |︸ ︷︷ ︸
d3,lastM
| < δ (4.22)
ist. Trifft dies zu, ist die Detektion erfolgreich beendet, ansonsten muss eine neue
dritte Korrespondenz gesucht werden, beziehungsweise bei Schritt 2 oder Schritt 1
neu angefangen werden.
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Wie beim Detektionsalgorithmus ohne Vorwissen im vorhergehenden Abschnitt, k¤onnen,
nach erfolgreichem Durchlaufen des Detektionsalgorithmus, aus den Korrespondenzen
entsprechend Abschnitt 4.3.1 Rotation und Translation des Modells bestimmt werden.




W aus den ermittelten Korresponden-
zen den Klassikationsindex des Modells und weitere Korrespondenzen k¤onnen detektiert
werden.
Der Algorithmus kann zus¤atzlich noch efzienter gestaltet werden, wenn man die In-
dizes der getrackten Punkte ber¤ucksichtigt. Im Allgemeinen bleiben diese von Frame zu
Frame gleich, da die Kamerabilder immer nach dem gleichen Schema abgearbeitet wer-
den und damit Marker h¤aug in der gleichen Reihenfolge erkannt werden. Insofern ist es
efzient, wenn man den getrackten Punkt mit dem Index des getrackten Punktes zum letz-
ten Zeitpunkt als erstes auf seine Positionierung innerhalb der entsprechenden Umgebung
¤uberpr¤uft.
Kombinierter Detektionsalgorithmus
Beide in diesem Abschnitt beschriebenen Detektionsalgorithmen, der ohne Vorwissen und
der mit Vorwissen, lassen sich sinnvoll zu einem allgemeineren Trackingalgorithmus zu-
sammenfassen, der in Abbildung 4.15 skizziert ist:
1. Als erstes wird ¤uberpr¤uft, ob Korrespondenzen zwischen Modellpunkten und ge-
trackten Punkten von der letzten Detektion vorliegen. Ist dies der Fall, wird der
Detektionsalgorithmus mit Vorwissen aufgerufen.
2. Liegt kein Vorwissen vor, zum Beispiel beim Starten des Trackingsystems, oder
war der Detektionsalgorithmus mit Vorwissen nicht erfolgreich, wird der Detekti-
onsalgorithmus ohne Vorwissen durchlaufen.
3. Falls keine Korrespondenzen gefunden wurden, wird der Trackingalgorithmus hier
abgebrochen, das Modell kann nicht detektiert werden. Falls drei Korrespondenzen
aufgestellt werden konnten, wird aus diesen die Transformation des Modells zum
Weltkoordinatensystem bestimmt, siehe Abschnitt 4.3.1. Die getrackten Punkte der
Korrespondenzen erhalten einen Klassikationsindex, um sie als Teil des Modells
zu markieren.
4. Ausgehend von den bereits gefundenen Korrespondenzen werden weitere Korre-
spondenzen zwischen noch nicht klassizierten, getrackten Punkten und Modell-
punkten gesucht. Dabei kann die bereits berechnete Transformation verwendet wer-
den, oder eine Suche nur ¤uber Distanzen durchgef¤uhrt werden. Die getrackten Punk-
te der Korrespondenzen erhalten einen Klassikationsindex, um sie als Teil des
Modells zu markieren.
5. Falls sich die Anzahl der Korrespondenzen erh¤oht hat, kann erneut die Transfor-
mation des Modells zum Weltkoordinatensystem auf Basis aller Korrespondenzen
bestimmt werden, siehe Abschnitt 4.3.2.
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Existieren Korrespondenzen zwischen getrackten
Punkten und Modellpunkten von der letzten Detektion?
Detektion mit Vorwissen.
Ko¨nnen drei Korrespondenzen gebildet werden?
Detektion ohne Vorwissen.




Bestimmung von Rotation und Translation
des Modells aus drei Korrespondenzen.
Detektion misslungen. Kein Vorwissen
fu¨r na¨chste Detektion.
(Detektion aus zwei Korrespondenzen
wa¨re noch mo¨glich.)
Suche nach weiteren Korrespondenzen.
Wurden zusa¨tzliche Korrespondenzen gefunden?
Bestimmung von Rotation und
Translation des Modells aus mehr
als drei Korrespondenzen.
ja nein
Abbildung 4.15. Trackingalgorithmus f ¤ur Multipunktmodelle basierend auf Detektion
mit und ohne Vorwissen aus dem letzten Frame.
Der Klassikationsindex, der die Zugeh¤origkeit eines 3D-Punktes zu einem Modell
ausdr¤uckt, kann auch an die 2D-Punkte vergeben werden, die diesen 3D-Punkt erzeugen,
da sie im 3D-Punktmodell gespeichert werden, siehe Abschnitt 3.3. Dies erm¤oglicht eine
wiederholte, m¤oglicherweise bessere L¤osung des Korrespondenzproblems zwischen den
2D-Punkten der Kamerabildern oder eine Pr¤adiktion mit Modellwissen auf den Kame-
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rabildebenen. In der hier beschriebenen Umsetzung wird auf ein solches Vorgehen nicht
zur¤uckgegriffen, da dies nur in Einzelf¤allen eine Verbesserung bringt, aber einen erh¤ohten
Rechenaufwand bedeutet und damit eine gr¤oßere Latenz in jedem Frame verursacht.
Definition Multipunktmodell
Wie bereits beschrieben, bestehen die Multipunktmodelle im Wesentlichen aus einer Men-
ge XM = {X1M , . . . , XnM}, n ∈ N von 3D-Punkten. Die vorgestellten Detektionsalgo-
rithmen erfordern jedoch weitere Informationen ¤uber das Modell, sodass sich folgende
Beschreibung eines Multipunktmodells formulieren l¤asst:
Definition 6 Ein Multipunktmodell (MPM) besteht aus folgenden, fest denierten Para-
metern:
XM die Menge {X1M , . . . , XnM} mit n ≥ 3 ∈ N der 3D-Punkte und
id ein eindeutiger Identikationsindex f¤ur das Modell.
Aus der Menge XM der 3D-Punkte ergibt sich die zu speichernde Menge DM = {djkM ∈
R : 1 ≤ j ≤ n− 1, j < k ≤ n} der nD = n(n−1)2 Distanzen zwischen den Modellpunkten
X iM . Dabei gilt d
jk
M = |XjM − XkM |. Die w¤ahrend der Detektion zu speichernden und
ver¤anderlichen Parameter sind:
Klast die Menge der zuletzt bestimmten Korrespondenzen zwischen getrackten
Punkten XjW und Modellpunkten X iM . F¤ur die Modellpunkte wird hier
nur der entsprechende Index i gespeichert.
Rlast die zuletzt berechnete Rotation des Modells und
T last die zuletzt berechnete Translation des Modells.
Detektion aus zwei Korrespondenzen
Eine der grundlegenden Voraussetzungen f¤ur die Erkennung und Verfolgung eines Mul-
tipunktmodells mit den hier aufgezeigten Verfahren ist die Bestimmung von mindestens
drei Korrespondenzen zwischen getrackten Punkten und Modellpunkten in jedem Frame.
Dennoch l¤asst sich der Trackingalgorithmus so erweitern, dass in speziellen F¤allen eine
Detektion auf Basis von nur zwei Korrespondenzen durchgef¤uhrt wird. Da bei dieser Art
der Detektion insbesondere die Rotation nicht voll bestimmt werden kann, ist eine sol-
che Erweiterung nur dann sinnvoll, wenn beim Tracking zugunsten einer kontinuierlichen
Erkennung Einbußen bei der Pr¤azision in Kauf genommen werden k¤onnen.
F¤ur eine solche Detektion wird gefordert, dass die Distanz d1W = |X1W−X2W | zwischen
zwei getrackten Punkten einer im Modell gespeicherten Distanz djkM entspricht. Falls der
Ursprung des Modellkoordinatensystems aber nicht zuf¤allig als Mitte dieser beiden Punk-
te gew¤ahlt wurde, l¤asst sich daraus weder die Position, noch die Rotation des Modells
bestimmen. Aus diesem Grund macht die Detektion auf Basis von nur zwei Korrespon-
denzen nur dann Sinn, wenn Korrespondenzen, Rotation und Translation von der letzten
Detektion vorliegen. Die Detektion hat dann folgenden Ablauf:
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1. Analog zum Detektionsalgorithmus mit Vorwissen werden zwei Korrespondenzen
(Xj1W , X
1,last




M ) zwischen den aktuell getrackten Punkten und de-
nen des letzten Zeitpunktes gesucht. Die Distanz |X j1W−Xj2W |muss einer im Modell
gespeicherten Distanz entsprechen.
2. Ist der erste Schritt erfolgreich, kann die zuletzt berechnete RotationRlast als Ann¤ahe-
rung f¤ur die aktuelle Rotation verwendet werden, um damit auch die Translation
anzun¤ahern.
Da ein solches Vorgehen die Pr¤azision der Detektion reduziert, ist diese Erg¤anzung zum
Trackingalgorithmus nur sinnvoll, wenn als Anforderung an das Trackingverfahren eine
kontinuierliche Erkennung (vergleiche Abbildung 4.13: Stabilit¤at der Verfolgung) wichti-
ger ist, als h¤ochst m¤ogliche Pr¤azision (vergleiche Abbildung 4.13: hohe Zuverl¤assigkeit).
4.3.4 Detektion mehrerer Modelle
In den vorausgegangenen Abschnitten wurde beschrieben, wie sich der Trackingalgo-
rithmus f¤ur ein Modell zusammensetzt und kongurieren l¤asst. Dabei wurde getrackten
Punkten, die einem Modell zugeordnet werden konnten, jeweils der Identikationsindex
des Modells zugeordnet, sodass sie kein zweites Mal untersucht werden. Dieser Identi-
kationsindex erweist sich nun auch als n¤utzlich, um Punkte, die bereits einem Modell
zugewiesen wurden, f¤ur die Verarbeitung bei der Detektion der weiteren Modelle auszu-
klammern. F¤ur die Verfolgung mehrerer Modelle bestehen also folgende Voraussetzun-
gen:
 Es werden m Punkte X1W , . . . , XmW aus den Kamerabildern rekonstruiert.
 Es werden q Modelle, bestehend aus jeweils nq Punkten X1Mq, . . . , XnqMq, verfolgt,
f¤ur die jeweils die Distanzen di,jMq = |X iMq − XjMq| zwischen den Punkten des
jeweiligen Modells berechnet und gespeichert sind.
 Die Distanztoleranz δ ist vorgegeben.
 Alle getrackten Punkte, die einem Modell zugeordnet werden konnten, werden mit
dem in Abschnitt 3.3 beschriebenen Klassikationsindex im 3D-Punktmodell ver-
sehen.
Sequentielle Detektion mehrerer Modelle
Die einfachste Umsetzung zur Erkennung und Verfolgung mehrerer Modelle ist die se-
quentielle Detektion der einzelnen Modelle. Die Erkennung der Modelle wird hierbei in
einer festen Reihenfolge nacheinander abgearbeitet. Bereits mit einem Klassikations-
index versehene rekonstruierte Punkte werden f¤ur die Detektion eines n¤achsten Modells
nicht mehr ber¤ucksichtigt. Dieses Vorgehen ist einfach zu implementieren und funktio-
niert in den meisten F¤allen problemlos.
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Vor der Verarbeitung der Modelle liegt wie gewohnt eine Anzahl m rekonstruierter
3D-Punkte X iW vor. Da die Distanzen zwischen diesen getrackten Punkten in jedem Fra-
me berechnet werden m¤ussen und die Anzahl m(m−1)
2
der Distanzen in Abh¤angigkeit der
Markeranzahl m quadratisch steigt, stellt sich die Frage, wie efzient ein solcher Algo-
rithmus noch ist. Um die Verarbeitungszeit des Trackingalgorithmus zu evaluieren wurde
die Implementierung des Trackingalgorithmus als Bestandteil eines Infrarottrackingsys-
tems [Schwald 04b] untersucht. Um die Verarbeitungszeit des Prozesses zu evaluieren,
wurden zwei Modelle mit drei, eines mit vier und eines mit sieben Markern gleichzeitig
verfolgt. Die Trackingsoftware wurde mit einem Athlon XP 1800+ mit 1GB RAM und
einer Framerate von 21 fps getestet, wobei in jedem f¤unften Frame die Verarbeitungszeit
gemessen wurde. Die Modelle wurden innerhalb des Interaktionsvolumens bewegt, sowie
aus dem Interaktionsvolumen entfernt, sodass die Anzahl der Modelle erkennbar variierte.
Tabelle 4.1 zeigt die gemittelten Ergebnisse von ≈ 700 Messungen. Dabei wurde genau
ein Modell in 267 Frames erkannt, wobei die Verarbeitungszeit durchschnittlich 5, 9 ms
betrug, durchschnittlich 9, 9 Markerpositionen rekonstruiert wurden und dabei 45 Dis-
tanzen berechnet und weiterverarbeitet wurden. Wenn alle vier Modelle erkannt wurden,
liegt die durchschnittliche Anzahl der erkannten Punkte mit 18, 9 ¤uber der Gesamtzahl
der Marker, was auf St¤orpunkte zur¤uckzuf¤uhren ist, siehe Abschnitt 4.1.1. Die Erkennung
wurde davon nicht beeinusst.
in x durchschnittliche
Anzahl Frames durchschn. Anzahl
erkannter Modelle erkannt ∆ in ms von Punkten von Distanzen
0 85 4,8 1,4 0
1 267 5,9 9,9 45
2 148 6,2 14,3 91
3 117 6,6 17,0 136
4 104 7,0 18,9 171
Tabelle 4.1. In ≈ 700 Messungen wurden zwischen 0 und 4 Modelle getrackt. ∆ ist
die Verarbeitungszeit f ¤ur die entsprechende Anzahl von getrackten Modellen, bezie›
hungsweise Punkten und Distanzen.
Die Verarbeitungszeit ∆ umfasst die Bildverarbeitung, die Rekonstruktion der Marker
aus zwei Kamerabildern und den Trackingalgorithmus. Offensichtlich steigt die Verarbei-
tungszeit mit der Anzahl der Modelle, beziehungsweise der rekonstruierten 3D-Punkte
an, ist aber beispielsweise mit einer Zeit von ≈ 7, 0 ms f¤ur eine Konstellation mit vier
Modellen und 19 Markern hinreichend gut. Insbesondere steigt die Verarbeitungszeit ∆
nicht im selben Maße an, wie die Anzahl der Distanzen zwischen rekonstruierten Punk-
ten bei zunehmender Anzahl von Markern und Modellen. Die Verarbeitungszeit steigt im
Vergleich von einem zu vier Modellen um ≈ 20% an, w¤ahrend die Anzahl der Distanzen
zwischen getrackten Punkten um ≈ 280% ansteigt.
Die relativ geringe Verarbeitungszeit ist zusammen mit der hohen Detektionsrate in die-
sem Test zufriedenstellend. Innerhalb dieses Tests war die Zuverl¤assigkeit der Detektion
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sehr hoch, allerdings h¤angt dies auch von der geeigneten Wahl der Modelle ab, da be-
stimmte Konstellationen von Markern Probleme bereiten, die in Abschnitt 4.3.5 genauer
diskutiert werden.
Parallele Detektion mehrerer Modelle mit gemeinsamer Distanzliste
Eine etwas komplexere Umsetzung zur Erkennung mehrerer Modelle besteht darin, die
Modelle nicht getrennt voneinander und hintereinander abzuarbeiten, sondern aus den in
den Modellen gespeicherten Distanzen eine gemeinsame Liste zu generieren. Eine sol-
che Liste l¤asst auf efziente Weise erkennen, ob eine Distanz zwischen zwei getrackten
Punkten zwei verschiedenen Modellen zugeordnet werden kann. Da die Modelle vor der
Detektion schon bekannt sein m¤ussen, kann eine solche Liste als Vorverarbeitungsschritt
einmalig wie folgt erzeugt werden:
1. Alle Distanzen werden in einer Liste gespeichert, wobei jeder Distanz, ¤ahnlich den
Punktmodellen aus Abschnitt 3.3, weitere Informationen zugeordnet sind:
 der Klassikationsindex des Modells und
 die beiden Modellpunkte, die die Distanz bilden.
2. Diese Liste wird nach der Gr¤oße der Distanzen sortiert.
Bei der Detektion ohne Vorwissen wird dann nach der ersten Distanz d1W nicht unter
den in einem Modell gespeicherten Distanzen gesucht, sondern in der gemeinsamen Lis-
te. F¤ur jede, aufgrund der Distanztoleranz δ in Frage kommende Distanz, wird dann in
dem Modell, welches dem Klassikationsindex entspricht, nach drei Korrespondenzen
gesucht. Gelingt dies in mehr als einem Modell, m¤ussen weitere Kriterien angewendet
werden. Insbesondere falls kein Vorwissen vorliegt, kann beispielsweise das Modell aus-
gew¤ahlt werden, welches den kleinsten maximalen Fehler bei den Differenzen zwischen
den Distanzen diM im Modell und den korrespondierenden Distanzen d
j
W aufweist.
Ein solches Vorgehen ist naheliegend, soweit kein Vorwissen existiert. Ist Vorwissen
vorhanden, ist es jedoch sinnvoll, dieses anzuwenden, bevor eine Suche ¤uber die gesamte
Liste durchgef¤uhrt wird. Ausgangspunkt ist wieder die Menge der getrackten 3D-Punkte
XW = {X1W , . . . , XmW}, m ∈ N. Die Punktmodelle aus Abschnitt 3.3 werden so erweitert,
dass sie tempor¤ar mehrere potentielle Klassikationsindizes enthalten k¤onnen:
1. Parallel werden alle Modelle, f¤ur die Vorwissen vorhanden ist, in der gesamten
Punktmenge XW detektiert. Eine erfolgreiche Detektion ist zun¤achst nur vorl¤aug
g¤ultig. Außerdem erhalten wie gewohnt alle getrackten Punkte, f¤ur die Korrespon-
denzen in einem Modell gefunden wurden, den entsprechenden Klassikationsin-
dex.
2. Nach diesem Schritt sind die Punkte aus XW mit keinem, einem oder mehreren
Klassikationsindizes versehen. Jedes Modell, das ¤uber die Mindestanzahl von Kor-
respondenzen zu getrackten Punkten, die wiederum eindeutig diesem Modell zuge-
ordnet wurden, verf¤ugt, gilt als detektiert. Im Allgemeinen ist die Mindestanzahl
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drei, kann aber nach Bedarf gr¤oßer deniert werden. Ein Punkt ist einem Modell
eindeutig zugeordnet, wenn er nur einen Klassikationsindex erhalten hat.
3. Bleiben Modelle ¤ubrig, f¤ur die zwar eine Mindestanzahl an Korrespondenzen zu ge-
trackten Punkten vorhanden ist, allerdings nicht hinreichend viele getrackte Punkte
eindeutig zugewiesen werden k¤onnen, gibt es folgende M¤oglichkeiten:
 Das Modell wird als detektiert akzeptiert. Einem getrackten Punkt k¤onnten
also mehrere Modelle zugeordnet sein.
 Das Modell wird nicht als detektiert akzeptiert.
 Anhand weiterer Kriterien wird entschieden, zu welchem Modell nicht ein-
deutig zugewiesene 3D-Punkte geh¤oren. Dies kann beispielsweise wieder durch
den Vergleich von Distanzen mit anderen bereits eindeutig zugewiesenen Punk-
ten erfolgen.
4. Nach diesen Schritten erfolgt die eingangs beschriebene Detektion nach den Mo-
dellen, die nicht gefunden wurden, beziehungsweise f¤ur die kein Vorwissen vorlag.
Dabei werden nun nur noch die getrackten Punkte untersucht, die keinen Klassika-
tionsindex besitzen, und es werden nur die Distanzen aus der gesamten Distanzliste
ber¤ucksichtigt, die nicht bereits einem Modell zugeordnet sind.
Auf die hier beschriebene Weise k¤onnen Doppeldeutigkeiten besser aufgel¤ost werden
als bei der sequentiellen Verarbeitung, allerdings ist die Verarbeitungszeit durchschnitt-
lich h¤oher, da ¤uber gr¤oßere Mengen von Punkten und Distanzen gesucht wird. Weitere
¤Uberlegungen, wie Doppeldeutigkeiten insbesondere auch innerhalb eines Modells be-
handelt werden k¤onnen, benden sich im folgenden Abschnitt.
4.3.5 Verwechselbare Distanzen
Wie in den vorausgegangenen Abschnitten dargelegt, birgt die Detektion basierend auf
Distanzmessungen auch eine Problematik: einzelne oder sogar Kombinationen von Dis-
tanzen k¤onnen verwechselbar sein. Insbesondere symmetrische Anordnungen von Mar-
kern f¤uhren zu solchen Konstellationen. Dennoch wirkt sich nicht jede solcher Konstel-
lationen gleichermaßen negativ auf die Detektion aus. Bei einer Detektion stehen den
m(m−1)
2
Distanzen der m getrackten Punkte die Summe 1
2
∑p
j=1 nj(nj − 1) der Distanzen
der p zu trackenden Modelle mit jeweils n1, . . . , np Modellpunkten gegen¤uber. Im We-
sentlichen gibt es die folgenden ung¤unstigen Konstellationen von Markern, wobei der
Begriff der Gleichheit von Distanzen wieder in Abh¤angigkeit der Distanztoleranz δ, siehe
Abschnitt 3.5, zu verstehen ist:
1. Innerhalb eines Modells:
(a) Zwei gleiche Distanzen, die keinen gemeinsamen erzeugenden Punkt haben.
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(b) Zwei gleiche Distanzen, die einen gemeinsamen erzeugenden Punkt haben.
Die Distanz, die die beiden anderen Punkte verbindet ist ungleich den bei-
den anderen. Die Punkte formen also ein gleichschenkliges Dreieck. Die Pro-
blematik mit drei oder mehr Distanzen mit einem gemeinsamen erzeugenden
Punkt l¤asst sich auf die Problematik mit zwei solcher Distanzen zur¤uckf¤uhren.
(c) Drei gleiche Distanzen, die jeweils genau einen erzeugenden Punkt mit einer
anderen Distanz gemeinsam haben. Die drei erzeugenden Punkte formen also
ein gleichseitiges Dreieck.
(d) Zwei Konstellationen aus jeweils drei Punkten beziehungsweise Distanzen,
die sich gleichen.
2. Zwischen Modellen:
(a) Gleiche Distanzen in unterschiedlichen Modellen.
(b) Konstellationen aus jeweils drei Punkten zweier unterschiedlicher Modelle,
die sich gleichen.
Außerdem gibt es weitere ung¤unstige Konstellationen, die sich aber auf Kombinatio-
nen der oben genannten F¤alle zur¤uckf¤uhren lassen. So treten innerhalb einer rechteckigen
Anordnung von vier Markern dreimal Fall 1a und sechsmal Fall 1d auf, wobei bei letz-
terem sich vier Konstellationen von Markern gleichen, siehe Abbildung 4.17. Bei einer
quadratischen Anordnung von vier Markern tritt zus¤atzlich noch mehrfach der Fall 1b ein,
sodass dies eine noch ung¤unstigere Konstellation von Markern ist. Die Abbildungen 4.16









(b) Fall 1b: Zwei gleiche Distanzen an
einem gemeinsamen Punkt.
Abbildung 4.16. Ung ¤unstige Konstellationen von Punkten f ¤ur die Detektion.
Die oben aufgef¤uhrten F¤alle unterscheiden sich jedoch wesentlich in ihrer Problematik.
Die F¤alle 1a und 2a sind im Allgemeinen bei einer Detektion wenig problematisch und
spielen nur in Spezialf¤allen eine Rolle, wie beim initialen Anlernen eines Multipunktmo-
dells, siehe Abschnitt 5.1.1, und bei einer Detektion, die auch mit nur zwei Korrespon-
denzen funktionieren soll, siehe Detektion aus zwei Korrespondenzen in Abschnitt 4.3.3.
Die anderen F¤alle sind kritischer.
Fall 1b ist der am h¤augsten auftretende, kritische Fall, wie die praktische Erfahrung
gezeigt hat. Gibt es bei einer solchen Konstellation keine weitere Information, zum Bei-
spiel durch eine weitere Korrespondenz oder die Transformation des Modells im letzten







(a) Dreimal Fall 1a innerhalb ei-
ner rechteckigen Anordnung von vier
Punkten.
Modellpunkte
(b) Fall 1d: Die Konstellation aus drei
Punkten kommt in der rechteckigen
Anordnung viermal vor. Der Fall 1d
tritt also sechsmal auf.
Abbildung 4.17. Ung ¤unstige Konstellationen von Punkten f ¤ur die Detektion in recht›
eckiger Anordnung.
Frame, kann ein Modell zwar noch erkannt, aber dennoch falsch positioniert und orien-
tiert werden. Der Fall 1d ist ¤ahnlich und kommt insbesondere bei den oben beschriebenen
rechteckigen beziehungsweise quadratischen Konstellationen vor. Dieselbe Problematik
weist auch der Fall 1d auf. Der ung¤unstigste Fall ist 2b, da hier zus¤atzlich das falsche
Modell erkannt werden kann.
Modellpunkte
(a) Fall 1c: Drei Punkte sind so an-
geordnet, dass sie ein gleichseitiges
Dreieck bilden.
Modell 1 Modell 2
(b) Fall 2b: Konstellationen aus je-
weils drei Punkten zwei unterschiedli-
cher Modelle, die sich gleichen.
Abbildung 4.18. Ung ¤unstige Konstellationen von Punkten f ¤ur die Detektion.
Die einfachste Methode die Problematik dieser Markerkonstellationen zu umgehen ist,
Symmetrien innerhalb von Modellen und ¤Ahnlichkeiten zwischen Modellen zu vermei-
den. Dies ist bei ein oder zwei Modellen mit einer geringen Anzahl von Markern kein Pro-
blem sein. Bei einer gr¤oßeren Anzahl von Markern und/oder Modellen k¤onnen diese Vor-
aussetzungen jedoch schon komplexere ¤Uberlegungen bei der Anordnung von Markern
erfordern. In jedem Fall ist es daher sinnvoll ein Analysewerkzeug bereitzustellen, das im
Vorfeld problematische Konstellationen erkennt und diese anzeigt, unter Umst¤anden eine
¤Anderung der Konstellation vorschl¤agt oder sogar einem erweiterten Detektionsalgorith-
mus Parameter zur Verf¤ugung stellt, sodass problematische Bereiche bei der Detektion
gesondert behandelt werden k¤onnen. F¤ur solch ein Analyseprogramm bestehen folgende
Voraussetzungen:
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 Die zu verfolgenden Modelle sind bekannt. Die 3D-Koordinaten der Modellpunkte
liegen vor, entweder als Planungsdaten, wie ein Modell gebaut werden soll, oder
als Punkte eines bereits vermessenen Modells.
 Da in der Realit¤at Distanzen fast nie wirklich exakt gleich sind, h¤angt es von der
f¤ur die Detektion gew¤ahlten Distanztoleranz δ ab, ob Konstellationen ung¤unstig
sind oder nicht. Daher muss die Analyse abh¤angig von der Distanztoleranz sein
und muss neu durchgef¤uhrt werden, sobald sich Modelle oder die Distanztoleranz
selbst ¤andern.
Ein Programm zur Analyse l¤asst sich dann einfach implementieren, indem systematisch
die oben aufgelisteten F¤alle untersucht werden. Soweit sich die Analyse auf eine reine
Anzeige problematischer Konstellationen beschr¤ankt, um eine Vermeidung ung¤unstiger
Konstellationen zu unterst¤utzen, steht damit alles zur Verf¤ugung.
Hilfreicher f¤ur den Anwender ist es, wenn aus der Analyse von Modellen auch ein
L¤osungsvorschlag resultiert. Dazu werden die Punkte manipuliert, die die meisten und
vor allem die schwerwiegendsten Probleme verursachen. Iterativ k¤onnen dann die Mul-
tipunktmodelle ver¤andert werden, indem immer der aktuell problematischste Punkt ver-
schoben wird, danach eine neue Analyse durchgef¤uhrt wird, bis die Analyse ein zufrie-
denstellendes Resultat liefert. Diese Funktionalit¤at ist in einer Planungsphase f¤ur Multi-
punktmodelle n¤utzlich, allerdings nicht, wenn die Modelle schon existieren, da es in der
Praxis m¤uhsam oder nicht m¤oglich sein kann, Marker noch einmal zu versetzen.
Neben der reinen Anzeige problematischer Konstellationen und der Berechnung mo-
dizierter Modelle bietet sich noch ein dritter L¤osungsansatz an: die Erweiterung der
Multipunktmodelle durch Parameter, die problematische Konstellationen speichern und
w¤ahrend der Detektion bewerten k¤onnen. Die Beschreibung der Multipunktmodelle, sie-
he Abschnitt 4.3.3, wird dazu so erweitert, dass eine Liste ung¤unstiger Konstellationen
zus¤atzlich gespeichert werden kann. Jedes Element dieser Liste besteht
 aus einer Untermenge der Modellpunkte,
 einem Parameter pFall, der die Art der oben aufgef¤uhrten Problemf¤alle beschreibt,
 sowie einer Liste von Verweisen auf andere Modelle oder Konstellationen im eige-
nen Modell, falls es sich um verwechselbare Konstellationen handelt.
Wurde bei einer Detektion mit oder ohne Vorwissen die Mindestanzahl der Korrespon-
denzen zwischen getrackten Punkten und Modellpunkten gefunden, wird ¤uberpr¤uft, ob
die Menge der Modellpunkte dieser Korrespondenzen eine der Untermengen, die in der
Liste der ung¤unstigen Konstellationen abgespeichert ist, enth¤alt. Ist dies der Fall, wird
in Abh¤angigkeit von pFall eine Aktion ausgel¤ost, zum Beispiel bei pFall =1b eine wei-
tere Korrespondenz gesucht, oder bei pFall =2a die m¤oglicherweise vorhandene letzte
Position des anderen zu verwechselnden Modells ber¤ucksichtigt.
Dieser Ansatz birgt weitere M¤oglichkeiten, die Zuverl¤assigkeit des Trackings zu erh¤o-
hen, ist aber auch mit einer h¤oheren Verarbeitungszeit verbunden, sodass im Sinne der
Abbildung 4.13 je nach Applikation entschieden werden muss, ob sich der Aufwand f¤ur
diese Technik lohnt.
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4.4 Zusammenfassung
Dieses Kapitel baut auf der Existenz einer Menge von 3D-Punkten auf, die zu einem
Erfassungszeitpunkt rekonstruiert wurden. Die Punkte liegen in dem 3D-Punktmodell vor,
das im vorausgegangenen Kapitel deniert wurde.
Eine Verfolgung einzelner Marker macht die Erweiterung des 3D-Punktmodells um
den Identikationsindex notwendig, sodass rekonstruierte Punkte nicht nur klassiziert,
sondern auch als einzelnes Objekt verfolgt werden k¤onnen. Algorithmen zur Verfolgung
eines einzelnen oder mehrerer einzelner Marker sind beschrieben. Die Identizierung ein-
zelner Marker ist f¤ur die Verfolgung der starren Modelle von geringerer Bedeutung, da die
Modelleigenschaften der starren Modelle andere zuverl¤assige Kriterien zur Erkennung
bieten.
Zweipunktmodelle sind einfach zu beschreiben und haben als wichtigstes Erkennungs-
merkmal den Abstand zwischen den zwei entsprechenden Markern. Aus ihnen kann eine
Position und eine Richtungsgerade berechnet werden, sodass es sich bei deren Verfol-
gung im Wesentlichen um ein 3DOF-Trackingverfahren handelt. Auch wenn die Anzahl
der gleichzeitig verwendbaren Zweipunktmodelle beschr¤ankt ist, eignen sich diese Mo-
delle f¤ur Anwendungen mit mehreren Benutzern.
Wichtigster Bestandteil dieses Kapitels sind die Multipunktmodelle, die vor allem aus
einer Menge fest zueinander platzierter Punkte besteht. Bei den Anforderungen an die
Eigenschaften eines Algorithmus zur Verfolgung der Multipunktmodelle steht eine hohe
Zuverl¤assigkeit der Verfolgung einer hohen Erkennungsrate (Stabilit¤at) und einer gerin-
gen Verarbeitungszeit gegen¤uber. Der hier entwickelte Detektionsalgorithmus kann ent-
sprechend einer Gewichtung zwischen diesen Eigenschaften konguriert werden. Er glie-
dert sich in zwei Hauptbestandteile: die Erkennung ohne Vorwissen (Registrierung des
Modells) und die Erkennung mit Vorwissen (Verfolgung des Modells) ¤uber die vorausge-
gangene Position und Orientierung.
Bei der konkreten Umsetzung eines oder mehrerer Multipunktmodelle ist darauf zu
achten, dass f¤ur deren Detektion Symmetrien und insbesondere sich gleichende Konstel-
lationen von drei und mehr Markern, innerhalb eines oder zwischen verschiedenen Mo-
dellen, ung¤unstig sind. Eine ¤Ubersicht dieser ung¤unstigen Konstellationen, sowie dar¤uber,




Bei den n-Punktmodellen, die auf festen Konstellationen beruhen, also den Zweipunkt-
modellen aus Abschnitt 4.2 und den Multipunktmodellen aus Abschnitt 4.3, m¤ussen die
Informationen ¤uber deren Geometrie, also die Distanzen, beziehungsweise Koordinaten
der 3D-Punkte des Modells bekannt sein, um sie identizieren und verfolgen zu k¤onnen.
F¤ur Zweipunktmodelle l¤asst sich das Anlernen sehr einfach umsetzen, indem ein einzelnes
Zweipunktmodell im Interaktionsbereich des kalibrierten Stereokamerasystems platziert
oder bewegt wird. Die zu vermessende Distanz kann dann zu einem bestimmten Zeitpunkt
ermittelt werden, oder aber aus mehreren Messungen gemittelt werden. Eine Vermessung
von Hand ist im Allgemeinen ebenfalls hinreichend.
Auch f¤ur drei Marker stellt eine einfache Vermessung mit dem Stereokamerasystem
oder von Hand kein Problem dar. Mit zunehmender Anzahl der Marker, die zu einem Mo-
dell geh¤oren, ist eine Vermessung von Hand praktisch ausgeschlossen. Je nachdem wie
und auf was die Marker angeordnet sind, kann auch die Vermessung mit dem Stereoka-
merasystem schwierig werden. Kann das Objekt, auf dem die Marker platziert sind, so im
Interaktionsbereich positioniert werden, dass alle Marker zum selben Zeitpunkt sichtbar
sind, ist ein einfaches Anlernen wie oben beschrieben m¤oglich. Ist die Anordnung der
Marker jedoch so, dass eine Erfassung aller Marker zum selben Zeitpunkt nicht m¤oglich
ist, bleiben zwei L¤osungen, um das Modell anzulernen:
 Die Anzahl der verwendeten Kameras im Stereosystem muss erh¤oht werden. Die
zus¤atzlichen Kameras m¤ussen dabei so platziert werden, dass ein Anlernen zu ei-
nem Zeitpunkt m¤oglich ist, das heißt alle Marker auf einmal sichtbar sind.
 Ein Verfahren muss verwendet werden, bei dem das Anlernen schrittweise erfolgt
und das Modell gedreht beziehungsweise bewegt werden kann.
Der erste Fall ist sinnvoll, wenn die Anzahl der Kameras ohnehin auch f¤ur das eigent-
liche Tracking erh¤oht wird. In allen anderen F¤allen bietet sich ein Verfahren an, bei dem
Multipunktmodelle schrittweise durch Bewegen im Interaktionsbereich angelernt werden
[Schwald 04a], wie es im Folgenden pr¤asentiert wird.
Die beschriebene Situation, dass eine Anordnung von Markern ein solches Verfahren
erfordert, ist nicht rein theoretisch, sondern tritt in der Praxis beispielsweise dann ein,
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Abbildung 5.1. AR›System f ¤ur minimal›invasive Chirurgie. Infrarotkameras verfolgen
das mit Markern besetzte AR›Display.
wenn ein Objekt, auf dem die Marker direkt platziert werden, von allen Seiten erkennbar
sein soll. Ein abstraktes Beispiel ist ein w¤urfel¤ahnliches Objekt, welches in jeder Pose
von einem Zweikamerasystem erkannt werden soll. Das Platzieren von Markern auf jeder
Seite macht ein Anlernen zu einem Zeitpunkt unm¤oglich. Ein weiteres Beispiel ist dem
medizinischen AR-Projekt MEDARPA [Medarpa 06] entnommen, siehe Abbildungen 5.1
und 5.2, bei dem ein transparentes Display verfolgt wird, um aus der Sicht des Arztes
pr¤aoperativ gewonnene Daten direkt auf dem Patienten ¤uberlagert sehen zu k¤onnen. Eine
genauere Beschreibung dieser Anwendung bendet sich in Abschnitt 8.1.
Das Prinzip, Struktur aus Bewegung (structure from motion, SfM) zu gewinnen, wird
im Bereich Computer Vision h¤aug verwendet. Zahlreiche Problemstellungen wurden
von Azarbayejani und Pentland [Azarbayejani 95] mit Hilfe von SfM bearbeitet, unter
anderem die Rekonstruktion eines Objekts aus einem Video, ein Thema, welches immer
wieder aufgegriffen wird, zum Beispiel in [Gibson 03]. In diesen Ans¤atzen ist eine Milli-
metergenauigkeit und die M¤oglichkeit der Interaktion in Echtzeit weniger wichtig als das
Ergebnis eines gut aussehenden 3D-Modells einschließlich der Texturen.
Die Erzeugung von 3D-Modellen aus komplexen Objekten f¤ur Visualisierungszwecke
mit einem 3D-Scanner in Echtzeit wurde in [Rusinkiewicz 02] beschrieben. Das System
erlaubt dem Benutzer ein zu rekonstruierendes Objekt in der Hand zu drehen und dabei
das stetig verbesserte virtuelle Modell als direkte Ausgabe des 3D-Scanners zu betrach-
ten. Das Integrieren einer Benutzerinteraktion in den Lernprozess zur Erzeugung eines
besseren Modells ist dem in dieser Arbeit verfolgten Ansatz ¤ahnlich, das Vorgehen und
das Resultat sind jedoch aufgrund der unterschiedlichen Anwendungen verschieden.
5.1. LERNALGORITHMUS F ¤UR MULTIPUNKTMODELLE 87
Abbildung 5.2. Links: AR›Display mit Infrarotdioden als Marker aus einer der Kamera›
perspektiven. Rechts: Kamerabild mit den ¤Uberlagerungen der detektierten Marker.
Ein Verfahren automatisch neue Positionen zuvor unbekannter Punkte anzulernen wur-
de in [Kanbara 01] pr¤asentiert. Das auf einem Stereokamerasystem basierende AR-System
verfolgt Marker und nat¤urliche Merkmale. Die Marker werden mit einem auf Pr¤adiktion
basierenden hybriden Verfahren verfolgt, welches Farbinformation und die Daten eines
inertialen Sensors verarbeitet. Das Ziel ist dabei nicht, die vollst¤andige Beschreibung ei-
nes Modells zu erreichen, sondern neue Merkmale f¤ur die Verfolgung zu erzeugen, bezie-
hungsweise diese wieder zu l¤oschen, wenn sie nicht mehr genutzt werden.
5.1 Lernalgorithmus fu¨r Multipunktmodelle
Der Lernalgorithmus f¤ur die in Abschnitt 4.3 beschriebenen Multipunktmodelle unter-
teilt sich in verschiedene Lernphasen [Figueiredo 02], die in Abbildung 5.3 skizziert sind.
In der ersten Phase werden Distanzen zwischen Punkten, die innerhalb einer gewissen
Zeitspanne registriert wurden, analysiert, um Initialwerte f¤ur die Denition eines neuen
Modells zu erhalten. Die initiale Denition des Modells wird daraufhin in einem zweiten
Schritt ¤uber eine kurze Zeitspanne validiert. Diese beiden Schritte tragen der Tatsache
Rechnung, dass die Messungen der 3D-Punkte durch das Trackingsystem fehlerbehaftet
sind, siehe Abschnitt 3.2, und m¤oglicherweise zus¤atzliche St¤orungen nicht auszuschließen
sind.
Ausgehend von einem - durch die validierten Initialwerte denierten - Dreipunktmo-
dell k¤onnen schrittweise neue Punkte hinzugef¤ugt werden, bis keine neuen Punkte mehr
gefunden werden oder das Modell eine vordenierte Gr¤oße erreicht hat. W¤ahrend dieser
Lernphase bewegt der Benutzer das Markermodell so, dass jeder Marker zumindest f¤ur
einen kurzen Zeitraum erfasst werden kann.
5.1.1 Distanzmessung
In dieser ersten Lernphase werden 3D-Punkte in einer vordenierten Anzahl von n1
Frames, beispielsweise n1 = 100, rekonstruiert und in Weltkoordinaten gespeichert. In
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Vermessung und Analyse der Distanzen zwischen 3D-Punkten
die innerhalb einer definierten Zeitspanne aufgenommen werden.
Validierung des initialen Modells innerhalb einer
definierten Zeitspanne.
3D-Punkt wird dem Modell hinzugefu¨gt.
Erfolgreiche ValidierungModell nicht validiert
Selektion eines Punkts aus den aktuell erfassten
3D-Punkten als Kandidat fu¨r das Modell.
Validierung des Kandidaten innerhalb einer
definierten Zeitspanne.




Erfolgreiche Selektion mehrfach misslungene
Selektion und/oder Validierung
Definition eines initialen Modells, bestehend aus drei 3D-Punkten.
Abbildung 5.3. Der Lernalgorithmus f ¤ur Multipunktmodelle.
jedem Frame j ∈ {1, . . . , n1} werden dabei aus den mj 3D Punkten dieses Frames
mj(mj − 1)/2 Distanzen berechnet. Daraufhin werden die Distanzen gruppiert, indem
alle Distanzen, deren Gr¤oße sich innerhalb eines gewissen Intervalls Ip mit einer vorde-
nierten L¤ange |Ip| benden, zu einer Untermenge von Distanzen zusammengefasst wer-
den. Da die Bildung der Intervalle, beziehungsweise der Untermengen, zum Ausgleich
der Messungenauigkeiten dient, bietet es sich an, die Intervallgr¤oße in Abh¤angigkeit von
der in Abschnitt 3.5 eingef¤uhrten Distanztoleranz zu w¤ahlen und beispielsweise |Ip| = 2δ
f¤ur alle Intervalle Ip zu setzen.
Die Benutzerinteraktion beschr¤ankt sich in diesem Schritt darauf, das Markermodell
so im Interaktionsbereich zu platzieren, dass mindestens drei Marker gut erfasst werden
k¤onnen. Das Modell kann auch leicht bewegt werden, wichtig ist jedoch, dass haupts¤achlich
dieselben Marker in den meisten der n1 Frames erfasst werden. Nachdem die Distanzen
der 3D-Punkte aus den n1 Frames berechnet wurden, enth¤alt ein ideales Intervall n1 Dis-
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tanzen, das heißt, eine Distanz wurde in jedem Frame erfasst und es gibt keine zweite
Distanz ¤ahnlicher Gr¤oße. Dennoch bietet es sich an, auch hier eine gewisse Toleranzgren-
ze einzubeziehen, sodass Intervalle Ip, in denen zwischen 910n1 bis n1 Distanzen enthalten
sind, also 9
10
n1 ≥ #Ip ≥ n1, als

gut qualiziert werden. Intervalle, die mehr als n1 Dis-
tanzen enthalten, werden als

unakzeptabel qualiziert, da hier die Wahrscheinlichkeit
hoch ist, dass ¤ahnliche Distanzen zwischen Markern vorliegen. ¤Ahnliche Distanzen zwi-
schen Markern verursachen w¤ahrend der Detektion von Modellen nicht notwendigerweise
Probleme, siehe Abschnitt 4.3.5, aber sie stellen keine guten Initialwerte f¤ur das Anlernen
von Modellen dar.
5.1.2 Modellerzeugung und -validierung
Nach der Gruppierung der Distanzen in den entsprechenden Intervallen werden in ei-
nem n¤achsten Frame n1 + 1 die rekonstruierten 3D-Punkte X1W , . . . , XmW betrachtet. Wie-
derum werden alle Distanzen zwischen den m 3D-Punkten bestimmt. Falls eine dieser
neu gebildeten Distanzen innerhalb eines als

gut qualizierten Intervalls liegt, werden
die zwei 3D-Punkte X iW und X
j
W , um deren Distanz es sich handelt, als die ersten bei-
den Punkte des anzulernenden Modells gew¤ahlt. Ein dritter Punkt XkW wird daraufhin so







liegen. Kann ein Punkt XkW gefunden werden, der diese Bedingungen erf¤ullt, wird ein
Modell bestehend aus den drei Punkten X iW , X
j
W und XkW deniert. Um das lokale Koor-
dinatensystem des Modells nicht wahllos durch die aktuelle Position der drei Punkte im
Weltkoordinatensystem festzulegen, wird der Ursprung in den Punkt X iW gelegt, indem
alle drei Punkte um −X iW transliert werden, also
X1M := X
i
W −X iW =
 00
0
 und X2M := XjW −X iW , X3M := XkW −X iW .
(5.1)
Die hieraus resultierenden Punkte X1M , X2M und X3M werden als Modellpunkte gespei-
chert. Lassen sich keine drei Punkte nden, die die oben genannten Bedingungen erf¤ullen,
m¤ussen entweder nochmals Distanzen angelernt werden, wie in Abschnitt 5.1.1 beschrie-
ben, oder es werden Punkte ausgew¤ahlt, die Distanzen bilden, deren entsprechende Inter-
vallen I nicht als

gut qualiziert wurden, f¤ur die also gilt #Ip < 910n1.
Nach der Denition und Speicherung des Modells folgt ¤uber mehrere Frames hinweg
eine Validierungsphase. In einer vordenierten Anzahl n2 von Frames wird das Modell
mit den in Abschnitt 4.3.3 beschriebenen Verfahren registriert und verfolgt. Wird das
Modell in einem vorab festgelegten Prozentsatz der n2 Frames gefunden, gilt das Mo-
dell als validiert. W¤ahrend der Validierungsphase kann und sollte das Modell leicht be-
wegt werden, um falsch angelernte Punkte, die durch eine feste Positionierung des Mo-
dells beg¤unstigt werden, zu vermeiden. Ein Beispiel f¤ur das Auftreten eines falsch oder
schlecht angelernten Punktes ist die Rekonstruktion eines 3D-Punktes aus einer ¤Uberlap-
pung zweier Marker in einem Kamerabild. Durch Bewegung des Modells in der Phase der
Distanzanalyse, siehe Abschnitt 5.1.1, k¤onnen solche Ph¤anomene stark reduziert werden.
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5.1.3 Hinzufu¨gen neuer Punkte
Das Hinzuf¤ugen weiterer 3D-Punkte zum Modell basiert im Wesentlichen auf der Ver-
folgung des Modells durch den in Abschnitt 4.3.3 beschriebenen Algorithmus. Ein 3D-
Punkt, der nicht zum Modell geh¤ort aber unter Umst¤anden hinzugef¤ugt werden soll, wird
dabei ebenfalls als neuer Kandidat verfolgt. Falls der Punkt ¤uber eine l¤angere Zeitspanne
in Relation zum Modell fest bleibt, wird er dem Modell hinzugef¤ugt.
Dazu wird nach der Detektion eines Modells mit p ≥ 3 Modellpunkten XM bei jedem
Punkt XW eines Frames, der als zu einem Modell geh¤orend identiziert wurde, der Klas-
sikationsindex des Modells gesetzt. Gibt es unter den n Punkten X 1W , . . . , XmW eines
Frames mindestens einen Punkt, der nach der Detektion des Modells nicht klassiziert
wurde, wird dieser Punkt XkandW Kandidat f¤ur einen neuen Modellpunkt. Dieser Punkt
wird mit der durch das detektierte Modell bekannten Transformation von Welt- in Mo-
dellkoordinaten in seiner Repr¤asentation in Modellkoordinaten XkandM abgespeichert. Als
n¤achster Schritt werden in einer vordenierten Anzahl n3 von Frames zwei Bedingungen
¤uberpr¤uft:
 ob das Modell mit p Punkten gefunden wurde und, falls dies zutrifft,
 ob der KandidatXkandM einen korrespondierenden Punkt in Weltkoordinaten besitzt,
der nicht zum Modell geh¤ort. Der Begriff des korrespondierenden Punktes ist dabei
im Sinne von Denition 5 aus Abschnitt 4.3.1 zu verstehen.
Sind beide Bedingungen in einem vordenierten Prozentsatz der n3 Frames erf¤ullt, wird
der KandidatXkandM dem Modell hinzugef¤ugt. Das Hinzuf¤ugen neuer Punkte kann solange
wiederholt werden, bis eine festgelegte Anzahl von Modellpunkten erreicht ist oder bis
in mehreren Versuchen kein Kandidat mehr gefunden, beziehungsweise validiert werden
kann.
5.2 Evaluation des Lernalgorithmus
F¤ur eine Evaluierung des Lernalgorithmus wurde das am Anfang dieses Kapitels erw¤ahn-
te, mit Markern versehene, transparente Display verwendet. Auf dem Display sind sieben
Infrarotdioden fest angebracht, die jeweils in bestimmten Ausrichtungen des Displays al-
le von zwei Kameras zu einem Zeitpunkt erfasst werden k¤onnen. Die Evaluation wird
anhand verschiedener Vorgehensweisen, die dann verglichen werden, wie folgt durch-
gef¤uhrt:
1. Das Anlernen der sieben Marker in verschiedenen Ausrichtungen des Displays, aber
ohne das Objekt w¤ahrend der Lernphasen zu bewegen. Diese Tests gelten als Re-
ferenz f¤ur die folgenden Tests und entsprechen der Anlernprozedur der meisten
artverwandten Trackingsysteme. Die Tests nach dieser Vorgehensweise sind in Ab-
schnitt 5.2.1 beschrieben.
2. Das Anlernen der sieben Marker, wobei das Objekt auf verschiedene Arten bewegt
wird. Die Marker sind meistens f¤ur beide Kameras sichtbar, aber teilweise auch ver-
deckt. Die Tests nach dieser Vorgehensweise sind in Abschnitt 5.2.2 beschrieben.
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3. Drei weitere Marker werden so am Display angebracht, dass das Display nun in
weitere Stellungen gebracht werden kann, in denen es verfolgt werden kann. In die-
sem Sinne erh¤ohen die zus¤atzlichen Marker die Bewegungsfreiheit des Displays,
wenn man dessen Verfolgbarkeit als Voraussetzung nimmt. Mit dieser Markerkon-
stellation ist es nicht mehr m¤oglich, alle zehn Marker zu einem Zeitpunkt mit beiden
Kameras zu erfassen. Das Objekt muss w¤ahrend der Lernphase bewegt werden, um
alle zehn Marker anlernen zu k¤onnen. Die Tests nach dieser Vorgehensweise sind
in Abschnitt 5.2.3 beschrieben.
Der dritte Test zeigt den Nutzen des hier pr¤asentierten Lernalgorithmus im Vergleich
zu Ans¤atzen, bei denen ein Bewegen des Objekts nicht m¤oglich ist. Die Bewegung des
Objekts w¤ahrend des Anlernens ist notwendig, um alle Marker erfassen zu k¤onnen, auch
wenn nur zwei Kameras w¤ahrend des Lernprozesses vorgesehen sind. Die drei neuen
Marker wurden auf der R¤uckseite des Displays nicht nur f¤ur die Evaluation angebracht,
sondern auch um die Bewegungsfreiheit des Displays, wie in Abschnitt 5.2.3 beschrieben,
zu erh¤ohen.
Das Zweikamerasystem ist, wie in Abbildung 5.1 dargestellt, mit einem Basisabstand
von ca. 2 m zwischen den Kameras auf einem Gestell montiert. Die Distanz der Kameras
zum zu verfolgenden Objekt, dem AR-Display, betr¤agt ungef¤ahr 1, 6 m. Die intrinsischen
Parameter wurden mit dem Verfahren [Zhang 98] kalibriert. Die Autokalibrierung der
extrinsischen Kameraparameter, ¤ahnlich zu [Azarbayejani 95], wurde mit 200 Punkten
durchgef¤uhrt. Der Rekonstruktionsfehler betrug durchschnittlich 0, 14 mm und maximal
0, 43 mm.
(mm) Versuch 1 Versuch 2 manuell
Mittelwert 1. Distanz 151,072 151,11 149,7
Mittelwert 2. Distanz 240,419 240,349 240,0
Mittelwert 3. Distanz 284,238 284,158 283,3
Standard Abweichung 1. Distanz 0,2957 0,3210 -
Standard Abweichung 2. Distanz 0,3767 0,3658 -
Standard Abweichung 3. Distanz 0,5301 0,5196 -
Maximale Abweichung 1. Distanz 1,0723 0,8102 -
Maximale Abweichung 2. Distanz 1,1692 1,2488 -
Maximale Abweichung 3. Distanz 1,6682 1,3482 -
Tabelle 5.1. Distanzmessungen (je Versuch 100 Messungen) mit Mittelwert, Standard›
abweichung und maximaler Abweichung in mm.
Um die Genauigkeit des Systems absch¤atzen zu k¤onnen, wird ein Dreimarkermodell in
demselben Interaktionsbereich bewegt, in dem die sieben, beziehungsweise zehn Marker
am AR-Display angelernt werden sollen. Die drei Marker sind in einem rechtwinkligen
Dreieck mit handvermessenen Distanzen von 149, 7 mm, 240, 0 mm und 283, 3 mm ange-
bracht. Zwei Versuche mit jeweils 100 Messungen werden mit den in Tabelle 5.1 angege-
benen Ergebnissen durchgef¤uhrt. Die Ergebnisse in den folgenden Abschnitten basieren
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auf der Kalibrierung des Trackingsystems, welche mit den zwei Versuchen evaluiert wur-
de.
Die hier ermittelte Genauigkeit des Systems wird f¤ur die folgenden Tests als gegeben
angenommen. Daher wird der Lernalgorithmus in Bezug auf die Reproduzierbarkeit der
Ergebnisse ausgewertet, indem Mittel- und Maximalwerte verschiedener Durchf¤uhrungen
des Anlernens eines Modells verglichen werden. Ein Vergleich mit realen Distanzen oder
Positionen wird nicht durchgef¤uhrt, da eine manuelle Vermessung der Distanzen zwischen
sieben, beziehungsweise zehn Markern schwer mit einer h¤oheren Pr¤azision als mit der
des Trackingsystems umzusetzen ist. Dies ist insbesondere der Fall, da die Marker auf
der Vorder- und R¤uckseite des Displays liegen.
5.2.1 Anlernen mit unbewegtem Objekt
In den acht Versuchen dieses Abschnitts wird das Modell w¤ahrend des jeweiligen Lern-
prozesses nicht bewegt. Zwischen jedem Versuch wird das Modell jeweils neu positio-
niert, wobei darauf geachtet wird, dass in jedem Versuch alle sieben Marker von beiden
Kameras erfasst werden k¤onnen.
In allen acht Tests wird das Modell ohne Probleme angelernt. Abbildung 5.4 zeigt die
graphische Ober¤ache zur Steuerung des Lernalgorithmus f¤ur den f¤unften Versuch mit
den ersten beiden Schritten der Distanzmessungen, beschrieben in Abschnitt 5.1.1, und
der Erzeugung des Modells, beschrieben in 5.1.2. Nach der Auswertung der Distanzen
in jeweils n1 = 100 Frames wurden die Distanzen 295, 12 mm, 594, 94 mm und 337, 06
mm als Initialwerte f¤ur das Modell ausgew¤ahlt. Das Modell wurde daraufhin in 30 von 30
Frames erfolgreich getrackt. Die drei 3D-Punkte, die das daraus resultierende Dreipunkt-
modell formen, sind in Abbildung 5.4 unten rechts aufgef¤uhrt.
Betrachtet man bei der in Abbildung 5.4 dargestellten graphischen Ober¤ache die aus
den Distanzen gebildeten Intervalle auf der linken Seite, f¤allt auf, dass die ersten beiden
Intervalle 200 Distanzen enthalten. Da aber Distanzen nur in n1 = 100 Frames gemessen
wurden, weist dies auf die Existenz sehr ¤ahnlicher Distanzen in der Konstellation der
Marker hin. Diese Konstellation der Marker verursacht nicht notwendigerweise Probleme
bei der Detektion des Modells. Als Basis f¤ur das Anlernen des Modells werden diese
Distanzen jedoch ignoriert.
Nachdem also ein Dreipunktmodell deniert ist, k¤onnen weitere Punkte entsprechend
Abschnitt 5.1.3 hinzugef¤ugt werden. Abbildung 5.5 zeigt aus der Sicht einer der beiden
Kameras, wie 3D-Punkte schrittweise hinzugef¤ugt werden, bis die vier noch nicht ange-
lernten Punkte Teil des Modells sind. Auf dem Kamerabild werden detektierte Punkte
mit dem inneren Kreis und die zum Modell geh¤orenden Punkte mit dem ¤außeren Kreis
¤uberlagert.
Das Modell wird f¤ur jeden Versuch in einer anderen Pose angelernt, sodass der Ab-
lauf des Anlernens f¤ur jeden Versuch leicht verschieden ist. Insbesondere die Reihenfolge
der hinzugef¤ugten Punkte und die lokalen Koordinatensysteme, die auf Basis der ersten
drei Punkte deniert werden, unterscheiden sich in den verschiedenen Versuchen. Daher
werden alle acht Modelle mit einer Rotation und einer Translation in ein gemeinsames
Koordinatensystem transformiert, um die Ergebnisse vergleichbar zu machen. Die Kon-
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Abbildung 5.4. Die graphische Ober¤ache des implementierten Lernalgorithmus zeigt
Distanzmessungen (links) und die daraus abgeleitete Denition eines Dreipunktmo›
dells (rechts).
sequenz ist, dass alle angelernten Modelle aus den acht Versuchen einen exakt gleichen
Punkt (0.0, 0.0, 0.0)T besitzen, der daher auch keine Abweichungen vom Mittelwert zwi-
schen den Versuchen aufweist. Tabelle 5.2 zeigt die Ergebnisse aus den acht Versuchen.
Die Distanzfehler zwischen den Modellpunkten entsprechen ungef¤ahr der Gr¤oßenord-
nung der Ergebnisse der Distanzmessungen, die in Tabelle 5.1 aufgelistet sind und als
Referenz aufgenommen wurden. Die Mittelwerte der einzelnen Punkte formen wieder-
um eine Referenz f¤ur Vergleiche mit den Resultaten, die in den folgenden Abschnitten
beschrieben werden.
5.2.2 Anlernen mit bewegtem Objekt
In den sechs Versuchen dieses Abschnitts wird das Modell langsam in großen Teilen
des Interaktionsbereichs bewegt. Alle Marker k¤onnen meist von beiden Kameras gleich-
zeitig erfasst werden. Die Bewegung selbst wird auf verschiedene Arten durchgef¤uhrt:
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Abbildung 5.5. Schrittweises Hinzuf ¤ugen neuer 3D›Punkte.
Mittlerer Maximaler
(mm) x y z Fehler Fehler
Punkt 0 0,0 0,0 0,0 0,0 0,0
Punkt 1 567,920 0,0 0,0 0,126 0,333
Punkt 2 -2,245 217,841 0,0 0,300 0,542
Punkt 3 336,964 -5,302 2,615 0,224 0,383
Punkt 4 567,506 179,297 1,722 0,274 0,381
Punkt 5 164,780 -57,034 2,104 0,317 0,531
Punkt 6 34,686 -58,350 2,183 0,301 0,462
Mittel/Max 0,220 0,542
Tabelle 5.2. Mittelwerte und mittlere, beziehungsweise maximale Distanzfehler des
angelernten Modells in mm aus acht Versuchen.
Im ersten Versuch wird das Modell schnell rotiert und transliert, im zweiten wird das
Modell haupts¤achlich transliert und in den anderen Versuchen gleichm¤aßig und langsam
transliert und rotiert. Tabelle 5.3 zeigt die Fehlermessungen dieser Versuche im Vergleich
zu den Ergebnissen aus Abschnitt 5.2.1. Wie bereits in den vorausgegangenen Abschnit-
ten beschrieben, werden die Punkte in ein gemeinsames Koordinatensystem transformiert
und nachtr¤aglich sortiert, sodass Vergleiche zwischen den Koordinaten der Punkte aus
verschiedenen Versuchen m¤oglich sind.
Der mittlere Fehler der 3D-Punkte betr¤agt im Vergleich zu den Mittelwerten der Ver-
suche mit dem unbewegten Modell gerundet 0, 396 mm. Im Test mit dem unbewegten
Modell wurde jeder Punkt ohne Probleme sofort akzeptiert, das heißt, er wurde in die-
sem Fall in mindestens 25 von 30 Frames in einer hinreichend konstanten Position relativ
zum bereits angelernten Teil des Modells erfasst. In einigen Versuchen aus dieser Testrei-
he wurden mehrere automatisch hintereinander erfolgende Anl¤aufe ben¤otigt, bevor ein
Punkt akzeptiert werden konnte. In den Versuchen 2 bis 4 wurden zwischen vier und sechs
Anl¤aufe ben¤otigt, um die vier Punkte hinzuzulernen. In den Versuchen 1, 5 und 6 waren
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(mm) Versuch 1 Versuch 2 Versuch 3 Versuch 4 Versuch 5 Versuch 6
Punkt 0 0,0 0,0 0,0 0,0 0,0 0,0
Punkt 1 0,115 0,504 0,294 0,384 0,169 0,328
Punkt 2 0,914 0,664 0,110 0,554 0,064 0,361
Punkt 3 0,181 0,599 0,149 0,210 0,250 0,148
Punkt 4 0,772 0,410 0,302 0,597 0,885 0,571
Punkt 5 0,767 0,461 0,290 0,482 0,309 1,008
Punkt 6 1,120 0,519 0,356 0,167 0,511 1,171
Mittel 0,553 0,451 0,214 0,342 0,313 0,512
Tabelle 5.3. Distanzfehler f ¤ur jeden Versuch und Punkt im Vergleich zum jeweiligen
Mittelwert der Punkte aus Tabelle 5.3.
mehr als 20 Anl¤aufe notwendig. Im letzten Abschnitt 5.2.1 gab es in jedem Versuch nur
vier Anl¤aufe, also genau der Anzahl der anzulernenden Punkte entsprechend. Die h¤ohere
Anzahl ben¤otigter Anl¤aufe ist damit zu begr¤unden, dass w¤ahrend der Validierungsphase
f¤ur einen neu hinzuzuf¤ugenden Punkt, siehe Abschnitt 5.1.3, das Objekt so bewegt wurde,
dass das Modell oder der anzulernende Punkt teilweise nicht erkannt werden konnte. Bei
den durchgef¤uhrten Tests wurden Infrarotdioden als Marker verwendet, welche nur einen
beschr¤ankten Abstrahlwinkel haben, sodass diese in bestimmten Ausrichtungen aufgrund
einer zu schwachen Intensit¤at vom Trackingsystem nicht erkannt werden k¤onnen. Eine
h¤ohere Anzahl von Anl¤aufen ist in diesen F¤allen also kein Anzeichen f¤ur eine schlechtes
Endergebnis des Anlernprozesses.
5.2.3 Anlernen mit bewegtem Objekt und teilweise verdeckten Markern
Nach den vorangegangenen Tests wurden drei weitere Marker auf der R¤uckseite des
Displays angebracht, um eine Drehung des Displays in eine vertikale Stellung zu erm¤ogli-
chen, sodass die Hinterseite des Displays zu den Kameras zeigt, ohne dabei die Verfol-
gung des Displays aufgeben zu m¤ussen, siehe Abbildung 5.6. Auf diese Weise kann das
Display nicht nur ¤uber einem Patienten benutzt, sondern auch an dessen Seite platziert
werden. Bei dieser Konstellation der Marker ist es nicht m¤oglich, alle zehn Marker zu
einem Zeitpunkt mit beiden Kameras zu erfassen.
Analog zu der Beschreibung in Abschnitt 5.2.2 werden sechs Versuche mit den zehn
Markern durchgef¤uhrt. Im ersten und im zweiten Versuch wird das Anlernen der Mar-
ker auf der R¤uckseite des Displays begonnen, womit in der Anfangsphase im Wesentli-
chen die drei neuen Marker zu sehen sind. W¤ahrend der Phase des Anlernens zus¤atzlicher
Punkte, siehe Abschnitt 5.1.3, wird das Display langsam gedreht, sodass das bisher ange-
lernte Modell am Display verfolgt werden kann und gleichzeitig schrittweise noch nicht
hinzugef¤ugte Marker in den Sichtbereich der Kameras gelangen.
Die Versuche drei und vier werden in umgekehrter Abfolge durchgef¤uhrt, das initiale
Modell wird also auf der Vorderseite des Displays angelernt, um dann das Display so zu
drehen, bis alle Marker, insbesondere auch auf der R¤uckseite, erfasst werden k¤onnen.
Im Gegensatz zu den ersten vier Versuchen, bei denen das Display gleichm¤aßig bewegt
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Abbildung 5.6. Drei weitere Marker sind auf der R ¤uckseite des Displays angebracht.
Im Bild sind vier der sieben alten Marker sichtbar, drei sind verdeckt.
wird, wird in den Versuchen f¤unf und sechs das Display nur jeweils einmal bewegt. Wie
in den Versuchen drei und vier werden die Marker auf der Vorderseite des Displays f¤ur
die initiale Anlernphase genutzt. Das Display wird nicht bewegt, bis alle sieben Marker
auf der Vorderseite angelernt wurden. Daraufhin wird der Lernprozess gestoppt und das
Display wird so positioniert, dass alle Marker auf der R¤uckseite, sowie mindestens drei
Marker der Vorderseite, von beiden Kameras erfasst werden k¤onnen. In dieser Stellung
wird der Lernprozess fortgesetzt.
Wie in den vorausgegangenen Abschnitten werden die angelernten Punkte der verschie-
denen Versuche in ein gemeinsames Koordinatensystem transformiert und danach so sor-
tiert, dass die ersten sieben Punkte des Zehnpunktmodells den sieben Punkten aus den
anderen Abschnitten entsprechen und mit ihnen verglichen werden k¤onnen. Das Ergebnis
dieses Vergleichs ist in Tabelle 5.4 aufgef¤uhrt. Die Qualit¤at der Ergebnisse des Anlernens
der sieben Punkte, die mit den Punkten aus den vorherigen Tests korrespondieren, ist im
Vergleich zu den vorigen Versuchen ¤ahnlich.
Tabelle 5.5 zeigt die Ergebnisse der sechs Versuche mit jeweils zehn Markern ohne
Vergleich zu vorherigen Tests. Offensichtlich sind die Ergebnisse f¤ur die zus¤atzlich ange-
brachten Marker schlechter als f¤ur die ersten sieben, insbesondere das Ergebnis f¤ur Punkt
9 hebt sich von den anderen ab.
Wirft man einen genaueren Blick auf die Ergebnisse der einzelnen Versuche in Tabelle
5.6, dann weisen Versuch 3 und Versuch 5 eine st¤arkere Abweichung im Vergleich zu den
anderen Versuchen auf.
Bei den gr¤oßeren Fehlerwerten in vereinzelten Versuchen sind zwei Umst¤ande zu be-
achten: Erstens die Abstrahlcharakteristik der verwendeten Infrarotdioden und zweitens
die Art, wie die Marker platziert wurden. Infrarotdioden emittieren Licht nicht gleich-
m¤aßig in alle Richtungen, insbesondere strahlen die verwendeten Dioden nicht kugelf¤ormig
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(mm) Versuch 1 Versuch 2 Versuch 3 Versuch 4 Versuch 5 Versuch 6
Punkt 0 0,0 0,0 0,0 0,0 0,0 0,0
Punkt 1 0,245 0,186 0,270 0,304 0,376 0,200
Punkt 2 0,614 0,221 0,506 0,212 0,311 0,267
Punkt 3 0,140 0,267 0,162 0,443 0,380 0,395
Punkt 4 1,149 0,287 0,195 0,291 0,352 0,234
Punkt 5 0,730 0,766 0,185 0,319 0,425 0,225
Punkt 6 0,587 0,824 0,171 0,377 0,430 0,203
Mittel 0,495 0,364 0,213 0,280 0,325 0,218
Tabelle 5.4. Distanzfehler f ¤ur jeden Versuch und die ersten sieben Punkte des Modells
im Vergleich zu den Mittelwerten der Punkte aus Tabelle 5.2.
Mittlerer Maximaler
(mm) x y z Fehler Fehler
Punkt 0 0,0 0,0 0,0 0,0 0,0
Punkt 1 568,102 0,0 0,0 0,142 0,427
Punkt 2 -2,248 217,970 0,0 0,287 0,742
Punkt 3 337,072 -5,280 2,682 0,277 0,389
Punkt 4 567,496 179,345 1,924 0,418 0,953
Punkt 5 164,763 -57,117 2,123 0,435 0,766
Punkt 6 34,774 -58,326 2,317 0,387 0,816
Punkt 7 151,271 -50,064 63,948 0,682 1,020
Punkt 8 227,946 5,626 64,547 0,876 1,688
Punkt 9 101,802 141,326 68,114 3,309 6,692
Mittel/Max 0,681 6,692
Tabelle 5.5. Mittelwerte und mittlere, beziehungsweise maximale Distanzfehler des
angelernten Modells in mm aus acht Versuchen.
ab, sondern nur in einem begrenzten Winkel. Daher verursachen Infrarotdioden in ung¤uns-
tigeren Positionen mehr Probleme als beispielsweise passive retroreektierende Marker.
Die drei zus¤atzlichen Marker sind um mehr als 90◦ rotiert im Vergleich zu den bereits
platzierten sieben Markern, was aufgrund der obigen Erl¤auterungen gr¤oßere Abweichun-
gen bei den Messungen durch das Trackingsystem erzeugt. Vermeidet man diese eher
problematischen Konstellationen durch eine andere Platzierung der aktiven Marker be-
ziehungsweise durch die Verwendung passiver Marker, liefert die iterative Lernprozedur
gute Ergebnisse.
5.3 Definition lokaler Koordinatensysteme
Beim Anlernen eines neuen Modells wird das lokale Koordinatensystem (LKS) des
Modells - welches auch als Modellkoordinatensystem bezeichnet wurd - zun¤achst wahllos
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(mm) Versuch 1 Versuch 2 Versuch 3 Versuch 4 Versuch 5 Versuch 6
Punkt 7 0,840 0,916 0,716 1,020 0,201 0,395
Punkt 8 0,842 0,404 0,567 1,273 1,688 0,480
Punkt 9 0,499 2,301 6,692 1,559 6,619 2,182
Mittel 0,727 1,208 2,659 1,284 2,836 1,020
Punkt 7 0,696 0,982 0,991 0,400
Punkt 8 0,340 0,679 0,749 0,618
Punkt 9 0,781 1,94 1,624 2,275
Mittel 0,606 1,202 1,122 1,098
Tabelle 5.6. Distanzfehler der drei zus¤atzlich angebrachten Marker: in der oberen H¤alf›
te wurde der Vergleich zum Mittel einschließlich Versuch 3 und 5 berechnet. In der
unteren H¤alfte wurde der Vergleich zum Mittel ohne die beiden Versuche berechnet.
deniert. Wie in Gleichung (5.1) beschrieben, wird der Ursprung in einen der drei Punkte
des initialen Modells gelegt. Die Orientierung des Modells wird deniert, indem die x-
Achse vom Ursprungspunkt durch einen weiteren der drei Punkte gelegt wird und der
verbleibende dritte Punkt als Punkt in der xy-Ebene gespeichert wird. Damit ist auch
die z-Achse eindeutig deniert, woraus sich dann auch die y-Achse in dem euklidischen
Koordinatensystem ableiten l¤asst.
Auf der graphischen Ober¤ache des Anlernalgorithmus in Abbildung 5.4 sind die Punk-
te
X1M =
 0, 00, 0
0, 0
 , X2M =
 337, 060, 0
0, 0
 und X3M =
 −227, 33188, 189
0, 0
 (5.2)
abgebildet, die auf diese Weise aus den Distanzen 295, 12 mm, 594, 94 mm und 337, 06
mm als Modellpunkte bestimmt und durch Verfolgung ¤uber einen Zeitraum von n2 = 30
Frames validiert wurden.
Sind die drei Punkte so angeordnet, dass sie ein rechtwinkliges beziehungsweise nahe-
zu rechtwinkliges Dreieck formen, bietet es sich an, den Ursprung in den Punkt zu legen,
der die Ecke mit dem rechten Winkel bildet. Ansonsten ist die Denition des LKS beim
Anlernen weitestgehend wahllos und muss vom Benutzer sp¤ater neu deniert werden.
F¤ur die Denition eines neuen LKS bieten sich je nach Objekt, welches mit Hilfe des an
ihm angebrachten Markermodells verfolgt werden soll, unter anderem folgende M¤oglich-
keiten an:
 Bestimmung des LKS durch einen Kalibrierungsvorgang
 Bestimmung des LKS durch freie Platzierung relativ zu den Punkten des Modells
Umsetzungen f¤ur diese beiden Methoden werden in den folgenden beiden Abschnitten
n¤aher erl¤autert.
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5.3.1 Bestimmung eines lokalen Koordinatensystems durch Kalibrierung
Ein typisches Beispiel f¤ur die Notwendigkeit einer Kalibrierung eines LKS ist die Ver-
folgung eines medizinischen Instruments. Zum einen m¤ussen am Instrument die Marker
angebracht werden, was typischerweise am Griff geschieht, zum anderen ist meist die
Spitze des Instruments der eigentliche Punkt, der verfolgt werden soll. In [Wesarg 04]
wurde ein Kalibrierungsverfahren f¤ur das in Kapitel 8.1 beschriebene AR-System vorge-
stellt, das die Vermessung der Transformation zwischen Sensorik und Spitze eines Instru-
ments erm¤oglicht. Das Kalibrierungsverfahren wird bei diesem Ansatz mit einem elektro-
magnetischen Sensor im Griff des Instruments angewandt, ist aber f¤ur alle Trackingsys-
teme, die sechs Freiheitsgrade ermitteln k¤onnen, verwendbar, insbesondere auch f¤ur ein
Stereokamerasystem, das Multipunktmodelle verfolgt.
Abbildung 5.7. Kalibrierung einer Brachietherapienadel mit integriertem elektroma›
gnetischem 6DOF›Sensor. Die Instrumentenspitze ist an einem Punkt xiert, w¤ahrend
das Instrument in verschiedene Richtungen ausgelenkt und rotiert wird.
Abbildung 5.7 zeigt, wie bei diesem Verfahren die Spitze eines zu vermessenden me-
dizinischen Instruments an einem Punkt xiert wird, indem sich die Spitze in einer Ver-
tiefung bendet. Dann wird das Instrument mit xierter Spitze rotiert und in verschie-
dene Richtungen ausgelenkt, bis hinreichend viele Messungen vorhanden sind. Die Aus-
wertung erfolgt an neun verschiedenen Fixierpunkten, die in einem quadratischen Gitter
angeordnet sind. An jedem Punkt werden 500 Messwerte aufgenommen. Aus den Mess-
werten ergibt sich f¤ur die Berechnung einer Transformation von Sensor (altes LKS) zu
Instrumentenspitze (neues LKS) ein ¤uberbestimmtes lineares Gleichungssystem, das sich
mit Standardmethoden l¤osen l¤asst. Abbildung 5.8 zeigt eine Projektion der Messwerte auf
die xy-Ebene vor und nach der Anwendung der berechneten Transformation.
Die berechnete Transformation erm¤oglicht die Verschiebung des Ursprungs des LKS
an die Spitze des Instruments. Es gibt zahlreiche solcher Kalibrierungsverfahren, die in
Abh¤angigkeit des zu kalibrierenden Objekts ausgew¤ahlt werden m¤ussen.
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Abbildung 5.8. Aufsicht auf die Messungen mit der an neun verschiedenen Punk›
ten xierten Instrumentenspitze. Auf der linken Seite sind die Originalmesswerte des
Sensors abgebildet, auf der rechten Seite dieselben Messungen, nachdem auf alle
Messpunkte die berechnete Transformation von Sensor (altes LKS) zu Instrumenten›
spitze (neues LKS) angewendet wurde.
Ein einfacherer Kalibrierungsvorgang kann bei einem typischen VR-Handger¤at, wel-
ches mit Hilfe eines Multipunktmodells verfolgt wird, gew¤ahlt werden, siehe Abbildung
5.9. Bei einem solchen Ger¤at spielt die exakte Ausrichtung und Platzierung des LKS nor-
malerweise eine geringere Rolle, da meist nur im Virtuellen interagiert wird und damit
kleinere Ungenauigkeiten, die ansonsten besonders durch Ber¤uhrung mit realen Objek-
ten auffallen, irrelevant sind. Der Kalibrierungsvorgang besteht einfach daraus, dass das
Modell, dessen LKS neu deniert werden soll, so im WKS platziert wird, dass die Orien-
tierung des WKS mit der neuen Orientierung des Modells identisch ist. Die momentane
RotationRWM des Modells kann durch das Trackingsystem erfasst werden. Daraufhin wer-
den die Modellpunkte XM = {X1M , . . . , XnM} mit RWM transformiert, sodass die transfor-
mierten Punkte Xˆ iM = RWM ·X iM als neue Modellpunkte gespeichert werden k¤onnen. Falls
zus¤atzlich der Ursprung des LKS verschoben werden soll, bietet sich das im folgenden
Abschnitt beschriebene Vorgehen an.
5.3.2 Bestimmung eines lokalen Koordinatensystems durch freie Platzierung
Die Bestimmung eines LKS ist einfach durchzuf¤uhren, wenn es sich relativ zu den
Punkten des Modells angeben l¤asst. Abbildung 5.10 zeigt die Implementierung einer
graphischen Ober¤ache zur freien interaktiven Platzierung eines LKS. Die Ausgabe der
Punkte erfolgt zum einen in Form ihrer Koordinaten und zum anderen als Visualisierung
in einer 3D-Umgebung, umgesetzt in einem VRML-Viewer, der eine frei w¤ahlbare Sicht
des Benutzers erlaubt. Die Modellpunkte werden als Billardkugeln repr¤asentiert, das ak-
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(a) Gewu¨nschte Platzie-
rung des Interaktionsgera¨ts
im WKS. Das WKS und
das aktuelle LKS sind ein-
gezeichnet.
(b) Die gewu¨nschte Plat-
zierung des Interaktions-
gera¨ts aus Sicht einer Ka-
mera mit Infrarotfilter.
(c) Das LKS wurde
gea¨ndert, indem es am
WKS ausgerichtet wurde.
Abbildung 5.9. Ein Interaktionsger¤at, an dem Marker fest angebracht sind, wird so im
WKS platziert, dass das neue LKS daran ausgerichtet werden kann. Die Kamerabilder
sind mit zus¤atzlichen Informationen ¤uberlagert.
tuelle LKS wird in drei Farben angezeigt: Rot f¤ur die x-Achse, Gr¤un f¤ur die y-Achse und
Blau f¤ur die z-Achse.
Eine einfache M¤oglichkeit der Transformation der Modellkoordinaten ist das Platzieren
des Ursprungs des LKS in einem der Modellpunkte. Falls dies nicht erw¤unscht ist, kann
der Ursprung ¤uber Linearkombinationen der Modellpunkte bestimmt werden und seine
Koordinaten im noch aktuellen LKS angegeben werden. Weitaus schwieriger stellt sich
zumeist die Bestimmung der Orientierung des LKS dar. Eine Rotation, die nicht auf 90◦
Winkeln basiert, kann von den meisten Benutzern unabh¤angig von der Repr¤asentation der
Rotation, ob in Euler Winkeln oder als Achse und Drehwinkel, nicht direkt angegeben
werden.
Sollen die Achsen zumindest teilweise durch die Modellpunkte verlaufen, l¤asst sich die
Rotation einfach angeben, indem zwei Punkte, ein Start- und ein Endpunkt, f¤ur die Rich-
tung der x-Achse angegeben werden. Daraufhin wird eine vorl¤auge zweite Achse, also
y- oder z-Achse bestimmt, wieder mit einem Start- und einem Endpunkt gew¤ahlt. Diese
dient nur dazu, die dritte Achse orthogonal zu den anderen zu bestimmen. Automatisch
wird dann aus der dritten Achse und der ersten Achse die zweite Achse so korrigiert, dass
alle Achsen zueinander orthogonal sind. Auf diese Weise ist die Orientierung des LKS
vollst¤andig deniert.
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Abbildung 5.10. Graphische Ober¤ache f ¤ur die interaktive, freie Platzierung eines
lokalen Koordinatensystems relativ zu den Modellpunkten.
5.4 Zusammenfassung
Insgesamt stellt der hier beschriebene Lernalgorithmus f¤ur starre Multipunktmodelle
ein essentielles Element eines Trackingsystems dar, insbesondere wenn ein Stereokame-
rasystem mit nur wenigen Kameras benutzt werden soll und dabei komplexere Modelle,
mit mehr als vier oder f¤unf Markern, die beispielsweise auf gegen¤uberliegenden Seiten
eines Objekts angebracht werden, eingesetzt werden sollen. Ein installiertes und kali-
briertes Trackingsystem vorausgesetzt, ist das Anlernen eines neuen Modells zusammen
mit der in Abschnitt 5.3 beschriebenen Transformation in ein lokales Koordinatensystem
ein Vorgang, der innerhalb weniger Minuten durchzuf¤uhren ist.
Eine grundlegende Idee des Lernalgorithmus ist die Verwendung des Detektionsalgo-
rithmus aus Abschnitt 4.3.3 beim Anlernen eines Modells f¤ur die Validierung und das
sukzessive Hinzuf¤ugen neuer Punkte zum Modell.
Eine Voraussetzung f¤ur den Erfolg des Lernalgorithmus ist eine geeignete Platzierung
der Marker an einem Objekt. Es ist notwendig, dass es keinen Marker gibt, der in allen
Positionierungen des Modells in beiden Kameras gleichzeitig zusammen mit nur zwei
weiteren Markern erkannt werden kann. Mindestens vier Marker m¤ussen w¤ahrend des
Hinzuf¤ugens neuer Punkte eines Modells zu erkennen sein, um das bereits angelernte
Modell identizieren und registrieren zu k¤onnen (mindestens drei Marker sind hierf¤ur
notwendig) und um einen neuen Punkt hinzuf¤ugen zu k¤onnen. In Abh¤angigkeit der Art
von Markern, zum Beispiel aktiven Dioden oder passiven retroreektierenden Kugeln,
kann deren Platzierung einen Einuss auf die Genauigkeit des Trackings w¤ahrend der
Lernphase haben, wie in Abschnitt 5.2 beschrieben.
Kapitel 6
Dynamische Modelle
Der Begriff Dynamisches Modell (DM) ist im Kontext dieser Arbeit als Gegensatz zu ei-
nem starren Modell zu verstehen. Die entscheidende Eigenschaft der starren Modelle und
insbesondere der Multipunktmodelle ist, dass die Punkte, die ein Modell bilden, relativ
zueinander fest positioniert sind. Bei dynamischen Modellen bilden die Marker hingegen
keine feste Geometrie. Dynamische Modelle bestehen physikalisch ebenfalls aus einer
festen Anzahl von n ∈ NMarkern und deren Repr¤asentation als PunkteX 1D, . . . , XnD. Ein
dynamisches Modell kann zwar tempor¤ar durch die Koordinaten der Punkte des Modells
angegeben werden, aber nicht dadurch vollst¤andig beschrieben werden. Dementsprechend
m¤ussen andere Modellbeschreibungen gefunden werden.
Typische Beispiele f¤ur dynamische Modelle bilden Handmodelle oder K¤orpermodelle.
Abbildung 6.1 zeigt mit Markern besetzte Handschuhe zur Verfolgung von Handpositio-
nen und Erkennung von Gesten (beispielsweise Zeigerichtung). Der typische Ansatz f¤ur
die Verfolgung der Hand mit Hilfe eines solchen Handschuhs beruht auf der Gruppierung
von Markern und deren Analyse [Schwald 05b]. Diese Trackingtechnologie wird in dieser
Arbeit als Gruppenmodell bezeichnet und in Abschnitt 6.1 vertieft.
W¤ahrend sich Handmodelle je nach Gesten auch mit einer geringen Anzahl von Mar-
kern erzeugen lassen, sind Menschmodelle weitaus aufw¤andiger und bed¤urfen einer großen
Anzahl von Markern. Diese Technik zur Verfolgung menschlicher Bewegungen wird als
(Human) Motion Capturing bezeichnet und wird insbesondere in der Tricktechnik bei
Filmen und f¤ur Animationen in Computerspielen eingesetzt. Hier wird meist mit einer
großen Anzahl von Kameras in speziellen Umgebungen gearbeitet, wobei eine vollst¤andi-
ge Echtzeitverarbeitung eine geringere Rolle spielt, da nachgearbeitet werden kann. In-
nerhalb dieser Arbeit ist im Gegensatz dazu die Verarbeitung in Echtzeit von besonderem
Interesse.
Dynamische Modelle f¤ur menschliche K¤orper oder deren Gliedmaßen, sowie f¤ur Ro-
boterarme oder ¤Ahnliches haben eine Gemeinsamkeit: sie k¤onnen ¤uber Gelenke deniert
werden. Die Gruppe der Gelenkmodelle wird in Abschnitt 6.2 kurz beschrieben.
Neben markerbasierten Ans¤atzen zur Verfolgung menschlicher K¤orper(-teile) werden
auch immer mehr markerlose Ans¤atze verfolgt. Aktuelle Ans¤atze sind unter anderem in
[Malerczyk 04] und [Stenger 04] beschrieben. Der Vorteil, der durch den Verzicht auf
Marker entsteht, steht meist den Nachteilen einer geringeren Pr¤azision und Robustheit,
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beziehungsweise eines sehr eingeschr¤ankten Interaktionsbereichs gegen¤uber. Besonders
interessant sind markerlose Ans¤atze bei Kopfbewegungen [Yang 01], da eine Platzierung
von Markern am Kopf sehr schlecht umzusetzen ist, soweit nicht andere Objekte, wie
Kappen oder Brillen, als Markertr¤ager verwendet werden k¤onnen.
Abbildung 6.1. Zwei Handschuhe mit je drei angen¤ahten Markern f ¤ur eine Verfolgung
mit Hilfe Dynamischer Modelle. Die Marker am Mittelnger sind an den beiden Hand›
schuhen auf unterschiedliche Weise angebracht.
Neben den bereits erw¤ahnten Arten von Modellen wird in Abschnitt 6.3 der Typ der dy-
namischen Fl¤achenmodelle beschrieben. Bei diesen Modellen wird die Menge der Marker
als eine Beschreibung f¤ur eine Ober¤ache aufgefasst. Das Kapitel schließt in Abschnitt
6.4 mit einer Diskussion ¤uber die M¤oglichkeiten, dynamische und starre Modelle inner-
halb einer Anwendung zu kombinieren.
Im Gegensatz zu den Multipunktmodellen besitzen dynamische Modelle keine ent-
sprechend eindeutigen geometrischen Eigenschaften. Die in Abschnitt 4.1.3 beschriebene
Verfolgung mehrerer einzelner Marker ist als Vorverarbeitungsschritt f¤ur die Verfolgung
von dynamischen Modellen im Allgemeinen sinnvoll. Bei der Verfolgung der einzelnen
Marker erfolgt eine Zuordnung von Identikationsindizes. Dennoch muss auch bei der
Ber¤ucksichtigung von Identikationsindizes der einzelnen Marker damit gerechnet wer-
den, dass Indizes nach Markerverdeckungen neu oder falsch zugewiesen werden, oder
dass Marker zeitweise nicht vorhanden sind. Dies erfordert wie bei Multipunktmodellen
eine Redundanz in den Modellen oder, wie insbesondere bei den Zweipunktmodellen,
eine zeitweise Verfolgung mit unzureichenden Informationen und h¤oherem Fehlerrisiko.
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6.1 Dynamische Gruppenmodelle
Ein in dieser Arbeit sogenanntes dynamisches Gruppenmodell zeichnet sich in erster
Linie dadurch aus, dass die dynamisch platzierten Marker des Modells stets in Relati-
on zum Interaktionsvolumen dicht beieinander platziert sind und daher im Allgemeinen
durch Gruppierung aller in einer Szene vorhandener Marker identiziert werden k¤onnen.
Gelingt keine eindeutige Identikation, sodass mehrere Gruppen f¤ur das tats¤achliche Mo-
dell in Frage kommen, werden weitere Eigenschaften, wie der letzte Identikationsindex
der einzelnen Marker, oder pr¤adizierte Daten verwendet.
Der Algorithmus f¤ur die Erkennung von dynamischen Gruppenmodellen gliedert sich
in drei Schritte. Nach der Gruppierung der Marker und der Identikation der Gruppen
folgt die Interpretation der Punktkonstellation innerhalb der Gruppen, um einen Zustand
erkennen zu k¤onnen, siehe Abbildung 6.2. Wird das dynamische Gruppenmodell zur Ver-
folgung einer Hand eingesetzt, ist ein solcher Zustand eine Geste. Wird nur ein dyna-
misches Gruppenmodell verfolgt und k¤onnen St¤orungen ausgeschlossen werden, k¤onnen
Gruppierung und Identikation ¤ubersprungen werden. Die konkrete Umsetzung f¤ur ein
dynamisches Gruppenmodell wird in Abschnitt 6.1.1 f¤ur die menschliche Hand beschrie-
ben.






Rekonstruierte 3D-Punkte X iW ∈ XW
Abbildung 6.2. Phasen f ¤ur die Verfolgung und Erkennung von dynamischen Gruppen›
modellen.
Um dynamische Gruppenmodelle zu erkennen, wird also zun¤achst die Menge aller
getrackten Punkte XW = {X1W , . . . , XmW} in (disjunkte) Untermengen, hier als Gruppe
bezeichnet, unterteilt. Die Zugeh¤origkeit eines Punktes zu einer Gruppe erfolgt durch das
Setzen des Klassikationsindex des Punktes. Bereits klassizierte Punkte, beispielsweise
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durch eine vorausgegangene Erkennung von Multipunktmodellen, k¤onnen dabei von der
Gruppierung ausgeschlossen werden.
Das Kriterium f¤ur die Gruppierung kann unterschiedlich gew¤ahlt werden. Allerdings
steht zumindest bei jedem initialen Suchvorgang nach dem Modell, also wenn noch kei-
ne Verfolgung stattgefunden hat oder das Modell nach einer Verfolgung wieder verlo-
ren wurde, aufgrund der geringen zur Verf¤ugung stehenden Information, n¤amlich einer
Menge nicht unterscheidbarer 3D-Punkte, nur eine geringere Auswahl an Kriterien zur
Verf¤ugung. Zwei naheliegende Kriterien sind:
 F¤ur jeden PunktXD einer Gruppe gibt es mindestens einen PunktX ′D, sodass |XD−
X ′D| < d.
 F¤ur beliebige Punkte XD, X ′D einer Gruppe gilt |XD −X ′D| < d.
Dabei ist der Parameter d ∈ R ein der Gruppe fest zugeordneter Wert. Das erste Krite-
rium ist relativ schwach und kann, je nachdem wie groß d gew¤ahlt wurde, dazu f¤uhren,
dass Gruppen mit sehr vielen Elementen gebildet werden. Beispielsweise w¤urden Marker,
die sich alle auf einer Linie benden, aber dabei zwei benachbarte Marker immer einen
geringeren Abstand als d haben, als eine Gruppe erkannt werden. Im Gegensatz dazu ist
das zweite Kriterium sehr stark. Wird hier der Wert von d zu klein gew¤ahlt, bildet im
Extremfall jeder Punkte eine eigene Gruppe. Abbildung 6.3 zeigt eine Gruppierung von
Punkten nach dem zweiten Kriterium mit einem sinnvoll gew¤ahlten d.
(a) Ungruppierte Menge von 3D-Punkten. (b) Die Menge nach der Gruppierung. Punkte
einer Gruppe tragen dieselbe Farbe.
Abbildung 6.3. Gruppierung von 3D›Punkten aufgrund der r ¤aumlichen Distanzen zwi›
schen ihnen. Die Punkte werden durch die Kugeln repr¤asentiert.
Wie eingangs erw¤ahnt, kann eine Verfolgung von einzelnen Markern, die die Detektion
der dynamischen Gruppenmodelle vorbereitet, sinnvoll genutzt werden. Jedem Marker
wird dabei ein Identikationsindex zugewiesen, der die Suche nach der richtigen Gruppe
stark vereinfacht, indem
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 entweder eine Gruppe zun¤achst aus den Punkten zusammengesetzt wird, die den
Index der Punkte aus der letzten Detektion tragen, und dann die Punkte auf das
Gruppenkriterium ¤uberpr¤uft werden, oder
 die Identikationsindizes der Punkte einer Gruppe nachtr¤aglich mit denen aus der
letzten Detektion verglichen werden, um sicherzustellen, dass es sich um die rich-
tige Gruppe handelt.
In beiden F¤allen spielt der Schwachpunkt der Identikation der einzelnen Marker, n¤amlich
dass dicht beieinander liegende Punkte nicht unterschieden werden k¤onnen und daher In-
dexvertauschungen wahrscheinlicher werden, f¤ur die Identikation der Gruppe eine un-
tergeordnete Rolle. Der Grund daf¤ur ist, dass dicht beieinander liegende Punkte ohnehin
in einer Gruppe angenommen werden.
Insgesamt stellt das Tracking der dynamischen Gruppen eine Methode dar, die im Ver-
gleich zu festen Multimarkermodellen unpr¤aziser und weniger robust ist. Allerdings kann
sie auch als Grundlage f¤ur andere Formen der Interaktion genutzt werden, wie in den fol-
genden Abschnitten dargestellt wird. Auf Basis der bisher angestellten ¤Uberlegung kann
nun eine Dention dynamischer Gruppenmodelle erfolgen.
Definition 7 Ein dynamisches Gruppenmodell besteht aus den folgenden Parametern:
n ∈ N Anzahl der zum Modell geh¤orenden Punkte,
d ∈ R+ einer maximalen Distanz zwischen 3D-Punkten, zusammen
mit einem entsprechenden Gruppierungskriterium.
Dar¤uber hinaus kann es weitere Parameter geben, die entweder zu einer verbesserten
Detektion beitragen oder aber auch die Erkennung von Zust ¤anden eines dynamischen
Gruppenmodells erlauben.
Bei einem Handmodell sind solche Zust¤ande beispielsweise bestimmte Gesten (zum
Beispiel Zeigen, Greifen oder Loslassen). Diese weiteren Parameter sind meist applikations-
abh¤angig. Eine m¤ogliche Variation dieses Modells besteht darin, d dem Zustand entspre-
chend dynamisch anzupassen.
6.1.1 Handgruppenmodelle
Die Verfolgung von Hand- beziehungsweise Fingerbewegungen stellt ein sinnvolles
Anwendungsgebiet f¤ur dynamische Gruppenmodelle dar. Die Verfolgung beziehungs-
weise Deutung von Gesten ist insbesondere im VR- und AR-Bereich interessant, dar¤uber
hinaus auch f¤ur Ergonomieuntersuchungen oder zum spielerischen Erlernen von Zeichen-
sprache, beispielsweise f¤ur Stumme. Eine allgemeine Betrachtung von 3D-Interaktion
ndet sich in [Bowman 00], sowie speziell die Interpretation von Handgesten f¤ur die
Mensch-Maschine-Interaktion in [Pavlovic 97]. Im Folgenden werden vorhandene Ans¤atze
pr¤asentiert und ein eigener Ansatz zur Verfolgung der Hand und zur Deutung verschiede-
ner Gesten n¤aher erl¤autert.
In [Rusdorf 04a] wird das Tracking der menschlichen Hand zur Bedienung virtueller
Steuerelemente wie einem Drehrad (Jog-dial) oder einem Schieberegler (Slider) einge-
setzt. Verwendet wird ein Modellansatz mit drei Punkten. Die drei Marker sind dabei
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Fingerh¤ute, die mit retroreektierendem Material ¤uberzogen sind. Das Gruppierungskri-
terium ist, dass sich alle drei Punkte innerhalb einer Kugel vordenierter Gr¤oße benden
m¤ussen. Eine Identikation einzelner Finger ndet ¤uber Annahmen ¤uber die einzelnen
Distanzen statt. In [Rusdorf 04b] wird weiter ausgef¤uhrt, wie sich die aus der Verfol-
gung gewonnene Information f¤ur eine kontextabh¤angige Steuerung in immersiven VR-
Umgebungen verwenden l¤asst.
W¤ahrend in [Rusdorf 04b] sowohl statische als auch dynamische Gesten beschrieben
sind, ndet in [Kim 04a] und [Kim 04b] f¤ur die Modellierung von 3D-Objekten eine Be-
schr¤ankung auf statische Gesten statt. Statt eines Infrarottrackingsystems basiert der dort
beschriebene Ansatz auf einem Zweikamerasystem mit einer Schwarzlichtausleuchtung,
die Marker sind Fingerh¤ute aus weißem Papier. Es werden vier Marker an vier verschie-
denen Fingern verwendet, um vier verschiedene Gesten ausdr¤ucken zu k¤onnen: Greifen,
Rotieren, Zeigen und Pausieren.
Bei dem im Rahmen dieser Arbeit entwickelten Ansatz wird zun¤achst eine Gruppierung
durchgef¤uhrt, wie sie weiter oben beschrieben wurde. Die Gruppierung erlaubt insbeson-
dere auch eine Erkennung von zwei H¤anden und erm¤oglicht die Kombination mit anderen
Trackingalgorithmen, wie die Erkennung eines einzelnen Punktes f¤ur die Kopfposition,
siehe Abschnitt 4.1.1. Als Gruppierungskriterium wird folgende Regel verwendet: F¤ur
beliebige Punkte XD, X ′D einer Gruppe gilt |XD − X ′D| < d, wobei aus praktischen Er-
fahrungen d = 150 mm gew¤ahlt werden kann. Ziel ist es, eine Zeigegeste zu erfassen, die
auf drei Markern und einer Handhaltung, wie in Abbildung 6.4(a) dargestellt, beruht:
1. Nach Durchf¤uhrung der Gruppierung ist die Menge XW = {X1W , . . . , XmW} der
getrackten Punkte in p disjunkte Untermengen XU1 , . . . ,XUp unterteilt.
2. Daraufhin werden die Untermengen XUi hinsichtlich der Anzahl ihrer Elemente
untersucht. Gibt es nur eine Untermenge mit drei Elementen wird zun¤achst davon
ausgegangen, dass dies die richtige Untermenge ist.
3. Gibt es keine Untermenge mit drei Elementen, gilt das dynamische Modell als nicht
erkannt. Bei mehr als einer Untermenge mit drei Elementen wird die letzte, bezie-
hungsweise eine pr¤adizierte, Position des Handmodells als Kriterium hinzugenom-
men.
4. Aus den drei Markern, die das dynamische Handgruppenmodell bilden, wird ei-
ne Zeigerichtung berechnet, indem eine Ebene zwischen den Markern aufgespannt
wird und die zur Ebene orthogonale Gerade als Zeigerichtung berechnet wird, siehe
Abbildung 6.4(a).
6.1.2 Interaktion durch Handgruppenmodelle
Die im letzten Abschnitt beschriebene neue Art der Bestimmung einer Zeigerichtung
hat gegen¤uber der ansonsten ¤ublichen Art eine Zeigegeste zu interpretieren verschiedene
Vorteile. Ein spezieller Handschuh f¤ur die konventionelle Zeigegeste, mit ausgestrecktem
6.1. DYNAMISCHE GRUPPENMODELLE 109
(a) Zeigegeste basierend auf der zur Ebene
durch die drei Marker orthogonalen Gerade.
(b) Handschuh fu¨r verbreitete Art der Zeigeges-
te: entlang des Zeigefingers.
Abbildung 6.4. Ein auf verschiedene Arten mit drei Infrarotmarkern besetzter Hand›
schuh f ¤ur Mensch›Maschine›Interaktion. Die virtuelle Zeigerichtung und deren Erzeu›
gung sind mit rot eingezeichnet.
Zeigenger und m¤oglicherweise abgespreiztem Daumen, ist in Abbildung 6.4(b) darge-
stellt. Ein Vorteil der Zeigegeste durch Ebene und Orthogonale (Abbildung 6.4(a)) ist,
dass die Erzeugung der Zeigerichtung f¤ur den Benutzer weniger missverst¤andlich ist. Im
Gegensatz dazu gibt es bei der konventionellen Zeigerichtung h¤aug Irritationen, ob die
Zeigerichtung entlang des Zeigengers oder durch das Auge des Anwenders und sei-
ne Fingerspitze verl¤auft. Ein weiterer Vorteil ist, dass die Ebene durch die Finger durch
gezielte Ver¤anderung der Fingerstellung (insbesondere des Daumens) ver¤andert werden
kann und somit gezielt Ver¤anderungen der Zeigerichtung vorgenommen werden k¤onnen,
ohne dabei die Position der Hand stark ver¤andern zu m¤ussen. Bei zu großen Abst¤anden
zum Bereich, auf den gezeigt werden soll, kann diese Sensitivit¤at allerdings auch als
st¤orend empfunden werden.
Da die Sensitivit¤at stark zunimmt, je dichter die Fingerspitzen beieinander sind, und
im Extremfall, wenn die Marker sich ber¤uhren, kaum mehr auseinander zu halten sind,
kann die Zeigegeste auch durch einen minimalen Abstand zwischen den Punkten einge-
schr¤ankt werden. Das bedeutet, ein zus¤atzlicher Parameter dmin ∈ R+ wird dem dynami-
schen Gruppenmodell zugef¤ugt, der eine Zeigegeste nur dann als g¤ultig zul¤asst, wenn f¤ur
beliebige Punkte XD, X ′D einer Gruppe |XD −X ′D| ≥ dmin gilt.
Neben der Zeigegeste ist f¤ur die meisten Anwendungen mindestens eine weitere Geste
erforderlich, die ein Ereignis ausl¤osen kann, sodass in Kombination mit der Zeigeges-
te Selektion und/oder Manipulation von Objekten erm¤oglicht wird. Insbesondere wenn
die zweite Hand, siehe Abschnitt 6.1.3, f¤ur diese, im Folgenden Selektionsgeste genann-
te, Interaktion genutzt wird, bietet sich ein einfaches Konzept an: das ¤Offnen und wieder
Schließen der Hand. Abgebildet auf die Bedienung einer Maus als Eingabeger¤at entspricht
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das ¤Offnen der Hand dem Dr¤ucken einer Maustaste, das ge¤offnet Halten dem gedr¤uckt
Halten der Maustaste und das wieder Schließen dem Loslassen der Maustaste. Wird nur
eine einh¤andige Interaktion umgesetzt, kann diese statische Geste als dynamische Geste
erweitert werden. Eine dynamische Geste ist im Gegensatz zu einer statischen Geste ¤uber
Bewegungsabl¤aufe deniert und kann nicht zu einem Zeitpunkt, sondern nur in einem
Zeitintervall, erkannt werden. In diesem Fall entspricht der Mausklick dann beispielswei-
se der Bewegung eines schnell hintereinander ausgef¤uhrten Schließens und ¤Offnens.
Je nachdem welche Komplexit¤at der Interaktion von einer entsprechenden Anwendung
gefordert wird, muss das Interaktionskonzept angepasst werden. Sind mehrere Gesten
erforderlich, um verschiedene Aktionen auszul¤osen, so kann eine jeweils unterschiedli-
che Anzahl von Markern f¤ur jede Geste genutzt werden oder auch bestimmte Konstel-
lationen von mehreren Markern sowie dynamischen Gesten, wie beispielsweise die in
[Rusdorf 04b] beschriebene V-f¤ormige oder kreisf¤ormige Bewegung.
6.1.3 Interaktion mit zwei Ha¨nden
Die Zeigegeste als eigenst¤andige Interaktion l¤asst sich f¤ur einfache Interaktionen nut-
zen, f¤ur viele VR-Anwendungen sind jedoch weitere Interaktionsmuster, wie eine Selek-
tion oder eine Manipulation, erforderlich. Eine Selektion l¤asst sich durch eine einfache
dynamische Geste realisieren, indem an der zu selektierenden Stelle oder dem zu selek-
tierenden Objekt eine gewisse Zeitspanne verweilt wird. Um weitere Interaktionsmuster
umsetzen zu k¤onnen, m¤ussen weitere Handgesten deniert werden. Dies kann wie in den
oben erw¤ahnten Ans¤atzen mit einer Hand implementiert werden oder muss, wie hier be-
vorzugt, durch die zweite Hand erfolgen.
Abbildung 6.5. Interaktion mit zwei Handschuhen.
Eine beidh¤andige Interaktion wurde auf Basis von elektromagnetischem Tracking un-
ter anderem von [Nishino 98] und [Grossman 01] umgesetzt, wobei bei elektromagne-
tischen Systemen die unterschiedlichen Sensoren automatisch unterscheidbar sind. In
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[Fiorentino 03] wurde die Pr¤azision von Anwendern bei 3D-Positionierungsaufgaben un-
ter Einsatz beidh¤andiger Interaktion mit einem optischen Trackingsystem und starren
Modellen untersucht. Ein System mit einem durch Multipunktmodelle optisch verfolgten
Stift und einem W¤urfel f¤ur die beidh¤andige Interaktion, wurde in [van Liere 04] pr¤asen-
tiert. Die Firma A.R.T. [ART 06a] bietet seit kurzem ein System zur Verfolgung von zwei
H¤anden und jeweils drei Fingern an. Dabei werden zur Identikation der H¤ande starre und
f¤ur die Finger dynamische Modelle eingesetzt. Als Marker werden aktive Infrarotdioden
verwendet.
F¤ur Anwendungen, bei denen es ausreicht, ein Touch-Panel zu verwenden, bieten neue-
re Ans¤atze die M¤oglichkeit an Stelle von nur einem, zahlreiche Druckpunkte zu erfassen
[Han 05]. Ebenso wie bei dem Ansatz mit Infrarotmarkern lassen sich einzelne Druck-
punkte keiner Hand und keiner bestimmten Geste zuordnen, wenn diese nur zu einem
Zeitpunkt betrachtet werden. Zur Identikation und Erfassung von Gesten k¤onnten da-
her dynamische Modelle analog zu dem in dieser Arbeit beschriebenen Ansatz verwendet
werden, wobei man diese dann nur im Zweidimensionalen denieren w¤urde.
Bei der beidh¤andigen Interaktion mit dem hier beschriebenen Ansatz er¤offnen vor allem
Gruppierung und die Verfolgung der beiden H¤ande die M¤oglichkeit zur Unterscheidung
[Schwald 05b]. Dabei bietet es sich an, der einen Hand nur die Aufgabe der Zeigerich-
tung und der anderen Hand die Auswahl des Interaktionsmusters zu ¤uberlassen. Dies hat
den Vorteil, dass die Hand, die die Zeigerichtung bestimmt, nicht bewegt werden muss,
wenn sie auf ein Objekt zeigt und eine Aktion ausgel¤ost werden soll, siehe Abbildung
6.5. Als Gesten zum Ausl¤osen der verschiedenen Aktionen k¤onnen beispielsweise die in
[Kim 04a] beschriebenen Ans¤atze verwendet werden. Im Folgenden wird eine beidh¤andi-
ge Interaktion beschrieben, bei der eine Hand ausschließlich die Zeigegeste umsetzen soll
und die andere Hand selektieren soll.
Eine Grundlage f¤ur diese Verwendung von zwei dynamischen Handgruppenmodellen
stellt die Unterscheidung der beiden Gruppen zu jedem Zeitpunkt dar. Eine unterschiedli-
che Anzahl von Markern f¤ur jede Gruppe kann die Unterscheidung zwar in einigen F¤allen
erleichtern, ist aber, aufgrund der zu erwartenden h¤augen und m¤oglicherweise l¤anger
anhaltenden Verdeckungen, kein wirklich zuverl¤assiges Kriterium. Im folgenden Ansatz
wird davon ausgegangen, dass die Anzahl der Marker der beiden Gruppen gleich ist. Die-
se Anzahl sei drei, wobei je ein Marker auf Daumen, Zeige- und Mittelnger angebracht
ist.
Das wichtigste Kriterium f¤ur die Identikation der Modelle in der Menge der Gruppen
ist neben der Gr¤oße die Verfolgung der Gruppe. Um die Gruppe verfolgen zu k¤onnen,
muss allerdings zun¤achst eine Initialisierung stattnden, das heißt, es muss einer der bei-
den H¤ande die Zeigegeste zugewiesen werden und der anderen die Selektion. Da die Zei-
gegeste allein im Allgemeinen keine Aktion ausl¤ost, wird der Hand, deren Marker als
erstes als Gruppe aus drei Punkten erkannt wird, die Zeigegeste zugewiesen. Auf die-
se Weise l¤asst sich jederzeit die Zeigegeste neu zuweisen, indem alle Marker verdeckt
werden und dann die Hand, die die Zeigegeste ausf¤uhren soll, als erstes interagiert.
Sind die Funktionalit¤aten zugewiesen, werden die Handgruppen verfolgt, wobei sich
folgende Kriterien f¤ur die Identikation bei der Verfolgung anbieten:
1. Anzahl der Punkte in einer Gruppe.
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2. Entfernung zu einer pr¤adizierten Position. Im einfachsten Fall ist die pr¤adizierte
Position die vorausgegangene.
3. Vergleich der Identikationsindizes der Marker, die das Gruppenmodell im letzten
Frame gebildet haben, mit den Identikationsindizes der Marker in der entspre-
chenden zu untersuchenden Gruppe.
4. Vergleich zur vorausgegangenen Konstellation der Marker einer Gruppe, beispiels-
weise durch durchschnittliche Distanz zwischen den Markern oder Gr¤oße der Drei-
ecks¤ache.
Das erste Kriterium mit der richtigen Anzahl der Punkte kann stark formuliert werden,
indem man eben genau die richtige Anzahl der Marker fordert, hier also drei. Dies hat al-
lerdings den Nachteil, dass ein Modell nicht erkannt wird, wenn beispielsweise kurzzeitig
ein Marker verdeckt ist. Um die Robustheit der Erkennung der dynamischen Gesten zu
erh¤ohen, ist es daher meist sinnvoll, eine gering abweichende Anzahl von Punkten zuzu-
lassen. Wird eine Zeigegeste mit nur zwei Punkten aufgrund ihrer eindeutigen Position
im Interaktionsvolumen erkannt, kann immer noch ihre Position berechnet werden. Die
Zeigerichtung muss dann aus der vorhergehenden abgeleitet werden.
Das zweite und das dritte Kriterium sind sehr zuverl¤assig, wenn die Gruppen hinrei-
chend weit voneinander entfernt sind, das vierte Kriterium ist sinnvoll als zus¤atzliches
Kriterium, aber nicht als hinreichendes Kriterium. Gilt ein Modell als detektiert, wird
bei den das Modell erzeugenden Punkten der Klassikationsindex des Modells gesetzt,
um diese f¤ur die Suche nach weiteren Modellen auszuschließen. Abbildung 6.6 zeigt den
Ablauf f¤ur die hier beschriebene Interaktion mit zwei H¤anden.
Insbesondere bei der Verwendung von zwei oder mehr dynamischen Gruppenmodel-
len muss eine erfolgreiche Detektion eines Modells nicht notwendigerweise eine Aktion
ausl¤osen. Wird beispielsweise eine Zeigegeste mit nur zwei statt drei Markern erkannt,
besteht eine M¤oglichkeit darin, die Zeigerichtung nicht auszugeben, da sie ja auch aktuell
nicht bestimmt werden kann. Das Modell dennoch als erkannt gelten zu lassen hat den
Vorteil, dass das Modell leichter weiter verfolgt werden kann.
6.2 Dynamische Gelenkmodelle
Im Gegensatz zu den dynamischen Gruppenmodellen sind bei den (dynamischen) Ge-
lenkmodellen die Marker nicht notwendigerweise dicht beieinander platziert, sondern
k¤onnen weit verteilt sein. Daf¤ur sind einzelne, die Marker repr¤asentierende, Punkte in der
Modellbeschreibung auf verschiedene Arten miteinander verbunden, was durch ein Mo-
dell starrer Verbindungen zwischen Gelenkpunkten ausgedr¤uckt werden kann. Die Mar-
ker werden als Gelenkpunkte interpretiert. Dabei sind alle Punkte eines Gelenkmodells
direkt durch eine oder durch mehrere aufeinander folgende Verbindungen miteinander
verbunden.
Typische Beispiele f¤ur Objekte, die mit den Gelenkmodellen verfolgt werden k¤onnen
sind der gesamte menschliche K¤orper oder einzelne Extremit¤aten, sowie mechanische
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X iW ∈ XW , eingeteilt durch Maximalabstand
aller Punktepaare einer Gruppe.
Abbildung 6.6. Schematischer Ablauf der Verfolgung von zwei Handgruppenmodellen,
davon ein Modell f ¤ur eine Zeigegeste, das zweite Modell f ¤ur Selektion.
Arme. Die Verfolgung mechanischer Arme kann insbesondere zur Qualit¤atskontrolle ein-
gesetzt werden.
In den folgenden Abschnitten werden zwei verschiedene Auspr¤agungen von Gelenk-
modellen beschrieben: Gelenkmodelle f¤ur Arme oder Finger und Gelenkmodelle f¤ur den
menschlichen K¤orper.
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6.2.1 Arm- und Fingergelenkmodelle
F¤ur die Verfolgung eines menschlichen Arms oder Fingers, beziehungsweise eines me-
chanischen Arms, gen¤ugt es meist, ein Modell mit drei oder vier Gelenken zu denieren.
Die Bewegungsfreiheit der Gelenke ist meist eingeschr¤ankt, insbesondere ist dies bei ei-
nem Finger der Fall, was die Erkennung eines Modells oder Teile dieses Modells einfacher
macht. In [Dorfm¤uller-Ulhaas 01] wird ein Ansatz f¤ur ein Fingertracking zur Interaktion
beim Schachspiel in einer AR-Umgebung vorgestellt. Die Marker sind dabei in Form
eines Exoskeletts auf dem Zeigenger angebracht, was den Vorteil hat, dass zumindest
zwischen den durch das Exoskelett verbundenen Markern die Abst¤ande konstant gehal-
ten werden k¤onnen. Als Interaktion wurde Greifen und Loslassen von Objekten durch
Finger beugen und Finger strecken, sowie verschieben und rotieren von Objekten durch
Bewegung des gesamten Fingers implementiert.
Die Verwendung eines Exoskeletts bedeutet bei einem Finger eine geringe Einschr¤an-
kung, ist f¤ur einen menschlichen Arm jedoch schon weniger geeignet. Werden Marker
nicht mechanisch miteinander verbunden, so muss die Beschreibung der Verbindungen
zwischen einzelnen Markern exibler gestaltet werden. Um dennoch Verbindungen zwi-
schen verschiedenen Gelenkpunkten beziehungsweise Markern zu erkennen, bietet sich
ein Kugelschalenmodell an. Dabei ist ausgehend von einem Gelenkpunkt bekannt, dass
sich ein mit diesem Gelenkpunkt verbundener n¤achster Gelenkpunkt in einer bestimmten
Entfernung bendet, allerdings mit einer gewissen vorgegebenen Toleranz. Der Bereich,
in dem sich der zweite Gelenkpunkt benden kann, entspricht also der Vorstellung, dass
er in einer Kugelschale um den ersten Gelenkpunkt liegt. In einfacheren F¤allen, insbe-
sondere wenn sich die Abst¤ande zwischen Gelenkmodellen stark unterscheiden, l¤asst sich
damit das vollst¤andige Gelenkmodell einfach erfassen.
Der Ansatz mit den Kugelschalen funktioniert insbesondere ohne Vorwissen ¤uber die
aktuellen Positionen der Gelenkpunkte. Existiert jedoch dieses Vorwissen und werden da-
zu die einzelnen Punkte wie in Abschnitt 4.1.3 beschrieben verfolgt und mit einem Iden-
tikationsindex versehen, so l¤asst sich in den meisten F¤allen das Gelenkmodell einfach
anhand der Identikationsindizes verfolgen, und die Kugelschalen k¤onnen ausschließlich
zur ¤Uberpr¤ufung verwendet werden. Fehlen einzelne Gelenke durch die Verdeckung des
entsprechenden Markers, bietet sich die Verwendung Inverser Kinematik an, um die Po-
sition des entsprechenden Gelenkpunktes zu bestimmen.
6.2.2 Ko¨rpermodelle
Die Erfassung und Analyse menschlicher Bewegung durch Kameras wird auf viele
verschiedene Arten praktiziert. Einen ¤Uberblick ¤uber die zahlreichen Ans¤atze sowohl mit
Stereokamerasystemen als auch einzelnen Kameras geben unter anderem [Gavrila 99],
[Moeslund 01], [Shafaei 06] und [Shen 06]. Die Erfassung des K¤orpers durch Marker,
insbesondere Infrarotmarker, stellt darunter eine technisch vergleichsweise einfache, aber
vor allem sehr pr¤azise und efziente Methode dar. Kommerzielle Systeme wie [Vicon 06],
die mit einer großen Anzahl von Kameras arbeiten, werden in der Film- und Compu-
terspielindustrie eingesetzt, um menschliche Bewegungsabl¤aufe auf virtuelle Charaktere
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¤ubertragen zu k¤onnen. Die Erkennung und Verarbeitung der menschlichen Bewegungs-
abl¤aufe in Echtzeit stellt dabei kein vordringliches Ziel dar, da die Daten ohnehin erst
sp¤ater verwendet werden und zus¤atzlich noch nachbearbeitet werden k¤onnen. Echtzeit-
verarbeitung wird dennoch zumindest in reduzierter Form meist unterst¤utzt, um unter
anderem die Aufnahme der Daten direkt kontrollieren zu k¤onnen.
F¤ur typische VR-Anwendungen sind die existierenden Systeme meist nicht geeignet, da
sie einen großen technischen und nanziellen Aufwand bedeuten. Auf der anderen Seite
ist die Verfolgung des ganzen K¤orpers mit nur zwei Kameras, die eine vergleichswei-
se geringe Framerate haben (≤ 60 Hz), auch hinsichtlich der Software beziehungsweise
der Algorithmen komplizierter, da mehr Verdeckungen ausgeglichen werden m¤ussen und
schnelle Bewegungen große Ver¤anderungen zwischen den aufgenommenen Bilder verur-
sachen.
Ein einfaches Human Motion Capturing System, das mit nur zwei Kameras arbeitet und
die Bewegung in Echtzeit analysiert, kann mit wenigen Markern realisiert werden. Mit ei-
ner Anzahl von mindestens 13 Markern beziehungsweise Gelenkpunkten (drei f¤ur jede der
vier Extremit¤aten und einen f¤ur den Kopf), l¤asst sich ein grobes Menschmodell festlegen.
Falls die vorausgegangene Pose bekannt ist, kann die Verfolgung des Menschmodells,
¤ahnlich wie in Abschnitt 6.2.1 beschrieben, durch die Verfolgung der einzelnen Marker in
einigen F¤allen bew¤altigt werden. Ein Schl¤usselproblem bleibt, welche Informationen dem
Modell initial hinzugef¤ugt werden und wie. Feste Abst¤ande zwischen den Gelenkpunkten
sind aufgrund unterschiedlicher K¤orpergr¤oßen von verschiedenen Benutzern ungeeignet.
Daher bietet sich im Allgemeinen eine Initialpose, wie aufrechtes Stehen mit ausgebreite-
ten Armen zur Vermessung von Distanzen zwischen Gelenkpunkten an. In [Hornung 04]
wird Motion Capturing ohne Vorabwissen ¤uber das Skelett durchgef¤uhrt, allerdings wer-
den statt einzelner Punkte in der N¤ahe von Gelenken starre Modelle an verschiedenen
K¤orperteilen verwendet.
6.3 Dynamisches Fla¨chenmodell
Die hier als dynamisches Fl¤achenmodell beschriebene Verwendung von Markern stellt
eine seltener vorkommende Form des Trackings dar. Der Begriff des dynamischen Fl¤achen-
modells steht hier f¤ur die Verarbeitung aller sichtbarer Marker zu einer Ober¤ache. Ein
Beispiel hierf¤ur, bei dem auch die Verarbeitung in Echtzeit eine Rolle spielt, ist eine Kon-
trolle der Patientenlagerung im medizinischen Umfeld.
In zahlreichen medizinischen Vorg¤angen m¤ussen Patienten ohne jegliche Bewegung
¤uber einen l¤angeren Zeitraum entweder auf einem Operationstisch oder dem Tisch eines
bildgebenden Ger¤ats, zum Beispiel eines Computertomographen (CT) oder Magnetre-
sonanztomographen liegen. Um dies sicherzustellen, werden Patienten entweder xiert,
oder aber deren Bewegung wird verfolgt, siehe Abschnitte 8.1 und 8.2. F¤ur diesen Zweck
ist neben anderen Methoden die Verwendung eines optischen Trackingsystems mit In-
frarotmarkern geeignet, wobei die Marker auf der Patientenober¤ache verteilt werden.
Abbildung 6.7 zeigt, wie im medizinischen Bereich verwendete, in CT-Bildern sehr gut
sichtbare, sogenannte CT-Spots auf einem Patienten angebracht sind und in dem abgebil-
deten Fall mit einem Registrierungsger¤at eingemessen werden. Um das Registrierungs-
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ger¤at zu verfolgen, k¤onnen Marker am oberen Ende des Griffs angebracht werden. Die
Verfolgung erfolgt dann durch ein Multipunktmodell und das lokale Koordinatensystem
wird in die Spitze des Instruments verschoben. In der Abbildung 6.7 wurde alternativ
hierzu ein elektromagnetischer Sensor in den Griff integriert, um das Registrierungsger¤at
zu verfolgen. Vergleicht man die mit dem Registrierungsger¤at ausgemessenen aktuellen
Positionen der als Marker fungierenden CT-Spots mit den Positionen der CT-Spots in ei-
nem vorab aufgenommenen CT-Datensatz, lassen sich die CT-Daten auf den Patienten
¤uberlagern und so w¤ahrend eines Eingriffs f¤ur eine VR- oder AR-Anwendung nutzen.
Abbildung 6.7. Kugelf ¤ormige Markierungen, die auf der Patientenober¤ache ange›
bracht werden und im CT gut sichtbar sind.
Die bessere L¤osung w¤are hier, die Marker nicht zu einem bestimmten Zeitpunkt mit
einem Registrierungsger¤at einzumessen, sondern optisch zu verfolgen. Damit k¤onnen Be-
wegungen des Patienten sowie Deformationen seiner K¤orperober¤ache automatisch er-
fasst werden und der CT-Datensatz entsprechend angepasst werden. F¤ur den Einsatz eines
Infrarottrackingsystems m¤ussten die CT-Spots so modiziert werden, dass sie retroreek-
tierende Eigenschaften erhalten.
Die Verfolgung eines dynamischen Fl¤achenmodells beruht hier auf der Annahme, dass
alle sichtbaren beziehungsweise keinem anderen Modell zugeordneten Punkte, die vom
Trackingsystem erfasst werden, auf einer Fl¤ache platziert sind. Die feste Anzahl der 3D-
Punkte, die das Fl¤achenmodell bilden, sind in einer initialen Positionierung als Bestand-
teil des Modells gespeichert. Wird dieser Ansatz verwendet, um einen oben beschriebe-
nen CT-Datensatz korrekt auf den Patienten abzubilden, so sind die initialen Positionen
der Marker im Allgemeinen die, die im CT-Datensatz in dessen lokalen Koordinatensys-
tem ermittelt werden. W¤ahrend des Trackings k¤onnen dann relativ zu der initialen Positi-
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on Transformationen angegeben werden. Eine Berechnung von Deformationsparametern
w¤are ebenfalls m¤oglich, wird aber im folgenden Verfahren zun¤achst nicht umgesetzt.
SeiXW = {X1W , . . . , XmW} die Menge der getrackten Punkte undXD = {X1D, . . . , XnD}
die Menge der initialen Positionen der zum Fl¤achenmodell geh¤orenden Punkte. Lassen
sich einzelne getrackte Punkte X iW jeweils einem Modellpunkt zuordnen, das heißt, exis-
tieren p ≤ n Korrespondenzen (X iW , X iD) zwischen 3D-Punkten, so kann eine Transfor-





‖RX iW + T −X iD︸ ︷︷ ︸
Residuum
‖2 (6.1)
gefunden werden. Ohne Beschr¤ankung der Allgemeinheit korrespondieren dabei hierX 1W




D . Durch die Berechnung vonR und T kann
allerdings keine Deformation der Fl¤ache ausgedr¤uckt werden.
Die Optimierung kann analog zu dem in [Schwald 04b] beschriebenen Abgleichal-
gorithmus zwischen verschiedenen Trackingsystemen erfolgen: err aus Gleichung (6.1)
wird dabei mit derselben Vorgehensweise wie in Abschnitt 4.3.2 minimiert.
Die Ergebnisse f¤ur R und T werden auf jede Korrespondenz (X iW , X iD) angewendet
und falls der Abstand
d = |RX iW + T −X iD| (6.2)
einen gewissen Grenzwert ¤uberschreitet, wird diese Korrespondenz in einem zweiten Ite-
rationsschritt nicht ber¤ucksichtigt, um den Einuss fehlerhafter oder stark gest¤orter Korre-
spondenzen zu vermeiden. Die nach dem zweiten Iterationsschritt resultierende Rotation
R und Translation T sind das Endergebnis. Dieser Algorithmus ist eine Variante des Ite-
rative Closest Point (ICP) Algorithmus, der auf Besl und McKay [Besl 92] zur¤uckgeht
und innerhalb der letzten Jahre in zahlreichen Publikationen diskutiert wurde.
Eine alternative allerdings auch rechenintensivere Methode ist eine nichtlineare Opti-
mierung nach Levenberg-Marquardt (LM) [Marquardt 63],[Press 02]. Die Erfahrungen in
[Schwald 04b] haben jedoch gezeigt, dass sich die Ergebnisse mit diesem zweiten Ansatz
nur unwesentlich von denen des ersten Ansatzes unterscheiden.
Der alternative Algorithmus auf Basis der LM-Methode funktioniert wie folgt: Der
erste Schritt ist eine lineare Optimierung mit dem Ziel, hinreichend gute Initialwerte f¤ur
die LM-Optimierung zu erzeugen. Aus den korrespondierenden Punktepaaren (X iW , X iD)
wird die Matrix A ∈ R3p×12 mit
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AT =

x1W 0 0 x
2
W · · · xpW 0 0
y1W 0 0 y
2
W · · · ypW 0 0
z1W 0 0 z
2
W · · · zpW 0 0
1 0 0 1 · · · 1 0 0
0 x1W 0 0 · · · 0 xpW 0
0 y1W 0 0 · · · 0 ypW 0
0 z1W 0 0 · · · 0 zpW 0
0 1 0 0 · · · 0 1 0
0 0 x1W 0 · · · 0 0 xpW
0 0 y1W 0 · · · 0 0 ypW
0 0 z1W 0 · · · 0 0 zpW
0 0 1 0 · · · 0 0 1

(6.3)
und dem Vektor bT = (x1D, y1D, z1D, x2D, . . . , z
p
D), b ∈ R3p erzeugt. Unter anderem wird
in [Golub 89] beschrieben, wie das ¤uberbestimmte lineare Gleichungssystem Ax = b
durch eine QR-Zerlegung gel¤ost werden kann und neun Komponenten des Ergebnisses
x = (x1, x2, . . . , x12) die vorl¤auge L¤osung R′ mit
R′ =
 x1 x2 x3x5 x6 x7
x9 x10 x11
 (6.4)
formen. Die Matrix R′ ist keine Rotationsmatrix, da sie im Allgemeinen nicht orthonor-
mal ist. Die eigentliche RotationsmatrixR erh¤alt man wiederum durch eine Singul¤arwert-
zerlegung von R′. Die Translation T = (x4, x8, x12)T wird aus den drei verbleibenden
Komponenten erzeugt. Diese Translation T und die Rotation R werden als Initialwert
f¤ur die Optimierung mit der LM-Methode mit Residuum aus Gleichung (6.1) als Kos-
tenfunktion verwendet. Die daraus resultierende Translation T und Rotation R sind das
Endergebnis.
Lassen sich die Korrespondenzen (X iW , X iD) nicht ohne weiteres aus vorhergehenden
Konstellationen oder geometrischen Bedingungen bestimmen, muss mit mehreren ver-
schiedenen Mengen von Korrespondenzen optimiert werden oder eine Optimierung vorab
durchgef¤uhrt werden, die die Korrespondenzen bestimmt.
Existieren die Korrespondenzen zwischen den initialen Punkten und den aktuell ge-
trackten Punkten, und wurde eine Transformation zwischen diesen bestimmt, so l¤asst sich
auch eine Deformation des dynamischen Fl¤achenmodells bestimmen. Dabei k¤onnen unter
anderem die bei der Optimierung f¤ur die Transformation ermittelten Residuen zwischen
den korrespondierenden Punkten verwendet werden.
6.4 Kombination starrer und dynamischer Modelle
In der bisherigen Betrachtung der verschiedenen starren und dynamischen Modelltypen
wurden diese weitestgehend nur getrennt voneinander behandelt. In diesem Abschnitt soll
daher n¤aher diskutiert werden, welche Arten von Modellen sich innerhalb eines Tracking-
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systems sinnvoll und zuverl¤assig kombinieren lassen. Die meisten existierenden Tracking-
systeme beschr¤anken sich auf einen Modelltyp.
Die innerhalb dieser Arbeit pr¤asentierten Modelle eignen sich unterschiedlich gut zur
Nutzung mit mehreren Modellen des eigenen Typs oder in Kombination mit anderen Mo-
delltypen. Die Tabelle 6.1 zeigt eine Bewertung, ob sich bestimmte Modelltypen gut kom-
binieren lassen, daf¤ur eher bedingt geeignet oder ungeeignet sind. Dabei h¤angt die Eig-
nung zum einen von den Gegebenheiten der speziellen Anwendung ab und zum anderen
davon, ob diese Kombination ¤uberhaupt sinnvoll ist oder ob eine andere Kombination von
Modellen grunds¤atzlich sinnvoller ist.
starre Modelle dynamische Modelle
Modelltyp S1 S2 S3 DGP DGK DF
S1 ◦
S2 + +
S3 + ◦ +
DGP + ◦ + +
DGK - - + - -
DF - - + - - -
Tabelle 6.1. Sinnvolle Kombinationsm ¤oglichkeit verschiedener Modelle f ¤ur die Verfol›
gung von Objekten. Dabei steht S1 f ¤ur einzelne Marker, S2 f ¤ur Zweipunktmodelle, S3
f ¤ur Multipunktmodelle, DGP f ¤ur dynamische Gruppenmodelle, DGK f ¤ur dynamische
Gelenkmodelle und DF f ¤ur dynamische Fl¤achenmodelle. Eine gut umzusetzende und
sinnvolle Kombination wird mit + markiert, eine umsetzbare, aber eher ungeeignete
Kombination mit ◦ und eine ungeeignete Kombination mit−.
Dem Eintrag in der Tabelle entsprechend lassen sich zwei einzelne Marker nur mit
sehr selten auftretenden Verdeckungen verfolgen, da sie eben nicht unterscheidbar sind
und deshalb insbesondere bei einer gleichzeitigen Verdeckung der beiden Marker danach
kaum mehr identiziert werden k¤onnen. Der wesentlich sinnvollere Ansatz, um nur die
jeweilige Position von zwei verschiedenen Objekten zu erfassen, ist die Verwendung von
zwei Zweipunktmodellen (siehe beispielsweise Abschnitt 8.3) oder gar zwei Multipunkt-
modellen (siehe beispielsweise Abschnitt 8.1), die sich jeweils problemlos miteinander
kombinieren lassen. Einpunktmodelle lassen sich ansonsten sinnvoll mit Zwei- und Mul-
tipunktmodellen, beziehungsweise dynamischen Gruppenmodellen, kombinieren, da die-
se Modelle identiziert werden k¤onnen und daraus auf den einzelnen Marker geschlossen
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werden kann. Im VR-Bereich wird teilweise nur ein einzelner Marker zur Erfassung einer
Kopfposition verwendet und ein anderer Modelltyp f¤ur eine direkte und indirekte Interak-
tion mit der Hand. Eine Kombination der Verfolgung eines einzelnen Markers mit einem
dynamischen Gelenkmodell ist im Allgemeinen ungeeignet, da sich bei Gelenkmodellen
einzelne Punkte schlecht identizieren lassen.
Eine Kombination von Zweipunktmodellen mit Multipunktmodellen ist m¤oglich, aller-
dings meist wohl eher ausschließlich durch Zweipunktmodelle oder ausschließlich durch
Multipunktmodelle umsetzbar. Dahingegen ist die Kombination von dynamischen Grup-
penmodellen und Multipunktmodellen relativ problemlos, da die Multipunktmodelle sehr
gut identiziert werden k¤onnen. Sinnvoll ist diese Kombination beispielsweise, um die
Verfolgung und Erkennung dynamischer Handgesten mit der Verfolgung fester K¤orper
zu kombinieren. Die Kombination von Multipunktmodellen mit Gelenkmodellen ist un-
ter Umst¤anden sinnvoll, um beispielsweise K¤orperteile und den Kopf des Benutzers mit
einer Kappe, auf der ein festes Modell angebracht ist, zu verfolgen. Allerdings ist bei
Gelenkmodellen eine Kombination mit anderen Modellen in vielen F¤allen problematisch,
da sie meist auf spezielle Situationen zugeschnitten sind und durch andere Modelle stark
gest¤ort werden k¤onnen. Daher ist auch in den meisten F¤allen eine Kombination von zwei
dynamischen Gelenkmodellen ungeeignet. Im Gegensatz dazu ist die Kombination aus
zwei dynamischen Gruppenmodellen, wie in Abschnitt 6.1.3 beschrieben, weitestgehend
unproblematisch und sinnvoll.
Dynamische Fl¤achenmodelle sind insgesamt relativ ungeeignet f¤ur die Kombination
mit anderen Modelltypen. Ausnahmen bilden hier wieder die Multipunktmodelle. Im me-
dizinischen Kontext besteht ein sinnvolles Szenario aus der Verfolgung der Patienteno-
ber¤ache durch ein dynamisches Fl¤achenmodell mit gleichzeitiger Verfolgung eines me-
dizinischen Instruments durch ein Multipunktmodell.
In der dieser Arbeit zugrunde liegenden Implementierung ist eine Kombination aus
der Verfolgung eines einzelnen Markers (S1), von Multipunktmodellen (S3) und dynami-
schen Gruppenmodellen (DGP) umgesetzt. Dabei ist der Ablauf f¤ur die Erkennung der
verschiedenen Modelle wie folgt:
1. Die Menge XW = {X1W , . . . , XmW} der rekonstruierten 3D-Punkte wird aus den
2D-Bildpunkten erzeugt und mit einem Identikationsindex versehen.
2. Daraufhin wird versucht, die vorgegebenen Multipunktmodelle zu detektieren. Je-
der 3D-Punkt X iW , der einem Multipunktmodell zugeordnet werden konnte, erh¤alt
den Klassikationsindex des entsprechenden Modells. Bereits klassizierte Punkte
werden f¤ur die Erkennung weiterer Modelle nicht ber¤ucksichtigt.
3. Auf Basis der verbleibenden, also nicht klassizierten, 3D-Punkte wird versucht,
dynamische Gruppenmodelle zu detektieren. Jeder 3D-Punkt X iW , der einem dy-
namischen Gruppenmodell zugeordnet werden konnte, erh¤alt den Klassikations-
index des entsprechenden Modells. Auch diese klassizierten Punkte werden f¤ur
die Erkennung weiterer Modelle nicht ber¤ucksichtigt. F¤ur spezielle Anwendungen,
wie die in Abschnitt 6.1.3 beschriebene zweih¤andige Interaktion, kann innerhalb
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dieses Schritts eine besondere Verarbeitung der dynamischen Gruppenmodelle un-
tereinander erforderlich sein. Die Identikationsindizes der 3D-Punkte k¤onnen f¤ur
die Verfolgung ber¤ucksichtigt werden.
4. Zuletzt wird die Erkennung eines einzelnen Markers auf den nicht bereits klas-
sizierten 3D-Punkten durchgef¤uhrt. Der Identikationsindex der 3D-Punkte, die
letzte Position sowie weitere Randbedingungen bez¤uglich der Positionierung sind
weitere Kriterien f¤ur die eindeutige Identikation.
Insgesamt gilt, dass sich insbesondere die Multipunktmodelle mit anderen Modelltypen
gut kombinieren lassen, da diese sehr gut identiziert werden k¤onnen.
6.5 Zusammenfassung
Dynamische Modelle bestehen aus einer Menge von Markern, aber im Gegensatz zu
den starren Modellen sind diese nicht fest zueinander positioniert. Daher kann ein dy-
namisches Modell auch nicht wie ein Multipunktmodell durch die Koordinaten von 3D-
Punkten beschrieben werden. Die dynamischen Modelle werden hier in drei verschiedene
Kategorien unterteilt: Gruppenmodelle, Gelenkmodelle und Fl¤achenmodelle.
Bei der Verfolgung von Gruppenmodellen wird vor der eigentlichen Erkennung eines
Modells eine Gruppierung aller rekonstruierten Punkte vorgenommen. Insbesondere f¤ur
die direkte Interaktion mit den H¤anden sind Gruppenmodelle geeignet. Ein Algorithmus
f¤ur eine zweih¤andige Interaktion mit einer speziellen Zeigegeste wurde pr¤asentiert.
Bei Gelenkmodellen ist die Gruppierung von Punkten als erster Verarbeitungsschritt
nicht sinnvoll, da diese im Allgemeinen nicht an einer Stelle geh¤auft sind. Gelenkmodelle
werden typischerweise zur Verfolgung der menschlichen Gliedmaßen verwendet. Gelenk-
beziehungsweise Roboterarme stellen einen weiteren sinnvollen Anwendungsbereich dar.
Dynamische Fl¤achenmodelle sind insbesondere im medizinischen Kontext sinnvoll, um
beispielsweise die mit Markern best¤uckte Ober¤ache eines Patienten zu rekonstruieren
und vor allem deren Ver¤anderungen zu verfolgen.
In einigen Anwendungen ist es außerdem von Interesse, verschiedene Typen von Mo-
dellen kombinieren zu k¤onnen. Ein Schema, welche Modelltypen sinnvoll miteinander
kombiniert werden k¤onnen, bendet sich am Ende dieses Kapitels.
Kapitel 7
Filterung und Pr¤adiktion
Dieses Kapitel besch¤aftigt sich mit Filterung und Pr¤adiktion der Trackingergebnisse, die
in dieser Arbeit aus Rotationen und Translationen bestehen. In vorausgegangenen Kapi-
teln wurde auf die Pr¤adiktion von Translationen beziehungsweise Punkten hingewiesen,
wobei diese dort nicht n¤aher beschrieben wurde oder im Fall der Pr¤adiktion vereinfachend
auf den letzten Wert zur¤uckgegriffen wurde. Um die grunds¤atzlich verwendeten Techni-
ken f¤ur Filterung und Pr¤adiktion nicht mehrfach zu erl¤autern, sind sie in diesem Kapitel
zusammengefasst.
F¤ur Filterung und Pr¤adiktion stehen unterschiedliche, bekannte Methoden zur Verf¤u-
gung, die Vor- und Nachteile, wie schw¤acheres oder st¤arkeres Rauschen und geringere
oder h¤ohere Latenz, mit sich bringen. Von den in dieser Arbeit ber¤ucksichtigten Metho-
den wird die Verwendungsweise in den folgenden Abschnitten kurz erl¤autert. Grundle-
gende und weiterf¤uhrende Literatur ndet sich unter anderem in [Zikan 94a], [Zikan 94b],
[Welch 95] und [Azuma 97]. Analog zu der in Abschnitt 4.3.3 beschriebenen Problema-
tik f¤ur Trackingstrategien, nicht alle positiven Aspekte gleichzeitig erreichen zu k¤onnen,
verh¤alt es sich auch bei den Zielen, die Transformationen m¤oglichst genau, rauschfrei
und ohne Latenz auszugeben und bei Bewegungen eine im mathematischen Sinne glatte
(

nicht kantige) Ausgabe zu erzeugen.
Im Fall einer VR-Applikation, in der vor allem langsame Bewegungen verfolgt wer-
den, wie beispielsweise bei der Verfolgung von medizinischen Instrumenten, ist der Ef-
fekt einer Transformationsvorhersage durch Pr¤adiktion weniger wichtig, als pr¤azise und
m¤oglichst rauschfreie Angaben ¤uber eine aktuelle, nahezu statische Transformation. Auch
eine gewisse Latenz durch die Filterung ist in einem solchen Fall akzeptabel. Dahingegen
erfordern VR-Applikationen mit schnelleren Bewegungen eine geringe Latenz, wobei ein
gewisses Rauschen und eine etwas h¤ohere Ungenauigkeit bei der Wiedergabe durch ein
Renderingsystem kaum auffallen.
Im Folgenden wird angenommen, dass n Messergebnisse in Listen (Queues) einer vor-
denierten maximalen L¤ange nmax vorliegen. Dabei werden Vektoren (oder je nach Zu-
sammenhang Punkte) mit Ti ∈ R3 und Rotationen mit Ri bezeichnet, wobei die Rotatio-
nen auf verschiedene Arten dargestellt werden k¤onnen, siehe Anhang A. Die indizierten
Variablen Tn+1 undRn+1 beschreiben, dass es sich um den jeweils neuesten Wert handelt.
Je kleiner der Index, um so ¤alter ist die Transformation.
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7.1 Mittelung und Lineare Pra¨diktion








der letzten n gespeicherten Vektoren. Das Mittel ist sehr einfach und schnell zu berechnen
und unterdr¤uckt ein Rauschen sehr stark, sodass Positionen, die durch Messungen, die an
einer festen Stelle betrachtet werden, auch pr¤azise im Rahmen der Messgenauigkeit des
Trackingsystems ermittelt werden k¤onnen. Allerdings verursacht dieses Vorgehen auch
eine große Latenz, die vor allem bei schnelleren Bewegungen auff¤allt. Bei einer Mit-
telung der Messungen aus den n letzten Frames kann die Mittelung das Erreichen der
tats¤achlichen Position um n− 1 Frames verz¤ogern (wenn man ein Objekt nach einer Be-
wegung fest positioniert und dann wartet, bis der konstante Messwert erreicht wird). Bei
einer Updaterate von 50Hz und n = 3 entspricht dies also schon 40 Millisekunden.
Die Bestimmung eines solchen Mittels R¯ f¤ur Rotationen ist nicht auf dieselbe einfache
Art wie bei Translationen m¤oglich. Summiert man die letzten n Rotationen in Matrixform
auf, so l¤asst sich die resultierende Matrix nat¤urlich ohne weiteres durch die Anzahl der
Matrizen Teilen. Das Problem ist, dass diese so gemittelte Matrix im Allgemeinen nicht
mehr die Eigenschaften einer Rotationsmatrix besitzt. Daher muss die zu dieser Matrix
n¤achste Rotationsmatrix gefunden werden oder ein ganz anderer Ansatz verfolgt werden.
Abschnitt 7.1.1 zeigt verschiedene Vorgehensweisen auf.
W¤ahrend die Bildung des arithmetischen Mittels also zumindest f¤ur die Translation eine
vergleichsweise einfache Methode zur Filterung der Transformationen ist, steht auf ¤ahn-
liche Art und Weise die lineare Pr¤adiktion zur Absch¤atzung der n¤achsten Transformation
zur Verf¤ugung. W¤ahrend bei vielen Trackingsystemen f¤ur Filterung und Pr¤adiktion der
Kalman Filter, siehe Abschnitt 7.2, verwendet wird, wird unter anderem in [Zikan 94a],
[Zikan 94b] berichtet, dass die Lineare Pr¤adiktion in bestimmten F¤allen bessere Ergeb-
nisse liefert.









j!(k − j)! (7.2)




+ Tn − Tn−1︸ ︷︷ ︸
Geschwindigkeit
= 2Tn − Tn−1 (7.3)
und als Linearer Pr¤adiktor zweiter Ordnung
124 KAPITEL 7. FILTERUNG UND PR ¤ADIKTION
Tn+1 = Tn︸︷︷︸
Position













F¤ur Rotationen ist diese Art der Pr¤adiktion auf Basis der gewichteten Summierung von
Rotationen wesentlich problematischer. In [Auer 00] wird dies aufgegriffen und als pr¤adi-




angegeben. F¤ur die pr¤adizierte Rotation zweiter Ordnung ergeben sich auf diese Weise
allerdings bereits zwei m¤ogliche L¤osungen. Im Abschnitt 7.1.1 werden neben Ans¤atzen
zur reinen Mittelung von Rotation auch solche zu deren Linearkombination pr¤asentiert.
Mit der M¤oglichkeit, Linearkombinationen von Rotationen zu bilden, lassen sich auch die
Ans¤atze der linearen Pr¤adiktion vergleichsweise einfach auf Rotationen ¤ubertragen.
Im Gegensatz zur arithmetischen Mittelung reduziert die lineare Pr¤adiktion die Latenz,
zumindest bei einer Bewegung ohne starke Richtungsver¤anderungen. Nachteil ist daf¤ur
ein zunehmendes Rauschen an festen Positionen und gr¤oßere Fehler bei Richtungs¤ande-
rungen. In [Auer 00] wird zur Reduktion des Rauschen bei der Pr¤adiktion vorgeschla-
gen, statt des aktuellen Geschwindigkeitsvektors das arithmetische Mittel der letzten Ge-
schwindigkeitsvektoren zu verwenden. F¤ur die lineare Pr¤adiktion erster Ordnung bedeutet
dies statt der Gleichung (7.3)
Tn+1 = Tn +















zu verwenden, hier mit einer Mittelung der letzten drei Geschwindigkeitsvektoren aus-
gedr¤uckt. Diese Mittelung erh¤oht allerdings die Tr¤agheit bei einem Richtungswechsel,
sodass in dieser Arbeit ein anderer Ansatz vorgeschlagen wird. Die ¤Uberlegungen f¤ur den
folgenden Filter besteht aus zwei Feststellungen:
 Die Bildung des arithmetischen Mittels reduziert bei geringen Bewegungen, oder
wenn das zu verfolgende Objekt fest steht, das Rauschen der Messungen, was in
diesen F¤allen am wichtigsten ist. Eine Pr¤adiktion hat wenig oder negativen Effekt.
 Bei Bewegungen, zumindest solchen ohne schnelle Richtungswechsel, ist eine Pr¤a-
diktion sinnvoll.
Daher bietet es sich an, die beiden Techniken wie in [Zachmann 00] vorgeschlagen zu
kombinieren und in Abh¤angigkeit der aktuellen Geschwindigkeit und unter Umst¤
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der Richtungsver¤anderung zu nutzen. Sei vn = Tn − Tn−1, der aktuelle Richtungsvek-
tor mit der Geschwindigkeit sn = |vn| und slimit ein vorab festgelegter Grenzwert, so
wird bei sn ≤ slimit gemittelt und bei sn > slimit pr¤adiziert. Unterscheidet sich vn in
der Richtung sehr stark von vn−1 (zum Beispiel wenn der Winkel zwischen den beiden
Vektoren einen gewissen Wert ¤uberschreitet), so kann die Pr¤adiktion ausgesetzt werden.
Um bei den Geschwindigkeiten um slimit den ¤Ubergang von der einen Technik zur an-
deren weniger extrem zu gestalten, k¤onnen beide Methoden gleichzeitig mit einer von sn
abh¤angigen Gewichtung angewendet werden. Ein solcher Ansatz ¤ahnelt den bekannten
Pr¤adiktor-Korrektor Methoden, beispielsweise dem Kalman Filter, der in Abschnitt 7.2
behandelt wird.
7.1.1 Mittelung von Rotationen
W¤ahrend sich Vektoren sehr einfach beispielsweise durch das arithmetische Mittel mit-
teln lassen, stellt sich dies f¤ur Rotationen komplizierter da. Eine arithmetische Mittelung
von Rotationsmatrizen hat im Allgemeinen zur Folge, dass die gemittelte Matrix RM
keine Rotationsmatrix mehr ist, also RM 6∈ SO3. Eine Beschreibung der verschiedenen
Darstellungsformen von Rotationen bendet sich in Anhang A.
In [Curtis 93] wird dargestellt, wie sich eine sinnvoll gemittelte Rotation RM aus zwei
Rotationen R1 und R2 berechnen l¤asst, wobei
RM = XY und XDY = R1 +R2 (7.7)
eine SVD der Summe der beiden RotationsmatrizenR1 und R2 ist. Außerdem gilt f¤ur die










wobei λ = |q1 + q2| und µ = |q1 − q2| ist. Die Mittelung von n ≥ 2 Rotationen l¤asst sich
ebenso durch eine Aufsummierung RS =
∑n
i=1 Ri der Rotationsmatrizen und der an-
schließenden Anwendung einer SVD auf RS bestimmen. Die SVD bestimmt dabei die zu
RS n¤achste Rotationsmatrix im Sinne der Frobenius Norm. Der Ansatz mit den Quaterni-
on l¤asst sich allerdings nicht ohne weiteres auf n ≥ 2 zu mittelnde Rotationen ¤ubertragen.
Ist neben der Mittelung von Rotationen auch insbesondere die Interpolation von Ro-
tationen von Interesse, bieten sich weitere Methoden an. Verschiedene Ans¤atze mit Be-
zierkurven und Splines, die unter anderem in [Shoemake 85] und [Belta 02] beschrieben
sind, existieren. In [Belta 02] wird dabei zur Erzeugung gleichm¤aßiger Trajektorien f¤ur
sich bewegende feste K¤orper eine SVD-basierte Projektion f¤ur die Interpolation auf der







genutzt, wobei A als Blockmatrix zu verstehen ist mit R einer Rotationsmatrix und T
einem Translationsvektor. Die Menge aller solcher Matrizen A beschreibt die Bewegun-
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gen fester K¤orper und kann alternativ zur getrennten Betrachtung vonR und T verwendet
werden.
Weitere Ans¤atze, die die Eigenschaften von Lie-Algebren zur Interpolation von Trans-
formationen nutzen, nden sich in [Alexa 02] und [Govindu 04], wobei in [Alexa 02]
insbesondere die daraus entstehenden M¤oglichkeiten zur Linearkombination von Trans-
formationen hervorgehoben werden. Denitionen verschiedener invarianter Notationen
f¤ur mittlere oder durchschnittliche Rotationen nden sich in [Moakher 02].
7.2 Kalman Filter
Eine in vielen Bereichen wie Signalverarbeitung, Spracherkennung und Computer Visi-
on weit verbreitete Methode zur Filterung von Daten ist das Kalman Filter [Kalman 60].
Das Kalman Filter ist ein rekursiver Kleinste-Fehlerquadrate-Algorithmus, dessen Zweck
es ist, den Zustand eines Systems durch Messungen, die zuf¤allig verteilte Fehler besitzen,
zu sch¤atzen. F¤ur den Computer Vision Bereich ist [Welch 95] eine gute Einf¤uhrung in
dieses Thema. Typisch sind unter anderem die Filterung von Kopfpositionen [Jung 00],
[Cordea 01] und hybrides Tracking [Ribo 03] oder allgemein der Versuch, dynamische
Fehler beim Tracking zu reduzieren [Azuma 97]. Dabei wird meist das Extended Kal-
man Filter (EKF) verwendet, da dieses nicht-lineare Prozesse der zu sch¤atzenden, sich
ver¤andernden Zust¤ande zul¤asst.
Das Kalman Filter sch¤atzt einen Prozess in einem Verfahren aus zwei Schritten:
 Das Filter sch¤atzt den Prozesszustand zu einen gewissen Zeitpunkt (Pr¤adiktion).
Die daf¤ur notwendigen Gleichungen werden als ,,Time Update Gleichungen zu-
sammengefasst. Durch sie wird unter anderem eine a priori-Sch¤atzung f¤ur den
n¤achsten Schritt bestimmt.
 Daraufhin erh¤alt das Filter eine neue Messung, die im Allgemeinen zumindest
etwas verrauscht ist. Mit den an dieser Stelle verwendeten ,,Measurement Upda-
te Gleichungen wird zusammen mit der a priori-Sch¤atzung unter anderem eine a
posteriori-Sch¤atzung berechnet (Korrektur).
Abbildung 7.1 zeigt eine Skizze dieses Verfahrens. Die Prozesse, f¤ur die das Kalman
Filter in dieser Arbeit vorgesehen sind, sind die Filterungen von Translationen und Ro-
tationen. In Abh¤angigkeit des zu lternden Prozesses k¤onnen in einfachen F¤allen Zu-
stand und Messung auch identisch sein. Die Filterung der Translation l¤asst sich beispiels-
weise so implementieren, dass der Zustand sk = (xk, yk, zk)T mit der Messung mk =
(xk, yk, zk)
T identisch ist, der Zustand selbst ist also ebenfalls eine Translation. Bei einer
weiteren sinnvollen Implementierung umfasst der Zustand sk = (xk, yk, zk, vxk, vyk, vzk)T
zus¤atzlich noch den aktuellen Geschwindigkeitsvektor. Im ersten Fall ist als Ergebnis der
Filterung bei Bewegungen eine Latenz zu erwarten, beim Verharren an einer festen Posi-
tion jedoch wenig Rauschen, ¤ahnlich wie bei der reinen arithmetischen Mittelung in Ab-
schnitt 7.1. Im zweiten Fall ist als Ergebnis der Filterung bei Bewegungen eine deutlich
geringere Latenz zu erwarten, beim Verharren an einer festen Position allerdings mehr













Abbildung 7.1. Der Kreislauf des Kalman Filters zur Filterung von Rotationen und
Translationen.
Rauschen, ¤ahnlich zur Beobachtung bei der Linearen Pr¤adiktion in Abschnitt 7.1, siehe
[Welch 01].
Bei den fehlerbehafteten Messungen wird davon ausgegangen, dass sich der Fehler
ausschließlich durch zuf¤alliges, unabh¤angiges, normalverteiltes weißes Rauschen model-
lieren l¤asst. Insbesondere ist also das Rauschen zu einem Zeitpunkt k unabh¤angig vom
Rauschen zum Zeitpunkt k − 1.
In [Dorfm¤uller-Ulhaas 03] werden die gesch¤atzten Transformationsparameter des EKF
außer f¤ur die Filterung der Transformationen auch als Input f¤ur die Segmentierung ver-
wendet. Eine im Raum pr¤adizierte Transformation wird also auf 3D-Punkte angewen-
det, die wiederum auf die 2D-Kameraebenen projiziert werden, um dort einen Anhalts-
punkt f¤ur die Segmentierung im n¤achsten Schritt zu liefern. Dieses Vorgehen erlaubt unter
Umst¤anden eine schnellere Segmentierung und eine Hilfe beim L¤osen des Korrespon-
denzproblems zur Vermeidung falscher Triangulierungen im n¤achsten Schritt, siehe Ab-
schnitt 3.4.3.
Insgesamt ist das Kalman Filter eine sinnvolle Methode zur Filterung und Pr¤adiktion
der Transformationen, hat allerdings auch die Probleme anderer Methoden, dass es nicht
f¤ur jede Situation automatisch die beste L¤osung liefert, insbesondere bei den Gegens¤atzen
schneller Bewegungen und Stillstand.
7.3 Nachfu¨hrung der Transformation
Abgesehen von m¤oglichst geringem Rauschen bei festen Positionen und einer m¤oglichst
geringen Latenz bei Bewegungen, gibt es noch weitere Eigenschaften, die eine Filterung
in Abh¤angigkeit der Anwendung besitzen sollte. Eines dieser Ziele resultiert aus dem, bei
optischen Trackingsystemen typischen, Auftreten von Verdeckung. Vorausgesetzt ist, dass
ein zu verfolgendes Objekt nach einer Verdeckungsphase wieder identiziert wird, was
bei den Zwei- und Multipunktmodellen im Allgemeinen kein Problem darstellt. W¤ahrend
der Verdeckungsphase ist die Transformation des Objekts konstant geblieben oder w¤urde
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beispielsweise anhand der letzten Geschwindigkeit und Richtung weitergef¤uhrt. In beiden
F¤allen entsteht im Allgemeinen ein Sprung in den Messungen, sobald das Objekt wieder
verfolgt wird, oder eine sehr langsame Korrektur der Messungen, falsch stark geltert
wird.
In Anwendungen, in denen es nur auf aktuelle Genauigkeit ankommt und nicht auf eine
glatte Bewegung, kann dieser Sprung vernachl¤assigt werden. Immer dann, wenn Bewe-
gungsabl¤aufe stetig und glatt wirken sollen, muss in solchen Situation geltert werden.
Eine M¤oglichkeit besteht darin, beispielsweise ein Kalman Filter, siehe Abschnitt 7.2, zu
verwenden, das entsprechend eingestellt wird. Allerdings bietet sich auch eine wesentlich
einfachere Methode an.
Sei T die aktuell ermittelte Transformation und Talt die letzte ausgegebene Transfor-
mation. Um einen Sprung zu vermeiden wird nicht T ausgegeben, sondern ein
Tneu = w · T + (1− w) · Talt, (7.10)
wobei w ∈ [0, 1] ein Gewichtungsparameter ist. W¤ahlt man w = 1
2
konstant, entspricht
dies einfach einer arithmetischen Mittelung. Wirdw jedoch dynamisch ver¤andert, ergeben
sich andere Effekte. Setzt man w nach einer Phase der Verdeckung sehr gering an, zum
Beispiel w = 1
10
und steigert diesen Wert in den folgenden Frames kontinuierlich bis
w = 1 erreicht wird, so hat man den Effekt, dass sich das Objekt von der Position vor
der Verdeckung immer schneller auf die aktuelle Position zu bewegt, die dabei auch noch
ver¤andert werden kann. Entsprechendes gilt f¤ur Rotationen, allerdings mit mehr Aufwand,
siehe Abschnitt 7.1.1.
7.4 Zusammenfassung
In diesem Kapitel sind verschiedene Methoden zur Filterung und Pr¤adiktion der in den
vorausgeganenen Kapiteln beschriebenen Trackingergebnissen zusammengefasst. Da bei
Mixed Reality-Anwendungen h¤aug eine ruhige und stabile Ausgabe von Transforma-
tionen wichtiger ist als die bestm¤ogliche Pr¤azision der Trackingergebnisse, bieten sich
verschiedene Verfahren an, die hier vorgestellt wurden. Dies sind unter anderem die ein-
fache Mittelung, die Lineare Pr¤adiktion und der Kalman Filter.
W¤ahrend sich (gewichtete) Mittel von Translationen einfach bilden lassen, ist das Vor-
gehen bei Rotationen weniger intuitiv. Verschiedene Methoden zur Mittelung von Rota-
tionen wurden daher kurz vorgestellt.
In einigen Anwendungen ist es außerdem f¤ur den Anwender angenehmer, wenn selbst
nach einem tempor¤aren Verlust eines Objekts durch das Trackingsystem dessen virtuelle
Darstellung keine sofortige ¤Anderung der Transformation bei der Wiedererkennung des




In diesem Kapitel werden Anwendungen beschrieben, in denen die Trackingverfahren aus
dieser Arbeit Verwendung gefunden haben, beziehungsweise f¤ur die einzelne Aspekte er-
arbeitet und implementiert wurden. Die in den Abschnitten 8.1 und 8.2 beschriebenen
Anwendungen machen dabei von den in Abschnitt 4.3 beschriebenen Multipunktmodel-
len Gebrauch. In Abschnitt 8.1 wird außerdem auf den Anlernalgorithmus aus Kapitel
5 zur¤uckgegriffen. In Abschnitt 8.3 ist eine Anwendung der Zweipunktmodelle f¤ur eine
gr¤oßere Anzahl von Benutzern beschrieben.
8.1 MEDARPA - MEDical Augmented Reality for PAtients
Begleitend zum medizinisch ausgerichteten AR-Projekt MEDARPA (MEDical Augment-
ed Reality for PAtients) [Schwald 02b], [Schnaider 03], [Schwald 04d], [Schwald 04e]
wurden verschiedene Schwerpunkte dieser Arbeit erschlossen und entsprechend umge-
setzt. Dabei handelt es sich um die Weiterentwicklung der Multipunktmodelle aus Ab-
schnitt 4.3 und deren automatisches Anlernen aus Kapitel 5. MEDARPA wurde von der




Die Zielstellung des Projekts MEDARPA war es, minimal-invasive Operationstech-
niken durch AR-Technologie zu unterst¤utzen. Minimal-invasiv bedeutet, dass nur durch
kleine ¤Offnungen am Patientenk¤orper operiert wird, statt dem K¤orper große Inzisionen zu-
zuf¤ugen. W¤ahrend die in den letzten Jahren zunehmend akzeptierten minimal-invasiven
Methoden klare Vorteile f¤ur den Patienten bedeuten, zum Beispiel ein vermindertes Trau-
ma nach dem Eingriff, schnellere Erholung nach der Operation und bessere kosmetische
Resultate, haben sie auch einen großen Nachteil: die beschr¤ankte Sicht des Arztes auf
den Bereich der Intervention, da in den K¤orper des Patienten nur durch kleine Zug¤ange
vorgedrungen wird. Die Verwendung von AR bietet dabei die M¤oglichkeit, das Problem
der beschr¤ankten Sicht zu reduzieren. Abbildung 8.1 zeigt einen Testaufbau des Systems
in einer klinischen Umgebung. Die drei klinischen Szenarien, f¤ur die das MEDARPA-
System entwickelt wurde, sind:
 Herzchirurgie: Unterst¤utzung bei der Suche nach einer optimalen Port-Platzierung
f¤ur einen total endoskopischen Koronararterien Bypass (TECAB).
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Abbildung 8.1. MEDARPA›System bei einem Testaufbau in einem Operationssaal des
Frankfurter Klinikums.
 Bronchoskopie: Bronchoskopische Punktion verd¤achtiger Regionen.
 Brachietherapie: Assistenz f¤ur die Navigation von Brachietherapie-Kathetern im
Patienteninneren. Brachietherapie ist eine Bestrahlung ganz nah an oder innerhalb
von Tumoren.
Zahlreiche AR-Anwendungen nutzen Head Mounted Displays um eine erweiterte Sicht
f¤ur den Benutzer zu erm¤oglichen. Da dies die Sicht des Arztes auf den Patienten aber
aufgrund eines eingeschr¤ankten Sichtfelds und unzureichender Transparenz deutlich ver-
schlechtert, wurde in MEDARPA ein transparentes Display als Ausgabeger¤at entwickelt.
Dieses, an einem Gelenkarm befestigte AR-Fenster, bereits in Abbildung 5.2 dargestellt,
kann w¤ahrend der Intervention einfach ¤uber den Patienten geschwenkt oder wieder aus
dem Operationsbereich entfernt werden.
Alle Komponenten dieses Systems sind an einem Trolley angebracht, an dem sich auch
der Gelenkarm mit dem Display bendet, siehe Abbildung 8.2. Die Sicht des operieren-
den Arztes auf den Patienten wird durch ein vorab mit einem Computertomographen (CT)
aufgenommenes 3D-Modell des Patienteninneren, sowie zus¤atzliche virtuelle Informatio-
nen, wie eine virtuelle Verl¤angerung eines Instruments, erweitert. Um diese Informatio-
nen r¤aumlich korrekt in Bezug auf den Patienten darstellen zu k¤onnen, m¤ussen Positi-
on und Orientierung des Patienten, des Instrumentes, des Displays und die Augenposi-
tion des Arztes kontinuierlich in Echtzeit bestimmt werden. Diese Aufgaben ¤ubernimmt
ein hybrides Trackingsystem, bestehend aus einem kommerziellen elektromagnetischen
Subsystem und dem auf dieser Arbeit basierenden optischen Trackingsystem. Die Ver-
wendung der beiden Subsysteme erlaubt es, die unterschiedlichen St¤arken der Systeme -
Kabellosigkeit des optischen Trackings und keine Verdeckungsproblematik des elektro-
magnetischen Trackings - zu nutzen.
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Abbildung 8.2. Die f ¤ur das Infrarottracking relevanten Bestandteile des MEDARPA
Systems.
Das optische Trackingsystem basiert auf einem Zweikamerasystem mit Infrarotltern,
das, wie in Abbildung 8.2 ersichtlich, auf zwei Armen am Trolley befestigt ist. Optisch
verfolgt werden eine Augenposition des Arztes sowie das Display. Eine mechanische Ver-
folgung des Displays durch Messger¤ate in den Gelenken des Gelenkarms w¤are m¤oglich,
aber in der erforderlichen Qualit¤at und Genauigkeit sehr schwierig umzusetzen. In das
Geh¤ause des Displays sind sieben Infrarotdioden eingelassen, auf einem Brillengestell,
das zur Bestimmung einer Position der Augen des Arztes dient, sind vier weitere Di-
oden befestigt, siehe Abbildung 4.11. Die Infrarotdioden fungieren als aktive Marker und
machen das Trackingsystem weniger anf¤allig gegen ung¤unstige Lichtverh¤altnisse in der
Umgebung des Systems, als bei einem Ansatz mit passiven Markern. Da die verwende-
ten Infrarotdioden einen Abstrahlwinkel von immerhin ca. 90◦ haben, allerdings nicht
rundum gleichm¤aßig abstrahlen k¤onnen, sind sie in unterschiedlichen Neigungen ange-
bracht, sodass das Multipunktmodell insgesamt besser zu verfolgen ist. Das Anlernen des
Multipunktmodells auf dem Display ist ausf¤uhrlich in Abschnitt 5.2 beschrieben. Das ka-
librierte optische Trackingsystem weist in dem Interaktionsvolumen von 1, 5 m ×0, 8 m
×1, 0 m eine statische Positionsgenauigkeit von ≈ 1, 0 mm auf.
Das elektromagnetische Tracking wird f¤ur die Verfolgung medizinischer Instrumente
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eingesetzt, da unterhalb des AR-Fensters, dort wo das Instrument normalerweise am Pa-
tienten verwendet wird, ein optisches Tracking kaum m¤oglich ist. F¤ur die Navigation mit
einem Instrument im Patienten ist es am wichtigsten, dass die Lagerung des Patienten re-
lativ zum Instrument m¤oglichst exakt bestimmt wird. Aus diesem Grund wird der Patient
ebenfalls mit dem elektromagnetischen Tracking erfasst, um den weiter unten beschrie-
benen Abgleich zum optischen Trackingsystem daf¤ur nicht ber¤ucksichtigen zu m¤ussen.
Diese und weitere ¤Uberlegungen zu einer hybriden Verwendung zweier Trackingsysteme
mit sechs Freiheitsgraden sind ausf¤uhrlicher in [Schwald 04c] beschrieben.
Um die Lagerung des Patienten zu bestimmen, und damit den vorab aufgenommenen
Volumendatensatz des Patienteninneren richtig auf den Patienten abzubilden, werden vor
der Aufnahme der Volumendaten mit dem CT kleine, f¤ur die Verwendung im CT vor-
gesehene und im Volumendatensatz gut sichtbare, Marker auf dem Patienten angebracht.
Die Koordinaten dieser Markierungen lassen sich dann automatisch segmentieren, sodass
deren Koordinaten in einem lokalen Koordinatensystem vorliegen. Die Markierungen
selbst werden vor Verwendung des MEDARPA-Systems mit einem Registrierungsger¤at,
in das ein elektromagnetischer Sensor eingelassen ist, eingemessen, sodass deren Koor-
dinaten auch im Koordinatensystem des elektromagnetischen Trackingsystems vorliegen
und sp¤ater im gemeinsamen globalen Koordinatensystem angegeben werden k¤onnen.
Abbildung 8.3. F ¤ur den Abgleich der Trackingsysteme ist im Griff ein elektromagneti›
scher Sensor eingelassen und an dessen Ende eine Infrarotdiode befestigt.
Um beide Trackingsysteme parallel f¤ur die Verfolgung unterschiedlicher Objekte ein-
setzen zu k¤onnen, m¤ussen beide Trackingsysteme Daten in einem gemeinsamen Koordi-
natensystem ausgeben. Um dies zu erreichen, werden die beiden Trackingsysteme in ei-
ner Prozedur abgeglichen, bei der an einem Griff sowohl ein elektromagnetischer Sensor,
als auch eine Infrarotdiode befestigt sind, siehe Abbildung 8.3. W¤ahrend dieser Prozedur
wird der Griff innerhalb des Interaktionsbereichs beider Trackingsysteme geschwenkt, so-
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dass mit einem Zeitstempel versehene Positionsdaten beider Trackingsysteme vorliegen.
Die Transformation zwischen den beiden Trackingsystemen sowie ein Zeitversatz wer-
den anhand dieser Datenbasis daraufhin optimiert. Eine detaillierte Beschreibung dieses
Verfahrens, sowie eine Auswertung ndet sich in [Schwald 04b].
Neben der Verfolgung von Brillengestell und Display unter Verwendung der Multi-
punktmodelle, siehe Abschnitt 4.3, muss das optische Trackingsystem also noch w¤ahrend
des Abgleichs einen einzelnen Marker verfolgen. Dabei kommt es besonders auf die Zu-
verl¤assigkeit des Systems an, da sich Fehler bei der Berechnung der Transformationen aus
den Daten des einzeln aufgenommenen Markers auf sp¤atere Ergebnisse auswirken. Sind
alle Kalibrierungs- und Abgleichvorg¤ange erfolgreich abgeschlossen, ist das AR-System
einsatzbereit. Abbildung 8.4 zeigt den Blick des Arztes durch das Display, hier auf ein an-
tropomorphes Phantom. Das medizinische Instrument mit einem weißen Griff wird gr¤un
¤uberlagert und virtuell verl¤angert, sodass sich Schnittpunkte mit Zielregionen bestimmen
lassen.
Abbildung 8.4. Sicht des Arztes durch das AR›Display mit gr ¤uner ¤Uberlagerung des
Instruments.
Das MEDARPA-System wurde 2003 in drei Krankenh¤ausern installiert. Ende 2003 und
im Laufe von 2004 folgte daraufhin eine Evaluationsphase mit den bereitgestellten Proto-
typen in den Kliniken [Wesarg 04], [R¤oddiger 04]. In einer ungest¤orten Umgebung ist das
System nach Aussage von beteiligten ¤Arzten einfach zu handhaben. Nach der Installation
des Systems werden durchschnittlich sechs Minuten f¤ur die Kalibrierung des optischen
Systems sowie den Abgleich- und Patientenregistrierungsvorgang ben¤otigt. Das System
ist f¤ur die Unterst¤utzung bei der Planung von Interventionen und zu Trainingszwecken ge-
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eignet. Tests unter klinischen Bedingungen haben f¤ur eine Punktiosnadel mit einer L¤ange
von ≈ 15 cm ergeben, dass eine Navigationsgenauigkeit von ca. 6 mm erreicht wird.
Dieses Ergebnis ist schlechter als unter Laborbedingungen, aber dennoch eine Hilfe f¤ur
die ansonsten praktisch blind durchzuf¤uhrenden Interventionen. Der Fehler entsteht ins-




8.2 Korrektur von Magnetresonanz-Tomographie-Aufnahmen
Die Magnetresonanz-Tomographie (MRT) ist eine Form der Bildgebung f¤ur das Pati-
enteninnere in der heutigen Medizin. Dabei stellen die Bewegungen des aufzunehmenden
Patienten einen limitierenden Faktor in zahlreichen Anwendungen der Magnetresonanz-
Bildgebung (MRI, Magnetic Resonance Imaging) dar. F¤ur die Aufnahme des Kopfes muss
der Patient seine Kopfposition ¤uber l¤angere Zeit unver¤andert lassen, um eine gute Auf-
nahme zu erm¤oglichen. Eine Methode, um die nahezu unvermeidbaren leichten Kopf-
bewegungen bei der Bildaufnahme auszugleichen, ist die Verwendung eines optischen
Trackingsystems [Lerner 06]. In dem in [Dold 04] beschriebenen Ansatz wird ein Infra-
rottrackingsystem basierend auf der in dieser Arbeit entwickelten Methoden eingesetzt.
Abbildung 8.5. Aufbau des Infrarottrackingsystems vor einem MR›Scanner.
Abbildung 8.5 zeigt den Aufbau des Infrarottrackingsystems vor dem Magnetresonanz-
Tomographen im Kontext des MRI-MARCB (MRI System Development Correcting Mo-
tion Artifacts for Cardiac and Brain Diagnostic Applications) Projekts. Die großen ma-
gnetischen Felder (≥ 1, 5 Tesla) innerhalb von MRT-Systemen erfordern dabei einen hin-
reichend großen Abstand des Kamerasystems vom MRT-System, um Funktionalit¤at und
Sicherheit zu gew¤ahrleisten. Dementsprechend wurden Kameras mit einer großen Brenn-
weite benutzt, um trotz eines großen Abstands der Kameras vom Interaktionsvolumen,
Kopfbewegungen m¤oglichst genau zu erfassen.
Die verwendeten Marker sind passive, retroreektierende Kugeln, die mit einer spezi-
ellen Fl¤ussigkeit gef¤ullt sind, sodass sie sowohl vom optischen Trackingsystem, als auch
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vom MRT-System erkannt werden und die Koordinatensysteme beider Systeme in Ein-
klang gebracht werden k¤onnen.
Verfolgt wird nur ein Multipunktmodell, welches sich auf einem Mundst¤uck ben-
det, sodass es fest mit dem Patienten verbunden werden kann, siehe Abbildung 8.6. Dies
erm¤oglicht es, noch w¤ahrend der Aufnahme der Daten die Positionierung des Bildvolu-
mens vorausschauend anzupassen. Die f¤ur diese speziellen Tests ermittelten Resultate f¤ur
das Trackingsystem ergaben eine Positionsgenauigkeit von≈ 0, 1 mm (RMS). Der Mittel-
wert f¤ur die zu messende Reproduzierbarkeit von Rotation und Translation betrug 0, 008◦
beziehungsweise 0, 067 mm. St¤orungen in den MRT-Aufnahmen, die durch Wechselwir-
kungen zwischen dem MRT-System und dem Trackingsystem auftreten k¤onnten, wurden
nicht festgestellt.
Abbildung 8.6. Eine Testperson mit einem Mundst ¤uck innerhalb der Kopfspule, aber
außerhalb des Scanners.
Die Auswertung der unter Einsatz des Trackingsystems aufgenommenen Testobjekte
zeigte insgesamt die grunds¤atzliche Verwendbarkeit eines externen optischen Tracking-
systems. Die Tests wurden an einem Rotationsphantom und in In-Vivo-Experimenten an
gesunden Personen durchgef¤uhrt. Außerdem waren die Ergebnisse der korrigierten Bil-
der trotz eines geringen Qualit¤atsverlusts durch das Rauschen der Trackingergebnisse gut
genug, um den Aufwand der Durchf¤uhrung solch einer vorausschauenden Kopfkorrektur
zu rechtfertigen.
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8.3 Multiuser-Anwendung im Cybernarium
Das im Jahr 2004 im Cybernarium in Darmstadt installierte Virtual-Reality-Exponat

Unter Spannung - der interaktive Weg des Stroms beinhaltet die Implementierung der
Zweipunktmodelle aus Kapitel 4.2. Dieses Exponat aus dem Edutainment Bereich soll
einer Gruppe von sieben oder acht Mitspielern, insbesondere Sch¤ulern, helfen, die Frage
zu beantworten, wie der Strom in die Steckdose kommt [Schwald 05c].
Die sieben oder acht Mitspieler sind dabei Teil des Stromnetzes. Sie stehen vor ei-
ner Projektionsleinwand, auf der f¤ur jeden Mitspieler ein Element des Stromnetzes, zum
Beispiel ein Kraftwerk, ein Umspannungswerk oder ein Mietshaus, abgebildet ist. Jeder
Mitspieler tr¤agt eine Kappe, auf der zwei fest miteinander verbundene Marker angebracht
sind. Bewegt sich ein Mitspieler und damit auch eine Kappe, bewegt sich auch ein dem
Mitspieler zugeordnetes Element des Stromnetzes auf der Leinwand, siehe Abbildung
8.7. Benden sich zwei passende Elemente des Stromnetzes in unmittelbarer N¤ahe, baut
sich eine Verbindung zwischen ihnen auf. Ziel ist es, das Stromnetz aufzubauen, sodass
der Strom aus dem Kraftwerk bis in die Wohnungen ießen kann.
Abbildung 8.7. Sieben Personen bewegen ein jeweils ihnen zugeordnetes Objekt an
der Projektionsleinwand mit Hilfe der Kappen.
Der Aufbau dieses Exponats besteht aus einer ca. 4 m × 6 m großen Projektions-
leinwand, zwei PCs und zwei Kameras mit Infrarotscheinwerfern, die am oberen Rand
der Projektionsleinwand befestigt sind. Die Kameras sind so ausgerichtet, dass sie beide
einen ca. 3 m × 4 m großen Bereich vor der Leinwand erfassen k¤onnen. Dies ist der In-
teraktionsbereich, in dem sich die Mitspieler bewegen k¤onnen. Auf einem PC l¤auft die
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Rendering Applikation, auf dem anderen das Tracking, beide sind durch ein Netzwerk
verbunden.
Als erster Schritt m¤ussen die physikalischen Modelle, bestehend aus zwei Markern, er-
stellt werden. Um die Gefahr einer Verwechslung der Modelle gering zu halten, aber um
die Modelle auch nicht zu groß werden zu lassen, wurden f¤ur die acht Modelle Distanz-
en von 70 mm bis 175 mm im Abstand von jeweils 15 mm gew¤ahlt. Kleinere Modelle
wurden nicht verwendet, da sie sich als ung¤unstig aufgrund zu h¤auger Selbstverdeckung
erwiesen. Eine Gr¤oße von 175 mm f¤ur ein Modell erlaubt gerade noch eine Befestigung
auf einer Kappe, ohne dass die Marker weit abstehen. Die beiden Marker werden so be-
festigt, dass sie ideal von den Kameras erfasst werden, wenn der Benutzer zur Leinwand
sieht. Abbildung 4.6 aus Kapitel 4.2 zeigt ein Beispiel f¤ur solch eine Kappe, die Marker
sind hintereinander angeordnet.
Die Distanzen k¤onnen im gr¤oßten Teil des Interaktionsvolumens mit einer Genauigkeit
von ca. 3 mm gemessen werden. An den Randbereichen, insbesondere je weiter man sich
von der Leinwand und damit den Kameras entfernt, sind die Ergebnisse h¤aug schlechter.
F¤ur die Distanztoleranz wurde ein Wert von δ = 5 mm gew¤ahlt, der zum einen damit
großz¤ugig gew¤ahlt ist, andererseits die Verwechslungsgefahr von Modellen ausschließt.
F¤ur die Verwendung eines Infrarottrackingsystems f¤ur dieses Exponat spricht die An-
forderung, dass die Mitspieler kabellos verfolgt werden sollen. Außerdem ist der Raum,
in dem das Exponat installiert ist, abgedunkelt, um eine gute Projektion auf der Leinwand
zu erm¤oglichen, was den Einsatz eines Infrarottrackingsystems besonders sinnvoll macht.
8.4 Zusammenfassung
Die in diesem Kapitel aufgef¤uhrten Anwendungen beschreiben den praktischen Ein-
satz der Implementierung einiger der in dieser Arbeit beschriebenen Punktmodelle und
Algorithmen innerhalb gr¤oßerer Projekte.
Im Rahmen des medizinischen Augmented Reality Projekts MEDARPA wurden insbe-
sondere die Multipunktmodelle und deren automatisches Anlernen entwickelt. Innerhalb
dieses Projekts wurde auch die hybride Nutzung des optischen Trackingsystems mit ei-
nem elektromagnetischen Trackingsystem umgesetzt. Außerdem wurden die Multipunkt-
modelle f¤ur die Korrektur von MRT Aufnahmen eingesetzt.
Als Technologie f¤ur ein interaktives Spiel mit bis zu acht Benutzer wurden die Zwei-





Das Ziel dieser Arbeit bestand darin, auf Basis der durch ein Stereokamerasystem zur
Laufzeit rekonstruierten Menge von 3D-Punkten, Algorithmen zu entwickeln, die in Echt-
zeit das Tracking von Objekten und/oder Personen vor allem f¤ur den Mixed Reality Be-
reich zulassen. Diese Algorithmen sollten vor allem f¤ur technisch weniger aufw¤andige
Systeme, also insbesondere f¤ur im VR- und AR-Bereich ¤ubliche Zweikamerainfrarot-
trackingsysteme, verwendbar sein. Dabei sollten die durch verschiedene Anwendungen
vorgegebenen Anforderungen an die Trackingalgorithmen ber¤ucksichtigt werden und so-
weit m¤oglich deren kombinierte Nutzung unterst¤utzt werden.
Die im Rahmen dieser Arbeit entwickelten Verfahren erf¤ullen diese Voraussetzungen
und wurden in Algorithmen und Modelle f¤ur das Tracking starrer und dynamischer Ob-
jekte unterteilt. Ein besonderer Schwerpunkt lag auf der Beschreibung des neu entwickel-
ten und parametrisierbaren Algorithmus und dem Entwurf der Multipunktmodelle, die
vielf¤altig einsetzbar sind. Durch die Festlegung verschiedener Parameter kann der Algo-
rithmus dabei so modiziert werden, dass er bestimmte erw¤unschte Eigenschaften, wie
geringe Verarbeitungszeit oder Robustheit, st¤arker oder schw¤acher ber¤ucksichtigt.
Das neu entwickelte Verfahren zum automatischen Anlernen von Multipunktmodel-
len durch freie Bewegung des zu verfolgenden Objekts erlaubt ein Anlernen komplexer
Modelle auch mit einem Trackingsystem mit nur zwei Kameras. Neben den Multipunkt-
modellen wurden als starre Modelle Ein- und Zweimarkermodelle mit den entsprechen-
den Algorithmen pr¤asentiert. Die Zweipunktmodelle eignen sich dabei insbesondere f¤ur
Anwendungen, in denen die Interaktion zahlreicher Benutzer erforderlich ist.
Die im Rahmen dieser Arbeit entwickelten dynamischen Gruppenmodellen bieten die
M¤oglichkeit einer direkteren Form der Interaktion, beispielsweise durch Verfolgung der
H¤ande und einzelner spezieller Gesten. Die Modelle bestehen dabei nicht aus einer festen
Anordnung von Markern sondern einer ver¤anderlichen.
Die M¤oglichkeiten zur kombinierten Nutzung der verschiedenen Arten von Model-
len dieses Konzepts innerhalb einer Anwendung wurden beschrieben. Die gemeinsa-
me Nutzung des 3D-Punktmodells, welches Zusatzinformationen wie die letzte Positi-
on, den Klassikationsindex oder den Rekonstruktionsfehler enth¤alt, unterst¤utzt dabei die
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M¤oglichkeit zur Kombination.
Weitere Grundlagen f¤ur eine gesamte Trackingverarbeitungspipeline, also Kalibrierung
der Kameras und Bildverarbeitung, Rekonstruktion der 3D-Punkte sowie die Filterung der
Trackingergebnisse, wurden unter Ber¤ucksichtigung der Beeinussung auf die zu entwi-
ckelnden Trackingalgorithmen kurz dargestellt.
Die praktische Verwendbarkeit der in dieser Arbeit beschriebenen und implementierten
Verfahren wurde anhand verschiedener umgesetzter Anwendungen dokumentiert.
9.2 Ausblick
Neue Formen der Mensch-Maschine-Interaktion gewinnen in vielen Bereichen zuneh-
mend an Bedeutung. Dies dr¤uckt sich unter anderem in den j¤ungeren wissenschaftlichen
Bereichen Ambient Intelligence beziehungsweise Pervasive Computing aus, bei denen
Computertechnologie unscheinbar in das Umfeld der Benutzer integriert werden soll. Op-
tisches Tracking ist dabei ein Mittel, um neue Interaktionsformen mit dem Computer zu
erm¤oglichen.
Aber auch im klassischen VR-Bereich, beziehungsweise im AR-Bereich, ist die In-
teraktion mit den virtuellen Welten oft noch von klassischen Eingabeger¤aten, wie Maus
und Tastatur, bestimmt. Insbesondere bei einer Interaktion im Dreidimensionalen bietet
das optische Tracking die Grundlage f¤ur nat¤urlichere Formen der Interaktion. In diesem
Zusammenhang ist die Weiterentwicklung der beidh¤andigen Interaktion mit den hier be-
schriebenen Handgruppenmodellen, unter Umst¤anden auch f¤ur mehrere Benutzer gleich-
zeitig, ein Bereich f¤ur zuk¤unftige Arbeiten.
Optische Trackingsysteme, insbesondere Infrarottrackingsysteme, sind seit wenigen
Jahren bereits auch kommerziell erh¤altlich, allerdings sind diese Systeme relativ teuer,
technisch aufw¤andig und meist auf nur eine Art des Trackings im Sinne der in dieser
Arbeit beschriebenen Modelle spezialisiert. Sehr preisg¤unstige Systeme haben im All-
gemeinen einen extrem eingeschr¤ankten Funktionsumfang, wie zum Beispiel die Verfol-
gung nur eines einzelnen Punktes. Daher ist eine Anforderung f¤ur zuk¤unftige optische
Trackingsysteme eine h¤ohere Flexibilit¤at in der Verwendbarkeit mit geringerem techni-
schen Aufwand zu erreichen. Diese Flexibilit¤at dr¤uckt sich in dieser Arbeit durch die
Kombination der verschiedenen Modelltypen beziehungsweise Trackingalgorithmen in-
nerhalb eines Systems dar. Das Konzept dieser Kombinierbarkeit von Modelltypen ist in
zuk¤unftigen Arbeiten fortzuf¤uhren und zu erweitern.
Das automatische Anlernen von Modellen wurde im Fall der Multipunktmodelle auch
im Hinblick auf komplexere Strukturen und Systeme mit wenigen Kameras umfassend be-
schrieben. F¤ur dynamische Modelle ist das Anlernen ebenfalls wichtig aber auch schwie-
riger, da sich die dynamischen Modelle weniger verallgemeinern lassen, als die statischen
Modelle. Anlernalgorithmen, die mit nur sehr wenig oder gar keinen Randbedingungen
auskommen, um die Strukturen dynamischer Modelle aufzubauen, sind ein weiterer Punkt
f¤ur zuk¤unftige Untersuchungen und Entwicklungen.
Anhang A
Darstellung von Rotationen
Rotationen sind im Mixed Reality Bereich unverzichtbar und h¤aug beschrieben, dennoch
bereiten sie h¤aug Probleme oder sorgen beispielsweise bei der Denition von Schnitt-
stellen f¤ur Missverst¤andnisse. Diese Missverst¤andnisse entstehen zum einen durch die
verschiedenen Repr¤asentationsm¤oglichkeiten von Rotationen und zum anderen durch ein-
fache Fragestellungen wie: eine mittlere Translation zwischen zwei Translationen zu be-
stimmen ist trivial, aber was ist die mittlere Rotation zwischen zwei Rotationen? Diese
Frage ist insbesondere f¤ur Filterung oder Pr¤adiktion interessant und wurde daher in Ab-
schnitt 7.1.1 aufgegriffen.
Ziel dieses Anhangs ist es nicht, das Thema Rotationen ersch¤opfend zu bearbeiten, son-
dern die f¤ur diese Arbeit relevanten Aspekte zusammenzustellen und den Begriff Rotati-
on, wie er hier verwendet wird, zu verdeutlichen. Insbesondere steht der Begriff Rotation
hier immer f¤ur Rotationen im Raum (R3), Rotationen in der Ebene spielen keine Rol-
le. Es gibt zahlreiche weiterf¤uhrende Literatur, wobei eine gute Zusammenstellungen der
Konversionen zwischen verschiedenen Repr¤asentationen von Rotationen unter anderem
in [Shoemake 85] und [Eberly 06] zu nden sind.
Eine Rotation ist die Drehung eines festen K¤orpers im Raum (hier immer euklidischer
Vektorraum), die in verschiedenen Repr¤asentationen dargestellt werden kann. Im Wesent-
lichen und am h¤augsten verwendet sind dies:
 Rotationsmatrizen R ∈ SO3 ∈ R3×3,
 Euler-Winkel (α, β, γ) mit α, β, γ ∈ [0, 2pi],
 Achse und Drehwinkel A = (x, y, z)T ∈ R3, α ∈ [0, 2pi] und
 (Einheits-)Quaternionen q = ((x, y, z), w) mit (x, y, z)T ∈ R3, w ∈ R.
Die verschiedenen Repr¤asentationen haben Vor- und Nachteile, sodass eine Verwen-
dung unterschiedlicher Repr¤asentationen je nach Kontext sinnvoll ist. Die in dieser Arbeit
wichtigste Darstellungsform ist die Rotationsmatrix, sodass der Ausdruck Rotation hier
synonym f¤ur deren Repr¤asentation als Rotationsmatrix verwendet wird. Die spezielle or-
thogonale Gruppe
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SO3 = {R ∈ GL3|RTR = I ∧R = I} (A.1)
ist die Gruppe der Rotationen, was auch die f¤ur die praktische Berechnung efziente
EigenschaftR−1 = RT impliziert. Außerdem bedeutet dies, dass in einer Rotationsmatrix
R =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 =
 | | |x y z
| | |
 (A.2)
spaltenweise die zueinander orthogonalen, normierten Richtungsvektoren x, y und z der
Hauptachsen des gedrehten Koordinatensystems stehen. Multipliziert man beispielsweise
R mit e1 = (1, 0, 0)T erh¤alt man x, die Darstellung von e1 im neuen Koordinatensystem.
Eine Verwendung von Euler-Winkeln bietet sich nur in wenigen F¤allen an. Ihr Vor-
teil liegt in der - im Vergleich zu den anderen - einfachen Interpretationsm¤oglichkeit der
Drehung um drei Achsen und ihrer minimalen Darstellungsform aus drei Parametern. Da-
her sind die Euler Winkel besonders dann sinnvoll, wenn von einem Benutzer Eingaben
gemacht werden m¤ussen oder sollen. Ansonsten sind die anderen Repr¤asentationen zu
bevorzugen.
Schon der Begriff Euler-Winkel ist irref¤uhrend, da Euler-Winkel eigentlich eine zu-
sammengesetzte Drehung um drei Achsen bedeuten, deren erste und letzte Drehung um
dieselbe Achse geht, zum Beispiel x-y-x (erste um die x-Achse, dann um die y-Achse und
dann wieder um die x-Achse). Eine Drehung x-y-z, wie sie meist verwendet wird, wird
eigentlich als Cardan-Winkel bezeichnet. Zusammen gibt es zw¤olf verschiedene Anord-
nungen, auf welche Art gedreht werden kann, wobei deren Reihenfolge nicht einfach
vertauscht werden kann. Weitere Probleme sind das Gimbal Lock (wenn durch die zweite
Drehung die dritte Achse nahezu parallel zur ersten gedreht wird) und die Doppeldeutig-
keiten bei der Konversion von Rotationsmatrizen zu Euler-Winkeln.
Konversion A M D F
Achse/Drehwinkel zu Matrix 13 15 2
Matrix zu Achse/Drehwinkel 8 7 1 2
Achse/Drehwinkel zu Quaternion 1 5 1 2
Quaternion zu Achse/Drehwinkel 4 2
Quaternion zu Matrix 12 12
Matrix zu Quaternion 6 5 1 1
Tabelle A.1. Operationsanzahl f ¤ur die Konversion zwischen Repr¤asentationen, Anga›
ben gem¤aß [Eberly 06].
Die (Einheits-)Quaternionen sind ebenso wie die Rotationsmatrizen schwieriger zu in-
terpretieren, aber sehr gut zu verwenden. Einheitsquaternionen sind normierte Vektoren
mit vier Parametern, lassen sich bis auf das Vorzeichen eindeutig aus den Rotations-
matrizen bestimmen und deren Multiplikation ist ¤aquivalent zu der der Rotationsmatri-
zen, allerdings viel efzienter, siehe Tabelle A.3. ¤Uber die Verwendung von Quaternio-
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nen in der Computergraphik ndet sich Grundlegendes zum Beispiel in [Shoemake 85],
[Shoemake 91], [Shoemake 92].
Die Repr¤asentation durch Achse und Drehwinkel ist den Quaternionen sehr ¤ahnlich
und etwas anschaulicher, Bedarf f¤ur Transformation oder Komposition mehr Aufwand,
da immer zun¤achst in eine andere Darstellungsform konvertiert werden muss.
Repr¤asentation A M
Rotationsmatrix 6 9
Achse und Drehwinkel 12 18
Quaternion 24 32 generische Quaternionmultiplikation
Quaternion 17 24 spezielle Quaternionmultiplikation
Quaternion 18 21 mit Konversion zu Matrix
Tabelle A.2. Operationsanzahl f ¤ur die Transformation eines Vektors, Angaben gem¤aß
[Eberly 06].
Die Anzahl an Operationen f¤ur Konversion (Tabelle A.1), Transformation (Tabelle
A.2) und Komposition (Tabelle A.3) sind in den entsprechenden Tabellen dargestellt, die
[Eberly 06] entnommen sind. Dabei werden Addition und Subtraktion (A), Multiplikation
(M), Division (D) und teure Evaluierungen (F) ber¤ucksichtigt. Da bei den in dieser Ar-
beit dargestellten Trackingalgorithmen haupts¤achlich Vektoren transformiert werden und
weniger verschiedene Rotationen komponiert werden, ist daher auch die Rotationsmatrix
die wichtigste Repr¤asentation.
Repr¤asentation A M D F
Rotationsmatrix 18 27
Quaternion 12 16
Achse und Drehwinkel 14 30 2 6
(mit Konversion zu Quaternion)
Tabelle A.3. Operationsanzahl f ¤ur die Komposition zweier Rotationen (Multiplikation),
Angaben gem¤aß [Eberly 06].
Anhang B
3D-Punkt Residuum
Das C3D- (Coordinate 3D) Dateiformat [Dainis 05] dient der Speicherung von 3D-Ko-
ordinaten und zugeh¤origer Parameter f¤ur eine Messreihe. Es ist eine Komponente einer
Familie von Dateiformaten, die urspr¤unglich Ende der 1980-er Jahre f¤ur das AMASS
(ADTech Motion Analysis Software System) Photogrammetrie Softwaresystem entwi-
ckelt wurde, um die durch ein Kamerasystem gewonnenen Daten zu speichern. AMASS
speichert seine Ausgabedaten in C3D-Dateien und wurde von Andrew Dainis entwickelt.
Motion Capturing Systeme, z.B die von Vicon [Vicon 06], unterst¤utzen das C3D-Format.
Die wesentliche Idee beim C3D-Format ist, dass alle 3D-Koordinaten oder numeri-
schen Daten, die beispielsweise von biomechanischen Messsystemen kommen k¤onnen,
f¤ur jede aufgenommene Messung zusammen mit verschiedenen Parametern in einer Da-
tei gespeichert werden. Das Format selbst umfasst viele Parameter und wird ausf¤uhrlich
in [Dainis 05] beschrieben.
Das Interesse gilt der Speicherung der 3D-Koordinaten mit den Informationen ¤uber die
Messung:
 Genauigkeit (durchschnittlicher Fehler oder Residuum) und
 der Angabe, welche Kameras die Daten erfasst haben.
Bei einem Zweikamerasystem ist der letzte Punkt nicht interessant, da beide Kameras
ben¤otigt werden. In diesem Fall entspricht das 3D-Punkt-Residuum des C3D-Formats,
welches eine relative Genauigkeit der 3D-Messung eines Punktes angibt, der H¤alfte des
Rekonstruktionsfehlers aus Abschnitt 3.2.1, siehe Abbildung B.1(a).
Grunds¤atzlich gilt, dass eine ungenaue Messung oder schlechte Kalibrierung große Re-
siduen erzeugt, aber bei Messungen mit zwei Kameras kleine Residuen nicht notwendi-
gerweise bedeuten, dass die Messungen sehr genau waren.
Eine Messung mit drei Kameras bezieht einen dritten Strahl ein, der normalerweise in
der N¤ahe des berechneten Markerzentrums aus zwei Strahlen verl¤auft, siehe Abbildung
B.1(b). Mit einer Kleinste-Fehlerquadrate-Methode l¤asst sich dann ein Punkt berechnen,
sodass die Summe der Abst¤ande zwischen diesem Punkt und den Strahlen minimal ist.
Auch bei drei Kameras bedeuten kleine Residuen nicht notwendigerweise, dass die Mes-
sungen sehr genau waren. Dies ist jedoch wahrscheinlicher als bei der Verwendung von
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(a) 3D-Punkt Residuum Bestimmung mit zwei
Kameras.
(b) 3D-Punkt Residuum Bestimmung mit drei
Kameras.
Abbildung B.1. Bestimmung von 3D›Punkt Residuen aus [Dainis 05].
zwei Kameras. Im Allgemeinen sind die Residuen, die man aus zwei Kameras erh¤alt,
geringer, als diejenigen, die man aus drei erh¤alt, allerdings impliziert dies nicht, dass
Messungen mit zwei Kameras genauer sind. In [Dainis 05] wird außerdem angeregt, Re-
siduen als Indikatoren zu nutzen: Ein Residuum von −1.0 f¤ur ung¤ultige Punkte und ein
Residuum von 0.0 f¤ur modellierte Punkte.
Anhang C
Beispiel zur Identikation mehrerer
einzelner Marker
Das hier folgende Beispiel stellt einen Schritt des in Abschnitt 4.1.3 beschriebenen Al-
gorithmus zur Identikation mehrerer einzelner Marker dar. Anhand dieses Schrittes soll
die Wirkung der einzelnen Parameter verdeutlicht werden. Dabei gelten folgende Voraus-
setzungen:
 Es existieren drei Listen L1, L2 und L3 von 3D-Punkten mit
– Identikationsindizes id1 = 4, id2 = 2 und id3 = 1,
– Vertrauenswerten t1 = 1, 0, t2 = 0, 5 und t3 = 1, 0,
– den letzten Indizes lst1 = 2, lst2 = 1, lst3 = 3 und
– den f¤ur den kommenden Schirrt jeweils pr¤adizierten Positionen P1, P2 und P3.
 Die f¤ur alle Listen g¤ultigen Parameter sind
– der Grenzwert dmax = 50 mm,
– der Reduktionswert tred = 0, 25 und
– die Gewichtungsparameter w1 = 1, 0 und w2 = 0, 8.
 Die aktuell rekonstruierten 3D-Punkte sind XW = {X1W , X2W , X3W , X4W}.
Zun¤achst wird eine Zuordnung der neuen Punkte zu den Listen anhand der letzten Indizes
lsti versucht. Dabei sei
|P1 −X2W | = 5, 0 mm < dmax,
|P2 −X1W | = 7, 0 mm < dmax und
|P3 −X3W | > dmax. (C.1)
Dementsprechend wird die vorl¤auge Matrix W ′, deren Elemente Wahrscheinlichkeits-
werte sind, als 4× 3-Nullmatrix angelegt und die Elemente W ′12 = w1 · 50−750 = 0, 86 und
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W ′21 = w1 · 50−550 = 0, 9 gesetzt. Die Anzahl der Zeilen der Matrix W ′ entspricht dabei
der Anzahl der rekonstruierten 3D-Punkte XW und die Anzahl der Spalten von W ′ der
Anzahl der bereits existierenden Listen Li. Die Matrix W ′ hat also folgende Form:
W ′ =

0 0, 86 0




Im n¤achsten Schritt werden alle Punkte X iW auf ihre Distanz zu den pr¤adizierten Positio-
nen Pj untersucht. Dabei sei |P3 −X4W | = 10, 0 < dmax und |P2 −X4W | = 10, 0 < dmax,
alle anderen Kombinationen ergeben eine Distanz die gr¤oßer ist als dmax. Entsprechend




0 0, 86 0
0, 9 0 0
0 0 0
0 0, 64 0, 64
 . (C.3)
ist. Die anderen Elemente von W ′ bleiben unver¤andert. Als n¤achstes werden die Vertrau-
enswerte der Listen ber¤ucksichtigt. Die Vertrauenswerte sind die Elemente der Diagonal-
matrix Dt. Nun wird die Matrix W wie folgt berechnet:
W =

0 0, 43 0
0, 9 0 0
0 0 0




0 0, 86 0
0, 9 0 0
0 0 0




 1, 0 0 00 0, 5 0





Der Matrix W kann man nun entnehmen, dass X2W der Liste L1 zugeordnet wird, da das
Element W21 den gr¤oßten Wert enth¤alt. Der Punkt X4W wird der Liste L3 und der Punkt
X1W der Liste L2 zugeordnet. F¤ur X3W wird eine neue Liste L4 mit Identikationsindex 3
oder 5 angelegt. Als letztes werden die Vertrauenswerte neu gesetzt: Die Vertrauenswerte
der Listen, denen ein Punkt zugeordnet werden konnte, werden auf 1, 0 gesetzt, also t1 =
1, 0, t2 = 1, 0 und t4 = 1, 0. Der Vertrauenswert t3 = 1, 0−tred = 0, 75 wird reduziert, da
kein Punkt der entsprechenden Liste zugeordnet werden konnte. W¤are tred = 1, 0 gew¤ahlt
worden, h¤atte die Liste L2 in diesem Beispiel nicht existieren k¤onnen und die Liste L3
w¤are nach diesem Schritt aufgel¤ost worden.
Anhang D
Beispiel zur Reduktion der Liste von
Punktepaaren bei Zweipunktmodellen
Das folgende Beispiel soll die in Abschnitt 4.2.3 beschriebene Reduktion einer Liste von
Puntkepaaren Xij veranschaulichen. Die Punktkonstellation in Abbildung D.1 ¤ahnelt der
















Abbildung D.1. Mehrdeutigkeiten (gestrichelte Linien) durch drei Zweipunktmodelle
(durch durchgezogene Linien gekennzeichnet) und drei weitere einzelne 3D›Punkte.
Es wurden neun 3D-Punkte X1, ..., X9 rekonstruiert. Dabei gilt unter anderem ||X2 −
X3|−d1| < δ, wobei d1 eine der gesuchten Distanzen und δ die gegebene Distanztoleranz
ist. Insgesamt gilt f¤ur die drei gesuchten Distenzen d1, d2 und d3:
d1 ≈ X23 ≈ X56,
d2 ≈ X12 ≈ X45 ≈ X89,
d3 ≈ X67. (D.1)
Es liegen also sechs Punktepaare f¤ur drei zu ndende Distanzen vor. Die Listen Li der
Punktepaare f¤ur jeden einzelnen Punkt werden wie folgt aufgebaut:
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L1 := {X12}, L2 := {X12, X23}, L3 := {X23},
L4 := {X45}, L5 := {X45, X56}, L6 := {X56, X67},
L7 := {X67}, L8 := {X89} L9 := {X89}. (D.2)
F¤ur jedes Punktepaar wird außerdem noch der Wert vij berechnet, der die Anzahl der
Punktepaare angibt, deren Abstand derselben Distanz entsprechen:
v67 = 1,
v23 = v56 = 2
v12 = v45 = v89 = 3. (D.3)
Im ersten Schritt der Reduktion soll die Liste L2 mit l2 := |L2| = 2 reduziert werden.
Sie hat gemeinsame Punkte mitL1 undL3. Beide Listen haben nur ein Element, allerdings
hat das Punktepaar mit v12 den gr¤oßeren Wert. Also wird das Punktepaar X12 aus L1 und
L2 gestrichen und v45 = v89 = 2 gesetzt.
Im zweiten Schritt der Reduktion soll die Liste L5 mit l5 = 2 reduziert werden. Sie hat
gemeinsame Punkte mit L4 und L6. Da l4 < l6 ist, wird das Punktepaar X56 aus L5 und
L6 gestrichen und v23 = 1 gesetzt.
Im dritten Schritt der Reduktion liegt keine ListeLi mit li > 1 mehr vor. Daher wird die
Reduktion beendet. Die Mehrdeutigkeit zwischen den PunktepaarenX45 undX89 wird zu
einem sp¤ateren Zeitpunkt innerhalb des in Abschnitt 4.2.1 beschriebenen Algorithmus
aufgel¤ost.
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