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Abstract
Given any C2 semialgebraic function f defined on a non-bounded open set of Rn, we prove that the limit
of the secants at infinity of a non-bounded trajectory of the gradient of f does exist. As a corollary we find
a new sufficient condition to ensure the trivialisation by the gradient flow of f nearby a regular asymptotic
critical value at infinity.
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1. Introduction
Let f be a real analytic function defined over an open domain Ω of Rn, endowed with the
induced Euclidean structure. Let Γ be a maximal non-stationary trajectory of ∇f , the gradient
vector field of f . Let x0 ∈ Ω be a limit point of Γ . Then if x is any point of Γ , Łojasiewicz
proved the length of Γ between x and x0 was finite [10].
In the seventies Thom conjectured, what has been called for more than two decades, the
gradient conjecture [12], stating that the trajectory Γ had a tangent at x0. There were several
steps in some particular cases towards the proof of this conjecture (see [11], for some proofs).
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of several previous proofs by Kurdyka and Mostowski achieved in [5]:
Theorem. [6] There exists vΓ + ∈ Sn−1 such that
lim
x→x0, x∈Γ
x − x0
|x − x0| = vΓ + .
More recently Kurdyka and Parusin´ski proved, in [7], that the same result was true for any
non-stationary trajectory Γ of the gradient field ∇f of a C1 semialgebraic function f with limit
point x0, provided x0 belongs to crit(f )∪(Ω \Ω), where crit(f ) is the critical set of the function.
From now on assume that f is only semialgebraic and of class C2 and suppose that the domain
Ω is not bounded.
Let Γ be a maximal non-stationary trajectory of the gradient vector field ∇f . It may happen
that such a trajectory is never contained in any compact subset of Rn. It is then natural to ask
about the behaviour of the trajectory Γ nearby infinity.
Let y0 ∈ Γ and let Γ −(y0) := {x ∈ Γ : f (x) f (y0)} and Γ +(y0) := {x ∈ Γ : f (x) f (y0)}.
Since we are only interested in the behaviour of the germ at infinity of Γ +(y0) (respectively of
Γ −(y0)), we denote any such semi-trajectory by Γ + (respectively by Γ −). Suppose that Γ +
leaves any compact subset of Rn. Is the behaviour of Γ +, when going to infinity, similar to that
of the affine situation described by the gradient conjecture, namely:
Secants conjecture at infinity: does lim
Γ +x→∞
x
|x| exist?
As in the proof of the gradient conjecture [6], we prove a stronger statement. Let Γ˜ + be the
radial projection of Γ + on the unit sphere Sn−1 centred at the origin O of Rn.
Our main result is Theorem 5.1:
Theorem. The length of Γ˜ +, the radial projection of the trajectory Γ + on the unit sphere, is
finite.
As a consequence of this result and that of Kurdyka and Als, the limit set of any trajectory of
the gradient of a C2 semialgebraic function has at most two points.
One of the motivations of the author for this article comes from a joint work with D. D’A-
cunto [4], where we try to know when the function f is trivialised over a neighbourhood of a
regular value λ by means of its gradient flow, since being a regular value λ does not ensure that
the nearby levels have the same topological type (see Broughton’s example f (x, y)= y(xy − 1)
at the value 0 in [4, Section 5]).
The proof of Theorem 5.1 follows the steps of [6], but intensively use some new ingredients
specific to the present situation, in particular a Łojasiewicz type inequality at infinity near a value
c ∈R called the Kurdyka–Łojasiewicz inequality at infinity at c and its related exponent, studied
and proved by D. D’Acunto and the author, in [4, Proposition 3.2].
The paper is organised as follows:
Section 2 deals with the notion of asymptotic critical value at infinity. We state the result
Proposition 2.3 that will play in the proof of Theorem 5.1 the same role as Bochnak–Łojasiewicz
inequality played in the proof of the gradient conjecture.
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asymptotic critical value, and try to have a rough idea of the bassin d’attraction of non-bounded
trajectories, with the help of the subsets Wε .
In Section 4, we begin the proof of the main result by investigating some quantitative proper-
ties along the trajectory, trying to build a control function (as in [5] and [6]).
Section 5 is devoted to the end of the proof of Theorem 5.1.
Section 6 is just the quick proof of the gradient conjecture at infinity.
In Section 7, we prove Theorem 7.2 which gives a sufficient condition to trivialise the func-
tion f over a regular asymptotic critical value at infinity, which is an improved version of [4,
Theorem 3.5].
Convention and notations
Let r denote the distance to the origin and let ∂/∂r be the radial vector field. The gradient
field is decomposed into two orthogonal vector fields ∇f = ∇′f + ∂rf ∂/∂r . At any x 
=O , the
vector ∇′f (x) is the component of ∇f (x) tangent to the sphere of centre O through x. So we
call ∇′f (x) the spherical part of ∇f .
In the following we will say that a sequence of points (xk)k ∈Ω goes to infinity and denote it
by xk → ∞, to mean that |xk| → +∞ when k → +∞.
Let u and v be two germs at infinity of continuous functions in a single real variable. By
u ∼ v we mean that lim∞ u/v is a non-zero real number. By u  v we mean that lim∞ u/v = 1.
We write u = o(v) to say lim∞ u/v = 0, and in the following u = O(v) stands to mean u/v is
bounded at infinity.
2. Asymptotic critical values and exponents at infinity
Let F be a C1 semialgebraic function defined over a non-bounded semialgebraic open set
U ⊂Rn.
Definition 2.1. A real number c is an asymptotic critical value of F if there exists a sequence
(xk)k of points in U with the following properties
(1) F(xk)→ c when k → +∞,
(2) (1 + |xk|) · ∣∣∇F(xk)∣∣→ 0 when k → +∞.
We precise the notion of asymptotic critical values.
If (xk)k goes to infinity, then c is called an asymptotic critical value at infinity of F . Let us
denotes by K∞(F ) the set of such values.
If the sequence (xk)k is such that xk → x0 ∈Rn ∩ (U \U), we say that c is an (affine) asymp-
totic critical value of F . Let us denotes by Kaff(F ) the set of such values.
Let K0(F ) be the set of critical values of F and let K(F) be the union of K0(F ), Kaff(F ) and
K∞(F ). This set is finite. A value in K(F) is called generalised critical value. The function F
induces a locally trivial fibration over any connected component ofR\K(F) (see for instance [8]
or use Verdier condition [13]). But it is not true that in general any generalised critical value of F
(i.e. at which the topology of the nearby fibres are not the same) is a bifurcation value!
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(2′)
(
1 + |xk|
) · ∣∣∇′F(xk)∣∣→ 0 when k → +∞.
This actually comes from the following:
Lemma 2.2. Under the hypothesis (1) of Definition 2.1, we obtain(
1 + |xk|
) · ∣∣∂rF (xk)∣∣→ 0 when k → +∞.
Proof. We can assume this is occurring on a C1 semialgebraic path, say h, parametrised by the
distance at O , that is |h(r)| = r .
First assume that c ∈ K∞(F ). There exist a positive rational number θ and a positive
real number C such that |F(h(r)) − c|  Cr−θ . Since limr→+∞ |h′(r)| = 1, then we deduce
|∂rF (h(r))|  θCr−(θ+1), so that r|∂rF (h(r))| → 0 when r → +∞. Thus r|∇′F(h(r))| → 0.
Now assume that c ∈Kaff(F ). There is x0 ∈Rn ∩ (U \U) such that there is a sequence in U ,
(xk)k , converging to x0 and satisfying the conditions of Definition 2.1. Let us denote by r˜ the
distance function to x0. Working as above but only with |∇F | along a C1 semialgebraic curve
parametrised by r˜ , we obtain the desired result. 
The following result will be very useful in the proof of the main result of this work, since it
actually provides a Bochnak–Łojasiewicz type inequality in a neighbourhood at infinity of the
level a.
Proposition 2.3. (See [4].) Let a be any regular value of F lying in the closure in R of the image
of F . There exist a positive number Ka , and a smallest rational number ρa  1 such that for
each x ∈U large enough, then
|x| · ∣∣∇F(x)∣∣Ka∣∣F(x)− a∣∣ρa . (2.1)
Definition 2.4. The exponent ρa is called the Kurdyka–Łojasiewicz at infinity at a.
A regular value a of F is an asymptotic critical value at infinity if and only if ρa > 0.
Let Γ be a non-trivial trajectory of ∇F . Let y0 be a point of Γ and let Γ +(y0) := {x ∈
Γ : F(x)  F(y0)}. Assume this curve leaves any compact subset of Rn, and that F(x) is in-
creasing to a ∈R when Γ +(y0)  x → ∞. Let us denote by Γ + the germ of Γ +(y0) at infinity.
Proposition 2.5. (See also [4].) Under the previous hypotheses, a is an asymptotic critical value
of F at infinity. Moreover there exists a sequence of points G := (γk) of Γ + such that γk → ∞
when k → +∞, and there exists a constant εG > 0 such that for k large enough∣∣∂rF (γk)∣∣ εG∣∣∇′F(γk)∣∣.
Proof. Let t0 ∈ R such that [t0, a[ ∩ K(F) = ∅. Let γ (t) be a parametrisation of Γ + by the
levels of F such that y0 is the unique intersection point of Γ + and F−1(t0), that is
d
γ (t)= ∇F(γ (t))2 and γ (t0)= y0.dt |∇F(γ (t))|
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infinity. Then there exist a constant A > 0 and t1  t0 such that for any t ∈ [t1, a[, (1 +
|γ (t)|)|∇F(γ (t))|A.
Then for any t ∈ [t1, a[,
∣∣γ (t)− γ (t1)∣∣ t∫
t1
∣∣γ ′(u)∣∣du 1
A
(
t − t1 +
t∫
t1
∣∣γ (u)∣∣du)
 1
A
(
a − t1 +
t∫
t1
∣∣γ (u)∣∣du).
From Gronwall lemma we deduce for any t ∈ [t1, a[,∣∣γ (t)∣∣ ∣∣γ (t1)∣∣+ a − t1
A
exp
a − t1
A
,
which implies that Γ + ∩ F−1([t1, a[) is relatively compact in Rn, which is impossible.
For the second assertion we first claim there exists a sequence G := (γk) of Γ +, and a positive
constant C such that
|γk| ·
∣∣∇F(γk)∣∣C∣∣F(γk)− a∣∣.
If this is not true, there exist a rational number ρ < 1 and a positive constant K and t1 > t0 such
that for each t ∈ [t1, a[
|x| · ∣∣∇F (γ (t))∣∣K∣∣F (γ (t))− a∣∣ρ.
By a similar method, we would deduce
∣∣γ (t)∣∣ ∣∣γ (t1)∣∣+ t∫
t1
∣∣γ ′(u)∣∣du ∣∣γ (t1)∣∣+ 1
K
t∫
t1
|γ (u)|
|u− a|ρ du.
From Gronwall lemma we deduce for any t ∈ [t1, a[
∣∣γ (t)∣∣ ∣∣γ (t1)∣∣ exp (a − t1)1−ρ
(1 − ρ)K
which implies that Γ + ∩ F−1([t1, a[) is relatively compact in Rn, which is impossible.
If the second assertion of the proposition is not true this means that
|∇′F |
|∂rF | ◦ γ (t)→ +∞ when t → a, and so
|∇F |
|∂rF | ◦ γ (t)→ +∞ when t → a.
To conclude we need the following simple:
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|∂rF (xk)|  |F(xk)− a|.
Proof. By the curve selection lemma at infinity there is just to verify this along any C1 semi-
algebraic curve H contained in U , going to infinity and parametrised by h(r) and such that
F ◦ h(r) → a when r → +∞. By computations on exponents already made (see proof of
Lemma 2.2) we deduce r|∂rF ◦ h(r)|  |F ◦ h(r)− a|. 
From this, we get
|γ (t)| · |∇F ◦ γ (t)|
|F ◦ γ (t)− a| → +∞ when t → a
which contradicts the existence of the sequence like G. 
Now we can go on our preliminary technical results, analogous at infinity to those of the
gradient conjecture [6, Section 5].
Proposition 2.7. For any κ > 0, there exist a positive constant e < 1, and a constant Ca > 0 with
[a −Ca,a +Ca] ∩K(F)= {a}, such that on the semialgebraic set
Zκ :=
{
x ∈U : |∂rF | r−κ |∇F |,
∣∣F(x)− a∣∣Ca}
for x large enough, there exists a positive number K
|x| · ∣∣∇F(x)∣∣K∣∣F(x)− a∣∣e. (2.2)
Proof. For simplicity we assume a = 0. Take C0 as in the statement. Let h be a C1 semialgebraic
path parametrised by r such that {
h(r), r > R0
}⊂ Zκ,
where R0 is a positive number large enough. Assume that F ◦ h(r) → 0 when r → ∞. If F ◦
h(r)  Cr−θ , with θ ∈ Q>0, then after some elementary computations, there exists a positive
constant K such that
r
∣∣∇F ◦ h(r)∣∣ r∣∣∇′F ◦ h(r)∣∣K∣∣F ◦ h(r)∣∣ θ−κθ .
We deduce from this,
|F(x)|
|x| · |∇F(x)| → 0 when F(x)→ 0, x ∈ Zκ.
By [1, Corollaire 2.6.7] and using the inversion Inv(x) := x|x|2 , we deduce there exist a positive
number β and a positive constant K such that
|F(x)|
|x| · |∇F(x)| 
1
K
∣∣F(x)∣∣β when x ∈Zκ. 
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and Ca > 0, with [a −Ca,a +Ca] ∩K(F) = {a}, such that for any x large enough, we get
Z′ = Z′κ :=
{
x ∈U : r−κ  ∣∣F(x)− a∣∣ Ca}⊂ Zκ ′ .
Proof. Let b be a real number in R \K∞(F ). Along any sequence (xk)k going to infinity such
that F(xk)→ b as k → +∞, we obtain
r
∣∣∣∣ ∂∂r (F(xk)− b)
∣∣∣∣∼ ∣∣F(xk)− b∣∣→ 0 as k → +∞.
Since there exists a positive constant B such that r|∇F | B > 0, we deduce
∂rF
|∇F(x)| → 0, when |x| → +∞ such that F(x)→ b. (2.3)
Let y be a positive real number close to 0. Let V be a semialgebraic neighbourhood of {0}× [a−
y, a[∪]a, a + y] in Rn ×R such that (2.3) is satisfied. There exists κy > 0 such that, for x large
enough and for any κ  κy , the neighbourhood V contains
Vκ :=
{
(x, t) ∈Rn ×R: |t − a| |x|−κ with 0 < |t − a| y}.
For x large enough, we obtain Z′ := {x: (x,F (x)) ∈ Vκ }. Since (2.3) is satisfied on Z′, we
deduce there exists κ ′ > 0 such that Z′ ⊂ Zκ ′ . 
Proposition 2.9. For any given l > 0 the real number αl 
= 0 is an asymptotic critical value at
infinity of the function G := rl(F (x) − a), if and only if there exists a sequence (xk)k going to
infinity such that
(1)
|∇′F(xk)|
|∂rF (xk)| → 0,
(2) G(xk)→ αl.
Proof. Once more we just verify this on a C1 semialgebraic path h parametrised by r . The value
α is then an asymptotic critical value at infinity of G if and only if G ◦ h → α and r|∇′G ◦
h(r)| → 0. This last condition is equivalent to rl+1|∇′F ◦ h(r)| → 0. Since r∂rG = rl(r∂rF +
l(F − a)), from Lemma 2.2 we deduce ∂rF  −αr−(1+l). So we obtain the point (1). 
3. Characteristic exponents at infinity
Let f be a semialgebraic C2 function defined over an non-bounded open set Ω ⊂Rn.
Let y0 be a point of Ω . Let t0 = f (y0). Let Γ be the trajectory of ∇f through y0. Let Γ + =
Γ +(y0) := {x ∈ Γ : f (x) t0} be the positive semi-trajectory from y0.
Along any non-stationary trajectory of the gradient vector field the function f is strictly
monotone. Taking −f instead of f if needed, we can assume the positive semi-trajectory Γ +
leaves any compact subset of Rn and f is strictly increasing on Γ + (when going to infinity), and
thus has a limit. If it is +∞ then taking −f−1 and working on the open set Ω \ f−1(0), since
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assume, in any situation, that f is increasing on Γ + with a finite limit c.
The existence of a positive semi-trajectory Γ + along which f has a finite limit c at infinity
implies the Kurdyka–Łojasiewicz exponent at infinity at c is ρc = 1 (see [4, Corollary 3.8]). Thus
we have a kind of Bochnak–Łojasiewicz inequality at infinity over a neighbourhood of c, which
was a key inequality in the proof of the gradient conjecture, since it says that the radial part of
∇f is not negligible.
From now we assume that Γ + leaves any compact subset of Rn and that f (x) → c ∈ R and
is increasing when Γ +  x → ∞.
Since our proof follows the demonstration of the gradient conjecture [6], Section 2 has given
a very light insight of what the gradient trajectories should do. That is why we introduce the
characteristic exponents at infinity at c. (See also [6, Proposition 4.2].)
Let c be an asymptotic critical value at infinity of f . For any ε > 0 and η > 0, let us define
the following semialgebraic set
Wε(η) := {x ∈Ω: ∣∣f (x)− c∣∣< η, ε|∇′f | |∂rf |}.
In the following η is always chosen so that [c − η, c + η] ∩K(f )= {c}.
Let us recall that along any semialgebraic curve h(r) going to infinity and contained in Wε(η)
and such that |h(r)| = r , we have limr→+∞ f (h(r)) = ch ∈ R. So there exist a non-zero real
number bh and a positive rational number lh such that f (h(r))− ch  bhr−lh , and since we stay
in Wε(η), we get
r|∇f | ∼ r|∂rf |  lh|bh|r−lh  lh|f − ch|. (3.1)
Remark 3.1. Since h(r) is a semialgebraic curve in Wε(η) going to infinity, estimates along h,
as r → ∞, give that r|∂rf | ∼ |f − ch| since the semialgebraic curve parametrised by h is con-
tained in Wε(η), thus the Kurdyka–Łojasiewicz exponent at infinity at ch is ρch = 1. Once η
is small enough, necessarily ]c − η, c + η[∩K(f ) = {c}, thus ch must be c, by the remark just
following Definition 2.4.
Proposition 3.2. There exists a finite subset L∞c of negative rational numbers −l such that for
any ε > 0 and any η > 0 (both small enough)
r∂rf (x)
f (x)− c → −l when |x| → +∞, x ∈W
ε(η).
In particular as germ at infinity, Wε(η) is a disjoint union
Wε(η) :=
⋃
−li∈L∞c
Wε−li (η),
where
Wε−li (η) :=
{
x ∈Wε(η):
∣∣∣∣ r∂rf (x) + li∣∣∣∣< r−ω},f (x)− c
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depending on ε, such that on Wε−li , for x large enough
mε < r
li
∣∣f (x)− x∣∣<Mε.
Proof. Let W(η) := {(x, ε): x ∈Wε(η)}. It is a semialgebraic subset of Ω × [0,+∞[. Let RP1
be R unionsq {∞}. Let H be the map W(η)→RP1 defined by
H(x, ε) := r∂rf (x)
f (x)− c .
Then H is a semialgebraic map. Let GH be the graph of H . By abuse of notation, let us consider
the closure GH of the graph of H in RPn × [0,+∞] ×RP1. Let π1, π2 and π3 be respectively
the projections of GH , on RPn, on [0,+∞] and on RP1.
Let ε be given. Then π3((GH \ GH) ∩ π−12 (ε)) is the set of the limits of H(x, ε) when
Wε(η)  x → ∞ and is a non-empty semialgebraic subset, say Lε , of RP1. From (3.1) we
necessarily deduce that this semialgebraic set is contained in Q, and so is finite. Moreover
Δ := {(ε,−l): −l ∈ Lε, ε > 0} is actually π2 × π3(GH \ GH) and so is semialgebraic. Since
Δ is obtained as limits of x at ∞ ∈ Ω , by the cylindrical decomposition theorem [2], there ex-
ist 0 = ε0 < ε1 < · · · < εN = +∞ such that Δ ∩ (]εi, εi+1[ × R) is a finite union of graphs of
continuous semialgebraic functions defined on ]εi, εi+1[ taking only rational values. So they are
constant. Then there exists a finite subset L of Q such that Δ ⊂ R× L. We take L(η) to be the
smallest subset with this property.
Let us denote again by L(η) the set of these limits when x ∈ Wε(η) for any ε < ε1. From
Proposition 2.5 the intersection
⋂
η>0 L(η) is not empty and does depend neither on ε nor on η.
Let L∞c be this intersection.
Let us come to the proof of the second part of the result. Assume that η is small enough
and ε < ε1. For simplicity assume L∞c := {−l1, l2} with l1 < l2. Since −l1 and −l2 are in the
closure of the image of W(η) by the map H , for any R  1 and for any 0 < κ  l2 − l1, the
semialgebraic subsets of W(η), Xi := H−1(]−li − κ,−li + κ[) ∩ {|x| > R}, are disjoint since
the function H restricted to {|x| > R,ε1 > ε > 0} ∩ W(η) is continuous, and its levels induce
a partition of {|x| > R,ε1 > ε > 0} ∩ W(η). Let W−li (η) be {|x| > R,ε1 > ε > 0} ∩ Xi . Then
W−li (η) is semialgebraic and contained in X.
To prove the last inequality, let h(r) be a C1 semialgebraic path going to infinity and contained
in Wε−l(η), −l ∈ L∞c and such that |h(r)| = r . Then we have f (h(r))−c Ar−θ , for θ a positive
rational number. Thus we get
d
dr
(
f ◦ h(r))= 〈∇f, dh
dr
〉

〈
∂rf,
dh
dr
〉
 −θAr−θ−1. (3.2)
Since 〈
h(r), h′(r)
〉 r∣∣h′(r)∣∣ when r → +∞,
there exist constants mε and Mε with the desired property (otherwise we build a contradiction
along a semialgebraic curve h(r)). 
The set L∞c is called the set of characteristic exponents of f at infinity at c.
V. Grandjean / J. Differential Equations 233 (2007) 22–41 314. Estimates, asymptotic behaviour of the length, and better estimates on the trajectory
Let γ (s) be a parametrisation by arc length of the positive semi-trajectory Γ + = Γ +(y0) of
∇f such that γ (0) = y0 and |γ (s)| → +∞ as s → +∞. We recall that f ◦ γ is increasing and
f ◦ γ (s) → c ∈ R, as s → +∞. Let γ (0) be chosen so that [f (γ (0)), c[ ∩ K(f ) = ∅. Let L∞c
be the set of characteristic exponents at infinity of f at c.
Let l be any positive real number. Let Fl be the function defined as
Fl(x) :=
(
f (x)− c)|x|l (also written Fl = (f − c)rl).
If l ∈Q, then Fl is semialgebraic. After easy computations we find
d
ds
(
Fl ◦ γ (s)
)= rl|∇f |
[
|∇′f |2 + (∂rf )2
(
1 + l(f − c)
r∂rf
)]
.
Proposition 4.1. For each positive l, there exist positive constants ε and γ such that for any
trajectory γ (s) as above, the function Fl := (f − c)rl is strictly increasing in the complement of
li<l⋃
−li∈L∞c
Wε−li , if − l /∈ L∞c ,
or in the complement of
Wε−η,−li ∪
li<l⋃
−li∈L∞c
Wε−li , if − l ∈ L∞c ,
where Wε−η,−li = {x ∈Wε−li ; rη|∇′f | 2|∂rf |}.
Proof. Assume Fl is not increasing on the trajectory γ (s). We then find
r|∇f |2 −l(f − c)∂rf.
Since the Kurdyka–Łojasiewicz exponent at infinity at c is 1, we deduce
−l(f − c)∂rf  r|∇f |2 Kc|f − c||∇f |,
and so find ∂rf Kc(l2 −K2c )−1/2|∇′f |. Thus if Fl is not increasing, for s large enough, γ (s)
lies in Wε , for ε = Kc(l2 −K2c )−1/2. Since Wε = ∪Wε−li , with r∂rf (f − c)−1 → −li on Wε−li ,
we distinguish three cases:
Case 1. li < l. So we find
1 + l(f − c)
r∂rf
→ 1 − l
li
< 0,
and so Fl can be strictly decreasing in Wε .−li
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1 + l(f − c)
r∂rf
→ 1 − l
li
> 0,
and so Fl must be increasing in Wε−li , once |γ (s)| is big enough.
Case 3. l = li . Recall there is ω > 0 such that for x large enough
Wε−li :=
{
x ∈Wε:
∣∣∣∣ r∂rfli(f − c) + 1
∣∣∣∣< r−ω}, and so, ∣∣∣∣ li (f − c)r∂rf + 1
∣∣∣∣< 2r−ω,
thus if dFl/ds is negative we,
−2r−ω  li (f − c)
r∂rf
+ 1 < 0, so that |∂rf |2 − 2r−ω|∂rf |2 < 0.
We deduce 2|∂rf | rω/2|∂rf |. Then we just take η such that 2η < ω. 
Proposition 4.2. There exist a unique −l ∈ L∞c and positive constants ε and 0 <m<M <+∞
such that the trajectory γ (s) passes through Wε−l in any neighbourhood of infinity. Moreover for
s large enough the trajectory has to stay in
Ul :=
{
x: m< |f − c|rl <M}.
Before going into the proof, let us just say we can improve this result, see Corollary 4.6 below.
Proof. Let us first begin by proving the second statement of the proposition assuming that the
first one is true. Let us recall that any Wε−l is contained in a set of the form Ul . Moreover there
exist positive constants m < M such that for each −l ∈ L∞c , we get m < |f − c|rl < M , by
Proposition 3.2. If −l1,−l2 ∈ L∞c , then Ul1 and Ul2 are disjoint.
Let −l ∈ L∞c be given, and let Fl(x)= (f (x)− c)rl . By Propositions 4.1 and 3.2, we deduce
that Fl(γ (s)) is strictly increasing on the boundary ∂Ul of Ul (that is (Ul \Ul)∩Rn).
Since f < c all along the trajectory, if the trajectory meets ∂Ul , at such an intersection point
we must have f (γ (s))− c = −Mr−l , in which case the trajectory enters in Ul , or f (γ (s))− c =
−mr−l and then the trajectory leaves definitely Ul . And so the proof of the second statement is
over because we have assumed the first one was verified.
From Proposition 2.5 there exist a sequence of points G := (γk) of Γ + and a positive constant
εG such that, |γk| → +∞ and for k large enough |∂rf (γk)| εG |∇′f (γk)|. Thus Γ + meets WεG
in any neighbourhood of infinity.
Since Ul traps the trajectory the exponent −l has to be unique. 
This result as its affine analog [6, Proposition 6.2] is a tiny attempt to describe the bassin
d’attraction [12] of the singularity (limit point) that Thom considered as a fundamental point to
understand (see [11] for the bassin d’attraction of a singular point).
Let 0 < ε Kc/2l be definitely given.
Let δ > 0 be definitely given such that for each l∣∣∣∣1 + r∂rf ∣∣∣∣ r−2δ on Wε−l . (4.1)l(f − c)
V. Grandjean / J. Differential Equations 233 (2007) 22–41 33As previously said, away from Wε−l , we have
r|∇f |2  r|∇f | · |∇′f |Kc|f − c| · |∂rf | · ε−1  2l|f − c| · |∂rf |.
Thus we obtain
d
dd
(
Fl ◦ γ (s)
)
 r
l |∇f |
2
 Kcr
l−1|f − c|
c
.
Working in Ul \Wεl provides
d
ds
(
Fl ◦ γ (s)
)
 Kcr
l−1|f − c|
2
 K
′
r
,
where the constant K ′ depends only on f . By now usual easy computations, there is a positive
constant K1 such that
|∇f |K1r−1−l on Ul, and so |∇f | ∼ ∂rf ∼ r−1−l on Wε−l .
Let ε > 0 and δ > 0 as above.
Proposition 4.3. Let Fl be the function (f − c)rl for the unique characteristic exponent at in-
finity −l of Proposition 4.2. For any 0 < ν < 2δ, the function g defined as (Fl − r−ν) is strictly
increasing on the trajectory γ (s). So Fl(γ (s)) has a negative limit αl when s → +∞. Moreover
αl is an asymptotic critical value at infinity of Fl .
Proof. By Proposition 4.1, if 2|∂rf | rη|∇′f |, then Fl ◦ γ is increasing. Since
d(−r−ν)
ds
= νr−1−ν ∂rf|∇f | ,
the function −r−ν is increasing once ∂rf is positive, which is the case on Wε−l .
As before we need to distinguish different cases:
Case 1. 2|∂rf |  rη|∇′f |. Thus we are working in Wε−η,−l of Proposition 4.1 and so in Wε−l .
On Wε−l we know that |∇f | ∼ ∂rf ∼ r−1−l , we thus deduce∣∣∣∣ dds (Fl ◦ γ (s))
∣∣∣∣ rl|∇f | [|∇′f |2 + 2r−η|∂rf |2]M1r−1−η,
d(−r−ν)
ds
= νr−1−ν ∂rf|∇f | 
νr−1−ν
2
,
and so this last derivative is dominant and then g is increasing on the trajectory.
Case 2. ε|∇′f |  |∂rf |  rη|∇′f |/2. Here we are in Wε−l \ Wε−η,−l , and both Fl and −rν are
increasing.
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d
ds
(
Fl ◦ γ (s)
)
 K
′
r
.
Since ∣∣∣∣d(−r−ν)ds
∣∣∣∣= νr−1−ν |∂rf ||∇f |  νr−1−ν,
we have again g is increasing
Since g is increasing and negative and the trajectory stays in Ul , there exists αl , limit of g
when s → +∞, which is a negative real number. Since ν is positive, αl is also the limit of F ◦ γ
at +∞.
From Proposition 2.9 it is sufficient to prove that |∂rg|  |∇′g| along the trajectory.
Assume there exists a C > 0, such that |∇′f (γ (s))| C|∂rf (γ (s))|. When γ (s) is contained
in Wε−l , then
d
ds
(
Fl ◦ γ (s)
)= rl|∇f |
[
|∇′f |2 + |∂rf |2
(
1 + l(f − c)
r∂rf
)]
 K
′
r
.
If γ (s) is contained in Ul \Wε−l , then from above we also deduce
d
ds
(
Fl ◦ γ (s)
)
 K
′′
r
.
Thus we find that F(γ (s))K ′′′ ln(s), which contradicts the existence of the limit αl . 
The following is very important in our situation:
Corollary 4.4. We still work with the positive semi-trajectory Γ +, parametrised by γ (s). Then
s
|γ (s)| → 1 when s → +∞.
Proof. Let us assume that γ (0) is chosen so that for any s  0 we have
γ (s) ∈Ul,m,M :=
{
x: 0 <m< |f − c|rl <M + ∞}.
On Ul,m,M note that r M1/l |f − c|−1/l .
Working with a half-branch at infinity of any semialgebraic path staying in Ul,m,M , para-
metrised as r → h(r), along this semialgebraic curve we obtain
r|∇f | l|f − c| − o(r−1),
and from this deduce
df = |∇f | l |f − c| − o(r−1−l) l|f − c|1+1/l1/l − o(r−1−l).ds r M
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d
ds
(|f − c|−1/l)= −1
l
|∇f | · |f − c|−1−1/l M−1/l − o(1) > 0.
From this we deduce
s + o(s)M1/l[∣∣f (γ (s))− c∣∣−1/l − ∣∣f (γ (0))− c∣∣−1/l]
M1/l
[∣∣f (γ (s))− c∣∣1/l] M1/l
m1/l
∣∣γ (s)∣∣.
Since |γ (s) − γ (0)| s + |γ (0)|, and since on the trajectory Fl has a limit αl , the constants m
and M can be chosen as close to αl as we want and so we obtain the desired result. 
Remark 4.5. From the beginning of this work, we have assumed that the origin O of Rn was
fixed. Let O ′ 
= O . Then the translation of origin from O to O ′ does not affect the result of
Corollary 4.4.
The naive idea according to which to go to infinity, the radial part ∂rf ∂∂r must be the dominant
part of ∇f most of the time is actually not that naive at all, since we have the following
Corollary 4.6. Let Γ + be a positive semi-trajectory along which the function f tends to c. Then
for any A > 0, the positive semi-trajectory Γ +, if not contained in WA, visits infinitely many
times the semialgebraic subset
WA := {x: ∣∣∂rf (x)∣∣A∣∣∇′f (x)∣∣}.
Proof. Let γ (s) be the parametrisation of Γ + by arc length s. Then we get
∣∣γ (s)∣∣= ∣∣γ (0)∣∣+ s∫
0
d
dσ
∣∣γ (σ )∣∣dσ = ∣∣γ (0)∣∣+ s∫
0
∂rf
|∇f | ◦ γ (σ )dσ.
Assume there exists A> 0 such that there exists sA > 0 such that
for any s  sA, A
∣∣∇′f (γ (s))∣∣ ∣∣∂rf (γ (s))∣∣.
Thus we find for s large enough
∣∣γ (s)∣∣ ∣∣γ (0)∣∣+ sA∫
0
|∂rf |
|∇f | ◦ γ (σ )dσ +
s∫
sA
|∂rf |
|∇f | ◦ γ (σ )dσ
 B + A · s√
1 +A2 D · s,
where B is a constant, and D is a positive constant < 1.
By Corollary 4.4, we should have |γ (s)|/s tends to 1 as s tends to +∞, which is impossible
here. 
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Let γ (s) be the parametrisation by arc length s of a positive semi-trajectory Γ + of the gradient
field ∇f , such that |γ (s)| → +∞ and f (γ (s)) → c ∈ R when s → +∞. For simplicity we
assume that f ◦ γ is increasing. We also assume that for any s  0, |γ (s)|> 0.
Let Γ˜ + be the image of Γ + by the radial projection of centre O over Sn−1 ⊂ Rn. Then
γ˜ (s) := γ (s)/|γ (s)| is a parametrisation of Γ˜ +.
Let s˜ be the arc length of γ˜ (s). Thus we find
ds
ds˜
=
∣∣∣∣dγ˜ds
∣∣∣∣−1 = r|∇f ||∇′f | .
Theorem 5.1. Under the previous hypotheses, Γ˜ + is of finite length.
This result is a consequence of Proposition 5.5, of the same type as the one used in [6,
Section 7]. The finiteness of the length of Γ˜ + is obtained working with a function g =
rl(f − c)−αl − r−ν , for a suitable choice of ν, and using a Łojasiewicz’s type argument applied
to the function g restricted along the trajectory Γ for an adequate parametrisation.
Proof. From Propositions 4.2 and 4.3, we already know there exists a unique −l ∈ L∞c and a
unique negative asymptotic critical value at infinity αl of the function Fl = (f − c)rl such that
Fl(γ (s))→ αl when s → +∞. Thus we can assume that, for any s, γ (s) belongs to
Uαl :=Ul ∩
{
x:
∣∣Fl(x)− αl∣∣ Cαl},
where Cαl is the positive constant in Proposition 2.7. In parametrising γ˜ with s˜, we obtain
dFl
ds˜
= r
l+1
|∇′f |
[
|∇′f |2 + |∂rf |2
(
1 + l(f − c)
r∂rf
)]
,
d(−r−ν)
ds˜
= νr−ν ∂rf|∇′f | .
Let κ and e := eαl the exponents appearing in Proposition 2.7.
Lemma 5.2. Assume κ < δ. On {x: |∂rf | rκ |∇′f |}, there exists K > 0, such that
d
ds
(
Fl
(
γ (s)
)− αl)K∣∣Fl(γ (s))− αl∣∣e.
Proof. When |∂rf | ε|∇′f |, from case 3 of the proof of Proposition 4.3, we deduce
dFl
ds˜
 K
′
r
r|∇f |
|∇′f | K
′, (5.1)
which ends the proof in this case.
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|∇f | ∼ |∂rf | ∼ r−1−l . From choice (4.1), we deduce∣∣∣∣ l(f (x)− c)r∂rf (x) + 1
∣∣∣∣< r−2δ,
so that
r|∇′Fl | = |∇′f |r1+l K1r−κ  r−2δ+κ K2rl+κ
∣∣r∂rf + l(f − c)∣∣=K2r1+κ |∂rFl |.
That is |∇′Fl |  |∂rFl |. Thus
dFl
ds˜
= rl+1|∇′f | + r
l+1|∂rf |2
|∇′f |
(
1 + l(f − c)
r∂rf
)
= r|∇′Fl | + r|∂rFl | |∂rf ||∇′f | K3r|∇Fl |,
and so we conclude by Proposition 2.7. 
Now we have to understand what is happening in the complement of the set W−η,−l := {x ∈
Wε−l : rη|∇′f | |∂rf |}, where η is a positive number. As in Proposition 4.3, let g be the function
g := (Fl − αl)− r−ν for 0 < ν < 2δ.
Lemma 5.3. For any ν and any η such that 0 < ν < η < δ, on Ul \ W−η,−l for r large enough,
there exist a real number ξ < 1 and a positive constant K such that
dg
ds˜
K|g|ξ .
Proof. From (5.1), on Ul \Wε−l we immediately get
dF
ds˜
K ′ and d(−r
−ν)
ds˜
 νr−1−ν, dg
ds˜
 K
′
2
.
On Wε−l \W−η,−l . On this set, thanks to the proof of Lemma 5.2, we have
dFl
ds˜
K3r|∇Fl |K3r1+l |∇′f |K4r−η.
Thus we find
dg
ds˜
= dFl
ds˜
− dr
−ν
ds˜
= dFl
ds˜
+ νr−ν ∂rf|∇′f | K4r
−η + νεr−ν K5r−η K5(r−ν)θ ,
once 0 < ν < η < δ and 1 > θ  1 − η/ν.
From Lemma 5.2, we also know there exist a positive exponent e < 1 and a positive con-
stant K , such that
d(Fl − αl) K∣∣F (γ (s˜))− αl∣∣e.ds˜
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Let 0 < a  b and let 0 < ρ < 1. Then (a + b)  a + b. (5.2)
Let ξ > max(e, θ) and ξ < 1. We have actually proved above that
dg
ds˜
 |F − αl |ξ +
∣∣r−ν∣∣ξ .
To conclude the proof of the lemma, just use inequality (5.2). 
Assume we have picked definitely ν and η as in Lemma 5.3.
It remains to consider the behaviour of the function g in a set of the form W−β,−l , for a
suitable choice of β .
Lemma 5.4. For any β such that ν < β  δ there exists a constant K such that on W−β,−l =
{x ∈Wε−l : rβ |∇′f | |∂rf |}, the following inequality holds
d(g)
ds˜
K > 0.
Proof. On such a subset the radial part of ∇f is, by definition, the dominant part. On W−β,−l ,
dFl
ds˜
= rl+1
[
|∇′f | + |∂rf |
2
|∇′f |
(
1 + l(f − c)
r∂rf
)]
=O(r−β)+ |∂rf ||∇′f |O(r−2δ)
d(−r−ν)
ds˜
= νr−ν ∂rf|∇′f |  νr
β−ν  const > 0,
once β is chosen so that ν < β  η < δ, since W−η,−l ⊂W−β,−l .
As a consequence of the above estimations, note that
r−ν  r−2δ and rβ−ν  r−β, thus giving d(−r
−ν)
ds˜

∣∣∣∣dFlds˜
∣∣∣∣.
Therefore we obtain on W−β,−l that dg/ds˜ K , for a positive constant K . 
With Lemmas 5.3 and 5.4, we have actually proved the following
Proposition 5.5. There exist a real number ξ < 1 and a positive constant K such that on Uαl ,
dg
ds˜
K|g|ξ .
Now we can end the proof of the theorem, by using Łojasiewicz’s argument: for ν chosen so
that 0 < ν < δ, let us recall that g(γ (s)) is strictly increasing and g(γ (s)) → 0 when s → +∞.
Hence |g|1−ξ is strictly decreasing and so on Ul,α0
d|g|1−ξ = −(1 − ξ)|g|−ξ dg −K < 0.
ds˜ ds˜
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0 <
s1∫
s0
∣∣∣∣dγ˜ (s)ds
∣∣∣∣ds  |g(γ (s0))|1−ξ − |g(γ (s1))|1−ξK . 
6. Quid of the gradient conjecture at infinity
Let us consider the inversion mapping
Inv: NO =Rn \ {O} → N∞ =Rn, such that Inv(x)= x|x|2 .
Let us denote by O∞ the origin of N∞. We recall that Inv is a semialgebraic diffeomorphism
from NO \ {O} onto N∞ \ {O∞}.
Let f be a C2 semialgebraic function defined over a non-bounded open subset Ω of Rn.
Let Γ + be a positive semi-trajectory of ∇f leaving any compact. Let us denote by Γ +∞ the
image Inv(Γ +). By abuse of language the point O∞ is the limit point of Γ + at infinity.
Knowing the gradient conjecture in the affine case, is something similar happening here?
Gradient conjecture at infinity: does lim
Γ +∞x→O∞
x −O∞
|x −O∞| exist?
For this purpose, let us consider the spherical blowing-up at O∞ with centre O∞.
Π : Sn−1 × [0,+∞[ → N∞,
(X, r)→ X
r
, when r > 0,
(X,0)→O∞.
If γ is a parametrisation of Γ + by arc length s. By Theorem 5.1 we find there exists v∞
Γ + ∈
Sn−1 such that γ (s)/|γ (s)| tends to v∞
Γ + as s tends to +∞. Thus we deduce that
Π−1
(
γ (s)
/∣∣γ (s)∣∣) tends to (v∞
Γ + ,0) ∈ Sn−1 × [0,+∞[,
that is the conjecture of the gradient at infinity is true.
7. Application to the trivialisation by ∇f nearby a regular asymptotic critical value at
infinity
Let us come now to the motivation described in the introduction, that is the question of the
trivialisation of the function f over a neighbourhood of c ∈ K∞(f ) \ (Kaff(f ) ∪K0(f )) by the
flow of its gradient.
Let f be a C2 semialgebraic function defined over a non-bounded (connected) open subset Ω
of Rn.
Let c be a regular value of f which is also an asymptotic critical value at infinity of f . Let
c0 
= c such that [c0, c[ ∩ K(f ) = ∅, if c0 < c or ]c, c0] ∩ K(f ) = ∅, if c0 > c. The embedding
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This immersion is obtained as the flow of −∇f/|∇f |2 taken at the time c − c0, restricted to
the level f−1(c), if c0 < c, or is the flow of ∇f/∇f |2 at the time c0 − c, restricted to the level
f−1(c), when c0 > c.
When the Kurdyka–Łojasiewicz exponent at infinity at c, ρc is < 1, the immersion Φc0 is
bijective and then the value c is not a bifurcation value of f . The trivialisation of the function f
nearby the level c can be realised by the flow of ∇f/|∇f |2 [4, Theorem 3.5].
When ρc = 1, the proof of the quoted result is no more relevant to show that the trivialisation
by the gradient flow is still possible in a neighbourhood of c.
Definition 7.1. Let c be a regular asymptotic critical value at infinity of f . The function f is said
to be strongly transverse to the spheres at infinity nearby c, if there exist positive constants Rc,
εc and Ac such that
if |x|>Rc and
∣∣f (x)− c∣∣< ε0, then ∣∣∇′f (x)∣∣Ac∣∣∂rf (x)∣∣.
First note that ρc < 1 implies the function f is strongly transverse to the spheres nearby c.
From the work of Loi and Zaharia, [9], we already know that if f is strongly transverse to the
spheres at infinity nearby c, then such a value c is not a bifurcation value of the function f .
Let us consider a non-bounded positive semi-trajectory Γ + along which f tends to c. Such a
trajectory must exist if we cannot trivialise by the gradient flow of f nearby c, that is, Φc0 is not
bijective (for some c0).
Corollary 4.6 states that such a trajectory must visit infinitely many times WA, for any positive
A, especially when A is very large. Thus this actually proves the following
Theorem 7.2. Let c be in K∞(f )\(Kaff(f )∪K0(f )) and reached by f . Assume that the function
f is strongly transverse to the spheres nearby the value c. Then the function f is trivialised over a
neighbourhood of c by the flow of the gradient, or equivalently, there is no non-bounded positive
semi-trajectory of ∇f along which f tends to c.
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