In this paper we consider t-best nearest point and find algorithms for find t-best nearest points in fuzzy normed linear space.
Introduction
The concept of fuzzy sets was introduced by Zadeh [9] . It was developed extensively by many authors and used in various fields. To use this concept in topology and analysis, several researchers have defined fuzzy metric spaces in various ways. (see [1] - [9] ).
Preliminaries and notations
In this paper we consider the set of all t-nearest point and t-nearest points on fuzzy normed spaces and prove several theorems pertaining to this set. 
The 3-tuple (X, N, * ) is said to be a fuzzy normed space if X is a vector space, * is a continuous t-norm and N is a fuzzy set on X × (0, ∞) satisfying the following conditions for every x, y ∈ X and t, s > 0, 
As was shown in [6] , every fuzzy normed space induces a fuzzy metric space on it and is therefore a topological space. 
Definition 2.4. ([8]) Let A be a nonempty subset of a fuzzy normed space
(X, N, * ). For x ∈ X, t > 0, let d(x, A,t) = sup{N(y − x,t) : y ∈ A}.
An element y 0 ∈ A is said to be a t-nearest point of x from A if
N(y 0 − x,t) = d(A, x,t).
Definition 2.5. ([7]) Let A be a nonempty set of a fuzzy normed space (X, N, * ). For x ∈ X, t > 0, we shall denote the set of all elements of t-nearest point of x from A by P t
A (x); i.e.,
3 t-nearest point 
Remark 3.1. Suppose y 1 is an arbitrary point in M and 
Continuing this process k-times ,we can find positive real numbers ,
, and consider the following two cases:
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In each of above cases we have for all k
It follows that for all k ≥ 1,
From (3.2) and (3.3) we have
lim k→∞ N(x − g k ,t) = lim k→∞ α k = lim k→∞ β k = d(x, M,
t).
Algorithm Suppose (X, N, * ) is a fuzzy normed space, M is a nonempty subset of X and x ∈ X\M, let ε ≥ 0 be given. Then
5 Else , put α k+1 := γ k , β k+1 := β k , k := k + 1 , and then go to step 3.
Proposition 3.1. The above algorithm shows that d(x, M,t) is a number in the interval
Also, it can be seen that
After the the n-times iteration, then
and 
The upper relationship shows convergent algorithm to d(x, M,t). In this algorithm distance the point to
|γ n − d(x, M,t)| < (α 1 − β 1 )/2 n ≤ ε (α − 1 − β − 1)/2 n ≤ ε ⇒ 2 n ≤ (α − 1 − β − 1)ε If n is stratify in this relation such that d(x, M,t) ∈ [β 1 , α 1 ], then n ≥ log 2 (α 1 − β 1 )/ε.
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Algorithm Let (X, N, * ) be a fuzzy normed space and M is a nonempty subset of X and x ∈ X\M. This algorithm approximates a nearest point for x arbitrarily good. Let ε > 0 be given. Then 5 Else put α k+1 := α k , β k+1 := γ k and k := k + 1 then go to step 3.
Also in algorithm find nearest point since nearest point is the number between α 1 , β 1 , similar recently algorithm we can obtained the minimum number of times, for nearest point with arbitrary ε, then n ≥ ln(α 1 − β 1 )/ε.
