We consider a spherically symmetric characteristic initial value problem for the Einstein-Maxwell-(real) scalar field equations. On the initial outgoing characteristic, the data is assumed to satisfy the Price law decay widely believed to hold on an event horizon arising from the collapse of an asymptotically flat Cauchy surface. We establish that the heuristic mass inflation scenario put forth by Israel and Poisson is mathematically correct in the context of this initial value problem. In particular, the maximal domain of development has a future boundary, over which the spacetime is extendible as a C 0 metric, but along which the Hawking mass blows up identically; thus, the spacetime is inextendible as a C 1 metric. In view of recent results of the author in collaboration with I. Rodnianski, which rigorously establish the validity of Price's law as an upper bound for the decay of scalar field hair, the C 0 extendibility result applies to the collapse of complete asymptotically flat spacelike initial data where the scalar field is compactly supported. This has implications for Penrose's strong cosmic censorship conjecture.
Introduction
The fact that the initial value problem for the Einstein equations is locally wellposed connects general relativity to the classical 19th-century physics of fields, and to the theory of equations of evolution in general. At first, it may seem that this also casts the theory squarely into the sphere of Newtonian determinism, the principle that initial data determine uniquely the solution. In quasilinear hyperbolic equations, however, such as the Einstein equations, where uniqueness is controlled by the a priori unknown global geometry of the characteristics, it is not immediate that one can pass from "local" to "global" determinism. In fact, it is well known that the Einstein equations allow for smooth Cauchy horizons to emerge in evolution from complete initial data, i.e. uniqueness may fail without any loss of regularity in the solution. This behavior indeed occurs in the celebrated Kerr solution; also in the spherically-symmetric Reissner-Nordström solution, as can be seen most easily by examining the image of a conformal map of the 2-dimensional quotient manifold of the maximal domain of development into 2-dimensional Minkowski space: In more physical language, our ability to predict the future, in particular the fate of the timelike observer depicted in the above figure, fails before any sort of blow up occurs, which would indicate the theory itself fails or its domain of validity has been exited.
The physical problems arising from this "loss of determinism" would be resolved if the phenomenon turned out to be "unstable", i.e. if for generic initial data, uniqueness does indeed hold as long as the solution remains regular. The conjecture that this is the case, due to Penrose, goes by the name of strong cosmic censorship. The precise meaning of genericity for the initial data and regularity for solutions was not specified in the statement of the conjecture but was left to be decided by the constraints of mathematical analysis and/or physical arguments.
The strong cosmic censorship conjecture was motivated by arguments of first order perturbation theory, indicating that the Cauchy horizon in a spherically symmetric Reissner-Nordström background is indeed unstable. 1 The rigorous study of the stability of the Reissner-Nordström Cauchy horizon in a nonlinear p.d.e. setting was initiated in [18] . A certain characteristic initial value problem was considered for the spherically-symmetric Einstein-Maxwell-scalar field 2 equations, and it was proven that the maximal development of initial data has future boundary a Cauchy horizon over which the spacetime is extendible as a C 0 metric. On the other hand, given an appropriate additional assumption on the initial data, it was shown that the Hawking mass blows up identically along this Cauchy horizon, and thus the spacetime is inextendible as a C 1 metric.
The generic occurrence of a C 1 -singular (but not C 0 -singular!) Cauchy horizon in the interior of spherically symmetric charged black holes arising from gravitational collapse was first conjectured by W. Israel and E. Poisson [26] on the basis of heuristic considerations; they termed this phenomenon mass inflation. Although several numerical [2, 3] studies subsequently confirmed the mass inflation scenario, it remained somewhat controversial, as it is at odds with the original picture put forth by Penrose, which had suggested the generic occurrence of a spacelike C 0 singularity rather than a C 1 -singular Cauchy horizon.
The results of [18] showed that in principle, mass inflation is not an artifice of the Israel-Poisson heuristics. These results could not show, however, whether the scenario actually actually occurred for the collapse of generic asymptotically flat spacelike initial data. The initial outgoing null characteristic considered in [18] was meant to represent the event horizon of a black hole that had already formed. Moreover, to simplify the problem as much as possible, the assumptions imposed on the event horizon were very strong, in particular, the event horizon was required not to carry incoming scalar field radiation. This implied that it geometrically coincided with a Reissner-Nordström event horizon, and thus was at the same time an apparent horizon, i.e. it was foliated by marginally trapped spheres. The event horizon of a black hole arising from gravitational collapse, however, will in general have a qualitatively different structure from that of the Reissner-Nordström event horizon. It will not be foliated by marginally trapped spheres, and it will possess a radiating decaying scalar field "tail". Heuristic analysis going back to Price [27] , together with more recent numerical results [5, 21, 24] , have indicated that, in the case of scalar field matter, this tail will decay polynomially with exponent −3, with respect to a naturally defined advanced time coordinate. This decay rate is widely known as Price's law.
In the present paper, we demonstrate that results analogous to those of [18] can be established for data satisfying a weak form of the conjectured Price law decay discussed above. 3 More specifically, we show Theorem 1 Let C, ǫ > 0. Consider double characteristic spherically symmetric initial data for the Einstein-Maxwell-scalar field equations with non-zero charge satisfying the following: a. The initial outgoing characteristic is event-horizon-like 4 , in particular, it is required to have infinite affine length, and monotone non-decreasing uniformly bounded cross sectional area. In addition, along this initial characteristic |∂ v φ| ≤ Cv −1−ǫ (1) with respect to a certain naturally defined advanced time coordinate v.
b. On the initial ingoing characteristic, sufficiently regular data is prescribed, in particular, |∂ u φ| ≤ C, where u is any regular retarded time coordinate. The characteristic can be taken to have arbitrarily small affine length.
It follows that the maximal development of initial data has a non-trivial 5 future boundary, over which the spacetime can be extended as a C 0 metric. The boundary lies withing a trapped region.
Theorem 2 Let s > 1 2 , C, c, ǫ > 0. Consider data as in Theorem 1, where in place of (1), we assume 0 < cv −3s+ǫ ≤ |∂ v φ| ≤ Cv −s for large enough v. It follows that the Hawking mass blows up identically along the non-trivial future boundary of the maximal development, in particular, the spacetime cannot be extended over this boundary as a C 1 metric.
The quotient manifold of the maximum development of initial data, satisfying the assumptions of both the above theorems, is depicted, conformally, below: The apparent horizon is the past boundary of the trapped region, and r denotes the standard area radius function.
In very recent work [20] of the author in collaboration with I. Rodnianski, it is proven that the assumptions of Theorem 1, in fact the stronger bound,
for any ǫ > 0, indeed hold on the event horizon of black holes arising from the collapse of general complete asymptotically flat spacelike data 6 for which the scalar field is compactly supported on the initial hypersurface S. 7 Thus, the question of the C 0 inextendibility of the maximal domain of developement is now completely resolved in the negative for the spherically symmetric Cauchy problem for the Einstein-Maxwell-scalar field equations. In particular, under the formulation of strong cosmic censorship given in [10] , the conjecture is false for these equations under spherical symmetry. We leave precise statements to [20] .
As for the question of Price law decay, it should be noted that previously, Stalker and Machedon [29] had obtained bounds similar to (2) for the wave equation on a fixed Schwarzschild or Reissner-Nordström background.
The techniques of this paper are refinements of methods initiated in [18] . Serious new difficulties arise, however, that affect both the qualitative picture and the estimates at our disposal. Since the event horizon and the apparent horizon no longer coincide, one must show that an apparent horizon (and consequently, a trapped region) emerges in evolution. This can be accomplished by using what could be called "red-shift" techniques. (See Section 7. These issues are also discussed in [19] .) Another difficulty is that since the initial data are not trapped or marginally trapped, monotonicity special to trapped regions cannot be immediately applied. On the one hand, this implies that the pointwise estimate for one of the controlling quantities used heavily in [18] is here lost, and new arguments must be introduced to circumvent this. On the other hand, an additional argument is also necessary to ensure that the monotonicity of the mass difference, crucial to the proof of blow-up, holds in the trapped region, as this depended on appropriate conditions being met at the apparent horizon 8 . This additional argument is accomplished again employing red-shift techniques.
Besides the novel qualitative features discussed above, the perturbations introduced here differ from those of [18] quantitatively, and this difference persists after the trapped region has formed. In some sense, this renders the proof of blow-up slightly easier but the proof of stability harder. In particular, the socalled "stable blue-shift region" must be handled with considerably more care. For this, certain BV estimates for the scalar field will prove useful.
Despite these differences, this paper confirms the qualitative picture of the emergence of a "stable red-shift" region, a "no-shift" region, and a sufficiently large "stable blue-shift" region, before the effects of instability become large. It thus supports the thesis of [18] that this picture may indeed represent the interior of black holes that emerge from realistic gravitational collapse.
The outline of this paper is as follows: In Section 2 we present the spherically symmetric Einstein-Maxwell-scalar field equations and in Section 3 we formulate precisely the initial value problem. Section 4 introduces notations and basic constructions derived from the causal structure of spacetime. The definition of the maximal domain of development, together with an extension theorem involving the area radius r, are stated in Section 5. Section 6 reviews some of the important monotonicity properties of the equations that are central in the analysis. Section 7 gives an overview of the main ideas employed in proving both stability and blow-up, and more generally, in the analysis of black hole interiors. Stability is then established in the course of Sections 8, 9, 10, 11, and 12. Blow-up is shown in Section 13. Finally, certain a priori BV estimates for the scalar field φ are left to Section 14.
The Einstein-Maxwell-scalar field equations in spherical symmetry
The considerations leading to the Einstein-Maxwell-scalar field system have been discussed at length in [18] . One can also consult [1, 2] . The equations take the form
where g µν is a Lorentzian metric defined on a 4-dimensional manifold M , F µν is an antisymmetric 2-tensor (the electromagnetic field), and φ is a scalar function (the scalar field). Under spherical symmetry, the Maxwell equations (i.e. the equations satisfied by F µν )) decouple, and the remaining equations reduce to a system of second order equations for functions (r, g ij , φ) defined on the space of group orbits Q of the SO(3) action, along with a constant e, which we will call the charge. Here r is the so-called area radius function, i.e. r evaluated at a point p of Q retrieves up to a constant the square root of the area of the group orbit corresponding to p in M (this group orbit is necessarily a spacelike sphere). The tensor g ij is a 1 + 1-dimensional Lorentzian metric on Q which is inherited from the metric on M . The functions r and g ij together determine
where γ is the standard metric on the unit 2-sphere. Since the scalar field φ is constant on group orbits, it descends to a function on Q, and thus the notation φ is retained. One can prescribe null coordinates u and v on Q so that its metric becomes −Ω 2 dudv. These coordinates then represent the characteristic directions of the equations. To exploit the method of characteristics, it is more convenient to write the equations as a first order system. Moreover, Ω can be replaced as an unknown in the equations by the "renormalized" Hawking mass
Introducing the first order derivatives ∂ u r = ν, ∂ v r = λ, r∂ u φ = ζ, r∂ v φ = θ, and also the so-called mass aspect function µ = 2m r , we obtain the system
∂
From the above, we easily derive the equations
and
3 The initial value problem
We select two constant 0 < e < ̟ 0 < ∞, and define
On a null ray (to be the v axis of a coordinate system), we prescribe the functions
and λ(0, v) in C 1 with the following properties:
|∂
where Λ is a positive constant, p > 1 2 , and r is defined by
Note that if (14) and (15) hold on some interval [V ′ , ∞), and if in addition, λ is monotonically decreasing for V ≥ V ′′ , then (16) is satisfied in some interval [V, ∞), because r → r + , λ → 0, as v → ∞, and e 2 r 2 + < 1. Thus a large class of data satisfying (14) , (15) , (16) can be explicitly constructed.
Conditions (13) , (14) , and (15) together imply that
Since 1 − µ = 1 − 2̟ r + e 2 r 2 , one obtains
Differentiating with respect to v, and recalling (16) , (14) and (17), yields
for some constant C > 0. We select θ(0, v) as a continuous function such that
Given λ, r, ̟, θ defined above along some ray [V ′ , ∞), we setM (V ) = ̟(0, V ) − ̟ 0 , andL(V ) = e 2 r (0, V ) − e 2 r+ , and note that
andM ,K → 0 as V → ∞.
Finally, our initial data on the v-axis will be the functions λ, r, ̟, θ, restricted to some ray [V, ∞), where V satisfies the additional conditions (28), (47) and (51) to be imposed in Section 8 where they will be needed.
The remainder of the data will be prescribed on the null segment V × [0, U ) for some U : We set ν(u, V ) = −1 (23) and ζ(u, V ) an arbitrary continuous function. In particular,
for some constant C. To summarize, we have described a non-trivial class of initial data having the properties depicted on the diagram below:
Given r(0, v), ̟(0, v), and a continuous θ(0, v), satisfying (4) and (8) , such that |θ| ≤ Cv −p , λ = 1 − µ ≥ 0, and requiring r → r + , ̟ → ̟ 0 as v → ∞, it follows from
that the inequalitites (14) , (15) and (16) all hold. Thus the properties listed on the above diagram are in fact an alternative characterization of the class of allowed initial data. 9 The results of [20] guarantee that the development of asymptotically flat spacelike data, possessing a trapped surface, forms an event horizon, from which a short conjugate null ray can be erected, such that these two characteristics then satisfy the properties above, for p < 3. In constructing the data, we have opted to prescribe r first, instead of |θ|, because it is somewhat easier to explicitly construct a large class of non-trivial data in this fashion.
Here it is required that φ, |∇φ| decay sufficiently fast at spacelike infinity on the initial hypersurface S-compact support is more than sufficient-and that some additional assumption is made ensuring ̟ 0 = r + . The reader can thus connect the results of the present paper to the collapse of spacelike asymptotically flat initial data. In what follows, we shall not make further reference to spacelike data and its domain of outer communications; these issues will be discussed in [20] . In a very mild abuse of language, however, we shall sometimes call the initial u = 0 null ray the event horizon.
The data considered in [18] , expressed in the coordinates of the present paper, are such that θ vanishes initially on the event horizon, and ζ decays to 0 polynomially in u. The data considered here include in particular the data of [18] . 10 One should note that once the solution has evolved up to a spacelike curve beyond the apparent horizon (for instance Γ −E of Proposition 1), it would be difficult to decide, on the basis of measurements along that curve, whether in the initial data θ vanished on the event horizon or merely decayed exponentially; this is due to the backscattering of radiation. Thus, the data of [18] should be compared more generally with data in which θ decays exponentially. It is then clear that there is an important quantitative difference (exponential vs. polynomial) between the data of [18] and the data here, and this persists after the trapped region has formed. also use the notation u| κ (v) = u| κ (q), etc.
Given two spacelike curves κ 1 and κ 2 , with κ 2 ⊂ J + (κ 1 ) and a point (ū,v), the (ū,v, κ 1 , κ 2 )-zigzag will be defined as the union of segments L i , and K i defined iteratively as follows. Refer to the figure below:
The L i segments will be segments of constant u and the K i segments will be segments of constant v. Let
By a compactness argument, the v-distance between the two curves in J − (ū,v) is bounded below, away from 0, and the zig-zag terminates in finitely many steps. We denote by D(u 0 ) the characteristic rectangle defined by the conditions v ≥ V , 0 ≤ u < u 0 . The maximal development of initial data cut off at u 0 , to be discussed in the following section, will necessarily be defined in a subset
The maximal domain of development
we define the norm
Standard techniques then yield the following 
Here E(U ) denotes the closure of E(U ) in D(U ). (E(U ), r, λ, ν, θ, ζ, ̟) is the so-called maximal domain of development of the initial data set. One should note that with this definition, ∂E(U ) \ ({u = 0} ∪ {v = V }) is empty in the case of the Reissner-Nordström solution, i.e. it includes neither the segment u = U , nor the Cauchy horizon. One can prove that if the initial data are more regular, then the solution will be more regular in E(U ). For instance, C ∞ initial data lead to a C ∞ maximal domain, which in particular, when viewed "upstairs", will coincide with the maximal domain of development constructed by the techniques of Choquet-Bruhat and Geroch [7] .
In fact, one can prove that a result of [18] also holds for the initial data considered here:
The function r can be extended continuously to 0 on ∂E(U ) \ ({u = 0} ∪ {v = V }), provided the latter set is non-empty.
In particular, if one establishes an a priori bound for r away from 0 in J − (u, v), it follows that (u, v) ∈ E(u). We will make use of this in what follows without further note.
Monotonicity
The Einstein equations under spherical symmetry exhibit rich monotonicity properties irrespective of the matter model, as long as certain so-called "energy conditions" are satisfied. This is nicely discussed in [11] . We review here the relevant results applied to our initial value problem, as well as some additional monotonicity special to the system considered here. Some even more special monotonicity will be discussed in Section 13.
Since ν < 0 on the initial data segments, we have that ν < 0 throughout E(U ). Defining the so-called trapped region T by
and the apparent horizon A by
The quantity λ 1−µ is positive in E(U ), and moreover,
In T , ν 1−µ is also a positive quantity, and
However, since ν 1−µ clearly blows up identically on A, it cannot be immediately utilized as a controlling quantity in T , when A does not coincide with the event horizon. (Compare with [18] where one did have a priori pointwise bounds for
Note that for the system considered here, in view of the above and (7) and (8), it is clear that we have the following additional monotonicity in T :
All these facts are summarized in the figure below:
Remarks on the analysis of black holes
Before beginning the study of our system, it will be useful to make a few preliminary remarks that will give a taste of the special flavor of the analysis of the equations in black hole regions. In addition to providing an outline of the approach taken in the following sections, these remarks may be relevant for understanding more general charged or rotating black holes. As discussed in Section 5, to delimit the extent of the maximal domain of development, the most fundamental quantity to control (from below!) is r. The function r would indeed be controlled if we could appropriately bound one of its null derivatives, let us say ν. But integrating equation (6), one deduces that it is the following quantity that must then be controlled:
In the Reissner-Nordström solution, (27) blows up in the trapped region 11 for all values of u. The sign of e 2 r − ̟ , however, is positive in a neighborhood of the Cauchy horizon. Thus the effect of (27) in integrating (6) is to make ν tend to 0 on the Cauchy horizon. The positive sign for e 2 r − ̟ is thus "favorable" for controlling r. We will call this the "blue-shift" sign.
If we examine, however, the sign of e 2 r − ̟ on the inital data segments, we find that it is negative. This is the "unfavorable" sign for the control of r, and we will call it the "red-shift" sign.
From this point of view, key to the formation of the Cauchy horizon is the fact that e 2 r − ̟ changes sign in evolution from "red-shift" to "blue-shift" 12 , and moreover, that this blue-shift region is sufficiently large, so as to "compensate" for the effect of the red-shift region, which in the meantime has made |ν| large.
In order to understand better the significance of (27) , it is useful to separate out a region where λ 1−µ can be uniformly bounded. We will call such regions "no-shift" regions. The precise boundary of any such region is clearly not canonically defined, but nonetheless, the concept is useful. The Reissner-Nordström solution can be decomposed as follows:
The above picture is our starting point for understanding the evolution of the initial value problem considered here. The partition into red-shift, no-shift, and blue-shift regions will be key to understanding analytically the various quantities of our system. We have already seen in the discussion above the different effects on r in each of the three regions. These regions also have very different effects on ̟.
In the Reissner-Nordström solution, the scalar field vanishes, and thus ̟ is constant. With a scalar field present, however, (7) implies that, all other things being equal, the smaller the value of |ν|, the larger the value of ∂ u ̟. Thus the "red-shift" sign, which was unfavorable for the control of r, is favorable for the control of ̟, while the "blue-shift" sign, which was favorable for r, is unfavorable for ̟.
The fact that the "blue-shift" sign is "unfavorable" for ̟ is basically what led to the conjecture of strong cosmic censorship in the first place. We will return to this issue shortly. Let us first try to understand the strategy employed for proving the stability of r.
As noted earlier, key to the Reissner-Nordström behavior of r is the blueshift region. Yet, with the hindsight of our result, namely that near the Cauchy horizon ̟ → ∞, one does not have the blue-shift sign sufficiently close to the Cauchy horizon. The best one can hope for, then, is to have at least a sufficiently large piece of a blue shift region before the Cauchy horizon. It is thus reasonable to try to:
1. Show that an apparent horizon, and thus a trapped region, forms. (Any comparison with the Reissner-Nordström picture, where the evolution of initial data is trapped from the beginning, necessitates that one quickly enter the trapped region.)
2. Show that the initial red-shift region gives way to a no-shift region, and then to a blue-shift region, while the solution remains "close" to Reissner-Nordström.
4. Show that if the blue-shift region eventually terminates, it gives way to a no-shift region, and in particular, is relatively innocuous for the subsequent behavior of r.
This is indeed the path followed in the proof, and the above steps correspond precisely to the next four sections of this paper. The various regions that develop are depicted below 13 :
We now turn to discuss the blow-up of ̟. Again, the key is the blue-shift region, which tends to make ̟ large. Yet, as noted earlier, the growing of ̟ tends to limit the strength of, and eventually completely destroy, the blue-shift region. To ensure that this effect cannot prevent the blowing up of ̟, one should need to understand the nature of the unstable blue-shift region, where in particular the linearized theory no longer applies. It turns out, however, that no such understanding is actually attained in the proof, which relies instead on a contradiction argument. There are two steps:
1. It is shown that for appropriate initial data, any blue-shift region qualitatively different from that of Reissner-Nordström induces blow up of ̟.
The argument relies heavily on the strong monotonicity properties proven in Section 13.
2. On the other hand, it is shown that for appropariate initial data, under the assumption that the blue-shift region looks qualitatively like Reissner-Nordström, the strong blue-shift factor operates, making ̟ large and eventually turning the blue-shift region into a red-shift region. Such a transformation, however, amounts to a qualitative difference from the Reissner-Nordström picture and is thus a contradiction. The assumption of step 1 must then hold, and consequently ̟ indeed blows up.
The proof of step 2 can be considered a linear theory argument that should be compared with Chandrasekhar and Hartle [6] , even though the types of estimates used here are quite different, and depend on monotonicity proven in Section 13. Thus, the linear theory that was responsible for the original conjecture of strong cosmic censorship indeed finds its way in the present proof, albeit as a part of a contradiction argument! 8 The red-shift region
we define a region R by the relation
Note that by (21) and (22), R is clearly non-empty, since it contains a neighborhood of the initial v-axis. As R is clearly a past set, its future boundary, Γ −E , if non-empty, is an achronal curve.
The region R will be our red shift region discussed in the previous section. We have in fact the following proposition:
In particular, U 1 can be selected so that
Proof. The proof will proceed as follows. We first define a regionR as the set of points q such that the following estimates hold in J − (q): 14 The first inequality in (28) 
for c, M , andC to be determined in what follows. In R we shall be able to improve the bounds (32), (33), (30) , and (31), for U 1 sufficiently small. In particular, a simple continuity argument then implies thatR = R.
The estimates (32), (33) thus obtained will easily lead to the remaining conclusions of the proposition.
Before giving the details of the proof, it might be useful to point out in advance some of the main points. We will see that our bootstrap assumptions above imply
for some positive constant H. This is the analytical statement that R is indeed a redshift region. Integrating the equation (42), and playing off the above exponential factor (34), one can transfer the polynomial decay (33) of θ in v into similar decay (32) of ζ ν . The argument outlined above will be the most important part of the proof. Most of the work, however, lies in closing the various bootstrap assumptions. This in turn requires a certain "smallness factor". In all cases, this factor derives ultimately from one of the following two sources.
1. Restricting to E(U 1 ) for small U 1 , and then noting that U1 0 du ≤ U 1 .
Noting that our bootstrap assumptions imply
U1 0 ν is small. In this and the subsequent propositions of this paper, we will derive the smallness necessary for U 1 , as well as necessary assumptions on the constants C, M , c involved in the bootstrap assumptions, in the course of the proof, as each condition is necessary. 15 The final selections thus can only be determined after the end of the proof. The interdependence of the constants will always be written explicitly, except in the case of the choice of constants U i , U i,j , where the following rule will apply: The U i,j will be indexed by a subset of Z + × Z + , where U i,j will depend on U k,l when k < i or when k = i and l < j. U i,j will also depend on all other (i.e. non-U ) constants; the bootstrap constants, however (likeC, M , etc.), will will never depend on the value of any U i,j . The U i will depend in general on U i,j for all j.
We now proceed with the proof in detail. Consider a point (u, v) ∈R. Let us first note that (30) provides a bound
as we have ν < 0 and r(0, v) ≤ r + . We can derive a different bound for the same quantity as follows: In view of the bounds (30), (31), and (25), we have that
where A = A(c, M ). 16 Thus, integrating (6), in view of (23), it follows that −ν ≤ e Av and consequently,
Integrating the equation (11) with initial condition provided by (13) , using (32) one obtains the bound
Choosing V 1 such that
and then choosing U 1,1 so that
it follows that in E(U 1,1 ) we have
Now, integrating (7) and using (32) together with our bound (35) for νdu , we deduce
On the other hand, (36) implies
This estimate together with (29) yields
which improves (30) and (31), for any c 1 > c and M > M 1 .
To showR = R, we are left with improving (32) and (33). Integrating the equation
It follows from (37) and our bootstrap assumptions (29) and (30) that
Thus we have in fact
Integrating by parts the term
and noting that it is positive one obtains
where the last inequality requires that V is chosen large enough so that
Since the second term of (44) can be bounded by r+Cv −p
2E
, ifC is choseñ
it follows from (44), (45) and (46) that (32) can be improved. The equation (9) can be rewritten as
Moreover, the bound (25) together with (41) imply that λ ≤ M 1 . Integration of (49) yields
To retrieve (33) we will need yet another bound on ν. A simple computation, using (29) and (28) yields
and since r − r + ≤ 0, as λ(0, v) ≥ 0 and ν < 0, this gives, using (39),
Thus, if V has been chosen large enough so that in addition to (47), we also have r 2
andC is also chosen so that in addition to (48),C satisfies (20)), it follows from (50) that (33) is also improved. We thus have indeed by a continuity argument thatR = R. Let us suppose the curve Γ −E is either empty or does not terminate at P . Then there is ã u ≤ U 1,1 such that E(ũ) does not contain this curve. In particular, from the bound (30) it follows that E(ũ) = D(ũ). Then integration of (6) with the bound (43) yields
Integrating the above inequality in u gives
Fixing u and taking v sufficiently large, this contradicts (30) .
To show that Γ −E is spacelike, with
we note that if this is not the case, then there exists a constant-v null component
This follows for otherwise one could clearly extend J − (γ) to a larger past set such that the estimates of R are satisfied, i.e. R = J − (γ). Thus, to show the desired property of Γ −E , it suffices to show that at any point q on Γ −E such that (52) holds, Γ −E is in fact spacelike at q.
We note first that since Γ −E is achronal and terminates at P , given anyṽ, there exists a 0 <ũ such that u ≤ũ implies v| ΓE (u) ≥ṽ. Thus, by (38) and (19) , since
it follows that given δ, we can choose 0 < U 1,2 ≤ U 1,1 small enough so that ̟(u, v) − ̟ 0 ≤ δ. Thus at q, the identity (52) together with (28) implies
where the last inequality follows for sufficiently small δ. The above inequality and (53)
The inequality (25) then implies that −λ > L. Thus, from the identities
where U 1,4 has been chosen so that ζ ν and θ λ are suitably small on Γ −E , in view of the bounds (32) and (33). Thus Γ −E is spacelike and the proposition is proven for U 1 = U 1,4 . 2 9 A "no-shift" region Proposition 1 has successfully brought us into the trapped region. The importance of the large contribution of the red-shift factor in the analysis is clear. For J + (Γ −E ), on the other hand, very different estimates will apply. In particular, we will show in this section that there will exist a region which turns out to be quite large (in the r sense), and for which λ 1−µ can be uniformly controlled. In the language of Section 7, this will be thus a no-shift region.
Let r − denote the smaller root r − = ̟ 0 − ̟ 2 0 − e 2 of the quadratic equation r 2 − 2̟ 0 r + e 2 = 0. Choosing ξ such that
we define a new region N as follows:
Since N ∪ R is a past set, its future boundary, which coincides with that of N , if non-empty, is achronal. We will denote this boundary Γ ξ . We have Proposition 2 In E(U 2 ), for 0 < U 2 sufficiently small, Γ ξ = ∅, is spacelike, and terminates at P . Moreover, on Γ ξ e 2 r − ̟ = ξ identically, and
Proof. We consider a new regionÑ to be the set of all q ∈ N such that for all
By the previous proposition,Ñ is nonempty, provided Π > ̟ 0 . We will show that assumptions (55) and (56) can in fact be improved, for appropriate choice of H, Π, and thus, sinceÑ is a past subset of N , it follows by a continuity argument thatÑ = N . The bounds obtained inÑ will easily imply the assertion of the proposition. Again, before giving the details of the proof, it might be useful to point out some of the key points. The bootstrap assumption (55) together with (25) implies in particular a bound for λ 1−µ inÑ . Estimates for the scalar field derivatives θ and ζ in this section are derived from the Propositions of Section 14; a discussion of these is deferred till then. These estimates and the boundedness of 
can be controlled by our upper bound on r. Now for the proof in detail. Note that the inequality
For q = (u, v) ∈Ñ , forming the characteristic rectangle depicted below,
The first of the above inequalities follows from Proposition 7 of Section 13, to be proved later, while the second follows since, by (32) and (33)
Integrating (42) with (59), and applying again (32), one obtains
Since we have a bound |1 − µ| ≤ C 4 (ξ, Π), integrating (7) on π 3 , in view of (53), we obtain a bound
In pariticlar, (61) improves (56) once u is restriced so as u < U 2,1 for some U 2,1 > 0, as long as Π is chosen so that Π > ̟ 0 . (Recall that since Γ −E is spacelike and terminates at P , givenṽ, there existsũ such that u <ũ implies v >ṽ for (u, v) ∈ J + (Γ −E ).) Thus, there is c(ξ, E) > 0 such that for u < U 2,2 for some 0 < U 2,2 ≤ U 2,1 , (61), (54), and (57) together imply that
Integrating (11) yields
and hence we can select 0 < U 2 ≤ U 2,2 so that for u ≤ U 2 we also have
This yields
If H was selected so that H > 3 c r + , the above inequality improves the bootstrap assumption (55). Thus, in E(U 2 ) we have thatÑ = N . A similar argument as in the proof of Proposition 1 verifies the rest of the proposition. 2 It should be noted that one can derive a pointwise bound for θ λ on Γ ξ , in analogy to (60). Note first that (62) implies
in N . Now (9) together with (63) imply
Thus, by (59) we obtain
10 The stable blue-shift region
In the red-shift region R and the "no-shift" region N , the analysis has been relatively simple, in R because the unbounded factor λ 1−µ 2 r 2 e 2 r − ̟ appears with a favorable sign for controlling ̟, while in N because λ 1−µ is uniformly bounded. The next region we will consider is slightly more subtle, as it is the first in which we will have to deal with an unbounded λ 1−µ 2 r 2 e 2 r − ̟ carrying the unfavorable (as to controlling ̟) "blue-shift" sign.
The next proposition will refer to a curve γ defined by the relation
As this curve can be written v| γ = f (v| Γ ), where f (v) is the inverse of x − log x, and f ′ > 0, it follows that v| γ decreases in u. Thus γ is easily seen to be spacelike. We have: Proof. We define the region B γ by
and the regionB γ to be the set of all q ∈ B γ for which for all p ∈ J − (q) ∩ B γ , we have
for an s > 1. The choice of ξ, ǫ will be decided in the course of the proof. In particular, ξ will be chosen such thatB γ is non-empty; for this it suffices that on Γ ξ , r < r − + ǫ.
On the other hand, ξ will be such that
InB γ , we shall be able to estimate all quantities. In particular, we shall be able to improve (66) and (67), thus showing thatB γ = B γ . Our estimates inB γ will thus apply up until the curve γ (proving this will be part 1), and this will allow us to deduce a bound for λ (proving this will be part 2). We begin with part 1. We will proveB γ = B γ for all choices of ξ, ǫ satisfying (68) on Γ ξ , and (69). Our situation is somewhat opposite to that of the previous theorem: For here we are given, by (65), the maximum dimensions of the region B γ , whereas there these dimensions were a bootstrap assumption that we had to retrieve. Very briefly, the bounds for θ and ζ given by Proposition 7, together with (65), after suitable restriction of α, give us the smallness necessary to retrieve (66) and (67), as well as to prove that λ 1−µ ∼ 1. Consider a point q ∈B γ and the characteristic rectangle depicted below.
We wish to determine bounds on π4 |θ| and π3 |ζ|. By Proposition 7, in view of the bound (67), we have
where
On the other hand,
It follows then from (70) that
Integrating the equation (42) and using the bounds proved immediately above, together with (60), yields the inequality
From this, it is quite easy to improve the bounds (66) and (67). If α = α(ξ, ǫ) is chosen so that
integrating (7) and using our bound on νdu, (72), and a bound 17
for any given ǫ 2 , so long as u ≤ U 3,1 for some 0 < U 3,1 (ǫ 2 , . . .), But now, the
and since the second factor is negative,
For ǫ 2 small enough, this improves (67), and then, applying this better bound for r together with the bound (74), improves (66), in view of the restriction (69). We thus haveB γ = B γ , i.e. the estimates (66) and (67) hold up to the curve γ.
Integrating (11) and using (72) now yields 18 that for u ≤ U 3,2 , for some 0 < U 3,2 ≤ U 3,1 ,
This concludes part 1. Part 2 requires considerable care. There are two main issues. The first is that as it is λ which we desire to bound in absolute value on γ, we certainly need a lower bound on ν 1−µ , a quantity we have not as of yet controlled. 19 What we have, however, in view of (75), is a lower bound on λ 1−µ . It turns out that these two integrals are in fact very much related when taken in B γ . This relation, however, only becomes apparent by comparing with a special "zig-zag"-like curve which is contained in J − (Γ ξ ), where 1 − µ is bounded away from zero. In this way, we will obtain a lower bound for ν 1−µ from the lower bound of λ 1−µ , thus overcoming the first difficulty. 17 This bound follows from (66) and (67). C 9 can in fact be chosen independent of ξ, ǫ, for small enough ǫ. 18 Note that, the bounds on ζ ν in J −1 (Γ ξ ) show that for u ≤ U ′ 3,2 , λ 1−µ ≥ 1 − ǫ 2 in that region. 19 It is λ on γ, and not ν, that we estimate, because it is λ, and not ν, that we control pointwise on Γ ξ .
The second difficulty is as follows: Were we free to take α as large as possible, a bound of the form
for any constant C > 0, would be sufficient to yield the result. A bound of this form is precisely what one obtains from a rough version of the zig-zag argument mentioned above, as long as one can prove in addition 2 r 2 e 2 r − ̟ > c for some c > 0. But α is constrained by (73), which involves in particular an upper bound for 2 r 2 e 2 r − ̟ . It turns out that for p = 1 2 , an α compatible with (73) can never yield λ ∼ v −s for an s < 1, by this method. For p − 1 2 = δ > 0, however, if we can arrange for the constant C above to be suitably close, where the margin of error is constrained by δ, to its "optimal" value, one obtains the desired behavior.
Arranging this can be accomplished by choosing ξ sufficiently close to e 2 r− − ̟ 0 , and ǫ sufficiently small, as well as being careful in relating This second difficulty can thus be summed up by the statement that here the constants matter, and everything that can be chosen to be small must be so chosen.
We begin now the proof of part 2. As noted above, in view of the equation (5), to understand the bahavior of λ on γ we must control from below ν 1−µ du rather than λ 1−µ dv. It turns out, however, that these two integrals can easily be related. Refer to the following picture:
Given a small ǫ > 0, we fix the two curves 20 Γ ǫ and Γ −ǫ , and given (ū,v) ∈ B γ , we consider the (Γ ǫ , Γ −ǫ ,ū,v)-zigzag. Let O denote the union of constant-u segments of the zigzag, and K denote the union of the constant-v segments. We have
whereĈ > 0 is a constant independent of ǫ. To prove (76), note first that in 20 These two curves are given by Proposition 2, where ǫ and −ǫ take the place of ξ.
with ǫ ′ → 0 as ǫ → 0. Thus, for sufficiently small ǫ,
for some h > 0 that can be chosen independent of ǫ, and ξ, once one restricts to sufficiently small ǫ and e 2 r− − ̟ 0 − ξ. On the other hand,
for some C independent of ǫ. Dividing (79) by K (−ν) (and noting that, by addition of (78) and (79), an inequality similar to (78) applies to K ν) we obtain (76).
The bounds (77) now give
where the last inequality follows from (75) If we can show
then it will follow from (80) and (76) that
For this, we must bound θ λ This is done by a similar procedure. Note that we do have a bound
and thus, by (76) and (77),
Integrating the equation
using (83), (71), (67), and (64)
and thus, using also (71),
andC =C(ξ) withC → ∞ as ξ → e 2 r+ − ̟ 0 . Choosing ξ, ǫ, ǫ, ǫ ′ , α so that in addition to (73) we also have 2Aα < 2p,
we can choose U 3,3 ≤ U 3,2 so that
Integrating now (12), we obtain (81); specifically,
and thus (82); in particular
On the other hand, by our bound (62) which holds in particular in J + (Γ ǫ ) ∩ J − (Γ ξ ), and our bounds on r, we have
whereâ =â(ξ). Putting (86) and (87) together gives
Integrating (5) from Γ ξ to γ, in view of the bound (63) on Γ ξ , (88), (66) and (67), we now obtain that for (u, v) ∈ γ,
where a = ceâ 2 ξ+ǫ (r − −ǫ) 2 .
Since p > 1 2 , we could have selected our quantities so that in addition to (73) and (85), we also have
For such a choice, we obtain − λ ≤ av −s
for an s > 1, as desired. To show the statement about r, first note that λ → 0 on γ, together with (75), implies 1 − µ → 0 on γ. On the other hand, (72) and (7) imply that on γ, ̟ → ̟ 0 . Since 1 − µ = 1 − 2̟ r + e 2 r , and r is bounded away from r + , it follows that r → r − on γ, as v → ∞. The proposition is thus proven with U 3 = U 3,3 . 2
Beyond the stable blue shift region
We are now ready to prove Theorem 5 For the initial value problem considered, there exists a U 4 such that E(U 4 ) = D(U 4 ). Moreover, r can be extended by monotonicity to the boundary where v is ∞, as a function of u, and this function tends to r − as u → 0.
Proof. Suppose the theorem is false. This implies that given any ǫ > 0, for all U ′ , there exists a curve r = r − − ǫ in E(U ′ ). Restricting u < U 4,1 for some U 4,1 > 0, by the previous Proposition it follows that this curve lies in J + (γ). If we can show that (90) continues to hold in
for some C, then we easily arrive at a contradiction. Indeed, restricting E(U 4,2 ),
in Π, and thus the future boundary of Π cannot be the curve r = r − − ǫ. This implies that E(U 4,3 ) does not contain points with r = r − − ǫ, a contradiction. Thus it remains to show that (91) holds in Π. We partition Π into three subregions Π 1 , Π 2 , Π 3 , where
for a δ to be determined later. In Π 1 ,
In Π 2 , we compute
for small enough ǫ. Together with this lower bound for |1 − µ|, we note that we have an upper bound for e 2 r 2 − ̟ . Thus, givenṽ, if L 2 denotes Π 2 ∩ {v =ṽ},
In Π 3 , we compute
For δ big enough, we have e 2 r + r < ̟, and thus,
Denoting L 3 = Π 3 ∩ {v =ṽ}, and noting that L3 νdv is bounded, the inequality immediately above implies that
for some C 2 . Thus we have
where L = {v =ṽ} ∩ Π, and thus, integrating (5) with this bound, we infer that (91) indeed applies in Π. The theorem is thus proven with U 3 = U 4,3 . 2
The proof of the previous theorem implies in particular that Π = J + (Γ). Moreover, Π 2 and Π 3 can be understood as no-shift regions, since
is uniformly bounded in u 0 for i = 1, 2. Thus the future of the stable blue-shift region either remains blue-shift, or is a no-shift region, just as claimed in Section 7.
12 C 0 extension of the metric By the monotonicity (25) of λ 1−µ , we can choose U 5 so that either
for all U 5 > u > 0, or the above integral is infinite, again for all U 5 > u > 0. The Reissner-Nordström solution belongs to the latter case. We will produce in Section 13 a large class of solutions for which the former case holds. In this section we will show that under the assumption that p > 1, Theorem 3 implies that the metric can be extended continuously beyond the Cauchy horizon.
Theorem 6 Assume that in the initial data, p > 1. Let (M, g) denote the spacetime sitting over E(U 5 ). Then there exists an (M ,g) containing isometrically (M, g) such thatg is C 0 , and the complement of M in the closure of M iñ M consists of a null hypersurface N such that M is J − (N ). If (92) is satisfied, theng can be chosen non-degenerate.
Proof. We will omit the proof in the case where (92) does not hold. 21 Assume then (92). To prove the theorem, it suffices to show that coordinates can be chosen downstairs so that r and −Ω 2 = 2 λν 1−µ extend to continuous functions up to the Cauchy horizon, along which −Ω 2 < 0.
The idea of this proof is to use the estimates of Section 14, which by our bound on r apply up to the Cauchy horizon, to show that r, ν, and λ 1−µ can be continuously extended to the Cauchy horizon. The assumption on p is necessary to assure that ∞ v |θ| → 0 as v → ∞. Redefine the v coordinate so that λ 1−µ (U, v) = 1. By assumption (92), this coordinate system has finite v-range [V,V ), and the Cauchy horizon corresponds to the line v =V .
Let γ be as before. Note that ν is unaffected by the above change of coordinates. We proceed to show that ν can be extended to a continuous function on the Cauchy horizon,
To show that the right hand side of (93) exists, it suffices to show that
as v → 0. First note that the above integral is always finite by an argument similar to the proof of the previous theorem: Indeed, partitioning u × [V,V ] = I 1 ∪ I 2 where ̟ ≥ C on I 1 and ̟ ≤ C on I 2 , for an appropriately defined C, we have that
by (92), and so we obtain that the quantity on the left hand side of (94) is finite.
Having established that ν extends to a function on the Cauchy horizon, we now show that it is bounded on all sets [u 1 ,
For this, it suffices to show that, for fixed v, the integral on the right hand side of (94) is uniformly bounded in [u 1 , u 2 ]. But this clearly follows since the constant C above can be chosen independent of u, and λ, λ 1−µ can both be bounded independent of u.
Note that ̟ and r by monotonicity extend to functions ̟ CH and r CH on the Cauchy horizon (̟ CH takes values in the extended real numbers). The result of the previous paragraph shows in particular that r is a continuous function in (V,V ] × (0, U ). To see this, let (u,V ) be a point on the Cauchy horizon, and let ǫ be given. By monotonicity, it is clear that there exists av <V such that |r(u,V ) − r(u, v ′ )| < ǫ 2 for all v ′ ≥v. On the other hand, given any [u 1 , u 2 ] containing u, since |ν| ≤ C in [u 1 , u 2 ] × (V,V ] for some C, it follows that for
Continuity of r follows immediately. We can also deduce immediately that 1 − µ cannot be zero on the Cauchy horizon. For ν 1−µ is nonincreasing in v, but since left hand side of (94) is finite, lim v→V (−ν) > 0.
Given an interval [u 1 , u 2 ] ⊂ (0, U 5 ) and an ǫ > 0, it follows by continuity of r that one can select aṽ <V large enough so that
as before, one obtains that the convergence in (94) is uniform in u over compact subsets of (0, U ). Thus ν indeed extends to a continuous function on (V,V ] × (0, U 5 ), as claimed.
We wish to show a similar result for λ 1−µ . First we shall show that ζ ν extends to a continuous function on (V,V ] × (0, U 5 ).
Note that Propostion 7, to be shown in Section 14, together with the assumption on p > 1 imply that
where the integrals can be taken on any constant u or v curve, respectively, and the constant C is uniform. Fixing, as before, an interval [u 1 , u 2 ], given ǫ, we can chooseṽ <V large enough so that
On the other hand, we can also chooseṽ so that uniformly in u on compact subsets of (0, U 5 ). In view also of the uniformity of the convergence of (94), discussed above, integrating the equation
we obtain that ζ ν extends to a continuous function on (V,V ] × (0, U 5 ). Defining
it is clear that this defines a continuous extension of λ 1−µ to (V,V ] × (0, U 5 ). The theorem is thus proven. 2
Mass inflation
The purpose of this section is to construct a large class of data for which the Hawking mass m blows up identically on the event horizon.
The condition that we will impose on initial data is that there exists a V 1 and c such that
for ap > p > 1 2 to be computed below. 22 This class seems to include the initial data considered in numerical work [2] . Without loss of generality, we will assume that (96) is true without the absolute values, i.e. v > V 1 ⇒ θ(0, v) ≥ cv −p .
(97)
Note that the above assumptions imply in particular that A ∩ {u = 0} = ∅.
Proposition 4 For initial data satisfying (97), where p <p < 3p, it follows that on A ∩ E(U 6 ) for small enough U 6 , we have that ζ > 0, and θ > c ′ v −p , for some c ′ > 0.
Proof. For this, we must revisit the proof of Proposition 1. From (14) , and the bounds from Proposition 1 on the sign of e 2 r − ̟, it follows by integrating (5) that λ ≤Cv −2p in J − (A), for someC > 0. It will be useful to keep in mind in this proof that since A is achronal and does not intersect the event horizon, it follows that giveñ v, one can always choose aũ > 0 so that v ≥ṽ on A ∩ E(ũ).
From our bounds on ζ ν derived in Proposition 1, and condition (96), it follows by integration of
for some B > 0. Integrating (42) now gives (note there are no absolute values on the left) that
where C = sup u ζ ν (u, V 2 ). In particular, the first term on the left is greater than, or equal to c ′′ v −p for some c ′′ > 0, 23 and thus, for small enough 0 < U 6 ≤ U 6,2 one obtains that ζ ν < 0 on A ∩ E(U 6 ), and consequently ζ > 0. In particular, given a characteristic rectangle ABCD as depicted,
Proof. Differentiating (8) we obtain
by the previous Proposition and the monotonicity (25) satisfied by λ 1−µ . The second statement of the theorem follows by integration of this inequality in the above rectangle. 2
Note that for κ = A, in E(U 1 ) we have D + (κ) = J + (A).
We can now state the theorem of this section.
Theorem 7 For initial data satisfying (96), ̟ blows up identically along the Cauchy horizon, i.e. lim v→∞ ̟(u, v) = ∞.
Proof. The general two-step structure of this proof was outlined in Section 7. But in fact, all the work is in step 1.
Step 2, as we shall see, is basically line (106).
Recall that the goal of step 1 is to prove that if the mass does not blow up identically, then the spacetime looks like Reissner-Nordström. For us, the latter statement will mean that ̟ and λ tends to Reissner-Nordström behavior in a suitable limit. 24 The outline of part 1 is roughly as follows. First we will show that either
identically.
The proof of the theorem thus reduces to showing that the assumption (98) leads to a contradiction. The rest of part 1 will derive more and more precise statements about the geometry of the solution from (98). In particular, (98) shows that in E(U ′ ) for sufficiently small U ′ , in view of Theorem 1, we have that
in J + (γ), for some A > 0. This then allows us to prove that
must remain bounded uniformly in u for (u, v) ∈ J + (γ). Such an estimate together with our zig-zag argument familiar from Theorem 3 will give us an estimate on estimate ν 1−µ . This in turn will give as an estimate on λ by integration of (5).
Step 2 then consists of using this estimate on λ together with our lower bound on θ that derives from Proposition 5 to contradict the boundedness of (101).
We now give the details of the proof. Suppose
It follows that there exits a U 7,1 > 0, ǫ > 0 such that ̟ CH > ̟ 0 +ǫ for u ≤ U 7,1 .
On the other hand, since lim v→∞ ̟ γ = ̟ 0 , there exists a U 7,2 , such that ̟ γ (v) < ̟ 0 + ǫ 2 . In particular, given a point (u 0 , v 0 ) with u 0 ≤ min(U 7,1 , U 7,2 ), there exists a point (u 0 , v 1 ), v 1 > v 0 such that
Given (u i , v i+1 ), we can define
and (u i+1 , v i+2 ) to be such that
This is depicted in the figure below:
as i → ∞. Thus, in view of the fact that ∂ u ̟ ≥ 0, the assumption (102) leads to the conlcusion that ̟ CH = ∞ identically. If the proposition is false, it follows that we must have (98). For the bound on (101), we argue similarly. Since as discussed above, (98) implies (100) in E(U 7,3 ) for some U 7,3 , it follows that ∂ u (−λ) ≤ 0 in J + (γ). Since by Proposition 5 we also have
By the non-decreasing property just proved, (104) is cleary true when u i is replaced by any u < u 0 . Now integrating (6) , it follows that ν extends to the function 0 on the Cauchy horizon. Our assumption on the finiteness of ̟ CH (u) clearly implies that 1 − µ CH (u) must equal 0, for otherwise (104) implies that ̟ CH = ∞, after integrating (8) . But now, ν CH = 0 implies that r CH and thus ̟ CH also is constant in u. But u 2 > u 1 implies
where the first inequality folows Corollary 1 and the second from Proposition 5, after integration of (7) . So we arrive at a contradiction, and thus, the integral on the left hand side of (104) is finite for all u.
We will now show that
is uniformly bounded in u, in fact, tends to 0 as u → 0. For if not, since it is a monotone quantity, for every ǫ > 0 there exists a 0 < U 7,4 ≤ U 7,3 such that 
Denoting as before O the union of constant-v segments of Z, and K the union of constant-u segments, we have that
Integrating now (5) from γ, in view of the above bound and (100) it follows that
wherec derives from the above ∼. We have not bothered to explicitly estimate these constants as all that matters is that they are finite. This completes step 1. The estimate (105), together with the boundedness of (101) is the precise version of the statement that our solution looks "qualitatively" like Reissner-Nordström.
For step 2, there is very little to do. Applying Proposition 5 together with (105), it follows that 
which contradicts the fact proven above that this integral is finite. Thus, (98) does not hold, so we must indeed have (99); the Theorem is proven. 2 If θ initially decays exponentially, but there is also an appropriate exponential lower bound on θ, a similar theorem can in fact be proven. To obtain the best results, one has to be slightly more careful with the constants connected to the ∼ in the chain of estimates above. Compare with Section 10 or [18] .
Linear analysis and numerical work suggest that the "non-oscillatory" behavior that we have assumed in the limit (96) is indeed to be expected, at least for the neutral massless scalar field considered here. As this is not likely to be true for more general matter, and in any case has not been proved even for this matter, it would be nice if assumption (96) could in fact be weakened.
BV estimates for φ
We prove in this section certain a priori estimates for the L 1 norms of θ and ζ in null directions. The first result is We will derive in fact estimates for u1 u0 Zdu and v1 v0 Θdv. Applying absolute values to the equation (10) , and noting that ∂ v Z ≤ ∂ v |ζ| almost everwhere, we obtain after integration that
Thus, it follows that 
Θdv.
An analogous estimate for Θ(u, v)dv follows immediately:
giving the proposition. 2 We would like to prove a version of Proposition 6 when δ 1 δ 2 is assumed finite, but not small. We must be careful, however, as the quantity sup u≤u λ(ũ, v)dv is not bounded.
The following theorem will be proven by showing that an arbitrary characteristic rectangle in E(U ) can be partitioned into N rectangles, each of which satisfy the assumptions of Proposition 6, where N depends only on pointwise bounds for r. where C = C(r −1 (s), r −1 (q)).
Proof. Choose δ < 1. Denote the above rectangle R. Let △f denote sup x,y∈R |f (x) − f (y)|. We have △r −1 ≤ max(r −1 (s), r −1 (q)) − r −1 + . Divide now R into N 1 rectangles by partitioning D into intervals d i such that By (at most) tetrasecting each R ijk , one can decompose R as a disjoint union of at most 4N 3 1 rectangles R α :
such that for each R α , one of the following two statements holds:
2. Denoting by p α the upper left and q α the lower right corner of R α , then p α ∈ A and q α ∈ A.
Below is a diagram that indicates how the partition of R ijk is to be carried out if necessary:
A A For the above, it is of course essential that the apparent horizon is achronal. For f a function defined on R α let △ α f denote sup x,y∈Rα (f (x) − f (y)). Now, for those R α lying in T ∪ A, it follows that Thus the assumptions of the previous proposition applies to these rectangles. As for those R α lying in E(U ) \ (T ∪ A), we have similarly that Thus, all R α satisfy the assumptions of Proposition 6. By iterating the result of Proposition 6 at most 4N 3 1 times, one obtains the present proposition. 2
