Abstract-The
I. INTRODUCTION
Smart distribution systems are of great importance when it comes to realizing an envisioned smart grid with characteristics of challenges that are linked with the high penetration of renewable energy resources, plug-in hybrid electric vehicles and power distribution equipment [1] . The standard IEC 61850 recommends an Ethernet local area network (LAN) to bring together the substation automation devices provided by various manufactures. References [4] - [6] offer an assessment of the IEC61850 communication standard using a wired Ethernet LAN. The wireless LAN (currently standardized in IEEE 802.11) has already been included in a smart-grid roadmap of the National Institute of Standards and Technology (NIST) [3] . It has been shown in recent works the compatibility of wireless LAN (WLAN) technologies for industrial environments as an extension of the industrial Ethernet for multiple industrial applications [7] , [8] . Moreover, wireless technologies are seen as a more promising medium to realize smart distribution substation applications owing to their less strict performance criteria and restrained availability of infrastructure investments at the power-distribution level [9] - [11] .
A number of international institutes have also highlighted the potential of these technologies for substation protection, control, and monitoring-related applications [12] - [15] in the future. Product developers for power utilities have started on the development of robust WLAN substation automation devices [16] , [17] , despite the fact that some works on wireless applications for substations have been well illustrated [18] - [20] . wishes to increase the data rates further up to 600 Mbps. These WLAN technologies boast off flexibility, portability and lowcost installation over the wired technology deemed suitable at the distribution substation. To add, the data rate and performance requirements are not very stringent while the cost of technology is more substantial. Moreover, quality-of-service (QoS) and advanced security can also be achieved with this technology [21] , [22] . 
III. SALIENT FEATURES OF IEC 61850 AND COMMUNICATION STACK
The 07 types of messages are mapped into varying communication stacks following their performance parameters. Figure 1 shows that the raw data samples (type 4) and GOOSE messages (type1, 1A) are time-critical and therefore they are directly mapped with low level Ethernet layer. The advantage is that, there will be an improved performance for real time messages by shortening the Ethernet frame (with no upper layer protocol overhead) and lowering the processing time. In the medium speed message (type 2), the command message is granted with an access control (type 7) and in the case of low speed message (type 3), the file transfer function (type 5) is mapped with MMS protocol suit containing a TCP/IP stack above the Ethernet layer. The time synchronization messages (type 6) are broadcast to all IEDs in a substation via the UDP/IP. The GSSE message is not modeled following the IEC 61850 because of its particular modeling complexity and its minor repercussion to the whole network performance. To add, an identical profile can also work because they have almost the same A-Profile and T-Profile. The above messages flow in a substation is performed using the following methods: polling, publishing, log or report. For an example, the raw data samples are published from MU IED to P&C IEDs. GOOSE messages are published between P&CIEDs and breaker IEDs. The meter values or breaker status can be updated through the methods of polling or reporting. All message categories and analogous transmission time requirements can be referred to in Table I . IV. NETWORK PERFORMANCE TEST IEC 61850-5 defines the transmission time as a thorough transmission time of a message that includes the handling time at both ends. The calculation of time begins from placing the data content on top of its transmission stack to the time when the data are received and extracted from the transmission stack, as shown in figure 2. Table  II, and Table III . The attributes with specific names of the model are listed in Table. IV. In table IV, firstly, the traffic generation parameters are defined that will be generated by the traffic source, secondly, we define the EDCA (Enhanced Distributed Channel Access) parameters like CWmin specifying the starting size of the "Contention Window" for AC(3) (Access Categories 3). It serves to pick the random number of slots for back-off periods, while CWmax makes specific the maximum size of "Contention Window". It also contains AIFSN (Arbitration Inter Frame Space Number) that concerns particularly with the number of the slot period within AIFS value used by AC (3), where AIFS represent the deference period between the time when the medium become idle and the time when the access categories start. Finally Table IV shows the high throughput parameters, which include, firstly, the number of spatial streams in the station. The spatial stream is a stream of bits or modulation symbols that can potentially be transmitted across a diverse ranges of spatial dimensions created through the use of various antennas at both ends of a communication link. Secondly, the GI (Guard Interval) is attributed to have regular value of 800ns. It may be important to note that setting the attribute to "short (GI)" would cause to increase the data rate from the base value as specified in IEEE 802. The wireless_lan_ MAC handles transmission requests from the higher layers, encapsulates packets into WLAN frames and sends these frames to the other side of the interface. The speed at which the MAC operates is governed by the data rate of the connected link. The wlan_MAC may be configured to operate either in one way mode such as MU or two way like protection and control IED. The layers above the wlan_ MAC are modeled with an interface including a source and sink. The bursty source generates and sends packets to the interface layer which in turn generates the destination address and then sends the packets to the wlan_ MAC layer. The wlan_MU Node Model is shown in Figure 3 . The sink may discard any packets received from the wlan_ MAC. An attribute of "The Destination Address" is set to "broadcast" for protection and control of IED to ensure that all receiving wlan_MAC will accept the frame regardless of their own addresses. In "Traffic Generation Parameters" column, one can specify the parameters of the traffic pattern that will be generated through this traffic source. Moreover, "ON State Time" and "OFF State Time" specify the packet generating period. The generation of packets is only in the ON state and non-packets in the OFF state. In "Packet Generation Arguments" sub column, parameters may be specified that determine a rate of the packet generation and the size of these generated packets.
OPNET provides with statistics collection function. It may be chosen as per specific needs. In this paper, the transmission delay from publisher to subscriber is taken into account, thus the end-to-end delay is chosen in accordance with observed statistic. Where, the figures marked with * do not satisfy the time delay communication requirement given in IEC 61850-5 which must be less than 4ms. Table II and table III illustrate the effect of ETE delay at different samples. The signal to noise ratio(S/N) is taken as default value which is equal 30 dB at 2.4 GHz band and also 27 dB at 5.0 GHz band, where, node distance is approximately equal to 50 meter. It may be observed that performance of 5.0 GHz band is better in ETE delay because it has 23 non overlapping channels versus only three channels in 2.4GHz. Furthermore, performance of BSS and its infrastructure scenario has been tested and it shows that the ETE delay for IBSS is high because it is centralized system. One of the most important challenges in WLAN is the effects of EMI (electromagnetic interference), and RFI (radio frequency interference) noise which is assumed in this study that they have PDF (probability density function) like the Gaussian distribution, thus effect of white Gaussian noise on WLAN has been studied. The opnet models have 13 stages pipeline radio models, where, stage eight represents background noise file and is written in C language. The added noise has a big influence on performance especially when signal to noise ratio is less than 19 dB in 5GHz band. It is noticeable that the delay becomes higher and throughput is decreased and it is also important to take into consideration the distance in 5GHz band. Table II shows that the time protection mentioned in IEC 61850-5 was achieved with 7 MU in process bus in all scenario except Infrastructure BSS at 2.4GHz that can deals with maximum 5 MU, also we observe from Table III that at 5GHz the maximum MU is 7, which cannot achieved in 2.4GHz in case of BSS or IBSS scenario. This simulator will help the designer study all environment before developing it. The presented approach and results are shown as effective highly feasible method in order to solve many crucial performance issues prevalent in the SAS network. The resulting tables can be a used a reference for designing a network with process bus. While considering MSV (measured sample value) in process bus, the maximum number of MUs in one collision domain can be decided based on the given results in Table II and  Table III . The Gaussian noise have a big influence on throughput and ETE delay, particularly, when former's value is greater than threshold sensitivity of receiver node which is equal to -95 dBm and thereafter the noise measurement must be done before establishing the WLAN node in substation automation. The ETE delay for 5GHz band is less than 2.4GHz, while the distance for second band is larger than that.
