ABSTRACT We consider the joint WiFi offloading, admission control, and network management for the integrated WiFi and OFDMA-based cellular network. Specifically, we propose a quality-of-service (QoS) and mobility-aware admission control scheme that efficiently offloads macrocell traffic to WiFi and integrates a novel bandwidth borrow-return strategy while guaranteeing QoS requirements for users. These QoS constraints are explicitly modeled considering the throughput performance of carrier sense multiple access with collision avoidance scheme in the IEEE 802.11 WLAN and the fractional frequency reuse in the downlink cellular network. Then, we develop an analytical model to derive the blocking probabilities for calls in different service areas of a cell. Based on this analysis, we study the joint base station switching, power control, and traffic offloading problem for energy minimization under QoS constraints. We consider the timevarying call traffic and develop an algorithm to find the optimal solution of the problem. Numerical results are presented to demonstrate the performance of the proposed cross-layer resource management framework in the integrated network.
I. INTRODUCTION
Global mobile traffic has been increasing rapidly over the last decade. Cisco has reported that the monthly global mobile data traffic will reach 30.6 exabytes by 2020 [1] . Traffic offloading to small cells (e.g., picocells and femtocells) and/or WiFi presents one of the most promising solutions to enhance the network capacity and relieve congestion for the macro cellular network [2] , [3] . Another potential approach to cope with the mobile traffic growth is to allow the cellular network to share unlicensed spectrum with WiFi, which is commonly refereed to as the Long Term Evolution in unlicensed spectrum (LTE-U) technology [4] . Both WiFi offloading and LTE-U technologies aim to exploit the freeof-charge unlicensed spectrum and low-cost wireless local area network (WLAN) infrastructure to enhance the network capacity, energy and cost efficiency [5] , [6] . In fact, several practical measurements indicate that 65% of mobile traffic can be offloaded to WiFi and mobile energy saving gain of 55% can be achieved [7] for the on-the-spot WiFi offloading strategy (i.e., immediate WiFi offloading), which are clearly very significant. Our current work focuses on the joint WiFi offloading, admission control, and network management for energy-efficient operations of the integrated heterogeneous cellular and WiFi network.
A. RELATED WORK
Because wireless cellular and WiFi networks have been designed and developed independently in different standards, many challenges related to the design of integrated WiFi and cellular network including network architecture design, mobility management and admission control, QoS support for mobile users, efficient interference mitigation, efficient data offloading from the cellular to WLANs, and energy-efficient network management must be addressed to realize the potential benefits of this heterogeneous wireless network. However, existing works in the literature only address some of these design issues separately.
In particular, there have been some existing works that consider the admission control design for the integrated cellular and WLANs [8] - [10] . In [8] , the authors propose the socalled WLAN-first scheme to offload voice and data requests to the WLAN in the overlapped coverage area with the CDMA-based cellular network. The authors in [9] propose to combine the cutoff priority and fractional guard channel schemes to attain an enhanced admission control scheme for the integrated WLAN/cellular system. In [10] , user mobility is taken into account in engineering an admission control scheme for two-tier macro-microcell networks. These existing works mainly focus on how to efficiently manage new and handoff calls as well as to optimize the radio resource utilization (WLAN and cellular spectrum) in their design. However, none of these existing admission control strategies and analytical models is suitable for the integrated WiFi and OFDMA cellular network.
A gateway-based heterogeneous network architecture supporting seamless re-direction of ongoing traffic sessions together with optimized network selection and switching design is proposed in [11] . Optimization frameworks for fair bandwidth sharing and per user throughput maximization for WiFi offloading are proposed in [12] and [13] , respectively. These two papers, however, do not address the mobility management or energy efficiency optimization issues. It is reported in [7] that allowing the WiFi offloading delay of one hour or more can lead to 29% and 20% more offloaded traffic and energy saving gain, respectively compared to the on-thespot offloading strategy. The economic benefits of delayed offloading are studied in [14] by using the Stackelberg game theory. Moreover, the work [15] studies how the successive interference cancellation (SIC) technique can impact the optimal network selection decision of mobile users when the SIC is employed at the cellular BSs or WiFi access points.
Design of energy-efficient and green wireless mobile networks has also attracted a lot of attention recently [16] . Various techniques have been proposed to lower the energy consumption of cellular wireless networks; however, design of energy-efficient traffic offloading and network management mechanisms for integrated cellular and WiFi network is under-explored in the literature. Specifically, energy-efficient hardware design is considered where reducing the energy consumption of a power amplifier (PA) in a radio BS at low traffic load is studied in [17] . In [18] and [35] , the authors propose a BS switching scheme that turns off certain BSs adaptively with varying traffic loads over time and controls the zooming level of active BSs to maintain the radio coverage. The authors of [20] propose a BS switching design that can guarantee user QoS constraints and they also devise a distributed BS power control scheme to achieve further energy saving. In [21] , the analysis of energy saving achieved by dynamic BS sleeping is performed. In addition, the work in [22] proposes to dynamically choose a set of active BSs from pre-determined patterns according to the time-varying traffic load to reduce network energy consumption. Another related work in [23] develops a power control scheme to achieve high SINR according to predefined sleep patterns.
B. RESEARCH CONTRIBUTIONS
It can be observed that all the existing works do not consider the joint design of WiFi offloading, mobility management and admission control, and energy-efficient network management through an appropriate BS sleeping. In addition, they usually assume over-simplified physical-layer model where important aspects of underlying radio access technologies and advanced interference mitigation techniques are not captured. This work aims to fill these important gaps where we make the following contributions.
• We propose the QoS and mobility-aware admission control (QMAC) scheme considering user mobility for WiFi offloading in integrated WLAN and OFDMA cellular network. The proposed QMAC scheme only allows slow-speed calls to be connected with the WLAN to minimize the handover overhead. This is because if high-speed calls are allowed to be connected with the WLAN then very frequent handoffs for them must be performed. In addition, each WLAN can serve slow calls located in an expanded service area to maximize the offloaded traffic from the macrocell. The QMAC scheme permits calls to be overflowed to the macrocell if they are blocked in the corresponding WLAN. We develop novel bandwidth (BW) borrow-return mechanism which can be integrated into the QMAC scheme to enhance the network performance.
• We describe a unified cross-layer model that characterizes the achievable throughput of the CSMA/CA protocol of WLANs and detailed channel and interference modeling for the FFR-based cellular network so that QoS guarantees for users located in WLAN-center area (WCA), WLAN-extension area (WEA), cell-center area (CCA) and cell-edge area (CEA) can be achieved. We develop an analytical model to derive call blocking probabilities in different macrocell and WLAN service areas under the proposed QMAC scheme.
• Then, we propose a novel joint macro base station (MBS) switching, traffic offloading, and power control (JMSO) design to minimize the total energy consumption considering QoS constraints for users in different network areas. Importantly, this design allows us to optimize the WLAN offloading region so that the optimum amount of macrocell traffic can be offloaded to the WLANs to minimize the energy consumption of cellular BSs. We develop an algorithm that is proved to converge to the optimal solution of the considered problem.
• Finally, we present numerical results to illustrate the performance of the admission control scheme and demonstrate the performance enhancement due to the BW borrow-return strategy and usefulness of the analytical model. We also illustrate the significant energy saving VOLUME 4, 2016 that can be achieved by the proposed JMSO scheme compared to the conventional schemes. Some preliminary results of this work have been published in [24] . However, the current manuscript makes several significant and new contributions compared to this conference version. First, the MBS switching and traffic offloading design in Section V of this journal version presents new contributions, which are not available in [24] . Second, the current journal version includes more extensive discussions of related works and detailed analysis of the considered admission control strategy and proofs of various key results. Finally, we have presented much more extensive numerical studies for both the admission control and the proposed MBS switching and traffic offloading design in this journal version where many of these numerical results are not available in the conference version [24] .
The remaining of this paper is organized as follows. In Section II, we present the system model. In Section III, the admission control policy is described whose performance is analyzed in Section IV. In Section V, we present the design for joint MBS switching and offloading scheme. Numerical results are presented in Section VI followed by conclusion in Section VII. 
II. SYSTEM MODEL AND ASSUMPTIONS
We consider the downlink communications of an integrated WLAN and OFDMA-based cellular network. We assume that a number of WiFi Access Points (WAPs) is deployed within each macrocell of the cellular network whose macro base stations (MBSs) are located at the center of the cells. Our interest is to design an efficient and flexible traffic offloading from macrocells to WiFi. Toward this end, we assume that the service area of each WAP consists of a center coverage area (called WCA) and an extended coverage area of WLAN (called WEA) whose radii from the WAP are R 1 and R 2 , respectively, which is shown in Fig. 1 . Here, the center coverage area can be considered as the conventional coverage area (e.g., indoor coverage area of the WAP) while the extended coverage area is engineered to achieve desirable traffic offloading and QoS guarantees. The WAPs, which are considered in this study, can be owned and operated by the same or different wireless operators for traffic offloading purposes.
We assume that users carrying calls are categorized as either low-speed or high-speed type. 1 In this sequel, we use the terms slow and fast calls to refer to calls which are carried by high-speed and slow-speed users, respectively. Users located in the WCA and WEA, which will be called WCUs and WEUs, respectively, are only allowed to connect with the WAP if they are slow-speed ones. In addition, users located outside the WCA and WEA of any WLAN can only connect with the nearest MBS. It is worth mentioning that the WEA of each WLAN is similar to the ''expanded region'' proposed for small-cells [25] . In practice, this offloading region for a given value of R 2 can be realized by setting a suitable offset value to the range-based handoff metric so that users located in the WEA can switch their connections to the corresponding WAP [25] .
We assume that the strict FFR is employed to manage the macrocell interference, which has been proposed in the LTE standard [32] . Specifically, users in each macrocell are divided into two groups, namely cell-center users (CCUs) and cell-edge users (CEUs), which are located in the CCA and CEA, respectively. In addition, the radii of the CCA and CEA are R c and R e , respectively. Spectrum allocation under the strict FFR is illustrated in Fig. 1 for a cluster of 3 cells. Under this FFR scheme, we allocate a common band of size K C to the CCAs. The size of the band allocated to each CEA is equal to K E = (B c − K C )/ where B c is the total system bandwidth and is the reuse factor [33] . The neighboring macro BSs (MBSs) are coordinated to ensure that their celledge bands are orthogonal as shown in Fig. 1 . The CEUs and CCUs are restricted to access the cell-edge band and the cellcenter band, respectively. The transmit power from each MBS to its intended CCUs and CEUs on a particular subchannel is assumed to be equal to P 0 = P out /(k 1 + k 2 ) where P out is the radio frequency (RF) output transmit power in each MBS. Hence, the number of cell-center subchannels is k 1 = K C /W and the number of cell-edge subchannels is k 2 = K E /W where W is the bandwidth of one subchannel.
A. QoS CONSTRAINTS IN 802.11 WLAN
Suppose that there are n users connected with a particular WAP and these users access the medium by using the distributed coordination function (DCF) based CSMA/CA protocol as specified by the 802.11 WLAN standard. We assume that all users operate in the saturated traffic regime (i.e., they always have data to transmit). Let x iw be the distance from the WAP to user i and P w be the transmit power then the signal to noise ratio (SNR) iw at user i can be written as
I iw (1) where h iw denotes the fading power gain between the WAP and its user i, θ iw captures the lognormal shadowing, L(x iw ) denotes the corresponding path loss, and I iw is the noise plus interference power from other WAPs. From this, we can determine the average rate for user i at distance x i as
where B w is the WLAN communications bandwidth and f iw (x) denotes the probability density function (PDF) of iw . To impose the QoS constraints for users connected to an WLAN in terms of minimum average rates, we focus on the worst case where n 1 WCUs are located on the boundary of the WCA and n 2 WEUs are located on the boundary of the WEA for n 1 + n 2 = n. Now, we determine the throughput of one such worst user in each class. Following [26] , we can compute the transmission probability τ and collision probability p c as follows:
where W 0 is the minimum contention window and m w denotes the maximal number of backoff stages. Recall that n i denotes the number of users in class i with the same rate r i and corresponding successful transmission duration T s,i and collision duration T c,i where i = 1, 2 (i equals to 1 or 2, respectively for WCUs or WEUs). Let S i denote the normalized throughput of a user of class i, which can be calculated as
where p s = τ (1−τ ) n 1 +n 2 −1 is the probability that a particular user transmits successfully; T idle , T s and T c are the average idle, successful transmission and collision transmission durations, respectively. Derivations of these parameters are given in Appendix A. Suppose users connected with an WAP in the WCA and WEA require an average minimim rate of S i,th (b/s) for i = 1, 2, respectively. Then, we have the following QoS constraints
From this, we can obtain the set of all feasible combinations (n 1 , n 2 ) as w = {(n 1 , n 2 ) : S i r i ≥ S i,th , i = 1, 2}, which satisfy the QoS constraints in (5).
B. QoS CONSTRAINTS IN CELLULAR NETWORK
We describe the achievable signal-to-interference-plusnoise ratio (SINR) and QoS constraints for macrocell users (MUEs). User i (CCU or CEU) connected with MBS m is interfered by other MBSs. Let Q be the set of interfering MBSs of user i. Then, the SINR im achieved by user i associated with MBS m at distance x im on one particular subchannel can be written as
where h im (h il ) is the power channel gain from MBS m (interfering MBS l ∈ Q, l = m) to user i, which is exponentially distributed with mean µ. In addition, θ im (or θ il ) represents the log-normal shadowing from MBS m (or MBS l) to user i, which is distributed according to a log-normal distribution LN (Aµ m,dB , A 2 σ 2 m,dB ) where A = 0.1 ln 10 is a scaling constant [27] and N 0 is the noise power density on each subchannel. Also, L(x im ) (or L(x il )) represents the path-loss from MBS m (or MBS l) to user i at distance x im (or x il ). The average rate of user i (CCU or CEU) associated with MBS m at distance x im can be calculated as
where W is the bandwidth of one subchannel, f im is the PDF of im that can be approximated by the lognormal distribution and determined by a numerical method as in [28] and [29] . Let ζ min,c and ζ min,e be the minimum rates achieved by the worst CCUs and CEUs, respectively (ζ min,c and ζ min,e is calculated from (7) where x im = R c for CCU and x im = R e for CEU).
To guarantee the QoS for CCUs and CEUs, the number of subchannels that must be allocated to them should satisfy the following constraints
where r tar,c , r tar,e are the target minimum rates of any CCUs and CEUs, respectively. The numbers of subchannels for CCUs and CEUs given in these formulas guarantee to maintain the required rates for these users regardless of their exact locations in the corresponding regions.
III. QMAC: AN ADMISSION CONTROL SCHEME FOR INTEGRATED CELLULAR AND WLANs
We propose the QoS and mobility-aware AC scheme supporting both new and handoff calls, which can be either slowspeed and high-speed ones (called slow and fast calls in the sequel). For a new or handoff slow call arriving at the WLAN areas (WCA and WEA), we assume that it always attempts to connect with the WLAN. The call is finally admitted if it is feasible to do so (i.e., the resulting numbers of calls in both WCA and WEA is in the feasible region w ). Otherwise, it is blocked and overflowed to the corresponding macrocell (i.e., it attempts to connect to the MBS). If a slow call arrives at the CCA (i.e., a new slow call or a handoff slow call or an overflowed slow call from WLAN), it will attempt to occupy the cell-center subchannels. If there are not sufficient cell-center subchannels, it will attempt to borrow the cell-edge subchannels. If there are not sufficient cell-edge subchannels to support this call, then it is blocked (dropped). If cell-center subchannels become available later VOLUME 4, 2016 (due to a cell-center call termination or leaving), the cellcenter slow calls occupying the cell-edge subchannels will be shifted back to cell-center subchannels. We refer to this as the BW borrow − return mechanism.
If a slow call arrives at the CEA (i.e., a new or a handoff slow call or an overflowed slow call from WLAN to the CEA), it attempts to occupy the cell-edge subchannels. If there are not sufficient cell-edge subchannels then it is blocked (dropped). The fast calls in the CCA and CEA are admitted or dropped similarly to the slow call in CCA and CEA. Recall that fast calls are not allowed to be connected with the WLAN to avoid frequent handoffs for them. Note that we do not implement the BW borrow − return mechanism for calls in the CEA to avoid strong co-channel interference between users in the CEA and its neighboring CCAs.
The handover of a fast call occurs when the corresponding user crosses the cell boundaries (cell-center boundary or celledge boundary) for a fast call or when a slow call leaves the WEA and enters the macrocell only area and changes mobility type from the slow type to the fast one. The handover of slow call occurs as the corresponding user crosses the WLAN boundaries (WCA boundary and WEA boundary) or the macrocell boundaries (cell-center boundary or cell-edge boundary) or when a fast call from macrocell enters the WEA and changes to the slow call type.
IV. PERFORMANCE ANALYSIS OF QMAC A. CALL MODEL AND PARAMETERS
For performance analysis, we assume an homogeneous system where there are m 1 WLANs in the CCA and m 2 WLANs in the CEA of any macrocell. We employ the isolated-cell approach for performance analysis [10] . For simplicity, we omit the macrocell index m in all notations when this does not create confusion. The new call arrivals to all areas are assumed to follow independent Poisson processes. In our model, a general call belongs to either fast or slow type with probabilities of p f and 1 − p f , respectively. The conversation time and sojourn time for any call in different areas are assumed to be exponentially distributed. A fast call becomes a slow call whenever it enters the WEA with probability γ c→w f →s . A slow call associated with an WLAN becomes a fast call or remains to be the slow call whenever it leaves WEA and enters the other macrocell areas with probabilities γ w→c s→f , γ w→c s→s , respectively.
B. ANALYTICAL METHOD
Recall that only slow calls can be connected to the WLAN in our proposed QMAC scheme. Let z 1 (t), z 2 (t) denote the number of slow calls located in the WCA and WEA of the considered WLAN at time t. We define the two-dimensional Markov Chain (MC) S(t) = {z 1 (t), z 2 (t)|(z 1 (t), z 2 (t)) ∈ w } and letZ 1 ,Z 2 represent the average values of z 1 (t), z 2 (t), respectively. In addition, we define another MC
describes the number of slow calls and fast calls operating on the cell-center and cell-edge bands of a macrocell defined as follows:
• x s (t), x f (t) denote the numbers of cell-center slow and fast calls which occupy cell-center subchannels
• y s (t), y f (t) denote the numbers of cell-center slow and fast calls which occupy cell-edge subchannels
• u s (t), u f (t) denote the numbers of cell-edge slow and fast calls which occupy cell-edge subchannels. LetX s ,X f ,Ȳ s ,Ȳ f ,Ū s ,Ū f denote the average values of the corresponding quantities in MC G(t). In general, the two MCs S(t) and G(t) are coupled, which renders the exact analysis very challenging. To resolve this difficulty, we take an iterative analytical approach and analyze these two MCs in isolation. Specifically, we perform stationary analysis for these two MCs in each iteration using the handoff rates, which are updated by using the results due to the analysis performed in the previous iteration. This process is repeated until convergence. In the following, we show how to analyze the two MCs S(t) and G(t) and how to update the handoff arrival rates for calls in different areas by using these analytical models. Key parameters are summarized in Table 1 .
1) CALCULATION OF CALL ARRIVAL RATES
For easy of exposition, call parameters related to the WCA, WEA, CCA and CEA are denoted by using notations 1W, 2W, 1C, 2C, respectively. The new slow and fast call arrival rates in the WCA, WEA, CCA, and CEA can be expressed as
where the call arrival rates depend on the corresponding areas, traffic densities, and parameter p f represents the fraction of fast calls. In general, handoff events affect the system dynamics, which depend on the geographic configuration of the network [34] . To capture accurately the call handoff rates to different areas, we introduce teletraffic flow coefficients β i,j representing the average call fractions (slow or fast) which are handovered from area i to area j. In fact, β i,j can be calculated based on the perimeters of corresponding areas assuming that all moving directions are equally likely. Description of these coefficients is given in Appendix B. The handoff rates of slow calls or fast calls from the CCA and CEA to other areas can be expressed as 
Note that we have included the factors m 1 and m 2 for handoff calls in the CCA and CEA since calls can enter the WLAN service areas from the macrocell equally likely. Similarly, the handoff rates of slow and fast calls from the WCA and WEA to other areas can be calculated as
2) STATIONARY ANALYSIS OF WLAN
As we defined before, MC S(t) = {z 1 (t), z 2 (t)|(z 1 (t), z 2 (t)) ∈ w } captures the states of a particular WLAN. In the following, we show how to calculate the blocking probabilities in the WCA, WEA located in CCA. The blocking probabilities in WLAN located in the CEA can be calculated similarly. For simplicity, we refer to a state with full description (z 1 (t), z 2 (t)) or simply with the state index i assuming that there is an appropriate mapping of a general state to its corresponding state index. Transition rates q(i, j) from predecessor state i into state j can be expressed as
Let π(i) represent the stationary probability of state i where the states in the state space are labeled from 0 to s max where each state i corresponds to a certain original state (z 1 , z 2 ). Given the above transition rates, the stationary probabilities of all states can be determined from the set of flow balance equations and the total probability condition as follows:
Let us define λ 1w = λ 1w ns + λ 2w→1w hs and λ 2w = λ 2w ns + λ 1c→2w
hs as the total arrival rates to the WCA and WEA, respectively. Then, we can calculate the blocking probabilities for slow calls in the WCA and WEA as (13) where S 1 and S 2 are the sets of ''blocking states'' (z 1 , z 2 ), which are defined as
Little's theorem, we can compute the average number of slow calls in WCA and WEA as
(1 − B 2w ) which are used to update the handoff arrival rates in (11).
3) STATIONARY ANALYSIS OF THE MACROCELL
We consider the isolated macrocell model represented by MC G(t) that depends on the process S(t) of WLANs. The MC G(t) has the state space
Since performing the stationary analysis for this 6-dimensional MC involves very high computational complexity, we propose to decompose the analysis of this MC into the analysis of cell-center and cell-edge chains and their dependence is captured through appropriate conditional probabilities. The cell-center model is represented by an MC G 1c (t) with the state space G 1c = {(x s , x f ); 0 ≤ x ≤ k 1 } and the cell-edge model is described by the MC G 2c (t) with state space
a: STATIONARY ANALYSIS OF CELL-CENTER
Let q 1c (i, j) denote the transition rates from predecessor state i (or (x s ,x f )) to state j (or (x s , x f )) and π 1c (i) denote the stationary probability of state i for MC G 1c (t) and each state i corresponds to certain original state (x s , x f ). We can calculate call arrival rates for slow and fast calls as
Then, conditioning on the subset of the state space of G such that (y = 0, 0 ≤ y + u ≤ k 2 ), the cell-center probability transition rates are given in Appendix C. Let us define
and denote the maximum number of calls that can be served by the cell-center bands as
We can obtain the slow and fast call blocking probability in the product-form given no cell-center slow and fast calls occupying the cell-edge subchannels (y = 0) as [10] B P(x s + x f = N 1 |y = 0) =
This probability will be used in various derivations in the appendices. 4: Update handoff arrival rates using (10), (11) and return to Step 2 until convergence.
b: STATIONARY ANALYSIS OF CELL-EDGE
The cell-edge MC G 2c (t) has the state space 
. The blocking probability of slow and fast call in CEA can be obtained as
Using the Little's theorem, the average number of slow and fast calls in CEA can be computed as
which are used to update the handoff arrival rates in (10) . We now derive the blocking probabilities of slow and fast calls in CCA. Recall that a cell-center call is blocked if it cannot find sufficient subchannels, which are pre-allocated to CCA and CEA. Let us define 1 = k 2 −c 1 , then the blocking probability of slow and fast call in CCA can be calculated as
where the derivation of
The average number of slow and fast calls in CCA can be computed by using the Little's theoremX
which are used to update the handoff arrival rates in (10) . Summary of the proposed analytical framework is provided in Algorithm 1. Even though we cannot prove the convergence of this iterative computation procedure, it has been widely used in the literature and we have witnessed its convergence in our extensive numerical studies.
V. MBS SWITCHING AND TRAFFIC OFFLOADING
In this section, we propose a joint MBS ON/OFF switching and offloading (JMSO) framework to engineer the green heterogeneous network by using the developed analytical model in the previous section. This framework aims to adaptively switch off as many MBSs as possible, determine the transmit powers of remaining active MBSs, and offloading region for WLANs (i.e., the radius R 2 of WEA) while still maintaining users' QoS requirements.
A. MBS ON/OFF SWITCHING MODEL
We consider a network with N MBSs. We assume that MBSs can be adaptively switched ON/OFF according to J predetermined possible switching patterns, which are also refereed to as network configurations in the following. Let K (n) denote the number of switched-off MBSs out of N MBSs in network configuration n, where n = 1, 2, . . . , J . We assume that a smaller network configuration index n corresponds to a smaller number of switched-off MBSs K (n) without loss of generality. We define a parameter for network configuration n as φ(n)
, which is the ratio between the numbers of switched-off MBSs and the remaining active MBSs.
Examples of switching patterns for the considered hexagonal cellular network are depicted in Fig. 2 We wish to determine MBS switching patterns dynamically that can exploit the time variability of the call traffic to enhance the network energy efficiency. Toward this end, we assume that such MBS switching pattern must be determined once for each equal-size time interval (e.g., every half hour). To maintain the required users' QoS, a network configuration must be chosen according the maximum traffic load in each interval t since this corresponds to the worst user performance in terms of blocking probability.
Let λ m (t) and λ d (t) denote the maximum traffic density in the WCA and other areas (WEA, CCA, CEA) in interval t, respectively. Then, the MBS switching is designed to ensure that the required QoS can be maintained for the maximum traffic density values in each interval. Let θ c (n), θ e (n) denote the areas of the cell center area and cell edge area while m 1 (n) and m 2 (n) denote the number of WAPs in the CCA and number of WAPs in the CEA as network configuration n is employed. Then, we have θ c (n) = (1 + φ(n))θ c (1) and θ e (n) = (1 + φ(n))θ e (1) where 1 + φ(n) represents the increase in network coverage under network configuration n compared to network configuration one. From this we can update the new call arrival rates in CCA and CEA for network configuration n by using (9).
1) POWER CONSUMPTION OF MBS
The consumed power of an MBS typically comprises the power consumptions of a power amplifier (PA) and other parts including a radio frequency (RF) small signal transceiver module, a baseband processing engine, a DC-DC power supply, an active cooling system and an AC-DC unit [17] . In addition, the output MBS transmit power P out and the PA consumed power P PA are related to each other as
where η PA tot denotes its energy efficiency considering the energy efficiency of itself as well as related components (i.e., feeder, cooling and power supply losses) [17] . The total consumed power of an MBS can be expressed as [17] 
where P M describes the static part of the MBS consumed power as the MBS is in an active mode, P max denotes the maximum output transmit power, and P sleep is the consumed power in a sleep mode (i.e., an MBS is switched off).
2) JOINT MBS SWITCHING, POWER CONTROL, AND TRAFFIC OFFLOADING PROBLEM
We are interested in determining the switching pattern n, output transmit power P out for active MBSs, and radius R 2 of the WEA in each interval t so that the total network energy consumption is minimized while we can maintain the required users' QoS. For ease of exposition, we call this design problem as the joint MBS switching and offloading (JMSO) problem. Note that finding an efficient solution for the JMSO problem is challenging since the underlying design functionalities are strongly coupled. In particular, by zooming out the offloading region of the WEA, we can offload more traffic from a macrocell to WLANs which may enable us to switch off more MBSs to save power. However, the required QoSs may be violated with too large WLAN offloading region.
Without loss of generality, we consider the JMSO problem to minimize the total cellular network power consumption in one particular interval t. Applying this design for each interval of the considered time period (e.g., 48 half-hour intervals in one-day period) obviously allows us to achieve minimum total energy consumption. For brevity, we omit the (20) where B T c and B T w denote the maximum tolerable blocking probabilities of the macrocell blocking probabilities (i.e., B 1c and B 2c ) and WLAN blocking probabilities (i.e., B 1w and B 2w ), respectively; C1 and C2 represent the call blocking probability constraints of CCUs and CEUs connected with their corresponding active MBSs. In addition, C3 and C4 specify the call blocking probability constraints of WCUs and WEUs connected with the corresponding WAPs.
B. MBS POWER SETTING AND WLAN OFFLOADING SOLUTION
Note that we need to determine network configuration index n, transmit power P out , and the radius of offloading region R 2 in problem (20) . Since the set of possible network configurations is finite and known (i.e., n ∈ {1, . . . , J }), if we can determine the optimal P out and R 2 for each network configuration n then we can find the optimal joint solution by comparing the objective function for all network configurations. Therefore, it is sufficient to study the problem for one particular network configuration n. In the following, we omit the dependence of the involved quantities with n if that does not create confusion.
We propose an iterative algorithm to solve this problem, which is summarized in Algorithm 2. In this algorithm, we initially set the transmit power P out equal to P max . Then, each active MBS scales down its transmit power P out by a factor ϕ < 1 over each iteration. For the given P out , we determine the ''best'' radius of offloading region R * 2 (P out ) in Step 5. To clarify the operation in this step, we define B max c (P out , R 2 ) 2 We do not consider the energy-efficient design for the WLAN, which is outside the scope of this paper.
as follows
In step 5, we determine the optimal R * 2 (P out ) as a function of transmit power P out from
The main idea of Algorithm 2 is that we decrease the transmit powers of active MBSs until B max c (P out , R * 2 ) is larger the target blocking probability value B T c . Note that the optimization problem (22) involves only one optimization variable R 2 so its optimal solution can be found using the analytical model presented in the previous section and numerical search technique. To establish the convergence and optimality of this algorithm, we state some properties that reveal the dependence of call blocking probabilities to parameter R 2 in the following propositions.
Proposition 1: For given network configuration n and output transmit power P out , the WLAN blocking probabilities B 1w (n, P out , R 2 ) and B 2w (n, P out , R 2 ) increase as the WLAN offloading region R 2 increases.
Proof: The proof is given in Appendix F. Proposition 2: For given network configuration n and output transmit power P out , the macrocell blocking probabilities B 1c (n, P out , R 2 ) and B 2c (n, P out , R 2 ) first decrease and then increase as WLAN offloading region R 2 increases from R 1 .
Proof: It can be seen from (14) that the total call arrival rates to CCA will decrease if the decrease in new call arrival rates due to traffic offloading to WiFi dominates the increase in the overflowed traffic rate from WiFi and vice versa. Note also that the blocking probability becomes larger with the increasing traffic arrival rate. Hence, the proposition can be proved by using the fact the total arrival rates decreases and then increases with R 2 due to the slow increase and exponential increase of the overflowed traffic rate for small R 2 (close to R 1 ) and large R 2 , respectively. The property of B 2c (n, P out , R 2 ) can be proved similarly.
The properties of blocking probabilities B 1c (n, P out , R 2 ) and B 2c (n, P out , R 2 ) stated in Proposition 2 justify why we set the WLAN offloading region R 2 as in (22), which provides the minimum macrocell blocking probability. The convergence of Algorithm 2 is stated in the following theorem.
Theorem 1: Algorithm 2 converges after a finite number of iterations for 0 < ϕ < 1.
Proof: The proof is given in Appendix G. Algorithm 2 returns the optimal solution for problem (20) , which is described in the following theorem.
Theorem 2: For ϕ < 1 sufficiently close to 1 (i.e., ϕ = 1 − ), Algorithm 2 returns the optimal solution for problem (20) under a fixed network configuration n.
Proof: It is obvious that the objective of the optimization problem (20) is minimized at the minimum value of P out that still maintains its constraints. Recall that we set the WLAN offloading region R * 2 (P out ) at the value that minimizes the macrocell blocking probability B max c (P out , R 2 ) as in (22) . In other words, R * 2 (P out ) is the best WLAN offloading region that minimizes the macrocell blocking probability B max c (P out , R 2 ) for a given P out . Since we decrease the P out over iterations in Step 4 and Algorithm 2 converges according to Theorem 1, we must obtain the optimal solution for problem (20) at convergence. This completes the proof.
Remark 1: Note that the QoS constraints for the WLAN and cellular network, given in (5) and (8) 
C. ANALYSIS OF ENERGY CONSUMPTION
We analyze the energy consumption of JMSO and other schemes in this section. 3 In particular, we also consider a simplified version of JMSO in which there is no expanded offloading region, i.e., R 2 is set equal to R 1 (i.e., radius of WCA). This scheme is refereed to as the MBS switching and power setting (MSP) scheme. To obtain the solution for MSP, we still need to find the MBS transmit power using Algorithm 2; however, step 5 of this algorithm is omitted. Moreover, we are interested in the scheme where the total energy consumption when only MBS switching design is considered, which is refereed to as MBS switching only (MSO) scheme in the sequel. This means that we only need to find the maximum network configuration index, which can still maintain all QoS constraints C1, C2, C3 and C4 while the maximum output transmit power P max is used and radius of offloading region is set as R 2 = R 1 . Let E S (t) and E S tot denote the energy consumption of scheme S in interval t and over the whole considered period, respectively. Then, we have
where n S (t), P S out (t), and R S 2 (t) denote the network configuration, output MBS transmit power, and WiFi offloading radius due to scheme S, t is the length of one interval, and L denotes the number of intervals in the considered period.
As a baseline scheme, we consider the case where all MBSs are active (i.e., using network configuration n = 1), maximum transmit power P max is used and the offloading radius is set as R 2 = R 1 . Then, the energy saving due to scheme S (i.e., JMSO, MSP, and MSO) with respect to this baseline scheme can be calculated respectively as
We will study these energy saving gains in the next section where we multiply the quantities obtained in this formula with 100 to express the energy saving in %.
VI. NUMERICAL RESULTS

A. SIMULATION PARAMETERS
We evaluate the performance of the proposed admission control policy and energy-efficient radio management framework. We assume that WLAN deployment density is uniform over CCA and CEA. Therefore, the numbers of WLANs in the CCA and CEA are proportional to their corresponding areas. The number of WAPs is chosen so that the basic coverage of all WLANs (i.e., total area of all WCAs) is equal to 20% of the macrocell area unless stated otherwise. We consider a multi-cell setting with 19 macrocells and each macrocell is pre-allocated 48 subchannels over 10 MHz bandwidth. The number of cell-center subchannels k 1 and cell-edge subchannels k 2 The call arrival rate in each area is calculated by multiplying the traffic density measured in calls/min/km 2 with the area. We assume that traffic density in the WCA is k tr times larger than that in other areas, i.e., λ d (t) = k tr × λ m (t) for any time interval t. This assumption is justifiable since the WCA is relatively small but indoor traffic density has been revealed to be much higher than the outdoor traffic density. Unless stated otherwise, k tr is set equal to 20 in this section. The values of the key simulation parameters are summarized in Table 2 . With the simulation parameters given in this table, the numbers of subchannels required to support the minimum rates for any CCUs and CEUs are c 1 = 2 and c 2 = 3, respectively.
B. BLOCKING PROBABILITIES FOR CELLULAR AND WLAN USERS
In Fig. 3(a) , we present the blocking probabilities of slow calls in WCA and WEA located in CCA versus the outdoor traffic density. This figure shows that the blocking probability in WCA is smaller than that in WEA and the difference between the two becomes larger as the traffic density increases. This is because the communication rate of an WCU is larger than that of an WEU. Therefore, more calls can be accepted in WCA compared to that in WEA for the VOLUME 4, 2016 same required minimum rate. We do not show the blocking probabilities for WCUs and WEUs in the CEA since these results are similar. Fig. 3(b) shows the blocking probabilities for calls connected with MBSs and located in CCA and CEA with and without the proposed BW borrow-return mechanism. Note that the blocking probabilities of the slow and fast calls are the same. It can be observed that the BW borrow-return mechanism can improve the blocking probability signifi- cantly. Moreover, the blocking probability of calls in CEA with and without employing the BW borrow-return mechanism remain almost the same. This shows the efficacy of the proposed mechanism.
In Figs. 4(a), 4(b) , we illustrate the blocking probabilities for calls connected with an WAP from the WCA and WEA and for calls connected with an MBS from the CEA and CCA versus the radius R 2 of WEA, respectively. We present these results for two different values of outdoor traffic density, namely, λ m = 10, 15 (calls/min/km 2 ). The figures show that the blocking probabilities for calls in WCA and WEA increase quickly as the radius R 2 increases. This confirms the results stated in Proposition 1. It can be observed in Fig. 4(b) that, as R 2 increases, the blocking probabilities for calls connected with an MBS from the CCA and CEA first decreases and then increases, which validates Proposition 2. Fig. 4(b) indicates that the value of R 2 achieving minimum blocking probabilities for calls in CCA and CEA is about 15m.
In Fig. 5(a) , we show the blocking probabilities for calls connected with active MBSs in CCA and CEA versus outdoor traffic density under different network configurations. In this figure, the active MBSs are assumed to set their transmit power according to the JMSO scheme. The figure suggests that higher network configurations should be employed for low traffic density in order to minimize the energy consumption. When the outdoor traffic density is sufficiently high, only network configuration n = 1 (i.e., all MBSs are ON) can support the required QoS. Fig. 5(b) demonstrates the energy saving achieved by the JMSO, MSP, and MSO schemes versus the outdoor traffic density, which is obtained for only one interval (i.e., from (24) with L = 1). The figure suggests that there are four traffic density regions in which four different network configurations should be employed. In addition, the JMSO scheme can support a larger traffic density compared to the MSP and MSO schemes under the same network configuration. Overall, the JMSO scheme achieves considerably higher energy saving compared to the other two schemes but all the schemes can achieve great energy saving under the low traffic density. In the high traffic regime where all three schemes employ network configuration one, JMSO can save up to 40% through power control while MSO scheme has no energy saving.
C. ENERGY SAVING PERFORMANCE
To illustrate the energy saving over one typical day, we consider the popular trapezoidal traffic pattern for one day as shown in Fig. 6(a) . This traffic model reflects a typical practical cellular traffic pattern where there is light traffic during off-peak hours (e.g., after midnight) and heavy traffic during on-peak hours [35] . Note, however, that our proposed schemes can work with any practical traffic patterns. The symmetric trapezoidal traffic pattern is a function of time t where t ∈ [0, 24]. The peak traffic density is normalized to one at t = 0 and the normalized minimum traffic density during off-peak periods is equal to α (0 ≤ α < 1). The symmetric trapezoidal traffic function f (t) can be defined by parameter T (T ∈ [0, 12]) as follows:
We also assume that the 24-hour period is divided into 48 intervals, 30 minutes each, and our proposed schemes (i.e., JMSO, MSP, MSO schemes) are optimized for each interval as described in Section V. In Fig. 6 (a), we show four traffic density regions where the corresponding four network configurations can be employed due to the JMSO scheme for α = 0.2 and T = 8. In Fig. 6(b) , we demonstrate the energy saving achieved by the JMSO, MSP, and MSO schemes versus the values of parameters T and α of the considered traffic model. It can be observed that the energy saving reduces as T and/or α increase. This is because larger values of T reduce the length of the off-peak period, which decreases the energy saving since high network configurations are less frequently employed. Similarly, larger values of minimum traffic density α result in more frequent employment of lower network configurations, which reduces the energy saving. This figure shows that the JMSO scheme can achieve additional energy saving of up to 25% compared to that due to the MSO scheme. The MSP's energy saving is more than 5% lower than that due to the JMSO scheme for large T , which demonstrates the benefits of exploiting WiFi traffic offload in the MBS sleeping design. Moreover, the energy savings due to the JMSO and MSP schemes decline more moderately than that due to the MSO scheme as T and α increase. For a typical traffic pattern where T is in [8, 12] and α is 0.2, we can achieve a significant energy saving of about 60% by employing JMSO scheme.
In Fig. 7(a) , we illustrate the energy saving due to JMSO, MSP, and MSP schemes versus the ratio between the total area of all WLAN center areas (i.e., all WCAs) and the macrocell area for T = 8 or T = 11 and α = 0.2. Note that a larger ratio of total WLAN center area and macrocell area implies that a larger number of WAPs are deployed in each macrocell since the radius of WLAN center area is fixed at R 1 . This explains why a larger number of WAPs deployed in each macrocell result in more energy saving since more macrocell traffic can be offloaded to the WLANs. The figure also shows that the energy saving due to the JMSO scheme can be about 10% and 14% higher than those obtained by the MSP scheme for T = 8 and T = 11, respectively. This again confirms that the deployment for an expanded service area for WLANs can enable efficient offload of macrocell traffic to WiFi, which results in significant energy saving. It can also be observed that the energy saving increases slowly when the WLAN density becomes sufficiently high. In fact, WLANs can only accommodate the slow-mobility traffic and the macrocell must be configured to support the required high-mobility traffic. This imposes some constraints on the amount of offloaded traffic, which explains the saturation of the energy saving in this figure.
Finally, we plot the energy saving achieved by the JMSO scheme versus ratio of MBS sleep-mode power and activemode maximum power in Fig. 7(b) . To obtain the results in this figure, we set T equal to 8, α equal 0.2 and ratio of total WLAN center area and macrocell area is 0.4. It is evident that the energy saving decreases almost linearly with the increase of the sleep-mode power. The figure also shows that we can achieve better energy saving with larger target macrocell blocking probability as expected. In addition, for the typical scenario where MBS's sleep-mode power is 30% of the total MBS's maximum power in the active mode, we can achieve about 55% to 65% of energy saving.
VII. CONCLUSION
We have proposed a QoS and mobility-ware admission control and Wifi offloading scheme for integrated OFDMA cellular and WLANs and developed an analytical model to analyze the blocking probabilities. We have then developed a novel MBS switching, transmit power control, and traffic offloading framework to minimize the MBS energy consumption. Finally, we have studied the performance of the proposed design framework via numerical studies. Specifically, the proposed JMSO scheme achieves energy saving gains of more than 55% and about 10% compared to the conventional scheme and to the case without WiFi offloading, respectively.
APPENDIX A PARAMETERS FOR WLAN THROUGHPUT ANALYSIS
As in [26] , let us define T idle = (1 − P tr )σ where P tr = 1 − (1 − τ ) n 1 +n 2 is the probability that there is at least one transmission in one generic slot time and σ denotes the duration of a slot time. As in [30] , we have [31] .
APPENDIX B Teletraffic Flow Coefficients
Let C 1 , C 2 , C c and C e denote the perimeter of WCA, WEA, CCA, and CEA, respectively. Then, the teletraffic flow coefficients can be expressed as
.
APPENDIX C TRANSITION RATES FOR MCs G 1c AND G 2c
Conditioning on the set of states in the state space of G 2c that satisfy (y = 0, 0 ≤ y + u ≤ k 2 ), the transition rates for the cell-center MC G 1c can be expressed as
We now describe the transition rates q 2c (i, j) for possible transitions from state i to state j of the cell-edge MC G 2c in the following.
• Transition rate due to a cell-center slow (fast) call arrival which tries to occupy the cell-edge subchannels: According to our admission control scheme, the cellcenter slow (fast) calls only try to occupy the cell-edge subchannels if cell-center subchannels are fully used. It is clear that, for the case with y = 0, as a cellcenter slow or fast call arrives, it will try to occupy the cell-edge subchannels if it is blocked in cell-center with conditional blocking probability B calculated before. For cases where y s + y f ≥ 1, all cell-center subchannels are already fully utilized; therefore, any slow (fast) call arriving at the CCA will always try to occupy the celledge subchannels. Hence, we obtain the transition rate as
• Transition rate due to cell-edge slow (or fast) call arrival
hf . Then, we have
• Transition rate due to the departure of cell-center slow (or fast) call which is occupying the cell-edge subchannels given the state i (
The departure can be due to a call completion or a shifting back to the cellcenter subchannels due to the cell-center calls leaving. Thus, we have
• Transition rate due to a departure of cell-edge slow (or fast) call given state i (y s , y f ,
From these transition rates, we can calculate the stationary probabilities of this MC similarly to (12) .
We have
where
and
The proof of conditional independence in equations (27) and (28) is provided in Appendix E. Let us now define the subset of state space G 2c as 1 
The probabilities P(y = 0, u > 1 ) and P(y > 0, y + u > 1 ) can be computed from the stationary probabilities of cell-edge MC model as follows:
We already have P(x s + x f = N 1 |y = 0) = B and P(x s + x f = N 1 |y > 0) = 1. Therefore, we can get the slow and fast blocking probabilities B s,1c and B f ,1c .
APPENDIX E PROOF OF CONDITIONAL INDEPENDENCE
Let us define x 1 (t) = x s (t) + x f (t) + y s (t) + y f (t) and x 2 (t) = u s (t) + u f (t) as the total number of cell-center calls and cell-edge calls associated with MBS at time t. Due to the shift-back mechanism adopted in the QMAC scheme, we have x s (t)+x f (t) = min{x 1 (t), N 1 } and y s (t)+y f (t) = x 1 (t)− (x s (t) + x f (t)). Let N 2 = k 2 /c 1 and N 3 = k 2 /c 2 . Thus, the process {(x 1 (t), x 2 (t))} has the product-form stationary distribution. This process has the state space = {x :
where F is the normalized constant. We start the proof for equation (27) by using the following results:
Therefore, we have
On the other hand, we also have
Hence,
It follows that equation (27) holds. Let N 4 = 1 −(x 1 −N 1 )c 1 c 2 . We start the proof of equation (28) From that, we have P(x s + x f = N 1 |y > 0) = 1. Therefore, equation (28) holds.
APPENDIX F PROOF OF PROPOSITION 1
Consider two different values of WLAN offloading radius R 2 > R 2 . Then, the SNRs for user i located at the boundary of WEA and connected with an WAP for these offloading radii R 2 and R 2 satisfy
This means that the SNR of any user located at the boundary of WEA decreases, which results in the decrease of the average rate of the user according to (2) as R 2 increases. Consequently, the feasible region for (n 1 , n 2 ) w (i.e., w contains all possible (n 1 , n 2 ) whose QoS requirements in (5) can be supported) shrinks as R 2 increases. In addition, the traffic arrival rates to the WEA increases as R 2 increases. Therefore, the call blocking probabilities B 1w (n, P out , R 2 ) and B 2w (n, P out , R 2 ) in the WCA and WEA increase with R 2 . Therefore, we have completed the proof of the proposition.
APPENDIX G PROOF OF THEOREM 1
First, we prove that the macrocell blocking probabilities of all users associated to any active MBSs increase when these MBSs decrease their transmit power P out . Let us consider a particular user j connecting to an active MBS m and let Q(n) be the set of active MBSs interfering user j. In the following, we compare the SINRs jm achieved by user j associated with active MBS m in two iterations i and i + 1. We have This means that the SINR of any users connected with an active MBS decreases as all active MBSs reduce their transmit powers by the same factor ϕ < 1. This leads to the decrease in the average rate of users connected with active MBSs as they reduce their transmit powers by referring to (7) . Therefore, the minimum numbers of subchannels required to meet the minimum rates in (8) increase. As a result, the macrocell blocking probabilities increase as active MBSs reduce their transmit powers since the total numbers of available subchannels for CCA and CEA in each active macrocell are fixed at k 1 and k 2 , respectively.
We have proved that the blocking probabilities of all users associated with active MBSs increase when these MBSs decrease their transmit powers P out by the same factor ϕ < 1. From this we have 
