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3 Uniqueness and nondegeneracy of positive solutions
of (−∆)su + u = up in RN
when s is close to 1
Mouhamed Moustapha Fall and Enrico Valdinoci
Abstract
We consider the equation (−∆)su+u = up, with s ∈ (0, 1) in the subcritical
range of p. We prove that if s is sufficiently close to 1 the equation possesses a
unique minimizer, which is nondegenerate.
1 Introduction
The purpose of this paper is to provide some nondegeneracy and uniqueness result
for solutions of an equation driven by a nonlocal operator. In striking contrast with
the local case, extremely little is known about these topics in the nonlocal framework
and a satisfactory analysis of the problem is still largely missing, in spite of some
striking recent contributions in specific cases.
Our approach is to obtain some nondegeneracy and uniqueness results by com-
pactness and bifurcation arguments from the local case, that is when the fractional
parameter involved is sufficiently close to being an integer.
Let us introduce the setting in which the problem is posed. Let N > 2 be the
dimension of the ambient space RN and let s ∈ (0, 1] be our fractional parameter.
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We consider the fractional exponent
2∗s :=


2N
N − 2s
if N > 3, or N = 2 and s ∈ (0, 1),
+∞ if N = 2 and s = 1.
We recall that this exponent plays the role of the classical critical Sobolev exponent
for the fractional Sobolev spaces (see, e.g., [9] for a gentle introduction to the topic,
and notice that 2∗s is increasing in s and coincides with the classical Sobolev exponent
for s = 1). We consider here the fractional Sobolev space
Hs(RN ) :=
{
u ∈ L2(RN ) :
∫
RN
|ξ|2s|û|2 dξ <∞
}
,
with norm
‖u‖2s :=
∫
RN
(1 + |ξ|2s)|û|2 dξ = ‖u‖2L2(RN ) +
∫
RN
|ξ|2s|û|2 dξ,
where, as usual, û is the Fourier transform of the function u, namely
û(ξ) :=
1
(2π)
N
2
∫
RN
e−ıξ·xu(x)dx.
We also denote by Hsrad(R
N ) the space of the radially symmetric functions of
Hs(RN ). We recall that 2∗s provides a compactness threshold for such radial func-
tions, since Lq(RN ) is compactly embedded in Hsrad(R
N ) for every q ∈ (1, 2∗s) (see
Proposition 1.1 in [20]).
In this functional framework, we are concerned with the uniqueness and nonde-
generacy properties of the positive functions solving the fractional elliptic semilinear
problem
(1.1) (−∆)su+ u = up in RN .
Here we take p ∈ (1, 2∗s − 1) (i.e., the exponent p + 1 is subcritical with respect
to the above mentioned embeddings). Problems of this type has received a great
attention recently, both by themselves and in connection with solitary solutions
of nonlinear dispersive wave equations (such as the Benjamin-Ono equation, the
Benjamin-Bona-Mahony equation and the fractional Schro¨dinger equation, see e.g.
[3, 4, 15,21,22,31]).
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In this framework, the classical, local Hamiltonian operator is replaced by a
fractional, nonlocal one, and the classical diffusion induced by Brownian motions is
replaced by a non-local diffusion driven by 2s-stable Le´vy processes.
These type of fractional operators are now becoming also very popular in real-
world models (for instance in financial mathematics, nonlocal stochastic control,
nonlocal electrostatics, denoising and image processing, oceanography, dislocation
dynamics in crystals, etc.), see for instance [9] and references therein.
Since the fractional Laplacian of ϕ ∈ C∞c (R
N ) may be defined via Fourier trans-
form as
(1.2) ̂(−∆)sϕ(ξ) := |ξ|2sϕ̂(ξ) for ξ ∈ RN ,
we may apply Plancherel’s formula and adopt a weak (or distributional) notion of
solution u ∈ Hs(RN ) for problem (1.1) via the identity
1
2
∫
RN
|ξ|2s(û ϕ̂+ û ϕ̂) dξ =
∫
RN
|ξ|2sû ϕ̂ dξ =
∫
RN
(up − u)ϕdx
for any ϕ ∈ Hs(RN ). This notion of solution may be reduced to the one in the
viscosity sense (see [25, 28]) and therefore the fractional Laplace regularity theory
applies (see [30]). It is known that problem (1.1) admits a positive radial solution
(see [10, 14]). Such solution is called a ground state, since it is obtained (up to
scaling) by a constrained minimization problem of the functional
Js(u, ν) :=
1
2
‖u‖2s −
ν
p+ 1
∫
RN
|u|p+1 dx,
namely it attains the following greatest lower bound:
(1.3) νs := inf
u∈Hs(RN )
‖u‖2s(∫
RN
|u|p+1
)2/(p+1) = infu∈Hs(RN )
‖u‖
Lp+1(RN )
=1
‖u‖2s.
We observe that if us is such that ‖us‖Lp+1(RN ) = 1 and νs = ‖u‖
2
s , than it is a
solution of
(1.4) (−∆)sus + us = νsu
p
s
3
and so it solves (1.1) (up to scaling). Also its derivatives ∂ius are solution of the
linearized equation
(1.5) (−∆)s(∂ius) + ∂ius = pνsu
p−1
s ∂ius
and therefore
(1.6) ∂ius belongs to the kernel of the operator J
′′
s (us, νs).
The first result of this paper is nondegeneracy, namely that these derivative
and their linear combinations exhaust Ker(J ′′s (us, νs)) at least when s is sufficiently
close to 1 (of course, since we are interested here in the case s close to 1 with a
fixed exponent p, we fix S ∈ (0, 1) and p ∈ 2∗S − 1, and all the arguments we present
assume implicitly that s ∈ [S, 1]).
Theorem 1.1. There exists s0 ∈ (0, 1) such that for every s ∈ (s0, 1) if us is a
minimizer for νs then
Ker(J ′′s (us, νs)) = span{∂ius, i = 1, . . . , N}.
Our next result is a uniqueness property.
Theorem 1.2. There exists s0 ∈ (0, 1) such that for every s ∈ (s0, 1), the minimizer
for νs is unique, up to translations.
In the local case s = 1, the results in Theorems 1.1 and 1.2 were obtained in
[19, 23, 24] but the specific arguments used there are not directly applicable to the
nonlocal case s ∈ (0, 1). Before this paper, the only results available in the nonlocal
case were the ones obtained in [2] for N = 1, s = 1/2 and p = 2, and recently
extended in [15] for N = 1 and all s ∈ (0, 1).
After this paper was completed, arxived in [12] and submitted, the striking paper
[16] has appeared, showing that Theorems 1.1 and 1.2 hold for any s ∈ (0, 1).
We also point out that, soon after [12], some interesting nondegeneracy results
have been obtained in [8] for a related, but different, fractional problem.
For other recent variational problems related to the fractional Laplacian see, for
instance, [13, 26, 27, 29] and references therein. The rest of the paper is organized
as follows. In Section 2 we collect some preliminary material, likely well-known
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to the expert readers, concerning some uniform estimates on the minimizers, some
related asymptotics and a (up to now classical) local realization of the fractional
Laplacian. Then, in Section 3, we prove the nondegeneracy result of Theorem 1.1.
The uniqueness result of Theorem 1.2 is proved in Sections 4 and 5, by combining
a series of arguments related to the construction of a branch of pseudo-minimizers
U1 + ωs, with s varies near 1, which are uniquely determined by their perturbation
ωs. Uniqueness is then deduced by showing that radially symmetric minimizers
belongs to such a branch.
2 Preliminaries
2.1 Uniform estimates and asymptotics
By Lion’s concentration compactness, minimizers for νs always exists (see, e.g. [10,
14] for details) and do not change sign. In this paper, we will consider only positive
minimizers. They are radially symmetric by [14] (and, as usual, we take the center
of symmetry to be the origin of RN). The minimizers attain the minimal value νs
of the functional in (1.3) and they are normalized to have norm 1 in Lp(RN ). Also,
thanks to Theorem 1.2 in [14], we have the decay estimate
us 6 C|x|
−(N+2s) in RN .
We call Ms the the space of these positive, radially symmetric even minimizers us
for νs normalized so that ‖us‖Lp+1(RN ) = 1. Therefore if us ∈ Ms then
(2.1) ‖us‖L∞(RN ) = |us(x
s
0)|,
for some xs0 ∈ R
N . Now we state a uniform bound on νs:
Lemma 2.1. We have that sup
s∈(0,1]
νs < +∞.
Proof. Let u1 ∈ M1. Notice that |ξ|
2s 6 1 + |ξ|2 and therefore
‖u1‖s 6 2‖u1‖L2(RN ) +
∫
RN
|ξ|2|û|2 dξ 6 2‖u1‖1 = 2ν1.
Since νs 6 ‖u1‖s, the desired result follows.
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The following result provides uniform bounds on the minimizers.
Lemma 2.2. Given s0 ∈ (0, 1), we have
(2.2) 0 < γs0 := sup
s∈(s0,1)
sup
us∈Ms
‖us‖L∞(RN ) <∞.
Also, given s1 > 1/2 and β ∈ (0, 1),
(2.3) sup
s∈(s1,1)
sup
us∈Ms
‖us‖C1,β(RN ) <∞.
Proof. The first inequality in (2.2) is obvious since
γs0 > sup
u1∈M1
‖u1‖L∞(RN ) > 0.
Now we prove the second inequality in (2.2). For this, we define
(2.4) λs := ‖us‖L∞(RN )
and we argue by contradiction: we suppose that λs → ∞ for a sequence s → σ¯ ∈
[s0, 1]. We set
vs(x) := λ
−1
s us(λ
2
2s−N
s x+ x
s
0)
so that
‖vs‖L∞(RN ) = 1 = vs(0),
v̂s(ξ) = λ
−1+ 2N
N−2s
s e
ıξ·xs0 ûs(λ
2
N−2s
s ξ)
and, by Lemma 2.1,∫
RN
|ξ|2s|v̂s|
2 dξ =
∫
RN
|ξ|2s|ûs|
2 dξ 6 νs 6 Const.
Therefore vs ⇀ v in H
t(RN ) for every t < σ¯ and
vs → v in L2loc(R
N ).
Also, from (1.4),
(2.5) (−∆)svs(x) = −λ
4s
−N+2s
s vs(x) + λ
p−N+2s
N−2s
s νsv
p
s(x).
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Now we recall Proposition 2.1.9 in [30], according to which we have that there is a
constant C(s,N, α) such that
(2.6) ‖vs‖C0,α(RN ) 6 C(s,N, α)
(
‖(−∆)svs‖L∞(RN ) + ‖vs‖L∞(RN )
)
,
where one can fix α < 2σ¯ for 2σ¯ < 1 and α < 2σ¯ − 1 for 2σ¯ > 1 and the constant
C(s,N, α) is bounded uniformly in s ∈ [s0, 1]. From Lemma 2.1, (2.5) and (2.6), we
see that ‖vs‖C0,α(RN ) is bounded uniformly when s→ σ¯. Accordingly, by the Ascoli
theorem, we may suppose that vs converges locally uniformly to v and passing to
the limit in (2.5), we have that v ≡ 0. In particular
0 = lim
s→σ¯
|vs(0)| = lim
s→σ¯
λ−1s |us(x
s
0)| = 1,
due to (2.1) and (2.4). This is a contradiction and so (2.2) is proved.
To prove (2.3) we use once again Proposition 2.1.9 in [30], see also [5], according
to which, for any s ∈ (s1, 1],
‖us‖C1,β(RN ) 6 C(s,N, α)
(
‖(−∆)sus‖L∞(RN ) + ‖us‖L∞(RN )
)
,
where C(s,N, α) is uniformly bounded on [s1, 1]. Then, the latter inequality implies
(2.3), thanks to (1.4), (2.2) and Lemma 2.1.
Corollary 2.3. Given s0 ∈ (0, 1), we have
sup
s∈(s0,1)
sup
us∈Ms
‖us‖2s <∞.
Proof. Let s0 ∈ (0, 1), us ∈ Ms and fs(x) := νsu
p
s(x)− us(x). Notice that∫
RN
|us|
2p dx 6 ‖us‖
2(p−1)
L∞(RN )
∫
RN
|us|
2 dx 6 C1,
with C1 > 0 independent of s and us, thanks to (2.2), Lemma 2.1 and the fact that
p > 1. Moreover,
‖us‖
2
L2(RN ) 6 νs 6 C2,
with C2 > 0 independent of s and us, thanks to Lemma 2.1. As a consequence, and
using Lemma 2.1 once more, we obtain that
‖fs(x)‖L2(RN ) 6 |νs| ‖u
p
s‖L2(RN ) + ‖us‖L2(RN ) 6 C3,
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with C3 > 0 independent of s and us. Also, from (1.4), (−∆)
sus = fs, that is,
recalling (1.2),
|ξ|2sûs = f̂s
and so
‖us‖
2
2s = ‖us‖
2
L2(RN ) +
∫
RN
|ξ|4s|ûs|
2 dξ 6 νs +
∫
RN
|f̂s|
2 dξ
= νs + ‖fs‖
2
L2(RN ) 6 C2 + C3,
and the desired result plainly follows.
Next result is a general approximation argument on the fractional Laplacian:
Lemma 2.4. Let s, σ¯ ∈ (0, 1] and
(2.7) δ > 2|σ¯ − s|.
Then, for any ϕ ∈ H2(σ¯+δ)(RN ),
‖(−∆)σ¯ϕ− (−∆)sϕ‖L2(RN ) 6 Cσ¯,δ|σ¯ − s| ‖ϕ‖2(σ¯+δ),
for a suitable Cσ¯,δ > 0.
Proof. We start with some elementary inequalities. First of all, if τ ∈ [0, 1) then
(1 + τ2σ¯+δ)τ2|σ¯−s| 6 2 · 1. On the other hand, if τ > 1 then (1 + τ2σ¯+δ)τ2|σ¯−s| 6
(2 · τ2σ¯+δ)τ δ , thanks to (2.7). All in all, we obtain that, for any τ > 0,
(2.8) (1 + τ2σ¯+δ)τ2|σ¯−s| 6 2(1 + τ2(σ¯+δ)).
Moreover, for any t ∈ R,
(2.9) |et − 1| 6
+∞∑
k=1
|t|k
k!
6
+∞∑
k=1
|t|k
(k − 1)!
= |t|e|t|.
Furthermore, the map (0, 1) ∋ τ 7→ τ2σ¯ log τ is minimized at τ = e−1/2σ¯ and there-
fore
(2.10) |τ2σ¯ log τ | 6 (2σ¯e)−1 for any τ ∈ (0, 1).
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Similarly, the map [1,∞) ∋ τ 7→ τ−δ log τ is maximized at τ = e1/δ and so
(2.11) |τ−δ log τ | 6 (δe)−1 for any τ ∈ [1,∞).
By combining (2.10) and (2.11), we obtain that, for any τ > 0,
(2.12) |τ2σ¯ log τ | 6 Cσ¯,δ (1 + τ
2σ¯+δ)
where
(2.13) Cσ¯,δ := (2σ¯e)
−1 + (δe)−1.
Thus, using (2.8), (2.9) and (2.12), we obtain that, for any ξ ∈ RN \ {0},
||ξ|2s − |ξ|2σ¯ | = |ξ|2σ¯ |ξ2(s−σ¯) − 1| = |ξ2σ¯| |e2(s−σ¯) log |ξ| − 1|
6 |ξ|2σ¯
∣∣2(σ¯ − s) log |ξ|∣∣e2|σ¯−s| | log |ξ||| = |ξ|2σ¯ 2|σ¯ − s| ∣∣ log |ξ|∣∣ |ξ|2|σ¯−s|(2.14)
6 2Cσ¯,δ|σ¯ − s|(1 + |ξ|
2σ¯+δ) |ξ|2|σ¯−s| 6 4Cσ¯,δ|σ¯ − s|(1 + |ξ|
2(σ¯+δ)).
As a consequence∫
RN
|[(−∆)sϕ− (−∆)σ¯ϕ]|2 =
∫
RN
||ξ|2s − |ξ|2σ¯|2|ϕ̂|2
6 ConstC2σ¯,δ(σ¯ − s)
2
∫
RN
(1 + |ξ|4(σ¯+δ))|ϕ̂|2 dξ 6 ConstCσ¯,δ ‖ϕ‖
2
2(σ¯+δ),
as desired.
Corollary 2.5. Fix σ ∈ (0, 1]. Then lim
s→σ
νs = νσ.
Proof. Let s0 ∈ (0, 1). Let s, s
′ ∈ (s0, 1], that will be taken one close to the other,
namely such that
(2.15) s > 2|s − s′|.
Let us ∈ Ms. Since ‖us‖Lp+1(RN ) = 1, we obtain that νs′ 6 ‖us‖
2
s′ . Hence, recalling
(2.13) and (2.14) (used here with σ¯ := s′ and δ := s, and notice that (2.7) is
warranted by (2.15)), we conclude that
νs′ − νs 6 ‖us‖
2
s′ − ‖us‖
2
s
=
∫
RN
(
|ξ|2s
′
− |ξ|2s
)
|ûs|
2
6 Const |s′ − s|
∫
RN
(
1 + |ξ|4s
)
|ûs|
2
= Const |s′ − s| ‖us‖2s
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The constants here above only depend on the fixed s0, but not on s and s
′. Since
the roles of s and s′ may be interchanged, and recalling Corollary 2.3, we obtain
that
|νs′ − νs| 6 Const |s
′ − s|
and the desired result plainly follows.
From now on, we will use the uniqueness and nondegeneracy results for the local
case. Namely, we recall that there exists a unique radial minimizer U1(x) = U¯1(|x|)
for ν1, such that
(2.16) Ker(J ′′1 (U1, ν1)) = span{∂jU1, j = 1, . . . , N},
see, e.g. [19, 23,24].
Lemma 2.6. Fix σ¯ ∈ (0, 1]. Let sn ∈ (0, 1) be such that sn → σ¯. Let usn ∈ Msn.
Then there exist u¯ ∈ Mσ¯ and a subsequence (still denoted by sn) such that if
(2.17) ωsn(x) := usn(x)− u¯,
we have that
‖ωsn‖2sn → 0 as n→∞.
Moreover, if σ¯ = 1 then
‖ωsn‖2 → 0 as n→∞.
Proof. To alleviate the notation, we write s instead of sn. From Corollary 2.3 we
have that us is bounded in H
t(RN ) for every t < σ¯. Therefore, by compactness (see
Proposition 1.1 in [20]), we obtain that there exists u¯ such that
us → u¯ in L
q(RN ) for every q ∈ (2, 2∗σ¯).
Since we have uniform decay bounds at infinity and uniform L∞ bounds (recall
Lemma 2.2), this and the interpolation inequality implies that the convergence also
holds for q ∈ (1, 2], hence
(2.18) us → u¯ in L
q(RN ) for every q ∈ (1, 2∗σ¯).
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In particular, ‖u¯σ¯‖Lp+1(RN ) = 1 and u¯ is radially symmetric. What is more, by
Fatou lemma, it follows that u¯ ∈ H σ¯(RN ) because
∫
RN
|ξ|2s|ûs|
2dξ 6 νs 6 Conts.
Also, by (1.4),
(2.19)
∫
RN
us(−∆)
sϕ+
∫
RN
usϕ = νs
∫
RN
upsϕ ∀ϕ ∈ C
∞
c (R
N ).
Using Lemma 2.4,∫
RN
|[(−∆)sϕ− (−∆)σ¯ϕ]|2 dξ 6 Const (σ¯ − s)2
∫
RN
(1 + |ξ|4)|ϕ̂|2 dξ 6 Const‖ϕ‖22.
Hence we can pass to the limit in (2.19) and conclude that u¯ is a distributional
solution to the equation
(2.20) (−∆)σ¯u¯+ u¯ = νσ¯u¯
p
that belongs to H σ¯(RN ).
So, by testing the equation against u itself, we see that ‖u‖2σ¯ = νσ¯‖u‖
p+1
Lp+1(RN )
=
νσ¯, hence u¯ is a minimizer for νσ¯.
Furthermore, by (1.4), (2.17) and (2.20),
(2.21)
(−∆)sωs + ωs = νs[(u¯+ ωs)
p − u¯p]
+[(−∆)σ¯u¯− (−∆)su¯] + (νs − νσ¯)u¯
p.
Also, from the fundamental theorem of calculus
(u¯+ ωs)
p − u¯p =
∫ 1
0
d
dt
(u¯+ tωs)
pdt
= pωs
∫ 1
0
(u¯+ tωs)
p−1dt,
so that using (2.17) and (2.2)
|(u¯+ ωs)
p − u¯p| 6 p|ωs|(‖us‖L∞(RN ) + 2‖u¯‖L∞(RN ))
p−1
6 Const |ωs|.
(2.22)
Next we observe that, since u¯, us ∈ C
2(RN ), (2.21) holds pointwise and thus, by
(2.22), we obtain
‖(−∆)sωs‖
2
L2(RN )
6 ‖ωs‖
2
L2(RN ) +Const (|σ¯ − s|
2 + |νσ¯ − νs|
2 + ‖ωs‖
2
L2(RN ))→ 0
(2.23)
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as s→ σ¯. This and (2.18) imply that ‖ωs‖2s → 0 as sր σ¯, as desired.
Next we consider the case σ¯ = 1. By (1.5) and (2.2) we have that for every s
close to 1
‖∂jus‖2s 6 Const.
From this, (2.20) and (2.17), we deduce that
‖∂jωs‖2s 6 Const.
In particular ‖ωs‖2s+1 is uniformly bounded. We let fs be the right hand side of
(2.21) so that
(−∆)sωs + ωs = fs
and so
−∆ωs + ωs = fs + [−∆ωs − (−∆)
sωs].
Using Lemma 2.4, we conclude that, for every δ ∈ (0, 1/4),∫
RN
[−∆ωs − (−∆)
sωs]
2
6 CN,δ(1− s)‖ωs‖2+δ 6 ‖ωs‖2s+1 6 (1− s)Const,
provided s is close to 1. Also, by recalling (2.23) and (2.18), we obtain that
‖fs‖L2(RN ) → 0 as sր 1, and therefore ‖ωs‖2 → 0.
2.2 Local realization of (−∆)s for s ∈ (0, 1)
Following [6], we recall here an extension property that provides a local realization
of the fractional Laplacian by means of a divergence operator in a higher dimension
halfspace. Namely, given u ∈ Hs(RN ), there exists a uniqueH(u) ∈ H1(RN+1+ ; t
1−2s)
such that
(2.24)


div(t1−2s∇H(u)) = 0 in RN+1+ ,
H(u) = u in RN ,
limtց0 t
1−2sH(u)t := t
1−2sH(u)t = κs(−∆)
su on RN ,
where κs is a positive normalization constant. Equivalently for every Ψ ∈ H
1(RN+1+ ; t
1−2s)
(2.25)
∫
R
N+1
+
∇H(u) · ∇Ψ t1−2sdt dx = κs
∫
RN
|ξ|2sûΨ̂dξ,
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where here and hereafter we denote the trace of a function with the same letter.
From now on, H will denote the s-harmonic operator. Moreover, the trace property
holds, i.e. for any Φ ∈ H1(RN+1+ ; t
1−2s), the trace Φ on RN belongs to Hs(RN ). As
H(tr(Φ)) := H(Φ) has minimal Dirichlet energy, it follows that∫
R
N+1
+
|∇Φ|2t1−2sdt dx >
∫
R
N+1
+
|∇H(Φ)|2t1−2sdt dx = κs
∫
RN
|ξ|2s|Φ̂|2dξ.
HenceH(us) is radially symmetric with respect to the x variable and it is a minimizer
for
(2.26) νs = inf
U∈H1(RN+1+ ;t
1−2s)
κ−1s
∫
R
N+1
+
|∇U |2t1−2sdt dx+
∫
RN
|U |2dx
(∫
RN
|U |p+1dx
)2/(p+1)
and, by (2.24),
(2.27)

div(t
1−2s∇H(us)) = 0 in R
N+1
+
κ−1s t
1−2sH(u)t +H(u) = νsH(u)
p on RN .
In this setting, we define
Js(U, ν) :=
1
2
∫
R
N+1
+
|∇U |2t1−2sdt dx+
κs
2
∫
RN
U2dx−
νκs
p+ 1
∫
RN
|U |pdx.
3 Nondegenracy
3.1 Preliminary observations
In this section, we assume that us ∈ Ms and we prove that it is nondegenerate for
s sufficiently close to 1. For this, we denote by ⊥s the orthogonality relation in
Hs(RN ) and we start by estimating the second variation of the functional.
Lemma 3.1. For every ϕ ⊥s us we have that
(3.1) 0 6 J ′′s (us, νs)[ϕ,ϕ] = ‖ϕ‖
2
s − pνs
∫
RN
up−1s ϕ
2 dx.
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Proof. Let ε > 0. Since ϕ ⊥s us, we have
(3.2) ‖εϕ + us‖
2
s = ε
2‖ϕ‖2s + ‖us‖
2
s.
Also, by a Taylor expansion we obtain∫
RN
|εϕ+ us|
p+1
=
∫
RN
|us|
p+1 + ε(p + 1)
∫
RN
upsϕ+
ε2p(p+ 1)
2
∫
RN
up−1s ϕ
2 +O(ε3).
(3.3)
Furthermore, by testing (1.4) against ϕ and using again that ϕ ⊥s us, we conclude
that ∫
RN
upsϕ = 0,
hence the first order in ε in (3.3) vanishes. Consequently, recalling also that functions
in Ms are normalized with ‖u‖Lp+1(RN ) = 1, we write (3.3) as
(3.4)
∫
RN
|εϕ+ us|
p+1 = 1 +
ε2p(p+ 1)
2
∫
RN
up−1s ϕ
2 +O(ε3).
Now we recall the Taylor expansion
(3.5)
1
(1 + x)2/(p+1)
= 1−
2
p+ 1
x+O(x2)
for small x. Thus, by inserting (3.4) into (3.5), we obtain
1(∫
RN
|εϕ+ us|
p+1
)2/(p+1) = 1− ε2p
∫
RN
up−1s ϕ
2 +O(ε3).
From this and (3.2) we obtain
‖εϕ+ us‖
2
s(∫
RN
|εϕ+ us|
p+1
)2/(p+1)
=
(
1− ε2p
∫
RN
up−1s ϕ
2 +O(ε3)
)(
ε2‖ϕ‖2s + ‖us‖
2
s
)
= ‖us‖
2
s + ε
2
(
‖ϕ‖2s − p‖us‖
2
s
∫
RN
up−1s ϕ
2
)
+O(ε3).
Then the desired result follows since us attains the minimal value νs = ‖us‖
2
s.
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Lemma 3.2. Let Φ ∈ H1(RN+1+ ; t
1−2s) be such that
(3.6) κ−1s
∫
R
N+1
+
∇Φ · ∇H(us)t
1−2sdt dx+
∫
RN
ΦH(us)dx = 0.
Then
(3.7)
J ′′s (H(us))[Φ,Φ] = κ
−1
s
∫
R
N+1
+
|∇Φ|2t1−2sdz +
∫
RN
Φ2dx− pνs
∫
RN
up−1s Φ
2dx > 0.
In particular for any g ∈ H1(R2++; t
1−2srN−1)
A1(g, g) :=
∫
R2+
g2t t
1−2srN−1dtdr +
∫
R2++
g2r t
1−2srN−1dtdr
+(N − 1)
∫
R2++
g2t1−2srN−3dtdr + κs
∫
R+
g2rN−1dr(3.8)
−pνsκs
∫
R+
up−1s g
2rN−1dr > 0.
Proof. The proof of (3.7) is similar to the proof of Lemma 3.1, since H(us) min-
imizes (2.26). Next, let g ∈ H1(R2++; t
1−2srN−1) and define Φ(x) := g(t, |x|) x
i
|x| .
Since H(us) is radial in the x variable, Φ satisfies (3.6) by odd symmetry. Then
(3.6), (3.7) and the use of polar coordinates yield (3.8).
Lemma 3.3. Let w ∈ KerJ ′′s (us, νs). Then
w = w0(|x|) +
N∑
i=0
ci∂ius,
where
w0(r) =
∫
SN−1
w(rθ)dσ(θ)
and ci ∈ R.
Proof. Let w ∈ Ker(J ′′s (us, νs)) which means
(−∆)sw + w − pνsu
p−1
s w = 0 in R
N .
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Let H(w) ∈ H1(RN+1+ ; t
1−2s) be the s-harmonic extension of w which satisfies
(3.9)
κ−1s
∫
R
N+1
+
∇H(w) · ∇Ψ t1−2sdt dx+
∫
RN
H(w)Ψ dx− pνs
∫
RN
up−1s H(w)Ψdx = 0,
for all Ψ ∈ H1(RN+1+ ; t
1−2s). Now we consider the spherical harmonics on RN for
N > 2, i.e. the solution of the classical eigenvalue problem
−∆SN−1Y
i
k = λkY
i
k on S
N−1.
We let nk be the multiplicity of λk. It is known that n0 = 1 and n1 = N (see
e.g. formulae (3.1.11) and (3.1.12) in [17]). In addition λ0 = 0, λ1 = N − 1 and
λk > N − 1 for k > 2. Also Y0 is constant, while
Y i1 =
xi
|x|
for i = 1, . . . , N.
With this setting, we decompose H(w) in the spherical harmonics and we obtain
(3.10) H(w)(t, x) =
∑
k∈N
nk∑
i=1
fki (t, |x|)Y
i
k
(
x
|x|
)
,
where fki ∈ H
1(R2+; t
1−2srN−1). By testing (3.9) against the function Ψ = h(t, |x|)Y ik
and using polar coordinates, we obtain that, for any h ∈ H1(R2+; t
1−2srN−1), any
k ∈ N and any i ∈ [1, nk],
Ak(f
k
i , h) :=
∫
R2++
(fki )thtt
1−2srN−1dtdr +
∫
R2++
(fki )rhrt
1−2srN−1dtdr
+λk
∫
R2++
fki ht
1−2srN−3dtdr + κs
∫
R+
fki hr
N−1dr
−pνsκs
∫
R+
up−1s f
k
i hr
N−1dr = 0.
Now we observe that
Ak(f
k
i , f
k
i ) = A1(f
k
i , f
k
i ) + (λk − (N − 1))
∫
R2++
∫
SN−1
(fki )
2t1−2srN−3dtdr.
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By Lemma 3.2 and the fact that λk > N −1 for k > 2, we obtain from the identities
above that
0 = Ak(f
k
i , f
k
i ) = A1(f
k
i , f
k
i ) + (λk − (N − 1))
∫
R2++
∫
SN−1
(fki )
2t1−2srN−3dtdr
> (λk − (N − 1))
∫
R2++
∫
SN−1
(fki )
2t1−2srN−3dtdr > 0.
As a consequence, fki = 0 for every k > 2. Accordingly, (3.10) becomes
H(w)(t, x) =
N∑
i=1
f1i (t, |x|)Y
i
k
(
x
|x|
)
.
To complete the proof we need to characterize f1i . For this, we notice that, for
i = 1, . . . , N , the function
f1i (t, r) =
∫
SN−1
H(w)(t, rθ)θidσ(θ)
satisfies f1i (t, 0) = 0 and
A1(f
1
i , h) =
∫
R2++
(f1i )thtt
1−2srN−1dtdr +
∫
R2++
(f1i )rhrt
1−2srN−1dtdr
+(N − 1)
∫
R2++
f1i ht
1−2srN−3dtdr + κs
∫
R++
f1i hr
N−1dr(3.11)
−pνsκs
∫
R++
up−1s f
1
i hr
N−1dr = 0,
for every h ∈ H1(R2+; t
1−2srN−1), due to (3.9).
Now we define U¯(t, |x|) = H(us)(t, x). Then we have

div(t1−2srN−1∇U¯) = 0 in R2++
limtց0−t
1−2srN−1U¯t + κsr
N−1U¯ = κsr
N−1U¯p on R+.
limrց0 r
N−1U¯r(t, 0) = 0.
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We set V := U¯r and we differentiating the above equation with respect to r. We
obtain
(3.12)


−div(t1−2srN−1∇V ) + (N − 1)t1−2srN−3V = 0 in R2++
limtց0−t
1−2srN−1Vt + κsr
N−1V = κspr
N−1U¯p−1V on R+
limrց0 r
N−1V (t, 0) = 0.
Since U¯r does not change sign, we may assume that V < 0 on R
2
++.
Given g ∈ C∞c (R
2
++ ∪ {t = 0}), we define
ψ :=
g
V
∈ H1(R2++; t
1−2srN−1).
Simple computations show that
|∇g|2 = |V∇ψ|2 +∇V · ∇(V ψ2).
Hence we have∫
R2+
|∇g|2t1−2srN−1dtdr
=
∫
R2+
|V∇ψ|2t1−2srN−1dtdr +
∫
R2++
∇(V ψ2) · (t1−2srN−1∇V )dtdr.
Integrating by parts, by using the above identities and (3.12), we get∫
R2++
|∇g|2t1−2srN−1dtdr + (N − 1)
∫
R2++
g2t1−2srN−3dtdr + κs
∫
R+
g2rN−1dr
−κsp
∫
R+
up−1s g
2rN−1dr =
∫
R2++
|V∇ψ|2 t1−2srN−1dtdr.
In particular, by density and recalling (3.11), we have that, for every i = 1, . . . , N ,
A1(f
1
i , f
1
i ) = 0 >
∫
R2++
∣∣V∇ (f1i V −1)∣∣2 t1−2srN−1dtdr.
This implies that the last term vanishes and therefore
f1i
V
≡ ci
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for some constant ci ∈ R. We then conclude that f1i (0, |x|) = c
iU¯ ′s(|x|) for all x ∈ R
N .
Thus, we have proved that for any w ∈ Ker(J ′′s (us, νs))
H(w)(0, x) = w(x) = f01 (0, |x|) +
N∑
i=1
f1i (0, |x|)
xi
|x|
= f01 (0, |x|) +
1∑
i=0
ci∂kus(x),
as desired.
Now we are ready to prove our nondegeneracy result for s close to 1.
3.2 Completion of the proof of Theorem 1.1
Let vs ∈ Ker(J
′′(us, νs)) be a radial function.
Claim: If s is close to 1, we have vs ≡ 0.
Assume by contradiction that there exists a sequence sn – still denoted by s –
with s ր 1 and such that vs 6= 0. Up to normalization, we can assume that
‖vs‖Lp+1(RN ) = 1. By Corollary 2.5, we know that νs → ν1 and us → U1(· − a) in
Lp+1, for some a ∈ RN . Since us is symmetric with respect to the origin, a = 0. By
Ho¨lder inequality
(3.13)
∫
RN
|ξ|2s|v̂s|
2dξ 6 ‖vs‖
2
s 6 pνs‖us‖
p−1
Lp+1
‖vs‖
2
Lp+1(RN ) = pνs 6 Const.,
by Lemma 2.1. Since vs is a radial sequence and bounded in H
t(RN ) for every t ∈
(0, 1), by compactness (see [20]) vs → v in L
q(RN ) for every q ∈ (2, 2∗1), and then also
for q = 2 (by repeating the argument above (2.18)). In particular ‖v‖Lp+1(RN ) = 1.
Next we observe that vs is a solution of the linearized equation and therefore for
any ϕ ∈ C∞c (R
N )∫
RN
vs(−∆)
sϕ+
∫
RN
vsϕ− pνs
∫
RN
up−1s vsϕ = 0
so by (2.2) and the fact that (−∆)sϕ→ −∆ϕ in L2(RN ) thanks to Lemma 2.4, we
infer that ∫
RN
v(−∆)ϕ+
∫
RN
vϕ− pν1
∫
RN
Up−11 vϕ = 0.
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Applying Fatou lemma to (3.13), we get v ∈ H1(RN ). We then conclude that v
is radial, nontrivial and belongs to Ker(J ′′(U1, ν1)). This is clearly a contradiction
and the claim is proved.
4 Uniqueness (preliminary observations)
4.1 Preliminary observations
Now we prove Theorem 1.2. The first part of the proof of the following result is quite
standard but the last part requires a more delicate analysis on radial functions.
Lemma 4.1. Let Λs := (Ker(J
′′
s (us, νs))⊕ Rus)
⊥s.
1. We have
(4.1) J ′′s (us, νs)[us, us] = (1− p)‖us‖
2
s.
2. There exists s0 ∈ (0, 1) such that for every s ∈ (s0, 1) and every minimizer us
for νs
(4.2) K(s, us) := inf
ϕ∈Λs\{0}
J ′′s (us, νs)[ϕ,ϕ]
‖ϕ‖2s
> 0.
3. Let
Λrs := {ϕ ∈ H
s
rad(R
N ), ϕ ⊥s us}
and
Kr(s, us) := inf
Λrs\{0}
J ′′s (us, νs)[ϕ,ϕ]
‖ϕ‖2s
.
Then there exits s0 ∈ (0, 1) such that
(4.3) inf
s∈(s0,1]
inf
u∈Ms
Kr(s, u) > 0.
Proof. The statement in (4.1) is immediate from (3.1).
Now we prove (4.2). We first show that for any ϕ ∈ Λs
(4.4) J ′′s (us, νs)[ϕ,ϕ] = 0 =⇒ ϕ ≡ 0.
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That is to say that J ′′s (us, νs) defines a scalar product on Λs by Lemma 3.1. For
this, assume that ϕ ∈ Λs and
J ′′s (us, νs)[ϕ,ϕ] = 0.
Pick ψ ∈ Hs(RN ) such that ψ ⊥s us. By Lemma 3.1
J ′′s (us, νs)[ϕ+ εψ, ϕ + εψ] > 0.
Hence
0 6 J ′′s (us, νs)[ϕ,ϕ] + 2εJ
′′
s (us, νs)[ϕ,ψ] + ε
2J ′′s (us, νs)[ψ,ψ]
= 2εJ ′′s (us, νs)[ϕ,ψ] + ε
2J ′′s (us, νs)[ψ,ψ].
Then we conclude that
(4.5) J ′′s (us, νs)[ϕ,ψ] = 0 for any ψ ⊥s us.
Now we observe that, since ϕ ⊥s us, we deduce from (1.4) that
0 = 〈ϕ, us〉s = νs
∫
RN
upsϕ
and so
J ′′s (us, νs)[ϕ, us] = 〈ϕ, us〉s − pνs
∫
RN
upsϕ = 0.
This and (4.5) yield that ϕ ∈ Ker(J ′′s (us, νs)). Since also ϕ ⊥s Ker(J
′′
s (us, νs)) it
follows that ϕ = 0, and (4.4) is proved.
Now we end the proof of statement 2. Assume by contradiction that there exits
a sequence ϕn ∈ Λs such that ‖ϕn‖s = 1 and
(4.6) J ′′s (us, νs)[ϕn, ϕn]→ 0 as n→∞.
Let ϕ be the weak limit of ϕn in H
s(RN ). Then, by Lemma 3.1, we have that
0 6 J ′′s (us, νs)[ϕ,ϕ] 6 lim inf J
′′
s (us, νs)[ϕn, ϕn] = 0.
We deduce from this and (4.4) that ϕ = 0, that is
(4.7) ϕn converges to 0 weakly in H
s(RN ).
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Now, since up−1s ∈ L
p+1
p−1 (RN ), given ε > 0 there exists wε ∈ C
∞
c (R
N ) such that
(4.8) ‖up−1s − wε‖
L
p+1
p−1 (RN )
< ε.
Now we use (4.7) and the compactness results in fractional Sobolev spaces (see, e.g.,
Theorem 7.1 in [9]): we obtain that ϕn converges to 0 in L
2
loc(R
n) and therefore
(4.9)
∣∣∣∣
∫
RN
wεϕ
2
n
∣∣∣∣ 6 ‖wε‖L∞(RN ) ‖ϕn‖2L2(Suppwε) → 0
as n→∞. Also, by Ho¨lder inequality∣∣∣∣
∫
RN
up−1s ϕ
2
n
∣∣∣∣ 6 ‖up−1s − wε‖p−1
L
p+1
p−1 (RN )
‖ϕn‖
2
Lp+1(RN ) +
∫
RN
wεϕ
2
n
6 εp−1ν−1s +
∫
Suppwε
wεϕ
2
n.
This, (4.8) and (4.9) imply that∫
RN
up−1s ϕ
2
n = o(1) as n→∞.
Hence, recalling Lemma 2.1, we obtain
J ′′s (us, νs)[ϕn, ϕn] = ‖ϕn‖
2
s − pνs
∫
RN
up−1s ϕ
2
n = 1 + o(1).
But this is in contradiction with (4.6) and the proof of (4.2) is complete.
Now we prove (4.3). Assume by contradiction that for every s0 ∈ (0, 1)
inf
s∈(s0,1]
inf
us∈Ms
Kr(s, us) = 0.
Then there exits a sequence sn ր 1 and radial minimizers usn for νsn such that
(4.10) Kr(sn, usn)→ 0 as n→∞.
Up to a subsequence, and recalling Corollary 2.5, we may assume that νsn → ν1
and, by Lemma 2.6, that
(4.11) ‖usn − U1‖2 → 0 as n→∞.
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For fixed n ∈ N, by the Eckeland variational principle (see [11]) together with the
Riesz representation theorem, we obtain that there exist fn,m ∈ Λ
r
s and a minimizing
sequence ψn,m ∈ Λ
r
s for Kr(sn, usn) such that
‖ψn,m‖sn = 1, ∀m ∈ N
and
(4.12) J ′′s (usn , νsn)[ψn,m, v]−Kr(sn, usn)〈ψn,m, v〉sn = 〈fn,m, v〉sn , ∀v ∈ Λ
r
sn ,
where ‖fn,m‖sn → 0 as m → ∞. Then there exists a sequence of sub-indices mn
such that ‖fn,mn‖sn → 0 as n→∞. In particular, from (4.12) we have
(4.13) J ′′s (usn , νsn)[ψn,mn , v]−Kr(sn, usn)〈ψn,mn , v〉sn = 〈fn,mn , v〉sn .
Let w ∈ C∞c (R
N )∩Λr1. Then, from (2.14) and (4.11) we have 〈w, usn〉sn = o(1)‖w‖2+1
and ∫
RN
(1 + |ξ|2sn)(ıξj)usnw = o(1)‖w‖2+2 ∀j = 1, . . . , N.
We define
vn = w −
〈w, usn〉sn
‖usn‖
2
sn
usn .
By construction vn ∈ Λ
r
sn . Using it as test function in (4.13) and recalling that
ψn,mn ∈ Λ
r
sn , we get
(4.14) J ′′sn(usn , νsn)[ψn,mn , w] −Kr(sn, usn)〈ψn,mn , w〉sn = o(1).
Since ‖ψn,mn‖sn = 1, we may assume that up to a subsequence ψn,mn ⇀ ψ in
Ht(RN ) for every fixed t ∈ (0, 1). Passing to the limit in (4.14) and recalling (4.10),
we get
J ′′1 (U1, ν1)[ψ,w] = 0 ∀w ∈ C
∞
c (R
N ) ∩ Λr1.
Since, by Fatou’s lemma, ψ ∈ H1(RN ), the latter identity implies that ψ = 0,
because the case s = 1 is nondegenerate and ψ ∈ Λr1.
That is, ψn,mn ⇀ ψ = 0 in H
t(RN ) for every fixed t ∈ (0, 1) and so, by compact-
ness,
ψn,mn → 0 in L
p+1(RN ).
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Also, by (4.12), we have
J ′′s (usn , νsn)[ψn,mn , ψn,mn ]−Kr(sn, usn)‖ψn,mn‖
2
sn = o(1)
and, by Ho¨lder inequality∣∣∣∣
∫
RN
up−1sn ψ
2
n,mn
∣∣∣∣ 6
(∫
RN
up+1sn
) p−1
p+1
(∫
RN
ψp+1n,mn
) 2
p+1
= ‖ψn,mn‖Lp+1(RN ) = o(1)(4.15)
as n→ +∞. Therefore
1− p
∫
RN
up−1sn ψ
2
n,mn = ‖ψn,mn‖
2
sn − p
∫
RN
up−1sn ψ
2
n,mn = o(1).
Hence, passing to the limit and using (4.15), we get 1 − 0 = 0, that is a contradic-
tion.
5 Uniqueness (construction of pseudo-minimizers and
completion of the proof)
5.1 Construction of pseudo-minimizers
Pick us a radially symmetric even minimizer for νs. Define the mapping
(5.1) Φs : H
s
rad(R
N )→ Hsrad(R
N )
by
(5.2) Φs(ω) = J
′
s (U1 + ω, νs) .
As customary, by (5.2), we mean: for all w ∈ Hsrad(R
N )
(5.3) 〈Φs(ω), w〉s = J
′
s (U1 + ω, νs) [w].
Lemma 5.1. For every f ∈ Hsrad(R
N ), there exists a unique w¯s ∈ Hsrad(R
N ) such
that
(5.4) 〈Φ′s(0)[w¯
s], w〉s = 〈f,w〉s ∀w ∈ H
s
rad(R
N ).
In addition there exists a constant C1 > 0 such that
(5.5) ‖(Φ′s(0))
−1‖ 6 C1 ∀s ∈ (s0, 1).
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Proof. We observe that
〈Φ′s(0)[w
′], w〉s = (J
′′
s (U1, νs) [w
′, w]).
Hence solving the equation
〈Φ′s(0)[w¯], w〉s = 〈f,w〉s ∀w ∈ H
s
rad(R
N )
is equivalent to find a solution w¯ to the equation
J ′′s (U1, νs) [w¯, w] = 〈f,w〉s,(5.6)
for any w ∈ Hsrad(R
N ). To this scope, we observe that, for every w ∈ Hsrad(R
N ),
|(J ′′s (U1, νs)− J
′′
s (us, νs))[w,w]| = νsp
∣∣∣∣
∫
RN
(up−1s − U
p−1
1 )w
2
∣∣∣∣
6 νsp‖u
p−1
s − U
p−1
1 ‖
L
p+1
p−1 (RN )
‖w‖2Lp+1(RN ).(5.7)
From Lemma 2.6 and Corollary 2.5 we know that ‖us − U1‖s → 0 and νs → ν1 as
sր 1 . This implies that us → U1 in L
p+1(RN ) and thus we have
up−1s → U
p−1
1 in L
p+1
p−1 (RN ).
Therefore, from (5.7),
(5.8) |(J ′′s (U1, νs)− J
′′
s (us, νs))[w,w]| = o(1)‖w‖
2
Lp+1(RN ).
This together with (4.3) and (4.1) in Lemma 4.1 implies that there exist C, s0 > 0
such that for all s ∈ (s0, 1)
(5.9) |J ′′s (U1, νs)[v, v]| > C‖v‖
2
s ∀v ∈ H
s
rad(R
N ).
Hence, by the Lax-Milgram theorem, there exits a unique w¯s ∈ Hsrad(R
N ) such that
J ′′s (U1, νs)[w¯
s] = f
and by (5.9)
‖w¯s‖s 6 C‖f‖s,
which gives the desired result.
25
Proposition 5.2. For r > 0 and s > 0, we set
Br,s =
{
ω ∈ Hsrad(R
N ) : ‖ω‖s 6 rmax{1− s, |ν1 − νs|}
}
.
Then there exist s0 ∈ (0, 1), r0 > 0 such that for any s ∈ (s0, 1), there exists a
unique function ωs ∈ Br0,s0 such that
Φs(ω
s) = 0.
Proof. We transform the equation Φs(ω) = 0 to a fixed point equation:
(5.10) ω = −(Φ′s(0))
−1 {Φs(0) +Qs(ω)} ,
where
Qs(ω) := Φs(ω)− Φs(0)− Φ
′
s(0)[ω].
Notice that the definition above is well-posed thanks to (5.5). We observe that
if ω ∈ Hsrad(R
N ) then the mapping ω 7→ (Φ′s(0))
−1 {Φs(0) +Qs(ω)} is radial too,
since U1 is radial.
For very ω¯ ∈ Hsrad(R
N ), we set
Ns(ω)[ω¯] := J
′
s(U1 + ω, νs)[ω¯]− J
′
s(U1, νs)[ω¯]− J
′′
s (U1, νs)[ω, ω¯]
= νs
(
−
∫
RN
|U1 + ω|
pω¯dx+
∫
RN
Up1 ω¯dx+
∫
RN
Up−11 ωω¯dx
)
.
Notice that
(5.11) Qs(ω) = Ns(ω).
Also, referring to page 128 in [1], we obtain
|Ns(ω)[ω¯]| 6 C(‖ω‖
2
s + ‖ω‖
p
s)‖ω¯‖s
and
‖Ns(ω1)−Ns(ω2)‖ 6 C(‖ω1‖s + ‖ω1‖
p−1
s + ‖ω2‖s + ‖ω2‖
p−1
s )‖ω1 − ω2‖s.
This, together with (5.11), implies that for every ‖ω1‖s, ‖ω2‖s < 1,
(5.12) ‖Qs(ω1)‖ 6 C3‖ω1‖
min(2,p)
s
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and
(5.13) ‖Qs(ω1)−Qs(ω1)‖ 6 C3‖ω1 − ω2‖s,
where C3 is independent on s ∈ (s0, 1).
Now we claim that there exists a constant C2 > 0 independent on s ∈ (s0, 1)
such that
(5.14) ‖Φs(0)‖ 6 C2max{1− s, |ν1 − νs|).
By (2.14) we conclude that
|J ′s(U1, νs)[v]− J
′
1(U1, ν1)[v]| 6 (1− s)Cδ,N‖U1‖2−s+δ‖v‖s + |ν1 − νs|‖v‖s.
Since, from (1.4), J ′1(U1, ν1) = 0, we get (5.14).
Now we finish the proof of Proposition 5.2. We shall solve the fixed point equation
(5.10) in a ball of the form
Br,s = {ω ∈ H
s
rad(R
N ) : ‖ω‖s 6 rαs},
where αs = max{1 − s, |ν1 − νs|} and r > 0 will be fixed in a minute. Indeed for
ω ∈ Br,s, we exploit (5.5), (5.14) and (5.12) to deduce that
‖(Φ′s(0))
−1 {Φs(0) +Qs(ω)} ‖s 6 C1
(
C2αs + C3r
min(2,p)αmin(2,p)s
)
.
There exists r0 > 0 large and s0 ∈ (0, 1) (possibly depending on r0) such that for
any s ∈ (s0, 1) we have
r0αs0 > C1
(
C2αs0 + C3r
min(2,p)
0 α
min(2,p)
s0
)
> C1
(
C2αs + C3r
min(2,p)
0 α
min(2,p)
s0
)
,
since αs is small as sր 1. It follows that for every s ∈ (s0, 1), the mapping
ω 7→ −(Φ′s(0))
−1 {Φs(0) +Qs(ω)}
maps Br0,s0 into itself. Increasing s0 if necessary, this map is a contraction on Br0,s0
by (5.13). Hence by the Banach fixed point theorem, for every s ∈ (s0, 1), there
exists a unique function ωs ∈ Br0,s0 solving the fixed point equation (5.10).
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The set of pseudo-minimizers is given by {U1+ωs : Φs(ωs) = 0, s ∈ (s0, 1)}. We
now prove uniqueness, up to translations, of the minimizers for νs when s is close to
1 by showing that minimizers belong to such a set.
5.2 Completion of the proof of Theorem 1.2
Let u1s and u
2
s be two minimizers for νs. We know that they are symmetric under
rotation, so we may and do assume that they are both symmetric with respect to
the origin of RN . Our aim is to show that u1s = u
2
s provided s is close to 1 (no
confusion should arise between the superscripts 1 and 2 and some exponents that
shall occur in the course of the proof).
By Lemma 2.6, we know that uis = U1+ω
i
s with ‖ω
i
s‖s → 0 as sր 1, for i = 1, 2
and ωi is symmetric with respect to the origin for i = 1, 2. Then we have Φs(ω
i
s) = 0
for s close to 1 and thus by uniqueness (Proposition 5.2) we conclude that ω1s = ω
2
s .
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