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Introduzione
Oggigiorno, in molti campi della vita moderna, dall’agricoltura, all’industria, al ter-
ziario i sistemi di visione artificiale si stanno largamente diffondendo per compiti di
sorveglianza, automazione e sicurezza. Sistemi di telecamere per videosorveglianza
e controllo qualità esistono ormai da qualche decina di anni, ma la tendenza dell’ul-
timo decennio è quella di rendere questi sistemi sempre più intelligenti e autonomi,
in modo da svolgere funzioni di alto livello senza la necessità di una supervisione da
parte di un operatore umano.
I sistemi di visione artificiale intelligenti, vengono utilizzati in varie situazioni quali:
• autoveicoli autonomi o sistemi di supporto alla guida;
• controllo qualità nelle linee di produzione;
• veicoli autonomi in ambiente strutturato, come per esempio nella movimenta-
zioni di pezzi e merci in campo industriale o nella grandi catene di distribuzione
logistica;
• robotica: i robot autonomi sono da sempre al centro della ricerca scientifica che
li studia per supportare o sostituire l’uomo in compiti pericolosi o comunque
faticosi. Non bisogna poi dimenticare come la robotica, negli ultimi anni sia
diventata alla portata degli hobbisti, facendo aumentare la richiesta di sistemi
di percezione dell’ambiente ad elevate prestazioni e bassi costi
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• UAV (Unmanned Aerial Vehicle): aereo veicoli comandati da remoto, con
anche capacità di volo in autonomia, usati principalmente per operazioni di
sorveglianza e monitoraggio.
• videosorveglianza e controllo di accessi: in questo campo i nuovi sistemi di
visione permettono di andare a sostituire vecchie tipologie di sensori, offrendo
migliori prestazioni e costi più bassi.
La visione stereoscopica e tridimensionale
Una delle necessità basilari nei campi robotico, automotive e industriale è la ricostru-
zione tridimensionale dell’ambiente, perché questo permette una navigazione auto-
noma in differenti scenari, il riconoscimento e la classificazione di oggetti oltre ad
una visualizzazione dell’ambiente attraverso la realtà aumentata.
Tra gli obbiettivi, che si pone la ricerca nel campo della visione artificiale, negli ul-
timi anni, vi è quindi lo sviluppo di nuovi algoritmi che permettano una migliore
percezione dell’ambiente circostante, ripreso attraverso una o più videocamere.
L’elaborazione intelligente di dati provenienti da due telecamere alloggiate su uno
stesso supporto (visione stereoscopica) permette di ricostruire la tridimensionalità
dell’ambiente inquadrato, attraverso una mappa di disparità densa che descrive per i
punti dell’immagine la loro posizione all’interno dello spazio tridimensionale, rispet-
to al punto di osservazione.
I più moderni algoritmi per la visione stereo (come il Semi Global Matching) gene-
rano una mappa di disparità densa per ogni punto della scena osservata, a differenza
delle precedenti tecniche che restituivano informazione solo in punti sparsi della sce-
na. In modo analogo anche il flusso ottico denso permette di ricavare informazioni
sugli spostamenti dei singoli elementi all’interno della scena ripresa.
Stato dell’arte
I sistemi di stereo-visione, basati su mappa di disparità, sono stati ampiamente og-
getto di ricerca [1, 2, 3, 4, 5] e di analisi di prestazioni [6, 17, 15]. I vari algoritmi
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offrono diversi compromessi in termini di complessità computazionale, qualità della
ricostruzione tridimensionale e robustezza contro immagini sorgenti rumorose.
In particolare, il cosiddetto algoritmo Semi-Global Matching, presentato per la
prima volta in [7], in accopiamento ad una trasformata di Census come metrica[Hirschmuller:2009],
ha dimostrato di essere una valida soluzione adottata in molte applicazioni reali[VIAC],
in quanto insensibile alle variazioni di illuminazione e robusto in presenza di aree con
scarsa testurizzazione pur essendo in grado di gestire correttamente grandi disconti-
nuità di profondità, come quelle prodotte da piccoli oggetti e pali. Queste capacità
derivano dal fatto che l’approccio SGM ottimizza i costi di corrispondenza sull’inte-
ra area dell’immagine aggiungendo un termine regolarizzazione dei valori calcolati
prima della minimizzazione.
La fase di ottimizzazione è computazionalmente molto onerosa in quanto richie-
de un elevato numero di accessi alla memoria per leggere i costi, rendendo molto
impegnative le implementazioni in tempo reale; tuttavia, la sua natura massivamen-
te parallela ben si adatta ad una vasta gamma di moderni dispositivi hardware. In
particolare, le soluzioni basate su PC possono raggiungere 20 fps con risoluzione
VGA su una moderna CPU desktop standard [25] sfruttando sia l’architettura multi-
core sia le capacità di elaborazione SIMD 1. Esistono anche implementazioni su
GPU che raggiungono più di 60 fps a risoluzione VGA [27]; tuttavia, queste solu-
zioni richiededono hardware professinale e costoso, con consumi energetici più che
raddoppiati.
Il difetto fondamentale di tutte queste soluzioni è il non essere adatte a sistemi
hardware embedded; una valida alternativa è l’uso di unità FPGA, che ben si adattano
all’elevata esigenza di risorse computazionali massivamente parlallele dell’algoritmo
SGM [28, 29]. Le FPGA si caratterizzano per basso costo e basso consumo ener-
getico, elevata affidabilità e adatte anche ad ambienti difficili (ad esempio automo-
bilistico), ma richiedono significativi sforzi di progettazione con tempi di sviluppo
notevolmente più lunghi.
1Single Instruction Multiple Data
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Definizione del problema
Gli algoritmi per la visione stereoscopica densa, dato il notevole carico computazio-
nale, normalmente richiedono un elaboratore potente (generalmente un PC) sul quale
venire eseguiti. Sui moderni microprocessori multi-core, un’elaborazione in tempo
reale richiede l’utilizzo della maggior parte della capacità computazionale, a scapito
del tempo per le elaborazioni di più alto livello volte alla comprensione del mondo
circostante.
Il problema che si è affrontato, consiste nell’individuare un algoritmo affidabile
che consenta di effettuare una ricostruzione stereoscopica di buona qualità e, suc-
cessivamente, progettare un’opportuna architettura embedded in grado di integrare al
suo interno tutto il processo di visione stereoscopica, in modo che possa essere utiliz-
zata a supporto di sistemi più complessi, per sollevarli dai compiti di basso livello e
computazionalmente pesanti; la stessa architettura può essere utilizzata in autonomia
per semplici funzioni di controllo basate sulla visione stereoscopica.
Soluzioni e contributi
In questo progetto di ricerca, inizialmente, si è affrontato lo studio di vari algoritmi
per valutarne la qualità dell’informazione tridimensionale ricostruita e per proporre
nuovi miglioramenti che aumentino il grado di affidabilità nelle varie situazioni ope-
rative. Il passo successivo, che rappresenta il tema principale della ricerca, è stato lo
studio e l’ingegnerizzazione di un sistema di visione stereoscopica su architetture a
basso costo, che consentono al contempo di raggiungere elevate prestazioni, affida-
bilità e bassi consumi. Tra le varie di architetture disponibili si è scelto un sistema
ibrido (SoC: system on chip) che integra una architettura FPGA e un microproces-
sore. Il risultato ottenuto è un sistema embedded a basso costo e bassi consumi che
permette una ricostruzione densa della scena inquadrata ad una velocità di 27.5 fps a
risoluzione VGA (640 x 480 pixel).
Il sistema sviluppato in questo progetto risulta di duplice utilità: in primo luogo forni-
sce ad un elaboratore tradizionale l’informazione di disparità già elaborata, sollevan-
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dolo dalle onerose elaborazioni di basso livello e permettendo di concentrarsi sulla
comprensione dell’ambiente, (per esempio attraverso tecniche di intelligenza artifi-
ciale); il secondo ambito applicativo prevede l’elaborazione, direttamente a bordo del
sistema stesso, dell’informazione di disparità per compiti di sicurezza, sorveglianza
e automazione.
Struttura della tesi
Il capitolo 1 offre una panoramica sulle teoria alla base della visione stereoscopica, e
descivere gli alogortimi di ricostruzione trimensionale analizzati di questo dottorato
di ricerca. Nel capitolo 2 viene presentato il lavoro di valutazione dell’accuratezza
ottenibile con diversi algoritmi allo stato dell’arte. Il successivo capitolo 3 presenta
una panoramica e quale dettaglio sull’hardware scelto e progettato per questa archi-
tettura. L’architettura del sistema di elaborazione e la sua implementazione vengono
descritti nel capitolo 4, dove vengono dettagliatamente analizzati i diversi blocchi
funzionali. Infine nel capitolo e conclusioni vengono analizzate le prestazioni del
sistema studiato e sviluppato oltre alle considerazioni su possibili sviluppi futuri.

Capitolo 1
Teoria e Algoritmi di visione
stereoscopica
Inizialmente in questo capitolo viene descritta la teoria che sta alla base della visione
stereoscopica partendo dal modello della telecamera pinhole. Successivamente si in-
troduce la geometria epipolare, che permette di semplificare il problema della visione
stereoscopica.
1.1 Teoria della visione stereoscopica
In questa sezione vengono descritti gli aspetti teorici relativi alla visione stereosco-
pica. Si inizia descrivendo il processo di formazione dell’immagine parlando del mo-
dello della telecamera pinhole e della trasformazione prospettica, per passare suc-
cessivamente al problema della ricostruzione dell’informazione tridimensionale at-
traverso la triangolazione delle immagini riprese da due telecamere. In particolare si
introducono i concetti fondamentali di geometria epipolare.
1.1.1 Formazione dell’immagine e telecamera pinhole
La formazione dell’immagine è il processo che mette in relazione una scena del mon-
do tridimensionale con l’immagine prodotta sul sensore della telecamera che inqua-
8 Capitolo 1. Teoria e Algoritmi di visione stereoscopica
dra tale scena. Questo processo è regolato sia dalla relazione geometrica fra un punto
tridimensionale della scena ed un punto bidimensionale dell’immagine, sia da cosa è
determinata l’intensità di tale punto. Concentrando l’attenzione sul primo punto, l’os-
servazione di uno spazio 3D attraverso una telecamera ha come diretta conseguenza
la riduzione dell’informazione ad uno spazio 2D (si ha una perdita di informazione).
Questo processo è definito proiezione prospettica e il modello più semplice che lo
descrive è conosciuto come modello pinhole della telecamera (ovvero foro di spillo)
(Fig. 1.1). Questa telecamera è costituita da una scatola con un foro (teoricamente
infinitamente piccolo) su un lato, e il piano sensibile su quello opposto. La luce della
scena attraversando il foro forma sul piano sensibile un’immagine capovolta della
scena inquadrata.
Figura 1.1: Modello pinhole della telecamera.
Nel modello prospettico, raffigurato in Fig. 1.2, si definisce:
• PW : punto della scena; PI : punto immagine;
• R : piano immagine;F : piano focale;
• OC : il centro ottico (ovvero il foro della telecamera pinhole);
• f : la lunghezza focale ovvero la distanza tra I e il punto OC;
• l’asse ottico : quell’asse normale al piano immagine e passante per OC;
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PW
OW
XW
YW
ZW
ZC
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XC
YC
PI
OIXI
YI
f
OR
XR
YR
(u0,v0)T
R
F
Figura 1.2: Modello Pinhole. {OW} = sistema di riferimento del mondo, {OC} =
sistema di riferimento della telecamera, {OR} = sistema di riferimento del piano
immagine, {OI}= sistema di riferimento dell’immagine (assi (XI,YI)≡ (u,v)).F è
il piano focale eR il piano immagine.
• principal point : il punto di intersezione dell’asse ottico e con il piano imma-
gine.
Per descrivere analiticamente il modello prospettico della telecamera, si defini-
scono due sistemi di riferimento. Un primo sistema di riferimento della telecamera
{XC,YC,ZC}, centrato nel centro ottico OC con l’asse Z coincidente con l’asse ottico,
per rappresentare i punti 3D del monto osservati dalla telecamera. Il secondo sistema
di riferimento {u,v} è posizionato sul piano immagine con gli assi u e v orientati
come XI e YI rispettivamente.
Preso un punto della scena di coordinate 3D P=PW = [X ,Y,Z]> e il suo punto sul
piano immagine di coordinate p = PI = [u,v]>, le equazioni (non lineari) che legano
tali coordinate attraverso la proiezione prospettica, sono date da:
u =
− f
Z
X v =
− f
Z
Y (1.1)
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Il segno meno rappresenta la riflessione dell’immagine attraverso il centro ottico
OC e il termine 1/Z introduce la componente non lineare del modello. Senza perdere
di correttezza, il segno meno può venir omesso considerando un piano immagine po-
sto dall’altro lato, parallelo al pianoR esistente e ad egual distanza f da OC.
Come si può intuire, la formazione dell’immagine non è una corrispondenza biuni-
voca: tutti gli infiniti punti mondo su una semiretta passante per il centro ottico OC,
vengono mappati nel medesimo punto immagine. L’informazione che si perde, è la di-
stanza e quindi con una solo immagine non è possibile ricostruire la tridimensionalità
della scena.
Il sistema non lineare 1.1 può essere rappresentato con coordinate omogenee per
trasformarlo in un sistemare lineare come mostrato in 1.2 . Quindi dati i punti P˜ =
[X ,Y,Z,1]> e p˜ = [u,v,1]> il modello di proiezione prospettica diventa:
Z
uv
1
=
− f X− fY
Z
=
− f 0 0 00 − f 0 0
0 0 1 0


X
X
Z
1
 (1.2)
rappresentato in forma matriciale come
p˜≈MP˜ (1.3)
L’equazione 1.3 è definita a meno di un fattore di scala Z e rappresenta la matrice di
proiezione prospettica della telecamera.
1.1.2 Triangolazione con due telecamere
Per ovviare alla perdita di informazione tridimensionale della trasformazione pro-
spettica, è possibile effettuare una triangolazione del punto P osservato da due dif-
ferenti telecamere per determinare la sua distanza. Possiamo quindi ricostruire una
scena tridimensionale, ma dobbiamo risolvere il problema della corrispondenza o
stereo matching (problema dell’accoppiamento).
Dato un punto pL sull’immagine della telecamera sinistra, proiezione del punto
che vogliamo localizzare nella scena 3D (che può essere posizionato su qualunque
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Figura 1.3: Problema della corrispondenza o stereo matching.
punto dell’asse che congiunge OL a pL). Se si riesce a individuare anche nell’im-
magine di destra il punto da localizzare, si può tracciare una linea da OR a pR e,
incrociandola con la precedente, si trova la reale posizione nello spazio 3D. Trovare
il punto omologo di pL è ciò che chiamiamo stereo matching.
Nella visione stereoscopia, solitamente si fa riferimento a due modelli: il sistema ste-
reo laterale e quello a geometria epipolare.
Il sistema stereo laterale o modello standard prevede due telecamere con stessa foca-
le, con gli assi (x,y,z) paralleli e piani immagine complanari, come mostrato in figu-
ra 1.4. I due sistemi di riferimento risultano quindi solidali a meno di una traslazione
orizzontale, che viene definita baseline b del sistema stereoscopico 1.5.
xL− xR = b yL = yR zL = zR (1.4)
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Figura 1.4: Triangolazione di un punto mondo con due telecamere.
I riferimenti sui piani immagine, sono quindi legati dalle seguenti relazioni
vL = vR = y · fz uL = xL ·
f
z
uR = xR · fz uL−uR = b ·
f
z
(1.5)
Si definisce la disparità d come d = b ∗ fz , che rappresenta lo scostamento oriz-
zontale dei punti immagine relativi ad un punto della scena. Questa quantità dipen-
de dalla profondità o distanza del punto mondo, e quindi permette di ricostruire
l’informazione di trimensionalità.
In una configurazione reale di due telecamere non sussistono le ipotesi del model-
lo standard, quindi bisogna considerare il modello della geometria epipolare (Fig. 1.5).
Lo spazio di ricerca del problema è sempre 1D, come nel precedente caso (infatti
cerchiamo sempre su una retta il punto omologo). Il punto pL del piano immagine
della telecamera di sinistra corrisponde ad una linea sul piano immagine dell’altra.
Questa linea viene detta linea epipolare. Tutte le linee epipolari passano per un punto
che chiamiamo epipolo e che è dato dal punto della congiungente i due centri ottici
che interseca il piano immagine (idealmente è la proiezione del centro ottico dell’altra
telecamera).
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Figura 1.5: Geometria epipolare.
La ricerca è più complessa rispetto allo spazio standard, in quanto la linea epi-
polare giace su uno spazio bidimensionale. Volendo ricondursi al modello standard,
a ciascuna delle immagini ottenute va applicata una trasformazione (omografia) det-
ta rettificazione. Questa consiste nell’ottenere rette epipolari coniugate orizzontali
e collineari. Per ottenere le omografie, che danno la rettificazione, è necessaria la
calibrazione delle telecamere (stima dei parametri estrinseci ed intrinseci). La cali-
brazione fornisce inoltre i parametri b, f e pixelsize necessari alla ricostruzione della
scena 3D.
In sintesi, una volta determinate le corrispondenze tra i punti delle due immagini
che rappresentano le due proiezioni del medesimo punto della scena reale P (elemen-
ti corrispondenti), si può determinare la disparità, da cui la profondità di P. Come
realizzare la corrispondenza?
La geometria epipolare ci semplifica il problema limitando la ricerca di un punto gia-
cente su una determinata linea epipolare ai punti appartenenti alla linea epipolare ad
essa coniugata. La rettificazione ci aiuta ulteriormente: dato un punto di coordinate
(x,y) sull’immagine di riferimento, il punto ad esso omologo si trova alla medesima
coordinata y.
La relazione fra distanza degli oggetti dalle telecamere e disparità degli stessi
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sui piani immagine è inversamente proporzionale. Tanto più gli oggetti sono distanti,
tanto minore sarà la loro disparità.
Il problema della corrispondenza deve tener conto di un aspetto importante: le oc-
clusioni. In ciascuna delle due immagini sono presenti regioni non visibili nell’altra
perché occluse da oggetti più vicini. Un algoritmo di matching dovrebbe anche indi-
viduare i punti dell’immagine per i quali, causa occlusione, non è possibile risolvere
la corrispondenza.
Prendendo come riferimento una delle due immagini, ad esempio quella di sini-
stra, è possibile costruire la cosiddetta mappa delle disparità nella quale ogni pixel
rappresenta il valore della sua disparità (che come si è visto dipende dalla distanza);
in Fig. 1.6 tali valori sono codificati in scala di grigio.
(a) (b)
Figura 1.6: Esempio di una mappa di disparità (b) relativa alla scena (a).
1.2 Algoritmi
La soluzione del problema della visione stereoscopica consiste nel trovare punti cor-
rispondenti di una stessa scena inquadrati da due telecamere differenti. La differenza
di coordinate immagine tra i punti corrispondenti, viene detta disparità ed è stret-
tamente legata alla posizione dei punti nello spazio tridimensionale della scena, in
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particolare è inversamente proporzionale alla distanza. Prendendo a prestito il termi-
ne inglese, gli algoritmi che risolvono tale problema vengono detti algoritmi di stereo
matching; lo sviluppo di tali algoritmi è stato ed è tuttora uno dei filoni di ricerca più
attivi nel campo della visione artificiale (o computer vision).
Questi algoritmi possono essere suddivisi in due macro-categorie:
• feature-based: il matching viene cercato tra determinate feature estratte dal-
l’immagine Fig. 1.7. La mappa di disparità risultante da tali algoritmi è sparsa
in quanto vengono analizzati solo certi punti dell’immagine. Il loro punto di
forza, consiste nell’essere robusti e computazionalmente veloci. La prima fa-
se del processo di elaborazione consiste nell’estrazione delle feature; questa
esigenza è comune a vari campi della visione artificiale, quindi il suo risultato
può essere condiviso con altri algoritmi usati nel processo di visione, come per
esempio i classificatori.
• area-based: il matching è effettuato per tutti i pixel dell’immagine di riferi-
mento. Le mappe di disparità risultano quindi dense restituendo un valore per
ogni pixel (a meno di aree occluse o ambigue per la mancanza di texture). Il
risultato che si ottiene deve essere opportunamente valutato in quanto non è
detto sia altrettanto robusto quando quello degli algoritmi feature-based. Sicu-
ramente questi algoritmi risultano computazionalmente molto onerosi in quan-
do durante la fase di matching vengono presi in considerazione tutti i pixel
dell’immagine di riferimento e confrontati con tutti i possibili punti omologhi
dell’immagine di confronto.
Focalizzandosi sulla seconda categoria, negli ultimi due decenni, grazie anche
alla disponibilità di piattaforme hardware sempre più potenti, molti algoritmi di stereo
matching denso sono stati al centro della ricerca nel campo della visione artificiale
[1, 2, 3, 4, 5]. Un riassunto e una valutazione di tali algoritmi è stata presentata
da Scharstein e Szeliski [6]. In questo interessante lavoro, gli algoritmi di stereo
matching densi sono suddivisi in due categorie principali: algoritmi locali (local area
based methods) e algoritmi globali (global optimization based methods). A queste
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Figura 1.7: Algoritmo di matching feature-based.
due macro-categorie, se ne aggiunge anche una “ibrida” che raccoglie i cosiddetti
algoritmi semi-globali. Le caratteristiche principali di queste categorie sono:
• algoritmi locali: la disparità assegnata ad un pixel dipende solo da informa-
zioni dedotte da pixel spazialmente vicini a quello considerato. Generalmente
il criterio di matching è costituito dalla similiarità fra finestre (di dimensione
prefissata o adattive) centrate nei pixel considerati. Veloci e meno accurati.
• algoritmi globali: la disparità assegnata ad un pixel dipende da informazioni
dedotte da tutta l’immagine. Generalmente il problema viene impostato come
un problema di minimizzazione di una funzione energia. Computazionalmente
onerosi, ma molto accurati.
• algoritmi semi-globali: hanno la stessa impostazione dei globali, ma utilizzan-
do un sotto-insieme dell’intera immagine (es. analizzando la funzione ener-
gia solo lungo certi percorsi) e rappresentano un’interessante compromesso fra
velocità e accuratezza.
Nel lavoro di classificazione di Scharstein e Szeliski [6], inoltre vengono identi-
ficati quattro blocchi funzionali ricorrenti nella maggior parte degli algoritmi stereo
area-based densi:
• calcolo delle metriche di accoppiamento delle corrispondenze, dette costi delle
corrispondenze,
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• strategia di aggregazione dei costi,
• calcolo della disparità,
• raffinamento della disparità.
I suddetti blocchi funzionali verranno analizzati dettagliatamente per l’algoritmo
prescelto in questo progetto di ricerca.
In questa sezione sono descritti due differenti algoritmi di ricostruzione stereo-
scopica. Il primo denominato Semi-Global Matching (abbreviato SGM) è stato pub-
blicato per la prima volta nel lavoro di [7], e viene descritto molto dettagliatamente in
quanto è stato poi effettivamente scelto nell’implementazione del sistema embedded,
sebbene utilizzando metriche differenti per la definizione dei costi di inizializzazione.
Il secondo algoritmo denominato ELAS [4], utilizza un approccio ibrido: viene ese-
guita una prima ricerca di corrispondenze tra feature sparse nelle immagini sinistra e
destra, successivamente questi valori di disparità sono usati per restringere il range di
ricerca di un algoritmo area-base locale basato su finestre di corrispondenza.
1.2.1 SGM - Semi-Global Matching
Un sistema di visione stereoscopica basato sull’algoritmo SGM può essere scompo-
sto nei quattro macroblocchi presentati precedentemente. Il primo, ovvero il calcolo
dei costi delle corrispondenze non fa parte dell’algoritmo vero e proprio, che invece
rappresenta un metodo usato nella strategia di aggregazione dei costi. Il calcolo dei
costi delle corrispondenze verrà descritto successivamente in quanto, essendo indi-
pendente dal resto, può essere scelto secondo differenti strategie. Nelle sezioni suc-
cessive sono descritte le caratteristiche principali dell’algoritmo suddivise nei diversi
blocchi funzionali.
Sarà considerata una coppia di immagini stereo rettificate; con immagine match
si indicherà l’immagine in cui si cercano corrispondenze per i punti dell’immagi-
ne base. Con p si indicherà un punto dell’immagine base, mentre con q un punto
dell’immagine match.
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Lo scopo dell’algoritmo SGM consiste nell’identificazione della mappa di dispa-
rità D che minimizza una funzione energia E(D) definita su tale mappa:
E(D) = Edata(D)+Esmooth(D) (1.6)
dove Edata(D) rappresenta il costo di corrispondenza di tutti i pixel, mentre il
termine Esmooth(D) è un vincolo di regolarizzazione.
Aggregazione dei costi
La procedura di aggregazione dei costi è la caratteristica principale dell’algoritmo
SGM. La sua formulazione si basa su una particolare definizione della funzione
energia E(D), definita sulla mappa di disparità D, descritta di seguito.
Il termine Edata(D) è la somma dei costi C di corrispondenza, o accoppiamento,
di tutti i pixel per le disparità D:
Edata(D) = ∑
p∈D
C(p,Dp) (1.7)
Il secondo termine Esmooth penalizza diversamente le variazioni di disparità tra i
pixel dell’immagine, aggiungendo una piccola penalità P1 per tutti i pixels q con lievi
cambiamenti di disparità (variazioni di una unità) all’interno della regione locale (o
vicinato) Np del punto p; oppure penalizzando con penalità P2 in caso di cambiamenti
maggiori di disparità all’interno della stessa regione Np.
Esmooth = ∑
q∈Np
P1T[|Dp−Dq|= 1]+ (1.8)
∑
q∈Np
P2T[|Dp−Dq|> 1]
con
T[x] =
{
1 se x vero
0 altrimenti
(1.9)
Questa funzione di regolarizzazione che penalizza i cambiamenti di disparità è
congrua con l’ipotesi di superfici lisce a tratti (piecewise smooth): la penalità ridotta
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P1 è presente per tenere conto di superfici curve o non perfettamente piane, mentre
la penalità elevata P2 serve per preservare le discontinuità. Per far in modo che la
funzione Esmooth sia consistente, bisogna sempre imporre la che P2 <= P1, altrimenti
la definizione di energia perde di validità.
Il calcolo della disparità viene quindi definito come la determinazione della map-
pa di disparità D che minimizza l’espressione 1.6, ovvero la soluzione di un proble-
ma di minimizzazione globale. Per molte funzioni che preservano le discontinuità,
come quella in esame, la minimizzazione su tutta l’immagine (in 2D) è un proble-
ma NP-completo [8]. Viceversa, la minimizzazione lungo una dimensione dell’im-
magine (solitamente le righe) basata sulla programmazione dinamica viene risolta
efficientemente in tempo polinomiale: tale approccio esegue una strategia di aggre-
gazione dei costi provenienti da due orientamenti (gli unici due possibili all’interno
di una riga dell’immagine), risultando molto vincolato all’unica dimensione conside-
rata. Infatti, questa soluzione causa spesso evidenti striature, con conseguenti errori
nella disparità.
Per sfruttare la velocità della programmazione dinamica e raggiungere una pre-
cisione simile ad una minimizzazione globale, l’idea alla base dell’algoritmo SGM è
quella di estendere il numero di orientamenti coinvolti nella strategia di aggregazione
a tutti gli orientamenti possibili, eseguendo poi una minimizzazione locale, in una
sola dimensione, del costo S(p,d) (della disparità d per il punto p) definito come la
somma dei costi Lr(p,d) dei cammini di costo minimo lungo una direzione r che ter-
minano in p. Nell’implementazione di questo sistema sono stati utilizzati 8 cammini:
quelli orizzontali, verticali e diagonali.
Il comportamento della funzione E(D) viene modellato all’interno del costo ag-
gregato dei cammini in una dimensione, definendolo come la somma del costo della
disparità d per il punto p e del costo minimo lungo tale cammino che termina in p−r,
includendo anche le penalità in maniera opportuna. Il costo L′r per ogni percorso r è
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aggregato come descritto in Eq. 4.3, definita per ogni pixel e p e disparità d:
L′r(p,d) =C(p,d)+min(L
′
r(p− r,d),
L′r(p− r,d−1)+P1,L′r(p− r,d+1)+P1, (1.10)
min
i
L′r(p− r, i)+P2)
In analogia con l’espressione 1.6 e successive, all’interno della funzione di mi-
nimo notiamo i due termini con penalità P1 associati ai cammini con un lieve cam-
biamento di disparità (in aumento o in diminuzione rispettivamente) e il termine con
penalità P2 associato a tutti i cammini con cambiamenti significativi di disparità.
Trattandosi di una somma di termini sempre positivi, il valore del costo di un
cammino può crescere senza limite; tuttavia, sottraendo un termine costante (il più
elevato possibile), l’aumento del valore viene limitato senza cambiare la posizione
del minimo ricercato. Il costo minimo tra i cammini che terminano in p− r (al va-
riare quindi della disparità) possiede le caratteristiche desiderate: è costante per tutti
i valori disparità d e, nel peggiore dei casi, il costo aumenta di P2 limitando in modo
superiore il costo del cammino minimo Lr ≤Cmax+P2, dove Cmax è il massimo costo
calcolato.
L’espressione 4.3 diventa quindi:
Lr(p,d) =C(p,d)+min(Lr(p− r,d),
Lr(p− r,d−1)+P1,Lr(p− r,d+1)+P1, (1.11)
min
i
Lr(p− r, i)+P2)−min
k
Lr(p− r,k)
Nella figura 1.8 è mostrata la disposizione delle direzioni dei cammini monodi-
mensionali nello spazio dell’immagine dei costi.
Il costo aggregato finale S(p,d) della disparità d per il punto p viene calcolato
come:
S(p,d) =∑
r
Lr(p,d) (1.12)
Dalle considerazioni sul limite superiore dell’equazione 4.3, il limite superiore
per S(p,d) è dato dal numero di direzioni nr dei percorsi di aggregazione, moltiplicato
per il massimo costo di un cammino di costo minimo: S(p,d)≤ nr · (Cmax+P2).
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(a) (b)
Figura 1.8: Esempio delle direzioni dei cammini (a) che terminano in p con relativa
rappresentazione nell’immagine raster (b).
L’insieme di tutti questi valori per ogni pixel dell’immagine, per ogni valore di
disparità viene definito cubo dei costi aggregati, rappresentato in figura 1.9 con un
esempio dei percorsi di aggregazione per un pixel p, che vengono ripetuti per ciascun
valore di disparità.
Calcolo della disparità e minimizzazione
Il calcolo finale della mappa di disparità, avviene utilizzando una strategia winner-
takes-all (WTA, ovvero il vincitore è quello con valore minimo). Considerando l’im-
magine base, la disparità del punto p è l’ipotesi con costo aggregato S(p,d)) minimo:
D¯(p) = argmin
d
(S(p,d)) (1.13)
L’insieme di tutti questi valori costituisce la mappa di disparità D.
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H 
D 
p 
Figura 1.9: Cubo dei costi aggregati.
Visualizzare questa operazione sul cubo dei costi aggregati significa, per ogni
punto p di ogni riga, analizzare tutti i costi S(p,d) lungo lo spazio della disparità,
come mostrato in Fig. 1.10, individuando l’indice del costo minimo.
1.2.2 Semi Global Matching - Filtri
Al fine di migliorare e rifinire i risultati restituiti dall’algoritmo SGM, sono stati stu-
diati un insieme di filtri. Questi filtri operano a più livelli, suddividendosi tra quelli
di rifinitura delle disparità, quelli di pre-eleborazione e quelli di post-elaborazione.
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Figura 1.10: Selezione WTA della disparità del pixel p.
Filtri di rifinitura
Questo insieme di filtri vengono eseguiti durante la fase di generazione della mappa di
disparità, permettendo di ottenere una stima più precisa del valore calcolato, oppure
invalidando pixel errati, come per esempio nel caso delle occlusioni.
Un primo filtro denominato del secondo minimo o di uniqueness constraint, cerca
di ridurre il numero di ricostruzioni spurie, considerano un pixel p valido solo nel
caso in cui il rapporto tra il costo minimo, relativo a tale pixel, e il secondo costo
minimo è al di sotto di una certa soglia (ovvero il minino trovato è sufficientemente
forte).
Il controllo di consistenza sinistra/destra (left-right check) prevede di calcolare
due mappe di disparità: quella rispetto all’immagine base e quella rispetto all’imma-
gine match. In entrambi i casi, il calcolo della disparità viene eseguito secondo una
strategia winner-takes-all. Considerando l’immagine base, la disparità del punto p è
l’indice del costo aggregato S(p,d) minimo:
D(p) = argmin
d
(S(p,d)) (1.14)
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Nel caso dell’immagine match, la strategia è identica: la disparità del punto q è
l’indice del costo aggregato minimo. In questo caso, i costi delle ipotesi di disparità
possono essere o calcolati da zero oppure assunti uguali ai costi delle ipotesi calcolati
per i punti corrispondenti nell’immagine base. In questo secondo caso, considerando
le due linee epipolari corrispondenti nelle due immagini, al punto q viene assegnata
la disparità d di costo minimo per il punto (qx− d,qy) = emb(q,d) nell’immagine
base:
D(q) = argmin
d
(S(emb(q,d),d)) (1.15)
dove emb(q,d) rappresenta la linea epipolare nell’immagine base corrispondente
al punto q. Dopo aver calcolato le due mappe di disparità, si esegue un controllo
sinistra/destra verificando che si siano ottenuti gli stessi valori di disparità (a meno
di uno scostamento unitario), garantendo l’univocità delle corrispondenze tra le due
immagini; dove ciò non si verifica si è in presenza di errori di assegnazione causati da
occlusioni. Le disparità corrispondenti all’immagine di match vengono derivate dallo
stesso volume dei costi aggregati dell’immagine base S(p,d) effettuando una ricerca
del minimo lungo i valori diagonali come mostrato in Fig. 1.11.
Un ultimo filtro denominato precisione sub-pixel (sub-pixel accuracy), permette
di stimare la parte decimale dei valori di disparità attraverso un’interpolazione pesata
sui valori dei costi aggregati vicini a quello di costo minimo. Esistono varie strategie
di interpolazione, ma come mostrato in [9], quella equiangolare è quella che meglio
si adatta per stimare la parte decimale del valore vincente di disparità d¯ per ogni pixel
p :
d¯ f rac =
S(p, d¯−1)−S(p, d¯+1)
max(S(p, d¯−1),S(p, d¯+1))−S(p, d¯) (1.16)
dove S(p, d¯−1) e S(p, d¯+1) sono i costi aggregati vicini a quello della disparità
vincente (Fig. 1.12
1.2. Algoritmi 25
W 
D 
Figura 1.11: Controllo di consistenza sinistra/destra.
Filtri di pre-elaborazione
Questi filtri vengono applicati a monte dell’algoritmo SGM, agendo sulle immagini
originali o andando a modificare il processo di calcolo dei costi delle corrispondenze.
• Filtro gaussiano – la seguente maschera 3×3 gaussiana di “smoothing” viene
applicata ad entrambe le immagini originali in toni di grigio, per attenuare
eventuale rumore presente nel processo di acquisizione:
1
16
 1 2 12 4 2
1 2 1
 (1.17)
• Maschera di Census sparsa – come illustrato in [10], si utilizza una maschera
sparsa che segue il pattern visualizzato in Fig. 1.13 per il calcolo dei valori
della trasformata di Census, invece che utilizzare una finestra piena centrata
nel pixel:
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𝑆(𝐩, 𝑑𝐼) 
𝑆(𝐩, 𝑑𝐼−1) 
𝑆(𝐩, 𝑑𝐼+1) 
𝑆(𝐩, 𝑑𝑆𝑈𝐵) 
Figura 1.12: Esempio di interpolazione equiangolare per stimare la parte decimale
della disparità.
Figura 1.13: Maschera di Census sparsa.
• Census ternarizzato – per far in modo di aumentare la quantità di informazione
che viene codificata durante la trasformata di Census delle immagini originali
in quella risultante, la funzione della trasformata di Census ξ (Ip, Ip) (normal-
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mente con risultato binario per ogni pixel) è stata modificata per restituire le
seguenti stringhe:
ξ (Ip, Ip) =

00 se Ip− Ip <−1
11 se Ip− Ip > 1
01 altrimenti
(1.18)
• Aggregazione punteggi di Hamming – come suggerito in [10], una finestra W
di dimensioni 5×5 centrata attorno ad ogni pixel, viene utilizzata per prepro-
cessare ogni costo C(p,d) nel cubo dei costi iniziali:
C(p,d) =
1
25 ∑p∈W
C(p,d) (1.19)
Filtri di post-elaborazione
Filtri applicati dopo aver ottenuto la mappa di disparità completa per andare a filtrare
eventuali valori spurii (outlier) o per integrare i valori mancanti in piccole zone della
mappa.
• Media adattiva – un filtro di smoothing adattivo con finestra 8× 8 [4] è
applicato alla mappa di disparità ottenuta D:
D(p) =
∑p∈W D(p)max{4−|D(p)−D(p)|,0}
∑p∈W max{4−|D(p)−D(p)|,0}
(1.20)
• Filtro despeckle – piccole zone della mappa di disparità con valori molto dif-
ferenti da quelli dei vicini, sono solitamente dovuti ad errori di associazione
tra i pixel delle due immagini, la strategia che viene proposta in [2] è usata per
individuare ed eliminare queste zone.
• Filtro gap – Un’interpolazione costante lungo i percorsi 1D orizzontali e ver-
ticali sulla mappa di disparità è utilizzata per riempire le piccole aree (≤ 3 px)
con valori mancanti di disparità [4]. Siano pL e pR i primi due pixel con di-
sparità valida prima e dopo il corrente gap di valori mancanti; i valori usati per
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riempirli sono calcolati come:
d =
{
D(pL)+D(pR)
2 if |D(pL)−D(pR)|< 3
min{D(pL),D(pR)} otherwise
(1.21)
1.2.3 Metrica Birchfield-Tomasi
In questa sezione viene descritta brevemente una differente metrica di inizializzazio-
ne dei costi delle corrispondenze, che verrà utilizzata nel capitolo 2 tra le varie confi-
gurazioni testate. L’implementazione in OpenCV di SGM [11] (BT-SGM nel prosie-
guo) liberamente utilizzabile, utilizza come metrica la dissimilarità Birchfield-Tomasi
[12] per inizializzare il volume dei costi.
Siano IL e IR le funzioni 1D che rappresentano l’intensità lungo una linea di scan-
sione dell’immagine sinistra e destra rispettivamente, e IˆL(xL), IˆR(xR) le funzioni di
interpolazione lineare tra i punti intorno xL e xR. È quindi possibile determinare un va-
lore di confidenza del confronto tra l’intesità in xL e la regione linearmente interpolata
intorno a xR:
d(xL,xR, IL, IR) = min
xR− 12≤x≤xR+ 12
∣∣IL(xL)− IˆR(x)∣∣ (1.22)
e per simmetria:
d(xR,xL, IR, IL) = min
xL− 12≤x≤xL+ 12
∣∣IR(xR)− IˆL(x)∣∣ (1.23)
La dissimilarità tra i pixel in xL e xR quindi diventa:
d(xL,xR) = min{d(xL,xR, IL, IR),d(xR,xL, IR, IL)} (1.24)
e questo valore viene utilizzato per inizializzare il cubo dei costi per ogni pixel e per
ogni valore di disparità.
1.2.4 ELAS - Efficient Large-Scale Stereo Matching
Efficient Large-Scale Stereo Matching (abbreviato ELAS), proposto in [4], è un meto-
do per gestire in modo particolarmente efficiente scenari con valori di disparità molto
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elevati che possono derivare dall’utilizzo di baseline larghe fra le telecamere, oppure
nel caso di immagini ad elevata risoluzione.
Sfrutta robusti abbinamenti di punti di controllo sparsi per per generare una mesh
2D attraverso la triangolazione di Delaunay. I valori di disparità di questi punti as-
sociati vengono utilizzati, attraverso una funzione lineare a tratti definita sui punti di
controllo della mesh, per inizializzare una mappa di disparità, utilizzata successiva-
mente per ridurre le dimensioni dell’intervallo di ricerca delle disparità per i pixel
rimanenti.
1.3 Architettura di un sistema stereoscopico
In questa sezione viene presentata la struttura a pipeline scelta per il sistema stereo
che è stato progettato durante questa ricerca.
Dedistorsion 
Rectification 
Dedistorsion 
Rectification 
Census 
Census 
Cost  initialization 
(Hamming distance) 
SGM Minimization 
Figura 1.14: Pipeline di un sistema di ricostruzione stereo.
Le fasi di elaborazione coinvolte in un sistema di ricostruzione stereoscopica sono
illustrate in Fig. 1.14.
Inizialmente gli effetti combinati della distorsione delle lenti e del disallineamen-
to delle telecamere, viene rimosso dalle immagini di input originali IL e IR usando
delle look-up table (LUT): questo permette di ottenere un paio di immagini rettificate
RL and RR, che riduce la fase di calcolo delle corrispondenze ad una ricerca 1D lungo
linee epipolari orizzontali.
Ogni coppia di coordinate intere p = (x,y) dell’immagine rettificata, viene asso-
ciata alla posizione discreta (con coordinate decimali) i = (xi+α,yi+β ) = LUT (x,y)
sull’immagine di ingresso.
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L’interpolazione bilineare viene utilizzata per determinare il valore del pixel ret-
tificato R(x,y):
R(p) = (1−β )((1−α)I(xi,yi)+αI(xi+1,yi))+
β ((1−α)I(xi,yi+1)+αI(xi+1,yi+1)) (1.25)
Le trasformate di Census n×n [13], CL e CR, sono calcolare sulle immagini retti-
ficate, e successivamente utilizzate per inizializzare il cubo dei costi C(p,d) per ogni
pixel p e per ogni valore di disparità d prendendo la distanza di Hamming H della
coppia di pixel risultante:
C(p,d) = H(CL(x+d,y),CR(x,y)) (1.26)
I passi successivi applicano le varie fasi dell’algoritmo SGM (presentato nella
Sec. 1.2.1) fino ad ottenere la mappa di disparità D dal blocco di minimizzazione che
si occupa anche di applicare i filtri del secondo minimo, del controllo sinistra/destra
e di interpolazione equiangolare.
Capitolo 2
Analisi prestazioni algoritmi di
ricostruzione stereo
Negli ultimi anni, l’incremento della potenza di elaborazione dell’hardware COTS 1
(intendendo sia elaboratori tradizionali in versioni industriali e automotive, che veri e
propri sistemi di embedded basati su piattaforme hardware ad alte prestazioni e bas-
si consumi) è in continua crescita e ha permesso ad un numero sempre maggiore di
algoritmi, per la ricostruzione tridimensionale a partire dalla visione stereoscopica,
di ottenere prestazioni ragionevoli tali da consentirne l’utilizzo in applicazioni reali
(per esempio la guida autonoma di autoveicoli).
Un confronto quantitativo e qualitativo dei loro livelli di performance tuttavia, non è
semplice, principalmente per la difficoltà di generare informazioni di ground truth.
Gli storici data-set disponibili in questo campo della visione artificiale, erano piccoli
e sintetici (ovvero prodotti da immagini sintetizzate virtualmente) oppure ripresi in
ambienti controllati [6]; queste caratteristiche limitano la loro utilità come indicato-
ri della bontà attuale degli algoritmi in scenari all’aperto o comunque in situazioni
applicative reali. Più recentemente, l’esigenza di opportune metriche di confronto ha
portato alla definizione di nuove misure di qualità che sono descritte e utilizzate nel
prosieguo.
1Commercial Off-The-Shelf
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In questo capitolo vengono confrontati i livelli di performance di alcuni algoritmi
allo stato dell’arte per la mappatura tridimensionale basata su stereovisione in scenari
automotive. Saranno utilizzati sia data-set disponibili in letteratura, che data-set spe-
cificatamente raccolti attraverso una piattaforma di registrazione dedicata, sviluppata
presso il nostro laboratorio.
Tra gli algoritmi valutati, quello scelto per la successiva implementazione sulla piat-
taforma embedded, ovvero SGM, viene analizzato in maggior dettaglio, per testarne
differenti varianti in modo da determinarne la configurazione migliore.
2.1 Setup sperimentale
Fornire misure quantitative affidabili sulle prestazioni di algoritmi di stereo-mapping
all’aperto o in scenari non controllati è un compito difficile, che può essere affrontato
con diversi approcci.
Una soluzione [14, 15] è l’utilizzo di un scanner LIDAR 2 high-end [16] per map-
pare direttamente l’area intorno al veicolo: le misure di distanza di solito hanno un
livello di precisione dell’ordine dei centimetri nel range 5-100 m e producono mappe
ragionevolmente dense, utilizzando fino a 64 piani di scansione orizzontale.
Un’altra opzione è quella di sfruttare un conoscenza a priori sul data-set, come la
presenza di spazio libero davanti ad un veicolo guidato manualmente [17] (si pre-
suppone che il conducente mantenga sempre una distanza minima di sicurezza) per
individuare i punti tridimensionali erroneamente ricostruiti dall’algoritmo, su un pe-
riodo esteso di tempo.
Un ultima soluzione consiste nel sintetizzare una vista virtuale, partendo dalla geo-
metria tridimensionale dell’ambiente ricostruita dall’algoritmo, e confrontarla con i
dati registrati da una terza telecamera reale opportunamente posizionata [18, 19].
In questa analisi gli algoritmi sono stati testati usando tutti gli approcci menzio-
nati, in modo da comprendere meglio il loro comportamento effettivo in scenari di
applicazioni reali.
2Light Detection And Ranging, è una tecnica di telerilevamento che permette di determinare la
distanza, o profondità, di un oggetto o di una superficie utilizzando impulsi laser
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2.1.1 Dense LIDAR-based ground truth
Come rifermino è stato utilizzato il data-set disponibile in [20], che consiste in un
insieme di dati di ground truth filtrati manualmente, di circa 200 scene riprese in
ambiti urbani e rurali.
Il ground truth per una data immagine, è ottenuto dalla registrazione di 5 scan-
sioni laser consecutive prima e dopo l’istante di acquisizione della stessa, successi-
vamente accumulate (compensando adeguatamente il moto del veicolo) per ottenere
una nuvola di punti tridimensionale; le regioni ambigue, come per esempio i vetri e
le recinzioni, sono state rimosse manualmente, e infine la mappa di disparità corri-
spondente è calcolata usando le informazioni di calibrazione tra laser e telecamera
(Fig. 2.1).
Le metriche di performance utilizzate per valutare la bontà delle mappe di dispa-
rità (calcolate in pixel), come illustrato dal test [20], sono:
• la percentuale di pixel errati (cioè quelli che hanno un errore di misura supe-
riore a 3 px),
• l’errore medio di corrispondenza in pixel,
• la densità dell’immagine ottenuta.
Tuttavia, l’esatta procedura di calcolo di questi valori, è stata leggermente modi-
ficata, in quanto la metrica originale non sembrava sufficientemente equa. In partico-
lare:
• in questa analisi, solo i pixel calcolati non occlusi sono stati considerati. Il test
originale fornisce anche statistiche dopo un’interpolazione lineare dei valori
mancanti, con l’intento di rendere comparabili tra loro algoritmi sparsi, semi-
densi e densi; tuttavia tale approssimazione non è ottima e questo si riflette su
una penalizzazione negativa degli algoritmi non densi.
• l’errore medio è stato calcolato considerando solo i valori sotto l’errore di end-
point, e non tutti i valori, in modo da avere una stima migliore della bontà dei
pixel rilevanti e non errati.
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• vengono considerate le statistiche per ogni immagine e non solamente la loro
media sull’intera sequenza di test. Per meglio comprendere il dato raccolto,
esso è rappresentato in un grafico con la variabile indipendente (asse-x) che
indica il valore misurato e quella dipendente (asse-y) la percentuale di frame
che rimango sotto tale valore. Gli algoritmi migliori sono quelli con un minore
valore x per una data percentuale (es. y = 90%).
2.1.2 Stima delle false corrispondenze
Questo benchmark è l’adattamento di una delle tecniche descritte in [17]: normal-
mente, il conducente di un veicolo mantiene una distanza di sicurezza di circa 1 s
dal veicolo che lo precede; questo significa che un volume (dipendente dalla velo-
cità) di spazio libero è presente di fronte al veicolo in ogni momento, quindi ogni
punto mondo, ricostruito dall’algoritmo di visione stereo-tridimensionale, che cade
in questo volume ”di sicurezza” deve essere considerato come una stima errata, come
mostrato in Fig. 2.2. La percentuale di false corrispondenze m f c = 100×N f c/N è il
rapporto di punti all’interno del volume libero rispetto al numero totale di punti 3D
ricostruiti.
2.1.3 Cross-correlazione normalizzata
Gli approcci descritti precedentemente, hanno qualche limitazione: il LIDAR-based
ground truth richiede molto tempo per essere generato e quindi non può essere utiliz-
zato per ottenere un data-set molto grande, mentre le misure sul veicolo che precede
possono essere facilmente eseguite anche su lunghe sequenze, ma questa è una mi-
sura di performance indiretta, anche se significativa. Come alternativa, l’utilizzo di
una terza telecamera [19], come illustrato in Fig. 2.3, permette un confronto diretto
tra una vista virtuale ricostruita, a partire dalle visione stereo sulle prime due tele-
camere, con quella attualmente inquadrata dalla terza telecamera, senza la necessità
di un intervento manuale. La mappa di disparità è usata per trasformare i pixel ri-
presi dalla telecamera di rifermento, nelle coordinate della telecamera di controllo,
in modo da creare una immagine virtuale (Fig. 2.4-a) che può essere confrontata con
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(a)
(b)
(c)
Figura 2.1: Esempio di LIDAR-based ground truth. a) L’immagine originale, b) La
mappa di disparità generata dal LIDAR che rappresenta il ground-truth, e c) la mappa
dell’errore, con colori che variano dal verde (errore = 0 px) al rosso (errore = 3 px). I
pixel bianchi rappresentano le aree con un errore di ricostruzione maggiore di 3 px.
quella registrata dalla telecamera di controllo (Fig. 2.4-b) per produrre una mappa di
cross-correlazione (Fig. 2.4-c). Tuttavia, occorre prestare attenzione a garantire che i
risultati siano significativi: la calibrazione della telecamera è una fonte di errore che
deve essere minimizzato e anche la presenza di ostacoli occasionali all’interno del
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Figura 2.2: Esempio di stima delle false corrispondenze. In viola il volume libero da
ostatoli che è presente di fronte al veicolo, e in rosso i punti che ricadono all’interno
di esso, generati da false corrispondenze.
volume libero deve essere trattata opportunamente.
La metrica scelta è la Cross-Correlazione Normalizzata (NCC 3), calcolata nel
seguente modo:
NCC(Iv, Ic) =
1
|Ω| ∑
(x,y)∈Ω
[Ic(x,y)−µc][Iv(x,y)−µv]
σcσv
(2.1)
dove Ω è il sottoinsieme di tutti i pixel che hanno una disparità valida; µc,µv,σc,σv
sono le medie e le deviazioni standard rispettivamente dell’immagine di controllo e
di quella virtuale.
Vale la pena notare come in [18] si consiglia una configurazione con telecame-
ra di riferimento e quella di confronto posizionate alla distanza di 30 cm, mentre la
telecamera di controllo a 50 cm da quella di riferimento; tuttavia, la piattaforma di
registrazione utilizzata in questo lavoro utilizza distanza minori (rispettivamente 24 e
12 cm), come illustrato in Sez. 2.1.4, in quanto il veicolo è stato equipaggiato una una
telecamera trinoculare pre-calibrata. In questo studio, come telecamera di controllo
si considera quella centrale, tra la telecamera di riferimento e quella di confronto.
3Normalized Cross Correlation
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Figura 2.3: Setup della telecamere trinoculare per la valutazione dello stero. La cop-
pia stereo di telecamere di riferimento e di confronto (Cre f e Cmatch rispettivamente)
sono utilizzate per produrre una immagine virtuale Ivirt nel sistema di riferimento
della telecamera di controllo, che può essere confrontata con l’immagine attualmente
registrata da quest’ultima Ictrl .
(a) (b) (c)
Figura 2.4: Esempio metrica NCC. L’immagine di riferimento è usata per produrre
l’immagine virtuale a), che è confrontata con l’immagine ripresa dalla telecamere di
controllo b), per produrre la mappa di cross-correlazione c).
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Questa configurazione rende l’immagine virtuale e quella di controllo più simili e
potrebbe potenzialmente migliorare il punteggio NCC a causa dei valori di disparità
in gioco più bassi. Tuttavia, la calibrazione di fabbrica della telecamera trinocula-
re è significativamente migliore di quella che può essere attualmente ottenuta con
una calibrazione in laboratorio di singole telecamere; il conseguente miglioramen-
to di precisione è stato ritenuto più rilevante che la quantizzazione introdotta dalla
riduzione del range di disparità.
2.1.4 Setup della piattaforma di registrazione
I test descritti in Sez. 2.1.2 and Sez. 2.1.3 sono stati effettuati su dati acquisiti usando
il veicolo raffigurato in Fig. 2.5, che è stato equipaggiato con una telecamera frontale
trinoculare Point Grey Bumblebee® XB3-13S2C a colori con ottiche da 3.8 mm, e
con risoluzione di 1280×960 pixel, montata sulla carrozzeria del veicolo al di so-
pra del parabrezza. Il sistema di visione è sincronizzato con un laser scanner LIDAR
SICK LD-MRS-400001 a 4-piani funzionante a 12.5 Hz, con una risoluzione ango-
lare pari a 0.125 ° e un campo visivo di 85 °, installato nel paraurti anteriore. Le
informazioni GPS e INS (inerziali) sono fornite da un’unità Topcon AGI-3 unit, e
sono usate per stimare la traiettoria del veicolo.
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(c)
Figura 2.5: La piattaforma di registrazione. I dati sono stati raccolti utilizzando uno
dei veicoli elettrici (a) che sono stati allestiti nel 2010 per prendere parte al VisLab
Intercontinental Autonomous Challenge (VIAC) [21]. Il sistema di visone (b) è una
Point Grey Bumblebee®s XB3-13S2C, sincronizzata con un SICK LD-MRS-400001
LIDAR (c) funzionante alla frequenza di 12.5 Hz
Calibrazione LIDAR con telecamera
Per ottenere risultati significativi dal test descritto in Sez. 2.1.2, l’unità LIDAR è
stata utilizzata per individuare la presenza occasionale di veicoli che precedono al-
l’interno dell’area libera definita dal volume di test. Per eseguire questa operazione è
necessario misurare il posizionamento relativo della telecamera trinoculare e del laser
scanner, e questo è abbastanza impegnativo dato la piccola quantità di dati prodotta
dal laser scanner LIDAR a 4 piani disponibile.
La procedura di calibrazione inizia con un primo allineamento grossolano, quin-
di vengono manualmente associati punti LIDAR facilmente riconoscibili con i corri-
spondenti pixel dell’immagine registrata. La precisione di ogni associazione è vinco-
lata da diversi fattori, come la risoluzione angolare del LIDAR e le ambiguità derivan-
ti dal limitato numero di piani di scansione che colpiscono ogni superficie; tuttavia,
un gran numero di campioni possono essere velocemente raccolti su differenti frame
e utilizzati tutti assieme in un framework di minimizzazione non lineare basato sul
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Maximum-Likelihood, utilizzando come funzione di costo:
argmin
[R|t]
∑
i
‖pi−K[R|t]wi‖2 (2.2)
dove [R|t] è la matrice di rototraslazione incognita da stimare, p un pixel 2D dell’im-
magine (dedistorta) e w il corrispondente punto mondo. Assumendo come ipotesi
il modello pin-hole della telecamera, la matrice di proiezione della telecamera K è
definita come:
K =
 k 0 u00 k v0
0 0 1
 (2.3)
con k la lunghezza focale in pixel e u0,v0 il centro ottico della telecamera. Come
risolutore non lineare, è stato scelto il metodo Levenberg-Marquardt [22], per la sua
robustezza e la relativa velocità di convergenza.
Calibrazione tra le telecamere
Per poter eseguire il test descritto nella Sez. 2.1.3 con il setup hardware disponibile,
le posizioni relative tra tutte le telecamere devono essere note. Purtroppo la telecame-
ra trinoculare Point Grey Bumblebee® XB3-13S2C fornisce unicamente le look-up
tables (LUT) di rettificazione e dedistorsione tra le telecamere destra e sinistra e tra
quelle destra e centrale. Occorre quindi calcolare la calibrazione mancante tra quella
centrale e quella sinistra.
Siano Pmw e Pms due punti di disparità omogenea sulla telecamera destra (tele-
camera di confronto, see Fig. 2.3) rispettivamente nei sistemi di riferimento largo e
stretto:
Pmw = (urw−drw,vrw,−drw,1) Pms = (urs−drs,vrs,−drs,1) (2.4)
esiste pertanto una matrice di omografia 3D H affinché Pms = HPmw, nella forma:
H = Q−1s
[
R t
0 1
]
Qw (2.5)
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con
Q−1s =

ks 0 u0s 0
0 ks v0s 0
0 0 0 ksbs
0 0 1 0
 Qw =

1
kw
0 0 −u0wkw
0 1kw 0 −
v0w
kw
0 0 0 1
0 0 1kwbw 0
 (2.6)
I termini k{w,s} nell’Eq. 2.6 rappresentano le lunghezze focali delle immagini ret-
tificate rispettivamente delle baseline larga e corta, u0{w,s}, v0{w,s} sono i centri ottici
corrispondenti e b{w,s} le lunghezze di baseline. I termini R e t nell’Eq. 2.5, invece,
rappresentano le componenti di rotazione e traslazione che allineano le due baseline.
La rotazione incognita R è molto prossima all’identità siccome le tre telecamere sono
praticamente allineate fisicamente e un risolutore lineare si è dimostrato sufficiente
per stimare direttamente i termini della matrice H, utilizzando una corrispondenza ba-
sata su feature per generare le necessarie coppie di pixel associati. Quando H è nota,
il valore di luminanza I(Prw) di ogni punto con disparità nota è utilizzato per costrui-
re l’immagine virtuale, attraverso la proiezione nelle coordinate (urs,vrs), sfruttando
Eq. 2.4.
2.1.5 Test data-set
Una sequenza di test è stata registrata in uno scenario misto su strade urbane e rura-
li, come mostrato in Fig. 2.6. Il set di dati è stato acquisito lungo un giro circolare
di 15 Km intorno alle zone del campus dell’università di Parma; la sessione di regi-
strazione è avvenuta intorno alle ore 13:00 di una soleggiata giornata di settembre,
e gli scenari includono strette strade di campagna (Fig. 2.6-a), piccoli centri urbani
(Fig. 2.6-b), intersezioni (Fig. 2.6-c) e autostrade (Fig. 2.6-d).
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(a) (b)
(c) (d)
Figura 2.6: Esempi dei dati registrati.
2.2 Benchmark - Analisi delle prestazioni
In questa sezione vengono inizialmente presentati i risultati dei test eseguiti sui va-
ri filtri presentati nella Sez. 1.2.2. Ogni filtro è stato testato singolarmente con una
configurazione standard Census-SGM e sono state selezionate tre configurazioni pro-
mettenti. Ogni configurazione è stata poi confrontata con altri algoritmi stereo, che
condividono alcune delle stesse strategie di filtraggio, come dettagliato nella Tab. 2.1.
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Gli approcci utilizzati nel confronto, oltre a quello standard Census-SGM, sono
una versione di SGM che utilizza una differente metrica di inizializzazione dei costi
descritta in 1.2.3 (di seguito BT-SGM) e un secondo basato sull’algoritmo ELAS 1.2.4.
In questa sezione verranno illustrati i grafici che misurano le performance delle
varie configurazioni testate; per brevità, verranno usate le seguenti notazioni:
• LGT – Valutazione del LIDAR-based ground (Sez. 2.1.1);
• NFC – Numero di false corrispondenze (Sez. 2.1.2);
• NCC – Cross-correlazione normalizzata (Sez. 2.1.3).
Tabella 2.1: Configurazioni degli algoritmi. Dopo i testi individuali, i setup di filtri più
promettenti sono stati valutati per l’algoritmo Census-SGM, mentre per gli algoritmi
BT-SGM e ELAS sono stati seguiti i setup suggeriti in [15].
Census-SGM
BT-SGM ELAS
Config 1 Config 2 Config 3
Filtro gaussiano X X X - -
Mappa di Census sparsa - - - - -
Census ternarizzato - - - - -
Aggregazione costi
di Hamming
- - - - -
Uniqueness constraint 10 20 20 10 15
Filtro adattivo X X X - X
Filtro despeckle X X X X X
Filtro gap X X - - X
Altri paramentri P1=10, P2=50, L/R check vedere [23] vedere [23]
2.2.1 Filtri isolati
I risultati del test LGT per i vari filtri, presi singolarmente, presentati nella Sez. 1.2.2
sono mostrati in Fig. 2.7. I maggiori miglioramenti si ottengono utilizzando il filtro
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despeckle; anche l’uniqueness constraint con una soglia bassa è efficace nel rimuo-
vere valori spurii, penalizzando però la densità dei risultati. La media adattiva riduce
notevolmente l’errore di ricostruzione, anche se su scala relativamente piccola (in-
torno 0.1 px). A livello di errore sub-pixel il filtro gap produce peggiori risultati, che
possono spiegarsi con il fatto che l’interpolazione a valore costante non è abbastanza
accurata per descrivere le variazioni di disparità tra pixel e pixel.
La Fig. 2.8 mostra i risultati per il test NFC: i filtri despeckle e uniqueness con-
tinuano a mostrare miglioramenti, come anche la media adattiva, avvalorando l’idea
che una loro combinazione probabilmente permette di migliorare le performance di
ricostruzione stereoscopica.
I risultati per il test NCC sono rappresentati in Fig. 2.9: sfortunatamente, i pun-
teggi ottenuti dai differenti filtri sono pressoché sovrapposti. Questo comportamento
non è facilmente spiegabile, sebbene certi fattori possano contribuirvi:
• i punteggi NCC dipendono dalla luminanza dei punti immagine a confronto,
quindi ricostruzioni sbagliate non sono equamente pesate;
• la piccola baseline utilizzata, riduce gli effetti misurabili degli errori di rico-
struzione;
• la qualità di ricostruzione è sempre abbastanza buona utilizzando l’algoritmo
SGM, indipendentemente dai filtri applicati, e i punteggi dei test potrebbe-
ro essere dovuti principalmente ad altre fonti di errore, come ad esempio la
calibrazione.
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Figura 2.7: Performance LGT dei filtri isolati. a) Percentuale pixel errati e b) errore
medio.
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Figura 2.9: Performance NCC dei filtri isolati.
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2.2.2 Filtri compositi
Combinando differenti filtri è possibile ottenere risultati migliori rispetto ad usarli
singolarmente. La Fig. 2.10 mostra i risultati per le tre configurazioni di Census-SGM,
descritte in Tab. 2.1, ottenuti con il test LGT. Osservando al 90-esimo percentile nella
Fig. 2.10-a si ha un miglioramento intorno al 6% nel numero di pixel errati per le
configurazioni 2 e 3; per queste anche l’errore medio dei pixel cala di circa 0.175 px
(Fig. 2.10-b). Questo miglioramento, tuttavia, si paga nel calo della densità, come da
Fig. 2.10-c: la configurazioni 3, al 90-esimo percentile, ha un densità di circa 58%,
mentre la 2 è migliore a circa 65%; invece il metodo base, ha una densità vicina al
78%, con un 12% di pixel errati. Le configurazioni 2 e 3 ottengono migliori risultati
anche nel test NFC, riducendo gli errori che cadono all’interno della traiettoria del
veicolo, ad un numero trascurabile. Il test NCC, sembra essere in controtendenza, ma
come spiegato nella Sez. 2.2.1, è influenzato da altri fattori esterni.
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Figura 2.10: (cont.) Performance LGT dei filtri compositi: a) percentuale pixel errati
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Figura 2.9: b) errore medio, c) densità della mappa di disparità.
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Figura 2.10: Performance NFC dei filtri compositi.
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Figura 2.11: Performance NCC dei filtri compositi.
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2.2.3 Confronto tra algoritmi
Census-SGM configurazione 2 è stato scelto come miglior compromesso tra qualità
di ricostruzione e densità della mappa; i seguenti grafici mostrano le sue performance
confrontate con quelle degli altri due approcci descritti nella Sez. 1.2. Il test LGT
(Fig. 2.12) mostra un calo dei pixel errati di circa 7.5% al 90-esimo percentile rispetto
alla configurazione base, e circa il 4.5% comparandolo al BT-SGM. L’errore medio
è anche ridotto di 0.15 px, con Census-SGM conf. 2, in linea con i valori ottenuti
da ELAS. La percentuale di pixel mancanti raggiunge circa il 35%, ovvero 12% in
più del setup base; tuttavia, la maggior parte di punti non ricostruiti è dovuta ad una
migliore rimozione degli errori ed è un comportamento aspettato.
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Figura 2.12: (cont.) Performance LGT degli algoritmi: a) percentuale pixel errati
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Figura 2.11: b) errore medio, c) densità della mappa di disparità.
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Il test NFC produce risultati in linea con quelli ottenuti dal test LGT, significa
che Census-SGM configurazione 2 è considerevolmente e misurabilmente migliore
rispetto agli altri approcci, è quindi l’algoritmo vincitore in questo confronto.
I risultati NCC per ELAS e BT-SGM sono abbastanza simili e migliori del Census-
SGM base (come aspettato), ma il piazzamento del Census-SGM configurazione 2
sembra sospetto (ovvero peggiore del Census-SGM configurazione base). Per questa
ragione, in dati ottenuti da questo test dovranno essere studiati più attentamente prima
di poter essere utilizzati come affidabili indicatori delle performance degli algoritmi.
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Figura 2.12: Performance NFC algoritmi.
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2.3 Conclusioni
I test condotti finora hanno confermato quantitativamente come le strategie di filtrag-
gio mirate possono ridurre notevolmente la quantità di pixel errati, calcolati durante
la ricostruzione stereo, ma anche migliorare la precisione dei risultati.
In particolare, Census-SGM configurazione 2 descritto nel paragrafo 2.2 riduce il
numero di pixel difettosi del 7,5% al 90-esimo percentile, migliorando nel contempo
l’errore medio di 0,15 px, rendendo tale approccio quello migliore tra quelli testati.
Questa valutazione è servita anche a convalidare le strategie impiegate. Mentre il
LIDAR-based ground truth (vedi Sez. 2.1.1) è molto efficace nel produrre statistiche
attendibili, rimane piuttosto costoso da svolgere, sia in termini di attrezzature neces-
sarie che per il trattamento manuale a posteriori che deve essere eseguito per produrre
ogni singolo frame.
In alternativa, la conoscenza del movimento del veicolo (Sez. 2.1.2) può essere
sfruttata per identificare una porzione dei punti indebitamente ricostruiti. Il vantaggio
di questo approccio è che può essere efficacemente utilizzato per valutare il compor-
tamento di un algoritmo su grandi insiemi di dati, coprendo così una vasta gamma di
condizioni ambientali. D’altra parte, la porzione di spazio che può essere controllato
è limitata alla zona di fronte al veicolo in movimento, che spesso è la più critica, e
può introdurre una caratterizzazione particolare nelle statistiche risultanti.
L’utilizzo di una terza camera per la valutazione (Sez. 2.1.3) è concettualmente
interessante, ma in pratica ha dimostrato di produrre scarsi risultati. Saranno necessari
ulteriori test per valutare la sua reale efficacia in scenari reali.
Capitolo 3
Architettura hardware del Sistema
Selezionare una opportuna architettura di elaborazione per un sistema di visione ste-
reoscopica è di importanza critica perché influenza pesantemente le caratteristiche
del sistema stesso quali performance, costi di produzione e consumo di potenza.
Ci sono molti tipi diversi di sistemi di elaborazione:
• CPU based: elaboratori tradizionali caratterizzati da CPU molto potenti grazie
ad un numero di core sempre maggiore e frequenze di funzionamento elevate.
Integrano grandi quantità di memoria RAM per l’elaborazione con una elevata
banda passante. Le moderne CPU offrono un set di istruzioni SIMD 1 molto
adatte agli algoritmi stereo, permettendo di eseguire parallelamente una stessa
operazioni su più dati. Sfortunatamente non sono affatto adatti ai sistemi em-
bedded perchè onerosi di potenza, ingombranti, e generalmente poco affidabili
se utilizzati in contesti molto dinamici.
• GPU based: questi sistemi generalmente si affiancano ai precedenti, dei quali
ereditano pregi e difetti, aggiungendo un’architettura caratterizzata da un ele-
vato parallelismo, che sfrutta la disponibilità di un elevato numero di processori
(centinaia) sui quali suddividere parallelamente il lavoro dell’algoritmo. A pa-
1Single Instruction Multiple Data
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rità di potenza, rispetto alle CPU permettono di eseguire un’elevata quantità di
calcoli parallelamente.
• Embedded RISC CPU: caratterizzati da bassi consumi e minori prestazio-
ni rispetto le CPU tradizionali, storicamente utilizzati principalmente come
sistemi elaborazione per sistemi di controllo e dispositivi portatili; negli ul-
timi anni hanno incontrato un notevole aumento delle prestazioni, principal-
mente dovuto al diffondersi dell’elettronica di consumo (es. gli smartphone).
Sfortunatamente
• DSP:
• FPGA:
• SoC:
Come sistema di elaborazione embedded, per sviluppare il sistema e stata scel-
ta una moderna architettura SoC (System-on-Chip) che integra in un unico compo-
nente una FPGA e un microprocessore ARM dual-core, soluzione che semplifica
l’architettura hardware garantendo alte prestazioni sui canali di comunicazione tra
l’elaborazione di basso livello su FPGA e il processore.
3.1 ZYNQ
I dispositivi della famiglia Xilinx Zynq™, rappresentano una moderna architettura
SoC (System-on-Chip) che integra una logica programmabile FPGA (PL) e un siste-
ma a microprocessore (PS) basato su un processore dual-core ARM® Cortex™-A9,
nello stesso chip fisico (Fig. 3.1). La comunicazione tra PL e PS avviene attraverso
una serie di interfacce basate sullo standard AXI; in particolare, quattro canali ad ele-
vate prestazioni (High Performance AXI channels: HP0, HP1, HP2 e HP3) sono stati
utilizzati per gestire il trasferimento dei dati temporanei in fase di elaborazione tra la
PL e la memoria DDR in entrambe le direzioni. Ogni canale è full-duplex ed ha una
banda teorica massima di 1.2 GB/s in ogni direzione, con il supporto per trasferimenti
a pacchetti (burst) in multipli di parole da 4 o 8 byte. La memorizzazione dei risultati
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finali delle elaborazioni (immagini rettificate e mappa di disparità), avviene utilizza-
to un canale dedicato di comunicazione detto Accelerated Coherence Port (ACP) per
garantire la coerenza della memoria cache dal processore PS (utilizzato per i compiti
di più alto livello); sullo stesso canale vengono anche trasferite le immagini di census
CL and CR che vengono scambiate tra i moduli che implementano il sistema.
Figura 3.1: Architettura dei dispositivi ZYNQ.
Lo Zynq™ SoC integra inoltre un elevato numero di periferiche di input/output
per potersi adattare ai differenti campi di utilizzo di un possibile sistema embedded.
In particolare quelle utilizzate in questa architettura di visione stereoscopica sono:
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• GigE – interfaccia di rete Gigabit Ethernet usata per spedire il flusso dei risul-
tati dell’elaborazione ovvero le immagini rettificate e la mappa di disparità;
• I2 C – utilizzato per controllare i due sensori video e per interfacciarsi con
l’unità IMU;
• QSPI Flash – utilizzata per memorizzare il bitstream del PL, i file delle LUT
di rettificazione, il file di configurazione, l’applicazione di streaming o elabo-
razione e l’immagine del sistema operativo Linux;
• I/O pin – utilizzati per fornire funzionalità aggiuntive quali la possibilità di
sincronizzare il sistema con eventi esterni, oppure per fornire all’esterno infor-
mazioni di alto livello (es. presenza di ostacoli);
• CAN – in futuro si prevede di utilizzare questa linea di comunicazione, molto
usata in campo industriale e automotive, ai fini di configurazione oppure di per
output di alto livello (es. posizione degli ostacoli);
• UART – interfaccia seriale standard utilizzata ai fini di debug.
Il sistema di visione stereoscopica, sviluppato in questo progetto di dottorato, è
basato sul modello di ZYNQ Z-7020, scelto anche per la disponibilità in versione
automotive, perché offre il miglior compromesso tra performance, risorse FPGA e
costo.
3.2 Sensori video
Due sensori Aptina MT9V034 CMOS 752×480 in bianco e nero (Fig. 3.2), sono stati
selezionati per l’acquisizione delle immagini, perchè rappresentano una soluzione
economica, di facile integrazione (interfacciamento tramite bus parallelo) e di classe
automotive. Le caratteristiche principali di tali sensori sono descritte in Fig. 3.3.
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Figura 3.2: Sensore video Aptina MT9V034.
Figura 3.3: Caratteristiche del sensore video Aptina MT9V034.
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3.3 Circuito elettronico
Durante questo progetto di ricerca si è anche affrontato lo studio e progettazione del
circuito elettronico del sistema di visione artificiale, in modo da testare l’architettura
sviluppata su un prototipo funzionante. Le parti principali che compongono lo sche-
ma del circuito sono allegate in appendice A. Le caratteristiche principali che hanno
guidato la progettazione del prototipo realizzato sono le seguenti:
• baseline delle telecamere 15 cm
• tensione di alimentazione compresa tra 10 e 36 V
• circuito di alimentazione analogica separato per i sensori video, per ridurre i
disturbi di acquisizione
• interfaccia Gigabit Ethernet per l’invio via rete dei dati elaborati
• interfaccia CAN per configurare e monitorare lo stato del sistema
• sistema inerziale a 9 assi.
In Fig. 3.4 è mostrato il circuito stampato progettato.
Figura 3.4: Schema del circuito stampato progettato per il sistema di visione
stereoscopico.
Capitolo 4
Architettura e progettazione del
sistema di elaborazione
4.1 Architettura
Di seguito viene illustrato come la generica architettura di un sistema stereoscopico,
presentata nella sezione 1.3 e illustrata in Fig. 1.14, sia stata mappata sull’architettura
hardware scelta per questo progetto, presentata nel capitolo 3.
Lo schema del sistema risultante è illustrato in Fig. 4.1, dove si possono indivi-
duare due macro blocchi, il cui funzionamento interno è descritto più dettagliatamen-
te nelle sezioni successive del capitolo, quello che si occupa principalmente della
rettificazione (Sec. 4.1.1) e quello che implementa l’algoritmo di minimizzazione
SGM (Sec. 4.1.3).
Il principio alla base dell’algoritmo SGM, ovvero la fase di aggregazione dei co-
sti, come è stato descritto nella sezione 1.2, viene eseguita su 8 percorsi, 4 ortogonali
e 4 diagonali sul piano X ,Y del cubo dei costi. Il cubo dei costi aggregati ha una di-
mensione considerevole, pari alla risoluzione dell’immagine moltiplicata per il valore
massimo di disparità supportato (636× 476× 128 Byte ≈ 39 MByte). Tale quantità
di memoria non è possibile trovarla in nessun dispositivo FPGA, nemmeno quelli di
fascia più alta, quindi bisogna per forza appoggiarsi ad una memoria esterna DDR.
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Figura 4.1: Architettura hardware. Per semplicità, sono state omesse le FIFO in-
termedie, tra i singoli blocchi, e le BlockRAM usate come buffer temporanei.
Questo comporta che i dati non siano direttamente accessibili dalla FPGA, ma vanno
caricati di volta in volta dalla DDR nelle BlockRAM. Sfortunatamente l’aggregazio-
ne lungo gli 8 percorsi richiede di iniziare ad aggregare da posizioni opposte nel cubo
dei costi, quindi bisognerebbe accedere contemporaneamente a dati che non possono
risiedere fisicamente nelle BlocKRAM della FPGA.
Il processo di aggregazione dei costi è stato quindi separato in due distinti passi,
a quali si farà riferimento come fase di andata e fase di ritorno; durante la fase di
andata vengono elaborati i percorsi corrispondenti a 0◦, 45◦, 90◦ and 135◦, mentre
nella fase di ritorno si coprono i percorsi a 180◦, 225◦, 270◦ and 315◦, come mostrato
in Fig. 4.2. Inoltre, i 4 passi della fase di andata sono sommati insieme prima di essere
trasferiti alla memoria esterna DDR in modo da ridurre la banda passante richiesta.
Tutti e 4 i canali AXI HP sono utilizzati per scrivere e successivamente rileggere
i costi generati nella fase di andata, in quanto i dati prodotti ad ogni ciclo di clock
dallo stadio di generazione dei costi (32 byte) sono esattamente 4 volte la larghezza di
parola dei canali (64 bit). Il canale ACP, invece, gestisce tutti i rimanenti trasferimenti
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(caratterizzati da una minore larghezza di banda): le lookup table di rettificazione, le
trasformate di Census, le immagini rettificate sinistra e destra e infine la mappa delle
disparità.
r0 
r1 
r2 r3 
r0 
r1 r2 
r3 
Forward pass 
Backward pass 
Figura 4.2: Gli 8 percorsi dell’aggregazione di SGM suddivisi in fase di andata e di
ritorno.
Infine in Fig. 4.3 è mostrato quali unità sono attive in ogni preciso momento du-
rante l’elaborazione di un frame. La lettura dei sensori video, la rettificazione e la
trasformata di Census sono sincrone ed eseguite progressivamente (ogni unità forni-
sce i dati alla successiva). I dati prodotti, attraverso uno scambio in memoria esterna,
permettono, parallelamente a queste elaborazioni, la generazione dei costi e l’elabora-
zione della fase di andata di SGM e vengono trasferite su rete le immagini rettificate
sinistra e destra. La fase di ritorno e la generazione della mappa delle disparità inizia
dopo il completamento della fase di andata ed eseguita in parallelo con lo streaming
della mappa stessa (DSI) e la fase di esposizione del sensore per il frame successivo.
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Figura 4.3: Diagramma temporale del sistema. I colori dei vari passi, corrispondono
a quelli delle corrispondenti unità in Fig. 4.1.
4.1.1 Rettificazione
La rettificazione e la trasformata di Census sono eseguite indipendentemente sulle
immagini catturate da ciascuna telecamera.
L’operazione di rettificazione consiste nell’inversione della deformazione intro-
dotta dalla distorsione delle lenti e dagli errori di allineamento dei sensori video (que-
sto fattore può essere limitato con un’accurata progettazione meccanica del sistema,
ma rimane sempre presente entro certi limiti), i quali portano ad uno sfasamento dei
pixel delle immagini originali registrate dalle telecamere. Per correggere questo effet-
to, viene utilizzata una look-up table (LUT), che fornisce, per ogni pixel dell’imma-
gine rettificata, le coordinate del corrispondente pixel dell’immagine originale dalla
telecamera. Per aumentare la precisione, evitando di introdurre artefatti nell’immagi-
ne rettificata, le coordinate sono frazionali e quindi richiedono di applicare un’inter-
polazione tra i quattro pixel dell’immagine originale intorno a tali coordinate. Come
accennato nel capitolo iniziale, viene utilizzata un’interpolazione bilineare descritta
dall’equazione (4.1).
R(p) = (1−β )((1−α)I(xi,yi)+αI(xi+1,yi))+
β ((1−α)I(xi,yi+1)+αI(xi+1,yi+1)) (4.1)
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Per eseguire questa operazione, il sistema legge i pixel provenienti dalla tele-
camera e li memorizza in un buffer circolare. La dimensione di questo buffer, de-
finisce la capacità massima di dedistorsione del sistema. Date le limitate risorse di
BlockRAM della FPGA, e contando quelle già allocate per le altre unità di elabora-
zione del sistema, tale buffer ha un’estensione di 128 linee; quindi un pixel rettificato
può essere localizzato non più di 64 linee sopra o sotto il corrispondente pixel ori-
ginale. Questa quantità di righe è sufficientemente ampia per gestire ottiche con una
lunghezza focale maggiore o uguale a 2.8mm. L’immagine originale viene quindi me-
morizzata in un buffer di 128 linee centrate attorno alla posizione corrente; una serie
di indici permette di mantenere traccia della locazione di memoria attualmente utiliz-
zata, permettendo di usare il buffer in modalità circolare andando progressivamente
a sovrascrivere le linee più vecchie con quelle nuove acquisite.
I dati della LUT sono memorizzati nella memoria DDR esterna utilizzando un
formato compresso e incrementale. Dopo uno studio delle LUT necessarie per rettifi-
care differenti tipi di ottiche (da focali di 2.4mm in su) si è calcolato che il massimo
scostamento orizzontale e verticale tra i pixel originali di due pixel rettificati, non
supera mai il valore di 1.75 pixel. Questo significa che i dati necessari per elaborare
il pixel rettificato successivo in orizzontale, non si discostano mai più di 1.75 pixel
interi sull’immagine originale sia in X che in Y . Essendo sia X che Y funzioni con-
tinue, che da un pixel all’altro cambiano nella parte intera di +/-1 pixel, 2 bit sono
sufficienti. Per ogni pixel viene quindi memorizzata nella LUT la sola differenza ri-
spetto al pixel precedente (in orizzontale) sia per la parte X che Y . Inoltre si è ritenuto
sufficiente una precisione di 2 bit per la parte di interpolazione decimale.
Il risultato occupa un solo byte per ogni pixel, così suddiviso:
Xi Xi Xd Xd Yi Yi Yd Yd (4.2)
con
• Xi Xi = 2 bit parte intera sulla X
• Xd Xd = 2 bit parte decimale sulla X
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• Yi Yi = 2 bit parte intera sulla Y
• Yd Yd = 2 bit parte decimale sulla Y.
L’unico caso da gestire in modo particolare, è rappresentato dal primo pixel di
ogni riga (non ha senso fare la differenza rispetto l’ultimo pixel della riga precedente)
che viene memorizzato in coordinate assolute X ,Y rispetto all’immagine originale.
Dopo che i dati LUT di ogni pixel rettificato sono caricati, il sistema calcola
l’indirizzo corrispondente sull’immagine originale e legge i corrispondenti 4 pixel
attorno ad esso, dal buffer circolare. L’interpolazione di questi 4 valori viene ese-
guita con un’aritmetica fixed point utilizzando solo due cifre decimali. Date queste
esigenze particolari e limitate, il blocco di logica combinatoria che si occupa dell’in-
terpolazione è stato progettato per calcolare il risultato senza la necessità di costosi
moltiplicatori hardware.
Per poter eseguire l’operazione di interpolazione in un solo ciclo di clock, bisogna
accedere parallelamente ai 4 pixel dell’immagine originale. Il buffer circolare da 128
linee, se venisse implementato come un unico blocco di BlockRAM, permetterebbe
di accedere ad unico valore ad ogni ciclo di clock (più esattamente a 2 valori se si
sfruttasse la doppia porta di accesso). Nell’implementazione del sistema si è quindi
pensato di suddividere i pixel dell’immagine originale su 4 buffer circolari differenti,
così suddivisi:
• RAW_00 : memorizza i pixel pari delle righe pari (es. (0,0) (0,2) (0,4) ecc.)
• RAW_01 : memorizza i pixel dispari delle righe pari (es. (0,1) (0,3) (0,5) ecc.)
• RAW_10 : memorizza i pixel pari delle righe dispari (es. (1,0) (1,2) (1,4) ecc.)
• RAW_11 : memorizza i pixel dispari delle righe dispari (es. (1,1) (1,3) (1,5)
ecc.)
In questo modo ad ogni ciclo di clock vengono caricati i dati dei 4 pixel necessari per
calcolare l’equazione di interpolazione (4.1) e alla stessa frequenza viene prodotto un
nuovo valore di pixel rettificato.
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I valori dei pixel rettificati vengono inviati al blocco successivo e anche scritti
nella memoria esterna DDR, per rendere disponibile l’immagine rettificata per lo
streaming o utilizzi successivi.
4.1.2 Trasformata di Census
I pixel rettificati sono memorizzati in un buffer temporaneo per calcolare la trasfor-
mata di Census. Siccome la finestra utilizzata per la trasformata ha dimensioni 5×5,
richiede di accedere solamente alle 2 linee sopra e sotto a quella corrente. Quindi
è necessario memorizzare temporaneamente in un buffer le ultimi 5 righe calcolate
dell’immagine rettificata, utilizzando un approccio a finestra mobile in modo analo-
go a quanto fatto per l’immagine originale prima della rettificazione. Per eseguire la
trasformata di Census 5× 5, è necessario accedere contemporaneamente a 25 pixel
dell’immagine rettificata, ma le BlockRAM offrono solamente un accesso in paral-
lelo a 2 soli valori. Per ovviare a questo problema è stata usata la seguente strategia,
che richiede di accedere a soli 4 nuovi valori ogni volta (quindi utilizzando due sole
BlockRAM a doppia porta).
p 
n 
o1 
l2 
l3 
l4 
Figura 4.4: Trasformata di Census 5×5 a finestra mobile.
Come rappresentato in Fig. 4.4 viene utilizzato uno shift register 5× 5 per me-
morizzare i pixel nell’intorno di p di cui si sta calcolando la trasformata di Census.
Le colonne si questo shift register vengono traslate al passaggio al pixel successivo
e quella nuova è caricata con 4 pixel letti dal buffer delle righe (o1, l2, l3, l4) più
il nuovo pixel rettificato n. Inoltre questo valore viene memorizzato nel buffer delle
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righe andando a sostituire il pixel in posizione o1. Sfruttando questo stratagemma è
possibile ridurre a 4 righe la dimensione del buffer temporaneo, in quanto la prima
e la quinta riga vengono gestite come una unica, sostituendo i vecchi pixel, non più
necessari perché già caricati nello shift register, con quelli nuovi rettificati.
Un semplice circuito combinatorio calcola la trasformata di Census, restituendo
una stringa di 24bit che viene successivamente memorizzata nella memoria esterna
DDR e resa disponibile per la successiva fase di calcolo dei costi nel blocco SGM.
4.1.3 Semi-Global Matching
Il blocco Semi-Global Matching (SGM) inizia caricando i costi di Census memoriz-
zati nella memoria esterna DDR e genera la mappa di disparità, utilizzando una fase
di andata seguita da una fase di ritorno. Il cubo dei costi intermedio calcolato durante
la fase di andata, è progressivamente salvato nella memoria esterna DDR, mentre il
calcolo dei costi (dal confronto delle trasformate di Census) è ricalcolato in entrambi
le fasi, poiché meno oneroso che salvarlo temporaneamente. L’algoritmo implemen-
tato analizza l’immagine riga per riga, dal pixel sinistro a quello destro all’interno
della riga stessa.
L’implementazione di SGM è suddivisa funzionalmente in tre moduli separati,
internamente collegati attraverso delle FIFO (strutture dati Firs-In-First-Out) e co-
munica con gli altri moduli solo attraverso la memoria DDR esterna. I moduli, che
sono descritti più dettagliatamente in seguito, calcolano rispettivamente:
• I costi iniziali C(p,d), ovvero la distanza di Hamming fra le trasformate di
Census;
• Il costo aggregato dei percorsi Lr(p,d) per i 4 percorsi della fase di andata e
quella di ritorno;
• Il costo dei cubi aggregati per tutti i percorsi e da questo la mappa di disparità
a costo minimo.
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Strategia di parallelizzazione dell’algoritmo SGM
Le architetture FPGA, sono utilizzate solitamente per implementare degli algoritmi
massivamente paralleli. Nel caso dell’algoritmo SGM la fase più computazionalmen-
te onerosa che ci interessa parallelizzare è quella di aggregazione dei costi secondo
l’Eq. 4.3. Tale operazione deve essere eseguita riga per riga, per ogni pixel della riga,
per ogni valore di disparità e per ogni singolo percorso.
Esistono quindi tre possibili strategie di parallelizzazione:
• calcolare parallelamente i costi aggregati per diversi pixel per un dato percorso
e una data disparità;
• calcolare parallelamente i costi aggregati per i diversi valori di dispartità, per
un singolo pixel.
• calcolare parallelamente i costi aggregati lungo i diversi percorsi, per un sin-
golo pixel;
La prima opzione non permetterebbe di raggiungere un parallelismo effettivo, in
quanto il costo aggregato di un determinato pixel dipende anche dal costo aggre-
gato del pixel precedente lungo il cammino orizzontale; si potrebbe quindi ipotizzare
una struttura a pipeline tra più righe, ma non sarebbe facilmente estendibile ad un
elevato numero di pixel a causa delle limitate risorse disponibili.
La seconda opzione richiede di calcolare parallelamente tutti i costi aggregati per
un dato pixel (128 valori di dispartià). Tali costi andrebbero memorizzati tempora-
neamente per tutti i pixel di una riga per tutti i percorsi di aggregazione, in quanto
necessari successivamente nell’elaborazione dei percorsi dei pixel della riga succes-
siva, bisogna quindi attentamente valutare la quantità di memoria disponibile a bordo
della FPGA per memorizzare tali dati.
La terza opzione invece, non presenta nessuna controindicazione, in quanto cia-
scun percorso di aggregazione non dipende dagli altri, ma solo dai dati precedenti
di tale percorso (in particolare i costi del pixel precedente e il minimo trovato lungo
tutto il percorso).
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La strategia di parallelizzazione vincente può risultare dalla combinazione delle
possibili parallelizzazioni. Intuitivamente verrebbe da pensare di eseguire in parallelo
il calcolo dei 128 costi per i 4 percorsi di ogni singolo pixel, ma vedremo che non sarà
quella vincente ne in termini di velocità ne di risorse utilizzate. Per valutare quale
sia la migliore strategia di parallelizzazione, è stato necessario svolgere un attento
studio della quantità di memoria richiesta per memorizzare i dati temporanei e anche
analizzare la complessità delle reti combinatorie risultanti, che influisce direttamente
sulla frequenza di funzionamento del sistema.
La risoluzione video, che si è scelta per quest’architettura, è 640× 480 pixel;
escludendo i 2 pixel sui bordi esterni necessari per la trasformata di Census, la risolu-
zione utile della mappa di dispartià risultante sarebbe 636×476. Siccome la strategia
di aggregazione dei costi di SGM opera per righe sulla immagine di Census, il dato
che interessa in particolare è 636 pixel per riga.
I dispositivi Xilinx ZYNQ 3.1, scelti per l’architettura del sistema, mettono a
disposizione delle BlockRAM da 36 Kbit con doppia porta di accesso sia in lettura
che scrittura, configurabili con parole di diversa ampiezza (32k x 1, 16k x 2, 8k x 4,
4k x 8, 2k x 16, 1k x 32).
La prima strategia di parallelizzazione che si è ipotizzata, consiste nel calcolare
contemporaneamente i costi delle 128 disparità per tutti e 4 i cammini di aggrega-
zione. Per memorizzare i dati temporanei necessari al processo di aggregazione, si
necessita dei seguenti vettori:
• dcost[128][636]: i costi di matching per ogni pixel per ogni valore di disparità;
• path[4][128][636]: i costi di ogni percorso (dei 4 possibili), per ogni pixel per
ogni valore di disparità;
• aggr[128][636]: i costi aggregati per ogni pixel per ogni valore di disparità;
• min[4][636]: i costi minimi per ogni percorso (dei 4 possibili), per ogni pixel
fra tutte le possibili disparità.
Senza entrare nel dettaglio dell’allocazione delle singole BlockRAM, in base alla lar-
ghezza dei dati e alle diverse modalità di accesso in lettura e scrittura, il totale delle
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BlockRAM, solo per questa fase, sarebbe 225, valore decisamente maggiore delle
140 disponibili nel modello ZYNQ Z7020 scelto per questa architettura. Suddividen-
do i dati in modo opportuno sarebbe possibile ridurre le BlockRAM richiese a sole
161, che comunque non rientrerebbe nelle specifiche. Inoltre non bisogna dimenticare
che anche tutti gli altri blocchi funzionali dell’architettura avranno una loro esigenza
di BlockRAM.
Il calcolo dei costi di 128 disparità in parallelo introduce un ulteriore problema
nel momento in cui se ne volesse calcolarne il valore minimo (valore utilizzato per
il pixel successivo lungo il percorso): ne risulterebbe una rete combinatoria molto
estesa, quindi con tempi di propagazione elevati e bassa frequenza di elaborazione.
Per ovviare a questo problema bisognerebbe suddividere tale rete in più cicli di clock
(almeno 3), ma non si potrebbe trarre vantaggio dalla struttura a pipeline che si otter-
rebbe, in quanto ogni elaborazione successiva richiede il minimo calcolato in quella
precedente, e quindi dovrebbe aspettare.
La soluzione individuata consiste nel suddividere il calcolo delle 128 disparità in
4 momenti diversi. Significa quindi calcolare in parallelo 32 disparità per i tutti i 4
cammini. In questo modo vengono comunque richiesti 4 cicli di clock per elaborare
un intero pixel, ma le reti combinatorie si riducono di un fattore 4 (quindi meno ri-
sorse) per il calcolo dei percorsi; inoltre l’albero di minimizzazione è più semplice
dovendo calcolare il minimo tra soli 32 valori. Per trovare il minimo di tutte le 128 di-
sparità viene confrontato il valore calcolato al ciclo precedente con il nuovo minimo
dei 32 valori correnti. Solo nel caso in cui il minimo fosse trovato nell’ultimo gruppo
di 32 valori, si avrebbe una situazione di stallo che richiederebbe l’introduzione di 1
ciclo di clock di ritardo, per permettere il propagarsi di tale valore verso gli ingressi
della rete combinatoria per il calcolo del pixel successivo. Per ovviare a questo pro-
blema si potrebbe passare ad una rete combinatoria a più livelli (esattamente 7) che
permetta di spezzare il problema di calcolo del minimo, in modo che non si crei mai
la situazione di stallo, ma la frequenza di funzionamento dovrebbe quasi raddoppiare
per mantenere gli stessi tempi di elaborazione per pixel. Frequenze alte impongono
vincoli di implementazione che possono essere difficilmente rispettati.
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Modulo generazione dei costi - Cost generation unit
Il modulo di generazione dei costi esegue una scansione delle trasformate di Census
delle immagini sinistra e destra e calcola la distanza di Hamming per 128 valori di
disparità (ovvero confronta un pixel dell’immagine sinistra con i 128 pixel dell’im-
magine destra, partendo dal suo corrispondente e spostandosi a sinistra). I valori dei
pixel dell’immagine sinistra sono memorizzati in un registro a scorrimento da 128
elementi (in quanto ogni pixel successivo dell’immagine destra, viene confrontato
anche con i pixel sinistri usati in precedenza) e il costo è calcolato contando il nu-
mero dei 24 bit che risultano a 1 dopo l’operazione di XOR logico tra ogni coppia
di trasformate di Census. Il conteggio è implementato accumulando il risultato di 4
blocchi LUT a 6 ingressi e 1 uscita, ciascuno dei quali conta un segmento di 6 bit
della XOR sulle trasformate da 24 bit.
Ad ogni ciclo di clock, vengono calcolati i costi per 32 valori diversi di dispa-
rità e memorizzai in una FIFO di uscita. Dopo 4 cicli di clock, tutti i valori delle
128 disparità per un pixel sono completi e si passa ad elaborare il pixel successivo.
Siccome la fase di andata e quella di ritorno operano sui costi in modo molto simi-
le, possono condividere la maggior parte dell’implementazione hardware a meno di
quella parte che si occupa di inizializzare il registro a scorrimento (dovendo operare
in due direzioni differenti).
Modulo di calcolo dei percorsi - Path costs processor
Questo modulo implementa il nucleo dell’algoritmo SGM, ovvero il calcolo dei co-
sti lungo i percorsi Lr(p,d). Come descritto in 4.1.3, contemporaneamente vengono
calcolati i costi dei percorsi per 32 valori di disparità sui 4 percorsi differenti in ogni
fase, usando una struttura a pipeline a 4 livelli. Successivamente i 4 percorsi sono
aggregati sommandoli per essere memorizzati nella FIFO di uscita. Come il calcolo
delle distanze di Hamming, anche questo modulo ha un throughput (tasso di pro-
duttività) di un pixel ogni 4 cicli di clock. (Uno schema parzialmente completo del
moduolo di calcolo dei percorsi, si trova in appenidce B.)
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L’implementazione di un blocco elementare del modulo di calcolo dei percorsi
è illustrato in Fig. 4.5, che segue la formulazione di calcolo dei costi già presentata
nell’equazione 4.3.
Lr(p,d) =C(p,d)+min(Lr(p− r,d),
Lr(p− r,d−1)+P1,Lr(p− r,d+1)+P1, (4.3)
min
i
Lr(p− r, i)+P2)−min
k
Lr(p− r,k)
Questo blocco viene replicato 32 volte per ognuno dei 4 percorsi, per un totale di
128 blocchi che processano parallelamente 32 livelli di disparità. Mentre quasi tutti
gli input sono dipendenti dal valore della disparità d, il minimo, su tutte le disparità
del pixel precedente lungo il percorso, non lo è e quindi non richiede registri tem-
poranei nella pipeline perché viene aggiornata solo ogni 4 cicli di clock al termine
dell’elaborazione di un intero pixel. Il multiplexer inferiore seleziona l’uscita tra il
costo iniziale e quello calcolato lungo il percorso, per gestire correttamente i casi di
bordo che si hanno all’inizio dell’immagine e quindi all’inizio dei percorsi.
I costi calcolati lungo i percorsi r1, r2 e r3, come in Fig. 4.2, sono temporanea-
mente strutturati e memorizzati in opportune BRAM della FPGA, per essere utilizzati
nel calcolo dei pixel della riga successiva. Viceversa, i costi calcolati lungo il percor-
so r0 sono direttamente inviati all’opportuno stadio della pipeline per i pixel adiacenti
lungo la direzione orizzontale.
Oltre ad essere sommati per generare il costo dei cubi parziali, memorizzato nella
memoria esterna DDR attraverso la FIFO di uscita, tutti i costi sono anche caricati
in un albero di funzioni di minimizzazione per estrarre il minimo tra tutti i valori
di disparità (usato nei calcoli successivi del pixel per ogni percorso). Tale albero è
scomposto in pipeline in modo da incrementarne le performance. Il valore del minimo
è continuamente aggiornato in un registro per essere disponibile nell’elaborazione
del pixel successivo. Tuttavia nel caso in cui il minimo per il percorso orizzontale si
venga a trovare nell’ultimo blocco di 32 disparità, bisogna forzare un ciclo di latenza
a tutto il sistema di elaborazione, per dar modo a tale valore di propagarsi attraverso
i registri.
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Figura 4.5: Blocco elementare del modulo di calcolo dei percorsi. In blu la logica
combinatoria, mentre in rosso quella sequenziale ovvero i registri di ritardo.
La fase di andata e la fase di ritorno sono computazionalmente identiche, l’unica
differenza consiste nell’ordine con cui vengono caricati i pixel. Mentre la fase di an-
data inizia dall’angolo superiore sinistro dell’immagine, quella di ritorno presuppone
che il primo pixel processato sia quello nell’angolo inferiore destro. Tuttavia, non è
necessario conoscere quale fase sia correntemente in esecuzione, in quanto l’ordine
dei pixel viene gestito esternamente dal blocco che si occupa dell’interfacciamento
verso la memoria DDR per il trasferimento dei dati.
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Stadio finale - Final stage
Lo stadio finale, o stadio di minimizzazione, ha il compito di calcolare la mappa di di-
sparità con precisione subpixel (i valori di disparità sono rappresentati in fixed-point
con 5 bit di decimali) applicando anche i filtri del secondo minimo e del controllo
sinistra/destra per invalidare i pixel non corretti. La Fig. 4.6 descrive in modo sem-
plificato questo modulo (in particolare omettendo il check L/R che complicherebbe
assai la trattazione).
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Figura 4.6: Schema a blocchi dello stadio finale
Durante la fase di andata lo stadio finale riceve i dati dal modulo di calcolo dei
percorsi e trasferisce tali dati alla memoria DDR esterna per memorizzarli tempora-
neamente. Viceversa, durante la fase di ritorno riceve i dati dal modulo di calcolo
dei percorsi, (32 costi per ogni ciclo di clock) e li aggrega con quelli riletti dalla
memoria esterna, in un unico vettore dei costi aggregati S(p,d) per ogni pixel p.
La disparità d¯ è calcolata come l’indice del valore del vettore che ha valore minimo
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(vedere Eq. 1.13). Questi due compiti sono svolti dal blocco A, che inoltre genera
come uscita anche il valore del costo minimo e quello dei costi vicini per le disparità
d¯−1 e d¯+1. Questi dati sono successivamente elaborati dal blocco B, che introduce
la precisione decimale del valore di disparità del pixel, attraverso un’interpolazione
equiangolare tra i valori dei costi forniti secondo l’Eq. 4.4.
d¯ f rac =
S(p, d¯−1)−S(p, d¯+1)
max(S(p, d¯−1),S(p, d¯+1))−S(p, d¯) (4.4)
Parallelamente, il blocco C si occupa di rimuovere dal vettore S(p,d) il costo
minimo e quello per le disparità d¯− 1 e d¯ + 1, dopodiché calcola il nuovo minimo
sui costi rimanenti. Successivamente viene eseguito un confronto tra il primo mini-
mo moltiplicato per 128 e il secondo minimo moltiplicato per una costante K e sul
risultato di questo confronto viene controllato un multiplexer di uscita selezionando
come valore finale la disparità in virgola fissa oppure un valore di disparità invalido
corrispondente a bit tutti 1.
Il risultato finale della disparità viene memorizzato nella FIFO di uscita, per
essere poi trasferita nella memoria DDR.
Capitolo 5
Analisi dei risultai
In questo capitolo, vengono presentate le caratteristiche finali dell’architettura ogget-
to del progetto di ricerca ed alcuni esempi dei dati forniti in output. Successivamente
si analizzeranno le risorse dell’FPGA utilizzate. Infine si presenta un’analisi compa-
rativa delle performance ottenute rispetto ad altre tipologie di architetture presentate
in letteratura.
5.1 Caratteristiche
La Fig. 5.1 mostra il prototipo, realizzato al termine del progetto di ricerca, per
dimostrare le qualità dell’architettura studiata e progettata.
Le caratteristiche principali dell’architettura realizzata sono:
• 640×480 pixel @ 27fps (bassa latenza)
• Rettificazione delle immagini per ottiche 2.8mm e superiori
• Algoritmo computazionale : trasformata di Census + Semi Global Matching
(8 percorsi) + Minimizzazione e filtri
• 128 livelli di disparità con precisione sub-pixel
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Figura 5.1: Prototipo del sistema di visione stereoscopica.
• Capacità di rettificazione pari a 128 linee, corrispondenti a ottiche maggiori di
2.8 mm
• Architettura basata su Xilinx ZYNQ-7020 SoC (FPGA + dual core ARM Cortex-
A9)
• Dati in output : immagini rettificate sinistra e destra + mappa di disparità
• Interfaccia GigabitEthernet per l’output dei dati
• Bassa potenza (circa 5 W)
• Trigger esterno
• Capacità di elaborazioni di alto livello a bordo del sistema.
L’utilizzo dell’algoritmo SGM ad 8 percorsi (rispetto alla versione a 4 percor-
si più facilmente implementabile) permette di migliorare la qualità della ricostru-
zione tridimensionale in condizioni avverse (bassa luminosità o scarsa texture delle
superfici inquadrate).
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In Fig. B.1, vengono mostrate varie esempi di mappe di disparità calcolate dal
prototipo del sistema realizzato. L’informazione di disparità, è codificata attraver-
so differenti colori, che spaziano dal blu, al verde, al giallo e al rosso al diminuire
del valore. Ricordando che la distanza è inversamente proporzionale alla disparità, si
può riconoscere come la tridimensionalità della scena inquadrata (mostrata nell’an-
golo delle singole immagini) venga correttamente ricostruita. Gli esempi mostrano
sia scenari esterni che interni, con o senza filtri sulla disparità.
(a)
Figura 5.2: (cont.) Esempio di mappa di disparità: a) scenario esterno senza filtri,
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(b)
(c)
Figura 5.1: b) scenario esterno con filtri controllo sinistra/destra e secondo minimo,
(c) scenario interno.
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5.2 Risorse
Una delle caratteristiche che giustifica la bontà della scelta del modello di FPGA, da
utilizzare per un’architettura, sono le percentuali di risorse effettivamente utilizzate,
mostrate in Tab. 5.1.
Tabella 5.1: Utilizzo risorse FPGA.
Risorsa Utilizzate Totali Percentuale
Registri 25223 106400 23 %
LUT 26630 53200 50 %
BRAM (36 kbit) 116 140 83 %
DSP 48 220 21 %
L’utilizzo di registri e LUT si attesta intorno al 50 % permettendo di ottenere una
buona implementazione che garantisce frequenze di funzionamento elevate. L’utiliz-
zo delle BlockRAM è molto elevato, maggiore del 80 %, ed è il risultato di un attento
studio per trovare il giusto compromesso tra prestazioni e risorse utilizzate. In Tab. 5.2
viene dettagliatamente descritta l’allocazione delle BlockRAM utilizzate da ciascun
blocco funzionale dell’architettura. Si può notare come il 43 % delle BlockRAM di-
sponibili è utilizzato dal blocco di generazione dei costi di SGM, il 29 % è usato dalla
stadio di rettificazione, il 9 % per la comunicazione con la memoria esterna e solo 1 %
per la trasformata di Census. La maggior parte delle BlockRAM del blocco SGM so-
no usate per memorizzare i costi precedenti lungo ogni cammino e la loro quantità
dipende dalla larghezza dell’immagine e dal numero di disparità supportate. Si po-
trebbe pensare di allocare ogni ulteriore BlockRAM da 36 Kbit per la rettificazione,
aumentando il corrispondente buffer di circa 6 linee ciascuna, ma così facendo si rag-
giungerebbe una percentuale di utilizzo talmente alta, da penalizzare le prestazioni di
implementazione, diminuendo la frequenza massima di funzionamento.
La fase di implementazione produce le seguenti frequenze di funzionamento per
i 3 dominii di clock utilizzati:
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Tabella 5.2: Allocazione delle BlockRAM.
BlockRAM 18Kbit BlockRAM 36Kbit
Layout N % N %
Camera L&R
Canali AXI 64bit x 512 0 0% 6 4%
Rettificazione 8bit x 20480 0 0% 40 29%
Census 8bit x 2048 2 1% 0 0%
SGM
Canali AXI 64bit x 512 0 0% 7 5%
Costi iniziali 160bit x 512 1 1% 2 2%
Costi aggregati 256bit x 512 0 0% 4 3%
Temporanee 32bit x 512 2 1% 0 0%
Costi Minimi 8bit x 512 2 1% 0 0%
Percorsi 234bit x 512 8 3% 48 35%
TOT
17 6% 107 77%
2 x 18Kbit = 1 x 36Kbit 116 83%
Allocazione delle BlockRAM tra i vari blocchi funzionali. I canali AXI rap-
presentano le risorse allocate per la comunicazione con la memoria esterna DDR.
Ogni BlockRAM da 36Kbit, puó essere utilizzata come due BlockRAM da 18Kbit;
l’ultima riga della tabella rappresenta l’utilizzo totale delle BlockRAM disponibili.
• 26.7 MHz – Acquisizione, dedistorsione, rettificazione e Census, sincroni con
il clock di acquisizione dalla telecamera;
• 100 MHz – Pipeline di elaborazione SGM;
• 150 MHz – Comunicazione con la memoria esterna DDR.
questi valori di frequenza sono compatibili con l’hardware disponibile e permettono
di ottenere tranquillamente una frequenza di funzionamento dell’architettura pari a
27 fps.
Un’altra risorsa che ha richiesto un attento studio in fase di progettazione, è stata
l’allocazione della banda di trasferimento disponibile con la memoria esterna DDR.
Il traffico con la memoria è dettagliato in Tab. 5.3. La maggior parte della banda è
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consumata per memorizzare e rileggere i costi aggregati parziali durante le fasi di
andata e ritorno: l’architettura sviluppata può essere configurata per eseguire la sola
fase di andata (SGM a 4 percorsi) eliminando quindi la necessità di memorizzare i
dati intermedi (in modo analogo a quanto descritto in [29]) e funzionare a frame-
rate più elevati, ma ciò a discapito della qualità della mappa di disparità in quando
l’approccio a 2 passi è essenziale per produrre risultati consistenti anche in scenari di
utilizzo sfavorevoli.
5.3 Prestazioni rispetto allo stato dell’arte
Un confronto delle prestazioni tra l’architettura sviluppata e altre implementazioni
SGM disponibili in letteratura è presentata in Tab. 5.4. Siccome i vari lavori presenta-
ti, operano su immagini di dimensioni differenti e anche su numero di livelli dispartià
diversi, come metrica di confronto si è utilizzato il disparity rate, ovvero il numero di
disparità che il sistema è in grado di valutare ogni secondo; in questo modo vengono
equamente pesate: la dimensione dell’immagine, il frame rate di funzionamento e il
numero di livelli dispartà.
Si sono prese in considerazione anche architetture di elaborazione basate su CPU
e GPU per dimostrare come questo sistema embedded sia in grado di raggiungere
prestazioni in linea con tipologie hardware diverse. Le prestazioni raggiunte da que-
Tabella 5.3: Traffico con la memoria esterna DDR.
Forward pass Backward pass
Data Read Write Data Read Write
HP0 S f wd (p, [0−31]) - 0.58 GB/s (41%) S f wd (p, [0−31]) 0.58 GB/s (47%) -
HP1 S f wd (p, [32−63]) - 0.58 GB/s (41%) S f wd (p, [32−63]) 0.58 GB/s (47%) -
HP2 S f wd (p, [64−95]) - 0.58 GB/s (41%) S f wd (p, [64−95]) 0.58 GB/s (47%) -
HP3 S f wd (p, [96−127]) - 0.58 GB/s (41%) S f wd (p, [96−127]) 0.58 GB/s (47%) -
ACP LUTs, RL , RR ,CL ,CR 0.27 GB/s (22%) 0.27 GB/s (22%) CL ,CR , D¯ 0.21 GB/s (18%) 0.053 GB/s (4%)
DDR All 0.27 GB/s (60%) 2.6 GB/s (60%) All 2.5 GB/s (59%) 0.053 GB/s (1%)
La massima banda utilizzata su ciascun canale AXI, connesso verso il controllore
della memoria DDR, è 0.58 GB/s per la lettura e 2.6 GB/s per la scrittura.
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sta architettura si collocano ai livelli più elevati; sebbene due soluzioni offrono un
disparity rate più alto [27, 29] e una essenzialmente identico [25], tutte richiedono
dispositivi hardware considerevolmente più costosi con consumi di potenza di uno o
due ordini di grandezza maggiori. In particolare la soluzione che raggiunge il mag-
giore disparity rate [29], sfrutta un’implementazione di SGM basata su soli 4 percorsi
di aggregazione, restituendo quindi mappe di disparità meno precise in molti scenari
di utilizzo reale.
Tabella 5.4: Confronto delle implementazione di algoritmi di ricostruzione
stereoscopica
Implementazione Piattaforma hardware Algoritmo
Dim.
Immagine
[px]
Tempo
[ms]
Disparity
rate
[106/s]
Gehrig ECVW10 [24] Intel® Core™ i7 975 EX @ 3.3 GHz CT + SGM (8) + MF + L/R 640×320@128 224 117
Broggi IROS11 [25] Intel® Core™ i7 920 @ 3.20 GHz CT + SGM (8) + L/R 640×320@128 27 970
Hirschmüller ISVC10 [26] NVIDIA® GeForce™ 8800 Ultra HMI +SGM (8) +MF +L/R 640×480@128 238 165
Nedevschi IV10 [9] NVIDIA® GeForce™ GTX 280 CT + SGM (8) + L/R + MF 512×383@56 19 578
Banz ICCV11 [27] NVIDIA® Tesla C2050 RT + SGM (8) +MF 640×480@128 16 2457
Gehrig ICVS09 [28] Xilinx® Virtex-4 FX140 ZSAD + SGM (8) + L/R 2×340×200@64 40 218
Banz SAMOS10 [29] Xilinx® Virtex-5 LX 220T-1 RT + SGM (4) + L/R + MF 640×480@128 9.7 4053
this paper Xilinx® Zynq™ 7020 CT + SGM (8) + L/R + 2ndmin 640×480@128 33 1192
Panoramica delle implementazioni SGM valutate; tra parentesi il numero di percorsi
di aggregazione. Sono utilizzate diverse funzioni di costo , descritte come: trasforma-
ta di Census (CT), trasformata del rank (RT), hierarchical mutual information (HMI),
e zero-mean sum of absolute differences(ZSAD). L/R indica il controllo di consisten-
za sinistra-destra, MF il filtraggio mediano e 2ndmin il filtro sul rapporto fra minimo
e 2o minimo.
Conclusioni
La ricostruzione tridimensionale è un campo di ricerca molto studiato e seguito sia
in ambito accademico che industriale/commerciale. Questo progetto di ricerca ha af-
frontato lo studio, lo sviluppo e l’ingegnerizzazione di un sistema embedded di visio-
ne stereoscopica in grado di fornire una ricostruzione tridimensionale densa, senza
l’ausilio di un elaboratore tradizionale, per compiti di sorveglianza, automazione e
sicurezza.
L’attività del primo anno di ricerca, volta alla definizione delle specifiche del
progetto, ha affrontato le seguenti tematiche:
• studio dell’architettura del sistema embedded: si è scelta una moderna tecno-
logia SoC (System On Chip) che integra in un unico chip una FPGA (per le
elaborazioni più onerose quali la disparità stereo) e un microprocessore ARM
dual-core (per le attività di elaborazione di più alto livello);
• valutazione algoritmi di visione stereo (basandosi sullo stato dell’arte), pro-
ponendo una versione ottimizzata dell’algoritmo SGM unita allo sviluppo di
nuovi filtri di post-elaborazione per aumentare l’accuratezza e la qualità della
disparità stereo.
Durante il secondo anno, sono stati affrontati sia la progettazione elettronica del si-
stema embedded, sia lo studio e l’analisi dell’algoritmo di elaborazione stereo, per
svilupparne una implementazione su architettura FPGA (massivamente parallela).
L’ultimo anno è stato dedicato all’ingegnerizzazione del sistema, per arrivare ad
un prototipo funzionante, e parallelamente si sono studiati e sviluppati i filtri post-
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elaborazione. Inoltre sono state analizzate applicazioni reali per dimostrare l’utilità
del sistema ai fini di sorveglianza, automazione e sicurezza.
I vantaggi offerti da questo sistema si misurano in termini di prestazioni, dimen-
sioni, potenza richiesta, costi rispetto a sistemi basati su personal computer o GPU
attualmente utilizzati.
Possibili sviluppi futuri, riguardano lo studio e sviluppo di applicazioni intelli-
genti per automazione e sorveglianza, che possano essere elaborate direttamente a
bordo dell’architettura studiata, senza l’ausilio di elaboratori tradizionali esterni.
Appendice A
Circuito elettronico
Di seguito sono riportati gli schematici principali che descrivono il circuito elettroni-
co sviluppato per realizzare il prototipo del sistema di visione stereoscopico.
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(a)
Figura A.1: (cont.) Schematico del circuito elettronico del sistema: (a) stadio di
elaborazione,
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(b)
Figura A.0: (b) sensori video,
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(c)
Figura A.-1: (c) stadio di alimentazione.
Appendice B
Schema a blocchi del modulo di
aggregazione dei costi
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(a)
Figura B.1: (cont.) Schema a blocchi del modulo di aggregazione dei costi: (a) una
porzione delle modulo di aggregazione dei costi (si possono individuare le FIFO di
ingresso e uscita ed una parte dei 32 blocchi che implementano la funzione di calcolo
del costo minimo lungo un cammino),
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(b)
(c)
Figura B.0: (b) funzione di calcolo del costo minimo per un generico cammino, (c)
funzione di calcolo del costo minimo specializzata per il cammino orizzontale, dove
la propagazione del minimo precedente rappresenta il percorso critico.
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