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Abstract
We study the transition from flat to wrinkled region in uniaxially stretched thin elastic
film. We set up a model variational problem, and study energy of its ground state. Using
known scaling bounds for the minimal energy, the minimal energy can be written as a
minimum of the underlying (convex) relaxed problem plus a term, which grows linearly in
the thickness of the film. We show that in the limit of vanishing thickness the prefactor in
the scaling law for the original problem can be obtained by minimization of simpler scalar
constrained variational problems.
1 Introduction
In the last few years understanding the behavior of deformed thin elastic sheets has attracted a
lot of attention both in the mathematics and physics communities (see, e.g., [10] and references
therein). Both physical and mathematical approach have a common starting point – they
consider a minimization of a suitable elastic energy, which in a simplified setting consists of
a non-convex “membrane energy” plus a higher-order singular perturbation representing the
“bending energy.” Since the energy is non-convex there can be many local minimizers or even
non-minimizing stationary points, and so we should not use just the local optimality conditions
(Euler-Lagrange equations). One possible approach to the problem is to guess specific form of
a minimizer, and use this ansatz to find a deformation with minimal energy in this restricted
(usually much smaller) class of deformations – this approach is often favored by physicists (see,
e.g., [13, 14]).
Different approach to the minimization of non-convex variational problem is to focus on (i)
the minimum value of the energy, and (ii) the properties of low-energy states. This idea is often
used to study energies which depend on some small or large physical parameter (or possibly
several parameters), with the minimum of the energy estimated in terms of this parameter
(often as a power-law). Such an approach was first introduced by Kohn and Mu¨ller in [19, 20]
to study a model problem for the fine scale structure of twinning near an austenite–twinned-
martensite interface, where they identified a scaling law for the energy minimum in terms of
material parameter. Since then this approach was successfully applied to many variational
problems arising in material science [7, 8, 9].
The present paper is motivated by the study of deformations of an annular elastic thin film
(see [3, 13, 14, 15]). Dead loads applied both on the inside and outside boundary cause the
film to wrinkle in some region. Indeed, if the loads inside are large enough compared to the
loads on the outer boundary, the deformation in the radial direction forces the concentric circles
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of the material near the inner boundary to decrease their length by more than is required by
the Poisson ratio of the material. Therefore, the membrane needs to waste this excess in the
circumference either by compression or by buckling out of plane, contributing to the energy
with some amount that depends on h, the thickness of the film. In [3], Kohn and the author
identify the optimal scaling law for the energy. More precisely, it is shown that the minimum of
the average energy per unit thickness satisfies E0 + C0h ≤ minEh ≤ E0 + C1h, where E0 is the
energy required to stretch the film radially and the next term (linear in h) is the correction due
to wrinkling. In contrast, the construction used in [14] requires energy at least E0 + Ch log h,
which is suboptimal for small enough h.
As mentioned above the sheet prefers to wrinkle near the inner boundary because in there
some arclength in the circumferential direction should be wasted. In fact, there are two regions
– the inner region where the arclength should be wasted and the outer region where the sheet
is stretched biaxially. These two regions are basically separated by a circle (“free boundary”),
and the amount of arclength to be wasted in the inner region growths linearly in the distance
from this circle. The ansatz used in [14] assumes that the number of wrinkles is constant,
which together with the linear growth of the wasted arclength causes additional logarithm in
the scaling law, whereas the construction used in [3] increases the number of wrinkles near the
transition from wrinkled to planar region.1 Though the cascade of wrinkles used in [3] achieves
the optimal scaling for the energy, it is not clear whether such a construction is necessary.
To understand better what happens in the transition region we set up a toy problem, which
should be simple enough to allow an analysis beyond the scaling law, but which should still
possess all the important features of the original problem. We consider an elastic thin film which
is stretched in one direction, and in the other direction it wants to be stretched in half of the
domain and needs to waste some arclength in the rest of the domain. To correctly model the
setting, we assume that the amount by which the sheet is stretched (or the amount of arclength
it needs to waste) is a linear function of the distance to the transition region.
If minEh denotes the minimum of the elastic energy for the sheet of thickness h, using the
same approach as in [3] one can show that 1h(minEh − E0) is bounded from above and away
from 0 independently of the thickness. In the present paper we go a step further – we show that
the limit limh→0
1
h(minEh − E0) exists and that its value can be characterized by minimization
of simpler (scalar) constrained variational problems. In other words, we prove that minimal
values of the rescaled energies (Eh − E0)/h have the same limit as minimal values of simpler
scalar constrained functionals. It is then natural to ask whether a similar statement holds for
minimizers, i.e., whether (possibly properly rescaled) minimizers of Eh converge (in some sense)
to minimizers of scalar constrained functionals. We would like to address this question (using
methods of Gamma-convergence) in a future work.
To put our work in its proper context, let us mention related (both mathematics and physics)
articles. In the mathematical community, there has been done a lot of work on scaling laws
for problems arising in elasticity of thin films. We mention study of compressed thin films
on a substrate (see [22] and [1] for two different settings) and of compressed thin film blisters
[4, 5, 17, 18], study of a cascade of wrinkles at the edge of floating elastic sheet [21] (its motivation
comes from [16]) and work on elastic thin sheets with prescribed non-euclidean metric [2]. In all
these problems, as h → 0, deformations develop a microstructure. In particular, it is expected
that minimizers have complicated structure, due to which it is very difficult to study (or at least
guess) the exact form of a minimizer – hence in these problems it is hard to obtain more than
just the energy scaling law.
In a recent work, Brandman, Kohn, and Nguyen [6] studied conical singularities in thin
1As a matter of fact, if the amount of arclength would grow slower (e.g. quadratically in the distance), both
constructions would achieve the same scaling law, and there would be no reason to vary the number of wrinkles.
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elastic sheets (so called “d-cone” problem). Since in this setting minimizers (as h→ 0) do not
develop a microstructure (but rather a point singularity), it is possible to go little bit further
and obtain the optimal prefactor in the energy scaling law (Olbermann and Mu¨ller [23] even
managed to study the next term in the asymptotic expansion in h of the ground state energy).
Finally, let us mention two more mathematical studies of ground states in problems where
microstructure is expected. In [11], Conti studied asymptotic behavior of a ground state for
the “Kohn-Mu¨ller” energy (see [20]). He used clever local constructions to obtain local energy
bounds to show that the ground state is asymptotically self-similar. In a different setting, Otto
and Viehmann [24] analyzed the ground state energy of a ferromagnetic bulk sample with strong
uniaxial anisotropy in a regime featuring domain branching. At first glance, this work looks
very similar to ours – they also anisotropically rescale the energy by the expected microstructure
length scale and study the rescaled problem. But compare to our setting, they obtain simplified
variational problems defined on a fixed domain, whereas due to a non-local constraint we need
to consider energies defined on a sequence of increasing domains.
Compared to our problem, in physics literature there are works with very similar physical
setting, but are interested in different questions and use different methods – as already men-
tioned, starting from an ansatz, they look for explicit solutions and study their asymptotic
properties. In [12], Davidovitch studied transition between wrinkled profiles with different peri-
ods at two opposite sides of a rectangular sheet, which is stretched in the transversal direction.
He was mainly interested in the dependence of the length scale of wrinkles on the position and
the boundary conditions. A similar question was addressed in [25], where the authors studied
behavior of one “building block” – a deformation, which has wrinkled profile with period 1
and 3 at two opposite sides of a rectangular sheet. To finish, we mention [14, 13, 15], where
stretching of an annular elastic sheet was studied.
The rest of this Introduction gives a brief overview of our main achievements and organiza-
tion of the paper. We start Section 2 with the proper definition of the elastic energy Eh. After
that, we state our main result – Theorem 1, which basically says
lim
h→0
minEh − E0
h
= σ ∈ (0,∞), (1.1)
where σ = infL>0minu SL(u) and {SL(u)}L>0 is a family of scalar variational functionals, which
are minimized over some restricted set of functions AL (see (2.4)). To study minimization of Eh
we first perform an anisotropic rescaling by a factor L := h−1/2 in the y-variable (see Section 3
for the motivation for the rescaling and the actual rescaling).
To prove (1.1), in Section 4 we show the upper bound
lim sup
h→0
h−1(minEh − E0) ≤ σ.
More precisely, for any ǫ > 0 and any h ∈ (0, h(ǫ)), we construct a test deformation for Eh
with energy smaller than E0 + (σ + ǫ)h. Our construction is based on u, a minimizer of SL(u).
In particular, for the construction we require some regularity estimates for u, which are the
content of Theorem 2.
In Section 5 we prove the matching lower bound
lim inf
h→0
h−1(minEh − E0) ≥ σ.
Given h > 0 and any deformation (w, u3) (which satisfies the boundary condition), we use u3
to construct a test function u ∈ AL for SL such that h−1(Eh(w, u3) − E0) ≥ SL(u) plus an
error, which goes to 0 as h → 0. Since u should belong to AL, we show that either the energy
3
Eh(w, u3) is too large, or u3 almost belongs to AL. In the latter case, we slightly modify u3 to
obtain u ∈ AL (see Lemma 5.1) while not increasing its energy too much.
Section 6 is devoted to the proof of Theorem 2. Fixing L ≥ 1, we study minimization
of SL. We show existence of a minimizer, and study its regularity. Using Fourier series in
the y-variable we rewrite the functional SL and its minimizer u, and express u in terms of its
Fourier coefficients ak = ak(x). We then study properties of ak, in particular we derive an ODE
for ak. Observing an important role for quantities µk defined through a
′
k = µkakk
2, we show
exponential decay of frequencies with short wavelengths (large k), which in turn implies the
desired regularity estimates. Finally, in the last section we present the proof of Lemma 5.1.
Notation: Unless explicitly stated, all the functions W1,W2, U3 and w1, w2, u, u3, v will be
periodic in the y-variable with period equal to the size of their domain of definition. By C,C1, . . .
we will denote universal constants (always independent of L), which can possibly change their
value from line to line. Also, by a . b, a & b, a ∼ b, we will mean a ≤ Cb, a ≥ Cb,
b/C ≤ a ≤ Cb, respectively.
2 Setting and the main result
In this section we define the energy Eh together with the assumptions we put on proper defor-
mations. Before we state our main results, we shortly discuss the form of the energy and the
motivation for the anisotropic rescaling.
Let us now describe the precise setting. We consider a rectangular sheet (−a, a) × (−b, b)
with prescribed non-euclidean metric of the formm(x, y) = dx2+(1+κx) dy2 (i.e., the reference
configuration is not stress-free). Moreover, we assume the sheet is stretched in the x-direction
(by applying dead loads at x = ±a) and the deformation is periodic in the y-direction. Finally,
we use a small-slope geometrically linear (Fo¨ppl-von Ka´rma´n) approximation for the elastic
energy of the film. The average energy per unit thickness we consider has the form:
ˆ a
−a
ˆ b
−b
∣∣∣∣e(W ) + 12∇U3 ⊗∇U3 − κxe2 ⊗ e2
∣∣∣∣2+h2 ∣∣∇2U3∣∣2 dxdy−T
ˆ b
−b
W1(1, y)−W1(−1, y) dy,
where W = (W1(x, y),W2(x, y)) : [−a, a] × [−b, b) → R2 is the in-plane displacement with
e(W ) = (∇W +∇tW )/2 being its symmetric gradient, and U3 = U3(x, y) : [−a, a]× [−b, b)→ R
is the out-of-plane displacement. We assume that the thickness of the film h > 0, κ > 0
describes the amount of shrinking in the metric, and we applied dead loads of strength T > 0.
We assume W and U3 satisfy the periodic boundary conditions, i.e., W and U3 are 2b-periodic
functions in the y-variable.
Using rescaling (W (x, y), U3(x, y)) = (κ
−1Wˆ (κx, κy), κ−1Uˆ3(κx, κy) we see that without loss
of generality we can assume κ = 1. Similarly, using rescaling (W,U3) = (TWˆ , T
1/2Uˆ3) we can
assume that T = 2. Finally, to simplify the notation we will assume that a = b = 1, i.e. we
consider only the domain [−1, 1]× [−1, 1) (as we will see, this restriction will not play any role
in the argument). Assuming this, for h > 0 we define
Eh(W,U3) :=
1
2
ˆ 1
−1
ˆ 1
−1
∣∣∣∣e(W ) + 12∇U3 ⊗∇U3 − xe2 ⊗ e2
∣∣∣∣2+h2 ∣∣∇2U3∣∣2 dxdy−
ˆ 1
−1
W1(1, y)−W1(−1, y) dy,
(2.1)
where (W,U3) are as above (2-periodic functions in the y-variable), and the energy is normalized
per unit length in the y-variable (hence the prefactor 1/2).
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Based on similar arguments as in [3] it is expected that there exist a number E0 and two
constants 0 < C0 < C1 <∞ such that for any h > 0:
E0 +C0h ≤ min
(W,U3)
Eh(W,U3) ≤ E0 + C1h. (2.2)
In our setting, the number E0 = −5/3 is the minimum of the relaxed energy
1
2
[ˆ
Ω′
(e(W )− κxe2 ⊗ e2)2+ dxdy − 2
ˆ 1
−1
W1(1, y)−W1(−1, y) dy
]
,
where (A)+ := minM≥0 |M+A| denotes the non-negative part of the matrix. To prove the right-
hand side inequality one constructs a deformation with energy less than E0 + C1h. It is easy
to see that this deformation should have small (ideally vanishing) out-of-plane displacement U3
in the region x < 0. Moreover, a simple scaling argument suggests that wrinkles near x = 1
should have length scale of order h1/2. To study the limit as h→ 0, we prefer this length scale
to be of order 1. To achieve this we rescale anisotropically in the y-variable by a factor h−1/2.
Using this method we obtain our main result:
Theorem 1. There exists 0 < σ <∞ such that
lim
h→0
min(W,U3)Eh(W,U3)− E0
h
= σ,
where we minimize over functions W = (W1,W2), U3 : [−1, 1] × [−1, 1) → R, which are 2-
periodic in the y-variable, and E0 := −5/3. Moreover,
σ = inf
L>0
σL,
where
SL(u) :=
ˆ 1
0
 L
−L
u2,x + u
2
,yy dxdy, σL := inf
u∈AL
SL(u) (2.3)
with
AL :=
{
u : [0, 1] × [−L,L)→ R, u(0, ·) = 0,
for (a.e.) x ∈ [0, 1] : u(x, ·) is 2L−periodic and ffl L−L u2,y(x, y) dy = 2x
}
. (2.4)
In the proof of Theorem 1 we will need some properties of a global minimizer (ground state)
of the energy defined in (2.3), which should hold independently of L ≥ 1:
Theorem 2. Let L ≥ 1. Then there exists a global minimizer u ∈ AL of the energy
SL(u) =
ˆ 1
0
 L
−L
u2,x + u
2
,yy dxdy,
u is odd in the y-variable, and for every x ∈ (0, 1) satisfies:
 L
−L
u2(x, y) dy ≤ Cx2(| ln x|+ 1), (2.5)
 L
−L
u2,x(x, y) dy ≤ C(| ln x|+ 1), (2.6)
 L
−L
u2,xx(x, y) dy ≤ Cx−2(| ln x|7 + 1), (2.7)
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 L
−L
u2,xy(x, y) dy ≤ Cx−1(| ln x|2 + 1), (2.8)
 L
−L
u2,yy(x, y) dy ≤ C(| ln x|+ 1), (2.9)
 L
−L
u2,xyy(x, y) dy ≤ Cx−2(| ln x|3 + 1), (2.10)
where C does not depend on L.
3 Rescaling and some heuristics
In this section we will perform the anisotropic rescaling in the y-variable and compute the
rescaled energy R(w, u3). After that we present some heuristic arguments to identify which
terms in the rescaled energy R are important (i.e., the ones which in the end contribute to SL)
and which are not important (i.e., those which vanish in the limit h → 0). We conclude this
section with some simple observations (Lemma 3.1) about σL for different L, which we will need
later.
Let h > 0 be fixed. Given (W,U3), periodic functions in y, we define a rescaled deformation
(w, u3), defined in the rescaled domain
Ω := [−1, 1] × [−L,L], L := h−1/2
by
w1(x, y) := W1(x,L
−1y),
w2(x, y) := LW2(x,L
−1y),
u3(x, y) := LU3(x,L
−1y).
We express the energy Eh(W,U3) using the rescaled deformation w1, w2, u3:
Eh(W,U3) =
ˆ 1
−1
 1
−1
∣∣W1,x + U23,x/2∣∣2 + 12 |W1,y +W2,x + U3,xU3,y|2 + ∣∣W2,y + U23,y/2 − x∣∣2 dxdy
+ h2
ˆ 1
−1
 1
−1
U23,xx + 2U
2
3,xy + U
2
3,yy dxdy − 2
 1
−1
W1(1, y)−W1(−1, y) dy
=
ˆ 1
−1
 L
−L
∣∣w1,x +L−2u23,x/2∣∣2+L−22 ∣∣L2w1,y + w2,x + u3,xu3,y∣∣2 + ∣∣w2,y + u23,y/2 − x∣∣2 dxdy
+ L−4
ˆ 1
−1
 L
−L
(
L−2u23,xx + 2u
2
3,xy + L
2u23,yy
)
dxdy − 2
 L
−L
w1(1, y)− w1(−1, y) dy
=
ˆ 1
−1
 L
−L
(
w1,x + L
−2u23,x/2− 1
)2 − 1 dxdy + ˆ 0
−1
 L
−L
|w2,y + u23,y/2 − x|2 dxdy
(3.1)
+
ˆ 1
0
 L
−L
|w2,y + u23,y/2− x|2 dxdy (3.2)
+ L−2
ˆ 1
−1
 L
−L
∣∣L2w1,y + w2,x + u3,xu3,y∣∣2 /2 dxdy (3.3)
+ L−2
ˆ 1
−1
 L
−L
u23,x + u
2
3,yy dxdy (3.4)
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+ L−4
ˆ 1
−1
 L
−L
2u23,xy + L
−2u23,xx dxdy (3.5)
=: RL(w, u3), (3.6)
where the term
(
w1,x + L
−2u23,x/2− 1
)2
in (3.1) is obtained by writing w1(1, y) − w1(−1, y) =´ 1
−1w1,x dx and by completing the square (after collecting different terms).
We see that all terms in (3.1-3.5) (up to a constant term in (3.1)) are non-negative. Hence,
to minimize the energy it is important to understand (or at least guess) which terms can be
made small (of order less than h = L−2), and which terms will in the end contribute to the
limiting energy. Heuristically we expect that (at least for large L):
• the term (w1,x + L−2u23,x/2− 1)2 from (3.1) is small and w2,y + u23,y/2 ≈ 0 in [−1, 0] ×
[−L,L], therefore terms from (3.1) should behave like E0:
ˆ 1
−1
 L
−L
(
w1,x + L
−2u23,x/2− 1
)2 − 1 dxdy + ˆ 0
−1
 L
−L
|w2,y + u23,y/2− x|2 dxdy
≈
ˆ 1
−1
 L
−L
−1 +
ˆ 0
−1
 L
−L
x2 dx = E0;
• w2,y + u23,y/2 ≈ x in [0, 1] × [−L,L] and −L2w1,y ≈ w2,x + u3,xu3,y in [−1, 1] × [−L,L],
and so both (3.2) are (3.3) are small. Because of the first requirement and periodicity of
w2 in y one has
ffl L
−L u
2
3,y/2 dy ≈ x−
ffl L
−Lw2,y dy = x;
• term (3.5) includes a small prefactor L−4 (small compared to L−2), and will not need to
be considered.
Altogether we expect that if w1, w2, u3 has (almost) optimal energy RL, then
RL(w, u3) = E0 + L−2
ˆ 1
0
 L
−L
u23,x + u
2
3,yy dxdy + o(L
−2),
and u3 has to satisfy
ffl L
−L u
2
3,y(x, y) dy ≈ 2x. We observe that this is consistent with (and, in
fact, precise version of this statement is equivalent to) Theorem 1.
Before we start with the proof of Theorem 1, let us show the following simple properties of
σL:
Lemma 3.1. Let L > 0, α ≥ 1, and N ∈ N. Then
σαL ≤ α2σL (3.7)
and
σNL ≤ σL. (3.8)
Moreover,
sup
L≥1
σL ≤ 4σ1, (3.9)
and
σ = inf
L≥1
σL = lim
L→∞
σL. (3.10)
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Proof. Given ǫ > 0, let u ∈ AL be such that SL(u) ≤ σL + ǫ. We define v(x, y) := αu(x, α−1y)
and observe that v ∈ AαL. Then
σαL ≤ SαL(v) =
ˆ 1
0
 αL
−αL
v2,x+v
2
,yy dxdy =
ˆ 1
0
 L
−L
α2u2,x+α
−2u2,yy dxdy ≤ α2SL(u) ≤ α2(σL+ǫ).
Since ǫ > 0 was arbitrary, (3.7) follows. To prove (3.8), it is enough to observe that for
u ∈ AL, one can use periodicity of u in the y-variable to define periodic extension u¯ of u in
[0, 1] × [−NL,NL] such that SL(u) = SNL(u¯).
Relation (3.9) immediately follows from (3.7) and (3.8), and so it remains to prove (3.10).
Using (3.8) we see that infL>0 σL = infL≥1 σL = lim infL≥1 σL, in particular the first equality
in (3.10) follows. Hence, to prove the second equality in (3.10) it is enough to show that
limL→∞ σL = lim infL→∞ σL.
Given ǫ > 0 and a (large) integer N0, let L0 ≥ 1 be such that σL0 ≤ σ + ǫ. For any
L ≥ N0L0 we define N := ⌊L/L0⌋ and α := L/(NL0). Since NL0 ≤ L < (N + 1)L0, we have
1 ≤ α < 1 + 1/N ≤ 1 +N−10 . Then
σL = σαNL0
(3.7)
≤ α2σNL0
(3.8)
≤ α2σL0 ≤ (1 +N−10 )2(σ + ǫ).
In particular, we see that for all L ≥ N0L0 we have σL ≤ (1 +N−10 )2(σ + ǫ), which concludes
the proof since ǫ > 0 and integer N0 can be chosen arbitrarily.
4 Upper bound
To prove the upper bound
lim sup
h→0
min(W,U3)Eh(W,U3)− E0
h
≤ σ
we use a global minimizer (ground state) u of SL (existence of which is granted by Theorem 2)
to define deformation (w1, w2, u3). To estimate the energy RL(w, u3) (see (3.6)), we will need
regularity estimates of a ground state u of SL, which are the content of Theorem 2.
Let ǫ > 0 be fixed. To prove the upper bound it is enough to show that there exists hǫ > 0
such that for every 0 < h ≤ hǫ we have
1
h
(
min
(W,U3)
Eh(W,U3)− E0
)
≤ σ + ǫ.
Since by (3.10) limL→∞ σL = σ, we fix Lǫ ≥ 1 such that for every L ≥ Lǫ we have σL ≤ σ+ ǫ/2.
We define hǫ := (NǫLǫ)
−2, where Nǫ is a large integer to be chosen later. Then for h ∈ (0, hǫ)
we can find L0 ∈ [Lǫ, 2Lǫ] and an integer N ≥ Nǫ such that
h−1/2 =: L = NL0.
Further let u ∈ AL0 be a ground state of SL0 . Thenˆ 1
0
 L0
−L0
u2,x + u
2
,yy dxdy = σL0 ≤ σ + ǫ/2 (4.1)
and u satisfies (2.5-2.10).
For the rest of Section 4, h, N , L0, and u will stay fixed. In the next part (Section 4.1) we
use u to define w1, w2, u3. We then show periodicity in y of w1, w2, u3, so that we can use them
as (proper) test deformation for RL. In Section 4.2, we conclude the proof of the upper bound
by estimating all the terms in RL(w, u3).
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4.1 Definition and periodicity of (w, u3)
Let ϕ : (−∞,∞) → [0, 1], ϕ|(−∞,1/2] = 0, ϕ|[1,∞) = 1 be a smooth cutoff function. Then for
given 0 < δ < 1 we define a rescaled cutoff function
ϕδ(x) := ϕ(x/δ), x ∈ [−1, 1].
Using ϕδ we define for (x, y) ∈ [−1, 1] × [−L,L]
u3(x, y) := ϕδ(x)u(x, y),
w2(x, y) := ϕ
2
δ(x)xy −
ˆ y
0
u23,y(x, y
′)/2 dy′ = ϕ2δ(x)
(
xy −
ˆ y
0
u2,y(x, y
′)/2 dy′
)
,
w1(x, y) := x− L−2
ˆ y
0
w2,x(x, y
′) + u3,x(x, y
′)u3,y(x, y
′) dy′,
(4.2)
where u is a ground state of SL0 (which is odd in the y-variable), extended periodically to
[0, 1]× [−L,L] (originally it was defined only in [0, 1]× [−L0, L0]), and by 0 to [−1, 0]× [−L,L].
We observe that for −1 ≤ x ≤ δ/2 we have u3(x, y) = 0, hence w2(x, y) = 0 and w1(x, y) = x.
Before we estimate all the terms in the energy RL(w, u3) we want to verify that u3, w1, w2 are
2L-periodic functions in the y-variable. In fact, we will show that they are y-periodic with
period 2L0.
Indeed, since u is 2L0-periodic in y, so is u3. To show that w1 and w2 are periodic we
use the following simple fact: a differentiable function f is λ-periodic if f ′ is λ-periodic and
f(t) = f(t+ λ) for some t. We compute
w2(x,L0)− w2(x,−L0) = ϕ2δ(x)
(
2L0x− 1
2
ˆ L0
−L0
u2,y(x, y) dy
)
= 0,
where we used that
ffl L0
−L0
u2,y(x, y) dy = 2x. Moreover, w2,y(x, y) = ϕ
2
δ(x)(x − u2,y(x, y)/2) is
periodic in y, which implies periodicity of w2. It remains to show periodicity of w1. We
compute
w1(x,L0)− w1(x,−L0) = −L−2
ˆ L0
−L0
w2,x + u3,xu3,y dy.
Since u is an odd function of y, so is u3, and the second integrand u3,xu3,y is an odd function
of y as well. Moreover, u23,y is even function of y, hence the definition of w2 implies that w2 is
also an odd function of y. Since both integrands in the above relation are odd functions of y
and, since we integrate over a symmetric interval around 0, the integral vanishes. Finally, we
compute w1,y = L
−2(w2,x + u3,xu3,y) and use that both w2,x and u3,xu3,y are periodic in y (the
first is a consequence of the periodicity of w2 in y), which concludes the proof of periodicity of
w1.
4.2 Estimating RL(w, u3)
We will now estimate all the terms in
RL(w, u3) =
ˆ 1
−1
 L
−L
(
w1,x + L
−2u23,x/2− 1
)2
dxdy − 2 +
ˆ 0
−1
 L
−L
|w2,y + u23,y/2 − x|2 dxdy
(4.3)
+
ˆ 1
0
 L
−L
|w2,y + u23,y/2− x|2 dxdy (4.4)
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+ L−2
ˆ 1
−1
 L
−L
∣∣L2w1,y + w2,x + u3,xu3,y∣∣2 /2 dxdy (4.5)
+ L−2
ˆ 1
−1
 L
−L
u23,x + u
2
3,yy dxdy (4.6)
+ L−4
ˆ 1
−1
 L
−L
2u23,xy + L
−2u23,xx dxdy. (4.7)
• We start with the first integral on (4.3). Using (a+ b)2 ≤ 2a2 + 2b2 we get that
ˆ 1
−1
 L
−L
(
w1,x + L
−2u23,x/2− 1
)2
dxdy
≤ 2
ˆ 1
−1
 L
−L
(w1,x − 1)2 dxdy + 2
ˆ 1
−1
 L
−L
L−4u43,x/4 dxdy. (4.8)
The estimate for the right-hand side follows from the two following lemmas (Lemma 4.1
and Lemma 4.2):
Lemma 4.1. The first integral on the right-hand side of (4.8) satisfies
ˆ 1
−1
 L
−L
(w1,x − 1)2 dxdy . L
4
0
L4
δ−1(| ln δ|8 + 1). (4.9)
Proof. Definition of w2 (see (4.2)) and integration by parts imply
w2,x(x, y) =
(
ϕ2δ(x)x
)
,x
y −
ˆ y
0
u3,xy(x, y
′)u3,y(x, y
′) dy′
=
(
ϕ2δ(x)x
)
,x
y+
(ˆ y
0
u3,x(x, y
′)u3,yy(x, y
′) dy′
)
−u3,x(x, y)u3,y(x, y)+u3,x(x, 0)u3,y(x, 0).
(4.10)
Since u is an odd function of y (in particular, u3(x, 0) = u3,x(x, 0) = 0 for any x ∈ [−1, 1]),
the last term in (4.10) vanishes, thus
w2,x(x, y) + u3,x(x, y)u3,y(x, y) =
(
ϕ2δ(x)x
)
,x
y +
(ˆ y
0
u3,x(x, y
′)u3,yy(x, y
′) dy′
)
.
Using this relation and the definition of w1 we see that
w1(x, y) = x− L−2
ˆ y
0
[(
ϕ2δ(x)x
)
,x
y′ +
(ˆ y′
0
u3,x(x, y
′′)u3,yy(x, y
′′) dy′′
)]
dy′,
and
w1,x(x, y)− 1 =
−L−2
ˆ y
0
[(
ϕ2δ(x)x
)
,xx
y′ +
(ˆ y′
0
u3,xx(x, y
′′)u3,yy(x, y
′′) + u3,x(x, y
′′)u3,xyy(x, y
′′) dy′′
)]
dy′.
We are now in position to estimate (w1,x(x, y) − 1)2. We observe that since w1 (and in
particular w1,x) are 2L0-periodic in the y-variable, it is enough to estimate (w1,x(x, y)−1)2
for |y| ≤ L0. For x ∈ [δ, 1] and |y′| ≤ L0 we have∣∣∣∣∣
ˆ y′
0
u3,xx(x, y
′′)u3,yy(x, y
′′) + u3,x(x, y
′′)u3,xyy(x, y
′′) dy′′
∣∣∣∣∣
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=∣∣∣∣∣
ˆ y′
0
u,xx(x, y
′′)u,yy(x, y
′′) + u,x(x, y
′′)u,xyy(x, y
′′) dy′′
∣∣∣∣∣
Ho¨lder’s≤
|y′|≤L0
(ˆ L0
0
u2,xx
)1/2(ˆ L0
0
u2,yy
)1/2
+
(ˆ L0
0
u2,x
)1/2 (ˆ L0
0
u2,xyy
)1/2
(2.7),(2.9),(2.6),(2.10)
. L0x
−1(| ln x|4 + 1).
If x ∈ [δ/2, δ] and |y′| ≤ L0, using chain rule to write u3,x, u3,xx, and u3,xyy in terms of
derivatives of ϕδ and u, we obtain a similar estimate:∣∣∣∣∣
ˆ y′
0
u3,xx(x, y
′′)u3,yy(x, y
′′) + u3,x(x, y
′′)u3,xyy(x, y
′′) dy′′
∣∣∣∣∣
≤
∣∣∣∣∣
ˆ y′
0
(ϕδ,xxu+ 2ϕδ,xu,x + ϕδu,xx)ϕδu,yy + (ϕδ,xu+ ϕδu,x)(ϕδ,xu,yy + ϕδu,xyy) dy
′′
∣∣∣∣∣
. L0x
−1(| ln x|4 + 1),
where the last inequality follows as above from Ho¨lder’s inequality, (2.5), (2.6), (2.7),
(2.9), and (2.10). Hence for x ∈ [δ, 1], y ∈ [−L0, L0] we get:
(w1,x(x, y) − 1)2 . L−4
∣∣∣∣
ˆ y
0
L0x
−1(| lnx|4 + 1) dy
∣∣∣∣2 .
(
L0
L
)4
x−2(| ln x|8 + 1).
Similarly, for x ∈ [δ/2, δ], y ∈ [−L0, L0] we get:
(w1,x(x, y)− 1)2 . L−4
∣∣∣∣
ˆ y
0
L0δ
−1 + L0x
−1(| ln x|4 + 1) dy
∣∣∣∣2 .
(
L0
L
)4
x−2(| ln x|8 + 1),
and (4.9) follows by adding and integrating two previous inequalities and using that
w1,x(x, y) = 1 for any x ∈ [−1, δ/2).
Lemma 4.2. The second integral on the right-hand side of (4.8) satisfies
ˆ 1
−1
 L
−L
L−4u43,x dxdy .
L20
L4
(| ln δ|4 + 1). (4.11)
Proof. To estimate u43,x we first estimate ‖u,x(x, ·)‖L∞(−L0,L0). Since u is an odd function
of y, we know that u,x(x, 0) = 0. Then by Ho¨lder’s inequality
|u,x(x, y)| =
∣∣∣∣
ˆ y
0
u,xy(x, y
′) dy′
∣∣∣∣ ≤ |y|1/2
(ˆ y
0
u2,xy(x, y
′) dy′
)1/2
≤ L0
( L0
0
u2,xy(x, y
′) dy′
)1/2 (2.8)
. L0(x
−1(| lnx|2 + 1))1/2,
where we used that u is 2L0-periodic, and so we could assume that |y| ≤ L0. Similarly we
get
|u(x, y)| =
∣∣∣∣
ˆ y
0
u,y(x, y
′) dy′
∣∣∣∣ ≤ L0
( L0
0
u2,y(x, y
′) dy′
)1/2 (2.4)
. L0x
1/2.
Since u3,x = ϕδ,xu+ ϕδu,x, we see that for x ∈ [δ/2, 1]:
|u3,x(x, y)| . L0x−1/2(| ln x|2 + 1)1/2,
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and u3,x = − for x ∈ [−1, δ/2). Then
ˆ 1
−1
 L
−L
u43,x(x, y) dxdy ≤
ˆ 1
δ/2
 L
−L
u23,x(x, y)||u3,x(x, ·)||2L∞ dxdy
.
ˆ 1
δ/2
 L
−L
u23,x(x, y)L
2
0x
−1(| ln x|2 + 1) dxdy
(2.5),(2.6)
. L20
ˆ 1
δ/2
x−1(| ln x|3 + 1) dx . L20(| ln δ|4 + 1),
which proves the lemma.
• To evaluate the second integral on (4.3) we observe that since w2,y = u3,y = 0 for x ∈
[−1, 0], we have
ˆ 0
−1
 L
−L
|w2,y + u23,y/2 − x|2 dxdy =
ˆ 0
−1
 L
−L
x2 dxdy = 1/3. (4.12)
• Now we estimate (4.4):
ˆ 1
0
 L
−L
|w2,y+u23,y/2−x|2 dxdy =
ˆ 1
0
 L
−L
|(ϕ2δ(x)x−u23,y(x, y)/2)+u23,y(x, y)/2−x|2 dxdy
ϕδ=1 in [δ,1]
=
ˆ δ
0
|ϕ2δ(x)x− x|2 dx
0≤ϕ≤1
≤
ˆ δ
0
x2 dx = δ3/3. (4.13)
• The next term from RL which we estimate (denoted by (4.5)) has the form
L−2
ˆ 1
−1
 L
−L
∣∣L2w1,y + w2,x + u3,xu3,y∣∣2 /2 dxdy.
We observe that it follows from the definition of w1 (see (4.2)) that this term completely
vanishes.
• To estimate (4.6) we combine
ˆ 1
−1
 L
−L
u23,x(x, y) dxdy ≤
ˆ 1
δ
 L
−L
u2,x dxdy + 2
ˆ δ
δ/2
 L
−L
ϕ2δ,xu
2 + u2,x dxdy
(2.5),(2.6)
≤
ˆ 1
δ/2
 L
−L
u2,x dxdy + Cδ
−2
ˆ δ
δ/2
x2(| ln x|+ 1) dx+ C
ˆ δ
δ/2
| lnx|+ 1dx
≤
ˆ 1
0
 L
−L
u2,x dxdy + Cδ(| ln δ|+ 1)
and ˆ 1
−1
 L
−L
u23,yy(x, y) =
ˆ 1
−1
 L
−L
ϕ2δ(x, y)u
2
yy(x, y) ≤
ˆ 1
0
 L
−L
u2,yy(x, y) dxdy
to obtainˆ 1
−1
 L
−L
u23,x(x, y) + u
2
3,yy(x, y) dxdy ≤
ˆ 1
0
 L
−L
u2,x(x, y) + u
2
,yy(x, y) dxdy + Cδ(| ln δ|+ 1)
(4.1)
≤ σ + ǫ/2 + Cδ(| ln δ| + 1).
(4.14)
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• Now we want to estimate the first part of (4.7). From (4.2) and definition of ϕδ we see
that
ˆ 1
−1
 L
−L
u23,xy(x, y) dxdy =
ˆ 1
−1
 L
−L
(ϕδ,xu,y + ϕδu,xy)
2 dxdy
=
ˆ 1
δ
 L
−L
u2,xy dxdy +
ˆ δ
δ/2
 L
−L
(ϕδ,xu,y + ϕδu,xy)
2 dxdy.
Since ˆ 1
δ
 L
−L
u2,xy dxdy
(2.8)
.
ˆ 1
δ
x−1(| ln x|2 + 1) dx . | ln δ|3 + 1,
and
ˆ δ
δ/2
 L
−L
(ϕδ,xu,y + ϕδu,xy)
2 dxdy .
ˆ δ
δ/2
 L
−L
δ−2u2,y + u
2
,xy dxdy
(2.4),(2.8)
.
ˆ δ
δ/2
δ−2x+ x−1(| ln x|2 + 1) dx . | ln δ|3 + 1,
we obtain ˆ 1
−1
 L
−L
u23,xy(x, y) dxdy . | ln δ|3 + 1. (4.15)
• It remains to remains to estimate the second part of (4.7). We combine
ˆ 1
δ
 L
−L
u23,xx dxdy =
ˆ 1
δ
 L
−L
u2,xx dxdy
(2.7)
.
ˆ 1
δ
x−2(| lnx|7 + 1) dx . δ−1(| ln δ|7 + 1),
and
ˆ δ
δ/2
 L
−L
u23,xx dxdy =
ˆ δ
δ/2
 L
−L
(ϕδ,xxu+ 2ϕδ,xu,x + ϕδu,xx)
2 dxdy
.
ˆ δ
δ/2
 L
−L
δ−4u2 + δ−2u2,x + u
2
,xx dxdy
(2.5),(2.6),(2.7)
. δ−1(| ln δ|7 + 1)
to show ˆ 1
−1
 L
−L
u23,xx dxdy . δ
−1(| ln δ|7 + 1). (4.16)
We now put together estimates (4.9),(4.11), and (4.12-4.16) to get:
RL(w, u3) =
ˆ 1
−1
 L
−L
(
w1,x + L
−2u23,x/2− 1
)2 − 1 dxdy + ˆ 0
−1
 L
−L
|w2,y + u23,y/2− x|2 dxdy
+
ˆ 1
0
 L
−L
|w2,y + u23,y/2− x|2 dxdy
+ L−2
ˆ 1
−1
 L
−L
∣∣L2w1,y + w2,x + u3,xu3,y∣∣2 /2 dxdy
+ L−2
ˆ 1
−1
 L
−L
u23,x + u
2
3,yy dxdy
+ L−4
ˆ 1
−1
 L
−L
2u23,xy + L
−2u23,xx dxdy
13
≤
ˆ 1
−1
 L
−L
−1 dxdy +
(4.12)︷︸︸︷
1
3
+
(4.14)︷ ︸︸ ︷
L−2(σ + ǫ/2)+
(4.13)︷︸︸︷
δ3
3
+
C
L2
(
L40
L2
δ−1(| ln δ|8 + 1)︸ ︷︷ ︸
(4.9)
+
L20
L2
(| ln δ|4 + 1)︸ ︷︷ ︸
(4.11)
+ δ(| ln δ|+ 1)︸ ︷︷ ︸
(4.14)
+
| ln δ|3 + 1
L2︸ ︷︷ ︸
(4.15)
+
δ−1(| ln δ|7 + 1)
L4︸ ︷︷ ︸
(4.16)
)
.
We set δ := 1/L. Then δ3/3 = 1/(3L3) and the whole last line together with δ3/3 is bounded
by C(L40 + 1)L
−3(ln8 L+ 1). Therefore
RL(w, u3) ≤ E0 + L−2
(
σ + ǫ/2 + C(L40 + 1)L
−1(ln8 L+ 1)
)
and
1
h
(
min
(W,U3)
Eh(W,U3)− E0
)
= L2
(
min
(w,u3)
RL(w, u3)− E0
)
≤ σ + ǫ/2 +C(L4ǫ + 1)L−1(ln8 L+ 1),
where we used that L0 ≤ 2Lǫ. Since the constant C in the previous relation is universal and
the function L 7→ L−1(ln8 L + 1) → 0 as L → ∞, we can find Nǫ large enough such that
C(L4ǫ + 1)L
−1(ln8 L+ 1) ≤ ǫ/2 for L ≥ NǫLǫ. Such a choice of Nǫ then implies
1
h
(
min
(W,U3)
Eh(W,U3)− E0
)
≤ σ + ǫ
for any h ∈ (0, (NǫLǫ)−2), hence
lim sup
h→0
1
h
(
min
(W,U3)
Eh(W,U3)− E0
)
≤ σ + ǫ.
Since ǫ > 0 was arbitrary, the proof of the upper bound is finished.
5 Lower bound
In this section we will show the lower bound:
lim inf
h→0
min(W,U3)Eh(W,U3)− E0
h
≥ σ.
Based on the previous heuristic arguments (given in Section 3), we expect that only few terms
from RL (hence also Eh) will play role. Indeed, we will prove that it is enough to consider the
second term in (3.1), and terms from (3.3) and (3.4).
Let ǫ > 0 and 0 < h ≤ 1 be fixed. Then there exists a deformation (w, u3) (obtained by
rescaling of some (W,U3)) such that
RL(w, u3) ≤ min
(W,U3)
Eh(W,U3) + ǫ, (5.1)
where as before L = h−1/2 ≥ 1. Jensen’s inequality together with periodicity of w2 in y imply
ˆ 1
0
 L
−L
∣∣w2,y + u23,y/2− x∣∣2 dxdy ≥ ˆ 1
0
( L
−L
u23,y(x, y)/2 dy − x
)2
dx,
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and
ˆ 0
−1
 L
−L
∣∣w2,y + u23,y/2− x∣∣2 dxdy ≥ ˆ 0
−1
( L
−L
u23,y(x, y)/2 dy − x
)2
dx
≥
ˆ 0
−1
[
x2 +
( L
−L
u23,y(x, y)/2 dy
)2]
dx,
where the last inequality follows from
ffl L
−L u
2
3,y(x, y)/2 dy ≥ 0 and from −x ≥ 0 for x ∈ [−1, 0].
We drop several non-negative terms from (3.1-3.5) to get
RL(w, u3) ≥
ˆ 1
−1
 L
−L
−1 dxdy +
ˆ 0
−1
x2 dx
+ L−2
ˆ 1
0
 L
−L
u23,x + u
2
3,yy dxdy +
ˆ 1
−1
( L
−L
u23,y(x, y)/2 dy −Υ(x)
)2
dx (5.2)
= E0 + L−2SL(u3) +
ˆ 1
−1
( L
−L
u23,y(x, y)/2 dy −Υ(x)
)2
dx,
where
Υ(x) :=
{
0 x ∈ [−1, 0]
x x ∈ [0, 1]. (5.3)
To show the lower bound we will use the following lemma:
Lemma 5.1. For any L ≥ 1 there exists δL > 0 such that
σL = min
u∈AL
SL(u) ≤ min
v
(
SL(v) + L2
ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx
)
+ δL, (5.4)
where we minimize over all v : [−1, 1] × [−L,L] → R which are 2L-periodic in the y-variable,
and Υ(x) = xχ[0,1](x) (see (5.3)). Moreover,
δL → 0 as L→∞. (5.5)
We now finish the proof of the lower bound, while we postpone the proof of the lemma to
the very end of the paper (see Section 7). By Lemma 5.1 we have for every ǫ > 0:
σL = min
u∈AL
SL(u)
(5.4)
≤ min
v
(
SL(v) + L2
ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx
)
+ δL
≤ SL(u3) + L2
ˆ 1
−1
( L
−L
u23,y(x, y)/2 dy −Υ(x)
)2
dx+ δL
(5.2)
≤ L2(RL(w, u3)− E0) + δL
(5.1)
≤ 1
h
(
min
(W,U3)
Eh(W,U3)− E0 + ǫ
)
+ δL.
We send ǫ→ 0 (while holding L2 = h−1 fixed) to get
min(W,U3)Eh(W,U3)− E0
h
≥ σL − δL.
Finally, (5.5) implies:
lim inf
h→0
min(W,U3)Eh(W,U3)− E0
h
≥ lim inf
L→∞
(σL − δL) (3.10),(5.5)= σ.
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6 Scalar variational problem (proof of Theorem 2)
In this section we prove Theorem 2, which amounts to study existence and properties of a global
minimizer (ground state) u of
SL(u) =
ˆ 1
0
 L
−L
u2,x + u
2
,yy dxdy, (6.1)
where we minimize over all functions u : [0, 1] × [−L,L] → R, which are 2L-periodic in the
y-variable and satisfy the following constraint:
 L
−L
u2,y(x, y) dy = 2x, for a.e. x ∈ [0, 1]. (6.2)
We point out that all the results should hold uniformly in L ≥ 1. In particular, all the constants
will be independent of L ≥ 1.
Throughout this section let L ≥ 1 be fixed. Before we start with the proof of Theorem 2, let
us outline the strategy of the proof. We first observe that both the energy and the constraint
can be written in terms of L2-norms of u,x, u,yy, u,y, and that u is a periodic function of y, and
so we can write the energy and the constraint using Fourier coefficients of u in the y-variable.
We also show that we can assume that u is an odd function in the y-variable, i.e. that it can
be written as u(x, y) =
∑
k∈piN
L
ak(x) sin(ky). Then we show the existence of a minimizer, and
some elementary properties of the coefficients ak (e.g. that for any k ∈ πNL either ak(x) > 0 for
x ∈ (0, 1] or ak ≡ 0).
As a next step we derive the Euler-Lagrange equation (with Lagrange multiplier being a
measure) together with some preliminary estimates (lower bounds) on the Lagrange multiplier.
Then we introduce quantities µk defined by a
′
k(x) = µk(x)ak(x)k
2. Using µk we replace the
linear second-order ODE for ak by a first-order nonlinear ODE for µk. Moreover, we derive a
useful comparison principle between µk and µk′, which will later provide a way to study the
behavior of µk. In particular, we will show that µk(x) has to stay close to −1 for ”most“ x
in the interval (k−2, 1), which in turn implies exponential decay of ak. Finally, using decay of
higher frequencies we show the desired regularity estimates on u.
6.1 Existence of a minimizer u of SL
In this part we first use Fourier series (in y) to rewrite u and SL. Then we show that for u′ ∈ AL
we can find u ∈ AL, an odd function in y, while not increasing the energy: SL(u) ≤ SL(u′). We
also show the existence of a minimizer u for SL and some properties of u.
The following lemma is a simple consequence of the Plancherel theorem:
Lemma 6.1 (Fourier representation). Let
ak(x) :=


1
L
ˆ L
−L
u(x, y)sin(ky) dy, k ∈ πZL , k > 0, x ∈ [0, 1],
1
L
ˆ L
−L
u(x, y)cos(ky) dy, k ∈ πZL , k ≤ 0, x ∈ [0, 1].
Then
SL(u) =
ˆ 1
0

 ∑
k∈piZ
L
,k 6=0
a′2k (x) +
a′20 (x)
4
+
∑
k∈piZ
L
a2k(x)k
4

 dx
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and the constraint (6.2) turns into∑
k∈piZ
L
a2k(x)k
2 = 2x, for a.e. x ∈ [0, 1].
Remark 6.2. Since for every k ∈ πZL one has ak ∈ W 1,2(0, 1), the quantity
∑
k∈piZ
L
a2k(x)k
2 ∈
[0,∞] is defined for every x ∈ [0, 1] (but can possibly be infinite). Using the Fundamental
theorem of calculus we get for x0, x1 ∈ [0, 1]
∣∣a2k(x1)k2 − a2k(x0)k2∣∣ ≤ ˆ x1
x0
∣∣a′2k (x)k2∣∣ dx ≤ ˆ x1
x0
∣∣2ak(x)k2a′k(x)∣∣ dx Y oung′s≤ ˆ x1
x0
a′2k (x)+a
2
k(x)k
4 dx,
and so ∣∣∣∣∣∣∣
∑
k∈piZ
L
a2k(x1)k
2 −
∑
k∈piZ
L
a2k(x0)k
2
∣∣∣∣∣∣∣ ≤
ˆ x1
x0
∑
k∈piZ
L
a′2k (x) + a
2
k(x)k
4 dx.
Then SL(u) <∞ implies that
∑
k∈piZ
L
a2k(·)k2 belongs to W 1,1(0, 1), in particular it is a contin-
uous function, and so
∑
k∈piZ
L
a2k(x)k
2 = 2x holds for every (and not only a.e.) x ∈ [0, 1].
The following lemma, which will be used later several times to combine two different de-
formations to construct a third one, is based on the fact that the energy SL, written in the
quadratic variables a2k, is convex:
Lemma 6.3. Let I be an (at most) countable subset of R, and let {ak(x)}k∈I and {bk(x)}k∈I
be two families of real functions defined on [0, 1]. Then the family {ck}k∈I , defined by
ck(x) :=
√
a2k(x) + b
2
k(x),
satisfies
ˆ 1
0
∑
k∈I
c′2k (x) + c
2
k(x)k
4 dx ≤
ˆ 1
0
∑
k∈I
a′2k (x) + a
2
k(x)k
4 dx+
ˆ 1
0
∑
k∈I
b′2k (x) + b
2
k(x)k
4 dx
and ∑
k∈I
c2k(x)k
2 =
∑
k∈I
a2k(x)k
2 +
∑
k∈I
b2k(x)k
2.
Proof. Since c2k(x) = a
2
k(x) + b
2
k(x), it is enough to show that[(√
a2k(x) + b
2
k(x)
)′]2
≤ a′2k (x) + b′2k (x).
By Ho¨lder’s inequality aka
′
k + bkb
′
k ≤ (a2k + b2k)1/2(a′2k + b′2k )1/2, and so the chain rule implies[(√
a2k + b
2
k
)′]2
=
(
(a2k + b
2
k)
−1/2
(
aka
′
k + bkb
′
k
))2 ≤ a′2k + b′2k .
Lemma 6.4 (Symmetry of the minimizer). Let u′ ∈ AL has finite energy SL(u′) < ∞. Then
there exists u ∈ AL such that SL(u¯) ≤ SL(u) and u is an odd function of y.
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Proof. Let ak be the Fourier coefficients of u
′. For k ∈ πZL , k > 0 we define:
ck(x) :=
(
a2k(x) + a
2
−k(x)
)1/2
.
By Lemma 6.3 u(x, y) :=
∑
k∈piN
L
ck(x) sin(ky) satisfies SL(u) ≤ SL(u′),
∑
k∈piN
L
c2k(x)k
2 = 2x,
and u is an odd function of y.
Remark 6.5. By the previous lemma we can assume that u ∈ AL, a minimizer of SL, is an
odd function of y, i.e it can be written in the form
u(x, y) =
∑
k∈piN
L
ak(x) sin(ky).
Then
SL(u) =
ˆ 1
0
∑
k∈piN
L
a′2k (x) + a
2
k(x)k
4 dx,
and by Remark 6.2 constraint (6.2) turns into∑
k∈piN
L
a2k(x)k
2 = 2x, ∀x ∈ [0, 1]. (6.3)
Moreover, we can assume that
ak(x) ≥ 0, ∀k ∈ πN
L
, x ∈ [0, 1]. (6.4)
Now we are ready to show the existence of a minimizer u ∈ AL for the functional SL:
Proposition 6.6. There exists u ∈ AL such that SL(u) < ∞ and SL(u) ≤ SL(u′) for any
u′ ∈ AL.
Before we prove the proposition, let us state and prove a simple lemma, which will be used
for the construction of a function u ∈ AL with finite energy:
Lemma 6.7. There exists a universal constant C which satisfies the following. For any 0 <
b ≤ 1 there exists a function u : [0, 1] × [−L,L]→ R, which is 2L-periodic in y and such that
 L
−L
u2,y(x, y) dy = 2x, x ∈ [0, b], (6.5)
u(x, y) = 0, x ∈ [4b, 1], y ∈ [−L,L], (6.6)
 L
−L
∣∣∣∣∣∂
α+βu
∂αx ∂
β
y
(x, y)
∣∣∣∣∣
2
dy ≤ Cx2−2α−β , α ∈ {0, 1, 2}, β ≥ 0, x ∈ [0, 1]. (6.7)
Proof. Let f : [0,∞)→ [0, 1] be a fixed C2 function with supp f ⊂ [1/4, 4] which for t ∈ [1/4, 1]
satisfies:
f2(t) +
1
4
f2(4t) = 2t. (6.8)
To prove the existence of such a function f , we first write f(t) =
√
tφ(t) and look for a function
φ(t) which for t ∈ [1/4, 1] satisfies φ2(t) + φ2(4t) = 2. Consider a smooth function φ¯ ≥ 0 with
supp φ¯ ⊂ [1/4, 4] such that φ¯ = 1 in [1/2, 2], and define
φ(t) :=
√
2φ¯(t)(
φ¯(t)2 + φ¯(4t)2
)1/2 , φ(4t) :=
√
2φ¯(4t)(
φ¯(t)2 + φ¯(4t)2
)1/2 , t ∈ [1/4, 1],
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and by 0 elsewhere. Since φ¯(t)2+ φ¯(4t)2 ≥ 1 for t ∈ [1/4, 1], φ is smooth and satisfies the desired
condition φ2(t) + φ2(4t) = 2, t ∈ [1/4, 1].
We use the function f to define the Fourier coefficients ak of u. We set P := π
⌊L⌋
L (recall
that L ≥ 1), and let n0 ≥ 0 be such that 14 ≤ 4n0b ≤ 1. Then for n0 ≤ n <∞ we define:
akn(x) := P
−14−nf(4nx), kn := 2
nP,
and ak = 0 for all the remaining k ∈ πNL . Then for n0 ≤ N <∞ and x ∈ [144−N , 4−N ] we have∑
k∈piN
L
ak(x)
2k2 =
∑
n≥n0
P−24−2nf2(4nx) (2nP )2 = 4−2Nf2(4Nx)22N+4−2(N+1)f2(4(N+1)x)22(N+1)
= 4−N
(
f2(4Nx) +
f2(4 · 4Nx)
4
)
(6.8)
= 4−N4N2x = 2x,
and (6.5) follows. Since n0 is such that ak(x) = 0 for any x ∈ [4b, 1] and any k ∈ πNL , relation
(6.6) holds.
It remains to show the estimate on the derivatives (see (6.7)). For n0 ≤ N < ∞ and
x ∈ [144−N , 4−N ], boundedness of f , f ′, and f ′′ implies
 L
−L
∣∣∣∣∣∂
α+βu
∂αx ∂
β
y
(x, y)
∣∣∣∣∣
2
dy =
∑
k∈piN
L
(
∂αak
∂xα
(x)
)2
k2β . 4−2N42Nα4Nβ . x2−2α−β .
Proof of Proposition 6.6. By applying Lemma 6.7 with b = 1 we obtain a function u ∈ AL such
that SL(u) <∞. Indeed, (6.5) implies (6.2), and by (6.7) L
−L
u2,x(x, y) + u
2
,yy(x, y) dy . 1 ∀x ∈ [0, 1].
Integrating the above relation in x gives SL(u) . 1.
Now let un ∈ AL be a minimizing sequence for SL. Then un is bounded in H1(Ω) and un,yy
is bounded in L2(Ω). Passing to a subsequence one has
un ⇀ u in H
1(Ω),
un,yy ⇀ u,yy in L
2(Ω).
(6.9)
By a standard lower semi-continuity result we have that SL(u) ≤ lim infn→∞ SL(un). Hence it
remains to show that the limit u ∈ AL, in particular that it satisfies the constraint (6.2). This
is a direct consequence of the following lemma:
Lemma (Lemma 2.2 in [20]). Let Ω ⊂ R2 and let un : Ω→ R be a sequence such that un ⇀ u
in H1(Ω) and such that un,yy lies in a compact subset of H
−1(Ω). Then
un,y → u,y in L2loc(Ω).
Indeed, by (6.9) un converges weakly in H
1(Ω). Moreover, un,yy is bounded in L
2(Ω), and
so it lies in a compact subset of H−1(Ω) (here we use that L2 is compactly imbedded into H−1,
which follows by duality argument from the Rellich-Kondrachev Theorem). Then the lemma
applies, in particular we obtain that for a.e. x ∈ [0, 1]:
 L
−L
u2,y dy = 2x.
This completes the proof of the proposition.
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The next lemma shows that the equality in the constraint (6.3) can be relaxed. It will
be used in the proof of the Euler-Lagrange equations and of the existence of the Lagrange
multiplier. Later, it will help to simplify the construction of competitors for a minimizer u of
SL.
Lemma 6.8 (Relaxation of the constraint). We have
min∑
k∈piN
L
a2k(x)k
2=2x
SL(u) = min∑
k∈piZ
L
a2
k
(x)k2≥2x
ak(0)=0
SL(u). (6.10)
Proof. First, following the proof of Proposition 6.6, one can show the existence of a minimizer
u′ of SL(u′) under the constraint
∑
k∈piZ
L
a2kk
2 ≥ 2x. Based on u′, let bk ≥ 0 be its Fourier
coefficients and set f(x) :=
∑
k∈piZ
L
b2k(x)k
2.
Let us assume that f(x) > 2x in a set of positive measure. As in Remark 6.2, we observe
that f ∈W 1,1(0, 1) is a continuous functions. Hence {x : f(x) > 2x} is a relatively open subset
of (0, 1], and as such it can be written as a countable union of relatively open intervals. Consider
first (a, b) ⊂ (0, 1) being one such interval. Then f(a) = 2a and f(b) = 2b, and f(x) > 2x for
x ∈ (a, b). We make a variation of u′ with a compact support in (a, b) to derive the Euler-
Lagrange equation for the coefficients of u′:
b′′k(x) = bk(x)k
4 ≥ 0, x ∈ (a, b).
Hence in the interval (a, b), the coefficients bk are convex functions. Therefore f is also a
convex function in the interval (a, b), which gives a contradiction with f(a) = 2a, f(b) = 2b,
and f(x) > 2x.
It remains to consider the case (a, 1]. In this case we are missing the information f(b) = 2b,
and so we need to argue differently. We observe that in this case we obtain boundary conditions
for bk, more precisely there holds b
′
k(1) = 0. Since, by the Euler-Lagrange equation, each bk
is convex in the interval (a, 1), and its derivative vanishes at 1, we obtain that each bk is a
non-increasing function. Therefore f is also non-increasing, in particular f ≤ f(a) = 2a in
(a, 1], a contradiction with f(x) > 2x in (a, 1].
We have shown that f(x) = 2x for x ∈ [0, 1], which concludes the proof.
Corollary 6.9. Let u be an odd minimizer of SL which satisfies the constraint (6.2). Then for
each k ∈ πNL either
ak(x) > 0, x ∈ (0, 1],
or
ak(x) = 0, x ∈ [0, 1].
Proof. We assume the contrary, i.e. that ak(x0) = 0 for some x0 ∈ (0, 1] while supx∈(0,x0) ak(x) >
0. Let fk(x) := e
k2(x−1) + e−k
2(x−1). Since ak(x0) = 0 and supx∈(0,x0) ak(x) > 0, we can find
ǫ > 0 such that ǫfk(x) intersects the graph of ak in (0, x0). Let α < x0 be the maximal point of
intersection (i.e. ak(α) = ǫfk(α), and ak < ǫfk in (α, x0)). Since both ak and fk are continuous,
such a point exists. In case ǫfk intersects ak in the interval (x0, 1], we set β ∈ (x0, 1] to be the
minimal point of intersection. If ǫfk > ak in (x0, 1], we set β = 1.
We define a competitor u¯, which is obtained from u by replacing ak in the interval (α, β)
with the function ǫfk. Let a¯k denote the Fourier coefficients of u¯. Since ak < ǫfk in (α, β), we
have ak ≤ a¯k, in particular
∑
k∈piN
L
a¯2k(x)k
2 ≥∑k∈piN
L
a2k(x)k
2 ≥ 2x.
Finally, we observe that SL(u¯) < SL(u). Indeed, since f ′′k (x) = k4fk and f ′k(1) = 0, function
ǫfk is the unique absolute minimizer for the functional
´ β
α a
′2
k + a
2
kk
4 with a given boundary
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conditions ak(α) (and possibly ak(β)). Since ak(x0) 6= ǫfk(x0) (i.e. they are not identical), we
have SL(u¯) < SL(u).
By Lemma 6.8 we have min∑ a2kk2=2x
SL = min∑ a2kk2≥2x SL, and so we obtain a contradic-
tion:
SL(u¯) < SL(u) = min∑
a2kk
2=2x
SL = min∑
a2kk
2≥2x
SL ≤ SL(u¯).
6.2 Euler-Lagrange equation and Lagrange multiplier
In this part we will first derive Euler-Lagrange equation for ak and show the existence of a
Lagrange multiplier λ (a non-negative measure on (0, 1]). As a next step, we will obtain some
preliminary estimates on λ. Later in the section we will introduce and study quantities µk.
Lemma 6.10 (Euler-Lagrange equation and the Lagrange multiplier). Let u ∈ AL be an odd
minimizer of SL. Then there exists λ, a non-negative measure on (0, 1], such that for all k ∈ πNL
and any ϕk ∈ D((0, 1])
ˆ 1
0
a′k(x)ϕ
′
k(x) + ak(x)ϕk(x)k
4 =
ˆ 1
0
ak(x)ϕk(x)k
2 dλ(x). (6.11)
Proof. Choose K ∈ πNL such that aK 6≡ 0. Then for any δ ≥ 0 and any test function ϕ ∈
D((0, 1]), ϕ ≥ 0, we define
bδk(x) :=
{
ak(x) k 6= K
aK(x) + δϕ(x) k = K,
and by vδ we denote the function with Fourier coefficients bδk. Since
∑
k∈piN
L
b2k(x) ≥
∑
k∈piN
L
a2k(x) =
x, Lemma 6.8 implies that SL(vδ) ≥ SL(u) for all δ ≥ 0, in particular
0 ≤ 1
2
d
dδ
SL(vδ)
∣∣∣∣
δ=0
=
ˆ 1
0
a′K(x)ϕ
′(x) + aK(x)ϕ(x)K
4 dx.
Since ϕ was arbitrary non-negative test function, we see that −a′′K(x) + aK(x)K4 is a non-
negative distribution. Now we use that any non-negative distribution is a non-negative measure
(see, e.g., [26, Chapter 6.4]). Moreover, by Corollary 6.9 aK > 0 in (0, 1], and since aK ∈
W 1,2(0, 1) is a continuous function in [0, 1], we have that inf aK > 0 on any compact subset of
(0, 1]. Hence we can find (locally finite) non-negative measure λ in (0, 1] such that
ˆ 1
0
a′K(x)ϕ
′(x) + aK(x)K
4ϕ(x) dx =
ˆ 1
0
aK(x)K
2ϕ(x) dλ (6.12)
for any ϕ ∈ D((0, 1]). We proved (6.11) for k = K. To extend (6.11) to all l ∈ πNL , al 6≡ 0, let
us define for any δ ∈ R and ϕ˜ ∈ D((0, 1]) the following coefficients
bδk(x) :=


ak(x) k 6= K, l
aK(x) + δal(x)l
2ϕ˜(x) k = K
al(x)− δaK(x)K2ϕ˜(x) k = l.
Then we see that∑
k∈piN
L
b2k(x)k
2 =
∑
k∈piN
L
a2k(x)k
2 + δ2
(
a2l (x)l
4 + a2K(x)K
4
)
ϕ˜2(x) ≥ x, (6.13)
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and similarly as before we obtain (but this time using δ ∈ R)
ˆ 1
0
a′K (alϕ˜)
′ l2 + aKalϕ˜l
2 − a′l (aKϕ˜)′K2 + alaKϕ˜K2 = 0. (6.14)
We observe that by density argument (6.12) holds for all ϕ ∈W 1,2(0, 1) with compact support
in (0, 1], in particular for ϕ(x) := al(x)l
2ϕ˜(x). Subtracting (6.12) with ϕ(x) = al(x)l
2ϕ˜(x)
from (6.14) gives (after some algebraic manipulation)
ˆ 1
0
a′l(aK ϕ˜)
′ + all
4(aK ϕ˜) =
ˆ 1
0
all
2(aK ϕ˜) dλ.
By observing that the previous relation holds for larger class of test functions ϕ˜ we obtain (6.11)
for k = l.
Since the frequencies ak, which are defined as elements of W
1,2(0, 1), satisfy (6.11), the first
derivative a′k(x) of a particular, say left-continuous representative ak, has a well-defined value
at every point x ∈ (0, 1]. Moreover, as a consequence of (6.11) we obtain
Corollary 6.11. Let u ∈ AL be an odd minimizer of SL. Then there exists a number µ =
λ({1}) ≥ 0 such that for all k ∈ πNL
a′k(1) = µak(1)k
2, (6.15)
and for any [α, β] ⊂ (0, 1] we have
a′k(α) − a′k(β) =
ˆ
[α,β)
akk
2 dλ−
ˆ β
α
akk
4 dx. (6.16)
In the following lemma we show that λ ≥ 1/x in some sense, which will be important later
in the proof of the exponential decay of ak:
Lemma 6.12 (Estimates on the Lagrange multiplier). Let u ∈ AL be an odd minimizer of SL,
and let λ be the Lagrange multiplier obtained in Lemma 6.10. Then
λ((α, β)) ≥
ˆ β
α
1
x
dx (6.17)
for any [α, β] ⊂ (0, 1) and ˆ 1
0
2xdλ = SL(u). (6.18)
Proof. For K ≥ 0 and Ψ ∈ D(0, 1) we define
ϕk(x) :=
{
ak(x)k
2Ψ(x) k ∈ πNL ∩ [0,K]
0 otherwise.
Then we sum (6.11) for k ∈ πNL ∩ [0,K] to obtain
ˆ 1
0
∑
k∈piN
L
∩[0,K]
(a′2k k
2 + a2kk
6)Ψ +
∑
k∈piN
L
∩[0,K]
a′kakk
2Ψ′ dx =
ˆ 1
0
∑
k∈piN
L
∩[0,K]
a2kk
4Ψdλ. (6.19)
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Now we observe that by differentiating the constraint (6.3)2 we obtain
∑
k∈piN
L
a′kakk
2 = 1, which
can be integrated against Ψ′ to show
ˆ 1
0
∑
k∈piN
L
a′kakk
2Ψ′ dx = 0.
Hence taking K → ∞ in (6.19), and using monotone convergence theorem together with the
previous relation imply
ˆ 1
0
∑
k∈piN
L
(a′2k k
2 + a2kk
6)Ψdx =
ˆ 1
0
∑
k∈piN
L
a2kk
4Ψdλ. (6.20)
We now estimate from below both terms on the left-hand side of the above equation. By
the Cauchy-Schwarz inequality( ∑
k∈piN
L
a2kk
4
)2
≤
( ∑
k∈piN
L
a2kk
2
)( ∑
k∈piN
L
a2kk
6
)
(6.3)
= 2x
∑
k∈piN
L
a2kk
6.
For the first term in (6.20) we differentiate the constraint (6.3) and use the Cauchy-Schwarz
inequality
2 = (2x)′ =
( ∑
k∈piN
L
a2kk
2
)′
= 2
∑
k∈piN
L
a′kakk
2
≤ 2
( ∑
k∈piN
L
a2kk
2
)1/2( ∑
k∈piN
L
a′2k k
2
)1/2
= 2(2x)1/2
( ∑
k∈piN
L
a′2k k
2
)1/2
.
The above estimates together with the Young’s inequality imply
∑
k∈piN
L
a′2k (x)k
2 + a2k(x)k
6 ≥ 1
x
∑
k∈piN
L
a2k(x)k
4.
Using this in (6.20) gives
ˆ 1
0
B(x)Ψ(x) dλ ≥
ˆ 1
0
1
x
B(x)Ψ(x) dx,
where we used notation
B(x) :=
∑
k∈piN
L
a2k(x)k
4. (6.21)
Since B(x) > 0 for x ∈ (0, 1] (otherwise (6.3) would be false) and B ∈ L1(0, 1), by the Radon-
Nikody´m Theorem we have for [α, β] ⊂ (0, 1)
λ((α, β)) ≥
ˆ β
α
dx
x
.
2The differentiation is justified by the fact that
∑
k∈piN
L
a′k(·)ak(·)k
2
≤ 1
2
∑
k∈ piN
L
a′2k (·) + a
2
k(·)k
4, where the
right-hand side is in L1(0, 1).
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To prove (6.18), we test (6.11) with ϕk := ak and sum in k to show that
SL(u) =
ˆ 1
0
∑
k∈piN
L
a′2k + a
2
kk
4 dx =
ˆ 1
0
∑
k∈piN
L
a2kk
2 dλ
(6.3)
=
ˆ 1
0
2xdλ.
The Euler-Lagrange equation (6.11) consists of a linear homogeneous second order ODE
plus the boundary conditions which are also homogeneous. In particular, they define ak only
up to a multiplication by a constant. To remove this degree of freedom and to replace a linear
second order ODE by a nonlinear first order ODE, we introduce the following quantity (for all
k ∈ πNL such that ak 6≡ 0):
µk(x) :=
a′k(x)
k2ak(x)
. (6.22)
A simple computation shows that (6.11) and (6.15) translates into
µ′k(x) = k
2(1− µ2k(x))− λ
µk(1) = µ = λ({1}),
(6.23)
where the first equality holds in the sense of distributions. Since µ′k is a measure, we can
consider a particular (left-continuous) representative of µk which is defined for every x ∈ (0, 1]
by
µk(x) = λ([x, 1]) −
ˆ 1
x
k2(1− µk(x′)) dx′. (6.24)
This is consistent with our previous choice of a left-continuous representative for ak.
In the following we will obtain an upper bound for the Lagrange multiplier λ. As a first
step, we derive some estimates on µk, which in turn will imply the exponential decay of ak and
finally the desired estimate on λ.
Corollary 6.13. Let u ∈ AL be an odd minimizer of SL, and let k ∈ πNL be such that ak 6≡ 0.
Then
− 1 < µk(x) < 1, ∀x ∈ [1/k2, 1].
Proof. It is enough to prove the following three claims.
1) µk(k
−2) < 1,
2) µk(x) > −1 for any x ∈ (0, 1],
3) if µk(x0) < 1, then µk < 1 in [x0, 1].
Claim 1: We first observe that a′k is strictly decreasing function in (0, k
−2). Indeed, let
[α, β] ⊂ (0, k−2). Then (6.16) and (6.17) imply
a′k(α)− a′k(β) +
ˆ β
α
akk
4 dx =
ˆ β
α
akk
2 dλ ≥
ˆ β
α
akk
2 dx
x
k2<x−1
>
ˆ β
α
akk
4 dx. (6.25)
Then ak(0) = 0 and ak(x) > 0 in (0, 1] imply
ak(k
−2) =
ˆ 1/k2
0
a′k(x) dx >
ˆ 1/k2
0
a′k(1/k
2) dx = k−2a′k(k
−2) = µk(k
−2)ak(k
−2),
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which shows that µk(k
−2) < 1.
Claim 2: Let us assume µk(x) ≤ −1 for some x ∈ (0, 1], i.e. M := {x ∈ (0, 1] : µk(x) ≤ −1}
is not empty. Then it follows from (6.24) (in particular the left-continuity of µk) and from
µk(1) = µ = λ({1}) ≥ 0 that we can find x0 ∈ (0, 1), the maximal element of M . Using (6.23)
and Lemma 6.12, we see that µ′k(x0) < 0, which means that µk ≤ −1 in some right neighborhood
of x0, a contradiction with the definition of x0.
Claim 3: If x0 is such that µk(x0) = 1, then (6.23) and Lemma 6.12 imply that µ
′
k(x0) <
0, and so µk > 1 in a left neighborhood of x0. This part then follows directly from this
observation.
Definition of µk implies that
ak(x1) = ak(x0)e
k2
´ x1
x0
µk(x) dx, (6.26)
and so ak should decay exponentially provided µk stays well below 0. Since SL(u) <∞, (6.18)
provides an upper bound on the Lagrange multiplier λ. More precisely, for every ǫ ∈ (0, 1) we
have
λ((ǫ, 1]) ≤ SL(u)
2ǫ
.
For large k > 0 we expect that µk will stay close to {−1, 1} most of the time, since otherwise
by (6.23) λ will often need to be “large” to balance the k2(1 − µ2k) term. Hence, to show the
exponential decay of ak we need to rule out the case that µk stays close to 1. To make these
ideas rigorous we need some preparation.
First, in the following lemma we will show that if k > m, then µk < µm as long as µk < 1,
which by Corollary 6.13 holds at least in the interval [1/k2, 1]. Then we show that each µk is
bounded from above by a function fk, a solution to f
′
k(x) = k
2(1− f2k (x))− 1/x with the initial
condition fk(x) → ∞ as x → 0+. It is easy to observe that fk can be obtained from fm by
rescaling in x by m2/k2, and so we just need to study f1. We will show in Lemma 6.15 that
f1 < 1− δ on a non-trivial interval. Hence, for x > 1/k2, µk < µm < fm for any m < k, am 6≡ 0,
and so we get that µk stays away from 1 provided we can show that there are “many” non-zero
frequencies am. Since we expect that µk should stay close to {−1, 1} most of the time, the only
possibility is that it stays close to −1, which would imply exponential decay of ak.
Lemma 6.14 (Monotonicity of µ’s). Let u ∈ AL be an odd minimizer of SL, and {ak}k∈piN
L
be
the corresponding Fourier coefficients. Let k,m ∈ πNL , k > m be such that ak 6≡ 0 and am 6≡ 0.
Then
µk(x) < µm(x), ∀x ∈ [1/k2, 1).
Proof. Subtracting (6.23) for µm from (6.23) for µk gives
(µk − µm)′ =
(
k2 −m2) (1− µ2k)+m2 (µ2m − µ2k) ,
and µk(1) − µm(1) = µ − µ = 0. We see that µk − µm is a continuous function, and so
M := {x : µk(x) < µm(x)} is an open set . We want to show that [1/k2, 1) ⊂ M . First, by
the previous lemma µ2k < 1 in [1/k
2, 1]. Then µm(1) = µk(1) together with k > m imply
(µk − µm)′(1) > 0, in particular some open left neighborhood of 1 belongs to M . Let x0 be
the smallest point in [0, 1] such that (x0, 1) ⊂M . If x0 < k−2, the lemma follows immediately.
Let us therefore assume that x0 ∈ [1/k2, 1). Since µk(x0) = µm(x0), k > m, and µ2k(x0) < 1,
we have that µ′k(x0) − µ′m(x0) > 0. In particular, µk > µm in some right neighborhood of x0,
which contradicts the definition of x0.
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Lemma 6.15. Let f : [1, b]→ (−1,∞) with some b > 1, f(1) < 1, be a left-continuous function
which for any [α, β] ⊂ [1, b] satisfies
f(β)− f(α) ≤
ˆ β
α
1− f2(x)− 1/xdx. (6.27)
Then f(x) ≤√1− 1/x for all x ∈ [4, b].
Proof. First we claim that f(x) ≤√3/4 for some x ∈ [1, 2]. Indeed, if this were not true, then
1−f2(x)−1/x ≤ −1/4 for x ∈ [1, 2], and so we would obtain a contradiction since (6.27) implies
f(2) ≤ f(1) +
ˆ 2
1
−1/4 = 3/4 <
√
3/4. Hence there exists x1 ∈ [1, 2] such that f(x1) ≤
√
3/4.
We define M :=
{
x ∈ [1, b] : f(x) ≤√1− 1/x}. We claim that x2 ∈ M for some x2 < 4,
and that [x2, b] ⊂ M . Since f(x1) ≤
√
3/4 and 1 − f2(x) − 1/x < 0 as long as x 6∈ M , we
see that f(x) < f(x1) for all x > x1 such that (x1, x) ∩M = ∅. Hence either x ∈ M for some
x1 < x < 4 or f(4) <
√
3/4. In both cases we proved that x ∈M for some x1 < x ≤ 4.
To prove that [x2, b] ⊂ M , let us assume the contrary. Then there exists a maximal x3 ∈
[1, b) such that [x2, x3] ⊂ M (f is lower semicontinuous, and so such x3 exists), and also
[x3, x3 + ǫ] ∩M = ∅ for some ǫ > 0, and f(x3) =
√
1− 1/x3. Since for x ∈ (x3, x3 + ǫ) we have
1− 1/x− f2(x) < 0, for any x4 ∈ (x3, x3 + ǫ) (6.27) implies:
f(x4) ≤ f(x3) +
ˆ x4
x3
1− 1/x− f2(x) dx < f(x3) =
√
1− 1/x3 <
√
1− 1/x4. (6.28)
i.e. x4 ∈M – a contradiction.
Corollary 6.16. Let l > 4. Then there exists ∆ = ∆(l), 0 < ∆ ≤ 1/2 such that for any k > 0,
ak 6≡ 0 we have
µk(x) ≤ 1−∆, x ∈ [4/k2,min(l/k2, 1)]. (6.29)
Proof. If k ≤ 2, (6.29) is trivially satisfied. If k > 2, let f(x) := µk(x/k2), and observe that such
f satisfies all the assumption of Lemma 6.15. Indeed, f(1) = µk(k
−2) < 1 by Corollary 6.13, µk
is left-continuous, and (6.24) together with (6.17) imply (6.27). To conclude apply the previous
lemma to get f(x) ≤√1− 1/x ≤√1− 1/l = 1−∆ for x ∈ [4, l] and ∆ = 1−√1− 1/l.
In what follows we will show an upper bound for the bending part of the energy. More
precisely, the following lemma will be used to prove that
 x0
0
∑
k∈piN
L
a2k(x)k
4 dx . 1 for any
x0 ∈ (0, 1]:
Lemma 6.17 (Estimate on the average bending). Let u ∈ AL be an odd minimizer of SL.
Then there exists a universal constant C1 <∞ such that for any x0 ∈ (0, 1]
ˆ x0
0
B(x) dx ≤ B(x0)
3
x0 + C1x0,
where B(x) =
∑
k∈piN
L
a2k(x)k
4.
Proof. We prove the lemma by constructing a competitor for u. More precisely, we take u and
in the interval [0, x0] we replace its coefficients ak by linear functions.
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Given x0 ∈ (0, 1], we define
a˜k(x) :=
{
ak(x0)
x
x0
x ∈ [0, x0]
ak(x) x ∈ (x0, 1].
Before comparing the energy of the new deformation a˜k with the energy of ak, we observe that
the deformation a˜k does not satisfy the constraint (6.3). Indeed, for x ∈ (0, x0)∑
k∈piN
L
a˜k(x)
2k2 =
∑
k∈piN
L
ak(x0)
2x2x−20 k
2 (6.3)= 2x0
x2
x20
< 2x. (6.30)
To compensate this loss we use Lemma 6.7 with a = 0 and b = x0 to obtain bk such that∑
k∈piN
L
b2k(x)k
2 = 2x, x ∈ [0, x0],
and ˆ 1
0
∑
k∈piN
L
b′2k + b
2
kk
4 dx ≤ C1x0,
where C1 is some universal constant. Now we combine a˜k and bk by setting c
2
k(x) := a˜
2
k(x)+b
2
k(x)
to obtain a deformation ck which satisfies∑
k∈piN
L
c2k(x)k
2 ≥ 2x, x ∈ [0, 1],
ˆ 1
0
∑
k∈piN
L
c′2k + c
2
kk
4 dx
Lm 6.3≤
ˆ 1
0
∑
k∈piN
L
a˜′2k + a˜
2
kk
4 dx+ C1x0. (6.31)
Since u is a minimizer and
∑
k∈piN
L
c2k(x)k
2 ≥ 2x, Lemma 6.8 and (6.31) imply
ˆ 1
0
∑
k∈piN
L
a′2k + a
2
kk
4 dx ≤
ˆ 1
0
∑
k∈piN
L
c′2k + c
2
kk
4 dx
(6.31)
≤
ˆ 1
0
∑
k∈piN
L
a˜′2k + a˜
2
kk
4 dx+ C1x0. (6.32)
To conclude, we observe the following relations:
ˆ 1
x0
∑
k∈piN
L
a˜′2k + a˜
2
kk
4 dx =
ˆ 1
x0
∑
k∈piN
L
a′2k + a
2
kk
4 dx,
ˆ x0
0
∑
k∈piN
L
a˜2k(x)k
4 dx =
∑
k∈piN
L
a2k(x0)k
4
ˆ x0
0
(x/x0)
2 dx =
B(x0)
3
x0,
ˆ x0
0
∑
k∈piN
L
a˜′2k dx =
1
x0
∑
k∈piN
L
a2k(x0) ≤
ˆ x0
0
∑
k∈piN
L
a′2k dx,
and so (6.32) implies
ˆ x0
0
B(x) dx =
ˆ x0
0
∑
k∈piN
L
a2kk
4 dx ≤ x0
3
∑
k∈piN
L
a2k(x0)k
4 + C1x0 =
x0
3
B(x0) + C1x0.
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Corollary 6.18. Let u ∈ AL be an odd minimizer of SL. There exists a universal constant
C2 <∞ such that ˆ x0
0
B(x) dx ≤ C2x0, x0 ∈ (0, 1].
Proof. Define C2 := max (6C1, 2maxl≥1 σl) < ∞, where σl = inf Sl (see (2.3)). We prove that
if there exists x0 such that
ˆ x0
0
B(x) dx ≥ C2x0, then also
ˆ 1
0
B(x) dx ≥ C2. This would in
turn give a contradiction since
ˆ 1
0
B(x) dx ≤ σL < C2.
So let us assume that
ˆ x0
0
B(x) dx ≥ C2x0 for some x0 ∈ (0, 1]. Then Lemma 6.17 implies
that for any x1 ∈ [x0,min(2x0, 1)] we have
C2x0 ≤
ˆ x0
0
B(x) dx ≤
ˆ x1
0
B(x) dx ≤ B(x1)
3
x1 + C1x1 ≤ 2B(x1)
3
x0 +
C2
3
x0,
and so B(x1) ≥ C2 for any x1 ∈ [x0,min(2x0, 1)]. Therefore
ˆ x1
0
B(x) dx ≥
ˆ x0
0
B(x) dx+ (x1 − x0)C2 ≥ C2x1.
We proved that if
ˆ x0
0
B(x) dx ≥ C2x0, then this is also true if we replace x0 by any x1 ∈
[x0,min(2x0, 1)]. Therefore it is also true for any x1 ∈ [x0, 1], in particular for x1 = 1, which
gives us a contradiction.
6.3 Gap estimate
In Corollary 6.9 we showed that each frequency ak is either identically zero or is strictly positive
in (0, 1], but so far we do not know which coefficients ak do not vanish. In this part we will
estimate how large a gap between two non-vanishing frequencies can be.
Lemma 6.19. Let u ∈ AL be an odd minimizer of SL, and {ak}k∈piN
L
be the corresponding
Fourier coefficients. Then for k ∈ πNL , k ≤ (1/2)1/4:
ak ≡ 0.
Proof. First we claim that for any k ∈ πNL
ˆ 1
0
a′2k (x) dx ≤ 4
ˆ 1
0
a2k(x)k
4 dx. (6.33)
Indeed, if (6.33) were not true, then replacing ak and a2k by a¯k := 0 and a¯2k :=
√
a22k + a
2
k/4 will
decrease the energy while the constraint (6.3) will not change. Truly, we have a¯2kk
2+ a¯22k(2k)
2 =
0 + (a22k + a
2
k/4)(2k)
2 = a2kk
2 + a22k(2k)
2 and by Lemma 6.3 the energy decreases:
ˆ 1
0
a¯′2k + a¯
2
kk
4 + a¯′22k + a¯
2
2k(2k)
4
Lm 6.3≤
ˆ 1
0
a′2k
4
+ 4a2kk
4 + a′22k + a
2
2k(2k)
4 dx
<
ˆ 1
0
a′2k + a
2
kk
4 + a′22k + a
2
2k(2k)
4 dx,
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where the last inequality holds provided (6.33) is false.
Since ak(0) = 0, by Ho¨lder’s inequality
ˆ 1
0
a2k(x) dx =
ˆ 1
0
(ˆ x
0
a′k(x
′) dx′
)2
≤
(ˆ 1
0
xdx
)(ˆ 1
0
a′2k (x) dx
)
(6.33)
≤ 2k4
ˆ 1
0
a2k(x) dx.
To conclude it is enough to observe that using the previous relation, 2k4 < 1 implies
ˆ 1
0
a2k(x) dx =
0.
Proposition 6.20. There exists a universal constant Cgap such that if aK 6≡ 0, aGK 6≡ 0, and
ak ≡ 0 for k ∈ πNL ,K < k < GK, then G ≤ Cgap.
Proof. Let 0 < ǫ < C2/2 and δ > 0 be fixed such that 2ǫ + 4δ < 2 −
√
3. For the contrary we
assume that
G > Cgap := max{4
√
2C2ǫ−1,
√
24δ−1C2ǫ
−1}. (6.34)
We set
X :=
2C2
ǫ
1
(GK)2
, (6.35)
and observe that by Lemma 6.19 K ≥ (1/2)1/4 ≥ 1/2, and so (6.34) implies X ≤ 1/4.
By Corollary 6.18
C2 · 2X ≥
ˆ 2X
X
B(x) dx ≥
ˆ 2X
X
∑
k∈piN
L
,k≥GK
a2k(x)k
4 dx
≥ (GK)2
ˆ 2X
X
∑
k∈piN
L
,k≥GK
a2k(x)k
2 dx ≥ (GK)2X min
x∈[X,2X]
∑
k∈piN
L
,k≥GK
a2k(x)k
2,
so that by definition of X,
min
x∈[X,2X]
∑
k∈piN
L
,k≥GK
a2k(x)k
2 ≤ 2C2
(GK)2
= ǫX.
Hence, there exists x¯ ∈ [X/2,X] such that ∑k∈piN
L
,k≥GK a
2
k(2x¯)k
2 ≤ ǫX ≤ 2ǫx¯. It follows from
the constraint (6.3) that
∑
k∈piN
L
a2k(2x¯)k
2 = 4x¯, and so ak ≡ 0 for k ∈ πNL ,K < k < GK implies∑
k∈piN
L
,k≤K
a2k(2x¯)k
2 ≥ 2x¯(2− ǫ). (6.36)
Moreover, relation (6.3) implies∑
k∈piN
L
,k≤K
a2k(x¯)k
2 ≤ 2x¯,
∑
k∈piN
L
,k≤K
a2k(3x¯)k
2 ≤ 6x¯. (6.37)
We claim that there exists k0 ∈ πNL , k0 ≤ K such that
ak0(x¯) + ak0(3x¯) < (2− δ)ak0(2x¯). (6.38)
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Indeed, if this were not true, we would have the opposite inequality for all k ∈ πNL , k ≤ K, and
taking square of such relations, multiplying each by k2, and summing them up would give∑
k∈piN
L
,k≤K
a2k(x¯)k
2 + a2k(3x¯)k
2 + 2ak(x¯)ak(3x¯)k
2 ≥ (2− δ)2
∑
k∈piN
L
,k≤K
a2k(2x¯)k
2.
Using Young’s inequality we observe that 2ak(x¯)ak(3x¯)k
2 ≤ √3a2k(x¯)k2 + a2k(3x¯)k2/
√
3, and so
together with (6.36) and (6.37) we would get
2x¯+ 6x¯+ 2
√
3x¯+ 6x¯/
√
3 ≥ (2− δ)22x¯(2− ǫ).
After dividing both sides by 2x¯, we would get 4 + 2
√
3 ≥ (4 − 4δ)(2 − ǫ) ≥ 8− 4ǫ − 8δ, which
simplifies to 2ǫ+ 4δ ≥ 2−√3, a contradiction with the choice of ǫ and δ.
Next we claim that a′k0 is non-increasing in the interval [0, 4x¯]. To prove it, we observe that
for 0 < x ≤ 4x¯
x−1 ≥ (4X)−1 = 1
4
ǫ
2C2
(GK)2
(6.34)
>
ǫ
8C2
32C2
ǫ
K2 = 4K2
K≥k0≥ 4k20 > k20 ,
i.e. [0, 4x¯] ⊂ [0, k−20 ]. Then as in (6.25) we get for any (α, β) ⊂ [0, 4x¯]
a′k0(α)− a′k0(β) ≥ 0.
By (6.25) we obtain
a′k0(3x¯)− a′k0(x¯) =
ˆ 3x¯
x¯
ak0k
4
0 dx−
ˆ 3x¯
x¯
ak0k
2
0 dλ
ak0≥0≥ −
ˆ 3x¯
x¯
ak0(x)k
2
0 dλ. (6.39)
Using monotonicity of a′k0 in [0, 4x¯] we can estimate the left-hand side of (6.39)
a′k0(3x¯)− a′k0(x¯) ≤
ak0(x¯) + ak0(3x¯)− 2ak0(2x¯)
x¯
(6.38)
< −δak0(2x¯)
x¯
. (6.40)
Next, we observe that
ak0(x) ≤ 2ak0(2x¯), x ∈ [x¯, 3x¯]. (6.41)
Indeed, a′k0 being non-increasing in (0, 4x¯) implies that ak0 is concave in (0, 4x¯), and so ak0(x) >
2ak0(2x¯) for some x ∈ [x¯, 3x¯] would imply either ak0(0) < 0 or ak0(4x¯) < 0 – a contradiction.
We combine (6.39) with (6.40) and use (6.41) to get
λ([x¯, 3x¯)) dx ≥ δ
2x¯k20
. (6.42)
To obtain the upper bound on λ([x¯, 3x¯)), we use (6.24) to show
µGK(3x¯)− µGK(x¯) =
ˆ 3x¯
x¯
(GK)2(1− µ2GK(x)) dx− λ([x¯, 3x¯)).
Since x¯ ≥ X/2 = (C2/ǫ)(GK)−2 > 2(GK)−2, by Corollary 6.13 the left-hand side of the above
relation is bounded by 2 and
∣∣1− µ2GK(x)∣∣ ≤ 1 for x ≥ x¯. Hence
λ([x¯, 3x¯)) ≤ 2 + (GK)22x¯ ≤ 3x¯(GK)2,
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where the last inequality follows from x¯ > 2(GK)−2. The previous estimate together with (6.42)
yields
δ
2x¯k20
≤ 3x¯(GK)2.
Since k0 ≤ K and x¯ ≤ X = 2C2ǫ−1(GK)−2, a simple algebraic manipulation implies bound on
G:
G2 ≤ 24C
2
2
δǫ2
≤ C2gap,
a contradiction with (6.34).
In Proposition 6.20 we showed that the “gap” G between two non-zero frequencies aK 6≡ 0,
aGK 6≡ can not be large. For this to be useful it remains to show that the smallest non-zero
frequency k ∈ πNL for which ak 6≡ 0 is not very large:
Lemma 6.21. Let u ∈ AL be an odd minimizer of SL, and {ak}k∈piN
L
be the corresponding
Fourier coefficients. Then
min{k ∈ πN
L
: ak 6≡ 0} ≤ √σL ≤ 2
√
σ1.
Proof. Let K := min{k ∈ πNL : ak 6≡ 0}, and the first inequality follows
σL ≥
ˆ 1
0
∑
k∈piN
L
a2k(x)k
4 dx ≥ K2
ˆ 1
0
∑
k∈piN
L
a2k(x)k
2 dx = K2
ˆ 1
0
2xdx = K2.
The second inequality is (3.9).
It follows from (6.17) that λ([x0, 2x0)) dx & 1. To show the exponential decay of ak we
require a similar upper bound on the Lagrange multiplier λ:
Lemma 6.22 (Upper bound on λ on dyadic intervals). There exists a universal constant C3
such that for any x0 ∈ (0, 1/2] we have
λ([x0, 2x0)) dx ≤ C3.
Proof. By Proposition 6.20 and Lemma 6.21 we can find universal constant C¯ < ∞ such that
for every x0 ∈ (0, 1/2] there exists k such that ak 6≡ 0 and 1/k2 ≤ x0 ≤ C¯/k2. Since x0 ≥ 1/k2,
by Corollary 6.13 we know that µk(x) ∈ (−1, 1) for x ∈ [x0, 2x0]. Then (6.23) implies
λ([x0, 2x0)) dx ≤
ˆ 2x0
x0
k2(1− µ2k(x)) dx+ 2 ≤ k2x0 + 2 ≤ C¯ + 2.
As an immediate corollary we obtain
Corollary 6.23. For any x0 ∈ (0, 1) we have
λ([x0, 1)) ≤ C3(| log2 x0|+ 1). (6.43)
The following lemma implies the exponential decay of ak:
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Lemma 6.24. There exists a universal constant C4 such that for any 0 < ∆ ≤ 1/2 and any
frequency k ∈ πNL , ak 6≡ 0 we have
|{x ∈ (0, 1] : µk(x) ≥ −1 + ∆}| ≤ C4 ln(k) + 1
∆k2
.
Proof. We claim that for l := max(4C2gap, 4σ1)
(0, 1] ⊂M :=
⋃
k∈piN
L
,ak 6≡0
[4k−2, lk−2]. (6.44)
Indeed, first we see that
maxM = min
k∈piN
L
:ak 6≡0
lk−2
Lm 6.21≥ l/(4σ1) ≥ 1.
Now let us assume that α := inf {x ∈ [0, 1] : (x,maxM ] ⊂M} > 0. Then there exists a fre-
quency k1 ∈ πNL , ak1 6≡ 0 such that α = 4k−21 and let k2 := min{k ∈ πNL : k > k1, ak 6≡ 0}. By
Proposition 6.20 we know that k2 ≤ Cgapk1, and so
l
k22
≥ 4C
2
gap
k22
≥ 4
k21
= α,
where we used that l ≥ 4C2gap. Since 4k−22 < α and [4k−22 , lk−22 ]∪ [α,maxM ] = [4k−22 ,maxM ] ⊂
M , we obtain a contradiction. Thus α = 0 and (6.44) follows.
Let k¯ ∈ πNL , ak¯ 6≡ 0. By (6.44), for any x0 ∈ [4k¯−2, 1] we can find k0 ∈ πNL , ak0 6≡ 0, k0 ≤ k¯
such that x0 ∈ [4k−20 , lk−20 ]. By Corollary 6.16 there exists ∆¯ > 0 (value of which depends on
l) such that µk(x) ≤ 1 − ∆¯ for any k ∈ πNL , ak 6≡ 0 and x ∈ [4k−2, lk−2]. Then, Lemma 6.14
implies that µk¯(x0) ≤ µk0(x0) ≤ 1− ∆¯.
Let us first consider the case 0 < ∆ ≤ ∆¯. Then we have {x ∈ [4k¯−2, 1] : µk¯(x) ≥ −1+∆} =
{x ∈ [4k¯−2, 1] : µ2
k¯
(x) ≤ (1−∆)2}, and so
k¯2
∣∣{x ∈ [4k¯−2, 1] : µk¯(x) ≥ −1 + ∆}∣∣ (1− (1−∆)2) ≤ ˆ 1
4k¯−2
k¯2(1−µ2k¯(x)) dx ≤ λ([4k¯−2, 1))+2,
(6.45)
where the last inequality follows from (6.24) and Corollary 6.13, which we used to estimate |µk¯|
by 1. Then it follows from Corollary 6.23 that λ([4k¯−2, 1)) . ln k¯ + 1, thus (6.45) implies
|{x ∈ [0, 1] : µk¯(x) ≥ −1 + ∆}| ≤ 4k¯−2 +
∣∣{x ∈ [4k¯−2, 1] : µk¯(x) ≥ −1 +∆}∣∣ ≤ C¯4k¯2∆ (ln k¯ + 1) .
(6.46)
In the case 1/2 ≥ ∆ > ∆¯ we use (6.46) with ∆ = ∆¯ to show
|{x ∈ [0, 1] : µk¯(x) ≥ −1 + ∆}| ≤
∣∣{x ∈ [0, 1] : µk¯(x) ≥ −1 + ∆¯}∣∣
(6.46)
≤ C¯4
k¯2∆¯
(
ln k¯ + 1
) ≤ C4
k¯2∆
(
ln k¯ + 1
)
,
where C4 = C¯4/(2∆¯).
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6.4 Regularity estimates – proof of Theorem 2
We proved above that µk stays close to −1 “most of the time,” which means that ak expo-
nentially decay “most of the time.” We will now use this fact to obtain estimates for higher
derivatives of u. The proof is divided into seven steps.
Step 1: In the following we use decay of ak to obtain estimates for the L
2 norms of the
y-derivatives of u of any order:
Lemma 6.25. For any N ∈ N there exists constant C¯N > 0 such that for any x1 ∈ (0, 1]:
 L
−L
(
∂N+1u
∂yN+1
(x1, y)
)2
dy =
∑
k∈piN
L
a2k(x1)k
2+2N ≤ C¯Nx11−N (| lnx1|N + 1). (6.47)
Proof. Let x1 ∈ (0, 1] be fixed, α > 0 be large enough so that f(t) := t2N exp(−2αt) ≤ 1 for
t ≥ 1, and κ ≥ 1 is chosen so that 2(3C4 + α) lnκ+1κ2 + 1κ2 = x1.
We split (6.47) into two pieces∑
k∈piN
L
a2k(x1)k
2+2N =
∑
k∈piN
L
,k>κ
a2k(x1)k
2+2N +
∑
k∈piN
L
,k≤κ
a2k(x1)k
2+2N . (6.48)
We start by estimating the first sum on the right-hand side. Let x0 := 1/κ
2 < x1. Then by
Corollary 6.13 µk(x) < 1 for x ∈ (x0, x1) and any k ∈ πNL , k ≥ κ. Therefore,ˆ x1
x0
µk(x) dx =
ˆ
x0<x<x1
µk(x)≤−1/2
µk(x) dx+
ˆ
x0<x<x1
−1/2<µk(x)≤1
µk(x) dx
≤ −1/2 |{x ∈ (x0, x1) : µk(x) ≤ −1/2}|+ |{x ∈ (x0, x1) : −1/2 < µk(x) ≤ 1}|
=
x0 − x1
2
+ 3/2 |{x ∈ (x0, x1) : −1/2 < µk(x) ≤ 1}|
Lm 6.24≤ x0 − x1
2
+
3C4(ln k + 1)
k2
≤ x0 − x1
2
+
3C4(lnκ+ 1)
κ2
= −α lnκ+ 1
κ2
≤ −ακ−2,
where we used that the function t 7→ t−2(ln t+ 1) is decreasing for t ≥ 1. Pluging the previous
inequality into a2k(x1) = a
2
k(x0) exp
(
2k2
ˆ x1
x0
µk(x) dx
)
(see (6.26)) gives
∑
k∈piN
L
,k>κ
a2k(x1)k
2+2N ≤
∑
k∈piN
L
,k>κ
a2k(x0)k
2
(
k
κ
)2N
exp
(−2αk2κ−2)︸ ︷︷ ︸
≤1 since k/κ≥1
κ2N
(6.3)
≤ 2x0κ2N = 2κ2(N−1).
(6.49)
To estimate the second sum on the right-hand side of (6.48) we just use (6.3) to get∑
k∈piN
L
,k≤κ
a2k(x1)k
2+2N ≤
∑
k∈piN
L
a2k(x1)k
2κ2N = x1κ
2N . (6.50)
To finish, we observe that for β large enough (depending on α, which depends on N) κ0 :=
βx
−1/2
1 (| ln x1| + 1)1/2 satisfies 2(3C4 + α) lnκ0+1κ20 +
1
κ20
< x1, which implies κ ≤ κ0. By plug-
ging (6.49) and (6.50) into (6.48) and using κ ≤ βx−1/21 (| lnx1|+ 1)1/2 we obtain
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∑
k∈piN
L
a2k(x1)k
2+2N ≤ x1κ2N+2κ2(N−1) . x1
(
β2x−11 (| ln x1|+ 1)
)N
+2
(
β2x−11 (| ln x1|+ 1)
)N−1
. x1−N1 (| ln x1|+ 1)N .
Step 2: Next we show that λ restricted to the interval (0, 1) is a locally integrable function,
i.e. after a slight abuse of notation we have:
Lemma 6.26. There exists a function λ(x) ∈ L1loc((0, 1]) such that for any [α, β) ⊂ (0, 1)
λ([α, β)) =
ˆ β
α
λ(x) dx.
Proof. First we observe that by Lemma 6.19 ak ≡ 0 for k ≤ (1/2)1/4, and so∑
k∈piN
L
a2k(x)k
4 ≥ (1/2)1/2
∑
k∈piN
L
a2k(x)k
2 (6.3)=
√
2x.
Using (6.20) and the previous relation we get
ˆ 1
0
∑
k∈piN
L
(a′2k k
2 + a2kk
6)Ψdx =
ˆ 1
0
∑
k∈piN
L
a2kk
4Ψdλ &
ˆ 1
0
xΨdλ (6.51)
for any non-negative test function Ψ ∈ D(0, 1). Since by Lemma 6.13 |µk(x)| ≤ 1 for x ≥ k−2,
we have |a′k(x)|2k2 ≤ a2k(x)k6 if x ≥ k−2. Thus
∑
k∈piN
L
a′2k (x)k
2+a2k(x)k
6 ≤ x−1
∑
k∈piN
L
a′2k (x)+2
∑
k∈piN
L
a2k(x)k
6
Lm 6.25≤ x−1
∑
k∈piN
L
a′2k (x)+C(| lnx|+1).
Hence, for any non-negative test function ϕ ∈ D(0, 1), the choice of Ψ(x) := ϕ(x)/x in (6.51)
and the previous relation imply
ˆ 1
0
ϕdλ .
ˆ 1
0
[
m(x)
x2
+
| ln x|+ 1
x
]
ϕ(x) dx,
where m =
∑
k∈piN
L
a′2k k
2 ∈ L1(0, 1). This concludes the proof of the lemma.
Step 3: Since λ is a (locally integrable) function, we use (6.11) to show that a′′k is (locally)
L1, which in turn allows us to test (6.11) with a′k to obtain the following:
Lemma 6.27. We have
 L
−L
u2,x(x1, y) dy =
∑
k∈piN
L
a′2k (x1) . | lnx1|+ 1. (6.52)
Proof. Since the Lagrange multiplier λ is a locally integrable function, the Euler-Lagrange
equation (6.11) implies
− a′′k(x) = ak(x)k4 − ak(x)k2λ(x) ∈ L1loc((0, 1]). (6.53)
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As a consequence, we obtain that a′k ∈ L∞loc((0, 1]), which then justifies the following computa-
tion:
1
2
( ∑
k∈piN
L
a′2k (x)−a2k(x)k4
)′
=
∑
k∈piN
L
a′′k(x)a
′
k(x)−a′k(x)ak(x)k4 = λ(x)
∑
k∈piN
L
a′k(x)ak(x)k
2 = λ(x),
(6.54)
where the last inequality is obtained by differentiating (6.3). Since
ˆ 1
0
( ∑
k∈piN
L
a′2k + a
2
kk
4
)
dx =
σL . 1, we can find x0 ∈ (1/2, 1) such that
∑
k∈piN
L
a2k(x0)k
4−a′2k (x0) . 1. Integrating (6.54) from
x0 to x1 then implies∣∣∣∣∣ ∑
k∈piN
L
a2k(x1)k
4 − a′2k (x1)
∣∣∣∣∣ ≤
∣∣∣∣∣
ˆ x1
x0
( ∑
k∈piN
L
a′2k (x)− a2k(x)k4
)′
dx
∣∣∣∣∣+
∣∣∣∣∣ ∑
k∈piN
L
a2k(x0)k
4 − a′2k (x0)
∣∣∣∣∣
≤ 2
∣∣∣∣∣
ˆ x1
x0
λ(x) dx
∣∣∣∣∣+C ≤ 2
∣∣∣∣∣
ˆ 1
x1
λ(x) dx
∣∣∣∣∣+ C ′. (6.55)
By Corollary 6.23
∣∣∣∣
ˆ 1
x1
λ(x) dx
∣∣∣∣ . | lnx1|+1, thus (6.55) together with Lemma 6.25 imply (6.52).
Step 4: For any x1 ∈ (0, 1]
 L
−L
u2,xy(x1, y) dy =
∑
k∈piN
L
a′2k (x1)k
2 . x−11 (| ln x1|2 + 1), (6.56)
 L
−L
u2,xyy(x1, y) dy =
∑
k∈piN
L
a′2k (x1)k
4 . x−21 (| ln x1|3 + 1). (6.57)
We start with the proof of (6.56). For κ := x
−1/2
1 we write∑
k∈piN
L
a′2k (x1)k
2 =
∑
k∈piN
L
,k>κ
a′2k (x1)k
2 +
∑
k∈piN
L
,k≤κ
a′2k (x1)k
2. (6.58)
Since by Corollary 6.13 µ2k(x) ≤ 1 for x ≥ 1/k2 and a′k(x) = µk(x)ak(x)k2, the first sum on the
right-hand side can be estimated by
∑
k∈piN
L
,k>κ
a′2k (x1)k
2 ≤
∑
k∈piN
L
,k>κ
a2k(x1)k
6
Lm 6.25
.
with N=2
x−11 (| lnx1|2 + 1).
From (6.52) we know
∑
k∈piN
L
,k≤κ a
′2
k (x1)k
2 ≤ κ2∑k∈piN
L
a′2k (x1) = x
−1
1
∑
k∈piN
L
a′2k (x1) . x
−1
1 (| ln x1|+
1). Combining these two estimates with (6.58) gives (6.56).
The proof of (6.57) is based on the same ideas as the proof of (6.56) – we split (6.57) into
two sums to get:∑
k∈piN
L
a′2k (x1)k
4 =
∑
k∈piN
L
,k>κ
a′2k (x1)k
4+
∑
k∈piN
L
,k≤κ
a′2k (x1)k
4 ≤
∑
k∈piN
L
,k>κ
a2k(x1)k
8+κ4
∑
k∈piN
L
a′2k (x1)
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. x−21 (| ln x1|3 + 1) + x−21 (| ln x1|+ 1).
Step 5: We claim that
λ(x) . x−1(| lnx|3 + 1) for a.e. x ∈ (0, 1). (6.59)
First we recall (6.20), which states that for any Ψ ∈ D((0, 1)), Ψ ≥ 0:
ˆ 1
0
λ(x)

∑
k∈piN
L
a2k(x)k
4

Ψ(x) = ˆ 1
0

∑
k∈piN
L
a2k(x)k
6 + a′2k (x)k
2

Ψ(x) dx. (6.60)
By Lemma 6.25 and (6.56), the argument in the parenthesis on the right-hand side of the
previous relation is bounded by a multiple of x−1(| ln x|2 + 1), and (6.59) follows from the
following lower bound on
∑
k∈piN
L
a2k(x)k
4:
(2x)2 =

∑
k∈piN
L
a2k(x)k
2


2
Cauchy−
Schwarz≤

∑
k∈piN
L
a2k(x)



∑
k∈piN
L
a2k(x)k
4


ak(0)=0
=

∑
k∈piN
L
[ˆ x
0
a′k(x
′) dx′
]2

∑
k∈piN
L
a2k(x)k
4

 Ho¨lder’s≤ x

ˆ x
0
∑
k∈piN
L
a′2k (x
′) dx′

 ·

∑
k∈piN
L
a2k(x)k
4


(6.52)
. x
(ˆ x
0
| lnx′|+ 1dx′
)∑
k∈piN
L
a2k(x)k
4


= x2(| ln x|+ 2)

∑
k∈piN
L
a2k(x)k
4

 .
Step 6: For (a.e.) x ∈ (0, 1)
 L
−L
u2,xx(x, y) dy =
∑
k∈piN
L
a′′2k (x) . x
−2(| lnx|7 + 1). (6.61)
Since λ(x) ≥ 0 a.e. in (0, 1), the Euler-Lagrange equation a′′k(x) = ak(x)k4−λ(x)ak(x)k2 implies
that a.e. in (0, 1): ∑
k∈piN
L
a′′2k (x) ≤
∑
k∈piN
L
a2k(x)k
8 + λ(x)2
∑
k∈piN
L
a2k(x)k
4.
Then (6.61) follows from Lemma 6.25 (applied with N = 1 and N = 2) and (6.59).
We showed that (6.61) holds for a.e. x ∈ (0, 1), which is sufficient for the proof of the upper
bound (see Section 4). For completeness let us sketch the idea how to extend it to all x ∈ (0, 1).
To obtain that it is enough to show that the Lagrange multiplier λ is a continuous function
on (0, 1). For that we can use the results from this step (i.e. (6.61) for a.e. x ∈ (0, 1)) and
the previous steps to show that
∑
k∈piN
L
a2k(x)k
6 + a′2k (x)k
2/
∑
k∈piN
L
a2k(x)k
4 has a derivative in
L∞loc((0, 1]), which implies that also λ
′ ∈ L∞loc((0, 1]), in particular it is continuous in (0, 1].
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Step 7: We claim that
 L
−L
u2(x, y) dy =
∑
k∈piN
L
a2k(x) . x
2(| lnx|+ 1). (6.62)
We use ak(0) = 0 to write
∑
k∈piN
L
a2k(x) =
∑
k∈piN
L
(ˆ x
0
a′k(x
′) dx′
)2 Ho¨lder’s≤ xˆ x
0
( ∑
k∈piN
L
a′2k (x
′)
)
dx′
(6.52)
. x
ˆ x
0
(| ln x′|+ 1) dx′ = x2(| lnx|+ 2).
7 Proof of Lemma 5.1
In this section we prove Lemma 5.1, which we used in the proof of the lower bound (see
Section 5):
Lemma 5.1. For any L ≥ 1 there exists δL > 0 such that
σL = min
u∈AL
SL(u) ≤ min
v
(
SL(v) + L2
ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx
)
+ δL, (5.4)
where we minimize over all v : [−1, 1] × [−L,L] → R which are 2L-periodic in the y-variable,
and Υ(x) = xχ[0,1](x) (see (5.3)). Moreover,
δL → 0 as L→∞. (5.5)
Proof. Lemma 6.8 says that
min∑
k∈piN
L
a2k(x)k
2=2x
SL(u) = min∑
k∈piZ
L
a2
k
(x)k2≥2x
ak(0)=0
SL(u). (7.1)
Hence, to prove (5.4), given v : [−1, 1] × [−L,L]→ R, a 2L-periodic function in y, it is enough
to construct a function u : [0, 1] × [−L,L]→ R, which is 2L-periodic in y, and satisfies
 L
−L
u2,y(x, y) dy ≥ 2x, x ∈ (0, 1],
 L
−L
u2,y(0, y) dy = 0, (7.2)
together with
SL(u) ≤ SL(v) + L2
ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx+ δL, (7.3)
where Υ(x) = xχ[0,1](x) was defined in (5.3). If SL(v)+L2
´ 1
−1
(ffl L
−L v
2
,y(x, y)/2 dy −Υ(x)
)2
dx ≥
4σ1, (7.3) immediately follows (observe that by Lemma 3.1 σL ≤ 4σ1). Therefore we can assume
that ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx ≤ 4σ1L−2. (7.4)
37
Let 0 < η < π−6 and
ϕη(x) :=
1
η
ϕ
(
x− 2η
η
)
,
where ϕ ∈ C∞(R) is a standard smoothing kernel with compact support in (−1, 1), which is
even, 0 ≤ ϕ ≤ 1, and
ˆ 1
−1
ϕ = 1. Since v is 2L-periodic in y, we can use Fourier series to write
v(x, y) =
∑
k∈piZ
L
,k>0
ak(x) sin(πky) +
∑
k∈piZ
L
,k≤0
ak(x) cos(πky).
For k ∈ πNL and x ∈ [0, 1] we define
bk(x) :=
√(
a2k + a
2
−k
) ∗ ϕη(x),
where ∗ stands for the convolution. We observe that since η < 1/3 and ak is defined in [−1, 1],
bk is well-defined. Moreover, by following the proof of Lemma 6.3 we observe that
ˆ 1
0
∑
k∈piN
L
b′2k (x) + b
2
kk
4 dx ≤
ˆ 1
−1
∑
k∈piZ
L
a′2k (x) + a
2
kk
4 dx = SL(v). (7.5)
For the construction to satisfy (7.2) we would need
∑
k∈piN
L
b2k(0)k
2 = 0, but it can be only
shown that
∑
k∈piN
L
b2k(0)k
2 is small (see (7.6) below). Because of that we will change bk in few
steps. By repeating the proof of Lemma 6.19 we obtain that for any k ∈ πNL
ˆ 1
0
b′2k dx ≤ 4
ˆ 1
0
b2kk
4 dx, (7.6)
or otherwise we can replace bk and decrease the energy. Since suppϕη ⊂ (η, 3η), we get for
x ∈ [0, η]:
∑
k∈piN
L
b2k(x)k
2 =
∑
k∈piZ
L
(a2k ∗ ϕη)(x)k2 =
ˆ 0
−1
∑
k∈piZ
L
a2k(x
′)k2ϕη(x− x′) dx′
Ho¨lder’s≤
(ˆ 0
−1
( ∑
k∈piZ
L
a2k(x)k
2
)2
dx
)1/2(ˆ 1
−1
ϕ2η(x) dx
)1/2
. L−1η−1/2, (7.7)
where the last inequality follows from
 L
−L
v2,y(x, y) dy =
∑
k∈piZ
L
a2k(x)k
2 and (7.4). For k ∈ πNL , k ≤
1/2, bk 6≡ 0, we have
max
x∈[0,1]
bk− min
x∈[0,1]
bk ≤
ˆ 1
0
|b′k|dx
Ho¨lder’s≤
(ˆ 1
0
b′2k dx
)1/2 (7.6)
≤ 2k2
(ˆ 1
0
b2k dx
)1/2 k≤1/2
≤ max
x∈[0,1]
bk/2,
which implies maxx∈[0,1] bk(x) ≤ 2minx∈[0,1] bk(x). Therefore, for any x ∈ [0, 1]:
∑
k∈piN
L
,k≤1/2
b2k(x)k
2 ≤ 2
∑
k∈piN
L
,k≤1/2
b2k(0)k
2
(7.7)
. L−1η−1/2. (7.8)
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For k ∈ πNL , k ≤ 1/2 we define ck(x) := 0, for k ∈ πNL , 1/2 < k < η−1/2
ck(x) :=
{ x
η bk(η) x ∈ [0, η]
bk(x) x ∈ [η, 1],
and for k ∈ πNL , k ≥ η−1/2
ck(x) :=


0 x ∈ [0, η − k−2]
k2(x− η + k−2)bk(η) x ∈ [η − k−2, η]
bk(x) x ∈ [η, 1].
To estimate the energy of ck we start with k ∈ πNL , k ∈ (1/2, η−1/2):
ˆ 1
0
c′2k + c
2
kk
4 dx =
(
η−1 + k4η/3
)
b2k(η) +
ˆ 1
η
b′2k + b
2
kk
4 dx ≤ 5η−1k2b2k(η) +
ˆ 1
0
b′2k + b
2
kk
4 dx,
where in the last inequality we used that k ∈ (1/2, η−1/2), and so η−1 ≤ 4η−1k2 and k4η/3 ≤
η−1k2. If k ∈ πZL , k ≥ η−1/2, we get
ˆ 1
0
c′2k + c
2
kk
4 dx =
4
3
b2k(η)k
2 +
ˆ 1
η
b′2k + b
2
kk
4 dx ≤ 4
3
b2k(η)k
2 +
ˆ 1
0
b′2k + b
2
kk
4 dx.
We use two previous inequalities to obtain
ˆ 1
0
∑
k∈piN
L
c′2k + c
2
kk
4 dx ≤
(
5η−1 +
4
3
) ∑
k∈piN
L
b2k(η)k
2 +
ˆ 1
0
∑
k∈piN
L
b′2k + b
2
kk
4 dx
(7.7)
≤ CL−1η−3/2 +
ˆ 1
0
∑
k∈piN
L
b′2k + b
2
kk
4 dx. (7.9)
Next we want to compare
∑
k∈piN
L
c2k(x)k
2 with 2x. For x ∈ [0, 1], we define the auxiliary function
ψ(x) :=
ˆ 1
0
2x′ϕη(x− x′) dx′ = 2(Υ ∗ ϕη)(x),
and set
r(x) := 2x−
∑
k∈piN
L
c2k(x)k
2. (7.10)
It follows from the definition of ck that for x ∈ [η, 1]:
r(x) = 2x−
∑
k∈piN
L
,k>1/2
b2k(x)k
2 = 2x−
∑
k∈piN
L
b2k(x)k
2 +
∑
k∈piN
L
,k≤1/2
b2k(x)k
2
= (2x− ψ(x)) −
(( ∑
k∈piZ
L
ak(·)2k2 − 2Υ(·)
)
∗ ϕη
)
(x) +
∑
k∈piN
L
,k≤1/2
b2k(x)k
2. (7.11)
Then (7.4) implies
1
4
ˆ 1
−1
( ∑
k∈piZ
L
a2k(x)k
2 − 2Υ(x)
)2
dx =
ˆ 1
−1
( L
−L
v2,y(x, y)/2 dy −Υ(x)
)2
dx ≤ 4σ1L−2,
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and so∣∣∣∣∣
(( ∑
k∈piZ
L
ak(·)2k2 − 2Υ(·)
)
∗ ϕη
)
(x)
∣∣∣∣∣ ≤
∥∥∥∥∥ ∑
k∈piZ
L
a2k(·)k2 − 2Υ(·)
∥∥∥∥∥
L2(−1,1)
‖ϕη‖L2 . L−1 ‖ϕη‖L2 .
Hence, it follows from (7.11) that for every x ∈ [η, 1]:
|r(x)− (2x− ψ(x))|
(7.8)
. L−1 ‖ϕη‖L2 + L−1η−1/2 . L−1η−1/2. (7.12)
It follows from the definition of r (see (7.10)) that r(x) ≤ 2x for all x ∈ [0, 1]. We also
observe that ψ(x) = 2x − 4η for x ∈ [3η, 1], and so 2x − ψ(x) = 4η for x ∈ [3η, 1]. Since
η < π−6 ≤ (1/3)3 implies η2/3 ≥ 3η, it follows from (7.12) that r(x) ≤ 4η + C¯L−1η−1/2 for
x ∈ [η2/3, 1]. To summarize, we have
r(x) ≤
{
2x x ∈ [0, η2/3]
4η + C¯L−1η−1/2 x ∈ [η2/3, 1]. (7.13)
Now we would like to define dk(x) such that
∑
k∈piN
L
d2k(x)k
2 ≥ r(x),∑k∈piN
L
d2k(0)k
2 = 0, and
such that its energy
ˆ 1
0
∑
k∈piN
L
d′2k (x) + dk(x)
2k4 dx is small. To do that we first use Lemma 6.7
with b = η2/3 to obtain u (with coefficients ek) such that
∑
k∈piN
L
e2k(x)k
2 = 2x for x ∈ [0, η2/3]
and
´ 1
0
∑
k∈piN
L
e′2k + e
2
kk
4 . η2/3.
Since η < π−6 and L ≥ 1, we have that η−1/6 > π/L. Therefore we can find k0 ∈ πNL , η−1/6 ≤
k0 ≤ 2η−1/6 and define
fk0(x) :=


x
η2/3
√
4η+C¯L−1η−1/2
k0
x ∈ [0, η2/3]√
4η+C¯L−1η−1/2
k0
x ∈ [η2/3, 1].
We set fk ≡ 0 for all k ∈ πNL , k 6= k0. Thenˆ 1
0
f ′2k0 + f
2
k0k
4
0 . (4η + C¯L
−1η−1/2)η−1/3
and for x ∈ [η2/3, 1]
f2k0(x)k
2
0 = 4η + C¯L
−1η−1/2 ≥ r(x).
Therefore, by using Lemma 6.3 to combine ek and fk we obtain dk(x) =
√
e2k(x) + f
2
k (x)
such that
∑
k∈piN
L
d2k(x)k
2 ≥ r(x), ∑k∈piN
L
d2k(0)k
2 = 0, and
ˆ 1
0
∑
k∈piN
L
d′2k (x) + dk(x)
2k4 dx .
η−1/3
(
4η + C¯L−1η−1/2
)
. Finally, we use Lemma 6.3 again to combine ck and dk into gk =√
c2k + d
2
k so that∑
k∈piN
L
g2k(x)k
2 =
∑
k∈piN
L
c2k(x)k
2 + d2k(x)k
2 ≥
∑
k∈piN
L
c2k(x)k
2 + r(x)
(7.10)
= 2x
and
40
ˆ 1
0
∑
k∈piN
L
g′2k (x)+gk(x)
2k4 dx
(7.9)
≤ C
(
L−1η−3/2 + η2/3 + L−1η−5/6
)
+
ˆ 1
0
∑
k∈piN
L
b′2k (x)+bk(x)
2k4 dx
(7.5)
≤ C
(
L−1η−3/2 + η2/3 + L−1η−5/6
)
+ SL(v).
To conclude we observe that
∑
k∈piN
L
g2k(0)k
2 = 0 and that by choosing η := min(L−1/2, π−6/2)
we get that L−1η−3/2 + η2/3 + L−1η−5/6 → 0 as L→∞.
Acknowledgments
The author would like to thank M. Goldman and F. Otto for interesting discussions.
References
[1] J. Bedrossian and R.V. Kohn, Blister patterns and energy minimization in compressed thin
films on compliant substrates, Comm. Pure Appl. Math., in press.
[2] P. Bella and R. V. Kohn, Metric-induced wrinkling of a thin elastic sheet, submitted to
Journal of Nonlinear Science, 2014.
[3] ,Wrinkles as the result of compressive stresses in an annular thin film, Comm. Pure
Appl. Math. 67 (2014), no. 5, 693–747.
[4] H. Ben Belgacem, S. Conti, A. DeSimone, and S. Mu¨ller, Rigorous bounds for the Fo¨ppl-
von Ka´rma´n theory of isotropically compressed plates, J. Nonlinear Sci. 10 (2000), no. 6,
661–683.
[5] , Energy scaling of compressed elastic films—three-dimensional elasticity and re-
duced theories, Arch. Ration. Mech. Anal. 164 (2002), no. 1, 1–37.
[6] J. Brandman, R. V. Kohn, and H.-M. Nguyen, Energy scaling laws for conically constrained
thin elastic sheets, J. Elasticity 113 (2013), no. 2, 251–264.
[7] R. Choksi, Scaling laws in microphase separation of diblock copolymers, J. Nonlinear Sci.
11 (2001), no. 3, 223–236.
[8] R. Choksi, S. Conti, R. V. Kohn, and F. Otto, Ground state energy scaling laws during the
onset and destruction of the intermediate state in a type i superconductor, Comm. Pure
Appl. Math. 61 (2008), no. 5, 595–626.
[9] R. Choksi, R. V. Kohn, and F. Otto, Domain branching in uniaxial ferromagnets: a scaling
law for the minimum energy, Comm. Math. Phys. 201 (1999), no. 1, 61–79.
[10] J. Y. Chung, A. J. Nolte, and C. M. Stafford, Surface wrinkling: A versatile platform for
measuring thin-film properties, Advanced Materials 23 (2011), no. 3, 349–368.
[11] S. Conti, Branched microstructures: scaling and asymptotic self-similarity, Comm. Pure
Appl. Math. 53 (2000), no. 11, 1448–1474. MR 1773416 (2001j:74032)
[12] B. Davidovitch, Period fissioning and other instabilities of stressed elastic membranes,
Phys. Rev. E 80 (2009), 025202.
41
[13] B. Davidovitch, R. D. Schroll, and E. Cerda, Nonperturbative model for wrinkling in highly
bendable sheets, Phys. Rev. E 85 (2012), 066115.
[14] B. Davidovitch, R. D. Schroll, D. Vella, M. Adda-Bedia, and E. Cerda, Prototypical model
for tensional wrinkling in thin sheets, Proc. Natl. Acad. Sci. 108 (2011), no. 45, 18227–
18232.
[15] J.-C. Ge´minard, R. Bernal, and F. Melo, Wrinkle formations in axi-symmetrically stretched
membranes, Eur. Phys. J. E 15 (2004), no. 2, 117–126.
[16] J. Huang, B. Davidovitch, C. D. Santangelo, T. P. Russell, and N. Menon, Smooth cascade
of wrinkles at the edge of a floating elastic film, Phys. Rev. Lett. 105 (2010), 038302.
[17] W. Jin and P. Sternberg, Energy estimates for the von Ka´rma´n model of thin-film blistering,
J. Math. Phys. 42 (2001), no. 1, 192–199.
[18] , In-plane displacements in thin-film blistering, Proc. Roy. Soc. Edinburgh Sect. A
132 (2002), no. 4, 911–930. MR 1926922 (2003f:74020)
[19] R. V. Kohn and S. Mu¨ller, Relaxation and regularization of nonconvex variational prob-
lems, Proceedings of the Second International Conference on Partial Differential Equations
(Italian) (Milan, 1992), vol. 62, 1992, pp. 89–113 (1994). MR 1293775 (96c:49024)
[20] , Surface energy and microstructure in coherent phase transitions, Comm. Pure
Appl. Math. 47 (1994), no. 4, 405–435. MR 1272383 (95c:73017)
[21] R. V. Kohn and H.-M. Nguyen, Tension-induced wrinkling in a confined floating film: the
energy scaling law and the associated cascade, in preparation.
[22] , Analysis of a compressed thin film bonded to a compliant substrate: the energy
scaling law, J. Nonlinear Sci. 23 (2013), no. 3, 343–362. MR 3067583
[23] S. Mu¨ller and H. Olbermann, Conical singularities in thin elastic sheets, Calc. Var. Partial
Differential Equations 49 (2014), no. 3-4, 1177–1186.
[24] F. Otto and T. Viehmann, Domain branching in uniaxial ferromagnets: asymptotic behav-
ior of the energy, Calc. Var. Partial Differential Equations 38 (2010), no. 1-2, 135–181. MR
2610528 (2011d:49061)
[25] R. D. Schroll, E. Katifori, and B. Davidovitch, Elastic building blocks for confined sheets,
Phys. Rev. Lett. 106 (2011), 074301.
[26] R. S. Strichartz, A guide to distribution theory and fourier transforms, World Scientific,
2003.
42
