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ASYMPTOTIC BEHAVIOUR OF SOME FAMILIES OF
ORTHONORMAL POLYNOMIALS AND AN ASSOCIATED
HILBERT SPACE
ALEKSANDAR IGNJATOVIC´
Abstract. We characterise asymptotic behaviour of families of symmetric or-
thonormal polynomials whose recursion coefficients satisfy certain conditions,
satisfied for example by the (normalised) Hermite polynomials. More gen-
erally, these conditions are satisfied by the recursion coefficients of the form
c(n + 1)p for 0 < p < 1 and c > 0, as well as by recursion coefficients which
correspond to polynomials orthonormal with respect to the exponential weight
W (x) = exp(−|x|β) for β > 1. We use these results to show that, in a Hilbert
space defined in a natural way by such a family of orthonormal polynomials,
every two complex exponentials eω(t) = eı˙ ωt and eσ(t) = eı˙ σt of distinct
frequencies ω, σ are mutually orthogonal. We finally formulate a surprising
conjecture for the corresponding families of non-symmetric orthonormal poly-
nomials; extensive numerical tests indicate that such a conjecture appears to
be true.
keywords: orthogonal polynomials, unbounded recurrence coefficients, Christof-
fel functions, almost periodic functions, signal processing
AMS classification numbers: 42C05, 41A60, 42A75
1. Introduction
Let γn > 0 for n ≥ 0 be the recursion coefficients that correspond to a symmetric
positive definite family of orthonormal polynomials (pn : n ∈ N). Thus, p0(ω) = 1
and if we set γ−1 = 1 and p−1(ω) = 0, then the three term recurrence
(1) γnpn+1(ω) = ω pn(ω)− γn−1 pn−1(ω)
holds for all n ≥ 0.1 Let also sn be the first and dn the second order forward finite
differences of these recursion coefficients:
sn = γn+1 − γn; dn = sn+1 − sn.
We consider families of orthonormal polynomials such that the corresponding re-
cursion coefficients γn satisfy the following conditions.
(C1) γn →∞; (C2) sn → 0;
This paper is dedicated to my wife Sharon Younghi Choi; without her love and patience this
work would have never seen daylight. I also want to thank Jeff Geronimo, Doron Lubinsky, Paul
Nevai, Vilmos Totik and especially the anonymous referees for their most valuable comments
which have greatly improved this article.
1See, for example, [1].
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2 A. IGNJATOVIC
(C3) There exist n0,m0 such that γn+m > γn holds for all n ≥ n0 and all
m ≥ m0.
A sequence γn which satisfies condition (C3) will be called an almost increas-
ing sequence; an almost decreasing sequence is defined in an analogous way.
Clearly, every increasing sequence is also an almost increasing sequence
with n0 = 0 and m0 = 1.
(C4)
∞∑
j=0
1
γj
=∞; (C5) there exists κ > 1 such that∞∑
j=0
1
γκj
<∞;
(C6)
∞∑
n=0
|sn|
γ2n
<∞; (C7)
∞∑
n=0
|dn|
γn
<∞.
Note that if the Hermite polynomials are normalised into a corresponding or-
thonormal family with respect to the weight W (x) = e−x
2
/
√
pi, then their recursion
coefficients are of the form γn = (n+ 1)
1/2
/
√
2.
Lemma 1. Conditions (C1)-(C7) are satisfied by the Hermite polynomials, and more
generally,
(a) by families with recursion coefficients of the form γn = c(n + 1)
p for any
0 < p < 1 and c > 0;
(b) by families orthonormal with respect to the exponential weight W (ω) =
exp(−c|ω|β) for β > 1 and c > 0.
Proof. (a) If p > 0 then γn are increasing and γn → ∞; moreover, since for
γn = c(n + 1)
p all forward finite differences ∆k(n) satisfy ∆k(n) = O
(
np−k
)
, we
obtain
∞∑
n=0
sn
γ2n
=
∞∑
n=0
O
(
np−1
n2p
)
= O
( ∞∑
n=0
n−p−1
)
<∞.
On the other hand, if p < 1 then sn = O
(
np−1
)→ 0 and (C4) holds; also,
∞∑
n=0
dn = O
( ∞∑
n=0
np−2
)
<∞.(2)
Note that (2) is stronger than what is required by condition (C7). Finally, if
0 < p < 1 then (C5) holds for every κ > 1/p.
(b) Theorem 1.3 in [2] implies that for such a weight and for β > 1 the recurrence
coefficients satisfy
γn
(n+ 1)1/β
=
1
2
+ O
(
(n+ 1)−β
)
+ O
(
(n+ 1)1−2β
)
+ O
(
(n+ 1)−2
)
.
This in turn is easily seen to imply
sn
γ2n
= O
(
(n+ 1)−1−
1
β
)
+ O
(
(n+ 1)−β−
1
β
)
+ O
(
(n+ 1)1−2β−
1
β
)
+
O
(
(n+ 1)−2−
1
β
)
;
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dn
γn
= O
(
(n+ 1)−β
)
+ O
(
(n+ 1)1−2β
)
+ O
(
(n+ 1)−2
)
.
The above three equations, together with the fact that β > 1, imply (b).

The goal of this paper is to prove the following theorem and obtain, as its
consequences, the two corollaries below, as well as Theorem 32.2
Theorem 2. Assume that the recursion coefficients γn which correspond to a sym-
metric positive definite family of orthonormal polynomials (pn : n ∈ N) satisfy con-
ditions (C1)-(C7); then the limit limn→∞ γn(p2n(ω)+p2n+1(ω)) exists for every ω ∈ R;
moreover, for every B > 0 there exist mB and MB such that 0 < mB < MB < ∞
and such that for all ω which satisfy |ω| ≤ B,
(3) mB ≤ lim
n→∞ γn(p
2
n(ω) + p
2
n+1(ω)) ≤MB
with the limit converging uniformly on the set of all ω such that |ω| ≤ B.
Note that this is in contrast with the case when the recursion coefficients are
bounded; a classical result of Nevai implies that in the bounded case the sequence
γn(p
2
n(ω) + p
2
n+1(ω)) cannot converge; see [3], page 140, formula (16). So it is not
surprising that in our case, the slower the γn grow to infinity, the slower the above
limit converges.
Corollary 3. Let γn be as in Theorem 2; then the limits below exist and satisfy
(4) lim
n→∞
∑n
k=0 p
2
k(ω)∑n
k=0
1
γk
=
1
2
lim
n→∞ γn(p
2
n(ω) + p
2
n+1(ω))
and convergence of the two limits is uniform on every compact set.
Corollary 4. If γn = c(n + 1)
p for some c > 0 and some p such that 0 < p < 1,
then
0 < lim
n→∞
∑n
k=0 p
2
k(ω)
(n+ 1)1−p
<∞,
and convergence of the limit is uniform on every compact set.
2. A Representation of Orthogonal Polynomials
To estimate asymptotic behaviour of the sum p2m(ω) + p
2
m+1(ω) as m → ∞,
we will consider functions of the form ı˙mpm(ω) + ı˙
m+1pm+1(ω); in this way we
have |ı˙mpm(ω) + ı˙m+1pm+1(ω)|2 = p2m(ω) + p2m+1(ω). What the real and what the
imaginary part of such a function is depends on the parity of m. For simplicity, we
will assume that m = 2n and define
En(ω) = ı˙
2np2n(ω) + ı˙
2n+1p2n+1(ω) = (−1)n(p2n(ω) + ı˙ p2n+1(ω));(5)
thus,
p22n(ω) + p
2
2n+1(ω) = |En(ω)|2.(6)
2Theorem 32 proves our conjecture from [4] under some additional assumptions.
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For odd m we set En(ω) = ı˙
2n+1p2n+1(ω)+ ı˙
2n+2p2n+2(ω), and all of our arguments
go through with minor changes only.3 Also, since by our assumption (C2) we have
sn = γn+1 − γn → 0, it follows that γn/γn+1 → 1 and thus
lim
n→∞
(
1
γ2n
+
1
γ2n+1
)
γ2n
2
= 1.
This implies that one of the two limits in (7) below exists just in case the other
also exists, in which case
(7)
1
2
lim
n→∞ γ2n(p
2
2n(ω) + p
2
2n+1(ω)) = lim
n→∞
p22n(ω) + p
2
2n+1(ω)
1
γ2n
+ 1γ2n+1
.
Thus, instead of proving (3) we will prove that the following limit exists and
satisfies
(8) 0 < lim
n→∞
p22n(ω) + p
2
2n+1(ω)
1
γ2n
+ 1γ2n+1
<∞,
and instead of proving (4) we will prove the following, more symmetric equivalent
form of it,
(9) lim
n→∞
∑n
k=0 p
2
k(ω)∑n
k=0
1
γk
= lim
n→∞
p22n(ω) + p
2
2n+1(ω)
1
γ2n
+ 1γ2n+1
,
as well as that the convergence of both limits is uniform on every compact interval.
We now look for a recurrence satisfied by En(ω) given by (5). Substituting n
by 2n− 1 in the three term recurrence (1) and dividing both sides of the resulting
equation by γ2n−1 we obtain
(10) p2n(ω) =
ω
γ2n−1
p2n−1(ω)− γ2n−2
γ2n−1
p2n−2(ω).
Multiplying both sides by ı˙2n produces
(11) ı˙2np2n(ω) =
ı˙ ω
γ2n−1
ı˙2n−1p2n−1(ω) +
γ2n−2
γ2n−1
ı˙2n−2p2n−2(ω).
Similarly, substituting in (1) n by 2n and using (10) to eliminate p2n(ω) we obtain
γ2np2n+1(ω) = ω
(
ω
γ2n−1
p2n−1(ω)− γ2n−2
γ2n−1
p2n−2(ω)
)
− γ2n−1p2n−1(ω)
=
(
ω2
γ2n−1
− γ2n−1
)
p2n−1(ω)− ω γ2n−2
γ2n−1
p2n−2(ω).
Multiplying both sides by ı˙2n+1/γ2n we obtain
ı˙2n+1p2n+1(ω) =
(
− ω
2
γ2n−1γ2n
+
γ2n−1
γ2n
)
ı˙2n−1p2n−1(ω)+
ı˙ ω γ2n−2
γ2nγ2n−1
ı˙2n−2p2n−2(ω).
(12)
3These changes can be found in a Mathematica file available online at http://www.cse.unsw.
edu.au/~ignjat/diff/OP2.zip.
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If we add equations (11) and (12) together we obtain
En(ω) =
(
− ω
2
γ2n−1γ2n
+
γ2n−1
γ2n
+ ı˙
ω
γ2n−1
)
ı˙2n−1p2n−1(ω)+(
γ2n−2
γ2n−1
+ ı˙
ω γ2n−2
γ2n−1γ2n
)
ı˙2n−2p2n−2(ω).
(13)
Since from (5) we have
ı˙2n−2p2n−2(ω) =
En−1(ω) + En−1(ω)
2
; ı˙2n−1p2n−1(ω) =
En−1(ω)− En−1(ω)
2
,
(14)
after corresponding substitutions of (14) in (13) we obtain
En(ω) =(
− ω
2
2γ2n−1γ2n
+
γ2n−1
2γ2n
+
γ2n−2
2γ2n−1
+ ı˙
(
ω
2γ2n−1
+
ω γ2n−2
2γ2n−1γ2n
))
En−1(ω)+(
ω2
2γ2n−1γ2n
− γ2n−1
2γ2n
+
γ2n−2
2γ2n−1
+ ı˙
(
− ω
2γ2n−1
+
ω γ2n−2
2γ2n−1γ2n
))
En−1(ω).(15)
Since the families of orthonormal polynomials considered in this paper are sym-
metric, we will restrict our attention to ω > 0; in all of our propositions the case
when ω = 0 can easily be handled separately. Moreover, we will assume that ω > 0
is fixed and, to make our formulas more readable, we will sometimes suppress ω in
our notation; thus, for example, we will write En instead of En(ω).
To get a more compact form of equality (15) we define for all n ≥ 1,
an = − ω
2
2γ2n−1γ2n
+
γ2n−1
2γ2n
+
γ2n−2
2γ2n−1
+ ı˙
(
ω
2γ2n−1
+
ω γ2n−2
2γ2n−1γ2n
)
;(16)
bn =
ω2
2γ2n−1γ2n
− γ2n−1
2γ2n
+
γ2n−2
2γ2n−1
+ ı˙
(
− ω
2γ2n−1
+
ω γ2n−2
2γ2n−1γ2n
)
.(17)
Equation (15) now becomes
En = anEn−1 + bnEn−1;(18)
thus, while polynomials pn(ω) satisfy a three term recurrence, En(ω) satisfy a re-
currence with only two terms.
Let Φ−1 = 0 and for all n ≥ 0 let Φn be the least number larger than Φn−1 such
that
Φn ≡ argEn mod 2pi.
Thus, for n ≥ 0, Φn is a sequence of positive reals, monotonically increasing in n,
such that
En = |En|eı˙Φn ; p2n(ω) = (−1)n|En| cos Φn; p2n+1(ω) = (−1)n|En| sin Φn.
(19)
In signal processing terminology, Φn is the unwound phase of En. We now define
(20) ∆n = Φn − Φn−1 > 0.
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By dividing both sides of (18) by En−1 we obtain
En
En−1
= an + bn
En−1
En−1
= an + bn e
−2 ı˙Φn−1 .(21)
Since
En
En−1
=
|En|
|En−1|
eı˙(Φn−Φn−1) =
|En|
|En−1|
eı˙∆n ,
from (21) we obtain
|En|
|En−1|
eı˙∆n = an + bn e
−2 ı˙Φn−1 ,(22)
which implies
|En|
|En−1| = | an + bn
e−2 ı˙Φn−1 |.(23)
Let us define
µ(0) = |E0|; µ(n) = | an + bn e−2 ı˙Φn−1 |, (n > 0);(24)
then (23) is equivalent to
|En| = |En−1|µ(n).(25)
Consequently,
|En| =
n∏
j=0
µ(j)
and this and (6) imply
p2n(ω)
2 + p2n+1(ω)
2
1
γ2n
+ 1γ2n+1
=
∏n
j=0 µ(j)
2
1
γ2n
+ 1γ2n+1
.
Taking the logarithm of both sides and letting
(26) Sn = 2
n∑
j=0
lnµ(j)− ln
(
1
γ2n
+
1
γ2n+1
)
,
we conclude that, in order to prove Theorem 2, it is enough to prove that Sn(ω)
converges to a finite limit as n→∞, uniformly in ω from a compact set.
Let us define
λ0 =
1
1
γ0
+ 1γ1
; λn =
1
γ2n−2
+ 1γ2n−1
1
γ2n
+ 1γ2n+1
, (n ≥ 1).
We can now represent − ln
(
1
γ2n
+ 1γ2n+1
)
as a telescopic sum,
− ln
(
1
γ2n
+
1
γ2n+1
)
=
n+1∑
j=1
lnλj−1(27)
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and obtain from (26)
Sn = 2 lnµ(0) + lnλn +
n∑
j=1
(2 lnµ(j) + lnλj−1)
= lnµ(0) + lnµ(n) + lnλn +
n∑
j=1
(lnµ(j − 1) + lnµ(j) + lnλj−1) .(28)
The reasons for introducing the telescopic sum (27) and for pairing lnµ(j − 1) with
lnµ(j) in (28) will be clear later.4 Before proceeding with the proof of convergence
of Sn, we must first prove some elementary properties of the basic sequences an, bn
and ∆n.
3. Properties of the Basic Sequences
Let us define
(29) n =
γ2n−2γ2n − γ22n−1
γ2n−1
.
Lemma 5.
n = d2n−2 − s2n−2s2n−1
γ2n−1
→ 0.(30)
Proof. Lemma 5 and Lemma 6 both follow by straightforward computations from
definitions of an, bn and n and condition (C2).5 
Lemma 6.
(a) Re(an) =
γ2n−1
γ2n
(
1− ω
2
2 γ22n−1
+
n
2 γ2n−1
)
;
(b) Im(an) =
ω
γ2n
(
1 +
d2n−2
2 γ2n−1
)
;
(31)
(a) Re(bn) =
ω
2γ2n
(
ω
γ2n−1
+
n
ω
)
;
(b) Im(bn) = −ω (s2n−1 + s2n−2)
2 γ2n−1γ2n
.
(32)

Corollary 7. arg an → 0 and arg an > 0 for all sufficiently large n.
4See the comment at the end of the proof of Lemma 15, footnote 8 and the comment after
equation (152).
5Computations which are not presented in every detail in this paper have been verified using the
symbolic functionality of the MathematicaTM software. All asymptotic representations were also
checked numerically, using ten families of orthonormal polynomials. Mathematica files containing
these symbolic verifications as well as files containing numerical tests are available online at http:
//www.cse.unsw.edu.au/~ignjat/diff/OP.zip. Expanding the compressed file OP.zip produces
a folder OP with two subfolders, OP/symbolic/ and OP/numerical/ containing files which can be
viewed using either Mathematica software package or Wolfram CDF Player available free of charge
at http://www.wolfram.com/cdf-player/. In particular, Mathematica verifications of Lemma 5
and Lemma 6 are in file OP/symbolic/0 lemmas 5 and 6.nb.
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Proof. From (31) we have
arg an = arctan
ω
γ2n−1
(
1 + d2n−22γ2n−1
)
1− ω2
2γ22n−1
+ n2γ2n−1
=
ω
γ2n−1
+ O
(
1
γ22n−1
)
,(33)
which implies both claims. 
Corollary 8.
(a) | bn | → 0; (b) | an | → 1.(34)
Proof. From (32)(a) and (32)(b) we have
| bn |2 = Re(bn)2 + Im(bn)2 = ω
2
4γ22n
((
ω
γ2n−1
+
n
ω
)2
+
(
s2n−1 + s2n−2
γ2n−1
)2)
,
(35)
which, together with Lemma 5 and condition (C2), implies the (a) part. On the
other hand, directly from definitions (16) and (17), after some simplifications we
have
Re(an)
2 −Re(bn)2 = γ2n−2
γ2n−1
(
− ω
2
γ2n−1γ2n
+
γ2n−1
γ2n
)
;
Im(an)
2 − Im(bn)2 = ω
2γ2n−2
γ22n−1γ2n
.
Summing these two equations produces
| an |2 − | bn |2 = γ2n−2
γ2n
= 1− s2n−2 + s2n−1
γ2n
,(36)
which, together with (a), proves the (b) part of the corollary. 
Corollary 9. Im(an) > | bn | for all sufficiently large n.
Proof. We first obtain from (31)(b)
Im(an) =
ω
γ2n−1
γ2n−1
γ2n
(
1 +
s2n−1 − s2n−2
2γ2n−1
)
=
ω
γ2n−1
(
γ2n−1
γ2n
+
s2n−1 − s2n−2
2γ2n
)
=
ω
γ2n−1
(
1 +
γ2n−1 − γ2n
γ2n
+
s2n−1 − s2n−2
2γ2n
)
=
ω
γ2n−1
(
1− s2n−1 + s2n−2
2γ2n
)
.
This, together with (35), yields
Im(an)
2 − | bn |2 =
ω2
γ22n−1
((
1− s2n−1 + s2n−2
2γ2n
)2
−
(
ω
γ2n−1
+
n
ω
)2 γ22n−1
4γ22n
−
(
s2n−1 + s2n−2
2γ2n
)2)
=
ω2
γ22n−1
(
1− s2n−1 + s2n−2
γ2n
− 1
4
(
ω
γ2n−1
+
n
ω
)2(
1− s2n−1
γ2n
)2)
.
Since equations (31) together with Lemma 5 and Condition (C2) also imply that
eventually Im(an) > 0, we obtain the claim of the corollary. 
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We now return to equation (22). Since equations (31) together with Lemma 5
and Condition (C2) imply that eventually Re(an) > 0 and Im(an) > 0, we obtain
0 < arg an < pi/2. On the other hand, by Corollary 9, Im(an) > | bn | for all
sufficiently large n. Thus, arg(an + bn e
−2 ı˙Φn−1) > 0; see Figure 1.
Figure 1.
Since (22) implies that ∆n − arg
(
an + bn e
−2 ı˙Φn−1) = 2kpi for some |k| ≤ 1 and
since 2pi ≥ ∆n > 0 and pi ≥ arg(an + bn e−2 ı˙Φn−1) > 0, we obtain that for all
sufficiently large n,
∆n = arg
(
an + bn e
−2 ı˙Φn−1).(37)
Note that also (see again Figure 1)
arg(an)− arcsin | bn || an | ≤ arg(an + bn
e−2 ı˙Φn−1) ≤ arg(an) + arcsin | bn || an | .(38)
On the other hand, (35), (36) and a series expansion of arcsin
√
x imply that6
(39) arcsin
| bn |
| an | = O
( |n|
γ2n−1
)
+ O
(
1
γ22n−1
)
,
which, together with (33), (38) and Lemma 5 yield
∆n =
ω
γ2n−1
(1 + o(1)).(40)
Consequently, Condition (C4) implies
(41) Φn = Φ0 +
n∑
k=1
∆k ∼
n∑
k=1
ω
γ2k−1
→∞.
6Mathematica verification of equation (39) is in file OP/symbolic/1 eq 39.nb.
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Equations (24) and (37) express µ(n) and ∆n via Φn−1. For a reason which will
be clear later7, we need to represent µ(n− 1) and ∆n−1 also via Φn−1, rather than
Φn−2. To this end, taking the complex conjugate of both sides of equation (18), we
obtain
En = an En−1 + bnEn−1.(42)
Multiplying both sides of (18) by an, multiplying both sides of (42) by bn and
subtracting the corresponding sides of thus obtained two equations produces
En−1 =
anEn − bnEn
|an|2 − |bn|2 ,(43)
which implies
En−1
En
=
an − bn e− ı˙ 2Φn
|an|2 − |bn|2 .
Thus,
|En−1|
|En|
e− ı˙∆n =
an − bn e− ı˙ 2Φn
|an|2 − |bn|2 .
Taking the complex conjugates of both sides and using (25) we obtain
eı˙∆n
µ(n)
=
an − bneı˙ 2Φn
|an|2 − |bn|2 .(44)
This implies
µ(n) =
|an|2 − |bn|2
|an − bneı˙ 2Φn |
,(45)
and, using the same reasoning as in the derivation of (37),
∆n = arg
(
an − bneı˙ 2Φn
)
.(46)
Finally, substituting n with n− 1 in (45) and (46) we get
µ(n− 1) = |an−1|
2 − |bn−1|2
|an−1 − bn−1eı˙ 2Φn−1 |
;(47)
∆n−1 = arg
(
an−1 − bn−1eı˙ 2Φn−1
)
.(48)
4. Representing Sn as a Riemann Sum
A part of our strategy for proving convergence of Sn is to represent Sn as a
Riemann sum. Using (24) and (47) we get
lnµ(n) + lnµ(n− 1) + lnλn−1 = ln(| an−1|2 − |bn−1|2) + lnλn−1
+ ln
∣∣an + bn e−2 ı˙Φn−1∣∣− ln ∣∣an−1 − bn−1e2 ı˙Φn−1 ∣∣ .(49)
Similarly, from (37) and (48) we also get that
∆n−1 + ∆n = arg
(
an−1−bn−1e2 ı˙Φn−1
)
+ arg
(
an +bne
−2 ı˙Φn−1).(50)
7See footnote 8.
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Note that (40) implies that both summands in (50) are positive and converge to
zero; thus, since for all z ∈ C which are outside the branch cut (−∞, 0] of the
logarithm function we have
ln |z| = 1
2
(
ln z + ln z
)
; arg z =
ı˙
2
(
ln z − ln z),
equations (49) and (50) can be transformed into
lnµ(n) + lnµ(n− 1) + lnλn−1 = ln(| an−1|2 − |bn−1|2) + lnλn−1+
1
2
ln an + bn e−2 ı˙Φn−1 +
1
2
ln(an + bn e
−2 ı˙Φn−1)−
1
2
ln an−1−bn−1e2 ı˙Φn−1 − 1
2
ln(an−1 − bn−1e2 ı˙Φn−1);
(51)
∆n−1 + ∆n =
ı˙
2
ln an + bn e−2 ı˙Φn−1 − ı˙
2
ln(an + bn e
−2 ı˙Φn−1)
+
ı˙
2
ln an−1−bn−1e2 ı˙Φn−1 − ı˙
2
ln(an−1−bn−1e2 ı˙Φn−1).
(52)
Thus, quite remarkably and very fortunately for our proof, the summands in the
sum appearing in (28), i.e., lnµ(j) + lnµ(j − 1) as well as ∆j−1 + ∆j are both
expressible via the same logarithms, ln(aj+bj e
−2 ı˙Φj−1) and ln(aj−1−bj−1e2 ı˙Φj−1).
This fact will be used for representing Sn as a Riemann sum. Let us define for all
n ≥ 1,
Fn(t) = 2 ln(| an−1|2 − |bn−1|2) + 2 lnλn−1 + ln(an + bneı˙ t) + ln(an + bn e− ı˙ t)
− ln(an−1 − bn−1e− ı˙ t)− ln(an−1−bn−1eı˙ t);
(53)
Gn(t) = ı˙
(
ln(an + bne
ı˙ t)− ln(an + bn e− ı˙ t) + ln(an−1 − bn−1 e− ı˙ t)−
ln(an−1−bn−1eı˙ t)
)
.
(54)
If we let
Hn(t) =
Fn(t)
Gn(t)
,
then (51) and (52) imply that for all n ≥ 2,
Fn(2Φn−1) = 2(lnµ(n) + lnµ(n− 1) + lnλn−1);(55)
Gn(2Φn−1) = 2(∆n−1 + ∆n).(56)
Thus,
Hn(2Φn−1)(∆n−1 + ∆n) = lnµ(n) + lnµ(n− 1) + lnλn−1,(57)
and consequently
n∑
j=1
Hj(2Φj−1)(∆j−1 + ∆j) =
n∑
j=1
(lnµ(j) + lnµ(j − 1) + lnλj−1).
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Combining this with (28) we obtain
Sn = lnµ(0) + lnµ(n) + lnλn +
n∑
j=1
Hj(2Φj−1)(∆j−1 + ∆j).(58)
It is easy to see that condition (C2) implies λn → 1; see for example equation (82).
Since
| an | − | bn | ≤ | an + bn e−2 ı˙Φn | ≤ | an |+ | bn |,
Corollary 8 implies µ(n) = | an + bn e−2 ı˙Φn | → 1. Thus, to prove that Sn is con-
vergent, it is enough to show that the sum
S∗n =
n∑
j=1
Hj(2Φj−1)(∆j−1 + ∆j)(59)
converges to a finite limit as n→∞.8
We now note that the sum S∗n already resembles a Riemann sum, with a partition
of the interval of integration [2Φ1 − ∆1, 2Φn−1 + ∆n] into sub-intervals [2Φj−1 −
∆j−1, 2Φj−1 + ∆j ] and the integrand Hj(t) evaluated at sampling points 2Φj−1,
except that Hj(t) is a sequence of functions, rather than a single function. However,
since functions Hj(t) are 2pi periodic, we can expand them into their Fourier series
which, as we shall see, will reduce S∗n to Riemann sums for integrals of some damped
complex exponentials. We will then show that these integrals converge, as well as
that the errors of approximating these integrals by the corresponding Riemann
sums also converge, which will entail convergence of S∗n as well.
Before proceeding with such a strategy, we first reduce functions Hj(t) to func-
tions which do not contain any finite differences, plus some remainders which are
absolutely summable. This is not just a simplification, but is crucial for obtaining
almost monotonic Fourier coefficients, which we will need to carry out our argu-
ments.
5. Asymptotic Representation of the Basic Sequences an and bn
If f(n, ω, t) is a complex valued function of an integer n and real variables t, ω
and if g(n, ω) > 0 is a positive real valued function of n, ω, then we write f(n, ω, t) =
O (g(n, ω)) to denote the fact that for every fixed ω > 0 there exists Mω > 0 such
that |f(n, ω, t)| ≤ Mω g(n, ω) for all t ∈ R. A direct inspection of our estimates
reveals that, in general, Mω →∞ as ω →∞; thus, in our results we can conclude
that convergence is uniform only for ω belonging to a compact set. Also, to simplify
our notation let us define
ηn = |s2n−4|+ |s2n−3|+ |s2n−2|+ |s2n−1|.(60)
8Formula (59) explains why we paired ∆n−1 with ∆n (and thus also µ(n− 1) with µ(n)) and
why we expressed ∆n−1 in terms of Φn−1. Such pairing has other advantages as well; see, for
example, the comment after equation (152).
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Lemma 10.
Re(an) = 1− ω
2
2γ22n−1
− s2n−1 + s2n−2
2γ2n−1
+ O
( |s2n−1|
γ22n−1
)
;(61)
Im(an) =
ω
γ2n−1
(
1− s2n−1 + s2n−2
2γ2n−1
)
+ O
( |s2n−1|
γ32n−1
)
;(62)
Re(bn) =
ω2
2γ22n−1
+
d2n−2
2γ2n−1
+ O
( |s2n−1|
γ22n−1
)
;(63)
Im(bn) = −ω(s2n−1 + s2n−2)
2γ22n−1
+ O
( |s2n−1|
γ32n−1
)
.(64)
Proof. Note that
γ2n−1
γ2n
= 1 +
γ2n−1 − γ2n
γ2n
= 1− s2n−1
γ2n
;
thus, γ2n−1/γ2n → 1. Moreover, the above equality implies
γ2n−1
γ2n
= 1− s2n−1
γ2n−1
γ2n−1
γ2n
;
substituting γ2n−1/γ2n appearing in the right side of this equation with the entire
right side we obtain
γ2n−1
γ2n
= 1− s2n−1
γ2n−1
(
1− s2n−1
γ2n−1
γ2n−1
γ2n
)
= 1− s2n−1
γ2n−1
+ O
( |s2n−1|
γ22n−1
)
.(65)
From (31)(a) we obtain
Re(an) =
(
1− s2n−1
γ2n−1
γ2n−1
γ2n
)(
1− ω
2
2 γ22n−1
+
n
2 γ2n−1
)
;(66)
Substituting (30) and (65) in (66) and after performing the corresponding multi-
plications we obtain (61). Similarly, from (31)(b) we obtain
Im(an) =
ω
γ2n−1
(
1− s2n−1
γ2n−1
γ2n−1
γ2n
)(
1 +
s2n−1 − s2n−2
2 γ2n−1
)
;(67)
substituting (65) we obtain (62). Similarly, from (32)(a) we obtain
Re(bn) =
ω
2γ2n−1
γ2n−1
γ2n
(
ω
γ2n−1
+
n
ω
)
.(68)
Substituting (30) and (65) in (68) we obtain (63). Finally, from (32)(b) we obtain
Im(bn) = −ω (s2n−1 + s2n−2)
2 γ22n−1
γ2n−1
γ2n
.(69)
Substituting (65) in (69) we obtain (64).9 
We now want to obtain asymptotic representations of an−1 and bn−1 in terms of
γ2n−1 and the finite differences.
9Mathematica verification of Lemma 10 is in the file OP/symbolic/2 lemma 10.nb.
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Lemma 11.
Re(an−1) = 1− ω
2
2γ22n−1
− s2n−3 + s2n−4
2γ2n−1
+ O
(
ηn
γ22n−1
)
;(70)
Im(an−1) =
ω
γ2n−1
(
1 +
s2n−3 + s2n−4
2γ2n−1
+
d2n−3 + d2n−4
γ2n−1
)
+ O
(
ηn
γ32n−1
)
;(71)
Re(bn−1) =
ω2
2γ22n−1
+
d2n−4
2γ2n−1
+ O
(
ηn
γ22n−1
)
;(72)
Im(bn−1) = −ω(s2n−4 + s2n−3)
2γ22n−1
+ O
(
ηn
γ32n−1
)
.(73)
Proof. We first obtain
γ2n−1
γ2n−3
= 1 +
γ2n−1 − γ2n−3
γ2n−3
= 1 +
s2n−2 + s2n−3
γ2n−3
= 1 +
s2n−2 + s2n−3
γ2n−1
γ2n−1
γ2n−3
.
Thus, also γ2n−1/γ2n−3 → 1 and substituting γ2n−1/γ2n−3 in the right side of
the last equality with the entire right side of this equality, after a corresponding
multiplication we obtain
γ2n−1
γ2n−3
= 1 +
s2n−2 + s2n−3
γ2n−1
+ O
(
ηn
γ22n−1
)
.(74)
Substituting n with n− 1 in equation (61) we obtain
Re(an−1) = 1− ω
2
2γ22n−3
− s2n−3 + s2n−4
2γ2n−3
+ O
( |s2n−3|
γ22n−3
)
= 1− ω
2
2γ22n−1
γ22n−1
γ22n−3
− s2n−3 + s2n−4
2γ2n−1
γ2n−1
γ2n−3
+ O
( |s2n−3|
γ22n−1
)
Substituting (74) in the above equation, after the corresponding multiplications we
obtain (70). Other equalities are proved in an identical manner.10 
6. Asymptotic behaviour of Hj(t)
The following lemma follows directly from Lemma 10 and Lemma 11 by substi-
tution and some simplification.
Lemma 12.
an + bn e
− ı˙ t = 1− ω
2
2γ22n−1
+
ı˙ ω
γ2n−1
+
ω2
2γ22n−1
e− ı˙ t +
d2n−2 cos t
2γ2n−1
−s2n−2 + s2n−1
2γ2n−1
− ı˙ d2n−2 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
;
(75)
10Mathematica symbolic verification of Lemma 11 is in the file OP/symbolic/3 lemma 11.nb;
numerical “confirmations” of Lemma 10 and Lemma 11 are in the file
OP/numerical/1 lemmas 10 and 11.nb. Of course, our numerical tests are not a part of the
proofs; however, given the complexities of some of the formulas involved, they provide reassurance
that nothing has been overlooked in derivations of asymptotic estimates. Test families include
five families defined by γn = (n + 1)p for p = 1/100, 1/4, 1/2, 3/4, 99/100; the remaining five
families are obtained from the same recursion coefficients by going a few steps backwards and
then forward again; in this way one obtains non-monotonic but almost increasing sequences; for
details see any of the Mathematica files in the folder OP/numerical.
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an−1−bn−1eı˙ t = 1− ω
2
2γ22n−1
+
ı˙ ω
γ2n−1
− ω
2
2γ22n−1
eı˙ t − d2n−4 cos t
2γ2n−1
−s2n−4 + s2n−3
2γ2n−1
− ı˙ d2n−4 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
.
(76)

Taking logarithms of both sides of each of the above two equations and using a
first order expansion of the logarithm function we obtain the following lemma.11
Lemma 13.
ln(an + bn e
− ı˙ t) = ln
(
1− ω
2
2γ22n−1
+
ı˙ ω
γ2n−1
+
ω2
2γ22n−1
e− ı˙ t
)
+
d2n−2 cos t
2γ2n−1
(77)
−s2n−2 + s2n−1
2γ2n−1
− ı˙ d2n−2 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
;
ln(an−1−bn−1eı˙ t) = ln
(
1− ω
2
2γ22n−1
+
ı˙ ω
γ2n−1
− ω
2
2γ22n−1
eı˙ t
)
− d2n−4 cos t
2γ2n−1
(78)
−s2n−4 + s2n−3
2γ2n−1
− ı˙ d2n−4 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
.

To obtain an asymptotic representation of Fn(t) we need the following technical
lemma.
Lemma 14.
ln(| an−1 |2 − | bn−1 |2) = −s2n−4 + s2n−3
γ2n−1
+ O
(
ηn
γ22n−1
)
;(79)
lnλn−1 =
s2n−4 + 2s2n−3 + s2n−2
2γ2n−1
+ O
(
ηn
γ22n−1
)
.(80)
Proof. Substituting n by n− 1 in (36) we obtain
| an−1 |2 − | bn−1 |2 = 1− s2n−4 + s2n−3
γ2n−2
= 1− s2n−4 + s2n−3
γ2n−1
(
1 +
s2n−2
γ2n−2
)
= 1− s2n−4 + s2n−3
γ2n−1
+ O
( |s2n−2|
γ22n−1
)
.
11Mathematica symbolic verifications of Lemma 12 and Lemma 13 are in file
OP/symbolic/4 lemmas 12 and 13.nb; numerical corroborations of these two lemmata are included
in file OP/numerical/2 lemmas 12 13 and 14.nb.
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A first order Taylor’s formula for the logarithm now yields (79). To prove (80),
1
γ2n−4
+ 1γ2n−3
1
γ2n−2
+ 1γ2n−1
=
γ2n−1
γ2n−3
γ2n−2
γ2n−4
γ2n−3 + γ2n−4
γ2n−1 + γ2n−2
=
(
1 +
γ2n−1 − γ2n−3
γ2n−3
)(
1 +
γ2n−2 − γ2n−4
γ2n−4
)
(
1 +
γ2n−3 − γ2n−1 + γ2n−4 − γ2n−2
γ2n−1 + γ2n−2
)
=
(
1 +
s2n−3 + s2n−2
γ2n−1
γ2n−1
γ2n−3
)(
1 +
s2n−3 + s2n−4
γ2n−1
γ2n−1
γ2n−4
)
(
1− 2s2n−3 + s2n−2 + s2n−4
2γ2n−1
2γ2n−1
γ2n−1 + γ2n−2
)
.(81)
By (74) we have γ2n−1/γ2n−3 = 1 + O
(
ηn
γ2n−1
)
; in a similar way we also obtain
γ2n−1
γ2n−4
= 1 + O
(
ηn
γ2n−1
)
;
2γ2n−1
γ2n−1 + γ2n−2
= 1 + O
(
ηn
γ2n−1
)
.
After substituting these in (81) and after performing the corresponding multiplica-
tions, keeping only terms which are not necessarily absolutely summable, we obtain
λn−1 = 1 +
s2n−3 + s2n−2
γ2n−1
+
s2n−3 + s2n−4
γ2n−1
− 2s2n−3 + s2n−2 + s2n−4
2γ2n−1
+ O
(
ηn
γ22n−1
)
= 1 +
s2n−4 + 2s2n−3 + s2n−2
2γ2n−1
+ O
(
ηn
γ22n−1
)
.
(82)
Applying now a first order approximation for the logarithm function yields (80).12

To simplify our formulas let us set
f(x, t) = ln
(
1− x
2
2
− ı˙ x+ x
2
2
eı˙ t
)
+ ln
(
1− x
2
2
+ ı˙ x+
x2
2
e− ı˙ t
)
− ln
(
1− x
2
2
− ı˙ x− x
2
2
e− ı˙ t
)
− ln
(
1− x
2
2
+ ı˙ x− x
2
2
eı˙ t
)
;
(83)
g(x, t) = ı˙ ln
(
1− x
2
2
− ı˙ x+ x
2
2
eı˙ t
)
− ı˙ ln
(
1− x
2
2
+ ı˙ x+
x2
2
e− ı˙ t
)
+ ı˙ ln
(
1− x
2
2
− ı˙ x− x
2
2
e− ı˙ t
)
− ı˙ ln
(
1− x
2
2
+ ı˙ x− x
2
2
eı˙ t
)
;
(84)
h(x, t) =
f(x, t)
g(x, t)
.(85)
12Mathematica numerical confirmation of Lemma 14 is included in file
OP/numerical/2 lemmas 12 13 and 14.nb.
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Lemma 15.
Fn(t) =f
(
ω
γ2n−1
, t
)
+
(d2n−4 + d2n−2) cos t
γ2n−1
− d2n−3 + d2n−2
γ2n−1
+ O
(
ηn
γ22n−1
)
;
(86)
Gn(t) =g
(
ω
γ2n−1
, t
)
− (d2n−4 + d2n−2) sin t
γ2n−1
+ O
(
ηn
γ22n−1
)
.
(87)
Proof. Lemma 15 follows from Lemma 13 and Lemma 14 as well as equations (53)
and (54) by substitutions.13 It is worth noting that terms−(s2n−2 + s2n−1)/(2γ2n−1)
as well as −(s2n−4 + s2n−3)/(2γ2n−1), coming from (77) and (78) respectively,
which are not necessarily absolutely summable, cancel out in Gn(t); in Fn(t)
these two terms combine to produce −(d2n−4 + 2d2n−3 + d2n−2)/γ2n−1, while
term −(s2n−4 + s2n−3)/γ2n−1 coming from ln(| an−1 |2 − | bn−1 |2) combines with
the term (s2n−4 + 2s2n−3 + s2n−2)/(2γ2n−1) coming from lnλn−1, resulting in the
term (d2n−4 + d2n−3)/γ2n−1 which is an absolutely summable term. Thus, in as-
ymptotic representations of Fn(t) andGn(t) all terms which involve finite differences
are absolutely summable; such elimination of non-absolutely summable terms is the
reason why we replaced the logarithm appearing in (26) with the telescopic sum
(27). 
A series expansion of the right side of (87) with respect to ω/γ2n−1 shows that
γ2n−1
ω
Gn(t) = 4 + O
(
1
γ2n−1
)
.(88)
This, together with (56) implies that
∆n−1 + ∆n =
2ω
γ2n−1
+ O
(
1
γ22n−1
)
.(89)
Using (87) and (88) to obtain a first order expansion of the reciprocal of γ2n−1Gn(t)
we obtain
1
γ2n−1Gn(t)
=
1
γ2n−1 g
(
ω
γ2n−1
, t
) + (d2n−4 + d2n−2) sin t
16ω2
+ O
(
ηn
γ2n−1
)
,
which implies
1
Gn(t)
=
1
g
(
ω
γ2n−1
, t
) + γ2n−1(d2n−4 + d2n−2) sin t
16ω2
+ O (ηn) .(90)
Multiplying the corresponding sides of (86) and (90) and using series expansions of
f
(
ω
γ2n−1
, t
)
and 1/g
(
ω
γ2n−1
, t
)
in terms containing finite differences we obtain the
following lemma.14
13Mathematica symbolic verification of Lemma 15 is contained in the file
OP/symbolic/5 lemma 15.nb; numerical confirmation of Lemma 15 is included in file
OP/numerical/3 lemma 15 eq 90 lemma 16.nb.
14Mathematica symbolic verifications of equation (90) and Lemma 16 are in
file OP/symbolic/6 eq 90 and lemma 16.nb; their numerical confirmations are in file
OP/numerical/3 lemma 15 eq 90 lemma 16.nb.
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Lemma 16.
Hn(t) = h
(
ω
γ2n−1
, t
)
+
(d2n−2 + d2n−4) cos t− d2n−3 − d2n−2
4ω
+ O
(
ηn
γ2n−1
)
.
(91)

It is easy to see that h(x, t) simplifies to15
h(x, t) =
ln
(
1 +
2x2
(
1− x22
)
cos t
1−x2 cos t−x3 sin t+x4 cos2t2
)
2 arctan
2x
(
1− x22
)
(1− x2 sin t)
1−2x2+x3 sin t
;
we find it interesting that such, quite a complicated function, should naturally arise
in the course of our analysis of the asymptotic behaviour of p22n(ω)+p
2
2n+1(ω), given
that no specific functions of any kind are present in the assumed conditions on the
recurrence coefficients.
7. Convergence of the the sum S∗n
We now return to the proof of convergence of S∗n given by (59). Since lim
n→∞
γ2n−k
γ2n−1
= 1
for any fixed k,
∞∑
n=2
ηn
γ22n−1
=
∞∑
n=2
|s2n−1|+ |s2n−2|+ |s2n−3|+ |s2n−4|
γ22n−1
= O
( ∞∑
n=2
|s2n−1|
γ22n−1
+
|s2n−2|
γ22n−2
+
|s2n−3|
γ22n−3
+
|s2n−4|
γ22n−4
)
= O
( ∞∑
n=2
|s2n−1|
γ22n−1
)
.(92)
Thus, equations (89) and (92) together with conditions (C6) and (C7) imply that
∞∑
n=2
(
(d2n−2 + d2n−4) cos t− d2n−3 − d2n−2
4ω
+ O
(
ηn
γ2n−1
))
(∆n−1 + ∆n) <∞.
(93)
Consequently, Lemma 16 implies that, in order to prove convergence of the sum S∗n
given by (59), it is sufficient to prove that
S ′ =
∞∑
n=2
h
(
ω
γ2n−1
, 2Φn−1
)
(∆n−1 + ∆n) <∞.(94)
We now deal with the fact that in the sum S ′ given by (94) for every sampling
point Φn−1, the value of the parameter ω/γ2n−1 appearing in h(ω/γ2n−1, 2Φn−1)
15See file OP/symbolic/7 simplifying h(x,t).nb.
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is different. To this end, we now treat x as a fixed parameter and expand the real
valued 2pi-periodic function h(x, t) into Fourier series with respect to variable t:
h(x, t) =
∞∑
m=−∞
cm(x)e
ı˙ m t,
with (cm(x) : m ∈ Z) given by
(95) cm(x) =
1
2pi
∫ pi
−pi
h(x, t) e− ı˙ mtdt.
Let us set
cnm = cm
(
ω
γ2n−1
)
.(96)
The following Lemma will be proved in Section 9.
Lemma 17. Let cjm ∈ C be such that
h
(
ω
γ2j−1
, t
)
=
∞∑
m=−∞
cjme
ı˙ mt;(97)
then for every fixed m coefficients cjm have the following properties for all sufficiently
large j:
(i) cj0 = 0 and c
j
−m = c
j
m;
(ii) if m is even, then cjm satisfy c
j
m = ı˙(−1)
m
2 |cjm|; thus, once m is fixed, then
for all sufficiently large j, Re (cjm) = 0 and Im (c
j
m) are all of the same
sign;
(iii) if m is odd, then cjm satisfy c
j
m = (−1)
m−1
2 |cjm|; thus, for a fixed m, for all
sufficiently large j, Im (cjm) = 0 and Re (c
j
m) are all of the same sign;
(iv) |cjm| are monotonic in ω/γ2j−1 and thus form an almost decreasing se-
quence;
(v) |cjm| = O
(
γ
−|m|
2j−1
)
.
To prove convergence of the sum S ′n given by (94), let j0,m0 be such that
ω/4γj0 < 1 and that, according to condition (C3), for every j > j0 and every
m ≥ m0, γj+m > γj . Let also j1 = j0 +m0. We now prove that the following sum
converges as n→∞:
n∑
j=j1
h
(
ω
γ2j−1
, 2Φj−1
)
(∆j−1 + ∆j).(98)
By (C5) there exists an integer κ ≥ 2 such that
∑∞
n=0 γ
−κ
n converges. Clearly, it is
enough to prove convergence of Shn and Sln, where
Shn =
n∑
j=j1
∑
|m|≥κ−1
cjme
ı˙ 2mΦj−1(∆j−1 + ∆j);(99)
Sln =
n∑
j=j1
∑
|m|<κ−1
cjme
ı˙ 2mΦj−1(∆j−1 + ∆j).(100)
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We first show that Shn converges. Using Lemma 17(v) and (89), we obtain
Shn ≤
n∑
j=j1
∑
|m|≥κ−1
|cjm|(∆j−1 + ∆j) = O
 n∑
j=j1
∞∑
m=κ
(
ω
4γ2j−1
)m .
Since
n∑
j=j1
∞∑
m=κ
(
ω
4γ2j−1
)m
=
n∑
j=j1
∞∑
m=0
(
ω
4γ2j−1
)m+κ
<
n∑
j=j1
∞∑
m=0
(
ω
4γ2j0−1
)m(
ω
4γ2j−1
)κ
=
∞∑
m=0
(
ω
4γ2j0−1
)m n∑
j=j1
(
ω
4γ2j−1
)κ
=
1
1− ω4γ2j0−1
n∑
j=j1
(
ω
4γ2j−1
)κ
,
we conclude that Shn converges as n→∞.
Finally, to show that Sln converges, since cj0 = 0, it is enough to show that for
every m such that 1 ≤ m ≤ κ− 2, the sum
(101) σm,n =
n∑
j=j1
(cjme
ı˙ 2mΦj−1 + cj−me
− ı˙ 2mΦj−1)(∆j−1 + ∆j)
converges as n→∞. Since by Lemma 17(i)
σm,n =
n∑
j=j1
2Re(cjme
ı˙ 2mΦj−1)(∆j−1 + ∆j),(102)
using Lemma 17 (ii) and (iii) we obtain that for all m, 1 ≤ m ≤ κ− 2,
σm,n =

∑n
j=j1
2(−1)m2 +1|cjm| sin(2m Φj−1)(∆j−1 + ∆j) if m is even;
∑n
j=j1
2(−1)m−12 |cjm| cos(2m Φj−1)(∆j−1 + ∆j) if m is odd.
(103)
If we now define
τm(x) =

0, if x < 2Φ1 −∆1;
2(−1)m2 +1|cjm| sinmx, if m is even and 2Φj−1 −∆j−1 ≤ x < 2Φj−1 + ∆j ;
2(−1)m−12 |cjm| cosmx, if m is odd and 2Φj−1 −∆j−1 ≤ x < 2Φj−1 + ∆j ,
(104)
then clearly the sum σm,n is a Riemann sum for the integral
Im(n) =
∫ 2Φn−1+∆n
2Φj1−1−∆j1−1
τm(x)dx,(105)
with a partition of the interval [2Φj1−1 −∆j1−1, 2Φn−1 + ∆n] into segments of the
form [2Φj−1−∆j−1, 2Φj−1 + ∆j ] and with points 2Φj−1 as the sampling points for
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the integrand. However, in order to facilitate some estimates which we will have to
make later16, instead we define two functions τem(x) and τ
o
m(x):
τem(x) =

0, if x < 2Φ1;
2(−1)m2 +1|c2j+1m | sinmx, if m is even and 2Φ2j−1 ≤ x < 2Φ2j+1;
2(−1)m−12 |c2j+1m | cosmx, if m is odd and 2Φ2j−1 ≤ x < 2Φ2j+1.
(106)
τom(x) =

0, if x < 2Φ0;
2(−1)m2 +1|c2j+2m | sinmx, if m is even and 2Φ2j ≤ x < 2Φ2j+2;
2(−1)m−12 |c2j+2m | cosmx, if m is odd and 2Φ2j ≤ x < 2Φ2j+2.
(107)
To obtain corresponding Riemann sums, for τem(x) we consider a partition of the
interval [2Φ1, 2Φ2n+1] into segments of the form [2Φ2j−1, 2Φ2j+1] with sampling
points 2Φ2j ∈ [2Φ2j−1, 2Φ2j+1], while for function τom(x) we consider a partition
of the interval [2Φ0, 2Φ2n] into segments of the form [2Φ2j−2, 2Φ2j ] and sampling
points 2Φ2j−1 ∈ [2Φ2j−2, 2Φ2j ]. Thus, we define the following two sums:
σem,n =

∑n
j=1(−1)
m
2 +1|c2j+1m | sin(2m Φ2j)(2∆2j + 2∆2j+1) if m is even;
∑n
j=1(−1)
m−1
2 |c2j+1m | cos(2m Φ2j)(2∆2j + 2∆2j+1) if m is odd;
(108)
σom,n =

∑n
j=1(−1)
m
2 +1|c2jm | sin(2m Φ2j−1)(2∆2j−1 + 2∆2j) if m is even;
∑n
j=1(−1)
m−1
2 |c2jm | cos(2m Φ2j−1)(2∆2j−1 + 2∆2j) if m is odd;
(109)
and also consider definite integrals
Iem(n) =
∫ 2Φ2n+1
2Φ1
τem(x)dx; I
o
m(n) =
∫ 2Φ2n
2Φ0
τom(x)dx.(110)
Clearly, σem,n and σ
o
m,n are Riemann sums for I
e
m(n) and I
o
m(n), respectively.
By splitting each sum σm,n into two sums it follows that, in order to prove
convergence of a sum σm,n as n → ∞ (for a fixed m), it is enough to prove the
convergence of the sums σem,n and σ
o
m,n. To this end, it is enough to show that
both integrals Iem(n) and I
o
m(n) converge, as well as that the errors of approximating
these integrals by the corresponding Riemann sums also converge.
Let us fix m such that 1 ≤ |m| ≤ κ − 2 and assume that k0, j0 are such that
for all k, j satisfying k ≥ k0 and j ≥ j0 we have γj+k > γj ; then by Lemma 17
(iv), |cj+km | < |cjm|. Since by (41) Φj → ∞, limn→∞ Iem(n) can be represented
as a sum of integrals of τem(x) between the consecutive zeros of τ
e
m(x), which are
points of the form lpi/m, for l an integer. These integrals are alternating in sign.
Since ∆j = Φj − Φj−1 → 0, eventually the number of points Φj in any interval of
length pi/m will be greater that k0. Thus, since |cj+km | < |cjm| for all k > k0, for all
sufficiently large x, |τem(x+pi/m)| < |τem(x)|, and so the absolute values of integrals
16This is to avoid having to take a square root of the right hand sides of equations (116) and
(119), and thus avoid dealing with the necessary branch cuts for these square roots.
22 A. IGNJATOVIC
of τem(x) between the consecutive zeros of τ
e
m(x) will eventually be monotonically
decreasing. Consequently,
lim
n→∞ I
e
m(n) =
∫ ∞
2Φ1
τem(x)dx <∞,(111)
and the same applies to Iom(n).
Finally, to conclude that σm,n converge as n→∞, it is enough to show that the
sum of errors of approximation of Iem(n) by the Riemann sum σ
e
m,n and of I
o
m(n)
by the Riemann sum σom,n, i.e., that
Em(n) =
n∑
j=1
cjm
(∫ 2Φj
2Φj−2
eı˙ mxdx− eı˙ m 2Φj−1(2∆j−1 + 2∆j)
)
(112)
also converge as n → ∞. We achieve such a goal by applying the same technique
several times: we reduce Em(n) to Riemann sums for integrals of some damped
complex exponentials but with the Fourier coefficients decreased by a factor of at
least ω2/γ22j−1. Thus, after a few iterations, the resulting sums will be of the form
O
(∑n
j=1(1/γ2j−1)
κ
)
and thus absolutely convergent.
8. Estimating Em(n)
Note that∫ 2Φj
2Φj−2
eı˙ mxdx− eı˙ m 2Φj−1(2∆j−1 + 2∆j) =
eı˙ m 2Φj−1
(
ı˙
(
e−2 ı˙ m∆j−1 − e2 ı˙ m∆j)
2m(∆j−1 + ∆j)
− 1
)
(2∆j−1 + 2∆j).
(113)
From (22) and (25) we obtain
µ(n) eı˙∆n = an + bn e
− ı˙ 2Φn−1 .(114)
Taking the complex conjugate of both sides we obtain
µ(n) e− ı˙∆n = an + bn e− ı˙ 2Φn−1 .(115)
By dividing each side of (115) by the corresponding side of (114) we get
e2 ı˙∆n =
an + bn e
− ı˙ 2Φn−1
an + bn e− ı˙ 2Φn−1
=
an + bn e
− ı˙ 2Φn−1
an + bneı˙ 2Φn−1
.(116)
Similarly, substituting n by n− 1 in (44) we get
eı˙∆n−1
µ(n− 1) =
an−1 − bn−1eı˙ 2Φn−1
|an−1|2 − |bn−1|2 .(117)
Taking the complex conjugates of both sides of (117) produces
e− ı˙∆n−1
µ(n− 1) =
an−1 − bn−1eı˙ 2Φn−1
|an−1|2 − |bn−1|2 .(118)
Dividing both sides of (118) by the corresponding sides of (117) yields
e−2 ı˙∆n−1 =
an−1 − bn−1eı˙ 2Φn−1
an−1 − bn−1eı˙ 2Φn−1
=
an−1 − bn−1e− ı˙ 2Φn−1
an−1 − bn−1eı˙ 2Φn−1
.(119)
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Combining (116) with (119) we get
e− ı˙ 2m∆n−1 − eı˙ 2m∆n =
(
an−1 − bn−1e− ı˙ 2Φn−1
an−1 − bn−1eı˙ 2Φn−1
)m
−
(
an + bn e
− ı˙ 2Φn−1
an + bneı˙ 2Φn−1
)m
.
Let us define
(120) Ln(m, t) = ı˙
((
an−1 − bn−1e− ı˙ t
an−1 − bn−1eı˙ t
)m
−
(
an + bn e
− ı˙ t
an + bneı˙ t
)m)
and so
(121)
eı˙ m2Φn−1
(
ı˙
(
e− ı˙ 2m∆n−1 − eı˙ 2m∆n)
2m(∆n−1 + ∆n)
− 1
)
= eı˙ m2Φn−1
(
Ln(m, 2Φn−1)
2m(∆n−1 + ∆n)
− 1
)
.
Thus, using (56),
Em(n) =
n∑
j=1
cjme
ı˙ m2Φj−1
(
Ln(m, 2Φj−1)
mGn (2Φj−1)
− 1
)
(2∆j−1 + 2∆j).(122)
We want to expand Ln(m, t)/Gn(t) into Fourier series; however, to obtain Fourier
series coefficients which are monotonic in γn, we again need to eliminate all finite
differences from Ln(m, t)/Gn(t).
Lemma 18.
an−1 − bn−1e− ı˙ t
an−1−bn−1eı˙ t
=
1− ω2
2γ22n−1
− ı˙ ωγ2n−1 − ω
2
2γ22n−1
e− ı˙ t
1− ω2
2γ22n−1
+ ı˙ ωγ2n−1 − ω
2
2γ22n−1
eı˙ t
+
ı˙ d2n−4 sin t
γ2n−1
+ O
(
ηn
γ22n−1
)
;
(123)
an + bne
− ı˙ t
an + bneı˙ t
=
1− ω2
2γ22n−1
+ ı˙ ωγ2n−1 +
ω2
2γ22n−1
e− ı˙ t
1− ω2
2γ22n−1
− ı˙ ωγ2n−1 + ω
2
2γ22n−1
eı˙ t
− ı˙ d2n−2 sin t
γ2n−1
+ O
(
ηn
γ22n−1
)
.
(124)
Proof. From Lemma 12 we obtain by taking the first order expansions of the recip-
rocals17
1
an−1−bn−1eı˙ t
=
1
1− ω2
2γ22n−1
+ ı˙ ωγ2n−1 − ω
2
2γ22n−1
eı˙ t
+
d2n−4 cos t
2γ2n−1
+
s2n−4 + s2n−3
2γ2n−1
+
ı˙ d2n−4 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
;
1
an + bneı˙ t
=
1
1− ω2
2γ22n−1
− ı˙ ωγ2n−1 + ω
2
2γ22n−1
eı˙ t
− d2n−2 cos t
2γ2n−1
+
s2n−2 + s2n−1
2γ2n−1
−
ı˙ d2n−2 sin t
2γ2n−1
+ O
(
ηn
γ22n−1
)
.
(125)
17Details of the symbolic calculations involved in Lemma 18 are in Mathemat-
ica file OP/symbolic/8 lemma 18.nb; numerical corroboration of this lemma is in file
OP/numerical/4 lemma 18.nb
24 A. IGNJATOVIC
Using Lemma 12 again, after the corresponding multiplications and series expan-
sion of the reciprocals appearing in terms containing finite differences, we obtain
(123) and (124). 
We now define
l(m,x, t) = ı˙
((
1− x22 − ı˙ x− x
2
2
e− ı˙ t
1− x22 + ı˙ x− x
2
2
eı˙ t
)m
−
(
1− x22 + ı˙ x+ x
2
2
e− ı˙ t
1− x22 − ı˙ x+ x
2
2
eı˙ t
)m)
.
(126)
Note that
l(−m,x, t) = −l(m,x, t);(127)
l(m,x, pi − t) = l(m,x, t).(128)
Taking a first order expansion of the difference Ln(m, t)− l
(
m, ωγ2n−1 , t
)
we obtain
the following lemma.18
Lemma 19.
Ln(m, t) = l
(
m,
ω
γ2n−1
, t
)
− m(d2n−4 + d2n−2) sin t
γ2n−1
+ O
(
ηn
γ22n−1
)
.(129)

Multiplying the corresponding sides of (129) and (90) we obtain the following
lemma.19
Lemma 20.
Ln(m, t)
mGn(t)
=
l
(
m, ωγ2n−1 , t
)
mg
(
ω
γ2n−1
, t
) − (d2n−4 + d2n−2)2 sin2 t
16ω2
+ O
(
ηn
γ2n−1
)
.(130)

Since ∆n−1 + ∆n = O (1/γ2n−1), Lemma 20, together with (89) and conditions
(C6) and (C7), imply that it suffices to show that for every m the sum
E∗m(n) =
n∑
j=1
cjme
ı˙ 2mΦj−1
 l
(
m, ωγ2j−1 , 2Φj−1
)
mg
(
ω
γ2j−1
, 2Φj−1
) − 1
 (2∆j−1 + 2∆j)(131)
converges as n→∞.
We now consider m and x fixed parameters and expand into Fourier series with
respect to variable t functions
(132) εm(x, t) = e
ı˙ mt
(
l(m,x, t)
mg(x, t)
− 1
)
.
Thus, with
fmk (x) =
1
2pi
∫ pi
−pi
εm(x, t)e
− ı˙ ktdt =
1
2pi
∫ pi
−pi
(
l(m,x, t)
mg(x, t)
− 1
)
eı˙(m−k)tdt,(133)
18Lemma 19 is symbolically verified in file OP/symbolic/9 lemma 19.nb and numerically in file
OP/numerical/5 lemmas 19 and 20.nb.
19Lemma 20 is verified in file OP/symbolic/10 lemma 20.nb and numerically in file
OP/numerical/5 lemmas 19 and 20.nb.
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we have
(134) εm(x, t) =
∞∑
k=−∞
fmk (x)e
ı˙ kt.
We also let
(135) fm,nk = f
m
k
(
ω
γ2n−1
)
.
The following lemma will be proved in Section 10.
Lemma 21. Let fm,nk be such that
(136) εm
(
ω
γ2n−1
, t
)
=
∞∑
k=−∞
fm,nk e
ı˙ kt;
then for every fixed m 6= 0 and k, the coefficients fm,nk satisfy the following proper-
ties for all sufficiently large n:
(i) fm,nk = f
−m,n
−k ;
(ii) if m and k are of the same parity, the coefficients fm,nk are real; otherwise
they are purely imaginary;
(iii) the absolute values |f m,nk | of the coefficients f m,nk form an almost decreasing
sequence with respect to n;
(iv) |f m,nk | = O
(
γ−22n−1
)
;
(v) if |k| > |m|, then |fm,nk | = O
(
γ
−2(|k|−|m|)
2n−1
)
.
The sum E∗m(n) given by (131) can be represented as
E∗m(n) =
n∑
j=1
∑
|k|≤κ+|m|2 −1
cjmf
m,j
k e
ı˙ k2Φj−1(2∆j−1 + 2∆j)+
n∑
j=1
∑
|k|>κ+|m|2 −1
cjmf
m,j
k e
ı˙ kt(2∆j−1 + 2∆j).
(137)
By Lemma 17(v) and Lemma 21(iv),
|cjmfm,jk | = O
(
γ2j−1−(2|k|−|m|)
)
.(138)
Thus, for |k| ≥ 1/2(κ+ |m|)− 1 equation (138) implies cjmfm,jk = O
(
γ2j−1−(κ−1)
)
.
Consequently, the second sum is absolutely convergent for the same reason as the
sum (99). We now show that for every m such that 1 ≤ m ≤ κ − 2 and every k
such that |k| ≤ κ+m2 − 1, the sum
E∗m,k(n) =
n∑
j=1
(cjmf
m,j
k e
ı˙ k2Φj−1 + cj−mf
−m,j
−k e
− ı˙ k2Φj−1)(2∆j−1 + 2∆j)(139)
converges as n → ∞. Note that by Lemma 17(i) and Lemma 21(i), cj−mf−m,j−k =
cjmf
m,j
k ; by Lemma 17(ii) and (iii) and Lemma 21(ii) the product c
j
mf
m,j
k is either
purely imaginary or real; by Lemma 17(iv) and Lemma 21(iii), |cjmfm,jk | is an
almost decreasing sequence. Finally, by Lemma 17(v) and Lemma 21(iv)
|cjmfm,jk | = O
(
γ
−(m+2)
2j−1
)
.(140)
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Thus, the sums E∗m,k(n) are of the same form as the sum σm,n given by (101),
except that the coefficients cjm are replaced by coefficients c
j
mf
m,j
k whose absolute
values are smaller by a factor of at least O
(
γ−22j−1
)
. Consequently, we can repeat
on all of the finitely many resulting sums the entire procedure which we applied
to σm,n, until the Fourier coefficients become of the order of γ
−(κ−1)
2n−1 and thus the
corresponding sums E∗m,k(n) become of the form E∗m,k(n) = O
(∑n
j=1 γ
−κ
2j−1
)
and
consequently, by Condition (C5), absolutely convergent. This concludes our proof
of Theorem 2.
9. Fourier series expansion of h(x, t)
We now prove Lemma 17. Note that for all real x such that |x| < 1/4, function
h(x, t) is real valued and thus c−m(x) = cm(x) for all m.
Lemma 22. For all real x such that |x| < 1/4,
(i) c0(x) = 0;
(ii) for all m 6= 0 the coefficients cm(x) are purely imaginary for all even m and
real for all odd m. 
Proof. From definitions (83) and (84) it follows directly that
f(x, t) = −f(x, pi − t);(141)
g(x, t) = g(x, pi − t).(142)
Thus, h(x, t) = −h(x, pi − t). Since h(x, t) is real, c0 = c0 and using a substitution
u = pi − t, (95) implies
cm(x) = − 1
2pi
∫ pi
−pi
h(x, pi − t) e− ı˙ mtdt = − 1
2pi
∫ 2pi
0
h(x, u) e− ı˙ m(pi−u)du
= (−1)m+1cm,(143)
which implies both claims of the lemma. 
Lemma 23. For every fixed m 6= 0, |cm(x)| is monotonic in x in a sufficiently
small neighbourhood of 0; thus, for all m 6= 0, |cjm| form an almost decreasing
sequence with respect to j.
Proof. To prove the above Lemma we consider function
cm(z) =
1
2pi
∫ pi
−pi
e− ı˙ mth(z, t)dt
on the compact set U = {(z, t) : |z| ≤ 1/4, |t| ≤ pi} ⊂ C×R, with h(z, t) in
the form given by (85), together with definitions (83) and (84). For every fixed t
function e− ı˙ mth(z, t) is analytic on the disc |z| ≤ 1/4 in the complex plane. Thus,
for every closed contour C ⊂ U , Fubini’s and Cauchy’s theorems imply∮
C
∫ pi
−pi
e− ı˙ mth(z, t)dtdz =
∫ pi
−pi
∮
C
e− ı˙ mth(z, t)dzdt = 0.
Consequently, by Morera’s theorem, function cm(z) is analytic on the disc |z| ≤
1/4. Note that for real x such that |x| < 1/4 the values of ı˙m−1 cm(x) and
ı˙m−1 c′m(x) =
d
dx (ı˙
m−1 cm(x)) are real, and if there were no neighbourhood of 0 in
which ı˙m−1 cm(x) is monotonic, c′m(x) would change its sign infinitely many times
in every neighbourhood of 0 and thus also have infinitely many zeros in the set
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{z : |z| ≤ 1/4}. Since c′m(z) is also analytic on that set, this would imply that
there c′m(z) is identically equal to 0. However, as we will see, equation (166) shows
that this is impossible. 
We now want to establish the asymptotic behaviour of cm(x) as x → 0. If x is
real and |x| < 1/4 we can combine the first logarithm in (83) and (84) with the
fourth and the second with the third and obtain
f(x, t) = ln
1− x22 + ı˙ x+ x
2
2
e− ı˙ t
1− x22 − ı˙ x− x
2
2
e− ı˙ t
+ ln
1− x22 − ı˙ x+ x
2
2
eı˙ t
1− x22 + ı˙ x− x
2
2
eı˙ t
;(144)
g(x, t) = ı˙
(
− ln 1−
x2
2 + ı˙ x+
x2
2
e− ı˙ t
1− x22 − ı˙ x− x
2
2
e− ı˙ t
+ ln
1− x22 − ı˙ x+ x
2
2
eı˙ t
1− x22 + ı˙ x− x
2
2
eı˙ t
)
.(145)
Note that we can multiply by eı˙ t both the denominator and the numerator of the
fraction in the first of the two logarithms appearing in (144) and (145) thereby
eliminating e− ı˙ t. Thus, if we define
f∗(x, z) = ln
(
1− x22 + ı˙ x
)
z + x
2
2(
1− x22 − ı˙ x
)
z − x22
+ ln
1− x22 − ı˙ x+ x
2
2 z
1− x22 + ı˙ x− x
2
2 z
;(146)
g∗(x, z) = − ı˙ ln
(
1− x22 + ı˙ x
)
z + x
2
2(
1− x22 − ı˙ x
)
z − x22
+ ı˙ ln
1− x22 − ı˙ x+ x
2
2 z
1− x22 + ı˙ x− x
2
2 z
;(147)
h∗(x, z) =
f∗(x, z)
g∗(x, z)
,(148)
then for |x| < 1/4 and all t we have h(x, t) = h∗(x, eı˙ t) and
cm(x) =
1
2pi
∫ pi
−pi
h(x, t) e− ı˙ mtdt =
1
2pi
∮
|z|=1
h∗(x, z)z−m
dz
ı˙ z
=
1
2pi ı˙
∮
|z|=1
z−m−1h∗(x, z)dz.
We assume that x is a fixed parameter such that |x| < 1/4 and look for the
singularities of z−m−1h∗(x, z).20 Considering the logarithms appearing in f∗(x, z)
and g∗(x, z) and letting
w1 = − x
2
2
(
1 + x
4
4
) (1− x2
2
− ı˙ x
)
; w2 =
x2
2
(
1 + x
4
4
) (1− x2
2
+ ı˙ x
)
,
we obtain for the numerator of the fraction inside the first logarithm(
1− x
2
2
+ ı˙ x
)
z +
x2
2
= 0 if and only if z = w1,(149)
while setting its denominator to zero produces(
1− x
2
2
− ı˙ x
)
z − x
2
2
= 0 if and only if z = w2.(150)
20Mathematica calculations of cuts, poles and the residue at the pole of z−m−1h∗(x, z) are in
file OP/symbolic/11 cuts and poles.nb.
28 A. IGNJATOVIC
Let z be an arbitrary complex number such that z 6= w1 and z 6= w2, and let
a = Re (z), b = Im (z); then(
1− x22 + ı˙ x
)
(a+ ı˙ b) + x
2
2(
1− x22 − ı˙ x
)
(a+ ı˙ b)− x22
=
((
1− x22 + ı˙ x
)
(a+ ı˙ b) + x
2
2
)((
1− x22 − ı˙ x
)
(a− ı˙ b)− x22
)
∣∣(1− x22 − ı˙ x) (a+ ı˙ b)− x22 ∣∣2
=
(a2 + b2)(1− 2x2) + bx3 + 14 (a2 + b2 − 1)x4 + ı˙ x
(
a2 + b2 − b2x
)
(2− x2)∣∣(1− x22 − ı˙ x) (a+ ı˙ b)− x22 ∣∣2 .
(151)
Thus, for 0 < x < 1/4 the imaginary part of this fraction is zero just in case
a2 + b2 − b2x = 0, i.e. for b = 14
(
x+
√
x2 − 16a2) or b = 14 (x−√x2 − 16a2). If
0 < x < 1/4 and b = 14
(
x+
√
x2 − 16a2) then the real part of the numerator in
the last fraction of (151) is equal to
1
32
(
(x2(4− 8x2 + x4) + x(4 + x4)
√
x2 − 16a2
)
which is positive for all a for which the value of this expression is real, i.e., for
|a| < |x|4 . If 0 < x < 1/4 and b = 14
(
x−√x2 − 16a2) then the real part of the
numerator in the last fraction of (151) is equal to
1
32
(
(x2(4− 8x2 + x4)− x(4 + x4)
√
x2 − 16a2
)
which is negative for a such that Re(w1) < a < Re(w2). Thus, we make a cut in
the complex plane which is an arc z(a) = a+ ı˙ 14
(
x−√x2 − 16a2) with end points
w1 and w2, passing through the origin; see Figure 2. Thus, the origin is not an
isolated pole of z−m−1h∗(x, z) for m > 0. Note that for z lying on such an arc we
have
(152) |z|2 = a2 +
(
1
4
(x−
√
x2 − 16a2)
)2
=
1
8
x
(
x−
√
x2 − 16a2
)
,
which increases monotonically in a2 and thus attains a maximum for a2 = Re(w1)
2 =
Re(w2)
2, which for 0 < x < 1/4 gives |z|2 = x4/(4 + x4) < x4/4. Thus, the entire
arc is contained inside a disc {z : |z| ≤ x2/2}. Such containment of the cut is yet
another benefit of pairing µ(n) with µ(n− 1) and ∆n with ∆n−1.
For the fraction inside the second logarithm appearing in f∗(x, z) and g∗(x, z)
we obtain for its numerator and denominator, respectively
1− x
2
2
− ı˙ x+ x
2
2
z = 0 if and only if z = v1, for v1 = 1− 2
x2
+ ı˙
2
x
;
(153)
1− x
2
2
+ ı˙ x− x
2
2
z = 0 if and only if z = v2, for v2 = −1 + 2
x2
+ ı˙
2
x
.
(154)
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Figure 2. Integration contours with cuts and poles
Representing again z as z = a+ ı˙ b, we obtain that
1− x22 − ı˙ x+ x
2
2 (a+ ı˙ b)
1− x22 + ı˙ x− x
2
2 (a+ ı˙ b)
=
(
1− x22 − ı˙ x+ x
2
2 (a+ ı˙ b)
)(
1− x22 − ı˙ x− x
2
2 (a− ı˙ b)
)
∣∣1− x22 + ı˙ x− x22 (a+ ı˙ b)∣∣2
=
1− 2x2 + bx3 − 14 (a2 + b2 − 1)x4 + ı˙ x
(
b
2x− 1
)
(2− x2)∣∣1− x22 + ı˙ x− x22 (a+ ı˙ b)∣∣2 .(155)
Thus, the imaginary part of the above fraction is equal to zero just in case b = 2/x,
and for such b the real part of the fraction is equal to
1− x2 + 1
4
(1− a2)x4
which is negative if either a < Re(v2) or a > Re(v1). Consequently, we make two
cuts in the complex plane which are horizontal half lines passing through v1 and v2
respectively; see Figure 2.
The last remaining possible singularity can only occur when g∗(x, z) = 0. Let
us set
g˜(x, z) = ı˙ ln

(
1− x22 − ı˙ x
)
z − x22(
1− x22 + ı˙ x
)
z + x
2
2
1− x22 − ı˙ x+ x
2
2 z
1− x22 + ı˙ x− x
2
2 z
 ;(156)
then g∗(x, z) = g˜(x, z) + 2kpi for some k such that |k| ≤ 1. If g∗(x, z) = 0 for
some z, then g˜(x, z) + 2kpi = 0. However, since |g˜(x, z)| ≤ pi we get that k = 0
and g˜(x, z) = 0. On the other hand, if g˜(x, z) = 0, then g∗(x, z) = 2kpi. Since the
absolute value of the imaginary part of the first logarithm in g∗(x, z) is smaller or
equal to pi and the absolute value of the imaginary part of the second logarithm is
strictly smaller than pi whenever 0 < x < 1/4 and |z| ≤ 1, we obtain that for such
values of x and z we again have k = 0 and g∗(x, z) = 0. Thus, for 0 < x < 1/4 and
|z| ≤ 1 we have g∗(x, z) = 0 if and only if g˜(x, z) = 0, i.e., if and only if(
1− x22 − ı˙ x
)
z − x22(
1− x22 + ı˙ x
)
z + x
2
2
1− x22 − ı˙ x+ x
2
2 z
1− x22 + ı˙ x− x
2
2 z
= 1.(157)
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The solutions to this equation are
pl1(x) = ı˙
x
2
(
1 +
√
1− x24
) ; pl2(x) = ı˙ 2
(
1 +
√
1− x24
)
x
.(158)
For |x| < 1/4 pole pl2 lies outside the unit disc {z : |z| ≤ 1}, while pole pl1 lies
inside the unit disc but outside the disc {z : |z| ≤ x2}. Thus, we have
(159)∮
|z|=1
z−m−1h∗(x, z)dz =
∮
|z|=x2
z−m−1h∗(x, z)dz+ 2pi ı˙Res
(
z−m−1h∗(x, z); pl1
)
.
Equations (95) and (159) yield
cm(x) =
1
2pi ı˙
∮
|z|=x2
z−m−1h∗(x, z)dz + Res
(
z−m−1h∗(x, z); pl1
)
(160)
=
1
2pi
∫ pi
−pi
x−2me− ı˙ mth∗(x, x2eı˙ t)dt+ Res
(
z−m−1h∗(x, z); pl1(x)
)
.(161)
Let us set g′z(x, z) = ∂g
∗(x, z)/∂z; then direct calculations show that21
f∗(x, pl1(x)) = 2 ln
(
1− 2x2 + x
4
2
− 2 ı˙ x
√
1− x
2
4
(
1− x
2
2
))
;(162)
g′z(x, pl1(x)) = −8 ı˙
(
1− x
2
2
)√
1− x
2
4
(
1 +
√
1− x
2
4
)
,(163)
and we obtain that for all x such that |x| < 1/4,
Res
(
z−m−1h∗(x, z); pl1(x)
)
= pl1(x)
−m−1 f
∗(x, pl1(x))
g′z(x, pl1(x))
.
One can verify that the real part of the logarithm in (162) is zero; thus, after some
simplification, we obtain
Res
(
z−m−1h(x, z); pl1(x)
)
=
ı˙−m−1x−m−1
2−m+1
(
1 +
√
1− x24
)−m arctan
2x
√
1− x24
(
1− x22
)
1−2x2+ x44(
1− x22
)√
1− x24
= ı˙−m−1
(x
4
)−m
+ O
(
x−m+2
)
.(164)
Since h∗(x, x2eı˙ t) is continuous for (x, t) ∈ [0, 1/4] × [−pi, pi], for all m ≤ −1 we
have
∣∣∣∣ 12pi
∫ pi
−pi
x−2me− ı˙ mth∗(x, x2eı˙ t)dt
∣∣∣∣ < x−2m2pi
∫ pi
−pi
∣∣h∗(x, x2eı˙ t)∣∣dt = O (x−2m) .
(165)
21These calculations as well as the residue evaluation are also contained in file
OP/symbolic/11 cuts and poles.nb.
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Consequently, from (161), (164) and (165) we obtain that for m ≥ 1
c−m(x) = ı˙m−1
(x
4
)m
+ O
(
xm+2
)
;
cm(x) = c−m(x) = (− ı˙)m−1
(x
4
)m
+ O
(
xm+2
)
.
(166)
This, together with Lemma 22, proves (ii), (iii) and (iv) of Lemma 17.
10. Fourier series of εm(x, t)
We now prove Lemma 21. Note that for 0 < x < 1/4 equation (84) implies that
g(x, t) = g(x, t); this and (127) imply that for all m 6= 0, all k and all sufficiently
large n,
(167) fm,nk = f
−m,n
−k .
Lemma 24. For all m 6= 0, all k and all sufficiently large n, the coefficients fm,nk
are real if m and k are of the same parity and purely imaginary otherwise.
Proof. Using (128), (142) and a substitution u = pi − t, we obtain
fmk (x) =
1
2pi
∫ pi
−pi
(
l(m,x, t)
mg(x, t)
− 1
)
eı˙(m−k)tdt
=
1
2pi
∫ pi
−pi
(
l(m,x, pi − t)
mg(x, pi − t) − 1
)
eı˙(m−k)tdt
=
1
2pi
∫ 2pi
0
(
l(m,x, u)
mg(x, u)
− 1
)
eı˙(m−k)(pi−u)du
= (−1)m−k fmk (x).

Lemma 25. For all m 6= 0, all k and all sufficiently large n, the absolute values
|f m,nk | of the coefficients f m,nk form an almost decreasing sequence.
Proof. The coefficients fmk (x) can be proven to be monotonic in x in a sufficiently
small neighbourhood of 0 in the same way as this was done for cm(x). Thus, since
γ2n−1 are almost increasing, f
m,n
k form an almost decreasing sequence. 
Lemma 26. For all m 6= 0, all k and all sufficiently large n,
f m,nk = O
(
γ−22n−1
)
.(168)
Proof. A second order expansion with respect to x shows that22
1− x22 − ı˙ x− x
2
2
e− ı˙ t
1− x22 + ı˙ x− x
2
2
eı˙ t
= 1− 2 ı˙ x− (2− ı˙ sin t)x2 + O (x3) ;(169)
1− x22 + ı˙ x+ x
2
2
e− ı˙ t
1− x22 − ı˙ x− x
2
2
eı˙ t
= 1 + 2 ı˙ x− (2 + ı˙ sin t)x2 + O (x3) .(170)
22Mathematica verification of Lemma 26 is in the file OP/symbolic/12 lemmas 26 and 27.nb.
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This implies
l(m,x, t) =
ı˙
((
1− 2 ı˙ x− (2− ı˙ sin t)x2 + O (x3))m − (1 + 2 ı˙ x− (2 + ı˙ sin t)x2 + O (x3))m)
= ı˙
(
1− 2 ı˙ mx−m(2m− ı˙ sin t)x2 − (1 + 2 ı˙ mx−m(2m+ ı˙ sin t)x2) + O (x3))
= 4mx− 2mx2 sin t+ O (x3) .
A second order expansion of g(x, t) with respect to x also produces
mg(x, t) = 4mx− 2mx2 sin t+ O (x3) .
The last two equations imply
l(m,x, t)
mg(x, t)
− 1 = O (x2) ,
which implies (168). 
Lemma 27. For all m 6= 0, all k and all sufficiently large n,
fm,nk = O
(
γ
−2(|k|−|m|)
2n−1
)
.
Proof. Let us define
l∗(m,x, z) = ı˙
((
1− x22 − ı˙ x− x
2
2 z
−1
1− x22 + ı˙ x− x
2
2 z
)m
−
(
1− x22 + ı˙ x+ x
2
2 z
−1
1− x22 − ı˙ x+ x
2
2 z
)m)
;(171)
then l(m,x, t) = l∗
(
m,x, eı˙ t
)
, and
f m,nk =
1
2pi
∮
|z|=1
(
l∗(m,x, z)
mg∗(x, z)
− 1
)
zm−k
dz
ı˙ z
.(172)
We have already found the singularities and branch cuts for g∗(x, z); we also
saw that if g∗(x, z) = 0, x < 1/4 and |z| < 1, then z = pl1(x). However, a direct
substitution shows that l∗(m,x, pl1(x)) = 0.23 Thus, z = pl1(x) is a removable
singularity of l∗(m,x, z)/g∗(x, z) and consequently integration over the unit circle
can be replaced by integration over a circle of radius x2, thus obtaining
fmk (x) =
1
2pi
∫ pi
−pi
(
l∗
(
m,x, x2eı˙ t
)
mg∗(x, x2eı˙ t)
− 1
)(
x2eı˙ t
)m−k
dt.(173)
This is easily seen to imply |fmk (x)| = O
(
x2(m−k)
)
. Thus, for k < 0 we obtain
fmk (x) = O
(
x2(|k|−|m|)
)
and (167) implies that the same is true for positive k as
well; consequently, fm,nk = O
(
γ
−2(|k|−|m|)
2n−1
)
. 
11. Consequences of Theorem 2
Corollary 3. Let γn be as in Theorem 2; then the limits below exist and satisfy
lim
n→∞
∑n
k=0 p
2
k(ω)∑n
k=0
1
γk
=
1
2
lim
n→∞ γn(p
2
n(ω) + p
2
n+1(ω))
and convergence is uniform on every compact set.
23See file OP/symbolic/12 lemmas 26 and 27.nb.
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Proof. Using Theorem 2 and equality (7), let L(ω) > 0 be such that24
1
2
lim
n→∞ γn(p
2
n(ω) + p
2
n+1(ω)) = lim
n→∞
p22n(ω) + p
2
2n+1(ω)
1
γ2n
+ 1γ2n+1
= L(ω).
For odd n, n = 2k + 1, since
∑n
j=0 1/γj diverges, the Stolz-Cesa`ro theorem imme-
diately implies that∑2k+1
j=0 p
2
j (ω)∑2k+1
j=0
1
γj
=
∑k
j=0(p
2
2j(ω) + p
2
2j+1(ω))∑k
j=0
(
1
γ2j
+ 1γ2j+1
) → L(ω).
For even n we observe that∑2k+2
j=0 p
2
j (ω)∑2k+2
j=0
1
γj
=
∑2k+1
j=0 p
2
j (ω)∑2k+1
j=0
1
γj
1− 1γ2k+2∑2k+2
j=0
1
γj
+ p22k+2(ω)∑2k+2
j=0
1
γj
.
Our conditions on the recurrence coefficients and the case for odd n imply that the
first summand converges to L(ω) and that the second summand satisfies
0 ≤ p
2
2k+2(ω)∑2k+2
j=0
1
γj
<
γ2n+2(p
2
2k+2(ω) + p
2
2k+3(ω))∑2k+2
j=0
1
γj
→ 0.

Corollary 4. If γn = (n+ 1)
p for some p such that 0 < p < 1, then
0 < lim
n→∞
∑n
j=0 p
2
j (ω)
(n+ 1)1−p
<∞.
Proof. Follows from the previous Lemma and the fact that in this case
n∑
k=0
1
γk
= O
(
n∑
k=0
(k + 1)−p
)
= O
(∫ n+1
1
x−pdx
)
= O
(
(n+ 1)1−p − 1
1− p
)
.

12. Hilbert Spaces Associated with Orthonormal Polynomials
We now present an application of Corollary 3; in fact, this application was the
author’s sole motivation for the present work, because it proves his conjecture from
[4] under additional assumptions. We denote by Dt the operator of differentiation
with respect to variable t, and in the remaining part of this paper we will consider
functions f : R → C whose real and imaginary parts are infinitely differentiable
functions of a real variable. The set of such functions will be denoted by C∞
R→C.
Note that if f(t) ∈ C∞
R→C, then also f(t) ∈ C∞R→C and Dt[f(t)] = Dt[f(t)].
Assuming that the families of orthogonal polynomials we consider satisfy our
conditions (C1)-(C7), we define a corresponding family of linear differential operators
Knt by
(174) Knt = (−ı˙)npn
(
ı˙
d
dt
)
.
24Numerical simulations regarding the convergence and equality of the two limits mentioned
in this corollary are in file OP/numerical/5-OP-asymptotics.nb.
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Such operators have real coefficients and satisfy
(175) Knt [eı˙ ωt] = ı˙npn(ω) eı˙ ωt.
It is easy to see that such operators satisfy the recurrence
(176) γnKn+1t = Dt ◦ Knt + γn−1Kn−1t ,
with the same coefficients γn > 0 as in (1). As for orthonormal polynomials,
setting γ−1 = 1 and K−1t [f(t)] ≡ 0 the above recurrence is valid for all n ≥ 0.
The following lemma shows that differential operators Knt which correspond to
polynomials Pn(ω) have a property which is analogous to the Christoffel–Darboux
equality for orthogonal polynomials,
(177) (ω − σ)
n∑
k=0
Pk(ω)Pk(σ) = γn(Pn+1(ω)Pn(σ)− Pn+1(σ)Pn(ω)),
Lemma 28. For all f, g ∈ C∞
R→C and all n ∈ N,
(178)
Dt
[
n∑
m=0
Kmt [f(t)]Kmt [g(t)]
]
= γn (Kn+1t [f(t)]Knt [g(t)] +Knt [f(t)]Kn+1t [g(t)]).
Proof. Use (176) to form a telescopic sum, or, alternatively, by induction on n,
using (176) in the induction step, and its instance for n = 0 for the base case of
induction. 
When applying operators Knt to a function f(t) of a single variable t we will omit
index t and write instead just Kn[f(t)]. More details about operators Kn can be
found in [4],[5].
Definition 1. Assume that the recurrence coefficients satisfy conditions (C1)-(C7);
we denote by L the vector space of functions f(t) ∈ C∞
R→C such that the sequence of
corresponding functions (βfn(t) : n ∈ N) defined by
(179) βfn(t) = γn(|Kn[f(t)]|2 + |Kn+1[f(t)]|2)
converges uniformly on every compact interval I ⊂ R.
Lemma 29. If f(t) ∈ L then (βfn(t) : n ∈ N) converges to a constant function,
limn→∞ βfn(t) = L. Moreover, if we define
(180) νfn(t) =
∑n
k=0 |Kk[f(t)]|2∑n
k=0
1
γk
,
then νfn(t) converges to a constant function L/2, uniformly on every compact in-
terval.
Proof. Assume βfn(t) → l(t), uniformly on every compact interval I ⊂ R. Just as
in the proof of Corollary 3, the Stolz-Cesa`ro theorem implies that νfn(t) → l(t)/2.
We now observe that (178) with g(t) = f(t) yields∣∣∣∣ ddtνfn(t)
∣∣∣∣ ≤ γn (|Kn+1[f(t)]Kn[f(t)]|+ |Kn[f(t)]Kn+1[f(t)]|)∑n
k=0
1
γk
≤ γn(|K
n[f(t)]|2 + |Kn+1[f(t)]|2)∑n
k=0
1
γk
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Since γn(|Kn[f(t)]|2 + |Kn+1[f(t)]|2) converges to a finite limit l(t) uniformly on
every finite interval and since
∑n
k=0 1/γk diverges, d/dt ν
f
n(t) converges to 0 uni-
formly on every finite interval as well. Thus, for some L ≥ 0, βfn(t) and νfn(t)
converge to constant functions L and L/2 respectively. 
Corollary 30. Let B0 ⊂ B be the set of all f ∈ B such that
lim
n→∞ γn(|K
n[f(t)]|2 + |Kn+1[f(t)]|2) = 0;
then in the quotient space B2 = B/B0, we can introduce a norm with the following
expressions whose value does not depend on t:
‖f‖ = lim
n→∞
√
γn
2
(|Kn[f(t)]|2 + |Kn+1[f(t)]|2) = lim
n→∞
√∑n
k=0 |Kk[f(t)]|2∑n
k=0
1
γk
(181)
Lemma 31. Let f, g ∈ L and let
(182) σfgn (t) =
∑n
k=0Kk[f(t)]Kk[g(t)]∑n
k=0
1
γk
.
If for some t = t0 the sequence σ
fg
n (t0) converges as n→∞, then σfgn (t) converges
for all t to a constant function.
Proof. Using Lemma 28 we get∣∣∣∣ ddtσfgn (t)
∣∣∣∣ ≤ γn (|Kn+1[f(t)]Kn[g(t)]|+ |Kn[f(t)]Kn+1[g(t)]|)∑n
k=0
1
γk
≤ γn(|K
n[f(t)]|2 + |Kn+1[f(t)]|2 + |Kn[g(t)]|2 + |Kn+1[g(t)]|2)
2
∑n
k=0
1
γk
.
Since f, g ∈ L, the numerator converges uniformly on every finite interval; since
the denominator diverges,
∣∣ d
dtσ
f
n(t)
∣∣ converges uniformly to zero on every finite
interval. Thus, if σfg(t0) converges for some t = t0 it converges for all t to a
constant function. 
Theorem 32. If the recurrence coefficients satisfy conditions (C1)-(C7), then the
complex exponentials eω(t) = e
ı˙ ωt belong to the associated space L2 and for every
eω(t) = e
ı˙ ωt and eσ(t) = e
ı˙ σt such that ω 6= σ we have
lim
n→∞
∑n
k=0Kkt [eı˙ ωt]Kkt [eı˙ σt]∑n
j=0
1
γj
= 0.
Proof. Let ω > 0; since
|Knt [eı˙ ωt]|2 = |ı˙npn(ω)eı˙ ωt|2 = p2n(ω)
and thus
(183) γn(|Knt [eı˙ ωt]|2 + |Kn+1t [eı˙ ωt]|2) = γn(p2n(ω) + p2n+1(ω)),
our Corollary 3 implies that the sequence γn(|Knt [eı˙ ωt]|2 + |Kn+1t [eı˙ ωt]|2) converges
to a positive finite limit uniformly in t ∈ R and uniformly in ω from any compact
interval. Thus, 0 < ‖eı˙ ωt‖ <∞ and eı˙ ωt ∈ L2. Let ω 6= σ. Note that
n∑
k=0
Kkt [eı˙ ωt]Kkt [e− ı˙ σt] =
n∑
k=0
pk(ω)pk(σ)e
ı˙(ω−σ)t.(184)
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By the Christoffel Darboux equality (177) we have
n∑
k=0
pk(ω)pk(σ) =
γn
ω − σ (Pn+1(ω)Pn(σ)− Pn+1(σ)Pn(ω)).(185)
Thus,∣∣∣∣∣
n∑
k=0
Kkt [eı˙ ωt]Kkt [e− ı˙ σt]
∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=0
pk(ω)pk(σ)
∣∣∣∣∣
≤ γn
ω − σ (|pn+1(ω)pn(σ)|+ |pn+1(σ)pn(ω)|)
≤ γn
2(ω − σ) (p
2
n+1(ω) + p
2
n(σ) + p
2
n+1(σ) + p
2
n(ω)).
Since γn(p
2
n+1(ω) + p
2
n(ω)) and γn(p
2
n+1(σ) + p
2
n(σ)) both converge to a finite limit
and Σnk=01/γk diverges as n→∞, we obtain
lim
n→∞
∑n
k=0Kkt [eı˙ ωt]Kkt [e− ı˙ σt]∑n
k=0
1
γk
= 0.

Thus, on the vector space of all finite linear combinations of complex exponentials
limn→∞ σfgn (t) is independent of t and it defines an inner product which makes all
complex exponentials of distinct frequencies mutually orthogonal. Such an inner
product can now be extended to various spaces relevant to signal processing, such
as spaces of functions of the form f(t) =
∑∞
k=0 qke
ı˙ ωkt where
∑∞
k=0 |qk| < ∞ and
for some B > 0 all ωk satisfy |ωk| < B. Such signals have bounded amplitude
and finite bandwidth; they are important, for example, for representation of speech
signals. The values of γn(|Kn[f(t)]|2 + |Kn+1[f(t)]|2) for various n are measures of
“local energy” around an instant t of a signal of infinite total energy (in the usual
L2 sense); increasing n reduces such localisation. Operators (Kk : k ∈ N) can also
be used for frequency estimation of multiple sinusoids in the presence of coloured
noise; see [6]; they originated in the course of author’s design of a pulse-width
modulation switching power amplifier.
From purely mathematical perspective, it remains to be seen if the method
presented here can be applied to non-symmetric families of orthogonal polynomials
or families with bounded recurrence coefficients. For a general family of positive
definite orthonormal polynomials pn(ω) we have
(186) γnpn+1(ω) = (ω + βn)pn(ω)− γn−1 pn−1(ω).
It is easy to see that an, bn and En can be defined so that (18) and (19) hold and that
again |En| =
∏n
j=0 |aj + bj e−2 ı˙Φj−1 |. If we define arg z to satisfy 0 ≤ arg z < 2pi
with the corresponding cut along the positive reals, then for bounded recurrence
coefficients such that γn → γ and βn/γn → ρ it is easy to see that | Im (an)| > |bn|
holds just in case25
(187)
∣∣∣∣ωγ − ρ
∣∣∣∣ < 2.
Thus, the classical results of Paul Nevai, see Theorem 7 on page 23 of [3], imply
that our argument proving (37), i.e., ∆n = arg
(
an + bn e
−2 ı˙Φn−1) holds for all ω
25These calculations can be found in http://www.cse.unsw.edu.au/~ignjat/diff/OP2.zip.
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in the support of the continuous part of the corresponding measure of orthogo-
nality. As we have mentioned before, Nevai’s results from [3] (formula (16) on
page 140), imply that in such a case p22n(ω) + p
2
2n+1(ω) cannot converge; however,
perhaps there is some hope that our method might be used to show directly that∑∞
n=0 p
2
n(ω)/(n+ 1) converges for such ω, under some weak assumption on γn and
βn.
In the case of unbounded recurrence coefficients, assuming only γn → ∞, sn =
γn+1 − γn → 0 and βn/γn → ρ, condition (187) reduces to |ρ| < 2. Thus, we
obtain that | Im an| > |bn| holds just in case |ρ| < 2. To the authors’ big sur-
prise, extensive numerical tests indicate that it is also just in case |ρ| < 2 that the
ratio
∑n
k=0 p
2
k(ω)/
∑n
k=0 1/γk converges to a positive finite limit L(ω); the value
of γn(p
2
n(ω) + p
2
n+1(ω)) appears to be oscillating around L(ω), contained between
two envelopes which converge to two horizontal straight lines. Thus, we finish this
paper with the following conjecture.26
Conjecture 33. Assume that a family of orthonormal polynomials pn(ω) satisfies
recurrence (186), coefficients γn are unbounded and satisfy conditions (C1)-(C7) and
that |limn→∞ βn/γn| < 2. Then
∑n
k=0 p
2
k(ω)/
∑n
k=0 1/γk converges to a positive
finite limit L(ω). Thus, in such a case the asymptotic growth rate of
∑n
k=0 p
2
k(ω)
does not depend on βn (but the value of L(ω) does).
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