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ASYMPTOTIC INEQUALITIES FOR POSITIVE CRANK AND RANK
MOMENTS
KATHRIN BRINGMANN AND KARL MAHLBURG
Abstract. Andrews, Chan, and Kim recently introduced a modified definition of crank and rank
moments for integer partitions that allows the study of both even and odd moments. In this paper,
we prove the asymptotic behavior of these moments in all cases, and our main result states that
while the two families of moment functions are asymptotically equal, the crank moments are always
asymptotically larger than the rank moments.
Andrews, Chan, and Kim primarily focused on one case, and proved the stronger result that the
first crank moment is strictly larger than the first rank moment for all partitions by showing that
the difference is equal to a combinatorial statistic on partitions that they named the ospt-function.
Our main results therefore also give the asymptotic behavior of the ospt-function, and we further
determine its behavior modulo 2 by relating its parity to Andrews spt-function.
1. Introduction and Statement of Results
Ramanujan’s famous congruences for the integer partition function p(N) require little introduc-
tion, as they continue to inspire active research even nearly a century after his original discoveries.
He proved in [28] that for N ≥ 0,
p(5N + 4) ≡ 0 (mod 5), (1.1)
p(7N + 5) ≡ 0 (mod 7),
p(11N + 6) ≡ 0 (mod 11).
His approach relied on the modularity properties of the partition generating function∑
N≥0
p(N)qN =
1
(q; q)∞
,
where for n ∈ N0∪{∞} we adopt the standard q-factorial notation (a)n = (a; q)n :=
∏n−1
j=0 (1−aqj).
However, his use of Hecke operators on ℓ-adic modular forms gave little combinatorial insight as to
why the partition function satisfies (1.1).
Combinatorial partition statistics have subsequently been used to better understand the Ramanu-
jan congruences, beginning with Dyson’s definition of [21] the rank of a partition λ. This is given
by
rank(λ) := largest part of λ− number of parts of λ. (1.2)
The rank was later followed by Garvan’s discovery of the crank in [22]. Andrews and Garvan’s
subsequent reformulation for the definition of the crank in [5] then successfully completed the search
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for combinatorial decompositions of the three congruences in (1.1). If o(λ) denotes the number of
ones in λ, and µ(λ) is the number of parts strictly larger than o(λ), then
crank(λ) :=
{
largest part of λ if o(λ) = 0,
µ(λ)− o(λ) if o(λ) > 0. (1.3)
However, the study of these statistics does not end with the Ramanujan congruences, as there
have been a great wealth of further results regarding the arithmetic properties of the crank and
rank [12, 23, 26], connections to modular and automorphic forms, including mock theta functions
[13, 18], asymptotic behavior and inequalities [16, 17], and related combinatorial objects [2, 4, 24].
In this paper we focus particularly on the latter two topics, and use analytic and number theoretic
techniques to build on ideas introduced in the recent work of Andrews, Chan, and Kim [4].
Let M(m,N) (resp. N(m,N)) be the number of partitions of N with crank (resp. rank) m.
Then aside from the anomalous case of M(m,N) when N = 1 (where the correct combinatorial
values are M(0, 1) = 1 and M(m, 1) = 0 for all m 6= 0), the two-parameter generating functions
may be written as [5, 10]
C(w; q) :=
∑
m∈Z
N≥0
M(m,N)wmqN =
1− w
(q)∞
∑
n∈Z
(−1)nqn(n+1)/2
1− wqn , (1.4)
R(w; q) :=
∑
m∈Z
N≥0
N(m,N)wmqN =
1− w
(q)∞
∑
n∈Z
(−1)nqn(3n+1)/2
1− wqn . (1.5)
Atkin and Garvan introduced the moments of these statistics in [9] as follows. For r ∈ N, the r-th
crank moment is defined by
Mr(N) :=
∑
m∈Z
mrM(m,N), (1.6)
and the r-th rank moment by
Nr(N) :=
∑
m∈Z
mrN(m,N). (1.7)
Atkin and Garvan described algebraic and arithmetic relationships between crank and rank mo-
ments, but the nature of their exact numerical values was first explored by Garvan, who conjectured
a strong inequality between the two families of moments in [23]; a related set of conjectures were
later given by the present authors in [14]. All of these conjectures were subsequently proven, and
the most definitive known results can be succinctly stated as below.
Theorem. Suppose that r = 2k ∈ N is even.
(i) As N →∞,
M2k(N) ∼ N2k(N). (1.8)
(ii) For all N > 0,
M2k(N) > N2k(N). (1.9)
Remark. In both cases, much more is known than is stated above. The authors and Rhoades [16]
proved that there are certain explicit constants A2k such that
M2k(N) ∼ N2k(N) ∼ A2kNkp(N). (1.10)
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Furthermore, Garvan [24] showed that each of the differences M2k(N) − N2k(N) can be written
as a linear combination (with positive coefficients) of “higher spt-functions”, which are manifestly
positive counts of certain combinatorial objects.
However, the simple fact that M(m,N) and N(m,N) are both invariant under m 7→ −m clearly
implies that (1.6) and (1.7) are both identically zero when r is odd. We therefore adopt the definition
proposed by Andrews, Chan, and Kim [4] in order to study nontrivial odd crank and rank moments.
Definition 1.1. Suppose that r ∈ N. The r-th positive crank (resp. rank) moment is defined by
M+r (N) :=
∑
m∈N
mrM(m,N),
N+r (N) :=
∑
m∈N
mrN(m,N).
Remark. Note that if r is even, there is no new information gained in the study of the positive crank
and rank moments, as for k ≥ 1
M+2k(N) =
1
2
M2k(N), and N
+
2k(N) =
1
2
N2k(N). (1.11)
After introducing the definition of general positive moments, Andrews, Chan, and Kim focused
on the first new case, namely, the odd moments M+1 (N) and N
+
1 (N). One of their main results
states that the first crank moment is always larger than the first rank moment.
Theorem (Theorem 3 in [4]). For N > 0,
M+1 (N) > N
+
1 (N). (1.12)
In this paper, we combine the above ideas and study the relationship between all positive crank
and rank moments. Our main result precisely identifies the first two terms in the asymptotic
expansion of the positive crank and rank moments.
Theorem 1.2. Suppose that r ∈ N.
(i) As N →∞,
M+r (N) ∼ N+r (N) ∼ γr N
r
2
−1eπ
√
2N
3 ,
where
γr := r! ζ(r)
(
1− 21−r) 6 r2
4
√
3πr
.
Here ζ(s) denotes the Riemann ζ-function.
(ii) As N →∞,
M+r (N)−N+r (N) ∼ δr N
r
2
− 3
2 e
π
√
2N
3 ,
where
δr := r! ζ(r − 2)
(
1− 23−r) 6 r−12
4
√
3πr−1
.
As a corollary, we obtain a generalization of (1.8) and an asymptotic version of (1.9) for all
positive crank and rank moments.
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Corollary 1.3. Suppose that r ∈ N.
(i) As N →∞,
M+r (N) ∼ N+r (N).
(ii) There exists nr ∈ N such that if N ≥ nr, then
M+r (N) > N
+
r (N).
Remarks. 1. For certain small r, the expressions for γr and δr given in Theorem 1.2 must be
evaluated using the analytic continuation of the Riemann zeta function. In particular,
γ1 =
log(2)
2
√
2π
,
δ3 =
3
√
3 log(2)
π2
, δ2 =
1
2
√
2 π
, and δ1 =
1
16
√
3
.
Although the overall result can be stated uniformly, these cases must be dealt with separately in
our proofs.
2. If r is even, these expressions are equivalent to those shown in [16]. In their detailed study of
the case r = 1, Andrews, Chan, and Kim also proved (Theorem 6 in [4]) that
M+1 (N) =
∑
λ⊢N
d(λ) (1.13)
where d(λ) denotes the size of the Durfee square of a partition λ and the summation is over all
partitions of N . This sum was previously studied by Canfield, Corteel, and Savage, who showed
that (Corollary 3 of [19]) ∑
λ⊢N
d(λ) ∼
√
6 log(2)
π
√
Np(N), (1.14)
which is equivalent to our asymptotic formula for M+1 (N).
3. The relative error in both asymptotic expressions in Theorem 1.2 is of order N−
1
2 . In fact, our
proof allows us to write an asymptotic expansion of the form
M+r (N) = γrN
r
2
−1eπ
√
2N
3
1 + S∑
j=1
bjN
− j
2 +O
(
N−
S+1
2
)
for any S ≥ 0, and the same is true of the rank moments (and hence also for the differences).
4. In parallel work, Diaconis, Janson, and Rhoades [20] have also independently proven the main
term for the positive rank moments as found in Theorem 1.2 part (i). Their main tool was the
Method of Moments, which allows the determination of the limiting distribution (in the weak sense)
of the partition rank statistic as the size of the partitions grow to infinity.
5. Numerical data suggests that the inequalities in Corollary 1.3 part (ii) are true for all N , but
although the constants nr can be made effective for any r, a uniform proof of nonasymptotic inequal-
ities remains out of reach of our methods. It would be of great interest to obtain a combinatorial
proof, and particularly to find analogues of Garvan’s higher spt-functions from [24] for the odd
positive moments.
It is notable that many of the previous proofs for the asymptotic behavior and arithmetic prop-
erties of even crank and rank moments relied on the modular and automorphic properties of their
generating functions (1.4) and (1.5). The positive moments do not share these properties, as the
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singly-infinite summations in Definition 1.1 are qualitatively lacking the symmetry of the full mo-
ments in (1.6) and (1.7). The effect of this is seen in the presence of so-called false theta functions
throughout our proofs. We have therefore developed an entirely different approach, using Mittag-
Leffler theory, the Mellin transform, and a variant of the Hardy-Ramanujan Circle Method due to
Wright [29] in order to study the generating functions of the positive moments directly.
Wright’s approach is not widely known, and gives much weaker results than Hardy and Ramanu-
jan (whose technique was subsequently refined by Rademacher in [27]) in the study of the coefficients
of modular forms. Indeed, following recent further work [15], one can obtain formulas for the coeffi-
cients of hypergeometric series that satisfy mock modular or mock Jacobi transformation properties.
This was also previously used by the authors and Rhoades in order to obtain asymptotic series for
even crank and moments with polynomial error in [17]. However, these techniques do not apply
to the positive moments, and the advantage of Wright’s approach is that it is equally effective
on any function with an asymptotic expansion. As such, his method lies somewhere between the
Hardy-Ramanujan Circle Method and Tauberian theorems (which give the asymptotic behavior of
the coefficients of a power series based solely on its analytic behavior near a single singularity).
Wright’s approach is powerful enough to provide an asymptotic expansion for the coefficients, but
flexible enough that it applies to nonmodular generating functions such as the positive crank and
rank moments.
There has also been particular interest in the smallest nontrivial crank and rank moments. In [2],
Andrews defined the smallest parts function spt(N) as the sum of the total number of appearances
of the smallest part in each integer partition of N , and proved the surprising fact that
spt(N) =
1
2
(M2(N)−N2(N)) = M+2 (N)−N+2 (N).
Note that the second moments are the smallest nonzero case of the full moments. Using Hardy and
Ramanujan’s famous asymptotic formula
p(N) ∼ 1
4
√
3N
e
π
√
2N
3 , (1.15)
the r = 2 case of Theorem 1.2 (ii) therefore implies that
spt(N) ∼
√
6
π
√
Np(N) ∼ 1
2
√
2π
√
N
e
π
√
2N
3 ,
which was first proven in [11].
The smallest parts function has also been studied for its arithmetic properties, and satisfies three
linear congruences modulo 5, 7, and 13 that are remarkably similar to (1.1) [2]. The parity of
spt(N) is equally striking, as it is entirely dictated by certain quadratic characters on the prime
factorization, as was recently proven by Andrews, Garvan, and Liang [6].
In the course of their study of the positive crank and rank moments, Andrews, Chan, and Kim
defined a natural counterpart to spt(N) for the first moments, setting
ospt(N) := M+1 (N)−N+1 (N).
They then proved the positivity of ospt(N) (cf. (1.12)) by showing that ospt(N) in fact counts a
certain statistic on partitions. In particular, they defined ST(λ) as the number of even and odd
strings in a partition λ and proved (Theorem 4 in [6])
ospt(N) =
∑
λ⊢N
ST(λ). (1.16)
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The precise definition of ST is somewhat technical, so we do not restate it until later in this paper,
where we also derive some important combinatorial properties. Most notably, we will show that
ospt(N) is a weakly increasing function in N .
Our next results describe the asymptotic behavior of ospt(N).
Theorem 1.4. As N →∞,
ospt(N) ∼ 1
4
p(N) ∼ 1
16
√
3N
e
π
√
2N
3 .
Remark. The relationship between ospt(N) and p(N) is not immediately obvious from the combi-
natorial definition of even and odd strings in [6], but in fact, it is likely that with precise asymptotic
constants it can be shown that ospt(N) < p(N) for all N . It would be interesting to obtain a
combinatorial proof of this as well.
Finally we prove parity results for ospt(N) that resemble those for spt(N).
Theorem 1.5. If N ∈ N, then ospt(N) is odd if and only if 24N − 1 = ℓ4a+1m2 for some prime
ℓ ≡ 23 (mod 24) and positive integers a,m with (ℓ,m) = 1.
Remark. This result is an immediate corollary of a short proof that ospt(N) ≡ spt(N) (mod 2).
The parity condition in the theorem statement is therefore exactly that given for spt(N) in Theorem
1.3 of [6].
The remainder of the paper is as follows. In Section 2 we define symmetrized positive crank and
rank moments, give their generating functions, and describe how their study is sufficient to prove our
main results. Next, in Section 3 we use the Mittag-Leffler decomposition and Taylor’s theorem in
order to find the asymptotic behavior of the symmetrized positive moment generating functions. In
Section 4 we apply Wright’s variant of the Hardy-Ramanujan Circle Method to find the asymptotic
behavior of the symmetrized positive moments, which proves our main results. Section 5 contains a
detailed look at the case of the first moments, including the asymptotic behavior and parity of the
ospt-function. Finally, one of our main technical tools is relegated to a brief Appendix, in which
we apply a method described by Zagier to find asymptotic expansions for several series that arise
during the course of the paper.
2. Symmetrized moments
Just as in Andrews’ study of Durfee symbols [2] and Garvan’s work on higher spt-functions [24],
it is much more convenient to work primarily with symmetrized positive moments rather than with
Definition 1.1. Modifying Andrews’ and Garvan’s notation in the natural way, we set
µ+r (N) :=
∑
m∈N
(
m+
⌊
r−1
2
⌋
r
)
M(m,N),
η+r (N) :=
∑
m∈N
(
m+
⌊
r−1
2
⌋
r
)
N(m,N).
2.1. Main results for symmetrized positive moments. Our main asymptotic results in The-
orem 1.2 are consequences of the following result for symmetrized moments, in which we write the
leading terms using modified Bessel functions (following the standard notation Iν(x)). Using Bessel
functions rather than exponentials makes it somewhat easier to compare the two moment functions,
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as the constants are simpler. There is a small difference in some of the lower order terms that
depends on the parity of r, although we always suppress the dependence on r in defining
ρ = ρ(r) :=
{
0 if r is odd,
1
2 if r is even.
Theorem 2.1. Suppose that r ≥ 2. As N →∞,
µ+r (N) = crN
r
2
− 3
4 Ir− 3
2
(
π
√
2N
3
)
+ d1,rN
r
2
− 5
4 Ir− 5
2
(
π
√
2N
3
)
+O
(
N
r
2
− 7
4 e
π
√
2N
3
)
,
η+r (N) = crN
r
2
− 3
4 Ir− 3
2
(
π
√
2N
3
)
+ d3,rN
r
2
− 5
4 Ir− 5
2
(
π
√
2N
3
)
+O
(
N
r
2
− 7
4 e
π
√
2N
3
)
,
where the constants cr and dℓ,r are given by
cr := ζ(r)
(
1− 21−r) 6 r2− 34√
2πr−1
,
dℓ,r := − π
24
√
6
cr − 6
r
2
− 5
4√
2πr−2
(
ℓ
2
ζ(r − 2) (1− 23−r)+ ρζ(r − 1) (1− 21−r)) .
Proof of Theorem 1.2 from Theorem 2.1. We first consider the case r = 1, and note that Theorem
1.4 is an equivalent restatement of Theorem 1.2 (ii). Combined with (1.13) and (1.14), we can then
also conclude Theorem 1.2 (i).
We thus assume that r ≥ 2, and use Theorem 2.1. Observe (cf. Garvan’s approach to even
moments in [24]) that
M+r (N) = r!µ
+
r (N) +
r−1∑
ℓ=0
aℓ µ
+
ℓ (N), (2.1)
N+r (N) = r!η
+
r (N) +
r−1∑
ℓ=0
aℓ η
+
ℓ (N),
for certain integers aℓ. In order to obtain the asymptotic formulas as stated, we use the following
well-known asymptotic formula for the modified Bessel functions as the argument x → ∞ (which
hold for any index ν (see (4.12.7) in [3]):
Iν(x) =
ex√
2πx
+O
(
ex
x
3
2
)
.
This immediately gives part (i).
For the difference of the crank and rank moments, we subtract the second line of (2.1) from the
first, obtaining
M+r (N)−N+r (N) = r!
(
µ+r (N)− η+r (N)
)
+
r−1∑
ℓ=0
aℓ
(
µ+ℓ (N)− η+ℓ (N)
)
.
Theorem 2.1 implies that every term in the sum is at most O
(
N
r
2
−2eπ
√
2N
3
)
, and simplifying the
first term gives part (ii). 
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2.2. Generating functions. We now derive useful expressions for the generating functions of
symmetrized positive moments, which we will use to analytically study the asymptotic behavior. If
ℓ, r ∈ N, define a “false” Appell-type sum by
Sℓ,r(q) :=
∑
n≥1
(−1)n+1q ℓn
2
2
+( r2+ρ)n
(1− qn)r . (2.2)
We further set
Fℓ,r(q) =
∑
N≥0
aℓ,r(N)q
N :=
1
(q)∞
Sℓ,r(q).
Proposition 2.2. Suppose that r ∈ N. Then we have∑
N≥0
µ+r (N)q
N = F1,r(q),∑
N≥0
η+r (N)q
N = F3,r(q).
Remark. In other words, µ+r (N) = a1,r(N) and η
+
r (N) = a3,r(N).
We do not provide a proof of these formulas, as they are entirely analogous to the proof for the case
r = 1 as found in Theorem 1 of [6] and the case of even r found in Theorem 2 of [2]. In order to
write uniform formulas for all r, we use the fact that r − ⌊ r−12 ⌋ = r2 + ρ.
3. Asymptotic behavior of generating functions
In this section, we describe the asymptotic behavior of the generating functions Fℓ,r(q) when q is
near an essential singularity on the unit circle. We therefore adopt the notation commonly used with
modular forms and write q = e2πiτ , where τ = x+ iy and y > 0. The overall asymptotic behavior is
largely controlled by the exponential singularities of (q; q)−1∞ , which can be easily understood through
modular transformations. The dominant pole is at q = 1, and the primary technical challenge is
therefore to understand the asymptotic behavior of the sum Sℓ,r(q) near this point.
3.1. Bounds near the dominant pole. In order to identify the nature of the pole at q = 1 for
Sℓ,r(q), we apply the Mittag-Leffler partial fraction decomposition. It is straightforward to verify
that for w ∈ C
eπiw
(1− e2πiw)r =
1
(−2πiw)r+
∑
0<j<r
j≡r (mod 2)
αj
(−2πiw)j+
∑
0<j≤r
j≡r (mod 2)
αj
(−2πi)j
∑
m≥1
[
1
(w −m)j +
1
(w +m)j
]
,
(3.1)
where αj are certain constants; note that αr = 1. By summing this expansion over all n (with
w = nτ), we obtain
Sℓ,r(q) =
∑
n≥1
(−1)n+1q ℓn
2
2
+ρn
[
1
(−2πinτ)r +
∑
0<j<r
j≡r (mod 2)
αj
(−2πinτ)j (3.2)
+
∑
0<j≤r
j≡r (mod 2)
αj
(−2πi)j
∑
m≥1
(
1
(nτ −m)j +
1
(nτ +m)j
)]
.
We now use this expression in order to determine the first terms in the asymptotic expansion of
Sℓ,r(q) in a certain analytic neighborhood of q = 1.
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Proposition 3.1. Assume r ≥ 3, y = 1
2
√
6N
, and |x| ≤ y. As N →∞, we have
Sℓ,r(q)− c˜r(−2πiτ)−r − d˜ℓ,r(−2πiτ)−r+1 ≪ N
r
2
−1
with
c˜r := ζ(r)
(
1− 21−r) ,
d˜ℓ,r := − ℓ
2
ζ(r − 2) (1− 23−r)− ρζ(r − 1) (1− 22−r) .
Proof. We first consider the contribution from the first bracketed term in (3.2). This reduces to the
study of the functions
gℓ,j(τ) :=
∑
n≥1
(−1)n+1n−jq ℓn
2
2
+ρn. (3.3)
If j ≥ 1, then gℓ,j is convergent at τ = 0, with value
gℓ,j(0) =
∑
n≥1
(−1)n+1
nj
= ζ(j)
(
1− 21−j) ,
where this expression is again to be interpreted as a limit when j = 1. Note further that if j ≥ 2,
then gℓ,j is absolutely (and uniformly) convergent for all |q| ≤ 1, since∣∣∣gℓ,j(τ)∣∣∣ ≤∑
n≥1
1
nj
= ζ(j).
We will apply Taylor’s Theorem to obtain lower-order asymptotic terms in gℓ,r, and make use of
the fact that the resulting derivatives can be expressed recursively using
1
2πi
∂
∂τ
gℓ,j(τ) =
ℓ
2
gℓ,j−2(τ) + ρgℓ,j−1(τ),(
1
2πi
)2
∂2
∂τ2
gℓ,j(τ) =
ℓ2
4
gℓ,j−4(τ) + ℓρgℓ,j−3(τ) + ρ2gℓ,j−2(τ).
Taylor’s Theorem can now be directly applied for j ≥ 6 (as all terms are uniformly bounded), giving
gℓ,j(τ)− gℓ,j(0) − g′ℓ,j(0)τ ≪ |τ |2 sup
w∈H
∣∣∣g′′ℓ,j(w)∣∣∣≪ |τ |2 ≪ N−1. (3.4)
The main terms in the proposition statement are given by the first two terms in (3.4), so the remain-
ing task in the proof is to show that the other summands (3.2) are of smaller order. Additionally,
we need to individually address the small values of j.
The second bracketed term in (3.2) is a sum on j, and on these terms we use a simple uniform
bound. In particular,
gℓ,j(τ)≪
∑
n≥1
e−Cn2y
nj
≪
{
1 if j ≥ 2,
1 + 1√y ≪ N
1
4 if j = 1.
for some constant C. In the case j = 1, we bound the (monotonic) sum by an integral, and the
statement follows by the standard Gaussian evaluation.
For the final bracketed term in (3.2), a direct calculation shows that for m ∈ Z \ {0} (and values
of τ subject to the constraint |x| ≤ y)
1
nτ +m
≪ 1
m
.
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Thus for j > 1 we have the bound∑
n≥1
(−1)nq ℓn
2
2
+ρn
∑
m≥1
(
1
(nτ −m)j +
1
(nτ +m)j
)
≪
∑
m≥1
m−j
∑
n≥1
e−πℓn
2y ≪ y− 12 ≪ N 14 . (3.5)
The final summation bound follows again through a comparison with a Gaussian integral. Alter-
natively, it can also be shown using the modular inversion formula for the theta function; it also
follows from Zagier’s formula for asymptotic expansions (cf. Proposition A.1; also found as Example
2 in Section 4 of [30]). Moreover, for j = 1 we have
1
nτ −m +
1
nτ +m
≪ nτ
m2
.
Thus the corresponding contribution can be bounded by
|τ |
∑
n≥1
ne−πn
2y ≪ N− 12 1
y
≪ 1, (3.6)
where the sum is bounded using Proposition A.2 in the Appendix. This completes the proof for
r ≥ 6.
For the remaining cases 3 ≤ r ≤ 5, absolute bounds are not sufficient to show that the Taylor
series in (3.4) is valid (which requires that the bounds are uniform), so we instead argue directly
that the function gℓ,j is uniformly bounded for j = −1, 0, 1. The details are somewhat involved and
are therefore found in Appendix A, where we follow Zagier’s use of a technical tool related to the
Mellin transform to study the asymptotic expansions of series such as gℓ,j. See Proposition A.3 for
this final part of the proof. 
Corollary 3.2. Assume that r ≥ 3, y = 1
2
√
6N
, and |x| ≤ y. As N →∞, we have
Fℓ,r(q)− c∗r(−2πiτ)
1
2
−re
πi
12τ − d∗ℓ,r(−2πiτ)
3
2
−re
πi
12τ ≪ N r2− 54 eπ
√
N
6 ,
where
c∗r :=
c˜r√
2π
, and d∗ℓ,r :=
1√
2π
(
− c˜r
24
+ d˜ℓ,r
)
.
Proof. Recall the modular inversion formula for Dedekind’s eta function (Theorem 3.1 in [7]), which
states that
η
(
−1
τ
)
=
√−iτη(τ). (3.7)
We use this to obtain the expansion
1
(q)∞
=
q
1
24
√−iτ
η
(− 1τ ) =
√−iτe 2πi24 (τ+ 1τ )
(
1 +O
(
e−2π
√
6N
))
=
√−iτe πi12τ
(
1 +
2πiτ
24
+O
(
N−1
))
. (3.8)
Along with Proposition 3.1, this implies the claimed expansion, as
1
(q)∞
Sℓ,r(q) =
√−iτe πi12τ
(
1 +
2πiτ
24
+O
(
N−1
))(
c˜r(−2πiτ)−r+ d˜ℓ,r(−2πiτ)−r+1+O
(
N
r
2
−1
))
= c˜r
√−iτe πi12τ (−2πiτ)−r +
(
− c˜r
24
+ d˜ℓ,r
)√−iτe πi12τ (−2πiτ)−r+1 +O(N r2− 54 eπ√N6 ) .

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3.2. Bounds away from the dominant pole. We next consider the behavior of Fℓ,r when q is
not near 1. First, we provide a simple uniform bound for Sℓ,r.
Proposition 3.3. If y = 1
2
√
6N
, then we have for r ≥ 1∣∣∣Sℓ,r(q)∣∣∣≪ N r2+ 14 .
Proof. Bounding each term in (2.2) absolutely, we find that∣∣∣Sℓ,r(q)∣∣∣ ≤ 1
(1− |q|)r
∑
n≥1
|q|n
2
2 ≪ N r2N 14 = N r2+ 14 ,
where the final bound follows as in (3.5) 
This leads to a uniform bound in the region away from q ∼ 1 that is exponentially smaller than
the asymptotic formulas from Section 3.1.
Corollary 3.4. If y = 1
2
√
6N
and y ≤ |x| ≤ 12 , then we have for r ≥ 1
|Fℓ,r(q)| ≪ N
r
2
+ 1
4 e
π
2
√
N
6 .
Proof. We again use the inversion formula (3.7) to obtain the bound
1
|(q)∞| ≪ |τ |
1
2 e
πy
12(x2+y2) ≪ e π24y ≪ eπ2
√
N
6 .
Combined with Proposition 3.3, this gives the claimed expression. 
4. The Circle Method
In this section we apply Wright’s variant of the Hardy-Ramanujan Circle Method and complete
the proof of our asymptotic expressions for the positive crank and rank moments. His approach
differs from Hardy-Ramanujan and Rademacher’s mainly in the choice of certain parameters (which
were reflected in the ranges we considered in Section 3), so the initial setup begins as usual. Cauchy’s
Theorem gives an integral representation for the coefficients of Fℓ,r, namely
aℓ,r(N) =
1
2πi
∫
C
Fℓ,r(q)
qN+1
dq =
∫ 1
2
− 1
2
Fℓ,r
(
e
− π√
6N
+2πix
)
e
π
√
N
6
−2πiNx
dx, (4.1)
where the contour is the counterclockwise traversal of the circle C :=
{
|q| = e− π√6N
}
. We separate
(4.1) into two ranges, writing aℓ,r(N) = I
′ + I′′, with
I′ :=
∫
|x|≤ 1
2
√
6N
Fℓ,r
(
e
− π√
6N
+2πix
)
e
π
√
N
6
−2πiNx
dx,
I′′ :=
∫
1
2
√
6N
≤|x|≤ 1
2
Fℓ,r
(
e
− π√
6N
+2πix
)
e
π
√
N
6
−2πiNx
dx.
The first integral provides the main asymptotic contribution, while the second is of exponentially
lower order and will be absorbed into the error term.
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4.1. Main arc. We now show that the main asymptotic terms stated in Theorem 2.1 arise from I′,
and begin by rewriting the integral as
I′ =
1
2
√
6N
∫ 1
−1
Fℓ,r
(
e
π√
6N
(−1+iu))
e
π
√
N
6
(1−iu)
du. (4.2)
In other words, we write τ = 1
2
√
6N
(u + i) with |u| ≤ 1. Our immediate goal is to rewrite I ′
equivalently in terms of Bessel functions, up to an allowable error.
Proposition 4.1. Assume that r ≥ 3. As N →∞,
I′ − crN
r
2
− 3
4 Ir− 3
2
(
π
√
2N
3
)
− dℓ,rN
r
2
− 5
4 Ir− 5
2
(
π
√
2N
3
)
≪ N r2− 74 eπ
√
2N
3 .
Before proving this result, we first relate the integration terms that directly appear in the evalu-
ation of I′ to modified Bessel functions. For s ∈ R, we adopt Wright’s definition [29] of an auxiliary
function
Ps :=
1
2πi
∫ 1+i
1−i
vse
π
√
N
6 (v+
1
v )dv.
The next lemma relates Ps to an appropriate modified Bessel function.
Lemma 4.2. As N →∞,
Ps − I−s−1
(
π
√
2N
3
)
≪ e 3π2
√
N
6 .
Proof. The loop integral representation for the modified Bessel functions [8] states that
I−s−1
(
π
√
2N
3
)
=
1
2πi
∫
Γ
e
π
√
N
6 (t+
1
t )tsdt,
where Γ is Hankel’s standard contour that begins in the lower half-plane at −∞, proceeds counter-
clockwise around the origin, and returns to −∞ in the upper-half plane. In our setting, we set Γ to
be the piecewise linear path consisting of the segments
γ4 :
(
−∞− i
2
,−1− i
2
)
, γ3 :
(
−1− i
2
,−1− i
)
, γ2 : (−1− i, 1− i) , and γ1 : (1− i, 1 + i) ,
which are then followed by the corresponding conjugate mirror images γ′2, γ
′
3, and γ
′
4. Since Ps =
∫
γ1
,
it is sufficient to show that all other segments are bounded as claimed.
This contour is very similar to that used in Lemma 17 of Wright [29], though he did not use an
infinite contour, since he only considered integral s (and therefore had no branch cuts). He directly
showed (equations (5.53) and (5.55) of [29]) that∫
γ2
≪ e 3π2
√
N
6 and
∫
γ3
≪ e−π
√
N
6 ,
so we need only bound the integral along γ4. On this segment, Re
(
1
t
)
< 0, so∫
γ4
≪
∫ ∞
1
e
−π
√
N
6
t
∣∣∣∣−t+ i2
∣∣∣∣s dt≪ N− 12 e−π√N6 ,
where the final asymptotic inequality follows from a simple bound for incomplete Gamma function.

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Proof of Proposition 4.1. By Corollary 3.2 and (4.2) we have
I′ =
1
2
√
6N
∫ 1
−1
[
c∗r
(
π(1− iu)√
6N
) 1
2
−r
e
π
√
N
6 (
1
iu−1+(1−iu))
−d∗ℓ,r
(
π(1− iu)√
6N
) 3
2
−r
e
π
√
N
6 (
1
iu−1+(1−iu)) +O
(
N
r
2
− 5
4 e
2π
√
N
6
)]
du,
and the error term gives the (absolute) error bound as claimed in the statement. For the two
asymptotic terms we calculate the general identity
1
2
√
6N
∫ 1
−1
(
π(1 − iu)√
6N
)s
e
π
√
N
6 (
1
iu−1+(1−iu))du =
i
2
√
6N
∫ 1−i
1+i
(
πv√
6N
)s
e
π
√
N
6 (
1
v
+v) dv
=
(
π√
6N
)s+1
Ps,
where we have made the change of variables u = i(v − 1). Along with Lemma 4.2, this completes
the proof. 
4.2. Error arc. We now turn to the integral I′′ and show that it is exponentially smaller than the
main asymptotic terms in Theorem 2.1.
Proposition 4.3. As N →∞,
I′′ ≪ N r2+ 14 e 3π2
√
N
6 .
Proof. Using Corollary 3.4, we have the simple absolute bound
|I′′| ≤
∫
1
2
√
6N
≤|x|≤ 1
2
∣∣∣∣Fℓ,r(e− π√6N+2πix)eπ√N6 −2πiNx∣∣∣∣ dx ≤ eπ√N6 N r2+ 14 eπ2√N6 .

We have thus proven the following asymptotic result that gives Theorem 2.1 when ℓ = 1 and 3.
Corollary 4.4. Suppose that r ≥ 3. As N →∞,
aℓ,r(N)− crN
r
2
− 3
4 Ir− 3
2
(
2π
√
N
6
)
− dℓ,rN
r
2
− 5
4 Ir− 5
2
(
2π
√
N
6
)
≪ N r2− 74 e2π
√
N
6 .
This completes the proof of Theorem 2.1 for r ≥ 3. Furthermore, the case r = 2 of Theorem 2.1
is found in the proof of Theorem 2.1 of [14].
5. Properties of the ospt-function
In this section we prove Theorems 1.4 and 1.5. We begin by proving a combinatorial inequality
for the ospt-function, and then proceed by describing the relationship between the ospt-function
and previous analytic and arithmetic results.
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5.1. Combinatorial results. We first define several partition statistics. Suppose that λ is a
partition. A run of length L is a sequence of consecutive integers such that each ofm,m+1, . . . ,m+
L−1 occur as parts in λ, and m+L does not (however, m−1 may occur in λ.). Following Andrews,
Chan, and Kim [4], we further define an odd string to be a run of length L that begins at some
odd positive integer 2k + 1, such that 2k + 1 occurs only once in λ and L ≥ 2k + 1. Similarly, an
even string is a run of length L that begins at some positive even integer 2k, with the additional
conditions that 2k − 1 does not occur as a part, and that L ≥ 2k − 1 is odd. The total number
of even or odd strings contained in λ is then denoted by ST(λ) (note that a single partition may
contain multiple even and/or odd strings).
In a remark following Corollary 8 of [4], Andrews, Chan, and Kim showed that ospt(N) is always
positive. In fact, we now prove that the ospt-function is weakly increasing.
Lemma 5.1. For N ≥ 1,
ospt(N + 1) ≥ ospt(N).
Proof. Suppose that λ is a partition of size N that contains at least one even or odd string. We
describe a simple injection that sends λ to a partition λ′ of N + 1 such that ST(λ) ≤ ST(λ′); this
is sufficient to prove the claim by (1.16).
If λ does not contain any 1s, then we define λ′ by adding a 1 to λ. There is now an odd string
in λ′ beginning with 1. If there was an even string in λ that began with 2, then this odd string in
λ′ serves as its replacement in the total enumeration, and the odd string is otherwise an additional
string; in either case we have ST(λ) ≤ ST(λ′).
If λ contains exactly one 1, then it contains an odd string beginning with 1. We define λ′ by
removing the 1 and adding a 2 in its place, which deletes the odd string. However, this then creates
an even string beginning with 2, since even if there were already parts of size 2 in λ, there were
no even strings due to the presence of the part 1. Furthermore, this procedure does not affect any
other strings in λ, so again ST(λ) = ST(λ′).
Finally, if λ contains two or more 1s, we construct λ′ by adding an additional 1. Since λ does
not contain any odd or even strings beginning with 1 or 2, the construction of λ′ does not affect the
total string count, and thus ST(λ) = ST(λ′). 
5.2. Asymptotic behavior. We recall the generating function for the ospt-function from Section
3 of [4], namely
O(q) :=
∑
N≥0
ospt(N)qN =
1
(q)∞
∑
n≥1
(−1)n+1q n
2+n
2
(
1− qn2
)
1− qn . (5.1)
For convenience, we define the following notation for the hypergeometric sum portion:
T (q) :=
∑
n≥1
(−1)n+1q n
2+n
2
(
1− qn2
)
1− qn .
The principle estimate needed to conclude Theorem 1.4 is the following asymptotic result for
T (q).
Proposition 5.2. We have
lim
y→0+
T
(
e−y
)
=
1
4
.
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Proof. As before, we use the Mittag-Leffler decomposition (3.1)
e−
y
2
1− e−y =
1
y
+ i
∑
m≥1
(
1
iy − 2πm +
1
iy + 2πm
)
. (5.2)
The contribution of the first summand of (5.2) to T (e−y) is described by the asymptotic expansion
of y−1g(y), where
g(y) :=
∑
n≥1
(−1)n+1e−n
2y
2
(
1− e−n2y
)
n
. (5.3)
Proposition A.4 implies that
y−1g(y) ∼ 1
4
,
so the remaining task is to show that the other terms from (5.2) do not make any contribution to
the asymptotic main term of T (e−y). By simplifying and regrouping, we find that the remaining
sum can be bounded, up to asymptotic constants, by
y
∑
n≥1
e−n
2y
(
1− e−2n2y
)
n
∑
m≥1
1
n2y2 +m2
,
which evaluates directly to 0 when y → 0+. 
Ingham’s Tauberian theorem relates the asymptotic behavior of such a series to its coefficients.
The following result is a special case of Theorem 1 in [25] (see also Theorem 1’).
Theorem 5.3 (Ingham). Let f(z) =
∑
N≥0 a(N)z
N be a power series with real nonnegative coeffi-
cients and radius of convergence equal to 1. If there exist A > 0, λ, α ∈ R such that
f(z) ∼ λ (− log(z))α exp
( −A
log(z)
)
as z → 1−, then
N∑
m=0
a(m) ∼ λ
2
√
π
A
α
2
− 1
4
N
α
2
+ 1
4
exp
(
2
√
AN
)
as N →∞.
We are now able to prove the asymptotic behavior of ospt(N).
Proof of Theorem 1.4. We use Inham’s Tauberian theorem in order to conclude the asymptotic
behavior of ospt(N). In particular, Lemma 5.1 implies that Theorem 5.3 may be applied to
(1− q)O(q) = 1 +
∑
N≥1
(ospt(N)− ospt(N − 1)) qN .
Combined with Proposition 5.2 and (1.15), this implies that
1 +
N∑
m=1
(ospt(N)− ospt(N − 1)) = ospt(N) ∼ 1
16
√
3N
e
π
√
2N
3 ∼ 1
4
p(N),
which completes the proof. 
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5.3. A simple congruence modulo 2. Theorem 1.5 is an immediate corollary of Andrews, Garvan
and Liang’s description of the parity of spt(N) (see Theorem 1.3 of [6]) and the following result.
Lemma 5.4. For all N ∈ N, we have
ospt(N) ≡ spt(N) (mod 2).
Proof. Recalling (1.11) and using the fact that a2 ≡ a (mod 2) for any integer, we find that
M+2 (N) =
∑
m≥1
m2M(m,N) ≡
∑
m≥1
mM(m,N) = M+1 (N) (mod 2),
with a similar statement for the second rank moments. Thus
spt(N) = M+2 (N)−N+2 (N) ≡M+1 (N)−N+1 (N) ≡ ospt(N) (mod 2).

Appendix A. Asymptotic expansions of infinite sums
In this section we present detailed proofs for the asymptotic behavior of several summations that
appeared in Sections 3 and 5. Our chief technical tool comes from Zagier’s treatment of asymptotic
expansions for series found in Section 4 of [30]. In particular, suppose that a smooth function
f : (0,∞) → C has an asymptotic power series expansion around 0, which means that for any
S ≥ 0,
f(t) =
S∑
n=0
bnt
n +O
(
tS+1
)
(A.1)
as t→ 0+. For any a > 0, Zagier considered the summation
g(t) :=
∑
m≥0
f((m+ a)t), (A.2)
and showed that its asymptotic behavior can be simply described in terms of the coefficients of the
expansion (A.1). A function f is said to be of rapid decay at infinity if
∫∞
ℓ |f(u)|du converges for
some ℓ > 0. The following result is stated as the first generalization of Proposition 3 in [30].
Proposition A.1. Suppose that f has the asymptotic expansion (A.1) and that f and all of its
derivatives are of rapid decay at infinity. Suppose further that If :=
∫∞
0 f(u)du converges. The
function g as defined in (A.2) then has the asymptotic expansion
g(t) =
If
t
−
S∑
n=0
bn
Bn+1(a)
n+ 1
tn,
where Bn(x) is the n-th Bernoulli polynomial, defined by
text
et−1 =
∑
n≥0Bn(x)
tn
n! .
Remark. This statement corrects a sign error in [30], where the sum is added rather than subtracted.
We first apply this result to prove a bound needed in the case j = 1 in the proof of Proposition
3.1.
Proposition A.2. As y → 0+, ∑
n≥1
ne−πn
2y ≪ 1
y
.
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Proof. We let t :=
√
πy, and rewrite the sum as
1
t
∑
n≥1
f(nt), (A.3)
where f(t) := te−t2 . Proposition A.1 then implies that∑
n≥1
f(nt) =
If
t
+O(1),
with the integral evaluating to If =
1
2 . This implies the proposition statement. 
We next use the technique to complete the proof of Proposition 3.1 in the cases of small r. Recall
the definition of gℓ,j may be found in (3.3).
Proposition A.3. Suppose that y = 1
2
√
6N
and |x| ≤ y. If j = −1, 0, or 1, then
gℓ,j(τ)≪ 1.
Proof. We start with the case j = 1, and first assume that ℓ is odd (so ρ = 0). By definition,
gℓ,1(τ) =
∑
n≥1
(
eπiℓ(2n−1)
2τ
2n− 1 −
eπiℓ(2n)
2τ
2n
)
. (A.4)
We show that the real and imaginary parts are both individually bounded, focusing only on the
real part, as the imaginary part is treated identically. Euler’s identity implies that
Re (gℓ,1(τ)) =
∑
n≥1
(
e−πℓ(2n−1)
2y cos
(
πℓ(2n− 1)2x)
2n− 1 −
e−πℓ(2n)
2y cos
(
πℓ(2n)2x
)
2n
)
. (A.5)
In order to combine these odd and even terms, we begin by writing
1
2n
=
1
2n− 1 +O
(
1
n2
)
.
If this big-O term is inserted back into (A.5), the sum is again absolutely and uniformly convergent,
so we may discard this error term without affecting the overall convergence.
We use the following trivial bounds in our estimates:
| cos(x+ a)− cos(x)| ≤ min {|a|, 2} x, a,∈ R
|1− e−x| ≤ min {x, 1} x ≥ 0.
These bounds may be applied once the even terms in (A.5) are rewritten in the following way:
e−πℓ(2n)2y cos
(
πℓ(2n)2x
)
2n − 1 =
e−πℓ(2n−1)
2y
2n− 1
((
e−πℓ(4n−1)y − 1
)
cos
(
πℓ(2n)2x
)
+
(
− cos (πℓ(2n− 1)2x)+ cos (πℓ(2n)2x) )− cos (πℓ(2n− 1)2x)). (A.6)
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The contribution of the first pair of terms in (A.6) to the sum in (A.5) is then asymptotically
bounded (up to a constant) by∑
n≥1
e−πℓ(2n−1)2y
2n− 1 min {y(4n− 1), 1} ≪ y
∑
1≤n≤y−1
e−n
2y +
∑
n≥y−1
e−n2y
n
(A.7)
≪ √y + y
∑
n≥y−1
e−n
2y ≪ √y,
where the first sum was bounded using a comparison with a Gaussian integral and the second by
a comparison with the incomplete gamma function. The second summand from (A.6) also gives
(noting that |x| < y)∑
n≥1
e−πℓ(2n−1)
2y
2n − 1 min {1, |x|(2n − 1)} ≪
∑
n≥1
e−πℓ(2n−1)
2y
2n − 1 min {1, ny} ≪
√
y. (A.8)
Since the third term in (A.6) cancels the odd terms in (A.5), the real part is bounded overall, as
claimed.
The proof is analogous if ℓ is even, with the only difference being minor shifts in all of the
exponents. In particular, in this case
gℓ,1(τ) = q
− 1
8ℓ
∑
n≥1
(−1)n+1q ℓ2(n+ 12ℓ)
2
n
,
so all occurrences of (2n−1)2 and (2n)2 from (A.4) through (A.8) are simply replaced by (2n− 1− 12ℓ)2
and
(
2n− 12ℓ
)2
, respectively.
The proof that gℓ,0 is uniformly bounded is similar, although the first term in (A.7) is only
bounded by a constant rather than
√
y. Indeed, in this case the first term is bounded by y
∑y−1
n=1 ne
−n2y,
which is bounded by Proposition A.2 to yield the claimed result.
Finally, the case j = −1 only arises if r = 3, in which case ρ = 0. As above, we separate the odd
and even terms, and consider only the real part, as the imaginary part can be treated in the same
way. We have
Re (gℓ,−1(τ)) =
∑
n≥1
[
(2n − 1)e−4πℓ(n− 12)
2
y cos
(
4πℓ
(
n− 1
2
)2
x
)
− 2ne−4πℓn2y cos (4πℓn2x)]
= 2y−
1
2
∑
n≥1
(
f x
y
((
n− 1
2
)√
y
)
− f x
y
(n
√
y)
)
, (A.9)
where
fv (t) := te
−4πℓt2 cos
(
4πℓvt2
)
.
Note that fv is an odd function, and thus its Taylor series only has odd powers of t. Proposition
A.1 then gives the asymptotic expansion∑
n≥1
(
f x
y
((
n− 1
2
)√
y
)
− f x
y
(n
√
y)
)
=
1√
y
(
If +Ox
y
(y)
)
− 1√
y
(
If +Ox
y
(y)
)
(A.10)
so long as
If :=
∫ ∞
0
fv(t)dt =
∫ ∞
0
te−4πℓt
2
cos
(
4πℓvt2
)
dt
ASYMPTOTIC INEQUALITIES FOR POSITIVE CRANK AND RANK MOMENTS 19
converges. The integral may be uniformly bounded as
|If | ≤
∫ ∞
0
te−4πℓt
2
dt <∞,
which, combined with the assumption that
∣∣∣xy ∣∣∣ < 1, gives an overall bound for (A.10) that is uniform
over the claimed region. The expansions (A.9) and (A.10) are therefore uniformly bounded as O(1),
which completes the proof of the proposition. 
We conclude by proving an asymptotic expansion used in the proof of Proposition 5.2.
Proposition A.4. With g(y) defined as in (5.3), as y → 0+ we have
g(y) =
1
4
y +O
(
y2
)
.
Proof. We write
g(y) = y
1
2
∑
n≥1
(
f
((
n− 1
2
)√
y
)
− f (n√y)
)
with
f(t) :=
e−2t2
(
1− e−4t2
)
2t
= 2t+O
(
t3
)
.
Proposition A.1 then gives the expansions∑
n≥0
f
((
n+
1
2
)√
y
)
∼ If√
y
−B2
(
1
2
)√
y +O
(
y
3
2
)
,
∑
n≥1
f (n
√
y) ∼ If√
y
−B2(1)√y +O
(
y
3
2
)
,
with the convergent integral given by
If =
∫ ∞
0
f(u)du <∞.
Using the fact that B2(x) = x
2 − x+ 16 , we thus find the overall expansion
g(y) = y
1
2
(
1√
y
(If − If ) +√y
(
1
12
+
1
6
)
+O
(
y
3
2
))
=
1
4
y +O
(
y2
)
.

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