Abstract. We present a line search multigrid method for solving discretized versions of general unconstrained infinite dimensional optimization problems. At each iteration on each level, the algorithm computes either a "direct search" direction on the current level or a "recursive search" direction from coarser level models. Introducing a new condition that must be satisfied by a backtracking line search procedure, the "recursive search" direction is guaranteed to be a descent direction. Global convergence is proved under fairly minimal requirements on the minimization method used at all grid levels. Using a limited memory BFGS quasi-Newton method to produce the "direct search" direction, preliminary numerical experiments show that our line search multigrid approach is promising.
1. Introduction. Infinite dimensional optimization problems are a major source of large-scale finite dimensional optimization problems [14, 31] . Since in most cases it is not possible to obtain explicit solutions for these problems, they are usually solved numerically either by an "optimize-then-discretize" strategy, or a "discretize-then-optimize" strategy. In an "optimize-then-discretize" approach, one first derives the optimization method in an infinite dimensional space and then discretizes the objective functional and any subproblem that must be solved at each step of the method. In a "discretize-then-optimize" approach, the infinite dimensional problem is first discretized to obtain a standard nonlinear programming problem in a finite dimensional space, and then one solves this problem by a nonlinear programming algorithm. In this paper, we follow the "discretize-then-optimize" strategy and propose a new multigrid optimization approach to solve the discretized version of
where F is a mapping from an infinite-dimensional space V to R.
The computational cost of solving problem (1.1) using a very fine discretization directly is expensive.
Fortunately, a hierarchy of discretized problems ranging from a fairly coarse discretization level to the fine discretization level can be constructed so that the corresponding solutions have similar structures and the problems on the coarser levels are easier to solve than those on the finer levels. The philosophy of multigrid algorithms is to use information from coarser levels to produce new trial points for problems on the finer grids. A simple multigrid method is the technique of mesh refinement [38] , where the discretized problems are solved in turn from the coarsest level to the finest level and the starting point at each level other than the coarsest is obtained by prolongating the solution obtained at the previous (i.e., next coarser) level.
Multigrid methods [8, 10, 11, 23, 29, 38, 40, 41] have been used very successfully to solve linear elliptic partial differential equations (PDEs). In this approach, coarser grid corrections are recursively imbedded in an iterative process, in combination with so called "relaxation" or "smoothing" steps, to accelerate the convergence on the target grid. Several extensions of the multigrid approach to nonlinear PDEs have been proposed and extensively studied. One such extension, usually referred to as global linearization [24, 38] , uses the multigrid method within Newton's method for nonlinear equations to solve the system of linear equations that provides the Newton step at each iteration. Another extension, referred to as local linearization, special cases of which are the full approximation scheme (FAS) [9, 38] and the closely related nonlinear multigrid method (NMGM) [23, 38] , applies the multigrid methodology directly to the original system of nonlinear equations and its corresponding system of nonlinear residual equations. A combination of global and local linearization is studied in [42] and a projection multilevel method is proposed for quasilinear elliptic PDEs in [27, 28, 30] , where the system of nonlinear equations is reformulated as a least-squares problem.
Multigrid methods for infinite dimensional optimization problems have also received considerable attention [1, 2, 3, 5, 6, 15, 37] . However, until recently the essential thrust of these methods has been based on employing multigrid methods for solving the nonlinear equations derived from the optimality conditions for either the original problem (1.1) or its discretized version. In a new approach, Nash [25] (see also [26, 33] ) proposed a multigrid optimization framework for solving convex infinite dimensional optimization problems. A proof of the global convergence of Nash's method was given in [4] . This proof requires that at least one iteration of the optimization algorithm that is used at each level be performed either before going to or after returning from a coarser level during a multigrid cycle. These iterations are similar to prior smoothing or post smoothing steps in multigrid methods for PDEs. Expanding on Nash's approach, Gratton, Sartenaer and Toint [18, 19, 20] proposed a recursive trust region method that converges even for nonconvex problems to a first-order optimal point without doing such smoothing steps at each multigrid cycle. Alternative convergence results of the recursive trust region method under different assumptions were presented in [22] .
In this paper, we propose an easily implementable line search multigrid optimization method under Nash's framework. Our algorithm depends on some "basic" iterative method, such as the steepest descent method, Newton's method or a quasi-Newton method, and uses coarser grid steps recursively to accelerate the speed of the basic iterative scheme. The basic iterative method is used only when the coarser grid steps cannot satisfy certain criteria. By introducing an additional condition to a backtracking line search procedure, the step generated from the coarser levels is guaranteed to be a descent direction at the current level. We prove global convergence of our line search method without requiring it to take any "smoothing" steps in each multigrid cycle as do multigrid algorithms for PDEs. In our algorithm, smoothing steps are direct search steps of the basic method that are required to be taken before or after a recursive step. We also prove that the convergence rate is at least R-linear in the strictly convex case. Using a limited memory quasi-Newton method (L-BFGS) as the basic iterative scheme, our multigrid method is able to solve very large scale problems efficiently. Our use of L-BFGS is different from its use in the multi-secant multigrid L-BFGS method in [21] since we do not derive the secant equation based on the multilevel structure. This paper is organized as follows. In section 2.1, an easily implementable coarser level model is introduced and a line search multigrid optimization framework is proposed. Our line search procedure for the multigrid method for solving unconstrained nonconvex problems is developed in Section 2.2. Proofs of global convergence and R-linear convergence for uniformly convex problems are presented in section 3.1. Global convergence for general nonconvex functions is proved in section 3.2. In section 4, we discuss some techniques to enhance our mulitigrid method, including different ways to generate direct search directions and the use of a so-called full multigrid approach. Finally, preliminary numerical results are given in Section 5.
We adopt the following notation in this paper: f ℓ,k := f ℓ (x ℓ,k ), and ∇f ℓ,k := ∇f ℓ (x ℓ,k ). Here x ℓ,k is a vector, where the first subscript ℓ denotes the discretization level of the multigrid and the second subscript k denotes the iteration count. If a vector has only one subscript, as for example x ℓ , the subscript ℓ either refers to the level of the multigrid, and thus x ℓ itself is a vector or it refers the fact that x ℓ is the ℓth component of the vector x. When it is not clear from the context, we will point out the specific meaning. N is reserved for the index of the finest level and N 0 for the coarsest level. j=1 at grid level ℓ, where n ℓ is the dimension of V ℓ . In our framework, for consecutive coarser levels, we choose nested spaces, so that
ℓ . Defining the discrete functional f ℓ as f ℓ (x ℓ ) := F(x ℓ ), the discretized version of problem (1.1) on level ℓ is min x ℓ f ℓ (x ℓ ). The main goal of this paper is to design a multigrid method for the finest level problem:
Define R ℓ to be the restriction operator from level ℓ to level ℓ − 1 and P ℓ to be the prolongation operator from level ℓ − 1 to level ℓ. As in standard multigrid methods, we assume that:
Assumption 2.1. The prolongation operator P ℓ and the restriction operator R ℓ satisfy:
For simplicity, we take σ ℓ = 1, which does not affect our convergence analysis. Line search algorithms iteratively generate a descent search direction and then search along this direction for a point at which the objective function is suitably reduced. Specifically, starting from the point x ℓ,k on level ℓ, a line search algorithm determines the next point as x ℓ,k+1 = x ℓ,k + α ℓ,k d ℓ,k , where d ℓ,k is the search direction and α ℓ,k is the step size. Our multigrid algorithm based on Nash's method [33, 25] alternates between two kinds of search directions, a "direct search" direction, which is generated on the current level, and a "recursive search" direction, which is generated from steps taken at coarser levels. The construction of these search directions depends on a "basic" iterative scheme, such as the steepest descent method, Newton's method or a quasi-Newton method, on a single level. As we will see later, most of the computational cost of constructing a recursive direction comes from this basic iterative scheme. To ensure convergence and efficiency, some degree of coherence between the problem at each level and the problem at the next coarser level must be enforced. Hence, the objective function at the coarse level ℓ − 1 is not simply the discretized function f ℓ−1 (x ℓ−1 ) , but rather:
where v ℓ−1 = ∇f ℓ−1,0 − R ℓ g ℓ,k and we have used the notation that g ℓ,k = ∇ψ ℓ,k = ∇ψ ℓ (x ℓ,k ). Furthermore, if we define v N = 0, the model (2.3) can be naturally extended to all levels since the uppermost level model problem is exactly problem (2.1). Also, since the function model ψ ℓ−1 depends on the point x ℓ,k at the next finer level ℓ, it is different for different points. To simplify our notation, we omit this dependence of ψ ℓ−1 (·)'s on x ℓ,k , hopefully, without introducing any confusion. The same is true for all other quantities such as derivatives of the coarse level function ψ ℓ−1 . Actually, the function (2.3) is a generalization of the coarse-grid correction equation of the FAS scheme [38] in the context of optimization. This can be seen by noting the equivalence between the residual equation in the FAS scheme and the gradient of (2.3).
If a "recursive search" direction is chosen, we first move to the next coarser level ℓ − 1 with an initial point x ℓ−1,0 = R ℓ x ℓ,k . Next we compute the minimizer (or approximate minimizer) x ℓ−1,i * of the coarse level problem min x ℓ−1 ψ ℓ−1 (x ℓ−1 ), where ψ ℓ−1 is defined by (2.3) and the cumulative direction
where α ℓ−1,i and d ℓ−1,i are the step size and search direction, respectively, for the ith iteration on level ℓ − 1.
Here each search direction d ℓ−1,i from x ℓ−1,i to x ℓ−1,i+1 for i = 0, · · · , i * − 1 is also computed recursively whenever possible. Then we prolongate the direction d ℓ−1,i * on level ℓ − 1 back to level ℓ to obtain the recursive search direction
The following lemma gives some properties of this recursive scheme.
Lemma 2.2. If the minimization on the coarse level ℓ − 1 starts from the initial point x ℓ−1,0 = R ℓ x ℓ,k and stops at x ℓ−1,i * , and the recursive direction is defined as
, then the problems of the two consecutive levels ℓ and ℓ − 1 are first-order coherent in the sense that
Proof. The first part of (2.6) comes from the fact that
This together with (2.5) and (2.2) and our assumption that σ ℓ = 1, implies that
Hence we conclude from (2.4) that inequality (2.7) holds. Then from the fact that ψ ℓ−1 (x ℓ−1,i * ) < ψ ℓ−1 (x ℓ−1,0 ), it follows that (d not restrictive; even f ℓ−1 (x ℓ−1 ) := 0 is possible. However, we use the discretization f ℓ (x ℓ ) of the continuous function on each level ℓ as this is a natural choice. Although Lemma 2.2 shows that the recursive direction d ℓ,k defined by (2.5) is a descent direction for convex problems, this is not the case in general for nonconvex problems.
We now specify conditions for when to choose a direct search direction on the current level. Specifically,
holds, where κ ∈ (0, min(1, min ℓ R ℓ ) and ǫ ℓ ∈ (0, 1) is the tolerance on the first-order optimality conditions on level ℓ. The reason for this is that R ℓ g ℓ,k may be zero while g ℓ,k is not if g ℓ,k lies in the null space of R ℓ ; hence the current iterate appears to be a stationary point for ψ ℓ−1 whereas it is not for ψ ℓ . These conditions were first used in the multigrid algorithm proposed in [19, 20, 18] . We also compute the search direction d ℓ,k directly if the current point x ℓ,k is very close to the pointx ℓ at which the last recursive step on level ℓ was initialized (i.e., if x ℓ,k −x ℓ < ǫ x x ℓ , where ǫ x ∈ (0, 1)) as long as the algorithm has performed less than K d consecutive direct search steps. The motivation for the first part of these conditions is that doing a new recursive step at this point will yield a result that is similar to what was obtained on the last recursive step. Many unconstrained optimization algorithms can be used to compute a direct search direction. In particular, we are able to prove global convergence if this direction satisfies the following condition:
where β D and η D are positive constants.
We now state our line search multigrid method formally as Algorithm 1. We will present our line search procedure for choosing the step size α ℓ,k in subsection 2.2.
Else set v ℓ = 0 and compute
Call a line search procedure to obtain a step size α ℓ,k .
Remark 2.5. If a recursive step is taken, then the condition R ℓ g ℓ,k ≥ κ g ℓ,k always holds (see Step 3.2 in Algorithm 1). We note that the recursive routine M LS(·, ·, ·) terminates if either the norm of the gradient at the current iterate is smaller than some prescribed tolerance ǫ ℓ for the level ℓ on which it is operating or the total number of iterations (direct or recursive) performed on that level exceeds some upper bound K. Routine M LS(·, ·, ·) is also terminated if the acceptable step size α ℓ,k < ξ, where ξ is a small constant, since this is an indication that it may not continue to make significant progress on the current level.
2.2. A New Line Search Procedure. Several approaches can be used to make sure that the recursive search direction is a descent direction. One method is to modify the coarse level function ψ ℓ−1 by adding an additional quadratic term λ ℓ−1 x ℓ−1 − x ℓ−1,0 2 2 so that the function (2.11)
is convex, where λ ℓ−1 is a sufficiently large parameter. Then solving the convex problem min x ℓ−1 ψ ℓ−1 provides a descent direction. It is difficult however to choose an appropriate parameter λ ℓ−1 . An alternative (and related) approach is the recursive trust region method proposed in [20, 18] in which each subproblem is solved subject to a trust region constraint. The trust region ball is shrunk iteratively until the recursive search direction provides a sufficient reduction in the objective function on the finer level ℓ. Essentially, this is equivalent to using (2.11), but with an automatic mechanism for determining an appropriate λ ℓ−1 . This strategy may be expensive, especially on levels with a lot of variables, since the entire minimization sequence, as well as the computations on the coarser levels for recursive steps, will be discarded if the solution of the trust region subproblem does not yield a sufficient reduction in the model function.
We now describe our line search procedure based on a backtracking line search scheme [35, 36] . We choose two constants ρ 1 and ρ 2 such that 0 < ρ 1 < 1 2 and 1 − ρ 1 ≤ ρ 2 ≤ 1. If ℓ is the finest level, we require that the step size α ℓ,k along d ℓ,k satisfies the Armijo condition
If ℓ is any level other than the finest level, we require that the step size α ℓ,k along d ℓ,k also satisfies the condition (2.13)
in addition to the Armijo condition (2.12).
Note that condition (2.13) is similar to the Goldstein rule if k = 0 and ρ 2 = 1 − ρ 1 , i.e., on the first step in a minimization sequence at level ℓ. However, its use here is very different. In the Goldstein rule, the inequality is based on the starting point of the current step on level ℓ and ensures that the step is not too small. Here it is based on the initial point in the current minimization sequence on level ℓ (i.e., at the start of a recursive step taken at level ℓ + 1) and it ensures that the decrease in the first order Taylor series approximation to ψ ℓ (·) obtained by taking the step x ℓ,k+1 − x ℓ,0 is at least as great as 1/ρ 2 times the decrease in ψ ℓ (·) (i.e., ψ ℓ,k+1 − ψ ℓ,0 ). It then follows that the first-order coherence relation (2.6) that the above statement also holds on level ℓ + 1. Specifically, the following lemma tells us that if condition (2.13) holds for all steps on level ℓ − 1 during a recursive search step on level ℓ, then the latter is a descent step on level ℓ.
Lemma 2.6. Suppose that a recursive search direction is computed by Algorithm 1 at x ℓ,k on level ℓ. If conditions (2.12) and (2.13) hold on the coarse level ℓ − 1 from iteration i = 0 to i * , then the recursive step
, is a descent direction, and in particular,
Proof. Since on level ℓ − 1 condition (2.13) can be rewritten as
and
To select a step size α ℓ,k that satisfies these conditions, we use a traditional backtracking scheme in Algorithm 2.
Step 2. If (ℓ = N and condition (2.12) is satisfied) or if (ℓ < N and both conditions (2.13) and (2.12) are satisfied),
, where τ ∈ (0, 1). Set t = t + 1 and go to Step 2.
The existence of a step size satisfying the Armijo condition (2.12) for a descent direction follows from the differentiability of ψ ℓ and the fact that d ⊤ ℓ,k g ℓ,k < 0. Hence, the pure backtracking phase in Algorithm 2 when ℓ = N is well defined. We now prove that there exists a step size that satisfies both conditions (2.12) and (2.13) when ℓ < N.
, and assume that ψ ℓ is bounded below along the ray {x ℓ,k + αd ℓ,k | α > 0} for all
there exist intervals of step lengths satisfying both conditions (2.12) and (2.13) for all k ≥ 0.
. Letᾱ > 0 be the smallest value of α where this occurs. Define the term
then condition (2.13) can be rewritten as
for small enough α > 0. Therefore, the linet 0 (α) must intersect the graph of y 0 (α) at least once. Let α ′ be the the smallest value of α where this occurs. Clearly, 0 < α
is an interval in which both conditions hold.
Suppose the lemma holds for iteration k − 1. We now prove that it also holds for iteration k. Since 
, we obtain that We note that if step sizes at level ℓ − 1 are chosen to satisfy commonly used line search conditions such as the Armijo-Wolfe conditions, the direction d ℓ,k may not be a descent direction.
3. Convergence Analysis. Throughout this section, we define
and adopt some concepts and notation from [19, 20, 18] . We shall refer to the kth iteration on level ℓ as iteration (ℓ, k). We define the iteration (ℓ, k) as the predecessor of a minimization sequence that consists of all successive iterations on and below level ℓ − 1 until a return is made to level ℓ. For iteration (ℓ, k), we define the set
We denote the subset of iterations (j, t) ∈ R(ℓ, k) for which d j,t is a direct search direction by
We also denote the Hessian of ψ ℓ by
3.1. Uniformly Convex Problems. In this subsection, we consider Algorithm 1 with ρ 2 = 1 under the following: Assumption 3.1. f ℓ (x) is twice continuously differentiable and uniformly convex; that is, there exist constants 0 < χ ℓ < M ℓ < ∞ such that
Since ψ ℓ (x) differs from f ℓ (x) only by a linear term, Assumption 3.1 also holds for ψ ℓ (x). The following lemma shows that when ρ 2 = 1, condition (2.13) or equivalently (2.15) is always satisfied under Assumption 3.1.
Lemma 3.2. Suppose ψ ℓ (x) satisfies Assumption 3.1. Then for any x ℓ,k = x ℓ,0 , condition (2.13) is always satisfied and Algorithm 2 is the traditional Armijo backtracking line search procedure.
Proof. Since ψ ℓ (x) satisfies Assumption 3.1 and
which implies that condition (2.15) is always satisfied.
The following theorem shows that the step size generated by the backtracking line search procedure is bounded below.
and the step size generated by the backtracking Algorithm 2 terminates with
where τ is the step size reduction parameter in Algorithm 2.
Proof. 1. Since ∇ψ ℓ is Lipschitz continuous, it follows from Taylor's theorem (Theorem 1.2.22 in [36] ) that
Then for all α ∈ [0, α], we obtain
which implies that the Armijo condition (2.12) is satisfied for such α.
2. Clearly, the initial step size α ρ is an upper bound on the step size α ℓ,k . Since according to Lemma 3.2 only the Armijo condition (2.12) plays a role in Algorithm 2, the line search will terminate as soon as α ℓ,k ≤ α. If the initial step size α ρ satisfies the Armijo condition, then α ℓ,k = α ρ . If not, there is an iteration, say the tth, such that
Combining these two cases gives the required result.
The following lemmas give some useful properties of convex functions. , and hence ψ ℓ (x), satisfy Assumption 3.1.
2. For all x,
where x * is the unique minimizer of ψ ℓ (x). 
We will also make use of the following inequality.
Proof. We prove this lemma by induction on k. The result is trivial if k = 1. Suppose the inequality is true for k − 1; we now prove that it is also true for k.
where the last inequality comes from the Cauchy-Schwartz inequality and the fact that We now derive a lower bound on the step size for any search direction.
Lemma 3.7. Suppose Condition 2.4 is satisfied by all direct search steps and Assumption 3.1 holds. Then the step size α j,t ≥ α D for (j, t) ∈ D(ℓ, k) and α j,t ≥ α I for (j, t) ∈ R(ℓ, k)\D(ℓ, k), where
and K, specified in Algorithm 1, is the maximum number of iterations of the minimization sequence at level j − 1. Therefore,
Proof. 1. Since ψ ℓ satisfies Assumption 3.1, it follows from Theorem 3.3 that the step size
since the Lipschitz constant L ℓ can be taken to be M .
If iteration (j,
3. Now consider iteration (j, t) ∈ R(ℓ, k)\D(ℓ, k). From inequality (2.7), it follows that
Since the sequence {ψ j−1,i } is monotonically decreasing, the reduction of the function value satisfies
Since ψ j−1 is uniformly convex, it follows from Lemma 3.5 that
Using Lemma 3.6 and the fact that the total number of iterations at level ℓ − 1 is less than K, we have
where the last inequality comes from the fact that d j,t is a prolongation of d * j−1 and
Therefore, combining (3.10) and (3.11), we obtain α j,t ≥ α I which completes the proof.
Remark 3.8. We have shown in Lemma 2.2 that the recursive search direction is a descent direction. Therefore, for the convex case, the backtracking Algorithm 2 can be replaced by other line search procedures and Algorithm 1 still works. For example, the Armijo-Wolfe conditions require that α ℓ,k satisfies condition (2.12) as well as the curvature condition
where 0 < ρ 1 < ρ 2 < 1 are the two controlling parameters. In this case, using the uniform convexity of ψ ℓ , we have
for any iteration (j, t) ∈ R(ℓ, k). Hence, the step size α j,t is bounded below by:
Therefore, Lemma 3.7 holds with the constants
The following lemma shows that if the direct search directions satisfy Condition 2.4, the recursive steps satisfy properties that will enable us to prove convergence of our multigrid method.
Lemma 3.9. Suppose iteration (j, t) ∈ R(ℓ, k)\D(ℓ, k) and Condition 2.4 is satisfied by all direct search directions. Let p be the deepest level in R(j, t) such that (3.14)
Then under Assumption 3.1, for any iteration (q, k) = (q, 0), where p < q < j, and for iteration (q, k) = (j, t),
we have
where θ q,k is the angle between d q,k and the steepest descent direction
Proof. 1. We will prove (3.15) for (q, k) = (q, 0), where p < q < j, by induction on q. First, let us consider iteration (p + 1, 0) which is computed recursively. From inequality (2.7), it follows that
where the last inequality comes from the Armijo condition (2.12) for iteration (p, 0).
2 2 . From (3.14) and the first condition in (2.9), we obtain
Combining all of these facts together, we get
which proves the second inequality of (3.15) for q = p+1. From Lemma 3.4, we obtain g p+1,0 2 ≥ χ 2 d p+1,0 , which completes the proof of the first inequality of (3.15). Now, suppose (3.15) holds for p < q < j − 1; we prove that (3.15) also holds for q + 1. Similar to the case q = p + 1, we have
since relationship (3.17) also holds with p replaced by q. Using Lemma 3.4 again, we obtain (3.15).
2. For iteration (j, t), inequality (3.15) holds by simply repeating, in an analogous fashion, the above proof:
We can now prove that the minimization sequence generated by Algorithm 1 on the finest level is globally convergent whereas the minimization sequences on all other coarser levels are either globally convergent or stop after at most K steps. Proof. The step size α N,k at the uppermost level is bounded from below by a constant α * > 0 from Lemma 3.7. From the Armijo condition (2.12), we have
Therefore, since by Assumption 3.
for some constant σ. This shows that We now prove R-linear convergence.
Theorem 3.11. Suppose Condition 2.4 is satisfied by all direct search directions. Assume that the iterative sequence {x N,k } generated by Algorithm 1 at the uppermost level converges to the unique minimizer x * N of f N (x N ) and that Assumption 3.1 holds. Then the rate of convergence is at least R-linear.
Proof. Again from Condition 2.4 and Lemma 3.9, we have
From the second inequality of (3.8) in Lemma 3.4, we get ∇f
where 0 < α * η N χ < 1 can be verified straightforwardly. By subtracting f N (x * N ) from both sides of the above inequality, we have:
From the first inequality of (3.8) in Lemma 3.4, we obtain that
Hence,
Corollary 3.12. For any ǫ > 0, after at most τ = 
With the help of inequality (3.19) and from the standard convergence analysis for convex functions [7] , we have the result immediately.
General Nonconvex Problems.
In this subsection, we prove that Algorithm 1 is globally convergent when applied to general differentiable functions if the search parameter ρ 2 in (2.13) satisfies
and we replace Assumption 3.1 by the following:
Assumption 3.13.
The level set
2. The objective function ψ ℓ is continuously differentiable and the gradient ∇ψ ℓ is Lipschitz continuous, i.e., there exists a constant L > 0 such that
This assumption implies that there is a positive constant γ such that
The following lemma shows that the norm of the search direction is uniformly bounded from above.
Lemma 3.14. Suppose Assumption 3.13 holds and Condition 2.4 is satisfied by all direct search directions. Then, for all iterations (j, t) ∈ R(ℓ, k), we have
where ζ i = max((̟α ρ K) i , 1) and p := p(ℓ, k) is the deepest level in R(ℓ, k) defined by (3.3). Therefore,
and (3.22).
Hence, the inequality (3.23) is proved since ζ j−p ≥ 1.
2. Now consider iteration (j, t) ∈ R(ℓ, k)\D(ℓ, k). We prove (3.23) by induction on the levels q = p + 1, · · · , j. Since there is no recursive step on level p in the minimization sequence initialized by iteration (p + 1, t) for any t, the total number of iterations at level p is less than K and the step size α p,k generated by Algorithm 2 is always bounded from above by α ρ , we obtain
which proves (3.23) for q = p + 1. Suppose (3.23) is true for q − 1 ≥ p. As above, we have
since ̟α ρ Kζ q−1−p ≤ ζ q−p . This completes the proof.
Lemma 3.15. Suppose Assumption 3.13 holds. The step size α ℓ,0 on the first iteration of each minimization sequence on level ℓ, is bounded below by
Proof. Since condition (2.13) is satisfied at the first iteration,
From the mean-value theorem, we have
where θ ∈ [0, α ℓ,0 ]. Combining these facts, we obtain ∇ψ ℓ (x ℓ,0 + θd ℓ,0 )
Since ∇ψ ℓ is Lipschitz continuous by Assumption 3.13 and g ℓ,0 := ∇ψ ℓ (x ℓ,0 ), we obtain
proving (3.24). Using the inequalities (2.10) of Condition 2.4 immediately gives (3.25).
The following lemma shows that the directional derivative along a recursive search direction and the step size are bounded from below by the norm of the gradient raised to some finite power.
Lemma 3.16. Suppose iteration (j, t) ∈ R(ℓ, k)\D(ℓ, k) and Condition 2.4 is satisfied by all direct search directions and Assumption 3.13 holds. Let p be the deepest level in R(j, t) such that
is satisfied. Then for any iteration (q, k) = (q, 0), where p < q < j, and for iteration (q, k) = (j, t), we have
and if q < N,
and if q = N,
where i = q − p.
Proof. 1. We prove this lemma by induction on the level q. First, let us consider iteration (q, k) := (p + 1, 0). From inequality (2.14) and Condition 2.4, it follows that
2 which proves inequality (3.27) . If p + 1 < N, the line search is the modified backtracking procedure. It follows from Lemma 3.15 that the step size α p+1,0 is bounded from below
From Lemma 3.14, we obtain
which proves inequality (3.28).
2. Now suppose inequalities (3.27) and (3.28) hold for p < q < j − 1; we prove that they also hold for q + 1. As in the case of q = p + 1, we have
Using Lemmas 3.14 and 3.15 again, we obtain inequality (3.28).
3. There are two cases for iteration (j, t). If j < N, then inequalities (3.27) and (3.28) hold by simply repeating, in an analogous fashion, the above proof. If j = N, inequality (3.27) still holds but inequality (3.28) has to be modified since the line search now is the traditional backtracking procedure. It follows from Lemma 3.3 that the step size satisfies
, which provides the required result.
Remark 3.17. The techniques for proving Lemmas 3.9 and 3.16 are similar, i.e., both only depend on the very first iteration of each minimization sequence on the coarser levels. While the step sizes can be bounded from below by a constant in the uniformly convex case, the step size of the first iteration of each minimization sequence on the coarser levels can only be bounded from below by the norm of gradient raised to some finite power in the general case.
We now establish the global convergence of Algorithm 1. 
where σ is a positive constant and the order i can only be selected from a finite set of integers
whether or not the direction d N,k is a direct search direction or a recursive search direction. Combining (3.30) and (3.31), we obtain lim k→∞ ∇f
4. Practical Issues. In this section, we discuss different ways to generate direct search directions and how to apply the full multigrid method, which is used to enhance the performance of the multigrid method for solving PDEs, to our optimization context.
The Direct Search Direction.
We first discuss the role that direct search steps play as "smoothers". The role of "smoothing" has been extensively discussed in multigrid methods for PDEs. Basically, smoothing steps smooth the residual on the fine level and the coarse grid correction steps damp the error on the coarse levels. In geometric multigrid methods, which fix the coarsening and adjust the smoother, an error e ℓ,k := x ℓ,k − x * ℓ (x * ℓ denotes the exact solution on level ℓ) is said to be "smooth" if it can be approximated on some predefined coarser level. In algebraic multigrid methods, which fix the smoother and adjust the coarsening, the error e ℓ,k is said to be "smooth" if it is slow to converge with respect to the smoothing operator, i.e., it has to be approximated by means of a coarser level in order to speed up convergence (see section A.3 in [38] for a detailed discussion). A standard proof of convergence of multigid methods for PDEs requires that the coarse grid correction and the smoothing operator cooperate with each other so that the spectral radius ρ of a certain matrix is strictly less than one. As a consequence, the error e ℓ,k is reduced proportionally at the rate ρ, i.e., e ℓ,k ≤ ρ e ℓ,k−1 , for all iterates k. For example, some algebraic multigrid methods require that the smoothing operator S ℓ produces a sufficient reduction in the error e ℓ,k , that is, S ℓ e ℓ,k should be sufficiently smaller than e ℓ,k ((A.3.7) in [38] ).
Our multigrid optimization framework follows the geometric multigrid framework. We refer to direct search steps in our method as "smoothing steps" if they must be taken before or after a recursive step. Such steps act as a kind of "smoothing" operator, although the term "smoothing" is misleading in the context of optimization. A local convergence analysis which includes proving that e ℓ,k ≤ ρ e ℓ,k−1 for all iterates k sufficiently large enough might be possible for a carefully chosen direct search method under suitable assumptions. However, we only focus on the global convergence of our multigrid method in this paper and our analysis does not depend on these "extra" smoothing steps. One natural and practical requirement for a "smoothing" step is that they result in a "sufficient" decrease in the objective function value [3, 39] . Since it is hard to provide a theoretical justification for the impact of smoothing steps on the performance of our algorithm on different levels, we provide instead empirical evidence of this impact by depicting the evolution of the objective function value and the norm of the gradient for the problems tested in section 5.
Newton Type
Step Directions. Exact Newton steps as well as inexact Newton steps generated by the linear conjugate gradient method (CG) method satisfy Condition 2.4 [39] for strictly convex problems. For nonconvex problems at iteration (ℓ, k), if the Hessian G ℓ,k is not positive definite, a modified Newton method [35, 36] can be used to generate a descent direction. In particular, one can add a term E to the Hessian G ℓ,k so that G ℓ,k = G ℓ,k + E ℓ,k ≻ 0. The additive term E ℓ,k can be taken as a diagonal matrix µ ℓ,k I ℓ , where µ ℓ,k > 0 and I ℓ is the identity matrix. If the term E ℓ,k is chosen large enough so that the smallest eigenvalue of G ℓ,k is uniformly bounded from below and if we assume that the norm G ℓ,k ≤ M , i.e., G ℓ,k is uniformly bounded from above, then Condition 2.4 is satisfied. Another way of choosing E ℓ,k is to use a modified Cholesky factorization approach [17, 16] . If the condition number number of G ℓ,k is uniformly bounded, i.e.,
is a descent direction and the angle θ ℓ,k between d ℓ,k and the steepest descent direction −g ℓ,k is bounded away from π/2 since
If (4.2) holds, we can also prove Theorem 3.18 even though Condition 2.4 might not hold. Assuming that Assumption 3.13 holds and G ℓ,k ≤ M , from the fact Ax ≥ x / A −1 for any invertible matrix A, we
If the backtracking line search procedure is used, it follows from Lemma 3.3 that
This, together with (4.2) and (4.3), gives
Therefore, the first step in the proof of Lemma 3.16 can also go through except with different constants.
Similar results can be obtained for the Goldstein rule.
Quasi-Newton
Step Directions: L-BFGS. Using a modified Newton method to compute a direct search direction is not appropriate if the Hessian cannot be computed at a reasonable cost. QuasiNewton methods are also expensive since the approximation to the Hessian has to be stored explicitly. However, the limited memory BFGS (L-BFGS) method only requires a few vectors to represent this approximation implicitly. These vectors are updated using information from only the most recent iterations no matter whether they are direct search steps or recursive search steps. Therefore, the L-BFGS method can be seamlessly integrated into our multigrid method. For a descriptions of the L-BFGS method based on a recursive formula and a compact representation of inverse BFGS matrices, we refer the reader to [35, 12] . According to the way coarser level problems (2.3) are constructed, all coarser level models on the same level differ only by the additive term −v ⊤ ℓ x ℓ . Since there may be more than one minimization sequence on a particular level, information stored for the L-BFGS method from a previous minimization sequence can be used to accelerate the convergence of the current minimization sequence. A minimization sequence ends whenever the method goes to the next finer level, since the additive term −v ⊤ ℓ x ℓ changes when the method returns to the current level. Another strategy is to combine an inexact Newton method with the L-BFGS method. Specifically, the L-BFGS method can be used to build an approximation of the inverse of the Hessian at each iteration, and this approximate inverse Hessian can be provided as a preconditioner to the preconditioned linear conjugate gradient method in an inexact Newton method. Since Newton's method performs well when the iterates are close to an optimal solution, one can alternate between L-BFGS and the inexact Newton method, especially when L-BFGS stagnates. Further discussion of this kind of hybrid strategy can be found in [32] .
Full Multigrid Method.
The basic multigrid method solves problem (2.1) by calling x N,i * = M LS(N, x N,0 , 0). Since starting from a good initial point usually reduces the total number iterations required, the idea underlying the "full multigrid method" is the use of the multilevel approach itself to provide a good initial point. Suppose we start at a level ℓ = N 0 where the discretized problem is very easily solved. Algorithm 1 is applied to the discretized problem at level ℓ to obtain a solution x ℓ,i * and we interpolate this solution to the next finer level ℓ + 1 as an initial approximation. This process is repeated over and over until we reach the uppermost level. The detailed algorithm is described in Algorithm 3. Preliminary computational testing indicated that doing one smoothing step improved performance, although our convergence results do not require that smoothing steps be taken. (When we specify that a particular version of Algorithm 1 or 3 does k smoothing steps, we mean that before considering doing a recursive step, the algorithm first takes k direct search steps.)
For practical considerations, we terminated all algorithms if the iterations stagnated, that is,
≤ 10 −14 or ( x ℓ,k − x ℓ,k+1 < 10 −9 and ℓ = N).
The initial point in all algorithms was taken to be the zero vector. For the multigrid Algorithm 1, we set
and K = 10 on all levels other than the finest. The line search method for choosing a step size was adapted from Algorithm A6.3.1 in [13] , which is based on interpolation combined with backtracking. The upper bound on the number of gradient and step difference pairs stored by the L-BFGS method was set to 5. We terminated the linear CG method in FMLS-CG once the norm of the residual was less than 10 −3 g ℓ,k . We We discretized Ω at level ℓ as a square grid where, we took n , and we discretized the term ∇u in objective functional using the forward finite difference operator δu. Hence, the discretized version of F in (5.2) was
In our test problems the grid spacing was set to 2 −3 at the coarsest level ℓ = 3 and to 2 −10 at the finest level ℓ = 10, which gave 9 × 9 and 1024 × 1024 grids, respectively. We used the nine-point prolongation
2 ), i = 0 : 2 : n x ℓ , j = 1 : 2 : n y ℓ − 1,
2 ), i = 1 : 2 : n [23, 38, 40] . In Tables 5.1-5.2, we summarize the computational costs of the various methods on this and one other problem. We use "ℓ" to indicate the level, and "nfe" and "nge" to denote the total numbers of function and gradient evaluations at that level, respectively. We define a cycle as the iterations between two consecutive recursive steps and denote the total number of cycles on each level by "nv". We also report the total CPU time measured in seconds and the accuracy attained, which is measured by the Euclidean-norm of the gradient g * at the final iteration.
From Table 5 .1, we can see that L-BFGS is not efficient. For example, it terminated after 1018 function evaulations and 1986.93 seconds with g * = 9.6e-5 on level 10. For MLS-LBFGS, the numbers of function/gradient evaluations on the finest level are smaller than those on the coarser levels and they are almost the same when MLS-LBFGS is applied to levels 8, 9 and 10, respectively. However, MLS-LBFGS took a lot of iterations on the coarser levels. One reason is that the recursive steps cannot provide sufficient improvements since the first-order model is not good when the solution is far away from the optimal solution. By using MLS-LBFGS as an approach to obtain a better initial point, the full multigrid algorithm FMLS-LBFGS performed better. The results in Table 5 .1 for FMLS-LBFGS applied to level 10 also includes all information when FMLS-LBFGS was applied to level 9 since once FMLS-LBFGS reached level 10, it never returned to any coarser level. FMLS-LBFGS required less function and gradient evaluations on the finer levels than MR-LBFGS. This is most obvious on level 7, on which FMLS-LBFGS exhibited an approximately 8-fold improvement in terms of the number of function and gradient evaluations over MR-LBFGS. Therefore, FMLS-LBFGS consumed less CPU time than MR-LBFGS, even though FMLS-LBFGS took more iterations on the coarser levels than MR-LBFGS.
To illustrate the multilevel behavior of the MLS-LBFGS method, we plot the level versus iteration history for it in Figures 5.1 (a) . To see the performance of L-BFGS as a direct search direction and as a smoothing approach, we show the evolutions of the objective function values in Figure 5 .1 (b) and the norm of the gradients using a base 10 logarithmic scale in Figure 5 .1 (c). Similar plots for FMLS-LBFGS are depicted in Figures 5.1 (d) , (e) and (f). In particular, for function values or gradients, we plot all of the sequences from level 4 to level 10 in one figure and differentiate different sequences on different levels by dashed vertical lines. Since problem (5.4) is nonconvex, we did not test Newton's method NT-FACT and the multigrid methods FMLS-LMG and FMLS-CG. From Table 5 .2, we can see that MR-LBFGS, MLS-LBFGS and FMLS-LBFGS are faster and more accurate than L-BFGS applied to level 10. The termination rule (5.1) was activated in all of these cases which partly illustrates the ill-posedness of problem (5.4). FMLS-LBFGS required less function and gradient evaluations on the finer levels than MR-LBFGS. This is most obvious on level 9, on which FMLS-LBFGS exhibited an approximately 6-fold improvement in terms of the number of the function and gradient evaluations over MR-LBFGS. Therefore, FMLS-LBFGS consumed less CPU time than MR-LBFGS. Finally, the level versus iteration history, the evolution of the objective function values and the evolution of the norms of the gradients in a base 10 logarithmic scale with for MLS-LBFGS and FMLS-LBFGS are depicted in Figure 5 .2.
Remark 5.1. A proper discretization scheme is critical for robustness and efficiency in solving infinitedimensional minimization problems. For example, while the analytical solution of a one-dimensional convectiondiffusion equation is smooth, numerical difficulties can arise since central finite difference of this equation can lead to a highly oscillating discretized solution (section 7.1 in [38] ). Suppose that the minima {x ℓ } of the discretizations of problem (1.1) converge. A discretization scheme might not be suitable if the restriction of x ℓ is not a good approximation of x ℓ−1 or the prolongation of x ℓ−1 is not close to x ℓ , in particular, on a fine level ℓ.
Remark 5.2. It is well known that L-BFGS can converge slowly on highly ill-conditioned problems (section 9.1 in [35] ). The computational results for problems 5.2 and 5.4 show that the performance of L-BFGS is improved when it is incorporated within in our multigrid framework. Figures 5.1 and 5.2 show that the gradient norm is not monotone decreasing. However, the gradient norm is usually substantially reduced within a few steps after a large increase. Further discussion on the behavior of the gradient norm in the steepest descent method and L-BFGS can be found in [34] .
6. Discussion. In this paper, we present a new line search multigrid algorithm for general nonconvex unconstrained problems. The algorithm takes as many recursive steps as possible to accelerate the overall computational speed. By imposing a new condition on a modified backtracking line search procedure, the recursive step is guaranteed to be a descent direction. Our multigrid algorithm has been implemented using the limited memory BFGS method to compute direct search directions. Although this method has not yet been shown to converge in theory, it exhibits excellent computational efficiency. Our future work includes developing a direct search direction that is able to utilize historical information more effectively and extending our algorithmic framework to optimization problems with constraints.
