Neighbors is surely one of the most important and widely adopted non-parametric classification methods in pattern recognition. It has evolved in several aspects in the last 50 years, and one of the most known variants consists in the usage of prototypes: a prototype distills a group of similar training points, diminishing drastically the number of comparisons needed for the classification; actually, prototypes are employed in the case the cardinality of the training data is high. In this paper, by using the dominant set clustering framework, we propose four novel strategies for the prototype generation, allowing to produce representative prototypes that mirror the underlying class structure in an expressive and effective way. Our strategy boosts the k-NN classification performance; considering heterogeneous metrics and analyzing 15 diverse datasets, we are among the best 6 prototype-based k-NN approaches, with a computational cost which is strongly inferior to all the competitors. In addition, we show that our proposal beats linear SVM in the case of a pedestrian detection scenario.
Introduction
The k-Nearest Neighbors (kNN) method [3] is one of the fundamental strategies of non-parametric supervised classification, with a large spectrum of variations proposed in the last 50 years. It lies on a simple principle: a test sample is classified as one of the N available classes by evaluating the majority of the labels of the k nearest training neighbors in the feature space. k-NN, in its original form, suffers two major drawbacks. The first is the scarce efficiency, especially when the training dataset becomes large [10] : this is due to the fact that all the distances between the test element and the training set should be computed, to find the k closest elements. The second problem is the sensitivity to the outliers [6] : during the classification, all the training data are treated in the same way, ignoring the possibility of taking into account class outliers or noise. Methods that mitigate both problems take advantage of data reduction techniques [14] . The idea builds upon the design of prototypes, i.e., surrogates of similar training points that are evaluated during the classification, substituting the whole training population.
The design of prototypes is crucial since, while good prototypes bring to classification performance higher than those obtained with the full training set [6] , bad prototypes lead to a severe decrease of the classification score.
A common strategy for the choice of the prototypes is to adopt clustering strategies [8, 9] . In the same line, this paper promotes the use of the dominant set (DS) framework [12] as a prototype extraction technique. DS is a pairwiseclustering technique based on similarities, that generalizes the notion of maximal clique to edge weighted graph. In practice, DS is employed to partition a graph into coherent and compact subsets, i.e. cliques, which correspond to clusters under a similarity-based perspective. DSs are extracted optimizing a quadratic function, exploiting whatever similarity measure among points. DS are particularly interesting in our setting due to their insensitivity to outliers [11] .
Our method starts by clustering the training data into dominant sets without using the label information, in order to extract the natural underlying data structure. Then, we design four different strategies for prototype selection considering the class label information. In essence, DS are employed to discover the nature of the data and validate the information of the original sample labeling so as to improve the classification task. A similar idea but in a completely different scenario has been successfully employed in [7] .
To test our approach, we compare the performance of 21 diverse prototypebased k-NN techniques over 15 heterogeneous datasets of binary classification tasks. Our approach is globally in the top 6 positions for what concerns accuracy, accuracy without random hits (the so-coled Cohen's kappa factor [2] ) and reduction rate, i.e., number of prototypes. To ground our technique with other standard classification methods, we report also a comparison with a standard k-NN and a linear SVM in a pedestrian detection scenario.
The rest of the paper is organized as follows. In Sec. 2, our approach is detailed regarding the DS clustering technique, the four prototype extraction methods and the classification algorithm. The experimental results are provided in Sec. 3, and, finally, Sec. 4 summarizes the work and envisages future perspectives.
The Proposed Approach
Given a binary classification problem supported by labeled training set, the main pipeline of our approach is illustrated in Fig. 1 
Dominant Set Clustering
Dominant set clustering is a graph-based method that generalizes the problem of finding a maximal clique to edge-weighted graphs. A natural application of this method is for partitioning (clustering) a graph. In our case, we have a standard dataset that is modeled as an undirected edge-weighted graph G = (V, E, w) with no self loops, in which the nodes V are items of the dataset (represented by feature vectors), the edges E ⊆ V × V represent similarity between pair of nodes and the weight function w : E → R + calculates pairwise similarities. The n × n symmetric adjacency matrix A = (a ij ) is employed to summarize G:
In whatever clustering approach, the clusters should satisfy two properties: high intra-cluster homogeneity and high inter-cluster inhomogeneity. In the DS framework, these two properties translate in having the weights of the edges within a cluster higher than the ones connecting external nodes. Given a subset S ⊆ V , S = ∅ and a vertex i ∈ V , the average weighted degree of i with respect to S is δ
, which compares the similarity between i and j with the average similarity of i with respect to S. Let S ⊆ V, S = ∅ and i ∈ S, the weight of i with respect to S, w S (i), is recursively computed as:
otherwise This definition indicates a measure of the overall similarity between i and the vertices of S\{i}, with respect to the overall similarity among the vertices in S\{i}. The total weight of a cluster S is the sum of all node weights
Given a non-empty subset of vertices S ⊆ V such that W (T ) > 0 for any non-empty T ⊆ S, S is said to be dominant if:
Pavan and Pelillo in [12] provided a connection between clusters, dominant sets and local solutions of the following quadratic problem:
where A is the adjacency matrix defined above and x is the weighted characteristic vector [12] , living in the standard n-dimensional simplex n , that is,
is a strict local solution of (1). In other words, if x is a strict local solution of (1) then its support 1 σ(x) is a dominant set, provided that w S∪{i} (i) = 0 , ∀i ∈ S. In order to extract a DS, it is sufficient to take the support of a local solution of (1), employing whatever optimization algorithm, like the replicator dynamics strategy (RD)
2 . RD is a dynamical system, taken from the evolutionary gametheory that is used for finding a local solution to the problem (1)
The convergence of the process is guaranteed if the matrix A is non-negative and symmetric, and it brings to an equilibrium condition in which x(t) = x(t + 1).
The optimization starts with a point x, whose size is equal to the training set size, sited in the barycenter of the simplex (x i = 1/|x|, ∀i) and (3) is iterated until convergence. The RD operates a selection process over the components of vector x, leading certain elements to emerge (x i > 0) and others to extinct (x i = 0): in practice, these last components are almost close to zero, so that a pruning threshold is applied. For compactness we redefine the support as follow:
In practice, the pruning parameter cvT h (which stands for characteristic vector threshold ) has to roles: 1) discarding outliers (samples with low participation x i ); 2) defining a sort of minimal participation, normalized by the sample which has maximal participation. At each iteration, a dominant set is found, and it is subsequently removed from the dataset (peeling-off strategy), iterating again on the remaining nodes until every element belongs to a cluster.
Clusters Labeling
After the DS clustering, we need to consider the label information. Since the clustering finds the natural structure of the data set, highlighting compact areas of samples, this has to be married with the label information to highlight the clusters which are coherent with the labeling and those which are not. First of all, given a cluster c, a generic label is assigned to it by using this rule:
with c − the set of element of the negative class in cluster c (and viceversa with c + ), and |c − | is its sample cardinality. Therefore, since it is not guaranteed that a cluster is composed only by elements of the same class, we design a confidence measure with respect to the distribution of the original sample labels:
In practice, this measure accounts for the "purity" of a cluster: it is equal to 0 in the case we have the same amount of elements of both classes, indicating an uninformative (for classification's sake) group of data, and it is equal to 1 in case that the cluster is totally homogeneous. In this approach, we use the confidence to prune out entire clusters (those with conf idence = 0 ).
Prototypes Design
Each DS (cluster) is represented by a weighted characteristic vector x in which every i-th component corresponds to its degree of participation (see eq. 2). Four different prototype selection strategies are proposed:
Max. ( max ): Given a DS c and the corresponding characteristic vector x c , the prototype is taken as the most participating element and the corresponding label is selected as:
The rationale is that if the i-th element has a high degree of participation in its cluster, it means that it shares a large amount of similarity with the other items in c, being thus a good representative.
Max Coherence. ( maxco ):
Prototypes following this strategy are a subset of the max prototype class. Especially in presence of clusters with a low degree of confidence (formed mostly by outliers), the original sample label of the max prototype could not correspond to the one inferred by its cluster. In such a case, this strategy forces the conf idence of the cluster to be 0, so that it has null weight in the classification phase.
Average Prototype. ( avg ):
The idea of this strategy is to use an average measure of all the elements in a cluster for a democratic representative, inheriting the class label defined in Sec. 2.2. Given a cluster c, its average prototype is:
where |c| is the number of elements in c and c i is the i-th element in c.
Weighted Average Prototype. ( wavg ):
Taking into account the meaning of the characteristic vector (degree of participation of an element in the cluster), the prototype is generated as a weighted sum of the cluster components. Given a cluster c and its characteristic vector x c :
where c i is the i-th element of the cluster c.
Classification
The classification phase derives easily from the original kNN recipe: given an unlabeled item, its k nearest neighbors (NN) are searched only among the prototypes (we now use a single strategy for extracting a prototype from each DS cluster), evaluating a given metrics detailed in the following. Once the k NN are found the majority class is assigned to the item in a standard kNN setting.
Experiments
The main goals of the experiments are, first, to compare the approach against the state-of-the-art prototypes-based k-NN methods [6] , and, second, to analyze our performances against two of the most common classifiers in pattern recognition, i.e., the simple k-NN and the standard linear Support Vector Machine (SVM).
To implement our strategy, we have to define two entities, i.e., the similarity function to calculate the affinity matrix A and the threshold cvT h (see end of Sec. 2.1) used to extract the DS's. As for the matrix A, we adopt the Euclidean distance (but this is not mandatory in general), opportunely cast as an exponential to make A symmetric, non negative and with zero diagonal, as requested by the DS framework. In short, we have A = a ij where:
o t h e r w i s e .
Regarding the cvT h value, we explore the behavior of our approach with cvT h = [.0001, .001, .01, . 1, .3, .5, .7] . In general, we did not find dramatic differences using different cvT h values; anyway, interesting behaviors for particular settings will be explained in the following. we experimentally found in this work that values ≤ 0.3 lead to good results in terms of classifier generalization.
In the first scenario, we compare our four prototype strategies vs. all the available prototype-based techniques reported in [6] , i.e., 21 methods 3 . We actually considered a subset of the available datasets (see Table 1 ), only focusing on binary problems with samples represented by numerical features and a defined range of dataset cardinality (# elements ≤ 6000) 4 . As figures of merit, we adopt the standard accuracy Acc, the Cohen's Kappa Kp and the reduction rate R, given a confusion matrix cm:
The Cohen's Kappa Kp [2] measure is a compensation for random success in the accuracy, it varies from -1 to 1 and provides a measure of the agreement between classes in the classifier. Negative values mean disagreement, 0 means that the classifier is acting completely random, and positive values mean that the agreement is very high. The reduction rate R indicates how much the prototypes diminish the number of comparisons needed for the k-NN with respect to exploiting all the original training data. To design a single measure which summarizes the different performances, we use the product A × Kp × R; since A and R are bounded in [0, 1], and K in [−1, 1], the composite measure has the range [−1, 1]. The performance evaluation follows [6] in which, for each dataset and each technique, 10-fold cross-validation is employed, averaging the obtained results at each run. Finally, we consider k-NN with k = 1, 3 as in [6] .
The results are portrayed in the Tables 2 and 3 , where we rank the approaches adopting our composite measure. Table 2 shows the best results obtained using 1-NN classifier with cvT h = 0.3. The avg prototype locates in the 6-th position, the highest position reached by our prototypes. In particular, we reach 0.79 in accuracy, 0.47 in Kp and 0.91 in reduction rate. Generally, there is a small decay in the performance when cvT h increases, in particular when cvT h > 0.3, but this does not affect the global final rank. The decay is motivated by a lack in the generalization: the cvT h values, when > 0.3, constrains all the dominant sets to have high internal coherence, obtaining many prototypes very specialized, hence inducing a globally low generalization capability. In Table 3 the rank on the 3-NN classifier are shown. Even in this case the results are interesting since the best result (obtained with cvT h = 0.5) promotes our avg prototype-based method in 4th position. In Table 4 we show the timings needed to extract the prototypes in the most time-demanding case (cvT h = 0.7, since lots of small and coherent cluster should be generated). These results witness that all our proposals are almost one order faster that the best competitors, which definitely promote our idea as a good compromise between accuracy measures and computational effort.
In the second scenario, we compare our approach against a classic kNN approach and a Support Vector Machine 5 in a pedestrian detection task. The dataset involved is the Daimler Monocular Pedestrian [5] , composed by a set of labeled gray scale images of size 48 × 96 pixels representing pedestrian and non pedestrian instances. In our setting, each image is represented by a concatenated set of HOG features [4] . Again, we perform 10 fold cross-validation, averaging the results. The default parameter for the linear SVM (C=1) has been used. The pairwise similarity matrix A, needed by the DS framework, is calculated using the Euclidean distance as a ij = e
where f i is the HOG vector of the i-th element in the training set. We experimentally found that σ = 10 gives the highest results. As we can see from Fig.2 , all the proposed prototypes except the max, exploit better or comparable performances against the linear SVM and k-NN. This is true as long as cvT h ≤ 0.3; for higher values the wavg prototype starts suffering of overfitting since all clusters are very compact and specialized, thus losing in terms of generalization. No plot regarding the changes in the k-NN are shown because the results are almost similar; The more stable results are provided by max coherence, average and weighted average. Typically, the average accuracy of SVM and k-NN increase with the number of examples considered, in our approach the same behavior occurs; in particular, in the cases of avg, wavg and max coherence, the average accuracy is larger than that achieved by the other methods, even when a small training set is considered. This confirms again the goodness of our approach.
Conclusions
In this work, we have proposed a novel approach for the prototype selection based on the Dominant Set clustering technique. In general, our method has the capability of keeping a good balance between accuracy, compression rate, and computational cost. From our experiments, we found that, on average, the avg prototype produces better results in term of accuracy, this is mainly due to the fact the avg is a good statistical representative of the content of the entire cluster.
Our approach is theoretically motivated by the DS theory and provided good results as compared with the state-of-the-art prototype selection methods and classical classifiers like SVM or k-NN. Future work will be devoted to extend this technique to handle multi-class problems.
