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Abstract
We consider a scalar field model with a self-interaction potential that possesses a discrete vacuum mani-
fold. We point out that this model allows for both topological as well as non-topological solitons. In (1+ 1)
dimensions both type of solutions have finite energy, while in (3 + 1) dimensions, the topological solitons
have finite energy per unit area only and correspond to domain walls. Non-topological solitons with finite
energy do exist in (3 + 1) dimensions due to a non-trivial phase of the scalar field and an associated U(1)
symmetry of the model, though. We construct these so-called Q-ball solutions numerically, point out the
differences to previous studies with different scalar field potentials and also discuss the influence of a minimal
coupling to both gravity as well as a U(1) gauge field. In this latter case, the conserved Noether charge Q
can be interpreted as the electric charge of the solution.
PACS Numbers: 04.70.-s, 04.50.Gh, 11.25.Tq
1 Introduction
Attributing a scalar quantity to each space-time point, scalar fields are one of the simplest fields possible. Often
used in effective descriptions or serving as simpler toy models of physical phenomena, they, however, arise as well
as fundamental constituents of many theoretical physics models. The prime example is String Theory, which
contains scalar fields as fundamental pieces of its scaffolding. Indeed, in many models beyond the Standard
Model of Particle Physics, a scalar field, the dilaton, appears as an irreducible representation of the first excited
states [1, 2]. Scalar fields also arise naturally in other theories like in Kaluza-Klein theory, where gravity and
electrodynamics can be formulated as different manifestations of the gravitational field in a five-dimensional
space-time. After dimensional reduction to four space-time dimensions, a scalar field appears [3]. Scalar fields
can also be found in Supergravity theories as auxiliary fields ensuring off-shell realizations of supersymmetry [4]
and in several cosmological models in order to drive inflation or being part of dark matter models [5]. A very
appealing case is the Starobinsky model which is conformally equivalent to gravity with a minimally coupled
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scalar field [6]. In this model, the massive scalar state, usually called scalaron, possesses a very particular
potential able to drive the inflationary process of the early universe, describing a slow-roll transition from a
de-Sitter phase to a Minkowski flat phase. Due to the wide variety of applications and due to the discovery of
a fundamental scalar particle in nature [7], scalar fields have been studied increasingly in the past years.
In classical theories (as opposed to quantum theories) for scalar fields, soliton configurations are of particular
relevance. A soliton refers to a non-singular solution of a non-linear equation which, after collecting all its
features, can be pictured as a travelling wave of (almost) unchangeable shape, whose energy remains finite in a
finite region of space, so that it resembles a localised lump. The interesting feature concerning these solutions
is that even as classical waves, they behave in many aspects like particles, especially when their scattering is
considered [8].
The concept of solitons was introduced in the context of a scalar field theory in (1 + 1)–dimensional Minkowski
space-time [9]. The stability of the solutions in this particular model is explained by the high number of
constraints (in fact, there are infinitely many of them) that this solution has to satisfy. These constraints
appear as conserved charges - in principle, completely unrelated to Noether charges - and, being infinitely
many, they define the theory as integrable. Such an integrability concept, however, does not go beyond one
spatial dimension, not to mention the difficulties in discussing it in curved space(-time).
On the other hand, in higher dimensions there are soliton-like configuration, i.e., solutions of the field equations
in the form of localised lumps. It is the integrable structure of certain non-linear field theories that enables
the development of methods for construction of soliton solutions [10]. Since such structure is not present for
theories in higher dimensional space-time, there are no well established analytical methods to get the solitonic
solutions there, and therefore most of these solutions are obtained numerically.
For spatial dimension larger than one topological solitons possess an invariant that classifies the mapping between
two manifolds Ψ : X 7−→ Y, X being the manifold of the degrees of freedom of the solution with local coordinates
~x and Y the physical D–dimensional space with local coordinates ~y, and dimX = dimY. This topological
invariant, also referred to as topological charge, is the pull-back in X of a volume form Ω = β(~y)dy1 ∧ · · · ∧ dyD
in Y normalised to unity and reads:
N =
∫
X
β(~y(~x))
∣∣∣∂~y
∂~x
∣∣∣dx1 ∧ · · · ∧ dxD. (1)
Thus, the time evolution of a configuration is viewed as an homotopy between its initial and final state and the
solitons are characterised in an equivalence class of maps Ψ.
The possibility of existence of pure scalar field solitons in more than one spatial dimension is ruled out by
Derrick’s theorem (see e.g. [8]). So, in higher dimensions, a theory that exhibits solitons involves other fields
(e.g. gauge fields) as well. Another possibility is that the scalar field has internal degrees of freedom, e.g. a
non-trivial phase.
Indeed, this last option gives rise to so-calledQ-balls [11]. These configurations are soliton solutions of a complex
scalar field theory which interacts through a suitable self-interaction potential. They are non-topological in
nature [12] and it is the invariance of the action under global phase transformations of the scalar field which
endorses the theory with a conserved Noether charge Q interpreted as the particle number. Once the theory
is gauged, this Noether charge multiplied by the coupling constant of the gauge field becomes the total charge
of the soliton. Rotating and non-rotating Q-balls have been shown to exist with polynomial self-interaction
containing up to 6th order terms [13, 14] as well as for an exponential self-interaction potential motivated by
supersymmetric extensions of the standard model [15, 16, 17].
Gravitating solitons in this context, namely boson stars, do not require self-interaction of the scalar field. Indeed
boson stars can be constructed with a scalar field potential possessing only a mass term [18, 19, 20, 21]. Due to
bounds on the maximal mass of this configurations they are usually referred to as minimal boson stars. In [22] it
was found that boson stars with masses of the order of astrophysical objects can be obtained including quartic
self-interactions without collapsing into black holes. These studies were extended to include a 6th order term in
the scalar field self-interaction potential [23, 24] as well as exponential self-interaction potentials [25]. Recently
a very important application of this kind of configuration has been developed. In [26] the authors were able to
construct Kerr black holes with scalar hair through a very particular interaction of rotating minimal boson stars
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and Kerr black holes. They have shown that once both configurations co-rotate synchronously it is possible
to add hair onto the Kerr black holes. The mass of this new family of black holes is bounded by the mass of
minimal boson stars. In a subsequently work [27] the authors constructed and analyzed mass bounds and the
size of the horizon of this kind of configurations when quartic self-interactions are included, in analogy to what
was done in [22] for boson stars. Boson stars have been constructed in several models including rotation, a
cosmological constant and modified gravity theories as well as higher dimensional scenarios [28, 29, 30, 31, 32].
Charged versions in both cases have attracted considerable attention as well, [16, 33, 34]. Once electromagnetic
charge is introduced, the Coulomb electrostatic repulsion destabilizes large charged Q-balls [20, 35, 36]. It was
demonstrated for polynomial potentials [37] that there exists a maximum charge and size for these configurations
(see also [38] for a recent study). Attempts to construct large charged Q-balls including a V-shaped potential
[39, 40] or even adding fermions [41] were given, but in all theses cases limitations on the maximum charge
and size were found. Some advance in this direction was done in [42] motivated by potentials belonging to the
so–called Affleck-Dine mechanism. The formation of Q-balls in this context was also investigated [43].
The self-interaction potential normally used to construct Q-balls and boson star is a 6th order polynomial
potential in the modulus of the complex scalar field. Up to a rescaling, there is a unique choice of such a
self-interaction potential which possesses – in addition – degenerate vacua. In this paper we construct Q-balls
and boson stars in the context of such a potential with degenerate vacua. We will report on the qualitative and
quantitative properties of the solutions and compare our results with those given in [44] for charged Q-balls and
boson stars with a scalar mass term only.
This paper is organized as follows: in Section 2 we give the model and discuss the possible soliton solutions
(topological and non-topological, respectively). In section 3, we discuss the case of one spatial dimension and
review what is known about solutions there. In Section 4, we will discuss solutions in three spatial dimensions.
In this latter case, the non-topological solitons have to be constructed numerically both in flat as well as in
curved space-time. In Section 5 we conclude and summarize our results.
2 The model
In the following we will discuss a scalar field model with a 6th order self-interaction potential whose action
reads (in units such that ~ = c ≡ 1)
S =
∫ √−gdD+1x L = ∫ √−gdD+1x (−∂µΦ∂µΦ∗ − U(|Φ|)) (2)
with scalar field potential
U(|Φ|) = |Φ|2 (1− |Φ|2)2 . (3)
µ = 0, 1, ..., D and g denotes the determinant of the metric tensor. In the following the signature of the metric
is chosen to be (−,+, ...,+). Note that there are already implicit rescalings here. In principle, the value one in
(3) should be replaced by an energy scale η (which would correspond to the vacuum expectation value of the
scalar field), but we can rescale Φ such that it is measured in units of this energy scale. Moreover, we have
set the overall factor in front of the potential to unity. This is nothing else but letting the mass of the scalar
field m2 be equal to unity. The potential (3) has three degenerate minima at |Φ| = {−1, 0, 1}. This leads to
interesting phenomena as far as soliton solutions are concerned. Let us mention that potentials with degenerate
vacua also play an important roˆle in the context of an effective description of the confinement/deconfinement
phase transition in Quantum Chromodynamics (see e.g. [45] for the construction of soliton solutions in such an
effective model).
Parametrizing the complex scalar field as
Φ = |Φ| exp(iΓ) , (4)
where, in general, both |Φ| ≡ φ and Γ can be functions of the (D + 1) coordinates, we are interested in the
following two cases
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1. Γ = ωt: in this case the model possesses a conserved global U(1) symmetry and with it a locally conserved
Noether current jµ, µ = 0, 1, ..., D
jµ = −i (Φ∗∂µΦ− Φ(∂µΦ)∗) with ∂µjµ = 0 . (5)
The globally conserved Noether charge Q of the system then reads
Q = −
∫ √−g j0 dDx , (6)
which can be interpreted as particle number. The choice of potential (3) allows for the existence of non-
topological solitons called Q-balls [12] with scalar field φ tending to zero at spatial infinity. These solutions
exist for all D ≥ 1.
2. Γ ≡ 0: in this case the scalar field is real and there exists no longer a U(1) symmetry. The interesting
solutions are quite different from the Q-balls: instead of looking for configurations that tend to zero at
infinity we focus on those that link the different vacua of the potential φ(x = ±∞) = {−1, 0, 1}. These
solutions are topological solitons. Here the situation changes dramatically because the existence of such
configurations is highly constrained by the number of spatial dimensions. For the model given in (2) we
only have topological solitons for D = 1 and they are characterised by their topological charge:
N =
1
2
∫ +∞
−∞
√−gdx dφ
dx
=
1
2
[φ(+∞)− φ(−∞)] .
The notion of soliton solutions in curved space-time is far from being easily generalised from the one in
(1 + 1) dimensions. The topological charge, however, can be directly extended (as given above) once the
topological current in flat space
jµtop =
1
2
ǫµν∂νφ, ∂µj
µ
top = 0
is also covariantly zero:
∇µjµtop =
1
2
ǫµν∇µϕν = 0⇒ 1√−g∂µ
(√−gjµtop) = 0.
In relativistic theories in flat (1 + 1)–dimensional space-time the soliton energy E (and with that, of
course, the mass M = E) resembles the mass of a particle [46], specially due to its behaviour under
transformations between inertial frames which move with speed v relative to each other: E → E√
1−v2 .
When gravity is also present, the intrinsic difficulty in General Relativity concerning the definition of a
locally conserved energy makes this “soliton-mass” not well defined, and this is a serious issue in defining
topological solitons in curved space-time.
3 Solitons in (1 + 1) dimensions
Scalar field models in (1+1) dimensions have been studied extensively due to a variety of soliton solutions that
exist in these models. Though the choice of one spatial dimension might not be interesting from a physical
application point of view, these models possess rich mathematical structures.
3.1 Topological solitons
The model described by the action (2) in flat space-time with D = 1 has interesting topological soliton solutions,
namely kinks and anti-kinks, interpolating between the vacua of the potential [47]. The static solutions read 1
φ(x) = ±
√
1
2
[
1± tanh
(
x√
2
)]
. (7)
1Note that there is a factor of
√
1
2
between the coordinates used in [47] and those used in our paper.
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The kinks reside either in the topological sector N = 1 with energy E = ± 14 or in the topological sector N = 2
with energy E = 0. Similarly, the anti-kinks reside in the topological sector N = −1 with energy E = ± 14 and
in the topological sector N = 2 with energy E = 0, respectively. For each topological sector these solutions
are the minimum energy solutions [47]. The solitons can be translated and Lorentz-boosted to give the most
Figure 1: The profile of (9) describing approximately a kink-antikink solution in the φ6-potential (3) for a2 =
−a1 = 10 (black solid). We also show the corresponding Q-ball solution (10) for different values of ω.
general solution of the model
φ(x, t) = ±
√√√√1
2
[
1± tanh
(√
1
2
(x− a− vt)√
1− v2
)]
, (8)
where v is a parameter which gives its speed of translation, and a is another parameter, which can be inter-
preted as the position of the soliton. Let us remark that these solutions are not strictly solitons because of
their behaviour when they undergo collision processes (see the discussion in [46] for the φ4–model). This model
does not allow explicit multi-soliton solutions, i.e., solutions involving two kinks, or a kink and an anti-kink,
etc. like, for instance, in the sine-Gordon model 2. In this latter model, the integrability, i.e. the existence of
a Lax-Zakharov-Shabbat formulation, enables the construction of explicit N -soliton solutions [10]. In fact, the
construction of such more complex configurations in the φ6–model can only be done numerically, considering
several approximations (see [47] for details).
For instance, when a kink and an anti-kink are sufficiently far apart so that they do not interact substantially,
one can approximate the static solution by a product of a kink and an anti–kink solution as follows (see e.g.
[48]):
φ(x) =
(√
1
2
(
1 + tanh
(
x√
2
− a1
)))
·
(√
1
2
(
1− tanh
(
x√
2
− a2
)))
. (9)
2This holds true for several integrable field theories. The sine-Gordon model, in particular, also has kink-like solutions and for
that reason we mention it here.
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This solution is shown for a2 = −a1 = 10 in Fig.1. Note that this configuration is unstable to decay to the
solution φ(x) ≡ 0 as it resides in the topologically trivial sector with topological charge N = 0.
3.2 Non-topological solitons
The introduction of a non-trivial phase allows for another kind of solution, as mentioned above. For D = 1 it
is possible to write this non-topological soliton solution explicitly [12]:
φ(x) =
√
1− ω2√
1 + ω cosh
(
2
√
1− ω2x) . (10)
This solution has a conserved Noether charge associated to the U(1) symmetry. The explicit expression for this
charge is
Q = 2ω
+∞∫
−∞
φ2 dx = 2ω
√
1− ω2 , (11)
while the energy is E ∼ ω2√1− ω2, i.e. E ∼ ωQ. For ω = 0 this solution is φ(x) ≡ 0 and has vanishing
Noether charge and energy. The other extreme value is ω = 1. In this case, the Noether charge and energy
is also vanishing. This solution is shown for several values of ω ∈ [0 : 1] in Fig.1. Increasing ω from zero the
soliton becomes broader in extend and at the same time its maximal value decreases.
4 Solitons in (3 + 1) dimensions
We would now like to study topological and non-topological solitons in (3 + 1) dimensions. In this case, we can
extend the model to make it more general and couple the scalar field minimally to gravity and a U(1) gauge
field. The action S of the field theoretical model that we are interested in the following reads
S =
∫ √−gd4x( R
16πG
− 1
4
FµνF
µν −DµΦDµΦ∗ − U(|Φ|)
)
(12)
where R is the Ricci scalar, G denotes Newton’s constant, Fµν = ∂µAν − ∂νAµ is the field strength tensor of a
U(1) gauge field Aµ and DµΦ = (∂µ − ieAµ)Φ denotes the covariant derivative with gauge coupling e.
The coupled field equations consist of the Einstein equations
Gµν = 8πGTµν (13)
with Tµν given by
Tµν = gµνLM − 2∂LM
∂gµν
= (FµαFνβg
αβ − 1
4
gµνFαβF
αβ)
− 1
2
gµν ((DαΦ)
∗(DβΦ) + (DβΦ)∗(DαΦ)) gαβ + (DµΦ)∗(DνΦ) + (DνΦ)∗(DµΦ)− gµνU(|Φ|) (14)
and of the matter field equations
∂µ
(√−gFµν) = √−g(−ie) (Φ∗DµΦ− Φ(DµΦ)∗) , DµDµΦ− ∂U
∂|Φ|2Φ = 0. (15)
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4.1 Topological solitons
Static, finite energy solutions of pure scalar field models do not exist in dimensions D ≥ 2. This is Derrick’s
theorem (see e.g. [8]). Lifting the requirement of finite energy, a number of topological solitons in pure scalar
field models in (3+1) dimensions exist. As an example let us mention a domain wall. This is a simple extension
of the static version of the solution given in (8) to an additional two dimensions and reads
φ(x, y, z) = ±
√
1
2
[
1± tanh
(
x√
2
)]
. (16)
This describes a wall in the y-z-plane with finite energy per unit area, but, of course, infinite energy. While the
energy is infinite, these solutions play an important roˆle in physical applications such as cosmology.
On the other hand, finite energy solutions are possible if one lifts the requirement of staticity. An example
of this type of solution are Q-balls, which we will discuss in the remainder of this paper. Note, however, that
these solutions are non-topological.
4.2 Non-topological solitons
In more than one spatial dimension these solutions have to be constructed numerically. In the following, we will
construct these solutions in three spatial dimensions assuming spherical symmetry. We also study the minimal
coupling to gravity, in which case the Q-balls are called boson stars in the literature, as well as to a U(1) gauge
field, i.e. gauging the U(1) symmetry of the model. For the numerical construction we adapt a collocation
method with adaptive grid scheme [49].
4.2.1 Ansatz, Equations of motion and boundary conditions
In order to construct spherically symmetric, non-topological solitons, we use the following ansatz
ds2 = −f(r)dt2 + l(r)
f(r)
[
dr2 + r2dθ2 + r2 sin2 θdϕ2
]
(17)
for the metric in isotropic coordinates and
Φ(t, r) = φ(r)eiωt , Aµdx
µ = A(r)dt , (18)
for the matter fields. Since the U(1) symmetry is gauged in this case, the conserved Noether charge Q can be
interpreted as the electric charge of the solution with Qe = eQ. With our Ansatz, the explicit expression for
the Noether charge reads
Q = 8π
∞∫
0
√
l3
f2
r2 (ω − eA)φ2dr . (19)
Note that we still have the freedom of applying the following gauge transformation (with χ a constant)
Φ→ Φe−iχt , A→ A+ χ
e
, (20)
which can – in principle – be used to choose the scalar field real. However, we will not employ this here, but
will use the gauge freedom to apply a constant shift to A(r) such that A(0) = 0. The clear advantage is that
we recover the limit e → 0 naturally, because we do not “gauge away” the phase, which has to be present in
the limit of a global U(1) symmetry.
With our choice of potential (3) we have already introduced a rescaling into the system by setting the mass
of the scalar field equal to unity. We will use the abbreviation κ = 8πG in the following. The explicit form of
the coupled system of non-linear ordinary differential equations then reads
φ′′ = −rl
′ + 4l
2rl
φ′ − (ω − eA)2 l
f2
φ+
l
f
φ
(
1− 4φ2 + 3φ4) , (21)
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A′′ = −
(
f ′
f
+
l′
2l
+
2
r
)
A′ +
2l
f
e(eA− ω)φ2 (22)
for the matter field functions and
f ′′ = f ′
(
− l
′
2l
+
f ′
f
− 2
r
)
+ 2κl
(
2(ω − eA)2φ2
f
− φ2(1 − φ2)2
)
, (23)
l′′ = l′
(
l′
2l
− 3
r
)
+ 4κl2
(
(ω − eA)2φ2
f2
− φ
2(1− φ2)2
f
)
(24)
for the metric functions. The prime now and in the following denotes the derivative with respect to r. In
the following we will study only e > 0 without loss of generality since the equations are invariant under
(e, A)→ (−e,−A).
The coupled set of non-linear ordinary differential equations (21) - (24) has to be solved subject to appropriate
boundary conditions. The regularity of the equations at the origin requires
f ′|r=0 = 0 , l′|r=0 = 0 , φ′|r=0 = 0 , A′(0) = 0 , A(0) = 0 , (25)
where the last condition results from the fixing of the residual gauge symmetry. The requirement of localized,
finite energy, asymptotically flat solutions leads to
f(r =∞) = 1 , l(r =∞) = 1 (26)
for the metric functions, while the matter functions have the following fall-off at infinity
A(r →∞) ∼ µ+ eQ
r
, φ(r →∞) ∼ 1
r
exp (−Ωr) , Ω =
√
1− (ω − eµ)2 (27)
where µ is a constant.
4.2.2 Non-topological solitons in flat space-time: Q-balls
Here we will discuss the properties of non-topological solitons in flat space-time, i.e. choosing G = 0. The
equations then lead to f(r) = l(r) ≡ 1. These solutions have been discussed extensively for other type of
potentials and the main goal of the following will be to point out the differences to the cases studied before.
We will first discuss the case of uncharged solutions, e = 0, in which case the model contains a global U(1)
symmetry and Q can be interpreted as the number of scalar particles forming the Q-ball. For e > 0 the U(1)
symmetry is gauged and the Q-ball possess an electric charge which is proportional to the Noether charge.
Let us remind the reader of the reasoning done in [13] in order to understand the parameter restrictions.
The equation of motion for the scalar field can be rewritten as follows
1
2
φ′2 +
1
2
(ω − eA)2 φ2 − 1
2
U(φ) = E − 2
r∫
0
φ′2
r
dr , (28)
where E is an integration constant. This describes the frictional motion of a particle with “coordinate” φ at
“time” r in an effective potential of the form
V (φ) =
1
2
(ω − eA)2 φ2 − 1
2
(
φ2(1 − φ2)2) , (29)
where we have inserted the explicit form of the potential (3). In Fig.2 we show this potential V (φ) together
with the corresponding potential for cases of other scalar field self-interaction potentials U(φ). The potential
(2) arises in the original discussion of Q-balls and boson stars [13, 14], where a potential was used that has
has a single zero at φ ≡ 0. The potential (3) is the exponential potential arising in supersymmetric extensions
of the Standard Model of Particle Physics. While the case (3) is quite different to the cases (1) and (2), the
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qualitative features of (1) and (2) are similar. However, the main difference is that the potential (2) does not
allow for topological soliton solutions since the vacuum manifold is trivial in this case.
The requirements for the existence of Q-balls are that V ′′(φ = 0) < 0 and V (φ) > 0 for some φ 6= 0 [11]. In
our case this leads to the following conditions
(ω − eµ)2 < 1 , ω > 0 . (30)
Note that the latter condition appears only in the limit e = 0. Furthermore, let us mention that the condition
V ′′(0) < 0 is nothing else but stating that the effective mass m2eff = m
2 − (ω − eµ)2 of the scalar particles
forming the Q-ball should be positive, where in our case m2 ≡ 1.
Figure 2: The potential V (φ) used in this paper for ω2 = 0.5 and e ≡ 0 (1). For comparison we also plot the
corresponding V (φ) for the potential used in [14] (2) as well as in [17] (3) for the same value of ω2 and e.
Uncharged Q-balls As stated above, uncharged Q-balls exist only in a limited range of the parameter
ω ∈ [0, 1].
In Fig. 3 we show the value of φ(0) and Ω in dependence on ω. For ω → 1, the scalar field function tends to
the zero function with φ(0)→ 0. The reason for this is that the effective mass meff ≡ Ω =
√
1− ω2 of the scalar
field becomes zero and hence a bound system of scalar particles is no longer possible. This is shown in Fig. 4.
Decreasing ω from one we observe that φ(0) increases and has its maximal value φ(0) ≈ 1.064 at ω ≈ 0.6 and
then decreases again to φ(0) = 1 at ω = 0, where Ω becomes equal to unity (see Fig. 4). Note that for ω = 0
the effective potential V (φ) becomes negative for any φ non-equal to one of the vacua of the potential U(φ).
In this case, the scalar field function behaves as φ(0) = 1 and φ(r > 0) = 0 corresponding to a step function.
Hence, the kinetic energy of this solution diverges. The regime close to this solution is sometimes called the thin
wall limit. This is used referring to the 1-dimensional counterpart. Strictly speaking, in 3 spatial dimensions
the solutions are spherical balls the radius of which tends to zero in the limit ω → 0. Hence, the model in the
limit ω → 0 allows for planar solutions with infinite energy (the domain wall solutions mentioned above), but
not for compact, spherically symmetric solutions.
In both limits, i.e. ω → 0 and ω → 1 the mass of the Q-ball diverges. This is shown in Fig.5, where we
give the mass M as function of φ(0). We observe that the mass is minimal for φ(0) ≈ 0.8. In Fig. 5 we also
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show the mass M and the ratio M/Q as function of φ(0). This latter ratio is interesting in order to compare
the mass of the Q-ball M with the mass of Q individual scalar bosons of mass m2 = 1.
The quantityM/Q−1 is negative only for the solutions corresponding to ω < 0.81 (i.e. φ(0) > 0.98). Hence,
we would only expect the solutions in the thin wall limit to be classically stable against decay into Q individual
bosons with mass m2 ≡ 1.
Charged Q-balls Charged Q-balls with non-polynomial potentials have been studied previously: in [39] for
a non-differentiable sign-Gordon potential and in [38] for a exponential potential arising from gauge-mediated
supersymmetry breaking of the minimal supersymmetric extension of the standard model of particle physics.
e φ(0)min φ(0)max
0.00 0.00 1.000
0.10 0.26 1.000
0.30 0.81 1.014
0.35 0.95 1.029
Table 1: The minimal value φ(0)min as well as the maximal value φ(0)max of the central value of φ(0) for a
given value of e for charged Q-balls, see also Fig.4.
As expected from the reasoning above, the pattern of solutions is quite different for e > 0. In particular,
charged Q-balls do not exist on the full interval ω ∈ [0, 1], but only on a smaller interval ω ∈ [ωm, ωM ] whose
bounds depend on the value of e. This is shown in Fig. 3, where we give the value of Ω as function of ω, as well
as in Fig. 4, where we give the value of Ω as function of φ(0). With increasing e the interval for which charged
Q-balls exist decreases both in ω as well as in φ(0). The reason is that the higher the value of e the stronger is
the electromagnetic repulsion and hence charged Q-balls cannot have arbitrarily large central density. Or stated
differently: charged Q-balls exist only when the scalar field is dense enough to compensate the electrostatic
repulsion of its constituents. At the approach of the values ωm, ωM the quantity Ω tends to zero. Accordingly,
the solutions cease to be exponentially localized. In Table 1, we give the minimal and maximal value of φ(0) for
fixed values of e. The extrapolation of this data suggests that for e & 0.38, where φmin(0) = φmax(0), charged
Q-balls do no longer exist.
We also observe that the stable branch of solutions connected to ωM becomes smaller in extend. Hence, for
0.38 & e > 0.35 charged Q-balls exist, but they are no longer classically stable. This is seen in Fig.5.
The values of e that we discussed above provide a good representation of the pattern of solutions. We
observe that all Q-balls have µ < 0 for all solutions constructed that the chemical potential is always negative
and that the quantity ω − eµ is positive definite.
Let us now compare this to the case of charged Q-balls in an exponential potential arising in the minimal
extension of the Standard Model, which has been discussed in [31]. The first thing to note is that already the
uncharged case, i.e. the case e ≡ 0 is different. While uncharged Q-balls in an exponential potential can have
arbitrarily large central value φ(0), Q-balls in the potential studied in this paper exist only for φ(0) ≤ 1.064.
Moreover, in the interval φ(0) ∈ [1 : 1.064] two solutions with same central value φ(0) exist which, however,
have different values of Ω and hence exponential fall-off of the scalar field function. This is not possible in the
case of an exponential potential.
4.2.3 Non-topological solitons in curved space-time: boson stars
In the following we will use the abbreviation κ = 8πG and restrict ourselves to the comparison between the
cases κ = 0 and κ = 0.2.
Uncharged boson stars We will first discuss the case of uncharged boson stars and investigate the influence
of gravity on the structure of solutions. In Fig. 6(a) we show the frequency ω as function of φ(0) for κ = 0.2 and
– for comparison – also give the corresponding curve for κ = 0. As is apparent from this figure, the inclusion of
gravity now allows for arbitrarily large values of the central value φ(0). We only show the curve up to φ(0) = 3,
10
Figure 3: The values φ(0) (red) and Ω (black) as function of ω for uncharged (dashed) and charged (solid)
Q-balls, respectively. For e = 0.1 we indicate the point at which our numerical analysis becomes unreliable by
a star.
but it continues to φ(0) → ∞. In the limit of large φ(0) the value of the metric function f(r) at the origin,
f(0), tends to zero making the solution singular in this limit. The qualitative behaviour of the mass M and
the Noether charge Q in dependence on either φ(0) (see Fig.6(b)) or ω is very similar to the case with other
potentials studied before:
The gravitational interaction influences substantially the two limits φ(0) ≪ 1 and φ(0) ≫ 1. The limit
φ(0) → 0 corresponds to ω → 1 (irrespectively of κ). In this limit – and this is the main difference to the
κ = 0 case – both M and Q tend monotonically to zero. Decreasing ω (corresponding to increasing φ(0)) the
solutions exist only down to a minimal and finite value of ω. Hence, the ω → 0 limit is not reachable in curved
space-time. Moreover, several branches of the solutions exist and form a spiral typical for boson star solutions.
Charged boson stars Charged boson star solutions in a scalar field model without self-interaction have been
studied in detail in [44], while charged boson stars in a V-shaped potential and exponential scalar potential,
respectively, have been studied in [40] and [31].
In the following, we will present our results for e = 0.3, but we checked that the qualitative features are
similar for other values of e. Our results are given in Fig.7 and Fig.8, where we present the data for gravitating
and charged boson stars (red lines) and compare them to that of charged Q-balls (black lines).
We observe that the charged boson stars exist in the limit φ(0) → 0 and that the mass M , the particle
number Q and the parameter Ω tend to zero in the limit φ(0) → 0. In this limit, the gravitational attraction
manages to compensate the electrostatic repulsion even for boson stars that are composed of a small number
of scalar quanta.
Moreover, contrasting to the uncharged case, charged Q-balls and boson stars cannot be constructed for
large values of the central value φ(0). When this parameter approaches a critical value close to unity, a thin
wall limit is approached and both the mass and the charge diverge. The values Ω and f(0) both approach zero
in this limit.
As expected, the parameter range in which boson stars are stable is larger than in the case of Q-balls and
the binding energy is stronger. This is seen in Fig. 8 where the ratio M/Q is given as function of the particle
number Q. For boson stars, this ratio tends to one in the limit φ(0)→ 0.
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Figure 4: The value Ω =
√
1− (ω − eµ)2 as function of φ(0) for different values of e. For e = 0.1 we indicate
the point at which our numerical analysis becomes unreliable by a star.
Comparison with charged boson stars without self-interaction The construction of charged boson star
in a scalar field model without self-interaction, i.e. only with a mass term for the scalar field was elaborated in
detail recently [44]. Here we want to compare the properties of the charged boson stars in that model with those
studied in this paper. We will choose κ = 0.2 and e = 0.3 in the following to point out the main differences.
Several parameters characterizing the solutions are given in Fig. 9. We observe that for φ(0) → 0 the
features are qualitatively similar. In particular, for φ(0) ≥ 0 the solutions smoothly approach flat space-time
with ω → 1. This result can be easily understood by noticing that, for such solutions, the scalar field remains
confined around the local minimum occuring at φ = 0.
The properties of the solutions of the two models, however, differs significantly for large values of the central
density φ(0). In particular, minimal boson stars are not limited by a thin wall limit when φ(0) becomes large.
The mass and the charge remain finite in this limit while the metric function f(r) at the origin, f(0), slowly
approaches zero. This results is related to an increase of the energy density of matter around the origin.
The presence of the scalar self-interaction also influences the stability of the solutions. With the set of
parameters choosen, the boson star without self-interaction is stable for (essentially) all values of the charge.
By contrast the solutions composed of a self-interacting scalar field become unstable in the thin wall limit,
where mass and charge become large.
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Figure 5: We show the mass of Q-balls as function of φ(0) for different values of e. The subfigure shows the
ratio of mass over Noether charge M/Q as function of φ(0) close to φ(0) = 1. For M/Q < 1 the Q-balls are
classically stable to decay into Q individual scalar bosons with mass m2 ≡ 1, otherwise unstable.
(a) (b)
Figure 6: We show the frequency ω and the value of the metric function f(r) at the origin, f(0) (a) as well as
the charge Q and mass M (b) as function of φ(0) for uncharged boson stars with κ = 0.2. For comparison we
give also the corresponding data for the Q-balls with κ = 0.
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Figure 7: We show the parameter Ω as function of φ(0) for charged boson stars with κ = 0.2 (red) and charged
Q-balls (black) for e = 0.3. The corresponding mass M of the solutions is shown in the subfigure.
Figure 8: We show the ratio of the mass M and the charge Q as function of Q for charged boson stars with
κ = 0.2 (red) and Q-balls (black) for e = 0.3.
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Figure 9: We compare several parameters characterizing the boson stars for κ = 0.2, e = 0.3 for a model with
mass potential U(φ) = m2φ2 = φ2 only (black) and a model with the polynomial potential (3) (red).
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5 Conclusions
In this paper we have studied a scalar field model with a potential that contains three degenerate mimima. In
(1+1) dimensions this model allows for topological solitons and non-topological solitons when the scalar field is
chosen real and complex, respectively. The topological solitons are the analogues of (anti-)kink solutions and
the analytic solutions have been given in [47]. Just like the φ4-kinks these can be trivially extended to (3+1)
dimensions, where they correspond to domain walls. The non-topological solutions existing in this model are
Q-balls with a globally conserved Noether charge. In (1+1) dimensions the solutions can be given explicitly
[12], while in more than one spatial dimension they have to be constructed numerically. One of the aims of this
paper is to present our results on the construction of these Q-ball solutions in (3+1) dimensions. In contrast
to the topological solitons, these non-topological solitons have finite energy. We have also extended our results
to include a minimal coupling to gravity and electromagnetism, respectively. In the former case, the solutions
are also often called boson stars since they represent compact, gravitating objects that are made up of scalar
bosons. In certain cases, our solutions possess a so-called thin wall limit which appears in the limit in which
the scalar field becomes real.
It is interesting to note that in (1+1) dimensions the approximate kink-antikink solution resembles the corre-
sponding Q-ball solution. Both reside in the topologically trivial sector. It is well known that Q-balls typically
possess two branches of solutions when plotting the mass M over the Noether charge Q. The lower energy
branch is connected to the Minkowski vacuum with M = Q = 0 (and as such is linearly stable), while the
second branch is the branch of unstable Q-ball solutions. We conjecture that the kink-antikink solution is,
in fact, the end point of the second branch of unstable Q-ball solutions. Or to state it differently: the two
branches of Q-ball solutions connect the linearly stable Minkowski vacuum to the kink-antikink solutions. Due
to catastrophe theory, which states that the number of instabilities changes only at cusps where two branches
of solutions meet, we can hence also conjecture – not surprisingly – that the kink-antikink solution is linearly
unstable. It is interesting to see whether these features persist for other type of potentials such as the φ8-
potential in which kink solutions have been constructed [50] as well as the exponential potential appearing in
gauge-mediated supersymmetry breaking [51].
Finally, let us mention that the obtained results are interesting in order to understand better the dynamics of
the system. Kink-antikink collisions in integrable models such as the sine-Gordon model reveal the true solitonic
nature of the latter in the sense that no annihilation takes place in the collision and the solitons keep their
initial velocities after the collision. It was already observed some time ago that kink-antikink collisions in non-
integrable models are in contrast inelastic. This has been studied thoroughly in the φ4-model [52, 53, 54, 55, 56]
and it was attributed to the fact that the φ4-model possesses internal modes that can be excited, which the
sine-Gordon model does not possess. Kink-antikink collisions in the φ6 case have been studied recently with
view to this point [57, 58] and it was found that the φ6 model behaves in many aspects similar to the φ4-model.
We would like to emphasize, though, that the φ6-model is different from the φ4-model in the sense that only the
former possesses Q-balls solutions. Hence, it is conceivable that in the collision of φ6 kinks and antikinks (which
should both asymptote to zero) Q-balls get formed. The fact that this is not seen in the papers mentioned
above is likely due to the fact that only linear perturbations about the kink and anti-kink, respectively, have
been taken into account. We conjecture that when allowing for non-linear perturbations, the Q-balls will form.
This is currently under investigation.
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