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Summary
With the fast growth of computational performances, numerical simulations have provi-
ded an essential tool in engineering studies. Classical deterministic models are widely used
and satisfactory for a large range of industrial applications. However, when one is interes-
ted in multiscale phenomena, local speciﬁc quantities, or local behaviors, these models are
either too coarse or require too much information for the identiﬁcation of their parame-
ters. Stochastic methods have therefore been proposed. Furthermore, in many cases, local
defects aﬀect strongly the behavior of a structure in a localized region while the rest of
the structure is only slightly modiﬁed. In these cases, it is neither reasonable nor tractable
to model the structure entirely at a ﬁne scale, and multiscale methods are thus appealing.
Three major families can be distinguished in this domain : those based on homogeniza-
tion techniques, those based on the Partition of Unity Method, and ﬁnally, those based on
the superposition of ﬁelds or models. In this last family, the Arlequin Method proposes a
multi-model method with volume coupling. This method is applied here in the case of a
coupling between a deterministic continuum model and a stochastic one.
We consider a linear elasticity problem with a random ﬂuctuating mechanical para-
meter. The exact solution of this problem is used to evaluate a local quantity of interest
such as the space average over a given subdomain of the mathematical expectation of the
solution or of a given component of its gradient. In practice, this problem is unsolvable. We
propose a surrogate model using the Arlequin method which allows to couple the stochas-
tic model (that describes eﬃciently the area of interest, so-called patch, for an accurate
evaluation of the quantity of interest) with the remaining structure which is modeled as
an homogeneous deterministic model. The coupling method is based on the following key
points : (i) model superposition, (ii) volume coupling of the two models, (iii) distribution
of the energy between the two models in the coupling zone.
To control the quality of the approximate solution obtained with such an approach,
a goal-oriented method is introduced. Using residual-types estimates and adjoint-based
techniques, a strategy for goal-oriented error estimation is presented for this coupling and
contributions of various error sources (modeling, space discretization, and discretization
along the random dimension) are assessed. In the case of a resolution using FEM and
Monte-Carlo technique, the error can be split into a modeling error, a discretization error
and a stochastic error. From information on error sources, an adaptive procedure provides
for an eﬀective coupling that guaranties a given error tolerance.
Finally, the described method is applied to study the inﬁltration of resin inside collagen
network in the dentine.

Résumé
Avec l’évolution rapide des performances numériques, les simulations numériques sont
devenues un outil indispensable dans le domaine de l’ingénierie. Les modèles déterministes,
classiquement utilisés, sont en général suﬃsants pour décrire le comportement moyen d’une
structure dans un grand nombre d’applications industrielles. Cependant, dès que l’on s’in-
téresse à des phénomènes multi-échelles, des quantités d’intérêts locales, ou face à des
comportements locaux particuliers, ces modèles sont trop grossiers et demandent une iden-
tiﬁcation importante et précise des paramètres utilisés. C’est pour répondre à cette pro-
blématique que les méthodes stochastiques ont été proposées. En outre, dans de nombreux
cas, des altérations ou défauts locaux aﬀectent localement le comportement de la structure,
alors que le reste n’est que faiblement impacté. Il n’est alors pas raisonnable d’utiliser une
échelle d’analyse ﬁne sur l’ensemble de la structure étudiée. Les méthodes multi-échelles
donnent alors un cadre pertinent pour résoudre ce genre de problème. Classiquement, ces
méthodes sont regroupés en trois familles : les méthodes basées directement sur des tech-
niques d’homogénéisation, les méthodes basées sur la méthode de Partition de l’Unité et les
méthodes dites de superposition. Dans cette dernière famille, la méthode Arlequin propose
une approche multi-modèles avec un couplage volumique entre les modèles. Cette méthode
est utilisée dans ces travaux pour coupler un modèle déterministe continu avec un modèle
stochastique continu.
Nous étudions un problème d’élasticité linéaire dont le comportement est piloté par un
tenseur stochastique. La solution exacte du problème est utilisée pour évaluer un quantité
d’intérêt locale spéciﬁque comme par exemple la moyenne spatial sur un domaine déﬁni
de l’espérance mathématique de la solution ou d’une composante de son gradient. En
pratique, ce problème n’est pas solvable en un temps raisonnable. Nous proposons donc
d’approcher ce problème en utilisant la méthode Arlequin qui permet de coupler un modèle
ﬁn stochastique (utilisé dans la zone d’inﬂuence de la quantité d’intérêt, appelé patch) avec
le reste de la structure modélisée par un modèle déterministe équivalent. Les points clés de
la méthode sont : (i) la superposition de modèle dans la zone de couplage, (ii) le coupage
volumique des modèles, (iii) la distribution de l’énergie entre les modèles.
Pour contrôler la qualité de l’approximation obtenue par une telle approche, une mé-
thode d’estimation d’erreur de type Goal-Oriented est proposée. En introduisant le résidu
du problème de référence et un problème adjoint, une stratégie d’estimation de l’erreur
pour l’évaluation d’une quantité d’intérêt par la méthode Arlequin est décrite. Nous étu-
dions aussi les contributions des diﬀérentes sources de l’erreur à l’erreur totale (erreur de
modèle, erreur de discrétisation, erreur stochastique) et nous proposons une technique pour
estimer ces diﬀérentes erreurs et piloter un processus d’adaptation aﬁn de contrôler l’erreur
totale commise.
Finalement, la méthode décrite est utilisée pour l’étude de l’inﬁltration de résine mé-
dicale dans le cas du traitement de la carie.

Notations et abréviations
Calcul tensoriel et diﬀérentiel
Les tenseurs d’ordre 1 sont en gras (u), les tenseurs d’ordre 2 et 3 en lettre doublée
( , ,...), les tenseurs d’ordre 4 sont notés avec des lettres capitales en gras (K). Nous
notons :
– : , le produit doublement contracté
– ∇u , le gradient de u
– ∇su , la partie symétrique du gradient de u
– ∇ · u , la divergence de u
Notations algébriques
Les matrices sont en lettres capitales ou entre crochets : A ou [A]. Nous notons, quand
la matrice est déﬁnie :
– MT , la transposée de la matrice M
– M−1 , l’inverse de la matrice M
– M † , la matrice pseudo-inverse (de Moore-Penrose) de la matrice M
Notations topologiques
Soient A et B des ouverts de Rr où r est la dimension de l’espace considéré (r ∈
{1, 2, 3}). Nous notons :
– ∂A , la frontière de A
– A \B , le complémentaire de B dans A
– mes(A) , la mesure d’un domaine A de Rr
Espaces fonctionnels
Soient O un ouvert de Rr (r ∈ 1, 2, 3), et X un espace de Banach. Nous notons :
– ‖.‖X , la norme naturelle sur l’espace X
– (., .)X , le produit scalaire naturel sur l’espace de Hilbert X
– C k(O) , l’espace des fonctions k fois continûment diﬀérentiable sur O
– L 2(O,X) ,
{
u : O → X,u mesurable sur O et ∫O ‖u(x)‖2X dX < ∞}
– L 2(O) ≡ L 2(O,R) : l’espace de Banach des champs dits à énergie ﬁnie (ou de carré
intégrable) sur O, déﬁni par :
L 2(O) =
{
f,
∫
O
f2 dO < ∞
}
de norme naturelle associée ‖f‖L 2(O) =
√∫
O f
2 dO.
– H 1(O) : espace de Sobolev d’ordre 1, l’espace de Banach des fonctions de carré
intégrable et dont le gradient est de carré intégrable sur 0, déﬁni par :
H 1(O) =
{
f,
∫
O
f2 dO < ∞ et
∫
O
(∇f)2 dO < ∞
}
viii
de norme naturelle associée ‖f‖H 1(O) =
√∫
O f
2 dO +
∫
O (∇f)2 dO
Notations sur les grandeurs stochastiques
Soit un espace probabilisé complet (Θ,T , P ) avec Θ un ensemble d’événements, T une
tribu associée à Θ, et P : T → [0, 1] une mesure de probabilité. Nous notons :
– u(x, θ) , un champ stochastique
– E [u(x, θ)] , l’espérance mathématique de u déﬁnie par :
E [u] =
∫
Θ
u(x, θ) dP (u)
– Var(u(x, θ)) ≡ E [(u− E [u])2] , la variance de u
Abréviations
Nous utilisons les abréviations suivantes :
– p.p. : presque partout
– p.s. : presque sûrement
– MEF : Méthode des Éléments Finis
– PUM : Méthode de Partition de l’Unité
– VER : Volume Élémentaire Représentatif
– GFEM : Méthode des Éléments Finis Généralisés
– XFEM : Méthode des Éléments Finis Étendus
– MFEM : Méthode Éléments Finis Multi-Échelles
– HDPM : Méthode de Projection de Dirichlet Hiérarchique
– MEF-Sto : Méthode des Éléments Finis Stochastiques
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Chapitre 1
Introduction
Enjeux de la simulation numérique dans un cadre stochastique
Dans le milieu de l’ingénierie mécanique, la simulation numérique est de plus en plus
présente dans le processus de conception des systèmes et d’autant plus présente que ces
systèmes sont complexes. Elle permet de réduire les coûts associés au développement, en
limitant les essais réels toujours très coûteux (dans le domaine des transports et du génie
civile par exemple, c.f. ﬁgure 2.2). En outre, les essais réels sont rarement réalisés dans
l’environnement de fonctionnement du système étudié, mais dans une représentation de
cet environnement. La simulation numérique permet de pallier cette limitation en modé-
lisant virtuellement ces systèmes et en simulant numériquement leur comportement. Des
modèles mathématiques complexes sont développés pour représenter ces comportements
dans des environnements de fonctionnement. Ces modèles sont approchés et calculés nu-
mériquement. Cependant, les résultats obtenus sont issus de modèles dégradés approchant
la réalité physique des systèmes étudiés. Il est alors primordial de quantiﬁer la qualité de
la solution en contrôlant la qualité des modèles approchés utilisés.
Figure 1.1 – Exemple de structures à plusieurs échelles d’analyse.
Par exemple, l’utilisation d’essais numériques pour la simulation du comportement
de matériaux composites est particulièrement importante et délicate. Ces matériaux pré-
sentent en eﬀet une structuration microscopique complexe : artiﬁcielle (béton, composite
aéronautique, céramique..) ou naturelle (bois, sol, milieux granulaires, os, peau, dent...).
L’étude de ces matériaux pour leur tenue mécanique repose généralement sur des critères
dimensionnants souvent locaux. Ces quantités locales d’intérêt doivent être évaluées cor-
rectement, forçant une représentation à une échelle très ﬁne du comportement local des
systèmes. Les problématiques majeures liées à ce contexte concernent :
– Les diﬀérentes échelles en jeu : Les propriétés matériaux peuvent exhiber deux va-
riations types à des échelles diﬀérentes. Les variations rapides ne peuvent pas être
négligées car elles inﬂuent fortement le comportement local, mais aussi le comporte-
ment à des distances plus grandes suivant le problème étudié.
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– Nature statistique de la connaissance des propriétés locales : Une connaissance ﬁne
des propriétés matériaux est nécessaire mais très rarement disponible. Il est en ef-
fet impossible de qualiﬁer et quantiﬁer expérimentalement à une échelle ﬁne l’en-
semble des composants de la structure. En pratique, nous n’avons accès qu’à un faible
nombre de caractéristiques statistiques sur les propriétés (module d’Young moyen,
taille moyenne d’hétérogénéités, distribution spatiale des hétérogénéités...). Dès lors,
la description de la microstructure peut être modélisée par un champ statistique
vériﬁant ces caractéristiques statistiques.
– Incertitudes sur le système : Les autres sources d’incertitudes sont nombreuses lors
de la simulation d’une structure. Nous pouvons notamment prendre en compte l’aléa
sur le chargement (naturel : vent, séisme ou systémique : encastrement, application
d’eﬀort...), l’aléa sur les liaisons avec d’autres solides ou encore l’aléa sur la géométrie
de la structure.
Dès lors, des méthodes de simulation utilisant une description statistique de la géométrie
et du comportement doivent être envisagées. Or, pour garantir une résolution avec une
précision correcte en un temps raisonnable (quelques jours dans le domaine automobile
par exemple), il n’est pas raisonnable de décrire entièrement ces systèmes complexes aux
ﬁnes échelles. On fait plutôt appel à des méthodes de résolution multi-échelles qui se sont
particulièrement développées durant les deux dernières dizaines d’années.
Par ailleurs, quels que soient les modèles qu’elle utilise, la simulation numérique reste
une représentation de la réalité. Elle fait appel à des modèles approchés et à une résolution
approximative de ces modèles, introduisant une erreur dans la réponse. L’ingénieur cherche
à quantiﬁer, évaluer et représenter l’état mécanique du système étudié, lorsque celui-ci est
soumis à des sollicitations parfois complexes. Plus précisément, dans le cadre du processus
de conception d’un système, l’ingénieur s’intéresse à des quantités d’intérêt en vue du
dimensionnement des structures. De ce fait, il devient nécessaire de pouvoir estimer la
qualité de la solution approchée pour aboutir à ce dimensionnement en ayant recours aux
méthodes d’estimation et de contrôle de l’erreur. La diﬃculté de ces méthodes d’estimation
d’erreur est liée au fait que la solution exacte du problème n’est pas connue a priori. Nous ne
savons même pas si un problème de référence (dans le sens où il reproduirait exactement le
comportement réel) existe vraiment. Mais, depuis les années 70, des méthodes d’estimation
d’erreur permettent de garantir une qualité globale de la solution obtenue. Plus récemment,
des méthodes plus avancées permettent de contrôler l’erreur commise sur des quantités
d’intérêt spéciﬁques, utilisées comme critères de dimensionnement.
Ainsi, l’analyse pertinente et eﬃcace des systèmes mécaniques complexes requiert une
conjugaison d’approches multi-échelles et de méthodes intégrant les aléas sur les diﬀérents
paramètres de ces systèmes. Ces travaux de doctorat s’inscrivent dans une contribution à
cette conjugaison. Nous proposons une méthode permettant d’approcher un problème sto-
chastique par un problème couplant un modèle stochastique, utilisé dans une zone englobant
celle d’intérêt, avec un modèle déterministe équivalent sur le restant de la structure. Aﬁn
de contrôler l’approximation proposée, nous mettons en place des outils d’estimation d’er-
reur. Nous déﬁnissons l’erreur de modèle, l’erreur de discrétisation et l’erreur stochastique
et nous proposons une méthodologie pour l’estimation de ces diﬀérentes sources d’erreur.
3Figure 1.2 – Structure hétérogène ﬁssurée type en traction. Une description ﬁne est néces-
saire autour de la ﬁssure pour évaluer des grandeurs caractéristiques dans la zone d’intérêt
Zint.
Cadre du travail
Plus précisément, nous nous intéressons dans ce manuscrit à l’étude d’une structure
hétérogène comme celle représentée sur la ﬁgure 1.2. Pour cette structure modèle, nous éva-
luons une quantité d’intérêt spéciﬁque localisée dans une zone d’intérêt Zint (typiquement
une quantité locale proche d’un fond de ﬁssure, dérivant du déplacement). Cette quantité
peut être par exemple une contrainte équivalente moyenne, un déplacement maximal ou
encore une énergie locale. Nous cherchons de plus à garantir la qualité de l’estimation de
cette quantité en utilisant des outils d’estimation d’erreur dédiés.
De par la nature hétérogène du matériau, nous nous plaçons dans le cas où le dé-
placement solution peut dépendre fortement des ﬂuctuations des propriétés du matériau
constituant la structure considérée. Il présente des variations lentes et des variations rapides
qui sont liées. Dès lors, dans la zone d’intérêt et proche de la ﬁssure, il est nécessaire de
garder tout le spectre de ﬂuctuations des propriétés pour obtenir une approximation perti-
nente du déplacement. En dehors de la zone d’intérêt, nous supposons qu’une description
"moyennée" du milieu est suﬃsante pour rendre compte de l’eﬀet du reste de la structure
sur la quantité cherchée. Aﬁn de limiter le coût lié au calcul ou à une paramétrisation
complexe, des méthodes spéciﬁques d’approximation doivent être utilisées. Les méthodes
dites multi-échelles donnent un éventail d’outils permettant un traitement eﬃcace de ce
genre de problème.
Nous utilisons dans ce document le cadre de modélisation Arlequin, introduit par Ben
Dhia [Ben Dhia, 1998, Ben Dhia, 1999] adapté au cas d’un couplage d’un modèle déter-
ministe avec un modèle stochastique, initié dans [Cottereau et al., 2010]. La structure est
modélisée par un modèle déterministe équivalent, appelé substrat sur lequel nous super-
posons, dans une zone d’intérêt, un modèle stochastique (appelé patch), englobant la zone
d’intérêt Zint, permettant ainsi une description ﬁne du comportement local. Ce modèle
permet, moyennant des adaptations éventuelles, l’évaluation de la quantité d’intérêt re-
cherchée.
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Nous cherchons ainsi à contrôler la qualité de la solution obtenue par la méthode Arle-
quin. Nous proposons une technique d’estimation d’erreur du type Goal-Oriented aﬁn de
maîtriser l’erreur commise sur l’évaluation de la quantité d’intérêt. L’erreur totale est alors
estimée grâce à la solution du modèle Arlequin, la solution d’un problème dit adjoint et
d’une approximation du résidu associé au problème de référence. La construction du mo-
dèle Arlequin, utilisé pour la résolution, à partir du mono-modèle de référence, se fait par
étapes. Chaque étape introduit une erreur contribuant à l’erreur totale. Nous distinguons
l’erreur de modèle, liée à l’utilisation d’un modèle couplé, l’erreur de discrétisation, liée à
la discrétisation spatiale de la structure et l’erreur stochastique, liée au traitement de la
dimension aléatoire. Chacune de ces étapes est conduite par les paramètres de la méthode
Arlequin. Nous proposons alors une stratégie pour séparer les diﬀérentes sources de l’erreur
et identiﬁer les erreurs dominantes. Les paramètres correspondant sont ensuite raﬃnés aﬁn
d’atteindre une précision donnée.
Composition du document
Le manuscrit est composé de la présente introduction et de quatre chapitres (numérotés
de 2 à 5).
– Le chapitre 2 donne un état de l’art non exhaustif sur les méthodes multi-échelles
et sur les méthodes d’estimation d’erreur. Le chapitre a deux objectifs. Le premier
est de positionner la méthode Arlequin au sein des autres méthodes de couplage
multi-échelles, particulièrement parmi les rares méthodes stochastiques associées. Le
second objectif est de balayer les outils d’estimation d’erreur globale et d’erreur sur
l’évaluation d’une quantité d’intérêt.
– Le chapitre 3 regroupe et développe les outils liés à l’utilisation de la méthode Arle-
quin dans le cas du couplage déterministe-stochastique. Nous y traitons entre autre
la formulation du problème continu couplé, la discrétisation du problème et les parti-
cularités liées à la dimension stochastique. En ﬁn de chapitre, des premiers exemples
permettent d’illustrer la méthode développée en dehors du cadre d’estimation d’er-
reur présentée dans la suite.
– Le chapitre 4 est consacré à la mise en place d’estimateurs d’erreurs de type Goal-
Oriented. Nous proposons une technique d’estimation d’erreur totale en utilisant un
modèle adjoint associé à la quantité d’intérêt. Une série de premiers exemples mono-
dimensionnels permet d’illustrer la technique d’estimation d’erreur décrite. Dans la
seconde partie du chapitre, une technique de séparation des sources d’erreur est mise
en place. Elle permet de déﬁnir les erreurs de modèle, de discrétisation et stochastique.
En outre, elle permet d’identiﬁer les sources dominantes de l’erreur. Cette technique
est utilisée dans le cadre d’adaptation de modèles 1D et 2D.
– Enﬁn, le chapitre 5 reprend l’ensemble de la démarche pour une étude d’un matériau
naturel qu’est la dentine dans le cadre de dentisterie restauratrice. Lors du traitement
d’une carie, en remplacement du traditionnel plombage, le chirurgien applique une
résine composite dont l’adhésion avec le reste de la dent se fait par micro-inﬁltration.
Nous étudions alors cette adhésion en modélisant le problème d’inﬁltration par un
écoulement monophasique dans un milieu poreux dont les caractéristiques (perméa-
bilité et viscosité) sont modélisées par des champs stochastiques.
Les contributions importantes de ce doctorat concernent trois points principaux :
51. l’extension du couplage de modèles dans le cadre Arlequin au cas d’un couplage entre
un modèle déterministe et un modèle stochastique,
2. le contrôle de ce couplage en séparant les diﬀérentes sources de l’erreur (de modèle,
de discrétisation et stochastique) et en estimant ces erreurs à l’aide d’un problème
adjoint approché,
3. l’illustration numérique de notre démarche dans des cas modèles, mais représentatifs.

Chapitre 2
Méthodes Multi-Échelles et
Estimation d’Erreur
Ces travaux de doctorat agrègent trois aspects numériques à savoir l’aspect multi-
échelles, celui stochastique et enﬁn celui d’estimation et contrôle de l’erreur.
Ce chapitre est dédié à des éléments non exhaustifs de bibliographie autour de ces
aspects. Nous dressons tout d’abord un état de l’art des travaux portant sur les méthodes
multi-échelles, ainsi que des extensions aux problèmes stochastiques. Les méthodes multi-
échelles permettent de prendre en compte l’échelle ﬁne sans avoir à eﬀectuer directement
le calcul à un niveau d’analyse ﬁn sur l’ensemble de la structure.
Dans un deuxième temps, nous balayons une partie des outils dédiés à l’estimation
et le contrôle de l’erreur. Pour l’étude d’un problème complexe, des approximations sont
utilisées. Le degré d’approximation doit être évalué aﬁn de contrôler la précision de la
solution obtenue. Nous nous intéressons plus particulièrement aux méthodes d’estimation
d’erreur de discrétisation, dans le contexte de la Méthode des Éléments Finis, puis des
erreurs dites de modèle. Les erreurs induites par l’approximation de la géométrie ou par
l’approximation du chargement ou des conditions aux limites ne sont pas considérées.
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2.1 Préambule
Figure 2.1 – Schématisation du problème type étudié.
Dans ce chapitre, les notations concernent le problème générique décrit par la ﬁgure 2.1.
Il s’agit d’une structure mécanique qui occupe un domaine Ω de Rr, à frontière régulière
∂Ω décomposée en une frontière de Dirichlet ΓD et de Neumann ΓN , avec ΓD ∪ ΓN = ∂Ω,
ΓD ∩ ΓN = ∅ et mes(ΓD) > 0. La structure est soumise à un chargement volumique
f ∈ (L 2(Ω))r, à un déplacement imposé uD ∈ (L 2(ΓD))r sur ΓD ainsi qu’à un chargement
surfacique g ∈ (L 2(ΓN ))r sur ΓN . En considérant un espace probabilisé complet (Θ,T , P )
avec Θ un ensemble d’événements, T une tribu associée à Θ, et P : T → [0, 1] une mesure
de probabilité, nous supposons que le comportement du matériau constituant la structure
est décrit par un tenseur K(., θ), déﬁni sur Ω et que la structure modèle considérée est
régie par le problème suivant :
Trouver u tel que :
∇ · (K(x, θ)∇su(x, θ)) + f(x) = 0,
presque partout (p.p.) et presque surement (p.s.)
où ∇su désigne la partie symétrique du tenseur ∇u (ou encore la déformation linéarisée) :
∇su = 1
2
(∇u+∇Tu)
Le champ u recherché vériﬁe les conditions aux limites suivantes :
{
u = uD, p.p. sur ΓD et p.s.
K∇sun = g p.p. sur ΓN et p.s.
où n désigne le vecteur unitaire normal à l’interface ΓN , extérieur à Ω. Le tenseur de
contrainte associé, est relié à la déformation par :
= K∇su
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En déﬁnissant les espaces fonctionnels des déplacements admissibles
W = {v ∈ (L 2(Θ,H 1(Ω)))r|v = uD p.p. sur ΓD et p.s.}
et admissibles à zéro
W0 = {v ∈ (L 2(Θ,H 1(Ω)))r|v = 0 p.p. sur ΓD et p.s.} (2.1)
la formulation faible en déplacement associée à ce problème s’écrit :
Trouver u ∈ W tel que :
A(u,v) = L(v), ∀v ∈ W0 (2.2)
où les travaux des eﬀorts extérieurs et intérieurs sont respectivement donnés par :
A(u,v) = E
[∫
Ω
K(x, θ)∇su(x, θ) : ∇sv(x, θ) dΩ
]
(2.3)
et
L(v) = E
[∫
Ω
f(x) · v(x, θ) dΩ
]
+
∫
ΓN
g(x) · v(x, θ) dΓ (2.4)
L’opérateur de comportement K(., θ) est un tenseur linéaire d’ordre 4 à coeﬃcients
stochastiques. On suppose que Kijkl ∈ L 2(Θ,C 0(Ω)). On suppose aussi que cet opérateur
K vériﬁe des conditions de symétries :
Kijkl = Kjikl = Kijlk = Kklij, ∀1 ≤ i, j, k, l ≤ 3
et la condition de coercivité qui suit :
{
∀u ∈ W , ∇su : K∇su ≥ 0, p.s.
∇su : K∇su = 0 ⇒ ∇su = 0, p.s.
Les conditions de symétries réduisent le nombre de composantes indépendantes dans K à
21 (en 3D). A l’image de [Babuška et al., 2004], nous supposons que K(x, θ) vériﬁe qu’il
existe Kmin,Kmax ∈]0,+∞[, tels que :
0 < Kmin : ≤ : K ≤ Kmax : < +∞, p.p. et p.s.
pour tout tenseur symétrique d’ordre 2 non nul.
En plus de l’usage d’une méthode de type Éléments Finis, la résolution des pro-
blèmes stochastiques comme celui-ci fait appel à des techniques particulières (c.f.
e.g. [Gardiner, 1983, Lin, 1967, Ghanem et Spanos, 2003]) : méthodes spectrales, mé-
thode de collocation, méthode de perturbations, développement de Neumann, tech-
nique de Monte Carlo [Hammersley et Handscomb, 1975], décomposition spectrale généra-
lisée [Nouy, 2009]... Bien que les problèmes Arlequin (auxquels nous aboutirons par usage
du cadre de modélisation Arlequin pour coupler un modèle stochastique et un modèle dé-
terministe) peuvent être résolus en utilisant toutes ces méthodes, nous ne donnerons dans
la suite, que des indications sur la résolution de ces problèmes par la méthode spectrale et
la méthode de Monte Carlo. Nous nous contenterons d’utiliser la méthode de Monte Carlo
dans les applications numériques de ces travaux de doctorat.
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Figure 2.2 – Modélisation multi-échelles du problème.
En revanche, comme énoncé dans l’introduction, nous chercherons à évaluer eﬃcace-
ment une quantité d’intérêt locale située dans une zone critique Ωf (voir ﬁgure 2.2).
Nous proposons, dans une première partie de ce chapitre, une revue non exhaustive
d’approches multi-échelles, d’abord dans un cas déterministe puis, lorsque que cela se pose,
dans un cas stochastique. Ces méthodes permettent d’approcher les ﬂuctuations lentes ug
dans Ωg et rapides uf dans Ωf de la solution. Nous balayerons des méthodes d’homogé-
néisation, d’enrichissements locaux d’espaces d’approximation, de sous-domaines et enﬁn
de superposition et partition de modèles.
Dans une deuxième partie de ce chapitre, nous nous intéressons aux outils de contrôle
de la qualité d’une solution approchée. Le but est de décrire un éventail des méthodes
d’estimation utilisées. Nous décrivons tout d’abord les outils liés à l’estimation d’une erreur
dite globale qui donnent une idée sur la qualité de la solution globale. Nous distinguons
l’estimation d’erreur globale a priori, qui permet d’avoir une idée du taux de convergence
de la solution, de l’estimation d’erreur globale dite a posteriori, qui permet d’obtenir une
estimation de l’erreur en utilisant directement la solution approchée. Enﬁn, nous nous
intéressons au contrôle de la qualité de la solution lorsque nous cherchons à évaluer une
quantité d’intérêt spéciﬁque. Nous détaillons les méthodes dites Goal-Oriented, basées sur
l’utilisation d’un problème adjoint. Une attention particulière est portée à la notion d’erreur
de modèle. En eﬀet, la méthode Arlequin utilisée dans ces travaux nécessite un paramétrage
pertinent pour l’évaluation de quantités d’intérêt spéciﬁque.
2.2 État de l’art sur les méthodes multi-échelles
2.2.1 Méthodes basées sur l’homogénéisation
Introduites par Eshelby [Eshelby, 1957] et Hashin [Hashin, 1962], les méthodes d’ho-
mogénéisation sont utilisées pour obtenir un modèle macroscopique dans lequel les détails
de la structure ne sont pas directement modélisés, mais obtenus préalablement à partir
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d’une description microscopique de la structure. Le couplage entre l’échelle ﬁne (micro-
scopique) et l’échelle supérieure (macroscopique) n’est que faiblement pris en compte. Le
problème n’est pas résolu sur les deux échelles en même temps. Les quantités locales (mi-
croscopiques) sont calculées par équilibre d’une cellule V , appelée Volume Élémentaire
Représentatif (VER), soumise à un chargement spéciﬁque et dans laquelle les caractéris-
tiques microscopiques de la structure sont modélisées. Ce VER permet l’obtention d’un
comportement macroscopique après homogénéisation spatiale.
Cette méthode est d’autant plus pertinente que le VER est bien déﬁni. Cependant, cette
déﬁnition n’est pas toujours simple. En eﬀet, elle doit respecter les contraintes suivantes :
– le VER doit être suﬃsamment grand pour représenter statistiquement les hétérogé-
néités locales,
– le VER doit être suﬃsamment petit pour négliger les petites variations autour de la
solution moyenne et pour considérer le modèle macroscopique comme homogène.
La deuxième contrainte est particulièrement délicate à respecter dans des zones où le gra-
dient du déplacement présente des ﬂuctuations rapides comme c’est le cas proche de bords
libres de la structure, ou proche de singularités comme des ﬁssures, coin...
En pratique, si l’on considère une structure hétérogène (représentée par la ﬁgure 2.3)
dans laquelle la description du matériau est connue et où :
– la taille caractéristique des hétérogénéités est notée d,
– la taille caractéristique de la structure étudiée est notée L,
– la taille du VER est notée l.
Alors, les conditions précédentes peuvent s’écrire :
d  l  L
Dans le cas de la dentine par exemple [Bar-On et Daniel Wagner, 2012] (exemple que nous
étudierons au chapitre 5), la taille moyenne des hétérogénéités (d), constituées par des ﬁbres
de collagène est de l’ordre du nanomètre, la taille du VER (l) est de l’ordre du micromètre
(fortement dépendant de la quantité d’intérêt étudiée) pour une structure macro (zone de
dent cariée) dont la taille est de l’ordre du millimètre (L).
Approche asymptotique
Dans le cas particulier d’un milieu périodique, une approche légèrement diﬀérente peut
être utilisée. On suppose que le milieu est obtenu par répétition du VER. La théorie se base
sur une décomposition asymptotique de la solution à l’ordre 1 permettant la déﬁnition de
deux problèmes, l’un déﬁni à l’échelle macroscopique, et l’autre à l’échelle microscopique
sur une maille par exemple.
D’abord proposée par Sanchez-Palencia [Sanchez-Palencia, 1974] et Bensous-
san [Bensoussan et al., 1978], l’idée est d’introduire un double système de variables. La
variable x, déﬁnie sur l’ensemble de la structure, caractérise les variations lentes du champ
macroscopique, tandis que la variable y = x/γ, indépendante de x, relative à la périodicité
du champ, permet la représentation des oscillations rapides, avec γ représentant le ratio
d’échelles entre la taille du VER et la taille du domaine considéré.
En considérant le ratio γ suﬃsamment petit, l’approche consiste à développer asympto-
tiquement le champ de déplacement par rapport à ce ratio. En tout point M de la structure,
le déplacement u(M) est cherché comme une fonction des variables x et y :
u(x,y) = u0(x,y) + γ u1(x,y) + o(γ)
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Figure 2.3 – Milieu hétérogène et VER.
Cette approche est d’autant plus pertinente que le ratio γ est petit, autrement dit, que les
échelles sont bien séparées. Les équations d’équilibre sont alors écrites en fonction de cette
expression et les diﬀérentes puissances de γ sont identiﬁées. Tronqués au première ordre,
les problèmes macroscopique et microscopique correspondent aux diﬀérents termes lié aux
puissances de γ (0 et 1, respectivement).
La résolution de ces problèmes permet la construction du champ macroscopique ug ≡
u0 et du champ microscopique uf ≡ γ u1. En élasticité linéaire, à l’ordre 0, nous pouvons
montrer que ug ne dépend que de la variable macroscopique x [Sanchez-Palencia, 1980].
Le problème à l’ordre 1 est déﬁni sur le VER à x ﬁxé et à déformation εg = ε(ug(x))
imposée et uniforme. Cela revient alors à chercher une solution périodique microscopique
pour chacune des déformations macroscopiques.
uf peut ainsi se réécrire :
uf (x,y) = c(y) : ε(ug)(x)
où c(y) est une fonction apériodique déterminée à partir de la résolution du problème local
déﬁni sur le VER avec des conditions aux limites périodiques [Sanchez-Palencia, 1980].
Les hypothèses de forte séparation d’échelles et de périodicité sont importantes. En
particulier, l’approche asymptotique ne peut être rigoureusement valable que dans des
domaines non-bornés. Proche des bords de la structure et des singularités, elle n’est donc
plus valable telle quelle. Le problème d’homogénéisation doit être réécrit, en tenant compte
des bords. Dans le cadre de notre travail, l’étude de structure microscopique aléatoire est
plus délicate car la structure ne peut plus être considérée comme périodique au sens strict.
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Homogénéisation des milieux aléatoires
Dans le cadre stochastique, des approches d’homogénéisation sont aussi possibles. En
déterministe, le VER doit contenir tous les types d’hétérogénéités présentes dans la struc-
ture. La déﬁnition du VER doit cependant être repensée comme un Volume Élémen-
taire Statistiquement Représentatif [Jeulin et Ostoja-Starzewski, 2002, Kanit et al., 2003,
Jeulin, 2005]. La taille du VER dépend de la variabilité aléatoire seuil que l’on s’autorise
pour considérer le milieu comme homogène. Le comportement homogénéisé est alors ob-
tenu en moyennant spatialement le champ de contrainte, de déformation ou l’énergie dans
un grand VER et en utilisant un grand nombre de réalisations du milieu (la moyenne se
fait en espace mais aussi suivant la dimension stochastique). Cependant, le comportement
peut aussi être évalué en utilisant un grand VER et un faible nombre de réalisations, ou en
utilisant une taille de VER plus faible et un plus grand nombre de réalisations. Il est alors
possible de déterminer a posteriori le nombre minimal de réalisations nécessaire pour un
volume donné de VER pour l’estimation du comportement homogénéisé avec une certaine
précision. La réponse moyenne de la structure pouvant par la suite être évaluée en utilisant
ce comportement.
L’approche asymptotique pour l’homogénéisation de milieux périodiques a été aussi
étendu au cas de milieu aléatoire. En utilisant les deux échelles x et y = x/γ, le problème
étudié est vu comme une petite perturbation aléatoire (représentée par la fonction φ) d’un
problème déterministe scalaire périodique [Blanc et al., 2007, Costaouec et al., 2010] :
−∇ · (K (φ−1 (y, θ))∇u(x, θ)) = f, p.p. dans Ω et p.s. (2.5)
avec u = 0 p.p. sur ∂Ω et p.s., où K est une matrice périodique et où, presque surement,
φ est un diﬀéomorphisme donné de Rr dans Rr, dont le gradient vériﬁe des hypothèses de
stationnarité : ∀z ∈ Zr , ∇φ(y + z, θ) = ∇φ(y, τzθ), où τz est une action ergodique du
groupe (Zr,+) sur Θ qui préserve la mesure de probabilité P . Une interprétation possible
de (2.5) est que φ transforme une structure de référence périodique, en une structure
aléatoire stationnaire. Il est alors possible de montrer qu’un problème homogénéisé peut
être formulé, avec une matrice homogénéisé K∗ qui peut être évaluée. En considérant φ
comme une perturbation de l’identité, et procédant à la même séparation d’échelles que
précédemment lorsque γ est très petit, nous pouvons écrire φ(x, θ) = x+ γψ(x, θ) + o(γ)
et u(x, θ) = u0(x, θ) + γu1(x, θ) + o(γ). La matrice homogénéisée K∗ est alors approchée
par :
K∗ = K0 + γK1 + o(γ)
où K0 et K1 sont estimées à partir des solutions de deux problèmes correcteurs périodiques
et déterministes.
Éléments Finis multi-niveaux basés ou homogénéisation numérique
La méthode FE2 a été introduite par Feyel [Feyel, 1999, Feyel et Chaboche, 2000] pour
simuler le comportement mécanique de composites considérés comme des milieux pério-
diques. Le comportement complexe non-linéaire de ce genre de structure inﬂuence fortement
la réponse macroscopique du matériau. Dès lors la distribution des contraintes doit être
connue localement de manière ﬁne. Les non-linéarités présentes induisent une relation de
comportement locale qui évolue en fonction de l’histoire du chargement. Le comportement
du VER utilisé dans l’homogénéisation doit alors systématiquement être mis à jour lors des
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itérations du calcul. Confrontés à ce problème, les auteurs cités ci-dessus ont développé une
technique permettant d’eﬀectuer, en plus des calculs à l’échelle macroscopique, des calculs
locaux sur des cellules chargées par la déformation macroscopique et qui fournissent un
comportement macroscopique équivalent.
Figure 2.4 – Diagramme schématique de la méthode FE2.
L’idée principale est d’associer à chaque point d’intégration utilisé pour le calcul des
travaux internes macroscopiques, une cellule Ωif permettant d’obtenir le comportement
local. Le but est de relier la contrainte macroscopique à la déformation macroscopique
correspondante. En chaque point d’intégration, le champ de déplacement déﬁni sur la
cellule est cherché sous la forme :
u(x) = ug(x) + uf (x) = Ex+ uf (x) (2.6)
où E est le tenseur de déformation macroscopique. Le champ de contrainte s’écrit comme :
(x) = + f (x)
où désigne la contrainte moyenne sur la cellule : = 〈 (x)〉Ωif . La résolution globale se
fait alors de manière itérative, dont chaque itération comprend une étape macroscopique
et une étape locale.
1. Étude macroscopique : Résolution du problème discrétisé global linéarisé, par
exemple : Kgδug = fg.
2. Étude macroscopique : Construction d’un incrément δE du tenseur de déformation
macroscopique obtenu à partir de l’incrément du déplacement δug et poursuite par
des sous-étapes (voir ﬁgure 2.4) :
i Localisation : Les conditions aux limites à appliquer sur Ωif sont construites à
partir de la condition de périodicité et de l’équation (2.6).
ii Équilibre local : L’équilibre du problème non-linéaire local est résolu sur la cellule,
et un opérateur tangent est construit à l’aide d’une méthode de perturbations.
iii Homogénéisation : Un incrément δ de la contrainte globale est estimé grâce à :
= 〈 f (x)〉Ωif et le comportement tangent est construit avec les estimations
précédentes.
Les matrices de rigidités élémentaires sont alors construites par intégration numérique
de la contrainte globale et du comportement tangent.
Nous remarquons qu’un problème microscopique est déﬁni pour chaque point d’intégration,
ce qui rend le processus couteux. Cependant, ces calculs étant indépendant les uns des
autres, cette étape est facilement parallélisable. La FE2 permet surtout de traiter des
problèmes périodiques (avec découplage d’échelles), fortement non-linéaires.
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Bilan sur l’utilisation des techniques d’homogénéisation
Les méthodes d’homogénéisation sont intéressantes et utilisées dans des codes de calcul
tel que Zebulon. La plus grande limitation de ces méthodes est qu’elles s’appliquent à des
milieux périodiques, inﬁnis. Des problèmes spéciﬁques peuvent apparaître lorsqu’elles sont
utilisées pour des milieux bornés dont les conditions aux limites sont diﬀérentes de celles
utilisées pour l’équilibre du VER. C’est particulièrement le cas proche des bords libres et
des singularités où le fort gradient du déplacement empêche la déﬁnition correcte du VER
ou l’utilisation de l’approche asymptotique (valable pour des milieux non bornés).
La méthode FE2 est une approche pertinente dans le cas complexe de comportement
non-linéaire, dans lequel l’homogénéisation doit être "mise à jour" à chaque itération. Ceci
se fait à coûts conséquents. Par ailleurs, bien que cette méthode puisse répondre en partie
à la problématique posée dans cette thèse, en localisant l’enrichissement, la construction
du comportement macroscopique équivalent à partir de problèmes locaux stochastiques n’a
pas été étudiée au sein de cette méthode et ne semble pas immédiat.
Observons également que dans le cas d’un milieu stochastique, la séparation des échelles
peut ne pas être claire, notamment lorsque les longueurs de variations caractéristiques
du champ stochastique ne sont pas très petites. De même, de par la nature aléatoire, la
déﬁnition d’un VER périodique n’est pas aisée. Mais observons aussi que, dans les travaux
présentés dans ce manuscrit, les techniques d’homogénéisation sont utilisées pour construire
un modèle équivalent déterministe utilisé loin de la zone d’intérêt.
2.2.2 Méthodes d’enrichissement
Dans le contexte de la mécanique continue et les problèmes multi-échelles, une ap-
proche relativement récente cherche à ajouter de la ﬂexibilité à la MEF en permettant
la résolution de certains problèmes multi-échelles sur une grille grossière. L’interpolation
polynomiale classique utilisée dans la MEF ne permet pas une résolution simple et rapide
de phénomènes localisés pour lesquels on souhaite représenter, par exemple, les variations
rapides et localisées des gradients de la solution sur une grille grossière. L’idée est d’enrichir
localement l’espace d’interpolation avec des fonctions spéciﬁques. Ainsi, on écrit le champ
u cherché sous la forme :
u = ug + uf (2.7)
où le champ grossier ug décrit les variations lentes de u et où uf est l’enrichissement (ﬁn
et localisé). La variété des méthodes de la littérature que nous allons décrire brièvement,
dépend de la manière avec laquelle l’enrichissement uf est construit.
2.2.2.1 Méthodes de Partition de l’Unité (PUM)
Initialement proposée par Babuška et Melenk [Babuška et al., 1994,
Babuška et Melenk, 1997, Melenk et Babuška, 1996], la Méthode de Partition de l’Unité
généralise la MEF en rajoutant aux fonctions de base EF des modes locaux {ψ(i)j }1≤i≤Ng1≤j≤Nf ,
pondérés par des fonctions localisées φi formant une partition de l’unité du domaine
(typiquement les fonctions de bases EF, à supports inclus dans la zone locale d’intérêt) :
∑
i
φi = 1
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Le champ des déplacements est écrit sous la forme :
uh(x) =
Ng∑
i=1
uiφi(x) +
Ng∑
i=1
Nf∑
j=1
aijψ
(i)
j (x)φi(x)
où ui et aij sont les coeﬃcients inconnus à déterminer, et où ψ
(i)
j (x) et φi(x) sont les
fonctions spéciﬁques considérées et les fonctions de formes classiques de la MEF, respecti-
vement (voir ﬁgure 2.5). Cette écriture permet de localiser l’enrichissement tout en assurant
la continuité C 0 globale de la solution uh. Cela permet notamment d’utiliser n’importe
quelle fonction analytique, sans diﬃculté liée à la déﬁnition d’un chargement local, comme
dans les méthodes MFEM, HDPM, ou S-Méthode décrites brièvement dans la suite, par
exemple.
Figure 2.5 – Principes des méthodes de Partition de
l’Unité (d’après [Strouboulis et al., 2000]).
Dans le contexte des PUM, la Méthode des Éléments Finis Généralisés (GFEM), dé-
veloppée par Strouboulis [Strouboulis et al., 2001], propose d’introduire une information
locale sur la solution en prenant comme fonctions spéciales ψ(i)j des solutions analytiques
connues (près des coins et des arêtes [Duarte et al., 2000]), des solutions de problèmes
locaux types (de type Helmholtz [Strouboulis et al., 2008]) ou d’autres enrichissements
spéciﬁques (modélisation de jonctions triples entre cristaux dans [Aragón et al., 2010]).
La Méthode des Éléments Finis Étendus (XFEM), introduite par Belytschko et ses
collaborateurs [Moës et al., 1999, Belytschko et Black, 1999, Belytschko et al., 2001], uti-
lise aussi le contexte de Partition de l’Unité pour modéliser des discontinuités (des dé-
placements des lèvres de ﬁssure ou des gradients pour des problèmes d’interfaces) sans
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remaillage. L’interface de discontinuité est modélisée en utilisant des techniques de level-
sets. Elles consistent à représenter une surface Γ par le zéro d’une fonction déﬁnie dans un
espace à une dimension de plus que Γ, comme par exemple l’interpolation éléments ﬁnis
de la distance signée ψΓ à cette surface :
ψΓ =
{
d(x,Γ) si x est dans la région extérieure de Γ
−d(x,Γ) autrement
où d(x,Γ) est la distance entre le point x et la surface Γ.
Les bases de la XFEM et de la GFEM sont les mêmes. La diﬀérence principale réside
dans le champ d’application des méthodes, qui demande des techniques spéciﬁques à cha-
cune d’elle (discontinuités de contraintes ou de déplacement pour la XFEM, plus général
pour la GFEM).
Observons qu’une extension au cadre stochastique de la XFEM est proposée
dans [Nouy et al., 2008, Nouy et Clément, 2010]. Baptisée X-SFEM, cette méthode uti-
lise les bases de la XFEM pour décrire et calculer l’équilibre de structure dont la géométrie
ou une interface matérielle est aléatoire. La représentation de la surface aléatoire Γ(θ) se
fait en utilisant des level-sets ψ(x, θ) aléatoires :
Γ(θ) = {x ∈ Rr |ψ(x, θ) = 0}
Observons également que les méthodes basées sur la Partition de l’Unité supposent
que l’on dispose d’une information précise locale sur la solution pour enrichir de manière
pertinente.
Les méthodes décrites dans la suite proposent des enrichissements de la solution ma-
croscopique diﬀérents de ceux des PUM. L’idée reste le rajout d’un enrichissement ﬁn et
localisé dans les zones critiques à un champ macroscopique (grossier). Nous allons décrire
trois de ces méthodes dans le cadre déterministe et une extension de l’une d’entre elles au
cadre stochastique.
2.2.2.2 Méthode Variationnelle Multi-Échelles
Proposée par Hughes [Hughes, 1995], la Méthode Variationnelle Multi-Échelles suppose
que le niveau ﬁn de la solution (uf ) peut être approché par des solutions analytiques de
problèmes locaux.
Appliqué au problème de Poisson sur une structure occupant un domaine borné Ω et
soumise à des conditions aux limites de type Dirichlet, le niveau grossier correspond à une
solution ug déﬁnie sur une grille éléments ﬁnis grossière, alors que la partie ﬁne est obtenue
par la formule analytique suivante :
uf (x) = −
∫
Ω
g(x,y) r(ug)(y)dy
où r(ug) représente le déplacement résiduel de ug (distance par rapport à l’équilibre),
et où g(x,y) est la fonction de Green pour l’opérateur de Laplace dans un domaine in-
ﬁni [Hughes, 1995, Hughes et al., 1998].
Le point clé de la méthode est l’approximation de la solution du problème microscopique
(la fonction de Green). Dans le cadre des éléments ﬁnis, les auteurs proposent d’approcher
numériquement la fonction de Green, en utilisant des fonctions bulles. Ces fonctions, qui
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sont nulles sur le bord de l’élément grossier, permettent un enrichissement local sur chaque
élément macroscopique.
Une autre approche consiste à résoudre des problèmes locaux sur un ensemble de grilles
ﬁnes incluses dans la grille grossière utilisée pour l’évaluation de ug, en annulant la contri-
bution ﬁne sur les bords du maillage grossier par des conditions de Dirichlet. Cette idée a
notamment été développée dans la Méthode des Éléments Finis Multi-Échelles (MFEM)
proposée par Hou [Hou et Wu, 1997].
2.2.2.3 Méthode de Projection de Dirichlet Hiérarchique (HDPM)
Figure 2.6 – Schéma de principe de la Méthode de Projection de Dirichlet Hiérarchique.
Développée par Odent et Zohdi [Zohdi et al., 1996, Oden et Zohdi, 1997] pour des mi-
lieux composites, la méthode de Projection de Dirichlet Hiérarchique (Hierarchical Dirichlet
Projection Method) consiste à enrichir un modèle numérique homogénéisé grossier déﬁni
dans Ωg par des modèles numériques composites localisés, dans des zones Ωif (1 ≤ i ≤ Nf )
déterminées pas des estimations a posteriori de l’erreur. Une condition aux limites de type
Dirichlet est utilisée aux bords des zones Ωif , compatible avec le maillage grossier (c.f.
ﬁgure 2.6). Ainsi, le champ de déplacement résultant est écrit sous la forme :
u = ug +
Nf∑
i=1
ΠΩif→Ω(u
i
f − ug)
où ΠΩif→Ω représente une fonction de prolongement à zéro de champ de Ω
i
f à Ω.
Cette méthode se rapproche des méthodes itératives dans lesquelles la réduction de
l’erreur consiste en un raﬃnement de l’espace d’approximation dans les zones où la solution
n’est pas assez précise. La précision de la solution ﬁnale est conduite par la pertinence de
l’estimateur d’erreur utilisé. Observons toutefois qu’un changement du maillage grossier
nécessite une ré-initialisation du processus d’enrichissement.
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2.2.2.4 S-Méthode
Dans la S-méthode proposée par Fish [Fish, 1992], un maillage ﬁn d’une zone Ωf , indé-
pendant du maillage grossier de Ωg, est localement superposé à ce dernier pour modéliser
plus ﬁnement un phénomène local (c.f. ﬁgure 2.7). La continuité des déplacements est as-
surée par une utilisation de condition de Dirichlet homogène sur le bord Γgf pour le champ
d’enrichissement uhf :
uhf = 0 sur Γgf \ (Γgf ∩ Γu) (2.8)
Figure 2.7 – Superposition de maillages dans la S-Méthode.
Ainsi, la solution globale est déﬁnie à partir des champs discrets solutions :
u =
{
uHg sur Ωg \Ωf
uHg + u
h
f sur Ωf
Dans cette approche, le couplage entre les deux échelles apparait dans le problème
discret. En eﬀet, uHg et uhf sont (pour un problème linéaire) solution de :
[
Kg Kgf
KTgf Kf
] [
uHg
uhf
]
=
[
f
0
]
Les matrices de rigidités Kg et Kf sont évaluées classiquement en utilisant les maillages
global et local, respectivement. La matrice de couplage Kgf est évaluée par des techniques
d’intégration appropriée.
Observons que (c.f. [Ben Dhia et Rateau, 2005]), cette méthode peut souﬀrir d’un pro-
blème de redondance au niveau de la zone de superposition et conduire à des matrices
globales non inversibles. Mais notons que, contrairement aux méthodes précédentes, l’enri-
chissement proposé par la S-méthode est indépendant du maillage grossier : la compatibilité
des maillages grossiers et ﬁns n’est pas nécessaire ; ce qui est un avantage pratique certain.
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2.2.2.5 Méthode des Éléments Finis Multi-Échelles Stochastique
Observons que l’approche de Hughes et al a été étendue dans le cas de problèmes
stochastiques [Xu, 2007, Jiang et al., 2010]. L’idée est alors de résoudre localement et de
manière indépendante des problèmes stochastiques pour ensuite introduire la variabilité de
la réponse à travers les fonctions de formes grossières et ainsi résoudre le problème global
homogénéisé sur une grille grossière. Pour préciser, considérons le problème proposé dans
le préambule (2.2) avec uD = 0.
Nous considérons une grille éléments ﬁnis grossière. L’idée est d’exprimer le déplacement
uE élémentaire sur un élément E, uniquement à partir des inconnues nodales grossières ug,Ei
(avec i ∈ [1...NE ], avec NE le nombre de nœuds de l’éléments E) :
uE =
NE∑
i=1
φEi (x, θ)u
g,E
i (θ)
L’aléa microscopique est représenté que par les fonctions de formes utilisées. En notant uEg
et uEf les déplacements approchés grossiers et ﬁns sur cet élément E, on a :
uEg =
NE∑
i=1
φg,Ei (x)u
g,E
i (θ)
uEf =
NE∑
i=1
φf,Ei (x, θ)u
g,E
i (θ)
avec φEi (x, θ) = φ
g,E
i (x) +φ
f,E
i (x, θ), où φ
g,E
i sont les fonctions de formes éléments ﬁnis
classique déﬁnies sur la grille grossière. Il suﬃt alors d’approcher les fonctions φEi sur
chaque élément de la grille grossière et en utilisant un grille ﬁne pour résoudre :
∇ · (K(x, θ)∇sφEi (x, θ)) = 0, sur chaque élément E
Si la taille des éléments sur la grille ﬁne est suﬃsamment petite, autrement dit si les
fonctions de formes grossières φg,Ei peuvent être considérées constantes par élément ﬁn,
alors le problème ne s’écrit plus qu’en fonction de φf,Ei :
∇ ·
(
K(x, θ)∇sφf,Ei (x, θ)
)
= 0, sur chaque élément E
En spéciﬁant des conditions aux limites sur ∂Ei comme les conditions de Dirichlet
φEi (xj , θ) = δij p.s. (voir [Hou et Wu, 1997, Xu, 2007]), les problèmes locaux (de plus
petites tailles et indépendants) peuvent être résolus avec des méthodes classiques de réso-
lution de problème stochastique. Les fonctions de formes φf,Ei sont ensuite construites et
utilisées pour la résolution du modèle global (toujours aléatoire). L’information de l’échelle
ﬁne est alors directement représentée par les fonctions aléatoires φfi .
Cette méthode permet ainsi la prise en compte de la ﬂuctuation locale des proprié-
tés dans un calcul déﬁni sur une grille grossière. Les conditions aux limites posées sur
les problèmes locaux ne proviennent pas du modèle macroscopique voisin, et peuvent être
diﬀérentes suivant les problèmes étudiés (des conditions périodiques sont ainsi appliquées
dans [Jiang et al., 2010]). De plus, l’enrichissement proposé est fortement lié au maillage
grossier. Ainsi, si un défaut, comme une ﬁssure, coupe plusieurs éléments grossiers, l’enri-
chissement doit se faire sur l’ensemble des éléments concernés. De plus, si le défaut évolue,
il faut recalculer les fonctions de formes φf,Ei .
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2.2.2.6 Bilan sur les méthodes d’enrichissement
Les méthodes décrites proposent un enrichissement local et ﬁn uf de la solution ma-
croscopique ug. Les diﬀérentes techniques d’évaluation du champ ﬁn uf sont à l’origine
des diﬀérentes méthodes.
Les PUM introduisent l’enrichissement en rajoutant aux fonctions EF classique des
modes pondérés par des fonctions formant une partition de l’unité du domaine. La Méthode
Variationnelle de Hughes utilise des expressions analytiques ou numériques des solutions
de problèmes locaux (par l’utilisation de l’opérateur de Green). La HDPM permet de lo-
caliser les zones dans lesquels un raﬃnement est nécessaire en utilisant une estimation a
posteriori de l’erreur. Le couplage entre les deux échelles est réalisé par itération : les pro-
blèmes locaux sont chargés par le déplacement ug, et le champ global est ensuite corrigé
avec l’enrichissement obtenu. La S-Méthode localise l’enrichissement en superposant un
maillage ﬁn indépendant du maillage grossier. Les champs ﬁn et grossier coexistent alors
dans cette zone et le problème couplé est résolu en une seul fois en prenant en compte les
deux échelles d’analyse. Toutefois, en plus du risque de redondance, si un modèle stochas-
tique est utilisé dans Ωf , les conditions de raccord (2.8) contraignent fortement la solution
stochastique localement. Enﬁn, une extension au cadre stochastique de l’approche de Hu-
ghes a été brièvement décrite. Dans cette méthode, l’aléa microscopique est présent dans
les fonctions de formes utilisées. Cependant, comme pour l’approche proposée par Hughes,
l’enrichissement proposé est fortement dépendant du maillage grossier.
Les méthodes suivantes permettent une superposition de modèle avec un couplage ef-
fectué, non plus sur une interface, mais dans un volume.
2.2.3 Méthodes de type sous-domaines
Les méthodes de décomposition de domaine ont été introduites pour le calcul de larges
structures pour lesquelles une description ﬁne est nécessaire partout, et donc menant à
un nombre très important d’inconnues. Elles permettent le découpage du problème en
sous-problèmes couplés mais plus petits dont une partie de la résolution peut se faire de
manière parallélisée [Ladevèze et Dureisseix, 1999, Cai, 2003, Gosselet et Rey, 2006]. Une
des méthodes de décomposition de domaine la plus connue et la plus utilisée est la méthode
FETI [Farhat et Roux, 1991].
Une méthode de décomposition de domaine a notamment été utilisée récem-
ment [Chevreuil et al., 2012] pour la résolution de problème tel que celui que nous consi-
dérons dans ce manuscrit. Un mono-modèle stochastique est sous-structuré par deux sous-
modèles (voir ﬁgure 2.8) : un déterministe homogénéisé (dans Ωg), l’autre stochastique
(dans Ωf ), appelé patch, contenant les incertitudes localisées. Ωg est alors le complémen-
taire de Ωf . Comme dans les méthodes de sous-structuration classique, le couplage entre
les deux modèles se fait via une interface Γ par un multiplicateur de Lagrange λ. Le travail
des eﬀorts liés s’écrit :
c(λ,ug − uf ) = E
[∫
Γ
λ (ug − uf )
]
Observons que lorsque l’interface Γ évolue, le maillage des sous-structures doit être re-
construit. De plus, le couplage des champs sur une surface pose des diﬃcultés, notamment
pour le couplage de deux modèles très diﬀérents comme ici. Pour un problème 1D par
exemple, le couplage se fait sur un point et des caractéristiques propres à l’aléa comme
la longueur de corrélation n’intervient alors pas dans le couplage. Dans la section qui
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Figure 2.8 – Décomposition en deux sous-domaines (Ωd = Ω \Ωf ).
suit, nous décrivons sommairement le cadre de modélisation Arlequin qui nous semble ré-
pondre à diﬀérentes interrogations soulevées pour les approches rappelées ci-dessus. Ce
cadre sera détaillé dans la section 2.3. Observons que l’une des caractéristiques de ce
cadre est qu’il permet, non seulement la transmission surfacique standard comme rappelé
dans [Ben Dhia, 2006, Ben Dhia, 2008], mais également et surtout un couplage en volume
rendu possible par la superposition des modèles.
2.2.4 Méthode de superposition avec couplage volumique : la méthode
Arlequin
Introduite par Ben Dhia [Ben Dhia, 1998, Ben Dhia, 1999], la méthode Arlequin pro-
pose une technique pour superposer, sur un problème global macroscopique, une analyse
plus ﬁne dans une zone d’intérêt. La méthode est basée sur trois points clés :
• une superposition de plusieurs modèles sur une zone commune,
• une distribution des énergies entre les diﬀérents modèles superposés,
• un couplage liant faiblement les états mécaniques, en particulier, la méthode Arlequin
propose la possibilité d’un couplage via un volume.
Des fonctions de pondération sont utilisées pour distribuer l’énergie totale. Le couplage
des deux modèles se fait sous forme faible dans une zone déﬁnie. La méthode Arlequin donne
un cadre pertinent pour traiter des problèmes multi-échelles mais aussi multi-physiques en
permettant l’introduction avec beaucoup de ﬂexibilité de plusieurs altérations locales dans
un modèle numérique pré-existant.
Schématiquement l’approche consiste à superposer un patch Ωf à un domaine global
Ωg (avec, par exemple, Ωf ⊂ Ωg ). Le patch est ensuite partitionné en une zone dite libre
Ωcf et une zone de couplage Ωc, avec Ωf ∩ Ωc = ∅. Pour distribuer l’énergie mécanique
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entre les deux modèles, les coeﬃcients de pondération sont déﬁnis comme suit :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
αg, αf ≥ 0 dans Ωi i ∈ {g, f}
αg, αf ≥ α0 > 0 dans Ωcf
αg + αf = 1 dans Ωg
αg = 1 dans Ωg \ Ωf
αg, αf constant dans Ωcf
(2.9)
Figure 2.9 – Type d’opération de modélisation : substitution à gauche, jonction à droite.
Un opérateur de couplage permet de lier les deux états mécaniques dans la zone de
couplage sous forme faible. Dans le cas d’un couplage de volume énergétique, il s’écrit :
C(μ,ug − uf ) =
∫
Ωc
μ(ug − uf ) + κ∇sμ : ∇s(ug − uf ) dΩ, ∀μ ∈ M
où κ est une constante et où M est l’espace dit médiateur (c.f. e.g. [Ben Dhia, 2008] pour
plus de détails). Il s’agit d’une méthode multi-modèles qui peut être utilisée aussi bien
pour aﬃner le modèle localement en superposant un patch, que pour coupler deux modèles
totalement distincts, via un volume de couplage (voir ﬁgure 2.9).
Ainsi, par exemple, dans le cas particulier d’un couplage d’un modèle
continu avec un modèle moléculaire, Belytschko [Belytschko et Xiao, 2003] et
Xiao [Xiao et Belytschko, 2004] ont utilisé le cadre Arlequin et nommé l’approche
résultante la Bridging Domain Method (BDM). De manière tout-à-fait similaire à la
méthode Arlequin, l’énergie est distribuée entre les modèles. Celle du modèle continu
(noté avec l’indice g) et celle du modèle moléculaire (noté avec l’indice f) sont pondérées
par des coeﬃcients βg et βf respectivement, tels que :
βg =
⎧⎨
⎩
0 dans Ωg
α dans Ωc
1 dans Ωg \Ωc
et
βf =
⎧⎨
⎩
0 dans Ωf
1− α dans Ωc
1 dans Ωf \ Ωc
où α est un scalaire. Les déplacements des modèles sont contraints dans une zone Ωc, et
pour chaque atome i, par :
gi = ‖u(Xi)− di‖2 = 0 (2.10)
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où Xi désigne la position de l’atome i. Cette contrainte est aussi prise en compte, comme
dans le cas Arlequin, par une méthode de multiplicateur de Lagrange augmentée par pé-
nalisation.
Le Lagrangien augmenté s’écrit alors (en statique ici) :
W = W int −W ext + λTg + 1
2
pgTg
où W int et W ext sont les travaux des forces intérieures et extérieures, respectivement λ est
le vecteur des multiplicateurs de Lagrange pour la condition (2.10) et p est un paramètre
de pénalisation. Le problème mécanique est obtenu en écrivant la stationnarité de W .
2.3 Précisions sur la méthode Arlequin
Avant d’étendre la méthode Arlequin au couplage d’un modèle déterministe avec un
modèle stochastique, une description plus détaillée de la méthode, dans le cas d’un couplage
déterministe-déterministe, est rappelée ici. Ceci permettra de mieux dégager les probléma-
tiques et les outils de la méthode.
Cette méthode a déjà été utilisée eﬃcacement pour de nombreuses études
(plaque percée ou entaillée [Ben Dhia et Rateau, 2005, Ben Dhia, 2008], couplage
coque-3D [Ben Dhia et Rateau, 2005, Rateau, 2003], poutre-2D [Ben Dhia, 1998,
Ben Dhia, 1999], propagation de ﬁssures [Ben Dhia et Jamond, 2010], instabilités
géométriques [Hu et al., 2011], problème de contact [Ben Dhia et Zammali, 2004,
Ben Dhia et Torkhani, 2011] couplage continu-particulaire en détermi-
niste [Bauman et al., 2008, Prudhomme et al., 2008, Ben Dhia et al., 2011] et dans le do-
maine stochastique [Chamoin et al., 2008, Cottereau et al., 2010, Cottereau et al., 2011]).
Pour la clarté, nous nous intéressons dans la suite à l’application de la méthode Arlequin
dans le cas particulier du problème mécanique continu linéaire déterministe, déﬁni dans le
préambule (2.2).
2.3.1 Formulation Arlequin déterministe mixte
La méthode Arlequin permet de modéliser précisément le défaut local, en gardant un
modèle grossier loin de celui-ci. L’idée est donc de superposer un patch Ωf avec défaut, à
un domaine sain Ωg sans défaut. La zone de superposition est partitionnée en une zone libre
Ωcf et une zone de couplage Ωc, ici de mesure non nulle, avec Ωcf ∩ Ωc = ∅. La méthode
Arlequin permet alors un couplage et une communication entre ces deux modèles à travers
la résolution d’un problème mixte [Ben Dhia, 1998, Ben Dhia, 1999].
En déﬁnissant les espaces fonctionnels, Vg = {v ∈ (H 1(Ωg))r, v = 0 sur ΓD}, Vf =
(H 1(Ωf ))
r et Vc = (H 1(Ωc))r, le problème Arlequin se formule :
Trouver (ug,uf ,λ) dans Vg × Vf × Vc tel que :⎧⎨
⎩
ag(ug,vg) + C(λ,vg) = g(vg), ∀vg ∈ Vg
af (uf ,vf )− C(λ,vf ) = f (vf ), ∀vf ∈ Vf
C(μ,ug − uf ) = 0, ∀μ ∈ Vc
(2.11)
où les formes bilinéaires ag : Vg × Vg → R, af : Vf × Vf → R, et les fonctions linéaires
g : Vg → R et f : Vf → R sont respectivement déﬁnies par :
ag(u,v) =
∫
Ωg
αg(x)Kg ∇su(x) : ∇sv(x) dΩg
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Figure 2.10 – Exemple de conﬁguration pour le problème couplé dans le contexte Arlequin.
af (u,v) =
∫
Ωf
αf (x)Kf (x)∇su(x) : ∇sv(x) dΩf
g(v) =
∫
Ωg
βg(x)f(x) · v(x) dΩ +
∫
ΓN
βg(x)g(x) · v(x) dΓ
et
f (v) =
∫
Ωf
βf (x)f(x) · v(x) dΩ
L’opérateur C : Vc×Vc → R assurant le couplage de deux champs sous forme faible peut
être choisi comme le produit scalaire naturel de H 1(Ωc) :
C(u,v) =
∫
Ωc
(u · v + κ∇su : ∇sv) dΩ,
où κ est une constante assurant l’homogénéité des grandeurs. D’autres choix d’opérateur
peuvent être faits (voir par exemple [Ben Dhia, 2008]).
Nous rappelons que les fonctions de pondération (αg, αf ) (et (βg, βf )) sont choisies en
respectant : ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
αg, αf ≥ 0 dans Ωi, i ∈ {g, f}
αg + αf = 1 dans Ωg
αg = 1 dans Ωg \ Ωf
αg, αf constant dans Ωcf
∃α0 > 0 ; αi ≥ α0, dans Ωcf , i ∈ {g, f}
(2.12)
Ces hypothèses, concernant les fonctions (αg, αf ) et (βg, βf ), sont nécessaires à la stabilité
de la formulation Arlequin (c.f. [Rateau, 2003, Ben Dhia, 2008]). Sous sa formulation
continue, nous pouvons vériﬁer que le choix des αi (et βi)) dans la zone de couplage
(fonction constante, linaire ou quadratique (voir ﬁgure 2.11)) n’inﬂue pas sur les solutions
ug et uf .
2.3.2 Stabilité des formulations continues et discrètes
Sous des conditions classiques de régularité des domaines Ωg, Ωf , Ωc, sous les hypothèses
sur le patch et la zone de couplage, sous les hypothèses (2.12) sur les fonctions de pondéra-
tion, et ﬁnalement sous les conditions classiques sur les formes bilinéaires ag, af (continuité,
26 Chapitre 2. Méthodes Multi-Échelles et Estimation d’Erreur
     

	

Figure 2.11 – Exemples de fonctions de pondérations possible pour un problème mono-
dimensionnel (fonctions constantes, linéaire ou cubique dans la zone de couplage).
coercivité), sur la forme linéaire g (continuité) et sur les paramètres matériaux Kg et Kf ,
le problème Arlequin déﬁni par (2.11) admet un unique triplet solution (ug,uf ,λ) dans
Vg × Vf × Vc (voir [Ben Dhia et Rateau, 2001, Rateau, 2003, Ben Dhia, 2008] pour la
démonstration).
En utilisant une discrétisation spatiale classique du problème, par la méthode des Élé-
ments Finis par exemple, nous notons Vhg , Vhf et Vhc les espaces d’approximation EF
respectif de Vg, Vf et Vc. Nous supposons de plus les hypothèses suivantes vériﬁées :
Vhc ⊂ Vhg|Ωc ou Vhc ⊂ Vhf |Ωc (2.13)
où Vhi|Ωc = {v|Ωc , v ∈ Vhi , i ∈ {g, f}}. Sous les conditions (2.13), et sous les conditions pré-
cédentes de stabilité du problème mixte continu, le problème Arlequin discrétisé est un pro-
blème bien posé, et nous pouvons montrer que l’erreur vériﬁe [Ben Dhia et Rateau, 2001,
Rateau, 2003, Ben Dhia, 2008] :
∃C > 0 ,
‖u− uh‖Vh + ‖λ− λh‖Vhc ≤ C{ infv∈Vh ‖u− v‖Vh + infμ∈Vhc
‖λ− μ‖Vhc }
avec V = Vg × Vf et Vh = Vhg × Vhf .
2.3.3 Consistance du problème Arlequin
La consistance est la notion, en déterministe, suivant laquelle lorsque l’on choisit le
même modèle pour le patch Ωf , pour le substrat Ωg ≡ Ω que pour le mono-modèle initial,
nous retrouvons les résultats de cohérence suivants. La consistance a été démontrée lors
de précédents travaux de Ben Dhia [Ben Dhia, 2008]. Sous les hypothèses (2.12), et en
supposant que les fonctions de pondérations sont constantes dans la zone libre Ωcf , la
solution du problème Arlequin déﬁni par (2.11), vériﬁe :
uarl = u0 dans Ω
où u0 est l’unique solution du problème mono-modèle, et où uarl est déﬁni comme :
uarl =
{
ug dans Ωg \ Ωf
αgug + αfuf dans Ωf
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2.3.4 Bilan sur la méthode Arlequin
La méthode Arlequin rappelée ici oﬀre un cadre de modélisation permettant de repous-
ser les frontières de la méthode des éléments ﬁnis classique. De plus, comme les nombreux
travaux associés le montrent, elle permet de considérer le couplage eﬃcace entre deux
modèles très diﬀérents.
Dans la suite des travaux présentés dans ce manuscrit, nous proposons l’extension de
cette méthode au cas d’un couplage entre un modèle déterministe et un modèle stochas-
tique. L’utilisation de cette technique permettra notamment d’évaluer une grandeur d’inté-
rêt, localisée dans le patch, sans avoir à modéliser entièrement la structure par un modèle
stochastique. Cependant, l’approximation faite devra être contrôlée. La section suivante
fait un état des lieux non exhaustif des outils développés pour évaluer l’erreur introduite
par l’usage d’un modèle grossier approché plutôt qu’un modèle ﬁn de référence.
2.4 État de l’art sur les méthodes d’estimation d’erreur
2.4.1 Rappel du contexte d’étude
Les outils d’estimation d’erreur donnés dans cette section concerneront le problème mé-
canique déterministe général suivant. Nous considérons une structure occupant un domaine
Ω de Rr, à frontière régulière ∂Ω décomposée en une frontière de Dirichlet ΓD et de Neu-
mann ΓN , avec ΓD ∪ ΓN = ∂Ω, ΓD ∩ ΓN = ∅ et ΓD = ∅. Elle est soumise à un chargement
volumique f ∈ (L 2(Ω))r, à un déplacement imposé uD ∈ (L 2(ΓD))r sur ΓD ainsi qu’à
un chargement surfacique g ∈ (L 2(ΓN ))r sur ΓN . En déﬁnissant l’espace fonctionnel :
= { ∈ Mr(R) | ij ∈ L 2(Ω) , 1 ≤ i, j ≤ r}
où Mr(R) est l’espace des matrices carrées réelles de taille r. Le problème consiste à trouver
le couple de solutions (u, ) vériﬁant :
– les équations cinématiques
u ∈ (H 1(Ω))r, u = uD sur ΓD, (u) = ∇su (2.14)
– les équations d’équilibre (ou statiques)
∈ ,
∫
Ω
: (v) dΩ =
∫
Ω
f · v dΩ+
∫
ΓN
g · v dΓ, ∀v ∈ V0 (2.15)
où V0 = {v ∈ (H 1(Ω))r|v = 0 sur ΓD},
– la relation de comportement
= K (u), dans Ω (2.16)
où K est le tenseur des rigidités vériﬁant les hypothèses classiques de symétrie et de
coercivité (c.f. e.g. [Duvaut et Lions, 1972]).
Ce problème admet un unique couple solution noté (uex, ex).
La formulation sous forme faible en déplacement du problème s’écrit :
Trouver u ∈ V , avec V = {v ∈ (H 1(Ω))r|v = uD sur ΓD} tel que :
a(u,v) = (v), ∀v ∈ V0 (2.17)
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où la forme bilinéaire (travail des eﬀorts internes) a : V × V0 → R et la forme linéaire
(travail des eﬀorts externes)  : V0 → R sont respectivement déﬁnies par :
a(u,v) =
∫
Ω
K (u) : (v) dΩ
et
(v) =
∫
Ω
f · v dΩ+
∫
ΓN
g · v dΓ
En pratique, la solution uex n’est cherchée que sous forme approchée. La MEF peut, par
exemple, être utilisée pour obtenir une approximation de la solution notée uh contenue dans
un espace d’approximation notée Vh. Nous pouvons aussi reconstruire une approximation
de ex, notée h, à partir de uh en utilisant l’équation (2.16).
Supposons que nous souhaitons contrôler la qualité d’approximation de la solution en
estimant l’erreur déﬁnie par :
eu = uex − uh, dans Ω
En l’injectant dans l’équation (2.15), nous obtenons l’équation dite du résidu :
∫
Ω
K (eu) : (v) dΩ =
∫
Ω
f · v dΩ+
∫
ΓN
g · v dΓ−
∫
Ω
K (uh) : (v) dΩ, ∀v ∈ V0
(2.18)
qui peut être ré-écrite de manière plus simple sous la forme :
a(eu,v) = R(uh,v), ∀v ∈ V0
où R désigne le résidu par rapport au problème (2.17) avec R(u,v) = (v)−a(u,v). Nous
pouvons remarquer que cette équation est aussi déﬁnie sur le problème de référence. En
déﬁnissant les produits scalaires (sur (H 1(Ω))r et respectivement) suivants :
(•, •)K,Ω =
∫
Ω
K ε(•) : ε(•) dΩ
(•, •)K−1 ,Ω =
∫
Ω
K−1 • : • dΩ
nous cherchons à évaluer des mesures de eu comme par exemple la mesure en norme
énergétique déﬁnie par :
‖eu‖K,Ω = ‖uex − uh‖K,Ω = ‖ ex − h‖K−1,Ω
où ‖ • ‖2K,Ω = (•, •)K,Ω et ‖ • ‖2K−1,Ω = (•, •)K−1 ,Ω.
Cependant, les ingénieurs s’intéressent davantage à des quantités spéciﬁques et locales
liées au dimensionnement d’une structure telles que la contrainte moyenne dans une zone
ou un déplacement maximal. Dès lors, la solution approchée doit bien représenter cette
quantité locale, notée q(.). L’erreur induite pour l’approximation de cette quantité d’intérêt
est dite erreur locale. Elle est déﬁnie par :
η = q(uex)− q(uh)
Dans la suite, des techniques classiques de la littérature d’estimation de ces erreurs sont
rappelées brièvement.
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2.4.2 Estimation d’erreur globale
2.4.2.1 Erreur a priori
Historiquement, l’erreur a priori fut la première à être étudiée. Développés depuis
les années 70 [Azziz et Babuška, 1972, Ciarlet, 1978], les travaux sur l’estimation d’erreur
a priori globale ont principalement été menés dans le cadre des équations linéaires aux
dérivées partielles et en utilisant les Éléments Finis. Cette erreur a été qualiﬁée d’erreur
a priori car elle s’exprime en fonction de la solution exacte. Une borne supérieure de la
norme ‖eu‖K,Ω est donnée par :
‖eu‖K,Ω ≤ Chq
avec :
h : une taille caractéristique du maillage utilisé pour la discrétisation,
q : un coeﬃcient positif relatif à la régularité de la solution exacte,
C : une constante, indépendante de h et q mais dépendante du type des éléments, de
la géométrie, etc.
Par exemple dans le cas d’une solution régulière, q est égal au degré maximal de l’in-
terpolation éléments ﬁnis choisie. Sinon, q = min(p, α) où α est l’ordre de la singularité
(α = 12 dans le cas d’une ﬁssure par exemple).
Cette méthode dite a priori fournit une information sur le taux de convergence mais
elle ne donne qu’une indication grossière sur l’erreur. De plus, dans le cas de matériaux
hétérogènes ou aléatoires, la mise en place de cette estimation n’est pas directe et conduit
à de nombreuses complications.
2.4.2.2 Erreur a posteriori
Aﬁn d’améliorer la qualité d’estimation de l’erreur globale, des méthodes utilisant direc-
tement la solution approchée (uh, h) furent développées. Ce sont les méthodes a posteriori.
Elles sont utilisées en post-traitement d’un calcul pour en vériﬁer la qualité. Nous distin-
guons trois familles de méthodes d’estimation d’erreur a posteriori : celles basées sur le
défaut d’équilibre, celles basées sur le défaut de régularité et enﬁn celles basées sur l’erreur
en relation de comportement.
Méthode basée sur le défaut d’équilibre
Introduite par Babuška [Babuška et Rheinboldt, 1978b], cette méthode dite de l’équi-
libre résiduel est basée sur le fait que l’équation (2.15) est respectée de façon faible uni-
quement au sens des éléments ﬁnis par h. En intégrant par partie l’équation (2.18) sur
chaque élément, nous pouvons écrire :
∫
Ω
Kε(eu) : ε(v) dΩ =
∑
E
∫
E
rE · v dE −
∑
Γ
∫
Γ
tΓ · v dΓ, ∀v ∈ V0 (2.19)
= R(uh,v), ∀v ∈ V0 (2.20)
où E et Γ désignent respectivement l’ensemble des éléments et l’ensemble des faces (ou
arrêtes en 2D) du maillage utilisé. Les termes de chargement rE et tΓ sont déﬁnis par :
rE = (∇ · h + f)|E
30 Chapitre 2. Méthodes Multi-Échelles et Estimation d’Erreur
tΓ =
{
h|E1nE1 + h|E2nE2 ( si Γ est entre deux éléments E1 et E2)
h|EnE − g sinon
(2.21)
Dans (2.21), nE désigne le vecteur normal sortant de Γ.
Observons que :
R(uh,v) = 0, ∀v ∈ Vh0 (2.22)
où Vh0 est l’espace vectoriel associé à l’espace d’approximation Vh.
Méthode explicite
Une première classe d’indicateur dit explicite est déﬁni en utilisant di-
rectement l’équation (2.20) ("Global Explicit Residual Based Error Estima-
tor" [Babuška et Rheinboldt, 1978b]). En introduisant les normes L 2 naturelles de
V :
‖ • ‖2E =
∫
E
• · •dE et ‖ • ‖2Γ =
∫
Γ
• · •dΓ
on peut montrer qu’une estimation de l’erreur peut être donnée par :
‖eu‖K,Ω ≤ ρ = C
[∑
E
h2E‖rE‖2E +
∑
Γ
lΓ‖tΓ‖2Γ
] 1
2
où hE et lΓ sont respectivement des mesures de E et Γ, et où C est une constante po-
sitive, indépendante de h, évaluée numériquement et/ou analytiquement en résolvant des
problèmes annexes. L’estimation ρ peut être décomposée en une somme de contributions
par élément : ρ =
∑
E ρE. La constante C constitue le point clé de cette approche de
par sa dépendance au problème de référence, à la forme des éléments et aux fonctions
d’interpolation.
Remarque 1 Plus de détails sur cet estimateur peuvent être trouvés dans la littérature.
Cependant, des études tendent à montrer que cette estimation est assez pessimiste pour
l’erreur réelle (voir par exemple [Verfürth, 1996]).
Méthodes implicites
Bien que plus coûteuses que la précédente, les méthodes implicites donnent une estima-
tion plus ﬁne de l’erreur. En partant de nouveau de l’équation (2.18), l’idée est d’approcher
eu, localement : par élément ou groupe d’éléments (patch). Les problèmes locaux sont ré-
solus avec un coût acceptable et permettent une estimation de l’erreur globale.
La première méthode implicite a été proposée par Babuška en 1978 ("Subdomain Resi-
dual Method" [Babuška et Rheinboldt, 1978a, Babuška et Miller, 1987]. L’approximation
de eu se fait en utilisant un patch d’éléments Ωi dont les éléments ont en commun un
nœud i, et dont la frontière extérieure est soumise à une condition de Dirichlet homogène.
En restreignant l’équation (2.18) sur Ωi et en intégrant par parties sur chaque élément du
patch Ωi, les problèmes locaux s’écrivent pour chaque patch considéré :
Trouver ei ∈ V0i tel que :∫
Ωi
K (ei) : (v) dΩ = R|Ωi(uh,v) ∀v ∈ V0i∫
Ωi
K (ei) : (v) dΩ =
∑
E⊂Ωi
∫
E rE · v dE −
∑
Γ⊂Ωi
∫
Γ tΓ · v dΓ ∀v ∈ V0i
avec V0i = {v ∈ (H 1(Ωi))r|v = 0 sur ∂Ωi}.
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L’estimation de l’erreur globale ‖eu‖K,Ω ≈ ρ est alors donnée par :
ρ2 =
∑
i
∫
Ωi
K (ei) : (ei) dΩ
qui peut aussi être écrite comme une somme de contributions élémentaires ρE telles que
ρ2 =
∑
E ρ
2
E , avec :
ρ2E =
∑
i∈E
∫
E
K (ei) : (ei) dΩ
La méthode décrite ici utilise des conditions de Dirichlet et donne une sous-
estimation de l’erreur réelle ‖eu‖K,Ω. Une borne supérieure peut être obtenue en ap-
pliquant des conditions de Neumann aux problèmes locaux en utilisant des patchs d’élé-
ments [Strouboulis et Haque, 1992], ou directement sur chaque élément ("Element Residual
Method" [Demkowicz et al., 1984]).
Aﬁn d’éviter le calcul du saut d’eﬀort tΓ (2.21), plus récemment,
dans [Prudhomme et al., 2004, Cottereau et al., 2009] par exemple, une partition de
l’unité est utilisée pour résoudre des problème locaux auto-équilibrés ("Flux-Free Me-
thod"). Cette dernière technique conduit à un estimateur qui est une borne supérieure
garantie de l’erreur vraie.
Méthode basée sur le défaut de régularité
Introduite dans [Zienkiewicz et Zhu, 1987, Zienkiewicz et Zhu, 1992], cette méthode est
basée sur le fait que le tenseur des contraintes h, approché par la méthode des éléments
ﬁnis C 0, présente des discontinuités aux interfaces des éléments et ne converge pas vers
ex en tout point du domaine Ω avec le même taux de convergence. L’idée est alors de
construire une solution régulière r du tenseur des contraintes, appelée solution lissée. Si
cette solution a une meilleure régularité que celle directement obtenue par éléments ﬁnis,
alors on a :
‖ ex − r‖K−1,Ω ≤ A‖ ex − h‖K−1,Ω, 0 ≤ A ≤ 1
de plus :
‖eu‖K,Ω = ‖ ex − h‖K−1,Ω ≤ C‖ r − h‖K−1,Ω avec C =
1
1−A ≥ 1
L’erreur globale peut alors être estimée par ‖ r− h‖K−1,Ω. Cependant, la constante A est
rarement parfaitement connue. C’est pourquoi, le résultat précédent, bien qu’eﬃcace, ne
permet d’avoir qu’une indication de l’erreur, et non une véritable estimation. La pertinence
de cette estimation est donc liée à la manière de construire la solution lissée r. Citons
par exemple la méthode "ZZ1" [Zienkiewicz et Zhu, 1987] dans laquelle la contrainte r
est cherchée sous la forme :
r =
N∑
i=1
iφi (2.23)
où { i}1≤i≤N désignent des tenseurs constants symétriques, {φi}1≤i≤N les fonctions de
formes éléments ﬁnis classiques et N le nombre de nœuds du maillage. La détermination
des tenseurs i peut se faire de deux manières :
– par projection globale, en minimisant l’écart aux moindres carrés entre les champs
de contraintes éléments ﬁnis et lissé ‖ r − h‖2K−1,Ω
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– en moyennant localement sur les nœuds du maillage, pour prendre en compte les
contributions du champ de contrainte h des éléments entourant le nœud considéré.
Ces méthodes simples sont très populaires dans l’ingénierie car le coût de calcul qu’elles
engendrent reste faible et elle s’appliquent à tout type de problème. Cependant, elles ne
sont pas très performantes, en particulier lorsque le maillage utilisé est assez grossier.
La méthode "ZZ2" ou "SPR" [Zienkiewicz et Zhu, 1992] apporte des améliorations dans
le calcul des termes i pour obtenir une estimation de meilleure qualité. Ce calcul se fait
en deux étapes. On cherche tout d’abord, sur chaque patch d’éléments Ωi (associés à la
fonction de forme φi), à minimiser l’écart aux moindres carrées entre la solution h et
un champ, déﬁni par patch, polynomial ri (déﬁni de manière similaire à (2.23)) sur un
ensemble de points de contrôle xc. Ces points de contrôle sont confondus avec les points
de superconvergence du maillage lorsque ceux-ci sont connus (points de Gauss en 1D). Les
termes de i sont ensuite construits en prenant une moyenne sur l’ensemble des patchs des
valeurs de ri prises au nœud i.
Enﬁn, citons une variante apportée à la méthode "SPR" initiale, nommée "SPR-
E" [Wiberg et Abdulwahab, 1993], qui vise à forcer la contrainte lissée r à respecter
l’équilibre locale sous forme faible ou forte dans chaque patch. Plus récemment, la mé-
thode "SPR-C" [Ródenas et al., 2007] vise aussi à satisfaire les conditions de compatibilité
sur chaque patch et les conditions aux limites en eﬀorts sur la frontière des patchs.
Méthode basée sur l’erreur en relation de comportement
Cette méthode, introduite par Ladevèze [Ladevèze, 1975, Ladevèze et Pelle, 2005],
permet d’obtenir des bornes garanties de l’erreur globale. D’abord développée dans le
cadre de la thermique et de l’élasticité linéaire en 2D [Ladevèze et al., 1991], cette mé-
thode a ensuite été étendue au cas d’élasticité incompressible [Ladevèze et al., 1991] et en
3D [Coorevits et al., 1998].
L’idée principale est simple. De la solution approchée, la première étape est de construire
un nouveau champ de déplacement uˆ vériﬁant (2.14) ainsi qu’un champ de contrainte ˆ
vériﬁant (2.15). Alors, une mesure est déﬁnie pour estimer l’erreur introduite par le couple
(uˆ, ˆ) dans la validation de l’équation (2.16). Cette mesure est déﬁnie comme :
e2cr(uˆ, ˆ) =
1
2
‖ˆ −K (uˆ)‖2K−1,Ω
En outre, l’erreur en relation de comportement vériﬁe :
ecr(uˆ, ˆ) = 0 ⇐⇒ (uˆ, ˆ) = (uex, ex)
et
‖uex − uˆ‖2K,Ω + ‖ ex − ˆ‖2K−1,Ω = 2 e2cr(uˆ, ˆ)
Cette dernière propriété est connue sous le nom du théorème de Prager-
Synge [Prager et Synge, 1947]. Elle permet d’obtenir directement des bornes garanties de
‖uex − uˆ‖K,Ω et de ‖ ex − ˆ‖K−1,Ω.
En notant (uˆh, ˆh) une solution reconstruite de (uh, h) vériﬁant (2.14,2.15), avec
uh = uˆh, une estimation de l’erreur globale peut-être déﬁnie par :
ρ =
√
2 ecr(uˆh, ˆh)
Remarque 2 Cette méthode propose des bornes garanties supérieures de l’erreur. Cepen-
dant, la construction des champs (uˆ, ˆ) vériﬁant (2.14) et (2.15) est un point clé de la
méthode et requiert une attention particulière.
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2.4.3 Estimation d’erreur locale : erreur en quantité d’intérêt
Une estimation d’erreur globale ne donne qu’une information globale sur la qualité de
la solution. Dans le cadre du dimensionnement d’une structure, les ingénieurs s’intéressent
davantage à des quantités d’intérêt locales. En eﬀet, les critères classique de dimensionne-
ment concernent des quantités locales comme la contrainte de Von Mises ou un déplacement
maximal dans une zone.
Nous nous intéressons à l’erreur η induite sur la quantité locale q reliée au champ de
déplacement u :
η = q(uex)− q(uh)
L’idée principale pour l’estimation d’erreur locale est d’utiliser des opérateurs de Green
pour se reporter aux techniques d’estimation d’erreur globale. Les premiers travaux concer-
nant les techniques d’extraction sont datés de plus de cinquante ans [Greenberg, 1948].
Cependant, les techniques d’extraction dans le cadre des éléments ﬁnis pour éva-
luer l’erreur locale sur quantité d’intérêt sont plus récents [Babuška et Miller, 1984,
Becker et Rannacher, 1996]. Pour simpliﬁer, la méthode est détaillée ici sur un modèle
d’élasticité statique.
2.4.3.1 Extraction
La première étape consiste à écrire la quantité locale q sous une forme globale :
q(u) =
∫
Ω
(u) : xo dΩ, ou q(u) =
∫
Ω
xo : (u) dΩ
où xo et xo = K xo sont des opérateurs, appelés extracteurs, ou opérateurs d’extraction.
Par exemple, l’extracteur intervenant pour l’estimation de la composante 11 moyenne sur
un élément E d’un maillage en 2D s’écrit :
xo =
1
|E|
[
1 0
0 0
]
Remarque 3 Pour une quantité d’intérêt locale q, l’opérateur d’extraction n’est pas
unique.
2.4.3.2 Problème adjoint
Dans un cas pour lequel la quantité d’intérêt q est linéaire par rapport au déplacement,
l’extracteur ne dépend pas de la solution du problème de référence (uex, ex). On peut
alors écrire :
q(uex)− q(uh) = q(eu) =
∫
Ω
xo : (e
u) dΩ (2.24)
Remarque 4 Dans le cas d’une quantité non-linéaire, une des techniques consiste à linéa-
riser q(uex)− q(uh) autour de uh en écrivant [Johnson et Hansbo, 1992] :
q(uex) = q(e
u + uh) = q(uh) + q
′(uh;eu) + o(eu)
⇒ q(uex)− q(uh) ≈ q′(uh;eu)
où eu = uex −uh et où q′(u;v) = limt→0 q(u+tv)−q(u)t est l’opérateur tangent à partir du-
quel l’extracteur sera déﬁni (suivant l’équation (2.24)). Dans [Ladevèze et Chamoin, 2010],
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les auteurs proposent une approche diﬀérente pour des quantités ponctuelles, évitant la
linéarisation, et donc en gardant les termes d’ordres plus élevés. L’idée est d’exprimer
q(uex)− q(uh) dans une base déﬁnie et de construire les extracteurs associés. En calculant
des bornes pour chaque terme, des bornes de q(uex)− q(uh) sont obtenues.
Le problème adjoint, appelé aussi problème dual, est entièrement déﬁni par le modèle
de référence et l’opérateur d’extraction. Dans le cas étudié ici, cela conduit à :
Trouver (pu, p ) ∈ (V0 × ) vériﬁant :
– les équations cinématiques
pu ∈ V0, pu(x) = 0 sur ΓD, (pu) = ∇spu
– les équations d’équilibre
p ∈ ,
∫
Ω
(p − xo) : (v) dΩ = 0, ∀v ∈ V0 (2.25)
– la relation de comportement
p = K (pu), dans Ω
Remarque 5 Parfois, l’opérateur d’extraction peut être diﬃcile à obtenir. Pour des quan-
tités locales telles que la composante d’un déplacement (i.e. la k−ième composante de u),
la quantité d’intérêt peut être écrite :
q(u) =
∫
Ω
fk · u dΩ
où fk est déﬁnie par : (fk)i = δik (où δik est le symbole de Kronecker). Dans ce cas,
l’équation d’équilibre (2.25) du problème adjoint s’écrit simplement :
∫
Ω
p : (v) dΩ =
∫
Ω
fk · v dΩ
Le problème adjoint est alors très similaire au problème de référence : seul le chargement
et les conditions aux limites sont diﬀérents.
Sous une formulation faible en déplacement, le problème adjoint associé à la quantité
d’intérêt q(u) s’écrit :
Trouver p ∈ V0 tel que :
a(v,p) = q(v), ∀v ∈ V0 (2.26)
La solution exacte de ce problème est notée pex et on note ph une solution approchée.
L’erreur pour ce problème adjoint est déﬁni comme εp = pex − ph.
Rappelons que le problème de référence (ou primal) est :
Trouver u ∈ V tel que :
a(u,v) = (v), ∀v ∈ V0
En notant uex, la solution exacte de ce problème et uh la solution approchée, l’erreur
globale est notée eu = uex − uh.
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2.4.3.3 Estimation de l’erreur locale
Dans le cas d’une quantité d’intérêt linéaire, on peut écrire :
η = q(uex)− q(uh) = q(eu)
L’introduction du problème adjoint permet d’obtenir le résultat suivant :
η = q(eu) = a(eu,pex) ((2.26) en prenant v = eu)
= R(uh,pex) (c.f. (2.18))
Ainsi, si le problème adjoint est résolu "parfaitement", l’estimation d’erreur est exacte
au sens où elle donne l’erreur vraie. En pratique, le problème adjoint est aussi résolu de
manière approchée et nous pouvons réécrire le résultat précédent comme :
η = R(uh,pex)
= R(uh,ph) +R(uh,pex − ph)
Dès lors, deux stratégies peuvent être employées :
1. le problème adjoint est résolu avec suﬃsamment de précision (i.e. ‖pex − ph‖ 
‖ph‖) : le second terme peut alors être négligé et l’erreur est estimée par η ≈
R(uh,ph),
2. le problème adjoint est approché, en utilisant par exemple la même discrétisation
spatiale que pour approcher uh. Dans ce cas, comme le second terme R(uh,pex−ph)
ne peut être évalué, il est nécessaire de l’encadrer par des bornes. Des techniques
d’encadrement sont données à titre d’information dans la suite de la section.
Dans le second cas, lorsque le problème adjoint est résolu avec la même discrétisation
spatiale que pour l’approximation du problème primal, nous avons R(uh,ph) = 0 et on
peut écrire :
q(eu) = R(uh,ph) +R(uh, ε
p) = R(uh, ε
p)
Comme R(uex, εp) = 0, on a :
|q(eu)| = R(eu, εp)
En utilisant l’orthogonalité (2.22) et l’inégalité de Cauchy-Schwarz, on obtient :
|q(eu)| = a(eu, εp) en utilisant l’équation (2.18)
≤ ‖eu‖K,Ω‖εp‖K,Ω
Une borne supérieure peut alors être obtenue en utilisant les techniques d’estimation d’er-
reur globale. Le calcul de cette borne peut être assez facilement implanté dans les codes
éléments ﬁnis possédant déjà des outils d’estimation d’erreur globale. Il existe d’autres
techniques permettant d’obtenir des bornes inférieures et supérieures de l’erreur η (c.f.
e.g. [Prudhomme et Oden, 1999]).
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2.4.4 Concept d’erreur de modèle
Dans tout ce qui précède, seule l’erreur de discrétisation a été prise en compte. Nous
étendons dans cette partie l’estimation d’erreur à la notion d’erreur de modèle. Nous sup-
posons pour cela qu’une hiérarchie de modèles mathématiques peut être identiﬁée (voir
ﬁgure 2.12). Le plus ﬁn est supposé suﬃsamment précis pour capter et représenter ef-
ﬁcacement la quantité d’intérêt. En pratique, ce modèle ﬁn est trop complexe pour être
directement utilisé et des modèles plus grossiers, dérivant du premier, sont donc considérés.
Ces modèles sont par la suite approchés en utilisant diverses techniques. L’erreur induite
sur l’évaluation de la quantité d’intérêt peut alors être divisée en deux contributions :
l’erreur de discrétisation (due aux techniques de discrétisations utilisées pour résoudre les
modèles grossiers) et l’erreur de modèle (due à l’utilisation des représentations grossières
du modèle ﬁn initial).
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Figure 2.12 – Décomposition du processus d’approximation.
2.4.4.1 Erreur globale de modèle
Comme nous l’avons vu, la première erreur, dite de discrétisation, est étudiée de-
puis plus de trente ans alors que l’étude de la seconde erreur est plus récente. Elle a
notamment été étudiée dans le cas des plaques et des coques en élasticité tridimension-
nelle [Destuynder, 1986, Ainsworth, 1998, Cho et Oden, 1996]. Nous pouvons aussi citer
les travaux d’Oden et de son équipe [Oden et Zohdi, 1997, Zohdi et al., 1996] pour des
estimations globales de cette erreur. On étudie le problème de référence décrit par l’équa-
tion (2.17). Aﬁn d’approcher la solution exacte uex, le problème de référence est approché
par le suivant :
Trouver u0 ∈ V0 tel que :
a0(u0,v) = 0(v), ∀v ∈ V0
où V0 est l’espace des déplacements admissibles. La solution exacte de ce problème est
notée u0. En pratique cette solution est approchée en utilisant la MEF par exemple et
nous notons uh la solution approchée.
L’erreur globale peut être majorée par la somme de deux erreurs comme suit :
‖uex − uh‖V ≤ ‖uex − u0‖V + ‖u0 − uh‖V
où ‖uex −u0‖V et ‖u0 −uh‖V désignent respectivement l’erreur de modèle et l’erreur de
discrétisation. Dans certains cadres, il est alors possible d’obtenir directement un encadre-
ment de ‖uex − u0‖V . C’est notamment le cas pour l’étude de l’équilibre d’une structure
hétérogène sous un chargement général lorsqu’un modèle homogénéisé est utilisé pour ap-
procher le problème scalaire de référence décrit par les travaux des eﬀorts intérieurs et
extérieurs [Oden et Zohdi, 1997] :
a(u, v) =
∫
Ω
K∇u ·∇v dΩ
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(v) =
∫
Ω
fv dΩ+
∫
ΓN
tv dΓ
où f et t sont des eﬀorts distribuées, et où les propriétés matériau sont caractérisées par
le tenseur K. Le modèle approché est, quant à lui, décrit par les travaux :
0(v) =
∫
Ω
fv dΩ+
∫
ΓN
tv dΓ
et
a0(u0, v) =
∫
Ω
K0∇u0 ·∇v dΩ
où K0 désigne l’homogénéisé de K. En déﬁnissant, I0 = (I − K−1K0) (où I est le tenseur
identité), il est montré dans ce cas que [Oden et Zohdi, 1997, Oden et Vemaganti, 2000,
Zohdi et al., 1996] :
ζinf ≤ ‖uex − u0‖V ≤ ζsup (2.27)
avec
ζinf =
|R(u0, u0)|
‖u0‖V
et
ζsup = ‖I0∇u0‖V
2.4.4.2 Erreur de modèle pour l’évaluation de quantité d’intérêt
Ce n’est que plus récemment encore que l’erreur de modèle pour l’évalua-
tion des quantités d’intérêt a été étudiée dans des cas variés comme des maté-
riaux hétérogènes [Oden et Vemaganti, 2000, Vemaganti et Oden, 2001], des problèmes
visco-élastiques [Oden et Prudhomme, 2002] ou encore pour un écoulement incompres-
sible [Oden et Prudhomme, 2002]. En reprenant le problème précédent, pour contrôler l’er-
reur η = q(uex) − q(uh) relative à l’évaluation de la quantité d’intérêt q(.), l’erreur est
décomposée en deux contributions :
η = [q(uex)− q(u0)] + [q(u0)− q(uh)] = ηm + ηh
où ηm donne une estimation de l’erreur de modèle et ηh une estimation de l’erreur de
discrétisation. Nous nous intéressons ici plus particulièrement à l’erreur de modèle ηm. En
suivant la démarche proposée dans la section précédente, le problème adjoint général est
introduit :
Trouver p ∈ V0 tel que :
a′(u;v,p) = q′(u;v), ∀v ∈ V0 (2.28)
où a′ et q′ sont les dérivées au sens de Gâteaux de a et q, déﬁnies res-
pectivement par a′(u;v,p) = limt→0 t−1 (a(u+ tv,p)− a(u,v)) et q′(u;v) =
limt→0 t−1 (q(u+ tv)− q(u)). Par extension, on déﬁnit les dérivées d’ordres supérieurs
comme q′′(u;v1,v2) = limt→0 t−1 (q′(u+ tv2;v1)− q′(u;v1))... La solution exacte de ce
problème est notée pex.
Comme pour l’équation (2.17), ce problème est approché par un modèle plus simple :
Trouver p ∈ V00 tel que :
a′0(u;v,p) = q
′(u;v), ∀v ∈ V00
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La solution de ce problème est notée p0.
Avec les notations proposées, on peut alors quantiﬁer comment les solutions (u0,p0)
vériﬁent respectivement les équations (2.17) et. (2.28).
R(u0,v) = (v)− a(u0,v), v ∈ V0
R¯(p0,u0;v) = q
′(u0;v)− a′(u0;v,p0), v ∈ V0
En déﬁnissant e0 = uex − u0 et ε0 = pex − p0, l’erreur de modèle s’écrit :
q(uex)− q(u0) = R(u0,p0) + 1
2
(
R(u0, ε0) + R¯(p0,e0)
)
+ r(u0,p0,e0, ε0) (2.29)
où le terme r(u0,p0,e0, ε0) est du second ordre par rapport à e0 et
ε0) [Oden et Prudhomme, 2002, Bauman et al., 2009, Prudhomme et al., 2006,
Prudhomme et al., 2009] :
r(u0,p0,e0, ε0) =
1
2
∫ 1
0
{q′′′(u0 + se0;e0,e0,e0)− 3a′′(u0 + se0;e0,e0, ε0)
−a′′′(u0 + se0;e0,e0,e0,p0 + sε0)}(s − 1)sds
En exprimant le résidu R¯ en fonction de celui de R, l’erreur peut se ré-écrire :
q(uex)− q(u0) = R(u0,p0)+R(u0, ε0)+ 1
2
ΔR(u0,p0,e0, ε0)+ r(u0,p0,e0, ε0) (2.30)
ou encore :
q(uex)− q(u0) = R(u0,p) + 1
2
ΔR(u0,p0,e0, ε0) + r(u0,p0,e0, ε0) (2.31)
où ΔR est un terme du second ordre en (e0, ε0) :
ΔR(u0,p0,e0, ε0) =
∫ 1
0
a′′(u0 + se0;e0,e0,p0 + sε0)ds −
∫ 1
0
q′′(u0 + se0;e0,e0)ds
Seuls les termes s’exprimant par rapport à u0 et p0 peuvent être évalués. Comme dans la
section 2.4.3 pour l’erreur de discrétisation, plusieurs stratégies peuvent être adoptées pour
estimer q(uex)− q(u0). La première est de chercher à expliciter tous les termes de (2.31)
aﬁn d’obtenir des bornes de l’erreur q(uex)− q(u0). La seconde est de négliger, quand cela
est possible, les termes du second ordre en (e0, ε0). Enﬁn, une troisième stratégie consiste
à résoudre le problème adjoint de manière ﬁne aﬁn de négliger les termes en ε0
Stratégie 1 : Obtention de bornes de l’erreur
Dans le cas du problème précédent [Oden et Vemaganti, 2000,
Oden et Prudhomme, 2002, Romkes et al., 2006], pour des quantités d’intérêts spéci-
ﬁques, l’équation (2.29) peut s’écrire :
q(uex)− q(u0) = R(u0,p0) + a(e0, ε0)
Les auteurs proposent alors un encadrement de q(uex) − q(u0), notamment en utilisant
les bornes de e0 et ε0 donnés précédemment (2.27). Cependant, ces bornes peuvent être
établies uniquement pour des cas particuliers de quantités d’intérêt et de problèmes (ho-
mogénéisation par exemple). Les autres techniques d’estimations consistent alors à négliger
les termes dépendant de e0 et ε0.
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Stratégie 2 : Termes du second ordre négligés
Dans [Oden et Prudhomme, 2002, Oden et al., 2006] ou encore [Bauman et al., 2009]
dans le cas d’un couplage de modèle continu avec un modèle atomistique, les termes du
second ordre des expressions (2.30) ou (2.31) sont négligés et l’erreur est estimée par :
q(uex)− q(u0) ≈ R(u0,p)
Les auteurs dans [Bauman et al., 2009] proposent alors de construire une suite de problèmes
grossiers adjoints dont la solution pk0 tend rapidement vers p pour évaluer l’erreur de modèle.
Stratégie 3 : Résolution ﬁne du problème adjoint
La troisième stratégie consiste à résoudre le problème adjoint avec une précision suﬃ-
sante et d’utiliser l’approximation de l’erreur de modèle :
q(uex)− q(u0) ≈ R(u0,p0) +R(u0, ε0)
Le problème adjoint est résolu sur un modèle plus ﬁn que le modèle primal mais encore
bien plus grossier qu’un modèle ﬁn de référence aﬁn de négliger le second terme R(u0, ε0)
(voir [Prudhomme et al., 2006, Prudhomme et al., 2009] pour des problèmes atomistiques).
L’erreur de modèle est alors estimée par :
q(uex)− q(u0) ≈ R(u0,p0)
Séparation des sources de l’erreur
L’estimation de l’erreur de modèle et de l’erreur de discrétisation peut se faire séparé-
ment sans coût supplémentaire important. Dans [Oden et al., 2005], les auteurs proposent
une séparation des sources d’erreur pour l’évaluation d’une quantité d’intérêt en distin-
guant l’erreur de modélisation, l’erreur de discrétisation et l’erreur d’incertitude. Les deux
premières erreurs sont estimées en suivant la démarche préalablement proposée dans ce cha-
pitre alors que l’erreur d’incertitude est obtenue par la théorie des perturbations du premier
ordre. Les travaux présentés dans [Ladevèze et Chamoin, 2011], concernant la vériﬁcation
de modèles réduits utilisant la Décomposition Généralisée Propre (PGD), proposent l’intro-
duction de modèle intermédiaire pour séparer l’erreur de discrétisation spatio-temporelle
de l’erreur de modèle. Dès lors, l’erreur globale est décomposée suivant deux sources :
‖uex − uhm‖2V = ‖uex − uh‖2V + ‖uh − uhm‖2V
où uhm est l’approximation de uex après discrétisation spatio-temporelle et réduction
par la méthode PGD, alors que uh désigne la solution après discrétisation seule. Ainsi,
‖uex−uh‖V représente l’erreur de discrétisation et ‖uh −uhm‖V l’erreur de modèle. Les
auteurs utilisent l’erreur en relation de comportement pour évaluer ‖uex − uhm‖V , mais
aussi ‖uh − uhm‖V , l’erreur liée à la discrétisation étant ensuite obtenue par diﬀérence.
Dans les travaux de ce doctorat, la méthode Arlequin est utilisée pour approcher un
modèle stochastique ﬁn. Cette méthode est appliquée pour évaluer une quantité d’intérêt
locale dont la zone d’inﬂuence est incluse dans le patch Arlequin. En plus de contrôler la
discrétisation suivant la dimension spatiale et stochastique, l’idée est d’optimiser la taille du
patch utilisé. Les techniques décrites précédemment inspireront une démarche particulière
pour optimiser les outils de la méthode Arlequin dans le cadre d’une évaluation d’une
quantité spéciﬁque. Cette approche sera basée sur une séparation des sources des erreurs
et une estimation de celles-ci (voir chapitre 4).

Chapitre 3
Couplage stochastique par la
méthode Arlequin
Ce chapitre donne les ingrédients nécessaires à l’utilisation de la méthode Arlequin
dans le cadre du couplage d’un modèle déterministe continu avec un modèle stochastique
continu. Le problème Arlequin résultant est discrétisé suivant ses dimensions stochastique
et spatiale. Des exemples directs d’utilisation, dans lesquels les solutions obtenues par
la méthode proposée sont comparées aux solutions obtenues par un mono-modèle, sont
présentés en ﬁn de chapitre.
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3.1 Problèmes stochastiques continu et discret
3.1.1 Rappel du problème stochastique continu
Figure 3.1 – Mono-modèle stochastique de référence avec caractéristiques matériau aléa-
toires.
Le problème stochastique de référence (ﬁgure 3.1) décrit dans la section 2.1 du chapitre 2
consiste à chercher u(x, θ) tel que :
∇ · (K(x, θ)∇su(x, θ)) + f(x) = 0,
presque partout (p.p.) et presque surement (p.s.)
avec les conditions aux limites suivantes :
{
u = 0, p.p. sur ΓD et p.s.
K∇sun = g p.p. sur ΓN et p.s.
où n désigne le vecteur unitaire normal à l’interface ΓN , extérieur à Ω.
Nous déﬁnissons l’espace fonctionnel des déplacements admissibles comme :
W = {v ∈ (L 2 (Θ,H 1(Ω)))r ,v = 0 p.p. sur ΓD, et p.s.} (3.1)
Nous munissons cet espace du produit scalaire (u,v)W = E
[∫
Ω∇su : ∇sv dΩ
]
, ainsi que
de la norme associée ‖u‖W =
√
(u,u)W . Nous rappelons que K(x, θ) vériﬁe qu’il existe
Kmin,Kmax ∈]0,+∞[, tels que :
0 < Kmin : ≤ : K ≤ Kmax : < +∞, p.p. et p.s. (3.2)
pour tout tenseur symétrique d’ordre 2 non nul.
La formulation faible du problème s’écrit :
Trouver u ∈ W tel que :
A(u,v) = L(v), ∀v ∈ W (3.3)
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A : W ×W → R et L : W → R désignant respectivement les travaux virtuels des forces
intérieures et extérieures qui sont déﬁnies par :
A(u,v) = E
[∫
Ω
K(x, θ)∇su(x, θ) : ∇sv(x, θ) dΩ
]
(3.4)
L(v) = E
[∫
Ω
f(x) · v(x, θ) dΩ
]
+ E
[∫
ΓN
g(x) · v(x, θ) dΓ
]
(3.5)
Remarque 6 A des ﬁns de clarté, nous avons pris des conditions de Dirichlet homogènes
sur ΓD et un chargement stochastique, sans restriction sur la méthode proposée ici. Dans
le cas d’une condition non homogène comme u = uD ∈ (L 2(ΓN ))r, nous pouvons nous
ramener à la formulation donnée ici en utilisant un relèvement u˜D de uD sur (H 1(Ω))r
et chercher u˜ = u− u˜D ∈ W.
3.1.2 Existence et unicité de la solution
Il est établi dans [Babuška et al., 2004] que, sous les hypothèses classiques de régularité
sur les données du problème (3.1-3.5) avec l’hypothèse (3.2), le problème (3.3) admet une
solution unique que nous noterons uex. Ce résultat est établi en utilisant le théorème de
Lax-Milgram.
3.1.3 Approximation du problème de référence
Une approximation de uex peut être obtenue en utilisant la Méthode des Éléments Finis
Stochastiques (MEF-Sto) [Ghanem et Spanos, 2003, Babuška et al., 2004, Stefanou, 2009],
ou en utilisant une approche de Monte Carlo [Hammersley et Handscomb, 1975,
Robert et Casella, 2004] associée à la MEF classique. Les diﬀérentes étapes d’utilisation
de ces méthodes sont rappelées dans les sections suivantes.
3.1.3.1 Discrétisation par la méthode des Éléments Finis
Le domaine Ω est recouvert par à un maillage T , composé d’éléments Et (tétraèdres,
hexaèdres (en 3D), triangles, quadrangles (en 2D)...). Ceci permet de déﬁnir un premier
espace d’approximation EF :
Vh = {v ∈ (C 0(Ω))r ,v|Et ∈ (Pi(Et))r , ∀Et ∈ T ,v = 0 sur ΓD}
composé de champs-vecteurs de polynômes de degré i déﬁnis sur chaque élément. En choi-
sissant {φk}1≤k≤Nh , Nh fonctions déterministes, formant une base de l’espace vectoriel Vh,
le déplacement s’écrit :
u(x, θ) =
Nh∑
k=1
uk(θ)φk(x) (3.6)
Le problème discrétisé dans sa dimension spatiale s’écrit alors :
E [[A(θ)] [U(θ)]] = [F ] (3.7)
où les coeﬃcients de la matrice aléatoire A(θ) (de taille Nh ×Nh) sont donnés par Aij =
A(φi,φj), les composantes du vecteur déterministe F (de taille Nh) sont donnés par Fi =
L(φi), et où la k-ième composante du vecteur aléatoire U(θ) (de taille Nh) est uk(θ).
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3.1.3.2 Discrétisation par la méthode des Éléments Finis Stochastiques
Pour résoudre le problème (3.7), une première méthode est de discrétiser A(θ) et U(θ)
selon la dimension stochastique en utilisant les Éléments Finis Stochastiques.
L’approche classique [Ghanem et Spanos, 2003] consiste à décomposer K(x, θ) par la
méthode de Karhunen-Loeve [Karhunen, 1946, Loève, 1955, Lévy, 1992] en une somme
de produits de fonctions spatiales connues par des variables aléatoires, et de développer
ces dernières sur des polynômes du chaos. Les composantes du vecteur inconnu U(θ) sont
ensuite développées sur la même base de chaos polynomiaux. La base précédemment utilisée
pour la discrétisation spatiale est complétée par un espace engendré par un ensemble de
polynômes du chaos choisis de degré p : {Γl [ξ(θ)]}1≤l≤Nθ , où Nθ est le nombre d’éléments
dans la base des polynômes, ξ(θ) un vecteur de variables aléatoires indépendantes données
(dont le nombre dépend du problème considéré), et où Γl sont les polynômes de degré p
correspondants [Soize et Ghanem, 2004]. Par exemple nous pouvons choisir les polynômes
d’Hermite des variables aléatoires gaussiennes ξ(θ). Les inconnues nodales du déplacement
sont ainsi décomposées sur cette base connue :
ui(θ) =
Nθ∑
p=1
UipΓp(ξ(θ)) (3.8)
où ui(θ) est la i−ème composante du vecteur U(θ) et où Uip sont les composantes détermi-
nistes inconnues à évaluer. Les coeﬃcients stochastiques de A(θ) sont aussi exprimés dans
la base {Γl [ξ(θ)]}1≤l≤Nθ pour ﬁnalement obtenir le système déterministe suivant :
[Asp] [Usp] = [F sp]
où Usp est de taille Nh × Nθ, et dont les composantes sont déﬁnies par l’équation (3.8).
La matrice Asp est déﬁnie par :
(Asp)ik,jl =
Nθ∑
p=1
cpkl
∫
Ω
Kp(x)∇sφi(x) : ∇sφj(x) dΩ
avec cpkl = E [Γp(ξ(θ))Γk(ξ(θ))Γl(ξ(θ))] et Kp(x) = E [K(x, θ)Γp(ξ(θ))]. La ﬁnesse de
l’approximation de l’espace stochastique dépend du nombre et du type de germes ξ(θ), et
de l’ordre des polynômes utilisés. Cette méthode transforme le problème discret initial en
un problème dont la matrice à inverser est bien plus grande (de taille (Nh ×Nθ)2).
3.1.3.3 Méthode de Monte Carlo
Une autre manière de traiter la discrétisation suivant la dimension stochas-
tique est d’utiliser la méthode de Monte Carlo [Hammersley et Handscomb, 1975,
Robert et Casella, 2004, Binder et Heermann, 2010]. Elle consiste à construire MC(≡ Nθ)
réalisations de A(θ) déﬁnie dans (3.7) en suivant une loi de probabilité appropriée (loi
Gamma, loi uniforme...) puis pour chaque réalisation, à résoudre un problème détermi-
niste :
[AiMC ] [UiMC ] = [F ] (3.9)
où AiMC représente une réalisation de A(θ) et où UiMC représente une réalisation de
U(θ) obtenue par inversion du système déterministe (3.9). Les moments statistiques de
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U(θ) peuvent ensuite être évalués grâce aux réalisations UiMC . Le théorème central limite
assure la convergence de l’estimation de la moyenne avec un taux de 1/
√
MC. De plus,
comme les systèmes déterministes sont indépendants, le processus peut facilement être
parallélisable. Cependant, cette technique donne de bonnes estimations seulement pour les
moments d’ordre faible.
Son implémentation est facile puisqu’elle ne demande qu’une construction des réali-
sations de A(θ). La construction du système à inverser est quant à elle identique à celle
eﬀectuée en déterministe. Cette méthode permet ainsi de traiter un grand nombre de cas
facilement.
3.1.4 Solvabilité pratique du modèle de référence
Pour obtenir une approximation précise de uex, c’est-à-dire de l’ensemble de ses lois
marginales, ou des moments d’ordres élevés, un nombre important de degrés de liberté
(nombre de germes conséquent pour les Éléments Finis Stochastiques) ou un temps de
calcul conséquent (pour un grand nombre de tirages de Monte Carlo) peut être néces-
saire [Robert et Casella, 2004].
L’utilisation des Éléments Finis Stochastiques conduit ainsi à l’inversion d’une très
grande matrice (de taille (Nh × Nθ)2) tandis que la méthode de Monte Carlo conduit à
l’inversion d’un grand nombre de matrices de taille N2h si nous voulons évaluer des moments
d’ordre élevé. C’est pourquoi en pratique, nous ne chercherons pas à résoudre directement
le problème de référence.
Aﬁn de réduire la taille du problème, nous approchons le problème initial par un pro-
blème de taille réduite. Comme écrit ci-dessus, nous supposons que la modélisation stochas-
tique du modèle est nécessaire uniquement proche de la zone dite d’intérêt dans laquelle
nous souhaitons évaluer des quantités locales spéciﬁques, alors que le reste de la structure
peut être modélisé par un problème déterministe homogénéisé. La méthode Arlequin est
utilisée pour coupler les deux modèles.
3.2 Spéciﬁcité du couplage stochastique
3.2.1 Formulation Arlequin du problème couplé
Nous souhaitons réduire la taille du problème décrit par l’équation (3.3) en représentant
globalement la structure par un modèle déterministe équivalent décrit sur Ωd ≡ Ω (le
substrat) dont le comportement est décrit par un opérateur déterministe d’ordre 4 : Kd,
obtenu à partir de K(x, θ) par des techniques d’homogénéisation ; en superposant à Ω un
patch dans une zone d’intérêt ou d’inﬂuence Ωs ⊂ Ω décrit par un modèle stochastique et
dont le comportement reste décrit par l’opérateur stochastique K(x, θ) restreint sur Ωs et
noté Ks(x, θ). La méthode Arlequin assure la communication entre les deux modèles sous
forme faible dans une zone Ωc, construite à partir d’une partition du patch Ωs en une zone
libre Ωf et une zone couplée Ωc de mesure non-nulle (mes(Ωc) > 0) sous les hypothèses :
Ωf ∪ Ωc = Ωs (3.10)
Ωf ∩ Ωc = ∅ (3.11)
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Figure 3.2 – Exemple de conﬁguration de couplage stochastique par la méthode Arlequin.
Ωs (rouge et vert) superposé à Ωd (bleu). Zone de couplage Ωc en vert.
Nous déﬁnissons de plus les frontières ΓdN = ΓN ∩∂Ωd, ΓsN = ΓN ∩∂Ωs, ΓdD = ΓD∩∂Ωd
et ΓsD = ΓD ∩ ∂Ωs. En notant les espaces fonctionnels :
Vd =
{
v ∈ (H 1(Ωd))r |v = 0 sur ΓdD
}
(3.12)
Ws =
{
v ∈ (L 2 (Θ,H 1(Ωs)))r |v = 0 p.p. sur ΓsD et p.s.} (3.13)
le problème couplé Arlequin s’écrit :
Trouver (ud,us,λ) dans Vd ×Ws ×Wc tel que :
⎧⎨
⎩
ad(ud,vd) + C(λ,vd) = d(vd), ∀vd ∈ Vd
As(us,vs)− C(λ,vs) = Ls(vs), ∀vs ∈ Ws
C(μ,ud − us) = 0, ∀μ ∈ Wc
(3.14)
Les travaux virtuels des eﬀorts intérieurs ad : Vd ×Vd → R, As : Ws×Ws → R, et ceux
des eﬀorts extérieurs d : Vd → R et Ls : Ws → R s’écrivent, respectivement :
ad(u,v) =
∫
Ωd
αd(x)Kd∇su(x) : ∇sv(x) dΩ
As(u,v) = E
[∫
Ωs
αs(x)Ks(x, θ)∇su(x, θ) : ∇sv(x, θ) dΩ
]
et
d(v) =
∫
Ωd
βd(x)f(x) · v(x) dΩ +
∫
ΓdN
βd(x)g(x) · v(x) dΓ
Ls(v) = E
[∫
Ωs
βs(x)f(x) · v(x, θ) dΩ
]
+ E
[∫
ΓsN
βs(x)g(x) · v(x, θ) dΓ
]
Les fonctions de pondération (αd, αs) (et (βd, βs)) respectent les mêmes conditions qu’en
déterministe (2.12).
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Figure 3.3 – Déﬁnition du paramètre de poids ε pour la distribution des énergies dans un
problème 1D.
3.2.2 Opérateur et espace de couplage
La superposition de modèles dans la méthode Arlequin repose sur le dédoublement
de la représentation des champs mécaniques et le contrôle, de manière faible dans un
volume déﬁni Ωc, de l’écart entre ces représentants. Dans le cas du couplage déterministe-
stochastique proposé ici, l’espace de couplage Wc et l’opérateur de couplage C doivent être
judicieusement choisis pour assurer une communication appropriée, au sens de la stabilité
(section 3.2.3), entre deux champs évoluant dans des espaces fonctionnels diﬀérents.
En s’inspirant du couplage, dit énergétique, proposé dans le cas détermi-
niste [Ben Dhia, 2008], il a été choisi d’utiliser comme opérateur de couplage C : Wc ×
Wc → R le produit scalaire de Wc ×Wc, déﬁni par :
C(u,v) = E
[∫
Ωc
κ0u · v + κ1∇su : ∇sv dΩ
]
(3.15)
où les deux paramètres κ0 et κ1 ont pour but de rendre les deux termes de l’intégrale
homogènes à des énergies. Nous munissons Wc de la norme ‖u‖Wc =
√
C(u, u).
Plusieurs choix peuvent être envisagés pour l’espace de couplage
(cf. [Ben Dhia et Rateau, 2001]). Nous pouvons, en particulier, considérer les deux
choix pratiques suivants :
Wc,1 =
(
H 1(Ωc)
)r
Wc,2 = L 2
(
Θ,
(
H 1(Ωc)
)r)
Le premier choix permet un couplage simple et naturel des champs. En eﬀet, injecter
dans la troisième ligne de l’équation (3.14), en déﬁnissant l’opérateur C : Wc,1×Wc,1 → R
par C(u,v) =
∫
Ωc
κ0u · v + κ1∇su : ∇sv dΩ, ce premier choix permet d’écrire :
C(μ,ud − us) = C(μ,ud − E [us])
qui traduit une égalité au sens faible du champ déterministe avec l’espérance du champ
stochastique dans la zone de couplage. Avec cet espace de couplage, le couplage ne se fait
que sur la partie déterministe (ou moyenne) des champs. Ce choix peut soulever la question
de l’unicité de la solution du problème Arlequin.
Le second choix permet une description stochastique du champ médiateur λ. Cepen-
dant, dans ce cas, nous nous rapprochons des considérations exprimées dans [Rateau, 2003],
et ce couplage impose alors un verrouillage du champ us sur le champ ud dans la zone Ωc.
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Finalement, la description du champ médiateur a été choisie en prenant l’espace de di-
mension la plus faible assurant la stabilité du problème mixte (cf. [Cottereau et al., 2010,
Cottereau et al., 2011]). Cet espace intermédiaire entre Wc,1 et Wc,2 permet entre autres
d’opérer une transition d’un champ dont la variabilité est forte à un champ dont la varia-
bilité est nulle, à travers Ωc. L’espace de couplage Wc est composé de fonctions aléatoires,
parfaitement corrélées en espace, et à moyenne non homogène :
Wc =
{
ψ +
nc∑
i=1
ωiψ
c
i |ψ ∈
(
H 1(Ωc)
)r
, ωi ∈ L 2(Θ),ψci ∈
(
H 1(Ωc)
)r
,∇sψci = 0
}
(3.16)
où {ψci } avec i ∈ [1..nc] est une base du noyau de l’opérateur ∇s déﬁni par {ψc ∈(
H 1(Ωc)
)r
,∇sψc = 0} et que l’on note N(∇s). En fonction de la dimension spatiale
r de l’espace des déplacements admissibles Ws, nous avons :
– en 1D : r = 1, le noyau est l’ensemble des fonctions constantes, alors nc = 1 et
ψc1 = IΩc où IΩc est la fonction caractéristique de Ωc (IΩc(x) = 1 si x ∈ Ωc, et 0
sinon),
– en 2D : r = 2, le noyau est l’ensemble des mouvements de corps rigides (soit 2
translations et 1 rotation), alors nc = 3,
– en 3D : r = 3, le noyau est l’ensemble des mouvements de corps rigides (soit 3
translations et 3 rotations), alors nc = 6.
Dans la suite, nous notons ω le vecteur aléatoire de taille nc dont la i−ème composante
est ωi. La structure particulière de l’espace de couplage Wc permet alors une ré-écriture
de la troisième ligne de l’équation (3.14) :
C(μ,ud − us) = C(ψ,ud − E [us]) +
nc∑
i=1
E
[
ωi
∫
Ωc
ψci (ud − us) dΩ
]
= 0, ∀(ψ,ω) ∈ (H 1(Ωc))r × (L 2(Θ))nc
Ce choix de structure pour l’espace Wc correspond à imposer une continuité de l’espérance
mathématique (avec le premier terme de l’équation), et à imposer une homogénéisation
globale de la variabilité à l’intérieur de la zone de couplage (avec le second terme).
3.2.3 Stabilité de la formulation continue
L’existence et l’unicité de la solution du problème déﬁni par (3.14), de type
mixte, peuvent être montrées en suivant les développements de Ben Dhia et Ra-
teau [Ben Dhia et Rateau, 2001] (cf. également [Ben Dhia, 2008] pour un cadre plus gé-
néral) dans le cas de couplage Arlequin déterministe-déterministe ; ces développements
consistant à vériﬁer les hypothèses d’application du théorème de Brezzi [Brezzi, 1974] (ins-
crit dans l’esprit de la théorie de Babuška pour les problème mixtes). Pour cela, et aﬁn
de se rapprocher des notations utilisées par Brezzi, observons que le problème (3.14) peut
s’écrire sous la forme :
Trouver (u,λ) ∈ Vˆ ×Wc tel que :{
A(u,v) + Cˆ(λ,v) = L(v), ∀v ∈ Vˆ
Cˆ(μ,u) = 0, ∀μ ∈ Wc (3.17)
avec Vˆ = Vd × Ws, A(u,v) = ad(ud,vd) + As(us,vs), L(v) = d(vd) + Ls(vs), u =
(ud,us) ∈ Vˆ et v = (vd,vs) ∈ Vˆ, et avec Cˆ(λ,v) = C(λ,vd − vs). Le noyau de Cˆ par
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rapport à l’argument de droite est déﬁni comme :
NWc(Cˆ) =
{
u ∈ Vˆ | ∀μ ∈ Wc, Cˆ(μ,u) = 0
}
Nous pouvons alors établir que le problème Arlequin (3.17) couplant un modèle sto-
chastique à un modèle déterministe est bien posé sous des hypothèses classiques de ré-
gularité des données. Tout en renvoyant pour les détails à [Ben Dhia et Rateau, 2001,
Ben Dhia, 2008] (pour le couplage déterministe-déterministe dans le cadre de l’élasticité) ,
ainsi qu’à [Cottereau et al., 2011] (pour le couplage stochastique-déterministe dans le cadre
d’un opérateur de Laplace scalaire, cf. annexe A), nous nous contentons ici de mention-
ner les étapes de la démonstration. La linéarité de forme L(.) et la bilinéarité des formes
A et Cˆ étant triviales, en utilisant le caractère hilbertien des espaces fonctionnels consi-
dérés et grâce essentiellement à l’inégalité de Cauchy Schwarz, nous pouvons facilement
établir la continuité de ces formes pour le problème considéré. Les deux points plus déli-
cats à vériﬁer sont la coercivité de A dans NWc et la condition dite Inf-Sup. Or, avec les
hypothèses considérées sur les données, les démonstrations de ces deux points suivent basi-
quement celles développées dans [Ben Dhia et Rateau, 2001] ; l’enrichissement de l’espace
médiateur Wc par des champs stochastiques comme réalisé dans [Cottereau et al., 2011]
ne servant qu’à supprimer les mouvements de solides rigides stochastiques inﬁnitésimaux
lorsque ces derniers sont admissibles pour le problème Arlequin considéré.
3.3 Approximation numérique du problème couplé
Comme pour le mono-modèle de référence, le problème Arlequin est un problème sto-
chastique. Nous proposons dans cette section une méthode d’approximation de la solution
(ud,us,λ) du problème (3.14). La discrétisation des dimensions spatiales est eﬀectuée
en utilisant la MEF, alors que la dimension stochastique est discrétisée en utilisant une
approche de Monte Carlo.
3.3.1 Discrétisation spatiale
Les domaines Ωd, Ωs et Ωc sont recouverts par les maillages Td, Ts et Tc, composés des
éléments Ed, Es et Ec respectivement (tétraèdres, hexaèdres (en 3D), triangles, quadrangles
(en 2D)...). Nous déﬁnissons les premiers espaces d’approximations par :
Vhd =
{
v ∈ (C 0(Ω))r ,v|Ed ∈ (Pi(Ed))r , ∀Ed ∈ Td, v = 0 sur ΓdD
}
Vhs =
{
v ∈ (C 0(Ω))r ,v|Es ∈ (Pi(Es))r , ∀Es ∈ Ts, v = 0 sur ΓsD}
et
Vhc =
{
v ∈ (C 0(Ω))r ,v|Ec ∈ (Pi(Ec))r , ∀Ec ∈ Tc}
Ils sont composés de polynômes de degré i, déﬁnis sur chaque élément. En choisissant {φdk},
{φsk} et {φck} comme des bases des espaces vectoriels Vhd , Vhs et Vhc respectivement, nous
déﬁnissons les matrices de rigidité des deux modèles, déterministe et stochastique, ainsi
que celles de couplage par :
Ad,ij =
∫
Ωd
αd(x)Kd∇sφdi (x) : ∇sφdj (x) dΩ
50 Chapitre 3. Couplage stochastique par la méthode Arlequin
As,ij(θ) =
∫
Ωs
αs(x)Ks(x, θ)∇sφsi (x) : ∇sφsj(x) dΩ
Cd,ij =
∫
Ωc
κ0φ
d
i (x) · φcj(x) + κ1∇sφdi (x) : ∇sφcj(x) dΩ
Cs,ij =
∫
Ωc
κ0φ
s
i (x) · φcj(x) + κ1∇sφsi (x) : ∇sφcj(x) dΩ
et les matrices Sd et Ss par :
Sd,ij =
∫
Ωc
κ0ψ
c
j (x) · φdi (x) dΩ
Ss,ij =
∫
Ωc
κ0ψ
c
j (x) · φsi (x) dΩ
La discrétisation de l’espace Wc demande d’imposer une condition supplémentaire
pour une discrétisation univoque. En eﬀet, d’après la déﬁnition de l’espace Wc, le noyau
de l’opérateur ∇s peut être décrit de plusieurs manières diﬀérentes totalement équivalente.
Prenons, pour illustration, le cas d’un problème scalaire (r = 1). L’espace de couplage
s’écrit Wc =
{
ψ + ωIΩc |ψ ∈ H 1(Ωc), ω ∈ L 2(Θ)
}
. Le noyau de Wc est constitué des
fonctions constantes. Elles peuvent être décrites, soit en prenant (ψ = 0, ω = 1) où ω = 1
est la fonction Dirac suivant la dimension stochastique, soit en prenant (ψ = I(x), ω = 0).
Aﬁn de lever cette redondance, nous cherchons de plus à vériﬁer l’une des deux conditions
suivantes :
E [ω] = 0
soit ∫
Ωc
ψ(x) dΩ = 0 (3.18)
Dans le cas d’une résolution par la technique de Monte Carlo, comme proposé dans la
section 3.3.2, la première condition pose des diﬃcultés car elle implique l’ensemble des
réalisations. Nous choisissons de vériﬁer la condition (3.18). Cette condition est imposée
par la méthode des lagrangiens et entraîne la déﬁnition du vecteur Sc, de coordonnée :
Sc,Ii =
∫
Ωc
φcIi(x) · ei dΩ
où le double indice Ii renvoie au degré de liberté associé au nœud I et à la direction ei (ei
étant un des vecteurs orthonormés formant une base de l’espace euclidien d’étude Rr).
Le problème discrétisé peut s’écrire :
E
⎡
⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎣
Ad 0 Cd Sd 0
0 As(θ) −Cs −Ss 0
CTd −CTs 0 0 Sc
STd −STs 0 0 0
0 0 STc 0 0
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
Ud
Us(θ)
ψ
ω(θ)
Λ
⎤
⎥⎥⎥⎥⎥⎦
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
Fd
Fs
0
0
0
⎤
⎥⎥⎥⎥⎥⎦
(3.19)
où les composantes des vecteurs Fd et Fs sont données par Fd,i = d(φdi ) et par Fs,i =
Ls(φsi ). Ud, Us et ψ sont les composantes de ud, us et de la partie déterministe de
μ, exprimées dans les bases Vhd , Vhs et Vhc respectivement. Enﬁn, le vecteur Λ décrit les
multiplicateurs de Lagrange utilisés pour assurer la condition (3.18). Dans ce système ﬁnal,
seuls As, Us et ω sont des matrices (ou vecteurs) aléatoires.
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3.3.2 Discrétisation stochastique par la méthode de Monte Carlo
Une manière de traiter la dimension stochastique est d’utiliser une technique de Monte
Carlo. Cependant, elle ne peut pas être appliquée directement au système (3.19) comme
pour le système (3.7). En eﬀet, seuls As, Us et ω sont aléatoires. Les champs déterministes
ne dépendent pas que d’une réalisation mais de l’ensemble des réalisations. Dès lors, il est
nécessaire de reformuler le problème discrétisé. Dans un premier temps, nous exprimons les
champs déterministes en fonction des champs stochastiques inconnus Us et ω pour obtenir
un système du type :
E
[
K∗(θ)
[
Us(θ)
ω(θ)
]]
= F ∗ (3.20)
où K∗ et F ∗ sont respectivement la matrice de rigidité condensée et le vecteur de force
condensée. Dans un second temps, des réalisations de As permettent la résolution du pro-
blème condensé. Enﬁn, le troisième temps consiste à retourner au problème initial pour
remonter aux champs déterministes.
Pour établir la condensation, nous ré-organisons le problème (3.9) :
E
⎡
⎢⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎢⎣
Ad Cd 0 0 Sd
CTd 0 Sc −CTs 0
0 STc 0 0 0
0 −Cs 0 As(θ) −Ss
STd 0 0 −STs 0
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
Ud
ψ
Λ
Us(θ)
ω(θ)
⎤
⎥⎥⎥⎥⎥⎦
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
Fd
0
0
Fs
0
⎤
⎥⎥⎥⎥⎥⎦
(3.21)
Nous exprimons, dans le cas où Bd, déﬁnie ci-dessous, est inversible, Vd = [UTd ψ
T ΛT ]T
en fonction du reste :
Vd = B
−1
d (F
∗
d − C∗E [Vs])
avec
Bd =
⎡
⎣ Ad Cd 0CTd 0 Sc
0 STc 0
⎤
⎦
F ∗d =
⎡
⎣ Fd0
0
⎤
⎦
C∗ =
⎡
⎣ 0 Sd−CTs 0
0 0
⎤
⎦
et Vs = [UTs ωT ]T .
En notant F ∗s = [F Ts 0]T et
Bs =
[
As −Ss
−STs 0
]
la matrice condensée K∗ et le vecteur force condensé F ∗ de (3.20) s’écrivent :
K∗ = Bs −C∗TB−1d C∗ (3.22)
et
F ∗ = F ∗s −C∗TB−1d F ∗d (3.23)
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Cette condensation fait intervenir une inversion de matrice. En pratique, cette matrice
peut ne pas être inversible. C’est notamment le cas lorsqu’aucune condition de Dirichlet
n’est imposée sur le modèle déterministe mais également plus généralement parce que les
formes particulières de Cd et Sc autorisent des solutions V non-nulles telles que BdV = 0.
Le noyau de Bd et sa taille dépendent des dimensions considérées (à travers notamment la
déﬁnition de Sd). Dans ces cas, une technique spéciale, comme dans la méthode FETI, est
utilisée (voir par exemple [Farhat et Roux, 1991]). Revenons sur le problème initial déﬁni
par l’équation (3.21) : {
BdVd + C
∗E [Vs] = F ∗d (a)
C∗TVd + E [BsVs] = F ∗s (b)
(3.24)
Pour illustrer la méthode, nous supposons ici que la matrice Bd n’est pas inversible.
Un degré de liberté additionnel δ, dont la taille dépend du noyau de Bd, est alors introduit
pour décrire le noyau de la matrice. Nous avons alors :
Vd = B
†
d (F
∗
d −C∗E [Vs]) +RE [δ] (3.25)
où † désigne un pseudo-inverse et où les colonnes de la matrice R forment une base du
noyau de Bd. Physiquement, R représente une base du noyau de Bd et le vecteur δ est
une combinaison linéaire des vecteurs composant R. Comme Bd est symétrique, l’équa-
tion (3.24)(a) admet une solution au moins si le membre de droite (F ∗d − C∗E [Vs]) est
orthogonal au noyau de Bd. Cela permet d’écrire :
RT (F ∗d −C∗E [Vs]) = 0
Finalement, l’équation (3.20) peut être ré-écrite :
E
⎡
⎣[ K∗ C∗TR
RTC∗ 0
]⎡⎣ Usω
δ
⎤
⎦
⎤
⎦ =
[
F ∗
RTF ∗d
]
(3.26)
oùK∗ et F ∗ sont maintenant déﬁnis en utilisant les pseudo-inverses des matrices concernées
à partir des équations (3.22) et (3.23), respectivement.
Sous cette forme, le système déﬁni par l’équation (3.26) peut alors être ré-
solu en utilisant la technique de Monte Carlo. MC réalisations de K(x, θ) sont
construites en suivant sa loi de probabilité qui est une donnée du problème. Plu-
sieurs méthodes de simulation de processus ou de champs stochastiques comme
K(x, θ) existent. Dans tous les travaux proposés dans ce manuscrit, une méthode
de représentation spectrale des champs [Shinozuka et Deodatis, 1991] a été choisie
pour simuler ces réalisations. Ces réalisations permettent de reconstruire MC réali-
sations de As et le problème (3.26) est alors résolu pour chaque réalisation. Dès
lors, un nombre suﬃsant [Hammersley et Handscomb, 1975, Robert et Casella, 2004,
Binder et Heermann, 2010] de réalisations permet l’approximation des moments statis-
tiques du vecteur solution [UTs ωT δT ]T . Le reste des inconnues [UTd ψ
T ΛT ]T est alors
évalué à partir de l’équation (3.25).
3.3.3 Stabilité de la formulation discrète
Comme pour la stabilité du problème continu, on peut établir l’existence et l’unicité
d’une solution au problème Arlequin discret, déﬁni ci-dessus, en suivant les développements
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réalisés par Ben Dhia et Rateau [Ben Dhia et Rateau, 2001] pour un problème Arlequin
mixte, couplant deux modèles déterministes (cf. également [Rateau, 2003] pour plus de
détails).
3.4 Exemples simples d’utilisation
Cette section présente des exemples simples de couplage entre un modèle déterministe
continu et un modèle stochastique continu.
1. L’exemple de la section 3.4.1 concerne l’étude d’un problème 1D dont l’espérance
de la solution et de son gradient sont connues analytiquement. Le but est de com-
parer la solution obtenue par la méthode Arlequin avec la solution analytique, ainsi
qu’avec la solution obtenue avec un mono-modèle stochastique. Deux séries de résul-
tats sont présentées et comparées, pour deux choix possibles de discrétisation de Ωc
(en utilisant la discrétisation spatiale de Ωd ou celle de Ωs).
2. Le deuxième exemple, section 3.4.2, est semblable au premier problème, sans force
distribuée, dans lequel nous avons introduit artiﬁciellement un défaut. Ce défaut
est modélisé par un aﬀaiblissement de la rigidité locale de la structure. Il s’agit
essentiellement, dans cet exemple, de montrer que la méthode Arlequin permet de
représenter les eﬀets de ce défaut localement lorsqu’un poids suﬃsant est donné au
patch. Les résultats seront de nouveau comparés à la solution obtenue avec un mono-
modèle.
3. Enﬁn, dans la section 3.4.3, un exemple 2D est donné pour montrer l’extension de
la méthode décrite à un cas bidimensionnel. De même que pour le premier exemple,
nous montrons les résultats obtenus avec une discrétisation de Ωc basée sur celle
de Ωd ou Ωs. Enﬁn, nous vériﬁons qu’en augmentant la taille du patch, et donc du
modèle stochastique, la solution obtenue est meilleure, dans le sens où elle est plus
proche de la solution obtenue par mono-modèle.
Dans tous ces exemples, les fonctions de pondérations (βd, βs) associées aux travaux des
eﬀorts extérieurs sont les mêmes que les fonctions (αd, αs) associées aux travaux des eﬀorts
intérieurs. Elles ont été choisies comme des fonctions linéaires. Sauf mention contraire, le
poids ε (cf. ﬁgure 3.3) est ﬁxé à 10−3. Les paramètres κ0 et κ1 intervenant dans l’opéra-
teur de couplage (3.15), sont ici choisis arbitrairement égaux à 1 et 10−3, respectivement
(cf. thèse de Nadia Elkhodja [Elkhodja, 2010], pour des choix plus physiques). Enﬁn, la
dimension stochastique est traitée en utilisant la méthode de Monte Carlo. Tous ces choix
ne constituent pas des restrictions de la méthode. Ils peuvent être diﬀérents.
L’optimisation de la méthode en terme de temps et de mémoire n’a pas été abordée
durant ces travaux de doctorat. Nous renvoyons à deux thèses réalisées dans le labora-
toire MSSMat sur ce sujet [Elkhodja, 2010, Touzeau, 2012]. Les diﬀérents paramètres des
modèles utilisés sont choisis arbitrairement. Nous proposons dans la suite du manuscrit
(chapitre 4) une méthode de choix des paramètres pour l’évaluation de quantités d’intérêt
choisies.
Nous observons, pour tous les exemples, l’espérance d’une variable aléatoire u (en gé-
néral déplacement ou gradient du déplacement), et l’intervalle de conﬁance à 90% déﬁni
par :
IC = E [u]± σ(u)√
1− 0.9
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où σ(u) désigne l’écart-type de u. L’intervalle de conﬁance désigne le fait que la probabilité
d’avoir u(x, θ) dans cette intervalle est de 0.9. Il symbolise la variabilité de la solution u
dans la structure.
3.4.1 Problème 1D sans défaut
Figure 3.4 – Mono-modèle 1D stochastique de référence.
Nous considérons une barre de longueur unitaire soumise à un déplacement imposé
et chargée par une force distribuée unitaire (ﬁgure 3.4). Le mono-modèle stochastique
est contrôlé par un champ stochastique K(x, θ), modélisé par un champ suivant une loi
marginale uniforme de bornes [0.3013, 2.3601] (de moyenne arithmétique E [K(x, θ)] =
1.3307 et de moyenne harmonique 1/E [1/K(x, θ)] = 1). Le champ K(x, θ) vériﬁe en outre
les conditions (3.2). Le champ suit de plus un modèle de corrélation de type sinus cardinal
au carré (sinc2) avec une longueur de corrélation Lcor = 10−2. Les fonctions de corrélation
et de densité spectrale sont données dans la ﬁgure 3.5. La corrélation n’est fonction que
de la distance entre les points considérés. La longueur de corrélation Lcor représente alors
une distance limite au-delà de laquelle les valeurs locales de K peuvent être considérées
décorrélées.
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Figure 3.5 – Structure de corrélation choisie et densité spectrale associée.
Le champ de déplacement stochastique vériﬁe, p.p. et p.s. :
d
dx
(
K(x, θ)
du(x, θ)
dx
)
+ 1 = 0
avec les conditions de Dirichlet : u(0, θ) = 0 et u(1, θ) = 1, presque surement. La solution
de ce problème mono-modèle s’écrit :
u(x, θ) =
∫ x
0
K∗ − x′
K(x′, θ)
dx′
où K∗ vériﬁe 1 =
∫ 1
0
K∗−x′
K(x′,θ)dx
′ p.s. .
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Avec les paramètres précédents, et en considérant que K∗ ≈ 1/E[1/K(x, θ)] = 1,
presque surement, (notamment car la longueur de corrélation est bien plus faible que
la longueur totale de la barre), le champ de déplacement vériﬁe E[u] = x(3 − x)/x,
E[du/dx] = 3/2 − x. La variance et d’autres moments statistiques peuvent être évalués
numériquement (en utilisant la technique de Monte Carlo par exemple).
Dans les résultats suivants, les solutions numériques du mono-modèle sont validées par
la solution analytique moyenne. L’espérance du déplacement E[u] ainsi que l’intervalle de
conﬁance à 90% évalués à partir de 100 000 réalisations de K(x, θ) sont tracés en bleu
dans la ﬁgure 3.7. Ce problème est approché par la méthode Arlequin (ﬁgure 3.6) dans
laquelle nous superposons à un modèle déterministe un patch dans lequel le comportement
est décrit par un modèle stochastique.
Figure 3.6 – Modèle approché en utilisant la méthode Arlequin.
Nous considérons un domaine Ωd = [0, 1], un domaine Ωs = [0.4, 0.8], et une zone de
couplage Ωc = [0.4, 0.5]∪ [0.7, 0.8]. Le domaine Ωd est discrétisé en utilisant 20 éléments de
taille constante 0.05. Le domaine Ωs est discrétisé par 200 éléments de taille constante 0.002.
Dans cette section, l’espace de couplage Wc déﬁni par (3.16) est discrétisé spatialement
avec le même maillage que Ωs. La dimension stochastique est traitée par une approche
de Monte Carlo, comme décrite dans la section 3.3.2 en utilisant 100 000 réalisations de
Ks(x, θ).
Le déplacement ud (sur le domaine Ωd = [0, 1]), le déplacement moyen E[us] (sur le
domaine Ωs = [0.4, 0.8]) ainsi que l’intervalle de conﬁance à 90% correspondant sont tracés
et comparés avec les résultats obtenus avec un mono-modèle stochastique dans la ﬁgure 3.7.
Dans la zone de couplage Ωc = [0.4, 0.5] ∪ [0.7, 0.8], la solution déterministe ud et le dépla-
cement moyen E[us] sont bien superposés. Dans la zone libre du patch (Ωf = [0.5, 0.7]),
les deux champs co-existent et nous observons bien de la variabilité sur us (exemple de
réalisation en rouge).
Une remarque importante concerne la discrétisation spatiale de l’espace de couplage.
En choisissant ici la même discrétisation que Ωs (plus ﬁne que celle de Ωd), dans la zone de
couplage, la description spatiale de us est bloquée sur le maillage grossier. Le gradient dans
cette zone indique ce verrouillage. Il est déﬁni sur les éléments ﬁns, mais reste constant par
élément grossier (comme dusdx ), réalisation par réalisation (voir ﬁgure 3.7 bas). Pour éviter ce
phénomène de verrouillage, une possibilité est d’utiliser un autre support de discrétisation
pour Wc, comme par exemple le maillage grossier (voir plus loin).
La comparaison avec la solution mono-modèle permet deux observations principales. La
première est le fait que le champ déterministe ud ne correspond pas sur toute la longueur
à la moyenne de la solution mono-modèle E [u]. En eﬀet, ud n’est pas la solution d’un
problème déterministe seul. Ce champ est impacté par la présence du patch, qui propage
l’information de variabilité locale à l’ensemble de la structure. Cependant, dans la zone
libre du patch, l’écart relatif entre l’espérance du déplacement issu du mono-modèle et
l’espérance du déplacement issu du modèle Arlequin est faible (moins de 0.5% d’écart
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Figure 3.7 – Comparaison, en terme de déplacement (haut) et de gradient du déplacement
(bas) de la solution Arlequin (ud ou dud/dx (ligne continue noire), E [us] ou E [dus/dx]
(tirets noirs), exemple de réalisation de us ou dus/dx (ligne continue rouge), et intervalle
de conﬁance à 90% sur us ou dus/dx(zone jaune)) avec la solution de référence obtenue
par mono-modèle (E [u] ou E [du/dx] (ligne continue bleue), intervalle de conﬁance à 90%
de u ou du/dx (tirets bleus)).
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Figure 3.8 – Valeur de l’indice de corrélation entre le champ stochastique K(x, θ) en tous
points et le déplacement évalué à x = 0.6 (ﬁgure de gauche) et le gradient évalué à x = 0.6
(ﬁgure de droite), pour le mono-modèle de référence en noir, et pour le modèle Arlequin
en rouge.
relatif). De même, pour le gradient, l’écart relatif entre les gradients du déplacement mono-
modèle et E [dus/dx] est inférieur à 0.5%.
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La seconde observation concerne la variabilité de la solution obtenue. Il semblerait que
même avec une taille de patch de 40% de la longueur totale, la variabilité du gradient
est parfaitement reproduite par le modèle Arlequin (99% de l’intervalle de conﬁance de
référence obtenu), alors que celle du déplacement beaucoup moins bien (moins de 35% de
l’intervalle de conﬁance représenté avec la solution Arlequin). En premier élément d’analyse,
nous étudions dans la ﬁgure 3.8 l’évolution de l’indice de corrélation de la solution avec le
champ de propriété. A gauche est tracé l’indice de corrélation entre la valeur du déplacement
u(x = 0.6, θ) issu du mono-modèle avec les valeurs de K(x, θ) en tous points, et entre
us(x = 0.6, θ) issu du modèle Arlequin avec les valeurs de K(x, θ) en tous points (K(x, θ)
n’étant alors déﬁni que sur [0.4, 0.8], la courbe est limitée à cet intervalle). La ﬁgure 3.8 de
droite regroupe les corrélations entre les gradient en x = 0.6 et K(x, θ) en tous points. Nous
observons que le gradient en x = 0.6 peut être vu comme une quantité locale dans le sens où
elle n’est pas inﬂuencée par les variabilités de K(x, θ) en des points distants. Au contraire,
ces variabilités impactent le déplacement en x = 0.6, même loin de cette position. Pour le
cas du déplacement, le patch étant trop petit, l’inﬂuence de la variabilité de K(x, θ) pour
les points en dehors du patch n’est pas prise en compte et explique l’écart des intervalles
de conﬁance. Il semblerait donc que la méthode Arlequin est à même de reproduire les
variabilités d’une quantité dès lors que le support de la fonction de corrélation entre l’origine
des ﬂuctuations (ici K(x, θ)) et la quantité d’intérêt est relativement compact et incluse
dans la zone libre du patch. Ainsi, la méthode est à même de reproduire des grandeurs
locales spéciﬁques comme le gradient dans ce cas.
Dans le chapitre 4, nous nous intéresserons plus particulièrement à l’espérance et à la
variance du gradient au milieu de la structure.
Changement du support de discrétisation pour Ωc
L’espace de couplage Wc est ici discrétisé spatialement avec le même maillage que Ωd.
Cela permet de laisser davantage de "liberté" à la solution stochastique dans l’espace de
couplage. Le gradient du déplacement est donné dans la ﬁgure 3.9. La précision est sensi-
blement la même. Cependant, nous pouvons remarquer des valeurs élevées pour l’intervalle
de conﬁance sur les bords du patch. Plus précisément, cet eﬀet de bord apparait sur les
éléments extrêmes du patch. En diminuant d’avantage la taille des éléments, la variabilité
augmente. Pour l’instant, cet eﬀet de bord n’a pas été étudié plus en détail. Cet eﬀet de
bord disparait notamment si nous prenons des fonctions de pondération constantes dans
la zone de couplage. Cet eﬀet est lié à la faiblesse de la rigidité locale lorsque la taille des
éléments est petite et que la fonction de pondération αs tend vers une valeur faible proche
du bord du patch.
3.4.2 Problème 1D avec défaut
La méthode Arlequin permet de représenter des défauts de structure sans avoir à re-
mailler l’ensemble de la structure. Dans cet exemple, la méthode est testée pour représenter
la solution lorsqu’un défaut est introduit dans le modèle précédent, sans force distribuée.
Le défaut est modélisé par un aﬀaiblissement du paramètre matériau K(x, θ) dans une zone
déﬁnie par x ∈ [0.45, 0.5]. Dans cette zone, le module matériau K de l’exemple précédent
est divisé par un facteur 10. La solution obtenue par un mono-modèle dans lequel le défaut
apparait directement est donnée en bleu dans les ﬁgures 3.10 et 3.11.
En suivant la philosophie de la méthode Arlequin, le défaut n’est représenté que dans
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Figure 3.9 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(dud/dx (ligne continue noire), E [dus/dx] (tirets noirs), exemple de réalisation de dus/dx
(ligne continue rouge), et intervalle de conﬁance à 90% sur dus/dx(zone jaune)) avec la
solution de référence obtenue par mono-modèle (E [du/dx] (ligne continue bleue), intervalle
de conﬁance à 90% de du/dx (tirets bleus)) (Ωc est discrétisé avec le maillage grossier de
Ωd).
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Figure 3.10 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(dud/dx (ligne continue noire), E [dus/dx] (tirets noirs), exemple de réalisation de dus/dx
(ligne continue rouge), et intervalle de conﬁance à 90% sur dus/dx(zone jaune)) avec la
solution de référence obtenue par mono-modèle (E [du/dx] (ligne continue bleue), intervalle
de conﬁance à 90% de du/dx (tirets bleus)).
le patch, le substrat représentant le milieu sain. Le gradient du déplacement solution de la
méthode Arlequin, ainsi que la comparaison avec le modèle de référence sont donnés dans
la ﬁgure 3.10. Comme nous pouvons le constater, la méthode Arlequin permet d’introduire
avec eﬃcacité la présence du défaut, alors qu’il est uniquement modélisé dans le patch.
L’écart relatif pour l’espérance du gradient du déplacement est en eﬀet inférieur à 0.5%
dans la zone libre du patch. Quand à la variabilité du gradient, elle est encore une fois
parfaitement reproduite (plus de 99% de l’intervalle de conﬁance obtenu).
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Si le poids donné au patch n’est pas assez important
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Figure 3.11 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(dud/dx (ligne continue noire), E [dus/dx] (tirets noirs), exemple de réalisation de dus/dx
(ligne continue rouge), et intervalle de conﬁance à 90% sur dus/dx(zone jaune)) avec la
solution de référence obtenue par mono-modèle (E [du/dx] (ligne continue bleue), intervalle
de conﬁance à 90% de du/dx (tirets bleus)), lorsqu’un poids insuﬃsant est donné au patch.
A défaut, lorsque le poids accordé au modèle du patch n’est pas important (en prenant
ε = 0.999 par exemple), nous remarquons que l’espérance et la variance de la solution
de référence ne sont pas du tout retrouvées (voir ﬁgure 3.11). Nous constatons en eﬀet
un écart relatif de l’espérance du gradient de la solution de 55%. L’intervalle de conﬁance
n’est quant à lui reproduit qu’à 42%. Cet exemple montre bien que lorsque l’énergie est mal
distribuée entre les deux modèles superposés, la solution ne reproduit pas correctement le
comportement voulu. Cette considération non spéciﬁque au couplage stochastique a déjà
été étudiée dans [Rateau, 2003].
3.4.3 Problème 2D
Figure 3.12 – Échantillon 2D de référence.
Dans cet exemple, nous étudions une structure hétérogène en traction (voir ﬁgure 3.12).
La géométrie particulière de la structure entraine une concentration de contrainte proche
du centre de celle-ci. Aﬁn de mieux étudier le comportement local proche de cette zone
critique, le comportement est modélisé par un modèle stochastique. La structure occupe un
domaine Ω inscrit dans une boite [−3, 3]× [−1, 1]. L’échantillon est soumis à des conditions
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de Dirichlet (u(x = −3, y, θ) = 0, u(x = 3, y, θ) = 1 p.s.) et de Neumann (∇u · n = 0 p.s.)
sur le reste des bords, sans force distribuée dans son volume. Les propriétés matériaux
sont modélisées par un champ stochastique stationnaire K(x, θ), suivant une loi marginale
uniforme de bornes [0.3542, 2.1938] (de moyenne géométrique 1/E [1/K(x, θ)] = 1), et de
corrélation du type sinc2 avec une longueur de corrélation de Lcor = 0.05 dans chaque
direction. Un exemple de réalisation du champ stochastique générée en suivant la méthode
de Shinozuka [Shinozuka et Deodatis, 1991] est donné sur la ﬁgure 3.13. Le maillage utilisé
est triangulaire et comporte 33 792 éléments dont le diamètre maximal du cercle inscrit
est de 0.006.
Figure 3.13 – Exemple d’une réalisation du champ K(x, θ).
L’équilibre du mono-modèle associé s’écrit :
Trouver u ∈ W tel que, p.p. et p.s. :
E [∇ · (K(x, θ)∇u(x, θ))] = 0
Les solutions ont été évaluées en utilisant 5 000 réalisations de K(x, θ). La ﬁgure 3.14
représente l’espérance de la solution u et de la norme de son gradient sur l’ensemble de la
structure. La variance de la solution et de son gradient est représentée sur la ﬁgure 3.15.
La méthode Arlequin est utilisée pour approcher la solution du problème précédent en
couplant un modèle déterministe décrit par une rigidité Kd = 1 avec un modèle stochastique
décrit par une rigidité Ks(x, θ) = K(x, θ)|Ωs . Le domaine substrat Ωd recouvre l’ensemble
du modèle alors que le patch décrit par le domaine Ωs est centré sur la singularité géomé-
trique et est déﬁni par Ωs = Ω ∩ {(x, y) | x ∈ [−0.75, 0.75]}. La zone de couplage quant
à elle occupe le domaine Ωc tel que Ωc = Ω ∩ {(x, y) | x ∈ [−0.75,−0.45] ∪ [0.45, 0.75]}.
Le domaine Ωd est discrétisé par 528 éléments (diamètre maximal du cercle inscrit : 0.3),
alors que Ωs est discrétisé par un maillage suﬃsamment ﬁn pour représenter les variabilités
de Ks(x, θ), soit avec 12 160 éléments dont le diamètre maximal du cercle inscrit est de
0.006. De plus, nous choisissons comme dans l’exemple précédent de discrétiser la zone de
couplage en utilisant le même maillage que le patch (restreint sur Ωc). Une autre possibilité
en utilisant la discrétisation grossière de Ωd est discutée dans la suite. La dimension sto-
chastique est traitée par une approche de Monte Carlo, comme décrite dans la section 3.3.2
en utilisant 5 000 réalisations de Ks(x, θ) aﬁn de pouvoir comparer la solution obtenue par
la méthode Arlequin et la solution obtenue par le mono-modèle.
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Figure 3.14 – Espérance du déplacement (E [u]) (haut) et espérance de la norme du
gradient (E [‖∇u‖]) (bas) pour le mono-modèle 2D de référence.
Les ﬁgures 3.16 et 3.17 représentent ud, l’espérance du champ stochastique E [us], l’es-
pérance de la norme du gradient associé et la variance (ou intervalle de conﬁance) sur
l’ensemble de la structure. Des ﬂuctuations parasites de l’espérance et de la variance de la
norme du gradient sont visibles sur les ﬁgures. Nous les retrouvons sur la ﬁgure 3.19. Leur
longueur de variation est plus faible que la longueur de corrélation. Ces ﬂuctuations peuvent
être réduites en diminuant d’avantage la taille des éléments localement par exemple.
Enﬁn, les ﬁgures 3.18 et 3.19 représentent la comparaison entre la solution obtenue par
la méthode Arlequin, et la solution obtenue par mono-modèle. Les ﬂuctuations parasites
de l’espérance et de la variance de la norme du gradient, déjà visibles sur le mono-modèle
sont de nouveaux présentes sur la solution Arlequin. Encore une fois, le maillage étant
similaire dans cette zone au maillage du mono-modèle, ces ﬂuctuations sont associées à un
problème d’interpolation du gradient (qui est alors constant par élément). Elles ne sont pas
liées à l’utilisation de la méthode Arlequin puisque nous retrouvons exactement les mêmes
ﬂuctuations sur la solution mono-modèle.
Les écarts relatifs des espérances du déplacement et de son gradient sont relativement
faibles (moins de 0.2% d’écart pour le déplacement et moins de 6% d’écart pour son gradient
suivant l’axe y, et moins de 8% d’écart pour le déplacement et pour son gradient suivant
l’axe x). La variabilité du déplacement n’est pas représentée par la solution Arlequin,
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Figure 3.15 – Variance du déplacement (Var [u]) (haut) et de la norme du gradient
(Var [‖∇u‖]) (bas) pour le mono-modèle 2D de référence.
seulement 46% de l’intervalle de conﬁance est retrouvé pour le déplacement suivant l’axe
x (78% suivant l’axe y). Comme précédemment, même avec un patch petit, la variabilité
de la norme du gradient est mieux représentée (environ 80% de l’intervalle de conﬁance
retrouvé). Comme précédemment, nous pouvons relier cela à l’évolution de l’indice de
corrélation entre le déplacement du point (x = 0, y = 0) ou la norme de son gradient et
le champs stochastique K(x, θ) (voir ﬁgures 3.20 et 3.21). Le support de la corrélation
pour le gradient est totalement inclus dans le patch, alors que celui lié au déplacement
non. Cependant, ni l’espérance de la norme du gradient, ni l’intervalle de conﬁance ne sont
parfaitement retrouvés car la taille du modèle stochastique n’est pas assez importante et
le nombre de tirages de Monte Carlo est également un peu faible.
Changement du support de discrétisation pour Ωc
L’espace de couplage Wc est ici discrétisé spatialement avec le même maillage que Ωd.
Cela permet de laisser d’avantage de "liberté" à la solution stochastique dans l’espace de
couplage. Tous les autres paramètres sont inchangés.
Les ﬁgures 3.22 et 3.23 représentent ud, l’espérance du champ stochastique E [us], l’es-
pérance de la norme du gradient associé et la variance (ou intervalle de conﬁance) sur
l’ensemble de la structure.
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Figure 3.16 – Déplacement ud et E [us] (haut) et norme du gradient de ud (milieu) et
espérance de la norme du gradient de us (bas) obtenus par la méthode Arlequin.
Les ﬁgures 3.24 et 3.25 représentent la comparaison entre la solution obtenue par la
méthode Arlequin, et la solution obtenue par mono-modèle. Comme dans le cas 1D, nous
pouvons remarquer le même eﬀet de bords : des valeurs plus élevées pour l’intervalle de
conﬁance se retrouvent sur les bords extrêmes du patch (cantonnées sur les éléments du
bord uniquement). Les écarts relatifs liés à l’évaluation de l’espérance du déplacement ou
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Figure 3.17 – Variances du déplacement (Var [us]) (haut) et de la norme du gradient
associé (Var [‖∇us‖]) (bas) obtenues par la méthode Arlequin.
de la norme du déplacement sont sensiblement les mêmes, ainsi que les diﬀérences pour
les intervalles de conﬁance. Une manière d’améliorer la solution est d’agrandir la taille
du patch manuellement, comme il est proposé dans le paragraphe suivant. On pourrait
également augmenter le nombre de tirages de Monte Carlo.
Utilisation d’un patch plus grand
Dans ce paragraphe, le patch utilisé est plus grand (demi-largeur : Ls = 1.8). La
discrétisation de la zone de couplage est ﬁne et s’appuie sur la discrétisation de Ωs. Tous
les autres paramètres restent inchangés.
Les ﬁgures 3.26 et 3.27 représentent ud, l’espérance du champ stochastique E [us], l’es-
pérance de la norme du gradient associé et la variance (ou intervalle de conﬁance) sur
l’ensemble de la structure.
Les ﬁgures 3.28 et 3.29 représentent la comparaison entre la solution obtenue par la
méthode Arlequin, et la solution obtenue par mono-modèle. L’écart relatif de l’espérance
du gradient du déplacement est plus faible que précédemment (2.5% d’écart relatif suivant
les deux axes). De même, la variabilité est mieux représentée. L’augmentation de la taille
du patch a amélioré la représentation de l’intervalle de conﬁance de 80% à plus de 96%.
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Figure 3.18 – Comparaison, en terme de déplacement (haut) et de gradient du déplace-
ment (bas) de la solution Arlequin (E [us] ou E [‖∇us‖] en tirets noirs, exemple de réali-
sations associées en ligne continue rouge, et intervalle de conﬁance à 90% relatif à us ou
‖∇us‖ (zone jaune)) avec la solution de référence obtenue par mono-modèle (Espérance
(ligne continue bleue), intervalle de conﬁance à 90% (tirets bleus)) le long de l’axe y.
Dans le chapitre 4, nous proposons d’étudier la qualité de l’estimation d’une composante
du gradient de la solution, notamment en fonction de la taille du patch choisie, mais
également du nombre de tirages de Monte Carlo et de la discrétisation spatiale.
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Figure 3.19 – Comparaison, en terme de déplacement (haut) et de gradient du déplace-
ment (bas) de la solution Arlequin (ud en ligne continue noire, E [us] ou E [‖∇us‖] en tirets
noirs, exemple de réalisations associées en ligne continue rouge, et intervalle de conﬁance
à 90% relatif à us ou ‖∇us‖ (zone jaune)) avec la solution de référence obtenue par mono-
modèle (Espérance (ligne continue bleue), intervalle de conﬁance à 90% (tirets bleus)) le
long de l’axe x.
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Figure 3.20 – Valeur de l’indice de corrélation entre le champ stochastique K(x, θ) en
tous points et le déplacement évalué en (x = 0, y = 0), pour le mono-modèle de référence
en haut, et pour le modèle Arlequin en bas.
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Figure 3.21 – Valeur de l’indice de corrélation entre le champ stochastique K(x, θ) en
tous points et la norme du gradient évaluée en (x = 0, y = 0), pour le mono-modèle de
référence en haut, et pour le modèle Arlequin en bas.
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Figure 3.22 – Norme du gradient de ud (haut) et espérance de la norme du gradient de us
(bas) obtenues par la méthode Arlequin lorsque Ωc est discrétisé avec le maillage grossier
utilisé pour Ωd.
Figure 3.23 – Variance de la norme du gradient (Var [‖∇us‖]) obtenue par la méthode
Arlequin lorsque Ωc est discrétisé avec le maillage grossier utilisé pour Ωd.
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Figure 3.24 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(E [‖∇us‖] en tirets noirs, exemple de réalisations associées en ligne continue rouge, et
intervalle de conﬁance à 90% relatif à ‖∇us‖ (zone jaune)) avec la solution de référence
obtenue par mono-modèle (Espérance (ligne continue bleue), intervalle de conﬁance à 90%
(tirets bleus)) le long de l’axe y. (Ωc est discrétisé avec le maillage grossier utilisé pour Ωd).
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Figure 3.25 – Comparaison, en terme degradient du déplacement de la solution Arlequin
(E [‖∇us‖] en tirets noirs, exemple de réalisations associées en ligne continue rouge, et
intervalle de conﬁance à 90% relatif à ‖∇us‖ (zone jaune)) avec la solution de référence
obtenue par mono-modèle (Espérance (ligne continue bleue), intervalle de conﬁance à 90%
(tirets bleus)) le long de l’axe x. (Ωc est discrétisé avec le maillage grossier utilisé pour Ωd).
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Figure 3.26 – Norme du gradient de ud (haut) et espérance de la norme du gradient de
us (bas) obtenus par la méthode Arlequin avec un patch de demi-largeur Ls = 1.8.
Figure 3.27 – Variance de la norme du gradient de (Var [‖∇us‖]) obtenue par la méthode
Arlequin avec un patch de demi-largeur Ls = 1.8.
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Figure 3.28 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(E [‖∇us‖] en tirets noirs, exemple de réalisations associées en ligne continue rouge, et
intervalle de conﬁance à 90% relatif à ‖∇us‖ (zone jaune)) avec la solution de référence
obtenue par mono-modèle (Espérance (ligne continue bleue), intervalle de conﬁance à 90%
(tirets bleus)) le long de l’axe y. La demi-largeur du patch utilisé est Ls = 1.8.
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Figure 3.29 – Comparaison, en terme de gradient du déplacement de la solution Arlequin
(E [‖∇us‖] en tirets noirs, exemple de réalisations associées en ligne continue rouge, et
intervalle de conﬁance à 90% relatif à ‖∇us‖ (zone jaune)) avec la solution de référence
obtenue par mono-modèle (Espérance (ligne continue bleue), intervalle de conﬁance à 90%
(tirets bleus)) le long de l’axe x. La demi-largeur du patch utilisé est Ls = 1.8.
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3.5 Bilan sur le couplage par la méthode Arlequin
Ce chapitre pose les éléments nécessaires à l’utilisation de la méthode Arlequin dans
le cadre d’un couplage d’un modèle déterministe avec un modèle stochastique aﬁn qu’elle
puisse être utilisée pour approcher le modèle de référence stochastique. La particularité
de ce nouveau couplage réside principalement dans le choix de l’espace de couplage ou
espace médiateur. Celui-ci permet de faire dialoguer un champ déterministe et un champ
stochastique de manière eﬃcace et sous forme faible et ce, même suivant la dimension
stochastique (dans le sens où lorsqu’une résolution par la technique de Monte Carlo est
proposée, c’est bien l’ensemble des réalisations de us qui est couplé à ud et non chaque
réalisation indépendamment).
Les exemples simples proposés en ﬁn de chapitre permettent de formuler deux princi-
pales observations. La première concerne la capacité de la méthode Arlequin à coupler un
champ us stochastique à un champ déterministe. Nous remarquons de plus que dans la
zone de couplage, le raccord de ud avec la moyenne de us est bien réalisé. Dans un second
temps, la méthode Arlequin (comme dans le cas déterministe) permet l’introduction d’un
défaut avec une grande ﬂexibilité. En eﬀet, le défaut, introduit uniquement dans le patch,
s’exprime dans la solution ﬁnale dans un sens où l’espérance et la variabilité de la solution
mono-modèle sont bien retrouvés, au moins dans la zone libre du patch.
Plus généralement, nous avons observé que la méthode Arlequin était capable de re-
produire la variabilité de certaines quantités d’intérêt (en comparaison avec la solution
mono-modèle). En étudiant les indices de corrélation entre la quantité recherchée (dépla-
cement ou gradient) et le champ stochastique K(x, θ), nous avons montré qu’une possible
explication était liée au support de cet indice de corrélation. Ainsi, lorsque le patch est
suﬃsamment grand pour prendre en compte la corrélation entre les propriétés matériaux
et la quantité recherchée, l’intervalle de conﬁance est bien reproduit.
L’exemple 2D montre que la méthode peut être étendue au cas bi-dimensionnel. Nous
avons pu ainsi observer que la taille du patch inﬂuait sur la solution globale. En augmentant
la taille du modèle stochastique, nous avons pu observer que la solution obtenue était plus
proche que celle obtenue à partir d’un mono-modèle.
La méthode proposée ici repose sur le choix de plusieurs ingrédients liés à la formulation
de la méthode mais aussi liés à la résolution du problème couplé. Nous distinguons ainsi
les ingrédients de la méthode comme le type des fonctions de pondération, le poids ε, la
discrétisation de Ωc ou encore l’espace de couplage, des paramètres de résolutions. En eﬀet,
la résolution du problème Arlequin repose sur le choix de plusieurs paramètres comme la
taille (et donc le nombre) des éléments pour discrétiser spatialement le modèle déterministe,
stochastique ou la zone de couplage, la taille et la position du patch et enﬁn pour une
résolution par une approche de Monte Carlo le nombre de réalisations utilisées. Nous avons
vu, à travers le dernier exemple, qu’agrandir la taille du patch permettait d’améliorer la
solution ﬁnale. Les ingrédients de la méthode n’ont pas tous été explicitement étudiés
pendant les travaux de doctorat. Ils doivent faire l’objet de futures études.
Dans la suite, nous proposons d’étudier l’inﬂuence du choix des paramètres de résolution
sur l’approximation d’une quantité d’intérêt spéciﬁque déﬁnie dans une zone donnée. Nous
étudions plus particulièrement la taille de la zone de couplage, le nombre de réalisations de
Monte Carlo utilisées, ainsi que la discrétisation du modèle déterministe. La discrétisation
du modèle stochastique est ﬁxée pour une représentation pertinente de K(x, θ). La taille de
la zone de couplage Ωc n’est pas étudiée mais peut faire l’objet d’une étude supplémentaire
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sans diﬃculté particulière grâce à la méthode proposée.
Chapitre 4
Estimation d’erreur sur des quantités
d’intérêt dans le cadre Arlequin
Ce chapitre propose une stratégie pour contrôler la qualité de l’estimation d’une quan-
tité d’intérêt locale lorsque la méthode Arlequin est utilisée pour coupler un modèle déter-
ministe et un modèle stochastique aﬁn d’approcher un problème stochastique de référence.
Les erreurs introduites lors des diﬀérentes étapes d’approximation du problème de ré-
férence sont estimées en suivant la méthode Goal-Oriented présentée dans le chapitre 2.
Nous ne nous intéressons, dans les travaux présentés ici, qu’aux paramètres de taille de
maillage, de taille de patch et de nombre de réalisations de Monte Carlo utilisées.
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4.1 Contexte d’étude
Nous nous intéressons au contrôle de la qualité des quantités locales calculées en uti-
lisant un modèle Arlequin approchant le modèle de référence. De manière générale, le
problème de référence consiste à résoudre le problème (2.2) décrit dans le chapitre 2 :
Trouver u ∈ W tel que :
A(u,v) = L(v), ∀v ∈ W (4.1)
La solution de ce problème est notée uex(x, θ). La quantité locale dont nous voulons
contrôler l’approximation est notée q(uex). Il peut s’agir par exemple de l’espérance ma-
thématique du déplacement en un point, de la moyenne du gradient dans une certaine
zone, ou encore de quantités non-linéaires en fonction du déplacement comme la variance
du déplacement en un point.
La méthode Arlequin décrite dans le chapitre 3 est utilisée pour estimer la grandeur
d’intérêt q(uex). Elle fournit une solution approchée uarl(x, θ) du problème de référence.
Cette solution permet d’estimer la quantité d’intérêt par q(uarl). Dès lors, le but de l’es-
timation d’erreur est d’évaluer la qualité de la solution uarl par rapport à la quantité
d’intérêt recherchée en évaluant :
η = q(uex)− q(uarl)
L’estimation d’erreur dans le cadre de la méthode Arlequin n’est pas une chose nou-
velle. Elle a notamment été étudiée dans le cas d’un couplage entre un modèle discret
(atomistique par exemple) et un modèle continu. Dans le cas de modèles déterministes,
les premiers travaux furent conduits dans [Prudhomme et al., 2008] dans un cas 1D. Dans
cette contribution, les auteurs étudient numériquement l’erreur introduite par l’utilisation
de la méthode Arlequin pour l’évaluation de plusieurs quantités d’intérêt. Par la suite,
dans [Prudhomme et al., 2009, Ben Dhia et al., 2011], les auteurs utilisent une estimation
d’erreur de type Goal-Oriented (voir chapitre 2, section 2.4.3) avec l’introduction d’un
modèle adjoint pour estimer l’erreur relative à l’évaluation de la quantité d’intérêt :
η = q(uex)− q(uarl) ≈ R(uarl,parl)
où uarl une solution approchée de uex (en utilisant la méthode Arlequin), parl une solu-
tion approchée de la solution du problème adjoint et R le résidu associé au problème de
référence (4.1).
Dans le cas d’un problème 3D d’adaptation de modèle pour la simulation de poly-
mères [Bauman et al., 2009], le processus d’adaptation est contrôlé par la contribution
locale de chaque élément dans l’erreur totale pour l’évaluation de la quantité d’intérêt. De
plus, le problème adjoint est aussi approché numériquement de manière optimale en évitant
des coûts numériques supplémentaires.
Nous proposons dans ce chapitre d’utiliser une méthode de type Goal-Oriented pour
estimer l’erreur η et ainsi la qualité de l’approximation uarl pour l’évaluation de la quantité
d’intérêt q(uex) lorsque le couplage proposé dans le chapitre 3 est utilisé. De plus, une
stratégie de séparation des sources de l’erreur, exposée dans la suite, permet de déﬁnir
et de quantiﬁer les erreurs de modèle, de discrétisation ou stochastique et de piloter un
processus d’adaptation de modèle aﬁn de contrôler l’erreur totale.
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4.2 Estimation d’erreur de type Goal-Oriented pour le cou-
plage Arlequin proposé
Dans cette section, les techniques d’estimation de l’erreur relative à l’évaluation d’une
quantité d’intérêt q(u) en utilisant la méthode Arlequin sont illustrées à partir d’un exemple
simple de barre 1D (voir section 3.4.1 du chapitre 3).
4.2.1 Problème de référence
Figure 4.1 – Mono-modèle stochastique de référence.
Nous étudions le problème 1D décrit par la ﬁgure 4.1. Il s’agit d’une barre en traction,
encastrée à son extrémité gauche et soumise à un déplacement unitaire à son autre extré-
mité. Une force f linéique unitaire est également appliquée sur toute sa longueur. Comme
indiqué dans le préambule du chapitre 2, nous choisissons de caractériser le comportement
de la structure en modélisant le paramètre matériau par un champs stochastique K(x, θ).
Nous supposons que ce champ vériﬁe les conditions décrites au chapitre précédent :
0 < Kmin ≤ K(x, θ) ≤ Kmax < ∞, p.p. dans Ω, p.s.
Le problème consiste à chercher le champ solution u tel que :
d
dx
(
K(x, θ)
du(x, θ)
dx
)
+ f(x) = 0, p.p. et p.s.
En déﬁnissant l’espace des déplacements admissibles par :
W = {v ∈ L 2(Θ,H 1(Ω)), v(x = 0) = 0 et v(x = 1) = 1, p.s.}
et en notant W0 l’espace des déplacements admissibles à zéro associé à W, le problème
s’écrit sous forme faible :
Trouver u ∈ W tel que :
A(u, v) = L(v), ∀v ∈ W0 (4.2)
où les travaux des eﬀorts intérieurs et extérieurs sont respectivement donnés par les formes
bilinéaire A : W ×W0 → R et linéaire L : W0 → R, déﬁnis par :
A(u, v) = E
[∫
Ω
K(x, θ)
du(x, θ)
dx
dv(x, θ)
dx
dΩ
]
et
L(v) = E
[∫
Ω
f(x) v(x, θ) dΩ
]
Ce problème admet une unique solution que l’on note uex. Dans un contexte de bureau
d’étude, nous souhaitons évaluer des quantités d’intérêt q(uex). Dans cette section, nous
78
Chapitre 4. Estimation d’erreur sur des quantités d’intérêt dans le cadre
Arlequin
nous intéressons notamment à des quantités d’intérêt évoluant proche du milieu de la barre.
En pratique, ce modèle est approché par un modèle plus grossier basé sur la méthode
Arlequin permettant d’évaluer la quantité d’intérêt avec une bonne précision. En notant
uarl la solution reconstruite de ce problème approché, nous cherchons dans un premier
temps à évaluer l’erreur totale associée à la quantité d’intérêt q :
η = q(uex)− q(uarl)
4.2.2 Problème approché primal
La méthode Arlequin est utilisée pour évaluer de manière approchée la quantité d’intérêt
q (voir ﬁgure. 4.2). La position du centre du patch est supposée a priori connue (centrée
sur la zone d’intérêt). Le problème couplé s’écrit sous forme faible :
Figure 4.2 – Modèle Arlequin mono-dimensionnel.
Trouver (ud, us, λ) ∈ Vd ×Ws ×Wc tel que :
⎧⎨
⎩
ad(ud, vd) + C(λ, vd) = d(vd), ∀vd ∈ V0d
As(us, vs)− C(λ, vs) = Ls(vs), ∀vs ∈ Ws
C(μ, ud − us) = 0, ∀μ ∈ Wc
(4.3)
où les espaces des déplacements admissibles sont déﬁnis par :
Vd = {v ∈ H 1(Ωd), v(x = 0) = 0 et v(x = 1) = 1}
Ws = L 2(Θ,H 1(Ωs))
et où V0d est l’espace des déplacements admissibles à zéro associé à Vd. Les travaux des
eﬀorts intérieurs et extérieurs ad : Vd × V0d → R, As : Ws × Ws → R, d : V0d → R et
Ls : Ws → R sont déﬁnis respectivement par :
ad(u, v) =
∫
Ωd
αd(x)Kd
du(x)
dx
dv(x)
dx
dΩ
As(u, v) = E
[∫
Ωs
αs(x)Ks(x, θ)
du(x, θ)
dx
dv(x, θ)
dx
dΩ
]
et
d(v) =
∫
Ωd
αd(x)f(x) v(x) dΩ
Ls(v) = E
[∫
Ωs
αs(x)f(x) v(x, θ) dΩ
]
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Le problème Arlequin fournit deux champs ud ∈ Vd, et us ∈ Ws. Nous introduisons le
champ continu ucarl ∈ W construit à partir de ud et de us et donné par :
ucarl =
{
ud dans Ωd \ Ωs
αd ud + αs us dans Ωs
De manière évidente, la solution reconstruite ucarl et la solution exact uex sont diﬀérentes, y
compris dans le patch Ωs. Une erreur est ainsi introduite en considérant le problème couplé
Arlequin, et ce, avant tout processus de discrétisations.
Le problème Arlequin est ensuite discrétisé en espace en utilisant la MEF et selon la
dimension stochastique en utilisant la technique de Monte Carlo. Nous notons (uad, u
a
s , λ
a) la
solution calculée à partir du problème (4.3) discrétisé. Nous supposons que nous pouvons
reconstruire une approximation uarl ∈ W du déplacement uex à partir de (uad, uas , λa).
L’écart entre ces déplacements est noté e = uex − uarl.
Nous déﬁnissons cinq paramètres de résolution pour le modèle Arlequin :
– Nd : le nombre d’éléments ﬁnis utilisés pour la discrétisation spatiale du modèle
déterministe (correspondant à un pas de discrétisation spatial uniforme hd),
– hs : le pas de discrétisation spatial uniforme du modèle stochastique,
– Ls : la demi-largeur de patch (pris symétriquement par rapport au milieu de la barre),
– Lc : la taille de la zone de couplage, comme indiquée sur la ﬁgure 4.3,
– MC : le nombre de réalisations de Monte Carlo utilisées pour la discrétisation selon
la dimension stochastique.
Figure 4.3 – Modèle Arlequin primal discrétisé.
Dans tout ce qui suit, il a été choisi, sans aucune restriction sur la validité de la mé-
thode, de mailler la zone de couplage en utilisant la discrétisation spatiale du domaine
stochastique. L’inﬂuence de la taille de la zone de couplage Lc sur l’approximation de la
solution n’a pas été étudiée. Nous pouvons toutefois suivre une démarche similaire à celle
qui va suivre pour étudier l’inﬂuence de ce paramètre.
Aﬁn de représenter correctement le champ stochastique, il a été choisi de ﬁxer le pas
de discrétisation hs à une valeur suﬃsamment ﬁne. L’inﬂuence de cette discrétisation n’a
pas été étudiée. Cependant, nous pouvons suivre pour ce paramètre la même démarche que
pour les autres. Au ﬁnal, sans restriction, et uniquement aﬁn de faciliter la compréhension,
seules les inﬂuences des paramètres Nd, Ls et MC ont été étudiées.
La méthode Arlequin est employée pour évaluer avec précision la quantité d’intérêt tout
en limitant le nombre de degrés de liberté nécessaire. Nous cherchons donc à optimiser par
exemple la taille du patch aﬁn que la description stochastique ne soit utilisée que dans la
zone d’inﬂuence de la quantité d’intérêt. Nous proposons pour cela d’utiliser une méthode
d’estimation d’erreur a posteriori utilisant la solution d’un problème adjoint.
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4.2.3 Problème adjoint (ou dual)
Le problème adjoint est déﬁni à partir du modèle de référence et de la quantité d’intérêt
à évaluer (voir chapitre 2, section 2.4.3). Aﬁn d’illustrer la méthode, nous choisissons ici
d’étudier l’espérance du gradient moyen dans une zone proche du centre de la barre :
q∂(u) = E
[
1
0.05
∫ 0.5
0.45
du(x, θ)
dx
dx
]
(4.4)
Cette quantité q∂ est linéaire par rapport à u.
Dans le cas d’une quantité non-linéaire, l’approche et légèrement diﬀérente (c.f. re-
marque 4 du chapitre 2). Pour l’illustrer, nous considérons la quantité portant sur la va-
riance du gradient moyen dans la même zone que précédemment :
qv(u) = Var
[
1
0.05
∫ 0.5
0.45
du(x, θ)
dx
dx
]
(4.5)
Comme décrit dans le chapitre 2, le chargement des problèmes adjoints associés à ces
quantités d’intérêt sont déﬁnis en exprimant les quantités sous forme globale :
q(u) = E
[∫
Ω
fqu(x, θ) dΩ +
∫
ΓN
gqu(x, θ) dΓ +
∫
Ω
pq ·∇u(x, θ) dΩ
]
où les quantités fq, gq et pq, appelées extracteurs, permettent de déﬁnir le chargement du
problème adjoint. Ainsi, pour la quantité linéaire q∂ , le chargement du problème adjoint
est obtenu en réécrivant cette quantité sous forme globale :
q∂(v) = E
[∫ 1
0
1
0.05
{δ(x − 0.5) − δ(x − 0.45)} v(x, θ) dx
]
où δ représente la distribution mathématique de Dirac. Le chargement correspond alors à
deux forces ponctuelles opposées comme représenté sur la ﬁgure 4.4 et le problème s’écrit :
Trouver p ∈ W˜0 tel que :
A(v, p) = q∂(v), ∀v ∈ W˜0
où l’espace des champs admissibles à zéro W˜0 est égal à W0. Cependant, la discrétisation
de W˜0 sera plus ﬁne que celle utilisée pour W0 (comme indiqué dans le chapitre 2).
On montre trivialement que le problème adjoint ci-dessus admet une unique solution
que l’on note pex.
Figure 4.4 – Mono-modèle adjoint relatif à la quantité d’intérêt q∂ .
Dans le cas non-linéaire, la technique suivie, décrite dans le chapitre 2, consiste à
linéariser q(uex)− q(uarl) autour de uarl. Nous avons alors :
qv(uex)− qv(uarl) ≈ 2
0.052
E [Δe {Δ(uarl)− E [Δ(uarl)]}]
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où Δe = e(x = 0.5, θ) − e(x = 0.45, θ) et Δuarl = uarl(x = 0.5, θ) − uarl(x = 0.45, θ).
L’extracteur (le chargement) est déﬁni par :
qv(v) =
2
0.052
E
[∫ 1
0
(δ(x− 0.5) − δ(x− 0.45)) {Δuarl − E [Δuarl]} v(x, θ) dx
]
Le chargement du problème adjoint dépend alors directement de la solution du modèle
Figure 4.5 – Mono-modèle adjoint relatif à la quantité d’intérêt qv avec Fv =
2
0.052 (Δuarl − E [Δuarl]).
primal (voir ﬁgure 4.5).
Figure 4.6 – Modèle Arlequin adjoint discrétisé relatif à la quantité d’intérêt q∂.
Comme le problème de référence, en pratique, et aﬁn de limiter les coûts supplémen-
taires liés au calcul d’erreur a posteriori, ces problèmes adjoints sont approchés en utilisant
la méthode Arlequin (voir ﬁgure 4.6 pour la quantité q∂). Le problème adjoint Arlequin
relatif à q∂ s’écrit :
Trouver (pd, ps, pλ) ∈ V˜d × W˜s × W˜c tel que :
⎧⎨
⎩
ad(vd, pd) + C(vd, pλ) = qd(vd), ∀vd ∈ V˜d
As(vs, ps)− C(vs, pλ) = qs(vs), ∀vs ∈ W˜s
C(pd − ps, μ) = 0, ∀μ ∈ W˜c
(4.6)
où les champs des déplacements admissibles sont déﬁnis par :
V˜d =
{
v ∈ H 1(Ω˜d), v(x = 0) = 0 et v(x = 1) = 0
}
W˜s = L 2(Θ,H 1(Ω˜s))
et avec :
qd(vd) =
∫
Ωd
αd(x)(δ(x − 0.5) − δ(x− 0.45))vd(x) dΩ
qs(vs) = E
[∫
Ωs
αs(x)(δ(x − 0.5) − δ(x− 0.45))vs(x, θ) dΩ
]
Dans le cas présent, sous leur forme continu, les espaces notés avec des ∼ sont peu diﬀérents
des espaces initiaux. En eﬀet, V˜d ≡ V0d , et W˜s est déﬁni sur un domaine Ω˜s plus grand
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que Ωs (Ωs ⊂ Ω˜s ⊂ Ω). Comme le précédent, le problème (4.6) admet une unique solution.
Elle peut être approchée de la même manière (utilisation d’éléments ﬁnis et technique de
Monte Carlo).
Les espaces d’approximations de V˜d,W˜s et W˜c sont choisis plus riches que ceux de
Vd,Ws et Wc aﬁn d’approcher correctement η par R(uarl, parl). En pratique, la taille du
patch est donc plus grande, nous utilisons un plus grand nombre de tirages de Monte Carlo
et les discrétisations spatiales sont plus ﬁnes. La solution approchée est notée (pad, p
a
s , p
a
λ)
et on note parl ∈ W0 la solution mono-modèle reconstruite.
4.2.4 Estimation d’erreur
Grâce au problème adjoint, l’erreur η est estimée par :
η  R(uarl, parl) (4.7)
où R : W × W0 → R est le résidu associé au problème de référence décrit par l’équa-
tion (4.2). Il est déﬁni par :
R(u, v) = L(v)−A(u, v) (4.8)
Dès lors, uarl et parl représentent des champs reconstruits à partir des solutions (uad, u
a
s) et
(pad, p
a
s). Ces reconstructions sont décrites dans le paragraphe suivant.
4.2.5 Évaluation du résidu R
En pratique, le résidu est évalué numériquement, nous cherchons donc plutôt à recons-
truire des champs approchés de uarl et de parl que l’on note respectivement uaarl et p
a
arl. Ils
sont directement déﬁnis à partir de uad et de u
a
s pour uaarl (et de p
a
d et de p
a
s pour paarl) :
uaarl =
{
uad dans Ωd \Ωs
uas dans Ωs
Traitement de la dimension spatiale
Les champs uad et u
a
s sont obtenus classiquement par la méthode des éléments ﬁnis
comme décrit dans le chapitre précédent. Les champs sont approchés par des polynômes
linéaires par morceaux. Directement, nous montrons que Vhd et Vhs sont des sous-espaces
de W. De le même manière, le traitement de la dimension spatiale pour les champs pad et
pas ne pose pas de problème.
Traitement de la dimension stochastique
Dans tous les travaux présentés dans ce manuscrit, les champs uas et pas sont obtenus
par la méthode de Monte Carlo.
Pour estimer l’erreur, nous cherchons donc à évaluer le résidu R(uarl, parl) ≈
A(uaarl, paarl)−L(paarl). Grâce aux réalisations de Monte Carlo pour K(x, θ), et en utilisant
les réalisations de paarl générées par la solution du problème Arlequin adjoint (4.6), la quan-
tité L(paarl) peut facilement être évaluée. Cependant, l’estimation du terme A(uaarl, paarl) par
la technique de Monte Carlo fait intervenir des réalisations du produit K∇uaarl ·∇paarl. Il
est donc nécessaire de respecter les corrélations croisées entre ces champs pour évaluer par
le résidu.
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D’une part, nous disposons de MCp réalisations de la paire (K,uas) générées par la
solution du problème Arlequin primal (4.3) et d’autre part, nous disposons de MCa réali-
sations de la paire (K, pas) générées par la solution du problème Arlequin adjoint (4.6). De
plus, dans un cas général, les réalisations de K utilisées pour le modèle primal et le modèle
adjoint ne sont pas nécessairement les mêmes.
Pour pallier ce problème, nous présentons ici une façon de générer MC réalisations
de uas qui correspondent aux réalisations de K utilisées pour calculer les réalisations de
la solution adjointe pas en conservant les moments statistiques d’ordre un et deux de la
solution uas directement calculée par (4.3). L’étape suivante est alors de reconstruire la
solution mono-modèle uaarl.
Pour simpliﬁer la présentation de la démarche, nous supposons dans un premier temps
que les champs K(x, θ) et uas(x, θ) sont gaussiens. L’extension à des lois marginales du
premier ordre autres est présentée à la ﬁn de la section.
Nous notons Ξ et U les vecteurs de variables aléatoires qui correspondent aux champs
K(x, θ) et uas(x, θ) après discrétisation spatiale (par la MEF).
L’objectif est donc de générer des réalisations Uˆ de U vériﬁant :⎧⎪⎪⎨
⎪⎪⎩
E[Uˆ ] = E[U ],
E[(Uˆ − E[U ])(Uˆ − E[U ])T ] = E[(U − E[U ])(U − E[U ])T ] := CovU ,
E[(Uˆ − E[U ])(Ξ − E[Ξ])T ] = E[(U − E[U ])(Ξ − E[Ξ])T ] := CovUΞ,
(4.9)
où nous avons introduit les matrices de covariance CovU et CovUΞ. Nous introduisons aussi
pour la suite la matrice d’auto-covariance de Ξ : CovΞ = E[(Ξ−E[Ξ])(Ξ−E[Ξ])T ]. Toutes
les espérances et les matrices de covariance sont estimées en utilisant les MCp réalisations
de Ξ et U issues du problème primal (4.3).
Soit un vecteur Θ de variables aléatoires gaussiennes centrées dont les composants sont
non-corrélés (E[ΘiΘj ] = δij), et indépendant par rapport à Ξ, nous déﬁnissons le vecteur
Uˆ :
Uˆ = E[U ] + CovUΞCov−1Ξ (Ξ− E[Ξ]) +
√
CovU − CovUΞCov−1Ξ CovTUΞ Θ
où la notation
√• pour une matrice C est déﬁnie par √C√CT = C. Grâce aux propriétés
d’indépendance de Θ et de Ξ et grâce au fait que E[Θ] = 0, nous montrons facilement que
le vecteur aléatoire Uˆ vériﬁe en eﬀet les statistiques du premier et du second ordre dési-
rées (4.9). Dès lors en tirant des réalisations des variables aléatoires Θ, nous construisons
des réalisations de Uˆ .
Comme ni K(x, θ), ni uas(xθ) n’est généralement un champ gaussien, une approche par
transformation isoprobabiliste est suivie. Elle permet de transformer les champs d’origine en
champs gaussiens, puis, après construction du vecteur gaussien Uˆ , la transformation inverse
permet de reconstruire de nouvelles réalisations de U suivant les distributions marginales
du premier ordre d’origine.
4.3 Convergence numérique de la méthode Arlequin
Aﬁn de caractériser l’erreur induite lorsque le problème de référence est approché par
un problème Arlequin, nous étudions dans ce paragraphe l’évolution de l’erreur lorsque
les quantités d’intérêts q∂ (4.4) et qv (4.5) sont évaluées. La nouveauté du couplage pro-
posé dans ces travaux résidant dans l’extension de la méthode Arlequin à des problèmes
stochastiques, seuls seront étudiés ici les paramètres concernant :
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– le contrôle de la taille du patch employé (paramétrée par sa demi-largeur Ls) ;
– le contrôle de la discrétisation selon la dimension stochastique (paramétrée par le
nombre de réalisations de Monte Carlo utilisées MC) ;
– le contrôle de la discrétisation spatiale du modèle déterministe (paramétrée par le
pas hd, ou le nombre d’éléments Nd = 1/hd).
Dans ce qui suit, le champ stochastique K(x, θ) suit une loi de probabilité uniforme
de bornes [0.3013, 2.3601], de corrélation du type sinc2 avec une longueur de corrélation
Lcor = 0.01. Le modèle de référence est discrétisé spatialement avec Nref = 500 éléments
de taille ﬁxe h = 0.002. La discrétisation suivant la dimension stochastique se fait par la
technique de Monte Carlo en utilisant MC = 100 000 réalisations de K(x, θ). La solution
de ce problème de référence est noté uref et elle n’est que très peu diﬀérente de la solution
exacte uex (moins de 0.1% d’erreur sur la moyenne). L’erreur relative vraie, notée ηref , est
déﬁnie par :
ηref =
q(uref )− q(uarl)
q(uarl)
Dans cette section, l’erreur ηref est estimée avec un problème adjoint mono-modèle discré-
tisé aussi ﬁnement que le problème de référence (voir les ﬁgures 4.4 et 4.5 pour les quantités
q∂ et qv). La solution du problème adjoint approchée est notée pa et l’erreur relative estimée
est déﬁnie par :
ηe =
R(uarl, p
a)
q(uarl)
modèle type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin [0.2, 0.5] 0.1 100 000 500 0.002 -
adjoint mono - - 100 000 - - 500
Table 4.1 – Paramètres des modèles utilisés pour l’étude des quantités q∂ et qv en fonction
de Ls.
modèle type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin 0.3 0.1 [20, 100 000] 500 0.002 -
adjoint mono - - 100 000 - - 500
Table 4.2 – Paramètres des modèles utilisés pour l’étude des quantités q∂ et qv en fonction
de MC.
modèle type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin 0.3 0.1 100 000 [10, 500] 0.002 -
adjoint mono - - 100 000 - - 500
Table 4.3 – Paramètres des modèles utilisés pour l’étude des quantités q∂ et qv en fonction
de Nd.
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Le but de cette section n’est pas d’étudier la qualité de l’estimation mais d’étudier
l’erreur vraie lorsque le modèle primal Arlequin est résolu en faisant varier un seul pa-
ramètre. Nous pouvons cependant vériﬁer que lorsque le problème adjoint est résolu de
manière ﬁne, l’erreur estimée et l’erreur vraie sont très proches (au moins dans le cas d’une
quantité d’intérêt linéaire). Les paramètres utilisés pour le modèle de référence, le modèle
primal et le modèle adjoint sont déﬁnis dans les tableaux 4.1, 4.2 et 4.3. Dans ces tableaux,
lorsqu’un mono-modèle est utilisé, nous donnons aussi le nombre d’éléments ﬁnis utilisés
Nref .
4.3.1 Exemple A : étude de l’évolution de l’erreur relative associée à
l’estimation de q∂
Le problème adjoint est décrit sur la ﬁgure 4.4. Les ﬁgures 4.7-4.9 montrent les évolu-
tions de l’erreur vraie ηref et de l’erreur estimée ηe en fonction de la demi-largeur du patch
(ﬁgure 4.7), en fonction du nombre de réalisations de Monte Carlo utilisées pour le modèle
primal (ﬁgure 4.8) et en fonction du nombre d’éléments utilisés pour la discrétisation du
modèle déterministe (ﬁgure 4.9). Comme le problème adjoint est résolu avec une précision
suﬃsante, l’erreur estimée est superposée à l’erreur vraie.
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Figure 4.7 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction de la demi-largeur du patch pour l’évaluation de q∂ en utilisant un modèle primal
dont les paramètres sont donnés par le tableau 4.1. Les deux courbes coïncident.
Sur la ﬁgure 4.7, lorsque la demi-largeur du patch évolue de 0.2 à 0.5, l’erreur décroit
de 1.9% à moins de 0.4%. Le fait que l’erreur n’atteigne pas 0% lorsque le patch recouvre
la totalité du domaine s’explique par la présence de la zone de couplage sur [0, 0.1]∪ [0.9, 1]
dans laquelle le champ stochastique us n’est pas "libre" de s’exprimer complètement.
Sur la ﬁgure 4.8, pour un nombre de réalisations de Monte Carlo supérieur à 1 000,
l’erreur est inférieure à 2%. Cependant l’erreur ne tend pas vers zéro mais vers une valeur
proche de 1.4%. Cela correspond à l’erreur due à la modélisation Arlequin pour une demi-
largeur de patch de Ls = 0.3. En eﬀet, nous retrouvons cette valeur sur la ﬁgure 4.7 pour
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Figure 4.8 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue)
en fonction du nombre de réalisations de Monte Carlo pour l’évaluation de q∂ en utilisant
un modèle primal dont les paramètres sont donnés par le tableau 4.2. Les deux courbes
coïncident.
Ls = 0.3. Ainsi, dans la ﬁgure 4.8, nous observons l’erreur induite aussi bien par l’usage
d’un nombre de réalisations de Monte Carlo ﬁni que par l’usage d’un patch stochastique.
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Figure 4.9 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction de Nd pour l’évaluation de q∂ en utilisant un modèle primal dont les paramètres
sont donnés par le tableau 4.3. Les deux courbes coïncident.
Sur la ﬁgure 4.9, lorsque le nombre d’éléments utilisés pour la discrétisation du modèle
déterministe évolue de 10 à 500, l’erreur croît de −0.1% à 1.4%. L’erreur ne tend pas
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vers zéro mais vers l’erreur due à la modélisation Arlequin avec un patch de demi-largeur
Lp = 0.3. Comme précédemment, les courbes présentées montrent l’évolution de l’erreur
due à la discrétisation du modèle déterministe mais aussi due à la modélisation Arlequin.
4.3.2 Exemple B : étude de l’évolution de l’erreur relative associée à
l’estimation de qv
Le problème adjoint est décrit sur la ﬁgure 4.5. Les ﬁgures 4.10-4.12 montrent l’évolution
de l’erreur vraie ηref et de l’erreur estimée ηe en fonction de la demi-largeur du patch
(ﬁgure 4.10), en fonction du nombre de réalisations de Monte Carlo utilisées pour le modèle
primal (ﬁgure 4.11) et en fonction du nombre d’éléments utilisés pour la discrétisation du
modèle déterministe (ﬁgure 4.12).
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Figure 4.10 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction de la demi-largeur du patch pour l’évaluation de qv en utilisant un modèle primal
dont les paramètres sont donnés par le tableau 4.1.
Sur la ﬁgure 4.10, lorsque la demi-largeur du patch évolue de 0.2 à 0.5, l’erreur vraie
décroit de 10% à 1.8%. Comme précédemment, même avec un patch recouvrant la totalité
du domaine, une erreur résiduelle persiste. Ici, l’erreur estimée évolue de la même manière.
Cependant, l’estimation, qui varie de 5.8% à 1.3%, est beaucoup plus optimiste (dans le
sens où elle donne une erreur plus faible que l’erreur vraie). Contrairement au cas associé
à la quantité q∂ , la non-correspondance de l’erreur estimée avec l’erreur vraie vient d’une
part du fait que le problème adjoint n’est pas parfaitement résolu (principalement car le
chargement du problème est directement déﬁni par la solution du modèle primal), d’autre
part de la linéarisation de q(uex)− q(uarl) autour de uarl.
Encore une fois, sur la ﬁgure 4.11, l’erreur estimée ne correspond pas à l’erreur vraie.
De plus, comme précédemment, l’erreur vraie ne tend pas vers zéro mais vers 7%, qui
correspond à l’erreur vraie due à l’utilisation de la méthode Arlequin pour Ls = 0.3. Dès
lors, pour isoler l’erreur induite par le paramètre MC, nous proposons d’étudier dans la
suite (voir section 4.3.3), l’erreur commise lorsque le problème de référence est aussi un
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Figure 4.11 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction du nombre de réalisations de Monte Carlo pour l’évaluation de qv en utilisant un
modèle primal dont les paramètres sont donnés par le tableau 4.2.
problème Arlequin dont le patch a la même taille (Ls = 0.3).
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Figure 4.12 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction de Nd pour l’évaluation de qv en utilisant un modèle primal dont les paramètres
sont donnés par le tableau 4.3.
Comme pour les deux précédents paramètres, sur la ﬁgure 4.12, l’erreur estimée ne
correspond pas à l’erreur vraie. L’erreur vraie tend vers l’erreur vraie due à l’utilisation de
la méthode Arlequin pour Ls = 0.3 (≈ 7%). L’erreur estimée correspond à l’erreur vraie
translatée de 3%. Cette valeur correspond en fait à l’écart entre l’erreur estimée et l’erreur
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réel pour Ls = 0.3 dans la ﬁgure 4.10. Ainsi, la discrétisation du modèle déterministe,
seule, ne semble que très peu intervenir dans la qualité de l’estimation de l’erreur relative
à cette quantité d’intérêt.
4.3.3 Étude des paramètres MC et Nd lorsque le modèle de référence est
un modèle Arlequin
Les paramètres MC et Nd conduisent respectivement la discrétisation selon la dimen-
sion stochastique et la discrétisation spatiale du modèle déterministe. Ils paramètrent plus
précisément la discrétisation du modèle Arlequin continu utilisé.
Pour étudier l’inﬂuence de ces paramètres seuls, nous proposons d’étudier les variations
de l’erreur vraie et estimée lorsque l’on prend comme modèle de référence un modèle
Arlequin dont la taille du patch est la même que celui du modèle primal (voir tableaux 4.4 et
4.5). Le choix d’étudier l’erreur entre deux modèles Arlequin plutôt que deux mono-modèles
n’est pas anodin. Il est lié aux diﬀérentes étapes permettant de passer d’un problème de
référence décrit par un mono-modèle continu à un problème approché Arlequin discrétisé
que l’on détaillera dans la suite (section 4.5).
modèle type Ls Lc MC Nd hs
référence Arlequin 0.3 0.1 100 000 500 0.002
primal Arlequin 0.3 0.1 [20, 100 000] 500 0.002
adjoint Arlequin 0.3 0.1 100 000 500 0.002
Table 4.4 – Paramètres des modèles utilisés pour l’étude des quantités q∂ et qv en fonction
de MC en prenant un modèle Arlequin comme référence.
modèle type Ls Lc MC Nd hs
référence Arlequin 0.3 0.1 100 000 500 0.002
primal Arlequin 0.3 0.1 100 000 [10, 500] 0.002
adjoint Arlequin 0.3 0.1 100 000 500 0.002
Table 4.5 – Paramètres des modèles utilisés pour l’étude des quantités q∂ et qv en fonction
de Nd en prenant un modèle Arlequin comme référence.
Les ﬁgures 4.13 et 4.14 montrent l’évolution des erreurs vraie ηref et estimée ηe en
fonction du nombre de réalisations de Monte Carlo utilisées pour l’évaluation de la quantité
q∂ et de qv respectivement, lorsque le modèle de référence est décrit par un modèle Arlequin
dont la taille du patch est la même (Ls = 0.3).
De même, les ﬁgures 4.15 et 4.16 montrent l’évolution des erreurs vraie ηref et estimée
ηe en fonction du nombre d’éléments utilisée pour la discrétisation du modèle déterministe
pour l’évaluation de la quantité q∂ et de qv respectivement, lorsque le modèle de référence
est décrit par un modèle Arlequin dont la taille du patch est la même (Ls = 0.3).
Dans ces cas, nous remarquons que les erreurs vraies tendent eﬀectivement vers zéro.
Les erreurs relatives au seul paramètre MC d’un côté, et au seul paramètre Nd de l’autre,
sont dès lors bien prise en compte. Les erreurs vraies représentées ici correspondent aux
évolutions présentées dans les ﬁgures 4.8,4.9,4.11 et 4.12 translatées d’une valeur corres-
pondant à l’erreur commise en utilisant un patch de taille Ls = 0.3 (environ 1.4% pour la
quantité q∂ et environ 7% pour la quantité qv).
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Figure 4.13 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction du nombre de réalisations de Monte Carlo pour l’évaluation de q∂ en utilisant les
modèles dont les paramètres sont donnés dans le tableau 4.4.
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Figure 4.14 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction du nombre de réalisations de Monte Carlo pour l’évaluation de qv en utilisant les
modèles dont les paramètres sont donnés dans le tableau 4.4.
Lorsque un modèle Arlequin est utilisé comme modèle de référence, nous remarquons
que l’erreur estimée, y compris dans le cas de la quantité linéaire q∂ , ne correspond pas
parfaitement à l’erreur vraie. En eﬀet, la coïncidence entre les deux erreurs n’est prouvée
que dans le cas de l’utilisation de mono-modèles pour le problèmes adjoint et de référence.
Cependant l’erreur estimée reste proche de l’erreur vraie (au moins pour la quantité q∂).
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Figure 4.15 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction de Nd pour l’évaluation de q∂ en utilisant les modèles dont les paramètres sont
donnés dans le tableau 4.5.
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Figure 4.16 – Évolution (en %) des erreurs relatives ηe (tirets) et ηref (ligne continue) en
fonction du nombre d’éléments du modèle déterministe pour l’évaluation de qv en utilisant
les modèles dont les paramètres sont donnés dans le tableau 4.5.
4.3.4 Conclusion générale sur l’inﬂuence des paramètres
Nous avons étudié pour les quantités d’intérêt q∂ et qv, l’inﬂuence sur les erreurs vraie
et estimée de la taille du patch, du nombre de réalisations de Monte Carlo utilisées et de
la discrétisation spatiale du modèle déterministe. Lorsque le modèle adjoint est résolu avec
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suﬃsamment de précision, comme attendu par la théorie décrite précédemment, l’erreur
estimée est très proche de l’erreur vraie dans le cas de la quantité d’intérêt linéaire q∂ .
Comme nous l’avons remarqué, lorsque que l’on étudie directement l’erreur commise en
utilisant un modèle Arlequin dont le nombre de réalisations de Monte Carlo évolue, l’erreur
ne tend pas vers zéro mais vers l’erreur correspondante à l’usage d’un patch seul. L’étude
de l’erreur par rapport à un modèle de référence Arlequin, dont la taille de patch est la
même, permet alors d’isoler l’erreur due à l’usage de la technique de Monte Carlo seule ou
à la discrétisation du modèle déterministe seule
4.4 Étude de l’approximation du modèle adjoint par la mé-
thode Arlequin pour l’évaluation de q∂
Dans la suite, le problème adjoint est aussi décrit par la méthode Arlequin. Il s’agit
donc d’étudier la qualité de l’estimation de l’erreur en fonction du paramétrage du problème
adjoint.
Aﬁn de ne pas accroitre le temps de calcul relatif à l’estimation de l’erreur, les para-
mètres du modèle adjoint doivent être choisis de manière judicieuse. Des paramètres trop
grossiers conduisent à une estimation peu précise de l’erreur vraie, et des paramètres trop
ﬁns nuisent au temps de calcul. Nous illustrons de manière numérique, dans cette sec-
tion, cette problématique lors de l’évaluation de la quantité q∂ . L’évolution de la précision
de l’estimation est étuidée lorsque les paramètres du modèle adjoint varient. Nous nous
limiterons ici aux paramètres :
– Lsa : la demi-largeur du patch stochastique utilisé pour le modèle adjoint (lorsque le
paramètre correspondant Lsp du modèle primal varie),
– MCa : le nombre de réalisations de Monte Carlo utilisées pour la résolution du modèle
adjoint (lorsque le paramètre correspondant MCp du modèle primal varie),
– Nda : le nombre d’éléments utilisés pour la discrétisation du modèle déterministe dans
la résolution du modèle adjoint (lorsque le paramètre correspondant Ndp du modèle
primal varie).
Le but est d’avoir une idée sur le degré d’enrichissement à utiliser pour le modèle adjoint
(calibration du modèle adjoint) pour obtenir une estimation correcte de l’erreur vraie.
4.4.1 Inﬂuence du paramètre Ls pour l’estimation de q∂
modèles type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin [0.2, 0.5] 0.1 100 000 500 0.002 -
adjoint Arlequin [0.2, 0.5] 0.1 100 000 500 0.002 -
Table 4.6 – Déﬁnition des modèles utilisés pour la calibration du problème adjoint (pa-
ramètre Ls) relatif à l’évaluation de q∂ .
L’ensemble des valeurs des paramètres utilisés ici est décrit dans le tableau 4.6.
Le tableau 4.7 montre l’évolution des erreurs relatives estimée ηe et vraie ηref en fonc-
tion de la demi-largeur du patch stochastique utilisé pour le modèle primal (Lsp) lorsque
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Lsp \ Lsa 0.2 0.25 0.3 0.35 0.4 0.45 0.5 ηref
0.2 −8.57 19.98 17.17 14.18 11.20 8.21 5.21 1.87
0.25 - 0.57 16.78 13.91 10.92 7.91 4.89 1.62
0.3 - - 5.96 13.53 10.66 7.65 4.62 1.36
0.35 - - - 8.03 10.28 7.39 4.37 1.11
0.4 - - - - 7.67 7.02 4.11 0.85
0.45 - - - - - 5.65 3.74 0.60
0.5 - - - - - - 2.64 0.35
Table 4.7 – Évolution (en %) de l’erreur relative estimée ηe en fonction des demi-largeurs
des patchs (primal Lsp et adjoint Lsa) pour l’évaluation de q∂ avec des modèles déﬁnis par
le tableau 4.6.
l’adjoint est résolu avec plusieurs longueurs de patch (Lsa). Dans ce cas, nous observons
globalement un gain d’environ 3% sur la précision de l’erreur estimée lorsque la demi-
largeur du patch du modèle adjoint décroit de 0.05. De plus, lorsque la même longueur de
patch est utilisée pour l’adjoint et le primal, l’estimation n’est pas du tout correcte.
Une remarque importante concerne l’estimation de l’erreur lorsque le patch du modèle
adjoint est le plus grand possible Lsa = 0.5. Dans ce cas, la diﬀérence entre l’erreur vraie
et l’erreur estimée est faible (moins de 4%) mais reste signiﬁcative. Même avec le plus gros
patch possible pour le modèle adjoint, la solution du problème adjoint n’est pas aussi bonne
que dans la section précédente dans laquelle un mono-modèle est utilisé. Cela provient
principalement du fait que la zone de couplage contraint la solution dans une partie non-
nulle de la structure ([0, 0.1] ∪ [0.9, 1]).
Pour les résultats d’adaptation proposés dans la suite, nous avons choisi de ﬁxer la
demi-largeur du patch du modèle adjoint à Lsa = 0.45, indépendamment de la taille du
patch du modèle primal. Ce choix n’est pas unique. Cependant, sous réserve de ﬁxer aussi
les autres paramètres, ce choix permet dès lors de n’utiliser qu’un seul problème adjoint
pour l’ensemble du processus d’adaptation (au moins dans le cas de la quantité d’intérêt
linéaire).
4.4.2 Inﬂuence du paramètre MC pour l’estimation de q∂
modèles type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin 0.3 0.1 [20, 100 000] 500 0.002 -
adjoint Arlequin 0.45 0.1 [20, 100 000] 500 0.002 -
Table 4.8 – Déﬁnition des modèles utilisés pour la calibration du problème adjoint (pa-
ramètre MC) relatif à l’évaluation de q∂ .
L’ensemble des valeurs des paramètres utilisés ici est décrit dans le tableau 4.8.
Le tableau 4.9 montre l’évolution des erreurs relatives ηe et ηref en fonction du
nombre de réalisations de Monte Carlo utilisées pour le modèle primal (MCp) lorsque
le modèle adjoint est résolu avec MCa réalisations de Monte Carlo. L’estimation est
meilleure lorsque le nombre de réalisations utilisées pour le modèle adjoint augmente. Pour
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MCp \MCa 20 200 2 000 20 000 100 000 ηref
20 −12.71 −3.59 −0.34 3.20 0.86 −4.96
200 - −1.28 5.47 7.13 9.47 3.10
2 000 - - 1.98 4.11 7.34 1.07
20 000 - - - 4.52 7.75 1.47
100 000 - - - - 7.65 1.36
Table 4.9 – Évolution (en %) de l’erreur relative estimée ηe en fonction du nombre de
réalisations de Monte Carlo utilisées pour le model primal (MCp) et adjoint (MCa) pour
l’évaluation de q∂ avec des modèles déﬁnis par le tableau 4.8.
MCp = MCa = 100 000, nous retrouvons notamment la valeur de 7, 65% pour l’erreur
estimée correspondant à la case (Lsp = 0.3, Lsa = 0.45) du tableau 4.7.
MCp \MCa 20 200 2 000 20 000 100 000 ηref
20 −19.00 −9.88 −6.63 −5.97 −5.43 −4.96
200 - −7.57 −0.82 0.84 3.18 3.10
2000 - - −4.31 −2.18 1.05 1.07
20 000 - - - −1.77 1.46 1.47
100 000 - - - - 1.36 1.36
Table 4.10 – Évolution (en %) de l’erreur relative estimée ηe en fonction du nombre de
réalisations de Monte Carlo utilisées pour le model primal (MCp) pour l’évaluation de q∂
avec des modèles déﬁnis par le tableau 4.8 après retrait de la contribution du couplage
dans l’erreur (6.29%).
Le tableau 4.10 reprend alors les résultats précédents dans lesquels la contribution de
la taille du patch, du modèle adjoint, à l’estimation de l’erreur totale a été retranchée, soit
7.65%−1.36%. La diﬀérence observée entre erreur vraie et erreur estimée, due uniquement
à MCa, est alors inférieure à 3% lorsque MCa = 2 000, et tombe à moins de 0.5% pour
MCa = 100 000.
Pour les résultats d’adaptation proposés dans la suite, nous avons choisi de ﬁxer le
nombre de réalisations du modèle adjoint à MCa = 100 000. Encore une fois, ce choix n’est
pas unique et nous pourrions notamment faire évoluer ce nombre en fonction de MCp.
4.4.3 Inﬂuence du paramètre Nd pour l’estimation de q∂
modèles type Ls Lc MC Nd hs Nref
référence mono - - 100 000 - - 500
primal Arlequin 0.3 0.1 100 000 [10, 500] 0.002 -
adjoint Arlequin 0.45 0.1 100 000 [20, 500] 0.002 -
Table 4.11 – Déﬁnition des modèles utilisés pour la calibration du problème adjoint (pa-
ramètre Nd) relatif à l’évaluation de q∂ .
L’ensemble des valeurs des paramètres utilisés ici est décrit dans le tableau 4.11.
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Ndp \Nda 20 100 500 ηref
10 8.22 7.05 6.18 −0.11
20 8.41 7.24 6.37 0.08
50 - 7.57 6.70 0.41
100 - 7.98 7.10 0.81
500 - - 7.65 1.36
Table 4.12 – Évolution (en %) de l’erreur relative estimée ηe en fonction du nombre
d’éléments utilisées pour la discrétisation du modèle déterministe primal (Ndp) et adjoint
(Nda) pour l’évaluation de q∂ avec des modèles déﬁnis par le tableau 4.11.
Le tableau 4.12 montre l’évolution des erreurs relatives ηe et ηref en fonction du nombre
d’éléments Ndp utilisés pour la discrétisation du modèle déterministe pour le problème
primal lorsque le problème adjoint est résolu avec Nda éléments pour le modèle déterministe.
L’estimation est meilleure lorsque le nombre d’éléments utilisés pour le modèle adjoint
augmente. Pour Ndp = Nda = 500, nous retrouvons notamment la valeur de 7, 65% pour
l’erreur estimée correspondant à la case (Lsp = 0.3, Lsa = 0.45) du tableau 4.7.
Ndp \Nda 20 100 500 ηref
10 1.93 0.76 −0.11 −0.11
20 2.12 0.95 0.08 0.08
50 - 1.28 0.41 0.41
100 - 1.69 0.81 0.81
500 - - 1.36 1.36
Table 4.13 – Évolution (en %) de l’erreur relative estimée ηe en fonction du nombre
d’éléments utilisées pour la discrétisation du problème primal (Ndp) pour l’évaluation de
q∂ avec des modèles déﬁnis par le tableau 4.11 après retrait de la contribution du couplage
dans l’erreur (6.29%).
Le tableau 4.13 reprend alors les résultats précédents dans lesquels la contribution de
la taille du patch à l’erreur totale a été retranchée. Nous pouvons alors remarquer qu’avec
seulement 100 éléments pour le modèle déterministe du problème adjoint, la diﬀérence
entre l’erreur vraie et l’erreur estimée est inférieure à 0.9%.
Pour les résultats d’adaptation proposés dans la suite, nous avons choisi de ﬁxer le
nombre d’éléments utilisés à Nda = 500 en utilisant ainsi qu’un problème adjoint pour
l’ensemble du processus d’adaptation.
4.4.4 Conclusions générales sur l’approximation du modèle adjoint
Dès lors que le modèle adjoint est approché par la méthode Arlequin, l’estimation perd
en précision par rapport à une résolution mono-modèle ﬁne. Cependant, lorsque le patch est
suﬃsamment grand, la diﬀérence entre l’erreur vraie et l’erreur estimée reste relativement
faible (moins de 4%). Dans ce cas, l’erreur ηe surestime l’erreur vraie. Quant au nombre
de réalisations de Monte Carlo utilisées, l’estimation est de plus en plus précise lorsque
le nombre de réalisations augmente. Par exemple, si l’on prend 20 000 réalisations, et en
considérant que l’on a toujours l’eﬀet de la taille du patch sur la solution du problème
adjoint, l’erreur estimée est relativement précise (moins de 3% d’écart). L’étude de la
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discrétisation du modèle déterministe du problème adjoint montre, de la même manière,
après avoir retiré la contribution liée à la taille du patch, que l’estimation obtenue est bonne
(moins de 0.9% d’écart avec Nda = 100 éléments), même si la discrétisation du problème
adjoint n’est pas aussi ﬁne que le problème de référence.
Finalement, pour l’adaptation, nous choisissons de ﬁxer un seul jeu de paramètres pour
le modèle adjoint en utilisant un patch assez grand (Lsa = 0.45), un nombre élevé de
réalisations de Monte Carlo (MCa = 100 000) et un nombre d’éléments pour discrétiser
le modèle déterministe de Nda = 500. Le pas de discrétisation spatiale pour le modèle
stochastique est lui ﬁxé à hs = 0.002. Ces choix ne sont pas uniques. Le but de ce chapitre
n’étant pas d’étudier de manière exhaustive l’approximation optimale du problème adjoint,
un seul jeu de paramètres pour le problème adjoint est utilisé par quantité d’intérêt.
4.5 Séparation des sources d’erreur et principe d’adaptation
L’erreur introduite par l’usage d’un modèle approché par la méthode Arlequin est causée
par plusieurs sources. Si l’on décompose le processus de résolution, nous distinguons en eﬀet
trois étapes menant à la résolution approchée du modèle de référence (voir ﬁgure 4.17) :
– l’utilisation d’un problème décrit par un modèle Arlequin continu,
– la discrétisation spatiale des modèles continus de la méthode Arlequin,
– la discrétisation selon la dimension stochastique (en utilisant ici la technique de Monte
Carlo par exemple).
Figure 4.17 – Exemple d’étapes du processus d’approximation pour la résolution d’un
problème stochastique 1D.
Chaque étape décrite précédemment est conduite par un ou des paramètres spéciﬁques.
Le modèle Arlequin est ainsi principalement paramétré par la taille du patch et de la zone
de couplage. La discrétisation spatiale est pilotée principalement par la taille des éléments
utilisés pour chaque domaine (Ωd, Ωs et Ωc). Enﬁn, si la technique de Monte Carlo est
utilisée pour traiter la discrétisation selon la dimension stochastique, la troisième étape est
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principalement paramétrée par le nombre de réalisations utilisées. Le but de cette section
est de proposer une démarche pour déﬁnir et estimer les erreurs induites par chaque étape.
4.5.1 Introduction et déﬁnition des modèles intermédiaires et indica-
teurs d’erreur associés
Pour identiﬁer et estimer les diﬀérentes erreurs, la technique proposée est basée sur
l’introduction de problèmes intermédiaires pris successivement comme référence. Dans la
suite, le mot "continu" désigne des modèles non discrétisés (ni en espace, ni suivant la
dimension stochastique) ; le mot "discrétisé" désigne des modèles uniquement discrétisés
en espace ; enﬁn le mot "approché" désigne les modèles discrétisés en espace et selon la
dimension stochastique. Nous déﬁnissons (ou rappelons, lorsqu’ils ont déjà été introduits)
les problèmes suivants :
– Problème de référence : mono-modèle continu stochastique décrit par l’équation (4.2)
(la solution est notée uex et le résidu associé R introduit par l’équation (4.8)).
– Premier modèle intermédiaire : modèle Arlequin couplant un modèle déterministe
continu avec un modèle stochastique continu. La solution est notée (ud, us, λ), la so-
lution mono-modèle associée reconstruite ucarl, et le résidu associé R
c. Ce problème est
décrit par les équations (4.3) et par la ﬁgure 4.2. Le résidu associé Rc((., ., .); (., ., .))
est déﬁni comme :
Rc((ud, us, λ); (vd, vs, μ)) = Lc(vd, vs)−Ac((ud, us, λ), (vd, vs, μ))
avec
Lc(vd, vs) = d(vd) + Ls(vs)
et
Ac((ud, us, λ), (vd, vs, μ)) = ad(ud, vd) +As(us, vs) + C(λ, vd − vs) + C(μ, ud − us)
– Second problème intermédiaire (discrétisé) : modèle Arlequin couplant un modèle
déterministe discrétisé spatialement à un modèle stochastique discrétisé spatialement
(uniquement). La solution est notée (uhd , u
h
s , λ
h), la solution mono-modèle associée
reconstruite uharl, et le résidu associé R
h. Ce problème est déﬁni à partir du précédent
en utilisant par exemple la MEF. Le résidu associé Rh((., ., .); (., ., .)) est déﬁni par :
Rh((uhd , u
h
s , λ
h); (vhd , v
h
s , μ
h)) = Lh(vhd , vhs )−Ah((uhd , uhs , λh), (vhd , vhs , μh))
où Lh et Ah correspondent aux formes discrétisées de Lc et Ac.
– Problème numérique (approché) : modèle Arlequin couplant un modèle déterministe
discrétisé en espace avec un modèle stochastique discrétisé en espace et selon la
dimension stochastique en utilisant la technique de Monte Carlo. Ce problème est
le seul qui est résolu en pratique (avec le modèle adjoint). La solution obtenue est
notée (uad, u
a
s , λ
a). Nous allons voir dans la suite comment utiliser cette solution et la
solution du modèle adjoint pour dégager des indicateurs d’erreur pour les diﬀérentes
étapes.
L’erreur totale η peut être décomposée comme suit :
η = q(uex)− q(uarl) = [q(uex)− q(ucarl)] +
[
q(ucarl)− q(uharl)
]
+
[
q(uharl)− q(uarl)
]
Cette décomposition permet de déﬁnir les erreurs suivantes :
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– l’erreur stochastique (principalement due à la discrétisation selon la dimension sto-
chastique) :
ηθ = q(u
h
arl)− q(uarl)
– l’erreur de discrétisation (principalement due à la discrétisation spatiale) :
ηh = q(u
c
arl)− q(uharl)
– l’erreur de modèle, introduite par l’utilisation du modèle Arlequin (due à l’utilisation
du patch et d’un modèle homogénéisé dans Ωd) :
ηm = q(uex)− q(ucarl)
Ces erreurs ne sont en fait que des indicateurs. En eﬀet, elles ne sont pas indépendantes
les unes des autres. Ainsi, en augmentant la taille du patch par exemple, nous introduisons
a priori plus d’information stochastique. Avec l’ordre des problèmes intermédiaires choisi,
la discrétisation suivant la dimension stochastique vient après la discrétisation spatiale.
Dès lors, si la discrétisation spatiale est grossière, même en utilisant un grand nombre de
réalisations de Monte Carlo, l’information stochastique contenue dans le modèle sera faible.
Ce choix de succession de modèles intermédiaires n’est pas unique et un choix particulier
ne parait pas plus pertinent qu’un autre.
A l’aide de la solution (uad, u
a
s) du problème Arlequin primal (4.3), de la solution (pad, p
a
s)
du problème Arlequin adjoint (4.6) et des diﬀérents résidus R, Rc et Rh, nous pouvons
estimer les diﬀérentes erreurs en utilisant la propriété (4.7) :
ηθ  Rh(uarl, parl)
ηh = [q(u
c
arl)− q(uarl)]−
[
q(uharl)− q(uarl)
]
 Rc(uarl, parl)−Rh(uarl, parl)
ηm = [q(uex)− q(uarl)]− [q(ucarl)− q(uarl)]
 R(uarl, parl)−Rc(uarl, parl)
où (uarl, parl) sont des projections appropriées de (uad, u
a
s) et (pad, p
a
s) pour le calcul des ré-
sidus. Le problème adjoint étant approché par un modèle Arlequin, ces erreurs ne sont
que des estimations. Plus précisément, nous négligeons les termes R(uarl, pex − parl),
Rc(uarl, pex − parl) et Rh(uarl, pex − parl).
4.5.2 Stratégie d’adaptation
Le processus d’adaptation, basé sur un algorithme glouton, est décrit dans la ﬁ-
gure 4.5.2. L’approche consiste en une succession d’étapes :
1. un ensemble de paramètres initiaux est utilisé pour résoudre un problème primal et
un problème adjoint (tous deux de type Arlequin) ;
2. l’erreur totale η relative à la quantité d’intérêt choisie est estimée ;
3. si l’erreur est supérieure à un critère d’arrêt donné, nous suivons la procédure de
séparation des sources d’erreur ;
4. la source dominante est identiﬁée et le paramètre correspondant est raﬃné ;
5. le processus continue tant que l’erreur totale n’a pas atteint le critère d’arrêt et tant
que le paramètre contribuant à l’erreur dominante peut être raﬃné.
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Modèle Arlequin
primal
Modèle Arlequin
associé adjoint
Estimation de
l’erreur totale
η = q(uex)− q(uarl)
≈ R(uarl, parl)
Séparation des sources
d’erreur
Identiﬁcation des sources
majeures d’erreur
Nouveaux paramètres
|η| ≥ crit
non
stop
oui
Figure 4.18 – Exemple d’algorithme du processus d’adaptation.
Remarque 7 Cette stratégie n’est pas unique. En eﬀet, l’étape 4 peut notamment être
modiﬁée : nous pouvons par exemple identiﬁer les deux erreurs dominantes et raﬃner les
paramètres correspondant.
4.6 Résultats d’adaptation
4.6.1 Exemple d’adaptation pour un modèle 1D
Cette partie présente des résultats d’adaptation avec le premier problème 1D, déﬁni
dans la section 3.4.1 du chapitre 3, lorsqu’il est utilisé pour estimer les quantités q∂ (4.4)
et qv (4.5).
Dans cette section, les paramètres étudiés sont : la demi-largeur du patch (Ls), le
nombre de réalisations de Monte Carlo utilisées (MC) et le nombre d’éléments utilisés
pour la discrétisation spatiale du modèle déterministe (Nd). Comme précédemment, pour
une représentation du champ stochastique optimal, hs, la taille des éléments utilisés pour le
modèle stochastique est ﬁxé à 0.002. La taille de la zone de couplage ne sera pas étudiée, elle
est ﬁxée à Lc = 0.1. Sa discrétisation spatiale est basée sur celle du modèle stochastique.
La ﬁgure 4.19 et le tableau 4.14 représentent les erreurs associées à q∂ . Dans ce cas,
la source d’erreur dominante provient d’abord du faible nombre de réalisations utilisées
(erreur stochastique), puis du couplage Arlequin (erreur de modèle). En augmentant la
ﬁnesse des paramètres associés, l’erreur relative ηe décroit de 8.7% pour le jeu de paramètres
initial à 6.6%. L’erreur vraie correspondant décroit quand à elle de 14% à 0.7%. Pour la
première itération, l’erreur stochastique compense en fait l’erreur de modèle, ce qui donne
une erreur totale relative estimée inférieure à 10%. L’algorithme s’arrête en fait à l’itération
3 dans laquelle l’erreur de modèle reste dominante. Cependant, la taille du patch maximale
autorisée est déjà atteinte. L’itération 4, rajouté manuellement, correspond au raﬃnement
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Figure 4.19 – Évolution (en %) des erreurs relatives : erreur totale ηe (blanc), erreur de
modèle ηm (rouge), erreur de discrétisation ηh (jaune) et erreur stochastique ηθ (marron)
pendant le processus d’adaptation concernant l’approximation de q∂.
modèle 1 2 3 4
Ls 0.2 0.2 0.45 0.45
MC 5 200 200 2 000
Nd 20 20 20 20
hs 0.002 0.002 0.002 0.002
ηm 6.82 9.07 6.58 6.39
ηrefm 1.58 1.89 0.61 0.59
ηh −2.16 −1.97 −1.27 −1.31
ηrefh 4.32 −1.50 −1.03 −1.26
ηθ −13.42 1.80 2.88 −0.05
ηrefθ −19.95 2.10 2.65 −0.09
|ηe| 8.76 8.9 8.42 6.60
|ηref | 14.05 2.48 2.23 0.77
Table 4.14 – Évolution des paramètres et des erreurs relatives (vraies et estimées, en %)
pour l’évaluation de q∂ .
du paramètre lié à la deuxième source d’erreur dominante : la troncature de Monte Carlo.
Cette itération montre alors qu’en diminuant l’erreur stochastique, l’erreur totale peut
diminuée aussi.
Le tableau 4.14 montre aussi l’évolution des diﬀérentes erreurs vraies relatives à l’erreur
de modèle, l’erreur de discrétisation et l’erreur de Monte Carlo. Comme nous pouvons le
constater, les diﬀérentes estimations d’erreur (ηm,ηh,ηθ) donnent une bonne indication des
erreurs vraies correspondantes, voire très bonne pour les estimations de ηθ et ηh. L’approxi-
mation du modèle adjoint par un modèle Arlequin n’a d’inﬂuence que sur les estimations de
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l’erreur totale et de l’erreur de modèle (obtenue en soustrayant les autres erreurs estimées
de l’erreur totale).
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Figure 4.20 – Allure des densités de probabilité de la quantité qθ obtenues à partir du
modèle 1 (en bleu), du modèle 4 (en rouge) et du mono-modèle de référence (en noir) pour
l’évaluation de q∂ .
La ﬁgure 4.20 représente les densités de probabilité de la quantité :
qθ =
1
0.05
∫ 0.5
0.45
du(x, θ)
dx
dx
reconstruites par la méthode d’estimation par noyau d’Epanechnikov [Epanechnikov, 1969]
à partir de résultats obtenus par le modèle le plus grossier (1), le plus ﬁn (4), et le modèle de
référence dans le processus d’adaptation relative à la quantité q∂. Nous pouvons y observer
la qualité du processus qui permet de passer de la densité bleu à la densité rouge, très proche
de la densité de référence en noir, bien que l’adaptation ne concernait que l’espérance de
qθ.
Figure 4.21 – Évolution (en %) des erreurs relatives : erreur totale ηe (blanc), erreur de
modèle ηm (rouge), erreur de discrétisation ηh (jaune) et erreur stochastique ηθ (marron)
pendant le processus d’adaptation concernant l’approximation de qv.
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modèle 1 2 3 4 5 6
Ls 0.2 0.2 0.3 0.3 0.35 0.35
MC 200 10 000 10 000 50 000 50 000 50 000
Nd 20 20 20 20 20 100
hs 0.002 0.002 0.002 0.002 0.002 0.002
ηm −17.4 −8.93 −6.61 −1.21 0.07 −0.36
ηθ −70.77 −7.24 −8.19 −0.22 −0.40 −0.01
ηh 1.89 3.60 0.09 0.06 −1.28 −0.08
|ηe| 86.2 12.6 14.7 1.37 1.61 0.45
Table 4.15 – Évolution des paramètres et des erreurs relatives estimées (en %) pour
l’évaluation de qv.
La ﬁgure 4.21 et le tableau 4.15 représentent l’erreur associée à qv. Dans ce cas, l’étude
montre que l’erreur dominante est d’abord due à la troncature de Monte Carlo, puis à la
modélisation Arlequin, et enﬁn pour la dernière itération, à la discrétisation du modèle
déterministe. En raﬃnant les paramètres correspondant l’un après l’autre, l’erreur totale
relative ηe décroit de 86% à moins de 0.5% en erreur estimée.
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Figure 4.22 – Allure des densités de probabilité de la quantité qθ obtenues à partir du
modèle 1 (en bleu), du modèle 1 avec seulement 10 tirages de Monte Carlo (en tirets bleus),
du modèle 6 (en rouge) et du mono-modèle de référence (en noir) pour l’évaluation de qv.
La ﬁgure 4.22 représente les densités de probabilité de la quantité qθ reconstruites par
la méthode d’estimation par noyau d’Epanechnikov à partir de résultats obtenus par le
modèle le plus grossier (1), le plus ﬁn (6), et le modèle de référence dans le processus
d’adaptation relative à la quantité qv. Nous pouvons remarquer que le modèle paramétré
par le premier jeu de paramètre donne en fait un assez bon résultat, proche de la densité
de référence. L’erreur estimée sur-estime l’erreur vraie à cause des remarques formulées
dans la section 4.3.2. Dans le cas, où l’on choisit un jeu de paramètre identique, mais
avec seulement 10 réalisations de Monte Carlo, l’erreur vraie obtenue est bien plus grande
et visible par comparaison entre la courbe en tirets bleus et la courbe de référence noir.
Finalement, la densité reconstruite à partir du dernier jeu de paramètre (en rouge) est
encore plus proche de la densité de référence alors que l’adaptation ne portait ici que sur
la variance de la quantité qθ.
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Ces exemples simples d’adaptation montrent l’eﬃcacité de la démarche de séparation
des sources d’erreur. En eﬀet, les erreurs estimées stochastique et de discrétisation sont
très proches des erreurs vraies associées, au moins à partir de la seconde itération. L’ap-
proximation du modèle adjoint par un modèle Arlequin n’impacte alors que l’estimation
de l’erreur de modèle. Finalement, grâce à la séparation des sources, nous avons été ca-
pables de raﬃner les paramètres dont les erreurs associées étaient grandes aﬁn de diminuer
eﬃcacement l’erreur totale.
4.6.2 Exemple d’adaptation pour un modèle 2D
Figure 4.23 – Cas 2D.
Nous étudions ici le modèle 2D décrit à la section 3.4.3 du chapitre 3. La structure
occupe un domaine Ω inscrit dans une boite [−3, 3]× [−1, 1] (voir ﬁgure 4.23). La structure
est soumise à des conditions de Dirichlet uniquement : u(x = −3, y, θ) = 0, u(x = 3, y, θ) =
1 p.s., et de Neumann ∇u · n = 0 p.s. pour les autres bords. Le matériau est décrit par
un champ stochastique K(x, y, θ), de loi marginale uniforme de bornes [0.3542, 2.1938]
(de moyenne géométrique 1/E [1/K(x, y, θ)] = 1), avec un modèle de corrélation de type
sinc2, de longueur de corrélation associée Lcor = 0.05 dans chaque direction. Le problème
de référence est spatialement discrétisé avec 33792 éléments (dont le diamètre maximal
du cercle inscrit est inférieur à 0.006) et avec 5 000 réalisations pour décrire le champ
stochastique K.
Nous nous intéressons ici à l’approximation de la composante du gradient moyen suivant
l’axe ix, où ix le vecteur directeur unitaire correspondant à l’axe x, dans une zone donnée
Ωint déﬁnie sur la ﬁgure 4.24. La quantité d’intérêt s’écrit :
q2D(u) = E
[∫
Ωint
∇u · ix dΩ
]
Le problème de référence est approché en utilisant la méthode Arlequin dont le
patch est centré sur la structure. Le modèle adjoint déﬁni par la ﬁgure 4.24 avec pq =
K(x, y, θ)∇u(x, y, θ) = ix est aussi approché par un modèle Arlequin dans lequel le mo-
dèle déterministe et le modèle stochastique sont respectivement discrétisés spatialement
avec 8448 (diamètre maximal du cercle inscrit inférieur à 0.04) et 6144 (diamètre maxi-
mal du cercle inscrit inférieur à 0.006) éléments. La demi-largeur du patch pour le modèle
adjoint est ﬁxé à Ls = 1.8. De plus, 5 000 réalisations du champ de matériau K sont
utilisées. Comme dans le cas 1D, il a été choisi ici, sans restriction sur la méthode pro-
posée, de n’utiliser qu’un modèle adjoint pour l’ensemble du processus d’adaptation (voir
ﬁgure 4.25).
104
Chapitre 4. Estimation d’erreur sur des quantités d’intérêt dans le cadre
Arlequin
Figure 4.24 – Problème adjoint associé à la quantité d’intérêt q2D.
      






(










)









Figure 4.25 – Déplacement obtenu pour le problème adjoint résolu par la méthode Arle-
quin (espérance du déplacement pour le patch).
Dans cette section, nous proposons une stratégie d’adaptation du modèle primal pour
diminuer l’erreur relative ηe :
ηe =
R(uarl, parl)
q2D(uarl)
La ﬁgure 4.26 et le tableau 4.16 montrent l’évolution des diﬀérentes erreurs lors du
processus. Nous remarquons que les sources dominantes de l’erreur proviennent de la tron-
cature de Monte Carlo et de la modélisation Arlequin. En raﬃnant successivement les
paramètres liés, l’erreur ηe diminue de 21% à 4.2%. En ﬁn de processus, l’erreur dominante
reste liée à la modélisation Arlequin dont le patch ne représente qu’un peu plus de la moitié
de la structure.
La ﬁgure 4.27 représente les densités de probabilité de la quantité :
qθ2D =
∫
Ωint
∇u · ix dΩ (4.10)
reconstruites par la méthode d’estimation par noyau d’Epanechnikov à partir de résultats
obtenus par le modèle le plus grossier (1), le plus ﬁn (4), et le modèle de référence dans
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Figure 4.26 – Évolution des erreurs relatives : erreur totale ηe (blanc), erreur de modèle
ηm (rouge), erreur de discrétisation ηh (jaune) et erreur stochastique ηθ (marron) pendant
le processus d’adaptation concernant l’approximation de q2D.
modèle 1 2 3 4
Ls 0.75 0.9 0.9 1.65
MC 5 5 500 500
Nd 528 528 528 528
Ns 3040 3424 3424 6144
ηm 10.98 10.18 6.85 4.43
ηh −0.38 −0.38 −0.31 −0.09
ηθ 10.67 11.35 −0.57 −0.17
|ηe| 21.28 21.16 8.20 4.17
Table 4.16 – Évolution des paramètres et des erreurs relatives estimées (en %) pour l’éva-
luation de q2D. Nd et Ns représentent le nombre d’éléments utilisés pour la discrétisations
du modèle déterministe et du modèle stochastique respectivement. Ns augmente unique-
ment parce que Ls augmente, le patch n’est pas discrétisé plus ﬁnement.
le processus d’adaptation relative à la quantité q2D. De la même manière, l’adaptation des
paramètres du modèle a permis de passer de la densité représentée en bleu, relative au
modèle grossier, à la densité représentée en rouge, relative au dernier modèle, bien plus
proche de la densité de référence (surtout pour l’évaluation de l’espérance de qθ2D).
Comme pour l’adaptation précédente, la technique de séparation des sources a per-
mis d’identiﬁer les sources d’erreur dominantes. Les paramètres associés ont pu alors être
raﬃnés pour réduire l’erreur totale.
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Figure 4.27 – Allure des densités de probabilité de la quantité qθ2D obtenues à partir du
modèle 1 (en bleu), du modèle 4 (en rouge) et du mono-modèle de référence (en noir) pour
l’évaluation de q2D.
4.7 Bilan sur l’erreur a posteriori pour le couplage
déterministe-stochastique proposé
Ce chapitre nous a permis de poser les bases de l’estimation d’erreur a posteriori pour
l’évaluation de quantité d’intérêt locale dans le cas du couplage déterministe stochastique
proposé.
L’introduction d’un problème adjoint, dont la déﬁnition dépend de la quantité d’inté-
rêt, permet d’estimer l’erreur commise de manière eﬃcace. Lorsque le problème adjoint est
résolu ﬁnement, l’estimation est quasi exacte et l’on peut ainsi étudier l’inﬂuence des diﬀé-
rents paramètres de la méthode Arlequin sur la qualité de l’approximation de la quantité
d’intérêt recherchée. Dans le cas d’une quantité d’intérêt non-linéaire comme qv, la linéa-
risation proposée conduit à négliger un terme. Or lorsque le modèle primal est résolu de
manière très grossière, ce terme n’est pas forcément négligeable et cela explique les écarts
observés entre erreur vraie et estimée. Une solution serait de suivre l’autre approche dé-
crite dans [Ladevèze et Chamoin, 2010] pour éviter la linéarisation. Cependant, l’approche
proposée n’est valable que dans le cas de quantités ponctuelles.
Aﬁn de limiter des calculs supplémentaires lourds, le problème adjoint est aussi ap-
proché par la méthode Arlequin. La qualité de l’estimation dépend alors directement de
la qualité de la solution approchée du problème adjoint. Cette dépendance a été étudiée
numériquement dans le cadre de l’évaluation de la quantité q∂ . Les résultats montrent que
pour que l’estimation soit correcte, le patch doit être grand, le nombre de réalisations de
Monte Carlo élevé, et la discrétisation du modèle déterministe suﬃsamment ﬁne. Malgré
toutes ces précautions, dès qu’un modèle Arlequin est utilisé pour le modèle adjoint, la
qualité de l’estimation proposée est dégradée.
Nous avons vu de plus que le passage du modèle de référence au modèle numérique ap-
proché se fait par diﬀérentes étapes distinctes. La résolution du problème ﬁnal décrit par la
méthode Arlequin demande un choix judicieux de paramètres. Ces paramètres gouvernent
notamment les diﬀérentes étapes du processus de résolution auxquelles nous pouvons asso-
cier des erreurs. L’introduction de modèles intermédiaires a permis d’estimer ces diﬀérentes
sources d’erreurs en utilisant uniquement la solution du modèle primal et du modèle ad-
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joint, toutes deux calculées par la méthode Arlequin. Les exemples d’adaptation proposés
montrent comment nous pouvons diminuer la source d’erreur dominante, en raﬃnant le
paramètre associé. Dans le cas de l’estimation de q∂ , la comparaison avec les erreurs vraies
montre la pertinence de la démarche de séparation des sources.
Dans les trois exemples proposés, l’erreur dominante estimée ﬁnale est liée à la modéli-
sation Arlequin. Outre l’erreur induite par la méthode elle-même, ce phénomène peut être
aussi lié à une mauvaise estimation de l’erreur de modèle. En eﬀet, cela peut s’expliquer
par deux observations. La première concerne l’inﬂuence de la taille du patch du modèle
adjoint sur la qualité de l’estimation. Comme nous l’avons vu, même en utilisant un patch
très grand, une diﬀérence signiﬁcative existe entre l’erreur vraie et l’erreur estimée. La se-
conde est liée à la technique de séparation des sources. L’erreur de modèle est obtenue par
soustraction à l’erreur totale des autres erreurs, or les autres erreurs semblent bien estimées
(au moins dans le cas de q∂). Dès lors, les écarts entre erreurs totales vraie et estimée ne
se reportent que sur l’erreur de modèle.
Comme nous l’avons remarqué, l’erreur vraie de modèle induite lorsque la taille du patch
couvre entièrement le domaine n’est pas négligeable. Dans le cas où l’on souhaite consi-
dérer les aléas, avec la volonté de coupler deux modélisations aussi diﬀérentes (celle d’une
structure hétérogène-stochastique avec la même structure formée d’une approximation ho-
mogénéisée du même matériau), le modèle Arlequin, avec un patch couvrant l’ensemble de
la structure, reste un modèle approché. Dans le cas étudié ici, nous ne pouvons espérer,
avec le type de modèle Arlequin utilisé, gommer l’erreur de modèle en agissant seulement
sur le paramètre Ls. Nous pouvons quasiment annuler l’erreur de modèle, dans ce cas li-
mite, en appliquant les conditions aux limites non pas au substrat mais directement sur le
patch et en prenant αs = 1 dans la zone libre du patch.
Les ingrédients donnés dans ce chapitre sont les premiers sur l’estimation d’erreur et
la séparation des diﬀérentes sources de l’erreur pour le type de couplage proposé. De nom-
breuses études restent à mener. Les premières ne posent aucune diﬃculté majeure. Elles
concernent l’étude des autres paramètres ﬁxés comme la taille de la zone de couplage Ωc ou
la discrétisation spatiale du patch stochastique. Les secondes études restent importantes
et devraient être abordées dans de futurs travaux. L’algorithme proposé pour l’adaptation
par exemple peut être revu et optimisé. L’erreur de discrétisation peut être par exemple
découpée par éléments aﬁn d’identiﬁer les zones demandant un raﬃnement. Cette spa-
tialisation de l’erreur de discrétisation a déjà été abordée dans de nombreux cas (par
exemple [Prudhomme et al., 2009] dans un cas de couplage déterministe entre un modèle
atomistique et un modèle continu). Une approche similaire peut être suivie pour la dimen-
sion stochastique en optimisant par exemple la répartition des réalisations de K(x, θ).
Enﬁn, un point clé de la démarche proposée ici concerne la reconstruction de la solution
mono-modèle à partir des champs obtenus par la méthode Arlequin. En eﬀet, pour l’instant,
dans le patch, la solution mono-modèle est basée sur us, or le champ us n’est pas libre de
s’exprimer dans la zone de couplage. De plus, la reconstruction du champ uarl proposée
ici a été contrainte par le fait d’approcher le résidu en utilisant la technique de Monte
Carlo. Nous pouvons envisager d’étudier d’autres estimations du résidu par une méthode
de collocation, ou avec une décomposition sur le chaos polynomial par exemple.

Chapitre 5
Application de la stratégie de
couplage en dentisterie restauratrice
Ce chapitre est consacré à la mise en application de la méthode décrite précédemment
dans un cas concret de dentisterie restauratrice. Il s’agit notamment de caractériser par-
tiellement l’adhésion entre la dentine et un biomatériau résineux remplaçant les anciens
"plombages" pour le traitement des caries. La dentine déminéralisée est le substrat poreux
imprégné par le biomatériau. Cette imprégnation est à la base de l’adhésion biomaté-
riau/dentine.
La dentine déminéralisée est majoritairement composée de ﬁbres de collagène. En raison
de la distribution aléatoire mircroscopique des ﬁbres, ce matériau possède un comportement
hétérogène et aléatoire. La perméabilité associée n’est alors que partiellement connue. Aﬁn
d’étudier l’inﬁltration de la résine au sein de la dentine, la perméabilité est modélisée par
un champ stochastique. Nous nous intéressons à la vitesse moyenne d’inﬁltration dans une
zone critique.
Deux études sont présentées. La première concerne l’évolution de la vitesse moyenne
d’inﬁltration lorsque la longueur de corrélation du milieu varie. La seconde concerne un
cas critique dans lequel l’inﬁltration de la résine n’est pas optimale.
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5.1 Le traitement des caries en dentisterie restauratrice
Le problème de carie reste encore aujourd’hui très répandu dans le monde. Les caries
produisent une perte de substance dentaire conséquente. Leur prévention et leur traitement
restent une priorité de la santé publique. Il est notamment nécessaire d’assurer une longévité
et une biocompatibilité du traitement lors de la restauration de la dent.
Figure 5.1 – Micrographie optique d’une section longitudinale médiane d’une prémolaire
maxillaire.
Une dent est constituée principalement de trois composants : l’émail dentaire, la den-
tine et la pulpe (voir ﬁgure 5.1). L’émail (normalement visible pour une dent saine) est
le constituant le plus minéralisé. Il est composé à 96% de matière minérale (réseau de
cristaux d’hydroxyapatite de calcium), le reste étant composé d’eau et de matière orga-
nique. La dentine est un tissu calciﬁé poreux et hétérogène (tant en terme chimique que
structural). Enﬁn, la pulpe est constituée de tissus vivants (notamment de nerfs et de vais-
seaux sanguins et lymphatiques). La carie débute toujours au niveau de l’émail mais elle
peut se propager à travers la dentine, et atteindre ﬁnalement la pulpe, l’organe vital de la
dent. Sans traitement, la carie provoque l’inﬂammation et la nécrose de la pulpe, et peut
aﬀecter plus largement les tissus soutenant la dent (os, ligament). Elle doit être traitée
le plus rapidement possible. Lorsqu’elle atteint la dentine, la reconstruction naturelle de
l’émail est impossible et un matériau de restauration doit être utilisé. Ce matériau doit être
capable de protéger le reste de la dent soumis aux contraintes de mastication, de prévenir
une recrudescence du processus carieux tout en étant esthétique. Garantir l’adhésion et
l’étanchéité du matériau à la dentine est donc primordial.
Jusqu’à récemment, les dentistes utilisaient un amalgame constitué d’un alliage de
matériaux (argent, cuivre, étain...) associé à du mercure comme matériau de restau-
ration de la dent. Cependant, la ﬁxation de cet amalgame demandait un encastre-
ment mécanique qui demande un volume important, entrainant une perte supplémen-
taire de substance. S’ajoutait la toxicité éventuelle du mercure dans cet amalgame.
L’ensemble de ces problèmes poussa les praticiens à envisager d’autres matériaux de
restauration comme des résines composites, permettant de conserver un maximum de
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tissus sains. Le principe de rétention à la dent de ces résines est l’adhésion micro-
mécanique [Nakabayashi et Pashley, 1998, Mjõr, 2009] : la résine s’inﬁltre dans les pores
de la dent. L’adhésion à l’émail est aujourd’hui maîtrisée, alors que l’adhésion à la dentine
reste problématique.
5.2 L’adhésion à la dentine
Figure 5.2 – Image électronique de dentine intacte. Trois tubules sont visibles. Les ﬁbres
de collagène sont noyées dans la matrice de cristaux d’hydroxyapatite.
La dentine (ﬁgure 5.2) est minéralisée à 50% en moyenne volumique. Elle est composée
de 20% de ﬂuide et de 30% de matière organique (principalement du collagène). La structure
de la dentine peut être décrite dans un premier temps par une structure composée de tubules
et de ﬁbres de collagène dans une matrice de cristaux d’hydroxyapatite. Les tubules (dont
trois sont visibles sur l’image 5.2) sont des micro-tubes de forme conique dont le diamètre
varie d’environ 1μm à 3μm. La densité de ces tubules est de 1.9e6 tubules par cm2.
Lorsque la carie atteint la dentine, le praticien procède à l’ablation de la zone cariée et à
l’application de la résine. L’adhésion directe de la résine après élimination (par fraisage) est
peu eﬃcace. La praticien procède alors, avant restauration, à la déminéralisation de la den-
tine : les cristaux d’hydroxyapatite constituant la partie minérale sont éliminés sur quelques
micromètres de profondeur. Dès lors, l’adhésion se fait par inﬁltration de la résine au travers
du réseaux de ﬁbres de collagène (voir ﬁgure 5.3). Les propriétés mécaniques de la den-
tine déminéralisée sont encore mal connues et sont l’objet de recherches expérimentales et
numériques actuelles [Pashley et al., 1993, Vennat et al., 2009, Vennat, 2009, Mjõr, 2009].
Ces travaux donnent des bornes pour la perméabilité intrinsèque de la dentine déminéra-
lisée : [1.43e−6, 1.43e−4] μm2. A cette échelle, les simulations de l’inﬁltration de la résine
dans la dentine sont rares [Vennat, 2009]. Il s’agit ici de donner quelques éléments d’analyse
numérique sur l’inﬁltration en étudiant deux problématiques : l’inﬂuence de la longueur
de corrélation du champ stochastique représentant le milieu et l’étude d’un cas critique
d’inﬁltration déséquilibrée.
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Figure 5.3 – Image électronique de dentine déminéralisée. En plus des tubules, le réseau
de ﬁbres de collagène, de tailles bien inférieures aux tubules, est bien visible.
5.3 Étude 1 : Inﬂuence de la longueur de corrélation du milieu
sur la vitesse d’inﬁltration
5.3.1 Présentation des modèles utilisés
Figure 5.4 – Échantillon étudié.
En première approximation, l’application de la résine sur la dentine déminéralisée est
modélisée par un écoulement mono-phasique permanent dans le milieu poreux qu’est la
dentine.
Plus particulièrement, nous considérons un échantillon de dentine occupant un domaine
carré dont le côté mesure 30μm contenant un tubule d’un diamètre de 3μm centré sur
l’échantillon (voir ﬁgure 5.4). Le problème est plan (transversal à l’axe du tubule). La
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résine est appliquée manuellement par le praticien directement sur la zone à traiter. Elle
va d’abord occuper les tubules puis s’inﬁltrer dans les réseaux de ﬁbres de collagène. Par
ailleurs, nous supposons que la section étudiée est suﬃsamment éloignée des sections dans
lesquelles la résine a déjà inﬁltré le réseau de ﬁbres pour que le modèle plan ait un sens. La
surpression sur les bords de l’échantillon est ﬁxée à 0 bar (pas de surpression par rapport à
l’atmosphère). Elle est ﬁxée à 1 bar (105Pa, correspondant à la pression induite par l’action
manuelle du praticien) sur le bord du tubule (voir ﬁgure 5.5).
L’inﬁltration de la résine au sein de la dentine est caractérisée par la vitesse de l’écou-
lement. Nous nous intéressons à l’estimation de la composante suivant l’axe y de la vitesse
u dans la zone Zint occupant l’ensemble des points M ∈ {(x, y) ∈ [−1/3, 1/3]μm × [1, 1 +
1/3]μm}.
Figure 5.5 – Problème étudié : l’échantillon est soumis à une pression imposée nulle sur
le bord bleu, et de 1 bar sur le bord rouge. La zone d’intérêt Zint est représentée en rouge.
La vitesse de l’écoulement u dépend du gradient de pression suivant la loi de Darcy :
u = −K
ν
∇p
où K désigne la perméabilité intrinsèque du milieu (en μm2) et ν la viscosité dynamique
de la résine (en Pa.s).
Comme nous l’avons vu, la dentine est fortement hétérogène. La viscosité de la résine
est connue et dépend du type de résine (cf. tableau 5.1). Nous modélisons ici l’écoulement
de la résine OptiBond. Ne connaissant pas la distribution précise des ﬁbres de collagène,
le ratio K/ν est modélisé par un champ stochastique C(x, θ) ∈ L 2(Θ,C 0(Ω)) vériﬁant
les conditions des chapitres précédents. La vitesse de l’écoulement u(x, θ) s’écrit alors en
fonction du gradient de pression :
u(x, θ) = −C(x, θ)∇p(x, θ), p.p. et p.s.
De plus, l’écoulement étant permanent et incompressible, nous avons :
∇ · u(x, θ) = 0, p.p. et p.s.
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Résine ν[Pa.s]
OptiBond 1.43
3MESPE 0.475
Battle 0.0357
Gbond 0.0168
Uniﬁl 0.00331
HhybridBond 0.00232
Table 5.1 – Diﬀérentes résines employées et viscosités dynamiques associées.
Finalement, le champ de pression p(x, θ) est solution de :
∇ · (C(x, θ)∇p(x, θ)) = 0, p.p. et p.s.
Nous souhaitons alors évaluer l’espérance de la vitesse suivant l’axe y (de vecteur unitaire
associé iy) moyennée dans la zone Zint donnée par :
qu = E
[
1
|Zint|
∫
Zint
u(x, θ) · iy dΩ
]
ou, réécrite en fonction de la pression p(x, θ) :
qu = E
[ −1
|Zint|
∫
Zint
C(x, θ)∇p(x, θ) · iy dΩ
]
Nous notons qref = qu(pref ), la quantité d’intérêt obtenue à partir de la solution de réfé-
rence pref , et qest = qu(parl), la quantité d’intérêt estimée à partir de la solution Arlequin
parl.
Le champ stochastique C(x, θ) est de loi marginale uniforme de bornes
(en μm2(Pa.s)−1) [1.43e−6, 1.43e−4] (de moyenne géométrique 1/E [1/C(x, θ)] =
3.19e−5μm2(Pa.s)−1), avec un modèle de corrélation de type sinc2. La longueur de corré-
lation n’est pas connue et varie autour de Lcor = 1μm.
Nous proposons dans la suite d’utiliser la méthode Arlequin pour étudier l’évolution de
la quantité qu en fonction de la longueur de corrélation du cas stochastique C(x, θ) qui varie
dans l’intervalle [0.5μm, 2μm] (voir ﬁgure 5.6). Le substrat est un rectangle de dimension
30μm× 30μm dans lequel un modèle déterministe homogène est utilisé (dont le paramètre
matériau associé est Cd = 3.19e−5μm2(Pa.s)−1). Un modèle stochastique est utilisé pour
le patch, de dimension Ls × Ls (voir ﬁgure 5.7), centré sur l’échantillon et dans lequel le
tubule est représenté. Un exemple de pression obtenue à partir d’une réalisation est donné
dans la ﬁgure 5.8. Dans cet exemple, nous avons utilisé 961 nœuds dans le substrat et 2792
nœuds dans le patch carré de côté Ls = 16μm.
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(a) Lcor = 0.5μm (b) Lcor = 1μm
(c) Lcor = 1.5μm (d) Lcor = 2μm
Figure 5.6 – Exemples de réalisation de C(x, θ) pour diﬀérentes longueurs de corrélation
(0.5, 1, 1.5 et 2μm).
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Figure 5.7 – Problème Arlequin approché : un patch, dans lequel le problème est ﬁnement
modélisé (tubule, propriétés stochastiques), est superposé au substrat décrit par un modèle
équivalent homogénéisé déterministe.
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Figure 5.8 – Exemple de pression (en [bar]) obtenue dans le substrat (à gauche) et le
patch Arlequin (à droite) pour une réalisation du champ matériau.
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5.3.2 Évolution de la vitesse en fonction de la longueur de corrélation
Figure 5.9 – Espérance de la pression (en [Pa]) dans le patch du problème adjoint relatif à
qu (avec une longueur de corrélation Lcor = 1μm), approché par la méthode Arlequin avec
un patch de taille Ls = 28μm et 5 000 réalisations : pression dans le substrat à gauche,
espérance de la pression dans le patch à droite.
En suivant la démarche décrite dans les chapitres précédents, nous déﬁnissons le pro-
blème adjoint relatif à la quantité qu. Il est approché par la méthode Arlequin avec un
patch de taille Ls = 28μm et avec 5 000 réalisations de Monte Carlo. Nous utilisons 961
nœuds dans le substrat et 14892 nœuds dans le patch. L’espérance de la pression dans le
patch est donnée sur la ﬁgure 5.9. Comme précédemment, en introduisant des problèmes
intermédiaires, nous sommes en mesure de construire et estimer les diﬀérentes sources de
l’erreur et ainsi adapter les paramètres correspondants pour diminuer l’erreur totale. Un
exemple de la vitesse suivant l’axe y, obtenue par la méthode Arlequin, est donnée dans la
ﬁgure 5.10.
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Figure 5.10 – Exemple de réalisation de la vitesse d’inﬁltration suivant l’axe y (en
[μm.s−1]) obtenue par la méthode Arlequin.
L’évolution de la quantité qu (estimée, corrigée et de référence) en fonction de la lon-
gueur de corrélation du milieu est donnée dans la ﬁgure 5.11. Comme nous pouvons le
constater, la vitesse diminue légèrement (de 10%) alors que la longueur de corrélation aug-
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Figure 5.11 – Évolution de la quantité qu estimée (en tirets rouges, qest), corrigée (en
rouge, qcor), de référence (en noir, qref) en fonction de la longueur de corrélation Lcor.
mente (quadruple). Les erreurs relatives estimées et vraies sont encore élevées (près de
20%) pour étudier plus spéciﬁquement cette évolution. Cependant, nous donnons aussi la
quantité d’intérêt estimée qcor = qest + ηe à partir de qest et de l’estimation de l’erreur
qref − qest ≈ ηe. Cette quantité qest est proche de la quantité d’intérêt de référence qref .
Autrement dit, l’erreur estimée ηe est proche de l’erreur vraie qref − qest.
Figure 5.12 – Erreurs relatives ηq (en %).
La ﬁgure 5.12 montre l’erreur relative
ηq =
qref − qcor
qcor
en fonction de la longueur de corrélation Lcor. L’erreur relative obtenue est faible (moins
de 5%) : la quantité d’intérêt de référence qref est correctement estimée par qcor.
5.4 Étude 2 : cas critique d’inﬁltration déséquilibrée
Dans cette section, nous étudions le cas où l’inﬁltration ne se fait pas de manière
uniforme dans les tubules (voir ﬁgure 5.13). Plus particulièrement, nous étudions ce phé-
nomène en modélisant l’inﬁltration d’un échantillon dans lequel deux tubules sont présents.
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Figure 5.13 – Échantillon étudié pour l’inﬁltration déséquilibrée.
Seul un des tubules est inﬁltré par la résine. Cette conﬁguration défavorable implique une
concentration de l’inﬁltration entre les deux tubules. Comme précédemment, nous nous
intéressons à l’espérance de la vitesse moyenne suivant l’axe y dans la zone d’intérêt Zint
(voir ﬁgure 5.13). La description stochastique du milieu n’est nécessaire que localement. La
méthode Arlequin est utilisée pour modéliser ce phénomène (voir ﬁgure 5.14). Le modèle
adjoint associé est aussi approché par la méthode Arlequin. L’espérance de la pression dans
le patch pour le problème adjoint est donnée sur la ﬁgure 5.9.
Figure 5.14 – Problème Arlequin approché : un patch, dans lequel le problème est ﬁnement
modélisé (tubule, propriétés stochastiques), est superposé au substrat décrit par un modèle
équivalent homogénéisé déterministe.
Les paramètres variant durant l’adaptation sont :
– Ls : la largeur du patch,
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Figure 5.15 – Espérance de la pression (en [Pa]) dans le patch du problème adjoint relatif
à qu (avec une longueur de corrélation Lcor = 0.5μm) pour l’étude du cas critique, approché
par la méthode Arlequin avec un patch de taille Ls = 28μm et 5 000 réalisations.
– MC : le nombre de tirages de Monte Carlo utilisés,
– Δhd : le pas de discrétisation régulière triangulaire du substrat.
Comme précédemment, la taille du maillage triangulaire du patch est ﬁxée. Nous notons
Rs le rayon maximal du cercle inscrit dans un élément.
Lcor type Ls[μm] MC Δhd[μm] Rs[μm]
0.5 Arlequin 18 2 000 3 0.02
1 Arlequin 18 100 3 0.02
1.5 Arlequin 18 500 3 0.02
2 Arlequin 18 500 3 0.02
Table 5.2 – Paramètres des modèles utilisés pour l’étude critique pour quatre longueurs
de corrélation diﬀérentes. Les paramètres ont été optimisés avec un critère d’arrêt de 1%
sur l’erreur totale estimée.
Lcor ηe ηm ηθ ηh
0.5 0.22 0.20 0.03 −9.5e− 3
1 −0.12 0.059 −0.18 1.2e − 4
1.5 0.17 0.024 0.15 5.2e − 4
2 0.35 0.012 0.34 5.7e − 3
Table 5.3 – Erreurs relatives (en %) obtenues pour les cas Lcor = 0.5, 1, 1.5, 2μm.
L’adaptation est associée à la composante y de la vitesse d’inﬁltration. La ﬁgure 5.16
montre cette composante sur l’ensemble du domaine (espérance dans le patch), obtenue à
partir d’un couplage Arlequin et après adaptation des paramètres. Dans ce cas critique,
la vitesse est localisée entre les deux tubules. Un patch de taille relativement faible peut
être suﬃsant. La source dominante de l’erreur est la discrétisation stochastique (voir ta-
bleau 5.3).
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Figure 5.16 – Vitesse d’inﬁltration (en [μm.s−1]) suivant l’axe y pour l’étude du cas
critique, obtenue par la méthode Arlequin avec un patch de taille Ls = 18μm et 2 000
réalisations : vitesse dans le substrat à gauche, espérance de la vitesse dans le patch à
droite.
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(a) Lcor = 0.5μm
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(b) Lcor = 1μm
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(c) Lcor = 1.5μm
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(d) Lcor = 2μm
Figure 5.17 – Norme de la vitesse d’inﬁltration (en [μm.s−1]) pour le cas critique pour
diﬀérentes longueurs de corrélation (0.5, 1, 1.5 et 2μm). Les paramètres associés sont donnés
dans le tableau 5.2.
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Enﬁn, la norme de la vitesse d’inﬁltration, obtenue par un couplage Arlequin, est donnée
dans la ﬁgure 5.17. Le déséquilibre de l’inﬁltration dans les tubules provoque une situation
critique de non inﬁltration dans la dentine. L’écoulement de la résine est majoritairement
canalisé entre les tubules. Pour préciser ce cas, la méthode Arlequin proposée dans ce
manuscrit peut être utilisée pour étudier plusieurs conﬁgurations diﬀérentes dans lesquelles
la distance entre les tubules, le chargement sur les tubules, le nombre de tubules peuvent
varier.
5.5 Coût numérique du processus d’estimation d’erreur
Dans cette section, il s’agit plus particulièrement de comparer les temps nécessaires
aux principales étapes de l’adaptation : résolution du modèle primal, estimation de l’erreur
totale, séparation des sources de l’erreur. Ces temps de calculs sont comparés dans le cas
de l’étude critique de la section précédente pour une longueur de corrélation Lcor = 0.5μm.
Les paramètres des modèles associés sont donnés dans le tableau 5.4.
modèle type Ls[μm] MC Nd Ns N
référence mono - 5 000 - - 32 744
grossier Arlequin 18 100 121 3 811 -
ﬁnal Arlequin 18 2 000 121 3 811 -
Table 5.4 – Paramètres des modèles utilisés pour l’étude du cas critique.
modèle grossier modèle ﬁnal modèle de référence
résolution ≈ 1 100s(≈ 18min) ≈ 23 000s(≈ 6h20) 99 000s(≈ 27h30)
erreur totale 7 s 7 s -
sources de l’erreur ≈ 12 000 s (≈ 3h20) ≈ 12 000 s (≈ 3h20) -
Table 5.5 – Temps de calcul (en [s]) liés aux diﬀérentes étapes du processus d’adaptation
comparés à la résolution direct du mono-modèle.
Le tableau 5.5 regroupe diﬀérents temps de calcul dans le cas de l’adaptation du modèle.
Le modèle primal le plus ﬁn utilisé (conduisant à une erreur totale estimée de 0.22%) est
résolu en moins de 7h, alors que la résolu du mono-modèle de référence se fait en plus de
27h.
L’étape d’estimation de l’erreur globale ne correspond qu’au calcul du résidu. Si les
solutions parl pour le modèle primal et adjoint sont construites, et si les matrices de rigidité
sont déjà construites, ce calcul est très rapide (7 secondes pour 5 000 tirages et 32 744
nœuds).
Le temps nécessaire à la séparation des sources de l’erreur correspond principalement
à la construction des projections des solutions des modèles primal et adjoint dans les
espaces appropriées (voir chapitre 4). Cette construction représente 80% du temps total
(soit environ 2h40). Le reste du temps (40 min) est lié à la construction des modèles
intermédiaires et aux calculs des résidus. Bien que la construction des projections ne soit
pas optimisée, nous pouvons observer que les estimations de l’erreur total ne demande pas
un temps supplémentaire important.
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5.6 Bilan sur la stratégie de couplage et d’adaptation
L’utilisation de la méthode Arlequin dans l’étude de l’inﬁltration d’une résine au sein
de la dentine déminéralisée permet d’estimer la quantité d’intérêt recherchée. L’estimation
de l’erreur qref−qest permet de reconstruire une quantité d’intérêt qcor estimée plus précise.
L’erreur relative ﬁnale obtenue est inférieure à 5%.
Sur l’étude du cas critique d’inﬁltration déséquilibrée, le modèle Arlequin utilisé permet
d’étudier eﬃcacement ce phénomène avec un nombre restreint de degrés de liberté. Les
erreurs estimées obtenues sont faibles (moins de 1% d’erreurs totales relatives et le gain en
temps de calcul par rapport à l’utilisation d’un mono-modèle est d’environ d’un facteur 4.
Les outils proposés permettent d’obtenir rapidement une estimation de l’erreur totale.
Hormis les processus de construction des projections qui n’ont pas été optimisés, la stratégie
de séparation des sources de l’erreur permet assez rapidement (moins de 15% du temps de
résolution mono-modèle) d’obtenir une estimation des sources de l’erreur et ainsi piloter le
processus d’adaptation.
Dans les études proposées ici, le problème adjoint et les constructions des diﬀérents
champs nécessaires aux calculs des résidus ne sont pas optimisés. Cela réduirait davantage
le temps nécessaire à l’estimation des diﬀérentes sources de l’erreur.

Chapitre 6
Conclusions et Perspectives
6.1 Résumé et apports des travaux
Les apports majeurs de ce doctorat résident d’une part dans la mise en place pratique du
couplage déterministe-stochastique par la méthode Arlequin, d’autre part dans le contrôle
de ce couplage pour l’évaluation d’une quantité d’intérêt spéciﬁque.
Le chapitre 2 de ce manuscrit permet de déﬁnir plus précisément le problème type
adressé par les travaux de doctorat et de positionner la méthode Arlequin et la problé-
matique d’estimation d’erreur. Cette mise en perspective permet de souligner les aspects
originaux spéciﬁques à cette méthode :
– la superposition de modèles, qui en fait une méthode multi-échelles, mais surtout
multi-physiques,
– une distribution de l’énergie mécanique entre les modèles, rendant possible une co-
existence locale des modèles superposés sans risques de redondance,
– un couplage faible volumique permettant la communication de modèles complètement
diﬀérents.
Ce type de modèle étant indissociable du processus d’approximation, la seconde partie du
chapitre propose une revue des diﬀérents outils d’estimation d’erreur, relatifs à la qualité
globale de la solution approchée et relatifs à la qualité de l’estimation d’une quantité
d’intérêt spéciﬁque.
Dans le chapitre 3, nous détaillons le modèle Arlequin utilisé pour approcher le modèle
stochastique de référence. Dans une zone dite d’intérêt, le modèle stochastique original
est conservé alors que dans le reste de la structure, un modèle homogène déterministe est
utilisé. La méthode Arlequin permet de coupler ces modèles eﬃcacement, et ce, même
au niveau stochastique. Les principaux ingrédients liés à cette extension de la méthode
au cas du coupage stochastique sont donnés : espace de couplage, opérateur de couplage,
stabilité du problème, technique de discrétisation suivant la dimension stochastique. En ﬁn
de chapitre, des exemples simples permettent d’étudier quelques choix dans les ingrédients
cités précédemment ainsi que dans les paramètres de résolution (maillage, taille de patch,
nombre de tirages de Monte Carlo). Ces premiers travaux sur le couplage stochastique
par la méthode Arlequin, prolongeant ceux de Cottereau et al. [Cottereau et al., 2010,
Cottereau et al., 2011], constituent une base pour des travaux futurs. En eﬀet, certains
choix appellent des développements et des études supplémentaires aﬁn d’étayer la théorie
associée. Les travaux de ce doctorat se sont davantage orientés vers la mise en place du
contrôle de la qualité de la solution obtenue par la méthode Arlequin.
Le chapitre 4 propose la mise en place d’estimation de l’erreur faite lorsque la méthode
Arlequin est utilisée pour l’évaluation de quantité d’intérêt spéciﬁque, au lieu de résoudre
un problème de référence trop coûteux. En suivant les techniques d’estimation du type Goal-
Oriented, nous montrons qu’il est possible d’estimer l’erreur en introduisant un problème
adjoint approché. Des premières études numériques permettent de montrer l’évolution de
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l’erreur lorsque plusieurs paramètres varient indépendamment les uns des autres, et de
s’assurer de la convergence de la méthode proposée. L’apport principal de ces travaux
dans le cadre de l’estimation d’erreur est la mise en place d’une stratégie de séparation
des sources de l’erreur. En eﬀet, nous distinguons l’erreur de modèle (liée au couplage
Arlequin), l’erreur de discrétisation (liée à la discrétisation spatiale) et l’erreur stochastique
(liée à la discrétisation le long de la dimension stochastique). L’introduction de modèles
intermédiaires permet, uniquement grâce à la résolution des problèmes primal et adjoint,
d’estimer ces trois erreurs. L’adaptation d’un modèle Arlequin pour l’évaluation d’une
quantité spéciﬁque peut ainsi se faire de manière eﬃcace et performante. Nous montrons
sur des exemples la pertinence et la justesse de la technique proposée.
En guise d’illustration, le chapitre 5 propose l’utilisation de la méthode Arlequin pour
l’étude de l’inﬁltration de résine dans la dentine dans le domaine de la dentisterie répara-
trice. Le problème est décrit par un écoulement permanent de Darcy mono-phasique dans
un milieu poreux qu’est la dentine. Les caractéristiques de la dentine constituent encore un
sujet de recherche théorique et expérimental. Dans ce contexte, le comportement du milieu
est modélisé par un champ stochastique dont la longueur de corrélation associée est mal
connue. Dans un premier cas, nous étudions un échantillon incluant un tubule à travers
laquelle la résine arrive à une pression supposée constante et arbitrairement ﬁxée à 1 bar.
Nous cherchons à déterminer l’espérance de la vitesse du ﬂuide suivant un axe, moyennée
sur un domaine d’intérêt, non loin du tubule. Dans un second temps, nous étudions un cas
d’inﬁltration problématique dans lequel deux tubules sont présents, mais seul l’un d’entre
eux est sous pression. Ce déséquilibre conduit à une localisation de l’écoulement entre les
tubules. En appliquant la démarche proposée dans les chapitres précédents, nous construi-
sons un modèle approché en utilisant la méthode Arlequin, et une stratégie d’adaptation
permet d’assurer une précision donnée sur l’évaluation de la quantité d’intérêt.
En conclusion générale, les apports de ces travaux portent sur trois points principaux.
D’une part, une contribution théorique et surtout pratique à l’extension du cadre Arlequin
au cas d’un couplage entre un modèle déterministe et un modèle stochastique a été appor-
tée. Ces travaux ont permis, en eﬀet, d’aﬃner les premiers outils et de proposer des choix
pour l’utilisation de la méthode dans ce cadre spéciﬁque. D’autre part, la seconde partie
des travaux a consisté en la mise en place d’outils de contrôle d’erreur lorsque la méthode
Arlequin est utilisée pour évaluer une quantité d’intérêt spéciﬁque. La nouveauté réside
dans l’utilisation du cadre Goal-Oriented pour le couplage stochastique, et surtout dans la
mise en place d’une technique particulière permettant d’identiﬁer et de quantiﬁer les diﬀé-
rentes sources de l’erreur : de modèle, de discrétisation et stochastique. Enﬁn, l’ensemble
des outils développés pendant ce doctorat a été utilisé pour l’étude d’un cas concret en
dentisterie restauratrice.
6.2 Perspectives
Les travaux de ce doctorat donnent des éléments d’analyse et d’application de la mé-
thode Arlequin dans le cas d’un couplage déterministe-stochastique. Les perspectives et les
extensions sont nombreuses.
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Sur le couplage stochastique par la méthode Arlequin
Tous les ingrédients spéciﬁques au couplage stochastique par la méthode n’ont pas été
intensivement étudiés et discutés dans ces travaux de doctorat.
C’est le cas par exemple de l’espace de couplage Wc. Le choix proposé ici n’est pas
unique. Il serait intéressant de qualiﬁer le meilleur choix possible, en terme de précision en
quantités d’intérêts diverses, mais également en coûts de calcul.
Concernant la distribution de l’énergie, l’inﬂuence du choix du type des fonctions de
pondérations (constante, linéaire, cubique...) reste à étudier. Nous pouvons aussi imaginer
revoir la distribution de l’énergie entre les modèles comme il est fait pour le couplage d’un
modèle continu avec un modèle atomistique, dans lequel la partition de l’unité n’est pas
respectée point par point mais sur des volumes locaux.
Des techniques de résolution, autre que la technique de Monte Carlo ou que les Éléments
Finis Stochastiques, n’ont pas été discutées. Même si cela ne pose a priori aucune diﬃculté
supplémentaire dans la méthode, il est possible qu’il soit néanmoins nécessaire d’opérer
des adaptations spéciﬁques, comme cela a été le cas pour la technique de Monte Carlo
(condensation des termes déterministes).
Le couplage présenté dans nos travaux peut être utilisé pour étendre le cou-
plage déterministe continuum-particulaire [Bauman et al., 2008, Prudhomme et al., 2008,
Ben Dhia et al., 2011] au couplage d’un modèle continuum déterministe avec un modèle
particulaire stochastique.
Enﬁn, un cas d’extension inédite est le couplage de deux modèles stochastiques.
Sur les techniques d’estimation d’erreur
Dans la méthode d’estimation proposée dans le chapitre 4, et plus particulièrement
dans les exemples numériques, l’inﬂuence de tous les paramètres n’a pas été étudiée. En
suivant une démarche identique à celle proposée, il est possible d’étudier l’inﬂuence de hs
la discrétisation spatiale du patch, ou de Lc la taille de la zone de couplage. Le premier
paramètre a été choisi directement avec une ﬁnesse suﬃsante aﬁn d’éviter une mauvaise re-
présentation du champ stochastique dans le patch. Ne pas prendre cette précaution conduit
à l’introduction d’erreur parasite sur la dimension stochastique. Le second paramètre est
plus intéressant. Dans la mesure où le modèle stochastique, associé à une petite longueur
de corrélation, est couplé avec un modèle déterministe (de longueur de corrélation inﬁnie),
il serait intéressant d’étudier l’inﬂuence de la zone de couplage, notamment en fonction de
la longueur de corrélation.
La stratégie d’adaptation proposée dans ce même chapitre permet d’identiﬁer la source
majeure de l’erreur. Cependant, rien ne nous permet de localiser les zones nécessitant un
raﬃnement. Cela est possible en mettant en place des cartes d’erreur sur la structure. La
distribution de l’erreur totale peut être ainsi connue et les zones nécessitant un raﬃne-
ment identiﬁées. Nous pouvons même envisager facilement ce processus pour l’erreur de
discrétisation spatiale seule, ou l’erreur stochastique.
Concernant la technique d’estimation, la méthode proposée repose sur l’utilisation de
résidu sur l’ensemble de la structure et sur la résolution d’un problème adjoint. Nous
avons vu que le problème adjoint, initialement déﬁni sur le modèle de référence devait être
approché. La qualité de cette approximation inﬂue sur la qualité de l’estimation de l’erreur.
Dans ces travaux, nous avons étudié numériquement cette inﬂuence dans un cas simple,
sans dégager d’outils généraux permettant un choix optimal des paramètres du modèle
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adjoint. Il s’agirait de quantiﬁer plus précisément cette inﬂuence. Pour palier le problème
d’approximation du problème adjoint, une autre possibilité, mentionnée dans l’état de l’art
sur le sujet, est de mettre en place des bornes de l’erreur.
Dans le processus d’estimation de l’erreur, nous utilisons une reconstruction particulière
de la solution mono-modèle. Le choix fait dans ces travaux n’est pas unique.
6.3 Communications sur les travaux
Les travaux de ce doctorat ont fait l’objet de deux articles à comité de lec-
ture [Cottereau et al., 2011, Zaccardi et al., 2012], de quatre présentations dans des confé-
rences internationales (ECCM 2010, ADMOS 2011, USNCCM 2011, ECCOMAS 2012), et
de quatre conférences nationales (CRIEC 2010-2011, MASCOT-NUM 2011, CSMA 2011).
Le code Arlequin utilisé et dénommé CArl est disponible en libre téléchargement à
l’adresse : https ://github.com/cottereau/CArl.
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Abstract
In this paper, we present a novel approach that allows to couple a determinis-
tic continuum model with a stochastic continuum one. The coupling strategy
is performed in the Arlequin method, which is based on a volume coupling
and a partition of the energy. A suitable functional space is chosen for the
weak enforcement of the continuity between the two models. The choice of
this space ensures that the mean of the stochastic solution equals the deter-
ministic solution point-wise, and enforces appropriate boundary conditions
on the stochastic dimension. The proof of the existence of the solution of the
mixed problem is provided. The numerical strategy is also reviewed, in par-
ticular with a view at the Monte Carlo method. Finally, examples show the
interest of the method, and possible strategies for use in adaptive modeling.
Keywords: Multiscale method, Coupling method, Stochastic mechanics,
Homogenization, Arlequin method
1. Introduction
Classical deterministic models provide global predictions that are satis-
factory for many industrial applications. However, when one is interested in
a very localized behavior or quantity, or when multiscale phenomena come
into play, these models may not be suﬃcient. For instance, the limited het-
erogeneity of a material modeled as a continuum might have no inﬂuence
on its behavior on a large scale, while the study of a local stress intensity
factor would strongly depend on the local heterogeneity of the mechanical
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parameters. Unfortunately, for these problems, the information necessary
to parameterize the relevant, very complex, models is usually not available.
Stochastic methods have therefore been proposed and now appear unavoid-
able in multiscale modeling.
Although the use of stochastic models and methods has expanded rapidly
in the last decades, the related numerical costs are still often prohibitive.
Hence, the application of these methods in a complex or industrial context
remains limited. An important ﬁeld of research is therefore concerned with
the reduction of the costs associated with the use of stochastic methods,
for example by using iterative methods specially adapted to the structure
of the matrices arising in the Stochastic Finite Element (FE) method [1,
2], using reduced bases for the representation of random ﬁelds [3], or using
special domain decomposition techniques for parallel resolution on clusters
of computers [4].
The present paper proposes an alternative to these purely mathemati-
cal/numerical approaches through the coupling of two models: one deter-
ministic and one stochastic. The general goal is that of modeling a global
problem in a mean or homogeneous way where it yields suﬃcient accuracy,
while retaining a stochastic model where needed. Hence, additional com-
plexity is added in the model only where required, and the general approach
is both more elegant and numerically cheaper than a global all-over stochas-
tic model would be. Further, the cuts on computational costs mean that
industrial applications come within reach.
The core idea for this paper, which is the choice of the operator and
functional space for the coupling (Section 3.2) was proposed originally in [5].
It is here further described, in particular by adding the proof of existence and
uniqueness of a solution for the mixed problem (Theorem 3.1), and showing
how a Monte Carlo approach can be considered for the resolution of that
problem (Section 3.4.2).
This work is closely related to two previous works in the literature [6, 7].
However, in [6], the theoretical basis, which is diﬀerent from the Arlequin
formulation, is less general. In particular, it is only aimed at coupling a
deterministic Boundary Element method with a stochastic FE method. In
the recent work [7], the authors aim at coupling two stochastic models, one
continuous, and one atomistic. However, many theoretical questions are left
out. In particular, the coupling is performed between realizations of the
stochastic operators, while we try to describe here the coupling at the level
of the stochastic operators.
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In the ﬁrst part of this paper, we will present each of the two models that
will be used: a deterministic continuum model with constant parameters (the
”classical” one), and its stochastic counterpart, where the parameter varies
randomly in space and is modeled as a random ﬁeld. This ﬁrst section will
be concluded by a brief review of the uses and limitations of each of these
models, taken separately, and the interest of using coupling approaches. The
second part will describe the main novelty of the paper, that is the descrip-
tion of a general coupling approach for the two models described above, in
the Arlequin framework. Finally, applications in 1D and 2D will show the
eﬃciency and interest of the method. In particular, a ﬁrst hint at the use of
this approach in the context of adaptivity will be described.
2. Description of the two mono-models
In this section, we describe the two models that will be considered in this
paper: a continuum scalar mechanics model, with deterministic coeﬃcients,
and the same type of model with stochastic coeﬃcients. Some indications
will also be given concerning the uses and limitations of each of these two
models in physical applications. The two models that are described in this
section will be referred to as mono-models, in opposition to the coupled model
that will be considered in the next section. In the section of applications,
we will compare extensively the solutions obtained using the coupled model
with those obtained with each of the two mono-models.



 

Figure 1: Description of the two mono-models: deterministic mono-model with constant
coeﬃcient K (left) and stochastic mono-model with heterogeneous coeﬃcient K(x) (right)
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2.1. The deterministic continuum mono-model
Let us consider a domain Ω of Rd, with outgoing normal vector n and
smooth boundary ∂Ω, separated into Dirichlet and Neumann boundaries ΓD
and ΓN , such that ΓD ∪ ΓN = ∂Ω, ΓD ∩ ΓN = ∅, and ΓD = ∅ (ﬁgure 1,
left). We consider Poisson’s equation, with a deterministic scalar parameter
K > 0, considered here constant, a bulk loading ﬁeld f(x), deﬁned on Ω,
and a surface loading ﬁeld gn(x), deﬁned on ΓN . Supposing for notational
simplicity that the Dirichlet boundary condition is homogeneous, the weak
formulation for this problem reads: ﬁnd u ∈ V such that
a(u, v) = (v), ∀v ∈ V , (1)
where a : V × V → R and  : V → R are deﬁned, respectively, by a(u, v) =∫
Ω
K∇u · ∇v dx, and (v) = ∫
Ω
fvdx+
∫
ΓN
gnvdx, and
V = {v ∈ H1(Ω), v|ΓD = 0}. (2)
Endowed with the inner product (u, v)V =
∫
Ω
∇u · ∇v dx, and associated
norm ‖u‖2V =
∫
Ω
|∇u|2 dx, V is a Hilbert space. The problem (1) can be
shown to have a unique solution u, for instance using Lax-Milgram theo-
rem [8, chapter 2]. This unique solution can be approximated, for example,
by the Finite Element method.
2.2. The stochastic continuum mono-model
Let us now consider the same domain Ω, but this time with a random
ﬂuctuating mechanical parameter. Let us model this parameter by a random
ﬁeld K(x) ∈ L2(Θ, C0(Ω)), where (Θ,F , P ) is a complete probability space,
with Θ a set of outcomes, F a σ-algebra of events of Θ, and P : F → [0, 1]
a probability measure. We additionally assume (as in [9] for example) that
this ﬁeld is bounded and uniformly coercive, that is to say ∃Kmin, Kmax ∈
(0,+∞), such that
0 < Kmin ≤ K(x) ≤ Kmax < ∞, ∀x ∈ Ω, almost surely. (3)
The weak formulation of the corresponding stochastic boundary value
problem reads: ﬁnd u ∈ W such that
A(u,v) = L(v), ∀v ∈ W (4)
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where A : W × W → R and L : W → R are deﬁned, respectively, by
A(u,v) = E [∫
Ω
K∇u · ∇v dx], and L(v) = ∫
Ω
f E[v] dx +
∫
ΓN
gnE[v] dx,
E[·] = ∫
Θ
· dP denotes the mathematical expectation,
W = L2(Θ,V), (5)
and V is deﬁned in Eq. (2). Endowed with the inner product (u,v)W =
E [(u,v)V ] = E
[∫
Ω
∇u · ∇v dx], and associated norm ‖u‖2W = E [‖u‖2V ] =
E
[∫
Ω
|∇u|2 dx], W is a Hilbert space.
As in the previous case, using Lax-Milgram theorem, it can be proved that
this problem has a unique solution u (see for instance [9]). An approximation
of that solution can then be obtained, for example, by using a Stochastic FE
method [10, 11] or a Monte Carlo approach [12].
Remark 2.1. We assume here that the loads f and g are deterministic but
this should not be seen as a restriction of the method. In particular, the
mixed formulation of the next section and its numerical approximation can
be developed with both the parameter K(x) and the loads modeled as random
ﬁelds.
Remark 2.2. The existence and uniqueness of the solution of the above
stochastic boundary value problem can also be proved with less constraining
boundary conditions. In particular, the case when
W =
{
L2 (Θ,H1(Ω)) ; E[v] = 0, ∀x ∈ ΓD;
∫
ΓD
vdx = 0, a.s.
}
(6)
still works. The homogeneous boundary condition is therefore not imposed
anymore almost surely and almost everywhere. Rather, the space average
of the displacement over the Dirichlet boundary cancels almost surely. This
type of boundary condition is similar to what is done within the Arlequin
framework in section 3.2.
2.3. Use of the mono-models and interest of coupling approaches
The mono-model described in section 2.1 is interesting when the mate-
rial is considered on a scale at which homogenization can take place. This
statement is intrinsically linked to the quantities of interest that we aim to
evaluate. In particular, the estimation of the average displacement over a
given area might be well evaluated using such a homogenized mono-model.
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On the other hand, considering local quantities with this mono-model is
not adequate. For example, following the path of the tip of a fracture can
probably not be performed using this model. As a general pattern, the deter-
ministic mono-model of section 2.1 will be appropriate for the evaluation of
average quantities in macro-scale problems. In that setting, the FE method
can be very eﬃciently implemented and yields accurate results for a relatively
low cost.
The stochastic mono-model tries to take into account, to some extent,
the inherent heterogeneity of the material, without falling into the pits of
• really modeling the material at a smaller scale, by considering a fully
diﬀerent physical setting, e.g. polycrystalline mechanics;
• having to identify the exact value of the parameter ﬁeld in each point in
space, which, in a fully heterogeneous setting, would result in a inﬁnite
number of scalar parameters to be identiﬁed.
By introducing a stochastic ﬁeld for the parameter, we consider a random
heterogeneous ﬁeld that is parameterized only by a few quantities (typically,
the mean, the autocorrelation, and the correlation length) and takes into
account a possible uncertainty related to the identiﬁcation of the parameter
ﬁeld. This approach is much richer than the previous homogeneous one, but
at the cost of a more expensive solution process. Roughly speaking, we have
added one dimension to the size of the problem.
Often, the solution of the reﬁned model is too expensive, while the details
provided by the coarse model are not suﬃcient. Hence, we propose in the
next section a coupled approach, for which both models are considered, each
on a diﬀerent (and overlapping) part of the total domain. Note that this
requires that each of the models be appropriate where it expresses itself.
In particular, this means that only local features of the reﬁned model are
required for a good evaluation of the global solution (see the applications in
section 4 for more details).
Remark 2.3. The Arlequin method was originally designed to perform the
coupling of diﬀerent physical models (e.g. shell and 3D continuum [13], con-
tinuum and atomistic [7], ...). Hence the generalization of the approach pre-
sented in this paper for continuum-continuum coupling to diﬀerent types of
physical models, for which one of the two is stochastic, is not expected to
yield any additional diﬃculty. Other examples of coupling will be presented
in forthcoming papers.
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3. A general deterministic-stochastic coupling approach
In this section, we describe the construction of the coupled model, includ-
ing features of the deterministic continuum mono-model on part of the do-
main, and features of the stochastic continuum mono-model on another one.
As this construction is performed in the Arlequin framework [14, 15, 13, 16],
we ﬁrst recall this method on a more classical deterministic-deterministic
continuum model. Then, the stochastic-deterministic case, which is the core
of this paper, is described.
3.1. The Arlequin method for coupling two deterministic continuum models
Let us introduce two overlapping subdomains of the domain Ω: Ω1, on
which the ﬁrst model will express itself, and Ω2, for the second model. We
further select a subdomain Ωc of the overlap Ω1 ∩ Ω2 over which the two
models will communicate. The parts over which only one model is described
and the part of the overlap over which no communication takes place (Ω1 ∪
Ω2)\Ωc will be called free, in the sense that each model expresses itself with
no constraint there.
 

Figure 2: Deﬁnition of the diﬀerent subdomains, with emphasis on the coupling area Ωc
on which both models express themselves.
We consider here the case where the two models are deterministic and
similar. This is useful in the context of mesh reﬁnement, as the two models
are the same but are not discretized similarly [14, 15, 13]. Hence, a coarse
ﬁnite element basis (supported by a coarse mesh) will be used on Ω1 to ac-
count for large scale deformations and stresses, and a reﬁned one (supported
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on a ﬁne mesh) will be used on Ω2 to reproduce more accurately some local
eﬀects of interest.
The Arlequin method allows to couple these two models through the
resolution of the following mixed problem: ﬁnd (u1, u2,Φ) ∈ V1 × V2 × Vc
such that ⎧⎪⎨
⎪⎩
a1(u1, v) + C(Φ, v) = 1(v), ∀v ∈ V1
a2(u2, v)− C(Φ, v) = 2(v), ∀v ∈ V2
C(Ψ, u1 − u2) = 0, ∀Ψ ∈ Vc
, (7)
where the bilinear forms a1 : V1 × V1 → R, a2 : V2 × V2 → R and C :
Vc × Vc → R are deﬁned, respectively, by a1(u, v) =
∫
Ω
α1K∇u · ∇v dx,
a2(u, v) =
∫
Ω2
α2K∇u · ∇v dx, and
C(u, v) =
∫
Ωc
(κ0uv + κ1∇u · ∇v) dx, (8)
with κ0 and κ1 two constants (see for example [13] for details), the linear
forms 1 : V1 → R and 2 : V2 → R and deﬁned, respectively, by 1(v) =∫
Ω1
α1fvdx+
∫
ΓN
α1gnvdx and 2(v) =
∫
Ω2
α2fvdx+
∫
ΓN
α2gnvdx, the weights
are chosen such that (see ﬁgure 3)⎧⎪⎨
⎪⎩
α1, α2 ≥ 0 in Ω1 ∪ Ω2
α1 + α2 = 1 in Ω1 ∪ Ω2
α1, α2 constant in (Ω1 ∪ Ω2)\Ωc
, (9)
and the functional spaces are V1 = {v ∈ H1(Ω1), v|ΓD = 0}, V2 = {v ∈
H1(Ω2)} and Vc = {v ∈ H1(Ωc)}.

 α
α



 



Figure 3: Example of deﬁnition of the functions α1 and α2 in the case when Ω2 is not
embedded in Ω1, as a function of the position, in 1D.
8
With reasonable assumptions (in particular, that Ωc = ∅), the Arlequin
system (7) can be shown to have a unique solution [15]. This solution can
be approximated by the Finite Element method.
Remark 3.1. For notational simplicity, this has been derived in the case
where the patch Ω2 is totally included inside the domain Ω. In particular, the
patch does not intersect the Dirichlet boundary condition, i.e. ∂Ω2 ∩ΓD = ∅.
However, more general results can be obtained without any further theoretical
diﬃculty [16].
Remark 3.2. Other coupling operators have been proposed, in particular an
L2 operator. In that case, the Arlequin method shows similarities with the
bridging scale method [17].
3.2. The Arlequin method for deterministic-stochastic coupling
We now wish to superpose, in the Arlequin framework, the following
two models: a deterministic continuum model (as in Sec. 2.1), in Ω1; and
a stochastic continuum model (as in Sec. 2.2), in Ω2. We will therefore
consider two models of the parameter ﬁeld: a deterministic one, K, assumed
(for simplicity) constant on the domain Ω1; and a stochastic one, K(x),
modeled as a random ﬁeld on Ω2. We further assume that K veriﬁes on
Ω2 conditions similar to the ones described in Sec. 2.2 on Ω. Finally, for
the coupling approach to make sense, the two models should correspond one
to the other, through homogenization [18]. In particular, in 1D, one should
have K = E[K−1]−1.
The stochastic-deterministic Arlequin problem reads: ﬁnd (u1,u2,Φ) ∈
V1 ×W2 ×Wc such that⎧⎪⎨
⎪⎩
a1(u1, v) + C(Φ, v) = 1(v), ∀v ∈ V1
A2(u2,v)− C(Φ,v) = L2(v), ∀v ∈ W2
C(Ψ, u1 − u2) = 0, ∀Ψ ∈ Wc
, (10)
where the bilinear forms a1 : V1 × V1 → R, A2 : W2 × W2 → R, and
C : Wc ×Wc → R are deﬁned by
a1(u, v) =
∫
Ω1
α1K∇u · ∇v dx, (11)
A2(u,v) = E
[∫
Ω2
α2K ∇u · ∇v dx
]
, (12)
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and
C(u,v) = E
[∫
Ωc
(κ0uv + κ1∇u · ∇v) dx
]
, (13)
where the linear forms 1 : V1 → R and L2 : W2 → R are deﬁned, respec-
tively, by 1(v) =
∫
Ω1
α1fvdx +
∫
ΓN
α1gnvdx and L2(v) =
∫
Ω2
α2fE[v]dx +∫
ΓN
α2gnE[v]dx, and the functional spaces W2 and Wc are given by
W2 = L2(Θ,V2), (14)
and
Wc =
{
ψ(x) + θIc(x)|ψ ∈ Vc,
∫
Ωc
ψdx = 0,θ ∈ L2(Θ,R)
}
, (15)
with V2 = H1(Ω2) and Vc = H1(Ωc), and where the indicator function I(x)
is such that Ic(x ∈ Ωc) = 1 and Ic(x /∈ Ωc) = 0. The condition imposed
here on ψ is not necessary for the deﬁnition of the space Wc. It is however
presented here in view of the redundancy that arises when the discretization
of the corresponding ﬁelds is contemplated. Indeed, a deterministic rigid
body mode (here, a constant ﬁeld) can be described equivalently as (ψ =
0,θ = 1), where θ = 1 is taken as dirac function in the stochastic dimension,
or (ψ = I(x),θ = 0). One could instead use the condition E[θ] = 0, but
this implies a global condition in the stochastic dimension, and is hence not
appropriate for the Monte Carlo solution proposed in section 3.4.2.
Note that the space Wc can be seen as composed of random ﬁelds with a
spatially varying mean and perfectly spatially correlated randomness. Thanks
to the speciﬁc structure of that space, the last line of the system (10) can be
written equivalently, ∀Ψ = ψ(x) + θIc(x) ∈ Wc,
0 = C(Ψ, u1 − u2) (16)
= E
[∫
Ωc
(κ0(ψ + θIc)(u1 − u2) + κ1∇ψ · ∇(u1 − u2)) dx
]
(17)
= C(E [Ψ] , u1 − E [u2]) + κ0E
[
θ
∫
Ωc
(u1 − u2)dx
]
. (18)
Therefore, this condition imposes that the (ensemble) average of the ﬁeld u2
should be equal to the ﬁeld u1, in all points of Ωc, and that the variability
of the space average quantity
∫
Ωc
(E [u2]− u2)dx should cancel. In other
words, this means that some degree of homogenization takes place within
the coupling zone. In particular, if that zone is not big enough with respect
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to the correlation lengths of the ﬁelds K(x) or u2(x), the Arlequin scheme is
expected to yield results that would be diﬀerent from those obtained with the
stochastic monomodel. It would mean that there is not enough localization
of the variability and stochasticity for the Arlequin scheme to make sense.
Remark 3.3. The indicator function I(x) is a generator of the kernel of the
acoustic operator we are considering here. If we were to consider elasticity,
the deﬁnition of the mediator space would be the superposition of a space-
ﬂuctuating average (like here), and six rigid-body movements with random
coeﬃcients.
Theorem 3.1. If the weight functions do not cancel on their respective do-
mains of deﬁnition, including the overlapping area (i.e. ∃ α0 > 0 such that
α0 < α1(x) in Ω1 and α0 < α2(x) in Ω2), the problem (10) admits a unique
solution.
Proof. To prove the existence and uniqueness of this system of equations, we
will follow the theory of Brezzi [19]. To come closer to the format used in the
cited paper, we will rewrite the system as: ﬁnd (u,Φ) ∈ V ×Wc such that{
A(u,v) + Cˆ(Φ,v) = L(v), ∀v ∈ V
Cˆ(Ψ,u) = 0, ∀Ψ ∈ Wc
, (19)
with V = V1 ×W2, A(u,v) = a1(u1, v1) +A2(u2,v2), with u = (u1,u2) ∈ V
and v = (v1,v2) ∈ V , Cˆ(Φ,u) = C(Φ, u1−u2), and L(v) = 1(v1) +L2(v2).
To ensure the existence and uniqueness of a solution to this problem, we
must check a property of coercivity of the bilinear form A on the kernel of Cˆ
(with respect to the second argument), and the inf-sup condition on Cˆ (the
continuity of the linear and bilinear forms deﬁned here is trivial).
To check the coercivity of the bilinear form, we assume that there exists
a sequence of normalized functions vn = (vn1 ,v
n
2 ) in the kernel NWc(Cˆ) =
{v ∈ V|∀Ψ ∈ Wc, Cˆ(Ψ,v) = 0} (with ‖vn‖ = 1, ∀n > 0), such that
limn→0A(vn,vn) = 0, and prove that it implies the contradiction that the
limit sequence v = (v1,v2) vanishes. Indeed, because it is normalized, the α1,
α2, K and K are strictly positive, and A(vn,vn) = a1(v1, v1) + A2(v2,v2),
the sequence (possibly considering a sub-sequence) converges to a function
verifying ∇v1 = 0 almost everywhere on Ω1 and ∇v2 = 0 almost everywhere
in Ω2 and almost surely. The former condition, along with the homogeneous
Dirichlet boundary condition in V1 ensures that v1 = 0 almost everywhere
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on Ω1. The latter condition implies, by deﬁnition of Wc (see Eq. (15)), that
v2 ∈ Wc. Because v1 = 0, this implies Cˆ(u2,u) = −C(u2,u2) = 0, and,
since C is a scalar product, u2 = 0 almost everywhere in Ωc and almost
surely. The extension to Ω2 comes again from ∇v2 = 0. Hence, the limiting
sequence veriﬁes v = 0, which is in contradiction with the initial hypotheses,
and proves the coercivity of A on NWc(Cˆ). The key concepts for this part
of the proof are the positivity of α1 and α2 on their respective domains of
deﬁnition, and the fact that the rigid body modes for u2 on Ωc are contained
in Wc.
To prove the inf-sup condition on Cˆ, we recall that, because Wc is in-
cluded inside the restriction of W2 to the space support Ωc, it is possible
to prolongate continuously any element Ψ ∈ Wc into an element Ψ2 ∈ W2.
Then, choosing v = (0,−Ψ2) ∈ V , we have
sup
v∈V,‖v‖V =0
Cˆ(Ψ,v)
‖v‖V ≥
C(Ψ,Ψ2)
‖Ψ2‖W2
, (20)
where ‖v‖V = ‖v1‖V1 + ‖v2‖W2 , ‖v1‖V1 =
∫
Ω1
v21 + |∇u1|2dx, and ‖v2‖W2 =
E[
∫
Ω2
v22 + |∇v2|2dx]. Using the continuity of the prolongation operator,
∃γ1 > 0, ‖Ψ2‖W2 ≤ γ1‖Ψ‖Wc , where ‖Ψ‖Wc = E[
∫
Ωc
Ψ22 + |∇Ψ2|2dx]. Fur-
ther, the deﬁnition of C (Eq. (13)) gives C(Ψ,Ψ2) ≥ min(κ20, κ21)‖Ψ‖2Wc ,
which yields the desired inf-sup condition, with a positive constant γ:
sup
v∈V,‖v‖V =0
Cˆ(Ψ,v)
‖v‖V ≥ γ‖Ψ‖Wc , (21)
Remark 3.4. At the beginning of this section, we introduced a condition of
compatibility between the deterministic and stochastic models K = E[K−1]−1
(in 1D). However, this condition is not necessary for the mixed problem (10)
to be well-posed. It is only necessary for the results to be meaningful, in the
sense that the two models represent the same physical behavior at diﬀerent
scales. More precisely, in the classical Arlequin formulation, the weight func-
tions α1 and α2 are requested to be a partition of unity over the coupling
domain, while this is not the case anymore here. What is required is that the
homogenization, at any point x in the coupling zone, of α1K + α2K be K.
In 1D in particular, this means K−1 = E[(α1(x)K + α2(x)K(x))−1]. More
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details on this and the convergence of the solution of the Arlequin problem to
the solutions of the deterministic and stochastic mono-models will be given
in a forthcoming paper.
3.3. Resolution of the deterministic-stochastic coupled system
In the previous section we presented the mixed problem (10) and proved
that it admits a unique solution. Here, we describe two concurrent methods
to compute this solution: one based on a ﬁnite element discretization of both
space and random dimensions over an appropriate tensor functional basis,
and one based on a classical ﬁnite element discretization for space, while
the random dimension is treated through a Monte-Carlo approach. As the
discretization in space is treated in the same manner for both approaches,
we begin with this.
3.4. Finite Element discretization in space
We therefore associate to the domain Ω1 a mesh T1, composed of elements
E1, to the domain Ω2 a mesh T2, composed of elements E2, and to the domain
Ωc a mesh Tc, composed of elements Ec. We look for approximate functions
of the elements of V1, V2 and Vc in the functional spaces
VH1 = {v ∈ P1(E1), v|ΓD = 0}, (22)
VH2 = {v ∈ P1(E2)}, (23)
and
VHc = {v ∈ P1(Ec)}, (24)
composed of linear functions on each of the elements of the meshes. We then
choose the bases {v1 (x)}1≤≤m1 , {v2 (x)}1≤≤m2 , and {vc(x)}1≤≤mc for the
functions in VH1 , VH2 , and VHc , respectively. We then introduce the matrices
A1, A2, C1, and C2, with elements
A1,ij =
∫
Ω1
α1K∇v1i · ∇v1j dx, (25)
A2,ij =
∫
Ω2
α2K∇v2i · ∇v2j dx, (26)
C1,ij =
∫
Ωc
(
κ0v
1
i v
c
j + κ1∇v1i · ∇vcj
)
dx, (27)
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C2,ij =
∫
Ωc
(
κ0v
2
i v
c
j + κ1∇v2i · ∇vcj
)
dx, (28)
and the vectors S1, S2, and Sc, with elements
S1,i =
∫
Ωc
v1i dx, (29)
S2,i =
∫
Ωc
v2i dx, (30)
Sc,i =
∫
Ωc
vci dx. (31)
The mixed system (10) can now be written, after space discretization
only:
E
⎡
⎢⎢⎢⎢⎣
⎡
⎢⎢⎢⎢⎣
A1 0 C1 κ0S1 0
0 A2 −C2 −κ0S2 0
CT1 −CT2 0 0 STc
κ0S
T
1 −κ0ST2 0 0 0
0 0 Sc 0 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
U1
U2
Ψ
θ
Λ
⎤
⎥⎥⎥⎥⎦
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
F1
F2
0
0
0
⎤
⎥⎥⎥⎥⎦ , (32)
where the coordinates of the vectors F1 and F2 are given by F1,i = 1(v
1
i ) and
F2,i = L2(v2i ) and U1, U2 and Ψ are the vectors of coordinates of u1, u2, and
the deterministic part of Φ, in the bases of VH1 , VH2 , and VHc , respectively.
The vector Λ contains the lagrange multipliers used to enforce the condition
in the deﬁnition of Wc (15). We emphasize here that only A2, U2 and θ are
random.
3.4.1. Spectral-like approaches
We now discretize the random dimension using some spectral form, such
as a polynomial chaos expansion [10]. In particular, we choose an approxi-
mating space as the span of the polynomial chaos basis of order n and degree
p, {Γˆ[ξ]}1≤≤N , in conjunction with the previous bases for the space dimen-
sion. N is the number of elements in the polynomial chaos basis, which
depends both on n and p, ξ is a vector of independent random variables not
necessarily gaussian (see [20]), and the Γˆ are the corresponding orthogonal
polynomials [20]. We expand the parameter ﬁeld K, the solution u2 and θ
in these bases, and ﬁnally obtain the matrix A2 for the stochastic part of the
mixed system
Aj,JL =
N∑
i=1
cijJ
∫
Ω2
α2(x)ki(x)∇v2 (x) · ∇v2L(x) dx, (33)
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where cijJ = E
[
Γˆi[ξ]Γˆj[ξ]ΓˆJ [ξ]
]
, ki(x) = E[K(x)Γˆi(ξ)], as well as the vectors
of coordinates U2 and θ of U2 and θ, respectively. Note that the double
indices (j, ) and (J, L) each correspond to only one index in the matrix form
of the system. The mixed system (10) can now be written:⎡
⎢⎢⎢⎢⎣
A1 0 C1 κ0S1 0
0 A2 −C2 −κ0S2 0
CT1 −CT2 0 0 STc
κ0S
T
1 −κ0ST2 0 0 0
0 0 Sc 0 0
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
U1
U2
Ψ
θ
Λ
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
F1
F2
0
0
0
⎤
⎥⎥⎥⎥⎦ . (34)
Although the form of this matrix system is very similar to that of Eq. (32), the
size of the latter is much smaller than the former because A2 is a Nm2×Nm2
matrix whileA2 is am2×m2 matrix, with N often very large. Note also that,
for notational simplicity, we have used the same name F2 for two diﬀerent
quantities in the two systems. The detail of these quantities is irrelevant
here.
3.4.2. Monte-Carlo approach
We now turn to a discretization of the random dimension based on the
Monte-Carlo approach. The general idea is to note that only A2, U2, and
θ are random in equation (32), and to perform a static condensation of the
large matrix with respect to the two latter quantities.
As the part of the stiﬀness matrix that should be condensated is not nec-
essarily positive deﬁnite, we introduce an additional set of degrees of freedom
β to control the rigid-body modes of the coupling area (see more details in the
literature of domain partitioning, for example [21]). We therefore introduce
B =
⎡
⎣ 0 S1−CT2 0
0 0
⎤
⎦ , (35)
A∗ =
⎡
⎣A1 C1 0CT1 0 STc
0 Sc 0
⎤
⎦
−1
, (36)
where the inverse matrix should be understood in the pseudo-inverse sense,
K∗ =
[
A2 −S2
−ST2 0
]
− BTA∗B, (37)
15
F∗ =
[
F2
0
]
− BTA∗
⎡
⎣F10
0
⎤
⎦ , (38)
and a matrix R of vectors spanning the null space of A∗ (a vector in acoustics
and a matrix in elasticity).
The condensation of system (32) then leads to:
E
⎡
⎣[ K∗ BTR
RTB 0
]⎡⎣U2θ
β
⎤
⎦
⎤
⎦ =
⎡
⎢⎢⎣
F∗
RT
⎡
⎣F10
0
⎤
⎦
⎤
⎥⎥⎦ . (39)
The system (39) can then be solved by the Monte Carlo method. Re-
alizations of A2 are drawn following the appropriate probability law, and
statistics of the solution vector [UT θ]T can then be evaluated from the cor-
responding realizations. The vector of solutions [UT1 Ψ Λ]
T is ﬁnally retrieved
by expansion back to the original system (32).
Remark 3.5. This approach is the one that will be used for the applications
proposed in the next section. However, that should not be seen as a state-
ment by the authors that the Monte-Carlo resolution is more eﬃcient than
the spectral approach. Indeed the matrix system to be solved by Monte Carlo
is much smaller, but the matrices are non-sparse. Nevertheless, the imple-
mentation of the Monte-Carlo approach is much simpler than the other one,
and was chosen here mainly for that reason. Also it should be noted that
the rates of convergence of both the Monte Carlo and the spectral approaches
are diﬀerent and dependent and the quantity of interest. Grossly, the Monte
Carlo is expected to provide an accurate estimate of the ﬁrst few moments of
a quantity of interest for a reasonable cost, while the spectral solution should
be preferred for the estimation of higher moments;
4. Examples of application
Two examples are proposed in this section to illustrate the interest of
the coupling strategy, in terms of eﬃciency in particular. For the ﬁrst one
in a mono-dimensional case, we describe the three diﬀerent possible mod-
eling approaches: deterministic mono-model, stochastic mono-model, and
deterministic-stochastic coupled model, and compare the results obtained.
For a bi-dimensional case, we assume that the stochastic mono-model is not
available, and only the results of the Arlequin method are presented.
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4.1. 1D Bar in traction
The ﬁrst application we describe here is a very simple one that allows a
full investigation of the behavior of the method. We consider a simple bar of
unit length in traction under imposed displacements, with an unit bulk load.
All lengths and stresses are normalized for simplicity.
4.1.1. Deterministic mono-model
The deterministic mono-model of this bar is controlled by a deterministic
stiﬀness K = 1. The displacement ﬁeld u veriﬁes, almost everywhere:
d
dx
(
K
du
dx
)
+ 1 = 0, (40)
with the boundary conditions u(0) = 0 and u(1) = 1. The analytical solution
for the deterministic mono-model is u = x(3− x)/2 and du/dx = 3/2− x.
4.1.2. Stochastic mono-model
The stochastic mono-model is controlled by the stochastic ﬁeld K(x),
which we choose to model as a uniform ﬁeld with bounds ln 2 and 2 ln 2
(arithmetic mean E[K] = 3 ln 2/2 ≈ 1.04, geometric mean 1/E[1/K] = 1,
standard deviation σK = ln 2/2
√
3 ≈ 0.20), and exponential correlation with
correlation length Lc = 10
−2. This ﬁeld obviously veriﬁes conditions (3).
Remark 4.1. A uniform random variable with bounds 0 < α < β has arith-
metic mean (β + α)/2, geometric mean ln(β/α)/(β − α), and standard devi-
ation (β − α)/2√3.
The stochastic displacement ﬁeld veriﬁes, almost surely and almost ev-
erywhere:
d
dx
(
K
du
dx
)
+ 1 = 0, (41)
with the boundary conditions u(0) = 0 and u(1) = 1, almost surely. The
solution for the stochastic mono-model is
u(x) =
∫ x
0
K∗ − x′
K(x′)
dx′, (42)
where K∗ veriﬁes 1 =
∫ 1
0
K∗−x′
K(x′) dx
′ almost surely, and
du
dx
=
K∗ − x
K(x)
. (43)
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With the parameters above, and assuming that K∗ ≈ 1/E[1/K] = 1, almost
surely, (because the correlation length is much smaller than the total length
of the rod, and with some ergodicity assumptions), one gets E[u] = x(3−x)/2
and E[du/dx] = 3/2 − x. The standard deviations σu and σdu/dx and other
statistical quantities can also be evaluated numerically (using Monte Carlo
sampling for example).
In ﬁgure 4, we plot the displacements u for the deterministic mono-model,
as well as the mean E[u] and the 90%-conﬁdence interval for u, for the
stochastic mono-model, evaluated using 10000 Monte Carlo trials. In both
cases, u and E[u] are perfectly overlapping. This is due to the fact that
homogenization is indeed taking place and that E[1/K(x)] ≈ 1/K, almost
everywhere.
0 0.25 0.5 0.75 1
0
0.25
0.5
0.75
1
di
sp
la
ce
m
en
t [−
]
position x [−]
0 0.25 0.5 0.75 1−2
−1
0
1
2
3
4
5
gr
ad
ie
nt
 [−
]
position x [−]
Figure 4: Value of the displacement (left ﬁgure) and gradient (right ﬁgure) for the deter-
ministic mono-model u (solid line), the mean of the stochastic mono-model E[u] (dashed
line, overlapping the solid line) and the 90%-conﬁdence interval for the stochastic mono-
model (grey patch).
4.1.3. Deterministic-stochastic coupled approach
We now move on to the Arlequin coupling model, for which we choose
a domain Ω1 = [0, 1], a domain Ω2 = [0.3, 0.7], and a coupled zone Ωc =
[0.3, 0.5] ∪ [0.6, 0.7]. The domain Ω1 is discretized using 10 elements of
constant length 0.1. The domain Ω2 is discretized using 4000 elements of
constant length 10−4. The meshes are therefore embedded and no mesh in-
terpolation is required. In the Arlequin formulation, the mediator space Wc
deﬁned by Eq. (15) is chosen here with Vc = V2. The coupled zone is therefore
discretized following the same mesh as that of domain Ω2. The Monte-Carlo
approach was followed, as described in section 3.4.2, and 10000 samples were
used. In this 1D case, the results are obtained almost instantaneously. The
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results for u1 (on domain Ω1) and u2 (on domain Ω2, in terms of the mean
and 90%-conﬁdence interval) are plotted in ﬁgure 5, and compared to the
results obtained with the stochastic mono-model in ﬁgure 6.
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Figure 5: Displacement (left) and gradient of the displacement (right) for the solution of
the Arlequin problem in terms of u1 (solid line), E[u2] (dashed line, overlapping the solid
line over Ω2), and 90%-conﬁdence interval for u2 (grey patch).
0 0.25 0.5 0.75 1
0
0.25
0.5
0.75
1
postion x [−]
di
sp
la
ce
m
en
t [−
]
0 0.25 0.5 0.75 1−2
−1
0
1
2
3
4
5
position x [−]
gr
ad
ie
nt
 [−
]
Figure 6: Comparison, in terms of displacement (left) and gradient of the displacement
(right), of the Arlequin solution u2 (solid line for the mean and grey patch for the 90%-
conﬁdence interval) and the solution of the stochastic mono-model us (dashed lines for
the mean and the 90%-conﬁdence interval).
It can be observed that the averages of both the displacement and the
gradient, as well as the conﬁdence interval for the gradient compare well on
the part where the second model expresses itself (that is Ω2\Ωc = [0.5, 0.6]).
However this is not the case for conﬁdence interval of the displacement. To
analyze this, we plot in ﬁgure 7 the correlation between the value of the
displacement u at the position x = 0.55 (which is a random variable) with
the values of K at all positions (which is a random ﬁeld). For this 1D case,
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the gradient at x = 0.55 is here a very local quantity (in the sense that it
is not inﬂuenced by the variability of K(x) at distant positions), while the
displacement in x = 0.55 is not.
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Figure 7: Value of the correlation between the random ﬁeld K(x) at all points and the
displacement in position x = 0.55 (left ﬁgure) and the gradient in position x = 0.55 (right
ﬁgure), for the stochastic mono-model (dashed line) and the Arlequin model (solid line).
In the same ﬁgure 7, we plot the same two correlations but evaluated
based on the Monte-Carlo samples used in the Arlequin model, therefore
only available over Ω2. Except the faster decrease of the correlation for the
displacement, which is due to the inﬂuence of the shape function α2 in factor
of K in the integrals of the weak formulation (see equation (12)), they are
perfectly well represented. This seems to indicate that it is possible, only
based on the Arlequin solution, to evaluate the quality of the estimation of
the conﬁdence interval for a given quantity of interest by considering the
localization of the correlation of that quantity of interest with the stochastic
data (here K). More speciﬁcally, and before further studies, it could be said
that the support of the correlation should be included in the non-coupled
zone of the model (that is Ω2\Ωc = [0.5, 0.6]). Further research is however
needed to reﬁne this idea. It will be discussed in a forthcoming paper.
4.2. 2D sample in traction
We now consider a 2D sample Ω inscribed in the box [−3, 3]× [−1, 1] (see
ﬁgure 8). The sample is submitted to an imposed displacement, with no bulk
load. The boundary conditions are u(x = −3, y) = 0, u(x = 3, y) = 1, and
∇u · n = 0 for the other edges, almost surely.
The Arlequin model is used to approximate the solution of the previous
problem by coupling a deterministic model described by a stiﬀness K = 1
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Figure 8: Geometry of the 2D sample
with a stochastic one described by a stochastic stiﬀness K(x), modeled as
an uniform ﬁeld with bounds 0.3194 and 2.3027, and exponential correla-
tion with correlation length Lc = 0.2 in each direction. We choose the
domain Ω1 to cover the entire sample, while the domain Ω2 is given by
Ω2 = Ω ∩ {(x, y)|x ∈ [−1.2, 1.2]}, and a coupled zone Ωc = Ω ∩ {(x, y)|x ∈
[−1.2,−0.6]∪[0.6, 1.2]}. The domain Ω1, described by a deterministic model,
is discretized using 292 elements. The domain Ω2 is discretized using a ﬁner
mesh composed of 6272 elements. The meshes are embedded and no mesh
interpolation is required. As in the previous case, the space support of the
mediator space Wc, deﬁned by Eq. (15) is chosen to overlap the space sup-
port V2. The coupled zone is therefore discretized following the same mesh
as that of domain Ω2. The Monte-Carlo approach was followed, as described
in section 3.4.2, and 10000 samples were used. Note that, even on this simple
example, it is not possible to solve the full ﬁne scale problem, because the
correlation length of the stochastic ﬁeld is very small and must be larger
than the size of the elements in order that the stochastic realizations be well
sampled. However, by reducing the zone in which randomness is considered,
the stochastic-deterministic Arlequin coupling method allows to overcome
the size limitation.
The displacement and the gradient are investigated along a line L0 (de-
ﬁned by {(x, y)|y = 0}, see ﬁgure 8). The results for u1 (on domain Ω1) and
u2 (on domain Ω2, in terms of the mean and 90%-conﬁdence interval) are
plotted in ﬁgure 9.
As in the previous example, we plot in ﬁgure 10 the correlation between
the value of the displacement u at the position deﬁned by the point M of
coordinates (x = 0, y = 0) (which is a random variable) with the values of
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Figure 9: Displacement (left) and gradient of the displacement (right) for the solution of
the Arlequin problem in terms of u1 (solid line), E[u2] (dashed line, overlapping the solid
line), and 90%-conﬁdence interval on u2 (grey patch).
K(x) everywhere on the domain (which is a random ﬁeld). As previously,
Figure 10: Value of the correlation between the random ﬁeld K(x) in all elements and the
displacement (left ﬁgure) and gradient (right ﬁgure) at position M = (x = 0, y = 0) for
the Arlequin model.
we observe that the correlation for the gradient is much more local than that
for the displacement. Here, the solution for the stochastic mono-model is not
available, so that more precise conclusions cannot be drawn, but we expect
the same as before to hold true: the gradient evaluated by the Arlequin
method is a good approximation to the gradient evaluated using the mono-
model solution, while this is not the case for the displacement. It is expected
that the support of the correlation should be included in the free zone of the
model (that is Ω2\Ωc). Further research is however needed in that direction.
5. Conclusions
In this paper, we have presented a method that allows to couple two mod-
els, one stochastic and one deterministic. The presentation, and in particular
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the choice of the mediator space, was mainly concentrated on the random
dimension. The ”space” part of the coupling was chosen in a very similar
way as in deterministic-deterministic coupling cases considered previously in
the Arlequin framework. Hence, it is expected that the pattern followed in
this paper can be extended quite straightforwardly to other type of coupling,
and in particular to those for which the two models are diﬀerent (here both
models were continuum models).
The formulation that is proposed is both elegant, in the sense that the
complexity is localized only where needed, and computationally reasonable,
as this decreasing complexity goes along with a lower numerical cost. Both
the existence and uniqueness of the solution of the mixed problem and nu-
merical considerations for the computation of approximations of that solution
have been considered. Finally, a ﬁrst attempt to quantify the appropriate-
ness of the approach for the evaluation of local quantities of interest has been
discussed. This will be completed in a future work by a more general ap-
proach for adaptive simulation within the stochastic-deterministic Arlequin
framework.
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SUMMARY
The paper deals with the issue of accuracy for multiscale methods applied to solve stochastic problems. It
more precisely focuses on the control of a coupling, performed using the Arlequin framework, between
a deterministic continuum model and a stochastic continuum one. Using residual-types estimates and
adjoint-based techniques, a strategy for goal-oriented error estimation is presented for this coupling and
contributions of various error sources (modeling, space discretization, and discretization along the random
dimension) are assessed. Furthermore, an adaptive strategy is proposed to enhance the quality of outputs of
interest obtained by the coupled stochastic-deterministic model. Performances of the approach are given on
1D and 2D numerical experiments. Copyright c© 2010 John Wiley & Sons, Ltd.
Received . . .
KEY WORDS: Multiscale methods, Stochastic Mechanics, Arlequin method, Goal-oriented error
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1. INTRODUCTION
Numerical simulation has become an essential tool in design processes, providing for more
ﬂexibility and decreasing production costs. Recent advances in this ﬁeld include the development
and consideration of multiscale and stochastic models. Multiscale models, on the one hand, aim
at introducing appropriate models at each of the scales considered in a general problem and
complementing themwith a coupling scheme. Stochastic models, on the other hand, aim at explicitly
taking into account data uncertainties and modeling variabilities, which traditionally limit the
predictability of deterministic numerical models. Such stochastic multiscale models, and the control
of their accuracy, are the object of the present paper.
We assume that there exists, for the study of a structure, a hierarchy of models deﬁned at different
scales. While coarse models might yield effective results for the average response of the structure
under distributed loading, these models may become ineffective when a localized defect exists
(crack, hole, local weakness), or when one is interested in local quantities. Finer-scale models are
then required, but usually involve higher numerical costs, which renders their use unrealistic for
industrial structures. The general idea of multiscale models is then to get around this dilemma
by considering a coarse model wherever possible, while reﬁning it locally around the zone of
interest. Various multiscale strategies have been developed: (i) enrichment methods [1, 2] in the
Finite Element Method (FEM) framework, in which appropriate ﬁne-scale basis functions are used
around local defects; (ii) splitting methods [3, 4, 5, 6] in which the solution ﬁeld is split additively
into a coarse ﬁeld and a ﬁner-scale ﬁeld, each being solved at its own scale, with ﬁctitious boundary
∗Correspondence to: chamoin@lmt.ens-cachan.fr
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conditions at the lower scale; and (iii) superposition methods [7, 8, 9], in which both coarse and ﬁne-
scale models coexist in the local subdomain of interest and are solved concurrently, together with
an equation that ensures their equality in an appropriate weak sense. Extensions of these multiscale
strategies to stochastic models have been proposed in the context of the heterogeneous multiscale
method [10] and of the Arlequin method [11, 12]. The latter is a superposition method that has been
applied to the coupling of various models in the past decade (see [7, 13, 14, 15, 9, 16, 17, 18, 19],
among others), and on which we will concentrate in this paper [20, 12].
The purpose of stochastic multiscale models is to provide reliable results for engineering
problems, with explicit account of data uncertainties and modeling variabilities, and for a relatively
low numerical cost. However, to reach that goal, the numerical errors associated to their solution
must be evaluated and controlled. For more than thirty years, and particularly in the context of
the FEM, a posteriori error estimations have been proposed (see [21, 22, 23] for reviews). These
techniques allow to complement a FEM solution with an estimation of its accuracy. After initial
works on global error estimators, based on global energy norms of the solution, goal-oriented error
estimators have been developed [24, 25, 26] in order to assess the accuracy of speciﬁc outputs of
interest (for example: stress average in a given zone, or maximal displacement). While most of
the studies on error estimation concern monoscale models, some speciﬁc developments have been
proposed for coupled multi-scale models. In particular, in the Arlequin framework, several papers
have dealt with the evaluation and control of the accuracy of coupled atomistic and continuum
models assessing both discretization and modeling errors, in the deterministic case [17, 27, 28].
A preliminary work has also been presented in the context of atomistic-continuum stochastic
models [11], but in a very different coupling context as what will be considered in the present
paper.
The main objective of this paper is to develop a framework for goal-oriented error estimation
when the Arlequin method is used to couple a deterministic model with a stochastic one, as
developed in [20, 12]. To control the quality of approximate local quantities, we use residual-type
estimates and classical adjoint-based techniques to get bounds on the local error. A second objective
of this paper then consists in proposing a method to split the different error sources, i.e. modeling
error, space discretization error, and stochastic discretization errors. This splitting is based on the
introduction of intermediate reference models and on the construction of error estimates with respect
to these new models, following [23, 29, 30]. The idea of evaluating modeling errors, and separating
it from the (space) discretization errors, was already discussed [5, 31, 32, 27, 28] by comparing, in
some adequate manner, the solutions obtained for the same problem evaluated at different scales.
The extension to stochastic problems of such methodologies is, to the best of our knowledge, the ﬁrst
of its kind. This separation of sources enables to adapt the Arlequin model effectively by choosing,
in a greedy manner, parameters of the numerical model that lead to the computation of the output
of interest within a prescribed accuracy.
The paper is organized as follows. Section 2 introduces the reference (stochastic) model and
recalls its approximation in the context of the multiscale Arlequin method. In Section 3, which
deals with the ﬁrst objective of this paper, the framework for goal-oriented error estimation applied
to the stochastic-deterministic Arlequin coupling is introduced. In Section 4, we address the second
objective of this paper. We propose a technique to split the error into different error sources by
the introduction of intermediate models, and we set up the associated adaptive modeling process.
Finally, numerical results are presented in Section 5, both to discuss some key numerical issues, and
to present the effectivity and interest of the error estimates for adaptivity. Conclusions are drawn in
Section 6.
2. REFERENCE MODEL AND APPROXIMATE ARLEQUIN FORMULATION
In this section, we describe the different models used in this paper. The reference monomodel is a
continuum stochastic linear elliptic boundary value problem. This model is approximated using the
Arlequin method which leads to a surrogate problem, called the coupled model, where a continuum
deterministic model and a stochastic one interact.
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2.1. Reference monomodel
Figure 1. Reference stochastic monomodel with heterogeneous random coefﬁcient K(x, θ).
We consider here a stochastic linear elliptic Poisson problem representing a wide range of
physical ﬁelds (heat equation, membrane ﬂexion, Darcy equation). The problem is deﬁned over
an open bounded domain Ω with boundary ∂Ω (see Fig. 1). Considering (Θ,F , P ) a complete
probability space with Θ a set of outcomes, F a σ-algebra of events, and P : F → [0, 1] a
probability measure, the problem reads:
∇ · (K(x, θ)∇u(x, θ)) + f(x) = 0, almost everywhere (a.e.) in Ω, and almost surely (a.s.) , (1)
with : {
u(x, θ) = 0 a.e. on ΓD and a.s.,
K(x, θ)∇u · n = g(x) a.e. on ΓN and a.s..
(2)
The behavior is driven by parameter K(x, θ) considered as a stochastic ﬁeld: K(x, θ) ∈
L 2(Θ,C 0(Ω)). We assume thatK(x, θ) veriﬁes 0 < Kmin ≤ K(x, θ) ≤ Kmax < ∞, a.e. in Ω and
a.s. [33]. Denoting W = {v ∈ L 2(Θ,H 1(Ω)), v = 0 on ΓD, a.s.}, the weak formulation of the
problem (1)-(2) reads:
Find u ∈ W such that:
A(u, v) = L(v), ∀v ∈ W , (3)
where the internal virtual work is given by the bilinear form A : W ×W → R and the external
virtual work is given by the linear form L : W → R. They are deﬁned, respectively, by:
A(u, v) = E
[∫
Ω
K(x, θ)∇u(x, θ) ·∇v(x, θ) dΩ
]
,
and
L(v) =
∫
Ω
f(x)E [v(x, θ)] dΩ +
∫
ΓN
g(x)E [v(x, θ)] dΓ,
where E [•] is the mathematical expectation. It can be proved that the problem described above
admits a unique solution (see for example [33]). We refer to this solution as the exact solution and
denote it uex.
Let us notice that problem (3) is a continuous stochastic problem. Therefore, two classical
processes of discretization have to be used: one for the spatial discretization and one along the
stochastic dimension. These discretizations could induce high numerical cost, specially with regard
to the stochastic dimension. To get an accurate approximation of statistical moments of uex using a
Monte-Carlo approach for instance, a huge number of realizations [34] may be required, specially
where critical zones have to be considered. Another method based on the polynomial chaos
decomposition [35, 33] can also be followed but the size of the matrix which has to be inversed
can increase dramatically. In practice, due to the problem size, surrogate problems derived from this
reference model are used. In the next paragraph, we present a family of surrogate problems, in the
context of the Arlequin approach.
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2.2. Surrogate model using the Arlequin coupling
Figure 2. Arlequin description of the problem with coupling between the two models in zone Ωc.
Here, we assume that we are interested in a local quantity of interest inside an assumed given
zone Ωs ⊂ Ω. In order to reproduce accurately the effect of the randomness on this quantity, we
choose to keep the stochastic description in the local zone Ωs only. The parameterK is thus kept in
this area as a stochastic ﬁeld denoted by Ks(x, θ) while it is changed to a deterministic parameter
denoted by Kd in the remaining of the structure. The latter is derived from K by means of a
stochastic homogenization [36, 37]. In the Arlequin framework, this multi-model representation
is made possible by considering a deterministic model deﬁned over Ωd ≡ Ω (called the substrate)
on which we superpose a stochastic model deﬁned over Ωs (called the patch). For simplicity of
notation, we consider the case where the patch Ωs is fully embedded in Ωd as shown by Fig. 2.
The two models are coupled in a coupling zone Ωc ⊂ Ωs (see Fig. 2) and the mechanical energy
is distributed between the two models using weight functions (αd(x), αs(x)) (see [7, 9, 20, 12] for
more details). The Arlequin problem then reads:
Find (ud, us, λ) in Vd ×Ws ×Wc such that:⎧⎨
⎩
ad(ud, vd) + C(λ, vd) = 	d(vd), ∀vd ∈ Vd,
As(us, vs)− C(λ, vs) = Ls(vs), ∀vs ∈ Ws,
C(μ, ud − us) = 0, ∀μ ∈ Wc,
(4)
where Vd = {v ∈ H 1(Ωd), v(x) = 0 on ΓD} and Ws = L 2(Θ,H 1(Ωs)). The internal and
external virtual works ad : Vd × Vd → R, As : Ws ×Ws → R, 	d : Vd → R and Ls : Ws → R are
deﬁned, respectively, by:
ad(u, v) =
∫
Ωd
αd(x)Kd∇u(x) ·∇v(x) dΩ,
As(u, v) = E
[∫
Ωs
αs(x)Ks(x, θ)∇u(x, θ) ·∇v(x, θ) dΩ
]
,
and
	d(v) =
∫
Ωd
αd(x)f(x)v(x) dΩ +
∫
ΓN
g(x)v(x) dΓ,
Ls(v) = E
[∫
Ωs
αs(x)f(x)v(x, θ) dΩ
]
.
The mediator space Wc is built as a space of functions with a spatially varying expectation and
a perfectly spatially correlated randomness:Wc = {ψ + θcIΩc |ψ ∈ H 1(Ωc), θc ∈ L 2(Θ,R)} with
θc a random variable and where IΩc is the characteristic function of Ωc, namely IΩc = 1 in Ωc and
IΩc = 0 elsewhere. The coupling operator C : Wc ×Wc → R is deﬁned as:
C(u, v) = E
[∫
Ωc
(κ0uv + κ1∇u ·∇v) dΩ
]
,
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where κ0 and κ1 are two positive parameters homogeneous to as string rigidity divided by a length
and to a material rigidity, respectively (see [9] for details). The well-posedness of problem (4) can
be found in [12].
The surrogate Arlequin problem provides two ﬁelds: ud deﬁned on Vd, and us deﬁned onWs. We
additionally introduce the continuous ﬁeld ucarl ∈ W from ud and us given by:
ucarl =
{
ud in Ωd \ Ωs,
αd ud + αs us in Ωs.
Obviously, the solution of the Arlequin model ucarl and the exact solution uex are different, even in
the patch. An error has therefore been introduce by the consideration of the Arlequin model, even
before any discretization process is introduced.
3. GENERAL FRAMEWORK FOR GOAL-ORIENTED ERROR ESTIMATION
Actually, the Arlequin problem is further approximated using classical discretization processes, both
along the spatial dimension and along the stochastic dimension. We denote uad and uas the computed
approximate ﬁelds. We assume that we can construct, from (uad, uas), a ﬁeld uarl ∈ W . We then
deﬁne the error e = uex − uarl.
Let us recall here that the Arlequin model is used to estimate a local quantity of interest inside the
patch Ωs. This quantity is a function of the monomodel solution, denoted q(u). We therefore seek
to quantify the error η = q(uex)− q(uarl) using goal-oriented techniques.
In the case of deterministic Arlequin models, ﬁrst works dealing with goal-oriented error
estimation were conducted for 1D tests [17]. With the introduction of an adjoint problem and tools
for modeling error control deﬁned in [32], the error on a given quantity of interest was assessed.
These works were extended to 2D and 3D applications in [38, 27, 28] for adaptive modeling of
polymeric materials.
3.1. Quantity of interest and adjoint problem
We seek to quantify the error on a quantity of interest q(u) : W → R obtained with the Arlequin
method. The associated error is expressed as η = q(uex)− q(uarl). The quantity of interest could
be for example, the space average over a given subdomain of the mathematical expectation of u or
of a given component of∇u.
To achieve this quantiﬁcation, the idea is to express the output of interest in a global form
(see [24, 39, 32]):
q(u) = E
[∫
Ω
fqu dΩ+
∫
ΓN
gqu dΓ +
∫
Ω
pq ·∇u dΩ
]
,
where quantities fq, gq and pq are called the extractors.
We then deﬁne the so-called adjoint problem, which reads in the case of a linear quantity of
interest:
Find p ∈ W such that:
A(v, p) = q(v), ∀v ∈ W . (5)
In the remainder, we denote the exact solution of this problem pex. As shown below, the error η can
then be estimated as a function of uarl and pex.
3.2. Error estimates
Deﬁning the residual functionR : W ×W → R associated to (3) by:
R(u, v) = L(v)−A(u, v), (6)
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the use of the adjoint problem provides a tool to estimate the error η [26] and one can easily show
that:
η = R(uarl, pex). (7)
Indeed, using the deﬁnitions of η and pex, we have:
η = q(uex)− q(uarl)
= q(uex − uarl) since q is linear
= A(uex − uarl, pex) thanks to Eq. (5) with v = uex − uarl
= L(pex)−A(uarl, pex) since A is bilinear and uex veriﬁes (3)
which proves (7).
In the case of a nonlinear quantity of interest, q(uex)− q(uarl)would usually be linearized around
uarl by writing [40]:
q(uex) = q(e+ uarl) = q(uarl) + q
′(uarl, e) + ◦(e),
⇒ q(uex)− q(uarl) ≈ q′(uarl, e) (8)
where q′(u, v) = limθ→0 q(u+θv)−q(u)θ is the tangent operator used to deﬁne the extractor.
3.3. Approximation of the adjoint solution
In practice, as the adjoint problem is deﬁned on the same space as the reference one, its solution is
as intractable as the solution of the reference problem. It then has to be approximated by a surrogate
problem. Using again the Arlequin framework, the approximate adjoint problem reads:
Find (pd, ps, pλ) in V˜d × W˜s × W˜c such that:
⎧⎨
⎩
ad(wd, pd) + C(wd, λ) = qd(wd), ∀wd ∈ V˜d,
As(ws, ps)− C(ws, λ) = qs(ws), ∀ws ∈ W˜s,
C(pd − ps, μ) = 0, ∀μ ∈ W˜c,
(9)
where V˜d, W˜s and W˜c can be different from Vd,Ws andWc respectively (see [27, 28] in the case of
a deterministic coupling between continuum and discrete models). In the case studied here, under
the continuum form, we have V˜d ≡ Vd and W˜s may be deﬁned over a domain Ω˜s which is larger
than Ωs and included in Ω (Ωs ⊂ Ω˜s ⊂ Ω). Moreover, in a discretized form, the spaces V˜d, W˜s and
W˜c are chosen richer than Vd, Ws and Wc, respectively. The number of ﬁnite elements used to
describe the different spaces may thus be increased and the description of the stochastic dimension
may be ﬁner also (using more Monte-Carlo trials for instance).
Using the FEM and Monte-Carlo techniques for instance, an approximate solution can be
computed for the coupled adjoint problem (9). We denote this solution (pad, pas , paλ) and additionally
introduce parl similarly to uarl, assuming parl ∈ W . The error on q is then approximated by:
η ≈ R(uarl, parl), (10)
Note here that, since we approximate R(uarl, pex) by R(uarl, parl), the approximation of parl has
to be more accurate than the approximation of uex by uarl. This will be extensively discussed in the
examples of Section 5.
3.4. Approximation of the residual function
To estimate the error η, we therefore need to evaluate R(uarl, parl) = A(uarl, parl)− L(parl). In
practice, the ﬁelds uarl and parl are approximated by the discrete ﬁeld uaarl and paarl given by:
uaarl =
{
uad in Ωd \ Ωs,
uas in Ωs.
(11)
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Through simple Monte-Carlo sampling, and using realizations of paarl generated by the solution
of the adjoint Arlequin system (9), L(paarl) can be easily computed. Nevertheless, the Monte-Carlo
estimation of A(uaarl, paarl) involves realizations of product K∇uaarl ·∇paarl. Realizations of pairs
(K,uaarl) on the one hand, and (K, paarl) on the other hand, were generated in the previous sections
by the solution of the Arlequin systems (4) and (9), respectively. However, realizations of K are
not necessarily the same for the two systems, so that, in general, we cannot compute directly
A(uaarl, p
a
arl).
We present in the following, a manner to generate realizations of uaarl that correspond to the
realizations of K being used to compute realizations of paarl in the adjoint Arlequin system (9),
while following the same ﬁrst- and second-order statistics of the solution uaarl of the primal Arlequin
system (4).
Actually, we generate realizations of uas that correspond to the restriction of the realizations ofK
used for the adjoint model. The next step is then to reconstruct the ﬁeld uaarl.
To simplify the presentation, we ﬁrst assume that bothK(x, θ) and uas(x, θ) are Gaussian random
ﬁelds (which is of course not true in general). An extension to more general ﬁrst-order marginal
distributions will be presented at the end of this section. Also, we consider random vectors Ξ, and
U , that correspond to the random ﬁeldsK(x, θ) and uas(x, θ) after space discretization.
The objective is to generate realizations Uˆ of U such that:⎧⎪⎨
⎪⎩
E[Uˆ ] = E[U ] := U,
E[(Uˆ − U)(Uˆ − U)T ] = E[(U − U)(U − U)T ] := CovU ,
E[(Uˆ − U)(Ξ − Ξ)T ] = E[(U − U)(Ξ− Ξ)T ] := CovUΞ,
(12)
where we have introduced notations U and Ξ for the expectation of U and Ξ respectively, and
covariance matrices CovU and CovUΞ. For latter consideration, we also introduce the auto-
covariance of Ξ: CovΞ = E[(Ξ− Ξ)(Ξ− Ξ)T ] that is known because the stochastic model of K
is given. All expectations and covariance matrices are estimated using realizations of the solution of
the primal Arlequin problem (4).
We introduce a unitary centered Gaussian random vector Θ with uncorrelated components
(E[θiθj ] = δij) and independent from Ξ, and the vector:
Uˆ = U +CovUΞCov
−1
Ξ (Ξ− Ξ) +
√
CovU − CovUΞCov−1Ξ CovTUΞ Θ,
where the square root sign for a matrix C indicates that
√
C
√
C
T
= C. Simple algebra
(remembering the independence of Θ and Ξ and E[Θ] = 0) indicates that this random vector indeed
veriﬁes the desired ﬁrst- and second-order statistics (12) sought.
As neither K(x, θ) nor uas(x, θ) are Gaussian random ﬁelds, an isoprobabilistic approach should
be followed to transform the original ﬁelds into Gaussian ﬁelds. After construction of Gaussian
vector Uˆ , the inverse approach can be used to transform new realizations of U into the original
ﬁrst-order marginal distribution.
With the procedure described in this section, it is possible to generate realizations of uaarl that
correspond to both K and paarl. Hence, it allows us to estimate A(uaarl, paarl) through Monte-Carlo
sampling, and then η using equation (10).
4. SPLITTING BETWEEN ERROR SOURCES AND MODEL ADAPTATION
The error introduced by the use of the surrogate problem can stem from several sources. In fact,
if we split the different steps of construction of the approximate solution, we can distinguish (see
Fig. 3):
• the use of a surrogate problem described by the Arlequin method,
• the spatial discretization of continuum models,
• the discretization along the random dimension (using the Monte-Carlo technique for
example).
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Figure 3. Approximation steps for the resolution of a 1D stochastic problem.
Each step is driven by speciﬁc parameters. The Arlequin model is described by the sizes of the
patch and the coupling zone used. The spatial discretization is driven by the element size on each
domain (Ωd, Ωs and Ωc). Finally, if we use the Monte-Carlo technique for the discretization of
random dimension, the third step is driven by the number of Monte-Carlo samples used to describe
the material property. We propose here a methodology to assess the error induced by each step and
separate η into corresponding error indicators.
4.1. Introduction of intermediate models and specialized error indicators
To split different error sources, we have to consider intermediate problems. In the following, the term
”continuum” refers to the opposite of ”discretized” (using FEM) or ”approximate” (using FEM and
Monte-Carlo technique). We call:
• Reference problem, the monomodel stochastic continuum problem (we denote the solution
uex and the associated residual functionR introduced in (6)).
• First intermediate problem, the Arlequin problem, deﬁned by (4) and Fig. 2, coupling
a deterministic continuum and a stochastic continuum models. We denote the solutions
(ud, us, λ), the associated monomodel solution ucarl, and the associated residual functionRc.
The associated residual functionRc((., ., .); (., ., .)) is then deﬁned for all (vd, vs, μ) as:
Rc((ud, us, λ); (vd, vs, μ)) = 	(vd, vs)− a((ud, us, λ), (vd, vs, μ)).
where 	(vd, vs) = 	d(vd) + Ls(vs) and a((ud, us, λ), (vd, vs, μ)) = ad(ud, vd) +
As(us, vs) + C(λ, vd − vs) + C(μ, ud − us).
• Second intermediate problem, the Arlequin problem coupling a deterministic discretized and
a stochastic spatially discretized models. We denote the solution (uhd , uhs , λh), the associated
monomodel solution uharl, and the associated residual function Rh. This problem is deﬁned
from the previous one using a discretization technique along the space dimension, by means
of the FEM, for instance. The associated residual function Rh((., ., .); (., ., .)) is also deﬁned
for all (vhd , vhs , μh) as:
Rh((uhd , u
h
s , λ
h); (vhd , v
h
s , μ
h)) = 	h(vhd , v
h
s )− ah((uhd , uhs , λh), (vhd , vhs , μh)),
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where 	h and ah correspond to discretized forms of 	 and a;
• Computable problem, the Arlequin problem coupling a deterministic and a stochastic models
with discretization in space, and using Monte Carlo technique to treat the random dimension.
The associated solution (uad, uas) with monomodel solution uarl is the only one we compute
in practice. We will see how this solution can be used to estimate different error sources.
We can notice that:
η = q(uex)− q(uarl) = [q(uex)− q(ucarl)] +
[
q(ucarl)− q(uharl)
]
+
[
q(uharl)− q(uarl)
]
The different errors on q are then deﬁned as follows:
• the stochastic error (mainly due to the discretization along the random dimension):
ηθ = q(u
h
arl)− q(uarl),
• the discretization error (mainly due to the discretization along the spatial dimension):
ηh = q(u
c
arl)− q(uharl),
• the modeling error induced by the use of the Arlequin method (use of a patch, and use of a
deterministic material parameter instead of the stochastic one in Ωd):
ηm = q(uex)− q(ucarl),
As the only data available are the solution of the primal problem (uad, uas), the solution of the
adjoint problem (pad, pas), and the model (residual function) associated to each intermediate problem,
we can derive estimates of the previous errors using (7):
ηθ  Rh(uarl, parl),
ηh = [q(u
c
arl)− q(uarl)]−
[
q(uharl)− q(uarl)
]  Rc(uarl, parl)−Rh(uarl, parl),
ηm = [q(uex)− q(uarl)]− [q(ucarl)− q(uarl)]  R(uarl, parl)−Rc(uarl, parl),
where (uarl, parl) are appropriate projections of (ud, us) and (pd, ps). These quantities are only error
indicators as the adjoint problem is approximated using the Arlequin solution. More precisely, for
each error, we neglect terms R(uarl, pex − parl), Rc(uarl, pex − parl), and Rh(uarl, pex − parl).
Let us notice that the different indicators can be estimated using only solutions uarl and parl (direct
post processing), avoiding additional cost.
4.2. Algorithm for model adaptation
The basic adaptation process, based on a greedy algorithm, is described in Fig. 4. The approach
consists in the following steps:
1. A set of initial parameters is used to perform primal and associated adjoint problems which
are both of Arlequin type.
2. The total error η associated to the quantity of interest is estimated.
3. If this error is higher than a given precision, we follow the technique described previously to
split the error sources.
4. The dominating error source is identiﬁed (in modulus) and the corresponding parameter is
reﬁned.
5. We continue the process until the total error is below the required precision (in modulus), or
when the parameter which has to be reﬁned is already as ﬁne as possible.
This choice of adaptation strategy is not unique; indeed, step 4 could be changed and we could
identify two (or more) dominating errors and reﬁne the corresponding parameters.
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Figure 4. Greedy algorithm for the adaptation process.
5. NUMERICAL RESULTS
In this section, we present some numerical results. The ﬁrst two subsections (5.1 and 5.2) discuss
several numerical issues, while the two following subsections (5.3 and 5.4) are full applications
(in 1D and 2D) of the contents of this paper. The ﬁrst subsection (5.1) explores the convergence
of the error estimate proposed with respect to several key parameters, and compares that error
estimate with the real error. The second subsection (5.2) develops on the importance to solve
adequately the adjoint problem, in order for the error estimate to be precise. Finally, in Sections 5.3
and 5.4, full 1D and 2D cases are treated to assess the methodology proposed in this paper,
including the interest of splitting error sources to drive adaptation. All the numerical examples
of this section have been computed using the software CArl (Code Arlequin), freely available at
https://github.com/cottereau/CArl.
5.1. 1D model: study of the inﬂuence of various parameters
In this part we study the inﬂuence of various parameters of the Arlequin strategy in a simple
1D problem (Fig. 5). This problem consists in a bar of unit length under traction loading with
prescribed Dirichlet conditions, as well as a unit bulk load. The material property is random and
modeled as uniform ﬁeld with bounds 0.3013 and 2.3601 (arithmetic average 1.3307, harmonic mean
1/E [1/K(x, θ)] = 1, and standard deviation σK = 0.2), and exponential correlation with correlation
length Lcor = 0.01.
Figure 5. 1D reference problem of a cantilever beam.
It is approximated by an Arlequin model deﬁned in Fig. 6 where (αd, αs) are chosen linear in the
coupling zone Ωc. The model is driven by several parameters: Ls and Lc for the deﬁnition of the
patch, hd and hs for the size of the spatial discretization (for domains Ωd and Ωs respectively) and
MC for the number of samples used for the Monte-Carlo description. The spatial discretization of
Ωc is driven by the same size hs as for Ωs.
We study here two quantities of interest:
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Figure 6. 1D surrogate model with the Arlequin method.
• one related to the gradient mean in a zone near the middle of the bar:
q∇(u) =
1
0.05
E
[∫ 0.5
0.45
du(x)
dx
dx
]
.
The associated extractor, using integration by parts, is deﬁned by (see Fig. 7):
q∇(v) =
1
0.05
E
[∫
Ω
{δ(x− 0.5)− δ(x− 0.45)}v(x) dΩ
]
,
• one related to the variance of the gradient mean near the middle of the bar (which is nonlinear
with respect to u):
qv(u) = Var
[
1
0.05
∫ 0.5
0.45
du(x)
dx
dx
]
.
Following the idea developed in (8), for the nonlinear quantity qv(u), we can write (see Fig. 8):
qv(u)− qv(uarl) ≈ 2
0.052
E [Δe {Δ(uarl)− E [Δ(uarl)]}]
whereΔe = e(x = 0.5)− e(x = 0.45) andΔuarl = uarl(x = 0.5)− uarl(x = 0.45). The extractor
is therefore deﬁned by:
qv(v) =
2
0.052
E
[∫
Ω
(δ(x− 0.5)− δ(x − 0.45)) {Δuarl − E [Δuarl]} v(x) dΩ
]
.
Figure 7. 1D adjoint monomodel associated to q∇(u).
Figure 8. 1D adjoint monomodel associated to qv(u) where Fv = 20.052 (Δuarl − E [Δuarl]).
In this part, we study the evolution of the relative error indicator:
ηr =
R(uarl, pa)
q(uarl)
,
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where pa is the approximate solution of the adjoint problem (using the FEM and Monte-Carlo
techniques for instance). This error indicator will be compared for each of the two quantities of
interest to the true relative error:
ηref =
q(uref )− q(uarl)
q(uarl)
.
In next subsections, we study the evolution of the error related to q∇(u) (results in Section 5.1.1), and
qv(u) (results in Section 5.1.2), with respect to two parameters: the half-size of the stochastic patch
Ls and the number MC of Monte-Carlo draws used for the primal model. The set of parameters
used for the reference model, the primal model and the adjoint model are deﬁned in Tab. I and
Tab. II. In these tables, when a monomodel is used, we give also the spatial discretization mesh size
h.
models type Ls Lc MC hd hs h
reference mono - - 100000 - - 0.002
primal arlequin 0.3 0.01 [20, 100000] 0.002 0.002 -
adjoint mono - - 100000 - - 0.002
Table I. Deﬁnition of model parameters used for the study of q∇ and qv with respect toMC.
models type Ls Lc MC hd hs h
reference mono - - 100000 - - 0.002
primal arlequin [0.2, 0.5] 0.01 100000 0.002 0.002 -
adjoint mono - - 100000 - - 0.002
Table II. Deﬁnition of model parameters used for the study of q∇ and qv with respect to Ls.
5.1.1. Example A: study of the evolution of the relative error associated to q∇(u)
The adjoint problem associated to the study of q∇(u) is described in Fig. 7. Fig. 9 shows the
evolution of the true relative error ηref (solid line) and the error estimate ηr (dashed line and circles)
with respect to: (i) the number of Monte-Carlo draws used for the primal model (left); (ii) to the
half-size of the stochastic patch (right). As the adjoint model is solved with the same reﬁnement as
for the reference model, the estimate error is superposed to the true relative error. As expected, the
error decreases in both cases. On Fig. 9 (right), when the half-size of the stochastic patch evolves
from 0.2 to 0.5, the error decreases from almost 2% up to less than 0.4%. On Fig. 9 (left), with more
than 500Monte-Carlo draws, for a half-size of 0.3, the error is lower than 5%. Nevertheless, we can
remark that when the number of Monte-Carlo draws increases, the error does not tend to zero. This
comes from the fact that for the primal model is approximated using Monte-Carlo draws but also
using the Arlequin method. That means that both Monte-Carlo draws and half-size of the stochastic
patch (Ls = 0.3) contribute to the total error. Indeed, the asymptotic value of the error in the left
picture corresponds to the error of 1.35% for Ls = 0.3 in Fig. 9 (right).
5.1.2. Example B: study of the evolution of the relative error associated to qv(u)
The adjoint problem associated to the study of qv(u) is described in Fig. 8. Fig. 10 shows the
evolution of the true relative error ηref (solid line) and the error estimate ηr (dashed line and
circles) with respect to: (i) the number of Monte-Carlo draws used for the primal model (left);
(ii) the half-size of the stochastic patch (right). We remark that the true error and the estimated error
decrease. Nevertheless, the error estimate is very optimistic (lower in modulus). Contrary to the
cases involving q∇, here, the main difference is that the adjoint problem cannot be solved perfectly
as its load is deﬁned from the primal displacement solution. Moreover, the difference between the
true error and the estimate one is also due to the linearization of the quantity of interest in (8). Again,
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Figure 9. Evolution of ηr (dashed line and circles) and ηref (solid line) with respect to the number of Monte-
Carlo draws [left] and with respect to the half-size of the stochastic patch [right], for the evaluation of q∇
with primal models deﬁned by Tab. I and Tab. II.
a key point here is that the true error, in the picture on the left, does not tend to zero. For the same
reasons as those seen previously, it is due to the fact that both Monte-Carlo draws and half-size of
the stochastic patch contribute to the total error. We then propose in the next section to study the
evolution of the error when we take an Arlequin model with the same half-size of the stochastic
patch as the reference.
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Figure 10. Evolution of ηr (dashed line and circles) and ηref (solid line) with respect to the number of
Monte-Carlo draws [left] and with respect to the half-size of the stochastic patch [right], for the evaluation
of qv with primal models deﬁned by Tab. I and Tab. II.
5.1.3. Study of parameterMC when the reference model is an Arlequin model
We can remark that the parameter MC studied before drives the discretization of the stochastic
dimension. If we follow the splitting description of the total process, we can observe that the
stochastic approximation process occurs between two spatially discretized Arlequin models. That
explains the fact that when we study the evolution of the error with respect toMC, we also evaluate
the error induced by the use of the Arlequin method. To avoid that, we propose here to study the
evolution of the error with respect to a reference model which is an Arlequin model with the same
coupling and the same spatial mesh step as described in Tab. III.
models type Ls Lc MC hd hs h
reference arlequin 0.3 0.1 100000 0.002 0.002 -
primal arlequin 0.3 0.1 [20, 100000] 0.002 0.002 -
adjoint arlequin 0.3 0.1 100000 0.002 0.002 -
Table III. Deﬁnition of models used for the study of q∇ or qv with respect to MC with Arlequin model as
the reference.
Fig. 11 shows the evolution of the true relative error ηref (solid line) and the error estimate
ηr (dashed line and circles) with respect to the number of Monte-Carlo draws used in the primal
problem, for the evaluations of q∇ (left) and qv (right). We remark in this case that we capture
efﬁciently the error related to the parameterMC alone. This time, the true errors actually decrease
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up to zero. In fact, the last point proposed here corresponds to the Arlequin reference model used in
the example. These curves correspond to a translation of the curves in Fig. 9 and Fig. 10 (left) of a
value corresponding to the error when a patch of half-size Ls = 0.3 is used.
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Figure 11. Evolution of ηr (dashed line and circles) and ηref (solid line) with respect to the number of
Monte-Carlo draws for the evaluation of q∇ [left] and qv [right] with models deﬁned by Tab. III.
5.1.4. General conclusions on the inﬂuence of the parameters
For the quantities of interest studied here, the size of the stochastic patch or the number of Monte-
Carlo draws used for the primal problem have strong inﬂuences on the error. When the adjoint model
is solved with a sufﬁcient accuracy, the estimated error matches perfectly with the true error in the
case of the linear quantity of interest q∇. For the estimation of qv , the difference between the errors
is due to the fact that q(uex)− q(uarl) is estimated by q′(uarl, e) that corresponds to the ﬁrst order
term only (see (8)). Finally, Section 5.1.3 showed that the error for high MC and large Ls comes
from the use of an Arlequin surrogate model for the solution of the adjoint problem.
In Section 5.2, we propose to study the inﬂuence of the enrichment of the adjoint model, compared
to the primal model one, when an approximate adjoint model is used to estimate the quantity of
interest q∇.
5.2. 1D model: adjoint problem approximation
5.2.1. Approximation of the adjoint model
As seen previously, in practice, the adjoint problem will also be approximated by the Arlequin
method. Not to increase too much the computation time, parameters of the adjoint problem have to
be set up correctly. In this part, we study the effectivity of the error estimation when adjoint model
parameters vary. The studied parameters are:
• the half-size of the stochastic patch (Lsa) used for the adjoint model (when the corresponding
parameter Lsp varies in the primal model),
• the number of Monte-Carlo draws (MCa) used for the adjoint model (when the corresponding
parameterMCp varies in the primal model).
The aim is to get a feeling of how to enrich the adjoint model compared to the primal model to get
an accurate estimation of the true error.
5.2.2. Inﬂuence of the parameter Ls for the estimation of q∇(u)
models type Ls Lc MC hd hs h
reference mono - - 100000 - - 0.002
primal arlequin [0.2, 0.5] 0.1 100000 0.002 0.002 -
adjoint arlequin [0.2, 0.5] 0.1 100000 0.002 0.002 -
Table IV. Deﬁnition of models used for the calibration of the adjoint problem (parameter Ls) associated to
q∇(u).
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
Prepared using nmeauth.cls DOI: 10.1002/nme
ERROR ESTIMATION FOR A STOCHASTIC-DETERMINISTIC COUPLING 15
Tab. V shows the evolution of ηr and ηref with respect to the half-size of the stochastic patch
used for the primal model (Lsp). In this case, we globally see a loss of 3% of accuracy in the error
evaluation when we decrease of 0.05 the half-size of the stochastic patch for the adjoint model.
When we use the same patch size, for the adjoint problem, as for the primal problem, the estimation
is not correct. We can also notice that with a half-size of patch of 0.5 for the adjoint model, the
difference between the true error and the estimated error is lower than 4% but still signiﬁcant. That
means that even with the biggest patch, the adjoint problem is not solved as accurately as in the
previous section; this is mainly due to the fact that the coupling zone constrains the stochastic
solution in a non-zero part of the problem. For the adaptive examples described in Section 5.3, we
choose to set the patch size of the adjoint model with only one value (Lsa = 0.45) independently of
the patch size of the primal model (Lsp).
Lsa 0.2 0.25 0.3 0.35 0.4 0.45 0.5 ηref
Lsp = 0.2 −0.0857 0.1998 0.1717 0.1418 0.1120 0.0821 0.0521 0.0187
0.25 - 0.0057 0.1678 0.1391 0.1092 0.0791 0.0489 0.0162
0.3 - - 0.0596 0.1353 0.1066 0.0765 0.0462 0.0136
0.35 - - - 0.0803 0.1028 0.0739 0.0437 0.0111
0.4 - - - - 0.0767 0.0702 0.0411 0.0085
0.45 - - - - - 0.0565 0.0374 0.0060
0.5 - - - - - - 0.0264 0.0035
Table V. Evolution of ηr with respect to the half-size of the stochastic patch of the primal model (Lsp), for
the evaluation of q∇(u) with models deﬁned by Tab. IV.
5.2.3. Inﬂuence of the parameterMC for the estimation of q∇(u)
models type Ls Lc MC hd hs h
reference mono - - 100000 - - 0.002
primal arlequin 0.3 0.1 [20, 100000] 0.002 0.002 -
adjoint arlequin 0.45 0.1 [20, 100000] 0.002 0.002 -
Table VI. Deﬁnition of models used for the calibration of the adjoint problem (parameter MC) associated
to q∇.
Tab. VII shows the evolution of ηr and ηref with respect to the number of Monte-Carlo draws
used for the primal model. We remark again that the estimation is better than when we take a large
number of Monte-Carlo draws for the adjoint model. In Tab. VII, for MCp = MCa = 100000, we
can recognize the error of 7, 6% for Ls = 0.3 for the primal model and Ls = 0.45 for the adjoint
model in Tab. V. For the adaptive examples described in Section 5.3, the number of Monte-Carlo
draws for the adjoint model (MCa) is set to 100000.
MCa 20 200 2000 20000 100000 ηref
MCp = 20 −0.1271 −0.0359 −0.0034 0.032 0.0086 −0.0496
200 - −0.0128 0.0547 0.0713 0.0947 0.0310
2000 - - 0.0198 0.0411 0.0734 0.0107
20000 - - - 0.0452 0.0775 0.0147
100000 - - - - 0.0765 0.0136
Table VII. Evolution of ηr with respect to the number of Monte-Carlo draws used for the primal model
(MCp), for the evaluation of q∇ with models deﬁned by Tab. VI.
5.2.4. General conclusions on the approximation of the adjoint model
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As soon as the Arlequin model is used for the adjoint problem, the estimation of the error
loses efﬁciency. Nevertheless, when the stochastic patch is long enough, the difference between
the reference error and the estimated error is quite small. In these cases, the estimated error tends to
overestimate the true error. As regards the number of Monte-Carlo draws used for the adjoint model,
it seems that the estimated error is sufﬁciently accurate when this number is large. For instance, if
we take 20000 Monte-Carlo draws, the estimated error is quite accurate as the patch size of the
adjoint problem (Lsa = 0.45) still affects the approximation of the adjoint solution, and therefore
the quality of the estimation. Finally, for model adaptation, we choose to approximate the adjoint
problem using the Arlequin method but with a large patch size (Ls = 0.45), and a large number
of Monte-Carlo trials (MC = 100000). The other parameters are set to: hd = 0.01 and hs = 0.002.
This choice is non unique and can be discussed and changed if needed (in the case where we have
to reﬁne the mesh size for example).
5.3. Model adaptation for the 1D problem
We study in this section the problem described in Section 5.1. This part presents the adaptivity
results obtained when we investigate the two quantities of interest q∇ and qv . The parameters are
Ls (half-size of the stochastic patch), MC (number of Monte-Carlo draws used), the spatial mesh
size hd of the deterministic model, while the spatial mesh size hs of the stochastic model is ﬁxed at
0.002.
In Fig. 12 and Tab. VIII, we study the error associated to q∇. The study shows that the main error
sources are due to the use of a low number of Monte-Carlo draws then due to the use of the Arlequin
method. By increasing the corresponding parameters (Ls from 0.2 to 0.45 andMC from 5 to 2000),
the relative estimate error ηr decreases from 8.7% to ﬁnally get an error estimate of 6.6%. The
corresponding true error decreases from 14% to 0.7%. More precisely, the algorithm stops after the
iteration 3 and the dominant error is due to the use of the Arlequin model. The last iteration is added
manually to illustrate the possibility to decrease the total error by increasing the number of Monte-
Carlo draws (the second main source of the error), and therefore decreasing the stochastic error.
Tab. VIII also shows the evolution of the true errors with respect to the patch size, the discretization
and the Monte-Carlo truncation. As we can see, the various error estimates (ηm,ηh,ηθ) give a good
indication on the true errors, specially for ηθ and ηh. The difference due to the use of an Arlequin
model for the adjoint model can be remarked only for the modeling error estimate.
Figure 12. Evolution of the relative estimates of the total error ηr (white), modeling error ηm (light gray),
discretization error ηh (dark gray) and stochastic error ηθ (black) during adaptive process for the estimation
of q∇.
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model 1 2 3 4
Ls 0.2 0.2 0.45 0.45
MC 5 200 200 2000
hd 0.05 0.05 0.05 0.05
hs 0.002 0.002 0.002 0.002
ηm 0.0682 0.0907 0.0658 0.0639
ηrefm 0.0158 0.0189 0.0061 0.0059
ηh −0.0216 −0.0197 −0.0127 −0.0131
ηrefh 0.0432 −0.0150 −0.0103 −0.0126
ηθ −0.1342 0.0180 0.0288 −0.0005
ηrefθ −0.1995 0.0210 0.0265 −0.0009
|ηr | 0.0876 0.089 0.0842 0.0660
|ηref | 0.1405 0.0248 0.0223 0.0077
Table VIII. Evolution of parameters and relative errors (true and estimate) for the evaluation of q∇.
In Fig. 13 and Tab. IX, we study the error associated to qv. In this case, the study shows that the
main error sources are due to: (i) the use of a low number of Monte-Carlo draws; (ii) the size of the
stochastic patch; (iii) ﬁnally (for the last iteration) the size of the mesh of the deterministic model.
By increasing the corresponding parameters alternately, the relative estimate error ηr decreases from
more than 86% to less than 0.5% as error estimate.
Figure 13. Evolution of the relative estimates of the total error ηr (white), modeling error ηm (light gray),
discretization error ηh (dark gray) and stochastic error ηθ (black) during adaptive process for the estimation
of qv .
This simple example shows the efﬁciency of the splitting error sources methodology. Indeed, the
stochastic error and the discretization error correspond to the true ones at least from the second
iteration. The approximation of the adjoint problem using an Arlequin model mainly affects the
modeling error estimate. Finally, the use of this technique permits to decrease efﬁciently the error
estimate by adapting the corresponding parameter for each step of the process.
5.4. Model adaptation of a 2D problem
We now consider a 2D sample Ω inscribed in the box [−3, 3]× [−1, 1] (see Fig. 14). The sample
is submitted to an imposed Dirichlet condition, with no bulk load. The boundary conditions are
u(x = −3, y) = 0, u(x = 3, y) = 1, and ∇u · n = 0 for the other edges, almost surely. The model
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model 1 2 3 4 5 6
Ls 0.2 0.2 0.3 0.3 0.35 0.35
MC 200 10000 10000 50000 50000 50000
hd 0.05 0.05 0.05 0.05 0.05 0.01
hs 0.002 0.002 0.002 0.002 0.002 0.002
ηm −0.174 −0.0893 −0.0661 −0.0121 0.0007 −0.0036
ηθ −0.7077 −0.0724 −0.0819 −0.0022 −0.0040 −0.0001
ηh 0.0189 0.0360 0.0009 0.0006 −0.0128 −0.0008
|ηr| 0.862 0.126 0.147 0.0137 0.0161 0.0045
Table IX. Evolution of parameters and relative error for the evaluation of qv .
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Figure 14. 2D case and associated mesh used for the estimation of the residual R.
is described by a random material property K(x, θ), modeled as a uniform ﬁeld with bounds
0.3542 and 2.1938 (with geometric mean 1/E [1/K(x, θ)] = 1, and standard deviation σK = 0.2),
and exponential correlation with correlation length Lcor = 0.05 in each direction. To estimate the
residual numerically, the reference monomodel problem is spatially discretized by 33792 elements
and we useMC = 5000Monte-Carlo draws to represent the stochastic ﬁeldK .
The quantity of interest considered here is the component x of the gradient in a given zone Ω int.
Considering the model given in Fig. 15, Ωint is located near the middle of the sample (where the
loading is applied). This quantity of interest is deﬁned by:
q2D(u) = E
[∫
Ωint
∇u · ix dΩ
]
. (13)
The reference problem is approximated by the Arlequin method with a centered patch. The
corresponding adjoint problem is described in Fig. 15. It is loaded by pq = K(x, θ)∇u(x, θ) = ix
with ix the unit vector of the X-axis. It is spatially discretized by 8448 elements for the deterministic
model and 6144 for the stochastic model in a patch of half-size Ls = 1.8. Moreover, we use also
5000Monte-Carlo draws for the adjoint model.
Figure 15. 2D associated adjoint problem.
Using the adaptive strategy introduced in Section 4.2, we investigate the absolute value of ηr :
ηr =
R(uarl, pa)
q2D(uarl)
. (14)
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Fig. 16 and Tab. X show that the main error sources are due to the use of a weak number of Monte-
Carlo draws and due to the use of the Arlequin method. By increasing the corresponding parameters,
the relative estimate error ηr decreases from 21% to 5%.
Figure 16. Evolution of relative estimates of the total error ηr (white), modeling error ηm (light gray),
discretization error ηh (dark gray) and stochastic error ηθ (black) during adaptive process for the estimation
of q2D .
Ls 0.75 0.9 0.9 1.65
MC 5 5 500 500
Nd 528 528 528 528
Ns 3040 3424 3424 5632
ηm 0.1098 0.1018 0.0908 0.0539
ηh −0.0038 −0.0038 −0.0031 −0.0013
ηθ 0.1067 0.1135 −0.0057 −0.0024
|ηr | 0.2128 0.2116 0.0820 0.0502
Table X. Evolution of parameters and relative errors for the evaluation of q2D . Nd and Ns represent the
number of elements of the deterministic discretized model and of the stochastic patch respectively. Note that
Ns increases only because Ls increases, the patch mesh is not ﬁner.
As for the 1D adaptation example, the splitting of error sources technique permits to identify the
dominating error source. The associated parameter can then be reﬁned. For this 2D example, the
Arlequin model with a relatively small number of Monte-Carlo draws, and a medium-sized patch,
gives an estimation of the quantity of interest with less than 6% of error.
6. CONCLUSIONS
In this contribution, the main achievement is providing a framework for addressing the control of
errors coming from three different sources:
1. the modeling error, due to the use of the Arlequin method coupling a deterministic model with
a stochastic one to approximate a full stochastic problem,
2. the discretization error, due to the discretization of the spatial dimension, using the FEM for
instance,
3. the stochastic error, due to the discretization along the stochastic dimension, using the Monte-
Carlo technique for instance.
A goal-oriented error estimation technique was introduced to quantify the capability of the
Arlequin framework to evaluate some speciﬁc quantities of interest. Adaptivity was also considered.
For that purpose, the corresponding error strategy was enriched to identify separately the different
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2010)
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error sources. Using only the solution of the primal problem, the solution of the adjoint problem,
and the deﬁnition of the residual associated to speciﬁc intermediate problems, we showed that it is
possible to identify the major error source and reﬁne the corresponding parameter to decrease the
total error.
Future research will deal with an optimal adaptive process where the error could be spatially
analyzed for instance, as well as the coupling between two stochastic models.
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