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Abstract – Statistical similarities between earthquakes and other systems that emit cracking
noises have been explored in diverse contexts, ranging from materials science to financial and social
systems. Such analogies give promise of a unified and universal theory for describing the complex
responses of those systems. There are, however, very few attempts to simultaneously characterize
the most fundamental seismic laws in such systems. Here we present a complete description of
the Gutenberg-Richter law, the recurrence times, Omori’s law, the productivity law, and B˚ath’s
law for the acoustic emissions that happen in the relaxation process of uncrumpling thin plastic
sheets. Our results show that these laws also appear in this phenomenon, but (for most cases) with
different parameters from those reported for earthquakes and fracture experiments. This study
thus contributes to elucidate the parallel between seismic laws and cracking noises in uncrumpling
processes, revealing striking qualitative similarities but also showing that these processes display
unique features.
Introduction. – The investigation of earth-related
systems has always been present in the physicists’ agenda.
A remarkable example is the case of earthquakes where
several results have been obtained. Actually, the most
fundamental seismic laws are intimately connected to the
concepts of scaling and universality: i) the Gutenberg-
Richter law [1, 2] states that the radiated energy E of
earthquakes is distributed according to a power law, that
is, P (E) ∼ E−β′ ; ii) the time intervals τ (recurrence or
waiting times) between earthquakes with energy above a
lower bound Emin is self-similar over Emin (and over dif-
ferent regions) and its probability distributions can be ad-
justed by a unique function after rescaling the empirical
distributions by the mean seismic activity rate (the so-
called unified scaling law [3–8]); iii) Omori’s law [9] es-
tablishes that the number of aftershocks per unit of time,
Ra(tms), decays as a power-law function of the elapsed
time since the mainshock, tms, that is, Ra(tms) ∼ t−pms; iv)
the productivity law [10] implies that the number of af-
tershocks, Na(Ems), triggered by a mainshock of energy
Ems is related to Ems via Na(Ems) ∼ Eαms; and finally,
v) B˚ath’s law [11,12] states that the relative difference in
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energy magnitude (that is, logE) between the mainshock
and its largest aftershock is (on average) close to 1.2, re-
gardless of the mainshock magnitude.
In addition to being observed for earthquakes, some of
these laws have been individually reported in very di-
verse contexts, and particularly in the context of frac-
tures of materials [13–28], where they find a broad range
of applications in engineering and also serve as labora-
tory experiments for modeling earthquakes. All these phe-
nomena have the common feature of producing impulsive
and discrete events (crackling noises) of extremely varied
sizes [29]. A typical everyday example of crackling noise
is observed in the process of crumpling/uncrumpling thin
sheets of plastic such as those in plastic bags. Crumpling
is a complex process that has attracted the attention of
scholars working in several disciplines, from materials sci-
ence to math [30,31]. In the context of acoustic emissions,
plastic sheet crumpling was (to the best of our knowledge)
first investigated by Kramer and Lobkovsky [32], where
they found that the energies of the acoustic events have
time correlations decaying according to a stretched expo-
nential and are distributed as a power law (see also [33]).
Power-law distributions in energy were also found by
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Houle and Sethna [34] for paper crumpling, and by Salmi-
nen et al. [35] and Koivisto et al. [36] for paper peeling.
Koivisto et al. also reported statistics for waiting time
between events, where approximated power-law distribu-
tions were also found.
Despite the interest in studying cracking noises in crum-
pling/uncrumpling processes, investigations have hitherto
been mainly focused on characterizing energy distributions
associated to the acoustic emissions, that is, the analo-
gous of the Gutenberg-Richter law for earthquakes. We
still lack a complete parallel (such as those reported in
Refs. [23, 27] for material fractures) with the other four
fundamental seismic laws previously mentioned. Here we
fill this hiatus by presenting an extensive parallel between
the acoustic emissions of plastic sheets and earthquakes
laws. Specifically, we characterize: i) the energy distribu-
tion (the Gutenberg-Richter law), ii) the recurrence times
between events with energy larger than a lower bound (the
unified scaling law) and iii) the sequence of aftershocks
and foreshocks events (Omori’s, B˚ath’s, and the produc-
tivity law) for the cracking noise that plastic sheets emit
after crumpled. In the following, we describe the exper-
iments used to obtain the acoustic emissions, the data
analysis, and some concluding remarks.
Experiments and Data Acquisition. – In the
experiments, plastic sheets (made of biaxially oriented
polypropylene) with thickness of 21.0± 0.1 µm, density of
1.1±0.1 g/cm3, and area of 6.00±0.01 m2 (1.0 m × 6.0 m)
are crumpled to form a compact ball (by hands and as
small as we could make it – radius around 8 cm). This
configuration is kept for about 5 s. The ball is then re-
leased and starts to unfold and produce acoustic emis-
sions, which are recorded by a microphone (Shure Mi-
croflex MX202W/N) positioned ∼30 cm from the center
of the crumpled sheet, with a sampling rate of 48 kHz.
Plastic sheets of this size emit sound for about 40 min
and partially restore their original form (around 1/3 of
their initial area) after the end the acoustic emissions.
Figure 1(a) shows the sound amplitudes A(t) (rescaled
the saturation limit Amax = 215 − 1) recorded during a
particular experiment. In all experiments, sound card
and preamplifier gains were constant and the same. This
values were adjusted in order to not saturate the micro-
phone and keep the maximum sound amplitude during the
recordings in around Amax/2. An event i is identified by
a starting time tinii and ending time tendi . These times
are obtained by analyzing the normalized sound intensity
I(t) = A(t)2/max[A(t)2]. Specifically, tinii is defined as
the time for which I(t) initially exceeds a threshold Imin,
and tendi is defined as the time for which I(t) stays below
Imin for more than ∆t units of time. The energy of an
event i is calculated via Ei = ∫ tenditinii I(t)dt (integrate in
time-steps of minutes) and the location time associated to
this event is ti = (tendi + tinii)/2.
Our results are based on experiments with 16 samples
and for Imin = 5 × 10−4 and ∆t = 0.025 s. We empirically
verified that these values correctly identified the events af-
ter dropping the initial 30 s of the recordings (there are
several overlapping events at the beginning of the record-
ings, a fact that can be verified by studying the duration
of the events). We have further verified that very similar
results are obtained for Imin from 10
−4 to 2 × 10−3 and
∆t from 0.025 s to 0.2 s. We further observe that the
acoustic emissions are not stationary (as one can observe
directly from Fig. 1(a)); in fact, the rate of activity r(t),
defined as the number of events per minute, decays ap-
proximately as a power-law function of time t, r(t) ∼ t−η,
with η = 1.37 ± 0.02 as depicted in Fig. 1(b).
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Fig. 1: Typical behavior of acoustic emissions of crumpled
plastic sheets. (a) Normalized sound amplitudes A(t)/Amax
obtained in a particular experiment (Amax = 215−1 is the satu-
ration limit). The emissions occur as discrete events (the inset
shows one event) of varied sizes. (b) Evolution of the rate of
activity r(t), that is, the number of events per minute for all
samples. The dots are window average over all samples and
error bars stand for 95% bootstrap confidence intervals. No-
tice that r(t) is non-stationary and decays approximately as a
power law (r(t) ∼ t−1.37, for t > 1 min).
Data Analysis. – Gutenberg-Richter Law. We start
by calculating the energy distribution. This aspect was
also investigated by Kramer and Lobkovsky [32] and by
Mendes et al. [33] for plastic sheets, where power-law dis-
tributions were reported for the energies, compatible with
the Gutenberg-Richter law. On the other hand, Tsai et
al. [37] have recently argued that the Zipf-Mandelbrot dis-
tribution is a better fit for the energy distribution of sin-
gle crumpled sheets composed of aluminum, high-density
polyethylene, or A4 copy paper. For our data, we com-
pare four candidate distributions: log-normal, power law,
Weibull, and Zipf-Mandelbrot via Akaike information cri-
terion. As in Tsai et al. [37], the Zipf-Mandelbrot distri-
bution, P (E) ∝ (E + ε)−β (ε and β are the model pa-
rameters obtained via maximum likelihood), is the best
model for all samples. The same conclusion is obtained
by likelihood-ratio tests and the Kolmogorov-Smirnov test
cannot reject the Zipf-Mandelbrot hypothesis at a confi-
dence level of 99%. Figure 2(a) shows one of the energy
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Fig. 2: The Gutenberg-Richter law. (a) The circles show the energy distribution P (E) (in units of inverse of sound intensity
times minutes) calculated with data from one experiment (sample #5). The continuous line is the adjusted Zipf-Mandelbrot
distribution, P (E) = [(β − 1)εβ−1]/[E + ε]β , with β = 1.55 ± 0.07 and ε = (2.0 ± 0.7) × 10−9 obtained via maximum likelihood
method. The p-value of the Kolmogorov-Smirnov test is 0.19, indicating the Zipf-Mandelbrot hypothesis cannot be rejected
from data. Very similar agreements are obtained for all samples, in particular, all p-values are larger than 0.05. Probability
distributions of the values of (b) ε and (c) β over all samples. The average values (indicated by vertical lines) and the standard
deviations of these parameters are shown in the plots. Panel (d) shows the tail of the energy distribution (E > E∗, with
E∗ = Emin = (1.32 ± 0.02) × 10−8), that can be approximated by a “pure” power-law, P (E) ∝ E−β′ , with β′ = 1.59 ± 0.04,
and panel (e) illustrates how the maximum likelihood estimation of β′ depends on the lower energy cutoff E∗. The horizontal
line indicates the value of β′ that minimizes the Kolmogorov-Smirnov statistic. (f) Probability distribution of β′ over all
samples. The average value of β′ (indicated by a vertical line) and its standard deviation are shown in the plot. The probability
distributions for the parameters ε, β and β′ are kernel density estimation with bandwidth given by Scott’s rule.
distributions and the Zipf-Mandelbrot fit, where a good
agreement is observed. Figures 2(b) and 2(c) show the
distributions of the fitting parameters (β and ε) over all
samples. We observe that β is characterized by an aver-
age value of β¯ = 1.62 with standard deviation of σβ¯ = 0.06,
and that ε has an average of ε¯ = 1.24 × 10−9 and standard
deviation of σε¯ = 0.44×10−9. As it also discussed in Tsai et
al. [37], deviations from a pure power-law distribution may
be partially explained by the attenuation of sound inten-
sity caused by the multiple layers that a crumpled ball
contains. In our case, sound attenuation may be further
caused by the increasing distance of ends the sheets from
the microphone as the experiment advances (usually vary-
ing from 0.3 to 1 meter). Under this hypothesis, one may
expect the energy distribution to be non-stationary; how-
ever, we find no clues of this behavior in the energy time
series. In particular, we have observed that the form of
the energy distribution practically does not change along
the experiment and that the β is also constant over time.
Despite the Zipf-Mandelbrot model being a better fit for
the energy distributions, a more direct comparison with
the Gutenberg-Richter law is obtained by fitting a power
law to the tails of the energy distributions, that is, con-
sidering only energies larger than E∗. The best value for
E∗ can be obtained through the Clauset et al. [38] ap-
proach for fitting power laws. This method basically con-
sists of adjusting (via method of maximum likelihood) a
power-law distribution, P (E) ∝ E−β′ for E > E∗ (β′ is
the power-law exponent), for a range of E∗ values and
choosing the best E∗ = Emin as the one that minimizes
the Kolmogorov–Smirnov statistic. Figure 2(d) shows
the tail of the energy distribution estimated by the pre-
vious approach, where Emin = (1.32 ± 0.05) × 10−8 and
β′ = 1.59 ± 0.04, and Fig. 2(e) shows β′ versus E∗, both
for sample #5. We notice that β′ has a systematic in-
creasing trend with the values of E∗ (similar behavior is
observed for all samples). This behavior agrees with the
Zipf-Mandelbrot hypothesis (since it bends downward for
small E), but differs from the results reported for earth-
quakes and fracture of materials. For earthquakes, β′
versus E∗ usually displays an initial increasing trend fol-
lowed by a decreasing trend [2]; whereas an approximated
plateau is observed for fracture of materials [23, 27]. Fig-
ure 2(f) shows the distribution of β′ (for E∗ = Emin) over
all samples, where we observe that β′ has an average value
of β¯′ = 1.59 and a standard deviation of σβ¯′ = 0.04 (values
that are similar to the ones reported for β). This aver-
age value is close to the ones reported for earthquakes
(β′ ≈ 1.67 [1, 2]) and greater than those observed for
fracture of materials (e.g. β′ ≈ 1.40 for Vycor [23] and
wood [26], β′ ≈ 1.45 for bamboo, and β′ ≈ 1.30 for char-
coal [27]).
Recurrence times between events. A recurrence time
τ is defined as the time interval separating two acous-
tic events with energy larger than Emin. For earthquakes,
Corral [4,5] proposed that the distributions of τ (for differ-
ent values of Emin) collapse onto single curve (that is, they
are self-similar) after multiplying the recurrence times by
the rate of seismic activity r (number of events per unit
of time), a fact that was later explained by Saichev and
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Fig. 3: Recurrence times between events. (a) Each curve shows
the probability distribution P (τ) for the recurrence times τ (in
minutes) with E > Emin for a particular sample (sample #5).
The color code refers to the values of Emin. Panel (b) shows the
same distributions when considering the rescaled recurrence
time, τ ′ = ⟨r⟩ τ , with ⟨r⟩ being the average rate activity (num-
ber of events per unit of time). The asterisk marks show the
distribution after aggregating the all values of τ ′ for different
Emin. The vertical line indicates the beginning of the power-
law regime (τ ′min = 0.013 ± 0.002) and the dashed line shows
the adjusted power law with γ = 1.42 ± 0.01. Similar plots are
observed for all samples. (c) Probability distribution (kernel
density estimation with bandwidth given by Scott’s rule) of γ
over all samples. The average value of γ (indicated by a vertical
line) and its standard deviation are shown in the plot.
Sornette [6] as an emergent property of aftershock super-
position (see also [7]). The functional form of P (τ) is
usually approximated by a power law when r is time de-
pendent, and by a gamma distribution when r is nearly
stationary. For instance, P (τ) was found to follow power
laws for the cracking noise of a porous material under com-
pression [23], whereas a gamma distribution describes the
recurrence times between acoustic events in charcoal sam-
ples under irregularly distributed internal stresses [27]. In
paper peeling experiments [36], an analysis of the recur-
rence time distribution with Emin = 0 found an approxi-
mate power-law regime that is dependent on the driving
forces.
For our experiments, Fig. 3(a) shows the distributions
of recurrence times τ for a sample and for several values
of Emin. Figure 3(b) shows the same distributions after
rescaling the recurrence times τ by the average rate ac-
tivity ⟨r⟩, where a good collapse is observed. We further
note that the collapsed distributions seem to decay as a
power-law function, that is, P (τ ′) ∼ (τ ′)−γ , with τ ′ = ⟨r⟩ τ
being the rescaled recurrence times and γ the power-law
exponent. In order to verify the power-law hypothesis, we
have aggregated the values of τ ′ for all values Emin and
applied the procedure of Clauset et al. [38] for each sam-
ple. The p-values of the Kolmogorov–Smirnov test are all
larger than 0.05, indicating that the power-law hypothesis
cannot be rejected for any of the samples. The value of
τ ′min (where the power-law regime begins) and the power-
law exponent γ are also shown in Fig. 3(b) for a particular
sample. Very similar behaviors are observed for all sam-
ples, and the distribution of γ over all samples is shown
in Fig. 3(c). The average of γ is γ¯ = 1.39 and its stan-
dard deviation is σγ¯ = 0.06. This behavior differs from
earthquakes where a crossover between two power-laws is
usually observed [4, 5]. As discussed by Touati et al. [7],
this crossover results from the mixture of correlated after-
shocks (at short times) and independent events (at large
times) related to the spatial heterogeneity of earthquake
occurrence, an situation that appears only when recur-
rence times are evaluated in different spatial windows. An-
other mechanism that yields two power-law regimes is the
temporal evolution in the activity rate. In this case, an
initial power-law decay with exponent close 1 (due the
Omori’s law) followed by a second power-law decay with
exponent 2 + 1/η is expected when the activity rate is a
power law function of time (r(t) ∼ t−η) [23]. For our case,
one would expect a second exponent around 2.7, a much
larger value than the observed ones. On the other hand, as
discussed by Saichev and Sornette [6], the power-law form
of P (τ ′) and its scaling behavior is only an approxima-
tion of a more complex behavior (a mixture of power-laws
and exponential decays) directly related to the Gutenberg-
Richter and Omori laws.
Omori’s Law. Our next step has been to define the
mainshock events and the sequence of aftershocks for
studying the Omori’s law. Similarly to other acoustic
experiments on material fractures [23, 27], we consider
as mainshocks all events with energy Ems in the range[10j ,10j+1] (with j = −8.75,−8.50,−8.25, . . . ,−6.75) and
sequences of aftershocks are defined as the events that fol-
low a mainshock until an event with an energy larger than
the energy of mainshock is found. By using these defini-
tions, we calculate the average aftershock rates Ra(tms)
(that is, the number of aftershock per unit of time) as
a function of the elapsed time since the mainshock (tms)
for each energy window. Figure 4(a) shows these rates
for each energy window for a given sample. These re-
sults reveal a clear tendency to follow the Omori’s law,
that is, the aftershock rates show a robust power-law de-
cay, Ra(tms) ∼ t−pms, that holds for about four decades.
The power-law exponent estimated from this sample is
p = 0.88 ± 0.03. The distribution of p over all samples is
shown in Fig. 4(b), where we find that p has an average
of p¯ = 0.87 and a standard deviation of p¯ = 0.03. These
values are slightly smaller than those reported for earth-
quakes (p ∈ [0.9,1.5] [9]) but close to those reported for
fracture experiments [13,23]. The same picture is observed
for foreshock rates, with values of p indistinguishable from
the aftershock analysis, as shown in Figs. 4(c) and 4(d).
Productivity Law. Still analyzing the sequence of after-
shocks, we quantify the productivity law that measures
how the number of aftershocks (Na) triggered by a main-
shock increases with mainshock energy (Ems). A power-
law relationship, Na ∼ Eαms, with α ranging from 0.7 to
p-4
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Fig. 4: The Omori’s law for aftershocks and foreshocks. (a)
Each colorful curve (and mark) shows the number of after-
shocks per unit of time (aftershock rates), Ra(tms), as a func-
tion of the time to mainshock, tms (in minutes), for a given
energy window and for one sample (sample #5). The num-
ber of sequences in each energy window (and the window as
well) is shown in the plot. The black dots are window aver-
age values over all curves and the error bars stand for 95%
bootstrap confidence intervals. The dashed line is a power law
adjusted (via ordinary least squares method) to the average
Omori decay, where the power-law exponent p = 0.88 ± 0.03
is also shown in the plot. (b) Probability distribution (kernel
density estimation with bandwidth given by Scott’s rule) of the
power-law exponents p over all samples; the average value of
p (indicated by a vertical line) and its standard deviation are
shown in the plot. Panels (c) and (d) show the same analysis
for the foreshock rates, Rf(tms), where a quite similar behavior
is observed.
0.9 was observed for earthquakes [10], and also reported
for material fractures. For instance, the same relationship
with different exponents was found for creep in ice single
crystals [15] (α ≈ 0.6), porous material under compres-
sion [23] (α ≈ 0.3) and charcoal under internal stresses [27]
(where two power-law regimes appear: α ≈ 0.3 for small
Ems and α ≈ 0.8 for large Ems). By employing the same
definitions for mainshocks and aftershocks used in the
Omori’s law, we count the number of aftershocks Na(Ems)
triggered by a mainshock of energy Ems, in each sample.
Figure 5(a) shows the relationship between Na and Ems
on log-log scale for a given sample, where each gray dot is
related to an aftershock sequence. Very similar behavior is
observed for all samples. Despite the scattering, a statisti-
cally significant relationship is observed (Pearson correla-
tion 0.47, p-value < 10−16). This relationship becomes even
more evident when calculating the window average values
of these data (red dots), where the tendency to follow a
power law with an exponent α = 0.44 ± 0.02 is clear and
holds for around two decades. Figure 5(b) shows the prob-
ability distribution of α over all samples, where an average
value of α¯ = 0.54 and a standard deviation of σα¯ = 0.05 are
observed. As in earthquakes and material fractures, this
behavior indicates that aftershock triggering results from
the stress redistributions.
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Fig. 5: The productivity law and the B˚ath’s law. (a) The
relationship between the number of aftershocks Na and the
energy Ems of the triggering mainshock on log-log scale. Each
gray dot represents a sequence of aftershocks (as defined in the
Omori’s law) occurring one a particular sample (sample #5)
and the red dots are window averages values (error bars stand
for 95% bootstrap confidence intervals). The dashed line shows
the adjusted power-law relationship, Na(Ems) ∼ Eαms, with α =
0.44 ± 0.02. (b) Probability distribution of α over all samples;
average (indicated by a vertical line) and standard deviation of
α are shown in the plot. (c) Average difference in magnitude⟨∆M⟩ between the mainshock and its largest aftershock as a
function of the mainshock energy Ems (on lin-log scale). The
blue dots are averages over all sequences in a given energy
windows for one sample (sample #5) and the error bars are 95%
bootstrap confidence intervals. The dashed line indicates the
usual B˚ath’s law predictions for earthquakes (⟨∆M⟩ = 1.2) and
the continuous line is the adjusted plateau (⟨∆M⟩ = 0.54±0.05).
(d) Probability distribution of ⟨∆M⟩ over all samples; average
(indicated by a vertical line) and standard deviation of ⟨∆M
are shown in the plot. All probability distributions are kernel
density estimation with bandwidth given by Scott’s rule.
B˚ath’s Law. Finally but still on the sequence of af-
tershocks, we focus on the B˚ath’s law. This empirical
law [11] predicts that the average difference in magnitude
(logE) between a mainshock and its largest aftershock is
independent of the mainshock energy and approximately
equal to 1.2. Despite the universal character occasion-
ally ascribed to this empirical law, it is only valid under
very strict conditions that are not often observed in real
data [12]. To study this law in our data, we calculate
the difference ∆M = logEms − logEla (here Ela is the en-
ergy of the largest aftershock in a given sequence) as a
function of Ems for all aftershock sequences (defined as in
the Omori’s law) obtained from each sample. Figure 5(c)
shows the average value of this relative difference, ⟨∆M⟩,
as a function of the mainshock energy Ems for a given
sample. The results show that ⟨∆M⟩ is practically inde-
pendent of Ems and well approximated by the constant
plateau ⟨∆M⟩ = 0.54 ± 0.05 for this sample. Figure 5(d)
shows the probability distribution of this plateau value
over all samples, where an average of ⟨∆M⟩ = 0.53 and
standard deviation of σ⟨∆M⟩ = 0.04 are observed. This av-
erage value is much lower than the predictions of the orig-
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inal B˚ath’s law, which is not surprising under the findings
of Helmstetter and Sornette [12]. By using simulations
of the epidemic-type aftershock sequence (ETAS) model,
they show that ⟨∆M⟩ is dependent on both β′ (of the
Gutenberg-Richter law) and α (of the productivity law);
roughly speaking, ⟨∆M⟩ is expect to decrease with β′ and
the shape of ⟨∆M⟩ versus Ems is mostly controlled by
α. They further observe that ⟨∆M⟩ does not vary signif-
icantly with the mainshock energy only for α < β′, which
is in agreement with our results.
Conclusions. – In summary, we reported on an ex-
tensive characterization of the acoustic emissions in exper-
iments with crumpled plastic sheets focusing on a compar-
ison with the most fundamental seismic laws. The par-
allel discussed here fills a hiatus between studies about
Gutenberg-Richter law and other seismic laws that had
not been reported yet (Omori’s, B˚ath’s, and the produc-
tivity law). We verified that these fundamental laws also
emerge in the process of uncrumpling plastic sheets. How-
ever, the parameters of these laws are (in most cases) dif-
ferent from those observed for earthquakes and fracture
experiments, revealing that the acoustic emissions of un-
crumpling processes have unique features, which may trig-
ger other investigations with different materials and con-
ditions as well as be useful for comparing models. Finally,
we believe that the technical simplicity of these uncrum-
pling experiments ally with more complete investigations
may contribute to a better understating of the mecha-
nisms underlying the complex behavior of systems that
emit cracking noises.
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