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ABSTRACT 
We provide an elementary proof of Fulkerson’s theorem which gives the per- 
mutation matrices as extreme points of a certain unbounded convex polyhedron. An 
adaptation of the proof aLso establishes an analogous feasibility theorem for network 
flows which has Fulkerson’s theorem as a corollary. 
1. INTRODUCTION 
It is well known that the permutation matrices are the extreme points of 
the non-negative, doubly stochastic matrices. In [3] Fulkerson showed that 
the permutation matrices are also the extreme points of an unbounded 
convex polyhedron of n x n matrices. The result came as one consequence of 
a fairly involved analysis of blocking polyhedra, and it is reasonable to expect 
alternative methods might give a simpler proof. In fact Cruse [l] proved 
Fulkerson’s theorem using linear programming duality and in addition cited 
the referee of [l] as observing that the theorem follows from the symmetric 
supply-demand theorem of network flow theory [2, Theorem 2.11, a result 
which also was established by duality arguments. 
In this note we provide a rather elementary, analytic proof of Fulkerson’s 
theorem, a proof which does not use duality in any explicit way. (An even 
more straightforward approach was used by O’Neil [S], but there is a serious 
gap in the proof, a fact noted in [S].) Interesting aspects of our approach are 
that the integer case can be deduced from the real case, and that essentially 
the same techniques also serve to prove the network feasibility theorem due 
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to Gale [4] (a theorem which is equivalent to the symmetric supply-demand 
theorem), again without recourse to duality arguments. 
2. FULKERSON’S THEOREM 
In this section we deal with non-negative m x n matrices. M ={ 1,2,. . . ,m} 
is the set of row indices and N= { 1,2,. . . , n} the column indices. r (c) is a 
non-negative m-vector (n-vector) with XT(~) = zc( j) = t. We use & = @(r,.s) 
to denote the set of m X n matrices A such that 
A(i,j) > 0, (14 
TA(i,j) = r(i), i EM, (lb) 
TAji,j) = c(j)> iEN. 
Note that @ is non-empty, since it always contains Ai: 
A,(i,j) = r(i)-c( j)/t. 
(14 
(2) 
To simplify the notation let A(z,J)=CiEl~i~,A(i,j), where ZCM and 
J c N. Thus (lb) and (lc) can be expressed as A(i,N)= r(i) and A(M,j)= 
c( i), while by analogy the compatibility between r and c is r(M) = c(N) = t. 
Next let T denote the set of m X n matrices T with 
T&j) > 0, (3a) 
T(Z,J) 2 r(z) + c(J) - t for every I c M, J c N. (W 
The key to our approach is the observation that for every A E @ 
A(z,z)-A(V) = r(~)+~(z)-t, (4) 
where the bar denotes complementation with respect to the appropriate set 
of indices. Thus (3) can be replaced by 
T(q) > 0, (3’4 
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T(M) 2 A(U) -A(I;j) foreveryZcM,JcNandanyAE&. 
(3’b) 
We can now state 
THEOREM 1. 9 = & + C?, where C!? is the set of non-negative m X n 
matrices. 
Proof. If T=A + P, then (3’) is immediate. Conversely let T ET. For 
each A E & define 




a(A) = card {(i,j):A(i,j)>T(i,j)}. (6) 
Since @ is compact in the usual metric topology on R” and p is continuous, 
m, = inf{ p(A) : A E @ } is attained, and thus there exists an A, E @ with 
p(A,)=m,, and such that a(A,) is maximal among all A with p(A)= ma. 
In what follows we will modify a matrix A E @ by defining a new matrix 
A’ to be A except on four entries which are changed by 
(A(i,j),A(i,Z),A(k,j),A(k,Z))-t(A(i,j)-&,A(i,Z)+&,A(k,i)+E,A(k,Z)-E). 
TO simplify the discussion such a transformation will be called an e-change 
on (i,k,j, Z). Note that if O<E < min(A(i,j), A(k,Z)), the new matrix is also in 
&. 
Now if ma = 0, then T >A,, and there’s nothing to prove. Hence assume 
m, > 0 and define I, = { i : A,( i, j) > T( i, i), some i EN} and Ji = { i : A,( i, j) > 
T(i,j), some IEM}. Suppose i#k, j#Z, and A,, is bigger than Tat both (i,i) 
and (k, 2). Then for small E, an e-change on (i, k, i, I) either reduces p or keeps 
p fixed and increases u, unless A, is also bigger than T at both (i, I) and (k, i). 
From this observation it follows that {(i, i) : A,( i, i) > T( i, j)} = I, x J,. 
Next let Zz = { i : A,,( i, j) = T( i, j), all i E Zr}. Since (3) implies T(i, N) > r(i), 
it follows that .Za = (Zi U _Zz) #RI, so that for every j E .Za there exists i E I, with 
A,( i, j) < T( i, i). Now suppose k E I,, Z E&, and A,(k, I) is positive. Then we 
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can define iEZ, and j’?J, so that we have A,(i,j)>T(i,j), A,(i,l)<Z’(i,Z), 
Adk i) G T(k i), and A&k, 1) > 0. For small E an E-change on (i, k, i, 1) is 
possible, and L&at will either decrease p or keep p constant and increase 0, a.s 
A,(k,/)<T(k,j) 0’ A,(k,i)= T(k,j). ‘I%’ IS contradicts the choice of A,, and it 
follows that A,( Z1,J3) = 0. But then 
A(W,U.L) -A(&( JluJz)) = A(Z,,J,uJz) > T(Z,,Jlu12), 
contradicting (3’) and establishing the theorem. n 
If m = n and r(i) = c( j) = 1, the above reduces to the characterization of 
the n X n permutation matrices as extreme points of the convex set 9. 
It is also possible to require both 5 and 4? to have integer entries, and 
that is the content of the next result. 
cOROLLA_RY 1. Suppo_se $= 5 n { T : T has integer entries} and similarly 
for & and 9. Then 5=@+9. 
Proof. As before, one direction is trivial, and we assume T E 5. Let A, 
be the real matrix guaranteed by Theorem 1, and suppose A, has fractional 
entries. Then if we could alternately add and subtract E from a cycle of 
fractional entries, so that row and columns sums were preserved, we could 
continuously modify A, until an entry in the cycle became an integer. This 
process wouldn’t affect the non-negativity of A, or the dominance by T, 
which has integer entries, and would show that the number of fractional 
entries could always be reduced. But the existence of such a cycle is easy to 
establish, since each row or column with fractional entries has at least two 
such entries. n 
3. PROOF OF THE NETWORK THEOREM 
We have given a separate proof of Fulkerson’s theorem, since that result 
is of independent interest. However, an adaptation of that proof establishes 
the more general network feasibility theorem mentioned in Sec. 1. To set the 
context, let S be the set of both row and column indices, and assume S is the 
disjoint union of L, M, and N. In network terminology L, M, and N 
represent the transshipment, source, and sink nodes, respectively. Without 
loss of generality it may be assumed that r(M) = c(N) as before. Then let 
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?i3 = 3 (r, c) be the set of s X s matrices B given by 
B (i,i) > 0 (74 
B(i,S)-B(S)) =o, iEL (W 
B (i,S) - B (s,i) = r(i), iEM (74 
B(S,j)-B(j,S) = c(j), iEN. (74 
Note that any matrix in & can be extended to a ‘%-matrix. As an 
example, define B, as the A, of (2) on M X N and zero everywhere else. Thus 
in particular 3 #0. 
Next let % be defined as s X s matrices, U, with 
U(i,j) > 0, (84 
U(X,x) > c(NnX) - r(MnX) for any X C S. (8b) 
Again we compute that any B E 95 satisfies B (X,x) - Z3 (x, X) = c( N n x) - 
r(M n X), so that (8) is equivalent to 
U(i,j) Z 0 @a) 
U(X,X) >B(X,X)-B(KX), for any X c S and B E 3. 
(8’b) 
THEOREM 2. G2t = 3 + 9, where 9 now denotes the set of rwn-nega- 
tive s X s matrices. 
Proof. Again one direction is trivial. Then let U E % and p and u be as 
before. Although ‘% is not compact, we need only consider the non-empty 
compact subset %?I n {B : B(i, i) < E + p(B,) + U( i, i)}, where B, was defined 
above. Restricting our attention to that compact subset, we can define Z3, as 
before: p(B,) = m,, a(&,) is maximal, and we assume m,, > 0. 
Theproofthat{(i,j):B(i,j)>U(i,j)}isarectangleZXIisthesameasin 
Theorem 1. Note that, since Z?, can be reduced to zero on any point on the 
diagonal without violating (7), we must have Z n J = 0. Furthermore if i E I, 
~EJ, a change of (B,(i,j),B,( i,i))+(B,(i,j) - E,&( j,i) - E) reduces p while 
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leaving (7) intact, provided E < min( B,( i, i), B,( j, i)). We conclude that 
B&J, Z) = 0. 
Letting K = (I U J) we will obtain a contradiction to (8’) by looking at 
B,(ZuK,J)-B,(J,ZuK). T o obtain that, we need two other s-changes 
which respect (7). Let iEZ, ~EJ, and k E K. Then B,(i,j) >U(i,j), Z&(&k) < 
U(i, k), and suppose B,( j, k) >O. It is then easy to see that for small E, 
(B&i,/), &(i,k), &,( i,k))+(Z$,(i,j) - e, Bo(i,k) + s, Bo(j,k) - s) both re- 
spects (7) and contradicts the definition of Bo. That gives B,(J,K)=O. 
FinaIIy, if B,( k, j) < U( k, j), the change 
also respects (7) and contradicts the definition of B,. This gives Z?o(K,J) = 
U(K,J), and we are at the last step: B,(ZUK,J)-B,(J,ZUK)=Z?,(Z,J)+ 
B,(K,J) > U(Z u K,J), which contradicts (8’) with X= Z u K. n 
AS before, the case of integer entries can be deduced from the real case. 
COROLLARY 2. Let all matrices have integer entries and %, 61, and 6? 
denote the corresponding sets. Then % = & + 3. 
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