Abstract. In the paper a stochastic control model is studied, that admits a diffusion approximation. In the prelimit model the disturbances are given by noise processes of various types: additive stationary noise, rapidly oscillating processes, and discontinuous processes with large intensity for jumps of small size. We show that a feedback control, that satisfies a Lipschitz condition and is δ−optimal for the limit model, remains δ−optimal also in the prelimit model. The method of proof uses the technique of weak convergence of stochastic processes. The result that is obtained extends a previous work by the authors, where the limit model is deterministic.
1. Introduction 1.1. Problem statement and formulation of the main results. The theory of optimal control of diffusion processes has a known history and is presently well developed. One of the main tools is the Bellman equation, which allows to obtain theoretically (see [2] , [5] , [7] , [9] ) as well as computationally (see [15] ) the optimal control. In the case when the noise is not given by a Wiener, but by a general discontinuous process with independent increments, the Bellman equation, instead of being a second order nonlinear partial differential equation, becomes an integro-differential equation (see e.g. [18] ). The situation complicates further for general noises, since then the controlled process looses its Markovianity even for Markovian controls.
In the latter case it is reasonable to find approximate models, which retain the essential properties of the physical model, in the sense that the optimal control for the approximating model, when applied to the physical model, still remains a "good" control. In a previous paper [17] we have considered the case when the physical model can be approximated in the above sense by a deterministic control model. In the present paper we pursue the same goal with the approximating problem involving a controlled diffusion. Following [11] , [12] , [13] we embed the physical system into a family of similar "prelimit" systems, indexed by a small parameter such that, when this parameter tends to zero, one obtains the "limit" system. The guideline in formulating our prelimit models is to consider the vastest possible class of physical systems, which in the limit can be approximated by a suitable extension of the classical linear-quadratic control problem (LQG).
In defining the dynamics of our prelimit models we consider, besides additive noise disturbances (wideband noises and martingales), also a fast fluctuating process that contaminates some of the coefficients in the model, as well as noises inducing singularly perturbed processes (see e.g. [3] , [14] and the more recent paper [19] ).
More precisely, we consider a family of controlled stochastic processes X ε t , indexed by a small parameter ε > 0, whose dynamics are given by dX ε t = [a 0 (t, X ε t , ξ t/ε ) + a 1 (t, X ε t ) u ε t ]dt + b 0 (t)[ε −1/2 η t/ε ]dt + b 1 (t, X ε t− , ξ t/ε )dM ε t (1.1) with fixed initial condition X ε 0 = x 0 . Here, ξ t/ε is a fast fluctuating external disturbance process, ε −1/2 η t/ε is an additive wide bandwidth noise, M ε t is a martingale, and u ε t is the control process.
With each control u ε we associate the finite horizon cost functional
where the inf is taken over the class of admissible controls (see definition 2.1 in section 2).
The limit model has dynamics given by a controlled stochastic differential equation subject to the same initial condition X 0 = x 0 , and with coefficients derived from those of the prelimit models, namely dX t = [A 0 (t, X t ) + a 1 (t, X t )u t ]dt + B(t, X t )dW t (1.3)
Here, W t is a standard Brownian motion, u t the control, and A 0 (t, x) = a 0 (t, x, y)λ(dy) B 2 (t, x) = σ where λ(dy) is the invariant measure of the external disturbance process ξ t , σ 2 0 is the asymptotic intensity of the quadratic variation of the martingale M ε t , σ 2 1 = 2 ∞ 0 Eη t η 0 dt. Similarly to the prelimit models, with each control u t we associate the cost functional
[p(t, X t ) + q(t, u t )]dt + r(X T ) J 0 = inf u J(u) (optimal cost), (1.5) where, as before, the inf is over the class of admissible controls. We first recall a few standard notions and give the definition of asymptotic optimality that we shall use in this paper. We start with the notion of a feedback control, which is a functionû(t, x [0,t) ) (withû(0, X [0,0) (ω)) =û(0, x 0 )) of the time variable t and of the trajectory up to time t of a generic process x s namely, for the limit model u t (ω) = u(t, X [0,t) (ω)), where X t is a solution of (1.3) and, analogously for the prelimit model, u ε t (ω) =û t (X ε [0,t) (ω)). A feedback control is called Markov ifû(t, X [0,t) ) =û(t, X t− ). The next notion is that of a δ-optimal control, which is a control such that
where δ is a small arbitrary positive real. Finally, we give the following Notice that, even if in the prelimit model we allow u ε t to depend on ε, in the above definition we use one and the same feedback control function u(t, x [0,t) ).
The main results of the paper are stated in the following two theorems that will be shown to hold under the assumptions given in Section 2. Theorem 1.1. The optimal cost J 0 is a lower bound for the asymptotical lower bound of the prelimit optimal cost, i.e. lim inf ε→0 J ε 0 ≥ J 0 . Theorem 1.2. If there exists an optimal (δ-optimal) Lipschitz feedback control for the limit model , then this same control is asymptotically optimal (δ-optimal). The statement remains true in the particular case of Markov controls.
1.2.
Methodology and relations with the existing literature. The general methodology for determining an asymptotically optimal control for the given class of prelimit stochastic control models is rather standard and well known. It consists in identifying a limit model. Weak convergence techniques are then used to show the convergence of the pair X ε t , t 0 u ε s ds to the limit pair X t , t 0 u s ds and to establish the structure of the limit model, where X t is the controlled process and u t the control, both connected via a stochastic differential equation. Furthermore, under uniform integrability, this same technique implies the convergence of the prelimit cost functionals to that of the limit model. These results allow to show the asymptotic optimality (δ-optimality) of the control obtained from the limit model.
While simple in its logic, the asymptotic optimality approach requires a considerable amount of sophisticated tools for its implementation. The real issue is to find a suitably large class of prelimit models that admit an asymptotic optimality result.
This general problem setting has been studied extensively in the works by H.Kush-ner and coauthors. Here we refer in particular to the book [11] , and to [12] , and [13] , in which various technical difficulties are avoided by making somewhat restrictive assumptions.
In this paper we follow the same aim, but with a different methodology that allows us to enlarge considerably the class of prelimit models:
1. the control values and cost functionals may be unbounded; 2. the structure of the minimizing controls may vary with ε (in this context see the Remark after Theorem 8.1 in [13] , where such a possibility is excluded); 3. we are able to apply weak convergence techniques also without necessarily introducing relaxed controls (for the latter see e.g. [6] ); 4. in addition to wide-band-type noise we consider also additive noise described by general discontinuous martingales; 5. the coefficients in the dynamic models of the prelimit problems may be contaminated by a fast fluctuating process, similar to singularly perturbed stochastic control problems (see e.g. [3] , [14] ).
We finally add that, despite of some similarities in the setup of the problem with that in [11] , [12] , and [13] , our results do not follow from them. We study different models, under different assumptions, and with a different methodology.
1.3.
Outline of the paper. The structure of the paper is as follows: in section 2 we state the assumptions on the model dynamics, the cost function, and the noises. The proofs of the two main results, stated in the Introduction, are given in Section 6. They are based on auxiliary results, that are stated and proved in Sections 3, 4, and 5, with all the technical details of the proofs deferred to section 7. We remark that the auxiliary results of the sections 3-5 are interesting in their own right. More specifically, in Subsection 4.2 we prove the existence of an optimal feedback control for the limit model, and in Subsection 4.3 we give conditions for existence of δ-optimal Lipschitz and Markov controls in the limit model.
Main Assumptions and Notations
Generic constants will be denoted by . For a random variable ζ and p ≥ 1 we shall put
For each ε ∈ (0, 1] the stochastic processes ξ t/ε , η t/ε and the martingale M ε t are supposed to be defined on the stochastic basis (Ω, F, (F ε t ) t≥0 , P ) subject to the general conditions (e.g., see [8] or [16] ).
The conditions we impose on the functions that are involved in the description of the dynamics of the prelimit model are as follows.
(A.1): a 0 (t, x, y), a 1 (t, x), b 1 (t, x, y) are continuous functions and b 0 (t) is continuously differentiable.
2): p(t, x) and r(x) are continuous non negative functions. There exists a constant
The measure of jumps of the martingale M ε t has the compensator ν ε (dt, dz) = K ε (t, dz)dt with sup t≤T |z| 2n * K ε (t, dz) ≤ , where n * is the smallest integer greater than 1 + (1 ∨ γ 1 ∨ ζ) (the quantities γ 1 and ζ being the same as in (B.1),(B.2)).
(i) There exists a constant σ 2 0 > 0 such that P − lim ε→0
The process (η t ) t∈R is strictly stationary and ergodic and satisfies Eη 0 = 0, and η 0 2n * < ∞, with n * from (C.1).
(ii) The process η t satisfies the weak dependence condition
The process ξ t is ergodic in the following sense : there exists a probability measure λ(dz) on R such that for any bounded continuous function f (z)
(C.4): For each ε > 0, M ε t and ξ t/ε are G ε t -adapted, where (G ε t ) t≥0 is a σ− field such that F ε t = G ε t ∨ F η t/ε and the process (η t ) does not depend on (G ε t ) t≥0 .
The main objective of the paper is to find a diffusion approximation for the controlled process X ε t . This means that the limiting controlled process X t is not given on an a priori defined stochastic basis and is treated as a weak solution of (1.3). The latter means that, rather than dealing with a fixed stochastic basis, we shall consider different basii (Ω , F , (F t ) t≥0 , P ) with a standard Brownian motion W t with respect to (F t ) t≥0 and an (F t ) t≥0 -adapted control process u t whereby, in defining the cost functional (1.5), the expectation is taken with respect to the measure P .
In this paper the word "control" always stands for admissible control.
Prelimit model. Relative compactness
The admissible control u ε t , involved in (1.1), generates two processes:
where u
, and therefore (1.1) can be rewritten as
The triple (X ε t , U Theorem 3.1. Let the assumptions of Section 2 be satisfied and, in addition,
Then the family (X ε , U ±,ε ), ε ∈ (0, 1) is relatively compact in the metric space ( 
To verify the tightness of X ε we apply the Aldous sufficient conditions (see [1] or, e.g. Ch. 6 §3 in [16] )
where τ is an (F ε t ) t≥0 -stopping time. Both conditions in (3.3) are verified by using (3.2) and the Chebyshev and Hölder inequalities (with γ from (B.1)):
and (with t > s)
Hence (3.3) follows from (B.1). Next show we the first part of (3.4) . To this end, we introduce the following processes
and put X 
Hence (X N,ε, * t
. Using Doob's inequality (see Theorem 1.9.1 [16] ) we obtain
and this in turn leads to the inequality
ds (see the definition of M ε s and (C.1)), we evaluate from above the last term in the right hand side of (3.5). By virtue of assumption (A.2),
2 )ds and so, combining all estimates above, we come to
By the Gronwall-Bellman inequality, E(X
Below, in the proof of Theorem 5.1 (Section 5) we shall show that sup ε E(S ε, * T ) 2n * < ∞, where n * ≥ 1. Consequently sup ε E(S ε, * T ) 2 ≤ const, which in turn allows us to conclude that
Therefore, the first part in (3.4) follows from the already proved first part of (3.3).
To check the validity of the second part in (3.4), in addition to S ε t and M ε t , introduce
and note that, since
, it suffices to check the validity of the second part in (3.4) for each term, excluding the first one, in the right hand side of the last equality. Let Z ε t stand for any of the above five terms. To simplify the verification of lim δ→0 lim sup ε→0 sup τ <T P sup t≤δ |Z ε τ +t − Z ε τ | > ν = 0, we use the already proved first part of (3.4). Then only
has to be checked for every N > 0.
By assumptions (A.2) and (C.1), there exists a generic constant (N ), independent of t and ε such that
±,ε τ | and so the validity of (3.6) follows from the second part of (3.3).
for which the validity of (3.6) will be discussed next.
t . In this case, we use the estimate
and the fact that lim ε→0 ε −1 E sup t ≤T (S t /ε ) 2 = 0 (see 1) in Lemma 7.5 below) which, due to continuous differentiability of the function b 0 (s) (see (A.1)), implies lim ε→0 E sup t ≤T (S S,ε t ) 2 = 0 and, consequently,
t . In this case,
is a F ε t -square integrable martingale with predictable quadratic variation
It is well known (see e.g. Ch. 4, §7 in [16] ) that the process (S
The last fact allows one to apply the LenglartRebolledo inequality (see Ch. 1, §9 in [16] ): for every β, ν > 0,
By statement 3) of Lemma 7.5 for every t we have lim ε→0 ε −1 Ψ t /ε = σ 2 1 t P -a.s. Consequently, by Polya's theorem , sup t ≤T |ε −1 Ψ t /ε − σ 2 1 t | converges to zero P -a.s. as ε → 0 (see e.g. Problem 5.3.2. in [16] ). Therefore, for every β > 0 we get
which, due to the arbitrariness of β, implies the desired property. 6. Let Z ε t ≡ M ε t . Since M ε t is a martingale and, furthermore, a.s.
one can use the estimate
The process
square integrable martingale and one can again apply the Lenglart-Rebolledo inequality: for every β, ν > 0,
On the other hand, due to (A.2) and (C.1), there exists a constant (N ), independent of t and ε and dependent on N , such that
Thus, due to arbitrariness of β, the desired result holds.
The limit model
4.1. Feedback controls. By theorem 3.1 the family (X ε , U ±,ε ) is relatively compact. We shall prove that to each limiting point (X, U ± ) of this family one can associate an Itô stochastic differential equation. Let Q k and Q be probability measures on
, that represent the distributions of (X ε k , U ±,ε k ) and of (X, U ± ) respectively.
The weak convergence of (X ε k , U ±,ε k ) to (X, U ± ) is nothing but the weak convergence of Q k to Q in the metric d × ρ 2 . Denote by Q X the restriction of Q to the Borel σ-field F X , generated by the canonical filtration on
. (Here and in the sequel
are completions of the σ−fields B, F X t with respect to the measure Q X .
Theorem 4.1. Let the assumptions of section 2 hold and let Q k w − → Q. Then there exist an (F Q X t ) t≥0 -adapted process u t such that T 0 |u t |dt < ∞, Q X -a.s., and an (F Q X t ) t≥0 -Wiener process W X t such that the process (X t ) t≤T satisfies the Itô equation (in the case when B 2 (t, x) is degenerate, the original stochastic basis is replaced by an extended one)
where B(t, x) = B 2 (t, x) and A 0 (t, x) and B 2 (t, x) are defined in (1.4).
Remark 1.
Notice that the control u t is (F Q X t ) t≥0 -adapted, namely it is a feedback control.
Proof of Theorem 4.1. We show that (X, U ± ) can be defined on the stochastic basis
. To this end it suffices to show that Q(sup s≤T |∆X s | > 0) = 0, which by Theorem 5.5.1 from [16] (see also the Remark after this theorem) holds true if
and thus it is sufficient to verify the condition of theorem 5.5.1 from [16] only for |∆M ε k s |. The latter follows from (C.1) and the trivial inequality
The next step consists in checking that the continuous stochastic process (
is a Q X -martingale with predictable quadratic variation
ds is a martingale. Note that both M t and Φ t are functions of X, U + and U − , namely M t ≡ M t (X, U ± ) and Φ t ≡ Φ t (X, U ± ).
We shall first show that M t (X, U ± ) and Φ t (X, U ± ) are continuous functions (uniformly in t ≤ T ) in the metric ρ 3 and then use properties of weak convergence. Let (X n , U ±,n ) be a converging (uniformly on [0, T ]) sequence with limit (X 0 , U ±,0 ). Using the obvious upper bound
and Lemma 7.3, we come to
Since the functions M t (X, U ± ) and Φ t (X, U ± ) are unbounded, we cannot use weak convergence arguments straightforwardly. To overcome these difficulties we employ a localization technique : choose an increasing sequence of (F
t is a continuous function of X, U + , U − (uniformly in t ≤ T ) and Θ(X, U ± ) + t is strongly increasing in t, the function τ n (X, U ± ), being the inverse of Θ t (X, U ± ) + t, is also continuous in the same metric (see e.g. Theorem 6.2.3. in [16] ). It follows that for every fixed n the functions M n t (X, U ± ) = M t∧τn(X,U ± ) (X, U ± ) and Φ n t (X, U ± ) = Φ t∧τn(X,U ± ) (X, U ± ) are bounded and continuous (uniformly in t). It is clear that, if for every n, M n t (X, U ± ) and Φ n t (X, U ± ) are local martingales, then the same property is inherited by M t (X, U ± ) and Φ t (X, U ± ). Therefore only the martingale property of M n t (X, U ± ) and Φ n t (X, U ± ) needs to be checked. Thus, without loss of generality one can deal with M t (X, U ± ) and Φ t (X, U ± ) as if they were bounded functions. Let Γ t (X, U ± ) stand for any of those functions. We verify the martingale property according to the definition : for any s < t and any bounded and F Q s -measurable function ϕ(X, U ± ),
In fact, in (4.3) we may take functions ϕ(X, U ± ) that are continuous in the metric ρ 2 .
We verify (4.3) for such funcitons by using the convergence (Y ε k , U ±,ε k ) law − − → (X, U ± ) with a specially chosen process Y ε t such that ∆ ε t = X ε t − Y ε t satisfies P − lim ε→0 sup t≤T |∆ ε t | = 0 (the validity of such a replacement is warranted by Theorem 4.1 (Ch. 1 §4) from [4] ). Suppose Y ε k is chosen. Then, since weak convergence implies
is left to be verified. It is clear that this equality holds, if
and taking into account (1.1) we obtain the linear Itô equation
ds. By Lemma 7.4, P − lim ε→0 sup t≤T δ ε t = 0 and the required property of ∆ ε t holds thanks to Lemma 7.6. Note that, due to the results of Lemma 7.5, the following decomposition takes place 5) where the first integral is a semimartingale while the last is a square integrable martingale. Let
In the case of
− N ε k t is a martingale, one needs to show that
Note that (4.7) implies lim ε k →0 E sup t≤T 2N
= 0. Therefore, it remains only to check that
Due to (4.6) and the independence of M ε t and η ε t (see (C.4)),
k Ψ t/ε k converges a.s. to σ 2 1 t as ε → 0. In the general case, taking into account the continuous differentiability of b 0 (v) (see (A.1)) and integrating by parts, one can obtain that for each t > 0, ε
Moreover, due to Problem 5.3.1. in [16] , this convergence implies the uniform in t convergence on any finite time interval. On the other hand, by Lemma 7.4, we get converges, uniformly in t ≤ T , in probability to zero as ε k → 0. Combining all these results we come to P −lim ε k →0 sup t≤T N ε k t − t 0 B 2 (s, Y ε k s )ds = 0 which, in view of the localization technique, is equivalent to convergence of the corresponding expectations.
Thus, the process X t has the following semimartingale decomposition with respect to (F Q t ) t≥0 :
It also admits the so-called "minimal representation" with respect to the filtration (F Q X t ) t≥0 (e.g. by Theorems 4.6.1 and 4.6.5 from [16] ):
where u t is the (F Q X t ) t≥0 -predictable projection of u t and M t is a continuous (F Q X t ) t≥0 martingale having the same predictable quadratic variation as M t . Hence, applying Doob's theorem one can define, (if necessary on an extended stochastic basis), a Wiener process W X t such that dM t = B(t, X t )dW X t . Proof of the corollary. By Lemma 7.2 we have lim inf
and, since a.s. u t = E u t |F Q X t , due to the convexity in u of the function q(t, u) and the Jensen inequality, we find a.s. E q(t, u t )|F
)) which, together with (B.1), implies the result.
4.2.
Optimal feedback control. In Theorem 4.1 it is shown that the controlled process X t , in the limit model, is a weak solution of Itô's equation (4.1). In this subsection we prove the existence of the optimal feedback control, which allows us to restrict ourselves to feedback controls. t ) t≥0 , Q • the limit controlled process X t is a weak solution of the Itô equation
(4.8)
Proof. Take a minimizing sequence of admissible controls u n t 's: lim n J(u n ) = J 0 . The admissible control u n t generates two increasing processes:
s ds, where u +,n t = 0 ∨ u n t and u −,n t = −[0 ∧ u t ], and therefore the controlled process X n t , corresponding to this control, is defined on the stochastic basis C [0,T ] , B Q n , (F Q n t ) t≤T , Q n and is a weak solution of the Itô equation
The triple (X n t , U ±,n t To verify the tightness of X n we apply the Aldous sufficient conditions (see [1] or, e.g. Ch. 6 §3 in [16] )
where τ is a (F Q n t ) t≥0 -stopping time. It should be noted that (4.11) guarantees tightness in the Skorokhod space with metric d. Nevertheless, since X n t , n ≥ 1 are continuous processes, (4.11) also guarantees tightness in the metric space (C [0,T ] , ρ). To check the validity of (4.10), one can assume without loss generality that sup n J(u n ) < ∞ and so, sup n E T 0 q(t, u n t )dt < ∞. Therefore, the proofs of (4.10) and (4.11) are similar to those of (3.3) and (3.4) respectively.
Let {n k } be a subsequence of {n} such that the triple (X n k , U ±,n k ) converges weakly to a limit (X • , U ±,• ). Repeating details of the proof of Theorem 4.1 and its corollary, one can conclude that the process X • t is a weak solution of (4.8) and lim 
4.3.
Existence of a δ-optimal Lipschitz and Markov feedback control. Theorem 4.2 shows that, independently of whether the diffusion parameter B 2 (t, x) degenerates or not, under the assumptions of Section 2 there exists an optimal feedback control which in general is not Markov. This is weaker than the corresponding statement for the LQG problem where, under the same assumptions, an optimal Markov feedback control exists. On the other hand, for the objectives of this paper we have to make sure that there exists an optimal, or at least δ-optimal, Lipschitz feedback control for the limnit model. In fact, if the optimal control is not Lipschitz but, say, of the "bang-bang" type, then we cannot guarantee existence of a strong solution to (1.1). Furthermore, Theorem 1.2 requires that there exists an optimal (δ-optimal) Lipschitz feedback control in the limit model. In this subsection we show that, under some additional assumptions, in particular the nondegeneracy of the diffusion parameter, there exists a δ-optimal Lipschitz feedback control in the limit model. Furthermore, this control is of a Markov type. (For existence of Markov-type controls see e.g. [10] .) Theorem 4.3. In the context of Theorem 4.2 assume in addition that |u • (t, X [0,t) )| ≤ and that the diffusion parameter is non degenerate, i.e. B 2 (t, x) ≥ 1 > 0. Then, there exists an optimal Markov control defined as:
Furthermore, there exists a Lipschitz δ-optimal Markov control.
Remark 2. (i) When applying the control v • (t, ·)
to the prelimit models, one has to evaluate it at X ε t− . (ii) Existence of a Lipschitz δ-optimal feedback control can be proved under the weaker assumption: 
(see Subsection 7.6 for details). Clearly, J(v • ) ≥ J 0 . To prove that v • is an optimal control, it suffices to show that the opposite inequality J(v • ) ≤ J 0 holds as well. Taking into account that q(t, u) is convex in u and applying Jensen's inequality, we find
We apply now Lemma 7.7 which says that for each non negative function f (x) and any t ≤ T , one has E Q • f (X t ) = E Q f (X t ). Consequently, J(v • ) = J 0 , which yields the required opposite inequality.
To establish existence of a Lipschitz δ-optimal Markov control, apply Lemma 7.7 once more. According to this lemma, there exists a sequence of measures Q j and Lipschitz feedback controls v j (t, X t ), j ≥ 1, bounded by a constant independent of j, such that on the stochastic basis 
Consequently, among the v j , j ≥ 1 one may find a candidate for a Lipschitz δ-optimal Markov control , if lim j J(v j ) = J 0 . In fact, such a candidate is v j δ , where the number j δ is chosen such that J(v j δ ) ≤ J 0 − δ. To check the required convergence, put
and note that this convergence is equivalent to lim j E Q j W j (X) = E Q W(X). On the other hand, since
has to be verified. By Lemma 7.7, the measures Q j , j ≥ 1, converge to Q in total variation norm, which implies the validity of the first part in (4.12) if the family W j (X), j ≥ 1, is uniformly integrable with respect to Q and Q j . The last property holds due to the boundedness of v j and assumptions (B.1), (B.2). In fact,
and with n * > κ we have E Q sup t≤T |X t | 2n * < ∞ and E Q j sup t≤T |X t | 2n * ≤ < ∞. This last fact is established similarly to the proof of Theorem 5.1. To check the validity of the second relation in (4.12), note that
Since the functions v j , j ≥ 1, satisfy (7.6) and are bounded, and q(t, u) is continuous (see (B.1)), the validity of (4.12) follows.
Prelimit model. Lipschitz feedback control.
In the previous section we have shown that the control in the limit model can be taken in feedback form and, in particular, as a Lipschitz feedback control. In this section we use such Lipschitz feedback controls in the prelimit models : we use a function u = u(t, x [0,t) ) to create the feedback control u(t, X ε [0,t) ) and the following controlled process (compare with (1.1))
with X ε 0 = x 0 . Notice that the Lipschitz property (see (1.6)) guarantees that (5.1) has a unique strong solution, that is, the control is "strongly feedback".
The next two theorems describe properties of X ε t which are crucial in the proof of the main results of the paper.
Theorem 5.1. Let the assumptions of Section 2 hold. Then sup ε E sup t≤T |X ε t | 2n * < ∞, where n * is the same as in (C.1).
Theorem 5.2. Let the assumptions of Section 2 hold. Then the family X ε t converges weakly, as ε → 0, in the Skorokhod topology to a limit X t satisfying (compare with (4.1))
2) X 0 = x 0 for some Wiener process W X t .
Proof of Theorem 5.1. Note that X ε t = x 0 + A ε t + M ε t + S ε t , where . Raising both sides to the power 2n * , we come to
The next step is to find an upper bound for E(M ε, * t ) 2n * . Applying one of the versions of Doob's inequality (see Theorem 1.9.2 from [16]) we get
where (M ε t ) 2n * is the compensator of (M ε t ) 2n * . Let us evaluate this compensator. To this end, decompose (M ε t ) 2n * into a martingale and an increasing predictable process. By Itô's formula
where M ε,c t is the predictable quadratic variation of the continuous component M ε,c t of the martingale M ε t and ∆M ε t = M ε t − M ε t− . Denote by L ε t the sum in the right hand side of (5.4). It is clear that the process L ε t has the compensator
where ν ε is the compensator of the jump measure of M ε t (see (C.1)). Since L ε t − L ε t is a martingale, the compensator for (M ε t ) 2n * is defined in a unique way as
We start estimating the terms in the right hand side of this equality. Due to (A.2), (C.1), (1.6), and the upper bound for X ε, * t obtained previously, we get
where the last inequality is due to the Minkowski inequality:
Applying the mean value theorem we get
Therefore, due to (A.2) (see also (C.1)),
where K ε (s, dz) is the transition kernel of ν ε . Combining all the estimates, we come to 
Proof of Theorem 5.2. To prove the weak convergence for X ε t , one can apply Theorem 4.1 (Ch. 1 §4) from [4] which says that the required convergence holds if it holds with the same limit for another family Y ε t such that Y ε t = X ε t −∆ ε t with P −lim ε→0 sup t≤T |∆ ε t | = 0. Take Y ε 0 = x 0 and let (compare with (5.1)) 6) where Ψ t is the martingale from the decomposition 1) for t 0 η s ds in Lemma 7.5. We start by establishing the required property of ∆ ε t and then prove the weak convergence for Y ε t . From (5.1) and (5.6) we obtain d∆ Proof of Theorem 1.1. It suffices to consider the case when, for each fixed ε, the optimal value of the cost functional J ε 0 (see (1.2) ) is finite. Put β = lim inf ε→0 J ε 0 and take a subsequence ε k ↓ 0 such that β = lim k J ε k 0 . It is clear that, for all k large enough,
Define the increasing processes U ±,ε k t by dU Let ε k be a further subsequence such that (X ε k , U ±, ε k ) converges weakly to (X, U ± ) = (X t , U ± t ) t≤T . By Theorem 4.1, the process X t is defined by the Itô equation (4.1) with respect to a (F X t ) t≥0 -Wiener process W X t and an (F X t ) t≥0 -admissible control u t . Moreover, due to the corollary to Theorem 4.1, we have
Combining this inequality with Fatou's lemma (Lemma 7.1), we obtain lim inf
and, since the right hand side of the last inequality is grater or equal to J 0 , the statement of Theorem 1.1 holds.
Proof of Theorem 1.2. Let u • (t, x [0,t) ) be an optimal Lipschitz feedback control for the limit model and let X
•,ε t be the corresponding controlled process defined by (5.1). Since
On the other hand, due to Theorem 5.2, the family X
•,ε t converges weakly, as ε → 0, in the Skorokhod topology to a limit diffusion process X • t satisfying Itô's equation (5.2) with u • (t, X • [0,T ) ). For Z from the Skorokhod space put
and note that EW(X • ) = J(u • ) = J 0 and, simultaneously, EW(X •,ε ) = J ε (u • ). Under the given assumptions the function W(Z) is continuous in the uniform topology and therefore the family of random variables W(X •,ε ) converges in distribution, as ε → 0, to the random variable W(X • ). On the other hand, by (B.1) and (B.2) with n * from (C.1) one has W(Z) ≤ (1 + sup t≤T |Z t | 2n * ), i.e. the random variable W(X •,ε ) is bounded from above by (1 + sup t≤T |X
•,ε t | 2n * ). Using Theorem 5.1, one can establish that the family of random variables W(X •,ε ) is uniformly integrable which in turn implies lim ε→0 EW(X •,ε ) = EW(X • ). The last equality allows to conclude that lim sup ε→0 J ε 0 ≤ J 0 . In addition, lim inf ε→0 J ε 0 ≥ J 0 (Theorem 1.1); this leads to the equality lim ε→0 J ε 0 = J 0 .
Let now u δ (t, x [0,t) ) be a δ-optimal Lipschitz feedback control for the limit model, i.e. J(u δ ) ≤ J 0 + δ. Applying this control to the prelimit model, by the same arguments as used in the first part of the theorem, we find lim ε→0 J ε (u δ ) = J(u δ ). Therefore, by virtue of Theorem 1.1 we obtain lim sup ε→0
Appendix
This section contains all the auxiliary results used before.
7.1. Weak convergence and Fatou's Lemma. Let (X ε t ) t≥0 , ε > 0 be a family of random processes with paths in the Skorokhod space D converging weakly in the Skorokhod-Lindvall topology to a limit process (X t ) t≥0 .
Lemma 7.1. (Fatou) For every continuous non negative function f = f (t, x), and ∀T > 0,
Proof. In view of the weak convergence, for any k ≥ 1
We conclude by applying the monotone convergence theorem.
Let (u ε t ) t≥0 , ε ∈ (0, 1) be a family of measurable random processes such that The next lemma is a reformulation of Theorem 5.1 from [17] .
converges weakly in the metric space (C
(ii) Suppose q(t, x) is a non negative continuous function, convex in x, and satisfying q(t, x) ≥ c|x| 1+γ for some c > 0 and the same γ as in (i). 
v(s)dV (s) and consider G t = G t (v, V , V ) as a function of four arguments t, v, V , V . Here V = V (t) and V = V (t) are minimal increasing functions such that V = V − V .
Proof. First consider the case in which v is non negative and V is increasing. In this case V = V and the statement of the lemma can be reformulated as: if lim n sup t≤T |v n (t) − v 0 (t)| = 0 and
The uniform convergence in t follows then from Polya's theorem (see Problem 5.3.2 in [16] ) and the fact that both G t (v n , V n , 0) and G t (v 0 , V 0 , 0) are continuous and increasing in t. For the general case use the decomposition
7.3. Generalized averaging principle. Let ξ t be an ergodic process : there exists a probability measure λ = λ(dy) such that for any bounded continuous function f = f (y), P − lim ε→0
Lemma 7.4. Assume g = g(t, x, y), x, y ∈ R, t ≤ T is a continuous function, having the linear growth and Lipschitz property in x (both uniformly in (t, y) ). Put
Let the family of random processes (X ε t ) t≤T , ε ∈ (0, 1) with paths in D [0,T ] satisfy the following conditions :
Proof. The proof is similar to (6.8) in [17] .
7.4. Properties of weakly dependent stationary processes. Let (η t ) t∈R be a strictly stationary ergodic process ((F η t ) t∈R stands for the filtration generated by η t and satisfying the usual conditions).
Assume the following "weak dependence" conditions hold: Proof. The proof of 1)-3) can be found in Lemma 9.2.1 and the corollary to Theorem 4.11.3 in [16] . Concerning property 4), we now give a sketch of the proof. Putting β k = Ψ, Ψ k+1 − Ψ, Ψ k and using the fact that β k has the same distribution as Ψ, Ψ 1 , we can apply Hölder's inequality and obtain E Ψ, Ψ It remains only to take expectations on both sides of (7.2) and evaluate the terms. Since k(t) is bounded and (7.1) holds, only the last two terms in the right hand side of (7.2) need to be evaluated. Applying Hölder's inequality once more, we obtain (recall that t > 1) from where 4) follows.
7.6. Bounded Markov feedback control. Consider a controlled process X t , defined on a stochastic basis C [0,T ] , B Q , (F Q t ) t≥0 , Q as the unique weak solution of the following Itô equation with respect to a Wiener process W t and with initial condition X 0 = x 0 dX t = [A 0 (t, X t ) + a 1 (t, X t )u(t, X [0,t) )]dt + B(t, X t )dW t .
( 7.3)
The functions A 0 (t, x), a 1 (t, x) and B(t, x) satisfy the assumptions of Section 2 and the feedback control u(t, X [0,t) ) is bounded by a constant L. Also assume that B 2 (t, x) ≥ 1 > 0. (7.4) Choose v(t, X t ) = E Q u(t, X [0,t) ) X t ; more precisely, a version of the conditional expectation such that the function v(t, x) is measurable in (t, x) and bounded by the same constant L (recall that E Q denotes expectation with respect to the measure Q). Consider a controlled process X t as unique weak solution of dX t = [A 0 (t, X t ) + a 1 (t, X t )v(t, X t )]dt + B(t, X t )dW t (7 
