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近年の計算機の高性能化やネットワークインフラの発達により. Per-to-Per (P2P) ネッ







P2 モデルを用いたネットワークサービスとしては，データ共有1 2 やインスタントメッ





1 BitTore 札 htp:/ ωωω.bitorent. com. 
2FolderSl 刷、e，htps:j/ ωωω.J oldersh αre.com. 
3MSN メッセンジャーヲ htp:/mesenger.live 必.
4Skype ， htp:/ ωωω. skype. com. 
50fice Grove ， htp:/ofice.microsft.com/ja-p/grove/FX104876410. αspx. 
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ト・サーバモデルを融合させたハイブリッド P2 型と 完全な分散環境であるピュア P2
型に分類される.
ハイブリッド P2 型のネットワークサービスでは サービスの提供が可能なピアを検索
するためにクライアント・サーバモデルを用いる.ハイブリッド P2 型のネットワークサー













1.2. P2P ネットワーク 3 
(・検索サーバ O ピア日サーω 提供
(a)1 、ィフリッドP2 型 (b) ピュアP2 型
図1. 1: ハイブリッド P2P 型とピュア P2P 型
一方， ピュア P2P 型のネットワークサービスでは，サービスの提供が可能なピアの検索
を完全な分散環境で行う. ピュア P2P 型のネットワークサービスとしては， Fr eNt [14 ]， 
Gnutela [22J う JXTA [27] などがある.このような P2P ネットワークサービスでは，サービ
スの提供者を自律分散的に検索するため ネットワークに参加するピア数に対するスケー
ラピリティを得ることができる. ピュア P2P 型のネットワークの構成例を図1. 1(b) に示す.
本研究では， P2P ネットワークサービスの利用者が急速に増加していることを考慮して，
不特定多数のユーザが参加するような大規模なデータ共有サービスを想定する.そのため，
ピュア P2P 型のネットワークサービスを想定する.また ピュア P2P 型のネットワーク
サービスでは，サービス提供者の発見確率や検索時間がネットワークの構成(トポロジ)
に大きく依存する. ピュア P2P 型ネットワークサービスにおけるサービス検索ネットワー
クのトポロジは，構造 (structured) 型と非構造 (unstructured) 型に分類される.
構造型トポロジを用いた P2P システムは，ネットワークのトポロジやデータを検索する
ために必要なキー(データとデータを提供するピアの識別子の組)の配置を厳密に決定する
システムである.構造型トポロジを用いた P2P システムとしては， Kademli [38 ]， Conte 
Adresable Network (CAN) [51J ぅ Pastry [54 ]， Chord [58] ぅ Tapestry [82] などがある.この







システム上で，範囲検索などの柔軟な検索を行うための研究も行われている [2 ，8ぅ18 ぅ23 ，57].
しかし構造型トポロジを用いた P2P システムでは，各ピアが所持するデータやどのピア
を隣接ピアとするかに制約があり，柔軟さに制限がある.
一方，非構造型トポロジを用いた P2P システムでは， DHT のように，明確な方針に従っ
て決定された検索トポロジが存在しないため，データの検索には フラッディングやその派
生型 [11 ，39 ，43] などの無作為な検索方法が用いられる.フラッディングでは， TTL (Time 
To Live) と呼ばれる値を設定したクエリを全ての隣接ピアに送信する.クエリを受け取っ
たピアは，そのデータを所持していなければ，クエリ発行元ピアからの論理ネットワーク





やユーザの晴好を考慮したデータの検索方法に関する研究 [20 ，40 ，41 ，42] も盛んに行われて
いる.
1.3 研究内容











複製を作成し，ネットワーク上の複数のピアに配置することが有効である [15 ，16 ，36 ぅ45 ぅ77].
一方，各ピアが所持できるデータ量には限界があるため，ネットワーク内の全てのデータ
の複製を所持することはできない.そこで，データの複製の配置手法に関して様々な研究
が行われている [9 ，24 ，30 ，75 ，76 ぅ81].
また. P2P ネットワークサービスに関する研究分野では，複数のピアで共有されるデー
タに更新が発生する環境において，効率的に更新を伝播させるための研究がいくつか行わ












播させる UPT (U pdate Propagtion Tre) 法，各ピアのデータアクセス頻度を考慮して
更新データを伝播させる UPT-HL (UPT with H pers & L pers) 法，データの更新内容
に応じて更新データを伝播させるピアを制限する UPD-S (Update Propagtin strategy 
considering Degr of Dat update with Same-condit tres) 法および UPDD-SO (UPDD 
























なお，第 2 章は，文献 [63 ぅ64 ，6] で公表した結果に基づき論述する.第 3 章は，文献











の負荷分散と遅延減少の両立を目的として，木構造を用いた更新伝播法 (UPT: Update 







以下では. 2.2 節で想定環境を説明し. 2.3 節で、関連研究について紹介する. 2.4節では，
本章で提案する木構造に基づく複製更新伝播法 (UPT 法)について説明する. 2.5 節でシ




本章における提案手法は 構造型 P2P ネットワーク非構造型 P2P ネットワークのどち
らに対しても適応可能であるが 1. 3節で説明したように 複製を配置することおよび効
率的に更新データを伝播させることは， トポロジに明確な指針が存在しない非構造型 P2P
























2.3. 関連研究 9 
2.31 複製(インテ、ツクス)の配置を考慮した更新伝播
文献 [55] で提案されている CUP (Controled Update Propagtion) 法では，検索パス上
にある全てのピアに複製(インデックス)を配置し，更新が発生した場合には，検索パスに
沿って更新情報を伝播させる.また. CUP 法を改善した DUP (Dynamic-tre based Update 







































































を実現する手法(チェイン伝播法)を提案している [62]. この手法では，図 2.3 のように，
12 第 2章木構造に基づく複製更新伝播法
更新発生元ピア




複製を所持する各ピアは，左右 m 個ずつのピアの情報(例: IP アドレス)を自身の調査
ノードとして保持する.チェイン上のピアで更新が発生した場合 データを更新したピア












































14 第 2 章木構造に基づく複製更新伝播法
• • • ・ 種参ピアEが情報を管理するピア









よび，子ノードの情報(例: IP アドレス)を管理しておき 更新伝播木上での参加位置の
決定，および複製削除時などの更新伝播木の再構築を自律分散的に行う. UPT 法において，
k=2 の場合の更新伝播木を図 2.4に示す.この図においてピア E は 自身の 2個分の先祖
ノードとしてピア B とピア C の情報を 自身の子ノードとしてピア H とピア Iの情報を管


















伝播木上の自身から k 個上位の先祖ノード(先祖ノードが k 個未満の場合は根ノー
ド)に子ノードの数 Z を問い合わせる.このとき • x < n の場合は，新規参加ピアを
その先祖ノードの子ノードとし その先祖ノードは自身の子ノードに関する情報とし
て，新規参加ピアを追加する.さらに 新規参加ピアは接続したノードから k-1 個
分(先祖ノードの数が k-1 個未満の場合は根ノードまで)の先祖ノードの情報を受
け取り，その接続したノードおよび k-1 個の先祖ノードの情報を，自身の先祖ノー




2. 責任ピアは， 自身の子ノードの数 U を確認し • y < ηのときは，新規参加ピアを自身
の子ノードとし • k-1 個分(先祖ノードの数が k-1 個未満の場合は根ノードまで)
の先祖ノードの情報を新規参加ピアに送る.また，責任ピアは，自身の子ノードに関
する情報に新規参加ピアを追加し，参加処理を終了する • y= ηのときは，手JI 憤3.
に進む.









11 贋2. 以降の手順に従って 新規参加ピアの更新伝播木における参加位置を決定する.
η= 2 (2 分木). k = 2の場合における，新規参加ピアの参加手順の動作例を，図 2.5 に
示す.この図では，新規参加ピアからのクエリに応答したピア H が責任ピアとなっている.
まず，ピア H は，自身がオリジナルノードでないので，図 2.5(a) のように，自身から 2(= k) 
個上位の先祖ノードであるピア C に子ノードの数 Z を問い合わせる.ここで . x = 2(=η) 
であるため， ピア C には新規参加ピアを接続しない.続いて，ピア H は，図 2.5(b) のよう
に， 自身から 1(=k-1) 個上位の先祖ノードであるピア E に子ノードの数 Z を問い合わせ
る.ここで• x = 1(<η) であるため，新規参加ピアをピア E の子ノードとし，参加処理を
終了する.
2.4. UPT 法 17 
2.4 ピアの脱退
一般的に， ピアのデータ記憶領域には限界があり，新たにデータの複製を作成する際に，




能性がある.このような分断を避けるため. UPT 法では， ピアの脱退に対し更新伝播木
の修復を行う.ピアが脱退する際には，更新伝播木の修復時のメッセージ数を抑えつつ，可













えピアの情報を， 自身のもつ子ノードに関する情報から削除し手順 3. に進む.
3. 脱退ピアと位置を入れ替えた入替えピアは，新たな位置における親ノードと，深さ k






. 脱退ピア ← 脱退メッセージ
O 入替えピア
E : n緩車 み量、 E
(a) (b) 
図 2.6: ピアの脱退例
η =  2 (2 分木)， k = 2 の場合における， ピアの脱退手順の動作例を，図 2.6 に示す.こ
の図では， ピア C が脱退するものとする.まず， ピア C は子ノードをもつため，図 2.6(a)
のように， ランダムに選択したピア D に脱退メッセージを送信する.脱退メッセージを受
け取ったピア D も子ノードをもつため，ランダムに選択したピア F に脱退メッセージを送
信する. ピア F は葉ノードであるため，自身が入替えピアとなる.その後，図 2.6(b) のよ
うに， ピア F はピア C と位置を入れ替え，脱退処理を終了する.
2.43 ピアの異常脱退
2.4 .2 項で説明した脱退手順では ネットワーク障害や機器の故障，アプリケーションの
強制終了などによる，周辺ピアへの通知のない脱退(以下，このような脱退を「異常脱退」
と称する)を考慮していない.一方，実環境における P2P ネットワークでは， ピアの異常
脱退が発生する場合も多い. ピアの異常脱退が発生した場合，更新伝播木の修復を行うこ
とができず，更新データを全てのピアに伝播させることができなくなる可能性がある.更
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て修復されているという情報が修復責任ピアに伝えられる限りこの操作を繰り返し，














関する情報から削除する.その後，未修復ノード数 Z の値を 1 減らし，入替えピアを
新たな修復管理ピアとする • z が 0 でない限り，手iI憤 2.~4. の操作を繰り返し • z = 0 
となれば，手iI頂 5. に進む.






n = 2 (2 分木). k = 3 の場合における， ピアの異常脱退発生時の更新伝播木の修復例
を，図 2.7 に示す.図において， ピア B ，D が異常脱退した場合， ピア C う G ，H が親ノード
に対して確認情報を送信することにより，脱退を検出する.ここでは，図 2.7(a) のように，
ピア G が最初に脱退を検出したものとする. ピア G は，自身の親ノードであるピア D から
の応答が得られなかった場合 一つ上位の先祖ノードであるピア B に確認情報を送る.こ
21 UPT 法2.4. 
ー ¥ ¥ . 刊 鯵 /一 一 一 、 … 刊
... 











ピア B からも応答が得られないため，さらに上位の先祖ノードであるピア A に確





責任ピア， ピア A が修復管理ピアとなる.また，この時点で脱退認識箇所の最上部である
ピア B の位置は他のピアによって修復されていない.まず，修復責任ピアであるピア G は，
自身が葉ノードではないため， 自身の子ノードの中からランダムに選択したピア J に脱退
メッセージを送信する.脱退メッセージを受け取ったピア J は葉ノードであるため，
認識箇所がピア B およびピア D の位置であるとわかる
自身
が入替えピアとなり，脱退認識箇所の最上部であるピア B の位置とピア J の位置を入れ替
え z の値を 1減らす(図 2.7(b) .ここで• z = 1(> 0) なので修復を続け，
Iに脱退メッセージを送信する. ピア Iは葉ノードなので， ピア Iが入替えピアとなり，
ア D の位置とピア Iの位置を入れ替え zの値を 1減らす(図 2.7(c) .この時点で z=o





ピア C およびピア H は 更新伝播木が修復されたという情報を得ていない.








検出し， ピア A を修復管理ピアとする.ここでピア H は，ピア A から，すでにピア B の
位置がピア J によって修復されていることが伝えられる.その情報を受け取ったピア H は，
自身が管理するピア B の情報をピア Jの情報に書き換え z の値を 1減らし，新たにピア J
を修復管理ピアとする.次にピア H は， ピア J から， ピア D の位置がすでにピア Iによっ
て修復されていることを伝えられる. ピア H は， 自身が管理するピア D の情報をピア Iの
情報に書き換え z の値を 1 減らす.ここで• z=o となり， ピア H は，更新された先祖
ノード(ピア Iおよびピア J) の情報を伝えるべき子ノードをもたないので， ピア H が担
当する修復を完了する.同様に， ピア C もピア B の位置がピア Jによって修復されたこと























ことが示されている [5 ぅ19]. また，インターネット上に構築された P2 ネットワークも，
同様にべき法則の性質があることが報告されている [1 ぅ52 ，53]. そこで， P2P ネットワーク
に参加するピアの数は 5，0 としそれらがべき法則に従うネットワークを構成するもの
とした.ただし 2.5.2 項においてピア数に対する遅延や負荷の影響を評価する場合にのみ，
ピア数を lう0 から 5，0 までの間で変化させた.ここで i番目のピアの隣接ピアの数を
di とし， dz を以下の式で与えた.
di = l70 . i- O.4 J (2.1) 
上式において， ピア数を 5，0 とした場合のぬの分布を図 2.8 に示す.このように，一部の
ピアにリンクが集中する環境を実現した.
データの種類を 10 とし，全ピアのうち， ピア番号が 1から 10 までのピアがそれぞれ，
データ番号 1から 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ， 1 
タイムスロット毎に 0.1 の確率であるデータを要求する.各ピアの各データに対するアク
セス確率は， Zipf 分布 [83] に従うものとする. Zipf 分布とは，一部のデータにアクセスが
集中するという一般的なデータ要求の分布を示したものであり Web サービスなどのコン








一 工一 一的 (2.2) 
ここで， αはデータの要求頻度の差を決定するパラメータであり， Zipf 係数と呼ばれる.シ
ミュレーション実験では，要求確率が大きいデータと小さいデータの差をある程度大きく
するために， Zipf 係数αは 0.5 とした.α を0.5 としたときの各データの要求確率を図 2.9
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2.5. 性能評価 25 
た複製の中で最も古い複製を削除し，新たな複製を作成するものとした.また，オリジナ
ルデータは削除しないものとした.
以上のような環境において. 10 ，0 タイムスロットのシミュレーション実験を行った.以






文献 [62J のチェイン伝播法 (m = 3). および提案手法である UPT 法に関して，管理してい
















抑えられる. しかし， ピア数の増加にしたがって 平均ホップ数が線形的に増加する.一
木構造に基づく複製更新伝播法第 2章26 
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検証するため，同様の環境において， UPT 法における k の値を変化させた場合の遅延への




検証のために示している.図 2.1 および図 2.12 より，k の値が大きくなるにつれてホップ
数が小さくなっており k の値が l の場合と比べて k の値が 5 の場合 平均ホップ数は約
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平均負荷の結果を図 2.13 に示す.図 2.13 において，横軸はピア数を表し，縦軸は平均負
荷を表す.ここで，放射伝播法では，オリジナルノードが，複製を持つ全てのピアに更新
データを伝播させるため， ピア数の増加に比例して平均負荷が増加し，他の更新伝播法と
比べて負荷が大幅に大きくなる.そのため 図 2.13 では放射伝播法による結果は省略して
いる.直線伝播法を用いた場合，各ピアは複製を所持する一つのピアに更新データを送信
するため，平均負荷は常に l となっている.チェイン伝播法の場合 オリジナルノードのみ
左右両方向(最大 6 個)のピアに更新データを送信するが それ以外のピアは，チェイン
上の一方向のピアにのみ更新データを送信すればよく 平均負荷は最大でも 3である.そ
のため，ピア数が増加しても，平均負荷は 3程度に抑えられる. UPT 法では，更新データ
を子ノードにのみ送信するため，一つのピアが更新データを送信すべきピア数は最大でも
η(= 2) である.そのため， ピア数が増加しても平均負荷はη(= 2) 以下になり， UPT 法は








と遅延減少を両立できている.また ，k の値を大きくすることにより更新伝播木を完全 η
分木に近づけることができ，遅延を小さく抑えられる.
2.53 異常脱退発生時の木構造維持コストの変化
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および同程度の場合を網羅するために 異常脱退発生確率を 1タイムスロットあたり 0.0 1.
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図 2.16: 管理する先祖ノードの数 k とメッセージ数(異常脱退確率: 0.1) 
脱退の発生確率が低い環境では更新伝播木の分断が発生しにくく • k = 2でも高確率で更
新伝播木の修復を行うことができる.逆に，異常脱退の発生確率が高い環境では• k の値
を大きくする必要があり，図 2.16 では • k = 3 のときにメッセージ数が最小となっている.
32 第 2章木構造に基づく複製更新伝播法
全メッセージに関しては 図 2.14 のように異常脱退発生確率が低い環境で、は，k の値を
大きくした場合，局所的に更新伝播木を修復することによるメッセージ数の減少量よりも，
先祖ノード情報の更新によるメッセージ数の増加量が大きくなる. したがって，kが4以上
であれば，k = 1のときよりも多くのメッセージ交換が必要になってしまう.逆に，図 2.15
や図 2.16 のように異常脱退発生確率が高い環境では，更新伝播木の分断が発生しやすいた
め，k の値を大きく取ることが有効である. したがって，図 2.14 および図 2.15 では k=2
が，図 2.16 では k=3 のときにメッセージ数が最小となっている.全体としては， ピアの
異常脱退を即座に検出できる環境においては k=2 であれば十分であるといえる.









子ノードの最大数 ηを変化させた場合の. UPT 法の平均ホップ数と最大ホップ数，平均
負荷，木構造維持に必要な全メッセージ数に対する影響を調べた.異常脱退発生確率を 0.1
に統ーした場合の結果をそれぞれ図 2.17 から図 2.0 に示す.これらの図において，横軸は
k を表し，縦軸はそれぞれ平均ホップ数，最大ホップ数，平均負荷およびメッセージ数を
表す.
図 2.17 および図 2.18 より η の大小にかかわらず k の値が増加するにつれて平均ホッ
プ数，最大ホップ数ともに小さくなることがわかる.また• n の値が大きいほど，ホップ数
が小さく抑えられることがわかる.これは η の値が大きいほど 各ピアが多くの子ノー
ドをもつことができ，更新伝播木の高さを低く抑えられるためである. ここで， η の値の
増加に伴い，ホップ数の減少量は小さくなっている.例えば， η の値を 2 から 3 に増加さ
せた場合，平均ホップ数および最大ホップ数は約 20% ~25% 減少している一方で， η の値
を 5 から 6 に増加させても，平均ホップ数および最大ホップ数の減少量は 10% 以下である.
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図 2.17: 子ノードの最大数 η と平均ホップ数
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図 2.19: 子ノードの最大数n と平均負荷
4 5 
一方，図 2.19 より n の値が増加するにつれて 更新伝播時の平均負荷が増加すること
がわかる.これは n の増加によって，各ピアの子ノードの数が増加するためである.
図 2.20 より n の大小にかかわらず• k = 1 のときにメッセージ数が最も大きく • k = 2 
以上の場合はメッセージ数を小さく抑えられることがわかる. また n の値が大きいほど，
木構造維持に必要なメッセージ数が小さくなっている.これは n の値が大きくなるほど，





のような理由から n の値が大きく 更新伝播木の高さが低いほど伝播させるメッセージ
数が減少する.ここで η の値の増加に伴い メッセージ数の減少量は小さくなっている.
これは，遅延の考察で述べたことと同様に 更新伝播木に参加するピア数に起因する.更




2.5. 性能評価 35 
35 
30 よ ー一一一一一一一一一日 1・0 回同一※ー n=3 一 台-M! 一一一一
ぢ 25 末、、 ← →←一一一一iー×・吋一日ー n=6
× )議仇 |朝、
ρ吋 へ
5 J J ムア・ニ二二二:ニー 沼- .一 -ー -一 'ニ量一-官一-ー ・ー冒園・」・宅至宝・ー:.官晶、ーー =Z LJ== 
O 
2 3 4 5 
k 
図 2.20: 子ノードの最大数 η とメッセージ数
けでなく，木構造維持に必要なメッセージ数も小さく抑えられる一方で，更新伝播時の平










数が増加した場合と同等の結果が得られる.図 2.10 の平均ホップ数および図 2.13 の平均負
荷の結果から. UPT 法では他の手法と比べて ネットワーク全体のピア数が増加した場合









した. UPT 法では，各ピアが η分木の論理ネットワークである更新伝播木を構築し，この
更新伝播木に沿って更新データを伝播させることにより，更新伝播時の負荷分散と遅延減
少を実現する.また，各ピアが更新伝播木上の k 個上位までの先祖ノードの情報を管理す








持に必要なメッセージ数を最小にする k の値を検証し， ピアの異常脱退の発生確率が高く























アクセス頻度)に応じて，伝播させる更新情報を変更する手法として， UPT-HL 法 (Update
37 
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UPT-HL 法における更新伝播木の構成例を図 3.1 に示す. UPT-HL 法では，複製を所持
するピアを，データアクセス頻度が高く，常に最新のデータを必要とするピア (H ピア)
と，データアクセス頻度が低く，あまり最新のデータを必要としないピア (L ピア)に分
類する.その後， H ピアで構成される更新伝播木 (H 木)と， L ピアで構成される更新伝
播木 (L 木)に分けて論理ネットワークを構築する.このとき，一つのデータに対して一
つの H 木を構築し， L ピアは各 H ピアに付属する形で複数の L 木を構築する.さらに，複
製を所持する各ピアは，更新発生時に最新のデータの必要性を調査し，適宜 H ピア， L ピ
アへの移動を行う.
3.2 ピアが管理する情報
H ピアは， H 木における自身の上位 k( と1) 個の先祖ノードと子ノード，および， 自身に
付属する L 木の根ノードの情報を管理する.ここで オリジナルノードは自身より上位の
先祖ノード情報は管理しない.また， H 木における先祖ノードの数が k個未満の場合は，先
祖ノード情報としてオリジナルノードまでのノード情報を管理する.一方， L ピアは， L 木
における自身の親ノードと子ノード，および， 自身が参加する L 木が付属している H ピア
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の情報を管理する.以降 ある L 木が付属している H ピアを その L 木の責任 H ピアと
呼ぶ.
3.23 更新情報の伝播
UPT-HL 法における更新情報伝播の様子を図 3.2 に示す.データを更新したオリジナル
ノードは.H 木に沿って更新データを伝播させる.更新データを受け取った H ピアは， 自
身の所持するデータの複製を更新し.H 木における自身の子ノードに更新データを送信す
る.また，自身に付属する L 木の根ノードに無効化情報を送信しデータが古くなったこ
とを通知する.無効化情報を受け取った L ピアは， 自身の所持する複製を無効化し.L 木に
おける自身の子ノードに無効化情報を送信する.ただし複製を無効化した L ピアは， 自
身の責任 H ピアに関する情報は破棄せず;引き続き L 木に参加し続ける. これにより，他
のピアからのクエリを受け取った場合に そのクエリを責任 H ピアに転送することにより，
検索時に発行されるクエリ数を削減できる.また，複製を無効化した L ピアが最新のデー














アは，まず H ピアとして H 木に参加する.新規参加ピアの H 木への参加手順は以下の通り
である.
1.新規参加ピアからのクエリを受け取ったピアが H ピアであれば，その H ピアがクエ
リに応答する. クエリを受け取ったピアが最新のデータを所持する L ピアであれば，
その L ピアがクエリに応答し データと同時にその L ピアの責任 H ピアの情報を返
す.クエリを受け取ったピアが無効化情報を受信済みの L ピアであれば，その L ピア
は自身の責任 H ピアの情報のみを返す.ここで，新規参加ピアの参加位置の決定を
行うピアを責任ピアと呼ぶ.最初は，クエリに応答した H ピア もしくは L ピアか
ら通知された責任 H ピアが責任ピアとなる.
2. 責任ピアは. 2.4 .1 項で述べたように. UPT 法と同様の手順に従って，新規参加ピア
を H 木に参加させる.
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3.25 ピアの脱退
複製の置換えなどにより，複製を削除するピアは，そのデータの更新伝播木から脱退す
る.このとき， ピアの脱退により更新伝播木が分断されるため， H ピア， L ピアともに，更
新伝播木の修復を行う. H 木 L 木の修復手順は それぞれ以下の通りである.
H ピアの脱退
H 木から脱退する H ピアは， 自身に L 木が付属しているかどうかを調べる. L 木が付属
している場合は， H 木から脱退した後，その L 木を他の H ピアに付け替える.
1.脱退ピアが H 木上の葉ノードの場合，脱退ピアは， 自身の親ノードに H 木からの脱
退を通知する.脱退メッセージを受け取った親ノードは 自身のもつ子ノードに関す










えピアの情報に変更する.その後 脱退ピアに L 木が付属している場合は手順 4. に
進み，脱退ピアに L 木が付属していない場合は脱退処理を終了する.
4. 脱退ピアは，入替えピア(脱退ピアが H 木上の葉ノードの場合はその親ノード)に，
自身に付属している L 木の参加メッセージを送信する.参加メッセージを受け取った
入替えピアは， 自身に L 木が付属していない場合は，脱退ピアに付属していた L 木
を自身に直接付属させ，脱退処理を終了する.自身に L 木が付属している場合，その
L 木の根ノードに参加メッセージを送信し，手順 5. に進む.
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η =  2 (2 分木)の場合において 脱退ピアが H 木の内部節点であり，脱退ピアに L ピア
が付属している場合の 脱退手順の動作例を図 3.3 に示す.まず脱退ピア C は子ノード
をもつため，図 3.3(a) のように， ピア C はランダムに選択したピア E に脱退メッセージを
送信する.脱退メッセージを受け取ったピア E は葉ノードであるため， ピア E が入替えピ
アとなり， ピア E とピア C の位置を入れ替える.ここで，脱退したピア C には L 木が付属
しているため，図 3.3(b) のように， ピア E にその L 木の参加メッセージを送信する. ピア
E にはすでに L 木が付属しているため ピア E は， 自身に付属する L 木の根ノードに参加
メッセージを送信する.参加メッセージを受け取った L 木の根ノードは， 自身の子ノード
の数には空きがあるため，図 3.3(c) のように，脱退ピアに付属していた L 木を自身の子と
して再参加させ，脱退処理を終了する.
L ピアの脱退
脱退ピアは， 2.4 .2 項で説明したように， UPT 法におけるピアの脱退と同様の手順に従っ
てL 木から脱退する.
3.26 ピアの移動
3.2.1 項で説明したように， UPT-HL 法では，複製を所持する各ピアが，自身が所持する
複製へのデータアクセス頻度を調査し， H ピアと L ピアを適宜移動する. UPT-HL 法では，
L ピアが各 H ピアに分散して付属することにより，少ないメッセージ数で H ピア， L ピア
間の移動を行うことができる.
移動基準の決定
複製を所持する各ピアは， H ピアと L ピアの移動基準の決定のために， 自身が所持する
データ(複製)ごとに，以下に示す二つの値を保持する.
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ピアは，更新が l 回発生する聞に， 自身が所持するデータが複数回アクセスされているこ
とになる.つまり，更新発生時に常に更新データを受信していても，受信したデータは無
駄にならない.また 常に最新のデータにアクセスできる回数が多くなる.逆に，更新発







と更新発生回数の比のしきい値を 1 に設定し， ピアの移動を行うかどうかを決定すること
が最適である.具体的に，更新情報を受け取ったピアは， 自身のデータアクセス回数と更
新発生回数を比較し データアクセス回数が更新発生回数以上で， 自身がL ピアである場
合.H ピアへ移動する.一方，データアクセス回数が更新発生回数より小さく， 自身が H
ピアである場合. L ピアへ移動する. ピアの移動の際には，移動時のメッセージ数を抑え
つつ，可能な限り更新伝播木の形状を維持する必要がある.以降，移動することを決定し
たピアを移動ピアと表記する. UPT-HL 法では 各 H ピアに L 木が分散して付属している
ため，移動ピアは， 自身もしくは自身の近くに接続している別の種類のピアに移動するこ
とで，更新伝播木の形状を大幅に変更することなく，移動時のメッセージ数も抑えられる.
H ピアから L ピアへの移動
L ピアへ移動することを決定した H ピアは，まず自身に L 木が付属しているかどうかを
調べる. L 木が付属している場合は その L 木を他の H ピアに付け替えた後，移動ピア自
身もその L 木に参加する.以下に .H ピアから L ピアへの移動手順の詳細を説明する.
1.移動ピアは. 3.2.5 項の手111 員1.から手順 3. に従って H 木から脱退する.
2. H 木から脱退した移動ピアは 自身に L 木が付属している場合. 3.2.5 項の手順 4. お
よび手順 5. に従って， 自身に付属する L 木を移動ピアに付け替える.その後，手順
3. に進む.
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3. 自身に付属する L 木が存在しない，もしくは，自身に付属する L 木の付替えを完了
した移動ピアは，入替えピア(移動ピアが H 木上の葉ノードの場合はその親ノード)
に. L ピアとしての参加メッセージを送信する.参加メッセージを受け取った H ピア
は， 自身に L 木が付属していない場合は，移動ピアを自身に付属する L 木の根ノー
ドとして参加させ， ピアの移動処理を終了する.自身に L 木が付属している場合，手
順 4. に進む.
4. 参加メッセージを受け取った入替えピアは， 自身に付属する L 木の根ノードに参加





η =  2 (2 分木)の場合において. L 木が付属している H ピアが L ピアに移動する場合の，
移動手順の動作例を図 3.4に示す.まず，移動ピア B は子ノードをもつため，図 3.4 (a) の
ように，ピア B はランダムに選択したピア D に脱退メッセージを送信する.脱退メッセー
ジを受け取ったピア D も子ノードをもつため 同様に ランダムに選択したピア H に脱
退メッセージを送信する. ピア H は葉ノードであるため， ピア H が入替えピアとなり，図
3.4 (b) のようにピア H とピア B の位置を入れ替える 次に， ピア B は，自身に付属する
L 木の参加メッセージをピア H に送信する. ピア H にはすでに L 木が付属しているため，
ピア H は自身に付属する L 木の根ノードに参加メッセージを送信する.ここで¥参加メッ
セージを受け取った L 木の根ノードの子の数には空きがあるため，図 3.4( c) のように， ピ
アB に付属していた L 木をピア H に付属している L 木の根ノードの子として参加させる.
その後，脱退ピア B 自身もピア H に参加メッセージを送信し，図 3.4( d) のようにピア H に
付属する L 木上の一つのピアとして参加し移動処理を終了する.
L ピアから H ピアへの移動
H ピアヘ移動することを決定した L ピアは 自身が属する L 木から脱退した後. H 木に
参加する.以下に. L ピアから H ピアへの移動手順の詳細を説明する.
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図 3.4: H ピアから L ピアへの移動
その2. L 木から脱退した移動ピアは， 自身の責任 H ピアに参加メッセージを送信する.
3.2 .4項の手順 2. と同様の手順に従って H 木に参加する.後，
n = 2 (2 分木)の場合において. L 木の内部節点のピアが H ピアに移動する場合の，移
動手11 闘の動作例を図 3.5 に示す.まず，移動ピアは子ノードをもつため. 2.4 .2 項の手順に従
図 3.5(a) のようにランダムに選択した子ノードの一つに脱退メッセージを送信し， 目見， 、. 0
・ 『 し
Y
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図 3.5: L ピアから H ピアへの移動
退メッセージを受け取った葉ノードと位置を入れ替える.その後，移動ピアは，図 3.5(b) の
ように， 自身の責任 H ピアであるピア B に参加メッセージを送信する. ピア B の子ノード
の数には空きがないため，ランダムに選択したピア D に参加メッセージを送信する. ピア









シミュレーション実験では，第 2章と同様，非構造型 P2P ネットワークにおけるデータ
共有を想定した. P2P ネットワークに参加するピア数を 1，0 とし，それらがべき法則に
従ってネットワークを構築するものとした. ここで i番目のピアの隣接ピア数 di を以下
の式で与え，一部のピアにリンクが集中する環境を実現した.
di = l20 ・41. (3.1) 
データの種類を 10 とし，全ピアのうち， ピア番号が lから 10 までのピアがそれぞれ，
データ番号 lから 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ， 1 
タイムスロット毎に 0.1 の確率であるデータを要求する.データ要求の発行は，第 2 章の実
験と同様， Zipf 係数 0.5 の Zipf 分布に従うものとし，式 (2.2) を用いて決定した.
クエリの伝播にはエキスパンディングリングを用いた.エキスパンディングリングでは，
小さな値の TTL でフラッディングを開始しデータを発見できなかった場合は， TTL の
値を増加させて再度検索を行う.本実験では 初期 TTL=l とし，検索失敗時には TTL の
値を 1ずつ増加させるものとした
複製の配置手法には，オーナー複製法 [36] を用いた.オーナー複製法では，データを発
見した際，クエリを発行したピアにのみ複製を配置する.更新伝播木は H 木， L 木ともに
2 分木 (η=2) とした.
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以上の環境において， 10 ，0 タイムスロットのシミュレーション実験を行った.なお，実
験では，アクセス頻度が最も大きいデータ番号 1 のデータに注目して，このデータに関す




最初に， UPT 法， UPT-H (UPT with H pers) 法， 2.3.3 項で説明したチェイン伝播法




~0.09 の範囲で変化させたときの，以下の値を評価した.なお， UPT 法， UPT-H 法，お
よび UPT-HL 法において，k = 1の場合と k=5 の場合の性能を評価した.
-更新情報伝播トラヒック
更新発生時に， H ピアに更新データを伝播させることによるトラヒック，および， L 
ピアに無効化情報を伝播させることによるトラヒックのシミュレーション時間全体の
合計.ただし，無効化情報のサイズに比べて更新データのサイズが比較的大きい場合



























UPT-H 法ではトラヒックの増加量が小さく抑えられており， UPT 法と比較して UPT-H 法
では最大約 65% ，UPT-HL 法では最大約 75% ，更新情報伝播トラヒックが減少している.
UPT 法では複製を所持する全てのピアに更新データを伝播させるため 更新発生率に比例
してトラヒックが大きくなる.一方，更新発生率が大きくなるにつれて， UPT-HL 法では，
H ピアが L ピアに移動する可能性が大きくなり， UPT-H 法では，複製が削除される可能性
が高くなる.そのため 更新データを伝播すべきピアの数が減少し， トラヒックが抑えら
れる. したがって， UPT-HL 法および UPT-H 法は，更新発生率が低い場合にも有効であ
るが，更新発生率が高い場合により有効であることがわかる.また， UPT-HL 法と UPT-H
法を比較した場合， UPT-HL 法におけるトラヒックの方がより小さく抑えられている.こ
れは， UPT-HL 法では L ピアでありながら最新のデータを要求することが可能である一方
で， UPT-H 法では，最新のデータを要求したピアは必ず H 木に参加しなければならない
ため，その分更新データを受け取る回数が多くなるからである.
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また， UPT 法， UPT-H 法，および UPT-HL 法において，k = 5 に設定した場合，更新
情報伝播トラヒックは，k = 1 の場合からほとんど変化していない.これは ，k の値を変化
させた場合， ピアが更新伝播木に参加する位置は変化するものの，複製を所持する(更新
伝播木に参加する)ピア および (UPT-HL 法においては) H ピアと L ピアの割合は変化
しないためである.
論理ネットワーク維持トラヒック




れていると同時に， UPT-H 法でも， トラヒックの増加量が極めて小さく抑えられている.
これは， UPT-HL 法ではピアの参加 脱退に加えて，更新発生時に H ピアと L ピアの入替
えを行うため，他の手法に比べて各ピア間で交換されるメッセージ数が多くなるためであ
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また. UPT 法. UPT-H 法，および UPT-HL 法において k=5 に設定した場合，論理ネッ




更新伝播時の平均ホップ数の結果を図 3.8 に示す.図 3.8 において，横軸は更新発生率を表
し縦軸は平均ホップ数を表す.結果より，更新発生率によらず UPT 法に比べ. UPT-HL 
法と UPT ・.H 法におけるホップ数が小さくなっている.これは UPT 法では複製を所持する







プ数が大きくなる. m の値を大きくすることでホップ数は減少するが その場合は前述し
た論理ネットワーク維持トラヒックが増加する.
一方，k = 5 に設定した場合，k = 1の場合に比べて， UPT 法では多少ホップ数が減少
するものの， UPT-H 法，および UPT-HL 法における平均ホップ数の減少がわずかである
ことがわかる.前述したように ，k の値を大きくすることによって更新伝播木の高さを抑
制できるが，これは，更新伝播木に参加するピア数が多い場合に特に有効である.そのた






更新発生率が 0.01 ，0.05 うおよび 0.1 の場合の検索成功率を図 3.9 に示す.図 3.9 において，
横軸は TTL を表し，縦軸は検索成功率を表す.なお， TTL=O のとき，データを要求した
ピア自身が，そのデータのオリジナルもしくは複製を所持していた場合に，検索成功とす
る.また， UPT-HL 法において， L ピアは最新のデータを所持する H ピアの情報を所持し
ているため， L ピアを発見した場合でも検索は成功であるとした.ここで，前述したよう
に，k の値を変化させても，複製を所持しているピア数は変化しないため，検索成功率は k




L ピアに移動するピアや， UPT-H 法における複製を削除するピアがほとんど存在せず，三
つの手法における更新伝播木に参加するピア数がほぼ等しくなるため，検索成功率に大き
な差が生じない.
一方で，図 3.9(b) および (c) より，更新発生率が大きくなるにつれて， UPT-H 法におけ
る各 TTL での検索成功率が低下しており，更新発生率が 0.5 の場合に最大約 20% ，0.1 の
場合に最大約 40% 減少している.これは， UPT-H 法では 更新発生率が大きい環境で、は，





















(a) 更新発生率: 0.01 
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更新発生率が 0.01 ，0.5 ，および 0.1 の場合の検索トラヒックを図 3.10 に示す.図 3.10 に
おいて，横軸は TTL を表し，縦軸は検索トラヒックを表す.また，棒グラフは，各 TTL
で検索が成功した場合にその検索で発行されたメッセージによるトラヒックを表し，折れ
線グラフは，その累計を表す.本項においても，検索成功率の評価の項と同様の理由によ
り，k = 1 の場合の結果のみ示す.
図 3.10 より， UPT 法に比べて， UPT-HL 法の検索トラヒックは，最大約 50% 増加して




合， UPT-H 法における検索トラヒックは， UPT 法における検索トラヒックの約1. 2 倍で
ある一方で，更新発生率が 0.1 の場合， UPT-H 法における検索トラヒックは， UPT 法に





UPT-HL 法では， H ピアの数が少なくなると，更新データ伝播時のトラヒックや遅延が
減少するが，一つの H ピアにクエリが集中しやすくなる.そこで， UPT-HL 法において，
更新発生率を変化させた場合の以下の値を評価した.
• H ピアの負荷
各 H ピアに付属する L 木上の L ピア(無効化情報を受信済み)から，最新のデータ
を要求される回数(シミュレーション時間全体) .なお，本手法では，各ピアは適宜
H ピアと L ピアを移動するため 調査対象のピアが H ピアである時に要求を受けた
回数の合計を表す.
シミュレーション実験の結果を，図 3.1 に示す.ここで，負荷を調べるピアは， 1ヲ0 個
の中から無作為に 50 個のピアを選択した.図 3.1 において，横軸はピア番号を表し，縦
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(c) 更新発生率・ 0.1
図 3.10: 検索トラヒック
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図 3.1: H ピアの負荷
これは，更新発生率が高い場合. L ピアの割合が多くなり，一つの H ピアに多くの L ピア
が付属するためである.各 H ピアは， 自身に付属する L 木上の L ピアからの最新データの
要求に応答するため 付属する L ピアの数が多いほど H ピアの負荷が大きくなる.更新発
生率が 0.1 の場合，極めて負荷の高い H ピアが存在するほか，更新発生率が 0.05 の場合で










UPT-HL 法では，更新発生回数とデータアクセス回数の大小関係によって， H ピア， L 
ピアの移動判定を行う. したがって，データアクセス頻度が低い場合は，更新発生率が高
い場合と同等の結果が得られる. 3.3.2 項の結果からわかる通り UPT-HL 法は，更新発生






は， H ピアと L ピアの分類がより明確に行われ，更新伝播時に発生するトラヒックや遅延
を効果的に抑制できる.さらに， H ピアと L ピアの移動も発生しにくくなり，論理ネット
ワーク維持トラヒックも小さくなるものと考えられる.
一方，本節のシミュレーション実験では，すべてのピアが同一のデータアクセス頻度に
従ってデータにアクセスする環境を想定しており H ピアと L ピアの明確な分類が行われに
くく，両ピア間の移動が繰り返される不安定な状態になりやすい.このように， UPT-HL 法
に不利な環境においても， UPT-HL 法の有効性が示されていることからも， ピア間でデー
タアクセス頻度が異なる場合においても， UPT-HL 法は有効であるといえる.
3.4 むすび
本章では， ピアが共有するデータに更新が発生する P2P ネットワーク環境を想定し，更
新データ伝播時に発生するトラヒックや遅延を抑制する複製更新伝播法 (UPT-HL 法)を

















第 3章では，第 2章で提案した UPT 法を拡張しデータアクセス頻度を考慮した複製更














の手法である UPD-S (Update Propagtin strategy considering Degr of Dat update 







UPD-SO (UPD with Same-condition trees and Ordered-conditio trees) 法では，同条
件更新伝播木に加え 同条件更新伝播木の根ノードで構成される新たな木構造(条件順序
木)を構築することにより，複製所持ピアを階層的に管理する. これにより. UPD-S 法
と比較して，オリジナルノードの負荷を軽減する.
以下では. 4.2 節で想定環境を説明する. 4.3 節で、本章で、提案する一つ目の手法であるデー
タの更新量を考慮した複製更新伝播法である UPD-S 法について説明し. 4.4節で UPD-S
法を拡張した UPD-SO 法について説明する. 4.5 節でシミュレーション実験の結果を示
し，最後に 4.6 節で本章のまとめを行う.
4.2 想定環境













に更新データを受信するか， という差分の値をデータ要求条件として指定する.図 4.1 に
データ要求条件の例を示す. この図では，現在のオリジナルデータおよびそのデータの複










が 10 以上(オリジナルデータの値が 240 以上もしくは 20 以下)になった場合，更新デー
タを受信するものとする.






図 4.2 に. UPD-S 法における更新伝播木の構成例を示す.図 4.2 において，各ピアはそ
れぞれ 2 から 21 までのデータ要求条件を設定しており，同条件更新伝播木 T S1 ) T S5 ぅ T S6
に参加するピアは値が 0 のデータ(複製)を，同条件更新伝播木 T S2 ) T S3 ヲ T S4 に参加する
ピアは値が 3 のデータ(複製)を所持している.なお，これ以降の図において，同条件更
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(0) と同条件更新伝播木 T S1 に属するピアが所持する複製の値 (0) との差は 0であり，同条
件更新伝播木 T S1 に属するピアが設定しているデータ要求条件は 2である.この場合，同
条件更新伝播木 T S1 に属するピアは，オリジナルデータの値が 2 以上増減した場合に更新
データを受信する必要がある. したがって，オリジナルノードは，同条件更新伝播木 T S1
の情報として +2 を更新伝播先リストに格納する.同様に オリジナルデータと同条件更
新伝播木 T S2 に属するピアが所持する複製の値 (3) との差は 3であり，オリジナルデータの
値が 20 以上もしくは -14 以下に変更されたとき，二つのデータの値の差が 17 (同条件更
新伝播木 T S2 に属するピアが設定しているデータ要求条件)以上となる. したがって，オ
リジナルノードは，同条件更新伝播木T S2 の情報として (+20 ，-14) を更新伝播先リストに
格納する.










リストの情報を更新する.図 4.3 に UPDD-S 法における更新データの伝播の様子を示す.
オリジナルデータの値が 0から 5 に更新された場合 オリジナルノードは，自身の更新伝
播先リストを参照し，データ要求条件を満たす (5 以下の値を更新伝播先リストに格納して
いるピア，ただし負の値は除く)同条件更新伝播木 T S1 とT S6 の根ノードに更新データを
送信する.その後，オリジナルノードは，更新伝播先リストの情報を更新する.具体的に
は，更新データを伝播させた同条件更新伝播木T S1 T S6 に関しては，オリジナルデータと
それらの木に属するピアが所持する複製の値の差は 0 であるため，それらの木構造の情報
として，その木構造に属するピアが設定しているデータ要求条件の値，およびその負の値
を設定する.つまり，同条件更新伝播木 T S1 および T S6 の情報として，それぞれ土 2 およ
び土 5を設定する.一方，更新データを伝播させなかった同条件更新伝播木 T 払 T S31 T S41 
T S5 に関しては，オリジナルデータとそれらの木に属するピアが所持する複製の値の差が
変化する.例えば，同条件更新伝播木 T S2 の場合，オリジナルデータの値が 0から 5 に変
化することにより，オリジナルデータの値 (5) と同条件更新伝播木 T S2 に属するピアが所
持する複製の値 (3) の差が 2 となる. この場合，もしオリジナルデータがその値からさら
に 15 以上増加(オリジナルデータの値は 20 以上となる)もしくは 19 以上減少された場合
(オリジナルデータの値は -14 以下になる) .オリジナルデータと同条件更新伝播木 T S2 に
属するピアが所持する複製の値の差が 17 (同条件更新伝播木 T S2 に属するピアが設定し
ているデータ要求条件)を超える. したがって オリジナルノードは，同条件更新伝播木
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決するために， UPDD-S 法を拡張した UPDD-SO 法を提案する. UPDD-SO 法では，複製
所持ピアを階層的に管理することで オリジナルノードの負荷を他のピアに分散させる.




構造(条件順序木)を構築する.この図では，データ要求条件を 1から 20 ，れから 40 ，41 
から 60 と設定しているピアごとにグループを作成し，三つの条件順序木を構築している
(G = 3). この条件順序木は，データ要求条件の値が小さいピア(同条件更新伝播木の根
ノード)の深さがより小さくなる η分木とする.






図 4.4:更新伝播木の構成 CUPD-SO 法: G = 3) 
きく異なってくることが考えられる.また 条件順序木の数 G の値が増加するにつれ，オ
リジナルノードが直接更新データを送信すべきピア数が増加するため，オリジナルノード
および複製所持ピアの更新伝播時の負荷が変化することが考えられる.なお，本章では，
η =  2 (2 分木)として説明する.
4.1 ビアが管理する情報















の情報も更新伝播先リストに加える.例えば，図 4.5 のピア R S1 は，条件順序木上における
自身の子ノードである同条件更新伝播木 T S2 および同条件更新伝播木 T S3 に属するピアが
次に更新データを受信する条件である +4 と土 12 を，自身の更新伝播先リストに格納する.
また，同条件更新伝播木 T S3 の子ノードである同条件更新伝播木T S4 に属するピアは，所
持している複製の値 (0) とオリジナルデータの値 (5) との差が 5であり，オリジナルデータ
の値がさらに 2以上増加した場合に更新データを必要としている.この値の絶対値 (2) は，
同条件更新伝播木 T S2 に属するピアが次に更新データを受信する条件の絶対値 (4) より小
さいため， ピア R S1 は，同条件更新伝播木 T S4 に属するピアが次に更新データを受信する
条件 (+2 ぅ -12) を自身の更新伝播先リストに追加する.この操作により， ピア R S1 は同条
件更新伝播木T S4 に属するピアが次に更新データを受信する条件を知ることができるため，
たとえ同条件更新伝播木 T S2 に属するピアが更新データを必要としていなくても，同条件






まで更新データを伝播させる.以下では 図 4.6 を用いて，更新データの伝播時の動作に
ついて説明する.図 4.6 において，初期状態では，オリジナルノードおよび全複製所持ピ
アは，値が 0である最新のデータ(複製)を所持しているものとする.









例えば図 4.6(a) において，データの値を 0から 5 に更新 (+5) したオリジナルノード
は，自身の更新伝播先リストの中で次に更新データを受信する条件が +2 であるピ
ア R S1 に更新データを送信する. この場合，次に同条件更新伝播木 T S1 に属するピ
アが更新データを受信する条件は変化しないため，オリジナルノードが管理する同条
件更新伝播木T S1 に属するピアの情報は更新しない.一方，次に更新データを受信す
る条件が+ 23 であるピア RS6 には更新データを送信せず，同条件更新伝播木 T S6 に
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図 4.6: 更新データの伝播 (UPD-SO 法)
する限り，手JI 頃2. の処理を繰り返す.
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例えば，図 4.6(a) のピア R S1 は，自身の複製の値を Oから 5に更新し，同条件更新伝
播木に沿って更新データを伝播させる.その後， 自身の更新伝播先リストを参照し，
値の絶対値がデータの更新量 (5) より小さいピア R S2 (+ 4) に更新データを送信する.
また， ピア RS3 は条件の値(土 12) の絶対値が更新量よりも大きいため， ピア RS3 に
は更新データを送信せず， ピア R S1 が管理する更新伝播先リスト内のピア RS3 の条
件の値を 5減少させる(十 7う -17).





例えば，図 4.6(a) のピア R S2 は，更新伝播先リスト内のピア RS4 とピア RS5 がこの時
点では更新データを必要としていないため，更新データの伝播を停止し， 自身の更新
伝播先リストを更新する.その後， 自身が次に更新データを受信する条件(士 4) と，
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子ノードが次に更新データを受信する条件(十 2ぅ -12) および (+5 ，-15) を比較しピ
アR S2 自身の条件よりも最小の絶対値が小さい同条件更新伝播木 T S4 に属するピア







例えば，図 4.6(b) のピア R S1 はうピア R S2 から送られてきた制御メッセージに含まれ
る，同条件更新伝播木T S4 に属するピアが次に更新データを受信する条件(十 2，-12) 
を追加する.この時点で，ピア R S1 の更新伝播先リスト内に含まれる条件の中で， ピ
アR S1 の条件(士 2) よりも最小の絶対値が小さい条件が存在しないため，ここで制御
メッセージの伝播を停止する.










脱退が発生するため，更新伝播木を維持する必要がある.図 4.7 に，条件JI 慎序木を維持する
ために，条件順序木上の各ピアが管理する情報を示す.各ピアは，条件 JI 頃序木上の親ノー
ドと子ノードの情報(例: IP アドレス)に加え，各子ノードの子孫ノードのデータ要求条
件を，子ノードごとに管理する.例えば， ピア R S1 は，第一子ノード R S2 およびその子孫
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五
図 4.7: ピアが管理する情報(木構造維持用)
ノード RS4 ，RS5 のデータ要求条件として 4，7ぅ 10 を，第二子ノード RS3 のデータ要求条件

























範囲は 2 から 12 であり データ要求条件が 8 のピアも第一子ノードが属する条件順
序木に分類される.従って，オリジナルノードは第一子ノード T S1 の根ノードである





















111 買2. に戻る.新規参加ピアのデータ要求条件の方が小さい場合は手順 5. に進む.
例えば，図 4.8 では，参加メッセージを受け取ったピア R S1 のデータ要求条件 (2) より
も，新規参加ピアのデータ要求条件 (8) の方が大きく， ピア R S1 の子ノードの数に空






例えば，図 4.8 では，参加メッセージを受け取ったピア RS3 のデータ要求条件 (12) よ
りも，新規参加ピアのデータ要求条件 (8) の方が小さいため，新規参加ピアはピア RS3
と位置を入れ替える.その後，新たに新規参加ピアとなったピア RS3 はピア RS6 に
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図 4.8: ピアの参加 (UPD-SO 法)
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本節では， UPDD-S 法および UPDD-SO 法において，各ピアが設定しているデータ要求
条件の種類 D やオリジナルノードが管理する条件順序木の数 G の値が変化した場合でも，
更新伝播時に発生するトラヒックや遅延，および各ピアの負荷の面で有効であるか，および
これらの値はどのように変化するかを調査する.以下では UPDD-S 法および UPDD-SO
法の性能評価のために行ったシミュレーション実験の結果を示す.
4.51 シミュレーション環境
シミュレーション実験では， P2P ネットワークに参加するピア数を lぅ0 としそれら
がべき法則に従ってネットワークを構成するものとした.各ピアの隣接ピア数は式 (3.1) を
用いて決定した
データの種類を 10 とし 全ピアのうち，ピア番号が 1 から 10 までのピアが，それぞ
れデータ番号 1から 10 のデータのオリジナルを所持するものとした.各ピアはそれぞれ，
l タイムスロット毎に 0.1 の確率であるデータを要求する.データ要求の発行は， Zipf 係









ノードは，初期値が 10 の数値データを所持し，シミュレーション時間全体で 10 回の更
新発生によって，図 4.9 で示されるようにデータの値を更新するものとした.また，各ピア
が大小様々なデータ要求条件を設定している環境として，各ピアが設定しているデータ要求
条件の値の最大値を Dmax とし，各ピアは D 種類のデータ要求条件 (Dmax/ D X 1，Dm ω/D 
X 2，"'， Dmax/ D X D) の中からランダムに一つを選択するものとした.この Dm 仰の値は，
一度の更新によるデータの更新量に対して十分に大きな値である 10 に設定した.ただし，
Dmax の変化によるトラヒックへの影響を調べるため. 4.5.3 項でのみ 20 から 10 まで変
化させた.オリジナルノードは，更新伝播時の自身の負荷が大きくなりすぎないように，
データ要求条件の大きさに応じて同条件更新伝播木を五つのグループに分け，それぞれで
条件順序木を構築した (G = 5). 例えば Dm ω = 10 ， G = 5 の場合，データ要求条件が
[1 ぅ20 ]， [21 ぅ40 ]， [41 ぅ60 ]， [61 ぅ80 ]， [81 ，10] のピアでそれぞれ条件順序木を構築したただし. 4.5.2 
項の更新伝播負荷の評価では. G の値による影響を調べるために. G の値を大きく設定し
た G = 20 の場合の評価も行っている.また，同条件更新伝播木および条件順序木はとも
に2 分木とした.
以上の環境において.10 ぅ0 タイムスロットのシミュレーション実験を行い，データ要求
条件を考慮せず木構造を用いて常に全ピアに更新データを伝播させる UPT 法と. UPD-S 
法および UPDD-SO 法における性能を評価した. UPT 法に関しては. UPD-SO 法で構築
される木構造の形状に近づけるために，オリジナルノードのみ G 個の子ノードをもち，そ









































ネットワークトラヒックの結果を図 4.10 に示す.図 4.10 において，縦軸はネットワー
クトラヒックを表す.結果より， UPT 法と比較して， UPD-8 法および UPDD-80 法で
は，更新データを必要としていないピアへの更新データの伝播を抑えることで，更新デー
タの伝播によるトラヒックを約 70% 削減できていることがわかる.ここで， UPDD-8 法と









メッセージを送受信する必要がある.以上の理由から， UPD-8 法に比べて UPDD-80 法
におけるネットワークトラヒックが大きくなっている.
また，各ピアが設定しているデータ要求条件の数 D が増加した場合でも， UPT 法に比
べ， UPDD-8 法および UPDD-80 法におけるネットワークトラヒックは小さく抑えられて
いる. しかし UPT 法および UPDD-8 法では，D の値が増加してもネットワークトラヒッ
クがほとんど変化していない一方で， UPDD-80 法におけるネットワークトラヒックは増
加している. UPT 法および UPDD-8 法では，更新データを必要としているピアにのみ更
新データを伝播させるため，データ要求条件の数が変化しても，更新データを伝播させる
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平均ホップ数，最大ホップ数の結果を図 4.1 および図 4.12 に示す.これらの図において，
横軸はデータ要求条件の種類 D を表し，縦軸はそれぞれ平均ホップ数および最大ホップ数
を表す.結果より， D の値によらず，全ての複製所持ピアに更新データを伝播させる UPT
82 第 4章データの更新量を考慮した複製更新伝播法










また， UPD-S 法では，各ピアが設定しているデータ要求条件の種類 D の値が大きくな

















伝播負荷を小さく抑えつつも オリジナルノードの負荷を約 75% ~85% 軽減できる.また，
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→←UPD-SO( オリジナルノード-;r UPD-S( オリジナルノード)
一引←-UPD-SO( 複製所持ピア)-G- UPD-S( 複製所持ピア)
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更新データ伝播トラヒックの結果を図 4.14 に示す.図 4.1 において，横軸は Dm 仰を表
し縦軸は更新データ伝播トラヒックを表す.結果より Dm 仰の値が大きくなるにつれ，





また，更新データ伝播トラヒックの値は. UPD-S 法に比べて UPDD-SO 法の方が大き
くなっている一方で• Dmax が大きくなるにつれ，その差が大きくなっていることがわかる




なるタイミングで更新データを必要とする可能性が高くなる. この場合. 4.5.2 項のネット
ワークトラヒックの評価で述べたように，不必要な更新データの伝播が発生する回数が多
くなる. したがって • Dmax の値を大きくすることにより，二つの手法問での更新データ伝
播トラヒックの差が大きくなっている.
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本章では，データの更新量を考慮した複製更新伝播法である. UPD-8 法および UPD-
80 法を提案した. UPD-8 法では，等しいデータ要求条件を設定しているピアからなる
木構造を構築し，オリジナルノードがそれらの木構造の情報を管理する.これにより，更
新発生時にオリジナルノードは 更新データを必要としているピアにのみ更新データを伝






UPDD-8 法および UPDD-80 法の性能を評価するためにシミュレーション実験を行った
その結果から， UPDD-8 法および UPDD ・.80 法では，更新伝播時に発生するネットワーク
全体のトラヒックを削減できることを確認した.また，同時に，更新データ伝播時の遅延も











まず，第 1章では. P2P ネットワークサービスの種類やその分類について明記し，複製
を配置することや効率的に更新データを伝播させる手法の必要性について述べた.
第 2章では. P2P モデルを用いたデータ共有サービスにおいて， ピアが共有するデータ
(複製)に更新が発生する環境を想定し木構造に基づく複製更新伝播法である UPT 法を
提案した. UPT 法では 各ピアがη分木の論理ネットワーク(更新伝播木)を構築しこ
の更新伝播木に沿って更新データを伝播させることにより，更新伝播時の負荷分散と遅延
減少を実現する. UPT 法の性能を評価するため，シミュレーション実験を行った.その結
果から UPT 法では， ピア数の増加に対して更新伝播時の負荷を定数オーダに抑えると同
時に，遅延を対数オーダに抑えることを確認した.
第 3章では. UPT 法を拡張し，各ピアのデータアクセス頻度を考慮することにより，更
新データ伝播時に発生するトラヒックや遅延を抑制する複製更新伝播法である UPT-HL 法
を提案した UPT-HL 法では，データアクセス頻度に応じて，更新データもしくはサイズ









80 法を提案した. UPDD-8 法では，更新データを受信する条件が等しいピアからなる木
構造を構築し，オリジナルノードがそれらの木構造に直接更新データを送信する.また，
UPDD-8 法を拡張した UPDD-80 法では データ要求条件が等しいピアからなる木構造を
さらに階層的に管理することで，異なるデータ要求条件を設定しているピア同士で更新デー
タの送受信を行う. UPDD-8 法およびUPDD-80 法の性能を評価するため，シミュレーショ
















































































[1] Admic ぅL.A ，Lukose ， R. M. ヲ Puniya ，A. R.， and H 曲 目 立lan ，B.A: Search in Power 司
Law Networks ， Physic αl Re 仰 wE. うVo l. 64 ， No. 4， 046135 (Sept. 201). 
[2] Andrzejak ぅ A. and Xu ， Z.: Scalble E伍cient Range Queries for Grid Information 
Services ぅin Procedings 01 Inte γnational Co ηfernce on Per-toPer Computing (P2 
20 人p. 3-40 (July 202). 
[3] Balkrishna ぅH. ぅKashoek ，M.F ぅKarge ，D. ， Moris ぅR.う a凶 Stoica ，1.: Loking 
up Dat in P2P System ぅComunic αtions 01 ACM: ぅVo l. 46 ぅN o. 2， p. 43-8 (Feb. 
203). 
[4] Breslau ， L. ， Cao ， P. うFan ，L. ， Philips ぅG. ，and Shenkr ， S.: Web Caching and Zipfike 
Distributions: Evidenc and Implications ， in Procedings of IEE INFOCOM 19 う
p. 126-34 (Ma r. 199). 
[5] Bu ， T. and Towsley ぅ D.: On Distinguishing Betwn Internet Power Law Toplgy 
Genratos ぅ in Procedings 01 INFOCOM 20 ， Vo l. 2ぅ p. 638-47 (J une 202). 
[6] Castro ぅM 吋 Druschel ぅP. ，Kermac ， A.M ぅand Rowstrn ぅA.: Scribe: A Large 同
Scale and Decntralized Aplication-Levl Multicast Infrastructure う IEEE Jo 包rn αl
on S elected A re αs in Comunicatons ぅVo l. 20 ぅNo.8 ぅp. 1489- (Oct. 202). 
[7] Chawthe ぅ Y.: Scatercast: An Adaptble Broadcst Distribution Framewoωr】kう M'ば;f~ぬul叫tl
timedi 叩αSy伊stem 附 Sムう p.104-8 (July 203). 
[8] Chawthe ， Y うRambhadran ，S. ぅRatnsamy ぅS. ，Lamrc ヲ A. ，Shenkr ， S. うand
Helerstein う J.: A Case Study in Buildng Layerd DHT Aplications ， in Procedings
95 
96 参考文献
of Intern αtion αl confernce on Aplic αtions ， Technolgies ， Architectures ，αηd Prot-
cols for Comp 叫 er Comunicatons (SIGCOMM 205 ，人Vo l. 35 ぅ No. 4， p. 97-108 
(Oct. 205). 
[9] Chen ， Y. う Katz ，R. H ぅ and Kubiatowcz ぅ J.D.: Dynamic Replica Placemnt for Scal-
able Conte Delivery う in Procedings of Intern αtion αl Workshop on Per-toPer 
System (IPTPS 20) ， p. 306-18 (Ma r. 202). 
[10] Chen ， X. う Ren ，S. ， Wa 時， H. ， and Zhang ， X.: SCOPE: Scalble Consitency Mainte-
nace in Strucred P2P System ， in Proceding of IEE INFOCOM 205 う p. 1502 
153 (M 紅 . 205). 
[11] Christos ， G. ， Milena ぅ M. ，and Amin ヲ S.: Random Walks in Per-to-Per Networks: 
Algorithms and Evalution ， in P2P Computing System う Vo l. 63 う No. 3， p. 241-63 
(Ma r. 206). 
[12] Cl 肌Y. -H う Rao ，S.G ぅ and Zhang ， H.: A Case for End System Multicast ぅ in Pro-
cedings of SIGMETRICS 20 ， p. 1-2 (June 200). 
[13] Cl 叫 Y. -H. ， Rao ， S.G う Seshan ぅ S ・ぅ and Zhang ， H.: Enablig Confernci 時 Apli-
cations on the Internet Using an Overlay Mul 七icast Architecure ， in Procedings of 
ACM SIGCOMM 201 ， p. 5-67 (Oct. 201). 
[14] Clarke ， 1.う Sandberg ，O. う Wiley ぅB. う and Hong ぅT.W: Frenet: A Dist 巾 uted Anoy-
mous Information Storage and Retrieval System う Intern αtion αl Workshp on Design 
Isues in Anoymity αηd Ur ゆ servability (J uly 20) 
[15] Cohen ， E. and She 出 er ，S.: Replication Strategies in Unstruced Per-to-Per Net-
works う in Procedings of ACM SIGCOMM 20 ， p. 17-90 (Aug. 202). 
[16] Cuenca-Auna ， F.M う Martin ，R. P. ， and N guyen ぅ T.D: Autonmous Replication 
for High Availability in Unstruced P2P System ， in Procedings of Symposium on 
Reliable Distributed System (SRDS 203 人p. 9-108 (Oct. 203). 
参考文献 97 
[17] Dat ， A. ， Hauswirth ， M. う and Aber ， K.: Updates in Highly Unreliable ， Replicated 
Per-toPer System ， in Procedings of Intern αtional Conferc on Dist 門 buted
Computing System (ICDCS 203) ， p. 76-85 (May 203). 
[18] Falchi ぅF. ， Genaro ， C ・ぅ and Zezula ， P.: A Conte-Adresable Network for Similar-
ity Search in Metric Spaces ， Lecture Notes in Computer Scienc ， Vo l. 4125 ， p. 98-10 
(May 207) 
[19] Faloutso ぅM. ぅFaloutso ，P. ， and Faloutso ， C.: On Power-Law Relationships of the 
Internet Toplgy ぅin Procedings of ACM SIGCOMM 19 ， p. 251-6 (Aug. 199). 
[20] Fereira ， R. A. ， Ramnathan ぅM. K.， Awan ， A. ， Grama ， A. ， and Jagnth ぅS.:
Search wi 七h Probailstic Guarntes in Unstruced Per-toPer Networks ， in 
Procedings of International Confernce on Per-toPer Computing (P2 205) ， 
p. 165-72 (Aug.jSept. 205) 
[21] Clarke ぅ1.， Sandberg ， O. う Wile y.ぅ B. ぅand Hong ， T.W: Fr enet: A Distributed Anoy-
mous Information Storage and Retrieval System う in Procedings of Intern αtion αl 
Computer Scienc Institute Workshp Design Isues in Anoymit αnd Unobserv-
αbility ぅ p. 31-20 (July 20) 
[22] Gnutela ぅ htp:/rfc-gnutel α.sourceforge. netjindex. htm l. 
[23] Gupta ， A. う Agrawl ぅD. ，and Abadi ， A.E: Aproximate Range Selction Queris in 
Per-toPer System ， in Procedings of Inter αtional Coη iference on Inov αtive D αt 
System Resarch (CIDR 203) (Jan. 203). 
[24] Gyuwon ， S. う Sl 均Tun ，K. ， and Daeil ぅS.: Replica Placemnt Algorithm for Highly 
Availbe Per-to-Per Storage System ， in Procedings of }ηtern αtion αl Confernce 
on Adv αnces in P2P System (AP2PS 209) う p. 160-7 (Oct. 209). 
[25] Hosei 瓜 M. う Ahmed ，D. T. ， Shirmohamadi ぅS. ，and Georgans ， N.D: A Survey of 
Aplicaton-Layer Multicast Protcols ， IEEE Comunic αtions Surveys & Tutori αls ， 
Vo l. 9う No.3 ぅ p. 58-74 (Mar. 207). 
98 参考文献
[26] Janoti うJ. うGiford ，D. K.， Johns ぅK. L. ，Kashoek ， M.F ， and 0 うTole ，J.W: 
Overcast: Reliable Multicasting with an Overlay Network ， in Procedings 01 Sympo-
sium on Operating System Design αnd Implent αtion (OSDI20) ， p. 197-2 
(Oct. 20). 
[27] JXTA ， htps:/jxt α.dev.j αu .net j. 
[28] Shin ， S. ， Jung ， J. ， and Balkrishna ， H.: Malwre prevalenc in the KaZaA file-
sharing network ， in Procedings 01 ACM SIGCOMM Internet M 印刷remnt Coη fer-
ence (IMC 20 6，人p. 3-8 (Oct. 206). 
[29] Keyani ， P. うLarson ，B. ， and Se 凶 hil うM.: Per Presure: Distributed Recovry 
from Atacks in Per-to-Per System ， in Procedings 01 Networking Workshp 20 ， 
p. 306-2 (May 202). 
[30] 木戸裕樹，前田和彦?原隆浩，西尾章治郎 Per-to-Per ネットワークにおけるデータ
アクセス頻度を考慮した確率的な複製配置手法についてう情報処理学会データベース
システム研究会報告 (205-DBS13) ，Vo l. 205 ぅNo.6 うp. 39-46 (Nov. 205). 
[31] Klei 由 erg ，J.: The Smal-Word Phenom: An Algorithm Perspective ， in Pro-
cedings 01 ACM Symposium on Theory 01 Computing (STOC 20 人p. 163-70 
(May 20). 
[32] 小林由依，渡辺俊貴?神崎映光?義久智樹，原隆浩う西尾章治郎: P2P ネットワークに
おける動的なカテゴリ生成を考慮した検索手法，データ工学と情報マネジメントに関
するフォーラム (DEIM 209) 論文集 (May 209). 
[33] Kobayshi ， Y. うWatnabe うT. ，Kanzki ， A. うYoshisa うT. ，Har うT. ，and Nisho ぅS.:
A Dynamic Cluster Construcion Method Based on Query Charcteristics in Per-
to-Per Networks ， in Procedings olInter αtion αl Conlerc on Adv αnces in P2P 
System (AP2PS 209 人p. 168-73 (Oct. 209). 
[34] Kubiatowcz ， J. ， Bi 凶 el ，D うChen ，Y.う Czerwinski ，S. ， Eaton ， P. うGels ぅD. ，Gunadi ， 
R.う Rhea ，S. うWeathrspon うH. うWeimer うW. うWels うC. ，and Zhao ， B.: OceanStor: 
参考文献 9 
An Architecure for Global-Scale Persitent Storage ， in Procedings of Architec-
tural Suport for Progamin Lαηgu αges αnd Operating System (ASPLOS 20) ， 
p. 190-2 (Nov. 200). 
[35] Leontiadis ， E. ぅ Dimakopuls ，V. ， and Pitoura ， E.: Cache Updates in a Per-
to-Per Network of Mobile Agents ， in Procedings of Intern αtion αl Conferc on 
Per-toPer Computing (P2 204) ， p. 10-7 (Aug. 204). 
[36] Lv ， Q. うCao ， P. うCohen ， E ・ぅ Li ， K. ， and She 出 er ，S.: Search and Replication in Un-
structured Per-to-Per Networks ， in Procedings of ACM Intern αtion αl Conferc
oη Supercom 附句 (ICS 20) ， p. 84-95 (June 202). 
[37] r川町katos ，E. P.:τracing a Large-scale Per to Per System: An Hour in the Li 島 of
Gnutela ， in Procedings of IEEEjACM Intern αtional Symposium on Cluster Com-
puting αnd the Grid (CGRID 20) ， p. 65-74 (May 202). 
[38] Maymounkov ， P. and Maziers ， D.: Kademli: A Per-toPer Information System 
Based on the Xor Metric ， in Procedings of Intern αtion αl Workshp on Per-toPer 
System (IPTS 20) ぅ p. 53-6 (Ma r. 202). 
[39] Ming ， Z. and Kai ， S.: Popularity-Biased Random Walks for Per-to-Per Search under 
the Square-Rot Principle in Procedings of Intern αtion αl Workshp on Per-toPer 
System (IPTS 206) (Feb. 206). 
[40] 宮崎知美，渡辺俊貴う神崎映光う原隆浩，西尾章治郎: P2P ネットワークにおけるユー
ザの日書好を考慮した検索方法う情報処理学会マルチメディアう分散?協調とモバイルシ
ンポジウム (DICOMO 207) 論文集う Vo l. 207 ヲNo.1 ぅ p. 392- (July 207). 
[41] 宮崎知美ヲ渡辺俊貴，神崎映光，原隆浩，西尾章治郎: P2P ネットワークにおけるユー
ザの日書好特性を考慮した検索方法に関する一考察う情報処理学会マルチメデ、ィアヲ分散，
協調とモバイルシンポジウム (DICOMO 208) 論文集う Vo l. 208 ぅ No. 1， p. 68-75 
(July 208) 
[42] Miyazk ぅ T. ぅWatnabe ，T. ぅ Kanzki ，A. ， Har ， T. ， and Nishio ぅ S.: Keyword Search 
Considerng U ser うs Prefrence in P2P Networks ， in Procedings of 3rd Intern αtion αJ 
10 参考文 献
Confernce on Ubiquitous Inform αtion M αηαgemnt αnd Comunic αtion (ICUIMC 
209 人p. 462-70 (J an. 209). 
[43] Nabhendra ， B. and Alhusein ぅ A.: Optimzng Random Walk Search Algorithms 
in P2P Networks う The Inter αtional J ourn αl of Computer αnd Telcomuni αtions 
Net ωrki ηg， Vo l. 51 ヲ No. 6， p. 149-5 (Ap r. 207). 
[44] 中通実?内田渉う原隆浩，前田和彦，西尾章治郎 Per-to-Per ネットワークにおける
木構造を用いた複製更新の伝搬についてう電子情報通信学会データ工学ワークショッ
プ(DEWS 204) 論文集 (Ma r. 204). 
[45] On ， G. ， Schmit ， J. ， and Steinmz ， R.: The Efectivenes of Realistic Replication 
Strategies on Quality of Availabilty for Per-to-per System ， in Procedings of In-
ternational Co ηjernce on Per-toPer Computing (P2 203 人p. 57-64 (Sept. 
203) 
[46] OpenNap ぅ htp:/open α，p. sourceforge net J. 
[47] Pendarkis ぅ D. ，Shi ， S. ， Verr 叫 D. うand Waldvoge うM.: ALMI: An Aplication 
Levl M ulticast Infrastructure う in Procedings of USENIX Symposium on Internet 
Technolg 附 αnd System (USITS 201) う p. 49-60 (Ma r. 201). 
[48] Pouwels ぅ J. ，Garbcki うP. ，Epema ， D. ， and Sips ぅ H.: The Bitorent P2P File-
Sharing System: Measurments and Analysi ， Lecture Notes in Computer Science う
Vo l. 3640/25 う p. 205-16 (Nov. 205) 
[49] Qiao ， Y. and Bustamne ， F. E.: Elders Know Best - Handli 時 Churn in Les Struc-
tured P2P System ， in Procedings of Intern αtional Confernce on Per-toPer Com-
puting (P2 205 ，人p. 7-86 (Aug./Sept. 205) 
[50] Ql 凶 19 ぅ H.V: Using Logical Identifiers of Nodes in Replica Maintec ， in Pro-
cedings of International Conferc on Advances in P2P System (AP2PS 209 人
p. 92-7 (Oct. 209). 
参考文献 10 
[51] Ratnsamy ， S. ， Fr ancis ぅP. ，Handley ， M. う Karp ，R. and Shenkr ， S.: A Scalble 
Conte-Adresabl Network ， in Procedings of ACM SIGCOMM 201 う p. 16-
17 (Aug. 201) 
[52] Ripeanu ぅ M.: Per-toPer Architecture Case Study: Gnutela Network ， University 
of Chic αgo Technical Report TR-201 司 26 (Aug. 201). 
[53] Ripeanu ， M. ぅ Foster ，1.う and Iamnitchi ぅ A.: Maping the Gnutela Networ k: Prope-
ties of Large-Scale Per-toPer System and Implications for System Design ， IEEE 
Internt Comp1 出旬 Journal う Vo l. 6， No. 1， p. 50-7 (Jan. 202). 
[54] Rowstrn ， A. and Druscl 叫 P.: Pastry: Scalble ぅ Distributed Object Locatin and 
Routing for Large-Scale Per-to 司 Per System ， in Procedings of Midlew α問 201 ，
p. 329-50 (Nov. 201). 
[55] Rouspl ぅ M. and Baker う M.: CUP: Controled Update Propagtin in Per-to-
Per N etworks ， in Procedings of USENIX Techni αl Conferc (USENIX 208 人
p. 167-80 (June 203). 
[56] Saroiu ， S. ， Gumadi ， P.K ， and Grible ぅS.D.: A Measurmnt Study of Per-toPer 
File Sharing System ， Technical Report UW-CSE01-602 (July 201). 
[57] Schmidt ， C. and Parsh ぅ M.: Enablig Flexible Queris with Guarntes in P2P 
System ぅ IEE Iηternet Cor 叩山昭 Vo l. 8う No. 3， p. 19-26 (May 204) 
[58] Stoica ， 1 う Moris ぅR. Karge ，D. ， Kashoek ぅM.F ぅand Balkrishna ， H.: Chord: 
A Scalble Pet-o-Per Lokup Service for Internet Aplications ぅ in Procedings of 
ACM SIGCOMM 201 う p. 149-60 (Aug. 201). 
[59] Stephanos ぅ A. T. and Diomds ぅ S.: A Survey of Per-to-Per Conte Distribution 
Technolgies ぅA CM Computing Surveys ぅVo 1. 36 ぅNO.4 ぅp. 35-71 (Dec. 204). 
[60] Tan ， X. and Dat ， 8.: Buildng Multicast Tres for Multimeda Streaming in Het-
erogneus P2P Networks ， in Procedings of Intern αtional Conferc on Multimeda 
Comunic αtions System (ICMCS 205) ， p. 14-6 (Aug. 205). 
102 参考文 献
[61] Tr an ， D.A ， Hua ， K. A. ， and Do ， T.: Zigzag: An E伍cient Per-to-Per Schem 
for Media Streaming ， in Procedings of IEE INFOCOM 203 ， p. 1283-9 (Ma r. 
203). 
[62] Wang ぅZ. ， Das ， S. K.う Kumar ， M ・ぅ and Shen ， H.: Update Propagtin throug Replica 
Chain in Decntralized and Unstruced P2P System う in Procedings of Interna-
tional Conferc on Per-toPer Computing (P2 204) ， p. 64-71 (Aug. 204). 
[63] 渡辺俊貴，木戸裕樹，原隆浩，西尾章治郎: P2P ネットワークにおける障害耐性向上と
遅延減少のための木構造に基づく複製更新伝播についてう情報処理学会マルチメディ
アう分散，協調とモパイルシンポジウム (DICOMO 206) 論文集う Vo l. 206 ， No. 6ぅ
p. 31-6 (July 206). 
[64] 渡辺俊貴ぅ原隆浩ぅ木戸裕樹う中通実ぅ西尾章治郎: P2P ネットワークにおける木構
造に基づく複製更新伝播法う情報処理学会論文誌う Vo l. 48 うNo. 2， p. 527-38 (Feb. 
207). 
[65] 渡辺俊貴う神崎映光?原隆浩う西尾章治郎: P2P ネットワークにおけるデータの使用
頻度を考慮した木構造に基づく複製更新伝播法，電子情報通信学会データ工学ワーク
ショップ (DEWS 207) 論文集 (Feb. 207). 
[66] Watnabe ， T. ぅHar ，T. うKido ，Y. ， and Nishio ， S.: An Update Propagtin Straegy 
for Delay Reduction and Node Failure Tolerance in Per-toPer Networks う in Pro-
cedings of Inter αtion αl Symposium on Frontiers in N et ωorking with Aplic αtions 
(FINA 207) ぅ p. 103-8 (May 207). 
[67] Watnabe ， T. ， Kanzki ぅA ぅHar ，T. ， and Nishio ， S.: An Update Propagtin Strat-
egy Considerng Dat Aces Frequncy in Per-to-Per Networks ， in Procedings of 
Intern αtional C onfernce on D αtbα se System for Advanced Aplic αtions (DASFA 
208) ， p. 61-9 (Ma r. 208). 
[68] 渡辺俊貴?神崎映光?原隆浩，西尾章治郎:非構造型 P2P ネットワークにおける情報爆
発を考慮した更新伝播に関する一考察う情報処理学会第 70 回全国大会論文集う Vo l. 5う
p. 9-10 (Mar. 208) 
参考文献 103 
[69] 渡辺俊貴う神崎映光，原隆浩，西尾章治郎: P2P ネットワークにおけるデータアクセス
頻度を考慮した更新伝播法ぅ情報処理学会論文誌， Vo l. 49 ぅNo.6 ，p. 189-32 (June 
208) 
[70] 渡辺俊貴ぅ神崎映光，原隆浩，西尾章治郎: P2P ネットワークにおけるデータの更新
量を考慮した更新伝播木管理手法ヲ情報処理学会研究報告(データベースシステム研
究会 208-DBS146) ，Vo l. 208 ぅ No.8 ぅ p. 85-90 (Sept. 208). 
[71] 渡辺俊貴?神崎映光，原隆浩，西尾章治郎 P2P ネットワークにおけるデータの更
新量を考慮した更新伝播?電子情報通信学会技術研究報告(データ工学 DE208-35) ，
Vo l. 108 ぅ No. 21 ， p. 1-2 (Sept. 208). 
[72] 渡辺俊貴ぅ神崎映光，原隆浩う西尾章治郎 P2P ネットワークにおけるデータの更
新量を考慮、した更新伝播手法の提案，日本データベース学会論文誌う Vo l. 7うNo.3 う
p. 13~18 (Jan. 209). 
[73] Watnabe ， T. ぅKa 回 aki ，A. ， Har ， T. ， and Nishio ， S.: Update Propagtin Strate-
gies Considerng Degr of Dat Update in Per-to-Per Networks ， in Procedings of 
Internation αl Conferc on D αtbα se System for Ad ωnced Aplic αtions (DASFA 
209) ， p. 328- (Ap r. 209). 
[74] Watnabe ， T. うKa 回 aki ，A. ， Har ， T. ヲand Nishio ぅS.: A Selective Update Propag-
tion Based on Degr of Dat Update in Per-to-Per Networks ， in Procedings of 
International Conferc on Network-B αsed System (NBiS 209 人p. 52-9 (Aug. 
209) 
[75] 渡辺俊貴ぅ越勇ぅ神崎映光ぅ原隆浩ぅ西尾章治郎 P2P ネットワークにおけるデー
タの分布を考慮した複製再配置う電子情報通信学会(データ工学研究会 DE209-) ，
Vo l. 109 ， No. 153 ヲ p. 49-5 (July 209). 
[76] Watnabe ぅT. ，Zhao ， Y ・ぅ Kanzki ぅA. ぅHar ，T ・ぅ and Nisl 山ぅ S.: A Replica Relocation 
Method for Improving Search Eficiency in P2P Networks ， in Procedings of Inter-
nαtional Conferc on Advances in P2P System (AP2PS 209 人p. 13-8 (Oct. 
209). 
104 参考文 献
[77] Wolfsn ， 0. ， Jajodia ， S. ぅ and Huang ， Y.: An Adaptive Dat Replication Algorithm ， 
in ACM Trans αctions 0ηDαtαbα se System (TODS) ， p. 25-314 (June 197). 
[78] Xiao ぅ L. ，Zhang ， X. ぅ and Xu ， Z.: On Reliable and Scalble Per-toPer Web Doc-
ument Sharing ， in Procedings of Inter ηαtion αlP αrallel αnd Distributed Procesing 
Symposium (IPDPS 20) ， p. 15-9 (Ap r. 202). 
[79] 山田太造?相原健郎う高須淳宏う安達淳 Per- to- Per システム上での効率的なデータ
配置による問合せ処理とロードバランスへの寄与?情報処理学会論文誌:データベー
スヲ Vo l. 45 ， No. SIG5 (TOD2) ， p. 93-10 (June 204). 
[80] Yin ， L. and Cao ， G.: DUP: Dynamic-tre Based Update Propagtin in Per-to-Per 
Networks ， in Procedings of Internation αl Conferc on D αtαE 旬 inering (ICDE 
205 人p. 258-9 (Ap r. 205). 
[81] 越勇?渡辺俊貴う神崎映光う原隆浩，西尾章治郎: P2P ネットワークにおけるクエリ
統計情報を利用した自律分散型複製配置方式?情報処理学会マルチメディアヲ分散う協
調とモバイルシンポジウム (DICOMO 207) 論文集， Vo l. 207 ぅ No. 1， p. 384-91 
(July 207). 
[82] Zhao ， B. Y. ， Kl 刷 叫owicz ヲ J.D ぅ a吋 Joseph ぅ A.D: Tapestry: An Infrastructure for 
Wide-ar Fault-olerant Locatin and Routing ， U. C. Berkley Techni αl Report
UCBj jCSD-014 (Apr. 20). 
[83] Zipf ， G.K: Human Behavior and the Principle of Least Efort う Adiso 川 iV esley ，






















s ， ， ， 
l' 
• 、
f 
$ 
1 ，~ 
" 
〆 ， 
