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Abstract
We consider communication over a multiple-input single-output (MISO) block fading channel in the presence
of an independent noiseless feedback link. We assume that the transmitter and receiver have no prior knowledge of
the channel state realizations, but the transmitter and receiver can acquire the channel state information (CSIT/CSIR)
via downlink training and feedback. For this channel, we show that increasing the number of transmit antennas
to infinity will not achieve an infinite capacity, for a finite channel coherence length and a finite input constraint
on the second or fourth moment. This insight follows from our new capacity bounds that hold for any linear and
nonlinear coding strategies, and any channel training schemes. In addition to the channel capacity bounds, we also
provide a characterization on the beamforming gain that is also known as array gain or power gain, at the regime
with a large number of antennas.
I. INTRODUCTION
Motivated by the increasing demand for higher data rates in wireless communication systems, a
significant effort is being made to study the use of massive multiple-input multiple-output (massive MIMO)
systems [1]–[3]. As equipped with a large number of antennas, the massive MIMO system has potential
to boost the channel’s beamforming gain that is also known as array gain or power gain (cf. [4], [5]).
In the massive MIMO channels, for example, in a massive multiple-input single-output (MISO) channel,
the capacity may increase logarithmically with the number of antennas (cf. [4]–[7]), which implies that
infinitely massive antennas may allow us to achieve an infinite capacity, even with a finite power constraint
at the transmitter.
However, the above exciting result is based on the key assumption that the instantaneous fading
coefficients are perfectly known to the receiver/transmitter (perfect CSIR/CSIT). In general, CSIT and
CSIR entail channel training and feedback. In a typical system with frequency-division-duplex (FDD)
mode, CSIT comes from channel training and feedback operating over the downlink channel and feedback
channel respectively. The overhead of the training and feedback may in turn affect the channel capacity.
Therefore, it remains open if a massive MIMO system could still provide a significant capacity benefit as
we expected. Specifically, we might ask the following question: Can infinitely massive antennas always
achieve an infinite capacity in a massive MIMO channel?
In this work, we study this question by focusing on a massive MISO block fading channel with output
feedback. We assume that the transmitter and receiver have no prior knowledge of the channel state
realizations, but the transmitter and receiver can acquire the channel state information via downlink training
and feedback. Let us begin with a simple case where the channel coherence length is Tc = 2 (channel uses)
and the input signals are limited by a finite second-moment constraint that is also known as long-term
average power constraint. Since the coherence length is Tc = 2, the transmitter could use the first and
the second channel uses of each channel block for channel training and data transmission, respectively.
Based on this scheme, one might tentatively expect an infinite rate for the case with infinite number of
transmit antennas, because a little channel state information might be very useful for this case. However,
we show that in this setting increasing the transmit-antenna number to infinity will not yield an infinite
capacity. This result is in sharp contrast to the result of the setting with perfect CSIT/CSIR (e.g. through a
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2genie-aided training and feedback), in which the capacity will go to infinity as the antenna number grows
to infinity (cf. [7]–[11]).
As a main contribution of this work, we derive capacity upper bound and lower bound for the MISO
channel with feedback under the second moment and the fourth moment input constraints, respectively.
The result reveals that increasing the transmit-antenna number to infinity will not yield an infinite capacity,
for the case with a finite channel coherence and a finite input constraint on the second or fourth moment. In
addition to the capacity bounds, this work also provides a characterization on the channel’s beamforming
gain at the regime with a large number of antennas. Similarly to the degrees-of-freedom metric (cf. [12])
that usually captures the prelog factor of capacity at the high power regime, beamforming gain is used in
this work to capture the prelog factor of capacity at the high antenna-number regime.
Related works: The capacity of the channels with feedback, or with imperfect CSIT/CSIR, has been
studied extensively in the literature for varying settings, e.g., the point-to-point channels (cf. [13]–[25])
and the broadcast channels (cf. [26]–[30]). However, a common assumption in those works above is that
imperfect CSIT and CSIR were acquired without considering the overhead in channel training. The channel
training overhead cannot be negligible when the number of channel parameters to be estimated is large
and the channel coherence is relatively small. This work is categorized in the line of works studying the
multiple-antenna networks where CSIT and CSIR were acquired via channel training and feedback, such
as [31]–[40]. To the best of our knowledge, the previous capacity upper bounds on this topic hold only
for linear schemes. Specifically, the work in [31] considered, among others, a MISO block fading channel
with limited feedback, under the assumptions of linear coding schemes and a fixed ratio of the coherence
length to the antenna number. The work in [31] also assumed a dedicated training, i.e., a certain fraction of
each channel block is used specifically for the channel training. For that setting, the work in [31] showed
that the (linear) capacity can increase logarithmically with the number of antennas. In a similar direction,
the work in [32] investigated the achievable ergodic rates of a MIMO block fading broadcast channel
with dedicated training and noisy feedback, under the assumption of linear coding schemes. The work
in [32] derived the lower and upper bounds of the achievable rate as the expectation of some functions
of the channel estimates. Our channel can be considered as a specific block fading channel with in-block
memory, due to feedback, in which the capacity is generally NP-hard to compute (cf. [41]). Specifically,
the capacity of our setting is a multiletter expression and finding the optimal input distribution is NP-hard
(cf. [41]). In our setting, the channel input at each time is a function of the previous channel outputs and
the message. Note that, under the assumptions of linear coding schemes and a dedicated channel training,
the capacity bound may be reduced to a single-letter expression (cf. [31], [32]). That is because, with
linear coding schemes and a dedicated channel training, the channel can be considered as a non-feedback
channel with imperfect CSIT/CSIR. However, in our setting, feedback cannot be removed at any point of
time. Therefore, the previous approaches used in the settings with linear schemes and dedicated channel
training (cf. [31], [32]) might not be directly applied in our setting. In our converse proof, we transform
the NP-hard capacity problem into a relaxed problem that is computable. In our work we focus on the
beamforming gain performance, as tight capacity bounds are still hard to compute.
In one different direction, the previous work in [42] studied the capacity of a MIMO channel with
training but without feedback. In that setting, the receiver can acquire the CSIR via channel training
but the transmitter will not have channel state information due to the lack of the feedback link. Finally,
in another different direction, some previous works considered the noncoherent communication without
channel training and feedback (cf. [12], [43]–[55] and the references therein). Specifically, the authors in
[12] studied a MIMO noncoherent block fading channel, where the receiver and the transmitter have no
channel side information, and computed the capacity prelog (degrees-of-freedom) of this channel at high
power regime. In [44], the authors investigated the degrees-of-freedom of a single-input multiple-output
(SIMO) channel with temporally correlated block fading, in the noncoherent setting. In [47] and [48], the
two works studied the capacity scaling laws for noncoherent communications in the wideband massive
SIMO channel and the massive SIMO multiple access channel, respectively, at the regime with a large
number of receiving antennas. Our work is very different from those works, as we consider both training
3and feedback in our setting.
The remainder of this work is organized as follows. Section II describes the system model. Section III
provides the main results of this work. The converse and achievability proofs are described in Section IV,
Section V, and the appendices. The conclusion and discussion are provided in Section VI. Throughout
this work, (•)T, (•)∗, (•)H and (•)−1 denote the transpose, conjugate, conjugate transpose and inverse
operations, respectively. || • || denotes the Euclidean norm, det(•) denotes the determinant, tr(•) denotes
the trace, and | • | denotes the magnitude. We use A  0 to denote that matrix A is Hermitian positive
semidefinite, and use A  B to mean that B − A  0. Logarithms are in base 2. We let eji =
(ei, ei+1, · · · , ej) if i ≤ j, else, let eji denote an empty term. Let ej = ej1. I(•), H(•) and h(•) denote
the mutual information, entropy and differential entropy, respectively. b•c denotes the largest integer not
greater than the argument and d•e denotes the smallest integer not less than the argument. Z , R and
C denote the sets of integers, real numbers and complex numbers, respectively. o(•) comes from the
standard Landau notation, where f(x) = o(g(x)) implies that limx→∞ f(x)/g(x) = 0. [a mod m] denotes
the modulo operation, i.e., [a mod m] = r if the number of a can be represented as a = `m+ r for ` ∈ Z
and |r| < |m|. u ∼ CN (u0,Ω0) denotes that the random vector u is proper complex Gaussian distributed
with mean u0 and covariance Ω0. u is said to be proper if E[(u−E[u])(u−E[u])T] = 0. When a complex
Gaussian vector is proper and with zero mean, it is said to be circularly symmetric complex Gaussian.
u ∼ X 2(k) denotes that u is a chi-squared random variable that is defined as the sum of squares of k
independent and identically distributed (i.i.d.) standard normal N (0, 1) random variables. Unless for some
specific parameters, the random matrix, random variable and random vector are usually denoted by the
bold italic uppercase symbol (e.g., U ), bold italic lowercase symbol (e.g., u) and bold italic lowercase
symbol with underline (e.g., u) respectively, while the corresponding realizations are non-bold (e.g., U ,
u and u).
II. SYSTEM MODEL
We consider a MISO channel where a transmitter with M (M ≥ 2) antennas sends information to a
single-antenna user, as illustrated in Fig. 1. The signal received by the user at time t is given as
yt = h
T
txt + zt, (1)
t = 1, 2, · · · , n, where xt denotes the transmitted signal vector at time t, zt ∼ CN (0, 1) denotes the
additive white Gaussian noise (AWGN), ht,[ht,1,ht,2, · · · ,ht,M ]T ∼ CN (0, IM) denotes the M × 1
channel vector at time t, and ht,m denotes a channel coefficient of the mth transmit antenna at time t. We
assume a block fading model (cf. [32], [56]), in which the channel coefficients remain constant during a
coherence block of Tc channel uses and change independently from one block to the next, i.e.,
h`Tc+1 = h`Tc+2 = · · · = h`Tc+Tc and h`Tc+Tc is independent of h(`+1)Tc+1
for ` = 0, 1, · · · , L − 1 and L = n/Tc, where n, L and Tc are assumed to be integers. We assume that
the channel coefficients in each block are initially unknown to the transmitter and the user. At the end of
each time t, the user can feed back the channel outputs to the transmitter over an independent feedback
link. For simplicity we assume that the feedback link is noiseless (error-free) and with a unit time delay,
i.e., at the beginning of time t+ 1, the transmitter knows yt,(y1,y2, · · · ,yt).
For this feedback communication of total n channel uses, the transmitter wishes to send the user a
message index w that is uniformly distributed over {1, 2, · · · , 2nR}. We specify a (2nR, n) feedback code
with encoding maps
xt : {1, 2, · · · , 2nR} × Ct−1 → CM , t = 1, 2, · · · , n (2)
that result in codewords (or code functions, more precisely)
xn(w,yn−1)=
(
x1(w),x2(w,y1), · · · ,xn(w,yn−1)
)
. (3)
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Fig. 1. MISO channel with a feedback link.
Then the user decodes the message with decoding maps
wˆn : Cn → {1, 2, · · · , 2nR}. (4)
We consider two cases of constraints on the input signals. At first we consider the second moment input
constraint such that
1
n
n∑
t=1
E
[
‖xt(w,yt−1)‖2
]
≤ P (5)
where the expectation is over all possible noise and fading sequences as well as the message w, for some
P ∈ R, 0 < P < +∞. This second moment constraint is also known as the average power constraint.
We then consider the fourth moment input constraint such that
1
n
n∑
t=1
E
[
‖xt(w,yt−1)‖4
]
≤ κ2P 2 (6)
where κ is a positive constant. The fourth moment input constraint has been introduced in several
communication scenarios (cf. [57]–[61]). For some certain cases, imposing the fourth moment constraint
is identical to imposing a limitation on the kurtosis that is a measure of peakedness of the signal (cf. [58]–
[60]). The probability of error P(n)e is defined as
P(n)e ,
1
2nR
2nR∑
w=1
Pr
{
wˆn(y
n) 6= w|w = w}.
A rate R (bits per channel use) is said to be achievable if there exists a sequence of (2nR, n) codes with
P
(n)
e → 0 as n→∞. The capacity of this channel C is defined as the supremum of all achievable rates.
A. Beamforming gain
In this work, we specifically focus on the capacity effect of the channel with a large number of antennas,
which may be captured by the metric of beamforming gain. For the capacity effect of the channel with
high power, one might consider the metric of degrees-of-freedom that is beyond the scope of this work.
In our setting, the channel capacity (and the beamforming gain) might depend on the antenna number
M and the channel coherence length Tc. Intuitively, when the channel coherence length Tc is sufficiently
large, i.e., Tc  M , the channel might be considered as a static channel, in which the capacity (and the
beamforming gain) might be the same as that of an ideal case with perfect CSIT and CSIR. However,
when Tc is decreased to a relatively small number compared with M , e.g., when Tc = 1 (the case with
fast fading), then the channel capacity (and the beamforming gain) might be decreased significantly. In
order to study the interplay between the beamforming gain, antenna number M , and channel coherence
length Tc, in this work we introduce a new parameter:
α, log Tc
logM
, α ≥ 0
5that is the ratio between the coherence length and the antenna number in a logarithmic scale. In our
setting, channel coherence length Tc can be rewritten by Tc,Mα. When M is very large, α = 0 refers
to a class of channels where the coherence length Tc is finite, while α = 1 refers to a class of channels
where Tc and M are scaled similarly.
In our setting, the beamforming gain of the channel is defined as
b(α), lim sup
M→∞
C(α, P,M)
logM
.
Similarly to the definition of generalized degrees-of-freedom (GDoF, see [62]), the beamforming gain
b(α) captures the capacity prelog factor for a class of channels with a fixed α, at the regime with a large
number of antennas. This approximation on the capacity is a middle step, or perhaps the first step, for
understanding the channel capacity. In this setting b = 0 means zero beamforming gain, while b = 1
denotes a full beamforming gain. For the ideal case with perfect CSIT and CSIR (e.g., through a genie-
aided method) one might achieve a full beamforming gain. However, for this setting where CSIR and
CSIT are acquired via downlink training and feedback, the beamforming gain is generally unknown so
far. In the following we seek to characterize the beamforming gain of this setting.
III. MAIN RESULTS
This section provides the main results for a MISO channel with feedback defined in Section II. The
proofs are shown in Section IV, Section V, and the appendices. Before showing the main results of this
work, let us first revisit the ideal case of MISO channel with perfect CSIT and CSIR, and with a second
moment input constraint. According to the previous works in [7]–[11], the channel capacity of this ideal
case, denoted by Cideal, is characterized in the following closed form
Cideal = max
P¯ (γ):
∫
γ P¯ (γ)fγ(γ)dγ=P
∫
γ
log
(
1 + P¯ (γ) · γ)fγ(γ)dγ (7)
where γ, ‖ht‖2; fγ(γ) is the probability density function of γ; P¯ (γ) is the power allocation function;
and the optimal solution of P¯ (γ) is based on a water-filling algorithm (cf. [7]–[11]). When the antenna-
number M is large, the capacity expressed in (7) tends to log(1 + PM), which is summarized in the
following proposition.
Proposition 1 (Ideal case). For the ideal case of MISO channel (cf. (1)) with perfect CSIT and CSIR,
and with a second moment input constraint (cf. (5)), the channel capacity Cideal is approximated by:
Cideal = log(1 + PM) + o(logM),
and the corresponding beamforming gain b(α) is characterized by
b(α) = 1, ∀α ≥ 0.
Proposition 1 follows from the capacity expression in (7) and the asymptotic analysis that is provided
in Appendix A. Proposition 1 reveals that the capacity of a MISO channel with perfect CSIT and CSIR
will go to infinity as the antenna-number M grows to infinity, even with a finite input constraint P .
Proposition 1 also reveals that full beamforming gain (b = 1) is achievable with perfect CSIT and CSIR,
for any given channel coherence length Tc ∈ Z+.
Let us now go back to the MISO channel with feedback defined in Section II, where the transmitter
and receiver have no prior knowledge of the channel state realizations, but the transmitter and receiver
can acquire the CSIT/CSIR via downlink training and feedback. In this work, we specifically focus on
the channel capacity effect of the system with a large number of antennas, which may be captured by
the metric of beamforming gain. The following results summarize the beamforming gain of the channel
under two input constraints, respectively.
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Fig. 2. Beamforming gain b vs. α for the MISO channel with feedback, under the fourth moment input constraint.
Theorem 1 (Beamforming gain, second moment). For the MISO channel with feedback defined in
Section II, the beamforming gain is bounded as
min{α, 1} ≤ b(α) ≤ min{2α, 1}, ∀α ≥ 0
under the second moment input constraint (cf. (5)).
Theorem 1 follows from a capacity upper bound in Theorem 3 that is shown in Section IV (see also
Remark 1 in Section IV), and a capacity lower bound in Theorem 4 that is shown in Section V. In
Theorem 1, we have b = 0 when α = 0. This implies that, given a finite second-moment input constraint
and a finite channel coherence length (i.e., α = 0), the capacity will not go to infinity (i.e., b = 0) as the
antenna number M grows to infinity. This result is in sharp contrast to the result of the perfect CSIT/CSIR
case, in which the capacity will be infinite when M is taken to infinity, as shown in Proposition 1.
Theorem 2 (Beamforming gain, fourth moment). For the MISO channel with feedback defined in
Section II, the beamforming gain is characterized by
b(α) = min{α, 1}, ∀α ≥ 0
under the fourth moment input constraint (cf. (6)).
Theorem 2 follows from a capacity upper bound in Theorem 5 that is shown in Appendix B (see
also Remark 4 in Appendix B), and a capacity lower bound in Theorem 4 that is shown in Section V.
Theorem 2 reveals that, given a finite fourth-moment input constraint and a finite channel coherence
length, again, the capacity will not go to infinity when the antenna number M is taken to infinity.
As illustrated in Fig. 2, a full beamforming gain, i.e., b = 1, is achievable when α ≥ 1. Intuitively,
for the case with large α, α  1, the channel can be considered as a static channel, in which a full
beamforming gain could be achieved easily via sufficiently long downlink training. Theorem 2 reveals
an interesting insight that, instead of a large α, α = 1 is sufficient for achieving a full beamforming
gain. From Theorem 2 we note that, under a finite fourth-moment input constraint, the channel capacity
is asymptotically scaled as log(1 + min{M,Tc}), which reveals another interesting insight that using
more transmit antennas than the coherence length does not yield a significant gain in capacity for this
setting with feedback, in an asymptotic sense. This insight is similar to the insight for the setting without
feedback, in which using more transmit antennas than the coherence length does not yield a gain in
capacity (cf. [43]). We conjecture that the beamforming gain for the setting with second moment input
constraint (cf. Theorem 1) is the same as that for the setting with fourth moment input constraint (cf.
Theorem 2), i.e., b(α) = min{α, 1}. If this is the case, then the above two insights also hold for the
setting with second moment input constraint.
7IV. CONVERSE: THE CASE WITH SECOND MOMENT INPUT CONSTRAINT
This section provides a capacity upper bound for the MISO channel defined in Section II, under a
second moment input constraint (cf. (5)). The result is summarized in the following theorem.
Theorem 3 (Upper bound, second moment). For the MISO channel with feedback defined in Section II,
the capacity is upper bounded by
C ≤ 2 log(4 + 3 ·min{M,Tc})+ log(1 + 4P)
under the second moment input constraint.
Remark 1 (Proof of Theorem 1, upper bound). In this work, we specifically focus on the beamforming
gain of the channel. From the capacity upper bound in Theorem 3, we can easily derive an upper bound
on the beamforming gain:
b(α) ≤ lim
M→∞
2 log
(
4 + 3 ·min{M,Mα})+ log(1 + 4P)
logM
= min{2, 2α}
under the second moment input constraint, recalling that Tc = Mα. On the other hand, the beamforming
gain is also upper bounded by b(α) ≤ 1, ∀α, even for the ideal case with perfect CSIT and CSIR
(cf. Proposition 1). Therefore, the beamforming gain is upper bounded by
b(α) ≤ min{1, 2α}
under the second moment input constraint. It then proves the beamforming gain upper bound described
in Theorem 1.
In the rest of this section we will provide the proof of Theorem 3. In the proof we will use Lemmas 1-4
shown in this section (see later on). We will also use some notations given as
hˆt,
t−1∑
i=Tcb t−1Tc c+1
Ωix
∗
i (yi − xTi hˆi)
xTiΩix
∗
i + 1
for t 6= `Tc + 1, (8)
Ωt, IM −
t−1∑
i=Tcb t−1Tc c+1
Ωix
∗
ix
T
iΩi
xTiΩix
∗
i + 1
for t 6= `Tc + 1, (9)
h˜t,ht − hˆt ∀t ∈ {1, 2, · · · , n} (10)
and hˆ`Tc+1, 0, Ω`Tc+1, IM , ∀` ∈ {0, 1, · · · , L−1}. An additional notation that will be used is given as
y˜t, ‖hˆt‖+ z˜t, t = 1, 2, · · · , n (11)
where hˆt is defined in (8), and z˜t ∼ CN (0, 1) is a random variable that is independent of w, {ht}t, {zt}t
and {z˜`} 6`=t. Before describing the necessary lemmas and the proof details, let us first provide a roadmap
of our proof.
Roadmap and intuitions of the proof: The challenge of our proof is mainly due to the correlation
between the channel input and the previous channel outputs (see (2) and (3)), and the high dimension
of the channel inputs (with a large number of antennas). Note that the previous approaches used in the
settings with linear schemes (cf. [31], [32]) cannot be directly applied in our setting, in which the coding
scheme could be nonlinear. The proof consists of the following steps.
8• Step 1: genie-aided channel enhancement. In this step, we enhance the original setting by providing
a genie-aided information, i.e., {y˜t}nt=1, that is defined in (11), to the receiver at the end of the whole
communication.
• Step 2: bound the rate of the enhanced channel. In this step, we bound the rate of the enhanced
channel as
nR ≤
n∑
t=1
h(y˜t) +
n∑
t=1
h(yt
∣∣y˜t) + o(logM).
In the above bound, the differential entropies h(y˜t), t = 1, 2, · · · , n, correspond to the penalty terms
due to the genie-aided channel enhancement.
• Step 3: bound the penalty terms. In this step, we prove that
h
(
y˜t
) ≤ min{α, 1} · logM + o(logM), ∀t = 1, 2, · · · , n
by using the differential entropy maximizer (i.e., Gaussian distribution) and Lemma 4 (see below).
In this step, Lemma 4 is used to bound the average power of y˜t. Note that the penalty terms lead to
a gap between our beamforming gain upper bound and inner bound, as shown in Theorem 1.
• Steps 4-6: bound the differential entropy h(yt
∣∣y˜t). The difficulty of our proof lies in bounding the
differential entropy h(yt
∣∣y˜t), which is involved with Steps 4-6.
In Step 4, we prove that
h(yt
∣∣y˜t) ≤ E[log(pie(1 + E[|hTtxt|2|y˜t]))]
by using the differential entropy maximizer.
In Step 5, we provide an upper bound on the expectation term E
[|hTtxt|2|y˜t]. The challenge of this
step is due to the correlation between xt and ht (see (2) and (3)). In this step, we prove that
E
[
|hTtxt|2
∣∣y˜t] ≤ E[‖hˆt‖2 · ‖xt‖2 + ‖xt‖2∣∣∣y˜t] (12)
by using Lemma 1 and Lemma 2 (see below), where hˆt is defined in (8). Lemma 1 corresponds to
the minimum mean square error (MMSE) estimator. It reveals that hˆt is the MMSE estimate of ht
given (yt−1,w), and that h˜t
∣∣ (yt−1,w) ∼ CN (0,Ωt), where h˜t,ht − hˆt and Ωt is defined in (9).
Lemma 2 reveals that 0  Ωt  IM , ∀t ∈ {1, 2, · · · , n}.
In Step 6, we provide a final bound on h(yt
∣∣y˜t). Note that xt and hˆt are correlated. Without
conditioning on y˜t (a genie-aided information), it is challenging to derive a tight bound on the
expectation term E
[‖hˆt‖2 · ‖xt‖2] in (12). In this step we take the benefit of genie-aided channel
enhancement — which leads to a condition y˜t in the expectation term E
[‖hˆt‖2 · ‖xt‖2] in (12) —
and prove that
h(yt
∣∣y˜t) ≤ min{α, 1} · logM + log(1 + 4 · E[‖xt‖2])+ o(logM).
• Step 7: derive a final capacity upper bound. In the final step, we combine the previous steps and
derive a capacity upper bound with the optimal power allocation:
nR ≤ n ·min{2α, 2} · logM + n · o(logM).
The lemmas that will be used in our proofs are provided as follows. The first lemma corresponds to
the MMSE estimator. This lemma is the extension of the well-known result of MMSE estimator (see, for
example, [63, Chapter 15.8]).
Lemma 1 (MMSE). Consider independent complex Gaussian random vectors zt ∈ CN×1 ∼ CN (0, IN),
t = 1, 2, · · · , T , and u ∈ CM×1 ∼ CN (uˆ1,Ω1), for some fixed uˆ1 and Hermitian positive semidefinite
Ω1. Let
yt = Atu+ zt, t = 1, 2, · · · , T,
9where At ∈ CN×M is a deterministic function of (yt−1, w) and w is a fixed parameter. Then, the conditional
density of u given (yt−1, w) is
u
∣∣(yt−1, w) ∼ CN (uˆt,Ωt)
where
uˆt = uˆ1 +
t−1∑
i=1
ΩiA
H
i (AiΩiA
H
i + IN)
−1(yi −Aiuˆi) (13)
Ωt = Ω1 −
t−1∑
i=1
ΩiA
H
i (AiΩiA
H
i + IN)
−1AiΩi (14)
for t = 2, 3, · · · , T . Furthermore, uˆt and vt,u− uˆt are conditionally independent given (yt−2, w), and
we have
vt
∣∣(yt−1, w) ∼ CN (0,Ωt).
Proof. The proof is shown in Appendix E.
Remark 2. In our setting, we consider the case of yt = xTtht + zt, where xt is a deterministic function
of (yt−1,w) given the encoding maps in (2). Lemma 1 reveals that hˆt is the MMSE estimate of ht given
(yt−1,w) and ht|(yt−1,w) ∼ CN (hˆt,Ωt), where hˆt and Ωt are defined in (8) and (9) in our setting.
Lemma 2. Consider any vector ei ∈ CM×1, i ∈ Z , and let
Kt, IM −
t−1∑
i=1
Kie
∗
ie
T
iKi
eTiKie
∗
i + 1
, t = 2, 3, 4, · · · (15)
and K1, IM , then we have
0 Kt  IM , ∀t ∈ {1, 2, 3, · · · }.
Proof. The proof is shown in Appendix D.
Lemma 3. The solution for the following maximization problem
maximize
n∑
t=1
log(1 + cst)
subject to
n∑
t=1
st ≤ m
st ≥ 0, t = 1, 2, · · · , n
is s?1 = s
?
2 = · · · = s?n = m/n, for constants m > 0 and c > 0.
Proof. The proof follows directly from Jensen’s inequality. Note that f(x) = log(1 + cx) is a concave
function. By using Jensen’s inequality, we have
1
n
n∑
t=1
log(1 + cst) ≤ log
(
1 +
c
n
n∑
t=1
st
)
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User
TX
yt−1
yt = h
T
txt + zt
w
xt(w,y
t−1)
y˜t = |hˆt| + z˜t
hˆt(w,y
t−1)
downlink
genie-aided information
feedback
Fig. 3. A feedback MISO channel with a genie-aided information. The feedback information yt−1 and the message w are available at the
transmitter at time t, t = 1, 2, · · · , n. The channel outputs yn and genie-aided information y˜n are available at the receiver after time t = n.
Both xt and hˆt are the functions of (w,y
t−1).
which, together with the constraint of
∑n
t=1 st ≤ m, gives the bound
∑n
t=1 log(1 + cst) ≤ n log(1 + cmn ).
The equality holds when s?1 = s
?
2 = · · · = s?n = m/n.
Lemma 4. For hˆt defined in (8), we have
E
[‖hˆt‖2] ≤ [(t− 1) mod Tc] (16)
E
[‖hˆt‖2] ≤M (17)
E
[‖hˆt‖4] ≤ 2[(t− 1) mod Tc]2 + 5[(t− 1) mod Tc] (18)
E
[‖hˆt‖4] ≤M2 + 2M (19)
E
[
(‖hˆt‖2 + 1)2
] ≤ min{M2 + 4M + 1, 2[(t− 1) mod Tc]2 + 7[(t− 1) mod Tc] + 1} (20)
for t = 1, 2, · · · , n. [t mod Tc] denotes a modulo operation.
Proof. The proof is shown in Appendix F.
The proof details of each step for Theorem 3 are provided as follows. Recall that the proof of Theorem 3
follows the roadmap mentioned earlier.
A. Step 1: genie-aided channel enhancement
For the original channel model defined in Section II, the transmitter obtains the information of (w,yt−1)
at time t, while the receiver obtains the information of yt at time t, for t = 1, 2, · · · , n. At the end of the
whole communication, i.e., after time t = n, the information of yn is available at the receiver. We now
enhance the setting by providing a genie-aided information y˜n,{y˜t}nt=1 to the receiver at the end of the
whole communication, where y˜t is defined in (11). In the enhanced setting (see Fig. 3), the transmitter
has the same information as before at each time t, but the receiver has more information, i.e.,
(yn, y˜n)
at the end of the whole communication. Therefore, the channel capacity (and its upper bound) of the
enhanced setting will serve as the upper bound of the channel capacity of the original setting. In what
follows we will investigate the capacity upper bound of the enhanced setting. As we will see later on,
this channel enhancement step plays an important role in deriving our capacity upper bound.
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B. Step 2: bound the rate of the enhanced channel
We proceed to bound the rate of the enhanced setting as follows:
nR = H(w)
= I(w;yn, y˜n) +H(w|yn, y˜n)
≤ I(w;yn, y˜n) + nn (21)
=
n∑
t=1
I(w;yt, y˜t
∣∣yt−1, y˜t−1) + nn (22)
=
n∑
t=1
(
I(w; y˜t
∣∣yt−1, y˜t−1) + I(w;yt∣∣yt−1, y˜t))+ nn (23)
=
n∑
t=1
(
h(y˜t
∣∣yt−1, y˜t−1)− h(y˜t∣∣yt−1, y˜t−1,w) + h(yt∣∣yt−1, y˜t)− h(yt∣∣yt−1, y˜t,w))+ nn
≤
n∑
t=1
(
h(y˜t
∣∣yt−1, y˜t−1)− h(y˜t∣∣yt−1, y˜t−1,w, hˆt)︸ ︷︷ ︸
=log(pie)
+h(yt
∣∣yt−1, y˜t)− h(yt∣∣yt−1, y˜t,w,ht,xt)︸ ︷︷ ︸
=log(pie)
)
+nn
(24)
=
n∑
t=1
(
h(y˜t
∣∣yt−1, y˜t−1)− log(pie) + h(yt∣∣yt−1, y˜t)− log(pie))+ nn (25)
≤
n∑
t=1
h(y˜t) +
n∑
t=1
h(yt
∣∣y˜t)− 2n log(pie) + nn (26)
where (21) follows from Fano’s inequality and n → 0 as n → ∞; (22) and (23) result
from chain rule; (24) and (26) use the fact that conditioning reduces differential entropy; (25) is
from that h(yt
∣∣yt−1, y˜t,w,ht,xt) = h(yt − hTtxt∣∣yt−1, y˜t,w,ht,xt) = h(zt) = log(pie) and that
h(y˜t
∣∣yt−1, y˜t−1,w, hˆt) = h(y˜t − |hˆt| ∣∣yt−1, y˜t−1,w, hˆt) = h(z˜t) = log(pie).
C. Step 3: bound h(y˜t) by using the differential entropy maximizer and Lemma 4
We proceed to upper bound the differential entropy h(y˜t) in (26), for t ∈ {1, 2, · · · , n}. Note that the
average power of y˜t is
E
[|y˜t|2] = E[∣∣‖hˆt‖+ z˜t∣∣2] = 1 + E[‖hˆt‖2]
(cf. (11)). Since differential entropy is maximized by a circularly symmetric complex Gaussian distribution
with the same average power, we have
h
(
y˜t
) ≤ log(pie(1 + E[‖hˆt‖2])). (27)
From (16) and (17) in Lemma 4 we have
E
[‖hˆt‖2] ≤ min{M, [(t− 1) mod Tc]}
which, together with (27), gives
h
(
y˜t
) ≤ log(pie(1 + min{M, [(t− 1) mod Tc]}))
≤ log
(
pie
(
1 + min{M,Tc}
))
(28)
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∀t ∈ {1, 2, · · · , n}, where [(•)mod Tc] denotes a modulo operation; and (28) uses the identity of [(t −
1) mod Tc] ≤ Tc. Then, combining (26) and (28) yields the following bound on the rate:
nR− nn ≤
n∑
t=1
log
(
1 + min{M,Tc}
)
+
n∑
t=1
h(yt
∣∣y˜t)− n log(pie). (29)
Note that the first term in the right-hand side of (29) corresponds to a penalty on the capacity upper
bound, due to the genie-aided channel enhancement, because it corresponds to the differential entropy of
the genie-aided information y˜n. This penalty leads to the factor 2 in the upper bound of beamforming
gain, as shown in Theorem 1, i.e., b(α) ≤ min{2α, 1}.
D. Step 4: bound h(yt
∣∣y˜t) by using the differential entropy maximizer
Let us now focus on the conditional differential entropy h(yt
∣∣y˜t) in (29). Note that
h(yt
∣∣y˜t) = Ey˜t [h(yt∣∣y˜t = y˜t)]. (30)
Again, by using the fact that Gaussian distribution with the same average power maximizes the differential
entropy, we have
h
(
yt
∣∣y˜t = y˜t) ≤ log(pie · E[|yt|2|y˜t = y˜t])
= log
(
pie
(
1 + E
[|hTtxt|2|y˜t = y˜t])) (31)
which, together with (30), yields
h(yt
∣∣y˜t) ≤ E[log(pie(1 + E[|hTtxt|2|y˜t]))]. (32)
E. Step 5: bound E
[|hTtxt|2|y˜t] by dealing with the correlation between xt and ht
Since xt and ht are correlated, computing the value of E
[|hTtxt|2|y˜t] (shown in (32)) could be
challenging in general. We now bound the value of E
[|hTtxt|2|y˜t] as follows:
E
[
|hTtxt|2
∣∣y˜t] = E[E[|hTtxt|2∣∣yt−1,w, y˜t]∣∣∣y˜t] (33)
= E
[
E
[
|hTtxt|2
∣∣yt−1,w]∣∣∣y˜t] (34)
= E
[
E
[
tr
(
h∗th
T
txtx
H
t
)∣∣yt−1,w]∣∣∣y˜t] (35)
= E
[
tr
(
E
[
h∗th
T
t
∣∣yt−1,w] · xtxHt)∣∣∣y˜t] (36)
= E
[
tr
(
E
[
(hˆt + h˜t)
∗(hˆt + h˜t)T
∣∣yt−1,w] · xtxHt)∣∣∣y˜t] (37)
= E
[
tr
(
E
[
hˆt
∗
hˆt
T
+ h˜t
∗
h˜t
T
+ hˆt
∗
h˜t
T
+ h˜t
∗
hˆt
T ∣∣yt−1,w] · xtxHt)∣∣∣y˜t]
= E
[
tr
((
hˆt
∗
hˆt
T
+ Ωt
) · xtxHt)∣∣∣y˜t] (38)
= E
[
tr
(
hˆt
∗
hˆt
T
xtx
H
t
)
+ tr
(
Ωtxtx
H
t
)∣∣∣y˜t]
≤ E
[
λmax(hˆt
∗
hˆt
T
) · tr(xtxHt ) + λmax(Ωt) · tr(xtxHt )
∣∣∣y˜t] (39)
≤ E
[
‖hˆt‖2 · ‖xt‖2 + ‖xt‖2
∣∣∣y˜t] (40)
where (33) follows from the identity that E[a|c] = E[E[a|b, c]|c] for any three random variables a,
b and c; (34) stems from the Markov chain of {yt−1,w, y˜t} → {yt−1,w} → {ht,xt}; remind that
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y˜t = ‖hˆt‖ + z˜t, and both hˆt and xt are deterministic functions of (yt−1,w) given the encoding maps
in (2); (35) results from the fact that |hTtxt|2 = tr(hTtxtxHth∗t ) = tr(h∗thTtxtxHt ) by using the identity
of tr(AB) = tr(BA) for any matrices A ∈ Cm×q, B ∈ Cq×m; (36) stems from the fact that xt is a
deterministic function of (yt−1,w); in (37) we just replace ht with hˆt + h˜t, where hˆt and h˜t are defined
in (8)-(10); (38) results from the fact that hˆt is a deterministic function of (yt−1,w), and the fact that
the conditional density of h˜t given (yt−1,w) is
h˜t
∣∣ (yt−1,w) ∼ CN (0,Ωt)
(see Lemma 1); (39) follows from the identity that tr(AB) ≤ λmax(A)tr(B), where λmax(A) corresponds
to the maximum eigenvalue of matrix A, for positive semidefinite m × m Hermitian matrices A and
B; (40) results from the facts that λmax(hˆt
∗
hˆt
T
) = ‖hˆt‖2, tr(xtxHt ) = ‖xt‖2, and λmax(Ωt) ≤ 1 (see
Lemma 2).
F. Step 6: bound h(yt
∣∣y˜t) by dealing with the correlation between xt and hˆt
By plugging (40) into (32), it yields
h(yt
∣∣y˜t) ≤ E[log(pie(1 + E[‖hˆt‖2 · ‖xt‖2 + ‖xt‖2∣∣y˜t]))]. (41)
Note that xt and hˆt are correlated. Without conditioning on y˜t (a genie-aided information), it is challenging
to derive a tight bound on the expectation term E
[‖hˆt‖2 ·‖xt‖2] in (41). In this step, we take the benefit of
genie-aided channel enhancement — which leads to a condition y˜t in the expectation term E
[‖hˆt‖2·‖xt‖2]
in (41) — and provide an upper bound on h(yt
∣∣y˜t).
Since y˜t = ‖hˆt‖+ z˜t (cf. (11)), we could bound ‖hˆt‖2 by using triangle inequality:
‖hˆt‖2 = |y˜t − z˜t|2 ≤ (|y˜t|+ |z˜t|)2 (42)
which, together with (41), gives
h(yt
∣∣y˜t)− log(pie) ≤ E[log(E[1 + (|y˜t|+ |z˜t|)2 · ‖xt‖2 + ‖xt‖2∣∣∣y˜t])] (43)
≤ E
[
log
(
E
[(
1 + |y˜t|
)2 · (1 + (1 + |z˜t|)2 · ‖xt‖2)∣∣∣y˜t])] (44)
= 2 · E[log(1 + |y˜t|)]+ E[log(E[1 + (1 + |z˜t|)2 · ‖xt‖2∣∣y˜t])]
≤ 2 · log(1 + E[|y˜t|])+ log(E[1 + (1 + |z˜t|)2 · ‖xt‖2]︸ ︷︷ ︸
=1+E[(1+|z˜t|)2]·E[‖xt‖2]
)
(45)
= 2 · log(1 + E[|y˜t|])+ log(1 + E[(1 + |z˜t|)2]︸ ︷︷ ︸
≤4
·E[‖xt‖2]) (46)
≤ 2 · log(1 + E[|y˜t|])+ log(1 + 4 · E[‖xt‖2]) (47)
≤ 2 · log(1 +√E[|y˜t|2])+ log(1 + 4 · E[‖xt‖2]) (48)
≤ 2 · log(1 +√min{M,Tc}+ 1)+ log(1 + 4 · E[‖xt‖2]) (49)
where (43) is from (41) and (42); (44) follows from the identity that 1 + (a1 + a2)2 · a3 + a3 ≤ (1 + a1)2 ·(
1 + (1 + a2)
2 · a3
)
for any a1, a2, a3 ≥ 0; (45) results from Jensen’s inequality; (46) follows from the
independence between z˜t and xt; (47) stems from the fact that E
[
(1 + |z˜t|)2
]
= 1 +E[|z˜t|2] + 2E[|z˜t|] =
2+
√
pi ≤ 4, given that E[|z˜t|] =
√
pi/2 for z˜t ∼ CN (0, 1); (48) uses the fact that 0 ≤ E[|y˜t|2]−(E[|y˜t|])2
since 0 ≤ E(|y˜t| − E|y˜t|)2 = E[|y˜t|2] − (E[|y˜t|])2; (49) follows from the fact that E[|y˜t|2] = E[|‖hˆt‖ +
z˜t|2] = E[‖hˆt‖2] +E[|z˜t|2] = E[‖hˆt‖2] + 1 ≤ min{M, [(t− 1) mod Tc]}+ 1 ≤ min{M,Tc}+ 1, by using
(16) and (17) in Lemma 4.
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G. Step 7: derive a final capacity upper bound with the optimal power allocation
Finally, by plugging (49) into (29) we have
nR−nn ≤
n∑
t=1
log
(
1 + min{M,Tc}
)
+
n∑
t=1
log
(
1 +
√
min{M,Tc}+ 1
)2
+
n∑
t=1
log
(
1 + 4E
[‖xt‖2])
(50)
≤ 2n log(1 + 3(min{M,Tc}+ 1))+ n∑
t=1
log
(
1 + 4E
[‖xt‖2]) (51)
≤ 2n log(1 + 3(min{M,Tc}+ 1))+ max∑n
t=1 E[‖xt‖2]≤nP
n∑
t=1
log
(
1 + 4E
[‖xt‖2]) (52)
≤ 2n log(1 + 3(min{M,Tc}+ 1))+n log(1 + 4P) (53)
where (50) follows from (29) and (49); (51) stems from the identity that (1 + a) < (1 +
√
1 + a)2 ≤
1 + 3(a + 1) for any a ≥ 0; (52) results from maximizing the RHS of (51) under a second moment
constraint; (53) follows from Lemma 3. At this point, as n→∞, we have the bound R ≤ 2 log(4 + 3 ·
min{M,Tc}
)
+ log
(
1 + 4P
)
and complete the proof.
V. ACHIEVABILITY
This section will prove the following theorem for the MISO channel defined in Section II.
Theorem 4 (Lower bound). For the MISO channel defined in Section II, the capacity is lower bounded
by
C ≥ Tc−Tτ
Tc
· log
(
1 +
P ·max{(Tτ−1), 1/2}
2 + 1
P
− 1
max{Tτ , 2}
)
under the second moment input constraint; while under the fourth moment input constraint, the capacity
is lower bounded by
C ≥ Tc−Tτ
Tc
· log
(
1 +
Po ·max{(Tτ−1), 1/2}
2 + 1
Po
− 1
max{Tτ , 2}
)
where Po, κP√3 and Tτ ,d
min{M,Tc}
log max{4, min{M,Tc}}e.
Remark 3 (Proof of Theorems 1 and 2, lower bound). From the capacity lower bounds in Theorem 4,
one can easily derive a lower bound of the beamforming gain:
b(α) ≥ min{1, α}
under each of the two input constraints (cf. (5) and (6)). It then proves the beamforming gain lower
bounds for Theorem 1 and Theorem 2.
Specifically, an achievability scheme is provided in this section for the MISO channel with feedback.
To this end, the proposed scheme can achieve a rate R (bits/channel use) that is lower bounded by
R ≥ Tc − Tτ
Tc
· log
(
1 +
P ·max{(Tτ − 1), 1/2}
2 + 1
P
− 1
max{Tτ , 2}
)
(54)
under the second moment input constraint. For the case with a fourth moment input constraint (cf. (6)),
the proposed scheme achieves the similar rate R with difference being that in the latter case P is replaced
with Po. Note that by replacing the input power P with Po, the proposed scheme will satisfy the fourth
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Downlink Training Data Transmission
Channel block 1
Tτ Td
· · ·Downlink Training Data Transmission
Channel block 2
Tτ Td
Fig. 4. The model of downlink training and data transmission, where the downlink training and data transmission are operated over Tτ and
Td channel uses of each channel block.
moment input constraint and achieve the declared rate. In the following we will just describe the scheme
for the case with a second moment input constraint. Note that the lower bounds in Theorem 4 can be
further improved since we just focus on the simple scheme.
The proposed scheme is a simple scheme that uses no more than Tc number of transmit-antennas. The
scheme consists of a downlink training phase and a data transmission phase for each coherence block
of the channel (see Fig. 4). The choice of phase duration is critical to the scheme performance, because
with too small duration for training phase there is not enough time for the channel training, while with
too large duration for training phase there is not enough time for the data transmission. In this scheme
we set the durations of the training phase and data transmission phase as
Tτ =
⌈ min{M,Tc}
log max{4, min{M,Tc}}
⌉
, Td = Tc − Tτ (55)
respectively. The above design of Tτ implies that, the training phase takes a relatively small fraction of the
channel coherence length. Considering the typical case of M ≥ Tc, this fraction is roughly 1log Tc , which can
be ignored when M and Tc are very large. On the other hand, we show that this small fraction of channel
coherence length is sufficient to obtain a relatively good channel training and achieve a relatively good
beamforming gain performance (see Theorems 1 and 2). We conjecture that the achievable beamforming
gain is optimal for the setting with second moment input constraint. Note that, for the setting with the
fourth moment input constraint, the achievable beamforming gain is optimal (see Theorem 2). Without
loss of generality we focus on the scheme description for the first channel block, corresponding to the
time index t ∈ {1, 2, · · · , Tc}. Note that h1 = h2 = · · · = hTc and h1 = [h1,1,h1,2, · · · ,h1,M ]T.
A. Downlink training
The goal of the downlink training phase with feedback is to allow both user and transmitter to learn
the channel state information. At time t, t ∈ {1, 2, · · · , Tτ}, the downlink training is operated over the
tth transmit-antenna in order to estimate the channel h1,t, where h1,t denotes the channel coefficient
between the tth transmit antenna and the user during the first channel block. By setting the pilot signal as
xt =
√
P [0, 0, · · · , 0, 1, 0, · · · , 0]T, where the nonzero value is placed at the tth element, then the received
signal of user at time t is given as
yt =
√
Ph1,t + zt, t = 1, 2, · · · , Tτ . (56)
As a result, the user observes Tτ channel training outputs that can be written in a vector form:
yτ =
√
Phτ + zτ , (57)
where yτ ,[y1,y2, · · · ,yTτ ]T, hτ ,[h1,1,h1,2 · · · ,h1,Tτ ]T and zτ ,[z1, z2, · · · , zTτ ]T.
After receiving the channel training outputs, the user can estimate channel hτ with MMSE estimator:
hˆτ =
√
P
P + 1
yτ . (58)
The MMSE estimate hˆτ and estimation error h˜τ ,hτ−hˆτ are two independent complex Gaussian vectors,
where hˆτ ∼ CN (0, PP+1I) and h˜τ ∼ CN (0, 1P+1I).
After MMSE estimation, the user feeds back the value of hˆτ to the transmitter over an independent
feedback link (the transmitter can also obtain the MMSE estimate hˆτ if the user feeds back the channel
outputs to the transmitter).
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B. Data transmission
After obtaining the channel state information of hˆτ (CSIT), the transmitter sends the data information
with linear precoding:
xt =
√
P
hˆ
∗
τ
‖hˆτ‖
st, t = Tτ + 1, Tτ + 2, · · · , Tc
(focusing on the first channel block), where st denotes the information symbol with unit average power.
The corresponding signal received at the user is given as:
yt = h
T
τxt + zt
=
√
P (hˆτ + h˜τ )
T
hˆ
∗
τ
‖hˆτ‖
st + zt
=
√
P‖hˆτ‖st +
√
P h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
st + zt, t = Tτ + 1, Tτ + 2, · · · , Tc (59)
(again, focusing on the first channel block). The channel input-output relationship in (59) can be further
expressed in a vector form:
yd =
√
P‖hˆτ‖sd +
√
P h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
sd + zd (60)
where yd,[yTτ+1,yTτ+2, · · · ,yTc ]T, sd,[sTτ+1, sTτ+2 · · · , sTc ]T and zd,[zTτ+1, zTτ+2, · · · , zTc ]T. Note
that the conditional distribution of h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
given hˆτ is a Gaussian distribution, that is, h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
∣∣hˆτ ∼
CN (0, 1
P+1
).
Rate analysis: We now analyze the achievable rate of the proposed scheme. At first we assume that
the input symbol st,∀t, is circularly symmetric complex Gaussian distributed, i.e., st ∼ CN (0, 1), and is
independent of hˆτ and hτ . The following proposition provides a lower bound on the achievable ergodic
rate.
Proposition 2. The achievable ergodic rate for the scheme with Gaussian input, training and feedback,
and data transmission as described in Sections V-A and V-B is bounded as
R ≥ Tc − Tτ
Tc
· log
(
1 +
P ·max{(Tτ − 1), 1/2}
2 + 1
P
− 1
max{Tτ , 2}
)
under the second moment input constraint (cf. (5)), where Tτ = d min{M,Tc}log max{4,min{M,Tc}}e.
Proof. The proof is shown in Appendix C.
VI. CONCLUSION AND DISCUSSION
In this work we provide capacity bounds for the MISO block fading channel with a noiseless feedback
link, under the second and fourth moment input constraints, respectively. The result reveals that, increasing
the transmit-antenna number M to infinity will not yield an infinite capacity, for the case with a finite
coherence length and a finite input constraint on the second or fourth moment. In addition to the capacity
bounds, this work also provides a characterization on the channel’s beamforming gain for some cases.
Specifically, for the case with a finite fourth-moment input constraint, the result reveals that α = 1 is
sufficient for achieving a full beamforming gain. When 0 ≤ α ≤ 1, the beamforming gain increases linearly
with α. The result has provided some practical insights for the massive MIMO system operating with
FDD mode where transmitter and receiver acquire the CSIT/CSIR via downlink training and feedback.
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One practical insight provided in this work is that, using more transmit antennas than the coherence length
does not yield a significant gain in capacity in an asymptotic sense, under a finite fourth-moment input
constraint.
In what follows we compare our work with some previous works, and discuss the difficulty of our
converse proof and the extension to the multiuser broadcast channel.
A. Comparison between our work and some previous works
In this work, we focus on the MISO block fading channel with a noiseless feedback link, where the
transmitter and receiver have no prior knowledge of the channel state realizations, but the transmitter and
receiver can acquire the CSIT/CSIR via downlink training and feedback.
In the direction with channel training and feedback, the previous work in [31] has considered, among
others, a MISO block fading channel with dedicated training and limited feedback, under the assumptions
of linear coding schemes and a fixed ratio Tc/M , corresponding to a specific case of α = 1 in our setting.
For that MISO setting with linear coding schemes and α = 1, the work in [31] showed that the (linear)
capacity is scaled as logM + o(logM), or equivalently, the corresponding beamforming gain is b = 1,
which matches our beamforming gain lower bound when α = 1. In fact, our beamforming gain lower
bound is achieved by a simple linear scheme that holds for any α ∈ [0,∞). So far, it remains open if the
linear schemes are optimal in terms of the beamforming gain, under the second moment input constraint.
There is still a gap between our beamforming gain upper and lower bounds. We conjecture that the lower
bound is tight and the linear schemes could be optimal in terms of the beamforming gain. For the other
case with the fourth moment input constraint, our derived beamforming gain upper bound reveals that the
linear schemes, including the scheme proposed in [31], indeed can be optimal in terms of the beamforming
gain.
In the direction with channel training and feedback, the other previous work in [32] investigated the
achievable ergodic rates of a MIMO block fading broadcast channel with dedicated training and noisy
feedback, under the assumption of linear coding schemes. Specifically, the work in [32] derived the lower
and upper bounds of the achievable rate as the expectation of some functions of the channel estimates. In
our work we consider a different setting, i.e., a MISO block fading channel with a noiseless feedback link,
without the assumption of linear coding schemes. In our setting, computing the capacity might be NP-hard
[41] (see the discussion in the following subsection). Therefore, we mainly focus on the beamforming
gain and the derived bounds depend on the parameter α only. Furthermore, in the setting considered by
[32], the time overhead of the channel training is not taken into account in the rate analysis. However, in
our setting with a large number of antennas, the time overhead of the channel training might be significant
and cannot be ignored.
B. Difficulty of the converse proof
The challenge of our proof is mainly due to the correlation between the channel inputs and the channel
outputs (see (2) and (3)), and the high dimension of the channel inputs, equipped with a large number
of antennas. Our channel can be considered as a specific block fading channel with in-block memory, in
which the capacity is generally NP-hard to compute [41]. Specifically, the capacity of our setting is a
multiletter expression
C = max
p
xTc
I(xTc ;yTc)/Tc
and finding the optimal input distribution pxTc is NP-hard [41]. Recall that the channel input xt ∈ CM at
each time t in our setting is a function of the previous channel outputs and the message, i.e., xt(w,yt−1).
Note that, under the assumptions of linear coding schemes and a dedicated channel training, bounding the
capacity (or called as the achievable rate, cf. [32]) may be reduced to bounding a single-letter expression
(cf. [31], [32]). For example, let us consider a setting with linear coding schemes and a dedicated channel
18
training, such as: 1) at first a certain fraction of each channel block is used for the channel training; 2) the
transmitter and receiver(s) acquire the CSIT/CSIR from those training observations only; 3) the remaining
fraction of the channel block is used for data transmission only, under the linear coding strategy. Then,
after the channel training phase, the channel can be considered as a non-feedback channel with imperfect
CSIT/CSIR. In that case, the (linear) capacity bound can be reduced to a single-letter expression (cf. [31],
[32]). However, in our setting, feedback cannot be removed at any point of time. Therefore, the previous
approaches used in the settings with linear schemes and dedicated channel training (cf. [31], [32]) might
not be directly applied in our setting.
In our converse proof, we transform the NP-hard capacity problem into a relaxed problem that is
computable. Note that we focus on the beamforming gain performance, as tight capacity bounds are still
hard to compute. In our proof, a genie-aided channel enhancement is applied. Although the genie-aided
channel enhancement leads to a penalty on the beamforming gain, it is an important step that allows us
to bound the involved terms in a computable way. Our difficulty lies in Steps 3-6 (see Section IV), which
deal with the correlation between the channel inputs and the channel outputs, and the high dimension of
the channel inputs. Specifically, a lemma, corresponding to the MMSE estimator (see Lemma 1), is used
in our proof.
C. Extension to the multiuser broadcast channel
Due to the difficulty of the converse (as discussed in the previous subsection), in this work we just
focus on the MISO channel with noiseless feedback. Even for this setting, the optimal beamforming gain
is still unknown so far under the second moment input constraint — there is still a gap between the
derived beamforming gain upper bound and lower bound. We conjecture that the derived lower bound is
optimal.
In the future work, we will extend our results to the multiuser broadcast channel. Note that the proposed
scheme and the converse can be extended to a K-user MISO broadcast channel with some modifications.
In fact, based on our previous approach, we can easily prove that the sum beamforming gain of a K-user
MISO broadcast channel with feedback is upper bounded by min{2αK,K}, under the second moment
input constrain. This is because K-user MISO broadcast channel can be enhanced to K parallel MISO
channels, and the beamforming gain of each MISO channel is upper bounded by min{2α, 1} according to
our result (see Theorem 1). We also conjecture that min{αK,K} is the optimal sum beamforming gain
for the K-user MISO broadcast channel. In the future work we will prove this conjecture, which is also
related to the conjecture of the MISO channel.
APPENDIX A
PROOFS OF PROPOSITION 1
In this section we provide the proof of Proposition 1, for the ideal case of MISO channel with perfect
CSIT and CSIR, and with a second moment input constraint. According to the previous works in [7]–[11],
for this ideal case, the channel capacity is characterized as
Cideal = max
P¯ (γ):
∫
γ P¯ (γ)fγ(γ)dγ=P
∫
γ
log
(
1 + P¯ (γ) · γ)fγ(γ)dγ (61)
where γ, ‖ht‖2, fγ(γ) is the probability density function of γ, P¯ (γ) is the power allocation function
and the optimal solution of P¯ (γ) is based on a water-filling algorithm. We here focus on the asymptotic
analysis when the antenna-number M is large.
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For the capacity Cideal expressed in (61), it can be upper bounded as:
Cideal = max
P¯ (γ): Eγ [P¯ (γ)]=P
Eγ
[
log
(
1 + P¯ (γ) · γ)]
≤ max
P¯ (γ): Eγ [P¯ (γ)]=P
Eγ
[
log
(
1 + P¯ (γ)
)]
+ Eγ
[
log
(
1 + γ
)]
(62)
≤ max
P¯ (γ): Eγ [P¯ (γ)]=P
log
(
1 + Eγ[P¯ (γ)]︸ ︷︷ ︸
=P
)
+ log
(
1 + Eγ[γ]︸ ︷︷ ︸
=M
)
(63)
= log
(
1 + P
)
+ log
(
1 +M
)
(64)
= log
(
1 + PM + P +M
)
(65)
where (62) results from the identity that log(1 + a1a2) ≤ log(1 + a1) + log(1 + a2) for any a1 ≥ 0 and
a2 ≥ 0; (63) stems from Jensen’s inequality; (64) follows from the fact that Eγ[γ] = E[‖ht‖2] = M .
Let us now focus on the lower bound on Cideal expressed in (61). Since Cideal is determined by the
optimal power allocation of P¯ (γ) over all possible power allocation strategies. Clearly, setting P¯ (γ) = P ,
∀γ (equal power allocation) gives a lower bound on Cideal. Therefore,
Cideal = max
P¯ (γ): Eγ [P¯ (γ)]=P
Eγ
[
log
(
1 + P¯ (γ) · γ)]
≥ Eγ
[
log
(
1 + P · γ)] (66)
≥
(
Eγ
[
log
(
P · γ)])+ (67)
=
(
Eγ
[
log
(
2γ
)]
+ log
(P
2
))+
≥
(
log max{2M − 2, 1}+ log(P
2
))+
(68)
=
(
log max{(M − 1)P, P/2}
)+
≥ log(1 + (M − 1)P )− 1 (69)
where (66) uses a suboptimal power allocation, i.e., P¯ (γ) = P , ∀γ, which will not increase the value
of Cideal; (67) uses the notation of (•)+ = max{•, 0}; (68) stems from Lemma 5 (see below), that is,
Eγ
[
log
(
2γ
)] ≥ log max{2M − 2, 1}, given that 2γ = 2‖ht‖2 ∼ X 2(2M); (69) follows from the identity
that
(
log x
)+ ≥ log(1 + x)− 1 for a positive x. Therefore, combining the upper bound and lower bound
in (65) and (69) leads to the following conclusion:
log(1 + (M − 1)P )− 1 ≤ Cideal ≤ log
(
1 + PM + P +M
)
.
For a finite P , we have
lim
M→∞
log(1 + (M − 1)P )− 1
log(1 + PM)
= 1 and lim
M→∞
log
(
1 + PM + P +M
)
log(1 + PM)
= 1 (70)
which imply that limM→∞ Cideallog(1+PM) = 1, Cideal = log(1 + PM) + o(logM), and that b(α) =
limM→∞ CideallogM = 1. At this point, we complete the proof.
Lemma 5. If u ∼ X 2(k) is a chi-square random variable with k ≥ 2 degrees of freedom, k is an even
number, then
E[logu] ≥ log max{k − 2, 1}.
20
Proof. If u is a chi-square random variable with k ≥ 2 degrees of freedom, its probability density function
is given by
fX (u) =
{
uk/2−1e−u/2
2k/2Γ(k/2)
u > 0
0 else
(71)
where Γ(•) is a Gamma function (cf. [64]). When k ≥ 2 and k is an even number, we have
E[lnu] = ψ(k/2) + ln 2
(see 4.352-1 in [65]), where ψ(x) is the digamma function. Note that ψ(1) = −γo, where γo ≈ 0.57721566
is Euler’s constant, and for any integer x > 1 the digamma function ψ(x) can be expressed as
ψ(x) = −γo +
x−1∑
p=1
1
p
(cf. [66], [67]). Therefore, when k > 2 and k is an even number, we have
E[lnu] = ψ(k/2) + ln 2
= −γo +
k/2−1∑
p=1
1
p
+ ln 2
≥ ln(k/2− 1) + ln 2 (72)
= ln(k − 2) (73)
where (72) uses the identity of Harmonic series
∑m
p=1
1
p
≥ lnm+ γo for any positive natural number m
(cf. [68]). When k = 2, then
E[lnu] = ψ(1) + ln 2
= −γo + ln 2
≥ 0. (74)
Finally, by combining (73) and (74), we have E[logu] = 1
ln 2
E[lnu] ≥ 1
ln 2
ln(max{k − 2, 1}) =
log(max{k − 2, 1}).
APPENDIX B
CONVERSE: THE CASE WITH A FOURTH MOMENT INPUT CONSTRAINT
This section provides a capacity upper bound for the MISO channel defined in Section II, under a fourth
moment input constraint (cf. (6)). The result of capacity upper bound is summarized in the following
theorem.
Theorem 5 (Upper bound, fourth moment). For the MISO channel with feedback defined in Section II,
the capacity is upper bounded by
C ≤ log(1 + min{M + 2, √2(Tc + 1)} · κP)
under the fourth moment input constraint in (6).
Remark 4 (Proof of Theorem 2, converse). From the capacity upper bound in Theorem 5, we can easily
derive an upper bound on the beamforming gain:
b(α) ≤ lim
M→∞
log
(
1 + min
{
M + 2,
√
2(Mα + 1)
} · κP)
logM
= min{1, α} (75)
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under the fourth moment input constraint. It then proves the converse of Theorem 2.
In what follows we provide the proof of Theorem 5. The proof for this case with fourth moment
input constraint is slightly different from that for the cases with second moment input constraint (see
Section IV). In this case, the genie-aided channel enhancement, used in the previous case, is not used
here. For this case, we will use a Cauchy-Schwarz inequality and Lemmas 1, 2 and 4 (see Section IV).
Beginning with Fano’s inequality, we bound the rate of this setting as follows:
nR ≤ I(w;yn) + nn
=
n∑
t=1
(
h(yt
∣∣yt−1)− h(yt∣∣w,yt−1))+ nn
≤
n∑
t=1
(
h(yt)− h(yt
∣∣w,yt−1,ht,xt))+ nn (76)
=
n∑
t=1
h(yt)− n log(pie) + nn (77)
where (76) uses the fact that conditioning reduces differential entropy; (77) results from the fact that
h(yt
∣∣w,yt−1,ht,xt) = h(zt) = log(pie). We proceed to upper bound the differential entropy h(yt) in
(77). Note that the average power of yt is
E
[|yt|2] = 1 + E[|hTtxt|2].
Again, by using the fact that differential entropy is maximized by a circularly symmetric complex Gaussian
distribution with the same average power, we have
h
(
yt
) ≤ log(pie(1 + E[|hTtxt|2])). (78)
Then, by combining (77) and (78) it yields the following bound on the rate:
nR− nn ≤
n∑
t=1
log
(
pie
(
1 + E
[|hTtxt|2]))− n log(pie)
=
n∑
t=1
log
(
1 + E
[|hTtxt|2]). (79)
Let us now focus on the term E
[|hTtxt|2] in (79). Similarly to the previous cases, computing the value
of E
[|hTtxt|2] could be challenging in general, since xt and ht are correlated. By following the similar
steps in (33)-(40), we bound the value of E
[|hTtxt|2] as
E
[
|hTtxt|2
]
≤ E
[
‖hˆt‖2 · ‖xt‖2 + ‖xt‖2
]
(80)
where hˆt is defined in (8). Similarly to the steps in (33)-(40), (80) uses the facts that h˜t
∣∣ (yt−1,w) ∼
CN (0,Ωt) (see Lemma 1 in Section IV) and that λmax(Ωt) ≤ 1 (see Lemma 2 in Section IV), where Ωt
and h˜t are defined in (9) and (10). At this point, by combining (80) and (79) we bound the rate as
nR− nn ≤
n∑
t=1
log
(
1 + E
[‖hˆt‖2 · ‖xt‖2]+ E[‖xt‖2])
=
n∑
t=1
log
(
1 + E
[
(‖hˆt‖2 + 1) · ‖xt‖2
])
. (81)
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In order to bound E
[
(‖hˆt‖2 + 1) · ‖xt‖2
]
in (81), we use Cauchy-Schwarz inequality, that is, E[ab] ≤√
E[|a|2] ·√E[|b|2] for any two random variables a and b. With this inequality we have
E
[
(‖hˆt‖2 + 1) · ‖xt‖2
] ≤√E[(‖hˆt‖2 + 1)2] ·√E[‖xt‖4]
which, together with (81), gives the following bound on the rate
nR− nn
≤
n∑
t=1
log
(
1 +
√
E
[
(‖hˆt‖2 + 1)2
] ·√E[‖xt‖4]) (82)
≤
n∑
t=1
log
(
1 +
√
min
{
M2+4M+1, 2[(t− 1) mod Tc]2 + 7[(t− 1) mod Tc] + 1
} ·√E[‖xt‖4]) (83)
≤
n∑
t=1
log
(
1 + min
{
M + 2,
√
2(Tc + 1)
} ·√E[‖xt‖4]) (84)
≤ max∑n
`=1 E[‖x`‖4]≤nκ2P 2
n∑
t=1
log
(
1 + min
{
M + 2,
√
2(Tc + 1)
} ·√E[‖xt‖4]) (85)
= n log
(
1 + min
{
M + 2,
√
2(Tc + 1)
} · κP) (86)
where (82) results from (81) and Cauchy-Schwarz inequality; (83) follows from (20) in Lemma 4 (see
Section IV); (84) stems from that M2+4M+1 < (M+2)2 and that 2[(t−1) mod Tc]2+7[(t−1) mod Tc]+1
≤ 2(Tc− 1)2 + 7(Tc− 1) + 1 < 2(Tc + 1)2; (85) results from maximizing the RHS of (84) under a fourth
moment constraint (cf. (6)); (86) follows from Lemma 6 (see below). At this point, as n→∞, we have
the bound R ≤ log(1 + min{M + 2, √2(Tc + 1)} · κP) and complete the proof. The following lemma
was used in our proof.
Lemma 6. The solution for the following maximization problem
maximize
n∑
t=1
log(1 + c
√
st)
subject to
n∑
t=1
st ≤ m
st ≥ 0, t = 1, 2, · · · , n
is s?1 = s
?
2 = · · · = s?n = m/n, for constants m > 0 and c > 0.
Proof. This lemma follows directly from Jensen’s inequality. By applying Jensen’s inequality to the
concave function f(x) = log(1 + c
√
x), we have
1
n
n∑
t=1
log(1 + c
√
st) ≤ log
(
1 + c
√√√√ 1
n
n∑
t=1
st
)
which, together with the constraint of
∑n
t=1 st ≤ m, gives the bound
∑n
t=1 log(1 + c
√
st) ≤ n log(1 +
c
√
m
n
). The equality holds when s?1 = s
?
2 = · · · = s?n = m/n.
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APPENDIX C
PROOF OF PROPOSITION 2
In this section we provide the proof of Proposition 2. Note that our rate analysis is closely inspired
by [13] and [32]. For the proposed scheme with Gaussian input, training and feedback described in
Sections V-A and V-B, the scheme achieves the following ergodic rate
R =
1
Tc
I(sd; yτ ,yd)
by encoding the message over sufficiently large number of channel blocks, where the relationship between
sd, yτ and yd are given in (57) and (60). The achievable rate can be lower bounded as:
TcR =I(sd; yτ , yd)
=I(sd; hˆτ , yτ , yd) (87)
≥I(sd; hˆτ ,yd) (88)
=I(sd; hˆτ ) + I(sd; yd
∣∣ hˆτ )
=I(sd; yd
∣∣ hˆτ ) (89)
=I(sd,
√
P‖hˆτ‖sd ; yd
∣∣ hˆτ ) (90)
≥I(
√
P‖hˆτ‖sd; yd
∣∣ hˆτ ) (91)
=h(
√
P‖hˆτ‖sd
∣∣hˆτ )− h(√P‖hˆτ‖sd ∣∣yd, hˆτ )
=Td · E[log(pieP‖hˆτ‖2)]− h(
√
P‖hˆτ‖sd
∣∣yd, hˆτ ) (92)
where (87) results from the fact that ‖hˆτ‖ is a deterministic function of yτ ; (88) and (91) are from the fact
that adding more information will not reduce the mutual information; (89) is from our input assumption
that sd and ‖hˆτ‖ are independent; (90) uses the fact that
√
P‖hˆτ‖sd is a deterministic function of sd and
hˆτ ; (92) follows from the fact that sd ∼ CN (0, ITd), where Td = Tc − Tτ (cf. (55)). Let us focus on the
second term in (92), which can be upper bounded as:
h(
√
P‖hˆτ‖sd
∣∣yd, hˆτ ) ≤ Tc∑
t=Tτ+1
h(
√
P‖hˆτ‖st
∣∣yt, hˆτ ) (93)
=
Tc∑
t=Tτ+1
h(
√
P‖hˆτ‖st − βtyt
∣∣yt, hˆτ ) (94)
≤
Tc∑
t=Tτ+1
h(
√
P‖hˆτ‖st − βtyt
∣∣hˆτ ) (95)
≤
Tc∑
t=Tτ+1
E
[
log
(
pie · E
[ ∣∣√P‖hˆτ‖st − βtyt∣∣2 ∣∣∣ hˆτ])] (96)
where (93) is from chain rule and the fact that conditioning reduces differential entropy, where
yd,[yTτ+1,yTτ+2, · · · ,yTc ]T, sd,[sTτ+1, sTτ+2 · · · , sTc ]T and
yt =
√
P‖hˆτ‖st +
√
P h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
st + zt, t = Tτ + 1, Tτ + 2, · · · , Tc (97)
(cf. (59)); (94) results from that h(
√
P‖hˆτ‖st
∣∣yt, hˆτ ) = h(√P‖hˆτ‖st−βtyt ∣∣yt, hˆτ ) for any deterministic
function βt of yt and hˆτ ; (95) is from the fact that conditioning reduces differential entropy; (96) uses
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the fact that Gaussian distribution is the differential entropy maximizer given the same second moment
of E
[ ∣∣√P‖hˆτ‖st − βtyt∣∣2 ∣∣∣ hˆτ].
In the next step we will focus on a single term inside the summation in (96). Specifically, we will
choose a proper βt to minimize E
[|√P‖hˆτ‖st − βtyt|2∣∣hˆτ], which will in turn tighten the bound in
(96), where yt is expressed in (97). This is equivalent to the MMSE estimation problem. For the MMSE
estimation problem, the optimal c to minimize E
[|u−cv|2] is c? = E[uv∗]E[|v|2] and in this case E[|u−c?v|2] =
E[|u|2]− |E[uv∗]|2E[|v|2] , for two random variables u and v with zero means. Therefore, the optimal βt can be
chosen as
βt =
E
[√
P‖hˆτ‖sty∗t
∣∣ hˆτ]
E
[ |yt|2 ∣∣ hˆτ] = P‖hˆτ‖
2
P‖hˆτ‖2 + Pσ2 + 1
(98)
where
σ2, 1
P + 1
corresponding to the variance of h˜
T
τ
hˆ
∗
τ
‖hˆτ‖
given hˆτ . Remind that hˆτ and h˜τ are independent with each
other, hˆτ ∼ CN (0, PP+1I) and h˜τ ∼ CN (0, 1P+1I). By setting βt as in (98), we have
E
[|√P‖hˆτ‖st − βtyt|2∣∣hˆτ] = E[ |√P‖hˆτ‖st|2 ∣∣hˆτ]− ∣∣ E[√P‖hˆτ‖sty∗t ∣∣ hˆτ] ∣∣2E[|yt|2 ∣∣ hˆτ ]
= P‖hˆτ‖2 −
(
P‖hˆτ‖2
)2
P‖hˆτ‖2 + Pσ2 + 1
=
P‖hˆτ‖2 · (Pσ2 + 1)
P‖hˆτ‖2 + Pσ2 + 1
. (99)
By plugging (96) and (99) into (92), we have:
TcR ≥ Td · E
[
log
(
pieP‖hˆτ‖2
)]− Td · E[log(pie · P‖hˆτ‖2 · (Pσ2 + 1)
P‖hˆτ‖2 + Pσ2 + 1
)]
= Td · E
[
log
(
1 +
P‖hˆτ‖2
Pσ2 + 1
)]
. (100)
Note that hˆτ ∼ CN (0, PP+1I) and δhˆτ ∼ CN (0, 2I), for
δ,
√
2(P + 1)
P
.
It then implies that ‖δhˆτ‖2 is chi-squared distributed with 2Tτ degrees of freedom, that is, ‖δhˆτ‖2 ∼
X 2(2Tτ ). If u is a chi-square random variable with k ≥ 2 degrees of freedom, its probability density
function is given by (71) and its probability density function is zero when u ≤ 0. Therefore, without loss
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of generality we consider ‖δhˆτ‖2 as a positive chi-squared random variable with 2Tτ degrees of freedom.
Then, from (100) we further have
TcR ≥ Td · E
[
log
(
1 +
P
δ2
‖δhˆτ‖2
Pσ2 + 1
)]
= Td · E
[
log(‖δhˆτ‖2)
]
+ Td · E
[
log
( 1
‖δhˆτ‖2
+
P/δ2
Pσ2 + 1
)]
≥ Td · E
[
log(‖δhˆτ‖2)
]
+ Td · log
( 1
E‖δhˆτ‖2
+
P/δ2
Pσ2 + 1
)
(101)
= Td · E
[
log(‖δhˆτ‖2)
]
+ Td · log
( 1
2Tτ
+
P/δ2
Pσ2 + 1
)
(102)
where (101) follows from the fact that g(x) = log( 1
x
+ c) is a convex function since ∂
2g(x)
∂x2
≥ 0 for any
x > 0, where c > is a constant; (102) results from that E‖δhˆτ‖2 = 2Tτ , since ‖δhˆτ‖2 ∼ X 2(2Tτ ). Let us
now focus on the first term in (102). From Lemma 5 described in Appendix A, we note that if u ∼ X 2(k)
is a chi-square random variable with k ≥ 2 degrees of freedom, k is an even number, then
E[logu] ≥ log max{k − 2, 1}
which, together with the fact that ‖δhˆτ‖2 ∼ X 2(2Tτ ), implies that
E[log(‖δhˆτ‖2)] ≥ log(max{2(Tτ − 1), 1}). (103)
Finally, by plugging (103) into (102) we have:
TcR ≥ Td · log
(
max{2(Tτ − 1), 1}
)
+ Td · log
( 1
2Tτ
+
P/δ2
Pσ2 + 1
)
= Td · log
(max{2(Tτ − 1), 1}
2Tτ
+
P
δ2
·max{2(Tτ − 1), 1}
Pσ2 + 1
)
= Td · log
(
1− 1
max{Tτ , 2} +
P ·max{2(Tτ − 1), 1}
Pσ2δ2 + δ2
)
= (Tc − Tτ ) · log
(
1− 1
max{Tτ , 2} +
P ·max{(Tτ − 1), 1/2}
2 + 1
P
)
(104)
where δ2, 2(P+1)
P
, σ2, 1
P+1
and Td,(Tc − Tτ ). By dividing the two sides of (104) with Tc, it gives the
final lower bound on the achievable rate of the proposed scheme. At this point we complete the proof.
APPENDIX D
PROOF OF LEMMA 2
In this section we will prove Lemma 2. Specifically, we will prove that, for any vector ei ∈ CM×1 for
i ∈ Z , and for
Kt, IM −
t−1∑
i=1
Kie
∗
ie
T
iKi
eTiKie
∗
i + 1
, t = 2, 3, 4, · · · (105)
and K1, IM , then
0 Kt  IM , ∀t ∈ {2, 3, · · · }.
From the definition in (105), we have
Kt+1 = Kt − Kte
∗
te
T
tKt
eTtKte
∗
t + 1
, t ∈ {1, 2, 3, · · · }. (106)
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One can easily check from (106) that, if Kt is a Hermitian matrix, then Kt+1 is also a Hermitian matrix
for t ∈ {1, 2, 3, · · · }. Since K1, IM is a Hermitian matrix, then from the above recursive argument it is
true that Kt is a Hermitian matrix for t ∈ {1, 2, 3, · · · }.
In the second step, we will prove that if the Hermitian matrix Kt is positive semidefinite, then the
Hermitian matrix Kt+1 is also positive semidefinite for t ∈ {1, 2, 3, · · · }. Specifically, if the Hermitian
matrix Kt is positive semidefinite, t ∈ {1, 2, 3, · · · }, then for any vector x ∈ CM×1 we have
xHKt+1x = x
H
(
Kt − Kte
∗
te
T
tKt
eTtKte
∗
t + 1
)
x (107)
= xHKtx− |x
HKte
∗
t |2
eTtKte
∗
t + 1
= bHb− |b
Hc|2
cHc+ 1
=
‖b‖2 + ‖b‖2‖c‖2 − |bHc|2
‖c‖2 + 1
≥ ‖b‖
2 + ‖b‖2‖c‖2 − ‖b‖2‖c‖2
‖c‖2 + 1 (108)
≥ 0 (109)
where (107) is from the definition in (106); the Hermitian positive semidefinite matrix Kt is decomposed
as Kt,UΛU H = UΛ1/2U HUΛ1/2U H using singular value decomposition method, where U and Λ are
the unitary matrix and diagonal matrix respectively, b,UΛ1/2U Hx and c,UΛ1/2U He∗; (108) results
from Cauchy-Schwarz inequality, i.e., |bHc|2 ≤ ‖b‖2‖c‖2. Since the Hermitian matrix K1 is positive
semidefinite, then from the above recursive argument it is true that the Hermitian matrix Kt is positive
semidefinite, t ∈ {1, 2, 3, · · · }.
From the above steps we have proved that the matrix Kt is Hermitian positive semidefinite, t ∈
{1, 2, 3, · · · }, which means that
0 Kt, ∀t ∈ {1, 2, 3, · · · }.
In the next step we will prove that
Kt  IM , ∀t ∈ {1, 2, 3, · · · }.
From the definition in (105), we have
IM −Kt,
t−1∑
i=1
Kie
∗
ie
T
iKi
eTiKie
∗
i + 1
, t = 2, 3, 4, · · · . (110)
Since matrix Kt is Hermitian positive semidefinite, t ∈ {1, 2, 3, · · · }, it holds true that
Kte
∗
te
T
tKt
eTtKte
∗
t + 1
 0, t = 1, 2, 3, · · · (111)
because for any vector x ∈ CM×1 we have xH(Kte∗t eTtKt
eTtKte
∗
t+1
)
x =
|xHKte∗t |2
eTtKte
∗
t+1
≥ 0. Then combining (111) and
(110) it gives
IM −Kt,
t−1∑
i=1
Kie
∗
ie
T
iKi
eTiKie
∗
i + 1
 0, t = 2, 3, 4, · · ·
which implies that
IM Kt, t = 2, 3, 4, · · · .
At this point, we complete the proof.
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APPENDIX E
PROOF OF LEMMA 1
This section provides the proof of Lemma 1 (see Section IV). For the ease of description, we rewrite
uˆt and Ωt (see (13) and (14)) with the following forms:
uˆt, uˆt−1 + uˆt−1,t, Ωt,Ωt−1 − Ωt−1,t (112)
where
uˆt−1,t,Ωt−1AHt−1(At−1Ωt−1AHt−1 + IN)−1(yt−1 −At−1uˆt−1)
Ωt−1,t,Ωt−1AHt−1(At−1Ωt−1AHt−1 + IN)−1At−1Ωt−1.
for t = 2, 3, · · · , T . Lemma 1 is the extension of the well-known result of MMSE estimator (see, for
example, [63, Chapter 15.8]) that is expressed in the following Lemma 7.
Lemma 7. [63, Chapter 15.8] Consider two independent random vectors u ∈ CM×1 ∼ CN (uˆ1,Ω1) and
z ∈ CN×1 ∼ CN (0, IN), for some fixed uˆ1 and Hermitian positive semidefinite Ω1. Let
y = Au+ z
where A ∈ CN×M is a fixed matrix. Then, the conditional density of u given y is
u|y ∼ CN (uˆ,Ω)
where
uˆ = uˆ1 + Ω1A
H(AΩ1A
H + IN)
−1(y − Auˆ1)
Ω = Ω1 − Ω1AH(AΩ1AH + IN)−1AΩ1.
Furthermore, the two random vectors uˆ and v,u− uˆ are independent, and we have
v|y ∼ CN (0,Ω).
Note that in Lemma 7, uˆ and v are two jointly proper complex Gaussian vectors and the covariance
matrix of those two vectors vanishes, which implies that uˆ and v are independent. The lack of correlation
implies independence for two jointly proper Gaussian vectors (see, e.g., [69]). The proof of Lemma 1 are
described as follows.
A. Proof for the case with t = 2
We first consider the simple case with t = 2. From Lemma 7 we conclude that the conditional density
of u given (y1, w) is
u|(y1, w) ∼ CN (uˆ2,Ω2) (113)
where
uˆ2 = uˆ1 + Ω1A
H
1(A1Ω1A
H
1 + IN)
−1(y1 −A1uˆ1) (114)
and
Ω2 = Ω1 − Ω1AH1(A1Ω1AH1 + IN)−1A1Ω1 (115)
where A1 is a deterministic function of w by definition. It follows from Lemma 7 that uˆ2 and v2,u−uˆ2
are independent; the conditional density of v2 given (y1, w) is
v2|(y1, w) ∼ CN (0,Ω2).
28
B. Proof for the case with t = 3
We then consider the case with t = 3 (T ≥ 3). By using the result in (113), that is, u|(y1, w) ∼
CN (uˆ2,Ω2), it yields the following conclusion:[
z2
u
] ∣∣∣(y1, w) ∼ CN([ 0uˆ2
]
,
[
IN 0N×M
0M×N Ω2
])
. (116)
Let us now look at the following vector[
y2
u
]
=
[
IN A2
0M×N IM
] [
z2
u
]
(117)
where A2 is a deterministic function of (y1, w). It is well known that the affine transformation of a complex
proper Gaussian vector also yields a complex proper Gaussian vector, that is, if e ∈ Cq×1 ∼ CN (µ,Q),
then it holds true that Be ∼ CN (Bµ,BQBH) for fixed µ ∈ Cq×1, B ∈ Cp×q and Q ∈ Cq×q (see, e.g., [6],
[69]). Therefore, by combining (116) and (117) it gives[
y2
u
] ∣∣∣(y1, w) ∼ CN([A2uˆ2uˆ2
]
,
[
K1,1 K1,2
K2,1 K2,2
]
︸ ︷︷ ︸
,K
)
(118)
where
K2,2 = Ω2, K2,1 = Ω2A
H
2, K1,2 = A2Ω2, K1,1 = A2Ω2A
H
2 + IN . (119)
Let us consider a new vector obtained from the following affine transformation:[
y2
u−K2,1K−11,1y2
]
= B
[
y2
u
]
where B =
[
IN 0N×M
−K2,1K−11,1 IM
]
.
As mentioned, affine transformation of a complex proper Gaussian vector also yields a complex proper
Gaussian vector. Therefore, we have[
y2
u−K2,1K−11,1y2
] ∣∣∣(y1, w) ∼ CN([ A2uˆ2uˆ2 −K2,1K−11,1A2uˆ2
]
,
[
K1,1 0N×M
0M×N K2,2−K2,1K−11,1K1,2
])
. (120)
The result in (120) implies that
u−K2,1K−11,1y2
∣∣(y1, w) ∼ CN(uˆ2 −K2,1K−11,1A2uˆ2, K2,2 −K2,1K−11,1K1,2). (121)
The result in (120) also implies that the two vectors y2 and u−K2,1K−11,1y2 are conditionally independent
given (y1, w) because their conditional cross-covariance vanishes. Based on this independence and (121),
it gives
u−K2,1K−11,1y2
∣∣(y2,y1, w) ∼ CN(uˆ2 −K2,1K−11,1A2uˆ2, K2,2 −K2,1K−11,1K1,2) (122)
and
u−K2,1K−11,1y2+K2,1K−11,1y2︸ ︷︷ ︸
u
∣∣(y2,y1, w) ∼ CN (uˆ2+K2,1K−11,1(y2−A2uˆ2)︸ ︷︷ ︸
uˆ3
, K2,2−K2,1K−11,1K1,2︸ ︷︷ ︸
Ω3
)
.
(123)
Finally, plugging (119) into (123) leads to the following conclusion:
u|(y2,y1, w) ∼ CN (uˆ3,Ω3)
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where uˆ3 = uˆ2 + Ω2A
H
2(A2Ω2A
H
2 + IN)
−1(y2−A2uˆ2) and Ω3 = Ω2−Ω2AH2(A2Ω2AH2 + IN)−1A2Ω2, as
defined in (112). Let v3,u− uˆ3. Then, the conditional density of v3 given (y2,y1w) is
v3|(y2,y1, w) ∼ CN (0,Ω3).
Note that uˆ3 is conditionally independent of v3 given (y1, w), since
Cov(uˆ3,v3
∣∣y1, w),E[(uˆ3 − E[uˆ3|y1, w])(v3 − E[v3|y1, w])H∣∣y1, w] = 0
and the vectors uˆ3 and v3 are two jointly proper Gaussian vectors given (y1, w). The lack of correlation
implies independence for two jointly proper Gaussian vectors.
C. Proof for the general case when t = 4, 5, · · · , T
For the general case when t = 4, 5, · · · , T , the proof is similar to the previous case. At this point we
complete the proof.
APPENDIX F
PROOF OF LEMMA 4
For hˆt defined in (8) and (9), we will prove the following bounds
E
[‖hˆt‖2] ≤ [(t− 1) mod Tc] (124)
E
[‖hˆt‖2] ≤M (125)
E
[‖hˆt‖4] ≤ 2[(t− 1) mod Tc]2 + 5[(t− 1) mod Tc] (126)
E
[‖hˆt‖4] ≤M2 + 2M (127)
E
[
(‖hˆt‖2 + 1)2
] ≤ min{M2 + 4M + 1, 2[(t− 1) mod Tc]2 + 7[(t− 1) mod Tc] + 1} (128)
for t = 1, 2, · · · , n.
Let us provide some lemmas that will be used in our proof. At first we rewrite the definitions of hˆt
and Ωt in (8) and (9) as
hˆt+1, hˆt + hˆt,t+1, hˆt,t+1,
Ωtx
∗
t (yt − xTt hˆt)
xTtΩtx
∗
t + 1
for t+ 1 6= `Tc + 1 (129)
Ωt+1,Ωt − Ωtx
∗
tx
T
tΩ
H
t
xTtΩtx
∗
t + 1
for t+ 1 6= `Tc + 1 (130)
and hˆ`Tc+1 = 0, Ω`Tc+1 = IM , ∀` ∈ {0, 1, · · · , L− 1}.
Lemma 8. For hˆt+1 and hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆ1 + hˆ1,2 + hˆ2,3 + · · ·+ hˆt,t+1||2] = E[||hˆ1||2 + ||hˆ1,2||2 + ||hˆ2,3||2 + · · ·+ ||hˆt,t+1||2].
Proof. See Appendix F-A.
Lemma 9. For hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, the following bounds hold
E
[||hˆt,t+1||2∣∣w,yt−1] ≤ 1, (131)
E[||hˆt,t+1||2] ≤ 1. (132)
Proof. See Appendix F-B.
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Lemma 10. For hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, the following inequalities
hold
E
[||hˆt,t+1||4∣∣w,yt−1] ≤ 3, (133)
E[||hˆt,t+1||4] ≤ 3. (134)
Proof. See Appendix F-C.
Lemma 11. [70, Theorem 6] Let u ∈ CM×1 ∼ CN (0,Ω). For a fixed Hermitian matrix A ∈ CM×M ,
then
E[(uHAu)2] = 2tr(AΩAΩ) + (tr(AΩ))2.
Lemma 12. For hˆt+1 = hˆt + hˆt,t+1 defined in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆt+1||4] ≤ E[‖hˆt‖4]+ 4 · E[‖hˆt‖2]+ 3.
Proof. See Appendix F-D.
Now we are ready to prove (16)-(20) in Lemma 4 (or equivalently, (124)-(128)).
Proof of (16): At first we focus on the case of t ∈ {1, 2, · · · , Tc} and prove (16) in Lemma 4 (or
equivalently, (124)):
E
[‖hˆt‖2] = E[||hˆ1,2||2 + ||hˆ2,3||2 + · · ·+ ||hˆt−1,t||2] (135)
≤ 1 + · · ·+ 1 (136)
= t− 1 (137)
where (135) results from Lemma 8; (136) follows from Lemma 9. For the general case of t ∈ {1, 2, · · · , n},
we note that hˆt is a function of (x
t−1
Tcb t−1Tc c+1
,yt−1
Tcb t−1Tc c+1
) (cf. (8), (9)), where yt−1
Tcb t−1Tc c+1
corresponds to
the channel outputs (up to time t − 1) within the current channel block associated with time t. We also
note that the previous result in (137) depends only on the number of channel outputs within the current
channel block. Therefore, one can easily follow the previous steps and show that
E
[‖hˆt‖2] = t−1∑
i=Tcb t−1Tc c+1
E[||hˆi,i+1||2]
≤ 1 + 1 + · · ·+ 1 (138)
= [(t− 1) mod Tc], t ∈ {1, 2, · · · , n} (139)
where hˆi,i+1,
Ωix
∗
i (yi−xTi hˆi)
xTi Ωix
∗
i+1
for Tcb t−1Tc c+ 1 ≤ i ≤ t− 1, and hˆi and Ωi are defined in (8) and (9); (138)
is again from Lemma 9.
Proof of (17): We now prove (17) in Lemma 4 (or (125)):
E
[‖hˆt‖2] ≤ E[‖hˆt‖2]+ E[‖h˜t‖2]
= E
[‖hˆt + h˜t‖2]− E[hˆHt h˜t]︸ ︷︷ ︸
=0
−E[h˜Ht hˆt]︸ ︷︷ ︸
=0
(140)
= E
[‖ht‖2] (141)
= M (142)
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where h˜t,ht − hˆt; (140) is from the identity that ‖a + b‖2 = ‖a‖2 + ‖b‖2 + aHb + bHa for any two
vectors a, b ∈ CM×1; (141) follows from the fact that E[hˆHt h˜t] = E[E[hˆHt h˜t∣∣w,yt−1]] = E[0] = 0 by
using the results that h˜t
∣∣(w,yt−1) ∼ CN (0,Ωt) and that hˆt is deterministic given (w,yt−1); similarly,
E
[
h˜
H
t hˆt
]
= 0; (142) is from the assumption that ht ∼ CN (0, IM).
Proof of (18): We now focus on the case of t ∈ {1, 2, · · · , Tc} and prove (18) in Lemma 4 (or (126)):
E
[‖hˆt‖4] ≤ E[‖hˆt−1‖4]+ 4 · E[‖hˆt−1‖2]+ 3 (143)
≤ E[‖hˆt−1‖4]+ 4(t− 1) + 3 (144)
≤ E[‖hˆ1‖4]+ 4 t−1∑
k=1
k + 3(t− 1) (145)
= 2(t− 1)2 + 5(t− 1) (146)
where (143) follows from Lemma 12; (144) is from the result in (137); (145) follows by repeating the steps
of (143) and (144); (146) uses the definition that hˆ1 = 0. For the general case of t ∈ {1, 2, · · · , n}, we
again note that hˆt is a function of (x
t−1
Tcb t−1Tc c+1
,yt−1
Tcb t−1Tc c+1
). Therefore, one can easily follow the previous
steps and show that
E
[‖hˆt‖4] ≤ E[‖hˆTcb t−1Tc c+1‖4]+
[(t−1)modTc]∑
k=1
4k + 3[(t− 1) mod Tc] (147)
= 2[(t− 1) mod Tc]2 + 5[(t− 1) mod Tc] (148)
where (148) uses the definition of hˆTcb t−1Tc c+1
= 0.
Proof of (19): We now prove (19) in Lemma 4 (or (127)):
E
[‖hˆt‖4]
≤E[‖hˆt‖4]+ E[‖h˜t‖4]︸ ︷︷ ︸
≥0
+E
[
2‖hˆt‖2‖h˜t‖2
]︸ ︷︷ ︸
≥0
+E
[
4Re2(hˆ
H
t h˜t)
]︸ ︷︷ ︸
≥0
+E
[
4(‖hˆt‖2 + ‖h˜t‖2) · Re(hˆ
H
t h˜t)
]︸ ︷︷ ︸
=0
(149)
=E
[‖hˆt + h˜t‖4] (150)
=E
[‖ht‖4]
=M2 + 2M (151)
where h˜t,ht − hˆt; (150) stems from the identity that
‖a+ b‖4 = ‖a‖4 + ‖b‖4 + 2‖a‖2‖b‖2 + 4Re2(aHb) + 4(‖a‖2 + ‖b‖2) · Re(aHb)
for any two vectors a, b ∈ CM×1, where Re(•) denotes the real part of the argument; (151) follows from
Lemma 11; (149) results from the fact that
E
[
4(‖hˆt‖2 + ‖h˜t‖2) · Re(hˆ
H
t h˜t)
]
=E
[
E
[
4(‖hˆt‖2 + ‖h˜t‖2) · Re(hˆ
H
t h˜t)
∣∣(w,yt−1)] ]
=E
[
4‖hˆt‖2 · E
[
Re(hˆ
H
t h˜t)
∣∣(w,yt−1)]︸ ︷︷ ︸
=0
+E
[
4‖h˜t‖2 · Re(hˆ
H
t h˜t)
∣∣(w,yt−1)]︸ ︷︷ ︸
=0
]
(152)
=E[0 + 0] (153)
=0
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where (152) results from the fact that hˆt is deterministic given (w,y
t−1); (153) follows from the identities
that E[Re(aHb)] = Re(E[aHb]) = 0 and E[‖b‖2 · Re(aHb)] = Re(E[aHb · ‖b‖2]) = 0 for a fixed vector a
and a Gaussian vector b ∼ CN (0,K). Note that the odd-order moments of a complex proper Gaussian
vector are zeros (see, e.g., [71]).
Proof of (20): Finally, (20) in Lemma 4 follows from (16)-(19). Specifically, combining (17) and (19)
gives E
[
(‖hˆt‖2 + 1)2
]
= E[‖hˆt‖4] + 2E[‖hˆt‖2] + 1 ≤M2 + 4M + 1, while combining (16) and (18) gives
E
[
(‖hˆt‖2 + 1)2
]
= E[‖hˆt‖4] + 2E[‖hˆt‖2] + 1 ≤ 2[(t− 1) mod Tc]2 + 7[(t− 1) mod Tc] + 1. At this point
it proves Lemma 4. For Lemmas 8-10 and Lemma 12, which have been used above, the proofs are given
as follows.
A. Proof of Lemma 8
We here prove that, for hˆt+1 and hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆ1 + hˆ1,2 + hˆ2,3 + · · ·+ hˆt,t+1||2] = E[||hˆ1||2 + ||hˆ1,2||2 + ||hˆ2,3||2 + · · ·+ ||hˆt,t+1||2].
For the case of t ∈ {1, 2, · · · , Tc − 1}, we have
E
[
||hˆ1 + hˆ1,2 + hˆ2,3 + · · ·+ hˆt,t+1||2
]
= E
[
||hˆt + hˆt,t+1||2
]
(154)
= E
[
E
[
||hˆt + hˆt,t+1||2
∣∣w,yt−1] ] (155)
= E
[
E
[
||hˆt||2 + ||hˆt,t+1||2 + hˆ
H
t hˆt,t+1 + hˆ
H
t,t+1 hˆt
∣∣w,yt−1] ]
= E
[
||hˆt||2 + E
[||hˆt,t+1||2 ∣∣w,yt−1]+ 0 + 0 ] (156)
= E
[||hˆt||2]+ E[E[||hˆt,t+1||2 ∣∣w,yt−] ]
= E
[||hˆt||2]+ E[||hˆt,t+1||2]
= E
[||hˆt−1 + hˆt−1,t||2]+ E[||hˆt,t+1||2] (157)
= E
[||hˆt−1||2]+ E[||hˆt−1,t||2]+ E[||hˆt,t+1||2] (158)
...
= E[||hˆ1||2] + E[||hˆ1,2||2] + E[||hˆ2,3||2] + · · ·+ E[||hˆt,t+1||2] (159)
where (154) uses the definitions of hˆt+1 and hˆt,t+1 in (129) and (130); (155) is from the identity that
E[a] = E[E[a|b]] for random a and b; (156) follows from the fact that hˆt,t+1 is a complex Gaussian
vector with zero mean given (w,yt−1) (cf. Lemma 1) and the fact that hˆt is a deterministic function
of (w,yt−1) given the encoding maps in (2); (157) uses the definitions of hˆt−1 and hˆt−1,t in (129) and
(130); (158) follows from the previous steps in (154)-(157); (159) follows from the same step in (158).
Note that hˆ1 = 0.
B. Proof of Lemma 9
We will prove that, for hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc−1}, the following bounds
hold
E
[||hˆt,t+1||2∣∣w,yt−1] ≤ 1,
E[||hˆt,t+1||2] ≤ 1.
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We will just prove the first inequality, as the second inequality follows immediately from the first inequality
and the identity that E[||hˆt,t+1||2] = E
[
E
[||hˆt,t+1||2∣∣w,yt−1] ].
Given that hˆt,t+1 =
Ωtx∗t (yt−xTt hˆt)
xTt Ωtx
∗
t+1
, for t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆt,t+1||2∣∣w,yt−1]
= E
[(Ωtx∗t (yt−xTt hˆt)
xTtΩtx
∗
t + 1
)H(Ωtx∗t (yt−xTt hˆt)
xTtΩtx
∗
t + 1
)∣∣∣w,yt−1]
= E
[ (Ωtx∗t (xTt h˜t + zt))H(Ωtx∗t (xTt h˜t + zt))(
xTtΩtx
∗
t + 1
)2 ∣∣∣w,yt−1] (160)
= E
[ xTtΩtΩtx∗t · |(xTt h˜t + zt)|2(
xTtΩtx
∗
t + 1
)2 ∣∣∣w,yt−1]
=
xTtΩtΩtx
∗
t · E
[
(xTt h˜th˜t
H
x∗t + ztz
∗
t + x
T
t h˜tz
∗
t + zth˜t
H
x∗t )
∣∣w,yt−1](
xTtΩtx
∗
t + 1
)2 (161)
=
xTtΩtΩtx
∗
t (x
T
tΩtx
∗
t + 1 + 0 + 0)(
xTtΩtx
∗
t + 1
)2 (162)
=
xTtΩtΩtx
∗
t
xTtΩtx
∗
t + 1
≤ x
T
tΩtx
∗
t + 1
xTtΩtx
∗
t + 1
(163)
= 1 (164)
where hˆt,t+1 is defined in (129) and (130); (160) uses the definition of h˜t,ht − hˆt and the fact that
yt − xTt hˆt = xTt h˜t + zt; (161) results from the facts that xt is a deterministic function of (yt−1,w) and
that Ωt is a deterministic function of (yt−2,w) given the encoding maps in (2); (162) follows from the
facts that h˜t|(yt−1,w) ∼ CN (0,Ωt) and that zt is independent of h˜t; (163) follows from that
xTtΩtΩtx
∗
t ≤ xTtΩtx∗t ≤ xTtΩtx∗t + 1,
where the first inequality follows from that 0  Ωt  IM (cf. Lemma 2) and that xTtΩtx∗t −
xTtΩtΩtx
∗
t ,xTtUΛU Hx∗t − xTtUΛU HUΛU Hx∗t = xTtU(Λ − Λ2)U Hx∗t ≥ 0 by using the singular value
decomposition of Ωt,UΛU H, where U and Λ are the unitary matrix and diagonal matrix respectively.
Note that if 0  Ωt  IM , then U(Λ− Λ2)U H  0. At this point we complete the proof.
C. Proof of Lemma 10
We will prove that, for hˆt,t+1 defined as in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, the following
inequalities hold
E
[||hˆt,t+1||4∣∣w,yt−1] ≤ 3, (165)
E[||hˆt,t+1||4] ≤ 3. (166)
We will just prove the first inequality in (165), as the second inequality in (166) follows immediately
from (165) and the identity that E[||hˆt,t+1||4] = E
[
E
[||hˆt,t+1||4∣∣w,yt−1]].
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The proof of (165) follows from the proof steps of Lemma 9. For hˆt,t+1 defined as in (129) and (130),
t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆt,t+1||4∣∣w,yt−1] = E[ ((Ωtx∗t (yt−xTt hˆt)xTtΩtx∗t + 1
)H(Ωtx∗t (yt−xTt hˆt)
xTtΩtx
∗
t + 1
))2∣∣∣w,yt−1]
= E
[ ((Ωtx∗t (xTt h˜t + zt))HΩtx∗t (xTt h˜t + zt))2(
xTtΩtx
∗
t + 1
)4 ∣∣∣w,yt−1] (167)
= E
[ (xTtΩtΩtx∗t )2 · ∣∣(xTt h˜t + zt)∣∣4(
xTtΩtx
∗
t + 1
)4 ∣∣∣w,yt−1]
=
(
xTtΩtΩtx
∗
t
)2(
xTtΩtx
∗
t + 1
)4 · E[∣∣(xTt h˜t + zt)∣∣4∣∣∣w,yt−1] (168)
where (167) uses the definition of h˜t,ht − hˆt; (168) follows from the facts that xt is a deterministic
function of (yt−1,w) and that Ωt is a deterministic function of (yt−2,w) given the encoding maps in (2).
Let us focus on the inner expectation term in (168). Note that, for two complex numbers a and b, we
have
|(a+ b)|4 = |a|4 + |b|4 + 2|a|2|b|2 + 4Re2(ab∗) + 4(|a|2 + |b|2) · Re(ab∗). (169)
In the following, we will replace a and b with xTt h˜t and zt respectively and compute E
[∣∣(xTt h˜t +
zt
)∣∣4∣∣w,yt−1]. At first we note that given zt ∼ CN (0, 1) and h˜t|(yt−1,w) ∼ CN (0,Ωt), the following
equalities hold true:
E[zt] = 0 (170)
E[|zt|2] = 1 (171)
E[ztzt] = 0 (172)
E[zt · |zt|2] = 0 (173)
E[|zt|4] = 3 (174)
E[xTt h˜t |w,yt−1] = 0 (175)
E[|xTt h˜t|2 |w,yt−1] = xTtΩtx∗t (176)
E[|xTt h˜t|4 |w,yt−1] = 3(xTtΩtx∗t )2 (177)
where (177) follows from Lemma 11 (shown at the beginning of this section), i.e., E[|xTt h˜t|4|w,yt−1]
= E[(h˜Htx∗txTt h˜t)2|w,yt−1] =2tr(x∗txTtΩtx∗txTtΩ) + (tr(x∗txTtΩt))2 = 3(xTtΩtx∗t )2; (174) also follows from
Lemma 11. By using (169)-(177), we have
E
[∣∣(xTt h˜t + zt)∣∣4∣∣∣w,yt−1]
=E
[
|xTt h˜t|4 + |zt|4+2|xTt h˜t|2 · |zt|2+4Re2
(
xTt h˜tz
∗
t
)
+4(|xTt h˜t|2 + |zt|2) · Re
(
xTt h˜tz
∗
t
)∣∣∣w,yt−1] (178)
=3(xTtΩtx
∗
t )
2 + 3 + 2xTtΩtx
∗
t + E
[
4Re2
(
xTt h˜tz
∗
t
)∣∣∣w,yt−1]+ 0 (179)
=3(xTtΩtx
∗
t )
2 + 3 + 2xTtΩtx
∗
t + 2E
[|xTt h˜t|2∣∣w,yt−1] · E|zt|2 (180)
=3(xTtΩtx
∗
t )
2 + 3 + 4xTtΩtx
∗
t (181)
where (178) is from (169); (179) follows from (170)-(177) as well as the fact that zt is independent of xt
and h˜t; (180) stems from the following conclusion for two independent complex random variables a and b,
b ∼ CN (0, 1), that is, E[4Re2(ab∗)] = E[(ab∗+a∗b)(ab∗+a∗b)] = E[2|a|2|b|2 +aa(bb)∗+(aa)∗bb] =
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2E[|a|2|b|2] (cf. (172)). In the above we replace a and b with xTt h˜t and zt respectively. The last step in
(181) follows from (176).
By plugging (181) into (168), we have
E[||hˆt,t+1||4|w,yt−1] =
(
xTtΩtΩtx
∗
t
)2(
xTtΩtx
∗
t + 1
)4 · (3(xTtΩtx∗t )2 + 3 + 4xTtΩtx∗t )
≤
(
xTtΩtΩtx
∗
t
)2(
xTtΩtx
∗
t + 1
)4 · 3(xTtΩtx∗t + 1)2 (182)
= 3 ·
(
xTtΩtΩtx
∗
t
)2(
xTtΩtx
∗
t + 1
)2
≤ 3 ·
(
xTtΩtx
∗
t + 1
)2(
xTtΩtx
∗
t + 1
)2 (183)
= 3 (184)
where (182) uses the fact that xTtΩtx
∗
t ≥ 0 since Ωt  0 (cf. Lemma 2); (183) follows from the same
step in (163), i.e., xTtΩtΩtx
∗
t ≤ xTtΩtx∗t + 1. At this point we complete the proof.
D. Proof of Lemma 12
We will prove that, for hˆt+1 = hˆt + hˆt,t+1 defined in (129) and (130), t ∈ {1, 2, · · · , Tc − 1}, we have
E
[||hˆt+1||4] ≤ E[‖hˆt‖4]+ 4 · E[‖hˆt‖2]+ 3.
We will at first focus on the upper bound of E
[‖hˆt + hˆt,t+1‖4∣∣w,yt−1]. Remind that hˆt,t+1 =
Ωtx∗t (yt−xTt hˆt)
xTt Ωtx
∗
t+1
=
Ωtx∗t (xTt h˜t+zt)
xTt Ωtx
∗
t+1
and that h˜t|(yt−1,w) ∼ CN (0,Ωt) (cf. Lemma 1), where h˜t,ht − hˆt.
Thus, one can easily conclude that
hˆt,t+1|(yt−1,w) ∼ CN (0,
Ωtx
∗
tx
T
tΩt
xTtΩtx
∗
t + 1
). (185)
Note that, for any two vectors a, b ∈ CM×1, ‖a + b‖4 can be expanded as in (169). Then, by replacing
a and b with hˆt and hˆt,t+1 respectively, we have
E
[‖hˆt + hˆt,t+1‖4∣∣w,yt−1]
=E
[
‖hˆt‖4+‖hˆt,t+1‖4+2‖hˆt‖2‖hˆt,t+1‖2+4Re2(hˆ
H
t hˆt,t+1)+4(‖hˆt‖2+‖hˆt,t+1‖2) · Re(hˆ
H
t hˆt,t+1)
∣∣∣w,yt−1]
(186)
=‖hˆt‖4 + E
[‖hˆt,t+1‖4∣∣w,yt−1]+ 2‖hˆt‖2 · E[‖hˆt,t+1‖2∣∣w,yt−1]+ 4E[Re2(hˆHt hˆt,t+1) ∣∣w,yt−1] (187)
≤‖hˆt‖4 + 3 + 2‖hˆt‖2 + 4E
[
Re2(hˆ
H
t hˆt,t+1)
∣∣w,yt−1] (188)
≤‖hˆt‖4 + 3 + 2‖hˆt‖2 + 2‖hˆt‖2 (189)
where (186) results from (169); (187) follows from the fact that hˆt is deterministic given (w,y
t−1), and
the identities that E[Re(aHb)] = Re(E[aHb]) = 0 and E[‖b‖2 · Re(aHb)] = Re(E[aHb · ‖b‖2]) = 0 for a
fixed vector a and a Gaussian vector b ∼ CN (0,K); note that the odd-order moments of a complex
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proper Gaussian vector are zeros (see, e.g., [71]); (188) results from Lemma 9 and Lemma 10, i.e.,
E
[‖hˆt,t+1‖4∣∣w,yt−1] ≤ 3 and E[‖hˆt,t+1‖2∣∣w,yt−1] ≤ 1; (189) follows from that
4E
[
Re2(hˆ
H
t hˆt,t+1)
∣∣w,yt−1]
=E
[
2hˆ
H
t hˆt,t+1hˆ
H
t,t+1hˆt
∣∣w,yt−1]+ 2Re(E[hˆHt hˆt,t+1hˆHt hˆt,t+1 ∣∣w,yt−1]) (190)
=2 · hˆHt ·
Ωtx
∗
tx
T
tΩt
xTtΩtx
∗
t + 1
· hˆt + 2Re
(
E
[
hˆ
H
t hˆt,t+1hˆ
H
t hˆt,t+1
∣∣w,yt−1]) (191)
=2 · hˆHt ·
Ωtx
∗
tx
T
tΩt
xTtΩtx
∗
t + 1
· hˆt (192)
=2 · tr
(
hˆthˆ
H
t ·
Ωtx
∗
tx
T
tΩt
xTtΩtx
∗
t + 1
)
≤2 · ‖hˆt‖2 · tr
( Ωtx∗txTtΩt
xTtΩtx
∗
t + 1
)
(193)
=2 · ‖hˆt‖2 · tr
( xTtΩtΩtx∗t
xTtΩtx
∗
t + 1
)
≤2 · ‖hˆt‖2 · tr
(xTtΩtx∗t + 1
xTtΩtx
∗
t + 1
)
(194)
=2‖hˆt‖2 (195)
where (190) follows from the identity that 4Re2(aHb) = (aHb + bHa)(aHb + bHa) = 2aHbbHa +
2Re(aHbaHb) for two vectors a and b with the same dimension; (191) stems from (185), i.e.,
hˆt,t+1|(yt−1,w) ∼ CN (0, Ωtx
∗
tx
T
t Ωt
xTt Ωtx
∗
t+1
); (192) follows from the identity that E[aHbaHb] = 0 for a
fixed vector a and a complex Gaussian vector b ∼ CN (0,K); note that if b ∼ CN (0,K), then
c, aHb ∼ CN (0, aHKa) and E[c · c] = 0; (193) follows from the identities that tr(AB) ≤ λmax(A)tr(B)
for positive semidefinite m ×m Hermitian matrices A,B, and that λmax(hˆthˆtH) = ‖hˆt‖2; (194) follows
from the same step in (163), i.e., xTtΩtΩtx
∗
t ≤ xTtΩtx∗t + 1.
Finally, from the step in (189), we have the following inequality
E
[‖hˆt + hˆt,t+1‖4∣∣w,yt−1] ≤ ‖hˆt‖4 + 4‖hˆt‖2 + 3.
By taking the expectation on both sides of the above inequality, and using the identity that E
[‖hˆt +
hˆt,t+1‖4
]
= E
[
E
[‖hˆt + hˆt,t+1‖4∣∣w,yt−1] ], it yields
E
[‖hˆt + hˆt,t+1‖4] ≤ E[‖hˆt‖4]+ 4 · E[‖hˆt‖2]+ 3 (196)
which completes the proof.
ACKNOWLEDGEMENT
We wish to thank Ayfer O¨zgu¨r and Andrea Goldsmith for helpful comments during the early stage of
this work.
REFERENCES
[1] T. L. Marzetta, “Noncooperative cellular wireless with unlimited numbers of base station antennas,” IEEE Trans. Wireless Commun.,
vol. 9, no. 11, pp. 3590 – 3600, Nov. 2010.
[2] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K. Soong, and J. C. Zhang, “What will 5G be?” IEEE Journal on
Selected Areas in Communications, vol. 32, no. 6, pp. 1065 – 1081, Jun. 2014.
[3] H. Q. Ngo, E. G. Larsson, and T. L. Marzetta, “Energy and spectral efficiency of very large multiuser MIMO systems,” IEEE Trans.
Commun., vol. 61, no. 4, pp. 1436 – 1449, Apr. 2013.
[4] A. J. Goldsmith, Wireless Communications. Cambridge University Press, 2005.
[5] D. Tse and P. Viswanath, Fundamentals of Wireless Communication. Cambridge University Press, 2005.
37
[6] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,” Europ. Trans. Telecomm., vol. 10, no. 6, pp. 585–596, Nov. 1999.
[7] S. K. Jayaweera and H. V. Poor, “Capacity of multiple-antenna systems with both receiver and transmitter channel state information,”
IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2697 – 2709, Oct. 2003.
[8] A. Goldsmith and P. Varaiya, “Capacity of fading channels with channel side information,” IEEE Trans. Inf. Theory, vol. 43, no. 6,
pp. 1986 – 1992, Nov. 1997.
[9] R. Gallager, Information Theory and Reliable Communiation. New York: Wiley, 1968.
[10] S. Kasturia, J. Aslanis, and J. Cioffi, “Vector coding for partial response channels,” IEEE Trans. Inf. Theory, vol. 36, no. 4, pp. 741 –
762, Jul. 1990.
[11] P. Algoet and J. Cioffi, “The capacity of a channel with Gaussian noise and intersymbol interference,” in Proc. IEEE Int. Symp. Inf.
Theory (ISIT), Jun. 1991.
[12] L. Zheng and D. N. C. Tse, “Communicating on the Grassmann manifold: a geometric approach to the noncoherent multiple-antenna
channel,” IEEE Trans. Inf. Theory, vol. 48, no. 2, pp. 359 – 383, Feb. 2002.
[13] A. Lapidoth and S. Shamai, “Fading channels: how perfect need “perfect side information” be?” IEEE Trans. Inf. Theory, vol. 48,
no. 5, pp. 1118 – 1134, May 2002.
[14] M. Me´dard, “The effect upon channel capacity in wireless communications of perfect and imperfect knowledge of the channel,” IEEE
Trans. Inf. Theory, vol. 46, no. 3, pp. 933 – 946, May 2000.
[15] A. Narula, M. J. Lopez, M. D. Trott, and G. W. Wornell, “Efficient use of side information in multiple-antenna data transmission over
fading channels,” IEEE Journal on Selected Areas in Communications, vol. 16, no. 8, pp. 1423 – 1436, Apr. 1998.
[16] D. J. Love, R. W. Heath Jr., and T. Strohmer, “Grassmannian beamforming for multiple-input multiple-output wireless systems,” IEEE
Trans. Inf. Theory, vol. 49, no. 10, pp. 2735 – 2727, Oct. 2003.
[17] K. K. Mukkavilli, A. Sabharwal, E. Erkip, and B. Aazhang, “On beamforming with finite rate feedback in multiple-antenna systems,”
IEEE Trans. Inf. Theory, vol. 49, no. 10, pp. 2562 – 2579, Oct. 2003.
[18] T. Yoo and A. Goldsmith, “Capacity and power allocation for fading MIMO channels with channel estimation error,” IEEE Trans. Inf.
Theory, vol. 52, no. 5, pp. 2203 – 2214, May 2006.
[19] J. C. Roh and B. D. Rao, “Transmit beamforming in multiple-antenna systems with finite rate feedback: a VQ-based approach,” IEEE
Trans. Inf. Theory, vol. 52, no. 3, pp. 1101 – 1112, Mar. 2006.
[20] Y. Xie, C. N. Georghiades, and K. Rohani, “Optimal bandwidth allocation for the data and feedback channels in MISO-FDD systems,”
IEEE Trans. Commun., vol. 54, no. 2, pp. 197 – 203, Feb. 2006.
[21] S. Srinivasa and S. A. Jafar, “The optimality of transmit beamforming: A unified view,” IEEE Trans. Inf. Theory, vol. 53, no. 4, pp.
1558 – 1564, Apr. 2007.
[22] S. A. Jafar and S. Srinivasa, “On the optimality of beamforming with quantized feedback,” IEEE Trans. Commun., vol. 55, no. 12, pp.
2288 – 2302, Dec. 2007.
[23] A. D. Dabbagh and D. J. Love, “Feedback rate-capacity loss tradeoff for limited feedback MIMO systems,” IEEE Trans. Inf. Theory,
vol. 52, no. 5, pp. 2190 – 2202, May 2006.
[24] C. K. Au-Yeung and D. J. Love, “On the performance of random vector quantization limited feedback beamforming in a MISO system,”
IEEE Trans. Wireless Commun., vol. 6, no. 2, pp. 458 – 462, Feb. 2007.
[25] R. T. Krishnamachari, M. K. Varanasi, and K. Mohanty, “MIMO systems with quantized covariance feedback,” IEEE Trans. Signal
Process., vol. 62, no. 2, pp. 485–495, Jan. 2014.
[26] A. Lapidoth, S. Shamai, and M. A. Wigger, “On the capacity of fading MIMO broadcast channels with imperfect transmitter side-
information,” in Proc. Allerton Conf. Communication, Control and Computing, Sep. 2005.
[27] T. Yoo, N. Jindal, and A. Goldsmith, “Finite-rate feedback MIMO broadcast channels with a large number of users,” in Proc. IEEE
Int. Symp. Inf. Theory (ISIT), Jul. 2006.
[28] N. Jindal, “MIMO broadcast channels with finite-rate feedback,” IEEE Trans. Inf. Theory, vol. 52, no. 11, pp. 5045 – 5060, Nov. 2006.
[29] D. J. Love, R. W. Heath, V. K. Lau, D. Gesbert, B. D. Rao, and M. Andrews, “An overview of limited feedback in wireless communication
systems,” IEEE Journal on Selected Areas in Communications, vol. 26, no. 8, pp. 1341 – 1365, Oct. 2008.
[30] A. G. Davoodi and S. A. Jafar, “Aligned image sets under channel uncertainty: Settling conjectures on the collapse of degrees of
freedom under finite precision CSIT,” IEEE Trans. Inf. Theory, vol. 62, no. 10, pp. 5603 – 5618, Oct. 2016.
[31] W. Santipach and M. L. Honig, “Optimization of training and feedback overhead for beamforming over block fading channels,” IEEE
Trans. Inf. Theory, vol. 56, no. 12, pp. 6103– 6115, Dec. 2010.
[32] G. Caire, N. Jindal, M. Kobayashi, and N. Ravindran, “Multiuser MIMO achievable rates with downlink training and channel state
feedback,” IEEE Trans. Inf. Theory, vol. 56, no. 6, pp. 2845 – 2866, Jun. 2010.
[33] M. Kobayashi, G. Caire, and N. Jindal, “How much training and feedback are needed in MIMO broadcast channels?” in Proc. IEEE
Int. Symp. Inf. Theory (ISIT), Jul. 2008, pp. 2663 – 2667.
[34] M. Kobayashi, N. Jindal, and G. Caire, “Optimized training and feedback for MIMO downlink channels,” in Proc. IEEE Inf. Theory
Workshop (ITW), Jun. 2009.
[35] G. Caire, N. Jindal, M. Kobayashi, and N. Ravindran, “Quantized vs. analog feedback for the MIMO broadcast channel: A comparison
between zero-forcing based achievable rates,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), Jun. 2007.
[36] J. Hoydis, M. Kobayashi, and M. Debbah, “Optimal channel training in uplink network MIMO systems,” IEEE Trans. Signal Process.,
vol. 59, no. 6, pp. 2824 – 2833, Jun. 2011.
[37] M. Kobayashi, N. Jindal, and G. Caire, “Training and feedback optimization for multiuser MIMO downlink,” IEEE Trans. Commun.,
vol. 59, no. 8, pp. 2228 – 2240, Aug. 2011.
[38] A. Adhikary, J. Nam, J.-Y. Ahn, and G. Caire, “Joint spatial division and multiplexing – The large-scale array regime,” IEEE Trans.
Inf. Theory, vol. 59, no. 10, pp. 6441 – 6463, Oct. 2013.
[39] Z. Jiang, A. F. Molisch, G. Caire, and Z. Niu, “Achievable rates of FDD massive MIMO systems with spatial channel correlation,”
IEEE Trans. Wireless Commun., vol. 14, no. 5, pp. 2868 –2882, May 2015.
38
[40] J. Choi, D. J. Love, and P. Bidigare, “Downlink training techniques for FDD massive MIMO systems: Open-loop and closed-loop
training with memory,” IEEE Journal of Selected Topics in Signal Processing, vol. 8, no. 5, pp. 802 – 814, Oct. 2014.
[41] G. Kramer, “Information networks with in-block memory,” IEEE Trans. Inf. Theory, vol. 60, no. 4, pp. 2105 – 2120, Apr. 2014.
[42] B. Hassibi and B. M. Hochwald, “How much training is needed in multiple-antenna wireless links?” IEEE Trans. Inf. Theory, vol. 49,
no. 4, pp. 951– 963, Apr. 2003.
[43] T. Marzetta and B. Hochwald, “Capacity of a mobile multiple-antenna communication link with Rayleigh flat fading,” IEEE Trans.
Inf. Theory, vol. 45, no. 1, pp. 139 – 157, Oct. 1999.
[44] V. Morgenshtern, E. Riegler, W. Yang, G. Durisi, S. Lin, B. Sturmfels, and H. Bolcskei, “Capacity pre-log of noncoherent SIMO
channels via Hironaka’s theorem,” IEEE Trans. Inf. Theory, vol. 59, no. 7, pp. 4213 – 4229, Jul. 2013.
[45] M. Xu, D. Guo, and M. Honig, “Downlink noncoherent cooperation without transmitter phase alignment,” IEEE Trans. Wireless
Commun., vol. 12, no. 8, pp. 3920 – 3931, Aug. 2013.
[46] J. Choi, Z. Chance, D. Love, and U. Madhow, “Noncoherent trellis-coded quantization for massive MIMO limited feedback
beamforming,” in Proc. Inf. Theory and App. Workshop (ITA), Feb. 2013.
[47] M. Chowdhury, A. Manolakos, F. Gomez-Cuba, E. Erkip, and A. Goldsmith, “Capacity scaling in noncoherent wideband massive SIMO
systems,” in Proc. IEEE Inf. Theory Workshop (ITW), May 2015.
[48] M. Chowdhury, A. Manolakos, and A. Goldsmith, “Scaling laws for noncoherent energy-based communications in the SIMO MAC,”
IEEE Trans. Inf. Theory, vol. 62, no. 4, pp. 1980 – 1992, Apr. 2016.
[49] G. Ferrante, T. Quek, and M. Win, “Revisiting the capacity of noncoherent fading channels in mmWave system,” IEEE Trans. Commun.,
vol. 65, no. 8, pp. 3259 – 3275, Aug. 2017.
[50] J. Sebastian, A. Sengupta, and S. Diggavi, “On capacity of noncoherent MIMO with asymmetric link strengths,” in Proc. IEEE Int.
Symp. Inf. Theory (ISIT), Jun. 2017, pp. 541 – 545.
[51] V. Baeza, A. Armada, W. Zhang, M. El-Hajjar, and L. Hanzo, “A noncoherent multiuser large-scale SIMO system relying on M-ary
DPSK and BICM-ID,” IEEE Trans. Veh. Technol., vol. 67, no. 2, pp. 1809 – 1814, Feb. 2018.
[52] K. Ghavami and M. Naraghi-Pour, “Noncoherent massive MIMO detection by expectation propagation,” in Proc. IEEE Global Conf.
Communications (GLOBECOM), Dec. 2017.
[53] M. K. Varanasi and A. Russ, “Noncoherent decorrelative multiuser detection for nonlinear nonorthogonal modulation,” in Proc. IEEE
Int. Conf. Communications (ICC), Jun. 1997.
[54] D. Raphaeli, “Noncoherent coded modulation,” IEEE Trans. Commun., vol. 44, no. 2, pp. 172 – 183, Feb. 1996.
[55] F. Gomez-Cuba, J. Du, M. Medard, and E. Erkip, “Unified capacity limit of non-coherent wideband fading channels,” IEEE Trans.
Wireless Commun., vol. 16, no. 1, pp. 43 – 57, Jan. 2017.
[56] E. Biglieri, J. Proakis, and S. Shamai, “Fading channels: Information-theoretic and communications aspects,” IEEE Trans. Inf. Theory,
vol. 44, no. 6, pp. 2619–2692, Oct. 1998.
[57] M. Me´dard and R. G. Gallager, “Bandwidth scaling for fading multipath channels,” IEEE Trans. Inf. Theory, vol. 48, no. 4, pp. 840 –
852, Apr. 2002.
[58] M. C. Gursoy, H. V. Poor, and S. Verdu´, “The noncoherent Rician fading channel - part II: Spectral efficiency in the low power regime,”
IEEE Trans. Wireless Commun., vol. 4, no. 5, pp. 2207 – 2221, Sep. 2005.
[59] ——, “Efficient signaling for low-power Rician fading channels,” in Proc. Allerton Conf. Communication, Control and Computing,
Oct. 2002.
[60] S. R. Bhaskaran and E. Telatar, “Kurtosis constraints in communication over fading channels,” in Proc. IEEE Int. Conf. Communications
(ICC), Jun. 2006.
[61] V. V. Prelov and S. Verdu´, “Second-order asymptotics of mutual information,” IEEE Trans. Inf. Theory, vol. 50, no. 8, pp. 1567 –
1580, Aug. 2004.
[62] R. H. Etkin, D. N. C. Tse, and H. Wang, “Gaussian interference channel capacity to within one bit,” IEEE Trans. Inf. Theory, vol. 54,
no. 12, pp. 5534 – 5562, Dec. 2008.
[63] S. M. Kay, Fundamentals of Statistical Signal Processing, Volume 1: Estimation Theory. Prentice Hall, 1993.
[64] A. Leon-Garcia, Probability, Statistics, and Random Processes for Electrical Engineering, 3rd ed. Pearson/Prentice Hall, 2008.
[65] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series and Products, 5th ed. Academic Press, 1996.
[66] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables. For sale
by the Superintendent of Documents, U.S. Government Printing Office, Washington, D.C., 1964.
[67] P. Sebah and X. Gourdon, “Introduction to the Gamma Function,” 2002, [Online]. Available: http://numbers.computation.free.fr.
[68] C.-P. Chen and F. Qi, “The best lower and upper bounds of harmonic sequence,” RGMIA Res. Rep. Coll. Available online at
http://rgmia.org/v6n2.php, vol. 6, no. 2, 2003.
[69] F. D. Neeser and J. L. Massey, “Proper complex random processes with applications to information theory,” IEEE Trans. Inf. Theory,
vol. 39, no. 4, pp. 1293 – 1302, Jul. 1993.
[70] S. A. Sultan and D. S. Tracy, “Moments of the complex multivariate normal distribution,” Linear Algebra and its Applications, vol.
237, pp. 191 – 204, 1996.
[71] K. Triantafyllopoulos, “Moments and cumulants of the multivariate real and complex Gaussian distributions,” 2002, Department of
Mathematics, University of Bristol.
