This paper studies decentralized optimization to minimize a finite-sum of functions available over a network of n nodes. We propose two efficient algorithms, namely GT-SAGA and GT-SVRG, that leverage decentralized stochastic gradienttracking methods and variance-reduction techniques. We show that both algorithms achieve accelerated linear convergence for smooth and strongly-convex functions. We further describe the regimes in which GT-SAGA and GT-SVRG achieve nonasymptotic network-independent convergence rates that are n times faster than that of the centralized SAGA and SVRG and exhibit superior performance (in terms of the number of parallel local component gradient computations required) with respect to the existing decentralized schemes. We also highlight different trade-offs between the proposed algorithms in various settings.
I. INTRODUCTION
We consider n nodes connected over a static and directed communication graph G such that each node i has access to a local (possibly private) cost function f i : R p → R. The goal of the networked nodes is to cooperatively solve min x f (x) 1 n n i=1 f i (x), where each node i is only allowed to process its own local function and to send/receive information with its neighboring nodes. This formulation is well-known as decentralized optimization [3] - [6] that has been studied extensively by the signal processing and control communities over the past decade. Related literature on decentralized optimization methods include the early work on Decentralized Gradient Descent (DGD) [4] - [6] , dual averaging [7] , [8] , and ADMM [9] - [12] . More recently, significant effort has been made to design firstorder gradient methods that achieve exact linear convergence for smooth and strongly-convex functions. Examples of such approaches include: primal methods, i.e., EXTRA [13] , [14] , Exact Diffusion [15] , [16] , and DLM [17] ; methods based on gradient-tracking [18] - [29] and AB/Push-Pull [30] , [31] ; and methods based on dual decomposition, [32] - [34] .
In this paper, we focus on the following refined formulation of decentralized optimization problems:
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where each local cost f i is the average of m i component functions {f i,j } mi j=1 . This formulation is motivated by recent data-science and machine learning applications, where large amounts of data is collected by and/or distributed over a network of nodes that aim to cooperatively train a model x ∈ R p utilizing data across all nodes. However, when the local data batch at each node is very large, i.e., m i 1, full gradient computation becomes prohibitively expensive. In order to avoid extensive computation, stochastic optimization methods use a random subset of the local data for gradient computation. Several stochastic variants of DGD, EXTRA, Exact Diffusion and gradient tracking methods have been recently studied [35] - [45] . These methods converge sub-linearly and outperform their deterministic counterparts when local data batches are large and low-precision solutions suffice [46] .
Finite-sum optimization of the form in Problem P1 has also been extensively studied in the centralized settings, where various variance-reduction (VR) techniques have been developed to accelerate the standard Stochastic Gradient Descent (SGD) [47] . Well-known approaches include SAG [48] , SVRG [49] , [50] , SAGA [51] , S2GD [52] , and SARAH [53] . These methods achieve accelerated linear convergence to the minimizer of smooth and strongly-convex functions, while maintaining comparable low per-iteration computation cost as the plain-vanilla SGD. It is therefore natural to introduce VR to the decentralized scenarios of interest in this paper in order to improve the convergence and complexity aspects.
Main contributions: We develop a novel class of decentralized, first-order methods that systematically integrate the aforementioned gradient tracking and variance reduction techniques. In particular, we describe GT-SAGA and GT-SVRG, based on SAGA [51] and SVRG [49] , and show that both algorithms achieve accelerated linear convergence for smooth and strongly-convex objective functions. We further discuss the scenarios where GT-SAGA and GT-SVRG achieve nonasymptotic network-independent convergence rates and exhibit linear speedup (in terms of the total number of nodes) compared with their centralized counterparts. To the best of our knowledge, this is the first work to show network-independent convergence and linear speedup for decentralized VR approaches without requiring computationally-expensive dual gradients or proximal mappings of the objective functions. 1 A detailed comparison of the proposed algorithms with existing decentralized VR methods is provided in Section III-A.
Basic notation: We use lowercase bold letters to denote vectors and · to denote the Euclidean norm of a vector. The matrix I d is the d×d identity, and 1 d is the d-dimensional column vector of all ones. For two matrices X, Y ∈ R d×d , X ⊗Y denotes their Kronecker product. The spectral radius of a matrix X is denoted by ρ(X) while its spectral norm is denoted by ||| X |||. For a positive vector w = [w 1 , · · · , w d ] and an arbitrary vector x = [x 1 , · · · , x d ] , the weighted infinity norm of x is defined as
i is the estimate of the optimal solution x * at node i and time k.
Structure of the paper: Section II develops the class of decentralized VR algorithms proposed in this paper while Section III presents the main convergence results and a comparison with the state-of-the-art both in theory and numerical simulations. Section IV presents a unified approach to cast and analyze the proposed algorithms. Sections V and VI contain the convergence analysis for GT-SAGA and GT-SVRG, respectively, and Section VII concludes the paper.
II. ALGORITHM DEVELOPMENT
We first review the standard decentralized gradient descent with gradient tracking (GT-DGD) [19] - [24] , [30] , [31] to solve Problem P1. GT-DGD iteratively updates two vectors at each node i, i.e., x k i ∈ R p , the local estimate of the global optimal solution, and y k i ∈ R p , the local tracker of the global gradient, initialized with an arbitrary x 0 i and y 0
where W = {w ir } is a doubly-stochastic weight matrix. Note that (1b) tracks the global gradient, i.e., y k i → ∇f (x k i ), as k → ∞, and enables linear convergence to the optimal for smooth and strongly-convex functions with a constant step-size [55] .
When each node has a large amount of data samples, GT-DGD is not practically feasible due to the expensive computation of the local full gradient ∇f i at each iteration. GT-DSGD, the stochastic variant of GT-DGD, replaces each local full gradient with a subset of randomly sampled component gradients [39] , [40] , [42] . However, GT-DSGD converges sublinearly and, in practice, requires a carefully tuned sequence of decaying step-sizes to ensure a satisfactory performance, potentially due to the large variance of the stochastic gradients. Inspired by centralized VR techniques [48] - [53] , a class of decentralized VR methods can be obtained by replacing each local full gradient ∇f i (x k i ) with its estimator whose variance progressively reduces to 0. Clearly all existing VR schemes are applicable here, including [48] - [53] . In this paper, we explore two popular VR methods, i.e., SAGA [51] and SVRG [49] . The resulting algorithms are formally described next.
GT-SAGA, formally described in Algorithm 1, implements the gradient tracking y k i on the estimate g k i of the local batch gradient at each node. The auxiliary variable z k i,j is the most recent iterate at which the component gradient ∇f i,j was evaluated before time k. At each time k, node i draws an index s k i to randomly select one component function from its local data batch. To implement the SAGA gradient estimator, each node must maintain a table of all local component gradients. After g k i is updated, the ∇f i,s k i (z k i,s k i ) entry in the gradient table is replaced by ∇f i,s k i (x k i ), while the others remain unchanged. This implementation procedure results in a storage cost of O(pm i ) at each node i that can be improved to O(m i ) for certain problems with favorable structures [48] .
Update the local estimate of the solution:
Select s k+1 i uniformly at random from {1, · · · , m i };
4:
Update the local stochastic gradient estimator:
Update the local gradient tracker:
7: end for GT-SVRG is formally described in Algorithm 2. In contrast to GT-SAGA that computes an estimate g k i of ∇f i from a random sample of the local data batch at every iteration, GT-SVRG realizes VR by periodically computing full ∇f i from the entire local data batch. GT-SVRG can thus be considered as a "double-loop" method, where each node i, at every outer-loop update {x tT i } t≥0 , calculates a local full gradient ∇f i (x tT i ) that is retained in the subsequent innerloop iterations to update the local gradient estimator v k i :
Clearly, GT-SVRG eliminates the need of storing all local component gradients at each node and thus has a favorable storage cost compared to GT-SAGA. However, this advantage comes at the expense of evaluating two component gradients ∇f i,s k i x k i and ∇f i,s k i x tT i at every iteration, in addition to calculating the full local gradient ∇f i periodically. See Remarks 1 and 2 for additional discussion.
III. MAIN RESULTS
The convergence results for GT-SAGA and GT-SVRG are based on the following assumptions. Assumption 1. The global objective function F is µ-stronglyconvex, i.e., ∀x, y ∈ R p and for some µ > 0, we have
We note that under Assumption 1, the global objective function F has a unique minimizer, denoted as x * .
Algorithm 2 GT-SVRG at each node i Require:
4:
If mod(k +1, T )=0 then τ k+1 i =x k+1 i ; else τ k+1 i =τ k i .
5:
i.e., ∀x, y ∈ R p and for some L > 0, we have
Clearly, under Assumption 2, the global objective F is also Lsmooth and L ≥ µ. We use Q := L/µ to denote the condition number of the global objective function F . Assumption 3 is satisfied by strongly-connected and weightbalanced directed graphs that admit doubly-stochastic weights. This assumption implies that the second largest singular value σ of W is less than 1, i.e, σ = W − 1 n 1 n 1 n < 1 [56] . We denote M := max i m i and m := min i m i , where m i is the number of local component functions at node i. The main convergence results of GT-SAGA and GT-SVRG are summarized respectively in the following theorems.
Theorem 1 (GT-SAGA). Let Assumptions 1, 2 and 3 hold. If the step-size α in GT-SAGA is such that
then GT-SAGA linearly converges to the optimal solution x * . If α = α, then GT-SAGA achieves -optimal solution in
Theorem 2 (GT-SVRG). Let Assumptions 1, 2 and 3 hold. If the step-size α and the length T of the inner-loop are such that
, then GT-SVRG achieves -optimal solution in
The formal proofs of these theorems are developed in the next sections. In particular, Section IV presents a dynamical [58] linear (no explicit rate)
system approach that unifies the proposed algorithms and develops the results that are common to both. Next, Section V discusses GT-SAGA and builds the proof of Theorem 1 while the analysis of GT-SVRG and the proof of Theorem 2 is completed in Section VI. We discuss some salient features of the proposed algorithms next and compare them with the state-of-the-art both in theory and numerical simulations.
(Network-independent convergence rates). In the "big-data" regimes when each node has a large dataset, and when the nodes are well-connected, i.e., M ≈ m Q 2
(1−σ) 2 , both GT-SAGA and GT-SVRG achieve a network-independent convergence rate of O(M log 1 ), which, in addition, is n times faster than their centralized counterparts, SAGA and SVRG. GT-SAGA and GT-SVRG, therefore, achieve a non-asymptotic linear speedup in terms of the total number of nodes.
Remark 2. (GT-SAGA versus GT-SVRG). It can be observed from Theorem 1 and 2 that when data samples are unevenly distributed across the nodes, i.e., M m 1, GT-SVRG achieves a lower iteration complexity than GT-SAGA. However, an uneven data distribution may adversely impact the practical implementation of GT-SVRG as well. This is because GT-SVRG requires a highly synchronized communication network as all nodes need to evaluate their local full gradients every T iterations and cannot proceed to the next inner-loop until all nodes complete their local computation. Therefore, the nodes with small data samples have a relatively long idle time at the end of each inner-loop that leads to an increase in overall wall-clock time. Indeed, the inherent trade-off between GT-SAGA and GT-SVRG is the network synchrony versus the gradient storage. For structured problems, where the component gradients can be stored efficiently, GT-SAGA may be preferred due to its flexibility of implementation and less dependence on the network synchrony. Conversely, if the problem of interest is large-scale, i.e., m is very large, and storing all component gradients is not feasible, GT-SVRG may become a more appropriate choice.
A. Comparison with Related Work
Existing variance-reduced decentralized stochastic optimization methods include: DSA [57] that integrates EX-TRA [13] with SAGA [51] and was the first decentralized VR method; Diffusion-AVRG that combines Exact Diffusion [15] and AVRG [59] ; DSBA [60] that uses proximal mapping [61] to accelerate DSA; Ref. [62] that applies edge-based method [63] to DSA; ADFS [64] that is the decentralized version of the accelerated randomized proximal coordinate gradient method [65] based on the dual of Problem P1. We compare the iteration complexity of GT-SAGA and GT-SVRG with several state-of-the-art first-order primal methods that solve Problem P1 in Table 1 , where, for the simplicity of presentation, we assume that all nodes have the same number m of local functions, i.e., M = m = m. Clearly, GT-SAGA and GT-SVRG improve upon the convergence rates in terms of the joint dependence on Q and m, especially in the "bigdata" scenarios where m is very large, with the exception of DSBA [60] and ADFS [64] , both of which achieve better iteration complexity albeit at the expense of computing the proximal mapping of a component function at each iteration that is in general very expensive. Finally, it is worth noting that all existing decentralized variance-reduced gradient methods require symmetric weight matrices and thus undirected networks. In contrast, GT-SAGA and GT-SVRG only require doubly-stochastic weights and therefore can be implemented over directed graphs that admit doubly-stochastic weights [66] , providing more flexibility in topology design of the network.
B. Numerical Experiments
In this subsection, we numerically verify the accelerated linear convergence of GT-SAGA and GT-SVRG and compare them with the-state-of-the-art. We consider the problem of decentralized training of a regularized logistic regression model to classify hand-written digits {0, 7}, represented by feature vectors in R 784 , from the MNIST dataset. We generate a random, connected and undirected geometric graph of 20 nodes using the nearest neighbor rule and the associated doubly-stochastic weight matrix is generated by the Laplacian method [67] . Each node in the network has m i = 50 data samples and we normalize the feature vectors such that they have a mean of 0 and a standard deviation of 1. The networked nodes cooperatively minimize the following decentralized smooth and strongly-convex cost function:
where θ ij ∈ R 785 is the feature vector and ξ ij ∈ {−1, +1} is the corresponding binary label. We compare the performance of the proposed algorithms, GT-SAGA and GT-SVRG, with state-of-the-art primal first-order methods, including the accelerated decentralized Nesterov gradient descent (Acc-DNGD) [26] , GT-DSGD [39] (with decaying step-sizes to ensure exact convergence), DSA [57] and Diffusion-AVRG [58] . For comparison, we consider the performance metric of the average residual 1 n n i=1 x k i − x * 2 versus number of local epochs (effective passes of local data set). The experimental results are shown in Fig. 1 .
We observe that GT-DSGD, which converges sublinearly, progresses very fast at the beginning and then drastically slows down, similar to the centralized SGD. On the other hand, GT-SAGA and GT-SVRG achieve accelerated linear convergence that is faster than Acc-DNGD that adds Nesterov momentum [68] to the GT-DGD framework. This is due to the fact that in contrast to Acc-DNGD, GT-SAGA and GT-SVRG incorporate variance-reduction techniques that exploit the finite-sum structure of each local cost function. This is consistent with the finite-sum optimization in the centralized settings, where VR methods [48] - [53] often outperform Nesterov gradient descent [68] when the number of data samples is large. Although DSA and Diffusion-AVRG are observed to achieve similar practical performance as GT-SAGA and GT-SVRG, their theoretical guarantee is relatively weak, see Table 1 . It is also worth mentioning that SAGA-based methods, i.e., GT-SAGA and DSA, are typically faster than GT-SVRG and Diffusion-AVRG that execute in cycles, however, at the expense of storing all component gradients.
IV. CONVERGENCE ANALYSIS: A GENERAL DYNAMICAL SYSTEM APPROACH
We aim to present a unified analysis for GT-SAGA and GT-SVRG, both of which admit the following dynamical system, with r 0 = y 0 and ∀k ≥ 0,
where W = W ⊗ I p , and
It can be observed that the difference between GT-SAGA and GT-SVRG in the form of (2) is how the gradient estimator r k is updated. We therefore first analyze the dynamical system (2), on top of which the specialized results for GT-SAGA and GT-SVRG are derived subsequently. In the same spirit, we can formulate other VR techniques inside the GT-DGD framework and use the analysis methods described in the following.
A. Preliminaries
To proceed, we define several auxiliary variables that will aid the subsequent convergence analysis as follows.
We recall that (2b) is a stochastic gradient tracking method [39] , [40] , [42] as an application of dynamic consensus [55] . It is straightforward to verify by induction that [55] :
Clearly, the randomness of both GT-SAGA and GT-SVRG lies in the set of independent random variables {s k i } k≥1 i={1,··· ,n} . We denote F k as the history of the dynamical system generated by {s t i } t≤k−1 i={1,··· ,n} . For both GT-SAGA and GT-SVRG, r k i is an unbiased estimator of ∇f i (x k i ) given F k [49] , [51] , i.e.,
In the following, we first present a few well-known results related to decentralized gradient tracking methods whose proofs can be found in, e.g., [21] , [22] , [30] , [31] .
Lemma 2. Let Assumption 2 hold. Consider the iterates {x k } generated by the dynamical system (2) . We have that
B. Auxiliary Results
In this subsection, we analyze the general dynamical system (2) by establishing the interrelationships between the mean-squared consensus error E x k − W ∞ x k 2 , network optimality gap E x k − x * 2 and gradient tracking error E y k − W ∞ y k 2 .
Lemma 4. Let Assumption 3 hold. Consider the iterates {x k } generated by (2) . We have the following hold: ∀k ≥ 0,
Proof. Using (2a) and the fact that W ∞ W = W ∞ , we have:
Next, we use Young's inequality that a+b 2 ≤ (1+η) a 2 + (1 + 1 η ) b 2 , ∀a, b ∈ R np , ∀η > 0, and Lemma 3 in (5) to obtain: ∀k ≥ 0,
Setting η as 1−σ 2 2σ 2 and 1 in the above inequality respectively leads to (3) and (4).
Next, we establish an inequality for E x k+1 − x * 2 .
Lemma 5. Let Assumptions 1, 2 and 3 hold. Consider the iterates {x k } generated by (2) . If 0 < α ≤ 1 L , we have the following inequalities hold: ∀k ≥ 0,
Proof. Multiplying 1 n ⊗Ip n to (2a), we have that ∀k ≥ 0,
We expand E x k+1 − x * 2 |F k as follows.
where in the last equality we used that E r k |F k = ∇f (x k ).
Next, we expand and simplify E ∇F (x k ) − r k 2 |F k :
where we used the fact that
For the last term in (9), we have that:
where in the equality above we used the fact that
are independent from each other given F k and therefore E i =j r k i − ∇f i (x k i ), r k j − ∇f j (x k j ) |F k = 0. Now, we use (9), (10) and Lemma 1 in (8) to obtain:
Finally, we apply Young's inequality such that (11) and take the total expectation; the resulting inequality is exactly (6) . Similarly, using
and Lemma (2) in (11) leads to (7) .
Next, we derive an inequality for E y k+1 − W ∞ y k+1 2 . Lemma 6. Let Assumption 2 and Assumption 3 hold. Consider the iterates {y k } generated by (2). If 0 < α ≤ 1 4 √ 2L , we have the following inequality hold: ∀k ≥ 0,
Proof. Using (2b) and the fact that W ∞ W = W ∞ , we have:
To proceed from (12), we use Young's inequality that a
and that ||| I np − W ∞ ||| = 1 together with Lemma 3 to obtain:
We then take the total expectation to obtain:
Now, we derive an upper bound for E[ r k+1 − r k 2 ]. Firstly,
where in the last inequality above we used that
We next bound E x k+1 − x k 2 . Using (2a) leads to:
where in (16) we used the fact that ||| W − I np ||| ≤ 2. We then denote ∇f (x * ) := ∇f 1 (x * ) , · · · , ∇f n (x * ) and note that (1 n ⊗ I p )∇f (x * ) = 0 p . We bound y k as follows.
where in the first equality we used y k = r k , ∀k ≥ 0. Squaring the above inequality obtains the following:
Using (17) in (16) with the requirement that 0 < α ≤ 1
√ 2L
and taking the total expectation, we have:
Finally, we apply (18) in (15) 
Using the above inequality in (14) completes the proof.
Remark 3. We note that in contrast to SGD-based methods [39] - [42] , the convergence results of VR methods [48] - [53] and the ones derived in this paper are independent of the variance of the stochastic gradient. Because of this reason, an explicit bound on the variance of the stochastic gradient is not required as an assumption in the analysis of VR methods.
With the help of the auxiliary results on the general dynamical system (2) established in this section, we now derive explicit convergence rates for the proposed algorithms, GT-SAGA and GT-SVRG, in the next sections.
V. CONVERGENCE ANALYSIS OF GT-SAGA
In this section, we establish the linear convergence of GT-SAGA described in Algorithm 1. Following the unified representation in (2), we note that the local gradient estimator r k i is given by g k i in GT-SAGA: ∀i ∈ {1, · · · , n}, ∀k ≥ 1,
where s k i is selected uniformly at random from {1, · · · , m i } and the auxiliary variable z k i,j is the most recent iterate where the component gradient ∇f i,j was evaluated before time k.
A. Bounding the variance of the gradient estimator
We first derive an upper bound for E g k − ∇f (x k ) 2 that is the variance of the gradient estimator g k . To do this, we define t k i as the averaged optimality gap of the auxiliary variables of {z k i,j } mi j=1 at node i as follows:
The following lemma shows that t k has an intrinsic contraction property. Recall that M = max i m i and m = min i m i . Lemma 7. Consider the iterates {t k } generated by GT-SAGA.
We have the following holds: ∀k ≥ 1,
Proof. Recall Algorithm 1 and note that ∀k ≥ 1, z k+1 i,j = z k i,j with probability 1 − 1 mi and z k+1 i,j = x k i with probability 1 mi given F k . Then we have the following holds: ∀i, ∀k ≥ 1,
The proof follows by summing (20) over i and taking the total expectation.
In the next lemma, we bound the stochastic gradient variance E g k − ∇f (x k ) 2 by the mean-square consensus error and the optimality gap of x k and t k . Lemma 8. Let Assumption 2 hold. Consider the iterates {g k } generated by GT-SAGA. Then we have the following inequality hold: ∀k ≥ 1,
Proof. Recall the local gradient estimator g k i from Algorithm 1 and proceed as follows.
where the second inequality uses the standard conditional variance decomposition
The proof follows by summing (21) over i and taking the total expectation. Lemma 8 clearly shows that as x k i and z k i,j approach to an agreement on x * , the variance of the gradient estimator decays to zero. We have the following corollary. 
Proof. Following directly from Lemma 8, we have: ∀k ≥ 0,
Using (4), (7) and Lemma 7 in the inequality above leads to the following: if 0 < α ≤ 1
The proof follows by applying the bound on E[ g k − ∇f (x k ) 2 ] in Lemma 8 to the above inequality.
B. Main results for GT-SAGA
With the bounds on the gradient variance for GT-SAGA derived in the previous subsection, we are now able to refine the inequalities obtained for the general dynamical system (2) in Section IV and derive the explicit convergence rates for GT-SAGA. First, we apply the upper bound on E[ g k − ∇f (x k ) 2 ] in Lemma 8 to (6) to obtain: ∀k ≥ 0,
Second, we apply the upper bounds on E[ g k − ∇f (x k ) 2 ] and E[ g k+1 − ∇f (x k+1 ) 2 ] in Lemma 8 and Corollary 1 to Lemma 6 to obtain the following: ∀k ≥ 0,
Therefore, if 0 < α ≤ 1−σ 2 16L , we have that:
To proceed, we write (3), (23), Lemma 7 and (25) jointly as a linear matrix inequality in the following proposition. 
where u k ∈ R 4 and G α ∈ R 4×4 are defined as follows:
Clearly, to show the linear convergence of GT-SAGA, it suffices to derive the range of α such that ρ(G α ) < 1. To do this, we present a useful lemma from [56] . Lemma 9. Let A ∈ R d×d be non-negative and x ∈ R d be positive. If Ax ≤ βx for β > 0, then ρ(A) ≤ ||| A ||| x ∞ ≤ β. We are ready to prove Theorem 1 based on Proposition 1.
Proof of Theorem 1. Recall from Proposition
In the light of Lemma 9, we solve for the range of the step-size α and a positive vector = [ 1 , 2 , 3 , 4 ] such that the following (entry-wise) linear matrix inequality holds:
which can be written equivalently in the following form:
Clearly, that (29)-(31) hold for some feasible range of α is equivalent to the RHS of (29)-(31) being positive. Based on this observation, we will next fix the values of 1 , 2 , 3 , 4 that are independent of α. First, for the RHS of (29) to be positive, we set 1 = 1, 2 = 8.5Q 2 , where Q = L/µ. Second, the RHS of (30) being positive is equivalent to
We therefore set 3 = 20M Q 2 m . Third, we note that the RHS of (31) being positive is equivalent to the following:
. We therefore set 4 = 8700
We now solve for the range of α from (28)-(31) given the previously fixed 1 , 2 , 3 , 4 . From (29) , we have that
Moreover, it is straightforward to verify that if α satisfies
then (28) holds. Next, to make (30) hold, it suffices to make α:
.
Finally, to make (31) hold, it suffices to make
To summarize, combining (34)-(36), we conclude that if the step-size α satisfies
then (27) holds with some > 0 and thus ρ (G α ) ≤ 1 − µα 4 according to Lemma 9. Furhter if α = α, we have
which completes the proof.
VI. CONVERGENCE ANALYSIS OF GT-SVRG In this section, we conduct the complexity analysis of GT-SVRG in Algorithm 2 based on the auxiliary results derived for the general dynamical system (2) in Section IV. Recall from Algorithm 2 that the gradient estimator v k i at each node i in GT-SVRG is given by the following: ∀k ≥ 1, choose s k i uniformly at random in {1, · · · , m i } and
where τ k i = x k i if mod(k, T ) = 0, where T is the length of each inner-loop iterations of GT-SVRG; otherwise τ k i = τ k−1 i . To facilitate the convergence analysis, we define an auxiliary variable τ k :
A. Bounding the variance of the gradient estimator
We first bound the variance of the gradient estimator v k i , following a similar procedure as the proof of Lemma 8.
Lemma 10. Let Assumption 2 hold and consider the iterates {v k } generated by GT-SVRG in Algorithm 2. The following inequality holds ∀k ≥ 0:
Proof. We recall from Algorithm 2 the definition of each local gradient estimator v k i in GT-SVRG and proceed as follows.
where in the second inequality we used the standard conditional variance decomposition in (22) . The proof follows by summing (39) over i and taking the total expectation. Lemma 10 shows that as x k and τ k progressively approach the optimal solution x * of the Problem P1, the variance of the gradient estimator v k goes to zero. We then immediately have the following corollary. Corollary 2. Let Assumption 2 hold and consider the iterates {v k } generated by GT-SVRG. If 0 < α ≤ 1 8L , then the following inequality holds ∀k ≥ 0:
Proof. From Lemma 10, we have: ∀k ≥ 0,
Recall that τ k+1 = x k+1 if mod(k + 1, T ) = 0; otherwise, τ k+1 = τ k . We first derive upper bounds on the last two terms in (40) for these two cases seperately. On the one hand, if mod(k + 1, T ) = 0, we have that
On the other hand, if mod(k + 1, T ) = 0, we have that
Therefore, combining (41) and (42), we have that ∀k ≥ 0:
Next, we apply (43) in (40) to obtain
We use (4), (7) in (44) to proceed. If 0 < α ≤ 1 8L ,
The proof follows by using the bound on E v k − ∇f (x k ) 2 from Lemma 10 in the above inequality.
B. Main results for GT-SVRG
We now use the upper bounds on the variance of the gradient estimator v k in GT-SVRG obtained in the previous subsection to refine the inequalities derived for the general dynamical system (2) in Section IV and establish the explicit complexity for GT-SVRG. We first apply the upper bound on E[ v k − ∇f (x k ) 2 ] in Lemma 10 to (7) to obtain ∀k ≥ 0:
If
Next, we apply the upper bounds on
in Lemma 10 and Proposition 2 to Lemma 6 and obtain
and thus the following holds ∀k ≥ 0:
Now, we write Lemma 3, (46) and (47) jointly in an entrywise linear matrix inequality that characterizes the evolution of GT-SVRG in the following proposition. where u k , u k ∈ R 3 and J α , H α ∈ R 3×3 are defined as follows:
Recall that T is the number of the inner-loop iterations of GT-SVRG. We will show that the subsequence {u tT } t≥0 of {u k } k≥0 , which corresponds to the outer-loop updates of GT-SVRG, converges to zero linearly, based on which the total complexity of GT-SVRG will be established, in terms of the number of parallel local component gradient computations required to find the solution x * . Recall from Algorithm 2 that ∀k ≥ 0, τ k+1 = x k+1 i if mod(k + 1, T ) = 0; else τ k+1 = τ k . Therefore, ∀t ≥ 0 and tT ≤ k ≤ (t+1)T −1, we have τ k = x tT . Based on this discussion, (48) can be rewritten as the following dynamical system with delays:
We then recursively apply the above inequality over k to obtain the evolution of the outer-loop iterations {u tT } t≥0 :
Clearly, to show the linear decay of {u tT } t≥0 , it sufficies to find the range of α such that ρ J T α +
To this aim, we first derive the range of α such that ρ(J α ) < 1.
Lemma 11. Let Assumptions 1, 2, 3 hold and consider the system matrix J α defined in Proposition 2. If the step-size α
where δ = 1, 8Q 2 , 6528Q 2
Proof. In the light of Lemma 9, we solve for the range of α and a positive vector δ = [δ 1 , δ 2 , δ 3 ] such that the following entry-wise linear matrix inequality holds:
δ, which can be written equivalently as
Based on (52), we set δ 1 = 1 and δ 2 = 6Q 2 . With δ 1 and δ 2 being fixed, we next choose δ 3 > 0 such that the RHS of (53) is positive, i.e,
It suffices to set δ 3 = 6528Q 2 (1−σ 2 ) 2 . Now, with the previously fixed values of δ 1 , δ 2 , δ 3 , in order to make (53) hold, it suffices to choose α such that 0 < α ≤ 1−σ 2 2µ . Similary, it can be verified that in order to make (51) hold, it sufficies to make α satisfy 0 < α ≤ (1−σ 2 ) 2 187QL , which completes the proof. We note that if the step-size α satisfies the condition in Lemma 11, we have ρ(J α ) < 1. Moreover, since J α is nonnegative, we have that
. Therefore, following from (49), we have:
The rest of the convergence analysis is to derive the condition on the the number of each inner iterations T and the stepsize α of GT-SVRG such that the following inequality holds: Proof. We start by deriving an entry-wise upper bound for the matrix (I − J α ) −1 . Note that
whose determinant is given by
It can be verified that if 0 < α ≤ (1−σ 2 ) 2 187QL ,
Then we derive an entry-wise upper bound for adj(I 3 − J α ), where adj(·) denotes the adjugate of the argument matrix and we denote [adj (·)] i,j as its i, jth entry: (1−σ 2 ) 2 ] and q = [1, 1, 1453 (1−σ 2 ) 2 ] . It can be verified that [56] :
We next show the linear convergence of the outer-loop of GT-SVRG, i.e., the linear decay of the subsequence {u tT } t≥0 of {u k } k≥0 , where T is the number of inner-loop iterations.
Lemma 13. Let Assumption 1, 2 and 3 hold. Consider the iterates {u k } generated by GT-SVRG (defined in Proposition 2). If the step-size α = (1−σ 2 ) 2 187QL and the number of inner-loop iterations T = 1496Q 2 (1−σ 2 ) 2 log(200Q), then following holds:
Proof. Recall the recursion in (54): ∀t ≥ 0,
Note that the weighted vector norm · q ∞ induces the weighted matrix norm ||| · ||| q ∞ [56] . Then using Lemma 11, 12 and (57) , if α = (1−σ 2 ) 2 187QL , then ∀t ≥ 0:
where we use the fact that 1 + x ≤ exp{x}, ∀x ∈ R. The proof follows by setting T = 748Q 2 (1−σ 2 ) 2 log(200Q 2 ) in the last inequality above.
Finally, we are ready to prove Theorem 2.
Proof of Theorem 2. Clearly, Lemma 13 shows that the outerloop of GT-SVRG, i.e., {x tT } t≥0 , converges to an -optimal solution with O(log 1 ) iterations. We further note that in each inner-loop of GT-SVRG, each node i computes (m i +2T ) local component gradients in parallel. Therefore, the total number of parallel local component gradient computations required to achieve -accuracy is O M + Q 2 log Q (1−σ) 2 log 1 , where M is the largest number of data points over all nodes and the proof follows.
VII. CONCLUSION
In this paper, we have proposed a novel framework for constructing variance-reduced decentralized stochastic firstorder methods over undirected and weight-balanced directed graphs that hinge on gradient tracking techniques. In particular, we have derived decentralized versions of centralized SAGA and SVRG algorithms, GT-SAGA and GT-SVRG, that achieve accelerated linear convergence for smooth and strongly-convex functions. We have further shown that in the "big-data" regime GT-SAGA and GT-SVRG achieve nonasymptotic linear speedups in terms of the number of nodes compared with centralized SAGA and SVRG and exhibit superior performance over existing decentralized schemes.
