Abstract. Hamiltonian systems with rapidly oscillating explicit dependence on time are considered. The wavelength of this oscillation is treated as a small parameter and it is shown how to remove the time dependence up to some order in the small parameter by means of a canonical transformation presented in the form of an asymptotic series. The result has applications for the study of pulse propagation for high bit-rate transmission in optical fibres.
Introduction
In this paper we will describe an approach for treating a Hamiltonian system with fastoscillating time-dependent terms in such a way that it is approximated by a suitable autonomous system to some order in ω −1 , where ω is the frequency of the oscillation. Our motivation for analysing this mathematical problem was to study the model of a particular physical system arising in the design of an optical fibre transmission system which makes use of dispersion-compensation to improve the bit-rate capacity.
The objective will be to find for any given system, a suitable time-dependent canonical transformation, to achieve the removal to the appropriate order, of the explicit time dependence in the equation of motion. The standard approach, known as von Zeipel's method and described for example in [1] [2] [3] , would be to look for a generating function for the transformation in the form of an asymptotic series. Whilst this will certainly work just as well as the method which we describe, it is far more cumbersome to apply to the examples which we consider.
The method described in the present paper is derived almost directly from results described in [4, 5] . In this sense our work is a kind of comment on those papers. However, the Hamiltonian nature of the entire procedure, which seems to be more evident in our description, provides considerable computational advantage. Note that for the generating function approach the phase space is required to be a symplectic space, whereas in the present paper the phase space could be any Poisson space: in practice this avoids the need to identify explicitly the symplectic leaves.
The problem of averaging was treated via canonical transformations in a similar way to that used here, using the integration of a Hamiltonian vector field to define the transformation, in [6] . It is possible to see the result of this paper as a consequence of Hori's work. However, the form that the result takes here is particularly adapted to problems arising in the model of an optical fibre transmission system.
Consider the differential equation
Here x may be a point in R n or a point in a function space. In the first case (1.1) will be an ODE whilst in the second case it will in general be a PDE. The 'vector field' f is some t-dependent mapping from the space inhabited by x to the tangent space. In general the space we are considering could be any differentiable manifold, but in our examples it will always be a linear space.
Let us suppose that the dependence of f on t is via some fast-oscillating functions such as exp ±iωt with ω 1. We then pose the following problem. Find a transformation x → X in the form of an asymptotic series
in which the right-hand side is independent of t up to some order n in ω −1 . There may be supplementary requirements to be met: for example if (1.1) is a tdependent deformation of an integrable system, we might require the transformed system to be integrable up to the appropriate order in ω −1 . Such supplementary requirements will tend to limit the size of n.
Examples
(a) First, let us discuss a simple linear example. Consider the ODE in R
where A is a real t-independent n × n matrix and B is a real t-dependent matrix of the form
where β is a complex t-independent n × n matrix andβ is its complex conjugate. Let us suppose that ω 1 and seek a transformation x → X of the form
) in order to remove the t-dependence up to some leading order in ω −1 . It is easy to check that if for example we take
where '˙' denotes 'd/dt', we will obtain dX dt 
with A n independent of t for any n, without violating the condition φ k = O(ω −k ). The next three examples are much more complicated than the last one. To treat them it is convenient to use the machinery of Hamiltonian systems. We shall return to them again in section 3.
(b) Consider the time-dependent perturbation of the Garnier system 10) whereĒ is the complex conjugate of E. The Garnier system, which is integrable, is recovered from equation (1.10) when E = 0. Let us try to find a transformation to new variables Q such that Q satisfies an ODE with no explicit t-dependence, say to order ω 
with c a periodic function satisfying max |c| ∼ 1 and max |ċ| 1. We shall call this the NLS with order zero rapidly oscillating nonlinear perturbation and we shall use the abbreviation NRO(0) (for 'nonlinear rapidly oscillating of order zero') to refer to it. It is obtained from the simplest model of an optical fibre transmission system in which the amplifiers are spaced periodically and the dispersion is constant, see [4] .
(d) Consider the time-dependent perturbation of the NLS given by
with d periodic, satisfying 1 max |d| max |ḋ|. We shall call this the NLS with large rapidly oscillating dispersive perturbation and we shall refer to it by means of the abbreviation DRO(1/r) (for 'dispersion rapidly oscillating of order 1/r'), where r characterises the order of magnitude by which |ḋ| dominates |d|, i.e. max |d| ∼ (max |ḋ|) 1/r . (We shall look in detail only at the case r = 2, but in general r could be any rational number greater than 1.) It is obtained from the model of a system in which a short length of fibre having dispersion of opposite sign to and with much larger magnitude than that in the transmission fibre is placed at each amplifier station, whilst the amplifiers are still periodically spaced and the dispersion in the transmission fibre is constant, see [7] .
In the next section we will describe a method based on canonical transformations which can be used for solving problems such as those described in examples (b), (c) and (d). In the following section we will return to them as an illustration of the method.
Time-dependent canonical transformations
For details concerning definitions the reader is recommended to consult the textbooks [1, 2, 8, 9] .
We will use the following result.
Lemma 1.
Let A be a linear operator, depending on a real variable t. For G = e A , we havė Proof. X(y, t) = e yA(t) is the unique solution to the matrix ODE ∂X/∂y = AX with
and hence thatĠ
We will also make crucial use of the following standard results.
Lemma 2. Let (P , {, }) be a Poisson space and let ∈ C ∞ (P ). Let X denote the Hamiltonian vector field corresponding to . Then for any fixed T
0, the mapping m T : P → P (formally) defined by
4) known as the 'time-T map' corresponding to is always a Poisson map. That is
Here dm T denotes the Jacobian of the map m T , i.e. dm T is the linear transformation defined on the tangent space which is compatible with m T . Note that in general m T is not well defined for all T and on the whole of P and this is the reason for the parenthetic qualifier 'formally', but see Remark (i) below.
Lemma 3. Consider the dynamical system in
A formal solution to (2.6 ) is given by
where v · v means
and so on.
It is convenient for us to give a different formulation of lemma 3, which is in fact also the generalization to the case where the dynamical system moves on a differentiable manifold M. In this case the formula in (2.6) is replaced by
where now v has to be understood as the vector field which acts as a derivative on functions, i.e. in local coordinates
Lemma 3 can be deduced from the following.
Lemma 3a. For any F a formal solution to (2.10) is given by
Let us note that Lemma 3a is Taylor's theorem for functions from R to R in disguise. To see this just consider the composition f = F • x which defines the function f from R to R.
Combining Lemmas 2 and 3, we have the following 
Proof. m is the time-1 map corresponding to .
We can formulate a coordinate-independent version of Proposition 4, which is more useful for us.
Proposition 4a. Let (P , {, }) be a Poisson manifold and let
∈ C ∞ (P ). Then the map m : P → P given formally by
is a Poisson map. Here m * : C ∞ (P ) → C ∞ (P ) denotes the pull-back map on functions, given by
Remarks. (i) If we have a small parameter ε and has the property that = O(ε) in the region of P which concerns us, then we can replace the qualifier 'formally' in the above lemmas and propositions by 'in the form of an asymptotic series in ε'.
(ii) There is a subtle difference in the literature between the terms 'Poisson map' and 'canonical transformation', but for present purposes they are considered to be the same.
Suppose that we have a function : R × P → R, so that we introduce a continuous parameter or time dependence. Let us suppose that we define now the t-dependent map m(t) : P → P by
(2.16)
Then we have the following. 
m(t)m(t)
Proof. Using Lemma 1 we havė
with A = X . Now, making use of the standard property of Hamiltonian vector fields, that
we get the result.
Suppose that we have the Hamiltonian system on (P , {, })
and that we make a t-dependent canonical transformation of the form given by (2.16). Then for X = m(t)(x) we obtain
where K is given by (2.17). The result given by equations (2.20), (2.21) and (2.22) is the most important one for us. Let us therefore state it as a theorem.
Theorem 6. Let (P , {, }) be a Poisson space and let ∈ C ∞ (R × P ). Let h ∈ C ∞ (R × P ). Let the map m(t) : P → P be given by X = m(t)(x) = exp[X (t) ]·x. Then the Hamiltonian vector fieldẋ = X h (x) is mapped by m toẊ = X H (X), where H = h • m −1 + K and the formula for K is given by (2.17).
Let us now look at how we can use the above Theorem to transform away a rapidly oscillating term in the Hamiltonian-at least up to some order in ω −1 . Suppose that we have on some Poisson space P , a time-dependent Hamiltonian function h of the form given by Here T is the period of c and so the integral in (2.24) is independent of τ . A function obeying the properties in (2.24) has to be a rapidly oscillating function.
Remark. The generalisation of the method to the treatment of a Hamiltonian function of the form h(t) = F + c 1 (t)G 1 + · · · c r (t)G r is trivial. We will consider separately two different cases: (i) max |c| ∼ 1, (ii) max |c| 1, but max |dc/dt| ∼ max |c| 2 . These two cases are by no means exhaustive of all possibilities, and indeed we expect the same method to work for cases of the type:
(iii) max |c| 1, but max |dc/dt| ∼ max |c| r for r = 3, 4, . . . . We seek a function ∈ C ∞ (R × P ) in the form of an asymptotic series in a small parameter ε 1 such that the transformed Hamiltonian H constructed by means of Theorem 6 is independent of t to some order in ω −1 where ω is a large real number which characterises the frequency of the oscillating function c. In fact in both cases (i) and (ii) we will be able to require that H = F to some order in ω −1 , and this is important for applications in which F is integrable. Let
We will write ω −1 = ε and the small parameter ε 1 will be given by ε 1 = ε in case (i) and by ε 2 1 = ε in case (ii). The rest of the procedure involves substitution of from (2.25) into the formulae specified in the Theorem. The only difference between the two cases is in how terms are to be collected together.
We have
Case (i). We collect terms of the same order in ε 1 = ε. We get
We have the requirement on the terms
We therefore choosė
and so on. In this way we are able to make a t-dependent transformation on the phase space in such a way as to transform the system to a Hamiltonian system having a Hamiltonian function independent of t up to any order in ε. 
and hence finally
Case (ii). We collect terms of the same order in ε 1 = ε 1/2 . We get
and so on. Thus Note that the full details of the computation have not been shown to save space, but H has been computed up to terms involvingφ 4 .
Remark. In passing from (2.28) to (2.29) and from (2.34) to (2.35), we have included the t-independent 'constants of integration' f 1 , f 2 , etc. Another way of getting the same result would be to insist that all such constants of integration are to be zero, ensuring that φ i = 0 holds for all i, and to compose the t-dependent canonical transformation given by (2.16) with given by (2.25), with a t-independent one also given by (2.16) now with =f 1 +f 2 + · · ·, wheref 1 ,f 2 are related to f 1 , f 2 etc. but are not equal to them. In both cases (i) and (ii) it is natural to choose f 1 to be zero, as in both cases the highest-order term in the perturbation is {f 1 , F }. However, in any given situation, it may be useful to leave f 2 , f 3 , etc. open to subsequent choice in order to simplify the problem further.
Examples
In this section we shall look at the examples from the Introduction, for which the results of the previous section are useful.
First of all we shall discuss the two perturbations of the NLS. The phase space (P , {, }) is a subspace of C ∞ (R, C). We do not specify further what this subspace is, other than to say that it consists of those functions of x which decay sufficiently fast as x → ±∞ that all integrals which arise in our computations are well defined (for details see [10] ). We define the scalar product , :
where we use a bar to denote the complex conjugate. For an element F of C ∞ (P ) and for a point u ∈ P , we define the variational derivatives δ u F, δūF ∈ P by
Note that from F : P → R we can deduce that δūF is the complex conjugate of δ u F . The Poisson bracket {, } :
Let the functions A and B in C ∞ (P ) be given by
The function A + B is the Hamiltonian function for the NLS equation with respect to the above Poisson bracket. The order zero rapidly oscillating nonlinear perturbation of the NLS, or NRO(0) system, is then given by
where c is a rapidly oscillating function of t and max |c| ∼ O(1), i.e. the NRO(0) system is an example of case (i). The large rapidly oscillating disperion perturbation of the NLS, or DRO(1/r) system is given by
where d is a rapidly oscillating function of t and max |d| 1. We shall confine ourselves here to the detailed study of DRO(1/2) where we have max |d| 2 ∼ ω, i.e. the DRO(1/2) system is an example of case (ii).
We have to compute the functions We still have some freedom in the correction terms in the transformed Hamiltonian function H . Whilst it is natural to choose f 1 in both cases to be zero, it may be convenient to retain the freedom in the choice of f 2 . We have therefore in the case of the NRO(0) system H NRO(0) = A + B + Remark. To compare (in the case of NRO(0)) the result given here with the transformation given in [4] , one has to compute exp[X ] · u with = φ 1 + φ 2 + · · · and φ 1 , φ 2 , φ 3 , . . . are given by (2.29).
As it is a useful exercise which helps to clarify the method, let us look at the finite dimensional example which was example (b) in the Introduction.
The setting for this example is the phase space P = R 2n , with canonical coordinates (q, p) and canonical Poisson bracket given by 
