Abstract. We study connections between four types of modal operators  necessity, possibility, un-necessity and impossibility  over intuitionitstic logic in terms of compositions of these modal operators with intuitionistic negation. We investigate which basic compositions, i.e. compositions of the form ¬δ, δ¬ or ¬δ¬, yield modal operators of the same type over intuitionistic logic as over classical logic. We say that such compositions behave classically. We study which modal properties correspond to each basic compositions behaving classically over intuitionistic logic and also prove that KC constitutes the smallest superintuitionistic logic over which all basic compositions behave classically.
Introduction
We study relationships between four types of modal operators, that is necessity, possibility, un-necessity and impossibility, over intuitionistic logic. The relationship of these four types of modal operators over classical logic is well known, namely, each one can be used to define any other as a composition with classical negation. For instance, the possibility operator ♦  aside from being taken as principal  can be defined either by means of necessity operator as ¬ ¬, or by means of unnecessity operator ⊟ as ⊟ ¬, or by means of impossibility operator ♦ -as ¬ ♦ -. Thus, we have twelve compositions of the form ¬δ, δ¬ and ¬δ¬, where δ ∈ { , ♦, ⊟, ♦ -}, which can be regarded as natural definitions of four types of modal operators be means of each other. We call these twelve compositions basic.
Naturally, the fact that a basic composition defines an operator of some type (say, a necessity operator) consists of two conditions: firstly, this composition satisfies all properties of the corresponding modal operator and secondly, it does not satisfy any additional properties. In this work we investigate basic compositions, for which the former condition can be extended over to intuitionistic modal logics, that is which basic compositions yield the same type of modal operator over intuitionistic logic as over classical logic. We say that such compositions behave classically over intuitionistic logic. It turns out that five of twelve basic compositions behave classically over intuitionistic logic and, since non of them define basic modal operators over intuitionistic logic, for these five compositions we obtain axiomatizations in terms of modal operators of the corresponding type. We also find the smallest superintuitionistic logic, over which every basic composition behaves classically.
The natural interest to this problem stems from the fact that over intuitionistic logic four types of modal operators are not dual to each other. For classical logic these dualities essentially mean that we can reduce the study of basic properties of four types of modal operators to study of a single logic, that is the smallest classical normal modal logic K, and its different definitional variants. On the contrary there does not exist a single general framework for investigating intuitionistic modalities and a number of different approaches were introduced. We mention most general of them. One such approach is due to V. Sotirov [17] , who introduced an intuitionistic modal logic IML with a single abstract modality M , which satisfies only the extensionality (or congruence) principle
This way four types of modal operators can be obtained by extending IML with some new axioms. For some development of this idea, including algebraic semantics for such systems, see for example [19] . Another approach, and the one we will use in this paper, is due to M. Božić and K. Došen, who introduced four different systems HK , HK ♦, HK ⊟ and HK ♦ -corresponding to each type of modal operators, which, for brevity, we will collectively call Heyting-Kripke logics. Logics HK and HK ♦ were introduced in [2] and logics HK ♦ -and HK ⊟ in [4] . See also [5] for study of some extensions of Heyting-Kripke logics. We mention some related results. F. Servi (see [9] , [10] and [11] ) developed an intuitionistic modal logic FS in the language containing both and ♦, which has some weak connection between these modalities and can be regarded as an intuitionistic analogue of K in terms of its relation to Gödel translation and to the standard translation into first order language. In [15] it was shown that there exists exactly 31 nonequivalent modalities, defined as compositions of necessity operator and intuitionistic negation, in logic IM4 which is an intuitionistic analogue of S4. In [12] properties of composition ¬ ¬ in some extensions of IM4 were studied as well as non-equivalent modalities in these systems. A number of results on negative modalities stem from the theory of negation. For instance, impossibility and un-necessity operators over intuitionistic logic were studied by D. Vakarelov in [18] . More specifically, impossibility and un-necessity operators correspond to normal and conormal negations studied by Vakarelov over distributive logics. In [3] an intuionistic modal logic N * was introduced the only modal operator ∼ in which is the smallest operator over intuitionistic logic which is both unnecessity and impossibility operator. In [6] composition ∼∼ was studied in N * and its axiomatization as a necessity operator was obtained. In [7] composition ¬∼, which is also a necessity operator was studied in N * . As a part of this problem an axiomatization of composition ¬ ⊟ in logic HK ⊟ as a necessity operator was obtained, which is one of the above mentioned basic compositions. It is exactly this result that motivated the current study. For a general overview of intuitionistic modal logics see for example [20] .
The work consists of two parts. In the first part some preliminary notions and results are given. In Section 1.1 Heyting-Kripke logics are defined along with some necessary notions. In Section 1.2 Kripke semantics for Heyting-Kripke logics are given and the canonical method of proving completeness wrt to corresponding frames is outlined. In Section 1.3 algebraic semantics are presented for both Heyting-Kripke logics and its normal extensions. Finally, in Section 1.4 the problem we will be solving is formulated along with some necessary notions. It is also shown which basic compositions behave classically over intuitionistic logics and some additional preliminary results are proven.
The second part contains all main results. Sections 2.1-2.4 dedicated to axiomatization of those basic compositions, which behave classically over intuitionistic logic, excluding composition ¬ ⊟. Composition ¬ ⊟ was previously considered in [7] and its axiomatization as a necessity operator was obtained in form of logic
We adopt the technique developed in [7] to obtain axiomatizations of all other basic compositions behaving classically over intuitionistic logic. The method is based on embedding of logics via natural translations and on reduction of Kripke semantics of logics. As it turns out all axiomatization are obtained by adding very similar formulas.
Finally in Section 4.5 we turn to find the smallest superintuitionistic logic over which all basic compositions behave classically. It turns out that this logic is KC which can be obtained by adding to intuitionistic logic the weak law of excluded middle ¬p ∨ ¬¬p. There is quite a number of things to like about KC. It is both the largest superintuitionistic logic, which shares its positive fragment with intuitionistic logic, and the smallest superintuitionistic logic in which each formula has negation-free equivalent (wrt to inference relation) formula [21] . Moreover, it is the only superintuitionistic logic which has both these properties. KC has both finite model property and Craig's interpolation property (as well as stronger Lyndon interpolation property), see [14] and [13] . The weak law of excluded middle is also conservative over intuitionistic logic, meaning we can substitute only propositional variables in it when inferring a formula [13] . From this it follows that addition of the weak law of excluded middle preserves Craig's interpolation property and finite model property over intuitionistic logic.
Preliminaries

Definitions of logics
Consider a language L = {∧, ∨, →, ¬} consisting of logical connectives of conjunction, disjunction, implication and negation, respectively. By Lδ denote L augmented with the symbol δ ∈ { , ♦, ⊟, ♦ -}, where stands for modal necessity operator, ♦ -for possibility, ⊟ -for un-necessity and ♦ --for impossibility. The set of all formulas For Lδ of the language Lδ is formed the standard way from the fixed countable set of propositional variables Prop using logical connectives and modal operator δ. In case it will be clear from the context, we will not specify the langauge of formulas in consideration.
For the rest of the work symbol δ will denote one of the modal operators , ♦, ⊟ or ♦ -. We will specify which one of them is currently being considered only when it will be necessary.
The rule of the form ϕ → ψ ∇ϕ → ∇ψ we will call the monotonic rule for ∇ and the rule ϕ → ψ ∇ψ → ∇ϕ we will call the contraposition rule for ∇, where ∇ is an unary connective.
We will identify a logic with its set of theorems. Thus by a logic in language Lδ we will call a set of formulas of said language, which is closed under both modus ponens and the substitution rule. A normal logic is a logic, which is additionally closed under the monotonic rule for δ in case δ ∈ { , ♦} and under the contraposition rule for δ in case δ ∈ {♦ -, ⊟}. The class of all extensions of a given logic L (i.e. of logics which contain L as a subset) we will denote Ext L and the class of its normal extensions (i.e. of normal logics containing L) we will denote NExt L. As usual non-trivial extensions of intuitionistic logic we will call superintuitionistic logics.
Let us define Heyting-Kripke logics. By HKδ we will denote the smallest normal logic in the language Lδ containing all theorems of intuitionistic logic together with formulas δ1 and δ2, where:
By L + ϕ for a normal logic L we will denote the smallest normal logic containing both L and ϕ. We will use similar denotation for superintuitionistic logic L and δ-free formula ϕ.
Let us introduce an abbreviation ϕ ↔ ψ : = (ϕ → ψ) ∧ (ψ → ϕ). It is easy to show using axioms of intuitionistic logic and the correspond-ing modal rule that all normal extensions of HKδ are closed under the replacement rule
Let us also define the usual way the intuitionistic falsity constant
With every logic L we will associate the inference relation ⊢ L . More specifically, for a set of formulas Γ ∪ {ϕ} we will write Γ ⊢ L ϕ iff ϕ can be inferred from formulas in L ∪ Γ using modus ponens. We will write
For sets of formulas Γ and ∆ by Γ ⊢ L ∆ we denote the fact that Γ ⊢ L ψ 1 ∨ · · · ∨ ψ n for some formulas ψ 1 , . . . , ψ n ∈ ∆. We will omit prefix L in case the logic in consideration will be clear from the context.
Notice that for L ∈ NExt HKδ classical deduction theorem holds wrt ⊢ L . Moreover, we have
for a set of formulas Γ and formulas ϕ 1 , . . . , ϕ n , ψ.
Kripke semantics for Heyting-Kripke logics
We proceed by introducing Kripke-style semantics for Heyting-Kripke logics. Proofs of all results of the section concerning positive modalities can be found in [2] and those concerning negative modalities in [4] .
≤ is a non-empty partially ordered set and R ⊆ W 2 is an accessibility relation satisfying the following interplay condition:
A pair µ = W, v is an HKδ-model if W is an HKδ-frame and
W is a valuation satisfying the heredity condition
In this case we say that µ is a model over HKδ-frame W.
A valuation can be extended to obtain the validity relation on the worlds of a model:
⇐⇒ ∃y ∈ W (xRy and µ, y ϕ).
Suppose ϕ ∈ For Lδ. For an HKδ-model µ = W, ≤, R, v we denote by µ ϕ the fact that µ, x ϕ holds for all x ∈ W . Similarly for an HKδ-frame W the fact that µ ϕ holds for any HKδ-model µ over W is denoted by W ϕ. Finally for a set of formulas Γ we write µ
HKδ-models over L-frames we will call L-models.
As usual the heredity condition can be generalized the following way Proposition 1. For an arbitrary HKδ-model µ = W, ≤, R, v and formula ϕ we have
Completeness of Heyting-Kripke logics wrt corresponding types of frames can be proved using the canonical models method. Let us outline it for future use.
Let L ∈ NExt HKδ. A set of formulas Γ is a prime L-theory if i) L ⊆ Γ; ii) Γ is closed under modus ponens; iii) Γ is non-trivial, i.e. Γ = For Lδ; iv) Γ satisfies disjunction property, i.e. ϕ ∨ ψ ∈ Γ implies ϕ ∈ Γ or ψ ∈ Γ for any formulas ϕ and ψ. We then have Lemma 1 (extension lemma). For any L ∈ NExt HKδ and sets of formu-
consisting of the canonical L-frame together with a valuation v c such that
Notice that the definition above is sound in the sense that canonical models are indeed models of the corresponding type.
c be the canonical L-model, then for any Γ ∈ W c and formula ϕ the following equivalence holds:
We say that a logic L ∈ NExt HKδ is complete wrt a class K of HKδ-frames if L = {ϕ | W ϕ for all W ∈ K}.
Theorem 1. Logic HKδ is complete wrt the class of all HKδ-frames.
Let us remind that a logic L ∈ NExt HKδ is canonical if the canonical L-frame is indeed an L-frame. Any canonical logic is complete with respect to some class of HKδ-frames (for instance with respect to the class containing only the canonical L-frame).
Algebraic semantics for Heyting-Kripke logics
The following section concerns algebraic semantics for Heyting-Kripke logics. Algebraic semantics for logics with positive modal operators were developed in [19] , while semantics for negative ones can be traced back to the works of D. Vakarelov [18] and were more recently formulated in [8] . While [19] does not contain the results of the section as formulated here, all of them can be proved by analogy with the results in [8] .
Definition 3. Let A = A, ∨, ∧, →, ¬, 0, 1 be a Heyting algebra, then we say that 1. an algebra A = A, ∨, ∧, →, ¬, , 0, 1 is a -algebra if is an unary operation on A and identities (x ∧ y) = x ∧ y and 1 = 1 hold on A; 2. an algebra A ♦ = A, ∨, ∧, →, ¬, ♦, 0, 1 is a ♦-algebra if ♦ is an unary operation on A and identities ♦(x ∨ y) = ♦ x ∨ ♦ y and ♦ 0 = 0 hold on A; 3. an algebra
By ≤ we will denote the lattice ordering on δ-algebra A. Notice that this denotation does not specify algebra in consideration as it will usually be clear from the context. An expression (a → b) ∧ (b → a) we will abbreviate as a ↔ b. As for Heyting algebras a → b = 1 is equivalent to a ≤ b and a ↔ b = 1 is equivalent to a = b for all a, b ∈ A. Moreover, a ≤ b implies δa ≤ δb in case δ ∈ { , ♦} and δb ≤ δa in case δ ∈ {⊟, ♦ -}.
As usual, the class V δ of all δ-algebras forms a variety. By Eq(V) we denote the equational theory of a variety V, i.e. the set of all identities which hold on all algebras in V.
Let A be a δ-algebra. An A-valuation is a homomorphism from algebra of formulas of the language Lδ to A. We write A ϕ if v(ϕ) = 1 for every A-valuation v, where 1 is the unit element of A. It is clear that A ϕ iff ϕ = 1 is an identity on A (with propositional variables being considered as variables over elements of A).
For any δ-algebra A and any class of δ-algebras K put
It is easy to show that LA and LK form normal extensions of HKδ.
The lattice of sub-varieties of a variety V we will denote Sub (V). Then for L ∈ NExt HKδ and V ∈ Sub (V δ ) put
HKδ form mutually inverse dual lattice isomorphisms between NExt HKδ and Sub (V δ ). In particular,
The problem
By a δ-composition we will call any sequence ∇ = α 1 . . . α n with α i ∈ {δ, ¬}. We will sometimes call a δ-compositions simply compositions when it will not be of importance which modal operator is denoted by δ. It is well known that each of the four types of modal operators over classical logic can be defined using any other with the help of classical negation. In particular, over classical logic we have 1. compositions ¬ ♦ ¬, ¬ ⊟ and ♦ -¬ form necessity operators; 2. compositions ¬ ¬, ¬ ♦ -and ⊟ ¬ form possibility operators; 3. compositions ¬ ♦ -¬, ¬ and ♦ ¬ form un-necessity operators; 4. compositions ¬ ⊟ ¬, ¬ ♦ and ¬ form impossibility operators.
Twelve compositions listed above we will call basic compositions.
Let ρ ∈ { , ♦, ⊟, ♦ -} and ∇ be a ρ-composition. Let us define a translation (·)
∇ from For Lδ to For Lρ, which essentially replaces δ with ∇ in formulas of the language Lδ:
For a set of formulas Γ put (Γ)
∇ is a subset of the ∧, ∨, →, ¬, ∇ -fragment of logic L. It is easy to see that this is equivalent to the fact that formulas (ρ1) ∇ and (ρ2) ∇ are theorems of L and L is closed under the corresponding modal rule for ∇ (under the monotonic rule in case ρ ∈ { , ♦} and the contraposition rule in case ρ ∈ {⊟, ♦ -}).
We
Proof. 1. Can be proved routinely using completeness theorems of Heyting-Kripke logics wrt corresponding Kripke semantics. 2. Suppose ∇ = ¬ ♦ ¬, we then need to show that ∇ is not aoperator in HK ♦. Let us consider an HK ♦-frame
and put µ 1 = W 1 , v 1 , where v 1 (p) = {y 1 } and v 1 (q) = {y 2 }. Then it is easy to check that µ 1 , x ∇p ∧ ∇q → ∇(p ∧ q) = ( 2) ∇ and thus ( 2) ∇ / ∈ HK ♦, which means that ∇ does not behave classically in HK ♦. Notice also that nevertheless ( 1) ∇ is a theorem of HK ♦ and that HK ♦ is closed under the monotonic rule for ∇. The case of composition ♦ -¬ is considered similarly using the same frame.
Suppose now ∇ = ¬ . We will show that ∇ is not an ⊟-operator in HK . Consider an HK -frame
∇ / ∈ HK and ∇ does not behave classically over Int. Again it can be shown nevertheless that (⊟ 1)
∇ is a theorem of HK and HK is closed under contraposition rule for ¬ . All the remaining cases can be considered the same way using the frame W 2 . ⊣ Corollary 2. Suppose L ∈ NExt HKδ, then
Let us point out an interesting distinction between those basic compositions which behave classically over Int and those that do not. Naturally, validity condition of a formula ∇ϕ for a basic composition ∇ on worlds of corresponding models can be regarded as a first order formula. More formally we can consider a natural generalization of the standard translation ST x of propositional modal formulas into first order language (definition of standard translation for classical modal logics with and ♦ can be found in [1] and for Heyting-Kripke logics with negative modalities in [8] ). For instance a first order formula
corresponds to composition ¬ ♦, where O and R are binary relations corresponding to ordering relation and accessibility relation, respectively, and all connectives on the right-hand side are classical. We can then transform this formula ST x (∇ϕ) into a prenex normal form. It turns out that basic compositions which behave classically over Int are exactly those whose corresponding first order formulas in prenex normal form do not have quantifier alternations.
We need some additional preliminary results. For a HKδ-frame W = W, ≤, R by a maximal element x ∈ W we will mean the one which is maximal wrt ≤. Let us abbreviate "for all maximal x" as ∀ m x and "exists maximal x" as ∃ m x.
Proposition 3. Any canonical logic L ∈ NExt HKδ is complete wrt a class of HKδ-frames W = W, ≤, R , satisfying the following condition
Proof. It will suffice to show that the canonical L-frame
It is clear that every chain in X has an upper bound, whence by Zorn lemma there is a prime L-theory ∆ such that ∆ is a maximal element of
Hereafter by HKδ-frames we will understand frames satisfying (1). Notice that for an arbitrary HKδ-model µ = W, ≤, R, v , x ∈ W and formula ϕ from (1) it follows that
Suppose W = W, ≤, R is an HKδ-frame. For x, y ∈ W put xRy ⇐⇒ ∃z ∈ W (xRz and z ≤ y) in case δ ∈ { , ⊟}; ∃z ∈ W (xRz and y ≤ z) in case δ ∈ {♦, ♦ -}.
It was shown in [2] and [4] that HKδ is complete wrt to a class of so called condensed frames in which R = R. For our purposes it will suffice to notice, that for any HKδ-model µ = W, ≤, R, v , x ∈ W and formula ϕ the following holds:
µ, x ϕ ⇐⇒ ∀y ∈ W (xRy ⇒ µ, y ϕ);
µ, x ♦ ϕ ⇐⇒ ∃y ∈ W (xRy and µ, y ϕ);
µ, x ♦ -ϕ ⇐⇒ ∀y ∈ W (xRy ⇒ µ, y ϕ);
µ, x ⊟ ϕ ⇐⇒ ∃y ∈ W (xRy and µ, y ϕ).
The next four sections are dedicated to axiomatizing those basic compositions, which behave classically over Int, excluding the case of composition ¬ ⊟ which was considered previously in [7] .
Basic compositions over intuitionistic logic 2.1. Composition ¬ ♦ as an impossibility operator
In the following section we will obtain an axiomatization of composition ¬ ♦ of logic HK ♦ as an impossibility operator.
We will prove that the following logic forms the above mentioned axiomatization
We will start by identifying a class of HK ♦ --frames wrt which HK(¬ ♦) is complete.
Proposition 4. For an arbitrary HK
Proof. (⇐=) can be proved routinely.
(=⇒). Suppose (3) fails, then for some x, y ∈ W we have xRy but zRy does not hold for every maximal z ≥ x. Consider a valuation v such that v(p) = {t ∈ W | t ≥ y} and put µ = W, v .
From the definition it follows that µ, x ♦ -p, since xRy and y ∈ v(p). Suppose now z ≥ x is maximal and zRt. If t ≥ y then zRy by definition, which contradicts our assumption. Therefore t y, thus µ, t p and
Proof. It will suffice to show that (3) holds for the canonical HK(¬ ♦)-
Suppose ΓR c ∆ holds for Γ, ∆ ∈ W c . Then consider a set X = {¬ ♦ -ϕ | ϕ ∈ ∆} and assume that Γ ∪ X ⊢ ⊥ (we omit prefix HK(¬ ♦)).
⊥, from which using deduction theorem, the fact that ΓR c ∆ and theorems of logic HK(¬ ♦) we can infer the following sequence, with the new axiom of HK(¬ ♦) being used on the second to last step:
On the other hand, from ϕ 1 , . . . , ϕ n ∈ ∆ we obtain ϕ 1 ∧ · · · ∧ ϕ n ∈ ∆, which leads to a contradiction. By extension lemma there exists a prime HK(¬ ♦)-theory Γ ′ ⊇ Γ ∪ X and by (1) we have a maximal prime Let us show that µ ′ is an HK ♦-model, by proving that the interplay condition between R ′ and ≤ holds. Assume x ≤ y and xR ′ z, then by definition of R ′ if follows that x is maximal, hence x = y and thus yR ′ z. Next we will show by induction on complexity of formula ψ that for any x ∈ W we have
Proof. (=⇒). It will suffice to show that (¬¬
All non-modal cases are trivial since µ and µ ′ share the same W , ≤, and v.
Suppose µ, x ♦ -ψ, then there is y ∈ W such that xRy and µ, y ψ. By (3) there is a maximal z ≥ x such that zRy. Then we have zR ′ y by definition and by induction hypothesis we obtain µ ′ , y (ψ)
From definition of R ′ we infer that y is maximal and yRz. By induction hypothesis we obtain µ, z ψ, hence µ, y ♦ -ψ and µ, x ♦ -ψ by the generalized heredity condition.
The proof by induction is completed.
Finally from µ, x 0 ϕ we infer µ ′ , x 0 (ϕ) ∇ and thus (ϕ) ∇ / ∈ HK ♦. ⊣
The last theorem essentially shows that HK(¬ ♦) coincides with the ∧, ∨, →, ¬, ¬ ♦ -fragment of logic HK ♦ in which ¬ ♦ is denoted as ♦ -.
Composition ¬ as an impossibility operator
We will show that logic
constitutes an axiomatization of composition ¬ in logic HK as an impossibility operator.
The scheme will follow the one we developed in the previous section.
(=⇒). Suppose there are x, y ∈ W such that xRy but for every maximal z ≥ y the condition xRz does not hold. Let us define a valuation v such that for any t ∈ W t ∈ v(p) ⇐⇒ ∄z ∈ W (z ≥ t and xRz).
If z ∈ W then xRz implies z / ∈ v(p) by definition, hence µ, x ♦ -p. Assume t ≥ y is maximal then clearly there is no t ′ ≥ t such that xRt ′ , thus t ∈ v(p) and µ, t p. Then by (2) we have µ, y ¬¬p, hence
Proof. We show that the canonical
Suppose ΓR c ∆ for some Γ, ∆ ∈ W c . Consider X := {¬ϕ | ♦ -ϕ ∈ Γ} and assume that ∆ ∪X ⊢ ⊥. Then there are formulas ¬ϕ 1 , . . . , ¬ϕ n ∈ X such that ∆, ¬ϕ 1 , . . . , ¬ϕ n ⊢ ⊥. Using ΓR c ∆ and theorems of logic HK( ¬) it is not hard to obtain the following sequence of inferences:
On the other hand from ♦ -ϕ 1 , . . . , ♦ -ϕ n ∈ Γ we can infer ♦ -ϕ 1 ∧ · · · ∧ ♦ -ϕ n ∈ Γ, which leads to a contradiction. Therefore we have ∆ ∪ X ⊥, then by extension lemma there is a prime HK( ¬)-theory ∆ ′ ⊇ ∆ ∪ X and by (1) there is a maximal
xR ′ y ⇐⇒ xRy and y is maximal.
Assume that x ≤ y and yR ′ z for some x, y, z ∈ W . Then by definition z is maximal and yRz thus by the interplay condition between ≤ and R we have xRz and consequently xR ′ z. Therefore µ ′ is an HK -model. We show by induction on complexity of ψ that for all
We consider only the modal case. Suppose µ, x ♦ -ψ then there is y ∈ W such that xRy and µ, y ψ. By (4) there is a maximal z ≥ x such that xRz. By the generalized heredity condition we obtain µ, z ψ and by induction hypothesis we
Then y is maximal by definition of R ′ , hence y = z and xRz. By induction hypothesis we also have µ, z ψ thus µ, z ♦ -ψ, which completes the proof by induction.
Finally from µ, x 0 ϕ we infer µ ′ , x 0 (ϕ) ∇ and (ϕ) ∇ / ∈ HK . ⊣
Composition ¬ ⊟ ¬ as an impossibility operator
We will obtain an axiomatization of composition ¬ ⊟ ¬ in HK ⊟ as an impossibility operator in the form of logic
It follows directly from Propositions 4 and 5 that any HK(¬ ⊟ ¬)-frame satisfies conditions (3) and (4) . Then by combining proofs of Theorems 3 and 5 it can be easily shown that HK(¬ ⊟ ¬) is canonical, from which we infer that HK(¬ ⊟ ¬) is complete wrt the class of all HK ♦ --frames satisfying (3) and (4). Moreover, for any HK(¬ ⊟ ¬)-frame W = W, ≤, R we clearly have
Proof. Let us prove (⇐=). If ϕ /
It is easy to show that µ Suppose µ, x ♦ -ψ, then there is y ∈ W such that xRy and µ, y ψ. By (5) we have a maximal z ≥ x and a maximal t ≥ z such that zRt. Thus µ, t ψ from which by induction hypothesis we infer µ ′ , t (ψ)
∇ . Finally we have µ ′ , z ¬ ⊟ ¬(ψ) ∇ and by the generalized heredity condition we obtain µ
From yR ′ z we infer that y and z are maximal and yRz. Thus z = t and yRt. By induction hypothesis we have µ, t ψ, hence µ, y ♦ -ψ and by the generalized heredity condition µ, x ♦ -ψ.
Finally, from µ, x 0 ϕ we infer µ
Composition ⊟ ¬ as a possibility operator
constitutes an axiomatization of composition ⊟ ¬ in HK ⊟ as a possibility operator.
Proposition 6. For an HK ♦-frame W = W, ≤, R we have W ♦ ¬¬p → ♦ p iff (4) holds (see Section 2.2).
Proof. Again we prove only (=⇒). Suppose xRy for some x, y ∈ W yet for any maximal z ≥ y condition xRz fails. It is easy to show that µ = W, v , where for all t ∈ W t ∈ v(p) ⇐⇒ t ≥ y and t maximal, is an HK ♦-model. Moreover from the definition it follows directly that µ, x ♦ ¬¬p. On the other hand let xRz, then z is not a maximal world such that z ≥ y, thus z / ∈ v(p) and µ, z p.
Proof. We show that (4) holds for the canonical HK(⊟ ¬)-frame W c = W c , ⊆, R c . Suppose for some Γ, ∆ ∈ W c we have ΓR c ∆. Consider X := {¬ϕ | ♦ ϕ / ∈ Γ} and assume ∆ ∪ X ⊢ ⊥. Then there are ¬ϕ 1 , . . . , ¬ϕ n ∈ X such that ∆, ¬ϕ 1 , . . . , ¬ϕ n ⊢ ⊥, from which the following sequence of inferences follows
Then by disjunctive property we obtain ♦ ϕ i ∈ Γ for some i, which contradicts the definition of X. Thus by extension lemma and (1) we have ∆ ′ ∈ W c such that ∆ ′ is maximal and ∆ ′ ⊇ ∆ ∪ X. Suppose now ♦ ϕ / ∈ Γ thus ¬ϕ ∈ X ⊆ ∆ ′ and ϕ / ∈ ∆ ′ . Therefore ΓR c ∆ ′ and (4) does hold. ⊣ Theorem 9. If ∇ = ⊟ ¬ then for any formula ϕ ∈ For L ♦ the following equivalence holds:
Proof. We prove (⇐=). Suppose ϕ / ∈ HK(⊟ ¬) then there is an 
Once again we consider only the modal case. Suppose µ, x ♦ ψ then there is y ∈ W such that xRy and µ, y ψ. By (4) there is also a maximal z ≥ x such that xRz. By generalized heredity condition we have µ, z ψ, and by induction hypothesis µ
Since y is maximal by definition of R ′ , we have y = z and xRz. By induction hypothesis we obtain µ, z ψ, thus µ, z ♦ ψ, which completes the proof by induction.
From µ, x 0 ϕ using the result above we infer µ ′ , x 0 (ϕ) ∇ , which leads to (ϕ) ∇ / ∈ HK ⊟. ⊣
Where everything behaves
We have obtained axiomatizations of all basic compositions which behave classically over Int. Notice that all of them are axiomatized by quite similar formulas, which essentially stem from the following fact: we have ¬ϕ ↔ ¬¬¬ϕ ∈ Int, thus naturally for a basic composition ∇ = ¬δ we have ∇ϕ ↔ ¬¬∇ϕ ∈ HKδ and for a basic composition ∇ = δ¬ we have ∇ϕ ↔ ∇¬¬ϕ ∈ HKδ. For ∇ = ¬δ¬ we have both these conditions. A natural question arises on what properties intuitionistic logic lacks which would allow all basic compositions to behave classically over it. It turns out that KC constitutes the smallest superintuitionistic logics in which all basic compositions behave classically. We remind the reader, that KC can be represented as
making it the smallest superintuitionistic logic in which all De Morgan laws hold (this follows from a result proved in [16] ). 
is a ♦-algebra;
is a ♦ --algebra.
Proof. 1. It is clear that in A 1 we have 1 = 1 and for all a, b ∈ A we have (a
2. In A 2 we have 0 = ♦ 0 and
3. In A 3 we have ♦ -0 = ¬0 = 1 and since ¬(ϕ ∨ ψ) ↔ ¬ϕ ∧ ¬ψ is an intuitionistic theorem for all a, b ∈ A we obtain ♦ -(
Then KC is the smallest superintuitionistic logic such that ∇ behaves classically over KC.
Proof. Using De Morgan laws, modal axioms of Heyting-Kripke logics and Corollary 2 it is easy to show that all these basic compositions behave classically over KC. Consider for instance composition ¬ . Since p ∧ q → (p∧q) ∈ HK ⊆ KC then by contraposition for intuitionistic negation we have ¬ (p ∧ q) → ¬( p ∧ q) ∈ KC . Using De Morgan laws we also obtain ¬( p ∧ q) → ¬ p ∨ ¬ q ∈ KC , from which we infer ¬ (p ∧ q) → ¬ p ∨ ¬ q ∈ KC , which means that ¬ behaves classically over KC by Corollary 2.
Consider a superintuitionistic logic L. We will assume that KC L and show that each of the above mentioned compositions ∇ does not behave classically over L. 
