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p-ADIC DISTRIBUTION OF CM POINTS AND HECKE ORBITS.
I. CONVERGENCE TOWARDS THE GAUSS POINT
SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
Abstract. We study the asymptotic distribution of CM points on the moduli
space of elliptic curves over Cp, as the discriminant of the underlying endo-
morphism ring varies. In contrast with the complex case, we show that there
is no uniform distribution. In this paper we characterize all the sequences of
discriminants for which the corresponding CM points converge towards the
Gauss point of the Berkovich affine line. We also give an analogous charac-
terization for Hecke orbits. In the companion paper we characterize all the
remaining limit measures of CM points and Hecke orbits.
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1. Introduction
Given an algebraically closed field K, denote by Y pKq the moduli space of elliptic
curves over K. It is the space of all isomorphism classes of elliptic curves over K,
for isomorphisms defined over K. For a class E in Y pKq, the j-invariant jpEq of E
is an element of K determining E completely. The map j : Y pKq Ñ K so defined is
a bijection. See for example [Sil09] and [Lan87] for background on elliptic curves.
If K is of characteristic 0, then the endomorphism ring of an elliptic curve defined
over K is isomorphic to Z or to an order in a quadratic imaginary extension of Q. In
the latter case, the order only depends on the class E in Y pKq of the elliptic curve
and E is said to have complex multiplication or to be a CM point. In this paper,
the discriminant of a CM point is the discriminant of the corresponding order.∗.
Moreover, a discriminant is the discriminant of an order in a quadratic imaginary
extension of Q. An integer D is a discriminant if and only if D ă 0 and D ” 0, 1
mod 4.
∗This notion of discriminant is not to be confused with the discriminant of a Weierstrass model
of an elliptic curve [Sil09, Chapter III, Section 1].
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For every discriminant D, the set
(1.1) ΛD :“ tE P Y pKq : CM point of discriminant Du
is finite and nonempty. So, we can define the probability measure δD on Y pKq, by
δD :“ 1
#ΛD
ÿ
EPΛD
δE ,
where δx denotes the Dirac measure on Y pKq at x.
Throughout the rest of this paper we fix a prime number p and a comple-
tion pCp, | ¨ |pq of an algebraic closure of the field of p-adic numbers Qp. Our
first goal is to study, for K “ Cp, the asymptotic distribution of ΛD as the discrimi-
nant D tends to ´8. This is motivated by the following result in the case where K
is the field of complex numbers C. Recall that, if we consider the usual action
of SL2pZq on the upper half-plane H by Mo¨bius transformations, then Y pCq can be
naturally identified with the quotient space SL2pZqzH. An appropriate multiple of
the hyperbolic measure on H descends to a probability measure µhyp on Y pCq.
Theorem 1. For every continuous and bounded function ϕ : Y pCq Ñ R, we have
1
#ΛD
ÿ
EPΛD
ϕpEq Ñ
ż
ϕ dµhyp,
as the discriminant D tends to ´8. Equivalently, we have the weak convergence of
measures
δD Ñ µhyp,
as the discriminant D tends to ´8.
The asymptotic distribution of CM points on Y pCq was part of a family of
problems studied by Linnik, see [Lin68] and also [MV06]. By applying a certain
“ergodic method”, Linnik proved the result above for sequences of discriminants
satisfying some congruence restrictions. In a breakthrough, Duke removed the
congruence restrictions assumed by Linnik and proved Theorem 1 for fundamental
discriminants [Duk88]. Duke’s proof uses the theory of non-holomorphic modular
forms of half-integral weight and bounds for their Fourier coefficients, building
on work of Iwaniec [Iwa87]. Finally, Clozel and Ullmo obtained Theorem 1 for
arbitrary discriminants, by studying the action of Hecke correspondences on CM
points and combining Duke’s result together with the uniform distribution of Hecke
orbits [CU04].
1.1. Convergence of CM points towards the Gauss point. Our first goal
is to describe the asymptotic distribution of CM points for the ground field K “
Cp. However, it is easy to find sequences of discriminants pDnq8n“1 for which the
sequence of measures pδDnq8n“1 on Y pCpq has no accumulation measure. A natural
solution to this issue is to consider Y pCpq as a subspace of the Berkovich affine
line A1Berk over Cp, using the j-invariant to identify Y pCpq with the subspace Cp
of A1Berk. In fact, every sequence of measures pδDnq8n“1 as above accumulates on
at least one probability measure with respect to the weak topology on the space of
Borel measures on A1Berk. See Section 2.4 for a brief review of the space A
1
Berk and
the weak topology on the space of measures on A1Berk.
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In contrast with Theorem 1, for K “ Cp the measures δD on A1Berk do not con-
verge to a limit as the discriminant D tends to ´8. Our first main result is a char-
acterization of all those sequences of discriminants pDnq8n“1 tending to ´8, such
that the sequence of measures pδDnq8n“1 in A1Berk converges to the Dirac measure at
the “canonical” or “Gauss point” xcan of A
1
Berk. In the companion paper [HMR19]
we show that in all the remaining cases the sequence pδDnq8n“1 accumulates on at
least one probability measure supported on a compact subset of the supersingular
locus of Y pCpq and characterize all possible accumulation measures.
To state our first main result, we introduce some notation and terminology.
Identify the residue field of Cp with an algebraic closure Fp of the field with p
elements Fp. Recall that the endomorphism ring of an elliptic curve over Fp is iso-
morphic to an order in either a quadratic imaginary extension of Q or a quaternion
algebra over Q. In the former case the corresponding elliptic curve class is ordinary
and it is supersingular in the latter.
Denote by Op the ring of integers of Cp and by π : Op Ñ Fp the reduction map.
An elliptic curve class E has good reduction, if there is a representative elliptic
curve defined over Op whose reduction is smooth. In this case the reduction is
an elliptic curve defined over Fp, whose class rE only depends on E and is the
reduction of E. Moreover, E has ordinary (resp. supersingular) reduction if rE
is ordinary (resp. supersingular). An elliptic curve has good reduction precisely
when jpEq is in Op and when this is not the case E has bad reduction. The moduli
space Y pCpq is thus partitioned into three pairwise disjoint sets: The bad, ordinary
and supersingular reduction loci, denoted by YbadpCpq, YordpCpq and YsupspCpq,
respectively. Using j : Y pCpq Ñ Cp to identify Y pCpq and Cp, we thus have the
partition
Op “ YordpCpq \ YsupspCpq.
Moreover, if we denote by YsupspFpq the finite subset of Y pFpq of supersingular
classes, then YsupspCpq “ π´1pYsupspFpqq is a finite union of residue discs of Op.
Note that YordpCpq is a union of infinitely many residue discs of Op.
Every CM point E has good reduction and the reduction type only depends on
the discriminant D of E, as follows.
piq If p splits in Qp?Dq, then E has ordinary reduction.
piiq If p ramifies or is inert in Qp?Dq, then E has supersingular reduction.
See [Deu41] or [Lan87, Chapter 13, Section 4, Theorem 12]. We call a discrimi-
nant D p-ordinary in the first case and p-supersingular in the second. Moreover,
we define
|D|p - sups :“
#
0 if D is p-ordinary;
|D|p if D is p-supersingular.
Theorem A. Let pDnq8n“1 be a sequence of discriminants tending to ´8. Then
we have the weak convergence of measures
δDn Ñ δxcan as nÑ8
if and only if
|Dn|p - sups Ñ 0 as nÑ8.
For readers unfamiliar with the Berkovich affine line, we give a concrete for-
mulation of the convergence of measures in Theorem A in terms of Cp only, see
Lemma 2.3piiq in Section 2.4.
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We obtain Theorem A as a direct consequence of quantitative estimates in the
cases where all the discriminants in pDnq8n“1 are p-ordinary (Theorem 3.5 in Sec-
tion 3.2) or p-supersingular (Theorem 4.1 in Section 4). Note that in the former
case Theorem A asserts that δDn Ñ δxcan weakly as nÑ8. The following stronger
statement is a direct consequence of our quantitative estimate in this case.
Corollary B (Ordinary CM points are isolated). Every disc of radius strictly less
than one contained in YordpCpq contains at most a finite number of CM points. In
particular, the set of CM points in YordpCpq is discrete.
Corollary B seems to be well-known by the experts in the field, although we
have not found this result explicitly stated in the literature. See Section 1.3 for
comments and references.
1.2. Convergence of Hecke orbits towards the Gauss point. To state our
next main result, we first introduce Hecke correspondences. See Section 2.2 for
background.
Given an algebraically closed field K of characteristic 0, a divisor on Y pKq is an
element of
DivpY pKqq :“ à
EPY pKq
ZE,
the free abelian group spanned by the points of Y pKq. The degree and support of
a divisor D “ řEPY pKq nEE in DivpY pKqq are defined by
degpDq :“
ÿ
EPY pKq
nE and supppDq :“ tE P Y pKq : nE ‰ 0u,
respectively. If in addition degpDq ě 1 and for every E in Y pKq we have nE ě 0,
then
δD :“ 1
degpDq
ÿ
EPY pKq
nEδE
is a probability measure on Y pKq.
For n in N :“ t1, 2, . . .u the n-th Hecke correspondence is the linear map
Tn : DivpY pKqq Ñ DivpY pKqq
defined for E in Y pKq, by
TnpEq :“
ÿ
CďE of order n
E{C,
where the sum runs over all subgroups C of E of order n. Note that supppTnpEqq
is the set of all E1 in Y pKq for which there is an isogeny E Ñ E1 of degree n.
Moreover,
degpTnpEqq “
ÿ
d|n,dą0
d ě n,
so degpTnpEqq Ñ 8 as nÑ8.
In the case K “ Cp, it is easy to see that for each E in YbadpCpq (resp. YordpCpq,
YsupspCpq), we have that for every n in N the divisor TnpEq is supported on YbadpCpq
(resp. YordpCpq, YsupspCpq).
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Theorem C. For every E in YbadpCpq Y YordpCpq, we have the weak convergence
of measures
δTnpEq Ñ δxcan as nÑ8.
Moreover, for E in YsupspCpq and a sequence pnjq8j“1 in N tending to 8, we have
the weak convergence of measures
δTnj pEq Ñ δxcan as j Ñ8
if and only if
|nj |p Ñ 0 as j Ñ8.
When restricted to the case where E is in YbadpCpq, the above theorem is [Ric18,
The´ore`me 1.2].
To the best of our knowledge, Theorem C gives the first example where equidistri-
bution of orbits fails for correspondences of degree bigger than one, see Section 2.2
for a description of Hecke correspondences as algebraic correspondences. In the
complex case, pluri-potential theory has been used successfully to prove equidistri-
bution for correspondences satisfying a mild “non-modularity” condition, see for
example [DKW18] and references therein.
The uniform distribution of Hecke orbits on Y pCq is a well-known result from the
spectral theory of automorphic forms, see [CU04, The´ore`me 2.1], and also [COU01,
EO06] for extensions and [LS64] for the related work of Linnik and Skubenko.
Remark 1.1. In [COU01, EO06], the starting point is an algebraic group G over Q
and a congruence subgroup Γ of GpQq, and the ambient space is X “ ΓzGpRq.
In this context, there is a natural notion of Hecke correspondences on X . The
aforementioned works establish the uniform distribution of every orbit of such
Hecke correspondences under general hypotheses. In particular, the Q-structure
of G allows for p-adic variants of such results, see, e.g., [COU01, Remark (1) in
p. 332]. In the particular case G “ SL2 and Γ “ SL2pZq, there is a natural iso-
morphism Y pCq » SL2pZqz SL2pRq{ SO2pRq and the natural projection from X
to Y pCq takes Hecke orbits as in [COU01, EO06] to Hecke orbits on Y pCq as de-
fined in this paper. The uniform distribution of Hecke orbits on Y pCq is thus a
special case of [COU01, Theorem 1.6], see also [EO06, Theorem 1.2]. However,
this strategy breaks down for Hecke orbits on Y pCpq, because there is no analo-
gous uniformization of Y pCpq as a double quotient. Moreover, Theorem C shows
that there is no uniform distribution of Hecke orbits on Y pCpq. Indeed, Theo-
rem C and our results in the companion paper [HMR19] show that, in contrast
with [COU01, CU04, EO06], the asymptotic distribution of pTnj pEqq8j“1 on Y pCpq
depends on both the starting point E and the sequence of integers pnjq8j“1.
1.3. Notes and references. After the first version of this paper was written, we
learned about the related work of Goren and Kassaei, appeared as [GK17]. For a
prime number ℓ different from p, Goren and Kassaei study in [GK17] the dynamics
of the Hecke correspondence Tℓ acting on the moduli space of elliptic curves with
a marked torsion point of exact order N coprime to pℓ. So, on one hand [GK17] is
more general than this paper in that it considers modular curves with level struc-
ture. On the other hand, [GK17] is more restrictive in that it only considers the
dynamics of a single Hecke correspondence of prime index different from p, as op-
posed to the dynamics of the whole algebra of Hecke correspondences considered
6 SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
here. Note also that we use Cp as a ground field, which is natural to study equidis-
tribution problems, whereas [GK17] is restricted to algebraic extensions of Qp. In
spite of the fact that both papers study the dynamics of similar maps, there is
no significant intersection between the results of [GK17] and those of this paper.
See also [HMR19] for our additional results in the supersingular locus and the
corresponding comparison with the results of [GK17]. Finally, our results on the
dynamics of the canonical branch t of Tp (defined on YordpCpq in Section 3.1) on
ordinary CM points show that this map gives rise to a “pp ` 1q-volcano” in the
sense of [GK17, Section 2.1], see Remark 3.6.
Corollary B seems well-known among experts in the field, although we have not
found this result explicitly stated in the literature. Even for higher-dimensional
abelian varieties it can be deduced from the explicit characterization of the Serre–
Tate local coordinates of CM points as torsion points of the multiplicative group,
see, e.g., [dJN91, Proposition 3.5]. Our approach makes no use of these local
coordinates, and is based on rigid analytic properties of the canonical branch t
of Tp. For CM elliptic curves with ordinary reduction, the connection between
these two approaches is well-known, see, e.g., [Dwo69, Section 7 d)].
Since every CM point of Y pCpq is in the bounded set Op, Theorem A yields the
following stronger statement: For every continuous function ϕ : Y pCpq Ñ R and
every sequence of discriminants pDnq8n“1 tending to ´8 and satisfying |Dn|p - sups Ñ
0 as nÑ8, we have
1
#degpΛDnq
ÿ
EPΛDn
ϕpEq Ñ
ż
ϕ dδxcan as nÑ8.
Although our formulation of Theorem 1 seems stronger than the one in [CU04,
The´ore`me 2.4], it is easy to see that it is equivalent, see for example [Bil97,
Lemma 2.2].
1.4. Strategy and organization. We now explain the strategy of the proof of
Theorems A and C and simultaneously describe the organization of the paper.
After some preliminaries in Section 2, we proceed to the proof of Theorem A
in Sections 3 and 4. Theorem A is a direct consequence of stronger quantitative
estimates in two separate cases: The case where all the discriminants in pDnq8n“1
are p-ordinary and the case where they are all p-supersingular.
The p-ordinary case is treated in Section 3. There are two main ingredients,
both of which are related to the “canonical branch t” of Tp that is defined in terms
of the “canonical subgroup” in Section 3.1, see also Appendix B. The first main
tool is a simple formula, for every integer m ě 1, of Tpm on YordpCpq in terms of t
(Proposition 3.4 in Section 3.1). To establish this formula we use results of Tate and
Deligne to show that t is rigid analytic. The second main tool is the interpretation
of p-ordinary CM points as preperiodic points of t on YordpCpq (Theorem 3.5piq),
which is based on Deuring’s work on the canonical subgroup. Our quantitative
estimate in the p-ordinary case is stated as Theorem 3.5piiq in Section 3.2 and its
proof is given at the end of this section.
The p-supersingular case is technically more difficult. We use Katz–Lubin’s ex-
tension of the theory of canonical subgroups to “not too supersingular” elliptic
curves and “Katz’ valuation”. We recall these in Section 4.1, where we also give
an explicit formula relating Katz’ valuation to the j-invariant (Proposition 4.3).
We use Katz’ valuation to give a concrete description of the action of Hecke
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correspondences on the supersingular locus in terms of a sequence of correspon-
dences pτmq8m“1 acting on the interval
”
0, p
p`1
ı
(Proposition 4.5 in Section 4.2). To
do this, we rely on results in [Kat73, Section 3] and, for p “ 2 and 3, on certain
congruences satisfied by certain Eisenstein series, see Proposition A.1 in Appen-
dix A. Our quantitative estimate in the p-ordinary case is stated as Theorem 4.1
at the beginning of Section 4 and its proof is given at the end of this section.
In Appendix B we formulate some of our results on the canonical branch t of Tp,
as a lift of the classical Eichler–Shimura congruence relation (Theorem B.1).
The proof of Theorem C splits in three complementary cases, according to the
reduction type of E. In each case we obtain a stronger quantitative estimate. For
the bad reduction case we use Tate’s uniformization theory (Proposition 5.1 in Sec-
tion 5.1). Thanks to the multiplicative properties of Hecke correspondences (2.6),
the ordinary reduction case (Proposition 5.2 in Section 5.2) is reduced to two spe-
cial cases: The asymptotic distribution of pTpmpEqq8m“1 (Proposition 5.3) and, for
a sequence pnjq8j“1 of integers in N that are not divisible by p, the asymptotic dis-
tribution of pTnj pEqq8j“1 (Proposition 5.4). The former case is obtained using the
tools developed in Section 3.5 and the latter is reduced to the study of the action
of Hecke correspondences on ordinary elliptic curves in Y pFpq and is elementary.
Finally, the supersingular case (Proposition 5.6 in Section 5.3) is obtained from the
description of the action of Hecke correspondences on the supersingular locus in
Section 4.2 and an explicit formula for the correspondences pτmq8m“1 (Lemma 5.7).
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2. Preliminaries
Recall that N “ t1, 2, . . .u. Given n in N, denote by
dpnq :“
ÿ
dą0,d|n
1 and σ1pnq :“
ÿ
dą0,d|n
d
the number and the sum of the positive divisors of n, respectively. We use several
times the inequality
(2.1) σ1pnq ě n,
and the fact that for every ε ą 0 we have
(2.2) dpnq “ opnεq,
see for example [Apo76, p. 296].
8 SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
For a set X and a subset A of X , we use 1A : X Ñ t0, 1u to denote the indicator
function of A.
For a topological space X , denote by δx the Dirac mass on X supported at x. It
is the Borel probability measure characterized by the property that for every Borel
subset Y of X we have δxpY q “ 1 if x P Y and δxpY q “ 0 otherwise.
Normalize the norm | ¨ |p of Cp so that |p|p “ 1p and denote by ordp : Cp Ñ
R Y t`8u the valuation defined by ordpp0q “ `8 and for z in Cˆp by ordppzq “
´ log |z|p
log p
. Denote byMp the maximal ideal ofOp and recall that we identify Op{Mp
with Fp and that π : Op Ñ Fp denotes the reduction morphism. For ζ in Fp, denote
by Dpζq :“ π´1pζq the residue disc corresponding to ζ.
2.1. Divisors. A divisor on a set X† is a formal finite sum
ř
xPX nxx in
À
xPX Zx.
In the special case where for some x0 in X we have nx0 “ 1 and nx “ 0 for
every x ‰ x0, we use rx0s to denote this divisor. When there is no danger of
confusion, sometimes we use x0 to denote rx0s.
Let D “ řxPX nxrxs be a divisor on X . The degree and the support of D are
defined by
degpDq :“
ÿ
xPX
nx and supppDq :“ tx P X : nx ‰ 0u,
respectively. The divisor D is effective, if for every x in X we have nx ě 0.
For A Ď X , the restriction of D to A is the divisor on X defined by
D|A :“
ÿ
xPA
nxrxs.
For a set X 1 and a map f : X Ñ X 1, the push-forward action of f on divi-
sors f˚ : DivpXq Ñ DivpX 1q is the linear extension of the action of f on points. In
the particular case in whichX 1 “ G is a commutative group, also define f : DivpXq Ñ
G by
fpDq :“
ÿ
xPX
nxfpxq P G.
If X is a topological space and D is an effective divisor satisfying degpDq ě 1,
then δD :“ 1degpDq
ř
xPX nxδx is a Borel measure on X . Note that in the case G “ R
and f is measurable, we have ż
f dδD “ fpDq
degpDq .
Since we are identifying Y pCpq with Cp via j, we identify divisors on Y pCpq and
on Cp accordingly.
2.2. Hecke correspondences. In this section we recall the construction and main
properties of the Hecke correspondences. For details we refer the reader to [Shi71,
Sections 7.2 and 7.3] for the general theory, or to the survey [DI95, Part II].
Let K be an algebraically closed field of characteristic 0. First, note that for
every integer n ě 1 and divisor D in DivpY pKqq, we have
degpTnpDqq “ σ1pnqdegpDq.
Moreover, for n “ 1 the correspondence T1 is by definition the identity on DivpY pKqq.
†We only use this definition in the case X is one of several types of one-dimensional objects.
For such X, the notion of divisor introduced here can be seen as a natural extension of the usual
notion of Weil divisor.
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We also consider the linear extension of Hecke correspondences to DivpY pKqqbQ.
For an integer N ě 1, denote by Y0pNq the modular curve of level N . It is a
quasi-projective variety defined over Q. The points of Y0pNq over K parametrize
the moduli space of equivalence classes of pairs pE,Cq, where E is an elliptic curve
over K and C is a cyclic subgroup of E of order N . Here, two such pairs pE,Cq
and pE1, C 1q are equivalent if there exists an isomorphism φ : E Ñ E1 over K tak-
ing C to C 1. In particular, when N “ 1, for every algebraically closed field K we
can parametrize Y pKq by Y0p1qpKq, and Y0p1q is isomorphic to the affine line A1Q.
For N ą 1, denote by ΦN pX,Y q the modular polynomial of level N , which is a
symmetric polynomial in ZrX,Y s that is monic in both X and Y , see, e.g., [Lan87,
Chapter 5, Sections 2 and 3]. This polynomial is characterized by the equality
(2.3) ΦN pjpEq, Y q “
ź
CďE cyclic of order N
pY ´ jpE{Cqq for every E in Y pKq.
This implies that a birational model for Y0pNq is provided by the plane algebraic
curve
(2.4) ΦNpX,Y q “ 0.
For each prime q, let αq, βq : Y0pqq Ñ Y0p1q be the rational maps over Q given
in terms of moduli spaces by
αqpE,Cq :“ E and βqpE,Cq :“ E{C.
In terms of the model (2.4) with N “ q, the rational maps αq and βq correspond to
the projections on the X and Y coordinate, respectively. Denote by pαqq˚ and pβqq˚
the push-forward action of αq and βq on divisors, respectively, as in Section 2.1.
Denote also by α˚q the pull-back action of αq on divisors, defined at x in Y0p1qpKq
by
α˚q pxq :“
ÿ
yPY0pqqpKq
αqpyq“x
degαq pyqrys,
where degαq pyq is the local degree of αq at y. This definition is extended by linearity
to arbitrary divisors. The pull-back action β˚q of βq is defined in a similar way. Then
the Hecke correspondence Tq : DivpY pKqq Ñ DivpY pKqq is recovered as
Tq “ pαqq˚ ˝ β˚q “ pβqq˚ ˝ α˚q ,
where the second equality follows from the first and from the symmetry of Tq.
For an arbitrary integer n ě 2, the correspondence Tn can be recovered from
different Tq’s, for q running over prime divisors of n, by using the identities
(2.5) Tqr “ Tq ˝ Tqr´1 ´ q ¨ Tqr´2 for q prime and r ě 2;
(2.6) Tℓ ˝ Tm “ Tℓm for ℓ,m ě 1 coprime.
We conclude this section with the following lemma used in Sections 3.1 and 5.2.
Lemma 2.1. Let n ě 1 be an integer. For E in Y pCpq, the divisor TnpEq varies
continuously with respect to E in the following sense: For every commutative
topological group G and every continuous function f : Y pCpq Ñ G, the function
Tnf : Y pCpq Ñ G given by
TnfpEq :“ fpTnpEqq
10 SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
is continuous. In particular, for every open and closed subset A Ď Y pCpq, the
integer valued map
E ÞÑ deg pTnpEq|Aq
is locally constant.
Proof. We first treat the case where n equals a prime number q. Let P0pXq, . . . ,
PqpXq be the polynomials in ZrXs such that
ΦqpX,Y q “ P0pXq ` P1pXqY ` . . .` PqpXqY q ` Y q`1.
Let pEmq8m“1 be a sequence and E0 be a point in Y pCpq, such that jpEmq Ñ jpE0q
when m tends to infinity. Then for every k in t0, 1, . . . , qu, we have PkpjpEmqq Ñ
PkpjpE0qq when m tends to infinity. It follows that the roots of the polynomial
ΦqpjpEmq, Y q converge to the roots of ΦqpjpE0q, Y q, in the following sense: For
every m in t0, 1, 2, . . .u we can find zm,0, . . . , zm,q in Cp, so that
ΦqpjpEmq, Y q “
qź
k“0
pY ´ zm,kq,
and so that for every k in t0, 1, . . . , qu we have zm,k Ñ z0,k when m tends to
infinity, see for example [Bri06, Theorem 2]. For each m in t0, 1, 2, . . .u and k
in t0, 1, . . . , qu, let Em,k be the curve in Y pCpq with jpEm,kq “ zm,k. By the
definition of Tq and (2.3), we have for every m ě 0
TqpEmq “
qÿ
k“0
rEm,ks.
Since for every k in t0, 1, . . . , qu we have jpEm,kq Ñ jpE0,kq when m tends to
infinity, we conclude that for every continuous function f : Y pCpq Ñ G we have
TqfpEmq “
qÿ
k“0
fpEk,mq Ñ
qÿ
k“0
fpEk,0q “ TqfpE0q.
This proves that Tqf is continuous.
We now treat the general case by using multiplicative induction, the relations (2.5)
and (2.6), and the fact that for every pair of linear maps L, rL : DivpY pCpqq Ñ
DivpY pCpqq, every pair of integers m, rm, and every function F : Y pCpq Ñ G, one
has
(2.7) pL ˝ rLqpF q “ rLpLpF qq and pmL` rmrLqpF q “ mLpF q ` rmrLpF q.
Denote by I the set of those integers n ě 1 such that for every continuous function
f : Y pCpq Ñ G, the function Tnpfq is also continuous. Clearly I contains 1, since
for every function f we have T1pfq “ f . By the proof given above, I contains all
prime numbers. Let n ě 1 be a given integer having each divisor in I, and let q be
a prime number. Let s ě 0 and n0 ě 1 be the integers such that n “ qsn0, and
such that q does not divide n0. Then by the relations (2.5) and (2.6), and by (2.7),
we have
Tqnpfq “ Tqs`1n0pfq “ Tn0pTqs`1pfqq,
and for s ě 1
Tqs`1pfq “ TqspTqpfqq ´ qTqs´1pfq.
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Since n0, q, q
s, and qs´1 if s ě 1, are all in I, we conclude that Tqnpfq is continuous,
and that qn is in I. This completes the proof of the multiplicative induction step,
and of the first part of the lemma.
The second part of the lemma is an easy consequence of the first. Indeed, let A Ď
Y pCpq be an open and closed subset. Then the function 1A is continuous and the
first part implies that
E ÞÑ Tn1ApEq “ 1ApTnpEqq “ degpTnpEq|Aq
is also continuous. But Tn1A has integer values, hence it must be locally constant.
This completes the proof of the lemma. 
2.3. Hecke orbits of CM points and an estimate on class numbers. In this
section we first recall a special case of a formula of Zhang describing the effect of
Hecke correspondences on CM points (Lemma 2.2), which is used in Sections 3,
4 and 5.2. To do this, and for the rest of the paper, for every discriminant D
we consider ΛD as a divisor. We also use Siegel’s classical lower bound on class
numbers of quadratic imaginary extensions of Q, to give the following estimate used
in the proof of Theorem A: For every ε ą 0 there is a constant C ą 0 such that for
every negative discriminant D, we have
(2.8) hpDq :“ degpΛDq ě C|D| 12´ε.
In this section we follow [CU04, Section 2.3], adding some details for the benefit of
the reader.
We use d to denote a negative fundamental discriminant. For each discrimi-
nant D there is a unique negative fundamental discriminant d and integer f ě 1
such that D “ df2. These are the fundamental discriminant and conductor of D,
respectively. We denote by Od,f the unique order of discriminantD in the quadratic
imaginary extension Qp?dq of Q and put
wd,f :“ #
´
O
ˆ
d,f{Zˆ
¯
“
´
#Oˆd,f
¯
{2.
The integer f is the index of Od,f inside the ring of integers of Qp
?
dq. Note
that w´3,1 “ 3, w´4,1 “ 2, and that in all the remaining cases wd,f “ 1.
Recall that the Dirichlet convolution of two functions g, rg : NÑ C, is defined by
pg ˚ rgqpnq :“ ÿ
dPN,d|n
gpdqrg ´n
d
¯
.
Given a fundamental discriminant d, denote by Rd : NÑ NYt0u the function that
to each n in N assigns the number of integral ideals of norm n in the ring of integers
of Qp?dq. Moreover, denote by R´1d the inverse of Rd with respect to the Dirichlet
convolution.
Lemma 2.2. For every fundamental discriminant d ă 0 and any pair of coprime
integers f ě 1 and rf ě 1, we have the relations
(2.9) Tf
˜
Λ
d rf2
w
d, rf
¸
“
ÿ
f0PN,f0|f
Rd
ˆ
f
f0
˙
Λ
dpf0 rfq2
w
d,f0 rf ;
(2.10)
Λ
dpf rfq2
w
d,f rf “
ÿ
f0PN,f0|f
R´1d
ˆ
f
f0
˙
Tf0
˜
Λ
d rf2
w
d, rf
¸
.
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If in addition f is not divisible by p, then we have
(2.11) Λdppfq2 “
$’’&’’’%
Tp
´
Λ
df2
wd,f
¯
´ 2Λdf2
wd,f
if p splits in Qp?dq;
Tp
´
Λ
df2
wd,f
¯
´ Λdf2
wd,f
if p ramifies in Qp?dq;
Tp
´
Λ
df2
wd,f
¯
if p is inert in Qp?dq,
and for every integer m ě 2 we have
(2.12) Λdppmfq2
“
$’’’&’’%
Tpm
´
Λ
df2
wd,f
¯
´ 2Tpm´1
´
Λ
df2
wd,f
¯
` Tpm´2
´
Λ
df2
wd,f
¯
if p splits in Qp?dq;
Tpm
´
Λ
df2
wd,f
¯
´ Tpm´1
´
Λ
df2
wd,f
¯
if p ramifies in Qp
?
dq;
Tpm
´
Λ
df2
wd,f
¯
´ Tpm´2
´
Λ
df2
wd,f
¯
if p is inert in Qp?dq.
To prove this lemma, we first record the following identity, which is also used in
the proof (2.8) below and of Lemma 5.5 in Section 5.2. Let ψd be the quadratic
character associated to K “ Qp?dq, which is given by the Kronecker symbol `d¨ ˘,
and denote by 1 : N Ñ C the constant function equal to 1. Then we have the
equality of functions
(2.13) Rd “ ψd ˚ 1.
In fact, if we denote by ζpsq the Riemann zeta function, by ζKpsq the Dedekind zeta
function associated toK, and by Lpψd, sq the Dedekind L-function associated to ψd,
then the formula above is equivalent to the factorization ζKpsq “ ζpsqLpψd, sq,
whose proof can be found for example in [Coh07, Proposition 10.5.5 in p. 219],
or [Lan94, Chapter XII, Section 1, Theorem 1].
Proof of Lemma 2.2. From the Mo¨bius inversion formula we deduce that (2.9)
and (2.10) are equivalent. Hence, it is enough to prove (2.10). We have the following
formula of Zhang
(2.14) Tf
ˆ
Λd
wd,1
˙
“
ÿ
f0PN,f0|f
Rd
ˆ
f
f0
˙
Λdf20
wd,f0
,
see for example [CU04, Lemme 2.6] or [Zha01, Proposition 4.2.1]. Applying the
Mo¨bius inversion formula, one obtains
(2.15)
Λdf2
wd,f
“
ÿ
f0PN,f0|f
R´1d
ˆ
f
f0
˙
Tf0
ˆ
Λd
wd,1
˙
.
On the other hand, note that if f and rf in N are coprime, then by (2.6) and (2.15),
we obtain (2.10).
Finally, (2.11) and (2.12) are a direct consequence of (2.9), (2.13) and the fact
that ψdppq “ 1 (resp. 0, ´1) if p splits (resp. ramifies, is inert) in Qp
?
dq. 
To prove (2.8), recall from the theory of complex multiplication that for a fun-
damental discriminant d the number hpdq equals the class number of the quadratic
extension Qp?dq of Q, see for example [Cox13, Corollary 10.20]. A celebrated result
by Siegel states that for every ε ą 0 there exists a constant C ą 0 such that for
every fundamental discriminant d ă 0 we have
(2.16) hpdq ě C|d| 12´ε,
CONVERGENCE OF CM POINTS TOWARDS THE GAUSS POINT 13
see for example [Sie35], or [Lan94, Chapter XVI, Section 4, Theorem 4]. On the
other hand, by [Lan87, Chapter 8, Section 1, Theorem 7] for every integer f ě 2
we have
(2.17) hpdf2q “ wd,f
wd
hpdqf
ź
q|f, prime
ˆ
q ´ ψdpqq
q
˙
.
Given ε ą 0, there are C 1 in p0, 1q and N in N such that q´1
q
ě q´ε for every q ą N
and q´1
q
ě C 1q´ε for every 2 ď q ď N . Hence, for every integer f ě 2 we haveź
q|f, prime
ˆ
q ´ ψdpqq
q
˙
ě
ź
q|f, prime
ˆ
q ´ 1
q
˙
ě pC 1qN
ź
q|f, prime
q´ε ě pC 1qNf´ε.
Combined with (2.16) and (2.17), this completes the proof of (2.8).
2.4. The Berkovich affine line over Cp and the Gauss point. We refer the
reader to [Ber90] for the general theory of Berkovich spaces, and to [BR10, Chap-
ter 1] for the special case of the Berkovich affine line over Cp, which is the only
Berkovich space of relevance in this paper.
The Berkovich affine line over Cp, which we denote by A
1
Berk, is a topological
space defined as follows. As a set, A1Berk is the collection of all multiplicative
seminorms on the polynomial ring CprXs that take values in R`0 and that extend the
p-adic norm | ¨ |p on Cp. Hence, a point x P A1Berk is given by a map x : CprXs Ñ R`0
satisfying for every a in Cp and for all f and g in CprXs,
xpaq “ |a|p, xpf ` gq ď xpfq ` xpgq and xpfgq “ xpfqxpgq.
The topology of A1Berk is the weakest topology such that for every f P CprXs, the
function A1Berk Ñ Cp given by x ÞÑ xpfq is continuous. The topological space A1Berk
is Hausdorff, locally compact, metrizable and path-connected. It contains Cp as a
dense subspace via the map ι : Cp Ñ A1Berk given, for z P Cp and f P CprXs, by
ιpzqpfq :“ |fpzq|p. We identify divisors on Cp and on ιpCpq accordingly.
The canonical point or Gauss point xcan of A
1
Berk is the Gauss norm
Nÿ
n“0
anX
n ÞÑ sup
$&%
ˇˇˇˇ
ˇ Nÿ
n“0
anz
n
ˇˇˇˇ
ˇ
p
: z P Op
,.- “ maxt|an|p : n P t0, . . . , Nuu.
Given a P Cp and r ą 0, define
Dpa, rq :“ tx P Cp : |x´ a|p ă ru;
D8pa, rq :“ tx P Cp : |x´ a|p ą ru;
Dpa, rq :“ tx P A1Berk : xpX ´ aq ă ru;
D
8pa, rq :“ tx P A1Berk : xpX ´ aq ą ru.
A basis of neighborhoods of xcan in A
1
Berk is given by the collection of sets
(2.18) ApA;Rq :“ Dp0, Rq X
č
aPA
D
8pa,R´1q,
where R ą 1 and A is a finite subset of Op.
We conclude this section with the following result. Recall that a sequence of
Borel probability measures pµnqnPN on a topological space X converges weakly to
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a Borel measure µ on X , if for every continuous and bounded function f : X Ñ R
we have
lim
nÑ8
ż
f dµn “
ż
f dµ,
see, e.g., [Bil99, Section 1.1].
Lemma 2.3. Let pDnqnPN be a sequence of effective divisors on Cp such that for
every n we have degpDnq ě 1. Then, the following are equivalent:
piq διpDnq Ñ δxcan weakly as nÑ8.
piiq For every R ą 1 and every a in Op, we have for D “ Dpa,R´1q and
D “ D8pa,Rq,
lim
nÑ8
degpDn|Dq
degpDnq “ limnÑ8 δDnpDq “ 0.
For the reader’s convenience we provide a self-contained proof of this lemma,
which applies to the Berkovich affine line over an arbitrary complete and alge-
braically closed field. Using that A1Berk is metrizable, the lemma can also be ob-
tained as a direct consequence of the following observations: piq is equivalent to the
assertion that for every neighborhood U of xcan in A
1
Berk we have
lim
nÑ8
δDnpUq “ 1.
This last statement is equivalent to the contrapositive of piiq.
Proof of Lemma 2.3. Assume that piq holds and let R ą 1 and a in Op be given.
Note that the first equality in piiq is a direct consequence of the definitions. To prove
the second equality, take a continuous function φ : R`0 Ñ r0, 1s satisfying φp1q “ 0
and φptq “ 1 for 0 ď t ď R´1 and for t ě R. Let α : A1Berk Ñ R be the continuous
function given by αpxq “ xpX ´ aq and put F :“ φ ˝ α. By construction we have
F pxcanq “ φp1q “ 0 and F pxq “ 1 for all x P Dpa,R´1q YD8pa,Rq.
Using that for z P Cp we have
(2.19) z P Dpa,R´1q ô ιpzq P Dpa,R´1q and z P D8pa,Rq ô ιpzq P D8pa,Rq,
we get
0 ď δDnpDpa,R´1q YD8pa,Rqq “ διpDnqpDpa,R´1q YD8pa,Rqq ď
ż
F dδιpDnq.
Since F is continuous and bounded, our hypothesis piq implies that
δDnpDpa,R´1qq Ñ 0 and δDnpD8pa,Rqq Ñ 0 as nÑ8.
This completes the proof of the implication piq ñ piiq.
Now, assume that piiq holds, let F : A1Berk Ñ R be a continuous and bounded
function and let ε ą 0 be given. Since the sets (2.18) form a basis of neighborhoods
of xcan, there are R ą 1 and a finite subset A of Op such that
(2.20) |F pxq ´ F pxcanq| ă ε for all x P ApA;Rq.
Let R1 in p1, Rq be fixed. From the definition of A :“ ApA;Rq, we have
A
1 :“ A1BerkzA Ď D8p0, R1q Y
ď
aPA
Dpa, pR1q´1q.
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Using (2.19) and piiq with R replaced by R1 and with a in AY t0u, we obtain
degpιpDnq|A1q ď degpιpDnq|D8p0,R1qq `
ÿ
aPA
degpιpDnq|Dpa,pR1q´1qq
“ degpDn|D8p0,R1qq `
ÿ
aPA
degpDn|Dpa,pR1q´1qq
“ opdegpιpDnqqq.
Together with our choice of ApA;Rq, this impliesˇˇˇˇż
F dδιpDnq ´ F pxcanq
ˇˇˇˇ
ď
ˇˇˇˇ
F pιpDnq|Aq ´ F pxcanqdegpιpDnq|Aq
degpDnq
ˇˇˇˇ
`
ˇˇˇˇ
F pιpDnq|A1q ´ F pxcanqdegpιpDnq|A1q
degpDnq
ˇˇˇˇ
ď ε` 2
˜
sup
xPA1
Berk
|F pxq|
¸
degpιpDnq|A1q
degpιpDnq ,
and therefore
lim sup
nÑ8
ˇˇˇˇż
F dδιpDnq ´ F pxcanq
ˇˇˇˇ
ď ε.
Since ε ą 0 is arbitrary, this completes the proof of the implication piiq ñ piq and
of the lemma. 
3. CM points in the ordinary reduction locus
The purpose of this section is to give a strengthened version of Theorem A in
the case where all the discriminants in the sequence pDnq8n“1 are p-ordinary (The-
orem 3.5piiq in Section 3.2). An important tool is “the canonical branch t” of Tp
on YordpCpq, which is defined using the canonical subgroup in Section 3.1. We use
it to give, for every integer m ě 1, a simple formula of Tpm (Proposition 3.4 in Sec-
tion 3.1). Moreover, we show that p-ordinary CM points correspond precisely to the
preperiodic points of t on YordpCpq (Theorem 3.5piq). Once these are established,
Theorem 3.5piiq follows from dynamical properties of t on YordpCpq (Lemma 3.7).
In Appendix B we extend and further study the canonical branch t of Tp.
We use properties of reduction morphisms that are stated in most of the clas-
sical literature only for elliptic curves over discrete valued fields. To extend the
application of these results to elliptic curves over Cp we use the continuity of the
Hecke correspondences (Lemma 2.1 in Section 2.2). To this purpose, we introduce
the following notation: Qunrp is the maximal unramified extension of Qp inside Qp,
and Cunrp its completion. Then, C
unr
p is an infinite degree extension of Qp with
the same valuation group and with residue field Fp. The algebraic closure Cunrp
of Cunrp inside Cp is dense in Cp. Since C
unr
p can be written as the union of finite
extensions of Cunrp , it follows that every elliptic curve in Y pCunrp q can be defined
over a complete discrete valued field with residue field Fp. The same holds for finite
subgroups and isogenies between elliptic curves over Cunrp .
In what follows, we use YordpCunrp q :“ YordpCpq X Y pCunrp q.
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3.1. The canonical branch of Tp on YordpCpq. In this section we define a branch
of the Hecke correspondence Tp on YordpCpq that we use to give a simple description,
for every integer m ě 1, of Tpm that is crucial in what follows (Proposition 3.4).
See also Appendix B. We start recalling the following result describing the endo-
morphism ring of the reduction of a CM point in the ordinary locus.
Proposition 3.1 ([Lan87], Chapter 13, Section 4, Theorem 12). Let d ă 0 be a
fundamental discriminant and let f ě 1 and m ě 0 be integers such that f is not
divisible by p. Then, for an elliptic curve E defined over a discrete valued subfield
of Cp having ordinary reduction, EndpEq » Od,pmf implies that the reduction rE
of E satisfies Endp rEq » Od,f . In particular, if EndpEq is an order in a quadratic
imaginary extension of Q whose conductor is not divisible by p, then the reduction
map EndpEq Ñ Endp rEq is an isomorphism.
To define the canonical branch of Tp on YordpCpq, we use the canonical subgroup
of an elliptic curve E in YordpCunrp q, which is defined as the unique subgroup of
order p of E in the kernel of the reduction morphism E Ñ rE. Equivalently, HpEq is
the kernel of the reduction morphism Erps Ñ rErps. For an elliptic curve e P Y pFpq
denote by Frob: e Ñ eppq the Frobenius morphism, which is the isogeny given in
affine coordinates by px, yq ÞÑ pxp, ypq.
Theorem 3.2.
piq For E P YordpCunrp q the natural isogeny ϕ : E Ñ E{HpEq reduces to the
Frobenius morphism Frob: rE Ñ rEppq. Moreover, the kernel of the isogeny
dual to ϕ is different from the canonical subgroup of E{HpEq.
piiq For each ordinary elliptic curve e P Y pFpq there exists a unique elliptic
curve eÒ P Y pCunrp q reducing to e for which the reduction map induces a
ring isomorphism EndpeÒq » Endpeq.
piiiq Given two ordinary elliptic curves e1, e2 P Y pFpq, the reduction map in-
duces a group isomorphism HompeÒ1, eÒ2q » Hompe1, e2q. In particular, the
Frobenius morphism Frob: e Ñ eppq lifts to an isogeny eÒ Ñ peppqqÒ with
kernel HpeÒq, and eÒ{HpeÒq “ peppqqÒ.
Proof. Item piq follows from the definition of canonical subgroup and properties
of reduction morphisms, see, e.g., [DS05, Proof of Lemma 8.7.1]. Item piiq is
usually known as “Deuring’s Lifting Theorem”, see for example [Deu41] or [Lan87,
Chapter 13, Section 5, Theorem 14]. Item piiiq is another known consequence of
Deuring’s work. To prove surjectivity, first note that every isogeny in Hompe1, e2q
can be written as a composition of Frobenius morphisms, of duals of Frobenius
morphisms, and of an isogeny whose degree is not divisible by p. In view of items piq
and piiq, and of Proposition 3.1, we can restrict to the case of an isogeny of degree n
not divisible by p. This case is a direct consequence of item piiq, and the fact that
the reduction morphism E Ñ rE induces a bijective map Erns Ñ rErns, see for
example [Sil09, Chapter VII, Proposition 3.1(b)]. 
The following result is due to Tate in the case p “ 2 and to Deligne in the general
case. To state it, define
(3.1)
t : YordpCunrp q Ñ YordpCunrp q
E ÞÑ tpEq :“ E{HpEq,
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and for e in YsupspFpq put
(3.2) δe :“
$’’’’’&’’’’’%
1 if p ě 5, jpeq ‰ 0, 1728;
3 if p ě 5, jpeq “ 0;
2 if p ě 5, jpeq “ 1728;
6 if p “ 3, jpeq “ 0 “ 1728;
12 if p “ 2, jpeq “ 0 “ 1728.
Note that in all the cases δe “ p#Autpeqq{2, see, e.g., [Sil94, Chapter III, Theo-
rem 10.1].
Theorem 3.3. For each e in YsupspFpq choose βe in DpjpeqqXQunrp , so that πpβeq “
jpeq, and put δ1e :“ δe if βe “ 0 and p ‰ 3 or if βe “ 1728 and p ‰ 2, and δ1e :“ 1
otherwise. Then, the map t admits an expansion of the form
(3.3) tpzq “ zp ` pkpzq `
ÿ
ePYsupspFpq
8ÿ
n“1
A
peq
n
pz ´ βeqn ,
where kpzq is a polynomial of degree p ´ 1 in z with coefficients in Z, and for
each n ě 1 the coefficient Apeqn belongs to Qpptβe : e P YsupspFpquq and
(3.4) ordppApeqn q ě δ1e
ˆ
1
p` 1 ` n
p
p` 1
˙
.
In particular, tpzq extends to a rigid analytic function YordpCpq Ñ YordpCpq of
degree p that we also denote by t.
For p ě 5, this result is proved in [Dwo69, Chapter 7]. In the case δ1e ą 1,
(3.4) can be obtained from the method of proof described in [Dwo69], or from the
estimate in [Dwo69, p. 80] combined with the fact that ordppApeqn q is an integer and
that βe “ 0 implies p ” 2 mod 3. For p “ 2 and 3, this result is stated in [Dwo69,
p. 89] with a weaker version of (3.4). We provide the details of the proof when p “ 2
and 3, see Proposition B.2 in Appendix B.
The theorem above implies that t extends to a rigid analytic map from YordpCpq
to itself. We denote this extension also by t and call it the canonical branch of Tp
on YordpCpq.
For z P YordpCpq, let t˚pzq be the divisor on YordpCpq given by
t˚pzq :“
ÿ
wPYordpCpq
tpwq“z
degtpwqrws,
where degtpwq is the local degree of t at w. Note that by Theorem 3.3 the rigid
analytic map t : YordpCpq Ñ YordpCpq is of degree p, so for z in YordpCpq we have
degpt˚pzqq “ p and t˚pt˚pzqq “ przs.
As usual, for an integer i ě 1 we denote by ti the i-th fold composition of t with
itself. We also use t0 to denote the identity on YordpCpq.
Proposition 3.4. For every E in YordpCpq and every integer m ě 1, we have
(3.5) TpmpEq “
mÿ
i“0
pt˚qm´iprtipEqsq.
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When m “ 1, the relation (3.5) reads
(3.6) TppEq “ t˚pEq ` rtpEqs.
See Theorem B.1 in Appendix B for an extension.
Proof. The relation (3.5) for m ě 2 follows from (3.6) by induction using the
recursive formula (2.5). To prove (3.6), first note that for E in YordpCpq sat-
isfying degtpEq ě 2 we have t1pEq “ 0. Therefore there are at most a finite
number of such E in the affinoid YordpCpq, see for example [FvdP04, Proposi-
tion 3.3.6]. It follows that for every E in YordpCpq outside a finite set of exceptions,
we have # supppt˚pEqq “ p. Thus, the set D of all those E in YordpCunrp q with this
property is dense in YordpCpq. To prove (3.6) for E in D, use the definition of TppEq
and tpEq, and Theorem 3.2piq, to obtain
TppEq “ rtpEqs `
ÿ
CďE,#C“p
C‰HpEq
rE{Cs “ rtpEqs ` t˚pEq.
To prove (3.6) for an arbitrary E in YordpCpq, first note that by Lemma 2.1 for
every open and closed subset A of YordpCpq the function
E ÞÑ 1ApTnpEq ´ t˚pEq ´ rtpEqsq “ degppTnpEq ´ t˚pEq ´ rtpEqsq|Aq
is continuous. Since it is equal to 0 on the dense subset D of YordpCpq, we conclude
that it is constant equal to 0. Since this holds for every open and closed subset A
of YordpCpq, this proves (3.6) and completes the proof of the lemma. 
3.2. CM points as preperiodic points. The purpose of this section is to prove
the following result. In the case where all the discriminants in the sequence pDnq8n“1
are p-ordinary, Theorem A is a direct consequence of item piiq of this result together
with (2.8) and Lemma 2.3.
Given a set X and a map T : X Ñ X , a point x in X is periodic if for some
integer r ě 1 we have T rpxq “ x. Then the integer r is a period of x and the
smallest such integer is the minimal period of x. Moreover, a point y is preperiodic
if it is not periodic and if for some integer m ě 1 the point Tmpyq is periodic. We
call the least such integer m the preperiod of y.
Theorem 3.5. Let ζ in Fp be the j-invariant of an ordinary elliptic curve and
denote by r the minimal period of ζ under the Frobenius map z ÞÑ zp. Then there
is a unique periodic point E0 of t in Dpζq. The minimal period of E0 is r. Moreover,
E0 is a CM point and, if we denote by D0 the discriminant of the endomorphism
ring of E0, then the conductor of D0 is not divisible by p and the following properties
hold.
piq Given a discriminant D, the set supppΛD|Dpζqq is nonempty if and only if
for some integer m ě 0 we have D “ D0p2m. Moreover,
supppΛD0 |Dpζqq “ tE0u
and for each integer m ě 1 the set supppΛD0p2m |Dpζqq is equal to the set
of all the preperiodic points of t on Dpζq of preperiod m, and is contained
in t´mptmpE0qq. In particular, CM points in YordpCpq correspond precisely
to the periodic and preperiodic points of t on YordpCpq.
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piiq For every disc B of radius strictly less than 1 contained in Dpζq there is a
constant C ą 0 such that for every discriminant D ă 0, we have
degpΛD|Bq ď C.
Remark 3.6. The natural directed graph associated to the dynamics of t on the set
of ordinary CM points is a “pp ` 1q-volcano” in the sense of [GK17, Section 2.1].
This follows from Theorem 3.5piq and the fact that t is of degree p on YordpCpq by
Theorem 3.3. Note in particular that the “rim” is the directed subgraph associated
to the dynamics of t on the set of its periodic points in YordpCpq. Moreover, on
the set of preperiodic points of t in YordpCpq, the preperiod corresponds to the
function “b” of [GK17].
To prove Theorem 3.5, we describe the dynamics of t on YordpCpq in Lemma 3.7
below. This description is mostly based on the fact that
(3.7) tpzq ” zp mod pOp,
see Theorem 3.3. We deduce from general considerations that each residue discD Ď
YordpCpq contains a unique periodic point z0 of t, that this point satisfies |t1pz0q| ă
1, and that every point in D is asymptotic to z0.
‡ The fact that no periodic point
of t in YordpCpq is a ramification point is used in a crucial way in the proof of the
estimate (5.5) of Proposition 5.3 in Section 5.2.
Lemma 3.7 (Dynamics of t on YordpCpq). Let e be an ordinary elliptic curve
defined over Fp and let r ě 1 be the minimal period of jpeq under the Frobenius
map. Then, eÒ is the unique elliptic curve in Dpjpeqq that is periodic for t. The
minimal period of eÒ for t is r and eÒ is also characterized as the unique elliptic
curve in Dpjpeqq X Cunrp whose endomorphism ring is an order in an quadratic
imaginary extension of Q of conductor not divisible by p. Moreover, if for every
integer i ě 0 we put zi :“ tipeÒq, then the following properties hold.
piq For each integer i ě 0 we have 0 ă |t1pziq|p ă 1.
piiq There is ρ in p0, 1q such that for every integer i ě 0 and all z and z1
in Dpzi, ρq, we have
degtpzq “ 1 and |tpzq ´ tpz1q|p “ |t1pziq|p ¨ |z ´ z1|p.
In particular, t is injective on Dpzi, ρq.
piiiq For every c P p0, 1q there exists κc in p0, 1q such that for every integer i ě 0,
every z in Dpzi, 1q satisfying |z´zi|p ď c and every integer m ě 1, we have
|tmpzq ´ zi`m|p ď κmc |z ´ zi|p.
pivq For all i ě 0 and z in Dpzi, 1q, the sequence
p|tmpzq ´ zi`mq|pq8m“0
is nonincreasing and converges to 0.
Proof. We start proving piq. Suppose by contradiction that zi is a ramification point
of t. Without loss of generality, assume that i “ 0 and put E :“ eÒ and Ep :“
peppqqÒ. By Proposition 3.4 with m “ 1 there are distinct subgroups C and C 1 of Ep
of order p such that
Ep{C “ Ep{C 1 “ E,C ‰ HpEpq and C 1 ‰ HpEpq.
‡This is somewhat similar to the case of a rational map having good reduction equal to the
Frobenius map, see for example [RL03, Sections 3.1 and 4.5].
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Let ψ (resp. ψ1) be an isogeny Ep Ñ E with kernel C (resp. C 1) and denote
by pψ (resp. pψ1) its dual isogeny. Then the kernel of pψ and of pψ1 are both equal
to HpEq. It follows that there is σ in AutpEpq such that σ ˝ pψ “ pψ1, see, e.g.,
[Sil09, Chapter III, Corollary 4.11]. Since σ ‰ ˘1, we have jpEpq P t0, 1728u and
therefore r “ 1, tpz0q “ z0 and Ep “ E. In particular, C and C 1 are subgroups
of E and ψ, ψ1 P EndpEq. The kernel of each of the reduced isogenies rψ and rψ1 is
equal to erpspFpq, so there is rα in Autpeq such that rα ˝ rψ “ rψ1. Since the reduction
map EndpEq Ñ Endpeq is an isomorphism by Theorem 3.2piiq, we can find an
automorphism α P AutpEq satisfying α ˝ ψ “ ψ1. This implies that the kernel C
of ψ is equal to the kernel C 1 of ψ1, and we obtain a contradiction. This completes
the proof that zi is not a ramification point of t and therefore that t
1pziq ‰ 0.
To prove that |t1pziq| ă 1 note that by Theorem 3.3, we can write
(3.8) tpw ` ziq ´ zi`1 “ tpw ` ziq ´ tpziq “
8ÿ
n“1
Bpiqn w
n,
where the coefficientsB
piq
n belong toOp and satisfy |Bpiqn |p ď 1p for n ‰ p. Since t1pziq “
B
piq
1 , this completes the proof of piq.
To prove the assertions at the beginning of the lemma, for each integer i ě 0
denote by epp
iq the image of e by the i-th iterate of the Frobenius morphism. Then
by Theorem 3.2piiiq we have
zi “ tipeÒq “ pepp
iqqÒ P π´1pjpeqpiq.
It follows that z0 is periodic of minimal period r for t. To prove uniqueness, note
that by (3.8) for every integer i ě 0 and distinct z and z1 in Dpzi, 1q we have
(3.9) |tpzq ´ tpz1q|p ă |z ´ z1|p.
Thus, there can be at most one periodic point of t in Dpz0, 1q. Finally, combining
Theorem 3.2piiq and Proposition 3.1 we obtain that eÒ is the unique elliptic curve
reducing to e and whose endomorphism ring is an order of conductor not divisible
by p. This completes the proof of the assertions at the beginning of the proposition,
so it only remains to prove piiq, piiiq and pivq.
To prove piiq, let ρ in p0, 1q be sufficiently small so that for every i in t0, . . . , p´1u,
we have
maxt|Bpiqn |pρn´1 : n ě 2u ď |Bpiq1 |p.
Then by the ultrametric inequality for every integer i ě 0 and z P Dpzi, ρq we
have |t1pzq|p “ |Bpiq1 |p, which is different from 0 by piq. In particular, degtpziq “ 1.
Moreover, for z1 in Dpzi, ρq we have by the ultrametric inequality
|tpzq ´ tpz1q|p “ |Bpiq1 |p|z ´ z1|p.
This completes the proof of piiq.
Item piiiq is a direct consequence of (3.8) with
κc :“ maxt|Bpiqn |cn´1 : n ě 1, i P t0, . . . , p´ 1uu,
noting that for every integer n ě 1 and all integers i, i1 ě 0 such that i ´ i1 is
divisible by p, we have B
pi1q
n “ Bpiqn .
CONVERGENCE OF CM POINTS TOWARDS THE GAUSS POINT 21
To prove item pivq, note that the fact that the sequence is nonincreasing follows
from (3.9) and the fact that it converges to 0 form piiiq with c “ |z ´ zi|. This
completes the proof the lemma. 
Proof of Theorem 3.5. The first assertions are given by Lemma 3.7.
To prove piq, note that Proposition 3.1 implies that if a discriminant D ă 0
is such that supppΛD|Dpζqq is nonempty, then there is an integer m ě 0 such
that D “ D0p2m. On the other hand, Lemma 3.7 implies supppΛD0 |Dpζqq “ tE0u.
Fix an integer m ě 1 and note that by Lemma 3.7 for every integer j ě 1 the
point Ej :“ tjpE0q is the unique periodic point of t in Dpζpj q. So, if E is a
preperiodic point of t in Dpζq of preperiod m, then tmpEq “ Em. This implies
that the set of all preperiodic points of t in Dpζq is contained in t´mpEmq and is
equal to
t´mpEmqzt´pm´1qpEm´1q “ t´pm´1qpt´1pEmqztEm´1uq.
Since the degree of t is p and by Lemma 3.7piq we have t1pEm´1q ‰ 0, the
set t´1pEmqztEm´1u is nonempty and equal to supppt˚prEmsq ´ rEm´1sq. We
thus conclude that the set of preperiodic points of t in Dpζq of preperiod m is equal
to t´pm´1qpsupppt˚prEmsq ´ rEm´1sqq and it is nonempty. Thus, to complete the
proof of piq it is sufficient to show that the set of preperiodic points of t in Dpζq of
preperiodm is equal to supppΛD0p2m |Dpζqq. Note that by (2.11) and Proposition 3.4
we have
supppt˚pΛD0qq Ď supppTppΛD0qq “ supppΛD0q Y supppΛD0p2q.
By Lemma 3.7 the set supppΛD0q, hence supppt˚pΛD0qq, is formed by periodic
points of t while points in supppΛD0p2q are not periodic. This implies
(3.10) t˚pΛD0q “ ΛD0 .
Let d and f0 be the fundamental discriminant and conductor of D0, respectively.
Since p splits in Qp?dq we deduce that for every integer k ě 0 we have Rdppkq “
k ` 1. By (2.9), Proposition 3.4 and (3.10) we get
suppppt˚qmpΛD0qq “
mď
k“0
supppΛD0p2kq.
This implies the equality
(3.11) suppppt˚qmpΛD0qqz suppppt˚qm´1pΛD0qq “ supppΛD0p2mq.
By Lemma 3.7 and (3.10) the set supppΛD0q X
´
Dpζq YDpζpq Y ¨ ¨ ¨ YDpζpr´1 q
¯
equals the set of periodic points of t in Dpζq YDpζpq Y ¨ ¨ ¨ YDpζpr´1 q. By (3.11)
we conclude that the set supppΛD0p2m |Dpζqq equals the set of preperiodic points of t
in Dpζq of preperiod m. This completes the proof of piq.
To prove piiq, let c in p0, 1q be such that B Ď Dpz0, cq, let ρ and κc be given
by Lemma 3.7 and let M ě 1 be an integer such that cκrMc ă ρ. Let D ă 0 be
a discriminant and z in supppΛDq XB be given. By piq there is an integer m ě 0
such that trmpzq “ E0. Assume by contradiction that the least integer m with this
property satisfies m ąM . Then by Lemma 3.7 and our choice of M we have
|trM pzq ´ E0|p ď cκrMc ă ρ.
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On the other hand, trpm´Mq is injective on Dpz0, ρq by Lemma 3.7piiq and it
maps trM pzq and E0 to E0, so trM pzq “ E0. This contradicts the minimality of m
and proves that for every z in supppΛDq XB we have trM pzq “ E0. Equivalently,
supppΛD|Bq Ď
Mď
i“1
t´irpE0q.
Since this last set is finite and independent of D, this proves piiq and completes the
proof of the theorem. 
4. CM points in the supersingular reduction locus
The goal of this section is to prove the following result on the asymptotic dis-
tribution of CM points in the supersingular reduction locus. From this result and
Theorem 3.5piiq, we deduce Theorem A at the end of this section.
Theorem 4.1. For every e in YsupspFpq fix an arbitrary γe in Dpjpeqq and for r
in p0, 1q, put
Bprq :“
ď
ePYsupspFpq
Dpγe, rq.
Then the following properties hold.
piq For every r in p0, 1q there existsm ą 0 such that for every discriminant D ă
0 satisfying ordppDq ě m, we have degpΛD|Bprqq “ 0.
piiq For every m ą 0 there exists r in p0, 1q such that for every p-supersingular
discriminant D ă 0 satisfying ordppDq ď m, we have supppΛDq Ď Bprq.
We present the proof of Theorem 4.1 in Section 4.3 below. In Section 4.1 we recall
the definition of Katz’ valuation. For that purpose, we briefly review Katz’ theory
of algebraic modular forms and the interpretation of the Eisenstein series Ep´1 as an
algebraic modular form over QXZp. In Section 4.2 we use Katz–Lubin’s extension
of the theory of canonical subgroups to not too supersingular elliptic curves to give
a description of the action of Hecke correspondences on the supersingular locus
(Proposition 4.2). For p “ 2 and 3, we also rely on certain congruences satisfied
by certain Eisenstein series (Proposition A.1 in Appendix A). This description is
used in the proof of Theorem 4.1 and also in Section 5.3 on Hecke orbits in the
supersingular locus.
4.1. Katz’ valuation. In this section we define Katz’ valuation, which is based on
Katz’ theory of algebraic modular forms, and give an explicit formula relating it to
the j-invariant (Proposition 4.3).
For the reader’s convenience we start with a short review of Katz’ theory of
algebraic modular forms. For details see [Kat73, Chapter 1]. Let k P Z be an
integer and let R0 be a ring (commutative and with identity). Denote by R0-Alg
the category of R0-algebras. Given an R0-algebra R, define an elliptic curve E
over R as a proper, smooth morphism of schemes E Ñ SpecpRq, whose geometric
fibres are connected curves of genus one, together with a section SpecpRq Ñ E, and
denote by Ω1
E{R the invertible sheaf of differential forms of degree 1 of E over R.
By replacing SpecpRq by an appropriate affine subset we can assume that Ω1
E{R
admits a nowhere vanishing global section. In this paper we assume, for simplicity,
that this is always the case and denote by Ω1
E{RpEq1 the (non-empty) set of nowhere
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vanishing global sections of Ω1
E{R. An algebraic modular form F of weight k and
level one over R0 is a family of maps
FR : tpE,ωq : E elliptic curve over R, ω P Ω1E{RpEq1u Ñ R pR P R0-Algq,
satisfying the following properties:
piq FRpE,ωq depends only on the isomorphism class of the pair pE,ωq. More
precisely, for every isomorphism of elliptic curves ϕ : E Ñ E1 over R, we
have FRpE1, ϕ˚ωq “ FRpE,ωq. Here, ϕ˚ω denotes the push-forward of ω
by ϕ.
piiq FRpE, λωq “ λ´k FRpE,ωq for every λ P Rˆ.
piiiq FR is compatible with base change. Namely, for every R0-algebra morphism
g : R Ñ R1, for the base change pE,ωqR1 of pE,ωq to R1 by g we have
FR1ppE,ωqR1q “ gpFRpE,ωqq.
Taking into account property piiiq, from now on we simply write F instead of FR.
Moreover, let R1 be an R0-algebra. Then, property piiiq ensures that F induces an
algebraic modular form F1 over R1. We say that F1 is the base change of F to R1.
We also say that F is a lifting of F1 to R.
Let q be a formal variable and denote by Tatepqq the Tate curve, which is an
elliptic curve over the field of fractions fractions Zppqqq of the ring of formal power
series ZJqK, see [Kat73, Appendix 1]. The j-invariant of Tatepqq has the form
(4.1) j pTatepqqq “ 1
q
` 744`
8ÿ
n“1
cnq
n, cn P Z.
The q-expansion of an algebraic modular form F over R0 as above is defined as
the element F pqq P ZppqqqbZR0 obtained by evaluating F at the pair pTatepqq, ωcanq
consisting of the Tate curve together with its canonical differential ωcan, both con-
sidered as defined over Zppqqq bZ R0. Moreover, F is said to be holomorphic at
infinity if F pqq P ZJqK bZ R0.
Now, we state a version of the q-expansion principle, which is a particular case
of [Kat73, Corollary 1.9.1].
Theorem 4.2. Let R0 be a ring and let K Ě R0 be a R0-algebra. Let k P Z be
an integer and let F be an algebraic modular form over K of weight k, level one
and holomorphic at infinity. Assume that F pqq P Zppqqq bZR0. Then, F is the base
change of a unique algebraic modular form over R0 of weight k.
There is a natural link between the previous theory and the classical theory of
modular forms. We refer to [Kat73, Section A1.1] for details. For each classical
holomorphic modular form of weight k and level one f : H Ñ C, there exists a
unique algebraic modular form F over C associated to f that is holomorphic at
infinity. The Fourier expansion at infinity of f and the q-expansion of F are related
by
fpτq “
8ÿ
n“0
ane
2πinτ if and only if F pqq “
8ÿ
n“0
anq
n.
For an even integer k ě 4, let Ek be the normalized Eisenstein series
Ekpτq “ 1´ 2k
Bk
8ÿ
n“1
σk´1pnqe2πinτ , τ P H.
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Here, the symbolBk denotes the k-th Bernoulli number and σk´1pnq :“
ř
d|n,dą0 d
k´1.
The complex function Ek is a classical holomorphic modular form of weight k and
level one. Then, this function induces an algebraic modular form over C, that we
also denote by Ek, having the q-expansion with rational coefficients
(4.2) Ekpqq “ 1´ 2k
Bk
8ÿ
n“1
σk´1pnqqn.
When p ě 5 and k “ p ´ 1, the von Staudt–Clausen Theorem ensures that
ordp
`p2kqB´1k ˘ “ 1. In particular, the coefficients of the Fourier expansion of
Ep´1 lie in Zppq :“ Q X Zp. Hence, by Theorem 4.2, we can consider Ep´1 as an
algebraic modular form of weight p ´ 1 over Zppq. On the other hand, the same
reasoning and a direct examination of the Fourier expansions of E4 and E6 allow
us to consider these Eisenstein series as algebraic modular forms of weight four and
six over Z.
For E in YsupspCpq, that we regard as defined over Op, choose ω in Ω1E{OppEq1
and define Katz’ valuation
vppEq :“
$’&’%
ordppEp´1pE,ωqq if p ě 5;
1
3
¨ ord3pE6pE,ωqq if p “ 3;
1
4
¨ ord2pE4pE,ωqq if p “ 2.
Since for every λ in Oˆp we have EkpE, λωq “ λ´k EkpE,ωq, this definition does
not depend on the particular choice of ω. The above definition is motivated by the
following considerations. The Hasse invariant Ap´1 is the unique algebraic modular
form of weight p´1 over Fp with q-expansion Ap´1pqq “ 1, see [Kat73, Chapter 2].
When p ě 5, the base change to Fp of the form Ep´1 equals Ap´1. On the other
hand, when p equals 2 or 3 it is not possible to lift Ap´1 to an algebraic modular
form of level one, holomorphic at infinity, over Zppq. However, the base change of E4
(resp. E6) to F2 (resp. to F3) is A
4
1 (resp. A
3
2). See Appendix A for details.
Since the Hasse invariant vanishes at supersingular elliptic curves, for every E
in YsupspCpq we have that 0 ă vppEq ď 8. An elliptic curve E in YsupspCpq is not
too supersingular if vppEq ă pp`1 , and it is too supersingular otherwise.
The following result gives an explicit relation between vppEq and jpEq. For e
in YsupspFpq, we use the number δe defined by (3.2) in Section 3.1.
Proposition 4.3. For each e in YsupspFpq, denote by je the j-invariant of the
unique zero of Ep´1 (resp. E4,E6) in Dpeq if p ě 5 (resp. p “ 2, 3). Then, for
every E in YsupspCpq we have
vppEq “
ÿ
ePYsupspFpq
1
δe
ordppjpEq ´ jeq.
Moreover, if p ě 5 and je ” 0 (resp. je ” 1728) mod Mp, then je “ 0 (resp. je “
1728). In the case p “ 2 (resp. p “ 3), YsupspFpq has a unique element e and je “ 0
(resp. je “ 1728).
It follows from the proof of this proposition that for every e in YsupspFpq the
number je is algebraic over Q and is in C
unr
p . We note that in the case je ı 0, 1728
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mod Mp, the elliptic curve class whose j-invariant is je is not CM,
§ but it is “fake
CM” in the sense of [CM06], see Remark 4.4 below.
Proof of Proposition 4.3. Assume p ě 5, so p ´ 1 ı 2, 8 mod 12. We can thus
write p ´ 1 uniquely in the form p ´ 1 “ 12m ` 4δ ` 6ε with m ě 0 integer and
δ, ε P t0, 1u. The modular discriminant
∆pτq “ e2πiτ
8ź
n“1
p1 ´ e2πinτ q24, τ P H.
is a classical holomorphic modular form of weight 12 and level one, see, e.g., [DS05,
Sections 1.1 and 1.2]. The infinite product above shows that the Fourier coefficients
of ∆ are rational integers. Hence, Theorem 4.2 ensures that ∆ can be considered
as an algebraic modular form over Z. At the level of classical modular forms, we
have the identity
Ep´1 “ ∆m Eδ4 Eε6 P pjq ,
where P pXq is a monic polynomial over Zppq of degree m such that PsupspXq :“
XδpX ´ 1728qεP pXq reduces modulo p to the supersingular polynomial, i.e., the
monic separable polynomial over Fp whose roots are the j-invariants of the super-
singular elliptic curves over Fp, see, e.g., [KZ98, Theorem 1]. Using the classical
identities E34 “ ∆j and E26 “ ∆pj ´ 1728q we get
E12p´1 “ ∆p´1j4δpj ´ 1728q6εP pjq12.
Theorem 4.2 ensures that the above identity also holds at the level of algebraic
modular forms over Zppq. Write
PsupspXq “
ź
ePYsupspFpq
pX ´ jeq,
where je P D
`
jpeq˘ for each e P YsupspFpq. Now, for every pair pE,ωq defined
over Op and having good reduction we have ∆pE,ωq P Oˆp , hence
|Ep´1pE,ωq|12p “ |jpEq|4δp |jpEq ´ 1728|6εp
ź
ePYsupspFpq
jeı0,1728
|jpEq ´ je|12p .
Since p ě 5, we have that j “ 0 (resp. j “ 1728) is supersingular at p if and only
if p ” 2 mod 3 (resp. p ” 3 mod 4) [Sil09, Chapter V, Examples 4.4, 4.5]. This
implies the result when p ě 5. The cases p “ 2 and 3 follow similarly from the
formulas
|E4pE,ωq|32 “ |jpEq|2 and |E6pE,ωq|23 “ |j ´ 1728|3,
respectively. This completes the proof of the proposition. 
Remark 4.4. Let e in YsupspCpq be such that je ı 0, 1728 mod Mp, and let Ee be
the elliptic curve class in Y pCpq such that jpEeq “ je. Then Ee is not CM, but it
is “fake CM” in the sense of [CM06]. In particular, je is not a singular modulus
over Cp. To show that Ee is not CM, choose a field isomorphism Cp » C and τe in H
such that EepCq » C{pZ ` τeZq. It is sufficient to show that τe is transcendental
over Q, see, e.g., [Lan87, Chapter 1, Section 5]. The complex number τe must
§In fact, je need not be an algebraic integer: For p “ 13 (resp. 17, 19, 23) there is a unique e
in YsupspFpq whose j-invariant is different from 0 and 1728, and we have je “ 27 ¨33 ¨53{691 (resp.
210 ¨ 33 ¨ 53{3617, 28 ¨ 33 ¨ 53 ¨ 11{p7 ¨ 792q, 28 ¨ 33 ¨ 53 ¨ 41{p131 ¨ 593q).
26 SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
be a zero of the holomorphic function τ ÞÑ Ep´1pτq. Since jpτeq “ je is different
from 0 and 1728, it follows that τe is not equivalent to ρ “ 1`
?´3
2
or i “ ?´1
under the action of the modular group SL2pZq by Mo¨bius transformations on H.
Then [Koh03, Theorem 1] implies that τe is transcendental over Q.
To see that Ee is fake CM, note first that, since the reduction modulo p of PsupspXq
is separable and splits completely over Fp2 , by Hensel’s lemma all roots of PsupspXq
are in the ring of integers O of the unramified quadratic extension of Qp. As je is
a root of PsupspXq, this implies that Ee is defined over O. Let rpse and φ be the
multiplication by p and the p2-power Frobenius endomorphism on the supersingular
curve e, respectively. Then there exists σ in Autpeq satisfying σ˝rpse “ φ, see [Sil09,
Chapter II, Corollary 2.12]. Since jpeq “ πpjeq is different from 0 and 1728, we have
σ “ ˘1 and ˘rpse “ φ. Choose π0 “ ˘p as a uniformizer of O. The multiplication
by π0 map on the formal group FEe of Ee defines an endomorphism fpXq of FEe,
satisfying
fpXq ” π0X mod X2 and fpXq ” Xp2 mod π0.
It follows that FEe is a Lubin–Tate formal group overO, see [Haz78, Section 8], and
compare with [CM06, Remark 3.4]. In particular EndpFEeq » O and therefore Ee
is fake CM, see [Haz78, Theorem 8.1.5 and Proposition 23.2.6].
4.2. Katz’ kite. The goal of this section is to give the following description of the
action of Hecke correspondences on the supersingular locus.
Proposition 4.5. Let pvp : YsupspCpq Ñ ”0, pp`1ı be the map defined by
pvp :“ min"vp, p
p` 1
*
.
Moreover, denote by τ0 the identity on Div
´”
0, p
p`1
ı¯
, let τ1 be the piecewise-affine
correspondence on
”
0, p
p`1
ı
defined by
τ1pxq :“
$&%rpxs ` pr
x
p
s if x P
”
0, 1
p`1
ı
;
r1´ xs ` prx
p
s if x P
ı
1
p`1 ,
p
p`1
ı
,
and for each integer m ě 2 define the correspondence τm on
”
0, p
p`1
ı
recursively,
by
τm :“ τ1 ˝ τm´1 ´ pτm´2.
Then for every integer m ě 0 and every integer n0 ě 1 not divisible by p, we have
ppvpq˚ ˝ Tpmn0 |YsupspCpq “ σ1pn0q ¨ τm ˝ ppvpq˚.
See Figure 1 for the graph of the correspondence τ1 and Lemma 5.7 in Section 5.3
for a formula of τm for every m ě 0.
The proof of Proposition 4.5 is given after a couple of lemmas. The following
is a reformulation, in our setting, of a theorem of Katz–Lubin on the existence of
canonical subgroups for elliptic curves that are not too supersingular, see [Kat73,
Theorems 3.1 and 3.10.7] and also [Buz03, Theorem 3.3].
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p
p`10
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p`1
p
p`1
1
p`1
multiplicity 1
multiplicity p
Figure 1. Graph of the correspondence τ1 representing the action
of Tp in terms of the projection pvp.
Lemma 4.6. For every elliptic curve E in YsupspCpq that is not too supersingular
there is a unique subgroup HpEq of E of order p satisfying
(4.3) pvppE{HpEqq “
$&%pvppEq if vppEq P
ı
0, 1
p`1
ı
;
1´ vppEq if vppEq P
ı
1
p`1 ,
p
p`1
”
.
Furthermore, HpEq is also uniquely characterized by the property that for every
subgroup C of E of order p that is different from HpEq, we have
(4.4) vppE{Cq “ p´1vppEq.
In addition, the map
t :
!
E P YsupspCpq : vppEq ă pp`1
)
Ñ YsupspCpq
E ÞÑ tpEq :“ E{HpEq
satisfies the following properties.
piq Let E be in YsupspCpq and let C be a subgroup of E of order p. In the
case vppEq ă pp`1 , assume in addition that C ‰ HpEq. Then
vppE{Cq “ p´1pvppEq and tpE{Cq “ E.
piiq For E in YsupspCpq satisfying 1p`1 ă vppEq ă pp`1 , we have t2pEq “ E.
Proof. For E in YsupspCpq that is not too supersingular, note that the uniqueness
statements about HpEq follow from the fact that (4.3) and (4.4) imply that HpEq
is the unique subgroup C of E of order p satisfying vppE{Cq ‰ p´1vppEq.
Assume p ě 5 and let E be an elliptic curve in YsupspCpq that is not too super-
singular, so that vppEq ă pp`1 . Let ω be a differential form in Ω1E{OppEq1 and put
rE :“ Ep´1pE,ωq P Op. Since Cunrp and Cp have the same valuation group we can
find r P Cunrp satisfying ordpprq “ ordpprEq. Then r lies in the ring of integers R0 of
some finite extension of Cunrp , and R0 is a complete discrete valuation ring of residue
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characteristic p and generic characteristic zero. The triple pE,ω, r r´1E q defines a
r-situation in the sense of [Kat73, Theorem 3.1] (see also [Kat73, Section 2.2])
and therefore there is a canonical subgroup HpEq of E of order p. Then [Kat73,
Theorem 3.10.7(2, 3)] implies (4.3) and piiq, see also the proof of [Buz03, The-
orem 3.3piiiq], and (4.4) and piq are given by [Kat73, Theorem 3.10.7(5)]. Fi-
nally, note that for E in YsupspCpq satisfying vppEq ě pp`1 , the assertion piq follows
from [Kat73, Theorem 3.10.7(4)]. This completes the proof of the proposition in
the case p ě 5.
It remains to prove the proposition in the cases p “ 2 and p “ 3. We only give
the proof in the case p “ 2, the case p “ 3 being analogous. Let E1 be an algebraic
modular form of weight one and level n1, with 3 ď n1 ď 11 odd, holomorphic at
infinity and defined over Zr1{n1s whose reduction modulo 2 is A1, see Appendix A
for details on level structures. Let E in YsupspC2q be an elliptic curve that is not too
supersingular, let ω be a differential form in Ω1
E{O2pEq1 and αn1 a level n1 structure
on E over O2. By Proposition A.1 and our hypothesis v2pEq ă 23 , we have
ord2pE1pE,ω, αn1qq “ v2pEq ă
2
3
.
Then, [Kat73, Theorem 3.1] gives the existence of HpEq which might depend on
the choice of αn1 . The fact that HpEq depends only on E follows from the charac-
terization in [Kat73, Theorem 3.10.7(1)] of the canonical subgroup as the subgroup
of order 2 containing the unique point corresponding to the solution with valuation
1´v2pEq of the equation r2spXq “ 0 in the formal group of E (here r2s denotes the
multiplication by 2 map and X is a certain normalized parameter for the formal
group). Then (4.3), (4.4), piq and piiq follow from [Kat73, Theorem 3.10.7] as in
the case p ě 5 above. This completes the proof of the lemma. 
Lemma 4.7. Let E in YsupspCpq be such that
vppEq ă
#
1 if p ě 5;
2p´1
2p
if p “ 2 or 3.
Then for every subgroup C of E of order not divisible by p, we have vppE{Cq “
vppEq.
Proof. For E0 in Y pCpq and ζ in Zp, denote by rζsE0 the multiplication by ζ map
in the formal group of E0.
Put E1 :“ E{C and denote by φ : E Ñ E1 an isogeny with kernel C. Let X (resp.
Y ) be a parameter of the formal group of E (resp. E1), such that for any pp´1q-th
root of unity ζ P Zp we have rζsEpXq “ ζX (resp. rζsE1pY q “ ζY ), see [Kat73,
Lemma 3.6.2(2)]. Let ω be a differential form in Ω1
E{OppEq1 whose expansion in the
parameter X is of the form
ω “
˜
1`
8ÿ
n“1
anX
n
¸
dX,
where an P Op for all n ě 1. Then, by [Kat73, Proposition 3.6.6] we have
rpsEpXq “ pX ` aXp `
ÿ
mě2
cmX
mpp´1q`1,
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where cm P Op for all m ě 2 and a P Op satisfies
(4.5) a ” Ap´1ppE,ωqOp{pOpq mod pOp,
where pE,ωqOp{pOp denotes the base change of pE,ωq to Op{pOp. Similarly,
rpsE1pY q “ pY ` a1Y p `
ÿ
mě2
c1mY
mpp´1q`1,
where c1m P Op for all m ě 2 and a1 P Op satisfies, for some differential form ω1
of Ω1
E1{OppEq1,
(4.6) a1 ” Ap´1ppE1, ω1qOp{pOpq mod pOp.
Since the order of Kerpφq “ C is not divisible by p, the isogeny φ induces an
isomorphism of formal groups of the form
φpXq “
8ÿ
n“1
tnX
n,
where tn P Op for all n ě 1. Since φpXq is invertible, we must have t1 P Oˆp . By
the identity rpsE1 ˝ φ “ φ ˝ rpsE we get
ppt1X ` t2X2 ` t3X3 ` . . .q ` a1pt1X ` t2X2 ` t3X3 ` . . .qp ` . . .
“ t1ppX ` aXp ` . . .q ` t2ppX ` aXp ` . . .q2 ` . . .
Comparing the coefficients of Xp, we get
ptp ` a1tp1 “ t1a` tppp.
Using that t1 P Oˆp we obtain
(4.7) ordppa1q “ ordppa1tp´11 q “ ordppa` t´11 tpppp ´ pqq.
In the case p ě 5, (4.5) implies ordppa ´ Ep´1pE,ωqq ě 1, so by our hy-
pothesis vppEq ă 1 we have ordppaq “ vppEq ă 1. Combined with (4.7), this
implies ordppa1q “ ordppaq “ vppEq ă 1. Finally, by (4.6) we have ordppa1 ´
Ep´1pE1, ω1qq ě 1, so vppE1q “ ordppa1q “ vppEq. This proves the lemma in the
case p ě 5. For the case p “ 2 or 3, (4.5), (4.6), (4.7), our hypothesis vppEq ă 2p´12p
and Proposition A.1 imply in a similar way
ordppaq “ vppEq ă 2p´ 1
2p
, ordppa1q “ ordppaq and vppE1q “ ordppa1q.
This completes the proof of the lemma. 
Proof of Proposition 4.5. By the multiplicative property of Hecke correspondences (2.6)
and Lemma 4.7, it is sufficient to consider the case n0 “ 1. Moreover, in view
of (2.5) and the recursive definition of τm for m ě 2, it is sufficient to consider
the case m “ 1. For E in YsupspCpq satisfying pvppEq ă pp`1 , this is given by (4.3)
and (4.4) in Lemma 4.6, together with the fact that degpTppEqq “ p ` 1. Fi-
nally, for E in YsupspCpq satisfying pvppEq “ pp`1 the desired statement follows from
Lemma 4.6piq. This completes the proof of the proposition. 
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4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 is below, after a couple
of lemmas.
Lemma 4.8. Let D ă 0 be a discriminant and let E and E1 be in supppΛDq. Then,
for every integer m ě 1 there exists an isogeny E Ñ E1 of degree coprime to m.
Proof. Denote by d and f the fundamental discriminant and conductor of D, re-
spectively, and fix a field isomorphism Cp » C. Since E and E1 are CM with ring
of endomorphisms isomorphic to Od,f , we can find proper fractional Od,f -ideals a
and a1 in Qp?Dq for which we have the complex uniformizations EpCq » C{a and
E1pCq » C{a1. Then there is a natural identification
ι : HompE,E1q Ñ a1a´1 “ tλ P C : λa Ď a1u.
Without loss of generality, assume a1 Ă a, and choose Z-generators α and β of the
ideal a1a´1 of Od,f . Then
fpx, yq :“ pαx´ βyqpαx ´ βyq{rOd,f : a1a´1s
is a positive definite primitive binary quadratic form with integer coefficients and
discriminant d [Cox13, Theorem 7.7 and Exercise 7.17]. Moreover, there are inte-
gers x0 and y0 such that fpx0, y0q is coprime to m [Cox13, Lemma 2.25]. If we
denote by φ0 the isogeny in HompE,E1q satisfying λ0 :“ ιpφ0q “ αx0 ´ βy0, then
degpφ0q “ #Kerpφ0q “ ra1 : λ0as “ ra1a´1 : λ0Od,f s
“ rOd,f : λ0Od,f s{rOd,f : a1a´1s “ λ0λ0{rOd,f : a1a´1s “ fpx0, y0q.
This proves that degpφ0q is coprime tom, and completes the proof of the lemma. 
When restricted to p ě 3, the following lemma is [CM06, Lemma 4.8].
Lemma 4.9. Let D be a p-supersingular discriminant and m ě 0 the largest integer
such that pm divides the conductor of D. Then for every E in supppΛDq we have
pvppEq “ #12 ¨ p´m if p ramifies in Qp?Dq;p
p`1 ¨ p´m if p is inert in Qp
?
Dq.
Proof. Let d be the fundamental discriminant of D and f ě 1 the integer such that
the conductor of D is equal to pmf , so D “ dpfpmq2 and f is not divisible by p.
By Lemma 4.7 and Lemma 4.8 with m “ p, we deduce that for E in supppΛDq the
number pvppDq :“ pvppEq is independent of E. By Zhang’s formula (2.9) with rf “
pm it follows that there exists an isogeny of degree f from some elliptic curve
in supppΛdp2mq to an elliptic curve in supppΛDq. We conclude from Lemma 4.7 thatpvppDq “ pvppdp2mq. Thus, it is enough to prove the lemma in the case where f “ 1.
We start with m “ 0 and m “ 1. By (2.11) with f “ 1 and Proposition 4.5
with m “ 1 and n0 “ 1, we have
supppτ1ppvppdqqq “ #tpvppdq, pvppdp2qu if p ramifies in Qp?dq;tpvppdp2qu if p is inert in Qp?dq.
From the definition of τ1 we have that
p
p`1 is the only value of x in
ı
0, p
p`1
ı
such
that τ1pxq is supported on a single point. We conclude that if p is inert in Qp
?
dq,
then pvppdq “ pp`1 and therefore pvppdp2q “ 1p`1 . On the other hand, 12 is the
only value of x in
ı
0, p
p`1
ı
satisfying x P supppτ1pxqq. So, if p ramifies in Qp
?
dq,
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then pvppdq “ 12 and therefore pvppdp2q “ 12p´1. This completes the proof of the
lemma when m “ 0 and m “ 1. Assume m ě 2 and note that by (2.12) with f “ 1
and by Proposition 4.5 with n0 “ 1,
tpvppdp2mqu “ #suppppτm ´ τm´1qp12 qq if p ramifies in Qp?dq;
suppppτm ´ τm´2qp pp`1 qq if p is inert in Qp
?
dq.
From the definition of τm, we see that the right-hand side contains
1
2
¨ p´m if p
ramifies in Qp
?
dq and p
p`1 ¨ p´m if p is inert in Qp
?
dq. This proves pvppdp2mq “
1
2
¨ p´m in the former case and pvppdp2mq “ pp`1 ¨ p´m in the latter, and completes
the proof of the lemma. 
Proof of Theorem 4.1. To prove piq, note that by Proposition 4.3 there is m ą 0 so
that pvppBprqq Ď ı pp`1 ¨ p´m, pp`1ı. Then by Lemma 4.9 for every p-supersingular
discriminant D ă 0 satisfying ordppDq ě 2m ` 3 we have supppppvpq˚pΛDqq XpvppBprqq “ H, and therefore degpΛD|Bprqq “ 0. On the other hand, if D is a
p-ordinary discriminant, then supppΛDq Ă YordpCpq is disjoint from Bprq, and
therefore degpΛD|Bprqq “ 0. This completes the proof of piq.
To prove piiq, note that by Proposition 4.3 there is r in p0, 1q so that
pv´1p ˆ„12 ¨ p´m, pp` 1
˙
Ď Bprq.
Then by Lemma 4.9 for every p-supersingular discriminantD ă 0 satisfying ordppDq ď
m we have supppppvpq˚pΛDqq Ď ” 12 ¨ p´m, pp`1ı and therefore supppΛDq Ď Bprq.
This completes the proof of piiq and of the theorem. 
Proof of Theorem A. In the case where all the discriminants in the sequence pDnq8n“1
are p-ordinary (resp. p-supersingular), Theorem A is a direct consequence of The-
orem 3.5piiq (resp. Theorem 4.1), together with (2.8) and Lemma 2.3. The general
case follows from these two special cases. 
5. Hecke orbits
The goal of this section is to prove Theorem C on the asymptotic distribution
of Hecke orbits. The proof is divided into three complementary cases, according to
whether the starting elliptic curve class has bad, ordinary or supersingular reduc-
tion. These are stated as Propositions 5.1, 5.2 and 5.6 in Sections 5.1, 5.2 and 5.3,
respectively. In each case we prove a stronger quantitative statement.
5.1. Hecke orbits in the bad reduction locus. In this section we prove a
stronger version of the part of Theorem C concerning the bad reduction locus,
which is stated as Proposition 5.1 below. We start by recalling some well-known
results on the uniformization of p-adic elliptic curves with multiplicative reduc-
tion. See [Tat95] for the case of elliptic curves over complete discrete valued field,
and [Roq70] for the case of complete valued fields (see also [Sil94, Chapter V,
Theorem 3.1 and Remark 3.1.2]).
Let z be in Dp0, 1q˚ :“ tz1 P Cp : 0 ă |z1|p ă 1u. We obtain, by the specializa-
tion q “ z in the Tate curve, an elliptic curve Tatepzq over Cp whose j-invariant
satisfies
(5.1) |jpTatepzqq|p “ |z|´1p ą 1,
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see (4.1). This defines a bijective map
Dp0, 1q˚ Ñ YbadpCpq
z ÞÑ Tatepzq.
Moreover, for each z P Dp0, 1q˚ there exists an explicit uniformization by Cˆp of the
set of Cp-points of Tatepzq. This uniformization induces an isomorphism of analytic
groups ϕz : C
ˆ
p {zZ Ñ TatepzqpCpq, see [Tat95, Theorem 1] for details. This allows
us to give, for each integer n ě 1, the following description of TnpTatepzqq. Note
that for each positive divisor k of n and each ℓ P Dp0, 1q˚ satisfying ℓk “ zn{k, the
set
(5.2) Cn,ℓ :“ ta P Cˆp : an{k P ℓZu{zZ
is a subgroup of order n of Cˆp {zZ. It is the kernel of the morphism of analytic groups
Cˆp {zZ Ñ Cˆp {ℓZ induced by the map a ÞÑ an{k. Pre-composing this morphism
with ϕ´1z and then composing with ϕℓ, we obtain an isogeny Tatepzq Ñ Tatepℓq of
degree n whose kernel is ϕzpCn,ℓq. Since every subgroup of order n of Cˆp {zZ is of
the form (5.2), we deduce that
(5.3) TnpTatepzqq “
ÿ
ką0,k|n
ℓk“zn{k
Tatepℓq.
In the case where E is in YbadpCpq, Theorem C is a direct consequence of the
following result together with (2.1), (2.2) and Lemma 2.3.
Proposition 5.1. Let z in Dp0, 1q˚ and R ą 1 be given. Then, for every ε ą 0
there exists C ą 0 such that for every integer n ě 1 we have
degpTnpTatepzqq|D8p0,Rqq ď Cn
1
2 dpnq.
Proof. Set C :“
b
´ logp|z|pq
logpRq and let n ě 1 be an integer. By (5.1), for a positive
divisor k of n and ℓ P Dp0, 1q˚ with ℓk “ zn{k, we have
|Tatepℓq|p “ |ℓ|´1p “ |z|´n{k
2
p .
Noting that |z|´n{k2p ą R is equivalent to k ă Cn 12 , from (5.3) we deduce
degpTnpTatepzqq|D8p0,Rqq “
ÿ
ką0,k|n
0ăkăC?n
k ă Cn 12 dpnq.
This completes the proof of the proposition. 
5.2. Hecke orbits in the ordinary reduction locus. The goal of this section
is to prove the following result describing, for an elliptic curve E in YordpCpq,
the asymptotic distribution of the Hecke orbit pTnpEqq8n“1. In the case where E
is in YordpCpq, Theorem C with n “ pmn0 is a direct consequence of this result
together with (2.1) and Lemma 2.3.
Proposition 5.2. Let D be a residue disc contained in YordpCpq and let B be a
disc of radius strictly less than 1 contained in YordpCpq. Then for every ε ą 0 there
is a constant C ą 0 such that for every E in D and all integers m ě 0 and n0 ě 1
such that n0 is not divisible by p, we have
deg pTpmn0pEq|Bq ď Cpm` 1qnε0.
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To prove Proposition 5.2 we use the multiplicative property of the Hecke corre-
spondences, see (2.6) in Section 2.2. We first treat the case n0 “ 1 (Propositions 5.3)
and the case m “ 0 (Propositions 5.4) separately. The proof of Proposition 5.2 is
given at the end of this section.
Proposition 5.3. Let ζ in Fp be the j-invariant of an ordinary elliptic curve,
denote by r the minimal period of ζ under the Frobenius map z ÞÑ zp and put O :“Ťr´1
i“0 Dpζp
i q. Then for every E in Dpζq and every integer m ě 1, we have
(5.4) supppTpmpEqq Ď O.
Moreover, for every disc B of radius strictly less than 1 contained in O there is a
constant C1 ą 0 such that for every E in O and every integer m ě 1, we have
(5.5) degpTpmpEq|Bq ď C1m.
Proof. The inclusion (5.4) is a direct consequence of Proposition 3.4 and (3.7).
To prove (5.5), let e be an ordinary elliptic curve with j-invariant ζ, for every
integer i ě 0 put zi :“ tipeÒq and for every integer i ď ´1 let i1 be the unique
integer in t0, . . . , r ´ 1u such that i ´ i1 is divisible by r and put zi :“ zi1 . Note
that for all nonnegative integers a, b, every integer i and every point z in Dpzi, 1q,
the set t´aptbpzqq is contained in Dpzi`b´a, 1q. Let c in p0, 1q be such that B
is contained in Bpcq :“ Ťr´1i“0 Dpzi, cq, let ρ and κc be given by Lemma 3.7 and
let i1 ě 0 be a sufficiently large integer so that cκi1c ă ρ.
Fix E in
Ťr´1
i“0 Dpzi, 1q and let m ě 1 be a given integer. Without loss of
generality we assume E P Dpz0, 1q. We treat the cases m ă i1 and m ě i1
separately. If m ă i1, then we have
degpTpmpEq|Bpcqq ď degpTpmpEqq “ p
m`1 ´ 1
p´ 1 ď p
i1m.
Now, assume m ě i1. If for every i in t0, . . . ,mu the set t´pm´iqptipEqq is disjoint
from Dpz2i´m, cq, then
degpTpmpEq|Bpcqq “
mÿ
i“0
degppt˚qpm´iqprtipEqsq|Dpz2i´m,cqq “ 0.
So we assume this is not the case and denote by i0 the least integer i in t0, . . . ,mu
such that t´pm´iqptipEqq contains a pointE0 inDpz2i´m, cq. Note that by Lemma 3.7piiiq
the point E1 :“ ti1pE0q satisfies
|E1 ´ z2i0´m`i1 |p ď cκi1c ă ρ,
so it is in Dpz2i0´m`i1 , ρq.
If m ď i0 ` i1, then we have
deg
`
TpmpEq|Bpcq
˘ “ mÿ
i“i0
deg
`pt˚qm´iprtipEqsq˘
ď
mÿ
i“i0
pm´i “ p
m´i0`1 ´ 1
p´ 1 ď p
i1pm` 1q.
Suppose m ą i0 ` i1, and let i be an integer satisfying i0 ď i ď m´ i1. Noting
that for every E1 in t´pm´iqptipEqq we have
degtm´ipE1q “ degtm´i´i1 pti1 pE1qqdegti1 pE1q,
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we obtain
(5.6) pt˚qm´iprtipEqsq “
ÿ
E2Pt´pm´i´i1qptipEqq
degtm´i´i1 pE2qpt˚qi1prE2sq.
On the other hand, for every z in t´pm´iqptipEqq contained in Dpz2i´m, cq, we have
by Lemma 3.7piiiq and our choice of i1,
|ti1 pzq ´ z2i´m`i1 |p ď cκi1c ă ρ,
so ti1pzq P Dpz2i´m`i1 , ρq. Since for such z we have
tm´i´i1 pti1pzqq “ tipEq “ tm´i´i1pt2i´2i0 pE1qq
and by Lemma 3.7piiq the map tm´i´i1 is injective on Dpz2i´m`i1 , ρq, we conclude
that ti1 pzq “ t2i´2i0 pE1q. Since we also have
deg
tm´i´i1
pt2i´2i0 pE1qq “ 1
by Lemma 3.7piiq, when we restrict (5.6) to Dpz2i´m, cq we obtain
pt˚qm´iprtipEqsq|Dpz2i´m,cq “ pt˚qi1prt2i´2i0 pE1qsq|Dpz2i´m,cq,
and therefore
deg
`pt˚qm´iprtipEqsq|Dpz2i´m,cq˘ ď deg `pt˚qi1prt2i´2i0 pE1qsq˘ “ pi1 .
Together with Proposition 3.4 and our definition of i0, this implies
deg
`
TpmpEq|Bpcq
˘
ď
m´i1´1ÿ
i“i0
deg
`pt˚qm´iprtipEqsq|Dpz2i´m,cq˘` mÿ
i“m´i1
deg
`pt˚qm´iprtipEqsq˘
ďpi1pm´ i0 ´ i1q `
mÿ
i“m´i1
pm´i
ďpi1pm` 1q.
This completes the proof of Proposition 5.3 with C1 “ 2pi1 . 
Proposition 5.4. Let D and D1 be residue discs contained in YordpCpq. Then
for every ε ą 0 there is a constant C1 ą 0 such that for every E in D and every
integer n ě 1 that is not divisible by p, we have
degpTnpEq|D1q ď C2nε.
To prove this proposition we first establish an intermediate estimate.
Lemma 5.5. Let e and e1 be ordinary elliptic curves over Fp, and for each inte-
ger n ě 1 denote by Homnpe, e1q the set of isogenies from e to e1 of degree n. Then,
for every ε ą 0 we have
(5.7) #Homnpe, e1q “ opnεq.
Proof. Assume there is a nonzero element φ0 in Hompe1, eq, for otherwise there is
nothing to prove. Then, the map ι : Hompe, e1q Ñ Endpeq given by ιpφq “ φ0 ˝ φ is
an injection, and degpιpφqq “ degpφ0qdegpφq. It is thus enough to prove (5.7) when
e1 “ e.
Since e is ordinary, the ring Endpeq is isomorphic to an order inside a quadratic
imaginary extension K of Q. Moreover, the isomorphism can be taken such that
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the degree of an isogeny is the same as the field norm of the corresponding element
in K, see, e.g., [Sil09, Chapter V, Theorem 3.1]. Let d be the discriminant of K.
Then Od,1 is the ring of integers of K, and hence it is enough to show
#tx P Od,1 : xx “ nu “ opnεq.
Since the group of unitsOˆd,1 is finite, this estimate follows from (2.2) and (2.13). 
Proof of Proposition 5.4. Let e be the ordinary elliptic curve over Fp so that D
1 “
Dpjpeqq. In view of Lemma 5.5, it is sufficient to show that for every E in D and
every integer n ě 1 that is not divisible by p we have
(5.8) degpTnpEq|D1 q ď #Homnp rE, eq.
Since the function E ÞÑ degpTnpEq|D1q is locally constant by Lemma 2.1, it is
sufficient to establish this inequality in the case where E is in YordpCunrp q.
To prove (5.8), recall that the reduction morphism E Ñ rE induces a bijective
map Erns Ñ rErns, see for example [Sil09, Chapter VII, Proposition 3.1(b)]. In
addition, note that for a subgroup C of E of order n such that jpE{Cq is in D1,
there is an isogeny rE Ñ e whose kernel is equal to the reduction of C. This defines
an injective map
tC ď E : #C “ n, jpE{Cq P D1u Ñ Homnp rE, eq,
proving (5.8) and completing the proof of the proposition. 
Proof of Proposition 5.2. Let C1 and C2 be given by Propositions 5.3 and 5.4, re-
spectively. Let ζ in Fp be such that B Ď Dpζq, let r ě 1 be the minimal period
of ζ under the Frobenius map and put O :“ Ťr´1i“0 Dpζpiq.
Let E in D be given. By (5.4), for every E1 in supppTn0pEqq that is not in O
we have
degpTpmpE1q|Bq ď degpTpmpE1q|Oq “ 0.
On the other hand, for every E1 in supppTn0pEqq that is in O, we have by Propo-
sition 5.3
degpTpmpE1q|Bq ď C1m` 1.
Together with (2.6) and Proposition 5.4 with D1 “ Dpζq, . . . ,Dpζpr´1q, this implies
degpTpmn0pEq|Bq ď pC1m` 1qdegpTn0pEq|Oq ď rC2pC1 ` 1qpm` 1qnε0.
This proves the theorem with C “ rC2pC1 ` 1q. 
5.3. Hecke orbits in the supersingular reduction locus. The purpose of this
section is to prove the following result on Hecke orbits inside the supersingular
reduction locus. In the case where E is in YsupspCpq, Theorem C with n “ pmn0 is
a direct consequence of this result together with (2.1) and Lemma 2.3.
Proposition 5.6. For every e in YsupspFpq fix an arbitrary γe in Dpjpeqq and for
every r ą 0, put
Bprq :“
ď
ePYsupspFpq
Dpγe, rq.
Then the following properties hold.
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piq For every r in p0, 1q there is a constant C ą 0 such that for every E
in YsupspCpq, every integer m ě 0 and every integer n0 ě 1 that is not
divisible by p, we have
degpTpmn0pEq|Bprqq ď Cσ1pn0q.
piiq For every r0 in p0, 1q and every integer m0 ě 0, there is r in p0, 1q such
that for every m in t0, . . . ,m0u and integer n0 ě 1 not divisible by p, we
have for every E in Bpr0q
supppTpmn0pEqq Ď Bprq.
The proof of this result is based on the following lemma, giving for each inte-
ger m ě 0 a formula for the correspondence τm defined in Proposition 4.5. To state
this lemma, for each integer k ě 0 put
xk :“ p
p` 1 ¨ p
´k and Ik :“ rxk`1, xks,
and note that
Ť8
k“0 Ik “
ı
0, p
p`1
ı
. Moreover, for all integers k, k1 ě 0 denote by
A
p`1q
k,k1 : Ik Ñ Ik1 (resp. Ap´1qk,k1 : Ik Ñ Ik1)
the unique affine bijection preserving (resp. reversing) the orientation. Note that
for every k ě 0 we have 1´Ap`1qk,0 “ Ap´1qk,0 and that for every k1 ě 1 we have
(5.9) pA
p˘1q
k,k1 “ Ap˘1qk,k1´1.
Lemma 5.7. For each integer m ě 0 denote by τm the correspondence acting
on
”
0, p
p`1
ı
defined in Proposition 4.5. Then for all integers k,m ě 0, we have
τm|Ik “$&%
řm
i“0 p
i
´
A
p`1q
k,2i´pm´kq
¯
˚
if m ď k;řm´k´1
i“0 p
i
´
A
pp´1qm´k´iq
k,i
¯
˚
`řmi“m´k pi ´Ap`1qk,2i´pm´kq¯˚ if m ě k ` 1.
Proof. Fix k ě 0. We proceed by induction on m. The case m “ 0 is trivial and
the case m “ 1 is a direct consequence of the definition given in Proposition 4.5.
Let m ě 2 be given and suppose that the lemma holds with m replaced by m´ 1
and by m´ 2. If m ď k, then by (5.9)
τ1pτm´1|Ikq “
m´1ÿ
i“0
pi
´
A
p`1q
k,2i´pm´kq
¯
˚
`
m´1ÿ
i“0
pi`1
´
A
p`1q
k,2i´pm´kq`2
¯
˚
“ pτm´2|Ik `
mÿ
i“0
pi
´
A
p`1q
k,2i´pm´kq
¯
˚
,
which proves the induction step in the case m ď k. In the case m “ k ` 1,
using 1´Ap`1qk,0 “ Ap´1qk,0 we have
τ1pτk|Ikq “
´
A
p´1q
k,0
¯
˚
`
kÿ
i“1
pi
´
A
p`1q
k,2i´1
¯
˚
`
kÿ
i“0
pi`1
´
A
p`1q
k,2i`1
¯
˚
“ pτk´1|Ik `
´
A
p´1q
k,0
¯
˚
`
k`1ÿ
i“1
pi
´
A
p`1q
k,2i´1
¯
˚
.
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This proves the induction step in the case m “ k ` 1. If m “ k ` 2, then
τ1pτk`1|Ikq “
´
A
p`1q
k,0
¯
˚
` p
´
A
p´1q
k,1
¯
˚
`
k`1ÿ
i“1
pi
´
A
p`1q
k,2i´2
¯
˚
`
k`1ÿ
i“1
pi`1
´
A
p`1q
k,2i
¯
˚
“
´
A
p`1q
k,0
¯
˚
` p
´
A
p´1q
k,1
¯
˚
` pτk|Ik `
k`2ÿ
i“2
pi
´
A
p`1q
k,2i´2
¯
˚
.
This proves the induction step in the case m “ k ` 2. Finally, if m ě k ` 3,
then τ1pτm´1|Ikq is equal to´
A
pp´1qm´kq
k,0
¯
˚
`
m´k´2ÿ
j“1
pj
´
A
pp´1qm´k´j´1q
k,j´1
¯
˚
`
m´k´2ÿ
j“0
pj`1
´
A
pp´1qm´k´j´1q
k,j`1
¯
˚
`
m´1ÿ
i“m´k´1
pi
´
A
p`1q
k,2i´pm´kq
¯
˚
`
m´1ÿ
i“m´k´1
pi`1
´
A
p`1q
k,2i´pm´k´2q
¯
˚
“
m´k´1ÿ
ℓ“0
pℓ
´
A
pp´1qm´k´ℓq
k,ℓ
¯
˚
` p
m´k´3ÿ
s“0
ps
´
A
pp´1qm´k´s´2q
k,s
¯
˚
`
mÿ
i“m´k
pi
´
A
p`1q
k,2i´pm´kq
¯
˚
` p
m´2ÿ
i“m´k´2
pi
´
A
p`1q
k,2i´pm´k´2q
¯
˚
“ pτm´2|Ik `
m´k´1ÿ
ℓ“0
pℓ
´
A
pp´1qm´k´ℓq
k,ℓ
¯
˚
`
mÿ
i“m´k
pi
´
A
p`1q
k,2i´pm´kq
¯
˚
.
This completes the proof of the induction step and of the lemma. 
Proof of Proposition 5.6. Let pvp and pτmq8m“0 be as in Proposition 4.5.
To prove piq, let r in p0, 1q be given. By Proposition 4.3 there is an integer ℓ ě 0
such that pvppBprqq Ď rxℓ, x0s. Then the desired assertion follows from Proposi-
tion 4.5 and by the observation that by Lemma 5.7 for every x in s0, x0s we have
degpτmpxq|rxℓ,x0sq ď 1` p` ¨ ¨ ¨ ` pℓ.
To prove piiq, let r0 in p0, 1q and an integer m0 ě 0 be given. By Proposi-
tion 4.3 there is an integer ℓ ě 0 such that pvppBpr0qq Ď rxℓ, x0s and r in p0, 1q such
that pv´1p prxℓ`m0 , x0sq Ď Bprq. Then the desired inclusion follows from Proposi-
tion 4.5 by noting that by Lemma 5.7 for every x in rxℓ, x0s and everym in t0, . . . ,m0u,
we have supppτmpxqq Ď rxℓ`m0 , x0s. 
Appendix A. Lifting the Hasse invariant in characteristic 2 and 3
When p equals 2 or 3 it is not possible to lift the Hasse invariant Ap´1 to
a modular form of level one, holomorphic at infinity, over Zppq. There are two
approaches to solve this issue. On the one hand, there are liftings of A41 and A
3
2
in the desired space (namely, the Eisenstein series E4 and E6). On the other
hand, considering level structures, liftings can be constructed as algebraic modular
forms over Zppq of the expected weight but higher level. In this appendix we recall
both approaches, following [Kat73, Section 2.1], and give a quantitative comparison
between them, embodied in Proposition A.1 below. Such comparison is needed in
Section 4.2.
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We start by recalling level structures. Let R be a ring and let n ě 1 be an
integer which is assumed to be invertible in R. Let E be an elliptic curve over R
in the sense of Section 4.1. A level n structure on E over R is an isomorphism
αn : Erns Ñ pZ{nZq2 of group schemes over R.
Given an integer n ě 1 and an arbitrary ring R0 where n is invertible, an
algebraic modular form of level n ě 1 over R0 is a family of maps F “ pFRqRPR0-Alg
such that for any R P R0-Alg, the R-valued map FR is defined on the the set of
triples pE,ω, αnq, where E is an elliptic curve over R P R0-Alg, together with a
differential form in Ω1
E{RpEq1 and a level n structure. The element FRpE,ω, αnq P R
must define an assignment satisfying properties analogous to piq, piiq and piiiq stated
in Section 4.1. See [Kat73, Section 1.2] for further details.
When R0 contains 1{n and a primitive n-th root of unity, the q-expansions
of an algebraic modular form F of level n over R0 are defined as the elements of
ZppqqqbZR0 obtained by evaluating F at the triples pTatepqnq, ωcan, αnqR0 consisting
of the Tate curve Tatepqnq (see Section 5.1) with its canonical differential ωcan,
viewed as defined over Zppqqq bZ R0, with αn varying over all level n structures of
Tatepqnq over Zppqqq bZR0. If all of the q-expansions of F lie in ZJqKbZ R0 then F
is called holomorphic at infinity. For algebraic modular forms F of level one there
is only one q-expansion, which coincides with the previously defined F pqq.
According to [Kat73, p. 98], for any level 3 ď n ď 11 odd, there exists a
lifting of A1 to a modular form of level n, weight one, holomorphic at infinity,
over Zr1{ns. We define E1 as any such lifting and set npE1q :“ n. Similarly,
when m ě 4 and 3 ∤ m, there exists a lifting of A2 to a modular form of level m,
weight two, holomorphic at infinity, over Zr1{ms. We define E2 as any such lifting
and set npE2q :“ m.
The following statement is a comparison between both approaches.
Proposition A.1. Let E P YsupspCpq and let ω be a differential form in Ω1E{OppEq1.
piq For any level npE1q structure α on E we have
ord2pE4pE,ωqq ă 3ô ord2pE41pE,ω, αqq ă 3,
in which case ord2pE4pE,ωqq “ ord2pE41pE,ω, αqq.
piiq For any level npE2q structure α on E we have
ord3pE6pE,ωqq ă 5
2
ô ord3pE32pE,ω, αqq ă
5
2
,
in which case ord3pE4pE,ωqq “ ord3pE32pE,ω, αqq.
Proof. In order to prove piq, we start by recalling the q-expansion
E4pqq “ 1` 240
8ÿ
n“1
σ3pnqqn,
obtained by setting k “ 4 in (4.2). Since ord2p240q “ 4, we have E4pqq ” 1
mod 24. Now, put n1 :“ npE1q, let ζn1 be a primitive n1-th roof of unity and
define R1 :“ Zr1{n1, ζn1 s. By the definition of E1 we have
E1pTatepqn1q, ωcan, αn1q ” A1pqn1q ” 1 mod 2R1,
hence
E41pTatepqn1q, ωcan, αn1q ” 1 ” E4pqn1q mod 23R1,
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for any level n1 structure αn1 on Tatepqn1q. We conclude that the form f obtained
by reducing modulo 23Zr1{n1s the form E4´E41 is an algebraic modular form of
weight 4, level n1 over Z{23Z, whose q-expansions over pZ{23Zqrζn1 s vanish iden-
tically. By [Kat73, Theorem 1.6.1] we deduce that f “ 0. By compatibility with
base change we conclude that for any Zr1{n1s-algebra R and any triple pE,ω, αn1q
over R we have
E4pE,ωq ´ E41pE,ω, αn1q ” fppE,ω, αn1qR{23Rq ” 0 mod 23R.
In particular, choosing R “ Op, we get
(A.1) ord2pE4pE,ωq ´ E41pE,ω, αn1qq ě 3,
for every E P YsupspCpq, every basis ω of Ω1E{Op and every level n1 structure αn1
on E. Then, piq is a direct consequence of (A.1) and the ultrametric inequality.
The proof of piiq is unfortunately less straightforward. This is because the same
argument used to prove (A.1) only yields the inequality
ord3pE6pE,ωq ´ E32pE,ω, αn2qq ě 2,
valid for any level n2 :“ npE2q structure αn2 on E, but such inequality does not
imply the desired result. On the other hand, the above argument allows us to infer
(A.2) ord3pE4pE,ωq ´ E22pE,ω, αn2qq ě 1.
In order to prove piiq we introduce the series
(A.3) G2pτq “ 1` 24
8ÿ
n“1
´
σ1pnq ´ 2σ1
´n
2
¯¯
e2πinτ , τ P H,
where σ1
`
n
2
˘
is defined as zero when n is odd. It is known that G2 is a classical
holomorphic modular form of weight two for the group Γ0p2q “ tg P SL2pZq :
g ” p ˚ ˚0 ˚ q mod 2u.¶ By [Kat73, Corollary 1.9.1], G2 defines an algebraic modular
over Z r1{2s of weight two and level two. This form satisfies the identity
(A.4) 4G32 “ E6`3 E4 G2.
Indeed, the space of modular forms over C of weight six for Γ0p2q has dimen-
sion 2, see the dimension formulas in [DS05, Chapter 3]. By comparing Fourier
expansions, it is easy to check that E6 and E4 G2 are linearly independent over C,
hence they form a basis of such space. This implies that there exist a, b P C with
G32 “ a E6`b E4 G2. Then, (A.4) follows at the level of classical modular forms by
computing the values of a and b, which can be done by comparing Fourier expan-
sions. Finally, the fact that (A.4) holds as an identity between algebraic modular
forms over Z r1{2s is a consequence of [Kat73, Corollary 1.9.1].
We also recall the identity
E26´E34 “ 1728∆.
At the level of classical modular forms, see for example [DS05, Sections 1.1 and 1.2].
Then, this identity holds at the level of algebraic modular forms by the same rea-
soning as before. Given E P YsupspCpq and a differential form ω in Ω1E{OppEq1, we
have ∆pE,ωq P Oˆp since E has good reduction. This implies
(A.5) ord3pE26pE,ωq ´ E34pE,ωqq “ 3.
¶Up to an explicit multiplicative factor, this is denoted by G2,2 in [DS05, Section 1.2].
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By using (A.4) and (A.5), we will now prove piiq. Let α be a level n2 structure on E.
First, assume that ord3pE2pE,ω, αqq ă 56 . From (A.4) we see that the reduction
modulo 3 of G2 equals A2. Since the same holds for E2, we conclude that
(A.6) ord3pE2pE,ω, αq ´G2pE,ω, βqq ě 1,
for any level two structure β. In particular
ord3pG2pE,ω, βqq “ ord3pE2pE,ω, αqq ă 5
6
.
By (A.4) we have
E6pE,ωq “ G2pE,ω, βq p4G22pE,ω, βq ´ 3E4pE,ωqq.
But by (A.2) and (A.6) we also have
ord3p3 E4pE,ωqq “ 1` ord3pE4pE,ωqq
ě 1`mint1, ord3pG22pE,ω, βqqu
ą ord3pG22pE,ω, βqq,
hence
ord3pE6pE,ωqq “ ord3pG32pE,ω, βqq “ ord3pE32pE,ω, αqq.
This proves one implication. Let us now prove the reciprocal. We start by assuming
that ord3pE6pE,ωqq ă 52 . If ord3pE4pE,ωqq ă 1, then we can use (A.2), (A.5)
and (A.6) to deduce that ord3pE34pE,ωqq “ ord3pE26pE,ωqq and ord3pG22pE,ω, βqq “
ord3pE4pE,ωqq. This implies
ord3p3G2pE,ω, βq E4pE,ωqq “ 1` ord3pE6pE,ωqq ą ord3pE6pE,ωqq.
By (A.4) and (A.6) we conclude
ord3pE32pE,ω, αqq “ ord3pG32pE,ω, βqq “ ord3pE6pE,ωqq.
Now, if ord3pE4pE,ωqq ě 1 then (A.2) and (A.6) imply ord3pG22pE,ω, βqq ě 1,
giving
ord3p3G2pE,ω, βq E4pE,ωqq ě 5
2
ą ord3pE6pE,ωqq.
As before, we conclude ord3pE32pE,ω, αqq “ ord3pE6pE,ωqq. This proves the recip-
rocal implication and completes the proof of the proposition. 
Appendix B. Eichler–Shimura analytic relation
In this appendix we further study the canonical branch t of Tp that is defined
on YordpCpq in Section 3.1. We start extending t, as follows. Recall that vp de-
notes Katz’ valuation, defined in Section 4.1. Extend vp to Y pCpq as vp ” 0
outside YsupspCpq, and put
(B.1) Np :“
"
E P Y pCpq : vppEq ă p
p` 1
*
.
On Np X YsupspCpq, we use the definition of t in Lemma 4.6. To define t at a
point E in YbadpCpq, let z in Dp0, 1q˚ and let ϕz : Cˆp {zZ Ñ TatepzqpCpq be the
isomorphism of analytic groups as in Section 5.1. Then we define
HpEq :“ ϕzptζzn P Cˆp : ζp “ 1, n P Zu{zZq, and tpEq :“ E{HpEq.
Note that in the notation (5.2) of Section 5.1, we have HpEq “ Cp,zp . The
map t : Np Ñ Y pCpq so defined is the canonical branch of Tp.
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The goal of this appendix is to prove the following result.
Theorem B.1 (Eichler–Shimura analytic relation). The canonical branch t of Tp
is given by a finite sum of Laurent series, each of which converges on all of Np.
Furthermore, for every E in NpzYbadpCpq we have
(B.2) ordpptpjpEqq ´ jpEqpq ě 1´ vppEq,
and for every E in Y pCpq we have
(B.3) TppEq “
#
t˚pEq ` rtpEqs if vppEq ď 1p`1 ;
t˚pEq if vppEq ą 1p`1 .
In view of (B.2), the relation (B.3) can be seen as refinement and a lift to Np
of the classical Eichler–Shimura congruence relation, see for example [Shi71, Sec-
tion 7.4] or [DS05, Section 8.7].
The proof of Theorem B.1 is at the end of this appendix. When restricted
to YordpCpq, it is a direct consequence of Theorem 3.3 and Proposition 3.4 with m “
1. To prove (B.3) for E in YsupspCpq, we use Lemma 4.6. To prove this relation
on YbadpCpq, we use the results on the uniformization of p-adic elliptic curves with
multiplicative reduction, recalled in Section 5.1. To prove (B.2) and that t is a
finite sum of Laurent series for p ě 5, we use Theorem 3.3 in Section 3.1. For p “ 2
and 3, we use Proposition B.2 below, whose proof is based on the explicit formulae
in [Mes86, Appendice]. This result also provides a proof of Theorem 3.3 when p “ 2
and 3
Note that for p “ 2 and 3, the set YsupspFpq consists of a single point whose
j-invariant is equal to 0 and to 1728, see for example [Sil09, Chapter V, Section 4].
Proposition B.2. Put j2 :“ 0 and j3 :“ 1728, and consider the polynomialsqk2pzq :“ ´93 ¨ 24z ` 627 ¨ 28 and qk3pzq :“ 328 ¨ 32z2 ` 85708 ¨ 33z ` 1263704 ¨ 35.
Then for p “ 2 and 3, the canonical branch t of Tp admits a Laurent series expan-
sion of the form
tpzq “ pz ´ jpqp ` jp ` qkppz ´ jpq ` 8ÿ
n“1
A
ppq
n
pz ´ jpqn ,
where for every n ě 1 the coefficient Appqn is in Z and satisfies
ordppAppqn q ě
#
4` 8n if p “ 2;
3
2
` 9
2
n if p “ 3,
with equality if n “ 1.
To prove this proposition, we introduce some notation and recall the explicit
formulae in [Mes86, Appendice]. For K “ C or Cp, we use j to identify Y pKq
with K and consider Tp as a correspondence acting on DivpKq. Let Y0ppq, αp
and βp be as in Section 2.2, so that Tp “ pj ˝ αpq˚ ˝ pj ˝ βpq˚. Denote by
wp : Y0ppqpKq Ñ Y0ppqpKq
the Atkin–Lehner or Fricke involution, defined by wppE,Cq :“ pE{C,Erps{Cq and
note that βp “ αp ˝ wp. Identify Y0ppqpCq with the quotient Γ0ppqzH and denote
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by η : HÑ C Dedekind’s eta function, defined by
ηpτq :“ exp
ˆ
πiτ
12
˙ 8ź
n“1
p1´ expp2πinτqq.
Then for p “ 2 or 3, the function pxp : HÑ C defined by
pxppτq :“ ˆ ηpτq
ηppτq
˙ 24
p´1
descends to a complex analytic isomorphism xp : Y0ppqpCq Ñ C. Moreover, defining
pαppzq :“ # pz`24q3z if p “ 2;pz`33qpz`3q3
z
if p “ 3, and pwppzq :“
#
212
z
if p “ 2;
36
z
if p “ 3,
we have j ˝αp “ pαp ˝xp and xp ˝wp “ pwp ˝xp, see [Mes86, pp. 238, 239]. It follows
that, if we put
pβppzq :“ pαp ˝ pwppzq “ # pz`28q3z2 if p “ 2;pz`33qpz`35q3
z3
if p “ 3,
then j ˝ βp “ pβp ˝ xp and therefore Tp “ ppαpq˚ ˝ pβ˚p as algebraic correspondences
over C. Since Tp, pαp and pβp are all defined over Q, we have that the equality Tp “
ppαpq˚ ˝ pβ˚p also holds as algebraic correspondences over DivpY pCpqq.
The following elementary lemma is used the proof of Proposition B.2. Given r
in p0, 1q, and a Laurent series ř8n“0 Anzn in Z q 1z y, put››››› 8ÿ
n“0
An
zn
›››››
r
:“ supt|An|pr´n : n ě 0u.
Lemma B.3. Let δpzq in 1
z
Z
q
1
z
y
be given and put fpzq :“ zp1 ` δpzqq. Then
there is ∆pzq in 1
z
Z
q
1
z
y
such that F pzq :“ zp1`∆pzqq satisfies F pfpzqq “ z. If in
addition for some r in p0, 1q we have }δ}r ď 1, then }∆}r ď 1.
Proof. We start defining recursively a sequence p∆nq8n“0 in 1zZ
“
1
z
‰
such that for
every integer n ě 0,
zn∆npzq P Zrzs,∆n`1pzq ” ∆npzq mod 1
zn`1
Z
„
1
z

,
and the Laurent polynomial Fnpzq :“ zp1`∆npzqq satisfies
Fnpfpzqq ” z mod 1
zn
Z
„
1
z

.
For n “ 0 put ∆0pzq “ 0, so F0pfpzqq “ fpzq ” z mod Z
“
1
z
‰
. Let n ě 0 be
an integer so that ∆n is already defined and let A in Z be the coefficient of
1
zn
in Fnpfpzqq. Then for ∆n`1pzq :“ ∆npzq ´ Azn`1 , we have
pFn`1 ´ Fnqpfpzqq “ ´ A
znp1 ` δpzqqn “ ´
A
zn
˜
1`
8ÿ
k“1
p´δpzqqk
¸n
” ´ A
zn
mod
1
zn`1
Z
„
1
z

,
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and therefore
Fn`1pfpzqq ´ z “ Fnpfpzqq ´ z ` pFn`1 ´ Fnqpfpzqq ” 0 mod 1
zn`1
Z
„
1
z

.
This completes the definition of the sequence p∆nq8n“0. It follows that the unique
series ∆ in 1
z
Z
q
1
z
y
satisfying for every n ě 0 the congruence
∆pzq ” ∆npzq mod 1
zn`1
Z
s
1
z
{
,
satisfies F pfpzqq “ z.
To prove the last assertion, note that for every r in p0, 1q,
Ir :“
 
zp1` gpzqq : gpzq P 1
z
Z
q
1
z
y
, }g}r ď 1
(
is a collection of series in Z
q
1
z
y
that is closed under composition. It follows from
the above construction that, if for some r in p0, 1q we have }δ}r ď 1, then for every
integer n ě 0 the series Fn and Fn ˝ f are both in Ir. This implies that F is in Ir,
as wanted. 
The proof of Proposition B.2 is given after the following lemma, which is also
used in the proof of Theorem B.1.
Lemma B.4. For an arbitrary prime number p, the right-hand side of (3.3) con-
verges to t on YordpCpq Y YbadpCpq.
Proof. Let ΦppX,Y q be the modular polynomial of level p, as defined in Section 2.2,
so that for every z in YordpCpq we have Φppz, tpzqq “ 0. By Theorem 3.3, the finite
sum of Laurent series on the right-hand side of (3.3) converges on YordpCpq Y
YbadpCpq to a function pt extending t, and for z in YbadpCpq we have |ptpzq|p “ |z|pp.
It follows that for every z in YbadpCpq we have Φppz,ptpzqq “ 0, so ptpzq is in the
support of Tppzq. Combining (5.1) and (5.3), we conclude that ptpzq “ tpzq. 
Proof of Proposition B.2. Note that if we put r2 :“ 2´8 and r3 :“ 3´ 92 , then for p “
2 and 3 we have by Proposition 4.3,
Np :“ tz P Cp : |z ´ jp|p ą rpu.
For p “ 2 and 3, put qαp :“ pαp ´ jp and qβp :“ pβp ´ jp.
Note that for p “ 3, we have
qα3pzq “ pz2 ` 2 ¨ 32z ´ 33q2
z
and qβ3pzq “ pz2 ´ 2 ¨ 35z ´ 39q2
z3
.
So, for p “ 2 and 3 the rational map δppzq :“ z´1qβppzq´ 1 is a Laurent polynomial
in 1
z
Z
“
1
z
‰
satisfying }δp}rp ď 1. In particular, for every z in the setqNp :“ tz1 P Cp : |z1|p ą rpu,
we have |qβppzq|p “ |z|p, so qβp maps qNp into itself. By Lemma B.3 there is ∆ppwq
in 1
w
Z
q
1
w
y
such that }∆p}rp ď 1 and such that the map
Fp : qNp Ñ qNp
w ÞÑ Fppwq :“ wp1 `∆ppwqq
is an inverse of qβp||Np .
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We show below that t coincides with the map
qt : Np Ñ Cp
z ÞÑ qtpzq :“ pqαp ˝ Fpqpz ´ jpq ` jp.
Once this is established, the proposition follows from explicit computations using
the estimates,
}∆p}rp ď 1,
›››› qα2pwqw2
››››
2´4
ď 1 for p “ 2, and
›››› qα3pwqw3
››››
3
´ 3
2
ď 1 for p “ 3.
By definition, for each z in pNp the pointqtpzq is in the support of Tppzq “ pαpq˚ ˝ β˚p pzq.
Moreover, for every z in YbadpCpq we have |qtpzq|p “ |z|pp, so by (5.1) and (5.3) we
have qtpzq “ tpzq. Combined with Lemma B.4, this implies that qt and t agree
on YordpCpqYYbadpCpq. In view of Proposition 4.3 and Lemma 4.6, to prove that qt
and t agree on NpXYsupspCpq it is sufficient to show that for every w in qNpXMp we
have |pqαp ˝ Fpqpwq|p ‰ |w| 1pp . Note that for every w in qNp we have |Fppwq|p “ |w|p.
A direct computation shows that for p “ 2 we have
|pqα2 ˝ F2qpwq|2
$’&’%
“ |w|22 if 2´4 ă |w|2 ă 1;
ď 2´8 if |w|2 “ 2´4;
“ 2´12|w|2 if r2 ă |w|2 ă 2´4,
and that for p “ 3 we have
|pqα3 ˝ F3qpwq|3
$’&’%
“ |w|33 if 3´
3
2 ă |w|3 ă 1;
ď 3´ 92 if |w|3 “ 3´ 32 ;
“ 3´6|w|3 if r3 ă |w|3 ă 3´
3
2 .
In all the cases we have |pqαp ˝ Fpqpwq|p ‰ |w| 1pp . This completes the proof of t “ qt,
and of the proposition. 
Proof of Theorem B.1. We first prove (B.2), and the assertions about the Laurent
series expansion. For p “ 2 and 3, these are given by Proposition B.2. Assume p ě
5. For each e in YsupspFpq, let je be given by Proposition 4.3, and define PsupspXq “ś
ePYsupspFpqpX´jeq as in the proof of this proposition. Since the reduction modulo p
of the polynomial Psups is separable, for every e in YsupspFpq we have that je is
in Qunrp . Put βe :“ je. Denote by pt the finite sum of Laurent series in the right-
hand side of (3.3) for these choices of pβeqePYsupspFpq. It follows from Theorem 3.3
and Proposition 4.3 that pt converges on Np, and by Lemma B.4 that for every z
in YbadpCpq Y YordpCpq we have ptpzq “ tpzq. We proceed to prove that for every z
in pNp :“ Np X YsupspCpq we also have ptpzq “ tpzq.
Denote by ΦppX,Y q the modular polynomial of level p defined in Section 2.2.
Note that for every z in YbadpCpq Y YordpCpq we have
(B.4) Φppptpzq, zq “ Φppz,ptpzqq “ 0.
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Since pt is analytic, (B.4) holds for every z in Np. In view of Lemma 4.6, this implies
that for every E in pNp we have either vppptpEqq “ 1pvppEq, or
(B.5) vppptpEqq
$’’&’’%
“ pvppEq if vppEq P
ı
0, 1
p`1
ı
;
ě pvppEq if vppEq “ 1p`1 ;
“ 1´ vppEq if vppEq P
ı
1
p`1 ,
p
p`1
”
.
We now prove that (B.5) holds for every E in pNp. Fix e in YsupspFpq, and note that
the function
ν :
ı
0, p
p`1
”
XQ Ñ Q
r ÞÑ νprq :“ inftvppptpEqq : E P Dpjpeqq, vppEq “ ru,
extends continuously to
ı
0, p
p`1
”
. Thus, either (B.5) holds for every E in Np X
Dpjpeqq, or for every E in this set we have vppptpEqq “ 1pvppEq. So, to prove
that (B.5) holds for every E in Np XDpjpeqq it is sufficient to prove that it holds
for some E0 in Np XDpjpeqq. Choose E0 in Np XDpjpeqq such that z0 :“ jpE0q
satisfies
0 ă ordppz0 ´ jeq ă 1
p` 1 .
By Theorem 3.3 we have
ordp
´ptpz0q ´ zp0 ´ pkpz0q¯ ě 1´ ordppz0 ´ jeq ą pp` 1 .
Since ordppz0 ´ jeq ă 1p , we also have
ordppptpz0q ´ jpeq “ p ordppz0 ´ jeq ă pp` 1 .
Combined with ordppjpe ´ jeppqq ě 1 and ordpppkpz0qq ě 1, this implies
(B.6) ordp
´ptpz0q ´ jeppq¯ “ p ordppz0 ´ jeq,
and therefore (B.5) with E “ E0. This completes the proof that (B.5) holds for
every E in pNp. In view of (B.4), Proposition 4.3, and Lemma 4.6, it follows that
for every z in pNp we have ptpzq “ tpzq. By Theorem 3.3 we also obtain (B.2).
It remains to prove (B.3) for an arbitrary prime number p. Note that for E
in YordpCpq this is given by Proposition 3.4 with m “ 1, and that for E in YbadpCpq
this follows from the combination of (5.1), and of (5.3) with n “ p. It remains to
prove (B.3) for E in pNp. By the considerations above, and the proof of Proposi-
tion B.2, we have that (B.5) holds for every prime number p and for every E in pNp.
By Lemma 4.6 we deduce that:
1. t maps
N 1p :“
"
E P Y pCpq : 0 ă vppEq ă 1
p` 1
*
onto pNp, and for every E in pNp the divisor pt|N 1pq˚pEq has degree p;
2. t maps
Sp :“
"
E P Y pCpq : vppEq “ 1
p` 1
*
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onto Bp :“ YsupspCpqz pNp, and for every E in Bp the divisor pt|Spq˚pEq has
degree p` 1;
3. tmapsAp :“ pNpzpN 1pYSpq onto itself, and for everyE in Ap we have pt|Apq˚pEq “
rtpEqs.
The proof of (B.3) is divided in the following cases:
1. For E in Bp, we have t
˚pEq “ pt|Spq˚pEq and this divisor has degree p` 1.
Together with (B.4) this implies TppEq “ t˚pEq;
2. For E in Ap, we have t
˚pEq “ pt|N 1pq˚pEq`pt|Apq˚pEq and this divisor has
degree p` 1. As in the previous case we conclude that TppEq “ t˚pEq;
3. For E in N 1p Y Sp, we have t˚pEq “ pt|N 1pq˚pEq and this divisor is of
degree p. Combined with (B.4) this implies that the divisor TppEq ´ t˚pEq
has degree 1. On the other hand, by (B.5) the point tpEq is not in the
support of t˚pEq, so by (B.4) we have T pEq ´ t˚pEq “ rtpEqs.
This completes the proof of (B.3), and of the theorem. 
References
[Apo76] Tom M. Apostol. Introduction to analytic number theory. Springer-Verlag, New York-
Heidelberg, 1976. Undergraduate Texts in Mathematics.
[Ber90] Vladimir G. Berkovich. Spectral theory and analytic geometry over non-Archimedean
fields, volume 33 of Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 1990.
[Bil97] Yuri Bilu. Limit distribution of small points on algebraic tori. Duke Math. J., 89(3):465–
476, 1997.
[Bil99] Patrick Billingsley. Convergence of probability measures. Wiley Series in Probability
and Statistics: Probability and Statistics. John Wiley & Sons, Inc., New York, second
edition, 1999. A Wiley-Interscience Publication.
[BR10] Matthew Baker and Robert Rumely. Potential theory and dynamics on the Berkovich
projective line, volume 159 of Mathematical Surveys and Monographs. American Math-
ematical Society, Providence, RI, 2010.
[Bri06] David Brink. New light on Hensel’s lemma. Expo. Math., 24(4):291–306, 2006.
[Buz03] Kevin Buzzard. Analytic continuation of overconvergent eigenforms. J. Amer. Math.
Soc., 16(1):29–55, 2003.
[CM06] Robert Coleman and Ken McMurdy. Fake CM and the stable model of X0pNp3q. Doc.
Math., (Extra Vol.):261–300, 2006.
[Coh07] Henri Cohen. Number theory. Vol. II. Analytic and modern tools, volume 240 of Grad-
uate Texts in Mathematics. Springer, New York, 2007.
[COU01] Laurent Clozel, Hee Oh, and Emmanuel Ullmo. Hecke operators and equidistribution
of Hecke points. Invent. Math., 144(2):327–351, 2001.
[Cox13] David A. Cox. Primes of the form x2`ny2. Pure and Applied Mathematics (Hoboken).
John Wiley & Sons, Inc., Hoboken, NJ, second edition, 2013. Fermat, class field theory,
and complex multiplication.
[CU04] Laurent Clozel and Emmanuel Ullmo. E´quidistribution des points de Hecke. In Con-
tributions to automorphic forms, geometry, and number theory, pages 193–254. Johns
Hopkins Univ. Press, Baltimore, MD, 2004.
[Deu41] Max Deuring. Die Typen der Multiplikatorenringe elliptischer Funktionenko¨rper. Abh.
Math. Sem. Hansischen Univ., 14:197–272, 1941.
[DI95] Fred Diamond and John Im. Modular forms and modular curves. In Seminar on Fer-
mat’s Last Theorem (Toronto, ON, 1993–1994), volume 17 of CMS Conf. Proc., pages
39–133. Amer. Math. Soc., Providence, RI, 1995.
[dJN91] Johan de Jong and Rutger Noot. Jacobians with complex multiplication. In Arithmetic
algebraic geometry (Texel, 1989), volume 89 of Progr. Math., pages 177–192. Birkha¨user
Boston, Boston, MA, 1991.
[DKW18] T.-C. Dinh, L. Kaufmann, and H. Wu. Dynamics of holomorphic correspondences on
Riemann Surfaces. ArXiv e-prints, August 2018.
CONVERGENCE OF CM POINTS TOWARDS THE GAUSS POINT 47
[DS05] Fred Diamond and Jerry Shurman. A first course in modular forms, volume 228 of
Graduate Texts in Mathematics. Springer-Verlag, New York, 2005.
[Duk88] W. Duke. Hyperbolic distribution problems and half-integral weight Maass forms. In-
vent. Math., 92(1):73–90, 1988.
[Dwo69] B. Dwork. p-adic cycles. Inst. Hautes E´tudes Sci. Publ. Math., (37):27–115, 1969.
[EO06] Alex Eskin and Hee Oh. Ergodic theoretic proof of equidistribution of Hecke points.
Ergodic Theory Dynam. Systems, 26(1):163–167, 2006.
[FvdP04] Jean Fresnel and Marius van der Put. Rigid analytic geometry and its applications,
volume 218 of Progress in Mathematics. Birkha¨user Boston, Inc., Boston, MA, 2004.
[GK17] E. Z. Goren and P. L Kassaei. p-adic Dynamics of Hecke Operators on Modular Curves.
ArXiv e-prints, November 2017.
[Haz78] Michiel Hazewinkel. Formal groups and applications, volume 78 of Pure and Applied
Mathematics. Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York-
London, 1978.
[HMR19] S. Herrero, R. Menares, and J. Rivera-Letelier. p-Adic distribution of CM points and
Hecke orbits. II. Linnik equidistribution on supersingular reduction locus. Preprint,
2019.
[Iwa87] Henryk Iwaniec. Fourier coefficients of modular forms of half-integral weight. Invent.
Math., 87(2):385–401, 1987.
[Kat73] Nicholas M. Katz. p-adic properties of modular schemes and modular forms. pages
69–190. Lecture Notes in Mathematics, Vol. 350, 1973.
[Koh03] Winfried Kohnen. Transcendence of zeros of Eisenstein series and other modular func-
tions. Comment. Math. Univ. St. Pauli, 52(1):55–57, 2003.
[KZ98] Masanobu Kaneko and Don Zagier. Supersingular j-invariants, hypergeometric series,
and Atkin’s orthogonal polynomials. AMS/IP Studies in Advanced Mathematics, 7:97–
126, 1998.
[Lan87] Serge Lang. Elliptic functions, volume 112 of Graduate Texts in Mathematics. Springer-
Verlag, New York, second edition, 1987. With an appendix by J. Tate.
[Lan94] Serge Lang. Algebraic number theory, volume 110 of Graduate Texts in Mathematics.
Springer-Verlag, New York, second edition, 1994.
[Lin68] Yu. V. Linnik. Ergodic properties of algebraic fields. Translated from the Russian by M.
S. Keane. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 45. Springer-Verlag
New York Inc., New York, 1968.
[LS64] Ju. V. Linnik and B. F. Skubenko. Asymptotic distribution of integral matrices of third
order. Vestnik Leningrad. Univ. Ser. Mat. Meh. Astronom., 19(3):25–36, 1964.
[Mes86] J.-F. Mestre. La me´thode des graphes. Exemples et applications. In Proceedings of the
international conference on class numbers and fundamental units of algebraic number
fields (Katata, 1986), pages 217–242. Nagoya Univ., Nagoya, 1986.
[MV06] Philippe Michel and Akshay Venkatesh. Equidistribution, L-functions and ergodic the-
ory: on some problems of Yu. Linnik. In International Congress of Mathematicians.
Vol. II, pages 421–457. Eur. Math. Soc., Zu¨rich, 2006.
[Ric18] Rodolphe Richard. Re´partition galoisienne ultrame´trique d’une classe d’isoge´nie de
courbes elliptiques: le cas de la mauvaise re´duction. Application aux hauteurs locales.
J. The´or. Nombres Bordeaux, 30(1):1–18, 2018.
[RL03] Juan Rivera-Letelier. Dynamique des fonctions rationnelles sur des corps locaux.
Aste´risque, (287):xv, 147–230, 2003. Geometric methods in dynamics. II.
[Roq70] Peter Roquette. Analytic theory of elliptic functions over local fields. Hamburger Math-
ematische Einzelschriften (N.F.), Heft 1. Vandenhoeck & Ruprecht, Go¨ttingen, 1970.
[Shi71] Goro Shimura. Introduction to the arithmetic theory of automorphic functions. Pub-
lications of the Mathematical Society of Japan, No. 11. Iwanami Shoten, Publishers,
Tokyo; Princeton University Press, Princeton, N.J., 1971. Kanoˆ Memorial Lectures,
No. 1.
[Sie35] Carl Siegel. U¨ber die Classenzahl quadratischer zahlko¨rper. Acta Arithmetica, 1(1):83–
86, 1935.
[Sil94] Joseph H. Silverman. Advanced topics in the arithmetic of elliptic curves, volume 151
of Graduate Texts in Mathematics. Springer-Verlag, New York, 1994.
[Sil09] Joseph H. Silverman. The arithmetic of elliptic curves, volume 106 of Graduate Texts
in Mathematics. Springer, Dordrecht, second edition, 2009.
48 SEBASTIA´N HERRERO, RICARDO MENARES, AND JUAN RIVERA-LETELIER
[Tat95] John Tate. A review of non-Archimedean elliptic functions. In Elliptic curves, modular
forms, & Fermat’s last theorem (Hong Kong, 1993), Ser. Number Theory, I, pages
162–184. Int. Press, Cambridge, MA, 1995.
[Zha01] Shouwu Zhang. Heights of Heegner points on Shimura curves. Annals of Mathematics,
153(1):27–147, 2001.
Instituto de Matema´ticas, Pontificia Universidad Cato´lica de Valpara´ıso, Blanco
Viel 596, Cerro Baro´n, Valpara´ıso, Chile.
E-mail address: sebastian.herrero.m@gmail.com
Facultad de Matema´ticas, Pontificia Universidad Cato´lica de Chile, Vicun˜a Mackenna
4860, Santiago, Chile.
E-mail address: rmenares@mat.uc.cl
Department of Mathematics, University of Rochester. Hylan Building, Rochester,
NY 14627, U.S.A.
E-mail address: riveraletelier@gmail.com
URL: http://rivera-letelier.org/
