This paper describes the first differential power and electromagnetic analysis attacks performed on a hardware implementation of an elliptic curve cryptosystem. In the same time we also compared the metrics used in differential power and electromagnetic radiation attacks. We describe the use of the Pearson correlation coefficient, the distance of mean test and the maximum likelihood test. For each metric the number of measurements needed to get a clear idea of the right guess of the key-bit is taken as indication of the strength of the metric.
Introduction
Elliptic curve cryptography (ECC) was proposed independently by Miller [13] and Koblitz [9] in the 80's. Since then a considerable amount of research has been performed on secure and efficient ECC implementations. The benefits of ECC, when compared with classical cryptosystems such as RSA [23] , include: higher speed, lower power consumption and smaller certificates, which are especially useful for wireless applications.
There is a vast literature on differential power analysis (DPA) and differential electromagnetic radiation analysis (DEMA). This paper describes the first DPA and DEMA attack performed on a FPGA implementation of an elliptic curve cryptosystem over GF(p) [17] . The attacks in previous papers were performed on software implementations or were only simulations of attacks. With the start of differential power analysis in [10] , followed by the differential electromagnetic analysis [8, 22] , several metrics were used to decide for the correct hypothesis. The literature mentions metrics such as the distance of mean test [10] , the correlation analysis [18] and the maximum likelihood test [3] , all explained in Section 2.2. As we wanted to know which of those yields the best results, we compare them based on the number of measurements needed to obtain the correct key. The number of measurements for the key guess to stabilize is representative for the quality of the metric. The paper is structured as follows: In Section 2, the theoretical background of elliptic curves, the power and electromagnetic radiation attacks and the different statistical methods for differential analysis are discussed. Section 3 gives an overview of the previous work in this area. This section is followed by a description of the measurement setup (Section 4). Section 5, describes differential power analysis attack and Section 6 describes differential electromagnetic analysis attack. Section 7 concludes the paper.
Theoretical background

Elliptic curves over GF(p)
An elliptic curve E is expressed in terms of the simplified Weierstrass equation: y 2 = x 3 + ax + b, where a, b 2 GF(p) with 4a 3 + 27b 2 5 0 (mod p). The inverse of the point P = (x 1 , y 1 ) is ÀP = (x 1 ,Ày 1 ). The sum P + Q of the points P = (x 1 , y 1 ) and Q = (x 2 , y 2 ) (assume that P ; Q; 6 ¼ O, and P 5 ±Q) is the point R = (x 3 ,y 3 ) where:
: For P = Q, the ''doubling'' formulae are: : The point at infinity O plays a role analogous to that of the number 0 in ordinary addition. Thus, P þ O ¼ P and P þ ðÀP Þ ¼ O for all points P. The points on an elliptic curve together with the operation of addition form an Abelian group. Then it is straightforward to introduce the point or scalar multiplication as main operation for elliptic curve cryptosystem (ECC). This operation can be calculated by with the always double-and-add algorithm as shown in Algorithm 1. For details see [13, 9, 4] .
Algorithm 1. Elliptic curve point multiplication (ECPM)
Input:
Power and electromagnetic analysis attacks
The power consumption of CMOS circuits is data-dependent. However, for the attacker, the relevant question is to know whether this data-dependent behavior is observable.
The first practical implementation of a power analysis attack on the DES was reported in [10] by Kocher et al. Since then, several organizations have developed the skills to conduct these measurements in practice; this now includes knowledge about statistics, the properties of the attacked cryptographic algorithms and the measurement setup.
The current that flows during the transition of the output of a CMOS gate, causes a variation of the electromagnetic field surrounding the chip that can be monitored by inductive probes which are particularly sensitive to the related impulse. The electromotive force across the sensor (Lentz' law) relates to the variation of magnetic flux as follows [25] :
where V is the probe's output voltage, / the magnetic flux sensed by probe, t is the time,B is the magnetic field andÃ is the area that it penetrates.
Maxwell's equation based on Ampère's law relates the magnetic field to their origin:
whereJ is the current density,Ẽ is the electrical field, is the dielectric permittivity and l is the magnetic permeability. Two types of power and electromagnetic analysis attacks are distinguished. In a simple power and electromagnetic analysis (SPA and SEMA) attack, an attacker uses the side-channel information from one measurement directly to determine (parts of) the secret key. In a differential power and electromagnetic analysis (DPA and DEMA) attack, many measurements are used in order to filter out noise. While SPA and SEMA exploits the relationship between the executed operations and the side channel data, DPA and DEMA exploits the relationship between the processed data and the side channel data.
Methods for differential analysis
Correlation analysis
In this analysis, the model predicts the amount of side-channel information for a certain moment of the execution. These predictions are correlated to the real side-channel information. The correlation can be measured with the Pearson correlation coefficient [6] . Let t i denote the ith measurement data and T the set of measurements. Let p i denote the prediction of the model for the ith measurement and P the set of such predictions. Then we calculate
In Eq. (1), E(T) denotes the expected (average) measurement data of the set of measurements T and Var(T) denotes the variance of the set of measurements T. Note that T and P are said to be uncorrelated, if C(T,P) equals zero; otherwise, they are said to be correlated. If their correlation is high, i.e., if C(T,P) is close to +1 or À1, it is assumed that the prediction of the model, and thus the key hypothesis, is correct.
Distance of mean test
A distance of mean test begins by running the cryptographic algorithm for N random values of input. For each of the N inputs, I i , a discrete time side-channel signal, S i [j], is collected and the corresponding output, O i , may also be collected. The side-channel signal S i [j] is a sampled version of the side-channel output of the device during the execution of the algorithm that is being attacked. The index i corresponds to the I i that produces the signal and the index j corresponds to the time of the sample. The S i [j] are split into two sets using a partitioning function, D(AE):
The next step is to compute the average side-channel signal for each set:
where jS 0 j + jS 1 j = N. By subtracting the two averages, a discrete time differential side-channel bias signal,
Selecting an appropriate D function results in a differential side channel bias signal that can be used to verify guessed part of the secret key.
Maximum likelihood test
If O i , i = 1, . . . , L indicates L independent sets of measured signals and if H k , k = 1, . . . , K represents K equally likely hypotheses on some property of these signals, then the maximum likelihood hypothesis test decides in favor of
If we have two hypotheses, we will choose for hypothesis
Assume that O i is a vector of length n and that for all hypotheses the signal has a multivariate Gaussian distribution; under these conditions and taking the natural logarithm of the previous formula, we get that we choose H 1 when
where l H i , i = 0, 1, is the mean value of H i . When this theory is used in the traditional distance of mean test and by going over this differentially with the use of a void hypothesis H v , which means using a random division into the 0-bin and the 1-bin, we will decide in favor of
at the correct point in time. The following maximum likelihood estimators are used for the expected values of the mean and the variance: 
Previous work
Power analysis attacks
After the description of power-analysis attacks by Kocher et al. [10] , the first paper dedicated to the application of these types of attacks to public-key cryptosystems was from Messerges et al. [12] . They studied the application of PA attacks on software implementations of modular exponentiations in smart cards.
Walter et al. observe in [27] that also modular subtractions can be used to determine the secret key. In [26] Walter shows, how to attack an RSA secret key without multiple measurements and additionally he shows that also certain implementations of sliding window techniques might be vulnerable to PA attacks.
Coron's work [7] was the first article on PA attacks dedicated solely to ECC. A conclusion from this paper is that implementations of a static elliptic curve Diffie-Helman (ECDH) and an elliptic curve integrated encryption scheme (ECIES) protocol should be made resistant to power analysis attacks.
Nguyen and Shparlinski pointed out that also the scalar point-multiplication in the elliptic curve digital signature algorithm (ECDSA) must resist PA attacks in [14] . The paper gives a rigorous treatment of this topic. Romer and Seifert treated the same topic with more heuristic arguments in a similar paper [24] .
Oswald has developed another type of attack in [20] , to attack countermeasures which are based on randomizing (variants of) the binary algorithm. This attack can defeat countermeasures that randomize the sequence of instructions in the binary algorithm in a certain way [21] under the assumption that the power trace from an EC point-addition operation can be distinguished from the power trace of an EC point-doubling operation. Okeya and K. Sakurai mounted another type of attack to defeat certain variants of these randomization approaches in [16] . It assumes that an attacker can monitor several executions of an EC scalar point-multiplication with the same scalar and it additionally assumes that EC point-addition and EC point-doubling can be distinguished.
Electromagnetic analysis attacks
It is well-known that the US government has been aware of electromagnetic leakage since the 1950's. The resulting standards are called TEMPEST; partially declassified documents can be found in [15] . The first pub-lished papers are work of Quisquater and Samyde [22] and the Gemplus team [8] . Quisquater and Samyde showed that it is possible to measure the electromagnetic radiation from a smart card. Their measurement setup consisted of a sensor which was a simple flat coil, a spectrum analyzer or an oscilloscope and a Faraday cage. Quisquater also introduced the terms simple EMA (SEMA) and Differential EMA (DEMA). The work of Gemplus deals with experiments on three algorithms: DES, RSA and COMP128. They observed the feasibility of EMA attacks and compared them with power analysis attacks in favor of the first.
According to Agrawal et al. there are two types of emanations: intentional and unintentional [2, 1] . The first type results from direct current flows. The second type is caused by various couplings, modulations (AM and FM), etc. The two papers mentioned above deal exclusively with intentional emanations. To the contrary, the real advantage over other side-channel attacks lies in exploring unintentional emanations [2, 1] . More precisely, EM leakage consists of multiple channels. Therefore, compromising information can be available even for DPA resistant devices which can be detached from the measurement equipment.
Namely, besides carefully exploring all available EM emanations an attacker can also focus on a combination of two or more side-channels. Agrawal et al. defined these so-called multi-channel attacks in which the side-channels are not necessarily of a different kind [3] . For example, they discussed combined power and EM analysis but also multi-channel DPA attacks. The former uses a CMOS leakage model and the maximum-likelihood principle for performing and analyzing.
Mangard also showed that near-field EM attacks can be conducted even with a simple hand-made coil in [11] . Besides that he showed that measuring the far-field emissions of a smart card connected to a power supply unit also suffices to determine the secret key used in the smart card.
Carlier et al. showed that EM side channels from an FPGA implementation of AES can be effectively used by an attacker to retrieve some secret information in [5] . They worked close to the FPGA and by this way were able to get rid of the effects of other computations made at the same time.
Up to now, most papers on EMA applied similar techniques as power analysis while apparently much more information is available to be explored. It is likely that future work will also deal with combinations of EMA with other side channel attacks.
Measurement setup
The measurement setup consists of the FPGA board with a Xilinx Virtex 800 FPGA presented in [19] , an Tektronix TDS714L oscilloscope, a Tektronix CT1 current probe, a handmade loop antenna, a function generator and a power supply. The total power consumption and the electromagnetic radiation of the FPGA were measured simultaneously while it executes an elliptic curve point multiplication with the key and a point on the curve.
DPA Attack on an FPGA implementation of an elliptic curve cryptosystem over GF(p)
In this section, we conduct a DPA attack on a FPGA implementation of an elliptic curve processor over GF(p) [17] . The current consumption trace of one EC point multiplication is shown in Fig. 2a .
The target for our DPA attack is the second most significant bit (MSB) of the key, k lÀ2 , in Algorithm 1. There are two temporary point registers in the design, Q 1 and Q 2 . These temporary points and the output point Q are updated in the following order.
Step 1: Q P Step 3: Q 1 2Q = 2P Step 4: Q 2 Q 1 + P = 3P
Step 5: Q n Step 6 :
Step 8 :
Step 3:
The first step of the DPA attack is to find the point to measure. The current consumption trace of an EC point multiplication is shown in Fig. 2 . The highest seven spikes on Fig. 2 show the end of seven EC point doubling operations. Because these spikes are clearly higher than other spikes on the current consumption trace, our attack point is one of these seven spikes. The first one corresponds to the end of the first EC doubling operation. As shown above this spike shows the end of the second operation which is Q 1 2P and this step is executed independently from the key bits. The third, fourth and later spikes need the knowledge of the k lÀ2 , k lÀ3 etc. Hence our choice for the measurement point is the second update of Q 1 after the second EC point doubling (Step 3). We use the transitions between the previous value of Q 1 , 2P, and the new value at our target point, 4P or 6P according to the value of k lÀ2 as the power consumption predictions.
Correlation analysis
In the first step of our attack, we have produced a power consumption file. For this purpose, we have chosen N random points on the EC and one fixed, but random key, k. The FPGA executes N point multiplications such that Q i = [k]P i for i = 1, 2, . . . , N. We have measured the power consumption of the FPGA during 2400 clock cycles around the second update of Q 1 . The clock frequency applied to the chip was around 300 kHz and the sampling frequency of the oscilloscope was 250 MHz. With these measurements, we have produced a N · 2,000,000 matrix, M 1 . The current consumption trace of one of these measurements, is shown in Fig. 2b . We have applied a pre-processing technique to reduce the amount of measurement data in every clock cycle. We have found the maximum value of the measurement data in each clock cycle as M 2 (i, j) = max(M 1 (i,D i AE (j À 1) + 1:D i AE j)), where i = 1, . . . , N, j = 1, . . . , 2400. M 2 (i, j) is the element of the matrix M 2 at the ith row and the jth column. D i is the number of samples per clock cycle during ith measurement,
Because the clock frequency of the function generator in our experiments was varying slightly during the measurements we have to find D i . In order to compute D i we have to know the exact clock frequency. We have calculated the discrete Fourier transform (DFT) of the ith measurement, corresponding the ith row of M 1 . As the clock frequency can vary between 250 kHz and 375 kHz, we have searched between these frequencies for the maximum value in the DFT trace. The result for the first measurement is shown in Fig. 3 . According to this figure the clock frequency during the first measurement was 302.8 kHz. Hence, D 1 = 250 · 10 6 / 302.8 · 10 3 = 825.63. Fig. 4 shows the first measurement after taking the maximum value in every clock cycle. We have implemented the EC point multiplication with Algorithm 1 in the C programming language. The C program computes N EC point multiplications with N EC points and the key. The EC points and the key are the same as the ones given to the FPGA during the measurements. During the execution of the EC point multiplications, the C program computes the number of bits that change from 0 to 1 in some registers at the steps corresponding to the five spikes shown in Fig. 4 . The number of transitions is used as the power consumption prediction.
One of the steps of the attack is to find the right steps in the C program to predict the power consumption which corresponds to the measurement points. As we want to measure the power consumption of the FPGA around the last clock cycle of the second EC doubling in Step 3 of Algorithm 1, the third spike in Fig. 4 corresponds to this event. Hence we can predict it by counting the number of transitions between the bits of the coordinates of Q 1 and Q 2 ; for k lÀ2 = 0 we count the number of transitions between 2P and 4P and for k lÀ2 = 1 between 2P and 6P.
We have produced two power consumption prediction matrixes, M 3 and M 4 , for the k lÀ2 = 0 and k lÀ2 = 1 guesses, respectively. M 3 and M 4 have one column for the third spike and N rows for the N EC points. Now we can learn the right value of k lÀ2 by finding the correlations between M 3 and M 4 and the column of M 2 which corresponds to the third spike in Fig. 4 . If the correlation between M 3 and M 2 is higher than the correlation between M 4 and M 2 , then we decide that k lÀ2 = 0, otherwise we decide that k lÀ2 = 1. We are also interested in finding the minimum number of measurements that are necessary to find the right key-bit. Fig. 5 shows the change in correlation between M 3 and M 4 and the column of M 2 which corresponds to the third spike in Fig. 4 according to the number of measurements used.
It is visible from Fig. 5 that the correlation for the prediction for the k lÀ2 = 1 guess is higher than the correlation for the prediction for the k lÀ2 = 0 guess. By using the first 4000 measurements the decision of k lÀ2 = 1 can be made.
Distance of mean test
We produce a new measurement matrix, M 5 , from M 2 by taking 20 columns around each column of M 2 that corresponds to a spike in Fig. 4 . Thus, M 5 has 100 columns and N rows. We use the prediction matrices M 3 (for k lÀ2 = 0 guess) and M 4 (for k lÀ2 = 1 guess) explained in Section 5.1 in order to split the measurements into sets. There are two sets for the k lÀ2 = 0 guess and the k lÀ2 = 1 guess. We calculate the mean value of M 3 and M 4 , E(M 3 ) and E(M 4 ), respectively. If the prediction for the jth (j = 1, 2, . . . , 10,000) measurement for k lÀ2 = 0 guess is smaller than E(M 3 ) (M 3 (j) < E(M 3 )) then jth measurement is put in set S 1,1 , otherwise in set S 1,2 . If the prediction for the jth (j = 1, 2, . . . , 10,000) measurement for k lÀ2 = 1 guess is smaller than E(M 4 ) (M 4 (j) < E(M 4 )) then jth measurement is put in set S 2,1 , otherwise in set S 2,2 . Then we calculate the mean values for each of the sets and find the bias signal for the jth guess as T j = E(S j,2 ) À E(S j,1 ). The current consumption bias signals for k lÀ2 = 0 and k lÀ2 = 1 guesses are shown in Fig. 6 . The figure shows a high peak on the expected spot on the line for the k lÀ2 = 1 guess. Hence the decision for the right key-bit is again equal to 1.
In order to compare the correlation analysis and distance of mean test we should also find the number of measurements needed to find the right key bit for the distance of mean test. Fig. 7 shows the change in the amplitude of all the clock cycles on the current consumption bias signals for the k lÀ2 = 1 guess. The number of measurements on these traces are the number of measurements in the sets S 2,1 , S 2,2 described above. The number of measurements in these sets are nearly the same. Hence we should multiply the number of measurements seen in Fig. 7 by two in order to find the needed number of measurements. As it is shown in Fig. 7 , 9000 measurements are needed to distinguish the right clock cycle from the wrong ones. When we compare the results shown in Figs. 5 and 7 , we conclude that we need approximately two times more measurements for the distance of mean test than for correlation analysis.
Maximum likelihood test
We reuse the measurement matrix, M 5 , from Section 5.2. We use the prediction matrices M 3 (for k lÀ2 = 0 guess) and M 4 (for k lÀ2 = 1 guess) explained in Section 5.1 in order to split the measurements into sets. There are again two sets for the k lÀ2 = 0 guess and the k lÀ2 = 1 guess produced in the same way as in the previous section. Then we calculate (2) for each guess of key-bit and compare it against each other. The current consumption bias signals for k lÀ2 = 0 and k lÀ2 = 1 guesses are shown in Fig. 8 . The figure shows a high peak on the expected spot on the line for the k lÀ2 = 1 guess. Hence the decision for the right key-bit is again 1.
In order to compare with the other metrics we should again find the number of measurements needed to find the right key-bit for the maximum likelihood test. Fig. 9 shows the change in the amplitude of all the clock cycles on the current consumption bias signals for the k lÀ2 = 1 guess. As it is shown in Fig. 9 , 5000 measurements are needed to distinguish the right clock cycle from the wrong ones. When we compare the results shown in Figs. 5, 7 and 9, we conclude that the maximum likelihood test on the power measurements needs more or less the same number of measurements as the correlation analysis but twice fewer as the distance of mean test. In this section, we conduct a DEMA attack on a FPGA implementation of our elliptic curve processor over GF(p). One EM measurement of this architecture is shown in Fig. 10a . The target for our DEMA attack is the second MSB of the key, k lÀ2 , in Algorithm 1. Fig. 11 and the k lÀ2 = 0 and k lÀ2 = 1 guesses.
Correlation analysis
In the first step of our attack, we have produced an electromagnetic radiation file. For this purpose, we have measured the electromagnetic radiation at the same time as the power consumption measurements given in Section 5.1 and produced M 1 in the same way. The electromagnetic radiation trace of one of these measurements is shown in Fig. 10b .
We have applied the same pre-processing technique as in Section 5.1 to the data from the oscilloscope. Fig. 11 shows the 1st measurement after taking the maximum value in every clock cycle.
We have predicted the electromagnetic radiation of the FPGA during the events which correspond to the third spike shown in Fig. 11 for k lÀ2 = 0 and k lÀ2 = 1 guesses as Fig. 12 indicates that the correlation for the prediction for the k lÀ2 = 1 guess is higher than the correlation for the prediction for the k lÀ2 = 0 guess. By just using the first 2000 measurements the decision of k lÀ2 = 1 can be made.
Distance of mean test
The EM radiation measurements are split into the sets with the partitioning function as defined in Section 5.2. The electromagnetic bias signals for guesses k lÀ2 = 0 and k lÀ2 = 1 are shown in Fig. 13 . The figure shows a high peak on the expected spot on the line for the k lÀ2 = 1 guess in Fig. 13 . Hence the decision for the right key bit is again 1. Again we find the number of measurements needed to find the right key bit for distance of mean test. Fig. 14 shows the change in the amplitude of all the data points on the EM radiation bias signals for the k lÀ2 = 1 guess. The right clock cycle is visible by using 7000 measurements in Fig. 14. When we compare the results shown in Figs. 12 and 14, we should use five times more measurements for the distance of mean test than for correlation analysis.
Maximum likelihood test
The same processing technique as for the power measurements in Section 5.3 is applied to the set of electromagnetic radiation measurements. The result is shown in Fig. 15 . The figure shows no high peak on the expected spot on the line for the k lÀ2 = 1 guess in Fig. 15 . Therefor a decision on the right key-bit can not be made. The right clock cycle is not visible by using the maximum likelihood test in Fig. 16 . The reason for this can be that using the same prediction model for power and electromagnetic radiation is not always a good choice or that the amount of measurements we took is insufficient.
Conclusions
We have implemented differential power and electromagnetic analysis attacks on an FPGA implementation of elliptic curve cryptosystems over GF(p). We use three well-known techniques for DPA and DEMA: correlation analysis, a distance of mean test and a maximum likelihood test. The following table summarizes the number of measurements needed for each analysis technique.
From Table 1 , we conclude that correlation analysis reveals the right key bit by using two times fewer measurements than the distance of mean test for DPA and three times fewer for DEMA. The number of required electromagnetic radiation measurements is less than the power consumption measurements in order to find the right key bit for the correlation analysis and distance of mean test, but the maximum likelihood test does not give us the right key-bit with a DEMA attack.
This result can be explained as follows. We use a very simple handmade antenna shown in Fig. 1 . Because the diameter of the antenna is large and it is not isolated from any effect by any protection, the antenna collects all the signals in the air. We use the same prediction data for both power consumption and electromagnetic radiation, which is the number of transitions in the target registers. This is a correct model for power Fig. 16 . Change in the amplitude of the metric for the maximum likelihood test for the third spike in Fig. 11 , the k lÀ2 = 1 guess and for all clock cycles. consumption as it is related to the current flow to the load capacitances, but the electromagnetic radiation is also effected by the direction of the current internally and the surrounding electrical field. So the predictions for the electromagnetic radiation should be improved by taking into account some more parameters, among them the position of the antenna on the FPGA and the relative direction of the current flows. 
