In this paper we review some results obtained for a distributed control problem regarding a class of phase field systems of Caginalp type with logarithmic potential. The aim of the control problem is forcing the location of the diffuse interface to be as close as possible to a prescribed set. However, due to some discontinuity in the cost functional, we have to regularize it and solve the related control problem for the approximation. We discuss the necessary optimality conditions.
Introduction
This note is aimed to review and discuss the results contained in [17] , then it deals with a distributed control problem for the phase field system (see [12] and [11] )
in Q := (0, T ) × Ω, where Ω is a bounded domain in space and T is some final time. The variables ϑ and ϕ denote the (relative) temperature and the order parameter, respectively. Moreover, f stands for a source term and W represents the derivative of a double-well potential W. The initial conditions ϑ(0) = ϑ 0 and ϕ(0) = ϕ 0 and suitable boundary conditions must complement the system of equations in (1) . Let us fix homogeneous Dirichlet boundary conditions for ϑ (we recall that ϑ is a relative temperature so that 0 can play as a reference value) and no flux boundary conditions for ϕ, namely
on Σ := (0, T ) × Γ. Here, Γ is the boundary of Ω and ∂ n denotes the outward normal derivative. The condition for ϕ is very common in the literature since it is the natural one for the phase variable. Let us set an optimal control problem for the resulting initial-boundary state system. The control is considered as part of the forcing term f in the right-hand side of the first equation (1) and it is allowed to act only on a part Ω act ⊂ Ω. Hence, we can take f (t, x) = m(x) u(t, x), where m is in principle the characteristic function of Ω act and u is the control. The state system takes the form
ϑ = 0 and ∂ n ϕ = 0 on Σ,
and the control u is supposed to vary in some control box U ad . Our aim is forcing the location of the diffuse interface of ϕ, i.e., of the set {−ε ≤ ϕ ≤ ε} for some given ε > 0, to closely approach a prescribed set E ⊂ Q. Then, if we denote by χ E the characteristic function of E and by g the characteristic function of the interval [−ε, ε], the cost functional
where (ϑ, ϕ) is the state corresponding to u, can be considered. More generally, we could take a cost functional being the sum of two contributions:
where the second is based on a given reference temperature ϑ Q ∈ L 2 (Q) and some proportionality constant κ ≥ 0. With the choice (8) the optimal control (provided it exists) should balance the closeness of the set {−ε ≤ ϕ ≤ ε} to E and the smallness of the quantity |ϑ − ϑ Q | 2 , depending on the value of the coefficient κ.
At this point, we claim that the related problem would be rather difficult for every reasonable control box U ad . As this is essentially due to the discontinuous character of g, it turns out that the characteristic function g can be replaced by a continuous approximation of it (still denoted by g) or even, in order to generalize the problem, by any continuous function on R satisfying some growth condition that makes the cost functional meaningful for every admissible control u. Moreover, we can substitute χ E with a more general given function.
Anyhow, the difficulty due to the presence of the nonlinearity W (ϕ) in (4) remains. Concerning the double-well potential W, the typical example is provided by the classical regular potential (cf. [12] )
Of course, other choices of W are possible. A thermodynamically significant example is given by the so-called logarithmic double-well potential [7, 8, 38] , namely
where c > 0 is taken large enough in order that W log may actually exhibit two wells, with a local maximum at r = 0. More generally, the potential W can be assumed to be the sum W = β + π, for some convex and lower semicontinuous function β that is allowed to take the value +∞ as well, and for a smooth concave perturbation π. In such a case, β is supposed to be proper (not identically +∞) so that its subdifferential is well defined and can replace the derivative which might not exist. In this respect, an interesting example is the so-called double obstacle potential (see [35] )
where 
and it reads as differential inclusion. The mathematical literature on on phase field systems of Caginalp type is really vast: from the pioneering papers [12, 25] and the monography [11] we can count a number of contributions: among them, let us quote [23, 31, 32, 36, 39, 41] . On the other hand, we point out [6, 13, 15, 20, 22, 26, 27] for the analysis of AllenCahn type problems with singular potentials, also including the treatment of some optimal control problems, and [7, 8, 14, 29, 30, 38] for discussions and results on the Cahn-Hilliard equation with singular potentials. The paper [5] deals with the same Caginalp system (1) in order to investigate sliding mode control problems, whereas the recent contribution [4] is concerned with the conserved phase field model of Caginalp type and focuses on the internal feedback stabilization of the system.
About the optimal control problem, we point out that our concern will be the minimization of the cost functional
depending on the state variables ϑ and ϕ subjected to the state system (3)- (6), over all the controls belonging to some control box U ad . The data χ and ϑ Q are fixed in L 2 (Q), κ is a nonnegative constant and g : R → R is a continuous and bounded real function. As for the control box, we simply assume that
where u min and u max are given bounded functions. Let us stress here that we can prove the existence of an optimal control for a general class of potentials W, and of course this class includes the potentials W reg , W log and W obs defined in (9)- (11). However, the derivation of the first order necessary optimality conditions can be performed only in case of regular and singular potentials like W reg and W log . Hence, our analyis covers the case of rather general potentials (even singular) in the phase equation and cost functions J of the form (12) . As far as we know, the contributions on optimal control for Caginalp-type phase field models are quite a few, often restricted to the case of regular potentials or dealing with approximating problems when first order optimality conditions are discussed. In this framework, let us quote the papers [1, 33, 34, 37] and references therein. We also mention the papers [2] for the coupling with Navier-Stokes equations, [3] dealing with a phase relaxation model with double obstacle, [9] for the solification of an alloy, [16] for a boundary control problem with dynamic boundary conditions, [18, 19] addressing a nostandard system of phase field equations, [21] for a sharp interface control in a Penrose-Fife system, [24] dealing with an inverse problem for a discontinuous diffusion coefficient, [28] for the study of a damage phase field model in 2D, [40] for a phase field model with total variation functional, [41] for a a class of thermodynamically consistent models: all these contributions are of course involved with distributed or boundary optimal control problems.
The results
In this section, we state precisely the problem (3)-(6) and introduce our results. Recalling that Ω is the body where the evolution takes place, we assume Ω ⊂ R 3 to be a bounded smooth domain with boundary Γ. Given a final time T > 0, let
Concerning the structure of our system, we assume that
β : R → [0, +∞] is convex, proper and l.s.c. with
π : R → R is a C 1 function and π := π is Lipschitz continuous. (16) Setting
we denote by D(β) and D( β ) the effective domains of β and β , respectively. In addition, let β • (r) represent the element of β(r) having minimum modulus, for every r ∈ D(β) (see, e.g., [10, p. 28] ). In order to simplify notations, we also set
and endow these spaces with their natural norms. The notation · X stands for the norm in the generic Banach space X, while · p denotes the usual norm in both
, we may consider the function 1 * v defined by
(indeed, the symbol * is often employed for convolution products). About the state system, we set the assumptions on the initial data
and we look for a triplet (ϑ, ϕ, ξ) satisfying
ϑ(0) = ϑ 0 and ϕ(0) = ϕ 0 a.e. in Ω.
Note that the boundary conditions explicitly stated in (5) are now hidden in the properties (20) (due to the presence of the space V 0 ) and (21) (on account of the space W ). The above system (20)- (25) is well posed, as stated by the following result. (14)- (16) and (18)- (19), for every u ∈ L 2 (Q) the problem (20)- (25) has a unique solution (ϑ, ϕ, ξ). Moreover, the estimate
Theorem 1. Under the assumptions
holds true for some constant C 1 that depends only on Ω, T , the structure (14)- (16) of the system, the norms of the initial data in (18)-(19) and u 2 . Finally, if u i ∈ L 2 (Q), i = 1, 2, are given and (ϑ i , ϕ i , ξ i ), i = 1, 2, denote the respective solutions, then we have
for some constants C and C depending only on Ω, T , π and m.
Some further regularity of the solution follows from the next result.
Theorem 2. Assume (14)- (16) and (18)- (19) . Moreover, let
Then, the unique solution (ϑ, ϕ, ξ) provided by Theorem 1 also fulfils
for some constant C 2 with the same dependencies as C 1 plus the norms of the initial data associated to (28) .
for a similar constant C 3 that depends on ϑ 0 ∞ and u L ∞ (0,T ;H) as well. By further assuming that β
where the constant C 4 also depends on C 3 and β
In view of the above results, we can now specify the control-to-state mapping S and introduce the corresponding control problem. Let , ξ) is the unique solution to (20)- (25) corresponding to u.
We also want to give a precise definition of the control box and of the cost functional. To this aim, we suppose that
g : R → R is continuous and bounded (39) κ ∈ [0, +∞) and χ , ϑ Q ∈ L 2 (Q) (40) and, in view of (13) and (12), we recall that
The first result on the control problem is stated below. (14)- (16) and (18)- (19), let U ad and J be defined by (41)-(42). Then, there exists u * ∈ U ad such that
Theorem 3. Under the assumptions
From now on, the assumptions (14)- (16) as well as those on the structure and on the initial data are in force. Our aim is formulating the first order necessary optimality conditions: as U ad is convex, the desired necessary condition for optimality is
provided that the derivative DJ(u * ) exists in the dual space X * at least in the Gâteaux sense. Thus, the natural approach leads us to check whether S is Fréchet differentiable at u * and apply the chain rule to J = F • S. In order to carry out this program, we need further assumptions on the nonlinearities β, π and g. Namely, we also assume
β and π are C 2 functions and g is a C 1 function.
We remark that (45) implies β • = β. Moreover, the inclusion in (24) becomes ξ = β(ϕ) and now β and π enter the problem through their sum, mainly. Hence, for brevity we can set
and γ turns out to be a C 2 function on D(β). We also observe that the functions β and π resulting from the derivatives of the potentials W reg in (9) and W log in ( 
where ϕ inf , ϕ sup are constants lying in D(β) and depending only on Ω, T , the structure (14)- (16) and (45)- (46) of the system, the norms of the initial data associated to (18)- (19) , and the norms u ∞ , ϑ 0 ∞ and β(ϕ 0 ) ∞ .
As already announced, we aim to compute the Fréchet derivative of S. Then, we have to consider the linearized problem described below, which can be stated starting from a generic element u ∈ X.
Let u ∈ X, h ∈ X be given and set (ϑ, ϕ) := S(u). We are interested to find a pair (Θ, Φ) satisfying
and solving the following problem
Θ(0) = 0 and Φ(0) = 0 a.e. in Ω.
We can repeat here the remark concerning the boundary conditions for Θ and Φ: these boundary conditions are contained in (49) and (50).
Proposition 5. Let u ∈ X and (ϑ, ϕ) = S(u). Then, for every h ∈ X, there is a unique pair (Θ, Φ) solving the linearized problem (49)-(53). Moreover, the inequality
holds true for some constant C 5 depending only on Ω, T , the structure (14)- (16) and (45)- (46) of the system, the norms of the initial data associated to (18)- (19) , and the norms u ∞ , ϑ 0 ∞ and β(ϕ 0 ) ∞ . In particular, the linear map D : h → (Θ, Φ) is continuous from X to Y.
Therefore, the Fréchet derivative DS(u) ∈ L(X, Y) actually exists and coincides with the map D introduced in Proposition 5. This property being established, it is possible to exploit the chain rule with u := u * to show that the necessary condition (44) for optimality takes the form
where (ϑ * , ϕ * ) = S(u * ) and, for a given u ∈ U ad , the pair (Θ, Φ) is exacly the solution to the linearized problem (49)-(53) corresponding to h = u − u * . The final step then consists in eliminating the pair (Θ, Φ) from (55). This will be done by introducing a pair (p, q) solving the adjoint problem, that is, fulfilling the regularity requirements
and satisfying
Recalling the definition of the spaces V 0 and W , once more we point out that, as in previous cases (compare with (20)- (25) and (49)- (53)), the Dirichlet boundary condition for p is included in (56) whereas the Neumann boundary condition for q is in (57).
Theorem 6. Let u * be an optimal control and let (ϑ * , ϕ * ) = S(u * ) denote the corresponding state. Then there existes a unique solution (p, q) of the adjoint problem (56)-(60).
The last statement regards the optimality conditions. Theorem 7. Let u * be an optimal control. Moreover, let (ϑ * , ϕ * ) = S(u * ) and (p, q) be the associate state and the unique solution to the adjoint problem (58)-(60) given by Theorem 6. Then there holds m(x) p(t, x) u − u * (t, x) ≥ 0 for every u ∈ [u min (t, x), u max (t, x)], for a.a. (t, x) ∈ Q. (61)
In particular, we have that mp = 0 in the subset of Q where u min < u * < u max .
An easy consequence of Theorem 7 is the following. All the results stated in this section are rigorously proved in the paper [17] , to which we refer for details and proofs. As a final remark, let us point out that it would be interesting to extend the above results to the conserved phase field model of Caginalp type, in which the equation for the phase variable ϕ is replaced by the system ∂ t ϕ − ∆µ = 0, µ = −∆ϕ + β(ϕ) + π(ϕ) − ϑ in Q, and the additional variable µ, termed chemical potential, should also satisfy a no-flux boundary condition in order that the mean value of ϕ be conserved. The resulting system turns out to be a model for phase separaration in binary mixtures, in particular, and it is related to Cahn-Hilliard equations and systems (see, e.g., [4] and reference therein).
