Abstract. The dynamics of hybrid systems with mode dynamics of different dimensions is described. The first part gives some deterministic examples of such multi-mode multi-dimensional (M 3 D) systems. The second part considers such models under sequential switching at random times. More specifically, the backward Kolmogorov equation is derived, and Lie-algebraic methods are used in the case where the modes are linear. For Poissonian switched equi-dimensional modes, the diffusion limit and its implication in vibrational stability are studied. The motion of a pebble on an elevator belt is given as an example.
case.
Dynamics of M
3 D Systems. The dynamical system discussed in this paper is a switched mode system where we assume that the control on the system consists of a continuous time input u(·) and the switching times, {τ i }. In the stochastic problem, the latter are random and modeled as Poisson arrival times. For simplicity, we assume in this paper that the different modes (controlled vector fields from the set {f (a) (x (a) , u)}, with a ∈ Ξ), are sequenced in periodic order. The output in mode a is y = h (a) (x (a) ). It will be assumed that in each mode, the system may have different order. Thus, let dim x (a) = n (a) .
1
It will be advantageous to introduce ξ(t), a discrete state, taking values in the finite set, Ξ, to denote the mode operating at time t. If ξ(t) = a ∈ Ξ, then the dynamical system at t is given by the system in state space form
(1)ẋ (a) (t) = f (a) (x (a) , u), y = h (a) (x (a) , u).
with x (a) the state in the state space of mode a.
It is then simpler to parameterize the state by the sequential index rather than the identifier in Ξ. Thus if t is in the interval (τ i−1 , τ i ), set
f (ξ(t)) (x(t), u(t)) = f i (x i (t), u(t)), h (ξ(t)) (x(t), u(t)) = h i (x i (t), u(t))
The subscript i is not the i-th component of x in this paper! 2.1. State Space. In view of the above model, we take the discrete bundle over Ξ, with fiber R n (a) at a ∈ Ξ as the state space for this multi-mode delay system. The vector x (a) (t) ∈ R n (a) is called the partial state at t, and ξ(t) ∈ Ξ, the hybrid state At the switching instants, say from mode i to mode i+1, we consider pseudo continuity (defined below). 1 More generally, we could also let the input and output spaces be different in each mode. However, this does not add anything essentially novel and only complicates notation.
2.2. Pseudo continuity of the partial state. By pseudo-continuity, it will be understood that at the transition time τ i , the state x i in mode i is mapped to state x i+1 = S i x i , where the switching matrices {S i } N i=1 are fixed, with S i ∈ R ni+1×ni .
Note that if the cycle product P N 1 = S N S N −1 · · · S 2 S 1 were nilpotent, any arbitrary initial state would be zeroed with u ≡ 0 in an infinitesimally short time simply by fast switching. We shall exclude this case by imposing that the ordered product N i=1 S i is not nilpotent.
A linear state transformation may be applied in each of the given modes. Indeed, letting for T i ∈ GL ni (R), T i x i = x i , the effect on the switching matrices is
and transforms the ordered product P N 1 by similarity, i.e.,
This induces a transformation T = {T 1 , · · · , T N } on the discrete bundle. Such a transformation may be invoked to derive a canonical realization for the M 3 D system, for instance by requiring that P N 1 is in the Jordan canonical form.
Example
Consider the case N = 2, with n 1 = 2, n 2 = 3 and
With
we get
In general, one can make S i in the form [I, 0] or I 0 for i = 1, · · · , N − 1, and S N in Jordan canonical form (augmented with zeros). We note in passing that any cycle product P N +k k will have the same nonzero eigenvalues. For this canonical form, the small dimensional state is embedded into a larger one, and a larger one is truncated to map to the smaller state space at the switching time. At the end of the cycle, the map S N in addition rescales the state components (in the simple case).
Examples of
2.3.1. Autonomous system (passive jumper). The first mode describes the jumper resting on the trampoline, so that the total mass is M + m, and the system has order two. If the velocity is sufficiently high, the jumper will be released from the platform, resulting in two uncoupled two-dimensional systems. See Figure 1 . 
, where ω 0 = k/(M + m)g is the natural radial frequency when the jumper adheres to the platform.
Note that when the jumper is airborne, the platform oscillates with radial frequency k/M g.
For precise initial conditions (x 0 , v 0 ) the hybrid system may exhibit a sustained oscillation. In the other cases the system is damped. For instance if the platform is pressed down and then released, the initial velocity is zero. Figure 2 shows for three different initial values of x 0 , the motion of the jumper (dashed) and the platform (solid) as function of time. 
Switch open: dim=2
The state transitions at the switches are given below:
Closed → Open:
2.3.3. Approximate models for nonlinear systems. Model reduction for a nonlinear system, evolving on M via balancing may lead to a system that has coordinate patches of differing dimensions. The reduced state space then has the structure of a CW complex [25] :
Indeed, in a balanced form, the canonical Gramian, Λ : M → R n , a positive definite matrix, characterizes the local input-to-state as well as the state-to-output properties (see [25] ). Λ defines a Riemannian metric on the tangent bundle TM.
Let Λ be approximated by Λ of rank k ≤ n, in some subdomain of M. If x has the property dim Λ(x) = k, we say that x lives in a patch of rank k. A smooth nonlinear system partitions M in patches of different ranks. The idea behind model reduction is to collapse the patch of rank k to a k-dimensional cell. This gives a cell decomposition for the reduced state space. Note that in general, M will not be reduced to a single cell of some rank as in the LTI case! Model reduction in the nonlinear case is not uniform. A precise meaning of the reduced model must then be a hybrid system with modes of different dimension. Noninteresting dynamics may be forgotten in one patch, thus just keeping the interesting I-O part of the dynamics. Likewise, when crossing from a lower to a higher dimensional patch, the lost state components may be retrieved (by local observers). In this application, transitions are actually determined by switching manifolds.
Another instance stems from the approximation of a given system via piecewise linearization, having a different linear model (potentially of different dimension) in different subsets of the state space.
2.3.4. Communication constrained control. In [6] an approximate stochastic model of different dimension for the observation and control mode for a remote system controlled via a one way communication link was considered, and an optimal switching policy established. The difference in dimensions stems here from the different reduction of the observer in both modes.
3. Randomly Switched Parameter Systems. In the remaining part of this paper it is assumed that the switching occurs at random times (a Poisson process) where perhaps the rate can be influenced. We first relate this problem to the socalled vibrational control problems, and review a simple scalar model whose random evolution is described by a hyperbolic PDE, known as the telegraphers equation. In the next subsection, we follow this outline to derive the backwards Kolmogorov equation for a randomly switched parameter system i.e., a multi-mode system with the same dimension in each mode. which will serve as a warmup for the general P M 3 D system in Section 4.
Vibrational Control.
In an influential paper [16] , Meerkov introduced the idea of vibrational control. He proved that ifẋ = Ax is 'observable in principle', which means that there exists a c such that the pair (A,c) is observable, then a necessary and sufficient condition for vibrational stabilizability is Tr A < 0. A vibrational control, B(t), can then be found such that the system
has the property x(t) → 0 for any initial condition.
It was conjectured that a necessary and sufficient condition for the existence of a stationary random (matrix) process W (t) such that
is asymptotically stable with probability 1, is also that Tr A < 0. This conjecture was soon proven to be a fact by Arnold, Crauel and Wihstutz [8] . In this section we consider a stochastic vibrational control of bang -bang type, governed by random switching of the modes in a M 3 D system.
In the remainder of this section we recall a simple model analyzed by Kac [14] , which was the main inspiration for this work. The derivation is repeated here in order to provide some insight and to make this paper more self contained. The case of switching governed by a general Markov chain is considered in subsection 3. When the operation of the system alternates between two modes, more explicit descriptions can be given. This is taken up in section 4, and contains an application to stochastic stabilization. Preliminary work, leading to these results was reported in [18, 19] .
3.2. Kac's Randomly Switched Model. The following setup, taken from Kac [14] , gives an elementary, yet insightful derivation of the backward Kolmogorov equation for a physically simple stochastic switched system. Consider a particle moving in one dimension, with speed c, but with direction switched at random times (Poisson arrival times, rate λ). He analyzed the problem by first discretizing the interval [0, t] into N intervals of length ∆t, and allowing switching only at times n∆t. Let v n be the speed in the n-th interval, then v n+1 = σ n v n , where σ n = −1 if a switch occurs at n∆t, an event which happens with probability ǫ = λ∆t; and σ N = 1 if no switch occurs. Clearly, the stochastic state equations are
These equations are readily iterated to
and for the displacement (c = 1/∆t):
Letting x + y n and x − y n be respectively the position of the particle starting at x with initial velocity v 1 = c or v 1 = −c, consider for any function f
where the expectation is over the path, determined by σ 1 , . . . , σ n . Taking the expectation first over σ 1 , one derives
Upon taking limits for ∆t → 0, this yields finally: (10) ∂f
Likewise, by symmetry,
The equations (10) and (11) are known as the backward Kolmogorov equations. Introducing the combinations (symmetric and antisymmetric components)
Kac derived, after eliminating H, a hyperbolic equation known as the telegraphers equation.
with the boundary conditions:
The latter being implied by H(x, 0) = 0.
A number of interesting properties were discussed:
1. For λ = 0, equation (14) reduces to the wave equation, which can be solved by the methods of characteristics. The solution is
2. For λ = 0, Kac expressed the displacement by a path integral
where N (τ ) is the number of switches in the interval [0, τ ). If {τ k } are the Poisson arrival times, then,
In terms of a stochastic time,
dτ , the solution of the general equation (14) is represented by
This form displays that the solution to the stochastic problem still has the structure of the underlying characteristics. In fact these ideas have been extended to a generalized characteristics method, encompassing not only the classical (deterministic) and Brownian methods of characteristics, but also for characteristic propagators of higher order order partial differential equations.
See for instance [9] 3. In the limit λ → ∞, c → ∞, but λ/c 2 constant, the equation (14) reduces to
In the limit, the evolution is governed by the diffusion equation.
General Markov Chains. The result of Kac has been extended by many
other researchers to a general theory of random evolution, of which the monograph by Pinsky [17] gives an exciting overview. The theory has also found applications in quantum physics [10, 11, 13] .
Start with a randomly switched equi-dimensional systems of the form
where ζ(t), the state of a finite state Markov chain (hence piecewise constant) with state space Z, models a parameter process, or a randomly switching control. The process x(t) is assumed to be continuous at the jump times of ζ(t). The combined process (x(t), ζ(t)) ′ is Markovian with state space R n × Z. These processes are also referred to as piecewise deterministic processes. Next, the evolution operators T z t are defined on a Banach space of space-time functions by
where
Thus Φ z (t + τ, τ, x) solves the deterministic (for the mode parameterized by z) non autonomous ordinary differential equation with initial condition x at time τ . Said differently, Φ z (t + τ, τ, x) is a parametrization (by t) of the trajectory of the system state passing through x at time τ for mode z. Also note that t represents the time lapse between the initial and the final time. For each z, the family {T z t | t > 0} is a contraction semigroup under the composition law. The semigroup property follows from the (assumed) uniqueness of the solution of the differential equation.
The general random evolution operator defines a vector valued Markov process on R n × Z. This random evolution is studied by the expectation semigroup, defined
Its backward generator, A, is given by
The prime denotes transposition, and ∇ x f = ∂f ∂x is the row vector of partial derivatives of f w.r.t. x. The second term is the crypto-deterministic term, stemming from the deterministic evolution in between the switches. The last term is due to the random switching, thus effectively mixing the underlying deterministic systems parameterized by Z. The matrix q(t, ·, ·) is the generator of the Markov chain. The domain of A consists of the set of functions f (t, x, z) with, for each fixed z ∈ Z, continuous first order partial derivatives in t and x.
3.3. Hyperbolic PDE for switched linear systems. For simplicity we limit our discussion to the case where all modes have linear time invariant autonomous state space representationsẋ
Let, between switchings, ζ(t) indicate which mode is switched on at t. It will be shown that the evolution is described by (hyperbolic) PDE's, playing the same role as the (parabolic) backward Kolmogorov equation. The formal adjoint leads to the forward equation for the probabilities, which is again akin to the Fokker-Planck equation (See also [3] ).
We first discuss the case where each mode has the same dimension. The complexity of the evolution equation is determined by the Lie algebra generated by the set {A i }. It is shown that a parabolic equation is obtained as a special limiting case. Hence, the fast switching limit leads to diffusive behavior, in turn leading to a correction term for the drift. A system that is unstable on the average, may therefore be stabilizable by random switching between the different modes. This provides the stochastic extension of the philosophy of vibrational control introduced by Meerkov.
The great benefit it that the 'control' proceeds in an unstructured fashion, i.e., without interfering in a deterministic way, hence also without the need of precise or even partial information on the states, as remarked in [8] .
3.3.1. Equal Dimension Autonomous Case. Let f be a differentiable function of x and t, and consider the functions (31) ∂u
where, for j = i, q i→j is the rate of the transition i → j for the continuous time Markov jump process. The
are also known as the infinitesimal parameters. These transition rates define a transition probability rate matrix Q, with for i = j : Q ij = q i→j and Q ii = − j =i Qij [12] . The elements in the rows of Q sum to 0.
In vector form, setting u ′ = [u (1) , . . . , u (N ) ], the coupled backward equations are
. .
Let us simplify the notation by defining the symbols:
. Then the system (33) is compactly written as the vector PDE
This system of equations can be rewritten in terms of symmetrical components, thus generalizing the sum and difference considered by Kac. Using the discrete Fourier transform, introduce the variables
where ( Consider an asynchronously cyclic system with N modes, each having the same average sojourn time (equal to 1 λ , consistent with an exponential distribution). For this system, the transition probability rate matrix is given by λ(−I + C), where C is the circulant matrix
Pre multiplication of the hyperbolic system of equations by F , and postmultiplication by F * yields after some algebra, the symmetric component form (37), with
and
The differential operator matrix ∆ is Toeplitz (in fact circulant), and the mixing operator Q is diagonal. In general, the symmetric components yield complex coupled equations, except for the case N = 2.
Example: The three-cyclic second order multi mode system with
, and has discrete
Consequently, its symmetric components arê
In the sequel, we will also need the commutator for the differential operators
The notation indicates that the Lie-product operator corresponds again to a linear vector field.
Alternating Systems.
In this section we consider systems having only two modes (N = 2), which we shall denote by + and −, corresponding toẋ = A + x, andẋ = A − x. The "time-average" system isẋ = A 0 x,
and define the symmetric operators ∂ 0 = 1 2 (∂ + + ∂ − ), and
We first derive the PDE for G (the true average over both initial modes) and its initial conditions. Then we show that the behavior in the limit for fast switching is modeled by a parabolic PDE, associated with a linear Itô system. The stability properties of this limit system, and therefore also the long term behavior of the switched system is investigated via this Itô representation. We close this section with some illustrative examples.
Hyperbolic Backward Equation.
The system of PDE's is given in terms of its symmetric components by
To obtain a higher order partial differential equation in G only, H needs to be eliminated. Assume that, for some p k , q k , the following relation holds:
Then, operating on the left with the 1 × 2 operator [ −q k p ], not to be confused with a Lie product (Lie bracket), one obtains
This is put in the form
thus defining the recursions:
The 'initial conditions' for this recursion are: q 0 = q = ∂ ω , and p 0 = p = ∂ − ∂ 0 .
Invoking the 'ad'-notation for repeated Lie brackets, we have
Combine the set of equations in matrix form, we obtain
Note that ad In turn, this yields, with α 0 = 1, the higher order PDE
with initial data G(0, x) = φ(x), H(0, x) = 0. Note also that the relation (41) implies that ad
On the other hand, the p k are operators of order k + 1 in both x and time τ . So the PDE we obtained is of higher order, in fact m + 1, and more derivatives of G need to be specified in this Cauchy problem. This information is already present in the data. Indeed, since at t = 0, H ≡ 0, we get also q k H ≡ 0 (which is easily shown by induction), leading to p k G = 0 at t = 0. To proceed further, rewrite the basic coupled PDE's in the following form:
By repeated differentiation with respect to t, we get, by virtue of the commutation of ∂ with both of ∂ 0 and ∂ ω ,
Evaluating the expression at t = 0, and keeping in mind that at t = 0,
and H(x, 0) ≡ 0, then the initial conditions follow from
This completely specifies the Cauchy problem.
3.4.2. Limit Parabolic System. Next, let us investigate the limit system for very fast switching, and large excursions. Recall first that for an Itô process, x(t), modeled by
where w(t) is an m-dimensional standard Brownian motion, and where f and g satisfy the usual regularity conditions, there is an associated diffusion process. For any u(x, t), twice differentiable with respect to the components of x and once with respect to t, this associated diffusion satisfies Kolmogorov's backward equation
Renormalize for the switching system, the large excursions by setting Ω = ω Ω 0 ,
where Ω 0 is some normalized excursion, and ω a "strength"-parameter. Consider also a high switching rate, λ. It is shown next that the limit for λ → ∞ and ω → ∞, but such that σ 2 = ω 2 2λ remains constant, reduces the hyperbolic PDE to a parabolic PDE of the form (56). Consequently, the sample trajectories can be represented by the solution of an Itô system, which is important from the point of view of the stability analysis. 2λ kept constant, then the evolution of the limiting alternating system is governed by the parabolic PDE
. This holds, independent of the commutativity properties (of A 0 and Ω 0 ).
Note that by expanding the symbols,
so that in terms of the original problem data, the parabolic PDE (57) is
where 'Hess G' denotes the Hessian matrix of G.
Proof. First observe that the recursions (46) and (47) for the differential operators give (61)
Dividing by (2λ) k+1 we get
Letting for k = 1, 2, . . .
Thus in all cases, i.e., whether commuting or not, we find the same diffusion limit system (60). In the sequel, we shall characterize the limit system by the triple
3.4.3. Stability of the Limit System. We first recall some general properties.
For the appropriate definitions of stability we refer to the literature [7, 15] . See also J.L. Willems for some explicit stability criteria [20, 21] . A necessary (resp. sufficient) condition for exponential stability in mean square of the Itô system
is that for every (for some) symmetric positive definite matrices R, there exist a positive definite symmetric solution P of the generalized Lyapunov equation
Exponential stability in mean square implies weak stochastic stability, and for autonomous systems, is implied by stochastic stability [7, p.196] . By a theorem of Khasminskii, weak stochastic stability and (strong) stochastic stability are equivalent for linear time invariant systems [15, p. 245] . If the equilibrium of a linear equation is asymptotically stable, it is automatically globally asymptotically stable (G.A.S.).
If A and B are commuting, more can be said: Indeed, the solution to the SDE is [7, p. 144] (67)
which is easily verified with the Itô differential rule. Since
t → 0 a.s., this verifies that global asymptotic stability will hold if A − These remarks lead directly to the following:
If symmetric positive definite matrices P and Q exist, such that
then the alternating system (A 0 , Ω 0 , q) is globally asymptotically stable.
Proof. The diffusion equation (60) is equivalent to the Itô representation
Thus we shall have global asymptotic stability if the condition (68) holds.
Corollary. If the modal matrices A + and A − commute, then the limit of the randomly switched system is G.A.S. iff the averaged system
Proof. Under the given condition, A 0 and Ω 0 commute. Then, the G.A.S. condition is by (67) the asymptotic stability of
3.4.4. Examples.
1. Scalar system:ẋ = (a 0 ±ω)x. One finds q 1 = [p 0 , q 0 ] = 0. Hence the resulting PDE is p 1 G = 0 or,
The limit system, with
This limit system satisfies the Itô equation:
and is G.A.S. if a 0 < 0.
2. Consider the second order systeṁ
Here obviously, the matrices A 0 and Ω (or A + and A − commute). Introducing ρ = σ/ω the two modes of the system are
Both modes have a complex conjugate pole pair (ω = 0) and hence are oscillatory. The limit diffusion (
is associated with the Itô process
It does not depend on the parameter ρ. We have G.A.S. if a 0 < 0, i.e., if the averaged system is G.A.S. Note that one mode, A + or A − , may be unstable, as long as the average is stable.
3. The second order systeṁ
has two unstable modes.
Both have eigenvalues {σ, −3σ}. The matrices A 0 and Ω (or A + and A − ) commute, hence by the Corollary, the system is G.A.S. if σ > 0.
Consider the noncommuting second order system with
where λ 1 = λ 2 . The Lie brackets are
Hence
which is in fact the same limit as one would have obtained under the commutation assumption. The corresponding Itô system is
G.A.S. holds if there exist positive Q 11 , Q 22 such that the following equations have positive solutions for P 11 and P 22 :
Obviously, the above conditions can only hold if both λ 1 < 0, λ 2 < 0.
5. The final example may be the most interesting one. It illustrates that in the noncommutative case, G.A.S. may hold, even if the time-averaged system is unstable! Consider the following (noncommuting) example
The generalized Lyapunov equation leads to the system
Its solution is
If ∆ < 0, a positive definite solution to the Lyapunov equation does not exist. But if ∆ > 0, then the additional conditions are σ 2 − λ i > 0. In the (λ 1 , λ 2 )-parameter plane, we get a stability region bounded by the branch of the hyperbola with top at the origin and vertical and horizontal asymptotes respectively through (σ 2 , 0) and (0, σ 2 ). For σ = 0, the third quadrant is the domain of stability, but for increasing σ this domain is enlarged. Note however that at least one of the eigenvalues of A 0 needs to be negative. As σ → ∞, all pairs below the line λ 2 = −λ 1 are stabilizable. (Figure 4 ).
Thus it follows that if the average eigenvalue of the system is negative, i.e., Tr A 0 < 0, stabilizability is possible with fast switching, even though the averaged system (A 0 ) may not be stable.
4. Kolmogorov PDE for P M 3 D Systems. In this section we consider the Poisson switching for the M 3 D model described in Section 2. As the state space is a discrete bundle in this case, we use a new (albeit somewhat redundant) notation. Represent the state by (ζ; x 1 , x 2 , . . . , x N ) ∈ X = Ξ × (R n1 ⊕ · · · ⊕ R nN ) equipped with the equivalence: ∀i = 1, . . . , N ; ζ = i implies
. This means that only the n i -dimensional state component x i is relevant when ζ = i.
Let f be an arbitrary differentiable function defined on this state space X, thus satisfying, when
With some abuse of notation, collapse this notation again to f (i, x i ), and consider the path functionals
where E i denotes expectation condition on the initial mode being the i-th. This defines the expectation semigroup for the P M 3 D case.
Setting up the conditional Kolmogorov backward equation (conditioned on the initial mode) proceeds as in the previous section. There is however a potential problem with the averaging over the initial state, stemming from the different dimensions in various modes. What is needed is a compatibility restriction for the class of functions f (ζ, x) and initial states x. We impose
implying that the observable f yields the same value, regardless the mode. This implies at once that the mode itself is not detectable from one simple observation.
Another added difficulty is the incorporation of the pseudo continuity in the Kolmogorov equation.
Alternating P M
3 D Systems. For the two mode system we use the binary (0,1) notation instead of (1, 2) . Following the ideas in the previous section, taking the quasi-stationarity and the compatibility into account, one obtains the coupled PDE's In the rolling mode, the dynamics is modeled bẏ
Let g sin α = 1 to minimize notation. We neglect impulsive behavior at the transitions, so that the switching rules are stick → slip :
Note that the stick to slip transition is actually not quasi-continuous due to inertia (conserved velocity), but the problem is easily circumvented. Consider the class of functions having only position (x) as their argument. This is a compatible class since
, and at t = 0, x 0 = x 1 = x. The resulting Kolmogorov equations are (suppressing the time argument)
How does one make sense of F 1 (x, y, t) for an initial condition
involving y? The interpretation F 1 (x, y, t) = Ef (x(t), y(t)) runs into trouble since y is not a state variable in the stick mode. However, it is possible to define here the y as an output variable (with the trivial y = v in this mode.) Equivalently, one may assume that upon measurement (expressing y(t)), the system switches to the the slip mode if it wasn't in there. This idea looks somewhat analogous to the collapse of the wave function in quantum mechanics.
In order to get an idea of the behavior of the solution to the above system, we first set λ = 0. In this case, the general solution is for arbitrary functions g 0 (·) and
If we let F 0 (x, 0) = F 1 (x, y, 0) = f (x) then F 0 (x, t) = f (x + vt) and F 1 (x, y, t) = f (x + yt − 1 2 t 2 ). Consider next λ = 0. Because of switchings, we now expect the behavior, for the same initial condition, to be asymptotically given by We compute this for the initial conditions f (x) = x and f (x) = x 2 . If the process converges, its limit is respectively E(x(t)|x(0) = 0) and E(x 2 (t)|x(0) = 0) conditioned on the initial mode, from which thus the variance may be obtained. In figure 6 , the mean and variance are shown for the process, with λ = v = 1 after one iteration (i.e., We should add that the model of purely random transitions between the stick and the slip phase is somewhat unrealistic. The probability of a change from stick to slip (rolling), is probably higher than for slip to stick. It would not complicate the model much more to add this realism.
Conclusions.
We introduced a new class of hybrid systems, having modes with internal description of varying dimension. The notion of pseudo-continuity was introduced for the transitions at switching events. We showed several examples and motivated such systems, including approximations to nonlinear systems, either from the point of view local balancing, or as a piecewise linearized system and in remote control with one-way communication.
In the second part of the paper, we discussed a version of the problem where the switches occur at random times, derived the backward Kolmogorov equation and discussed in particular the fast switching diffusion approximation. For linear modes, the Lie-algebraic structure can be exploited to derive vibrational stabilization criteria.
Finally, the last part on P M 3 D systems, showed how the added difficulty of solving coupled PDE's in different numbers of variables can be dealth with. We illustrated this with a simplified model of a conveyor belt carrying pebbles. The exposed model and methodology may be relevant in the study of nanoscale motions (Brownian motor).
An approach towards extending these results for randomly switched systems with delays is suggested in [23] .
