Abstract. The runtime management of Internet of Things (IoT) oriented applications deployed in multi-clouds is a complex issue due to the highly heterogeneous and dynamic execution environment. To effectively cope with such an environment, the cross-layer and multi-cloud effects should be taken into account and a decentralized self-adaptation is a promising solution to maintain and evolve the applications for quality assurance. An important issue to be tackled towards realizing this solution is the uncertainty effect of the adaptation, which may cause negative impact to the other layers or even clouds. In this paper, we tackle such an issue from the planning perspective, since an inappropriate planning strategy can fail the adaptation outcome. Therefore, we present an architectural model for decentralized self-adaptation to support the crosslayer and multi-cloud environment. We also propose a planning model and method to enable the decentralized decision making. The planning is formulated as a Reinforcement Learning problem and solved using the Q-learning algorithm. Through simulation experiments, we conduct a study to assess the effectiveness and sensitivity of the proposed planning approach. The results show that our approach can potentially reduce the negative impact on the cross-layer and multi-cloud environment.
Introduction
The smart environment concept concerns with the implementation of smart city technologies into the urban environment with the goal to benefit and improve people's daily lives. In the context of Internet computing, a smart city can effectively process networked information to improve outcomes on any aspect of city operations [3] . The key infrastructures to enable smart city technologies lie on Internet of Things (IoT) and Cloud computing. In principle, IoT comprises of three main components; sensors and actuators, data analytic tools, and visualization tools [9] . In a large-scale context, especially with sensor data streams [2] , these components should be deployed and managed in a multi-cloud setting.
The layered and multi-cloud environment introduces a compelling challenge in the self-adaptation of IoT-oriented applications [11] . A possible approach to support such mechanism is the adoption of a decentralized control method [21] , which is fundamentally based on the MAPE (Monitor, Analyze, Plan, and Execute) reference framework of autonomic computing [12] . MAPE provides a closed control loop capability which can enable an autonomic component to realize self-CHOP (Configuration, Healing, Optimization, Protection) properties as well as emergent self-* properties [18] . The decentralized approach promotes multiple MAPEs and thus a set of adaptation managers to control the adaptation while interacting between each other. Depending on the chosen decentralized pattern, some managers act as sensors and executors, while others analyze and make decisions, or all managers have a complete capability as defined in MAPE. By implementing this way, each manager is able to make and execute its own decision with its own environment. At the same time, it is aware of the other systems operating in the same global environment through coordinated interaction.
The benefits of the decentralized approach include flexibility, performance, and fault tolerance. Indeed, each adaptation component has flexibility in making its own plan and executing it; as a result, the performance of the adaptation mechanism can be speeded up, since the adaptation managers are able to plan and take the necessary actions within their scope (within a layer or a cloud environment). In addition, decentralization provides fault tolerance in the presence of some component failure. However, decentralized self-adaptation implies a communication overhead since the managers should coordinate their actions.
In this paper we present a conceptual decentralized self-adaptation architectural model that operates in a multi-cloud environment. The architecture supports the capability of information sharing pattern among the autonomic adaptation managers, that are responsible to manage the cross-layer as well as the multi-cloud environment.
We also address the decentralized planning problem in realizing the selfadaptation process. In decentralized settings, the adaptation manager will plan the adaptation by considering the information within its environment. However, it can occur that the executed plan impacts negatively on the other layers and cloud providers. Herein, the negative impact refers to the a situation where the predefined Service Level Agreements (SLAs) of a layer or a cloud provider are violated. For instance, rebinding a service at the application layer may increase the resource utilization at the infrastructure layer, thus causing a violation of the resource utilization at a certain period of time. Another example is rescaling the size of the virtual machines which may slow down the application; the slowing down of the application may in its turn affect the application layer, namely the application reliability. Furthermore, the effect of multiple cloud providers that may be involved need to be considered as well; for example, the migration of a processing service from one cloud to another with the goal to locate the service closer to the data sources can affect negatively the traffic load on the receiving cloud and thus its performance. Therefore, a planning solution that is aware of cross-layer and multi-cloud effects is required. To this end, we define a decentralized planning approach that is formulated as a Reinforcement Learning problem and solved using the Q-learning algorithm.
The rest of this paper is organized as follows. We discuss the challenges that require for a decentralized planning for self-adaptation in Section 2. Then, we present a conceptual decentralized self-adaptation architectural model in Section 3. In Section 4, we propose a decentralized planning approach for the selfadaptation. We then report the experimental study to show the effectiveness of the proposed approach in Section 5. In Section 6, we highlight related work. Finally, we conclude and provide hints for future work in Section 7.
2 Challenges for Self-adaptation
Example Scenario
To motivate our work, we consider as example a traffic management system for an urban environment [14] . This kind of system consists typically of a set of sensing, data analysis and visualization capabilities. The sensing application collects the traffic condition data through sensors dispersed in the urban environment; the data analysis application analyzes and explores the data; finally, the visualization application is used to interpret data in a meaningful form.
In a multi-cloud setting, these applications can be located in different clouds due to non-functional requirements. For instance, the sensing application can be located in a proximate cloud facility that is typically at the network edges (the so called Fog computing [1] ), the data analysis application in a distant and resource-rich cloud data center, and the visualization application in a different remote cloud providing high computing power.
In the multi-layer perspective, each type of cloud has more than one layer. In general, a cloud may have an application layer, the middleware layer (platform) to manage the runtime lifecycle of the application, and the infrastructure layer which comprises the virtualized computing, storage and network resources.
During runtime, fault conditions may occur [4] which can cause a specific layer or a cloud to become unresponsive, slow, failed, etc. Such problematic condition requires a self-adaptation mechanism to bring the entire traffic management system back into a healthy condition.
Motivation
Weyns et al. [21] has proposed several decentralized control patterns which are useful to support the self-adaptation process, i.e., information sharing patterns. Some benefits of the decentralized approach are related to its flexibility and performance. In a decentralized approach, each adaptation component has flexibility in making its own plan and executing the plan. As a result, the performance of the adaptation mechanism can be speeded up, since the adaptation managers are able to plan and take the necessary actions within their scope (within a layer or within a cloud environment).
However, there are issues to be addressed to successfully perform the planning mechanism. In this paper, we focus on the uncertainty impact caused by the future adaptation actions. This means, an adaptation action specifically targeted to a layer may cause a negative impact on other layers or clouds. Herein, the negative impact refers to the a situation where some non-functional requirement is violated. For instance, redeploying an application at the application layer may affect the infrastructure layer in such a way that the resources utilization at a certain period of time is violated. Another example is rescaling the size of the virtual machines which may cause the application to slow down. The slowing down of the application may in its turn affect the application layer, namely the reliability of the application. The uncertainty of the negative impact is caused by the limited knowledge and control obtained by the adaptation managers in producing their adaptation plan. It can be reduced by providing more predicted information to the respective adaptation manager in the planning phase. Therefore, in this paper, we focus on proposing a decentralized planning approach with the cross-layer and multi-cloud impact information.
Decentralized Self-adaptation Architecture
In this section, we present the decentralized self-adaptation architecture for the multi-cloud environment in which IoT applications are deployed.
The overall architecture is illustrated in Figure 1 and consists of the layered and multi-cloud models. The layered model within each cloud represents the relationship between the adaptation managers, called Local Adaptation Manager (LAM), and the cloud layers, i.e., application, platform, and virtual machine (infrastructure) layers. This relationship is also viewed as an internal one within a given cloud environment. Each LAM has the capability to monitor, analyze, plan, and execute the proper adaptation actions on the layer it manages. It also has a local storage (LS) to keep the knowledge within its own environment. Whenever needed, LAMs can exchange information between each other. That is, each LAM may request information (or a portion of information) directly to another LAM. As a result, the respective LAM will respond with the required information. This internal communication between LAMs is essential to effectively plan for the adaptation. This kind of setting is called an information sharing pattern [21] .
The multi-cloud model represents the relationship between LAMs and the external environment. This is essential since an IoT application can be deployed over multiple clouds. Hence, an adaptation performed by any LAM within its cloud environment can affect another cloud. Whenever needed, each LAM can make a request to the communicator component to get the relevant information from another cloud environment. By using some external information, which is The communicator in each cloud becomes the agent to support the external communication for requesting and receiving the relevant information about the adaptation impact on the other clouds. The request is triggered by LAM whenever an adaptation is needed. Upon receiving a request from LAM, the communicator submits the request to the respective clouds to obtain the impact information. After receipt of the required response, the communicator returns the information to the respective LAM. In case of receiving a request from another cloud environment, the communicator forwards the request to the respective LAM as well, and waits for a response to be returned to the requesting cloud. By relying on the communicator, each LAM can focus on its core functionalities and let the external communication details be handled by the communicator. The implementation of communicators can be based on the adoption of a message-oriented middleware [8] .
The local storage (LS) is used to store several internal information, including the monitoring and analysis data, the adaptation plan and actions, and the cross-layer impact information. One internal information that is exchanged between LAMs during the planning phase is related to the cross-layer impact. It represents the predicted impact level (positive or negative), which is estimated by the affected LAM and caused by the adaptation actions required by the LAM that have planned them to react to some problematic situation. The LAM that initiates the adaptation requests the impact information from another LAM.
The global storage (GS) is used to store external information such as the cloud location and performance. An external information exchanged between clouds during the planning phase is the multi-cloud impact information, which is the estimated impact level caused on the affected cloud by the adaptation actions planned by the problematic cloud. The cloud that initiates the adaptation requests the impact information from the related clouds.
Local Adaptation Manager Planning
In this section, we present the design of the planning approach for LAM. We begin by introducing the planning process. Then, we present the model of the planning problem based on Markov Decision Process and the planning algorithm based on Q-learning [20] .
Planning Process in MAPE Cycle
Herein, we define the a normal scenario for the planning process. In the MAPE control loop, the adaptation is needed whenever a SLA violation is detected by the monitoring component. The LAM that triggered the detection will perform the analysis to estimate the impact level based on the pre-defined strategies.
In the initial cycle of adaptation, the analysis only provides the internal impact level information, since the planning has not yet been executed. This internal impact becomes the core input to the planning component. In the planning stage, a pre-processing of Q-value will be executed followed by the learning process. The aim is to identify the appropriate adaptation strategy which can minimize the impact. Once the strategy is determined, it is exchanged with other LAMs and the respective clouds. This is essential to enable other LAMs within the same cloud as well as other clouds to assess the impact in their environment. The exchange mechanism within the same cloud environment may utilize the sharing concept, which means all the estimated impact information will be made public by storing them in the global repository. A synchronization mechanism is needed to ensure the data consistency [5] . Meanwhile, the exchange mechanism between clouds may utilize a message-oriented middleware [8] . Upon receiving the external impact information, the LAM that initiated the adaptation process will replan the strategy aiming at the minimization of the impact level. If the expected strategy is found, then the LAM will notify the others to execute either concurrently or in a coordinated form. Otherwise, re-exchanging the information may be required within a certain period.
In the following section, we focus on modeling the planning for the k-MAPE cycle where k refers to any stage in the cycle.
Planning Problem Modeling
The planning problem is modeled within the context of a LAM. It consists of a set of elements, namely, the services, the states, the actions, the impact values, the Q-value and the policy. The details are provided as below.
Services The services refer to the set of functionalities associated to the given layer. For instance, a service at platform layer is meant to control the execution of application.
The services are represented by a matrix LE : L×E, where L is a set of layers and E is a set the services for each layer. Therefore, the services managed by a LAM can be represented as E l ∈ LE, where l is a specific layer and E represents all services associated to layer l. It is assumed that e 0 ∈ E l and e 0 ∈ E k is associated to the same application.
States The states refer to the condition of a specific service e in a specific layer l. The condition is referred to the non-functional requirement satisfactions. For instance, a state of the application layer's LAM could be "service A's availability is satisfied and its cost is violated".
In this model, the states of service e is a finite number which determines the limit of the adaptation cycle. The states are variables to be assigned with the satisfaction status, such as satisfied and violated. In the context of multiple LAMs, the states are represented as a matrix SS : L × E × S where L is a set of layers, E is a set of services for each layer and S is a set of finite states for each service. Therefore, the states for a LAM can be represented as S lE ∈ SS, where l is a specific layer and E represents all services associated to the layer.
We assume that the states are in a sequence order (s 0 , . . . , s n ) with s i ∈ S lE , where the first state variable s 0 determines the initial state and the last state variable s n the final state. The initial state should contain the violated status.
Actions The actions refer to the possible adaptation actions that can be executed for the respective layer. For instance, adding or migrating a new virtual machine instance (infrastructure), updating or redeploying a Web server (platform), and reselecting different component services on the basis of the QoS properties (application).
In the context of multiple LAMs, the actions are represented as a matrix AA : L × E × S where L, E, and S have been already defined. Therefore, the set of actions for a LAM can be represented as A lES ∈ AA, where l is a specific layer, E represents all services associated to the layer, and S represents all states for each service E. Impact Values In this paper, the impact represents the consequence of performing an adaptation. The source of the impact can be either internal or external. The internal source refers to the cross-layer impact within a cloud, while the external source refers to the multi-cloud impact.
The impact level can be of two types: positive or negative. A positive impact means the entire service-based application in the multi-cloud setting can recover from a problematic condition, e.g., a SLA violation, while the negative impact is the opposite condition.
In this work, the impact values represent the impact level (positive or negative) which may be obtained from different sources (internal and external) and is associated to the SLA violation. The values are in the range [0, 1], where 0 means absolutely positive impact and 1 means absolutely negative impact.
The impact values are kept in two matrixes, defined as IL : L × L × E × A for the cross-layer impact and IC : C × C × A, where C : L × E. We define an impact function imp(c, l, e, a) to compute the total impact of action a in relation to service e at layer l and cloud c. The impact function is formulated as follows:
imp(c, l, e, a) = 
In Equation 1, the first term of the sum represents the cross-layer impact and the second term the multi-cloud impact. y lkea is an element of matrix IL and x cza an element of matrix IC. The parameters k and z represent the layer and the cloud that initiates the adaptation, respectively, while l represents the crosslayer relation and c the multi-cloud relation. Meanwhile, e denotes the service and a indicates the action under consideration.
Q-value
The Q-value refers to the expected utility value of taking an action in a given state. It is essential to support the Q-learning algorithm [20] , in particular to select the optimal action for the next state. The Q-value is represented as a matrix Q : L × E × S × A where L, E, S and A have been already defined. A single Q-value can be represented as q lesa , which represents the value for the adaptation action a at layer l of service e with state s.
The Q-value is obtained by a Q-function Q(s le , a les ) which aims at estimating the value of taking action a les at state s le . The formulation is as follows:
In Equation 2, ∂ and γ are the learning rate and the discount factor respectively, where 0 ≤ ∂, γ ≤ 1. Setting a higher value for the learning rate results in a quicker learning, while a higher value for the discount rate determines a less worth of future reward than immediate reward.
Policy The policy refers to the generated plan, which comprises a set of appropriate actions from the initial state to the final state. It is generated from the learning process by selecting the best action based on the estimation of Q-value. It is formulated as follows:
In Equation 3, the best action is selected by considering the minimum Qvalue for each iteration in the Q-learning process. Observe that we take the minimum value rather than the maximum one due to the impact level definition which is part of the Q-value estimation. Technically, a lower Q-value represents a lower impact level, which means a positive impact.
Planning Algorithm
Algorithm We present the planning algorithm based on Q-learning by assuming that some inputs are made available. The algorithm requires a set of input parameters, namely, the states, the actions, and the impact values related to the respective layer. The algorithm outcome is an optimal policy which contains a set of optimal actions.
1: set arbitrary for Q, ∂ and γ 2: for each e ∈ E l do 3:
for each s ∈ S lE do 4:
select a ∈ A lES based on Equation 3 5:
get l ← Y lLEA and c ← X lCEA
6:
get total impact based on Equation 1 7:
estimate Q based on Equation 2 8:
end for 10: end for
Algorithm 1: LAM's planning algorithm
The first step is to initialize the Q-value matrix, the learning rate ∂, and the discount factor γ. Then, a set of policies will be generated for each e ∈ E in the respective layer l. Each service is associated with a finite set of states. Therefore, the policies to be generated are meant for each state of each service. The process of generating a policy begins with selecting an action on the basis of Equation 3. Then, the total impact level is computed according to Equation 1. After that, the Q-value is estimated based on Equation 2. The selected action is then taken as part of the policy. This process is repeated until the policies for all services have been obtained.
Evaluation
In this section, we present an initial simulation-based evaluation of the proposed decentralized planning for IoT applications executed in a multi-cloud environment. The goal is to show the effectiveness of the proposed approach in producing a plan which minimizes the overall (cross-layer and multi-cloud) negative impacts. In addition, we present a sensitivity analysis to support our confidence of the simulated data.
Simulation Setup
We implemented a simplified Java-based multithreaded simulator of the decentralized planning scenario. The main thread acts as communicator, while the other threads represent LAMs and focus only on the planning stage; they receive a set of data inputs to produce the appropriate plans. The core data inputs are the impact and the initial Q-value matrixes, which are randomly generated. Table 1 shows the main simulation parameters and their basic setting. The simulation experiments were conducted on a HP Compaq 6005 PC equipped with 2.80 GHz AMD Phenom R II X4 B93 processor, 4GB of RAM, and Windows 7 Professional. 
Effectiveness Analysis
Overview We evaluate the effectiveness of the proposed decentralized planning approach by analyzing the average impact level obtained through the optimal plan driven by two strategies, namely Greedy and Random strategy. The Greedy strategy represents the adaptation plan that is determined by utilizing the crosslayer and multi-cloud impact information as discussed in the previous section. On the other hand, the Random strategy represents a randomly generated adaptation plan and is therefore used for comparison. The average impact level data has been obtained by simulating the multiple LAM planning stages for both strategies.
Procedure There were 5 simulation cycles for each strategy, where the cycles differed in the number of services, namely, 100, 200, 300, 400, and 500 services. The other simulation parameters shown in Table 1 were set identically. The simulation begun with the generation of the impact values and initial Q-value matrixes. This information was loaded into the main thread and distributed to the respective threads (LAM's layer). Each thread performed the planning process based on the LAM's planning algorithm to produce the appropriate adaptation plan.
We stored the generated plans for both strategies and for each simulation cycle and used them to calculate the average impact level achieved by each strategy in every simulation cycle. Finally, we normalized the collected average impact level data to obtain a value within the range [0, 1], where 0 represents the most positive impact and 1 the most negative one. The normalization was computed based on the following formula:
In Equation 4 , av is the average total impact based for n services of a specific layer, im min is the minimum impact value, im max is the maximum impact value, and av φ is the resulting normalized value.
Results and Findings Figure 2 shows the average impact level values. The x-axis represents the LAM layer as well as the simulation cycle; the y-axis represents the impact level. From the table within Figure 2 , we can see that the Greedy strategy, which considers multiple impact information, contributes to a significant lower impact when the plan is executed at layer 0 except for 100 services. At layer 1, the generated plan based on the Greedy strategy contributes to a significant lower impact for each simulation cycle. At layer 2, the Greedy strategy contributes to a significant lower impact for 100, 200 and 400 services. Overall, the chart shows that the Greedy strategy contributes to a lower impact level as compared to the Random strategy. Furthermore, most of the impact levels are below 0.5 except for layer 2. These results indicate that the generated plan based on the Greedy strategy can potentially reduce the negative impact on the cross-layer and multi-cloud environment.
Sensitivity Analysis
Procedure We now present a sensitivity of the planning approach to show that the simulated data were not dependent on the simulation settings used in the previous section and to confirm our confidence on the results. To perform the sensitivity analysis, we have chosen three parameters by focusing only on the effect at layer 0 (due to space constraints) and the Greedy strategy, as reported in Table 2 . As shown in the table, a set of base values were identified, together with their low and high values. The base values were used to compute the impact level for the benchmark. The low and high values were used to compute the variation of the impact level. The simulations were carried out for each type of values; base, low and high. The generated plans were recorded and used to calculate the normalized average impact level as in Equation 4. Results and Findings Figure 3 Very small variations are shown for the impact level related to the number of services (middle bar) and learning rate (bottom bar). Setting to low value for both parameters caused the impact level to reduce to a value within -0.5 from the base impact level. Meanwhile, setting to high value caused the impact level to increase to a value within +0.5 from the base impact level.
In comparison, a slightly higher variation related to the change of state numbers is expected since the states represent the lifecycle of the adaptation process. The variations shown in Figure 3 also supports our confidence level of 95% that the simulated impact level is expected to variate within the range of -0.5 to +0.5.
Related Work
Learning-based approach has been applied in a few works to support the decision making of self-adaptive systems. The work by Elkhodary et al. [7] proposed a learning cycle for understanding the impact caused by an adaptation action Fig. 3 . Sensitivity analysis of configuration change for layer 0 against the system's goals. Sykes et al. [19] applied a learning-based approach to learn the appropriate rules for planning at the goal management layer of multitier adaptive systems. In comparison, our work is concerned with the application of the reinforcement learning-based approach since it is suitable to deal with incomplete or partial information of the environment.
Kim et al. [13] proposed a reinforcement learning-based approach for planning the reconfiguration architecture of a managed system. Panerati et al. [16] adopted the reinforcement learning-based approach to enable self-adaptive resource allocation. Although the core technique is similar, we consider an additional factor which is the complexity of the learning approach whenever multiple multiple adaptation managers are involved.
The more recent work by Panerati et al. [17] applied a reinforcement learningbased approach to determine the appropriate configuration for coordinating multiple autonomic managers. In this context, we share the same problem motivation as addressed in our previous work [10] . The key idea is to have a centralized or global manager to control the adaptation of individual or local managers. Differently, in this work we apply the reinforcement learning-based approach for the decentralized autonomic managers where there is no centralized controller.
A collaborative reinforcement learning approach has been presented by Dowling et al. [6] to address the optimization problem for decentralized-based selfadaptive systems. This work emphasizes the need of exchanging the information to enable a collaborative learning process of multiple components. Similarly, our approach requires the exchanging concept between adaptation managers. To differentiate with this work, our paper also provides the details on how the individual manager performs the planning by modeling the reward function as a cross-layer and multi-cloud impact level.
We also mention the decentralized self-adaptation mechanism in the cloud context using market-based heuristics [15] . It focused on the service selection problem at the application layer, while we are concerned with a planning problem at different layers in the cloud environment.
Based on the works in literature that we know, we address the gap in providing a reinforcement learning-based planning approach for decentralized selfadaptive systems in a multi-cloud environment.
Conclusions and Future Work
In this paper, we presented an architectural model for decentralized self-adaptation of IoT applications operating in a multi-cloud environment. We also proposed a decentralized planning approach that aims at reducing the negative impact of adaptation actions. The evaluation study we conducted supports the fact that the proposed approach is reasonably effective in reducing the negative impact.
Our future work aims mainly at addressing two issues. First, a support for the decentralized planning approach to cater a conflicting problem among LAMs. This issue is essential since each LAM has the capability to make its own decision which can potentially affect the other LAMs. Therefore, an approach is needed to synchronize the generated plans which can thus benefit between each other, especially in the multi-cloud environment. Second, we plan an experimental study to understand the performance differences among decentralized control patterns, in particular the master-slave and information sharing patterns [21] . This understanding can assist in establishing an efficient and effective self-management capability that can be deployed in a real multi-cloud environment.
