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1. Introduction 
In this chapter, the single-machine scheduling problem (SMSP) is addressed by adopting a 
multi-objective perspective. A finite set of independent jobs has to be scheduled on a single 
server that is continuously available and has the ability to process only one job at a time. 
Once a job has started its processing it cannot be interrupted and no idle time between 
successive jobs is allowed. Each job is characterized by its processing time and due date, 
both integer numbers. 
Job scheduling considering only one criterion can be thought of as an over-simplification of 
the problem, since there are several objectives related to this problem, namely sum of 
earliness/tardiness, max earliness/tardiness and so forth. There is a growing trend in the 
relevant literature to study scheduling problems under multiple objectives. Some indicative 
examples can be found in the works of (Behnamian et al., 2009); (Yagmahan et al., 2010); 
(Loukil et al., 2005); (Moslehi & Mahnam, 2010); (Choobineh et al, 2006) and (Gupta & 
Sivakumar, 2005). 
In this chapter we consider two objectives; sum of earliness and sum of tardiness. In general, 
these objectives are conflicting meaning that a solution that improves one objective function 
will deteriorate the other. In the absence of optimization criteria preferences each one 
objective needs to be dealt with explicitly, giving rise to the concept of Pareto optimality. 
The solution to the bi-objective single-machine scheduling problem is a set of points in 
objective space known as Pareto front and all points along the Pareto front share the 
following property: the value of a certain objective function can be improved only by 
degrading the value of at least one of the remaining objective functions.  
The derivation of the Pareto set using exhaustive search is limited to relatively small instances 
of the problem due to the combinatorial explosion that takes place as the dimensionality 
increases. Consequently, the application of meta-heuristics appears to be well-suited for this 
type of problems. The reader is referred to (Bagchi, 1999) for further information on multi-
objective scheduling using evolutionary techniques. In this chapter, a multi-objective 
algorithm evolutionary algorithm (MOEA) for approximating the Pareto front in single-
machine scheduling problems is described and analyzed. The MOEA is tested in a series of 
randomly generated SMSP instances of various configurations. In order to select appropriate 
parameters for the MOEA we apply techniques from the field of design of experiments (DoE), 





compared to the true Pareto front and to each other based on four metrics: generational 
distance, non-uniformity of solution distribution, hypervolume and maximum spread.  
The structure of this chapter is presented hereafter. In Section 2 the multi-objective version 
of the SMSP is described. Section 3 is devoted to the presentation of the salient features of 
SPEA2, the MOEA which was applied to solve the underlying optimization problem. Four 
metrics for comparing Pareto sets are presented in Section 4. The numerical results from the 
series of experiments are presented and commented upon in Sections 5 to 5.5. Finally, 
Section 6 contains the concluding remarks and some directions for future research.   
2. Problem description 
The formal description of the problem under consideration is given in this section. Let { }1 2, ,..., nJ j j j=  be a finite set of jobs. The assumptions pertaining to the set J  are the 
following. 
• each job constitutes an indivisible whole, i.e. it cannot be broken down to elementary 
operations. 
• the release time of the i-th job is denoted as ir  and for all i, 0ir = , meaning that all jobs 
are available for processing from 0t = . 
• each job is associated with a non-negative integer processing time ip +∈Ζ .  
• each job has a due date id Z∈ . Due dates can assume negative values and the meaning 
of a negative due date is that the related job is already delayed. 
All jobs in J  have to be processed on a single machine to which, the following assumptions 
apply. 
• the machine can only process one job at a time. 
• once the machine has started processing a job it cannot be interrupted. 
• the machine does not undergo failures nor does it suspend its operation for 
maintenance or other reasons. 
• once a job has completed its processing it exits the system immediately, and as a 
consequence, the machine is never blocked. 
The underlying decision problem is to determine the sequence according to which all jobs 
will be processed on the machine under two additional assumptions: 
• the machine setup time for shifting from one job to another is always zero. 
• no machine idle time between successive job is allowed. 
The sequence of jobs is called a schedule and a possible schedule is a permutation of the 
elements that belong to the set { }1,2,...,n . Clearly, an admissible schedule is a n-
dimensional vector s where is  is the position of the i-th job in the schedule and the number 
of all plausible schedules is !n . For a given schedule, the completion time of the i-th job is 
i i ic w p= +  where iw  is the waiting time related to that job. The waiting time of job ij  is the 







w p=∑ , { }:p k k iiJ j J s s= ∈ <  (1) 
The earliness of the i-th job is { }max 0,i i ie d c= −  and the tardiness of job ij  is { }max 0,i i it c d= − .  
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The single-objective approach to compare two alternative schedules s  and ′s  is to define an 
objective metric f  that would assign a numerical value ( )f s  to every S∈s , where S is the 
set of possible schedules. However, as stated in the introduction, more that one objective 
functions can be associated with the problem under consideration. In this chapter  
two objective functions are considered simultaneously, forming the objective vector 
described in (2). 
 1 2 1 1[ , ] [ , ]
n n
i ii i
f f e t= == = ∑ ∑f  (2) 
The first element of the objective vector is the sum of earliness values of all jobs whereas the 
second objective element is the sum of all tardiness values. Both of these two quantities are 
to be minimized. The adoption of the two objective functions for quantifying the system’s 
performance is compatible with the philosophy of Just In Time manufacturing, according to 
which an end-item should be ideally complete its processing exactly at the time when it is 
needed.  In the total absence of objective function preferences each objective must be dealt 
with explicitly. The concept of Pareto dominance can be used to compare two candidate 
solutions in the multi-objective setting where each objective component is treated 
separately. In the minimization problem treated in this chapter, an objective vector af  
dominates another vector bf , iff 
 { }, , , 1,2a i b if f i≤ ∀ ∈  (3) 
                                                    and   
 { }1,2j∃ ∈  such that , ,a j b jf f<  (4) 
Pareto dominance in this case is denoted by fa ≺ fb. Using the notion of Pareto dominance, 
the objective functions that constitute the objective vector are characterized as partially 
conflicting, meaning that there is at least one decision vector s  dominated by some other 
vector that belongs to S .  
The solution to the multi-objective optimization problem stated in this section is the global 
Pareto optimal set P, that is, the set of objective vectors which are not dominated by any 
other feasible objective vector. 
3. SPEA2 
Some examples of popular multi-objective evolutionary algorithms (MOEAs) are PESA (Corne 
et al. 2000), PESA-II (Corne et al., 2001), SPEA (Zitzler & Thiele, 1999), SPEA2 (Zitzler et al., 
2001), NSGA-II (Deb et al., 2002), MOEA (Tan et al., 1999), ESPEA (Everson et al. 2002), 
DMOEA (Lu & Yen, 2002) and μGA2 (Pulido and Coello Coello, 2003). The performance of a 
MOEA is typically assessed on the basis of its ability to approximate effectively the true global 
Pareto front and to produce a uniformly distributed set of solutions in addition to its 
consistency and robustness. The SPEA2 algorithm has been shown in (Tan et al, 2005) and 
(Zitzler et al., 2002) to perform very well in comparison to other MOEAs in a variety of 
different test problems and under several MOEA-specific performance metrics, and was 
therefore adopted as the search algorithm for the purposes of this investigation. The key 
features of SPEA2 are outlined in the remaining of this section. For a detailed description of 





The SPEA2 algorithm evolves a population of candidate solutions while maintaining an 
external population called archive where non-dominated individuals found during the 
evolutionary process are stored. The population is initialized with randomly generated 
individuals and its size remains constant throughout the execution of the algorithm. Initially 
the archive is empty but after the first generation of candidate solutions is evaluated the 
archive is resized to contain a pre-specified number of individuals and its size is kept fixed 
hereinafter. In each iteration, all individuals in the population and the archive are assigned a 
fitness value. The SPEA2 algorithm employs a sophisticated fitness assignment scheme, 
where the fitness of an individual is given by the sum of the strengths of its dominators plus 
its density. The strength of an individual represents the number of solutions that it 
dominates, while the density of an individual is the inverse of the distance from its k-th 
nearest neighbour (another individual) in objective space. After all elements in the 
population and the archive have been assigned a fitness value, the non-dominated 
individuals are copied to the temporary archive. If the size of the temporary archive exceeds 
the pre-specified threshold then it is truncated, whereas if the size of the archive is smaller 
than the threshold then it is expanded by adding to it the best (in terms of fitness value) 
dominated individuals from the population and the archive. For the truncation of the 
temporary archive a sequential procedure is applied, where in each pass of the procedure 
the element with minimum distance (in objective space) to another individual is deleted. 
Ties are broken by considering the second smallest distance, the third etc. After the 
temporary archive reaches the specified size, all of its contents are stored in the archive and 
the temporary archive is deleted. Subsequently, the selection operator is applied on the 
archive and the selected individuals are subjected to standard genetic operations in order to 
produce the next population. The algorithm terminates when the stopping criterion is 
satisfied and returns the archived non-dominated set of solutions. The pseudo-code for the 
SPEA2 algorithm is presented below, where ⋅  denotes cardinality of set and S symbolizes 
the size of the archive: 
1. generate initial population Pop and empty archive Arc 
2. assign fitness values to all individuals in Pop and Arc 
3. copy all non-dominated solutions in Pop and Arc in temporary archive TempArc 
a. IF TempArc S>   
       apply truncation procedure on TempArc 
b. IF TempArc S<  
       add dominated individuals from Pop and Arc to TempArc based on fitness 
4. set Arc TempArc← , delete TempArc 
        a.     IF _STOPPING CRITERION TRUE=  
        return Arc. Terminate 
b.     ELSE 
        go to Step 5 
5. apply selection operator on Arc. Apply genetic operators on the selected individuals 
and store the offspring in Pop. Go to Step 2   
In the remaining of this section we discuss the implementation of the key features of the 
SPEA2 algorithm that was applied to the problem addressed in this chapter, namely the 
encoding of candidate solutions and the selection strategy/genetic operators in Step 5 of the 
algorithm.  
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All individuals in the population are encoded as vectors of random keys. A random key is 
simply a real number which assumes values in the range [0,1] . In order to translate a vector 
of random keys to a schedule the elements of the chromosome are sorted in descending 
order. An example of this decoding scheme involving 4 jobs is depicted below. 
 
jobs:    1j            2j            3j            4j   
chromosome: 0.98 0.12 0.56 0.78 
 
sorted genes: 0.98 0.78 0.56 0.12 
schedule:  1 4 3 2 
 
The major advantage of random key encoding is that every possible chromosome decodes to 
a feasible schedule and therefore, there is no need for customized initialization routines and 
genetic operators. Tournament selection is responsible for selecting individuals from the 
archive for recombination. According to this selection scheme TourSize individuals are 
chosen with the same probability from the archive and the fittest individual from that subset 
is chosen to constitute a parent which will be recombined with another individual to 
produce offspring. Parameter TourSize is commonly known as the tournament size and 
tournament selection mechanisms with 2TourSize =  are referred to as binary tournaments. 
The procedure is iterated until the required number of individuals has been selected. The 
selected individuals are recombined according to the intermediate recombination technique. 
The i-the element of the offspring is computed according to the following equation: 
 1 2(1 )p poi i ii ic u c u c= + −  (5) 
where 1pic  and 
2p
ic  are the i-th elements of the two parents and iu  is a random variable 
uniformly distributed in [ ,1 ]δ δ− + . Parameter δ determines the hypercube to which the 
produced offspring is possible to fall in. The fraction of the new population which consists 
of individuals generated via recombination is determined by parameter RecFrc, whereas the 
remaining individuals are produced using migration, i.e. they are generated at randomly. 
4. Performance metrics for non-dominated sets 
A number of metrics for comparing non-dominated sets have been proposed in the relevant 
literature. These metrics largely fall into two categories: i) performance metrics that require 
the true Pareto front to be known and, ii) performance measures that do not involve the true 
Pareto front in the computation and can be used to compare two or more non-dominated 
sets directly. In this investigation we consider the following four measures: a) the 
generational distance GD (Tan et al., 2005), b) the metric of non-uniform distribution of solutions 
U, c) the maximum spread MS of the obtained solutions and, d) the hyper-volume HV (Tan et 
al., 2005). The rest of this section briefly describes these performance metrics. 
The metric of generational distance reflects the “distance” between a Pareto optimal set A 















where A is the cardinality of A and id  is the Euclidean distance between the i-th element of 
A and the nearest element that belongs to P.  
The metric of non-uniform distribution of solutions U +∈ℜ  measures how uniformly the 
individual solutions are distributed in a Pareto optimal set A. It is defined as:   
 











where A  is the cardinality of A, , 1i id +  symbolizes the Euclidean distance between two 
successive members in A and d  is the average distance. Large deviations of the distances 
, 1i id +  from the average distance result in high values of U, therefore a Pareto front with a 
lower value of this metric is preferable to another front with higher U value.   
The performance measure called max spread is an indicator of the range in objective space 
covered by a Pareto optimal set A. Its formal definition is given in Equation (8): 
 ( )21 111 max minA AN i ij ji ijMS f fN = === −∑  (8) 
where A  is the cardinality of A, N is the number of objective functions and ijf  is the value 
of the j-th objective yielded by the i-th element in A. Higher values of MS signify better 
performance  
Hyper-volume HV measures the size of the objective space that is dominated by the 
elements of a non-dominated set A. It is defined as ( )1A iiHV volume v== ∪ , where iv  is the 
hypercube with diagonal corners the objective vector 1 2[ , ,..., ]
i i i i
Nf f f=f of the i-th element in 
A and the anti-optimal objective vector max max max max1 2[ , ,..., ]Nf f f=f , where max 1max A ij jif f== . 
Again, A  denotes the cardinality of A, N is the number of objective functions and ijf  is the 
value of the j-th objective for the i-th element in A.  
5. Results 
Section 5 and its subsections are devoted to the presentation of the results that were obtained 
from the application of the SPEA2 algorithm to twelve instances of the single-machine 
scheduling problem described in Section 2. The randomly generated instances of the problem 
which drive the experimental investigation are given in the following subsection. 
5.1 SMSP instances 
All instances were selected at random from an extensive set of SMSP instances which was 
generated by (Valente & Goncalves, 2009) and can be found online at 
http://www.fep.up.pt/docentes/jvalente/benchmarks.html. An SMSP instance is simply a 
set of processing time-due date pairs and it is identified by using the naming convention 
adopted by (Valente & Goncalves, 2009) specifically PV-N-T-R, where PV symbolizes the 
processing time variability, N is the number of jobs, T is the tardiness factor and R is the due 
date range. All twelve instances considered in this chapter are of type H-10-x-y, meaning 
that they consist of ten jobs with high (H) processing time variability, i.e. the processing 
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times are uniformly distributed in the interval [ ]1 100− . Each job has a due date which is 
drawn from the uniform distribution defined on the interval [ ](1 2), (1 2)P T R P T R− − − + , 
where P is the sum of the processing times of all jobs for a particular instance and 
parameters P and R assume non-negative real values. In this study we consider three levels 
for the tardiness factor T, specifically 0.4, 0.6, and 0.8.  
 
H-10-0.4-0.2 H-10-0.4-0.4 H-10-0.4-0.6 H-10-0.4-0.8 
ip  id  ip  id  ip  id  ip  id  
73 439 9 236 37 144 64 473 
51 411 35 290 65 254 82 290 
69 411 59 296 34 206 88 159 
82 356 47 180 9 239 9 447 
51 353 46 294 18 118 23 378 
59 363 38 295 39 226 47 144 
41 475 44 291 7 206 30 525 
85 390 83 225 47 184 97 388 
86 377 61 218 21 162 30 461 
89 461 12 222 44 124 67 287 
Table 1. Instances H-10-0.4-y 
Additionally, for each tardiness factor level four due date range levels (0.2, 0.4, 0.6, 0.8) are 
examined. The parameters of the twelve SMSP instances are shown in Tables 1 to 3.  
 
H-10-0.6-0.2 H-10-0.6-0.4 H-10-0.6-0.6 H-10-0.6-0.8 
ip  id  ip  id  ip  id  ip  id  
36 135 62 248 53 310 85 117 
54 168 45 228 96 75 32 114 
84 115 25 105 71 149 13 197 
24 137 21 128 81 332 44 135 
34 168 78 127 26 61 60 348 
33 146 42 161 13 245 100 282 
20 129 14 127 2 314 15 198 
31 133 38 91 33 323 3 65 
5 162 38 150 97 70 84 240 
50 126 53 200 36 190 38 183 
 





H-10-0.8-0.2 H-10-0.8-0.4 H-10-0.8-0.6 H-10-0.8-0.8 
ip  id  ip  id  ip  id  ip  id  
53 108 4 107 85 212 50 -44 
89 90 99 160 98 94 70 -52 
59 147 41 115 13 7 45 68 
31 70 89 116 46 8 79 168 
56 171 45 112 99 9 73 196 
91 163 41 216 28 73 68 60 
73 191 99 51 36 220 28 44 
81 132 49 157 6 211 39 192 
54 193 73 94 100 250 12 321 
57 182 39 83 19 84 94 118 
Table 3. Instances H-10-0.8-y  
5.2 Configuration of MOEAs 
The parameters of the multi-objective genetic algorithm (SPEA2) which was used to 
approximate the true Pareto front for each instance are  
• the population size 
• the chromosome length 
• the maximum number of iterations 
• the size of the archive 
• the tournament size (selection operator) 
• the recombination fraction  
• parameter δ (recombination operator) 
Since each instance consists of ten jobs and individuals are encoded as sequences of random 
keys, the chromosome length is equal to 10 in all executions of the algorithm. The exhaustive 
search algorithm used to find the true Pareto fronts conducts 10! 3,628,800=  feasible 
schedule evaluations for each problem instance. We selected the total number of evaluations 
performed by the MOEA in each instance to be fixed to the level of 35,000, which is 
approximately 1% of the number of the exhaustive search evaluations. As a consequence, 
the adjustment of the population size implicitly determines the maximum number of 
iterations too. The size of the archive was set to be equal to the size of the true Pareto front 
for each instance. Moreover, the recombination fraction determines the fraction of 
individuals created by recombination in a new generation, where the remaining individuals 
are generated by the migration operator.  
As a consequence, the parameters which participate to the fractional factorial experiments 
conducted for each problem instance are 
i. the population size (PopSize) 
ii. the tournament size (TourSize) 
iii. the recombination fraction (RecFrc) 
iv. the parameter delta (δ) 
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The levels for factor i were set to be 50 and 100, whereas the levels for factor ii were 2 
(binary tournament) and 10, or in the case were the arc consisted of less than ten elements, 
the high level of parameter ii was equal to the arc size. 0.6 was the low level for factor iii 
(recombination fraction) and 0.8 the high level. Finally, the two levels of parameter δ were 0 
and 0.25. After the levels of the factors had been defined a 4 12 −  fractional factorial design of 
resolution IV was generated by employing the Franklin-Bailey algorithm (Box et al., 2005). 
This type of design separates main effects and requires 8 treatments (parameter sets) to be 
evaluated, i.e. it is considerable more economical than the corresponding full 42  factorial 
experiment which requires 16 runs. The resulting experimental designs are presented in 
Table 4. For every design the evolutionary algorithm is executed 3 times and the non-
dominated set which has the highest number of elements identical to that of the 
corresponding true Pareto front is selected.  
 
 PopSize TourSize RecFrc δ 
design 1 50 2 0.6 0 
design 2 50 2 0.8 0.25 
design 3 50 10(archive size) 0.6 0.25 
design 4 50 10(archive size) 0.8 0 
design 5 100 2 0.6 0.25 
design 6 100 2 0.8 0 
design 7 100 10(archive size) 0.6 0 
design 8 100 10(archive size) 0.8 0.25 
Table 4. Experimental designs 
5.3 Comparative evaluation – instances H-10-0.4-y 
The cardinalities of the true Pareto fronts for instances H-10-0.4-0.2, H-10-0.4-0.4, H-10-0.4-
0.6 and H-10-0.4-0.8 are 2, 10, 6 and 3, respectively. For all of these four instances the best  
 
 







Fig. 2. True Pareto fronts, archives in first/last iteration – instances H-10-0.4-0.6 and H-10-
0.4-0.8 
design for the MOEA was found to be the third which corresponds to 50PopSize = , 
0.6RecFrc = , 0.25δ =  and TourSize set to the high level. The non-dominated sets returned 
by the MOEAs initialized with that parameter set were identical to the true Pareto fronts for 
all problem instances examined in this subsection. The non-dominated sets related to 
executions of the MOEA with different parameter sets were not globally Pareto optimal and 
therefore further comparisons between the various sets using the metrics presented in 
Section 4 is redundant. Figures 1 and 2 illustrate the true Pareto fronts of the four instances 
of this subsection, and the individuals (in objective space) that populate the archive in the 
first and last iteration of the best evolutionary algorithm execution.   
5.4 Comparative evaluation – instances H-10-0.8-y 
The true Pareto fronts for instances H-10-0.8-0.2, H-10-0.8-0.4, H-10-0.8-0.6 and H-10-0.8-0.8 
consist of 5, 8, 5 and 7 elements, respectively. Similarly to the previous four instances the  
 
 
Fig. 3. True Pareto fronts, archives in first/last iteration – instances H-10-0.8-0.2 and H-10-
0.8-0.4 
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Fig. 4. True Pareto fronts, archives in first/last iteration – instances H-10-0.8-0.6 and H-10-
0.8-0.8 
best parameter set for the MOEA was 50PopSize = , 0.6RecFrc = , 0.25δ =  and TourSize set 
to the high level. Executions of the MOEA with those parameters managed to deliver the 
true Pareto fronts in all four cases whereas executions with alternative parameter sets failed 
to do so. Figures 3 and 4 present the actual Pareto fronts of the four instances of this 
subsection, and the individuals that constitute the archive in the first and last generation of 
the best evolutionary algorithm execution. 
5.5 Comparative evaluation – instances H-10-0.6-y 
The sizes of the non-dominated sets related to the last four instances of this experimental 
investigation are generally higher than those of the eight instances discussed in the previous 
two subsections. More specifically, the actual Pareto fronts for instances H-10-0.6-0.2, H-10-
0.6-0.4, H-10-0.6-0.6 and H-10-0.6-0.8 have 13, 10, 14 and 9 elements, respectively. In this 
subset of problem instances, the true Pareto fronts corresponding to instances H-10-0.6-0.4 
and H-10-0.6-0.8 were computed exactly by the MOEA. The parameter values related to the 
third design of the fractional factorial experiment were found to be the best for this series of 
problem instances too. In the case of instance H-10-0.6-0.2 the MOEA returned a set of  
 
 







Fig. 6. True Pareto front, archive in first/last iteration – instance H-10-0.6-0.8 
non-dominated solutions that is differentiated from the actual Pareto front only in one 
element, where the globally Pareto optimal element is [49,670]  and the corresponding 
element of the MOEA front is [49,672] . It is reasonable to argue that the approximation of 
the actual Pareto front by the MOEA is excellent in this problem instance too.  
However, in instance H-10-0.6-0.6 the actual Pareto front was not obtained exactly from any 
execution. In addition to that, all eight non-dominated sets related to different combinations 
of parameter values of the MOEA were under-populated, i.e. none of them consisted of 14 
elements as the true Pareto front because some elements were repetitions of others. This 
effect can be largely attributed to the random key encoding scheme which does not exclude 
the possibility that two or more seemingly different chromosomes decode to the same 
schedule. For example, both [0.7,0.2,0.1]  and [0.6,0.35,0.05]  decode to [1,2,3] . The true 
Pareto front and the fronts returned by the MOEA for each one of the eight parameter sets 
are displayed in Figures 7 and 8. Note that the actual Pareto front can be obtained if the non-
dominated sets related to experimental designs 2, 4 and 6 are combined. Since no locally 
Pareto optimal set is clearly superior to the others, the metrics described in Section 4 can 
assist in establishing a ranking of the eight non-dominated sets of solutions. The 
performance of the eight fronts regarding the metrics of generational distance (GD), 
hypervolume (HV), non-uniformity of solutions (U) and maximum spread (MS) are 
presented in Table 5. We reiterate that for the metrics of hypervolume and maximum spread 
high values are preferable, whereas the opposite holds for the non-uniformity of solutions 
and the generational distance. The information contained in Table 5 is somewhat hard to 
interpret and in order to facilitate a clearer presentation of the results we transform the 
elements of each row to the interval [0,1]  and construct the spider graphs displayed in Figure 
9. Note that design 3 corresponds to the minimum values of all four performance metrics and 
is therefore depicted as a single point in the left pane of Figure 9. By observing Figure 9 one 
can sees that the local Pareto front of the third design is the best regarding the measures of U 
and GD but in the same time exhibits the worst performance in terms of MS and HV. On the 
other hand, the non-dominated set linked to the seventh design achieves the highest values of 
HV and MS but is also the worst when it comes to minimizing GD. All other locally Pareto 
optimal sets correspond to different trade-offs between the four metrics under consideration.  
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GD 19.85 17.44 7.85 26.18 29.76 16.33 39.61 17.76 
HV 18059 16948 12248 19288 20568 18323 24300 17690 
U 0.67 0.75 0.45 0.49 0.59 0.54 0.65 0.56 
MS 174.04 170.3 139.36 185.93 193.17 174.04 215.37 172.88 
Table 5. Non-dominated sets performance metrics, instance H-10-0.6-0.6 
 
 






Fig. 9. Normalized performance metrics of non-dominated sets (designs 1-8) – instance H-10-
0.6-0.6 
6. Conclusion 
The application of a MOEA to the multi-objective single-machine scheduling problem was 
investigated experimentally. The objective functions of interest were the total tardiness and 
the total earliness. For the purposes of this investigation the true Pareto fronts of 12 random 
problem instances were computed using exhaustive search. All instances consisted of ten 
jobs but the sizes of the Pareto fronts varied from one instance to another, indicating that the 
structure of the Pareto fronts does not depend only on the dimensionality of the problem. In 
order to tune the parameters of the MOEA to each problem instance we conducted 12 
fractional factorial experiments. The use of methods from the field of Design of Experiments 
to select parameters for the evolutionary algorithm is appealing because they offer the 
ability to select an efficient parameter set with limited computational cost. The MOEA 
returned the actual Pareto front in ten out of twelve problem instances and computed a very 
good approximation of the true Pareto front in one instance. However, it exhibited a rather 
mediocre performance in a specific problem instance. An important advantage of the 
evolutionary approach to the underlying problem is that in all cases, the MOEA conducted 
only 1% of the number of evaluations performed by the exhaustive search algorithm. A 
possible direction of future research would be to apply evolution to problems with high 
dimensionality where the true Pareto front cannot be obtained exactly and compare the 
results with those from other meta-heuristic algorithms.   
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