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Stochastic Representation of a Class of Non-Markovian Completely Positive
Evolutions
Adria´n A. Budini
Max Planck Institute for the Physics of Complex Systems, No¨thnitzer Str. 38, 01187 Dresden, Germany
By modeling the interaction of an open quantum system with its environment through a natural
generalization of the classical concept of continuous time random walk, we derive and characterize a
class of non-Markovian master equations whose solution is a completely positive map. The structure
of these master equations is associated with a random renewal process where each event consist in
the application of a superoperator over a density matrix. Strong non-exponential decay arise by
choosing different statistics of the renewal process. As examples we analyze the stochastic and
averaged dynamics of simple systems that admit an analytical solution. The problem of positivity
in quantum master equations induced by memory effects [S.M. Barnett and S. Stenholm, Phys.
Rev. A 64, 033808 (2001)] is clarified in this context.
PACS numbers: PACS numbers: 03.65.Yz, 42.50.Lc, 03.65.Ta, 05.40.-a
I. INTRODUCTION
From the beginning of quantum mechanics there ex-
isted alternative formalisms to describe the dynamics of
open quantum system. Besides the microscopic deriva-
tion of quantum master equations, the theory of quantum
dynamical semigroups [1] introduced a strong constraint
for the possible structure of a given Markovian master
equation. As is well know, the more general structure is
given by the so called Kossakowski-Lindblad generator
dρ (t)
dt
= −i [H, ρ (t)] + 1
τ0
L0 [ρ (t)] . (1)
Here, ρ(t) is the system density matrix, H is the system
Hamiltonian, τ0 is the characteristic time scale of the
irreversible dynamics and
L0 [•] =
∑
β
([Vβ , •V †β ] + [Vβ•, V †β ]), (2)
where {Vβ} is a set of arbitrary operators. This struc-
ture arise after demanding the Markovian property and
the completely positive condition (CPC). This last req-
uisite is stronger than positivity. It guarantees the right
behavior of the solution map ρ(0)→ ρ(t) after extending,
with an identity, the original evolution to an ancillary and
arbitrary Hilbert space [1, 2].
As a consequence of the Markovian or semigroup con-
dition, the evolution Eq. (1) is local in time. This fact, in
general, implies that the dynamics of the density matrix
elements is characterized through an exponential decay
behavior. Nevertheless, there exist many physical situa-
tions that must be described in a quantum regime and
whose characteristic decay behaviors are different from
an exponential decay.
Some relevant examples arise in atomic and molecu-
lar systems subject to the influence of environments with
a highly structured spectral density, where the theoreti-
cal modeling can be given in terms of a few-modes spin-
boson model [3] and in terms of random-matrix theory[4].
In these situations, the characteristic decay of the sys-
tem dynamics present stretched exponential and power
law behaviors. Other examples are one dimensional
quasiperiodic systems [5] that develop a non-Gaussian
diffusion front, anomalous photon counting statistics for
blinking quantum dots [6], many-spin systems [7], frac-
tional derivative master equations [8], and structured
reservoirs [9].
In all these physical situations the validity of the ap-
proximations that allow a Markovian description break
down. Therefore, its dynamical description is outside of
a Markovian Lindblad evolution. Thus, there seems to be
a gap between completely positive evolutions and those
with an anomalous decay behavior.
The main purpose of this paper is to establish the pos-
sibility of constructing a class of evolution equations for
the density matrix that satisfies the CPC and that also
lead to strong non-exponential decay. Our basic idea for
the derivation of these equations consists in to model
the interaction of an open quantum system with its en-
vironment as a series of random scattering events rep-
resented through the action of a superoperator over the
system density matrix, where the elapsed time between
the successive events corresponds to an arbitrary random
renewal process [10]. This stochastic dynamics can be
seen as a natural generalization of the classical method
of continuous time random walk [11, 12], where a parti-
cle at random times jumps instantaneously between the
sites of a regular lattice. In consequence we will name our
starting stochastic dynamics a continuous time quantum
random walk (CTQRW).
We remark that the concept of quantum random walks
is nowadays used in the context of quantum information
and quantum computation [13]. Our paper deals a dif-
ferent problem since here we are concerned with a phe-
nomenological description of anomalous irreversible pro-
cesses in the context of completely positive evolutions.
The dynamics that result from a CTQRW is non-
Markovian and can be written as a memory integral over
a Lindblad superoperator [see Eq. (14)]. This kind of evo-
2lution was previously analyzed in Ref. [14] by Barnett
and Stenholm, where was raised up the possibility of ob-
taining non physical solutions from this non-Markovian
evolution. Contrarily to their final conclusion, here we
will show that, as in a classical context [15, 16], it is pos-
sible to use this kind of equation as a phenomenological
tool in the description of open systems. Even more, we
will see that the correct behavior of this equation is re-
lated with the possibility of associating to it a CTQRW.
The paper is organized as follows. In Section II we
introduce the stochastic dynamics and the corresponding
evolution for the averaged density matrix. The CPC and
the relaxation to a stationary state are characterized. In
Section III we study some non trivial kernels that leads
to a telegraphic and a fractional equation. The dynamics
induced by these evolutions are analyzed through simples
systems, as a two level system and a quantum harmonic
oscillator. The relation with the formalism of intrinsic
decoherence is also established. In section IV we give the
conclusions.
II. CONTINUOUS TIME QUANTUM RANDOM
WALK
The stochastic dynamics that define a CTQRW involve
two central ingredients. First, a completely positive su-
peroperator E [•] which represent an instantaneous dis-
ruptive intervention of the environment over the system
of interest. We will assume that it can be written in a
sum representation [2] as
E [ρ] =
∑
i
CiρC
†
i , (3)
where the operators Ci satisfies the closure condition
∑
i
C†iCi = I. (4)
The second ingredient is a set of random time t1 <
t2 · · · < tn that define when the disruptive action oc-
curs. We will assume that this set is stationary and de-
fined as a random renewal process, i.e., it can be charac-
terized through a waiting time distribution w(τ) which
gives the probability density for the elapsed time interval
τi = ti − ti−1 between two consecutive disruptive events.
We will work in an interaction representation with re-
spect to the system Hamiltonian and also assume that
the unitary evolution commutates with the superoper-
ator E [•]. Thus, the average evolution of the density
matrix over the realizations of the random times can be
written in the following way
ρ(t) =
∞∑
n=0
Pn(t) En[ρ(0)]. (5)
Here, Pn(t) defines the probability that n applications of
the superoperator E [ρ] have occurred up to time t. This
set of probabilities is normalized as
∞∑
n=0
Pn(t) = 1, (6)
and is defined through the expressions
P0(t) = 1−
∫ t
0
dτw(τ), (7)
and
Pn(t) =
∫ t
0
dτw(t − τ)Pn−1(τ). (8)
Note that P0(t) defines the survival probability, i.e., the
probability of having not any superoperator action up
to time t. Using recursively Eq. (8), from Eq. (5) it is
possible to express the average density matrix as
ρ(t) = P0(t)ρ(0) +
∫ t
0
dτw(t − τ)E [ρ(τ)]. (9)
In order to obtain a differential equation for the evolution
of ρ(t) we follow the calculation in the Laplace domain.
Denoting f˜(u) =
∫∞
0 dt exp[−ut]f(t), from Eq. (9), we
get
ρ˜(u) =
1− w˜(u)
u
{
1
I− w˜(u)E [•]
}
ρ(0). (10)
where we have used P˜0(u) = [1 − w˜(u)]/u. Eq. (10)
allows us to express ρ(0) in terms of ρ˜(u). Thus, it is
straightforward to get
uρ˜(u)− ρ(0) = K˜(u)L[ρ˜(u)] (11)
where we have defined
K˜(u) =
uw˜(u)
1− w˜(u) , (12)
and the superoperator
L[•] = E [•]− I. (13)
Then, the time evolution of the average density matrix
reads
dρ(t)
dt
=
∫ t
0
dτK(t− τ)L[ρ(τ)], (14)
where the kernel K(t) is defined through its Laplace
transform Eq. (12). This evolution, in general, is non-
Markovian, and by construction it is a completely pos-
itive one. On the other hand, using the sum represen-
tation Eq. (3) and the normalization condition Eq. (4)
it is possible to write the superoperator Eq. (13) in a
Lindblad form
L[•] = 1
2
∑
i
{[Ci, •C†i ] + [Ci•, C†i ]}. (15)
3Random Superoperators: The previous results can be
easily extended to the case in which the scattering su-
peroperator, in each event, is chosen over a set {Ea[•]}
with probability P (a)da. Assuming that this random se-
lection is statistically independent of the set of random
times, the evolution is the same as in Eq. (14) with
L[•] =
∫ +∞
−∞
daP (a)Ea[•]− I. (16)
Infinitesimal Transformations: At this point, it is im-
portant to remark that in general an arbitrary Lindblad
structure, Eq. (2), can not be associated with a com-
pletely positive superoperator E [•] as in Eq. (13). This
fact does not imply any limitation in our approach. In
fact, an arbitrary Lindblad term L0[•] can be always as-
sociated to a completely positive superoperator of the
form
E0[ρ] = {I + [eκL0 − I]}ρ, (17)
where κ must be intended as a control parameter. Then,
an arbitrary Lindblad term can be introduced in Eq. (14)
in the limit in which simultaneously κ→ 0 and the num-
ber of events by unit of time go to infinite, the last limit
being controlled by the waiting time distribution w(t).
We will exemplify this procedure along the next section.
A. Completely Positive Condition
As was mentioned previously, by construction the non-
Markov evolution Eq. (14) is a completely positive one.
Nevertheless, from a phenomenological point of view [14]
one is also interested to know which kind of arbitrary
kernel Kd(t) guarantee this condition.
The CPC is clearly satisfied if it is possible to associate
to the kernel Kd(t) a well defined waiting distribution.
Given an arbitrary kernel, from the definition Eq (12),
the associated waiting time distribution is
w˜d(u) =
K˜d(u)
u+ K˜d(u)
=
1
u/K˜d(u) + 1
. (18)
This equation defines a positive waiting time distribu-
tion if and only if w˜d(u) is a completely monotone (CM)
function [10], i.e. w˜d(0) > 0 and (−1)nw˜d(n)(u) > 0,
where w˜d
(n)(u) denote the n-derivative. After using that
1/(u+ 1) is a completely monotone function, and that a
function of the type f(g(u)) is CM, if f(s) is CM and if
the function g(u) is positive and possesses a CM deriva-
tive [10], the Laplace transform of the kernel Kd(u) must
satisfy
u
K˜d (u)
> 0 and
d[u/K˜d (u)]
du
a CM function. (19)
As in the classical case, these conditions allow us to clas-
sify the kernels in safe and dangerous ones[15]. The se-
cure ones, independently of the particular structure of
the superoperator E [•], always admit a stochastic inter-
pretation in terms of a CTQRW. Therefore, they induce
a completely positive dynamics. The dangerous ones do
not admit a stochastic interpretation and in consequence
the CPC is not guaranteed. As we will see in the next
examples, in this last case the CPC depends on the par-
ticular structure of the superoperator E [•].
B. Integral Solution-Subordination Processes
The solution of the evolution Eq. (14) can be written
in an integral form over the solution of a corresponding
Markovian problem. In order to demonstrate this affir-
mation, first we write Eq. (11) as
ρ˜(u) =
1
u− K˜(u)L[•]ρ(0). (20)
Using the expression
1
u− K˜(u)L[•] =
∫ ∞
0
dτ
′
e−{u−K˜(u)L[•]}τ
′
, (21)
and after the change of variable τ = K˜(u)τ
′
it is possible
to write
1
u− K˜(u)L[•] =
∫ ∞
0
dτP˜ (u, τ)eL[•]τ , (22)
where the function P˜ (u, τ) is defined by
P˜ (u, τ) =
1
K˜ (u)
exp[−τ u
K˜ (u)
]. (23)
Note that from this expression, after a Laplace transform
in the second variable τ → s, it is possible to obtain
P˜ (u, s) = 1/[u + sK˜(u)], which implies the equivalent
definition
∂P (t, τ)
∂t
= −
∫ t
0
dt
′
K(t− t′)∂P (t
′
, τ)
∂τ
. (24)
Inserting Eq. (22) in Eq. (20), the integral solution for
the density matrix reads
ρ (t) =
∫ ∞
0
dτP (t, τ) ρ(M) (τ) , (25)
where the density operator ρ(M)(τ) is the solution of the
Markovian evolution
dρ(M)(τ)
dτ
= L[ρ(M)(τ)], (26)
subject to the initial condition ρ(0), i.e., ρ(M)(τ) =
exp[Lτ ][ρ(0)].
When the set of conditions Eq. (19) is satisfied, from
Eq. (23) it is simple to demonstrate that the func-
tion P (t, τ) defines a probability distribution for the
τ−variable [17], i.e.,
P (t, τ) > 0 and
∫ ∞
0
dτP (t, τ) = 1, (27)
4where the normalization of P (t, τ) follows from∫∞
0
dτP (u, τ) = 1/u. This result, joint with Eq. (25),
allows us to interpret the stochastic evolution as a sub-
ordination process [10, 15], where the translation between
the “internal time” τ and the physical time t is given by
the function P (t, τ). On the other hand, note that the
positivity of this probability function is equivalent to the
CPC of the solution map.
C. Relaxation to the stationary state
Here we will analyze the relaxation of the density ma-
trix to a stationary state. With the aid of the integral
solution Eq. (25), the characterization of this process is
similar to that of classical Fokker-Planck equations [16].
First, we note that the Markovian evolution of ρ(M)(τ)
can be always solved in a damping basis[18] as
ρ(M)(τ) =
∑
λ
cˇλe
−λτPλ, (28)
where Pλ are the eigen-operators of the Lindblad term,
L[Pλ] = λPλ, and the expansion coefficients are defined
by cˇλ =Tr[Pˇλρ
(M) (0)]. The dual operators Pˇλ satisfy
the closure condition Tr[PˇλPλ ]´ = λδλλ´ and are defined
through Lˇ[Pˇλ] = λPˇλ, where Lˇ[•] is the dual superoper-
ator of L[•] defined by Tr{AL[ρ]} =Tr{ρLˇ[A]}[1]. The
expansion Eq. (28) allows us to write the solution of the
non-Markov evolution Eq. (14) in the form
ρ (t) =
∑
λ
cˇλhλ(t)Pλ (29)
where the functions hλ(t) are defined by
hλ(t) =
∫ ∞
0
dτP (t, τ) e−λτ . (30)
In the Laplace domain this definition is equivalent to
h˜λ (u) =
1
u+ λK˜ (u)
, (31)
which also imply
dhλ(t)
dt
= −λ
∫ t
0
dτK(t− τ)hλ(τ). (32)
From these expressions it is simple to realize that if the
Markovian solution Eq. (28) involves a null eigenvalue,
the corresponding stationary state maintains this status
in the non-Markovian evolution. Furthermore, the typ-
ical exponential decay of a Lindblad evolution is trans-
lated to that of the characteristic functions hλ(t). On the
other hand, due to the structure of the solution Eq. (29),
it is clear that any set of relations between the relax-
ation rates of the Markovian problem [1, 19] will be also
present in the non Markov solution [see Eqs. (76)-(77)].
III. EXAMPLES
In this section we will analyze different possible dy-
namics that arise after choosing different memory ker-
nels. Furthermore, we will work out some exact solutions
in simple systems.
A. Markovian Dynamics
By assuming an exponential waiting time distribution
w(t) = A1e
−A1t, (33)
from Eq. (12) it is immediate to obtain
K(t) = A1δ(t). (34)
Thus, the evolution Eq. (14) reduces to a Markovian one.
In this case, it is also possible to obtain all the hierarchy
of probabilities Pn(t), which read
Pn(t) =
(A1t)
n
n!
e−A1t. (35)
This results imply that a Markovian Lindblad evolution
can be associated with a Poissonian statistics of the en-
vironment action. This stochastic interpretation is also
valid for arbitrary Lindblad terms Eq. (2). In this case,
the associated superoperator is given by Eq. (17) and
it is necessary to take the limit κ → 0, A1 → ∞ with
κA1 = A
′
1. Note that this limit is well defined in the
sense that the waiting time distribution remains positive
and normalized, i.e.,
∫∞
0
dτw(τ) = 1.
B. Exponential Kernel
Now we will analyze the case of an exponential kernel
K (t) = Aǫ exp[−γt], (36)
where the units of Aǫ are sec
−2. By demanding the con-
ditions Eq. (19) it is possible to show that this kernel
is not a secure one, i.e., in general it is not possible to
associate a stochastic dynamics, and in consequence the
CPC of the solution map is not guaranteed. Neverthe-
less, note that in the double limit, γ → ∞, Aǫ → ∞,
with Aǫ/γ = A1 this kernel reduce to the previous case,
indicating a possible region of parameters values where
the kernel can be a secure one. In order to see this fact,
from Eq. (18), after Laplace transform, we get
w(t) = 2Aǫe
−γt/2 sinh[
1
2 t
√
γ2 − 4Aǫ]√
γ2 − 4Aǫ
. (37)
This function, for γ2 > 4Aǫ is a well defined waiting
time distribution which delimits the region of parameter
values where the evolution is a secure one.
5After differentiation of Eq. (14), the evolution of the
density matrix can be written as
d2ρ (t)
dt2
+ γ
dρ (t)
dt
= AǫL[ρ (t)]. (38)
which is a kind of a telegraphic equation [20]. This equa-
tion must be solved with the initial values ρ (t) |t=0= ρ0
and dρ (t) /dt |t=0= 0. Then, under the condition γ2 >
4Aǫ this equation provides an evolution whose solution is
a completely positive map. In this case, the characteristic
decay functions hλ(t), Eq. (30), results as
h (t,Φλ) = e
−γt/2{cosh[ t
2
Φλ] +
γ
Φλ
sinh[
t
2
Φλ]}, (39)
where Φλ =
√
γ2 − 4λAǫ.
We remark that the introduction of an arbitrary Lind-
blad term L0[•] in Eq. (38) modifies drastically the previ-
ous positivity conditions. In fact, this change requires the
use of the superoperator Eq. (17) and the double limit
κ → 0, Aǫ → ∞, with κAǫ = A′ǫ. Nevertheless, from
Eq. (37), we note that the limit Aǫ →∞ leads to a wait-
ing time distribution that always takes negative values.
The positivity of w(t) can only be recuperated in the limit
γ →∞. Nevertheless, as we have commented previously,
this extra requirement implies that the final dynamics
converge to a Markovian ones. Therefore, for infinitesi-
mal superoperators there is no region of parameter values
where the exponential kernel admits a stochastic inter-
pretation. In consequence, the CPC of the solution map
is unpredictable and must be checked for each particular
case. This result characterizes and generalizes the results
obtained in Ref.[14].
C. Fractional Evolution
Now we analyze a case of a sure kernel [15]. We assume
K˜ (u) = Aαu
1−α, 0 < α ≤ 1, (40)
where the units of Aα are 1/sec
α. As is well known, this
kind of kernel can be related to a fractional derivative
operator [12]. Thus, the density matrix evolution reads
dρ (t)
dt
= Aα 0D
1−α
t L [ρ (t)] . (41)
The Riemann-Liouville fractional operator is defined by
0D
1−α
t f(t) =
1
Γ(α)
d
dt
∫ t
0
dt′
f(t′)
(t− t′)1−α , (42)
where Γ (x) is the Gamma function. By using Eq. (18),
the Laplace transform of the waiting time distribution
reads
w˜(u) =
Aα
Aα + uα
. (43)
Note that for α = 1 this expression reduces to the Laplace
transform of an exponential function. Furthermore, the
condition 0 < α ≤ 1 corresponds to the values of α where
w˜(u) is a CM function, guaranteeing a well defined wait-
ing time distribution. In the time domain it reads
w(t) =
Aα
t1−α
∞∑
n=0
(−Aαtα)n
Γ[α(n+ 1)]
. (44)
Thus, the case of fractional derivative provides a well de-
fined evolution, Eq. (41), whose solution is a completely
positive map that admits a stochastic interpretation in
terms of the waiting time distribution Eq. (44). We re-
mark that in this case, the average time between succes-
sive applications, 〈τ〉 = ∫∞
0
τw(τ)dτ , is not defined. As
in the classical domain [12], this fact implies the absence
of a characteristic time scale and statistically it enables
the presence of time intervals of any magnitude. On the
other hand, we note that an arbitrary Lindblad superop-
erator can be always introduced in Eq. (41) in a secure
way. In fact, the waiting time distribution Eq. (44) is well
defined in the limit κ→ 0, Aα →∞ with κAα = A′α.
From Eqs. (31)-(40), the characteristic decay functions
hλ(t) read
hλ(t) = Eα[−λAαtα]. (45)
Here we have introduced the Mittag-Leffler function
Eα(t) which is defined through the series [12]
Eα [−Aαtα] =
∞∑
k=0
(−Aαtα)k
Γ (αk + 1)
. (46)
The short time regime of this function is governed by an
stretched exponential decay
lim
t→0
Eα[−Aαtα] ≈ e−Aαt
α
, (47)
while the long time regime converges to a power law decay
lim
t→∞
Eα[−Aαtα] ≈ 1
Aαtα
. (48)
In this way, the fractional kernel allows us to introduce
these anomalous behaviors that clearly differ from the
typical exponential decay of a standard Lindblad equa-
tion. Furthermore, this dynamics can be always associ-
ated with a CTQRW characterized through the waiting
time distribution Eq. (44).
D. Short Time Regime
An important aspect in the theory of open quantum
systems is the characterization of the irreversible dynam-
ics at short times [21, 22]. Here we will analyze this
regime through the linear entropy δ(t) = 1 − Tr[ρ2(t)].
For simplicity, we will assume that at the initial time the
6system is in a pure state, ρ(0) = |Ψ〉〈Ψ|. Defining the
average
〈〈E〉〉 =
∑
i
〈C†iCi〉 − 〈C†i 〉〈Ci〉. (49)
where 〈C〉 = 〈Ψ|C|Ψ〉, from Eq. (25), for the fractional
case we get
δ(t) ≈ 2Aαt
α
Γ(1 + α)
〈〈E〉〉. (50)
while for the exponential case we get
δ(t) ≈ Aǫt2〈〈E〉〉. (51)
We note that for the Markovian case (α = 1) the in-
crease of entropy is linear in time, while the exponential
case present a slower quadratic behavior. On the other
hand, the fractional case gives rise to the faster increase,
whose rate is not defined, i.e., it is infinite. Nevertheless,
as we will show in the next examples, in the long time
regime the fractional case induces the slower dynamical
behavior.
E. Two-Level System
Here we will analyze the non-Markovian dynamics of a
two level system driven by different superoperators and
memory kernels.
1. Depolarizing Reservoir
First we will analyze the case of a depolarizing envi-
ronment [2]. Thus, we define the operators that appear
in the sum representation Eq. (3) as
C1 =
√
px σx C2 =
√
py σy, (52)
where px+py = 1, and σx, σy are the x−y Pauli matrixes.
In order to simplify the final equations, from now on we
will assume px = py = 1/2. In this case, the Lindblad
superoperator L[•] [Eq. (13)] reads
L [•] = 1
4
([σx, •σx] + [σx•, σx] + [σy, •σy] + [σy•, σy]).
(53)
This Lindblad generator corresponds to the interaction
of a two level system with a reservoir at infinite tem-
perature. This fact can be clearly seen by expressing
L[•] in terms of the lowering and raising spin operators,
σ = (σx − iσy)/2, σ† = (σx + iσy)/2. We notice that
assuming other values of px and py, extra terms appear
in Eq. (53) that do not modify the infinite temperature
property of the Lindblad superoperator.
Exponential Kernel: By denoting the density matrix
ρ(t) in the basis of the eigenvalues of σz as
ρ(t) =
(
P+(t) C+(t)
C−(t) P−(t)
)
, (54)
from Eq. (38), the evolution of the upper and lower levels
reads
d2P±(t)
dt2
+ γ
dP±(t)
dt
= Aǫ[±P−(t)∓ P+(t)], (55)
while the coherences evolve as
d2C±(t)
dt2
+ γ
dC±(t)
dt
= −AǫC±(t). (56)
The solution of these equations are
P±(t) = P
eq
± + (P±(0)− P eq± )h(t,Φpop), (57)
with P eq± = 1/2, and
C±(t) = C±(0)h(t,Φcoh), (58)
where the function h(t,Φ) was defined in Eq. (39) and
Φpop =
√
γ2 − 8Aǫ, Φcoh =
√
γ2 − 4Aǫ. (59)
In the Markovian limit γ → ∞, Aǫ → ∞ with Aǫ/γ =
A1 we get the well know Markovian results h (t,Φ) =
exp[−Φt], with Φpop = 2A1 and Φcoh = A1.
From our previous results, we know that under the
condition γ > 4Aǫ the dynamics must be a completely
positive one and that for γ < 4Aǫ this is not guaran-
teed. Here, we will check these conclusions for this sim-
ple model. By using the property |h(t,Φ)| ≤ 1, from
Eq. (57) it is possible to conclude that for any value of
the parameter γ and Aǫ, at all times the populations sat-
isfies P±(t) ≥ 0. On the other hand, the determinant d(t)
of ρ(t), for any parameter values, satisfies the inequality
d(t) =
{
1
4
+
(
P+(0)− 1
2
)(
P−(0)− 1
2
)
h2(t,Φpop)
− C+(0)C−(0)h2(t,Φcoh)
}
≥ 0. (60)
In consequence, independently of the values of γ and Aǫ,
the density matrix is always positive. We remark that
this result does not imply that the solution map ρ(0)→
ρ(t) is a completely positive one. By writing the solution
in the sum representation
ρ(t) = gI(t) ρ(0) +
∑
j=x,y,z
gj(t) σjρ(0)σj , (61)
where
gI(t) =
1
2
[
1 + h(t,Φpop)
2
+ h(t,Φcoh)
]
, (62)
gx(t) = gy(t) =
1− h(t,Φpop)
4
, (63)
gz(t) =
1
2
[
1 + h(t,Φpop)
2
− h(t,Φcoh)
]
, (64)
the CPC is equivalent to the conditions gI(t) ≥ 0, and
gj(t) ≥ 0 ∀j, for all times. For γ2 ≥ 4Aǫ these inequal-
ities are satisfied. On the other hand, for γ2 ≤ 4Aǫ,
7FIG. 1: Stochastic realizations for the CTQRW defined by
the depolarizing operators Eq. (52) and the fractional wait-
ing time distribution Eq. (44). The graphs correspond to the
quantum average of the Pauli matrixes, Mj(t) = Tr[ρ(t)σj],
j = x, y, z. The realization for the normalized average
My(t)/My(0) is equal to that of the x-direction. The pa-
rameters were chosen as px = py = 0.5 and α = 0.5,
Aα = 1/
√
2 sec−1/2, T=A
−1/α
α .
while the functions gx(t) and gy(t) are still positive, the
functions gI(t) and gz(t) take negative values, which im-
ply that the map ρ(0)→ ρ(t) is not a completely positive
ones. Note that in this situation, the map Eq. (61) can be
written as a difference of two completely positive maps.
This fact agrees with the general results of Ref. [23],
where it was demonstrated that any positive map can be
written as a difference of two completely positive ones.
Fractional kernel: Now we analyze the dynamics of the
the two level system in the case of the fractional kernel
Eq. (41). For the evolution of the populations we get
dP±(t)
dt
= Aα 0D
1−α
t [±P−(t)∓ P+(t)], (65)
and the evolution of the coherence is
dC±(t)
dt
= −Aα 0D1−αt C±(t). (66)
The solutions of these equations are
P±(t) = P
eq
± + (P±(0)− P eq± )Eα[−Φ(α)poptα], (67)
and
C±(t) = C±(0)Eα[−Φ(α)cohtα], (68)
where
Φ(α)pop = 2Aα, Φ
(α)
coh = Aα. (69)
These expressions provide a completely positive map that
admit a stochastic interpretation in terms of its associ-
ated CTQRW. In Fig. (1) we have implemented a numer-
ical simulation of this quantum stochastic process. We
FIG. 2: Theoretical result (full line) and average over 104 re-
alizations (circles) for Mx(t). The inset shows the short time
regime together with the theoretical results for the Marko-
vian evolution (dashed line) with A1 = 0.5 sec
−1, and the
exponential kernel (full line) with γ = 2 sec−1, Aǫ = 1 sec
−2.
show a set of realizations for the quantum averages of
the Pauli matrixes, Mj(t) = Tr[ρ(t)σj ], j = x, y, z. Af-
ter the first application of the depolarizing superoperator,
Eq. (52), the normalized values of Mx(t) and My(t) go
to zero, remaining in this value at all subsequent times.
On the other hand, Mz(t)/Mz(0) oscillates between ±1
after each scattering event. A notable property of these
realizations is the absence of a characteristic time scale
both for the first event and for the elapsed time between
any successive events. This fact is a consequence of the
power law decay of the waiting time distribution w(t),
Eq. (44). The absence of any time scale can be seen in
the realization of Mz(t)/Mz(0) where it is evident the
presence of time intervals of any magnitude.
In Fig. (2) we show the corresponding average over 104
realizations together with the analytical result forMx(t).
We have taken α = 1/2, which allows to use the equiva-
lent expressionE1/2[Aαt
1/2] = exp[A2αt] erfc[Aαt
1/2] [12].
In the inset we compare the decay behavior induced by
the different kernels. Here, the stretched exponential de-
cay at short times and the power law behavior at long
times are evident. In order to be able to compare the
different time decay scales induced by each kernel, in all
figure of the paper we take {A1 = A1/αα = Aǫ/γ} ≡ T−1,
which define the dimensionless time scale t/T .
Linear entropy: The linear entropy δ(t) can be used as
a probe of the density matrix positivity. In fact, in a two
dimensional Hilbert space, the positivity condition ρ(t) ≥
0 is equivalent to the inequality 0 ≤ δ(t) ≤ 1. This means
that if one of the two eigenvalues of ρ(t) is negative, them
δ(t) < 0. Furthermore, the dynamical behaviors induced
by each kernel can be shown in a transparent way through
this object.
In Fig. (3) we show the linear entropy for the Marko-
8FIG. 3: Linear entropy for the CTQRW defined by Eq. (52)
(px = py = 1/2). Long dashed line, Markovian kernel with
A1 = 0.5 sec
−1. Dashed line, fractional kernel with α = 0.5,
Aα = 1/
√
2 sec−1/2. Full line, exponential kernel with γ =
2 sec−1, Aǫ = 1 sec
−2. Dotted line, exponential kernel with
γ = 0.5 sec−1, Aǫ = 0.25 sec
−2.
vian, exponential and fractional kernels. As initial condi-
tion we have chosen a pure state, an eigenstate of σx. In
the case of the exponential kernel, consistently, we verify
that independently of the parameter values, the linear
entropy is always positive.
2. Dephasing Reservoir
Here, we assume that the superoperator E [•] is defined
through the operator
C1 = σz . (70)
The Lindblad superoperator results in L[•] = Ld[•],
where
Ld [•] ≡ 1
2
([σz , •σz] + [σz•, σz]). (71)
As is well known, this kind of dispersive contribution de-
stroys coherences without affecting the level occupations.
In the case of the exponential kernel, the matrix ele-
ments are given by
P±(t) = P±(0), C±(t) = C±(0)h(t,Φd). (72)
where the function h(t,Φ) was defined in Eq. (39) and
now Φd =
√
γ2 − 8Aǫ. It is simple to proof that inde-
pendently of any parameter value, here the evolution pre-
serves the density matrix positivity. This follows from the
inequality d(t) = P+(0)P−(0)−C+(0)C−(0)(h(t,Φd))2 >
0, which, added to the preservation of the probability oc-
cupations, guarantees the positivity condition. On the
other hand, by expressing the density matrix in the sum
representation, ρ(t) = gI(t)ρ(0) + gz(t)σzρ(0)σz, with
gI(t) = [1+ h(t,Φd)]/2 and gz(t) = [1−h(t,Φd)]/2, it is
immediate to proof that the dynamics is completely pos-
itive for any parameter values. Therefore, for this kind of
dispersive superoperator, independently of the possibil-
ity of associating to it a stochastic dynamics, the solution
map is always completely positive.
In the case of the fractional kernel we get
P±(t) = P±(0), C±(t) = C±(0)Eα[−2Aαtα]. (73)
As in the previous environment model, here the coher-
ence decay displays stretched exponential and power law
behaviors.
3. Thermal Reservoir
Now we will analyze a dynamics that leads to a thermal
equilibrium state. First, we assume
C1 =
√
p↑
(
1 0
0
√
1− κ
)
, C2 =
√
p↑
(
0
√
κ
0 0
)
,
C3 =
√
p↓
( √
1− κ 0
0 1
)
, C4 =
√
p↓
(
0 0√
κ 0
)
.
where p↑+p↓ = 1 and 0 < κ ≤ 1. These operators corre-
spond to a generalized amplitude damping superoperator
[2]. With these definitions, the Lindblad superoperator
Eq. (13) can be written as
L[•] = κLth[•] + κ˜Ld[•] (74)
where Ld[•] was defined in Eq. (71), and
κ˜ =
1
2
[
1− κ
2
−√1− κ
]
. (75)
On the other hand, the Lindblad term Lth[•] corresponds
to a thermal reservoir
Lth [•] ≡ p↑
2
([σ†, •σ] + [σ†•, σ]) + p↓
2
([σ, •σ†] + [σ•, σ†]).
The temperature is defined by p↑/p↓ = exp[−β∆E],
where ∆E is the difference of energy between the two
levels.
Before proceeding with the description of this case, we
want to remark that a pure thermal evolution can be only
introduced through an infinitesimal transformation. In
fact, it is possible to demonstrate that the superoperator
Eth[•] ≡ Lth[•]+I is not a completely positive one, i.e., it
can not be written in a sum representation Eq. (3). After
noting that the Lindblad superoperator Eq. (74) satisfies
L[•] = κLth [•] +O(κ2), it is possible to associate κ with
the control parameter of Eq. (17). Thus, in the limit
κ→ 0 the dispersive contribution drops out.
The dynamics induced by the Lindblad Eq. (74) is sim-
ilar to those analyzed previously in this section. In fact,
9FIG. 4: Linear entropy for the CTQRW defined by Eq. (74)
with p↓ = 1, p↑ = 0, and κ = 0.75. Long dashed Line, Marko-
vian kernel with A1 = 1 sec
−1. Dashed line, fractional kernel
with α = 0.5, Aα = 1 sec
−1/2. Full line, exponential kernel
with γ = 4 sec−1, Aǫ = 4 sec
−2. Dotted line, exponential
kernel with γ = 1 sec−1, Aǫ = 1 sec
−2.
the solution for the exponential case can be written as in
Eqs. (57)-(58) with
Φpop =
√
γ2 − 4κAǫ, Φcoh =
√
γ2 − 2(κ+ 4κ˜)Aǫ.
(76)
On the other hand, for the fractional kernel, the solutions
read as in Eqs. (67)-(68) with the definitions
Φ(α)pop = κAα, Φ
(α)
coh = (
κ
2
+ 2κ˜)Aα. (77)
The main difference with the previous solutions are the
equilibrium populations which now read P eq+ = p↑, and
P eq− = p↓. As a consequence of this fact, it is simple to
realize that for γ2 ≤ Aǫ, the exponential kernel produces
a mapping that is not completely positive and not even
positive. This follows by noting that for P eq± 6= 1/2, the
population solutions Eq. (57) can take negative values.
In Fig. (4), for each kernel, we show the linear en-
tropy behavior in the case of a zero temperature reser-
voir. As in the previous figure, as initial condition we use
an eigenstate of the x−Pauli matrix. In the exponential
case, when the stochastic interpretation is not possible
the linear entropy takes negative values. Equivalently,
this means that ρ(t) is not positive definite.
F. Dynamics in a Fock Space
Here we will analyze the dynamics of a CTQRW in a
system provided with a Fock space structure, as for ex-
ample a quantum harmonic oscillator or a mode of an
electromagnetic field. With a† and a we denote the cor-
responding creation and anhilation operators. This situ-
ation will allow us to recover the classical concept of con-
tinuous time random walks in the context of completely
positive maps.
For the superoperator that defines the CTQRW, we
assume the following form
E [ρ] = D(β,β∗)ρD†(β,β∗), (78)
where D(β,β∗) is the displacement operator
D(β,β∗) = exp[βa
† − β∗a]. (79)
Furthermore, we assume that in each application of E [•]
the complex parameter β is chosen with a probability
distribution P(β,β∗). The induced evolution can be easily
analyzed by introducing the Wigner function
W (α, α∗, t) = 2Tr[ρ(t)D(α,α∗)e
iπa†aD†(α,α∗)], (80)
whose evolution from Eqs. (14)-(16) then reads
dW (α, α∗, t)
dt
=
∫ t
0
dτK(t− τ)
{∫ ∞
−∞
dβdβ∗P(β,β∗)(81)
W (α− β, α∗ − β∗, τ)−W (α, α∗, τ)
}
.
By construction, the solution of this equation provides
a completely positive map. Furthermore, we note that
this equation can be interpreted as a “classical” contin-
uous time random walk where the statistic of the “par-
ticle jumps” is given by P(β,β∗) and the statistics of the
elapsed time between the successive jumps is character-
ized through the waiting time distribution associated to
the kernel K(t). Thus, it is evident that this evolution
is a classical one [24], which implies that any quantum
property can only be introduced through the initial con-
ditions.
When all the moments of the distribution P(β,β∗) are
finite, i.e., 〈βrβ∗s〉 ≡ ∫∞−∞ dβdβ∗P(β,β∗)βrβ∗s < ∞ ∀ r,
s, the evolution Eq. (81) can be written in terms of a
Kramers-Moyal expansion
dW (α, α∗, t)
dt
=
∫ t
0
dτK(t− τ)LW (α, α∗, τ), (82)
where the operator L is defined by
L =
∞∑
n=1
1
n!
∫ ∞
−∞
dβdβ∗P(β,β∗)
(
β
∂
∂α
+ β∗
∂
∂α∗
)n
. (83)
These expressions follow after developing in Eq. (81) the
Wigner functionW (α−β, α∗−β∗, τ) aroundW (α, α∗, τ).
In this situation, it is also possible to get a close
expression for the average excitation number n(t) =
Tr[ρ(t)a†a], which reads
n(t) = n(0) + 〈|β|2〉
∫ t
0
dτK(t− τ)τ. (84)
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Here, we have assumed that the average displacements
in the directions (β, β∗) are null, i.e., the first moments
of the distribution P(β,β∗) vanish.
Up to second order, the operator L reduces to a Hamil-
tonian term plus a classical Fokker Planck operator. By
truncating the evolution up to this order, the CPC is
not broken. This fact can be easily demonstrated by
going back to the density matrix representation, where
the Lindblad superoperator Eq. (16) then reads L[•] ≈
LH [•] + LFP [•], with
LH [•] = [〈β〉a† − 〈β∗〉a, •], (85)
and
LFP [•] = 〈|β|2〉([a†, •a] + [a†•, a] + [a, •a†] + [a•, a†])
+ 〈β2〉([a†, •a†] + [a†•, a†])
+ 〈β∗2〉([a, •a] + [a•, a]). (86)
The Lindblad terms proportional to 〈|β|2〉 are equiva-
lent to a reservoir at infinite temperature and the terms
proportional to 〈β2〉 and 〈β∗2〉 introduce a squeezing ef-
fect. On the other hand, it is possible to demonstrate
that maintaining only a finite number of higher terms,
the evolution for the density matrix can not be written
in a Lindblad form and in consequence it is not com-
pletely positive. This fact agrees with the predictions of
the classical Pawula theorem [25] about Fokker Planck
equations.
Subdiffusive Processes: By assuming the fractional ker-
nel Eq. (40), in the limit Aα → ∞, 〈|β|2〉 → 0, with
Aα〈|β|2〉 = A′α, the previous second order approximation
applies. In this situation, the evolution of the Wigner
function is characterized by a subdiffusive process. In
fact, the average excitation number reads
n(t) = n(0) +
2A
′
α
Γ(1 + α)
tα. (87)
Note that in comparison with a Markovian Lindblad evo-
lution, α = 1, here the increasing of the average excita-
tions present a slower grow. On the other hand, the
evolution of the Wigner function can be written as
∂W (x, t)
∂t
= A
′
α 0D
1−α
t
∂2
∂x2
W (x, t) . (88)
Here, x is an arbitrary direction in the complex plane,
and in order to simplify the expression, we have “traced
out” the Wigner function over the perpendicular direc-
tion. We remark that this kind of fractional subdiffusive
dynamics is allowed in the context of completely positive
maps. This equation was extensively analyzed in the lit-
erature [12], where it was found that the solution presents
a non-Gaussian diffusion front. We notice that the rela-
tions between the exponents that characterize this be-
havior [26] were found to be universal in the context of
quasiperiodic and disordered systems [5].
Long Jumps: When the moments of the distribution
P(β,β∗) are not defined, the dynamics must be analyzed
in the Fourier domain, (α, α∗)→ (k, k∗). Denoting with
a hat symbol the Fourier transform, from Eq. (81), we
get
dWˆ (k, k∗, t)
dt
= −γ(k, k∗)
∫ t
0
dτK(t− τ)Wˆ (k, k∗, τ),
where the rates of the Fourier modes is given by
γ(k, k∗) = 1− Pˆ(k,k∗). (89)
For example, by assuming a Levy distribution [12]
P(k,k∗) = exp[−σµ|k|µ], with 0 < µ ≤ 2, the evolution
can be written as a series of infinite fractional derivatives
with respect to the variables (α, α∗). Nevertheless, with
the present formalism, it is not possible to check the CPC
of any truncated evolution.
Quantum Random Walks: Finally we note that the
concept of quantum random walks [13] used in the con-
text of quantum computation and quantum information
can be recovered as a particular case of our approach by
using the generalized displacement operator
D(β,β∗,θ,φ) = R(θ, φ) exp[σz(βa
† − β∗a)], (90)
and assuming that P(β,β∗) = δ(β−β0)δ(β∗−β∗0 ), and w(t) =
δ(t − T0). Here, R(θ, φ) is an arbitrary rotation of an
extra spin variable, (β0, β
∗
0) is an arbitrary direction in
the complex plane and T0 is the discreet time step.
G. Generalized Intrinsic Decoherence Formalism
The intrinsic decoherence formalism [27, 28] was intro-
duced by Milburn as a phenomenological frame to the
description of decoherence phenomema. Here, we will
analyze and generalize this formalism by interpreting it
as a CTQRW. First, we assume as a superoperator
Eτ [•] = e−iHτ • eiHτ , (91)
where H is an arbitrary Hamiltonian in a given Hilbert
space, and τ is a random variable chosen with a den-
sity probability P (τ). From Eqs. (14)-(16), the average
density matrix evolves as
dρ(t)
dt
=
∫ t
0
dτK(t− τ)
{ ∫ +∞
−∞
dτ
′
P (τ
′
) (92)
e−iHτ
′
ρ(τ)eiHτ
′
− ρ(τ)
}
.
In the basis of eigenstates of the Hamiltonian H , H |n〉 =
εn|n〉, the evolution of the matrix elements ρnm =
〈n|ρ|m〉 is given by
dρnm(t)
dt
= −γnm
∫ t
0
dτK(t− τ)ρnm(τ). (93)
Here, the decaying rates γnm read
γnm = 1− Pˆ (ωnm), (94)
11
where Pˆ (ω) =
∫∞
−∞ dτP (τ)e
−iωτ , is the Fourier trans-
form of the probability and ωnm = εn− εm are the Bohr
frequencies.
The original Milburn proposal is obtained by choosing
w(t) = (1/τa) exp(−t/τa), P (τ) = δ(τ − τb), (95)
which implies the density matrix evolution
dρ(t)
dt
=
1
τa
{
e−iHτbρ(t)eiHτb − ρ(t)} . (96)
Thus, our CTQRW provides a natural non-Markovian
generalization of this formalism. On the other hand, by
choosing the exponential waiting distribution of Eq. (95),
P (τ) = (t/τb)
−1 exp(−t/τb), and using the identity ln(1+
ix) =
∫∞
0 ds(e
−s/s)(1 − eisx), the rate results γnm =
ln(1 + ωnmτb)]/τa. This expression coincides with that
obtained in the formalism of Ref. [29].
IV. SUMMARY AND CONCLUSIONS
In this paper we have demonstrated that non-
Markovian master equations that consist in a memory
integral over a Lindblad structure can be considered as
a valid tool in the description of open quantum system
dynamics.
Our approach for the understanding of this kind of
equations consists in a natural generalization of the clas-
sical concept of continuous time random walks to a quan-
tum context. We have defined a CTQRW in terms of a
set of random renewal events, each one consisting in the
action of a superoperator over a density matrix. The se-
lection of different statistics for the elapsed time between
the successive applications of the superoperator allowed
us to construct different classes of completely positive
evolutions that lead to strong non-exponential decay of
the density matrix elements. Remarkable examples are
the telegraphic master equation, Eq. (38), which inter-
polates between a Gaussian short time dynamics and an
asymptotic exponential decay, and the fractional master
equation, Eq. (41), which leads to stretched exponential
and power law behaviors. On the other hand, in a Fock
space the dynamics reduces to a classical one, which al-
lowed us to demonstrate that fractional subdiffusive pro-
cesses are consistent with a completely positive evolution.
Concerning the possibility of obtaining non-physical
solutions from the Non-Markovian master equation
Eq. (14), we have found a set of mathematical conditions
on the kernel that guarantee the CPC of the solution
map. As in classical Fokker-Planck equations, the set of
conditions Eq. (19) allows us to link each safe kernel with
a corresponding waiting time distribution, which in the
present case allows to associate to the master equation a
CTQRW.
By analyzing the exponential kernel, related to the
telegraphic master equation, we have demonstrated that
when the kernel can not be associated with a waiting
time distribution, the resulting solution map can be ei-
ther non-physical, only positive, or even completely posi-
tive. This case demonstrates that no general conclusions
can be obtained outside the regime where a stochastic
interpretation is available. Furthermore, we have demon-
strated that telegraphic master equations constructed
with Lindblad superoperators that can be only intro-
duced through an infinitesimal transformation, Eq. (17),
only admit a stochastic interpretation in the Markovian
limit. In the case of the fractional kernel we have imple-
mented a numerical simulation that confirms the equiva-
lence between the non-Markovian fractional master equa-
tion and the corresponding CTQRW.
Finally we want to remark that from the understat-
ing achieved in this work, some interesting open question
arise in a natural way, as for example a possible micro-
scopic derivation of these non-Markovian master equa-
tions and the finding of alternative stochastic represen-
tation based in a continuous measurement theory. In
fact, from the examples worked out in this paper, we
conclude that the stochastic dynamics of a CTQRW can
be thought in a rough way as the continuous measuring
action of an environment over an open quantum system,
where the scattering superoperator must be associated
with the microscopic interaction between the system and
the environment, and the statistics of the random times
with the spectral properties of the bath.
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