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【講演3】
鮫島 和行 （玉川大学准教授）
「Neural basis of conditioning and reinforcement learning: 
A mechanistic perspective on learning and decision」
　First of all, I would like to thank Kosuke and Senshu University people for inviting me to 
this wonderful symposium as a speaker with the very famous psychologist Robert Rescorla 
and also Nakajima-sensei. I’m really nervous, because almost all of you are psychologists, but 
I’m not. This is kind of intimidating.
　Today, I’m going to talk about the neural basis of conditioning. This represents a kind of 
conditioning and reinforcement learning. I’m not psychologist. I’m a neuroscientist, but I’m 
originally from engineering ﬁeld, speciﬁcally the artiﬁcial intelligence ﬁeld. From the point of 
view of engineering, the ultimate goal of this ﬁeld is to create human-like intelligence, such 
as, making an autonomous robot on Mars or an autopilot of plane or an intelligent help-agent 
application in your iPhone or something of this sort. But from a scientiﬁc point of view, the 
question in this area is investigating what is intelligence? This question is also considered in 
traditional neuroscience. What are the brain functions?  But in the traditional neuroscience, 
this is investigated by using various techniques involving examination of anatomy, lesions 
and recording of neurons. Speciﬁcally in anatomy, we take animal brains to test hypotheses 
in connection between neurons, and in lesion studies, if a neuron in a some part of the brain 
is malfunctioning, then we observe what brain functions may be lacking. In physiology, we 
could also recorded activities of the neurons. I have also used these techniques that used in 
traditional neuroscience. But my approach is slightly diﬀerent. I take a synthetic approach to 
this. I think the brain functions is interpreted as problem solver. This entails building a robot 
that mimic scertain brain functions. That means we must think about what problem the 
human brain itself is facing and how it might solve this problem. This approach is kind of 
like thinking from inside the brain. We ask ourselves what is the problem?
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　I will focusing on the type of learning and decision making termed the reinforcement 
learning problem. In this problem the learning agent here interacts with the environment 
through observing the environmental state, and the environmental state is changed by the 
agent’s action. The goal of this agent is to maximize to get a special kind of stimuli, 
rewarding stimuli i.e., motivational stimuli. More formally the problem is to learn the 
mapping from stimuli to actions in order to maximize the sum of rewards through 
interacting in a stimuli-action-reward tripletinteraction.
　Let’s think about a more concrete illustration of a state-action-reward triplet. This is 
evident with actions involved in playing a game like Shogi in Japan or Chess in Europe. In 
the game example, the place where the pieces are located is a state. If you recognize these 
pieces, each piece is identified with a state of the environment. Then you have multiple 
choices for ways move the pieces to another place. That corresponds to choice of action. 
Once you choose one action, one piece to move to any place, then the placement is changed. 
Thus we observe the next state. In some cases, you received the reward at the time, t,here. 
In the next time step t+1, the opponent is moving pieces and thus the state is changed once 
again. Next you perform the action and change the state. In this way we get information 
from the pieces, recognize state, it is changed by action, and receive reward and so on.
　This interaction is continued to the end of the game. If you reach the end of a game, you 
can receive feedback, a win or a loss. In a game situation, you only receive a reward 
feedback, for win, positive reward is received, and for loss, a negative reward is received. In 
the Rescorla-Wagner rule, you can associate movements with the win state only in one step 
before the states reach to win. Let’s think about an earlier stage of the game. How do we 
choose the action?  One key is to think about the long-term amount of reward. We call this 
the value function. A reward could be the sum of all the sequences, and this could be 
predicted. In this state, we can choose the next action or create a beneﬁcial state in this 
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early period of the game. But this is also a naïve way to calculate, because a summation of 
all rewards is impossible.
　Let’s think about the next state prediction. If you imagine an action in course of the state 
chaine, then the prediction of reward as shown in this state transition diagram is a sum of 
sequences forward from the current state. This is where we can think about the diﬀerence 
of these two values, V(st) and V(st+1), of two sequential state. This prediction is calculated 
by these equations. The left side of this equation, is canceled out by subtraction, and then 
the reward is left. So, the temporal difference of these values is equal to the immediate 
reward. The left side of the equation could be moved to the right side here. Then r(t)+V(st)-
v(st+1) should be 0. The equation should be satisﬁed if we know the correct value function. 
But the problem is the V(st) and V(s+1) are approximatedfuction. In this view, this right side 
equation could be used for the reward expectation V(s), which is learned based upon an 
error signal for learning value function V(s); this term is called temporal-diﬀerence value. 
The learning algorithm of temporal-difference (TD)  learning rule is like this equation, 
reward plus the next state value function minus the value of the current state update the 
value function of reward prediction. Most of you noticed that this is very similar to the 
Rescorla-Wagner rule. The Rescorla-Wagner rule is kind of the error-driven learning rule 
here. The learning association between CS and US incorporates a difference involving 
asymptotic performance and that is similar to the present scenario. The change of the value 
is driven by the diﬀerence between an asymptote and the current estimate of the value. In 
in extinction case, the asymptote should be 0, but the diﬀerence between a asymptote and a 
current value is also used for the learning the association
　This is very similar to the temporal-diﬀerence learning rule here. If the middle-term is 
omitted then this equation becomes exactly same as the Rescorla-Wagner rule is to the TD 
learning rule, the only diﬀerence is the middle term. The middle term means that even if 
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you don’t have the motivational signal, i.e., the reward, we can calculate the difference 
between these two values to drive association between two sequential state. This represents 
a kind of temporal extension of the Rescorla-Wagner rule for action stimuli sequences. That 
is a theoretical diﬀerence between RW rule and TD rule.
　Let’s move to the brain function. (slide)Wolfram Schultz reported that he found the TD 
error signal in the brain. The TD error signal is represented in the midbrain dopamine 
neuron. This observation comes from a very simple conditioning paradigm that is performed 
by monkeys. Before the conditioning, the monkey receives a reward at which point the 
dopamine neuron fires briefly. This is shown in this slide. After the conditioning, the CS 
comes here, and rewards come here. But the dopamine neuron ﬁring is no response. After 
conditioning, when the reward is omitted, the dopamine neuron is depressed around the time 
when reward could have been delivered. That can be seen as kind of a surprise regarding 
the reward and no reward. Omission of a reward reﬂects a kind of surprise in relation to the 
no US. And in this slide, the temporal difference of the reward prediction error appear 
around CS timing. After the conditioning, the dopamine neuron ﬁring is shifted to the CS 
period as shown here. Could we think about the surprise signal in relation to the CS signal? 
Suddenly the signal reporting reward is available, the CS, is coming, but there is no signal 
for the incentive of reward around here; yet the dopamine is ﬁring here. This is a kind of 
the TD error signal here.
　This midbrain dopamine error signal is sent to the whole brain, but especially in the 
frontal cortex and basal ganglia are receiving intensively. The basal ganglia are constituted 
of many nuclei placed in the deep site in the cerebral cortex. This slide shows this as a 
section cut along here. These nuclei is connected with frontal cortex and this has a loop 
connection through the cortex and thalamus here. If there is a problem with those nuclei, 
this can result in many types of movement disorders like Parkinson’s disease. So, those 
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nuclei are believed to be related to movement function. They are also involved in habit 
formation and procedural memory formation. The striatum, the input part of the basal 
ganglia, has a massive receptor of dopamine and for receiving the dopamine signal from the 
substantia nigra pars compacta. This suggests that these nuclei are related to reward or 
motivational processing.
　But what is the function of dopamine in relation to the physiological condition? Reinolds 
and Wickens showed that dopamine functions in the striatum to modulate synaptic plasticity 
in cortico-striatal synapses. They conducted an experiment in vitro study of rat’s brain slides 
with interconnection with the cortex, corticostriatal connection and dopamine striatum 
connection. When they electrically stimulated these corticostriatal pathways, the synaptic 
connection was continuously weakened. But when they stimulated the cortical aﬀerents and 
dopamine aﬀerents simultaneously, then the synaptic connection was strengthened; it was 
reinforced. That suggests that if the dopamine signal carries information about the error 
signal, positive error creates strengthened synaptic connections and negative error weakens 
the strength of these connections. This suggests that the striatum is a candidate for the 
location where the associative connection is reinforced.
　This has also been conﬁrmed in human learning experiments. In the human experiments, 
the subject makes choices between two stimuli and the result of these choices is that he or 
she gains money or nothing depending upon the stimuli. This is a kind of instrumental 
conditioning task. So in this experiments there are two groups of subjects: one group has 
taken a drug with L-DOPA which is dopamine agonist; other is a antagonist group in which 
subjects have taken the drug with a dopamine blocker, haloperidol. On this slide, you can see 
the learning curves found in this task. Learning performance is greater in the L-DOPA 
subjects than subjects in the antagonist group with haloperidol. This means that dopamine is 
eﬀective for this learning. Also Pessiglione was observed in the brain activity. This is a blood 
oxygen level-dependent signal that is correlated to the prediction error signal in this learning 
experiment. They also found the striatum brain activity, which was stronger in L-DOPA 
subjects and weaker in haloperidol subjects.
　This suggests that parts of the basal ganglia implement the reinforcement learning 
algorithm. Kenji Doya, who was my advisor as a postdoc, and is now at the Okinawa 
Institute of Science and Technology, proposed the network model of the cortico-basal ganglia 
circuits to explain the reinforcement learning algorithm. In this model, the cerebral cortex 
represents the state and action as you can see in this diagram. The striatum represents a 
reward prediction for the state or for each action candidate. In the pallidum here, output site 
of the basal ganglia, the reward prediction for each action is compared, then an action is 
chosen in this cortex-striatum-pallidum network. Once the action is selected, this signal is 
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sent back to the cortex, then the action is executed from this cortical output.
　The hypothesis is that the dopamine signal is sent to this striatum and it changes the 
cortico-striatal synapses to learn action-speciﬁc reward prediction. Seven years ago, I tried to 
test this hypothesis. I conducted an experiment to record the striatum neuron activity that 
might represent the reward prediction for the each action candidate. I trained two monkeys 
in a reward-based choice task. In this task, monkeys had to manipulate the handle to get the 
reward. First at the center LED, a visual task-start signal appeared. The monkeys had to 
centralize the handle and wait 1 second. After that, the go signal, the center LED dimmed, 
then the monkey made a decision to turn the handle to left or right. After that if the 
monkey chose the left side, the left LED illuminated and then the color changed to either 
green or red. The green light predicts a large reward whereas the red light predicts a small 
reward. But probabilistically of this is manipulated by the computer. In the case of the 
monkey turning the lever to the right, this is similar to the probability involved in the green 
or red lights. We set a large reward probability for the left and a large reward probability 
for the right. We can set this at 90% for the left side, 50% to the right side in one case. But 
there is no external signal to indicate this probability, so the monkeys have to learn the 
contingency between the motor output and reward delivery by trial and error.
　After several trials, monkey realized that the left turn has a greater beneﬁt. However, we 
could change the probability without changing the predictive signal. For example, the 
probability on the left side (green light) could drop from 90% to 10% meaning that monkeys 
would have to change their choice to the right side. This is a reinforcement learning 
paradigm. We set the reward probability for the left side and right side at three diﬀerent 
probabilities, 10%, 50%, and 90%. Then, we set the combinations of the reward probabilities 
for the left side and the right side, 90% for the left side, 50% for the right side; 50% for the 
left side, 10% for the right side. In these two blocks, the left action is more beneﬁcial, so that 
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left action value (I call this reward prediction for the action) is larger than the right action 
value. In these two blocks, the right dominated block, which means the reward prediction 
for the right side is larger than the left side. Actually, monkeys can learn this task. This 
represent the choice ratio of the left side. In the ﬁrst part of a block, monkeys doesn’t know 
which is the better choice, but in end of the block, these monkeys realized that the block 
was left dominated. They choose the left side 90% of the time and the right side 10% here. 
This graph shows an example sequence of the choice of a monkey. Upper dots show choices 
for the left side and lower dots show choices for right side. The cyan line represents the 
average choice ratio in 10 trials; it is a moving average. In the left dominated green and blue 
block, the monkey choose left side. In the yellow and orange block, the monkey choose right 
side block here.
　During this task, we recorded the striatum neural activity and found the reward 
prediction signal for particular action. This is called the action value neuron. This slide shows 
an example of this type of neuron, the action value neuron for the left side value. In the 
block of reward probability combination is 90% and 50%, the neural ﬁring prior to action 
shows suddenly rise higher than in the 10% and 50% blocks. So, in this case we changed the 
reward probability for the left side, 90% to 10%, but the right side reward probability is kept 
in 50%. But in the right side reward probability changing case, it is the changing between 
90% and 10% in right-turn but kept 50% in left-turn, which are showed by red and green 
line. There is no diﬀerence here, which means that the ﬁring is only dependent on one side, 
the left side action, not the right side action, here. This is modulated by the Q(R) direction 
change.
　We also found the right action value neurons. This is another example. This neuron shows 
higher ﬁring in the lower reward probability case. This neural activity represents a negative 
right action value. This type of the block comparison reveals certain properties of the 
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striatal neurons. But I used the trials only in the stationary phase after the monkeys knew 
the probability of the reward, on the left side and right side. However in the ﬂuctuating 
period, during monkey continuously learn probability through each trial-and-error,, the neural 
firing might be correlated to the action value in trial-by-trial by reward prediction error 
signals. I apply a computational model of the monkeys' learning to track such ﬂuctuating 
behavior. It is a simple model that relies upon the Rescorla-Wagner rule for updating the 
action values of left-turn and right-turn independently. We could compare these two values 
to determine action selection probabilities by this softmax function. This model has two 
parameters. One is the learning rate (alpha). Another reflects the stochasticity of action 
selection (beta) comparing two values for the action selection probability.
　Subsequently, I used Bayesian estimation methods to estimate values of alpha and beta 
parameters. I will not go into details about this, but the best-ﬁtting estimates allow a good 
description of the monkeys’ behavior. By using this method, we can also estimate the course 
of the action values changing trial-by-trial. This slide shows a sample sequence of a monkey’s 
actual series of choices in the cyan line; also black line showpredictions of computer-
simulated action selection probabilities. The black line could track the actual monkey’s choice 
ratio even during the  ﬂuctuated period. Then, we could use the internal parameter of the 
action values predicted by computer simulation for taking correlation of neural activities. As 
you can see in this figure, it fluctuates around this side here; we can use this fluctuated 
action value on a trial‒by-trial basis. We can take the correlation between these internal 
parameters to the neural ﬁring. This 3D plot is an example neuron. The neural ﬁring is a 
very diverse noise, but this neuron has a tendency to have a negative correlation to the left 
action values. The plots scattered around on the ﬂoor indicates ﬂuctuating estimated action 
value QL and QR and the height of the bar shows neural ﬁring at each trial. You can see 
higher ﬁring occurs around lower QL area, here, but around higher QL area you see low 
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ﬁring rate around there. But in changing the right action value QL plot, here, there is no 
correlation in this plot. Again, this is an example neuron, which is tracking the left action 
value.
　I also analyze all of recorded, population of neurons. Results involving the population of the 
neurons are shown in this slide. About 30% of the neurons are correlated with the left action 
value, QL, or right action value, QR, alone. This population do not correlate with the action 
tendency or the simple value, which means it is an action independent reward probability 
estimate. These are the very small number of neurons, but the action value neurons are30%, 
the majority. The major number of striatal neurons are coding the action value for each 
action candidate just before deciding the action and immediately before executing the action.
　This type of computer simulation also has potential for use in human non-invasive imaging 
analyses. I collaborated with Saori Tanaka, who is now at Osaka University. She carried out 
the fMRI experiment and I analyzed the behavioral data. In this experiment a human 
subject makes a decision to move a cursor which can be shifted to four places, as shown in 
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this slide. At a start signal, the subject makes an action, pressing the button of left or right, 
then the cursor is moved to the next state here, and the subject receives a monetary 
reward. The movement rule is ﬁxed, but subject must discover the button that generates 
the correct movement by which the cumulative reward are maximized. Again, this type of 
experimental task is a reinforcement-learning paradigm. I will not explain about this task in 
detail, but it also include the learning situation that must to learn the optimal action 
sequence. In the ﬁrst block, the subjects take optimal and non optimal action randomly. But 
the subjects can take action in the last part of the sessions, and the learning is progressing 
shown in this ﬁgure. Then we can estimate the action values for each subject trial-by-trial. 
These action values could be estimated and rise in the course of sessions; and the TD error 
signal could also be estimated as decreasing. We can use these signals in a correlation 
analysis to ﬁnd a relationship between the signals and blood oxygen levels.  Again, we found 
that the striatum is correlated to the TD error signal. The ventral striatum and also the 
dorsal striatum, both of these are correlated with the prediction error signal in the reward 
period. Also, the action value itself is correlated to the dorsal and ventral striatum in the 
decision period.
　This type of the analysis is very useful in order to discover neuronal activity correlated 
with internal parameter. After our experiment, there have been many experiments using 
the various kinds of the rewards, the US, the monkey, smell, touch, taste, water, liquid, other 
kinds of soft drinks or something related to social settings, eye-contact, kind words from 
others or something like only seeing the brand name. All of these studies have reported that 
error signal of the values are correlated with the dorsal and ventral striatum.
　To wrap up my talk. I ﬁrst showed that computational neuroscience oﬀers a synthetic 
approach for examining the brain function. In this ﬁeld, I’m focusing on the reinforcement 
learning paradigm. This is a machine learning problem that is oriented to maximizing 
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earning long-term rewards. In this situation, the temporal diﬀerence error learning algorithm 
is important for solving this type of problem. This is a temporal extension of the Rescorla-
Wagner rule. Also this signal, the error signal, is found in the dopamine neuron activity. 
From that observation, I tested the basal ganglia hypothesis of the reinforcement learning 
implementation. I found the striatum involved in learning the place of associative strength 
which is instantiated, in this view, as depending on the diﬀerence between a neutral state 
and motivational state, a diﬀerence indexed by the dopamine error signal. This is what I 
have said, but I would like to stress the last part. Mathematical formulations are important 
in the interaction between multiple ﬁelds of science. The equation is a common language and 
has the power to connect diﬀerent ﬁelds. If an equation is formulated, then predictability in 
behavior can be tested in ﬁeld of psychology and the mechanism of this learning algorithm 
can be assessed in the ﬁeld of neuroscience ﬁeld. In information science or mathematical 
engineering, researchers can check the optimality of the formulation, or these formulae could 
be connected to topics economics or the social sciences and could be thought about in terms 
of the microscopic optimality for each individual model. That is the take-home message of 
my talk. Thank you very much.
