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Résumé
L’onde acoustique est utilisée par de nombreux systèmes et organismes sous-
marins pour communiquer, naviguer ou inférer des informations à propos de l’environ-
nement. Le développement des activités humaines liées au monde de la mer (océanogra-
phie, lutte sous-marine, pêche, prospection pétrolière, etc...) induit une augmentation
du nombre de sources acoustiques en activité simultanée dans l’océan. L’environnement
acoustique sous-marin (ASM) est alors partagé par de nombreuses sources hétérogènes
(sonars, mammifères marins, systèmes de communications et de télémétrie, etc...) en-
trant involontairement en compétition pour l’utilisation de la ressource offerte par
le canal de transmission. Néanmoins, et contrairement aux communications radiofré-
quences, l’activité temporelle et fréquentielle des systèmes n’est pas normalisée par des
standards internationaux. Ils sont en revanche contraints par la physique du milieu
sous-marin, qui leur impose des bandes passantes souvent très faibles, dépendante de
la distance et de la fréquence de transmission, et des délais de propagation longs. En
l’absence de régulation, l’accès anarchique au canal par plusieurs sources peut induire
un masquage mutuel des signaux acoustiques de sorte qu’il soit impossible d’établir un
lien de communication fiable.
L’objectif de ce travail de thèse est de proposer des solutions permettant aux
systèmes de communications ASM d’adapter leurs paramètres de transmission de
manière intelligente, autonome et décentralisée selon l’environnement acoustique dans
lequel ils évoluent. À plusieurs égards, les problématiques de ce sujet de thèse sont
proches de celles ayant motivé le développement des recherches sur la radio cognitive
dans le monde des communications terrestres. Les systèmes de communications
doivent en effet être capables, étant donné l’état du canal de transmission, d’identifier
et de mettre en œuvre la meilleure stratégie de transmission au sens d’un certain
critère : maximisation du débit, du rapport signal à bruit ou de la capacité du lien,
minimisation de la probabilité d’erreur ou de la puissance transmise sous contrainte
de débit, etc. Cependant, les spécificités du milieu acoustique sous-marin, les sources
d’interférences de différentes natures et l’absence de standards de communications
posent de nouvelles difficultés.
Mots clés
Communications acoustiques sous-marines, théorie des jeux, apprentissage multi-
agents.
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Abstract
Underwater acoustic waves are used by many systems and biologic organisms
to communicate, navigate or infer information about the environment. Future deve-
lopments of human activities underwater for oceanography, warfare, fishing or other
applications imply an increase of the number of active acoustic sources in the oceans.
The underwater environment is therefore shared by many heterogeneous sources (so-
nars, marine mammals, telemetry and communication systems, ...) which involuntarily
compete for using the physical resource offered by the channel. Nevertheless, and unlike
radiofrequency communications, the temporal and frequential activity of underwater
systems is not normalized by international standards. They are however constrained
by physical properties of the underwater environment, which imposes low bandwidths
- which also depend on distance and transmission frequency - and long propagation
delays. Without regulation, several sources accessing arnarchically to the channel may
provoque mutual interferences which are detrimental to the robustness of the commu-
nication links.
The goal of this thesis is to provide solutions allowing autonomous and decen-
tralized and adaptation fo the transmission strategies of underwater acoustic commu-
nication systems, according to the environment in which they operate. To some extent,
this thesis deals with topics that are close to what has motivated the development of
research on cognitive radio. Indeed, given the state of the channel, communication sys-
tems should be able to identify and implement the best transmission strategy regarding
some performance criterion : capacity, signal to noise ratio, error rate, transmission
power under rate constraints, ... However, the specific properties of the underwater
environment, the heterogeneity of interfering acoustic sources and the absence of stan-
dardized communication protocols rise new difficulties.
Keywords
Underwater acoustique communications, game theory, mulit-agent learning
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Notations
x scalaire, élement d’un ensemble
x vecteur
X matrice
X ensemble
Ensembles
C ensemble des nombres complexes
R ensemble des nombres réels
Z ensemble des entiers relatifs
N ensemble des entiers naturels
∆X ensemble des distributions de probabilités sur X
Mn×p(K) ensemble des matrices à n lignes et p colonnes dont les coefficients
sont à valeurs dans K
L2(R) espace de Hilbert des fonctions de carré intégrable
Symboles et opérateurs
In matrice identité n× n
1n vecteur colonne dont les n éléments sont égaux à 1
1x∈X fonction indicatrice valant 1 ∀ x ∈ X et 0 sinon.
D(x) matrice diagonale contenant les éléments du vecteur x
|X | cardinal de l’ensemble X
(·)∗ conjugué
XT transposée
XH transposée et conjuguée
⊙ produit de Hadamard
[·]k,l élément de la k-ième ligne et l-ième colonne d’une matrice
‖X‖F norme de Frobenius, i.e.,
√
Tr
[
XHX
]
‖x‖2 norme euclidienne du vecteur x, soit,
√
∑
i x
2
i
‖x‖1 norme ℓ1 du vecteur x, soit,
∑
i |xi|
‖ · ‖ℓ0 norme ℓ0, i.e., nombre d’éléments non-nuls de x
15
Notations
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X variable aléatoire dont les réalisations sont notées X(ω) pour ω ∈ Ω
E [X ] espérance mathématique i.e
∫
XdP
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∫
φ(X, Y )dPX
E [X | Y ] espérance de X conditionnellement à Y
N (µ, σ2) loi normale (ou gaussienne) de moyenne µ et de variance σ2
CN (µ,Σ) loi normale (ou gaussienne) complexe multivariée
U(I) loi uniforme sur l’ensemble I
E(λ) loi exponentielle de paramètre λ
P(λ) loi de Poisson de paramètre λ
B(p) loi de Bernouilli de paramètre p
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Théorie des Jeux
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ai une action ai ∈ Ai du joueur i
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ui fonction d’utilité du joueur i dans le jeu sous forme normale
ui(a) utilité du joueur i pour le profil d’actions a
ui(π) utilité espérée du joueur i pour le profil de stratégies mixtes π
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Introduction générale
Motivations et contexte de l’étude
L’onde acoustique se révèle être un support privilégié pour la transmission et
l’inférence d’informations dans le milieu marin, là où les ondes électromagnétiques
souffrent de fortes atténuations. De nombreuses questions économiques et environne-
mentales motivent le développement des techniques de l’acoustique sous-marine (ASM)
pour l’analyse, l’exploration et l’exploitation de l’environnement marin. Leur utilisa-
tion est indispensable à de nombreuses applications liées au monde de la mer où sonars,
modems et écho-sondeurs sont des exemples de systèmes acoustiques employés à des
fins militaires, scientifiques, ou commerciales (océanologie, guerre sous-marine, pros-
pection pétrolière, etc...) [Lurton, 1998]. Les observatoires de fond de mer, les drones
et robots sous-marins télé-opérés (AUVs et ROVs) ou les submersibles habitables sont
d’autres exemples où la communication d’informations à des distances plus ou moins
longues est nécessaire. La capacité à établir des liens de communication ASM fiables
et efficaces apparaît alors essentielle.
L’environnement sous-marin est intrinsèquement bruyant ; pluie, vent, vagues
et vocalises des mammifères marins étant des exemples de contributions naturelles
au bruit ambiant. Les développements actuels et futurs des activités humaines sous-
marines présagent une augmentation du nombre de sources acoustiques en activité
simultanée dans les mers et les océans. Cela implique inévitablement une augmenta-
tion du bruit d’origine anthropique, dont les sources diverses incluent sonars, modems
et sondeurs, ainsi que les bruits de bateaux, de forages, etc. Cependant, les questions
de la pollution sonore des océans par l’activité humaine et de sa régulation n’ont été
que peu abordées par les organisations politiques [McCarthy, 2004]. L’augmentation
des niveaux de bruits a des conséquences néfastes à plusieurs niveaux. Son effet sur la
faune marine est notable, la survie des mammifères marins, par exemple, reposant sur
les ondes acoustiques en tant que moyen de leurs interactions sociales et d’écholocation
[Tyack, 1986]. Les performances des systèmes sous-marins sont également drastique-
ment réduites par le bruit et les sources d’interférences acoustiques externes. Ainsi, le
développement des activités humaines sous l’océan se heurte à une contradiction op-
posant l’augmentation du nombre de systèmes ASM à la difficulté de faire cohabiter
les sources acoustiques hétérogènes peuplant l’océan en l’absence de réglementation.
En particulier, et au contraire des télécommunications terrestres, l’activité tem-
porelle et fréquentielle des modems ASM n’est que peu réglementée par des normes et
17
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des standards. Il n’existe pas non plus de structure de réseaux pré-établie sur laquelle la
cohabitation et le partage du canal de communication entre des systèmes hétérogènes
pourrait reposer. Ceux-ci sont toutefois contraints par la physique du milieu. L’atté-
nuation croissante avec la fréquence et la distance impose des fréquences porteuses et
des bandes passantes souvent faibles, de l’ordre du kilohertz à la dizaine de kilohertz,
ce qui limite fortement les débits atteignables. De plus, la faible célérité de l’onde
acoustique sous l’eau (1500 m/s) induit des délais de propagation longs de plusieurs
secondes, voire dizaines de secondes. La ressource offerte par le milieu marin en tant
que canal de communication est donc limitée et sa disponibilité dépend de plusieurs
facteurs, tels que
— le nombre et la nature des sources actives simultanément,
— leur situation géographique, ou leur position relative,
— la bande de fréquence des transmissions,
— l’activité temporelle des sources (temps, durée, répétition).
Dès lors, l’accès anarchique au canal ASM peut induire un masquage mutuel de signaux
de sorte qu’il est impossible d’établir des liens de communication fiables [McGee et al.,
2014; Wang et al., 2012]. Cette compétition pour l’accès aux ressources du canal peut
se formaliser, en théorie de l’information, par le modèle de canal d’interférence.
Le problème de l’interférence et les questions de « l’intérêt et la faisabilité de
standardiser, allouer ou contrôler les fréquences acoustiques pour les télécommunica-
tions sous-marines » [NAS, 1970] se sont posées au début des années 1970. Le spectre
utilisable pour les communications ASM étant relativement étroit, il est clairement ir-
réaliste d’envisager une régulation fixe du spectre, où des bandes de fréquences prédéfi-
nies seraient allouées en fonction des applications. Jusqu’à très récemment il n’existait
pas de standard de communication en dehors du STANAG 1074 de l’OTAN concer-
nant les téléphones sous-marins analogiques, et dont la première version fut publiée
en 1985. La standardisation par l’OTAN du protocole de communications ASM numé-
riques JANUS [NATO, 2017] en Avril 2017 est une avancée notable en ce qu’elle offre
un cadre permettant l’interopérabilité et la découverte de systèmes hétérogènes dans
le but de former des réseaux ad-hoc [Potter et al., 2014]. Néanmoins, l’adoption d’un
tel protocole ne résout pas le problème du partage efficace des ressources physiques
limitées offertes par le canal de communication ASM.
L’ambition de ce travail de thèse est de proposer des solutions pragmatiques
d’allocation des ressources entre systèmes de communications ASM en conflit pour
l’accès au canal. L’hétérogénéité des systèmes et leur inter-opérabilité limitée, voire
inexistante, imposent un cadre strictement non-coopératif pour résoudre le problème
d’allocation des ressources. Par « non-coopératifs », on exprime l’idée que les différents
systèmes simultanément en activité dans le canal ASM n’ont pas la possibilité d’échan-
ger des messages afin de se mettre d’accord sur un schéma équitable de partage de la
ressource. Cela peut même s’étendre à l’idée qu’ils ne sont pas conscients du fait qu’ils
entrent en compétition pour l’utilisation de cette ressource. En l’absence d’infrastruc-
tures de réseau standardisées il est également important que l’allocation se fasse de
manière décentralisée. Du fait de la décentralisation et de la non-coopération imposées
par le contexte, les utilisateurs du canal ne se voient pas « allouer » des ressources
au sens strict, dans la mesure où cette allocation ne résulte pas d’une autorité exté-
rieure, mais font plutôt face à un problème de décision à prendre quant à l’utilisation
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d’une ressource particulière. Cette décision correspond à une stratégie de transmission.
Concrètement, cela peut se traduire par le choix de la puissance transmise, de la (ou
des) bande(s) de fréquences occupée(s), de l’ordre de modulation, etc... Dans ce cadre
de travail, les outils de la théorie des jeux et de l’apprentissage automatique vont se
révéler utiles à formaliser les problèmes d’accès conflictuel à une ressource, ainsi qu’à
trouver des solutions d’allocation équilibrée et des algorithmes permettant d’apprendre
ces solutions aux systèmes de communications de manière autonome et décentralisée.
D’une manière générale, l’objectif sera de permettre aux émetteurs d’adapter
leurs paramètres de transmission de manière intelligente, autonome et décentralisée
selon l’environnement acoustique dans lequel ils évoluent, l’environnement incluant ici
le canal et les utilisateurs qui y accèdent. Aussi, étant donné le contexte non-coopératif
et décentralisé qui nous est imposé, le choix d’une stratégie de transmission doit être
une décision prise localement, à partir d’informations sur l’environnement connues ou
apprises localement. La capacité d’adapter sa stratégie est importante d’une part parce
que les systèmes de communication ASM ne sont pas en mesure de prévoir à l’avance
la nature des sources d’interférences rencontrées, mais aussi parce que l’environnement
marin est dynamique, et les conditions du canal de communication varient à diffé-
rentes échelles de temps et d’espace. À plusieurs égards, les problématiques du sujet
de cette thèse sont proches de celles ayant motivé le développement des recherches
sur la radio cognitive dans le monde des télécommunications terrestres [Baldo et al.,
2008; Mitola, 2000]. Les émetteurs doivent en effet être capables, étant donné l’état du
canal ASM, d’identifier et de mettre en œuvre la meilleure stratégie de transmission
au sens d’un certain critère : maximisation du débit, du rapport signal à bruit ou de la
capacité du lien, minimisation de la probabilité d’erreur ou de la puissance transmise
sous contrainte de débit, etc. Cependant, les spécificités de l’environnement marin, les
sources d’interférences de différentes natures et l’absence de protocole de communica-
tions et d’infrastructures réseau standardisées posent de nouvelles difficultés.
Plan du manuscrit et contributions
Ce manuscrit s’organise autour de cinq chapitres. Chaque chapitre débute par
sa propre introduction, permettant de situer le contexte et l’état de l’art, et se conclut
par une ouverture sur les chapitres suivants et, le cas échéant, une synthèse des contri-
butions.
Le premier chapitre présente des généralités sur les communications et le canal
ASM, afin de mieux préciser le contexte qui n’a été présenté que succinctement dans
cette introduction générale. Plusieurs détails importants sont donnés sur la physique
du milieu et les distorsions subies par les signaux de communications. Le canal ASM
est présenté en toute généralité comme canal d’interférence, avec des justifications plus
précises quant à l’utilisation de ce modèle. Le chapitre se termine par un bref état de
l’art sur les travaux menés sur les thèmes de l’adaptation au canal et de la gestion de
l’interférence en communications ASM.
Le deuxième chapitre présente les éléments de théorie des jeux qui seront utilisés
dans le manuscrit. La théorie des jeux a été l’outil de modélisation central employé
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dans cette thèse. De nombreux modèles de jeux différents existent au sein de cette
théorie : jeux bayésiens, stochastiques, répétés, etc... Seuls les modèle de jeux sous forme
stratégique et de satisfaction ont été utilisés, car ils sont suffisants pour déduire des
stratégies d’équilibre dans les problèmes d’allocation de ressources en communications
ASM qui seront traités dans les chapitres suivants. Le chapitre 2 donne donc tous les
éléments permettant de décrire et résoudre ces jeux. Les algorithmes d’apprentissage
des équilibres sont également présentés.
Le troisième chapitre présente un problème de partage de spectre entre systèmes
de communications ASM non-coopératifs utilisant la modulation OFDM. L’objectif est,
pour chaque émetteur, de trouver l’allocation de puissance maximisant son débit (dé-
pendant de l’interférence générée par les autres émetteurs) sous contrainte de puissance.
Ce problème peut se formaliser comme un jeu non-coopératif où les joueurs sont les
émetteurs OFDM. La formalisation du problème et ses solutions sont similaires à celles
présentées par [Scutari et al., 2008a,b] en théorie des communications. Une méthode
de partage de spectre robuste face aux erreurs d’estimation du canal est également
proposée. Ce chapitre couvre les articles
— A. Pottier, F.-X. Socheleau, and C. Laot. Robust Noncooperative Spectrum Sha-
ring Games in Underwater Acoustic Interference Channels. IEEE J. of Oceanic
Eng., 42(4) :1019 – 1034, October 2017
— A. Pottier, F.-X. Socheleau, and C. Laot. Distributed Power Allocation Strategy
in Shallow Water Acoustic Interference Channels. In IEEE Int. workshop on
Signal Processing Advances in Wireless Communications (SPAWC) 2016, Jul.
2016b
— A. Pottier, F.-X. Socheleau, and C. Laot. Adaptive Power Allocation for Noncoo-
perative OFDM Systems in UWA Interference Channels. In Proc. 3rd Underwater
Acoustic Communications and Networking Conf. (UComms), Sept. 2016c
Le quatrième chapitre présente le problème de partage de ressource dans le canal
ASM sous contrainte de qualité de service. Le problème de partage de spectre minimi-
sant la puissance transmise sous contrainte de débit d’information, complémentaire du
chapitre 3, est présenté en première partie. On aboutit à des solutions similaires, cepen-
dant la faisabilité du problème n’est pas toujours garantie. La difficulté est contournée
grâce aux jeux de satisfaction [Goonewardena et al., 2017; Ross and Chaib-draa, 2006].
Un algorithme d’apprentissage des équilibres de satisfaction ne nécessitant qu’une
connaissance de l’environnement encodée sur 1 bit d’information est proposé et plu-
sieurs exemple de jeux faisant intervenir des émetteurs OFDM et DSSS non coopératifs
dans le canal ASM sont étudiés. Ce chapitre reprend les articles
— A. Pottier, F-X. Socheleau, and C. Laot. Quality-of-Service Satisfaction Games
for Noncooperative Underwater Acoustic Communications. IEEE Access, 6, April
2018b
— A. Pottier, F.-X. Socheleau, and C. Laot. Power-Efficient Spectrum Sharing for
Noncooperative Underwater Acoustic Communication Systems. In MTS/IEEE
OCEANS’16 Monterey, Sept. 2016a
Le cinquième et dernier chapitre propose une ouverture sur l’apprentissage par
renforcement dans les réseaux sous marins, à travers l’étude d’un exemple d’application
à un réseau de capteurs. Le réseau est constitué de capteurs déployés au fond de la mer,
dédiés à la collecte de mesures physiques (pression, température). Ces capteurs sont
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supposés devoir remonter leur données régulièrement à la surface en communiquant,
par voie acoustique, avec des bouées de surface considérées comme récepteurs. L’asyn-
chronisme, une surcharge minimale du réseau et la capacité d’adaptation des capteurs
aux fluctuations temporelles de l’environnement sont des propriétés désirables dans ce
genre de réseaux afin d’en faciliter le déploiement, la maintenance et la configuration.
On propose un schéma d’accès aux bouées basée sur l’apprentissage par renforcement
qui permet d’offrir toute ces propriétés aux capteurs communicants. Ce travail est issu
d’une collaboration avec l’Université de York, qui a donné lieu à un séjour de trois mois
au sein du département Electronic Engineering. Il reprend l’article
— A. Pottier, P. D. Mitchell, F.-X. Socheleau, and C. Laot. Q-Learning based Adap-
tive Channel Selection for Underwater Sensor Networks. In Proc. 4th Underwater
Acoustic Communications and Networking Conf. (UComms), August. 2018a
Le manuscrit se termine par une conclusion générale, synthétisant les différentes
contributions et les perspectives pour de futurs travaux sur le sujet.
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Chapitre 1
Communications dans le milieu de
propagation sous-marin
L’objectif d’un système de communications numériques est de transmettre de
l’information d’un émetteur à un récepteur, sous forme de symboles ou d’éléments
binaires, à un débit mesuré habituellement en symboles par secondes ou en bits par
secondes. Cette transmission s’opère dans un milieu dictant les lois de propagation des
ondes sous la forme desquelles se matérialisent physiquement les signaux de communi-
cations. Ces signaux transportent les symboles contenant l’information communiquée
et occupent une largeur de bande déterminée dans le spectre fréquentiel, autour d’une
ou plusieurs fréquences porteuses. Le milieu physique constitue ce que l’on appelle
un canal de communication. Les canaux de communication possèdent une capacité en
terme de nombre de symboles par seconde pouvant être transmis avec un taux d’er-
reur arbitrairement faible. Cette notion de capacité représente mathématiquement le
compromis entre performance (débit) et fiabilité (faible taux d’erreur) d’un système de
communications numériques. Lorsque qu’une communication s’établit à travers un ca-
nal, une certaine ressource physique de ce canal est utilisée : typiquement, une certaine
bande de fréquence est utilisée par un système pendant une certaine durée. L’un des
principaux problèmes qui se pose lors de la conception de réseaux de communications
est le partage de la ressource disponible pour établir des transmissions fiables entre
chaque élément du réseau. Lorsque que plusieurs systèmes non-coopératifs entrent en
compétition pour l’usage d’une ressource, il interfèrent au détriment à la fois de leur
robustesse et de leur fiabilité.
Les propriétés physiques de l’environnement sous-marin permettent aux ondes
acoustiques de se propager sur de longues distances. Les ondes acoustiques sous-marines
(ASM) sont ainsi le support privilégié des signaux de communication dans ce mi-
lieu. Cependant, la physique se présente aussi comme un facteur limitant des perfor-
mances des modems de communications acoustiques sous-marins qui, en comparaison
des modems radio-fréquence (RF), fonctionnent à des débits très bas. Ces différences
de performances sont à l’image des différences d’ordres de grandeur entre certains
paramètres physiques fondamentaux de chacun des deux milieux de propagation. À
titre d’exemple, le rapport entre la célérité de l’ondes électromagnétique dans l’air et
celle de l’onde acoustique sous-marine est de 105 (3.108 m/s contre environ 1500 m/s,
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respectivement). Les fréquences porteuses des communications RF peuvent atteindre
quelques gigahertz, tandis qu’elles n’excèdent pas quelques dizaines de kilohertz pour
les communications ASM. Les bandes passantes dans ce milieu sont sévèrement limi-
tées, et ce, d’autant plus que la distance de transmission augmente. Par conséquent,
le canal de communication ASM est généralement considéré comme large bande, les
fréquences porteuses et les largeurs des bandes de transmission ayant le même ordre
de grandeur. La limite actuelle de performance des modems ASM se traduit par un
produit débit-distance de transmission habituellement inférieur à 40 kbits/s × km
[Kilfoyle and Baggeroer, 2000]. La cohabitation dans le même canal de sources acous-
tiques de différentes origines est également difficile, en raison, d’une part, de l’absence
d’interopérabilité, et d’autre part à cause du manque de ressources disponibles pour
communiquer sans interférences entre utilisateurs. Ceci, couplé aux longs délais de
propagation, pose des difficultés à concevoir des protocoles fiables et efficaces adap-
tés aux réseaux de communications. Enfin, le milieu marin présente des variabilités
et des hétérogénéités à plusieurs échelles spatiales et temporelles, ce qui nécessite une
certaine flexibilité et une capacité d’adaptation des modems ASM à la dynamique de
l’environnement dans lequel ils évoluent.
Ce premier chapitre a pour objectif de présenter en détail les particularités du
milieu ASM considéré en tant que canal de communication afin de donner au lecteur une
meilleure compréhension des différentes hypothèses de travail qui seront posées dans les
chapitres suivants. Les propriétés physiques importantes du canal de communication
ASM sont tout d’abord présentées avant de donner plus de précisions sur les distorsions
subies par les signaux de communications se propageant sous l’eau. Les communications
ASM sont ensuite présentées comme un problème de communications dans un canal
d’interférence du point de vue de la théorie de l’information, et le chapitre se conclut
sur un bref état de l’art de la recherche dans ce domaine.
1.1 Propriétés physiques du milieu de propagation
1.1.1 Célérité de l’onde acoustique
La célérité d’une onde dans un milieu est un paramètre physique fondamental et
déterminant de sa propagation. Dans l’eau, la célérité de l’onde acoustique sous l’eau
est de l’ordre de 1500 m.s−1. Cependant, le milieu marin n’est pas iso-célère. Cette
grandeur varie en fonction de la température, de la salinité et de la profondeur (à
cause de la pression) selon la relation [Clay and Medwin, 1998]
c = 1449.2 + 4.6T − 0.055T 2 + 0.00029T 3 + (1.34− 0.01T )(S − 35) + 0.016z , (1.1)
où T est la température en degré en centigrades, S est la salinité en %o et z est la
profondeur en mètres. Dans une colonne d’eau, le profil de célérité donne la vitesse du
son en fonction de la profondeur. En général, la célérité de l’onde acoustique dans le
milieu marin est comprise entre 1440 et 1540 m/s.
Des différences significatives existent entre les profils de célérité des environne-
ments grands fonds et ceux des environnements petits fonds. En petits fonds, où les
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Figure 1.1 – (a) Exemple de profil de célérité typique d’un canal grands fonds. (b) Tracé de
rayons avec une source à 1500 m de profondeur. En noir : réflexions surface et fond, en bleu :
réflexion fonds, en vert : réflexions surface, en rouge : trajets directs.
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Figure 1.2 – (a) Exemple de profil de célérité typique d’un canal petits fonds. (b) Tracé de
rayons avec une source à 10 m de profondeur. En noir : réflexions surface et fond, en bleu :
réflexion fonds, en vert : réflexions surface.
profondeurs de colonne d’eau excèdent rarement la centaine de mètres, la vitesse du
son est principalement déterminée par la température. Elle diminue avec la tempé-
rature, et donc, généralement, avec la profondeur. En grands fonds, les températures
devenant faibles et homogènes à partir d’une certaine profondeur, la célérité augmente
du fait d’une augmentation de la pression. Ces différences conditionnent fortement la
propagation des ondes acoustiques, comme il le sera expliqué à la section suivante.
1.1.2 Trajets multiples
L’onde ASM suit de multiples trajets de propagation lors son cheminement
dans le milieu. Ce phénomène trouve son explication dans deux propriétés physiques :
la présence d’interfaces de réflexion formées par la surface de l’eau et les fonds marins,
et la célérité variable avec la profondeur.
Les réflexions aux interfaces sont majoritairement responsables du phénomène
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de trajets multiples dans les canaux petits fonds. La variation de célérité est analogue à
une variation d’indice de réfraction et à partir des lois de Snell-Descartes il est possible
de montrer que les rayons, définis comme les directions perpendiculaires au front d’onde,
ont tendance à se courber vers la région de la colonne d’eau où la célérité est minimale.
La réfraction est la cause principale du phénomène de trajets multiples dans le cas de
transmissions longues distances dans un canal grand fond. De plus, la courbure des
rayons peut créer des zones d’ombres où aucune énergie acoustique en rapport avec
l’onde considérée ne peut être perçue. Les effets des divers phénomènes responsables
de la propagation par trajets multiples sont illustrés aux figures 1.1 et 1.2.
1.1.3 Pertes de propagation
Les pertes de propagation subies par un signal se propageant dans le canal ASM
dépendent à la fois de la fréquence et de la distance de transmission. La dépendance à la
distance s’explique par les pertes par divergence géométrique résultantes de l’étalement
spatial de l’énergie acoustique à mesure que l’onde se propage, tandis que la dépendance
à la fréquence vient des pertes d’amortissement. Ces dernières dépendent du milieu de
propagation. Dans l’eau de mer, l’amortissement des ondes acoustiques résulte d’une
part de la viscosité de l’eau, conséquence d’une dissipation d’énergie thermique, et
d’autre part de la relaxation de composés chimiques tels que l’acide borique [Lurton,
2011]. Ces pertes augmentent avec la fréquence.
Soit un signal de fréquence f (en kHz) se propageant dans le canal acoustique
selon un trajet de longueur d (en mètres). Les pertes de propagation en dB subies par
ce signal, négligence faite des pertes de réflexion, sont données par [Urick, 1983] :
AdB(d, f) = k × 10 log10(d) + 10−3 × d× αdB(f) (1.2)
où k est un facteur de dispersion spatiale compris entre 1 et 2 (1 : diffusion cylindrique,
2 : diffusion sphérique) et αdB(f) est le coefficient d’amortissement exprimé en dB
perdus par kilomètre en fonction de la fréquence. Plusieurs modèles existent pour ce
coefficient, où des paramètres tels que la salinité, la température de l’eau et la profon-
deur peuvent être pris en compte. En communications ASM, le modèle couramment
employé est celui donné par la formule de Thorp [Lurton, 1998; Urick, 1983], soit
αdB(f) ≈ 0.11×
f 2
f 2 + 1
+ 44× f
2
f 2 + 4100
+ 2.75× 10−4 × f 2 + 0.003. (1.3)
Les figures 1.3-(a) et 1.3-(b) montrent l’influence de la distance et de la fréquence
de transmission d’un signal acoustique sous-marin sur les pertes par diffusion et par
amortissement qu’il subit.
Les réflexions fonds et surfaces induisent également des pertes. Ces deux inter-
faces ne sont pas parfaitement planes et présentent des irrégularités aléatoires dues au
relief et aux vagues provoquées par le vent et les marées. Une onde, au contact d’une
surface irrégulière, se voit réfléchie en une composante spéculaire cohérente et une
composante diffusée aléatoirement dans toutes les directions. Une partie de l’énergie
est également transmise au second milieu. Lors d’une réflexion, l’onde incidente subit
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Figure 1.3 – Pertes de propagation dans le canal ASM. Gauche : coefficient d’amortissement.
Droite : pertes de propagation selon (1.2).
des pertes dans la partie diffuse et la partie transmise, dont l’importance dépend de
plusieurs paramètres tels que l’état de la mer dans le cas d’une réflexion à la surface, le
relief du fond marin et le type de sédiments lorsque la réflexion se produit sur le fond
marin.
La perte d’énergie de la composante cohérente réfléchie par rapport à l’énergie
initiale de l’onde incidente peut être modélisée par un coefficient de réflexion exprimé
en fonction de la fréquence f (en kHz), de la célérité c et de l’angle d’incidence θ à la
surface du dioptre idéal par [Lurton, 1998]
R̃(θ) = R̄(θ) e−2(
2πf
c
σ)
2
cos2(θ), (1.4)
où σ est l’écart-type des irrégularités aléatoires de la surface autour du dioptre idéal. Le
coefficient de réflexion au dioptre idéal. R̄(θ) dépend des caractéristiques acoustiques
de l’eau (ρ, c) et du second milieu (ρ′, c′) en termes de densités et de célérités ainsi que
de l’angle de réfraction θ′ de l’onde transmise au second milieu 1. Il est donné par
R̄(θ) =
ρc cos θ′ − ρ′c′ cos θ
ρc cos θ′ + ρ′c′ cos θ
. (1.5)
Ainsi voit-on grâce l’équation (1.4) que la fréquence du signal participe aussi aux pertes
par réflexions. Son augmentation participe également à la réduction du rapport de
l’énergie de la composante spéculaire cohérente sur l’énergie de la composante diffusée
après réflexion.
1.1.4 Sources et modèles de bruit
L’environnement sous-marin est bruyant car peuplé de nombreuses sources de
sons, même à l’état naturel, abstraction faite des bruits provoqués par les activités hu-
maines. La densité spectrale de puissance du bruit ambiant peut être décrite par des mo-
1. En cas de reflexion totale aucune énergie n’est transmise au second milieu et R̄(θ) = 1.
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Figure 1.4 – Gauche : Densités spectrale de puissance des contributions au bruit selon le
modèle de l’équation (1.6). Droite : Densité spectrale de puissance de bruit en sommant les
différentes contributions. Modèle simplifié selon l’équation 1.7 avec N0 = 50 dB.
dèles empiriques [Coates, 1990; Knudsen et al., 1948; Urick, 1984; Wenz, 1972]. En com-
munication ASM, le modèle de Coates est couramment utilisé [Stojanovic and Preisig,
2009]. Ce modèle propose comme sources principales de bruit ambiant les turbulences,
le trafic maritime, les vagues et le bruit thermique. Ces différentes contributions sont
chacune prépondérante dans une bande de fréquence. Elles sont modélisées par des va-
riables aléatoires dont les densités spectrales de puissance respectives sont exprimées,
par Hertz et en dB par rapport à une pression de 1µPa à 1 mètre de la source, selon
les formules suivantes :
Turbulences : NT (f) = 17− 30 log10(f)
Trafic maritime : NS(f) = 40 + 20(S − 0.5) + 26 log10(f)− 60 log10(f + 0.03)
Vagues : NW (f) = 50 + 7.5
√
W + 20 log10(f)− 40 log10(f + 0.4)
Bruit thermique : NC(f) = −15 + 20 log10(f),
(1.6)
où f est la fréquence donnée en kHz, S est un facteur de trafic maritime compris entre
0 et 1, et W est la vitesse du vent en m/s.
Ce genre de modèle ne prend évidemment pas en compte toute les sources de
bruits pouvant être rencontrées dans l’océan. Les sources biologiques (claquement des
crevettes, mammifères marins, ...), par exemple, sont ici négligées. Des exemples de
densités spectrales de puissance de bruit sont illustrés à la figure 1.4-(b), avec le détail
des différentes contributions de l’équation (1.6) à la figure 1.4-(a) pour plusieurs valeurs
des paramètres de vitesse du vent et d’activité du trafic maritime. Dans la bande de
fréquence allant de 100 Hz à 50 kHz, dans laquelle opère la vaste majorité des systèmes
de communication ASM, on peut approximer la densité spectrale de puissance du
bruit par une fonction linéaire décroissante sur l’échelle logarithmique des fréquences
[Knudsen et al., 1948] :
NK(f) = N0 + 18 log10(f) (1.7)
où la fréquence f est donnée en kHz et N0 est une constante choisie selon l’état de la
mer. La table 1.1 donne la correspondance entre l’état de la mer, la vitesse du vent et la
constante N0 du modèle de bruit simplifié. Ce dernier modèle est utile pour évaluer les
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W (nds) 0 1-3 4-6 7-10 11-16 17-21 22-27
État de la mer (Beaufort) 0 1 2 3 4 5 6
N0 (dB) 44.5 50 55 61.5 64.5 66.5 68.5
Table 1.1 – Correspondances entre vitesse du vent en noeuds, l’état de la mer en Beaufort
et la constante N0 en dB.
performances de systèmes de communication ASM par simulations lorsqu’on ne dispose
pas d’information précise quant à l’intensité et la nature des sources de bruit ambiant.
On peut également paramétrer la constante N0 selon une puissance de bruit spécifiée
dans la bande de transmission considérée.
Le bruit ambiant ASM est souvent considéré comme étant distribué selon
une loi normale avec une densité spectrale de puissance continue [Lurton, 1998;
Stojanovic and Preisig, 2009]. Il faut noter cependant que, selon le contexte, ces hypo-
thèses peuvent être mises en défaut. Par exemple, le claquement des crevettes est plutôt
modélisé par une distribution de Lévy que par une gaussienne [Mahmood et al., 2012],
et les bruits de bateaux peuvent présenter des DSP constituées de raies spectrales aux
fréquences de rotations des hélices et leurs harmoniques.
1.1.5 Hétérogénéités et variabilité de l’environnement
Le milieu sous-marin est hétérogène et dynamique. Les propriétés physiques
dictant la propagation des ondes acoustiques fluctuent spatialement et temporellement,
et à différentes échelles.
Comme mentionné à la section 1.1.1, le profil de célérité varie selon les zones
géographiques en conséquence de changements de température, de salinité et de pres-
sion. Les cycles saisonniers et les marées conditionnent également les profils de célérité,
notamment en petits fonds du fait des changement de températures. Les conditions de
propagation peuvent donc être très différentes selon les endroits du globe et les époques
de l’année.
À des échelles plus locales, des changements dans les conditions de propagation
depuis une source vers un récepteur peuvent se produire du fait de mouvements de
la source et/ou du récepteur. Ces mouvements peuvent être volontaires ou le résultat
des vagues ou d’une dérive par rapport au courant marin. Les effets de distorsions
produits par la propagation de l’onde acoustique sur le signal transmis varient alors
au gré des des petites variations des distances et des profondeurs de transmission. La
rugosité variable des interfaces fond et surface est également source de fluctuations des
amplitudes, des phases et des retards des échos réfléchis [Loubet et al., 1990]. Certains
phénomènes plus sporadiques provoquent des variations imprévisibles des niveaux de
bruits. C’est le cas par exemple de l’activité humaine, des pépiements des mammifères
marins, ou de la formation de bulles d’air à la surface due aux vagues.
Du point de vue de la théorie des communications, les phénomènes présentant
des dynamiques temporelles de l’ordre de la journée à la saison peuvent être considérés
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responsables de variations à longs termes du rapport signal à bruit (RSB), dont l’im-
pact sur la performance théorique d’un récepteur est connu [Gallager, 2008; Proakis,
2001]. Les phénomènes dont les les variabilités se présentent à des échelles de temps de
l’ordre d’un temps symbole, d’un paquet, ou d’une trame impactent, en revanche, les
performances instantanées de la réception.
1.2 Impact de la physique du milieu sur les signaux
de communication
1.2.1 Fréquence optimale et bande passante
Sur la base des modèles de bruit et de pertes de propagation données à la
section précédente, il est possible d’établir des bilans de liaison pour une sinusoïde de
fréquence f se propageant sur un chemin de longueur l [Stojanovic and Preisig, 2009].
En considérant un trajet direct, la grandeur PdB(l, f) = −AdB(l, f)−NK(f) exprime,
en décibels, la perte en terme de rapport signal sur bruit subie par la sinusoïde. La
fréquence f est donnée en kHz et la distance l en km afin d’être cohérent avec les
équations (1.2) et (1.7).
La figure 1.5 illustre plusieurs exemples de ce rapport signal à bruit (SNR) en
fonction de la fréquence pour différentes distances de transmission. Plusieurs observa-
tions peuvent être faites. La première est qu’un trajet de propagation est d’autant plus
sélectif en fréquence que la distance parcourue augmente. Cela implique que la bande
passante disponible pour une communication et donc la capacité du canal associé di-
minuent avec la distance. Il apparaît ensuite qu’il existe une fréquence optimale au
sens où les pertes de bilan de liaison sont minimales pour une distance et une bande
transmission fixées. Enfin, le canal ASM est large bande car les bandes de fréquences
utilisables ont des largeurs du même ordre de grandeur que leurs fréquences centrales.
Ce modèle de bilan de liaison est trop optimiste pour réaliser des études réalistes
de performances de modems ASM ou de capacité du canal. Les trajets multiples parti-
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Figure 1.5 – Bilan de liaison pour une sinusoïde de fréquence f se propageant à différentes
distances. Modèle de bruit simplifié selon l’équation 1.7 avec N0 = 50 dB.
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Figure 1.6 – Gauche : Fréquence optimale en fonction de la distance. Droite : Bande à 3 dB
autour de la fréquence optimale.
cipent également à la sélectivité fréquentielle du canal et il faudrait prendre également
en compte sa variabilité temporelle. Cependant il est utile pour donner des bornes en
termes de bande de fréquence raisonnablement utilisable pour une distance de trans-
mission fixée. Sur les figures 1.6-(a) et 1.6-(a) sont illustrées la fréquence et la bande à
3 dB optimales, respectivement, en fonction de la distance de transmission.
1.2.2 Effets Doppler
De la faible célérité des ondes ASM résultent des effets Doppler prononcés du
point de vue récepteur lorsque lui et/ou la source sont en mouvement. Dans un canal
bande étroite, où la fréquence porteuse est très grande devant la largeur de bande des
signaux, cet effet est approximé par un simple décalage de la fréquence centrale du
signal reçu. Dans le canal ASM large bande, cet effet nécessite une modélisation plus
précise, faisant explicitement intervenir la compression/dilation temporelle du signal
via une remise à l’échelle de la variable temporelle [Sharif et al., 2000]. En d’autres
termes, considérant s(t) le signal issu de la source acoustique et r(t) le signal reçu
après la propagation à travers un canal idéal, seulement affecté par l’effet Doppler,
nous avons
r(t) = s((1−∆)t) (1.8)
où ∆ = v/c est le facteur Doppler, ratio de la vitesse relative v des mouvements de la
source et du récepteur et de la célérité dans le milieu.
Comme il l’a été mentionné dans la section précédente, les déplacements de la
source et du récepteur peuvent être volontaires ou le fruit d’un mouvement qui leur est
imprimé par les vagues ou les courants. Or, la transformée de Fourier du signal affecté
par l’effet de contraction/dilatation Doppler s((1 − ∆)t) est donnée par S
(
f
∆
)
/|∆|.
Considérant que le signal s(t) occupe une bande B autour de sa fréquence centrale fc,
l’effet Doppler lui fait alors subir une dilation/compression fréquentielle et décalage de
sorte qu’il occupe une bande
[
−B
2
(1−∆) ; B
2
(1−∆)
]
autour de (1−∆)fc.
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1.2.3 Réponse impulsionnelle de canal doublement dispersif
Un signal transmis par un émetteur est reçu, après la propagation dans le canal
ASM, comme une somme d’échos retardés dont l’amplitude et la phase fluctuent dans
le temps. Chaque écho est la résultante d’un trajet de propagation particulier, sélectif
en fréquence et dont les fluctuations temporelles reflètent celles du milieu marin. De
plus, le retard de chaque écho est lui même variable dans le temps du fait des éventuels
effets Doppler. Résumé mathématiquement, on a le modèle général suivant pour la
réponse impulsionnelle du canal ASM, exprimé en fonction des retards τ et du temps
t :
h(τ, t) =
K
∑
k=1
ck(t)gk(τ − τk(t)) (1.9)
où K est le nombre de trajets, ck(t) ∈ C est un coefficient complexe modélisant les
fluctuations temporelles du trajet k, gk(τ) exprime sa sélectivité fréquentielle due à
l’absorption, et la dépendance au temps du retard τk(t) capture le caractère large
bande du canal et les effets Doppler. Pour un signal s(t) transmis à travers le canal
h(τ, t), le signal reçu s’exprime par
r(t) =
∫
h(τ, t)s(t− τ)dτ. (1.10)
Le canal est dit dispersif en temps (ou sélectif en fréquences) si pour s(t) = δ(t),
la durée de r(t) est strictement positive. Réciproquement, un canal est dispersif en
fréquence si pour s(t) = ej2πf0t, la bande occupée par r(t) est strictement positive. De
la dispersion temporelle se produit dès lors que le nombre de trajets K est strictement
supérieur à 1, tandis que la dispersion fréquentielle se traduit par la dépendance au
temps de la phase, de l’amplitude et des retards de ces trajets, à travers les coefficients
ck(t) et le retard τk(t). Du fait de la propagation de l’onde acoustique par trajets
multiples et des fluctuations temporelles de l’environnement marin, le canal ASM est
doublement dispersif.
Les fluctuations temporelles de l’environnement marin sont dépendantes d’un
grand nombre de paramètres physiques, qui varient eux-mêmes selon différentes échelles
de temps. Il est alors difficile d’adopter un modèle de canal déterministe. Par consé-
quent, la réponse impulsionnelle h(τ, t) est plutôt modélisée comme un processus sto-
chastique. Lorsque le canal est stationnaire au sens large et à diffusion décorrélée (WS-
SUS), il est possible de décrire comment le canal disperse l’énergie dans le domaine
du retard et des fréquences Doppler à travers la fonction de diffusion [Bello, 1963;
Kilfoyle and Baggeroer, 2000]
Sh(τ, f) =
∫
Rh(τ, u)e
−j2πfudu (1.11)
avec
Rh(τ, u) = E [(h(τ, t)− E [h(τ, t)]) (h(τ, t+ u)− E [h(τ, t + u)])∗] (1.12)
l’auto-covariance du canal considéré stationnaire au sens large par rapport au temps t.
Si le canal est WSSUS, la fonction de diffusion suffit à le caractériser. De cette fonction
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peuvent être dérivés le spectre Doppler
S∆(f) =
∫
|Sh(τ, f)|2 dτ, (1.13)
qui caractérise la dispersion fréquentielle du canal, et le profil puissance-délai
Sd(τ) =
∫
|Sh(τ, f)|2 df, (1.14)
qui caractérise sa dispersion temporelle.
Figure 1.7 – Réponse impulsionnelle h(t, τ) d’un canal ASM sondé en Mer Méditerranée.
L’hypothèse WSSUS peut être mise en défaut par de nombreux canaux ASM
[Socheleau et al., 2011; van Walree, 2011] et sa validité dépend à la fois de l’échelle
de temps d’observation et des propriétés intrinsèques du canal. En effet, les statis-
tiques du canal ASM peuvent fluctuer plus ou moins lentement, au gré des phéno-
mènes de différentes échelles temporelles décrits à la section 1.1.5. Enfin, il n’existe pas
de consensus dans la communauté des communications ASM quant à la modélisation
statistique des évanouissements du canal. Parmi plusieurs exemple possibles, on peut
citer [Socheleau et al., 2011] où une distribution de Rice est choisie pour modèle des
évanouissements rapides supposés stationnaires conditionnellement aux fluctuations
long-terme du canal considérées déterministes. Ces fluctuations sont modélisées par
une loi log-normale dans [Qarabaqi and Stojanovic, 2013]. Une distribution de Ray-
leigh est choisie dans [van Walree and Otnes, 2013] pour les évanouissements rapides
de canaux sondés en mer, tandis que d’autres canaux semblent être mieux modélisés
par une distribution K [Yang and Yang, 2006]. Ainsi, le choix d’un modèle statistique
de canal ASM est toujours sujet à discussions, chaque canal réel pouvant être plus ou
moins proche de ce modèle selon l’endroit et le moment où il a été sondé. La figure 1.7
montre un canal sondé en rade de Toulon (la compression/dilation temporelle due à
l’effet Doppler a été compensée), à une fréquence de 10, 5 kHz sur une bande de 8 kHz.
Cette figure illustre bien la dispersion et la variabilité temporelle typique des canaux
ASM.
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1.2.4 Temps et bande de cohérence
L’impact de la dispersion en temps du canal prend la forme d’interférences
entre symboles (IES), qui sont en général d’autant plus importantes que la rapidité de
modulation est grande. L’étalement temporel d’un canal ASM peut être de l’ordre de
plusieurs dizaines de millisecondes jusqu’à la centaine de millisecondes et augmente avec
le ratio distance/profondeur dans les canaux petits fonds [Kilfoyle and Baggeroer, 2000;
Stojanovic and Preisig, 2009; van Walree, 2011]. La dispersion temporelle du canal
étant le phénomène dual de sa sélectivité fréquentielle, la connaissance de l’étalement
temporel nous informe également quant à la bande de fréquence utilisable sans subir
l’IES.
L’étalement temporel du canal peut se définir à travers le profil délai-puissance
par [van Walree, 2011]
τrms =
√
∫
(τ − τg)2Sd(τ)dτ
∫
Sd(τ)dτ
(1.15)
où Sd(τ) est défini à l’équation (1.14) et τg =
∫
τSd(τ)dτ∫
Sd(τ)dτ
. La bande de cohérence du canal
est généralement définie comme l’inverse de son étalement temporel, soit
Bcoh =
1
τrms
. (1.16)
Elle correspond à une largeur moyenne de sous-bande dans laquelle le canal peut être
approximé comme non sélectif en fréquence. Étant donnés les étalements temporels
typiques des canaux ASM, les bandes de cohérence correspondantes sont généralement
de l’ordre de quelques dizaines à la centaine de Hz.
La dispersion fréquentielle introduite par les effets Doppler, la diffusion aux in-
terfaces de réflexions rugueuses, et par les variabilités intrinsèques du canal se traduit
par de l’interférence entre sous-porteuses (IESP) lorsque l’on considère une transmis-
sion multiplexée en fréquence, comme dans le cadre des modulations orthogonal fre-
quency division multiplexing (OFDM). L’étalement fréquentiel (ou étalement Doppler)
se définit de manière analogue à l’étalement temporel, soit
Drms =
√
∫
(f − fg)2S∆(f)df
∫
S∆(f)df
, (1.17)
où S∆(f) est défini à l’équation (1.14) et fg =
∫
fS∆(f)df∫
S∆(f)df
. On définit alors le temps de
cohérence par
Tcoh =
1
Drms
. (1.18)
Ce temps correspond à la durée moyenne pour laquelle le canal peut être considéré
comme non-sélectif en temps 2. Les canaux de communications ASM typiques pré-
sentent des temps de cohérence de l’ordre de quelques dizaines à quelques centaines de
millisecondes, voire de l’ordre de la seconde pour les canaux les plus stables [van Walree,
2011].
2. Le temps de cohérence est à distinguer du temps pour lequel le canal est considéré station-
naire
34
1.3. Le canal acoustique sous-marin comme canal d’interférence
1.3 Le canal acoustique sous-marin comme canal d’in-
terférence
Contrairement aux canaux de communications terrestres, l’activité temporelle
et fréquentielle des sources acoustiques peuplant le canal ASM n’est pas réglementée.
De nombreuses entités hétérogènes transmettent leur signaux dans des bandes de fré-
quences similaires. De plus, il n’existe pas d’infrastructure de réseaux pré-établie ou de
protocoles standardisés et communément accepté permettant d’organiser et de contrô-
ler l’accès aux ressources physiques du canal. Lorsque que plusieurs sources de signaux
acoustiques cohabitent dans une même zone géographique, une congestion du spectre
ASM peut vraisemblablement se produire, et se produira d’autant plus souvent que les
activités humaines liées au monde de la mer se développent [McCarthy, 2004; NAS,
1970].
Jusqu’en avril 2017, le seul standard existant pour les systèmes de communi-
cation était le standard STANAG 1074 de l’OTAN pour les téléphones sous-marins
utilisant des modulations analogiques à bande latérale unique. Depuis, le protocole de
communications numériques JANUS a été standardisé par l’OTAN [NATO, 2017]. Ce
protocole a pour but de permettre l’inter-opérablité entre systèmes ASM hétérogènes
en leur offrant un cadre pour communiquer grâce à la définition d’une modulation, d’un
codage, et d’une mise en trame particulière. La couche physique mise en œuvre dans
JANUS a été conçue afin d’assurer d’une part, une certaine robustesse des liens de
communications, et d’autre part une intégration facile dans les modems commerciaux
existants [Potter et al., 2014]. Dans cette première version, le standard propose une
modulation à étalement de spectre par saut de fréquences (FHSS-FSK) à 13 paires de
tons réparties sur une bande de 4160 Hz centrée sur 11520 Hz. Le protocole de la couche
accès au média, basé sur l’écoute de la porteuse (CSMA, pour carrier sense multiple
access), est également orienté vers la simplicité d’intégration et de mise en œuvre. Il
est cependant limité en terme de nombre de sources pouvant cohabiter sans collisions
et sensible aux longs délais de propagation typiques du canal ASM (étant donnée la
faible célérité de l’onde dans le milieu).
Bien que la standardisation de JANUS marque vraisemblablement le début
d’une nouvelle période dans le développement des communications ASM, le proto-
cole n’apporte pas en lui-même toutes les réponses au problème de la coexistence entre
sources ASM hétérogènes. Cela est évident par exemple pour les sources biologiques.
D’autre part, la modulation proposée par ce protocole est d’une applicabilité restreinte
aux applications bas débit ou ne nécessitant que l’échange sporadique de petites quan-
tités de données. Il en va de même pour la méthode d’accès au medium CSMA, pour
laquelle le nombre de source pouvant cohabiter sans collision est limité. Il est connu que
de longs délais de propagation mettent facilement en défaut ce type de méthode, car,
selon les distances de transmission entre les utilisateurs, l’écoute du canal avant émis-
sion peut être réalisée en retard ou en avance par rapport au signaux qui vont entrer en
collision au récepteur destinataire des messages. Éventuellement, JANUS pourrait être
utilisé pour permettre aux utilisateurs d’établir eux-même un partage de ressources
équitable, préalablement à leurs transmissions respectives. Cependant, les délais de
propagations peuvent être problématiques dans un cadre distribué, où des échanges
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répétés de messages entre les utilisateurs sont nécessaires pour diffuser l’information
sur les états du canal perçus par chacun. La centralisation de ce partage au niveau d’un
seul récepteur qui enverrait ensuite des directives aux différents émetteurs du réseau
est quant à elle d’une applicabilité restreinte, tous les réseaux n’étant pas centralisés
par nature. Enfin, JANUS peut souffrir d’un manque de capacité d’adaptation, au sens
où la variabilité du canal sous-marin n’est pas prise en ligne de compte explicitement.
Figure 1.8 – Canal d’interférence gaussien scalaire à deux utilisateurs.
D’une manière très générale, les communications ASM peuvent être considérées
comme non-coopératives : l’émission d’ondes ASM peut se faire sans grande restric-
tion, l’interopérabilité entre systèmes d’origines différentes est quasiment inexistante à
l’heure actuelle, et des interférences sont provoquées et subies inconsciemment dès lors
que plusieurs sources entrent en compétition pour l’utilisation de la ressource physique
offerte par le canal. Il est par conséquent très difficile d’aboutir à un partage efficace
de cette ressource.
Du point de vue de la théorie de l’information, les modèles de communications
sous-jacents aux travaux de cette thèse entrent dans la classe des canaux d’interférences.
La figure 1.8 représente schématiquement le canal d’interférence gaussien pour deux
couples émetteur-récepteur. Ce modèle formalise des situation où M couples émetteur-
récepteur partagent un même canal et où chaque récepteur traite l’interférence des
émetteurs qui ne lui sont pas appairés comme du bruit additif. La théorie de l’in-
formation s’intéresse à l’étude de la région de capacité lorsqu’elle se positionne dans
le cadre des communications multi-utilisateurs et des réseaux. Cette région désigne
ici l’ensemble des M-tuples de débits atteignables simultanément par les M utilisa-
teurs du canal d’interférence lorsque ceux-ci optimisent conjointement leurs stratégies
de transmission. Dans le cas général, seules des bornes de cette région sont connues
[Motahari and Khandani, 2009]. La détermination de stratégies optimales de transmis-
sion pour l’atteindre reste également un problème ouvert. Dans le cadre du partage de
spectre, il est possible de montrer que lorsque l’interférence mutuelle est suffisamment
forte, le partage en sous-bandes orthogonales (FDMA) est optimal pour la somme des
débits atteignables [Hayashi and Luo, 2009; Zhao and Pottie, 2013]. De plus, sous ces
conditions, l’allocation FDMA permet d’atteindre tous les points de la région de capa-
cité tels qu’aucun utilisateur ne peut obtenir un débit plus grand sans que celui d’au
moins un autre utilisateur diminue 3. Néanmoins, la définition de la région de capacité
3. Les allocations de puissance FDMA sont ici optimales au sens de Pareto, voir les définitions
données au chapitre 2, section 2.1.6.
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sous-tend une forme de coopération entre les utilisateurs afin que ceux-ci s’accordent
pour mettre en œuvre les stratégies de transmission optimales. Lorsque cette entente
est impossible ou que certains utilisateurs adoptent un comportement égoïste de maxi-
misation de leur seule performance individuelle, un concept plus adapté est nécessaire.
Les outils de la théorie des jeux peuvent alors compléter ceux de la théorie de l’infor-
mation, notamment la notion d’équilibre de Nash (voir au chapitre 2), grâce à laquelle
la région d’équilibre de Nash peut être définie : celle correspond à tous les débits at-
teignables simultanément par les utilisateurs du canal d’interférence lorsque chacun
d’entre eux adopte une stratégie d’optimisation individuelle de sa propre performance
[Berry and Tse, 2011].
Ce manuscrit ne se consacre pas à l’étude des méthodes d’allocation de ressources
dans le canal d’interférence ASM sous le point de vue de la théorie de l’information,
mais plutôt à identifier les outils permettant de mettre en œuvre des stratégies prag-
matiques vis-à-vis des hypothèses que le contexte impose. Néanmoins, les conclusions
tirées chapitre 3 pourront être analysées à la lumière des quelques travaux en théorie
de l’information qui viennent d’être évoqués ci-dessus.
1.4 Adaptation au canal et gestion de l’interférence
Les paragraphes précédents ont exposé les caractéristiques physiques du canal
ASM et les limitations qu’elles imposent aux systèmes de communications. L’environ-
nement sous-marin variant dans le temps exige une certaine forme d’adaptation des
émetteurs et des récepteurs ASM afin d’assurer des communications fiables et d’une
qualité aussi constante que possible. Cette capacité d’adaptation est d’autant plus
nécessaire lorsque le canal est partagé. En effet, les faibles largeurs de bandes pas-
santes et les longs délais de propagations rendent difficile la cohabitation entre sources
acoustiques hétérogènes. En général, ces sources, évoluant en dehors d’une structure de
réseau et ne disposant pas d’un protocole de communication commun, sont rarement
en mesure de se concerter de manière autonome pour établir un schéma équitable de
partage de la ressource. Ceci ne peut être vérifié que dans le cas particulier d’enti-
tés mises en réseau par le même concepteur pour une application spécifique. Dans le
cas contraire, les sources en activité simultanée sur une bande de fréquence commune
entrent inévitablement en interférence les unes avec les autres, au détriment de leurs
performances et de de leur fiabilité.
Dans cette section est présenté un bref état de l’art des communications ASM, où
on se concentrera sur les techniques d’adaptation au canal, de gestion de l’interférence
multi-utilisateurs et de mise en réseau en lien avec les questions qui viennent d’être
soulevées.
1.4.1 Communications ASM point-à-point et adaptatives
Les années 1990 ont vu le début des recherches sur l’utilisation, en communi-
cations en ASM, des techniques de réception cohérentes basées sur l’estimation de la
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phase et de l’amplitude des symboles transmis (PSK et QAM). Ces avancées avaient
été anticipées dans les années 1980 comme conséquences de l’augmentation des puis-
sances de calculs offertes par le développement des circuits intégrés [Baggeroer, 1984].
Avant cela, les communications ASM numériques se sont longtemps limitées aux mo-
dulations par sauts de fréquences (FSK) et aux récepteurs non-cohérents basés sur la
détection d’énergie [Baggeroer, 1984; Kilfoyle and Baggeroer, 2000]. Ce type de couche
physique a l’avantage d’être facilement réalisable avec des processeurs peu performants
et de présenter une certaine robustesse face aux distorsions introduites par le canal,
notamment les trajets multiples.
Les travaux de M. Stojanovic [Stojanovic et al., 1993, 1994] sont parmi les pre-
miers à faire état de communications PSK cohérentes réalisées avec succès dans des ca-
naux ASM, et sur de longues distances. Le récepteur proposé met en œuvre un égaliseur
de canal adaptatif, nécessitant l’estimation régulière des paramètres du canal au moyen
de symboles pilotes insérés au début des trames émises. Ce type de récepteur peut être
considéré comme une première forme d’adaptation des liens de communication au ca-
nal ASM. De nombreuses recherches y ont donné suite pendant plus d’une décennie
[Singer et al., 2009], aussi bien sur l’égalisation du canal ASM [Geller et al., 1995] et les
récepteurs itératifs [Laot and LeBidan, 2011] que sur les techniques de communication à
étalement de spectre [Stojanovic et al., 1998; van Walree et al., 2008b; Yang and Yang,
2008] ou l’exploitation de la diversité spatiale et fréquentielle dans les systèmes multi-
porteuses [Bejjani and Belfiore, 1996; Berger et al., 2010; van Walree and Leus, 2009]
et/ou multi-antennes [Li et al., 2009].
Les travaux qui viennent d’être évoqués se sont intéressés à l’acquisition et l’ex-
ploitation optimales de la connaissance de l’état du canal à la réception. Cependant, il
est établit que la capacité des liens de communications est conditionnée par la connais-
sance du canal à la fois au récepteur et à l’émetteur [Biglieri et al., 1998], le cas le plus
favorable étant celui où elle disponible des deux côtés. D’un point de vue pratique, cela
signifie que si l’émetteur connaît le canal alors il est capable d’optimiser de transmis-
sions vis-à-vis du débit ou de la robustesse de la communication. Un exemple simple
connu en théorie de l’information est celui de l’allocation de puissance par « water-
filling » dans des canaux parallèles à bruit gaussien coloré [Cover and Thomas, 2006].
Dans cet exemple, l’émetteur exploite sa connaissance de la matrice de covariance du
bruit pour allouer, sous contrainte de puissance moyenne, d’autant plus de puissance
sur un canal que son niveau de bruit est faible. Cette allocation est optimale pour la
capacité. Enfin, disposer de connaissances sur le canal à l’émetteur peut permettre de
mettre en place des stratégies d’adaptation aux variations temporelles de son état ou
de ses statistiques.
Parmi les premiers résultats de recherches sur l’adaptation de lien à l’émet-
teur en communication ASM, on notera ceux publiés par Qarabaqi et Stojanovic
[Qarabaqi and Stojanovic, 2011a] où un contrôle de puissance adapté aux variations
lentes des statistiques du canal est proposé. Le but est ici d’assurer un certain rapport
signal à bruit à l’entrée du récepteur. L’information sur le canal est estimée par le
récepteur et transmise à l’émetteur via un lien de retour, affecté d’un certain délai de
propagation fonction de la distance séparant les terminaux. Afin de prendre en compte
ce délai, les estimations du gain du canal sont utilisées afin de former une prédiction
avec une avance temporelle d’au moins le délai de propagation. La faisabilité d’une telle
38
1.4. Adaptation au canal et gestion de l’interférence
méthode est discutée dans [Radosevic et al., 2011]. Sur cette base, [Radosevic et al.,
2014] proposent deux algorithmes d’adaptation de l’ordre de modulation et de la puis-
sance alloués sur les sous-porteuses d’une modulation OFDM, dans le but de maximiser
le débit atteignable sous contrainte de taux d’erreurs binaires (TEB) et de puissance
moyenne. Les débits atteignables dans des canaux ASM pour différentes stratégies d’al-
location de puissance dans les systèmes OFDM sont étudiées par [Aval et al., 2015].
La connaissance du canal à l’émetteur est supposée acquise de manière analogue à
[Qarabaqi and Stojanovic, 2011a; Radosevic et al., 2011, 2014]. Ce travail étudie les
bénéfices pouvant être apportés par une adaptation de l’allocation de puissance de
l’émetteur aux évanouissements rapides du canal. Du fait des imperfections de prédic-
tion du canal, des longs délais de propagation et des faibles temps de cohérence des
évanouissements rapides, ce travail conclu qu’une allocation de type « water-filling »
basée sur les prédictions des réalisations instantanées du canal n’apporte pas de gain
significatifs. Ainsi, allouer uniformément la puissance sur la bande utile reste une stra-
tégie satisfaisante d’un point de vue pratique et simple à mettre en œuvre. Il sera vu
au chapitre 3 qu’une information statistique sur l’état du canal - plutôt qu’une prédic-
tion de ses réalisations - permet de contourner les difficultés relevées par [Aval et al.,
2015] dans la mise en œuvre d’une allocation de puissance adaptative pour les systèmes
OFDM.
1.4.2 Communications multi-utilisateurs, accès cognitif et ges-
tion de l’interférence
La faisabilité de communications point-à-point cohérentes démontrée dans
[Stojanovic et al., 1994] et leurs extension à des récepteurs multi-antennes
[Stojanovic et al., 1993] ont conduit peu à peu la communauté des communications
ASM à s’intéresser aux communications multi-utilisateurs, et notamment à la possibi-
lité pour un même récepteur de décoder des messages d’émetteurs différents grâce à la
diversité spatiale. Il ne s’agit pas ici de réseaux, mais de configurations où un récepteur
unique est capable de décoder les signaux d’émetteurs différents, ces derniers n’étant
pas en mesure de communiquer entre eux et se trouvant éventuellement en concurrence
pour l’accès au récepteur. Cet accès est géré au niveau de la couche physique.
Les résultats présentés dans [Stojanovic and Zvonar, 1996] ont initié le déve-
loppement de recherches sur des techniques de réception multi-utilisateurs variées.
C’est par exemple le cas des travaux sur l’annulation successive d’interférences multi-
utilisateurs présentés par [Cho et al., 2011, 2012; Huang et al., 2013]. Afin de répondre
aux difficulté de synchroniser les émetteurs dans le contexte des communications ASM
multi-utilisateurs, [Wang et al., 2013] étudient le problème de la réception asynchrone.
Les différentes méthodes citées ici pré-supposent une réception centralisée au niveau
d’un seul récepteur ayant de forts a priori sur les signaux transmis. Outre la connais-
sance des paramètres élémentaires de la transmission, tels que la rapidité de modulation
ou la fréquence porteuse, cet a priori prend notamment la forme de la connaissance
de signaux pilotes permettant d’estimer le canal de chaque utilisateur et de distinguer
son signal des autres (à condition que les rapports signaux sur interférence plus bruit
(RSIB) soient suffisants).
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Les débuts des recherches sur la radio cognitive [Mitola, 2000] ont inspiré
quelques travaux en ASM. On peut notamment citer [Baldo et al., 2008], qui pointent
des similarités entre les canaux radios et les canaux ASM au sens où les ressources sont
limitées, et où leur disponibilité dépend de l’utilisation qu’en font d’autres systèmes
présents dans le canal. On s’attend ainsi à ce que les méthodes d’accès dynamique au
spectre développées pour la radio soient efficaces sous l’eau. L’algorithme d’allocation
de spectre proposé est mis en œuvre aux moyens d’un contrôleur centralisé. Le mo-
dèle de canal considéré se base sur les modèles simples d’atténuation, présentés ici à la
Section 1.2.1, et néglige la sélectivité fréquentielle et la variabilité de l’environnement.
Biagi et al. notent cependant une différence majeure entre le canal ASM et les canaux
radio, du point de l’accès cognitif au spectre. Celle-ce réside dans le fait que, dans
la plupart des cas, les systèmes de radio-communications ne subissent d’interférences
que de la part de signaux de communications, tandis que le canal ASM est peuplé
de sources acoustiques de natures variées, incluant les mammifères notamment. Une
méthode d’accès cognitif aux ressources du canal prenant en compte, dans une certaine
mesure, la diversité des sources ASM est proposée dans [Biagi et al., 2016]. Les interfé-
rences provenant de signaux de communications sont différenciées de celles provoquées
par d’autres sources en se basant sur un apprentissage automatique de la signature
acoustique de ces sources. L’apprentissage est réalisé sur des données d’entraînement
qui contiennent, entre autres, des vocalises de mammifères, des bruits de bateaux et
signaux de communications OFDM. Les ressources du canal sont divisées en blocs
temps-fréquence. L’algorithme d’allocation des ressource décide de ne pas transmettre
sur un bloc temps-fréquence seulement lorsqu’un signal de communication y est dé-
tecté. Cette méthode, discutable sur le plan de la coexistence entre source acoustiques
humaines et mammifères marins, se base donc sur une forte connaissance a priori des
interférences pouvant être rencontrées.
La gestion de l’interférence issue de sources autres que des signaux de com-
munication a été étudiée dans [McGee et al., 2014; Wang et al., 2012]. L’algorithme
d’annulation d’interférences proposé repose sur la connaissance a priori de la durée et
de la bande de fréquence. L’interférence est représentée de manière paramétrique par
ses coefficients de Fourier. L’algorithme utilise un test de rapport de vraisemblance
généralisé afin de détecter la présence de l’interférence tout en estimant les valeurs de
ses coefficients, puis l’annule si elle est présente.
1.4.3 Réseaux sous marins
L’utilisation des modulations cohérentes et des techniques d’égalisation adap-
tatives ont permit un meilleur usage du spectre ASM que ne le permettaient les mo-
dulations non-cohérentes comme la FSK et ainsi, les débits atteints par les modems
ont pu être augmentés. Les premières études sur les réseaux ASM ont émergées à la
fin des années 1990, l’accent étant mis sur l’étude des méthodes d’accès multiple et
les protocoles d’accès au canal [Kilfoyle and Baggeroer, 2000; Sozer et al., 2000]. En-
core aujourd’hui, mettre en place des réseaux sous-marins fiables et performants pose
de nombreuses difficultés, et il existe assez peu d’applications pratiques des solutions
apportées par les études de la recherche académique.
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Des états de l’art spécifiquement centrés sur la mise en réseau de systèmes
de communication ASM peuvent être trouvés dans [Kilfoyle and Baggeroer, 2000;
Sozer et al., 2000; Stojanovic et al., 2008] ainsi que dans le livre de [Otnes et al., 2012].
Les techniques d’accès multiple et les protocoles étudiés jusqu’à maintenant sont sou-
vent statiques et dédiés à des systèmes opérant au sein d’un réseau homogène. Les
problématiques d’interférences « externes » ne sont pas prises en compte. La vaste ma-
jorité des techniques répertoriées proviennent encore des communications terrestres, ou
en sont des variantes plus ou moins bien adaptées aux spécificités du canal ASM. Les
difficultés de leur mise en œuvre proviennent essentiellement des limites physiques du
canal ASM en termes de délai de propagation et de bande passante. La plupart des tra-
vaux présentés ici et au paragraphe 1.4.2 ci-dessus se basent sur une connaissance plus
ou moins détaillée de l’interférence et un contexte centralisé. Ces hypothèses sont assez
restrictives, et valides seulement dans des contextes particuliers. Sans réglementation
ni protocole permettant d’obtenir de l’ information de la part de la source interférente,
acquérir une connaissance suffisamment détaillée pour pouvoir l’annuler in situ et « en
aveugle » est chose difficile.
1.5 Conclusion
Le canal de communication ASM est souvent présenté comme difficile, en raison
de ses particularités physiques et des hétérogénéités du milieu. Ces difficultés sont une
des raisons pour lesquelles le développement des communications ASM a été plus lent
que celui des communications radiofréquences, car les techniques employées dans ce
domaine ne peuvent se transposer directement au milieu sous-marin. La nature large
bande du canal, les différentes échelles de variabilité du milieu, ainsi que l’absence de
protocoles et d’infrastructures réseaux standardisées pour organiser l’accès au canal
posent de nouvelles difficultés.
En dépit des efforts récents de standardisation de protocoles de communication,
la gestion de l’interférence multi-utilisateur et le partage efficace de la ressource reste un
problème actuel, qui nécessite des solutions appropriées aux conditions dans lesquelles
les systèmes de communication ASM évoluent. Quelle que soit la nature des sources
d’interférences, la situation d’accès anarchique au canal ASM fait entrer les systèmes
de communications dans une compétition pour l’utilisation de la ressource. La suite de
cette thèse entend proposer des solutions raisonnables et pragmatiques pour résoudre
cette compétition aux moyens d’outils issus de la théorie des jeux et de l’apprentissage
automatique. Le soin sera pris d’éviter le plus possible de poser des hypothèses qui
contreviennent à ce qui a été exposé dans ce chapitre. Le chapitre suivant est consacré
aux notions de base de la théorie des jeux, qui nous servira d’outil de formalisation de
problèmes plus concrets traités aux chapitres 3 et 4.
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Chapitre 2
Notions de théorie des jeux
La théorie des jeux est une branche des mathématiques dont l’objet d’étude
concerne les interactions entre agents visant à l’optimisation d’objectifs interdépendants
et, éventuellement, contradictoires. Un jeu est décrit comme l’ensemble de ces agents
munis chacun d’une fonction objectif et de stratégies représentant les variables de ces
fonctions.
L’origine de cette théorie remonte au XIXème siècle avec les travaux de Cour-
not sur les Principes mathématiques de la théorie des richesses. Il y expose le modèle
connu aujourd’hui sous le nom de duopole de Cournot et qui entend décrire, de manière
abstraite et simplifée, la compétition de deux producteurs sur un marché vis-à-vis des
volumes et des prix de vente de leur production [Cournot, 1838]. Bien qu’il n’y soit
pas encore fait mention de « jeux » ni d’« agents », Cournot y propose la notion d’un
équilibre entre les volumes et les prix de vente des deux producteurs, déterminé en
fonction des conditions initiales du marché. Ce sont les situations d’équilibre, leurs
propriétés, et leur apprentissage par les agents qui intéresseront la théorie des jeux
par la suite. Les travaux de von Neumann et Morgenstern sur la résolution des jeux à
somme nulle [von Neumann and Morgenstern, 1944], ainsi que le développement, par
John Nash, du concept d’équilibre portant son nom [Nash, 1951], ont été fondateurs
de la théorie des jeux moderne qui est devenu un champs de recherche à part en-
tière. Dans un premier temps, ses outils mathématiques ont surtout servi à l’analyse
économique, et souvent dans des situations simples et idéalisées telles que le duo-
pole Cournot. Ils ont ensuite touché des champs d’applications divers et variés, allant
de la biologie [Maynard-Smith and Price, 1973; Vincent and Brown, 2005] aux sys-
tèmes de communications numériques [Han et al., 2012; Lasaulce and Tembine, 2011],
en passant par l’étude théorique de la course à l’armement durant la Guerre Froide
[Aumann and Maschler, 1995]. La théorie des jeux se révèle également utile dans le
domaine de l’apprentissage automatique dans le contexte des systèmes multi-agents
[Leyton-Brown and Shoham, 2009].
Ce chapitre a pour objectif de présenter les notions de bases de la théorie des
jeux qui permettront une meilleure compréhension des autres chapitres de ce manuscrit.
Seuls les jeux non-coopératifs sont étudiés ici et on ne présentera que les jeux sous forme
normale et les jeux de satisfaction. Bien qu’elles ne soient pas présentées dans cette
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thèse, il convient de mentionner qu’il existe d’autres formes de jeux non-coopératifs :
jeux bayésiens, jeux répétés, stochastiques et jeux évolutionnaires. Celles-ci servent
principalement à raffiner le concept d’équilibre de Nash, ce dont nous n’aurons pas
besoin ici étant donnés les objectifs de cette thèse. Les jeux sous forme stratégique
seront étudiés dans un premier temps afin de présenter les concepts de base communs
à toutes les autres formes de jeux : actions, stratégies, fonction d’utilité et équilibre.
Ces notions seront principalement utilisées dans le chapitre 3. Les jeux de satisfaction,
qui sont une forme particulière de jeux non-coopératifs, seront présentés en deuxième
partie de ce chapitre pour les besoins du chapitre 4. Il sera expliqué comment résoudre
un jeu, à travers des exemples simples dont la littérature sur la théorie des jeux fait
souvent usage. On essaiera également, lorsque cela est utile, de faire le lien avec les
sujets qui seront traités dans la suite.
2.1 Jeux sous forme stratégique
2.1.1 Définition et exemples introductifs
Définition 2.1.1 (Jeu sous forme normale). Un jeu sous forme stratégique (ou nor-
male) à I joueurs est un triplet
G = (I,A, u) (2.1)
où
— I = {1, · · · , I} est l’ensemble des joueurs du jeu, aussi appelés agents,
— A = A1 × · · · × AI est l’ensemble des actions jouables simultanément par les
joueurs, où Ai, est l’ensemble des actions jouables par le joueur i ∈ I.
— u : A → RI où la ième composante ui : A → R est la fonction d’utilité du joueur
i, et on note ui(a) son degré de satisfaction vis-à-vis du profil d’action a ∈ A.
Dans le contexte des télécommunications, les joueurs peuvent être un ensemble
d’émetteurs ou de couples émetteur-récepteur, ayant des actions telles que la puissance
d’émission, le schéma de codage et de modulation ou la bande de fréquence et les
fonctions d’utilités seraient définies par des métriques de performances telles que la
capacité, la probabilité d’erreur, l’énergie du signal émis, ou le rapport signal à bruit.
Les profils d’actions a = (a1, a2, · · · , aI) représentent des choix d’actions si-
multanés faits par les joueurs. Du point de vue d’un joueur i ∈ I donné, on notera
a = (ai, a−i) où ai ∈ Ai est l’action de ce joueur et a−i ∈ A−i, avec A−i = A \ Ai,
représente les actions choisies par tous les joueurs excepté i. Par exemple, si i n’est ni
le joueur 1 ni le joueur I, on aura a−i = (a1, · · · , ai−1, ai+1, · · · , aI).
Définition 2.1.2 (Jeu fini). On dit d’un jeu qu’il est fini si et seulement si tous les
joueurs disposent d’un nombre fini d’alternatives. Autrement dit, l’ensemble A est fini
et dénombrable. Au contraire, dans un jeu infini il existe au moins un joueur dont
l’ensemble des actions est infini (dénombrable ou non).
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Les exemples didactiques dont la théorie des jeux fait usage pour illustrer ses
notions de base sont souvent des jeux finis, à 2 ou 3 joueurs et à peu d’actions
par joueur, de sorte que les jeux soient représentables facilement par des matrices
[Fudenberg and Tirole, 1991; Osborne and Rubinstein, 1994]. Un classique est celui du
« chifoumi » donné à la figure 2.1. Les lignes de la matrice représentent les stratégies
disponibles au joueur 1 et les colonnes celles du joueur 2. Elle sont notées P , F et C
ici pour « Pierre », « Feuille » et « Ciseaux ». Chaque entrée de la matrice du jeu est
un résultat possible en terme de choix d’actions réalisés par les joueurs avec les utili-
tés associées, où, par convention, l’utilité du joueur 1 est à gauche et celle du joueur
2 à droite. Ainsi, lorsque le profil d’actions choisi est par exemple (P, F ), le joueur
1 reçoit un gain de −1 et le joueur 2 de +1. Résumé avec la définition 2.1.1, on a
I = {1, 2}, Ai = {P, F, C}, i = 1, 2, et les utilités ui sont données dans la matrice pour
chaque combinaison d’actions parmi A = {(P, P ), (P, F ), · · · , (C,C)}. Le chifoumi est
un exemple de jeu à somme nulle.
P F C
P 0, 0 −1, 1 1,−1
F 1,−1 0, 0 −1, 1
C −1, 1 1,−1 0, 0
Figure 2.1 – Matrice du jeu de « chifoumi ».
Définition 2.1.3 (Jeu à somme nulle). Un jeu est à somme nulle si et seulement si
∀ a ∈ A, ∑i ui(a) = 0. Autrement dit, la somme des gains des joueurs est nulle pour
tout résultat du jeu. Dans le cas contraire le jeu est à somme non-nulle.
Un autre exemple est le jeu d’anti-coordination donné à la figure 2.2. On peut
associer cette matrice à un problème simple de partage de spectre en communications
numériques. Supposons que les actions S et B représentent des bandes de fréquences
orthogonales et que les joueurs soient des émetteurs ayant le choix de la bande sur
laquelle leur transmission s’opère. Les deux agents partagent une préférence pour l’une
des deux bandes, et il important qu’ils choisissent une bande différente l’un et l’autre
pour que leurs communications n’interfèrent pas. Dans le cas contraire on considère
que les communications ne peuvent pas s’établir et une utilité de 0 est ainsi attribuée
aux deux joueurs lorsque leurs actions ne sont pas coordonnées.
Enfin, on donne le « dilemme du prisonnier » à la figure 2.3 qui est un exemple à
la fois classique et important en théorie des jeux. Deux prisonniers supposés complices
B S
B 0, 0 2, 1
S 1, 2 0, 0
Figure 2.2 – Matrice d’un jeu d’anti-coordination.
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C D
C −1,−1 −4, 0
D 0,−4 −3,−3
Figure 2.3 – Matrice du jeu « dilemme
du prisonnier ».
C D
C R,R T,N
D N, T P, P
Figure 2.4 – Matrice d’un dilemme so-
cial.
d’un crime dont ils sont accusés font face aux choix suivants : si l’un des prisonniers
dénonce son complice (ai = D) tandis que ce dernier se tait (aj = C), il est libéré
(ui = 0) et son complice est condamné à 4 ans de prison (uj = −4). Si les deux
prisonniers coopèrent et se taisent (ai = aj = C), ils sont condamnés à 1 an de prison
(ui = uj = −1). Si les deux prisonniers se dénoncent (ai = aj = D), ils sont tous deux
condamnés à 3 ans de prison (ui = uj = −3).
Une version de ce dernier jeu peut être donné un contexte de communication
numériques [Bacci et al., 2016]. Supposons que les deux joueurs soient des systèmes
de radio cognitive en activité sur la même portion de spectre, et ayant chacun deux
stratégies C et D correspondant respectivement à transmettre en bande étroite ou
en large bande. Posons également l’hypothèse que les transmissions en bande étroite
s’établissent sur deux bandes orthogonales, une étant attribuée à chaque joueur. Les
utilités peuvent être rapportées à des débits de transmission. Ainsi, lorsque les deux
systèmes ont la possibilité de partager le spectre de manière orthogonale en jouant la
stratégie (C,C), les débits sont meilleurs pour chacun car les transmissions n’interfèrent
pas. Au contraire, les débits sont faibles pour la stratégie (D,D) car les deux systèmes
interfèrent l’un sur l’autre. Dans le cas où un joueur émet en bande étroite tandis que
l’autre émet en large bande, ses performances sont mauvaises du fait à la fois de la
petite bande de transmission et de l’interférence subie.
Le dilemme du prisonnier peut être généralisé par la matrice de la figure 2.4
représentant ce que [Leibo et al., 2017] nomment un dilemme social. Ce genre de jeu
modélise des situations ou deux agents (ou deux entités plus abstraites) se trouvent
face au choix de la coopération (C) avec l’autre agent ou de l’individualisme (D). La
coopération est le résultat bénéfique pour tous mais son occurrence est mise en péril par
des intérêts individuels vers lesquels les agents peuvent être tentés de converger. Les ca-
ractéristiques générales des dilemmes sociaux peuvent être résumées par les conditions
suivantes :
— R > P . La coopération mutuelle est plus intéressante que l’individualisme mutuel.
— R > N . La coopération mutuelle est plus intéressante que la coopération unila-
térale.
— 2 × R > T + N de sorte que la coopération mutuelle est toujours plus intéres-
sante que la coopération unilatérale et l’individualisme unilatéral jouées à égales
probabilités.
— — Ou bien T > R, l’individualisme pour exploiter une coopération unilaté-
rale de l’adversaire est individuellement plus intéressant que la coopération
mutuelle.
46
2.1. Jeux sous forme stratégique
— Ou bien P > N , l’individualisme mutuel est individuellement préférable à
se laisser exploiter.
Dans le dilemme du prisonnier, les deux dernières conditions sont vérifiées ensemble.
On expliquera mieux le caractère de dilemme de ce jeu dans les paragraphes suivants.
2.1.2 Stratégies pures et randomisées, utilité espérée
Il convient dans un premier temps de faire la distinction entre la notion d’action,
qui est l’objet résultant d’un choix stratégique d’un joueur, et la stratégie, qui corres-
pond à la manière dont ce choix est réalisé. Reprenons pour commencer l’exemple du
jeu de chifoumi. L’expérience de chacun et l’observation de la matrice de la figure 2.1
montrent qu’un joueur recherchant une issue victorieuse à ce jeu doit nécessairement
faire en sorte que ses choix d’actions paraissent aléatoires pour son adversaire. Ceci
nous amène à la notion de stratégie randomisée.
Définition 2.1.4 (Stratégie randomisée). Une stratégie randomisée du joueur i est
un choix de distribution de probabilités sur son ensemble de stratégies Ai que l’on note
πi ∈ ∆Ai. Le profil de stratégies randomisées est noté π = (π1, · · · , πI) ∈ ∆A.
Soit (Ω,F ,P) l’espace probabilisé usuel. On note P(Ai) l’ensemble des parties de
Ai. De cette façon, le choix d’action résultant de la stratégies du joueur i est modélisable
par une variable aléatoire
Ai : (Ω,F ,P) −→ (Ai,P(Ai), πi) (2.2)
prenant ses valeurs dans l’espace Ai avec la mesure de probabilité πi. On notera
simplement Ai ∼ πi dans la suite. Un profil de stratégies randomisées est alors
la mesure de probabilité π : P(A) → [0, 1], distribuant conjointement les actions
A = (A1, · · · , AI) ∼ π. En toute généralité, les stratégies randomisées des différents
joueurs peuvent être corrélées les unes aux autres. Un profil de stratégies mixtes est tel
que les stratégies des joueurs sont indépendantes. Il est bien sur possible de choisir une
action de façon déterministe, ce qui est défini par la notion de stratégie pure. Ainsi,
l’ensemble des stratégies pures de chaque joueur s’identifie à son espace d’actions Ai.
Définition 2.1.5 (Stratégie mixte). Un profil de stratégies mixtes est un profil de
stratégies randomisées π ∈ ∆A tel que les variables aléatoires A1, A2, · · · , AI des choix
d’actions des joueurs soient indépendantes.
Définition 2.1.6 (Stratégie pure). Une stratégie pure du joueur i, notée ai est une
stratégie randomisée dégénérée telle que πi(ai) = 1, où ai ∈ Ai, et πi(a′i) = 0 pour toute
action a′i ∈ Ai telle que a′i 6= ai.
Les matrices de jeux données au paragraphe précédent ne font état que des
actions et des utilités déterministes associées. Dès lors que les joueurs ont la possibilité
d’introduire de l’aléa par une stratégie randomisée π, le critère pertinent pour évaluer
la satisfaction des joueurs vis-à-vis de cette stratégie est l’utilité espérée.
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Définition 2.1.7 (Utilité espérée d’une stratégie randomisée). Étant donné un jeu sous
forme normale G = (I,A, u), l’utilité espérée du joueur i pour un profil de stratégies
randomisées π ∈ ∆A est définie par
ui(π)
∆
= EA∼π
[
ui(A)
]
=
∫
a
ui(a)dπ(a)
(2.3)
Dans le cas particulier d’une stratégie mixte, on a donc
ui(π) =
∫
a
ui(a)
I
∏
j=1
dπj(aj). (2.4)
2.1.3 Jouer de manière rationnelle
Le but principal de la théorie des jeux est de formuler des prédictions quant à la
manière dont un jeu devrait être joué. Ces prédictions consistent à déduire, en fonction
des règles du jeu (nombre de joueurs, actions et utilités), quelles sont les stratégies
d’équilibre des joueurs, où l’équilibre doit être compris comme une forme de stabilité :
une stratégie d’équilibre est jouée car aucun joueur n’a intérêt à dévier unilatéralement
de celle-ci. La recherche des stratégies d’équilibre se fait à la lumière des concepts de
connaissance commune, de rationalité et de stratégie dominée ou de meilleure réponse.
Les joueurs sont supposés avoir la connaissance commune du jeu G auquel ils
jouent. Cela signifie que tous les agents connaissent G, et que tout les agents savent que
tous les agents connaissent G, et que tous savent que tous savent que tous les agents
connaissent G, ..., et ainsi de suite ad infinitum. Il existe des définitions mathématique-
ment formalisées de la notion de connaissance commune. Le lecteur intéressé peut se
reporter au livre [Fudenberg and Tirole, 1991]. Sous ces hypothèses, les agents du jeu
sont supposés agir de manière rationnelle, ce qui signifie qu’en toutes circonstances un
joueur ne joue pas de stratégie dominée.
Définition 2.1.8 (Stratégie dominée). Soit un jeu sous forme normale G = (I,A, u).
La stratégie pure ai du joueur i est dite strictement dominée si il existe une stratégie
randomisée πi ∈ ∆Ai telle que
ui(πi, a−i) > ui(ai, a−i) ∀a−i ∈ A−i. (2.5)
Elle est faiblement dominée si il existe πi telle que (2.5) se vérifie avec une inégalité
faible, et qu’elle est vérifiée avec une inégalité stricte pour au moins une stratégie a−i.
Comme pour la connaissance commune, il est possible de définir formellement
la rationalité à partir de la notion de stratégie dominée et du processus d’élimination
itérative des stratégies dominées pour chaque joueur [Fudenberg and Tirole, 1991]. Une
autre alternative est d’utiliser le concept de meilleure réponse.
Définition 2.1.9 (Meilleure réponse). Soit un jeu sous forme normale G = (I,A, u).
La meilleure réponse d’un joueur i au profil de stratégie adverse π−i est toute stratégie
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appartenant à l’ensemble retourné par la correspondance BRi : ∆A−i → ∆Ai définie
∀π−i ∈ ∆A−i par
BRi(π−i) = {πi ∈ ∆Ai | ui(πi, π−i) ≥ ui(π′i, π−i), ∀π′i ∈ ∆Ai} . (2.6)
Les stratégies qu’un joueur rationnel devrait jouer sont celles qui sont des
meilleures réponses à ce que ce joueur croît ou observe des stratégies adverses. Par
exemple dans le dilemme du prisonnier de la figure 2.3, il n’est pas rationnel de jouer
C si un l’autre joue D. La meilleure réponse n’est pas nécessairement unique, et cela
dépend de la fonction d’utilité du joueur évaluée pour le profil de stratégies de ses ad-
versaires. Dès lors que la meilleure réponse ne renvoie pas une unique stratégie pure face
à π−i, il existe une infinité de stratégies possibles pour y répondre de manière optimale.
En effet, supposons que l’ensemble des stratégies renvoyées par BRi(π−i) soit constitué
de deux éléments, disons αi et βi. Le joueur doit être indifférent à ces deux stratégies,
qui produisent nécessairement la même valeur d’utilité espérée vis-à-vis de la stratégie
mixte π−i. Notons vi cette valeur. S’il en avait été autrement, la meilleure réponse au-
rait retourné la stratégie pour laquelle l’utilité espérée est la plus élevée. Maintenant,
supposons que le joueur assigne une probabilité pα à αi et pβ à βi. L’utilité espérée pour
cette stratégie mixte est pαu1(αi, π−i) + pβu1(βi, π−i) = pαvi + pβvi = vi. Toute com-
binaison convexe des utilités pour les deux éléments de l’ensemble BRi(π−i) est égale
à vi. Ainsi, on voit qu’il est possible d’assigner n’importe quelle probabilité à l’une
ou l’autre de ces stratégies pour obtenir une nouvelle stratégie qui soit une meilleure
réponse à π−i, ce qui prouve que l’ensemble des meilleures réponses est infini dès lors
qu’il n’est pas un singleton.
2.1.4 Équilibre de Nash
L’équilibre de Nash [Nash, 1951] est le concept de solution central de la théorie
des jeux non-coopératifs. On peut le définir à l’aide des meilleures réponses.
Définition 2.1.10 (Équilibre de Nash). Un profil de stratégies π⋆ = (π⋆1, π
⋆
2, · · · , π⋆I )
est un équilibre de Nash si, pour tout joueur i, π⋆ est une meilleure réponse à π⋆−i.
Selon que la meilleure réponse de chacun des agents est unique ou non, on peut
distinguer deux types d’équilibres de Nash : les équilibres stricts et faibles.
Définition 2.1.11 (Équilibre de Nash strict). Un profil de stratégies π⋆ est un équilibre
de Nash fort si, pour tout joueur i ∈ I,
ui(π
⋆
i , π
⋆
−i) > ui(πi, π
⋆
−i) ∀π ∈ ∆Ai (2.7)
Définition 2.1.12 (Équilibre de Nash faible). Un profil de stratégies π⋆ est un équilibre
de Nash faible si, pour tout joueur i ∈ I,
ui(π
⋆
i , π
⋆
−i) ≥ ui(πi, π⋆−i) ∀π ∈ ∆Ai (2.8)
Un équilibre de Nash en stratégies mixtes est alors nécessairement un équilibre
faible (selon les mêmes arguments que ceux avancés au paragraphe précédent concer-
nant les meilleures réponses dont l’ensemble est constitué de plusieurs éléments). Au
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contraire, un équilibre strict est nécessairement un équilibre en stratégies pures bien
qu’un équilibre en stratégies pures puisse être strict ou faible.
On a la propriété évidente suivante stipulant que la stratégie d’équilibre de
chaque joueur est un point fixe de sa correspondance de meilleure réponse.
Proposition 2.1.1. À tout équilibre de Nash π⋆ ∈ ∆A, les stratégies d’équilibre véri-
fient ∀i ∈ I
π⋆i ∈ BRi(π−i⋆). (2.9)
En notant la correspondance
BR :
∣
∣
∣
∣
∣
∣
∣
∣
∣
∆A −→ P(∆A)
π −→



BR1(π−1)
...
BRI(π−I)



(2.10)
on peut identifier l’équilibre de Nash à un point fixe de BR : π⋆ ∈ BR(π⋆). Ceci est
utile pour l’étude de la convergence d’algorithmes de calcul de l’équilibre de Nash basés
sur les meilleures réponses.
Théorème 2.1.1 ([Nash, 1951]). Tout jeu fini possède au moins un équilibre en stra-
tégies mixtes.
Démonstration. Le théorème de Nash se prouve à l’aide du théorème du point-fixe de
Kakutani pour les correspondances entre ensembles, qui donne les conditions suffisantes
suivantes pour l’existence d’un point-fixe de BR :
1. ∆A est un sous-ensemble non-vide, compact et convexe d’un espace euclidien de
dimension finie.
2. BR(π) est non-vide pour tout π.
3. BR(π) est convexe.
4. BR a un graphe clos : si la suite (πn, βn) → (π, β), où, pour tout n, βn ∈ BR(πn),
alors β ∈ BR(π).
Les conditions 1 à 3 sont simples à vérifier : ∆A respecte bien (1) en tant
qu’ensemble de distribution de probabilités, et formant donc un simplexe inclus dans
R
I . Les fonctions d’utilités espérées ui(πi, π−i) sont des fonctions linéaires de π, donc
continues en πi. On peut ainsi en déduire que BR est toujours non-vide car les fonctions
continues sur un compact atteignent toujours un maximum. La condition (3) est vérifiée
car toute combinaison convexe de meilleures réponses est une meilleure réponse. La
condition (4) se vérifie en conséquence de la continuité des ui(π) vis-à-vis des stratégies
mixtes π. Pour s’en convaincre, supposons (πn, βn) → (π, β), où, pour tout n, βn ∈
BR(πn) et β /∈ BR(π). Il existe alors au moins un joueur i pour lequel βi /∈ BRi(π−i).
Donc il existe pour ce joueur une stratégie mixte β ′i telle que
∃ ǫ > 0 ui(β ′i, π−i) > ui(βi, π−i) + ǫ. (2.11)
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Comme ui est continue vis-à-vis des stratégies mixtes et que (πn, βn) → (π, β) on a
lim
n→∞
ui(β
n
i , π
n
−i) = ui(βi, π−i) (2.12)
lim
n→∞
ui(β
′
i, π
n
−i) = ui(β
′
i, π−i), (2.13)
et ainsi, pour n suffisamment grand, les inégalités suivantes se vérifient :
ui(β
′
i, π
n
−i) > ui(β
′
i, π−i)−
ǫ
2
> ui(βi, π−i) +
ǫ
2
> ui(β
n
i , π
n
−i). (2.14)
Ce qui signifie que β ′i constitue une meilleure réponse que β
n
i face π
n
−i et contredit
l’hypothèse de départ βn ∈ BR(πn) ∀n. BR a donc un graphe clos.
Le théorème 2.1.1 garantit l’existence d’un équilibre dans tout jeu dont
les espaces d’actions sont finis. Cependant, rien n’est dit quant à l’existence
d’un équilibre en stratégies pures. L’existence de tels équilibres est souvent la
conséquence d’une structure de jeu particulière. C’est le cas par exemple des
jeux modulaires [Fudenberg and Tirole, 1991, Chapitre 12], et des jeux potentiels
[Monderer and Shapley, 1996]. En communications numériques, les espaces d’actions
des systèmes de transmissions peuvent souvent être modélisés comme des espaces conti-
nus. Ce serait le cas, par exemple, d’actions identifiées à des puissances de transmis-
sions. Le théorème ne traite pas ce cas, et, pour contourner la difficulté, on pourra
toujours considérer une discrétisation des espaces d’actions si nécessaire. Néanmoins,
le théorème de Debreu-Glicksberg-Fan garantit, sous certaines conditions, l’existence
d’un équilibre de Nash en stratégies pures dans les jeux à espaces d’actions et utilités
continus.
Théorème 2.1.2. Soit le jeu G = (I,A, u) où A = A1 × · · · × AI est l’ensemble des
profils d’actions, avec ∀i ∈ I, Ai ⊆ Rni. Si les espaces Ai sont compacts et convexes
et que les utilités ui(ai, a−i) sont continues en a ∈ A et quasi-concaves 1 en ai ∈ Ai,
alors il existe un équilibre de Nash en stratégies pures pour G.
Démonstration. Ce théorème se démontre également à l’aide du théorème de Kakutani.
Les espaces d’actions sont compacts, convexes et non-vides par hypothèses. La conti-
nuité des fonctions d’utilités implique que les meilleures réponses sont non-vides et ont
un graphe clos, tandis que leur quasi-concavité implique que les meilleures réponses
forment un ensemble convexe.
En général, l’unicité de l’équilibre n’est pas garantie et il est souvent difficile
d’obtenir une telle caractérisation. Seuls certains jeux présentant des propriétés bien
précises possèdent un unique équilibre de Nash. Les jeux concaves au sens de Rosen
[Rosen, 1965] ou les jeux résolubles par la suppression itérative des stratégies dominées,
tels que le dilemme du prisonnier, en sont des exemples.
1. Une fonction f : E → F est quasi-concave si ∀(x, y) ∈ E2 et ∀λ ∈ [0, 1] on a f(λx+(1−λ)y) ≥
min(f(x), f(y)).
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2.1.4.1 Solutions d’équilibre des exemples de la section 2.1.1
Illustrons maintenant le concept d’équilibre de Nash grâce aux exemples de la
section 2.1.1. De manière informelle, il est utile de se dire que l’équilibre de Nash est
une stratégie de laquelle aucun joueur n’a intérêt de dévier unilatéralement, ou encore,
que si tous les joueurs jouent un équilibre de Nash, aucun joueur ne pourra choisir
d’autre stratégie sans voir son utilité diminuer.
On se concentre tout d’abord sur le jeu d’anti-coordination donné à la matrice
2.2. Rappelons que dans ce jeu, deux émetteurs choisissent sur quelle bande de fré-
quence émettre leur signaux parmi deux bandes orthogonales S ou B. On constate que
ce jeu possède deux équilibres de Nash en stratégies pures, (B, S) et (S,B). Il pos-
sède également un équilibre en stratégies mixtes, que l’on peut déterminer simplement
comme suit. Choisissons le joueur 2 et posons p = P [a2 = B] et 1 − p = P [a2 = S].
Étant donné que l’on joue un équilibre mixte, le joueur 2 doit faire en sorte que le
joueur 1 soit indifférent quant à ces choix d’actions - en d’autres termes, les deux ac-
tions doivent produire la même utilité espérée par rapport à la stratégie du joueur 2.
En effet, si il joue également cet équilibre mixte, ses deux actions appartiennent au
support de sa meilleure réponse à la stratégie mixte du joueur 2. On a alors
EA2∼π2
[
u1(B,A2)
]
= EA2∼π2
[
u1(S,A2)
]
(2.15)
1− p = 2p (2.16)
p = 1/3. (2.17)
En répétant la même procédure pour le joueur 1 on trouve l’équilibre mixte π⋆ =
(π⋆1, π
⋆
2) avec π
⋆
1 = π
⋆
2 = (1/3, 2/3), et dont l’utilité espérée est égale à 2/3 pour chaque
joueur. Les émetteurs ont donc la possibilité de randomiser leurs choix de bande de
fréquence, le risque étant pris de ne pas pouvoir établir de communications, ou de
jouer l’un des deux équilibres en stratégies pures. Dans ce dernier cas, il est important
que les deux joueurs puissent anticiper lequel des deux équilibres devrait être joué.
Ceci peut se faire par un algorithme d’apprentissage itératif ou par un mécanisme
extérieur permettant aux joueurs de s’accorder sur l’équilibre à jouer. Le paragraphe
2.1.5 reviendra plus en détail sur cette dernière solution.
Dans l’exemple du chifoumi, l’examen de la matrice 2.1 fait à la lumière des
concepts introduits jusqu’à maintenant permettra de confirmer l’intuition selon laquelle
l’équilibre est un profil de stratégies mixtes assignant une probabilité 1/3 pour chaque
action de chaque joueur.
Enfin, le dilemme du prisonnier de la matrice 2.3 possède un unique équilibre
de Nash en stratégie pures qu’il est possible de déterminer par la suppression itérative
des stratégies dominées. L’examen de la matrice montre que pour les deux joueurs la
stratégie de coopération C est dominée strictement par la stratégie de trahison D, ainsi
l’équilibre de Nash de ce jeu est (D,D). Le caractère de dilemme de ce jeu est clair
dans la mesure où ce profil de stratégies est celui offrant le moins d’utilité aux joueurs,
la coopération étant le résultat intuitivement préférable. Cette coopération ne peut
cependant être le fruit que d’une discussion faite entre les prisonniers en amont du
jeu, pourvu qu’ils aient chacun la connaissance commune de la matrice 2.3. C’est une
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condition nécessaire mais non suffisante car l’un des deux prisonniers pourrait toujours
décider ensuite de trahir son compagnon pour maximiser son gain. Dans le contexte
du partage de ressources en communications, cela est différent dans la mesure où la
coopération entre systèmes devrait être mise en place par des entités extérieures, par
exemple, le nœud central d’un réseau capable de calculer les points de coopération
intéressants, ou un organisme de normalisation du spectre qui fixe a priori les bandes
de fréquences à utiliser.
2.1.5 Équilibre corrélé
L’équilibre de Nash du paragraphe précédent offre des solutions en stratégies
mixtes ou pures. Les équilibres corrélés complètent les notions précédentes en offrant
des solutions basées sur des stratégies randomisées où les variables aléatoires des choix
d’actions des joueurs sont corrélées.
Définition 2.1.13 (Équilibre corrélé). Un équilibre corrélé de G = (I,A, u) est un
profil de stratégies randomisées π⋆ ∈ ∆A tel que ∀i ∈ I on ait
EA∼π⋆
[
ui(A)
]
≥ EAi∼πi
[
EA−i∼π⋆−i
[
ui(ai, A−i)
∣
∣
∣
∣
Ai = ai
]]
∀πi ∈ ∆Ai. (2.18)
De manière plus intuitive, les joueurs sont supposés prendre leur décision condi-
tionnellement à la réalisation d’une variable aléatoire représentant un signal (privé
ou public) qu’ils auraient observé avant de jouer. Ceci correspond au formalisme de
[Aumann, 1986]. Dans ce contexte, les stratégies corrélées sont représentées comme des
fonctions associant un profil d’action à chaque valeur prise par la variable de signalisa-
tion. Notons Ω = Ω1 × · · · × ΩI l’espace probabilisé des signaux envoyés aux joueurs.
Il n’est pas nécessaire que chaque joueur observe le même signal, mais pour conserver
un formalisme simple il sera considéré que c’est le cas ici. Un élément ω est choisi au
hasard afin de suggérer à chaque joueur i ∈ I de choisir l’action donnée par la fonction
Ai(ω), cette fonction étant définie par l’équation (2.2). Si les joueurs décident tous de
suivre la recommandation, alors le tuple de fonctions A(ω) = (A1(ω), · · · , AI(ω)) est
une stratégie corrélée. On notera F(Ai) l’ensemble des fonctions de Ω dans Ai.
Définition 2.1.14 (Équilibre corrélé [Aumann, 1986]). Un équilibre corrélé de G =
(I,A, u) est un tuple de choix d’action A⋆ = (A⋆1, · · · , A⋆I) tel que ∀i ∈ I on ait
E [ui(A
⋆)] ≥ E
[
ui(Ai, A
⋆
−i)
]
∀Ai ∈ F(Ai) (2.19)
Ainsi, à l’équilibre corrélé, tous les joueurs ont intérêt à suivre la recomman-
dation donnée par la fonction A⋆. On peut facilement appliquer ces définitions au jeu
d’anti-coordination 2.2. Les équilibres de Nash en stratégies pures (B, S) et (S,B)
présentent le défaut d’être inéquitables, tandis que l’équilibre en stratégies mixtes fait
prendre le risque aux émetteurs de choisir la même bande et d’obtenir ainsi une utilité
nulle. Supposons que l’on soit capable de fournir à ces émetteurs un signal commun
ω ∈ {0, 1} distribué selon la loi de Bernouilli B(1/2), et les recommandations suivantes
aux joueurs :
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— si ω = 0, les émetteurs choisissent de jouer l’équilibre A(ω) = (B, S),
— si ω = 1, les émetteurs choisissent de jouer l’équilibre A(ω) = (S,B).
Ainsi, chacun des deux équilibres de Nash en stratégie pure est joué avec probabilité
1/2 si les joueurs suivent la recommandation, ce qui constitue un équilibre corrélé car
aucun joueur n’a intérêt à s’en détourner (les deux joueurs auraient une utilité nulle).
L’utilité espérée de cet équilibre corrélé est égale à 1, 5 pour chaque joueur. En pratique,
le signal ω doit être observé par les deux émetteurs avant le choix de leur bande de
fréquence. Dans un réseau cellulaire par exemple, ce signal pourrait-être fourni par
une station de base. Cette station de base doit néanmoins être capable de déduire
cet équilibre corrélé, ce qui ne peut se faire qu’en ayant la connaissance complète et
parfaite des éléments du jeu : actions, joueurs, et fonctions d’utilité. En communication
ASM, la mise en place d’un dispositif de signalisation de ce genre reste à ce jour assez
difficile, sauf, éventuellement, dans certaines applications spécifiques où une structure
de réseau bien définie est nécessaire. Ainsi, de tels équilibres peuvent être difficiles à
obtenir à moins qu’ils ne soient le résultat d’un algorithme d’apprentissage qui respecte
le caractère à la fois non-coopératif et décentralisé des communications ASM dans leur
cadre le plus général (voir à ce sujet le paragraphe 1.3).
2.1.6 Pareto-optimalité
La notion d’optimalité en théorie des jeux est relativement floue et dépend du
point de vue selon lequel les jeux sont étudiés. Les équilibres de Nash et les équilibres
corrélés sont optimaux au sens où les joueurs sont considérés comme des agents maxi-
misateurs égoïstes de leur seule fonction d’utilité, sous contrainte de la connaissance
du jeu dont ils disposent (observation d’un signal, des stratégies adverses, connaissance
des fonctions d’utilité, etc). L’optimalité au sens de Pareto est, au contraire, une notion
relative aux joueurs considérés dans leur ensemble plutôt qu’individuellement.
Définition 2.1.15 (Domination au sens de Pareto). Soit G = (I,A, u). Un profil de
stratégies π ∈ ∆A domine π′ ∈ ∆A au sens de Pareto si ∀i ∈ I, ui(π) ≥ ui(π′) et si
∃j ∈ I tel que uj(π) ≥ uj(π′).
Définition 2.1.16 (Pareto-optimalité). Soit G = (I,A, u). Un profil de stratégies
π⋆ ∈ ∆A est optimal au sens de Pareto si il n’existe aucun profil de stratégie qui le
domine au sens de Pareto.
En d’autres termes, il n’est pas possible d’augmenter les gains d’un joueur sans
que cela soit au détriment des gains d’un autre lorsqu’ils dévient d’un profil de straté-
gies Pareto-optimal. Pour jouer des stratégies stratégies Pareto-optimales, et à moins
qu’elles ne soient des équilibres de Nash, il est nécessaire que les joueurs aient la possi-
bilité de coopérer et dépassent les comportements égoïstes de maximisation de l’utilité
individuelle.
Définition 2.1.17 (Optimum et bien-être social). Un optimum social du jeu G =
(I,A, u) est un profil de stratégies π ∈ ∆A tel que le bien-être social défini par
SW (π) =
∑
i∈I
ui(π) (2.20)
54
2.1. Jeux sous forme stratégique
est maximal. Par définition, un optimum social est Pareto-optimal.
À titre d’exemple, le dilemme du prisonnier possède trois stratégies Pareto-
optimales qui sont (C,D), ((D,C), et (C,C), où cette dernière stratégie est un optimum
social - défini comme un profil de stratégie maximisant la somme des gains des joueurs.
Pour jouer la stratégie (C,C), il est nécessaire que les deux prisonniers passent un
accord avant l’interrogatoire. Bien sur, ceci n’empêche pas l’un des prisonniers de trahir
son complice pour tirer le meilleur parti de la situation. Dans le jeu d’anti-coordination
2.2, on pourra noter que les deux équilibres de Nash en stratégies pures et l’équilibre
corrélé sont des optima sociaux.
2.1.7 Apprentissage distribué des équilibres de Nash
Jusqu’ici, les définitions données des équilibres de Nash et des équilibres corré-
lés supposent que les joueurs sont en mesure de prédire les stratégies rationnelles de
leurs adversaires et d’en déduire leurs propres stratégies rationnelles grâce au processus
d’introspection itératif impliqué par la connaissance commune du jeu. Cette approche
échoue néanmoins à expliquer comment les joueurs pourraient jouer un équilibre dès
lors que le jeu en possède plusieurs ou que la connaissance commune ne peut plus
être supposée. Une approche alternative permet de considérer que les équilibres sont
appris par les joueurs au cours d’interactions répétées dans le même jeu. Ces inter-
actions sont dictées par des règles itératives, souvent simples, qui, à partir de retours
d’informations de la part de l’environnement, permettent d’inférer les stratégies opti-
males à mettre en œuvre. Les hypothèses de connaissance commune et de rationalité,
souvent trop restrictives, peuvent alors être relâchées. Dans ce contexte, la théorie des
jeux et l’apprentissage automatique permettent d’étudier l’apprentissage multi-agents
de stratégies jugées « bonnes » au sens d’un certain critère.
Il existe de nombreux algorithmes d’apprentissage pour les systèmes compo-
sés de multiples agents en interaction dans un cadre défini par la théorie des jeux
non-coopératifs. La notion d’optimalité peut donc être rapportée à la maximisation
individuelle de l’utilité de chaque joueur. Par conséquent, les points de convergence
attendus de ces algorithmes sont des équilibres de Nash (ou corrélés, éventuellement).
L’apprentissage dans les jeux est un sujet vaste avec une littérature riche, et on ne
détaillera dans ce paragraphe que l’algorithme classique de dynamique de meilleures
réponses, celui-ci étant central dans le chapitre suivant. L’apprentissage par renforce-
ment ou par regret sont d’autres méthodes possibles pour l’apprentissage multi-agent
d’équilibres donnés par la théorie des jeux. Le lecteur intéressé est invité à consulter les
ouvrages [Fudenberg and Levine, 1998] et [Leyton-Brown and Shoham, 2009, Chapitre
7].
Dynamique de meilleures réponses
La dynamique de meilleures réponses est un algorithme au cours duquel les
joueurs jouent successivement leurs meilleures réponses aux profils de stratégies des
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itérations précédentes. Dans sa version séquentielle, l’algorithme opère de la manière
suivante : au temps t, si c’est au joueur i de mettre à jour sa stratégie, on a
ai(t+ 1) = BRi (a1(t+ 1), · · · , ai−1(t+ 1), ai+1(t), · · · , aI(t)) . (2.21)
En version simultanée, à toute itération t de l’algorithme, tous les joueurs mettent à
jour leur stratégie selon
ai(t+ 1) = BRi (a−i(t)) . (2.22)
Enfin, on peut en donner une version asynchrone où l’ordre de mise à jour n’est pas
pré-déterminé et où les connaissances qu’entretiennent chaque joueur sur les stratégies
adverses peuvent être périmées. Le cadre asynchrone généralise les algorithmes simulta-
nés et séquentiels. En notant T = 1, 2, · · · , les itérations de l’algorithme, Ti l’ensemble
des itérations où le joueur i joue, et τi(t) le dernier temps avant t où i a obtenu une
connaissance de la stratégie a−i, on a
ai(t + 1) = BRi (a−i(τi(t))) ∀t ∈ Ti. (2.23)
Ce type d’algorithme converge vers des équilibres de Nash en stratégies pures
[Bacci et al., 2016]. Néanmoins, sa convergence est, en général, soumise à conditions.
Comme stipulé par la propriété 2.1.1, tout équilibre de Nash est un point-fixe des
correspondances de meilleure réponse BR. Définissons la suite {a(t)}t≥0 par
a(t+ 1) = BR(a(t)) (2.24)
où les composantes de a(t + 1) sont mises à jour selon les règles des schémas (2.21),
(2.22), ou (2.23), avec BR donnée par l’équation (2.10). Si cette suite tend vers un
certain a⋆ tel que a⋆ = BR(a⋆), l’algorithme de meilleure réponse converge bien vers
l’équilibre de Nash a⋆ pour un certain a(0) initial.
Cet algorithme d’apprentissage sera utilisé au chapitre 3 pour le partage de
spectre entre systèmes de communications ASM non-coopératifs. L’annexe C donne
un théorème de convergence général pour cet algorithme, et une application au cas
particulier exposé dans le chapitre 3.
2.2 Jeux de satisfaction
Les jeux dits de satisfaction sont un autre modèle de jeux non-coopératifs, où
les agents sont considérés non plus comme maximisateurs égoïstes de leur fonction
d’utilité respective, mais comme recherchant un certain degré de satisfaction exprimé
par cette utilité. L’idée originale de ce type de jeu a été proposée en premier par
[Ross and Chaib-draa, 2006]. Elle va être exposée succinctement dans ce qui suit, avant
d’être plus détaillée dans les paragraphes suivants pour les besoins du chapitre 4.
Reprenons l’exemple du dilemme du prisonnier de la figure 2.3. L’équilibre de
Nash de ce jeu est le résultat le plus néfaste vis-à-vis de l’optimum social, atteint pour
la stratégie (C,C). On aimerait faire en sorte que les joueurs coopèrent implicitement,
sans remettre en cause l’hypothèse de rationalité. Supposons qu’à chaque joueur soit
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C D
C 1, 1 0, 1
D 1, 0 0, 0
Figure 2.5 – Matrice du jeu dilemme du prisonnier sous forme de satisfaction avec Γi = −2.
assigné un niveau de satisfaction. Posons-le égal à Γi = −2 pour chaque joueur, et
écrivons la matrice du jeu résultant de la comparaison à ce seuil des utilités du dilemme
du prisonnier selon la règle
{
ui(a1, a2) ≥ Γi ⇒ u′i(a1, a2) = 1
ui(a1, a2) < Γi ⇒ u′i(a1, a2) = 0
(2.25)
où u′i sont les utilités du nouveau jeu. La matrice résultante est donnée par la figure
2.5.
Des joueurs rationnels du jeu 2.5 n’ont donc plus aucun intérêt à trahir leur
compagnon. L’équilibre de Nash devient (C,C) et les joueurs peuvent le jouer de ma-
nière non-coopérative, en maximisant leur nouvelle utilité. Dans ce cas précis, cet équi-
libre les amène à joueur le profil de stratégies socialement optimal. Cette idée est à
la base de la théorie des jeux de satisfaction qui a été développée par la suite par
[Goonewardena et al., 2017; Mériaux et al., 2012; Perlaza et al., 2012] pour le domaine
des télécommunications.
2.2.1 Jeu et équilibre de satisfaction
Définition 2.2.1. Un jeu de satisfaction est défini par le tuple
G =
(
I,A, (ui)i∈I , (ϕi)i∈I
)
(2.26)
où
— I = {1, · · · , I} est l’ensemble des joueurs impliqués dans le jeu,
— A = A1 × · · · × AI où Ai est l’ensemble de stratégies i ∈ I. De manière usuelle,
les choix de stratégies du joueur i sont notés ai ∈ Ai, ceux des autres joueurs que
i par a−i = [a1, · · · , ai−1, ai+1, · · · , ai] ∈ A−i = A \ Ai et les profils de stratégies
a ∈ A.
— ui : A → R est la fonction d’utilité du joueur i.
— La correspondance de satisfaction ϕi : A−i → P(Ai) associe à tout profil de
stratégie a−i ∈ A−i des adversaires de i une partie de l’ensemble de stratégies
de ce dernier contenant tous les ai ∈ Ai qui respectent une certaine contrainte,
pouvant être exprimée en terme d’utilité.
Dans la suite, on se restreint à des correspondances de satisfaction de la forme
ϕi(a−i) = {ai ∈ Ai : ui(ai, a−i) ≥ Γi} ∀a−i ∈ A−i (2.27)
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Le joueur i est donc satisfait par toute stratégie ai ∈ ϕi(a−i) car, pour le profil
a = (ai, a−i), son utilité ui(a) est au moins aussi grande que la contrainte Γi. No-
tons qu’éventuellement la correspondance ϕi peut retourner l’ensemble vide auquel cas
le joueur i ne peut pas être satisfait.
En communications numériques, un exemple de jeu de satisfaction simple peut
être défini en posant des paires émetteur-récepteurs comme joueurs de l’ensemble I,
possédant des actions Ai =
{
a1i , · · · , aNii
}
, où les ai ∈ Ai correspondent à des niveaux
de puissance ordonnés, et des fonctions d’utilité de type rapport signal à bruit plus
interférence (RSIB) :
ui(ai, a−i) =
hiiai
σ2 +
∑
j 6=i hjiaj
, (2.28)
où σ2 est la puissance du bruit, et hji est le gain du canal entre le récepteur i et
l’émetteur j, ce dernier étant considéré comme source d’interférence pour le récepteur
i. De nombreuses métriques pertinentes dans les modèles théoriques de communication
numérique peuvent s’exprimer comme fonction de ce RSIB, c’est le cas par exemple
de la capacité ou de la probabilité de transmission sans erreur. Enfin on peut définir
un seuil de RSIB au delà duquel les joueurs sont satisfaits, par exemple Γi = 10
dB. Ce seuil peut représenter par exemple une qualité de lien minimale nécessaire à
l’établissement d’une communication fiable. On considère que si cette contrainte n’est
pas satisfaite, les transmissions échouent. Du point de vue d’un joueur i quelconque
et pour une stratégie a−i ∈ A−i donnant les puissances de transmission des autres
couples émetteur-récepteur, la correspondance ϕi(a−i) renvoie toutes les puissances
ai ∈ Ai telles que le couple i puisse communiquer avec un RSIB en réception excédant
10 dB.
Pour tout profil de stratégies a ∈ A, on peut diviser l’ensemble des joueurs du
jeu en trois partitions disjointes dont l’union recouvre I. On a
IS(a) = {i ∈ I : ai ∈ ϕi(a−i)} , (2.29)
les joueurs satisfaits pour lesquelles la stratégie jouée satisfait la contrainte (ex. la
transmission s’est établit avec un RSIB supérieur à 10 dB),
IN(a) = {i ∈ I : ai /∈ ϕi(a−i), ϕi(a−i) 6= ∅} , (2.30)
les joueurs insatisfaits ayant un ensemble non-vide de stratégies satisfaisantes, et qui
possèdent donc une déviation de ai qui leur est profitable face à a−i restant fixé (ex.
la transmission a échoué mais le couple émetteur-récepteur i possède une puissance
ai ∈ Ai telle que le RSIB supérieur 10 dB pourvu que les autre couples conservent leur
stratégie),
IU(a) = {i ∈ I : ϕi(a−i) = ∅} , (2.31)
les joueurs insatisfaits qui n’ont aucune stratégie satisfaisante au regard des actions
a−i adverses (la transmission a échoué et le couple émetteur-récepteur i n’a aucune
puissance ai ∈ Ai permettant d’obtenir un RSIB suffisant). Il apparaît clairement que
si les joueurs sont rationnels et partagent une connaissance complète et commune du jeu
G, alors aucun d’entre eux ne jouera de stratégies qui le conduiraient dans l’ensemble
IN(a). Ainsi, un profil d’équilibre de satisfaction, notons-le a∗, doit être tel que IN (a)
soit vide. Ceci nous conduit à la définition suivante de l’équilibre de satisfaction :
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Définition 2.2.2 (Équilibre de satisfaction généralisé [Goonewardena et al., 2017]).
Un profil de stratégies a∗ = (a∗1, · · · , a∗I) est un équilibre de satisfaction généralisé si et
seulement si IN (a∗) = ∅.
La définition originale de [Goonewardena et al., 2017] parle d’équilibre de satis-
faction généralisé au sens où elle généralise en effet l’équilibre de [Ross and Chaib-draa,
2006], repris par [Perlaza et al., 2012], aux cas où l’on accepte que certains joueurs
puissent ne pas satisfaire leurs contraintes. Dans ce manuscrit, on parlera d’équilibre
de satisfaction sans mentionner la généralité du concept. On voit facilement que la
définition 2.2.2 implique qu’aucun joueur n’a de déviation profitable de sa stratégie a∗i ,
ce qui correspond bien à ce que l’on attend d’un équilibre.
Il est démontré dans les travaux de [Goonewardena et al., 2017] que si les espaces
de stratégies des joueurs sont finis et que les ϕi s’expriment comme à l’équation (4.12),
alors il existe au moins un équilibre de satisfaction en stratégies mixtes pour le jeu G.
Ceci s’explique naturellement par l’existence garantie d’un équilibre de Nash dans tout
jeu fini et, donc, en particulier pour le jeu sous forme normale G ′ =
(
I,A, (ui)i∈I
)
défini
avec ui pour fonctions d’utilité à maximiser. Cet équilibre de Nash est nécessairement
un équilibre de satisfaction car, pour tout équilibre de Nash, l’ensemble des joueurs est
en effet divisible de telle manière que la définition 2.2.2 soit respectée, et, par définition
de l’équilibre de Nash, aucun joueur n’a de déviation profitable en terme d’utilité. On
notera également que tout jeu à espaces de stratégies infini qui possède un équilibre
de Nash possède par conséquent un équilibre de satisfaction. Enfin, si on note NE
l’ensemble des équilibres de Nash d’un jeu quelconque et SE l’ensemble des équilibres
de satisfaction du même jeu tels que définis par la définition 2.2.2, on a la relation
suivante
NE ⊆ SE, (2.32)
qui signifie que tout équilibre de Nash est nécessairement un équilibre de satisfaction.
Pour garantir l’existence d’un équilibre de satisfaction en stratégies pures et la
convergence des algorithmes d’apprentissage, des hypothèses supplémentaires doivent
être posées. Les ensembles Ai sont supposés bornés et munis d’une relation d’ordre
total notée . On rappelle qu’une relation d’ordre total est réflexive, transitive et anti-
symétrique et que deux éléments de l’ensemble sur lequel elle est définie sont toujours
comparables. Les ensembles Ai ont (au moins) un majorant ai et un minorant ai.
L’ordre des stratégies des joueurs dans leurs espaces Ai respectifs peut être vu comme
une forme d’effort ou de coût associé à chaque stratégie et que le joueur doit payer pour
jouer. Il est également considéré que pour tout i ∈ I, les fonctions ui sont monotones
croissantes en ai ∈ Ai pour tout a−i ∈ A−i fixé. Sous ces nouvelles hypothèses, un
équilibre de satisfaction en stratégies pures est garanti : cet équilibre est l’équilibre de
Nash a = (a1, · · · , aI) du jeu sous forme normale G ′ où tous les joueurs utilisent leur
stratégie la plus coûteuse. Le jeu de communications numériques pris en exemple ici
respecte toutes ces hypothèses.
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2.2.2 Apprentissage décentralisé des équilibres de satisfaction
Comme pour les équilibres de Nash des jeux sous forme normale, les équilibres
de satisfaction peuvent être appris de façon décentralisée au moyen d’algorithmes dis-
tribués dans les contextes où les hypothèses de rationalité et de connaissance commune
ne s’appliquent pas, ou que les équilibres recherchés ne sont pas uniques. L’algorithme
présenté ici a été proposé par [Goonewardena et al., 2017]. L’idée générale est assez
simple. On se place dans un cadre où chaque joueur doit produire un certain effort
pour jouer une stratégie et où, lorsque les adversaires produisent plus d’efforts, il est
nécessaire de produire également plus d’effort pour être satisfait 2. Les joueurs com-
mencent à jouer l’action requérant le moins d’effort dans leur ensemble de stratégies. Au
cours du processus, les joueurs ayant une déviation profitable en termes de satisfaction
jouent la stratégie satisfaisante demandant le plus petit effort. Ainsi, et considérant que
les joueurs ont une limite quant à l’effort qu’ils peuvent produire, l’algorithme converge
nécessairement vers un équilibre de satisfaction.
La réponse de satisfaction d’un joueur i donné à un profil de stratégies a−i est
définie comme étant la sélection d’une stratégie particulière dans l’ensemble retourné
par sa correspondance de satisfaction ϕi(a−i). Cet ensemble n’est en général pas un
singleton, et la question du choix d’une stratégie parmi celles qui sont satisfaisantes
peut être posée. On introduit le concept de réponse de satisfaction de moindre coût,
identifiable à la plus petite stratégie dans l’ensemble ϕi(a−i) au sens de la relation
d’ordre , que l’on définit par :
SRi(a−i) ∈ min
ai∈ϕi(a−i)
ai. (2.33)
Dans l’exemple du paragraphe précédent, ceci permet d’exprimer, dans une certaine
mesure, un objectif de minimisation de la puissance, en plus de l’objectif de satisfaction
de la contrainte de RSIB. Les mêmes mécanismes seront réutilisés au chapitre 4.
Algorithme 1 Dynamique de réponses de satisfaction
1: t = 0
2: a(t) = (ai)i∈I
3: tant que IN (a(t)) 6= ∅ faire ∀ i ∈ I
4: si t ∈ Ti alors
5:
ai(t + 1) =
{
SRi (a−i (t)) if i ∈ IN (a(t))
ai(t) otherwise
6: fin si
7: t = t+ 1
8: fin tant que
Soient T = {0, 1, 2, · · · } des indices dans un ensemble de temps représentés par
une séquence croissante de nombres réels, espacés d’un pas quelconque. À tout temps
2. En théorie des jeux, les jeux modulaires présentent une structure similaire
[Altman and Altman, 2003; Fudenberg and Tirole, 1991].
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ou itération t ∈ T , et tant qu’un équilibre n’est pas atteint par les joueurs, certains
de ces derniers auront à jouer une réponse de satisfaction ai ∈ ϕi(a−i(t)). On se place
ici dans un cadre asynchrone, où le profil a−i(t) perçu par le joueur i au temps t peut
ne pas correspondre aux (aj)j 6=i jouées effectivement par ses adversaires parce que la
connaissance acquise par i est périmée. On note Ti ⊆ T l’ensemble des temps où le
joueur i peut jouer une nouvelle stratégie. L’algorithme 1 offre une procédure permet-
tant l’apprentissage décentralisé, distribué et asynchrone d’un équilibre de satisfaction
en stratégies pures. Dans le jeu de satisfaction du RSIB précédent, cet algorithme
consiste, pour chaque joueur, a augmenter graduellement sa puissance de transmission
jusqu’à ce qu’à l’équilibre où les joueurs seront soit satisfaits avec un RSIB supérieur à
10 dB, soit insatisfaits avec aucune puissance assez grande ne permettant d’établir une
communication avec un RSIB suffisant. La preuve formelle de la convergence de l’algo-
rithme et de son extension aux stratégies mixtes est donnée dans [Goonewardena et al.,
2017, Section III.A et III.B].
2.3 Conclusion
Ce chapitre a passé en revue les concepts de théorie des jeux nécessaires à la
bonne compréhension des chapitres suivants. Les jeux sous forme normale et les jeux
de satisfaction ont été étudiés en détails et illustrés à travers des exemples de jeux à
matrice ou des problèmes de communications numériques simplifiés. Les algorithmes
d’apprentissage distribués des équilibres qui seront mis en œuvre par la suite ont éga-
lement été présentés.
Les chapitres 3 et 4 vont développer, sur cette base, des solutions à des pro-
blèmes plus concrets de partage de ressources en communications ASM. Le chapitre
3 va proposer une modélisation d’un problème de partage de spectre par un jeu sous
forme stratégique où les joueurs ont une connaissance incomplète des éléments du jeu
et une observation imparfaite de certains paramètres. Il sera proposé une méthode
d’apprentissage basée sur les meilleures réponses capable de conduire les joueurs vers
un partage de spectre efficace, malgré leur faible connaissance de leur environnement.
Le chapitre 4 étudie des problèmes de partage de ressource sous contraintes de qualité
de service et formalise le problème comme un jeu de satisfaction. Il est montré que les
joueurs de ce jeu peuvent apprendre des équilibres de satisfaction avec une connaissance
du jeu réduite à 1 bit d’information.
61

Chapitre 3
Partage de spectre robuste et
décentralisé
Dans ce chapitre, un problème de partage de spectre décentralisé pour les com-
munications ASM est formulé à l’aide des outils de la théorie des jeux. On se place
dans un cadre non-coopératif où il est entendu que les systèmes de communications
entrent en compétition pour l’utilisation du spectre ASM, et où le recours à l’échange
de messages pour aboutir à un partage équitable est interdit. Nous allons montrer qu’il
est possible de partager le spectre efficacement en ne requérant qu’une connaissance
locale et limitée de l’environnement de la part des systèmes impliqués dans le problème.
De nombreux travaux, issus des technologies des communications, ont proposé
des modèles à base de théorie des jeux pour résoudre des problèmes de partage de res-
sources [Bacci et al., 2016; Belmega et al., 2009; Mertikopoulos et al., 2012]. Dans le
cas précis du canal d’interférence, on peut en particulier citer [Scutari et al., 2008a,b]
dont certains résultats sont utilisés à la section 3.2. La plupart des travaux similaires en
théorie des communications ne s’appliquent pas directement au cas particulier des com-
munications ASM. Dans [Scutari et al., 2008a,b], les auteurs se concentrent surtout sur
la caractérisation théorique des équilibres de Nash et sur la convergence d’algorithmes
de meilleures réponses permettant de les calculer, les canaux de communications étant
considérés déterministes et fixes sur la durée des transmissions. Comme on l’a vu au
premier chapitre, cela est rarement vérifié en ASM. Des déclinaisons de ces travaux
existent pour des canaux aléatoires et/ou une connaissance imparfaite de l’état du canal
[Yang et al., 2016], cependant les algorithmes proposés nécessitent des échanges d’infor-
mations entre les couples émetteurs-récepteurs impliqués dans le problème de partage
de la ressource. Cette hypothèse d’une connaissance partagée de l’environnement, éga-
lement difficile à vérifier dans le contexte de cette thèse, est présente plus ou moins
explicitement dans de nombreux autres travaux de théorie des communications sur l’al-
location optimale de ressources [Feng et al., 2004; Schmidt et al., 2009; Scutari et al.,
2014]. Enfin, et afin de permettre une adaptation des stratégies de transmission, il est
souvent supposé que les émetteurs acquièrent la connaissance des réalisations instan-
tanées du canal et de l’environnement multi-utilisateur. Cette connaissance étant en
pratique fournie par le récepteur, cela implique que le lien de retour du récepteur vers
l’émetteur n’admette pas de délai de propagation, ce qui, encore une fois, est irréaliste
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en ASM.
Nous nous intéresserons ici à des liens de communication ASM utilisant une
modulation OFDM. Le choix de cette modulation est justifié par la flexibilité qu’elle
offre pour le partage du spectre, la possibilité étant laissée aux émetteurs de choisir
les niveaux de puissance alloués sur un ensemble de sous-bandes fréquentielles. À la
section 3.1, un jeu non-coopératif est formulé, où les joueurs sont donc les liens de
communications OFDM. Leurs stratégies sélectionnent des allocations de puissance
possibles sur le spectre partagé, et les fonctions d’utilité prennent la forme d’un critère
d’optimisation robuste aux interférences mutuelles. L’équilibre de Nash du jeu est donné
à la section 3.2, où les meilleures réponses des joueurs correspondent à une allocation de
puissance de type water-filling, calculées par les émetteurs sur la base de statistiques
sur le canal fournies par leur récepteur. Les erreurs d’estimation de ces statistiques
sont prises en compte par un jeu robuste à la section 3.3. Des résultats numériques
obtenus grâce à des canaux synthétiques et des données issus de sondage de canaux en
mer illustrent, en section 3.4, l’efficacité de la méthode de partage de spectre proposée,
avant de conclure le chapitre.
3.1 Formulation du problème
3.1.1 Modèle de la transmission et hypothèses
On considère un ensemble I = {1, · · · , I} de I paires émetteur-récepteur (TX-
RX) fixées communiquant en modulation OFDM dans le canal ASM. Les communica-
tions sont supposées avoir lieu en même temps et dans la même bande de fréquence
B, divisée en N sous-porteuses espacées de ∆f Hertz. Cet ensemble de liens de com-
munications forme les joueurs du jeu que l’on va formuler par la suite. Le canal de
communication est sélectif en fréquence et varie aléatoirement dans le temps. On pose
l’hypothèse que son étalement temporel n’est pas supérieur à 1/∆f . Le temps sym-
bole est donné par T = Ts + Tg où Ts = 1/∆f et Tg est la durée du préfixe cyclique.
Soit xi,n ∈ CL un vecteur de L symboles, i.i.d. et de moyennes nulles, transmis par
l’émetteur i ∈ I sur la sous-porteuse n. Pour tout i et quelle que soit la sous-porteuse
n′ ∈ N = {1, · · · , N}, les symboles xj 6=i,n′ transmis par les autres émetteurs sont in-
dépendants de ceux transmis par i. Les émetteurs sont chacun soumis à leur propre
contrainte de puissance
N
∑
n=1
pi,n ≤ Pmaxi , (3.1)
où pi,n est la puissance allouée par i sur la nème sous-porteuse. Après compensation de
l’effet Doppler, suppression du préfixe cyclique et transformation de Fourier discrète
du signal reçu, la sortie du canal observée sur L symboles OFDM par le récepteur i sur
la sous-porteuse n s’écrit
yi,n
∆
= hii,n ⊙ xi,n +
∑
j 6=i
hji,n ⊙ xj,n +wi,n (3.2)
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où wi,n sont L réalisations du bruit Wi,n ∼ CN (0, σ2i,n,) et hji,n ∈ CL sont L réalisations
d’une variable aléatoire Hji,n modélisant le gain complexe du canal entre le récepteur i
et l’émetteur j à la sous-porteuse n. Les variables aléatoires du bruit, des canaux et des
symboles transmis par les émetteurs sont supposées indépendantes les unes des autres.
En présence d’interférences dues à l’accès simultané et anarchique à la même
ressource, il se peut que certains liens TX-RX ne puissent pas établir de communica-
tions fiables. On aimerait faire en sorte que les émetteurs soient capables de partager le
spectre de manière efficace et autonome, en repartissant leur puissance judicieusement
sur les sous-porteuses OFDM. Cette adaptation de la puissance transmise doit être
effectuée en fonction à la fois du canal et de l’interférence. Pour que l’émetteur ait la
connaissance de l’état du canal entre lui et son récepteur, il est nécessaire de mettre en
place un lien de retour depuis ce récepteur qui est alors en charge d’estimer le canal à
partir de signaux pilotes placés en début de trame. Cependant, les longs délais de pro-
pagation du canal ASM rendent inutile le retour des réalisations instantanées du canal,
du fait des temps de cohérence relativement courts. En d’autres termes, cela revient à
fournir à l’émetteur une connaissance périmée de l’environnement. On préférera donc
faire le retour d’une information statistique, plus robuste car issue de l’accumulation
des réalisations estimées sur un temps très supérieur aux temps de cohérence du canal
ASM. De manière générale, des systèmes différents évoluant hors d’un réseau et ne
disposant pas de protocole de communications commun ne peuvent obtenir les estima-
tions des canaux des autres. Les communications sont donc non-coopératives, au sens
où aucune paire TX-RX ne peut échanger de messages avec les autres afin de négocier
une stratégie de partage de ressource. Ainsi, chaque récepteur traite les interférences
générées par les émetteurs qui ne lui sont pas appairé comme du bruit coloré de dis-
tribution inconnue, ce qui correspond au modèle de canal d’interférence parallèle (ou
vectoriel) de la théorie de l’information [Cover and Thomas, 2006]. On se place donc
sous les hypothèses suivantes :
1. Les distributions de probabilité des canaux Hji = (Hji,n)n∈N sont inconnues et
rien n’est connu de la part du joueur i ∈ I à propos de xj,n, j 6= i.
2. Tout émetteur i ∈ I n’a qu’une connaissance statistique de son propre canal H ii
et de l’agrégation de l’interférence plus bruit, acquise par lien de retour depuis le
récepteur.
3. Les Hji sont considérés stationnaires sur la durée d’un bloc de L symboles.
4. La durée L× T est considérée très supérieure au temps de cohérence du canal.
5. Les délais de propagation sont supérieurs au temps de cohérence des évanouisse-
ments rapides du canal.
6. Les émetteurs sont synchronisés.
Considérant ces hypothèses, nous allons formuler un jeu qui capture le problème
de partage de spectre décentralisé dans le canal ASM entre émetteurs OFDM non-
coopératifs dont l’objectif est de mettre en œuvre une stratégie d’allocation de puissance
optimisée vis-à-vis d’un certain critère de performance, qui reste encore à définir.
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3.1.2 Jeu de maximisation du débit moyen
La manière dont un émetteur répartit sa puissance sur la bande de fréquence
partagée impacte les possibilités laissées aux autres émetteurs pour leurs propres allo-
cations de puissance. Mathématiquement, on a I problèmes d’optimisation à résoudre
simultanément. Pour chaque problème, la variable d’optimisation est le vecteur de puis-
sance pi de l’émetteur correspondant, et les solutions optimales p
⋆
i de chaque problème
dépendent des solutions optimales p⋆−i des autres émetteurs de la manière suivante
p⋆i = argmax
pi
ui(pi,p
⋆
−i) ∀ i ∈ I
sous la contrainte pi ∈ Pi
(3.3)
où ui(pi,p−i) est la fonction objectif que le joueur i cherche à maximiser. Le vec-
teur pi = [pi,1, · · · , pi,N ]T ∈ RN+ est son vecteur d’allocation de puissance et p−i =
[
pT1 , · · · ,pTi−1,pTi+1, · · · ,pTM
]T
sont les allocations des autres joueurs. Dans la suite, on
notera le profil d’actions p =
[
pT1 , · · · ,pTM
]T
. L’espace d’actions du joueur i est l’en-
semble des allocations de puissance faisables sous sa contrainte de puissance moyenne.
Il est noté
Pi ∆=
{
pi ∈ RN+
∣
∣
∣
∣
N
∑
n=1
pi,n ≤ Pmaxi
}
. (3.4)
On formule donc le jeu sous forme stratégique avec des fonctions d’utilité ui par
G ∆= (I,P, u) (3.5)
avec P = P1 × · · · × PI et u = (ui)i∈I , où ui : P → R. Les problèmes d’optimisation
donnés par l’équation (3.3) forment un problème de recherche de l’Équilibre du Nash
du jeu (3.5).
En tant que joueurs rationnels du jeu G, les émetteurs vont mettre en place une
stratégie d’allocation de puissance dans le but de maximiser leurs fonctions d’utilité
respectives ui. Ce critère doit être choisi de manière à respecter les hypothèses posées au
paragraphe précédent quant à la connaissance disponible sur l’environnement - canal et
utilisateurs. Une fonction d’utilité basée sur le débit d’information théorique est choisie
pour ce problème, en cohérence avec l’usage courant de la modulation OFDM pour les
transmissions ASM hauts débits [Zhou and Wang, 2014]. Étant données les contraintes
sur le lien de retour, elle doit représenter un critère de performance moyen sur la
durée des L symboles OFDM transmis. En vertu des hypothèses 3 et 4 du paragraphe
précédent, l’information mutuelle moyenne du lien TX-RX i peut s’exprimer par la
capacité ergodique [Cover and Thomas, 2006]
Ri(pi,p−i) = α
N
∑
n=1
E
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i |Hji,n|2pj,n
)]
(3.6)
où l’espérance est prise par rapport à la distribution conjointe des canaux (H ji)j∈I
et α = (NT∆f)−1. L’expression de Ri telle qu’elle est donnée par (3.6) néglige l’in-
terférence entre symboles OFDM (ISI) et entre sous-porteuses (ICI) Ces hypothèses
sont valides dans la mesure où, (i) le préfixe cyclique est assez long pour faire que la
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durée symbole T soit plus grande que l’étalement temporel du canal, et (ii) les effets
Doppler sont compensés et l’étalement fréquentiel du canal est supposé suffisamment
inférieur à ∆f . Il est de plus nécessaire que les signaux des différents émetteurs soient
alignés lorsque reçus aux récepteurs afin de garantir l’orhtogonalité des sous-porteuses
des signaux interférents lors de la démodulation. Ceci justifie l’hypothèse de synchro-
nisation de la section précédente. Notons cependant que les travaux de [Scutari et al.,
2007] montrent que la prise en compte de l’ISI et de l’ICI dues à la non-synchronisation
ne change pas fondamentalement la formulation du problème dans la mesure où ces in-
terférences s’additionnent simplement au bruit et à l’interférence externe. Les résultats
donnés à la section 3.4 seraient en revanche différents.
La résolution du problème (3.3) considérant l’objectif ui = Ri, requiert la
connaissance complète et parfaite des données du jeu de la part des joueurs. Plus
précisément, chaque joueur, afin de pouvoir calculer sa capacité ergodique, doit avoir
la connaissance des distributions de (Hji)j∈I et être capable d’observer les stratégies
ou actions adverses pj , j 6= i. Le choix de Ri comme fonction d’utilité entre alors
en contradiction avec toutes les hypothèses posées au paragraphe précédent, et qui
définissent finalement un jeu à connaissance incomplète.
3.1.3 Connaissance incomplète de la fonction d’utilité
En théorie des jeux, une approche classique adoptée pour traiter la connais-
sance incomplète repose sur la formulation du problème comme un jeu bayésien
[Fudenberg and Tirole, 1991]. Celle-ci a d’ailleurs été mise en pratique en commu-
nications numériques par [He et al., 2009, 2010; Noam et al., 2010]. Cette méthode
est cependant discutable à plusieurs égards. D’une part, la complexité mathématique
du formalisme employé semble amener les auteurs à simplifier la modélisation de la
transmission. Par exemple, dans [He et al., 2009, 2010], le canal est représenté par une
variable aléatoire discrète de Bernouilli, tandis que [Noam et al., 2010] se limite à un
jeu à deux joueurs ayant chacun deux actions. D’autre part, les jeux bayésiens intro-
duisent des distributions de probabilités a priori sur les croyances qu’entretiennent les
joueurs les uns sur les autres, ces probabilités étant supposées connaissance commune.
Se pose alors le problème pratique, au moins dans le contexte ASM, de savoir comment
un a priori partagé par des systèmes hétérogènes peut être raisonnablement défini, ne
sachant pas combien d’autres sources acoustiques vont être rencontrées, quelle sera leur
nature, ni quels seront leurs actions, stratégies ou objectifs.
Une approche robuste, basée sur la maximisation d’une fonction d’utilité calculée
pour la pire interférence envisageable, peut en revanche nous aider à résoudre le jeu
(3.5) sans avoir recours à des hypothèses irréalistes vis-à-vis de la connaissance de
l’environnement. Cet objectif dans le « pire cas » peut être obtenu en minimisant
l’information mutuelle moyenne (3.6) vis-à-vis de la distribution des canaux inconnus
Hji,n. En posant fHji ces distributions, où H ji = (Hji,n)n∈N , ∀j 6= i, on on peut alors
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exprimer ui par
ui(pi,p−i) = min
fHji
α
N
∑
n=1
E
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i |Hji,n|2pj,n
)]
(3.7)
= α
N
∑
n=1
E
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i E [|Hji,n|2] pj,n
)]
(3.8)
≈ α
N
∑
n=1
log
(
1 +
eE[log(|Hii,n|
2)]pi,n
σ2i,n(n) +
∑
j 6=i E [|Hji,n|2] pj,n
)
. (3.9)
L’équation (3.8) est conséquence de l’inégalité de Jensen. On peut montrer que l’égalité
entre (3.7) et (3.8) est vérifiée lorsque l’interférence est gaussienne. L’approximation
(3.9) sera utile pour exprimer les meilleures réponses des joueurs de façon analytique
dans la section suivante, ainsi que pour établir des conditions d’unicité des solutions du
jeu et de convergence des algorithmes distribués qui les calculent. On peut d’ailleurs
donner expression analytique de (3.9) lorsque le canal H ii suit une loi de Rice. Les
détails du calcul de la fonction d’utilité est donné en Annexe A.1.
On définit l’état statistique du canal du joueur i à la sous-porteuse n par
γi,n(p−i)
∆
=
eE[log(|Hii,n|
2)]
σ2i,n(n) +
∑
j 6=i E [|Hji,n|2] pj,n
, (3.10)
ainsi la fonction d’utilité du jeu G défini à l’équation (3.5) peut s’écrire
ui(pi,p−i) = α
N
∑
n=1
log
(
1 + γi,n(p−i)pi,n
)
. (3.11)
La forme de la fonction d’utilité qui est proposée ici ne requiert pas de connaissance
sur les distributions de probabilité des canaux, ce qui permet de se passer de poser
un modèle statistique des évanouissements du canal sur lequel la communauté des
communications ASM n’admet pas de consensus. Résoudre le jeu (3.5) de manière
non-coopérative avec des fonctions d’utilité ui exprimées comme dans l’équation (3.11)
ne demande aux joueurs qu’une connaissance locale et minimale de leur environnement.
Pour un joueur i donné, seules les statistiques du canal H ii et la densité spectrale de
puissance (DSP) de l’interférence agrégée au bruit sont nécessaires. L’observation des
stratégies d’allocation de puissance des autres joueurs j 6= i n’est pas requise et on
peut traiter toute l’interférence comme du bruit additif coloré. En situation réelle,
il suffit que chaque récepteur mette en œuvre une méthode quelconque d’estimation
des statistiques du canal et de la puissance du bruit (incluant les interférences) sur
la bande de communication et renvoie périodiquement ces statistiques via le lien de
retour. De plus, il est facilement envisageable d’utiliser des statistiques calculées sur
une longue période afin de réduire l’activité sur le lien de retour et ainsi d’apporter
une certaine robustesse vis-à-vis de la décorrélation rapide des réalisations du canal
comparée au délai de propagation du lien de retour, pourvu que le canal soit stationnaire
suffisamment longtemps.
On notera enfin que ui ne doit pas être interprétée comme un débit atteignable
ou une borne de débit atteignable, mais plutôt comme un critère d’optimisation utile
pour conduire des émetteurs OFDM ASM vers un partage de spectre efficace de manière
décentralisée et avec une connaissance minimale de leur environnement.
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3.2 Solution de water-filling itératif
3.2.1 Meilleure réponse et équilibre de Nash
Le problème de maximisation compétitive (3.3) exprimé par le jeu G peut être
résolu grâce à l’équilibre de Nash, qui est optimal au sens de la maximisation égoïste
de l’utilité de chaque joueur. On le définit comme suit dans le jeu étudié ici :
Définition 3.2.1. Un équilibre de Nash du jeu G défini par (3.5) est un profil d’allo-
cations de puissance p⋆ tel qu’on ait ∀i ∈ I et ∀pi ∈ Pi
ui(p
⋆
i ,p
⋆
−i) ≥ ui(pi,p⋆−i). (3.12)
Dans le contexte du présent problème, cette définition signifie que les joueurs
sont en équilibre de Nash dès lors qu’aucun d’entre eux ne peut dévier unilatéralement
du profil d’équilibre p⋆ =
[
p⋆ T1 , · · · ,p⋆ TI
]T
sans que sa fonction d’utilité ne décroisse.
Le jeu G étant infini, on ne peut pas appliquer directement le résultat du théo-
rème de Nash [Nash, 1951] garantissant l’existence d’un équilibre en stratégie mixte
dans tout jeu fini. Dans notre cas particulier, on peut en revanche faire appel au théo-
rème de Debreu-Glickserg-Fan, énoncé au Chapitre 2. On vérifie facilement que les
espaces Pi définis à l’équation (3.4) respectent toutes les hypothèses posées par le
théorème 2.1.2, de même que les fonctions d’utilités ui(p) de l’équation (3.11) sont
continues en p et concaves en pi (propriété plus forte que la quasi-concavité). L’exis-
tence d’un équilibre en stratégies pures, c’est à dire déterministes, est donc garantie.
On notera qu’il n’y a pas besoin de rechercher des équilibres en stratégies mixtes pour
le jeu que nous traitons ici, en vertu de la concavité de ui(p) en pi. En effet, posons
π = (π1, · · · , πI) ∈ ∆P où πi ∈ ∆Pi est la stratégie mixte du joueur i. Ses vecteurs d’al-
location de puissances sont alors aléatoirement distribués par πi et son utilité espérée
est donnée par
Eπ
[
ui(p)
]
≤ Eπ−i
[
ui(Eπi [pi] ,p−i)
]
, (3.13)
où on applique l’inégalité de Jensen, qui se vérifie avec égalité dès lors que pi est
déterministe. Autrement dit, toute stratégie mixte est une stratégie dominée. Ceci étant
vérifié ∀i ∈ I, on peut donc se restreindre aux stratégies pures lors de la recherche d’un
équilibre de Nash du jeu G.
On introduit maintenant la notion de meilleure réponse :
Définition 3.2.2. Soit le jeu G = (I,P, (ui)i∈I) et un joueur i ∈ I. Étant donné un
profil de stratégies (pures) des adversaires de i noté p−i ∈ P−i, les meilleures réponses
de i à p−i sont dans l’ensemble BRi(p−i) défini par
BRi(p−i)
∆
=
{
p⋆i ∈ RN+ : ui(p⋆i ,p−i) ≥ ui(pi,p−i), ∀ pi ∈ Pi
}
. (3.14)
À l’équilibre de Nash, tous les joueurs de I jouent donc une meilleure réponse
aux meilleures réponses jouées par leurs adversaires, c’est à dire que le profil d’équilibre
p⋆ vérifie p⋆i ∈ BRi(p⋆−i). Dans le jeu de partage de spectre traité ici, avec la fonction
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d’utilité donnée par (3.11), la meilleure réponse d’un joueur i quelconque à la stratégie
p−i de ses adversaire est l’unique solution de
p⋆i = argmax
pi
ui(pi,p−i)
sous la contrainte pi ∈ Pi
(3.15)
et peut être obtenue en résolvant le système d’équations données par les conditions
de Karush-Kuhn-Tucker associées au problème (3.15). Ceci conduit à la solution de
water-filling donnée ∀i ∈ I, et pour un p−i fixé, par
p⋆i,n =
[
λi −
1
γi,n(p−i)
]+
, ∀n ∈ N , (3.16)
où [x]+ = max(0, x), γi,n(p−i) est donné par l’équation (3.10), et λi est le multiplicateur
de Lagrange devant être choisi de manière à saturer la contrainte de puissance (3.1),
et est aussi appelé « niveau d’eau » dans ce contexte.
On notera γ−i =
(
γi,n(p−i)
)
n∈N
, où l’indice −i exprime que l’état du canal de
i dépend de p−i, et on défini
WFi
[
γ−i
]
∆
= BRi(p−i)
=
(
[
λi −
1
γi,n(p−i)
]+
)N
n=1
(3.17)
l’opérateur de water-filling du joueur i étant donné sa connaissance de γ−i .
Un équilibre de Nash du jeu G est donc tout vecteur p⋆ tel que tous les joueurs
jouent une allocation de puissance p⋆i qui vérifient l’ensemble d’équations de water-
filling donnée par (3.16), étant donnée l’état statistique de leur canal respectif γ⋆−i =
(
γi,n(p
⋆
−i)
)
n∈N
.
3.2.2 Apprentissage décentralisé d’un équilibre
La connaissance du jeu et de ses conditions initiales (présence et nombre de
sources d’interférence, actions possibles, etc) étant incomplète, un équilibre ne peut
émerger de l’auto-introspection des joueurs impliquée par les hypothèses de connais-
sance commune et de rationalité. Dans cette situation, des équilibres peuvent ce-
pendant apparaître en tant que résultats d’un processus d’apprentissage au cours
duquel les joueurs interagissent en jouant leurs meilleures réponses itérativement
[Fudenberg and Levine, 1998]. Dans le contexte du jeu de partage de spectre, cela va
consister à mettre en œuvre un algorithme de water-filling itératif et distribué parmi
les joueurs.
Posons T = {1, 2, · · · } un ensemble d’indices associés à des nombres réels repré-
sentant des temps croissants d’un pas quelconque. Á chacun de ces temps correspond
la mise à jour du vecteur d’allocation de puissance d’un des joueurs. On note Ti ⊆ T ,
et pour tout t ∈ Ti le joueur i joue sa meilleure réponse WFi
[
γ−i(t)
]
par rapport à
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sa connaissance la plus récente de l’état du canal au temps t. En toute généralité, les
joueurs sont considérés asynchrones et les périodes de mises à jour peuvent être diffé-
rentes d’un joueur à l’autre. On considère que dans l’état initial les émetteurs allouent
leur puissance uniformément sur la bande de communication. Cette stratégie, bien que
d’apparence naïve au regard du problème traité ici, correspond à ce qui est le plus
souvent mis en œuvre dans le contexte ASM. On note p(0) le profil de stratégies initial
d’allocation uniforme. Successivement, et au fur et à mesure des périodes de mises à
jour de chaque joueur, les allocations de puissance jouées sont sensées converger vers
un partage du spectre non-orthogonal où les joueurs sont en équilibre de Nash. L’al-
gorithme 2 formalise cette procédure d’apprentissage basé sur la meilleure réponse.
Algorithme 2 Water-filling distribué
1: t = 0
2: ∀i ∈ I, ∀n ∈ N , pi,n(t) = Pmaxi /N .
3: pour t ∈ T faire ∀ i ∈ I
4: si t ∈ Ti alors
5: pi(t+ 1) = WFi
[
γ−i(t)
]
6: fin si
7: t = t + 1
8: fin pour
Conformément aux hypothèse du paragraphe, la connaissance statistique de
l’état du canal modélisée ici par γ−i(t) doit être fournie par le lien de retour du ré-
cepteur i vers son émetteur. Posons t ∈ Ti le temps de mise à jour du joueur i et
t′ = sup {τ ∈ Ti : τ < t} le temps de la mise à jour précédente. Si le délai de propaga-
tion entre le récepteur i et son émetteur est ∆ii, alors le récepteur a retourné γ−i(t
′)
et γ−i(t) aux temps t
′ −∆ii et t−∆ii, respectivement. Il est admit qu’entre ces deux
dates, l’émetteur a transmis suffisamment de symboles pilotes pour que le récepteur
soit en mesure de réaliser des estimations du canal H ii et de l’interférence plus bruit
Zi (ou de la puissance de ces variables) afin de former la statistique γ−i.
En général, la convergence des algorithmes de meilleures réponses tels que l’al-
gorithme 2 n’est pas garantie [Bacci et al., 2016]. De plus, selon les conditions du canal,
plusieurs équilibres de Nash peuvent exister au sein du jeu G. Les deux paragraphes
suivants donnent des conditions suffisantes pour l’unicité d’un équilibre et pour la
convergence de l’algorithme 2 vers celui-ci.
3.2.3 Unicité de l’équilibre et convergence de l’algorithme d’ap-
prentissage
Des conditions suffisantes d’unicité de l’équilibre de Nash ont été données par
[Scutari et al., 2008a] dans le cas de canaux déterministes et invariants dans le temps. Il
est possible de suivre les mêmes raisonnements pour aboutir à des conditions analogues
sur les statistiques des canaux dans le cadre du jeu formulé à la section 3.1. Let Qn ∈
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MI×I(R) be defined as
[Qn]ij
∆
=



E[|H2ji,n]
e
E[log(|Hii,n|2)]
if i 6= j
0 otherwise
(3.18)
Théorème 3.2.1. L’équilibre de Nash du jeu G est unique si
ρ(Qn) < 1, ∀n ∈ {1, · · · , N} , (3.19)
où Qn est définie par (3.18) et ρ(Q(n)) est son rayon spectral (i.e., le supremum du
module de ses valeurs propres).
La preuve de ce théorème est esquissée à l’annexe B, et le lecteur intéressé peut
également se reporter à [Scutari et al., 2008a].
De même que pour la condition suffisante d’unicité, des conditions suffisantes
de convergence de l’algorithme de water-filling itératif ont été données dans le cas de
canaux déterministes et connus par [Scutari et al., 2008b,c]. Il est intéressant de noter
que ces conditions sont les mêmes pour la version asynchrone de l’algorithme, qui a été
présentée ci-dessus, que pour les versions synchrones. Soit la matrice Qmax ∈ MI×I(R)
définie par
[Qmax]ij
∆
=



maxn
E[|H2ji,n]
e
E[log(|Hii,n|2)]
if i 6= j
0 otherwise
(3.20)
Théorème 3.2.2. Si la condition suivante est satisfaite :
ρ(Qmax) < 1, (3.21)
alors l’algorithme de water-filling itératif converge géométriquement vers l’unique équi-
libre de Nash de G.
On note que la condition suffisante de convergence est également suffisante pour
l’unicité de l’équilibre. La preuve de ce théorème est donnée en annexe C, et il est éga-
lement suggéré au lecteur intéressé de se reporter aux articles [Scutari et al., 2008b,c]
pour plus de détails.
Ces conditions ont une interprétation physique liée au niveau d’interférence
perçu par chaque récepteur [Scutari et al., 2008a]. Si l’interférence est élevée, par
exemple parce que les liens de communications sont trop proches les uns des autres,
alors les deux conditions des théorèmes 3.2.1 et 3.2.2 sont fausses. Ainsi, plusieurs équi-
libres peuvent exister au sein du jeu et, pourvu que l’algorithme converge néanmoins,
les joueurs peuvent atteindre l’un d’entre eux itérativement en jouant successivement
des meilleures réponses. L’allocation de puissance initiale détermine alors quel équilibre
est atteint lorsque le processus a convergé. On note d’après l’équation de water-filling
(3.16) que,
1. le niveau d’eau d’un joueur est fixé par sa contrainte de puissance de sorte que
l’on ait pi,n +
σ2i +
∑
j 6=i E[|Hji,n|2]pj,n
e
E[log(|Hii,n|2)]
= λi pour toute sous porteuse n ∈ Ni, où Ni
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est l’ensemble des sous porteuses sur lesquelles le joueur i alloue de la puissance
défini par
Ni =
{
n ∈ N : λi ≥
σ2i +
∑
j 6=i E [|Hji,n|2] pj,n
eE[log(|Hii,n|2)]
}
. (3.22)
2. si le niveau de bruit et d’interférence est trop élevé, σ2i +
∑
j 6=i E [|Hji,n|2] pj,n > λi
et le joueur i n’alloue aucune puissance sur la sous porteuse n.
Ainsi, lorsque le niveau d’interférence mutuelle augmente, les joueurs auront tendance
à ne pas utiliser les sous-porteuses sur lesquelles un autre joueur est déjà présent.
L’équilibre de Nash du jeu de partage de spectre tend donc vers une allocation d’accès
multiple en fréquence orthogonal (FDMA), où chaque utilisateur du canal occupe seul
une portion de la bande.
Jusqu’ici, il a été considéré que les émetteurs obtiennent une connaissance par-
faite des statistiques de leur canal. La section suivante présente un jeu robuste où une
connaissance erronée de γ−i est considérée.
3.3 Incertitude quant aux statistiques du canal
La résolution du jeu de partage de spectre tel que présenté jusqu’ici requiert
des joueurs une connaissance parfaite des statistiques de leur canal. Dans une situation
pratique, les récepteurs auraient à les estimer avec des symboles pilotes insérés en début
de chaque trame. Quel que soit l’estimateur de γ−i mis en œuvre par le récepteur i,
une erreur plus ou moins grande viendra entacher la mesure et la connaissance de l’état
du canal est alors imparfaite.
Face aux erreurs d’estimation, il est néanmoins possible d’adopter une approche
robuste similaire à celle présentée à la section 3.1.3. On va donc formuler ici un nouveau
problème d’optimisation robuste contre la pire erreur d’estimation. Notons qu’un jeu
robuste aux incertitudes sur le canal a été également proposé par [Anandkumar et al.,
2011]. Cependant, un facteur limitant de ces travaux est l’hypothèse posée que les
canaux d’interférences Hji pour j 6= i sont déterministes et connus des joueurs i.
Étant donnée la présentation du contexte actuel faite en section 3.1, ceci n’est pas
vérifié pour le problème de partage de spectre ASM traité ici.
Soit γ̂−i = (γ̂i,n)n∈N où γ̂i,n est l’estimateur de l’état du canal γi,n(p−i) du
joueur i à la sous porteuse n. Cet estimateur est considéré comme une variable aléatoire
continue de variance finie, et vérifie ∀n
E [γ̂i,n] = γi,n(p−i) (3.23)
σ2γ̂i,n
∆
= E
[
(γ̂i,n − γi,n(p−i))2
]
. (3.24)
L’incertitude sur l’estimation de l’état statistique du canal est contenue dans la
variance d’estimation σ2γ̂i,n. On considère que l’estimateur produit des erreurs bornées,
et on définit l’ensemble des états statistiques du canal du joueur i pour lesquels l’erreur
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d’estimation est bornée par
Γi
∆
=
{
γ i ∈ RN+
∣
∣
∣
∣
|γ̂i,n − γi,n| ≤ ǫi,n ∀n ∈ N
}
, (3.25)
où ǫi,n est la borne d’incertitude à la sous porteuse n. L’hypothèse posée est raisonnable
puisque l’incertitude sur une variable aléatoire quelconque peut être bornée avec une
forte probabilité en vertu de l’inégalité de Bienaymé-Chebychev. Pour tout ǫi,n ∈ R+ et
quelle que soit la distribution de probabilité de γ̂i,n, pourvu que sa variance soit finie,
on a
P [|γ̂i,n − E [γ̂i,n] | ≤ ǫi,n] ≥ 1−
σ2γ̂i,n
ǫi,n
. (3.26)
L’incertitude sur l’estimation de l’état du canal peut donc être prise en compte
dans le problème de partage de spectre en maximisant une utilité minimisée vis-à-vis
de l’erreur d’estimation la plus préjudiciable. Le jeu robuste, noté G̃, est alors défini
par le tripet
G̃ =
{
I,P, (ũi)i∈I
}
(3.27)
où les ensembles de joueurs et d’actions restent inchangés par rapport à G et (ũi)i∈I
sont de nouvelles fonctions d’utilité qu’on exprime au travers de la minimisation
ũi(pi,p−i)
∆
= min
γi∈Γi
α
N
∑
n=1
log (1 + γi,npi,n)
= α
N
∑
n=1
log
(
1 + [γ̂i,n − ǫi,n]+ pi,n
)
.
(3.28)
La résolution de ce nouveau jeu par l’équilibre de Nash à travers le calcul des
meilleures réponses amène à une solution que l’on appellera water-filling robuste, et
qui s’ exprime ∀i ∈ I et pour un état du canal estimé fixé γ̂−i par
p̃⋆i,n =
[
λi −
1
[γ̂i,n − ǫi,n]+
]+
, ∀ n ∈ N . (3.29)
On notera l’opérateur de water-filling dans le cas du jeu robuste par
WFi
[
γ̃−i
]
=
(
[
λi −
1
[γ̂i,n − ǫi,n]+
]+
)N
n=1
(3.30)
où γ̃−i =
(
[γ̂i,n − ǫi,n]+
)
n∈N
.
Le jeu robuste présenté ici peut s’interpréter comme une pénalisation de la
fonction d’utilité originale ui par un terme représentant l’incertitude sur l’état des
sous-canaux n ∈ N , la pénalité étant d’autant plus importante qu’allouer une puissance
sur la sous-porteuse correspondante est incertain en terme de bénéfices apportés sur
l’utilité. En d’autres termes, les joueurs ont tendance a sous-estimer la qualité des
sous-canaux selon l’incertitude ǫi,n paramétrée au préalable. Un tel mécanisme a pour
effet de créer une "aversion au risque", et les force ainsi a n’allouer leur puissance
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disponible que sur les sous-porteuses dont le rapport signal sur interférence plus bruit
est le meilleur. Comme les résultats le montreront, ce genre de comportement peut avoir
l’avantage de conduire les joueurs vers un partage de spectre plus efficace que l’équilibre
de Nash du jeu G sous connaissance parfaite de l’état du canal, car lorsqu’un joueur
ne gaspille plus sa puissance sur un sous-canal de faible qualité, il génère ainsi moins
d’interférences et le libère pour les joueurs adverses.
3.4 Études et résultats sur canaux synthétiques et
sondés en mer
Cette section est dédiée à l’exposition de résultats d’évaluation de la méthode de
partage de spectre décentralisée proposée dans ce chapitre. On présente dans un premier
temps la méthode d’évaluation sur des canaux ASM simulés, puis un cas simple de jeu
à deux joueurs afin de confirmer les comportements prévus par les études précédentes.
On donne ensuite des résultats moyens où le nombre de joueurs et la puissance des
interférences varient avant de présenter des résultats obtenus sur des canaux ASM
sondés en mer.
3.4.1 Méthode d’évaluation
On rappelle qu’un ensemble de I couples émetteur-récepteur communiquant
en OFDM constitue l’ensemble des joueurs I. Les communications sont supposées
prendre place en même temps sur une bande B = 6 kHz centrée sur fc = 12 kHz. La
bande est divisée en N = 256 sous-canaux correpondants aux sous-porteuses OFDM,
dont l’espacement et donc de ∆f = 23.43 Hz. La durée d’un symbole OFDM est de
T = N∆f−1+Tg = 57.7 ms où Tg = 15 ms est la durée du préfixe cyclique. Tous joueurs
i ∈ I sont contraints par une puissance moyenne de Pmaxi = N . Á l’état initial p(0)
de l’algorithme 2, la puissance des joueurs est uniformément distribuée sur la bande
B. Un rapport signal à bruit (SNR) de référence est fixé à 20 dB pour une distance
de transmission de 1 km. Lorsque la distance varie dans les simulations, le SNR pour
le lien considéré varie également et selon les lois de pertes de propagation exposées
au Chapitre 1. La densité spectrale de puissance de bruit est définie par le modèle de
Knudsen donné également au Chapitre 1, équation (1.7). Les essais en mer étant très
coûteux compte tenu du nombre de couples émetteur-récepteur qu’il faudrait opérer
simultanément, les résultats sont obtenus par simulation des algorithmes proposés sur
la base de canaux ASM synthétiques ou sondés en mer.
Les canaux de communications ASM sont synthétisés par un simulateur de ca-
nal décrit dans les travaux de [Socheleau et al., 2010a,b]. Ce simulateur produit des
canaux à évanouissements de Rice et procède comme suit : Étant donnés des para-
mètres d’entrée donnant la description de la géométrie de la transmission (distances
et profondeurs), une réponse impulsionnelle invariante dans le temps est construite à
partir d’un modèle de tracé de rayons. Le gain en module au carré de ce canal est
considéré comme le profil délai-puissance du futur canal aléatoire, dont les fluctuations
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temporelles sont générées en maximisant l’entropie du spectre Doppler sous contrainte
d’étalement fréquentiel et de facteur de Rice. Le facteur de Rice du trajet principal
est donné comme paramètre d’entrée du simulateur et les ceux des trajets secondaires
décroissent avec le retard de façon exponentielle. Pour les scénarios de simulation pré-
sentés ici, l’étalement fréquentiel est fixé à σ2D = 1 Hz et le facteur de Rice à K = 10
dB. Le simulateur de canal intègre aussi des éléments des modèles physiques de pro-
pagation, tels que l’atténuation en fonction de la distance et les pertes par absorption
données par la formule de Thorp à l’équation (1.3). Le simulateur génère donc des
canaux hji(t, τ) sélectifs en fréquence et variable aléatoirement dans le temps. Les co-
efficients fréquentiels utilisés pour simuler les réalisations des variables aléatoires Hji,n
pour n = {1, · · · , N} sont obtenus par transformation de Fourier discrète puis les
statistiques E [|Hji,n|2] et eE[log |Hji,n|
2] impliqués dans les fonctions d’utilités par l’état
statistique du canal de l’équation (3.10). Des exemples de réponses fréquentielles va-
riant dans le temps générées par le simulateur sont illustrés à la figure 3.1.
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Figure 3.1 – Réponses fréquentielles variant dans le temps du simulateur de [Socheleau et al.,
2010b]. dii = 1 km, dji = 1.5 km, profondeurs : TX 1 = 10 m, RX 1 = 10 m, TX 2 = 5, RX
2 = 15 m.
L’efficacité du partage de spectre est évaluée en terme d’utilité atteinte après un
certain nombre d’itérations de l’algorithme 2. L’utilité est elle-même évaluée sur la base
de l’équation (3.11) quel que soit le jeu, avec pour vecteurs de puissance p = (pi,p−i)
les résultats de l’algorithme de water-filling. Comme mentionné en section 3.1.3 et bien
que les fonctions d’utilité soient exprimées et illustrées en bits par secondes et par
Hertz (bps/Hz) car homogènes à une efficacité spectrale, ces quantités ne doivent pas
être comprises comme des débits atteignables mais plutôt comme une mesure de la
satisfaction que les joueurs retirent de leur partage du spectre. Cette interprétation
correspond totalement à la signification qu’ont les fonctions d’utilité en théorie des
jeux [Fudenberg and Tirole, 1991]. L’opérateur de water-filling est calculé sur la base
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des équations (3.17), (3.30) ou
WFi
[
γ̂−i
]
=
(
[
λi −
1
γ̂i,n
]+
)N
n=1
(3.31)
avec γ̂−i = (γ̂i,n)n∈N la variable aléatoire des estimations de l’état du canal, sans prise
en compte de l’erreur. On parlera respectivement de jeu avec connaissance parfaite
(G), de jeu robuste (G̃) et de jeu non robuste (water-filling avec l’équation (3.31)), ce
dernier étant noté Ĝ par convenance. Dans G, γ−i est connu, tandis que dans Ĝ et
G̃ cette quantité est estimée. Afin de ne pas restreindre les analyses à une méthode
d’estimation particulière du canal, la procédure suivante est employée pour simuler les
estimateurs γ̂−i. Pour tout sous-canal n, les γ̂i,n sont supposés non biaisés et leur va-
riance σ2γ̂i,n peut donc être bornée inférieurement par la borne de Cramér-Rao calculée
sur le paramètre γi,n(p−i). On note cette borne F
−1(γi,n), où F (γi,n) est la matrice
d’information de Fisher du paramètre estimé. Les γ̂i,n sont modélisés par des variables
aléatoires gaussiennes de moyennes γi,n(p−i) et de variances σ
2
γ̂i,n
= R×F−1(γi,n) où R
est une constante positive, permettant de simuler des estimateurs de différentes perfor-
mances. L’incertitude sur l’état du canal augmente donc avec R. Le paramètre γi,n(p−i)
étant nécessairement positif, la distribution gaussienne utilisée pour le modéliser est
tronquée pour éviter les valeurs négatives de SINR estimé. La borne d’incertitude est
calculée par ǫi,n = k×σγ̂i,n, avec k une constante non négative (pour k = 0 on est donc
dans le cas du jeu non robuste Ĝ).
L’apprentissage des équilibres de Nash aux moyens de l’algorithme 2 nécessite
que les jeux G, Ĝ et G̃ soient répétés un certain nombre d’itérations. On considère une
version séquentielle de l’algorithme 2, où les émetteurs adaptent leurs allocations de
puissance les uns après les autres sur la base d’une période commune fixée, afin de
simplifier les analyses des résultats. La version séquentielle n’est qu’un cas particulier
de l’algorithme 2, et les mêmes conditions de convergence s’appliquent. De plus, il n’est
pas nécessaire de considérer une synchronisation explicite des joueurs dans la mesure où
l’on peut très bien considérer des systèmes ayant initié leurs transmissions respectives
les uns après les autres. Dans ce cas, et sur la base d’une période commune de mise
à jour, l’ordre de mise à jour des joueurs est donc déterminé. Á chaque itération l
de l’algorithme, seul le joueur l modulo I + 1 joue son water-filling, sur la base de
(3.17), (3.31) ou (3.30) selon le jeu joué. La période de mise à jour des stratégies
de chaque joueur est considérée égale Tobs = 30 secondes. Cette période correspond
au temps durant lequel les récepteurs calculent les statistiques de l’interférence et du
canal avant de les transmettre à leurs émetteurs respectifs.Ainsi, si un joueur i donné
joue à l’itération l correspondant à un temps ti ∈ Ti, alors son prochain tour sera joué
à l’itération l + I qui correspond au temps ti + Tobs.
3.4.2 Étude d’un jeu à 2 joueurs
On va se concentrer ici sur deux scénarios simples de jeux à deux joueurs, I =
{1, 2}, où on fera varier la puissance de l’interférence perçue par les récepteurs d’un
jeu à l’autre pour évaluer les différences de comportement engendrées. Le canal est
considéré petits fonds et la profondeur d’eau est fixée à 50 mètres. La profondeur des
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terminaux est arbitrairement fixée entre 5 et 20 mètres et la distance entre les émetteurs
et leur récepteur correspondant est fixée à dii = 1 km.
3.4.2.1 Forte interférence
Afin de simuler un cas où les deux liens de communication sont en situations
d’interférence, on fixe ∀i, j ∈ I, j 6= i, la distance entre l’émetteur i et le récepteur j
à dji = 1.5 km. La perte de propagation entre un émetteur interférant et un récepteur
donné est de 4 dB de moins que celle subie depuis l’émetteur d’intérêt. Les canaux
simulés utilisés pour modéliser les Hji sont ceux de la figure 3.1. Les variances d’esti-
mation sont fixées ∀i ∈ I et ∀n = 1, · · · , N à σ2γ̂i,n = R × F
−1(γi,n) avec R = 4. Les
bornes d’incertitude sont fixées ∀i et ∀n à ǫi,n = k × σγ̂i,n avec k = 3. Le choix de k
garanti que l’erreur d’estimation est bornée par ǫi,n avec une probabilité supérieure à
0.88, quelle que soit sa distribution. Pour le modèle gaussien que a été choisit ici, cette
probabilité est environ égale à 0.997. Le calcul des fonctions d’utilité, itération après
itération des jeux non robustes et robustes, est le résultat d’une moyenne empirique
des utilités obtenues pour 100 tirages indépendants des variables γ̂−i.
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Figure 3.2 – Fonctions d’utilité - Forte interférence, dji/dii = 1.5, dii = 1 km.
La figure 3.2 illustre les utilités des deux joueurs en fonction des itérations des
jeux G, Ĝ (R = 4, k = 0) et G̃ (R = 4, k = 3). Á l’itération l = 0 correspond l’utilité
obtenue pour l’allocation de puissance uniforme. Une amélioration est clairement visible
au cours du temps pour les deux joueurs, qui multiplient leur utilité initiale par plus
de 2 dans le jeu avec connaissance parfaite de l’état du canal. Les 95% de l’utilité
atteinte à la convergence sont atteints avant la 6ème itération. Considérant la période
de mise à jour de Tobs = 30 secondes dans une version séquentielle de l’algorithme 2,
cela correspond à un temps de moins de 1 min 30. Le temps de convergence peut bien
sur être réduit en considérant une période de mise à jour moins longue. Ce ne peut
être cependant qu’au prix d’une plus grande variance d’estimation, et du risque de voir
les statistiques estimées se décorréler de la réalité du canal perçue par le récepteur au
moment de la mise à jour de l’émetteur, puisque Tobs correspond au temps d’intégration
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de ces statistiques.
Dans cette configuration de forte interférence mutuelle, les conditions d’unicité
de l’équilibre de Nash et de convergence de l’algorithme de water-filling données par
(3.19) et (3.21) ne sont pas vérifiées. Néanmoins, et en se rappelant que ces conditions
sont suffisantes mais non nécessaires, on observe qu’il clairement possible d’atteindre
des stratégies de partage de spectre efficace en cas de forte interférences.
Dans le jeu non robuste, les joueurs atteignent des utilités plus faibles que dans
le jeu à connaissance parfaite de l’état du canal. Ceci est dû à un biais d’estimation
s’expliquant par la troncature de la distribution gaussienne utilisée pour les γ̂−i asso-
ciée à la forte variance d’estimation causée par l’interférence, σ2γ̂i,n étant dépendant de
la puissance du bruit et de l’interférence au travers du calcul de sa borne de Cramer-
Rao. Le jeu robuste, en revanche, produit des utilités supérieures au jeu à connaissance
parfaite. Ce résultat, bien qu’allant contre l’intuition commune, peut s’expliquer par
le comportement conservateur des joueurs vis-à-vis des sous-canaux incertains et des
puissances qui leur sont allouées. Ce comportement particulier est plus clairement vi-
sible aux figures illustrant les profils d’allocation de puissance p⋆ à l’équilibre de Nash
pour les jeux G, Ĝ et G̃ respectivement. Les niveaux de puissance alloués sur les sous-
porteuses sont donnés en pourcentage de la puissance moyenne disponible (à l’allocation
uniforme initiale, chacune des sous-porteuse se voit allouer 0.39% de Pmaxi ).
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Figure 3.3 – Profil d’allocation de puissance à l’équilibre - Jeu à connaissance parfaite, forte
interférence.
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Figure 3.4 – Profil d’allocation de puissance à l’équilibre - Jeu non robuste, forte interférence.
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Une certaine consistance entre les allocations des joueurs et les gains de leurs
canaux (figure 3.1) peut être observée, en particulier dans le jeu avec connaissance
parfaite. Par example, le joueur 2 a logiquement plus d’intérêt à concentrer sa puissance
sur les sous-canaux des fréquences basses étant donné que le gain du canal h22(t, f) y est
le meilleur. Du plus, comme le canal h11(t, f) du joueur 1 n’offre qu’un faible gain autour
des 11 kHz, ce dernier est peu incité à utiliser les sous-porteuses de cette bande et génère
ainsi moins d’interférence au joueur 2. L’allocation du joueur 1 sur les porteuses allant
de 9 à 10 kHz est expliquée par l’interférence générée par le joueur 2 au travers du canal
h21(t, f). Les résultats du jeu non robuste sont similaires, néanmoins, les allocations de
puissances sont moins corrélées aux canaux du fait des biais et des erreurs d’estimation.
On voit en revanche clairement, dans les allocations du jeu robuste, le comportement
conservateur des joueurs du fait de la pénalisation de leurs fonctions d’utilité. Ils sont
moins enclins à utiliser les canaux rendus incertains par l’interférence mutuelle, et
leur stratégie de partage de spectre s’approche d’une division orthogonale de la bande
de fréquences (FDMA). Ce fait est également pointé par [Lesherm and Zehavi, 2009;
Scutari et al., 2008a].
Il est intéressant de noter que, sous l’hypothèse que l’interférence mutuelle
entre utilisateurs d’un même canal est suffisante forte, on peut prouver que le par-
tage de spectre FDMA est optimal au sens de la somme des débits des utilisateurs
[Hayashi and Luo, 2009]. Dans le travail de [Hayashi and Luo, 2009], l’algorithme de
partage de spectre proposé permet de trouver un partage de spectre FDMA sous-
optimal, connaissant le gain du canal de chaque couple émetteur-récepteur, et suppose
donc une forme de centralisme ou de coopération. Au contraire, dans le travail de
ce chapitre, on montre qu’il est possible de s’approcher de cette solution FDMA de
manière décentralisée, avec des systèmes complètement autonomes et disposant d’une
connaissance très limitée de leur environnement.
3.4.2.2 Faible interférence
Dans cette seconde configuration, la distance entre les récepteurs et les émetteurs
indésirables est augmentée à dji = 3 km, la distance de transmission de chaque couple
émetteur-récepteur restant égale à dii = 1 km. De nouvelles réponses de canal sont
générée avec ces nouveaux paramètres. La puissance de l’interférence perçue par les
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Figure 3.5 – Profil d’allocation de puissance à l’équilibre - Jeu robuste, forte interférence.
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récepteur est environ 10 dB inférieure à la puissance reçue depuis l’émetteur d’intérêt.
Les jeux sont simulés avec les même paramètres que précédemment. Les résultats en
termes d’utilité en fonction des itérations de l’algorithme 2 sont illustrés à la figure 3.6
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Figure 3.6 – Fonctions d’utilité - Faible interférence, dji/dii = 3, dii = 1 km.
L’interférence étant diminuée du fait d’une plus grande distance séparant les
joueurs, ces derniers sont moins enclins à prendre l’interférence mutuelle en ligne de
compte lors du partage du spectre. Les gains obtenus par rapport à l’allocation uniforme
à travers ce partage, en termes d’utilité, sont donc amoindris. Néanmoins, les bénéfices
apportés par le comportement des joueurs dans le jeu robuste sont toujours visibles.
On peut cependant s’attendre à ce que ce bénéfice diminue également à mesure que
l’interférence prend moins d’importance dans le partage du spectre.
3.4.3 Étude générale
Les bénéfices attendus de la méthode de partage de spectre décentralisée pro-
posée sont évalués ici dans un cadre plus général. Les performances sont évaluées en
terme d’utilité moyenne par joueurs, et on évalue l’influence des divers paramètres du
problème : puissance de l’interférence, nombre de joueurs, qualité de l’estimateur de
canal. On considère des transmissions dans une zone de rayon défini, variant entre 500
m et 8 km. La profondeur de la colonne reste fixée à 50 mètres. Pour chacune des me-
sures de performance réalisées, l’utilité moyenne par joueur a été calculée de la façon
suivante :
1. On tire aléatoirement, et selon une distribution uniforme, la configuration géo-
métrique de la transmission en terme de distances de transmission (dji, i, j ∈ I)
et de profondeurs d’immersions.
2. Pour une réalisation de la géométrie de transmission, on génère les canaux H ji
à partir du simulateur selon la procédure expliquée au paragraphe 3.4.1.
3. L’algorithme 2 initialisé avec l’allocation uniforme et sur la base des canaux
Hji. On considère que l’équilibre de Nash est atteint lorsque ∀i ∈ I, jouer une
meilleure réponse n’apporte pas un gain supérieur à un certain η > 0. Ceci
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correspond à la notion d’équilibre η−Nash [Leyton-Brown and Shoham, 2009],
et on fixe η = 10−2.
4. L’utilité des joueurs est calculée pour cette configuration géométrique particu-
lière, et on répète la procédure à partir de l’étape 1 et pour 400 réalisations.
5. L’utilité de chaque joueur est moyennée sur ces 400 réalisations puis on calcule
l’utilité moyenne par joueur pour l’affichage des résultats.
La distance minimale séparant deux terminaux est fixée à 250 mètres. Le SNR de
référence reste fixé à 20 dB à 1 km et les paramètres de facteur de Rice Kmax et
d’étalement Doppler σ2D sont égaux à 10 dB et 1 Hz, comme dans les simulations des
cas à deux joueurs. Enfin, les utilités sont également moyennées sur les réalisations des
γ̂−i pour les jeux non robustes et robustes.
Pour comparer notre travail avec des stratégies de partage de spectre utilisées
en pratique dans le canal ASM, les fonctions d’utilités ui(p) sont évaluées également
pour des profils d’actions obtenus par
— le water-filling dans un contexte mono-utilisateur, sans interférence (single user).
— le partage de spectre FDMA, sur la base de l’algorithme centralisé de
[Hayashi and Luo, 2009, Algorithm 2] supposant la connaissance des canaux H ii
de tous les joueurs.
— la stratégie naïve où tous les joueurs utilisent l’allocation uniforme.
3.4.3.1 Influence de la puissance de l’interférence
On fixe le nombre de liens de communication à I = 2 et on évalue l’utilité atteinte
à l’équilibre η−Nash pour les différents jeux, en fonction du rayon de la zone dans
laquelle sont immergés aléatoirement les terminaux. La superficie de la zone détermine
alors la puissance moyenne d’interférence perçue par les joueurs.
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Figure 3.7 – Utilité moyenne par joueur en fonction du rayon de la zone d’immersion des
terminaux. Deux joueurs, SNR = 20 dB à 1 km.
Les résultats sont illustrés à la figure 3.7. Les avantages de l’allocation de puis-
sance basée sur le water-filling sont notables, comparés à l’allocation uniforme naïve,
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ce qui remet en question les conclusions avancées par [Aval et al., 2015] et qui ont été
présentées au Chapitre 1 de ce manuscrit (section 1.4.1). Qu’il soit FDMA ou basé sur
le water-filling, les bénéfices apportés par le partage du spectre diminue à mesure que la
superficie de la zone d’immersion augmente et on tend à s’approcher des performances
du cas mono-utilisateur. Ceci était attendu et déjà observé à la section 3.4.2 : à mesure
que l’interférence diminue, il est de moins en moins nécessaire pour les joueurs i ∈ I
d’adapter leurs allocations de puissance à autre chose que les canaux H ii et le bruit
ambiant. Comme prévu précédemment, on voit également que le jeu robuste produit
des utilités s’approchant du cas FDMA, du fait de l’aversion au risque des joueurs.
Cet avantage est moins présent lorsque l’interférence diminue et, pour les distances les
plus longues, il est même plus intéressant d’utiliser l’estimateur de canal sans prendre
l’erreur en compte (jeu non robuste). Ce dernier point est vrai dès lors que l’estimateur
est non biaisé, ainsi les performances moyennes s’approchent de l’équilibre de Nash
calculé avec une connaissance parfaite de l’état statistique du canal.
3.4.3.2 Influence de la qualité de l’estimation
Afin de mettre en évidence l’impact de la qualité de l’estimation, on joue des jeux
robustes G̃ pour plusieurs superficies de la zone de transmission comme précédemment,
mais en faisant varier la variance de l’erreur d’estimation σ2γ̂i,n = R×F
−1(γi,n) à travers
le paramètre R.
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Figure 3.8 – Influence de la qualité de l’estimateur γ̂−i dans le jeu robuste. Deux joueurs,
SNR = 20 dB à 1 km.
Sur la figure 3.8, on peut voir que l’estimateur de variance minimale n’apporte
pas forcément les meilleures utilités. Ceci semble, au premier abord, aller contre l’in-
tuition. Cependant, on peut l’expliquer avec le comportement des joueurs induit par
la pénalisation de leur fonction d’utilité : l’incertitude sur le canal augmente avec la
variance de l’erreur d’estimation, si bien que les joueurs sont toujours plus réticents
à allouer de la puissance sur les canaux les moins bons. Étant donné que la variance
d’estimation augmente aussi avec l’interférence, qui est traitée comme du bruit, ce
phénomène a logiquement tendance a être observé dans les zones de transmission de
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petite superficie. Cependant, et comme les résultats le suggèrent, il existe évidemment
un seuil à partir duquel l’augmentation de l’incertitude sur le canal n’apporte aucun
bénéfice - et devient même préjudiciable.
3.4.3.3 Influence du nombre de joueurs
Les jeux G, Ĝ et Ĝ sont joués maintenant avec un nombre variable de joueurs,
et on évalue l’utilité moyenne par joueur en fonction de leur nombre pour une zone
d’immersion de superficie fixée à 1.5km. Les utilités sont toujours calculées sur la
base de 400 jeux dont les profondeurs des terminaux et les distances les séparant sont
tirées aléatoirement selon les modalités décrites au début de ce paragraphe. Le nombre
d’utilisateur varie de 2 à 8, on fixe les paramètres des jeux non robustes et robustes à
σ2γ̂i,n = 4× F
−1(γi,n) et ǫi,n = 3× σγ̂i,n, les autres paramètres conservant leurs valeurs
des sections précédentes.
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Figure 3.9 – Utilité moyenne par joueur en fonction du nombre de joueur dans les jeux G, Ĝ
et G̃, ainsi que pour l’allocation FDMA et uniforme (Naive). Les terminaux sont aléatoirement
immergé dans une zone de rayon 1.5 km et de 50 m de profondeur. Le SNR est de 20 dB à
1 km.
Les résultats sont illustrés à la figure 3.9. Les utilités diminuent de manière
logique lorsque le nombre de joueurs se partageant le même canal augmente. On voit
néanmoins une nouvelle fois que la méthode proposée dans le jeu robuste offre des gains
d’utilités importants, non seulement par rapport à l’allocation uniforme, mais aussi par
rapport à l’équilibre de Nash du jeu G, en s’approchant de la performance du FDMA.
3.4.4 Résultats sur canaux sondés en mer
3.4.4.1 Conduite de l’expérimentation
On se propose ici d’évaluer la méthode de partage de spectre proposée sur la base
de canaux ASM sondés en mer, dans la baie de Toulon en Juillet 2015. Un transducteur
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et trois hydrophones ont été utilisés durant ce sondage, où le transducteur a été déplacé
à trois positions différentes. Les trois positions du transducteur et les trois hydrophones
correspondent à paires émetteur-récepteur dans le futur jeu. Les hydrophones ont été
immergés à 4, 12 et 16 m de profondeur, et le transducteur a été immergé à 10 m. La
configuration est dépeinte à la figure 10. Les canaux sondés aux différentes positions
successives du transducteur correpondent aux canaux Hji, j, i = 1, 2, 3, intervenant
dans le jeu de partage de spectre. Les SNR sans interférence pour chaque lien du TX
au RX correpondant sur la figure étaient d’approximativement de 15, 12 et 9 dB en
partant de la position la plus proche du transducteur.
Les mesures des réponses impulsionnelles de canal ont été obtenues par filtrage
adapté successif au récepteur d’un signal sonde connu, transmis de manière répétée
et ininterrompue pendant 25 secondes. Le signal sonde a été construit à partir d’une
séquence binaire de longueur maximale de 511 symboles, modulés en BPSK et transmis
à une rapidité de modulation de 8.7 kbits/s. Cette séquence peut capturer des arrivées
retardées jusqu’à 58 ms, et les estimations du canal sont mises à jour 17 fois par se-
condes. La mesure a été réalisée à une fréquence porteuse fc = 10.5 kHz. Les décalages
et compressions/dilatations Doppler ont été compensées par la procédure itérative pré-
sentée dans [Socheleau et al., 2015; van Walree et al., 2008a]. Le gain de traitement du
signal sonde, étant donnés les 511 symboles de la séquence, est de 27 dB. On considère
les canaux mesurées comme la "vérité terrain" du point de vue des jeux qui vont être
simulés sur la base de leurs statistiques. En d’autres termes, la connaissance parfaite de
l’état du canal se traduit par la connaissance des statistiques mesurées lors du sondage
de canal, bien que cette mesure puisse être entachée d’erreur vis-à-vis du canal réel.
Les réponses fréquentielles des neuf canaux sondés, sur une bande 6 kHz centrée sur
fc, sont illustrées à la figure 3.11.
3.4.4.2 Simulation du jeu de partage de spectre
Le jeu de partage de spectre pour trois liens OFDM est simulé sur la base
des canaux illustrés à la figure 3.11 et des équations de water-filling (3.17), (3.31) et
(3.30). La bande de 6 kHz centrée autour de fc est divisée en N = 256 sous-porteuses.
L’espacement entre sous-porteuses, la durée symbole et du préfixe cyclique sont les
mêmes que dans les simulations sur canaux synthétiques. La contrainte de puissance
est fixée à Pmaxi = N et l’allocation initiale est la répartition uniforme de cette puissance
sur la bande. La période de mise à jour et d’estimation de l’état statistique du canal est
Figure 3.10 – Configuration du sondage de canal.
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Tobs = 25 s. Pour les jeux non robustes et robustes, la variance d’estimation est fixée à
σ2γ̂i,n = 4×F
−1(γi,n) et ǫi,n = 2×σγ̂i,n. L’estimateur produit des erreurs bornées par ǫi,n
avec une probabilité de 0.954. Les jeux sont lancés pour 30 itérations, et aucune garantie
n’est assurée pour l’unicité des équilibres de Nash ou la convergence de l’algorithme.
La dernière allocation de puissance du jeu robuste est donnée à la figure 3.12.
Les stratégies employées par les joueurs présentent une certaine cohérence avec les
canaux de la figure 3.11. D’une part, le joueur 1 bénéficie de sa proximité avec son
récepteur, et ainsi est plus « libre » de choisir ses meilleures sous-porteuses. Le joueur
3 au contraire, a tendance à jouer plutôt les fréquences basses de la bande, en évitant
les sous-porteuses où se sont placés les joueurs 1 et 2. Le joueur 2 a le désavantage de
trouver ses meilleurs gains de canal aux sous-porteuses où à la fois h11(t, f) et h21(t, f)
sont élevés : celles-ci sont donc utilisées par le joueur 1 qui génère une forte interférence
au récepteur 2. Néanmoins, au vu des canaux h21(t, f) et h31(t, f), le joueur 1 perçoit le
plus d’interférence de la part des joueurs 2 et 3 sur la bande allant d’environ 8 à 11 kHz,
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Figure 3.11 – Réponses fréquentielles des canaux ASM mesurés.
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Figure 3.12 – Allocation de puissance à la dernière itération du jeu robuste, canaux réels.
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ce qui laisse l’opportunité à ces derniers d’utiliser des sous-porteuses de cette bande.
Ceci est particulièrement vrai dans le jeu robuste, compte tenu du comportement des
joueurs face à l’incertitude.
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Figure 3.13 – Fonctions d’utilité des joueurs, canaux réels. En trait plein : jeu G, avec les
marqueurs ’*’ : jeu Ĝ avec R = 4, en pointillé : jeu G̃ avec R = 4 et k = 2.
Les utilités au cours des itérations sont affichées à la figure 3.13. Á la fin du jeu,
les joueurs ont multiplié leurs utilités par au moins 2, en comparaison de l’allocation
uniforme. Les erreurs d’estimation semblent moins préjudiciables aux joueurs 2 et 3,
ce qui peut s’expliquer par leur situation désavantageuse du fait de la géométrie de la
transmission. Dans ce cas particulier, tous les joueurs ont amélioré leur utilité grâce
au jeu robuste. Cela confirme que cette méthode est capable d’atteindre des points de
la région d’utilité supérieurs à l’équilibre de Nash au sens de Pareto, sans coopération
entre joueurs, ni échange d’information ou contrôle centralisé.
3.4.5 Aspects pratiques pour une mise en œuvre en situation
réelle
Il doit être mis en exergue que le temps de convergence de l’algorithme 2, la
stationnarité du canal ASM et la qualité d’estimation de l’état statistique du canal
(en terme de variance et de biais) sont des paramètres pouvant être mis en relation à
travers le choix de la période Tobs. On rappelle que cette période correspond à la fois à la
période de mise à jour des joueurs et à la durée durant laquelle les réalisations estimées
du canal sont agrégées par les récepteurs pour former l’état statistique du canal γ−i
(équation (3.10)). Évidemment, les joueurs pourraient tous avoir un Tobs différent et
mettre en œuvre un algorithme asynchrone plutôt que la version séquentielle utilisée
dans les simulations, mais cela ne change pas les remarques qui vont être soulevées ici.
De manière générale, le temps de stationnarité du canal doit être plus grand
que le temps de convergence des algorithmes calculant l’équilibre de Nash du jeu de
partage de spectre. On notera, d’ailleurs, à la lecture de [Bacci et al., 2016], que les
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algorithmes d’apprentissage basés sur les dynamiques de meilleures réponses, tels que
le water-filling distribué de l’algorithme 2, sont parmi ceux offrant les convergences les
plus rapides. Lorsque cette condition sur le temps de convergence est vérifiée, il est alors
attendu que la nature itérative de l’algorithme permette de suivre les variations lentes
des statistiques du canal. Supposant que le canal est bien stationnaire, augmenter la
période Tobs a pour effet de réduire la variance d’estimation des statistiques du canal,
car on peut les calculer sur un plus grand nombre de réalisations. Cependant ceci est
garanti lorsque l’estimateur est non-biaisé. Dès lors que le canal est non stationnaire
sur la période Tobs, l’estimation des γi,n peut présenter un biais avec lequel l’erreur
d’estimation augmente de manière quadratique. On s’attend néanmoins à ce que le
jeu robuste puisse lutter contre ce type d’erreur, dans une certaine mesure, au vu
des résultats présentés dans le jeu à deux joueurs sur canaux synthétiques. En effet,
dans l’exemple de jeu de la section 3.4.2 où l’interférence mutuelle était forte, un biais
d’estimation est artificiellement introduit par la modélisation des γ̂i,n par des variables
gaussiennes tronquées, et le jeu robuste reste pourtant efficace.
Enfin, augmenter Tobs augmente également les temps de convergence, et cette
période doit aussi être choisie grande devant le délai de propagation entre l’émetteur
et le récepteur, afin de conserver la cohérence entre l’état du canal, les informations
transmises à l’émetteur à travers le lien de retour, et la mise à jour de la stratégie
d’allocation de puissance.
3.5 Conclusion
Un modèle de transmissions multi-utilisateurs et non-coopératives incluant de
nombreuses contraintes réalistes vis-à-vis du contexte ASM a été posé. Á partir de
ce modèle, une méthode de partage de spectre entre liens de communications OFDM
a été élaborée. Les outils de la théorie des jeux ont permis de proposer une solution
non-coopérative et décentralisée, ne nécessitant qu’une connaissance statistique limi-
tée de l’environnement de la part des émetteurs. Celle-ci s’accommode de toutes les
contraintes posées par le contexte, en particulier : la difficulté d’obtenir de l’informa-
tion sur l’état du canal ASM étant donnés les délais de propagation, l’hétérogénéité
des sources ASM qui rend irréalistes les échanges d’informations entre les entités se
partageant la ressource, ainsi que la nature aléatoire et doublement sélective du canal
ASM. De plus, la connaissance imparfaite des jeux provenant des erreurs d’estimations
du canal a été prise en compte. Un jeu robuste est formulé où les fonctions d’utilité
sont maximisées dans le cas de la pire erreur d’estimation, sous contrainte d’incertitude
bornée. De nombreux résultats de simulations sur des canaux ASM petits fonds synthé-
tiques et sondés en mer illustrent les bénéfices pouvant être apportés par la méthode
proposée 1. Il est montré, en particulier, que la prise en compte de l’incertitude sur le
canal de manière robuste permet de se rapprocher d’un optimum de Pareto donné par
une allocation de puissance de type FDMA dans le cas de fortes interférences. L’avan-
tage de ce qui est proposé ici réside dans le fait que l’algorithme d’apprentissage de la
solution robuste reste complètement décentralisé et ne nécessite qu’une connaissance
1. Il est attendu que celle-ci s’applique sans modification et avec les mêmes bénéfices dans les
canaux grands fonds.
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locale de l’environnement de la part des joueurs, au contraire des algorithmes connus
[Hayashi and Luo, 2009; Zhao and Pottie, 2013] calculant les allocations FDMA opti-
males dans le canal d’interférence.
Plusieurs extensions de ce travail pourraient être envisagées. En premier lieu, les
solutions basées sur l’équilibre de Nash peuvent présenter le défaut d’être inéquitables,
selon les conditions initiales des jeux étudiés. Il a été vu à la section 3.4.4 que, au regard
des conditions initiales du jeu, le partage de spectre peut conduire à des bons résultats
pour certains joueurs mais pas pour d’autres. En dépit des justifications théoriques
de l’équilibre de Nash, cette iniquité peut présenter un caractère gênant dans des cas
pratiques où, par exemple, des contraintes de qualité de service doivent être impérati-
vement satisfaites. Enfin, bien que, pour des raisons de simplification, la présentation
de ce travail ait été faite pour des systèmes utilisant la même modulation paramétrée
de la même manière, cela n’est pas une hypothèse restrictive. En effet, on peut tout
à fait étendre l’utilisation des outils de la théorie des jeux à un problème plus général
de partage de ressource, faisant intervenir des joueurs dont les fonctions d’utilité et
les espaces d’actions sont différents. Les difficultés proviennent alors, d’une part, du
calcul (analytique ou numérique) des meilleures réponses de chaque joueur, mais aussi
des conditions sous lesquelles un équilibre existe et si un algorithme convergent peut
le calculer.
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Chapitre 4
Partage décentralisé du canal sous
contraintes de qualité de service
L’efficacité énergétique et la garantie d’un débit minimum d’informations trans-
mises à un taux d’erreurs arbitrairement bas sont des contraintes d’importance capitale
dans un grand nombre d’applications du monde marin utilisant les communications
ASM. Les drones sous-marins autonomes, les réseaux de capteurs, et, d’une manière
générale, les systèmes embarqués fonctionnant sur batterie sont des exemples de telles
applications, où les efficacités spectrale et énergétique sont importantes. Dès lors, es-
sayer d’établir des communications où l’interférence mutuelle entre sources acoustiques
est potentiellement forte peut résulter à la fois en un gaspillage d’énergie et des com-
munications non fiables. Dans le jeu de partage de spectre du chapitre précédent, la
solution basée sur l’équilibre de Nash présente l’inconvénient d’être sous-optimale, du
point de vue de l’ensemble des systèmes de communication impliqués, mais aussi d’être
inéquitable en terme d’utilité atteignable selon les conditions initiales du jeu. De plus,
sans connaissance a priori de la sévérité des canaux de transmission, il est difficile de
savoir à l’avance si l’un ou l’autre des joueurs du jeu va atteindre un niveau minimal
garanti d’utilité.
Ce chapitre propose donc de traiter le problème de partage du canal sous
contrainte de qualité de service (QoS). Cette contrainte sera mesurée par des métriques
liées au débit d’information théorique ou au rapport signal à interférence plus bruit
(RSIB) moyen, et on mettra l’accent sur la minimisation de l’énergie consommée par
les émetteurs lors de la mise en place de leurs stratégies d’utilisation des ressources.
Le cadre théorique choisit reste celui des jeux non-coopératifs, dont les joueurs sont
des systèmes de communications ASM. On s’intéresse aux solutions de partage de res-
sources décentralisées et adaptatives, en vertu des mêmes raisons que celles invoquées
au chapitre précédent. De plus, et du fait de l’absence de coopération et de moyen de
communication entre joueurs, les décisions prises par ces derniers sur leurs stratégies
d’utilisation des ressources sont prises localement et à partir uniquement d’informations
locales sur l’environnement, canal et environnement multi-utilisateur confondus.
Des problèmes similaires ont été traités par plusieurs travaux en technologie
des communications en général, et en communications terrestres et radio-fréquences
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en particulier. On peut citer les travaux de [Pang et al., 2008], qui formulent un jeu
de partage de spectre sous contrainte de débit, et desquels nous allons nous inspirer
dans la première section de ce chapitre pour développer le travail du chapitre précé-
dent. Cependant, la contrainte de débit d’information étant exprimée en fonction des
stratégies d’allocation de puissance des sources d’interférences, on verra apparaître une
inter-dépendance des espaces de stratégies des joueurs, alors non convexes, de sorte
que le théorème de Debreu 2.1.2 garantissant l’existence d’un équilibre de Nash ne
s’applique plus.
Selon les gains des canaux des différents joueurs et les débit imposés, le problème
de partage de spectre sous contrainte de débit peut ainsi ne pas posséder de solution.
Les jeux de satisfaction offrent un autre moyen d’intégrer des contraintes fonctions des
stratégies des joueurs dans un jeu. Proposé originellement par [Ross and Chaib-draa,
2006] comme moyen d’introduire une forme de coopération, le concept de l’équilibre de
satisfaction a rencontré par la suite un certain succès en théorie des communications,
notamment grâce aux travaux de [Goonewardena et al., 2017; Mériaux et al., 2012;
Perlaza et al., 2012] où il est utilisé à des fins de partage de ressource sous contraintes
de QoS dans les réseaux. Dans sa version originale, utilisée par [Mériaux et al., 2012;
Perlaza et al., 2012], l’équilibre de satisfaction requiert que tous les joueurs du jeu soient
satisfaits. En d’autres termes, cela revient à ce que toutes les contraintes de QoS soient
vérifiées, et on se trouve alors face aux mêmes difficultés que dans le jeu de partage
de spectre sous contraintes de [Pang et al., 2008]. L’équilibre de satisfaction généralisé
de [Goonewardena et al., 2017], en revanche, n’est pas aussi restrictif et admet qu’à
l’équilibre certains joueurs puissent ne pas pouvoir satisfaire leurs contraintes. Nous
nous inspirerons de ce concept de solution dans la deuxième section de ce chapitre, où
seront également proposés des algorithmes d’apprentissage permettant aux systèmes de
communications ASM de jouer ces équilibres avec une connaissance de l’environnement
réduite à un signal de 1 bit fourni par les récepteurs à leurs émetteurs respectifs.
4.1 Allocation de puissance sous contrainte d’utilité
4.1.1 Formulation du problème
On se place dans un cadre similaire à celui du chapitre 3, section 3.1.1. Un
ensemble I = {1, · · · , I} de I paires fixées d’émetteur et de récepteur (TX-RX), com-
muniquant en modulation OFDM dans le canal ASM, se partagent un spectre d’une
bande B divisée en N sous porteuses. L’interférence mutuelle est traitée comme du
bruit colorée de distribution inconnue. On note Xi,n le symbole aléatoire transmis par
l’émetteur i ∈ I sur la sous porteuse n, les symboles de chaque sous porteuse sont
i.i.d et indépendants des symboles Xj,n′, ∀j ∈ I et ∀n′ ∈ {1, · · · , N}. Pour tout i, le
symbole Xi,n est transmis à la puissance pi,n = E [|Xi,n|2] allouée à la sous-porteuse n.
Le symbole reçu au récepteur i est donné, ∀n, par
Yi,n = Hii,nXi,n +
∑
j 6=i
Hji,nXj,n +Wi,n (4.1)
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où Wi,n ∼ CN (0, σ2i,n,), Hji,n sont les coefficients du canal aléatoire à la sous porteuse
n entre le récepteur i et l’émetteur j dont les distributions sont inconnues, et seules
les statistiques des Hii,n sont connues du récepteur i. Les hypothèses concernant la
connaissance de l’environnement et des canaux qu’ont les émetteurs et les récepteurs
restent inchangées par rapport au chapitre précédent (voir les points 1 à 5 de la section
3.1.1).
Le but de chaque paire TX-RX, considérée comme joueur du jeu de partage
de spectre, est de minimiser la puissance allouée aux sous-porteuses sous contrainte
de QoS. On note pi = [pi,1, · · · , pi,N ]T ∈ RN+ le vecteur d’allocation de puissance du
joueur i, p−i =
[
pT1 , · · · ,pTi−1,pTi+1, · · · ,pTM
]T
les allocations des autres joueurs, et
p =
[
pT1 , · · · ,pTM
]T
le profil de stratégies. Le jeu de partage de spectre sous contrainte
de QoS peut s’écrire sous la forme de l’ensemble de problèmes d’optimisation suivants
p⋆i = argmin
pi
N
∑
n=1
pi,n ∀i ∈ I
sous la contrainte
{
ui(pi,p−i) ≥ Rmini
pi,n ≥ 0, ∀n ∈ {1, · · · , N}
(4.2)
où ui(pi,p−i) ≥ Rmini est la contrainte de débit d’information. Cette contrainte peut
s’exprimer à travers la capacité ergodique
Ri(pi,p−i) = α
N
∑
n=1
E
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i |Hji,n|2pj,n
)]
(4.3)
≥ ui(pi,p−i) (4.4)
où ui(pi,p−i) est donnée par l’équation (3.9), l’inégalité ci-dessus étant prouvée selon
les mêmes arguments qu’à la section 3.1.3. Ainsi, si la contrainte de QoS est vérifiée avec
la fonction ui(pi,p−i) alors on garanti bien un débit d’information théorique supérieur
Rmini . Comme au chapitre précédent, cette contrainte d’utilité peut être évaluée aux
seuls moyens des statistiques du canal entre le récepteur i et son émetteur et à la
densité spectrale de puissance (DSP) de l’interférence agrégée au bruit.
Le jeu peut alors s’exprimer par
G ∆=
(
I,P1(p−1)× · · · × P−I(p−I), P tot
)
, (4.5)
où P tot = (P toti )i∈I sont les fonctions objectifs que les joueurs ont à minimiser, avec
P toti = 1
T
Npi, et les ensembles de stratégies sont donnés par
Pi(p−i) =
{
pi ∈ RN+
∣
∣
∣
∣
ui(pi,p−i) ≥ Rmini
}
. (4.6)
4.1.2 Équilibre de Nash et water-filling itératif
Comme au chapitre précédent, on propose de résoudre ce jeu grâce à l’équilibre
de Nash. Ici, cet équilibre correspond à un profil de stratégies p⋆ =
[
p⋆ T1 , · · · ,p⋆ TI
]T
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telles qu’aucun joueur i ne peut choisir une autre stratégie d’allocation pi 6= p⋆i qui
satisfasse sa contrainte de QoS sans que, pour ce faire, plus de puissance ne soit utilisée.
Mathématiquement, on peut alors le définir ainsi :
Définition 4.1.1. Un équilibre de Nash du jeu G défini à l’équation (4.5) est un profil
de stratégies p⋆ =
[
p⋆ T1 , · · · ,p⋆ TI
]T
, où ∀i ∈ I p⋆i ∈ Pi(p⋆−i), et tel que ∀i ∈ I et
∀pi ∈ Pi(p⋆−i) on ait
N
∑
n=1
p⋆i,n ≤
N
∑
n=1
pi,n. (4.7)
La meilleure réponse d’un joueur i à un profil de stratégies adverse p−i fixé
est l’unique solution du problème (4.2), qui peut être exprimée analytiquement par la
résolution du système d’équation de Karush-Kuhn-Tucker. Cela amène à une solution
de water-filling, s’exprimant ∀i et ∀n = 1, · · · , N par
p⋆i,n =
[
λi −
1
γi,n(p−i)
]+
, (4.8)
où λi est le multiplicateur de Lagrange associé à la contrainte de QoS et choisit de
manière à la saturer et γi,n(p−i) est défini à l’équation (3.10).
En notant
WFi
[
p−i
]
∆
=
(
[
λi −
1
γi,n(p−i)
]+
)N
n=1
(4.9)
et
WF [p] =
(
WFi
[
p−i
])
i∈I
, (4.10)
l’équilibre de Nash du jeu (4.5) se défini alors comme le point fixe des meilleures
réponses des joueurs les uns aux autres, c’est à dire que p⋆ = WF [p⋆]. De la même
façon qu’au chapitre 3, cet équilibre peut être appris itérativement par la récursion
pi(t+ 1) = WFi
[
p−i(t)
]
mise en œuvre de manière distribuée et où, pour tout joueur
i, la stratégie adverse p−i est indirectement perçue à travers la DSP de l’interférence
et du bruit.
Comme il l’a été mentionné précédemment, il se peut qu’aucune solution n’existe
au problème (4.2). De plus, rien ne garanti que cette solution soit unique ni qu’un al-
gorithme distribué converge vers un équilibre de Nash. Des conditions suffisantes pour
ces trois propriétés (existence, unicité et convergence) ont été néanmoins données par
[Pang et al., 2008]. Ces conditions, de manière analogue à celles de la section 3.2.3
dans le jeu de partage de spectre sous contrainte de puissance, possèdent une interpré-
tation physique faisant intervenir l’interférence : il se trouve qu’à mesure que l’inter-
férence augmente, avoir un ensemble non-vide (et à puissance bornée) d’équilibres de
Nash nécessite de réduire les contraintes de débit des joueurs. Il en va de même pour
les conditions de convergence de l’algorithme de water-filling itératif et l’unicité de
l’équilibre, qui requièrent d’avoir assez peu d’interférences. Les problèmes de recherche
d’équilibres de Nash tels que celui présenté ici, où les espaces de stratégies des joueurs
sont interdépendants, forment la classe des problèmes d’équilibres de Nash généralisés
[Facchinei and Kanzow, 2007]. En général, ces problèmes sont difficiles à résoudre et,
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à moins de poser certaines hypothèses telles que la convexité locale de l’ensemble des
profils de stratégies, l’existence d’une solution d’équilibre de Nash n’est pas garantie.
Cette difficulté sera contournée grâce aux équilibres de satisfaction à la section 4.2
On donne, dans le paragraphe suivant, quelques résultats du jeu de partage de
spectre sous contrainte de QoS obtenus sur des canaux synthétiques.
4.1.3 Résultats sur des canaux synthétiques
Le jeu de partage de spectre sous contrainte de QoS est illustré au travers d’un
scénario particulier. On se base sur des canaux synthétiques issus du simulateur déjà
utilisé au chapitre 3 et les paramètres des modulations OFDM et du simulateur sont
les mêmes qu’auparavant. Un jeu à trois joueurs est simulé. Leur contrainte de QoS est
fixée à Rmini = 1 bits/s/Hz (on rappelle que ui est homogène à une efficacité spectrale).
Les distances entre les récepteurs et leurs émetteurs correspondant sont fixées à dii = 1
km, tandis que les émetteurs interférents sont à dji = 1.5 km. Les profondeurs des
terminaux ont été tirées aléatoirement dans une colonne d’eau de 20 m. Le contexte
est celui d’une interférence relativement forte. On notera que dans ce cas, l’existence
et l’unicité d’un équilibre, de même que la convergence de l’algorithme de water-filling
itératif, ne sont pas garanties par les conditions suffisantes données par [Pang et al.,
2008]. Les canaux utilisés sont illustrés à la figure 4.1.
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Figure 4.1 – Réponses fréquentielles variant dans le temps du simulateur de [Socheleau et al.,
2010b]. Les profondeurs, tirées aléatoirement, sont pour les émetteurs de 1 à 3 de 5, 20 et 11
m respectivement. Pour les récepteurs 1 à 3, celles-ci sont de 9, 16 et 13 m respectivement.
dii = 1 km, dji = 1.5 km, j 6= i.
La puissance des émetteurs est fixée à P INITi = 160 dB ref. µPa uniformément
sur la bande de transmission à l’état initial du jeu, et l’algorithme de water-filling
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Figure 4.2 – (a) Puissance moyenne de transmission en fonctions des itérations. (b)
Contrainte de QoS des joueurs. (c) Répartition des joueurs sur le spectre. dii = 1 km, dji = 1.5
km pour j 6= i.
2, dans sa version séquentielle et sur la base de l’opérateur de l’équation (4.9), est
utilisé pour le calcul des équilibres de Nash. La période de mise à jour est fixée à
Tobs = 30 secondes. Les résultats sont évalués en termes de puissance émise et de la
contrainte de QoS des joueurs au fil des itérations, illustrées aux figures 4.2-(a) et 4.2-(b)
respectivement. La figure 4.2-(c) illustre les allocations de puissance à l’équilibre. Après
15 itérations, soit environ 2.5 minutes, les joueurs sont proches de l’état d’équilibre. Les
bénéfices du partage de spectre comparés à l’allocation uniforme à puissance P INITi ,
en ligne pointillée, sont clairement visibles à la figure 4.2-(b). La contrainte de QoS
peut en effet être atteinte avec 5 dB de puissance transmis en moins. Enfin, on pourra
analyser la figure 4.2-(c) selon les mêmes procédés qu’au chapitre 3 pour faire ressortir
la cohérence des allocations de puissance des trois joueurs avec les canaux de la figure
4.1.
Dans un deuxième scénario, on diminue la distance entre les récepteurs et les
émetteurs interférents. Les distances dji pour j 6= i sont fixées à 500 m, si bien qu’à l’al-
location uniforme de l’état initial, chaque récepteur perçoit approximativement deux
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Figure 4.3 – (a) Puissance moyenne de transmission en fonctions des itérations. (b)
Contrainte de QoS des joueurs. (c) Répartition des joueurs sur le spectre. dii = 1 km, dji = 0.5
km pour j 6= i.
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fois plus d’interférence que de signal utile 1. Les figures 4.3 illustrent les résultats. Les
joueurs sont en équilibre après 25 itérations, au cours desquelles la QoS a considéra-
blement été augmentée en comparaison de l’allocation initiale, et ce pour environ 7 à
9 dB de puissance transmise en moins. Ceci s’explique par le niveau élevé d’interfé-
rence qui amène les joueurs à opter pour un partage de spectre orthogonal en fréquence
(FDMA). On peut voir, à partir de la figure 4.3-(a), que les émetteurs doivent augmen-
ter considérablement la puissance transmise durant la phase de convergence. Chaque
joueur, l’un après l’autre, augmente sa puissance transmise pour pouvoir satisfaire sa
contrainte. Ils agissent de cette manière itération après itération jusqu’à ce que chaque
joueur ait réussi à repousser les autres des sous-porteuses qu’il compte utiliser, at-
teignant ainsi l’allocation FDMA. À partir de cette étape, les itérations suivantes de
l’algorithme conduisent alors les émetteurs à réduire la puissance de transmission étant
donnée l’absence (dans ce scénario) d’interférence mutuelle. Cependant, l’augmentation
de puissance transmise nécessaire pendant la phase de convergence peut devenir rapi-
dement prohibitive pour la vaste majorité des systèmes de communications acoustiques
sous-marines.
4.2 Approche par les jeux de satisfaction
La modélisation du problème de partage de canal sous contrainte de QoS par
un jeu sous forme stratégique en vue de le résoudre par l’équilibre de Nash présente
le problème majeur de l’existence non garantie d’une solution satisfaisant toutes les
contraintes. De plus, et comme au chapitre 3, le calcul des meilleures réponses nécessite
que les joueurs disposent de la connaissance des statistiques de leur canal. Celles-ci sont,
en pratique, fournies à l’émetteur par un lien de retour depuis son récepteur, à travers
lequel transitent plusieurs dizaines ou centaines de bits, selon l’encodage des statistiques
du canal. Par exemple, dans les jeux précédents, si on suppose que les statistiques du
canal sur chaque sous-porteuses sont encodées sur 16 bits, le lien de retour doit être
capable de transmettre 4096 bits à l’émetteur. Habituellement, on préfère mettre en
place des liens de retour bas débit, pour assurer plus de robustesse, ce qui pose alors
la question du délai nécessaire pour transmettre toutes ces données.
4.2.1 Formulation du problème
Le problème de partage du canal ASM sous contrainte de QoS est présenté à
travers le prisme des jeux de satisfaction, qui offrent des outils pour contourner les
difficultés évoquées ci-dessus. Des jeux faisant intervenir des communications OFDM
et à étalement de spectre par séquence directe (DSSS) sont étudiés. En plus de la
flexibité qu’elle offre pour l’allocation de puissance sur des sous-bandes fréquentielles,
la modulation OFDM est utilisée habituellement pour les communications haut-débit
[Zhou and Wang, 2014]. L’étalement de spectre DSSS offre quant à lui des gains d’éta-
lement profitables à la robustesse des communications [Stojanovic et al., 1998]. Deux
1. En situation réelle, l’estimation du canal nécessaire à l’opérateur de water-filling peut être
compromise par l’interférence.
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types de lien de retour sont considérés pour l’étude de ces jeux : dans un premier temps,
on suppose que le récepteur fourni l’état statistique du canal à l’émetteur, comme au
chapitre précédent (on définira plus loin la forme prise par cette quantité dans le jeu
DSSS). Puis, dans un second temps, ce retour est réduit à un signal binaire indiquant
à l’émetteur l’état de satisfaction de la contrainte de QoS pour la stratégie utilisée.
Dans la suite, on notera I = {1, · · · , I} l’ensemble des joueurs constitué par les liens
de communication, OFDM ou DSSS selon le jeu traité. Ces joueurs communiquent en
même temps sur la même bande de fréquence B, et sont dotés de leurs ensembles pri-
vés de stratégies Ai et de leurs fonctions d’utilité ui, i ∈ I, modélisant respectivement
leurs paramètres de transmission et leur performance. Selon le type de modulation uti-
lisé, les stratégies dans Ai correspondent à des puissances d’émissions et/ou des gains
d’étalement, ces derniers correspondants à la taille de la séquence d’étalement. Chaque
joueur est contraint de satisfaire une certaine qualité de service, modélisée par un seuil
fixé sur son utilité i.e., ui(ai, a−i) ≥ Γi où a−i ∈ A−i sont les stratégies des adversaires
de i et ai ∈ Ai est la stratégie du joueur i.
On peut formuler le jeu de satisfaction correspondant au scénario ci-dessus par
le tuple
G =
(
I,A, (ui)i∈I , (ϕi)i∈I
)
. (4.11)
Des correspondances de satisfaction de la forme
ϕi(a−i) = {ai ∈ Ai : ui(ai, a−i) ≥ Γi} ∀a−i ∈ A−i (4.12)
sont considérées afin d’expliciter les contraintes de QoS. Ces correspondances donnent,
pour chaque joueur, les stratégies de transmission qui satisfont la QoS requise face au
profil de stratégies des autres joueurs. Le but des joueurs est d’apprendre, de manière
décentralisée, un équilibre de satisfaction tel que défini au chapitre 2 par la définition
2.2.2. On conservera autant que possible les notations du paragraphe 2.2.1 du chapitre
2. Selon le type de modulation utilisée, les joueurs auront des espaces d’actions et des
fonctions d’utilité différentes. Dans le cadre des modulations OFDM, la satisfaction
sera évaluée en termes de débit théorique d’information pour une certaine allocation
de puissances sur les sous porteuses, tandis que la satisfaction d’un système DSSS
sera mesurée par son RSIB en réception, en fonction de la puissance émise et du gain
d’étalement.
4.2.2 Algorithme d’apprentissage aveugle
Les équilibres de satisfaction du jeu (4.11) peuvent être appris au moyen de
l’algorithme 1 exposé au paragraphe 2.2.2 du chapitre 2. Néanmoins, cela suppose que
les émetteurs soient capables de déterminer toutes les actions satisfaisantes renvoyées
par la correspondance ϕi(a−i) pour le profil de stratégies a−i de leurs adversaires.
Pour ce faire, une certaine connaissance de l’état du canal et des interférences est
requise, et qui, comme mentionné au début de cette section, nécessite de transmettre
plusieurs dizaines ou centaines de bits à travers le lien de retour depuis le récepteur.
Dans un contexte de communications ASM, il est crucial de réduire l’activité du lien
de retour afin de ne pas surcharger les bandes passantes disponibles déjà limitées. Une
approche pragmatique consiste à ne transmettre qu’un signal binaire sur le lien de
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retour, indiquant à l’émetteur s’il doit adopter une nouvelle stratégie de transmission
ou non.
Un algorithme d’apprentissage aveugle des équilibres de satisfaction est donc
proposé afin de permettre aux liens de communication ASM de se passer de l’obser-
vation de a−i et de la connaissance des stratégies satisfaisantes de l’ensemble ϕi(a−i).
Posons a(t) ∈ A le profil de stratégies joué au temps t ∈ T , décomposable sous la
forme a(t) = (ai(t), a−i(t)) pour un i ∈ I donné. Les joueurs du jeu de satisfaction ne
sont donc pas capables d’évaluer à quel ensemble parmi IS(a(t)), IN (a(t)) ou IU(a(t)) 2
ils appartiennent. Néanmoins, on remarque qu’un joueur insatisfait i ∈ I n’a de dé-
viation profitable que si ϕi(a−i(t)) est non-vide. En d’autres termes, et comme pour
l’algorithme 1, seuls les joueurs appartenant à IN (a(t)) joueront une nouvelle stratégie
dans les itérations du processus d’apprentissage ultérieures à t. En vertu des hypo-
thèses du paragraphe précédent sur les fonctions d’utilité et les espaces de stratégies,
il suffit, pour un a−i(t) donné, de tester si la condition ui(ai, a−i(t)) ≥ Γi (avec ai le
plus grand élément de Ai) est vérifiée pour savoir si ϕi(a−i(t)) est vide ou non. Ainsi,
lorsque le joueur i n’est pas satisfait, son récepteur peut évaluer s’il existe une stratégie
satisfaisante pour les prochaines itérations en testant si la stratégie la plus coûteuse
est elle même satisfaisante, et transmettre le signal de retour codé sur 1 bit dont l’état
correspond au cas échéant. Le signal de retour du joueur i ∈ I sera noté Si dans la
suite et prend ses valeurs dans {0, 1}, où Si = 0 correspond au cas où l’émetteur doit
changer de stratégie - c’est à dire i ∈ IN(a(t)) - tandis que Si = 1 signifie qu’il n’y
a pas de déviation profitable - i ∈ IU (a(t)) ou i ∈ IS(a(t)). Soit Yi(t) l’ensemble des
stratégies strictement plus coûteuses que la stratégie ai(t) jouée au temps t ∈ setT
par le joueur i,
Yi(t) = {yi ∈ Ai : ai(t) ≺ yi  ai} . (4.13)
Puisque l’émetteur ne connaît pas ce que contient l’ensemble ϕi(a−i(t)), s’il reçoit le
signal Si = 0, il choisit aléatoirement une stratégie dans Yi(t). On notera
Φ
(i)
t : Ω → Yi(t) (4.14)
la variable aléatoire modélisant ce choix. Dans le cas contraire, l’émetteur reçoit Si = 1
de son récepteur et conserve donc la même stratégie. L’algorithme 3 met cette procé-
dure en forme, où on note T = {0, 1, 2, · · · } des indices dans un ensemble de temps
représentés par une séquence croissante de nombres réels, espacés d’un pas quelconque,
et Ti ⊆ T l’ensemble des temps où le joueur i peut jouer une nouvelle stratégie
La proposition 4.2.1 établit une condition suffisante de convergence pour les
algorithmes 1 et 3, pour autant que toutes les hypothèses du paragraphe 2.2.1
soient respectées. Cette proposition et sa preuve sont similaires à celles données dans
[Goonewardena et al., 2017, Section III.A et III.B], mais sont complétées ici pour l’al-
gorithme aveugle. Quelques définition préliminaires doivent être introduites. Soit la
relation <A définie sur l’ensemble A des profils de stratégies par
∀ a, a′ ∈ A2, a <A a′ ⇔ ∀ i ai  a′i, ∃ j aj ≺ a′j . (4.16)
2. On rappelle que ces ensembles partitionnent l’ensemble des joueurs pour la stratégie a(t)
et qu’ils correspondent respectivement aux joueurs satisfaits de leur stratégie actuelle, aux joueurs
insatisfaits mais pour lesquels il existe une déviation unilatérale profitable, et aux joueurs insatisfaits
n’ayant aucune stratégie satisfaisante si les autres joueurs ne changent pas de stratégie. Le lecteur est
invité à se reporter aux équations (2.29), (2.30) et (2.31) du paragraphe 2.2.1 du chapitre 2 pour les
définitions de ces ensembles.
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Algorithme 3 Dynamique de réponses de satisfaction aveugles
1: t = 0
2: a(t) = (a1, · · · , aI)
3: tant que IN(a(t)) 6= ∅ faire ∀ i ∈ I
4: si t ∈ Ti alors
5:
ai(t+ 1) =
{
Φ
(i)
t (ω) si Si = 0
ai(t) si Si = 1
(4.15)
6: fin si
7: t = t + 1
8: fin tant que
La fonction φi : A−i → Ai préserve l’ordre si, étant donnés a−i, a′−i ∈ A2−i tels que
a−i <A−i a
′
−i, la relation suivante se vérifie :
φi(a−i)  φi(a′−i). (4.17)
Proposition 4.2.1. Si dans le jeu (4.11) et ∀ i ∈ I les conditions suivantes sont
vérifiées :
1. ∀ t ≥ 0, ∃ t′ > t such that t′ ∈ Ti,
2. ∀a−i ∈ A−i, ϕi(a−i) = {ai ∈ Ai : φi(a−i) ≤ ai} ,
où φi : A−i → Ai préserve l’ordre,
3. ∀ ai ∈ Ai, ∃ ai ∈ Ai such that ai  ai,
alors les algorithmes 1 et 3 convergent vers un équilibre de satisfaction en stratégies
pures.
Démonstration. Tout d’abord il doit être noté que la condition 1) signifie simplement
que tout joueur aura, à un moment ou à un autre, une opportunité de jouer une
stratégie. Ceci n’est pas une hypothèse restrictive, mais est nécessaire dans la suite de
la preuve.
Soit t = 0, alors a(0) = (ai)i∈I . Si IN(a(0)) = ∅ alors a(0) est un équilibre et
la procédure se termine. Dans le cas contraire, une déviation profitable de la part d’au
moins un des joueurs existe. Soit t ≥ 0 et a(t) ∈ A. Si IN(a(t)) 6= ∅ alors ∃ i ∈ I tel
que ϕi(a−i(t)) 6= ∅ et ai(t) /∈ ϕi(a−i(t)), ce qui revient à dire que ai(t) < φi(a−i(t)).
Soit Yi(t) l’ensemble de stratégies définit par l’équation (4.13). En vertu de l’hypothèse
2) de la proposition, on a ϕi(a−i(t)) ∈ P(Yi(t)).
Lorsque IN (a(t)) 6= ∅, au moins un joueur i ∈ IN (a(t)) devra jouer une réponse
de satisfaction telle que ϕi(a−i(t)) ∈ P(Yi(t)). De l’hypothèse 1), on déduit que ∀ t ≥ 0,
∃ t′ > t tel que a(t) <A a(t′) ≤A a. (4.18)
Ainsi, a(t) augmente relativement à la relation d’ordre <A. De part l’hypothèse 3), a(t)
ne peut excéder a, qui est un équilibre de Nash du jeu sous forme normale GNE et aussi
un équilibre de satisfaction (voir le paragraphe 2.2.1). Par conséquence, les algorithmes
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1 et 3 convergent bien vers un équilibre qui est soit a soit n’importe quel autre a∗ ≤A a
such that IN(a(t)) = ∅.
Les algorithmes 1 et 3 ont un nombre maximum d’itérations en
O (I ×maxi∈I |Ai|) [Goonewardena et al., 2017] avant convergence. Le cas où le
nombre d’itérations est exactement I×maxi∈I |Ai| apparaît lorsque que tous les joueurs
sont initialement dans IN , jouent systématiquement la stratégie la moins coûteuse et se
trouvent une nouvelle fois dans IN à l’itération suivante où ils doivent jouer. Concer-
nant la complexité d’intégration dans un système réel, on s’attend à ce qu’elle soit
négligeable au regard des quelques instructions simples nécessaires à la mise en œuvre
algorithmes.
4.2.3 Modèle des transmissions
Des transmissions par blocs sont considérées en ce qu’elles généralisent les sché-
mas de modulation OFDM et DSSS. Soit xi ∈ CNi un bloc de Ni symboles i.i.d. et
de moyenne nulle transmis par l’émetteur i à son récepteur. Selon le type de systèmes,
la taille du bloc de Ni symboles transmis correspond à la taille de la séquence d’étale-
ment ou au nombre de sous-porteuses. Pour tout i et quel que soit j 6= i, les symboles
xj ∈ CNj sont indépendants de xi. Chaque émetteur est sujet à une contrainte de
puissance moyenne de transmission, de telle sorte que
Pmini ≤ Pi ≤ Pmaxi (4.19)
où Pi = ‖Ci(ai)‖F = Tr
[
E
[
xix
H
i
]]
. Du point de vue d’un joueur i particulier, la
matrice de covariance des symboles, notée C i(ai), est une fonction de la stratégie
ai ∈ Ai choisie par ce joueur au sens où la sélection d’une stratégie particulière influence
certaines propriétés de cette matrice telles que sa taille, à travers la sélection d’une
séquence d’étalement, ou sa norme, à travers le choix de la puissance d’émission.
En toute généralité, un bloc de symboles reçus par le récepteur i peut s’exprimer
par
yi = H iixi +
∑
j 6=i
Hjixj +wi (4.20)
= H iixi + zi(x−i), (4.21)
où wi ∼ CN (0, σ2i INi) est un bruit gaussien circulaire, symétrique et indépendant des
xj , ∀j 6= i. Les matrices Hji ∈ MNj×Ni(C) représentent les canaux de communication
entre le récepteur i et l’émetteur i, et dont les coefficients sont aléatoires et varient
dans le temps. Le récepteur i n’a qu’une connaissance statistique de son canal direct
H ii, considéré stationnaire au sens large sur une durée de L symboles, et de son terme
d’interférence plus bruit zi(x−i). Rien n’est connu concernant Hji ou xj dès lors que
j 6= i. On considère que L est assez grand de sorte que les moyennes empiriques
convergent vers les espérances.
Les fonctions d’utilité (ui)i∈I , déterminant le processus d’adaptation des straté-
gies de chaque joueur, doivent être choisies de sorte qu’elle ne fassent pas intervenir plus
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de connaissance de la part des joueurs que la connaissance statistique disponible sur
leurs canaux et l’interférence perçue. Afin de permettre l’adaptation des paramètres de
transmission de l’émetteur i, le récepteur i revoie sa connaissance de l’environnement
par lien de retour, de la même manière qu’au chapitre précédent. Cette connaissance
peut s’exprimer à travers un état statistique du canal, tel que celui donné par exemple
à l’équation (3.10), ou par un signal binaire indiquant si l’émetteur doit changer de
stratégies ou non. Dans ce dernier cas, l’état de ce signal est choisi par le récepteur
en fonction des statistiques du canal et l’interférence. L’adaptation des stratégies est
organisée de la même façon qu’au chapitre précédent : les émetteurs sont supposés
s’adapter périodiquement, sans être synchronisés, et sur la base des informations four-
nies par leur récepteur respectif. En pratique, la période mise à jour de la stratégie
de chaque émetteur correspond aussi au temps dont dispose le récepteur pour estimer
les statistiques du canal et de l’interférence, avant de transmettre un signal sur le lien
de retour. Selon le cas de figure et la perspective d’un joueur i ∈ I particulier, la
procédure est la suivante :
— Algorithme 1 : Au temps ti ∈ Ti, le récepteur i renvoie les statistiques du canal
H ii et du terme d’interférence zi(x−i) à l’émetteur à travers le lien de retour.
L’émetteur est alors capable d’évaluer sa fonction d’utilité ui(ai, a−i) pour n’im-
porte laquelle de ses stratégies ai étant donnée l’interférence, dépendante de a−i
(à travers la covariance des symboles transmis). Il en déduit, si elles existent, les
stratégies satisfaisantes de ϕi(a−i), pour lesquelles ui(ai, a−i) ≥ Γi, et choisit la
moins coûteuse pour la période suivante - dont la fin est marquée par le plus petit
t′i ∈ Ti tel que t′i > ti.
— Algorithme 3 : Au temps ti ∈ Ti, le récepteur vérifie, sur la base de sa propre
connaissance des statistiques de H ii et zi(x−i) , si la contrainte ui(ai, a−i) ≥ Γi
est satisfaite et si ϕi(a−i) est non-vide (tel que dans les descriptions du paragraphe
4.2.2). Il peut ainsi déterminer à quel ensemble, parmi IU(a), IS(a) ou IN (a),
le joueur qu’il forme avec son émetteur appartient. Si i appartient à IN (a), le
récepteur envoie Si = 0 à l’émetteur pour lui indiquer l’existence d’une déviation
stratégique profitable. N’ayant pas la connaissance de ϕi(a−i), ce dernier choisit
aléatoirement une stratégie parmi celles qui sont plus coûteuses que ai dans son
espace de stratégies. Sinon, le joueur appartient soit à IU(a) soit à IS(a), auquel
cas le récepteur envoie le signal Si = 1 pour indiquer que la stratégie actuelle
doit être conservée.
L’impact du degré de connaissance disponible à l’émetteur sera évalué par simu-
lation au paragraphe 4.2.6 Le jeu de satisfaction est détaillé pour l’OFDM et le DSSS
dans les deux paragraphes suivants.
4.2.4 Étude de cas : Communications DSSS
En modulation DSSS, les vecteurs xi de l’équation (4.20) peuvent être écrits
comme xi = Si × ui où ui ∈ CNi est une séquence pseudo-aléatoire d’étalement de Ni
symboles telle que ∀n ∈ Z,
Ruu[n] =
N
∑
k=1
ui,ku
∗
i,n−k ≈ Niδn, (4.22)
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et uHi ui = Ni. Le symbole DSSS Si ∈ C est choisit aléatoirement dans un alphabet
dont les éléments sont équiprobables. Ainsi, Tr [Ci] = Tr
[
E
[
xix
H
i
]]
= NiPi, où Pi =
E [|Si|2]. Le temps symbole est donné par Ti = Ni × Tc avec Tc ≈ 1/B la durée d’un
symbole ui,n de la séquence d’étalement, que l’on appellera "chip". La durée de la
séquence ui est supposée plus grande que l’étalement temporel du canal, considérée
limitée à K chips, K < Ni, ∀i ∈ I. Les réalisations de la matrice de canal H ii
prennent la forme suivante :
H ii =










h
(0,0)
ii
h
(1,1)
ii h
(0,1)
ii 0... . . .
h
(K−1,K−1)
ii
. . .
0 h
(K−1,Ni−1)
ii · · · h(0,Ni−1)ii










. (4.23)
Chaque coefficient h(k,n)ii est une réalisation au temps chip n d’une variable aléatoire
modélisant le gain du kème trajet du canal, et dont la distribution de probabilité est
inconnue de i. Chaque récepteur i ∈ I est supposé capable d’estimer les coefficients de
H ii à chaque fois qu’il reçoit un nouveau bloc de Ni chips, afin de pouvoir en déduire
les statistique du canal.
Chacun des joueurs se voit attribuer un ensemble dénombrable de mi paramètres
prenant la forme de couples puissance - gain d’étalement notés (Pi, Ni) où Ni est le gain
d’étalement, donné selon la taille de la séquence pseudo-aléatoire du joueur i considéré,
et Pi est la puissance de transmission. Cet ensemble de paramètres peut être noté
Pi =
{(
P
(1)
i , N
(1)
i
)
, · · · ,
(
P
(mi)
i , N
(mi)
i
)}
. (4.24)
Les stratégies des joueurs DSSS correspondent alors à la sélection d’un de ces couples
de paramètres, et on défini donc leurs ensembles de stratégies ∀i ∈ I par
Ai = {1, · · · , ni} , (4.25)
de sorte que, pour un joueur i fixé, le choix stratégique particulier ai ∈ Ai corresponde
au couple
(
P
(ai)
i , N
(ai)
i
)
. Afin de respecter les hypothèses des paragraphes précédents
permettant la convergence des algorithmes d’apprentissage, ces ensembles doivent être
ordonnés d’une certaine manière. Une possibilité est, par exemple, d’imposer que le
coût d’une stratégie augmente avec la puissance de transmission et, qu’à puissance
égale, il soit plus coûteux d’augmenter son gain d’étalement. Notons que lorsque le
gain d’étalement augmente à temps chip Tc constant, la bande de transmission est
toujours B = 1/Tc de sorte que le débit de transmission de symboles utiles diminue. On
priorise donc l’efficacité énergétique sur l’efficacité spectrale. Mathématiquement, on
peut imposer un tel ordonnancement des stratégies de Ai avec les conditions suivantes :
∀ ai, a′i ∈ A2i , ai  a′i ⇔
{
P
(ai)
i ≤ P
(a′i)
i
P
(ai)
i N
(ai)
i < P
(a′i)
i N
(a′i)
i .
(4.26)
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Une fonction d’utilité basée sur le RSIB est choisie. Après dés-étalement au
récepteur, on peut exprimer le RSIB moyen du joueur i par 3
ui(ai,x−i) =
E
[
‖H ii‖2F
]
P
(ai)
i
E
[
‖zi(x−i)‖22
] N
(ai)
i (4.27)
et sa correspondance de satisfaction par
ϕi(x−i) = {ai ∈ {1, · · · , ni} : ui(ai,x−i) ≥ Γi} , (4.28)
où Γi est le RSIB minimum satisfaisant la contrainte de QoS.
Bien que cela ne soit pas noté explicitement, les stratégies a−i gouvernent évi-
demment la puissance du terme d’interférence ‖zi(x−i)‖22 perçu par le récepteur i. Il
est également clair, à l’examen de l’équation (4.27), qu’il n’est pas nécessaire pour le
joueur i d’observer et de dissocier les stratégies de ses adversaires. Seule une estimation
de la puissance des interférences agrégées au bruit est requise.
4.2.4.1 Jeu à connaissance parfaite des statistiques du canal
Sous cette hypothèse, le récepteur fourni à l’émetteur le RSIB de l’équation
(4.27). Alors, l’émetteur peut chercher, si elle existe, la stratégie satisfaisante ayant le
plus petit indice dans son ensemble de stratégies. Celle-ci correspond à la réponse de
satisfaction de moindre coût du joueur, telle qu’exprimée par le problème (2.33), dans
le cadre de la modulation DSSS.
4.2.4.2 Jeu avec retour d’un signal binaire
Le récepteur calcule son RSIB donné à l’équation (4.27) à partir de ses estima-
tions du canal et de l’interférence plus bruit. Il est également supposé que le récepteur
est capable de calculer quelle serait son utilité ui(ai,x−i(t)) pour la stratégie ai où
la plus grande puissance de transmission et le plus grand gain d’étalement sont utili-
sés, et pour la stratégie adverse x−i(t) au temps de la mise à jour t. Si la contrainte
ui(ai(t),x−i(t)) ≥ Γi est satisfaite ou si la stratégie la plus coûteuse ne satisfait pas
la contrainte, i.e. ui(ai,x−i(t)) < Γi, alors le récepteur transmet le signal Si = 1 pour
signifier à l’émetteur que sa stratégie actuelle doit être conservée. Dans le cas contraire,
ui(ai,x−i(t)) ≥ Γi et ui(ai(t),x−i(t)) < Γi ce qui signifie qu’il existe une déviation pro-
fitable parmi les stratégies strictement plus coûteuses que ai(t), que l’émetteur aura a
tirer aléatoirement après réception du signal Si = 0 transmis sur le lien de retour.
Pour les deux types de retour, au moins un équilibre de satisfaction existe ; c’est
l’équilibre de Nash a = (n1, n2, · · · , nI) où tous les joueurs font l’usage de leur plus
grande puissance de transmission et de leur plus grand gain d’étalement. Il est possible
3. L’expression du RSIB pourrait être rendue plus réaliste en y intégrant de l’interférence entre
symboles résiduelle. Pour des raisons de clarté de l’exposé, et afin de ne pas l’alourdir avec des détails
qui ne relèvent pas du message qu’il entend transmettre au lecteur, il reste préférable de se restreindre
à des expressions simples pour les fonctions d’utilité.
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de prouver la convergence des algorithmes 1 et 3 à partir de la proposition 4.2.1 pour
un jeu peuplé de joueurs utilisant la modulation DSSS tels que décrits ici. Ceci est
reporté à l’annexe D.1.
4.2.5 Étude de cas : Communications OFDM
Dans le cas de joueurs utilisant la modulation OFDM, le vecteur xi de l’équation
(4.20) est composé de Ni symboles i.i.d répartis sur autant de sous porteuses orthogo-
nales, et yi est le vecteur de symboles reçus après transformation de Fourier discrète
et suppression du préfixe cyclique. L’espacement entre sous-porteuses du joueur i est
∆fi = B/Ni et la durée du symbole OFDM est Ti = ∆f
−1
i + T
′
i où T
′
i est la durée
du préfixe cyclique choisie supérieure à l’étalement temporel du canal. Le symbole xi,n
du joueur i ∈ I sur la sous-porteuse n ∈ Ni = {1, · · · , Ni} est transmis à la puis-
sance pi,n = E [|xi,n|2], allouée par l’émetteur. La puissance allouée à la totalité de la
bande de transmission B est Pi =
∑
n∈Ni
pi,n. Sous l’hypothèse d’interférence entre
sous-porteuses (ICI) négligeable 4, la matrice de canal H ii est diagonale. Chacun de
ses coefficients (hii,n)
Ni
n=1 est une réalisation du gain du canal à la sous-porteuse n,
considéré comme une variable aléatoire dont la distribution est inconnue du joueur i.
Selon les mêmes arguments qu’au chapitre 3, la fonction d’utilité est définie à travers le
débit moyen théorique d’information dans le cas de l’interférence la plus préjudiciable.
On a donc
ui(pi,p−i) = αi
Ni
∑
n=1
log
(
1 + γi,n(p−i)pi,n
)
. (4.29)
où αi = (NiTi∆fi)−1 et γi,n(p−i) l’état statistique du canal à la sous-porteuse n donné
par l’équation (3.10), et dont la connaissance est acquise au récepteur selon les mêmes
hypothèses qu’au précédent chapitre (voir 3.1). Le vecteur pi = [pi(1), · · · , pi(N)]T ∈
R
N
+ est la stratégie d’allocation de puissance sur les Ni sous-porteuses du joueur i, et
p−i =
[
pT1 , · · · ,pTi−1,pTi+1, · · · ,pTM
]T
sont les allocations des joueurs autres que i.
Les émetteurs sont soumis à une contrainte de puissance, de sorte que les allo-
cations de puissance d’un joueur i quelconque appartiennent à l’ensemble suivant
Pi ∆=
{
pi ∈ RNi+ : Pmini ≤ ‖pi‖1 ≤ Pmaxi
}
. (4.30)
Cependant, les choix laissés aux émetteurs quant à leur allocation de puissance dé-
pendent de la connaissance de l’environnement qui leur est fournie par l’émetteur. Dans
le cas d’une connaissance telle qu’au chapitre 3 où l’émetteur obtient l’état statistique
du canal γ−i =
(
γi,n(p−i)
)
n∈Ni
, il est possible de mettre en œuvre une stratégie basée
sur le water-filling. En revanche, le retour d’un signal binaire est plus contraignant et
impose d’autres stratégies d’adaptation. Le détail de ces difficultés est l’objet des deux
paragraphes suivants.
4. De la même façon qu’au chapitre 3, considérer l’ICI ne ferait qu’alourdir l’expression de
la fonction d’utilité par l’ajout d’un terme d’interférence au dénominateur des RSIB [Scutari et al.,
2007].
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4.2.5.1 Jeu à connaissance parfaite des statistiques du canal
Ici les joueurs utilisent l’algorithme 1 et les émetteurs disposent de la connais-
sance de l’état statistique du canal γ−i au moments de la mise à jour de leurs stratégies
d’allocation de puissance. Il a été montré à la section 4.1 de ce chapitre que l’unique
solution du problème
min
pi∈Pi
‖pi‖1
sous la contrainte ui(pi,p−i) ≥ Γi
(4.31)
est la solution de water-filling donnée par les équations (4.9) et (4.10) où la contrainte
fi(pi,p−i) ≥ Γi est saturée. Si le problème 4.31 est faisable, il est facile de voir que sa
solution est identifiable à l’unique réponse de satisfaction de moindre coût du joueur
i au profil d’interférence p−i. De plus, pour une contrainte fixée sur la norme ℓ1 de
pi, la solution de water-filling est l’unique maximisateur de la fonction ui(pi,p−i).
Par conséquent, un joueur rationnel devrait toujours jouer un vecteur de water-filling
calculé sur la base de γ−i car tout autre choix de stratégie est soit plus coûteux en
terme de puissance soit moins performant en terme de la fonction ui - ce qui éloigne le
joueur de la satisfaction de sa contrainte de QoS.
Soit
p⋆i = argmax
pi∈Pi
fi(pi,p−i)
sous la contrainte ‖pi‖1 = Pi
(4.32)
le vecteur d’allocation de puissance water-filling du joueur i maximisant sa fonction ui
lorsque la puissance disponible est Pi. Il est donc également vrai que
Pi = min
pi∈Pi
‖pi‖1
sous la contrainte fi(pi,p−i) = fi(p
⋆
i ,p−i).
(4.33)
Il est possible d’écrire p⋆i = Pi × qi où qi ∈ RNi+ et ‖qi‖1 = 1. Les solutions des
problèmes (4.31) et (4.32) coincident lorsque la contrainte de norme Pi de (4.32) est
choisie de telle sorte que le maximum atteignable de ui avec cette norme soit égal à la
contrainte Γi de (4.31) - ou, inversement, si la contrainte de QoS de (4.31) est choisie de
telle sorte que sa solution produise un vecteur de norme égale à Pi. Considérant alors
que les seuls vecteurs d’allocation de puissance rationnels sont ceux prenant la forme
du water-filling, les ensembles de stratégies des joueurs OFDM ayant la connaissance
de γ−i peuvent se réduire au choix de la puissance allouée sur la totalité de la bande
B donnée par la norme ℓ1 de ces vecteurs. Ainsi,
Ai =
[
Pmini , P
max
i
]
, (4.34)
et on peut ré-écrire ui comme
ui(Pi,p−i) = αi
Ni
∑
n=1
log
(
1 + Piγi,n(p−i)qi,n
)
, (4.35)
où Pi ∈ Ai. La correspondance de satisfaction du joueur i est alors
ϕi(p−i) =
{
Pi ∈ Ai : ui(Pi,p−i) ≥ Γi)
}
. (4.36)
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La réponse de satisfaction SRi du joueur i devient donc la plus petite contrainte
de puissance pour laquelle sa fonction d’utilité ui excède Γi. D’un point de vue pratique,
elle peut être évaluée à travers la résolution du problème (4.31) en vérifiant que la norme
de la solution n’excède pas la puissance de transmission maximale Pmaxi . Dans le cas
contraire, cela signifie que la correspondance de satisfaction ϕi(p−i) est vide car il
n’existe pas de Pi ∈ Ai satisfaisant ui(Pi,p−i) ≥ Γi).
Selon les arguments de la section 2.2.1, il existe au moins un équilibre de satis-
faction dans le jeu peuplé de joueurs OFDM ayant la connaissance de γ−i. Cet équilibre
correspond à l’équilibre de Nash du jeu de water-filling où les joueurs sont contraints
en puissance par (Pmaxi )i∈I , et dont l’existence est garantie en vertu du théorème de
Debreu, Glicksberg et Fan (voir théorème 2.1.2). La convergenc de l’algorithme 1 pour
ce cas d’étude est discutée à l’annexe D.2.1.
4.2.5.2 Jeu avec retour d’un signal binaire
Dans ce jeu, les émetteur ne disposent pas de la connaissance de γ−i et reçoivent
chacun un signal binaire Si transmis par leur récepteur respectif à la place. N’étant donc
pas capables de mettre en place un stratégies de type water-filling, on considérera que
leur choix est limité à un nombre de sous-canaux sur lesquels est allouée une puissance
non-nulle constante. Les ensembles de stratégies sont définis par
Ai = {1, · · · , Ni} . (4.37)
et les allocations de puissance possibles sont
Pi(ai) =
{
pi ∈ {0, Pi}Ni : ‖pi‖0 = ai
}
(4.38)
où Pi = Pmaxi /Ni et ai ∈ Ai.
Chaque émetteur est initialisé à sa stratégie la moins coûteuse, en accord avec
l’algorithme 3. Celle-ci consiste donc à n’avoir qu’un seul sous-canal, choisit aléatoire-
ment, et sur lequel la puissance Pi est allouée. Lorsque le signal reçu par l’émetteur est
Si = 0, ce dernier doit choisir une stratégie plus coûteuse que la précédente. L’émetteur,
ne connaissant pas le contenu de sa correspondance ϕi, choisit alors aléatoirement des
sous canaux, parmi les sous-canaux non-utilisés, sur chacun desquels la puissance Pi
est allouée. On peut formaliser la procédure comme suit. Pour un vecteur d’allocation
de puissance pi(t) ∈ Pi(ai(t)) choisi par le joueur i au temps t, on pose
Ni(t) = {n ∈ {1, · · · , Ni} : pi,n(t) 6= 0} (4.39)
l’ensemble des sous-porteuses allouée avec une puissance Pi par le joueur i. Au temps
t + 1, cet ensemble est étendu de telle façon que |Ni(t + 1)| > |Ni(t)| avec Ni(t) ⊂
Ni(t + 1).
Comme pour le jeu DSSS, l’existence d’au moins un équilibre de satisfaction en
stratégies pure est garantie, celui-ci étant l’équilibre de Nash a = (N1, · · · , NI). Une
preuve de la convergence de l’algorithme 3 dans le jeu OFDM à retour de 1 bit est
donnée en annexe D.2.2.
108
4.2. Approche par les jeux de satisfaction
4.2.6 Résultats sur des canaux synthétiques
Cette section présente l’analyse de résultats de simulations pour les 4 jeux venant
d’être présentés. Les résultats sont obtenus sur la base de canaux ASM synthétisés
par le simulateur de [Socheleau et al., 2010b] décrit au chapitre 3. L’ensemble I des
joueurs des jeux étudiés est formés par des liens de communications ASM utilisant les
modulations ODFM ou DSSS, et on étudie pour chaque cas l’impact du type de lien de
retour : état statistique du canal ou signal binaire. Un scénario mettant en jeu les deux
modulations en même temps sera étudié à la fin de cette section pour le lien de retour
codé sur 1 bit. Les émetteurs transmettent en même temps et sur la même bande de
fréquence B = 6 kHz centrée sur fc = 12 kHz. Les résultats sont évalués en terme de
probabilité de satisfaction à l’équilibre en fonction du nombre de joueurs impliqués.
On évalue également la puissance de transmission utilisée en moyenne par les joueurs
satisfaits, et la vitesse de convergence moyenne à un équilibre en nombre d’itérations.
Les terminaux sont aléatoirement immergés, entre 5 et 20 mètres de profondeur,
dans une zone de 1.5 km de rayon où la distance minimale entre deux terminaux
différents est contrainte à 500 mètres. La profondeur de la colonne d’eau est de 50
mètres. Un environnement petits fonds est donc supposé une nouvelle fois, cependant les
méthodes décrites dans se chapitre s’appliquent sans modifications aux canaux grands
fonds. De la même façon qu’au chapitre 3, section 3.4.1, le simulateur est utilisé pour
synthétiser des réponses impulsionnelles de canaux ASM variant dans le temps à partir
desquelles on extrait les statistiques permettant de calculer l’état statistique du canal
définit à l’équation (3.10) ou (4.27), selon la modulation considérée. Les joueurs peuvent
ainsi vérifier leurs contraintes de QoS, à travers le calcul de la fonction d’utilité ui.
Sur cette base, les joueurs interagissent successivement, au cours d’un certain nombre
d’itérations des algorithmes 1 ou 3 jusqu’à ce qu’un équilibre de satisfaction soit atteint.
Les résultats de performance exposés dans cette section sont le fruit d’une moyenne de
performances à l’équilibres pour 500 jeux lancés avec des immersions différentes (donc
des canaux synthétiques différents).
Il est supposé que les canaux sont stationnaires au sens large sur la durée d’un
jeu, ou au moins jusqu’à ce que l’équilibre soit atteint. Un rapport signal à bruit de
référence, sans interférence, est fixé à 25 dB à 1 km pour la puissance maximale de
transmission. La densité spectrale de puissance du bruit est modélisée par le modèle
de Knudsen de l’équation (1.7).
4.2.6.1 Jeux en modulation DSSS
Le RSIB minimum pour satisfaire la contrainte de QoS est fixé à ΓdBj )15 dB
pour tous les joueurs. Leur puissance minimum est fixée à Pmin,dBi = 170 dB ref µPa
@ 1m et leurs stratégies sont données dans le tableau 4.1.
Le temps symbole est Ti = Ni×Tc avec une durée chip constante de Tc ≈ 1/B =
166µs et Ni la taille de la séquence d’étalement, qui change en fonction de la stratégie
pour laquelle opte le joueur i.
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Table 4.1 – Action space of the DSSS players
ai P
(ai)
i N
(ai)
i
1 1× Pmini 1
2 1× Pmini 4
3 4× Pmini 4
4 4× Pmini 16
5 16× Pmini 16
6 16× Pmini 64
7 64× Pmini 64
0 2 4 6 8
Number of links
0
0.2
0.4
0.6
0.8
1
P
ro
b
a
b
il
it
y
o
f
sa
ti
sf
a
ct
io
n
Nash
SRA
0 2 4 6 8
Number of links
0
20
40
60
80
100
P
er
ce
n
ta
g
e
o
f
m
a
x
.
p
o
w
er
0 2 4 6 8
Number of links
0
2
4
6
8
10
It
er
a
ti
o
n
s
(a) (b) (c)
Figure 4.4 – Jeu DSSS avec connaissance du RSIB et algorithme 1, Γ(dB)i = 15 dB, ∀i ∈ I.
(a) Probabilité de satisfaction, (b) Puissance moyenne utilisée par les joueurs satisfaits, (c)
Nombre d’itérations pour le calcul de l’équilibre.
L’équilibre de Nash est a = (a1 = 7, · · · , aI = 7), où tous les joueurs utilisent
la puissance maximale et le plus grand gain d’étalement au détriment à la fois de
l’efficacité spectrale et de l’efficacité énergétique. Les résultats sont donnés aux figures
4.4 et 4.5
Connaissance du RSIB Les résultats du jeu avec connaissance du RSIB à l’émet-
teur sont donnés à la figure 4.4. La figure 4.4-(a) donne la probabilité de satisfaction
moyenne par joueur à l’équilibre et la comparaison est faite avec la stratégie d’équilibre
de Nash. Le comportement prédit par l’équilibre de satisfaction, en comparaison du
comportement maximisateur de l’équilibre de Nash, offre de meilleures chances d’être
satisfait. Ceci est d’autant plus vrai que le nombre de joueurs augmente. L’interférence
est maximum à l’équilibre de Nash, tandis qu’à l’équilibre de satisfaction, les joueurs
utilisent des niveaux de puissance plus bas. Lorsque les joueurs sont plus nombreux,
l’équilibre particulier ou aucun des joueurs n’est satisfait apparaît plus souvent lors-
qu’ils jouent l’équilibre de Nash que lorsqu’ils apprennent un équilibre de satisfaction.
Pour un petit nombre de joueurs (1 à 3), la figure 4.4-(b) montre que la puissance uti-
lisée par les joueurs satisfaits est moindre, comparée à l’équilibre de Nash et pour une
probabilité d’être satisfait légèrement plus élevée. Ceci illustre le choix de la réponse de
satisfaction définie par l’équation (2.33), et qui oblige les joueurs à toujours utiliser les
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Figure 4.5 – Jeu DSSS avec signal binaire et algorithme 3, Γ(dB)i = 15 dB, ∀i ∈ I . (a) Pro-
babilité de satisfaction, (b) Puissance moyenne utilisée par les joueurs satisfaits, (c) Nombre
d’itérations pour le calcul de l’équilibre.
stratégies les moins coûteuses. Le nombre d’itérations avant la convergence de la figure
4.4-(c) ne se traduit en temps de convergence que lorsqu’il est mis en relation avec un
schéma de mise à jour particulier à une période donnée. Par exemple, considérant un
algorithme séquentiel où les joueurs ont chacun une période de mise à jour de Tobs = 20
secondes et jouent l’un après l’autre, le temps de convergence, quelque soit le nombre
de joueurs, est d’environ 40 secondes en moyenne. (Noter qu’il y a dans tous les cas 20
secondes s’écoulant entre deux itérations jouées par le même joueurs, tous les joueurs
jouant l’un après l’autre). On notera qu’en moyenne les joueurs jouent entre 1 à 2 fois
chacun seulement avant d’atteindre l’équilibre. Concernant le temps de convergence, la
même analyse pourra être appliquée dans les jeux qui suivent.
Connaissance sous la forme d’un signal binaire Les résultats du jeu à signal
binaire pour seule connaissance de l’environnement à l’émetteur sont donnés à la figure
4.5. À l’expection des jeux à 1 et 2 joueurs, peu de différences sont visibles en termes
de performances moyennes par rapport au cas où l’émetteur connaît son RSIB. La
principale différence réside dans la puissance consommée dans les jeux à 1 et 2 joueurs,
visible à la figure 4.5-(b), et s’explique par le choix aléatoire d’une stratégie de trans-
mission nécessairement supérieure ou égale à la réponse de satisfaction de moindre coût
donnée par (2.33). Le choix aléatoire des stratégies a, de plus, pour effet de ralentir la
convergence vers un équilibre, et ceci en raison du fait que les choix stratégiques des
joueurs peuvent ne pas appartenir à la réponse de satisfaction qu’aurait retournée la
connaissance du RSIB. Par exemple, on peut imaginer un cas où le joueur i choisit aléa-
toirement entre les stratégies ai = 2 et ai = 7 de la table 4.1, n’ayant pas été satisfait
par la stratégie ai(t) = 1, alors que sa correspondance de satisfaction aurait retourné
ϕi(a−i(t)) = 6, 7. Considérant, comme au précédent paragraphe, un schéma de mise à
jour séquentiel avec une période de 20 secondes par joueur, le temps de convergence
reste sous les 60 secondes.
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Figure 4.6 – Jeu OFDM avec connaissance de l’état statistique du canal et algorithme 1,
Γi = 1 bit/s/Hz, ∀i ∈ I . (a) Probabilité de satisfaction, (b) Puissance moyenne utilisée par
les joueurs satisfaits, (c) Nombre d’itérations pour le calcul de l’équilibre.
4.2.6.2 Jeux en modulation OFDM
Pour les jeux OFDM, la bande B = 6 kHz est divisée en Ni = N = 256
sous-porteuses, ∀i ∈ I. Ainsi B = N × ∆f , ∆f = 23.43 Hz, et le temps symbole est
T = Tg+∆f
−1 = 57.7 ms, où Tg = 15 ms est la durée du préfixe cyclique. La contrainte
de QoS est fixée pour tout joueur Γi = 1 bit/s/Hz.
Connaissance de l’état statistique du canal Dans ce jeu, les stratégies sont les
puissances auxquelles les joueurs contraignent leurs vecteurs d’allocation water-filling.
Les puissances minimum et maximum sont fixées respectivement à Pmini = 170 et
Pmaxi = 190 dB ref. µPa @ 1m. Les résultats du jeu considérant la connaissance de
l’état statistique du canal à l’émetteur sont affichés à la figure 4.6.
Les figures 4.6-(a) et 4.6-(b) montrent que les gains des performances entre la
solution d’équilibre de Nash et l’équilibre de satisfaction s’expriment principalement
en termes de puissance consommée. À moins de 4 joueurs, la probabilité de satisfaction
pour l’équilibre de Nash reste élevée du fait du choix de la contrainte de la QoS et du
rayon de la zone de transmission. La puissance consommée est maintenue en moyenne
sous les 70% de Pmaxi car l’algorithme 1 force les joueurs à minimiser la puissance allouée
sur la bande de transmission. Le nombre d’itérations pour atteindre un équilibre est
faible, avec 2 à 3 itérations par joueur.
Connaissance sous la forme d’un signal binaire Ici, il est considéré que
chaque joueur possède un nombre différent de sous-canaux, choisis uniformément
dans {4, 8, 16, 32} à chaque initialisation d’une réalisation d’un jeu. Ces sous-canaux
prennent la forme d’une agrégation d’un certain nombre de sous-porteuses OFDM
adjacentes, ces sous-porteuses étant au nombre de N = 256 par ailleurs. La puis-
sance allouée par un joueur i sur un sous-canal particulier est soit Pi soit 0, avec
Pi = P
max
i /N = P
min
i . La puissance maximale est fixée à P
max
i = 190 dB ref. µPa @
1m.
Les résultats sont affichés à la figure 4.7. Les probabilités de satisfaction sont
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Figure 4.7 – Jeu OFDM avec signal binaire et algorithme 3, Γi = 1 bit/s/Hz, ∀i ∈ I .
(a) Probabilité de satisfaction, (b) Puissance moyenne utilisée par les joueurs satisfaits, (c)
Nombre d’itérations pour le calcul de l’équilibre.
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Figure 4.8 – Jeu mélangeant OFDM et DSSS avec signal binaire et algorithme 3, Γi = 1
bit/s/Hz pour l’OFDM et Γ(dB)i = 15 dB pour le DSSS , ∀i ∈ I . (a) Probabilité de satisfaction,
(b) Puissance moyenne utilisée par les joueurs satisfaits, (c) Nombre d’itérations pour le calcul
de l’équilibre.
considérablement accrues à l’équilibre de satisfaction en comparaison de l’équilibre de
Nash, ce dernier consistant donc à transmettre selon une densité spectrale de puissance
constante sur la bande et de puissance Pmaxi . Le peu d’information sur l’environnement
disponible à l’émetteur réduit néanmoins les performances comparées au cas du jeu à
connaissance de l’état statistique du canal. À la figure 4.6-(a), le faible écart entre les
deux équilibres s’explique par une meilleure corrélation des allocations de puissance
water-filling à la fois à la sélectivité fréquentielle du canal de communication et aux
niveaux d’interférences générées par les autres joueurs. Dans le jeu à signal de retour
binaire, les allocations de puissances à l’équilibres de satisfaction ont été choisies aléa-
toirement, tandis qu’à l’équilibre de Nash aucune adaptation au canal ou à l’interférence
n’est réalisée. Comme la puissance allouée aux sous-canaux est fixée, il est également
logique que la puissance utlisée soit relativement élevée. En termes de convergence, 2
à 3 itérations par joueurs sont nécessaires.
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4.2.6.3 Systèmes hétérogènes avec lien de retour binaire
Dans un dernier scénario sont évaluées les performances à l’équilibre de satisfac-
tion atteint par un ensemble de joueurs hétérogènes, mélangeant systèmes OFDM et
DSSS. On reprend les mêmes paramètres qu’aux paragraphes précédents traitant des
jeu DSSS et OFDM dans le cas du lien de retour à signal binaire. À chaque réalisation
d’un nouveau jeu, chaque joueur se voit attribué son type de modulation aléatoirement
avec une probabilité 1/2 pour chacun des types. La figure 4.8 illustre les résultats ob-
tenus. Comme attendu, l’équilibre de satisfaction améliore les performances en termes
d’accès réussi au canal en comparaison de la stratégie agressive d’équilibre de Nash.
Notons par ailleurs que les joueurs DSSS bénéficient du gain de traitement offert par les
séquences d’étalement et génèrent aussi une interférence relativement difficile à com-
battre pour les systèmes OFDM, du fait de la répartition uniforme de leur puissance
sur la bande de transmission. Comme pour les jeux OFDM et DSSS, les économies réa-
lisées en puissance consommée sont plus significatives lorsque le nombre de systèmes
en compétition dans la zone est petit. Le temps de convergence vers l’équilibre est du
même ordre de grandeur que dans les autres jeux.
4.3 Conclusion
En réponse aux conclusions du chapitre 3 et aux problèmes qu’elles soulèvent,
ce chapitre a proposé plusieurs méthodes de partage non-coopératif du canal ASM
en posant, pour chaque système impliqué, une contrainte de satisfaction de qualité
de service (QoS) exprimée par une métrique fonction du débit théorique d’informa-
tion ou du RSIB. La formulation d’un jeu de partage de spectre où l’objectif est la
minimisation de la puissance de transmission sous contrainte de débit conduit à la ré-
solution d’un problème d’équilibre de Nash généralisé (selon la terminologie proposée
par [Facchinei and Kanzow, 2007]), ce qui pose certaines difficultés, notamment vis-à-
vis de l’existence non-garantie d’une solution d’équilibre et de la phase de convergence
de l’algorithme d’apprentissage basé sur les meilleures réponses. Ceci a été vu à la
section 4.1.
Ces difficultés ont été contournées grâce aux jeux de satisfaction à la section
4.2. Les équilibres de satisfaction généralisés [Goonewardena et al., 2017] offrent une
solution plus flexible au problème en permettant que certains joueurs ne soient pas
satisfaits à l’équilibres, tout en restant dans un cadre non-coopératif, décentralisé, et où
les systèmes de communication ASM peuvent décider de leurs stratégies de transmission
à partir d’une information locale sur leur environnement. Bien que cette solution soit
un moyen simple de contourner les difficultés théorique posées par l’équilibre de Nash
généralisé, le risque existe, cependant, que le taux de satisfaction des joueurs soit
bas. En d’autres termes, il est possible, selon les configurations et l’état des canaux,
que peu de joueurs satisfassent leurs contrainte de QoS aux équilibres appris par les
dynamiques de réponses de satisfaction. L’algorithme d’apprentissage des équilibres de
satisfaction a été amélioré en considérant que l’information donnée aux joueurs sur
leur environnement est réduite à un signal de retour codé sur 1 bit. Ceci présente
un grand intérêt dans le contexte des communications ASM où les bandes passantes
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sont limitées, et où, par conséquent, il est crucial d’éviter leur surcharge. Plusieurs
exemples d’applications ont été donnés, en considérant des communications en OFDM
et/ou DSSS. Les résultats montrent que les équilibres de satisfaction peuvent apporter
des gains individuels en termes de probabilités de satisfaction de la contrainte de QoS,
ainsi qu’en diminution de la puissance de transmission.
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Chapitre 5
Réseaux de capteurs sous marins
décentralisés et adaptatifs
Ce dernier chapitre propose une ouverture sur les réseaux de communications
sous-marins adaptatifs et décentralisés, et l’intérêt va plus précisément se porter sur
un exemple d’application aux réseaux de capteurs d’un algorithme d’apprentissage par
renforcement.
Les réseaux de capteurs sous-marins ont attiré l’attention de la recherche en
communications ASM depuis un certain temps, et de nombreux travaux ont été menés
tant au niveau de la couche physique et d’accès multiple que sur des couches réseau
plus élevées [Casari and Zorzi., 2011; Jornet et al., 2010; Kilfoyle and Baggeroer, 2000;
Otnes et al., 2012; Sozer et al., 2000; Stojanovic et al., 2008]. Bien que quelques pro-
tocoles d’accès au medium aient été développés spécifiquement pour les réseaux sous-
marins [Molins and Stojanovic, 2006; Syed et al., 2008], un grand nombre de travaux
sur ce sujet adaptent plus ou moins bien des techniques issues des réseaux terrestres
sans forcément prendre en compte toutes les contraintes posées par l’environnement
marin. D’une manière générale, les protocoles d’accès au medium fixes tels que l’accès
multiple par multiplexage en fréquences, en temps ou en codes (FDMA, TDMA et
CDMA) présentent l’inconvénient d’être peu flexibles et n’offrent pas de possibilité de
s’adapter aux variations du canal et aux changements d’états du réseau. De plus, une
synchronisation entre émetteurs peut être requise (au moins pour TDMA), ce qui est
difficile à réaliser et à maintenir dans un contexte où les délais de propagation sont
de l’ordre du temps de cohérence du canal et sans signal GPS permettant de se baser
sur une horloge commune précise. Les protocoles basés sur la contention et l’écoute
du canal sont plus flexibles (par exemple, ALOHA, CSMA, etc...) mais sont également
sensibles aux délais de propagation et doivent être optimisés en fonction de la réparti-
tion géographiques des émetteurs. Les protocoles proposés par [Molins and Stojanovic,
2006; Syed et al., 2008] sont basés sur la contention et sont des variantes des protocoles
CSMA. Enfin, les protocoles basés sur la découverte du réseau et les « handshakes »
(par exemple, Request to Send / Clear to Send dans la norme IEEE 802.11) génèrent
de la surcharge de bande passante due aux échanges de messages.
Dans le cadre du travail de cette thèse, l’objectif général serait de concevoir
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des méthodes d’accès à la fois asynchrones, ne nécessitant pas ou peu de d’échanges de
messages, n’étant pas basées sur l’écoute du canal, et pouvant conférer aux éléments du
réseau certaines facultés d’adaptation de leur stratégie de transmission aux fluctuations
de l’environnement. Les méthodes basées sur l’apprentissage par renforcement semblent
pouvoir apporter ce genre de propriétés lorsqu’elles sont utilisées pour concevoir des
protocoles d’accès au medium. L’algorithme Q-learning a notamment prouvé son ef-
ficacité dans les réseaux sans fils terrestres en apportant une certaine flexibilité aux
schéma basés sur le TDMA [Chu et al., 2015; Konusalp et al., 2016], ainsi qu’à l’accès
au spectre dans les réseaux LTE [Morozs et al., 2016]. Cette idée va être exploitée ici
pour gérer un réseau de capteurs déployés au fond de la mer, dédiés à la collecte de
mesures physiques (pression, température). Ces capteurs sont supposés devoir remon-
ter leur données régulièrement à la surface en communiquant, par voie acoustique, avec
des bouées de surface considérées comme récepteurs, ou points d’accès. Les capteurs
sont munis de stratégies de transmission qui consistent en un choix de récepteur au-
quel envoyer les paquets de données. Ces paquets sont générés de manière asynchrone
et peuvent entrer en collision à la réception. On considère qu’il est acceptable qu’une
certaine proportion de paquets soit perdus ou reçus sans être décodés correctement.
Cette hypothèse est réaliste dans le cadre d’une application dédiée à l’acquisition d’une
grandeur physique telle que la pression ou la température, où il est possible, du fait de
la forte corrélation spatiale du phénomène mesuré, de reconstruire les données man-
quantes ou erronées grâce à des techniques de traitement du signal [Fazel et al., 2011,
2013]. L’usage de l’algorithme Q-learning va permettre aux émetteurs de choisir de
manière autonome quel récepteur maximise la probabilité de transmission réussie de
leurs paquets. Il offre également une certaine capacité d’adaptation grâce à l’appren-
tissage se réalisant sur la base d’essais/erreurs, où une récompense encodée sur un bit
est re-transmise par les récepteurs aux émetteurs ayant réussi leur transmission.
Le modèle du réseau et des canaux ASM correspondant à l’application est pré-
senté dans un premier avant traiter plus en détail le problème de la sélection des bons
récepteurs. La deuxième section présente succinctement le problème de l’apprentissage
par renforcement, afin d’aboutir à l’algorithme Q-learning et d’illustrer son utilisation
par l’exemple d’application considérée ici. Des résultats de simulations montrent l’in-
térêt que peut avoir de telles méthodes pour les réseaux sous-marins, et en particulier
la flexibilité qui peut leur être apportée.
5.1 Modèle du réseau
Un ensemble I de I émetteurs non-coopératifs transmet des paquets à un en-
semble A de A récepteurs. Les récepteurs sont supposés être des points d’accès, tels
que des bouées de surface, des nœuds de relais ou de collecte des paquets transmis.
Chaque émetteur i ∈ I n’accède qu’à un récepteur a ∈ A à la fois et interfère à la
fois sur les autres récepteurs et, éventuellement, sur les paquets transmis par les autres
émetteurs au même récepteur. On considérera que I > A, chaque récepteur peut alors
être utilisé par plusieurs émetteurs à la fois. Les récepteurs décodent les paquets de
chaque utilisateur séparément 1, les autres paquets étant considérés comme de l’interfé-
1. En anglais, "single-user decoding".
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Figure 5.1 – Réseau de capteurs sous marins et de bouées de surface.
rence s’ajoutant au bruit. Les émetteurs ne sont pas synchronisés, ni entre eux ni avec
les récepteurs. La figure 5.1 illustre le scénario envisagé.
Chaque émetteur génère aléatoirement des paquets indépendants de durée Tp à
un rythme de λ paquets par seconde. Les temps d’arrivées des paquets sont distribués
par la loi exponentielle E(λ). En moyenne, I ×λ paquets par seconde sont transmis au
sein du réseau. Pour chaque paquet qu’il génère, l’émetteur doit choisir un récepteur
qui maximise la probabilité que le paquet soit décodé sans erreur. On considère des
transmissions en étalement de spectre par séquence (DSSS) afin de profiter des gains en
rapport signal sur interférence plus bruit (RSIB) à la réception offerts par cette modu-
lation. Un code d’étalement est associé à chaque récepteur. Les émetteurs connaissent
les codes d’étalement de chaque récepteur, de sorte que le choix d’un récepteur pour le
paquet généré se réduise au choix du code d’étalement utilisé pour le transmettre. On
suppose que tous les codes ont la même longueur et offrent le même gain d’étalement
noté G. Les récepteurs sont seulement capables de décoder les paquets encodés avec leur
code d’étalement. Les transmissions de paquets sont asynchrones, ainsi les codes des
différents récepteurs ne peuvent pas être considérés comme étant orthogonaux (ou alors
avec une probabilité proche de 0). Par conséquent les émetteurs peuvent provoquer de
l’interférence au niveau de tous les récepteurs.
Considérons un émetteur i particulier qui transmet un paquet de durée Tp au
récepteur a. Le paquet est transmis à une puissance Pi, répartie uniformément sur
la bande B centrée à la fréquence fc, et arrive au récepteur au temps d’arrivée ti.
Ce paquet a subit une atténuation qui dépend de la fonction de transfert du canal
entre i et a. Cette même fonction de transfert varie dans le temps, selon l’état de la
mer et les déplacements des émetteurs et des récepteurs induits par le mouvement
de l’eau. Comme il l’a été expliqué au chapitre 1, il est possible de décomposer les
variations temporelles sur canal en deux composantes : une partie spéculaire, dont les
évanouissements font varier la puissance reçue lentement en comparaison de la durée des
paquets, et une partie diffusée à évanouissement rapides, dont les temps de cohérence
sont petits devant Tp. Soit Hi,a(t, f) la fonction de transfert aléatoire et variant dans le
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temps du canal entre l’émetteur i et le récepteur a. L’atténuation moyenne subie par
le paquet arrivé au temps ti peut être exprimée par
ρ̄i,a(ti) =
1
Tp
∫ ti+Tp
ti
ρi,a(t)dt (5.1)
où
ρi,a(t) =
1
B
∫ fc+B/2
fc−B/2
|Hi,a(f, t)|2 df (5.2)
est une réalisation d’un processus aléatoire sous-jacent à Hi,a(t, f).
Durant la réception d’un paquet de l’émetteur i, des collisions peuvent survenir
depuis d’autres émetteurs dès lors qu’il existe un j 6= i ∈ I tel que le temps d’arrivée
de son paquet tj au même récepteur soit dans l’intervalle [ti − Tp, ti + Tp]. La puissance
de l’interférence provoquée est alors définie par la variable aléatoire
Ii,a(ti) =
1
Tp
∫ ti+Tp
ti
∑
j 6=i
ρj,a(t)Pj1[tj ,tj+Tp](t) dt (5.3)
qui dépend à la fois du processus d’évanouissement du canal ASM et du temps d’arrivée
aléatoire des paquets.
Le succès de la transmission d’un paquet depuis l’émetteur i vers le récepteur a
est évalué par le RSIB moyen de réception donné par
γi,a(ti) =
ρ̄i,a(ti)Pi
σ2a + Ii,a(ti)
×G, (5.4)
où σ2a est la puissance du bruit ambiant au récepteur a. On suppose que le paquet est
décodé avec succès si le RSIB moyen satisfait une certaine contrainte γi,a ≥ Γ.
En pratique, le RSIB devrait être estimé au récepteur grâce à des symboles
pilotes insérés dans les paquets, ce qui réduit le débit d’information utile. Le choix
d’un critère de satisfaction basé sur le RSIB moyen n’est qu’un exemple possible, et
on pourra choisir d’autre critères selon les applications et les types de transmissions
considérés. L’algorithme de Q-learning que l’on utilise par la suite se généralise à tout
type de critère de performance. On pourrait choisir par exemple un critère de taux
d’erreur binaire, ou vérifier le bon décodage du paquet par un code à redondance
cyclique. Par conséquent la connaissance parfaite du RSIB n’est pas une hypothèse
forte dans ce qui sera présenté ensuite.
Les émetteurs sont considérés comme des agents dans un problème d’appren-
tissage où chacun doit déterminer un choix optimal de point d’accès, selon l’état de
l’environnement perçu à travers des signaux de retours fournis par les récepteurs. Ces
signaux prennent la forme d’une variable binaire R = +1 ou R = −1 selon que le
récepteur a décodé le paquet de l’émetteur i avec succès ou non. Un émetteur ayant
appris quels sont les points d’accès optimaux pour le décodage de ses paquets devrait
ainsi choisir les récepteurs qui maximisent sa probabilité d’obtenir un retour R = +1.
Ceci peut être formulé comme un problème d’apprentissage par renforcement.
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5.2 Sélection d’un point d’accès avec Q-learning
Dans cette section sont tout d’abord rappelées les bases théoriques de l’appren-
tissage par renforcement dans le cadre des processus de décisions markoviens. L’algo-
rithme Q-learning et les liens qui l’unissent à ces problèmes seront détaillés, de même
que les aspects pratiques de sa mise en œuvre dans un problème tel que celui exposé
au début de ce chapitre.
5.2.1 Apprentissage dans un processus de décision de Markov
Le problème de l’apprentissage par renforcement s’idéalise mathématiquement
dans les processus de décision markoviens [Sutton and Barto, 1998], pour lesquels des
descriptions et des résultats théoriques sont bien établis. Ne seront donnés ici que les
concepts nécessaires à la compréhension du problème d’apprentissage par renforcement
et à l’introduction de l’algorithme Q-learning à partir de ces concepts. Le lecteur pourra
se reporter à l’ouvrage [Sutton and Barto, 1998] pour un traitement plus complet de
ces sujets.
Les processus de décision markoviens formalisent toute situation où un agent
a pour but d’apprendre à réaliser un objectif grâce à des interactions répétées avec
son environnement. L’environnement modélise, de manière générale, toute chose utile
au problème qui est extérieure à l’agent et non-contrôlable par lui. Pour réaliser ses
objectifs, l’agent est muni d’actions a ∈ A. L’environnement est décrit par un processus
stochastique X = (Xt)t≥0 prenant ses valeurs dans un ensemble X , et possédant la
propriété de Markov
P [Xt+1 | Xt, Xt−1, · · · , X0] = P [Xt+1 | Xt] (5.5)
indiquant que l’état de l’environnement à un instant donné n’est déterminé que par
l’état à l’instant immédiatement précédent. Pour chaque temps t = 0, 1, 2, · · · , l’agent
reçoit une représentation de l’état de l’environnement xt = Xt(ω) et sélectionne une
action at selon une règle de décision πt(xt) - aussi appelée stratégie. La sélection peut
se faire de manière déterministe ou stochastique, dans ce second cas at = At(ω) où la
variable aléatoire At suit la distribution de probabilité πt(xt). À chaque transition d’un
état à un autre, l’agent reçoit un retour Rt+1 = f(Xt, At, Xt+1) fonction de l’action
choisie et des états. La transition vers l’état Xt+1 est conditionnée par l’état précédent
Xt et, généralement, aussi par l’action At. On notera ∀(x, y) ∈ X 2 et ∀a ∈ A
p(y | x, a) = P [Xt+1 = y | Xt = x,At = a] (5.6)
la probabilité de transition de l’état x vers l’état y pour l’action a sélectionnée à l’état
x. Le retour espéré pour l’action a à l’état x est donné par
r(x, a) = E [Rt+1 | Xt = x,At = a] . (5.7)
L’agent a pour but de déterminer une séquence de stratégies π = (πt)t≥0, appe-
lée politique, qui maximise la somme des retours reçus dans le temps. En général dans
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un problème d’apprentissage par renforcement, l’agent ne connaît ni ne contrôle par-
faitement son environnement 2, et ne connaît pas non plus les probabilités de transition
entre état pour chacune de ses actions. La détermination des stratégies optimales se
fait par alors par essais successifs et évaluation des retours reçus. L’agent est supposé
apprendre grâce aux retours obtenus pour les actions qu’il a sélectionné dans les états
qu’il a rencontré, et choisir les actions offrant le plus de chances de maximiser la somme
cumulée de ses retours. Il est ainsi renforcé dans ses choix au fur et à mesure de ses
interactions avec l’environnement.
La vaste majorité des algorithmes d’apprentissage par renforcement consiste à
estimer une fonction de valeur, exprimant la somme escomptée des retours que l’agent
espère obtenir à partir d’un état donné x, au temps t, en appliquant ensuite la politique
π depuis cet état [Sutton and Barto, 1998] :
V πt (x) = E
[
∞
∑
k=0
γkRt+k+1
∣
∣
∣
∣
Xt = x
]
, (5.8)
où l’espérance est prise conjointement par rapport aux distributions des actions et des
états de l’environnement. Cette fonction est une image de la satisfaction qu’a l’agent de
se trouver à l’état x sachant qu’il met en œuvre les stratégies données par la politique
π. On définit également la fonction action-valeur exprimant la somme escomptée des
retours que l’agent espère obtenir à partir d’un état donné x et d’une action a jouée
au temps t en appliquant ensuite la politique π depuis cet état :
Qπt (x, a) = E
[
∞
∑
k=0
γkRt+k+1
∣
∣
∣
∣
Xt = x,At = a
]
. (5.9)
Cette fonction peut se développer comme
Qπt (x, a) = E [Rt+1 + γV
π
t (Xt+1) | Xt = x,At = a] (5.10)
= r(x, a) + γ
∫
V πt (y)dp(y | x, a) (5.11)
à travers la récurrence impliquée par la somme escomptée et la propriété de Markov du
processus stochastique modélisant l’environnement. Cette dernière équation est appelée
équation de Bellman pour Qπt . On peut trouver l’équation de Bellman pour la fonction
V πt en intégrant le terme r(x, a) par rapport à la distribution πt de sélection des actions
au temps t :
V πt (x) = E
[
Rt+1 + γV
π
t+1(Xt+1) | Xt = x
]
. (5.12)
Pour une politique optimale π⋆, la fonction de valeur est maximisée et vérifie
donc
V ⋆t (x)
∆
= max
π
V πt (x) ∀x ∈ X . (5.13)
2. Noter que Sutton et Barto [Sutton and Barto, 1998] prennent l’exemple du puzzle comme
problème d’apprentissage par renforcement dans lequel l’agent aurait une connaissance complète et
parfaite de son environnement, mais devrait néanmoins procéder par essais successifs. Ainsi, l’appren-
tissage viendrait aussi combler un manque de "puissance de calcul".
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De même, pour les fonctions action-valeur on aura ∀a ∈ A et ∀x ∈ X
Q⋆t (x, a)
∆
= max
π
Qπt (x, a) (5.14)
= E [Rt+1 + γV
⋆
t (Xt+1) | Xt = x,At = a] . (5.15)
La dernière équation montre que, pour une action a et un état de départ x, une po-
litique optimale produit un retour égal au maximum espéré des fonctions de valeur,
auquel s’ajoute la récompense espérée pour l’état x et l’action a, cette dernière étant
ici quelconque. En toute logique, pour maximiser la fonction de valeur prise au temps
t, il faudrait choisir l’action qui maximise la récompense immédiate à l’état x et suivre
la politique optimale π⋆ à partir de cet état - puisqu’elle maximise la fonction de va-
leur espérée pour la suite des états suivants. Ce principe est connu en programmation
dynamique comme le Principe d’optimalité de Bellman [Bellman, 1957]. On a donc
V ⋆t (x) = max
a∈A
Q⋆t (x, a). (5.16)
Ce principe d’optimalité et les définition précédentes vont nous servir à dériver
l’algorithme Q-learning [Watkins and Dayan, 1992] qui permet, idéalement, de mettre
en œuvre itérativement une politique optimale au regard de la somme escomptée des
retours espérés.
5.2.2 Algorithme Q-learning
Dans ce paragraphe on suppose que les espaces d’actions et d’états de l’envi-
ronnement A et X sont finis et dénombrables. L’agent maintient un tableau où sont
stockées les valeurs de la fonctions action-valeur Q⋆t (x, a) pour chaque couple action-
état (x, a). Ces valeurs ne sont pas connues à l’avance, et l’agent doit par conséquent
les estimer. Supposons que l’agent observe au temps t la transition de l’état xt−1 = x
vers l’état xt = y, qu’il aie joué l’action at−1 = a et reçu la récompense rt pour cette
transition. Un estimateur de Q⋆t (x, a) peut s’écrire
Qt(x, a) =
1
t
t
∑
n=1
[
f(x, a, xn) + γmax
b∈A
Qn(xn, b)
]
1[xn−1=x,an−1=a] (5.17)
= (1− 1
t
)Qt−1(x, a) +
1
t
[
rt + γmax
b
Qt(y, b)
]
(5.18)
où la dernière ligne est à la base de l’algorithme Q-learning .
L’agent acquiert ainsi une connaissance de la fonction action-valeur itérative-
ment, au fur et à mesure de ses choix d’actions dans les différents états de l’envi-
ronnement. En maintenant une table où sont stockées et mises à jour les estimations
Qt(x, a) pour chaque paire état-action, l’agent peut déduire quelles actions maximisent
son retour espéré dans chaque état, et ainsi mettre en œuvre, asymptotiquement, une
politique optimale. Lorsque l’agent exploite au mieux sa connaissance actuelle de la
fonction action-valeur estimée, il sélectionne l’action à jouer dans l’état suivant, au
temps t, selon la règle
at = max
a∈A
Qt(xt, a). (5.19)
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Néanmoins, il est nécessaire d’essayer chaque action suffisamment souvent afin
de garantir une estimation fiable de Qt(x, a) pour chaque (x, a) ∈ X ×A. L’agent doit
donc trouver un compris entre l’exploitation de sa connaissance de l’environnement et
l’exploration de nouvelles actions afin de ne pas rester sur une politique sous-optimale.
La méthode d’exploration classique en Q-learning consiste à jouer la stratégie d’ex-
ploitation selon la règle (5.19) avec une probabilité ǫ et d’explorer l’espace action-état
avec une probabilité ǫ, avec une action choisie selon la loi uniforme sur A. Sous ces
conditions, et dans un problème modélisable comme un processus décisionnel de Mar-
kov à espaces d’actions et d’états finis dénombrables, l’algorithme Q-learning basé sur
la récursion (5.18) fait converger Qt(x, a) vers l’unique fonction action-valeur optimale
Q⋆t (x, a) pour tout couple (a, x) ∈ A × X lorsque t → ∞ [Sutton and Barto, 1998;
Watkins and Dayan, 1992].
Algorithme 4 Q-learning
1: Paramètres : ǫ, αt, γ
2: ∀a ∈ A, ∀x ∈ X Q(x, a) = 0
3: x = X0(ω), a = A0(ω) avec A0 ∼ U(A).
4: pour t = 1, 2, · · · faire
5: y = Xt(ω)
6: r = f(x, a, y)
7: Q(x, a) = (1− αt)Q(x, a) + αt
[
r + γmax
b∈A
Q(y, b)
]
8: x = y
9: a =
{
argmax
a∈A
Q(x, a) avec probabilité 1− ǫ
At(ω) avec At ∼ U(A) avec probabilité ǫ
10: fin pour
L’algorithme 4 résume le principe du Q-learning . Noter qu’à la ligne 9, si plu-
sieurs actions sont maximisatrices de Q(x, a), alors le choix est réaliser au hasard parmi
celles-ci. Le paramètre αt à la ligne 7 de l’algorithme 4 remplace le terme 1t de l’équa-
tion (5.18). Ce paramètre est appelé "taux d’apprentissage" et est utilisé pour pondérer
différemment les nouvelles estimées des anciennes, ce qui permet la poursuite d’environ-
nements non stationnaires. Ce paramètre peut être constant ou défini comme une suite
de pondérations variables avec le temps. Le théorème donné par [Watkins and Dayan,
1992] établit la convergence des estimations Q(x, a) vers l’unique fonction action-valeur
optimale d’un processus de décision markovien pour tout couple (x, a) pourvu que
1. La probabilité d’exploration ǫ décroisse avec le temps
2. La suite αt soit telle que 0 ≤ α < 1,
∑
t αt = ∞ et
∑
t α
2
t < ∞.
Dans de nombreux problèmes pratiques comme celui qui va être traité dans la
suite de ce chapitre, le modèle de processus de décision markovien n’est pas directement
applicable et l’environnement peut ne pas être stationnaire. La notion de convergence
revêt alors moins d’intérêt et on préférera avoir la possibilité de poursuivre les variabilité
de l’environnement. Dans ce cas, le paramètre de taux d’apprentissage est souvent
réduit à une constante dont le rôle est de pondérer les estimations anciennes par rapport
au nouvelles. Une plus grande importance est donnée aux anciennes estimations à
mesure que α tend vers 0 et vice versa.
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5.2.3 Application à la sélection de point d’accès
L’algorithme Q-learning peut permettre aux émetteurs de choisir de manière
autonome le point d’accès qui maximise leur probabilité de transmettre leurs paquets
avec succès. Les émetteurs vont être considérés comme des agents indépendants ayant
des actions à leur disposition pour maximiser la probabilité de transmettre leurs pa-
quets avec succès. Dans le scénario du paragraphe 5.1, les actions des émetteurs sont
identifiables à un choix de point d’accès parmi les récepteurs A = {1, · · · , A}. À chaque
récepteur est associé un code d’étalement DSSS, ainsi le choix d’un point d’accès re-
vient à choisir un code. Tous les émetteurs connaissent les codes de tous les récepteurs.
Pour chaque émetteur i, l’espace d’action est donc défini comme Ai = A. On fait
abstraction du modèle d’états de l’environnement pour ce scénario. Il est possible que
les gains des canaux représentent ces états, cependant leurs valeurs sont prises dans
continuum, ce qui complique à la modélisation et la résolution du problème. De plus,
les émetteurs ne sont pas supposés observer les canaux dans le problème traité ici. No-
tons cependant qu’il existe des méthodes d’apprentissage par renforcement permettant
d’approximer les fonctions action-valeur dans le cas d’espaces action-états grands ou
infini, qu’ils soient discrets ou continus [Sutton and Barto, 1998]. Cependant ces mé-
thodes dépassent le travail réalisé durant cette thèse. Les fonctions action-valeur seront
donc uniquement paramétrées par les actions des agents pour le problème traité ici.
Pour la suite, on se place du point de vue d’un émetteur i en particulier.
Soit T l’ensemble des temps de départ des paquets transmis par l’émetteur i.
L’émetteur choisit un récepteur a ∈ A pour le paquet émis au temps t ∈ T . Ce paquet
arrive au récepteur au temps t+∆i,a où ∆i,a est le délai de propagation entre l’émetteur
et le récepteur. Une collision se produit dès lors qu’un paquet d’un émetteur différent
est reçu au même point d’accès dans un temps compris entre t+∆i,a−T et t+∆i,a+T .
Le récepteur est supposé capable de calculer le RSIB moyen du paquet de l’émetteur
i sur la base de l’équation (5.4). Au temps t + 2∆i,a, l’émetteur reçoit un retour du
récepteur défini pour le paquet émis au temps t par
Rt
∆
=
{
+1 if γi(a) ≥ Γi
−1 if γi(a) < Γi (5.20)
Ce retour peut prendre la forme d’un signal de 1 bit acquittant la bonne réception du
paquet par le récepteur concerné. D’un point de vue pratique, il se peut que le récepteur
ne soit pas en mesure de détecter la présence des paquets du capteur i lorsque le rapport
signal à interférence plus bruit du lien de communication entre ces deux terminaux est
trop faible. Dans ce cas, on peut supposer que si le capteur ne reçoit pas de signal de
récompense après un certain temps prédéfini, il considère que la récompense est de −1.
L’émetteur ne connaît pas les gains des canaux de communication et les temps
d’arrivés des paquets, et n’est pas supposé pouvoir les observer. De son point de vue, le
retour Rt est donc une variable aléatoire de distribution inconnue. Comme dans le cas
d’un processus de décision de Markov, l’agent va chercher la politique π qui maximise
la somme escomptée de ses retours espérés, donnée au temps t pour l’action a par
Qπt (a) = E
[
∑
k
γkRt+k
∣
∣
∣
∣
At = a
]
. (5.21)
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La fonction de valeur correspondante s’écrit
V πt = E
[
∑
k
γkRt+k
]
(5.22)
où l’espérance est prise par rapport aux distributions de probabilité sur l’espace d’ac-
tion données par la politique π, et également par rapport à la distribution des retours
Rt. La fonction de valeur est donc déterministe, pour un politique π donnée. La maxi-
misation de cette fonction revient, selon le principe d’optimalité de Bellman, à trouver
la politique optimale π⋆ telle que
V ⋆t
∆
= max
a∈A
Q⋆t (a) (5.23)
= max
a∈A
E
[
Rt+1 + γV
⋆
t+1 | At = a
]
. (5.24)
Cette maximisation implique d’estimer la fonction action-valeur optimale Q⋆t (a) pour
toute action a et à en déduire l’action maximisatrice à chaque étape du processus
d’apprentissage. Ceci peut se réaliser à l’aide d’une version "sans états" du Q-learning
initialement donné par l’algorithme 4.
5.3 Résultats numériques
Ce paragraphe donne des résultats numériques d’application de cette méthode
à un scénario tiré du modèle du paragraphe 5.1. On se place dans le contexte applicatif
d’un réseau de capteurs sous-marins dédié à la surveillance de l’environnement. Le
réseau est déployé à grande échelle sur le fond marin. Les capteurs sont ancrés au
fond de l’eau est ont pour vocation à réaliser des mesures d’une certaine grandeur
physique (pression, température, etc) transmise par la suite à des bouées de surface.
Dans le problème du paragraphe 5.1, les émetteurs sont les capteurs et les récepteurs
(ou points d’accès) sont les bouées.
Un ensemble de I = 80 émetteurs est considéré, avec A = 8 récepteurs. Les
communications prennent place sur une bande de B = 8 kHz centrée sur fc = 12
kHz. Chaque capteur génère des paquets à un rythme de λ = 0.1 paquet par seconde.
En moyenne, 8 paquets par secondes circulent des capteurs aux bouées. Les symboles
du paquet sont étalés avec un code de L = 128 chips, offrant un gain de RSIB en
réception de 21 dB. On approximera le temps chip à environ Tchip ≈ 1/B = 0.125µs.
Le temps symbole est alors de L× Tchip = 16µs. La durée du paquet est fixée à Tp de
sorte que 62 symboles soient transmis par paquet. Dans le cas pratique où les capteurs
sont supposé mesurer et transmettre des mesures physiques, et en fonction de l’ordre
de modulation, une telle longueur suffit pour contenir une ou plusieurs mesures, ainsi
que des symboles supplémentaires pour l’estimation du canal, le codage correcteur
d’erreurs, etc. Les terminaux sont supposés être déployés aléatoirement dans une zone
de 64 km2, avec une distance minimum séparant les émetteurs et les récepteurs de
100 m et 500 m, respectivement. La profondeur de la colonne d’eau est de 1 km. Les
émetteurs sont immergés aléatoirement entre 1000 et 800 m de profondeur, tandis que
les récepteurs sont entre 5 et 20 m.
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Figure 5.2 – Profil de célérité utilisé pour les simulations.
Les coefficients des gains des canaux ρi,a(t) sont simulés par des processus log-
normaux auto-régressifs d’ordre 1 [Qarabaqi and Stojanovic, 2011b, 2013] tels que ∀i
et ∀a (avec t devant être compris comme l’indice d’un temps discret dans ce qui suit) :
ρi,a(t) = 10
1
10
(gi,a(t)+ḡi,a) (5.25)
où
gi,a(t) = φ gi,a(t− 1) + ηi,a(t) (5.26)
avec ηi,a ∼ N (0, σ2dB). Ceci modélise les évanouissements lents du canal. La constante
φ < 1 est calculée de manière à avoir un temps de cohérence de τc = 60 s pour le
processus modélisant l’évanouissement lent. Cela qui signifie que, sur une durée τc et
conditionnellement à l’évanouissement lent, l’évanouissement rapide peut être considéré
comme stationnaire au sens large de sorte que ses moyennes empiriques convergent vers
ses espérances. L’étalement de puissance du processus d’évanouissement lent est fixé
à σ2dB = 10 dB. Le processus d’évanouissement lent est centré autour d’une moyenne
ḡi,a correspondant aux pertes de transmission renvoyées par le simulateur de tracé
de rayons ASM Bellhop [Porter, 2011]. Ce simulateur trace des rayons acoustiques
depuis une source vers un récepteur et en calcule les pertes de propgation subies étant
donnés en entrée une configuration géométrique (distances et profondeurs), une bande
de fréquence, et un profil de célérité dans la colonne d’eau. Le profil de célérité utilisé ici
a été enregistré en Atlantique Nord aux longitudes [−70◦, −60◦] et latitudes [22◦, 30◦] 3
et a été tronqué à 1 km de profondeur pour les besoins de la simulation. Ce profil
de célérité est illustré à la figure 5.2. Une réponse impulsionnelle est calculée sur la
base du tracé de rayons, et les pertes de propagation en sont déduites en intégrant la
puissance reçue sur la bande de transmission considérée pour former le coefficient ḡi,a.
La puissance émise est contrainte à 170 dB ref. µPa et la puissance du bruit est fixée
de manière à obtenir un rapport signal à bruit (RSB) de référence égal à 15 dB à une
distance de 1 km sans interférences. La contrainte de RSIB pour la bonne réception
d’un paquet est fixée à Γi = 10 dB.
L’algorithme 4 est mis en œuvre sur chaque capteur du réseau et on s’intéresse
au fonctionnement du réseau à long terme (plusieurs heures). Le taux d’apprentissage
3. voir aussi l’exemple fourni par [Dunshaw]
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Figure 5.3 – Retours moyens cumulés dans le temps pour la méthode de sélection de point
d’accès Q-learning et pour deux autres schémas d’accès : idéal et accès aléatoire. En traits
pleins : performance moyenne sur l’ensemble des émetteurs. En pointillé : performances maxi-
mum et minimum.
est fixé à α = 0.1 et la probabilité d’exploration à ǫ = 0.05. En pratique la probabi-
lité d’exploration n’est pas nécessairement décrue avec le temps. Ceci s’explique par le
fait qu’en situation réelle, il peut être bénéfique d’explorer à nouveau afin de mieux
s’adapter aux non-stationnarités de l’environnement. Le paramètre α a été fixé empiri-
quement ici. Notons que les processus d’évanouissement lents peuvent être considérés
comme stationnaires sur la durée de la simulation car φ < 1 dans l’équation (5.26). Le
gain d’un canal entre un émetteur i et un récepteur a fluctue donc toujours autour du
même gain moyen ḡi,a. Les différentes simulations qui ont put être lancées avec d’autres
valeurs de ce paramètre n’y ont pas montré de sensibilité au niveau des résultats finaux
obtenus.
Les performances sont évaluées en termes de somme cumulées des retours. La
comparaison est faite avec la méthode d’accès aléatoire (préconisée dans des réseaux
similaires par [Fazel et al., 2011, 2013], en conjonction avec une méthode d’échantillon-
nage compressé au niveaux d’un nœud central pour la reconstruction de la mesure phy-
sique d’intérêt) et avec un schéma d’accès idéal où un génie donnerait aux émetteurs la
connaissance du point d’accès avec le gain de canal le plus favorable au moment où un
paquet doit être envoyé. Les résultats sont affichés sur la figure 5.3. On peut constater
que le Q-learning atteint des performances assez proches du schéma idéal mais avec
une connaissance de l’environnement beaucoup plus réduite - constituée seulement des
retours encodés par un signal binaire. Asymptotiquement, les retours cumulés se tra-
duisent par une probabilité d’accès réussi de 90.3%. Dans le cas du schéma idéal et
de l’accès aléatoire, ces probabilités sont, respectivement, de 97% et 68.4%. Les écarts
types à la performance moyennée sur l’ensemble des émetteurs sont de 8.5%, 14.6% et
13.2% respectivement pour le schéma idéal, le Q-learning , et l’accès aléatoire.
La figure 5.4 montre les fonctions action-valeur et les actions sélectionnées au
cours du temps pour deux émetteurs dans le cas d’une panne simulée d’un point d’accès
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Figure 5.4 – Évolution des fonctions action-valeurs de deux émetteurs dans le cas de la
disparition du récepteur 4 après 15 minutes. L’algorithme permet aux émetteurs d’adapter
leurs stratégies d’accès.
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qu’ils préféraient initialement. Cette panne apparaît après 15 minutes d’opération.
On voit nettement que les capteurs modifient leurs comportements après avoir reçu
suffisamment de punitions. Le nombre de punitions nécessaires dépend de la valeur du
paramètre α. Le choix judicieux d’un autre récepteur dépend alors de l’exploration déjà
réalisée. Le comportement de de chaque capteur peut également être assez différent.
Le capteur 55 converge relativement rapidement vers le choix d’un unique récepteur
tandis que le capteur 2 semble ne pas en être capable, tout en profitant de transmissions
réussies durant certaines périodes. Ceci illustre la capacité d’adaptation pouvant être
offerte aux réseaux ASM par les méthodes d’apprentissage par renforcement.
5.4 Conclusion
Les bénéfices pouvant être apportés aux réseaux sous-marins par des méthodes
d’apprentissage par renforcement ont été illustrés à travers un exemple concret d’ap-
plication aux réseaux de capteurs. La méthode utilisée, qui a été détaillée aux sections
5.2.2 et 5.2.1, a l’avantage d’être très générale et peut s’appliquer à d’autres scénario
où les agents auraient d’autres stratégies de transmission et d’autres fonction de ré-
compense. Les résultats de ce chapitre font écho à divers travaux très actuels sur ce
même sujet [Anjangi and Chitre, 2018; Wang et al., 2018], ce qui constitue un résultat
prometteur et une piste à explorer plus en détails.
L’algorithme Q-learning présente l’avantage de ne pas requérir de modèle de
l’environnement pour pouvoir être mis en œuvre. Seuls des retours d’informations sur
l’environnement sous la forme de récompenses/punitions attribuées en fonction des ac-
tions choisies par les agents sont nécessaires. L’inconvénient majeur de cet algorithme
étant néanmoins sa limitation à des espaces d’actions relativement restreints, si l’on en-
visage un apprentissage in situ. Une des poursuites possibles de ce travail préliminaire
et assez basique pourrait être d’étudier l’apport d’un pré-apprentissage piloté par des
données, effectué en laboratoire, avant de mettre les systèmes en situation. Dans le scé-
nario applicatif qui vient d’être étudié, la dépendance des récompenses obtenues par les
agents vis-à-vis des actions choisies par d’autres agents n’est pas explicite. L’apprentis-
sage multi-agents permet de prendre en compte cette dépendance dans les algorithmes
d’apprentissage par renforcement. Ce cadre de travail est très proche de celui de la
théorie des jeux et on pourra s’intéresser en particulier aux jeux stochastiques, qui sont
une généralisation du problème d’apprentissage par renforcement présenté à la section
5.2.1 au cadre multi-agents [Hu and Wellman, 1998; Littman, 1994].
Enfin, pour le cas d’application traité ici où des capteurs doivent s’associer à
des points d’accès, les jeux de congestion et de population peuvent s’avérer utiles. Ces
jeux sont des jeux sont forme normale où interviennent des joueurs se partageant des
ressources et dont les fonctions d’utilité dépendent des ressources choisies ainsi que du
nombre de joueurs choisissant la même ressource. Ce cadre a été employé dans certains
travaux, tels que [Hasan et al., 2012] sur les réseaux cellulaires auto-optimisés. Il y est
montré que des mobiles peuvent apprendre un schéma d’association à des stations de
base qui soit un équilibre de Nash d’un jeu, où les débits des liens descendant sont
individuellement maximisés.
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Synthèse des contributions
Le travail de recherche de cette thèse a pour vocation de fournir des méthodes
d’allocation de ressources dans le canal ASM qui soient décentralisées et adaptatives.
Dans un contexte où les bandes passantes sont limitées, où l’environnement est dy-
namique et où les systèmes de communications opèrent en dehors d’un cadre stan-
dardisé, il est important de permettre la re-configuration intelligente et automatique
des paramètres de transmission des émetteurs afin d’aboutir à des partages efficaces
de la ressource physique. Le problème a été présenté sous la perspective des systèmes
multi-agents et les outils de la théorie des jeux et de l’apprentissage automatique ont
permis de proposer des méthodes décentralisées, adaptatives, et ne nécessitant qu’une
connaissance locale et imparfaite de l’environnement de la part de chaque émetteur.
Celles-ci s’accordent avec la plupart des contraintes posées par l’environnement ma-
rin et qui n’existent pas forcément dans d’autres domaines d’application de la théorie
des communications : absence de protocoles de communication standardisés, absence
d’infrastructure, échelles de variabilités des évanouissements du canal, limitations en
fréquence de transmission et en bande passante, et délais de propagation.
Les deux premiers chapitres ont présenté en détails les communications et le
canal ASM puis les outils de la théorie des jeux qui permettent de modéliser les com-
pétitions qui peuvent s’établir entre sources acoustiques dans le milieu marin. Les
principales contributions de cette thèse au regard des objectifs fixés sont contenues
dans les chapitres suivants.
Le troisième chapitre présente un problème de partage de spectre entre émetteurs
OFDM dans le canal d’interférence ASM parallèle. La formulation du problème comme
un jeu non-coopératif aboutit à une solution d’équilibre de Nash basée sur l’allocation
de puissance water-filling, l’objectif individuel de chaque émetteur étant de maximiser
son débit sous contrainte de puissance. Afin de tenir compte du fait que les différents
couples émetteurs-récepteurs ne peuvent pas connaître les distributions de probabilité
de l’interférence, le problème a été formulé comme une optimisation robuste face à
l’interférence la plus préjudiciable. L’équilibre du jeu peut être appris itérativement
par les émetteurs grâce à l’algorithme de dynamique de meilleures réponses calculées
sur la base de la connaissance du rapport signal à interférence plus bruit. La variabilité
temporelle du canal et les délais de propagation longs de plusieurs secondes contraignent
les liens de retours fournissant l’information sur le canal aux émetteurs depuis leurs
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récepteurs respectifs. Il a donc été choisi de fournir une information statistique afin
de préserver sa cohérence lorsque celle-ci est diponible à l’émission, plusieurs secondes
après avoir été estimée par la réception. L’impact des erreurs d’estimation du canal
a été pris en compte de manière robuste face à une borne d’incertitude. Les résultats
montrent que cette stratégie permet d’atteindre des partages de spectres plus proches
de la frontière de Pareto que l’équilibre de Nash calculé avec une connaissance parfaite
du gain du canal dans le cas d’une interférence suffisamment forte, sans mettre en place
de coopération d’échanges d’informations entre les joueurs.
Le quatrième chapitre reprend certains résultats du chapitre 3 sur la base des-
quels le problème complémentaire de partage de spectre sous contrainte de débit est
étudié, l’objectif étant cette fois la minimisation de la puissance de transmission. Un
jeu non-coopératif sous forme normale est également formulé, cependant la recherche
de son équilibre pose plusieurs difficultés. Ce problème d’optimisation multi-agents se
situe dans la classe des problèmes d’équilibre de Nash généralisé, pour lesquels l’exis-
tence d’une solution n’est pas garantie. Néanmoins, lorsqu’une solution existe, celle-ci
peut-être calculée à l’aide de l’algorithme de water-filling itératif de la même façon
qu’au chapitre 3. Les jeux de satisfaction, dont les équilibres permettent que certains
joueurs ne satisfassent pas leurs contraintes, offrent une formalisation plus flexible du
problème. Plusieurs cas d’étude sont présentés avec des émetteurs en modulation DSSS
et OFDM dans le canal ASM. Afin de réduire la surcharge sur le lien de retour fournis-
sant l’information à l’émetteur sur l’état du canal, un algorithme ne nécessitant qu’une
information encodée sur 1 bit est proposé. Les résultats montrent que les équilibres de
satisfaction atteints offrent, en moyenne, de meilleures performances que les équilibres
de Nash des jeux sous forme normale associés.
Le cinquième chapitre propose une ouverture sur les réseaux de capteurs sous-
marins non centralisés et adaptatifs à l’environnement. L’intérêt s’est porté en particu-
lier sur l’apprentissage par renforcement comme outil leur apportant de la flexibilité et
des capacité d’adaptation à l’environnement. Les bénéfices pouvant être apportés par
l’algorithme Q-learning sont illustrés à travers une application aux réseaux de capteurs.
Les capteurs, déployés au fond de l’eau, sont dédiés à des mesures d’une quantité phy-
sique d’intérêt et doivent transmettre les données collectées à des récepteurs embarqués
sur des bouées de surface. La configuration du réseau n’est pas pré-établie et on laisse
les capteurs libres de choisir de manière autonome quel récepteur maximise la bonne
réception des paquets de données, grâce à l’algorithme Q-learning. Cet algorithme ne
nécessite pas de modèle, ce qui est intéressant dans un domaine des télécommunica-
tions où il n’existe pas de consensus sur la modélisation statistique du canal et où il est
difficile de prédire à l’avance avec précision les conditions dans lesquelles les systèmes
de communications vont opérer. L’adaptation des stratégies de transmission des cap-
teurs peut se faire seulement sur la base d’un signal de retour contenant une valeur de
récompense pour l’action choisie à un instant donné. Dans l’exemple traité, cette valeur
est encodé sur 1 bit de manière à minimiser la surcharge du réseau. Enfin, l’algorithme
Q-learning ne nécessite pas de synchroniser les éléments du réseau dans la manière dont
il est mis en œuvre au chapitre 5.
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Perspectives
Les perspectives de poursuite des recherches exposées dans ce manuscrit sont
les suivantes :
— Bien qu’étant couteux, et d’autant plus que le nombre de modems à mettre à
l’eau peut être élevé dans le contexte de cette thèse, la validation par des essais
en mer des solution proposées leur apporterait une valeur ajoutée importante.
De plus, et au meilleur de notre connaissance, aucun algorithme ne mettant en
œuvre une adaptation de l’émetteur sur la base d’un lien de retour n’a été testé
en mer à ce jour.
— Les travaux présentés ici se sont focalisés sur l’aspect non-coopératif des commu-
nications ASM. L’étude des mêmes problèmes dans un cadre coopératif, permet-
trait d’évaluer les bénéfices et les coûts d’introduire de la coopération en termes
de performance gagnée contre la surcharge en échange de messages pour la mettre
en place. La théorie des jeux offre également des outils pour traiter le cadre co-
opératif, avec des solutions d’équilibres basées sur la négociation [Nash, 1950] et
des métriques comme le prix de l’anarchie permettant de comparer les équilibres
coopératifs et non-coopératifs [Bacci et al., 2016].
— De manière générale, les équilibres non-coopératifs peuvent avoir le défaut d’être
inefficaces en comparison des mécanismes permettant la coopération. Une façon
de forcer les joueurs à une forme de coopération peut être trouvée dans les jeux
avec prix [Saraydar et al., 2002; Wang et al., 2008]. D’une certaine façon, l’allo-
cation de puissance robuste aux erreurs d’estimation du chapitre 3 met déjà en
œuvre une forme de mécanisme de prix en intégrant, dans la fonction d’utilité,
une pénalité sur l’incertitude portée par les estimations du RSIB. D’autres ma-
nière de faire peuvent être explorées, par exemple, en pénalisant la puissance de
transmission ou la bande passante occupée.
— L’apport des autres types de jeux que ceux qui sont utilisés ici devrait également
être évalué. Selon les applications, les jeux répétées, stochastiques ou bayésiens
peuvent apporter des raffinements dans les concepts d’équilibres qui peuvent être
intéressants. Les jeux stochastiques et répétés sont, en particulier, très liés aux
problèmes d’apprentissage par renforcement et peuvent permettre de mieux com-
prendre certains aspects de l’apprentissage automatique dans le contexte multi-
agents.
— Enfin, les méthodes d’apprentissage de « bonnes » stratégies de partage de res-
sources proposées par ce manuscrit sont supposées être mise en place in situ, au
sens où les systèmes découvrent au fur et à mesure leur environnement. Une amé-
lioration possible peut consister à entraîner les systèmes en amont de leur mise
en opération, de manière à leur fournir des a priori sur certains types de canaux
ou de configurations pouvant être rencontrées afin, d’une part, de converger plus
rapidement vers des bonnes stratégies lorsqu’elles ont été apprises par l’entraîne-
ment, et d’autre part laisser à l’apprentissage in situ la seule tâche d’apprendre
d’éventuelles nouveautés.
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Annexe A
Calcul des fonctions d’utilité pour le
partage de spectre robuste
A.1 Minimisation contre l’interférence la plus préju-
diciable
Considérant que tous les émetteurs distribuent leurs symboles selon une loi
normale, l’information mutuelle moyenne du joueur i est donnée par
Ri(pi,p−i) = α
N
∑
n=1
E [log (1 + SINRi,n)] (A.1)
= α
N
∑
n=1
E
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i |Hji,n|2pj,n
)]
(A.2)
où l’espérance dans (A.1) est prise selon la distribution conjointe des Hji, i, j ∈ I.
On rappelle que pj,n = E [|Xj,n|2]. Posons fHji la densité de probabilité de Hji =
(Hji,n)n∈N , ∀j 6= i. La fonction d’utilité proposée est
ui(pi,p−i) = min
f
Hji∈L
2(R)
Ri(pi,p−i). (A.3)
Pour résoudre ce problème, on peut, de manière équivalente, minimiser sur
chaque sous-canal n ∈ {1, · · · , N}.
E [log (1 + SINRi,n)] = EHii,n
[
EHji,n
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n +
∑
j 6=i |Hji,n|2pj,n
)
∣
∣
∣
∣
Hii,n
]]
(A.4)
≥ EHii,n
[
log
(
1 +
|Hii,n|2pi,n
σ2i,n(n) +
∑
j 6=i E [|Hji,n|2] pj,n
)]
. (A.5)
L’équation (A.4) provient de la loi de l’espérance itérée, l’inégalité (A.5) vient ensuite
de l’inégalité de Jensen puisque la fonction sous l’espérance conditionnelle est convexe
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en Hii,n. La solution du problème (A.3) est donc donnée par le membre de droite de
l’inégalité (A.5), ce minimum étant atteint pour une interférence
Zi,n(p−i) =
∑
j 6=i
Hji,nXj,n + σ
2
i,n (A.6)
distribuée selon une loi normale.
Le jeu pourrait être défini avec (A.5) comme fonction d’utilité. Cependant, la so-
lution de water-filling donnée par (3.17) n’aurait pas de solution analytique et les condi-
tions d’unicité de l’équilibre de Nash et de convergence de l’algorithme de meilleures
réponses seraient plus difficiles à expirmer. Ceci justifie le besoin que l’on a d’expri-
mer la fonction d’utilité comme au membre de droite de l’équation (3.9). L’utilité de
l’équation (A.5) est tout d’abord ré-écrite comme
ui(pi,p−i) = α
∑
n
E
[
log
(
1 +
|Hii,n|2pi,n
ζi,n
)]
(A.7)
= α
∑
n
E
[
log
(
1 +
elog |Hii,n|
2
pi,n
ζi,n
)]
(A.8)
où
ζi,n = σ
2
i,n(n) +
∑
j 6=i
E
[
|Hji,n|2
]
pj,n. (A.9)
En notant que ui(pi,p−i) est alors convexe en log |Hii,n|2, on a l’inégalité suivante
ui(pi,p−i) ≥ α
∑
n
log
(
1 +
eE[log |Hii,n|
2]pi,n
ζi,n
)
, (A.10)
qui termine la preuve.
On peut montrer numériquement que dans certains canaux à évanouissements
de Rice ou sur les données réelles de la section 3.4.4 que (A.10) est une borne serrée
de (A.7), ce qui justifie l’approximation (3.9).
A.2 Développement de l’approximation (A.10) sous
l’hypothèse d’évanouissements de Rice
En choisissant la distribution de Rice pour modèle des évanouissements du canal
ASM, on a Hii,n ∼ CN (µi,n, η2i,n), n = 1, · · · , N , et les |Hii,n|2 suivent une loi X 2
non centrée. Dans ce cas, l’inégalité (A.10) peut-être réécrite au moyen de l’espérance
du logarithme d’une variable X 2 non centrée, dont on peut trouver l’expression dans
[Lapidoth and Moser, 2003, équation (209)]. Soit H ∼ CN (0, 1), µ ∈ C et η ∈ R+\{0}.
Alors,
E
[
log |µ+ ηH|2
]
= log η2 + log
|µ|2
η2
− Ei
(
−|µ|
2
η2
)
(A.11)
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Figure A.1 – Coefficient gi,n en fonction du facteur de Rice Ki,n.
où Ei(−x) est la fonction exponentielle intégrale définie pour tout x > 0 par
Ei(−x) ∆= −
∫ +∞
x
e−t
t
dt. (A.12)
Il est possible de réécrire Hii,n = µi,n+ηi,nH avec H ∼ CN (0, 1), et on définit le facteur
de Rice Ki,n et le gain du canal Hii,n par
Ki,n
∆
=
|µi,n|2
ηi
(A.13)
E
[
|Hii,n|2
]
= |µi,n|2 + η2i,n. (A.14)
Ces deux définitions utilisées avec l’équation (A.11) amènent à l’expression suivante
pour le logarithme espéré de |Hii,n|2 :
E
[
log |Hii,n|2
]
= log η2i,n + logKi,n − Ei (−Ki,n) (A.15)
= log
(
Ki,n
Ki,n + 1
E
[
|Hii,n|2
]
)
− Ei (−Ki,n) . (A.16)
L’inégalité (A.10) devient alors
ui(pi,p−i) ≥ α
∑
n
log
(
1 +
gi,nE [|Hii,n|2] pi,n
ζi,n
)
, (A.17)
où
gi,n =
Ki,n
Ki,n + 1
e−Ei(−Ki,n). (A.18)
Cette fonction est illustrée à la figure A.1 et tend vers 1 pour des facteurs de Rice
suffisament hauts. On peut remarquer que chaque terme de la somme dans l’expression
(A.7) de ui(pi,p−i) peut être encadré de la façon suivante :
log
(
1 + gi,n
E [|Hii,n|2] pi,n
ζi,n
)
≤ E
[
log
(
1 +
|Hii,n|2pi,n
ζi,n
)]
≤ log
(
1 +
E [|Hii,n|2] pi,n
ζi,n
)
.
(A.19)
139
Chapitre A. Calcul des fonctions d’utilité pour le partage de spectre robuste
Ceci montre que l’approximation (3.9), dans la forme donnée par l’équation (A.17), est
meilleure à mesure que le facteur de Rice devient grand, les trois inégalités devenant
des égalités lorsque gi,n = 1 - ce qui se vérifie asymptotiquement lorsque Ki,n → +∞.
En termes physiques, cela signifie que l’approximation est valide dans des canaux de
Rice dont la composante spéculaire a une puissance forte devant la composante diffusée.
Des sondages en mer de canaux ASM petits fonds font état de facteurs de Rice élevés -
plusieurs dizaines de décibels - pour les trajets les plus énergétiques [Socheleau et al.,
2011].
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Annexe B
Preuve du Théorème 3.2.1 :
Conditions d’unicité de l’équilibre de
Nash dans le jeu de partage de spectre
En général, seules des conditions suffisantes d’unicité des équilibres de Nash
peuvent être données dans les jeux dont les utilités sont des fonctions concaves et
continues sur des espaces d’actions compacts et convexes. Elles sont obtenues lorsque
les fonctions d’utility sont diagonalement strictement concaves, ce qui implique un
équilibre unique. Cette notion de concavité et le théorèmre d’unicité qui en découle ont
été introduits pour la première fois par [Rosen, 1965].
Théorème B.0.1 ([Rosen, 1965]). Soit un jeu G = (I,A1 × · · · × AI , u) dont les
espaces d’actions Ai ∈ Rni sont sont compacts et convexes les fonctions d’utilités sont
continues en a ∈ A = A1 × · · · × AI et concaves en ai ∈ Ai, ∀i ∈ I. Si ∀a,a′ ∈
A, a 6= a′, il existe un joueur i tel que la propriété suivante de concavité stricte et
diagonale est vraie
(a′i − ai)T ∇aiui(a) + (ai − a′i)T ∇aiui(a′) > 0, (B.1)
alors G possède un unique équilibre de Nash.
Démonstration. Voir [Rosen, 1965, Theorem 2].
Dans le jeu de partage de spectre du chapitre 3, l’idée principale amenant à
des conditions pour un équilibre de Nash unique est de procéder par contradiction, en
supposant l’existence de deux équilibres différents p et p′, et en déduire les conditions
sur les statistiques des canaux Hji qui satisfont le théorème B.0.1.
Tout d’abord, ui(pi,p−i) est réécrite
ui(pi,p−i) ∝
N
∑
n=1
log
(
1 +
Gii,npi,n
σ2i,n +
∑
j 6=iGji,npj,n
)
(B.2)
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où
Gii,n
∆
=
{
eE[log |Hii,n)|
2] si i = j,
E [|Hji,n|2] sinon
(B.3)
On a ∀ n ∈ {1, · · · , N},
[
∇piui(p)
]
n
=
Gii,n
σ2i,n +
∑I
j=1Gji,npj,n
. (B.4)
Soit p,p′ ∈ P = P1× · · · ×PI et supposons p 6= p′. Les conditions de l’équation
(B.1) ci-dessus conduisent à ce que p et p′ ne peuvent pas être des équilibres de Nash
distincts si ∃ i ∈ I tel que
N
∑
n=1
(
p′i,n − pi,n
) Gii,n
ξi,n
×
I
∑
j=1
Gji,n
(
p′j,n − pj,n
)
> 0 (B.5)
où
ξi,n =
(
σ2i,n +
I
∑
j=1
Gji,npj,n
)
×
(
σ2i,n +
I
∑
j=1
Gji,np
′
j,n
)
> 0. (B.6)
Il est possible de montrer [Scutari et al., 2008a, Appendix B] qu’une condition
suffisante pour que (B.5) soit vérifiée est ∃ i ∈ M, ∀ n ∈ {1, · · · , N}
∣
∣p′i,n − pi,n
∣
∣+ sign
(
p′i,n − pi,n
)
×
∑
j 6=i
Mji,n
(
p′j,n − pj,n
)
> 0 (B.7)
avec Mji(n) définie pour j 6= i par
Mji,n
∆
=
Gji,n
Gii,n
, ∀ n ∈ {1, · · · , N} . (B.8)
À partir de ce point, les mêmes étapes que la démonstration de [Scutari et al.,
2008a, Appendix B] peuvent être suivies pour aboutir au théorème 1.
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Annexe C
Preuve du théorème 3.2.2 : Conditions
de convergence de l’algorithme de
water-filling itératif
On va tout d’abord énoncer un théorème général de convergence des algorithmes
asynchrones donné par [Bertsekas and Tsitsiklis, 1997], où on reprend les notations
du chapitre 2 pour la théorie des jeux. L’idée est ensuite de montrer que lorsque les
meilleures réponses des joueurs sont des applications contractantes au sens d’une cer-
taine norme, le théorème de convergence s’applique. Il suffira ensuite de prouver que
les meilleures réponses « water-filling » sont elles mêmes des applications contractantes
pour garantir la convergence de l’algorithme de water-filling itératif (dans sa version
asynchrone ou synchrone, la deuxième version étant un cas particulier de la première).
Cette procédure est sensiblement la même que celle suivie dans [Scutari et al., 2008c].
C.1 Convergence de la dynamique de meilleures ré-
ponse asynchrone
Rappelons pour commencer la dynamique de meilleures réponses asynchrones.
Soient le jeu G = (I,A, u) et la correspondance BR = (BRi)i∈I où les BRi sont
les correspondances de meilleures réponses de chaque joueur. Soient T = 1, 2, · · · les
itérations de l’algorithme, Ti ⊆ T l’ensemble des itérations où le joueur i joue, et τi(t) le
dernier temps avant t où i a obtenu une connaissance de la stratégie a−i. La dynamique
s’écrit
ai(t+ 1) = BRi (a−i(τi(t))) ∀t ∈ Ti. (C.1)
Pour tout t ∈ T on a donc
a(t + 1) = BR(a(t)). (C.2)
Théorème C.1.1 (Convergence asynchrone, [Bertsekas and Tsitsiklis, 1997]). Si il
existe une suite de sous-ensembles non-vides
· · · ⊂ A(t+ 1) ⊂ A(t) ⊂ · · · ⊂ A. (C.3)
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tels que
1. (Condition de convergence synchrone). On a
BR(a) ∈ A(t+ 1), ∀k et ∀a ∈ A(t). (C.4)
De plus, si {a(t)} est une séquence telle que a(t) ∈ A(t) pour tout t, alors elle
converge vers un point-fixe de BR.
2. Pour tout t, il existe Ai(t) ⊂ Ai tels que
A(t) = A1(t)× · · · × AI(t), (C.5)
alors l’algorithme de meilleures réponses asynchrone de la récurrence (2.23) converge
vers un point fixe qui est un équilibre de Nash en stratégies pure.
On pose A ⊆ Rn avec n = n1+ · · ·+nI , et A = A1×· · ·×AI . Le théorème pré-
cédent s’applique lorsque BR est contractante au sens de la norme maximum pondérée
que l’on définit, ∀a ∈ A, par
‖a‖∞,w = maxi∈I
‖ai‖2
wi
(C.6)
où w = (w1, · · · , wI) est un vecteur de poids positifs. La correspondance BR est alors
dite contractante par blocs.
Définition C.1.1 (Application contractante par blocs). Soit f : A → A, où A ⊆ Rn
et A = A1 × · · · × AI, avec Ai ⊆ Rni et n = n1 + · · ·+ nI . Chaque élément de A peut
s’écrire a = (a1,a2, · · · ,aI) et pour tout a ∈ A on a f(a) = (f1(a), f2(a), · · · , fI(a))
où chaque fi : A → Ai et le ième bloc de f(a). L’application f est contractante par
blocs si elle vérifie ∀a,a′ ∈ A
‖f(a)− f(a′)‖∞,w ≤ β ‖a− a′‖∞,w (C.7)
où β ∈ [0, 1[ est le module de la contraction.
Le théorème suivant est une adaptation du théorème du point fixe de Banach
au cas particulier des applications contractantes par blocs, qui est celui qui va nous
intéresser pour la convergence de l’algorithme de water-filling du chapitre 3.
Théorème C.1.2 (Point fixe pour les applications contractantes par blocs). Soient
A = A1 × · · · × AI , A ⊆ Rn où chaque Ai ⊆ Rni et une application f : A → A
contractante par blocs de module β. Cette application possède un unique point fixe
a⋆ = f(a⋆), et toute suite d’éléments de A issue de la récurrence
a(t+ 1) = f(a(t)) (C.8)
vérifie la majoration
‖a(t)− a⋆‖∞,w ≤ βt ‖a(0)− a⋆‖∞,w (C.9)
et converge par conséquent vers a⋆.
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Soient les ensembles définis pour tout t par
A(t) =
{
a ∈ A
∣
∣ ‖a− a⋆‖∞,w ≤ βt ‖a(0)− a⋆‖∞,w .
}
(C.10)
L’ensemble A(t + 1) est évidemment inclu strictement dans A(t) et on vérifie donc
l’hypothèse de départ du théorème de convergence asynchrone :
· · · ⊂ A(t+ 1) ⊂ A(t) ⊂ · · · ⊂ A.
La condition 1 du théorème est vérifiée car BR est contractante. La récurrence définie
par l’équation (C.2) converge donc bien vers un point fixe d’une manière telle que
stipulée par la condition 1. De plus, on vérifie également la condition 2 car pour tout
t on peut décomposer A(t) comme A(t) = A1(t)× · · · × AI(t) où
Ai(t) =
{
ai ∈ Ai
∣
∣
∣
∣
‖ai − a⋆i ‖2
wi
≤ βt ‖a(0)− a⋆‖∞,w .
}
. (C.11)
Ainsi, si la correspondance de meilleures réponses définie par BR est bien une contrac-
tion vis-à-vis de la norm maximum pondérée, les dynamiques de meilleures réponses
asynchrones convergent géométriquement vers un l’équilibre de Nash en stratégies pures
correspondant à l’unique point fixe de BR.
C.2 Convergence du water-filling itératif
On reprend ici les notations du chapitre 3. L’opérateur de water-filling peut
être vu comme une correspondance de P = P1 × · · · × PM dans lui-même. Soit p =
[
pT1 , · · · ,pTI
]T ∈ P la concaténation de tous les vecteurs d’allocation de puissance
pi ∈ Pi. On peut définir la correpondance de water-filling par
WF [p] =
(
WFi
[
p−i
])I
i=1
(C.12)
où ∀ n ∈ {1, · · · , N}
(
WFi
[
p−i
])
n
=
[
λi −
σ2i,n +
∑
j 6=i E [|hji,n|2pj,n]
eE[log |hii,n|
2]
]+
. (C.13)
Un équilibre de Nash p⋆ du jeu de partage de spectre G défini par (3.5) est un point
fixe de la correspondance de meilleures réponses (C.12), c’est-à-dire
p⋆ = WF [p⋆] . (C.14)
L’algorithme 2 donne une version de la dynamique de meilleures réponses ba-
sée sur la correspondance définie par (C.12). Cet algorithme converge sous les mêmes
conditions que celle données par le théorème C.1.1. On peut réécrire (C.13) comme
WFi(p−i) =
[
−σi −
∑
j 6=i
Hjipj
]
Pi
(C.15)
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où
σi
∆
=
[
σ2i,1
eE[log |hii,1|
2]
, · · · , σ
2
i,N
eE[log |hii,N |
2]
]T
, (C.16)
Hji
∆
= D
(
[
E [|hji,1|2]
eE[log |hii,1|
2]
, · · · , E [|hji,N |
2]
eE[log |hii,N |
2]
]T
)
, (C.17)
et [.]Pi désigne la projection euclidienne sur Pi. On peut ainsi suivre les mêmes étapes
que dans les preuves données par [Scutari et al., 2008b, Appendices B et C] et réutiliser
leur interprétation de l’opérateur de water-filling comme une projection euclidienne sur
un espace convexe pour trouver les conditions selon lesquelles il est bien une contraction
vis-à-vis de la norme maximum pondérée, ce qui implique directement la convergence
de l’algorithme 2 selon les mêmes arguments qu’à la section précédente. Ces conditions
s’identifient aux conditions suffisantes du théorème 3.2.2.
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Annexe D
Convergence des algorithmes 1 et 3
dans les jeux de satisfaction DSSS et
OFDM
D.1 Convergence pour les jeux de satisfaction en
DSSS
Il suffit de vérifier que les conditions de la proposition 4.2.1 sont satisfaites. Les
conditions 1) et 3) sont vérifiées par hypothèse : chaque joueur aura une opportunité de
jouer et la définition des espaces d’actions s’accorde avec la condition 3). Pour prouver
que la condition 2) est vérifiée, posons tout d’abord φi : A−i → Ai telle que
φi = inf
ai∈Ai
{ai | ui(ai,x−i) ≥ Γi} (D.1)
avec ui(ai,x−i) = E
[
‖H ii‖2F
]
P
(ai)
i N
(ai)
i /E
[
‖zi(x−i)‖22
]
. La correspondance de satis-
faction ϕi satisfait donc ∀i
ϕi(x−i) = {ai ∈ Ai | φi(x−i)  ai} . (D.2)
Le vecteur zi(x−i) représente l’interférence plus le bruit perçus au récepteur i. On
peut ordonner l’ensemble A−i des stratégies des adversaires du joueur i par rapport à
la puissance de l’interférence plus bruit perçue, c’est à dire
∀x−i,x′−i ∈ A−i, x′−i > x−i ⇔ E
[
∥
∥zi(x
′
−i)
∥
∥
2
2
]
> E
[
‖zi(x−i)‖22
]
. (D.3)
Pour deux x′−i et x−i tels que x
′
−i > x−i, on a donc ui(ai,x−i) > ui(ai,x
′
−i) : le
RSIB du joueur i diminue si la puissance de l’interférence générée par le bruit et
les interférences des autres joueurs augmente. Ainsi, il est nécessaire pour ce joueur
d’utiliser une puissance de transmission ou un gain d’étalement plus grands afin de
satisfaire sa propre contrainte de RSIB. Ceci étant vérifié pour tous les joueurs du jeu
en modulation DSSS. On conclut par conséquent que
x′−i > x−i ⇒ φi(x′−i) ≥ φi(x−i) (D.4)
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ce qui termine la preuve et montre que les algorithmes 1 et 3 convergent vers un
équilibre de satisfaction dans le jeu en modulation DSSS.
D.2 Convergence pour les jeux de satisfaction en
OFDM
D.2.1 Water-filling et retour de l’état du canal
En vertu des arguments donnés au paragraphe 4.2.5.1, les stratégies des joueurs
sont les puissances de transmissions possibles Pi appartenant à
Ai =
[
Pmini , P
max
i
]
, (D.5)
et les seules allocations de puissance rationnelles sont celles données par la solution
de water-filling au problème (4.32) où la contrainte est donnée par une puissance de
transmission choisie dans Ai. Ces solutions sont de la forme p⋆i = Pi × qi où qi ∈ RNi+
et ‖qi‖1 = 1. Les correspondances de satisfaction des joueurs
ϕi(p−i) =
{
Pi ∈ Ai : αi
Ni
∑
n=1
log
(
1 + Piγi,n(p−i)qi,n
)
≥ Γi
}
, (D.6)
où γi,n(p−i) est défini à l’équation (3.10).
Selon la proposition 4.2.1, si ϕi peut s’exprimer par
ϕi(p−i) =
{
ai ∈ Ai | φi(p−i)  ai
}
(D.7)
avec φi préservant l’ordre, alors l’algorithme 1 converge vers un équilibre de satisfaction
en stratégies pures. Trouver une telle fonction ayant la propriété de préserver l’ordre
pour toutes les configurations du jeu n’est pas possible. Supposons que nous ordonnions
les stratégies p−i ∈ A−i par rapport à leur norme, c’est à dire par rapport à la puissance
de transmission. Il est possible d’observer des cas où lorsqu’un joueur augmente sa
puissance, l’interférence générée sur les autres joueurs oblige ceux-ci à répartir leur
puissance sur les canaux où le joueur à forte puissance de transmission est absence. Ce
faisant, la puissance de l’interférence perçue sur ces canaux est moindre est offre aux
joueurs l’opportunité de réduire leur puissance de transmission. Ce genre de situation
est visible par exemple aux figures 4.2 et 4.3. Dans ce genre de cas il est difficile de
trouver une relation d’ordre qui permette d’exprimer les correspondances ϕi comme à
l’équation (D.7). Une condition suffisante serait d’avoir
φ(p−i) = inf
Pi∈Ai
{
Pi : αi
Ni
∑
n=1
log
(
1 + Piγi,n(p−i)qi,n
)
≥ Γi
}
(D.8)
avec une configuration des canaux permettant de vérifier que γi,n(p′−i) ≤ γi,n(p−i) pour
tous p−i,p
′
−i ∈ Pi tels que ‖p−i‖1 < ‖p′−i‖1. Dans ce cas, on aurait bien φi qui préserve
l’ordre.
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Toutes les réalisations des simulations du jeu de satisfaction OFDM avec
connaissance de l’état du canal et réponses de satisfaction basées sur le water-filling ont
néanmoins convergé, ce qui semble indiquer que soit les conditions évoquées ci-dessus
sont peu restrictives, soit il existe une relation d’ordre pour laquelle il est possible
d’exprimer les φi de la manière requise.
D.2.2 Allocation ON/OFF et retour sur 1 bit
L’espace de stratégies des joueurs de ce jeu correspond au nombre de sous-canaux
où une puissance Pi = Pmaxi /Ni, est allouée i.e.
Ai = {1, · · · , Ni}. (D.9)
Les vecteurs d’allocation de puissance possibles sont
Pi(ai) =
{
pi ∈ {0, Pi}Ni : ‖pi‖0 = ai
}
. (D.10)
Les stratégies choisies par i sont notées ai ∈ Ai et le vecteur d’allocation de puissance
correspondant est pi(ai). De manière analogue, a−i = (aj)j∈I,j 6=i ∈ A−i et p−i(a−i)
sont, respectivement, les stratégies et les vecteurs d’allocations de puissances associés
des adversaires de i. La fonction d’utilité donnée initialement à l’équation (4.29) peut
s’exprimer comme
ui(ai, a−i) =
Ni
∑
n=1
log
(
1 + γi,n(p−i(a−i))pi,n(ai)
)
(D.11)
avec
γi,n(p−i(a−i))
∆
=
eE{log|hii,n|2}
σ2wi,n +
∑
j 6=i E{|hji,n|2}pj,n(aj)
. (D.12)
La correspondance de satisfaction ϕi satisfait
ϕi(a−i) = {ai ∈ Ai : φi(a−i)  ai} (D.13)
avec φi(a−i) = infai∈Ai {ai : fi(ai, a−i) ≥ Γi}.
Pour a−i < a′−i, on a γi,n(p−i(a
′
−i)) ≤ γi,n(p−i(a−i)), c’est à dire que lorsque
les adversaires de i allouent de la puissance sur un plus grand nombre de canaux, le
RSIB de i va soit décroître soit rester égal. Dans ce cas, ui(ai, a−i) ≥ ui(ai, a′−i) donc φi
préserve l’ordre. Par conséquent, les conditions de la proposition 4.2.1 sont satisfaites
et l’algorithme 3 converge bien vers un équilibre de satisfaction.
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