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Abstract
In this paper we study several classes of Boolean formulae which generalize Horn formulae while
preserving one of their main properties, namely the fact that satisﬁability is decidable in polynomial
time. We compare the known classes with respect to inclusion and deﬁne a hierarchy of new classes,
which properly contains some of the known classes.
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1. Introduction
The class of Horn formulae is a very important and extensively studied subclass of
general Boolean formulae. The principal reason for their importance is the fact, that the
satisﬁability problem (SAT), which is well-known to be NP-complete for general Boolean
formulae, can be solved efﬁciently (in linear time with respect to the length of the formula)
for Horn formulae [14,20,23]. This has signiﬁcant practical implications. Many real-life
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problems require for their solution to solve SAT as a subproblem, and hence are in gen-
eral intractable; however, they become tractable if the underlying Boolean formula in the
problem is Horn. Such problems arise in several application areas, among others in artiﬁ-
cial intelligence [12,18,19] and database design [13,22]. The limiting factor in using Horn
formulae is their expressing power. Not every real-life problem can be formulated in such
a way, that the underlying formula is Horn.
For the above reasons it is obvious, that ﬁnding broader classes of formulae, which pre-
serve the property that satisﬁability is decidable for them in polynomial time, is highly
desirable. Several attempts in this direction were successfully made. The ﬁrst natural gen-
eralization that was considered is the class of hidden Horn formulae, which are in literature
sometimes also called renamable or disguised Horn formulae. This class consists of for-
mulae, which can be obtained from Horn formulae by so called “variable complementing”
(also known as “variable renaming” or “variable switching”), i.e. by replacing someBoolean
variables by their complements. Aspvall showed in [2] that recognizing whether a given
Boolean formula is hidden Horn can be done in linear time. Moreover, the recognition algo-
rithm combined with the linear time SAT algorithm for Horn formulae [14,20,23] directly
yields a linear time SAT algorithm for the class of hidden Horn formulae.
Yamasaki and Doshita [27] deﬁned a different generalization of Horn formulae, called
their class S0, and developed a cubic time SAT algorithm for formulae in S0. This was later
improved to quadratic time by Arvind and Biswas [1]. Moreover, recognizing whether a
given formula belongs to S0 can be decided also in quadratic time by a straightforward
algorithm which uses in a simple way the deﬁnition of the class. The class S0 was further
generalized by Gallo and Scutellà [16] who came up with a recursively deﬁned inﬁnite
hierarchy of classes of Boolean formulae 0 ⊆ 1 ⊆ 2 ⊆ · · · such that 0 consists
of all Horn formulae, 1 equals to S0, and the union
⋃∞
k=0k is the set of all Boolean
formulae. For every ﬁxed k, recognizing whether a given formula belongs to k can be
done in polynomial time (in O(nk) time where  is the length of the formula and n is the
number of Boolean variables). If a formula is in the class k , then the same time bound
holds for testing its satisﬁability.
Another generalization of Horn formulae was deﬁned by Boros et al. in [4], where the
class of q-Horn formulae was introduced. This class properly contains not only all Horn
formulae, but also all quadratic formulae and hidden Horn formulae. In [4] it was shown,
that satisﬁability can be tested in linear time for q-Horn formulae, and recognizing whether
a given formula is q-Horn can be done in polynomial time by an algorithm based on linear
programming. The complexity of recognition was later improved by Boros et al. [6] to linear
time by means of a purely combinatorial algorithm.
Yet another generalization of Horn formulae, so called extended Horn (EH) and hidden
extendedHorn (HEH) formulae,were deﬁned byChandru andHooker in [10].The deﬁnition
of the class of EH formulae uses nontrivial polyhedral techniques and is quite complicated.
HEH formulae then originate from EH formulae in the same way as hidden Horn formulae
do from Horn formulae. The main property of HEH formulae is that satisﬁability can be
tested for them in linear time by unit resolution. On the other hand, the biggest drawback of
the class is that no polynomial time recognition procedure is known for it, with the exception
of a small subclass of EH formulae for which recognition can be solved in almost linear
time by the algorithm of Swaminathan and Wagner [25].
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Very little is known about the mutual relationships (with respect to inclusion) among the
above described classes (the exception being that both q-Horn formulae andHEH formulae
are known to contain all hidden Horn formulae). In this paper we shall address this question
and show, that all of the above deﬁned classes (S0, q-Horn, HEH) are indeed different,
i.e. none of them contains any other. Furthermore we shall show how do the classes of
q-Horn formulae and HEH formulae relate to the inﬁnite hierarchy 0,1,2, . . . deﬁned
by Gallo and Scutellà [16]. Results in the second part of this paper are motivated by an easy
observation that while both the class of q-Horn formulae and the class of HEH formulae
are closed under “variable complementing”, the class S0 is not. Therefore, we shall deﬁne
a class closed under “variable complementing” which properly contains S0. Moreover,
we shall use this new class to deﬁne a more general inﬁnite hierarchy 0,1,2, . . .
of classes closed under “variable complementing” which properly contains the hierarchy
0,1,2, . . .. In the end of the paper we shall describe, how the approach used for
deﬁning the hierarchy 0,1,2, . . . can be extended to deﬁne an even more general
classes of formulae, e.g. a class that properly contains all q-Horn formulae as well as the
entire class S0. The main property of all newly deﬁned classes of formulae is that they
maintain both polynomial time recognizability as well as polynomial time satisﬁability
testing.
The paper is structured as follows. In the next section we shall deﬁne the known general-
izations of Horn formulae and prove certain properties of these classes, which will become
useful in the subsequent text. In Section 3 we shall investigate the mutual relationships
among these classes with respect to inclusion. In Section 4 we shall deﬁne a new hierar-
chy of classes similar to the hierarchy by Gallo and Scutellà [16], and prove a number of
interesting properties which this new hierarchy possesses. In Section 5 we prove that the
new hierarchy in fact properly generalizes the hierarchy by Gallo and Scutellà [16]. Finally,
Section 6 brieﬂy discusses yet another new hierarchy, more general than the previous one.
This hierarchy has the nice property that already its second class properly contains both the
class S0 deﬁned by Yamasaki and Doshita [27] and the class of q-Horn formulae deﬁned
by Boros et al. in [4], while maintaining polynomial time recognition and satisﬁability
testing.
2. Known generalizations of Horn formulae
Throughout this paper we shall work with the set x1, x2, . . . , xn of Boolean variables
(proposition letters). A literal is either a variable or its negation. The set of all positive
literals x1, x2, . . . , xn and all negative literals x1, x2, . . . , xn will be denoted by I, i.e.
I = {x1, x2, . . . , xn, x1, x2, . . . , xn}.
For every i, the pair xi, xi is called a complementary pair of literals.A clause is a disjunction
of literals which contains no complementary pair. A clause is called a positive clause if it
contains only positive literals and it is called a negative clause if it contains only negative
literals. A length of a clause is the number of literals in it. In the subsequent text we shall
frequently treat clauses as sets, e.g the expression a ∈ C will denote that clause C contains
literal a. Similarly C ⊆ D will mean that all literals of clause C are contained also in
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clause D, in which case C is called a subclause of D. A conjunctive normal form (CNF)
is a conjunction of clauses. It is well-known, that every Boolean formula (of propositional
logic) can be transformed into a logically equivalent CNF. Thus, in the remainder of this
paper we shall work only with CNFs, and the word “formula” will always mean a CNF. A
length of a formula is then deﬁned as the sum of lengths of its clauses.
A model is an assignment of truth values to variables which extends in an obvious way
to an assignment of truth values to literals (complementary literals receive complementary
values).Amodel satisﬁes a clause if it makes at least one literal in the clause true.A formula
is satisﬁable if there exists a model which simultaneously satisﬁes all clauses in the formula.
The satisﬁability problem (SAT) is deﬁned as follows:
Instance: A formula .
Question: Is  satisﬁable?
SAT is known to be NP-complete, however it is solvable in polynomial time for certain
classes of formulae. Perhaps the simplest such class is the class of quadratic formulae.
A formula is quadratic if every clause in it has length at most two. It was proved e.g.
in [3] that in such a case SAT can be solved in linear time with respect to the length of the
formula. Beside that, the class of quadratic formulae (let us denote it by Q) has additional
nice properties, namely it is closed under the following ﬁve operations:
• Literal deletion: let  ∈ Q and let ′ originate from  by deleting a literal from some
clause. Then ′ ∈ Q.
• Clause deletion: let  ∈ Q and let ′ originate from  by deleting an entire clause. Then
′ ∈ Q.
• Partial assignment: let  ∈ Q and let ′ originate from  by substituting a truth value
for a variable. Obviously, this simply amounts to literal deletion of all occurrences of the
selected variable which evaluate to zero, and to clause deletion of all clauses in which
the selected variable evaluates to 1. Hence any class of formulae which is closed under
both literal and clause deletion is closed also under partial assignment. Thus, ′ ∈ Q.
• Variable complementation: let  ∈ Q and let S ⊆ {1, . . . , n} be an index set indexing a
subset of variables. Deﬁne a formula S as follows: S is produced from  by replacing
all occurrences of xi by xi and all occurrences of xi by xi for every i ∈ S, and by leaving
all other literals (corresponding to variables xi , i /∈ S) unchanged. Then S ∈ Q.
• Disjoint union: let 1,2 ∈ Q be two formulae on disjoint sets of variables, and let
=1 ∧2. Then  ∈ Q (note that the class Q is closed even under a “general” union,
where the two sets of variables are not required to be disjoint).
The above ﬁve operations are very useful in working with examples of formulae which
belong to a given class. Therefore we shall study these operations for all classes which we
shall work with in the subsequent text. However, as we shall see, not all of these classes
will behave as “nicely” as the class of quadratic functions, which is closed under all ﬁve
operations. The biggest drawback of quadratic formulae is their low “expressing power”,
i.e. few “real world” problems can be formulated in terms of quadratic formulae, although
there are some exceptions where quadratic formulae do have “real world” applications, e.g.
single-bend wiring [24] and optimal cell ﬂipping inVLSI design [5].A widely studied class
of formulae with a considerably higher expressing power is the class of Horn formulae.
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A clause is Horn if it contains at most one positive literal. A formula is Horn if it con-
sists only of Horn clauses. Again, SAT can be solved in linear time for Horn formulae,
as was shown e.g. in [14,20,23]. The class of Horn formulae is clearly closed under both
literal and clause deletion and hence also under partial assignment. It is also closed under
disjoint union (even “general” union). However, it is not closed under variable comple-
mentation. This feature is rather unfortunate. A more or less random choice of which “real
world” phenomenon is associated with a positive literal and which with the corresponding
negative literal (e.g. for dual pairs like light/dark, switch-on/switch-off, etc.) may inﬂu-
ence whether the resulting Boolean formulation of the underlying “real-world” problem
yields a Horn formula or not. That in turn determines whether the obtained formulation
is practically usable or not. This drawback of Horn formulae is eliminated in the follow-
ing class, which can be thought of as the “complementation closure” of the class of Horn
formulae.
2.1. Hidden Horn formulae
A formula  is hidden Horn if there exists an index set S for which S is Horn. The
following easy observation follows immediately from the deﬁnition and the properties of
Horn formulae and hence is left without a proof.
Proposition 2.1. The class of hidden Horn formulae is closed under literal deletion, clause
deletion, partial assignment, variable complementation, and disjoint union.
Note however, that unlike in the Horn case, the class of hidden Horn formulae is not
closed under “general” union, as two hidden Horn formulae may require conﬂicting sets
of variables to be complemented (no class introduced from now on will be closed under
“general” union, so we will stop referring to it). In [2] a linear time algorithm was designed,
which for any given formula  tests whether it is hidden Horn, and in the positive case
outputs the appropriate index set S, such that S is Horn. Since there is an obvious one-
to-one correspondence between satisfying models of  and satisfying models of S , this
linear time recognition algorithm combined with any linear time SAT algorithm for Horn
formulae immediately yields a linear time algorithm for SAT on hidden Horn formulae (for
more on HH formulae and their satisﬁability see e.g. [9,26]).
Now let us deﬁne another three different generalizations of Horn formulae: q-Horn (hid-
den) extended Horn, and S0 formulae.
2.2. Q-Horn formulae
An assignment of truth values to variables, which is simply a function t : {x1, . . . , xn}
−→ {0, 1} can be generalized to a so called valuation  : {x1, . . . , xn} −→ [0, 1] by relaxing
the integrality requirement. Similarly as in the case of truth value assignments, a valuation
extends to all literals by requiring that ∀i : (xi) + (xi) = 1. For a clause C we deﬁne
(C) =∑a∈C(a), and call valuation  to be feasible for C if (C)1. A formula  is
q-Horn if there exists a valuation  which is feasible for all clauses in  (such a valuation
is then called feasible for ).
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It is easy to observe, that every quadratic formula is q-Horn (the valuation (xi) =
1
2 ∀i is feasible for every quadratic formula), every Horn formula is q-Horn (the valuation
(xi) = 1 ∀i is feasible), and every hidden Horn formula is q-Horn (take the valuation
(xi) = 0 ∀i ∈ S and (xi) = 1 ∀i /∈ S, where S is the index set for which S is Horn).
Moreover, the class of q-Horn formulas has the following properties.
Proposition 2.2. The class of q-Horn formulae is closed under literal deletion, clause
deletion, partial assignment, variable complementation, and disjoint union.
Proof. The fact that the class of q-Horn formulae is closed under both literal and clause
deletion and hence also under partial assignment follows directly from the deﬁnition of
q-Horn formulae. The same is true for disjoint union. To see that the class is closed under
variable complementation note, that if valuation  is feasible for then valuation ′ deﬁned
by ′(xi)= 1− (xi) ∀i ∈ S and ′(xi)= (xi) ∀i /∈ S is feasible for S . Hence, if  is
q-Horn then S is also q-Horn for all index sets S. 
In [4], where the class of q-Horn formulae was introduced, it was shown, that for a q-
Horn formula SAT can be tested in linear time (with respect to the length of the formula),
and recognizing whether a given formula is q-Horn can be done in polynomial time by an
algorithm based on linear programming. The complexity of recognition was later improved
in [6] to linear time by means of a purely combinatorial algorithm.
2.3. (Hidden) Extended Horn formulae
The satisﬁability problem can be formulated as an integer programming problem in the
following way. A clause C = (∨i∈P xi) ∨ (
∨
i∈Nxi) (where Pand N are the index sets of
positive and negative literals in C respectively) is satisﬁed (under a particular assignment
of truth values to the variables) if and only if
∑
i∈P
xi +
∑
i∈N
(1− xi)1,
where ∀i xi ∈ {0, 1}. This inequality can be rewritten in a vector notation as axa0 where
a ∈ {−1, 0, 1}n and a0 is an integer. Putting these inequalities together for all clauses in a
formula, it is clear that a formula  consisting of m clauses is then satisﬁable if and only if
the corresponding system of inequalities
Hxb (where H is an m× n {−1, 0, 1}-matrix
and b is an integral m-vector),
x0,
−x − e (where e is a unit n-vector) (1)
has an integral solution. Let PH be the polytope deﬁned by (1). If matrix H is such that
the following property holds
PH nonempty ⇒ PH contains an integral vector (2)
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for an arbitrary integral right-hand side b, then the integrality constraint on the solution
may be dropped, and SAT can be solved in polynomial time by linear programming. This
observation leads to a natural question, whether sufﬁcient conditions exist, that would
guarantee property (2) of matrix H. In [10] it was discovered that such conditions can be
obtained as a corollary of Chandrasekaran’s Theorem [8].
Corollary 2.3 (Chandru and Hooker [10]). Consider the linear system (1), and let T be
an n× n nonsingular matrix that satisﬁes the following conditions:
1. T and T −1 are integral,
2. each row of T −1 contains at most one+1, at most one−1, and no other nonzero entries,
3. each row of HT −1 contains at most one negative entry, which must be −1.
Then H satisﬁes property (2).
The nonsingularity of T −1 implies that each row contains at least one nonzero entry,
and hence, due to the second condition, it is possible to add to the matrix T −1 one column
in such a way that each row then contains exactly one +1, exactly one −1, and no other
nonzero entries. After this modiﬁcation T −1 can be interpreted in an obvious way as an
arc/node incidence matrix of some directed graph GT , where each row corresponds to an
arc (pointing from the unique 1 to the unique−1) and each column to a node. Furthermore,
the nonsingularity of T −1 implies, that GT is a directed tree (on n+ 1 nodes with n arcs).
By “directed tree” we mean here an undirected tree with arbitrary directions put on the arcs,
i.e. the arcs do not have to point away from one selected node. The node corresponding to
the added column will be for convenience purposes called the root of GT .
To understand the third property let us interpret the rows of H as ﬂows on GT in the
following way. Number the arcs inGT by their corresponding row numbers in T −1 and let
a be a row of H which corresponds to clause C in the input formula. Then
• if ai = 1 (xi appears as a positive literal in C) then put a unit ﬂow along arc i in GT ,
• if ai =−1 (xi appears as a negative literal in C) then put a unit ﬂow along arc i inGT in
the reverse direction, and
• if ai = 0 (xi does not appear in C) then put no ﬂow on arc i.
Now the product aT −1 represents the vector of “net supplies” at the individual nodes, i.e.
for each node (except of the root) it represents the amount of outﬂow minus the amount
of inﬂow. Thus, the third condition can be restated as saying that at most one node (other
than the root) can have a negative net supply, and if so, the net supply must be −1. It then
follows that the ﬂow pattern must consist of a set of chains such that on each chain the ﬂow
moves in a single direction, and the downstream end of at most one chain is a node other
than the root. This observation leads to the following deﬁnition.
Deﬁnition 2.4 (Chandru and Hooker [10]). An extended star is a rooted (undirected) tree
consisting of one or more (undirected) chains, all incident to the root. We say that the
matrix H (deﬁned as above) has the extended star-chain property with respect to the
rooted directed treeGT (deﬁned as above) if each row ofH represents a ﬂow that consists
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of the following:
1. a unit ﬂowmoving toward the root ofGT on every arc of some (possibly empty) extended
star subtree of GT , and
2. unit ﬂow in a single direction on every arc of some (possibly empty) undirected chain
in GT .
It now follows from the above discussion that if a formula  is such, that its representing
matrix H has the extended star-chain property with respect to some rooted directed tree,
then the SAT problem can be solved for the formula in polynomial time by linear pro-
gramming. These are exactly the formulae of our interest in this subsection. Therefore we
deﬁne:
• formula  is (explicit) extended Horn if its representing matrix H has the extended
star-chain property with respect to an arborescence, and
• formula is hidden extended Horn (HEH) if its representing matrixH has the extended
star-chain property with respect to a rooted directed tree.1
Let us now study the properties of HEH formulae.
Proposition 2.5. The class of hidden extended Horn formulae is closed under clause dele-
tion, partial assignment, variable complementation, and disjoint union, however, it is not
closed under literal deletion.
Proof. It is easy to observe that the class of HEH formulae is closed under clause dele-
tion, since deleting a row from the matrixH cannot spoil its extended star-chain property.
Similarly the class is closed under partial assignment, since such an operation amounts to
deleting a column (and possibly some rows, where the deleted literal satisﬁes the corre-
sponding clause) from H. Column deletion can be thought of as arc contraction on the
corresponding treeGT , and it is easy to see that the contractedH will maintain its extended
star-chain property with respect to the contracted tree. The class of HEH formulae is also
closed under variable complementation. Indeed, ifH has the extended star-chain property
with respect to a rooted directed tree GT then, for any subset of variables S, HS has the
extended star-chain property with respect to a rooted directed tree which originates from
GT by reversing all arcs that correspond to the set S. Finally, the class is also closed under
disjoint union. This operation can be thought of as taking the two rooted directed trees (with
respect to which the two matrices, sayH1 andH2 , have the extended star-chain property)
and identifying the two roots as a common node (“sticking” the two trees together by their
roots). Every row of the block-diagonal “composed” matrix H, where =1 ∧2, than
clearly has the extended star-chain property with respect to the “composed” rooted directed
tree, because each row generates a nonzero ﬂow only on “its” part of the composed tree
1 In [10] a rooted directed tree other than an arborescence is required here. However, we change the deﬁnition
slightly, so that the class of hidden extended Horn formulae contains the class of explicit extended Horn formulae,
just as the class of hidden Horn formulae contains the class of explicit Horn formulae.
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which corresponds to one of the original trees (and this ﬂow fulﬁls the extended star-chain
property by assumption).
On the other hand, the class of HEH formulae is not closed under literal deletion. The
reason is that changing a nonzero entry in some rowofH into a zero entrymay “disconnect”
a ﬂow along some chain, thus creating a new node with a negative net supply.As an example
let us consider the formula
= (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3)
which is a HEH formula. It has the extended star-chain property with respect to a rooted
directed tree, which consists of a single chain of three arcs (all arcs pointing in the same
direction). Note that in this case the extended star-chain property holds regardless of which
of the four nodes is the root. On the other hand, also note that no other rooted directed tree
qualiﬁes, i.e. the formula  fails to have the extended star-chain property with respect to
all other rooted directed trees with three arcs (we leave the veriﬁcation of this claim as an
exercise to the reader). Now let us repeat each of the two clauses four times to obtain a
formula with eight clauses which is clearly again aHEH formula. Then start deleting literals
to obtain
′ = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2) ∧ (x2 ∨ x3) ∧ (x1 ∨ x3)
∧ (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2) ∧ (x2 ∨ x3) ∧ (x1 ∨ x3),
which is not aHEH formula. The reason is that nomatter what assignment of variables to the
arcs of the chain we take and nomatter where the root is, one of the six quadratic clauses will
correspond to a ﬂow on the two side-arcs with both ﬂows pointing towards non-root nodes.
Thus both such nodes will have a negative net supply, destroying the extended star-chain
property. 
Now let us observe that the class of Horn formulae is a subclass of (explicit) extended
Horn formulae, and the class of hiddenHorn formulae is a subclass of hidden extendedHorn
formulae. Let us consider an arbitrary Horn formula . By deﬁnition, the matrix H has
at most one positive entry per row. Obviously, if we take T −1 =−I where I is the identity
matrix, then the vector aT −1 can have at most one negative entry for every row a of the
matrix H. Therefore the matrix H has the extended star-chain property with respect to
the arborescenceGT represented by the matrix T −1 (supplemented by an additional all-one
column for the root), which is simply a directed star with all arcs pointing away from the
root. The ﬂow pattern of any row of H then consists of chains of length one pointing
towards the root (which correspond to the −1 entries in the row) and possibly one chain
of length one pointing away from the root (which corresponds to the unique +1 entry in
the row, if such entry is present). Thus the formula  is (explicit) extended Horn. If  is
a hidden Horn formula such that S is Horn, then the situation is similar, with the only
difference, that the arcs in the star which correspond to the variables in S are reversed (or
equivalently those entries on the main diagonal of T −1 which correspond to the variables
in S are +1 instead of −1).
Although the deﬁnition of HEH formulae is rather complicated and difﬁcult to grasp,
the class behaves remarkably nice with respect to solving SAT. We already know that SAT
can be solved for HEH formulae in polynomial time by linear programming, however, a
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much more efﬁcient procedure was discovered in [10]. It was shown there, that SAT can be
solved for HEH formulae in linear time by an algorithm based on unit resolution. On the
other hand, the biggest drawback of the class of HEH formulae is that no polynomial time
recognition procedure is known for it, with the exception of a small subclass of (explicit)
extended Horn formulae for which recognition can be solved in almost linear time by the
algorithm of Swaminathan and Wagner [25].
2.4. Class S0 and inﬁnite hierarchy 0,1,2, . . .
The deﬁnition of class S0 is quite simple. A formula  is in the class S0 if there exists
an ordering {C1, . . . , Cm} of the clauses of  such that each Ci can be written in the form
Ci = Pi ∨Hi where
1. ∀i = 1, . . . , m : Hi is a Horn clause,
2. ∀i = 1, . . . , m : Pi is a positive clause, and
3. ∀i = 1, . . . , m− 1 : Pi+1 ⊆ Pi .
Quite clearly, S0 contains all Horn formulae. On the other hand, unlike in the case of q-Horn
and HEH formulae, the set of hidden Horn formulae is not contained in S0. To see this it is
enough to consider e.g. the formula
= (x1 ∨ x2) ∧ (x3 ∨ x4) (3)
which is certainly hidden Horn (complementing e.g. x1 and x3 sufﬁces to get a Horn for-
mula), but is not in S0 (the sets P1 and P2 must contain at least one literal each, and hence
can never fulﬁl the required inclusion). This observation immediately implies the following
easy statement.
Proposition 2.6. The class S0 is closed under clause deletion and partial assignment. It is
not closed under literal deletion, variable complementation, and disjoint union.
Proof. Let us start with the negative results. S0 is not closed under literal deletion because
the formula ′ = (x1 ∨ x2 ∨ x3)∧ (x3 ∨ x4) is in S0 (setting e.g. P1 = x2 ∨ x3 and P2 = x3
proves it), while formula  which is obtained from ′ by deleting literal x3 from the ﬁrst
clause is not in S0. Similarly, S0 is not closed under variable complementation since the
above formula can be obtained by variable complementation e.g. from (x1∨x2)∧(x3∨x4)
which is Horn and thus also in S0. Finally, S0 is not closed under disjoint union because
(x1 ∨ x2) as well as (x3 ∨ x4) (as well as every formula consisting of a single clause) is in
S0 while  is not.
On the other hand, it easily follows from the deﬁnition that the class S0 is closed under
clause deletion, and it is not hard to see that it is closed under partial assignment. Indeed,
removing a literal from all clauses in which it appears preserves the required nesting of the
positive clauses. 
In [27] a O(n3) SAT algorithm (where n is the number of variables) was developed for
formulae in S0, which was later improved to O(n2) in [1].Although the recognition problem
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was not addressed in [27] or [1], recognizing whether a given formula belongs to S0 can be
decided also in quadratic time by a straightforward algorithm which uses in a simple way
the deﬁnition of the class. However, we shall not present this algorithm here, because we
shall see later, that the recognition problem for S0 is just a special case of a more general
recognition problem (solved in [16]), which we shall deal with below.
The deﬁnition of class S0, which is based on the idea of nested positive clauses, was
further generalized in [16] in the following way. Let  be a formula consisting of clauses
{C1, . . . , Cm} on the set of variables X = {x1, . . . , xn}. Let us write each clause Ci in the
form Ci = Pi ∨Ni , where Pi is a positive clause and Ni is a negative clause. Furthermore,
let us denote P()={P1, . . . , Pm} and let J be an arbitrary subset of variables, i.e. J ⊆ X.
Then we deﬁne two set operations, which use J to restrict P() in two different ways to
obtain “smaller” sets of positive clauses, by
• P()J = P()\{Pi ∈ P() | J ⊆ Pi}, and
• P()J = {Pi\J | Pi ∈ P()}.
The above two operations enable us to recursively deﬁne an inﬁnite hierarchy of sets of
positive clauses 0,1,2, . . . as follows:
• P() ∈ 0 iff ∀Pi ∈ P() : |Pi |1,
• ∀k > 0 : P() ∈ k iff ∃xj ∈ X : P(){xj } ∈ k−1 and P(){xj } ∈ k .
The above hierarchy of sets of positive clauses can be extended in a natural way to an inﬁnite
hierarchy of classes of Boolean formulae 0,1,2, . . . by
 ∈ k ⇔ P() ∈ k .
Obviously, 0 consists exactly of all Horn formulae, and it is not hard to see that 1 equals
to S0 (see [16] for details). Moreover, the following claims were proved in [16]. If  is a
formula of length  on n variables then
•  ∈ n and hence⋃∞k=0k contains all formulae,• recognizing whether  ∈ k can be done in O(nk) time, and
• if  ∈ k then SAT for  can be tested in O(nk) time as well.
A natural question at this point is, what are the properties of the individual classes in the
above deﬁned hierarchy. Not surprisingly, every class k , k = 1, 2, . . . , possess the same
properties as S0 speciﬁed in Proposition 2.6.
Proposition 2.7. The class k , k = 1, 2, . . . , is closed under clause deletion and partial
assignment. It is not closed under literal deletion, variable complementation, and disjoint
union.
Because of the recursive nature of the deﬁnition of k , the proof of this proposition is
quite technical.We defer it to the end of the next section, where wewill already have enough
information needed to complete the proof.
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3. Mutual relationships with respect to inclusion
Let us denote by HH, QH, and HEH the classes of all hidden Horn, q-Horn, and hidden
extended Horn formulae respectively. In this section we shall study the mutual relationships
of these classes as well as of the class S0 and the hierarchy 0,1,2, . . . with respect
to inclusion. We already know some partial results from the previous section, namely we
know that HH ⊆ QH, HH ⊆ HEH, and HHS0. Now let us concentrate on relationships
among classesQH,HEH, and S0.We shall show, that these sets of formulae are “in a general
position”, i.e. all eight sets deﬁned by the partitioning of the set of all formulae byQH,HEH,
and S0 are nonempty. Let us deﬁne QH, HEH, and S0 to be the complements of QH, HEH,
and S0 (with respect to the set of all formulae), and let us consider the eight partitioning
sets one by one. For each set, we shall give a formula which proves its nonemptiness.
1. QH ∩ HEH ∩ SO : 1 = (x1 ∨ x2) ∧ (x3 ∨ x4)
An arbitrary Horn formula would sufﬁce here, however the formula 1 above proves
that more is true, namely that the intersection of QH, HEH, and S0 is strictly larger
than the set of all Horn formulae. The non-Horn formula 1 is obviously in S0 as
it contains only one non-Horn clause, on the other hand 1 is clearly also hidden
Horn (complementing e.g. x1 changes it into a Horn formula), and thus also in QH
and HEH.
2. QH ∩ HEH ∩ SO : 2 = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3)
This formula is clearly not q-Horn because each variable appears exactly once in a
positive literal and once in a negative literal and so every valuation must sum up to
value 3 on the six literals in 2. Hence the valuation of at least one of the two clauses
must exceed the value 1. On the other hand 2 is hidden extended Horn (as we al-
ready know from Section 2.3), and it is also in S0 as it contains only one non-Horn
clause.
3. QH ∩ HEH ∩ SO : 3 = (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2)
Since 3 is quadratic it is also q-Horn. It has only one non-Horn clause and hence it is
obviously in S0. To see that it is not hidden extended Horn, we have to show that the
matrix H3 does not have the extended star-chain property with respect to any rooted
directed tree with two arcs. Such a tree is simply an undirected path of length two with
some directions of the arcs. We have to distinguish two cases:
• The root is the middle node of the path. Since the four rows of matrix H3 contain
all four possible combinations of +1 and −1, no matter what directions the two arcs
on the path have, one of the rows will correspond to the ﬂow pattern of two chains of
length one pointing away from the root. This is a “forbidden” ﬂow pattern (both leaves
have a net supply of−1), and thusH3 does not have the extended star-chain property
with respect to any rooted directed tree with two arcs and the root in the middle.
• The root is one of the leaves of the path. For similar reasons as in the above case, one
of the rows of H3 must correspond to the ﬂow pattern of two chains of length one
pointing towards the middle (non-root) node (forcing the net supply of the node to be
−2), which is again a “forbidden” ﬂow pattern. ThusH3 does not have the extended
star-chain property also with respect to any rooted directed tree with two arcs and the
root at one of the leaves.
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4. QH ∩ HEH ∩ SO : 4 = (x1 ∨ x2) ∧ (x3 ∨ x4)
This is just formula (3) from Section 2.4 where it was used as an example of a hidden
Horn formula (hence it is also q-Horn and hidden extended Horn) which is not in S0,
because the positive sets from both clauses must contain at least one literal each and
hence can never be nested.
5. QH∩HEH∩SO : 5= (x1∨x2∨x3)∧ (x1∨x2∨x3)∧ (x1∨x2∨x3)∧ (x1∨x2∨x3)
Again, 5 has only one non-Horn clause, and therefore 5 ∈ S0. Each variable appears
exactly twice in a positive literal and twice in a negative literal and so every valuation
must sum up to 6 on the twelve literals in 5. Hence the valuation of at least one of the
four clauses must exceed the value 1, and thus 5 is not q-Horn. To show that it is not
hidden extended Horn we shall proceed similarly as with formula 3, except that there
are more cases to consider, because we have to try out all rooted directed trees with three
edges (instead of just two). The main property we shall utilize is that any two columns
of the matrix H5 contain all four possible combinations of +1 and −1 (same property
asH3 except now there are three pairs of columns to consider instead of just one pair).
Now let us distinguish four cases. If the underlying rooted undirected tree with three
arcs is
• a path, then pick a non-root middle node and its adjacent two arcs. Due to the above
property ofH5 one of the rows ofH5 must correspond to the ﬂow pattern in which
both selected arcs carry the ﬂow towards the selected (non-root) node. That is clearly
a “forbidden” ﬂow pattern (the selected node has a net supply −2).
• a claw, then select two arcs which are adjacent to non-root leaves. Due to the above
property ofH5 one of the rows ofH5 must correspond to the ﬂow pattern in which
both selected arcs carry the ﬂow towards the leaves, thus forcing them both to have
a net supply of −1. That is again a “forbidden” ﬂow pattern.
Due to the above discussion the matrix H5 does not have the extended star-chain
property with respect to any rooted directed tree with three arcs, and hence 5 is not
hidden extended Horn.
6. QH ∩ HEH ∩ SO : 6 = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3) ∧ (x4 ∨ x5)
This formula is not q-Horn, because its subformula 2 is not (and QH is closed under
clause deletion). By adding the third clause, 6 also fell out of S0 because the positive
clauses (ﬁrst and third) use disjoint sets of variables (desired nesting cannot be achieved).
However, 6 is still hidden extended Horn since 2 is, = x4 ∨ x5 is (it is even hidden
Horn), and 6 is their disjoint union (and HEH is closed under disjoint union).
7. QH ∩ HEH ∩ SO : 7 = (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x3 ∨ x4)
This is just 3 amended by the clause (x3 ∨ x4). It stayed quadratic and hence also
q-Horn. It is not hidden extended Horn because its subformula 3 is not (and HEH is
closed under clause deletion). However, the addition of the last clause caused 7 to
fall out of S0, because the positive clauses (ﬁrst and last) use disjoint sets of variables
(desired nesting cannot be achieved).
8. QH ∩ HEH ∩ SO : 8 = 2 ∧ 3 ∧ 4
Since all three classes are closed under clause deletion, 8 cannot be due to its con-
struction in any of them. However, an existence of such a formula certainly comes as no
surprise; indeed, if the set QH ∩ HEH ∩ SO was empty, than SAT would be solvable in
polynomial time for all formulae and thus P would equal to NP.
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Now that the mutual relationships of HH, QH, HEH, and S0 with respect to inclusion
are completely settled, let us turn our attention to the relationship of HH and the inﬁnite
hierarchy 0,1,2, . . .. A natural question is whether there exists an index k such that
HH ⊆ k . We shall provide a negative answer to this question by showing that for every
index k, there exists a hidden Horn formula k , such that k ∈ (k+1\k). Let us deﬁne
these formulae by
∀k = 0, 1, 2, . . . : k =
k∧
i=0
(xi1 ∨ xi2). (4)
Lemma 3.1. ∀k = 0, 1, 2, . . . : k ∈ HH ∩ (k+1\k).
Notation. To simplify notation and to avoid the need to switch back and forth between 
and P() we shall for a set J of positive literals denote by
• J the formula originating from  by removing every clause which contains all literals
in J,
• J the formula originating from  by removing all occurrences of all literals in J.
Proof. First of all, for every k the formula k consists of only positive literals, and thus it
is hidden Horn (by complementing all variables we get a Horn formula). Let us proceed by
induction on k to show that k ∈ (k+1\k).
• k = 0
Clearly, 0 = x01 ∨ x02 is in S0 but is not Horn. Thus 0 ∈ (1\0).• k = 1
Note that 1 = (x01 ∨ x02 ) ∧ (x11 ∨ x12) is just (up to a renaming of variables) formula
(3) from Section 2.4. Thus 1 /∈1. To see that 1 ∈ 2 it sufﬁces to verify that there
exists a variable x such that (1){x} ∈ 1 and (1){x} ∈ 2. Let us take x = x12 . Then
(1){x}=(x01∨x02 )=0 ∈ 1 and (1){x}=(x01∨x02 )∧(x11). This formula is clearly in
2 since by taking y=x11 we get ((1){x}){y} =0 ∈ 1 and ((1){x}){y}=0 ∈
1 ⊆ 2.
• Let the statement be true for 0, 1, . . . , k − 1 and let us assume by contradiction that
k ∈ k . That means that there exists a variable x such that (k){x} ∈ k−1. However,
regardless of the choice of x, the formula (k){x} is just (up to a renaming of variables)
the formula k−1, which is a contradiction to the induction hypothesis. Thus k /∈k .
To show that k ∈ k+1 we can simply repeat step by step the proof that 1 ∈ 2, only
with x = xk2 , y = xk1 , and k and k+1 taking the roles of 1 and 2. 
Lemma 3.1gives a simple corollary which sheds light on the mutual relationship of QH,
HEH and the inﬁnite hierarchy 0,1,2, . . .
Corollary 3.2. ∀k = 0, 1, 2, . . . :
1. (QH ∩ HEH) ∩ (k+1\k) = ∅.
2. (HEH\QH) ∩ (k+1\k) = ∅.
3. (QH\HEH) ∩ (k+1\k) = ∅.
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Proof. Since HH ⊆ (QH ∩ HEH) the ﬁrst part of the statement follows directly from
Lemma3.1.Note that formulaek , k=1, 2, . . . are obtained by successively adding “copies”
of the formula =0= x1 ∨ x2 for which  ∈ HH∩ (1\0) holds. The second and third
parts of the statement can be proved in a similar manner as Lemma 3.1 where the role of
 is taken by the formulae 2 = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ x2 ∨ x3) and 3 = (x1 ∨ x2) ∧
(x1 ∨ x2)∧ (x1 ∨ x2)∧ (x1 ∨ x2). We have already shown that 2 ∈ QH∩HEH∩ SOand
hence also 2 ∈ (HEH\QH) ∩ (1\0) (since 2 /∈QH it also cannot be Horn, i.e. in
0). Similarly 3 ∈ (QH\HEH)∩ (1\0). The rest of the proof is similar to the proof of
Lemma 3.1 (although it ismore technical because formulae2 and3 aremore complicated
than formula ) and is left to the reader as an exercise. 
We have remarked in the proof of Lemma 3.1 that formulae k , k = 1, 2, . . ., play a
similar role for classes k as formula (3) from Section 2.4 did for S0 (indeed S0 = 1
and (3) after a proper renaming of variables is just 1). Thus, Lemma 3.1 ﬁnally gives us
enough material to prove Proposition 2.7.
Proof of Proposition 2.7. Let us again start with the negative results. First let us show
that k is not closed under literal deletion. Let ′ = k−1 ∧ (xk−12 ∨ xk1 ∨ xk2 ). We shall
prove that ′ is in k while k which is obtained from ′ by deleting literal xk−12 from
the last clause is not in k (the latter follows from Lemma 3.1). To prove that ′ ∈ k
we have to ﬁnd x such that ′{x} ∈ k−1 and ′{x} ∈ k . Let us take x = xk−12 . Then
′{x} = k−2 ∈ k−1 (by Lemma 3.1) and ′{x} = k−2 ∧ (xk−11 ) ∧ (xk1 ∨ xk2 ). Let us
denote this last formula by ′′. To prove that it is indeed in k as required, it sufﬁces to take
y = xk−11 . Then ′′{y} = ′′{y} = k−1 (up to a relabeling of variables) which is in k by
Lemma 3.1.
Proving that k is not closed under variable complementation and disjoint union is easy.
It is enough to observe that formula k can be obtained by variable complementation e.g.
from a Horn formula
∧k
i=0(xi1 ∨ xi2), as well as by a disjoint union of k−1 and (xk1 ∨ xk2 )
(which are both in k).
To show that k is closed under clause deletion, we shall proceed by a double induction
on k and on the number of variables which appear as positive literals in the formula. For
the basic step notice, that the statement is true for 1 = S0 as well as for all formulas with
only one variable appearing as positive literals (those are all Horn). Now let  ∧ C ∈ k
where  is a formula and C is a clause. We want to prove that  ∈ k . Let x be such
that ( ∧ C){x} ∈ k−1 and ( ∧ C){x} ∈ k . We shall show that also {x} ∈ k−1
and {x} ∈ k . The ﬁrst claim follows from the fact that {x} consists of a subset of
clauses of the formula (∧C){x} and k−1 is closed under clause deletion by the induction
hypothesis. The second claim follows similarly. The formula {x} consists of a subset
of clauses of the formula ( ∧ C){x}, which is a formula in k with a smaller number
of variables appearing as positive literals than  ∧ C. Thus by the induction hypothesis
{x} ∈ k .
Finally, let us show that k is closed under partial assignment. Let  ∈ k and let x be
a variable in . Setting x = 1 amounts to deleting all clauses containing the literal x (and
that leaves the formula in k as shown above) and to deleting all occurrences of literal x
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(negative literals have no effect on belonging to k). Setting x = 0 amounts to deleting
all clauses containing the literal x (again, that leaves the formula in k as shown above)
and to deleting all occurrences of literal x. We have to show that the last operation also
leaves the formula in k , i.e. in our notation we have to prove that for every variable x,
{x} ∈ k . Once more, this claim will be proven by a double induction on k and on
the number of variables which appear as positive literals in the formula. The basic step
is again trivial. For the induction step note, that since  ∈ k , there exists y such that
{y} ∈ k−1 and {y} ∈ k . If x = y we are done and if x = y it is enough to show
that ({x}){y} ∈ k−1 and ({x}){y} ∈ k . The ﬁrst claim follows from the fact that
({x}){y} = ({y}){x} (it does not matter whether we ﬁrst delete clauses containing y
and then all literals x or vice versa) and the induction hypothesis fork−1. The second claim
follows from a similar observation that ({x}){y} = ({y}){x} and the induction
hypothesis for k and formulae with a smaller number of variables appearing as positive
literals. 
Proposition 2.7 proves that all classesk in the inﬁnite hierarchy share the sameproperties
of class S0. The most unsettling of the proven properties is the fact, that these classes are
not closed under variable complementation. As we have remarked earlier, this is a very
unfortunate feature in practice, as random choices of what is represented by a positive
literal and what by a negative one inﬂuence whether the resulting formula belongs to the
class or not. Thus a very natural question is, whether it is possible to enclose the class S0
into some bigger class closed under variable complementation in a similar manner, as the
class of Horn formulae is enclosed in the class of hidden Horn formulae. This question will
be addressed in the next section.
4. Generalized hierarchy of classes
We shall start this section by deﬁning an inﬁnite hierarchy k , k = 0, 1, . . . , which
generalizes the hierarchy k , k = 0, 1, . . . (i.e. k ⊆ k , k = 0, 1, . . .) and such that every
class k is closed under variable complementation. The new -hierarchy is deﬁned in a
manner very similar to the deﬁnition of the -hierarchy with two main differences. The
basic building block will be the class of hidden Horn formulae (i.e. 0 = HH) instead of
just Horn formulae, and the operations used in the recursive deﬁnition are designed to work
with both positive and negative literals instead of just positive ones.
Deﬁnition 4.1. Let be a formula and J ⊆ I a set of literals containing no complementary
pair. Then we deﬁne
• [J := 0] to be the formula obtained from  by substituting the value zero for all literals
from the set J (and the value one for their complements),
• [J := 1] to be the formula obtained from  by substituting the value one for all literals
from the set J (and the value zero for their complements).
To simplify the notation for those cases when J contains a single literal, say J = {e}, we
shall write [e := 0] instead of [{e} := 0] and [e := 1] instead of [{e} := 1].
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Deﬁnition 4.2. The inﬁnite hierarchyk , k = 0, 1, . . . is recursively deﬁned by
• 0 = HH
• ∀k > 0 :  ∈ k iff I = ∅ or ∃e ∈ I such that
1. [e := 1] ∈ k−1 and,
2. [e := 0] ∈ k .
The condition I =∅ is included in order to get both formulas on an empty set of literals,
i.e. both constants 0 and 1, explicitly into all classes k (not just into 0), which helps to
make the proofs in the rest of this section shorter.
Note, that if e is a positive literal, then[e := 1] removes from all clauses containing e
in a way similar to the operation {e}, and [e := 0] removes from  all occurrences of
literal e in a way similar to the operation {e}. This roughly explains the correspondence
between the deﬁnitions of the “new” -hierarchy and the “old” -hierarchy. However,
[e := 1] and [e := 0] (unlike {e} and {e}) assign values also to all occurrences of
the complemented literal e and hence the “new” and “old” operations are not completely
the same even in the case when e is positive (the “old” operations are not deﬁned in the case
when e is negative).
Deﬁnition 4.3. Let  be a formula and e a literal. Then e is called a k-candidate for  if
the ﬁrst condition from Deﬁnition 4.2 is satisﬁed, i.e. if [e := 1] ∈ k−1.
For a better understanding of Deﬁnition 4.2 let us consider a small example. Let
= (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x3 ∨ x4)
∧ (x3 ∨ x4) ∧ (x3 ∨ x4) ∧ (x3 ∨ x4). (5)
Let us show that ∈ 2 (the fact, that /∈1 will follow from the proof of Corollary 4.14).
Due to the complete symmetry of , if there exists a 2-candidate for , then every literal is
a 2-candidate. So let us try for instance literal e = x1. We have to verify that
= [x1 := 1] = x2 ∧ x2 ∧ (x3 ∨ x4) ∧ (x3 ∨ x4) ∧ (x3 ∨ x4) ∧ (x3 ∨ x4) ∈ 1.
For that we need to ﬁnd a 1-candidate for . Clearly, neither x2 nor x2 are 1-candidates,
because both [x2 := 1] and [x2 := 1] contain the complete quadratic formula on
variables x3, x4, and thus do not belong to 0 (are not hidden Horn). The formula  is
again symmetric with respect to the remaining literals, so let us try for instance literal x4.
To show that x4 is a 1-candidate for  it is enough to verify that
[x4 := 1] = [x1 := 1][x4 := 1] = x2 ∧ x2 ∧ x3 ∧ x3 ∈ 0.
However, this is clearly true as this formula is Horn and thus also hidden Horn. To ﬁnish
the proof of  ∈ 1 we have to show that also the second condition from Deﬁnition 4.2 is
satisﬁed, i.e. that
[x4 := 0] = [x1 := 1][x4 := 0] = x2 ∧ x2 ∧ x3 ∧ x3 ∈ 1.
This is true, since, as we shall show later, 0 ⊆ 1. So we have proved that x1 is a
2-candidate for . All that is left to show now, is that [x1 := 0] ∈ 2. However, this
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immediately follows from the fact that [x1 := 0] =,  ∈ 1, and1 ⊆ 2 (again, the
last inclusion will be proved later), and thus  ∈ 2.
Formula (5) happens to be unsatisﬁable, however this fact is not essential (we picked
this CNF just because it is the shortest one we could ﬁnd). A satisﬁable formula in2\1
is constructed in Section 5 (proofs of Lemmas 5.5 and 5.6). Now we shall prove a key
lemma.
Lemma 4.4. Let  be a formula on n variables and k1 an integer. Then  ∈ k if and
only if there exists an integer p and a sequence of literals (a1, a2, . . . , ap) such that
1. pn,
2. ∀i ∈ {1, . . . , p} : i[ai := 1] ∈ k−1 (i.e. ai is a k-candidate for i), and
3. p+1 contains no literals (i.e. p+1 ≡ 1 or p+1 ≡ 0),
where 1 =  and i+1 = i[ai := 0] for 1 ip.
Proof. First let us assume that  ∈ k . We shall proceed by induction on n.
• The statement is trivial for n=0 (when  is a constant then an empty sequence of literals
satisﬁes all three conditions).
• Let  be a formula on n1 variables. By deﬁnition of the classk (Deﬁnition 4.2) there
exists a k-candidate a1 for  such that moreover [a1 := 0] = 1[a1 := 0] = 2 ∈ k .
This is a formula on n− 1 variables (some of them may not be explicitly present in the
formula) and hence by the induction hypothesis there exists a sequence (a2, . . . , ap) of
at most n− 1 literals (thus pn) which satisﬁes all three conditions for 2. But now the
sequence (a1, a2, . . . , ap) obviously satisﬁes all three conditions for .
Now let us assume that there exists a sequence (a1, a2, . . . , ap) which satisﬁes all three
conditions for . We shall proceed by induction on p.
• If p = 0 then by condition 3 the formula  = 1 = p+1 contains no literals (it is a
constant), and thus by deﬁnition  ∈ k .
• Let us assume that  ∈ k is implied whenever p, and let p = + 1. Let = 2 =
[a1 := 0] and let us verify that the sequence (a2, . . . , a+1)= (b1, . . . , b) satisﬁes all
three conditions for formula .
1. Since +1=pn by condition 1 for and is a formula on n−1 variables (although
some of them may not be explicitly present in the formula), condition 1 holds also for
 because n− 1.
2. Condition 2 for  follows from the fact that for every 1 i, i[bi := 1] =
i+1[ai+1 := 1] and i+1[ai+1 := 1] ∈ k−1 by condition 2 for .
3. Similarly, condition 3 for  follows easily from condition 3 for . Indeed, +1 =
+2 = p+1 contains no literals.
Since the sequence (b1, . . . , b) consists of  literals and satisﬁes all three conditions
for , by the induction hypothesis  = [a1 := 0] ∈ k holds. Since the sequence
(a1, a2, . . . , ap) satisﬁes all three conditions for , by condition 2 also [a1 := 1] ∈
k−1 holds. Thus  ∈ k by Deﬁnition 4.2. 
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Lemma 4.4 has two easy corollaries. The ﬁrst one establishes the “symmetric role” of
constants 0 and 1, the second proves the closedness of eachk under variable complemen-
tation.
Corollary 4.5. Classesk , k = 0, 1, . . . do not change if the roles of constants 0 and 1 in
Deﬁnition 4.2 are interchanged.
Proof. The statement easily follows from the fact that interchanging the roles of 0 and 1 is
equivalent to replacing negative literals by positive ones and vice versa in the sequence of
literals from Lemma 4.4. 
Corollary 4.6. Each classk , k = 0, 1, . . . is closed under variable complementation.
Proof. Let S originate from  by complementing the variables in the set S. Then if
sequence a1, . . . , ap from Lemma 4.4 certiﬁes that  ∈ k then the sequence originating
from a1, . . . , ap by complementing all literals in S certiﬁes that S ∈ k . 
Now that we have established the closedness of each classk under variable complemen-
tation, we can proceed to prove that the -hierarchy is indeed a hierarchy in the inclusion
sense.
Lemma 4.7. Let k0 be an integer. Thenk ⊆ k+1.
Proof. We shall proceed by induction on k. For k = 0 let  be a hidden Horn formula on n
variables.We shall prove that ∈ 1 by showing that the sequence (a1, . . . , an) containing
all positive literals in an arbitrary order satisﬁes all three properties of Lemma 4.4 for k=1.
The ﬁrst property is obvious (p = n) and the third property follows from the fact that the
chosen sequence contains all variables. The second property is also easy to prove. Indeed,
i[ai := 1] ∈ k−1 =0 for every 1 ip (each ai is a 1-candidate for ) because the
class of hidden Horn formulae is closed under partial assignment.
Now let k > 0 and  ∈ k . We shall prove that  ∈ k+1 by showing that the sequence
(a1, . . . , ap)which certiﬁes ∈ k by Lemma 4.4 also certiﬁes ∈ k+1, i.e. by showing
that this sequence satisﬁes all three properties of Lemma 4.4 for k + 1. The ﬁrst and third
property again hold trivially as they are equivalent to the ﬁrst and third property for k (neither
p nor n change when we move from k to k + 1). The second property for k + 1 follows
from the second property for k and from the induction hypothesis (i[ai := 1] ∈ k−1
and k−1 ⊆ k imply that also i[ai := 1] ∈ k , i.e. each k-candidate is also a (k + 1)-
candidate). 
Corollary 4.8. Let  be a formula on n variables. Then  ∈ n.
Proof. We shall proceed by induction on n. The statement is trivial for n = 0 as both
constants are of course hidden Horn formulae. For n> 0 we get by the induction hypothesis
that [a := 0] ∈ n−1 and [a := 1] ∈ n−1 for every literal a (after substituting a
constant for a the remaining formula is deﬁned on n− 1 variables). Lemma 4.7 gives that
also [a := 0] ∈ n (becausen−1 ⊆ n). Thus  ∈ n by Deﬁnition 4.2. 
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Corollary 4.9. The inﬁnite union⋃∞k=0k contains all CNF formulae.
Remark 4.10. In what follows we shall always assume that the sequence of literals from
Lemma 4.4 has the additional property, that no variable appears in it twice (or in other words
no literal occurs twice and the sequence contains no complementary pair of literals). This
assumption can be made without any loss of generality, because every sequence of literals
possessing the three properties of Lemma 4.4 can be shortened by keeping only the ﬁrst
occurrence of every variable present in the sequence. This operation obviously maintains
the validity of all three properties of Lemma 4.4. This easily follows from the fact that once
a variable x is assigned a value, it disappears from the formula (i.e. if ai = x or ai = x
then for every j > i the formula j does not contain any occurrence of x or x). Thus any
subsequent assignments to x or x have no effect.
Nowwe shall prove that each class in the-hierarchy is closed under partial assignment.
Lemma 4.11. Let k0 be an integer,  a formula, and e ∈ I a literal. Then  ∈ k
implies [e := 0] ∈ k .
Proof. The statement is clearly true for k = 0 since the class of hidden Horn formulae
is closed under partial assignment. So let k1 and a1, . . . , ap be a sequence of literals,
the existence of which is guaranteed by Lemma 4.4 (and which possesses the additional
property from Remark 4.10). Without loss of generality we may assume that p = n and
each variable occurs in the sequence exactly once, as otherwise we may simply add the
variables not in the sequence to its end (does not matter whether as positive or as negative
literals). Clearly, all three properties of Lemma 4.4 will remain valid, since assigning values
to variables when the formula already contains no variables has no effect.
Now we shall distinguish two cases: either e = ah or e = ah for some index 1hp
(one of the cases must occur since every variable is present in the sequence). In both cases
we shall show that the sequence (a1, . . . , ah−1, ah+1, . . . , ap) satisﬁes all three properties
of Lemma 4.4 for formula [e := 0] thus proving that [e := 0] ∈ k .
1. The ﬁrst property holds trivially. Indeed, the sequence contains p − 1 literals which is
also the number of variables on which the formula [e := 0] is deﬁned (although some
of them may not be explicitly present in the formula).
2. Verifying the second property is the most difﬁcult of the three. We shall proceed by
induction on k (we already know that the statement is true for k = 0). Since the second
property is valid for  we know that for all 1 ip
i[ai := 1] ∈ k−1. (6)
We want to show that ([e := 0])i[ai := 1] ∈ k−1 for all i ∈ {1, . . . , h − 1, h +
1, . . . , p}.2 First let us deal with indices smaller than h, i.e. let 1 ih − 1. By the
2 To be formally consistent with the notation of Lemma 4.4 we should renumber the sequence to get indices
in the interval 1, . . . , p − 1. However, the proof seems to be easier to read if we keep the original numbering
with the understanding that h − 1 and h + 1 are “consecutive indices” for the formula [e := 0], i.e. that
([e := 0])h+1 = ([e := 0])h−1[ah−1 := 0].
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induction hypothesis the statement (6) implies
i[ai := 1][e := 0] ∈ k−1.
However, since the order in which the variables are assigned values does not inﬂuence
the resulting formula we have
([e := 0])i[ai := 1]
= [e := 0][{a1, . . . , ai−1} := 0][ai := 1]
= [{a1, . . . , ai−1} := 0][ai := 1][e := 0] = i[ai := 1][e := 0]
which ﬁnishes the proof of this case. Now let h+ 1 ip. Here we have to distinguish
two cases.
(a) Let e= ah. In this case the situation is quite simple because clearly ([e := 0])i =
([ah := 0])i =i (again, only the order in which the variables are assigned values
differs), and hence also ([e := 0])i[ai := 1] = i[ai := 1] which is in k−1
by (6).
(b) Let e=ah. First let us study the case i=h+1, i.e. the formula = ([e := 0])h+1.
By deﬁnition
= ([e := 0])h+1 = [ah := 1][{a1, . . . , ah−1} := 0] = h[ah := 1]
which is in k−1 by (6). Now, due to the induction hypothesis, it is enough to
show that the formulae ([e := 0])i[ai := 1], h + 1 ip originate from  by
substituting the value 0 for a certain set of literals. However, this fact is not hard to
see because assigning the value 1 to a certain literal is equivalent to assigning 0 to
its complementary literal. Indeed
([e := 0])i[ai := 1] = [{ah+1, . . . , ai−1} := 0][ai := 0]
which ﬁnishes the proof of this case.
3. The third property follows from the fact that the sequence (a1, . . . , ah−1, ah+1, . . . , ap)
contains all variables on which the formula [e := 0] is deﬁned, and thus ﬁxing all of
them to a constant produces a formula with no literals (indeed ([e := 0])p+1 originates
from [e := 0] by ﬁxing all variables in the sequence (a1, . . . , ah−1, ah+1, . . . , ap) to
the constant 0). 
Corollary 4.12. Let k0 be an integer,  a formula, and e ∈ I a literal. Then  ∈ k
implies [e := 1] ∈ k .
Proof. Follows immediately from Lemma 4.11 when applied to literal e. 
Now let us investigate the disjoint union property for classesk .
Lemma 4.13. Let k, 0 be integers and let  ∈ k and  ∈  be formulae on n and
n variables respectively, which have no variable in common, then  ≡  ∧  ∈ k+
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( is a formula on n = n + n variables). Moreover if k = min{i | i0 ∧  ∈ i} and
=min{i | i0 ∧  ∈ i}, then also (k + )=min{i | i0 ∧  ∈ i}.
Proof. We shall proceed by induction on k+ . If k+ =0, then k=0 and =0, therefore
both  and  are hidden Horn formulae. According to Proposition 2.1 the class of hidden
Horn formulae is closed under disjoint union and the result follows.
Now let k + > 0 and without loss of generality let k, in particular let k > 0. Let
a= (a1, . . . , ap) be a sequence of literals which satisﬁes all three properties of Lemma 4.4
for formula  and similarly let b = (b1, . . . , bq) be a sequence of literals satisfying these
properties for formula . Now consider sequence of literals c = (c1, . . . , cp+q), where for
1 ip is ci = ai and for p + 1 ip + q is ci = bi−p (thus c is a concatenation of a
and b). We shall prove, that this sequence satisﬁes all three properties of Lemma 4.4 and
thus shows, that  ∈ k+.
1. The ﬁrst property holds trivially becausepn and qn and thereforep+qn+n.
2. The second property requires i[ci := 1] ∈ k+−1 for all 1 ip+q. For ip we
get
i[ci := 1] = [{c1, . . . , ci−1} := 0][ci := 1]
=[{a1, . . . , ai−1} := 0][ai := 1]
= [{a1, . . . , ai−1} := 0][ai := 1] ∧ 
= i[ai := 1] ∧ .
The second property for sequence a and formula  implies i[ai := 1] ∈ k−1 which
together with the induction hypothesis gives i[ai := 1] ∧  ∈ k+−1. Note, that
p+1 =[{a1, . . . , ap} := 0] = p+1 ∧ . Due to the third property for sequence a and
formula  either p+1 ≡ 0 (if p+1 ≡ 0) or p+1 ≡  (if p+1 ≡ 1). Thus for i >p
either i[ci := 1] ≡ 0 (in which case i[ci := 1] ∈ k+−1 holds trivially) or i[ci :=
1] ≡ i−p[bi−p := 1] in which case i[ci := 1] ∈ k+−1 holds due to the second
property for sequence b and formula  (which in fact implies i−p[bi−p := 1] ∈ −1)
and Lemma 4.7 (which implies−1 ⊆ k+−1).
3. The third property for sequence c and formula follows from the fact that eitherp+1 ≡
0 or p+1 ≡  and the third property for sequence b and formula .
Now let us assume that k and  are minimal class indexes for which  ∈ k and  ∈ .
We shall show that (k + ) is a minimal class index for which  ∈ k+. We shall again
proceed by induction on (k + ). For k =  = 0 the result is trivial. If k = 0 or  = 0 then
the result follows trivially as well. Let for example  = 0 and let  ∈ k+−1 = k−1.
However, now the sequence of literals satisfying properties of Lemma 4.4 for  =  ∧ 
and k − 1 would, after the removal of literals belonging to , satisfy properties of Lemma
4.4 for  and k − 1 implying  ∈ k−1 and thus contradicting the minimality of k. So, we
may assume, that both k > 0 and > 0 and hence also k + > 1.
For a contradiction let us assume, that  ∈ k+−1. The main idea of the proof is to
construct sequence a = (a1, . . . , an) of literals in which each variable is contained exactly
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once, and such that for each index 1 in [{a1, . . . , ai} := 1] ∈ k\k−1 (and also
[{a1, . . . , ai} := 1] ∈ \−1) holds. This will of course constitute a contradiction,
since for i = n the formula [{a1, . . . , ai} := 1] has no variables and hence belongs to
k−1 by Deﬁnition 4.2. Let us start by deﬁning the ﬁrst member of the sequence, i.e. by
deﬁning literal a1.
By Deﬁnition 4.2 there exists literal e, for which [e := 1] ∈ k+−2 (e is a (k+ −1)-
candidate for ). Without loss of generality we may assume that the variable of literal e is
contained in formula . Now let us distinguish several cases depending on the fact in which
class the formula [e := 1] falls.
• If [e := 1] ∈ k\k−1 then let a1 = e.
• If [e := 1] ∈ k−1\k−2, we may use the induction hypothesis for [e := 1] and
, and obtain that [e := 1] = [e := 1] ∧  ∈ k+−1\k+−2, which is a con-
tradiction with the fact, that e is (k +  − 1)-candidate for . Thus this case cannot
occur.
• If [e := 1] ∈ k−2 (this case is possible only if k > 1) then [e := 0] ∈ k\k−1 must
hold, as otherwise (if [e := 0] ∈ k−1) e certiﬁes due to Deﬁnition 4.2 that  ∈ k−1
thus contradicting the minimality of k. In this case let a1 = e.
Nowwehave[a1 := 1]=[a1 := 1]∧where[a1 := 1] ∈ k\k−1 and ∈ \−1.
Thus we can iterate the above process and construct a2 and all the others members of the
sequence a in a similar manner as a1. This gives the already announced contradiction.
Therefore k +  is the minimal class index for which  ∈ k+. 
Lemma 4.13 has two interesting consequences.
Corollary 4.14. (∀k0) (kk+1).
Proof. We shall proceed by induction on k. For k = 0 we can take a complete quadratic
formula on two variables0=(a0∨b0)∧(a0∨b0)∧(a0∨b0)∧(a0∨b0). Clearly0 ∈ 1
because every literal e has the property that 0[e := 1] ∈ 0 and 0[e := 0] ∈ 0 ⊆ 1.
On the other hand 0 is not hidden Horn and thus 0 ∈ 1\0. For k > 0 suppose, we
have formula k−1 ∈ k\k−1. Now we simply take k as disjoint union of formulae
k−1 and 0 with appropriately renamed variables. Using Lemma 4.13 we obtain the
result. 
Corollary 4.15. Let k > 0 be a ﬁxed integer, then class k is not closed under disjoint
union.
Proof. Easily from Lemma 4.13. The corollary can be in fact proved in the same way as
Corollary 4.14. 
Now we can formulate a proposition summing up properties of classes in the newly
deﬁned -hierarchy. Note that they possess the same properties as classes in the “old”
-hierarchy (proved in Proposition 2.7) with the exception of closedness under variable
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complementation. Remember that gaining this property was the initial motivation behind
the deﬁnition of the new hierarchy.
Proposition 4.16. The class k , k = 1, 2, . . . , is closed under clause deletion, partial
assignment,andvariable complementation. It is not closedunder literal deletionanddisjoint
union.
Proof. It is not difﬁcult to see that k is closed under clause deletion. Consider formula
 and clause C such that  ∧ C ∈ k . According to Lemma 4.4 there exists a sequence
of literals (a1, . . . , ap) satisfying all three properties of Lemma 4.4 for  ∧ C. Obviously,
(a1, . . . , ap) satisﬁes the ﬁrst and third properties also for  alone (i.e. after clause C is
deleted). To show that (a1, . . . , ap) also satisﬁes the second property for  we proceed
by induction on k. For k = 0 the statement follows from the fact that class 0 of hidden
Horn formulae is closed under clause deletion. In the induction step we know that for every
i, 1 ip, ai is a k-candidate for ( ∧ C)i (i.e. ( ∧ C)i[ai := 1] ∈ k−1) and need
to show that ai is also a k-candidate for i (i.e. i[ai := 1] ∈ k−1). However, this
follows from the fact that i[ai := 1] originates from ( ∧ C)i[ai := 1] by deleting a
(possibly empty) clause and from the fact thatk−1 is closed under clause deletion by the
induction hypothesis.
The fact, that k is closed under partial assignment follows directly from Lemma 4.11
and its Corollary 4.12. Closedness under variable complementation for classk was already
stated as Corollary 4.6 and the fact, that k is not closed under disjoint union was proved
above as Corollary 4.15. Now it only remains to be proved that classk is not closed under
literal deletion.
For a while, let us suppose, that k > 1. By Corollary 4.14 there exist formulae
 ∈ k−1\k−2 and  ∈ k\k−1 which can be w.l.o.g. assumed to be deﬁned on
disjoint sets of variables. Take a new variable a occurring neither in  nor in  and construct
formulae ′ by adding literal a into every clause of  and ′ by adding literal a into every
clause of . Now deﬁne formula′ =′ ∧′. Taking e=a in Deﬁnition 4.2 shows′ ∈ k .
After deleting all occurrences of literals a and a we get formula  =  ∧ . According
to Lemma 4.13,  ∈ 2k−1\2k−2 and 2k − 1>k. Hence k is not closed under literal
deletion. For k=1 we cannot proceed in this way, but we can construct the counterexample
directly. Let
= (a ∨ c ∨ d) ∧ (a ∨ c ∨ d) ∧ (a ∨ c ∨ d) ∧ (a ∨ c ∨ d)
∧ (a ∨ e ∨ f ) ∧ (a ∨ e ∨ f ) ∧ (a ∨ e ∨ f ) ∧ (a ∨ e ∨ f ).
Clearly [a := 1] ∈ 0 and [a := 0] ∈ 0 (both formulae are hidden Horn) and
thus  ∈ 1. However, after deleting all occurrences of literals a and a we get a dis-
joint union of two formulae in 1\0, and so according to Lemma 4.13 this formula lies
in2\1. 
In the following we investigate the complexity of testing membership in classes k
and the complexity of testing satisﬁability for formulae in these classes. The ﬁrst result is
negative. If k is a part of the input, then testing whether a given formula belongs to k is
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NP-hard. On the other hand the test whether a given formula belongs tok can be performed
in O( · n2k) time, which is polynomial if k is a constant.
Let us ﬁrst deﬁne the problem of-membership formally.
Deﬁnition 4.17. Problem-membership.
Input: Formula  in CNF and index k0.
Question:  ∈ k?
Now we are going to prove the NP-hardness of this problem by describing a polynomial
transformation from the vertex cover problem, which is well known to be NP-complete.
The main idea of the proof is motivated by a similar proof in [11].
Deﬁnition 4.18. Problem vertex cover (VC).
Input: Undirected graph G= (V ,E) and integer k.
Question: Is there a subset C ⊆ V of vertices of G such that (∀e ∈ E) (e ∩ C = ∅) and
|C| = k?
Theorem 4.19. Given formula in CNF and k0 it isNP-hard to decide whether ∈ k ,
i.e. the-membership problem is NP-hard.
Proof. We are going to prove the result by deﬁning a polynomial transformation from the
vertex cover problem to our task. Take graph G= (V ,E) and integer k as the input of the
vertex cover problem. We treat vertices of G as variables and form formula G deﬁned by
G =
∧
{u,v}∈E
(u, v)
where (u, v) is a complete quadratic formula on variables u and v, i.e. formula
(u, v)= (u ∨ v) ∧ (u ∨ v) ∧ (v ∨ u) ∧ (u ∨ v).
Clearly, this formula is not hidden Horn, and by assigning any value to any variable we get
a linear and thus a hidden Horn formula. The proof thatG has a vertex cover of size k if and
only if G ∈ k is very similar to the proof in [11] and therefore is left to the reader. 
Theorem 4.19 has an easy corollary.
Corollary 4.20. For a given formula  in CNF it is NP-hard to ﬁnd the minimal index k
such that  ∈ k .
Now we are ready to show, how for a given formula  of length  on n variables and
for a given number k, one can determine whether  ∈ k in a time polynomial in  and n
and exponential in k. More precisely, the algorithm that will be presented runs in O( · n2k)
time, i.e. it is a polynomial time algorithm if k is a constant. Moreover, we shall show, that if
the above algorithm gives an afﬁrmative answer (i.e. if  ∈ k), then there is an algorithm
which decides satisﬁability for  and also runs in O( · n2k) time.
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Let us start with the recognition algorithm 4.1 called MEMBER(, k) which for an input
formula  and an integer number k decides in O( · n2k) time, whether  ∈ k .
Algorithm 4.1.MEMBER(, k)—recognition of classk
Input: Formula  in CNF on n variables, k0-index of class being recognized.
Output: For k > 0 sequence of literals (a1, . . . , ap) satisfying properties of Lemma 4.4
if  ∈ k , else answer no, for k = 0 answer yes if  ∈ 0 (i.e.  is hidden Horn), else
answer no.
1: if k = 0 then
2: if  is hidden Horn then
3: return yes
4: else
5: return no
6: end if
7: end if
8: if n1 then
9: return empty sequence if n= 0 or the only variable of  if n= 1.
10: end if
11: kc := false
12: I ∗ := I
13: while not kc and I ∗ = ∅ do
14: choose literal e ∈ I ∗
15: I ∗ := I ∗\{e}
16: ifMEMBER ([e :=], k − 1) = no then
17: kc := true
18: end if
19: end while
20: if kc then
21: ifMEMBER ([e := 0], k) returns sequence (a2, . . . , ap) and
does not answer no then
22: return sequence (e, a2, . . . , ap)
23: else
24: return no
25: end if
26: else
27: return no
28: end if
Remark 4.21. Before proving the correctness of Algorithm 4.1, let us get some intuition
on how algorithm MEMBER works. The algorithm tries to ﬁnd a sequence of literals sat-
isfying properties of Lemma 4.4 and thus proving, that  ∈ k . If no sequence is found,
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algorithm concludes, that  /∈k . For formula  it ﬁrst looks in the while cycle on lines
13–19 for some k-candidate e. If it succeeds, it veriﬁes on line 21 whether the second
condition of Deﬁnition 4.2 holds, i.e. if [e := 0] ∈ k . Note, that if really  ∈ k ,
then according to Lemma 4.11 [f := 0] ∈ k holds for each literal f, in particular
also for e. So if the test on line 21 fails, we do not have to look for another k-candidate.
In this way Lemma 4.11 protect us from an exponential expansion during the recursive
search.
Now let us verify the correctness of algorithm MEMBER (Algorithm 4.1) formally.
Lemma 4.22. Let be a formula in CNF on n variables and k0 be an arbitrary but ﬁxed
integer. If k > 0 and  ∈ k , then algorithm MEMBER(, k) ﬁnds and returns sequence
(a1, . . . , ap) satisfying all three properties of Lemma 4.4 for formula  and class index k.
If k= 0 and  ∈ 0, then algorithmMEMBER(, 0) returns yes. If  /∈k , then algorithm
MEMBER(, k) returns no.
Proof. If k = 0, then it is tested on line 2, whether  is hidden Horn or not and the answer
is given appropriately on lines 3 or 5. So now let us suppose that k > 0. If  contains no
variable, Algorithm 4.1 returns empty sequence on line 9. For formula without variables
empty sequence clearly satisﬁes all properties of Lemma 4.4. If  contains exactly one
variable, then Algorithm 4.1 returns this variable on line 9 and this trivial sequence also
clearly satisﬁes all three properties of Lemma 4.4.
Now let us assume, that formula  is on n2 variables. Let us proceed by induction on
k + n. Assuming that all recursive calls (all of them called with a smaller value of k + n)
are correct, let us inspect one instance of Algorithm 4.1.
First let us consider formula  ∈ k . According to Deﬁnition 4.2 there exists some
k-candidate d ∈ I for the formula , i.e. literal d for which [d := 1] ∈ k−1. In the
while cycle on lines 13–19 all literals are considered one by one, and for each literal e
MEMBER([e := 1], k − 1) is called. Since [d := 1] ∈ k−1 and we assume that all
recursive calls are correct, we get, that for some literal f (not necessarily for f = d because
someother k-candidatemay be considered earlier than d)MEMBER([f := 1], k−1) returns
sequence of literals satisfying properties of Lemma 4.4 for [f := 1] and k − 1. It means,
that[f := 1] ∈ k−1 and so f is k-candidate for.When a k-candidate is found, thewhile
cycle on lines 13–19 terminates, andMEMBER([f := 0], k) is called on line 21 to verify the
second condition of Deﬁnition 4.2. Note that formula[f := 0] is on at most n−1 variables
and [f := 0] ∈ k (using the fact that  ∈ k and Lemma 4.11). Thus, according to
the induction hypothesis MEMBER([f := 0], k) returns a sequence (a2, . . . , ap) of literals
satisfying properties of Lemma 4.4 for formula [f := 0] and class k . It is now easy to
see, that sequence (a1=f, a2, . . . , ap) satisﬁes properties of Lemma 4.4 for formula  and
classk .
Let us now consider a formula  /∈k . According to Deﬁnition 4.2 it means, that there is
no literal e, for which [e := 1] ∈ k−1 and [e := 0] ∈ k would hold simultaneously.
If there is no k-candidate (i.e. if [e := 1] ∈ k−1 is never true) and we suppose the
correctness of all recursive calls, then no k-candidate is found in the while cycle on lines
13–19, and thus the algorithm returns no on line 27. If there are some k-candidates, then
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one of them, say e, is found in the while cycle on lines 13–19. Now it cannot be the case,
that [e := 0] ∈ k , and so the recursive call MEMBER ([e := 0], k) on line 21 surely
returns no. Then the algorithm 4.1 returns no on line 24. 
Now, we shall take a look at the complexity of the algorithm MEMBER (Algorithm 4.1).
Lemma 4.23. AlgorithmMEMBER(, k) requires memory sizeO(n ·) and timeO( ·n2k),
where  is the length of the input formula, n is the number of variables of the input formula
and k0 is the index of class being recognized.
Proof. The space requirement is not difﬁcult to see. Only one branch of the tree of re-
cursive calls has to be stored in the memory at each time. Clearly, this tree has depth at
most n + 1 which is true even if k >n. This is due to the fact, that at depth n the algo-
rithm is always called with a formula containing at most one variable, and thus stops on
line 9 without deepening the tree of recursive calls. Moreover, for each call of the algo-
rithm 4.1 (for each activation record in the recursive stack) O() memory size obviously
sufﬁces.
The time required for each call of MEMBER can be divided as follows:
• time for recursive calls,
• time for evaluating operations [e := 1] and [e := 0],
• time for the test whether  is hidden Horn.
• plus constant time for operations not included above (assignments, simple tests).
If we do not consider the recursive calls the remaining operations require at most time
proportional to the length of formula, i.e. O() time. Partial assignment can be clearly
accomplished in this time. Testing whether  is hidden Horn can be performed in linear
time according to [2]. Therefore, in order to prove the desired O( · n2k) time bound it is
enough to show that the total number of all recursive calls is O(n2k).
So let us count the number of recursive calls of algorithm MEMBER(, k), where  is on
n variables. For given n and k, we will denote the number of all calls in all recursive subtrees
by R(n, k). We want to show, that R(n, k)n2k . From the description of the algorithm we
get that
R(n, 0)= R(0, k)= R(1, k)= 0,
because in these cases no recursion is called. For k = 1 and n2 we get
R(n, 1)2n+ 1,
because in this case at most 2n+ 1 recursive calls are made on lines 16 and 21 all of which
are called with parameter n= 0 (i.e. each of these subtrees has size 1). For k2 and n= 2
we get
R(2, k)5,
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because in this case at most 4 calls are made on line 16 and at most one call on line 21 in
all cases with n= 1. For every n3 and k2 the recursive inequality
R(n, k)2nR(n− 1, k − 1)+ R(n− 1, k) (7)
holds. To see this observe that when we call MEMBER on line 16, we call it with a for-
mula with at least one variable removed and class k−1. The number of literals is at
most 2n and in the worst case we have to try them all, so we get the upper bound of
2nR(n − 1, k − 1) for all recursive calls originating on line 16. On line 21 we possibly
call MEMBER once more (if some k-candidate was found) with a formula with at least one
variable removed and classk , so we have to add R(n− 1, k). Thus, since we may assume
that R(n− i, p)R(n− 1, p) holds for i1 and 1pk (i.e. if more than one variable
is removed we can bound R(n− i, k− 1) from above by R(n− 1, k− 1)), inequality (7)
follows.
To prove the inequality R(n, k)n2k for every n0 and k0 we shall proceed by
induction on n+k. The base cases for n2 and k1 are trivial (R(0, k)=002k ,R(1, k)=
012k , R(2, k)522k for k2, R(n, 0)= 0n0 and R(n, 1)2n+ 1n2 for n2),
so let us suppose that n3 and k2, and that for every n′, k′ for which n′ + k′<n+ k the
inequality R(n′, k′)(n′)2k′ holds. Then
R(n, k)2nR(n− 1, k − 1)+ R(n− 1, k)2n(n− 1)2k−2 + (n− 1)2k
= (n− 1)2k−2[2n+ (n− 1)2] = (n− 1)2k−2(n2 + 1)
(n− 1)2k−2(n+ 1)2 = (n− 1)2k−4(n− 1)2(n+ 1)2
= (n− 1)2k−4(n2 − 1)2n2k−4(n2 − 1)2n2k−4n4 = n2k
which ﬁnishes the proof. 
For formula  ∈ k we can moreover decide, whether  is satisﬁable using algorithm
4.2. Let us ﬁrst look at the correctness of this algorithm.
Lemma 4.24. Algorithm SAT(, k) (4.2), where ∈ k , returns a satisfying assignment
of variables of  if and only if  is satisﬁable.
Proof. Proposition clearly holds for k = 0, so let us have k > 0 and let us proceed by
induction on k. A sequence of literals (a1, . . . , ap) satisfying properties of Lemma 4.4 is
constructed on line 11, so let us have this sequence. The for cycle on lines 13–18 then
subsequently considers all literals from this sequence, and for each of them decides, which
value should be assigned to it. Note, that formulae i are the same as those in Lemma 4.4,
in particular i[ai := 1] ∈ k−1 according to the second property of this lemma. Thus the
recursive call on line 14 is correct and returns correctly due to the induction hypothesis (it is
called with class index k−1). If a satisfying assignment is found here in some step i, then we
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Algorithm 4.2. SAT—satisﬁability test for classk
Input: Formula  in CNF, k-index of class, for which  ∈ k .
Output: Satisfying assignment if  is satisﬁable, no if  is not satisﬁable.
1: if  contains no literal then
2: if  ≡ 1 then
3: return empty assignment {Answer yes}
4: else
5: return no
6: end if
7: else
8: if k = 0 then
9: solve satiﬁability problem for hidden Horn formula 
10: else
11: Using algorithm 4.1 (MEMBER) construct sequence of literals (a1, . . . , ap)
satisfying properties of Lemma 4.4
12: 1 := 
13: for i := 1 to p do
14: if SAT (i[ai := 1], k − 1)= satisfying assignment v′ then
15: return assignment v, which assigns aj := 0 for j < i, ai := 1 and
values of the other variables are given by assignment v′, or arbitrarily for
variables not appearing in i[ai := 0].
16: end if
17: i+1 := i[ai := 0]
18: end for
19: if i = p + 1 and p+1 ≡ 1 then
20: return assignment v, which assigns aj := 0 for j <p + 1
and values of the other variables are chosen arbitrarily.
21: else
22: return no
23: end if
24: end if
25: end if
are done and the assignment returned on line 15 is surely satisfying for the whole formula.
In the opposite case (if no satisfying assignment is found after ﬁxing ai = 1) we know,
that literal ai cannot have value 1 in any satisfying assignment, and so value 0 is assigned
to it on line 17. The third property of Lemma 4.4 ensures, that at the latest for i = p + 1
formula i contains no variable. If p+1 is identically 0, then  is clearly unsatisﬁable
because all possible combinations of values of literals a1, . . . , ap have been tried and for
none of them a satisfying assignment has been found (and by the induction hypothesis we
know, that recursive calls on line 14 are correct, so all combinations were really correctly
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tested). If p+1 is identically 1 then a satisfying assignment is returned on line 20, which
assigns value 0 to all literals in the sequence (a1, . . . , ap), and all other values can be
arbitrary. 
Now we shall inspect the time complexity of the algorithm SAT.
Lemma 4.25. Algorithm SAT(, k) (4.2) requires time O( · n2k).
Proof. Let us denote by t1 the time needed for constructing the sequence of literals (a1, . . . ,
ap) using algorithm 4.1 and by t2 the time needed for assigning a value to a literal, i.e. for
evaluating [ai := 1] or [ai := 0]. According to Lemma 4.23 we have t1 = O( · n2k)
and clearly t2 = O(). The remaining steps either require only a constant time or perform
a recursive call. Let us denote by T (n, k) time needed in the worst case by algorithm 4.2.
Clearly
T (n, 0)c
for some constant c, because for k = 0 only a satisﬁability test on a hidden Horn formula
is performed, which can be accomplished in linear time according to [2]. For k > 0 we get
the following recursive inequality
T (n, k) t1 + 2nt2 + nT (n− 1, k − 1),
because the sequence of literals (a1, . . . , ap) has a length atmostn (pnby theﬁrst property
of Lemma 4.4). We shall proceed by induction on k. Let us suppose, that t1c1n2k and
t2c2. Moreover let a constant d be such that d/2 max{c, c1, 2c2}, and let us show, that
T (n, k)dn2k for k0. For k=0 proposition clearly holds, because T (n, 0)cd/2
<d. For k1 we have
T (n, k) t1 + 2nt2 + nT (n− 1, k − 1)
 t1 + 2nt2 + dn(n− 1)2k−2
c1n2k + 2c2n+ dn(n− 1)2k−2
d
2
[n2k + n+ 2n(n− 1)2k−2]
dn2k .
The last inequality holds for n sufﬁciently large. In fact, it is equivalent to the inequality
2n2kn2k + n+ 2n(n− 1)2k−2,
which is in turn equivalent to
n2k − n− 2n(n− 1)2k−20.
O. ˇCepek, P. Kucˇera / Discrete Applied Mathematics 149 (2005) 14–52 45
For n>n0, where n0 is sufﬁciently large constant is this surely true, because the left hand
side is a polynomial with a positive leading coefﬁcient. 
The complexity of the recursive algorithms MEMBER and SAT can be improved from
O( · n2k) to O( · nk+1) by replacing the recursion (i.e. implicit “top-bottom” compu-
tation) with an explicit iterative “bottom-top” computation in which the tree of calls is
constructed from the leaves up to the root. The idea is similar to the speed-up
idea in [16].
Theorem 4.26. The recognition and the satisﬁability problem for class k can be solved
in time O(l · nk+1) for any ﬁxed k0.
We only sketch the proof, since the idea is similar to the one used in [16]. Full details of
the proof can be found in [21, pp. 68–76]. We shall at ﬁrst deﬁne the computation tree for
a formula  and index k, and then we shall describe a fast version of algorithm MEMBER
(we shall call it FASTMember).
Deﬁnition 4.27. Given formula  and k0, let us deﬁne rooted labeled tree T (, k) in
the following recursive way. Each vertex of T (, k) corresponds to [J := 0] for some
J ⊆ I . Root of the tree corresponds to . Let x be a vertex corresponding to some formula
[J := 0], depth of which is less then k and let d be a variable appearing in [J := 0].
(By depth of x we mean number of edges on the path from the root to x.) Then the tree
T (, k) contains vertices yd and yd , corresponding to formulae [J ∪ {d} := 0] and
[J ∪ {d} := 0], respectively, and edges (x, yd), (x, yd), labeled with literals d and d,
respectively. The formula corresponding to vertex x will be denoted by x .
Algorithm FASTMEMBER will proceed using the following two operations. Operation
test(x) takes a leaf x and tests, whether x ∈ 0. Operation prune(x) takes a vertex x, its
father y, and a literal e which labels the edge (y, x) in the tree T (, k). This operation then
setsy := y[e := 1] and performs some steps to keep the tree T (, k) in a “proper” state.
In particular it traverses the whole subtree rooted in y, and removes all subtrees beginning
by an edge labeled with e or e and substitutes e=1 in each vertex of the subtree rooted by y.
In fact this substitution can be performed only in leaves, since only for leaves do we need to
remember the corresponding formula. Note, that using this operation always removes the
vertex x from T (, k).
It is now possible to imagine, that Algorithm 4.1 searches the tree T (, k) from the root
to leafs. Test in steps 1–7 can be thought of as performing the test operation, substitution
in step 21 can be imagined as performing the prune operation.
Algorithm FASTMEMBER traverses tree T (, k) in a “bottom-up” fashion from the leaves
to the root. To do this, it stores leaves in a list L. This list is accessed via two operations:
head(x, L) and insert(x, L). Operation head(x, L) removes the head of L and stores it in x.
Operation insert(x, L) inserts to L all leaves of the subtree of T (, k) which is rooted in the
father of x, which are not yet present in L.
Algorithm FASTMEMBER is shown in Algorithm 4.3.
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Algorithm 4.3. FASTMEMBER(, k)—Fast recognition ofk
Input: Formula  in CNF on n variables, k-index of class being recognized.
Output: yes, if  ∈ k , else no.
1: if k = 0 then
2: if  ∈ 0 then
3: return yes
4: else
5: return no
6: end if
7: end if
8: Create a tree T (, k) and store its leaves in L (in any order).
9: repeat
10: head (x, L)
11: if x is the root of T (, k) then
12: return yes
13: end if
14: if test(x) then
15: prune(x)
16: insert(x, L)
17: end if
18: until L is empty
19: return no
It can be observed that the tree T (, k) has O(nk) vertices for a ﬁxed k. Moreover it can
be shown, that if Algorithm 4.3 is properly implemented, then each vertex is visited by the
prune operation at most 2n times. Each call of the test operation requires O(l) time and it is
also called at most O(n) times for each vertex. Using these facts, it can be then shown, that
Algorithm 4.3 requires time and space O(l ·nk+1).An algorithm for testing satisﬁability can
be then obtained by an easymodiﬁcation ofAlgorithm 4.3. The claimmade inTheorem 4.26
then immediately follows.
5. Mutual relationship of  and  hierarchies
As mentioned at the beginning of the previous section, hierarchy  generalizes hierar-
chy . Now let us look at the mutual relationship between these hierarchies. Before that,
let us ﬁrst recall the key lemma for hierarchy , which was proved in [16] and actually
inspired Lemma 4.4 in the previous section. For proof see [16].
Lemma 5.1. For each k1 and each formula  on n variables is  ∈ k if and only if
there is a natural number pn and a sequence of positive literals (a1, . . . , ap) such that
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each literal ai appears in this sequence at most once and:
1. i{ai } ∈ k−1 for 1 ip and
2. p+1 does not contain any positive literal,
where i = i−1{ai−1} and 1 ≡ .
Now we shall show, that hierarchy properly generalizes hierarchy .
Lemma 5.2. (∀k0) (kk).
Proof. Let us ﬁrst show that for each k the (non-strict) inclusion k ⊆ k holds. We shall
proceed by induction on k. For k=0 the statement holds trivially, because eachHorn formula
is also hidden Horn.
Now let k > 0 and let us suppose that the inclusion holds for all < k. Take an arbitrary
formula  ∈ k and consider sequence of positive literals (a1, . . . , ap) satisfying the
properties of Lemma 5.1 for hierarchy . We shall show, that this sequence also satisﬁes
properties of Lemma 4.4 for hierarchy . Since the symbol i has a different meaning
in Lemma 5.1 and in Lemma 4.4, we shall in the rest of this proof denote i = i from
Lemma 5.1 and i = i from Lemma 4.4.
The ﬁrst condition of Lemma 4.4 holds trivially, so let us look at the second condition.
First consider i = 1. We know that (1){a1} ∈ k−1 ⊆ k−1 due to the ﬁrst condition of
Lemma 5.1 and the induction hypothesis, and hence also
(1)[a1 := 1] = ((1){a1})[a1 := 1] ∈ k−1
because the classk−1 is closed under partial assignment (Proposition 4.16). For 1< ip
we obtain
i = [{a1, . . . , ai−1} := 0]
={a1, . . . , ai−1}[{a1, . . . , ai−1} := 0]
=i[{a1, . . . , ai−1} := 0]
and moreover
(i){ai } ∈ k−1 ⊆ k−1 (8)
again due to the ﬁrst condition of Lemma 5.1 and the induction hypothesis. Furthermore
we have
i[ai := 1] = i[{a1, . . . , ai−1} := 0][ai := 1]
=i[ai := 1][{a1, . . . , ai−1} := 0]
= (i){ai }[ai := 1][{a1, . . . , ap} := 0] ∈ k−1
due to (8) and the fact that the class k−1 is closed under partial assignment. Thus, the
sequence (a1, . . . , ap) fulﬁls the second condition of Lemma 4.4.
By the second condition of Lemma 5.1 we have that p+1 does not contain any positive
literal, which is then of course true also for p+1 = p+1 [{a1, . . . , ap} := 0] . However,
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for the third condition of Lemma 4.4 we need, that it contains no literal. To ﬁx this, it is
enough to append to the sequence (a1, . . . , ap) all variables contained in p+1 (these are
necessarily distinct from those contained in (a1, . . . , ap)). This new sequence obviously
satisﬁes the third condition of Lemma 4.4, and it is easy to see, that the ﬁrst and second
condition stay valid as well.
To see thatk = k it sufﬁces to recall thatk is closed under variable complementation
(Proposition 4.16) while k is not (Proposition 2.7), i.e. for each k there exists a formula
k ∈ k and a set S of variables such that Sk /∈k and Sk ∈ k . Thus the formula Sk
certiﬁes the strict inclusion. 
Now it is natural to ask, whether if we enlarge the classk by formulae created by variable
complementation from formulae in k (if we make the “complementation closure” of k),
we get exactly the classk .
Deﬁnition 5.3. Let us deﬁne k = { | (∃S ⊆ {1, . . . , n}) (S ∈ k)}.
Of course, one inclusion between k andk is obvious.
Observation 5.4. (∀k0) (k ⊆ k).
Proof. The statement is an immediate consequence of Lemma 5.2 and the fact that every
classk is closed under variable complementation (Proposition 4.16). 
The opposite inclusion between k andk is not that obvious, and in fact, perhaps quite
surprisingly, we shall show that except for k = 0 it is not valid.
Lemma 5.5. 0 =0, 1 = 1.
Proof. The ﬁrst part follows directly from the deﬁnition of 0 and0, for the second part
it sufﬁces to consider formula:
= (a ∨ b ∨ c ∨ d) ∧ (a ∨ b ∨ c ∨ d) ∧ (a ∨ b ∨ c ∨ d)
∧ (a ∨ b ∨ c ∨ d) ∧ (a ∨ b ∨ c ∨ d) ∧ (a ∨ b ∨ c ∨ d).
Formula  has a 1-candidate a, because [a := 1]= (b∨ c∨d)∧ (b∨ c∨d)∧ (b∨ c∨d).
To see that this formula is in 0 it is enough to complement variable d obtaining a Horn
formula ([a := 1]){d} = (b∨ c∨ d)∧ (b∨ c∨ d)∧ (b∨ c∨ d). Therefore [a := 1] is a
hiddenHorn formula.Moreover[a := 0]=(b∨c∨d)∧(b∨c∨d)∧(b∨c∨d) ∈ 0 ⊂ 1
(it sufﬁces to complement variables b and c to get a Horn formula). Therefore  ∈ 1.
On the other hand, there is no setSof variables, such that after complementing all variables
from S in  we get formula in 1, i.e. for no set S of variables S ∈ 1. Hence  /∈1. To
see this, we have to examine all 16 possible subsets of variables. Complete details of this
enumeration can be found in [7]. 
Now, using Lemma 4.13 we can generalize the above result.
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Lemma 5.6. (∀k1) (k = k).
Proof. For given kwe shall construct formula(k) ∈ k\k in the following way.We take
formula i to be the one used in the proof of Lemma 5.5, however deﬁned on variables ai ,
bi , ci and di :
i = (ai ∨ bi ∨ ci ∨ di) ∧ (ai ∨ bi ∨ ci ∨ di) ∧ (ai ∨ bi ∨ ci ∨ di)
∧ (ai ∨ bi ∨ ci ∨ di) ∧ (ai ∨ bi ∨ ci ∨ di) ∧ (ai ∨ bi ∨ ci ∨ di)
Now we deﬁne (k) =∧ki=1i . Due to Lemma 4.13 we get that (k) ∈ k for each k. We
have to prove, that this formula does not belong to k . We shall proceed by induction on k.
The base case k = 1 follows directly from Lemma 5.5.
For k > 1 let us suppose for a contradiction, that (k) ∈ k . From the deﬁnition of
classes k and k we get, that there is some literal e, such that (k){e} ∈ k−1. Without loss
of generality we can assume, that e appears in formula k , i.e. 
(k)
{e} = (k−1) ∧ (k){e}.
It is easy to observe, that because class k−1 is closed under clause deletion (see Propo-
sition 2.7), class k−1 is closed under clause deletion as well. So we get, that (k−1) ∈
k−1, which is a contradiction with the induction hypothesis. Therefore (k) ∈ k\k
must hold. 
It is interesting to note here that whilek andk are recognizable in polynomial time for
every ﬁxed k, the recognition problem for the class k (which is “sandwiched” in between
k andk) is NP-hard for every ﬁxed k1 [15]. This shows that a more sophisticated idea
than merely taking the complementation closure was needed to obtain a “nicely behaving”
generalization of the -hierarchy, where by “nicely behaving” we mean closed under vari-
able complementation and recognizable in polynomial time.
We shall show now, that for every class of formulae which (a) contains a formula outside
of0 (i.e. a formula which is not hidden Horn) and (b) is closed under disjoint union, there
exists no index k such that this class is a subset ofk .
Lemma 5.7. Let C be a class of boolean formulae which is closed under disjoint union. If
C\0 = ∅, then for each k0, C\k = ∅ holds.
Proof. Let us have a formula  ∈ C\0. We shall construct from  formulae i for
arbitrary i0 by renaming variables in such a way, that no formulae i and j with i = j
share a variable.We shall proceed by induction on k. For k=0 the statement follows directly
from the assumption. For k > 0 consider formula
(k) =
k∧
i=0
i
which belongs toC becauseC is closed under disjoint union. Let us assume for a contradic-
tion, that(k) belongs tok . Then there must exist some k-candidate, say e.Without loss of
generality we may assume, that e is contained only in formulak . Because e is k-candidate,
(k)[e := 1] = k[e := 1] ∧ (k−1) ∈ k−1 holds. Using the fact, that class k is closed
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under clause deletion (Proposition 4.16) we get (k−1) ∈ k−1 which is a contradiction
with the induction hypothesis. So (k) ∈ C\k . 
Corollary 5.8. For each k0 there is a quadratic formula 1 /∈k , q-Horn formula
2 /∈k and an extended hidden Horn formula 3 /∈k .
Proof. All three classes are closed under disjoint union (see Propositions 2.2 and 2.5) and
in each one of them there are formulae which are not hidden Horn. 
6. Hierarchy based on q-Horn formulae
In this section we shall consider yet another hierarchy of classes of Boolean formulae.
Themotivation for deﬁning this new hierarchy comes from the following observation.When
we deﬁned the-hierarchy (Deﬁnition 4.2) we took as the base class0 the class of hidden
Horn formulae. In fact, this choice was not essential. The only essential properties which
are really required from the base class are
• closedness under variable complementation and
• closedness under partial assignment.
For complexity purposes we also need that the formulae in the base class
• are recognizable in linear time and
• satisﬁability testing can be done for them in linear time
in both cases with respect to the length of the formula. No other property of the base
class is required to derive the results of Section 4. Another class which satisﬁes all of the
above requirements is the class of q-Horn formulae. Therefore, if we take as the base class
in Deﬁnition 4.2 the class of q-Horn formulae, we obtain another hierarchy, say Υ . All
results presented in Section 4 for the -hierarchy can be quite easily carried over for the
Υ -hierarchy. Some proofs stay exactly the same, some require minor modiﬁcations (i.e.
instead of formula which is not hidden Horn but is in 1 it is necessary to construct a
formula which is not q-Horn but is in Υ1). We leave this to the reader as an excercise (some
details can also be found in [21]). Moreover, by techniques similar to those used in Section 5
(Lemma 5.6) one can easily prove the following statement.
Lemma 6.1. (∀k0) (kΥk).
Proof. For k = 0 it sufﬁces to consider the complete quadratic formula on two variables
= (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2) ∧ (x1 ∨ x2),
which is in Υ0\0, and take that as the basic “building block”. The rest of the proof then
uses the same idea of taking disjoint unions of the basic “building block” as the proof of
Lemma 5.6.
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Corollary 6.2. The class Υ1 properly contains both the class S0 and the class of q-Horn
formulae (i.e. class Υ0). Moreover, recognition of Υ1 and satisﬁability for Υ1 can be done
in O( · n2) time.
Proof. From theproved relationships among thedeﬁnedhierarchieswegetS0=11Υ1.
The inclusion Υ0 ⊆ Υ1 is trivial, and for the strict inequality it is enough to recall that there
are formulae in S0 which are not q-Horn (as shown in Section 3). The complexity results
follow from the analysis of Algorithms MEMBER and SAT, as these algorithms can be
trivially modiﬁed to work with hierarchy Υ . 
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