Abstract-Safety cases present the arguments and evidence that can be used to justify the acceptable safety of a system. Many secondary factors such as the tools used, the techniques applied, and the experience of the people who created the evidence, can affect an assessor's confidence in the evidence cited by a safety case. One means of reasoning about this confidence and its inherent uncertainties is to present a 'confidence argument' that explicitly justifies the provenance of the evidence used. In this paper, we propose a novel approach to automatically construct these confidence arguments by enabling assessors to provide individual judgements concerning the trustworthiness and the appropriateness of the evidence. The approach is based on Evidential Reasoning and enables the derivation of a quantified aggregate of the overall confidence. The proposed approach is supported by a prototype tool (EviCA) and has been evaluated using the Technology Acceptance Model.
I. INTRODUCTION
Goal-based system safety standards such as DS 00-56 [1] often require the construction and provision of a safety case. A safety case is defined as "a structured argument, supported by a body of evidence, that provides a compelling, comprehensible and valid case that a system is safe for a given application in a given environment" [1] . A structured safety argument explains how the available body of evidence supports the overall claim of acceptable safety.
Inevitably, both an argument and its supporting evidence are typically imperfect. It is often left to the human assessor to decide whether or not the presented evidence is sufficient to support the safety claims made in the case. A recent survey on the state of the practice of evidence management [2] suggests that expert judgement is the most commonly used basis for assessing safety evidence.
Determining the type or amount of evidence required to satisfy a claim can be difficult. Both the developer and the assessor may be uncertain about certain characteristics of the evidence. As uncertainty in the evidence to support a given claim increases, the confidence in the overall safety case diminishes.
In current practice, the reasons for establishing confidence (or lack thereof) in the evidence and the uncertainties associated to an assessment often remains implicit in the assessment process [3] . In addition, the assessment process can vary substantially from expert to expert, and important assessments are frequently based on subjective evaluations [3] . These subjective beliefs are often based on many factors, including the process of the evidence creation, the techniques used, the people involved, and certain characteristics of the evidence itself (e.g., its role in the argument).
One approach of reasoning about the confidence established in the safety evidence is to build an explicit secondary confidence argument [4] . The role of the confidence argument is to explicitly detail the various reasons for having confidence in the evidence. It communicates the reasoning by identifying the various assurance deficits (uncertainties) related to the evidence and explicitly manage them such that the overall confidence in the safety argument is considered acceptable.
In this paper, we propose a novel approach to automatically construct confidence arguments for the evidence cited in a primary safety argument, and show how confidence can be quantified by employing a Multi-Criterion Decision Analysis technique known as Evidential Reasoning (ER) [5] . The paper makes the following specific contributions: x A confidence argument pattern that explicitly details the various reasons for having confidence in a singular piece of evidence. The pattern is derived from confidence factors [3] and checklists used in industry for evidence assessment. x A technique, based upon ER [5] , by which the low-level confidence information on individual factors can be propagated to a higher-level safety claim. The technique (1) explicitly details the reasons for having confidence in the evidence, (2) captures uncertainties associated with the evidence assessment, and (3) presents the confidence at each level both quantitatively and visually. x An implementation of the approach as an Eclipse plugin named EviCA (Evidence Confidence Assessor). x A user-evaluation of the proposed approach and its tool support, using the Technology Acceptance Model [6] .
The remainder of the paper is organized as follows. Section II presents the background. Section III describes the proposed approach, including the confidence argument and confidence quantification using ER. Section IV presents the EviCA tool. Section V presents the evaluation. Section VI presents related work and finally, Section VII presents conclusions and future work.
II. BACKGROUND
This section provides a brief overview of the relevant background information required to understand our proposed approach.
A. Safety Cases and Confidence Arguments
The definition of a safety case presented in the introduction highlights that both arguments and evidence are crucial elements of a safety case that must go hand-in-hand. An argument without supporting evidence is unfounded, and therefore unconvincing. Evidence without argument is unexplained -i.e. it can be unclear whether (or how) safety claims have been substantiated. An explicit argument is required in order to communicate the relationship between the evidence and safety objectives.
The Goal Structuring Notation (GSN) [7] -a graphical argumentation notation -can be used to explicitly represent the individual elements of a safety argument (requirements, claims, evidence, and context) and the relationships that exist between these elements (i.e. how individual requirements are supported by specific claims, how claims are supported by evidence, and the context in which the argument is defined). When the elements of a GSN model are linked together in a network they are described as a 'goal structure'. The principal purpose of any goal structure is to show how goals (claims about the system) are successively broken down into sub-goals until a point is reached where claims can be supported by direct reference to available evidence (solutions).
Hawkins et al. [4] propose that the arguments within safety cases can be usefully defined in terms of two separate but interrelated arguments: x A safety (or technical risk) argument that documents the arguments and evidence used to establish direct claims of system safety. x An accompanying confidence argument that justifies the sufficiency of confidence in the safety argument. The technical risk argument must decompose the overall claim of acceptable safety into arguments that justify the acceptability of the risks posed by identified system hazards. For each hazard, the argument states what the 'adequately' addressed means are for mitigating that hazard and then identifies the evidence supporting the conclusion. This structure explains the purpose of each piece of evidence.
A confidence argument records the justification for confidence in a safety argument. There will be uncertainties associated with aspects of the safety argument or supporting evidence. The knowledge gaps that prohibit perfect (100%) confidence in a safety argument can be referred as 'assurance deficits'. In order to gain complete confidence in the evidence, these uncertainties must be identified and managed explicitly. The role of the confidence argument is to explicitly address the uncertainties by detailing the factors that establish confidence. Each time evidence is referenced as a solution in the technical risk argument, an assertion is being made that the evidence being put forward is sufficient to support the claim. The assurance of the solution (evidence) depends upon the confidence that the evidence is appropriate to support the claim and that the evidence is trustworthy.
B. Evidential Reasoning
Evidential Reasoning (ER) [5] provides a means by which to assimilate multiple assessments of individual facets of the evidence into a single, coherent macroscopic assessment. ER considers a hierarchy of 'attributes' by which the evidence is to be assessed. For example, as a higher-level attribute in a hierarchy, one might consider the quality of the personnel/team to be a factor, which could in turn be decomposed into sub-attributes such as competence or experience.
Formally, each attribute can be subdivided into a set of lower-level sub-attributes . Each sub-attribute can also be given a weight representing the relative importance, such that (by default the weight is evenly distributed across all attributes as ). A human expert assesses each of the lowest-level attributes by providing their assessment of the "quality" of the attribute. This is provided in terms of a Likert-scale consisting of grades (i.e. if , and might correspond to "very poor" and "excellent" respectively).
Instead of providing just a single value on this scale (implying that they are 100% certain of their assessmente.g. that the experience of the team is 'excellent'), the assessment can be provided as a distribution. This distribution is referred to as 'Belief Function' -a term that will be used throughout the paper. This belief function enables the assessors to capture any uncertainty that they might have about their assessment. For example, an assessor could indicate that they have a confidence of 50% that the team's level of experience is "excellent" and 50% that the level of experience is "good".
Formally, the expert´s confidence that a particular attribute achieves a grade is denoted . For a given attribute, . Thus, an expert´s complete assessment of attribute (encompassing all possible grades) can be expressed as the distribution:
A key feature of ER is that, alongside uncertainty, it is also possible to capture complete ignorance on the part of the assessor. The beliefs in do not have to sum up to 1 for a given attribute (as would be expected with conventional Bayesian probabilities). The sum of beliefs can be interpreted as their overall confidence of the assessment, where a sum of 1 amounts to total confidence, and a sum of 0 amounts to total ignorance (no confidence).
Given a hierarchy of attributes, where the lowest-level attributes are associated with distributions corresponding to the assessments as presented above, ER provides an algorithm by which to assimilate them. Distributions of 'beliefs' are propagated up from lower-level nodes to higherlevel nodes, and are combined with the distributions from their sibling nodes to produce a representative macroscopic assessment.
Crucially, this process of propagation from basic attributes to an aggregated result obeys certain desirable axioms that ensure the following [5] .
III. A STRUCTURED APPROACH FOR CONSTRUCTING AND ASSESSING CONFIDENCE ARGUMENTS
The proposed approach will (a) devise a GSN-based confidence argument structure that details the reason for establishing confidence in the evidence, and (b) use ER to reason about the confidence in the evidence and the assessment of the evidence. Though presented for GSN, the approach could readily be adapted to any technique that explicitly links evidence and safety claims, graphically (e.g., CAE) or textually (e.g., safety accomplishment report).
A. Overview of our Approach
Previous work [3] has demonstrated that there are many secondary factors that can affect the confidence in safety evidence. Given this (often broad) range of factors, which can often be conflicting, it is vital that any inherent uncertainty is identified and acknowledged. In our approach, we make this uncertainty explicit by defining a confidence argument pattern that enables the abstract notion of confidence to be broken down into confidence factors that can in turn be linked to the evidence. This break-down into individual confidence-factors enables us to gauge the assessor's doubt or uncertainty with respect to each atomic factor, via a series of questions based on evidence typespecific checklists.
As a running example, let us consider a primary argument claiming, "Hazards related to System X have been identified and recorded". The claim is supported by citing the evidence Hazard log as an asserted solution. When evidence is cited in a safety case, it is typically asserted that the evidence presented is sufficient to support a claim. In reality the truth of this assertion depends on the appropriateness and trustworthiness of the evidence (in this case the hazard log).
Our first contribution is to generate a confidence argument structure to support primary safety arguments. In GSN an assertion in a safety argument is linked to a confidence argument by an Assurance Claim Point (ACP). An ACP is indicated in GSN with a named black rectangle on the relevant link, as shown in Fig. 1(a) .
We build a confidence argument as a hierarchy by decomposing overall confidence into sub factors. Fig. 1(b) shows an example of how the overall confidence in the hazard log can be decomposed into individual factors (above the dashed line). For example, trustworthiness of the hazard log is broken into the process employed to create the hazard log, the personnel who carried out the activity, and the tools used to create the log. The personnel factor is further broken into competence and guarantee of independence (e.g., the personnel verifying the log being independent of the creators). The relative (example) importance of each factor is annotated on each edge. This decomposition is carried out until we can gauge the assessor's subjective confidence in the lowest level factors (below the dashed line) through a series of questions. The rationale is that it is often easier to provide confidence values to individual questions rather than to high-level factors such as trustworthiness. The responses from the assessors are calculated on a scale of (1) agreement to the question using Likert scale, (2) confidence in their own assessment (presented in detail in Section III.B).
The ER algorithm is then applied to combine the lowerlevel confidence values provided for each question, and propagate them up the hierarchy. This automatic propagation happens until the top most parent factor is reached yielding a general confidence assessment. With the use of GSN patterns, the end result is an argument structure that graphically depicts the various confidence factors associated to the evidence with a quantified confidence value based on lower-level assessments at each claim level.
Section III.B will elaborate on our development of the confidence argument pattern. Section III.C details our use of questionnaires to obtain inputs, and the use of ER to build an accurate overview of an assessor's confidence.
B. Confidence Argument Pattern
The confidence argument pattern is represented using the GSN pattern extensions [7] [8] [9] . We followed four steps to build the confidence argument pattern. The first step involved determining the criteria that should be considered for confidence assessment. The results from the systematic analysis of the practice of evidence assessment (via surveys and interviews with safety experts) presented in [3] were used to gather a set of factors (e.g., the process and techniques used, and the personnel involved). As a second step, we specified an initial structure (based on the results of step 1) for the argument pattern. Our structure has two main criteria for assessing confidence in safety evidence: trustworthiness and appropriateness (discussed in detail below). These two criteria are widely accepted in the systems engineering domain [4] [10] [11] . Each criterion was broken down into subsequent specific factors that affect their confidence. All the authors reviewed the confidence argument pattern and discussed its structure and content. This resulted in an initial version of the pattern.
To improve the pattern's coverage of factors influencing assessor confidence, we analysed 16 checklists from the aerospace, avionics, railway, and defence domains (checklists are extensively used in the industry [2] [3]). Most of the checklists (13 out of 16) are in the public domain †
. As a result, we identified three factors (Bound Qualification, Scope for Document format, and Expected Structure of the Evidence Type) that had not been included in the initial pattern. These were consequently included in the argument pattern and discussed amongst the authors. Relating to the running example, the top most goal (G1) of the pattern describes that there is sufficient overall confidence in the evidence used as asserted solution (hazard log). In our approach, we define confidence using GSN context element (Con1) as a measure of the belief that the evidence cited for a particular claim is trusted for its integrity and is appropriate for its intended purposes.
The trustworthiness and appropriateness factors can be decomposed as follows.
1) Trustworthiness
In the systems engineering domain, trustworthiness of evidence often relates to the data and processes used to generate the evidence [12] . In our approach, we define trustworthiness (Con2) as the property of the evidence to provide trust or belief that the evidence can be assured to be as specified. We decompose trustworthiness of the asserted solution as shown in Fig. 3 (Appendix B) . The sub-factors are as follows: Personnel (G4) -Arguments regarding the personnel or the team(s) involved in the creation or verification of the asserted solution. When documenting how claims are supported by sub-claims, it is recommended to document † Public checklists have been collected and shared at https://drive.google.com/a/simula.no/folderview?id=0B42RvDI04vjnbzgtM 0RXRFJqZWs&usp=drive_web the reasoning step. This is done in GSN by documenting the strategy of the argument that links the two goals. Therefore, using the strategy S2, arguments can be made over each personnel factor that influences the overall confidence. There is a set of pre-defined factors in the proposed pattern. In addition, as mentioned above, we allow addition of userdefined personnel factors (Con3). 
Con1
Confidence is the belief that the evidence is trusted for its integrity and it is appropriate for its intended purposes
G2: Trustworthiness
There is {Very Low/Low/ Moderate/High/Very High} confidence in the trustworthiness of the {asserted solution}
G3: Appropriateness
There is {Very Low/Low/ Moderate/High/Very High} confidence in the appropriatness of the {asserted solution} been peer reviewed (e.g. the hazard log has been peer reviewed at least once). Tool Integrity (G6) -Arguments regarding the integrity of the different tools used to create or verify the asserted solution. Arguments can be made over pre-defined or userdefined factors (S4). The following supporting tool integrity arguments are defined: o Bound Qualification (G21) -the confidence that the specific usage of the different tools used for creation or verification of the evidence is within the constraints of its qualification, e.g. the tool used to record the hazard log was used in the context of the appropriate process or that the tool was configured appropriately. o Standard Qualification (G22) -the confidence that the different tools were qualified in accordance to the safety standard used, e.g. DO-178C [13] can require tools to be qualified when used as part of the software assurance process. The safety standard in question should be made explicit in context Con15. Content Compliance (S1) -Arguments regarding the structural integrity and structural compliance of the asserted solution. The strategy is decomposed into two sub-goals: o Scope (G24) -the confidence that the asserted solution has been scoped and defined according to the required document format to demonstrate compliance with a specific safety standard, e.g. all the terms and acronyms are defined in the hazard log. Scope arguments detail the structural integrity of the asserted solution. The safety standard (or reference document) in question must be made explicit (Con16). o Expected structure (G25) -the confidence that the asserted solution conforms to the expected structure for the particular evidence type, e.g., hazard log structure as mandated by hazard specification. This detail the structural compliance of the asserted solution. The type of the evidence must be made explicit (Con 17). Evidence of Past Use (G7) -The confidence that the evidence was approved to be trustworthy in an earlier instance of use in a similar context. The similar context (e.g. the associated techniques and tools) should be made explicit here via the context Con7.
2) Appropriateness
The appropriateness of the evidence (hazard log) relates to the satisfaction of the claim (e.g., all hazards were identified and recorded) [10] .
In our approach, we define appropriateness of the evidence as the property of the evidence to sufficiently corroborate the claim it was cited for. The type of evidence that is most appropriate can only be determined based on the nature of the claim and the argument that the evidence is intended to support. Hence, we decompose the appropriateness of the asserted solution (Fig. 4) as: Argument role (G9) -the confidence that the evidence type of the asserted solution is capable of providing the asserted role in the argument [10] . For example, the role of the hazard log is to identify hazardous functional failures that may occur in system X. The type of the evidence and the asserted role has to be made explicit using contexts Con8 and Con9 respectively. Intent (G10) -the confidence that the specific evidence satisfies the asserted role. For example, the intent of the hazard log to demonstrate that the system X does not contain errors that could manifest as hazards. The intent strengths the role of the asserted solution. The asserted role of the evidence has to be made explicit (Con10). User-Defined Appropriateness Factor (G8, G11, G16, G20, G23 and G26) -User-defined factors can be created at any level of the pattern. The required claim description, strategies related to the goal, and context description must be added to the pattern if required. Further decomposition can also be carried out. Each of the lower level goals can be further decomposed if required. However, in the current approach we provide question prompts for each of the leaf claims. The process of collecting the individual belief functions for each of the lower-level claims and the confidence quantification is discussed in the following subsection.
C. Confidence Quantification and Combination with ER
The confidence argument pattern discussed above presents us with a hierarchy of factors, in terms of which we can assess confidence in the evidence. In this step we show how an assessor can feed their data into this hierarchy, and how ER can combine this data to provide a macroscopic picture of the assessment.
1) Collecting Assessment Data
The hierarchical nature of the confidence pattern means that each factor at a branch-node is composed of its lowerlevel nodes. Accordingly, the assessment of a parent-node (e.g. Appropriateness) is composed of the assessments of its child-nodes (Personnel, processes/techniques, etc.). It follows that if we can provide assessments for all of the leaf-nodes in the hierarchy, it is possible to propagate these assessments up the hierarchy, and so to yield an overall assessment.
As mentioned previously, we solicit input from the assessor by means of questionnaires. Each leaf-node is associated with a questionnaire that asks for two inputs: (1) An agreement to the question regarding aspects of the factor using Likert-scale (by default from 1 to 5, but this can be customised), (2) level of confidence in the capacity to answer the question (on a continuous scale from 0-100).
2) Combining Assessments with the ER Algorithm
Having answered the questions, we are left with a range of assessments for the `leaf' nodes.
The challenge now is to combine these, to provide aggregate assessments for higher-level factors in the confidence argument. This combination can be achieved by employing the ER algorithm [5] .
To employ ER, each of the assessments provided for the leaf-node is encoded as a belief function (see Section II.B). The algorithm then uses depth-first traversal to combine the belief-functions from the bottom-up, to populate the entire hierarchy. The following description will illustrate how an example set of lower-level attribute assessments is combined using ER. Details regarding the algorithm and the processing are provided in Section II.B, and can be found in [5] [14] .
Let us consider the example of the hazard log. In order to gain confidence in the evidence source, and more specifically in the trustworthiness of the hazard log, let us consider two factors related to the Personnel/Teams from Section III.B.1): Independence (I) among the personnel and Competency (C) of the personnel. Each of these two factors is further broken into two leaf-node attributes by means of two questions (Q) respectively. These lowest-level attributes form the basis for obtaining the assessor's atomic assessments that are to be aggregated to a high-level assessment of the hazard log. For this example, we consider some questions identified from the Railway Safety Commission checklist [15] that are used in practice to assess hazard logs. x q1. If independence is required, is the person doing the verification different than the one responsible for developing the hazard log? x q2. Is the manager to whom the team reports identified so that it can be confirmed that the requirements on independence are met? x q3. Are there records of attendance/participation in hazard identification workshops/exercises of the personnel that include the name, organisation and role? x q4. Is there information on the competency of the personnel? For each question , the assessment consists of two parts: 1. The assessor's agreement on the Likert scale where (for these questions) 1 represents Definitely not, 2 represents No, 3 represents Maybe, 4 represents Yes, and 5 represents Absolutely. 2. The assessor's confidence on his/her assessment , where 0 represents no confidence at all (total ignorance), and 1 represents total confidence. These answers are then used to construct a distribution . For example, the assessor might answer the questions (in the order listed above) as follows: (4, 0.8), (5, 1), (3, 0.5), (4, 0.8). In other words, he/she agrees with a certainty of 80% that the person doing the verification is different from the one responsible for developing the documents (q1), he/she strongly agrees with a certainty of 100% that the manager to whom the team reports is identified (q2), etc. To summarise, the final distribution indicates that (1) the assessor has Medium confidence in the trustworthiness of the hazard log, and (2) the assessor has Very High confidence in his/her assessment of the trustworthiness of the hazard log.
IV. TOOL SUPPORT
In this section we briefly describe the prototype tool named EviCA (Evidence Confidence Assessor), developed to support the proposed approach. Specifically, EviCA allows users to: (1) create and edit safety arguments using GSN, (2) question the various reasons for having confidence in the evidence used in a primary argument, (3) automatically structure confidence arguments based on a predefined GSN pattern that is customisable, and (4) calculate the confidence at each level of the pattern automatically using ER. EviCA is written in Java programming language as a plug-in to the Eclipse IDE. It uses some utilities of the underlying Eclipse framework, notably the Graphical Editing Framework (GEF).
A. Creating and Editing Safety Arguments
Fig . 5 shows a screenshot of a safety argument fragment built with EviCA. The pallet to the right of the screen provides users with the various GSN elements (goals, solutions, strategies, context, etc.) that they need to model safety cases. The properties of a selected item can be accessed at the bottom of the screen. The element description can be edited either in the properties window or directly on the canvas. The pane in the left of the window is a project explorer that displays the different projects and their associated safety case diagrams. To our knowledge, the GSN editor developed as part of EviCA is the first of its type that allows users to create and manipulate confidence arguments. Users can click and drag Assertion Claim Points (ACP) between goals and solutions. 
B. Confidence Argument Generator
Double clicking on any ACP between a goal and an asserted solution opens the Confidence Argument Generator wizard (Fig. 6 ). This wizard guides the creation of the confidence argument based on the various confidence factors. It initially has a pre-defined tree structure with a set of pre-defined confidence factors (as presented in Section III.B). Right clicking on any parent factor allows users to edit the tree structure. Each element in the tree has a weight function. The user can define the weights for any factor in the tree. The sum of weights of any factor must not exceed 1. By default, the weights are equally split among all the children depending on the number of children.
C. Collecting Belief Functions
EviCA allows users to add individual questions to each confidence factor to obtain the belief function. There are two ways to add questions. Users can manually add one question at a time by right clicking the lowest child. This will bring up the Add Question window (Fig. 6) . The user can define the weight of each question the same way as the parent. The second way to add questions is with the help of the Import Questions button. EviCA allows users to import a set of checklist questions from Microsoft Excel. In an Excelbased checklist, the rows represent the different checklist items and the columns represent the confidence factors. A checklist item can be mapped to a confidence factor by marking an 'X' in the Excel file..EviCA then automatically imports the marked questions into their corresponding factors in the Confidence Argument Generator dialog. This way EviCA allows users to import large sets of questions at once with ease. To obtain the belief function for each question, the user has to input two values: (1) an agreement grade and (2) a confidence in the assessment. By default, we use a five point Likert scale for the grade values for all the questionsDefinitely not (1) , No (2) , Maybe (3), Yes (4) and Absolutely (5) . However, the user can change the default scale by selecting from a list of pre-defined scales (e.g., Strongly disagree to Strongly agree) using the Import Grade button. For example, when answering a question regarding the competency of a developer, additional evidence such as the resume of the developer can be provided.
In addition, the users can justify their rationale behind a particular answer by providing further comments. Unanswered questions in the Confidence Argument Generator window are denoted by a ± on the left side, while answered questions are denoted by a ✔ (Fig. 6) .
Once all the questions are answered, the user can click the Generate button to automatically build the confidence argument for the asserted solution with the confidence in the evidence and the assessment visually presented. Fig. 7(a) shows the fragment of the confidence argument structure built by EviCA. The structure is editable by the user.
To present the assessor's confidence on the evidence, EviCA uses the placeholders "{0}" in the goal description to be automatically replaced with the calculated confidence value tags ranging from Very Low to Very High. The answers to all the questions and the corresponding comments are computed and attached as solutions to the corresponding parent goal. Any additional evidence provided in the question is also added as a solution to the corresponding parent goal.
To present the assessor's confidence in the assessment, EviCA uses a colour scheme for representing different levels of confidence (shown in Fig. 7(b) ). Additionally, EviCA provides individual bar charts of belief functions for each goal and solution node in the structure. Fig. 7(c) shows the distribution of values as individual bar chart for the overall confidence in the evidence. The values 1-5 correspond to the assessor's confidence in the evidence, 1 being Very Low and 5 being Very High (see Section III.B). The height of a bar represents the assessor's confidence in his/her assessment. An additional bar in red denotes the uncertainty or doubt inherent in the overall confidence. This is computed from those belief functions where the total sum of beliefs did not add up to 1.
V. EVALUATION
In order to evaluate the user acceptance of our proposed approach and tool support, we adopted the Technology Acceptance Model (TAM) [6] . TAM focuses on three main facets of user acceptance: x Perceived Ease of Use: degree to which a person believes that using a particular method would require less effort. x Perceived Usefulness: subjective probability that using a particular system would enhance job performance. x Intention to Use: extent to which a person intends to use a particular system. An evaluation based on the above three facets is best suited for this scenario because the proposed technology is fundamentally improving an existing activity by making it more systematic, repeatable, and explicit. Since safety is a critical aspect of the system development, unless this technology is perceived as being feasible (e.g., the effort required) and useful (e.g., leading to better assessments) by the practitioners, it is unlikely that it will be explored further with other validations (e.g., a case study). Using TAM allows us to evaluate whether the approach and the tool are appealing to practitioners (1) without intruding on the practitioners work settings and (2) without imposing any artificial experimental constraints that could skew their judgment.
The study targeted safety experts, who are directly involved in safety case development and safety evidence assessment for critical systems. Since the tool support is a direct implementation of the approach itself, we developed a short presentation of the proposed approach and a tool demo video ‡ showing the main features of EviCA. This allowed us to mitigate threats related to possible bias in the way the technology was presented to each participant. At the end of the presentation, the participants were asked to fill a short questionnaire with 12 questions.
The questionnaire was divided into four parts. The first section contained a short description of the aim of the survey and five background questions. The second section consisted of three questions regarding the participants perceived usefulness of the approach. The third section consisted of three questions regarding the perceived ease of use of the approach and the tool support. And finally, the last section consisted of one question regarding the intention of use of the approach and any further comments regarding the proposed approach. We used a five-point Likert Scale ranging from Strongly Agree to Strongly Disagree to collect answers for all questions. We also allowed participants to make additional comments for each question. Other than the first section, the remaining sections of the questionnaire were randomised. The entire questionnaire can be found in [10] .
The presentation and the survey questionnaire were sent via personal email invitations and subsequent reminders to practitioners that we knew. We also asked them to let other colleagues know about the survey. Additionally, the presentation and the survey were posted on a social networking websites for people in professional occupations (http://www.linkedin.com).
A total of 21 participants provided their feedback on the approach. All had more than two years of experience in safety certification, assurance, or assessment. All also indicated that they assess safety evidence information as part of their work, or develop or assess safety cases.
Relating to the perceived usefulness of the approach and the tool support (Appendix A, Fig. 8 ), 86% of the participants agreed or strongly agreed that the ability to express ignorance or doubt is useful for the assessment of safety evidence, 85% agreed or strongly agreed that the range of safety evidence assessment factors covered in the approach is adequate, and 62% mentioned that they agree or strongly agree that the use of the approach will lead to more accurate safety evidence assessments. We acknowledge that the completeness of the confidence argument pattern for all ‡ https://www.youtube.com/watch?v=Rz_P0YlMPBU types of evidence cannot be guaranteed. We built the pattern based on a small set of identified factors and checklists that are used in practice. These are restricted to a relatively narrow range of domains and standards. Nonetheless, our evaluation suggests that the presented structure covers all major areas of concern relating to evidence confidence assessment. To accommodate situations where the set of criteria are incomplete, our approach and tool support allows users to add new factors and criteria to the existing proposed pattern.
Regarding the perceived ease of use of the approach and the tool support (Appendix A, Fig. 9 ), 76% of the participants agreed or strongly agreed that it is easy to express any doubt or ignorance about a particular safety evidence assessment with the approach. Similarly, 71% of the participants strongly agreed that it is easy to customise a safety evidence assessment in the tool. Additionally, 76% of the participants agreed or strongly agreed that it is easy to interpret the results produced by the approach.
When asked about the intention of use of the approach and tool support (Appendix A, Fig. 10 ), 57% of the participants agreed or strongly agreed that they would use the approach for safety evidence assessment tasks if it were made available to them within their organization. Only 10% of the respondents disagreed.
In summary, the results show that the approach was generally viewed as being easy to understand and easy to use. Most of the participants also indicated that it would be advantageous to use the approach within their organizational context. Although the number of responses is limited, the evaluation indicates that practitioners consider that the proposed approach can be valuable in practice for safety evidence assessment. This gives us sufficient confidence to continue with a further, more extensive evaluation of the approach in the future (e.g. a case study).
VI. RELATED WORK
Safety case development and assessment has been of much interest in research over the past years. One method to construct safety arguments using GSN is the Six Step method [16] . However, this does not explicitly consider the confidence of the safety argument and the confidence in the safety evidence [17] . Some works have provided various criteria and factors that should be considered to determine the confidence in safety evidence and arguments [18] . These have been complementary to our proposed confidence argument pattern.
A new approach for creating clear safety cases was introduced by Hawkins et al. [4] . Their approach suggests building a secondary confidence argument that explicitly states the reason for having confidence in the evidence cited. The paper presents an indicative argument pattern for the confidence argument that is based upon the identification and management of assurance deficits (uncertainties). However, this pattern is not exhaustive and does not identify specific confidence factors. Similar pattern for process-based arguments have also been proposed using model-driven safety certification approaches [19] . By combining this approach of a secondary confidence argument with the various factors that influence the assessor's confidence, we propose a more exhaustive pattern that covers the specific reasons for having confidence in the evidence.
One approach similar to ours in terms of building a confidence model was proposed by Ayoub et al. [11] . It uses common concerns associated with an argument and systematically builds confidence arguments based on them. The limitation of their approach, as acknowledged by the authors, is it only covers only some of the Trustworthiness factors. Details as to how these factors were identified and the sources of their origin are not detailed in the paper. Moreover, other concerns related to Appropriateness are yet to be categorised.
Other attempts have been made to quantitatively measure confidence in safety cases. Bloomfield et al. [20] suggest that confidence depends upon uncertainty about the underpinnings of the dependability case, e.g. truth of assumptions, correctness of reasoning, and strength of evidence. Their paper discusses some challenges related to quantitative assessment of confidence and shows that confidence in a claim can sometimes be surprisingly low. Although this may be true, the paper does not provide detailed guidance on how to tackle this issue. Our approach builds on this work to provide a systematic guided process that considers an exhaustive list of confidence factors to quantify evidence and associated uncertainty.
Past studies have detailed the notion of uncertainty in safety cases [21] [22] and provided ways to handle them e.g. using Bayesian Belief Networks (BBN) [23] [24] . BBN rely heavily on their probability tables, which in turn rely on the availability of prior probability information. This is often difficult to obtain given the scarcity of priors, making it difficult to provide a thorough assessment on confidence when the assessor is doubtful of any of the factors. Our approach does not depend on prior probabilities and allows assessors to accommodate doubt or uncertainty in their assessment.
ER is an example of Dempster-Schäfer (DS) theory [25] [26] . DS has been applied to a multitude of diverse `Multi-Criteria Decision Analysis problems' such as environmental impact assessments [27] , assessment of weapons systems capabilities [28] , and safety analysis [29] . An approach based on trust cases to support and improve expert assessment of arguments is proposed in [30] . Similar to our proposed approach, the trust case approach is based on DS theory and it provides a way to issue assessments and their aggregation depending on the types of inference used in arguments. What differentiates our work is the use of an explicit secondary argument structure for demonstrating the reason for having confidence in the evidence. DS theory and aggregated assessment alone may not suffice to demonstrate sufficient confidence in the assessment of the evidence or the argument. The approach proposed in this paper provides a systematic confidence argument pattern that allows explicit presentation of the various factors that provide confidence in the evidence. Our approach also aggregates the individual beliefs into a final assessment, and the final assessment can be broken down into lowest level reasons for having confidence and making uncertainties explicit.
VII. CONCLUSIONS
This paper has proposed a novel approach to automatically construct confidence arguments and quantify confidence using Evidential Reasoning. The approach enables safety experts to assess evidence by explicitly reasoning (1) the trustworthiness of the evidence creation and verification process and (2) the appropriateness of the evidence in a particular claim-argument context. The approach also allows experts to indicate their uncertainty or doubt related to the assessment. As part of the approach, we proposed a confidence argument pattern that details the various reasons for establishing confidence in the evidence. The confidence argument pattern decomposes the notion of overall confidence in the evidence into lower-level factors associated to the evidence. The approach then enables experts to provide individual belief functions for the lowestlevel factors. With the help of the ER algorithm, the lowestlevel belief functions are propagated to higher-level claims, until it provides an aggregate belief value for an overall confidence claim. The final result of the approach is an explicit confidence argument structure that visually and quantitatively presents the confidence in the evidence assessed and in the assessment of the evidence.
As a proof of concept, the proposed approach has been implemented as a prototype tool named EviCA (Evidence Confidence Assessor). The proposed approach and the tool support were also evaluated using the Technology Acceptance Model, by conducting a survey with safety experts who are directly involved in safety case development and evidence assessment. A total of 21 experts responded to questions relating to the perceived use of the approach, perceived usefulness of the approach and future intention to use the approach. Most of the participants perceived the approach to be useful and easy to use, and indicated that they would use the approach and tool support if it were available in their organizational context. Therefore, we believe that the proposed approach can be valuable in practice for the assessment of safety evidence.
As an immediate future work, we will further validate the proposed approach in an industrial case study. We will further validate the completeness of the confidence argument pattern with more checklists used in practice. We will also develop a classification of questions for each confidence factor in the pattern for different evidence types. Finally, our work will seek to improve the tool support, eliminate fallacies (if any introduced) and mitigate fatigue when answering the questionnaire for the various factors. 
