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Abstract
We adapt the Maier matrix method to the polynomial ring Fq [t], and prove analogues of results of Maier
[H. Maier, Primes in short intervals, Michigan Math. J. 32 (1985) 221–225] and Shiu [D.K.L. Shiu, Strings
of congruent primes, J. London Math. Soc. 61 (2000) 359–373] concerning the distribution of primes in
short intervals.
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1. Introduction and statement of results
Let Fq be the finite field with q elements, and let Fq [t] denote the corresponding polynomial
ring in one variable. As is well known (see, e.g., [9]), Fq [t] shares many characteristics with Z.
In particular the distribution of primes of Fq [t] is well understood. The Riemann Hypothesis is
known in this setting, and results such as the Prime Number Theorem for arithmetic progressions
are readily proved with the strongest possible error terms.
Although we expect the distribution of primes in Fq [t] to be highly regular, we can expect
that some irregularities should occur. In the classical case, Maier [4] proved the surprising result
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lim sup
x→∞
π(x + (logx)λ0)− π(x)
(logx)λ0−1
> 1,
and
lim inf
x→∞
π(x + (logx)λ0)− π(x)
(logx)λ0−1
< 1.
The proof is by the “Maier matrix” method, which we describe as follows; see Granville’s
article [3] for a nice exposition and a survey of related results. Let Q be a certain product of
small primes, and let x1 < x2 and y be integers with y <Q. We consider the following matrix of
integers:
⎡
⎢⎢⎢⎣
Qx1 + 1 Qx1 + 2 . . . Qx1 + y
Q(x1 + 1)+ 1 Q(x1 + 1)+ 2 . . . Q(x1 + 1)+ y
...
...
...
...
Qx2 + 1 Qx2 + 2 . . . Qx2 + y
⎤
⎥⎥⎥⎦ .
The columns form arithmetic progressions modulo Q, and for those Q which meet appropri-
ate conditions on the associated Dirichlet L-functions, each column will contain roughly the
expected number of primes.
Accordingly, we may choose Q to isolate particular behavior of the primes. Maier proved
his result by showing that by varying the relative values of Q and y, the matrix can be made to
contain more or fewer primes than expected. In related work, Shiu [10] proved the existence of
arbitrarily long strings of consecutive primes that are all ≡ a mod m, for any integers a and m
with (a,m) = 1. For example, if a = 1, one takes Q to be the product of m and those small primes
which are ≡ 1 mod m. It then follows that the majority of primes in the matrix are ≡ 1 mod m.
In the present paper, we will introduce a function field version of the Maier matrix and use it
to prove analogues of the aforementioned results of Maier and Shiu. The proofs will be simple
adaptations of the original arguments. Indeed, due to the nice characteristics of Fq [t], we will be
able to avoid some of the technical difficulties occurring for Z.
We will require several sieve-theoretic lemmas which are analogues of classical results. In
several cases these results can be readily found in the literature; in other cases we will give
simple proofs mirroring the classical case.
Setup and notation. We fix a finite field Fq throughout. We are interested in the distribution of
primes (i.e., irreducible monic polynomials) in the polynomial ring Fq [t]. Except as noted (and
always when referring to primes) we will assume all of our polynomials to be monic.
For a residue class a modulo m, let π(n;m,a) denote the number of primes of Fq [t] of de-
gree n congruent to a modulo m. By the Prime Number Theorem for arithmetic progressions [9],
we have
π(n;m,a) = 1
φ(m)
qn
n
+O
(
qn/2
n
)
, (1.1)
whenever (a,m) = 1. Here the Euler φ-function is defined by φ(m) = |(Fq [t]/mFq [t])∗|.
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π(n) = q
n
n
+O
(
qn/2
n
)
, (1.2)
where π(n) denotes the number of primes of degree n. Moreover, a simple exact formula for π(n)
is given in [9].
We will be interested in counting the number of primes in short “intervals.” We distinguish
between two types of intervals. The first definition is rather simplistic: we order all of the monic
polynomials of a given degree in lexicographic order, and define intervals and consecutive primes
relative to this order. Theorem 1.2 will be proved for intervals of this sort.
Our second definition is more natural in this setting, and a special case of the above. For a fixed
polynomial f and an integer n < degf , we define the interval (f,n) to be the set of polynomials
f + g, where g ranges over all (not necessary monic or nonzero) polynomials with degg  n.
We will write π(f,n) to denote the number of primes in this interval.
By (1.1), a randomly selected monic polynomial of degree n is prime with probability
about 1/n. Accordingly, we expect that π(f,n) ∼ qn+1/degf for reasonably large n. The con-
tent of our first theorem is that this does not necessarily hold if n is sufficiently small in relation
to degf .
Theorem 1.1. For any fixed λ0 > 0, we have
lim sup
k→∞
sup
degf=k
π(f, s(k))
qs(k)+1/k
> 1 and lim inf
k→∞ infdegf=k
π(f, s(k))
qs(k)+1/k
< 1,
where
s(k) := λ0 logk	.
Here x	 denotes the smallest integer  x, and the inner supremum and infimum are over all
monic polynomials of degree k.
The theorem also holds if s(k) is replaced by any function bounded above by s(k). The proof
is an adaptation of the proof of Maier [4], and appears in Section 3.
We also prove the following analogue of Shiu’s theorem [10] on strings of consecutive primes:
Theorem 1.2. For arbitrary polynomials m and a with m monic and (a,m) = 1, there exists
a constant D′ (depending on q and m) such that for any D > D′ there exists a string of consec-
utive primes
pr+1 ≡ pr+2 ≡ · · · ≡ pr+k ≡ a mod m,
of degree at most D, where k satisfies
k  1
φ(m)
(
logD
(log logD)2
)1/φ(m)
. (1.3)
The implied constant depends only on q .
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be of the form pi = f + gi , where f is fixed and the gi are of comparatively small degree.
One might ask whether one can prove a similar theorem without reference to a particular
ordering. In particular, one might hope to prove for each k that there exists an interval (f,n) for
some f and n containing at least k primes, such that all of the primes in (f,n) are ≡ a mod m.
The counting argument given in Section 4 does not seem to establish this.
We remark further that we expect that the following modest improvement to (1.3) should hold:
k  1
φ(m)
(
logD log log logD
(log logD)2
)1/φ(m)
.
This would follow from a strengthening of Lemma 2.3 along the lines of work of de Bruijn [1].
For the sake of simplicity we have not attempted this improvement here.
We conclude this section by reviewing our choice of notation. Throughout q will denote
the cardinality of the base field, m will denote a monic polynomial in Fq [t] and a will de-
note a residue class modulo m, represented by a (not necessarily monic) polynomial of smaller
degree. Throughout p will denote a (monic) prime element of Fq [t], and f and g will denote
generic elements of Fq [t]. The prime counting functions π(n;m,a) and π(f,n) were defined
previously in this section. Q will denote a certain product of small primes, and will be different
in Sections 3 and 4. In Section 4, c, d,u will denote positive integers, analogous to the quantities
y, z, t appearing in [10].
We will write f (x)  g(x) to mean that f (x) > Cg(x) for some positive constant C and
sufficiently large x. The constant C will depend only on q , but the range of allowable x may
depend on other variables as noted.
2. Preliminary lemmas
To prove our main results we will require function field versions of several classical sieve-
theoretic results.
Lemma 2.1 (Mertens’ estimate). We have the estimate
∏
degpn
(
1 − 1
qdegp
)−1
= neγ (1 + on(1)). (2.1)
Moreover, for an arithmetic progression a mod m with (a,m) = 1 we have
∏
p≡a mod m
degpn
(
1 − 1
qdegp
)−1
= n1/φ(m)C(a,m)(1 + on(1)) (2.2)
for some constant C(a,m), which is bounded above and below by absolute constants.
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we observe that
log
∏
p≡a mod m
degpn
(
1 − 1
qdegp
)−1
= −
∑
1in
π(i;m,a) log(1 − q−i).
Plugging in (1.1), this is
1
φ(m)
∑
1in
(
qi
i
+O
(
φ(m)
qi/2
i
))(
1
qi
+O
(
1
q2i
))
= 1
φ(m)
∑
1in
(
1
i
+O
(
φ(m)
1
iqi/2
))
. (2.3)
This is equal to logn
φ(m)
+ C + on(1) for some constant C, and the O-term is bounded uniformly
in m and a; the result follows by exponentiation. 
Lemma 2.2 (Buchstab’s identity). Let Φ(r, s) denote the number of (not necessarily monic)
polynomials of degree  r , none of whose prime factors are of degree  s. Then for r > s, we
have
Φ(r, s) = q
r+1
s
(
ω(r/s)+ os(1)
)
, (2.4)
where the function ω(u) is defined by ω(u) = 1/u for 1 < u 2, and
uω(u) = 1 +
u−1∫
1
ω(v)dv
for u > 2.
Proof. This is a result of Panario and Richmond [7, Theorem 3.4], and the function ω(u) is the
same as in the classical case (see, e.g., [2, p. 78]).
The result in [7] is established for polynomials of degree exactly r , and we deduce (2.4) by
summing over r . In particular, ω(u) is bounded above and below and has bounded derivative, so
that the sum over r is well approximated by a geometric series. 
We define a related function Ψ (r, s) to be the number of monic polynomials of degree at
most r , all of whose prime factors are of degree  s.
Lemma 2.3. Let Ψ (r, s) be defined as above. We have
Ψ (r, s)  qrs exp(−r/s). (2.5)
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q−1 ρ(r/s) when s/
√
r log r → ∞, where
ρ(u) is the Dickman function (see [2, p. 29]). This range of r and s is more than sufficient for
our purposes, but for simplicity we will avoid estimating ρ(u) and instead give a direct proof
following Theorem 5.3.1 of [2].
Proof. If 1/2 < δ < 1, we have
Ψ (r, s) =
∑′
degfr
1 
∑′
degfr
(
qr
qdegf
)δ

(
qr
)δ ∏
degps
(
1 − 1
(qdegp)δ
)−1
 (qr)δ ∏
degps
(
1 + 1
(qdegp)δ
)
. (2.6)
Here the dashes on the sums restrict to those f counted by Ψ (r, s). We choose δ = 1−1/ log(qs)
to obtain
Ψ (r, s)  qr exp(−r/s)
∏
degps
(
1 + 1
qdegp
exp
(
degp
s
))
.
We apply the inequality 1 + x  ex to obtain
Ψ (r, s)  qr exp(−r/s) exp
( ∑
degps
1
qdegp
exp
(
degp
s
))
. (2.7)
The sum over p is
∑
degps
1
qdegp
+O
( ∑
degps
1
qdegp
degp
s
)
. (2.8)
The main term of (2.8) is log s +O(1) as in (2.3), and the error term is
 1
s
∑
degps
degp
qdegp
= 1
s
s∑
i=1
(
i
qi
(
qi
i
+O(qi/2)
))
= O(1).
Substituting these estimates into (2.7), we obtain (2.5). 
Lemma 2.4. We have
lim
u→∞ω(u) = e
−γ .
Moreover, the function ω(u)− e−γ changes sign in any interval [a − 1, a] with a  2.
Proof. This is originally due to de Bruijn and Iwaniec, and a proof appears in Lemma 4
of [4]. 
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are all congruent to 1 modulo m. Then we have
∣∣S(u)∣∣= (Cm + o(1))quu−1+1/φ(m), (2.9)
where
Cm := lim
s→1+
1
(1/φ(m))
(
1 − q1−s)1/φ(m) ∏
p≡1 mod m
(
1 − (qdegp)−s)−1. (2.10)
This is a special case of a result of Manstavicˇius and Skrabute˙nas [6, Theorem 1]. We remark
that the result is the exact analogue of Lemma 3 of [10].
The implied constant in (2.9) depends on φ(m). We remark that making this dependence
explicit would allow us to determine the constant D′ occurring in Theorem 1.2.
3. Proof of Theorem 1.1
For a fixed degree n, denote
Q = Q(n) :=
∏
degpn
p. (3.1)
Since there are ∼ qk/k primes of degree k, we have
degQ =
∑
degpn
degp ∼ qn + qn−1 + · · · ∼ q
n+1
q − 1 . (3.2)
We introduce a variable s to be chosen later. Our Maier matrix M will have entries aij :=
giQ+hj , where gi ranges over all monic polynomials of degree 2 degQ, and hj ranges over all
(not necessarily monic or nonzero) polynomials of degree  s. The rows of M are intervals of
the form (giQ, s), and the columns are arithmetic progressions modulo Q. Only those columns
for which (Q,hj ) = 1 will contain primes.
By (1.1) each admissible column will contain (1 + on(1)) q3 degQ3φ(Q)degQ primes. The admissible
columns correspond precisely to those hj whose prime factors are all of degree > n. Lemma 2.2
then implies that there are
Φ(s,n) = q
s+1
n
ω(s/n)
(
1 + on(1)
)
of them. The total number of primes in the matrix is therefore
(
1 + on(1)
)q2 degQ+s+1 qdegQ
ω(s/n),3 degQ nφ(Q)
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degQ
nφ(Q)
converges to eγ . Since there are q2 degQ rows, it
follows that at least one row will contain at least
(
1 + on(1)
) qs+1
3 degQ
eγω(s/n) (3.3)
primes. As each row of M consists of qs+1 polynomials of degree 3 degQ, the expected number
of primes in this row is q
s+1
3 degQ .
To show the first part of Theorem 1.1 for s(k) = λ0 logk	, we first show that the theorem is
true with a sequence of values of s bounded below by s(k). In particular, we use Lemma 2.4 to
choose an arbitrarily large α > λ0 logq for which ω(α) > e−γ , and for each n we define s :=
(n+3)α	, so that limn→∞ s/n = α. Choosing a polynomial fn occurring in the row constructed
in (3.3), we see that
lim sup
n→∞
π(fn, s)
qs+1/degfn
 ω(α)eγ > 1. (3.4)
Although we have defined s in terms of n, we regard it as a function of degfn, i.e., of k in
the notation of Theorem 1.1. To show that s > s(degfn) for each large n, we observe that the
estimate (3.2) implies that degfn = 3 degQ < qn+3, so that λ0 log(degfn) < λ0(n + 3) logq <
α(n+ 3) s.
To see that we can replace s with s(degfn) in (3.4), we observe that the rows chosen in (3.3)
may be subdivided into intervals of the form (fn + hj , s(degfn)), for various polynomials hj
of degree  s. One of these will contain at least (1 + on(1)) qs(degfn)+1degfn eγ ω(s/n) primes, and the
first part of Theorem 1.1 follows.
To prove the second part of Theorem 1.1, we choose a row containing at most the number of
primes given in (3.3), choose an α for which ω(α) < e−γ , and repeat the same argument.
4. Proof of Theorem 1.2
The proof of Theorem 1.2 is a straightforward adaptation of Shiu’s proof [10]. We may assume
that φ(m) > 1, and we introduce a variable c, as well as variables d and u which will be chosen
as unbounded, nondecreasing functions of c satisfying d < u = o(c). For a = 1 we define a set
of primes P by
P :=
⎧⎨
⎩
{p: degp  c, p ≡ 1, a mod m}
∪ {p: u degp  c, p ≡ 1 mod m}
∪ {p: degp  c + d − u, p ≡ a mod m}.
(4.1)
For the case a = 1 we define instead
P :=
{ {p: degp  c, p ≡ 1 mod m}
∪ {p: u degp  c + d − u, p ≡ 1 mod m}. (4.2)
Although the latter definition does not yield optimal bounds for a = 1, it simplifies our treatment
by allowing us to treat both cases simultaneously.
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Q := mtc+d+1
∏
p∈P
p, (4.3)
and we define a Maier matrix M consisting of the following set of integers:
M :=
⋃
degf=2 degQ
⋃
degg=c+d
Qf + g. (4.4)
Here f and g range over monic polynomials of the indicated degrees. We arrange the g in
lexicographic order, and as tc+d+1 | Q, this ensures that each row is in lexicographic order.
Each row of M will be an interval of the form (Qf + tc+d, c+ d − 1), and each column of M
will be the arithmetic progression of all monic polynomials of degree 3 degQ which are congru-
ent to a fixed g modulo Q. By (1.1), each column containing primes will contain asymptotically
the same number of primes. Moreover, whether or not a particular element Qf + g is congruent
to a modulo m depends only on g, and our choice of Q will ensure that most g with (g,Q) = 1
fall into the desired congruence class.
We define sets
S := {h: degh = c + d, (h,Q) = 1, h ≡ a mod m},
T := {h: degh = c + d, (h,Q) = 1, h ≡ a mod m}. (4.5)
We will show that |S| is much larger than |T | for appropriate choices of u, c, and d . We assume
throughout that c is sufficiently large in relation to q and m; the same will then also be true of u
and d . With this restriction, constants implied by  and  will depend only on q .
To estimate |S|, we observe that S contains all products of the form pn, where p ≡ a mod m
and degp > c + d − u, and n is a product of primes ≡ 1 mod m. We thus have
|S|
u−1∑
i=0
π(c + d − i;m,a)S(i),
where S(i) is the quantity defined in Lemma 2.5. We use the Prime Number Theorem for arith-
metic progressions and Lemma 2.5 to conclude that
|S|  Cm
φ(m)
qc+d
u−1∑
i=i0
1
c + d − i
1
i1−1/φ(m)
. (4.6)
Here Cm is the constant defined in (2.10), and i0 is a lower bound (depending on m) for those i
for which (2.9) gives an asymptotic estimate.
We have c + d − i ∼ c + d because u = o(c), and we approximate the remaining sum over i
by the corresponding integral to obtain
|S|  Cm
φ(m)
qc+d
c + d
u−1∫ 1
t1−1/φ(m)
dt = Cm q
c+d
c + d
(
(u− 1)1/φ(m) − i01/φ(m)
)
, (4.7)i0
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|S|  Cm q
c+d
c + d u
1/φ(m). (4.8)
To estimate |T |, we split T into two sets T ′ and T ′′. T ′ will consist of elements having some
prime factor of degree > c and all other prime factors ≡ 1 mod m. (Note: these other factors will
then automatically have degree < u.) T ′′ will be empty if a = 1, and will otherwise consist of
elements whose prime factors are all ≡ 1 mod m and of degree < u.
To estimate |T ′| we observe that
|T ′|
d−1∑
i=0
π(c + d − i)S(i),
and therefore
|T ′|  Cmqc+d
d−1∑
i=i0
1
c + d − i
1
i1−1/φ(m)
+ i0 q
c+d
c + d .
Here we have estimated S(i) trivially for i < i0. We estimate this sum in the same way as
(4.7) and see that for sufficiently large c we have
|T ′|  φ(m)Cm q
c+d
c + d d
1/φ(m).
To estimate |T ′′| we fix u = c/2 log c (here x denotes the greatest integer  x) and ob-
serve that Lemma 2.3 then implies that
|T ′′|  qc+d c
2 log c
exp
(
−2 log c c + d
c
)
which is substantially smaller than |T ′|. We conclude that
|T |  φ(m)Cm q
c+d
c + d d
1/φ(m).
As in [10], we split into two cases. Either the majority of primes ≡ a mod m (henceforth
“good” primes) occur in rows containing “bad” primes ≡ a mod m, or they occur in rows not
containing any bad primes. In the former case at least one row containing a bad prime contains
at least  |S|/|T | times as many good primes as bad, and hence contains a string of length
 1
φ(m)
(u/d)1/φ(m). In the latter case there is a row containing no bad primes, and  π ′/q2 degQ
good primes, where π ′ denotes the total number of good primes in the matrix. From our estima-
tion of |S| we conclude that
π ′  Cm q
c+d
u1/φ(m)
q3 degQ
.
c + d (3 degQ)φ(Q)
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degQ  (degm+ c + d + 1)+ qc + qc−1 + · · ·  qc (4.9)
and Lemma 2.1 implies that we have (for either a = 1 or a = 1)
qdegQ
φ(Q)
 m
φ(m)
c1−2/φ(m)
(
c
u
)1/φ(m)
(c + d − u)1/φ(m)  cu−1/φ(m).
We put these estimates together to conclude that our row contains  Cmqd good primes and no
bad primes.
As one of our two cases must occur, M will contain a progression of primes of length
 min
(
1
φ(m)
(
u
d
)1/φ(m)
,Cmq
d
)
.
With the choices u = c/2 log c and d = log c we obtain a progression of length
 1
φ(m)
(
c
log2 c
) 1
φ(m)
.
Theorem 1.2 follows, with the quantitative estimate (1.3) following from (4.9).
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