Abstract: As a result of recent methodological developments in connection with enhanced computational capacity, theoretical methods have become increasingly valuable and reliable tools for the investigation of solutions. Simulation techniques utilizing a quantum mechanical (QM) approach for the treatment of the chemically most relevant region so-called hybrid quantum mechanical/molecular mechanical (QM/MM) simulations have reached a level of accuracy that often equals or may even surpass experimental methods. The latter is true in particular whenever ultrafast (i.e., picosecond) dynamics prevail, such as in labile hydrates or structure-breaking systems.
INTRODUCTION
The field of solution chemistry has gained an increasingly important position in chemical research [1] [2] [3] [4] , as the liquid state is by far the most relevant one in chemistry and also of great importance in related disciplines such as physics, biology, and geology. For this reason, solution chemistry is not restricted to an exclusive part of chemistry-the majority of chemical reactions and basically all biological processes take place in liquid phase and are strongly dependent on the properties of the solvent and its interaction with all present species. Typical solvate systems range from ionic hydrates, inorganic and metal-organic complexes, and (bio)organic molecules to macromolecules such as nucleic acids, pro-teins, and composite membrane layers, thus covering inorganic and organic chemistry as well as biochemistry (which is strongly linked to pharmaceutical science) and geochemistry, including the case where nonambient conditions such as high temperatures or pressures act on the liquid.
The theoretical models utilized in the underlying interpretation of the experimental results depend on concepts of physical chemistry like statistical thermodynamics [5, 6] and the theory of intermolecular forces [7] . This relation became more evident after the technological resources allowed a computational treatment of condensed chemical systems, even at the level of quantum mechanics (QM), thereby expanding applied theoretical chemistry to the liquid state [8] [9] [10] .
As solution chemistry is a multidisciplinary field of research, a variety of experimental as well as theoretical methods are being employed to investigate solvation processes. Methods relying on X-ray radiation and neutron beams have been applied to determine structural properties [1, 2, [11] [12] [13] while other methods like NMR [3, 14] and a variety of other spectroscopic methods enable the investigation of dynamical aspects [15] [16] [17] . One of the most active fields is the investigation of the solvation structure of ions in solutions [1, 3, 11, 14] as ionic solvates show a broad spectrum of properties and thus chemical behavior.
One of the most illustrative properties to demonstrate the diversity of ion solvation is the mean ligand residence time (MRT) of first-shell ligands in aqueous solution being in the order of 300 years for Ir(III) and lower than 200 ps in the case of Cs(I) [3, 14] , thus covering a range of 20 orders of magnitude. The latter value is an upper limit deduced from IQENS (incoherent quasielastic neutron scattering) experiments, as the actual exchanges occur too fast to be studied by presently available experimental techniques [3, 14] . Femtosecond laser pulse spectroscopy has been applied to investigate the mean lifetime of bonds and coordination in pure water, yielding a value of 2.0 ps [15] , but the application of this technique to solute-solvent interactions still faces unsolved technical problems. Computer simulations [4, 18, 19] , on the other hand, are capable of reproducing the time evolution of chemical systems on a very small time scale such as the picosecond regime, and, thus, detailed investigations of these ultrafast ligand-exchange dynamics can be performed based on computational methods. Whereas experimental methods study systems on the macroscopic scale and thereby automatically average the measured properties over all species present in solution, theoretical models deal with the problem on the microscopic, i.e., the atomic and molecular scale, respectively. This approach gives the unique opportunity to monitor and analyze the behavior of every single molecule and atom within the system independently. As liquids combine the density of solids with the mobility of a gas, an accurate description of all interactions at this level is the key challenge determining the accuracy of simulations.
METHODOLOGIES FOR SIMULATING LIQUID SYSTEMS
It is known from statistical thermodynamics [5, 6] that a single structure with a distinct distribution of atoms is an insufficient representation of chemical systems at any temperature above 0 K. As many different arrangements of the molecules and atoms will correspond to the same energy, a collection of representative configurations-an ensemble-is required in order to derive a reliable average description of the system, thus also accounting for the influence of entropy.
The very frequently used method of the QM "geometry optimization" is an inadequate tool for the investigation of liquid-state chemistry, as a single minimum structure does not, in general, correspond to any of the many representative configurations. The application of a polarizable continuum model (PCM) [20] in the minimization procedure in order to model the potential of the surrounding solvent [21] has no influence on this methodical shortcoming. Moreover, PCMs represent the surrounding solvent by a constant continuum and thus affect the calculation by a homogeneous potential. At close distances to the solute, the distribution of the surrounding molecules can by no means be assumed homogeneous, however. Hence, conclusions of theoretical investigations based on geometry optimizations even in combination with PCMs have to be critically assessed.
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Methods suitable for collecting multiple configurations of an ensemble are known as "statistical simulation methods" [4, 18] . Two different approaches exist, the Monte Carlo (MC) and the molecular dynamics (MD) framework. Both methodologies utilize a periodic simulation box (various shapes such as cubes or truncated octahedrons can be employed) to ensure that the simulation corresponds to the situation within bulk. In MC methods in general only a single molecule is moved per step (typically via rotation and/or translation), and the energy difference between the newly generated and the old configuration is considered according to the Metropolis algorithm [22] , determining the new configuration's acceptance. MD methods propagate the entire system based on an integration of the Newtonian equations of motions with typical time steps on the femtosecond scale and below. While MC methods require the knowledge of the total energy of the system, MD simulations are based on the forces acting on all particles of the system (the total energy is only required to monitor the stability of the simulation). As MC simulations modify the system randomly, time-dependent properties cannot be evaluated. Nevertheless, MC methods are versatile tools as a large number of different configurations can be quickly compared, which is advantageous in investigations of large biomolecules and docking studies.
Implementations of the MC and MD frameworks are widespread today. One of the main challenges determining the quality of a simulation is the achievable accuracy of energies and forces. In practice, two main approaches exist-molecular mechanics (MM) and quantum mechanics (QM). MM methods are based on parametrized functions representing the interaction between two species. The Lennard-Jones 6-12 potential plus a Coulombic term is one of the simplest potential functions available. Although the construction of the parameters defining the potentials is a difficult, tedious, and, above all, time-consuming task, the accuracy of these approaches is, in general, limited, especially when metal ions are present in the system. Large effort has been devoted to derive better potential forms and parameters, resulting in an enormous amount of literature providing numerous different MM methodologies.
On the other hand, MM methods are computationally very cheap, which is their main advantage for the treatment of large biomolecules such as proteins, nucleic acids, or membranes, which can only be achieved by MM methods to date. Entire sets of balanced parameters are known as force fields [23] [24] [25] , typically parametrized to describe a certain subset of molecules, such as peptides, glycosides, nucleic acids, and membranes. Owing to the complex properties of metal centers in such systems, their parametrization is very challenging, as many body and polarization effects are in general not covered by MM methods, but of high relevance for the chemistry of such centers.
QM methods can overcome these problems as many body and polarization effects are automatically taken into account. QM methods derive energies and forces based on numerical solutions of Schrödinger's equation [26] , which are very universal but extraordinarily time-consuming. A large hierarchy of different QM methods exists today [4, 8, 10] in which accuracy is modestly improving, while the computational demand increases exponentially. A lot of research is devoted to further improvements of the accuracy of QM methods while keeping the associated computational demand within practical limits. Some promising approaches have been formulated which could prove very helpful in the near future [27] [28] [29] .
Although commercial QM software packages enable a parallel execution of QM calculations utilizing high-performance computing (HPC) clusters, only a small number of particles can be treated, typically up to 100, depending on the accuracy of the QM treatment.
Therefore, compromises between accuracy and computational effort have to be sought. Car-Parrinello (CP) simulations [30] achieve this compromise by employing very simple and time-saving QM methods (namely, density functional theory, or DFT, on the generalized-gradient approximation level such as PBE [31, 32] or BLYP [33] ) and by a reduction of the number of particles and the simulation time to a (sometimes critical) minimum.
In different studies [34, 35] , CP simulations have proven to yield data in strong contrast to experimental as well as other theoretical investigations utilizing a more advanced and, therefore, more demanding methodology. In many cases, the shortcomings can be explained by the severe inherent methodical errors of common DFT methods, which have been outlined in detail in a recent report [36] .
The reduction of the number of particles sometimes leads to simulation systems which are incapable of even forming a complete second solvation shell and much less, providing a sufficient number of bulk molecules representing the surrounding solvent [37] .
A lot of confusion exists with respect to a consistent nomenclature of DFT methods. Although many scientists utilizing DFT methods insist on the usage of the term "ab initio" or "first principle" in connection with DFT methods, the majority of present implementations of density functional theory rely on a number of empirical calibrations, which is in contrast with the dogma of ab initio methods not to use any experimental or empirical data. This applies to the usage as well as to the formulation of the respective methodology, thus characterizing common DFT approaches rather as semiempirical methods [36, [38] [39] [40] . Alternative approaches to formulate true ab initio DFT methods have been presented, however, aiming at the elimination of the severe methodical shortcomings of present DFT implementations and at the same time trying to avoid any calibrations [36, 38, 39] .
Another frequently used ansatz to find a compromise between computational effort and accuracy are hybrid QM/MM methodologies (see Fig. 1 ) [41] [42] [43] [44] [45] [46] . The chemically most relevant system (e.g., an ion and its hydration shell) is treated by QM, while the remaining part of the system is treated by MM. This idea combines the accuracy of QM, namely, the inclusion of all important many-body and polarization effects near the solute with the affordability of MM. Basically, every affordable QM method fulfilling the accuracy requirements can be utilized to describe energy and forces in the QM region. The evaluation of interactions between the two subregions is a challenge, especially if molecules migrate from one zone to the other or bonds are cut by the QM/MM interface.
One critical test scenario to assess the reliability of such methods is the investigation of pure water. The QM/MM MD method was not only able to reliably predict the structural data but also very sensitive dynamical parameters-the MRT, the hydrogen bond lifetime, and the average hydrogen bond number-in excellent agreement with recent experimental studies [47, 48] . Investigations of various hydrated ions utilizing the QM/MM ansatz within the MD framework proved to yield reliable data [49, 50] if at least double-zeta plus polarization basis sets were utilized in a Hartree-Fock-level treatment. It was also deduced that for some systems the inclusion of the second hydration shell into the QM region is more advantageous than the application of a correlated QM method such as MP/2, which still restricts the manageable size of the QM region to the first hydration shell [47, 51] . Apparently, quantum effects extending beyond the first shell are more important than the small improvements in accuracy achieved by partial inclusion of electron correlation in ion solvates.
Although a large number of simulations have proven the reliability of the QM/MM MD methodology, a more advanced simulation method, the quantum mechanical charge field (QMCF) MD framework [52] , was developed to further increase the accuracy, reliability, and applicability of MD simulations. The main increase in accuracy is achieved through an improved coupling of the subregions by inclusion of the point charges of the MM region into the QM treatment. This technique known as electrostatic embedding does not significantly extend the computational demand and has been utilized in various investigations [42, 53, 54] , therefore. A further consequence of the improved coupling formulated in the QMCF method is that all interactions between the solute and solvent molecules are taken into account by the QM treatment and the respective CF interaction. Thus, basically any solute can be treated on the basis of this methodology. The number of particles of the solute plus the required number of solvent molecules to hydrate the solute determine the computational effort, which is thus the only limiting factor in the applicability of the QMCF method.
SIMULATION RESULTS
A first example for ligand-exchange reactions is the Cs(I) ion in aqueous solution [55] . Considering the upper limit of the MRT determined by IQENS methods as 200 ps [3] , it is evident that this ion is one of the most interesting targets for such studies. Furthermore, the Cs(I) ion is being classified as a "structure breaker" in literature as it is supposed to significantly perturb the water structure instead of forming stable hydrate complexes. [56] given as 3.22-3.30 Å for the Cs-O distance and 6-7.9 for the coordination number. However, the considerably high intensity of the minimum between first and second shell indicates that a large number of ligand exchanges took place within the simulation time. The coordination number distributions for the first and second shell given in Fig. 2b reveal a broad distribution of species, and, hence, the value of 7.8 deduced from the RDF has to be considered as an average value. The exchange plot depicted in Fig. 2c demonstrates the ultrafast (i.e., picosecond scale) dynamics of the ligand exchange. During the 15 ps of the simulation, 76 exchange events lasting longer than the critical value of 0.5 ps [57] were registered, resulting in an MRT of 1.5 ps. This value is slightly smaller than the MRT of pure water obtained as 1.7 ps from analogous QM/MM MD simulations [47] . Thus, it can be concluded that the ion accelerates the water molecules' movements in its vicinity rather than forming a stable complex, which appears to be the reason for the "structure-breaking" ability of this particular ion. The MRT value of the second shell was found to be even shorter, namely, 1.3 ps, demonstrating that the structure-breaking effect extends to a larger region. These findings have some implications for experimental investigations. First, the MRT value deduced from the simulation is significantly smaller than the upper limit deduced from IQENS studies, and hence the exchange rate range for hydrated ions has to be extended from 20 orders of magnitude to 22. Secondly, experimental measurements scanning a sample for a considerably longer time period than the MRT (i.e., hundreds of picoseconds to nanoseconds) will automatically result in an averaged species distribution summarizing a number of different hydrates with varying coordination numbers and associated structures. Even if the experimental technique enables the measurement of dynamics on the subpicosecond scale, the large number of solutes present in solution (typically in the milli-to nanomolar range) will produce a variety of hydrated species, as the ions in solution will show different hydration structures and will not exchange ligands synchronously.
One particular advantage of simulation methods is the distinct evaluation of every configuration, thus enabling the analysis of the species distribution and their individual structures. The detailed treatment of even a single hydrated ion in an environment corresponding to infinite dilution enables the treatment of the system without the influence of counterions. The challenge of simulation work, especially if QM are applied, is to sample a sufficiently large number of configurations to obtain reliable statistics for all properties of interest.
In general, high ligand-exchange rates are a challenge for experimental studies, whose detection limits are typically in the nanosecond region, whereas they are favorable for simulation techniques, as a sufficient number of exchanges can be monitored within a short simulation time. On the other hand, low exchange rates are difficult to evaluate by means of simulations as very long trajectories are required to monitor exchange events.
Simulations of alkaline and alkaline earth ions in aqueous solution underline these conclusions. Table 1 summarizes the first-shell bond lengths, the distribution of the coordination numbers, and the first-shell MRTs. Except in the case of Mg(II) [58] , exchange events occur on the picosecond scale, associated with a multispecies distribution. In the case of Ca(II), only three exchange events were monitored along the simulation [59] and due to the associated uncertainty, the estimated MRT for this particular system has to be considered as lower limit.
It can be seen from Table 1 that the MRT values of the alkaline earth ions Sr(II) [60] and Ba(II) [61] are one order of magnitude larger than those of the alkaline ions. Based on the simulation results, the upper limits of the exchange rates deduced from experiments [3, 14] are much too high and do not enable a realistic insight into ligand-exchange processes and the properties of these ions in aqueous solution, therefore. Simulations of various other systems were carried out as well in order to investigate whether firstshell ligand exchanges can be observed by means of MD simulations. In QM/MM MD studies of the monovalent ions Ag(I) [62] and Au(I) [63] and the divalent ions Hg(II) [64] and Sn(II) [65] first-shell exchanges were observed on the picosecond scale, whereas ions such as Zn(II) [66] and Pb(II) [67] were found to form stable hydrate complexes which do not exchange ligands within the picosecond scale.
A unique hydration was observed in the case of hydrated Sn(II) [65] . The Sn-O and Sn-H RDFs (cf. Fig. 3a ) point toward a regular hydration structure with an average of eight ligands found at a bond length of 2.53 Å with an MRT of 10.0 ps. A detailed analysis of the ion-oxygen bond lengths of the first-shell ligands (see Fig. 3d ) has shown that four molecules are strongly bound and did not exchange along the 30.0 ps trajectory, while the remaining ligands (in average, four) are exchanged rapidly with an average MRT value of 5.0 ps. An analysis of the first-shell peak of the ion-oxygen RDF as well as the first-shell ion-oxygen spectrum showed that it is possible to fit two Gaussian peaks with separate peak maxima. Whereas the results are not as good in the case of the ion-oxygen RDF, the fit of the corresponding vibrational spectrum gives an unambiguous result. It has to be mentioned, though, that the fitting of Gaussian functions is a very crude method, and as the peaks show a significant overlap in both cases the standard deviation of the fitted values has to be considered rather high. This MD investigation favorably supplements the conclusions of Ohtaki and coworkers who have assumed four ligands at shorter bond lengths and two other ligands at larger distance, thus resulting in a total coordination number of six [1] . The difference in the coordination numbers from experimental and theoretical data can be explained by the weak bond strength of the ligands with a high exchange rate, which makes the experimental analysis of these ligands difficult. The weak bonding should also be associated with a significant concentration dependence of species. The diffraction study was carried out with concentrated solutions (molar ratio 16.8 and 12.0), which is strongly different from the conditions of the theoretical approach.
Pb(II) did not show any exchange of first-shell ligands [67] although one could expect a shorter first-shell MRT value than for Sn(II), similar to the corresponding ions of the alkaline and alkaline earth series Cs(I) and Ba(II). The stable first-shell hydrate of Pb(II) consisting of nine ligands is characterized, however, by inter-shell motions of the ligands. Water molecules are moving within the first hydration layer, but are not released to the second shell. It appears that these inter-shell migrations are stabilizing the entire hydrate complex and are responsible for the lower exchange rate.
A peculiar case is hydrated Cu(II) which shows a distorted first-shell structure resulting from the Jahn-Teller effect [51, 68, 69] . The ion-water RDF (cf. Fig. 4a ) indicates a stable sixfold first-shell hydrate. Ligands in axial positions show an elongated bond, while the remaining four ligands are found at a closer distance. In contrast to Jahn-Teller distorted structures found in crystals, this effect is highly dynamical in solution. Figure 4c shows the O-O distance of opposite ligands within the hydrate complex. The elongation of the bond occurs for all three pairs and is continuously changing from one ligand pair to another.
Due to these rapid variations and the arbitrary definition of the borderline between contracted and elongated positions in some configurations, the number of distant ligands is not exclusively two. As depicted in Fig. 4c , the elongation of the O-O distances of opposite first-shell water molecules are fluctuating on the picosecond scale. It appears that this dynamic Jahn-Teller effect destabilizes the firstshell complex, and thus the exchange rate of the first-shell ligands of Cu(II) is significantly higher than that of other divalent third-row transition-metal ions [3, 14] . A similar acceleration of the exchange rate for ligands in elongated axial positions is observed in simulations of Pd(II) and Pt(II), which will be discussed in more detail below.
The bond lengths resulting from the Cu(II) simulations as 1.96/2.3 Å agree well with the experimental values of 2.03/2.3 Å determined by an EXAFS (extended X-ray absorption fine structure) and LAXS (large-angle X-ray scattering) study [70] . The differences of the lower bond length corresponding to the contracted positions can be explained by the dynamics observed in solution. The rapid interchanges from elongated to contracted positions and vice versa influence the average value as does the definition of the border classifying a ligand as elongated or contracted. The average values of the bond lengths determined from experiment as 2.07 Å and from simulation as 2.11 Å are almost equal. It should be mentioned that only a simulation including the ion and its first plus second hydration shell was able to describe this system accurately [69] . Apparently, quantum effects extending beyond the first shell are essential for the description of this and other Jahn-Teller distorted systems [71] .
Another focus of simulation studies was the influence of ammonia ligands on hydration dynamics. Simulations of monoamine, cis-and trans-diamine complexes of Cu(II) [72] and Zn(II) [73, 74] in aqueous solution have been carried out. In the case of the Cu(II)-amine complexes, the sixfold hydration is retained, but the rate constant for water exchanges is increased. The MRT in the case of Cu(II) in aqueous solution was determined as 230 ps by IQENS measurements [75] . The corresponding value in the case of the monoamine complex resulted as 115 ps from a QM/MM simulation study. In the case of the Cu(II)-diamine complexes, the cis-compound showed an MRT value of 75 ps, and the trans-complex showed the fastest MRT of 35 ps. Hence, the substitution of water ligands by ammonia resulted in a reduction of the water ligand residence time by one order of magnitude. Similar conclusions have been obtained from a QM/MM MD study of Ni(II)-amine complexes in aqueous solution [72] .
A different situation was found in the case of Zn(II). Aqueous Zn(II) has a very inert hydration structure [66] with a first-shell exchange rate of 5 × 10 9 to 10 10 s -1 determined by IQENS studies [76] . Consequently, no first-shell exchange was observed in the QM/MM MD simulation. The replacement of one water by an ammonia ligand did not lead to first-shell exchanges within the simulation time [73] . The substitution of another water by an ammonia molecule led to a decrease of the first-shell coordination number to five [74] , i.e., two ammonia and three water ligands formed a stable solvate complexes. In the case of the cis-diamine complex, a single exchange of a first-shell ligand was observed. However, after the formation of a four-coordinated transition structure lasting approximately for 4-5 ps, a water molecule entered the first shell, leading to a trans-diamine complex. Another simulation starting from the Zn(II)-trans-diamine complex showed a very inert first-shell hydration structure which did not show any exchange. Hence, it can be concluded that the Zn(II)-trans-diamine complex is the favored and dominant species in aqueous solution. Investigations of ions in mixed solvents like water/ammonia [77] [78] [79] demonstrate another key advantage of simulation methods. Figure 5 displays all RDFs between non-hydrogen atoms observed for Ca(II) in aqueous ammonia [77] . It can be seen that the first-shell RDFs, especially Ca-N, Ca-O, and O-O, strongly overlap. Experimental investigations measure all of these pair distributions simultaneously, and thus the formulation of a suitable solvation model to fit and decompose the measured data is a difficult task. Ligand exchanges leading to a variety of species being simultaneously present in solution further complicate the analysis of experimental spectra. In this and similar cases, simulation methods can provide valuable information for the establishment of suitable models for fitting.
The novel QMCF MD methodology [52] has the advantage that no potentials between solvent and solute particles are required, as the associated force contributions are treated by QM and on the basis of partial charges quantum mechanically derived in every simulation step. This opens the possibility to investigate systems whose interactions are difficult to represent by MM potential functions. It should not be concealed that the possibility to renounce solute-solvent potentials is achieved at the price of an extended QM region-typically consisting of the ion and two full layers of hydration-and thus a significant increase of the computational effort.
The first examples demonstrating the capability of the QMCF MD methodology were Pd(II) [80] and Pt(II) in aqueous solution. Until recently, it was believed that the hydrates of these ions are square-planar, similar to their structure in crystals. Recent experimental [81] and theoretical [82] investigations have pointed out that in addition one or two ligands are present in axial positions, i.e., perpendicular to the square-planar arrangement of four water molecules. QMCF MD simulations carried out for both ions have confirmed these conclusions. Figure 6a depicts the RDFs of Pd(II) and Pt(II) in aqueous solution. After the first-shell peak located at 2.0 and 2.1 Å, a smaller peak is visible at extended bond lengths of 2.70 and 2.75 Å, respectively, corresponding to the ligands in axial positions. This bipyramidal structure is separated from the second hydration shell via a distinct minimum, and hence the second peak has to be attributed to the first shell.
The total first-shell coordination numbers found in the case of Pd(II) and Pt(II) are 5.6 and 5.5. Together with the coordination number distribution, these values indicate the occurrence of ligand exchanges along the simulation. The associated exchange plots reveal a number of exchanges, corresponding to MRTs of 2.8 and 3.9 ps for Pd(II) and Pt(II), respectively. These values are not related to the experimentally determined rate constants being 5.6 × 10 2 and 3.9 × 10 -4 s -1 for Pd(II) and Pt(II) [14] , respectively, which correspond to the exchange of equatorial ligands. Both the rate constants of the equatorial water molecules and the MRT values of the axial ligands lead to the conclusion that Pt(II) forms a more stable hydrate complex than Pd(II). Recent EXAFS investigations of Pd(II) in aqueous solution have confirmed the predictions obtained from the simulation [80] .
The Hg(I) dimer Hg 2 2+ is another system where the advantages of the QMCF MD methodology can be illustrated. Classical or conventional QM/MM MD frameworks would require solute-solvent interaction potentials, whose construction would be a difficult task in this particular case. influenced by these effects and, therefore, have been treated via a relativistic effective core potential in the QM formalism. Although the associated contraction of the core electrons is thus included in the QM treatment, the valence electrons are not explicitly treated to include special relativity, which should result in a further contraction of the bond length. However, a full relativistic treatment of this system is unfeasible with the present computational facilities. The different conditions of the experiment and the simulation are also likely to cause deviations. Whereas the simulation corresponds to an infinitely dilute system, a 0.5 M Hg 2 (ClO 4 ) 2 solution was employed for the experimental investigations; in order to suppress hydrolysis and disproportionation, 30 % HClO 4 had been added to the solution [83] . This amount of acid is likely to influence the hydration as the dielectric constant is strongly influenced by the high concentration of ions, and because the number of water molecules available for hydration is too small to properly form a distinct first and second hydration structure of every ion in the solution. This could also explain the differences in the coordination number, which was given as 3 from the experimental investigations, whereas a value of 3.7 was found from the simulation for dilute condition. Figure 7b displays the coordination number distributions of both atoms of the Hg(I) dimer. These distributions demonstrate that three-, four-, and fivefold coordination coexist in the simulation, with a slight preference for coordination number 4. The distance plots (Fig. 7c) indicate that the hydration of this ion is highly dynamic, resulting in a average MRT value of 3.0 ps. Besides the evaluation of structural and dynamical data simulations can also yield energetic properties. The average hydration energy of -1137 kJ/mol derived from the simulation is in perfect agreement with the experimental estimation of -1148 kJ/mol based on the TATB (tetraphenylarsoniumtetraphenylborate) assumption [84] .
Simulations offer the possibility to monitor data which are not accessible by experiments such as nominal partial charges of the Hg atoms. Figure 7d Further test examples for the QMCF MD methodology were composite anions, in particular, phosphate and perchlorate. Potential functions accurately resembling the interaction of these solutes with the solvent are even more complex than for the previous examples. However, since all interactions between phosphate or perchlorate and water are treated by QM, the QMCF MD investigation of these systems is straightforward as well.
Figures 8a and 8b display the RDFs between central atom and water as well as between the anion's oxo-atoms to the O and H atoms of the solvent. All RDFs of the phosphate ion indicate welldefined first-and second-shell structures. In contrast, perchlorate does not form a well-structured first shell, and a second hydration shell can hardly be distinguished from the bulk. The associated MRTs were calculated as 3.9 and 1.5 ps for PO 4 3-and ClO 4 -, respectively. Comparison of these data to pure water with its MRT of 1.7 ps [47] allows one to classify perchlorate as "structure breaker", phosphate as "structure former".
Experimental data compare well for both ions. The RDFs in the case of perchlorate pose some difficulties in the evaluation. Even the first-shell peak is not well defined, the respective intensities are only slightly above the value of an ideal gas (g AB = 1). It can thus be concluded that the interaction between ClO 4 -and water is very weak, and hence the hydrate is disordered and highly mobile, as already indicated by the MRT. As a consequence, broad plateaus are visible in the RDF rather than distinct peaks. In accordance with this, the experimental [1, 87, 88] , has a standard deviation of ~0.3 Å. A distinct maximum is difficult to determine from the RDF of the simulation-only an interval can be given ranging from 3.9 to 4.2 Å. However, the excellent agreement of the Cl-O Oxo distance of 1.45 Å with experimental results reporting 1.43-1.45 Å [87, 88] indicates that the simulation reflects the complex situation of this very labile hydrate quite well.
Further analysis of these systems focusing on vibrational as well as energetic properties will give additional data to characterize these complex ionic species. Data obtained from a recent QMCF MD simulation of SO 4 2-in aqueous solution are in good agreement with data obtained from LAXS experiments [89] . Further investigations focusing on the hydration energy and vibrational motions of this oxoanion [90] have demonstrated that this novel simulation method allows a thorough study of a variety of properties in a general, accurate, and straightforward way.
CONCLUSION
The QM/MM MD methodology proves to be a versatile technique for the study of solvated species. Especially in cases where high exchange rates and/or a varying preference for ligands result in different simultaneously present solvate species with varying coordination numbers and bond lengths, thus complicating experimental investigations, simulation methods serve as a useful tool to investigate solvation processes. The simulation data support the construction of fitting models and can, therefore, prove essential for an unambiguous evaluation of experimental measurements.
Difficulties in the simulation of systems of low symmetry or of composite compounds have been overcome by the QMCF MD formalism, which is capable of treating all solute-solvent interactions on the basis of quantum mechanics and a fluctuating charge field. The examples presented here make us confident that present ab initio simulation methods exhibit a level of accuracy to reliably predict properties of solvated species. As computational hard-and software resources are constantly improving, the continuous progress in accuracy as well as in applicability of these simulation techniques will be maintained if not accelerated. 
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