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Abstract
Elementary processes involving atomic and molecular species at surfaces are re-
viewed. The emphasis is on simple classical and quantum models that help to single
out unifying dynamical themes and to identify the basic physical mechanisms that
underlie the rich variety of phenomena of surface chemistry. Starting from an elemen-
tary description of the energy transfer between a gas-phase species and a surface - for
both classical and quantum lattices - the key processes establishing the formation of an
adsorbed phase (sticking, diffusion and vibrational relaxation) are discussed. This is
instrumental for introducing the simplest chemical transformations involving adsorbed
species and/or scattering of gas-phase molecules: Langmuir-Hinshelwood, Hot-Atom
and Eley-Rideal reactions forming complex molecules from elementary constituents,
and Dissociative Chemisorption of molecules into smaller fragments. Applications are
also provided illustrating the ideas developed along the way at work in real-world gas-
surface problems.
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INTRODUCTION
The dynamics of the atomic and molecular species interacting with solid surfaces plays an im-
portant role in several fields, from catalysis, electrochemistry, hydrogen economy and green
chemistry to atmospheric and interstellar chemistry. Heterogeneous catalysis is involved in
about one-third of the modern economy and electrochemical processes employ charged sur-
faces and polarized interfaces. Surfaces measure biological evolution, and biological systems
improve by ever increasing their interface-to-volume ratio[1]. The appearance of surfaces in
the Universe, which occurred when the first generation of stars generated dust grains and
“soot”, is widely believed to be a key step in the chemistry and physics of the interstellar
clouds that made formation of complex molecules possible[2].
The theoretical understanding of the molecule-surface chemical bonding and of the mi-
croscopic dynamics of adsorption, diffusion and reaction of adsorbates is of fundamental
importance for modeling known processes, understanding new experimental data, predicting
new phenomena and controlling reaction pathways. This has become even more evident
since the advent of two dimensional materials which, being “all-surface” systems, are par-
ticularly sensitive to the presence of any chemical species attached to them[3]. Microscopic
(molecular) understanding of surface phenomena helps the new generation of materials sci-
entists to design novel structures and to improve fabrication processes[4]. The importance
of gas-surface interactions, though, is not limited to applications and concerns basic science,
too. Fundamental questions remain open in the chemistry of the interstellar medium that
involve the surface of the dust grains as a key ingredient. And, in this case, theoretical
modeling is the only viable route to obtain reliable data, since experimental information on
the interstellar chemistry is rather scarce and indirect.
In this Review, we present a theoretical overview of the basic dynamical processes that
may occur at the gas-solid interface. The focus is on elementary steps, and on simple
classical and quantum models that have been developed over the years to understand surface
phenomena and rationalize experimental findings. We keep the level of the discussion as
simple as possible, and limit ourselves to general concepts and ideas, rather than diving in
the abundant, often debated, literature of specific surface phenomena.
We start investigating energy transfer between a particle and a surface, a key issue in
dynamics which determines the fate of the atoms or molecules impinging on the surface,
i.e. whether they will be scattered back to the gas-phase or get trapped on the surface.
We describe mechanical energy transfer using both classical and quantum lattice models,
single out key factors and establish general trends governing the transfer process. This is
followed by a brief account of electronic friction and related phenomena that occur when the
substrate is a metal and has a continuum of gapless excitations available.
Energy transfer is instrumental to sticking which is discussed next, by means of simple
but surprisingly accurate models. Accommodation occurs via vibrational relaxation, but
typically does not lead to immobile species on the surface: depending on energy barriers and
temperature, thermal diffusion is always possible and makes surfaces a lively environment
for the adsorbed species.
The final goal of the discussion is chemical reactivity, which follows next. Here the focus
is on the main elementary reaction mechanisms either forming or breaking bonds. We discuss
direct Eley-Rideal and thermal Langmuir-Hinshelwood recombinations, along with the Hot-
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Figure 1: One dimensional chain model for investigating mechanical energy transfer and
sticking in the adatom scattering off surfaces.
Atom mechanism which is a possible intermediate between the two extremes; and we give a
brief introduction to the Dissociative Chemisorption of molecules at surfaces.
Finally, we conclude with a handful of applications and numerical results from classical
and quantum simulations. The emphasis here is to show at work the main concepts de-
veloped along the way, rather than presenting a detailed account of any specific aspect of
the dynamics of molecules at surfaces. As a consequence, the chosen literature has a rather
limited (illustrative) scope, and just reflects the personal taste and expertise of the authors.
ENERGY TRANSFER
We start from the simplest yet fundamental process: the energy exchange between a colliding
particle and the surface. When the projectile, be it an atom, an ion or a molecule, reaches
the proximity of a surface, the coupling with the electronic or nuclear degrees of freedom
determines a loss of the collision energy. The amount of energy deposited on the surface
influences the fate of the scattering particle, which may still escape from the substrate
attraction or get trapped and subsequently relax on the surface. In this section we provide
an elementary overview of the basic energy loss channels and mechanisms for this process.
Classical lattice
The mechanical energy transferred by a scattering particle to the surface phonons has been
long studied, either with molecular beam experiments or theoretical simulations, and a great
wealth of results exists for a variety of scatterers on metal surfaces: rare gas atoms or
ions, atomic hydrogen, diatomics and other small molecules[5]. The first realistic (many
phonon) study dates back to the early work of Zwanzig [6], who proposed a simple model
consisting of a collinear collision with a one-dimensional chain of atoms (see Fig. 1). This
one dimensional description was later reconsidered by Adelman and Doll [7] who developed
a more complete Generalized Langevin Equation (GLE) classical treatment of the problem.
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Here, we present some elementary approaches to the problem that - despite their simplicity
- have proven to be particularly useful in interpreting the experiments. For a more detailed
review of these concepts, we refer to the work by Harris [5] and to some illuminating reports
on atom/molecule-surface scattering experiments[8].
We start from the one-dimensional chain of Zwanzig, and we conceptually split the process
into two consecutive events: first the projectile collides with the chain end and leaves an
amount of energy to the “surface atom” (the first atom of the chain). Then, this excitation
leaves the surface and travels along the semi-infinite chain. To estimate energy transfer, it
is thus necessary to consider the first collision and develop a plausible kinematic description
of this event. We begin with a purely classical examination of the one-dimensional case,
and later extend it to consider additional factors: off normal incidence, surface temperature,
quantum nature of the phonon coordinates.
When the collision is much faster then the vibrational period of the surface atoms, i.e.
ωSτc  1 (where ωS is the surface atom frequency and τc the collision time), it is reasonable to
assume that the collision is impulsive, a limit in which both linear momentum and mechanical
energy are conserved quantities and the equations of motion can be exactly integrated. The
scattering event is particularly simple in the center-of-mass (COM) reference frame of the
binary system, i.e. with the help of the center of mass V and of the relative velocity of the
two particles v,
V =
mSvS +mPvP
mS +mP
(1)
v = vP − vS (2)
vP and vS being the projectile and surface particle velocities in the laboratory frame, respec-
tively, and mP and mS the corresponding masses. Indeed, as a consequence of energy and
momentum conservation, the collision does not alter the velocity of the center of mass and
simply reverts the relative velocity,
v′S = V
′ − mP
mS +mP
v′ = V +
mP
mS +mP
v =
(mS −mP )vS + 2mPvP
mS +mP
(3)
v′P = V
′ +
mS
mS +mP
v′ = V − mS
mS +mP
v =
(mP −mS)vP + 2mSvS
mS +mP
(4)
where we used unprimed and primed letters to indicate pre- and post-collisional quantities,
respectively.
Without any loss of generality, we first assume that the surface atom is initially at rest.
As a consequence, vP becomes also the velocity of the projectile relative to the target atom.
Under this assumption, we can easily obtain that the final energy of the surface atom - which
identifies with the energy transferred from the projectile atom - is given by
δε = 4
α
(1 + α)2
ε (5)
where α = mp/ms is the mass ratio and ε is the collision energy. This equation is commonly
known as the “Baule” formula [5]. When the projectile is lighter than the target, the
fraction of exchanged energy grows monotonically up to a complete transfer when the two
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masses are equivalent. Beyond this optimal value, according to Eq. 5, δε decreases with
increasing ratio of the masses, but the model goes beyond its limits of validity. Indeed, when
the projectile is heavier than the surface atom, its motion is not inverted by the collision and
its final velocity v′P = (mP −mS)/(mS +mP )vP still points towards the surface. This is the
regime where multiple collisions occur and cannot be captured by the (binary) model above,
unless the interaction of the surface atom with the rest of the chain is taken into account.
One simple variant of the Baule model is commonly used, in which it is assumed that
the impulsive collision is preceded by an acceleration of the projectile due to an interaction
with the substrate. In light of this consideration, the collision energy ε is increased by an
amount Dad, the adsorption energy,
δε =
4α
(1 + α)2
(ε+Dad) (6)
This formula is referred to as “modified” or “attractive” Baule model. With respect to
Eq. 5 it has a highly desirable property: in the limit of a zero collision velocity, an amount
of energy is still transferred to the surface and thus it is possible to describe the trapping of
the incident particle (an aspect which will be examined in detail in the following).
Harris[5] carried out an interesting analysis by comparing the results of explicit 1D chain
simulations with the two limits of Eqs. 5 and 6. For a choice of the parameters which was
relevant for scattering experiments, he showed that the actual energy transfer is intermediate
between the predictions of the Baule and the modified Baule formulas. It is then reasonable
to assume that for a single collision of a structureless particle the actual energy transfer is
bounded from below by Eq. 5 and from above by 6. As the collision becomes faster - because
of a higher collision energy or of a stronger interaction with the surface - the energy transfer
tends towards the true impulsive limit, Eq. 5.
When lateral displacement is taken into account, different modelistic choices have been
made in the past. As far as we are interested in the dependence of the energy transfer
(or of any other quantity) on the incidence angle, we can assume a simple scaling relation.
For instance, when the collision energy is small the projectile experiences a modest surface
corrugation, and the linear momentum parallel to the surface is approximately a conserved
quantity. This leads to normal energy scaling, i.e. the amount of transferred energy
is proportional to the normal component of the incidence energy (ε⊥ = ε cos2 θ), as it is
assumed, for example, in the so-called hard-cube model [9]. However, real surfaces can show
a degree of corrugation, depending on many factors. Heuristically, it has been found that
deviations from normal energy scaling are often comprised by a more general cosine scaling
on ε cosn θ with n ≤ 2. The opposite limit n = 0 corresponds to total energy scaling,
which is usually an indication of a complex interaction with the surface that causes energy
to be randomized prior to collision, e.g. because of partial trapping of the projectile.
Alternatively, the dependence of the energy transfer on the scattering angle can be cap-
tured by a binary collision model analogous to the one described above for collinear collisions.
This is the strong corrugation limit where the impact of the (high energy) projectile with
the surface effectively becomes a binary collision between the projectile and one of the sur-
face atoms. The collision event is in the impulsive limit and can be handled similarly to
above but now taking the full dimensionality of the problem into account. Specifically, the
COM velocity and the magnitude of the relative velocity are left unchanged by the collision
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Figure 2: Schematics representing the energy distribution of the scattered projectiles in two
different dynamical limits. Left: in the strong corrugation limit the exit energy increases with
increasing Θ (the scattering angle as traditionally defined in surface scattering experiments).
Also indicated the scattering angle θ of the binary collision. Right: in the flat surface limit
the exit energy decreases with Θ and the sign of the energy transfer changes in going from
sub to super specular directions.
but now the post-collisional velocity v′ can make an angle χ (the COM scattering angle)
with the initial velocity vector v, and the amount of energy transferred to the surface atom
depends on χ as well. In the most common situation where α < 1, χ uniquely fixes the
scattering angle θ of the projectile velocity in the laboratory frame, i.e. the angle between
v′P and vP , and the energy transfer can be given as
δε = 2
α
(1 + α)2
[
1− cos θ
√
1− α2 sin2 θ + α sin2 θ
]
ε (7)
Eq. 7 extends the Baule formula to an arbitrary scattering angle. When θ = pi the direction
of the projectile velocity is inverted and the fraction of energy deposited on the surface takes
the same value predicted by the Baule formula. However, δε decreases at decreasing values
of θ and is zero for forward scattering (θ = 0), i.e. when the projectile dives into the surface
(and likely collides with some sub-surface atom). Hence, in an atom-surface experiment, if
such a strongly corrugated limit holds, projectiles which are directly scattered by the surface
are expected to have increasingly more (less) energy when moving towards super- (sub-)
specular directions. This is in sharp contrast with the predictions one can make in the flat
surface limit, where conservation of parallel momentum forces the projectile to emerge in a
super-specular direction when it transfers energy to the surface, and sub-specular scattering
is only possible if the projectile gains energy from the surface (see Fig. 2). Traditionally, in
atom-surface scattering experiments one identifies Θ = pi − θ as the “scattering” angle, and
thus, in the above formula, the square root comes with the opposite sign if θ is replaced with
Θ.
One interesting prediction of the model is the existence of a maximum scattering angle
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when the projectile is heavier than the target (α > 1). In this case, the square root in Eq.
7 limits the allowed values of θ around the forward direction (|θ| ≤ arcsin 1
α
), a phenomenon
that a billiard player may experience when hitting the wrong balls. In such a situation, for
each value of the scattering angle θ there exist two different values of the COM angle χ,
corresponding respectively to near-forward (χ ≈ 0) and to near-backward (χ ≈ pi) collisions
in the COM frame: in the first case the ensuing energy transfer is still given by Eq.7, while
in the second case δε is obtained from Eq. 7 upon changing the sign in front of the square
root (both cases appear forward-like in the laboratory frame, and cannot be distinguished
on the basis of θ alone).
All the models described above assume a surface at a classical temperature of 0 K,
i.e. with the atoms fixed at their equilibrium position before the collision. However, a rough
qualitative dependence on surface temperature can be simply included by solving the problem
with an explicit initial velocity of the surface atom vS and then averaging the expression over
a canonical distribution. In detail, from Eq. 3 we can compute the energy gained by the
surface atom after the collision
δε =
1
2
mS v
′2
S −
1
2
mS v
2
S = 2µV v =
4α(ε+Dad − 12mSv2S) + 2mP (1− α)vSvP
(1 + α)2
(8)
and average over the thermal equilibrium distribution of the velocities vS
δε =
4α
(
ε+Dad − 〈12mSv2S〉
)
(1 + α)2
=
4α
(1 + α)2
(
ε+Dad − 1
2
kBT
)
(9)
Even if Eq. 9 does not compare quantitatively with scattering experiments, it gives an useful
indication on what is expected at finite temperatures: the energy transfer is reduced and this
decrease scales linearly with the temperature. Interestingly, the averaging procedure above
can be used also to capture the effect of quantum fluctuations of the surface in a simple
quasi-classical model: the expression for 〈v2S〉 coming from classical equipartition needs only
to be replaced with the appropriate quadratic deviation, e.g. 〈v2S〉 = ~ωS2mS for an harmonic
oscillator of frequency ωS.
When the scattering of molecules is considered, the presence of internal and rotational
degrees of freedom often severely limits the success of the models based on the impulsive
assumption. However, Baule formulas still give an extremely useful reference even in the
case of failure, when their breakdown may give a clear indication on the active mechanisms.
Just to mention two recent examples (among many), we refer to some recent experimental
work on NO scattering from Au(111) [10] and a theoretical study on methane scattering
from Ni(100) and Ni(111) [11].
Quantum lattice
In the limit of low temperatures and/or light substrates the quantum nature of the surface
cannot be disregarded and the description of the energy transfer due to collisions gets un-
avoidably more complicated. To get the feeling with the relevant physics we adopt a mixed
quantum-classical description whereby the surface atom is treated quantally as a harmonic
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oscillator of frequency ωS and the projectile is described classically and only weakly influ-
enced by the interaction with the surface. The projectile is assumed to couple linearly with
the surface atom coordinate q, V (q) = −F (t)q, along some pre-defined trajectory which de-
termines the force F (t) (F (t)→ 0 when t→ ±∞ for a scattering trajectory). The resulting
model is analytically solvable and is known as the Forced Oscillator Model [12, 13]. Its
Hamiltonian takes the simple form
H = ~ωS
(
a†a+
1
2
)
− ~f(t)(a† + a) = H0 + V (t) V (t) = −~f(t)(a† + a)
where a† = q
2∆q
− i p
2∆p
(a = q
2∆q
+ i p
2∆p
) is the usual raising (lowering) operator, ~f(t) =
F (t)∆q is the scaled force and the fundamental widths are ∆q =
√
~/2mSωS and ∆p =
~/2∆q. The dynamical problem is best solved in the interaction picture
i~
d |ΨI(t)〉
dt
= VI(t) |ΨI(t)〉
where the interaction-picture coupling potential
VI(t) = e
− i~H0tV (t)e+
i
~H0t = −~f(t)(aI(t) + a†I(t))
is readily available from the well-known dynamical evolution of the free HO, aI(t) ≡ ae−iωSt.
Indeed, the Baker-Haussdorf identity [14]
eA+B = eAeBe−
1
2
[A,B] (10)
(that holds for arbitrary operators A and B such that [A, [A,B]] = [B, [A,B]] = 0) allows
one to write the following identity (α, β ∈ C)
eαa+βa
†
= eαaeβa
†
e−
1
2
αβ = eβa
†
eαae+
1
2
αβ (11)
and, together with
eαa(a†)n = (α + a†)neαa n ∈ N (12)
to prove that the operator
V (t) = eα(t)a+β(t)a
†+Φ(t), Φ(t) =
1
2
ˆ t (
α˙(τ)β(τ)− α(τ)β˙(τ)
)
dτ
is such that
dV
dt
=
(
α˙a+ β˙a†
)
V
One then sees that the Schrödinger equation
|ΨI(t)〉 = UI(t, t0) |ΨI(t0)〉
is solved by the following time-evolution operator
UI(t, t0) = exp
[
i
(
g∗(t, t0)a+ g(t, t0)a† + φ(t, t0)
)]
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where
g(t, t0) =
ˆ t
t0
f(τ)eiωSτdτ, φ(t, t0) =
ˆ
[t,t0]×[t,t0]
f(τ1)f(τ2)Θ(τ1 − τ2) sin [ωS(τ1 − τ2)] dτ1dτ2
and Θ is the usual Heaviside (or step) function, Θ(x) = 1 for x ≥ 0 and zero otherwise.
Of major interest is the amplitude probability ψ that the HO makes a transition n→ m
in the limit where the system is prepared in the infinite past in n (t0 → −∞) and probed
in the infinite future in m (t → +∞) , i.e. ψ(m ← n) = 〈m|UI(+∞,−∞)|n〉. Using the
identities of Eqs. (11,12), and the standard expression
|n〉 = (a
†)n√
n!
|0〉
one finally arrives at
ψ(m← n) = e
iΦ
√
m!n!
exp
(
−|f˜S|
2
2
)
〈0|(if˜S + a)m(if˜ ∗S + a†)n|0〉
where Φ = φ(+∞,−∞), f˜S is the Fourier transform of the (scaled) external force evaluated
at the HO frequency
fˆ(ω) =
ˆ +∞
−∞
f(t)eiωtdt f˜S = fˆ(ωS)
and
〈0|(+if˜S + a)m(if˜ ∗S + a†)n|0〉 = m!n!

im−n(f˜ ∗S)
m−n∑n
k=0
(−)k|f˜S |2k
(n−k)!k!(m−n−k)! m ≥ n
in−m(f˜S)n−m
∑m
k=0
(−)k|f˜S |2k
(m−k)!k!(n−m−k)! m < n
It follows, for instance, that excitation from the ground-state occurs according to a Pois-
son distribution (we now use n to label the final state)
P (n← 0) = |f˜S|
2n
n!
e−|f˜S |
2
where f˜S determines both the average excitation number (number of phonons) and the width
of the distribution through
〈n〉 = 〈∆n〉2 = |f˜S|2 = 1
2mS~ωS
|
ˆ +∞
−∞
F (t)eiωStdt|2
Of interest is the impulsive limit considered above, where F (t) is sharply peaked around
the time t0 of the collision, F (t) ≈ I0δ(t − t0), and I0 is the momentum change, I0 =
2mPvP/(1 + α). In this limit the resulting average energy transferred to the HO reads as
δ = ~ωS 〈n〉 = I
2
0
2mS
=
4α
(1 + α)2

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i.e. just the classical Baule result of Eq. (5). As noticed above, though, this impulsive limit
only attains at energies high enough that τcωS  1 holds, where τc is the collision time.
Using ∆q as relevant length scale of the interaction (i.e. ∆q = vP τc), this condition thus
implies  α~ω/4, i.e.
〈n〉  α
2
(1 + α)2
This means that, unless the projectile is much lighter than the target (e.g. electrons), the
collisional transfer of energy in this impulsive limit is always in the classical regime for the
HO too (i.e. 〈n〉  1 and P (n← 0) reduces to a Gaussian).
In a more realistic situation, the projectile interacts with a surface atom that, in turn,
interacts with the rest of the substrate. A more appropriate forced oscillator model is thus
H =
∑
k
(
p2k
2mk
+
mkω
2
kq
2
k
2
)
− qSF qS =
∑
k
ckqk
where qk (pk) are normal mode - or phonon - coordinates (momenta), ωk their frequencies,
qS is the displacement of the surface atom from its equilibrium position and ck are numerical
coefficients which describe the normal mode transformation. Using the above results the
problem is readily solved by replacing F with Fck for each normal mode oscillator, and this
allows one to define the probability density that the k−th oscillator gains the energy 
ρk() =
∑
n
p(k)n δ(− n~ωk)
where p(k)n = | 〈n〉k |n exp(−| 〈n〉k |)/n! and 〈n〉k = |ck|2|F˜ (ωk)|2/2mk~ωk. Finding the sta-
tistical distribution governing the total energy transferred to the surface becomes thus a
standard statistical problem involving uncorrelated variables, which only requires calculation
of the (fundamental) characteristic functions associated to the above probability densities
ρk(). The solution can be written as
ρ() =
1
2pi
ˆ +∞
−∞
exp
[
−iτ +
ˆ ∞
0
pi1(ω)(e
i~ωτ − 1)dω
]
dτ
where pi1(ω) reads as
pi1(ω) = |F˜ (ω)|2I(ω), I(ω) =
∑
k
|ck|2
2mk~ωk
δ(ω − ωk)
and is the overall one-phonon probability distribution. pi1(ω) alone determines the total
energy transferred to the lattice during the collision and is a measure of both the strength
of the force |F˜ (ω)|2 and the “density of the coupling” I(ω) between the surface atom and
its environment. The limit of pi1(ω) “small” gives ρ() ≈ Pelδ() + pi1(/~) and describes
a transfer of energy that only occurs through single excitation of the surface oscillators.
Interestingly, in this case, the elastic probability Pel reads as
Pel = exp
(
−
ˆ ∞
0
pi1(ω)dω
)
= e−W
where, in the impulsive limit considered above (F (t) ≈ I0δ(t− t0)), W takes a Debye-Waller-
like form, W ≈ I0∆q2/~2.
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Electronic friction
When an atom or a molecule impinges on a metal surface there exists the possibility that
the metal electrons are excited, and so-called electron-hole (e − h) pairs form. Such kind
of excitation, obviously related to the particular electronic structure of metals and to their
continuum of gapless excitations, forms an energy loss channel that may contribute to the
overall energy transfer to the surface. This may be particularly important for light species
which, according to Eqs. 5,6, exchange only a little amount of mechanical energy with the
surface atoms. The effect may be even spectacular and lead to detectable chemical currents
(chemicurrents), as it happens when energetic chemical processes take place on the surface
of a metal substrate [15]. More generally, though, the effect of e−h pair excitations is rather
difficult to ascertain, both theoretically and experimentally, and the field presently lacks of
well-rounded and established concepts. The only unifying theme is that these phenomena
are electronically non-adiabatic, and thus involve multi-state dynamics and non-radiative
electronic transitions. Furthermore, the states involved in the process form a very dense set,
and this typically prevents any attempt to directly manage them. This is in striking contrast
with the non-adiabatic dynamics in the gas-phase where a handful of electronic states are
needed at worst, and they can be accurately described with the help of adiabatic surfaces
and non-adiabatic couplings between them (or, equivalently, diabatic states).
Actually, a kind of “molecular” non-adiabatic dynamics can also occur at metal surfaces,
but it is considerably more complicated than in gas phase since it involves coupling to
different continua: each molecular electronic state comes with the metal e − h continuum
of the metal, and it is all but obvious whether “electronic excitations” primarily occur on
the delocalized (i.e. metallic) states or the localized (i.e. molecular) ones or both. One
paradigmatic test case of this kind is the scattering of vibrationally excited NO molecules off
the Au(111) surface[16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 10], where both neutral (NO/Au)
and negative ion (NO−/Au+) molecular states appear to be involved and coupled to the
continuum of metal e − h excitations, resulting in a rather fast vibrational de-excitation
of the projectile molecules. Rather elaborate theoretical models have been developed to
explain the key experimental findings on this system[16, 19, 21, 23, 24, 25], and only recently
a sound perspective emerged on the basis of classical, non-adiabatic molecular dynamics
simulations using the impressive number of 1011 model adiabatic states in an independent
electron transfer hopping method[23, 24]. However, later experimental results have suggested
that the agreement between theory and experiments may be fortuitous, thereby calling for a
deeper understanding of the scattering process[26]. Interestingly, as long as only vibrational
de-excitation is concerned, open-system quantum dynamical results including couplings to
the e−h pairs at the Fermi-golden rule level but using a single potential energy surface (i.e.
without invoking any electron transfer) do reproduce the observed vibrational distribution
of the scattered molecules[25]. For a more detailed account of the current status of the field
we refer to the excellent review article by Golibrzuch et al. [26].
Barring these ’pathological’ cases, in typical situations only electronic excitations be-
tween delocalized states of the metal substrate are involved, and these have little effects on
the adsorbate-substrate energetics: adsorption profiles for different levels of excitation are
expected to be almost identical to each other, just shifted in energy to account for their dif-
ferent energy content. Their presence, though, does affect the adsorbate dynamics, because
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the possible energy loss into electronic excitations: the metal electrons act like a “bath” that
is able to exchange energy with the atomic or molecular species we are interested in. In such
situations, there is no need to abandon the electronic adiabatic picture of the dynamics, since
one can subsume the role of the “electronic reservoir” into dissipative effects on the dynam-
ics. This is the molecular dynamics with electronic friction [27] approach, whereby a
frictional force is introduced in the equations of motion along with the appropriate accom-
panying random force. The approach is meaningful only when the classical description of
particle dynamics is possible, but can make use of accurate information on the electronics.
The electronic friction coefficient subsumes the response of the electronic bath to the particle
dynamics, and can be computed from first-principles. It is necessarily state-dependent: the
effect of the metal substrate on the particle dynamics cannot be the same if the particle is
far from or close to the surface.
Even though rigorous formulations of the electronic friction effect may be intricate, the
main ideas can be easily understood already at a classical level: particle dynamics induces
electric fields into the metal and sets free electrons in motion, which then undergo Ohmic
damping. The effect of the induced fields is best seen with a related physical problem, that
of a charged particle forced to move with constant velocity v in a metal substrate [28].
The particle, of charge Z|e| and mass m, creates a total electric field E(r, t) = Eext(r, t) +
Eind(r, t), which is the sum of the bare field due to the charge Eext(r, t) and of a response field
Eint(r, t). The rate of change of particle energy (i.e. the power that needs to be compensated
by external forces if the particle has to keep its speed) is obtained from Lorentz law
d
dt
(
mv2
2
)
=
dW
dt
= Z|e| v·E(r¯(t), t)
where r¯(t) = r0+vt is the particle trajectory (there is no need to worry about self-interaction
effects since they do not contribute to the rate of change of the energy). The total field can
be computed from the charge density ρext(r) = Z|e|δ(r − r¯(t)) with the help of Maxwell’s
equations upon moving to (k, ω)-space through space-time Fourier transforms, which we
define according to
f(k, ω) =
ˆ
R3
d3r
ˆ +∞
−∞
dt ei(ωt−kr)f(r, t)
in such a way that ∇ → ik and ∂/∂t→ −iω hold. Notice that for f(r, t) real, a conjugation
symmetry holds, namely f ∗(k, ω) = f(−k,−ω). The charge density is easily transformed
to ρext(k, ω) = 2piZ|e|e−ikr0δ(ω − kv) and the field, in the approximation where it can be
obtained from a scalar potential, is purely longitudinal (i.e. E(k, ω) is parallel to k) and
follows directly from Gauss’ law
E(k, ω) = −i4pi
k2
ρext(k, ω)
(k, ω)
k
where (k, ω) is the total dielectric permittivity of the substrate. Hence, upon taking conju-
gation symmetry into account, the required field reads as
E(r¯(t), t) =
Z|e|
2pi2
ˆ
R3
d3k
k2
ˆ +∞
−∞
dω =
(
1
(k, ω)
)
δ(ω − kv)k
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and the power loss can be written as
−dW
dt
=
Z2e2
pi2
ˆ
R3
d3k
k2
ˆ ∞
0
dωω =
(
− 1
(k, ω)
)
δ(ω − kv)
where =(k, ω) ≥ 0, a general (thermodynamic) property of the dielectric permittivity,
guarantees that the above expression corresponds to an energy loss (stopping power) [29, 30].
For isotropic media the above expression simplifies to
−dW
dt
=
2Z2e2
pi
ˆ ∞
0
dωω
ˆ ∞
ω/v
dk
k
=
(
− 1
(k, ω)
)
and can be evaluated using, e.g., the analytic expression of (k, ω) for a free-electron gas in
the random phase approximation1.
From a different perspective, for slowly moving ions (v  vF , where vF is the Fermi
velocity of the metal), the interaction with the electron sea can be seen as scattering of
electrons at the Fermi surface off the (screened) potential of the static impurity ion, similarly
to the impurity contribution to the resistivity of a metal. The energy loss per unit distance
traveled in the medium, i.e. the frictional force acting on the ion, is found to be linear in v
[31, 32, 33]
Fη =
1
v
dW
dt
= −vvFmenσt
where n is the density of the electron gas (taken to be homogeneous), me the electron mass
and σt the transport cross section. The ensuing electron friction coefficient, η = vFmenσt,
can be given in terms of scattering phase-shifts at the Fermi energy
η =
4pi~2men
vF
∞∑
l=0
(l + 1) sin2 (δl(kF )− δl+1(kF ))
and can be computed ab initio using the Khon-Sham eigenstates for the impurity problem in a
homogeneous gas at any desired density. This self-consistent approach to the stopping power
remedies for the deficiencies of the linear response theory - e.g. it correctly describes the
appearance of bound states in the (screened) impurity potential that occurs when screening is
not efficient enough (small n) - and provides a simple, “local” recipe to estimate the electronic
friction coefficient for neutrals (the local density friction approximation, LDFA)[34, 35].
1The random phase approximation partially accounts for electron-electron interactions, in the sense that
it includes them at the mean-field (Hartree) level. To be specific, in the exact expression that gives  in terms
of the so-called irreducible polarizability Π (the density response to variations in the total electric potential),
namely (k, ω) = 1 − 4pie2k2 Π(k, ω), one replaces Π(k, ω) with the independent-particle density response in
the mean-field system, χ0(k, ω). If the uniform electron gas is treated at the Hartree level, the one-particle
states are plane-waves, the one-electron levels are free-particle energies, and χ0 reads, in the collisionless
limit, as χ0(q, ω) = − e24pi3
´
d3k f(k−q/2)−f(k+q/2)~2kq/me+~ω , where f(k) is the Fermi-Dirac occupation function for a
free-electron at energy ~2k2/2me.
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STICKING
When an incident particle, which is subjected to an attractive interaction with the surface,
loses some energy, there is the possibility that the remaining kinetic energy may not be
enough to escape from the adsorption well. At short time the adsorbed species is metastable
and this process is referred to as trapping. The name sticking is more appropriately used
when the excess energy is completely dissipated to the surface and thermal equilibrium is
restored.
A simple analytical model of the sticking dynamics is obtained using the same assump-
tions we used above to estimate the energy transfer (Fig. 1). We consider an incident atom
of mass mP and kinetic energy ε that approaches a surface in the perpendicular direction.
When the projectile is close to the surface it gets accelerated by the attractive potential, an
effective well of depth Dad, and then collides with one of the surface atoms losing an amount
of energy equal to δε. Soon after collision has occurred, the surface atom rapidly dissipates
its energy to the lattice through mass-matching collisions and comes to rest. If the collision
is much faster than the time scale of the surface vibrational motion, the collision dynamics
can be considered impulsive and δε can be estimated with the modified Baule formula, Eq.
6. Note the use of standard Baule formula would not be justified in this context, since an
adsorption interaction needs to be explicitly considered in the case of sticking and the use of
Eq. 5 would lead to inconsistent conclusions, such as a zero sticking probability in the limit
ε→ 0. The post-collision energy ε′ = ε− δ is the energy relevant for trapping to occur, i.e.
′ < 0 is the appropriate trapping condition. Using Eq. 6 under this condition we obtain
ε <
4α
(1− α)2Dad = th (13)
Thus this model predicts the existence of a threshold energy to sticking which depends on
the mass ratio α and the depth of the adsorption well Dad.
This crude description predicts that the sticking probability Ps is a simple step function
centered at the threshold value, Ps() = Θ(th − ). However, realistic sticking probability
curves show some broadening around th and are effectively less than 1 (greater than zero)
for energies slightly below (above) th. Clearly, this is due to the thermal agitation of the
target surface atom, an effect that can be captured already in the impulsive limit discussed
above. Specifically, when the surface atom moves with velocity vS, the trapping condition
δε > ε, with δ given by Eq. 8, determines the values of vS that allow the projectile to get
trapped in the adsorption well, for each value of ,
vS ∈ I() ≡ [v−, v+], v± = −1− α
2
√
2(ε+Dad)
mP
± 1 + α
2
√
2Dad
mP
(14)
Since trapping does occur with certainty for vS ∈ I(), the sticking probability is obtained
by integrating the distribution of surface atom velocities over this interval
Ps() =
ˆ
I()
g(v)dv (15)
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where
g(v) =
(
mS
2pi kBT
)1/2
e
−mSu
2
2 kBT
is the Maxwell-Boltzmann distribution appropriate for a classical “target”. Notice that the
range of relevant velocities is centered around a value that optimizes the energy transfer,
as can be readily seen with the help of Eq. 3: for vS = −(1 − α)
√
(+Dad)/2mP the
post-collisional velocity of the projectile vanishes, i.e. the surface atom stops the projectile.
When adsorption is activated, the model presented above requires some adjustment to
account for the presence of a barrier, and its contrasting effects. An energy barrier Eb in the
adsorption profile limits the access of the projectile into the adsorption region but, on the
other hand, increases the desorption threshold and makes trapping easier. Thus, the barrier
introduces a crossing condition and modifies the above trapping condition into ′ < Eb. We
assume that the energy barrier Eb is in the relative motion of the projectile w.r.t. the surface
atom and, for definiteness, that the projectile atom travels towards the surface (leftward).
Then, for each given ε the barrier-crossing condition requires that the kinetic energy in the
relative coordinate exceeds Eb, or equivalently
vS ≥ vth(ε) ≡ −vP () +
√
2(1 + α)Eb
mP
(16)
where vP =
√
2/mP is the projectile speed. The modified trapping condition, on the other
hand, leads to
vS ∈ I() ≡ [v−, v+], v± = −1− α
2
√
2(ε+Dad)
mP
± 1 + α
2
√
2(Dad + Eb)
mP
In turn, the sticking probability takes the same form of Eq. (15), but with a different
integration domain, I()→ I()⋂[vth(),+∞) (see Fig. 3).
A word of caution is necessary on the presence of multiple collision events, since they
are predicted for both the non-activated and activated models when vS < −(1 − α)vP/2.
In these conditions additional trapping might occur beyond the “direct trapping” window
vS ∈ [v−, v+]: when vS < v− projectiles that are not trapped at the first bounce may
dissipate the excess energy after a number of collisions. Trapping through multiple collisions
is hardly captured by the simple arguments given above and its possible occurrence should
always be born in mind.
Even if this impulsive sticking description might appear quite crude, it has proven to
capture the essential physics of the process with the help of two system properties only, the
height of the barrier Eb and the depth of the interaction well Dad. These two parameters may
either reflect the true energetics of the system or can be considered as effective adjustable
parameters, which sum up dynamical effects in addition to the shape of the potential energy
surface. The model can also be extended to capture the low temperature behavior of the
surface, just by replacing g(v) with the appropriate velocity distribution of the surface atom
quantum oscillator, coupled to the rest of the lattice. As is shown in Appendix B of Ref.
[36], the function gq(v) required in this case is given by
gq(v) =
√
mS
pi~ΩT
e
−mSu
2
~ΩT (17)
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Figure 3: Sticking probabilities for an activated model system with α = 0.01, Dad = 1.5 eV
and Eb = 0.4 eV, as obtained using Eq. 15. Results are shown for the Maxwell-Boltzmann
(dashed lines) and for the quantum (solid lines) distribution of the velocities of the surface
atom, at different temperatures (black, blue and red for T = 1, 300 and 1000 K, respectively).
The surface atom frequency ωS was set to 400 cm−1.
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where the temperature-dependent effective frequency ΩT accounts for the coupling with the
bulk and is conveniently written in the form[36]
ΩT =
´ +∞
0
dωJ(ω)ω2 coth
(
~ω
2kBT
)
´ +∞
0
dωJ(ω)ω
(18)
Here the function J(ω) is a so-called spectral density of the coupling (see Appendix): in this
case it subsumes the coupling of a hypothetical adsorbate that interacts bilinearly with the
surface atom and in turn with the bulk (the identity of the adsorbate is irrelevant since the
strength of the coupling factors out in the above ratio). In absence of coupling to the bulk,
for instance, J(ω) reduces to a δ−peak centered around ωS and ΩT above only depends on
the bare frequency of the oscillator.
The effective frequency ΩT takes the lowest value in the T = 0 K limit,
Ω0 =
´ +∞
0
dωJ(ω)ω2´ +∞
0
dωJ(ω)ω
(19)
and increases linearly with T at high temperatures,
ΩT ≈ 2kBT~ (20)
provided the thermal energy is much larger than the zero point energy at the cutoff frequency
of the phonon “bath” (the so-called Debye frequency ωD), i.e. kBT >> ~ωD/2. In this limit,
of course, gq(v) reduces to the classical Maxwell-Boltzmann distribution, irrespective of the
coupling to the rest of the lattice.
DIFFUSION
Once a particle has been adsorbed and equilibrated on the surface, diffusive motion sets in
because of the energy fluctuations that the coupling to the lattice gives rise to. We shall
assume that the surface presents a periodic arrangement of stable adsorption sites, separated
by energy barriers Ed significantly smaller than the energy threshold for desorption. The
adsorbate then typically moves on a corrugated potential energy profile and is subjected to
energy dissipation and fluctuation due to its coupling with the surface phonon bath [37].
In a discrete microscopic limit, we may think of a diffusing particle as a “random walker”,
a particle which jumps from one adsorption site to another with a well definite hopping
probability [38]. Let lw be the average step length and Γ−1w be the average time required for
a step. If we take an ensemble of walkers, initially placed at x = 0, after N steps the average
(squared) distance travelled by the walkers is
〈x2N〉 = 〈
N∑
k=1
∆x2N〉 =
N∑
k=1
〈∆x2N〉 = Nl2w (21)
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Figure 4: A schematics illustrating the different diffusion regimes discussed in the main text.
where 〈∆xk∆xj〉 = δkjlw holds because the steps ∆xj are assumed to be uncorrelated. Since
each step takes place in a time Γ−1w , N = Γwt and we obtain
〈x2N〉 = l2wΓwt (22)
i.e. the average squared displacement scales linearly with time, and the constant of propor-
tionality is given by microscopic quantities, the average step length lw and the hopping rate
Γw.
The same results is obtained when the opposite limit is assumed, i.e. when the dynamics
is considered as a continuous process and the well known Fick’s law j = −D∇f is used to
“close” the continuity equation for the particle distribution density2 f(x, t)
∂f
∂t
(x, t) = −∇j = D∇2f(x, t) (23)
Here D is the diffusion coefficient, and is directly related to the rate of variation of the
squared displacement, as it follows from the chains of identities
d 〈x2〉t
dt
=
ˆ
x2
∂f
∂t
dυx = D
ˆ
x2∇2fdυx ≡ 2νD
where ν is the dimensionality of the problem (ν = 2 in our case). More generally, in realistic
cases, only at long time the diffusive behavior sets in, and the diffusion coefficient is best
2The corresponding quantity in random walk dynamics is fN (x), the probability that a walker is found
in x after N steps; in particular, if the walkers are all started in x = 0, fN (x) (f(x, t)) is the fundamental
transition probability that a walker makes a displacement x in N steps (in a time t).
Noteworthy, since the steps are uncorrelated, fN (x) readily follows from g(x) = f1(x), the one-step
transition probability, and its characteristic function gˆ(k) = 〈exp(ikx)〉g. Specifically, in ν dimensions it
reads as fN (x) = (2pi)−ν
´
exp(−ikx)[gˆ(k)]Ndνk.
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defined as
D =
1
2ν
lim
t→∞
d〈x(t)2〉t
dt
(24)
where x(t) is a trajectory started at x(0) = 0 and the average is taken over the equilibrium
distribution of initial velocities and over the environmental variables 3. The diffusion coeffi-
cient is the fundamental quantity that characterizes the diffusion process, regardless of the
details of the subsumed microscopic model of transport. It measures the ability of particles
to spread over the surface and to offset any concentration gradient that may build on it,
because of e.g. reactions or adsorption at specific locations. Under special circumstances, it
may also happen that D = 0 and then the motion is at most subdiffusive, or D = ∞ and
the motion is superdiffusive [39].
We now address the problem of identifying the different dynamical regimes for diffusion
and characterize D in terms of simple microscopic quantities. When the thermal energy kBT
is much larger than the energy of the diffusion barrier, the adsorbate moves essentially free
on a flat surface. In this case, the surface potential plays no role except to prevent particle
escape and the motion is free diffusion, similarly to original Brown’s observation[40]. We
assume that for a variable time interval, the particle moves undisturbed with a constant
velocity (i.e. ballistically). After this time, a collision takes place and the particle moves
again uniformly but with a different velocity - randomly picked from the local equilibrium
distribution - until the next collision. In this simplified description, the collisions are random
events determining an exchange of energy between the adsorbate and the environment (the
phonon bath of the surface in particular). If τc is the average time between collisions, dt/τc
is the probability that a particle undergoes a collision in the time interval dt, and then the
survival probability P (t) that the particle travels for a time t after its last collision at t = 0
satisfies
P (t+ dt) = P (t)
(
1− dt
τc
)
and takes the form
P (t)dt = e−t/τc dt (25)
The time τc is indeed the average time between collisions, as can be readily seen by computing
the collisional probability Pc(t) that a collision occur at time t, Pc(t) ≡ P (t) × dt/τc since
this is the probability that a particle survives for time t and then undergoes a collision. The
variance of the collision time is obtained similarly,
〈t2〉 =
ˆ ∞
0
t2
1
τc
e−t/τc dt = 2τ 2c (26)
and determines the average squared displacement of the particle between one collision and
the next, 〈x2〉 = v2〈t2〉 = 2v2τ 2c , where v is the r.m.s. velocity at the given temperature,
v2 ≡ νkBT/m if classical equilibrium prevails. Then, upon identifying l2w = 〈x2〉 and Γw =
τ−1c , we obtain the diffusion coefficient
D =
〈x2〉
2ντc
=
v2τc
ν
(27)
3Depending on the adopted approach, this “environmental averaging” is either over the initial conditions
of the phonon bath or over the realizations of the stochastic force it exerts on the system.
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Figure 5: Some typical surface structures, adsorption sites and jumps.
and the Einstein relation
D =
kBT
mγ
= µkBT (28)
where γ = τ−1c is the relaxation rate (damping coefficient) and µ = 1/mγ the particle mobility
under an external driving field (i.e. the limiting velocity for unit field strength). The latter
is a kind of fluctuation-dissipation relation, and could also be obtained more generally by
observing that, under the influence of a uniform driving field F along a direction −z (e.g.
gravity), the equilibrium concentration profile n(z) ∝ exp(−Fz/kBT ) is realized when the
particle flux j = −D∇n offsets the drift jd = nµF.
Eq. 28 expresses the diffusion coefficient in terms of a single microscopic parameter, the
relaxation rate γ or the collision time τc, and shows that the free diffusion coefficient depends
linearly on the temperature. Despite the simplicity of the arguments used in its derivation,
this result is rather general: if the “Markov approximation” fails and the particle keeps some
memory after a collision, the damping coefficient becomes frequency dependent [γ → γ˜(ω),
where γ˜ comes from the Fourier analysis of the memory] but the motion remains diffusive
and only the ω = 0 limiting value of γ˜(ω) matters for the diffusion coefficient (i.e. in Eq.
28 γ → γ˜(0)) [40]; if the particles motion is quantum, the short time behavior of 〈x2〉t may
differ from the classical result, but the long-time limit remains classical [41], and so is the
expression of the diffusion coefficient, Eq. 28.
When the thermal energy kBT is lower than the energy of the diffusion barriers, adsor-
bates are confined in the energy minima and diffusion proceeds through a hopping mecha-
nism. The energy fluctuations induced by the coupling with the phonon bath (or the inherent
quantum fluctuations of the system) determine the possibility of random jumps from one
adsorption site to a next one. To derive a simple description, we will assume that hopping is
much slower than equilibration, so that between two consecutive jumps there is enough time
for thermal equilibrium to set in. In this way, two subsequent jumps are not correlated, or
– in other words – the diffusion is a Markov process.
In this hopping regime, we can write the average squared displacement over a surface as
a sum over contributions from the attainable sites
〈x2〉t =
∑
ξ
Γξr
2
ξ t (29)
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where Γξ is the hopping rate to the ξ-th site and rξ is its distance from the starting site.
Consequently, the overall diffusion coefficient can be written as D = 1
2ν
∑N
ξ=1 Γξr
2
ξ where
ν = 2 for a surface. If the surface is isotropic and the hopping events involve only the
symmetry equivalent nearest neighbors, the sum is restricted to N equal terms, each having
the same distance r and the same hopping rate Γs
D =
1
4
N Γs r
2 =
1
4
Γer
2 (30)
where NΓs = Γe is the total escape rate from the starting adsorption site. In the last formula,
all the dynamical information is condensed in Γs (or Γe) while the rest of the parameters
are defined by the arrangement of the surface. In fact when diffusion proceed mainly by
nearest-neighbors jumps, both N and r are fully determined by the symmetry of the surface.
For instance, for an atom adsorbing on the top sites of a fcc (111) surface, N = 6 and r is
equal to the lattice constant a; the diffusion coefficient is hence given by D = Γe
4
a2 = 3
2
Γsa
2.
Similarly, for adsorption on the top site of a (100) surface N = 4 and D = Γsa2. When the
adsorbate binds to the hollow site of a (100) surface, the number of attainable sites and the
average hopping distance are unaltered. Instead, for the (111) surface, N = 3 and r = a√
3
a
so that D = 1
12
Γea
2 = 1
4
Γsa
2.
More generally, if the surface is not symmetric and non-equivalent sites are accessible,
diffusion becomes anisotropic and individual hopping rates are needed. In this case, the
particle flux is no longer parallel to the concentration gradient and the scalar diffusion
coefficient D needs to be replaced by a 2× 2 tensor (in 2D). The tensor is symmetric (both
Dxy and Dyx accompany ∂2f/∂x∂y in the corresponding diffusion equation) and can thus be
put in diagonal form by an appropriate rotation of the coordinate system: along its principal
directions i = X, Y one has distinct diffusion coefficients
Di =
1
2
∑
ξ
Γξ(rξ)
2
i
where (rξ)i = rξei is the projection onto the i-th principal axis of the position vector of the
ξ−th site; the averaged trace D = ∑νi=1Di/ν, then, describes overall diffusion, but it is
meaningful only if the surface is symmetric enough or if it is made up of randomly oriented
crystallites.
The rate Γs is dictated by the dynamics of the hopping event. When the force driving
transport is thermal excitation, it can be determined using Transition State Theory (TST),
which assumes that a pseudo-equilibrium is established between the starting condition – the
particle at the bottom of the adsorption well – and the transition state located at the top of
the diffusion barrier Ed. In our problem, the use of this approach is only justified if jumps
are limited to nearest neighbors sites. Furthermore, transition state theory is known to work
only for thermal energies smaller than Ed, where TST provides a reliable upper bound to
the exact (classical) rate; higher energies lead to re-crossing and cause the diffusing particle
to get back to the starting minimum, thereby making the TST upper bound useless4. With
4If kBT  Ed there is no separation of time-scales between barrier crossing and aging, and a kinetic
description of the hopping process is impossible. This is the free-diffusion limit discussed above.
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this premise in mind, the (classical) transition rate expression for Γs reads as
Γs =
kbT
h
z‡
z
e−βEd =
kbT
h
exp
(
∆S‡
kB
)
e−βEd (31)
where z is the adsorbate partition function referenced to the bottom of the adsorption well,
z‡ is a TS partition function referenced to the barrier top, ∆S‡ is the entropy change between
the initial and the transition state, Ed is the diffusion barrier and β = 1/kBT , as usual. In
the simple case of one dimensional hopping of a structureless adsorbate uncoupled to the
phonon bath, z−1 ≈ β~ω0 and the expression above simplifies to
Γs ≈ ω0
2pi
e−βEm (32)
where ω0 is the frequency of the adsorbate vibration which leads to barrier crossing, the
so-called “attempting frequency”, ω0 ∼ 1014 s−1 in typical situations.
In his celebrated work, Kramers [42, 43] investigated classical barrier crossing under
the influence of a friction γ and obtained some expressions which generalize Eq. 32 in
the presence of a coupling to the phonon bath. In the moderate-to-strong friction regime,
γ/ωd > kBT/Ed where ωd is the frequency of the inverted potential at the barrier top, the
Kramers’ rate reads as
Γs =
√
1
4
γ2 + ω2d − 12γ
ωd
ω0
2pi
e−βEd (33)
This is the so-called spatial-diffusion-limited rate which becomes vanishingly small for in-
creasing friction, i.e. (Smoluchowski limit)
γ/ωd  kBT/Ed Γs ≈ ω0ωb
2piγ
e−βEd
Eq. 33 was later re-obtained (and generalized to memory friction) by applying transition-
state-theory to the multidimensional problem involving the diffusing particle and the phonon
bath [44, 45, 43]. The improved rate, Eq. 33, is smaller than Γs given by Eq. 32, a simple
manifestation of the variational character of TST. The simple one-dimensional TST result
of Eq. 32 is recovered only for γ = 0 where, however, TST is completely inadequate (i.e.
it provides an unreliably large upper bound to the true rate). Indeed, in the case of weak
friction, γ/ωd < kBT/Ed, particle escape becomes diffusion in energy space and the hopping
rate is given by
Γs =
γ
kBT
Ed
ωd
ω0
2pi
e−βEd (34)
We thus see that the hopping rate decreases for both γ → 0 and γ → ∞, and attains
its maximum at intermediate values of γ. This is a simple manifestation of the twofold
influence of the environment. On the one hand, in the strong friction regime, the increase
of γ results in a stronger energy dissipation, which considerably slows down the process of
barrier crossing. On the other hand, in the weak friction regime, increasing γ increases the
strength of fluctuations (which is proportional to γ), thereby helping the system to cross the
barrier.
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The above results hold for thermal energies not too smaller than Ed. At very low tem-
peratures thermal fluctuations become negligible, and hopping is primarily determined by
tunneling of the system through the diffusion barrier. In this case, the rate can be written
as
Γs =
∑
ν
pν (T ) Γ
t
ν (35)
where pν (T ) is the thermal occupation probability of the ν-th quantum level of the adsorption
well and Γtν is the tunneling rate from that level. In this case a rather different (very weak)
dependence on T is expected, and Γs approaches a limiting value for T → 0 which is provided
by the tunneling escape rate from the ground-state in the adsorption well. Notice, though,
that the lattice does play a role in this limit too, even if the coupling is too small to affect
the tunneling rate: it determines the loss of coherence in adatoms dynamics, without which
the dynamics would be governed by a “band structure”, as it is appropriate for a quantum
particle on a periodic potential.
VIBRATIONAL RELAXATION
Vibrational relaxation plays an important role in the dynamics at surfaces, and governs
the establishment of the equilibration conditions. The time scale of vibrational relaxation
determines whether or not a dynamical event comes close to an end, and a stepwise (kinetic)
description is appropriate for the overall process or some more complex dynamical pathways
need to be considered. So far we have implicitly assumed that it occurs somehow and just
exploited its consequences. In the previous sections, for instance, we have seen how a gas-
phase species may be trapped onto the surface, and assumed that relaxation was so much
faster than desorption that any trapped species was eventually converted into a stuck species.
Even the simple analysis of the mechanical energy transfer that occurs when a projectile hits
the surface made use of the fact that relaxation of the surface atom(s) hit by the projectile
is faster than any competing process, and this allowed us to use kinematics to obtain simple
expressions for the amount of energy left on the surface.
Now we look a bit into the details of such process, considering a “vibrator” (being it an
ad-species on the surface or an excited surface atom) and its dynamics under the influence of
the lattice. Under typical conditions, the thermal energy is much smaller than the vibrational
quantum and this makes a quantum treatment necessary. The interest is then in the rate
of transition γνfνi from a given vibrational state νi to a a given final state νf , which can
eventually be used in a master equation to investigate population and energy decay. In the
following we focus on the weak coupling regime and use the Fermi’s golden rule to write
down explicit expressions for the vibrational relaxation rates; the same results follow from
the general linear response theory when applied to compute (up to second order) the change
in the density operator induced by the vibration-phonon interaction.
We consider the following model Hamiltonian
H =
p2z
2m
+ v(z) +
∑
k
(
p2k
2mk
+
mkω
2
kq
2
k
2
)
+Hint = H0 +Hint
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where a vibrational degree of freedom z is coupled to a phonon bath of coordinates qk; the
potential v(z) and the interaction term Hint may take a general form. We are interested in
the rate of transition between stationary states I = (νi, i) and F = (νf , f) of the uncoupled
Hamiltonian H0, where νi, νf label states of the vibrator and i = (i1, i2, ..ik, ..) and f =
(f1, f2, ..fk, ..) are bath states with i1(f1) phonons in mode 1, i2(f2) phonons in mode 2,..ik(fk)
phonons in mode k, etc. The corresponding energies are EI = νi + Ei and EF = νf + Ef ,
where νi(νf ) are vibrator energies and Ei =
∑
k ~ωk(ik+
1
2
) (Ef =
∑
k ~ωk(fk+
1
2
)) are bath
energies. The Fermi’s golden rule expression for the microscopic transition rate reads as
ΓF←I =
2pi
~
| 〈F |Hint|I〉 |2δ(EF − EI)
and, in general, allows transitions between arbitrary phonon states. However, if the coupling
is close to be linear in bath coordinates,
Hint ≈
∑
k
Vkqk =
∑
k
Vk∆qk(ak + a
†
k)
only transitions between states that differ by one phonon are allowed
〈F |Hint|I〉 =

√
ik∆qk 〈νf |Vk|νi〉 if f = i− 1k√
ik + 1∆qk 〈νf |Vk|νi〉 if f = i+ 1k
0 otherwise
where 1k is the k-th canonical vector, i.e. with a 1 in the k-th position and zero otherwise.
Hence, upon averaging over the bath initial states and summing over the final states we can
write the vibrational transition rate in the form
γνfνi =
2
~
I(|ωνfνi |)
{
nβ(|ωνfνi |) ωνfνi > 0
nβ(|ωνfνi |) + 1 ωνfνi < 0
where ωνfνi = (νf − νi)/~ is the Bohr frequency, nβ(ω) = (eβ~ω − 1)−1 the Bose-Einstein
occupation function and
Iνfνi(ω) =
pi
2
∑
k
| 〈νf |Vk|νi〉 |2
mkωk
δ(ω − ωk)
is the appropriate spectral density of the coupling that subsumes both the strength of the
vibration-phonon interaction and the density of phonon modes. In the above expression
ωνfνi > 0 refers to upward transitions (↑) and ωνfνi < 0 refers to downward transitions (↓),
similar to photon absorption and photon emission processes. The first can only be phonon-
induced and occurs with a rate proportional to the number of phonons at the required
frequency; the latter, on the other hand, have a spontaneous contribution ηνvνi = 2I(ωνfνi)/~
which adds to the phonon-induced one. Clearly, under the above circumstances, only the
rate of the spontaneous emission max{νf , νi} → min{νf , νi} is needed, the others are easily
obtained from known thermal factors, namely γ↑fi = ηif ×n(ωfi) and γ↓fi = ηfi× (n(ωif )+1).
At equilibrium, detailed balance holds, i.e. γfipi = γifpf (pi being the probability that
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the system is found in state i), and we obtain the equilibrium distribution of the vibrator
pf = pie
−β~ωfi .
Of particular interest is the case where Hint is further linear in z, since it allows one to
extract general trends. In that case, in fact, Vk = ckz and Iνfνi(ω) = | 〈νf |z|νi〉 |2J(ω) where
J(ω) =
pi
2
∑
k
c2k
mkωk
δ(ω − ωk)
completely characterizes the coupling to the phonon bath. If the vibrator is well approxi-
mated by a harmonic oscillator of frequency ω0, only ∆ν = ±1 transitions are allowed,
〈νf |z|νi〉 =
√
~
2mω0
(√
νiδνf ,νi−1 +
√
νi + 1δνf ,νi+1
)
and the downward rates depend linearly on νi (on νi + 1 for the upward rates). They can be
obtained from the rate of the 0← 1 spontaneous emission η0,1 = J(ω0)/mω0,
ην,ν+1 = ν η0,1
and this provides a very useful scaling rule.
Realistic systems are neither linear in the bath coordinates nor in the system one. Thus,
the apparent similarity with photon absorption/emission problems does not hold in practice,
and multiphonon absorption/emission processes are the rule rather than the exception. To
see the new physics emerging in such problems, we consider an interaction of the product
form, Hint = f × Φ where f(Φ) is a system (bath) operator, and assume that thermal
equilibrium conditions prevail for the phonon bath [46]. This allows us to re-write the
Fermi’s golden rule rate in an alternative form, that is very useful in practice. To this end,
we replace the energy-conserving δ-function with its Fourier representation and perform the
appropriate sums over bath states. We find
γνfνi =
∑
f ,i
piΓF←I ≡
|fνfνi |2
~2
ˆ +∞
−∞
dteiωνf νi t 〈Φ(0)Φ(t)〉β (36)
where fνfνi = 〈νf |f |νi〉, and
〈Φ(0)Φ(t)〉β = TrB (ρβΦ(0)Φ(t))
is a canonical autocorrelation function of the operator Φ at a temperature T = 1/kBβ. In
the last expression, ρβ is the equilibrium density operator of the phonon bath, and Φ(t)
is the Heisenberg-picture Φ operator, Φ(t) = eiHBt/~Φe−iHBt/~, HB being the phonon bath
Hamiltonian.
Next, we take Φ of the exponential form
Φ = exp (αqS) = exp
(
α
∑
k
ukqk
)
where α−1 is a characteristic length of the interaction and qS is a collective coordinate (a
combination of phonon modes), and compute the required correlation function. With the
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help of the Baker-Haussdorf identity, Eq. 10, we write the product of operators that appears
in the correlation function by gathering all operators in a single exponential
Φ(0)Φ(t) = exp (αqS(0)) exp (αqS(t)) = exp (α [qS(0) + qS(t)]) exp
(
α2
2
[qS(0), qS(t)]
)
where qk(t) = ∆qk(ake−iωkt + a†ke
+iωkt), qS(t) =
∑
k ukqk(t) and [qS(0), qS(t)] is a c-number
([qS(0), qS(t)] ≡ 2i
∑
k ∆q
2
ku
2
k sin(ωkt)). Finally, we use the Bloch identity
〈exp(L)〉β = exp
(
〈L2〉β
2
)
to evaluate the correlation function. This identity holds for arbitrary linear combinations
L of the coordinates and momenta operators in general, linear systems in canonical equilib-
rium, and follows from the fact that, under such circumstances, L is zero-centered Gaussian
distributed [41], i.e.
〈L2n+1〉β = 0 〈L2n〉β =
(2n)!
n!
(
〈L2〉β
2
)n
The final result is
〈Φ(0)Φ(t)〉β = eα
2〈q2S〉βeα
2〈qS(0)qS(t)〉β (37)
where
〈qS(0)qS(t)〉β =
~
pi
ˆ ∞
0
J(ω)
[
coth
(
β~ω
2
)
cos(ωt) + i sin(ωt)
]
dω
is the position correlation function of the collective mode, 〈q2S〉β ≡ 〈qS(0)qS(0)〉β the squared
width of its equilibrium distribution and
J(ω) =
pi
2
∑
k
u2k
mkωk
δ(ω − ωk)
is the appropriate spectral density of the coupling. The rate then reads as
γνfνi =
|fνfνi |2
~2
eα
2〈q2S〉β
ˆ +∞
−∞
dt eiωνf νi t exp
(
α2 〈qS(0)qS(t)〉β
)
(38)
and contains multiphonon transitions already at the adopted theory level (first order in
perturbation theory): the correlation is linear in the phonon occupation function and appears
in the exponent.
An exponential coupling model arises for instance when the vibrator couples strongly to
a surface atom qS through an anharmonic (Morse) surface potential,
Hint(z, qS) = V (z − qS) = De−α(z−qS)
(
e−α(z−qS) − 1) ≈ −2αDΦ(qS)z for z ≈ 0
with
Φ(qS) = e
αqS(eαqS − 1)
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For this specific interaction term we obtain, after some algebra,
〈Φ(0)Φ(t)〉β = e4α
2〈q2S〉βe4α
2〈qS(0)qS(t)〉β + eα
2〈q2S〉βeα
2〈qS(0)qS(t)〉β − 2e 52α〈q2S〉βe2α2〈qS(0)qS(t)〉β
Differently from Eq. 37 this expression has the correct limiting behavior
α→ 0 〈Φ(0)Φ(t)〉β → α2 〈qS(0)qS(t)〉β
in the weak coupling limit, as it follows from the judicious choice of the interaction term which
becomes bilinear in vibration-phonon coordinates (Hint → −2α2DzqS in the above limit).
The corresponding rate follows from Eq. 36 and generalizes Eq. 38 to realistic gas-surface
systems; similar results can be obtained, more generally, when the popular independent
oscillator model (see Appendix) is extended to non-linear phonon baths[47] in the context
of the effective mode theory [48, 49, 50, 51].
DESORPTION
At high temperature diffusion is limited by the competition with desorption, the process
in which a trapped particle overcomes the adsorption barrier and returns to the gas phase.
Similarly to diffusion, we can estimate the probability of desorption by applying Transition
State Theory to a one dimensional reaction coordinate that goes from the adsorption well
to the top of the barrier. In this description, the desorption probability is given by
Pdes ≈ ω0
2pi
e−βEdes (39)
where Edes is the desorption barrier energy, i.e. the adsorption energy plus the adsorption
barrier (if any), and ω0 is the frequency of the “surface stretching”, i.e. the vibrational
mode that elongates the bond between the surface and the adsorbate. Also in the case
of desorption, the effect of the coupling to the surface can be incorporated with Kramers
theory, and a damping dependent pre-factor introduced. The relevant formulas for the weak
and strong friction regimes have already been given in Eq. 34 and 33, and need no further
comments.
One of the reasons for the interest in the desorption lies in the possibility to use it to
gain information on the inverse process, namely adsorption. The time-reversal symmetry
of the equations of motion (for the adsorbate and the surface in conjunction) implies the
validity of the principle of detailed balance, which relates the probabilities for the two events.
Let Ps(ε, n, T ) be the probability that a particle in a specific internal state n with a given
incidence energy ε is adsorbed on a surface at temperature T . Further let Pd(ε, n, T ) be the
probability that a particle adsorbed on a surface at temperature T desorbs and emerges to
the gas-phase with a kinetic energy ε in an internal state n. The principle of detailed balance
requires that Ps and Pd are related by
Pd(ε, n, T ) ∝ Ps(ε, n, T ) exp
(
−En + ε
kBT
)
(40)
with En being the energy associated to the internal state of the particle.
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REACTIONS
We now turn the attention to some elementary reactions, some processes in which either a
new bond is formed (the Eley-Rideal, Langmuir-Hinshelwood andHot-Atom molecule
formation) or an existing bond is broken (the Dissociative Chemisorption of a molecule)
because of the presence of a surface. In all these processes, besides its possible key catalytic
effect on the kinetics, the surface plays a simple but unique role: it may act as a sink that
dissipates the reaction energy, thereby allowing reactions that would be otherwise forbidden.
This is clear when considering the general “recombination reaction” between two species A
and B to give the product AB: without a “third body” that takes the excess of energy away
from the colliding partners such a process cannot occur, and is thus extremely slow in low
density environments where only the photon bath - the ubiquitous electromagnetic field - is
available for exchanging energy. This was the case of the interstellar medium prior to the
first generation of stars (the so-called Early Universe) that underwent a kind of “chemical
revolution” when the first surfaces (those of the dust grains freed by stellar explosions)
appeared.
The presence of a relatively large number of degrees of freedom often makes hard to derive
a comprehensive, yet simple analytical treatment of the processes under consideration. Thus,
in the following, we shall only focus on those aspects that can be interpreted in terms of
simple mechanical concepts, and use them to extract general trends.
Eley-Rideal
The Eley-Rideal mechanism is one of the possible routes for the formation of a molecular
species mediated by the presence of a surface. It is a direct dynamical process, in which
an atom or a molecule from the gas phase (the incidon) collides with another species (the
targon), initially adsorbed on and in thermal equilibrium with the surface. As a consequence,
under carefully controlled conditions, product molecules show some signatures of the pre-
collisional state, e.g. a dependence on the incidence angle[52, 53, 54, 55, 56]. Among the
surface recombination processes, this is the most exothermic one: only a single surface-atom
bond gets broken and this is generally weaker than that holding the atoms together in the
product molecule. Since only a fraction of the excess energy is deposited on the surface, the
reaction exoergicity generally produces rovibrationally hot and fast moving molecules, the
exact energy partitioning depending on the details of the molecular formation process.
Generally speaking, the Eley-Rideal dynamics (and the size of the corresponding reac-
tion cross-section) largely depends on the strength of the atom-surface bond(s)[57]. When
the target is strongly bound to the surface - as it happens for hydrogen atoms on metal
surfaces where the binding energy is ∼2.5 eV - it is also placed very next to it. Under such
circumstances, for the reaction to occur the projectile needs to get near the surface, and
only in close encounters it can tear the target off the surface attraction. In addition, if
the projetile-surface bond is comparably large (e.g. when H recombines with H on a metal
surface), incoming trajectories are focused along the surface normal, and hardly adjust their
in-plane position before bouncing off the surface. As a consequence, in this case, reaction
cross-sections are small, .1 Å2, and only weakly dependent on the collision energy: only
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small impact parameter trajectories successfully end up in reaction, and the surface-atom
interaction energy dominates over the collision energy. On the other hand, when the target-
surface bond is weak-to-moderate the target is placed well above the surface and better
“exposed” to the projectile, which thus does not need to come close to the surface to form
the reaction product. In this case, the effect of the projectile-surface interaction is less dras-
tic, and large impact parameter trajectories may find their way to react, too. As a result,
Eley-Rideal cross-sections become large and with a marked dependence on the collision en-
ergy which signals a competition between different attractive interactions (projectile-target
vs. projectile-surface).
Hence, we see that two different collision mechanisms are potentially operative. Small
impact parameter trajectories undergo head-on collisions, give only a small contribution
to the reaction cross-section and lead to the vibrationally hottest product molecules, at the
expense of a negligible rotational excitation. Large impact parameter trajectories, if possible,
undergo glancing collisions, give a major contribution to the reaction cross-section and
allow rotational excitation of the products.
In head-on collisions the reaction is governed by the energy transfer from the projectile to
the target. Hence, the dependence of the reaction probability on the collision energy of the
projectile species is well captured by a simple, impulsive model of the dynamics, analogous to
that introduced above for the sticking dynamics[58]. In this model, the projectile with mass
mP and speed vP =
√
2/mP undergoes a binary collision with the target of mass mT and
speed vT , slows down its motion, and gets captured by the targon after the latter elastically
bounces off the surface. Reaction occurs when the final kinetic energy of the targon ′T is
larger than ∗, a dynamical threshold with which we replace the details of the dynamics and
filter out those trajectories in which the target is too slow to capture the projectile before
leaving the reaction region. Also in this case, conservation of mechanical energy and of linear
momentum translate into some simple kinematic conditions: the center of mass velocity V
is unchanged while the relative velocity v is reverted. Unlike the sticking dynamics, though,
the main acceleration might be provided by the target-projectile interaction, hence be in
the relative velocity v rather than in laboratory velocity vT . This is the case, for instance,
of formation of H2 isotopologues on graphite, where the H-H attraction dominates over the
H-surface interactions. The exit targon velocity v′T , given by
v′T = −V −
µ
mT
v˜ (41)
results from the acceleration of the colliding pair, the projectile-target collision and the
bounce of the targon off the surface. Here V is the center of mass speed of the colliding
pair, v˜2 = v2 + 2Dm/µ (Dm being the projectile-targon well depth) and µ the reduced
mass of the binary system. Hence, the final kinetic energy of the targon is subjected to
a reaction condition, namely ′T (vT , vP ) > ∗, which determines a domain I() of target
velocities leading to reaction (I() depends on the collision energy  = mPv2P/2). The Eley-
Rideal reaction probability PER() is then obtained by integrating the distribution of target
velocities g(v) over I(). In the simplest case, g(v) is simply related to the momentum
space wavefunction (φν(p)) of the target initial vibrational state - i.e. through g(v) =
mT |φν(mTv)|2 - but a corrective factor has to be expected on general grounds to account
for the fact that the collision is hardly in the true impulsive limit (τcω0  1, τc being the
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collision time and ω0 the targon vibrational frequency).
On the other hand, glancing collisions, which become relevant when the targon-incidon
potential dominates the dynamics, occur for large impact parameters and are ruled by the
orbital angular motion of the colliding pair. In this case it is more appropriate to think
about the reaction as a “capture” of the projectile by the target. If it were for the binary
system interaction only, knowledge of the long-range tail of the projectile-targon potential
would suffice to determine the “capture radius” ρc at a given energy , i.e. the maximum
value of the impact parameter for which capture does occur (and then the size of the capture
cross-section σ = piρ2c). For a potential of the form U(r) ≈ −α/rn (n > 2), one readily
obtains
ρc =
√
n
n− 2
n
√
n
2
− 1 n
√
α

(42)
This result holds for collisions in the gas-phase and determines, for instance, the Langevin
capture rate that accurately describes low-temperature ion-molecule reactions (n = 4) (the
assumption here is that once the ion-molecule complex is formed, reaction occurs with unit
probability)[59]. In our gas-surface case, however, the projectile-targon attraction competes
with the projectile-surface interaction and this competition strongly modifies the energy
dependence of ρc. The surface is seen to shield the targon from low-energy projectiles
and, conversely, to focus higher energy trajectories towards the target, thereby reducing
(increasing) the capture radius at low (high) collision energies.
This is best seen in a simple model where the targon is held fixed at a height h (h > 0 when
the target atom lies above the “surface”) and the surface is represented by a hard wall that
has the simple effect of reverting the normal component of the projectile velocity, vz → −vz
(see Fig.6). In this model, the orbital angular momentum of the projectile undergoes a
sudden change l→ l′ upon collision with the surface, namely
∆l2 = l′2 − l2 = −4uhvxvz (43)
if rP = (u,−h) represents the projectile position in the scattering plane (referenced to the
targon) at the time of the impact and v = (vx, vz) its speed (Fig. 6). Since for an attractive
interaction vxvz ≥ 0 (≤ 0) holds to the right (left) of the targon atom, the change ∆l
is negative for a targon above the surface and positive otherwise. As a consequence, the
effective barrier ruling the capture process decreases (increases) when the target lies above
(below) the surface and, correspondingly, the capture radius becomes larger (smaller) than
its gas-phase value. Real surfaces are not hard walls and display a more intricate competition
with the targon field of forces than the one outlined here. Nevertheless, for the large-impact
parameter trajectories we are interested in, the picture above is modified only to the extent
that the height of the turning point becomes energy dependent, the smaller the collision energy
is the higher the “altitude” where the projectiles reverts its motion.
Langmuir-Hinshelwood
At ambient conditions, Langmuir-Hishelwood is the most common mechanism for recombi-
nation at a gas-solid interface. The elementary microscopic event is particularly simple: two
species A and B diffusing on the surface meet and react, forming a product AB that then may
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Figure 6: A schematics of the hard-wall model used in the main text to illustrate the effect
of the surface on projectile capture. The targon is held fixed at a height h above the surface
(h < 0 in the left panel and h > 0 on the right) and collision of the projectile with the surface
occurs at a position rP = (u, h) in the scattering plane. The arrows indicate the projectile
speed before (dashed) and after (thin line) the bounce and ρ∞ is the impact parameter of
the trajectory.
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leave the surface for the gas phase. Since in the Langmuir-Hinshelwood mechanism diffusion
plays a primary role, and eventually impedes reaction at low enough surface temperatures,
here we limit ourselves to some simple considerations on the microscopic LH rate constant.
The latter takes a slightly different form depending on whether association is thermally ac-
tivated or proceeds as soon as the reaction partners come close to each other (here, with the
term association we mean reaction from two ad-species located in neighboring sites).
We consider a surface at low coverage of atoms and look first at the case in which
association is facile. Under these conditions, the time between collisions is much larger than
the time involved in a collision and the number of “three-body” encounters is negligible
compared to two-body events. We further simplify association and assume that those atoms
that come close to each other within a distance σ do react and leave the surface. In this
simplified picture, this critical distance σ - the “linear” cross section of the reaction - does not
depend on the velocity of the particles and needs to be of the order of the lattice constant
of the surface. Using standard results in the kinetic theory of gases (in two dimensions) we
can then write the rate constant as
k = v σ (44)
where v is relative velocity of the colliding partners, i.e.
v =
√
〈(vA − vB)2〉 =
√
v2A + v
2
B
if it is taken to be the root-mean-squared one. The appropriate velocities are those describing
diffusion of the two species on the surface, and are the thermal velocities when diffusion is
free and
v2X =
4DXΓ
X
e
N2
=
16D2X
N2r2X
X = A,B
when diffusion is a thermal hopping process (here DX is the diffusion coefficient of the species
X, ΓXe its total escape rate, N the number of hopping sites and rX the jump length, see Eq.
30).
On the other hand, when a barrier Ea is present in AB formation, association is a slow
process and can be modeled as a distinct kinetic step. In this case, the rate given above
becomes that for having the two partners in neighboring sites (we call AB∗ this configuration),
and must be corrected to include the association step. The latter occurs with a rate ka that
can be estimated with the help of transition state theory,
ka =
kbT
h
z‡AB
zAzB
e−βEa
where zA is the partition function of reactant A, zB similarly for B, and z‡AB is the partition
function of the transition state. When A and B are simple atoms zA, zB take a simple
form (e.g. ∼ (kBT )3/ω2‖ω⊥ for an adatom placed in a symmetric site with two degenerate
in-plane frequencies ω‖ and a frequency ω⊥ for the motion along the surface normal) and
zAB is only slightly more complicated, being that of an adsorbed diatomic with a hindered
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translation-like mode. Then, it follows
kLH = k
ka
ka + kd
(45)
where kd = fAΓAe + fBΓBe is the “dissociation” rate of AB∗, given in terms of the total escape
rates Γe and the fraction fX = (NX − 1)/NX of sites available for “dissociation” (X = A,B).
Eq. 45 of course reduces to the previous estimate kLH ≈ k when association is a fast process
(ka  kd).
Hot Atoms
When a light atom impinges on a metal surface, because of the unfavorable mass ratio, it
hardly dissipates enough energy to get trapped at the impact site in a single collision (see
Eqs. 5,6). Nevertheless, there exists the possibility that the intrinsic corrugation of the
surface (or that created by any species adsorbed on it) allows some energy to be channelled
in the motion parallel to the surface, thereby forming trapped but fast moving species. In
this case, the light atoms travel along the surface and repeatedly collide with it, eventually
transferring enough energy to become permanently trapped. The resulting hot-atoms have
energies much in excess to the thermal energy and may react with adsorbed species located
tens Å away from the impact position, even when the surface temperature is so small that
thermal diffusion cannot occur. Only a small fraction of the initially trapped species finds
a collision that re-convert energy in the direction normal to the surface (and thus desorb
before “stabilization” occurs), but also in this case these metastable hot-species may travel
for ps along the surface and find a reaction partner.
The situation is common for (but not limited to) H atoms on metal surfaces, where the
large value of the binding energy of ∼ 2.5 eV makes trapping easier, and H atoms with ∼2
eV kinetic energy along the surface are common. The corresponding reaction mechanism
is intermediate between Eley-Rideal and Langmuir-Hinshelwood, and is called Hot-Atom
(HA) mechanism[60]. It is not as direct as ER but does proceed neither through thermally
equilibrated species like LH. As a result, HA products are typically as hot as Eley-Rideal
products, and show limited surface temperature dependence. They are hard to distinguish
from ER products in experiments where detailed information on the dynamics cannot be
obtained (e.g. kinetic experiments), if not for the extremely large apparent cross-sections
they can give rise to.
Modeling of the reaction dynamics proceeds along lines similar to those illustrated above
for LH, in the limit where diffusion is free and a linear (most likely energy dependent) cross-
section characterizes reactive collisions in two dimensions. The main departure from LH is in
the diffusive process: the squared velocity v2 determining the size of the diffusion coefficient
is given by the large, non-equilibrium hot-atom energy rather than its thermal value,
D =
v2τc
2
=
EHA
mγ
where τc (γ) is the collision time (rate), m the hot-atom mass and EHA  kBT its energy.
For instance, in a typical situation one finds EHA ∼ 2 eV, to be compared with the room-
temperature thermal energy of 0.025 eV. Actually, hot-atoms move ballistically for rather long
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times (ps) that, depending on the surface coverage, the transition from ballistic (∆x2 ∼ t2)
to diffusive (∆x2 ∼ t) may not be complete before they react, i.e. in the time window of
interest for their dynamics.
We emphasize here that the situation is quite different from that described by the stan-
dard Langevin dynamics (see Appendix): hot-atoms do behave essentially free but undergo
random quasi-elastic collisions changing the direction of their velocity vectors rather than
inelastic interactions (collisions) with an equilibrated environment. To better explain this
difference, we notice that in the Langevin description of Brownian motion the average energy
change “per collision” is a fixed, large fraction of the energy in excess to the thermal one -
〈∗〉 = 〈〉 − β where 〈〉 = m 〈v2〉 /2 and β = kBT/2 for Brownian motion in 1D - clearly
at odds with the energy transfer process of interest here. To see this, let us consider the
Langevin equation appropriate for this case
mv˙ +mγv = ξ
(see Appendix, namely Eq. 56 for V = 0, and v = z˙), multiply it by v and take the ensemble
average
d 〈〉
dt
+ 2γ 〈〉 = 〈vξ〉 (46)
Here the average 〈vξ〉 can be computed from the explicit solution of the LE above, v(t) =
v(0)e−γt +
´ t
0
e−γ(t−τ)ξ(τ)dτ/m, and easily seen to be
〈v(t)ξ(t)〉 = 1
m
ˆ t
0
e−γ(t−τ) 〈ξ(τ)ξ(t)〉 dτ = γkBT
where use has been made of the fluctuation-dissipation theorem, Eq. 57, for γ(t) = 2γδ(t).
Thus, energy excess decays exponentially according to 〈∗〉 (t) = ∗(0) × exp (−2γt), and
the energy transfer per collision is δ = |∆ 〈∗〉 (γ−1)| ≈ 0.86 〈∗〉 where 〈∗〉 is the excess
energy at the given time. Such collisional energy transfer is small only in near equilibrium
conditions (in fact, it is zero in equilibrium because of the fact that energy gain and energy
loss processes become equally likely), but it is clearly enormous at the typical hot-atom
energies where 〈∗〉 ≈ 〈〉 ≈ 2 eV.
Were it not for the slow energy decay, hot atom dynamics could be modeled by free-atom
dynamics with a random purely re-orienting force (e.g. a term like v ∧ H where H is a
constant, “pseudo-magnetic” field that is randomly switched on parallel or antiparallel to the
surface, for variable times tH), or, more accurately, by simple Hamiltonian dynamics in the
fully corrugated static surface potential V = VS(x). However, introducing energy transfer in
a reduced description without resorting to a full lattice dynamics is highly desirable, at least
in the “short” time (few ps) where hot atoms stabilize on the surface and slightly slow down
their motion before reacting. This is because a full lattice dynamics could be computationally
demanding even today, since large simulation cells are required to accommodate hot-atom
trajectories. Furthermore, one can also introduce in this way the energy transfer to the
electronic system by e − h pair excitations, a process which may occur irrespective of the
lattice dynamics.
Fortunately, it turns out that such “quasi-Langevin” description is possible[61]. Energy
decay to phonons is a slow process, inelastic collisions are random and memory-less, and
34
roughly limited to the hot-atoms interaction with the repulsive wall of VS. The resulting
stochastic equation of motion for this rigid -surface hot-atom dynamics - a Langevin-like
equation with state-dependent friction - reads as
mx¨+∇VS(x) + (α + ζ)F (x) z˙|z˙| zˆ = 0 (47)
where VS(x) = V attS (x) + V
rep
S (x) is the rigid-surface potential separated in an attractive
(att) and a repulsive (rep) contribution and F (x) = −∂V repS (x)/∂z ≥ 0 is the repulsive
force along the surface normal. Furthermore, α > 0 is a constant that characterizes energy
dissipation (it is the only empirical parameter needed) and ζ is a Gaussian random variable
with zero mean that takes a different value each time the hot-atom reverts its motion along
the surface normal5 (i.e. for vz = z˙ = 0). The physical interpretation of the above equation
is the following. Consider the limiting case where the interaction is separable VS(x) =
V‖(x, y) + V⊥(z), i.e. where the motion along z can be treated independently of the motion
along the surface plane (x, y). The equation governing energy dissipation is then the 1D
equation
mz¨ +
d
dz
{[
1− (α + ζ) z˙|z˙|
]
V rep(z) + V att(z)
}
= 0
and describes dynamics on an effective potential
V eff (z) = [1± (α + ζ)]V rep(z) + V att(z)
where the plus sign stands for the atom traveling towards the surface (vz < 0) and the minus
for the opposite case. At each collision there is a jump in the total energy, which though
is substantial only at the inner turning point, since V rep is negligible at large z. For such
vz < 0→ vz > 0 collision the energy change reads as
δ = −2(α + ζ)V rep(ztp) = −2(α + ζ)− V
att(ztp)
1 + α + ζ
(where  is the incidence energy) and corresponds to energy transferred from the hot-atom
to the lattice. This means that the average energy change per collision is
〈δ〉 ≈ −2α
(for α, ζ  1 and   V att(ztp)). Similarly, (δ)2 ≈ 4(α + ζ)22, and the average energy
fluctuation per collision turns out to be
〈∆(δ)2〉 = 〈(δ)2〉 − 〈δ〉2 = 4 〈ζ2〉 2
Comparison with Langevin dynamics determines the size of the fluctuations 〈ζ2〉 in the
random term. To this end, we notice that in the Langevin dynamics the energy fluctuations
obey the equation
d 〈∆2〉
dt
= 2
[−2γ 〈∆2〉+ 〈(− 〈〉)vξ〉]
5Both α and ζ are dimensionless.
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which, parallel to Eq. 46, can be obtained through simple manipulations from the LE for a
free-particle. Here, the second term on the r.h.s. can be written explicitly with the help of6
〈v3ξξ〉 =
3(kBT )
3
m
γ × (1− e−2γt) 〈v2ξ 〉 = kBTm × (1− e−2γt)
(where vξ = e−γt
´ t
0
e+γτξ(τ)dτ/m is the random component of the velocity), and we obtain
the final result in the form7
d 〈∆2〉
dt
= −4γ 〈∆2〉+ 4γkBT × (0)× e−2γt + 2γ(kBT )2 ×
(
1− e−2γt)
Thus, at short times and for (0) th, we find a simple relation between the rate of change
of the energy and that of its fluctuations
d 〈〉
dt
≈ −2γ d 〈∆
2〉
dt
≈ 4γkBT = −2kBT d 〈〉
dt
which gives the desired width of the distribution of the random term
〈ζ2〉 = kBT

α ≈ kBT
(0)
α
when the same relation is enforced in the quasi-Langevin description outlined above. This
shows that α alone determines the quasi-Langevin equation Eq. 47 and this can be ob-
tained either from exploratory dynamical simulations involving the lattice or simply esti-
mated (α−1 ∼ few ps typically).
Dissociative chemisorption
Dissociative chemisorption is a particular sticking process in which a molecule colliding with
a surface is dissociated and adsorbed as two separated fragments. In the past years, many
useful concepts have been developed to understand how the translational, the vibrational and
the rotational degrees of freedom of the molecule come into play in determining the outcome
of the reaction (see, for instance, the excellent reviews on the topic of Ref. [62, 63, 64, 65]).
The complex interplay of several factors makes difficult – if not impossible – to derive a
simple yet comprehensive model of dissociative chemisorption. Here we want to focus on a
specific aspect, the role that the surface phonons play on the reaction. The latter have been
the subject of recent investigations that helped to shed light on general questions regarding
the role of surface motion in scattering problems.
6To the aim of obtaining such results remember that, since ξ is Gaussian, the correlation 〈ξ(t1)ξ(t2)〉
suffices to write high order correlations such as, e.g., the term 〈ξ(t1)ξ(t2)ξ(t3)ξ(t4)〉 that appears when
expanding 〈v3ξξ〉.
7It follows that 〈∆2〉 = (kBT )2/2 holds under equilibrium conditions, in accordance with the standard
result 〈∆2〉 = cvkBT 2 where cV is the heat capacity (cV = kB/2 in our case).
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From a general perspective, surfaces can be seen to exert two different roles in chemical
dynamics. Phonons may play a passive role, in which they act as a large dimensional bath
coupled to the reaction coordinate, that dissipates the energy of the system and induces
thermal fluctuations. In this case, their main effects can be captured with simplified models,
since the detail of the lattice dynamics is not relevant and a statistical description suffices
for most purposes. At the opposite extreme, phonons may play an active role: the motion
of some lattice degrees of freedom, directly coupled to the reaction coordinates, shapes a
distortion of the reaction potential which is crucial for the outcome of the process. Here, the
detailed coupling potential that determines the distortion would be required, but most often
the main effect come from few surface degrees of freedom, i.e. from those “closest” to the
reaction site that are directly involved in the dynamics. Hence, under such circumstances,
it is possible to include these effects with larger (but yet attainable) dynamical models.
In general, the surface plays an active role when the dynamics is activated and any tiny
lattice deformation may show up in the reaction probability. In this case, fortunately, the
passive role of the surface atoms can be neglected, and accurate reduced-dimensional models
including the most important surface degrees of freedom developed. This occurs for example
in the (activated) dissociative chemisorption of light diatoms (e.g. H2 on several metal
surfaces) since, as is evident from the simple models presented in the previous sections,
a large mass mismatch between the projectile and the surface severely limits any energy
transfer process.
One of the simplest “active surface” models is the surface oscillator model (SOM)[66,
67], in which the molecular Hamiltonian is coupled to a “surface oscillator” through the rigid
surface (RS) potential. Specifically, for a diatom AB with atom coordinates rA and rB, atom
momenta pA and pB and masses mA and mB, the SOM Hamiltonian reads as
H =
p2A
2mA
+
p2B
2mB
+ VS(rA − Zzˆ, rB − Zzˆ) + P
2
2MS
+
MSΩ
2
SZ
2
2
(48)
where VS(rA, rB) is the molecular potential comprising the interaction of the molecule with
the static surface, zˆ the surface normal, and Z (P ) is the height (momentum) of the “surface”,
taken to be a harmonic oscillator of mass MS and frequency Ωs. The rationale here is
that the interaction of AB with the surface atoms mainly depends on the relative position
of the molecule with respect to the average height of the topmost surface layer, i.e. the
phonon-molecule coupling is dominated by out-of-plane surface phonons and this effect can
be well captured by a single oscillator. The model Hamiltonian of Eq. 48 has one additional
degree of freedom, but allows one to easily introduce surface temperature and barrier shift
effects[68, 69].
Two different limits are worth discussing in this context. One is for Ω → ∞ where the
surface oscillator become prohibitively stiff that it does not take part to the dynamics. This
is the trivial limit where the dynamics comes back to that of the rigid surface case. The
opposite limit for Ω→ 0 is more interesting, since in that case the surface oscillator becomes
“free” and plays a simple kinematic role in the dynamics. In this limiting model (also known
as surface mass model, SMM) the effect of the additional degree of freedom is to convert
collision energies  in energies of the relative motion rel, according to the mass chosen to
represent the surface and thes initial speed vS of the oscillator. As a consequence, the SMM
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probabilities are simple convolutions of the rigid-surface ones (PRSs ),
P SMMs (, ν) =
ˆ
PRSs (rel(, vS), ν) g(vS)dvS
where rel = 12µ(vAB− vS)2 (with µ is the reduced mass µ−1 = (mA +mB)−1 +M−1S and vAB
the COM speed along z) and ν collectively labels the internal molecular states.
At a more accurate level, one can try to take the effect of some true surface oscillators
into account, e.g. for the above problem of the diatomics, to consider the Hamiltonian
H =
p2A
2mA
+
p2B
2mB
+ VS(rA, rB) +
∑
k
p2k
2mS
+ VL(q) + VI(rA, rB,q) (49)
in place of Eq. 48. Here, q = (q1, q2, ..) [p = (p1, p2, ..)] are the coordinates [momenta] of
the surface degrees of freedom, mS their mass, and the total potential has been split into
three terms: VS is the above static surface potential, VL is the lattice potential and VI is
the coupling between the molecule and the surface degrees of freedom. This is particularly
useful when the phonon-molecule coupling is weak and the motion of the projectile is faster
than the vibrations of the (heavy) surface atoms, since in this limit a diabatic approximation
on the qk’s is possible. In other words, during a rapid scattering process the slowly moving
surface atoms cannot adjust their position, rather remain essentially frozen in their initial
arrangement. Each given lattice configuration determines its own dynamics, and appropriate
averaging is needed to wash out such dependence, This vibrational diabatic approximation is
also referred to as “Sudden Approximation”, and has long been known in gas-phase dynamics,
since the pioneering works by Bowman and coworkers[70, 71]. In the context of gas-surface
scattering is often referred to as Phonon Sudden Approximation (PSA), and its application
in classical dynamics is straightforward: the initial position of the lattice atoms are sampled
from the equilibrium distribution and molecular trajectories are integrated in accordance
with the sudden Hamiltonian
HPSA =
p2A
2mA
+
p2B
2mB
+ VS(rA, rB) + VI(rA, rB|q) (50)
where the vertical bar has been introduced in VI to emphasize that the dependence of the
potential on the qk’s is only parametric. In other words, as mentioned above, the lattice
coordinates are frozen during the dynamics, with values chosen randomly from the appropri-
ate distribution. This classical approach has been successfully applied, for instance, in Ref.
[72] to estimate the static effect of surface temperature on the dissociative chemisorption
probabilities of H2 and D2 on Cu(111).
The above Phonon Sudden Approximation can be generalized to a quantum setting, upon
assuming that the coupling potential does not affect the evolution of the lattice dynamics,
i.e. that
[HL, VI ] ≈ 0 (51)
approximately holds, HL =
∑
k
P 2k
2mS
+ VL(q) being the lattice Hamiltonian. Under these
conditions, the scattering amplitude for the collisional transition (ν, i)→ (ν ′, f) between the
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ν and ν ′ molecular states and the i and f surface states (they are all multiindex) can be
obtained by integrating the PSA scattering matrix, namely from
SPSA(ν ′, f ← ν, i) = 〈f |sPSA(ν ′ ← ν|q)|i〉 (52)
where sPSA(ν ′ ← ν|q) is the solution of the scattering problem defined by the sudden Hamil-
tonian, Eq. 50, with the lattice coordinates fixed at q. The full knowledge of sPSA(ν ′ ← ν|q),
allows one to compute the state-to-state scattering probabilities, which are the square of the
scattering matrix elements, for any initial and final state, just by performing the quadrature
of Eq. 52.
In general, given the state resolved scattering amplitude S(ν ′, f ← ν, i), the initial-state-
selected dissociative adsorption probability follows as
Ps(ν, i) = 1−
∑
ν′,f
|S(ν ′, f ← ν, i)|2 (53)
where the sum runs over all internal state of the molecule and the states of the lattice8.
Plugging the PSA scattering amplitude in the above expression gives the corresponding
probability in the phonon sudden approximation
PPSAs (ν, i) = 1−
∑
ν′,f
〈i|sPSA(ν ′ ← ν|q)†|f〉〈f |sPSA(ν ′ ← ν|q)|i〉
= 〈i|pPSAs (ν|q)|i〉 =
ˆ
dFq|Φi(q)|2pPSAs (ν|q) (54)
where
pPSAs (ν|q) = 1−
∑
ν′
|sPSA(ν ′ ← ν|q)|2
and Φi(q) is a bath eigenfunction. Eq. 54 is a simple statistical average, since no phase factor
is present in pPSAs . As a consequence, in analogy with classical dynamics, the PSA dissociative
chemisorption probability is simply the average of the probability at fixed lattice coordinates,
weighted by an appropriate distribution |Φi(q)|2, a rather physically sound result. We notice
though that the manipulation leading to Eq. 54 is rather subtle since it implicitly assumes
that the computed scattering matrices are made non-unitary in practice (e.g. by imposing
absorbing potentials).
APPLICATIONS
So far we have presented the general phenomenology of processes at surface, along with those
basic concepts that allow a “zero-th order” dynamical description. We close this review with
a brief overview of real world systems, since recent years have witnessed a great progress in
8If needed, these quantities can be averaged over the thermal distribution of the bath states to give the
probability at given surface temperature, Ps(ν, T ) =
∑
i pi(T )Ps(ν, i).
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atomistic simulations that a close comparison with experimental findings has been possible
in many cases. Such progress is the result of a virtuous interaction between the availability of
powerful computational resources and the development of accurate and reliable methodolo-
gies. It helped to settle open questions or, at worst, motivated further fruitful investigations.
The focus of this review is on the dynamics, but the advances in electronic structure theory
played such an important role that can hardly be overemphasized. We just mention that
Density Functional Theory definitely emerged as a thoroughbred, and DFT methods have
been made available to compute interaction energies in the chemical range (including the van
der Waals realm) for systems of the typical size necessary in many surface science problems.
As for the dynamics, the situation is less distinct and a large number of complementary
approaches has emerged from the variety of challenges presented by surface science. They
are schematically depicted in Fig. 7, and briefly introduced in the following.
The simplest and most straightforward approach is to treat the projectile and a vari-
able portion of the surface with classical molecular dynamics. At this level, (mechanical)
environmental effects can be safely assigned to the lattice boundaries and thus described by
Langevin forces acting on the edge atoms only. The obvious advantage of classical dynamics
is the low cost of propagation that allows the introduction of a large number of degrees of
freedom or the use of high-quality information on the interactions (such as on-the-fly ab
initio computation of the forces).
At the opposite extreme, there are approaches in which both the scattering particle and
the lattice are treated at a quantum level. In this case, a “brute force” approach in which
both are explicitly considered in detail is out of reach because of the well known exponential
scaling of quantum dynamics. One viable route in this case is to extract a primary system
(called simply the system) that contains the most relevant degrees of freedom (usually the
projectile plus possibly some strongly coupled lattice coordinates). If necessary, the effect
of the environment on the system can be incorporated at a fully quantum level with open-
system quantum techniques, e.g. master equations for reduced density operator of the system
or system-bath unitary dynamics.
Between these two extremes, there lies a variety of models in which ad-hoc approxima-
tions are exploited to study a particular aspect of the scattering problem. In many “small
quantum system” approaches the fully quantum description of the scattering dynamics is
retained at the expense of an arbitrary reduction (or even neglect) of the lattice degrees
of freedom. Two examples are the above mentioned Surface Oscillator model and Phonon
Sudden Approximation, that aim at capturing some specific aspects of the dynamical effect
of the surface. On the contrary, when the quantum nature of the lattice is preserved at
the expense of the scattering coordinates, we have methods based on the Forced Oscillator
Model, which was conceived to study with accuracy the energy transfer to the lattice.
In this final section, we present a few examples of both quantum and classical studies
in the field of surface science, chosen to illustrate some typical problems and the adopted
theoretical approach. The list does not claim to be exhaustive nor definitive, rather follows
the interests and the expertise of the authors.
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Figure 7: A cartoon illustrating several dynamical schemes adopted to handle gas-surface
dynamical problems.
Classical Dynamics
We start our short examination from the molecular dynamics study by Shalashilin and
Jackson on H scattering from Cu(111) [61], who demonstrated the efficacy of a combined
use of standard trajectories and advanced stochastic models. In this work, a large slab of
150 Cu atoms was used to investigate the behavior of hot-atoms on a dynamic lattice, and
forces were computed with a reasonable analytical potential. The formation of trapped hot
species was analyzed in detail, as well as the nature of their motion on the surface and
their energy and momentum dissipation. Furthermore, the results were scrutinized for a
Fokker-Planck description of the slow energy decay process, which was then used to build
a satisfactory “quasi-Langevin” description of the atom dynamics based on the rigid-surface
potential only. As mentioned in section “Reactions - Hot Atoms”, the difference with the
standard Langevin approach consists in the structure of the friction and fluctuating forces,
which were designed to describe the small energy transfer of the light atoms to the surface.
The model as such, is in fact readily extended to include electronic friction effects, which
have been recently found substantial in some hot-atom dynamics [35]. Adsorbate-induced HA
formation and (phonon mediated) stabilization of hot hydrogen atoms were also investigated
in Ref. [73], where a detailed comparison of Eley-Rideal reaction and Hot-Atom formation
was performed for hydrogen atoms recombining on Ni(100). The authors of Ref. [73] used
an accurate Embedded Diatomics in Metal potential model [74] - a variant of the popular
Embedded Atom Method [75, 76] - and a large slab (9 × 9 × 11) to follow the dynamics of
projectile H atoms fired on a previously covered Ni(100) surface. They found that hot-atom
formation cross-sections are much larger than ER ones, and that both the adsorbate-induced
corrugation and the enhanced energy transfer with the (light) targets play a role in forming
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Figure 8: Energy distribution of hot hydrogen species formed on a Ni(100) surface at T =
120 K, pre-covered with H atoms, ∼ 1 ps after the impact on an occupied (red) or empty
(blue) adsorption site. The different values of the collision energies are indicated on the
ordinate axis and by the small vertical bars, and the zero of energy has been aligned with
the desorption threshold. Adapted from Ref. [73].
stable hot species already at the first impact. Fig. 8 shows an example of the simulation
results which is illustrative of the hot-atom properties: there is plotted the energy distribution
of the trapped species after about 1 ps at a surface temperature of T =120 K, for different
values of the collision energy (the curves would slowly shift towards lower energy since HA
relaxation was found to occur on a time scale of ∼ 4-5 ps).
Recently, the advent of large and fast supercomputing facilities has opened the way to Ab
Initio Molecular Dynamics (AIMD), with Density Functional Theory forces computed on-
the-fly. While this methodology ensures that the forces are accurate and reliable, it requires
a much more expensive evaluation of the forces, when compared to standard molecular
dynamics. As a consequence, a tradeoff has often to be found between the size of the
simulation cell and the quality of the statistics. Nevertheless, high quality results can already
be obtained by judiciously choosing the set up for running AIMD. Nattino et. al. [77], for
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instance, investigated methane dissociative chemisorption on Pt(111) and used a 3×3 surface
unit-cell slab with 5 atomic layers to model the surface. These 45 platinum atoms were proven
to be enough to capture the active effects of the lattice motion which were most important
in dissociating the molecule. The authors of Ref. [77] investigated in detail a number of
issues, including the dependence of the reaction probabilities on the initial vibrational state
of the molecule, its rotational alignment and the temperature of the surface. They further
performed a thorough comparison with available experimental results at a quantitative level,
thereby demonstrating the power of this methodology.
AIMD was also used to investigate relaxation of hot atoms resulting from molecular
dissociation, as mediated by both phonon excitation and electronic friction[35] The aim of
the authors of Ref. [35] was to establish at what stage of the dissociation of a molecule e-h
pair excitation becomes relevant, in light of the contradicting evidences that an adiabatic
picture seems to work in most cases for dissociative chemisorption but electron excitations
are indeed observed during reactions, as e.g. chemicurrents. The findings of Ref. [35] point
towards a primary role of e−h pair excitations in hot atom relaxation, a result that might be
exaggerated by the rather crude description of the electronic friction (the local density friction
approximation, see “Energy Transfer - Electronic friction”)9 but does prove the ubiquitous
role of electronic excitations when dealing with metal surfaces. Notice, further, that the
hot-species formed in such a molecular dissociation process are sensitively slower than those
obtained when firing atomic species at a surface, hence the HA energy distributions are
colder and the traveled distances smaller than those mentioned above, at the beginning of
this Section.
AIMD was further used in cases of systems strongly coupled with the lattice, such as
the Eley-Rideal formation of H2 on graphitic/graphenic surfaces. The coupling in this case
arises from the fact the adsorbed H atom forms a strong, covalent bond with one atom of the
lattice, and its breaking may leave substantial energy into the substrate. In fact, since the
C atom is sp3 hybridized and protrudes from the flat surface, after reaction it can be found
in a highly excited vibrational state. This and other issues (e.g. the competing formation
of dimers on the surface) have been described by Casolo et al. [78, 79], who performed a
detailed comparison between classical and reduced-dimensional quantum studies, and with
available experimental data. The results of Refs. [78, 79] show that Eley-Rideal reaction
dominates over dimer formation at collision energies relevant for the chemistry of the inter-
stellar medium, thereby ruling out possible catalytic pathways in H2 formation that involve
dimers on the surface. They further show that reaction is accompanied by substantial sub-
strate heating: formation of a single H2 molecule may rise the surface temperature of a
typical (µm-sized) interstellar grain by 2× 10−4 K. Fig. 9 shows some illustrative results of
these studies: reaction cross-sections, energy partitioning and (average) rotational and vibra-
tional quantum numbers for the product H2 (obtained by standard binning of the trajectory
results). One striking feature evident from this figure is the size of the cross-sections which,
despite the unfavorable 1
4
spin-statistical factor which had to be corrected for, are much
larger than ∼ 1 Å2 typical of Eley-Rideal recombination on metal surfaces, as discussed pre-
viously in section “Reaction - Eley-Rideal”. Also evident in Fig. 9 is the internal excitation
9Indeed, in LDFA the friction is entirely determined by the value of the electron density at the atom
position. Hence, also insulating surfaces would be effective in providing such friction.
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Figure 9: Results of an AIMD investigation of the Eley-Rideal formation of H2 on graphite.
Left panel: cross sections for ER recombination from AIMD (dots with error bars) and from
quantum calculations within the adiabatic (blue) and sudden (red) rigid, flat-surface mod-
els (see the main text). Middle: partitioning of the reaction energy into surface degrees of
freedom (blue), H2 translational energy (red), and H2 internal energy (black). The black
line shows the total energy available (the reaction exothermicity plus the collision energy).
Right panel: average H2 vibrational (black) and rotational (red) quantum numbers as ob-
tained through standard binning of the AIMD results (dots-full lines) and from quantum
calculations (dashed lines).
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Figure 10: ER recombination probabilities from 2D collinear calculations with the adiabatic
model, as a function of the collision energy in both log (left panel) and linear (right panel)
scales. In the right panel the thick lines are the results of the quasi-classical impulsive model
described in the main text, color coded as the quantum results.
of the product molecules, a rather common feature that follow from the exothermicity and
the specific mechanism of the reaction (see Section “Reaction - Eley-Rideal”); in particular,
the opposite behavior of the vibrational and rotational excitation vs. energy (right panel)
signals the competition between head-on and glancing collisions in determining the reaction
outcome.
Quantum Dynamics
Eley-Rideal H2 formation on graphene is also one of the most studied quantum scattering
problems. In this context, the description is often simplified by invoking the rigid and flat
surface approximation, i.e. assuming that the lattice is frozen and neglecting the corru-
gation of the atom-surface potential. As a consequence, the total momentum parallel to
the surface and the projection of the total angular momentum on the surface normal are
conserved quantities and the overall description includes three degrees of freedom only [80].
In light of the strong coupling between the previously adsorbed hydrogen and the bonding
carbon, the role of the substrate atom is often statically included in the potential energy
surface, considering two different (opposite) limiting behaviors [81, 82]: either with a sudden
approximation or with an adiabatic approximation. In the first case, the reaction dynamics
is supposed to be so fast that the C atom remains frozen in its reconstructed configuration,
whereas in the second case the substrate atom relaxes instantaneously during the supposedly
slow recombination process. A comparison of the results obtained in these two limits is given
in Fig. 9, along with the AIMD results, where it is shown that they provide reliable upper
and lower bounds to the cross-sections, at least in the regime where classical mechanics is
valid. Several aspects have been scrutinized on the quantum dynamics of H2 forming on
graphite - e.g., the internal excitation of the products, the quantum effects at high energies
and the cold collision energy dynamics, the isotope effects, etc.- and novel methodologies
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developed to overcome problematic issues [83, 84, 58]. The reader is referred to the original
literature [82, 85, 86, 84, 87, 58] and review articles [88]. Here, we rather focus on the simple
collinear dynamics, which is illustrative of the concepts developed in section “Reactions -
Eley-Rideal”. Fig. 10 shows that the ER reaction presents a marked isotopic dependence in
these head-on collisions. At high energy, where the dynamics is classic, the behavior of the
probability curves is well-captured by the simple, quasi-classical impulsive models described
above. The only necessary adjustment is in the target atom velocity distribution function:
in this case the impulsive limit does not strictly holds, since the target atom performs few
vibrations during the collision. To remedy this deficiency, we can assume that the average ki-
netic energy increases by Deff due to the interaction with the projectile while the momentum
distribution keeps the same shape and average. This amounts to replace the original target
frequency ωS (determining the momentum wavefunction φν(p)) with an effective frequency
ωeff = ωS + 4Deff/~. The results of these quasi-impulsive models - shown in Fig. 10 as full
lines - capture rather well the main aspects of the dynamics at a moderate-to-high collision
energies. At smaller (“cold”) energies, the reaction probability shows a general decrease de-
spite the absence of any reaction barrier, but the detailed behavior is hardly rationalizable
and likely bound to the details of the interaction potential. This is the quantum regime
where quantum reflection and dynamical resonances play a primary role.
The Phonon Sudden Approximation has been introduced and tested by the authors of
Ref. [89], who used the dissociative chemisorption of H2 on Cu(111) as a testing ground
for this approximation. Here, an additional degree of freedom for the motion of a lattice
coordinate was added to the dynamical description that, in turn, became a seven-dimensional
model. Quantum wave-packet propagation was used to compute reaction and state-to-state
scattering probabilities. For instance, in Fig. 11 the sticking probability is shown as a
function of the incidence energy of a molecule in the rovibrational ground state ν = 0,
J = 0, for different states of the substrate. Because of the small coupling between the
molecule and the phonons of the surface, the sticking curves for the vibrational ground state
of the lattice coordinate (n = 0) differ only slightly from the one with the static surface,
i.e. kept fixed in the equilibrium position. A significant increase of the reaction probability
at the threshold energy was found however when the lattice was vibrationally excited (n =
9). The graph shows that for both vibrational states the exact 7D calculations and the PSA
results are in excellent agreement. It has been established, in fact, that in H2 scattering
off Cu(111) the role of the surface is almost perfectly captured already at a static level, by
taking into account the distortion of the potential induced by the thermal fluctuations of the
lattice atoms.
Vibrational relaxation was investigated within and beyond the Fermi-golden-rule ap-
proximation described in Section “Vibrational Relaxation”. Saalfrank and coworkers, for
instance, investigated in detail the relaxation dynamics of H atoms stuck on the Si(100)
surface, and the competition with laser-field excitation in producing mode (state) selective
products[90, 91]. In a thorough analysis of the H-Si(100)-2×1 system, they developed a
microscopic model describing Si-H bending and stretching, and their anharmonic coupling
to the Si lattice. Using the Fermi-golden-rule to compute the vibrational lifetimes τ and
including one- and two- phonon decay processes, as well as anharmonic coupling in the Si-H
vibrations, they rationalized the striking differences between the bending (τ ∼ ps) and the
stretching (τ ∼ ns) lifetimes[90]. They found that, even though both vibrational modes have
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Figure 11: Dissociative chemisorption probability as a function of the collision energy for
state-selected H2 scattering off the Cu(111) surface. The rigid-surface 6D quantum results
(black) are compared with eaxct 7D quantum calculations (thin blue and red lines) and 7D
calculations using the phonon sudden approximation (dashed lines). n is the vibrational
quantum number of the additional surface mode included in the 7D calculations.
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frequencies well above the Debye frequency of the Si substrate, only the bending mode is
capable to excite two surface phonons and thus relax on a ps time-scale. The stretching
mode could only relax via anharmonic coupling to the bending, i.e. through creation of
two bending quanta for each quantum put in the stretching mode. This study was later
extended[91] beyond the Markov regime implicitly assumed in adopting a rate description,
and the fast relaxing bending mode explicitly followed in real time with high dimensional
wavepacket simulations of the Multi-Configurational Time-Dependent Hartree (MCTDH)
type[92, 93, 94]. Interestingly, the effect of the surface temperature was investigated via an
efficient stochastic representation of the thermal density operator[95] and found to substan-
tially reduce the lifetime of the vibrationally excited species adsorbed on the surface[91].
To the best of our knowledge, the only numerically converged, fully quantum study of
a strongly coupled scattering problem, explicitly including the lattice degrees of freedom, is
our recent work on the activated dynamics of hydrogen sticking on a graphitic/graphenic
surface [96, 36]. This has been possible upon exploiting the relation between the independent
oscillator models and the Langevin dynamics discussed in Appendix. We have devised and
applied an elaborate strategy which, starting from the development of a general technique to
extract information on the environmental forces acting on the system[47] and the definition
of a suitable dynamical model for a H atom bound to graphene[96], allowed us to investigate
the sticking dynamics in a fully quantum setting[36].
Briefly, the model includes an accurate description of the hydrogen atom and its bonding
carbon atom that, in turn, is linearly coupled to a bath of harmonic oscillators mimicking the
graphene sheet. The inclusion of the carbon in the primary system is motivated by the large
reconstruction that the surface undergoes to during the sticking process. This simplified
yet faithful description was successfully studied with converged MCTDH calculations[92, 93,
94], with a focus on the collinear scattering dynamics on a zero-temperature surface. An
overview of a typical dynamical simulation is reported in Fig. 12, which displays the time
evolution of the probability density along zH , the height of the projectile H atom above
the surface. The figure clearly shows that when the scattering wavepacket approaches the
surface a small fraction is directly reflected while the largest fraction overcomes the barrier
and reaches the adsorption well. At a later time (in few tens of fs), a further fraction is
expelled and constitutes the inelastically scattered probability. The rest of the wavepacket
remains trapped in the adsorption well and relaxes. The right panel of Fig. 12, gives the
corresponding time-evolution of the bath excitation, represented as the average occupation
number of the oscillators (average number of phonons). Excitation first involves the high
frequency modes only but in a rather short time interval spreads over the whole frequency
range, as a consequence of the strong coupling between the bath and the surface phonons.
By combining the energy resolved results of several wavepacket simulations, we computed
the quantum mechanical sticking probability curve illustrated in Fig. 13. For comparison,
also reported are the results of zero-temperature quasi-classical simulations of the dynamics,
which are seen to be in remarkably good agreement with the quantum ones (except for the
threshold region where tunneling dominates), in sharp contrast with the purely classical
results. This highlights the importance played by the zero point fluctuations of the lattice,
which are necessary to achieve a reasonable description of the sticking process.
Both quantum and quasi-classical curves shows the two contrasting behaviors described
in section “Sticking” for the impulsive model of activated adsorption. At incidence energies
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Figure 12: Time evolution of the reduced density along the height of the hydrogen atom
above the surface (zH , left bottom panel) and of the average excitation number of the bath
oscillators (right bottom panel) in a typical high dimensional quantum simulation. The
average initial momentum was 7 a.u., corresponding to a nominal collision energy of 0.36
eV. The top panel on the left shows a contour plot of the system potential aligned along zH ,
and the top panel on the right gives the spectral density JC(ω) felt by the binding C atom,
in correspondence with the bath oscillator frequency.
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Figure 13: H atom sticking probability on graphene from quasi-classical (green) and quantum
(red) calculations, compared with the results of an impulsive model using the quantum
distribution of the surface atom velocities (dashed lines). See main text for details.
around Eb (∼ 0.2 eV in this case), the process is limited by the probability that the projectile
atom overcomes the barrier, since any H atom that reaches the interaction region is able to
dissipate the small amount of energy in excess to get trapped. As a consequence, in this
regime Ps grows with increasing collision energy. On the contrary, at higher collision energy
the sticking probability decreases. In this case the atoms have always enough energy to
reach the chemisorption well, but sticking only occurs if energy relaxation is efficient enough
to prevent the projectile to re-cross the barrier and return to the gas-phase. This analysis
is supported also by a quantitative use of the impulsive approximation. Fitting the quasi-
classical model introduced in section “Sticking” to the simulation results, we obtained quite
a good representation of the sticking probability (see Fig. 13, dashed line), with reasonable
values of the model parameters[36].
CONCLUDING REMARKS
We presented a simplified overview of some basic dynamical phenomena involving atoms
or molecules and solid surfaces, with an emphasis on those models that elucidate the main
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physics governing the elementary processes. This allowed us to single out key dynamical
factors and to identify relevant regimes and appropriate length and time scales. These
concepts form the basis for understanding real-world dynamical phenomena, which most
often show a much richer behavior than the one outlined here, thanks to the combination
of molecular and surface complexity, and to the pecularities of the gas-surface interactions.
The concepts developed here are though essential for extracting genuine aspects of specific
molecule-surface pairs and may be of help in unraveling new dynamical behaviors.
ACKNOWLEDGMENTS
This work has arisen over the years through an intense and fruitful collaboration with several
people. Among them, we are particularly in debt to Gian Franco Tantardini, who introduced
both us to the field, and to Peter Saalfrank, Mathias Nest, Geert-Jan Kroes, Simone Casolo,
Didier Lemoine, Mark Somers, Bret Jackson and Francesco Nattino. They are all sincerely
acknowledged for the contribution they gave to our understanding of several fascinating
phenomena occurring at surfaces, and for the pleasant time we spent together.
Appendix. LANGEVIN DYNAMICS AND OSCILLATOR
MODELS
In the main text we have seen that a number of oscillator models naturally arise when
considering a particle interacting with a surface. Their popularity stems from the fact
that, if properly defined, they relate a microscopic (Hamiltonian) description to a reduced-
dimensional (dissipative) setting of the dynamics [41], that provided by the Generalized
Langevin Equation of motion [97, 40, 41],
mz¨(t) +m
ˆ t
−∞
γ(t− τ)z˙(τ)dτ + V ′(z(t)) = ξ(t) (55)
and its memory-less limit, the Langevin equation
mz¨(t) +mγz˙(t) + V ′(z(t)) = ξ(t) (56)
In Eq. 55 a particle of mass m and coordinate z is subjected to a deterministic force −V ′(z)
and to dissipative and fluctuating forces from the environment. The latter are subsumed in
a memory kernel γ(t) (γ(t) = 2γδ(t) to obtain Eq. 56) and in a stationary stochastic process
ξ(t), which are related to each other (fluctuation-dissipation theorem): equilibrium is
attained if fluctuating and dissipative forces balance each other [40, 98]. In formulas
〈ξ(t1)ξ(t2)〉 = mkBTγ(|t1 − t2|) (57)
holds in classical mechanics (the quantum version takes a slightly more complicated form).
The GLE provides a unified description of several phenomena, and thus represents a suc-
cessful microscopic model of dissipation. For instance, when the point particle is subjected
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only to the effects of the environment (V ≡ 0), the GLE above describes free diffusion at
sufficiently long times; when V (z) is the periodic surface potential, or one of its cuts through
neighboring sites, Eq. 55 describes particle escape from one adsorption site to the next one;
similarly, when V (z) is the adsorption profile, the GLE can be used to investigate vibrational
damping (in linear regime).
In the following we briefly discuss the relationship between Eq. 55 and the independent
oscillator model (IOM) [99, 100, 97], since this sheds light on the microscopic origins of
dissipation and on the emergence of classicality. This is also instrumental for quantum
applications (such as those described in section Applications), which in many instances rely
on such a relation to describe quantum dissipation with a Hamiltonian dynamics. In the IO
model the point particle of coordinate z is subjected to the potential V (z) and is bilinearly
coupled to a set of harmonic oscillators
HIO =
p2z
2m
+ V (z) +
F∑
k=1
[
p2k
2mk
+
mkω
2
k
2
(
qk − ck
mkω2k
z
)2]
(58)
The particular form of HIO (which “corrects” the potential actually acting on the system,
V (z) → V (z) + δV (z), where δV (z) = z2∑k c2k/2mkω2k) guarantees the thermodynamic
stability of the model [97]: if V (z) is a reasonably well-behaved potential supporting an
energy spectrum bound from below, so is the full Hamiltonian HIO (as is evident from the
fact that the “environment” - the sum over the IO modes - adds purely positive terms only).
The Hamiltonian of Eq. 58 gives rise [in both the classical and the quantum (Heisenberg)
setting ] to a GL-like equation in which γ(t) and ξ(t) are determined by the IO parameters
mk, ω
2
k and the coupling coefficients ck. This follows from the Hamilton’s equation of motion
upon integrating the oscillators degrees of freedom, and picking the bath initial conditions
(in the infinite past) from the appropriate equilibrium distribution[41, 98].
Conversely, given a GLE with some memory kernel γ(t) one can choose the IO parameters
and the coupling coefficients in such a way that HIO describes the same dynamics as the
GLE. In other words, there exists an equivalence between the Hamiltonian description of
Eq. 58 and the GLE of Eq. 55. It holds for finite times only, t < tP , since beyond the so-
called Poincaré recurrence time tP , finite-size effects necessarily show up in the Hamiltonian
dynamics. tP is determined by the bath size (more precisely, tP ∼ 1/∆ω where ∆ω is the
average frequency spacing) and, in practical applications, needs to be set larger than any
time scale of interest in the dynamics.
The “translator” between the two descriptions is usually chosen to be the spectral den-
sity of the coupling J(ω) [41]. For the IO Hamiltonian it is defined as
J(ω) =
pi
2
F∑
k
c2k
mkωk
δ(ω − ωk) (59)
whereas for the GLE it reads as
J(ω) = mω<γ˜(ω) γ˜(ω) =
ˆ ∞
−∞
γ(t)eiωtdt ≡
ˆ ∞
0
γ(t)eiωtdt (60)
where use has been made of the causality of the memory kernel (γ(t) = 0 for t < 0).
Causality is a key property, since it has important implications for the analyticity of γ˜:
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with the replacement ω → z (=z > 0) the “Fourier-Laplace” integral in Eq. 60 is indeed
a very well-behaved function of z, which means that γ˜ can be analytically continued to
the whole upper half complex-plane (uhp). In turn, analyticity can be exploited to write
down the celebrated Kramers-Kronig relations, and γ˜(z) (for arbitrary z in the uhp) can
be represented solely in terms of <γ˜(ω), ω ∈ R (or, equivalently, =γ˜(ω)). This shows why
knowledge of J(ω) is equivalent to the knowledge of γ(t). Furthermore, since ξ(t) appearing
in Eq. 55 is a Gaussian process, it is fully determined by the correlation 〈ξ(t)ξ(0)〉β, hence
by γ˜(ω) (by virtue of the fluctuation-dissipation theorem). As a consequence, J(ω) alone
fully defines the GLE of Eq. 55 for a given V (z), and this explains why the spectral density
of the coupling plays such a key role in the description of dissipative systems.
In closing this Appendix, we notice that using a densely set of uniformly arranged fre-
quencies ωk = k∆ω (k = 1, .., F ) in Eq. 59, we can write
J(ω) =
pi∆ω
2∆ω
F∑
k
c2k
mkωk
δ(ω − ωk) ≈ pi
2∆ω
ˆ F∆ω
0
c′2
m′ω′
δ(ω − ω′)dω′ = pi
2
c(ω)2
∆ω m(ω) ω
hence the choice
ck =
√
2mkωk∆ωkJ(ωk)
pi
(61)
defines a practical way to “sample” a given spectral density and, thus, to map, in practice, a
given GLE into an IO model.
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