describe this procedure. The implementation followed here differs from the above descriptions because of an emphasis on maps which contain all resolvable spectral contributions, because of the viewing geometry of the etnission instruments and because of differences in several of,the formulas which are used, Details of the approach are given in Section 2 and the Appendix.
Once a particular sampling pattern is known, the asynoptic mapping procedure can be tested by sampling a known field. IIere we use the output from a general circulation model (GCM) sampled as the Microwave Limb Sounder (MLS) samples the atmosphere.
Comparison of synoptic maps with the original GCM output, discussed in Section 3, provides insight into the capabilities and limitations of the approach.
Several data products result from the procedure outlined above. Synoptic maps can be reconstructed for any time during the observation period and can be compared with other data products such as conventional synoptic maps from the National Meteorological Center (NMC). Time sequences of maps show the evolution of a field. This approach makes possible a qualitative estimate of the horizontal and vertical transport of measured quantities. Selected sequences illustrating the evolution of both the Southern Hemisphere (SH) and Northern Hemisphere (NH) polar vortices are shown in Section 4.
Asynoptic mapping is also well suited for examining the latitude/height distribution of a disturbance at a particular m and cr since Fourier coefficients are its primary product.
Section 4 gives examples of a large disturbance in the ozone (0 3 ) and temperature fields examined in this way.
ASYNO1'TIC MAPPING OF MLS DA1'A
As discussed by Salby (1982a) asynoptic mapping expresses the longitude and time (A and t) variations of a field in terms of its Fourier transforms. This would be quite simple if the 2 and t values of the observations were orthogonal, i.e. if for each time, there were a series of observations made at many longitudes, Such is not the case for UARS, since it takes about 24 hours for the satellite to progress through 360° of longitude. By rotating the A and t coordinates through an angle which depends on the longitudinal speed of the satellite, orthogonal independent variables are defined which correspond to 2 and t. This rotation allows the application of conventional techniques, such as the Fast Fourier Transform (FFT), A rotation back to the original coordinate system permits these transfortns to be expressed in the traditional way, enabling the use of inverse transforms to represent the observed field in real (A , t) space, The number and spacing of observations completely determine the range of allowable frequencies and their resolution or bandwidth. The spectral resolution, or spacing between frequencies, is given approximately by 2 ~where d is the number of days of data in the series.
Several practical considerations must be considered. As discussed by Lciit ad Stanford (1 988), missing or bad data must be filled since the FIT cannot proceed when data gaps are present. The work described here follows their approach by interpolating fewer than 10 missing data values along the orbit using data before and after the gap. Longer gaps are filled by interpolating between available orbits for a given latitude bin.
Another problem (Salby, 1982a) is that the ascending and descending series must be i n~ependent of each other. This is true except near the turning points of the orbits where the spatial and temporal separations of the series decrease to zero. '1'his lack of independence can affect the results by introducing spurious variations within about 5° of the turning point, This occasionally occurs poleward of about f75° latitude.
'he I+T approach requires equal sampling intervals in space and time. Because the satellite executes a yaw maneuver periodically, this requirement is not satisfied for fixed view instruments for periods longer than a UARS month. This means that, for example, even though the equatorial region (i-30°) is viewed continuously, it is not easy to coJlstruct a long term (greater than 1 UARS month), equally spaced tiJne series for this region, Therefore the limit to the frequency resolution which can be obtained is about 2n rad day-] for a 36 day UARS month. AJ~ additional complication results from the % fact that some instruments, such as the Improved Stratosphere and Mesosphere Sounder (ISAMS), are able to alter their sampling pattern, Although this provides great flexibility in observing different parts of the atmosphere, it can make the FFT difficult to calculate.
It Jnust be emphasized that this problem is a result of the FFT calculation and is not inhereJlt in the coordinate system rotation. It is possible, for example, to use other techniques to calculate the Fourier transforJn at the expense of computational efficiency.
A potentially more serious difficulty can arise due to aliasing. This problem, if present, is dependent on the observing patterJ~ and the signals present in the atmosphere, so it is inherent in any analysis of the data illc]uding the Kalman filter technique. One c]ass of sigJlal that is well known in the atmosphere is that which is phase-locked to the sun: solar tides. Because UARS views all longitudes in slightly less than one day, the Nyquist freq~Jency corresponds to a period of 0.99 days and therefore variatioJ]s with a one day period cannot be fully resolved.
With the exception of the chlorine mo)ioxide (C/0) maps presented below, results discussed here are not expected to have a significant diurnal signal. Model calculations show that the C1O concentration has a strong dependence on solar zenith angle (SZA), although this dependence is more like a step function than a truncated sinusoid (P'roidevaux et al., 1985) . Because of this, we exatniJ]e oJ]ly C/O data froJn either the ascending or descendiJ]g portion of the orbit, depending on the SZA, Since the SZA aJlgle changes throughout the UARS JllOJlth, what appear to be changes in the C1O concentration over a week or so Jnay iJl fact be due partly to the change in the SZA at the viewed locations. For the results shown here, these effects are small since they occur near the polar night. OJ]e . consequence of this approach is that for C1O, the Nyquist period is near 2 days rather than the 1 day period obtained when both ascending and descending data are used. It is very important to realize that the C1O maps do not show local time variation with longitude at a given latitude, A more realistic test involves the use of a GCM to simulate the atmosphere, Model fields have been sampled at times and locations which correspond to those of the MLS sampling pattern. The resulting "data" were then used to calculate Fourier transforms (Y'(m, o.) as expressed in the Appendix). Synoptic maps were subsequently reconstructed at particular times aJld were compared with synoptic maps produced directly by
-7-the model. The calculations described here used output provided by the Langley GCM (Blackshcar et al,, 1988) . Figure 1 illustrates the results of such a comparison for ozone.
Also included is a map obtained directly from the Level 3AT data, Because Level 3AT points are irregular in latitude and longitude, a bilinear interpolation scheme is used to produce this map. The synoptic map in Figure 1 appears to capture most of the features present in the mode], although the effects discussed earlier which are attributable to the lack of ascending./descending independence, can be seen in Fig. 1 ]n addition to these standard products on pressure surfaces, Level 3AT data for selected days are interpolated onto constant potential temperature (d) surfaces and used in the calculation of Fourier coefficients and maps, Such maps make it easier to display quasi-conservative features.
The Fourier transform coefficients for the sine and cosine series components are used to determine the discreet cross spectral and power spectral density functions as described by Zlendat and f'iemof (1971) , These functions are then spectrally smoothed using a Harming window and used to find the eastward and westward propagating wave variances described by Schtifer (1979) . Statistical significance is determined by calculating coherency and relating it to a posterior probability by the procedure outlined by Elson (1990) .
RESULTS
We provide here a sampling of some of the more significant results from MLS with emphasis on evidence for transport in the polar regions during the winter and spring, Fig Plate 3 shows the behavior of HZO during the last 4 days of the sequence just described. A clear anti-correlation with 0 3 is evident so that the tongue of air which spiraled in from the equatorial region has low values of H20. This anti-correlation is present at lower levels as well during this period. H20 has a small positive vertical gradient so that downward motion wouldn't bc expected to produce significant changes as it does for Oa, At these levels, and for these time scales, both 0 3 and H20 should be good tracers of air motion.
Plate 4 shows temperature on the 840 K surface for temperatures radiate more effectively, the distribution of these sanm4days. Since warm temperature suggests that radiative cooling is strongest in the polar region between 150° and 210" longitude where 0 3 and H 2 0 are high and low respectively. Since strong radiative cooling implies downward motion on an isentropic surface, the temperature distribution provides further evidence that air with high 03 is subsiding at these longitudes in the polar region.
A similar behavior occurs in the SH during Augus~ 1992 (not shown). Parcels of air on the 840 K surface which are rich in 0 3 and poor in }f20 extend poleward from the equatorial regions, break off and spiral in towards the pole. Despite the fact that the SH is known to have a much more symmetric and much less variable vortex structure than the NH, as the ozone-rich air approaches, the vortex shifts away from the pole.
Again examining the lower levels ( -22 hPa), we find that as' the season progresses towards spring, the anti-correlation between 0 3 and HzO remains strong. A nonaxi symmetric pattern evolves as the vortex, as defined by low ozone mixing ratios, moves off the pole. The vortex begins to be eroded through stretching and breaking of large patches. An example of the SH is given in Figure 4 where low values of Oq (shaded areas) have broken away from the main vortex remnant. This remnant has high H20 as well. These high mixing ratios, shown as shaded regions, are also present in the large patches of air which have broken away from the vortex. The anti-correlation between 0 3 and H20 is observed, to some extent, throughout the year although it seems to be strongest when the vortex is well defined.
An examination of the Fourier coefficients is meaningful in the context of the variance of eastward and westward traveling waves and their temporal coherency. As discussed by Elson (1990) , coherency represents the probability that the variance reflects a coherent signal rather than noise. This type of description is very useful for characterizing large scale, regular variations in 0 3 as a function of latitude, altitude, longitudinal wavenumbcr and frequency. For example, by inspecting the variance as a function of frequency, one fiJ]ds that all fields exhibit a characteristic "red" spectrum, i.e. most of the variance is at low frequencies. Careful observations show that there are deviations from a smooth progression of variance with frequency and that these deviations often represent coherent waves. By contouring the variance as a function of latitude and height for a particular zonal wavenumber, the structure of the disturbance can be ascertained. An example of this is given in Figure 5 which depicts eastward propagating wavenumber 1 C$ and T variance and probability at a period of about 8.5 days during a 38 day "month" starting on Color plate legends
Plate 2) As for Plate 1 but for 25-28 Feb., 1993.
Jlate 3) As for Plate 2 but for H20 (in ppmv). Because the transformed coordinate, s decreases with ~, it is desirable to reverse the series, When this is done, the J -1 term becomes the first term of the series and must be accounted for as an offset when performing the Fourier transform. Therefore, using A.2, A.3 and A.5, 
The next step is to compute the s Fourier transform of v1(s, r.) and ~z(s, r~) and tombine them with the offset terms, (A. 10) to define 
