Exact solutions of some nonlinear systems of partial differential equations by using the first integral method  by Hosseini, K. et al.
J. Math. Anal. Appl. 387 (2012) 807–814Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Exact solutions of some nonlinear systems of partial differential
equations by using the ﬁrst integral method
K. Hosseini a,∗, R. Ansari b, P. Gholamin a
a Department of Mathematics, Lahijan Branch, Islamic Azad University, P.O. Box 1616, Lahijan, Iran
b Department of Mechanical Engineering, University of Guilan, P.O. Box 3756, Rasht, Iran
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 July 2011
Available online 19 September 2011
Submitted by S. Fulling
Keywords:
First integral method
KdV system
Kaup–Boussinesq system
Wu–Zhang system
Exact solutions
In recent years, many approaches have been utilized for ﬁnding the exact solutions of non-
linear systems of partial differential equations. In this paper, the ﬁrst integral method
introduced by Feng is adopted for solving some important nonlinear systems of partial
differential equations, including, KdV, Kaup–Boussinesq and Wu–Zhang systems, analyti-
cally. By means of this method, some exact solutions for these systems of equations are
formally obtained. The results obtained conﬁrm that the proposed method is an eﬃcient
technique for analytic treatment of a wide variety of nonlinear systems of partial differen-
tial equations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
With the availability of symbolic computation packages like Maple or Mathematica, direct searching for exact solutions
of nonlinear systems of partial differential equations (PDEs) has become more and more attractive. Having exact solutions
of nonlinear systems of PDEs makes it possible to study nonlinear physical phenomena thoroughly and facilitates testing
the numerical solvers as well as aiding the stability analysis of solutions. In recent years, many approaches to nonlin-
ear systems of PDEs have been employed, such as the extended tanh function method [1–4], the modiﬁed extended tanh
function method [5,6], the exp-function method [7–9], the Weierstrass elliptic function method [10] and the ﬁrst integral
method [11]. Of these, the ﬁrst integral method, which is based on the ring theory of commutative algebra, was ﬁrst estab-
lished by Feng [12–17]. The method has also been applied by many authors to solve different types of nonlinear equations
in science and engineering. For example, the ﬁrst integral method has been utilized to construct travelling wave solutions
of the Cahn–Allen equation by Tascan and Bekir in [18]. Tascan et al. also have used this method [19] for constructing
travelling wave solutions of nonlinear evolution equations. This method has also been adopted for solving some important
nonlinear partial differential equations and the modiﬁed BBM equation, respectively in [20,21] to obtain new exact solu-
tions for them. Recently, this method [22] has been successfully used for constructing the exact solutions of the nonlinear
Schrödinger equation as well. Therefore, in the present article, the ﬁrst integral method will be applied for analytic treat-
ment of some important nonlinear systems of partial differential equations. The rest of this article has been arranged as
follows: In Section 2, the basic ideas of the ﬁrst integral method are expressed. In Section 3, the method is employed for
obtaining the exact solutions of KdV, Kaup–Boussinesq and Wu–Zhang systems, and ﬁnally conclusions are presented in
Section 4.
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Step 1. Consider the following nonlinear system of partial differential equations with independent variables x and t and
dependent variables u and v
F1(u, v,ut , vt,ux, vx,utt, vtt ,uxx, vxx, . . .) = 0,
F2(u, v,ut , vt,ux, vx,utt, vtt ,uxx, vxx, . . .) = 0. (2.1)
Applying the transformations u(x, t) = f (ε) and v(x, t) = g(ε), where ε = x− ct , converts (2.1) into a system of ordinary
differential equations (ODEs) as follows
G1
(
f , g, f ′, g′, . . .
)= 0,
G2
(
f , g, f ′, g′, . . .
)= 0, (2.2)
where prime denotes the derivative with respect to the same variable ε.
Step 2. Using some mathematical operations, the system (2.2) is converted into a second-order ODE as
D
(
f , f ′, f ′′
)= 0. (2.3)
Step 3. By introducing new variables X = f (ε) and Y = f ′ , (2.3) changes into a system of ODEs as the following form{
X ′ = Y ,
Y ′ = H(X, Y ). (2.4)
Step 4. Now, the Division Theorem which is based on ring theory of commutative algebra, is adopted to obtain one ﬁrst
integral to (2.4), which reduces (2.3) to a ﬁrst-order integrable ordinary differential equation. Finally, an exact solution to
(2.1) is established, through solving the resulting ﬁrst-order integrable differential equation.
Division Theorem. Suppose that P (x, y) and Q (x, y) are polynomials of two variables x and y and P (x, y) is irreducible in C[x, y].
If Q (x, y) vanishes at all zero points of P (x, y), then there exists a polynomial T (x, y) in C[x, y] such that
Q (x, y) = P (x, y)T (x, y).
The Divisor Theorem follows immediately from the Hilbert–Nullstellensatz Theorem [23].
Hilbert–Nullstellensatz Theorem. Let K be a ﬁeld and L be an algebraic closure of K . Then:
(i) Every ideal γ of K [X1, X2, . . . , Xn] not containing 1 admits at least one zero in Ln.
(ii) Let x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) be two elements of Ln. For the set of polynomials of K [X1, X2, . . . , Xn] zero
at x to be identical with the set of polynomials of K [X1, X2, . . . , Xn] zero at y, it is necessary and suﬃcient that there exists a
K -automorphism S of L such that yi = S(xi) for 1 i  n.
(iii) For an ideal α of K [X1, X2, . . . , Xn] to be maximal, it is necessary and suﬃcient that there exists an x in Ln such that α is the set
of polynomials of K [X1, X2, . . . , Xn] zero at x.
(iv) For a polynomial Q of K [X1, X2, . . . , Xn] to be zero on the set of zeros in Ln of an ideal γ of K [X1, X2, . . . , Xn], it is necessary
and suﬃcient that there exists an integer m > 0 such that Q m ∈ γ .
3. Applications
3.1. Exact solutions to the KdV system
Consider the following two-component evolutionary system of the homogeneous KdV equations [4]{
ut − uxxx − 2vux − uvx = 0,
vt − uux = 0. (3.1.1)
By considering the transformations u(x, t) = f (ε) and v(x, t) = g(ε), and the wave variable ε = x − ct , (3.1.1) changes
into a system of ordinary differential equations as follows
−cf ′ − f ′′′ − 2g f ′ − f g′ = 0, (3.1.2)
−cg′ − f f ′ = 0, (3.1.3)
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g′ + 1
c
f f ′ = 0. (3.1.4)
Integration of (3.1.4), yields
g = α − 1
2c
f 2, (3.1.5)
where α is an integration constant. Now, substituting (3.1.5) into (3.1.2), gives
−(2α + c) f ′ + 2
c
f 2 f ′ − f ′′′ = 0.
We rewrite the equation above as
(2α + c) f ′ − 2
c
f 2 f ′ + f ′′′ = 0. (3.1.6)
Integrating Eq. (3.1.6), now we will obtain
f ′′ = β − (2α + c) f + 2
3c
f 3, (3.1.7)
where β is an integrating constant. By introducing new variables X = f (ε) and Y = f ′ , (3.1.7) changes into a system of
ODEs ⎧⎨
⎩
X ′ = Y ,
Y ′ = β − (2α + c)X + 2
3c
X3.
(3.1.8)
Now, the Division Theorem is employed to seek the ﬁrst integral to (3.1.8). Suppose that X = X(ε) and Y = Y (ε) are the
nontrivial solutions to (3.1.8), and P (X, Y ) =∑mi=0 ai(X)Y i is an irreducible polynomial in C[X, Y ] such that
P
(
X(ε), Y (ε)
)= m∑
i=0
ai(X)Y
i = 0, (3.1.9)
ai(X), i = 0,1,2, . . . ,m are polynomials of X , which am(X) = 0. Eq. (3.1.9) is also called the ﬁrst integral to (3.1.8). According
to the Division Theorem, there exists a polynomial T (X, Y ) = g(X) + h(X)Y in C[X, Y ] so that
dP
dε
= ∂ P
∂ X
∂ X
∂ε
+ ∂ P
∂Y
∂Y
∂ε
= (g(X) + h(X)Y )
(
m∑
i=0
ai(X)Y
i
)
. (3.1.10)
Case 1. Now assume that m = 1 in (3.1.9). By equating the coeﬃcients of Y i , i = 0,1,2 on both sides of (3.1.10), one has
a′1(X) = h(X)a1(X), (3.1.11)
a′0(X) = g(X)a1(X) + h(X)a0(X), (3.1.12)
a1(X)
(
β − (2α + c)X + 2
3c
X3
)
= g(X)a0(X). (3.1.13)
Since ai(X), i = 0,1 are polynomials, then from (3.1.11) one can deduce that a1(X) is a constant and h(X) = 0. For
simplicity, we consider a1(X) = 1. Now, by balancing the degrees of g(X) and a0(X), we can conclude that deg g(X) = 1.
Thus, by assuming that g(X) = A1X + B0 such that A1 = 0, from (3.1.12) one can obtain
a0(X) = 1
2
A1X
2 + B0X + A0,
where A0 is an integration constant. Substituting a0(X), a1(X) and g(X) in (3.1.13) and equating the coeﬃcient of each
power of X to zero, we will derive a system of algebraic equations whose solution yields
A0 = −2α − 43 , B0 = 0, β = 0, c =
4
2
. (3.1.14)A1 3A1 3A1
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Y +
(
1
2
A1X
2 − 2α
A1
− 4
3A31
)
= 0. (3.1.15)
Now, by combining (3.1.15) and (3.1.8), a ﬁrst-order ordinary differential equation is derived, which by solving this equa-
tion and considering X = f (ε) and u(x, t) = f (ε), we obtain
u(x, t) =
2
√
9αA21 + 6
3A21
tanh
(√9αA21 + 6
3A1
(
x− 4
3A21
t + ε0
))
,
where ε0 is an arbitrary constant. Also, by considering the solution of the ﬁrst-order differential equation and X = f (ε) as
well as the relations (3.1.5) and v(x, t) = g(ε), we will obtain
v(x, t) = α − 3
8
A21
[2√9αA21 + 6
3A21
tanh
(√9αA21 + 6
3A1
(
x− 4
3A21
t + ε0
))]2
.
Case 2. It can be shown that when m = 2 and deg g(X) = 1, the following exact solutions can be obtained
u1(x, t) =
4
√
9αA21 + 24
3A21
tanh
(√9αA21 + 24
3A1
(
x− 16
3A21
t + ε0
))
,
v1(x, t) = α − 3
32
A21
[4√9αA21 + 24
3A21
tanh
(√9αA21 + 24
3A1
(
x− 16
3A21
t + ε0
))]2
,
and
u2(x, t) = 4
A1(x− 163A21 t) + ε0
,
v2(x, t) = − 8
3A21
− 3
2
A21
[
1
A1(x− 163A21 t) + ε0
]2
,
where ε0 is an arbitrary constant.
Remark 1. We have obtained three exact solutions to a two-component evolutionary system of the homogeneous KdV
equations.
3.2. Exact solutions to the Kaup–Boussinesq system
Consider the Kaup–Boussinesq system [24]{
ut − vxxx − 2vux − 2uvx = 0,
vt − ux − 2vvx = 0. (3.2.1)
Applying the transformations u(x, t) = f (ε) and v(x, t) = g(ε), where ε = x−ct , converts (3.2.1) into a system of ordinary
differential equations as
−cf ′ − g′′′ − 2g f ′ − 2 f g′ = 0, (3.2.2)
−cg′ − f ′ − 2gg′ = 0. (3.2.3)
We can rewrite (3.2.3) in the form
f ′ + cg′ + 2gg′ = 0. (3.2.4)
Integrating Eq. (3.2.4), we derive
f = α − cg − g2, (3.2.5)
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c2 − 2α)g′ + 6cgg′ + 6g2g′ − g′′′ = 0. (3.2.6)
We rewrite Eq. (3.2.6) as
−(c2 − 2α)g′ − 6cgg′ − 6g2g′ + g′′′ = 0. (3.2.7)
Now, integration of (3.2.7), gives
g′′ = β + (c2 − 2α)g + 3cg2 + 2g3, (3.2.8)
where β is an integration constant. Introducing new variables X = g(ε) and Y = g′ , converts (3.2.8) into a system of ODEs{
X ′ = Y ,
Y ′ = β + (c2 − 2α)X + 3cX2 + 2X3. (3.2.9)
According to the ﬁrst integral method, assume that X = X(ε) and Y = Y (ε) are the nontrivial solutions to (3.2.9), and
P (X, Y ) =∑mi=0 ai(X)Y i is an irreducible polynomial in C[X, Y ] such that
P
(
X(ε), Y (ε)
)= m∑
i=0
ai(X)Y
i = 0, (3.2.10)
ai(X), i = 0,1,2, . . . ,m are polynomials of X , which am(X) = 0. Due to the Division Theorem, there exists a polynomial
T (X, Y ) = g(X) + h(X)Y in C[X, Y ] so that
dP
dε
= ∂ P
∂ X
∂ X
∂ε
+ ∂ P
∂Y
∂Y
∂ε
= (g(X) + h(X)Y )
(
m∑
i=0
ai(X)Y
i
)
. (3.2.11)
Now, suppose that m = 1 in (3.2.10). By equating the coeﬃcients of Y i , i = 0,1,2 on both sides of (3.2.11), one can
obtain
a′1(X) = h(X)a1(X), (3.2.12)
a′0(X) = g(X)a1(X) + h(X)a0(X), (3.2.13)
a1(X)
(
β + (c2 − 2α)X + 3cX2 + 2X3)= g(X)a0(X). (3.2.14)
Since ai(X), i = 0,1 are polynomials, then from (3.2.12) one can deduce that a1(X) is a constant and h(X) = 0. For
convenience, we consider a1(X) = 1. Now, by balancing the degrees of g(X) and a0(X), we can conclude that deg g(X) = 1.
Thus, by assuming that g(X) = A1X + B0 such that A1 = 0, from (3.2.13) we have
a0(X) = 1
2
A1X
2 + B0X + A0,
where A0 is an integrating constant. Substituting a0(X), a1(X) and g(X) in (3.2.14) and equating the coeﬃcient of each
power of X to zero, a system of algebraic equations can be obtained, which after being solved, we arrive at
A1 = 2, c = −β
α
, A0 = −α, B0 = −β
α
, (3.2.15)
and
A1 = −2, c = −β
α
, A0 = α, B0 = β
α
. (3.2.16)
Setting (3.2.15) and (3.2.16) in (3.2.10) yields
Y +
(
X2 − β
α
X − α
)
= 0,
and
Y +
(
−X2 + β
α
X + α
)
= 0.
Now, by combining these equations with (3.2.9), two ﬁrst-order ordinary differential equations are derived, which by
solving these equations and considering X = g(ε) and v(x, t) = g(ε), we obtain
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2α
[
β +
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]
,
v2(x, t) = 1
2α
[
β −
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]
,
where ε0 is an arbitrary constant. Also, by considering the solutions of two ﬁrst-order differential equations and X = g(ε)
as well as the relations (3.2.5) and u(x, t) = f (ε), we will obtain
u1(x, t) = α + β
α
[
1
2α
[
β +
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]]
−
[
1
2α
[
β +
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]]2
,
u2(x, t) = α + β
α
[
1
2α
[
β −
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]]
−
[
1
2α
[
β −
√
4α3 + β2tanh
(√
4α3 + β2
2α
(
x+ β
α
t + ε0
))]]2
,
where ε0 is an arbitrary constant.
Remark 2. We have obtained two exact solutions to the Kaup–Boussinesq system.
3.3. Exact solutions to the Wu–Zhang system
Consider the Wu–Zhang system [25]⎧⎨
⎩
ut + uux + vx = 0,
vt + vux + uvx + 1
3
uxxx = 0. (3.3.1)
By considering the transformations u(x, t) = f (ε) and v(x, t) = g(ε), where ε = x − ct , (3.3.1) changes into a system of
ODEs as
−cf ′ + f f ′ + g′ = 0, (3.3.2)
−cg′ + g f ′ + f g′ + 1
3
f ′′′ = 0, (3.3.3)
where prime denotes the derivative with respect to the same variable ε. Integrating Eq. (3.3.2), we will have
g = α + cf − 1
2
f 2, (3.3.4)
where α is an integration constant. Now, inserting (3.3.4) into (3.3.3), leads to
(−c2 + α) f ′ + 3cf f ′ − 3
2
f 2 f ′ + 1
3
f ′′′ = 0. (3.3.5)
We rewrite Eq. (3.3.5) as follows
(−3c2 + 3α) f ′ + 9cf f ′ − 9
2
f 2 f ′ + f ′′′ = 0. (3.3.6)
Now, integration of (3.3.6), yields
f ′′ = β + (3c2 − 3α) f − 9
2
cf 2 + 3
2
f 3, (3.3.7)
where β is an integrating constant. By introducing new variables X = f (ε) and Y = f ′ , (3.3.7) changes into a system of
ODEs as⎧⎨
⎩
X ′ = Y ,
Y ′ = β + (3c2 − 3α)X − 9cX2 + 3 X3. (3.3.8)2 2
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nontrivial solutions to (3.3.8), and P (X, Y ) =∑mi=0 ai(X)Y i is an irreducible polynomial in C[X, Y ] such that
P
(
X(ε), Y (ε)
)= m∑
i=0
ai(X)Y
i = 0, (3.3.9)
ai(X), i = 0,1,2, . . . ,m are polynomials of X , which am(X) = 0. According to the Division Theorem, there exists a polynomial
T (X, Y ) = g(X) + h(X)Y in C[X, Y ] so that
dP
dε
= ∂ P
∂ X
∂ X
∂ε
+ ∂ P
∂Y
∂Y
∂ε
= (g(X) + h(X)Y )
(
m∑
i=0
ai(X)Y
i
)
. (3.3.10)
Now, suppose that m = 1 in (3.3.9). By equating the coeﬃcients of Y i , i = 0,1,2 on both sides of (3.3.10), one can obtain
a′1(X) = h(X)a1(X), (3.3.11)
a′0(X) = g(X)a1(X) + h(X)a0(X), (3.3.12)
a1(X)
(
β + (3c2 − 3α)X − 9
2
cX2 + 3
2
X3
)
= g(X)a0(X). (3.3.13)
Since ai(X), i = 0,1 are polynomials, then from (3.3.11) one can deduce that a1(X) is a constant and h(X) = 0. For
simplicity, we take a1(X) = 1. Now, by balancing the degrees of g(X) and a0(X), we can conclude that deg g(X) = 1. Thus,
by assuming that g(X) = A1X + B0 such that A1 = 0, from (3.3.12) we have
a0(X) = 1
2
A1X
2 + B0X + A0,
where A0 is an integrating constant. Setting a0(X), a1(X) and g(X) in (3.3.13) and equating the coeﬃcient of each power
of X to zero, we will obtain a system of algebraic equations whose solution yields
A1 =
√
3, c = β
3α
, A0 = −
√
3α, B0 = −β√
3α
, (3.3.14)
and
A1 = −
√
3, c = β
3α
, A0 =
√
3α, B0 = β√
3α
. (3.3.15)
Substituting (3.3.14) and (3.3.15) into (3.3.9) gives
Y +
(√
3
2
X2 − β√
3α
X − √3α
)
= 0,
and
Y +
(−√3
2
X2 + β√
3α
X + √3α
)
= 0,
respectively. In a manner similar to that described in previous subsections, one can obtain two exact solutions to the Wu–
Zhang system as
u1(x, t) = 1
3α
[
β +
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]
,
v1(x, t) = α + β
3α
[
1
3α
[
β +
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]]
− 1
2
[
1
3α
[
β +
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]]2
,
and
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3α
[
β −
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]
,
v2(x, t) = α + β
3α
[
1
3α
[
β −
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]]
− 1
2
[
1
3α
[
β −
√
18α3 + β2tanh
(√
54α3 + 3β2
6α
(
x− β
3α
t + ε0
))]]2
,
where ε0 is an arbitrary constant.
Remark 3. We have obtained two exact solutions to the Wu–Zhang system.
Remark 4. All exact solutions were put back into the corresponding systems, by means of Maple software, and their satis-
factions conﬁrm the validity of the solutions obtained in this paper.
4. Conclusion
In this paper, the ﬁrst integral method was successfully applied to solve some important nonlinear systems of partial
differential equations, including, the KdV, Kaup–Boussinesq and Wu–Zhang systems analytically. By making use of this
method, some exact solutions for these systems of equations were formally obtained. Due to the good performance of
the ﬁrst integral method, it is believed that this method is a promising technique in handling a wide variety of nonlinear
systems of partial differential equations. Also, this method is computerizable, which allows us to perform complicated and
tedious algebraic calculations on a computer.
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