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Abstract 
One of the basic design criteria for a block encryption function is to ensure that for each 
fixed key, each ciphertext bit depends nonlinearly on each plaintext bit. When the ciphertext is 
represented using boolean equations depending on the key and plaintext, these equations should 
then be nondegenerate so that it is possible that each bit of the key and plaintext can influence 
each ciphertext bit. 
We prove that nondegeneracy in a boolean function can be verified in linear time on average. 
We study higher order nondegeneracy and prove that for balanced n-bit functions, on average, 
at least n - [lognl - 2 input bits must be held constant before a degenerate subfunction is 
induced. We also prove that the fraction of n-bit permutations within the symmetric group that 
are realized by nondegenerate boolean functions tends to one as n increases. Letting JV”“.~ be 
the set of nondegenerate permutations, we formally prove that 
1 - L, < q < 1 -L, + U”, 
where U,,, L, E o( 1). 
1. Introduction 
One of the basic design criteria for a block encryption function is to ensure that for 
each fixed key, each ciphertext bit depends nonlinearly on each plaintext bit. For exam- 
ple, this property is essential if the encryption function is to be used as the basis for an 
authentication algorithm [9], or if the form of transmission requires error propagation 
[20]. Indeed for the banking community, authentication is more important than privacy 
[ 1.51. More generally, total nonlinear dependence between the message and ciphertext is 
a necessary condition for small changes in the message to produce large unpredictable 
changes in the ciphertext. This phenomenon, known as the avalanche effect [8], reduces 
the information that a cryptanalyst can gain by considering the encryption of similar 
messages. If a block cipher can combine the plaintext and ciphertext nonlinearly, then 
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the block size of the cipher can be effectively increased by running the cipher in a 
chaining mode, which links dependencies from the current block to all previous blocks 
[5]. For a discussion of other design criteria for block ciphers see [8, 9, 18, 20, 261. 
Degeneracy will be informally defined as the absence of a dependency between two 
parameters in a cipher. Degeneracy in the key allows the keyspace to be partitioned 
into several smaller subspaces that can be searched independently, and hence provides 
a divide-and-conquer approach to exhaustive search for the actual key [3, 241. 
Any encryption function E can be implemented as a circuit, which permits E to be 
modeled as a system of boolean equations. Let E : Z; x Zr -+ Z; be an encryption 
function that maps n-bit plaintexts to n-bit ciphertexts, under the action of an m-bit key. 
Let E&Y) be the encryption ofX =x~,x~,...,x,, under the key K = kl,kz,...,k,,,. The 
mapping E&Y) may be expressed as a system AE of n equations in m + n unknowns, 
where the unknowns are the n plaintext bits xi, and the m key bits ki. It is expected 
that each equation will have a number of terms that is exponential in m + n, as noted 
by Konheim [ 181 and Schaumiiller-Bichl [27]. Let C = E&f) where C = cl, ~2,. . . , c,, 
ci E Zz. Then there are equations fi : ZJ x ZF + Z$ such that fi(X, K) = ci. 
For each fixed key, an n-bit cipher E realizes an invertible substitution or an n-bit 
permutation. The set of all n-bit permutations is known as the symmetric group on 
2” elements, denoted as S2”. Kam and Davida [ 161 were the first to show that large 
nondegenerate product ciphers, the so-called SP-networks, can be constructed from 
small nondegenerate substitutions, or S-boxes. The Kam and Davida algorithm selects 
special transpositions at each round of the product cipher, which cause the influence of a 
variable to propagate throughout the intermediate ciphertext in a regular and controlled 
manner, such that by the final round the propagation is complete. Subsequently, Ayoub 
[2] has shown that a similarly constructed product cipher, employing only random 
transpositions, would almost certainly guarantee the nondegeneracy property of the 
product cipher. From the work of Ayoub we may hypothesize that most product ciphers 
are nondegenerate We further observe that product ciphers give rise to a very general 
class of encryption functions, and in fact it has been shown that for a given block size 
n, these ciphers can generate the alternating group of the set { 0, 1, . . . ,2” - 1 }, given 
a sufficient number of rounds [4, 7, 181. We may further hypothesize that for a given 
n, most n-bit permutations are nondegenerate. 
1.1. Results 
In this paper we will study nondegeneracy in boolean functions themselves, and in 
boolean functions which describe permutations. Our results indicate that attacks based 
on the presence of degeneracy, or absence of nondegeneracy, are unlikely to succeed 
in general. Let A&K) be the system of equations that results if the key K is fixed, 
and let A&Y) be the system of equations that results if the plaintext X is fixed. Since 
E is invertible, then AE(K) describes an n-bit permutation. On the other hand, A&C) 
describes the set of ciphertexts that X is mapped to under each key, which we may 
assume are random. Then we will study key degeneracy by examining the likelihood 
Luke 0’ ConnorIDiscrete Applied Mathematics 73 (1997) 41-57 43 
that a random function is degenerate, and study plaintext degeneracy by determining 
the probability that a random permutation is degenerate. 
A boolean function f is said to be an n-bit function if f : Z; + Z2. The weight of 
an n-bit function f is defined as ({X ( f(X) = 1,X E Z,“}(, and f is balanced if its 
weight is 2”-t. Also, f is succors in variable xi if for all X = XI,XZ,. . .,x, E (0, I}“, 
fh,.. .,XL,...jXn)= f(Xt,...,l +Xi,....)c,). (1) 
If ,f is vacuous in any variable then f is degenerate, otherwise f is said to be 
nondegenerate. Let JV~ be the set of n-bit nondegenerate functions of weight k, 
06k62”, and let JV = lJOGkS2” JV~. For degenerate functions, we may similarly 
define the sets 9%?” and 9$, and it follows that 1911 = (‘,“) - j.,Vij. The number of 
nondegenerate functions has been studied previously by Harrison [12] and Hu [ 141, 
where it is proved that 22” N ]Jlr”). Notwithstanding that most functions are non- 
degenerate, a designer would like a proof, or at least strong evidence, that a pro- 
posed system is nondegenerate. In Section 2 we show that a proof for the nonde- 
generacy of a boolean function can be found in linear time on average. Also in 
Section 2 we examine the higher order characteristics of nondegeneracy in boolean 
functions. Our main result is to determine the expected minimum order of a de- 
generate subfunction of a random balanced function. We prove (Theorem 3.4) that 
for a balanced function, all order (n - [lognl - 2) subfunctions are expected to be 
nondegenerate. This result has implications for chosen-plaintext attacks, since for a 
fixed key K, any ciphertext bit is described by a function which we expect to be 
balanced. 
A function F : Z; --f Z; is called an (n,n)-bit function, and is nondegenerate if 
the ith bit of F is realized by the n-bit boolean function fi : Z; -+ Z; and f I is 
nondegenerate for all i, 1 < i 6 n. Let JV’,” be the set of invertible nondegenerate 
(n,n)-bit functions, which correspond to the set of n-bit nondegenerate permutations. 
There is no known closed form for jJlm+), which was recently noted by Mitchell [22]. 
In Section 4, we prove (Theorem 4.3) that 2”! N ~~IJ’““,~], and further (Corollary 4.2) 
derive bounds L,, U,, E o( 1) such that 
l-L, < !E.Y < l-L,+u,. 
2n! 
(2) 
Thus we are able to show that most elements of the symmetric group are nondegenerate. 
For example, the probability that a randomly chosen lo-bit permutation is degenerate 
is less than 1O-‘5o (see Table 1). 
In the computations to follow we will require bounds on the factorial function. From 
Mitrinovic [23, p.1831, n! may bound as 
6 nn e-” exp 
[ I 
& 
4 
< n! < 6 n” een exp [ & ] (3) 
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Table 1 
Bounds on (JW”I 
n c; (3 c2” 
3 40 320 
4 0.20922 x lOI 
5 0.26313 ~10~~ 
6 0.12688 x 109’ 
7 0.38562 x 1O2’6 
8 0.85781 x lOso 
9 0.34772 x 1O”67 
10 0.54185 ~10’~~ 
20 736 
0.16387 x 1013 
0.13942 x lO33 
0.14981 x log2 
0.14457 x 10’99 
0.22794 x 104” 
0.34383 x 10’092 
0.57138 x 102488 
46 656 
0.62426 x lOI 
0.54720 x 1030 
0.22433 x 1O75 
0.11597 x 10’83 
0.21318 ~10~~~ 
0.19311 x10’0’9 
0.54411 x 102338 
2. Demonstrating the nondegeneracy of a function 
In general, proving a given boolean function to be nondegenerate is hard, but on 
average, proofs of a function being nondegenerate can be found in linear time (see 
Theorem 2.2). This implies that for any fixed key K, a proof of the nondegeneracy of 
a cipher can be found quickly. To prove complexity theory results we are required to 
specify the form in which a function is represented. There are several normal forms 
to consider [12], but in the next theorem we shall be concerned with the disjunctive 
normal form (DNF). 
Theorem 2.1. Let f be a function in DNF. Deciding if f is not vacuous in literal Xi 
is N&‘-complete. 
Proof. We will first verify that the decision problem is in NP. Let f be an n-bit 
function in the literals Uf = {x1,x2,. . . , xn }. To verify that f is not vacuous in the 
literal xi requires a truth assignment T for the n - 1 literals in Uf - {Xi}. The size 
of this certificate is polynomial in n, and it can be verified in polynomial time. We 
will reduce the NP-complete non-tautology problem [I 1, L08, p. 2611 to deciding if a 
function is not vacuous in literal xi. The non-tautology problem is to decide if a given 
boolean expression, say in DNF, has a truth assignment for which the expression is 
false, and hence is not a tautology (always true). 
Let g = (U,, P) be an instance of the non-tautology problem, where U, = 
{&,X2,... ,x,} is a set of n literals and P = {pl, ~2,. . . , pr} is a set of r product 
terms involving the literals from U,. The function g is defined as the disjunction of 
the products from P. Let x,+1 be a literal such that x,+1 $! U,. Let f be the (n + I)-bit 
function defined as f = g +x,+1, where Uf = U, U {x,,+l}. Consider deciding if f is 
vacuous in x,+1. 
Suppose that f is not vacuous in x,+1. Then there must be a partial truth assignment 
T to the n literals in Uf - {xn+l} that reduces f to the subfunction f’ =x,+1. Since 
the literal x,+1 is only involved in one product term of f that consists of just x,+1, T 
must be a truth assignment that does not satisfy g. Hence g is a non-tautology. 
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DliJl = 0, 1 fi<~, l~j<~ 
P + 0; 
while D has zero entries do 
X, + random element from Z; 
D[i.j] +- D[i,j] + f/(X,) CB fj(Xp + et), 1 <i<n, 1 <j<s ; 
od 
D[i,j] = D[i,j]/p, 1 < i < s, 1 < j < n 
Fig. 1. Generating the dependency matrix 
Suppose that g is a non-tautology. Let T be a truth assignment that does not satisfy 
g. Consider applying T to the literals in Uf - {x,+t}. Since g will be false when T 
is applied, f’ =x,+1 is the resulting subfunction of f. It follows then that f is not 
vacuous m x,+1. 0 
The result of Theorem 2.1 is a worst case statement, and is contingent on the function 
being given in DNF. We will show that testing if a literal is vacuous in a boolean 
function can be performed efficiently on average, assuming that all boolean functions 
are equally likely (regardless of the normal form given). 
To prove that an n-bit function f is nondegenerate we are required to find n vec- 
tors X1,X,, . . . ,X, E Zi such that f(Xi) # f’(Xi + ei), 1 <i <u. Let ft, f2, . . , fs be s 
equations which describe some n-to-s-bit mapping that we wish to prove to be nonde- 
generate (for example, these equations could describe a cipher E for some fixed key 
K). Consider the algorithm in Fig. 1 for finding a proof that these s equations are 
nondegenerate. The algorithm constructs a dependency matrix D [lo, 291, which is an 
n x s matrix where for X1,X,, . . .,X,, 
1 f i < n, 1 < j d s. Then D[i,j] gives the probability that the jth bit of the out- 
put changes when the ith input bit is complemented for input X1,X*, . . . ,X, chosen 
equiprobably from Zi. The set of functions ft , f 2,. . , f s are provably nondegenerate 
when the dependency matrix contains all nonzero entries. The algorithm in Fig. 1 con- 
structs a partial dependency matrix, as only a sample of the possible inputs X E Zi is 
considered. A full dependency matrix is one for which the entries are computed over 
all possible inputs X E Z;. 
We are then interested in determining the number of vectors that need to be exam- 
ined before we expect a partial dependency matrix D to have all nonzero entries. Let 
{(P,q) ) X” E Z$} be the 2”-’ n-bit vectors that differ in just the ith coordinate, 
1 fi fn. Each pair (X’,Xr) can be ordered lexicographically, and then the pairs 
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while f(~“(j)) @ f(xr(i)) = 0 and i G 2”-’ do 
j+j+l; 
od 
if j < 2*-l then return not vacuous 
else return vacuous 
Fig. 2. A procedure for testing if literal xi is vacuous. 
themselves can then be ordered lexicographically on the first coordinate (of the pair). 
Let the resulting order be (P(j)&;(j)), 1 d j<2”-‘. 
Example 2.1. Let 12 = 3 and i = 1. Then the 3-bit vectors ordered lexicographically on 
the first coordinate are (000,001),(010,011),(100,101),(110,111). 
Consider the procedure in Fig. 2 to decide if a function f is vacuous in xi, Theorem 
2.1 essentially states that there are some functions f for which the while loop in 
Fig. 2 will iterate an exponential number of times. However we will show that the 
number of expected iterations is constant. Let c(f,n) be the number of comparisons 
f(X”(j)) @ f&p(j)) required to determine if an n-bit function is vacuous in a given 
literal using the procedure in Fig. 2. 
Theorem 2.2. E(c(f, n)) = 0( I), and Var(c(f, n)) = 0( 1). 
Proof. We will first determine the probability Pr(c(f,n) = j). It follows that 
Then the first (j - 1) pairs of function values for f can be selected in 25-l ways, the 
jth pair can be selected in two ways, and the remaining 2” - 2j function values can 
be selected arbitrarily. It follows that 
Pr(c(f, n) = j) = 
2j- 12 22"-2j 
22n 
= 2-j. (5) 
Then we have that 
E(c(f,n)) = ~jW4f,n) = A 
j=l 
= ej2-j < 2. 
j=l 
(6) 
(7) 
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Let E(c(f,n)‘) be the second moment of c(f,n). Then by definition of the variance, 
Var(c(f, n)) d E(c(f, n))* (8) 
d c j2zj = O(1). 
j>O 
(9) 
Corollary 2.1. Assuming that all n-bit are equiprobable, the expected number of jiunc- 
tion evaluations required to show that s n-bit functions f 1, f 2,. . . , fy are nondegen- 
erate is O(m) 
Proof. Replace the random selection step in Fig. 1 by the ordered search defined by 
lexicographically ordering the elements of 2;. Then 0( 1) steps are required to prove 
that variable xi in function fj is not vacuous, and there are s functions with n variables 
in total. 0 
3. Nondegenerate functions 
For i, 1 d i < n, let P:(i) c r; be the set of those n-bit functions of weight k that 
are vacuous in variable xi. We will use the inclusion-exclusion principle to determine 
the cardinality of Nz, where 
~$7 = rt - U Pi(i). (10) 
1 <i<n 
Theorem 3.1 (Harrison [12]). The number of degenerate n-bit functions of weight k 
is 
where vi(k) is the highest power of 2 that divides k. 
Hu [ 141 has also proved this result using induction. For j, 1 < j < n - 1, let AIJ = 
(:;I:), which are the coefficients of the sum in Eq. (11). In general, A;” dominates 
this sum, and we will prove this for the case where k = 2”-’ as an asymptotic estimate 
of Ikai,_, 1 is required in Section 4. 
Theorem 3.2. 
(12) 
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Proof. By bounding the factorial function from Eq. (3), we have that for 2 < j < n- 1, 
A;::, p--2! )9”-4 
A;:‘, 
?r&gcql) 
-= 2n-1!(2n-j-1!)2” 22”-’ 
The theorem follows from 
p& I= !g(-l)il(;) A ;!,,= nA$_, x(-l)i-l 
j=l 
[ 1;: 
= HA;;_, [ l+o(&)~(~)W~ ,i.oddl], 
= nA;,' , [ 1 + “(i:.)0,2~-4 
(13) 
=nA;:,(l +0(l)). 0 (14) 
Since E is invertible, the resulting mapping is a permutation which will be described 
by balanced boolean functions F = [f 1, f 2, . . . , f,J. These functions have a low prob- 
ability of being degenerate, but it may be possible to induce degeneracy by holding 
constant a subset of the plaintext bits. An order r subfunction f’, 0 d r 6 n, of an 
n-bit function f, is any function obtained by holding r inputs of f constant. We will 
show that for a balanced function f, at least n - [log nl - 2 bits must be set before 
any degenerate subfunction is expected to exist, assuming all functions f are equally 
likely. Then in a chosen-plaintext attack [6] a significant number of the plaintext bits 
must be assigned before we expect degeneracy to be induced. 
We first derive an expression for the expected number of degenerate subfunctions in 
a boolean function. Our analysis is similar to the methods used by Mileto and Putzolu 
[21] for deriving the expected number of implicants in a boolean function. An order d 
subfunction f ‘, 0 < d < n, of an n-bit function f, is any (n - d)-bit function obtained 
by holding d inputs of f constant. Let g E Zt[yt,y2,. . . ,_y_d] be an (n - d)-bit 
function where Odddn and {y~,y2,...,yn_~}C{x~,x~,...,xn}. We say that f has g 
as a subfunction if there exists an order d subfunction f’ of f such that f’ = g. Also 
let I$) = 0 if k < 0. 
Theorem 3.3. Let f be an n-bit function of even weight u, 0 < u < 2”, assuming the 
uniform distribution on r:. Let A4,“(f ,r) be the number of degenerate subfunctions 
of order n - r, 0 < r < n. Then 
(15) 
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Proof. For F(n,k) = (‘,“) let fr,f~,. . .,f~k) be the n-bit functions of weight k. 
Also, for a given n-bit function f let f :, fi,. . , f &n,rj be the C(n,r) order (n - Y) 
subfunctions of f where C(n,r) = (:)2”-‘. If the set of r-bit degenerate functions is 
enumerated as 1 d g: d 19 1, then by definition we have that 
It then follows that 
=L_fc~)F~)[“: sf;.,]. (17) 
’ r=l c=l j=1 
The inner summation of Eq. (17) is the number of functions that have the degenerate 
function gr as a fixed order (n - Y) subfunction. If gT has weight w then s (*;z::) 
is the average number of times a function of weight k contains g: as a subfunction. 
Then Eq. (17) reduces to 
E[M;(j-,r)] = F c 
u 0 <j < min(2’- ’ 442) 
(18) 
Consider the set I” of all n-bit functions, with the uniform distribution on this set. 
Let Dn(f) : P -+ (0, 1, . . , n} be a random variable, such that if D,( f ) = d then 
to induce a degenerate subfunction in f it is necessary and sufficient to assign d 
variables. That is, if a function f depends on the variables V = {XI ,x2,. . . ,x, }, then 
Pr(Dn(f) = d) is the probability that there exists a set V’ 2 V, /VI = d, such that 
it is possible to induce degeneracy in a subfunction of f by making an assignment 
to the variables of V’, and there is no other set Y” 2 V, IV”1 < IV’\, with this 
property. 
It follows that E[&(f)] = C~=oPr(D,(f) = d) gives the expected number of 
variables that must be assigned before a degenerate subfunction is induced, where the 
expectation is taken over all possible n-bit functions. Then 
Theorem 3.4. For large n, assuming all balancedfunctions are equally likely, E[D,( f )] 3 
n- [lognl -2+0(l). 
Proof. To simplify notation we let r = n - d. Observe that for balanced functions 
Pr(Df = d) < E[MJ”_,(f ,r)]. We begin by obtaining an asymptotic estimate of 
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E[M,“,_, (f, r)]. From Eq. (18) we have that 
EPf&, (f, r)l < 
(:)2”-‘19;,4 l(,.‘:r;:-l) 
(2n21.1) 
< n(:)2”-‘(;:II) (,‘:r;:-l) 
(,::I) ’ 
We will prove that E[M,“,_,(f,r)] < 1 for r > [lognl + 2. By using estimates for the 
central binomial coefficient [ 13, p.22 l] it can be shown that 
n(;)2”-‘(2’+ 1) 
EIMtn-l (f, r)l N 
($J2’.-‘. (*Y22.-1 
f 
2 
( > 
ZF 
22” 
= 
q)y+;+2’-’ 
22’(7Qlf’fl _ 22’~I)$ ’ 
When r = [lognl + 3 we have that 
UM,“,-I(f,r)l < 
2fl+ ; +1og n( peg it1 +3)+2 Fog n’ +2 2 $ + [log2 rzl f3 [log nl+4n 
22 Pg n1+3 < 28” 
< 2 r1d nl+3 Dog nl-4n = o( I), 
where log2 12 = log n log II. Then observe 
2 rPr(Dn(f) =n-r) < 2 rJW&-I(f,r>l 
I= [log nl+2 r= [log nl +3 
< O(n2 - bg2nl) = o(l) 
24+ [log’ nl -3 [log ?I] ’ 
Finally it follows that for large n, recalling d = II - r, 
E[Dn(f)] = 2 dPr(D,(f) = d) = n - 2 rPr(&(f) = n - r) 
d=O ?-=I 
pOgnl +2 
=n+o(l)- c rPr(&(f) = n - r) 
r=l 
an- [lognj -2+0(l). (19) 
This completes the proof of the theorem. 0 
Even though Theorem 3.4 is an asymptotic result, the o( 1) term in the statement 
of the theorem converges to zero quickly as a function of n. Let C be a ciphertext 
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produced by DES. Say we wish to recover the corresponding plaintext X by guessing 
B of the plaintext bits and inducing degenerate relations between the ciphertext and 
remaining unassigned plaintext bits. Assuming that the equations which describe DES 
are random, Theorem 3.4 states that B must be at least 56 = 64 - 6 - 2 before we 
expect degeneracy to be induced, and are able to make a computational saving over 
exhaustive search. 
4. Nondegenerate permutations 
In this section we will obtain an asymptotic estimate of the number of n-bit permu- 
tations that are nondegenerate, and this expression indicates that most permutations are 
in fact nondegenerate. As was the case with nondegenerate boolean functions, we will 
use the inclusion-exclusion principle to derive an expression for the number of nonde- 
generate permutations, and then show that the first term of this expansion dominates 
the sum. 
Definition 4 1 . . Let JV” be the set of permutations P E &, such that if P is realized 
by F = [.f~,f~ ,..., fn] then fi E NT,-,, 1 Gidn. 
In Theorem 4.3 we prove that 2”! - IJlm~~l, and further in Corollary 4.2 derive 
bounds L,, U, E o( 1) such that 
1 -L, < q < 1 -L, + u,. n (20) 
The k-tuple of n-bit functions F = [fl, f 2,. . , f k], 1 dk Bn, is said to be a partial 
permutation if F describes the first k bits of some n-bit permutation. To apply the 
inclusion-exclusion principle we will require the following definition. 
Definition 4.2. For k, 1 < k < n, let C”(k) denote the number of tuples F = 
[f 1, f2,. , f k] such that F is a partial permutation, and f i E i3'&, 1 < i Q k. 
It can be proven by induction that the number of partial permutations F = 
[.fl, j-2, . . . , f k] is (2”-k!)2k. It follows that the number of permutations for which 
at least the first k bits are degenerate is C”(k) . (2”-k!)2”, 1 d k < n. The cardinality 
of N”.” can be expressed using the C”(k) coefficients. 
Theorem 4.1. 
/Mn,n( = 2’! -I- ~(-l)‘(~)C”(i)(2”-~i!)2i, 
i=l 
(21) 
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Proof. Let C$z ,..., jk be the set of permutations that are degenerate in the bits ii, i2, . . . , ik, 
where il, i2,. . . , ik E { 1,2,. . . , n }. Then it follows that 
&““$“=S 2” - U ci: ,i*,...,ik . (22) 
I <PO 
I a1 <Q..‘k bn
But l’t,i? ,..., III = Icy,2 ,.._, k 1 by symmetry, and from Definition 4.2, we have that jCr,,,,p) = 
~Y”(k)(2”-~!)~~. Then using the inclusion-exclusion principle and Eq. (22), it follows 
that, 
(N”$ =2”! + e(-l)‘(:)C”(i)(2”-‘!)‘I. 0 
i=l 
An exact expression for I.N”~“I reduces to finding an exact expression for the C”(i), 
which unfortunately appears to be a hard combinatorial problem. However, experimen- 
tation has shown that the terms of the sum in Eq. (23) are decreasing rapidly. Hence 
we may obtain a good asymptotic estimate of IJV”~~~I by only considering a constant 
number of terms from the sum in Eq. (23). Let Cl” = C”(i)(2”-‘)2’, 1 di<n, and note 
that C; = /9;._, l(2”-1!)2 from Definition 4.2. In Theorem 4.3 we prove that 
1%/V,“/ = 2”! - nc;( 1 + o(1)). (24) 
We begin by bounding the C”(k) in Theorem 4.2. The technique in Theorem 4.2 can 
be used to bound the number of permutations described by boolean equations with any 
property P, given that the number of balanced boolean functions with property P is 
known. For example, we can bound the number of permutations that satisfy the strict 
avalanche criterion (SAC) if we know the number of balanced functions that are SAC. 
A boolean function satisfies the SAC if, when an input variable xi is altered, the output 
of the function changes with probability one half. 
Theorem 4.2. For 1 6 k 6 n, 
k-l 
C”(k) d 19&l/ n 
i=l 
Proof. By induction on k. 
Basis. Let k = 1. Then Cn( 1) is the number of balanced n-bit degenerate functions 
which is exactly I&K&, 1, and thus the theorem is true when k = 1. 
Znduction hypothesis. Assume that the theorem is true for k, 1 < k < n. 
Inductive step. Let Fk = [f 1, f 2,. . . , fk] such that f i E LB!&, , and Fk is extendible. 
We wish to determine the number of n-bit degenerate functions f such that Fk+i = 
[fl, f2 ,..., fk, f] is extendible. 
Let f be a function of the variables x1,x2,. . . ,x,,, which can be represented as a 
vector Vf E Zi”, where Vf = f (0), f( l), . . . , f (2” - 1). Partition Vf into 2k blocks of 
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length 2*-k, denoted as V,, , V,,, . , Vg,, . We may interpret each of these blocks V’,, as 
being the vector representation of an (n-k)-bit function gi, and let G = { gt ,g2,. . . , g2k }. 
We may consider each function gi as depending on a subset of the variables 
x1 ,x2,. . ,x,, and, without loss of generality, let these variables be XI ,x2,. . ,x,-k. Now 
f is degenerate in the variable xj E {x1,x2,. . .,.x+k } if and only if gi is degenerate 
in xj, Vgi E G. Then it follows that the number of functions f that are degenerate in 
some variable from the set {x1,x2,. . . ,x,-k } is less than iLZ?$?_, 12’. 
The function S will be degenerate in a variable from the set { Xk+l. xk+2,. . ,x, } if 
grB2, = gi, for some j, 1 6 j < k. The number of 2k-tuples G for which g,@2, = gi is 
given by 
(26) 
where we have used the inclusion-exclusion principle. 
By definition, C”(k + 1)/C”(k) gives the number of ways a degenerate function can 
be added to Fk such that the resulting (k + l)-tuple is still extendible. Then using the 
induction hypothesis, we have that 
C”(k + 1)/C”(k) < ISZi$;;_, 12’ + -&-l)j-’ 
Thus the induction hypothesis is true for k + 1. 0 
Corollary 4.1. For k, 1 < k dn, 
q < +1 n-11 (2 .) ;;I; (2n-k!)2”-‘. 
( 1 
(27) 
Proof. Using the estimates of I9$ from Theorem 3.2, and the fact that the sum in 
Eq. (26) is dominated by its first term, it follows that 
(28) 
Using Eq. (3) it follows that (,,‘Ll,) 
2 
> ($::I:) , and with the observation that (n - 
Q2’ + i < n2’ for n 22, i > 1, the estimate of C”(k) in Eq. (28) can be simplified 
to 
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b n’a(22”;:,)2’-’ =n’k-‘(2z;;jk_, . 
Then the theorem follows from the definition of Ci. 0 
We may now prove the main theorem of this section. 
Theorem 4.3. 
Proof. We have that for 2 <k dn, 
G< 
&l (;;;;)(y-y 
CT (2”-‘!)IGq,-1) . 
By bounding the factorial function [23], it follows that 
G< 
n2k-l(232”-k92’-’ 24(logn+n-2) 
CY (2”-‘!)(l + o(l))n(;:I:) < 23+&F 
Then from Theorem 4.1 we have that 
)JV,~I = 2”! - nCf 
[ iI, 
x(-l) 
i(1)4] 
=211G[ l+o(;;:;:::7,) @-1Y-~ow(;)] 
=2’!-nCy[ l+o(~~~~‘r~,)~(r)O~l, [iisodd]] 
= 2”! - nCr 
= 2*! - nc; [ 1 +o(;:::z)]. 0 
Corollary 4.2. 
1 -L, < q < 1 -L,+u,, n 
(30) 
(31) 
(32) 
(33) 
(34) 
(35) 
where L,, u, E o( 1). 
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Proof. Using the properties of the inclusion-exclusion principle from Eq. (21), (JV,~( 
may be bound as 
2”! - nC; < IJV,~( < 2”! -n C; + 
0 
; c;. 
Using the estimates of Corollary 4.1, it can be shown that 
(36) 
n, cy _ 1 
2”!-O c J 22"-'tn/2 ' 
g =o(22.t..'1_5,yil). 
(37) 
(38) 
The corollary now follows. q 
In Table 1, the values of n C; and (i) CG are listed for several small values 
of n (12 = 4,5,. . .) 10). When IZ is as small as 10 it is clear that the probability of 
selecting a random permutation that which is degenerate in any bit is negligibly small. 
Notice that for the construction of SP-networks [ 1, 161, small nondegenerate S-boxes 
are required, and our results indicate that these S-boxes can be found efficiently by 
randomly selecting permutations S E S2”. 
5. Conclusion 
Our results indicate that degeneracy is not a common property of boolean functions 
or (of boolean functions which describe) permutations. If we assume that product ci- 
phers realize random permutations from the symmetric group, then any cryptanalytic 
attack based on the presence of degeneracy is unlikely to succeed. Further statistical 
tests are required to prove this assumption, which appears reasonable given the gen- 
erality of product ciphers. However, there has been little work on how the number of 
rounds a product cipher performs influences the set permutations realized by the cipher. 
Even and Goldreich [7] have noted that some permutations within S2” require at least 
(log(22n!))/n2” rounds to be realized by DES-like product ciphers. The ‘meet-in-the- 
middle’ attack of Chaum and Evertse [3] relies on the observation that a minimum 
number of rounds are required for a product cipher to establish dependencies between 
the key, plaintext and ciphertext. One open problem is then to determine the minimum 
number of rounds required to establish these dependencies, and also guarantee that the 
cipher can generate a large subset of permutations from the symmetric group. 
Meyer [ 191 has analyzed DES and concluded that total dependence between the 
plaintext, key and ciphertext is achieved after four rounds, and this total dependency 
then persists for the remaining 12 rounds of the cipher. However, Meyer’s analysis 
is based on the assumption that the class of nondegenerate functions is closed under 
composition, and then essentially, once a ciphertext bit depends on a given key or 
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plaintext bit, this dependence is not cancelled by subsequent rounds of the cipher. 
For the SP-networks of Kam and Davida, this assumption is valid given the specific 
transpositions employed by the algorithm, but is not necessarily true of DES. 
In this paper the inclusion-exclusion principle has provided a convenient form for 
asymptotic estimates, as typically the coefficients of the expansion are exponentially 
decreasing in magnitude. When this is the case, the first coefficient of the expansion 
provides an accurate asymptotic estimate of the sum itself. We may be able to apply 
similar techniques to decide whether or not most permutations are correlation immune 
[28], bent [25], or satisfy the strict avalanche criterion (SAC) [29]. 
We expect that results concerning the density of boolean functions and permutations 
that are nondegenerate to be similar to density results for nonaffinity as there are only 
two functions that are affine yet nondegenerate (viz the exclusive-or function and its 
complement). Thus by guaranteeing nondegeneracy in a cipher, say, by the Kam and 
Davida algorithm, we almost certainly ensure nonaffinity (Kam and Davida prove this 
for their algorithm). As nondegeneracy is a necessary condition for a boolean function 
to satisfy the SAC, then by guaranteeing the SAC we certainly ensure nondegeneracy. 
However there is no known algorithm for constructing ciphers that are guaranteed 
to be described by boolean equations that are SAC, even though there are recursive 
algorithms for constructing SAC functions, arbitrarily permutations (S-boxes) that are 
described by boolean equations that are SAC [ 171. 
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