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Abstract
We consider a class of N = 2 conformal SU(N) SYM theories in four dimensions with
matter in the fundamental, two-index symmetric and anti-symmetric representations, and study
the corresponding matrix model provided by localization on a sphere S4, which also encodes
information on flat-space observables involving chiral operators and circular BPS Wilson loops.
We review and improve known techniques for studying the matrix model in the large-N limit,
deriving explicit expressions in perturbation theory for these observables. We exploit both
recursive methods in the so-called full Lie algebra approach and the more standard Cartan
sub-algebra approach based on the eigenvalue distribution. The sub-class of conformal theories
for which the number of fundamental hypermultiplets does not scale with N differs in the
planar limit from the N = 4 SYM theory only in observables involving chiral operators of odd
dimension. In this case we are able to derive compact expressions which allow to push the small
’t Hooft coupling expansion to very high orders. We argue that the perturbative series have a
finite radius of convergence and extrapolate them numerically to intermediate couplings. This
is preliminary to an analytic investigation of the strong coupling behavior, which would be very
interesting given that for such theories holographic duals have been proposed.
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1 Introduction
One ambitious but necessary goal in theoretical physics is to understand the dynamics of inter-
acting Quantum Field Theories (QFTs) at strong coupling. Many ideas have been proposed and
investigated, often involving the use of duality relations. Among them, a prominent role is played
by the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence [1–3].
N = 4 Super Yang-Mills (SYM) theory represents a benchmark for exact computations in
QFTs and for an explicit realization of the AdS/CFT correspondence. In a way, this theory is
the simplest interacting four-dimensional QFT, since it enjoys the highest possible amount of
superconformal symmetry for a theory with at most spin-one fields, and S-duality. This large
symmetry constrains so much of its dynamics that many sectors can be described in an exact way
by resorting to powerful techniques, among which we can mention localization and the relation to
integrable models. Furthermore, the N = 4 SU(N) SYM theory admits an holographic description
as type II B strings on AdS5×S5 which is the prototype of all AdS/CFT relations. In this context,
the ’t Hooft large-N limit singles out the planar diagrams on the field theory side and suppresses
string loop effects.
Important achievements have been obtained in this highly symmetric context also in presence
of extended objects, like the BPS Wilson loops, that preserve part of the N = 4 superconformal
symmetry [4–7] and are examples of conformal defects [8–15]. Many of these results can be
efficiently derived using supersymmetric localization [16,17], which allows to reduce the calculation
of the partition function on a sphere S4 and of other observables to a computation in a Gaussian
matrix model.
Many efforts have been devoted over the years to extend as much as possible these results to
less symmetric theories. In this perspective, the N = 2 SYM theories play an outstanding role. For
such theories the localization procedure is available [16]. It expresses a class of observables on S4 -
including chiral operators and BPS Wilson loops - in terms of a matrix model. This matrix model
is no longer Gaussian as in the N = 4 case, and contains both perturbative and non-perturbative
contributions. When the N = 2 theory is conformal, from these localization results it is possible
to obtain information also about the analogous observables in flat space 1 [20–23].
It is obviously of great importance to study N = 2 SYM theories in the large N limit and
at strong coupling and to understand if and how some analogue of the AdS/CFT duality applies
[24–27]. In this paper we provide some contributions to this long term goal by exploiting the
localization matrix model to extract in a rather efficient way the expression of protected observables
in the large-N limit. We do this for a certain class of superconformal theories with matter in the
fundamental, symmetric and anti-symmetric representations.
For a sub-class of these theories a dual holographic description, built out as an appropriate
orientifold projection of the AdS5 × S5 geometry, has been proposed in [24]. These theories are
extremely close to the N = 4 SYM theory: many observables coincide at large N with the N = 4
results. However, observables involving chiral operators built with traces of odd powers of the
scalar fields do not; in the holographic correspondence of [24] these odd-dimensional observables
are related to twisted sectors of the orientifold. If we regard the N = 4 SYM theory as the simplest
1In the case of chiral/anti-chiral two-point functions, it has been argued in [18] that the matrix model reproduces
to a large extent the flat-space result also in theories with a non-vanishing β-function. On the contrary, when
conformal invariance is explicitly broken by mass terms as in the N = 2∗ theories, the observables computed from
the matrix model differ from those computed in flat space [19].
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non-trivial QFT, these theories represent the next-to-simplest ones. One could hope to be able to
explicitly study them beyond the perturbative regime, at least in the ’t Hooft large-N limit, and
to match the field-theoretic description with its holographic dual. In this paper, from the matrix
model we obtain, through an effective description in terms of free variables, closed forms of the
perturbative series for the odd observables which appear to have a finite radius of convergence.
Although we are not yet able at this stage to infer analytically the strong coupling behavior, these
expressions allow for reliable numerical extrapolation to the intermediate coupling regime and
indicate that the strong coupling regime might not be out of reach in a nearby future.
Let us now be more specific about the content of this work which is divided in two parts. In the
first part we review the matrix model methods for N = 2 conformal models at large values of the
rank N of the gauge group SU(N). We distinguish two matrix model approaches. In the original
Pestun derivation [16] the matrix model was written as an integral over the Cartan sub-algebra
variables, i.e. over the matrix eigenvalues. In this framework the large-N limit is described by
the asymptotic eigenvalue distribution which satisfies an integral equation obtained with a saddle-
point approximation [20–23,26,28–36]. For the N = 2 conformal theories we are considering, this
integral equation depends on the matter content only through a single parameter ν, which counts
the fraction of hypermultiplets transforming in the fundamental representation:
ν = lim
N→∞
NF
2N
. (1.1)
The second approach has been developed more recently, and it has been named the “full Lie
algebra approach” in [37]. It consists of keeping the matrix integral over the full Lie algebra and
developing a series of recursive rules [38–40] to evaluate correlation functions. These techniques
are very efficient in the perturbative regime at finite N . They allow to explore different sectors of
the gauge theory [41–46] and can be used also in non-conformal cases [18]. Similar methods have
been used also in [37, 47]. We shall see that in fact also the large-N regime is easily accessible
within the full Lie algebra approach by exploiting the recursion relations in a suitable way.
We present the main technical points of the two approaches and present a thorough evaluation
of the following observables:
• the vacuum expectation value of the 1/2 BPS circular Wilson loop;
• the two-point functions of chiral/anti-chiral operators;
• the one-point function of chiral operators in presence of a Wilson loop.
In doing so, we address also some specific issues related to the computation of correlators with
operators of odd dimensions, which play a crucial role throughout the paper.
In the second part of the paper we concentrate on a set of N = 2 theories whose fundamental
matter content does not scale with N , so that they have ν = 0. As noted above, these models
have a holographic dual [24] and are very close to the N = 4 SYM theory, as confirmed by the
fact that some observables, such as the vacuum expectation value of the Wilson loop [40] and the
Bremsstrahlung function [21, 48], do not deviate from the N = 4 result in the large-N limit. In
the present paper we compute the set of observables listed above for the ν = 0 theories, using
matrix model techniques, and clarify which observables are different with respect to N = 4 in the
planar limit. It turns out that the correlation functions involving only chiral operators made of
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traces of even order have the same behavior as in the N = 4 SYM theory; this applies to both
chiral/anti-chiral correlators and one-point functions in presence of the Wilson loop. Correlation
functions with traces of odd order, instead, do deviate from the N = 4 results through an infinite
perturbative series. This analysis allows to identify a sort of “twisted” sector of operators that, in
the holographic correspondence, feel the presence of the orientifold, consistently with the analysis
of [24].
We also investigate the difference between even and odd correlators with a perturbative ex-
pansion of the N = 2 field theory directly in flat space. Using the N = 1 super-space formalism
and the diagrammatic difference between N = 2 and N = 4 [22, 38–40, 49–52] we are able to
perform an explicit large-N analysis of the two-point functions of operators with low dimensions
up to three-loops in the ν = 0 models. This allows us to understand at the diagrammatic level the
origin of the different behavior of the even and odd correlators in the planar limit, and to infer the
general structure of the leading term in the two-point correlator of operators with arbitrary odd
dimension.
Finally, we develop some new matrix model techniques which are particularly efficient when
ν = 0 and make it very easy to obtain for any odd correlator expansions at any desired order in
perturbation theory. By applying some numerical resummation technique to these long expansions,
we produce a first attempt in going beyond perturbation theory. Even if this still falls short of an
analytic treatment of the strong coupling regime, we think that our results for this special class of
N = 2 theories may represent a first step towards this important goal.
Several technical details, which are useful to reproduce our results, and some explicit high-order
expansions are collected in the appendices.
Part I
In the first part of this paper we study N = 2 conformal SYM theories and several of their physical
observables in the planar limit using matrix model techniques.
2 N = 2 CFT theories
We consider N = 2 SYM theories in 4d with gauge group SU(N) 2. The field content of these the-
ories consists of one N = 2 vector multiplet, which contains the gauge vector Aµ(x) and a complex
scalar field ϕ(x) plus their fermionic partners, all transforming in the adjoint representation, and
several N = 2 matter hypermultiplets, each containing two complex scalars plus their fermionic
partners transforming in a representation R. Given this field content, the gauge coupling constant
g receives contributions only at one loop, and the coefficient β0 of the β-function is
β0 = 2N − 2iR , (2.1)
where iR is the index of R. In the following we will focus on conformal theories, for which β0
vanishes. This condition is clearly satisfied if R is the adjoint representation, in which case we
have a SYM theory with N = 4 supersymmetry.
2We mainly concentrate on the large-N limit, where SU(N) yields the same results as U(N); we will comment
about the relation between the two cases in Appendix A.
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An important set of local operators in these theories is provided by the multitraces
On(x) ≡ trϕn1(x) trϕn2(x) . . . (2.2)
where n = {ni}. These operators are chiral, i.e. they are annihilated by half of the supercharges.
Their R-charge is n =
∑
i ni and they are automatically normal-ordered because of R-charge
conservation. The analogous anti-chiral operators, constructed with the conjugate field ϕ(x), are
denoted by On(x). We will study the two-point functions between chiral and anti-chiral operators,
which in conformal theories take the general form
〈
On(x)Om(0)
〉
=
Gn,m(g,N)
(4pi2x2)m+n
δm,n . (2.3)
In the following we will often consider diagonal cases, for which we will employ the streamlined
notation Gn ≡ Gn,n.
Another operator that we will consider is the half-BPS Wilson loop in the fundamental repre-
sentation on a circle C of radius R:
WC =
1
N
trP exp
{
g
∮
C
dτ
[
iAµ(x) x˙
µ(τ) +
R√
2
(
ϕ(x) + ϕ†(x)
)]}
(2.4)
where P denotes the path-ordering. In particular, we will study its vacuum expectation value
(v.e.v.) 〈
WC
〉
= w(g,N) , (2.5)
and its one-point functions with the chiral operators, whose form is fixed by conformal invariance
to be [8, 39] 〈
On(0)WC
〉
=
wn(g,N)
(2piR)n
. (2.6)
The sets of functions Gn,m(g,N), w(g,N) and wn(g,N) are the main subject of our analysis. In
particular we will study these functions in the large-N ’t Hooft limit in whichN →∞ with λ = g2N
held fixed. Notice that all these observables involve operators constructed entirely with fields of
the gauge multiplet. Therefore, in their perturbative evaluation, the matter hypermultiplets run
only inside the loops.
2.1 The ABCDE theories
To be specific, we will consider theories whose matter fields transform in the following representa-
tion of SU(N):
R = NF ⊕NS ⊕NA , (2.7)
corresponding to NF fundamental, NS symmetric and NA anti-symmetric hypermultiplets. For
these theories the β-function coefficient (2.1) reads
β0 = 2N −NF −NS(N + 2)−NA(N − 2) . (2.8)
The condition β0 = 0 leads to five families of N = 2 superconformal theories, whose field content
is displayed in Table 1.
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theory NF NS NA ν
A 2N 0 0 1
B N − 2 1 0 12
C N + 2 0 1 12
D 4 0 2 0
E 0 1 1 0
Table 1: The five families of N = 2 superconformal theories with SU(N) gauge group and matter in
fundamental, symmetric and anti-symmetric representations. These theories have been identified long ago
in [53], and more recently they have been considered in [21,42].
Theory A is the N = 2 conformal QCD. Theories D and E are superconformal models for
which a holographic dual of the form AdS5 × S5/Γ has been identified [24]. In the last column of
the table we have written the values of the variable ν defined in (1.1), which in the specific case
becomes
ν = 1− NS +NA
2
. (2.9)
As mentioned in the Introduction, this quantity determines the large-N behavior of the theory, so
that theories B and C become equivalent in the large-N limit, and the same is true for theories
D and E.
2.2 Matrix model from localization
Exploiting localization, it is possible to prove that certain protected observables of the N = 2 SYM
theories can be exactly reduced to a matrix model computation [16,17]. Among these observables
there are the partition function on a four-sphere S4, the correlators between chiral and anti-chiral
operators, as well as the v.e.v. of a circular BPS Wilson loop and the one-point functions of chiral
operators in presence of the loop.
The sphere partition function: The partition function of a N = 2 SYM theory with gauge
group SU(N) on a sphere S4 of unit radius can be expressed as follows [16]:
ZS4 =
∫ N∏
u=1
dmu ∆(m)
∣∣Z(im, g)∣∣2 δ(∑
u
mu
)
. (2.10)
Here mu are the eigenvalues of a Hermitean traceless (N × N) matrix M and ∆(m) is their
Vandermonde determinant
∆(m) =
N∏
u<v=1
(mu −mv)2 . (2.11)
Moreover Z(im, g) is the partition function for the theory on R4 with gauge coupling g evaluated
at a point in the Coulomb moduli-space parametrized by the eigenvalues mu. It consists of a
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classical, a one-loop and an instanton factor:
Z(im, g) = Ztree Z1−loop Zinst . (2.12)
The classical part is simply
∣∣Ztree∣∣2 = e− 8pi2g2 ∑um2u = e− 8pi2g2 trM2 . (2.13)
The instanton part can be neglected when working in perturbation theory; moreover it does not
contribute in the large-N ’t Hooft limit, and thus in the following we set Zinst = 1.
The one-loop part depends on the matter representation R. Denoting by m the N -dimensional
vector of components mu, by W (R) the set of the weights w of the representationR and by W (adj)
that of the adjoint representation, we have
∣∣Z1−loop∣∣2 = ∏w∈W (adj)H(iw ·m)∏
w∈W (R)H(iw ·m)
, (2.14)
where
H(x) = G(1 + x)G(1− x) , (2.15)
with G being the Barnes G-function. Writing∣∣Z1−loop∣∣2 = e−Sint (2.16)
we deduce from (2.14) that the interacting action is [40]
Sint = TrR logH(iM)− Tradj logH(iM) = Tr′R logH(iM) (2.17)
where we have introduced the combination of traces
Tr′R • = TrR • − Tradj • . (2.18)
In the N = 4 theory, where R is the adjoint representation, this combination clearly vanishes
while in the N = 2 theories it accounts for the matter content of the so-called “difference the-
ory” which is often used in field theory computations [49], where one removes from the N = 4
result the contributions of the adjoint hypermultiplets and replaces them with the contributions
of hypermultiplets in the representation R.
For the class of theories listed in Table 1, by combining the tree-level and one-loop factors, we
obtain ∣∣Z(im, g)∣∣2 = e−S = e− 8pi2g2 trM2−Sint . (2.19)
In terms of the eigenvalues mu, the matrix model action S is explicitly given by
S =
∑
u
[8pi2
g2
m2u +NF logH(imu) +NS logH(2imu)
]
+ (NS +NA)
∑
u<v
H(imu + imv)
−
∑
u<v
[
log(imu − imv)2 + 2 logH(imu − imv)
]
. (2.20)
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The BPS Wilson loop: In [16] it was shown that also the v.e.v. of the supersymmetric circular
Wilson loop (2.4) can evaluated exactly using localization. The result, which was anticipated by
direct diagrammatic computations in [5, 6], is
〈
WC
〉
S4
=
1
N
∫ N∏
u=1
dmu ∆(m)
(∑
u
e2pimu
) ∣∣Z(im, g)∣∣2 δ(∑
u
mu
)
(2.21)
when the Wilson loop is in the fundamental representation. This means that in the matrix model
WC is represented by the following operator
WC =
1
N
tr exp
(
2piM
)
. (2.22)
For conformal theories the v.e.v. of WC on S
4 coincides with the flat-space observable w(g,N)
defined in (2.5).
2.3 The full Lie algebra approach
The sphere partition function (2.10) is expressed in terms of the eigenvalues mu of M . The
integration measure over these eigenvalues with the Vandermonde determinant is precisely the one
that arises from diagonalizing the flat measure over the entire matrix M ; moreover, the exponential
weight, e−S , can be written in terms of the matrix M using (2.13) and (2.17). Thus, the partition
function can be recast in the form
ZS4 =
∫
dM e−S(M) δ
(
trM
)
(2.23)
namely as an integral over all elements of M .
In the following we will use the conventions of [38,39] and rescale the matrix M so as to get a
tree-level term in the matrix model action with unit weight. We then introduce the matrix
a =
√
8pi2
g2
M (2.24)
understanding, from now on, that it is traceless. The partition function (2.23) reads
ZS4 =
( g2
8pi2
)N2−1
2
∫
da e− tr a
2−Sint(a) =
( g2
8pi2
)N2−1
2 〈
e−Sint(a)
〉
(0)
, (2.25)
where in the second step we used the notation〈
f(a)
〉
(0)
≡
∫
da e− tr a
2
f(a) (2.26)
for any function of a. This shows that ZS4 can be regarded as the expectation value of e−Sint(a) in
the free Gaussian model.
We now consider a basis of su(N) generators Tb, with b = 1, . . . , N
2 − 1, normalized as
tr Tb Tc =
1
2
δbc , (2.27)
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and write a = ab Tb. Then, the flat integration measure appearing above becomes
da =
∏
b
dab√
2pi
(2.28)
where the normalization has been chosen in such a way that
〈
1
〉
(0)
= 1 and the “propagator” for
the components of a is simply 〈
ab ac
〉
(0)
= δbc . (2.29)
Let us now discuss the interacting part of the matrix model in this full Lie algebra approach.
From (2.17) and (2.24) we see that
Sint(a) = Tr
′
R logH
(
i
√
g2
8pi2
a
)
. (2.30)
If g is small, we can use the expansion
logH(x) = −(1 + γE)x2 −
∞∑
p=1
ζ(2p+ 1)
p+ 1
x2p+2 , (2.31)
where γE is the Euler-Mascheroni constant, and obtain
Sint(a) =
∞∑
p=1
(−1)p
( g2
8pi2
)p+1 ζ(2p+ 1)
p+ 1
Tr′R a
2p+2 . (2.32)
Notice that the quadratic term, proportional to (1 + γE), drops out since it is proportional to the
coefficient β0 which vanishes for the theories we are considering; indeed
Tr′R a
2 = TrR a2 − Tradj a2 = −β0 tr a2 = 0 . (2.33)
The higher traces Tr′R a2k with k > 1 appearing in the interacting action can be re-expressed in
terms of traces in the fundamental representation as follows [40]:
Tr′R a
2k =
1
2
2k−2∑
`=2
(
2k
`
)(
NS +NA − 2(−1)`
)
tr a` tr a2k−`
+
(
22k−1 − 2)(NS −NA) tr a2k .
(2.34)
Therefore, in the full Lie algebra approach the action Sint of the interacting matrix model is a linear
combination of single traces and double traces of powers of a in the fundamental representation
with coefficients depending on the gauge coupling g and on ζ-values.
Given this structure, the expectation value of a generic function f(a) in the N = 2 matrix
model is defined by
〈
f(a)
〉
=
∫
da f(a) e− tr a
2−Sint(a)∫
da e− tr a
2−Sint(a)
=
〈
f(a) e−Sint(a)
〉
(0)〈
e−Sint(a)
〉
(0)
. (2.35)
Evaluating this v.e.v. in perturbation theory is therefore just a matter of computing expectation
values in the free Gaussian model using the propagator (2.29).
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The BPS Wilson loop: In the full Lie algebra approach, the field theoretic BPS Wilson loop
expectation value is exactly captured by the v.e.v. of the following operator in the matrix model
WC =
1
N
tr exp
( g√
2
a
)
(2.36)
which simply follows from (2.22) upon using the redefinition (2.24).
Chiral operators and normal ordering: As shown in [20,23,32–34,38,54–56] the matrix model
encodes information also about the flat space correlators of chiral/anti-chiral operators in conformal
theories 3. To obtain this information one maps the multitrace operators On(x) introduced in (2.2)
to suitable matrix operators On(a) such that their two-point functions correspond to the quantities
Gn,m defined in (2.3), namely
Gn,m =
〈
On(a)Om(a)
〉
, (2.37)
where the v.e.v. in the right hand side is computed according to (2.35). Na¨ıvely one would
associate On(x) to matrix operators with the same trace structure, that is
Ωn(a) = tr a
n1 tr an2 . . . . (2.38)
These matrix operators, however, contrarily to their field theoretic counterparts, are not normal
ordered and their two-point functions
Cn,m =
〈
Ωn(a) Ωm(a)
〉
(2.39)
are not diagonal. Therefore, as argued in [23,38], one has apply the Gram-Schmidt orthogonaliza-
tion procedure with respect to Cn,m, and construct the normal-ordered version of Ωn(a), which we
denote by On(a). If C(n) is the matrix of two-point functions among the operators of dimension
lower than n, then one finds
On(a) = Ωn(a)−
∑
p,q
p,q<n
Cn,p
(
C−1(n)
)p,q
Ωq(a) . (2.40)
With this definition, the correlator of On(a) with any operator of lower dimensions is zero and the
two-point functions Gn,m vanish for n 6= m, as required. Using (2.40), these two-point functions
can be expressed in terms of the correlators Cn,m. It turns out that they have a particularly
simple expression when there is a single independent operator for each dimension n, as in the
SU(2) case [23]. We will see that in the large-N limit also the set of single-trace operators is closed
under normal ordering and we will restrict our attention to this set. Since there is one single-trace
operator for each dimension n, then the matrix G has a simple expression in terms of the matrix
C.
3Despite the presence of a conformal anomaly, even in non-conformal cases the interacting matrix model contains
a lot of information about the perturbative expansion of such correlators in flat space [18,38].
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Recursion relations: From what we have reviewed above, it is clear that the basic ingredients
for the calculation of the various observables in the N = 2 matrix model are the expectation values
of the multitrace operators in the Gaussian theory, which we denote as
tn =
〈
Ωn(a)
〉
(0)
. (2.41)
One obvious fact is that
tn = 0 for n odd . (2.42)
For n even, instead, they are non-vanishing and one can explicitly evaluate their expressions
starting from the initial condition t0 = N and a set of recursion relations of the form
tn =
1
2
n−2∑
m=0
(
tm,n−m−2 − 1
N
tn−2
)
, (2.43a)
tn,n1 =
1
2
n−2∑
m=0
(
tm,n−m−2,n1 −
1
N
tn−2,n1
)
+
n1
2
(
tn+n1−2 −
1
N
tn−1,n1−1
)
, (2.43b)
and so on. These relations follow [38] from the fusion/fission identities satisfied by the su(N)
generators Tb, namely
tr
(
TbATbB
)
=
1
2
trA trB − 1
2N
tr
(
AB
)
,
tr
(
TbA
)
tr
(
TbB
)
=
1
2
tr
(
AB
)− 1
2N
trA trB ,
(2.44)
for two arbitrary (N × N) matrices A and B. In fact, using these identities one can recursively
relate any correlator tn to the combination of correlators obtained after a single Wick contraction
with the propagator (2.29).
3 Large-N limit from the recursion relations
We now consider the ’t Hooft limit in which N →∞ with
λ = g2N (3.1)
kept fixed. As argued in the previous section, all relevant observables can be expressed in terms
of the quantities tn defined in (2.41). Therefore, as a preliminary step, we study the large-N limit
of the latter.
3.1 Basic ingredients
Single traces: Eq. (2.42) implies that the odd single traces have an identically vanishing v.e.v.:
t2k+1 = 0 . (3.2)
The v.e.v. of the even single traces, t2k, can be computed by applying Wick’s theorem and taking
into account that all contractions in which some propagators cross, are suppressed in the large-N
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limit. In other words, only rainbow diagrams count [5] and, up to subleading terms in the 1/N
expansion, one finds
t2k = N
k+1 Ck
2k
(3.3)
where Ck are the Catalan numbers
Ck =
1
k + 1
(
2k
k
)
(3.4)
which enumerate the distinct rainbow diagrams 4.
Double traces: The mixed even/odd double traces are clearly vanishing due to (2.42):
t2k1,2k2+1 = 0 . (3.5)
Thus we have to consider only the even and the odd double traces. At the leading order in the
large-N limit, the even double traces factorize:
t2k1,2k2 = t2k1 t2k2 . (3.6)
To show this, one can consider the relation (2.43b) and observe that the term in the right-hand
side proportional to n1, obtained when a propagator connects the first component with the second
component, is subleading with respect to the first term in which the propagator remains within
the first component. This fact leads to the factorized result (3.6).
The next-to-leading terms determine the connected part of the double trace v.e.v.’s. They are
defined as
tc2k1,2k2 ≡ t2k1,2k2 − t2k1 t2k2 , (3.7)
and at large N they behave as
tc2k1,2k2 =
αk1αk2
k1 + k2
with αk = N
k (2k − 1)!!
(k − 1)! . (3.8)
Comparing (3.6) and (3.8), we see that the connected v.e.v. tc2k1,2k2 is suppressed by a factor of
1/N2 with respect to t2k1,2k2 .
Also in the odd case we can use the recursion relations (2.43), but we cannot discard the terms
that superficially look subleading. Clearly, the odd double traces coincide with their connected
part because of (2.42), and at large N they are given by 5
t2k1+1,2k2+1 =
βk1βk2
k1 + k2 + 1
with βk =
Nk+1/2√
2
k(2k + 1)!!
(k + 1)!
. (3.9)
4The generating function of the Catalan numbers is
f(x) =
∞∑
k=0
Ck x
k =
1−√1− 4x
2x
.
5The U(N) analogue of this result was given in [33, 34] where it was obtained from the eigenvalue distribution
approach.
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In what follows it will turn out to be convenient to write the odd double trace v.e.v. as
t2k1+1,2k2+1 = Hk1,k2 βk1βk2 (3.10)
where
Hk1,k2 =
1
k1 + k2 + 1
(3.11)
is closely related to the so-called Hilbert matrix.
Multitraces: Let us now consider the v.e.v. of the multitraces. When there is an even trace
component, at large N this factorizes as follows
t2k1,n2,n3,... = t2k1 tn2,n3,... , (3.12)
and the subleading contributions are suppressed by a factor of 1/N2.
When all components are odd (with a total even number of factors), the recursion relations at
large N imply that the full result is obtained by pairing all components in all possible ways, and
replacing each pair by its expectation value (3.9). In other words, we have
t2k1+1,2k2+1,2k3+1,2k4+1,... = H(k1, k2, k3, k4, . . .)×
∏
i
βki , (3.13)
where H(k1, k2, k3, k4, . . .) represents the total Wick contraction computed with the “propagator”
Hki,kj . For instance, with 4 components we have
H(k1, k2, k3, k4) = Hk1,k2Hk3,k4 +Hk1,k3Hk2,k4 +Hk1,k4Hk2,k3 . (3.14)
Similarly, with 6 components we have the sum of the 15 possible ways to make a complete con-
traction, and so on.
Repeatedly using the above results, one can obtain the large-N expansion of all observables in
a quite explicit and detailed form.
3.2 The N = 4 SYM theory
Let us begin by illustrating the procedure for the N = 4 SYM theory. In this case the matrix
model is purely Gaussian and thus, following the convention introduced above, we use a label (0)
to distinguish its observables. The results we present in this subsection are well-known, but it is
convenient to briefly review them before moving to the N = 2 cases of our interest.
The BPS Wilson loop: The v.e.v. of the Wilson loop (2.36) in the N = 4 theory is
w(0) ≡ 1
N
〈
tr exp
( g√
2
a
)〉
(0)
=
1
N
∞∑
k=0
1
(2k)!
g2k
2k
t2k . (3.15)
Using (3.3), in the large-N limit one gets:
w(0) =
∞∑
k=0
Ck
(2k)!
(λ
4
)k
=
2√
λ
I1(
√
λ) , (3.16)
where I` is the modified Bessel function of the first kind. This well-known result was first obtained
in [5] by resumming ladder diagrams in perturbation theory.
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Single-trace operators and their mixing: Let us consider the single-trace operators
Ωn(a) = tr a
n (3.17)
with n ≥ 2, and subtract their v.e.v., so as to work with a basis formed by the vevless operators
Ω̂n(a) = Ωn(a)− tn 1 . (3.18)
This is convenient because, after this redefinition, which is trivial when n is odd, the even and odd
cases are on the same footing. Indeed, in both cases their two-point functions coincide with the
connected correlators we introduced above:
Ĉ (0)nm ≡
〈
Ω̂n(a) Ω̂m(a)
〉
(0)
= tn,m − tn tm = tcn,m (3.19)
whose expression in the large-N limit is given in (3.8) and (3.9). Our goal is to apply the Gram-
Schmidt diagonalization procedure with respect to the pairing (3.19) and find the normal-ordered
version of the single-trace operators Ω̂n(a), which we denote by O
(0)
n (a).
The set of operators of dimension lower than n comprises both Ω̂p(a) with p < n, and multitrace
operators with a total dimension less than n. However, in the large-N limit these multitrace
operators do not play any role, because the factorization and the Wick-like expansion properties
of the expectation values (3.12) and (3.13) imply that if one imposes the vanishing of the correlators
between O
(0)
n (a) and all single-trace operators Ω̂p(a) with p < n, then one automatically imposes
also the vanishing of the correlators between O
(0)
n (a) and all lower multitrace operators. Therefore,
to obtain the explicit expression of O
(0)
n (a) it is enough to run the normal-ordering procedure
considering only the single-trace operators. In this way, (2.40) reduces to
O(0)n (a) = Ω̂n(a)−
∑
p,q<n
Ĉ (0)np
(
Ĉ
(0) −1
(n)
)pq
Ω̂q(a) . (3.20)
Given the structure of the two-point functions (3.19), the even operators O
(0)
2k (a) are expressed
entirely in terms of even trace operators, while the expansion of the odd operators O
(0)
2k+1(a) only
contains odd traces. The first few cases are:
O
(0)
2 (a) = Ω̂2(a) , O
(0)
3 (a) = Ω̂3(a) ,
O
(0)
4 (a) = Ω̂4(a)− 2N Ω̂2(a) , O(0)5 (a) = Ω̂5(a)−
5
2
N Ω̂3(a) ,
O
(0)
6 (a) = Ω̂6(a)− 3N Ω̂4(a) +
9
4
N2Ω̂2(a) , O
(0)
7 (a) = Ω̂7(a)−
7
2
N Ω̂5(a) +
7
2
N2Ω̂3(a) .
(3.21)
Actually, the result can be given in closed form for any n as follows:
O(0)n (a) = n
bn−1
2
c∑
k=0
(−1)kN
k (n− k − 1)!
2k k!(n− 2k)! Ω̂n−2k(a) (3.22)
with the understanding that Ω̂1(a) = 0, which is true in the SU(N) theory.
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Using (3.17), (3.18) and (3.20), we easily deduce that O
(0)
n (a) is the trace of a degree n monic
polynomial pn(a), namely
O(0)n (a) = tr pn(a) with pn(a) = a
n + . . . . (3.23)
The coefficients of the expansion of O
(0)
n (a), or equivalently of pn(a), are related to the ones
appearing in the expansion of the Chebyshev polynomials of the first kind Tn(x). Indeed, one has
pn(a) = 2
(N
2
)n
2
Tn
( a√
2N
)
+ δn,2
N
2
1 (3.24)
in agreement with the results of [33].
Two-point functions: The two-point functions of the normal-ordered operators are indeed
diagonal:
G(0)n,m ≡
〈
O(0)n (a)O
(0)
m (a)
〉
(0)
= G(0)n δn,m with G
(0)
n = n
(N
2
)n
, (3.25)
as it can be proven by using (3.22) and (3.19). We note that the Gram-Schmidt procedure yields
an expression of G
(0)
n directly in terms of the elements of Ĉ (0):
G(0)n =
det Ĉ
(0)
(n+1)
det Ĉ
(0)
(n)
. (3.26)
One-point functions in presence of the Wilson loop: Also the one-point functions of the
operators O
(0)
n (a) with the Wilson loop WC can be easily computed in the large-N limit. Indeed,
using (3.22) and expanding the Wilson loop operator (2.36), we find
w(0)n ≡
〈
O(0)n (a)WC
〉
(0)
' n
N
∞∑
`=0
bn−1
2
c∑
k=0
(−1)kN
k (n− k − 1)!
2k k!(n− 2k)!
1
`!
( λ
2N
)`
2
tcn−2k,` . (3.27)
Inserting the large-N behavior of the connected correlators given in (3.8) and (3.9) and retaining
the leading contributions for N → ∞, after simple algebra we can recast the above sum as an
expansion in powers of λ which can be resummed into a modified Bessel function In. More
precisely, we have
w(0)n =
n
N
(N
2
)n
2
In(
√
λ) . (3.28)
This result was originally obtained in [7] by resumming rainbow diagrams in the planar limit.
3.3 The ABCDE theories
The matrix model for the N = 2 conformal theories of Table 1 contains an interacting action
Sint(a) given in (2.32), and the v.e.v. of the various observables are computed according to (2.35).
Using (2.34), Sint(a) can be written as a sum of terms that are either quadratic or linear in the
single-trace operators (3.17). We find convenient to split this sum into three parts as follows:
Sint(a) = Sodd(a) + Seven(a) + Ss.t.(a) . (3.29)
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Here Sodd(a) contains odd double traces:
Sodd(a) = (2− ν)
∞∑
p=1
(−1)p
( λ̂
N
)p+1 ζ(2p+ 1)
p+ 1
p−1∑
k=1
(
2p+ 2
2k + 1
)
Ω2k+1(a) Ω2p−2k+1(a) , (3.30)
Seven(a) contains even double traces:
Seven(a) = −ν
∞∑
p=1
(−1)p
( λ̂
N
)p+1 ζ(2p+ 1)
p+ 1
p∑
k=1
(
2p+ 2
2k
)
Ω2k(a) Ω2p−2k+2(a) , (3.31)
while Ss.t.(a) contains single-trace operators, all even:
Ss.t.(a) = 2(NS −NA)
∞∑
p=1
(−1)p
( λ̂
N
)p+1 ζ(2p+ 1)
p+ 1
(
22p − 1)Ω2p+2(a) . (3.32)
Finally, we have introduced the rescaled ’t Hooft coupling
λ̂ =
λ
8pi2
(3.33)
to make the end results more compact.
Single-trace operators and their mixing: To obtain the normal-ordered operators On(a) we
have to repeat the Gram-Schmidt procedure and diagonalize the matrix of the two-point functions
of the single-trace operators Ωn(a) computed in the interacting matrix model. To take advantage
of the calculations already performed, we proceed in two steps and start from the operators O
(0)
n (a)
introduced in (3.20) that realize the normal ordering in the N = 4 theory. They can be considered
the tree-level approximation of those in the N = 2 theories. The two-point functions of these
operators are
〈
O(0)n (a)O
(0)
m (a)
〉
=
〈
O
(0)
n (a)O
(0)
m (a) e−Sint(a)
〉
(0)〈
e−Sint(a)
〉
(0)
= G(0)n,m +G
(1)
n,m +G
(2)
n,m + . . . , (3.34)
where G
(k)
n,m is the term of order k in Sint. In particular, at the first order we have
G(1)n,m = −
〈
O(0)n (a)O
(0)
m (a)Sint(a)
〉
(0)
+
〈
O(0)n (a)O
(0)
m (a)
〉
(0)
〈
Sint(a)
〉
(0)
. (3.35)
The corrections terms G
(k)
n,m make the two-point functions (3.34) non-diagonal. We have therefore
to rerun the Gram-Schmidt procedure and redefine the operators. At large N several important
simplifications occur. We illustrate them by considering the N dependence of the various terms
contributing to G
(1)
n,m, but these arguments can be readily extended also to the higher correction
terms G
(k)
n,m with k > 1.
Using the general formula (3.24), the product O
(0)
n (a)O
(0)
m (a) decomposes into a sum of terms
which contain a couple of single-trace operators Ωr(a) Ωs(a). The tree-level contribution of any
such term to the two-point function Gn,m is proportional to tr,s. Its contribution to the first
correction G
(1)
n,m depends on which part of the interacting action one considers. The single-trace
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part Ss.t. given in (3.32) corresponds to an insertion of Ω2p+2(a) accompanied by a factor of 1/N
p+1,
so that the contribution of Ωr(a) Ωs(a) is proportional to
1
Np+1
(
tr,s,2p+2 − tr,s t2p+2
) ∝ 1
N
tr,s (3.36)
where the second step follows from (3.12) and (3.3). This correction is therefore subleading in N
with respect to the tree-level result tr,s. This fact means that all contributions arising from the
single-trace part of the interacting action can be ignored in the large-N limit. Since Ss.t. is the
only part of Sint that does not depend on the parameter ν, it follows that in the large-N limit the
two-point correlators will only depend on ν and not on the more specific matter content of the
N = 2 theory. Thus, Gn,m will be equal for the B and C models, and for the D and E models.
Let us now consider the corrections coming from the even double-trace part Seven of the interac-
tion action given in (3.31). In this case, the interaction produces an insertion of Ω2k(a) Ω2p−2k+2(a)
accompanied by a factor of 1/Np+1, so that the typical term goes like
1
Np+1
(
tr,s,2k,2p−2k+2 − tr,s t2k,2p−2k+2
) ∝ tr,s . (3.37)
Again we have used again the factorization property (3.12) and the expression of the one-point
function (3.3). We see that now the correction scales in the large-N limit just like the tree level
result. So the even part Seven, which is proportional to ν, will always contribute to the corrections
of the two-point functions.
Finally, we consider the odd double-trace part Sodd defined in (3.30). Here we have to dis-
tinguish two cases: when the operators Ωr(a) Ωs(a) are both even and when they are both odd.
In the first case, which occurs in the two-point functions Gn,m of two even operators, the typical
contribution due to Sodd has the following behavior at large N
1
Np+1
(
tr,s,2k+1,2p−2k+1 − tr,st2k+1,2p−2k+1
) ∝ 1
N2
tr,s (3.38)
for r and s even. This result follows again upon using (3.12) and (3.9). Thus, being subleading
with respect to the tree-level term, the odd part Sodd has no effect on the correlators of two even
operators in the large-N limit. Instead, it corrects the correlators of two odd operators. Indeed,
in this case the typical contribution due to Sodd is of the type
1
Np+1
(
tr,s,2k+1,2p−2k+1 − tr,st2k+1,2p−2k+1
) ∝ tr,s (3.39)
for r and s odd. Here we have taken into account the structure of odd multitraces described in
(3.13) and (3.14). This correction has the same N -dependence of the tree-level term and survives
in the large-N limit.
To summarize, we have shown that the correlators of two even operators in the large-N limit
only receive corrections from Seven, while those of two odd operators are corrected both by Seven
and by Sodd. This means that the N = 2 correlators of two even operators differ from the N = 4
ones by terms which are proportional to ν. In particular, for the D and E theories, for which
ν = 0, this difference vanishes. Thus, in the sector of the even operators, these two N = 2
models are indistinguishable from the N = 4 SYM theory in the planar limit. On the contrary,
the correlators of odd operators have corrections proportional to (2 − ν) arising from Sodd and
corrections proportional to ν arising from Seven, and these are non-trivial even for the D and E
theories.
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Some explicit examples: We have at our disposal all elements to carry out explicitly the
Gram-Schmidt procedure starting from the operators O
(0)
n (a) and their correlation matrix (3.34),
and find the large-N expression of the normal-ordered operators On(a) and of their two-point
functions Gn,m. On very general grounds, applying the analogue of (3.20), we find
On(a) = O
(0)
n (a) + ∆On(a) (3.40)
while, applying the analogue of (3.26), we obtain the diagonal two-point functions
Gn,m ≡
〈
On(a)Om(a)
〉
= Gn δn,m , (3.41)
which we parametrize as follows:
Gn = n
(N
2
)n
γn . (3.42)
Here we have factorized the N = 4 result (3.25), so that γn, which is a function of the ’t Hooft
coupling, reduces to 1 in the limit λ̂→ 0.
This procedure is entirely algorithmic and it is easy to reach quite high orders in the coupling
and in transcendentality. Here we report the explicit results for the lowest dimensional operators,
showing only the the lowest terms in their expansion to avoid excessive clutter.
• At dimension 2 the operator O(0)2 (a) can only mix with the identity and we find that the
corresponding correction is
∆O2(a) =
N2 ν
2
[
3 ζ(3) λ̂ 2 − 15 ζ(5) λ̂ 3 + (70 ζ(7)− 18 ζ(3)2 ν)λ̂ 4 + . . . ] 1 , (3.43)
where the ellipses stand for terms of higher order in λ̂. Computing the two-point function of
O2(a), we find that the correction factor γ2 is
γ2 = 1− ν
[
9 ζ(3) λ̂ 2 − 60 ζ(5) λ̂ 3 + (350 ζ(7)− 90 ζ(3)2 ν)λ̂ 4 + . . . ] . (3.44)
• The operator O(0)3 (a) of dimension 3 receives no corrections because for SU(N) there is no
single-trace operator of lower dimension with which it can mix. Thus
∆O3(a) = 0 . (3.45)
The corresponding two-point coefficient γ3 is
γ3 = 1−
[
9 ζ(3) νλ̂ 2−5 ζ(5)(13ν−2)λ̂ 3+
(105
4
ζ(7)(15ν−4)−81 ζ(3)2 ν2
)
λ̂ 4+ . . .
]
. (3.46)
• At dimension 4 the operator O(0)4 (a) can mix with O(0)2 (a) and with the identity. Computing
the corresponding mixing, we find
∆O4(a) = 2Nν
[
3 ζ(3) λ̂ 2 − 85
4
ζ(5) λ̂ 3 +
(511
4
ζ(7)− 18 ζ(3)2 ν
)
λ̂ 4 + . . .
]
O
(0)
2 (a)
− N
3 ν
2
[
10 ζ(5) λ̂ 3 −
(77
4
ζ(7) + 9ζ(3)2 ν
)
λ̂ 4 + . . .
]
1 .
(3.47)
The two-point function is captured by
γ4 = 1− ν
[
12 ζ(3) λ̂ 2 − 80 ζ(5) λ̂ 3 +
(1855
4
ζ(7)− 126 ζ(3)2 ν
)
λ̂ 4 + . . .
]
. (3.48)
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• The operator O5(a) of dimension 5 can only mix with O(0)3 (a) and the mixing term is given
by
∆O5(a) =
5N
2
[
3 ζ(3) νλ̂ 2 − 20 ζ(5) νλ̂ 3 +
(7
2
ζ(7)(33ν − 1)− 18 ζ(3)2 ν
)
λ̂ 4+. . .
]
O
(0)
3 (a)
(3.49)
while the two-point function coefficient is 6
γ5 = 1−
[
15 ζ(3) νλ̂ 2 − 100 ζ(5) νλ̂ 3 +
(2275
4
ζ(7) ν − 180 ζ(3)2 ν2
)
λ̂ 4
−
(1155
8
ζ(9)(133ν − 4)− 2625 ζ(3)ζ(5) ν2
)
λ̂ 5 + . . .
]
.
(3.50)
All these results explicitly show the pattern discussed above, namely that the even operators and
their two-point functions are not corrected with respect to the N = 4 theory when ν = 0. On the
contrary the odd operators and their two-point functions are different from the corresponding ones
in the N = 4 theory even when ν = 0. In particular we point out that in the D and E theories, the
first correction to γ3 is proportional to ζ(5) λ̂
3, while the first correction to γ5 is proportional to
ζ(9) λ̂ 5. In Section 7 we will give a diagrammatic explanation of this fact and of its generalization
to the two-point functions γ2k+1 with k > 2.
The BPS Wilson loop: We now consider the Wilson loop operator (2.36). Its v.e.v. in the
N = 2 theories is given by
w ≡ 〈WC〉 = 1
N
∞∑
k=0
1
k!
( λ
2N
)k
2
〈
tr ak e−Sint(a)
〉
(0)〈
e−Sint(a)
〉
(0)
. (3.51)
Expanding the exponentials and using the explicit form of the interacting action (3.29), one gets
a non-vanishing contribution only when k is even. Thus, the difference with respect to the N = 4
result (3.15) can be written as
∆w ≡ w − w(0) = − 1
N
∞∑
k=0
1
(2k)!
( λ
2N
)k [〈
tr a2k Sint(a)
〉
(0)
− t2k
〈
Sint(a)
〉
(0)
]
+O(S2int) .
(3.52)
This quantity greatly simplifies in the large-N limit. In fact, using the same arguments explained
above, one can show that the single-trace part of the interacting action (3.32) does not contribute
at leading order and that the same thing happens for Sodd. Thus, one is left only with the
contributions arising from the even piece of the action, Seven, which can be evaluated using the
large-N factorization property (3.12) together with (3.8). Collecting all terms contributing to a
given ζ-value, one finds a series in λ which can be resummed into a combination of Bessel functions
In. Explicitly, the very first few terms are
7
∆w = −ν
[
3 ζ(3) I2 λ̂
2 − 10 ζ(5)(2 I2 − 3 I3) λ̂ 3
+
(35
4
ζ(7)
(
13 I2 − 36 I3 + 48 I4
)− 9
4
ζ(3)2
(
I1 + 4 I2
))
λ̂ 4 + . . .
] (3.53)
6We report this result to a higher order in λ̂ with respect to the previous ones to exhibit the fact that it does not
vanish at ν = 0.
7The term proportional to ζ(3) was already obtained in [39,57] for the A theory, corresponding to ν = 1.
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where for brevity we have defined
In ≡
(√
λ
)2−n
In(
√
λ) . (3.54)
Terms with higher powers of λ̂ for which the ellipses in (3.53) stand, can be systematically computed
without any difficulty.
One-point functions in presence of the Wilson loop: In presence of the Wilson loop WC ,
the normal-ordered operators On(a) have a non-trivial one-point function which is given by
wn ≡
〈
On(a)WC
〉
=
1
N
∞∑
k=0
1
k!
( λ
2N
)k
2
〈
On(a) tr a
k e−Sint(a)
〉
(0)〈
e−Sint(a)
〉
(0)
. (3.55)
To compute the difference of these quantities with respect to the N = 4 theory, we have to
expand the exponentials and also to take into account that the operators bear a dependence on
the interacting action because of the normal ordering that we discussed in the previous part of
this section. We then find
∆wn ≡ wn − w(0)n = −
1
N
∞∑
k=0
1
k!
( λ
2N
)k
2
[〈
O(0)n (a) tr a
k Sint(a)
〉
(0)
− 〈O(0)n (a) tr ak〉(0) 〈Sint(a)〉(0)
− 〈∆On(a) tr ak〉(0)]+O(S2int) . (3.56)
When we take the large-N limit, drastic simplification occur in these quantities and the results can
be compactly written in terms of the rescaled Bessel functions (3.54). For example, for n = 2, 3
we find
∆w2 = −ν
2
[
3 ζ(3) ( I1 + 2 I2)λ̂
2 − 10 ζ(5) (2 I1 + 5 I2 − 6 I3) λ̂ 3 (3.57)
+
(35
4
ζ(7) (13 I1 + 42 I2 − 96 I3 + 96 I4)− 9 ν
4
ζ(3)2 ( I0 + 12 I1 + 24 I2)
)
λ̂ 4 + . . .
]
,
∆w3 = −3pi
√
N
2
[
3 ζ(3) ν I2 λ̂
5
2 − 10 ζ(5)(2 ν I2 − (2− ν) I3) λ̂ 72 (3.58)
+
(35
4
ζ(7)
(
13ν I2 − (2− ν)(14 I3 − 16 I4)
)
+
9 ν2
4
ζ(3)2 ( I1 + 2 I2)
)
λ̂
9
2 + . . .
]
.
Similar expressions for higher values of n, as well as the contributions at higher orders in λ̂, can
be obtained without any problem since the whole procedure is purely algebraic.
4 Large-N limit from the eigenvalue distribution
We now discuss the Cartan algebra approach based on the integration over the matrix model
eigenvalues in the large-N limit.
A specific application of this approach to the N = 2 ABCDE theories has already been
presented in [21] (see also [32]), where it is shown that the ratio ν defined in (1.1) is the unique
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relevant parameter at large N . The study in [21] focused mainly on the Wilson loop v.e.v. and
its eventual extrapolation at strong coupling. Here, instead, we discuss how this method can be
applied to the calculation of the two-point functions of chiral primaries and of their one-point
functions in presence of a Wilson loop. In doing so, we also provide new results about the large-N
mixing of single-trace operators in terms of N = 2 deformed orthogonal polynomials, setting in a
broader perspective the findings of [33]. Our analysis also leads to an alternative and more compact
derivation of the results obtained by the full Lie algebra methods described in the previous section
which, at least in principle, may be a convenient starting point for a non-perturbative investigation.
4.1 The large-N universal integral equation
For a generic model in the ABCDE series, the large-N saddle-point equation for the matrix model
eigenvalues mu is obtained from the effective action (2.20) and reads as follows
0 =
8pi2
λ
mu − NF
2N
K(mu)− NS
N
K(2mu)− NS +NA
2N
∑
v 6=u
K(mu +mu)
− 1
N
∑
v 6=u
[ 1
mu −mv −K(mu −mv)
]
.
(4.1)
Here the function K(x) is defined by
K(x) = 2 (1 + γE)x− d
dx
logH(ix) = x
[
ψ(1 + ix) + ψ(1− ix) + 2γE
]
(4.2)
where ψ(x) is the digamma function. Notice that in N = 2 superconformal theories, the linear
part of K(x) drops out in the saddle-point equation and thus it may be conveniently subtracted
from the start 8. Moreover, exploiting the expansion (2.31), for small x we have
K(x) = −2
∞∑
p=1
(−1)p ζ(2p+ 1)x2p+1 . (4.3)
The large-N limit of (4.1) is captured by an integral equation for the continuum limit of the
discrete density
ρ(m) =
1
N
N∑
u=1
δ
(
m−mu
)
. (4.4)
Assuming that for N → ∞ the eigenvalues mu condense on a single 9 segment [µ−, µ+] ⊂ R, one
finds that ρ and µ± are determined by the following equation [21]:∫ µ+
µ−
dy ρ(y)
[ 1
x− y −K(x− y) + (1− ν)K(x+ y)
]
=
8pi2
λ
x− ν K(x) , (4.5)
where we have understood the prescription for taking the Cauchy principal value of the integral
and have introduced the parameter ν as in (2.9), together with the normalization condition∫ µ+
µ−
dx ρ(x) = 1 . (4.6)
8This property is related to the UV finiteness of the theories, as explained in [28].
9This is called a one-cut solution in resolvent language. This one-cut assumption is definitely correct in the
perturbative framework, and it is expected to hold at strong coupling too.
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From the solution to (4.5) we can readily compute the v.e.v. of single-trace operators. For example,
the integral representation of the half-BPS Wilson loop v.e.v. is
〈
WC
〉
=
∫ µ+
µ−
dx ρ(x) e2pix . (4.7)
The right hand side of (4.5) is odd under x → −x and thus it is consistent to assume a
symmetric density ρ(x) = ρ(−x) supported on a symmetric cut with µ+ = −µ− ≡ µ. With these
assumptions, we may replace K(x + y) with K(x − y) under integration and rewrite (4.5) in the
much simpler form ∫ +µ
−µ
dy ρ(y)
[ 1
x− y − ν K(x− y)
]
=
8pi2
λ
x− ν K(x) . (4.8)
This implies that, whenever (4.8) may be used, any ν = 0 model gives the same results as the
N = 4 SYM theory where the exact density is the Wigner semi-circle distribution
ρ(x) =
2
piµ2
√
µ2 − x2 with µ =
√
λ
2pi
. (4.9)
Using this distribution in (4.7), one finds
〈
WC
〉
=
2
piµ2
∫ +µ
−µ
dx
√
µ2 − x2 e2pix = 2√
λ
I1(
√
λ) , (4.10)
in agreement with (3.16). Thus, for the ν = 0 theories we have ∆w = 0 in agreement with (3.53).
However, the symmetric one-cut assumption is too restrictive. Indeed, to compute observables
that are more general than (4.7), like for instance two-point functions or one-point functions in
presence of a Wilson loop, we need to extend the action by suitable sources coupled to the operators
that are inserted in the correlators. This leads to asymmetries in the cut when one considers “odd”
operators, i.e. operators involving traces of odd powers of the matrix model variable. Moreover,
intermediate calculations require to consider the unrestricted integral equation (4.5) that does
not reproduce the N = 4 results for ν = 0. In other words, one cannot expect that such “odd”
observables in the ν = 0 theories are equal to those in the N = 4 SYM theory. Several examples
of this claim will be illustrated and discussed later.
4.2 Single-trace mixing at large N and two-point functions
As we remarked in the previous section, an important bottleneck is the operator mixing that seems
to require an ad hoc treatment depending on the operators under study. We now discuss how to
deal in general with the mixing in the single-trace sector starting from the integral equation (4.5).
Then, as an application, we recompute the two-point functions and the one-point functions in
presence of the half-BPS Wilson loop. As a technical point, note that we shall work in the U(N)
matrix model which is expected to give the same results as the SU(N) model in the large-N limit,
since the difference between enforcing or not the tracelessness condition turns out to be subleading
at large N [58]; see also Appendix A. Indeed, we will perfectly reproduce the previous results
obtained in the SU(N) matrix model following the full Lie algebra approach.
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To evaluate the two-point functions of single-trace operators and eventually impose the or-
thogonality conditions, we need to add a set of source terms to the effective action of the matrix
model. We thus modify the action S given in (2.20) according to
S → S +N
∑
n>2
σn trPn , (4.11)
where σn is the source term for a monic polynomial Pn in the matrix M of degree n:
Pn = M
n + . . . . (4.12)
These polynomials are determined by imposing the orthogonality condition
〈n,m〉 = G˜n δn,m , (4.13)
with respect to the pairing
〈n,m〉 ≡ 〈trPn trPm〉 − 〈trPn〉 〈trPm〉 . (4.14)
In presence of the sources σn, the eigenvalue distribution satisfies a modified integral equation,
that we will consider below.
Since the normal-ordered operators have to be orthogonal with respect to the identity, Pn
must also satisfy 〈trPn〉 = 0. This can be left to the end. This is because the connected two-point
function in the above pairing is unchanged if we replace trPn by trPn + cn. As a result we can
impose (4.13) and determine Pn. The normal-ordered operator is then trPn − 〈trPn〉.
4.2.1 The N = 4 SYM theory
Let us begin with the simplest case of the N = 4 SYM theory. In previous sections, we have
adopted the convention that quantities in the N = 4 case are distinguished by a (0) super/sub-
script. Here, however, to avoid excessive clutter, we suppress this index where there is no risk of
confusion.
We start by considering even sources σn with n ∈ 2N. They modify the integral equation (4.8)
with ν = 0 as follows: ∫ +µ(σ)
−µ(σ)
dy
ρ(y;σ)
x− y =
8pi2
λ
x+
1
2
∑
n≥4
σn P
′
n(x) . (4.15)
Both the density and the cut edge now depend on σn.
In terms of this modified density, the pairing is expressed as 10
〈n,m〉 = − ∂
∂σm
∫ +µ(σ)
−µ(σ)
dx ρ(x;σ)Pn(x)
∣∣∣∣
σ=0
. (4.16)
Taking into account that the density vanishes at the source-dependent edges of the cut, this
becomes
〈n,m〉 = −
∫ +µ0
−µ0
dx ρ′m(x)Pn(x) (4.17)
10Note that the density integral provides a trace divided by a factor of N which is compensated by differentiation
with respect to σ which inserts N times the trace of the associated field.
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where µ0 = µ(0) and
ρ′m(x) =
∂ρ(x, σ)
∂σm
∣∣∣∣
σ=0
. (4.18)
To determine ρ′m, we take a derivative of (4.15) with respect to σm, obtaining∫ +µ0
−µ0
dy
ρ′m(y)
x− y =
1
2
P ′m(x) . (4.19)
Since the differentiated density is expected to be unbounded at the cut edges, the general solution
to (4.19) is [59]
ρ′m(x) =
Cm√
µ20 − x2
+
1
2pi2
√
µ20 − x2
∫ +µ0
−µ0
dy
√
µ20 − y2
y − x P
′
m(y) ,
=
Cm√
µ20 − x2
− m
2pi
√
µ20 − x2
Pm(x)
(4.20)
where Cm is an arbitrary constant
11. Inserting (4.20) into (4.17), we get
〈n,m〉 = −Cm
∫ +µ0
−µ0
dx
Pn(x)√
µ20 − x2
− 1
2pi2
∫ +µ0
−µ0
dx
Pn(x)√
µ20 − x2
∫ +µ0
−µ0
dy
√
µ20 − y2
y − x P
′
m(y) . (4.21)
The orthogonality condition 〈n,m〉 ∝ δn,m is realized if we take Pn to be proportional to the
Chebyshev polynomial of the second kind Tn. Indeed, in such a case the contribution proportional
to Cm is identically zero (so that we can safely set Cm = 0) and the double integral in (4.21)
vanishes for n 6= m.
To see this, let us observe that integrating first over x gives a result proportional to the
Chebyshev polynomial of the first kind Un−1(y) (see (B.3) in Appendix B). On the other hand, we
have T ′n(x) = nUn−1(x), and thus (4.21) reproduces the orthogonality relation of polynomials Un
with respect to the weight
√
µ20 − y2.
In conclusion, in the N = 4 SYM theory, taking into account the normalization choice in (4.12),
we have
Pn(x) =
µn0
2n−1
Tn
( x
µ0
)
= 2
( λ
16pi2
)n
2
Tn
( 2pi√
λ
x
)
(4.22)
where in the second step we used (4.9). Plugging this into (4.20), we get
ρ′m(x) = −
m
2pi
√
µ20 − x2
µm0
2m−1
Tm
( x
µ0
)
, (4.23)
while the pairing becomes
〈n,m〉 = G˜(0)n δn,m (4.24)
with
G˜(0)n = −
∫ +µ0
−µ0
dxPn(x) ρ
′
n(x) =
n
2pi
∫ +µ0
−µ0
dx
Pn(x)
2√
µ20 − x2
= n
( λ
16pi2
)n
(4.25)
11Indeed, (µ20 − x2)−1/2 is a zero-mode of the Cauchy integral kernel 1/(x− y) in (4.19).
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where the last step follows from (4.22) and the orthogonality properties of the Chebyshev polyno-
mials.
This result is in full agreement with [34] where it is shown that (4.22) and (4.25) hold also for
odd n. It is also in complete agreement with the results of the full Lie Algebra approach given
in Section 3.2. Indeed, comparing (4.22) with (3.24), and taking into account the rescaling (2.24)
between the matrices M and a, we see that for n ≥ 2
Pn(M) =
( g2
8pi2
)n
2
pn(a) and trPn(M) =
( g2
8pi2
)n
2
O(0)n (a) . (4.26)
In a perfectly consistent way, the two-point functions (4.25) and (3.25) are related as follows:
G˜(0)n =
( g2
8pi2
)n
G(0)n . (4.27)
4.2.2 The ABCDE theories
In a N = 2 theory of the ABCDE series with parameter ν and generic (even or odd) sources, the
modified integral equation that determines the eigenvalue density reads∫ +µ(σ)+c(σ)
−µ(σ)+c(σ)
dy
[ 1
x− y −K(x− y) + (1− ν)K(x+ y)
]
ρ(y;σ)
=
8pi2
λ
x− νK(x) + 1
2
∑
n
σnP
′
n(x)
(4.28)
where we have allowed for a non zero cut center c(σ). Of course c(σ) = 0 if all sources are even.
The orthogonality condition has the same form as in (4.13) and the pairing is expressed in terms
of the eigenvalue distribution by the analogue of (4.16). Thus we must find polynomials Pn such
that
〈n,m〉 = −
∫ +µ0
−µ0
dx ρ′m(x)Pn(x) = G˜n δn,m , (4.29)
where again µ0 ≡ µ(0). Taking a derivative of (4.28) with respect to σm yields∫ +µ0
−µ0
dy
[ 1
x− y −K(x− y) + (1− ν)K(x+ y)
]
ρ′m(y) =
1
2
P ′m(x) . (4.30)
To solve this equation together with the orthogonality condition (4.29), we make an Ansatz that
corresponds to deforming 12 the N = 4 polynomials (4.22) into
Pn(x) =
µn0
2n−1
∑
k≤n
b
(n)
k Tk
( x
µ0
)
(4.31)
with b
(n)
n = 1, and the differentiated N = 4 density (4.23) into
ρ′m(x) = −
m
2pi
√
µ20 − x2
µm0
2m−1
∑
k≥m
a
(m)
k Tk
( x
µ0
)
(4.32)
12It would be interesting to understand more deeply such a deformation, as it happened in a different context for
the hypergeometric polynomials [60].
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with a
(m)
m = 1 at tree level. Substituting this Ansatz in (4.30) and in the orthogonality conditions,
one realizes that in ρ′m, actually, only a finite number of terms are needed in the sum over k.
The coefficients b
(n)
k in (4.31) may be easily computed once we keep only a certain (arbitrarily
fixed) number of terms in the expansion (4.3) 13. Then, from
〈n,m〉 = µ
n+m
0
2n+m−2
m
2pi
∫ +µ0
−µ0
dx
1√
µ20 − x2
∑
k
a
(m)
k Tk
( x
µ0
) ∑
k′
b
(n)
k′ Tk′
( x
µ0
)
= m
(µ0
2
)m+n ∑
m≤k≤n
a
(m)
k b
(n)
k ,
(4.33)
we obtain, due to the restrictions in (4.31), the diagonal values
G˜n = n
(µ0
2
)2n
a(n)n . (4.34)
The coefficients a
(n)
n are rational functions of µ0 and may be Taylor expanded in powers of µ0,
which, in turn, is equivalent to the weak-coupling expansion. Keeping in (4.3) the terms up to
ζ(11), we find
a
(2)
2 = 1−
3
4
ζ(3) ν µ40 +
5
2
ζ(5) ν µ60 −
(245
32
ζ(7) ν − 9
16
ζ(3)2 ν2
)
µ80
+
(189
8
ζ(9) ν − 15
4
ζ(3) ζ(5) ν2
)
µ100 −
(38115
512
ζ(11) ν − 735
64
ζ(3) ζ(7) ν2
− 825
128
ζ(5)2 ν2 +
27
64
ζ(3)3ν3
)
µ120 + · · · ,
a
(3)
3 = 1 +
5
8
ζ(5) (ν − 2)µ60 −
105
32
ζ(7) (ν − 2)µ80 +
1701
128
ζ(9) (ν − 2)µ100
−
(12705
256
ζ(11) (ν − 2)− 25
64
ζ(3) ζ(7) (ν − 2)2
)
µ120 + · · · ,
a
(4)
4 = 1−
35
64
ζ(7) ν µ80 +
63
16
ζ(9) ν µ100 −
2541
128
ζ(11) ν µ120 + · · · , (4.35)
a
(5)
5 = 1 +
63
128
ζ(9) (ν − 2)µ100 −
1155
256
ζ(11) (ν − 2)µ120 + · · · ,
a
(6)
6 = 1−
231
512
ζ(11) ν µ120 + · · · ,
a(n)n = 1 +O
(
µ2n+20
)
for n > 6 .
The next step is finding the expression of µ0.
13Convolutions are conveniently evaluated by∫ µ0
−µ0
dy
1
x− y ρ
′
n(y) = − n
2pi
∫ µ0
−µ0
dy
1
x− y
1√
µ20 − y2
∑
k
a
(n)
k Tk
(
y
µ0
)
=
n
2µ0
∑
k
a
(n)
k Uk−1
(
x
µ0
)
.
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Determination of µ0: To obtain explicit expansions in powers of λ we need to determine the
expression of the cut endpoint µ0(λ). To this aim, we restart from (4.28) without sources, i.e.
from (4.8) with µ → µ0. Since we are interested in the contributions coming from a finite set of
terms in the expansion (4.3), we can conveniently represent the density, which is an even function,
in the form
ρ(x) =
√
µ20 − x2
∑
k
a2k U2k
( x
µ0
)
, (4.36)
where the sum is over a finite number of terms and a0 is fixed by the normalization condition∫ +µ0
−µ0
dx ρ(x) =
pi
2
µ20 a0 = 1 . (4.37)
Then, we can use the formula∫ +µ0
−µ0
dy
ρ(y)
x− y = piµ0
∑
k
a2k T2k+1
( x
µ0
)
, (4.38)
which follows from the second relation in (B.4). In this way, replacing (4.36) in (4.8) gives an
algebraic equation for µ0 that can be easily expanded to any desired order (see Appendix (C)
for an efficient algorithm and details). With this procedure we obtain the following expansion in
terms of the rescaled ’t Hooft coupling λ̂:
µ0 =
√
2λ̂
[
1− 3
2
ζ(3) ν λ̂ 2 + 10 ζ(5) ν λ̂ 3 −
(455
8
ζ(7) ν − 63
8
ζ(3)2 ν2
)
λ̂ 4
+
(2583
8
ζ(9) ν − 255
2
ζ(3) ζ(5) ν2
)
λ̂ 5 −
(30261
16
ζ(11) ν − 1975
4
ζ(5)2 ν2
− 13965
16
ζ(3) ζ(7) ν2 +
891
16
ζ(3)3 ν3
)
λ̂ 6 + · · ·
]
.
(4.39)
Two-point functions: We are now in the position of evaluating the coefficients G˜n in the two-
point functions. Inserting (4.39) into (4.35) and (4.34), we obtain
G˜n = G˜
(0)
n γn , (4.40)
where γn encodes the deviation of the N = 2 result from the N = 4 one given in (4.25). For the
first few values of n we explicitly find
γ2 = 1− ν
[
9 ζ(3) λ̂ 2 − 60 ζ(5) λ̂ 3 + (350 ζ(7)− 90 ζ(3)2 ν)λ̂ 4
−
(4095
2
ζ(9)− 1350 ζ(3) ζ(5) ν
)
λ̂ 5 +
(98637
8
ζ(11)− 8820 ζ(3) ζ(7) ν
− 9975
2
ζ(5)2 ν + 945 ζ(3)3 ν2
)
λ̂ 6 + · · ·
]
, (4.41)
γ3 = 1−
[
9 ζ(3) νλ̂ 2 − 5 ζ(5)(13ν − 2)λ̂ 3 +
(105
4
ζ(7)(15ν − 4)− 81 ζ(3)2 ν2
)
λ̂ 4
27
−
(189
2
ζ(9) (25ν − 9)− 45 ζ(3) ζ(5) (29ν2 − 4ν)
)
λ̂ 5
+
(231
8
ζ(11) (503ν − 220)− 315
4
ζ(3) ζ(7) (113ν2 − 28ν)
− 25
2
ζ(5)2 (407ν2 − 104ν + 8) + 756 ζ(3)3 ν3
)
λ̂ 6 + · · ·
]
, (4.42)
γ4 = 1− ν
[
12 ζ(3) λ̂ 2 − 80 ζ(5) λ̂ 3 +
(1855
4
ζ(7)− 126 ζ(3)2 ν
)
λ̂ 4
−
(
2709 ζ(9)− 1860 ζ(3) ζ(5) ν
)
λ̂ 5 +
(
16401 ζ(11)− 11970 ζ(3) ζ(7) ν
− 6750 ζ(5)2 ν + 1296 ζ(3)3 ν2
)
λ̂ 6 + · · ·
]
. (4.43)
These expressions generalize to higher orders our previous results in (3.44), (3.46) and (3.48).
Additional data for γn with n = 5, . . . , 11 are collected in Appendix D .
4.3 One-point functions in presence of the Wilson loop
The previous analysis provides us with all necessary ingredients to compute also the v.e.v. of the
half-BPS Wilson loop and the one-point functions defined in (3.55).
The v.e.v. of the Wilson loop may be obtained from the density in (4.36) and reads
w ≡ 〈WC〉 = ∫ +µ0
−µ0
dx
√
µ20 − x2
∑
k
ak Uk
( x
µ0
)
e2pix
= µ20
∑
k
ak
∫ +1
−1
dx
√
1− x2 Uk(x) e2piµ0x
=
µ0
2
∑
k
ak (k + 1) Ik+1
(
2piµ0
)
(4.44)
where the last step follows form the second equation in (B.5).
When a chiral operator is inserted we can proceed as for the two-point functions in (4.16) and
find
w˜n ≡
〈
trPnWC
〉
= − 1
N
∫ +µ0
−µ0
dx ρ′n(x) e
2pix (4.45)
where the differentiated density is given in (4.32). Exploiting the first relation in (B.5), it is easy
to obtain
w˜n =
n
N
(µ0
2
)n ∑
k≥n
a
(n)
k Ik
(
2piµ0
)
. (4.46)
This result is perfectly consistent with what we obtained within the full Lie algebra approach in
Section 3 (see in particular (3.55)). In fact, the two results differ just by an overall factor due to
the rescaling factor (2.24), namely
w˜n =
( g2
8pi2
)n
2
wn . (4.47)
We now give some explicit results.
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4.3.1 The N = 4 SYM theory
In N = 4 SYM we just take µ0 =
√
λ
2pi , ak = 0 for k 6= 0 and a0 given by the normalization condition
(4.37). With this input, it is immediate to find from (4.44) the well-known N = 4 result (3.16).
On the other hand, from (4.46) using a
(n)
n = 1 for n > 1, we get
w˜(0)n =
n
N
( λ
16pi2
)n
2
In
(√
λ
)
, (4.48)
which is consistent with (3.28) and the results of [7].
4.3.2 The ABCDE theories
When µ0 is non-trivial, the result (4.46) may be formally expanded in the Riemann ζ-values and
each term captures the exact dependence in λ. Proceeding in this way, we find that the difference
of the Wilson loop v.e.v. with respect to the N = 4 result exactly matches the expression in (3.53).
In the case of insertions, the above procedure yields
∆w˜n =
( g2
8pi2
)n
2
∆wn (4.49)
where for n = 2, 3 the quantities ∆w2 and ∆w3 precisely match the differences (3.57) and (3.58)
computed in the full Lie algebra approach. Additional data for n = 4, 5, 6, 7 may be found in
Appendix D.
4.4 Asymptotic correlators of operators with large dimension
Inspection of the explicit expressions for γn and ∆wn shows that each transcendentality structure
depends on n in a simple way when n is large enough. This is because beyond some point, i.e.
for n greater than a certain n(ζ) depending on the specific Riemann ζ-values, the coefficients a
(n)
k
become simply Kronecker deltas, δnk , and the N = 2 expressions are reproduced by replacing µ0
with the expansion (4.39) in the corresponding N = 4 formulas. For the correction factors γn in
the two-point functions, this gives 14
γn → 1− n ν
[
3 ζ(3) λ̂ 2 − 20 ζ(5) λ̂ 3 +
(455
4
ζ(7)− 9
2
ζ(3)2 (n+ 3) ν
)
λ̂ 4
−
(2583
4
ζ(9)− 15 ζ(3) ζ(5)(4n+ 15) ν
)
λ̂ 5
+
(30261
8
ζ(11)− 105
4
ζ(3) ζ(7) (13n+ 60) ν − 25
2
ζ(5)2 (16n+ 71) ν
+
9
2
ζ(3)3 (n2 + 9n+ 20) ν2
)
λ̂ 6 + · · ·
]
(4.50)
while for the shifts ∆wn in the one-point functions, it yields
∆wn → −n ν
16
(2piN)n−2
[
12 ζ(3) In−1 λ̂
n
2
+1 − 80 ζ(5) In−1 λ̂ n2+2
14The arrow emphasizes that for each ζ-monomial we have to take n > n(ζ). The terms in the expansions written
in (4.50) and (4.51) are correct for n ≥ 6.
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+
(
455 ζ(7) In−1 − 9 ζ(3)2 ν (In−2 + 8 In−1)
)
λ̂
n
2
+3 + · · ·
]
. (4.51)
The detailed analysis presented in this section shows the complete equivalence of the methods
based on the use of the distribution of the matrix eigenvalues in the large-N limit and those of
the full Lie algebra approach based on the recursion relations satisfied by the v.e.v.’s of multitrace
operators, that we discussed in Section 3.
Part II
In the second part of this paper we study in detail the D and E superconformal theories in the
large-N limit. These models, which both have ν = 0, are known to have a holographic dual
description in terms of an orbifold of AdS5 × S5 [24], and in some sense they can be regarded
as the next-to-simplest theories after the N = 4 SYM theory. It would therefore be extremely
interesting to be able to extrapolate the various observables which so far we have discussed in
a weak-coupling perturbative approach and see what one can say in the planar limit at finite or
strong coupling. As we shall see in the following, remarkable simplifications occur when ν = 0 and
some resummation methods can be applied to our perturbative expansion.
5 The full Lie algebra approach for the ν = 0 theories
As discussed in Section 3, when ν = 0 the interaction action of the matrix model in the large-N
limit simply reduces to the odd part Sodd(a) given in (3.30). Moreover, the v.e.v. of the Wilson
loop and the two-point functions of even single-trace operators are not corrected with respect to
their N = 4 values. We concentrate therefore on the odd single trace operators and analyze their
two-point functions and their one-point functions in presence of the Wilson loop. The key property
we will exploit is the Wick-like factorization (3.13) of the expectation values of such odd operators
in the Gaussian model at large N . The linear relation (3.22) ensures that this property also applies
to correlators of the operators O
(0)
2i+1(a), which are normal-ordered with respect to the Gaussian
measure. Their correlators are therefore diagonal, as one can see from (3.25).
Let us rescale them by setting
O
(0)
2i+1(a) =
√
G
(0)
2i+1 ωi(a) , (5.1)
where G
(0)
2i+1 = (2i + 1)(N/2)
2i+1 (see (3.25)). At large N , the operators ωi(a) have a canonical
two-point function 〈
ωi(a)ωj(a)
〉
(0)
= δij (5.2)
and the correlators of many of them are again computed using Wick’s theorem. In other words,
we can regard the matrix operators ωi(a) as a set of real variables ωi normally distributed. Indeed
we can write 〈
ωi1(a)ωi2(a) . . . ωin(a)
〉
(0)
=
∫
Dω ωi1 ωi2 . . . ωin e
− 1
2
ωT ω , (5.3)
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where we have denoted by ω the (infinite) column vector of components ωi and have defined
Dω =
∞∏
i=1
dωi√
2pi
. (5.4)
The rules (5.2) and (5.3) exponentiate, so that for any constant matrix A we have〈
eω
T (a)Aω(a)
〉
(0)
=
∫
Dω e−
1
2
ωT (1−2A)ω = det−
1
2
(
1− 2A). (5.5)
In order to efficiently compute the observables involving the odd single-trace operators, it is
convenient to rewrite the interaction action Sodd(a) in terms of the quantities ωi(a) we have just
introduced. To this aim, we first invert the relation (3.22), which for odd operators leads to
Ω2i+1(a) =
n−1∑
k=0
(N
2
)k (2i+ 1
k
)
O
(0)
2n−2i+1(a) ; (5.6)
we then rescale the operators according to (5.1) and plug everything in the action (3.30). After
carrying out the algebra, the resulting expression takes the form
Sodd(a) = −1
2
ωT (a)X ω(a) (5.7)
where X is an infinite numerical matrix whose entries are given by
Xij = −8
√
(2i+ 1)(2j + 1)
∞∑
p=0
(−1)p ci,j,p ζ(2i+ 2j + 2p+ 1)
( λ̂
2
)i+j+p+1
, (5.8)
with
ci,j,p =
p∑
m=0
(2i+ 2j + 2p+ 1)!
m! (2i+m+ 1)! (p−m)! (2j + p−m+ 1)! . (5.9)
It is interesting to observe that the matrix elements Xij can be given an integral representation in
terms of the Bessel functions of the first kind J`(x); indeed one can show that
Xij = −8(−1)i+j
√
(2i+ 1)(2j + 1)
∫ ∞
0
dt
t
et
(et − 1)2 J2i+1
(
t
√
2λ̂
)
J2j+1
(
t
√
2λ̂
)
. (5.10)
This expression resums the perturbative expansion in λ̂ given (5.8), which in turn can be recovered
by Taylor expanding the Bessel functions and performing the resulting t-integral using∫ ∞
0
dt
et
(et − 1)2 t
2p+1 = (2p+ 1)! ζ(2p+ 1) . (5.11)
Odd observables: Let us now consider the v.e.v. of an operator that can be constructed with
the odd single-traces of the matrix a, and thus can be written entirely in terms of the operators
ωi(a). From the definition (2.35) of the v.e.v. in the N = 2 matrix model and the form (5.7) of
the interaction action for the ν = 0 theories, we have
〈
f
(
ω(a)
)〉
=
〈
f
(
ω(a)
)
e−Sodd(a)
〉
(0)〈
e−Sodd(a)
〉
(0)
=
〈
f
(
ω(a)
)
e
1
2
ωT (a)X ω(a)
〉
(0)〈
e
1
2
ωT (a)X ω(a)
〉
(0)
. (5.12)
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The definition (5.2) and the property (5.5) allow us to rewrite this expression in terms of ordinary
gaussian integrals as follows:〈
f
(
ω(a)
)〉
=
1
Z
∫
Dω f(ω) e−
1
2
ωT (1−X)ω , (5.13)
where
Z =
∫
Dω e−
1
2
ωT (1−X)ω = det−
1
2
(
1− X) . (5.14)
Two-point functions: Using this free-field formalism, we now reconsider the computation of
the observables γ2i+1 that parametrize, according to (3.41), the two-point functions of the normal
ordered odd operators O2i+1(a). The starting point is finding the correlators of the operators
O
(0)
2i+1 in the N = 2 theories with ν = 0, to which we have to apply the Gram-Schmidt procedure.
Let us thus define the matrix Ĝ with elements
Ĝij =
〈
O
(0)
2i+1(a)O
(0)
2j+1(a)
〉
=
√
G
(0)
2i+1G
(0)
2j+1
〈
ωi(a)ωj(a)
〉
. (5.15)
The two-point function in the right hand side is immediately computed using the free variable
description given in (5.13), leading to〈
ωi(a)ωj(a)
〉
=
[
(1− X)−1
]
ij
. (5.16)
Applying the Gram-Schmidt procedure one can express the observables γ2i+1 in terms of the
correlators Ĝij by means of the analogue of (3.26). Taking into account (3.41), we find
G2i+1,2j+1 = G
(0)
2i+1 γ2i+1 δij =
det Ĝ(i+1)
det Ĝ(i)
δij . (5.17)
Here Ĝ(i+1) is the submatrix of Ĝ comprising its first i rows and columns, namely the matrix of
correlators of the operators O
(0)
2k+1 with k ≤ i. It then follows that
γ2i+1 =
det
[
(1− X)−1
]
(i+1)
det
[
(1− X)−1
]
(i)
. (5.18)
This ratio of determinants can be rewritten in a different way taking into account the expansion
(1− X)−1 = 1 + X+ X2 + X3 + . . . (5.19)
and introducing the infinite matrices
X(i) ≡ X with the first i− 1 rows and columns deleted. (5.20)
Of course, X(1) = X. Then one has
γ2i+1 =
[
1 + X(i) + X
2
(i) + . . .
]
1,1
=
[
(1− X(i))−1
]
1,1
. (5.21)
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This expression, together with the form of the matrix X given in (5.10), is very powerful. In fact,
it readily reproduces the formulæ in (3.46), (3.50) and (D.1)–(D.7) for γ3 up to γ11 for ν = 0,
and also it yields in a quite straightforward way the expansions to very high orders in λ̂ for any
desired value of the index i and any power of Riemann ζ-values. In the next section we will show
how one can obtain equivalent expressions using the eigenvalue approach discussed in Section 4
and provide also a few explicit examples of expansions to high orders.
We conclude by observing that it is also possible to exploit the Gaussian variables ωi to express
in a very efficient way the observables w2i+1 defined (3.55), which are related to the one-point
functions of odd operators in presence of the BPS Wilson loop. To avoid redundancy, however we
will discuss them only in the eigenvalue approach in the next section.
6 The eigenvalue distribution approach for the ν = 0 theories
In the previous section 5, we have discussed the ν = 0 theories D and E in the “full Lie algebra”
approach. Here, consider them in the “Cartan algebra approach”. We discuss in full details both
the calculation of the two-point unctions and that of the one-point functions in presence of the
Wilson loop.
Two-point functions: In the D and E models, the cut edge µ0 given in (4.39) simply reduces
to µ0 =
√
2λ̂ =
√
λ
2pi . The two-point functions (4.34) read therefore
G˜n = n
( λ
16pi2
)n
a(n)n . (6.1)
Comparing with (4.25) and (4.40), we see that the coefficients a
(n)
n yield in this case directly the
quantities γn which encode the deviation of the N = 2 result from to the N = 4 one:
γn = a
(n)
n . (6.2)
Let us recall that the coefficients a
(n)
m appear in the differentiated density (4.31), which in the
present case is determined by the integral equation (4.30) with ν = 0, namely∫ +µ0
−µ0
dy
[ 1
x− y −K(x− y) +K(x+ y)
]
ρ′n(y) =
1
2
P ′n(x) . (6.3)
Since we are interested in odd chiral primaries with n = 2k+ 1, according to (4.32), the differenti-
ated density ρ′n has an expansion in Chebyshev T -polynomials of odd degree. After inserting the
Ansatz (4.32) in the left hand side of (6.3), the part of the integral operator that depends on the
function K can be written as
−µ
2k+1
0
22k
∑
j≥k
a
(2k+1)
2j+1 f2j+1(x) , (6.4)
where
f2j+1(x) =
∫ +µ0
−µ0
dy
[
K(x+ y)−K(x− y)
] T2j+1(y/µ0)√
µ20 − y2
= 2
∫ +µ0
−µ0
dyK(x+ y)
T2j+1(y/µ0)√
µ20 − y2
.
(6.5)
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We can now use the following integral representation for K(x) valid in the strip | Im(x)| < 1, given
by
K(x) = 2x
∫ ∞
0
dt
1− cos(tx)
et − 1 , (6.6)
and obtain
f2j+1(x) = 4
∫ ∞
0
dt
et − 1
∫ +µ0
−µ0
dy (x+ y)
[
1− cos(t(x+ y))
] T2j+1(y/µ0)√
µ20 − y2
. (6.7)
This expression can be expanded in the even Chebyshev U -polynomials as follows
f2j+1(x) =
pi
µ0
∑
i
Yi,j U2i(x/µ0) (6.8)
where
Yi,j =
8
µ0pi2
∫ ∞
0
dt
Hi,j(t)
et − 1 , (6.9)
with
Hi,j(t) =
∫ +µ0
−µ0
dxU2i(x/µ0)
√
µ20 − x2
∫ +µ0
−µ0
dy
T2j+1(y/µ0)√
µ20 − y2
(x+ y)
[
1− cos (t(x+ y))] . (6.10)
With some work, it is possible to evaluate this expression in closed form using the Bessel functions
of the first kind and to show that
Yi,j = −8(−1)i+j (2i+ 1)
∫ ∞
0
dt
t
et
(et − 1)2 J2i+1(µ0 t) J2j+1(µ0 t) . (6.11)
The matrix Y is related to the matrix X introduced in (5.10) in a simple way:
Yi,j =
√
2i+ 1
2j + 1
Xi,j . (6.12)
Inserting this result into (6.8) and (6.4) we can solve the integral equation (6.3) for the coefficients
a
(2k+1)
2j+1 , taking into account the ansatz (4.31) for the polynomials P2k+1. After some straightfor-
ward manipulations, we find that the vector A(k) =
{
a
(2k+1)
2k+1 , a
(2k+1)
2k+3 , · · ·
}
is given by
A(k) =
(
1− Y(k)
)−1
C , (6.13)
where C = (1, 0, 0, . . . ) and Y(k) is the matrix obtained from Y by removing its first k − 1 rows
and columns. Using this into (6.2), we conclude that the two-point coefficients γ2i+1 are given by
γ2i+1 =
[
(1− Y(i))−1
]
1,1
. (6.14)
This result is fully equivalent to (5.21). For the first few values of i we get explicitly
γ3 = 1− 10 ζ(5) λ̂ 3 + 105 ζ(7) λ̂4 − 1701
2
ζ(9) λ̂ 5 +
(12705
2
ζ(11) + 100 ζ(5)2
)
λ̂ 6
34
−
(184041
4
ζ(13) + 2100 ζ(5) ζ(7)
)
λ̂ 7 +
(5270265
16
ζ(15) + 17010 ζ(5) ζ(9)
+
44835
4
ζ(7)2
)
λ̂ 8 −
(18803785
8
ζ(17) + 127050 ζ(5) ζ(11)
+
368235
2
ζ(7) ζ(9) + 1000 ζ(5)3
)
λ̂ 9 + · · · , (6.15a)
γ5 = 1− 63
2
ζ(9) λ̂ 5 +
1155
2
ζ(11) λ̂ 6 − 27885
4
ζ(13) λ̂ 7 +
1126125
16
ζ(15) λ̂ 8
− 5165875
8
ζ(17) λ̂ 9 + · · · , (6.15b)
γ7 = 1− 429
4
ζ(13) λ̂ 7 +
45045
16
ζ(15) λ̂ 8 − 1446445
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ζ(17) λ̂ 9 + · · · . (6.15c)
We have reported here only the first few terms of the expansions but, as we will discuss in Section 8,
using (6.14) we can push the expansions to very high orders with minor effort.
One-point functions in presence of the Wilson loop: The one-point functions of the chiral
odd operators in presence of the circular Wilson loop, given in (4.46), can be written for the ν = 0
theories as follows (“t” denotes matrix transposition)
w˜2i+1 =
2i+ 1
N
(
λ
16pi2
) 2i+1
2
∞∑
k=1
[
1− Y t(i)
]−1
1k
Bk , (6.16)
where Bk is the k-th component of the vector
B =
(
I2i+1(
√
λ), I2i+3(
√
λ), . . .
)
(6.17)
with I` being the modified Bessel functions of the first kind. Taking the difference with respect to
the N = 4 results given in (4.48), we obtain the corrections ∆w˜2i+1 which are related to quantities
∆w2i+1 computed in the full Lie algebra approach by a simple rescaling due to the relation (2.24),
namely
∆w˜2i+1 =
( g2
8pi2
) 2i+1
2
∆w2i+1 . (6.18)
We report below the explicit expressions of ∆w2i+1 we obtain from the above procedure for the
first few values of i:
∆w3 = −3pi
√
N
[
10 ζ(5) I3 λ̂
7
2 − 35
2
ζ(7) (7 I3 − 8 I4) λ̂ 92 + 126 ζ(9) (9 I3 − 20 I4 + 20 I5) λ̂ 112
−
(3465
4
ζ(11) (11 I3 − 36 I4 + 72 I5 − 64 I6) + 100 ζ(5)2 I3
)
λ̂
13
2
+
(2165
4
ζ(13) (143 I3 − 616 I4 + 1848 I5 − 3360 I6 + 2688 I7)
+ 175 ζ(5) ζ(7) (13 I3 − 8 I4)
)
λ̂
15
2 + · · ·
]
, (6.19a)
∆w5 = −5
(
pi
√
N
)3 [
126 ζ(9) I5 λ̂
13
2 − 231 ζ(11) (11 I5 − 12 I6) λ̂ 152
35
+ 2574 ζ(13) (13 I5 − 28 I6 + 28 I7) λ̂ 172 + · · ·
]
, (6.19b)
∆w7 = −7
(
pi
√
N
)5 [
1716 ζ(13) I7 λ̂
19
2 + · · ·
]
(6.19c)
where I` are the rescaled Bessel functions (3.54). These expressions agree with (3.58), (D.9) and
(D.11) for ν = 0 and generalize them to higher perturbative orders.
7 Diagrammatic analysis for the ν = 0 theories
In this section we perform a diagrammatic analysis of the two-point correlator (2.3) for the N = 2
SCFTs in flat space with ν = 0. As we shall see, these models are simple enough to push the
perturbative analysis very far. Our main goal is to understand the field-theory difference between
correlators with even and odd operators and in particular to trace the diagrammatic origin of the
fact that the even correlators do not receive corrections in the large-N limit with respect to the
N = 4 case, while the odd correlators do. We mainly concentrate on the two-point function (2.3)
of single-trace operators On(x) = trϕ
n(x), namely
〈
Om(x)On(0)
〉
=
Gn(g,N)
(4pi2x2)2n
δm,n . (7.1)
Superconformal symmetry guarantees that the space-time dependence 1/(4pi2x2)2n is preserved
at the quantum level, so we have simply to compute the coefficient Gn and compare it with the
matrix model results. In particular our achievements are twofold:
• We provide a systematic diagrammatic analysis up to three loops for the two-point function
coefficients G2, G3, G4 and G5.
• We infer the general contribution for the first deviation from the N = 4 theory of the
coefficient Gn for generic n.
We use the same tools which are frequently used in supersymmetric contexts [18, 31, 38–40, 51],
namely the N = 1 superspace formalism and the diagrammatic difference between N = 2 and
N = 4 theories. We refer to [40] for a detailed account of the Lagrangian and the Feynman rules
that are needed for the computations.
7.1 Field theory calculations up to 3-loops
We start from the operator insertions represented in Figure 1. The tree-level contribution to the
two-point function is obtained by contracting the legs in this diagram in all possible ways using
the tree-level propagators. Doing so, we obtain
G(0)n = n
(N
2
)n
(7.2)
In theN = 4 SYM theory all higher-loop corrections cancel and the tree-level result (7.2) represents
the full answer to the correlator in the large-N limit, matching the matrix model result (3.25).
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On(x) O¯n(0)
Figure 1: The diagram representing the insertion of a chiral operator On = trφ
n in x and of the corre-
sponding anti-chiral operator On = trφ
n in the origin.
The N = 2 theories, instead, contain a full tower of quantum corrections. Here we follow
the same notation introduced in (3.42) and factorize the N = 4 result (7.2), so that any N = 2
two-point function coefficient
Gn = n
(N
2
)n
γn (7.3)
is uniquely described by γn which is a function of the ’t Hooft coupling. The loop corrections
of N = 2 theories can be effectively worked out in the diagrammatic difference with N = 4.
This procedure allows us to discard all diagrams which only contain fields from the N = 2 vector
multiplet, since they are in common with the N = 4 SYM theory, and to isolate the genuine N = 2
contributions, corresponding to the diagrams where hypermultiplet are present. As we see from
Figure 1, the operator insertions only contain fields belonging to the vector multiplet, hence the
hypermultiplets appear only inside loops. The diagrams surviving in the difference can then be
organized in terms of some building blocks, as displayed in Figure 2.
a2a1
g2C ′(2)
a1
a2a3
g3C ′(3)
a1
a3
a2a4
g4C ′(4)
a1
a2a5
a4 a3
g5C ′(5)
a1
a4
a2a6
a5 a3
g6C ′(6)
Figure 2: Building blocks up to g6 order. The dashed lines stand for hypermultiplet loops, the wavy/solid
lines stand for fields belonging to N = 2 vector multiplet and the coefficients C ′(n) are color factors.
This procedure reduces the number of Feynman diagrams to be computed and allows a rapid
comparison with the matrix model. Indeed each building block carries a color factor C ′(n), where
n counts the number of adjoint fields attached to hypermultiplet loops. In the difference theory
this color factor is given by the combination
C ′a1...an = (TrR−Tradj)Ta1 . . . Tan (7.4)
which exactly reproduces what we found in the matrix model (see (2.18)). We now systematically
classify the Feynman diagrams by looking at their color factors. Many of them vanish because of
the matter content R of the ν = 0 theories or can be discarded because they are subleading in the
large N limit.
37
One loop: At order g2 there is a unique way to insert a hypermultiplet loop inside Figure 1,
namely by using the one-loop correction to the scalar propagator. This diagram corresponds to the
first building block of Figure 2, but its color factor C ′(2) vanishes because of conformal invariance
due to the condition (2.33).
Two loops: Since C ′(2) always vanishes, the diagrams at order g
4 can only be built out of the C ′(3)
and C ′(4) building blocks. Any diagram proportional to C
′
(3) is again proportional to the coefficient
β0 of the β-function, and so it vanishes in any superconformal theory. There are only two diagrams
which can be built out of the third diagram of Figure 2 with a C ′(4) color factor. They have been
fully analyzed in the conformal SQCD, which is theory A, in [38,39] and are represented in Figure
3.
Figure 3: Diagrams contributing at g4 order in N = 1 superspace formalism. The dashed and dotted lines
stand for the N = 1 chiral fields Q, Q˜ belonging to the N = 2 hypermultiplet, the wavy line stand for the
N = 1 vector multiplet, the straight line for the adjoint chiral multiplet
These diagrams do give a non-trivial contribution to correlation functions for ν 6= 0 theories,
and actually account for the terms linear in ζ(3) in γn. However, if we analyze the color factor C
′
(4)
in the D and E theories by expanding the trace combination in (2.34) and using FormTrace [61],
we obtain that C ′(4) is always subleading in the large-N limit. This fact explains why the ν = 0
theories have no two-loop order term proportional to ζ(3) in the large-N limit.
Three loops: At order g6 we analyze all diagrams that could provide a ζ(5) term (we do not
consider diagrams made of ζ(3)-subdiagrams). They can arise only from the C ′(4), C
′
(5) and C
′
(6)
building blocks. Such a list is rather long as one can see from Figures 4, 5 and 6. However, in the
ν = 0 theories all these diagrams have a color factor which is either zero or subleading in N .
Figure 4: Three-loop corrections to the scalar propagator
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Figure 5: Diagrams inserted inside two legs of Figure 1
Figure 6: Diagrams inserted inside three legs of Figure 1
The unique special diagram that deserves to be analyzed in detail is the one depicted in Figure
7, which we call the “hexagon diagram” since it gives rise to an hexagon when it is unfolded. We
analyze its contribution in the following subsection.
Figure 7: Diagram to be inserted inside Figure 1. Its space-time loop integral is denoted by W6(x) and
does not depend on n. When we insert this diagram inside Gn it yields a prefactor denoted by Kn.
7.2 Hexagon diagram in even and odd correlators
First of all, it is obvious that the hexagon diagram cannot be inserted inside G2. This fact confirms
that for the ν = 0 theories
γ2 = 1 +O(λ4) (7.5)
in agreement with the matrix model result.
We now evaluate the contribution of the hexagon diagram to G3 and G4. Remembering that
each vertex brings a power of
√
2g and computing the corresponding color factor in the large-N
limit, we obtain the following prefactors
K3 ' 2λ3 , K4 ' 0 . (7.6)
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This shows that the hexagon diagram is planar only inside G3 whereas it is subleading, and hence
non-planar, inside G4. Therefore we conclude that for ν = 0 the factor γ3 receives a three-loop
correction, whereas γ4 remains 1, at least up to four loops, namely
γ4 = 1 +O(λ4) . (7.7)
This diagrammatic analysis highlights the difference between even and odd correlators. For the
two-point functions of even operators we expect the same cancellations in the planar limit also at
higher loops, so that the total result for any even correlator in the ν = 0 theories is equal to the
N = 4 one, confirming the matrix model predictions.
Let us now return to G3 and γ3. The relevant space-time integral W6(x) contributing to the
two-point function of O3 has been computed in appendix C of [38] and is
W6(x) =
( −1
16pi2
)3 × 20ζ(5)
3
×
( 1
4pi2x2
)3
. (7.8)
The space-time dependence is the expected one because of conformal invariance as prescribed by
(7.1), and so we can just focus on the remaining terms. Multiplying by K3 given in (7.6) and
taking into account a symmetry factor of 3! corresponding to all possible ways of inserting the
hexagon inside the correlator, we get:
γ3 = 1− 10 ζ(5) λ̂ 3 +O(λ̂ 4) . (7.9)
This result confirms the matrix model prediction (6.15a) up to three loops.
Notice that if we had inserted the hexagon diagram inside correlators with odd operators with
higher order, we would have obtained a non-planar result. This implies that the coefficient G2k+1
with k > 1 starts deviating from the N = 4 result at higher-loop orders.
7.3 Higher loops for higher order correlators
We are able to generalize the previous reasoning to higher correlators. In particular we show that
for each correlator in ν = 0 theories the first deviation from N = 4 theory is given by the insertion
of the following diagram:
2k legs
=
( −1
16pi2
)k × (2k
k
)
ζ(2k − 1)
k
×
( 1
4pi2x2
)k
. (7.10)
This is a hypermultiplet loop with 2k adjoint scalar legs, and represents a generalization of the
hexagon diagram. The result (7.10) is obtained by exploiting a map with the k-loop ladder
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diagrams contributing to the four-point function of a φ3-scalar theory, which was computed in [62].
Following the reasoning of Figure 2, the color factor arising from the insertion of the diagram with
2k legs is the totally symmetric tensor
C ′(a1...a2k) =
(
TrR−Tradj
)
T(a1 . . . Ta2k) . (7.11)
We again evaluate this color factor using FormTrace [61], and find that at large N it is given by
C ′(a1...a2k) '
{
−ν trT(a1 . . . Tak trTak+1 . . . Ta2k) k even
2 trT(a1 . . . Tak trTak+1 . . . Ta2k) k odd
. (7.12)
This shows that this 2k-leg diagram can contribute to correlation functions in ν = 0 theories only
for odd k.
Proceeding as before, we see that for each Gk with k = 2i + 1, the first non-trivial deviation
from N = 4 appears at O(λ2i+1), and its full contribution is given by the insertion of the diagram
(7.10) with (4i+ 2) legs. We have explicitly computed the i = 2 and i = 3 cases corresponding to
k = 5 and k = 7 respectively, finding
γ5 = 1− 63
2
ζ(9) λ̂ 5 +O(λ̂ 6) ,
γ7 = 1− 429
4
ζ(13) λ̂ 7 +O(λ̂ 8) . (7.13)
These perfectly match the first perturbative corrections in the matrix model results (6.15). Then
it is quite easy to infer the general behavior for the ν = 0 theories:
γ2i+1 = 1− 1
22i−1
(
4i+ 2
2i+ 1
)
ζ(4i+ 1) λ̂ 2i+1 +O(λ̂ 2i+2) . (7.14)
For each correlator we recognize the contribution coming from the integral (7.10) with 4i+ 2 legs,
while the coefficient 1
22i−1 is due to the multiplicity and color factors.
This diagrammatic analysis can be readily generalized to the one-point functions of chiral pri-
maries in presence of the Wilson loop, and also in this case one nicely recovers the first perturbative
terms in perfect agreement with the matrix model results.
8 Resummation in the ν = 0 theories
The computational tools that we have developed in the previous sections are particularly efficient
for the D, E models and allow us to generate perturbative expansions to a very high order without
too much effort. In this section we try to analyze these long perturbative expansions in order to
get some preliminary non-perturbative information. This is clearly a very important issue given
the difficulties that are notoriously encountered in the strong coupling analysis of these models,
at both numerical and analytical level [21, 28,32,34].
We begin with a short recap of the available results. The strong-coupling scaling of the two-
point function G2 for SQCD (i.e. theory A with ν = 1) was considered in [34]. The same scaling
was reproduced in [32] which extended the analysis to G4. For the correction factors γ2 and γ4
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the results are that for large λ→∞,
γ2
∣∣
ν=1
∼
( log λ
λ
)2
,
γ4
∣∣
ν=1
∼ λ2
( log λ
λ
)6
.
(8.1)
Similarly the Wilson loop scaling was first considered in [28] for SQCD and the analysis was
extended to general ν in [21], which obtained for large λ the following behaviors 15
w
∣∣
ν=0
∼ λ−3/4 e
√
λ ,
w
∣∣
ν= 1
2
∼ λ5 ,
w
∣∣
ν=1
∼ λ3 .
(8.2)
Here, we point out two shortcomings of these results:
• Apart from the case of the Wilson loop without insertions, it has not been possible to figure
out the coefficient that should go in front of these scaling factors, which have been obtained
primarily using the Wiener-Hopf method which is quite hard to control, see e.g. Appendix
D of [32].
• All these results are for the even sector of observables. This means in particular that they
don’t shed any light on the difference between the strong coupling dynamics of the D and E
models compared to the N = 4 SYM theory.
Although the first point is beyond the reach of the numerical analysis of the long perturbative
expansions we employ, we are going to explore the structure that can be seen from such an
approach. We also take a first step addressing the second point, presenting strong numerical
evidence that the two-point correction γ3 and one-point correction ∆w3 have a power-law growth.
8.1 The two-point function correction factor γ3
We begin our analysis with the discussion of the correction coefficient γ3. In order to compute
a long expansion, we use the method described in Sections 5 and 6, and write (see for instance
(5.21) for i = 1)
γ3 =
(
1 + X+ X2 + X3 + · · · )
1,1
, (8.3)
where the matrix X is defined in (5.10). The powers Xk can be computed using the sum rule
G(t, t′) = G(t′, t) = 8
∞∑
m=1
(2m+ 1) J2m+1(t) J2m+1(t
′)
=
4tt′
t2 − t′2
[
t J1(t) J0(t
′)− t′ J0(t) J1(t′)
]
− 8J1(t)J1(t′) .
(8.4)
15 The Wilson loop v.e.v. w in the ν = 0 models is equal to the one in N = 4 SYM. The power correction,
which is well-known from the matrix model solution, has been a hard test of AdS/CFT correspondence and has
been recovered only quite recently in [63].
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This relation gives the following pattern of iterated integrals
X1,1 = −24
∫ ∞
0
DtJ3(tz)
2 ,
(X2)1,1 = +24
∫ ∞
0
DtDt′ J3(tz)G(tz, t′z) J3(t′z) ,
(X3)1,1 = −24
∫ ∞
0
DtDt′Dt′′ J3(tz)G(tz, t′z)G(t′z, t′′z) J3(t′′z) ,
(8.5)
and so on, where for convenience we have set
Dt =
dt
t
et
(et − 1)2 and z =
√
λ
2pi
=
√
2λ̂ . (8.6)
After expansion in powers of z, the t, t′, . . . integrals are trivial using (5.11). The first cases are
X1,1 = −5
4
ζ(5) z6 +
105
16
ζ(7) z8 − 1701
64
ζ(9) z10 +
12705
128
ζ(11) z12 − 184041
512
ζ(13) z14
+
5270265
4096
ζ(15) z16 − 18803785
4096
ζ(17) z18 + · · · ,
(X2)1,1 =
25
16
ζ(5)2 z12 − 525
32
ζ(5) ζ(7) z14 +
(44835
1024
ζ(7)2 +
8505
128
ζ(5) ζ(9)
)
z16 (8.7)
−
(368235
1024
ζ(7) ζ(9) +
63525
256
ζ(5) ζ(11)
)
z18 + · · · ,
(X3)1,1 = −125
64
ζ(5)3 z18 + · · · .
The algorithm can be easily coded and pushed to large order. Here, we discuss the analysis of the
perturbative expansion of γ3 up to order λ
100.
Plugging (8.7) in (8.3), we obtain an explicit expansion of the form
∆γ3 ≡ γ3 − 1 =
∞∑
n=3
cn
( λ
pi2
)n
. (8.8)
As a first step, we can estimate the radius of convergence R (in terms of λ
pi2
) by the ratio test, i.e.
from
R = lim
n→∞
∣∣∣ cn
cn+1
∣∣∣ . (8.9)
Using our data, the result for R is shown in the left panel of Figure 8 where it appears that there
is indeed a finite radius of convergence at λc/pi
2 ' 1. This is confirmed if we plot the 99th and
100th-order truncated series for ∆γ3, as shown in the right panel of Figure 8 where we observe the
expected (alternating) numerical blow up near the estimated critical value of λc/pi
2 ' 1.
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Figure 8: (Left) The Domb-Sykes plot to estimate of the radius of convergence R by ratio test cn/cn+1.
The intercept of the linear asymptote is 0.997, very close to 1. (Right) The 99th and 100th-order truncated
Taylor polynomials of ∆γ3.
Further information can be gained by considering the denominator of Pade´ approximants to
∆γ3/λ
3 and looking at the zero nearest to λ = 0. Taking as an example the diagonal [M/M ]
approximant we find the following table:
M 10 15 20 25
nearest zero λ
pi2
−1.00639 −1.00191 −1.00044 −0.99983
which strongly supports the exact result λc = pi
2, due to a singularity on the negative real axis.
Unfortunately, we have no theoretical control on the properties of ∆γ3, like for example its large
order behavior or its analyticity structure. This prevents us to perform any rigorous resumma-
tion of the perturbative expansion. Nevertheless, we can try to analytically continue beyond the
convergence radius by applying the Pade´-Borel resummation technique [64]. We evaluate a Pade´
approximant P[M/K](λ) of the Borel-improved series, namely
P[M/K](λ) =
[ ∞∑
n=3
cn
(n− 3)!
( λ
pi2
)n]
[M/K]
, (8.10)
and then transform back according to:
∆γ3,[M/K] ≡ λ2
∫ ∞
0
dxP[M/K](x) e
−x/λ . (8.11)
In the left panel of Figure 9 we show what is obtained by considering three diagonal Pade´ approx-
imations.
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Figure 9: (Left) Pade´-Borel resummation of ∆γ3 using diagonal [M/M ] approximants with M =
10, 20, 30, 40. (Right) Linear fit to (∆γ3)
4 in the intermediate coupling region λ/pi2 ∼ 30
In all cases, the reconstructed function coincides with the convergent perturbative sum when
λ < λc. Beyond λc, the resummation appears to be well defined in the sense that its value at
fixed λ stabilizes at increasing Pade´ degree M . Our data suggest that we can safely trust this
reconstruction up to the rather large values λ
pi2
' 35 where the M = 30 and M = 40 curves
are still indistinguishable. In this region, the asymptotic behavior appears to be ∆γ3 ∼ C λ1/4
for moderate λ, as shown in the right panel of Figure 9. The exponent 1/4 is just a qualitative
estimate in the considered range of coupling, since one can expect also logarithmic corrections as
discussed in [32]. It would be very interesting to match such numerical indications by an analytic
strong-coupling calculation.
8.2 The one-point function correction ∆w3
The same numerical investigation can be worked out for ∆w3. From the perturbative expansion up
to order λ60 we obtain a finite convergence radius consistent with that of ∆γ3 and a pattern which
is very similar to that of Figure 8. The smallest singularity of the diagonal Pade´ approximants is
now shown in the table
M 10 15 20 25
nearest zero λ
pi2
−1.01474 −1.00265 −1.00107 −1.00006
which strongly suggests a singularity at the same position as in ∆γ3(λ), namely at λc/pi
2 ' 1.
Finally, in Figure 10, we present the results from the Pade´-Borel resummation. We emphasize
again that this kind of resummation is just a numerical exploration, given the lack of theoretical
control on the asymptotic properties of the perturbative expansion. Nevertheless, the analytic
continuation of our numerical data turns out to be reliable at least up to λ/pi2 ' 10 (left panel).
In this region, the asymptotic behavior appears to be ∆w3 ∼ C λ8. The specific value of the
exponent should not be interpreted as an analytic prediction that we don’t have. It is just an
estimate valid in the range suggested by the numerical data. To guide the eye, in the plot we have
also included a dashed linear fit of |∆w3|1/8 to the rightmost part of the data. Again, we remind
that such asymptotic representation may well be a crude approximation to the actual answer, due
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to possible logarithmic corrections that are natural in this context, but which are out of the reach
of the current numerical analysis.
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Figure 10: (Left) Pade´-Borel resummation of ∆w3 with diagonal [M/M ] approximants. (Right) Qualita-
tive (asymptotic) linear fit of |∆w3|1/8. The value 1/8 is be taken as a simple rational approximation to
the unknown exact exponent (up to possible logarithmic corrections).
9 Conclusions and perspectives
In this paper we have considered a set of Lagrangian N = 2 conformal theories with SU(N) gauge
group. Following localization procedure we have reviewed the existing matrix model techniques
for large values of the rank N . Developing both the full Lie algebra approach and the Cartan
sub-algebra approach, we have computed a large set of observables in the planar limit. We have
generated efficient algorithms to produce perturbative series up to very high loop orders, without
any limitations due to the conformal dimension, hence extending some previous results already
present in the literature.
In the second part we have concentrated on N = 2 theories whose fundamental matter content
does not scale with N . We have shown several reasons why they can be considered as “the next-
to-simplest” gauge theories. At the diagrammatic level it is immediate to reach the three-loops
order in perturbation theory, and we can easily go even beyond for certain classes of observables.
Moreover we have showed that many observables (like the Wilson loop v.e.v. and chiral correlators
with even dimensions) are equivalent to those of the N = 4 SYM in the large-N limit. Only odd
correlators feel the difference with N = 4 and represent a set of interesting observables to explore
the gravity dual of this special N = 2 class of theories.
From this perspective, a natural continuation of the present analysis of the field theory side
could be the study of these special observables in the strong coupling regime λ 1. To this aim,
one should capture the evolution of the matrix model eigenvalue density by solving at large λ the
associated ν = 0 integral equation. As we remarked in the main text, this requires dealing with
various deviations from the N = 4 SYM case, like extra (odd) sources and the associated cut
asymmetry, that play a role when computing the odd observables. At the moment, it is unclear
whether this can be done analitically, for instance by Wiener-Hopf methods. The preliminary
results presented in Section 8 may be useful in this respect. For instance, we presented strong
support for a finite convergence radius of the perturbative expansion at λc/pi
2 = 1. This is a
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non-perturbative feature of the exact solution in the intermediate coupling range that would be
important to confirm and understand analytically.
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A Recursion relations in U(N) theories
When the gauge group is U(N) there are some modifications in the recursion formulas described
in Sections 2 and 3 which we are going to illustrate.
Let us consider a basis of u(N) generators Tb, with b = 1, . . . , N
2, normalized as in (2.27).
Then one can show that the following fusion/fission identities hold:
tr
(
TbATbB
)
=
1
2
trA trB ,
tr
(
TbA
)
tr
(
TbB
)
=
1
2
tr
(
AB
)
,
(A.1)
for any two (N × N) matrices A and B. These are the U(N) analogues of the identities (2.44)
valid for SU(N).
Given a matrix a ∈ u(N), we consider the multitrace operators tr an1 tr an2 . . . and their v.e.v.
in the Gaussian model
tn1,n2,... =
〈
tr an1 tr an2 . . .
〉
(0)
. (A.2)
As in the SU(N) case treated in the main text, we have t2k+1 = 0 for k = 0, 1, . . ., but differently
from the SU(N) case, now a v.e.v. tn1,n2,... with an index ni = 1 is not any more vanishing,
provided the total number of odd indices is even.
Using the previous definitions and the relations (A.1), it is easy to show that in the large-N
limit the even single traces behave exactly like in the SU(N) case, namely as in (3.3). Also the
even double traces at large N satisfy the same factorization property (3.6) as in SU(N) and their
connected component is still given by (3.8) which we rewrite here for convenience
tc2k1,2k2 = N
k1+k2 (2k1 − 1)!! (2k2 − 1)!!
(k1 + k2) (k1 − 1)!(k2 − 1)! . (A.3)
On the other hand, the U(N) odd double traces are different with respect to the SU(N) ones in
the large-N limit. Indeed, one finds
t2k1+1,2k2+1 = N
k1+k2+1 (2k1 + 1)!! (2k2 + 1)!!
2(k1 + k2 + 1) k1! k2!
, (A.4)
to be compared with (3.9). We have verified in numerous examples that (A.3) and (A.4) can be
compactly written as
tcn,m = (2N)
n+m
2 nmhn−1,m−1 (A.5)
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where
hn,m =
1
2pi2
∫ +1
−1
∫ +1
−1
dx dy arctanh
(√1− x2√1− y2
1− xy
)
xn ym (A.6)
for any n and m.
We finally remark that in the U(N) matrix model the operator Ω̂1(a) = tr a is non-zero and
that it mixes with all operators of odd dimensions. This fact implies that normal-ordered version
of these operators always contains a component proportional to Ω̂1(a). For example, in the N = 4
U(N) SYM theory one finds that the normal-ordered single trace operator of dimension 3 at large
N , instead of being simply Ω̂3 = tr a
3, is
O
(0)
3 (a) = Ω̂3(a)−
3N
2
Ω̂1(a) . (A.7)
For the ABCDE theories introduced in Section 2, there is a modification of this result due to
the interaction in the associated matrix model and the normal-ordered operator of dimension 3 at
large-N is
O3(a) = O
(0)
3 (a) + ∆O3(a) (A.8)
where
∆O3(a) = N
[
3 ζ(3) (2ν − 1) λ̂ 2 − 5
2
ζ(5) (11ν − 6) λ̂ 3
+
(21
10
ζ(7) (93ν − 56) + 27
2
ζ(3)2 ν(3ν − 2)
)
λ̂ 4
−
(189
8
ζ(9) (61ν − 40)− 30 ζ(3) ζ5 (22ν2 − 16ν + 1)
)
λ̂ 5 (A.9)
+
(99
8
ζ11 (706ν − 405) + 225
2
ζ(5)2 (23ν2 − 18ν + 2)
+
315
4
ζ(3) ζ(7) (58ν2 − 45ν + 4)
)
λ̂ 6 + . . .
]
Ω̂1(a) .
It is interesting to remark that if we compute the two-point function
〈
O3(a)O3(a)
〉
in the large-N
limit we obtain the same result as in the SU(N) case for any ν, namely the function γ3 is still
given by the expression given in (3.46) or (4.42). This means that the mixing term (A.9) does not
give any contribution in the planar limit. We have explicitly verified that the same thing occurs
also for the mixing terms involving Ω̂1(a) in the single trace operators with odd dimensions up to
n = 7. These findings confirm the expectation that for the observables that exist in both theories,
the SU(N) and U(N) models are indistinguishable at large N .
B Chebyshev polynomials of the first and second kind
The Chebyshev polynomials of the first and second kind Tn(x) and Un(x) can be defined as
Tn(x) = cos(nθ) and Un(x) =
sin[(n+ 1)θ]
sin θ
, (B.1)
where x = cos θ, with x ∈ [−1, 1] and θ ∈ [0, pi]. The two sets of polynomials are related by
T ′n(x) = nUn−1(x) . (B.2)
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They obey the orthogonality relations∫ +1
−1
dx
Tn(x)Tm(x)√
1− x2 =
pi
2
(
δnm + δn0 δm0
)
,∫ +1
−1
dx
√
1− x2 Un(x)Um(x) = pi
2
δnm .
(B.3)
They also satisfy ∫ +1
−1
dy
Tn(y)
(x− y)
√
1− y2 = −pi Un−1(x) ,∫ +1
−1
dy
√
1− y2 Un(y)
x− y = pi Tn+1(x) .
(B.4)
Other useful relations are ∫ +1
−1
dx
Tn(x)√
1− x2 e
a x = pi In(a) ,∫ +1
−1
dx
√
1− x2 Un(x) ea x = pi
a
(n+ 1) In+1(a)
(B.5)
where In is the modified Bessel function of the first kind. These relations are easily proved by
changing variable to x = cos θ and using the well-known integral representation of the Bessel
function In(a) =
1
pi
∫ pi
0 dθ e
a cos θ cos(nθ).
C On the determination of the cut edge µ(λ)
The solution of (4.8) with the Ansatz (4.36) cannot be given in closed form. Nevertheless, there
exists a simple iterative scheme that allows us to determine µ0 in an efficient way. After writing
(4.8) in the form ∫ +µ0
−µ0
dy
[ 1
x− y + ν
(
K(x)−K(x− y))] ρ(y) = 8pi2
λ
x, (C.1)
we insert the Ansatz (4.36), and using (B.4) we get
piµ0
∑
k
a2k T2k+1
( x
µ0
)
+ ν
∑
k
a2k
∫ +µ0
−µ0
dy
K(x)−K(x− y)
x− y
√
µ20 − y2 U2k
( y
µ0
)
=
8pi2µ0
λ
T1
( x
µ0
)
. (C.2)
The second term in the left hand side above can be expanded in the Chebyshev polynomials of
the T type as follows∫ +µ0
−µ0
dy
K(x)−K(x− y)
x− y
√
µ20 − y2 U2k
( y
µ0
)
= piµ0
∑
k′
Ek′,k T2k′+1
( x
µ0
)
. (C.3)
Then the condition (C.2) becomes∑
k′,k
T2k+1
( x
µ0
)(
δk′,k + ν Ek,′k
)
a2k =
8pi
λ
T1
( x
µ0
)
. (C.4)
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Let us denote by E the matrix of elements Ek′,k; notice that in the conventions we are using, the
index labels start from 0. The solution to (C.4) can then be written as
a2k =
8pi
λ
[
(1 + ν E)−1
]
k,0
. (C.5)
In particular,
a0 =
8pi
λ
[
(1 + ν E)−1
]
0,0
. (C.6)
The coefficients Ek′,k can be determined using the orthogonality relation (B.3) in (C.3); they
are given by
Ek′,k =
2
pi2µ0
∫ +µ0
−µ0
dx√
µ20 − x2
T2k′+1
( x
µ0
) ∫ +µ0
−µ0
dy
(
K(x)−K(x− y))√µ20 − y2 U2k( yµ0
)
.
(C.7)
Repeating the analysis discussed after (6.7), we can show that for k > 0 we have
Ek′,k = 4 (−1)k+k′(2k + 1)
∫ ∞
0
dt
t
et
(et − 1)2 J2k+1(µ0 t) J2k′+1(µ0 t) , (C.8)
while for k = 0 we find instead
Ek′,0 = 2 (−1)k′
∫ ∞
0
dt
t
et
(et − 1)2 J2k′+1(µ0 t)
(
2J1(µ0 t)− µ0 t
)
. (C.9)
These expression can easily be expanded in powers of µ0. If one is interested in the contributions
from a finite set of ζ-values, then the matrix E can be truncated to a finite dimensional matrix,
and the integrals (C.8) and (C.9) provide the generating function for all monomials built over that
finite set in closed form. For example the first (3 × 3) block of E reads (we denote ζn ≡ ζ(n) for
brevity)
E =

− 34ζ3µ40 + 52ζ5µ60 − 45564 ζ7µ80 + · · · − 34ζ3µ40 + 4516ζ5µ60 − 14716 ζ7µ80 + · · · 516ζ5µ60 − 3516ζ7µ80 + · · ·
5
8ζ5µ
6
0 − 17564 ζ7µ80 + · · · 58ζ5µ60 − 10532 ζ7µ80 + · · · − 3564ζ7µ80 + · · ·
− 2164ζ7µ80 + · · · − 2164ζ7µ80 + · · · · · ·

(C.10)
Inserting this explicit expression of E into (C.6) we obtain
a0 =
8pi
λ
[
1 +
3
4
ζ(3) ν µ40 −
5
2
ζ(5) ν µ60 +
(
9
16
ν2ζ(3)2 +
455
64
νζ(7)
)
µ80
−
(2583
128
ζ(9) ν +
135
32
ζ(3) ζ(5) ν2
)
µ100 (C.11)
+
(30261
512
ζ(11) ν +
3255
256
ζ(3) ζ(7) ν2 +
1025
128
ζ(5)2 ν2 +
27
64
ζ(3)3 ν3
)
µ120 + · · ·
]
.
On the other hand, a0 is fixed by the normalization condition (4.37) to a0 = 2/(piµ
2
0). This turns
the above relation into an equation for µ0 which can be solved perturbatively, obtaining the result
reported in (4.39) of the main text.
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D Additional data for γn and ∆wn
Additional explicit expressions for the two-point correction factor γn, extending those in (4.41)-
(4.43) are:
γ5 = 1− 15 ζ(3) ν λ̂ 2 + 100 ζ(5) ν λ̂ 3 − ν
(2275
4
ζ(7)− 180 ζ(3)2 ν
)
λ̂ 4
+
(63
2
ζ(9) (103 ν − 1)− 2625 ζ(3) ζ(5) ν2
)
λ̂ 5 (D.1)
−
(1155
8
ζ(11) (133 ν − 4)− 65625
4
ζ(3) ζ(7) ν2 − 18875
2
ζ(5)2 ν2+2025 ζ(3)3 ν3
)
λ̂ 6 + · · · ,
γ6 = 1− ν
[
18 ζ(3) λ̂ 2 − 120 ζ(5)λ̂ 3 +
(1365
2
ζ(7)− 243 ζ(3)2 ν
)
λ̂ 4
−
(7749
2
ζ(9)− 3510 ζ(3) ζ(5) ν
)
λ̂ 5 (D.2)
−
(181797
8
ζ(11)− 21735 ζ(3) ζ(7) ν − 12525 ζ(5)2 ν + 2970 ζ(3)3 ν2
)
λ̂ 6 + · · ·
]
,
γ7 = 1− 21 ζ(3) ν λ̂ 2 + 140 ζ(5) ν λ̂ 3 − ν
(3185
4
ζ(7)− 315 ζ(3)2 ν
)
λ̂ 4
+
(18081
4
ζ(9) ν − 4515 ζ(3) ζ(5) ν2
)
λ̂ 5 (D.3)
−
(211827
8
ζ(11) ν − 110985
4
ζ(3) ζ(7) ν2 − 30025
2
ζ(5)2 ν2 + 4158 ζ(3)3 ν3
)
λ̂ 6 + · · · ,
γ8 = 1− ν
[
24 ζ(3) λ̂ 2 − 160 ζ(5)λ̂ 3 +
(
910 ζ(7)− 396 ζ(3)2 ν
)
λ̂ 4
−
(
5166 ζ(9)− 5640 ζ(3) ζ(5) ν
)
λ̂ 5 (D.4)
−
(
30261 ζ(11)− 34440 ζ(3) ζ(7) ν − 19900 ζ(5)2 ν + 5616 ζ(3)3 ν2
)
λ̂ 6 + · · ·
]
,
γ9 = 1− 27 ζ(3) ν λ̂ 2 + 180 ζ(5) ν λ̂ 3 − ν
(4095
4
ζ(7)− 486 ζ(3)2 ν
)
λ̂ 4
+
(23247
4
ζ(9) ν − 6885 ζ(3) ζ(5) ν2
)
λ̂ 5 (D.5)
−
(272349
8
ζ(11) ν − 167265
4
ζ(3) ζ(7) ν2 − 48375
2
ζ(5)2 ν2 + 7371 ζ(3)3 ν3
)
λ̂ 6 + · · · ,
γ10 = 1− ν
[
30 ζ(3) λ̂ 2 − 200 ζ(5)λ̂ 3 +
(2275
2
ζ(7)− 585 ζ(3)2 ν
)
λ̂ 4
−
(12915
2
ζ(9)− 8250 ζ(3) ζ(5) ν
)
λ̂ 5 (D.6)
−
(151305
4
ζ(11)− 49875 ζ(3) ζ(7) ν − 28875 ζ(5)2 ν + 5616 ζ(3)3 ν2
)
λ̂ 6 + · · ·
]
,
51
γ11 = 1− 33 ζ(3) ν λ̂ 2 + 220 ζ(5) ν λ̂ 3 − ν
(5005
4
ζ(7)− 693 ζ(3)2 ν
)
λ̂ 4
+
(28413
4
ζ(9) ν − 9735 ζ(3) ζ(5) ν2
)
λ̂ 5 (D.7)
−
(332871
8
ζ(11) ν − 234465
4
ζ(3) ζ(7) ν2 − 67925
2
ζ(5)2 ν2 + 11880 ζ(3)3 ν3
)
λ̂ 6 + · · · ,
Additional explicit expressions for the one-point function shift ∆wn, extending those in (3.57)
and (3.58) are:
∆w4 = −
(
pi
√
N
)2
ν
[
12 ζ(3) I3 λ̂
3 − 80 ζ(5) I3 λ̂ 4 +
(
35 ζ(7) (13 I3 + 2 I4)
− 9 ζ(3)2 ν (I2 + 8 I3)
)
λ̂ 5 + · · ·
]
, (D.8)
∆w5 = −
(
pi
√
N
)3 [
30 ζ(3) ν I4 λ̂
7
2 − 200 ζ(5) ν I4 λ̂ 92 +
(2275
2
ζ(7) ν I4
− 45
2
ζ(3)2 ν2 (I3 + 8 I4)
)
λ̂
11
2
)
+ · · ·
]
, (D.9)
∆w6 = −
(
pi
√
N
)4
ν
[
72 ζ(3) I5 λ̂
4 − 480 ζ(5) I5 λ̂ 5 +
(
2730 ζ(7) I5
− 54 ζ(3)2 ν (I4 + 8 I5)
)
λ̂ 6 + · · ·
]
, (D.10)
∆w7 = −
(
pi
√
N
)5 [
168 ζ(3) ν I6 λ̂
9
2 − 1120 ζ(5) ν I6 λ̂ 112 +
(
6370 ζ(7) ν I6
− 126 ζ(3)2 ν2 ( I5 + 8 I6)
)
λ̂
13
2 + · · ·
]
(D.11)
where In are the rescaled Bessel functions (3.54).
References
[1] J. M. Maldacena, The Large N limit of superconformal field theories and supergravity,
Adv.Theor.Math.Phys. 2 (1998) 231–252, arXiv:hep-th/9711200 [hep-th].
[2] S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, Gauge theory correlators from
non-critical string theory, Phys. Lett. B428 (1998) 105–114, arXiv:hep-th/9802109.
[3] E. Witten, Anti-de Sitter space and holography, Adv. Theor. Math. Phys. 2 (1998) 253–291,
arXiv:hep-th/9802150.
[4] J. M. Maldacena, Wilson loops in large N field theories, Phys. Rev. Lett. 80 (1998)
4859–4862, arXiv:hep-th/9803002 [hep-th].
52
[5] J. K. Erickson, G. W. Semenoff, and K. Zarembo, Wilson loops in N=4 supersymmetric
Yang-Mills theory, Nucl. Phys. B582 (2000) 155–175, arXiv:hep-th/0003055 [hep-th].
[6] N. Drukker and D. J. Gross, An Exact prediction of N=4 SUSYM theory for string theory,
J. Math. Phys. 42 (2001) 2896–2914, arXiv:hep-th/0010274 [hep-th].
[7] G. W. Semenoff and K. Zarembo, More exact predictions of SUSYM for string theory, Nucl.
Phys. B616 (2001) 34–46, arXiv:hep-th/0106015 [hep-th].
[8] M. Billo, V. Goncalves, E. Lauria, and M. Meineri, Defects in conformal field theory, JHEP
04 (2016) 091, arXiv:1601.02883 [hep-th].
[9] M. Beccaria, S. Giombi, and A. Tseytlin, Non-supersymmetric Wilson loop in N = 4 SYM
and defect 1d CFT, JHEP 03 (2018) 131, arXiv:1712.06874 [hep-th].
[10] S. Giombi, R. Roiban, and A. A. Tseytlin, Half-BPS Wilson loop and AdS2/CFT1, Nucl.
Phys. B922 (2017) 499–527, arXiv:1706.00756 [hep-th].
[11] S. Giombi and S. Komatsu, Exact Correlators on the Wilson Loop in N = 4 SYM:
Localization, Defect CFT, and Integrability, JHEP 05 (2018) 109, arXiv:1802.05201
[hep-th]. [Erratum: JHEP11,123(2018)].
[12] S. Giombi and S. Komatsu, More Exact Results in the Wilson Loop Defect CFT:
Bulk-Defect OPE, Nonplanar Corrections and Quantum Spectral Curve, J. Phys. A52
(2019) no. 12, 125401, arXiv:1811.02369 [hep-th].
[13] M. Beccaria, S. Giombi, and A. A. Tseytlin, Correlators on non-supersymmetric Wilson line
in N = 4 SYM and AdS2/CFT1, JHEP 05 (2019) 122, arXiv:1903.04365 [hep-th].
[14] S. Komatsu and Y. Wang, Non-perturbative Defect One-Point Functions in Planar N = 4
Super-Yang-Mills, arXiv:2004.09514 [hep-th].
[15] S. Giombi, J. Jiang, and S. Komatsu, Giant Wilson Loops and AdS2/dCFT1,
arXiv:2005.08890 [hep-th].
[16] V. Pestun, Localization of gauge theory on a four-sphere and supersymmetric Wilson loops,
Commun. Math. Phys. 313 (2012) 71–129, arXiv:0712.2824 [hep-th].
[17] V. Pestun et al., Localization techniques in quantum field theories, arXiv:1608.02952
[hep-th].
[18] M. Billo, F. Fucito, G. P. Korchemsky, A. Lerda, and J. F. Morales, Two-point correlators in
non-conformal N = 2 gauge theories, JHEP 05 (2019) 199, arXiv:1901.09693 [hep-th].
[19] A. V. Belitsky and G. P. Korchemsky, Circular Wilson loop in N = 2∗ super Yang-Mills
theory at two loops and localization, arXiv:2003.10448 [hep-th].
[20] M. Baggio, V. Niarchos, and K. Papadodimas, Exact correlation functions in SU(2)N = 2
superconformal QCD, Phys. Rev. Lett. 113 (2014) no. 25, 251601, arXiv:1409.4217
[hep-th].
53
[21] B. Fiol, B. Garolera, and G. Torrents, Probing N = 2 superconformal field theories with
localization, JHEP 01 (2016) 168, arXiv:1511.00616 [hep-th].
[22] V. Mitev and E. Pomoni, Exact Bremsstrahlung and Effective Couplings, JHEP 06 (2016)
078, arXiv:1511.02217 [hep-th].
[23] E. Gerchkovitz, J. Gomis, N. Ishtiaque, A. Karasik, Z. Komargodski, and S. S. Pufu,
Correlation Functions of Coulomb Branch Operators, JHEP 01 (2017) 103,
arXiv:1602.05971 [hep-th].
[24] I. P. Ennes, C. Lozano, S. G. Naculich, and H. J. Schnitzer, Elliptic models, type IIB
orientifolds and the AdS / CFT correspondence, Nucl. Phys. B 591 (2000) 195–226,
arXiv:hep-th/0006140.
[25] A. Gadde, E. Pomoni, and L. Rastelli, The Veneziano Limit of N = 2 Superconformal QCD:
Towards the String Dual of N = 2 SU(N(c)) SYM with N(f) = 2 N(c), arXiv:0912.4918
[hep-th].
[26] S.-J. Rey and T. Suyama, Exact Results and Holography of Wilson Loops in N=2
Superconformal (Quiver) Gauge Theories, JHEP 01 (2011) 136, arXiv:1001.0016
[hep-th].
[27] J. G. Russo and K. Zarembo, Localization at Large N, in Proceedings, 100th anniversary of
the birth of I.Ya. Pomeranchuk (Pomeranchuk 100): Moscow, Russia, June 5-6, 2013,
pp. 287–311. 2014. arXiv:1312.1214 [hep-th].
[28] F. Passerini and K. Zarembo, Wilson Loops in N=2 Super-Yang-Mills from Matrix Model,
JHEP 09 (2011) 102, arXiv:1106.5763 [hep-th]. [Erratum: JHEP10,065(2011)].
[29] J.-E. Bourgine, A Note on the integral equation for the Wilson loop in N = 2 D=4
superconformal Yang-Mills theory, J. Phys. A45 (2012) 125403, arXiv:1111.0384
[hep-th].
[30] J. G. Russo and K. Zarembo, Large N Limit of N=2 SU(N) Gauge Theories from
Localization, JHEP 10 (2012) 082, arXiv:1207.3806 [hep-th].
[31] V. Mitev and E. Pomoni, Exact effective couplings of four dimensional gauge theories with
N = 2 supersymmetry, Phys. Rev. D92 (2015) no. 12, 125034, arXiv:1406.3629 [hep-th].
[32] M. Baggio, V. Niarchos, K. Papadodimas, and G. Vos, Large-N correlation functions in N =
2 superconformal QCD, JHEP 01 (2017) 101, arXiv:1610.07612 [hep-th].
[33] D. Rodriguez-Gomez and J. G. Russo, Operator mixing in large N superconformal field
theories on S4 and correlators with Wilson loops, JHEP 12 (2016) 120, arXiv:1607.07878
[hep-th].
[34] D. Rodriguez-Gomez and J. G. Russo, Large N Correlation Functions in Superconformal
Field Theories, JHEP 06 (2016) 109, arXiv:1604.07416 [hep-th].
54
[35] K. Zarembo, Localization and AdS/CFT Correspondence, J. Phys. A50 (2017) no. 44,
443011, arXiv:1608.02963 [hep-th].
[36] K. Zarembo, Quiver CFT at Strong Coupling, arXiv:2003.00993 [hep-th].
[37] B. Fiol, J. Martinez-Montoya, and A. Rios Fukelman, The planar limit of N = 2
superconformal field theories, arXiv:2003.02879 [hep-th].
[38] M. Billo, F. Fucito, A. Lerda, J. F. Morales, Ya. S. Stanev, and C. Wen, Two-point
Correlators in N=2 Gauge Theories, Nucl. Phys. B926 (2018) 427–466, arXiv:1705.02909
[hep-th].
[39] M. Billo, F. Galvagno, P. Gregori, and A. Lerda, Correlators between Wilson loop and chiral
operators in N = 2 conformal gauge theories, JHEP 03 (2018) 193, arXiv:1802.09813
[hep-th].
[40] M. Billo, F. Galvagno, and A. Lerda, BPS Wilson loops in generic conformal N = 2 SU(N)
SYM theories, JHEP 08 (2019) 108, arXiv:1906.07085 [hep-th].
[41] A. Bourget, D. Rodriguez-Gomez, and J. G. Russo, A limit for large R-charge correlators in
N = 2 theories, JHEP 05 (2018) 074, arXiv:1803.00580 [hep-th].
[42] A. Bourget, D. Rodriguez-Gomez, and J. G. Russo, Universality of Toda equation in N = 2
superconformal field theories, JHEP 02 (2019) 011, arXiv:1810.00840 [hep-th].
[43] M. Beccaria, On the large R-charge N = 2 chiral correlators and the Toda equation, JHEP
02 (2019) 009, arXiv:1809.06280 [hep-th].
[44] M. Beccaria, Double scaling limit of N = 2 chiral correlators with Maldacena-Wilson loop,
JHEP 02 (2019) 095, arXiv:1810.10483 [hep-th].
[45] A. Grassi, Z. Komargodski, and L. Tizzano, Extremal Correlators and Random Matrix
Theory, arXiv:1908.10306 [hep-th].
[46] M. Beccaria, F. Galvagno, and A. Hasan, N = 2 conformal gauge theories at large R-charge:
the SU(N) case, JHEP 03 (2020) 160, arXiv:2001.06645 [hep-th].
[47] B. Fiol, J. Mart´ınez-Montoya, and A. Rios Fukelman, Wilson loops in terms of color
invariants, JHEP 05 (2019) 202, arXiv:1812.06890 [hep-th].
[48] L. Bianchi, M. Billo, F. Galvagno, and A. Lerda, Emitted Radiation and Geometry, JHEP
01 (2020) 075, arXiv:1910.06332 [hep-th].
[49] R. Andree and D. Young, Wilson Loops in N=2 Superconformal Yang-Mills Theory, JHEP
09 (2010) 095, arXiv:1007.4923 [hep-th].
[50] E. Pomoni and C. Sieg, From N=4 gauge theory to N=2 conformal QCD: three-loop mixing
of scalar composite operators, arXiv:1105.3487 [hep-th].
[51] E. Pomoni, Integrability in N=2 superconformal gauge theories, Nucl. Phys. B893 (2015)
21–53, arXiv:1310.5709 [hep-th].
55
[52] B. Fiol, E. Gerchkovitz, and Z. Komargodski, Exact Bremsstrahlung Function in N = 2
Superconformal Field Theories, Phys. Rev. Lett. 116 (2016) no. 8, 081601,
arXiv:1510.01332 [hep-th].
[53] I. G. Koh and S. Rajpoot, Finite N=2 Extended Supersymmetric Field Theories, Phys. Lett.
135B (1984) 397–401.
[54] M. Baggio, V. Niarchos, and K. Papadodimas, tt∗ equations, localization and exact chiral
rings in 4d N =2 SCFTs, JHEP 02 (2015) 122, arXiv:1409.4212 [hep-th].
[55] E. Gerchkovitz, J. Gomis, and Z. Komargodski, Sphere Partition Functions and the
Zamolodchikov Metric, JHEP 11 (2014) 001, arXiv:1405.7271 [hep-th].
[56] M. Baggio, V. Niarchos, and K. Papadodimas, On exact correlation functions in SU(N)
N = 2 superconformal QCD, JHEP 11 (2015) 198, arXiv:1508.03077 [hep-th].
[57] E. Sysoeva, Wilson loops and its correlators with chiral operators in N = 2, 4 SCFT at large
N , JHEP 03 (2018) 155, arXiv:1712.10297 [hep-th].
[58] P. Rossi, M. Campostrini, and E. Vicari, The Large N Expansion of Unitary Matrix Models,
Phys. Rept. 302 (1998) 143–209, arXiv:hep-lat/9609003 [hep-lat].
[59] F. G. Tricomi, Integral equations, vol. 5. Courier Corporation, 1985.
[60] M. Beccaria, A. V. Belitsky, A. V. Kotikov, and S. Zieme, Analytic Solution of the Multiloop
Baxter Equation, Nucl. Phys. B827 (2010) 565–606, arXiv:0908.0520 [hep-th].
[61] A. K. Cyrol, M. Mitter, and N. Strodthoff, FormTracer - A Mathematica Tracing Package
Using FORM, Comput. Phys. Commun. 219 (2017) 346–352, arXiv:1610.09331 [hep-ph].
[62] N. I. Usyukina and A. I. Davydychev, Exact results for three and four point ladder diagrams
with an arbitrary number of rungs, Phys. Lett. B305 (1993) 136–143.
[63] D. Medina-Rincon, A. A. Tseytlin, and K. Zarembo, Precision matching of circular Wilson
loops and strings in AdS5 × S 5, JHEP 05 (2018) 199, arXiv:1804.08925 [hep-th].
[64] W. Janke and H. Kleinert, Resummation of Divergent Perturbation Series: Introduction to
Theory & Guide to Practical Applications. World Scientific, 1998.
56
