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Abstract
Cloud elasticity - the ability to use as much resources as
needed at any given time - and low cost - a user pays only
for the resources it consumes - represent solid incentives for
many organizations to migrate some of their computational
activities to a public cloud. As the interest in cloud comput-
ing grows, so does the size of the cloud computing centers
and their energy footprint. The realization that power con-
sumption of cloud computing centers is significant and it is
expected to increase substantially in the future motivates our
interest in scheduling and scaling algorithms which minimize
power consumption. We propose energy-aware application
scaling and resource management algorithms. Though tar-
geting primarily the Infrastructure as a Service (IaaS), the
system models and the algorithms we propose can be applied
to the other cloud delivery models and to private clouds.
1 Introduction
The power consumption of large-scale data centers and their
costs for energy and for cooling are significant and are ex-
pected to increase in the future. In 2006, the 6 000 data cen-
ters in the U.S. reportedly consumed 61×109 KWh of energy,
1.5% of all electricity consumption in the country, at a cost
of $4.5 billion [19]. The power consumption of data centers
and the network infrastructure is predicted to reach 10, 300
TWh/year1 in 2030, based on 2010 levels of efficiency [15].
These increases are expected in spite of the extraordinary re-
duction in energy requirements for computing activities; over
the past 30 years the energy efficiency per transistor on a
chip has improved by six orders of magnitude. Energy-aware
scheduling and scaling algorithms could reduce the energy
consumption of cloud computing centers at a time when the
interest in cloud computing is on the raise.
Scaling is the process of allocating additional resources to
a cloud application in response to a request consistent with
the Service Level Agreement (SLA between a cloud service
provider (CSP) and a cloud user. We distinguish two scaling
modes, horizontal and vertical scaling. Horizontal scaling is
1One TWh (Tera Watt Hour) is equal to 1012 Wh.
the most common mode of scaling on a cloud; it is done by in-
creasing the number of Virtual Machines (VMs) when the load
of application A increases and reducing this number when the
load decreases. Often, this leads to an increase of communica-
tion bandwidth consumed by the application. Load balancing
among the running VMs is critical for this mode of operation.
For a very large application multiple load balancers may need
to cooperate with one another. In some instances the load bal-
ancing is done by a frontend server which distributes incoming
requests of a transaction-oriented system to backend servers.
Vertical scaling keeps the number of VMs of an application
constant, but increases the amount of resources allocated to
each one of them. This can be done either by migrating the
VMs to more powerful servers, or by keeping the VMs on
the same servers, but increasing their share of the CPU time.
The first alternative involves additional overhead; the VM is
stopped, a snapshot of it is taken, the file is transported to a
more powerful server, and the VM is restated at the new site.
We assume a clustered organization of a cloud similar to
the one described in [14] and consider three levels of resource
allocation decision making: (a) the local system which has
accurate information about its state; (b) the cluster leader
which has less accurate information about the servers in the
cluster; and (c) global decisions involving multiple clusters.
The basic philosophy of our approach is to define a power-
optimal operation region for each server and to attempt to
maximize the number of servers operating in this region.
In a cloud environment we should recast some of the tradi-
tional policy objectives of a distributed system; for example,
load balancing should be weighted against power consump-
tion, it may be beneficial to turnoff or switch to a sleep state
lightly loaded servers to save energy. We also believe that
the ability of a cloud infrastructure to respond to a scaling
request should be considered as an important element of the
Quality of Service provided by the cloud.
In Section 2 we overview the energy consumption of cloud
computing centers and of individual servers. Then, in Sec-
tion 3 we discuss the mechanisms for the implementation of
resource management policies: admission control, capacity al-
location, load balancing, energy optimization, and QoS guar-
antees; virtually none of the mechanisms proposed so far in
the literature integrate solutions for all five classes of policies.
We develop an energy-aware operation model for a server S
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which identifies an optimal operating region, two suboptimal,
and two undesirable ones. The model described in Section 4
is then used for the algorithms introduced in Section 5. The
algorithms we propose balance minimization of energy con-
sumption and the ability to respond to scaling requests; at
the same time, they implement a load balancing in the sense
described above and can also be used for admission control
and capacity allocation in systems where the servers are clus-
tered together in clusters of moderate size. In Sections 6 we
discuss a simulation experiment and then in Section 7 we re-
view our results and discuss future work.
2 Motivation and Related Work
The power consumption of servers has increased over time.
Table 1 [10] shows the evolution of the average power con-
sumption for volume (Vol) servers - servers with a price less
than $ 25 K, mid-range (Mid) servers - servers with a price
between $25 K and $499 K, and high-end (High) servers -
servers with a price tag larger than $500 K.
The largest consumer of power of a system is the proces-
sor, followed by memory, and storage systems. The power
consumption can vary from 45W to 200W per multi-core
CPU; newer processors include power saving technologies.
Large servers often use 32 − 64 Dual In-line Memory Mod-
ules (DIMMs); the power consumption of one DIMM is in
the 5 − 21 W range. Server secondary memory cooling re-
quires additional power; a server with 2− 4 Hard Disk Drives
(HDDs) consumes 24− 48 W.
A strategy to reduce energy consumption by disk drives
is to concentrate the workload on a small number of disks
and allow the others to operate in a low-power mode. One
of the techniques to accomplish this is based on replication.
A replication strategy based on a sliding window is reported
in [19]; measurement results indicate that it performs better
than LRU, MRU, and LFU2 policies for a range of file sizes,
file availability, and number of client nodes and the power
requirement is reduced by as much as 31%.
Another technique is based on data migration. The system
in [9] uses data storage in virtual nodes managed with a dis-
tributed hash table; the migration is controlled by two algo-
rithms, a short-term optimization algorithm used for gather-
ing or spreading virtual nodes according to the daily variation
of the workload so that the number of active physical nodes
is reduced to a minimum, and a long-term optimization algo-
rithm, used for coping with changes in the popularity of data
over a longer period, e.g., a week.
In an ideal world, the energy consumed by an idle system
should be near zero and grow linearly with the system load.
In real life, even systems whose power requirements scale lin-
early, when idle use more than half the power they use at full
load, see Figure 1 [4].
The operating efficiency of a system is captured by an ex-
pression of “performance per Watt of power.” It is widely
2LRU (Least Recently Used), MRU (Most Recently Used), and
LFU(Least Frequently Used) are replacement policies used by memory
hierarchies for caching and paging.
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Figure 1: Even when power requirements scale linearly with
the load, the energy efficiency of a computing system is not
a linear function of the load; even when idle, a system may
use 50% of the power corresponding to the full load. Data
collected over a long period of time shows that the typical
operating region for data center servers is in the range 10%−
50% of the load.
reported that during the last two decades the performance of
computing systems has increased much faster than their oper-
ating efficiency; for example, during the period 1998 till 2007,
the performance of supercomputers has increased 7, 000%
while their operating efficiency has increased only 2, 000%.
Energy-proportional systems could lead to large savings in
energy costs for computing clouds. An energy-proportional
system consumes no power when idle, very little power under
a light load and, gradually, more power as the load increases.
By definition, an ideal energy-proportional system is always
operating at 100% efficiency. Humans are a good approxima-
tion of an ideal energy proportional system; the human energy
consumption is about 70 W at rest, 120 W on average on a
daily basis, and can go as high as 1, 000− 2, 000 W during a
strenuous, short time effort [4].
Different subsystems of a computing system behave differ-
ently in terms of energy efficiency; while many processors have
reasonably good energy-proportional profiles, significant im-
provements in memory and disk subsystems are necessary.
The processors used in servers consume less than one-third of
their peak power at very-low load and have a dynamic range3
of more than 70% of peak power; the processors used in mobile
and/or embedded applications are better in this respect. Ac-
cording to [4] the dynamic power range of other components
of a system is much narrower: less than 50% for DRAM, 25%
for disk drives, and 15% for networking switches.
A number of proposals have emerged for energy propor-
tional networks; the energy consumed by such networks is
proportional with the communication load. For example, in
3The dynamic range in this context is the difference between the up-
per and the lower limits of the power consumption of the device function
of the load placed on the device. A large dynamic range means that the
device is better, it is able to operate at a lower fraction of its peak power
when its load is low.
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Table 1: Estimated average power use of volume, mid-range, and high-end servers (in Watts) along the years [10].
Type 2000 2001 2002 2003 2004 2005 2006
Vol 186 193 200 207 213 219 225
Mid 424 457 491 524 574 625 675
High 5,534 5,832 6,130 6,428 6,973 7,651 8,163
[1] the authors argue that a data center network based on
a flattened butterfly topology is more energy and cost effi-
cient. High-speed channels typically consist of multiple serial
lanes with the same data rate; a physical unit is stripped
across all the active lanes. Channels commonly operate ple-
siochronously4 and are always on, regardless of the load, be-
cause they must still send idle packets to maintain byte and
line alignment across the multiple lines. An example of an
energy proportional network is InfiniBand.
3 Cloud Resource Management
Cloud resource management policies can be loosely grouped
into five classes: (a) Admission control; (b) Capacity alloca-
tion; (c) Load balancing; (d) Energy optimization; and (e)
Quality of service (QoS) guarantees.
The explicit goal of an admission control policy is to prevent
the system from accepting workload in violation of high-level
system policies; a system should not accept additional work-
load preventing it from completing work already in progress or
contracted. Limiting the workload requires some knowledge
of the global state of the system; in a dynamic system such
knowledge, when available, is at best obsolete. Capacity al-
location means to allocate resources for individual instances;
an instance is an activation of a service. Assigning instances
to physical servers is subject to multiple global optimization
constraints and requires a search in a very large search space;
moreover the state of individual systems changes rapidly.
Load balancing and energy optimization can be done lo-
cally, but global load balancing and energy optimization poli-
cies encounter the same difficulties as the one we have already
discussed. Load balancing and energy optimization are cor-
related and affect the cost of providing the services. Indeed,
it was predicted that by 2012 up to 40% of the budget of IT
enterprise infrastructure would be spent on energy [6].
The common meaning of the term “load balancing” is that
of evenly distributing the system load to a set of servers. For
example, consider the case of four identical servers, A,B,C
and D whose relative loads are 70%, 50%, 30% and 10%, re-
spectively, of their capacity; as a result of a perfect load bal-
ancing all servers would end with the same load, 40% of each
server’s capacity.
In cloud computing a critical goal is minimizing the cost
of providing the service and, in particular, minimizing the
energy consumption. This leads to a different meaning of
4Different parts of the system are almost, but not quite perfectly,
synchronized; in this case, the core logic in the router operates at a
frequency different from that of the I/O channels.
the term “load balancing;” instead of having the load evenly
distributed amongst all servers, we wish to concentrate it and
use the smallest number of servers while switching the others
to a standby mode, a state where a server uses very little
energy. In our example, the load from D will migrate to A
and the load from C will migrate to B; thus, A and B will
be loaded at 80% of their capacity, while C and D will be
switched to standby mode.
Quality of Service (QoS) is that aspect of resource manage-
ment probably the most difficult to address and, at the same
time, possibly the most critical for the future of cloud com-
puting. For applications with hard or soft deadlines it means
the ability to complete a task before its deadline. For many
applications QoS requires also the ability to scale.
Often, resource management strategies jointly target the
performance and the power consumption. The Dynamic Volt-
age and Frequency Scaling (DVFS)5 techniques such as Intel’s
SpeedStep and AMD’s PowerNow lower the voltage and the
frequency to decrease the power consumption6. Motivated
initially by the need to save power for mobile devices, these
techniques have migrated virtually to all processors including
the ones used for high performance servers.
As a result of lower voltages and frequencies, the perfor-
mance of processors decreases, but at a substantially slower
rate [11]. Table 2 shows the dependence of the normalized
performance and the normalized energy consumption of a typ-
ical modern processor on the clock rate; as we can see, at 1.8
GHz we save 18% of the energy required for maximum perfor-
mance, while the performance is only 5% lower than the peak
performance, achieved at 2.2 GHz. This seems a reasonable
energy-performance tradeoff!
Virtually all optimal, or near-optimal, mechanisms to ad-
dress the five classes of policies do not scale up and typically
target a single aspect of resource management, e.g., admission
control, but ignore energy conservation; many require com-
plex computations that cannot be done effectively in the time
available to respond. The performance models are very com-
plex, analytical solutions are intractable, and the monitoring
systems used to gather state information for these models can
be too intrusive and unable to provide accurate data. Many
techniques are concentrated on system performance in terms
of throughput and time in system, but they rarely include en-
ergy trade-offs or QoS guarantees. Some techniques are based
5Dynamic voltage and frequency scaling is a power management tech-
nique to increase or decrease the operating voltage or frequency of a
processor to increase the instruction execution rate and, respectively, to
reduce the amount of heat generated and to conserve power.
6The power consumption P of a CMOS-based circuit is: P = α·Ceff ·
V 2 · f with: α - the switching factor, Ceff - the effective capacitance, V
- the operating voltage, and f - the operating frequency.
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Table 2: The normalized performance and energy consump-
tion, function of the processor speed; the performance de-
creases at a lower rate than does the energy when the clock
rate decreases [11].
Speed Energy Performance
(GHz) (%) (%)
0.6 0.44 0.61
0.8 0.48 0.70
1.0 0.52 0.79
1.2 0.58 0.81
1.4 0.62 0.88
1.6 0.70 0.90
1.8 0.82 0.95
2.0 0.90 0.99
2.2 1.00 1.00
on unrealistic assumptions; for example, capacity allocation is
viewed as an optimization problem, but under the assumption
that servers are protected from overload.
The effort to reduce power consumption covers computing,
networking, and storage activities of a data center. A 2010
report shows that a typical Google cluster spends most of its
time within the 10 − 50% CPU utilization range; there is a
mismatch between server workload profile and server energy
efficiency [1]. A similar behavior is also seen in the data center
networks; these networks operate in a very narrow dynamic
range, the power consumed when the network is idle is signif-
icant compared to the power consumed when the network is
fully utilized.
Many proposals argue that dynamic resource provisioning
is necessary to minimize power consumption. Two main is-
sues are critical for energy saving: the amount of resources
allocated to each application and the placement of individual
workloads. For example, a resource management framework
combining a utility-based dynamic Virtual Machine provision-
ing manager with a dynamic VM placement manager to mini-
mize power consumption and reduce Service Level Agreement
violations is presented in [16].
4 The System Model
Notations. Table 3 contains a summary of notations de-
scribing the cluster, the servers in the cluster, the applica-
tions, and the parameters of various algorithms. As a general
rule we use calligraphic upper-case characters as names; e.g.,
Sk - server k and Ok - optimal operating region; lower-case
Greek alphabet for constants, e.g., αopt,lowk - performance at
the lower boundary of the optimal region and λi the largest
rate of increase in demand for CPU cycles of application Ai;
and lower-case Latin alphabet for variables, e.g., ak(t) - the
demand for CPU cycles by all applications running on server
Sk at time t.
Clustered organization. We assume that the cloud stor-
age and computational servers are partitioned into N clus-
ters. A self-organization algorithm for clustering based on a
biased random walk is introduced in [14]; a cluster C has a
leader, LC
7, which maintains relatively accurate information
about the free capacity of individual servers in the cluster
and communicates with the leaders of the other clusters for
the implementation of global resource management policies.
An advantage of a clustered organization is that a large
percentage of scheduling decisions are based on local, there-
fore more accurate, information. The servers in the cluster
report to the leader the current load and other relevant state
information every τ i units of time, or earlier if the need to
migrate an application is anticipated. The cluster leader
can thus implement the resource management policies dis-
cussed in Section 3 more effectively. In this paper we are only
concerned with in-cluster scheduling coordinated by LC , the
leader. Inter-cluster scheduling is based on less accurate in-
formation as the leader LC exchanges information with other
leaders less frequently, every τ l >> τc units of time.
We assume that the scheduler of the Virtual Machine Mon-
itor (VMM)/hypervisor of server Sk runs the Borrowed Vir-
tual Time (BVT) scheduling algorithm and interacts with
the Server Application Management (SAM) component of the
VMM discussed in this paper to ensure that, once an applica-
tion is allocated the requested amount of CPU cycles, the QoS
requirements of the application are satisfied. The objective
of the BVT algorithm is to support low-latency dispatching
of real-time applications, as well as a weighted sharing of the
CPU among several classes of applications [7]; it supports
scheduling of a mix of applications, some with hard, some
with soft real-time constraints, and applications demanding
only a best-effort.
The servers. Amazon Web Services (AWS) is represen-
tative for the IaaS cloud delivery model. AWS offers several
classes of services; the servers in each class are characterized
by the architecture, CPU execution rate, main memory, disk
space, and I/O bandwidth. The more powerful the server,
the higher the cost per hour for the class of service. AWS
also supports multiple costs models for reserved instances,
on-demand instances, and spot instances.
To avoid complicating our model, we assume that a server
Sk has a computational constant γk which quantifies the high-
est level of performance it can deliver. We also assume that
the actual cost for the user is captured by γk thus, whenever
feasible, an application A is assigned to the server Sk with
the lowest γk.
Sk makes scheduling decisions every τk units of time. We
assume that a server can be either running, idle, in a stand-
by/sleep state, or in hibernate state. As we have seen in
Sections 2 and 3, an idle server consumes a fair amount of
energy thus, the cluster management algorithms should avoid
keeping any server in this state. In the sleep state the power
to non-essential components, such as primary and secondary
storage, is turned off, thus a server consumes only a small
amount of energy; the cluster management algorithms should
switch an idle server to the sleep mode as soon as feasible.
Some operating systems support a hibernate state; in this
7In [14] the leader is called a core node, it is self appointed based on
the degree of its connectivity.
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Table 3: The notations used to describe the model.
C → one of the clusters of the cloud
nC → number of servers in C
nr
C
(t) → number of active/running servers in C at time t
ni
C
(t) → number of idle servers in C at time t
nsC(t) → number of servers in C in sleep mode at time t
nh
C
(t) → number of servers in C in hibernate mode at time t
LC → leader of C
τ i → in-cluster communication period
τc → intra-cluster communication period
Sk → server in C
γk → constant quantifying the highest level of performance Sk can deliver
τk → Sk reallocation interval
βidlek → Sk energy consumption when idle
βsleepk → Sk energy consumption when in stand-by/sleep state
fk → Sk performance versus energy characteristic function
ak(t) → demand for CPU cycles of all applications running on Sk at time t
bk(t) → power consumed by Sk at time t
βopt,lowk → Sk energy consumption at the low boundary of the optimal region
αopt,lowk → Sk normalized performance at low boundary of optimal region
βopt,highk → Sk energy consumption at the high boundary of optimal region
αopt,highk → Sk normalized performance at high boundary of optimal region
βsopt,lowk → Sk energy consumption at low boundary of lower suboptimal region
αsopt,lowk → Sk normalized performance at low boundary of lower suboptimal region
βsopt,highk → Sk energy consumption at high boundary of upper suboptimal region
αsopt,highk → Sk normalized performance at high boundary of upper suboptimal region
β0k → Sk energy consumption when idle
Ai,k → application running on Sk
ai,k(t) → demand for CPU cycles of application Ai,k at time t
ci,k(t) → change in demand for CPU cycles of application Ai at time t
λi,k → highest rate of increase in demand for CPU cycles of application Ai,k
pi,k(t) → cost of migrating application Ai,k at time t
qi,k(t) → cost of horizontal scaling of application Ai,k at time t
state, the data in physical memory is saved on the disk and the
system is powered off. When the need to use the system arises
the system boots up and loads from the disk the memory
image saved when the system was forced to enter this state.
Rebooting the system takes some time, but no power is used
while the system is in the hibernate state.
There are nC servers in a cluster C; at time t, n
r
C(t) of
them are in a running state, ns
C
(t) in a sleep state, nh
C
(t) in a
hibernate state, and ni
C
(t) could be idle
nC = 1 + n
r
C(t) + n
s
C(t) + n
i
C(t) + n
h
C(t). (1)
We do not see a good reason to keep servers in a hibernate or
an idle state thus, we assume that
nC = 1 + n
r
C(t) + n
s
C(t). (2)
The normalized performance of server Sk depends on the
power level ak(t) = fk[bk(t)]. We distinguish three desirable
operating regions for Sk, Figure 2:
1. R3 - optimal performance versus power consumption re-
gion
βopt,lowk ≤ bk(t) ≤ β
opt,high
k
αopt,lowk ≤ ak(t) ≤ α
opt,high
k .
(3)
2. R2 - lower suboptimal region
βsopt,lowk ≤ bk(t) ≤ β
opt,low
k
αsopt,lowk ≤ ak(t) ≤ α
opt,low
k .
(4)
3. R4 - upper suboptimal region
βopt,highk ≤ bk(t) ≤ β
sopt,high
k
αopt,highk ≤ ak(t) ≤ α
sopt,high
k .
(5)
There are also two undesirable operating regions,
1. R1 - undesirable low operating region
β0k ≤ bk(t) ≤ β
sopt,low
k
0 ≤ ak(t) ≤ α
sopt,low
k
(6)
5
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Figure 2: Normalized performance versus normalized power consumption characteristic of Sk. There are 5 operating regions:
(1) undesirable-low; (2) suboptimal-low; (3) optimal; (4) suboptimal-high; and (5) undesirable high.
2. R5 - undesirable high operating region
βsopt,highk ≤ bk(t) ≤ 1
αsopt,highk ≤ ak(t) ≤ 1
(7)
The energy efficiency of a system ξk or as we shall call it
efficiency is measured as performance per Watts of power.
The average efficiency in the optimal region is larger than in
all other regions:
ξ¯3 > max
(
ξ¯1, ξ¯2, ξ¯4, ξ¯5
)
. (8)
The average efficiency of servers in region Ri with nRi
servers, 1 ≤ i ≤ 5 is
ξ¯i =
1
nRi
∑
Sk∈Ri
ξk. (9)
Then the average cluster efficiency is
ξ¯C =
1
5
5∑
i=1
ξ¯i. (10)
The efficiency of server in each one of the five operating
regions can be approximated as:
ξ1k =
αsopt,lowk
βsopt,lowk − β
0
k
, (11)
ξ2k =
αopt,lowk − α
sopt,low
k
βopt,lowk − β
sopt,low
k
, (12)
ξ3k =
αopt,highk − α
opt,low
k
βopt,highk − β
opt,low
k
, (13)
ξ4k =
αsopt,highk − α
opt,high
k
βsopt,highk − β
opt,high
k
, (14)
ξ5k =
1− αsopt,highk
1− βsopt,highk
. (15)
The leader. The leader, LC , maintains static and dy-
namic information about all servers in C. Static information
includes:
• Sk, k ∈ (1, nC) - the serverId;
• γk - constant quantifying the highest level of performance
of Sk;
• αsopt,lowk α
opt,low
k , α
opt,high
k , and α
sopt,high
k , the normal-
ized performance boundaries of different operating re-
gions.
• τk - the reallocation interval .
The dynamic information is ak(t), the demand for CPU cycles
of all applications running on Sk at time t. This information is
reported periodically with period τ i and whenever the server
determines that it needs to migrate an application or to create
additional VMs for an application. The dynamic information
includes: application Id, λi - the largest rate of increase in
demand for CPU cycles of application Ai, and the parameters
reflecting the cost for migration - pi(t) and qi(t). LC does
not maintain information about applications. To minimize
communication costs, the reporting period τ i is much larger
than the rescheduling period of individual clusters.
Call ai(t) the CPU cycles required by application Ai,k at
time t and ci,k(t) the rate of change in demand for CPU cycles;
ci,k(t) > 0 means Ai,k needs additional CPU cycles, while
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ci,k(t) < 0 means that the application needs less. During a
reallocation cycle the increase in demand for CPU cycles of
application Ai,k is limited
ai,k(t+ τk) ≤ ai,k(t) + λiτk. (16)
At each reallocation instance, server Sk determines its avail-
able capacity
dk(t) = α
opt,high
k −
1
γk
∑
i
ai,k(t), (17)
as well as the largest possible demand for CPU cycles at the
end of that reallocation interval
gk(t+ τk) =
∑
i
(ai,k(t) + λiτk) . (18)
There is no need to communicate with the leader and reallo-
cation of CPU cycles could be done locally when
αopt,lowk ≤ gk(t+ τk)/γk ≤ α
opt,high
k . (19)
5 Energy-aware Scaling Algorithms
The objective of the algorithms introduced in this section is
to ensure that the largest possible number of active servers
operate within the boundaries of their respective optimal op-
erating regions. Another critical policy is to migrate appli-
cations from a lightly loaded server and then to switch the
server to a sleep state and avoid at all costs to keep a server
in an idle state.
Some scheduling decisions are made locally by each server,
others require the intervention of the cluster leader. We as-
sume that a server is multi-threaded and the application man-
agement component of the VMM can update frequently, every
τk units of time, ai,k(t) - the current application CPU con-
sumption - and predict the consumption at the beginning of
the next reallocation interval.
The scaling decisions are made at several levels; they are
listed in the order of their complexity:
1. Local decision - carry out a vertical scaling using local
resources, no need to interact with the leader.
2. In-cluster, horizontal or vertical scaling; migrate some of
the applications to other servers identified by the leader.
3. Inter-cluster scaling; the leader, LC . determines that
cluster C does not have the available capacity to respond
to a request to increase the allocation by application A.
Thus, LC must interact with the leaders of other clusters
to satisfy this request. This case is not addressed in the
paper.
Local, vertical scaling. The first option of a server in re-
sponse to a request to increase the CPU allocation of an ap-
plication is to attempt to carry out local vertical scaling even
if this leads to operation in a suboptimal region; to avoid
the cost of application migration a server could operate for
a relatively short period of time in its Hk or Hk suboptimal
regions.
Local scheduling decisions take into account the current de-
mand for CPU cycles as well as the maximum anticipated load
at the end of the current and the next scheduling cycle. Local
vertical scaling can be done if
gk(t+ τk) ≤ γka
opt,high
k
and
γka
opt,low
k ≤ gk(t+ 2τk) ≤ γka
opt,high
k .
(20)
In-cluster scaling. The server Sk sends a warning that it
will operate in the upper sub-optimal region when
gk(t+ τk) ≤ γkα
opt,high
k
and
γkα
opt,high
k ≤ gk(t+ 2τk) ≤ γkα
sopt,high
k .
(21)
Sk identifies the application(s) which need additional VMs
or have to be migrated to a more powerful server and sends to
the leader LC an imperative request for horizontal or vertical
scaling when
gk(t+ τk) ≤ γkα
opt,high
k
and
gk(t+ 2τk) > γkα
sopt,high
k .
(22)
The server reports to LC low future utilization and becomes
a candidate for entering a sleep state when
gk(t+ τk) ≤ γkα
opt,high
k
and
γkα
sopt,low
k ≤ gk(t+ 2τk) ≤ γkα
opt,low
k .
(23)
Server Sk sends an imperative request to migrate the ap-
plications and be switched to the sleep state when
gk(t+ τk) ≤ γkα
opt,high
k
and
gk(t+ 2τk) ≤ γkα
sopt,low
k .
(24)
Server Application Management algorithms. Server Sk cal-
culates the additional demand for CPU cycles of individual
applications over the last reallocation cycle
ci,k(t) = ai,k(t)− ai,k(t− τk) (25)
and over a window of w reallocation intervals
cwi,k(t) =
w−1∑
j=0
ci,k(t− jτk). (26)
The additional demand for CPU cycles for all applications
running on server Sk over the last reallocation cycle is
ck(t) =
∑
i
ci,k(t) (27)
and over a window of w reallocation intervals
cwk (t) =
w−1∑
j=0
ck(t− jτk). (28)
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1. Order applications based on the current CPU allocation; compute the actual rate
of increase/decrease in demand over a window of w reallocation cycles given by
Equation 18. &RPSXWHVHUYHU¶VDYDLODEOHFDSDFLW\.
2. If Equation 13 is satisfied report operation in upper suboptimal region.
3. If Equation 14 is satisfied send an imperative request for application migration.
4. If Equation 15 is satisfied report operation in lower suboptimal region.
5. If Equation 16 is satisfied send an imperative request for application migration
and switching to the sleep state.
6. Else reallocate CPU cycles to allow each application its largest rate of increase.
If time elapsed from the last state report is larger than in-cluster reporting period
send un update to the leader.
Figure 3: Synchronous reallocation algorithm used by the SAM running on server Sk.
Server Sk maintains a control data structure including all
currently running application ordered by CPU cycle consump-
tion. The application record of Ai includes:
ai(t) - current demand for CPU cycles.
ci,k(t) - change in demand over last reallocation cycle.
cwi,k(t) - change in demand over window w.
λi - highest rate of increase in demand.
pi,k(t) - cost of migration.
qi,k(t) - cost of horizontal scaling.
The SAM component of the VMM running on server Sk
operates synchronously and asynchronously, in response to
interactions with the leader, LC and other servers accepting
the migration of an application currently running on Sk.
A. The reallocation algorithm executed every τk units of
time, see Figure 3.
A report of operation in the lower suboptimal region con-
sists of the list of all applications running on Sk. Similarly, a
report of operation in the upper suboptimal region consists of
a list of ν applications, server Sk recommends to be migrated.
The applications included in this list satisfy two conditions:
(i) ensure that after migration the server Sk will operate in
the optimal region, Ok, and (ii) the cost of migration of the
ν applications
ν∑
i=1
(pi,k(t) + qi,k(t)) (29)
is minimum. The information supplied for each one of the
application is the same as in case of operation in the lower
suboptimal region.
B. Asynchronous operation.
B.1 When Sk receives a request from LC to accept the mi-
gration or vertical scaling on an application, it first checks
that by accepting the request it will still be operating on an
optimal region. If so, it sends an accept message to the leader
and to Sv, the server requesting the migration or vertical scal-
ing of application. In the former case it starts one or more
VMs for the application; in the latter case it waits to receive
from Sv the snapshot of the VM image and then starts the
new VMs.
B.2 When, in response to a report of operation in a subop-
timal region, server Sk receives an accept message for vertical
scaling of application Ai,k from another server, Sv, it stops
the application, constructs the image of the VM running the
application and then sends it to Sv. For horizontal scaling, it
sends Sv the location of the image.
Cluster Leader algorithms. The leader performs two basic
functions: admission control for new applications and the
management of servers in the cluster. For the later func-
tion the leader acts as a broker, once it receives a request for
in-cluster scaling it identifies the potential target and then
the two servers, the one sending the request, and the one ac-
cepting to be the target for horizonal or vertical scaling; once
an agreement has been reached the two servers carry out the
operation without the intervention of the leader.
Once LC receives from Sk either a number of r
l, warning
of operation in the lower suboptimal region, or an imperative
request, the applications running on the server are migrated to
other servers and the server is switched to the standby/sleep
state. Similarly, after rh warning of operation in the upper
suboptimal region, or an imperative request, the applications
designated by Sk are migrated to other servers. The choice
of rl and rh allows servers to operate in a suboptimal region
for brief periods of time thus, reduce the network traffic and
the overhead of application migration.
The leader LC maintains two control structures:
1. SleepingCS - servers in sleep state; ordered in the increas-
ing order of computing power reflected by the constant
γk.
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2. RunningCS - running servers; ordered in the increasing
order of computing power. Within a group of servers
with similar γk, the servers are ordered in the increasing
order of available capacity.
Admission control. When LC receives a request to accept a
new application A it computes the available capacity
dC(t) =
nC∑
k=1
dk(t) (30)
and admits A if the system is not overloaded:
dC(t)∑nC
k=1 γk
≤ 0.8 (31)
Selection of a target for horizontal or vertical scaling of ap-
plication A. The first step is to classify the application based
on the evolution of its CPU cycle needs over the past win-
dow of w reallocation cycles in several categories: rapidly in-
creasing resource demands (RI), moderately increasing (MI),
stationary (S), moderately decreasing (MD), and rapidly de-
creasing (RD). The target selection is guided by two objec-
tives:
(i) Ensure that the target server selected will be able to
accommodate application scaling for an extended period of
time, while operating in its optimal region; this will help re-
duce the migration costs and the power consumption.
(ii) Keep the user costs low by selecting the least costly
server, the server with the lowest γk that satisfies condition
(i).
The strategies for the five classes of applications are:
RI, MI - Consider a window of φRI and respectively φMI <<
φRI future intervals and determine the largest possible in-
crease in resource demand of application Ai. For the RI case
ai(t+ φRI × λi) = ai(t) + φRIλi (32)
Search the RunningCS list to identify a server Sv with suitable
available capacity
dv(t) > ai(t+ φRI × λi). (33)
If such a server does not exist then wake up server Su from
SleepingCS list with the lowest γu; select it as a target if it
satisfies the conditions
ai(t) ≥ γuα
sopt,low
u
and
ai(t+ φRI × λi) ≤ α
sopt,low
u .
(34)
Else continue with the next server on the SleepingCS list. For
the MI case use the same procedure with φMI instead of φRI
and λi/2 instead of λi.
S - Search the RunningCS list to identify a server Sv such
that
dv(t) > ai(t). (35)
If such a server does not exist then wake up server Su from
SleepingCS list with the lowest γu; select it as a target if it
satisfies the conditions
ai ≥ γuα
sopt,low
u . (36)
MD, RD - Consider a window of φRD and, respectively
φMD << φRD future intervals and determine the largest pos-
sible decrease in resource demand of application Ai. In the
RI case
ai(t+ φRD × λi) = ai(t)− φRDλi. (37)
To identify a server Sv with suitable available capacity dv(t)
search the RunningCS list, where
dv(t) > ai(t+ φRD × λi). (38)
If such a server does not exist then wake up server Su from
SleepingCS list with the lowest γu; select it as a target if it
satisfies the conditions
ai(t) ≥ γuα
sopt,low
u
and
ai(t+ φRI × λi) ≤ α
sopt,low
u .
(39)
Else continue with the next server on the SleepingCS list. For
theMI case use the same procedure with φMD instead of φRD
and λi/2 instead of λi.
The algorithms described in this section assume that the
thresholds for normalized performance and power consump-
tion of server Sk are constants. If the processor supports
dynamic voltage and frequency scaling thus, it is capable
to increase or decrease the operating voltage or frequency
of a processor to increase the instruction execution rate
and, respectively, to decrease it and conserve power, these
thresholds, αopt,lowk (t), α
opt,high
k (t), α
sopt,low
k (t), α
sopt,high
k (t),
βopt,lowk (t), β
opt,high
k (t), β
sopt,low
k (t), β
sopt,high
k (t), will vary in
time.
The basic philosophy will be the same, we shall attempt to
keep every server in an optimal operating region. An addi-
tional complication of the algorithms is that we have to de-
termine if it is beneficial to increase/decrease the power used
thus, push up/down the thresholds of the operating regions
of the server. We still want to make most scaling decisions
locally.
When the demand for CPU cycles increases, the SAM must
compare the additional power consumption of Sk with the
power consumption for migration and the power consumption
at an average power consumption of all servers in C. The
leader LC should then attempt to identify a target server Sv
operating below this average level and direct migration of the
application to that server. When the demand decreases, the
SAM must decide if by reducing the voltage and/or frequency
the server will still be able to operate in an optimal region
with the lower load.
6 A Simulation Experiment
To evaluate the algorithms discussed in Section 5 we conduct
a simulation study; the study will give us some indications
about the operation of the algorithm in clusters of different
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sizes and of the effectiveness and of the overhead of the algo-
rithm. Simulation studies are also important for determining
optimal choices for various parameters of the algorithms such
as τk, τi, r
l, rh and w.
The metrics for assessing the effectiveness and the overhead
of the algorithms are:
1. The evolution of the number of servers in each of the five
operating regions as a result of the load migration man-
dated by the algorithm; from the point of view of power
consumption the five regions are: optimal, suboptimal
low/high, and undesirable low/high. This evolution mea-
sures the effectiveness of the algorithm.
2. The average number of servers in each spent by the
servers in each of the
3. The ratio of local versus in-cluster scaling decisions dur-
ing simulation. This reflects the overhead of the algo-
rithm.
In our simulation experiments we have considered clus-
ters of size 20, 40, 60, 80 and 100 servers and then we have
assigned a random number of applications to each server.
αsopt,lowk , α
opt,low
k , α
opt,high
k and α
sopt,high
k , the limits for the
five operating regions of each server, Sk, are random num-
bers uniformly distributed in the following intervals: [0.2 −
0.25], [0.25 − 0.45], [0.55 − 0.8] and [0.8 − 0.85], respectively.
The requests for scaling are uniformly distributed in the range
3− 8% of the demand of each application running on a server
The attributes of each application Ai,k, such as
λi,k, pi,k, qi,k are also randomly generated.
For the first set of experiments, the initial workload is uni-
formly distributed in a very broad range, from 20% to 80%
of the servers maximum capacity thus, the average cluster
workload is 50% of its capacity; the number of servers in the
cluster is in the range 20 to 100. We consider first a cluster
size of 20. The two Figures 4 (Top) show, respectively, the
initial and the typical distribution of the number of servers
in the five operating regions of a server: undesirable low, R1;
suboptimal low, R2; optimal, R3; suboptimal high, R4; and
undesirable high, R5. We consider that the typical opera-
tion was reached after the system evolved past the half of the
simulation interval.
These histograms show that in normal operation 70% of the
servers are in the optimal region, 20% and, respectively, 10%
are in the suboptimal low and high regions. We conclude that
in case of a small cluster size, nC = 20, the algorithm performs
well, as no servers ended up in the undesirable regions.
Figure 4 (Bottom) shows the ratio of in-cluster to local de-
cisions in response to scaling requests. The simulation covers
the first 18×60 = 1048 seconds and the time units on the hor-
izontal axis is 10 seconds. A ratio of 5 means that there are
5 times more requests for scaling involving the cluster leader
than local decisions. This is the case of the first interval of 10
seconds of the simulation when only 8 out of 48 decisions were
made locally; then this ratio dropped to less than one. This
means that after the initial transitory period most decisions
were local thus, the communication overhead of the algorithm
is not excessive.
The initial spike in decisions involving the cluster leader is
not unexpected; indeed, initially 15% and 10% of the clusters
are operating in the undesirable low and high regions, respec-
tively; thus, they require immediate application migration.
Moreover, 25% and, respectively, 35% of the servers were op-
erating the suboptimal low and high regions. As soon as the
servers were forced out of the undesirable operating regions
only those facing large scaling requests required interactions
with the cluster leader.
Figure 6 shows the number of servers in each of the five
operating regions during the simulation when the cluster size
is 40 and the average load placed on the clusters is 50% of
their capacity.
Figures 5, 7, 8, and 9 show similar trends for cluster sizes
of 40, 60, 80 and 100 servers, respectively. These results allow
us to conclude that the algorithm works well for cluster sizes
from 20 to 100 servers. In all cases during a typical operation
less than 5% of the servers operate in one or both undesirable
regions, while between 68% and 80% operate in the optimal
region.
The algorithm seems to exploit well what we could call
a form of locality; indeed, in a normal operation typically
twice as many scaling decisions are made locally, without the
involvement of the cluster leader.
The next set of experiments was designed to address the
question wether the system load has an effect on the effec-
tiveness and the overhead of the algorithm. We considered
two cases: (i) low load - an initial load uniformly distributed
in the interval 20− 40% of the server capacity thus, an aver-
age load of 30%; (ii) high load - initial server load uniformly
distributed in the 60− 80% of the server capacity range thus,
the average load of the cluster is at 70% of its capacity. We
investigated the evolution of the number of servers in each of
the five regions and the ratio of in-cluster to local decision for
20, 60 and 100 servers in the cluster.
Figure 10 shows that for a small cluster size, nC = 20, the
initial and the typical distribution of the number of servers in
the five operating regions depends on the load. As expected,
at low load (average load 30% of the server capacity), the ini-
tial server distribution is concentrated in operating regions at
the left and in the optimal region R3: 15% of the servers op-
erate in R1, 40% in R2, 35% in R3, 10% in R4, and there are
no servers in R5. During the typical operation the majority,
65% are in R3 (optimal), 25% and 5% are in the subopti-
mal low and high, R2 and R4, respectively, and none in the
undesirable high. On the other hand, at high load (average
load 70% of the server capacity) the initial server distribution
is concentrated in operating regions at the right and in the
optimal region; no servers operate in R1, 5% in R2, 30% in
R3, 40% in R4, and 25% in R5. During the typical operating
mode none of the servers operate in R1, 5% in R2, 60% in
R3, 30% in R4, and 5% in R5.
We observe a similar behavior in Figures 11 and 12 for
cluster sizes nC = 60 and nC = 100, respectively. We conclude
that in all cases during the typical operation the fraction of
servers in the optimal region is in the 65−75% range regardless
of the load. The three figures show that the typical ratio of in-
cluster to local decisions is qualitatively similar and that most
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Figure 4: Small cluster with 20 servers; average cluster load 50%. (Top) Initial and typical distribution of the number of
servers in the five operating regions. (Bottom) The ratio of in-cluster to local decisions in response to scaling requests versus
time.
scaling decisions are made locally, without the interactions
with the cluster leader, regardless of the load placed on the
system.
7 Conclusions & Future Work
Cloud elasticity is one of the most important reasons why the
cloud computing has attracted so many users and organiza-
tions in such a short period of time. Elasticity means that
an application can get as much resources as it needs at any
given time. But it is economically unfeasible to support cloud
elasticity solely by over-provisioning, in other words by guar-
anteeing that the available cloud computing center capacity
can accommodate a peak load many times larger than the
average load.
One of the reasons why over-provisioning cannot be sus-
tained is that the energy footprint of cloud computing cen-
ters cannot grow at the current rate. Increasing the energy
efficiency of individual components of a server, of the commu-
nication infrastructure, and of the cooling systems will con-
tribute to a lower energy footprint. At the same time, it
seems obvious that energy-aware cloud resource management
policies have to enforced and used to guarantee that exist-
ing commitments are satisfied, e.g., running applications are
able to scale, and that more accurate information about the
sate of the cloud should be available to support admission
control, capacity allocation, and QoS for different classes of
applications.
In this paper we consider a clustered organization and de-
velop energy-aware algorithms for application scaling and re-
source management in a cluster. We recognize five operating
regions of a server, as shown in Figure 2 which displays the
normalized performance of server Sk function of the power
level: optimal, R3, suboptimal low and high, R2 and R4, re-
spectively, and undesirable low and high R1 and R5, respec-
tively. The objective of the algorithms is to ensure that the
largest possible number of running servers operate within the
boundaries of their respective optimal operating regions. An-
other critical policy is to migrate applications from a lightly
loaded server and then to switch the server to a sleep state
and avoid at all costs to keep a server in an idle state when it
consumes a significant amount of power.
The model we developed is quite general. Though targeting
primarily public clouds and the IaaS delivery model the mod-
els and algorithms introduced in this paper can be applied
to private and hybrid clouds and to the SaaS and the PaaS
cloud delivery models. We have not discussed the case of
processors using the Dynamic Voltage and Frequency Scaling
(DVFS) techniques but the algorithms apply to such cases as
well; indeed, instead of static parameters delimiting the five
operating regions these parameter change with voltage and
frequency. The only restriction is that we limit the scaling
rate of an application in each evaluation interval, thus a sys-
tem may not be able to accommodate “flash events,” sudden
drastic increases of the system load.
The simulation results discussed in Section 6 show that the
algorithm is able to increase the number of servers operating
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Figure 5: Small to medium size cluster with 40 servers; the average cluster load is 50%. (Top) Initial and typical distribution
of the number of servers in the five operating regions. (Bottom) The ratio of in-cluster to local decisions in response to
scaling requests versus time.
Figure 6: The number of servers in each of the five operating regions during the entire simulation. The cluster has 40 servers
and its average load is 50%.
in region R3 and decrease the number of those operating in
the two undesirable regions. The effect of the algorithm is that
in a typical state about 70% of servers end up operating in
the optimal region and only about 5% of them are in the two
undesirable regions, leaving about 25% in the two suboptimal
regions. The simulation experiments show that these results
are valid for a fair range of the number of servers in a cluster,
from 20 to 100.
We also investigated the effectiveness of the algorithm for
different average server load, from light load, average server
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Figure 7: Medium size cluster with 60 servers; the average cluster load is 50%. (Top) Initial and typical distribution of the
number of servers in the five operating regions. (Bottom) The ratio of in-cluster to local decisions in response to scaling
requests versus time.
Initial Typical
Figure 8: Large cluster with 80 servers; the average cluster load is 50%. (Top) Initial and typical distribution of the number
of servers in the five operating regions. (Bottom) The ratio of in-cluster to local decisions in response to scaling requests
versus time.
load 30%, medium server load, 50%, and high load, 70%, of their capacity. We see that there are only small variations
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Figure 9: Large cluster with 100 servers; the average cluster load is 50%. (Top) Initial and typical distribution of the number
of servers in the five operating regions. (Bottom) The ratio of in-cluster to local decisions in response to scaling requests
versus time.
of the results in all these cases thus, we concluded that the
algorithm is invariant to the system load.
Figure 6 shows that throughout the simulation the vast
majority of servers operate in the optimal region. It also
shows that whenever possible the algorithms switches servers
to a sleep mode. For example, during the observation intervals
labeled 42, 50 and 76 only 27, 25 and 25, respectively, out of
the 40 servers are running, the other 13 − 15 are in a sleep
mode. We also see that throughout the simulation the number
of servers in undesirable regions is very low. These results
show that the algorithm is very effective in forcing servers
at, or near to, optimal performance to energy consumption
operating points.
The amount of energy saved during an interval of time
[ts, te] by a cluster C
E
[ts,te]
saved = E
[ts,te]
0
[
1−
ξ¯0
C
ξ¯ea
C
]
. (40)
with
E
[ts,te]
0 -the energy used when the cluster operates without
the energy-aware algorithm support,
ξ¯0C - the efficiency (see Equation 10) when the cluster oper-
ates without the energy-aware algorithm support
ξ¯ea
C
- the efficiency when the cluster operates with the
energy-aware algorithm support; the cluster is expected to
deliver the same level of performance with and without the
the energy-aware algorithm support.
We expect that the algorithm will have its most significant
impact on a lightly loaded system because a fair number of
lightly loaded servers will be switched to a sleep state thus,
saving a fair amount of energy.
There is always a price to pay for an additional function
provided by a system, so we have to evaluate the overhead
of the algorithm. We assume a clustered organization of the
cloud, a set of servers managed by a cluster leader which im-
plements local resource allocation policies; the cluster leaders
communicate for implementing global policies. We want as
accurate state information as feasible and the alternative, a
centralized control in a cloud with several million servers can-
not possibly allow the management center to have accurate
state information, this is physically unfeasible due to large
communication delays and contention for access to the man-
agement systems.
The computational overhead of the algorithm is minimal
thus, we are primarily concerned with its communication com-
plexity. The simulation experiments show that after the initial
transient period when most decisions require the interventions
of the leader, there is a balance between local and non-local
decisions. All our experiments show that, with the exception
of brief periods of time, as many as twice as many decisions
are made locally, thus there is no communication with the
cluster leader. The algorithm seems to exploit a form of lo-
cality, many scaling decisions are made locally, without the
involvement of the cluster leader.
We plan to investigate further optimizations of the algo-
rithm and to implement a test bed system on our local clus-
ters using one of the open cloud platforms [12]. We also plan
to investigate the integration of the algorithm in Xen.
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Initial Typical
Figure 10: The effect of the initial server load when there are 20 servers in the cluster. (a) Initial and the typical distribution
of the number of servers in the five operating regions; average initial server load: 30% row 1 and 70% row 2. (b) The ratio of
in-cluster to local decisions in response to scaling requests versus time; average initial server load: 30% row 3 and 70% row 4.
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