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Abstract—This paper introduces temporal image fusion. The
proposed technique builds upon previous research in exposure
fusion and expands it to deal with the limited Temporal Dynamic
Range of existing sensors and camera technologies. In particular,
temporal image fusion enables the rendering of long-exposure
effects on full frame-rate video, as well as the generation of
arbitrarily long exposures from a sequence of images of the
same scene taken over time. We explore the problem of temporal
under-exposure, and show how it can be addressed by selectively
enhancing dynamic structure. Finally, we show that the use
of temporal image fusion together with content-selective image
filters can produce a range of striking visual effects on a given
input sequence.
Index Terms—Exposure fusion temporal blending image pro-
cessing computational photography
I. INTRODUCTION
THE limitations placed by the sensor on a camera’sdynamic range have been widely studied. We know how
to estimate the response of a sensor to light, and can predict
the minimum and maximum amounts of radiance that will
be properly recorded under a given exposure setting. We
can combine multiple, differently exposed images to create
radiance maps covering a much wider range of values than
the sensor would otherwise allow, and we know how to
render such radiance maps onto images that better approximate
the human visual perception of scenes with widely varying
radiance regions.
However, relatively little attention has been given to the
limitations that the sensor’s dynamic range imposes on our
ability to capture and render dynamic scene content. The
majority of HDR techniques assume that scene content re-
mains static during the capture process. For a scene requiring
more than a few exposures, or for a scene requiring long
exposure times, this means that any moving objects will
be captured at different locations in each of the individual
shots and will afterwards cause artifacts during the radiance
estimation and tone mapping steps. In turn, this limitation
of HDR means that for typical consumer digital cameras,
rendering moving content without artifacts, whether in still
photographs or video, still relies on standard single exposure
capture. This places tight constraints on the range of exposure
times that can be achieved in practice during photography
or filming, and therefore limits the photographer’s creative
freedom to choose how dynamic content is to be rendered
onto an image. Capturing long exposure effects on full frame
rate video, achieving arbitrarily long photographic exposures,
and enhancing the rendering of fleeting temporal phenomena
are examples of photographic effects not currently achievable
using standard image processing techniques.
This paper proposes temporal image fusion (TIF) as a means
for expanding the camera’s temporal dynamic range. While
temporal image fusion can not expand the sensor’s light-
gathering ability or the overall dynamic range of each frame,
it can blend information from multiple frames taken over
some interval of time to render events of varying duration
in a precisely controlled way. Full frame rate video showing
long exposure effects, and very long exposure photography
are easily produced from a discrete set of input frames as
shown in Fig. 1. More interestingly, TIF provides a means
for controlling how strongly moving content will contribute to
the output frames. Fleeting phenomena can either be enhanced
to show structure that would otherwise be lost under regular
long-exposure photography, or suppressed to remove transient
content from video. With the addition of simple content-
dependent filters, TIF can be used to achieve a wide variety of
striking visual effects. TIF should provide photographers with
a significantly larger amount of freedom in choosing how to
present moving content.
In what follows, we will provide a brief review of existing
work on image blending and HDR, then introduce the exposure
fusion algorithm which is at the heart of TIF. We will then
show how to control virtual exposure time, and explore the
problem of properly capturing fast-moving objects and other
transient structure under long exposures via a simple temporal
distinctness filter. Finally, we show how a wide range of visual
effects can be easily obtained by applying TIF selectively
over particular image regions. This paper expands on prelim-
inary work in [10] by improving the overall temporal fusion
framework, discussing conditions during image capture that
can lead to artifacts in the final blends -along with proposals
for minimizing resulting artifacts-, and more importantly;
by introducing the temporal distinctness filter to control the
rendering of fleeting phenomena.
II. HIGH-DYNAMIC-RANGE IMAGING AND EXPOSURE
FUSION
The problem of blending information from differently ex-
posed images to capture and render a larger dynamic range
has been studied at length over the past two decades. High-
Dynamic-Range imaging addresses the problem of estimating
a scene radiance map from a set of differently exposed images,
all subject to under- and over-exposure. The radiance map can
be used to render a view of the scene in such a way that it
better approximates what a human observer would perceive
looking at the scene. There is a large body of work dealing
with the generation, encoding, and rendering of HDR images.
Early work by Mann and Picard [24], Debevec and Malik [7],
and Mitsunaga and Nayar [29], [30] among others set the
base framework for creating images with extended dynamic
range, recovering a cameras response curve, generating range
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Fig. 1. Temporal blending of a sequence of 32 HDR photographs taken over a period of 1 hour around sunset. Four of the source frames are also shown. The
blended image contains detail and structure from all source images, simulating an exposure length that can not be achieved in practice given the illumination
conditions and the capture process of HDR photography.
radiance maps, and rendering these maps for display on a
low dynamic range device such as a computer display. Since
then, a large volume of research on algorithms and techniques
for HDR has been published. Thorough studies of existing
techniques with an extensive bibliographic reference can be
found in [2], [14].
HDR techniques involve two general steps. First, a radiance
map for the scene must be computed. This is typically done
at the level of RAW image intensities captured by the camera
sensor. Secondly, the radiance map is processed by a tone-
mapping operator to compress the radiance range in the scene
to a range that can be stored in a regular image format and
displayed on a standard computer display. The tone-mapping
step has a strong influence on the visual quality of the resulting
scene. The operator can be chosen to either maximize the
similarity between the resulting image and an observer’s per-
ception of the original scene, or to achieve an artistic effect at
the expense of photo-realism. Tone mapping operators include
logarithmic curves, gamma-correction, histogram equalization,
and biologically inspired methods based on the human visual
system [33], [9], [11], [25], [19], [27], [20].
Parallel to the development of HDR techniques, sensor and
image fusion techniques have been proposed to enhance or
expand the information content of images. Photo stacking and
depth from defocus [5], [12], [13], coded aperture photogra-
phy [21], [36], [32], photo montages [1], and multi-spectral
imaging [4], [22], [16], [34] are examples of such image
fusion techniques (see [28] for a thorough treatment of image
fusion techniques). Among image fusion techniques, Mertens
et al. [26] propose a simple exposure fusion technique as an
alternative for generating images that closely resemble HDR
photographs, but without the need for radiance map estimation
or tone-mapping. Like HDR, exposure fusion creates an image
from a set of differently exposed images, unlike HDR, the
final image is computed directly from the source pictures as
a weighted linear combination of pixels from the different
frames. Because of its reliance on simple weighted combi-
nations of pixels based on feature maps, their method is well
suited for application to the temporal aspect of the imaging
process.
Given a set of input images {I1, I2, . . . , IK} corresponding
to differently exposed shots of the same scene, the expo-
sure fusion method computes weight maps based on the
contrast, saturation, and well-exposedness features at each
pixel. Contrast computation is based on local edge energy,
saturation is defined as the standard deviation of the RGB
colour components of each pixel, and well-exposedness gives
higher weights to pixels away from brightness extremes. Given
these components, pixel weights are computed as
Wi,j,k = C
αc
i,j,k · Sαsi,j,k · Eαei,j,k, (1)
where the indices i, j, k refer to pixel (i, j) in image k,
Ci,j,k, Si,j,k, and Ei,j,k are the pixel’s contrast, saturation,
and well-exposedness values respectively, and the α exponents
control the influence of each of these terms. Pixel weights
are normalized to that the weight of pixels at (i, j) across all
frames sums to 1
Wˆi,j,k =
Wi,j,k∑K
k′=1Wi,j,k′
.
Given the pixel weights for all pixels in all source frames,
the simplest exposure fusion algorithm would compute the
colour of the final blended pixel R(i, j) as
Rˆi,j =
K∑
k=1
Wˆi,j,kIi,j,k. (2)
However, this can lead to artifacts around image edges and
other fine structure due to high frequency variations in the
weight maps themselves. To avoid this problem, Eq. 2 is actu-
ally implemented using a pyramid blending scheme similar to
that described in [3]. Each input image is processed to obtain
a Laplacian L{Ik} pyramid with d levels. The corresponding
weight map is processed to obtain a Gaussian pyramid G{Wˆk}
with the same number of levels d. From these Laplacian and
Gaussian pyramids, each level l = {d, d − 1, . . . , 1} of the
blended Laplacian pyramid for the result frame is computed
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as
Ll{Ri,j} =
K∑
k=1
Gl{Wˆi,j,k}Ll{Ii,j,k}. (3)
The result frame R is finally obtained by pyramid reconstruc-
tion from L{R}.
Because of its relative simplicity, exposure fusion has been
adopted in applications such as panoramic imaging through
an open source project called enfuse. Of particular interest
for us is the fact that since it removes the need for radiance
map estimation. Because of this step, and as mentioned above,
HDR techniques generally perform poorly in the presence
of fast changing image content. They produce visual arti-
facts (so-called ghosts) wherever moving content is present.
Though ghost removal techniques do exist [18], such methods
eliminate moving content from the scene. To render moving
content in HDR, a more complex setup is required. One option
is to use multiple sensors to capture the different exposures
simultaneously (for example Tocci et al. [35]), another is to
limit the number of exposures to reduce temporal changes
between HDR frames, and to incorporate a registration step to
align all moving structures as in Kang et al. [17].
Contrary to HDR, our goal here is to actually preserve
(or even enhance) motion blur. In this regard, the exposure
fusion algorithm provides a larger degree of flexibility since
moving content is blended-in more naturally than with HDR.
By carefully controlling the way the blending is performed,
we can produce a wide variety of visual effects other than
dynamic range expansion. These effects are interesting for
their photographic quality, as well as for their potential for
highlighting patterns in the motion within an scene. Already
in current practice, photographers use a very limited analog to
exposure fusion in order to simulate very long exposures. The
technique is called exposure stacking [6] and involves blending
a set of input images by taking the brightest pixels from each
one. This is typically done manually on photo editing software
such as Photoshop or Gimp. However, the technique is very
limited in scope, and is most commonly used to create long
exposures of star trails and similarly bright structures on dark
backgrounds.
In this paper, we extend the original exposure fusion for-
mulation and formalize the process of using the resulting TIF
algorithm to create long-exposure effects for video and pho-
tographs. Figure 2 provides an overview of the TIF workflow.
TIF differs from traditional Time Lapse Photography in that
while time lapses are also created from a set of images taken
over a possibly very long interval of time, time lapses assemble
individual frames sequentially into a motion sequence without
blending frames. The visual effect is that of fast-forwarding:
Hours turn to minutes, minutes turn to seconds. Because of the
lack of blending between frames, time lapses do not exhibit
the long-exposure effects the TIF algorithm is designed to
enhance. Indeed, TIF can be applied to time lapse sequences to
further highlight motion and temporal variation where desired.
In what follows, we describe the components of the TIF
algorithm and demonstrate the kinds of visual effects that can
be achieved with this technique.
III. TEMPORAL IMAGE FUSION
For exposure fusion, the set of input frames is assumed
to correspond to a sequence of differently exposed shots of
the same (static) scene. We now turn to the processing of a
sequence of frames taken over time. This can be a set of video
frames, or a time-lapse photograph sequence. In either case. It
is assumed that the images are registered, either having been
taken with the camera mounted on a sturdy tripod or via post-
processing. For video applications, it is further assumed that
the exposure time for each frame is close to 1/fps seconds.
Under these conditions any static structures in the scene will
be rendered without blurring in the output frames. We will
discuss further on in the paper what happens when either of
these assumptions is not met.
The simplest form of temporal image fusion uses a sliding
temporal window over the input sequence I1, . . . , IK . The
result is an output sequence R1, . . . , Rk in which image Rt
is produced by blending source frames It, It−1, . . . , It−τ ef-
fectively incorporating visual components from the τ previous
frames as well as the current one. The value of τ is set by the
user, and controls the length of the virtual exposure time for
each result frame. For video, the effective virtual exposure time
(VET) of each frame is given by VET = (τ+1)/(fps) s.. For
photographic sequences, the virtual exposure time is dependent
on the interval between shots as well as the duration of each
exposure. In order to avoid sharp changes between successive
blended frames, the sliding window has a Gaussian profile,
giving larger weight to pixels in frames closer to the current
one. With the addition of the Gaussian sliding window, the
blending weights in Eq. 1 become
Wi,j,k = (C
αc
i,j,k · Sαsi,j,k · Eαei,j,k) · T (k, t), (4)
with T (k, t) = e−
(t−k)2
2∗σ2 , where t the index of the current
frame, and σ = τ/3. The rest of the exposure fusion
framework remains unchanged: Input frames are processed to
compute contrast, saturation, and exposure; and the pixels from
all τ +1 frames are blended using pyramid blending to obtain
the final image with the desired virtual exposure.
Figure 3 shows a couple of blended frames resulting from
applying temporal image fusion to a video sequence of fire-
works. Note the sharp detail on static regions of the scene,
and the long-exposure effect that creates smooth trails for the
fireworks themselves. Compare this with the results of simply
averaging the same set of frames, which yields blurry images
with little detail in changing regions. Figure 3 shows different
virtual exposure times applied to the same input sequence of
waves. For full frame-rate video, the virtual exposure can
be controlled in increments of 1/(framerate) s.. This is
much finer control than is allowed by typical DSLR exposure
controls.
This simple scheme is enough to produce long-exposure
effects on video that can not be produced by the camera due to
frame-rate restrictions. For time-lapse photography, where the
input frames are spaced by intervals that range from seconds to
minutes, there is significantly more freedom in generating the
input frame set. For example, the blending process can be fed
a sequence of tone-mapped HDR images. Figure 1 was created
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Fig. 2. An overview of the TIF framework. An input image sequence, be it from video or still photographs, is processed by a sliding window with an
associated Gaussian weight profile. Frames are filtered to detect edge structure, high contrast or colorful regions, moving content, and regions matching a
user-selected target colour. Weight maps associated with these features are used to blend the input images into a single output frame for each position of the
sliding window.
Fig. 3. Left column: Original input frames from a movie sequence of fireworks. Middle column: Results of averaging each frame with the previous 25 in the
sequence. Right column: Temporal blending results with τ = 25 for a virtual exposure time of .83 seconds. Averaging generates blur and blends structure
with the background. Temporal image fusion produces a pleasing long-exposure effect and preserves sharp detail.
in just this way. An input set of 96 LDR images was processed
to yield 32 HDR frames, these were in turn processed via TIF
to yield the final result. No single HDR exposure could have
captured both the afterglow and clouds in the sky, and the
city lights which are turned on only after the sky turns dark.
Further, the 1 hour exposure time that results in the smoothing
effect on the clouds could not have been achieved in practice
in any other way, due to the strong illumination provided by
the sunset sky. In this way, TIF provides a way to achieve
arbitrarily long exposures while allowing the photographer
to retain control over the aperture and exposure settings of
the camera. Exposure times ranging from tens to hundreds
of minutes are easy to achieve even under bright daylight.
Examples of long exposure photographs created from time-
lapse sequences are shown on Fig. 5.
IV. FAST-MOVING STRUCTURE AND TEMPORAL
UNDEREXPOSURE
The simple algorithm described above is sufficient in most
instances to create pleasing visual effects. However, for longer
virtual exposure times, it has a tendency to replace fleeting
phenomena with background content. For video applications,
fast moving objects will appear at a specific location for a
limited amount of time, and will likely be replaced or at
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Fig. 4. Left column: Original input frame from a movie sequence of waves and a detail crop. Middle column: Temporal blending results for τ = 15 (virtual
exposure time .5 seconds). Right column: Temporal blending with τ = 55 (virtual exposure time 1.83 seconds). Exposure length can be controlled with an
accuracy of 1/(fps) seconds.
Fig. 5. Very-long exposure photography from time-lapse sequences. Virtual exposure times range in the tens to hundreds of minutes.
Fig. 6. Temporal under-exposure on a sequence of falling leaves. On the
left: a detail crop from one frame of the original video. Notice the bright
yellow leaf. On the right: the temporal blending result for the entire sequence
(20 seconds long). Due to the short interval for which the leaf is imaged at
each location, in the resulting blend the leaf has mostly disappeared into the
background. We would like to control, either to enhance or to suppress, the
contribution of such dynamic structure to the blended results.
the very least strongly attenuated by the background structure
from the remaining frames in the temporal window. This is
a form of temporal under-exposure: Fast-moving objects are
imaged for too short a time at any image location to leave
a lasting impression in the final blend. Figure 6 shows an
example of this problem on a sequence of falling leaves.
In general, moving objects regardless of their speed will will
be affected by some amount of blending with the background.
It would be desirable for the blending process to provide
control over how much blending takes place. One way to
do this would be to use optical flow to detect moving image
regions, and to increase their weight in the blending process
proportional to the magnitude of their motion. However, we
find that it is sufficient to use a simple temporal distinctness
map based on the difference between the current frame, and
the average of all the frames seen thus far. Specifically, for
each pixel we compute a temporal distinctness value:
TDi,j,k = max
R,G,B
|Ii,j,k − µi,j,k|, (5)
where µ(i, j, k) is the mean image from all frames seen thus
far, and we take the maximum difference over the three colour
channels. Temporal distinctness values for the entire frame
are then normalized to [0, 1]. In the resulting map, pixels that
correspond to fast moving objects and other transient structures
will have distinctness value close to 1.0. We use these values
to modify the blending weights for pixels in the frame using
an exponential envelope
ˆTDi,j,k = e
αd·TDi,j,k . (6)
For positive values of αd, ˆTDi,j,k ≥ 1.0 and has much
larger magnitudes for pixels that have higher distinctness. For
negative αd, ˆTDi,j,k ≤ 1.0 and is much smaller for the
most temporally-distinct pixels. The temporal distinctness term
PRE-PRINT 6
multiplies the blending weights from Eq. 4.
Wi,j,k = ˆTDi,j,k · Cαci,j,k · Sαsi,j,k · Eαei,j,k · T (k, t), (7)
Figure 7 shows results on a sequence of falling leaves
illustrating the effect of the temporal distinctness component
on the blended results. The original temporal blending weights
result in blurring of the falling leaves with the background.
The leaf trails are faint and look short. Using a positive
αd the weights of the leaves are greatly increased and the
final blend shows much more strongly their trajectories over
time. Using a negative αd the reverse effect is obtained; the
leaves are blended out and replaced by the background. With
the addition of the temporal distinctness component, we can
manage temporal underexposure and selectively enhance or
suppress the contributions of dynamic content to the output
frames. This provides an extra degree of control over the
blending process along the temporal dimension.
V. CONTENT SELECTIVE BLENDING
Up to this point, the temporal discount factor T (k, t) has
been applied uniformly over entire frames. However, we can
easily change the blending process so that each pixel in the
frame receives a different temporal decay, thus providing
pixel-level control over exposure length. We can use this
to highlight specific scene content based on its appearance,
much like we did in the previous section based on motion
distinctness. The simplest form of this process uses a threshold
on RGB similarity between image pixels and a user selected
colour to create a binary mask. This mask is then multiplied by
the blending weights from Eq. 7 for all previous frames in the
current temporal window so that the temporal blending applies
only to pixels similar enough to the selected colour, leaving
the rest of the scene untouched. Pixels in the current frame are
unaffected by the threshold, so current scene content is always
included in the final blend. Figure 8 shows an example of this
process. In this case the algorithm was set to a very light shade
of red, and the threshold was adjusted so that the binary mask
contains both head and tail lights. The resulting blended output
produces long trails for the lights while the remaining parts
of the scene are left unchanged.
While a threshold on RGB distance may appear too simple,
in practice it suffices to create a wide variety of visual effects.
Fig 9 shows results of applying different RGB thresholds to
the same input scene. It is possible to achieve fine control
over what regions of the image are temporally blended with
only a minimum effort in terms of selecting a colour of interest
and a suitable threshold. More complex content detectors (e.g.
texture or object detectors) could be used to select what parts
of the image are affected by the temporal blending, it is also
possible to have the virtual exposure length be proportional to
the strength of the response of the detector, instead of using
a simple binary mask.
VI. DISCUSSION AND FUTURE WORK
The components of the temporal image fusion framework
provide a large degree of control over the blending process.
Not only does TIF enable the rendering of long-exposure
effects on video, but it also allows the user to select how
strongly a transient structure contributes to the final blend,
and to apply temporal blending selectively by visual appear-
ance over specific image regions. The technique can produce
striking visual results assuming a small amount of care has
been taken in setting up the camera during capture. Most
importantly, and as discussed above, the algorithm expects
the input sequence to be registered. This requirement can be
difficult to meet in practice. Fortunately, existing tools for
panoramic photography can be used to register images with
small misalignments (e.g. due to camera or tripod shake) prior
to blending. We have successfully used the align image stack
component of the Hugin panorama stitching software to align
sequences in which strong wind caused a significant amount of
camera shake. In fact, Fig. 1 was created in just this way. See
the crops on Fig.10 for a comparison of the blended output
with and without alignment.
In addition to an aligned image sequence, to create seamless
blends on video it is necessary for each frame to have an
exposure time as close as the camera permits to the inverse of
the frame rate. Thus, for a video shot at 30fps the individual
frames should have an exposure time close to 1/30 sec. If the
exposure time is much smaller than this, small moving objects
will be imaged at separate, non-overlapping positions in suc-
cessive frames, and the final blend will show a streaky pattern
as shown in Fig. 11. Unfortunately, it is not always possible to
set the exposure time to the desired value, and for fast moving
objects this problem may still happen during the lag incurred
by the camera while reading-off the current frame and clearing
the sensor array in preparation for capturing the next. Future
work will look at applying motion compensation methods
(e.g. [15], [8], [31]) between consecutive frames to provide
seamless blending. We are also working on extending the
content-dependent blending component to incorporate texture
and motion information to help reduce artifacts on sequences
in which colour is not sufficient to specify what regions should
be affected (and how strongly) by the algorithm.
In terms of practical implementation: The TIF algorithm
itself involves only low-level filtering operations and can be
readily implemented without the need for specialized numeri-
cal or image processing libraries. Currently, the main practical
limitation for the TIF framework is the amount of memory
required to store the Laplacian and Gaussian pyramids for
the frames in the current blending window, as well as their
weights. This means that in practice the maximum virtual
exposure for video is limited by how many frames can be
stored in memory at a given time. While the blending process
is demanding enough that real-time performance is not yet
feasible, it is realistic to expect that it can be implemented
as an image processing App for use with recent Android-
based cameras which have sufficient computational power and
on-board memory to handle the load. We will work on the
development of a practical App for Android devices in the
near term.
A working implementation of temporal image fusion, pro-
viding the basic temporal blending, is available at http://www.
cs.utoronto.ca/∼strider/TLF. The source code provided should
compile and run on Linux systems without modification, and
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Fig. 7. Controlling temporal under-exposure. These results show the effect of the temporal distinctness term on the final blending results. The left column
shows standard temporal blending (αd = 0). The middle column shows the effect of increasing the blending weights for fast-moving structures (αd = 25).
The right column shows the effect of significantly reducing the weights for the same fast-moving content (αd = −25). The blends incorporate all frames in
the sequence, approximately 20 seconds in length.
Fig. 8. Content-selective blending. Left: Original video frame. Middle: Temporal blending results without content-dependent weights. Every moving object is
uniformly blurred in the resulting blend. Right: Content-dependent fusion which selectively smooths car lights while leaving the rest of the scene unchanged.
Exposure length for both blended frames is 1 second.
porting it to Windows should be straightforward. A complete
implementation including the structure dependent blending
and the temporal distinctness component will be made avail-
able in short order. Except for the broken glasses sequence,
all the input videos shown here were taken by the author
and will be made available on request. As a final note. It is
worth noting that current photo/video cameras are beginning
to support HDR video capture. Indeed, current DSLRs can
be used to shoot video in HDR (with some limitations) via a
firmware extension called MagicLantern [23]. Since temporal
image fusion is a superset of exposure fusion, such HDR
video can be processed with negligible extra effort to create
HDR blended sequences that incorporate the dynamic range
extension from HDR and all the visual effects provided by the
temporal fusion framework as discussed above.
VII. CONCLUSIONS
This paper presented Temporal Image Fusion. The frame-
work is intended to provide control over the way in which
dynamic scene content is captured and rendered onto pho-
tographs or video, thereby expanding the temporal dynamic
range of current photo and video cameras. TIF can render
long-exposure photographic effects onto full frame-rate video,
generate arbitrarily long exposures for photography, enhance
or suppress dynamic content, and selectively blend image
regions by visual similarity. The framework is implemented via
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Fig. 9. Content-dependent blending. Top-left: Input frame from a slow-motion glass breaking sequence. Top-right: Full-frame temporal blending result.
Bottom-left: Content-dependent blending of glass shards only. Note that the coloured liquids are not affected. Bottom-right: Content-dependent blending
applied only to the green liquid. The rest of the scene is unaffected and only the green liquid is rendered as if under long-exposure. Original video courtesy
of Zach King (http://www.finalcutking.com) used with permission.
Fig. 10. Detail crops from the final blend used in Fig. 1. The image on the top
shows the result of blending the input frames directly. Due to a strong wind
causing tripod shake, the blended result shows artifacts from misalignment
between frames. The image at the bottom is the result of blending the frames
after processing with Hugin’s align image stack which successfully removed
the initial registration errors.
low-level processing and filtering, making it a good candidate
for on-camera implementation. TIF has applications in video
editing and photography, and the results shown here serve
Fig. 11. Detail crop from the full-frame blend used in Fig. 9. The camera’s
exposure time was significantly shorter than the interval between frames,
leading to streaky pattern for fast moving objects.
to illustrate the wide range of striking visual effects that are
possible via this technique.
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