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Electron diffraction through a thin patterned silicon membrane can be used to create complex
spatial modulations in electron distributions. By precisely varying parameters such as crystallo-
graphic orientation and wafer thickness, the intensity of reflections in the diffraction plane can be
controlled and by placing an aperture to block all but one spot, we can form an image with different
parts of the patterned membrane, as is done for bright-field imaging in microscopy. The patterned
electron beams can then be used to control phase and amplitude of subsequent x-ray emission, en-
abling novel coherent x-ray methods. The electrons themselves can also be used for femtosecond
time resolved diffraction and microscopy. As a first step toward patterned beams, we demonstrate
experimentally and through simulation the ability to accurately predict and control diffraction spot
intensities. We simulate MeV transmission electron diffraction patterns using the multislice method
for various crystallographic orientations of a single crystal Si(100) membrane near beam normal.
The resulting intensity maps of the Bragg reflections are compared to experimental results obtained
at the Accelerator Structure Test Area Ultrafast Electron Diffraction (ASTA UED) facility at SLAC.
Furthermore, the fraction of inelastic and elastic scattering of the initial charge is estimated along
with the absorption of the membrane to determine the contrast that would be seen in a patterned
version of the Si(100) membrane.
I. INTRODUCTION
We describe the first experimental steps toward
nanopatterned electron beam production that is expected
to enable fully coherent ultrashort pulse x-ray generation
from compact accelerators. We accurately predict the
diffraction efficiencies of electrons into particular Bragg
spots through thin single-crystal silicon membranes us-
ing a multislice propagation method, and verify these
predictions through experiments with femtosecond elec-
tron bunches produced by a photoinjector. These experi-
ments and simulations demonstrate that electron density
can be spatially modulated at fine scales by controlling
the diffraction parameters. After briefly introducing the
method and its impact on x-ray emission, we present cal-
culations of dynamical diffraction of relativistic electrons,
then compare the calculations with experimental results,
and finally analyze inelastic effects.
The world’s brightest x-ray sources are x-ray free elec-
tron lasers (XFELs) and synchrotron rings that use
bunches containing up to a billion electrons each to pro-
duce powerful x-ray pulses. Within a bunch, the electrons
do not exhibit order at the x-ray wavelength scale so that
the radiation each electron emits is out of phase with its
neighbors. The total output radiation consists of many
wavetrains superimposed with random phase giving clas-
sic shot noise characteristics of intensity and spectral
fluctuations. Synchrotron undulator radiation retains
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the random phasing and resulting shot noise properties
[1, 2] in the output radiation. The spectrum only ap-
pears smooth when integrated over many shots. XFELs
rely either on self amplification of spontaneous emission
(SASE[3]) which is amplification of the initial shot noise
or, if available, an external coherent radiation seed pulse
stronger than the shot noise that pushes the electrons to
bunch at the desired photon wavelength. As the electrons
in an XFEL arrange themselves into a coherent density
modulation in response to the growing radiation field,
their emission phases begin to align, with a resulting x-
ray intensity increase over synchrotron emission compa-
rable to the number of electrons, or 6 to 9 orders of mag-
nitude. XFELS are thus very powerful and have opened
many new scientific capabilities. However, because no co-
herent seed source exists, XFEL radiation has well-known
limitations including large fluctuations in time and spec-
trum due to the amplified shot noise of SASE, or in the
case of self-seeding [4, 5], fluctuations in seed power that
is itself based on SASE as well as a complicated beamline
setup.
We are pursuing an alternative method of generating
bright coherent x-ray beams through the production of
electron beams that are bunched at x-ray wavelength
scale prior to emitting radiation. This allows fine control
of the x-ray phase fronts potentially including frequency-
chirped output, multiple colors, attosecond delays, and
tunable pulse length and spectral width. We have inves-
tigated two methods to modulate the beam, first examin-
ing arrays of nanoemitters at the cathode [6] and more re-
cently exploring diffraction of the electron beam through
thin lithographically etched crystals[7]. Both of these
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2methods generate a transverse variation in electron den-
sity that must be converted to a longitudinal (i.e. time)
variation to generate coherent radiation. This conversion
can be achieved through an emittance exchange (EEX)
beamline. We have previously analyzed this process in-
cluding aberration correction optics to facilitate the ex-
change for emittance differences of up to four orders of
magnitude[8]. Eventually we expect to use this method
to convert the compact x-ray light source (CXLS) at Ari-
zona State University to a coherent x-ray source. In the
initial experiments reported here we determine the de-
gree to which an electron beam can be controlled via
diffraction as well as the quality and characteristics of
the output electron beam.
The purpose of the electron diffraction is to deliber-
ately deflect portions of the electron beam off-axis and
then, after some drift distance, block the unwanted parts.
We call this method a dynamical beam stop. If just two
strong Bragg beams can be excited, the Pendello¨sung ef-
fect in multiple scattering [9] causes the two to exchange
energy periodically as a function of sample thickness, i.e.
as we vary the sample thickness, the direct beam becomes
more intense as the diffracted beam dwindles and vice
versa. This periodicity is determined by the extinction
distance, which depends on the material, the scattering
angle of the diffracted beam, and the electron energy.
Knowing this, it is then possible to choose particular
thicknesses of silicon (at multiples of the extinction dis-
tance) at which practically all the energy has been trans-
ferred to either the Bragg diffracted or direct beam. A
spatial pattern will then be imposed across the electron
beam by using strips of silicon of the correct thickness
running across the beam, separated by very thin non-
diffracting almost transparent material. With the thick-
ness of the strips chosen to diffract almost all energy into
the Bragg diffracted beam, which then scatters outside
the hole in a central aperture and so cannot contribute
to image-formation, an image of the silicon formed using
the direct beam only will appear dark within the strips,
and bright between them, as for a bright-field image in
microscopy. As will be shown, there is an advantage to
using the direct beam in the final spatial modulation.
Depending on the parameters of the setup, it can be
difficult to get a pure two-beam case, so the above extinc-
tion lengths serve as starting point; as beam energy can
vary and the thickness of the blocking portion is more
or less fixed, to get a majority of the incident beam into
the intended reflection requires fine tuning the sample’s
crystallographic orientation. In order to maximize the
contrast of the spatial pattern, one must consider more
than the kinematic regime for electron diffraction; in the
dynamic regime we encounter, a significant number of
diffraction spots can be excited by the incident beam.
This is particularly true at the relatively high energies
(for electron diffraction) of a photoinjector, diminishing
the applicability of the two-beam analytic theory and
bolstering the need for simulations to determine opti-
mal crystallographic orientation for a given membrane
thickness and beam energy. A dynamical multiple beam
approach is needed, which is described next.
II. MULTISLICE METHOD THEORY
The mathematical tools to calculate the intensities of
diffracted beams have been around for nearly 100 years
(a brief overview can be found in Humphreys[10]). In
particular, the multislice method, proposed over half a
century ago[11], has been used to simulate experimental
diffraction patterns to much success[9]. The scattering
across the depth of the crystal can then be calculated,
including multiple scattering events of single electrons.
We apply the multislice method by using Scho¨dinger’s
equation iteratively and dividing the crystal’s poten-
tial into multiple layers along the electron’s direction of
travel. The electron wavefunction ψn(x, y) can be cal-
culated at the exit of the crystal, representing the exit
beam downstream of the crystal. For the nth layer, the
wavefunction is
ψn+1(x, y) = pn(x, y) ∗ [tn(x, y) · ψn(x, y)] (1)
where pn(x, y) is the Fresnel propagator, tn(x, y) is the
transmission function, and ∗ is the 2-dimensional con-
volution. In the physical optics interpretation [11], the
propagator accounts for near-field diffraction while the
transmission function describes a phase grating.
A less computationally intensive form of Eq. (1) can
be had by applying the Fast Fourier Transform in con-
junction with the convolution operator theorem[12]. The
electron wavefunction is then given by
ψn+1(x, y) = F−1{Pn(kx, ky) ·F [tn(x, y) ·ψn(x, y)]} (2)
where Pn(kx, ky) is the Fourier transform of the real-
space propagator, while F and F−1 are the Fourier and
inverse Fourier transforms respectively. The real-space
propagator (for small crystal tilt angles ≈ 1◦) is
Pn(kx, ky) = exp[−ipiλ∆z + 2pii∆zα(kx, ky, θx, θy)] (3)
where α(kx, ky, θx, θy) = kx tan θx + ky tan θy, kx and ky
are the x and y components of the wavenumber, θx and
θy are the x and y components of the sample tilt, and ∆z
is the slice thickness. Further, the transmission function
is
t(x, y,∆z) = exp[iσV (x, y)∆z] (4)
where σ is the relativistic electron interaction constant
given by σ = 2γm0|e|λ4pi~2 , with m0 the electron rest mass, γ
the Lorentz factor, e the electron charge, λ the relativistic
electron wavelength, and ~ the reduced Planck constant.
In Eq. (4), V (x, y) is the crystal potential projected
along the beam direction z that describes the potential
within a distance ∆z of the current layer; we approximate
this as a sum of all the individual atomic potentials in the
layer, which can be treated as Fourier coefficients. These
3are proportional to the the electron scattering factor and
are weighted by a Debye-Waller temperature factor B ac-
cording the expression exp[−Bs2], where s = sinθλ , θ is
the real-space scattering angle associated with the recip-
rocal space coordinate s, and λ is the relativistic electron
wavelength. The temperature factor causes increased at-
tenuation of high-angle scattering with increasing tem-
perature. There exist many parameterizations that al-
low the calculation of the electron scattering factor [13]
and the Debye-Waller factor[14] for various elements and
temperatures.
Partial coherence occurs when there is a spread in the
momentum of the incident electron beam and is related
to the concept of emittance. In the absence of a magnetic
field, we can write px = m0cβγx
′ wherem0 is the electron
rest mass and c is the speed of light, x′ = dx/dz (same
relation holds for y), as well as ~p = ~~k. In this context
the normalized emittance of the beam is given by
σxn =
~
m0c
√
〈x2〉〈k2x〉 − 〈xkx〉2 (5)
where α and γ are the relativistic factors and x is the
particle position and x′ is the angle of the trajectory. A
similar expression holds for the y-direction.
To match the momentum spread present in physical
beams, we first consider an electron plane wave with
wavefunction ψ(~x, ~ki) = exp[2pi~ki · ~x] where ~ki, is the
angular deflection of the incoming beam from normal.
To include this partial coherence, we sum over the angles
and apply a weighting function p(~ki); in this case, the
beam can be approximated with a Gaussian weighting.
The resulting intensity is
I(~x) =
1
N
∑
i
p(~ki)|ψt(~x, ~ki)|2 (6)
where ψt(~x, ~ki) is the transmitted wavefunction at exit
from the crystal and N is the number of angles included
in the sum.
We have implemented this multislice algorithm in
MATLAB and benchmarked it against a version of the
highly developed multislice JEMS code modified by its
author to track relativistic electrons[15]. The codes are
in good agreement for the range of parameters we are
interested in. Our next step is to determine the exper-
imental beam and crystal parameters that need to be
simulated.
III. UED EXPERIMENT
Data was collected at the SLAC Accelerator Structure
Test Area Ultrafast Electron Diffraction (ASTA UED)
facility, which uses an RF photoinjector (gun) with a
focusing solenoid magnet as the electron source[16]. The
gun is capable of RMS pulse lengths on the scale of 100 fs
FIG. 1. Transmission electron diffraction pattern at 2.26 MeV
from Si(100) (contrast adjusted). This image was taken with
a gain of 75 and an exposure of 0.102 s, and thus is represen-
tative of multiple shots of the ultrafast source running at 180
Hz. There are 20 Bragg reflections in the diffraction pattern;
going left to right and top to bottom, the following reflec-
tions are of interest: row 1 column 1 (620); row 2 column 2
(220); row 3 column 2 (000); row 4 column 2 (220); and row
5 column 1 (260). The dark circle is a hole in the scintillator.
at few MeV energies with an energy spread of 7.5× 10−4
and a repetition rate of 180 Hz. The minimum achievable
spot size at the sample is approximately 5 μm. For this
experiment, a kinetic energy of 2.26 MeV was used. An
adjustable collimator is located 0.56 m from the cathode;
we used a 90.7 μm aperture, giving a charge of 10 fC
per shot, though other larger aperture and higher charge
combinations were examined. Using a solenoid scan with
the second solenoid located at 1.0 m from the cathode,
the normalized emittances were calculated to be 1.1 nm-
rad for xn and 5.4 nm-rad for 
y
n. This second solenoid
served to focus the beam onto the 6-axis sample holder
located at approximately 1.36 m. The sample holder is
capable of ±30◦ rotation along the x and y axes (pitch
and yaw) as well as ±1◦ rotation along z axis. A Norcada
UberFlat single crystal Si(100) membrane with a uniform
thickness of just 200 nm and size of 100 μm × 100 μm was
inserted in the holder. To minimize the post-processing
required to determine the orientation of the pitch and
yaw axes of the sample holder relative to the crystal plane
of the membrane, great effort was made in mounting the
sample to the holder with less than 1◦ of roll - a value
that could be corrected in situ.
Beyond the holder, there is a 3.12 m drift to a YAG
screen, which is imaged using a Andor iXon Ultra 888
4EMCCD. The pixel size was calculated to be 36 μm in
real space (using a 4.5 mm aperture in the scintillator as
a reference) and 0.00179 A˚−1 in reciprocal space (using
the spacing between the (440) and (440) spots). Fitting
the beam without the sample, the RMS reciprocal space
width σk was 0.0133 A˚
−1, which corresponds to an RMS
angle σx′ of 61 μrad at the sample.
It is important to know the angle between the nor-
mal of the sample crystal axes and the beam direction in
order to match simulations to experiment. Thus, it was
necessary to determine the holder angle settings that cor-
responded to beam normal; this was determined by first
tilting the sample until the diffraction pattern had sym-
metric intensities, setting the beam direction near the
[001] zone axis. After this, alignment intensity maps were
produced by scanning both tilt angles, pitch and yaw,
for a small set of tilts surrounding the proposed normal.
Symmetry in the intensity map was used to determine
the beam normal. The sample was then tilted through
a wide range of pitch and yaw settings that matched the
collection of wavenumber (kx,ky) values of interest while
recording the Bragg spot intensities on the YAG scintilla-
tor. One Bragg pattern is shown in Fig. 1 with contrast
enhanced to show all spots and, importantly, the diffuse
inelastic scattering between spots.
We acquired many such diffraction patterns or rock-
ing curves, recording the Bragg intensity as a function
of pitch and yaw of the sample. We then used the data
to produce intensity maps for particular Bragg spots as
a function of 2D tilts, and compare these intensity maps
to our multislice simulations. The CCD background and
dark current were subtracted off by taking the average of
multiple background images with the UV laser off and the
RF to pulse. Furthermore, an averaged inelastic back-
ground was subtracted from each diffraction image to
get the elastic contribution. The centers of all visible
diffraction peaks were set at the local maxima and all
counts within 25 pixels (or slightly greater than 3σ) of
the center were summed over for the respective reflection.
These were then normalized by using the total counts in
all the visible diffraction peaks. Through these measure-
ments, our goal is to find particular angles where, for a
given sample thickness (200 nm here), the intensity into
one of the low order spots is maximized and the forward
scattered beam (000) spot in the same direction as the
incident beam is minimized: the so called ”two beam”
condition.
IV. RESULTS AND DISCUSSION
In this section we discuss the intensity maps from ex-
periment and compare them to multislice simulations
modeling diffraction over the same sets of angles and with
the same beam size and emittance. We are also able to
separate the elastically scattered component of the orig-
inal beam in the experimental data from the inelastic
component and make an estimate for the absorption of
the 2.26 MeV beam in the 200nm Si(100) membrane.
A. Comparison of Experiment to Simulations
The intensity maps are shown in Fig. 2 for both sim-
ulation (left) and experiment (right). There are no free
parameters in these simulations, which use the experi-
mental parameters to propagate electrons through the
simulated membranes in slices 5.43 nm thick (the same
as the lattice parameters of Si(100)). The agreement
between simulation and experiment is excellent. This
gives confidence that we understand a number of impor-
tant parameters and effects including the properties of
the Si membranes, the diffraction physics, and the beam
properties from the photoinjector. It gives us confidence
that we can accurately predict performance of similar
lithographically etched membranes that will be used to
nanopattern the electron beam. The extinction of the
(000) beam shown near kx = 0.3 A˚
−1 means that very
strong contrast between different thicknesses of mem-
brane can be generated, which is the desired condition
for strong nanobunching.
The maxima of the simulated Bragg intensities are
slightly larger for both Bragg spots modeled, with the
simulated (000) reflection having a maximum of 89% and
the experimental reflection 83%. The simulated maps
also show more detail than the experimental patterns;
for instance, the two valleys that start near the bottom
of kx = 0.5 A˚
−1 and kx = −0.5 A˚−1 are less pronounced
in the experimental data. This can be explained by the
clipping of the (620) and (260) reflections by the lens (see
Fig. 1) of the camera. Each reflection has its respec-
tive value where it receives a majority of the intensity;
clipping causes the contribution to the (000) reflection
to appear inflated and the valleys shallow. Of note is
the elastically scattered minimum of 3.5% for the (000)
beam, which in the context of a patterned membrane
would allow for significant contrast. It will become ap-
parent in the next section why we should seek contrast in
the (000) beam versus one of the higher order reflections.
To get the necessary reciprocal space resolution, 8-by-8
unit cells of Si(100) were used, while to get the real space
resolution to properly simulate the projected potential of
the increased number of unit cells required a 512 × 512
grid. The simulated maps were also normalized to the
20 Bragg reflections in the field of view of the diffraction
pattern (for example see Fig. 1). Note that the kx and ky
axes are rotated 135 degrees relative to the (100) plane
of the crystal as the crystal planes of the membrane were
rotated relative to the pitch and yaw planes of the holder.
B. Inelastic vs Elastic Scattering
During the analysis of the experimental data we deter-
mined that a significant amount of charge incident on the
membrane is not contained within the Bragg spots, and
5FIG. 2. Simulated (left) and experimental (right) intensity maps for two of the Bragg reflections: (220) above and (000) below
scanned over a range of sample pitch and yaw angles. The percentages in the color bar refer to the fraction of the elastic
scattering.
FIG. 3. Intensity maps showing percentage of beam scattered in 3 different ways: (left) simulation of elastic scattering
intensity into all higher order Bragg reflections that are not included in the 20 spots we can measure; (middle) experimental
elastic intensity measured in those 20 reflections we can see (percentage of incident charge); (right) the experimental inelastic
scattering measured in the image as a percentage of the initial charge.
is either absorbed, elastically scattered into high-order
spots outside our field of view, or inelastically scattered.
Our multislice simulation can address elastic scattering
into high order spots for different tilt angles to account
for that portion of the charge. Then by comparing that
quantity with the experimental data, we can deduce the
fraction that is inelastically scattered and absorbed. To
get the elastically scattered portion of the experimental
pattern, we summed the counts from all the diffraction
spots after the previously mentioned background removal
was performed. The full charge of each image was calcu-
lated by removing the background due to the CCD and
dark current and then summing the counts.
Looking at the middle plot of Fig. 3, we can see that
a maximum of 67% of the initial electron pulse is elas-
tically scattered. From the left plot of the same figure,
we can see that the variation in the measured intensity
of the middle plot can be attributed to elastic scattering
into higher-order reflections. Examining the total charge
in each diffraction image and subtracting the elastic com-
ponent, we calculate the percentage of inelastic scattering
of the initial beam (right plot of Fig. 3). We see a similar
pattern to the elastic scattering (middle plot), with a val-
ley in the center where one would expect diffraction into
higher-order reflections. From this we infer that the in-
elastic scattering is occurring near the excited spots out-
side our field of measurement, which is consistent with
plasmon diffuse scattering. In this type of scattering, in-
6cident electrons excite plasmons from valence electrons in
the material, causing the incident electron to lose energy
and scatter through angles smaller than the Bragg an-
gle. This type of scattering is isotropic about the Bragg
peaks with a Lorentzian distribution and half angle of
θE = ∆E/2E where ∆E is the energy loss and E is
the beam kinetic energy[17]. This energy loss is equal
to the plasmon energy, which for silicon is 16.7 eV[18].
At 2.26 MeV, this gives a half angle of 3.7 μrad. Exam-
ining Fig. 4, there is a tail as one would expect when
comparing a Gaussian to something with the expected
Lorentzian component. Figure 4 also confirms that the
plasmon diffuse scattering shifts to the brightest reflec-
tion as both the diffracted (000) and (220) reflections
have similar tails.
Returning to the discussion of a patterned dynami-
cal beam block, to maintain the Guassian profile of the
beam and minimize the contrast reduction, the length
over which the electrons interact with the material must
be minimized. From the tails in the diffracted profiles of
Fig. 4 and the elastic and inelastic percentages of Fig. 3,
we see that even at 200 nm and the high energies we are
working with, a significant portion of the incident beam
is lost to inelastic processes. If we were to make a pattern
in a membrane with this thickness or greater, the bleed
over from inelastic scattering would reduce the contrast.
The membrane must be as thin as possible while still
maintaining the integrity of the pattern etched into it.
At the same time, the thinner the material becomes, the
less likely it is for the incident beam to be deflected away
from the direct beam (000). For this reason, the blocking
portions of the membrane should be thicker than the por-
tions that will be eventually used to form the image. This
would mean using the direct (000) reflection in the final
patterning, i.e. using bright field imaging. Furthermore,
to limit the plasmon diffuse scattering from higher order
reflections overlapping the imaging beam, the membrane
should be oriented so that the excited reflections in the
blocked portion are relatively far from the direct beam,
though too large of a tilt could affect the sharpness and
modulation of the image produced from the patterned
membrane.
C. Absorption
To estimate the absorption occurring in the crystal, we
can add an imaginary term to the projected potential of
the crystal. This gives rise to an exponentially decaying
damping term on the intensity[19]: exp[− tλ ] where the
mean free path is given by
λ =
(hc)2k0z
4pimec2eV ′0
. (7)
In the above, k0z is the z component of the wave vec-
tor, which for high energy electrons is approximately the
electron wavelength λe. V
′
0 is the imaginary part of the
FIG. 4. A comparison of the summed profile of the electron
beam before diffraction to after diffraction. The long tails of
the diffracted beams indicate inelastic electron-plasmon scat-
tering. Note that the beams taken after diffraction are the
direct (000) beam and the (220) beam, which were taken from
two separate diffraction patterns. The local background was
removed for all cases. The image of the original beam was
taken with a gain of 75 and exposure of 0.102 s; the image
of diffraction patterns was taken with a gain of 150 and an
exposure of 0.102 s, though the gain differences have been
compensated.
potential and is in unit of Volts. In Radi[20], the imagi-
nary portion of the atomic potential was calculated using
Hartree-Fock-Slater (HFS) atomic functions for 100 keV.
These can be scaled to the energy used in the experi-
ment, yielding a mean free path of 3.57 µm, which gives
an absorption of 5.5% at 200nm. Together, the elastic
and inelastically scattered components account for about
88% of the original beam. The remaining approximate
12% of the beam is being absorbed by the crystal, go-
ing into inelastic processes that are outside the measured
area of the image, or were subtracted during the CCD
background and dark current removal procedure.
V. CONCLUSIONS
Simulations of ultrafast relativistic electron diffraction
rocking curves using the multislice method show excel-
lent agreement with experimental results, leading to con-
fidence in predictions of diffracted beam intensity as a
function of sample thickness. These results also demon-
strate that RF photoinjectors produce high quality elec-
tron beams meeting the requirements for nanopatterned
beams. The experimental intensity map for a 200 nm
thick Si(100) membrane was measured and compared to
the simulated map. The agreement between the elas-
tic scattering of experiment and simulation was found to
match - as would be expected from the product of a well-
developed and long-lived theory. The fraction of elastic
7and inelastic scattering as a percentage of the charge in
the electron packet was found to be respectively 67% and
21% with the remaining percentage being some combi-
nation of absorption and inelastic processes. From this,
we were able to determine that the spatial modulation
should be formed from the bright field image and that the
thickness of the dynamical beam block used to form this
image should be minimized. This image will then serve
as input into an EEX beamline to provide the prebunch-
ing needed to shift the inverse-Compton scattering based
CXLS under construction at ASU into the super-radiant
regime as a compact x-ray free electron laser (CXFEL).
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