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1. INTRODUCTION 
A general problem in the theory of differential-difference equations is the 
description of the asymptotic behavior of solutions, given information regard- 
ing the asymptotic behavior of the lag functions. In previous papers [I, 21, 
we&began a study of such problems but treated only the simple equation 
u’(t) + au(t - r(t)) = 0, (1.1) 
where a is a constant and r(t) was assumed to satisfy 
(9 f-(t) b 0, r(t) --+ 0 ast++co, 
(ii) Jrn r(t) dt < GO. 
We showed then that every continuous solution of (1.1) for t >, t, satisfies 
lim u(Z) eat = c 
f&+02 (1.2) 
for some constant c and conversely that for every c there exists a solution 
satisfying (1.2). A somewhat more complicated result was proved under a 
condition more stringent than (ii). 
These results have been extended by Kato [3,4] to systems of equations 
of various forms and by Cooke [S] to an equation in which the lag is a function 
of u itself. Yorke [6], Winston [7], and Stephan [S] have proved a number of 
related results. The purpose of the present paper is to establish a very general 
asymptotic theorem for linear functional differential equations which can be 
called asymptotically autonomous. We shall employ much of the notation 
* This work was partially supported by NSF Grant GP6653. 
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and machinery of Hale’s recent paper [9] on asymptotically autonomous 
equations. However, Hale’s techniques as he gave them include differential- 
difference equations with asymptotically constant coefficients but are not 
applicable to an equation such as (1.1) with asymptotically constant lag. 
The paper by Hale is a general and elegant treatment of a problem earlier 
considered by Cooke [ZO] and by Bellman and Cooke [II]. In the earlier 
papers, the equations dealt with had the form 
‘d(f) = [A, + A(f)] X(f) j [B” + B(t)] x(t - Y), (1.3) 
where r is a positive constant, A, and B, are constants (or constant matrices) 
and A(t), B(t) -+ 0 as t --f co. The theorems established that if A(t) and B(t) 
are sufficiently small, the solutions have the form p(t) eAt where eAt is a 
solution of the unperturbed equation, 
x’(t) = A,x(t) + B,x(t - Y), (1.4) 
and p(t) is an appropriately selected function of t. The method used was that 
of deriving a suitable integral equation and then employing a fixed point 
theorem to prove existence of a solution with the desired behavior. The value 
in Hale’s work is that he worked with more general equations and, by using 
the theory of autonomous functional differential equations due to himself [12] 
and to Shimanov [13], was able to systematize the derivation of the “right” 
integral equations. 
In our discussion of Eq. (1 .l) in [2], we employed an entirely analo- 
gous method, regarding the equation as a perturbation of the equation 
u’(t) + au(t) = 0 and then using an integral equation and a fixed-point 
theorem. In fact, one reason for discussing such a special equation was to 
make it clear that these familiar methods could be expected to apply. 
Since our methods for (1.1) and (1.3) and Hale’s method for functional 
differential equations are of similar structure, it would appear that there 
should be a general theory to encompass all these cases. In this paper we 
present such a theory. We are able to formulate this in a manner very similar 
to that of Hale [9] but have to change the basic hypothesis on the perturbation 
term and to make various technical changes as a consequence. 
The possibility of achieving this unified formulation of the asymptotic 
theory for equations such as (1 .l) and (1.3) was pointed out in [14], but 
explicit results were not given there. 
In Section 2, we shall establish our notation and formulate the principal 
hypothesis on the perturbation term. Notable here is the introduction of a 
new function space, which we expect will also be useful in a wide range of 
stability and asymptotic problems for equations with lags. In Section 3 we 
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state the main theorem, which we prove in Section 4. Finally, in Section 5 
we consider the special equation 
x’(t) = --Ax(t) + B(t)[x(t) -- x(t - y(t))] + Cx(t -- Y), 
where A, C, and B(t) are n by n matrices, and derive conditions on B(t) and 
r(t) sufficient for the validity of our general theorem. The principal condition 
is on the function 
and is derived with the aid of arguments of Strauss and Yorke, [/5]. 
2. NOTATION AND EXAMPLE 
As we stated above, the results obtained here generalize those in [9], and 
we shall assume that the reader has a copy of the earlier paper available for 
perusal. We shall employ the same notation and terminology and refer 
freely to equations in this paper. 
As in [9], Rn is the linear space of compies n-dimensional column vectors 
and for x in Rn, [ h: j is any vector norm. R”* denotes a similar space of row 
vectors. The letter Y  denotes a nonnegative number, and C = C([ --Y, 01, R”) 
is the space of continuous functions mapping [-Y, 0] into R”, nith the norm 
II 4 II = SUP-,<@<0 I $w%l and C* -= C([O, Y], RJ~*). I f  x(t) is any function on 
(T - Y  < t < (J + A into R”, the symbol ~~~ denotes the element in C which 
is the segment of X(U) in f  r ; u :< t. Thus X,(N) = x(t f  0) for 
--Y < 0 -5 0. 
The equations to be considered are of the form 
and 
zqt) = L(q) (2.1) 
z?(t) == L(q) + F(t, a+). (2.2) 
Here, as in [9], L is a linear function on C into R” defined by 
L(4) = 1” [w91 d(Q) (2.3) 
P 
where 7 is an n by II matrix with elements of bounded variation on [-Y, 01. 
The function F(t, 4) is continuous in (t, 4) for t 2 0, 4 in C and is linear in 4. 
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We come now to the principal innovation of this paper. In [9] it was 
assumed that the perturbation term F is small for large t in the sense that 
I W, d)l < r(t)11 9 IO t 2 0, 4 in C, (2.4) 
where y(t) is a continuous real-valued function which becomes small as 
t ---f +co. This condition is sufficiently general to include problems of the 
type (1.3), but, as we shall now show, it does not include problems of the 
type (1.1). Indeed, we can write (1.1) in the form (2.2) where 
since then 
L(4) = -4(O) 
F(t, 6) = a@) - +(-Y(tM 
(2.5) 
L(%) i-q4 %> = --U%(O) + 4%(O) - %(--r(t))1 
= -q(-r(t)) = --au(t - r(t)). 
Here, of course, we have to assume that the function r(t) satisfies 0 < r(t) < Y 
for some Y 3 0 in order to be able to use the space C. 
Now, however, we see from (2.5) that F(t, 4) will not satisfy (2.4) for 
every 4 in C, and consequently the theory in [9] cannot be applied. On the 
other hand, if 4 is in C and also Lipschitz-continuous, then from (2.5) we 
have 
I F(t, 4); < ! a I k I r(t)1 (2.6) 
for some constant K (depending on +). This suggests that the hypothesis on F 
be weakened by requiring that (2.4) hold only for $ in a suitable subclass of C. 
In fact, we introduce the following definition and hypothesis. 
DEFINITION. Let C’ denote the subspace of C consisting of Lipschitzian 4, 
that is, 4 which satisfy 
I d(4) - 9(02)i < k ! 4 - 4 i, --y < 8, 2 8, < 0, (2.7) 
where k is a constant depending on $A For 4 in C’, we let $ be the infimum 
of numbers k such that (2.7) is valid, and we define the norm 
Ii 4 5 = mW$ IL f-4. (2.8) 
Principal hypothesis on the perturbation. There exists a continuous function 
y(t) such that for any 4 in C’ and any t > o 
I F(4 4 I < II d Ill y(t). (P) 
It is clear that if F satisfies (2.4), it also satisfies (P). Therefore, the results 
in Hale [9] are special cases of the results we obtain below. 
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3. STATEMENT OF THEOREM 
We shall use the notation in [9], for the most part without explanation, 
and shall freely use equations derived there if they remain valid in our new 
context. We remark that the entire discussion in Section 2 of [9] carries over 
without change. The formulation of Theorem I is only a little different from 
that in [9], but we give it in full to avoid confusion. For the sake of simplicity, 
we restrict attention in this paper to simple characteristic roots. 
Suppose y is a simple characteristic root for our Eq. (2.1). That is, 1” is a 
simple root of det d(h) = 0, where 
d(h) = X1 - j" eAe dq(Q). 
-r 
(3.1) 
Then there exists an n-dimensional nonzero column vector c and an n-dimen- 
sional nonzero row vector d such that ceUt is a solution of (2.1) and dedUT is 
a solution of the “adjoint” equation 
defined for -cc < t < co, --CC < 7 < co. Let 
(3.2) 
(3.3) 
where (4, , 4,) is the bilinear form defined in 191. 
THEOREM 1. Suppose p is a simple characteristic root of (3.1), all other 
characteristic roots with real parts equal to Re p are simple, and suppose 4, and 
a aye defined as in (3.3). Let 
s(t, u) = j’ a(~) dT. 
(I 
(3.4) 
Assume that there exists a continuous y(t) such that F satisjes (P) and such that y  
satisfies one or the other of the following two conditions: 
I. 
m 
Y(T) dr < co y(t) -+ 0 as t-co. 
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II. For any /3 > 0 there exists a continuous function yz(t), t > 0, such that 
Y&) -+ 0, t-+co, 
I m Y(T) Y2(4 dT < a9 
s 
t 
e-B(t--7)-Re S(ts~)y(~) d7 < yz(t), t>o>,O, 
0 
s 
m 
t?(t--r)-Re s(+(T) d7 < yz(t), t > 0, 
t 
s 
t+9, 
e--B+TJwRe s(~*~)~(T) d7 < yz(t)l 8, - & j, 
t+ 
Moreover, for any real number v, any n-dimensional row vector 7, and any 
mapping wt of [CT, co) into c’ for which (/ q jll is bounded as t -+ 00, 
Under these conditions, there exists a suficiently large (T and there exists a 
nonzero vector a such that the system (2.2) has a solution x deJined on t > 0 
which satisfies 
x(t) = e’“(t-“)+s(t3Q)[a + o(l)] ast4c.72. 
Remark. If  there are no roots of d(X) with real parts equal to Re p except 
TV itself, then the last inequality in Hypothesis II is not needed. In this case p 
is automatically real. Also, if the equation under consideration is a scalar 
equation, then the vector 7 in Hypothesis 11 is not needed. The hypothesis 
in I is slightly more stringent than that in [9] in that y(t) = o(1) is assumed. 
4. PROOF OF THE THEOREM 
Our proof of Theorem 1 is based on the integral Eqs. (3.8) in [9], which 
require no modification. Thus we let 
/l={h:Reh> Re p, det d(X) = 0} 
fl,=(X~/l:ReX=Re~.,hf~} 
A, = .A - A, - {p} 
(4-l) 
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and define the generalized eigenspaces P, P, , P1 , and Q as in [Y]. The basic 
equations from [9] have the form 
If for some constant a, we can find a solution w of (4.2), then .h* as given by 
“X1 _- ‘wt&u(t-n) I S(b,U) 
(4.3) 
will yield a solution of Eq. (2.2). I f  w(t) app roaches a constant as t ---f co, then 
the corresponding solution of (2.2) will have the asymptotic behavior stated 
in the theorem. 
We can no longer directly deduce the remaining inequalities in Section 3 
of [9], but we can derive similar results under our modified hypothesis. We 
shall first establish several lemmas. 
LEMMA I. Let 4, be dejined as in (3.3), let 4n, be a basis for the subspace PI 
of C, and let CD be a basis for the subspace P0 . Let X,, be defined as in [9]. Then 
there is a positive number K such that 
(4.4) 
(4.5) 
In the last inequality U(t) X,‘l can be regarded as a row of elements in C’ 
and the l-norm can be defined, for example, as the sum of the l-norms of 
these elements. 
Proof. The inequalities (4.5), (4.6) were given in [9] for the norm in C. 
Inequality (4.4) is obvious, since d,(O) =L eu*, and we can use the same 
constant K by choosing K large enough. Kow since every element of the 
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basis @A for P, is an exponential times a polynomial in 0, the mean-value 
theorem ;ields 
!I @A,(&) - @d4,(b)ii < const I 4 - b I. (4.7) 
Since Xc is a matrix whose elements are in the subspace PI, each element is 
of the form aA,a for some constant vector a. Hence (see [9]), each element of 
U(t) X3 is of the form Qn,e Bltn, where B, is a matrix whose eigenvalues com- 
prise the set A, . Consequently each element of U(t) X3(0,) - U(t) X,‘l(e,) 
has the form [@A,(f?,) - @,l(O,)] eBlta. From (4.7) we therefore obtain (4.6). 
To deduce the second mequality in (4.5), we proceed as follows. Let 
C(t; X,Q) denote the matrix solution of Eq. (2.1) which has initial condition 
XsQ at t = 0. Since the right-hand derivative o(t; X,Q) exists for each t > 0, 
and U is continuous, it follows that1 
1 U(t, ; X00) - U(t, ; X,Q)l <SUP O(t; XoQ)i t, - t, /, t, 3 0, t, >, 0, 
where the supremum is over t between t, and t, . Therefore, provided 
t + e1 2 0, t + e2 3 0, we get 
1 u(t) x,Q(e,) - u(t) soye,); =: 1 u(t + e1 ; x00) - u(t + e4 ; x,Q)l 
c SUP i O(t + 4 ; x,Q)I I 0, - 0, I, 
where the supremum is over 8, between H, and 8i . From the first inequality 
in (4.5) we get 
where c is a constant. Hence, if t + 0i 2 0 and t + Ba > 0, 
1 u(t) x,Q(e,) - u(t) XoQ(e,)i < Kce[Re(u)-Blt 1 e1 - 8, 1. 
This proves (4.5), since we can use the same constant K in all inequalities by 
choosing K large enough. 
Now let us suppose that F satisfies (P) and that Hypothesis I holds. Then, 
since II+, j)i :$ K, we deduce that 
1 Cf. E. C. ;Titchmarsh, Z’heo~y of Functions, 2nd ed., Oxford University Press, 
London, 1939, 355. 
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Hence exp[--s(t, u)] is bounded as t -+ co. It then follows from Lemma 2 
in [II] that 
t 
J s 
t e-8(t-s)-Res(t,r)y(7) dT = e--4t-Res(t.o) eflr+Re~(~.+(7) dT z o( 1) t -+ cx). 
0 0 
Similarly, from Lemma 4 in [II] we get 
cc 
,~~t-r,-Res(t,~$,(~) & = @t-Res(t.d .m @~+Res(T.dy(T) & = o( 1). 
t J t 
Moreover (see [9]), 
II e (B-uz)ft-T) (1 < 1, i- 3 t, 
and therefore 
II cc e(B-ul)(t-r)-s’t,r)~(O) F(T, w,) d7 / < k, 1” I W, 41 dr> t t 
where k, is a constant. Suppose wt E C’ for each t > u and that 11 wt 11, is 
bounded. Then from (P) we have 
.a, 
IJ t 
e(B-~~)(t-~)-s(t.r)~(0)F(~, w,) dr 1 < K, ye II w, (11 fm Y(T) dr. 
“t 
Finally, if 8a and 8, are constants, -r < 8, < 0, < 0, and, if t + 0, > 0, 
then 
s t+e1 e-B’t-7)-Res(t,T)y(~) dr < k, ,I::’ Y(T) dT = (0, - 8J o(l), t-+CO, t-++ 2 
where R, is a constant. Combining these results, we see that there is a contin- 
uous function yl(t) which tends to zero as t + CO such that 
t 
e-e(t-~)-Res(t.~)~(7) d7 < rl(t), t>u),o, 
D 
s 
co 
e-+Res(t++) dr < rl(t), t >, 0, 
t 
(4.8) 
I 
t+01 
tie2 e- 
‘+)-ReS(t~T)Y(~) d7 < yl(t)iOl - 8, 1, 
--r < 4, e2 < 0, t + 81 > t + 8, > u, 
IS 
a, e(B-~l)(t-T)-slt.r)~(0)F(7, w,) & ( 
G r&) “,2; II % Ill 2 t 2 u’, 
t 
whenever wt E c’ and I/ wt /jr is bounded for t 2 (T. 
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If Hypothesis II holds, the first three inequalities in (4.8) are satisfied 
with n(t) replaced by ya(r). Also, each component of the fourth integral 
in (4.8) is of the form 
f 
m 
eiu(t-~)-sW77F(T, w,) &, 
t 
for some vector 7 and therefore by II is bounded by 1 7 1 y2(t) SUP~>~ jj w, 11, .
Therefore, under either Hypothesis I or II, inequalities of the form (4.8) 
hold for suitable functions yr or ya . We can combine both cases, as in the 
following lemma. 
LEMMA 2. Assume that there exists a continuous nonnegative function y  such 
that F satis$es hypothesis (P) and y  satisfies either I or II. Then there exists a 
continuous Lfunction Y3(t) such that 
Y&) + 07 t--t co, 
I O” 147) Ye dT < ~0, (I 
and such that 
s 
t e-B(t-r)-Res(t.T)y(T) dT < Y3(t , t>a>o, CT 
s 
cc 
@(t-+ReS(t*+o) dT < E,(t), t>O 
t 
(4.9) 
Moreover, if wt E c’ and /I wt \I1 is bounded, 
a, e(B-ILl)(t-7)-s(t.7)~(0) j+, w,  dT 1 
t 
The proof of Theorem 1 will now be concluded with the aid of a fixed- 
point theorem applied to a suitable mapping, much as in [9] except that there 
are additional technical difficulties. Let b be any given nonzero real number 
and let K, h, , /3, Y3(t) be as above. Let 
~,=~K/~dlll~,ll~~ k, = 8K. (4.11) 
For any E, 0 < c < 1, choose u so large that 
k, I ?44 Y&.) dT + ksdt) < 1 - +z 
t > u. (4.12) 
0 
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Now let V be the Banach space of bounded maps We from [a, rz) into C” 
with norm 
iLi(wt) = y$ il Wt 111 . 
Let S be the subset of I’ for which 
II Wt - UJ Ill G II 42 Ill p2 J‘” Y(T) Y:3(4 dT + bdt) 1) t > u (4.13) 
t 
For wt E S we have 
Ii wt h < 2 II $3 Ii1 , t>a (4.14) 
We define an operator T on S by 
cot = (Tw)~ = @a(t) + co? +&z(t) + cot’, 
v(t) = jt e(B~~*I)(t-~)-s(t,~)l(0)F(T, wT) &, 
m 
WtQ = 
s 
t e-fLlf-T)-S(t-5)U(t - T) &QF(T, w,) d7, 
0 
Using inequality (4.6), we deduce 
I( co? ji < K i ‘y eb’(t--T)--ReS(t*T) 11 F(T, w,)jl dT. 
Since zot E S, it follows from (P) that 
I F(t, wt)l G I! wt /II r(t), 
and hence by Lemma 2 we have 
(4.16) 
II 4 II G IiyJW ;g II w, III 5 t 2 (3. (4.17) 
It will also be necessary to show that WF is in class C’ (which was not 
necessary in [9]). From (4.6) and the definition of ~7, we get 
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From this we see that 
II w? Ill d %(t) %JJ II w, III 3 t 3 cr. 
A similar discussion for wtQ, using (4.5), yields the inequality 
II WtQ II < &3(t) “rz; II w, III , t > u. 
(4.18) 
(4.19) 
From the definition of w*Q, we obtain 
j w,,Q(Q - OJ~Q(&J~ < St e-Reu(t-T)-Res(t,7) 1 U(t - T) X,Q(O,) 
f vt - 4 xoQ(~,>l l/W, %)I1 dT 
We suppose that ~!?a < 0, and split this integral into three integrals, in general, 
as follows. I1 is the integral in which t + & < 7 < t, I, is the integral in 
which t + i& < 7 < t + t3i , and I3 is the integral in which (T < 7 < t + B, . 
(If t + e1 c (3, we take 1r to be the integral from u to t, and 1a = 1, = 0. 
If t + 0, < CJ ,< t + 0i , we take Iz to be the integral from 0 to t + 8, , and 
1a = 0. In these cases, slight modifications of the following arguments are 
valid.) Since X,Q(e) = 0 for 0 < 0 and since in I1 , we have t - 7 + 0, < 0, 
t-T+82<O,weseethatI,=O.InI,wehavet--++sl>t--++e2~O, 
and therefore from (4.5) we obtain 
I, G K I 4 - e2 1 St+” e-B(t-r)-Res(t,r) (I F(T, w,)ll dT. 
0 
Using (P) and Lemma 2, we then deduce 
1, G K I 4 - f-6 I h(t) fg II W, 11~ . 
In I2 we have U(t - T) XsQ(0,) = 0. Therefore, use of the first inequality 
in (4.5) yields 
I 
t+e1 I, < t+ez - Red-d-Res(td / u(t - T) XoQ(e,)l 11 F(r, w,)l/ dT 
Lemma 2 now yields 
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Combining results, we obtain 
From the definition of v(t) in (4.15) and from the last inequality in 
Lemma 2, we deduce that 
Moreover, since @ is a basis for P, , an inequality like (4.10) holds for @, 
say (I@ l/r < K, and accordingly 
Combining (4.1X), (4.19), and (4.21) we obtain 
Thus, @V(T) + w;l + wTQ is in class C’ for each 7, and from (P) we get 
is 
m 01 dF(r, @V(T) + co? + qQ) d7 j 
t 
for t > u and any wt in S. 
We now use (4.22) and (4.23) to obtain a bound for 1) ut - $tib /I, . Indeed, 
II Wt - $2 II1 
= II @u(t) + & + wtQ + 4, j”: 01 dF(T, @4~) + w? + wTQ) d7 IL 
< 4K sg II eo, Ill At) + II 4,111 I ad I 49~ II w, I111 1; ~a(4 ~(4 d7 
Since SUP,~, /I w, III < 2 II&b Ill , we obtain 
This shows that T maps S into itself. It is also clear that T is a continuous 
mapping. 
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Finally, we wish to prove that T is a contraction map. Suppose w, , W, are 
in S and let 
cot = Tw, = @v(t) + OJ~ +&z(t) + cot’, 
Qt = TW, = @V(t) + G’;pl +&Z(t) + SZtQ, t b u, 
where V(t), 522 52 tQ, Z(t) are defined by formulas similar to (4.15). From 
(4.15) and (4.6) we get 
j/W~ -L@ Ill G K ‘; @(t-~)-Res(t,~) 11 F(T, wJ - F(T, W,)/j d7. 
By linearity of F(t, $), we have F(r, w,) - F(T, W,) = F(r, w, - W,). If 
rut E c’, W, E C’, then wt - W, E C’, hence, by (P), 
I F(t, wt - Wt)l B II wt - Wt Ill r(t>t t > u. 
Hence, using Lemma 2, we get for wt E S, Wf E S 
1jWf-i -@ Ill G KWwt - Wt) Y&), t 3 CT. 
A similar argument yields an inequality of the same kind for @v(t) - @V(t), 
and an argument like that used in deriving (4.20) yields 
/I wt” - Qt* 111 f 2KWw, - Wt) Y&). 
It follows that 
dqt) - @v(t) + w,“l - !2p + qQ - l&Q 
is in class c’ and by (P) that 
IF@, @u(t) - @V(t) + UJp - J-27 + uJ,Q - f&Q)/ 
9 4KNwt - Wt> dt) y(t). 
Hence, 
1 z(t) - Z(t)/ = 1 I” (Y ~F(T, @v(t) - @V(T) + wfl - 529 + W: - 9:) do 1 
m 
< 4 1 ad ) KN(w, - W,) s ; Y&) ~(4 dr. 
Combining all these results, we get 
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Thus, 
N(w, - S,) -: 
proving that T is a contraction on S. 
Consequently, there is a unique fixed point wt in S, and wt provides a 
solution of (4.2). Th e zzt defined by (4.3) then yields a solution of (2.2), and 
since for wt E S, we have wt = $,,b + o(l), we get w(t) = r&(O) b[l -+ o(l)] =: 
c6[1 + o(l)], and therefore 
x(t) = cb[ 1 + o(l)] e”(t-o)+s(t*c). 
This completes the proof of the theorem. 
5. EXAMPLE 
In order to illustrate the application of Theorem 1 to a more specific case, 
let us consider the equation 
x’(t) = --Ax(l) + Cx(t - Y) + B(t)[x(t) - x(t - r(t))] (5.1) 
where A and C are n by n constant matrices, B(t) is an n by n continuous 
matrix, x is an n-vector, and r(t) is a continuous scalar-lag function, 
0 -< r(t) -: r. This system has the form of Eq. (2.2) if we take 
L(4) -S+(O) $ C$(--r), (5.2) 
qt, 4) L -w)l4(0) - e--r(W (5.3) 
I f  + E C’, then clearly 
J-p, 4); < 1 I’N);i 540) - (b(-r(t))! 5; I; Rt)li W 4 IL . 
Thus, (I’) is satisfied with 
74) = II qt)ll y(t). (5.4) 
For Eq. (5.1), the quantities appearing in Sections 3 and 4 take the fol- 
lowing forms : 
d(h) = Al f  d ~.-. Ce-“?, 
+,(O) = ceue, -r .< 0 < 0 
$J7) = de+T, 0 < 7 < r 
a: = (dc - dCcrecuT)-l 
8(t) = Q: dB(t) c[l -- e-r(t)] 
(5.5) 
s(t, CT) = f” 6(~) d7 == ad ft B(T) c[l - e6(r)] d7 
- I7 -ii 
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With the symbols defined in this way, Theorem 1 is valid. In particular, if 
y(t) = o(l), if 
s 
m 
y(t) dt = Srn I] B(t)]) r(t) dt < 00, (5.6) 
if p is a simple characteristic root of d, and all other roots with real parts 
equal to Re p are simple, then there is a solution of (5.1) of the form 
x(t) = eu(t-o”“(f.aJ[a $ o(l)], t+ co. (5.7) 
The conclusion (5.7) also holds if y(t) satisfies Hypothesis II of Theorem 1. 
However, since the meaning of this hypothesis in terms of B(t) and r(t) is 
not entirely apparent, it is helpful to give conditions on B(t) and r(t) sufficient 
to imply that Hypothesis II is fulfilled. One possibility in this direction is to 
give conditions similar to those listed as 11’ in [6]. Another possibility is to 
impose a condition of the type 
as used for example by Strauss and Yorke [IS]. This has the advantage of not 
requiring any differentiability properties of B(t) or r(t) yet is weaker than 
(5.6). Let us indicate how a hypothesis of this type can be used in the present 
situation. We first prove two lemmas. 
LEMMA 3. Suppose cl is a positive constant, f(t) and g(t) are continuous 
functions fey t 3 u - 1, and g(t) > 0. Let 
G(t) = [tL1g(7) d7 
I 1 
and assume that G(t) > 0,for sz@ciently large t and 
f(t) = 0(1)1 G’(t) = o(W)), 
Then there is a c&stant k such that 
t+ co. 
f(t,) dt,] dt, :< kG(t) exp [qt + /:f(t2) dtP], t 2 (3. 
Proof. From Lemma 3.5 in [15] we have 
1: g(h) exp [CA -t l:f (t2) 4] 4 
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Sincef(t) = o(l), we see that 
clt + tf(tJ 4 s 0 
is an increasing function for t sufficiently large. Hence, 
exp [V + J:f(k) dt,] < k exp [cl(tI + 1) + /r+‘j(&) dt,] 
for t, < u ,< t, + 1, t, > u - 1. Thus, we get 
1: g(h) exp [cdl +jr f W dh] 4
<k /I-, G(h) exp [4tl + 1) + jt’+‘f(t2) 4] 4 - LI 
Now, since G(t) > 0, we have by L’Hospital’s rule 
1” 
lim O--l 
G(h) exp [c& + 1) + [“f(h) dh] 4 
t-m 
G(t) exp [4 + 1) + j:fW dt,] 
G(t) 1 
= k G’(t) + G(t)[c, + f(t + I)] = < 
Hence, the integral in question is bounded by a constant multiple of 
G(t) exp[cI(t + 1) + lyf(t,) dt,]. Since J:flf(tz) dt, is bounded, the stated 
result follows. 
LEMMA 4. Suppose cl is a positive constant, and Zet f (t) atzd g(t) satisfy the 
hypotheses of Lemma 3. Then there is a constant k such that 
j:dtd exp [ -cltl + /rf (h) 4]4 
,( kG(t - 1) exp [ -c,t + J‘” f (tJ dt,,] t >, u. 
u 
Proof. For T > t > u we have from Lemma 3.4 in [1.5] that 
~~&J exp [-Cdl + Jrf W db] 4 
< jll (~+‘A4 exp [-w + j”f (h> df2] du 4 . 0 
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As in the proof of Lemma 4 we see that 
is a decreasing function for large t. Therefore, 
/:g(tJ exp [-cdl + ff(b) dh] 4 
<k IL1 G(h) exp [-CA + )“~j’ltJ dh] 4 - 
Since jif(t,) dt, = o(t), and G(t) = o(&) for any E > 0, the last integral 
converges as T-t co, and we can replace T by co. Now L’Hospital’s rule 
gives 
lim 
IL, G(h) exp [ -cltl + /zf(td 41 4 
t-a G(t - 1) exp [ -cl(t - 1) + J‘r1f(t2) dt,] 
-G(t - 1) 1 
i% G’(t - 1) + G(t - 1)[-c, +f(t - 1)] = < 
Therefore, 
J1”_, G(h) exp [-cdl + j”~ftt3 4]4 
< k’G(t - 1) exp [ -c,(t - 1) + /Ielf(tz) dt,], 
and the stated result follows. 
Let us now define y as in (5.4) and 6 as in (5.5). Since 
1 1 - e-rob 1 < r(t), t >, 0, 
we have 
I Re WI G I V>l G w(t), t>a (5.8) 
where c, is a constant. We write 
s t e-Bw-+)-Re s(t.dy(7) & = @-Re s(t.4 t @+Re s(T.u$,(~) &, (I 0 
and apply Lemma 3, taking g(T) = Y(T), f(t,) = Re S(t,). If we assume that 
Y(t) = o(l), qt) = o(W)), t-al, 
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r(t) = j:+l y(7) dr, 
and that r(t) > 0 for large t, it follows from (5.8) thatf(t) -.= o(l), and hence 
s t e-fl(t-r)-Re s(~,T$,(~) dT i- &3-Re sct,u)/#(t) @t-1 Re s(f,o), t > 0. (5.9) 0 
In the same way we have by Lemma 4 
s 
m e/3(t--~‘-Re s(~,T’~(~) & = e8t-Re s(l.o’ 
j 
cc e-8T+Re Y(T,o$,(~) d7 
t t 
< kqt - I), t>a (5.10) 
The inequalities (5.9) and (5.10) provide two of the inequalities required 
for Hypothesis II, if we take yz(t) = r(t) + F(t - 1). The requirement 
that yz(t) tend to zero becomes simply r(t) ---f 0, and the requirement that 
y(t) yz(t) be integrable takes the form 
s 
m 
s 
?; y(t) r(t) dt < ~0, y(t) r(t - 1) dt < co. 
If  t + 0, > t + 8, > CJ and -r < 8, , 0, < 0, we have by the integral 
mean-value theorem 
i’ 
t+e, 
t+e2 @(t-+-Re S(t.dY(T) & = e- - f3t Re s(t,o)eB(t+8,)+Re s(t+e3.u$,(t + &J(@, _ 0,) 
= &‘%-Res(t-t+%)y(t + &)(fl, - 0,). 
Since we have assumed that y(t) = o(l), we get s(t, t + 0,) = o(l), and 
therefore 
J’ 
t+tJ1 
t.teg e- 
B(t-+Re s(t”‘y(T) dr < y3(t)j 8, - e2 ,) 
for t + 0, > t + e2 > 0’. This proves the next inequality in II. 
We have so far not been able to show that the last inequality in II holds 
when r(t) satisfies the above conditions, or in other words we have not 
established a suitable counterpart of Lemmas 3 and 4. However, if we 
assume that there are no characteristic roots with real parts equal to Re TV 
except p itself, then the last inequality in II is not needed, and we see that 
we have proved the following theorem: 
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THEOREM 2. Consider the dzyerential-difference equation 
x’(t) = -Ax(t) + Cx(t - r) + B(t)[x(t) - x(t -r(t))] 
where A and C are n by n constant matrices, B(t) is an n by n continuous matrix, 
and r(t) is a continuous scalar-lag function with 0 < r(t) < Y. Let p be a simple 
characteristic root of A(h) = XI + iz - Ce-‘A and define 4, , #, , pi, 6, and 
s(t, u) as in (5.5). Let 
y(t) = II B(t) r(t)ll, r(t) = j”” Y(T) d7, 
t 
and assume that one or the other of the following two conditions holds: 
(1) cc I ~(4 dT < ~0, 
y(t) = o(1) as t+ co, 
(III) There are no roots of A(X) with real parts equal to Re p except p 
itself, and 
r(t) > 0 for all su.ciently large t, 
Y(t) = o(l), F(t) = 0(2-(t)) ast+co, 
i 
co 
At) r(t) dt < a, s 
I)y(t) I’(t - 1) dt < co. 
Under these conditions there exist a sufhciently large (J, a nonxero vector a, 
and a solution x of the dayerential-ds@rence equation dejned on t 2 0 and 
satisfying 
x(t) = e uk+s(t.o)[a $ o(l)], t-+ 00. 
Theorem 2 is closely related to theorems given by J. Kato [4]. 
A theorem similar to Theorem 2 could be established in an analogous way 
for the more general equation 
x’(t) = 5 Aix(t - ri) + 5 Bi(t)[x(t) - x(t - ri(t))], 
i=O i=l 
(5.11) 
where the ri are constant lags, 0 = r. < r1 < ..- < r, = r; where the r$(t) 
are continuous lag functions, 0 < ri(t) < r; where the Ai are n by n constant 
matrices and the Bi(t) are ?z by n continuous matrices. 
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