We present experimental results of imaging and digital super-resolution in a multiaperture miniature folded imaging architecture called PANOPTES. We prove the feasibility of integrating folded imagers within a steerable multi-aperture framework while maintaining thin profiles.
Introduction
Recent advances in computational imaging have seen the development of flat, multi-aperture imaging systems similar to the compound eyes of many types of insects. A number of approaches to flat form factor image acquisition sensors based on these multiplexed imaging schemes have been investigated [1, 2, 3, 4] . Tanida et al. have designed and experimentally verified an architecture called TOMBO in which a multiple aperture configuration is employed to achieve a flat form factor imaging system [2] . In this setup, several small sub-imagers collect low resolution images with uniform sub-pixel offsets that are then digitally woven into a final high-resolution image.
While TOMBO attains significant improvement in form factor over its larger single aperture counterpart with comparable resolution, it is optimized for a fixed object distance, resolution and field of view. However, spatial information in a scene is rarely distributed uniformly and therefore equal allocation of imaging resources across all regions of a scene is inherently wasteful. Moreover, constantly evolving scenarios call for image acquisition at simultaneous multiple ranges and temporally varying spatial frequency distributions. In such cases, it is highly desirable to have the capability to dynamically alter the field of view and vary the sub-pixel offset values between sub-images. The former capability would allow for judicious resource allocation according to scene spatial content, and the latter would permit real-time adaptation to multiple target ranges within a scene while simultaneously optimizing resolution at each range.
In previous work, we presented an architecture called PANOPTES (Processing Arrays of Nyquist-limited Observations to Produce a Thin Electro-optic Sensor) which consists of several tiled sub-imagers, each with a builtin steering mechanism [5, 6] . PANOPTES incorporates intelligent image acquisition adaptability and real-time resource allocation capability in a multi-aperture, flat-profile configuration. As shown in Figure 1 , this adaptability is accomplished through the use of micro-mirrors to steer each sub-imager's field of view, thereby enabling dynamic, non-uniform spatial allocation of imaging resources to match the information content [7] of the scene. To meet these steering requirements, the PANOPTES sub-imager uses a folded design in a compact configuration (~5mm thick with a 4mm×8mm footprint). Enabling adaptability within such a thin profile while maintaining near-diffraction-limited on-axis performance poses challenges in terms of system integration. To our knowledge, PANOPTES is the first architecture to incorporate a folded, steering, multi-aperture imaging system a843_1.pdf CWB5.pdf within such small dimensions. Here we introduce the optical design of such a folded sub-imager and present experimental results of its imaging performance.
Sub-Imager Optical Design
The most restrictive requirement in the PANOPTES sub-imagers' optical design is the compact form factor with a focal depth of approximately 5mm. Additionally, the sub-imagers need to have near-diffraction-limited performance on-axis. The final folded unobscured sub-imager optical design with F/1 is shown in Figure 2 . The lower F/# and unobscured design allows us to maintain sufficient light gathering capability and there by ensuring adequate SNR. This sub-imager has four surfaces. The entrance and exit surfaces are clear, flat and AR coated in the visible region. The second surface is reflective and tilted at 20° vertically to fold the design. In subsequent experimental stages, this reflecting surface will be replaced by a steering mirror. Surface 3 is the sole reflective power surface of the imager. This surface consists of an off-axis parabola (OAP) with 12mm radius of curvature, tilted at -40° to compensate for the tilt in the principal ray angle. The choice of OAP was driven by the need for small components that can be integrated into the design at a small scale. Moreover, a parabolic profile yields close to diffraction-limited on-axis performance. The tilted arrangement of the optical elements, however, results in a space variant PSF. Figure 3 shows the spot size variation with respect to field location. The red line in the plot indicates the sweet-spot region for which the optical spot-size is smaller than the detector pixel size. Digital super-resolution will be used to recover some of the information in this region. The design was fabricated by Syntec Optics using plastic injection molding. Plexiglas (acrylic) material was used and the OAP mold was created using diamond turning. The uncoated fabricated subimagers are shown in Figure 4 . The sides of the sub-imagers are then coated with opaque paint to prevent stray light. 
Experimental Results
The experimental setup for sub-imager performance evaluation involves a QI-Cam 4000R camera with pixel size 7.4µm placed at a 3.85 meters distance from the target. The sub-imagers were mounted a few microns above the CCD cover glass. The detector was then moved incrementally in sub-pixel shifts using high precision actuators to a843_1.pdf CWB5.pdf induce translational motion, and several images with precise (x, y) sub-pixel offsets with respect to one another were captured. Two of the captured images from two different sub-image assemblies directed towards the left and right sides of the Air Force resolution target are shown in Figures 5(a) and (b) , respectively. Aliasing due to detector sampling is apparent. The image reconstruction method used to improve image quality within the aliased portion of the detected images leveraged the gradient-based method in [8] with several unique enhancements. Two sets of 121 images from the two sub-imagers shown with different spatial offsets up to a full low-resolution pixel shift were used to reconstruct two separate images from these sub-imagers using knowledge of the point spread function (PSF) at the center of the sub-imager design as predicted by ZEMAX. These two reconstructed images were then geometrically-referenced so that they could be placed side-by-side to take advantage of the highest resolution provided by each sub-imager assembly. Figure 5(b) shows the reconstructed result, in which the improvements in image quality are readily apparent. 
Conclusion
In this paper, we show preliminary experimental results of imaging with a PANOPTES sub-imager based on a folded architecture. This design enables dynamic allocation of imaging resources based on the information content of the scene, through adaptive steering mechanisms. We have experimentally validated the imaging performance and successfully generated digitally super-resolved high-resolution images using data from this folded imaging architecture. To our knowledge, this is the first time that the performance of a miniaturized folded architecture for use in multi-aperture imaging intended for field-of-view steering is being evaluated. Successful image capture and digital super-resolution using this architecture now paves the way for the next stage of system integration, namely incorporating steering mirrors into the PANOPTES architecture.
