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Abstract
In this work, we formalize the problem of causal inference over
graph-based relational time-series data where each node in the
graph has one or more time-series associated to it. We propose
causal inference models for this problem that leverage both
the graph topology and time-series to accurately estimate local
causal effects of nodes. Furthermore, the relational time-series
causal inference models are able to estimate local effects for
individual nodes by exploiting local node-centric temporal de-
pendencies and topological/structural dependencies. We show
that simpler causal models that do not consider the graph topol-
ogy are recovered as special cases of the proposed relational
time-series causal inference model. We describe the conditions
under which the resulting estimate can be used to estimate a
causal effect, and describe how the Durbin-Wu-Hausman test
of specification can be used to test for the consistency of the
proposed estimator from data. Empirically, we demonstrate the
effectiveness of the causal inference models on both synthetic
data with known ground-truth and a large-scale observational
relational time-series data set collected from Wikipedia.
Introduction
Causal inference aims to estimate the effect of interventions
and is fundamentally important for decision-making in many
application domains (Bakshy, Eckles, and Bernstein 2014;
Bosch 2012). Most work on estimating causal effects (causal
inference) assumes the data is independent and identically dis-
tributed (iid) (Pearl 2009). Under such assumptions, there has
been a lot of work on using A/B testing, i.e., randomized ex-
perimentation for detecting such causal inferences. However,
most real-world data has non-iid structures, e.g., web pages
have links, social media influencers have friends as well as
followers. Recently, there has been work that extends such
randomized experimentation techniques for the case of such
structured data where instances may be connected (Ugan-
der et al. 2013). However, there are many practical settings
where performing an experiment is impossible, impractical,
expensive, or time-consuming. For this reason, there has
also been recent work on estimating causal effects from ob-
servational iid data (Pearl 1998; Cochran and Rubin 1973;
Rosenbaum and Rubin 1984; Rubin 2006). One particularly
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appealing class of methods for observational causal infer-
ence occurs when the observed data comes in the form
of a time-series (Gottman, Glass, and Kratochwill 1978;
Abadie, Diamond, and Hainmueller 2010), where it is pos-
sible to infer the effect of an observed intervention on an
individual unit when sufficient conditions are met.
In order for accurate inference of effects in time series,
it is is often necessary for practitioners to have access to a
large number of pre-treatment time periods to ensure suit-
able accuracy of the employed models. In settings where the
observed system consists of a network of individuals this
shortcoming is often addressed by employing the so-called
templating assumption, where all nodes marginal and con-
ditional structure are identical (Arbour, Garant, and Jensen
2016), and pooling observations for all units together. How-
ever, in many settings observed effects can be heterogeneous
with respect to the network structure, i.e., the causal effect of
a treatment varies as a function of the position of the node in
the network. As a motivating example, consider the case of
Wikipedia page views after a major event such as an earth-
quake. The event is likely to have a dramatic effect on pages
that are directly related to earthquakes, e.g. ”earthquake” and
”richter scale”, but is unlikely to have an effect on distant
pages in the Wikipedia page graph, e.g., the cooking page is
unlikely to experience greater traffic. Unfortunately, neither
the individual estimation method nor the templated model
provide much utility in this setting. There is likely only a
small amount of relevant observations on either side of the
event time series making individual treatment under powered.
On the other hand, the number of nodes where unaffected
implies that using the templated model will result in a diluted
estimate of the causal effect.
In this work, we provide a flexible alternative that allows
for practitioners to strike a balance between individual level
and fully templated models. Specifically, we assume that ef-
fects smoothly vary as a function of distance in the network to
provide a mechanism that allows for weighted local pooling
of observations which increases power. In this way, the model
incorporates the fact that effects of a node are topologically
dependent, i.e., if measurements are taken at different regions
in the graph, then we would obtain different effect measure-
ments. Given an event of interest, e.g., the earthquake in our
running example, this model can be employed within a inter-
rupted time series design (Gottman, Glass, and Kratochwill
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1978) to infer causal effects.
The remainder of this paper is organized as follows. We
first review related work. Next, we formally introduce the
problem of relational time-series causal inference. We then
describe our approach for local estimation of node effects
under this setting, and show how simpler models are recov-
ered as special cases of the proposed causal inference model.
We examine the efficacy of our approach through a series of
experiments on synthetically generated data. Finally, we pro-
vide a demonstration on Wikipedia data assessing the effect
of an earthquake on page views.
Related Work
Work related to ours can broadly be placed into the following
categories: temporal relational learning, causal estimation in
networks, and network diffusion processes.
The closest work to our own is (Marazopoulou, Maier,
and Jensen 2015). However, the approach in (Marazopoulou,
Maier, and Jensen 2015) does not focus on estimating causal
effects for relational time-series, and only focused on esti-
mating the structure, rather than estimating the effects form a
given causal structure. Previous work that leverages graph-
based relational time-series data has focused primarily on
classification or regression, but do not provide a mechanism
for causal inference in such relational time-series data. In
particular, existing work focuses on leveraging temporal de-
pendencies to improve predictive performance (Sharan and
Neville 2008; Rossi and Neville 2012). However, this work
focuses on classification and does not lend itself to produc-
ing causal quantities. Similarly, there has also been work on
extending relational probability trees to the spatio-temporal
domain for relational data that can vary in both space and
time (McGovern et al. 2008), but do not provide a mecha-
nism for producing causal estimates. More recently, there has
been work on relational time-series regression (Rossi 2018),
however, this work does not focus on causal inference.
There is a small but growing literature that concerns it-
self with modeling causal effects in relational data. (Arbour,
Garant, and Jensen 2016) proposed relational covariate ad-
justment (RCA). RCA extends non-parametric adjustment to
relational data, and allows the estimation of a wide range of
functional dependencies. (Sherman and Shpitser 2018) gener-
alized non-parametric identification theory to latent variable
causal chain graph models. (Ogburn, Shpitser, and Lee 2018)
proposed a parameterization for relational social network
data, that corresponds to a particular family of graphical mod-
els known as chain graphs. They demonstrated the potential
of using chain graphs under certain conditions to analyze
data with contagion and interference when DAG models are
intractable. (Ugander et al. 2013) proposed methods for A/B
testing in the context of social networks where the treatment
of individuals in the network spills over to neighboring in-
dividuals. Their proposed methods use graph clustering to
partition the graph into clusters, and the estimate average
treatment effects after adjustment under social interference.
A key difference between this paper and prior work is that
here we explicitly take into account heterogeneity that is asso-
ciated with the topology itself. Prior work either corresponds
to modeling only individual attributes, or assuming the global
(templated) model.
The final line of related work is work studying information
diffusion processes, and contagion, e.g. (Leskovec, Adamic,
and Huberman 2007; Bakshy et al. 2011; Kempe, Kleinberg,
and Tardos 2003; Gomez-Rodriguez, Leskovec, and Krause
2012; Gleich and Rossi 2013). Our work differs from this line
in three important aspects. First and foremost, none of the
above work deals with relational (graph-based) time-series
data. Second, the notion of heterogeneity based on topology
can be seen as accounting for the effect of latent homophily
in the networks–a distinct phenomenon from contagion. The
second key distinction is in the estimand of interest. Finally,
work in diffusion and contagion seeks to quantify aggregate
measures of diffusion by considering individual effects, in
contrast this work seeks to model individual effects as distinct
estimands of interest.
Problem Formulation
Throughout this work we employ the language of potential
outcomes, where X(0) indicates the counterfactual quantity,
i.e., the value of X that would have been observed had treat-
ment been set to 0. We define the individual effect as the
effect of an intervention on an individual’s outcome, and
the peer effect as the effect of an intervention on an individ-
ual’s immediate neighbors on the individual’s outcome. We
summarize the notation introduced in this paper in Table 1.
Assume G = 〈V,E〉 is a graph with n = |V | nodes and
m = |E| edges. Let X be a n× tmax matrix consisting of n
time-series of length tmax.
X′ = AX (1)
Hence, X ′it =
∑
j∈Γi Xjt for any t = 1, . . . , tmax where
Γi = {j | (i, j) ∈ E} is the set of neighbors of node i.
Similarly, the relational time-series mean is:
X¯ = D−1(AX) (2)
where D = diag(Ae) = diag(|Γ1|, . . . , |Γn|) is the diago-
nal degree matrix e is the vector of all ones.
We will assume that our estimand is the individual average
treatment effect observed after making an intervention at time
t, i.e.
E
(
tmax∑
k=t+1
Xik(1)
)
− E
(
tmax∑
k=t+1
Xik(0)
)
We further assume that nodes whom obey some definition
of closeness (proximity) have time series which evolve in
a similar fashion, i.e. if two nodes are close in the network
their temporal auto-dependence functions are also similar.
In this setting, the problem at hand is to leverage nearby
nodes to improve the statistical efficiency of the estimate for
a particular node, i.e., we would like to learn a function as
follows,
Xˆik = gi(Xi,k−1) +
∑
j∈Γi
gj(Xi,k−1)
In this work, we formalize the problem of estimating causal
effects from relational time-series data (Rossi 2018) as fol-
lows:
Table 1: Summary of notation.
G a graph G = (V,E) where V is the set of nodes and E
is the edge set
n number of nodes in the graph, n = |V |
A adjacency matrix of the graph G
X node time-series matrix where each row is a node and
columns represent time-series observations
xt n-dimensional vector of time-series values for nodes at
time t
Xi,t time-series value of node i at time t
D diagonal degree matrix where Dii = |Γi|, ∀i ∈ V
w temporal lag (window size)
d(i, j) shortest path distance between nodes i and j in G
γ a decay factor that determines the weight given to nodes
(and their time-series) further away in the graph
β estimated regression coefficient
Γi set of neighbors of node i
tmax the last observation in the time-series
Definition 1 (Relational Time-Series Causal Inference).
LetG = 〈V,E〉 be a graph with n = |V | nodes andm = |E|
edges; and let X be a n × tmax matrix of node time-series
such that for each i ∈ V there is an associated time-series
Xi,1, . . . Xi,tmax of length tmax. We further assume that there
is a known intervention that occurs at time 0 < tint < tmax,
and that the causal effect of the intervention is a smoothly
varying process centered at some node i ∈ V . The problem
is to infer the individual and peer effects of node i.
Unless otherwise mentioned, we assume the following:
A 1. The maximum degree ∆(G) = max
{|Γ1|, . . . , |Γn|}
is bounded by some constant c <∞
A 2. For any three nodes, i, j, k ∈ V if i and j share k
as a neighbor then the support of the conditional distribu-
tions p(Xi|Xk) and p(Xj |Xk) overlap, i.e. there is a shared
support of the conditional distributions.
A 3. No feedback cycles within time-steps
A 4. There are no unobserved confounding variables.
Framework
In this section, we describe our proposed approach,
then we describe how current alternative (individual and
global/templated models) can be viewed as special cases of
the framework. Without loss of generality, we will assume
linear models throughout this section. Consider the following
estimation problem for a single node j:
min
β
n∑
i
∑
t∈2...tmax
(Xi,t − βXi,t−w)2γd(i,j) (3)
where w is the temporal lag (window size) and d(i, j) is de-
fined as the shortest path distance between nodes i and j in
the graph. In this problem γ provides the ability to control
the extent to which information from other nodes in the net-
work contribute to the estimation of β. At one extreme, as γ
approaches zero, the estimate will recover an i.i.d. estimate.
At the other, as γ approaches 1, the estimate will pool all
instances and a global model is recovered.
A similar definition can be made in the case of measuring
peer-effects. Here, we will assume that that the estimand
of interest is the global average treatment effect, i.e., the
counterfactual is that both the individual and their peers are
treated. We can now define an analogous quantity for the
global treatment effect where we have defined βI as the
coefficient for individual effects and βP as the coefficient for
peer values.
min
β
∑
i∈Γj
∑
t∈2...tmax
(Xi,t − βXi,t−w)2 (4)
where Γj = {i ∈ V |(i, j) ∈ E}.
min
βI ,βP
n∑
i
∑
t∈2...tmax
(
Xi,t−
(
βIXi,t−w+βP
[
D−1AX
]
i,t−w
))2
γd(i,j)
(5)
where
[
D−1AX
]
i,t−w is the average peer value at time t−w.
Both optimization problems in Eq. 4 and Eq. 5 are easily
implemented with off-the-shelf software packages by giving
each sample a weight defined by γd(·,·).
Existing work modeling causal effects in temporal non-
relational (iid) data are recovered as special cases of the
proposed approach. We now address each in turn.
Individual Model. This model estimates causal inference
using only the time-series of the specific node. This approach
reduces the problem to standard multivariate time-series mod-
eling (Akaike and Kitagawa 2012). The advantage of this
approach is that it allows the practitioner to use long-studied
methodology and is essentially assumption free with respect
to the form of relational dependence. Within the framework
described above, this model corresponds to setting γ = 0.
The corresponding effect models are given by
min
β
∑
t∈2...tmax
(Xj,t − βXj,t−w)2 (6)
Individual (IID) Peer Model: Similarly, if we set γ = 1,
then the local peer model (Eq. 5) reduces to the individual
(iid) peer model:
min
βI ,βP
∑
t∈2...tmax
(
Xj,t−
(
βIXj,t−w+βP
[
D−1AX
]
j,t−w
))2
(7)
The cost of this approach, however, is that the effective sam-
ple size of the data is limited by the number of observations.
This trade-off is often untenable for practitioners who work
with moderately sized time series and/or are seeking to mea-
sure phenomenon which are characterized with small effect
sizes.
Global Model On the other side of the spectrum is assuming
a global, i.e., templated model. In this approach all nodes
are assumed to have the same marginal and conditional dis-
tributions, all observations are pooled and treated as if they
were generated from a single node and it’s neighbors (in the
case of peer effect measurements), which corresponds to set-
ting γ = 1 in our proposed framework. The corresponding
individual and peer effect models are given by
min
β
n∑
i
∑
t∈2...tmax
(Xi,t − βXi,t−w)2 (8)
Global Peer Model: Similarly, if we set γ = 0, then the
local peer model (Eq. 5) reduces to the global peer model:
min
βI ,βP
n∑
i
∑
t∈2...tmax
(
Xi,t−
(
βIXi,t−w+βP
[
D−1AX
]
i,t−w
))2
(9)
The benefit of this approach is that the number of obser-
vations available for a single model can be used to infer
parameters. Unfortunately, the templating approach comes
at a significant cost in terms of the necessary assumptions,
which are opaque and difficult to reason over for practition-
ers. It is straightforward to see that the global and individual
(iid) models are special cases of the proposed local causal
inference models.
Test of Specification
The consistency of the proposed local modeling assumption
hinges on the level of correlation between the target node
series and the series of the rest of the network and the value
of γ. If γ is set to be too high with respect to the level of
correlation between the series the resulting estimate can be
very biased.
Since the individual model is consistent, the Durbin-Wu-
Hausman test (Durbin 1954) can be used to test correct spec-
ification of the proposed model as follows:
H(βlocal) = (10)
(βlocal− βind)T (Var(βind)−Var(βlocal))−1(βlocal− βind)
A test of significance can be performed by using the Chi-
Square distribution with the degrees of freedom given by
the rank of (Var(βind) − Var(βlocal)). By having a test of
specification practitioners can make a principled decision on
choosing between the local and individual level data without
relying on opaque assumptions.
Inferring Causal Effects
Thus far we have focused on modeling the relational time
series, but have yet to address how a causal quantity can
be obtained. Given the proposed setting of a relational time
series and an observed intervention, a interrupted time series
design (Hahn, Todd, and Van der Klaauw 2001), can be em-
ployed to estimate the effect under the following assumption:
A 5. For all nodes with γ > 0, the effect of treatment is
constant across units.
We note that while assumption 5 is strong, the condition
can be checked by applying the Hausmann test as described
previously. The interrupted time series design in the individ-
ual model corresponds to,
Xi,t ∼ βIXi,t−w + βCcXi,t−w + βC′c+ 
where c is an indicator function of treatment and βC , βC
′
is
the post treatment offset and slope, respectively. Modeling
of both peer and individual effects simultaneously can be
achieved by considering an interaction between treatment
status and the first order time series differences.
Experiments
In this section, we first validate the causal models using
synthetic data with known ground-truth and then investigate
using the causal inference models for estimating local node
effects from a real large-scale relational time-series data set.
Synthetic Graph Experiments
We first evaluate the efficacy of the proposed approach on
synthetic data. Throughout we consider networks generated
using the following graph models:
1. Erdos-Renyi (Random) with probability of edge existence
varied between [0.1, 0.3].
2. Watts-Strogatz (Small-World) with neighborhood size of
5 and rewiring probability set within to [0.15, 0.3]
3. Barabasi-Albert (Scale Free) with power of preferential
attachment varied from 1 to 5.
We consider two ground-truth scenarios. In the first, we seek
to measure the individual effect, with each observation at
time i generated as
xi ∼ βxi−1 + 
where
 ∼ N (0, 1)
Each node’s β is given as a draw from a multivariate normal
with mean 1, and covariance given by transition probability
from nodes i to j after 2 steps. Finally, we consider the case
of heterogeneous effects with the addition of peer effects. In
the second scenario we consider the case of peer effects, with
each observation at time i generated as
xi ∼ βIxi−1 + βPD−1Axi−1 + 
where
 ∼ N (0, 1)
For all methods we ran 5000 trials and report the root mean
squared error of the estimated causal effect from ground
truth, i.e. ‖β − βˆ‖2, where βˆ is the inferred coefficient. We
compare against a model that models each node’s series in-
dependently (ind) and a templated model (relational). For
the local model we consider γ = 0.05, which we have found
works well across a variety of settings, using cross-validated
estimates.
The results can be seen in Figures 1 and 2. We see that
across graph topologies, the local estimate provides the low-
est error when a small number of observations (<50) is avail-
able. When the time series length increases, the individual
model begins to perform better, which is expected given the
simplicity of the model and the known consistency of the
individual model for large samples. In the case of peer effects
we see that all estimates eventually converge, but the individ-
ual level model has much poorer performance in moderate
Figure 1: Mean squared error ((β − βˆ)2) under different network models for inferring an individual effect given heterogeneously
affected neighbors. The local model provides the lowest error estimates in small sample sizes, and significantly less biased
estimates as the sample size is increased. See text for more discussion.
Figure 2: Mean squared error ((β − βˆ)2) under different network models for inferring a peer effect given heterogeneously
affected neighbors. While all models converge to the same level of error with larger number of time steps, the local model
provides an estimate with lower error than the individual only model at smaller lengths. This, in concert with the results in figure
1, indicate that the local model provides a robust and flexible approach for inference. See text for a full discussion.
sample sizes. This demonstrates the advantages of local pool-
ing: the increased power associated with incorporating local
observations decreases the bias substantially in small sample
sizes, and by considering only nearby observations we avoid
the substantial bias that can result from global pooling.
Observational Network Data Experiments
We also investigate the causal inference models using real-
world network data extracted from Wikipedia consisting of
4,143,840 Wikipedia pages (nodes) with 72,718,664 hyper-
links (edges) between those pages. In addition to the large
Wikipedia hyperlink graph described above, we also obtained
a time-series for each page (node) representing the hourly
page views, i.e., the number of times a page was viewed in a
given hour. In other words, each node in the graph has an as-
sociated (relational) time-series of hourly page views. There
are a total of 48 hours of page view time-series data starting
from March 6, 2009 and moving forward in time. In that time
period, the average page views is 1.42 whereas the maximum
page views is 353,799 for any page at any time. The time-
series of page views for each node can be interpreted as a
measure of external interest in Wikipedia pages.
In these experiments, we explore using the approach to
infer causality between nodes that would otherwise be im-
possible to do without considering the graph structure and
the time-series associated with each node. One such exam-
ple is shown in Figure 3, where the effect of interest is over
small timescale. However, with the graph structure we can
hope to detect and quantify such changes in near real-time.
In particular, the page views of the Earthquake page spike at
time t whereas the page views of Richter Mag. appear normal
at time t. In the next hour, we find that the page views of
Richter Magnitude spike, as shown in Figure 3. This implies
that immediately after the March 6, 2009 earthquake that oc-
curred in Victoria, Australia users first visited the Earthquake
Earthquake
Richter 
Mag.
Earthquake
Preparedness
35 31 56 1447
132 172 764 3406
time
t+1
t
Figure 3: Example with known causal effect between the
Earthquake and Richter Magnitude pages.
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Figure 4: Comparing four different local causal inference models for a variety of Wikipedia pages, namely, the “Main Page”,
Earthquake, Seismology, Mutual Exclusion and Watchmen (film) page. The “Main Page”, Mutual Exclusion, and Watchmen
(film) pages are unrelated to the Earthquake event that occurred off the coast of Australia. Note all time-series x are scaled
between 0 and 1 via x−min(x)/(max(x)−min(x)). In this experiment, we use 1 hour of data to estimate β and the next hour to
estimate β′, and repeat this for all 48 hours by sliding the model to obtain a time-series of β’s (and β′). See text for discussion.
page, and then over time, users clicked on other important
and highly related pages associated with this natural disaster,
such as Richter Magnitude. This particular case indicates the
users were also interested in knowing how big the Earthquake
was, a natural question after such an event.
In Figure 4, we compare four different local causal in-
ference models for a variety of Wikipedia pages including
the Earthquake, Seismology, Mutual Exclusion (computer
science), Watchmen (film), and the “Main Page”. The last
three pages are unrelated to the Earthquake that occurred
near Victoria, Australia on March 6, 2009. Unless otherwise
mentioned, we set w = 1, γ = 0.1, and a single time-step
is used. As expected, the individual causal inference model
that leverages time-series from all nodes in G, appears very
similar to the Main Page for both Earthquake and Seismology
as shown in Figure 4. Interestingly, in both cases where we
estimate the causal effect using neighbors only (as opposed to
the time-series from all nodes in G), we observe a significant
difference between the time-series of |β − β′| as shown in
the two rightmost plots in Figure 4.
In the next set of experiments, we use the causal inference
models to estimate the causal effects for 1000 nodes selected
uniformly at random as shown in Figure 5 (top). For compari-
son, we also select the top 1000 nodes given by the difference
rank (Eq. 11) and use the models to estimate the causal effect
for each of these individual nodes. The difference rank of a
node is the difference between its maximum and minimum
value in a time-series or a restricted time window W of that
time-series:
d = max
t
(xt)−min
t
(xt), dW = max
t∈W
(xt)−min
t∈W
(xt)
(11)
where xt ∈ Rn is the n-dimensional vector of page views
at time t, i.e., xt is the t-th column of X. The top 1000
nodes from the difference rank are the nodes with time-series
that fluctuate the most. Hence, these nodes often correspond
to pages related to recent events. This is in contrast to the
majority of other Wikipedia pages with a time series that
is relatively stationary with minor fluctuations. In Figure 5,
nodes are ordered by |β − β′|, and for each node we esti-
mate a β and β′. As expected, |β − β′| is typically smaller
for nodes selected uniformly at random compared to nodes
selected from the difference rank as shown in Figure 5. This
is especially evident for the local and local peer (neighbors
only) models where |β − β′| is very small (≈10−5) for the
last 400 nodes in Figure 5 (top; selected uniformly at random).
In contrast, only the last 100 nodes in Figure 5 (bottom) from
the difference rank have |β − β′| of similar magnitude.
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Figure 5: Causal effect estimated for 1000 nodes selected
uniformly at random vs. 1000 nodes with largest difference
rank (Eq. 11). See text for discussion.
Effect of γ
We study the effect of varying γ for the local and local peer
effect causal models. To understand the effect of γ, we set
γ ∈ {10−3, 10−2, 10−1, 100}. Results are shown in Figure 6.
In particular, we study two pages with known causal effects
(i.e., Earthquake and Richter magnitude scale) and the “Main
Page” that has relatively stationary page views. Notice that
as γ → 1, the β’s converge to the same quantity regardless of
the pages and neighbors/connectivity. Hence, as γ → 1, the
different causal models all weight the immediate neighbors
the same as more distant neighbors or even nodes in different
disconnected components in the graph. Conversely as γ → 0,
the relative difference in weight between nodes that are 1-
hop away compared to nodes k-hops away becomes larger
as shown in Figure 6. As an aside, when γ > 1, then nodes
further away in the graph from a node i (larger d(i, j)) are
given more weight than neighbors close to i (e.g., immediate
neighbors of i are given less weight than neighbors 2-hops
away and so on).
Conclusion
Given the ubiquity of networks in modern society, developing
methods for efficient inference in relational data is critical
to understanding and decision making. The vast majority of
work produced thus far ignore heterogeneity that can arise
as a function of network structure. In this work, we studied
the problem of consistent pooling observations to estimate
local effects for individual nodes from relational time-series
data consisting of a graph (network) where every node is as-
sociated with one or more time-series. For this problem, we
described a general approach that exploits local node-centric
temporal dependencies and topological/structural dependen-
cies to accurately estimate effects for a given node. We show
0.001 0.01 0.1  1    
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
local
Earthquake
Richter magnitude scale
Main Page
0.001 0.01 0.1  1    
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
local peer
Earthquake
Richter magnitude scale
Main Page
Figure 6: Causal effects as γ varies.
that simpler models that do not consider the graph topology
are recovered as special cases of the proposed model. We
provided a test of specification that allows practitioners to
verify the consistency of the local model. This provides prac-
titioners the ability to verify whether the increase in power
comes at the cost of a biased model. The experiments demon-
strated the effectiveness of the relational time-series causal
inference models on both synthetic data with known ground-
truth and a large-scale observational relational time-series
data set collected from Wikipedia.
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