Abstract. Stack layouts and queue layouts of undirected graphs have been used to model problems in fault tolerant computing and in parallel process scheduling. However, problems in parallel process scheduling are more accurately modeled by stack and queue layouts of directed acyclic graphs (dags). A stack layout of a dag is similar to a stack layout of an undirected graph, with the additional requirement that the nodes of the dag be in some topological order. A queue layout is defined in an analogous manner. The stacknumber (queuenumber) of a dag is the smallest number of stacks (queues) required for its stack layout (queue layout). This paper presents algorithmic resultsin particular, linear time algorithms for recognizing 1-stack dags and 1-queue dags, and proofs of NP-completeness for the problem of recognizing a 4-queue dag and the problem of recognizing a 6-stack dag. The companion paper (Part I [SIAM J. Comput., 28 (1999), pp. 1510-1539) presents combinatorial results.
the work of Di Battista and Nardelli [5] and Chandramouli and Diwan [3, 4] . These authors assume certain restrictions on the given dag. In particular, Di Battista and Nardelli present an algorithm to determine if a dag with a single source (node with in-degree 0) has a leveled-planar embedding. Chandramouli and Diwan present an algorithm to determine if a triconnected dag has a leveled-planar embedding.
Third, we prove that the problem of recognizing a 4-queue dag is NP-complete. In fact, our result is stronger: we show that recognizing a 4-queue poset (a 4-queue dag with certain restrictions) is NP-complete. Fourth and finally, we prove that recognizing a 6-stack dag is also NP-complete.
The organization of the rest of the paper is as follows. In section 1, we present a linear time algorithm for recognizing 1-stack dags. In section 2, we present a linear time algorithm for recognizing 1-queue dags. In section 3, we show that the problem of recognizing 4-queue dags is NP-complete, and finally, in section 4, we show that the problem of recognizing 6-stack dags is NP-complete.
1. Recognizing 1-stack dags. In this section, we present an O(|V |) time algorithm for determining whether a dag G = (V, E) is a 1-stack dag. If G is a 1-stack dag, then the algorithm constructs a 1-stack layout of G. A dag is a 1-stack dag if and only if each of its connected components is a 1-stack dag. Hence we assume, without loss of generality, that G is connected. Also, for G to be a 1-stack dag its covering graph G = (V, E) has to be a 1-stack graph. By Bernhart and Kainen's characterization [1] , this means that G has to be outerplanar, which in turn means that |E| ≤ 2|V | − 3. Since | E| = |E|, without loss of generality, we assume that | E| ≤ 2|V | − 3.
Bernhart and Kainen show that the stacknumber of an undirected graph is the maximum of the stacknumbers of its biconnected components. The analogous result does not hold for dags, as shown in Figure 1 .1. The dag shown in this figure contains three biconnected components: one induced by the nodes {1, 2, 3, 4}, one induced by the nodes {2, 5}, and one induced by the nodes {5, 6, 7, 8}. For emphasis, each of the biconnected components is enclosed in an oval in Figure 1 .1. Each of the biconnected components is a 1-stack dag, but we may verify that the dag itself cannot be laid out in one stack. Therefore, to verify that a dag is a 1-stack dag, it is not sufficient to check that each biconnected component is a 1-stack dag.
We organize our algorithm to recognize 1-stack dags in two steps. In the first step (section 1.1), we verify that each biconnected component of G is a 1-stack dag. If the algorithm finds a biconnected component that is not a 1-stack dag, then it terminates immediately with failure. In the second step (section 1.2), we combine the 1-stack layouts of the biconnected components of G into a 1-stack layout of G.
1.1. Biconnected dags. This step decomposes G into biconnected components and verifies that each biconnected component of G is a 1-stack dag. The verification depends on the following lemma. Lemma 1.1. A biconnected dag B = (V, E) is a 1-stack dag if and only if B is an outerplanar dag and contains a directed Hamiltonian path obtained by traversing the outer face of an outerplanar embedding of B.
Proof. Suppose that B is an outerplanar dag containing a directed Hamiltonian path obtained by traversing the outer face of some outerplanar embedding of B. This directed Hamiltonian path gives a unique topological order, say σ, of B. It follows immediately from Bernhart and Kainen's characterization of 1-stack undirected graphs that σ yields a 1-stack layout of B. Since σ is a topological order of B, σ also yields a 1-stack layout of B.
To establish the converse, suppose that B is a biconnected 1-stack dag. Since its covering graph B is a 1-stack graph, B is outerplanar. Since B is biconnected and outerplanar, it contains a unique Hamiltonian cycle; call it C. Let C be the dag that is a subgraph of B and that has C as its covering graph. Clearly C is a 1-stack dag. By Lemma 2.2 of [9] , C contains a unique directed Hamiltonian path; say it is given by v 1 , v 2 , . . . , v n . As a dag can have at most one Hamiltonian path, this is also the unique Hamiltonian path in B. Then σ = v 1 , v 2 , . . . , v n is the unique topological order of B that yields a 1-stack layout of B. This 1-stack layout of B can be viewed, in a natural way, as an outerplanar embedding whose outer face can be traversed in the order given by σ. The lemma follows.
Depth-first search on G can be used to decompose G into biconnected components. This requires O(|V |) time, since depth-first search of G requires O(|V | + |E|) time and |E| ≤ 2|V | − 3. For each biconnected component B of G, it is easy to combine a topological sort with a verification that B contains a directed Hamiltonian cycle and that the topological order yields a 1-stack layout of B. The time complexity of the first step is O(|V |).
General dags.
This step combines the 1-stack layouts of the biconnected components of G into a 1-stack layout of G. By Lemma 1.1, each of the 1-stack biconnected components of G has a unique source (node with in-degree 0), a unique sink (node with out-degree 0), and a unique 1-stack layout. For this step, we need the notion of a block-cutpoint tree, defined by Harary and Prins [6] . The block-cutpoint tree T ( G) of a dag G is the undirected graph with vertex set B | B is a biconnected component of G ∪ u | u is a cutpoint in G and edge set { B, u} | u is a cutpoint in B . [6] show that T ( G) is a tree if and only if G is connected. The following lemma gives a partial characterization of 1-stack dags. Lemma 1.2. Suppose the dag G contains a conflicting pair of cutpoints. Then G is not a 1-stack dag.
Proof. Let u and v be a conflicting pair of cutpoints in G. Let B i and B j be as in the definition of a conflicting pair. If either B i or B j is not a 1-stack dag, then G is not a 1-stack dag, and we are done. So assume that each of these biconnected component is a 1-stack dag. By Lemma 1.1, each biconnected component has a unique 1-stack layout, where the topological order is given by the unique Hamiltonian path in the biconnected component. Let u 1 , u 2 , . . . , u t be that order on the nodes in B i that yields a unique 1-stack layout of B i . By Lemma 1.1, (u 1 , u t ) is an arc of B i . Since u is an intermediate node in
, there is an undirected path P in G between cutpoints u and v such that no internal node in P belongs to either B i or B j . Let σ be any topological ordering of G. Clearly, u 1 , u 2 , . . . , u t is a subsequence of σ. Based on where v occurs in σ relative to this subsequence, there are five cases:
. Note that we may assume that v ′ < σ u k−1 ; if not, just switch the roles of B i and B j . We consider two possibilities for the order of v ′ with respect to the nodes of B i . In the first case, suppose that the order σ satisfies
In this case, the arc (u 1 , u t ) crosses the arc (v ′ , v), and σ does not yield a 1-stack layout of G. In the second case, suppose that the order σ satisfies
for some m with 1 ≤ m < k − 1. In this case, the arc (u m , u m+1 ) crosses the arc (v ′ , v), and σ does not yield a 1-stack layout of G. Hence, in both cases, σ does not yield a 1-stack layout of G. 2. v < σ u 1 or u t < σ v. In either case, an edge in P crosses (u 1 , u t ) and therefore σ does not yield a 1-stack layout of G. 3. u m < σ v < σ u m+1 , where 1 ≤ m < k − 1 or k + 1 ≤ m < t. In either case, an edge in P crosses (u m , u m+1 ) and therefore σ does not yield a 1-stack layout G. 4. u k−1 < σ v < σ u k . Then, for any node w in B j , it is the case that u k−1 < σ w < σ u k , because otherwise an arc in B j would cross arc (u k−1 , u k ). But the fact that u k−1 < σ w < σ u k for all nodes w in B j implies that an edge in P crosses arc (v ′ , v ′′ ), where v ′ and v ′′ are the source and sink, respectively, of B j (here we use the fact that v is an intermediate node in B j ). Therefore, σ does not yield a 1-stack layout of G. 5. u k < σ v < σ u k+1 . An argument similar to the one employed in case 3 shows that σ does not yield a 1-stack layout of G. In all cases, σ does not yield a 1-stack layout of G. But σ is an arbitrary topological ordering. Hence G is not a 1-stack dag, as desired.
To combine the biconnected components of G into a 1-stack layout of G, we first order the biconnected components of G via a breadth-first search of T ( G). Let an arbitrary biconnected component B 1 be the root of the breadth-first search, and let B 1 , B 2 , . . . , B m be the order obtained for the biconnected components. Also, let T be the rooted version of T ( G) so obtained.
For each i, where 1 ≤ i ≤ m, let G i denote the subgraph of G induced by the biconnected components B 1 , B 2 , . . . , B i . In particular, G 1 = B 1 and G m = G. Let u be a cutpoint of G, and let B k be the parent of u in T . Then u is restricted in G i if u belongs to G i and some cutpoint v ∈ D( B k , u) is an intermediate node in some biconnected component B j , where j > i and B j is a child of v. Note that it is possible that v = u in which case B j is a child of u. Consider Figure 1 .3. Assume that v is an intermediate node in B 7 . Then the cutpoint u is restricted in both G 2 and G 3 .
The following lemma places an upper bound on the number of cutpoints in B i that can be restricted in G i . Lemma 1.3. Suppose that G does not contain a conflicting pair of cutpoints. Then the number of cutpoints in B i that are restricted in G i is at most 1. Further suppose that G contains a restricted cutpoint u whose parent in T is B k . Then u is either the source or the sink of B k .
Proof. Suppose that u is a restricted cutpoint in G i , and B k is its parent in T . By definition, k ≤ i and there exists some cutpoint v ∈ D( B k , u) that is an intermediate node in some biconnected component B j , where j > i and B j is a child of v. First suppose that u is an intermediate node of B k . Then B i ∈ D( B j , v) and B j ∈ D( B i , u), implying that u and v constitute a conflicting pair of cutpoints in G, contrary to assumption. Hence only two nodes in B k , the source and the sink of B k , may be restricted in G i . Now suppose that u and u ′ are distinct restricted cutpoints in G. Suppose that B k is the parent of u in T and B k ′ the parent of u ′ . Note that it is possible that k = k ′ , in which case one of u and u ′ is the source and the other the sink of B k . By definition, k ≤ i and there exists some cutpoint v ∈ D( B k , u) that is an intermediate
Fig. 1.3. Node u is restricted in both G 2 and G 3 .
node in some block B j ∈ D( B k , u), where j > i and B j is a child of v. Similarly, k ′ ≤ i and there exists some cutpoint
Hence, v and v ′ constitute a conflicting pair of cutpoints in G, contrary to assumption.
We conclude that at most one cutpoint in G is restricted in G i . The lemma follows.
The main result is now given by the following theorem. Theorem 1.4. Let G = (V, E) be a dag that does not contain a pair of conflicting cutpoints and that does not contain a biconnected component with stacknumber exceeding 1. Then G is a 1-stack dag. Further, a 1-stack layout of G can be constructed in O(|V | + |E|) time.
Proof. The proof consists of an algorithm that actually constructs a 1-stack layout of G. The algorithm first preprocesses the biconnected components of G in the order B m , B m−1 , . . . , B 1 so as to compute information about any restricted node in each G i . Clearly, B m does not contain any nodes that are restricted in G m . For each i, 1 ≤ i < m, we can compute the set of nodes in B i that are restricted in G i as follows. Let u be a node in B i that is a cutpoint of G. Then, u is restricted in G i if and only if u is shared by a biconnected component B j , j > i, and either u is an intermediate node in B j or B j contains nodes that are restricted in G j . Based on the above observation, for each u in B i that is a cutpoint in G, in the worst case, it takes time proportional to the number of children u has in T to determine whether u is restricted in G i . Thus, the entire preprocessing step takes time proportional to the number of edges in T . Since the number of nodes in T is at most 3|V | − 3, the time complexity of the entire preprocessing step is O(|V |).
After the preprocessing step, if we find that some B i has two or more cutpoints that are restricted in G i , then (by Lemma 1.3) G contains a conflicting pair of cutpoints and (by Lemma 1.2) G does not have a 1-stack layout. So we may assume, without loss of generality, that after the preprocessing step each biconnected component B i has at most one cutpoint that is restricted in G i .
A node u is said to be exposed in a topological order σ of G if there is no arc (v, w) ∈ E such that v < σ u < σ w. The algorithm now proceeds to process the biconnected components of G in forward order so as to maintain the following induction hypothesis.
Induction hypothesis. For each i ≥ 1, we have that (a) G i has a 1-stack layout; (b) if u is restricted in G i , then G i has a 1-stack layout in which u is exposed.
Note that Lemma 1.3 implies that there is at most one cutpoint that is restricted in any G i . We now prove the base case and the inductive step.
Base case. B 1 has a unique 1-stack layout in which the source and the sink are exposed and the rest of the nodes are not. Thus item (a) of the induction hypothesis is satisfied. Lemma 1.3 implies that if a cutpoint in B 1 is restricted in G 1 , then it is either the source or the sink of B 1 , both of which are exposed. Thus item (b) of the induction hypothesis is satisfied.
Inductive step. We now add the 1-stack layout of B i+1 , as computed in section 1.1, to the 1-stack layout of G i already constructed, and show that a 1-stack layout of G i+1 results that satisfies the induction hypothesis. Let σ = u 1 , u 2 , . . . , u t be the unique order on the nodes in B i+1 that yields the 1-stack layout. Let u m , 1 ≤ m ≤ t, be the cutpoint of G through which B i+1 is connected to G i . There are two cases depending on whether or not B i+1 contains a cutpoint that is restricted in G i+1 :
1. B i+1 contains a cutpoint v that is restricted in G i+1 . This implies that the cutpoint u m is restricted in G i because either v = u m or u m has a child B i+1 in T and B i+1 has a child in T , namely v, that is restricted in G i+1 . Therefore, by the induction hypothesis item (b), u m is exposed in the 1-stack layout of G i constructed so far. Place the nodes u 1 , u 2 , . . . , u m−1 in that order to the left of the nodes in G i and place the nodes u m+1 , u m+2 , . . . , u t in that order to the right of the nodes in G i . Since u m is exposed in the layout of G i , we obtain a 1-stack layout of G i+1 , thus satisfying item (a) in the induction hypothesis. By Lemma 1.3, v is either a source (v = u 1 ) or v is a sink (v = u t ) in B i+1 . Since both the source and the sink are exposed in the 1-stack layout of G i+1 constructed, item (b) of the induction hypothesis is satisfied. 2. B i+1 does not contain a cutpoint that is restricted in G i+1 . To obtain a 1-stack layout of G i+1 , we place the nodes u 1 , . . . , u m−1 in that order immediately to the left of u m and the nodes u m+1 , . . . , u t in that order immediately to the right of u t . To show that this placement of the nodes in B i+1 yields a 1-stack layout of G i+1 , we need to consider two possibilities with respect to cutpoint u m . Either u m is restricted in G i or u m is not restricted in G i .
If u m is restricted in G i , then by induction hypothesis item (b), it is exposed in the 1-stack layout of G i constructed so far. Hence, placing the nodes in B i+1 as described above yields a 1-stack layout of G i+1 , thus satisfying induction hypothesis item (a). If u m is restricted in G i+1 also, then by Lemma 1.3, u m is either a source (m = 1) or a sink (m = t) of B i+1 and remains exposed in the layout of G i+1 .
If u m is not restricted in G i , then u m cannot be an intermediate node in B i+1 . Hence u m is either the source (m = 1) or the sink (m = t) of B i+1 . Again, placing the nodes in B i+1 as described above yields a 1-stack layout of G i+1 . Item (b) of the induction hypothesis is satisfied because the cutpoints that are restricted in G i+1 are the same as the cutpoints that are restricted in G i and all nodes that are exposed in the 1-stack layout of G i remain exposed in the 1-stack layout of G i+1 . In contrast to the ease of recognizing 1-stack dags, witness the NP-completeness of recognizing 6-stack dags shown in Theorem 4.1.
2. Recognizing 1-queue dags. In this section, we present an O(|V |) time algorithm to determine whether a dag G = (V, E) is a 1-queue dag and, if so, to construct a 1-queue layout of G. Heath and Rosenberg [11] characterize 1-queue undirected graphs as arched leveled-planar graphs and show that the problem of recognizing arched leveled-planar graphs is NP-complete. Analogously, Heath, Pemmaraju, and Trenk [9] characterize 1-queue dags as arched leveled-planar dags. In this section, we present a linear time algorithm for recognizing arched leveled-planar dags. Thus, recognizing 1-queue dags turns out to be significantly simpler than recognizing 1-queue undirected graphs. The development of our algorithm requires two steps, which are outlined here and subsequently elaborated upon:
1. Recognize leveled-planar dags. The first step is an algorithm that takes a leveled dag as input and determines whether or not the dag has a leveledplanar embedding. This is the more complicated of the two steps. Note the contrast with Heath and Rosenberg's result [11] in which they show that the problem of recognizing leveled-planar undirected graphs is NP-complete. 2. Recognize 1-queue dags. The second step is an extension of the first step and is the algorithm we seek. Given a dag as input, it first finds a maximal leveled subgraph of a particular kind by removing certain nonleveled arcs. It then applies the algorithm from the first step to determine whether the subgraph is a leveled-planar dag, while modifying the algorithm to take into account the nonleveled arcs. The first step of our algorithm, the one that recognizes leveled-planar dags, was sketched in [7] and extends the work of Di Battista and Nardelli [5] and Chandramouli and Diwan [3, 4] . These authors assume certain restrictions on the given dag. In particular, Di Battista and Nardelli [5] present a linear time algorithm to determine if a given hierarchy has a leveled-planar embedding. A hierarchy is a leveled dag with a single source. Hierarchies are widely used in many fields of social and mathematical sciences, and a common procedure for improving the readability of a drawing of a hierarchy is to minimize the number of edge crossings. Chandramouli and Diwan [3] present a linear time algorithm to determine if a given triconnected dag has a leveled-planar embedding. They point out that their algorithm can be used to solve a problem related to grid intersection graphs. These authors leave open the problem of determining whether or not an arbitrary dag is leveled-planar.
We proceed as follows. Section 2.1 discusses the problem of recognizing leveledplanar dags. Section 2.2 defines the data structures (PQ-trees and collections) that we need to represent sets of permutations of nodes in a particular level. We outline the algorithm to recognize a leveled-planar dag in section 2.3. Section 2.4 defines the operations we use to restrict or combine sets of permutations. Section 2.5 presents the details of our linear time algorithm for recognizing leveled-planar dags and proves its correctness and time complexity. Section 2.6 extends that algorithm to a linear time algorithm for recognizing 1-queue dags. The reader should review the definitions and notation from section 1 of [9] , especially topological order, leveling, directed leveledplanar embedding, and directed arched leveled-planar embedding. Figure 2 .1 shows a directed leveled-planar embedding of a dag.
2.1. The problem of recognizing leveled-planar dags. We concentrate first on the problem of recognizing whether a dag G = (V, E) is a leveled-planar dag. It is easy to check in linear time, using a graph traversal technique such as depthfirst search, whether a dag G = (V, E) is leveled. If it is, then fix a leveling lev :
Without loss of generality, we may assume that V i = ∅ for every i with 1 ≤ i ≤ m. We write G = (V 1 , V 2 , . . . , V m ; E) and henceforth assume that G is a connected, leveled dag.
The problem remaining is to determine whether G has a directed leveled-planar embedding.
Suppose G has a directed leveled-planar embedding E. As G is connected, without loss of generality, we may assume that the leveling induced by E is lev. For each j, where 1 ≤ j ≤ m, E determines a total order ≤ j on V j given by the bottom-to-top order of the nodes on ℓ j . Conversely, if a total order ≤ j on V j is given for each j, then it is easy to check whether these total orders yield a directed leveled-planar embedding of G. It suffices to check that there are no two arcs (u, v) and (x, y) such that lev(u) = lev(x) = j, u < j x, and y < j+1 v. In Figure 2 .1, the total orders are given by u 1 < 1 u 7 , u 2 < 2 u 4 < 2 u 6 < 2 u 8 , and u 3 < 3 u 5 < 3 u 9 .
The problem of recognizing whether a connected leveled dag G is a leveled-planar dag is then equivalent to determining whether there are total orders on all m levels that together yield a leveled-planar embedding of G. Each total order is a permutation of the nodes in that level. As our algorithm needs to represent many such permutations for each level, we introduce suitable data structures in the next section.
PQ-trees and collections.
A classical data structure used to represent sets of permutations is the PQ-tree of Booth and Lueker [2] . A PQ-tree T for a set S is a rooted tree that contains three types of nodes: leaves, P-nodes (each drawn as a circle), and Q-nodes (each drawn as a box). The leaves in T are in one-toone correspondence with the elements of S. The set S is called the yield of T , denoted YIELD(T ). It is clear that we can iterate over the set YIELD(T ) in time Θ(YIELD(T )) by simply traversing the tree in, say, preorder. The PQ-tree T represents permutations of YIELD(T ) according to the following rules:
• The children of a P-node may be permuted arbitrarily.
• The children of a Q-node must occur in the given order or in the reverse order. As a special case, the empty PQ-tree ǫ represents the empty set of permutations. For example, the PQ-tree shown in Figure 2 of S = {1, 2, 3, 4}. The set of permutations represented by a PQ-tree T is denoted by PERM(T ). The yield YIELD(r) of a node r in T is the yield of the subtree rooted
at r. Without loss of generality, we may assume that every P-node has three or more children and that every Q-node has two or more children.
A collection C is a finite set of PQ-trees with pairwise disjoint yields. The yield of C, denoted YIELD(C), is the union of the yields of its constituent trees. PERM(C), the set of permutations represented by C, consists of those permutations π of YIELD(C) such that, for each T ∈ C, π restricted to YIELD(T ) is in PERM(T ). An example of a collection containing two PQ-trees is shown in Figure 2 We wish to represent all possible leveled-planar embeddings of a connected, leveled dag by permutations of nodes in its "rightmost" level. To this end, we make the following definition: Suppose that F is a leveled, connected dag. Fix a leveling of F . Suppose that level k is the largest nonempty level. We say that a PQ-tree T mirrors F if PERM(T ) is the set of all permutations of the level-k nodes in F that witness some leveled-planar embedding of F . If we take F to be the dag in Figure 2 .1, then a PQ-tree consisting of a Q-node as root with children 3, 5, 9 (in that order) mirrors F .
For some F , the PQ-tree T [ F ] that mirrors F is easily described. For example, suppose that F is a tree dag with a single source s and all arcs directed away from s. Such a dag is clearly a leveled-planar dag, with a unique leveling such that lev(s) = 1. Then the PQ-tree T [ F ] is essentially isomorphic to F . To obtain T [ F ] from F simply replace each internal (nonleaf) node in F by a P-node. The root of T [ F ] is the node that replaced s. T [ F ] might contain P-nodes that have fewer than three children. To get rid of such nodes, iteratively replace every P-node, whose only child is a leaf, by that leaf. Then replace every P-node with two children by a Q-node.
This definition of mirroring does not extend to a leveled dag that is not connected. As an illustration, suppose F ′ is the leveled dag induced by the left two levels in Figure 2 .1. In a leveled-planar embedding of F ′ , the nodes 2, 6, and 8 must appear in that order or in the reverse order, but the node 4 may appear anywhere with respect to these nodes. It is clear that a single PQ-tree cannot represent the corresponding set of permutations, although a collection of two PQ-trees can.
2.3.
Overview of the algorithm to recognize leveled-planar dags. In this section, we give an overview of our algorithm that determines whether a given connected, leveled dag
Note that, unlike G, the subgraph G j is not necessarily connected. For each level V j , we say that a permutation π of the nodes in V j is a witness to a directed leveled-planar embedding E of G j if the nodes in V j appear in a bottom-to-top order on line ℓ j according to π in E. For each j, there is a set of permutations Π j that contains all witnesses to directed leveled-planar embeddings of G j . So to recognize whether G is a leveled-planar dag, we need only compute Π m and check that it is nonempty. Our basic approach to doing this efficiently is to perform a left-to-right sweep processing the levels in the order
Furthermore, any permutation of V j that is a witness to a directed leveled-planar embedding of G j is in PERM(C j ). However, if G j is not connected, then there may be a permutation in PERM(C j ) that is not a witness to any directed leveled-planar embedding of G j . The algorithm then processes V j+1 and derives the collection C j+1 from the collection C j+1 . The collections maintained by our algorithm satisfy the following invariant.
Collection invariant. For each j, where 1 ≤ j ≤ m, and for each
Since G = G m is connected, the collection invariant implies that C m contains a single PQ-tree T [ G] that represents G. So C m contains a nonempty PQ-tree if and only if G has a directed leveled-planar embedding. Thus the goal of our algorithm is to compute C m .
The evolution of C j+1 from C j requires that some information be maintained in each nonleaf node of a PQ-tree and one additional piece of information be maintained at the root. Let F be any connected component of G j . By the collection invariant, T [ F ] is the PQ-tree in C j that mirrors F . For any subset S of the set of nodes in V j that belongs to F , define MEETLEVEL(S) to be the greatest d ≤ j such that V d , . . . , V j induces a dag in which all nodes of S occur in the same connected component. For example, in Figure 2 .1, MEETLEVEL({u 3 , u 5 }) = 1 and MEETLEVEL({u 5 , u 9 }) = 2. Note that if |S| > 1, then MEETLEVEL(S) < j. For a Q-node q in T [ F ] with ordered children r 1 , r 2 , . . . , r t , maintain in node q, integers denoted ML(r i , r i+1 ), where 1 ≤ i < t, that satisfy
For a P-node p in T [ F ], maintain in node p a single integer denoted ML(p) that satisfies
Let S be the set of nodes in V j that belong to F . Define LEFTLEVEL(S) to be the smallest d such that F contains a node in V d . We always have
LEFTLEVEL(S) ≤ MEETLEVEL(S), and inequality is possible. At the root of T [ F ], maintain a single integer denoted LL(T [ F ]) satisfying LL(T [ F ]) = LEFTLEVEL(YIELD(T [ F ])).
When our algorithm computes the collection C j+1 from C j , it also maintains the values of ML and LL in the PQ-trees in C j+1 . Note that since every PQ-tree in C 1 is a leaf, ML values are not defined, while LL(T ) = 1 for each tree T ∈ C 1 .
It is easy to see that the ML values satisfy the following two propositions. Proposition 2.1. Suppose that u is the least common ancestor of a pair of leaves v and w in a PQ-tree. If u is a P-node, then MEETLEVEL({v, w}) = ML(u). Proposition 2.2. Suppose that u is the least common ancestor of a pair of leaves v and w in a PQ-tree. Further suppose that u is a Q-node with ordered children u 1 , u 2 , . . . , u t such that v ∈ YIELD(u p ) and w ∈ YIELD(u q ), where 1 ≤ p < q ≤ t. Then
The following proposition formalizes the notion that, as we follow a path in a PQ-tree from a leaf to the root, the ML values we encounter are nonincreasing. Proposition 2.3. Suppose that node u is the parent of a nonleaf node v in a PQ-tree. Define x as follows:
Define y as follows:
Then x ≤ y.
Operations.
We now describe two operations on a PQ-tree that serve as building blocks of the algorithm that constructs C j+1 from C j . In each operation, the PQ-tree is transformed so that the set of permutations represented is restricted to be a potentially smaller set. In the case of the second operation, the yield of the PQ-tree is slightly modified. The LL value of the PQ-tree remains unchanged. The ML values are updated appropriately. We first describe what the operations are, then we describe how they are implemented:
1. ISOLATE(T, x), where T is a PQ-tree and x ∈ YIELD(T ). This operation transforms T so that PERM(T ) is restricted to permutations in which x is either the first or the last element. If there is no permutation in PERM(T ) that has x as its first or last element, then T becomes ǫ. 2. IDENTIFY(T, x, y, z), where T is a PQ-tree, x, y ∈ YIELD(T ), x = y, and z is a new node not in YIELD(T ). Let P be the subset of permutations in PERM(T ) in which x and y appear consecutively. Let P ′ be obtained from P as follows: If P contains the permutation a, . . . , b, x, y, c, . . . , d, then put in P ′ the permutation a, . . . , b, z, c, . . . , d, obtained by replacing x, y by z. The operation IDENTIFY(T, x, y, z) transforms T so that PERM(T ) = P ′ . Note that P ′ may be empty, in which case T = ǫ. We first describe an implementation of ISOLATE(T, x). Let r be the root of T . If x = r, then ISOLATE(T, x) simply returns T . Otherwise, there are two cases based on whether or not x is a child of r.
1. x is a child of r. If r is a Q-node and x is not its first or last child, then there are no permutations in PERM(T ) with x at the end or at the beginning, so the operation returns ǫ. If r is a Q-node and x is either the first or the last child of r, then T is unchanged. If r is a P-node, then T is transformed as shown in Figure 2 .4. Before the operation, the tree consists of the root r, the child x, and subtrees labeled 1 through k. The ML(r) value is c. After the operation, a Q-node has been added as the root of T , x has been moved to be the first child of that Q-node, and the P-node r becomes the second and last child of that Q-node. The ML values are set as indicated. 2. x is not a child of r. Let T ′ be the subtree rooted at a child of r whose yield contains x. Perform ISOLATE(T ′ , x). If T ′ = ǫ, then ISOLATE(T, x) results in T = ǫ. Otherwise, the root r ′ of T ′ is a Q-node with x as either its first or its last child. Without loss of generality, we may assume that x is the first child of r ′ and that the remaining subtrees attached to r ′ are labeled 1 through k. If r is a P-node, perform the transformation on T shown in Figure  2 .5. The subtrees attached to r are T ′ together with subtrees labeled k + 1 through j. The ML(r) value is c. In this transformation, r ′ is rotated up to
The transformation of T in the second case of ISOLATE(T, x) when r is a Q-node.
be the root of T , while r becomes the last child of r ′ . The ML values are set as indicated. If r is a Q-node and r ′ is not the first or the last child of r, then set T = ǫ. Otherwise, we may assume, without loss of generality, that r ′ is the first child of r. Perform the transformation on T shown in Figure  2 .6. The subtrees attached to r are T ′ together with subtrees labeled k + 1 through j. In this transformation, r ′ is rotated up to be the root of T , while the subtrees k + 1 through j become the remaining subtrees attached to r ′ . The ML values are set as indicated. The running time of ISOLATE(T, x) is proportional to the depth of x in T .
The operation IDENTIFY(T, x, y, z) can be implemented in the following four steps.
Step 1. Locate r, the node in T that is the least common ancestor of x and y.
Step 2. Let T 1 and T 2 be the subtrees of T rooted at children of r such that x ∈ YIELD(T 1 ) and y ∈ YIELD(T 2 ). Perform ISOLATE(T 1 , x) and ISOLATE(T 2 , y). If either T 1 = ǫ or T 2 = ǫ, then set T = ǫ. Otherwise, let r 1 be the root of T 1 and r 2 the root of T 2 . Then r 1 is a Q-node with x being its first or last child, while r 2 is a Q-node with y being its first or last child.
Step 3. This step brings x and y together, if possible. The details depend on whether r is a P-node or a Q-node.
• r is a P-node. T is transformed as shown in Figure 2 .7. The two Q-nodes r 1 and r 2 are merged so as to make x and y adjacent. The ML values c 1 , c 2 , and c 3 are repositioned as shown.
• r is a Q-node. If the subtrees T 1 and T 2 are not adjacent children of r, then set T = ǫ. Otherwise, T is transformed as shown in Figure 2 .8. The three Q-nodes r, r 1 , and r 2 are merged so as to make x and y adjacent. The ML values c 1 , c 2 , and c 3 are repositioned as shown.
Step 4. Leaf z replaces leaves x and y. The running time of IDENTIFY(T, x, y, z) is proportional to the sum of the depths of x and y in T .
In the transformations described for ISOLATE and IDENTIFY, we have ignored several special cases arising from the possibility that a transformation might lead to the birth of a P-node with two children. Instead of dealing with these cases separately, we simply note that whenever this happens, the P-node is replaced by a Q-node.
Recognizing leveled-planar dags.
We are now ready to present our algorithm for determining whether the connected, leveled dag G = (V 1 , . . . , V m ; E) is a leveled-planar dag. In parallel, we develop the proof of correctness for the algorithm. The overall structure of the algorithm is an iteration that builds the collection C j+1 from the collection C j for each j, 1 ≤ j < m. Hence, the proof of correctness is by 
Illustration of the growth phase.
induction on j with the collection invariant being the inductive hypothesis. The base case is j = 1. In this case, G 1 = (V 1 , ∅) and C 1 contains, for each v ∈ V 1 , one PQ-tree that contains only the node v. When 1 ≤ j < m, the iterative step extends G j to G j+1 , while at the same time extending C j to C j+1 . Let E j be the set of level-j arcs from nodes in V j to nodes in V j+1 . To extend G j to G j+1 , we must add the arcs in E j and the nodes in V j+1 to G j . In describing the iterative step, it will be helpful to imagine that the arcs in E j are added first and that the nodes in V j+1 are subsequently identified in a series of substeps. In particular, the iterative step can be thought of as working in four distinct phases: (i) GROWTH PHASE, (ii) FIRST MERGE PHASE, (iii) SECOND MERGE PHASE, and (iv) CLEANUP PHASE. We now describe each of the phases separately.
GROWTH PHASE. For a node v, let IN(v) be the set of in-neighbors of v, and let OUT(v) be the set of out-neighbors of v. For each v ∈ V j+1 and for each u ∈ IN(v), let v[u] be a new node called a copy of v. In the growth phase, to G j , we add arcs (u, v[u] ), for every node v ∈ V j+1 and every u ∈ IN(v). Thus, every connected component in G j grows by a level and in this manner G j is transformed into a leveled-planar dag H that has j + 1 levels. Note that H approximates G j+1 in the sense that every arc in G j+1 is represented in H. An illustration of the growth phase can be found in Figure 2 At the end of this phase, each connected component in H contains at most one copy of any node v ∈ V j+1 . The first merge phase is illustrated in Figure 2 .10.
SECOND MERGE PHASE. In this phase duplicate copies of any level-(j +1) node that occur in different connected components are identified. Thus, this phase eliminates any remaining duplicate copies of level-(j + 1) nodes by completing the identification that was started in the first merge phase. Suppose that connected components F 1 and F 2 of H share copies of a level-(j + 1) node. Note that, because n n n n n n n n n of the first merge phase, F 1 and F 2 each contain exactly one copy of any level-(j + 1) node. However, it is possible that they share copies of more than one level-(j + 1) node. Let U be the set of all v ∈ V j+1 such that there is a copy v[X] of v in More importantly, all level-(j + 1) sources in G are added to H. This completes the transformation of H into G j+1 . Figure 2 .13 shows the algorithm that transforms G j into G j+1 using the four phases described above. In this algorithm, H is initialized to G j and then transformed into G j+1 in four phases.
Having described the sequence of operations that transforms G j into G j+1 , we now describe the parallel sequence of operations that transforms C j into C j+1 . We emphasize again that it is the transformations on the collections that are actually performed; the algorithm in Figure 2 .13 merely gives a framework within which to explain the rationale for the transformations. In particular, for each of the statements marked (1), (2) , and (3) in the algorithm in Figure 2 .13, we perform corresponding operations on collections. So we now describe the transformations applied to collections during the four phases of the algorithm. GROWTH PHASE. We need to describe the effect on the PQ-tree T [ F ] of adding the arcs of the form (u, v[u] ) to the dag F . Let F ′ be the dag that results from adding all these arcs to F . All the outgoing arcs from u in F ′ must appear together in such an embedding. Conversely, as long as they appear together, the outgoing arcs from u in F ′ can appear in any order. We mirror this constraint in the PQ-tree 
/* Algorithm for transforming
G j into G j+1 */ H ← G j /* GROWTH PHASE */ for F ∈ COMP( H) do for u ∈ YIELD(T [ F ]) do for v ∈ OUT(u) do (1) Add arc (u, v[u]) to F /* FIRST MERGE PHASE */ for v ∈ V j+1 do for F ∈ COMP( H) do Let v[u 1 ], v[u 2 ], . . . , v[u t ] be a subsequence of some π ∈ PERM(T [ F ]) for i = 1 to t − 1 do (2) Identify v[u 1 , u 2 , . . . , u i ] and v[u i+1 ] into v[u 1 , u 2 , . . . , u i+1 ] /* SECOND MERGE PHASE */ for F 1 , F 2 ∈ COMP( G) do Let U = {v | F 1 contains v[X] and F 2 contains v[Y ]} for v ∈ U do(T [ F ] as follows. Start with T [ F ′ ] = T [ F ]. Suppose u ∈ YIELD(T [ F ]
FIRST MERGE PHASE. In this phase, each dag F ∈ COMP( H) is transformed by repeatedly identifying level-(j + 1) nodes v[X] and v[Y ] into a single node v[X, Y ]. Identifying v[X] and v[Y ] into a single node v[X, Y ] first forces the nodes v[X] and v[Y ] to appear consecutively on line ℓ j+1 and then contracts these two nodes into a single node v[X, Y ]. Thus, we are interested only in those permutations in PERM(T [ F ]) in which v[X] and v[Y ] appear together. In all such permutations, v[X] and v[Y ] need to be replaced by v[X, Y ]. The PQ-tree operation IDENTIFY(T [ F ], v[X], v[Y ], v[X, Y ]) does precisely this. Hence repeated IDENTIFY
operations on the PQ-trees in the collection result in a collection that mirrors the dag H obtained after this phase. Note that the order in which these IDENTIFY operations are applied to the collection has to be identical to the order in which pairs of nodes in H are identified.
SECOND MERGE PHASE. For this phase, we must describe how identifying v[X] and v[Y ] belonging to different connected components F 1 and F 2 in H is reflected by a corresponding operation on the current collection. This operation is the most complicated PQ-tree operation and requires some initial intuition before we dive into the details. Let
One result of identifying v[X] and v[Y ]
is that the two connected components F 1 and F 2 are merged into one component, call it F 3 , hence decreasing the number of connected components of H by one. Similarly, the operation on the current collection results in a merger of T 1 and T 2 into a new PQ-tree
The merging of T 1 and T 2 should mirror the merging of the directed leveled-planar embeddings of F 1 and F 2 . When two such embeddings are joined at v[X, Y ], then one embedding must nestle inside the other embedding (unless both v[X] and v[Y ] were at the ends of the embeddings of F 1 and F 2 ). For there to be room for this nestling, we must consider the structure of the dags at earlier levels. The values ML and LL stored at the nodes in T 1 and T 2 allow us to do so. We now describe the operation for this case in detail.
Without loss of generality, we may assume that LL(T 1 ) ≤ LL(T 2 ). The trees T 1 and T 2 are merged in two steps. In the first step, the PQ-tree T 2 is attached to T 1 at an appropriate location. We will call the resulting tree T Step 1. Attaching T 2 to T 1 . Start with the leaf v[X] in T 1 and proceed upward in T 1 until a node r ′ and its parent r are encountered satisfying one of these five conditions:
1. r is a P-node with ML(r) < LL(T 2 ). T ′ 3 is obtained by attaching T 2 as a child of r in T 1 . 2. r is a Q-node with ordered children r 1 , r 2 , . . . , r t , r ′ = r 1 , and ML(r 1 , r 2 ) < LL(T 2 ). T ′ 3 is obtained by replacing r 1 in T 1 with a Q-node q having two children, r 1 and the root of T 2 . The case where r ′ = r t and ML(r t−1 , r t ) < LL(T 2 ) is symmetric. 3. r is a Q-node with ordered children r 1 , r 2 , . . . , r t , r ′ = r i , for some i, 1 < i < t, and both ML(r i−1 , r i ) < LL(T 2 ) and ML(r i , r i+1 ) < LL(T 2 ). T ′ 3 is obtained by replacing r i in T 1 with a Q-node q having two children, r i and the root of T 2 . 4. r is a Q-node with children r 1 , r 2 , . . . , r t , r ′ = r i , 1 < i < t, and
is obtained by attaching T 2 as a child of r between r i−1 and r i . The case where
is symmetric.
r
′ is the root of T 1 . In this case, construct T Lemma 2.4. T 3 mirrors F 3 . To prove Lemma 2.4 we need two observations. Observation 1. Let π 1 ∈ PERM(T 1 ) be a permutation in which the nodes in YIELD(r ′ ) are immediately followed by a node x such that MEETLEVEL(YIELD(r ′ )∪ {x}) < LL(T 2 ). For any π 2 ∈ PERM(T 2 ), there is a permutation π ∈ PERM(T ′ 3 ) that is consistent with π 1 and π 2 and in which the nodes in YIELD(T 2 ) occur immediately after YIELD(r ′ ) and just before x. Proof of Observation 1. Permute the leaves in T 1 according to π 1 and the leaves in T 2 according to π 2 . For each of the four ways of constructing T ′ 3 from T 1 and T 2 , explained in Step 2 above, we show that the leaves of T ′ 3 can be permuted to obtain the desired permutation. Let s denote the root of T 2 .
1. T 2 is attached as a child of a P-node r. In this case, permute the children of r so that s immediately follows r ′ and the remaining children stay in the same relative order. This places the nodes in YIELD(T 2 ) immediately after the nodes in YIELD(r ′ ), without changing the relative order of the nodes in YIELD(T 1 ) or YIELD(T 2 ). 2. T 2 is attached as a child of a Q-node q that has one other child r ′ and parent r. In this case, reverse the order of the children of q, if necessary, so as to have s follow r ′ . This places the nodes in YIELD(T 2 ) immediately after the nodes in YIELD(r ′ ), without changing the relative order of the nodes in YIELD(T 1 ) or YIELD(T 2 ). 3. T 2 is attached between r j−1 and r ′ = r j , where 1 < j < t, as a child of a Q-node r. Since x immediately follows nodes in YIELD(r ′ ) in π 1 , we have x ∈ YIELD(r j−1 ) or x ∈ YIELD(r j+1 ). We now show that x ∈ YIELD(r j+1 ). We know that ML(r j , r j+1 ) ≥ LL(T 2 ) and this implies that for all w ∈ YIELD(r j+1 ), we have MEETLEVEL(YIELD(r j ) ∪ {w}) ≥ LL(T 2 ). Since we assumed that MEETLEVEL(YIELD(r ′ ) ∪ {x}) < LL(T 2 ), we have x ∈ YIELD(r j+1 ). This implies that x ∈ YIELD(r j−1 ) and since x follows nodes in YIELD(r ′ ) in π 1 , the children of r in T 1 are permuted so that r j−1 occurs after r j . This means that s occurs immediately after r j in T 3 . As a result the nodes in YIELD(T 2 ) immediately follow after the nodes in YIELD(r ′ ), without changing the relative order of the nodes in YIELD(T 1 ) or YIELD(T 2 ). 4. T 2 is attached to a Q-node q that has two children, r ′ and s, and has no parent. We show that this case is not possible. We know that if T 2 is being attached to T 1 as described above, then MEETLEVEL(YIELD(T 2 )) ≥ LL(T 1 ). This implies that
a contradiction. Observation 2. Let π ∈ PERM(T 1 ) be a permutation in which the nodes in YIELD(r ′ ) occur at the end. Let π 2 ∈ PERM(T 2 ) be an arbitrary permutation of YIELD(T 2 ). Then, there is a permutation π ∈ PERM(T ′ 3 ) that is consistent with π 1 and π 2 and in which the nodes in YIELD(T 2 ) occur after YIELD(r ′ ). Proof of Observation 2. Permute the leaves in T 1 according to π 1 and the leaves in T 2 according to π 2 . For each of the four ways of constructing T 3 from T 1 and T 2 , explained in Step 2 above, we show that the leaves of T 3 can be permuted to obtain the desired permutation. Let s denote the root of T 2 .
1. T 2 is attached as a child of a P-node r or T 2 is attached as a child of a Qnode q that has one other child r ′ and parent r. As explained in the proof of Observation 1, in either of these cases the leaves of T 3 can be permuted so as to have nodes in YIELD(T 2 ) immediately follow nodes in YIELD(r ′ ) without changing the relative order of the nodes in YIELD(T 1 ) and in YIELD(T 2 ). 2. T 2 is attached between r j−1 and r ′ = r j , where 1 < j < t, as a child of a Q-node r. This case is not possible since nodes in YIELD(r ′ ) cannot appear at the end of π 1 in this case. 3. T 2 is attached to a Q-node q that has two children r ′ and s and has no parent. Reverse the children of q, if necessary, so as to have s follow r ′ . Proof of Lemma 2.4. To show that T 3 mirrors F 3 , we need to show that PERM(T 3 ) is the set of all witnesses to directed leveled-planar embeddings of F 3 . We first show that any π ∈ PERM(T 3 ) is a witness to some directed leveled-planar embedding E 3 of F 3 . We then show that any permutation π that is a witness to some directed leveled-planar embedding E 3 of F 3 is in PERM(T 3 ).
If π ∈ PERM(T 3 ), then π is a witness to some directed leveled-planar embedding E 3 of F 3 . Recall that T 3 is the result of IDENTIFY(T ously and the elements in YIELD(r ′ ) occur contiguously. So without loss of generality, assume that in π ′ the nodes in YIELD(r ′ ) are immediately followed by the nodes in YIELD(T 2 ). Thus, among the nodes in YIELD(r ′ ), v[X] occurs last and among the nodes in YIELD(T 2 ), v[Y ] occurs first. Therefore π ′ can be written as π 1 π 2 π 3 , where π 2 ∈ PERM(T 2 ) and π 1 π 3 ∈ PERM(T 1 ). By the induction hypothesis, π 2 (respectively, π 1 π 3 ) is a witness to a directed leveled-planar embedding E 2 (respectively, E 1 ) of F 2 (respectively, F 1 ). Two possible cases arise based on whether or not π 3 is empty:
(a) π 3 is empty. A planar embedding E 3 of F 3 can be constructed by placing E 2 on "top" of E 1 as shown in Figure Hence, the embedding E 2 of F 2 can be "nested inside" the embedding E 1 of F 1 as shown in Figure 2 .15. By merging nodes v[X] and v[Y ] in this embedding, we get the leveled-planar embedding E 3 of F 3 in which the level-(j + 1) nodes appear in bottom-to-top order on ℓ j+1 according to π. Hence, π is a witness to the directed leveled-planar embedding E 3 of F 3 . If π is a witness to some directed leveled-planar embedding E 3 of F 3 , then π ∈ PERM(T 3 ). The level-(j + 1) nodes in F 3 can be partitioned into three sets: S 1 , the and is a witness to E 2 , and π 1 π 3 is a witness to E 1 . By the induction hypothesis, π 1 π 3 ∈ PERM(T 1 ) and π 2 ∈ PERM(T 2 ). We will now show that π ′ ∈ PERM(T ′ 3 ). This immediately implies that π ∈ PERM(T 3 ). There are two cases depending on whether or not π 3 is empty:
(a) π 3 is nonempty. Suppose that the first element in π 3 is x. Clearly, since the nodes in YIELD(T 2 ) occur consecutively between nodes v[X] and x and since the embedding E ′ 3 is leveled-planar, it has to be the case that
Let r be the node in T 1 that is a least common ancestor of v[X] and x and let r ′ be a child of r such that v[X] ∈ YIELD(r ′ ). Since MEETLEVEL(YIELD(r ′ )∪ {x}) ≤ MEETLEVEL({v[X], x}), from Observation 1, it follows that π ′ ∈ PERM(T 3 ). (b) π 3 is empty. By Observation 2, it follows that π ′ ∈ PERM(T 3 ). CLEANUP PHASE. Like the other phases, the cleanup phase applied to a collection mimics the cleanup phase applied to the corresponding dag. In this phase, all the leaves of the PQ-trees in C j+1 are relabeled from v[IN(v)] to v. More significantly, any source s of G that is in V j+1 results in the addition of a PQ-tree T [s] to C j+1 that consists of one leaf labeled s.
This completes the description of our algorithm. The following theorem summarizes what has been accomplished. Theorem 2.5. A leveled-planar dag can be recognized in linear time. Moreover, a leveled-planar embedding for a leveled-planar dag can be constructed in linear time.
Proof. The correctness of our algorithm follows from the proceeding discussion by induction. The linear time complexity of the algorithm follows from an amortized analysis given here. It suffices to show that the time complexity of all the identification operations together is linear. Each arc in the dag G is allocated three credits; since G is planar, the total number of credits is linear. In identifying two nodes belonging to the same connected component, there are two paths in the dag involved in forming a new face; since each arc is in two faces, two credits from each arc in the face pay for this identification. In identifying two nodes that belong to distinct connected components, the work is proportional to the height of the shorter dag; there is always a path in the dag that has a credit on each arc. We conclude that the allocated credits are sufficient and that the time complexity is linear.
Once our algorithm has recognized that a dag G is a leveled-planar dag, the actual construction of a leveled-planar embedding for G is straightforward. We outline how to construct an embedding for G from right to left. Choose any total order ≤ m on V m that is consistent with C m . Choose any total order ≤ m+1 on V m−1 that is consistent with C m−1 and that, together with ≤ m , induces a leveled-planar embedding on the subgraph of G induced by V m+1 ∪ V m . Extend the construction one level at a time until a leveled-planar embedding of G results. Details are left to the reader.
2.6. Recognizing 1-queue dags. The algorithm to recognize 1-queue dags builds on the one to recognize leveled-planar dags by first finding a maximal leveled subgraph, following the previous algorithm to obtain a leveled-planar embedding of that subgraph, and modifying the computation of C i in the right-to-left sweep to accommodate the nonleveled arcs.
Let G be a connected dag. Let H be a spanning subgraph of G. An unnecessary sink in H is one that is not also a sink in G.
Lemma 2.6. For any connected dag G, one may construct in linear time a spanning tree of G that has no unnecessary sinks.
Proof. Give the connected dag G as input to the following program: T = (∅, ∅); WHILE T is not a spanning subgraph of G DO IF there exists an arc (u, v) ∈ G such that u is in T and v is not in T THEN v 0 = v; ELSE v 0 = any source of G that is not in T ; find a path P = v 0 , v 1 , . . . , v j such that none of v 0 , . . . , v j−1 is in T and such that either v j is a sink in G or v j is in T ; add P to T ; Since G is connected, whenever T is not a spanning subgraph of G, any node in G that is not in T must be reachable either by a path starting at a node of T or at a source of G that is not in T . Hence the program makes progress during each iteration of the while loop and terminates with T being a spanning subgraph of G. By the way T is constructed, it is always acyclic. Hence the final T is a spanning tree of G.
Linear time is easily accomplished by finding the paths P using depth-first search. Finally, every node added to T has at least one outgoing arc in T unless it is a sink of G. Hence T has no unnecessary sinks. Now suppose G is a connected 1-queue dag. Use Lemma 2.6 to find a spanning tree T that has no unnecessary sinks. T also provides a leveling of G. Add any arcs (u, v) such that lev(v) = lev(u) + 1 to obtain a maximal leveled subgraph H of G. The following theorem tells us what additional arcs we must contend with.
Theorem 2.7. Let G be a connected 1-queue dag, and let H be a maximal leveled subgraph of G having no unnecessary sinks. Consider any arc (x, y) of G that is not in H. Then either lev(y) = lev(x) or lev(y) = lev(x) + 2. Furthermore, there cannot exist an arc (p, q) such that lev(p) = lev(x); lev(q) = lev(y); and x = p.
Proof. To obtain a contradiction, we assume the existence of such an arc (p, q). Since neither x nor p is a sink in G, neither is a sink in H. Let (x, z) and (p, r) be arcs in H (z = r is a possibility). Without loss of generality, we may assume that there is a 1-queue layout of G with x occurring before p (since x = p). Now we consider the two cases individually.
Case 1. The nodes of the independent arcs (x, z) and (p, q) must occur in the layout in the order x, p, q, z because x, p, and q are at level lev(x) and z is at level lev(x) + 1. Hence these arcs nest and we have a contradiction.
Case 2. The nodes of the independent arcs (x, y) and (p, r) must occur in the layout in the order x, p, r, y because x and p are at level lev(x), r is at level lev(x) + 1, and y is at level lev(x) + 2. Hence these arcs nest and we have a contradiction.
The algorithm first computes the maximal leveled subgraph promised in Lemma 2.6. Then it runs the leveled-planar dag algorithm on the subgraph. The algorithm is modified appropriately to take into account the nonleveled arcs described in Theorem 2.7. For example, if (x, y) is an arc with lev(x) = lev(y) = i, then we force the tree T in D i during the right-to-left sweep to place x and y on opposite ends of the level. This can be done by replacing T with a PQ-tree having a Q-node at the root with three children x, T − {x, y}, and y. The modifications do not add to the time complexity obtained for the previous algorithm. We obtain the desired linear time algorithm to recognize 1-queue dags, establishing the contrast with the NP-completeness result for recognizing 1-queue undirected graphs [11] .
3. Recognizing 4-queue dags is NP-complete. In this section and the next, we show that the problem of determining whether a dag has a 4-queue layout and the problem of determining whether a dag has a 6-stack layout are both NP-complete. In fact we prove a stronger result for queue layouts. An arc (u, v) in a dag G is called a transitive arc if G − (u, v) contains a directed path from u to v. We show that even when a dag belongs to a restricted class of dags, namely, the class of dags without transitive arcs, the problem of determining whether the dag has a 4-queue layout is NP-complete. The motivation for restricting the class of dags to those without transitive arcs comes from our study of stack and queue layouts of posets in [8] . A stack layout (respectively, queue layout) of a poset P is a stack layout (respectively, queue layout) of its Hasse diagram H(P ). Thus, our NP-completeness result related to queue layouts of dags shows that the problem of determining whether the queuenumber of a poset is 4 is NP-complete. Our results are in the spirit of the result of Yannakakis [13] who showed that the problem of determining whether or not the dimension of a poset is 3 is NP-complete. Define the decision problem, POSETQN, as follows: POSETQN INSTANCE: A poset P . QUESTION: Can P be laid out in four queues? Define the decision problem, DAGSN as follows: E) . QUESTION: Can G be laid out in six stacks? This section proves that POSETQN is NP-complete. Section 4 proves that DAGSN is also NP-complete. The reduction in both proofs is from the NP-complete problem 3-SATISFIABILITY (3-SAT), defined below. C = {c 1 , c 2 , . . . , c m } of clauses on a set X = {x 1 , x 2 , . . . , x n } of variables such that |c i | = 3 for all i, 1 ≤ i ≤ m. QUESTION: Is there a truth assignment of X that satisfies all the clauses in C?
3-SATISFIABILITY INSTANCE: Collection
The remainder of this section is devoted to the proof of the following theorem. Theorem 3.1. POSETQN is NP-complete.
Proof. The queuenumber of a fixed layout of an undirected graph G = (V, E) can be determined in O(|E| log log |V |) time [11] . POSETQN is in NP because a nondeterministic Turing machine can guess an ordering of the nodes of the Hasse diagram H(P ), check if the ordering is a topological ordering, and determine the queuenumber of the layout corresponding to that ordering in polynomial time.
POSETQN is shown to be NP-hard by reduction from 3-SAT. Let the collection of clauses C = {c 1 , c 2 , . . . , c m } on the set of variables X = {x 1 , x 2 , . . . , x n } be an instance of 3-SAT. The Hasse diagram H(P ) of a poset P is constructed such that H(P ) has a 4-queue layout if and only if there exists a truth assignment for the variables in X such that all clauses in C are satisfied. Corresponding to each clause c i , 1 ≤ i ≤ m, H(P ) contains a subgraph called the truth-setting dag T S i . First, we describe the construction of T S i and then show how the truth-setting dags are connected together to form H(P ). The truth-setting dag T S i can itself be thought of as consisting of four distinct subgraphs connected together. These are 1. literal dag X i , 2. clause dag C i , 3. small enforcer dag F i , and 4. big enforcer dag F ′ i . We now describe the construction of X i , C i , F i , and F ′ i and then show how they connect together to form T S i . We use N ( G) to denote the set of nodes of a dag G and A( G) to denote its set of arcs. Literal dag X i : order in which nodes in the set {x i,j , x i,j } can appear. The choice of a particular order on the set {x i,j , x i,j } in the topological ordering of H(P ) will be interpreted as a particular truth assignment to the variable x j . Clause dag C i :
The clause dag C i is simply a directed path of length 5 and has a unique topological ordering. Clearly, C i has no transitive arcs. Later we will show how nodes in X i are connected to nodes in C i so as to ensure that a smaller nesting is caused when there is at least one true literal in c i , then when there is no true literal in c i . . The small enforcer dag F i is isomorphic to F (s) for some integer s ≥ 1, whose value will be determined later. For each j, 0 ≤ j ≤ s, node u j in F (s) is mapped into node u i,j in F i ; node v j in F (s) is mapped into a node v i,j in F i ;
Heath and Pemmaraju [8] have determined nearly exact bounds on the queuenumber of F (q) :
In addition, we also know that QN ( F (6)) = 3; QN ( F (9)) = 4; QN ( F (12)) = 4; QN ( F (16)) = 5.
These results provide the basis for our choice of s and t. For notational convenience, denote QN ( F (q)) by f (q). The constants s and t are chosen such that
From the known values of f (6), f (9), f (12), and f (16) shown above it is easy to see that there exist s and t such that (3.1) is satisfied. More specifically, we can choose integers s, t ≥ 1, such that
f (s + 5 + t + 2) = 5.
Having described the four main components of a truth-setting dag T S i , we now describe the connections between them. The first set of connections simply ensures that the four dags appear in the order X i , F i , C i , F ′ i in any topological ordering of T S i . These connections are
The second set of connections depends on the literals that the clause c i contains, and these are the connections which cause a 2-path rainbow of varying size depending on truth values of the literals in the clause. For these connections we need a set of additional nodes
These nodes are connected to the clause dag C i through the arcs
The connections between nodes in X i and the nodes in (x i,c , z i,1 ) and (x i,c , z i,2 ) . Otherwise, if x c ∈ c i , then T S i contains the arcs (x i,c , z i,2 ) and (x i,c , z i,1 ). For example, suppose that c i = {x 2 , x 4 , x 7 }. Then T S i contains the arcs (x i,2 , z i,5 ) and (x i,2 , z i,6 ), corresponding to the positive literal x 2 ; (x i,4 , z i,4 ) and (x i,4 , z i,3 ) corresponding to the negative literal x 4 ; and (x i,7 , z i,1 ) and (x i,7 , z i,2 ) corresponding to the positive literal x 7 . Note that the relative order of the pairs of nodes (x i,2 , x i,2 ), (x i,4 , x i,4 ), and (x i,7 , x i,7 ) determines the size of the 2-path rainbow between X i and C i . This size could be as small as 3 if the pairs of nodes occurred in the order (x i,2 , x i,2 ), (x i,4 , x i,4 ), and (x i,7 , x i,7 ) and as large as 6 if the pairs of nodes occur in reverse order. This completes the description of a truth-setting dag T S i . Now we describe how the truth-setting dags are connected together to form H(P ). The arcs
ensure that T S i+1 appears after T S i for all i, 1 ≤ i < m, in any topological ordering of H(P ). In addition, each truth-setting dag T S i is connected to the truth-setting dag T S i+1 via 2-paths from nodes in X i to nodes in X i+1 . For these 2-paths we need for each i, 1 ≤ i ≤ m, the additional nodes
For each i, 1 ≤ i ≤ m, and for each j, 0 ≤ j ≤ n, add arcs (x i,j , r i,j ) and (x i,j , r i,j ) to the dag. Complete the 2-paths by adding for each i, j, 1 ≤ i < m, 0 ≤ j ≤ n, the arcs (r i,j , x i+1,j ) and (r i,j , x i+1,j ). In addition, to take care of the special case of X m , we introduce a new node x with incident arcs:
Thus, x is an additional node that occurs at the end of any layout of H(P ) and to which there are 2-paths from nodes in X m . The 2-paths from T S i to T S i+1 introduced above serve the purpose of causing a 2-path rainbow whose size depends on the order of the pair of nodes (x i,j , x i,j ) in the literal dag X i relative to the order on the pair of nodes (x i+1,j , x i+1,j ) in the literal dag X i+1 . If all the pairs of nodes occur in the same relative order, then the size of the 2-path rainbow is 1; otherwise it is 2. As we shall establish later, this relationship between the relative order of pairs of nodes in the literal dags X i and X i+1 and the size of the 2-path nesting between X i and X i+1 is responsible for truth-values "flowing" consistently from clause to clause. This completes the description of H(P ). Let σ be a topological ordering of H(P ). If x i,j occurs before x i,j in σ, then we say that the node x i,j is assigned true in σ; otherwise, we say that x i,j is assigned f alse in σ. If x i,j is assigned true in σ and x j ∈ c i or if x i,j is assigned f alse in σ and x j ∈ c i , then we say that the subgraph C i is assigned true in σ. A topological ordering σ of H(P ) is said be satisfiable if and only if 1. every subgraph C i is assigned true in σ, and 2. for each j, 1 ≤ j ≤ n, either x i,j occurs before x i,j for all i, 1 ≤ i ≤ m, or x i,j occurs after x i,j for all i, 1 ≤ i ≤ m, in σ. In other words, for each j, 1 ≤ j ≤ n, the pair of nodes x i,j and x i,j occur in the same relative order in all literal dags X i , 1 ≤ i ≤ m, in σ. Clearly, there exists a satisfiable topological ordering σ of H(P ) if and only if the given instance of 3-SAT is satisfiable.
Finally, we show that there exists a satisfiable topological ordering of H(P ) if and only if QN ( H(P )) = f (s + t + 6) = 4. The two directions of the "if and only if" are proved separately.
If QN ( H(P )) = 4, then there exists a satisfiable topological ordering of H(P ). Since QN ( H(P )) = 4, there exists a topological ordering σ of H(P ) that yields a 4-queue layout of H(P ). We will show that σ is satisfiable. To obtain a contradiction, assume that σ is not satisfiable. This implies that σ violates conditions 1 or 2 required of a satisfiable topological order. If σ violates condition 2, then there exist some k, p, 1 ≤ k ≤ m, 1 ≤ p ≤ n, such that the pairs of nodes (x k,p , x k,p ) and (x k+1,p , x k+1,p ) occur in reverse order relative to each other. In other words, x k,p precedes x k,p in σ if and only if x k+1,p follows x k+1,p in σ. Thus the set
forms a 2-path rainbow. This 2-path rainbow nests over the big enforcer dag F ′ k and this yields a 2-path rainbow of size s + t + 7. Therefore the subgraph of H(P ) induced by the nodes in T S k and T S k+1 requires at least f (s + t + 7) queues to be laid out. But, by our choice of s and t, f (s + t + 7) = f (s + t + 6) + 1 = 5. Thus σ yields a layout of H(P ) that requires at least five queues-a contradiction.
We now show that if σ yields a queue layout of H(P ) in f (s + t + 6) = 4 queues, then σ satisfies condition 1. If σ yields an f (s + t + 6)-queue layout of H(P ), then all nodes in R i for all i, 1 ≤ i ≤ m, have to appear between u i,s+t+5 (the first node in the layout of F ′ i ) and w i,s+t+5 (the last node in the layout of F ′ i ). This is because, for any i, 1 ≤ i < m, if a node r ∈ R i appears to the left of u ′ i,s+t+5 , then there is an arc from r to a node in T S i+1 that nests over F ′ i . If a node in R m appears to the left of u ′ m,s+t+5 , then there is an arc from a node in R m to x that nests over the layout of F ′ m . Similarly, for any i, 1 ≤ i ≤ m, if a node r ∈ R i appears to the right of w i,s+t+5 , then there is an arc from a node in T S i to r that nests over F ′ i . Since, the queuenumber of F ′ i is f (s + t + 5) = 4, the arc incident on r that nests over F ′ i increases the nesting size to f (s + t + 5) + 1 = f (s + t + 6) + 1 = 5. Therefore, we can assume that in any 4-queue layout of H(q) all nodes in R occur between u i,s+t+5 and v i,s+t+5 in σ.
To obtain a contradiction, suppose that σ does not satisfy condition 1 that satisfiable topological orderings are required to satisfy. Then there exists a clause subgraph C k that is assigned false. This implies that the 2-paths between the literal dag X k , the set of nodes Z k , and the clause dag C k form a 2-path rainbow of size 6. This 2-path rainbow of size 6 nests over the small enforcer dag F i to yield a 2-path rainbow of total size s + 6. Thus the subgraph induced by the nodes in X k , Z k , C k , and F k requires at least f (s + 6) queues in σ. In addition, the arc (x k,0 , r k,0 ) nests over any layout of the subgraph described above to yield a total nesting of size f (s + 6) + 1 = 5. Thus σ requires at least five queues-a contradiction.
If σ is a satisfiable topological ordering, then σ yields a 4-queue layout of H(P ). If σ is satisfiable, then the largest nesting of 2-paths between X i and C i for any i, 1 ≤ i ≤ n, is of size 5 and the largest nesting of 2-paths between X i and X i+1 for any i, 1 ≤ i ≤ n − 1, is of size 1. The following is an assignment of arcs of H(P ) to f (s + t + 6) queues such that if H(P ) is laid out according to σ, then no two arcs assigned to the same queue nest. For some i, 1 ≤ i ≤ n, consider the subgraph of H(P ) induced by the nodes in X i , C i , Z i , and F i . The largest 2-path nesting in any layout of this subgraph is of size s + 5 and hence this subgraph can be laid out in f (s + 5) queues. Now consider the subgraph induced by the 2-paths from X i to X i+1 and the nodes in F ′ i . The largest 2-path nesting in any layout of this subgraph is of size s + t + 6. Therefore, this subgraph can be laid out in f (s + t + 6) queues. Queues can be reused for the assignment of arcs in the two subgraphs to yield a layout for the whole dag in f (s + t + 6) queues.
This completes the reduction. Clearly, the reduction can be achieved in polynomial time, thereby showing that POSETQN is NP-complete.
4. Recognizing 6-stack dags is NP-complete. In this section, we show that DAGSN is also NP-complete.
Theorem 4.1. DAGSN is NP-complete. Proof. DAGSN is in NP because a nondeterministic Turing machine can guess an ordering of the nodes in G and an assignment of the arcs in G to six stacks, check if the ordering is a topological ordering, and determine if any two arcs assigned to a stack cross, in polynomial time.
As with POSETQN, DAGSN is shown to be NP-hard by reduction from 3-SAT. Let the collection of clauses C = {c 1 , c 2 , . . . , c m } on the set of variables X = {x 1 , x 2 , . . . , x n } constitute an instance of 3-SAT. A dag G is constructed such that G has a 6-stack layout if and only if there exists a truth assignment for the variables in X such that all clauses in C are satisfied.
The construction of G from an instance of 3-SAT is much simpler than the corresponding construction of H(P ) presented in the proof of Theorem 3.1. Corresponding to each clause c i , G contains a truth-setting dag T S i . Each truth-setting dag T S i consists of three subgraphs connected together:
1. Literal dag X i , 2. clause dag C i , and 3. enforcer dag E i . We will describe each of these three dags, one by one.
Literal dag. The literal dag X i contains two subgraphs A i and B i connected together. The dag A i is as follows: For simplicity we assume that n = 4. Any topological ordering of A i contains the node a i,1 followed by the nodes in the set {x i,j , x i,j | 1 ≤ i ≤ n}, followed by the node a i,2 . The nodes in the set {x i,j , x i,j | 1 ≤ j ≤ n} occur in any order in which the nodes x i,j and x i,j are followed by x i,j+1 and x i,j+1 for all j, 1 ≤ j < n. However, for each j, 1 ≤ j ≤ n, there is a choice in the order in which the pair of nodes (x i,j , x i,j ) occurs. It is this choice that we exploit to cause a twist of varying size depending on whether the given instance of 3-SAT is satisfiable.
Recall that for any ordering σ of the nodes in a dag, a twist in σ is a set of arcs {(a i , b i ) | 1 ≤ i ≤ p} in the dag such that the end-points of the arcs occur in the order Thus, from each node in A i there is an arc to the corresponding node in B i . Note that in any topological ordering of G in which the nodes in B i occur in "reverse" order relative to the nodes in A i , all arcs connecting A i to B i nest and can be assigned to one stack.
Clause dag. The clause dag C i is simply a directed path of length 5. More precisely, N ( C i ) = {c i,j | 1 ≤ j ≤ 6}, A( C i ) = {(c i,j , c i,j+1 ) | 1 ≤ j < 6}.
Enforcer dag. The enforcer dag E i contains two connected components, E i,1 and E i,2 . Each of these is simply a directed path of length 4. More precisely,
A( E i,1 ) = {(e i,j , e i,j+1 ) | 1 ≤ j < 5}, and N ( E i,2 ) = {e i,j | 6 ≤ j ≤ 10},
A( E i,2 ) = {(e i,j , e i,j+1 ) | 6 ≤ j < 10}.
We now describe how X i , C i , and E i are connected together to form the truthsetting dag T S i . The arcs (a i,2 , c i,1 ), (c i,6 , e i,1 ), (e i,5 , b i,2 ), and (b i,1 , e i,6 ) are added to G to force the subgraphs of T S i to occur in the order A i , C i , E i,1 , B i , E i,2 that the clause dag C i is assigned false in σ. A topological ordering σ of G is said be satisfiable if and only if 1. every clause dag C i is assigned true in σ, and 2. for each j, 1 ≤ j ≤ n, either x i,j occurs before x i,j for all i, 1 ≤ i ≤ m, or x i,j occurs after x i,j for all i, 1 ≤ i ≤ m, in σ. In other words, for each j, 1 ≤ j ≤ n, the pair of nodes x i,j and x i,j occurs in the same relative order in all literal dags X i , 1 ≤ i ≤ m, in σ. Clearly, there exists a satisfiable topological ordering σ of H(P ) if and only if the given instance of 3-SAT is satisfiable.
Finally, to complete our proof, we show that there exists a satisfiable topological ordering of G if and only if SN ( G) = 6. The two directions of the "if and only if" are proved separately.
If SN ( G) = 6, then there exists a satisfiable topological ordering of G. Let σ be any topological ordering of G that yields a 6-stack layout of G. We will show that σ is satisfiable. To obtain a contradiction assume that σ is not satisfiable. Therefore, σ violates one of the two conditions required of a satisfiable topological ordering. Suppose that σ violates condition 1. In particular, suppose that there exists a clause dag C i that is not assigned true in σ. This implies that the set of six arcs from A i to C i forms a twist of size 6. The arc (a i,2 , b i,2 ) adds to this twist to cause a twist of size 7. This implies that the layout of G according to σ requires at least seven stacksa contradiction. Now suppose that σ violates condition 2. Thus there exist k, p, 1 ≤ k ≤ m, 1 ≤ p ≤ n, such that the pairs of nodes (x k,p , x k,p ) and (x k+1,p , x k+1,p ) do not occur in the same relative order. In other words, x k,p precedes x k,p if and only if x k+1,p follows x k+1,p . Without loss of generality, suppose that x k,p precedes x k,p . This implies that x k+1,p follows x k+1,p . The pair of nodes (y k,p , y k,p ) can occur in one of two possible orders in σ. If y k,p precedes y k,p in σ, then the arcs in the set {(x k,p , y k,p ), (x k,p , y k,p )} form a twist of size 2. The five arcs from the gate-keeper dag GK to the enforcer dag component E i,1 {(g j , e i,j ) | 1 ≤ j ≤ 5} add to the above twist to yield a twist of size 7. Therefore, the layout of G according to σ requires at least seven stacks-a contradiction. Similarly, if y k,p follows y k,p , it is easy to see that the arcs in the set {(y k,p , x k+1,p ), (y k,p , x k+1,p )} along with the five arcs from the gate-keeper dag to the second component of the enforcer dag E i,2 form a twist of size 7, yet again leading to a contradiction.
If there exists a satisfiable topological ordering of G, then SN ( G) = 6. Let σ be a satisfiable topological ordering of G. Without loss of generality, we assume that in σ for all i, 1 ≤ i ≤ m, the nodes in B i occur in a "reverse" order relative to the order of nodes in A i . This ensures that the arcs from A i to B i can be assigned to one stack and the arcs from B i to A i+1 can also be assigned to one stack. We demonstrate an assignment of the arcs of G to six stacks so that when the nodes in G are laid out according to σ, no two arcs assigned to a stack cross.
It does not matter how we deal with arcs that connect nodes that are adjacent in σ. In particular, we will ignore the arcs in the gate-keeper dag GK, the arcs in the clause dag C i , 1 ≤ i ≤ m, and the arcs in the enforcer dag E i , 1 ≤ i ≤ m. We will also ignore some arcs that connect different subgraphs, namely, the arc (g 5 , a 1,1 ), and for all i, 1 ≤ i ≤ m, the arcs (a i,2 , c i,1 ), (c i,5 , e i,1 ), (e i,5 , b i,2 ), (b i,1 , e i,6 ).
We will assign the rest of the arcs to six stacks, s k , 1 ≤ k ≤ 6. Start with the arcs incident on the gate-keeper dag. For each k, 1 ≤ k ≤ 4, assign all arcs incident on g k to stack s k . Assign the arcs incident on g 5 to two stacks as follows. First assign the arcs from g 5 to the enforcer dag component E i,1 to s 5 for all i, 1 ≤ i ≤ m. Then assign the arcs from g 5 to the enforcer dag component E i,2 to s 6 for all i, 1 ≤ i ≤ m. This partial assignment of arcs of G to stacks fixes, to a large extent, the assignment of the rest of the arcs to stacks. In particular, the arcs from A i to B i , for all i, 1 ≤ i ≤ m, cross the arcs from GK to E i,1 and therefore have to be assigned to the stack s 6 . Similarly, the arcs from B i to A i+1 , for all i, 1 ≤ i < m, cross the arcs from GK to E i,2 and therefore have to be assigned to the stack s 5 . Since σ is a satisfiable topological ordering of G, we know that the arcs from A i to C i form a twist of size at most 5. Since these arcs cross the arcs from A i to B i , assign these arcs to stacks s 1 through s 5 . It is easy to reuse the stacks s 1 through s 5 for the arcs in A i and in B i .
Thus DAGSN is NP-complete.
5.
Conclusions. This paper presents fundamental algorithmic results concerning the computational complexity of determining the stacknumber and queuenumber of dags. For both stacks and queues, there remains a gap between the number of stacks or queues for which an NP-completeness result is known and the number for which a polynomial-time algorithm is known. We conjecture that recognition of both 2-stack and 2-queue dags is NP-complete. A more fruitful line of research is to identify classes of graphs for which the layout problem can be solved efficiently.
