We consider the problem of testing the stationarity and isotropy of a spatial point pattern based on the concept of local spectra. Using a logarithmic transformation, the mechanism of the proposed test is approximately identical to a simple two factor analysis of variance procedure when the variance of residuals is known. This procedure is also used for testing the stationarity in neighborhood of a particular point of the window of observation. The same idea is used in post-hoc tests to cluster the point pattern into stationary and nonstationary sub-windows. The performance of the proposed method is examined via a simulation study and applied in a practical data.
1. Introduction
General aspects
A point pattern as a realization of a point process is a set of points that are distributed irregularly in a window. The analysis of a point pattern provides information on the geometrical structures formed by the aggregation and interaction between points. The aggregation and interaction of points are characterized by intensity and covariance density functions, respectively. The spectral density function of a stationary point process is the Fourier transform of the complete covariance density function and is estimated in an asymptotically unbiased manner by the spatial periodogram. For a stationary point process all the second-order characteristics (e.g., the complete covariance density function) are only a function of inter-points distances and thus the spectral density function does not depend on the locations of points. So, the structure of the complete covariance density and spectral density functions may vary with location when the stationarity assumption is violated.
Several efficient methods based on the spectral density are available in the literature for studying the spatial structure of stationary processes. The spectral methods were used by [7] to investigate the asymptotic properties of several estimation procedures for a stationary process observed on a d-dimensional lattice. The approximated locations of events in a spatial point pattern were presented using the intersections of a fine lattice on the observation window by [19] and the point spectrum was approximated by the lattice spectrum.
Generally, a vague boundary exists between stationary and nonstationary point processes containing zonal stationary. The source of nonstationarity of these processes is the local regular behavior. These processes are further explained in Section 2.1. Based on a point pattern, we want to decide between the zonal stationarity and the simple stationarity assumption. One may suggest to employ the methods developed for regular observation of random fields. To this end, since the point pattern is an irregular observation of points, we need to partition the observation window, W , into a regular d-dimensional grid where the ith edge of W is divided into n i , i = 1, · · · , d, equidistant parts. Let N i represent the number of points in the sub-cube in the ith row, where i = (i 1 , · · · , i d ), and i j = 1, · · · , n j . We consider the N i as a measured variable at the ith grid and evaluate the stationarity of the point pattern by testing the stationarity of {N i } i random field. This test is similar to the test for stationarity of random fields introduced by [6] which looses the information about the locations of points. In the second approach, we define the evolutionary spectra for the realization of a point process and then examine the local behavior of the discrete evolutionary spectra. The stationarity assumption is rejected if the spectral density function shows different behavior at least in two different regions of the window. We mention the property of different behaviors in different regions by second-order location dependency. Our method is designed to detect this behavior against the second-order stationarity.
The concept of evolutionary (i.e. time-dependent) spectra has been introduced by [16, 15] . Testing the stationarity of time series is a very famous consequences of this concept [18] . The asymptotic properties of nonstationary time series with locally stationary behavior was investigated by [4] using the timedependent spectra. The remaining references somehow used the the evolutionary or local spectra for testing the stationarity of regular trajectories of random fields except [1] which proposed a test for spatial stationarity based on a transformation of irregularly spaced spatial data. A nonparametric and several parametric procedures for modeling the spatial dependence structure of a nonstationary spatial process observed on a d-dimensional lattice was proposed by [5] . Priestley's idea was extended to test the stationarity and isotropy of a spatial process [6] . Fluctuations of the local variogram for testing the stationarity assumption of a random process was employed in [3] . A formal test for stationarity of spatial random fields on the bases of the asymptotic normality of certain covariance estimators at certain spatial lags was derived by [10] . A wavelet-based analysis of variance for a stationary random field on a regular lattice was used by [13] for testing the stationarity. This paper is organized as follows: In the sequel, we study two motivating datasets. in the following section, we review some concepts of point processes and present two spatial spectral representations for a nonstationary spatial point process. Moreover, the nonparametric estimates of the spectral density of a nonstationary point process are proposed in this section. A formal test of stationarity is presented in Section 3. In Section 4, we examine the proposed testing approaches via a simulation study. We also study the effect of location in the competition between a specific genus of trees in 4.1.
Data and motivations
In this section, we propose two datasets as well as motivations for data analysis in order to further illustrate the mentioned problem throughout this study. The first dataset is devoted to the location of Euphorbiaceae trees in a part of the Bar Colorado forest (Figure 1 ). Generally, one of the main and essential information for forest management and its optimal and sustainable utilization is to determine the frequencies of different types of trees, distribution pattern of trees, and their competition. For example, the distribution of trees seeds could have an impact on their aggregation while competition among different species for moisture, light, and nutrients acts vice versa. A positive autocorrelation or aggregation may result from regeneration near parents, whilst a negative autocorrelation results from their competition. Therefore, it seems that variations of the aggregation structure will be change the interaction structure of trees. Since the local periodogram is influenced by the aggregation and interactions of points, so we use this function for detecting the location(s) at which the structure of trees pattern is changed. The second data is the location of capillary profiles on a section of prostate tissue. According to the anatomy of the human body, blood circulation in the human body starts from heart, then flows through arteries, and finally receives to all parts of the body by capillaries. Capillaries are the smallest vessels of the body, supplying the oxygen to tissues and exchanging constituents between tissues and blood. Figure 2 manifests the midpoints of the capillaries in sections of healthy and cancerous prostate tissues. The rescaled point patterns published by [8] were used to capture the coordinates of the capillaries. Since the quantity of nutrients and oxygen required by different parts of a given organ of the body are not same, so it is expected that the density of capillary network will be different in various parts of the body. In order to scrutinize this issue, we examine the behavior of evolutionary periodogram function at different parts of a tissue.
Nonstationary spectral approaches

Preliminaries
A point process is called stationary if its distribution is invariant under translations and is called isotropic if its distribution is invariant under rotations about the origin in R d . For a stationary point process the intensity function is constant and the second-order characteristics depend only on the lag vector. Moreover, for an isotropic process such dependency is an exclusive function of the scalar length of lag vector regardless of the orientation. Moving to the frequency domain approaches, the spectral density function of a point process is the Fourier transform of the complete covariance density function. It is a function like f XX : Ω −→ C, where Ω is the space of frequencies and is defined as (see [14] ) the Fourier transform of the unit-free complete covariance density function, κ XX [2] . For a nonstationary spatial process, [6] generalized the concept of evolutionary spectra of time series introduced by [16] . Following the same idea, we introduce two different evolutionary peridograms of nonstationary point processes. A new class of nonstationary point processes called 'zonal' sta-tionary processes is introduced. In each approach, an empirical spectral density function is defined for this class of nonstationary point process whose physical interpretation is similar to that of the spectrum of a stationary point process, but it is varying with location. Intuitively, a point process is called zonal stationary if it behaves in an approximately stationary way in a neighborhood of some point. In other words, a point process X is called zonal stationary on W if there exist finite points z ∈ W such that for some ρ > 0, X b(z,ρ) is stationary, where X B denotes the restriction of X to B and b(z, ρ) denotes a closed ball centered at z with a radius ρ. 2 . We term z 1 , . . . , z 9 the middle points of S 1 , . . . , S 9 square sub-windows from left to right and down to up, respectively. In this figure, the point pattern in S 3 is a realization of the stationary Thomas process, in S 8 we have a realization of the Simple Sequential Inhibition (SSI) process and the remaining are realizations of stationary Poisson processes. The regional behavior of a point pattern can be detected through evaluating its different features in the special regions. For this aim, closed balls with centers at different points of the observation window are typically considered in the spatial domain. Moreover, the local behavior of the point pattern is decided on the basis of measuring its different features at these balls. However, determining these regions and different features are crucial in the spatial domain. Fortunately, this issue can be easily solved in the frequency domain. This could be attributed to the fact that the frequency domain is based on [−π, π] regardless of the form of the observation window. The Bartlett window can be used to determine different regions on which the features must be evaluated and accordingly the regional behavior of the point pattern can be detected by computing the local periodogram.
Suppose that we have a point process X observed on a rectangular window
, that is the rectangular window with a vertex at the origin of the Cartesian coordinates and an opposite vertex on l. Construct {N i } i as before. We consider a regular n 1 ×. . .×n d grid on the study area and set n = d j=1 n j . Let N i be the number of points in the ith row where i = (i 1 , . . . , i d ) and i j = 1, . . . , n j for j = 1, . . . , d. We consider the N i as a measured variable at the ith quadrant and define the random field as V (s) = N i if s belongs to the ith row. Figure 4 shows the image of N i random field obtained by considering a 70 × 70 regular grid on y. Now, one may use the method of [6] to define the local periodogram of the obtained random field which eliminate the information about the locations. Our approach is the nonstationary periodogram.
Nonstationary periodogram of point processes
Assume that we have a point pattern x observed on a rectangular window W = [0, l] containing n X points. Let D = {u j = (u 1j , . . . , u dj ), j = 1, . . . , n X }, be the set of positions of the points. Suppose the approximate locations of points in a point pattern be represented by the intersections of a m 1 × . . . × m d fine lattice superimposed on the study region. This lattice generates an irregular realization of a binary random field. We define the obtained realization, ζ say, from the random field ζ as
ζ(s) is a simple random field and only the positions at which events occur are of interest. There is an equivalence between the point spectra of X and the spectra of the random field ζ [19] . If X is a stationary point process, then ζ will be a stationary random field. Consequently, any evidence of nonstationarity of ζ could be a reason for rejection of the stationarity hypothesis of X. Suppose that ζ be zonal stationary, then its spectral density function, denoted by f z (ω), is the Fourier transform of the locally auto covariance function of ζ and z is the location around that ζ behaves in a stationary manner (see [6] ). If for a given z the function f z (ω) is not sensitive to ω, then we conclude that in the neighborhood of the given z, f z (ω) belongs to a completely spatial random point pattern. On the other hand, if for a given frequency ω, f z (ω) is not sensitive to z, then we conclude that for the given ω, f z (ω) dose not behave locally. Practically, f z (ω) is unknown for every z and for every ω and we restrict the problem of estimation to specific Fourier frequencies and locations. Therefore, our approach is a parametric statistical inference. Consider a location varying filter to assign greater weights to the neighboring values of z. The spatial local periodogram at a location z and frequency ω is |J z (ω)| 2 , where
where g : R d → R is the filter function with all the characteristics mentioned by [6] with finite width B g defined as
The resulting periodogram is not smooth enough to be used as an estimation of the local spectra and thus |J z | 2 is smoothed using the L 2 kernel family, {W ρ }, where for each ρ there exists a constant C such that
where w ρ is the Fourier transform of W ρ . Thus, the final estimator is
Using the very similar arguments employed by [6] , the covariance between the spatial periodogram values I z1 (ω) and I z2 (ω ′ ) will be asymptotically zero if either ω ± ω ′ ≫ bandwidth of |Γ(θ)| 2 where Γ is the Fourier transform of g and or z 1 ± z 2 ≫ bandwidth of the function W ρ (u) [17] . For fixed z and ω, one may conclude the normality of A z (ω) and B z (ω) similar to the [14] . Figure 5 shows the spatial local periodogram of the mentioned y in Figure  4 at the locations z 1 , . . . , z 9 which are enough wide apart and at the Fourier frequencies. The number of observed points of y in the considered sub-windows are almost similar. Obviously, as shown in Figure 5 , the behavior of the local periodogram function of y varies at different locations. The shape of the local periodograms in sub-windows with stationary Poisson patterns (around z k , k ∈ K = {1, 2, 4, 5, 6, 7, 9},) are broadly flat, reflecting the absence of the interaction structure in the observed patterns. In the sub-window with the stationary Thomas pattern, for small values of ω the values of I z3 (ω) are larger in comparison with I zj (ω) when j ∈ K. In contrast, the sub-window with the Simple Sequential Inhibition pattern, the values of I z8 (ω) are smaller than I zj (ω), j ∈ K, for small ω . There is a fundamental difference between this location dependent point spectra and the lattice-based local spectra considered by [6] . A lattice-based spectrum describes the spatial structure of a measured variable (for example, tree heights) at fixed equally spaced locations in an n 1 × n 2 grid. However, in a local point spectrum, we consider the spatial structure of the location (for example, locations of trees) of points instead of a measured characteristic. Moreover, the first estimator ignores the information about the precise locations of points compared with the second one.
Concerning the Bartlett's window, g(u) is considered as a multiplicative filter in the simulation study of Section 4; i.e. g(u) = 
, where W 1,ρ (u) = 1/ρ1 |u|≤ρ/2 , corresponding to the Daniell window which implies the accuracy of formula (2) with C = (2π) d .
Testing the stationarity
In this section, we represent a formal test of stationarity of a point process based on the results discussed in the previous section.The analysis of the geometric structure of a point pattern is strongly related to the aggregation of points and interaction between points. When the aggregation of points is the same at two different sub-windows it is not easy to visually discriminate the interaction effect in these sub-windows. In this situation, the higher moments of the point pattern such as the second order intensity function must be compared together in different areas. If the restricted point patterns to disjoint sub-windows are assumed to be independent, their second order properties can be compared according to [20] . Without such independence, the two-factor analysis of variance model and the assumptions considered in the following are valid. We thus wright (see also [9, 18] )
[18] showed that for ω ∈
, the asymptotic mean and variance of ε are E(ε(z, ω)) = 0 and
which is independent of z and ω.
We select a set of locations z 1 , z 2 , . . . , z m and a set of frequencies ω 1 , ω 2 , . . . , ω n in such a way that an acceptable sample is gathered in location and frequency spaces and we evaluate I z (ω) over this fine sample. The set of locations and frequencies must also be wide apart enough in order to ε(z i , ω j ) and consequently I zi (ω j ) be uncorrelated. If we write Y ij = Y (z i , ω j ), f ij = ln f zi (ω j ) and ε ij = ε(z i , ω j ), then using the discussion on the normality of A z and B z , the noise terms, ε ij , are considered to be normally distributed and Y ij are generated according to the model
The parameter f ij represents the treatment effect for location effect at level z i and the frequency effect at level ω j . By considering the normality of the main effects, we can rewrite the model as
In this model, the parameters α i and β j represent the main effects of the location and frequency factors, respectively, and γ ij represents the interaction between these two factors. As previously mentioned, the spectral density function of a stationary point process does not oscillate locally and it only varies by change of the frequencies. Therefore, the stationarity of a point process can be tested by using the analysis of variance methods and testing the model
. . , m and j = 1, . . . , n, or equivalently H 0 : α i = 0, i = 1, . . . , m, versus (6). The rejection of H 0 represents that at least one of the parameters α i is not zero which means that there exists at least one z i ∈ W in such a way that f zi (ω) = f zj (ω) for all j = i.
A post-hoc test is used to find the different location(s) and thus we may use this as a clustering method in zonal stationary point processes. Since the value of σ 2 = Var(ε ij ) is known, the presence of the interaction factor, γ ij , can be tested only using one realization of the point process. If the effect of interaction factor is not significant, then the point process is uniformly modulated and ln f z (ω) will be additive in terms of location and frequency. We can examine whether the nonstationarity of the point pattern is restricted only to some frequencies, by selecting those frequencies and testing for stationarity over them. If X is an isotropic point process, then f z (ω) depends on its vector argument ω only through its scalar length ω , regardless of the orientation of ω. Then, we can test for isotropy by selecting a set of frequencies with the same norms, say {ω j1 , ω j2 } where ω j1 = ω j2 but ω j1 = ω j2 , and test whether the frequency effect is significant. Since σ 2 is known, all of these comparisons are based on a χ 2 rather than F -test.
Simulation study
In this section, we evaluate the performance of the proposed test for detecting the nonstationarity of a point process. As mentioned in the previous section, using a logarithmic transformation, the mechanism of the test are almost identical to those of a two-factor analysis of variance procedure. In testing for stationarity, firstly we consider the interaction sum of squares. If the interaction is not significant, we conclude that the point process is a uniformly modulated process and continue to test for stationarity by evaluating the 'between spatial locations' sum of squares. If the interaction sum of squares turns out to be significant, we conclude that the point pattern is nonuniformly modulated and nonstationary. In this situation, we can survey whether the nonstationarity of the point process is restricted only at some frequencies. Significance of the 'between spatial locations' sum of squares means that the point pattern is nonstationary.
We set the nominal level of test at 0.05 and assume that all of the point processes are observed on a rectangular window W = [0, 70] 2 . Using (1), for all cases, we estimate f z (ω) in which g(u) and W ρ (u) employ h = 3 and ρ = 20, respectively. The bandwidth of |Γ(ω 1 )| 2 is approximately π/h = π/3. The window W ρ (u) has a bandwidth of ρ = 20. Thus, the space between z i and ω j points must be at least ρ = 20 and π/3 respectively, in order to obtain approximately uncorrelated estimates. The points z i are chosen as z i = (z i1 , z i2 ) = (70i 1 /6, 70i 2 /6) with i 1 = 1 (2)5 2 is calculated using equation (5) as σ 2 = 16h 2 /(9ρ 2 ) = 0.04. For the considered set of locations and frequencies, the degree of freedom for 'between spatial locations', 'between frequencies' and 'residual+ interaction' effects are df L = 8, df F = 8 and df IEr = 64, respectively. We denote 'between spatial locations', 'between frequencies' and 'residual+ in-teraction' sum of squares with SSL, SSF and SSIEr, respectively. In the analysis of variance table, we first evaluate the significance of the interaction effect. If SSIEr/σ 2 > χ 2 64 (0.05), we conclude that the point pattern is nonstationary, and nonuniformly modulated. If the interaction is not significant, we conclude that the point pattern is a uniformly modulated process, and proceed to test for stationarity versus the zonal stationarity by comparing SSL/σ 2 with χ 2 8 (0.05). Significance of the location effect suggests that the point pattern is nonstationary. Similarly, to evaluate between frequencies effect, SSF/σ 2 is compared with χ 2 8 (0.05) and the significance of test confirms that the spectra is nonuniform.
In the following study, we simulate 100 realizations from a stationary and a nonstationary point process to study the empirical size and power of the proposed test. Table 1 shows the ratios of rejections of stationarity assumption. The ratios of rejections for stationary processes represent the empirical size and the ratios of rejections for nonstationary processes represent the empirical power of the test. We consider realizations of Thomas process because of its clustered behavior which makes it similar to a zonal stationary process. To simulate a Thomas process of the parameter (δ, τ, µ), the 'parent' point process is generated at first according to a stationary Poisson point process of intensity δ in the study region. Then, each parent point is replaced independently by 'offspring' points which the number of offspring points of each parent is generated according to a Poisson distribution with mean µ. Finally, the position of each offspring relative to its parent location is determined by a bivariate normal distribution centered at the location of parent with covariance matrix diag(τ 2 , τ 2 ). The process is denoted by T (δ, τ, µ) and is chosen because of its clustered behavior which makes it similar to a zonal stationary process. The number of observed points is an increasing function of δ in Thomas process. We also consider the realizations of stationary Poisson processes of intensity λ, denoted by P (λ). The results of Table 1 show that the empirical size of test decreases for the larger values of δ and approaches the nominal level. The great values of empirical size are due to the use of asymptotic normal distribution for Y ij . In fact, this asymptotic behavior is valid for large enough number of points at each grid. For different realizations of stationary Poisson processes, the empirical size is zero. For the point pattern y shown in Figure 3 , the point pattern in S 3 is a realization of the stationary Thomas process with parameters δ = 0.046, τ = 1 and µ = 4, and the point pattern in S 8 is a realization of the SSI process with Inhibition distance r = 1.5.
To simulate a SSI process with Inhibition distance r, points are added oneby-one. Each new point is generated according to uniform distribution in the window and is independent of previous points. If the new point lies closer than r from an existing point, then it is rejected and another random point is generated. The empirical power of test is close to one for the point pattern y. The empirical power of test is equal to one in all the nonstationary cases.
Since the value of the periodogram at higher frequencies can be taken as the contribution of random errors only, so we ignore ω 9 = (15π/20, 15π/20) (the frequency with the highest norm) and perform the test by considering ω 1 , . . . , ω 8 . Therefore, we have df F = 7 and df IEr = 56. The results of Table 1 Table 1 The rejections ratios of stationarity in 100 times replications of testing procedure with the realization of Thomas and Poisson point processes.
Model using 9 frequencies without ω9 T (2,1,6) 0.10 0.04 T (2,1,8) 0 (5,1,4) 0.03 0.02 T (5,1,6) 0.00 0.00 T (5,1,8) 0.00 0.00 T (7,0.25,4) 0.06 0.02 T (7,0.25, 6) 0.02 0.00 T (7,0.25, 8) 0.04 0.02 T (7,0.5,4) 0.01 0.00 T (7,0. 5, 6) 0.02 0.01 T (7,0. 5, 8) 0.00 0.00 T (7, 1, 4) 0.00 0.00 T (7, 1, 6) 0.00 0.00 T (7, 1, 8) 0.00 0.00 P (20) 0.00 0.00 P (30) 0.00 0.00 P (50) 0.00 0.00 P (0.1 exp(0.2 sin(4πx) + 0.1y))
1.00 1.00 T (3, 0.2,exp(3 sin(4πxy) + 0.01x))
1.00 1.00 y 0.98 1.00 show that the empirical size of test decreases when ω 9 is removed from the set of considered frequencies.
Real data
Trees data
As mentioned earlier, the first dataset is devoted to the locations of Euphorbiaceae trees, as shown in Figure 1 . Postulating that all of the assumptions made in Section 4 are valid for this case, we consider h = 3 and ρ = 34. Thus, the distance between the locations z i and frequencies ω j points must be at least ρ = 34 and π/h = π/3, respectively, and the value of σ 2 will be equal to σ 2 = 16h 2 /(9ρ 2 ) = 0.0138. The points z 1 , . . . , z 4 are the centroids of the four equally-dimensioned subregions denoted by S 1 , . . . , S 4 from left to right and down to up, respectively. In other words, the points z i are chosen as z 1 = (70/4, 70/4), z 2 = (3 × 70/4, 70/4), z 3 = (70/4, 3 × 70/4), and z 4 = (3×70/4, 3×70/4). We denote the restricted point patterns to S 1 , . . . , S 4 by x 1 , . . . , x 4 , respectively. The number of observed trees at the regions S 1 , . . . , S 4 are almost the same. Firstly, we consider the estimate of K function for investigating the inter-point dependence aspects of these point patterns. The sample K functions of each point pattern along the theoretic K function of the stationary Poisson process are shown in Figure 6 . Simply speaking, the gray areas of all the figures represent the acceptance regions of the stationary Poisson model for data. The hypothesis of stationary Poisson model is rejected based on a statistic at level of α = 0.05, when the sample statistic does not remain between the given boundaries at least for a point r ∈ R + . When the sample K functions compared with the prepared boundaries, the lack of fitness of stationary Poisson process to all of the point patterns is emphasized. Visually, the sample K functions of all the point patterns expect x 2 are approximately the same. In the following, we apply our proposed method to test the nonstationarity of this point pattern. Afterwards, if the test rejects the stationarity assumption against the zonal stationarity, then we use the post-hoc tests for detecting the location(s) at which the structure of trees pattern is changed. Table 2 shows the results of post-hoc test. There is a significant difference between the local periodograms at locations z 2 and z 4 , while the behavior of the local periodograms dose not change at other locations. Since the number of observed trees in both areas (S 2 and S 4 ) is almost the same, so the difference between the local periodograms at locations z 2 and z 4 may be due to the significance of the latitude effect on the competition between trees. 
Capillaries data
The stationary Strauss hard-core model was suggested for the locations of capillaries in prostate tissues [11, 12] . It has been concluded that capillary profile patterns are more clustered in healthy tissue than in cancerous tissue the difference in the spatial model of healthy and cancerous tissues was verified [8] by testing the corresponding empirical K functions. The intensities of two point patterns are almost the same. According to the stationarity assumption considered by [11, 12] to these patterns, the second order properties of healthy and cancerous tissues were compared [20] and concluded that cancer does not affect the first and second order properties of the locations of capillaries on the prostate tissue. All these researches assumed the corresponding point process to be stationary. Here, we apply our proposed method to test the nonstationarity of both point patterns. The observation windows are rescaled to [0, 70] 2 cubes and all the required values are assumed to be same as the the previous settings. Table 5 The Bonferroni post-hoc test for the Capillaries data. The significant differences in the location effects are denoted by '*'. The results of the analysis of variance and post-hoc test for this dataset are presented at Table 4 and 5, respectively. The results show that the location effect is significant for both of the healthy and cancerous point patterns. According to the new obtained evidence, the previous results could not be invoked. Nevertheless, we can use the local periodograms to extend the idea of [20] for comparing the spectral density functions of nonstationary point patterns. The asymptotic independence and the asymptotic distribution of local periodograms are used to compute the density function of the local periodograms and hence the likelihood function in terms of the local periodograms similar to [20] . Let I h zi (ω j ) denotes to the local periodogram of healthy point pattern at the location z i and frequency ω j and there is similar notation, i.e., I c zi (ω j ), for cancerous one. Thus, the likelihood ratio for comparing the local spectral density functions of two independent point patterns at the location z i will be as below. The results of likelihood ratio test show that there are significant difference between the local spectral density functions of healthy and cancerous point patterns at the locations z i , i = 1, ..., 4. Therefore, assuming the nonstationarity of both point patterns, we can conclude that cancer affects the second order structure of prostate tissue.
