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A theory for strongly singular integrals on spaces of homogeneous type is 
developed and used to obtain sharp multiplier theorems for various groups. 
0. INTRODUCTION 
It has been known for a long time that there exist singular convolution 
operators on Lp(Rn) which fall outside the scope of the Calderon-Zygmund 
theory. The kernels corresponding to multiplier transformations of the form 
m(f) = e’i”; “( 1 -t I f W+(f) ( w h ere a, fi > 0, # is smooth, zero on a neighbor- 
hood of zero, and equal to 1 for large 1 f 1) are examples of such operators and 
have been studied by Hirschman [IO], Wainger [19], Stein [16], Fefferman [5j, 
and Fefferman and Stein [6]. The problem of determining the range of p for 
which m is bounded on LP was solved completely in [6]. Using, as a starting 
point an analogue of Theorem 1 of [6], we develop a theory of strongly singular 
integral operators on spaces of homogeneous type. These spaces were introduced 
by Coifman and deGuzman in [I], where analogous of Calderon-Zygmund 
operators were considered. 
Our principal result is a theorem which allows us to pass from a Fourier 
multiplier to the corresponding singular kernel. This result allows us to then 
use existing machinery to give applications to DP, SU(2), and the Heisenberg 
group, obtaining in each case a useful multiplier theorem which gives sufficient 
conditions for a function to be an LP Fourier multiplier for p in a closed sub- 
interval of (1, 00). 
1. PRELIMINARIES 
A space of homogeneous type is a topological space X with a Bore1 measure p 
and a real function d (called a quasi-metric) such that 
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d:XxX+R+, (1.1) 
4% y) = d(Y, 4, (1.2) 
d(x, y) < q+l 4 + d(G Y)l9 (1.3) 
the pseudoballs 
B(Y, x) = (yEX: d(x,y) <Y} (1.4) 
form a basis of open neighborhoods at x, 
P(HY, 4) > 0 whenever r > 0, (1.5) 
@qy, 4) < 44qa 4) for all Y > 0 (1.6) 
We also suppose that 
p(B(y=, x)) < G(B(y, xl)“, (1.7) 
where C is independent of Y and x. This condition is not restrictive as whenever 
X is a locally compact group we can arrange that p(B(r, x)) N Y. We should re- 
mark that the above definition of a space of homogeneous type is not the most 
general possible (see [2]), and that when p(X) < 00 we shall always assume 
that p(X) = 1. 
The space of functions of bounded mean oscillation on X, denoted B.M.O.(X), 
is defmed to consist of all locally integrable functions 4 such that 
for all pseudoballs B where (+)a = p(B)-l sB+( y) dy. The norm of $ is the 
infimum of the numbers C in (1.8) (plus 1 s$I if p(X) = 1). 
A complete account of the relation between B.M.O. and the generalized 
Hardy space H1 is to be found in [3]. The following comments will suffice for 
our purposes. An atom is a function a with support is some pseudoball B(Y, x0) 
such that j’ a = 0 and I[ a Ilrn < p(B( Y, x0))-l. (If p(X) = 1, then 1 is also admitted 
as an atom.) 
The space H1 consists of functions which can be represented as C hjaj , where 
the aj are atoms and C I hj ) < co. The norm of an element f of H1 is the infimum 
of the sums 1 / hj I over all possible representations C X,aj off. The dual of H1 
is (equivalent to) B.M.O.; the bounded linear functionals on HI have the form 
where + E B.M.O. and f = C Ajar .
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We shall make use of the following interpolation theorem (see [13; also [3, 
pp. 597 and 6371). 
THEOREM 1.1. Let S = (z E C: 0 < Re’z < l} and suppose T, is a mapping 
from S to the space of bounded linear operators on L2(X). We suppose that this 
mapping is strongly continuous and unifmmly bounded on S and analytic in the 
interior of S. If 
II T1+z,fll2 d C,(Y) Ilf IL 3 f EL29 
II TwfIII G C,(Y) Ilf llHl> fEH1rJL2 
where log Cj( y) < BJedjIvI, B, > 0, 0 < d, < r, then 
II Ttfll, 6 Mllf II, 
for all f in a dense subspace of L* where I/p = (1 - t)/l + t/2. 
2. La-B.M.O. ESTIMATES 
Let K(x, y) be a measurable function on X x X, such that K( ., y) is integrable. 
The operator K is defined by the formula 
where f ELm. 
KfC-4 = j$y)f(y)d~, 
THEOREM 2.1. Suppose that 0 < 8 < 1 and that there exist constants C, , 
i = I,..., 6, such that 
II Kf II2 < C, Ilf IL > (2.1) 
II Kf lI2/(1-0) G C2 llf II2 , (2.2) 
I I %Y) - % ,r)l dy < G (2.3) d(2,,Y)aC,[d(x,x,)]‘-e 
for aZZ x, x0 in X such that d(x, x0) < 1, 
s I NT Y) - &, 9 r>l dy < G (2.4) a(qyY)>c,dkr.z,) 
-for all x, x,, in X such that d(x, x0) 3 1. Then for all f in La 
II Kf 1Im.o. G C lif IL 7 
where C is a constant independent off and II K iI1 . 
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Proof. It will suffice to show that if f ELm, 
for all pseudoballs B. (From now on we use ] B 1 to mean p(B).) Suppose 
B = B(x,, , r), where x,, and r are fixed. We treat two cases: r < 1 and r >, 1. 
Case 1. Y < 1. Fixfand writef =fr +fa, where 
1 
‘= VI B 
- j I Kfd4 - (Kfh I dx G -& B i r(;fi I I 
1 
<2 lB, BIKfdpl I--s 
1/P 
< & II Kf, 112, v 
by Holder’s inequality. Letting p = 2/(1 - 0) and using (2.2) we obtain the 
estimate 
Z < 2C, 1 B 1(e-1’/2 11 fi /I2 
< 2C, I B I(e-1)/2 j B(x, , C3~1-e)11p llfllu 
G c Ilfllm (2.7) 
by (2.6), (1.6), and (1.7). Furthermore, letting o = s k(x, , y)f2( y) dy we have 
1 -s 2 I& B I W2 - @f&B I dx G ~BJ s I W2 - u I dx 
’ 1 B(x, 9 r)l B&,,d 2 j dbX ~~\B~z,&-~, 
I 4x, Y) - 4x, 7 r)l I fddl 4’1 
2 - 
’ 1 B(xo * y)l 1 Bh.d dx IS 
I k(x, Y) - w% 7 r)l / f2(yPy 
d(s,.y)>c,[d(r,z,)]‘e 
,< 2c.4 IlflL 
by (2.6) and (2.3). C ombining this with (2.7) proves (2.5) when r < 1. 
Case 2. Y > 1. In this case we write f = fi + fi , where jr = f,yB(z,ec,s) and 
argue as in Case 1, this time using hypotheses (2.1) and (2.4). 
Remark. The proof of the above theorem is similar to that of Theorem I of 
[6]. The main difference is that we use condition (2.4) instead of the assumption 
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that K has compact support. (Such an assumption would not make sense in the 
general situation considered above.) Nevertheless when X is a group, if K has 
support in B(e, l), then it is easily seen that k satisfies (2.4). 
3. MAIN RESULTS 
In this section we prove an approximation theorem which allows us to pass 
from conditions on Fourier multipliers to conditions on the corresponding 
singular kernels. From now on we shall suppose that X is a locally compact 
unimodular group G, p is left Haar measure, and set m(x) = d(.r, e) (where e 
is the identity). We also suppose that 
m(x) = m(x-l), (3.1) 
there exist constants c and C such that 
cr < 1 qx, Y)] d cr, (3.2) 
d(x, 4 = d(XY, ZY) for all X, y, z E G. (3.3) 
We let & (-co < I < co) denote an approximate identity on G satisfying 
THEOREM 3.1. Suppose that M is a bounded linear operator on L2(G) which 
commutes with left translation, and 0 < 6’ < 1. If 
and, for some 8 > 0, 
(3.5) 
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then Mf = lim k, *f, where the functions k, are integrable and satisfy hypotheses 
(3.3) and (3.4) of Theorem 2.1, uniformly in n. 
Proof. Let a, = M#,. .+ & and k, = --rn a,-{ . Clearly, Mf = lim k, *f 
(inL2). We shall suppose (without loss of generality) that 6 = 7. Now 
by (3.4) and (d). Hence, by (3.1) 
j I a,(y-lx) - a,(x)1 dx < C (*)‘. (3.6) 
<’ J m(x)>2Km(y)‘-e ’ ar(y-lx)’ dx +Sm(r)>2Kni(y)l-e I ar(x)’ dx/ 
62 I m(o)>m(y)l-e I ay(x)’ d  G2 s m(xl>?n(l/s-~ I a,(x)l  m;fs;ls )’ d*, / 
= 2m(y)-‘1-e’E s,(,),,(,)&. / a,(x)1 m(x)S+l/2m(x~-s-1/2 dx 
< 2m(y-(1-@E (II a.,(x)12 m(x)fs+l dx)l’t(l 
1 
112 
442~-26-1 
m(x)>rn(t&~ , 
< Cm(y)-~“-e’rscl-s’, r<l (3.7) 
by (3.5) and the fact that 1 B(x, r)l - r. Similarly one can show that (for ally), 
when r > 1, 
f m(x);?2KmG) I aAC4 - 44 dx < WyYrs- (3.8) 
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Hence, if m(y) < 1, 
s I ~,(Y-~x) - W)l dx m(r)>zKm(y)‘-~ 
Gj o m(z)>2Xnl(y)‘-e I a,-w14 - %&>I fix / 
+Sj 1 a,-*(y-lx) - a,-,(x)1 dx. (3.9) 
--n nz(z)>2Km(Y)‘-~ / 
By (3.6) and (3.7) the first term on the right of (3.9) is majorized by 
C f min{m(y)*2z”, ,(y)-6(1-e)2-isc1-e)} < C’. 
0 
The second term on the right of (3.9) is majorized by 
j a,-,(y-lx) - a,-,(x)1 ds 
--cc nlkd>2Km(Y) 
< C i min{m(y)“2z6, m(y)-“, 2-is) < c’, 
-m 
by (3.6), (3.8) and the fact that m(y) ,< 1. 
One can show in much the same manner that when m(y) > 1, 
s 1 k,( y-lx) - k,(x)1 dx < C. 
rn(P)>2KdY) 
The proof is thus complete. 
Remarks. (a) By Theorem 1.1 and a simple limiting argument it follows 
that M is bounded on LP when 2 <p < co. If the distance m is central, the 
argument of Coifman and Weiss [2, pp. 82 and 841 (where the case 0 = 0 is 
treated) shows that M is bounded on Lp when 1 < p ,< 2. 
(b) Obviously, in applications, it will suffice to show that (3.5) and (3.6) 
hold when r = 2i - co < i < W. 
LEMMA 3.2. Suppose that M is a bounded linear operator on L2 which commutes 
with left translation and is bounded jkom L2/@+l) to L2. Suppose also that II+, (I2 N 
y-li2. Then to prore (3.4) it suffices to show that 
(3.10) 
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Proof. We treat only the case Y < 1. Write 
By Schwarz’ inequality 
Also, it is easily shown, with the argument used above to establish (3.7) that 
I2 < C as well. 
In applications it always turns out that (3.10) is established whenever (3.5) is 
established. 
4. APPLICATIONS TO UP 
Let G = !lP and TV denote Lebesgue measure; we set m(x) = 1 x In = 
(xy j 3~~ 12)nj2. It is easily checked that the conditions (3.1), (3.2), and (3.3) are 
satisfied. Let YE P(llP) be a positive radial function with support (x: 0 < 
/ x 1 < 2) such that Y = 1 on {x: 1 x 1 < l}. Let 4(x) = SW* ei(b,y>Y([) de; 
then + E Y (the Schwartz space) and the functions $, = ~-~+(~r-ll”) satisfy 
conditions (a)-(f) of Section 3. 
THEOREM 4.1. Let x = [n/2] + 1 and 0 < 0 < I. Suppose that M E Ck(W\ 
{O)) (some h 3 x) and 
I M(S)1 < CC1 + I 5 l)Y’* (4.1) 
and for every multi-index y with ( y 1 < x 
’ DM(t)/* d.$ < CRn-2iYI when O<R<l, (4.2) 
/ DM([)\” dt < C ;“,I:;;;::; 
n odd 
n e~,en when R > 1. (4.3) 
9 
Then M is a multiplier of Hl to L1 and so a multiplier of H1. (That is, the operator 
TM defined by (T,&^ = M3 satisfies I[ T,,J \I,+ < B jlf llHl for all f in say 
H1 n L2.) 
Proof. It is trivial to check that conditions (3.5) and (3.10) are satisfied. 
Furthermore, by the Hardy-Littlewood-Sobolev theorem on fractional integra- 
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tion ([IT, p. 1191) TM is bounded from La/(*+l) to L2 and L2 to L2/‘l-*). By 
Theorems 2.1 and 3.1 and Lemma 3.2 it follows that the operatorsf- K, *f 
(notation as in Theorem 3.1) are uniformly bounded from L” to B.M.O., and, 
so by duality, are uniformly bounded from H1 to L1. This is enough to show 
that TM is bounded from H1 to L1. That it is in fact bounded on H1 follows from 
Corollary I of [6, Sect. 31. 
THEOREM 4.2. Suppose that 0 < a < 0 < 1, ME CP(W\{O}) (k B x), and 
that 
and for multi-indices y with 1 y 1 < [n/2] + I 
I DYM(f)I < c I 4 I-‘% I51 d 1 (4.5) 
n odd 
71 even. 
ifi > 1. (4.6) 
Then M is anL”-multiplier (that is, the operator T,,,, satisfied I/ TMf /ID < C, 1) flip , 
f E L’ n La) whenever 
j l/p - 112 I < 
I 
a(n + l&W + e), n odd 
cr(n + 2)/2(m + 28), n even. 
Proof. Consider the family of operators F, , defined by 
(Fzf )^(t) =.&)JW)(I + I 5 I)(sna-b”2, 
where b = n(a - a)/2 and 
a = (na + W(n + 119 
I 
n odd 
(nor + 2w(n + 21, n even. 
The result follows easily from Theorem 1. I once we note that the function 
W5)U + I 6 I)- b/2 satisfies the hypotheses of Theorem 4.1 with respect to 
0 = a, and bear in mind that the function (1 + ) f I)iva/2 is an H1-H1 multiplier 
with norm 0( I -+ 1 y I)n+l (see [6, Sect. 31). 
EXAMPLE. A simple evaluation of partial derivatives shows that the function 
M(t) = #(E) eil”la(l + I f I)-6 (where 0 < OL < 1 and 0 <B < m/2 and 1,5 is 
smooth, zero near the origin, and equal to 1 for large 1 5 I) is an Lr-multiplier 
when I 1 /p - l/2 I < /3/ou1. This was proved in [6] by directly estimating the 
translation condition (2.3) on the Fourier transform of AZ, which had been 
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previously calculated by Wainger [19]. Since M is not an LP Fourier multiplier 
when 1 I/p - l/2 1 > /?/on, our result is the best possible. 
The following result is an amusing variation of the classical Littlewood- 
Paley theorem. For simplicity we treat the case of Iwl. Let 
k<O 
k=O 
k > 0. 
Suppose 0 < 0 < 1; for k f 0 split Ik into 2[1kls] equal subintervals Ik,, , 
j = I,..., 2[l”lel. 
COROLLARY 4.3. If 0 < (Y < 0, we have 
when I l/p - l/2 I < ~~120 and where (SIB,tf)h = ,y,,.,t 
Proof. The proof is obtained easily by arguing as in [17, p. 1061 using 
Theorem 4.2 and the vector-valued Riesz theorem. 
5. APPLICATIONS TO SU(2) 
Recall that SU(2) is the group of all (2 x 2) complex unitary matrices of 
determinant 1. 
We denote the (equivalence classes of irreducible) representation of SU(2) 
by Tr, 21 E Zf. For f E L2(SU(2)), we write 
f(x) = f (21 + 1) tr(j(l) T,z), 
21-O 
(5.1) 
where 
f(l) = j-f(x) T;-1 dx (5.2) 
and the convergence)of (5.1) is in L2-norm. Furthermore we have the Plancherel 
formula 
f If @)I” d-x = c (21 + 1) lllwf(~)lll”. (5.3) 
(111 A 111 always denotes the Hilbert-Schmidt norm of the matrix A). We also 
write xl(x) = tr(Tr) for the character of the representation TL. 
Bounded linear operators Mon L2(SU(2)) w ic commute with left translation h h 
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correspond to matrix multiplier operators; that is, if BELL, then Mf has the 
Fourier expansion. 
Mf(x) = f (21 + 1) tr(fi(l)f^(l) TsL), 
21=0 
where AT(Z) is a (2Zf 1) x (21f 1) matrix whose operator norm 11 @(Z)l/ is 
bounded independently of 1. 
We define a quasimetric don SU(2) by setting d(x, y) = 111 xy - e //13, and set 
m(x) = d(x, e). Then d satisfies conditions (1.1)-(1.7) and m and d satisfy 
conditions (3.1)-(3.3). If we put 
$b: = f (21 + l)(l - rl/a)arxr, 
2z=o 
then $,* satisfies conditions (a)-(e) of Section 3 (with 0 < r < 1). The proofs of 
these facts can be found in [2]. 
THEOREM 5.1. Suppose that l@(l) is Q sequence of (2Z+ 1) X (2Z+ 1) 
matrices such that a(l) = or(l)Izlfl (where 121+1 denotes the identity matrix) and 
a(Z) = 0(Pj2), (5.4) 
d%(Z) = 2Lu(l) - a(l + l/2) - a(Z - l/2) = O(l-2+e/a), (5.5) 
where 0 < 6 < 1. Then 
II Mf 111 d c Ilf IIHI 7 fEHlflL2. 
Proof. We make the following comments from which the proof is easily 
deduced. (a) The operator M corresponding to ar(Z) Isr,, is bounded from L2 to 
L2/c1-*) and from L2/(1+e) to L2. This can be proved, essentially, by interpolating 
between the Plancherel formula (5.3) and the Hardy-type inequality for SU(2) 
proved in [3, p. 6151. The appropriate calculations can be found in [12]. 
(b) Using the techniques of [2, Chap. 3, Theorem 3.21, it can be shown 
that 
I I M(#, * 9,J’ p4(x) dx < C+-‘, 
where p(x) = (11 x - e 111 and & = +,*s (notation as in Section 3), and 
s 
1 M(z,&)12 p”(x) dx < CY-. 
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THEOREM 5.2. Suppose that ) a(l)/ = O(Z-3v/2) and 1 d%(l)/ = O(l-*+0/z) 
where 0 < y < d < 1. Then i@(l) = cl(Z) 121+1 is an Ln-multiplier when 
1 I/P - 112 I G 2yi(3~ + 4. 
Proof. Consider the family of operators 
(FZf y(1) = or(l) P-*q(z), 
where b = (0 - y)/4 and a = (6 + 3y)/4. S ome simple calculations using the 
mean-value theorem and the “Leibnitz formula” for second differences show 
that Z-sbi2,(l) 1al+1 satisfies the hypotheses of Theorem 5.1 with respect to a. 
Furthermore the operator corresponding to 13i~a/21z,+1 is bounded on H1 (with 
norm not too large); see [3, p. 6171. The proof now follows from Theorem 1. I, 
bearing in mind the above comments. 
Remarks. (a) Analogues of the above two results hold for noncentral 
multipliers. Such results can be established using the machinery of [2]. 
(b) The above theorems also have analogues for xn, the n-dimensional 
sphere. 
(c) It is possible, using the techniques of [2], together with Theorems 5.1 
and 5.2, to obtain multiplier theorems for sine series and Jacobi series expansions 
of functions. 
6. APPLICATIONS TO THE HEISENBERC GROUP 
Let G = H, the Heisenberg group of degree I. H is the nilpotent Lie group 
whose underlying manifold is R’ x @ with coordinates (t, Z) and whose group 
law is given by 
(t, z)(t’, z’) = (t + t’ + 2 Im z%‘, z + z’). 
The Haar measure on H is the Lebesgue measure dl’ on R x @. We set 
m((t, 2)) = t2 + j z 1”; then conditions (3.1)-(3.3) are satisfied. 
The infinite-dimensional irreducible representations of H can bc parametrized 
in l%\(O) and realized as follows. For every X > 0, let HA be the Hilbert space of 
holomorphic functions F on @ such that 
!I F II’ = *; j-C I WV exp(-2h / 5 1’) dt d.$ < 00. 
The functions 
F,,,, = ((2A)‘/25)6/(a!)1/2, a = 0, l,..., (6.1) 
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form a complete orthonormal system for HA . The irreducible representation 
rr,, acts on H,, as follows: 
when h > 0 and nA(t, z) = rrlAl(t, Z) when h < 0. 
For f ELl(H) the Fourier transform (operator-valued) is defined by 
3(4 = j-Hf(t. 4 d--t, -4 dP 
and for f E L1 n L* we have the following Plancherel formula: 
llflli = n-2 j- illj(~)l112 I A I 4 (6.2) 
where 111 . I/j denotes the Hilbert-Schmidt norm. 
To every bounded left translation invariant operator on Lp there corresponds 
an essentially bounded vector-valued function a(h) such that (Mf)“(X) = 
A?!(A)p(A) (f~L1 n LP). For the sake of simplicity we shall treat diagonal 
multipliers here, but we mention that more general results can be obtained using 
the techniques of [4]. 
Let &(A) be a diagonal operator with respect to the orthonormal base (6.1); 
we denote by &‘(A, a) (0~ = 0, I, 2,...) the orth entry on the diagonal of A?(h). Let 
~(0.0.0.0’ = 1 (identity operator), 
d”~o*o~o’A(h, a) = -((cd + I)/2 / A l)r/s(&Y(A, 01 + 1) - C%W;r(A, iy - I)), 
d’oJ~o*o’s?(A, a) = (2 1 A I)-‘((a + 2)‘/“A?(A, a) - al/2fi(h, a - I)), 
d’o~o~‘%2(x, a) = -ii A(/\, a) + ; (&2(X, a) - @(A, a - I)), 
A~o~o~o*m(h, CL) = -i $ &I(/\, cd) + qJ (IlqA, cc) - lP(A, 01 - I)), 
and for multi-indices a and b define A” db = dfa+b). Moreover, if a = (aI , a2 , 
a3 , al) define I a I = a, + a2 + 2(a, + u4). Finally for R > 0, let A(R) = 
{(X,a)=R/2<(2a+l)IhI<R). 
THEOREM 6.1. Suppose that 
I Jw, 41 Q C(1 + (2cx + 1) j A I)-” 
and for ewery multi-index a such that 1 a ) < 4 
A(R) 
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where0 < 0 -c 1. Then 
II Mflll < c IlfllH’, fEIllr7L2. 
Proof. The operator corresponding to the multiplier i@(X) is bounded from 
L2 to L2/t1-@ and from Lzl’l+O) to L2. This is easily deduced from Theorem 5.1 
of [9] and Proposition 8.7 of [7]. Furthermore if&h, a) = exp(--r(2cll + 1) 1 h 12), 
then 4,. is an approximate identity satisfying conditions (a)-(f) in Section 3. This 
is proved in [4], and using the techniques of [4] it can be shown that (3.5) and 
(3.10) hold. This suffices to prove the theorem. 
THEOREM 6.2. Suppose hypothesis (6.3) in Theorem 6.2 holds and I A?(h, CX)/ < 
C(l + (2or + 1) I X I)-’ where 0 < y < tl < 1. Then M is an LP multiplier when 
I 112 - I/P I e waw + d. 
Proof. One argues as in the proofs of Theorems 4.2 and 5.2. The one thing 
that needs to be checked is that multimpliers of the form (1 + (2~ + 1) 1 h j)biu 
(b is real) are bounded on H1. A careful reading of the remarks of [3, p. 6171 
plus some calculations.found in [4] shows this to be the case. 
Remark. Similar results can be found for the Euclidean motion group, where 
a Hiirmander-type theorem (0 = 0) was proved by Rubin [15]. 
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