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Abstract
High-order methods gain increased attention in computational fluid dynamics. However,
due to the time step restrictions arising from the semi-implicit time stepping for the incom-
pressible case, the potential advantage of these methods depends critically on efficient elliptic
solvers. Due to the operation counts of operators scaling with with the polynomial degree p
times the number of degrees of freedom nDOF, the runtime of the best available multigrid
solvers scales with O(p · nDOF). This scaling with p significantly lowers the applicability of
high-order methods to high orders. While the operators for residual evaluation can be lin-
earized when using static condensation, Schwarz-type smoothers require their inverses on
fixed subdomains. No explicit inverse is known in the condensed case and matrix-matrix mul-
tiplications scale with p · nDOF. This paper derives a matrix-free explicit inverse for the static
condensed operator in a cuboidal subdomain. It scales with p3 per element, i.e.nDOF globally,
and allows for a linearly scaling additive Schwarz smoother, yielding a p-multigrid cycle with
an operation count of O(nDOF). The resulting solver uses fewer than four iterations for all
polynomial degrees to reduce the residual by ten orders and has a runtime scaling linearly
with nDOF for polynomial degrees at least up to 48. Furthermore the runtime is less than
one microsecond per unknown over wide parameter ranges when using one core of a CPU,
leading to time-stepping for the incompressible Navier-Stokes equations using as much time
for explicitly treated convection terms as for the elliptic solvers.
1 Introduction
Current focus in Computational Fluid Dynamics (CFD) is on high-order methods combining the
geometric flexibility of low-order methods such as the Finite Volume method with the stellar conver-
gence properties of traditional Fourier methods. Continuous as well as discontinuous Galerkin
methods using spectral or h/p-elements are the most prominent members of this group. While
for low-order methods the error scales with the element width h squared, it scales with hp with
high-order methods. This spectral convergence property fuels the race to ever higher polynomial
degrees. Where the first application of the spectral-element method (SEM) utilized p = 6 [36],
typical polynomial orders in current simulations range up to 11 [1, 2, 28, 31, 38] and even p = 15
is not uncommon [31, 8]. However, while the higher polynomial degrees lead to faster convergence,
the runtime of operators and, hence, solvers scale super-linearly with the polynomial degree, even
with the exploitation of tensor-product bases.
For the simulation of incompressible fluid flow the solution of the elliptic Helmholtz equa-
tion λu−∆u = f is required multiple times per time step: three times for the diffusion terms
with positive λ, and once for the pressure involving the harder case λ = 0. For low-order meth-
ods, multigrid has been established as a very efficient solution technique. In high-order methods,
p-multigrid, where the polynomial degree is lowered and raised, offers an attractive alternative
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to h-multigrid. In both cases, smoothers are required and overlapping Schwarz smoothers are
a good option [18, 29, 41]. These decompose the grid into overlapping blocks on which the exact
inverse is applied, producing exceptional smoothing rates. But these methods not only require
the super-linearly scaling operator for residual evaluation, but a super-linearly scaling solver as
well. This super-linear scaling prevents the respective multigrid techniques from achieving their
full potential and prohibits the usage of large polynomial degrees.
The goal of this paper is to devise a linearly scaling multigrid cycle for three-dimensional
structured Cartesian grids, where residual evaluation, smoothing, restriction, and prolongation
all scale linearly with the number degrees of freedom, without a further factor of p present in
other methods. To this end the residual evaluation derived in [22] for the static condensed case
is combined with the p-multigrid block smoother technique proposed in [18, 17], leaving only the
inverse on a 23 element block as non-matrix-free, super-linearly scaling operator. This operator is
embedded in the full system and then factorized and rearranged, attaining a matrix-free inverse
that is then factorized to linear complexity. The inverse leads to a linearly scaling multigrid cycle,
which is confirmed in runtime tests ranging from solution of the Poisson equation to benchmarks
for the Navier-Stokes equations.
The paper is structured as follows: First, the main steps of the discretization are recalled, then
in Section 3, the linearly scaling inverse of the local Schwarz operators is derived. Afterwards
runtime tests for the smoothers confirm the linear scaling and the resulting multigrid algorithm
is shown to scale linearly as well. In Section 6, a parallelization study is performed and the
performance in simulations evaluated. Lastly, Section 7 concludes the paper.
2 Spectral-element discretization
2.1 The spectral-element method for hexahedral elements
The Helmholtz equation in a domain Ω reads
λu−∆u = f , (1)
where λ is a non-negative parameter, u the solution, and f the right-hand side. Discretizing the
above equation leads to linear system of the form
Hu = F (2)
with H as the discrete Helmholtz operator, u as solution vector and as F discrete right-hand
side. When using a spectral-element method with nodal basis functions, the global operator H
consists of the assembly of element-local operators:
H =
∑
e
QeHeQ
T
e . (3)
In the above He is the operator in element Ωe and Qe is the respective assembly matrix [6, 29].
For cuboidal tensor-product elements, the operators He simplify to
He = d0,eMS ⊗MS ⊗MS
+ d1,eMS ⊗MS ⊗ LS
+ d2,eMS ⊗ LS ⊗MS
+ d3,eLS ⊗MS ⊗MS
. (4)
Here, MS is the one-dimensional standard element mass matrix, approximated with GLL quadra-
ture and LS the standard element stiffness matrix [6]. Both are of size (p+ 1)× (p+ 1) where p is
the polynomial degree. Furthermore, the coefficients di,e are given by
de =
h1,eh2,eh3,e
8
(
λ,
4
h21,e
,
4
h22,e
,
4
h23,e
)T
(5)
where hi,e are the dimensions of element Ωe and ⊗ is the Kronecker product operator, also referred
to as tensor product [30, 6].
2
2.2 Static condensation
The solution of (1) depends on both the right-hand side and the boundary conditions, but not on
values in the interior, which can be eliminated from the equation system. This elimination is called
static condensation, Schur complement or substructuring, and is typically employed to eschew
interior degrees of freedom from the elements. It generates an equation system with fewer degrees
of freedom which is also better conditioned [5].
With static condensation the degrees of freedom are separated into element boundary ones,
called uB, and element interior ones, uI, such that (4) can be rearranged to(
HBB HBI
HIB HII
)(
uB
uI
)
=
(
FB
FI
)
. (6)
The values on interior points equate to
uI = H
−1
II FI −H−1II HIBuB , (7)
leading to a system for the boundary degrees(
HBB −HBIH−1II HIB
)︸ ︷︷ ︸
Hˆ
uB︸︷︷︸
uˆ
= FB −HBIH−1II FI︸ ︷︷ ︸
Fˆ
(8)
⇔ Hˆuˆ = Fˆ . (9)
When eliminating only element-interior degrees of freedom, the condensed operator consists of
element operators, such that
Hˆ =
∑
e
QˆeHˆeQˆ
T
e . (10)
For cuboidal elements, the operators Hˆe can be written in tensor-product form and evaluated with
just O(p3) operations [22].
2.3 Additive Schwarz methods
Schwarz methods are a standard solution technique in continuous and discontinuous Galerkin
spectral-elements methods [9, 29, 7, 39]. Instead of solving the whole equation system, a Schwarz
method determines a correction of the current approximation by combining local results obtained
from overlapping subdomains. Repeating the process leads to convergence.
The current approximation of the solution, uˆ, leaves a residual rˆ:
rˆ = Fˆ− Hˆuˆ . (11)
A correction ∆uˆ to uˆ is sought so that the residual norm gets significantly lowered, i.e. Hˆ∆uˆ ≈ rˆ.
Computing the exact correction requires solution of Hˆuˆ = rˆ, which is the overall target and expen-
sive. However, on small subdomains with Dirichlet boundary conditions inversion is possible and
relatively cheap. Such local corrections ∆uˆi are computed on multiple overlapping subdomains Ωi
Hˆi∆uˆi = Rˆirˆ (12)
where Rˆi is the Boolean restriction to subdomain Ωi and Hˆi is the Helmholtz operator restricted
to the subdomain Ωi
Hˆi = RˆiHˆRˆ
T
i . (13)
The correction is afterwards computed by suitably weighing the contributions from the subdomains:
∆uˆ =
∑
i
RˆTi Wˆi Hˆ
−1
i Rˆirˆ︸ ︷︷ ︸
∆uˆi
, (14)
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Figure 1: Block utilized for the star smoother. Left: Elements of the subdomain, middle: collocation
points including Dirichlet nodes, right: collocation nodes in the condensed case.
with Wˆi constituting the weight matrices for the subdomains. Standard additive Schwarz meth-
ods setting Wˆi to identity, only converge when using a relaxation factor [10]. Choosing Wˆi as the
inverse multiplicity, i.e. the weighing each point with the number of subdomains he occurs in, lifts
this restriction [29] and distance-based weight functions yield excellent convergence rates [41].
With Schwarz methods the choice of subdomain type and in particular the resulting over-
lap is paramount for the performance of the resulting algorithm [10] and, hence, subdomains
larger than one element are beneficial. In [17, 18], 2d element blocks were utilized as subdomains
in Rd, resulting in a vertex-based smoother. Static condensation on this block leaves only the
faces interconnecting the elements remaining, rather than all faces surrounding an element for an
element-centered block. This leads to considerably less degrees of freedom required to compute
the inverse and renders the method referable for the condensed system compared to element-based
subdomains. As the block resembles a star in 2D it is called star smoother.
Figure 1 depicts the 2× 2× 2 element block as well as the three-dimensional star. As in a
residual-based formulation the problem is homogeneous, the boundary nodes are dropped, resulting
in nS = 2p−1 data points per dimension. For the condensed system the three planes connecting the
elements remain, each with with n2S degrees of freedom. The resulting condensed star operator,
Hˆi, can be decomposed into tensor-products, with the application utilizing O
(
n3S
)
operations
when using the technique from [22]. However, as the operator consists of many suboperators, the
inversion of it is not trivial when trying to retain the linear scaling. For instance the implementation
from [17] utilizes matrix inversion, leading to a dense matrix Hˆ−1i , that couples every degree of
freedom of the star with every other one, without capabilities for structure exploitation. In three
dimensions this results in 2 · (3 · n2S)2 = 18 · n4S operations for application of the inverse.
3 A linearly scaling block inverse
3.1 Embedding the condensed system into the full system
The Schwarz method requires solution of the condensed system in subdomain Ωi. While the op-
erator itself can be written using tensor products, finding an explicit inverse has so far eluded the
community. Matrix inversion, as proposed in [17] scales with O(n4S) = O(p4) and, furthermore,
is not matrix free by definition. Overwhelming memory requirements are the result, which only
allow for homogeneous meshes and limit the method to relatively low polynomial degrees. These
drawbacks need to be circumvented. The main goal of this paper is to lift both stifling restric-
tions by deriving a matrix-free inverse as well as linearizing the operation count. Achieving this
naturally leads to a multigrid method scaling linearly with the number degrees of freedom, when
increasing the number of elements as well as when increasing the polynomial degree. To this end,
the condensed system is embedded into the full equation system, where the fast diagonalization
technique can be exploited to gain a matrix-free inverse, which will be factorized later on.
For embedding the stars into their 2× 2× 2 element blocks considering one star is sufficient,
hence, the subscript i is dropped in this discussion. As done with the full equation system, the
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system is reordered into degrees on the star and remaining, element-internal degrees:(
HSS HSI
HIS HII
)(
uS
uI
)
=
(
FS
FI
)
(15)
⇒ (HSS −HSIH−1II HIS)︸ ︷︷ ︸
Hˆ
uS = FS −HSIH−1II FI . (16)
If the condensed system is embedded in the full system, the same solution is generated by the
right-hand side of the condensed system. The modified right-hand side
F˜ =
(
F˜S
F˜I
)
=
(
FS −HSIH−1II FI
0
)
(17)
infers a solution u˜ satisfying(
HSS HSI
HIS HII
)(
u˜S
u˜I
)
=
(
F˜S
0
)
(18)
⇒ (HSS −HSIH−1II HIS)︸ ︷︷ ︸
Hˆ
u˜S = F˜S = FS −HSIH−1II FI . (19)
The operator Hˆ is positive definite and, hence, the linear system possesses a unique solution,
i.e. u˜S = uS. However, the solution of the whole operator is unique as well. As the right-hand
sides differ, the solutions differ in the interior, i.e. u˜I 6= uI, which is not required for the condensed
case.
Solving using the full operator with F˜ leads to the correct solution on the star, enabling the
usage of solution methods from the full system to attain the solution in the condensed one.
3.2 Tailoring fast diagonalization for static condensation
As the full system replicates the solution of the condensed system, a method to attain the solution
for the condensed system can be obtained by restriction from the full system. This generates the
necessity to investigate the operator of the full star. As with the element Helmholtz operator,
using lexicographic ordering leads to the collocation nodes on the full star Ωi exhibiting a tensor-
product structure, allowing the operator Hi to be formulated as in (4):
Hi = d0Mi ⊗Mi ⊗Mi
+ d1Mi ⊗Mi ⊗ Li
+ d2Mi ⊗ Li ⊗Mi
+ d3Li ⊗Mi ⊗Mi .
(20)
Here Mi and Li are the one-dimensional mass and stiffness matrices restricted to full star Ωi. They
correspond to the one-dimensional matrices assembled from the elements, as shown in Figure 1.
For sake of readability, the same stiffness and mass matrices were utilized in all three dimensions.
When varying element dimensions inside a block, these matrices will differ.
The inverse of the block Helmholtz operator can be expressed via the fast diagonalization [30].
A generalized eigenvalue decomposition of Si with respect to Mi is performed, such that
STi LiSi = Λi (21a)
STi MiSi = I . (21b)
The matrix Si is a non-orthogonal transformation matrix and Λi is the diagonal matrix comprising
the generalized eigenvalues of Li. This decomposition allows to express the inverse of (20) as
H−1i = (Si ⊗ Si ⊗ Si) D−1i
(
STi ⊗ STi ⊗ STi
)
, (22)
where the three-dimensional eigenvalues are stored in the diagonal matrix
Di = d0 (I⊗ I⊗ I) + d1 (I⊗ I⊗Λi) + d2 (I⊗Λi ⊗ I) + d3 (Λi ⊗ I⊗ I) . (23)
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The application of the above operator (22) with tensor-products utilizes 12 · n4S operations, which
still scales super-linearly with the number of degrees of freedom when increasing p.
To attain the solution of the condensed star, using the reduced right-hand side from (17) suffices.
Applying (22) consists of three steps: Mapping into the three-dimensional eigenspace, applying
the inverse eigenvalues, and then mapping back. Due to F˜i being zero in element-interior regions,
the three-dimensional tensor-product operators in (22) only operate on the three planes of the
star. Hence, computing F˜E =
(
STi ⊗ STi ⊗ STi
)
F˜i can be decomposed into the application of three
separate tensor-products working on two-dimensional data instead of one working on the whole
data set. These two-dimensional tensor products require O(n3S) operations when expanding to the
star eigenspace last. Thus, the operation of mapping the right-hand side F˜ into the star eigenspace
scales linearly when increasing p. Applying the diagonal matrix of inverse eigenvalues is linear as
well. Lastly, the result is only required on faces of the star, allowing not to compute interior
degrees, resulting in O(n3S) operations for mapping from the eigenspace to the star planes. The
combination of all three operations yields an inverse that can be applied with linear complexity.
Algorithm 1 summarizes the resulting procedure to apply the inverse full star in the condensed
system. The right-hand side is extracted and stored on the three faces of the star. These are
perpendicular to the x1, x2, and x3 directions and called F1, F2, and F3, respectively. The data
on each face is stored as matrix of extent nS × nS, where the indices ranging from I = {−p . . . p}
with index 0 corresponding to the 1D index of the face in the full system. First, the inverse
multiplicity M−1 is applied to account for multiply stored values. Then the two-dimensional
transformation matrix ST ⊗ ST transforms the three faces. The results are mapped into the star
eigenspace using permutations of I⊗ I⊗STI0. There, the inverse eigenvalues are applied and, lastly,
the reverse order of operations is utilized to map back to the star faces.
Overall, Algorithm 1 requires 18 one-dimensional matrix products, 9 to expand from two dimen-
sions to three and further 9 to reduce from three-dimensional to two-dimensional data. Moreover,
one multiplication in eigenspace is required, leading to 37n3S operations required to apply the
algorithm.
Algorithm 1 Calculation of the solution u˜ on the three faces of the star, F1, F2, and F3, which
are perpendicular to x1, x2, and x3, respectively, from the star residual F˜ stored on these faces.
Values on multiply occurring data points in the residual are divided by their multiplicity, allowing
to retain the tensor-product structure of the operator.
F˜F ←M−1F˜F . account for multiply occurring degrees of freedom
F˜E ←
(
ST ⊗ ST ⊗ STI0
)
F˜F1 . contribution from face perpendicular to x1
+
(
ST ⊗ STI0 ⊗ ST
)
F˜F2 . contribution from face perpendicular to x2
+
(
STI0 ⊗ ST ⊗ ST
)
F˜F3 . contribution from face perpendicular to x3
u˜E ← D−1F˜E . application of inverse in the eigenspace
u˜F1 ← (S⊗ S⊗ S0I) u˜E . map solution from eigenspace to x1 face
u˜F2 ← (S⊗ S0I ⊗ S) u˜E . map solution from eigenspace to x2 face
u˜F3 ← (S0I ⊗ S⊗ S) u˜E . map solution from eigenspace to x3 face
Algorithm 2 shows the resulting Schwarz-type smoother. For every vertex, the data of the
surrounding elements is gathered. The inverse is applied, leading to a correction ∆uˆi on the star.
Afterwards, the contribution of each vertex is weighed to gain the correction in the surrounding
elements, where Wˆi is the weight matrix for each star. It is constructed by restricting the tensor-
product of one-dimensional diagonal weight matrices W = W1D⊗W1D⊗W1D to the condensed
system. As in [41], these are populated by smooth polynomials of degree pW, which are one on the
vertex of the star and zero on all other vertices. For polynomial degrees larger than one, higher
derivatives are zero at the vertices smoothing the transition as shown in Figure 2. In the studies
shown below pW = 7 was utilized.
3.3 Implementation of boundary conditions
The additive Schwarz method works on subdomains corresponding to the eight elements sur-
rounding a vertex. This poses a problem for the implementation on boundary vertices: The
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Algorithm 2 Smoother smoothing over the stars corresponding to the nV vertices.
function Smoother(rˆ)
for i = 1, nV do
Fˆi ← Mˆ−1i Rˆirˆ . extraction of data
∆uˆi ← Hˆ−1i Fˆi . inverse on stars
end for
∆uˆ←∑nVi=1 WˆiRˆTi ∆uˆi . star contributions from 8 vertices per element
return ∆uˆ
end function
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Figure 2: Polynomial weight functions of degree pW = 7 on two adjoining elements in one dimen-
sion. The polynomials are one on their respective vertex and zero on every other one, leading to
a partition of one.
subdomain reduces in size, depending on the number of boundary conditions present. In the worst
case 53 = 125 different implementations of the inverse are required when accounting for Dirichlet
and Neumann boundary conditions. This section seeks an approach using the same treatment
for boundary vertices as for interior ones, lowering the implementation effort. With structured
grids and parallelization, one layer of ghost elements is assumed. The approach changes the ma-
trices for the stars, rather than their structure. Due to the structured mesh, investigating the
one-dimensional case suffices, as the operator retains its tensor-product structure.
Figure 3 depicts the boundary condition implementation in one dimension. In the periodic
case the ghost elements stay part of the domain, requiring no change in the operator. However,
with Neumann boundaries, the ghost element is not part of the domain anymore and needs to be
decoupled. In effect, the one-dimensional domain around the vertex shrinks to one element. To
account for this, the corresponding transformation matrices and eigenvalues are padded with iden-
tity, so that the same operator size is used throughout the whole domain. Furthermore the discrete
right-hand side is zeroed outside of the domain. A similar treatment can be used for Dirichlet
boundaries. In addition to decoupling the ghost element, the boundary vertex is decoupled and
the corresponding right-hand side zeroed. As the decoupled points only map onto themselves, the
computed correction is zero, leading to no correction for Dirichlet boundary conditions which
keep their former value.
For structured grids in multiple dimensions, the operator consists of a tensor-product of the
matrices for the one-dimensional case. Four cases exist: In the first case every element is part
of the domain, requiring no change. In the second one, a boundary condition is present in one
dimension, changing one set of matrices. In the third case, boundary conditions are present in
two dimensions, requiring change in two sets of matrices. In the fourth case, boundary conditions
are present in all directions, leading to an equation system for the point alone. Padding the
respective transformation matrices with identity leads to the decoupled parts only mapping onto
themselves. Hence, no information is transported from outside the domain into it, generating a
correct implementation of boundary conditions.
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Figure 3: Implementation of boundary conditions for the one-dimensional case on the right domain
boundary. Utilized data points are drawn in black, non-utilized ones in white. Left: Used smoother
block consisting of two elements of polynomial degree p = 4. Middle: A Neumann boundary con-
dition decouples the right element. Right: Homogeneous Dirichlet boundary condition decouples
the middle vertex as well.
Figure 4: Block utilized for the element-centered smoothers. Left: full system including Dirichlet
nodes. Right: Collocation nodes corresponding to the condensed setup.
3.4 Extension to element-centered block smoothers
So far only vertex-based smoothers were considered, which only allow for half an element of overlap
with the 23 element cube. When increasing the overlap to one element, element-centered subdo-
mains are more favorable. Furthermore many algorithms in the literature work on element-centered
subdomains [29, 41] and having a drop-in replacement is beneficial.
Figure 4 depicts an element-centered subdomain overlapping into the neighboring elements.
Compared to the star smoother, three elements per direction are required. While the amount of
overlap can be chosen depending on the polynomial degree, the simplest case is the full overlap,
which is utilized here for demonstration. As with the vertex-centered case, the operator in the
block can be written in tensor-product form (4), with the one-dimensional matrices being replaced
by those restricted to the subdomain. Again fast diagonalization is applicable.
With the techniques used for condensing and embedding the star into the full system, the
element-centered block can be condensed and embedded. Hence, solution techniques from the
full 3d element block can be restricted to the condensed element-centered block shown in Figure 4.
Furthermore, the same arguments can be applied for attaining a linearly-scaling inverse from the
fast diagonalization. Due to six faces being present instead of three, the number of operations
increases to 73n3S, where with the full overlap nS = 3p− 1. However this needs to compare to the
fast diagonalization in the full system, which requires 12n4S, rendering the new algorithm more
efficient starting from p = 4.
4 Multigrid method
4.1 Multigrid Algorithm
The p-multigrid is a well-researched building block for higher-order methods [37, 29, 35]. Where
traditional h-multigrid coarsens the mesh width h consecutively [4, 3, 15], p-multigrid lowers the
polynomial degree for coarser grids. Here, the polynomial degree is reduced from level L to level 0,
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with the series of polynomial degrees defined as
∀ 0 ≤ l < L : pl = p0 · 2l (24a)
pL = p . (24b)
The implementation requires four main components: An operator calculating the residual, a
smoother smoothing out the high-frequency components on the current level, grid transfer opera-
tors, and a coarse grid solver for the equation system at p0. In the present case, the system operator
is the condensed operator in tensor-product form [22]. The prolongation from level l− 1 to level l,
Jˆ l, is the embedded interpolation, restricted from the tensor-product of one-dimensional prolon-
gation operators to the condensed system, and the restriction operator is its transpose. Lastly, the
coarse grid solver considered in this paper is a conjugate gradient solver working in the condensed
system at p0 = 2.
A standard V-cycle, as shown in Algorithm 3, is used. It allows for a varying number of pre-
and post-smoothing steps νpre,l and νpost,l on level l. Two methods of choosing these are considered
here. In the first one, one pre- and one post-smoothing step are used, the second one increases
both with each level νpre,l = νpost,l = 2
L−l, stabilizing the method for non-uniform meshes [42].
Algorithm 3 Multigrid V-cycle for the condensed system using νpre pre- and νpost post-smoothing
step
function MultigridCycle(uˆ, Fˆ)
uˆL ← uˆ
FˆL ← Fˆ
for l = L, 1,−1 do
if l 6= L then
uˆl ← 0
end if
for i = 1, νpre,l do
uˆl ← uˆl + Smoother(Fˆl − Hˆluˆl) . Presmoothing
end for
Fˆl−1 ← Jˆ Tl−1
(
Fˆl − Hˆluˆl
)
. Restriction of residual
end for
Solve(Hˆ0uˆ0 = Fˆ0) . Coarse grid solve
for l = 1, L do
uˆl ← uˆl + Jˆ luˆl−1 . Prolongation of correction
for i = 1, νpost,l do
uˆl ← uˆl + Smoother(Fˆl − Hˆluˆl) . Postsmoothing
end for
end for
return uˆ← uˆL
end function
Algorithm 4 shows the resulting multigrid algorithm for the condensed system. First, the
variables from the full system are condensed: Solution and right-hand side are restricted, with the
latter gaining contributions from the inner element. V-cycles are performed until convergence is
attained. Afterwards, the solution in the inner elements is computed.
To enhance multigrid performance with inhomogeneous meshes, we consider so-called Krylov
acceleration [34, 44]. Instead of as a direct solution method, the multigrid cycle serves as pre-
conditioner in a pCG method. However, due to the weighing, the smoother is not symmetric
and, hence, standard pCG not guaranteed to converge [19]. Following [40], the inexact precon-
ditioned CG method is utilized as remedy for non-symmetric preconditioners [12]. Algorithm 5
shows the Krylov-accelerated multigrid algorithm for the condensed system.
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Algorithm 4 Multigrid algorithm for the condensed system
function MultigridSolver(u = (uB,uI)
T
, F = (FB,FI)
T
)
uˆ← uB . restrict to element boundaries
Fˆ← FB −HBIH−1II FI . restrict and condense inner element RHS
while
√
rˆT rˆ > ε do
uˆ←MultigridCycle(uˆ, Fˆ) . fixpoint iteration with multigrid cycle
end while
u← (uˆ,H−1II (FI −HIBuˆ))
T
. regain interior degrees of freedom
return u
end function
Algorithm 5 Krylov-accelerated multigrid algorithm for the condensed system
function ipCGMultigridSolver(u = (uB,uI)
T
, F = (FB,FI)
T
)
uˆ← uB . restrict to element boundaries
Fˆ← FB −HBIH−1II FI . restrict and condense inner element RHS
rˆ← Fˆ− Hˆuˆ . initial residual
sˆ← rˆ . ensures β = 0 on first iteration
pˆ← 0 . initialization
δ = 1 . initialization
while
√
rˆT rˆ > ε do
zˆ←MultigridCycle(0, rˆ) . preconditioner
γ ← zˆT rˆ
γ0 ← zˆT sˆ
β = (γ − γ0)/δ
δ = γ
pˆ← βpˆ + zˆ . update search vector
qˆ← Hˆpˆ . compute effect of pˆ
α = γ/(qˆT pˆ) . compute step width
sˆ← rˆ . save old residual
uˆ← uˆ + αpˆ . update solution
rˆ← rˆ− αqˆ . update residual
end while
u← (uˆ,H−1II (FI −HIBuˆ))
T
. Regain interior degrees of freedom
return u
end function:
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4.2 Complexity of resulting algorithms
Both solvers presented in the previous section consist of three phases: First, the condensation of
the right-hand side, requiring Wpre operations, then, the solution process with Wsol operations,
and, lastly, the recovery of interior degrees of freedom with Wpost operations.
Both, condensation and recomputation of inner degrees of freedom involve mapping from the
current three-dimensional basis into the Helmholtz operator eigenspace of the element and vice-
versa. Hence, the total work required for pre- and post-processing is Wpre +Wpost = O
(
p4ne
)
. The
iteration process consists, mainly, of applying the multigrid cycle. The smoother on the fine grid
scales withO(p3) as well as the operator [22]. For coarser grids and a constant number of smoothing
steps, the cost of operator and smoothing scales with (1/2)
3
= 1/8 per coarsening, leading to a
geometric series limited by a factor of 8/7. Using νpre,l = νpost,l = 2
L−l leads to a lowering of the
effort by 2 · (1/2)3 = 1/4 and, hence, a limit of 4/3. Lastly, the cost of the coarse grid solver scales
with O(p30nαe ) = O(nαe ), where α depends on the solution method. For the examples presented
below a method with α = 4/3 is employed. We remark, however, that reaching α = 1 can be
attained by reverting to an appropriate low-order multigrid solver [4]. Hence, the overall cost per
cycle is O(p3ne) and the work required for a multigrid solution of the Helmholtz equation is
Wtotal = Wpre +NcycleWcycle +Wpost (25)
⇒Wtotal = O
(
p4ne
)
+NcycleO
(
p3ne
)
(26)
In the above, the main contributions stem form the fine grid costs: Two smoothing steps with 2 ·
37n3S ≈ 2 · 37(2p3) = 592p3 operations per cycle, whereas pre- and post-processing require 12p4 +
25p3 each. When assuming two multigrid cycles, the cost of the smoother dominates the cost of
pre- and post-processing until p > 48. Hence, for all practical purposes, the multigrid algorithm
scales linearly with the number of elements, as well as with the polynomial degree.
5 Results
5.1 Runtimes for the star inverse
To test the efficiency of the inversion operator on the star, runtime tests were conducted. Three
variants were considered: A tensor-product variant using fast diagonalization in the full system
called “TPF”, a version using matrix-matrix multiplication in the condensed system to apply
the precomputed inverse called “MMC”, and the proposed tensor-product variant implementing
the fast diagonalization in the condensed system, called “TPC”. These were implemented in For-
tran 2008 using double precision. The tensor-product variants use loops, with the outermost one
corresponding to the subdomain, leading to inherent cache blocking. As nS = 2p− 1 is odd by
definition, the operator was padded by one, inferring an even operator size which, in combination
with compile-time known loop bounds, enables compiler optimization. Furthermore, the single-
instruction multiple-data (SIMD) compiler directive !dir$ simd, which is specific to the Intel
compiler, enforced vectorization of the inner-most non-reduction loop. The variant “MMC” con-
sisted of one call to DGEMM from BLAS, with the inverse being only computed for one subdomain
and utilized for all.
A single node of the high-performance computer Taurus at ZIH Dresden served as test platform.
It comprised two Xeon E5-2590 v3 processors, with twelve cores each, running at 2.5 GHz. Only
one core was utilized, allowing for 40 GFLOP/s as maximum performance [16]. The Intel Fortran
Compiler v. 2018 compiled the programs with the corresponding Intel Math Kernel Library (MKL)
serving as BLAS implementation.
The operators were used on 500 star subdomains, corresponding to 500 vertices being present
on the process. For these, the polynomial degree varied from p = 2 to p = 32. Application of the
operators was repeated 101 times, with the time last 100 times being measured via MPI Wtime to
preclude instantiation effects. Figure 5 depicts the runtime of the three variants. All three exhibit
the expected slopes: The fast diagonalization in the full system and the matrix-matrix variant have
slope four, whereas the fast diagonalization in the condensed system has slope three. This leads
to the runtime per degree of freedom of the former two growing, whereas the proposed variant
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attains a constant runtime per degree of freedom for p > 8, with the only difference lying between
even and odd polynomial degrees. For even p the loop size is a multiple of the SIMD size of 4
leading to 12 GFLOP/s, whereas for odd p the performance degrades by a factor of 2. While for
low p the matrix-matrix variant is the fastest, with the tensor-product variant in the full system
being slightly slower, the fast diagonalization variant in the condensed system is faster starting
from p = 5, outpacing “TPF” by two orders of magnitude for p = 32.
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Figure 5: Results for the application of the inverse star operator. Left: Operator runtimes when
using the fast diagonalization in the full system (TPF), applying the inverse via a matrix-matrix
product in the condensed system (MMC), and using the inverse via tensor-product factoriza-
tion (TPC). Right: Runtimes per equivalent number of degrees of freedom (DOF) being computed
as (2p− 1)3 per block.
5.2 Solver runtimes for homogeneous meshes
To verify that the new multigrid solvers scale linearly with the number of degrees of freedom, run-
time tests were conducted utilizing the testcase from [22]. The Helmholtz problem is considered
in a domain Ω = (0, 2pi)
3
, with the manufactured solution
uex(x) = cos(k(x1 − 3x2 + 2x3)) sin(k(1 + x1))
· sin(k(1− x2)) sin(k(2x1 + x2)) sin(k(3x1 − 2x2 + 2x3)) .
(27)
The continuous right-hand side is set to
fex = λuex −∆uex (28)
and inhomogeneous Dirichlet boundary conditions are imposed at all boundaries. In the follow-
ing, the parameter k is chosen as k = 5 and the Helmholtz parameter as λ = 0, leading to the
harder to solve Poisson’s equation.
Four solvers are considered. A conjugate gradient (CG) solver using diagonal preconditioning,
called dCG [22] which serves as an efficient baseline solver to compare to. Then, a multigrid solver
implementing Algorithm 4, called MG, using one pre- and one post-smoothing step, a Krylov-
accelerated version thereof based on Algorithm 5 called kMG, and, lastly, a Krylov-accelerated
version with varying number of smoothing steps called kvMG.
To test the scaling with the polynomial degree, the domain was discretized using ne = 8
3
elements, with the polynomial degree being varied from p = 3 to p = 32. As overresolution of the
right-hand side might lead to faster convergence, the input data was instantiated using pseudo-
random numbers, alleviating this effect. The solvers were run 11 times, with the last 10 runs
being averaged and the number of iterations to achieve a residual reduction by 10−10, called n10,
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Figure 6: Results for homogeneous meshes of ne = 8
3 elements when varying the polynomial
degree p. Top left: runtime of the solvers, top right: number of iterations required to reduce the
residual by 10 orders of magnitude, bottom left: runtimes per degrees of freedom (DOF), bottom
right: convergence rates of the solvers.
measured. From these, the convergence rate
ρ = n10
√
‖rˆn10‖
‖rˆ0‖ (29)
and the runtime per degree of freedom are computed.
Figure 6 depicts the results. While the number of iterations increases for the CG solver, the
multigrid variants exhibit a mostly constant iteration count. The solver MG uses three iterations
and has a slightly decreasing convergence rate of 10−4, with the Krylov acceleration improving
matters and leading to only two iterations being used for high polynomial degrees. This matches the
performance of solvers with similar overlap, e.g. [41]. Applying the varying number of smoothing
steps further improves the convergence rate, particularly when a new grid level is being introduced.
The consecutive addition of levels leads to the convergence rate decreasing from 10−4 to 10−5 and
even to 10−6 for p > 16. However, the better convergence rate does not directly translate to a
lower runtime: All multigrid solvers incur an overhead of a factor of four for low polynomial
degrees. At p = 8, the runtime nearly equals that of the baseline solver dCG. However, due to the
added level, the runtime increases again afterwards. The multigrid solvers achieve a lower runtimes
for p > 12, except for p > 17, where a new level is being introduced. One has to bear in mind, that
the number of elements is far lower than in practical computations, favoring the CG solver.
To validate that the multigrid solvers achieve a constant number of iterations when increasing
the number of elements, the number of elements was varied at p = 16. Figure 7 depicts the
convergence rate as well as the runtime per degree of freedom. While the baseline solver dCG
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Figure 7: Convergence rates and runtimes per degree of freedom for the four solvers for homoge-
neous meshes of ne = k
3 elements of polynomial degree p = 16.
yields an increasing number of iterations leading to an increasing runtime per degree of freedom,
the multigrid solvers exhibit a nearly constant convergence rate, which translates to a constant
iteration count. The runtime, however, is not linear, it decreases until ne = 24
3 and increases
for ne = 28
3. The first is an artifact of the vertex-based smoother: The ratio of vertices to
elements decreases when increasing the elements per direction, leading to fewer evaluations per
element and, hence, a lower runtime, whereas the latter stems from moving from using the RAM
of one socket to non-uniform memory access across both sockets.
5.3 Solver runtimes for anisotropic meshes
So far, the solvers were only investigated for uniform meshes. In simulations the resolution often
needs to be adapted to the solution, leading to anisotropic or even stretched meshes. To evaluate
the effect of anisotropic meshes on the multigrid solvers the tests from [42] were repeated: The
aspect ratio AR of the mesh varies from AR = 1 to AR = 48, expanding the domain to
Ω = (0, 2pi ·AR)× (0, pi dAR/2e)× (0, 2pi) . (30)
The domain was discretized using ne = 8
3 elements of polynomial degree p = 16 leading to a
homogeneous mesh consisting of anisotropic brick-shaped elements.
Figure 8 depicts the number of iterations and runtimes per degree of freedom of the solvers.
The locally-preconditioned solver dCG exhibits a high robustness against increases in the aspect
ratio, only requiring twice as long for an aspect ratio of AR = 48. This is to be expected, as it bears
similarity to so-called wirebasket solvers, even sharing their poly-logarithmic bounds regarding the
polynomial degree [21]. The multigrid solvers do not fare as well. For MG the number of iterations
increases from three to sixty. Applying Krylov-acceleration helps, but does not completely remove
the effect. While the solvers are very applicable for homogeneous meshes, their runtime increases
rapidly for high-aspect ratios. Increasing the number of pre- and post-smoothing cycles per level
slightly mitigates the problem and keeps the number of iterations mostly stable until AR = 8, but
for higher aspect ratios a higher overlap is required [42].
5.4 Solver runtimes for stretched meshes
In practice, applications often require a local mesh refinement, e.g. near walls, while still using
isotropic elements in the flow. To evaluate the robustness against varying the aspect ratio through
the grid, the testcase from [22] was adapted. A grid consisting of 83 elements discretizes the
domain Ω = (0, 2pi)
3
using a constant expansion factor α ∈ {1, 1.5, 2}. This leads to the three
grids shown in Figure 9. Where α = 1, yields to a homogeneous mesh, α = 1.5 stretches the grid
in every cell, leading to a maximum aspect ratio of ARmax = 17, while the last one is generated
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Figure 8: Runtimes for the four solvers for anisitropic meshes of ne = 8
3 elements of polynomial
degree p = 16.
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Figure 9: Cut through the x3 = 0 plane for the three meshes with constant expansion factor α.
Left: α = 1, middle: α = 1.5, right: α = 2
using α = 2 and has a maximum aspect ratio of ARmax = 128. As frequently encountered in
computational fluid dynamics, the grids are populated by a large variety of elements, ranging from
boxfish, over plaice, to eels. One has to keep in mind, that most solvers are not capable of handling
such meshes at all for high polynomial degrees, as both, matrix-free operator evaluation, as well as
matrix-free smoothers are required to handle the different element shapes. Furthermore, the very
large aspect ratios are detrimental to the performance of most solvers.
Table 1 lists the number of iterations required to lower the residual by ten orders of magnitude.
The block-preconditioned solver dCG exhibits only a slight increase in iterations when stretching
the mesh from α = 1 to α = 1.5 and α = 2, using only fifty percent more iterations. This ratio even
gets slightly lowered when raising the polynomial degree. For the multigrid solvers the situation is
more complex. For α = 1, the required number of iterations start at five or four, and get lowered to
three or two, depending on the type of solver. However, when raising the expansion factor to 1.5,
the number of iteration increases fourfold for the traditional multigrid solver at low polynomial
degrees and threefold for the Krylov-accelerated versions, with small improvements for large
polynomial degrees. For α = 2 the effect gets more pronounced, with the multigrid solver MG
requiring 36 iterations instead of 5 for low polynomial degrees, and 12 instead of 3 for p = 32.
Krylov-acceleration lowers the number of iterations to 15 and 8, respectively. However, increasing
the number of smoothing steps is not beneficial anymore, again indicating that the overlap, not
the amount of smoothing, is the main factor for attaining convergence.
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Table 1: Number of iterations required for reducing the residual by 10 orders of magnitude for the
stretched grids using a constant expansion factor α.
p
α Solver 4 8 16 32
1 dCG 71 87 108 129
1 MG 5 3 3 3
1 kMG 4 3 3 2
1 kvMG 4 3 2 2
1.5 dCG 98 117 126 144
1.5 MG 21 11 7 5
1.5 kMG 11 8 6 4
1.5 kvMG 11 8 5 3
2 dCG 105 133 158 180
2 MG 36 26 18 12
2 kMG 15 13 10 8
2 kvMG 15 13 10 8
6 Performance in simulations
To solve the full Navier-Stokes equations for large-scale problems many components are re-
quired, fast Helmholtz solvers are just one, and all need to be parallelized. To evaluate the
performance in simulations, first the parallel performance of the multigrid solver is investigated
then the performance in flow simulations are investigated computing the turbulent plane channel
flow and the turbulent Taylor-Green vortex.
6.1 Parallelization
To attain a good convergence rate, the presented solver combines a p-multigrid approach with
a vertex-based Schwarz-type smoother. This kind of method requires data from the elements
sharing the vertex. A simple way to share that information in the parallel case are so-called ghost
elements, which pad the subdomain of every process. However, where the number of elements on a
partition scales with ne = k
3, the number of vertices scales with nv = (k + 1)
3
. Furthermore, k is
small compared to traditional finite difference or finite volume methods. For instance, k = 4 results
in a factor of four more vertices than elements and, hence, a factor of four in the work occurs –
in the worst case. This leads to small subdomains being relatively expensive and thus renders a
purely domain decomposition-based parallelization inefficient. A two-level parallelization approach
is required, with one coarse-grain level implementing the domain decomposition, and a fine-grain
parallelization exploiting data parallelism inside the operators of a process, as done in [23]. In the
present work, a domain decomposition layer is realized with MPI and combined with a second,
fine-grain layer exploiting shared memory on CPUs via OpenMP. Similarly, GPUs can be used in
the second layer, e.g. using CUDA or OpenACC [25].
To evaluate the efficiency of the parallelization, the test from section Section 5.2 were repeated
on one node using two MPI processes, one per socket. To allow for cuboidal subdomains with
isotropic elements, the domain was set to Ω = (0, 2 · 2pi)× (0, 2pi)2 and decomposed in the x1-
direction, with the number of elements scaled from 2 · 8 × 82 to 2 · 16 × 162 using p = 16. The
number of threads per process and, hence, cores per process was varied from 1 to the maximum
number of available cores per CPU, which was 12 for the machine available, and the speedup over
using only one thread per process determined.
Table 2 lists the resulting speedups and efficiencies. For a small number of elements per
process, the parallel efficiency declines rapidly. The non-multigrid solver attains only 60 % with
eight cores and 40 % with twelve, whereas the multigrid variants fare better with 70 % and
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Table 2: Speedups and parallel efficiency for the four solver over the number of threads and the
number of elements per direction on each process k.
Speedup Efficiency [%]
Number of threads Number of threads
k Solver 4 8 12 4 8 12
8 dCG 3.18 4.51 4.60 79 56 38
8 MG 3.25 4.85 5.85 81 61 49
8 kMG 3.47 5.40 6.26 87 68 52
8 kvMG 3.42 5.69 6.58 85 71 55
12 dCG 3.60 4.95 5.31 90 62 44
12 MG 3.62 6.31 7.84 91 79 65
12 kMG 3.61 6.27 7.76 90 78 65
12 kvMG 3.62 6.24 7.83 91 78 65
16 dCG 3.66 4.95 5.20 91 62 43
16 MG 3.72 6.45 7.94 93 81 66
16 kMG 3.70 6.38 7.78 93 80 65
16 kvMG 3.70 6.38 7.84 92 80 65
55 %, respectively. Slight differences are present, with the Krylov-accelerated versions being
more efficient. Increasing the number of elements for one process to 123 significantly increases the
speedup and, hence, the efficiency which is 80 % up to eight cores and 65% for twelve. Further
increasing the number of elements per subdomain generates a higher speedup only for a small
number of threads, indicating that the source of the low efficiency is not communication or latency.
The current implementation does generate acceptable but not optimal speedups. However,
one has to keep in mind that neither the L3 nor the memory bandwidth scales linearly with the
active number of cores on the architecture utilized [16]. The former scales up to a factor of ten
and the latter to a factor of five compared to one core. Furthermore, the current communication
implementation represents a communication barrier. Since not every MPI library allows every
thread to communicate, all but the master thread are idle during communication [43]. This can
be remedied by overlapping computation and communication which allows to hide latency, albeit
at a relatively high implementation cost [20].
6.2 Turbulent plane channel flow
Until now the proposed multigrid solver has only been evaluated in analytical test cases. While
these allow to evaluate smoothing rates, they do not capture the behavior in flow simulations,
where computing time, not the highest smoothing rate, is of paramount importance. In flow
solvers the computation of the pressure commonly takes the largest portion of the runtime, figures
of it consuming up to 90 % are not unheard of [8].
The multigrid solver was implemented into the in-house flow solver SPECHT FS. The code
is a testbed for heterogeneous parallelization as well as novel factorization techniques. For time
stepping it uses the incremental pressure-correction technique from [14]. The method employs a
backward-differencing scheme of second order accuracy and treats the convection terms explicitly
via extrapolation, whereas the diffusion terms are treated implicitly. One Poisson solve is required
to project the intermediate velocity into the divergence-free space at the end of the time step.
Hence, one time step consists of evaluating the convection terms, solving a Helmholtz equation
for every velocity component, and then solving a Poisson equation for the velocity correction.
For spatial discretization structured grids of spectral elements using GLL points are employed.
The convection terms are evaluated using consistent integration, also referred to as overintegration,
to eliminate aliasing problems. In convection-dominated flows, the diffusion equations can be
provided with a very good initial guess, allowing the usage of the baseline CG solver dCG. These,
typically need less than ten iterations to solve, making them preferable to the multigrid methods.
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Figure 10: Simulation of turbulent plane channel flow. Left: Cut through the x1− x2-plane of the
grid of spectral elements, only the element boundaries are shown. Right: Isosurface of a transported
passive scalar with value of 1 at the top and 0 at the bottom wall.
Table 3: Speedup for the plane channel flow test case. Setup data and total runtime obtaineed with
the flow solver SPECHT FS when using the new multigrid solver for computing 0.1 dimensionless
units in time. The number of unknowns is computed as nDOF = 4p
3ne.
Number of threads 1 12
Number of time steps ntime 429 429
Number of degrees of freedom nDOF 18,874,368 18,874,368
Number of cores ncores 2 24
Runtime twall [s] 3336 491
(nDOF · ntime)/(twall · ncores) [1/s] 1,213,600 687,126
The pressure solve, on the other hand, requires a multigrid approach for large-scale simulations
and, here, the proposed multigrid method is utilized.
In this section the turbulent channel flow at Reτ = 180 is considered [32]. The domain is
set to Ω = (0, 2pi)× (0, 2)× (0, pi) and is periodic in x1 and x3 direction, whereas walls are present
at x2 = 0 and x2 = 2. A body force fixing the mean velocity to 1 drives the flow, with a PI controller
computing the required force. In combination with a bulk Reynolds number of 5600 and suitably
disturbed initial conditions, this leads to a fully-developed turbulent flow near the Reτ = 180 mark,
with Reτ being a result of the simulations.
The channel was discretized using 16× 12× 6 spectral elements of degree p = 16. To ensure
that enough points are located in the boundary layer, the grid was generated with an expansion
factor of α = 1.2, refining it near the wall such that the first mesh point lies at y+1 = 0.24 and
the first eight points lie below y+ < 10. The resulting grid contains approximately 4.7 million
points, leading to 19 million degrees of freedom, and is shown in combination with isosurfaces of
a passive scalar in Figure 10. The simulation was performed on one node using two processes
until a nearly steady state for the body force was reached. To gain runtime data, the code was
instrumented using Score-P [26] and run once using one thread per process and once using twelve
threads. After reaching a statistical steady state, 0.1 dimensionless units in time were computed,
requiring ntime = 429 time steps with the Helmholtz equations solved to a residual of 10
−10.
Table 3 summarizes the wall clock time and the runtime per degree of freedom, while Table 4
lists the contributions of different components of the flow solver for two processes when decomposing
the domain along the x1-direction. For one thread per process the runtime consists mainly of three
contributions: The diffusion step, which only takes a quarter of the runtime, the convection terms,
which take a third, and the computation of the pressure, requiring nearly 40 % of the runtime. For
this case the mission is accomplished: Treating the pressure is as cheap as treating the convection
terms. The ratio would even be better for homogeneous grids, as here the pressure solver still
needs only three iterations. In these simulations, the code reaches a throughput of over 1, 200, 000
degrees of freedom per core and second. When using twelve cores, the convection terms parallelize
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Table 4: Accumulated runtimes for the time stepping procedure of SPECHT FS when using the
new multigrid solver for computing a time interval of 0.1 for the channel flow over the number
of threads per process. Only components directly in the time-stepping procedure were profiled
with Score-P.
1 thread 12 threads
Component [s] [%] [s] [%]
Convection terms 2138 34.6 2294 22.0
Diffusion solver 1454 23.6 3160 30.3
Poisson solver 2407 39.0 4551 43.6
Other 175 2.8 395 4.1
Total 6174 100.0 10400 100.0
very well, as they require very few memory accesses, leading to nearly the same time accumulated
in these routines. However, this does not hold for the implicit solvers where the parallel efficiency
is less than 50 % for the diffusion solves and a bit above it for the multigrid solver. This leads to
an increase of the percentage in CPU time required by the pressure solver to 44 %, which is twice
the value for the convection terms. As a result, the throughput per core drops to 680, 000 degrees
of freedom per core and second.
6.3 Turbulent Taylor-Green vortex benchmark
To further evaluate the efficiency of the code the underresolved turbulent Taylor-Green vortex
benchmark is considered [11, 8]. For a length scale L, a reference velocity U0, and a periodic
domain Ω = (−Lpi,Lpi)3 the initial conditions for the velocity components are
u1(~x) = +U0 sin
(x1
L
)
cos
(x2
L
)
cos
(x3
L
)
(31a)
u2(~x) = −U0 cos
(x1
L
)
sin
(x2
L
)
cos
(x3
L
)
(31b)
u3(~x) = 0 . (31c)
At a Reynolds number of Re = U0L/ν = 1600, where ν is the kinematic viscosity, the flow is
highly unstable and quickly transitions to turbulence [13], as shown in Figure 11.
Figure 11: Isosurfaces of the λ2 vortex criterion for the Taylor-Green vortex at Re = 1600
with λ2 = −1.5. The isosurfaces are colored with the magnitude of the velocity vector, where
blue corresponds zero and red to a magnitude of U0. The data was taken from a simulation
using ne = 16
3 spectral elements of polynomial degree p = 16. Left: t = 5T0, middle: t = 7T0,
right: t = 9T0.
Four homogeneous meshes are considered. First, a grid using ne = 16
3 elements of polynomial
degree p = 8. The second one contains the same number of degrees of freedom but with ne = 8
3
and p = 16. The third grid is finer grid with ne = 16
3 and p = 8. The fourth grid has ne = 16
3
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Table 5: Grids utilized for the turbulent Taylor-Green benchmark in conjunction with the
respective number of degrees of freedom nDOF, number of data points n
?
DOF, number of time
steps nt, wall clock time twall, number of cores ncores, CPU time, and computational through-
put (nt · n?DOF)/(twall · ncores).
p = 8 p = 16
ne 16
3 323 43 83 163
nDOF 8,388,608 67,108,864 1,048,576 8,388,608 67,108,864
n?DOF 11,943,936 95,551,488 1,257,728 11,943,936 80,494,592
nt 26,076 52,152 26,076 52,152 104,304
e2Ek · 103 3.57 0.487 17.8 1.37 0.229
Runtime twall [s] 13,964 74,104 2,297 25,855 110,058
ncores 24 96 24 24 96
CPU time [CPUh] 93 1976 15 172 2935
(n?DOF · ntime)/(twall · ncores) [1/s] 929,356 700,480 594,827 845,664 794,650
at p = 16. The simulations were carried out until a simulation time of T = 20L/U0 = 20T0. A
constant time step was imposed and set according to the spectral element CFL condition [24]
∆t = CCFL
maxi,e |hi,e|
p2
max
Ω
|~u| . (32)
Here, a CFL number of CCFL = 0.125 was imposed and the Helmholtz equations are solved to
an absolute tolerance of 10−10 for the residual.
In this benchmark, the grids were deliberately chosen to be very coarse and, so that they are
not capable of capturing all features of the flow. In the discontinuous Galerkin methods utilized
in [11, 8], the flux formulation leads to an implicit subgrid-scale (SGS) model which generates
the required dissipation and stabilization. The present work, however, uses continuous elements
with less numerical dissipation and no inherent SGS model. As a remedy, the spectral vanishing
viscosity model (SVV) was employed. It modifies the Laplace matrix of the velocities, adding
more dissipation for high polynomial degrees, resulting in a certain stabilization [27]. The power
kernel by Moura [33] was chosen, with the model parameters set to pSVV = p/2 and εSVV = 0.01.
It confines the viscous effects of the SVV to higher polynomial modes and leads to improved
accuracy for high polynomial degrees.
Figure 12 depicts the derivative of the mean kinetic energy in the subdomain Ek over time
combined with the respective dissipation rate ε and their difference, the numerical dissipation. The
results are compared to DNS data from [8]. The coarsest grid withne = 16
3 and p = 8 is capable
of initially resolving the flow, but starting from t = 4T0 deviations are present and the peak in
energy loss is not obtained correctly. The deviations stem from smaller molecular dissipation and
larger numerical dissipation, which peaks at a third of the reference dissipation rate. Increasing the
number of elements and, hence, the number of degrees of freedom, leads to more of the dissipation
rate being resolved. However, keeping the number of grid points constant and increasing the
polynomial degree instead decreases the error more noticeably.
To quantify the accuracy of the results, the relative L2-error of the time derivative of the kinetic
energy Ek is computed as
e2Ek =
T∫
0
(∂tEk(τ)− ∂tEk,ref(τ))2dτ
T∫
0
(∂tEk,ref(τ))
2
dτ
, (33)
where Ek,ref is the kinetic energy from the reference data. Table 5 lists the accuracy of the
simulations in combination with the number of time steps, the number of degrees of freedom, the
error in Ek, and the achieved computational throughput. To attain comparability with [8], the
20
ne = 8
3, p = 16
ne = 16
3, p = 8
ne = 16
3, p = 16
ne = 32
3, p = 8
Reference ne = 128
3, p = 7
0 5 10 15 20
t/T0
0
5
10
15
-∂
t
E
k
·1
0
3
0 5 10 15 20
t/T0
0
5
10
15
ε
·1
0
3
0 5 10 15 20
t/T0
0
5
10
15
ε n
u
m
·1
03
Figure 12: Results for the turbulent Taylor-Green vortex. Left: Time derivative of the mean
kinetic energy, middle: mean dissipation rate captured by the grid, right: numerical dissipation.
Reference data courtesy of M. Kronbichler [8].
throughput is computed from the number of element-local grid points, (p+ 1)
3
ne, times four for the
number of solution variables. The discontinuous formulation converges towards the result from the
continuous formulation, as the solution is continuous, negating the extra degrees of freedom allowed
for in the discontinuous case. For a constant number of time steps and, hence, the same time step
width, using more degrees of freedom leads to a smaller error. This indicates that the testcase is
spatially underresolved as the error does not only depend on the time step width. Except for the
coarsest mesh using 43 elements on 24 cores the computational throughput is 800, 000 timestep
times the number of data points per second and core. This is observed for both, p = 8 as well
as p = 16. In all simulations the multigrid solver used for the pressure equation required only two
iterations. As a result, the higher computational cost for the convection terms at higher polynomial
degrees are offset by a more efficient multigrid cycle. Furthermore, slight parallelization losses are
present when increasing the number of nodes from one to four, leading to a higher throughput
for computations with fewer number of elements. Compared to [8], where the testcase was run
on comparable hardware, a factor of two in throughput was achieved here. To the knowledge of
the authors, this makes SPECHT FS the fastest solver for incompressible flow employing high
polynomial degrees, at the time of writing.
7 Conclusions
This paper presented a novel factorization for the inverse of the Helmholtz operator on the 2×2×2
element block. The statically condensed system was embedded into the full one, allowing to use
the fast diagonalization as matrix-free inverse and factorize it, reducing the operator complexity
from O(p4) to O(p3). Hence, a linearly scaling inverse for the 23 element block was derived. Then,
runtime tests were conducted proving that the inverse indeed scales linearly and performs better
than matrix-matrix multiplication with the inverse, even outpacing the matrix-matrix version
starting from p = 5 and beating the fast diagonalization for the full system for every relevant
polynomial degree p. This was generalized to larger blocks in Section 3.4.
Using the linearly scaling inverse as main building block for an overlapping Schwarz smoother,
a p-multigrid solver utilizing static condensation was proposed. The multigrid cycle scales linearly
when combining the residual evaluation from [22] with the linearly scaling inverse, only leaving
pre- and postprocessing for static condensation with super-linear contributions.
Tests for the solver were conducted. To reduce the residual by a factor 10−10, it required less
than four iterations, in most cases two to three. The linearly scaling operators lead to very high
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efficiency for the multigrid cycle, so that for the solver uses less than one microsecond per unknown
over a wide parameter range when computing on one core. Furthermore, the runtime spent in pre-
and postprocessing is relatively small, so that the solver scales linearly with the number of degrees
of freedom in the range of polynomial degrees tested and is expected to do so until p = 48.
Parallelization studies were conducted and the performance in full Navier-Stokes simulations
was evaluated. Where traditional incompressible flow solvers require up to 90 % of the runtime to
compute the pressure, the new multigrid solver lowers that margin to the portion required to evalu-
ate the explicitly treated convection terms, albeit with slight losses generated by the parallelization.
This makes the code SPECHT FS faster than any other present high order incompressible flow
solver.
Future work could be dedicated to expanding the multigrid solver towards the discontinuous
Galerkin method, increasing its range of applicability. Furthermore, efficiency gains are to be
expected from fusing operators and using cache-blocking to decrease the impact of the limited
memory bandwidth. Lastly, a GPU implementation for the finest grid could substantially boost
the performance.
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