We characterize phases of the compass ladder model by using degenerate perturbation theory, symmetry fractionalization, and numerical techniques. Through degenerate perturbation theory we obtain an effective Hamiltonian for each phase of the model, and show that a cluster model and the Ising model encapsulate the nature of all phases. In particular, the cluster phase has a symmetry-protected topological order, protected by a specific Z2 ×Z2 symmetry, and the Ising phase has a Z2-symmetry-breaking order characterized by a local order parameter expressed by the magnetization exponent 0.12 ± 0.01. The symmetry-protected topological phases inherit all properties of the cluster phases, although we show analytically and numerically that they belong to different classes. In addition, we study the one-dimensional quantum compass model, which naturally emerges from the compass ladder, and show that a partial symmetry breaking occurs upon quantum phase transition. We numerically demonstrate that a local order parameter accurately determines the quantum critical point and its corresponding universality class.
I. INTRODUCTION
A comprehensive understanding of the phases of matter and also type of transition between them have long been a principal problems in condensed matter physics. It was believed that Landau-Ginzburg theory can help provide such understanding. 1 This theory is based on 'spontaneous symmetry-breaking phenomenon' associated with a nonzero 'local order parameter.' In this theory, all phases of matter are identified by some broken symmetries or, equivalently, by their corresponding local order parameters. However, the emergence of the so-called 'topological phases,' which has no evidence of symmetry breaking, defies this theory. [2] [3] [4] Topological phases manifest exotic properties such as robustness against local perturbations 5, 6 , nontrivial anyonic statistics 7, 8 , and exhibiting long-range entanglement 9 , which make them interesting theoretically and experimentally.
In the past two decades, vast efforts have been devoted to providing 'an alternative framework' for characterizing exotic phases of matter. Recently, inspired by ideas from quantum information theory (especially distribution of entanglement), "symmetry fractionalization" has been proposed as a technique for full classification of the phases of (quasi) one-dimensional (1D) gapped quantum systems has been proposed. [10] [11] [12] [13] This classification, based on structure of entanglement, places the phases into three classes: (i) symmetryprotected topological (SPT) phases, which have short-range entanglement, (ii) topologically-trivial phases, which can be mapped to fully-product states (with zero entanglement), and (iii) symmetry-breaking phases (with degenerate ground states). SPT phases, unlike topologically-trivial phases, cannot be mapped to a fully-product state as long as some specific symmetries are preserved; that is, they are robust against any perturbations which respect these symmetries.
In symmetry fractionalization, one needs to determine those symmetries which protect a phase, from which a set of unique labels are obtained to distinguish the phases that are separated by a quantum phase transition-see Sec. IV C. Obtaining phase labels, however, is a challenging task, which generally requires the prior knowledge of symmetries of the model and also an exact infinite matrix product state (iMPS) representation of its ground state. Having determined the symmetries and the iMPS representation of ground state, e.g., by using the infinite time evolving block decimation (iTEBD) or infinite-size density matrix renormalization group (iDMRG) methods, 14, 15 one can employ the techniques proposed in Refs. 16 and 17 to determine phase labels.
There exist numerous (exotic) models which have been proven to exhibit topological order, but yet a simple and experimentally realizable model featuring topological phases is of great interest. [18] [19] [20] In this respect, the Kitaev honeycomb model has been a prominent candidate. [21] [22] [23] [24] [25] [26] The Hamiltonian of this model contains two-body interactions (hence relatively easier to realize experimentally), and has a rich phase diagram that exhibits different classes of topological phases and nonAbelian anyons. In addition, the Kitaev honeycomb model on an arbitrary-row brick-wall lattice (another representation of the honeycomb lattice) has also been recently studied. 27 The associated quantum phase transition between the 'exotic phases' of these models are believed to be of topological type, without any (spontaneous) symmetry braking. Nevertheless, the characterization of these phases had remained largely unknown; this is indeed our very goal here to bridge this gap. The model on one-and two-row brick-wall lattices takes a simple form referred to as the "1D compass" 28 and the "compass ladder" models, respectively. Characterization of the corresponding phases is of special importance because these phases (with a proper modification) also appear in the phase diagram of the Kitaev honeycomb model on arbitrary-row brick-wall lattices. In addition, since ladder systems can be created and manipulated by highly-controlled quantum simulators, they play an important role in experimental realization of 'Majorana fermions'-and whence topological quantum computation. [29] [30] [31] [32] A promising platform based on the 'inhomogeneous Kitaev ladder model' has been recently proposed, which can read out Majorana fermion qubit states and also arXiv:1509.00207v1 [cond-mat.str-el] 1 Sep 2015 perform non-Abelian braiding. [33] [34] [35] [36] [37] Our main objective in this paper is to identify the type of quantum phase transitions and different topological phases of the compass ladder and 1D compass models. The compass ladder includes three phases denoted by A, B, and C-see Fig. 1 . We employ degenerate perturbation theory, 38 to assign an effective Hamiltonian for each phase, which yields: (i) (two different) cluster model(s) [39] [40] [41] -written in different basis-for the A and C phases, and (ii) the Ising model for the B phase. Based on this analysis, it is shown that the A and C phases belong to the cluster phase, which is a well-known SPT phase protected by the Z 2 × Z 2 symmetry. Despite similarity of the A and C phases, we show that they belong to different classes of SPT phase; the A phase is protected by the complex-conjugate symmetry, whereas the C phase is not. This observation is also numerically verified by the iTEBD method and the symmetry fractionalization technique.
The B phase appears to be of topologically-trivial Z 2 -symmetry-breaking type, characterized by a Landau-type local order parameter. This implies a spontaneous symmetry breaking upon quantum phase transitions, and thus, the phase diagram of the compass ladder can be classified by the associated local order parameter. We demonstrate this result by the iTEBD method after determining the local order parameter and symmetry-breaking group-see Fig. 4 . In addition, the local order parameter correctly specifies the universality class of the quantum phase transitions as of the Ising class (with the magnetization exponent β = 1/8). We remark that our conclusion differs with Ref. 27 , where the classification of the phase diagram is based on nonlocal string order parameters (whereby believed that there were no explicit change of symmetry upon quantum phase transitions).
Additionally, we study the 1D compass model, which naturally appears by turning off one of the coupling parameters of the compass ladder. Upon quantum phase transition a specific Z 2 symmetry is broken and another one is preserved, thus a partial spontaneous symmetry breaking occurs -i.e. a quantum phase transition between two phases, where in each phase, part of symmetry group has been broken. Based on this fact, one can construct a local order parameter to capture quantum the phase transitions and relevant physics of the model. Interestingly, as examined by the iTEBD method, this local order parameter is shown to give the accurate values of both critical point and magnetization exponent (β = 1/8).
This paper is organized as follows. In Sec. II the models and their phase diagram are reviewed. In Sec. III the effective Hamiltonian of the compass ladder is obtained. Broken symmetry of the B phase and its corresponding local order parameter are derived in Sec. IV, and numerically examined. The implementation of the symmetry fractionalization technique to obtain the labels of the SPT phases are presented in Sec. IV C, and the topological properties of the SPT phases are discussed next in Sec. IV D. We discuss the phase characterization of the compass model in Sec. V. The paper is concluded in Sec. VI with a summary of our results. 
II. COMPASS LADDER MODEL
The compass ladder model (also referred to as the XYZ compass model 42 ) is defined on a ladder geometry as in Fig. 1 
. The quantum phase transition between these phases is of the second-order type (because of the divergence in the second derivative of the ground-state energy), and was believed to be topological (characterized by string order parameters).
The compass ladder model reduces to the 1D compass model when one of the coupling constants vanishes. For the case of J r = 0, as shown in Fig. 1-(b) , the Hamiltonian reduces to
The phase diagram of the 1D compass model is already known as in Fig. 1-(d) , and contains two gapped phases with extensive degeneracy separated at the critical point J v /J b = 1. The gapped phases are called the blue-and violet-compass phases for J v /J b < 1 and J v /J b > 1, respectively. The quantum phase transition is topological and of the second-order type. Similar to the compass ladder, the nature of the topological quantum phase transition in the 1D compass model has been shown through nonlocal string order parameters. 43 To identify the nature of the A, B, and C phases and their corresponding quantum phase transitions, we derive the effective Hamiltonian 44 of the compass ladder associated with each phase, which capture main physical properties of each phase.
III. DEGENERATE PERTURBATION THEORY AND EFFECTIVE HAMILTONIANS
Degenerate perturbation theory is based on splitting the original Hamiltonian H into two parts: H 0 and V . The H 0 term represents the unperturbed Hamiltonian, whose energy spectrum is fully known, and in general could be degenerate. The V term plays the role of perturbation, whose operator norm is relatively smaller than the spectral gap ∆ 0 of H 0 , i.e., V ∆ 0 . In the case of the degenerate perturbation formalism, for a specific energy level, the correction at the mth order of perturbation is given by an 'effective Hamiltonian.' For a quantum phase transition, the effective Hamiltonian for ground-state energy is required, which is denoted by H (m) eff . 38 The starting point to obtain H (m) eff is to define the projection operator into the 'unperturbed degenerate ground space' (set of all ground states of H 0 ),
where E 0 is the ground-state energy of H 0 . Having determined P , the effective Hamiltonian H (m)
eff can be determined. The first-order effective Hamiltonian H (1) eff has the following form:
The form of higher orders of the effective Hamiltonian becomes gradually more complex,; e.g., the second-and thirdorder effective Hamiltonians are given by
where
is the Green's function, and E (1) 0 denotes the ground-state energy of H (1) eff .
A. Effective Hamiltonian associated with the B phase
To obtain the effective Hamiltonian for the B phase, H 0 and V are set as follows:
where J r , J b J v (note that positivity of J v and nonzero values of J r and J b guarantee that the ground state of H = H 0 + V is within the B phase (see Fig. 1-(c) ).
The projection operator P v , which comes from the unperturbed degenerate ground space (set of all highly-degenerate ground states of H 0 ), is defined as follows:
where | ↑ and | ↓ are the eigenstates of σ z -index v denotes violet. However, for simplicity it is more convenient to write H eff in a new basis by rewriting P 0 as
where |↑ ≡ | ↑↑ and |↓ ≡ | ↓↓ are the 'logical qubits' in the σ z -basis. The energy and degeneracy of an unperturbed ground state are, respectively, equal to E 0 = −N v J v and 2
Nv
, where N v is number of the violet links. The first excitation of H 0 has energy
, which is obtained by flipping one of the spins. Flipping two spins on different violet links gives rise to higher exited states that has the energy
The first-order effective Hamiltonian (P V P ) is zero because V excites the unperturbed ground space into the secondexcited subspace, which obviously has no overlap with the unperturbed ground-state subspace; whence H (1) eff = 0. However, the second-order effective Hamiltonian is nonzero, resulting in both nontrivial and trivial terms, (nontrivial terms break the highly-degenerate ground-state subspace, while the trivial terms do not). In the expression P V GV P , one of the possibilities (among many) is to choose the first and second V on a specific link. The first V excites unperturbed ground space, bringing it to the second excited space. The effect of the Green's function on the second excited space is G = −1/(4J v ), and the second V takes the second excited space back to the unperturbed ground space. Thus, one can show that such interactions yield trivial contributions to the second-order effective Hamiltonian
where I = |↑ ↑| + |↓ ↓| and i runs over the violet links, see nearest neighbor violet links, as sketched in Fig. 2-(a) [left]. In this case, the first V -the blue link in Fig. 2-(a) [left]-excites the unperturbed ground space, resulting in the second excited space. The action of the Green's function on this second excited space is given by G = −1/(4J v ). The second V -the red link in Fig. 2-(a) [left]-takes the second excited space back into the unperturbed ground space. It is straightforward to show that P V GV P for Fig. 2-(a) [left] is proportional to
is the y Pauli matrix in the logical basis {|↑ , |↓ }, i.e.,
We note that the terms acting on the next-nearest-neighbor violet links (or farther neighbors) play no role in the secondorder effective Hamiltonian. In summary, H
eff is given by, as shown in Fig. 2 
The factor 2 indicates that there are two possibilities for choosing the first and second V in the expression P V GV P .
B. Effective Hamiltonian associated with the C phase
Here H 0 and V are defined as follows:
where J v , J b J r . This sort of definition of H 0 , V , and the coupling constants is to guarantee that the ground state (of H) is placed within the C phase. Similar to Sec. III A, the goal is to obtain the leading-order nontrivial effective Hamiltonian.
The projection operator into the highly-degenerate ground state of H 0 is given as follows:
where | and | are the eigenstates of σ
in a new basis makes the form of the effective Hamiltonian simpler as 
). Similar to Sec. III A, the first-order effective Hamiltonian is zero:
Hamiltonian results in trivial terms: the only possibility to have nonzero terms for P V GV P is to choose the first and the second V on a specific link. It yields
where I = | | + | |, and i runs over logical qubits, as shown in Fig. 2-(b) . The third-order effective Hamiltonian, The closed form of the first term (P b V GV GV P b ) is obtained by such choices as depicted in Fig. 2-(b) [left]. Suppose the first and the second V are the violet-link interactions, and the third V is the red-link one. The first V excites the unperturbed ground space to the second excited space. The effect of the Green's function G on the the second excited space is G = −1/(4J b ). The second V just transforms the second excited state to itself; that is, the second V only rotates the states within the second excited space. Thus, when the next G is applied, G = −1/(4J b ). The third V takes the second excited state back into the unperturbed ground space. It can be shown that the expression P b V GV GV P b , in Fig. 2-( 
Other selections of P b V GV GV P b -except those in Fig. 2 -
eff , whence
The factor 2 is again due to different choices of V -there are 6 different configurations, similar to that of Fig. 2-(b) [left], whose factors cancel out each other as −2 + 2 − 2 = −2. Equation (18) 
where σ y and σ z are the y and z Pauli matrices in the logical basis {| , | }. In this basis,
where | and | are the eigenvectors of σ y . Equation (19) is the cluster Hamiltonian written in a different basis; it can be obtained from Eq. (18) by π/2-rotation about the z-axis. Since this operation is unitary, the ground state of the Hamiltonian (19) inherits the properties of the cluster phase such as having unique exact MPS form and being of the Z 2 × Z 2 SPT type.
IV. CHARACTERIZATION OF DIFFERENT PHASES A. Infinite matrix product state (iMPS) method
Ground state of (quasi) 1D gapped quantum systems respects 'area law,' in the sense that bipartite entanglement of an arbitrary subsystem depends on its boundary rather than bulk. Based on this fact, it has been proven that (quasi) 1D gapped quantum phases can be faithfully represented by iMPSs. 45 The iMPS representation of a state |Ψ (ground state of a 1D gapped system) is based on assigning to each site a set of matrices as s are some D × D matrices assigned to site i [ Fig. 3-(a) ]. The matrices (Γ (mi) , Λ) are usually determined by the iTEBD or iDMRG methods, where the accuracy of the scheme is controlled by the parameter D. Having determined the matrices (Γ (mi) , Λ), one can always use a 'canonical transformation' and rewrite the iMPS representation in a more suitable canonical form: If λ G = 1, the iMPS is symmetric under G.
shown in Fig. 3-(b) , new matrices ( Γ (mi) , Λ) satisfy the following conditions:
where Λ is a positive diagonal matrix related to the density matrix of a half of the system through = Λ
2
. In this form, the expectation value of a local order parameter (defined on a given site) is given by
as depicted in Fig. 3-(c) . In addition, the on-site symmetry groups can be evaluated in a straightforward manner in the canonical iMPS representation of the ground state |Ψ . The on-site symmetry G = N i=1 g i is respected by |Ψ if in the following relation λ G becomes 1:
where T G is the G-transfer matrix
shown in Fig. 3-(d) , and λ G is its maximum eigenvalue. Furthermore, if the symmetry G is respected (that is, λ G = 1), the following relation should be satisfied:
where e iθg is a phase, and U g is a unitary matrix (which plays an important role in the classification of SPT phases)-see Sec. IV C. It is straightforward to show that the right eigenstate of the G-transfer matrix T G (corresponding to the eigenvalue λ G ) is U † g (see Fig. 3-(d) ).
B. Local order parameter
The nature of the B phase is revealed by the Ising Hamiltonian (12) . This Hamiltonian has two fully-product degenerate ground states, implying that the B phase is of the topologically-trivial Z 2 -symmetry-breaking type. The Z 2 -symmetry-broken group and the corresponding local order parameter (O), in the logical basis, are given by
By employing the projection operator P v , these two quantities can be recast in the original basis as follows:
The broken symmetry group Z 2 = {X , I } and the local order parameter O uniquely characterize the B phase in the sense that in this phase the symmetry X is not preserved, and the local order parameter O is nonzero.
On the other hand, the A and C phases represent nondegenerate ground states, which both respect all symmetries, including X . This yields that O is always zero within the A and C phases,
where the operator G is one of the symmetries of the model.
As a result, the phase diagram of the compass ladder can be classified by the local order parameter O.
We have numerically plotted the local order parameter O through the paths {I 1 , I 2 } in Fig. 4-(a) . The plot indicates that whenever the B phase appears (in the range of 1 < J b /J v < 3 and 0 < J b /J v < 2, respectively, for paths I 1 and I 2 ) the local order parameter O becomes nonzero. In addition, O decays when it approaches the boundaries of the B phase-the points J b /J v ∈ {1, 3} and J b /J v ∈ {0, 2}, respectively, for the paths I 1 and I 2 . As plotted in Fig. 4-(b) , O vanishes as (c) λ X shows qualitative behavior of the symmetry X ; when λ X < 1 it implies that X is broken. In the B phase, as expected, the symmetry X is spontaneously broken.
in the vicinity of the boundary points 3 and 2 for the paths {I 1 , I 2 }, respectively, where β = 0.12 ± 0.01. This implies that the exponent β is 1/8, and the quantum phase transition is of the second-order type. The same results have been obtained by using nonlocal string order parameters in Ref. 27 .
The behavior of the symmetry X can be explicitly investigated by calculating the maximum eigenvalue of X -transfer matrix (i.e., λ X ), as plotted along the paths {I 1 , I 2 } in Fig. 4-(c) . Again, whenever the B phase appears, λ X becomes < 1, implying that the symmetry has been broken. This observation agrees with the effective Hamiltonian (12).
C. Symmetry fractionalization
The technique of symmetry fractionalization provides a method to uniquely distinguish different SPT phases. This technique for 1D gapped systems is complete, and provides a set of unique labels assigned to each SPT phase. These labels are obtained by transformation of the iMPS representation under the symmetries of system. To clarify how these symmetries result in unique labels, we shall discuss two examples:
Assume that the on-site symmetries G = i g i and H = i h i commute; g i h j = h j g i , and g 2 i = h 2 i = 1 1 (for all i and j). These symmetries are isomorphic to the Z 2 symmetry group in the form of {H , I } and {G , I }. One can combine these Z 2 symmetry groups and form a Z 2 × Z 2 group with elements {G , H , GH , I }. If Z 2 × Z 2 is respected by the iMPS, the maximum eigenvalue of G-and H -transfer matrices should be equal to one (λ G = λ H = 1) and Eq. (27) should be satisfied for the elements of the symmetry group. Equation (27) yields
where the phase factor e iΩ gh is used to classify SPT phases (note that for simplicity the summations and phase (e iθ ) have been ignored). By Eqs. (32) and (33) , e iΩ gh can only be ±1. This allows two different orders: the SPT phase with e iΩ gh = −1 and the trivial phase with e iΩ gh = +1. Throughout the SPT (trivial) phase, we have e iΩ gh = −1(+1); the sign changes only upon a quantum phase transition. The minus sign also reveals that the SPT phase is protected by Z 2 × Z 2 symmetry; i.e., any perturbation which respects the symmetry cannot destroy the SPT phase. The two signs also represent two inequivalent projective representations of the Z 2 ×Z 2 symmetry-see also Refs. 37 and 47.
Based on this observation, the topological order parameter O Z2×Z2 is introduced as follows:
This order parameter only takes values {0, 1, −1}, from which the phase can be characterized. Specifically, the values 0, 1, and −1, respectively, denote the symmetry-breaking, topologically-trivial, and SPT phases-corresponding to the
If the iMPS is symmetric under the complex conjugate symmetry K , λ K = 1 and Eq. (27) becomes
(for simplicity index (m i ) and the arbitrary phase e iθ K have been ignored). Since U K is unitary, the phase e iΩ K becomes ±1. Each of these signs denote a separate order. Specifically, e iΩ K = −1 indicates an SPT phase protected by K , whereas e iΩ K = 1 indicates a topologically-trivial phase. Similar to O Z2×Z2 , one can define a topological order parameter (O K ) that detects topological properties of the SPT phase protected
D. Topological order parameter
The A and C phases have SPT orders, as we showed by our degenerate perturbation analysis. In this section, we investigate the topological aspects of theses phases, namely: (i) there is a specific Z 2 × Z 2 symmetry which protects both phases, and (ii) the complex-conjugate symmetry protects only the A phase, which indicates that the A and C phases belong to different classes of SPT phases.
The A phase is characterized by the cluster Hamiltonian (19) , and its ground state belongs to an SPT phase protected by the following Z 2 × Z 2 symmetry group 39, 40 (written in the logical basis):
Rewriting this symmetry group in the original basis results in
and Z 2 × Z 2 = {G , H , GH , I }. Thus, the associated topological order parameter O Z2×Z2 should take the value −1
(which signals the existence of SPT phase) within the whole region of the A phase. It is straightforward to see that the Z 2 ×Z 2 symmetry group of the C phase has the exact form of Eq. (37). Thus, one concludes that O Z2×Z2 should be equal to −1 for both A and C phases, indicating the SPT phase protected by Z 2 × Z 2 ; and 0 for the B phase, implying the symmetry-breaking phase.
The topological order parameter O Z2×Z2 has been plotted in Fig. 5 for the paths {I 1 , I 2 }. This plot confirms that O Z2×Z2 is −1 within the A and C phases, and 0 within the B phase.
Note, however, that O Z2×Z2 does not distinguish the A and C phases; it only implies that both are of the SPT type. Thus we need to look for another topological order parameter to distinguish these phases. The ground state of the cluster Hamiltonian (19) has an exact iMPS form given by 48 The iMPS form of the cluster Hamiltonian (18) is expressed as follows:
This iMPS respects the complex-conjugate symmetry K , and
Eq. (34) is obviously satisfied by U K = 1 1 and e iθ K = 1.
Hence, for this phase, O K = 1, implying that this phase is not protected by K . Summarizing, the topological order parameter O K is −1, 0, and 1 for the A, B, and C phases, respectively (note that O K = 0 implies that K symmetry has been broken). As depicted in Fig. 5 , O K has been numerically calculated through the paths {I 1 , I 2 }. It demonstrates that the topological order parameter O K takes different values for each phase, thus it can truly (topologically) distinguish all three phases. This observation also indicates that one cannot adiabatically connect the C and A phases because they belong to different SPT classes.
V. 1D COMPASS MODEL
The ground space of the 1D compass model (Eq. 2) for J v = 0 can be represented as follows: , is stabilized by the symmetry X (Eq. 29), that is,
Thus, the symmetry group Z 
That is, the symmetry group Z z 2 = {Z, I } has been broken at J v = 0. Similarly, because of the nonvanishing gap, this property is expected to hold within the blue-compass phase (see Fig. 1-(d) ).
On the other hand, the symmetry Z is stabilized by the ground space of the compass model at J b = 0. This ground space is given by
where | i is defined on the ith violet link, and {α i , β i } are two arbitrary normalization coefficients. For nonzero values of J b , the symmetry group Z z 2 is respected throughout the violet-compass phase as long as the gap is nonzero. In addition, the symmetry group Z To verify this observation, the parameters {λ X , λ Z } have also been numerically calculated using the iTEBD method, which are shown in Fig. 6-(a) . As expected, λ X (λ Z ) is equal to one throughout the blue (violet) phase, and is less than one otherwise. The breakdown of the aforementioned symmetry upon quantum phase transition can be captured by a local order parameter. Within the blue phase, where X is preserved, the local order parameter 
as shown in Fig. 6-( 
VI. SUMMARY AND CONCLUSIONS
In this paper the topological classification of the phases and the associated quantum phase transitions in the compass ladder and 1D compass models have been presented by employing degenerate perturbation theory, symmetry fractionalization, and numerical investigation. For each phase of the model (denoted by A, B, and C), we have derived an effective Hamiltonian based on degenerate perturbation theory. The A and C phases have been shown to be described by two cluster Hamiltonians written in different bases, whereas the B phase has been shown to be represented by an Ising Hamiltonian. The cluster phase (specified by the ground state of the cluster model) is an SPT phase protected by a specific Z 2 × Z 2 symmetry, whereby we have assigned a set of labels to specify them. In other words, the set of unique labels of cluster phases have proven to be similar to that of the A and C phases. However, the A and C phases do not belong to the same class of an SPT phase: one of the phases is protected by the complexconjugate symmetry, while the other is not. This observation has been verified by both numerical computations and analytical calculations.
We have shown that the B phase is of topologically-trivial Z 2 -symmetry breaking type, characterized by a local order parameter. Having determined the form of the local order parameter and broken symmetry, we have concluded that (i) the phase diagram of model is characterized by a local order parameter, (ii) the quantum phase transition is associated to a spontaneous symmetry breaking (not topological), and (iii) the class of the quantum phase transition is in the Ising universality class, where the magnetization exponent is equal to 1/8 and its type is of second order. We have also verified these observations numerically. In addition, we have shown that the quantum phase transition in the 1D compass model (a limiting case of the compass ladder) is accompanied by a partial symmetry breaking. Each of the phases of the 1D compass model (the blue-and violet-compass phases) have been shown to respect part of a symmetry group; the blue-and violet-compass phases respect two different Z 2 -symmetry groups and break the other symmetries. Hence, upon the quantum phase transition, one of the Z 2 symmetries is broken and other one is preserved. This partial symmetry breaking has been captured by local order parameters. By using numerical computations, we have shown that these local order parameters truly capture the quantum phase transition (as well as partial symmetry breaking) and its universality class (i.e., β = 1/8). It is worth mentioning that this type of quantum phase transition is different from, e.g., transverse field Ising model, in which the whole symmetry group is being broken and system goes from a disordered phase to an ordered one.
Our phase characterization of the compass ladder model has also revealed the nature (topological classes) of a number of the phases of the 'Kitaev model on arbitrary-row brick wall lattice'-which is similar to that of the compass ladder model. Although the phase diagram of this model has been known, the nature of remaining phases and their corresponding quantum phase transitions are still largely unknown. An analysis based on our approach, especially symmetry fractionalization and degenerate perturbation theory, may shed some light on this direction.
