Any pathogen population sufficiently large is expected to harbor spontaneous drug-resistant mutants, often responsible for disease relapse after antibiotic therapy. It is seldom appreciated, however, that while larger populations harbor more mutants, the abundance distribution of these mutants is expected to be markedly uneven. This is because a larger population size allows early mutants to expand for longer, exacerbating their predominance in the final mutant subpopulation.
Introduction
Natural populations often experience stressful conditions that can drastically reduce their numbers. Well-documented examples include exposure to novel predators (Schoener et al. 2001) , competition for essential resources (Petren and Case 1996) or changes in the physicochemical properties of the habitat (Harvey and Jackson 1995) . Declining populations can avoid extinction through different mechanisms, depending on several genetic, demographical and ecological factors whose relative contributions have long been debated (Gomulkiewicz and Holt 1995; Orr and Unckless 2008; Carlson et al. 2014) . When the stress is too sudden and severe, adaptation through mutation or migration may not be possible; thus, a population's survival chances would rely on their genetic variation. This scenario is especially relevant in the context of antimicrobial and antitumoral chemotherapy, where a substantial number of treatments fail due to the existence of resistant cells at the time of the first drug administration (Komarova and Wodarz 2005; García 2009 ).
The probability that a bacterial population contains a subpopulation of resistant cells is a classical question in genetics, dating back to the seminal work of Luria and Delbrück (Luria and Delbrück 1943) . They showed that the final number of resistant cells in a growing population is highly fluctuating, as expected under the hypothesis that mutations are spontaneous and not caused by the selective agent. This fluctuation stems from the fact that each mutation can give rise to not just one cell, but to a clone of cells whose size depends on the timing of the mutational event. Apart from settling a controversy over one of the basic tenets of modern evolutionary theory, the Luria-Delbrück experiment became established as the standard method to estimate mutation rates (Foster 1999) . For these reasons, a variety of alternate formulations, extensions and analyses of their basic model have been proposed over the decades (Zheng 1999 (Zheng , 2015 Foster 2006) . While the determinants of the size of a resistant subpopulation are relatively well understood (Lipsitch and Levin 1997) , less attention has been paid to the determinants of genetic diversity. As a consequence of rebounding from a fraction of the original population, the surviving population after a drug-induced bottleneck is expected to display low genetic diversity. Recovery from this state will take a variable amount of time depending on the rate of introduction of new alleles. This opens a window of time during which the new population may be less able to cope with a second stressful challenge (Willi et al. 2006) . Studying this issue is thus clinically relevant because genetic diversity will influence the immediate evolution of resistant populations, including response to second-line therapy, evasion of the immune response or host re-colonization (Lipsitch and Levin 1997; Woolhouse et al. 2001; Tenaillon et al. 2010) . Indeed, in the related field of cancer evolution, consideration of genetic diversity within pre-malignant lesions and tumors is becoming increasingly recognized as key to improving diagnosis, prognosis and the choice of optimal treatment strategies (Maley et al. 2006; Park et al. 2010; Saunders et al. 2012) .
At first glance, it seems trivial that genetic diversity is mainly determined by population size.
Certainly, in an asexually growing population, the total number of mutant clones is roughly equal to the product of population size and mutation rate. However, diversity has long been recognized to depend not only on the number but also on the relative abundance of classes; a concept originally introduced into the ecological debate by Simpson (Simpson 1949) . In his classic paper, Simpson asked whether a population with five equally abundant species should be considered as diverse as a population with the same five species, one of which comprises 95% of the individuals. Simpson reasoned that the probability of sampling two individuals of the same species is obviously greater in the latter case, leading him to establish the distinction between richness (in our context, the number of clones in a population) and evenness (the distribution of   69   70   71   72   73   74   75   76   77   78   79   80   81   82   83   84   85   86   87   88   89   90   91   92   93 individuals across clones). For a given a number of clones, the maximum diversity is attained when all of them are equally abundant (Pielou 1966 ).
The present work was prompted by the realization that, in a bacterial population, the growth of clones appearing at different times will generate a very unequal distribution of clone sizes (see Figure 1 ). This is because an increase in population size allows early mutants to expand for longer, exacerbating the differences among the sizes of the first and last clones to appear. As a result, although larger populations will exhibit greater richness, they will also exhibit lower evenness. A natural question then arises: to what extent can the inequality introduced by clonal growth reduce genetic diversity in expanding populations?
In this article, we present a simple mathematical model that describes the change in genetic diversity (in the resistant subpopulation) as a function of clonal growth and population size. The analytical solutions show that when mutants grow at a rate equal to or slower than the parental strain, genetic diversity is directly proportional to the population size. However, when mutants grow faster, the loss in evenness outweighs the contribution of de novo mutations in increasing genetic diversity. Interestingly, in such cases the correlation between diversity and population size disappears in a few generations. This means that no matter how large a population grows, diversity will remain constantly low. These predictions were extended using a more realistic stochastic simulation model and confirmed by manipulating size and mutant's growth rate in experimental populations of the bacterium Pseudomonas aeruginosa. 94   95   96   97   98   99   100   101   102   103   104   105   106   107   108   109   110   111   112   113   114   115   116   117   118 To produce the simulation results presented here, two basic algorithms were employed. The first one produces distributions of clone sizes by simulating the growth of an asexual population, and is described as follows. At the start of each simulation, a matrix where the population data is to be stored is allocated according to the expected number of clones (~Ntμ). Simulations begin with a single wild-type cell. Each generation, the wild-type population doubles its size and mutations are calculated using a Poisson-distributed pseudo-random number generator (the function rpois in R, where the mutation rate per cell per division acts as the parameter of the Poisson distribution).
Materials and Methods

Computer simulations
This number of mutations is subtracted from the wild-type population size, and an equivalent number of clones are initialized. Slots in the population matrix are assigned based on the order of occurrence. Clones produce exactly r offspring per generation, and back-mutations and cell death are neglected. All mutants are detected at the end of the run with 100% efficiency.
The second algorithm utilizes the resulting clone size distributions to simulate the random sampling, without reposition, of two mutants per population. Briefly, the population matrix (excluding the wild-type) is normalized so that each clone occupies a range proportional to its size within the interval [0, 1] . The first mutant is chosen by drawing a uniformly distributed pseudo-random number (the function runif in R). After recording the clone to which it belongs, the size of its clone is adjusted and the population matrix is re-normalized. The second mutant is chosen following the same procedure as above.
To compare the experimental results with those predicted by the simulation model, we ran the programs using the parameter values estimated from the experiments (see next section). In all regimes, the mutation rate was set to 1.19x10⁻⁷. When mimicking the no-antibiotic regimes, the mutants grew at the same rate as the parental type. The regimes with antibiotic were simulated by 
Experimental system
All experiments were conducted using P. aeruginosa strain PA14, kindly provided by Frederick M. Ausubel (Rahme et al. 1995 for the small-population with fosfomycin regime (9.5 h of incubation) and Nfinal=1.1x10¹¹ this bacterium, and it is known to be cost-free under standard laboratory conditions (Castañeda-García et al. 2009 ). However, we determined that in the presence of 8 mg/L of fosfomycin (1/2 x MIC for the wild-type, estimated by the microdilution method) knocking out glpT confers a growth rate 2.7 ± 0.4 times greater than the wild-type's, which, in terms of our model, is equal to r=5.4 ± 0.8 offspring per generation (values represent mean ± s.d). Growth rates were estimated in triplicate as the maximum slope of the logarithm of the optical density versus time ( Figure S1 ).
To calculate the mutation rate to fosfomycin resistance, a fluctuation test with 12 independent cultures was conducted. The MSS-ML method (Sarkar et al. 1992) , implemented in a custom-made program (Couce and Blázquez 2011) , was used to yield an estimate of μ=1.19x10
and a 95% confidence interval of (1.85x10
). To characterize the genetic diversity within the glpT locus, two independent colonies per population were picked at random by proximity to arbitrary points. Their glpT locus was then PCR-amplified and subjected to Sanger sequencing. Both amplification and sequencing were performed with oligonucleotides 5'-ACG AAG GCG GCG AGT ATT GC-3' and 5'-CCT GTC GAG CCT GCA TGT GTA TG-3'. Sequence curation and alignment were performed with the freely available Ridom TraceEdit (www.ridom.de/traceedit) and MAFFT v6 (mafft.cbrc.jp/alignment/software) programs.
Results and Discussion
Genetic diversity is highly sensitive to the fitness effect of resistance We confine our analysis to the genetic diversity of drug-resistant mutations in the drug-resistant sub-population. To this end, we introduce a haploid, one-locus, infinite-alleles model (see Figure   2 ). We make the simplifying assumption that every mutational event gives rise to a unique resistance allele and that all alleles are equivalent in terms of fitness. For further simplicity, both reproduction and mutation are treated deterministically, back-mutation and cell death are neglected, and generations are assumed to be discrete. Later on, we will use computer simulation to examine the consequences of relaxing some of these strong assumptions.
The process starts at time t=0 when the wild-type, drug-sensitive population reaches a size of exactly N0=1/μ, where μ denotes the mutation rate per generation at which new mutant cells are produced (that is, we only consider the so-called Luria-Delbrück period ( increase their size by a factor of r, the mutant's growth rate (interpreted here as the average number of offspring per generation, i.e. the Wrightian fitness (Wu et al. 2013) ). We consider values of the mutant's growth rate larger or smaller than r = 2 (that of the wild-type) motivated by the attention that the fitness effect of resistance has received over the past decade (Andersson and Hughes 2010; Melnyk et al. 2015) . While resistance mutations typically impair growth to a certain extent (Schrag et al. 1997; Reynolds 2000) , some can be advantageous even in the absence of the drug (Luo et al. 2005; Vickers et al. 2009; Marcusson et al. 2009; Miskinyte and Gordo 2013; Rodríguez-Verdugo et al. 2013; Baker et al. 2013 ). In addition, there is a growing concern regarding the selection for resistance under the non-lethal antibiotic concentrations commonly found in many clinical and natural environments (Gullberg et al. 2011; Larsson 2014; Andersson and Hughes 2014; Johnning et al. 2015) .
According to the assumptions stated above, the distribution of mutants among clones will follow a geometric sequence; that is, the clone arising in the first generation will be r times more abundant than those appearing in the second generation, which in turn will be r times more abundant than those of the third generation, and in general the clones of generation t will be r t'-t times more abundant than those of generation t'. The number of mutants (mt) in the t-th generation is given by
When r=2 this expression simplifies to
When r≠2, however, we need to use the formula for the geometric series to arrive at the following solution (1.3)
As a proxy for genetic diversity we use the probability Pt of sampling, without replacement, two mutants of the same clone. This probability is usually referred to in the ecological literature as the Simpson's index (Gregorius and Gillet 2008) , and it is commonly applied to describe intra-tumor heterogeneity in the field of cancer evolution (Maley et al. 2006; Iwasa and Michor 2011; Durrett et al. 2011; Gatenby et al. 2014 ) (note that this metric is conceptually similar to the probability of identity-by-descent used in classical population genetics (Malécot and Blaringhem 1948) ). When t=0, the Simpson's index is not defined, since there is only one mutant in the whole population.
When t=1, it can be calculated by applying Laplace's rule as
We decided not to further simplify this expression, since it will be useful for inferring the general one. For the second generation, we can write
Hence the general formula can be written as
A glance at numerical solutions of this equation (Figure 3a ) reveals a strong non-linear dependence of genetic diversity on the mutant growth rate. In the following, we will derive approximate analytical solutions when t→∞ for the cases r=2, r>2 and r<2.
As a general approach, when t→∞ and r≠2 we will proceed by taking into account only the behavior of the highest exponential term of the numerator of expression (4), which is expected to dominate its value under such circumstances. In the case of r>2, the dominant term will be that with the highest power of r. This term is the first one in the summation (i=0). Using Equation (1.3), Pt can then be written as
Rearranging and simplifying, we obtain
Thus P∞ can be approximated as:
The good agreement between this result and the exact computer solution of expression (4) can be observed in Figure 3c .
When t→∞ and r<2, the dominant term will be that with the highest power of 2. This corresponds to the last term of the numerator of expression (4). Recalling equation ( and therefore P∞ →0.
When r=2, we can no longer use the same approach as above. However, from equation (1.2), Pt can be written as
Rearranging the numerator yields a summation that can be shown, using the formula from the geometric series (see Appendix), to converge exactly to 2; so, we have These results are amenable to a very intuitive interpretation. As discussed above, clonal diversity is controlled by two opposing forces: mutation and clonal growth. The former increases diversity by increasing the richness of the clonal distribution, whereas the latter reduces it by increasing its inequality. The magnitude of mutation scales with powers of two, whereas the magnitude of clonal growth scales with powers of r. When r≤2 mutation is more influential than clonal expansion, and thus diversity increases with each generation (i.e. the probability of sampling two siblings tends to zero). On the contrary, with values of r>2, clonal growth is able to counterbalance the action of mutation, producing the equilibrium value shown in expression (7).
In this respect, it is worth noting that these results are readily generalizable to any other biologically relevant values of the wild-type's growth rate, here arbitrarily set to 2 for simplicity.
The impact of 'jackpot' events on genetic diversity
The analytical model helped us to understand how the dynamic balance between mutation and clonal growth determines genetic diversity in the resistant subpopulation. However, the assumption that mutation is deterministic, albeit convenient for tractability, is clearly unnatural and could introduce some bias in the model's predictions. Specifically, by imposing that the first mutation emerges when the size of the wild-type population satisfies N0=1/μ, the model actually The simulation results indeed show that the inclusion of 'jackpot' events has a significant impact on reducing genetic diversity (Figure 3b ). In particular, compared with the analytical model, the probability of sampling two mutants from the same clone increases uniformly across the explored range of parameters. However, the threshold that marks the change in the dynamics of the system (r≤2) does not seem to be affected by 'jackpot' events, and therefore the qualitative behavior remains the same: diversity in the resistant subpopulation increases with size unless mutants grow faster than the wild type, in which case it converges to a constantly low value. This invariance of the threshold value could have been anticipated to some extent. When r=2, the analytical model shows that, in each generation, the decrease in genetic diversity due to the growth of preexistent clones exceeds its increase due to novel mutations. This dynamic relationship between the two opposing forces is by no means affected by an early appearance of the first mutation, and hence the critical value of r that marks the transition between the two regimes remains unchanged.
The impact of other biologically relevant features on genetic diversity
Beyond the stochasticity of mutation, a number of extensions of our basic model are possible. At least three merit brief consideration here due to their relevance to the biology of antibiotic resistance. First, resistance mutations can display phenotypic lag, which stems from delays in the synthesis of functional products or the turnover of sensitive molecules (Newcombe 1948) . If more than one generation elapses between the occurrence of a resistance mutation and its phenotypic manifestation, the clones generated last will not be available for sampling, thus diminishing genetic diversity. Figure 4 shows that this effect is important only in small populations. This is explained by the fact that, as long as r>1, the fraction of resistant cells accounted for by last-generation clones decreases with population size. On a related note, this is the same reason why including cell death, which leads to the stochastic loss of small clones, reduces diversity (increases Pt) mainly at low population sizes (see Figure S2 ).
Second, so far we have considered an infinite alleles model. However, in most situations of interest the number of different resistance alleles is in the order of tens to hundreds (Garibyan et al. 2003; Nilsson et al. 2003; Schenk et al. 2012; Monti et al. 2013; Couce et al. 2015) . Under such circumstances mutants belonging to independent clones can nevertheless exhibit the same genotype, hence diminishing the amount of genetic diversity that can be effectively observed (although this will not necessarily affect genetic diversity at linked sites (Pennings and Hermisson
2006)). Figure 5 (upper row) shows that the introduction of a finite number of alleles does not
have an appreciable impact on the overall dynamics: it only sets a lower limit on the probability of sampling two identical mutants. The effect is thus largely confined to cases where diversity is expected to be the highest (i.e., costly mutations in large populations).
Third, we explored the consequences of relaxing the assumption that all mutations are equivalent in terms of fitness. Figure 5 (lower row) reveals that allowing for variability in the mutant's growth rate (r) has the general effect of reducing diversity. This is because the mutant subpopulation quickly becomes dominated by the clones with the largest values of r, which increases the effective average growth rate of the mutants with respect to the wild-type. As a logical consequence, the reducing effect becomes increasingly significant with larger population sizes. Taken together, these results suggest that the main prediction of our basic model (the high sensitivity of genetic diversity to the fitness effects of resistance) is expected to hold for many real-world scenarios. 
Genetic diversity in experimental populations of spontaneous drug-resistant bacteria
Finally, we sought to experimentally validate the prediction that genetic diversity becomes independent of population size when mutants grow faster than the wild-type. To this end we set out to empirically estimate, under different conditions, the frequency with which two mutants picked at random belong to the same clone. This was accomplished by characterizing fosfomycin-resistance mutations in large and small populations of the opportunistic pathogen
Pseudomonas aeruginosa.
Fosfomycin resistance in this organism is acquired exclusively through the inactivation of the glycerol-3-phosphate antiporter GlpT (Castañeda- García et al. 2009 ). Such inactivation can presumably arise from a high variety of mutations in the glpT gene; and so it is reasonable to assume that, within the same population, two mutants displaying the same mutation probably belong to the same clone. It is well-known, however, that particular DNA sequences exhibit a greater-than-average propensity to mutate, leading to the concentration of mutations at certain positions called hotspots (Coulondre et al. 1978) . Our experiments indeed revealed the presence of several mutational hotspots in the sequence of glpT, which are problematic because they increase the probability that two independent mutants exhibit the same mutation. The most prominent example is the motif GCCATC, repeated twice consecutively starting at base position 211, and whose expansions and contractions represent almost 11% (9/83) of the independent mutations that were initially observed. Other detected hotspots were A916→C and A1006→C, although their relative frequency was lower (5/83 and 4/83 respectively). The complications posed by these mutations were resolved by discarding them whenever they appeared in the two samples from the same population, and conducting a new experiment. The experimental design comprised the manipulation of population size and the mutant's relative growth rate (see Materials and Methods). The former was achieved simply through the adjustment of incubation times, and the latter was controlled by means of the presence or absence of sub-lethal concentrations of fosfomycin ( Figure S2 ). Four experimental regimes were established, involving two population sizes (~10 vs ~10¹¹) and two mutant relative growth rates ( ⁷ r=1 vs r=2.7). For each of the four parameter combinations, 12 replicate cultures were employed. Two fosfomycin-resistant colonies were selected at random from each culture, and their glpT genes were sequenced. The list of identified mutations is presented in Figure 6 .
In qualitative terms, the experimental results are consistent with the theoretical predictions:
genetic diversity increases with size in the absence of antibiotic, whereas it remains low regardless of population size in the presence of the drug. To check whether these results are also satisfactory in quantitative terms, we incorporated the experimental parameters into the simulation model and then computed the expected frequency of cases out of twelve experiments where two randomly sampled mutants belong to the same clone (see Materials and Methods). The empirical data also showed a good quantitative agreement with the stochastic model predictions (Figure 7 ).
Of note, this agreement was obtained despite the various sources of experimental error, including the uncertainty in the estimates of mutation rates, population sizes and growth rates (see Materials and Methods), and the biases introduced by discarding or not detecting hotspot mutations.
Concluding remarks
The aim of this work was to gain insight into the determinants of genetic diversity of spontaneous drug-resistance in bacteria. The topic of genetic diversity in asexuals has received renewed attention during the last decade, spurred by the observation of clonal interference in microbial experimental evolution (Visser and Rozen 2006; Kosheleva and Desai 2013) and by the recognition of intratumor diversity as a predictor of cancer outcomes (Maley et al. 2006; Durrett et al. 2011 ). Here we focus on the relevant but still unexplored case of the diversity at antibiotic-resistance loci within a subpopulation of resistant cells. In particular, we asked how the balance between mutation and clonal growth shapes the abundance distribution of resistance alleles after a drug-induced bottleneck. We uncovered the existence of two different dynamical regimes separated by a critical value of the fitness effect of resistance (advantageous vs neutral or deleterious). As a result, slight differences in growth rate between resistant mutants and the wild-type translate into orders-of-magnitude differences in genetic diversity.
The existence of these two regimes is consistent with previous modeling of other biological scenarios. When mutations are neutral (r=2), the well-known Ewens' sampling formula from inferential population genetics implicitly predicts that diversity will increase unboundedly with population size (Ewens 1972) . This result was shown to hold true for deleterious mutations (r<2) under different sets of assumptions (Slatkin and Rannala 1997; Wakeley 2008) . In turn, the existence of an upper limit to diversity when mutations are advantageous (r>2) was predicted by Durrett et al. 2011 consequence, dominance becomes spread among a greater number of early clones (see Figure S3) and diversity increases unboundedly with population size.
In practical terms, it is important to emphasize that the effects described in our work do not require unnatural parameter values. Clinical infections display a wide range of bacterial loads, with cases reporting cell densities as high as 10 9 colony forming units per gram of sputum (Son et al. 2007) or per milliliter of pus (Hamilton et al. 2006) . Resistance mutations typically impair growth due to either the disruption of physiological functions or the imposition of metabolic expenditures (Melnyk et al. 2015 ). Yet these same mutations will readily confer a growth advantage in the presence of sub-lethal drug concentrations (MacLean and Buckling 2009; Gullberg et al. 2011) . Such conditions are not rare in clinical and agricultural settings, where antibiotic gradients occur naturally in wastewater or inside human and animal body compartments (Baquero and Negri 1997; Kümmerer 2004 ). In addition, recent reports showed that some resistance mutations can be advantageous in the absence of antibiotics (Luo et al. 2005; Vickers et al. 2009; Marcusson et al. 2009; Miskinyte and Gordo 2013; Rodríguez-Verdugo et al. 2013; Baker et al. 2013) . Interestingly, some of these benefits were described to arise as a by-product of adaptation to common circumstances, such as thermal stress (Rodríguez-Verdugo et al. 2013) , macrophage phagocytosis (Miskinyte and Gordo 2013) or growth impairment caused by previously acquired resistance mutations (Marcusson et al. 2009 ).
It is worth considering the relevance of genetic diversity to the subsequent evolution of bacterial populations after a drug-induced bottleneck. The evenness of a population will determine the probability that low-frequency mutants are lost following a random bottleneck, such as in the event of a subsequent intra-or inter-host colonization. If the mutants, for example, vary in their capacity to confer resistance to second-line drugs (Marcusson et al. 2009) Rodríguez-Verdugo et al. 2013) , this random loss could include the mutants best able to ensure the population's survival in the future environment. Interestingly, recent insights have revealed that the accumulation of multiple resistance mutations can be severely constrained by epistatic interactions (Trindade et al. 2009; Salverda et al. 2011) . As a consequence, the availability of evolutionary trajectories will generally be reduced if a population is dominated by just one or a few clones. This suggests the intriguing possibility that costly resistance mutations may favor the exploration of multiple resistance combinations, challenging the notion that clinical practice should give priority to antibiotics for which resistance comes at the highest possible cost (Andersson 2006; Perron et al. 2007; Martínez et al. 2007 ).
We finally note that our results are also applicable to the study of somatic evolution in cancer (de Bruin et al. 2013) . Intratumoral diversity has emerged over the last years as a promising predictor for cancer initiation (Maley et al. 2006) , progression (Park et al. 2010 ) and chemotherapy resistance (Saunders et al. 2012) . Since diagnostic biopsies typically sample only a small portion of the lesion, inferences about total diversity rely heavily on the accuracy of available population genetic models (Beerenwinkel et al. 2015) . The theoretical literature has largely focused on the dynamics of diversity during the successive sweeps of beneficial 'driver' mutations, generally neglecting neutral and deleterious variation not linked to the drivers (Bozic et al. 2010; Iwasa and Michor 2011; Durrett et al. 2011 ). This non-adaptive variation can become important, however, in the event of a sudden lethal selection, such as in the case of chemoresistance, often associated with a fitness cost (Liang et al. 2008; Silva et al. 2012) . We showed that small differences in growth rate between resistant mutants and the wild-type lead to widely divergent expectations concerning the genetic diversity that survives a drug-induced bottleneck (Figure 4 ). This fact, therefore, needs to be taken into account to ensure the optimal choice of diversity-based biomarkers for risk stratification and prognosis (Merlo et al. 2010; Felip and Martinez 2012) . In this work, we show analytically that diversity increases with size unless mutants grow faster than the wild type, in which case it converges to a constantly low value. Allowing for stochasticity in the mutational timing reduces diversity mainly due to the contribution of rare 'jackpot' events, cases where the final mutant population is flooded by the members of an earlier-than-average clone. However, this effect is only quantitative: the threshold that marks the loss of correlation between diversity and population size remains the same (r > 2).
C) Equilibrium values of the Simpson's index as calculated by the approximate solution
represented by formula (7) (white squares), the exact computer solution of expression (4) (gray diamonds) or the stochastic computational model (dark gray circles). In all cases, the expected value for r ≤ 2 is zero, which implies that slight differences in growth rate between resistant mutants and the wild-type translate into orders-of-magnitude differences in genetic diversity (note the logarithmic scale). colonies per population were randomly selected and their glpT locus was sequenced. Grey background indicates that the pair shared the same mutation, in which case they were considered to belong to the same clone (see text). Due to the gene's length (1,347 bp), the sequencing was performed from both ends, in two separate rounds. When, in the first run, only one member of a couple was found to carry a mutation, the mutants were assumed to be different and the second mutation was reported as not determined ('n.d.'). In one occasion (experiment 5, small-population with antibiotic regime), we were unable to amplify ('u.a.') the glpT locus in both mutants, which were thus assumed to share the same large deletion or insertion. 
