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Abstract-The numerical integration methods based on the forward and backward expansions of 
solutions in the Taylor series for some classical Hamiltonian systems are considered. The analytical 
representations of derivatives of the Hamiltonian are used for construction of the hybrid schemes 
of the approximate solutions of the Cauchy problem. The considered approach allows us also to 
study the solutions in the neighborhood of the singular points of the Hamiltonian. The efficiency of 
these hybrid implicit methods is illustrated on examples of numerical analysis of solutions for some 
Hamiltonian systems such as Toda and Henon-Heiles models, the system of Coulomb particles, and 
the three-body gravitational system on a line. A discrete time representation of the evolution of 
the thre&ody system on a line connected with constructing pair collision transition operators and 
Poincar6 sections is discussed. 
Keywords-classical Hamiltonian systems, Numerical methods. 
1. INTRODUCTION 
Some problems of the computing modelling in theoretical and experimental physics axe con- 
nected with investigations of dynamics of the classical Hamiltonian systems. The dynamics of 
such systems are usually described by the Hamiltonian equations, which should be integrated on 
a sufficiently large interval of time with initial conditions. Only in extremely rare cases does it ap- 
pear possible to find the analytical solutions of the Cauchy problems [l]. Therefore, the numerical 
methods are the main tool for solving these problems. So conventional numerical methods [2-41 
and corresponding computer codes developed for integrating a wide class of equations are usually 
applied. Nevertheless, these methods are often used without taking into account the specific 
features of the problem under consideration. For instance, it may be a quite simple analytical 
representation of the Hamiltonian. Special numerical methods for solving the Cauchy problem. 
have been developed for such a class of Hamiltonians [5-71. However, direct implementation of 
the above methods in the case of some degeneracy and peculiarities of the Cauchy problem is 
rather complicated. As an example, the gravitational three-body problem may be pointed out. 
We are indebted to I. Antoniou and J. Kuperin for fruitful discussions. We are also grateful to R. Airapetian 
for constructive remarks. We thank the Commission of the European Communities for support in the frame of 
EC-Russia collaboration Contract No. ESPRIT P 9282 ACTCS. 
Typeset by A@-‘-I)$ 
45 
46 P. G. AKISHIN et al. 
Indeed, the three-body Hamiltonian has the singular points connected with pair and triple c&- 
sions of particles [g-lo]. As it follows from these classical works, the solutions are described with 
help of the convergence power series in the neighborhood of the collision points, and the set of 
orbits ending in the triple collision point forms a smooth submanifold of the phase npace. For 
this reason, the application of known numerical procedures is usually connected with preliminary 
regularization of original equations [ll-131. In this way, the numerical analysis of the dynamics 
of the three one-dimensional gravitative particles has been performed [14]. Another way consists 
of constructing a local approximation of the solutions in the neighborhood of the collk;ion points 
together with some matching procedure of numerical and asymptotic solutions [15]. The imple- 
mentation of the similar hybrid computer algorithms with an account of the specific features of 
the considered problem is likely to result in effective tools for numerical analysis of such complex 
systems. 
In the present paper, we develop the numerical integration methods based on the forward and 
backward expansion of the solutions in the Taylor series for the case when analytical calculation 
of derivatives of the Hamiltonian is possible. The considered hybrid algorithm allows us to 
efficiently choose the integration step depending on the behavior of the series truncation error, 
and also to carry out the analysis of the evolution of the small perturbations of the solutions. The 
efficiency of these hybrid implicit methods are illustrated on examples of numerical analysis of 
solutions for some Hamiltonian systems such as the Toda and Henon-Heiles models, the system 
of Coulomb particles, and the three-body gravitational system on a line. For the last problem, 
the hybrid algorithm and some approximations of solutions in the neighborhood of the collision 
points like Siegel’s power series are adapted for a description of dynamics of the system of three 
gravity particles on a line. In the framework of this approach, one can analyze both elastic and 
penetrating collisions of the particles. In particular, six different branches are reproduced for the 
homographic solutions of outgoing from the triple collision point. The analysis of the asymptotic 
solutions in the neighborhood of pair collision points allows us to extract the free parameters 
of this point, which completely determine the state of the three-body system at any time. As 
a consequence, a discrete time representation of the evolution of the three-body system may be 
introduced by means of the collision transition operator construction. The typical examples of 
the Poincare sections in the pair collision points are presented. 
2. HYBRID EXPLICIT-IMPLICIT SCHEME 
In this section, the numerical method for analysis of the dynamics of the classical N-body 
system with the pair potentials is described. The Hamiltonian H of such a system of N particles 
has the form *=e g+CGj(&-9;)ET+U. 
i=l 2mi i<j 
The problem is reduced to the solution of the nonlinear equations of motion 
with the given initial conditions 
To get an approximate solution of the Cauchy 
and backward Taylor expansions of the solution 
(2.2) 
p’ii(to) = 2. (2.3) 
problem (2.2),(2.3) in this paper, the forward 
in the neighborhood of the point i: are used. 
Suppose that at a certain moment t of time, the radius-vectors {G(t)} and the momenta {@i(t)} 
are known. Taking a derivative of equation (2.2) with respect to t yields 
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a2H aH d2H dH 
--- -- a$iafij 8% + afliag aji ’ I 
i=l,...,N. 
In a similar way, the following expression for the second derivatives may be obtained: 
cPp'i(t) N d2H dH d2H aH 
7= 
CL 
----- 
j=l WFj a6 1 a&aa afij ’ i=l,...,N. 
(2.5) 
(2.6) 
Supposing that for the considered Hamiltonian, it is possible to get analytical expressions for 
the partial derivatives in all variables up to the order of n + 1, and using the similar recursive 
procedure, one can find n derivatives of {&(2(t)} and {@i(t)} with respect to t. 
Note that for any vector function Y(t), differentiable n + 1 times in the interval [t, t + At], the 
following identity is valid: 
r’((t + At) - 2 
T’(j’(t)(At)j = r’(n+l)(t)(At)n+’ 
j=O j! (n+l)! ’ 
where ?(j)(t) is the j th derivative of r’((t) at the point t, and E belongs to the interval (t, t + At]. 
Replacing the right-hand side of equation (2.7) with zero, we get an approximate equation for 
?(t+At). Varying the integration step At, one can control the error contributed to equation (2.7). 
Supposing that the variation of r’(“+‘)([) is small within the interval [t, t + At] and setting the 
accuracy E for the local error, it is possible to express the integration step of time as 
Let the vector r’((t) be r’((t) = (&(l(t), . . . , $N(t),@l(t) , . . . ,p’N(t))T. Then, equations (2.7) and (2.8) 
may be used for determining the values {<i} and {p’i} at the point t + At. 
We generalize this approach on the case of the implicit numerical algorithms. Suppose that 
at a certain moment t + At of time, the vector function of solution r’((t + At) composed of the 
radius-vectors of coordinates {G(t)} and the momenta {p;(t)} are known. Then making inversion 
of time, we can write the Taylor expansion for finding the solution r’((t) at the point t: 
q(t) = f: 
W(t + At)(-At)j 
j=O 
j! ’ (2.9) 
where F(j)(t) is the j th derivative of F(t) at the point t + At. Supposing that we can express the 
derivatives ,‘(j)(t) analytically via the values of r’((t), we can consider equation (2.9) as functional 
nonlinear equation for finding unknown vector r’((t + At): 
2 (r’((t + At)) = 0. (2.10) 
It is possible also to unify the forward (2.7) and backward (2.9) Taylor series for construction of 
the hybrid explicit-implicit scheme, which, in practice, is more stable in the numerical integration. 
Suppose that for the extrapolation of the solution r’((t) to the point t + At/a, we use the forward. 
Taylor series (2.7) and for finding r’((t + At), we use the backward Taylor series (2.9) in the point, 
t + At/2, with the left-hand side obtained by means of the forward expansion. For solving the 
nonlinear problem (2.10) with respect to the unknown vector r’= F((t + At), we use the Newton 
method 
?k+l =&-- [@(T-k)]-+($), k=O,l,.... (2.11) 
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The initial approximation for the iteration process (2.11) is defined as vector Fe = r’(t + At/2), 
which is known in point t + At/2 after the extrapolation with the help of the forward Taylor 
expansion (2.7) from the point t. In practice, one or two steps of the Newton iteration process 
are usually sufficient for finding the unknown solution r’* at the point t + At with the given local 
accuracy ei I 6. 
Within the framework of the considered approach, the proposed algorithm may also be applied 
to the analysis of the dynamics of small deviations {A$} and {A&} of the radius-vectors of 
coordinates {<i} and momenta {p’i}. The linearized system of equations (2.2), describing the 
evolution of small perturbations of the solution, has the form 
Let us write this set of equations in the matrix form 
[C] $ = ( &) f ) 2 E B(t)2, r’(to) = 9, 
(2.12) 
(2.13) 
where z’= (A&,..., A&, A&, . . . , A@N)~ is the complete vector of small deviations, 6 and i 
are zero and unity matrices, respectively. The matrix 3(t) in (2.13) is a symmetrical matrix with 
elements 
N 
1 1, %Ct) i j=, 
of the second derivatives of the total potential energy U E V(&, . . . ,q’) along the trajectory of 
motion ci = ci(t): 
g-(t) = a2u(q&‘qN). (2.14) 
t 3 
Let the matrix [D] be the diagonal matrix 
ml . . 0 
0 . .mN 
(2.15) 
Then, the matrix [C] in (2.13) is the diagonal matrix 
[Cl= (‘9 i]). 
It is known that the local stability of the solutions of problems (2.2),(2.3) may be controlled by 
means of the analysis of the spectrum of the matrix [Cl-‘h(t) entering in equation (2.13). If the 
real part of the spectrum of the matrix a([C]-‘B) is strictly negative, the asymptotic stability 
of the solution with respect to small deviations takes place. If the real part of the spectrum is 
positive, Re(a([C]-‘B)) > 0, small deviations increase exponentially in the neighborhood of the 
point t. 
For the models studied, consider a system of linearized equations (2.13) for the small devirr, 
tions Z(t) for N = 3 in the “one-dimensional” case, i.e., Z = (Azi, AxzAxs,Api,A~z,Aps)~. 
This example will be needed below for description of the gravitational three-body problem on a 
line with the pair potentials V&(si - ~j) = mimjV(zi - xj). 
The spectrum of the matrix [Cl-‘B = [Cl-‘l?(t) may b e expressed via the spectrum of the 
matrix [D]-lg = i?(t). The matrix 3 is the symmetrical matrix, hence, its spectrum o([D]-‘@ = 
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(Xi)Li is real. Respectively, the spectrum of the matrix [q-l& is a([~]-~& = {&~}~=i, 
Then the solution Z(t) in the neighborhood oft may be presented as 
2((t) = 2 (,-Gtzl, + ,+d=mq . 
i=l 
(2.16) 
It follows from (2.16), that if at least one of {A+}~&i is negative, we have the exponential growth 
of the small deviation .z’((t). For the models with pair potentials, the matrix 3 looks like 
Sl fs3 -s1 
-s1 31 + s2 (2.17) 
-s3 -s2 
where ~1, ~2, ~3 are 
q(t) = m1m2~‘(4> - x2@)), S2(t) = m2m36(22@) - 53(t))7 
s3(t) = 7msq23(q L a:1(t)>, 
* 
and V(z) = w. To determine eigenvalues, we have the following equation: 
det 1) [“1 - X[D]l/ = O. 
From equation (2.18), it follows that 
X (X2 - 2AoX + Bo) = 0, 
where 
A 
0 
= 1 Sl + s2 
2 ( 
s1+ s3 
-+- 
S2 + s3 
+- 
ml m2 m3 > 
and 
B. = (ml + m2 + m3)(3132 + s233 + 3331) 
mlm2m3 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
From this, we obtain that the eigenvalues are 
Xl = 0, X2,3 = A0 f JA: - Bo. (2.22) 
The numerical algorithms, based on the proposed approach, may be used for a wide class of 
Hamiltonian systems with the pair potentials. For illustration, we consider the Hamiltonian (2.1) 
for a system of three “one-dimensional” particles (N = 3) with unit masses, corresponding to the 
Toda and Henon-Heiles models [l]: 
where 
H=~(~~+~~+p~)+~(~l,22,23), (2.23) 
U(Zl, x2,23) = V(z1 - 22) + V(z2 - 23) + V(z3 - 21) - 3 
is the potential energy of the system. Here, 
V(5) = exp(z) (2.24) 
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Table 1. The dependence computational errors jGE(t)/E(t)l of the energy, the addi- 
tional integral of motion laI(t)/I(t)(, and the mean step value 6t,, upon the value 
of the local error E for the Toda model at time t = 4.15. (F) is the forward method; 
(H) is the hybrid method. 
Table 2. The computational error lbE(t)/E(t)l of the energy calculated by means of 
forward (F) and hybrid (H) integration algorithms. The dependence computational 
errors JGE(t)/E(t)l of the energy and the mean step value 6t,, upon the vahre of 
the local error E for the generalyzed Henon-Heiles model at time t = 4.15. (F) is the 
forward method; (H) is the hybrid method. 
E I 10-e I 10-e I 10-10 I 10-12 
H-H (H) 1 O.l816E+O 1 0.18073-2 1 0.11383-4 1 0.87013-5 
H - H (F) 1 0.14773+3 1 0.46923+1 1 0.1480EfO 1 0.46773-l 
I &ml 1 0.56773-2 1 0.18553-2 1 0.59313-3 1 0.21203-3 
is the pair interaction potential for the Toda model, and 
V(s) = 2c k=O Ic! (2.25) 
is the pair interaction potential for the generalized Henon-Heiles model. 
For these models, the energy and momentum conservation laws hold: 
l?(t) = II = E, P(t) = p1(t) + pz(t) + P3(Q = P(to) = p. (2.26) 
Note, that in the present algorithm, the momentum conservation law is valid automatically for 
pair potentials. Since the Toda model is a completely integrable system, the third, additional, 
time-independent integral of motion exists for it, namely, 
I(t) = Pl(t)P2(t)P3(t) - pl(t)s2(t) - p2(t)s3(t) - P3(t)Sl(t) = I(tO) = 1 = Con& (2.27) 
where 
s1 (t) = exp(zl (t) - zcz(t)), s2(t) = exp(sz(t) -x3(t)), 
s3(t) = exp(z:s(t) -a(t)). 
(2.28) 
The calculations have been carried out for the model Hamiltonian (2.22) of the Toda (2.24) 
and the generalized Henon-Heiles (2.25) with M = 3 for the same set of initial comlitions for 
coordinates zi and velocities vi: zy = 4, zi = 1, zi = 1, uy = 4, US = 1, vi = 0.4472135901, 
using the explicit forward (F) and hybrid (H) algorithms described above. Comparison of the 
results of calculations for both methods are given in Tables 1 and 2. In Table 1, the relative errors 
of conservation laws of energy lGE(t)/E(t)l and additional integral lbI(t)/I(t)l are presented 
for the Toda model. The same comparison of relative errors of conservation laws of energy 
IbE(t)/E(t) 1 for the generalized Henon-Heiles model is given in Table 2. As one can see from 
Tables 1 and 2, the hybrid method has an advantage in the accuracy of calculations under the same 
local error E. Another important characteristic of the algorithms is adaptive choice of integration 
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Figure 1. The dependence of the eigenvalue of the matrix 3 (a) and computational 
errors laE(t)/E(t)l of the energy (b) upon t for the Toda model. 
step At (2.8) in dependence of the local error E. So, the average step At,, for the Toda and the 
generalized Henon-Heiles models is given in Tables 1 and 2. Here, At,, is t,, = (t-to)/k, where Ic 
is number of steps on the interval of integration [t, to]. The evolution of minimal eigenvalue of the 
,!? matrix describing the propagation of the local perturbations of solutions are shown in Figure la 
for the Toda model and in Figures 2a and 2b for the.generalized Henon-Heiles model. It should 
be noted that the Henon-Heiles model for some values of the initial data transforms to the chaotic 
regime. One of the mechanisms responsible for the chaotic regimes in deterministic systems is 
the local instability which causes the exponential divergence of initially close trajectories in the 
phase space [16]. This mechanism is illustrated in Figure 2. When t tends to t = 4.15, then 
the minimal eigenvalue quickly decreases, and correspondingly, one can see the growth of the 
relative error of conservation laws of energy lSE(t)/E(t)l (F g i ure 2~). Another situation holds 
for the Toda model. As one can see from Figure la, the eigenvalues Xi for the Toda model are 
always positive and, as a consequence, a small relative error lGE(t)/E(t)I holds on all intervals 
of integration (Figure lb). 
As an example, some typical Poincare sections for the Henon-Heiles model for stable (a), 
qua&stable (b), and unstable (c) regimes are shown in Figure 3. 
The considered approach has also been used for the numerical modelling of the dynamics of the 
N-body systems with Gauss, Coulomb, and other pair potentials. The modelling calculations for 
the Coulomb particles, possessing the unit masses and identical unit charges, have been carried 
out. At the initial moment to = 0 of time, all the particles were considered to be placed in the 
apexes of the rectilinear octagon inscribed in a unit circle, the velocities of the particles being 
52 P. G. AKISHIN et al. 
(b) 
Figure 2. The dependence of the eigenvalue of the matrix 3 (a), (b), and computa- 
tional errors lbE(t)/E(t)l of the energy (c) upon t for the Henon-Heiles model. 
equal in absolute values and directed along the radiusvectors {$i} towards the center of the 
circle. From the symmetry of the problem, it follows that at any moment t of time, each particle 
will move along the ray passing from the center via the initial position of the particle. The 
convergence of results of calculation of energy E(t), coordinate ql(t), and momenta pr(t) at the 
moment t = 1000 with respect to the local error c are presented in Table 3. From this table, one 
can also see the dependence of the average integration step 6t ov with respect to the local error e. 
The computer codes of modelling the dynamics of the system of the Coulomb charged particles 
based on the considered approach were used for simulation of the reactions of multifragmentation 
[7,17,18]. 
It should be noted that in the cases mentioned above, we have dealt with systems of similar 
charge particles, and as a consequence, the collisions of particles did not hold. From this, it 
follows that the RHS of equation (2.2) is bounded. However, the problem becomes essentially 
more complicated in the case of colliding particles. As an example of application of the developed 
methods for such cases, we consider the system of three-gravitational particles on a line. In 
Table 4, we give the comparison of relative errors of conservation laws of energy IGE(t)/E(t)l for 
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Figure 2. (cont.) 
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Figure 3. Poincar6 sections for the Henon-Heilee model. 
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Figure 3. (cont.) 
Table 3. The dependence of the energy E(t), coordinate ql(t), momentum pi(t), and 
the mean step value 6t,, upon the value of the local error E for the system of the 
eight similarly charged Coulomb particles, the unit masses, and charges at the time 
t = 1000. 
& E(t) a(t) Pl (t) &ztl 
10-s 23.17997 2403.480 2.406794 76.769 
10-4 26.41664 2567.007 2.569431 23.039 
10-s 26.43974 2568.152 2.570555 6.9891 
10-s 26.43897 2568.114 2.570517 2.1881 
10-m 26.43893 2568.112 2.570515 0.6892 
Table 4. Relative deviation LIE/E of the energy conservation law E = E(t) for 
different distances 6x between particles at the neighborhood point of collision and 
local errors c obtained by means of F and H integration schemes. 
E l.E-6 l.E-8 ( l.E-10 E-12 E-14 
6x = 0.01 (H) 1 l.o68E+O O.l20E-2 0.8353-5 ) 0.7953-7 1 0.759E-10 
6x = 0.01 (F) l.SOlE+O 0.507E-1 0.1573-2 0.4853-4 0.1523-5 
6x = 0.002 (H) 11.3723+0 0.2283-l 0.216E-3 0.1993-5 0.1963-7 
6x =0.002 fF’) 27.4923+0 0.909E+O 0.2663-l 0.810E-3 0.2553-4 
the forward (F) and the hybrid explicit-implicit (H) integration schemes at the neighborhood of 
triple of collision point. The initial data set was 
mO=l m;=1,m;=1 
1 7 7 
x0 = -1, x; = 0, x; = 1 
1 7 
210 = 1, zI!j = 0, v; = -1. 1 
The results are given for time t when the distance between neighboring particles is Sz. 
One can see that a hybrid scheme has an advantage in comparison with the forward one in the 
neighborhood of the collision point. However, the computational error for both methods increases 
with decreasing 6x. (In accordance with this fact, the direct application of the considered ap- 
proach in a sufficiently small neighborhood of the collision point is impossible.) It mea:ns that the 
special asymptotic methods should be used for continuation of the solution in the neighborhood 
of the collision point. 
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Let us consider the three-body problem on the line with pair gravitational potentials. Let xi 
and vi be coordinates and velocities of particles with masses mi, i = 1,2,3. Here, we put the 
gravitational constant equal to unity. The Hamiltonian of this system has the form 
H=T+U, T = i$mi$, 
a=0 
(3.1) 
Let Z(t) be Z(t) = (xi(t),~(t),xs(t))~. Th en, the Cauchy problem (2.2),(2.3) may be trans- 
formed into the system of three differential equations of second order 
d22(t) 
PIT = -v,-u (2) ) (3.2) 
with the initial condition 
xi (to) = xcp, ii (to) = TJ,O* (3.3) 
The matrix [D] in (3.2) is the diagonal matrix from (2.15). 
For a description of the behavior of the three-body system, one needs some algorithms for 
solving the Cauchy problem on a sufficiently large interval of time 0 I t 5 T. The applications of 
the usual methods of solving the ordinary differential equations are rather complicated due to the 
singularity of the FUIS of equation (3.2) in the points of collisions. The hybrid explicit-implicit 
numerical algorithm for the three-body, one-dimensional problem considered earlier allows us to 
avoid the above difficulties using suitable local approximations of solutions near singular points. 
However, for its application, it is necessary to study directly different local approximations of the 
solutions of the original problem in the vicinities of the collision points. 
Let x*(t*) be the point of the pair collision of particles 1 and 2. Let us introduce the 
parametrization of the time t: 
t = t* - 53, t <t*, s > 0. (3.4) 
Then, after substitutions, we have the following relations: 
dxi 1 dxi d2xi 1 2 dxi 
~=-~~’ x=954 
---- . 
s ds > 
Let the differential operator L be 
L(f(s)) = d2fW 2 df(s) 
-G----’ s ds 
Let us define nonlinear operator F’ in the following way: 
$ (Z(s)) = -(D]-lv,-u (Z(s)). 
(3.5) 
(3.6) 
Then, the system of equations (3.2) with respect to the new time s may be written in the form 
&L?(s) = @, (Z(s)). 
In the neighborhood of the collision point at the moment t = t’, we expand the solutions of the 
three-body problem xi(t) in the Taylor series with respect to the new time variable s = (t* - t)‘i3: 
x1(t) = 2 ansn, x2(t) = 2 bnP, x3(t) = 2 q&P. (3.9) 
n=O ?a==0 n=O 
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Substituting (3.9) into equation (3.8), we have 
M n(n - 3) c g u,sn-6= - (21 - 22) 
n=O ,c;, (I’ bn) .sy2 bl - 22, 
c 
O” n(n-3)b p-6= 
n=O 
9 n 
2 n=O 
n(n - 3)c p-6 _ 
g n -- 
(3.10) 
(3.11) 
(3.12) 
Now we consider only the case of pair collision for simplicity between first and second particles. 
In this case, we have the following relations: 
ao=bo#GJ. 
Using the Taylor series with respect to variable s for the function g, 
g(s) = 
1 
,C~04$n12’ 
we may obtain the recursive nonlinear equations for the coefficients a b c nr n, n. Equating the 
expressions for the same powers of S” in the LHS and RHS of the equations (3.10)-(3.12), we 
may obtain that 
a1 = bl = Cl = 0. (3.13) 
For coefficients a2 and bz, we have the system of nonlinear equations 
2 (a2 - b2) 
-a2 = m2 ,a2 _ b2,3’ 9 
$b2 = ml @2 - a2)3. 
lb2 - a2, 
Solving this equation, we find that 
(3.14) 
u2 = f 
m2 
3 
\i 
9 (ml + m2), 
ml+m2 2 
(3.15) 
bz =F m1 
d 
a 9 (ml + m2). 
ml-t-m2 2 
(3.16) 
For coefficients as, b3, we obtain as = bs, and q is a free parameter. The coefficients ad, b4, 
and c4 satisfy the following nonlinear system of equations: 
2 
-a4 = m2 (a2 - b213 9 (a2 - b2) (a4 - b4) ) ib4 = ml (b2 - a2) (b4 - a4), lb2 - a213 
q = 0. (3.17) 
From equation (3.14), we have that 
a4 = w2, b4 = -/&a, (3.18) 
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where y is a free parameter. Thus, in the case of pair collisions, we have five free parameters: 
a0 = bo, co, a3 = b3, c3, 7. (3.19) 
All coefficients ok, bk, ck of the expansions (3.9) may be expressed by the above mentioned recur- 
sive procedure via these five parameters. As follows from equations (3.15),(3.16), there are two 
independent branches of the expansions (3.9). 
Now we consider the numerical method of finding solutions of the system of equations (3.2), 
(3.3). We propose to use the hybrid method of the Taylor expansions applied earlier for finding 
the solutions outside of the neighborhood Ix~ - ~$1 > 6 of the collision point. For determining 
the solution in the neighborhood of the collision point, we are restricted by a finite number N of 
terms in equation (3.9). After that, we may use the following relations to find the coordinates 
and their derivatives: 
xl(t) = a0 + 5 ansn, x2(t) = bo + 5 bnSn, x3(t) = co + gc-sn, (3.20) 
n=2 n=2 n=2 
and analogously, for derivatives 
(3.21) 
Taking into account that all coefficients a,, 71, n b c are expressed via five free parameters 
from (3.19) for the fixed branch of ~2, bs, we really obtain a nonlinear system of equations with 
respect to unknown parameters from (3.19) and the time t* of collision from (3.4). To exclude a 
freedom in the choice of signs of as and b2 in equations (3.15),(3.16), we note that the behavior 
of the particles 1 and 2 in the neighborhood of the collision point uniquely defines in their center 
mass system characterized by the position x,: 
x1 - x, = a2 (t* - t)2’3 + 0 ((t’ - t)4’3) ) x2 - x, = b2 (t* - t)2’3 + 0 
( 
(t* - t)4’3 
> 
, (3.22) 
i.e., the sign of us and b2 are defined from these relations (the terms that have smaller order 
smallness than (t” - t)‘i3 may be reduced). Therefore, the time of collision may be defined from 
equation (3.4). 
In the case of t > t”, we define the parametrization with respect to s in the following way: 
t = t* + s3, s > 0. (3.23) 
It should be noted that we have the same recursive relations for coefficients a,, b,, c,, of the 
expansions (3.9), however, the expressions for the first derivatives 9 change sign on the opposite 
one. There are two independent branches of the exit of the particles from the pair collision point 
in accordance with possible solutions (3.15),(3.16) of the system of nonlinear equations (3.14). 
So two ways of a continuation of solutions beyond t > t* are possible. By the first way, we choose 
the same values of us and bp as before the collision; in the second one, we change signs of us 
and bz on the opposite. The first case corresponds to reflected particles, while the second one to1 
transparent particles. After the continuation of the chosen branch beyond the pair collision point, 
by means of expansions like (3.21),(3.22), one can again use the hybrid method from Section 2. 
Note that errors in the approximation of coordinates (3.20) and derivatives (3.21) appearing as 
a consequence of cutting off the infinite series (3.9) into the finite one are values of the order 
O(S N+l) and O(sNT2), correspondingly. To obtain the required accuracy, one should choose the 
needed number of terms in accordance with the admissible local error E and the size 6 of the 
neighborhood of the collision point b = 1x1(t) - xz(t)l . 
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Thus, we ascertain that the chosen branch of values a~, b2 from relations (3.15),(3.:16), and a 
set of free parameters from (3.19) corresponds to each pair collision. Now we can formulate the 
inverse assertion in the form of the following proposition. 
PROPOSITION 3.1. For any fixed set of free parameters from (3.19) and branch vakes 02, b2 &om 
(3.15),(3.16), there is a unique solution x(s) satisfying the system of equations (3.8) in a local 
neighborhood t = t(*) of the pair collision. 
PROOF. Let us determine the vector-function y’(O)(s) in the following way: 
y’(O)(s) = 20 + &s2 + iT3s3 + L&s4 +. * * + &SN, (3.24) 
where & = (ai, bi, ci)T, and coefficients ai, bi, ci are expressed via parameters of (3.19) from the 
recursive relations. We suppose that iV L 4. Now consider the nonhomogeneuos problem for 
scalar functions Z(S) and f(s): 
Ws) = f(s), (3.25) 
where L is the differential operator from (3.6). Using the Green function of the operator L, a 
general solution of this problem may be presented in the form 
z(t) = to + z1t3 + 1 J t p - s3 3 0 ,,m ds, 
where zo and z1 are free parameters determined by initial data. As one can see from this equation, 
we have singularity in the RHS of (3.26). In order to avoid this, we suppose that the function f(s) 
tends to zero as s2 when s tends to zero. Let us rewrite equation (3.8) in the form: 
&L (Z(s) - ?P’(s)) = lqZ(s)) - &L$ys). 
Using (3.26), one can present the solution of equation (3.8) in the form 
5(t) = y’(O)(t) + 1 3 I” y (qqs,) - L (y’@‘(s)) ds, 
where nonlinear operator P(Z) = 9s42(Z) and p(Z) from (3.7). 
Note that from the recursive procedure of determining the coefficients ai, bi, ci till M-order, it 
follows that 
!eo$ (P(#O’(s)) -L (#O’(s)) = 0, k = 0,iv - 2. (3.28) 
From this, it may be shown that there are constants y = y(N) and sufficiently small e = E(N), 
so that for all s E (O,C], the following inequality takes place: 
p (p(s)) - L (y’(O)(s)) 1 I ysN-l. 
Really, y is the maximum of (N - 1) derivatives of vector-function (fi(#“)(s)) - L(y”:“)(s))) on 
the interval (0, E). Note that in the case of N = 4 from the condition that a5 = bg = c5 = 0, it 
follows that 
p (p(s)) - L (g’@(s)) 1 I ys? (3.30) 
Let the matrices [fi] = [2(Z)] and [M] = [M(5)] for 3c = (x1, x2, ~3)~ be 
A+B -A -B 
[Mm] = [W pm] 3 (3.31) 
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where 
A= mm2 B= mlm3 C= m2m3 
1x1 - 521 
3’ 
1x1 - x31 
3’ 
1x2 - 231 
3’ 
and [D] is the diagonal matrix from (2.15). 
Let us define the set of vector-functions Bz in the following way: 
BP = {Z(s) : 12(s) -f”‘(s)/ 5 CS~+~,‘G’S E [O,t]} . (3.32) 
Let E be such that V s E (0, E] and V,?(s) E BF, the following inequality takes place: 
1159 [M (~(~)>I~~ 5 P = P(C, El. (3.33) 
It may be shown that for V’p > 4/9 and VC > 0 such E (E > 0) exists. It follows from the fact 
that there is lim,,s p(C, E) = 4/9. 
Now we define the sequence {y’(“)(s), k = 0, 1,2,. . . } by the following recursive relations: 
y-@+“(t) = y”O’(q + 1 3 I’ $f (p (ij’k’(s)) - L (a’“‘(s))) ds. (3.34) 
From here and (3.29) for k = 0, we have 
p(s) - y”O’(S)l 5 yb()sN+l, (3.35) 
where 50 = ((N - 2)(N + l))-‘. It means that for vector g’(s), the N + l-order of approximation 
is preserved. Let us consider the behavior of a deviation of the difference $‘(y’(s)) - F(Z(s)) on 
the assumption that vector-functions y’(s) and Z(s) belong to B, ‘. The following identity takes 
place: 
F’(y’((t)) - P (2((t)) = 2 
s 
’ b”4 (f44>1 (y’(s) - 3s)) da, (3.36) 
0 
where G(Q) = Z(s) + a@(s) - Z(s)). Th e set of vector-functions Bz is a convex set. F’rom this 
and equation (3.33), we have the inequality 
(3.37) 
Define the norm of a vector-function Z(s) satisfying inequality I?(s)] I COS~+~ with any CO > 0 
for s belonging to the interval (0,:) in the following way: 
(3.38) 
by the assumption that jjtk-‘), y’(“) E By for the deviation y’(“+‘) - %(“I, we have 
II y-W+‘) _ y-(k) < h1 g(k) _ y’(“-1) , II II - II (3.39) 
where 61 is 61 = 9pbe. We will suppose that 61 I 1. This condition may be provided by a suitable 
choice of 0 > 4/9 and N 1 4. From (3.39), it follows that 
II y’(“+l) - y’(k) I( 5sf II?p - y’(O) I( .
Let us estimate the deviation @“+‘)(t) - y’(o)(t)] for t E (O,;]. We have 
(3.4011 
ll+k+“(t) - y”o’(t)l < -& la(‘+W - y”V)l < 2 I(y’(‘+l) _ a(‘)II 
tN+’ - l=O tN+l - I=() 
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From here and equations (3.35),(3.40), we have estimation of deviation 
pk+‘)(t) - y’(O’(t)l 5 
tN+l (1 - s:+i> r&J 
(l-61) * 
(3.41) 
It means that in order to provide belongness of the vector-functions y’(‘)(s) to BF, it is necessary 
to choose C satisfying the inequality 
+O <c 
l-&i- . 
Now we may show that there is a limit of sequence y’“(t) for all t E (0,2]: 
g’*‘(t) = y’(o)(t) + 2 (y’(‘)(t) -y-+-l)(t)) . (3.42) 
i=l 
It immediately follows from the fact that the row in the RHS of relation (3.42) is magorized by 
the absolutely converged row with the rate of a geometric progression for any fixed val.ue t from 
the interval 0 < t 5 2: 
(3.43) 
Analogously, from relations (3.37),(3.43), it follows that there is a limit of the sequence of 
&p)(t)): 
P (y(‘)(t)) = P (p(t)) + 2 (” (a’“‘(t)) - P (p”(t))) ) (3.44) 
i=l 
converging with the rate of a geometric progression for any fixed value t of interval 0 <: t 5 c. 
The limit y’(*)(t) satisfies equation (3.8), and as a consequence, equation (3.2). Ind.eed, from 
equations (3.42), (3.39), (3.35), we have 
(3.45) 
For deviation &c*)(t)) - P(y(k)(t)) fr om this and relation (3.37), the following inequality takes 
place: 
p (y’*‘(t)) - P (y@‘(t)) 1< gy+y:-‘. (3.46) 
From equations (3.34), (3.45), (3.46) tending Ic to infinity and taking into account that 1611 5 1, 
we have that the limit y(*)(t) satisfies equation (3.27). From inequality (3.41), we have the 
estimation of deviation y(*)(t) - y(‘)(t): 
ly(‘)(t) - y(O)(t)1 I g$. (3.47) 
Differentiating equation (3.34), we obtain 
dy’(k+‘) (t) dy’(O) (t) + p t =--- 
dS ds J 
(p (?l’k’w) - L (y”O’(S))) ds 
(3.48) 
0 S2 
From equation (3.48) taking into account convergence of sequence {y’(“)(t)} and {$‘($k)(t))}, 
it is possible to show that the sequence {q} converges to limit function v coinciding 
with derivative of y’(*)(t) with respect to t, and the estimation 
dy’(*)(t) dy’(“)(t) < 9y@0tN61k-1 
dt- dt - (1 - Si) (N - 2) 
(3.49) 
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takes place. For the derivative of vector-function d+‘)(t) dt , we have the estimation 
61 
dg(*)(t) dy’(O) (t) 
dt- dt (3.50) 
The proof of uniqueness of the solutions possessing the asymptotic y(‘)(t) in a small neighbor- 
hood of s = 0 can be obtained in following way. Let us suppose that there are two solutions &(*’ 
and d*’ with the asymptotic behavior (3.24). It means there are such E, C, p such that &(*I, d*’ 
belong to Bc -(*) and inequalities (3.33),(3.37) take place. Then, for deviation yi - $j*’ from 
equations (3.27),(3.37), we have the following estimation: 
II y;‘*’ - g$*’ 561 II II Yl -(*) - y2 -(*I II . 
Taking into account that 61 < 1, we obtain that solutions &(*’ and d*’ coincide in a local 
A*) neighborhood. From this, it follows that solutions yi and gJ*’ coincide in a local neighborhood. 
The uniqueness of the solutions outside of the small neighborhood where they coincide may 
be proved by ordinary procedures of continuation of the solution, because outside the small 
neighborhood of collision, all nonlinear operators in the RHS of equation (3.8) are bounded. 
Thus, the proof is complete. 
4. TRIPLE COLLISION POINT FOR THE 
THREE-BODY SYSTEM ON A LINE 
Let us consider the behavior of the solutions xi(t) in the neighborhood of the triple collision 
point x*3 
x* = x1 (t*) = x2 (t’) = x3 (t*) . (4-l) 
As a consequence of the more complicated structure of a triple collision mechanism, we will find 
solutions xi(t) in the neighborhood of a point x * in the form of double expansions 
x1(t) = x* + 2 an,d n+lWl , x2(t) = x* + g- bn,mSn+vm, 
n=2,m=o n=2,m=o 
x3(t) = x* + 2 
(4.2) 
GZ,,S n+vm 7 
n=2,m=o 
where v is a positive number. Here, we suppose that solution of equation (3.2) may be represented1 
by this expansion in the triple collision case. 
First of all, for comprehension of the procedure of finding the coefficients a n,mr b n,m,Cn,m, wf! 
consider the expansion (3.9) in the case of v = 0. In this case, we have a0 = bo = ~0 = x* and 
al = bi = cl = 0. For determination of the az, bp, cz, we obtain the following nonlinear equation: 
-;z = F(z), (4.3) 
where 2’ = (as, b2, ~2) T. Let us consider the question of existence of a solution of the nonlinear 
system of equations (4.3). Let the potential energy o(y3 for y’= (yi,y~,ys)~ be 
6 cy3 = mm2 + m2m3 + mlm3 
IYl - Y2l IY2 - y31 Iy1 - Y31’ 
(4.4) 
Let [D] be the diagonal matrix from (2.15). Consider the problem of minimization of the func- 
tional I?($) under condition that 
wl&y3 = 1. (4.5) 
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Using the Lagrange method, we obtain a spectral nonlinear problem with respect to a 
2X[D]C = -0,o (y3 ) (4.6) 
where values of the X are chosen to hold equation (4.5). Note that with the help of a scale 
transformation of vector y’, one can reduce (4.6) to (4.3). The following assertion takes place. 
PROPOSITION 4.1. Nonlinear problem (4.6) has exactly six solutions. 
PROOF. Let vector Z’r be 
ei = &(l,l,l)T, M=ml+m2+ms. (4.7) 
Now define vectors Zi, (i = 2,3), from the relations 
(ITi, [D]Zj) = 6ij. (4.6) 
Note that for 6, the translation relation takes place: o(y’+cyZr) = o(y3 for any CY. Let us expand 
the vector y’in the basis {Zi}:==,: 
y” $,e;. (4.9) 
i=l 
Then, in this system of coordinates, the potential energy I? becomes 
and the inner product (4.5) takes the form 
(Y~+Ly;+o;=l. (4.11) 
Minimizing o(as, CQ) under condition (4.11), we obtain or = 0. Let vectors &, (i = 1,2,3) be 
defined in the following way: 
ii1 = (1, -l,O)T, 62 = (O,l, -l)T, & = (-l,O, l)? (4.12) 
F’rom the definition, it follows that 
(4.13) 
We rewrite the potential function c(y3 in the form 
Denote 
where 
1 
c’i = z 
Ri = 
Let Z be i = (cyz, crs) T; then in the above notations, the potential energy has the form 
(4.15) 
(4.16) 
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where 
mm2 
Yl = - 
m2m3 
RI 
9 72=-y 
R2 
and the normalization condition (4.11) takes the form 
m3n-h 
nf1=-, 
R3 
(4.17) 
(2, ZJ = 1. (4.18) 
Define 4 as 
z = (cos&sin$)T. 
For i minimizing of the potential energy from (4.14), we have the following equation: 
(4.19) 
a0 
% =O. 
(4.20) 
Let Ok be 
o4dd = &$ = ,(cos(;- @)I’ (4.21) 
then there are two angles on the interval (0,27r) for which gii(~5) tends to infinity. In this notation: 
the potential energy takes the form 
O(q5) = 2 Q. 
i=l 
Let 4;,&-- . ,@ be the increasing sequence of angles for which 6(~#) becomes infinity. It should 
be noted that C#J; = @i + 27r. Then, we have six open intervals (@, c/$+~) on which the potential 
energy g(4) is continuous. It should be noted that on interval of continuity oi(4), the derive. 
tive dox (4) 
h’ is a monotonous increasing function. As a consequence, on each of the six intervals 
of continuity of 6(4), the derivative 9 will be also a monotonous increasing function as the 
sum of the monotonous increasing functions. On the left (right) side of each of the six intervals, ^ 
U(4) becomes -oc (+co), correspondingly. Therefore, on each of the six intervals there is only 
one value 4, where $$ = 0. It means that there are exactly six vectors y minimizing o(Q). Then, 
the nonlinear problem (4.6), and correspondingly (4.3), has exactly six solutions. The proof is 
complete. 
In order to avoid a misunderstanding, we state the following notations: 
e1 -CO) = (1, l,l)T, z$)) = (c&2, b2, c2)T , 
where (~22, bp, ~2)~ satisfy equation (4.3). Then the vector el *(O) is the first eigenvector of the 
matrix [M(Z,jO’)] from equation (3 31) . , which corresponds to the eigenvalue Xi = 0. As one can 
see from equation (4.3), the vector e2 -(‘l is the second eigenvector of the matrix [M(Z.‘)], which 
corresponds to the eigenvalue X2 = 2/9. Let the vector e3 -“) be the third eigenvector of the matrix 
[M(E$“)] and corresponding eigenvalue be X 3. From Proposition 4.1, it follows that there are six 
different values of the vector Zi”’ satisfying equation (4.3). Furthermore, we will suppose that 
44 40) we fixed some branch of solutions of equation (4.3), and correspondingly, vectors e2 , e3 . 
Now let us consider the procedure of determining the coefficients ok, bk, ck, k > 3. For coeffi- 
cients as, b3, cg as in the case of pair collisions, we obtain the similar relations 
a3 = b3 = cg. (4.22) 
Let the vector & be & = (a,, b,, c,) T. Then, the vector Za satisfies the following linear systelm 
of equations: 
(4.2:3) 
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where the matrix [M(&)] is determined in equation (3.31). From here, we see that j?4 is the 
eigenvector of the matrix [M(Zi”)] with eigenvalue 2/9. By assuming that 
x # k(k - 3) 
3- 18 ’ 
Vk, k 2 3, (4.24) 
from equation (4.23), we obtain that 24 = 7&, where y is a free parameter as in the case of the 
pair collisions. For coefficients us, bs, and cs, we obtain 
a5 = b5 = cg = 0. 
For coefficients us, be, and cs, we have the following system of equations: 
(b2 - CP) 
-m31b2-c213 
2 (be - e) 
- ba-cz 
+3((y;))2), 
2% = -ml E1-i 
( 
-2 CC6 - 4 
c2 -a2 
+3((;c4;))2) 
(C2 -W 
-m21c2-b213 
2(C6 - brs) 
- cz-b2 
As in the case of the coefficients ad, b4, and c4 for as, b6, and cs, we obtain the analogous relations 
where yr may be expressed via 7: yr = n(r) . By induction, one can show that for all vectors ~?k, 
similar relations take place for any k > 4: 
&c =Yk(Y)z2. 
As a consequence, we can find the solution y’(s) = (xl(s), 52(s), z~(s))~ in the form 
y’(s) = f(s)ZJO’ + (a0 +a3s3)z{"), (4.25) 
where parameters as and as reply for the center mass motion. 
So, we can see from equation (4.25) that the case of u = 0 and X3 from (4.24) corresponds to 
homographic solutions. The example of the six branches of triple collision interactions off particles 
for this case is given in Figure 4. 
Let us consider now a general case with ZJ # 0. We represent the solution in the form 
y’(s) = s2&O) + (a0 +a3s3)z~") + s2 (f(s)Ey’ + g(s)Z$O’) , 
where f(0) = 0, g(0) = 0. From here and (3.8), we have 
$9 2d2f (5) 7G-- 
+ ,$f&l 2d2ds) MS) 
ds 
- 2f(s) s -j-p- + 2sds - al(s) 
(4.26) 
= gF 
( 
~4’) + f(s)@’ + g(s)Z$“‘) + 2e”). (4.27) 
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Figure 4. Six branches of the homographic solutions for triple collisions. 
To determine the asymptotic behavior of the functions f, g in the neighborhood of s = 0, we 
linearize (4.27): 
zd2f (3) 
TG-- 
+ 2sdf(4 - - 2f(s) = lSXzf(s), 
dS 
2 d2gW + 2sdd4 
(4.28) 
7iF 
- - 2g(s) = 18Xsg(s). 
ds 
From here, we may find the asymptotic behavior of f(s), g(s) in the neighborhood of zero 
f(s) = w2, g(s) =y2sv, (4.29) 
where Y satisfies the following equation: 
u2 + u - 2 - 18x3 = 0. (4.30) 
From equations (2.19),(2.21) and the Viett theorem, it follows that As > 0. Choosing the positive 
value of root u of equation (4.30), we obtain that 
(4.311) 
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Moreover, really the value of As is greater than X2. This means that v is greater then 2. Fur- 
thermore, we will suppose that v is a noninteger. 
Let us consider in detail the procedure of the construction of the general solutions 114.2). Let 
vector Z(s) = (Q(S), Q(S), Q(s))~ be written in the form 
c?(s) = (z* + s30*) ,;(O) + s2,i(o) + 2 .&+) (sy, 
k=2 
(4.32) 
where functions fTkl are unknown. We suppose that the vector functions f;k)(z) have such 
property that 
( 
Dj+(k) (8) ) z;“‘> = 0, $‘2’(o) = 0. (4.33) 
Noting that z = s” and substituting expansion (4.32) into equation (3.8), we obtain 
2 - -e -(“)s-4 g2 + 2 [y (k(k - 3)$(k) + fikJZV(21C - 3 + II) + 2z2jg) 
k=2 )I 
= 2 &p + 2 s”p)(Z) 7 (4.34)
k 
where fi and fzz are y and Q, correspondingly. Expanding F’ in the RHS of equation 
(4.34) in the neighborhood of s = 0, multiplying equation (4.34) by s4, and equating terms 
with so, we obtain 
-2p + j$QZV(l + V) + Y2Z2f7!,2) = 9 P ( (go) + p2)(z)) - @ (z;‘“‘)) . (4.35) 
Expanding ft2)(z) in the Taylor series $c2)(z) = c& fl(‘)z’, we have 
(II” + v - 2) f;(2) = 18 [M (Z;“‘)] Ac2’. (4.36) 
Taking into account equation (4.30) and supposing that X3 # 2/9, we obtain the following 
relation: 
p = &w , (4.37) 
where yi is a free parameter. For another vector fyC2), we have equations 
(z2v2 + Iv - 2) jy2) = 18 [M (Zj’“‘)] f2) + i?; (Ac2’, j$“‘, . . . , $I’!) , (4.38) 
where the components of vector 6; are polynomials with respect to the components of vectors 
p, p , . . . , f;Fi. The vectors 6; are orthogonal to vector e I”’ : (DGf,ZjO’) = 0. 
In the same way, we may obtain the equation for vector function fi3)(z): 
v2fg)z2 + j$3)zv(3 + v) = 18 [M (z2 + p2)(z))] $‘3’(z) + G3 (p2’) . (4.39) 
The general equations to find vector function fTk)(z) are 
v2fpz2 + f;“)zV(alc - 3 + II) + k(k - 3) f-(k) 
= 18 [M (Z;“’ + fc2)(z))] fck) + gk (f”‘, jt3), . . . , fck-‘)) . (4.40) 
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Using the procedure proposed above, we may find coefficients A@) of expansions {@l(z) = 
Cp”=e f;(‘),&. For coefficients f;(k), we have the following equations: 
z2u2 + lv(2k - 3) + k(k - 3)Jy = 18 [M (cp)] f;(k) + G;, (4.41) 
where the components of vector Gf are polynomials of finite degree with respect to the compo 
nents of vectors ft) (n I (k - l), m I (1 - 1)). The vectors @ are orthogonal to vector ei (0) : 
(DGf , ,i(O) - ) 0. It is possible that equations (4.41) are unsolvable. It will occur, if the following 
conditions hold: 
12u2 + Zv(2k - 3) + k(k - 3) = 4, (4.42) 
or 
Z2Y2 + lv(2k - 3) + k(k - 3) = 18X3. (4.43) 
This case is more complicated and we cannot use directly expansions (4.32). The consideration 
of Y satisfying (4.42),(4.43) is out of the scope of this paper. 
Now we consider in detail the case ic = 4. To find &o), we have the following homogeneous 
equation: 
4&(4) = 18 [M (Ef’)] $j4). (4.44)l 
Assuming Xs # 219, we obtain 
&(4’ = y2@ (4.4511 
Thus, we have constructed the procedure for the calculation of the polynomial ftk). For each 
branch of vector Z..) from (4.3), there are two free parameters yi and 72 and the fixed value v 
satisfying equation (4.30). Moreover, we have two auxiliary free parameters r* and v* from 
equation (4.32), the fixed coordinate and velocity of the center of mass system. Evidently, 
the case of “(z = 0 corresponds to the homographic solutions which are described by equation 
(4.25), i.e., expansions (4.32) and correspondingly, (4.2) describe a more general case of the triple 
collisions. 
Now we suppose that the procedure of constructing the solution in the form (4.32) considered 
above is realized. It means that for v from (4.30), equalities (4.42),(4.43) do not hold. Let Ice be 
any integer number (kc 2 6). Let vector-function G’)(s) be 
n+mv< ko 
y”ys) = (x* + S34 ,i(O) + 524°) + c fpp+Ym. (4.46;) 
n=2,m=o 
We put g2) = 0’ here. 
PROPOSITION 4.2. There exists kc such that the equation (3.2) has the unique solution y*(s:) 
with asymptotic behavior 
lg’cs, - g’O’(s)l < CSkO (4.47) 
in the sufficiently small neighborhood of the triple collision point t*. 
PROOF. For proof, we will apply the approach used in Section 3. As in the case of the pair 
collision, we rewrite equation (3.2) in the form: 
&L (Z(s) - y’(O)(s)) = P (Z(s)) - &p(O)(s). (4.48) 
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Using equations (3.26) and (3.27), one can represent solution (3.8) in the form 
z(t) = #O’(t) + 1 3 I’ y (P (Z(s)) - L (p’(s))) ds, (4.49) 
where nonlinear operator P(z) has been defined earlier. From the construction pro’cedure of 
determining the coefficients 14, it follows that 
Iii -$ (8’ (y”“(s)) - L ($‘“‘(s))) = 0, k = 0, k. - 2. (4.50) 
From continuity of vector-function ( ,d,‘;~~~~,‘r)(~(a(o)(s)) - L@(‘)(s))) in the neighborhood of the 
point s = 0, it may be shown that there are constants y = y(k0) and E = c(ko) such that for all 
s E (0, E], the following inequality takes place: 
IP (J(O)(s)) - L (p(s)) 1 5 ysko-? (4.51) 
Let us define the set of vector-functions BF in the following way: 
B: = {Z(s) : IZ(s) - +“(s)l 5 Csko,Vs E [O,E]}. (4.52) 
Let us define E^ (Z 5 E) such that Vs E (0, E] and VT(s) E B, , c the following inequality ta:kes place: 
ps6 w (z’(s))lll 5 P* (4.53) 
As in the case of the pair collision, it may be shown that for fl > 2 max ]Xi] (Xi are eigenvalues 
of matrix [M(ZiO’]), such E^ (P > 0) exists. 
As earlier, we define the sequence {y’(“)(s), k = 0, 1,2,. . . } by the following recursive relation: 
y”“+“(t) = y”“(t) + ; I’ f$ ($’ (y”“‘(s)) - L ($“‘(s))) ds. (4.54) 
From (4.51) for k = 0, we have 
p(s) - y”D’(S)l 5 y60sk0, (4.55) 
where SO = ((ko - 3)ko)-‘. It means that for vector y’l(s), the kc-order of approximation is 
preserved. For the difference @(y’(s)) - @(z’(s)) by th e assumption that the vector-functions y’(s) 
and Z(s) belong to Bc, the inequality (3.35) is valid. Define the norm of a vector-function Z(s) 
satisfying inequality I?(s)] 5 Cssko with any Cc > 0 for s belonging to the interval (0,;) in the 
following way: 
IHI = max !wJ, O<s<2 Sk0 (4.56) 
By the assumption that $k-1),j/(k) E BF for the deviation y’ck+‘) - ack), we have 
II y’(‘E+‘) _ y’(k) < b1 y-(k) _ #k-l) , II II - II (4.57) 
where & = 9p60. By the choice of sufficiently large ko, one can provide that 61 < 1. Repeating 
the consideration from Section 3, we may obtain the following statements. 
1. The sequence of vector-functions {y’(“)(t)} converges to differentiable function y’(*)(t) sat- 
isfying (3.2). 
2. For limit function {y’(*)(t)}, the following inequalities hold: 
3. For the derivative of the limit function 7, dti*)(t) the following inequalities hold: 
d$*)(t) dij(“)(t) < 9y/360tk+51k-1 dy’(*)(t) dy”O’(t) ko-1 
dt- 
--- 
dt - (l-S1)(ko-3)’ dt dt ’ (1 ?fl~;ko - 3) . 
In the same way, the uniqueness of the solutions having the asymptotic (4.47) in the small 
neighborhood of s = 0 may be proved. The difference in proofs for pair and triple collision cases 
consists in the necessity of the choice of ko to provide 61 < 1. Thus, the proof is complete. 
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5. THE COLLISION TRANSITION OPERATOR FOR THE 
SYSTEM OF THREE INTERACTED PARTICLES ON A LINE 
Let us consider the behavior of the three-body system in the neighborhood of pair collision 
points CC($), k = 1,. . . , K (for example, first and second particles) using the consideration given 
in Section 3. For more clarity, we restrict ourselves to the case of reflection of particles in the 
collision points. Let the second particle be between the first and third particles. From Section 3, 
it follows that we have six independent parameters describing the problem at current time t = ti: 
WI = bo, a3 = b3, 7, co, c3, t;. 
From the conservation momentum law, we have the relation 
a3 (ml + m2) -I- 7723~3 = PO = const. (5.1) 
Then, the center mass motion law is read as 
ao (ml + m2) + 77laCo = (ml + m2 + m3) xc + Pot;, (5.2) 
where xs is the coordinate of the center mass of the system at initial time t = 0. Going to the 
center mass coordinate system and using the conservation energy law (5.1) and the motion law 
of the center of mass of the three particles (5.2), we can fixed three parameters from the set 
aor as; COT c3, Y* (5.3)l 
Indeed, the motion law of the center of mass of the three particles in this system of coordinates 
takes the form 
a3 (ml + m2) + m3c3 = 0, a0 (ml + m2) + m3co = 0, (5.4) 
and correspondingly, the conservation energy law is rewritten in the following way: 
1 1 
srn3ci + 5 (ml + m2) a: + 5mlm2y - (ml + m2) m3 
1 PO 
la0 - co1 
=Eo-~, 
(5.5) 
M=ml+mz$m3. 
So using equations (5.4),(5.5), we may fix three free parameters of the set (5.3). In particular, 
for collision of the first and second particles from (5.4), we have the following relations: 
CO = -a0m3 (ml : m2), c3 = -aam (ml : m2). 
The parameter y may be found from (5.5) at the moment tz. 
Let us consider the evolution of the pair of free parameters ac,as from the kth point of the 
pair collision first and second particles at the moment of time t; to the next (Ic + l)th point of 
the pair collision of the same particles at the moment of time t;,, . Let us denote pair ae, as at 
the kth point of collision as 
a0 = at, a3 = a!. 
So, we may define the operator of transition from one collision point to another 
91 (at, 4) = ai+l, g2 (at, a!) = a!j+l. 
Then time shift 6tk between two collisions of the pair of particles is gs, 
g3 (at,af) = 6tk = ti+, - t;. 
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Thus, we give the definition of the transition operator G(ao, us, t*) = (gi, 92, gs)T from the current 
collision point of two particles into the next collision point of the same particles. 
The operator G(ao, us, t*) acts from the region of definition R to the region of image a. Then, 
applying the proposed operator K times, we may obtain jumps of the system from the first 
collision into the Kth collision with no intermediate computer calculation with the assumption 
k that the magnitudes of the free parameters ao, u3, k k = 1, K belong to this region R. T:his means 
that we define nonlinear operator G reflected in the region R into region A. Analogously, we may 
define the differential operator DG = {dgi,j, i = v, j = v} as a linear operator consisting 
of the derivatives of gi with respect to variables a~, us. This operator describes the evolution of 
small perturbations of initial data from one collision point to another. In the same wa;y, we may 
define the transition operators G$$ and DG$,n from the collision point of a pair of particles with 
numbers i, j to the point of collision of another pair of particles with numbers m, n. It :is obvious 
that differential operators describing the dynamics of initial data into the Ith collision points will 
be a superposition of the operators G$ and DGz,n. Similarly, we may define the operators 
G$(l), DG$(Z) of t ransition from the first point of collision to the Ith point of collision as a 
superposition of the considered operators. 
Let us suppose that we are able to construct a procedure for determining the operators 
Gzn(Z), DGgn(Z) for free parameters. To find the state of the three-body system at any in- 
termediate pokt t between the collisions, it is possible to use algorithms from Section 3. Then, 
one can reduce the study of behavior of the three-body system including the analysis of evolution 
of small perturbations of solutions to the investigation of the properties of these operators. So 
in terms of the operators DG&(l), the stability of the three-body system means that the norm 
of the operator DC&(l) t en s d t o infinity with the increase of the value 1 and vice versa. We 
have the stability in linear perturbation of the three-body system if the norm IIDGg,,j((l)lI < 1. 
In particular, the periodical solutions correspond to the rest points of operators G$:;;i,,(l), etc. 
. 
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Figure 5. Poincarb sections for three particles on a line for reflection. 
The pictures of the Poincare sections for the pair collisions and the corresponding trajectories 
of the particles with masses ml = 5, m2 = 1, ms = 5 for reflection and penetration are shown 
in Figures 5 and 6. The initial coordinates and velocities are the following: ti = -I., 22 = 0, 
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Figure 6. Poincark sections for three particles on a line for penetration. 
23 = 1.5; 211 = 1, 212 = -0.5, ~3 = -1. The positions of the third particle with coordinates 2 and 
velocities v in the system of the center mass of three particles at the moments of the collisions 
of the first and second particles are given in Figure 5a for the reflection case. The same picture 
for the first particle at the moments of the collisions of the second and third particles is shown 
in Figure 5b. The trajectories z(t) of particles are given in Figure 5~. It should be noted 
that Figure 5a and Figure 5b may be considered as examples of a sequential application of thie 
transition operators G:$, Gf;;, and G$~,G~;~. The same pictures for the penetration are given in 
Figure 6. Figures 6a, 6b, and 6c correspond to the action of the operators G;?;“, G$“, and Gyc, 
correspondingly, where m, n = v. The trajectories s(t) of the particles for the penetration case 
are given in Figure 6d. 
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6. CONCLUSIONS 
The hybrid algorithms of the numerical solving of the Cauchy problem for the Hamiltonian 
systems in the case when one may determine analytically derivatives of the Hamiltonian of the 
system under consideration are given. In the framework of the suggested approach, the automatic 
choice of the integration step with respect to fixed local truncation error and the description of 
the evolution of the small perturbation of the solutions are provided. The numerical analysis 
of computational errors shows that the hybrid algorithm has an advantage if comparing to the 
explicit one, especially for the Hamiltonians having the singular points. The efficiency of the 
considered approach is shown on the calculations of the dynamics of the few-body system with 
some pair potentials. This is confirmed also by the successful operation of the corresponding 
computer codes included in the modelling system of the experimental setup [7,17,18], where the 
mass calculations are carried out. 
The numerical algorithms allow one to carry out calculations for such complex systems for 
modelling as the three-body gravitating particles on a line. They allow the analyzation numer- 
ically not only for regular behavior of solutions, but in the neighborhood of the collision points 
also. The suggested collision transition operators G and DG may be useful for analyisis of the 
dynamics of the three-body system on the line if one can construct the numerical map for this 
operator. One way to construct this map is to calculate the operators G and DG on some 
grid by using the explicit-implicit methods. After that, any algorithm of continuation may be 
used, assuming smoothness of the operators. This map will allow one to describe the continuing 
three-body motion like the motion on phase space at the discrete time, and as a consequence, 
the intermediate numerical calculations will be excluded. Simultaneously, this map will give per- 
spective to investigate the stability of the motion and to find periodical solutions, which are rest 
points of the collision transition operator. 
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