Abstract: Databases of three-dimensional macromolecular structures became so large that fast search tools and comparison methods were needed and were actually designed. All of them employ simplified representations of the threedimensional structure: strings of characters of variable length, which can be handled with procedures that were designed for sequence analysis; fixed dimension arrays that can be processed with standard statistical methods; ensembles of secondary structural elements, which are much less numerous than the atoms/residues of the protein; and continuous representations of the backbone, through stereochemical figures. Some of these computational procedures were developed long ago, when computers were too slow, and others have been designed recently, with the specific aim of handling large amount of information. The present article is focused on the algorithms that allow fast structure comparison, particularly suitable to handle large databases, and should provide a comprehensive picture, useful for the development and the assessment of novel tools.
INTRODUCTION
Fast procedures for comparing protein three-dimensional (3D) structures are needed. Fig. 1 shows progress in computers and in structural biology during the last three decades. It appears that the computers performance increased as well as data complexity. Poor computers of thirty years ago were used to handle few 3D structures and fast modern computers are used nowadays to handle large amount of protein 3D structures. Structural genomics initiatives [1, 2] will probably provide enormous amount of data or, at least, new techniques to allow highthroughput data production. This requires the development of fast algorithms and protocols to measure similarity between protein 3D structures.
A considerable number of methods are available for comparing protein 3D structures. Some of them (Table 1) were also coded into computer programs that can be used within web-based servers or as stand-alone applications. Why so many methods? The answer is simple: Each biological problem needs its own comparison method. This is not a trivial answer, since it is actually true that different problems need different logical approaches. Some of the reasons why similarity between protein 3D structures must be estimated are summarized, in a schematic way below.
i)
Molecular Evolution: Remote homology is detectable more reliably by comparing 3D structures, since 3D features are better conserved than amino acidic sequences [3] . ii) Molecular Modeling: The assessment of 3D structure prediction methods can be performed only by comparing computational models with experimental benchmarks [4] .
iii) Function Prediction: The detection of local or global similarity between the 3D structure of protein A, the function of which is unknown, and the 3D structure of protein B, the function of which is known, allows the prediction of the function of protein A [5, 6] .
iv)
Database Scanning: The Protein Data Bank [7] , which is the primary repository of macromolecular 3D structures, and other secondary databases, like for example CATH [8] and SCOP [9] , are precious sources of information for both experimentalists and bioinformaticians.
Some of the 3D comparison methods were developed to examine carefully the structural proximity between two or more protein structures. Usually, they result in structural alignments and they are too slow to be used to scan large databases. Often they adopt a two step strategy, where an initial coarse representation of the 3D structure is used to speed up the computations, which are concluded, in the second step, by using a finer structure representation. For example, an initial alignment is obtained by comparing the arrangements of the secondary structural elements (SSEs) and it is subsequently refined by considering the positions of the C atoms.
Other 3D comparison methods were designed to be faster and, as a consequence, their results are less accurate and detailed. In general, for example, they do not provide structural alignments. They use coarse representations of the protein structure and are suitable to scan large databases. Some of these methods were designed in early times of structural bioinformatics, when computers were much slower than nowadays and algorithms were necessarily simple, from a numerical point of view. Others were developed more recently, since even fast modern computers hardly handle the extremely large amount of information that is presently available.
This review is focused on fast comparison methods that can be used to scan large structural databases. It covers both "ancient" techniques, which are nearly forgotten despite their potential usefulness, and recent methods. The various computational procedures are classified according to the 3D structure representation that they use [10] . First the methods based on strings will be summarized, where the 3D structure is represented with one or more series of characters. In such cases, the comparison between two protein structures can be performed through the well assessed techniques used to align protein sequences. Later will be introduced the methods that use arrays of fixed length to represent 3D structures, where the comparison is made by one of the standard techniques for comparing arrays. The comparison methods that represent protein structures with ensembles of SSEs will be presented later. These techniques use several criteria to estimate the similarity between 3D structures and have in common, only the structure representation. A fourth section will be devoted to the comparison techniques that consider explicitly all the residues along the polypeptide chain. Eventually, the studies that compare various methods will be summarized and commented.
STRING REPRESENTATION
Although relatively uncommon, the representation of a protein 3D structure through a string is appealing, since it allows one to use sequence alignment methods in order to compare two or more 3D structures. In practice, the structure of a protein of n residues (or any other type of structural units) is represented by a string of n characters, each associated with a residue (or structural units). These characters are chosen in an alphabet, each character of which is associated with some structural features. Such an approach is obviously attracting, although it is clearly difficult to design an alphabet that can describe in a exhaustive and unique way, the structural features that are observed in protein 3D structures.
An attempt in this direction, named TOPSCAN, was recently published by Martin [11] . The SSEs are first ,000) (data taken from www.intel.com/research/silicon/mooreslaw.htm). Although this does not describe accurately the relationship between computer power and amount of information, it is a qualitative description of such a relationship. One must in fact consider that: many data in the PDB have been substituted by successive entries and disappeared from the last release; the amount on information within a single PDB file is not constant; the density of transistors does not reflect linearly the cpu power and the computer performance. identified in the protein 3D structure on the basis of the atom co-ordinates, with the STRIDE program [12] [13] [14] , and vectors are built between their end-points. Depending on the largest component of the vector, which can point in the positive or negative side of the axes x, y, and z, the SSE is associated with one of the twelve characters of Table 2 . A protein 3D structure that contains n SSEs is therefore represented by a string of n characters.
Two protein 3D structures can therefore be compared with a standard sequence alignment tool -the algorithm of Needleman and Wunsch [15] in TOPSCAN. This is performed by means of the scoring scheme shown in Table 3 and a gap penalty of 8 and by modifying slightly the scores according to the 3D or sequential proximity of the SSEs and their different solvent accessibility. 24 alignments must be performed for each pair of protein 3D structures in order to permute the direction and orientation of the axes. The best alignment, associated with the best similarity score, is eventually assumed to measure the degree of similarity between the two protein 3D structures. Each computational method is associated with its URL address and the citation of the literature where it was described. Another sequence alignment algorithm was used recently by Can and Wang [16] , who built a distance matrix and analyzed it with the Smith-Waterman method to find the best alignment [17] . The elements of the distance matrix were computed on the basis of two vectors and a string. The elements of a vector were the curvatures of each residue, the second vector contained the torsions of each residue, and the string elements were the secondary structure states of each residue, determined with the DSSP program [18] . Curvatures and torsions were derived from a spline approximation of the trajectory of the series of ordered C atoms. The values of the elements of the distance matrix were computed as
where X Y and X Y are the curvature and the torsion of residue X in structure Y and where the variable s ij AB can assume the values of +20 if residue i of protein A and residue j of protein B assume the same secondary structure, or of -20, otherwise.
The two methods summarized above are examples in which the comparison between protein 3D structures is performed through techniques that are widely used in sequence alignments. In both examples, the degree of similarity between two structural units, one from each protein, is defined through scores that resemble those used in sequence alignments, taken, for example, from the PAM and BLOSUM matrices [19] [20] [21] . Nevertheless, here the similarity scores between two types of structural units are defined in a rather empirical way and are optimized against a target function based on structural benchmarks, like, for example, independent classifications of structural domains.
ARRAY REPRESENTATIONS
Protein structures can be represented by arrays of real numbers, the dimension of which is independent of the protein dimension. The comparison between two protein 3D structures can therefore be performed by a simple comparison between two arrays of equal length. This feature is particularly interesting, because it is possible to use well assessed mathematical tools, which were developed to measure proximities between objects characterized by the same number of variables. The Euclidean distance between two points in an orthogonal space is a simple example of these tools, though many others were developed for a large variety of purposes [22] .
The main problem to solve, if one wants to use fixed length arrays to represent protein structure, is the definition of the arrays, since there is no obvious way to describe an object by means of predefined set of variables. A possible solution of this problem has been proposed by Carugo and Pongor [23] . Protein 3D structures are represented by the distances between their C atoms. They are organized accordingly to their sequence distance in such a way that all the inter-atomic distances between the C (i) and C (i+n) are computed, for 3 n 30, where n is the number of residues intercalated between the C (i) and C (i+n) atoms. This results in 28 histograms of distances and the comparison between two protein 3D structures is performed by comparing 28 couples of histograms, in a pairwise way (Fig.  2) . Each comparison is performed through a contingency table analysis [24] that allows one to estimate the probability of identity of two distributions. It is therefore possible to estimate 28 values of probability, the average value of which gives the overall probability of identity (PRIDE) between the two protein 3D structures. Such a comparison procedure was found to be able to produce results agreeing with the CATH classification of structural domains [8] and, even more interestingly, was computationally very inexpensive. It was possible in fact to make about 1,000 comparisons per second with a rather primordial SGI R10000 system working at 200 MHz.
SECONDARY STRUCTURAL ELEMENTS
Several methods for comparing protein 3D structures make use of SSEs in order to simplify the description of the structure. While a protein contains several tens or hundreds of residues, it contains, in general, very few tens of SSEs. The consequent drop of the number of variables that must be considered clearly makes the comparisons easier. Often, these methods consist of two steps, the first of which uses SSEs to find an initial alignment that is refined in the second step, where a more detailed and finer representation of the structure, usually based on the position of the C atoms, is adopted. These methods are actually very different from each other and they are grouped together here only because of their common way to simplify the protein 3D structure. The following paragraphs are therefore focused on the ways used to represent the protein 3D structures by means of their SSEs.
Secondary Structural Assignments
Despite the existence of secondary structures, defined as an ordered and periodical local backbone conformation, was discovered long ago [25] , different secondary structural assignments are obtained by using different logical procedures or computer programs. This has already been noted and commented [26, 27] and it is not very surprising since secondary structures were originally defined on the basis of the torsion angles along the backbone, which are actually rather variable. Moreover, a considerable number of procedures, very different from each other, for assigning secondary structure to each amino acidic residue have been designed and used [28] .
According to the literature, most of the researchers use DSSP [18] to assign secondary structures. DSSP looks for hydrogen bonds between main-chain atoms (the amido N-H group and the carboxylic oxygen atom) and associates each residue with one of eight types of secondary structure. The most common are the -helix and the -strand. Other types of helices ( and 3 10 ) are also recognized and discriminated from the -helices as well as -bridges, which are -strands formed by only two residue per strand. Also three other types of backbone conformations are detected by DSSP, the turns (single hydrogen bond helices), the bent residues, and the rest.
Also the program STRIDE received considerable attention [12] [13] [14] . It is a knowledge based method that uses both hydrogen bonds and backbone torsions to assign secondary structures, by using parameters optimized against a set of assignments made visually by crystallographers and deposited into the PDB [7, 29] . Like DSSP, STRIDE identifies -, -, and 3 10 -helices, -strands and single residue sheets and, eventually, coil residues that cannot be classified into the other classes.
Other approaches are probably used less commonly, though this remains to be shown. DSSPcont [30] is an extension of DSSP that considers conformational fluctuations of the backbone. P-Curve [31] uses differential geometry to approximate the C trace of the backbone. DEFINE [32] compares polypeptide moieties to a library of secondary structures. Taylor designed a method based on the inertial axes of groups of contiguous residues [33] . The method SSA is based on the superposition of polypeptide fragments on sequences of ideal secondary structure [34] . VADAR is a method that considers hydrogen bonding patterns, C co-ordinate masks, and backbone dihedral angles [35] . Dupuis and co-workers designed a method based on the Voronoi tessellation [36] .
All these methods of assigning secondary structure to amino acidic residues in proteins on the basis of the atomic co-ordinates provide somehow contradictory results. DSSP and STRIDE were found to agree in 96% of all residues of a set of 707 non-homologous protein chains and most of the disagreements involved helical assignments [28] . A comparison of DSSP, STRIDE, and DEFINE [27] showed an overall agreement of 71% on a set of 126 proteins. Another comparison between DSSP, DEFINE, and P_Curve [26] showed an overall agreement of only 63% on a data set containing 154 protein chains. DEFINE and P-Curve agreed for 74% of the residues as well as DEFINE and DSSP, while DSPP and P-Curve agreed in 79% of the residues. Because   Fig. (2) . Example of the procedure for computing the PRIDE scores. The structure of the CH domain of the human -spectrin (residues 3-107; 1aa2) is compared to the structure of the second CH domain of human utrophin (chain A, residues 151-252; 1bhd). The distributions of the C (i)-C (i+n) distances are compared for 3 n 30. The cases in which n = 3, 15, or 29 are shown. The probability of identity P between two histograms is obtained and all the P values are averaged to give a PRIDE value of 0.86. of these discrepancies, Colloc'h and co-workers proposed a consensus approach based on a majority principle [26] : the secondary structure of a residue is that assigned by the majority of the assignment methods.
It is obvious, on the basis of the considerations reported above, that secondary structure assignments are quite ambiguous and inconsistent. This is particularly true at the borders of the SSEs and it is a serious limitation of the methods that compare protein 3D structures on the basis of the arrangements of the SSEs. In fact, each SSE is usually approximated by a vector that joins its borders.
SSE Approximations
Each SSE is usually described through a vector that goes from its N-to its C-terminus. This can be done in various ways, some of which are simpler, though probably less accurate than others.
For example, Martin simply proposed to join the "endpoints of each SSE" [11] . Often, in the absence of pertinent details, this can be interpreted as a vector between the C atoms of the first and the last residues of the SSE (Fig. 3a) . In other cases, it is stated that the beginning and the end of the SSE are the projections on the SSE axis of the C atoms of the first and last residues (Fig. 3b) . On the contrary, Camoglu and co-workers proposed a more sophisticated procedure (Fig. 3c) in which the axis of a SSE span from the center of mass of the first n residues to the center of mass of the last n residues, where n = 2 in the case of a -strand and n = 4 in the case of -helices [37] . All these alternatives in defining the axis of the SSE are clearly prone to produce different results, though this has never been examined in a detailed and systematic ways. It can nevertheless be supposed that different approaches result in different SSE approximations with consequent discrepant proximity scores between protein 3D structures.
Comparison of SSE Arrangements
Once the SSEs have been identified in protein 3D structures, a very wide variety of methods can be used to compare pairs of structures. It is clearly behind the scope of the present review to summarize all methods that were designed and applied to make these comparisons. Only some key aspects are thus commented here.
In most cases, comparisons based on SSEs were only preliminary steps along a multi-step strategy, in which the comparison is performed through structure representations that are increasingly detailed. For example, Yang and Honig [38] obtained an initial and rough 3D alignment between two proteins by comparing the SSE arrangements and refined later this preliminary result by considering explicitly each residue of each protein. Representations based on SSEs are then used to speed up the computations but are not used to measure the real degree of similarity between two protein 3D structures. Similarly, the TOP algorithm [39] is divided into two steps. First, two subsets of SSEs are aligned by monitoring the reciprocal orientation of each pair of SSEs in each structure. Second, the root-mean-square distance of the C atoms, which were found equivalent in the first step, is minimized. In the method SSM [40] , protein 3D structures are represented by graphs, the nodes of which are the secondary structural elements. The comparison between two graphs allows the comparison between two structures and a subsequent minimization of the root-mean-square distance between the residues that are found equivalent after the initial comparison of SSEs allows one to refine the structural alignment. Other similar two-step procedures include DEJAVU [41, 42] , Matras [43] , and LOCK [44] . A very wide variety of techniques were used to compare the arrangements of SSEs in pairs of proteins 3D structures and not all of them can be summarized here. Harrison and co-workers [45] represented each structure with a graph, the nodes of which are associated with SSEs and labeled by the type of secondary structure and the edges of which are labeled by the torsion angle and the distance between SSEs. The comparison between two protein 3D structures was then transformed into a comparison between graphs. Two graphs were compared with the Bron and Kerbosch algorithm [46] , in order to find common cliques in a fast and effective way. Graph representations, based on SSEs and graph theory algorithms were also used in other tools, like VAST [47] and SSM [40] .
Also methods not based on graph theory were developed and tested on practical applications. For example, in the procedure for computing the PSD similarity score, Honig and Yang [38] compared each pair of SSEs of a protein with all pairs of SSEs of the other protein, searching for similar geometrical reciprocal orientations. The 2D array, the elements of which indicate the proximity between a pair of SSEs in one proteins and a pair of SSEs in the other protein, is then processed with a double dynamic programming algorithm [48, 49] that finds the best alignment between pairs of SSEs.
BACKBONE REPRESENTATIONS
Several studies were devoted to methods that describe the trajectory from the N-terminus to the C-terminus along the backbone. The basic idea is to determine a sort of profile of the protein 3D structure in such a way that the comparison between two structures is reduced to the comparison between two profiles. These approaches are very different from those that represent the protein structure with strings, which are compared through techniques usually used to compare protein sequences. In fact, the profile is a sort of vector of real numbers. On the other hand, these approaches differ from those that represent the structure with arrays, since the dimension of the vectors that they use is not fixed. It is thus impossible to use standard matrix algebra and robust statistics for comparing two structures.
The backbone representations are in general rather naïve. These methods define a vector for each protein 3D structure, the elements of which are real numbers and the dimension of which depends on the protein. This makes these methods rather fragile, although they are potentially useful when fast comparison techniques are needed to handle large amount of data. For this reason, they are briefly summarized in the present review.
Pseudo-torsions defined by four consecutive C atoms have been used by Petsko and co-workers [50] to compare the conformation of a loop in triosephosphate isomerase , which closes over the active site when substrate binds. This procedure, later generalized by Flocco and Mowbray [51] , is suited to compare the 3D structures of the same protein in two different conformations, for example with and without a ligand. In practice, it is necessary to compute the torsions defined by the four atoms C (i)-C (i+1)-C (i+2)-C (i+3) within each structure and compute the differences between these torsions in the two structures. Large absolute values must therefore indicate regions where the two structures differ. Flocco and Mowbray proposed also a statistical test to find regions where the difference between the two structures is statistically significant, by estimating the expected standard deviation of the torsions on the basis of the average positional error of the C atoms. A closely related method was designed by Rackovsky and Scheraga, who represented the backbone through a simple curve [52] [53] [54] . Each residue is then associated with the curvature and the torsion of the curve and differences of these parameters are used to compare two 3D structures.
A different procedure was developed by Korn and Rose [55] , who computed the difference of the and torsions between two 3D structures of the same protein in two different states. Obviously, large absolute values of these differences are associated with large structural differences between the 3D structures. Such an approach closely resembles that developed by Levine and co-workers [56] , who proposed the parameter ij to compare residue i of a protein with residue j of another proteins
where A and A are the backbone dihedral angles of residue A. Karpen and co-workers developed an improved version of the previous method by comparing all n-length polypeptide moieties of a protein to all n-length moieties of another protein (3 n 5) [57] .
Another method was developed by Srinivasan and coworkers [58] . It is based on the observation that a protein is constituted by a series of monomers, a moiety of which can be considered to behave as a rigid body. In fact, the atoms N, C , C , and C have nearly the same spatial arrangement within each residue. It is thus possible to superpose these atoms belonging to residue i to those belonging to residue i-1. This implies the determination of six parameters, three of which are associated with the translation necessary to bring one object over the other and three of which are associated with the rotation necessary to align optimally each pair of equivalent atoms. By plotting the amplitude of the rotation angle versus the residue number, it is possible to obtain a mono-dimensional representation of the protein 3D structure. Conformational differences between two structures can be consequently monitored by computing the differences between the rotation angles.
All the comparison methods summarized above represent the protein structure with vectors, the dimension of which depends on the protein length. It is therefore obvious that the comparison of two 3D structures implies the comparison of these vectors, which may have different dimensions. This is per se not impossible, though it is clear that it is hard to handle with gaps and insertions. These comparison procedures are therefore particularly useful when one needs to compare the same protein in two different states, for example with or without the substrate, the inhibitors, the cofactors, etc. It is also possible to use these comparison methods to monitor conformational changes during a molecular dynamics simulation or to evaluate differences between various structural models determined in solution through NMR techniques. On the contrary, these methods can hardly be used in the general case, in which the degree of similarity of two protein 3D structures must be evaluated. It is nevertheless interesting to keep them in mind, since they are computationally very fast and can therefore be the basis for designing more powerful comparison techniques.
COMPARISONS BETWEEN VARIOUS METHODS
Few extensive and detailed analyses between different methods for comparing protein 3D structures were published. Sierk and Pearson compared [59] seven methods -CE [60] , Dali [61] , Matras [43] , PRIDE [23] , SGM [62] , Structal [63] , and VAST [64] -by using a relatively small number of 86 queries and focused the attention on the quality of the results that each method provides. They found that Dali is the best method to find protein 3D structures, similar to the query, within databases. Kleywegt and co-workers [65] compared 11 publicly available web-servers that allow the user to scan 3D structure databases -CE [60] , Dali [61] , DEJAVU [42] , Lock [44] , Matras [43] , PRIDE [23] , SSM [40] , TOP [39] , TOPS [66, 67] , TOPSCAN [11] , and VAST [64] -by using about 70 queries and assessing both the quality of the results that each server provides and the servers speed and overall functionality. CE, Dali, Matras, and VAST showed, on the whole, the best performance, though 100% success rate was achieved by none of the servers.
Not all the computational methods considered in these two comparative analyses can be considered to be fast enough to allow one interactive database scanning [65] and different performances between various tools can be expected because of the different computational approaches. For example, contrary to many other methods, PRIDE can handle only single domain and single chain structures and is inappropriate for other types of proteins. On the other side, PRIDE is suitable to treat structures characterized only by the positions of the C atoms, while methods relying on SSEs are often inappropriate in these cases.
Although these analyses are interesting for structural biologists, who may use these programs to find protein structures similar to that they are working with, such comparisons tend to be of minor relevance for bioinformaticians interested in computational techniques and in their development. In fact, on one hand, the speed of the servers depends on the computers where the programs are installed and on the number of users that are using the programs at the same time. On the other hand, the results obtained by using different servers and approaches depend on the databases that are scanned and that may be different amongst different web-services. It is thus impossible to exploit the comparisons summarized above in order to compare effectively the performance and functionality of various computational tools designed to browse structural databases. It would be necessary to use bare programs and test them on the same collection of structural data. Such a comparison would nevertheless be extremely useful, despite its inevitable high cost, in order to benchmark the state of the art of fast procedures for comparing protein 3D structures.
