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SUMMARY
The research performed in this work was aimed at investigating pressure-induced phase
changes in a Ce-based metallic glass (MG) through the use of laser-driven shock experi-
ments and atomic resolution structural characterization. MGs exhibit very high strength,
have intrinsically low density, and plastically deform by shear banding. MGs are also
metastable and can undergo phase changes upon heating and/or application of high pres-
sure into higher density configurations. The atomic structure changes concomitant with
these phase transitions occurring during high pressure shock compression are not well un-
derstood, which provides the motivation for the present work.
Thermal analysis of Ce3Al MG melt-spun ribbons was first performed to characterize
the crystallization response and structure. Ce3Al MG was found to strongly resist growth
of crystallites but easily nucleate. Thermal crystallization occurs via a two-stage primary
path wherein a metastable phase forms and converts fully into the hexagonal-intermetallic
α-Ce3Al. The Avrami number and dimensionality constants indicate the crystallization
occurs via plate-like growth, resulting in thermally crystallized grains on the order of 6 nm
and a density ∼4% greater than the reference α-Ce3Al.
Shock compression experiments performed using the Nd:YAG 3 J laser and velocity
interferometry allowed for in operando measurements of particle velocity coupled with
sample recovery for structural analysis. The results provide a clear indication of the Hugo-
niot Elastic Limit (at ' 1.8 GPa) as evidenced by the presence of a two wave structure
in the velocity profile. At shock pressures exceeding the elastic limit, plastic deformation
of the Ce3Al MG occurs via structural transformation to the crystalline state forming α-
Ce3Al with nanocrystalline grain sizes, higher densities, and plate-like growth. The trends
suggest that shock compression causes break-up of grains, higher densities due to Ce 4f
delocalization, and increased preferred orientation.
Shock compression experiments were also performed using the 50 J Omega laser fa-
xviii
cility at the Laboratory for Laser Energetics. A stack of samples was shock-compressed
with pressures progressively decreasing across the stack thickness, resulting in two regimes
of recovered samples. Highly deformed and partly damaged samples close to the shock
front showed varying degrees of long-range order, medium-range order, and short-range
order with distance away from the shock front. Visually undeformed samples showed
decreased bond lengths for the nearest-neighbors, second nearest-neighbors, and fourth
nearest-neighbors but increased bond lengths for the third nearest-neighbors, with associ-
ated densification of ∼2-6% in all layers. These changes in the undeformed samples are
indicative of polyamorphism. The visually undeformed samples also reveal an increase in
magnitude of structural change with increased distance away from the shock-front, up to
a maximum beyond which increasing distance decreases the magnitude of the bond length
shifts. This trend is indicative of competing effects for densification and dilation, associated
with the extreme and complex states generated.
The mechanism and characteristics of the shock induced crystallized Ce3Al MG are dif-
ferent from the hydrostatic pressure-induced crystallization of Ce3Al MG (which occurs via
a coordinated and instantaneous rearrangement of all atoms into the FCC-Ce3Al phase) and
thermal crystallization into α-Ce3Al (which occurs via diffusional nucleation and growth).
Shock-induced crystallization during shock compression occurs in a nucleation-like col-
lective rearrangement with limited kinetic allowance for growth, resulting in larger crys-
tallites than could nucleate through thermal processes. The dilatory effects and increased
driving forces caused by shear bands and shock-induced heating result in larger grain sizes
and longer lattice parameters. Increases in shock pressures appear to create larger driving
forces for the formation of [020] preferred orientations (possibly indicative of lower energy





Metallic glasses (MGs) are of significant interest due to their unique amorphous structure.
This structure lacks any of the directionality of ionic and covalent type glasses and results in
preferable properties such as superior strengths, low densities, and excellent corrosion and
wear resistance [1]. Without directional bonding, there are many more potential short-range
order (SRO) atomic clusters and medium-range order (MRO) packings of these atomic
clusters possible. Experimental studies and simulations have indicated MG SRO trends
toward high coordination numbers (CNs), demonstrating a preference in MGs for lower
energy atomic packing arrangements. Similarly, these high-CN SRO clusters appear to
be themselves packed together in an efficient way - resulting in MRO [2, 3, 4]. Recent
structural models, which take into account the composition and atomic radii differences
to predict an efficient topological packing in the SRO and MRO, show strong matches
with the experimental data [5, 6, 7, 8, 9, 10]. For all MGs, however, there are a range of
CNs, SRO, and MRO structures heterogeneously distributed through the material. These
structures can be tuned via thermal or mechanical processing toward higher free volumes
through rejuvenation [11, 12, 13] or lower free volumes through relaxation [14, 15, 16, 17].
Areas of the local structure with greater free volume are theorized to act as strain lo-
calization sites, converting into shear transformation zones (STZs) [18]. As these STZs
grow in number and size under applied stress, they connect and form shear bands - caus-
ing permanent deformation. Shear bands can also form along with [19, 20, 21, 22, 23] or
without [24, 25] crystallization. When they form without crystallization, the free volume
within each of the bands is significantly increased, and the thermodynamic barrier to crys-
tallization is lowered. Crystallization observed concomitant with shear band formation is
theorized to be due to localized heating around the STZs or shear band, which indicates that
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crystallization may not occur simultaneously with shear band formation. With increased
pressure, one would expect there to be a larger driving force for crystallization; however,
hydrostatic compression studies indicate reduced atomic mobility is of greater effect, re-
tarding crystallization [26, 27]. Conversely, increased temperatures or other dilatory effects
such as shear can aid atomic mobility and accelerate crystallization [28].
Under hydrostatic compression, shear is non-existent, STZs cannot form, and deforma-
tion does not occur in a MG. Therefore, hydrostatic compression allows for the study of
isolated pressure effects in a MG. Hydrostatic compression of Ce3Al MG between 1.5 to
5 GPa causes Ce 4f electron delocalization, resulting in effectively smaller Ce atoms. It
has been shown that initially, this results in a polyamorphous transition to a higher density
amorphous phase [29, 30], and at 25 GPa, Ce3Al MG instantly crystallizes into a single
crystal, solid solution FCC phase [31].
Under higher strain rate shock-compression conditions, larger amounts of free volume
are created during deformation of a MG [32]. This increase in free volume decreases the
barrier to shear band formation. According to Demetriou and Johnson [33] studies of shear
rate effects on crystallization kinetics of a deeply undercooled glass-forming liquid, higher
strain rates result in decreased viscosity, which causes crystallization at lower temperatures.
Few experiments have been performed characterizing the effects on the MG structure
under high-strain-rate or shock-compression loading [34]. Velocimetry measurements per-
formed during shock-compression of bulk MGs have indicated the shock-induced forma-
tion of a higher density amorphous phase [35, 36]. X-ray diffraction (XRD) characteriza-
tion of a recovered sample showed no observable change, indicating the density increase
was reversible on unloading in the shocked bulk MG [36]. Laser shock-compression ex-
periments performed by Chen et. al. [37] on Ce3Al metallic glass showed evidence of a
pressure-induced 7% densification. The pressure at which the densification began and the
magnitude of densification were both comparable to the hydrostatically-induced polyamor-
phous transition for Ce3Al MG.
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Computational simulations indicate that under shock-compression beyond the Hugo-
niot elastic limit, STZs form behind the shock front, increasing in number and homogene-
ity as pressures increase [38, 39, 40]. Beyond a certain pressure, the sample is observed to
have much higher atomic mobility, indicating melting. At the pressures below melting, the
region behind the shock front is shown to have increased CN, likely representing the ef-
fects of high shear and pressure in allowing for reorganization into denser atomic packing.
However, limitations of simulations in size and duration mean that it is unclear if crystal-
lization can occur due to shock-compression, if the higher CN reverts upon unloading, or
what role melting may play on the final structure. Further, limitations of atomic potentials
prevent simulations from taking into account effects of any elements in the MG which can
themselves undergo pressure-induced changes, like the 4f delocalization of Ce.
There exists a clear need for in depth structural characterization of shock-compressed
metallic glass samples. This work fulfills that need and correlates the structural measure-
ments with velocimetry characterization of time-resolved changes in compressibility, cou-
pled with the in-depth structural characterization of the recovered samples following shock
compression. Comparisons also need to be made between thermal and shock-compression
effects on structural changes to help determine what role, if any, shock-induced heating
may play in the overall shock-compression response.
The overall objective of this research is to better understand the shock-induced phase
changes and structural evolutions in binary Ce3Al MG melt-spun ribbon samples. Shock-
compression experiments were performed using Nd:YAG and OMEGA lasers with ve-
locimetry providing information about the loading conditions. Recovery of the samples
was followed by advanced structural characterization via synchrotron X-ray scattering and
extended X-ray-absorption fine-structure analyses. This research is the first of its kind to
characterize the effects of shock-compression on the structure of the Ce3Al MG.
The particular objectives of this work are:
1. To determine the occurrence of shock-induced phase changes in the Ce3Al metallic
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glass at pressures up to ∼ 90GPa
2. To characterize the atomic-scale structural changes corresponding to different pres-
sure regimes
3. To investigate the role of temperature and pressure on the observed phase transi-
tions based on thermal analysis, time-resolved velocimetry measurements, and post-
mortem structural characterization.
In this dissertation, Chapter 2 provides a brief background on structure, phase stabil-
ity, and deformation behavior of metallic glass and their response to high pressure shock-
compression. Chapter 3 furnishes details about the material investigated and the experi-
mental procedures. Chapters 4-6 report the results of experiments involving thermal anal-
ysis, shock compression experiments performed using Nd:YAG laser with velocimetry and
recovery, and OMEGA laser shock compression experiments with X-ray characterization
of the recovered shock compressed Ce3Al samples. A summary and discussion in Chapter
7 compiles and analyzes the results of all experiments and loading conditions, culminating




Metallic glasses (MGs) are solids that have an atomic structure similar to that of a viscous
liquid. Due to their metastable state, MGs require unique processing and compositional
control to be created [41]. Further, the metastability means there are many potential low en-
ergy structural arrangements within the glassy phase or upon crystallization, which can be
reached through thermal or mechanical processes [42, 43]. For some compositions, phase
transformations can be induced under hydrostatic compression due to electronic structure
changes of component elements at high pressures [44, 45]. The amorphous structure often
provides high strength, wear resistance, and brittleness due to deformation occurring via
shear banding, [1]. Crystallization of the glass can also occur under conditions of stress
application [18]. Increasing strain rate raises the propensity for shear localization, causing
more shear bands to form and increasing the likelihood and resultant crystallization [34].
Under shock-compression, new high-pressure phases can form [35, 36], and reorganization
can occur behind the shock front producing higher density amorphous phases [40, 39]. In
this chapter, the metallic glass structure, and the synthesis, phase stability, and deforma-
tion behavior of metallic glass under quasistatic and dynamic loading conditions will be
discussed.
2.1 Metallic Glass Structure
Since metallic glasses were first discovered, experimental observations have shown that
they lack long-range order (LRO) but appear to have short- (SRO) and medium-range or-
der (MRO). While this might be expected for covalent or ionic bonded glasses because
their limited bonding angles result in distinct short-range units which connect into medium-
range order networks, the metallic bonds in MGs do not restrict bonding angles and there-
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fore allow for a much wider range of short-range ordering. As such, there has been signifi-
cant interest in determining what causes the short and medium-range order in MGs.
Theoretical considerations of these structures have improved greatly as simulations
have become more common, and an interested reader can find a great overview of this
history and the current status in the 2011 review article by Cheng and Ma [46]. For each
theory, the goal has been to match experimental observations. However, this is not currently
possible for MGs with more than three elemental components as the number and overlap
of constituent atomic bond lengths grows rapidly with additions of more elements, making
it very difficult to confirm validity of structural models. As such, most detailed structural
analysis research for MGs has focused on two or three element (binary or tertiary) MGs,
where the number of bonds are limited to three or six, respectively. An overview of the
experimental observations, interpretations, and current structural theories for these binary
and tertiary MGs follows.
2.1.1 Experimental Methods of Metallic Glass Structure Characterization
X-ray and Neutron Diffraction
X-ray diffraction (XRD) and neutron diffraction analysis allow for the direct measure-
ment of the average structure of a material. Due to tunable energies, the X-ray or neutron
wavelengths are on a similar order of magnitude as the atoms, allowing for representative
scattering from atoms within the material. Figure 2.1 illustrates an example of an XRD
trace for a crystalline material as well as a MG with comparable composition. Whereas
the crystalline peaks correspond to fulfillment of the Bragg condition, representing distinct
repeating planes of atoms in the atomic lattice, the broad peaks of the amorphous sample
are due to scattering of the atomic nearest neighbors (SRO) and next nearest neighbors
(MRO). The increased spread in the local atomic coordination of a MG as compared to the
atomic planes of crystalline unit cells results in a wider range of atomic bond lengths each
partially fulfilling the Bragg condition and a concomitant increase in the broadness of the
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XRD peaks. The lack of peaks at higher 2θ angles in the MG scattering trace is represen-
tative of significant statistical spread in atomic positions when considering regimes beyond
the MRO, meaning there is no long-range order.
Figure 2.1: Example of X-ray diffraction (XRD) traces of a MG and its comparable crys-
talline state. Due to the amorphous structure of a MG, its scattering fulfills the Bragg
diffraction condition for a wide range of atomic bond lengths and yields broad peaks. Fur-
thermore, due to a lack of long-range order, the MG does not exhibit peaks at higher 2θ
angles unlike the sharp peaks in the crystalline material. [47]
Structure Factor
The measured scattering intensity from X-ray or neutron diffraction experiments can also
be converted to the total structure factor, S(q), via Equation 2.1:
S(q) =
IC(q)− 〈f 2〉+ 〈f〉2
〈f〉2
(2.1)
where IC is the measured coherent scattering determined from the original data after pro-
cessing (e.g. removing background, or removing multiple or incoherent scattering, etc.)
and 〈f〉 is the average atomic scattering factor for all of the components (〈f〉 =
∑
α(cαfα)).
Equation 2.1 shows that the general trends of the structure factor are very similar to
IC(q) and will therefore be similar to those of X-ray diffraction. However, because the
structure factor takes into account the scattering factor for the material, it can be used to
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determine additional properties of the material. For example, it has been shown that for
MGs the position of the first peak of the structure factor, q1 follows a power-law scaling
relationship with respect to the atomic volume, va, as shown in Equation 2.2 [48], and
recently validated with high pressure studies [49, 50].
q1 · v0.433a = 9.3 (2.2)
Notably, this calculated atomic volume only takes into account the short and medium-
range order from the first peak of the structure factor; it does not capture information of
any mesoscale or macroscopic structures, and, while it can be used to compare relative
changes in density, it may not provide absolute values of density.
Pair Distribution Function
Through a Fourier transform, the structure factor can be converted to the atomic pair distri-








δ(r − |~rij|) (2.3)
where ρ is the number density of atoms in the system of N atoms, r is the radial distance
from an average center atom, and |~rij| is the interatomic distance between two atoms (i
and j). If measured using a technique that allows for elemental specificity (e.g., extended
X-ray-absorption fine-structure analysis (EXAFS) or neutron scattering), the α− β partial









δ(r − |~rij|) (2.4)
whereNα andNβ are the number of atoms of type α and β, respectively, and the interatomic
distance |~rij| is between atom i of type α and atom j of type β.
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The total PDF is an averaging measurement of all elemental bond lengths (e.g., A-A,
B-B, and A-B for a AxBy material) in radial distances from an average center atom in a
probed area. In a plot of the PDF, as a function of radial distance, each measured bond
length contributes to a peak positioned along the x-axis, and the intensity corresponds to
the number of bonds measured of that particular length. The peak increases in width as the
possible range of values increases for this bond length. For a MG, the lack of atomic peri-
odicity produces a wider range of bond lengths than would exist for a crystalline material,
resulting in wider peaks for a MG. The limited MRO and lack of long-range periodicity
in a MG results in a steady decrease in intensity of peaks beyond the first, and a com-
plete loss of intensity as the radial distance extends beyond the first few nearest neighbors
(corresponding to ∼1-2 nm for most compositions).
Figure 2.2 shows, as an example, a schematic of a PDF profile for an amorphous mate-
rial and an illustration of the atomic coordination contribution. In this example, the sample
only has one atom size, causing the average first nearest neighbor position to center around
the diameter of one atom, σ, as shown in the illustration. The deviations from the one-atom-
diameter position are representative of the disorder and overall spread of potential positions
of atoms within the sample. For samples with more than one element (e.g., AxBy), there
are more possible bond lengths (e.g. A-A, A-B, or B-B) and the peaks accordingly increase
in width. If short or medium-range order increases in a MG with more than one element,
the peaks may separate into multiple distinct peaks representing each of the bonds (e.g., a
peak each for A-A, A-B, and B-B) [51].
As atomic order increases, PDF peaks separate into distinct peaks representing the pe-
riodic packing of atoms. In a crystalline material, there are distinct bond lengths corre-
sponding to the periodic lattice planes and determined by the symmetry, composition, and
atom sizes of the phase. The bond length for each of these planes, corresponding to the
distance from a representative average center atom position to an atom in that plane, would
be visible as individual peaks. Therefore, any broadness of the peaks is representative of
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Figure 2.2: Schematic illustrating the contribution of the first and second atomic coordi-
nation shells of a single-element amorphous structure to the peaks of the pair distribution
function (PDF), g(r). The atom diameter, σ, represents the average bond length for the
first nearest neighbor, and disorder in the structure causes a distribution of potential bond
lengths around σ. Beyond the first coordination shell, there are more potential arrange-
ments and corresponding bond lengths leading to a broader second peak centered around
the average of two atom diameters. If this were to show higher radial distances, the inten-
sity of each peak would continue to decrease and eventually reach zero due to the lack of
any long-range order in an amorphous material. [52]
disorder or overlapping bond lengths from different planes. Higher order periodicities, e.g.,
from considering multiples of planes ([100] → [200]), are similarly visible, which is why
crystalline materials have PDF peaks observable at higher radial distances as compared to
MGs. However, the decreased statistical likelihood of finding an atom in one of the higher
order periodic planes as compared to the lower order atomic planes results in decreased
intensity for the higher radial distance peaks.
For example, Figure 2.3 shows the reduced PDF (the conversion between reduced PDF
and PDF will be discussed in Chapter 3) for an initial Fe72.5Cu1Nb2Mo2Si15.5B7 MG sam-
ple, the same sample after annealing at 500 ◦C for 30min (causing partial crystallization),
and the same sample after heating at 500 ◦C for 120min (causing full crystallization). As
described previously, the PDF of the crystalline samples exhibit sharper peaks at longer
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bond lengths as the annealing time increases, representing the increase in crystallinity with
increased annealing time. The SRO and MRO corresponding to the first few nearest neigh-
bors are very similar between the amorphous and crystalline conditions, indicating an effi-
ciency of the SRO and MRO in the amorphous phase comparable to that of the crystalline
phase.
Figure 2.3: Example of reduced PDF (G(r)) traces for MG and crystalline samples of com-
position Fe72.5Cu1Nb2Mo2Si15.5B7. Increasing 500 °C isothermal annealing times correlate
to increased crystallinity, observed as increasingly sharp peaks which persist to longer dis-
tances. Solid traces are the PDFs and dotted traces are the difference between the annealed
PDF and the initial MG PDF. Amorphous samples, with disordered local structures and no
long-range order, have wider peaks and more rapid attenuation of the peaks as compared to
the crystalline samples. [53]
Transmission Electron Microscopy
Although high-resolution transmission electron microscopy (HRTEM) imaging enables di-
rect observation of atomic-level structure and therefore might be expected to be an effective
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way to characterize the structure of MG, it is limited to typically only 2D projections of
multiple layers of atoms. In a periodic crystal, this can be effective due to atomic periodic-
ity and the adjustable angles possible for the incident electrons and detector, but in a glass,
there are no angles at which anything other than maze-like patterns are present. Further,
sample preparation can easily introduce artifacts into the metastable MG, corrupting mean-
ingful data [54, 55, 56, 57]. As such, HRTEM imaging is typically used for determining
overall amorphous nature of the region or characterization of local voids or nanocrystals
[58, 59, 60], but it is rarely used for quantitatively studying the structure of MGs.
In comparison, electron diffraction in a TEM may be used to characterize details about
the structure of the MG. Similar limitations of sample preparation apply [54, 55, 56, 57],
but the average measurements make it comparable to X-ray or neutron scattering when
allowing for structure factor and PDF calculations. The resolution of electron diffraction
is typically limited when compared to high energy, high intensity X-rays (as from a syn-
chrotron) or neutrons (as from a spallation neutron source), so quantitative comparisons of
minute changes are not feasible using this technique. However, in recent work the elec-
tron beam has been focused down to a spot small enough to measure SRO directly [61, 62,
63], potentially opening the door to characterization of the local order distribution in MGs
through a raster-like scan of focused electron diffraction measurements.
2.1.2 Theoretical Models for Metallic Glass Structure
Although experimental studies of MGs showing the SRO and MRO described in Sec-
tion 2.1.1 date back to the 1950s, the structure of metallic glasses is still not fully un-
derstood. Initial models based on random packing of hard spheres [64, 65, 66], micro-
crystalline (∼150 atom “grains”) [67, 68, 69], or quasicrystalline packing [70] have been
unable to fully explain data obtained from experiments.
Miracle’s recent model [5, 6, 7, 8, 9, 10, 71] of efficient packing of atoms has been
shown to replicate structural measurements quite well. The model is based on the efficient
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packing of atoms into SRO clusters and further economical packing of the SRO clusters
into dense medium-range order. This topological consideration provides an explanation for
the simulated and experimentally observed short and medium-range order of MGs wherein,
for each composition, particular high coordination number (CN) atomic clusters appear in
significantly higher frequencies than other CNs [4]. Further, the quantitative calculations
of properties align well with those measured at the atomic and global scale. The model’s
current limitations are twofold: it does not take into account changes in effective atomic
radii due to electron interactions in some compositions, and it cannot model the structure
of MGs with more than three elements.
Figure 2.4: Schematic illustrations of SRO in Miracle’s efficient cluster packing model in
(a) 2D and (b) 3D for binary MGs with different atomic radii ratios. As the center atom
increases in diameter relative to the surrounding atoms, a higher order of coordination can
be achieved. [9]
Figure 2.4 shows the atomic cluster coordinations possible for a binary MG, with vary-
ing atomic radii ratios, using Miracle’s model [9]. Voronoi polyhedra can be used to iden-
tify these coordinations in 3D simulations. When the ratio of atomic sizes changes, dif-
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ferent atomic coordinations become preferable. As the atoms for a MG are themselves
never perfectly homogeneously distributed, local changes in composition can change the
locally preferred coordination. As such, a range of different atomic coordinations are het-
erogeneously distributed throughout a MG [4, 42]. The less efficiently packed atomic co-
ordinations correspond to regions of increased free volume. These are sites which may
be preferentially rearranged into a more efficient, dense coordination with an applied driv-
ing force. Further discussion about the heterogeneous distribution of different SRO and
externally driven adjustments will be covered in Section 2.2.2.
2.2 Metallic Glass Phase Stability
Metallic glasses are not stable phases. With the range of bond lengths possible at every
length scale in MGs, there is significant structural entropy as compared to a crystalline
metal. Therefore, all glasses, given enough energy to overcome the reorganization bar-
rier and time to rearrange, will lower their energy state by crystallizing. However, there
are also many local minima of energy states along the way, wherein thermodynamic driv-
ing forces and kinetics allow for the structure to remain amorphous. As such, metallic
glasses are considered metastable phases. This section will give an overview of (1) the
theories one may use to produce metallic glass samples and avoid thermodynamic and ki-
netic conditions which would otherwise result in crystallization, (2) recent work indicating
opportunities for structural rearrangements within the amorphous regime, (3) typical con-
ditions for and observable effects of crystallization from the MG phase, and (4) unique
composition-dependent pressure-induced hysteretic changes observed within some MGs.
2.2.1 Synthesis of Metallic Glass
In order to kinetically “lock in” the metastable phase, metallic glasses are typically pro-
duced via rapid quenching from the molten state [72]. The potential size of the formed
metallic glass is determined by the rate of cooling needed to avoid crystallization, also
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known as the glass-forming ability (GFA). Recent work has indicated that the reduced
glass-transition temperature (Trg) and fragility (m) may be effectively combined to de-
scribe the stability of the glass and potentially predict the GFA [73, 74, 75]. Both variables
are intrinsically linked to the viscosity of the undercooled liquid, allowing for determina-
tion of Trg and m via thermal characterization.
The reduced glass-transition temperature (Trg = Tg/Tm), where Tg is the glass transi-
tion temperature and Tm is the melting temperature, was first developed by Turnbull [76].
This GFA variable is typically used in thermodynamic theories focusing on avoiding crys-
tallization by suppressing homogeneous nucleation of crystals. When the size of the region
between Tm (temperature at which there is no thermodynamic driving force for crystalliza-
tion) and Tg (temperature below which there is insufficient mobility for crystallization) is
minimized, there is a smaller temperature regime at which the melt can crystallize. There-
fore, a MG composition with a larger Trg (typically ≥ 2/3) is generally a better glass-
forming alloy and less likely to nucleate crystallites.







where τ is the average relaxation time, Tg is the glass transition temperature, and T is the
temperature. Fragility is often evaluated at a particular heating rate (typically 20 K/min)
and the glass transition temperature associated with that heating rate.
The value of m corresponds to how stable the glass is at Tg, where a lower m value
(≤ 30) corresponds to a glass which is fairly stable and unlikely to go through phase
changes easily; these are called “strong” glasses. Conversely, a higher m value (∼ 100)
corresponds to a “fragile” or “weak” glass for which small fluctuations in driving forces
can easily change the phase [77, 78]. In effect, the fragility is the kinetic component for
GFA and corresponds to how easily nuclei in an undercooled liquid can grow into measur-
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able crystals. Recent work has also correlated fragility values to Poisson’s ratio [79] and
the bulk modulus [80] of the glass.
Experiments by Na et al. [73], characterizing the GFA at different compositions in
a Ni-Cr-Nb-P-B metallic glass-forming system, have shown that when both Trg and m
are optimized with respect to the composition, the GFA is an order of magnitude greater
than any other composition. Figure 2.5 shows this trend, comparing (a) the overall GFA
represented as the maximum glassy rod diameter squared, (b) the reduced glass transition
temperature, and (c) the fragility, all as a function of the concentration of B atoms. Com-
paring the effects of each variable, the improving fragility component dominates the rapid
rise in GFA in the regime of low at% of B, and the stable fragility trend at higher at% of B
buffers the effects of the rapid drop of the reduced glass transition temperature.
The relationship between the fragility and reduced glass transition temperature becomes
clearer when comparing the thermodynamic nucleation and kinetic growth rates as a func-
tion of temperature. Figure 2.6 provides plots of the (a) nucleation and (b) growth rates for
crystallites in undercooled glass-forming liquids as a function of temperature (normalized
by the melting temperature of the material). In Fig 2.6(a), the homogeneous nucleation
rates, calculated by Turnbull using classical nucleation theory, are plotted as a function of
the reduced temperature (T/Tm) [76]. The dashed horizontal line shows the limit of de-
tectable nucleation rates. In Fig 2.6(b), growth rates for various glass-forming materials are
plotted against the T/Tm scale [74]. Each curve in Fig 2.6 is labeled with the Trg. Based
on both curves, a higher Trg correlates with narrower temperature ranges for significant
rates of both nucleation and growth, lower maximum rates of nucleation and growth, and
an overall higher GFA.
If the reduced glass transition temperature were fully representative of both the thermo-
dynamic and kinetic components of GFA, one would expect the peak nucleation rate and
peak growth rates to occur at the same temperature for a given material (where the given
material is defined only by its reduced glass transition temperature). However, while the
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Figure 2.5: Plots showing (a) GFA represented in terms of critical glassy rod diameter
squared, (b) reduced glass transition temperature Trg, and (c) fragility m as a function of
atomic concentration of the element B in the Ni69Cr8.5Nb3P19.5−zBz metallic glass. Circles
are experimental data, and solid lines are numerical fits. The overall trend for GFA appears
from combining the increasing stability trend for fragility with the increasing and then
decreasing trend for stability of the reduced glass transition temperature, each as a function
of the at% of B. [73]
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two are similar, the reduced temperature at which the growth rate is maximized is consis-
tently higher than the reduced temperature at which the nucleation rate is maximized. For
example: the peak nucleation rate from Fig 2.6(a) for a Trg of 0.67 occurs at a reduced
temperature of about 0.78, but the peak growth rate from Fig 2.6(b) for the green square
data (material: “ROY”), which has a Trg of 0.66, is at a reduced temperature of about 0.88.
This difference is attributed by Greer [75] to the crystal-liquid interfacial energy not in-
fluencing growth as it does nucleation. The reduced temperatures for each maximum rate
can be matched, however, if a new parameter is devised to replace the reduced glass tran-
sition temperature for defining the material. Orava et al.[74] defined this new parameter
as Tgu = Trg − m/505 by taking into account the fragility. When Tgu is used instead of
Trg to define a material, the growth rate and nucleation rate maximums are in agreement.
Therefore, the new parameter, Tgu, can and should be used to determine or compare the
stability and GFA of different metallic glass compositions [75].
There is extensive research on expanding the maximum possible GFA of metallic glasses
through compositional tuning, and an interested reader may find more information in the
book Bulk Metallic Glasses by Suryanarayana and Inoue [1]. Typically, GFA is increased
by enhancing the barrier to crystallization, stabilizing the amorphous state, and destabi-
lizing the crystalline phase which would form if allowed to crystallize. Johnson [41] and
Inoue et al. [81, 1] have shown the following composition criteria cause these changes:
1. Increase the number of constituent elements to three or more, each with large (>
12%) atomic radius mismatch. This leads to higher packing densities in the glass,
thereby stabilizing the glass, and causes the concomitant crystalline phase of the
same composition to be very complex and energetically unfavorable.
2. Choose a composition with a negative heat of mixing. This increases the resistance
of the glass to phase separate into other compositions potentially more energetically
favorable for crystallization, thereby destabilizing the crystalline phases as compared
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Figure 2.6: Plots showing (a) homogeneous nucleation rates and (b) growth rates on a
reduced temperature scale (T/Tm) for systems where the liquid and crystalline phases
have the same composition. Homogeneous nucleation rates in (a) are calculated by Turn-
bull [76] using classical nucleation theory, with the Trg value labeled for each curve and
the dashed horizontal line representing the limit of detectable nucleation rate. Growth
rates in (b) are experimentally measured (except for Ag data which are from MD sim-
ulations) and collected by Orava et. al. [74]. Each curve is labeled with the material
and reduced glass transition temperature, Trg, and arrows indicate the Tg value on the x-
axis. TNB is 1,3,5-tris(naphthyl)benzene and ROY is 5-methyl-2-((2-nitrophenyl)amino)-
3-thiophenecarbonitrile. Peak growth rates occur at higher temperatures than peak nucle-
ation rates for the same reduced glass transition temperature. [75]
to the glassy phase. It also increases viscosity for the liquid phase and raises the
relative glass transition temperature, and therefore, enhancing glass stability.
3. Choose a composition near a deep eutectic. This decreases the melting tempera-
ture and therefore increases the stability (T/Tm) of the liquid at lower temperatures
and the relative glass transition temperature (Tg/Tm), improving the stability of the
resulting glass.
In the present work, “weak” glass-forming binary MGs are of focus as they allow for
more clear determination of the atomic structure and therefore allow for improved correla-
tions of structural rearrangements and observed property changes as a function of applied
pressure. Due to their low GFA, “weak” glass-forming MG samples are necessarily thin
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(≤ ∼50 µm) so as to retain the required high heat transfer rate (≥ ∼ 105K
s
) that allows for
avoiding crystallization throughout the thickness [41]. Sample geometries are typically in
the form of melt-spun ribbons or splat quenched disks [82, 1]. The stability, in the form of
Trg and m, of the binary melt-spun MG ribbon used in this work will be calculated using
thermal analyses and discussed in Chapter 4. Chapter 7 will discuss consideration of the
effects of this stability on measured phase changes.
2.2.2 Rejuvenation and Relaxation of Metallic Glass
Owing to the heterogeneous distribution of SRO in MGs, there are many possible arrange-
ments which fall within the regime of metastability. Recent work by Ma [42] summarized
some of the current understandings of these SRO distributions in MGs. He described the
MG structure as a combination of (1) geometrically unfavored motifs (GUMs) (also known
as “liquid-like” local atomic structures) which have higher free volume, and (2) more dense,
composition-specific, preferred coordinations which link together and form the backbone
of the atomic structure. Unfortunately, direct experimental measurement of the SRO is cur-
rently only possible with advanced TEM techniques [61, 62, 63], and this method has, so
far, been unable to describe the overall structural distribution. Average measurements of the
structure through X-ray or neutron scattering or X-ray absorption, paired with simulations,
can be used to estimate the internal structure and SRO distribution [4, 83, 46]. Utilizing the
latter method and ab-initio simulations, correlations of the distribution on other properties
have been determined.
Simulations of the SRO arrangements and mechanical properties have indicated that
GUMs act as sites of stress localization in MGs [84, 85]. As such, an increased ratio of
GUMs to preferred coordinations in a MG results in more stress delocalization, decreasing
stiffness and increasing fracture toughness (extending into ductile-like necking behavior)
[42, 86, 18, 87]. Conversely, an increased ratio of regions of preferred coordination in-
creases the stability and stiffness of a MG [88]. The heterogeneous distribution of GUMs
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and preferred orientation regions correlate well with observations of heterogeneous local-
ized mechanical properties, including shear transformation zones (STZs) [42]. Section 2.3
will further discuss mechanical properties, STZs, and the known relations to MG atomic
structure. Overall, a larger amount of preferred coordination increases the density [42] and
the barrier to crystallization [89] and slows relaxation dynamics [90, 91]. Stated another
way, decreasing the number of GUMs in a structure increases the stability of the system,
concomitantly increasing the reduced glass transition temperature, Trg, and decreasing the
fragility, m (towards a “stronger” glass) [46].
Therefore, it is important to know how the overall distribution of SRO might be affected
through external processing so that one might tune the properties of the MG. There are two
main approaches for tuning the distribution: change the quench rate when producing the
MG or process the MG after fabrication. Faster quenching of the liquid during MG prepa-
ration retains more of the liquid-like structure, increasing the ratio of GUMs to preferred
coordination; conversely, slower quenching increases the density and overall amount of
preferred coordination of the MG [42]. When processing the MG to achieve a higher ratio
of preferred coordination to GUMs, the resulting effect is referred to as relaxation. This
can be caused by annealing at a temperature below the glass transition temperature [42] or
applying hydrostatic pressure [92, 93, 94]. Density increases from relaxation have typi-
cally been found to be below 0.5% [95, 96], although some MG compositions are able to
achieve as high as 0.5 [97, 98, 99, 100] to 1% increases [101]. Polyamorphism (significant
rearrangements which create a different symmetry and molar volume at the same composi-
tion), however, has only been reported for unique compositions at high pressures [42] (see
Section 2.2.4 for more).
When processing to increase the ratio of GUMs, the effect is called rejuvenation. It
has been reported that rejuvenation can be caused by ion irradiation [42] or shear, such as
in mechanical loading (pre-straining) [18, 102], elastostatic deformation [103, 104, 105,
106, 107], or high pressure torsion-induced severe plastic deformation [13]. Of note, shear
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can also cause crystallization by providing small atomic displacements which accumulate
and can allow for ordering rearrangements. This rearranging mostly occurs over repeated
gentle stress-strain cycles (e.g., fatigue) as it allows for more displacement accumulation
and avoids fracture [18, 108]. Shear and other methods for crystallization will be discussed
further in Section 2.2.3, and deformation of MG will be explored further in Section 2.3.
As shock-compression causes significant shear, high pressures, and elevated tempera-
tures, there can be competing effects of relaxation and rejuvenation. Further examinations
of structural changes in MG with shock-compression will be covered in Section 2.4 and
Chapters 5, 6, and 7.
2.2.3 Crystallization of Metallic Glass
As a metastable material, metallic glasses are thermodynamically predisposed to crystal-
lize. The crystallization process is a combination of initial nucleation and then growth of
crystallites, wherein larger crystallites are energetically favorable due to reduced interfa-
cial energies [109]. The material surface, presence of any foreign constituents, and defects
all lower the local interfacial energy, decreasing barriers to crystallization. Heterogeneous
nucleation off of surfaces, constituents, or defects is therefore the energetically preferred
mode of nucleation, if they are present. However, if the driving force is large enough and/or
there are few sites available, the nucleation will be distributed homogeneously through the
sample. Due to the heterogeneous distribution of SRO in MG, as discussed in Sections 2.1.2
and 2.2.2, this “homogeneous” nucleation will preferentially begin in the SRO where there
is greater configurational entropy due to packing inefficiencies, i.e., the GUMs [42, 110,
111]. Therefore, for homogeneous nucleation, decreasing the number of GUMs in a MG
should logically decrease the rate of nucleation. Figure 2.6(a) [75] in Section 2.2.1 shows
this effect indirectly, showing an increased reduced glass transition temperature, which a
system with fewer GUMs has, correlates with a decreased nucleation rate. Interestingly,
Figure 2.6(b) shows fewer GUMs also result in slower growth rates, perhaps because fewer
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GUMs correlates with an increased viscosity, decreasing the rate of diffusion needed for
growth.
Although the SRO and MRO structure and distribution clearly play a role in crystalliza-
tion behavior, to the author’s knowledge, few studies directly correlate the two [110, 111],
potentially due to the difficulties in clearly measuring the atomic structure and distribution
as discussed in Section 2.1.1. As such, this section will focus on the indirect effects of dif-
ferent compositions, temperatures, heating rates, pressures, shear stresses, and strain rates
on the likelihood and microstructure of crystallization in metallic glasses.
Effects of Composition on Crystallization
There are three different crystallization behaviors depending on the composition of the
MG and the thermodynamically stable phases near that composition. Polymorphous crys-
tallization occurs when systems have thermodynamically-preferred crystalline phases with
the same composition as the starting amorphous phase. Eutectic crystallization occurs for
systems which have two or more crystalline phases equally thermodynamically-preferred
such that each is nucleated simultaneously from the amorphous phase. Primary crystal-
lization occurs in systems which thermodynamically prefer a single crystalline phase of a
different composition, causing crystallization to occur in multiple stages: first metastable
or stable crystallites nucleate within the amorphous matrix (changing the composition of
the glassy phase), then the remaining amorphous matrix crystallizes via polymorphous,
eutectic, or primary crystallization methods [43].
Following the synthesis rules from Section 2.2.1, metallic glasses which are stabilized
by utilizing compositions with more than two elements generally have a composition which
is unfavorable for crystallization into a single phase. As such, MGs with three or more
component elements will typically crystallize into multiple lower energy crystalline phases
via primary and eutectic pathways. In contrast, simpler MGs which have compositions
the same as an intermetallic line compound or pure crystalline phase may polymorphously
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crystallize. Because these compositions are more likely in binary MGs, polymorphism is
more often observed in binary MGs than MGs with three or more elements.
Due to the need for phase separation to progress, primary and eutectic crystallization
are dependent on long-range diffusion, increasing the initial barrier to crystallize and slow-
ing subsequent growth of crystallites. In contrast, polymorphous crystallization requires
limited diffusion and therefore has a smaller nucleation barrier and faster growth rate. Ex-
ternal environments can exacerbate these differences. Hydrostatic pressure limits atomic
movement and therefore slows crystal nucleation and growth in primary and eutectic crys-
tallization more than in polymorphous crystallization [43].
Driving Forces for Crystallization
As with relaxation and rejuvenation discussed in Section 2.2.2, there are various external
loading conditions which can provide the driving forces to overcome the activation en-
ergy and mechanisms for atomic reorganization and crystallization. Heat increases atomic
movement through diffusion, and shear provides for rearrangement via non-diffusional
atomic shifts. Thermal driving forces, including effects of heat paired with pressure, will
be discussed first followed by an examination of the effects of shear.
Given enough time above the threshold temperature for nucleation and depending on
the stability of the MG, crystallites of the more stable crystalline phase(s) for that com-
position will form and grow in varying quantities and sizes. An example of the structural
progression of thermal crystallization can be observed in the in-situ PDF study of an Fe-
based MG, shown in Figure 2.3 in Section 2.1.1. Of note, different annealing temperatures
have been shown to affect phases which are thermodynamically favored. In studies by
Louzguine et al. [112] and Iwasaki et al. [113], metastable and supersaturated crystalline
phases were formed when annealed at a lower temperature instead of stable or metastable
phases observed during annealing at higher temperatures.
The apparent activation energy required for thermal crystallization of the MG can be
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determined through thermal analysis using differential scanning calorimetry (DSC) and/or
in-situ structural characterization (e.g., via XRD) of crystallization rates with controlled
heating. In DSC, phase changes are observable by relative absorption or release of en-
ergy while heating under a constant rate. At different heating rates, the onset temperature,
observable as the change in slope initiating a thermal event, will shift according to the
activation energy of the event. Additionally, for thermal crystallization, the onset temper-
ature shift will be affected by the crystallite dimensionality (e.g., rod, planar, or spheri-
cal growth) and crystallization mechanisms (e.g., bulk or surface crystallization). These
changes are representative of the specific material thermal properties and can therefore be
used to directly calculate the activation energy, crystallite dimensionality, and crystalliza-
tion mechanism. The theoretical background for these thermodynamic and kinetic analyses
is outside of the scope of this work, however an interested reader can find more informa-
tion in Celikbilek et al. [114]. Equations and methods for calculation of thermal properties
will be discussed in the technical approach chapter (Ch. 3), and measurements, values, and
meanings for the thermal properties of the Ce3Al MG will be presented in Chapter 4.
Adjusting the heating rate, duration, and temperature at which the sample is held af-
fects whether nucleation or growth dominates the crystallization. As seen in the plots of
nucleation and growth rates as a function of temperature in Figure 2.6 from Section 2.2.1,
increased temperatures generally increase both nucleation and growth rates with nucleation
rates maximizing at lower temperatures and dropping off faster than growth rates. The rela-
tion between the two can be understood as an effect of activation energy for nucleation and
diffusion once nucleated. There is a distribution of the degree of disorder for GUMs within
MG; the few with more inefficiencies will activate with lower temperatures, but more will
activate as temperatures increase. Once nucleated, growth is diffusion-limited and there-
fore increases with heat. As such, one can expect increasing temperatures to activate more
GUMs, decreasing the onset time for nucleation. Then, nucleation and growth rates will
increase with temperature, with both dropping off as GUMs preferentially melt instead of
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crystallize as temperatures near Tm [115, 43]. Faster heating rates are typically applied
for short durations, resulting in a small fraction of time at high temperatures, limiting the
effects of diffusion but allowing for activation of GUMs and resulting in more significant
amounts of nucleation than growth. In the extreme condition of very high heating rates (e.g.
≥ 1010Ks−1), as can be induced by pulsed laser heating, a recent study by LaGrange et al.
[116] showed the activation energy for crystallization is substantially decreased (1.7 instead
of 2.3 eV) and crystallization rates are greatly accelerated (kinetic parameter k grew from
∼ 1s−1 to ∼ 7.78× 105s−1). At this rapid heating rate, crystallization onset occurred 408
ns after the 12 ns initial laser irradiation (instead of ∼7 s with conventional heating), and
complete crystallization was achieved after ∼2500 ns (instead of ∼35 s with conventional
heating).
Under hydrostatic compression, crystallization may be either hindered or aided depend-
ing on the MG composition and the available crystalline phases at the given composition,
temperature, and pressure. All crystallization for which significant diffusion is required
(i.e., eutectic and primary crystallization) is kinetically retarded due to decreased atomic
diffusivity at elevated pressures [26, 43]. However, if the crystalline phase is of a higher
density than the amorphous phase, pressure may decrease the energetic barrier for crys-
tallization. Conversely, crystalline phases which are of lower density than the amorphous
phase will be energetically unfavored. Due to the increased pressure and retarded kinetics,
new metastable crystalline phases have been observed to become energetically and kineti-
cally favorable at elevated pressures [117]. For Zr66.7Pd33.3 MG, ambient pressure thermal
crystallization forms a larger molar volume (lower density) quasicrystalline Zr2Pd phase.
Under hydrostatic compression up to 4GPa, the thermodynamic potential energy barrier
rises due to increased difficulty from growing volume while under pressure, elevating the
temperature at which crystallization occurs by 22 K/GPa [118].
The Pd80Si20 metallic glass polymorphically crystallizes into a supersaturated FCC
crystalline phase at lower temperatures and follows a primary crystallization path at higher
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temperatures forming an FCC phase first and then a complex crystalline phase. Under hy-
drostatic compression, the lower temperature phase never forms, indicating it may have a
higher molar volume and thus is thermodynamically unfavored at elevated pressures. In
contrast, the primary crystallization can occur under pressure either at a higher onset tem-
perature or after a longer delay with a decreased crystallization rate in either condition.
This indicates that primary crystallization may be diffusion-controlled, which causes the
effects of retarded kinetics under increased pressure to dominate [113].
Under ambient pressures, Nd60Al10Fe20Co10 metallic glass forms a hexagonal Nd phase
at 633 K and crystallizes the remaining amorphous matrix into first a metastable and finally
a stable crystalline phase at elevated temperatures. At increased pressure, the hexagonal
Nd phase forms at much lower temperatures (593 K at 5 GPa and 473 K at 8 GPa) and
converts into a new phase at higher temperatures. The lowered crystallization temperature
indicates that the precipitation of the hexagonal Nd phase is not diffusion-limited, and that
the Nd phase is of a higher density than the amorphous phase, thereby becoming thermody-
namically enhanced under pressure. The results also appear to show that a new crystalline
phase is thermodynamically available at high pressures for this composition [117].
Fe72P11C6Al5B4Ga2 metallic glass eutectically crystallizes into three phases simulta-
neously at atmospheric pressure and 798 K: a Ni−3P-like phase, Fe3(NiN)2 phase, and a
Fe23(CB)6 phase. At elevated pressures, the crystallization temperature follows the trend
seen in Figure 2.12(b): first increasing, then decreasing, increasing again, and then re-
maining independent of pressure. The ratio of the three phases formed changes following
this trend. Significantly less of the third phase forms at the pressure of the crystallization
temperature minima. At greater pressures, much more of the third phase and less of the
second phase forms. The differences in these phase formations are indicative of changes to
the thermodynamic favorability of each phase under pressure and at elevated temperatures
[27].
The electronic structure of many elements also changes with compression, resulting
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different effective atomic sizes. Therefore MG with compositions which include these
elements may be expected to have new crystallization behavior under pressure. Indeed,
some MG compositions have been to observed to crystallize entirely through application
of hydrostatic compression without additional heating. These effects will be discussed
further in Section 2.2.4.
Shear stresses can promote diffusion-like atomic re-arrangements in MGs. This is ob-
served as nonhomogeneous (non-affine) components of displacements accruing approxi-
mately linearly with time [42, 108]. Therefore, shear-dominant tensorial stresses can sig-
nificantly lower thermal energy barriers for phase changes [119] or accelerate crystalliza-
tion [120]. The activated volume in these shear transformations is relatively large, involving
tens or even hundreds of atoms [18]. As such, as more of the shear-induced ordered regions
form, they are able to link up and relax into more stable (fewer GUMs) amorphous phases
or even crystalline regions without any temperature-induced mobility [42, 108]. However,
as these changes are due to the non-affine components of displacements, the ordered re-
gions form only with an increased number of tensorial cycles and are not correlated with
the magnitude of the tension. As such, the accumulation is mostly associated with multiple
gentle stress-strain cycles and not large shear as that could cause deformation or failure
[108]. Discussion of shear-induced transformations when deformation does occur is pro-
vided in Section 2.3.2.
Microstructure of Crystallized Metallic Glass
The general microstructural progression for primary crystallization from Zr65Ni25Ti10 and
Zr41.2Ti13.8Cu12.5Ni10.0Be22.5 MGs has recently been studied by Liu et al. [110, 111, 121]
using high-resolution TEM with nanobeam diffraction capabilities, advanced image analy-
sis with an autocorrelation function and fast Fourier transformation, and molecular dynam-
ics simulations. This work found that the atomistic growth mechanism for MG crystalliza-
tion involves three distinguishable steps in succession, starting with the compositionally
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inhomogeneous GUMs as nuclei: formation of quasi-ordered structures with 1-D periodic-
ity, growth to 2-D periodicity via arrangements in the close-packed directions on a length
scale of 2-4 nm, and formation of 3-D nanocrystals with clear interfaces. Progression oc-
curs in order, but it does not occur uniformly across the entire sample. No long-range
diffusion was observed; compositional fluctuations allowed for similar local compositions
as the resulting crystalline phases. The resulting 3-D crystallites have diameters of 10-20
nm with 1-D and 2-D ordered regions on the grain boundaries. Figure 2.7 provides an illus-
trative HRTEM image and its attendant FFT-derived diffraction images for the thermally
induced crystallites which show the range of 1 to 3-D ordering.
The growth behavior observed by Liu et al. [111] is matched by MD simulations of
crystallization of a pure Ni sample, indicating the mechanisms may be applicable for all
MG crystallization types and not just the characterized primary crystallization of the Zr-
based MG. Experimental consideration of a range of MG compositions suggests the typical
minimum crystallite sizes formed upon thermal crystallization are often below 25 nm, with
smaller grains in polymorphous and eutectic crystallizing samples as compared to those
undergoing primary crystallization [122]. Table 2.1, Table 2.2, and Table 2.3 show experi-
mental data of the crystallite phases formed, minimum observed grain sizes, and tempera-
tures utilized during annealing for polymorphous, eutectic, and primary crystallizing MGs,
respectively.
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Table 2.1: Experimental data of the minimum grain sizes, d∗, and the annealing tempera-
ture, Ta, relative to the melting temperature, Tm, for polymorphous crystallization of MGs
and other amorphous solids.
System
Crystalline
Phase(s) d∗ (nm) Ta/Tm Reference
Si α-Si 7.0-8.0 0.50 [122]
Se γ-Se 6.7-7.8 0.76 [123]
Co33Zr67 CoZr2 8.0 0.50 [124]
Ni33Zr67 NiZr2 8.0-10.0 0.49 [125]
(Fe,Co)33Zr67 (Fe, Co)Zr2 4.0-5.0 (773 K) [126]
Table 2.2: Experimental data of the minimum grain sizes, d∗, and the annealing temper-




Phase(s) d∗ (nm) Ta/Tm Reference
Ni80P20 Ni3P + Ni(P) 6.0-7.0 0.50 [127]





Table 2.3: Experimental data of the minimum grain sizes, d∗, and the annealing temper-




Phase(s) d∗ (nm) Ta/Tm Reference























Fe(Si) + Fe3B 70 (790 K) [134]
Fe86Cu1B6Zr7 Fe(Si) + Fe2B 16 (793 K) [135]
31
Figure 2.7: (a) High-resolution TEM image of the Zr65Ni25Ti10 MG after annealing to
partial crystallization. (b-e) FFT-derived 2-D diffraction patterns from boxed regions 1
through 4, respectively. Atomic clusters with 1-D periodicity are visible in (b) and (c), and
the preferred growth directions for each are indicated with arrows in (a) boxes 1 and 2,
respectively. 2-D ordering as seen in (d) is visible in box 3 of (a). Full 3-D ordering, as
confirmed by FTT diffraction in (e), is visible in the largest area of the crystallite partially
selected in box 4. [111]
The size of the crystallites may be adjusted through relaxation or rejuvenation of the
MG prior to crystallization, which affects the amount of GUMs within the system, or by
changing the pressure, shear, annealing temperature, or heating rate during thermal crys-
32
tallization. Increased amounts of GUMs result in a higher number of nucleation sites,
generating smaller overall grain sizes for a given heating/shear condition [122]. Increased
pressures, lower temperatures, or higher heating rates retard kinetic growth [135, 134],
resulting in smaller nanocrystallites for a given duration. Shear and higher annealing tem-
peratures allow for greater kinetic growth, resulting in larger nanocrystallites for a given
duration. Minimum grain sizes are determined through maximization of the nucleation
rate and minimization of the growth rate, which occurs at a temperature some fraction of
Tm depending on the GUMs and GFA of the MG [75, 122]. Crystallization through me-
chanical deformation has been observed to enable the production of stable crystallites of
a different composition and a smaller size than those created from thermal crystallization
[136, 137]. The mechanism for mechanical deformation-induced crystallization will be
discussed further in Section 2.3.2.
The stability of nanocrystallized MG is well-documented [122] but seemingly surpris-
ing. In conventional polycrystalline materials, high densities of interfaces provide driving
forces for consolidation and grain growth. In the form of the Gibbs-Thomson equation,
the driving force is inversely proportional to the grain size, indicating that nanocrystalline
materials should be strongly driven to grow in grain size even at room temperature [122].
However, while significant grain growth has been observed at room temperature in some
pure element materials which have melting temperatures below 600 ◦C (e.g. doubling of
grain size in 24 hrs) [138], significant grain growth is observed to only occur at much higher
temperatures in other elements (e.g. ∼ 0.28 ·Tm for Cu and Pd) [139] and multi-component
nanocrystallized MG (e.g., over 700 K for growth of a nanocrystalline Fe-Si-B above 30
nm [140]).
In addition, experiments have indicated some nanocrystalline materials (e.g. Ni-P
[141], HfNi5 [142], NbAl3 [143]) manifest step-wise grain growth behavior. Upon heating
a sample, it remains unchanged until a critical starting temperature (dependent on the heat-
ing rate) for grain growth is reached. Once grain growth begins, growth occurs gradually
33
up until a particular size and then stops. Increasing critical starting temperatures result in
slightly larger final grain sizes, although all are found to be stable at temperatures above
700 K even with grain sizes of 10 - 40 nm. Interestingly, the minimum critical temperature
for grain growth is found to increase with decreasing grain sizes (within the range of 50 nm
to 7 nm) for a Ni-P nanocrystalline material [144].
Decreases in grain size are correlated with distortions of the lattice parameters. With
grain sizes in the range of 8 - 30 nm, nanocrystalline Se trigonal “a” and “c” lattice param-
eters fluctuate between +/- ∼0.2% distortion relative to the reference polycrystalline state
[123]. Nanocrystalline Ni lattice parameters increase with decreased grain sizes [145, 146,
147], and nanocrystalline gold and silver lattice parameters decrease with decreased grain
sizes [148]. The explanation for these issues appears to be a complex effect of interfacial
energy enhancing solubility of point defects [122], free volume in the grain boundaries
straining the grains [149], and the limited number of lattice planes in these small grains
relative to the amount of grain boundary distorting x-ray scattering [150]. A full and gen-
eralizable explanation does not appear to have been determined by the community at this
time.
The microstructural effects of thermal crystallization for Ce3Al MG performed in the
present work will be discussed in Chapter 4 and compared with the effects of shock-
compression in Chapter 7.
2.2.4 Composition-Dependent Pressure-Induced Phase Changes in Metallic Glass
Many pure, crystalline elements (e.g., Ce, Ca, Fe, Zr, Na, Mg, Al, Ga, In, Tl, Si, Ge,
C, Eu, Yb, Tm, Am, Th, Pu, Cs, La, Ba, Y, Sc, Pr, etc.) and crystalline compounds (e.g.,
SiO2, H2O, SiC, YbO, NaNO3, CuGaS2, AgGaS2, etc.) have been experimentally observed
or theoretically predicted to undergo hydrostatic pressure-induced phase changes. Many
phase changes are into otherwise unaccessible crystalline phases, although transitions into
amorphous phases have also been observed [151, 152, 153, 154, 155]. Most of these phase
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transitions are due to valence electron structure transitions (e.g., s→d, p→d, f→d, etc) in
one or more element (in the case of compounds) which affect the effective size of the atoms
[156, 157, 158, 159, 160, 161, 162, 163, 164], and others are not yet fully understood [165,
166, 167, 168]. The phase changes are visible as deviations in the equation of state for
the material (i.e., relative changes in volume or density with pressure as measured with in-
situ XRD) or as deviations in measurements of electronic properties (e.g., resistivity, X-ray
emission/absorption spectra, Mössbauer spectra, Raman spectra, etc.) with pressure.
Recently, there have been some observations of hydrostatic pressure-induced phase
changes in metallic glases. Work by Sun et al. in 2000 [169] has shown a reversible partial
crystallization of a Zr41.2Ti13.8Cu12.5Ni10Be22.5 MG, although the complexity of the MG
and limited amount of crystallization precluded further explanation of the change. In 2007,
Zeng et. al [170] reported the first indication of pressure-induced polyamorphism as a mea-
surement of anomalous compression behavior in a La32Ce32Al16Ni5Cu15 MG and theorized
it may be due to Ce electronic structure changes within the utilized pressure regime. Sheng
et. al [44] then followed up with the first clear evidence of pressure-induced reversible
polyamorphism in a Ce55Al45 MG, evidenced by a deviation in the P-V compressibility.
Ab initio and molecular dynamics modeling allowed for the creation of partial PDFs for
Ce-Ce, Ce-Al, and Al-Al bonds, plotted in Figure 2.8. These simulated partial PDFs were
created for the lower pressure (pre-polyamorphous EOS deviation) data (Fig 2.8(a)) as well
as the high pressure (post-polyamorphous EOS deviation) data (Fig 2.8(b)). Clear changes
in the Ce-Ce bonds at the higher pressures were observed with the development of some
much shorter Ce-Ce bond lengths. These changes were attributed to 4f delocalization in
the Ce at high pressures. The delocalization effectively reduces the atomic size to its next
nearest valence shell, allowing for much shorter bond lengths.
Later work performed by Zeng et al. in 2010 [30, 29] further investigated this 4f delo-
calization in Ce through synchrotron XRD characterization of Ce3Al MG under hydrostatic
compression. Figure 2.9 shows plots of (a) the structure factor and (b) associated first sharp
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Figure 2.8: Hydrostatic pressure-induced polyamorphism in Ce55Al45 MG. Partial PDFs
for the Ce-Ce, Al-Al, and Ce-Al bonds are indicated in both plots. The partial PDFs for
the low pressure, localized Ce 4f electron state are shown in (a), and the high pressure
delocalized Ce 4f electron state are shown in (b). Data was created from both molecular
dynamics (MD) (symbols) and inverse Monte Carlo (IMC) (lines) simulations. Changes
in the Ce-Ce and Ce-Al PDFs represent the new bond lengths possible with the smaller,
delocalized 4f Ce state. Changes can be observed in the nearest neighbor orbital as well as
the second and third shells of atomic coordination. [44]
diffraction peak (FSDP) positions with pressure for these studies. Shifts in the FSDP are
indicative of density changes, and a general trend with pressure can be expected as an EOS
for the material. As shown in Figure 2.9, however, there is a clear deviation in the trend
corresponding to an increase in density which starts at 1.5 GPa and continues until 5 GPa.
Increased pressures beyond 5 GPa follow a new EOS relation. This EOS deviation is in-
dicative of phase change to a more dense material, and the overall structure factor indicates
that this new material remains amorphous. X-ray absorption spectroscopy was utilized in
combination with hydrostatic compression to characterize the electronic structure changes;
this experimentally confirmed the 4f delocalization at pressures above 1.5 GPa.
Polyamorphism is also observed in other Ce-based MG [171, 172] and has since been
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Figure 2.9: In-situ hydrostatic high-pressure polyamorphism in Ce3Al MG as observed
via a) the deviation in densification trend of the first sharp diffraction peak (FSDP) of the
structure factor and b) the pressure-density EOS plot derived from the inverse of FSDP
position changes with pressure. Densification is seen in the structure factor as a shift to
larger Q (or 2θ) for the FSDP. The trend of densification with hydrostatic pressure illustrates
two distinct states: low density amorphous (dashed black line) and high density amorphous
(dashed red line) along with a transition region from 1.5 to 5 GPa. [30]
demonstrated by Li et al. [173] and Liu et al. [174] to exist in all lanthanide-based MGs,
as one might expect from the similarities in pressure-induced electronic structure changes
shared by all lanthanide elements. Of note, Li et al. [173] found the same effects were
not observed when the lanthanide was not the solvent element, potentially indicating either
a limitation in detection of smaller magnitude changes or a mechanistic requirement that
the solvent element undergo pressure-induced phase changes for polyamorphism to occur.
Currently, limitations on knowing and fully characterizing the atomic structure of MGs,
as discussed in Section 2.1, have kept researchers from experimentally determining which
atomic movements result in the observed average polyamorphism. Simulations are further
limited due to molecular dynamic potentials being unable to account for electron structure
changes, although recent work has indicated the resource may become available soon [175].
The effect of 4f delocalization in Ce3Al MG further extends into crystallization at
higher pressures. Work by Zeng et al. in 2009 and 2011 [176, 45] shows the irreversible
evolution of a solid solution Ce3Al FCC phase at pressures above 25 GPa. Figure 2.10
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shows XRD plots of the Ce3Al MG at various pressures with the FCC phase apparent at 25
GPa. The FCC phase was observed as an instantaneous and complete crystallization of the
entire sample into a single crystal. Thermodynamically, the stable phase for Ce3Al at ambi-
ent pressures and temperatures is a hexagonal close packed structure (α-Ce3Al). As both Ce
and Al are FCC phases independently, it was theorized that the reduced atomic size of Ce at
elevated pressures may have allowed for sufficient similarities in atomic sizes between Ce
and Al as to allow for the fulfillment of Hume Rothery rules for a solid solution [176]. The
instantaneous and complete nature of crystallization was attributed to long-range topologi-
cal order of the system, wherein the amorphous atomic structure was topologically similar
enough to the FCC structure that minimal rearrangements were needed in all atoms for the
phase change [45].
Figure 2.10: XRD traces of the Ce3Al MG and the crystalline phase formed at 25.0 GPa
hydrostatic pressure. Crystallization was instantaneous and complete, forming a single
crystalline FCC phase which does not exist on the Ce-Al phase diagram. [45]
The FCC phase was also observed to evolve with uniaxial compression, although it was
not formed into a single crystal. It crystallized much slower and required a higher pressure
for full crystallization (46.8 GPa) [45]. As such, shear stress does not appear to enhance
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the formation of the FCC phase from Ce3Al MG and, indeed, it may hinder the formation.
Further characterization of Ce3Al MG under hydrostatic pressure and elevated temper-
atures indicate that, although there is 4f delocalization at 1.5 GPa, there is no FCC phase
formation when thermally crystallized. Instead, the phase formed with thermal crystalliza-
tion at pressures above 1.5 GPa is the α-Ce3Al HCP thermodynamically preferred phase
at ambient pressures [29]. Figure 2.11 shows the crystallization temperature as a function
of pressure. The crystallization temperature is observed to decrease with increasing pres-
sure up to 1.5 GPa. The crystallization minimum at 1.5 GPa correlates with the pressure
at which 4f delocalization is known to begin. Further increases in pressure result in an
increase in the crystallization temperature. At pressures up to 1.5 GPa, it is hypothesized
that there is a pressure-assisted reduction in the thermodynamic barrier for nucleation (nec-
essarily producing a greater effect than any reduced atomic mobility under compression)
as discussed in Section 2.2.3. At pressures above 1.5 GPa, it is theorized that the posi-
tive trend is partially caused by matching the La75Al25 behavior wherein it is observed that
increasing pressure elevates the crystallization temperature. Additionally, the 4f delocal-
ization above 1.5 GPa causes a further densification of the MG, potentially amplifying any
pressure-mediated atomic mobility retardation [29].
Recently, Lou et al. discovered that Ca-Al MG also have polyamorphous phase transi-
tions under room temperature hydrostatic compression [177]. The authors attribute these
polyamorphous changes to pressure-induced phase transformations in pure polycrystalline
Ca wherein “s” orbital electrons are transfered into the “d” orbitals. Results indicate higher
Ca fractions of the compositions correlated with higher onsets for deviations in compress-
ibility, towards the same value as observed in pure Ca. The authors theorize Al creates
“chemical pressure” on Ca, promoting the transfer of “s” and “p” orbitals to “d” orbitals at
lower externally applied pressures [177]. These results indicate two important trends: 1) it
may be possible to predict the pressure at which phase changes can be observed in a two
(or greater) component MG based on the pressure-induced changes of its solvent element
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Figure 2.11: Crystallization onset temperature Tx for the Ce75Al25 (aka Ce3Al) MG and
comparable La75Al25 MG as a function of pressure. Ambient pressure values are marked
with stars and are derived from DSC measurements. Ce3Al MG is observed to have a
decreasing and then increasing trend of crystallization temperature with pressure with its
minimum crystallization temperature at the pressure for which 4f delocalization begins.
[29]
and knowing how the surrounding elements mediate this onset, and 2) pressure-induced
phase changes in MG can occur due to electron structure changes in non-lanthanide based
MGs. As such, it may be that the explanation for the pressure-induced crystallization ob-
served in the previously mentioned Zr-based MG is tied to the phase changes of Zr under
compression [169].
Further, because these pressure-induced phase changes can be observed as changes in
crystallization temperature with pressure, as shown for Ce3Al in Figure 2.11, it may be
possible to use this information to explain previously unexplained trends of MG at elevated
pressures. For example, the Fe-based MG (discussed in Section 2.2.3) is observed to have
a changing trend of crystallization temperature with compression. This may have been
affected by changes in Fe under pressure [27]. Figure 2.12 shows (a) the compressibility of
this MG and (b) the associated changes in crystallization onset temperature with pressure.
40
Although there is no discussion by the authors of the compressibility dip visible at∼3 GPa,
it may be related to the relative decrease in crystallization temperature also observed at ∼3
GPa. Further studies would need to be done to confirm this effect in this system and others;
however, it appears to be a promising field of research.
Figure 2.12: (a) Pressure-Volume compressibility of Fe72P11C6Al5B4Ga2 MG at room tem-
perature with a solid curve fit to the data. Precipitous drop in specific volume at ∼3GPa
does not affect trendline. (b) Plot of crystallization temperature of the Fe72P11C6Al5B4Ga2
MG as a function of pressure. Clear deviation occurs at a pressure of ∼3GPa. [27]
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2.3 Plastic Deformation of Metallic Glasses
Plastic deformation of solids occurs via shearing of part of a material relative to the rest,
producing shape change. Crystalline materials have dislocations which can be generated,
and serve as carriers of deformation via the process of glide. Motion of dislocations pro-
vide bulk ductility in the material as regions which are already strained can resist further
deformation and delocalize the plastic flow. In contrast, the amorphous structure of MGs
does not allow for the generation of dislocations or pathways by which they move, build
up, and resist further deformation. Instead, MGs deform heterogeneously via shear banding
wherein large shear strains are localized within a relatively thin band [18]. The following
sections will discuss the mechanisms for shear band formation in MG and the effect of
shear bands on MG atomic structure and phases.
2.3.1 Shear Band Formation in Metallic Glass
Shear bands form as local regions are plastically deformed and shear-soften. Shear-softening
causes the local atomic regions to be softer than the surrounding undeformed regions and
thus more likely to flow. When the soft regions grow in number and size enough to connect,
they form shear bands. In MGs, these local regions in which initial deformation begins are
called shear transformation zones (STZs), first conceptualized by Argon in 1979 [178]. In
a STZ, localized stress allows for overcoming an energy barrier for the group of atoms to
cooperatively rearrange into a less efficiently packed organization. The surrounding glassy
matrix elastically accommodates this adjusted local shape, resulting in a macroscopic strain
in the sample [179, 178]. Figure 2.13 shows a schematic illustration of the atomic rear-
rangement of a STZ for a model binary glass with the left image representing the initial
structure and the right showing the atomic ordering after the shear transformation.
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Figure 2.13: Schematic illustration of a local group of atoms before (left) and after (right)
shear transformation. Free volume within the atomic packing increases after the transfor-
mation. Figure adapted from [180].
Shear Transformation Zones
Throughout the MG, there is a distribution of sizes and energetic barriers of STZ which
must be overcome during the shear transformation. On average, STZs have a diameter
(size) of ∼1 nm, representing a few tens to few hundred atoms, and an activation energy
of several tenths of eV [18]. Figure 2.14 shows contour maps of four different repre-
sentative sample regions, simulated with molecular dynamics, showing the heterogeneous
distribution of atoms that are locally “soft” (e.g., GUMs) correlated with the atoms which
contribute the most to deformation strain (STZs). The colors indicate how inefficient the
local order is (increasing disorder matching a higher heat in the color scale as shown with
the arrow and color scale bar). White circles indicate the top 10% locations of accumu-
lated deformation (due to shear), representing the STZs. There is not a perfect one-to-one
relation between GUMs and STZs; however, this is not surprising as it is unlikely that only
SRO affects the likelihood of shear transformation. It is expected that the neighboring local
order, and how interconnected it is with the local SRO (aka the MRO), should also affect
where STZs occur [85, 42]. Although GUMs are not a perfect predictor of STZ position,
they appear to correlate well with the space of initial stress localization [85, 42, 180, 181].
Indeed, it has been observed that as the number of GUMs is reduced through annealing,
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the size and number of STZs similarly decreases [14]. Further, because GUMs relate to the
thermodynamic properties of the glass transition temperature (see Section 2.2.2) as well
as STZs and yielding, STZs and yielding can also be related to the glass transition. For
example, a higher reduced glass transition temperature correlates with a larger number of
GUMs, and a larger number of GUMs correlates with a larger amount of STZs and lower
yield stress. Therefore, GUMs can allow for a qualitative comparison of the reduced glass
transition temperature with mechanical properties [182, 183, 184, 185].
Although the average activation energy of a STZ is a few tenths of eV, the observed
distribution of activation energies indicates that some STZs have much lower activation en-
ergies [186]. These “easy” STZs operate even within the elastic regime, contributing to the
observation that the elastic moduli of MGs are lower than those of their crystalline coun-
terparts [187]. STZs likely contribute to the observed shear-induced rejuvenation behavior
discussed in Section 2.2.2 [188, 189, 190], but they do not lead to irreversible macroscopic
plastic deformation. The average activation energy for STZs is also the typical barrier
for activating enough STZs for global deformation [191]. This relatively high average
activation energy associated with the cooperation and simultaneous rearrangement of a sig-
nificant number of atoms, along with the immobile nature of STZs, likely explains why
the macroscopically-measured yield strength of a MG is typically an order of magnitude
greater than its crystalline counterpart [18].
Theory for Shear Band Formation from Shear Transformation Zones
The way in which STZs interact to form shear bands has been significantly debated, with
three main theories developing. In the first theory, structural fluctuations inherent in the
metallic glass itself result in homogeneous nucleation of STZs along the plane with maxi-
mum shear stress. The STZs form a softened deformation band, concentrating subsequent
shear strains and creating the shear band(s) which lead to deformation. This model is
frequently observed in computer simulations with periodic boundary conditions [192] but
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Figure 2.14: Contour map of local SRO and strain distribution in four (a-b) representative
25 nm2 areas of MG strained to 5% in an MD simulation. Increasing “heat” of the color
(following the arrow direction in the color scale on the right) represents increased “disor-
der” of the local order (where red regions are indicative of GUMs). White circles represent
regions with the top 10% of localized strain (aka the STZs). There is an imperfect correla-
tion between GUM and STZ locations. [42, 85]
does not appear in typical experiments [193]. The homogeneous nucleation theory requires
the greatest stress for shear band creation of the different theories, representing the ideal
strength of the glass.
In the second theory, imperfections such as micro or nano-voids or surface notches act
as stress concentrators under external loading conditions and create preferential nucleation
sites for STZs. When enough STZs are activated locally (estimated to be ∼100 nm in
45
length), the band self propagates and develops into a full shear band [194]. In general, it
propagates by first forming a rejuvenated zone, then a glue-like viscous zone, and finally a
melted zone that is at a temperature greater than the the glass transition. Simulations match
this model [194], but experiments only show the initial heating observed around a defect
and do not correlate with the model beyond the initial nucleation [195, 196].
The third theory considers the shear band formation in two consecutive stages. In the
first, STZs activate along a band, creating a regime of disordered atoms with atoms mobi-
lized and the material softened. This rejuvenation progression may be similar to the second
theory wherein stress concentrators may allow for faster band formation; but, in this the-
ory, the temperature remains cool. The justification for the low temperature is that the
rejuvenation front propagates as a shear wave (around the speed of the transverse sound
velocity, ∼ 103 m/s), so the limited duration of this stage (sample of ∼ 10s of µm would
take ∼ 10 ns) precludes any significant shear offset or local heating [197]. The second
stage is synchronized with sliding and shear along the rejuvenated plane. Due to the shear-
induced large plastic strains during this stage, significant local heating can occur. Fig-
ure 2.15 schematically illustrates this two-stage scenario for shear band formation. Both
simulations [198] and experiments [199, 200, 201, 202] corroborate this third theory.
Effects of External Loading Conditions on Shear Band Formation
As stresses increase, more GUMs and preferred orientation regions are provided enough
energy to activate and overcome the barrier for STZ formation. This results in more in-
terconnected STZs forming a greater number of shear bands. Similarly, increased tem-
peratures provide energy for the activation of STZs, increasing the likelihood of forming
shear bands. As the temperature reaches the glass transition, all strain localization is lost as
the sample acts as a viscous liquid and undergoes homogeneous flow. In contrast, higher
strain rates limit the distribution of shear, causing increasing shear localization and greater
amounts of free volume to be generated. As such, the barrier to shear band formation de-
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Figure 2.15: Schematics showing how shear bands form in a metallic glass under com-
pression. (a) A stress concentrator (e.g., micro or nano-void or surface notch) creates a
localized high stress point. (b) Structural disordering (rejuvenation) propagates at a veloc-
ity (vp) on the order of the shear-wave speed (∼ 103 m/s). (c) The shear band reaches the
other side of the sample leaving behind a rejuvenated plane. The strains and shear offsets
are small, and the band is cold. (d) Cooperative rearrangement in the form of shearing/s-
liding from both ends, resulting in a growth of the shear offset. Depending on the sample
size and loading conditions, the shearing may be stable or unstable, the band may remain
cold or become hot, and the shear velocity (vs, the relative velocity difference between the
two sides of the shear band) can either follow cycles of acceleration and deceleration (e.g.,
stick-slip) or increase monotonically. Note vs is typically << vp. [18]
creases at high strain rates and shear-banding occurs more frequently [32]. An example of
a deformation mechanism map showing the effects of stress, heat, and strain rate is shown
in Figure 2.16. For metallic glasses loaded at normal strain rates at room temperature,
localization is always expected. When MG are loaded at high strain rates, however, it is
expected that many shear bands will form instead of just one.
Of note, the temperature and strain-rate sensitivities are much greater in the ideal model
of homogeneous nucleation of shear bands as compared to heterogeneous nucleation. This
results in higher shear strength and sensitivity in simulations and models than experiments
[193, 204]. When samples are sub-micron in dimensionality, the size limits defects and het-
erogeneities, allowing for measured responses similar to those of homogeneous nucleation
simulations [204].
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Figure 2.16: Deformation-mechanism map for metallic glasses with (a) stress vs tempera-
ture and (b) strain rate vs temperature axes. The plots show the shear localization and flow
serration dependence on stress, temperature, and strain rate. Different tested stress values
are drawn as lines on the strain rate versus temperature plot. Stress values were measured
for a particular glass and given in absolute values but also normalized based on the shear
modulus µ to be generalizable for all metallic glasses. [203]
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Internal Structure and Temperature in a Shear Band
Figure 2.17 shows the effects of shear band formation on the atomic structure of a MG,
based on a representative simulation by Cao et al. [198]. Fig. 2.17(a) presents the dilation
induced during the formation of a shear band as determined by the Voronoi volume of
atoms. Clear dilation is observable (∼1.5 Å3) within the band during initial growth and
after traversing the width of the material. Fig. 2.17(b) traces the fraction of icosahedra-
ordered atomic packing within the MG, showing a significant decrease (∼12%) inside the
shear band. As STZs are activated and a rejuvenated plane of connected STZ progresses,
the SRO within the shear band changes to accommodate the strain. The change lowers
the thermodynamic barrier for crystallization (as discussed in Section 2.2.3 and as will be
considered further in Section 2.3.2).
Figure 2.17: Simulated shear band in a MG following the two-stage model at seven time
steps (A-G) from initiation of the rejuvenation plane to complete shear band traversal of the
width of the material. (a) Dilation during the shear band formation with the Voronoi volume
of the atoms illustrated with the color map. Volumes within the shear band are increased
∼1.5 Å3 compared with the surrounding atoms. (b) Fraction of icosahedra atomic packing
distributed through the material with the color map representing the fraction. Icosahedral
order drops ∼12% within the shear band as compared to the surrounding regions. [198]
Synchrotron XRD experiments by Yavari et al. [205], where the first peak position of
the structure factor was used to indicate the density, found that the free volume is doubled
in a severely deformed MG foil. Dmowski et al. [13] used neutron diffraction to charac-
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terize a severely deformed MG (after high-pressure torsion) and observed overall density
reduction, as well as both increases and decreases in the atomic bond lengths, representa-
tive of the disordering shown in Figure 2.17. Direct HRTEM measurements by Li et al.
[206, 58] indicated ∼1 nm voids within shear bands, although later studies with careful
sample preparation by Chen et al. [207] and Liu et al. [208] did not show evidence of any
voids, indicating the voids seen by Li may have been due to sample preparation.
Dmowski and Egami [209] studied the structure of an Fe-based MG after mechanical
creep deformation via 2-D XRD and determined that the shear band results in local bond
anisotropy. This was also observed in simulations by Karmakar et al. [210], leading to
the Bauschinger effect: a deformed glass has asymmetric strength when loaded along and
against the original deformation direction.
Initial studies of shear bands indicate significant heating, with some believing the heat
was a cause of shear band formation. Recent studies have indicated heating is not a prereq-
uisite for shear banding and only occurs after shear band formation and as a consequence of
dissipated plastic work [18]. Direct measurement of the heat produced from shear bands is
difficult, with the best resolution thermal camera measurements detecting at a time frame
longer than the time for shear band formation (10−3s resolution vs 10−5s time for shear
band to propagate) and over a physical size larger than a shear band (∼10 µm resolution vs
∼10 nm shear band diameter) [195, 211]. By measuring the average increase in tempera-
ture after complete shear band formation and assuming it diffuses to the visible resolution,
it has been determined that the temperatures within shear bands can increase by∼650-1200
K [18]. Similar studies show higher strain rates result in greater temperature rises [212].
Indirect measurements of temperature appear to allow for higher spatial resolution
(∼100 nm vs ∼10 µm for thermal cameras) detection of duration and magnitude of tem-
perature increases. By coating a Zr-based MG with tin and checking for melting of the tin
around shear bands, Lewandowski and Greer [213] found two different shear-band ther-
mal regimes with the calculated heat content (from the shear band) of 0.4 kJ/m2 and 2.2
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kJ/m2. This results in durations at which the temperature was above the melting limit for tin
(232 ◦C) of 7 and 167 ns, shear durations of 3.9-7.0 and 20.9-37.3 ns, temperature increases
at the center of the shear band of 560-740 and 1490-1990 K, and regimes of sample heated
of 500-700 and 1000-1400 nm [213]. As the shear-band thickness is 10-20 nm [214], the
heating effects clearly extend greatly outside of the shear band, although the higher temper-
ature spatial regimes do not affect the size of the shear bands [18]. Of note, this is different
from the behavior of polycrystalline metals which have shear banding in which thermal
softening competes with work hardening and low thermal conductivity causes the shear
band thickness to be comparable to the thermal diffusion length. Without work hardening,
significantly more localization of shear can occur in MG [18].
As shown in Figure 2.16, the localization can cause a “stick-slip” or serrated flow of
shear in MG during deformation. At lower strain rates, shear band formation is limited by
the viscosity of the MG and therefore is∼106 times slower, temperature increases are∼103
lower, and a single shear band does not always cause failure. As such, when a shear band
forms, there is time for multiple other simultaneous shear bands to form off the dominant
one, causing the observed “stick-slip” or serrated flow behavior [18]. In contrast, as strain
rates rise, shear occurs much faster within the MG, temperatures grow within the shear
bands, and greater localization of shear causes the number of shear bands simultaneously
formed to increase. As such, there is no subsequent creation of shear bands as one grows,
removing the serrated flow behavior. These changes appear to correlate with the onset of
ductility at higher strain rates [213, 215] and increased likelihoods of shear-band-induced
crystallization, as will be discussed in the next Section.
2.3.2 Deformation-Induced Crystallization of Metallic Glass
It has been known since the mid-1980’s that room-temperature mechanical deformation
(e.g., ball-milling, bending, nanoindentation, uniaxial compression, high-pressure torsion,
cold-rolling, etc.) can induce crystallization in MG [216, 217, 218, 19, 219, 220, 220, 60].
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The first study correlating crystallization with shear bands was performed by Chen et al.
[19] via TEM analysis of a bent MG ribbon. The study found crystallites 7-10 nm in di-
ameter within the shear band. There is some consensus that nanocrystals within cold shear
bands (e.g., low strain rate) are typically formed due to the rejuvenation stage of shear band
formation (from which the increased free volume decreases the thermodynamic barrier for
crystallization) and shear-induced atomic movement instead of heating effects [221, 222,
223, 224]. However, in hot shear bands, there is typically limited crystallization within the
shear band as the heat causes re-amorphization through melting and rapid cooling (∼109 K
s−11) [18]. The diffused heat from the shear band has been observed to cause crystallization
in the surrounding area [22, 23].
Limited durations of the rejuvenation stage and subsequent temperature increase pre-
clude any significant diffusion-based crystallization (e.g., primary or eutectic crystalliza-
tion) and therefore often results in different crystallization phases than those formed through
purely thermal means [225, 60, 217]. In addition, deformation-induced nanocrystals fre-
quently have elongated shapes and contain dislocations [226].
As discussed in Section 2.2.3, pressure provides an increased driving force for crystal-
lization of metallic glasses, and elevated temperature or other dilatory effects such as shear
can aid atomic mobility. Yavari et. al. [28] showed that crystallization can be significantly
accelerated under compression while the sample is at an elevated temperature. Similar
acceleration of crystallization is also likely during compression-induced shear band forma-
tion.
It is unclear when crystal formation occurs, i.e., during or after compressive loading
and shear band formation, in MGs [18]. Many studies indicate shear bands aid the driving
forces for nucleation and the rate of crystallization, with the timing dependent on the MG
composition, magnitude of the driving forces, and degree of acceleration. Metallic glasses
with lower fragility (e.g., higher GFA) resist crystallization and therefore are less likely to
crystallize during shear band formation [227]. However, under the right conditions (e.g.,
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higher strain rates and pressures), crystallization may occur simultaneously with shear band
formation. When it does, it is associated with improvements in the strengthening of MG
as the nucleated crystallites impede shear bands and allow for greater strain before failure
[18]. With the high strain rates and pressures of shock-compression, it might be expected
that shock-compression that results in deformation will likely form crystallization-inducing
shear bands. Further discussion of shock-compression effects on MG will be discussed in
the next Section.
2.4 Shock-Compression Response of Metallic Glass
Shock-compression results in a very rapid to discontinuous rise in pressure and energy. Ef-
fectively, this results in pressures into the GPa regime or greater, significant shear stresses,
elevated temperatures, and plastic deformation at strain rates of 104 s−1 or greater [228].
At pressures below the Hugoniot elastic limit (HEL), an elastic stress wave propagates at
the speed of sound, with but limited total strain and no plastic deformation.
Shock-compression pressures above the HEL, the plastic deformation in MGs occurs
at high strain rates likely via significant strain localization to the point of forming multiple
shear bands simultaneously throughout the sample. The shear bands can induce significant
heating (in addition to that caused by shock-compression). The formation of increased free
volume in the shear bands and highly localized temperatures can result in significantly re-
juvenated MG, crystallization, or even melting (and subsequent rejuvenation or crystalliza-
tion) depending on the material and applied shock pressure. Additionally, pressure-induced
electron-structure changes can affect the effective atomic sizes of component elements and
potentially facilitate formation of higher density amorphous or crystalline phases.
Pressure-induced changes in the electron-structure of component elements and associ-
ated decreases in effective atomic sizes can also occur at pressures below the HEL. These
changes coupled with significant shear may allow for rearrangement into new, higher den-
sity amorphous phases. Furthermore, the dynamic nature of shock-compression can allow
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for changes which typically relax under traditional loading to be “trapped-in.”
Studies of shock-compression of MGs are limited [34] and experimental complexi-
ties of shock-compression have restricted time-resolved structural analyses of the high-
pressure states of materials. Velocimetry and stress-gauge measurements performed during
shock-compression allow for determination of the shock-compressibility of MG. Simula-
tions of the shock-compression of MGs allow for more detailed study of the atomic struc-
ture changes tied to the loading conditions; however, limitations of structural and temporal
scales and atomic potentials restrict definitive conclusions.
2.4.1 Experimental Studies of Shock Compression of MGs
The equation of state (EOS) of a Zr-based MG of composition Zr55Al10Ni5Cu30 was stud-
ied by Mashimo et al. [36, 229], using a powder gun and the inclined-mirror photographic
technique at pressures up to 50 GPa. A comparison set of experiments was also performed
on thermally crystallized samples (composed of three different phases) of the same compo-
sition. Figure 2.18 illustrates the plot of (a) shock velocity (US) and particle velocity (UP )
and (b) the pressure-density for the MG and pre-crystallized samples. For the MG, there is
initially a positive US - UP slope with a kink at a UP of 380 m/s. Above the kink, the US -
UP slope is almost zero. The change in slope is attributed to a structural phase transition.
No phase transition or kink is observed for the crystalline sample.
The Pressure-Density compressibility curves in Figure 2.18(b) indicates the HEL at' 7
GPa and the glass transition point at approximately 14 GPa to a higher density phase. X-ray
diffraction (XRD) characterization of the recovered MG samples after shock-compression
showed no evidence of crystallization. The authors theorized that the cause for the ob-
served kink in the Hugoniot-compressibility curves was due to three potentialities: (1)
crystallization that didn’t progress enough during the nano to microsecond duration of
shock-compression to be identifiable post-mortem with XRD analysis, (2) a polyamor-
phous transition resulting in a higher density amorphous phase, or (3) a transformation
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(crystallization or polyamorphous) which reverted to the parent amorphous phase upon re-
lease [36, 229]. It is also possible that the Cu K-α tabletop XRD measurements of the
recovered sample may not have enough resolution to detect a polyamorphous change.
Figure 2.18: Hugoniot data for the Zr55Al10Ni5Cu30 MG and its fully-crystalline alloy at
pressures up to 50 GPa. (a) Measured US − UP data up to and above the Hugoniot Elastic
Limit (HEL) for Zr55Al10Ni5Cu30 MG and crystal. A change in slope attributed to a phase
transition (PT on plot) was observed in the MG at a particle velocity of 380 m/s but was
not observed in the crystalline sample. (b) Pressure-density data for the MG and crystalline
phases based on measured shock velocity data. A deviation in the slope for the MG at
approximately 13.6 GPa is attributed to a phase change. [36]
The EOS of a Zr-based MG of composition Zr57Nb5Cu15.4Ni12.6Al10 was also studied
by Martin et al. [35, 34]. Single and two stage gas gun experiments were performed at pres-
sures ranging from 5 to 123 GPa. As shown in the US − UP plot in Figure 2.19(a) and the
Hugoniot Pressure-Density compressibility curve (Pressure vs Density) in Figure 2.19(b),
two changes in slope are observed. In the US − UP plot, the kinks are observed at a UP
of 720 m/s and 1710 m/s. The low pressure region of the P-ρ plot fit with the Birch-
Murnaghan EOS [230, 231], yielding a bulk modulus which matched its experimentally
determined value. Fitting the Birch-Muraghan EOS to the data in the high pressure range
yielded a bulk modulus value 144% greater than that of the unshocked sample, indicating
significant in-operando strengthening of the MG, due to a possible phase transition. The
55
bulk modulus does not match that of any known crystalline phase(s), which led the authors
to conjecture the transformation is to a higher modulus polyamorphous state.
Figure 2.19: (a) Measured US − UP data of the Zr57Nb5Cu15.4Ni12.6Al10 MG with fit lines
to the data indicating two phase changes. (b) Hugoniot P-ρ compressibility curves for the
MG with Birch-Murnaghan EOS fits to the low and high pressure regions. [35]
Laser driven shock-compression experiments on samples of Ce3Al MG ribbons have
been performed by Chen et al. [37] at pressures of 1.3, 2.3, and 3 GPa. A comparison set
of measurements was performed on thermally crystallized samples of the same composi-
tion. Time-resolved particle velocity profiles were obtained with velocity interferometry
and a temporal fiducial. Figure 2.20(a) shows the particle velocity profiles of the MG, and
Figure 2.20(b) shows the associated stress-volume plot converted from the particle velocity
profiles using the temporal fiducial data for sound speed with respect to time. The particle
velocity trace shows a decrease in the rise for the 2.3 GPa peak pressure loading condition
indicative of a phase change. This deviation is not observed in the 1.3 or 3 GPa condi-
tions. The deviation in the rise for the 2.3 GPa velocity profile is visible as a deviation
from the stress-volume trend in Figure 2.20(b). The reduction in volume is calculated to
be approximately 7% and begins at ∼1.5 GPa. This densification occurs at a similar pres-
sure (∼1.5 to 2.3 vs 1.5 to 5 GPa) as the hydrostatic-compression-induced phase change in
Ce3Al and is of similar magnitude [30]. As such, the authors attributed the result to a sim-
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ilar shock-compression induced polyamorphous phase transition to a denser metallic glass
phase. The phase transition observed at 2.3 GPa is not revealed by the velocity profiles in
experiments at higher pressures, indicating the transition can be over-driven. No structural
measurements were performed on the recovered shock-compressed samples.
Figure 2.20: (a) Measured particle velocity profiles for the Ce3Al MG at increasing laser
drive energies. Each trace is labeled according to the calculated stresses at the peak state.
An intermediate loading wave is observed for the sample driven to 2.3 GPa which is not
observed in the 1.3 or 3 GPa measurement. (b) Converted stress-volume traces for the 1.3
and 2.3 GPa loading conditions. The intermediate loading wave in 2.3 GPa corresponds
to a ∼7% volume reduction, visible as a deviation in the stress-volume trend which starts
at ∼1.5 GPa and reverts at the onset of the second wave. The solid line is added to show
where the deviation occurs. Figure adapted from [37].
2.4.2 Computation Studies of Shock Compression of MGs
Molecular dynamics (MD) simulations can allow for characterization of the atomic struc-
ture changes within MG during shock-compression. Most computed simulations have been
performed with the Cu-Zr MG system due to the availability of an atomic potential which
has been validated with experimental data [38, 39, 40]. The simulations appear to indi-
cate that shock-compression effects are similar to what one might expect for deformation
occurring at higher strain rates and high pressure conditions. Jian et al. [38] simulated
the shock-compression response of Cu46Zr54 MG at pressures up to 80 GPa, utilizing the
Holian and Ravelo Hugoniostat [232]. The simulation approach maintained the ensemble
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pressure, temperature, and atom number at the Hugoniot condition while satisfying the
Rankine-Hugoniot jump conditions for steady shocks. Additionally, the authors performed
two calculations using the non-equilibrium MD (NEMD) approach wherein direct impact is
modeled. For comparison, the authors also performed simulations of hydrostatic isothermal
compression at 300 K and isobaric heating at 60 GPa. Structural analyses were performed
via Voronoi tessellation, allowing for determination of the SRO and MRO connectivity.
Simulated 2D XRD measurements were used to measure phase changes; no crystallization
was observed for any shock-compression conditions. The authors theorized crystallization
was possible but would occur too slowly to be observed in the timescale of MD simulations.
Figure 2.21 shows the simulated shock-induced changes revealed in plots of (a) par-
ticle velocity Up, (b) temperature, and (c) diffusivity D as a function of increasing shock
stress σxx. In (a) and (b), the red dots correspond to the Hugoniostat simulations, black
squares correspond to NEMD simulation results from Arman et al. [40], and blue trian-
gles correspond to NEMD simulations. In (c), the red circles correspond to the shock-
compression data and the black squares represent the comparable pressure hydrostatic-
compression changes in diffusivity at 300 K. At 60 GPa, the particle velocity is ∼1500
m/s, temperatures reach ∼1300 K, and the diffusivity of the shock-compressed data begins
to exponentially grow. There is a kink in the T − σxx trend at 60 GPa (Fig 2.21(b)), which,
combined with the rise in diffusivity, corresponds to the onset of shock-induced melting
[38].
Structural changes correlate with shock-induced melting. Figure 2.22 illustrates the
SRO of the MG via the number of efficiently-packed icosahedra (nico - red circles) and
the MRO through the number of icosahedron networks (nnw - blue squares) and associated
maximum size of the icosahedron networks (smax - black triangles). These values are
plotted as a function of (a) hydrostatic pressure at 300 K, (b) temperature at a hydrostatic
pressure of 60 GPa, and (c) shock-compression stress (σxx). The number of icosahedron
SRO grows with pressure and shock-compression stress, with the most rapid and largest
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Figure 2.21: Simulated shock-compression effects revealed in plots of (a) particle velocity
Up, (b) temperature, and (c) diffusivity D with increasing shock stress σxx. In (a) & (b),
red dots correspond to the hugoniostat simulations, black squares correspond to NEMD
simulations results from Arman et al. [40], and blue triangles correspond to NEMD sim-
ulations. In (c), the red circles correspond to the shock-compression data and the black
squares represent the comparable pressure hydrostatic compression changes in diffusivity.
Arrows point to the values at 60 GPa, illustrating a kink in the T − σxx trend and the onset
of exponential diffusivity growth. Figure adapted from [38].
magnitude growth observed with shock-compression. Heating does not appear to affect
the SRO or MRO significantly. The size of the icosahedron networks follows a similar
trend with an associated decrease in the number of networks. The icosahedron networks
appear to connect as the number of icosahedra increase with elevated pressures or shock-
compression stresses. Complex changes in non-icosahedral SRO are also observed, with
an overall increase in high CN and decrease in low CN as pressures increase, with the trend
reversing at the onset of shock-melting.
At ∼50 GPa shock-compression stress, an onset of decay in SRO and MRO begins and
is visible as a decrease in nico and nnw and associated rise in smax. This indicates structural
changes occur prior to the observed “shock-melting” at 60 GPa in Figure 2.21. Decreases
in order with hydrostatic compression at 60 GPa indicates disorder can be induced via
pressure without diffusivity increases (as seen in Figure 2.21). The authors claim large lo-
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calized deformation of constituent atoms via shearing causes the icosahedra order collapse
with hydrostatic-compression at 60 GPa. Similar effects likely cause the structural changes
at 50 GPa, prior to melting, for shock-compression. The authors note that the increased
short and medium-range ordering with shock-compression stresses revert upon unloading
until 60 GPa. The decrease in order above 60 GPa is irreversible due to melting.
A similar MD shock-compression study of Cu46Zr54 MG by Arman et al. [40] was per-
formed with the NEMD method and Voronoi tesselation for determining structural changes.
Similar to lower strain-rate loading conditions, STZs and shear bands were determined to
be the mechanism for these observed plastic deformation. Additionally, GUMs were the
preferred site for STZ activation, and increasing shock stresses were found to activate more
STZs and elevate temperatures. STZs were not observed to be of any higher temperature
than the surrounding atoms, indicating there is significant homogeneity of activated STZs
and high thermal conduction under shock-compression. Upon release, some STZs were
observed to persist. The authors note that MD simulation time scales preclude clear under-
standing of thermal effects on the structure and deformation behavior. Formation of STZs
correlated with creation of higher CN SRO behind the shock front, agreeing with the results
of Jian et al. [38].
A piston-driven-shock-compression MD simulation study by Wen et al. [39] with
CuxZr100−x MG indicated that there may be three regimes of the shock-compression re-
sponse. Figure 2.23 illustrates the Us − Up relation derived by these simulations. In region
I, a single elastic wave develops and results in negligible shear stress relaxation behind the
shock wave front. In region II, a plastic wave develops, which is of lower velocity than
the elastic precursor, and the two waves separate during propagation. This plastic wave
velocity increases with input pressure at a faster pace than the elastic wave. In region III,
the plastic wave over-drives the response and is the only visible wave. The authors ob-
serve that at the pressures corresponding to the boundary between region II and III, the
temperature increase with pressure begins to accelerate. This change in the temperature
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trend with pressure may be indicative of saturated STZ activation and increased deforma-
tion in region III [40]. In Region II, plastic waves may be more indicative of densification
of the SRO with limited plasticity [40, 38]. In addition, comparisons of the different MG
compositions indicate that higher Cu-content MG, known to have more icosahedral order,
greater stability, and a higher GFA [233, 83], have the following characteristics: higher
Us, greater maximum peak shear stresses, and lower temperature increases with increas-
ing shock-compression pressures; that is, increased MG stability correlates with greater
shock-compression strengths.
Results of simulation studies indicate that shock-compression results in STZ formation
and densification through SRO rearrangement into higher CN clusters. The STZs are re-
tained on release, but the densification from SRO rearrangement reverts on release. There
appear to be multiple regimes of change with increasing shock-compression stresses: (1)
STZ activation and rapid increases in icosahedral order; (2) STZ saturation and less rapid
increases in icosahedral order; (3) shock melting and reduction in SRO and MRO order.
MD simulations are limited in temporal scope and therefore cannot predict what would
be observed in recovery of shock-compressed MG. However, the results indicate that one
might expect to observe the following trends in recovered MG as a function of shock-
compression pressure: (1) elastic waves causing densification which reverts on release (no
visible change); (2) plastic wave-induced STZ formation which is retained on release, re-
sulting in lower CN SRO and decreased densities; (3) STZ saturation maximizing decrease
in CN but also increased heat production and associated relaxation or crystallization prior
to recovery analysis; (4) high-pressure shock melting of STZs and possibly surrounding
regions, resulting in either re-amorphization (and rejuvenation) or crystallization depend-
ing on the GFA and quench rate. In Chapters 5, 6, and 7, the results of shock-compression
of Ce3Al MG, including structural analysis of the recovered samples and theories for the
observed changes in Ce3Al MG and the Zr-based MGs will be discussed.
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Figure 2.22: Simulated SRO and MRO changes with (a) hydrostatic-compression, (b) iso-
baric heating, and (c) shock-compression. SRO visualized as a function of the number of
icosahedra efficiently-packed clusters (nico - red circles), and MRO is shown as a function
of the number of icosahedron networks (nnw - blue squares) and associated maximum size
of the icosahedron networks (smax - black triangles). Pressure and shock-compression in-
crease SRO and MRO with shock-compression providing the increase at a faster rate and
in greater magnitude than pressure. Temperature has no significant effect on SRO and
MRO. Disorder begins at 60 GPa in hydrostatic-compression, 1300 K in isobaric heating,
and 50 GPa in shock-compression. Decreased structural order begins at a lower shock-
compression stress than the 60 GPa at which diffusivity growth starts. [38]
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Figure 2.23: Simulated shock-compression Us − Up Hugoniot curves for Cu30Zr70,
Cu50Zr50, and Cu70Zr30 MG. Three regimes are visible: in region I, there is only an elastic
wave; in region II, a plastic wave develops which is of a slower velocity than the elastic





The objectives of the research performed in this work were to (a) determine the occur-
rence of shock-induced changes in the Ce3Al MG, (b) characterize the atomic structural
changes corresponding to different pressure regimes, and (c) investigate the role of pres-
sure and temperature on the observed transitions based on thermal analysis, time-resolved
velocimetry measurements, and post-mortem structural characterization.
To achieve these objectives, this work progressed in three stages. First, the initial struc-
tural and thermal properties of the Ce3Al MG were characterized to confirm the amorphous
character and determine the MG stability and activation energy for thermal crystallization.
Thermal crystallization was studied in order to compare and contrast with any observed
shock-compression-induced structural changes. Second, two different laser-based shock-
compression techniques were utilized to explore the effects of a wide range of loading
conditions (pressure, temperature, and strain rate) on Ce3Al MG. The Nd:YAG laser-based
shock-compression experiments were coupled with time-resolved velocimetry measure-
ment. The velocity profile for Ce3Al MG, optical microscopy observations of deformation,
and comparisons of the peak velocity as a function of laser energy were used to evaluate
phase changes occurring in Ce3Al MG during shock-compression. Hydrodynamic simu-
lation of the OMEGA laser pressure distribution was used for evaluation of the loading
conditions applied to shock-compressed Ce3Al MG samples. Third, detailed structural
characterization was performed on the initial Ce3Al MG, thermally crystallized Ce3Al,
and recovered shock-compressed Ce3Al MG. Synchrotron X-ray diffraction (XRD) and
Rietveld analysis was used to determine the phase, grain size, density, and anisotropy of
crystallized samples. This data was converted to the structure factor and pair distribution
function (PDF), both of which were used to evaluate the density, atomic bond lengths, and
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overall short and medium-range order (SRO and MRO) of the amorphous samples. Syn-
chrotron extended X-ray absorption fine structure (EXAFS) measurements were performed
to study Ce-specific bond characteristics. Atom probe tomography (APT) was used to de-
termine nanometer-resolution elemental segregation. Transmission electron microscopy
(TEM) was utilized to study the thermally crystallized Ce3Al and validate the Rietveld
analysis grain size calculations. The detailed approach for all of these techniques are de-
scribed in this chapter.
3.1 Material System
The material investigated in this study is a binary Ce3Al MG. Melt-spun ribbons of 40 µm
thickness and 1 mm width were obtained from Ames Lab. The ribbons were fabricated
starting with the Ce3Al ingot held at 800 °C, followed by melt ejection at a rate of 20
m/s through a 0.81 mm hole at 120 Torr overpressure. Rapid cooling was achieved via
conduction from contact with a water-cooled copper wheel. An inert atmosphere of 1/3
atm He gas was used to limit oxidation of the molten metal. Figure 3.1 shows an image of
the representative ribbon.
Figure 3.2 illustrates the phase diagram of Al-Ce, indicating the line compound corre-
sponding to the stable crystalline α-Ce3Al hexagonal intermetallic phase. The density of
α-Ce3Al intermetallic is 6.34 g/cm3. The MG ribbons were measured via the Archimedes
technique to have a density of 6.14 g/cm3, indicating an ∼3% lower density than the crys-
talline α-Ce3Al phase.
A recreation of the α-Ce3Al phase in the software Balls & Sticks [235] allowed for de-
termination of the representative bonds and bond lengths in the hexagonal crystal, as might
be observed in a PDF measurement. Table 3.1 illustrates the first 10 Å of bond lengths and
the contributions of the elemental bond combinations. Bond lengths are rounded to three
significant figures, so several slightly different elemental bond lengths are represented with
the same value. With three times as many Ce atoms as Al within Ce3Al, the majority of
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Figure 3.1: Representative image of the Ce3Al MG melt-spun ribbon as received. The
side which came in contact with the Cu wheel has a roughness matching the surface of the
wheel and the side in contact with the 1/3 atm He gas is smooth. Ribbon width is 1 mm
and thickness is 40 µm.
bonds include Ce atoms. Therefore, any changes in bond lengths, as determined from total
or partial PDF measurements, can be attributed predominantly to Ce-based changes.
3.1.1 Initial Material Characteristics
A summary of the initial properties of the Ce3Al MG ribbon sample confirming the amor-
phous structure is presented below. The methodologies used to determine these character-
istics will be discussed in the following sections.
Figure 3.3 shows the 20 K/min DSC profile of the Ce3Al MG, showing the endotherm
corresponding to the glass transition temperature (Tg = 403.4 K) prior to an undercooled
region and subsequent exotherms for the two-stage (primary) crystallization (Tx1 = 436.0
K and Tx2 = 450.1 K). These thermal events are not observed upon reheating the samples,
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Table 3.1: Elemental bonds and corresponding bond lengths for the stable α-Ce3Al hexag-
onal crystalline phase. Values from Balls & Sticks software [235] recreation of the powder
diffraction file reference by Vucht et al. [236].
Bond Length (Å) Contributing Elemental Bonds
3.40 Ce-Ce, Ce-Al
3.52 Ce-Ce, Ce-Al, Ce-Ce
4.90 Ce-Ce, Al-Al, Ce-Ce
5.45 Al-Al, Ce-Ce
6.03 Ce-Al, Ce-Ce
6.10 Ce-Al, Ce-Ce, Ce-Al
6.49 Ce-Ce, Ce-Al, Ce-Ce
7.04 Al-Al, Ce-Ce
7.82 Ce-Ce, Ce-Al
8.18 Ce-Al, Ce-Ce, Ce-Al
8.43 Ce-Ce, Ce-Al
8.58 Ce-Ce, Al-Al, Ce-Ce
8.91 Al-Al, Ce-Ce
9.13 Ce-Ce, Al-Al, Ce-Ce
9.27 Ce-Ce, Ce-Al
9.32 Ce-Ce, Ce-Al, Ce-Al, Ce-Ce
9.79 Ce-Al, Ce-Ce
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Figure 3.2: Phase Diagram for the Ce-Al system calculated and optimized via the FactSage
thermodynamic software using properties from the SGTE database by Jin et. al. At the
Ce3Al composition, the stable phase is the HCP intermetallic, α-Ce3Al, and the melting
temperature is 655 °C. [234]
indicating that the MG is fully crystallized and is no longer amorphous. The crystallization
peak exothermic temperatures were determined to be Tpeak1 = 438.9 K and Tpeak2 = 490.8
K, and the melting temperature (Tm) was determined to be 931.4 K. The calculated reduced
glass transition temperature (Trg = Tg/Tm) is therefore ∼0.43. This is far from the high
GFA value of 0.66, indicating that the Ce3Al MG is not a very strong glass former and may
be relatively easily crystallized except under rapid solidification conditions.
Figure 3.4 plots the XRD trace for the initial Ce3Al MG ribbon. The characteristic
amorphous broad scattering is evident in this trace, confirming the initial amorphous struc-
ture of the Ce3Al MG samples used in this study.
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Figure 3.3: Plot of DSC data for the Ce3Al MG heated at 20 K/min illustrating the onset
of the glass transition (short dot line) and crystallization (dashed line) temperatures, Tg,
Tx1, and Tx2 respectively, the temperature of peak crystallization (solid line) Tpeak1 and
Tpeak2, and the melting temperature Tm (dot line). Inset is a logarithmic plot of the DSC
data showing a magnified view of Tg, Tx1, the supercooled liquid region between the two,
Tx2, Tpeak1, and Tpeak2.
Figure 3.5 illustrates the total PDF data for the initial Ce3Al MG ribbon. The trace has
few broad peaks which attenuate in intensity to 0 within 30 Angstroms, representative of
an amorphous material which lacks any long range order.
A magnified view of the first ten angstroms of the total PDF for the initial Ce3Al MG
is shown in Figure 3.6. The bonds (Ce-Ce, Ce-Al, and Al-Al) defined for the counterpart
crystalline α-Ce3Al hexagonal phase, as listed in Table 3.1, are overlaid on top of the
PDF plot. Dashed lines correspond to the bonds lengths, composed of Ce-Ce and Ce-Al
bonds, and dash-dot lines represent the bond lengths which are composed of Ce-Ce and
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Figure 3.4: XRD trace of the initial Ce3Al MG ribbon sample. The few broad peaks are
representative of an amorphous structure.
Al-Al bonds. The first and second peaks of the PDF (∼3-7.5 Å) for the initial MG phase
align fairly well with the hexagonal phase bond lengths indicating similar SRO and MRO
between the amorphous and crystalline phases.
Figure 3.7 portrays the EXAFS-derived partial PDF for Ce-specific (e.g., Ce-Ce and
Ce-Al) bonds for the initial Ce3Al MG ribbon. The center position of the main peak is
2.27 Å. Since there was no calibration, the peak position is not absolute and therefore not
comparable with the total PDF value or bond lengths presented in Table 3.1. However, the
position is comparable with those of other samples, as will be shown in Chapters 4 and 6.
As only the main peak is close (with a shift assumed for calibration) to a clear bond length
from Table 3.1, the other smaller peaks appear to be an effect of multiple scattering paths
taken by the X-rays. These do not provide meaningful information about the structure.
The elemental distribution was measured with APT. As shown in the proxigram of
Figure 3.8, there was no chemical ordering or segregation observed. The proxigram is
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Figure 3.5: PDF trace of the initial Ce3Al MG ribbon sample. Peak positions represent
combinations of all of the Ce-Ce, Ce-Al, and Al-Al bond lengths. The broad peaks and
rapid loss of visible order are representative of a MG.
indicative of a homogeneous Ce:Al distribution in the expected 3:1 ratio throughout the
amorphous structure. Resolution limits of the technique preclude direct measurements of
the atomic coordination. As shown in the frequency distribution plot for Ce and Al in
Figure 3.9, the overall measured structure does maintain a 3:1 Ce:Al ratio on average.
However, there is a wide, binomial distribution to these concentrations, indicating local
heterogeneities throughout the probed samples. The heterogeneous regions with decreased
local coordination densities can become sites of reordering during phase changes.
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Figure 3.6: PDF trace of the initial Ce3Al MG ribbon sample, magnified about the first
10 Å. Lines corresponding to the lengths for the elemental bonds (Ce-Ce, Ce-Al, and Al-
Al) of the hexagonal α-Ce3Al crystalline phase are overlaid. Dashed lines correspond to
Ce-Ce and Ce-Al bonds, and dash dot lines correspond to Ce-Ce and Al-Al bonds. Up to
∼7.5 Å, there appears to be strong similarities between the amorphous peak positions (aka
occupied bond lengths) and the hexagonal phase bond lengths.
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Figure 3.7: Partial PDF trace of the Ce-based bonds for the initial Ce3Al MG ribbon sam-
ple. Peak positions represent combinations of all of the Ce-Ce and Ce-Al bond lengths.
The main peak position is centered at 2.27 Å. The other small peaks appear to be due to the
multiple scattering paths possible for the X-rays and do not provide meaningful structural
information.
73
Figure 3.8: Reconstructed 3D proxigram of Ce (red) and Al (blue) atoms in a needle
of Ce3Al MG as measured via APT. The scale of the units along respective axes are in
nanometers. Proxigram is representative of homogeneous Ce:Al distribution with no or-
dering or segregation evident. Resolution limits of APT disallow atomic coordination anal-
ysis.
Figure 3.9: Frequency distribution plot of Ce (dashed orange) and Al (solid blue) bino-
mials. Statistical bins were each 100 atoms. 117399 bins were counted. Ce is centered
around 75% and Al around 25% as expected. Spread in concentration is indicative of local
heterogeneities in composition and structure throughout the measured samples.
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3.2 Thermal Analysis of MGs
Thermal analyses of Ce3Al MG were performed using a Netzsch 404 F1 differential scan-
ning calorimeter (DSC). Scans were performed under 45 ml/min ultra-high purity argon
gas flow in an Al2O3 lined Pt-Rh crucible with a Pt-Rh lid in a rhodium furnace. Base-
line corrections were performed in advance with empty crucibles. Sample weights of 10 to
20 mg were used for all experiments and achieved by measuring groups of ∼20 pieces of
1mm x 1mm x 40 µm Ce3Al MG ribbon.
Measurements were performed at constant heating rates to confirm the amorphous
structure and determine the glass transition and crystallization (onset and peak) temper-
atures. Melted and cooled samples were reheated to test energy release associated with
grain growth, and samples were thermally crystallized at temperatures below the melt for
subsequent structural characterization.
Thermogravimetric analysis (TGA) scans were performed using a TA Instruments SDT
Q600 TGA. Scans were performed under 100 mL/min of N2 gas at a heating rate of 20
K/min using an Al2O3 crucible. Sample weights of ∼10 mg were used and achieved by
measuring groups of∼20 pieces of 1mm x 1mm x 40 µm Ce3Al MG ribbon. Experiments
were performed to determine the oxidation behavior and compare this with the exothermic
events observed in DSC experiments.
Multiple different heating rates were used with the DSC to characterize the change in
glass transition and crystallization temperatures. The values of glass transition and crystal-
lization temperatures as a function of heating rate were used to calculate activation energies
for glass transition and crystallization as well as characteristic properties of crystallization
behavior. Details of the methodology for these calculations follow.
The crystallization mechanism, assuming no pre-nucleation, for a MG can be classi-
fied into four types: bulk three-dimensional growth of crystals (e.g., spherical), bulk two-
dimensional growth of crystals (e.g., disk-like), bulk one-dimensional growth of crystals
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(e.g., rod-like), or surface crystallization. The mechanism can be determined (with some
variability) through thermal analyses, wherein the Avrami constant n is related to the di-
mensionality (defined by the constant D) as n = D + 1 where D has values of 3 for 3D, 2
for 2D, and 1 for 1D crystallization. Surface crystallization results in n = D = 1 [114].
The volume fraction crystallized, x, at any temperature T can be calculated from x =
ST/S where S is the total area of the exothermic peak between the temperature Tx, the
onset temperature for crystallization, and Tf , the temperature at which crystallization is
completed, and ST is the partial area of the exothermic peak up to the temperature T [237].
The Avrami constant n can be calculated for a particular temperature from the fraction
crystallized at different heating rates β using the Ozawa relation [238], shown in Equa-
tion 3.1 below:
ln(−ln(1− x)) = −nln(β) + const (3.1)
By plotting ln(−ln(1−x)) vs ln(β), with data points for the values of x at each β value
for a chosen temperature, a least squares linear fit can be determined where the slope is−n.
Knowing the Avrami constant allows for calculating the dimensionality of crystallizationD
from knowing that n = D+1 except when n = 1 (which indicates surface crystallization).
Knowing the heating rate β and the temperature of peak crystallization Tpeak, the acti-
vation energy for crystallization EcrystA and frequency factor k0 of the Arrhenius equation
can be calculated from the Augis and Bennett relation [239] shown in Equation 3.2 below:
ln(β/Tpeak) = −EcrystA /(RTpeak) + ln(k0) (3.2)
where R is the gas constant. The frequency factor k0 is defined as the number of attempts
made by the nuclei per second to overcome the energy barrier. This is related to the number
of nucleation sites present in the material for crystal growth (e.g., the number of GUMs)
and therefore the ease of crystallization (more GUMs result in higher k0 values and easier
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crystallization) [114].
With a known Avrami constant n and dimensionality for crystallization D, the activa-
tion energy for crystallization EcrystA can also be calculated from a form of the Kissinger
equation modified to take into account nucleation, growth, and dimensionality, as illustrated
by Matusita et al. [240, 241] using Equation 3.3:
ln(β/T 2peak) = −(D/n)(E
cryst
A /(RTpeak)) + const (3.3)
In a plot of ln(β/(Tpeak)2) vs 1000/Tpeak, a least squares linear fit to data points from differ-
ent heating rates provides the activation energy from the slope (slope =−(D/n)(EcrystA /R)).
The general Kissinger analysis, shown in Equation 3.4 below, can be used to calculate
the activation energies for the glass transition and the onset of crystallization.
ln(β/Tevent) = −EA/(RTevent) + const. (3.4)
Comparisons between the activation energy for the onset and peak of crystallization
allow for determining if crystallization is dominated by nucleation or growth. A higher
value of the activation energy for the onset indicates more difficulty in nucleation whereas
a higher activation energy at the peak represents a greater difficulty for growth [242].
The fragility of the MG can be determined from viscosity data calculated using the
Vogel-Fulcher relation [78, 243] shown in Equation 3.5 below:
ln(β) = ln(B)− (AT0)/(Tg − T0) (3.5)
whereB is a parameter representing the time scale in the glass-forming system (large values
indicate a long waiting time would be required to bring the system close to an ideal state),
A is the strength parameter in the Vogel-Fulcher equation (which controls how closely the
liquid system obeys the Arrhenius law), and T0 is the asymptotic value of Tg approximated
as the onset of the glass transition within the limit of an infinitely slow cooling and heating
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rate.
Knowing the values from Equation 3.5, the fragility m can be calculated from the rela-
tion shown in Equation 3.6 below [78]:
m = (AT0Tg)/((Tg − T0)2ln(10)) (3.6)
In addition, the fragility can be directly calculated from the DSC-calculated effective
activation energy of the glass transition and the measured glass transition temperature [244,






There are a range of shock-compression techniques available for creating well-controlled
uniaxial-strain conditions with many different benefits and drawbacks. A detailed discus-
sion of the history and current options can be found in the books by Meyers [228] and
Forbes [246]. The present work utilizes laser-driven shock loading due to the size of the
samples being shocked (1 mm x 1 mm x 40 µm thick). This technique induces shock-
compression through laser ablation of the surface of a material, creating a localized plasma.
The rapid expansion of the plasma in all directions creates a pseudo-1D planar shock wave
in the surrounding material. The shock wave can either propagate directly into the sample
or be used to launch foils into samples.
For both direct laser and laser-accelerated-foil-based shock-compression, the scale of
sample and timing are dramatically different from traditional gas gun and explosively-
driven experiments. Whereas traditional experiments can use samples of larger dimension
(factors of several millimeters), laser experiments utilize smaller scale samples (tens of
microns thick). Even more importantly, laser-driven shock-compression experiments gen-
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erate nanosecond duration shock pulses, compared to microsecond duration pulses typical
of other platforms [247]. As such, the strain rates are even greater for laser-driven shock-
compression allowing for exploration of extreme high rate loading conditions.
Over the last several decades, laser-based techniques have advanced significantly. Launched
foils are now able to achieve speeds ranging from hundreds of m/s to several km/s [248].
Direct shock-compression approaches have also been optimized, allowing for pulse widths
from tens of ps to hundreds of ns and achieving four to ten times greater pressures upon
confining the plasma [249, 250]. In both open and confined direct shock-compression,
illustrated in Figure 3.10, pressures are applied over a period approximately twice the du-
ration of the laser-pulse [249]. Kelly [251] provides a thorough review of the complex
physics and practical aspects of these shock wave generation techniques.
Figure 3.10: Schematic illustrating the laser-driven direct shock-compression configura-
tion in the confined (left) and open (right) formats. Greater pressures are achieved in the
confined setup due to a greater amount of reflection of shock waves into the sample from
the higher impedance window as compared to the free surface in the open arrangement.
For the present work, two different laser-induced direct shock-compression techniques
were utilized in order to probe a wide range of loading conditions: Nd:YAG 3 J laser
(confined) and Omega 50 J laser (open). In both, the direct shock-compression configura-
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tion was used as it allowed for easier recovery of samples, providing the opportunity for
subsequent characterization. Table 3.2 presents the different shock-compression loading
conditions provided by the Nd:YAG and Omega lasers in this work. Strain rates are esti-
mated from known volumetric changes at pressure for a representative material EOS and
rise times to peak pressure for each laser. The Nd:YAG laser results in a triangular pres-
sure profile (typical of explosives and plasma generation) while the Omega laser produces
a more square profile with rapid rise and release.
Table 3.2: Relevant laser details and induced loading conditions for the Nd:YAG and
Omega lasers utilized in this work. Spot size is the diameter of a circular irradiation spot.
Pressures and strain rates are for the incident position and will change with depth for sig-
nificantly thick samples.
Laser Energy Spot Size Pulse Rise Pulse Width Pressure Range Strain Rate
Nd:YAG 0.15 - 2 J 1.9 mm ∼5 ns 9 ns 1 - 10 GPa ∼ 106 - 107 s−1
Omega 50 J 750 µm 109 ps 992 ps 1 - 90 GPa ∼ 108 - 109 s−1
The Nd:YAG 3 J laser at Georgia Tech was used for shock-compression experiments
at pressures up to ∼10 GPa. Simultaneous velocimetry measurements using the velocity
interferometer system for any reflector (VISAR) and photon doppler velocimetry (PDV)
techniques allowed for comparisons of the shock response with the recovered structural
changes. For pressures of ∼5 - 90 GPa, the Laboratory for Laser Energetics (LLE) Omega
laser was used. No in operando measurements were possible with the recovery setup, so
Hyades hydrodynamic simulations were performed to estimate the pressures achieved. The
details for these experiments and simulations will be described in the following sections.
3.3.1 GT Nd:YAG Laser Shock Experiments
To achieve shock-compression pressures up to ∼10 GPa and simultaneously gather ve-
locimetry data, the Georgia Tech Nd:YAG Continuum Powerlite Precision II laser was
utilized. Figure 3.11(a) illustrates the configuration. The laser operates at 1064 nm with up
to 3 J of energy per pulse. The initial beam is∼10 mm in diameter with a pseudo-Gaussian
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spatial distribution. As the laser passes through the “π-Shaper 12 12 1064 HP” beam
shaper, different tunable lenses within the device convert the beam to a super-Gaussian
“tophat” spatial distribution. This effectively levels the spread of energies in space, pro-
ducing a more uniform spatial distribution of pressure in the samples and allowing for a
1D approximation for the loading condition. The beam then passes through a “Edmund
Optics 89442” focusing lens to bring the beam diameter to the desired 1.9 mm spot size.
An interested reader can find more details about the development, properties, and optics of
this laser in the thesis by Kelly [251].
As the drive laser interacts with the sample package shown in Figure 3.11(b), ablation of
25 µm thick Ni driver foil creates a plasma. The rapid expansion of this plasma generates a
shock wave which is reflected by the borosilicate glass window and transmitted through the
Ni driver foil into the 40 µm thick Ce3Al MG sample. The Ni foil insulates the Ce3Al MG
sample from heating produced by the plasma [252]. The sample package is held together
with a borosilicate glass window on the driver foil side and poly(methyl methacrylate)
(PMMA) window on the sample side to allow for recovery with limited secondary effects.
Glycerin is used between layers to ensure there are no air gaps.
For interferometry measurements, either a 1550 nm 0-2 watt PDV or 532 nm 0-2 watt
VISAR laser was focused on the rear surface of the sample package. Each of these lasers
transmits through the PMMA window and allows for direct measurement of the interface
between the PMMA and Ce3Al MG sample. Velocimetry measurements at this interface
allowed for determination of the interface particle velocity over time. Measured particle
velocities at the interface are assumed to be representative of the Ce3Al MG behavior and
not the PMMA window as there are few phase changes in PMMA in the effective pressure
regime of this work.
Recovered samples were characterized using low magnification optical microscopy
imaging and synchrotron-based XRD analysis. Optical microscopy provided macro-scale
observations of laser shock-compression-induced surface and bulk changes. X-ray diffrac-
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Figure 3.11: (a) Schematic of setup used for shock-compression experiments using the GT
Nd:YAG laser. The 10 mm diameter pseudo-Gaussian spatially distributed beam passes
through the beam shaper to become super-Gaussian or “tophat” shaped and is then fo-
cused down to the desired 1.9 mm diameter spot size via a focusing lens. Direct shock-
compression is induced as the drive laser ablates the driver foil and glycerin interface,
producing a rapidly expanding confined plasma. The sample package is shown in the mag-
nified inset (b). The driver foil of 25 µm thick Ni transmits the shock wave and shields
the 40 µm thick Ce3Al MG sample from heat produced from the plasma. Recovery of the
Ce3Al MG sample with limited secondary shock effects is possible due to constraining
the driver foil and sample between a borosilicate glass window on the drive laser side and
PMMA window on the opposing side. A velocimetry probe (PDV or VISAR) directed at
the Ce3Al MG and PMMA window interface allows for direct measurement of the particle
velocity change with time at this interface.
tion provided atomic and micro-scale information for shock-compression-induced struc-
tural changes. Results for these analyses are provided in Chapter 5.
Velocimetry Measurements and Analysis
Simultaneous velocimetry measurements were performed during shock-compression us-
ing either Photon-Doppler Velocimetry (PDV) or Velocity Interferometer System for Any
Reflector (VISAR). Analysis of PDV data was performed using wavelet and Fast Fourier
Transform methods [253]. The two PDV analysis techniques were compared for deter-
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mination of error analyses and average peak particle velocities. Statistical analysis was
performed using custom software, which an interested reader can find more information
about in the thesis by Scripka [254]. Analysis of VISAR data was performed using Plot-
Data software [255] taking into account a window correction for the changed speed of light
in the PMMA window. VISAR corrections were also made to account for time delays from
a combination of two SF6 etalons, one 19.012 mm and the other 38.082 mm thick.
Figure 3.12 illustrates a representative Nd:YAG laser temporal profile from the setup
shown in Figure 3.11. The rise time is typically ∼5 ns, resulting in a strain rate of ∼ 106
- 107 s−1. The pulse width, measured at the FWHM, is ∼9 ns and the overall profile has
a triangular shape with a longer decay in the release, representative of explosive or rapid
plasma expansion-type shock-compression.
Figure 3.12: Representative profile for the temporal pulse shape of the Nd:YAG drive laser
of the triangular laser shock temporal profile for the Nd:YAG laser.
Due to the unavailability of an EOS for the Ce3Al MG, experiments were performed
with comparative setups of both the Ni driver alone, and with a 50 µm thick Ni reference
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sample. The measurements allowed for qualitative comparisons of trends for particle veloc-
ity as a function of laser energy and further validation of observed trends in the Ce3Al MG
shock-compression response. The details and results from these reference and the Ce3Al
MG shock-compression experiments are presented in Chapter 5.
3.3.2 LLE Omega Laser Experiments
Recovery experiments performed at the Laboratory for Laser Energetics (LLE) research
facility allowed for characterization of the shock-compression effects at higher pressures
and higher strain rates. Figure 3.13 illustrates the laser pulse shape used with the 50 J
Omega laser. The rise time is 109 ps, resulting in a strain rate of∼ 108 - 109 s−1. The pulse
width is 992 ps, followed by a rapid decline. The total area under the curve provides the 50
J laser energy.
Figure 3.13: Trace for input square laser pulse shape of Omega laser during 50 J laser
shock-compression experiment. Area under curve is 50 J, rise time is 109 ps, and pulse
width is 992 ps.
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The Omega laser was used with a phase plate to achieve a super-Gaussian (aka “flat
top”) spatial distribution with a diameter of 750 µm. Many shock-compression states within
Ce3Al MG were probed by layering multiple samples and simulating the variation of pres-
sure and strain rate as a function of the depth. Over 40 1mm x 1.5 mm x 40 µm Ce3Al MG
samples were cut from the ribbon and stacked together with 6 µm epoxy at each interface.
Figure 3.14 shows a schematic of the open (non-confined) direct-laser-shock-compression
configuration used for the recovery experiment. The overall setup, including the sample
stack encased in the recovery tube and the connector to the Omega mount, is shown in
Fig. 3.14(a). Silica aerogel and vent holes ensured soft recovery of the shock-compressed
samples with limited secondary effects. The circled sample stack region of Fig. 3.14(a) is
expanded in Fig. 3.14(b) for further detail. Stainless steel washers were used to hold the
stack in the recovery mount and the 2.5 mm opening in the front washer allowed the 750 µm
diameter laser beam to pass. The 300 µm thick polystyrene polymer reservoir was used as a
sacrificial laser ablator for unconstrained plasma generation. The plasma-generated shock
wave from the polymer directly impacted the 3 mm stack of 40 µm Ce3Al MG samples.
Recovered samples were separated and characterized using synchrotron XRD and EX-
AFS analyses. Diffraction data was converted to the structure factor and PDF for further
analysis of atomic structure changes.
Hydrodynamic Simulations for Pressure Caculation
There was no direct in operando characterization of the shock-compression loading condi-
tion induced with the Omega laser. Instead, hydrodynamic simulations were used to gather
a qualitative understanding of the shock-compression states through the Ce3Al MG sample
stack.
Hyades is a radiation hydrodynamics simulation code which solves the conservation
equations of mass, momentum, and energy in one dimension for varying geometries [256].
It models the laser-material interactions, hydrodynamics, thermal energy transport, ioniza-
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Figure 3.14: Cross-sectional schematic of setup used for recovery experiments with the
LLE Omega 50 J laser. (a) Illustrates the components of the recovery tube used, including
sample stack, vent holes, silica aerogel, and Omega mount connection. The circled region
is magnified in (b) and shows the multi-layer Ce3Al MG sample package, with an ablative
polystyrene layer used as the plasma generation source and stainless steel washers used
to hold the sample stack in the recovery tube. Over 40 1mm x 1.5 mm x 40 µm Ce3Al
MG samples are stacked together with 6 µm epoxy between them to achieve a total 3 mm
thickness. After the unconstrained plasma-induced shock wave passes through the stack,
the shocked samples are propelled into the silica aerogel behind for a soft recovery without
secondary effects. Vent holes prevent gas pressure build-up behind the sample stack.
tion, radiation transport, and material strengths and EOS. Input into the Hyades simulation
are the thicknesses and EOS of materials in order of shock wave progression and drive
laser energy, shape, and timing. Outputs of Hyades simulations include the temperature,
pressure, and particle velocity at different time increments.
A one-dimensional Hyades simulation of the 50 J Omega laser shock-compression ex-
periment was performed [257] using the known laser energy and temporal profile, and Al
as a representative sample material. The results allowed for an approximation of the peak
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pressure value induced at the top and subsequent layers of the sample stack.
3.4 Phase and Atomic Structure Characterization and Analysis
The initial Ce3Al MG, as well as those thermally crystallized and recovered after shock-
compression, were characterized using multiple techniques to observe macro and atomic
structure changes. Synchrotron X-ray diffraction experiments were used for direct XRD
and Rietveld analysis of crystalline phases. The XRD data was converted to the total
structure factor and reduced PDF using the atomic scattering factor for the composition.
The reduced PDF was converted to total PDF. Synchrotron extended X-ray absorption fine
structure (EXAFS) measurements were performed to determine the Ce-specific partial PDF.
Structure factor and partial and total PDF data were used to characterize SRO and MRO
atomic structure changes. Transmission electron microscopy measurements of the ther-
mally crystallized sample allowed for characterization of the grain size and validation of
Rietveld analysis values. Atom probe tomography was used to measure elemental distri-
bution with nm resolution to determine if there were any heterogeneous distributions. The
following sections will discuss the methodology for each of these techniques.
3.4.1 X-Ray Diffraction (XRD) Analysis
The unprocessed initial, thermally crystallized, and Omega laser shock-compressed Ce3Al
MG samples were characterized via two-dimensional XRD at the X-7B beamline at the
National Synchrotron Light Source (NSLS) with x-ray energy of 38.8 keV corresponding
to an X-ray wavelength of 0.320 Å. Omega laser shock-compressed Ce3Al MG samples
were held together in a stack after recovery and separated into sections representing general
regimes of depth. When measuring a sample stack, only the top layer was characterized.
To achieve this and avoid XRD of the lower layers, X-rays were scattered off the sample
at a glancing angle. Figure 3.15 shows a schematic of this setup as well as pictures of
the actual synchrotron setup and sample mount. Diffracted X-ray intensity in transmission
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across the top surface of the samples was recorded by a two-dimensional Si detector placed
perpendicular to the incident beam. The detector was positioned 120.56 mm away from the
specimen to allow for high-angle measurements and limit scattering off other materials. To
avoid diffraction off lower layers, measurements for each sample were gathered iteratively
through micrometer increases in stage height from a position where only air was detected
until significant fractions of sample were detected.
Figure 3.15: Schematic (left) and photo (right) of setup used for NSLS X-ray diffraction
experiments. An image of the sample stage (bottom) illustrates the size of the samples
relative to tweezers and the stage. X-rays scattered off the sample are measured with a 2D
silicon detector. A glancing angle ensures only the sample is probed.
The unprocessed initial and Nd:YAG laser shock-compressed Ce3Al MG samples were
characterized via XRD at the 28-ID-2, XPD beamline at the National Synchrotron Light
Source 2 (NSLS-2), with x-ray energy of 40.21 keV corresponding to a wavelength of
0.308 37 Å. In order to measure a high throughput of samples, a sample holder was de-
veloped that facilitated preparation of multiple samples at once. Measurements were then
performed using an automated script and remote controlled stage. Because only individual
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samples were measured at once (not stacks), X-ray diffraction was performed with trans-
mission through the thickness of each sample. The X-ray beam was an ellipse with 1 mm
major axis width, allowing for relatively close sample placement while avoiding any inter-
fering sample scattering. Figure 3.16 shows images of the setup and sample holder used for
these NSLS-2 experiments. Two-dimensional X-ray diffraction intensities were gathered
with the two-dimensional Si detector. The detector was positioned 200.63 mm away from
the sample specimen to allow for relatively high-angle detection and limit scattering off
other materials. A beam block was placed in the center to avoid erroneous data from the
high intensity source X-rays.
Figure 3.16: Photo of the setup used for NSLS-2 X-ray diffraction experiments. The source
X-rays, samples, beam blocker, and two-dimensional Si detector are all visible. Inset shows
the circled sample holder and representative samples. X-rays penetrate the sample through
the thickness to allow for significant sample volume characterization. Scattered X-rays are
measured with the 2D detector. Multiple samples were prepared at once on low-scatter
kapton tape and moved between using an automated stage.
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For both NSLS and NSLS-2 measured two-dimensional XRD data, a digital mask was
either provided or created that removed effects of scattering off the detector or sample
holder and erroneous detector pixels. The two-dimensional XRD data was then integrated
using the Fit2D software package [258, 259, 260] to one-dimensional XRD data. The
resulting one-dimensional XRD data x-axis values were then converted from the 2θ repre-
sentative of the synchrotron wavelengths to Cu K-α 2θ values using Equation 3.8, which





where q is the wavenumber and λ is the wavelength. Values of 2θ can be converted for
different wavelengths using this equation.
The converted Cu K-α XRD data was analyzed using the HighScore Plus XRD data
analysis software [261]. Reference powder diffraction files for Ce-Al compounds were
gathered from the XRD database at Oak Ridge National Laboratory. A model for the
Ce3Al FCC phase formed at large hydrostatic pressures [45] was created in the Balls &
Sticks software [235] from the authors’ provided structural details and exported as a CIF
for use with HighScore Plus software. Peak and phase fitting was performed using these
reference powder diffraction files and the measured XRD data.
Rietveld Analysis
Crystalline sample XRD data from NSLS and NSLS-2 experiments were further analyzed
using the Rietveld analysis method in the HighScore Plus software. A detailed review and
step-by-step guide for the methodology used in this analysis can be found at the MIT Cen-
ter for Materials Science and Engineering X-ray Diffraction Education Resources website:
http://prism.mit.edu/xray/education/downloads.html. Refined phase structures facilitated
determination of lattice parameters, anisotropy, and densities. Williamson-Hall plots gen-
erated from the peaks provided information about grain size and strain. Values for preferred
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orientation, determined using the March-Dollase parameter [262], indicate either prefer-
ences or avoidance of particular directions as positive or negative deviations from the value
of 1. Percent deviations are used as representations of degree of preferred orientation.
3.4.2 Structure Factor
The measured two-dimensional scattering intensities from NSLS and NSLS-2 experiments
were also integrated into one-dimensional diffraction data with respect to the wavelength-
independent wavenumber. These data sets were converted to the total structure factor S(q)
via Equation 2.1 (Chapter 2) and the PDFgetX3 software [263]. The PDFgetX3 software
utilizes a database of known element properties with given compositions to define the
atomic scattering factor for the composition. Parameters for conversion were iteratively
changed to optimize for data signal and avoid noise, low q erroneous data, or Fourier trans-
formation termination ripples [264]. For NSLS data, the maximum q cutoff was chosen to
be 17.5 Å−1 and minimum q 1.2 Å−1. For NSLS-2 data, the maximum q cutoff was cho-
sen to be 10 Å−1 and the minimum q 1.25 Å−1. Background scaling was optimized for each
sample in comparison to representative empty scans measured with each setup. Fluctuating
X-ray intensities with time at the synchrotron necessitated different scale factors.
For amorphous samples, the position of the first maxima in the structure factor were
converted to atomic volume using the relation shown in Equation 2.2 (Chapter 2). These
atomic volumes were converted to densities by a dimensional analysis based on the method-





(ρ [g/cm3] ·NA [atom/mol])
· (1024 Å3/cm3) (3.9)
where va is the atomic volume, ρ is the density, MCe3Al is the composition-averaged molar
mass, and NA (= 6.022 · 1023 atom/mol) is Avogadro’s number.
91
3.4.3 Pair Distribution Function (PDF)
As described in Chapter 2, the structure factor can be directly converted to the reduced
atomic pair distribution function (PDF) via Fourier transform. Additionally, the measured
XRD data can be converted to the reduced PDF in a similar manner as the structure factor






q · I(q) sin(qr)dq, (3.10)
where G(r) is the reduced PDF, r is the radial distance, and I(q) is the measured data as a
function of wavenumber q.
XRD data from NSLS and NSLS-2 experiments were converted to reduced PDFs using
the PDFgetX3 software [263] during the same step as the conversion to structure factor.
The short distances between sample and two-dimensional Si detectors used for XRD mea-
surements allowed for high 2θ angle detection and associated high q resolution in the PDF.
The reduced PDF G(r) may also be expressed as a function of the total PDF as shown
in Equation 3.11 below.





q · I(q) sin(qr)dq, (3.11)
where r is the radial distance, ρ0 is the average atomic number density, and g(r) is the pair
distribution function.
The reduced PDF was converted to the PDF by utilizing the limit wherein as r → 0,
g(r) → 0 due to no elemental bonds existing that are smaller than a single atom diameter.
Therefore as r → 0, G(r)→ −4πrρ0. For each measured sample, G(r) was evaluated at r
smaller than the first peak of the reduced PDF. These values were used to calculate ρ0 for
each sample. Knowing the average atomic number density, the PDF was calculated from
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the rearranged Equation 3.11 shown as Equation 3.12 below.




Of note, amplitudes of the structure factor and PDF are converted using an arbitrary
scale factor within the PDFgetX3 software. Therefore, no meaning can be gathered by
comparing amplitudes between experiments, and the coordination number cannot be accu-
rately calculated from converting the PDF to the radial distribution function. Details for
using PDFgetX3 and the calculated scale factors and average atomic number densities are
provided in Appendix C.
3.4.4 Extended X-ray Absorption Fine Structure (EXAFS)
Extended X-ray Absorption Fine Structure (EXAFS) experiments were performed at the
X3B beamline of NSLS for the initial Ce3Al MG, thermally crystallized ribbon, and two
different Omega laser shock-compressed samples representative of low and high pressures.
X-ray beam energies were varied from 5622 to 6164 eV around the Ce L3 absorption edge
of 5723 eV. Samples were measured in fluorescence configuration while held in kapton
tape. An automated stage and camera facilitated remote movement between samples. A
vanadium reference sample was used for internal energy calibration. Figure 3.17 illustrates
the setup schematically and with photographs of the room and sample configuration. Fluo-
rescence alignment detects X-ray fluorescence produced as electron “holes” are filled after
X-ray absorption causes ejection of electrons. This indirect measurement of the amount of
absorbed X-rays allows for characterization of the surface of samples and permitted mea-
surement of the recovered Omega laser sample stacks without concern that deeper layers
affected the results. The copper holder for the samples does not meaningfully interact with
the X-rays with the utilized beam size and at the given energy. Scattering of fluorescent X-
rays from the sample on the path to the detector is representative of the atomic structure of
the sample. Tuning the energies around an elemental absorption edge results in preferential
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fluorescence from only one element in the composition and causes structural measurements
to be meaningfully representative of only bonds with those elements.
Figure 3.17: Schematic (left) and photo (right) of the setup used for NSLS extended X-
ray absorption fine structure (EXAFS) experiments. The source X-rays, monochromator,
samples, transmitted X-ray detector, and fluorescence detector are all visible. Inset shows
a detailed view of the circled sample holder and representative samples. X-ray energies
are filtered by the monochromator and varied through a range around a chosen absorption
edge. Measured fluorescence, in fluorescence detection mode, represents the amount of
electrons ejected due to absorption of X-rays. Interactions of fluorescent X-rays with the
atomic structure results in structurally representative changes in detected X-ray intensities.
Multiple samples were prepared at once on low-scatter kapton tape and an automated stage
was used to move between samples.
Data was processed using the Athena software of the Demeter software package [266].
Measured values exclusively represent the partial pair distribution function for the Ce-Ce
and Ce-Al bonds. EXAFS data is comparable to itself when processed the same way, but
a shift is needed to compare it to the absolute radial distance values of PDF measurements
from total scattering. Because the same data processing variables are used for all samples,
all observed changes are meaningful. Relative peak position shifts represent differences in
bond lengths. Increases in peak heights are indicative of increased bonds of that length and
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type.
3.4.5 Atom Probe Tomography (APT)
Atom probe tomography (APT) experiments were performed at the Center for Nanophase
Materials Sciences (CNMS) at Oak Ridge National Laboratory (ORNL) using a Cameca
Instruments Local Electrode Atom Probe (LEAP) 4000X HR. Initial Ce3Al MG and high-
pressure Omega laser shock-compressed Ce3Al samples were characterized. APT samples
were prepared via focused ion beam (FIB) lift-outs and FIB-milling into a needle. Fig-
ure 3.18 shows a representative APT needle sample.
Figure 3.18: Scanning electron microscope (SEM) image of a needle of Ce3Al MG pre-
pared from a ribbon sample by FIB lift-out and milling into the shape of a needle.
In APT, atoms are individually removed from a needle tip, and the time-of-flight is mea-
sured to determine the element type. The area of detection on a circular detector is used to
recreate the initial atomic position. Statistical analysis of the data was performed with the
help of Dr. Jonathan Poplawsky at CNMS. Three-dimensional proxigrams were created,
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and calculations of the atomic frequency distributions in the needles were performed to
determine the homogeneity of the elemental composition distribution. Data from implan-
tation of Ga ions into the outer surfaces of the sample from FIB-milling was discarded.
3.4.6 Transmission Electron Microscopy
Transmission electron microscopy (TEM) was performed for the thermally crystallized
Ce3Al sample using the facilities at the CNMS. Due to the amorphous structure and Al
content, FIB sample preparation was found to implant Ga ions and disrupt accurate mea-
surements. Sample preparation was performed using mechanical polishing, dimpling, and
low temperature ion milling to avoid Ga implantation. Cross-sectional samples were pre-
pared to evaluate changes throughout the bulk of the sample. Figure 3.19 illustrates the
steps used for this TEM sample preparation methodology. Samples were initially cut, sand-
wiched between Si pieces, and then epoxied together. The sandwich was then rotated and
placed in a C ring with epoxy. Each epoxy step included curing at 423 K for 1-2 hours.
Samples were then manually polished down to ∼75 µm thicknesses and dimpled to reach
sub-micrometer thickness in the center. Ion milling was performed at cryogenic tempera-
tures to reduce the center to sub-nanometer thicknesses for electron transparency. Heating
during curing may have caused some grain growth in the sample.
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Figure 3.19: Transmission electron microscopy (TEM) cross-section sample preparation
steps. The thermally crystallized Ce3Al sample was separated into smaller pieces, sand-
wiched between Si, and epoxied together. This sandwich was then placed in a C ring for
TEM imaging and epoxied in place. The sample package was polished down to ∼75 µm
thicknesses and dimpled to reach sub-micrometer thicknesses in the center. Cryogenic ion




THERMAL CHARACTERIZATION OF CE3AL METALLIC GLASS
4.1 Overview
This chapter presents and discusses the results of the thermal characterization of Ce3Al MG
and structural characteristics of the thermally crystallized Ce3Al MG ribbon. It is found that
the activation energy for the onset of crystallization is lower than that of peak crystalliza-
tion, the Arrhenius rate constant is 4.3× 1019, and the reduced glass transition temperature
Trg is 0.43 while the fragility m is ∼11.8. These values indicate nucleation of crystallites
is thermodynamically preferred and growth is kinetically limited. Therefore, it is expected
that crystallization will occur easily but result in very small crystallites. The crystallization
pathway is two-stage, but only α-Ce3Al is observable after completion, indicating that the
first stage of crystallization is only metastable. Lattice parameters and bond lengths for the
crystalline phase are all shorter than the reference, as is common with nanocrystalline met-
als formed from MGs. Crystallization appears to occur via 2D plate-like growth according
to the Avrami model and dimensionality constant calculations, although these calculations
may not be conclusive. This trend is also observable in TEM bright field images and may
be the cause of [020] preferred orientation in SAED analysis. However, XRD preferred
orientation analysis indicates that there is a small amount of preference for [002] direction-
ality in the bulk sample, indicating there is mixed growth behavior or texturing. The high
frequency factor constant k0 and low activation energy for the glass transition are indicative
of a large number of GUMs in the structure and a low barrier for structural relaxation into
a denser glass.
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4.2 Motivation and Approach
This chapter provides information about the thermal characteristics and crystallization be-
havior for the Ce3Al MG. Details of the thermal characteristics are valuable for determin-
ing the stability of the MG and the mechanisms for crystallization under purely thermal
conditions. Characterization of the structure provides information about the thermodynam-
ically preferred phases which form with only thermal driving forces and a baseline for
the associated microstructure of the crystalline phase(s). These properties provide a use-
ful comparison for the structures observed under various thermal and shock-compression
loading conditions as differences may be indicative of non-thermodynamically-preferred
mechanisms leading to the structural changes induced via shock-compression.
Differential scanning calorimetry and thermogravimetric analysis experiments were
performed using the Netzsch DSC 404 F1 at multiple heating rates and TA Instruments
SDT Q600 TGA at 20 K/min, as described in Section 3.2. DSC scans at heating rates of 20
K/min at temperatures up to 960 K (above the 931.4 K melting temperature) were used to
determine the glass transition, crystallization (onset and peak), and melting temperatures,
and confirm the amorphous structure. Thermal treatment at 20 K/min up to 763 K (above
the final crystallization peak temperature of 490.8 K) was used to crystallize samples for
subsequent characterization of thermally-induced crystalline structure and grain size. Re-
peat scans at 20 K/min up to 763 K were performed on previously crystallized samples to
determine if there was any remaining glass content or visible grain growth of crystallites
after ambient cooling. TGA scans were performed to determine when oxidation occurs.
Scans performed at 1, 5, 10, 15, and 20 K/min up to 763 K were used for thermal
analyses that allowed for calculations of the activation energy for the glass transition and
crystallization, fragility, and the frequency factor k0, Avrami n, and dimensionality D con-
stants for crystallization. Section 3.2 details the equations used for thermal property cal-
culations. The glass transition and crystallization onset temperatures are determined from
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the intersection of a fit to the slope of the data before onset and the data during the phase
change. Peak crystallization temperatures are determined from traditional peak fits. All
temperatures were determined using the Netzsch Proteus Thermal Analysis software (more
details are available in Appendix A.1).
The structural characteristics of crystallized samples was performed using HRTEM af-
ter sample preparation as described in Section 3.4.6. The hot stage was held at 423 K
and samples remained on the stage for ∼ 3 hours, potentially causing extra grain growth.
Samples which were not heated after the initial crystallization were characterized using
XRD as described in Section 3.4.1. The traces were compared with the reference α-Ce3Al
hexagonal phase as well as the FCC phase observed to form under elevated hydrostatic
pressures [176, 31] for phase identification. Rietveld and Williamson-Hall analyses were
performed to determine the lattice parameters, anisotropy, grain size, and strain of the crys-
talline phase. Grain size values from Rietveld analysis of XRD data were compared and
validated against TEM grain size values.
XRD traces were converted to the PDF (as described in Section 3.4.3) for comparison
with the reference α-Ce3Al bond lengths shown in Table 3.1 and plotted in Figure 3.6. EX-
AFS measurements were performed on the same thermally crystallized sample to determine
if any Ce-specific SRO changes from the initial Ce3Al MG were observable.
4.3 Results of Thermal Analysis
Figure 4.1 shows the TGA scan data plotted as percent of weight (relative to the initial
weight) at temperatures from 20 to 1400 °C. There is no visible oxidation or weight gain
until well above 300 °C, indicating the second exothermic event (starting at 454.8 K or
181.65 °C at 20 K/min) observed in the DSC (Fig 3.3) is likely not oxidation. Nitrogen
should be more reactive than the Ar gas used in the DSC studies, so it is unexpected that
there would be an oxidative event that is missed due to using a different gas. The higher
temperature weight gain (at ∼500°C) may be due to a nitride formation which does not
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occur in Ar. Samples prepared for characterization of the thermal crystallization behavior
were heated at 20 K/min up to a final temperature of 763 K (489.85 °C), which is below
the onset of weight gain. Therefore, no significant oxidation of these samples should have
occurred.
Figure 4.1: Thermogravimetric analysis of changing weight for Ce3Al MG samples when
heated at 20 K/min in 100 mL/min of nitrogen gas in an alumina pan. Clear weight gain is
visible starting at ∼500°C. Nitrogen should be more reactive than the Ar gas used for DSC
studies.
Figure 4.2 portrays the DSC traces for heating rates of 1, 5, 10, 15, and 20 K/min.
The observed thermal event onset temperatures are each indicated by vertical lines: glass
transitions are short dots and crystallization onsets are dashes. Crystallization peak tem-
peratures are not labeled for clarity. As the heating rate increases, the temperature for the
thermal events also increased, as expected. The measured values for each thermal event are
tabulated in Table 4.1.
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Figure 4.2: Logarithmic plot of differential scanning calorimetry data for the Ce3Al MG
heated at 1, 5, 10, 15, and 20 K/min. Y-values are offset for visibility. The glass transition
onset temperature, Tg, is evident in the shoulder prior to the more exothermic crystalliza-
tion onset, Tx. Increasing the heating rate increases the temperature at which events occur,
representative of the activation energy of the thermal event. The temperatures for the on-
set of thermal events are indicated by lines: short dots for glass transition and dashes for
crystallization onset. Crystallization peak temperatures are not labeled for clarity.
Table 4.1: Measured temperatures for the glass transition, onset of crystallization, and peak
of crystallization at the heating rates of 1, 5, 10, 15, and 20 K/min.
Heating Rate Tg Tx1 Tpeak1 Tx2 Tpeak2
1 K/min 362.9 K 408.8 K 414.0 K n/a n/a
5 K/min 387.6 423.4 K 427.6 K 435.4 K 486.9 K
10 K/min 395.5 K 430.2 K 433.4 K 445.2 K 487.2 K
15 K/min 400.7 K 433.9 K 437.0 K 450.8 K 489.4 K
20 K/min 403.4 K 436.0 K 438.9 K 454.8 K 490.8 K
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Figure 4.3 shows the initial heating trace for samples heated at 20 K/min to 763 K as
well as the repeated DSC trace when reheated at 20 K/min to 763 K after cooling. No
thermal events are visible upon reheating, indicating there is no grain growth observed at
this heating rate up to 763 K.
Figure 4.3: Plot of differential scanning calorimetry data for the Ce3Al MG heated at 20
K/min up to 763 K, cooled to room temperature, and heated to 763 K again. No thermal
events are visible during the second heating, indicating there is no observable grain growth
exothermic event.
4.3.1 Activation Energy and Crystallization Behavior
The fraction crystallized at a given temperature for different heating rates is calculated
from the fraction of the area under the crystallization peak. The total area under the first
crystallization peak was calculated using the initial and subsequent onsets of crystallization
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as boundaries. Figure 4.4 plots the percents crystallized as a function of temperature for
the 5 K/min, 10 K/min, 15 K/min, and 20 K/min heating rates.
Figure 4.4: Plot of the fraction crystallized at various temperatures for the heating rates of
5, 10, 15, and 20 K/min. All traces follow the typical S-curve.
For the Ozawa relation (Equation 3.1), only the first crystallization event was consid-
ered. Multiple temperatures were chosen from the data in Figure 4.4 for comparison of
percent crystallized at different heating rates. Figure 4.5 plots the fraction crystallized at
these temperatures for the different heating rates in the format of ln(−ln(1− x)) vs ln(β)
as per the Ozawa relation [238]. The best linear fits to the data (for 439 and 440 K) give
values for the slope of approximately 3 or 2.5. As the Avrami constant can only be an
integer, it appears the Avrami constant n is approximately 3, meaning the dimensionality is
D 2 and thermal crystallization occurs via disk-like growth. However, this Avrami analysis
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of growth behavior may not be conclusive.
Figure 4.5: Plots of the fraction crystallized at 438, 439, and 440 K for the heating rates of
10, 15, and 20 K/min. Linear fits to the data are shown as well. The slope of linear fits to
the data is a direct measure of the Avrami constant. There appears to be some fluctuation
in the value around 3.
Knowing the Avrami number and dimensionality, Equation 3.3 can be used to calculate
the activation energy for crystallization. Plotting ln(β/T 2peak) vs 1000/Tpeak for different
heating rates and the associated peak crystallization temperatures for the first crystallization
event, the slope is −(D/n)(EcrystA /R). Figure 4.6 shows this Matusita modified Kissinger
relation [240, 241] for Ce3Al MG. A linear fit to the data gives a slope of -20.8. With the
known values of D = 2, n = 3, and R of 8.31446 kJ/(K ·mol), the activation energy for
crystallization is EcrystA = 259kJ/mol.
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Figure 4.6: Matusita modified Kissinger plot for Ce3Al MG. The natural log of the heating
rate normalized by the measured peak temperature for crystallization squared is plotted
against the peak temperature for crystallization. The slope of the linear fit to this data allows
for the determination of the activation energy for crystallization (EcrystA = 259kJ/mol).
The activation energy for crystallization can also be calculated from the Augis and
Bennett relation in Equation 3.2. Plotting ln(β/Tpeak) vs 1000/Tpeak, the slope of the
linear fit is −(EcrystA /R) and the intercept is ln(k0). The frequency factor, k0, provides
an indication of the number of nucleation sites present in the material for crystal growth.
Figure 4.7 shows the result of the Augis and Bennett relation applied to the Ce3Al MG
data. The slope of the linear fit to the data is -21.2, and the intercept is 45.2. Therefore, the
activation energy for crystallization EcrystA is 176 kJ/mol, and the value for k0 is 4.3× 1019.
The frequency factor value k0 is higher than many other glasses [237, 267], indicating a
higher number of nucleation sites or GUMs than many other glasses. The high frequency
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factor and low activation energy for crystallization together represent a relatively low glass
stability and an expected high nucleation rate with concomitant small, nucleated grains.
Figure 4.7: Augis and Bennett plot for Ce3Al MG. The natural log of the heating rate
normalized by the measured peak temperature for crystallization is plotted against the peak
temperature for crystallization. The slope of the linear fit to this data allows for the determi-
nation of the activation energy for crystallization (EcrystA = 176kJ/mol) and the frequency
factor for crystallization (k0 = 4.3 · 1019).
Using the general form of the Kissinger equation (Eqn 3.4), the activation energy for
each of the thermal events can be compared. Figure 4.8 plots the data for the glass tran-
sition temperature, onset of first crystallization, first crystallization peak, onset of second
crystallization, and second crystallization peak temperatures in the Kissinger relation for-
mat as a function of heating rate using data from Table 4.1. The activation energy can be
calculated from the slope via the formula Ea = −slope × R, where R is the gas constant
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8.31446 kJ/(Kmol). The activation energies for each of these events calculated using
the Kissinger method as well as the derived values from other methods are presented in
Table 4.2.
Figure 4.8: Kissinger plots for the glass transition, Tg, crystallization onset, Tx1 and Tx2,
and peak crystallization, Tpeak1 and Tpeak2, of the Ce3Al MG. Equations for linear fits to
the data were used to calculate the activation energy for each thermal event.
It can be seen that the activation energies for the initial crystallization increase as more
factors are taken into account in the model, e.g. with the Matusita modified Kissinger
model, as is seen in other systems [114]. However, only the general form of the Kissinger
model allows for comparisons of activation energies for the different thermal events. There-
fore the discussion of activation energies will focus on those from the general Kissinger
model. The large activation energy for the second crystallization event is not indepen-
dently unusual, but it is unusually greater than that for the other thermal events [114]. A
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Table 4.2: Calculated thermal properties from DSC data for Ce3Al MG using the Ozawa
[238], Matusita modified Kissinger [240, 241], Augis & Bennett [239], and General
Kissinger equations.
Property Ozawa Matusita Kissinger Augis & Bennett Gen. Kissinger
Ega n/a n/a n/a 84.8 kJ/mol
Ex1a n/a n/a n/a 157 kJ/mol
Epeak1a n/a 259 kJ/mol 176 kJ/mol 176 kJ/mol
Ex2a n/a n/a n/a 114 kJ/mol
Epeak2a n/a n/a n/a 580 kJ/mol
k0 n/a n/a 4.3× 1019 n/a
n 3 n/a n/a n/a
D 2 n/a n/a n/a
higher activation energy for the peak of crystallization than onset of crystallization is in-
dicative of greater difficulty in grain growth as compared to nucleation, indicating that the
resulting grain sizes should be particularly small. Both the onset and peak crystallization
activation energies are relatively low, indicative of a poor glass former which easily crystal-
lizes. Similarly, the high rate constant k0 is indicative of a large number of nucleation sites,
indicating easy nucleation. An Avrami constant of 3 and dimensionality of 2 indicates that
the growth may occur in a two-dimensional disk-like fashion, potentially inducing distorted
lattice parameters for very small grains. From these thermal analysis results, the thermally
crystallized sample might be expected to have a structure which has nanometer-scale grains
with distorted lattice parameters. The activation energy for the glass transition is indicative
of the energy barrier for relaxation [268], and a low value is indicative of a low barrier for
structural relaxation and the associated reduction of GUMs and increased densities.
4.3.2 Fragility of the Metallic Glass
The fragility of the glass m, an indicator of the resistance to the kinetics of crystallite
growth in a glass, can be calculated from the thermal properties and two main equations:
the Vogel-Fulcher relation (Equation 3.5) and subsequent calculation from fit parameters
and Equation 3.6, or directly from the activation energy, glass transition temperature, and
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Equation 3.7.
The Vogel-Fulcher equation parameters can be determined from a plot of ln(β) vs Tg,
where the data is fit by an equation of the form ln(B) − AT0
Tg−T0 . Figure 4.9 shows the
measured data and two fit lines. There is significant variability possible and no perfect fit
to the data. Comparing the two fits, the lowest variability in values occur when the A is
constrained to have lower values, but that does not necessarily make it the correct value.
The resulting values that match the best fit are A = 1.2 or 2, ln(B) = 8.1 or 9.6, and
T0 = 327 or 310, which are relatively close to those seen in literature for other glasses,
where La-based glasses have large error in data fits [243].
Figure 4.9: Vogel-Fulcher fit to measured Tg values at different heating rates. Multiple
lines are fit using the Vogel-Fulcher relation with seemingly similar error. No perfect fit
seems to be possible.
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Using the fitted Vogel-Fulcher values and Equation 3.6, the fragility is calculated to be
either 11.8 or 12.5. These fragility values are particularly low, indicating a strong kinetic
resistance to crystallite growth. The large error in the fits brings these values into some
question. Hence, Equation 3.7 is also used to calculate the fragility for comparison. This
equation, evaluated with the activation energy from Table 4.2 and 20 K/min glass transition
temperature from Table 4.1, results in a fragility value of 11.0, which is in surprising agree-
ment with the value calculated from the Vogel-Fulcher method, indicating that the values
are likely accurate.
4.4 Structural Characteristics of Thermally Treated MG
Ce3Al MG samples heated at 20 K/min up to 763 K (above the final crystallization peak
temperature of 490.8 K) were characterized using TEM, Synchrotron XRD (and converted
PDF), and Synchrotron EXAFS. TEM samples were heated again at 423 K for ∼ 3 hours
prior to analysis. The results of each of these characterization techniques are presented in
the following sections.
4.4.1 TEM Analysis
Figure 4.10 illustrates the low magnification microstructure observed via STEM and EDS
in the thermally crystallized sample. The boxed region is where the EDS maps were taken
for Ce and Al. There are many domain-like regions visible which at first glance appear to
be grains but actually correlate to regions of material surrounded by areas of few atoms, as
seen in the EDS images. This is likely caused by phase separation which occurred during
the two-stage crystallization. The regions which are observed to have fewer atoms would
have been preferentially thinned during ion milling. Therefore, these regions must have had
a structure more easily thinned, indicating the phase in these regions was of lower stability
than the rest of the sample. These results indicate small amounts of the first metastable
crystalline phase are retained in these domain-like edge regions which were subsequently
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preferentially thinned during TEM sample preparation. More studies are needed to charac-
terize the structure, amount, and distribution of this metastable phase.
Figure 4.10: Low magnification STEM image (left) of thermally crystallized Ce3Al ribbon,
with EDS mappings for Ce and Al (right) taken from the boxed area of the STEM image.
Dark areas of the STEM image correspond to areas with few Ce or Al atoms in the EDS
mappings, indicating they are dark due to having fewer total atoms in the area. Dark ar-
eas may have been preferentially ion-milled due to phase-separation during the two-phase
primary crystallization.
At higher magnifications, the domain-like structures are also visible in bright field TEM
images as areas that are lighter or darker, according to the thickness. Figure 4.11 illustrates
an example of a bright field image showing many nanoscale crystallites (< 10 nm) visible
as dark spots. The associated dark field image is also shown, with the bright spots indicating
the nano-crystallites.
Figure 4.12 shows a high magnification view of the structure, wherein the crystallites
are clearly visible to be on the order of 10 nm or smaller, with the average grain size being
6.3 nm and standard deviation of 2.4 nm. By measuring the distance between atomic planes
visible in this image, the values for d-spacing are found to be 3.5, 2.9, 3.2, and 2.9 Å which
match well with the α-Ce3Al d-spacings of 3.53 and 3.05 Å. The 3.2 and 2.9 Å values
perhaps indicate decreased atomic lattice parameters. The overall crystallite geometries
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appear to resemble those of the 2D format as shown in Figure 2.7 from Section 2.2.3. This
matches the dimensionality calculated from thermal analysis which indicated there may be
predominantly 2D crystallite growth.
Figure 4.13 shows the corresponding select area electron diffraction (SAED) image for
the region in Figure 4.11. The diffraction pattern indicate that the thermally crystallized
sample has preferred orientations. The main rings were identified and the radii measured.
Taking into account the camera constant of 58.6, the d-spacings were calculated and are
provided in Table 4.3. Unfortunately, the phase could not be identified from this SAED.
The values fit well to a cubic system with a lattice parameter of 6.3 Å, but lattice parameters
for HCP structures are difficult to independently calculate for many of the possible planes
from individual d-spacing values. For the [hkl] values of HCP which allow for direct
calculation of a lattice parameter from one d-spacing value (e.g., [110], [200], [002], etc.),
the d-spacings can correspond to either an “a” lattice parameter of 6.47 or 7.33 Å and
a corresponding “c” lattice parameter of 5.2 or 5.7 Å. The α-Ce3Al lattice parameters
are 7.04 and 5.45 Å for “a” and “c” respectively. As such, the diffraction rings may
correspond to the α-Ce3Al phase with either larger or smaller lattice parameters than the
reference. If a hexagonal phase is the correct fit, the brightest rings correspond to the [110]
and [020] directions. However, if the α-Ce3Al phase is correct, the brightest ring should
be for the [201] direction [236], indicating that there is preferred orientation in the [110]
and [020] directions in this sample. This appears to match the thermal analysis prediction
and TEM bright field observation of 2D crystallite growth as it could indicate formation
of more planar-like structures (for a hexagonal phase). It could also be representative of
texturing within the material.
4.4.2 XRD Analysis
Figure 4.14 shows the XRD trace of the thermally crystallized Ce3Al samples upon heating
at 20 K/min up to 763 K (above the final crystallization peak temperature of 490.8 K). The
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Table 4.3: Calculated d-spacings from the SAED pattern shown in Figure 4.13. The camera
constant of 58.6 is divided by radius values in mm to directly calculate the d-spacing value
in Å.








amorphous structure was fully transformed into crystalline phase(s). Phase analysis results
show that there is only one phase, α-Ce3Al. This indicates that the two-stage primary
crystallization creates first a metastable phase and then converts all of that phase into α-
Ce3Al. Rietveld analysis was performed to optimize the structural parameters. The fit
α-Ce3Al reference pattern peak positions are overlaid with vertical red lines. Differences
in peak center at low angles are accounted for with peak shape parameters in Rietveld
analysis.
Table 4.4 provides the Rietveld-analysis-derived structural parameters for the α-Ce3Al
phase. The preferred orientation is determined using the March model from Dollase [262].
The percent of preferred orientation is determined from the fit parameter in HighScore Plus
[261], where a positive value represents preference and a negative avoidance. The grain size
of 6.2 nm matches very well with the value calculated from the TEM data. The preferred
orientation away from [020] oddly contradicts the TEM SAED data, potentially indicating
a decreased preference for plate-like growth or [002] texture in the bulk. The lattice pa-
rameters are lower than those of the reference, indicating the sample has d-spacing values
smaller than the reference, matching the TEM data. Smaller lattice parameters and very
small grain sizes is not unexpected for crystallization of MG, as discussed in Section 2.2.3.
The density is calculated from the ideal unit cell. The decreased lattice parameters result in
a smaller unit cell and higher density.
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Table 4.4: Rietveld analysis derived parameters for the α-Ce3Al phase fit to the measured









c | a (Å)
α-Ce3Al 6.59± 0.01 6.2 ± 0.3 [020] | -10± 5% 5.380± 0.005 | 6.958± 0.004
4.4.3 PDF Analysis
Figure 4.15 plots the PDF trace for the thermally crystallized Ce3Al ribbon as compared to
the initial Ce3Al MG PDF shown in Fig 3.5 and superimposed in Fig 4.15. The thermally
crystallized data is the solid line and the initial MG data is a dashed trace. Crystallization
leads to clear MRO and LRO evolution in the PDF with many peaks appearing and sepa-
rating up to 30 Å. The peaks are all narrower, indicative of the smaller bond-length ranges
for crystalline lattice planes. Residual broadness to the peaks as compared to an ideal
crystalline material may be indicative of the lattice distortion observed in XRD analysis.
Figure 4.16 plots a magnified view of the first 10 Å of the PDF from Figure 4.15 with
the reference bond-lengths for α-Ce3Al from Table 3.1 overlaid on top. There is clear
separation of peaks as compared to the initial Ce3Al MG, representing elevated order. An
increased peak amplitude around 4.9 Å paired with a narrowing of the first peak indicates
a rearrangement of atoms from the SRO into a second nearest neighbor MRO position.
Occupied bond lengths for the measured crystalline phase are shorter than those of the
reference α-Ce3Al, potentially indicating the source of shorter lattice parameters observed
in XRD and TEM.
4.4.4 EXAFS Analysis
Figure 4.17 shows the EXAFS-derived Ce-based partial PDF for the thermally crystallized
Ce3Al ribbon (solid line) as compared to the initial Ce3Al MG (dashed line). The first three
peaks of the initial MG are shifted to lower values after thermal crystallization, and the am-
plitude of the first is decreased while those of the second and third increase. The overall
115
structural changes are indicative of ordering into distinct bond-lengths with crystallization,
although the trend appears to result in an overall decrease in packing at short-range. The
observed trend in the partial PDF appears to match the decreased bond-lengths and rear-
ranged amplitudes observed in the first two peaks of the total PDF. The partial PDF shifts
indicate Ce-based bond changes are major components of the thermal crystallization be-
havior.
116
Figure 4.11: 375kX magnification bright field (top) image and associated dark field (bot-
tom) image of thermally crystallized Ce3Al ribbon. Light areas of the bright field image
correspond to the low atom regions seen in Figure 4.10. Dark spots of the bright field image
and bright spots of the dark field image correspond to crystallites that appear to generally
be smaller than 10 nm.
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Figure 4.12: 3.6MX magnification bright field image of thermally crystallized Ce3Al rib-
bon. Grains appear to have predominantly 2D morphology. Average grain size is 6.3 nm
with a standard deviation of 2.4 nm. Measured d-spacings correspond well to the reference
α-Ce3Al phase and a smaller lattice parameter form of the α-Ce3Al phase.
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Figure 4.13: Inverted color select area electron diffraction (SAED) pattern for the region
shown in Figure 4.11. Ring radii correspond to d-spacings shown in Table 4.3. Phase
identification was not perfect, although values indicate the phase may be a distorted form
of α-Ce3Al.
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Figure 4.14: XRD trace of the thermally crystallized Ce3Al MG. The vertical red lines cor-
respond to the hexagonal α-Ce3Al phase powder diffraction file reference. The sharp peaks
which closely match with the reference indicate that thermally crystallizing the Ce3Al MG
results in the formation of the α-Ce3Al phase.
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Figure 4.15: PDF trace of the thermally crystallized Ce3Al ribbon (solid black line) as
compared to the initial Ce3Al MG PDF (dashed olive line). Crystallization is evident as
additional peaks appear up to the maximum 30 Å, indicating increased MRO and LRO.
Peak broadness is indicative of lattice distortions.
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Figure 4.16: Magnified view of the PDF trace of the thermally crystallized Ce3Al ribbon
(solid black line) as compared to the initial Ce3Al MG PDF (dashed olive line). Reference
α-Ce3Al bond-lengths are overlaid for comparison. The first peak is significantly narrower
than the initial MG and shifted to lower radial distances, indicative of a smaller range of
bond-lengths and shorter overall bonds for the nearest neighbor SRO. The peak at 4.9 Å
grew into a large peak, indicating an increased occupation of bonds at that length. Larger
radial distance peaks from the MG separated into multiple peaks and grew, indicative of
the bond order of lattice planes. The bond-lengths appear to be shorter than those of the
reference α-Ce3Al for many of the bonds, potentially indicating the source of observed
lattice distortion.
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Figure 4.17: Partial PDF trace of the thermally crystallized Ce3Al ribbon (solid black line)
as compared to the initial Ce3Al MG PDF (dashed olive line) for Ce-based bonds. The
first three peaks of the initial PDF shift to lower values with thermal crystallization and
amplitude shifts from the first peak into the next two. This is indicative of shorter Ce-Ce




Thermal characterization of Ce3Al MG via TGA and DSC heating at rates of 1, 5, 10, 15,
and 20 K/min shows crystallization occurring in two stages as is representative of primary
crystallization. The analysis indicates that the samples have a low barrier for nucleation
as: the reduced glass transition temperature Trg is low at 0.43; there is a low activation
energy for the onset of each stage of crystallization at ∼157.1 kJ/mol and 113.9 kJ/mol
respectively; the frequency factor for crystallization k0 is high at 4.3 × 1019; and the acti-
vation energy for the onset of crystallization is lower than that for the peak for both stages
of crystallization. There appears to be a strong resistance to crystallite growth, however, as
the fragility is calculated to be∼11.8. The calculated Avrami and dimensionality constants
indicate crystallization occurs throughout the sample in 2D disk-like growth, although this
analysis may not be conclusive. The overall results predict that the thermally crystallized
structure has very small grain sizes with some anisotropy or texturing. There are no thermal
events observed upon reheating the sample after crystallization and cooling, indicating that
the crystalline structure is fairly thermally stable and resistant to growth, as predicted from
the fragility.
Structural characterization of the thermally crystallized Ce3Al ribbons was performed
using TEM, XRD, PDF, and EXAFS evaluations. Phase characterization results indicate
that there is only one phase, the thermodynamically preferred α-Ce3Al hexagonal phase,
after both stages of crystallization are completed. Therefore, the first stage of crystallization
likely results in the formation of a metastable phase which converts to α-Ce3Al during the
second stage. The two-step process may be visible in the TEM wherein narrow regions
were preferentially thinned during sample preparation as might be expected for limited
phase separation during a two-stage crystallization process. Annealing of the samples at
423 K prior to TEM analysis does not appear to have affected the structure; the grain sizes
from TEM match those of the XRD. This correlates well with the thermal stability observed
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in DSC testing. High resolution bright field TEM analysis indicates that grain growth
occurs via 2D crystallization when compared with the reference TEM pattern (shown in
Section 2.2.3). Associated anisotropy is observed in the SAED pattern but is not matched
in the XRD Rietveld analysis results, indicating differences in the bulk vs local preferred
orientations. Bonds appear shorter in the PDF and partial PDF from EXAFS than those
of the initial MG and the reference α-Ce3Al, and these shorter bond lengths correlate with
decreased lattice parameters in the Rietveld results. Relatively significant rearrangement is
observed in the SRO of the thermally crystallized Ce3Al phase as compared with the initial
MG structure. The PDF shows significant growth of the second peak, and the EXAFS-




ND:YAG LASER SHOCK COMPRESSION OF CE3AL METALLIC GLASS
5.1 Overview
Laser shock compression studies on Ce3Al metallic glass were performed using a 3 J
Nd:YAG laser. Shock-induced crystallization was evidenced by presence of a two-wave
particle velocity profile and structural changes revealed by XRD analysis of recovered ma-
terial. A direct shock-compression setup was designed with 25 µm thick Ni driver foil,
40 µm thick Ce3Al metallic glass ribbon, and 3mm thick PMMA backer window for use
with input laser energies varying from 100 to 2000 mJ and corresponding estimated (us-
ing a rule of mixtures equation of state for Ce3Al) peak pressures of 1.4 to 4.1 GPa in
Ce3Al. Below 300 mJ laser input energy and ∼1.8 GPa in Ce3Al, samples were recovered
showing no visual or structural changes evidenced via XRD analysis. At input laser ener-
gies of 400 mJ and ∼1.8 GPa in Ce3Al and above, samples are recovered showing visible
deformation and crystallization evidenced by Rietveld analysis of diffraction patterns ob-
tained from recovered samples. The corresponding velocity profiles also showed a distinct
two wave structure, with the secondary wave increasing in magnitude with energy and the
primary wave maintaining a constant velocity. The overall results reveal possible densifi-
cation of the glass due to delocalization of 4f electrons in Ce at lower laser shock energies
and pressures and increased crystallization with preferred orientation and distortion of the
nanocrystals at higher energies and shock pressures.
5.2 Motivation and Approach
An Nd:YAG laser-driven shock-loading setup was developed, validated, and used to inves-
tigate the shock-compression response of Ce3Al metallic glass. Strain rates achieved with
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this loading condition are on the order of 106 - 107 s−1. The setup allowed for samples
to be safely recovered for post-mortem characterization via optical microscopy and XRD
analysis. Velocity interferometry was also performed to elucidate the characteristics of
shock-wave propagation in the amorphous alloy.
Shock-compression experiments on Ce3Al metallic glass ribbons were performed using
the 3 J tunable energy Nd:YAG laser at Georgia Tech described in Section 3.3.1. Laser
energies were tuned within the range of 100 to 2000 mJ. For each experiment, the input
energy was statistically determined by performing ten measurements of the laser energy at
the sample position just prior to the experiment. The Us-Up equation of state (EOS) for
Ce3Al was calculated from the rule of mixtures and using the shock properties of Al and
Ce. The calculated Ce3Al linear Hugoniot EOS Us = C0 + SUp has constants sound speed
C0 = 1600 m/s and shock S = 1.8312. With the density of 6141 kg/m3, this gives the shock
impedance of 9.826× 106 Pa·s/m.
Figure 5.1(a-d) schematically illustrates the laser setup used for the shock experiments
and the various sample configurations that were developed in this work. As shown in Fig-
ure 5.1(a), the laser beam is shaped and then focused down to a ∼2mm diameter spot size
on the back of a sample package. Experiments were first performed on a baseline sample
package with a glass substrate, 25 µm thick nickel ablator (also serving as the sample), and
a PMMA backer window, as shown in Figure 5.1(b). Next, the experiments were repeated
with the use of a 50 µm thick Ni foil as a reference sample placed between the Ni ablator
and PMMA backer, as shown in Figure 5.1(c). The final set of experiments was performed
with the 50 µm thick Ni foil replaced by 40 µm thick Ce3Al metallic glass ribbon sample as
shown in Figure 5.1(d). Comparisons between the sets of experiments were performed by
normalizing input laser energy to the spot size and driver material.
The laser-shock-compression experimental setup employed allowed for recovery of the
samples with limited secondary shock effects. Recovered samples were characterized us-
ing low magnification optical microscopy imaging and synchrotron-based XRD analysis
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Figure 5.1: (Color Online) Schematics showing (a) Nd:YAG laser table used for direct
shock experiments illustrating beam shaping and interferometry diagnostics, (b) sample
package used for determining independent response of Ni ablator foil, (c) sample pack-
age used with 50 µm thick Ni foil, as reference material, to validate setup and determine
thickness effects on wave dissipation, (d) sample package used for 40 µm thick Ce3Al MG
samples. All velocimetry measurements are performed at the PMMA backer interface with
sample or driver foil. For each experiment, the Ni driver foil absorbs the laser energy and is
ablated, rapidly expanding into a plasma and forming a shock wave which progresses into
the sample and/or PMMA backer window.
performed at Brookhaven National Laboratory’s NSLS-2 facility, beamline 28-ID-2. Op-
tical microscopy provided macro-scale observations of laser shock-compression induced
surface and bulk changes. X-ray diffraction provided atomic and micro-scale information
of shock-compression-induced structural changes. X-ray diffraction measurements were
performed as described in Section 3.4.1. Simultaneous velocimetry measurements were
gathered during shock-compression using either Photon-Doppler Velocimetry (PDV) or
Velocity Interferometer System for Any Reflector (VISAR) as described in Section 3.3.1.
5.3 Results
Direct-laser shock-compression experiments provide the ability to perform time-resolved
measurements while also safely recovering the shocked samples for post-mortem microstruc-
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tural characteristics. In this section, the physical and structural state of the recovered sam-
ples will be described first, followed by the data obtained from time-resolved interferometry
measurements.
5.3.1 Characterization of Recovered State
A total of eight experiments were performed on Ce3Al MG ribbons, with input laser ener-
gies varying from 100 - 2000 mJ. Figure 5.2 shows optical microscopy images illustrating
the recovered states of the laser-shocked samples. Depending on the input laser energies,
there appear to be three regimes of different visual changes: no visible surface or bulk de-
formation, visible deformation and surface darkening, and visible deformation with melting
and resolidification. For input energies less than 300 mJ, the recovered sample looks identi-
cal to the initial state of the starting material, with no obvious surface or bulk deformation.
For input energies of 300 - 500 mJ, the rough surface of the MG is visibly smoothed and
some dark areas are observed, with the darkened area revealing indentation. For input ener-
gies of 1000 to 2000 mJ, the MG sample surface appears rippled and stretched, indicating
features characteristic of melting and resolidification.
Figure 5.3 shows the X-ray diffraction traces of the initial metallic glass and the re-
covered samples after shock compression at laser energies up to 1500 mJ. The 2000 mJ
shock-compression experiment resulted in bonding of the MG to the Ni driver foil, con-
taminating the XRD data, so it is not included. Laser energies below 200 mJ result in
samples with amorphous structures seemingly equivalent to the initial unshocked state. At
300 mJ, the shock compression results in a sample with small amounts of very small crys-
tallites, as revealed by the observation of a few broad peaks on an amorphous background.
At 400mJ and above, multiple sharper peaks appear, revealing complete crystallization with
no amorphous phase visible. The crystalline phase is identified as hexagonal α-Ce3Al, the
thermodynamically stable phase of Ce3Al, and the first lattice planes are identified with
vertical reference lines. As shown in the inset of Figure 5.3, increasing energies result in a
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Figure 5.2: (Color Online) Optical microscope images of recovered Ce3Al MG samples
attached to Ni driver foils. Laser energies used for shock compression as well as their values
after normalization by mass of irradiated material are indicated in the top left corner of the
image. Images are separated based on visual features. No visible changes are observed with
input energies up to 200 mJ. For 300 - 500 mJ, the rough surface is visibly smoothed and
darkened. For 1000 - 2000 mJ, severe deformation and rippling is observed, with features
characteristic of melting and resolidification.
higher angle position for the primary peak and variations in relative peak intensities.
The XRD data was analyzed using Rietveld analysis to obtain additional information
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Figure 5.3: (Color Online) X-ray diffraction traces for initial Ce3Al MG and recovered
shock-compressed samples. Corresponding laser energies used for shock compression are
listed to the right of each trace. Vertical dashed reference lines are drawn and labeled for
the first α-Ce3Al lattice planes. Inset is magnified view of first two major peaks. Samples
remain amorphous with no obvious changes with input laser energies 200 mJ and below.
Onset of crystallization is observed at 300 mJ with complete crystallization at 400 mJ and
above. Increased input energies appear to first cause the primary peak position to increase
in 2θ and then cause relative differences in intensity, indicating texturing.
about the changes in the crystalline phases formed. Table 5.1 illustrates the results from
Rietveld analysis of the fully crystalline phases observed with X-ray diffraction. Shock-
crystallized samples are found to reveal a 1-2% denser phase with smaller lattice parameters
than the equilibrium α-Ce3Al phase and the grain size on the order of 10 nm. Increasing the
laser energy from 400 to 500 mJ increases the density, decreases the amount of preferred
orientation, and further decreases the unit cell size. However, increasing the laser energy
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from 500 to 1500 mJ increases the amount of preferred orientation and causes the “a”
lattice parameter to grow while the “c” lattice parameter continues to shrink.
Table 5.1: Rietveld analysis results for recovered crystalline-shock-compressed Ce3Al
metallic glass ribbons. The shock-formed α-Ce3Al phase is more dense, has smaller grain
sizes, and has a smaller unit cell than the equilibrium phase. Increasing laser energy from
400 to 500 mJ results in increased density, decreased grain size, decreased preferred ori-
entation, and reduced “a” lattice parameter. Increasing laser energy from 500 to 1500 mJ
does not further affect density, but it slightly decreases grain size, increases the extent of
preferred orientation, and increases the “a” lattice parameter. All increases in laser energy
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Reference
α-Ce3Al 6.34 100+ 0% 5.451 | 7.043
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5.3.2 Time-Resolved Velocimetry Measurements
The direct laser shock experiments were performed using three different sample configu-
rations as shown in Figure 5.1 (with Ni driver foil, Ni driver and Ni sample (as reference),
and Ni driver with the metallic glass sample), and also employing velocity interferometry
measurements of particle velocity. The measured velocimetry profiles for each setup under
similar direct laser shock loading conditions were compared to elucidate potential devia-
tions from expected responses in the Ce3Al metallic glass samples. For each configuration,
experiments were performed over ∼100 to ∼2000 mJ, the range of input laser energies
achievable with the 3 J Nd:YAG laser (accounting for loss from optics).
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25 µm Ni Driver Foil Baseline Experiments
The first configuration was used to determine the baseline response of the driver foil to
different input laser energies. Figure 5.4 presents a representative particle velocity response
time-synchronized with the intensity-time profile of the input laser pulse utilized with these
experiments. It can be seen that the laser intensity profile and the particle velocity illustrate
similar rise times. Time-resolved PDV measurements captured at the Ni driver and PMMA
backer interface in the form of particle velocity profiles for all experiments are shown in
Figure 5.5. As expected, the peak particle velocity at the interface between nickel and
PMMA window increases as input laser energy increases. Other than reverberations due
to ringing, no characteristic signatures are observed in the measured velocimetry profiles.
Rise time to peak velocity was measured to be ∼5 ns for input energies above 500 mJ
and ∼25ns for 100 mJ input energy. The PDV resolution might be too limited to detect
meaningful details for the 100 and 250 mJ velocity traces. With input energies above 500
mJ, the particle velocity is observed to ring up to its maximum value over two oscillations,
taking a total of ∼13 ns to reach peak velocity. The corresponding rise time for the input
laser profile shown in Fig 5.4 is ∼11 ns to reach peak energy, and it remains at that energy
for ∼11 ns indicating (after taking into account ringing up to peak particle velocity) that
rise time data for the 25 µm Ni driver foil matches relatively well with the laser pulse.
The inset in Figure 5.5 illustrates the conservative method used for determining the
peak particle velocity from a representative trace. Maximum velocities were measured at
the peak velocity and minimum at the trough of a secondary oscillation. Average values
were taken between these two with the standard deviation defined based on the maximum
and minimum values.
The peak particle velocities thus obtained for direct shock loading of 25 µm Ni driver
plotted as a function of the input energy (normalized by mass of irradiated Ni) are shown
in Figure 5.6. A general power law trend showing an increase in measured particle velocity
as a function of normalized input energy, following the direct transfer of laser energy to
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Figure 5.4: Representative profiles of the laser-driven shock-induced velocity profile at
the 25 µm Ni driver foil rear interface with PMMA and temporal pulse shape of the drive
laser. The velocity profile plotted was for 1000 mJ input laser energy. The PDV resolution
precludes capture of the entire release.
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Figure 5.5: (Color Online) Particle velocity data measured at the interface between PMMA
window and 25 µm Ni driver foil at varying laser energies. At energies above 500 mJ, ve-
locity profiles were observed to show ring up by the second oscillation. Inset shows how
the peak velocity and its error was determined for the representative 750 mJ experiment.
Bands at the peak velocity and subsequent trough define the maximum and minimum ve-
locity values recorded.
kinetic energy [250], is observed and the representative equation is included in the plot.
The corresponding maximum in pressure is found to be 20.9 GPa with input energy of 6.4
kJ/g.
50 µm Ni Reference Sample Experiments
The next experimental setup involved the use of a 50 µm thick Ni sample (reference) placed
between the 25 µm Ni driver and PMMA window. Figure 5.7 presents a representative
velocity response time synchronized with input laser pulse utilized with these experiments.
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Figure 5.6: (Color Online) Peak particle velocity data for interface between PMMA win-
dow and 25 µm Ni driver foil as a function of input laser energy, normalized by mass of
irradiated material. Overall relation follows a power law, traced with dashed line and de-
fined by the indicated equation. Inset shows experimental sample package setup for these
experiments.
PDV particle velocity profiles from experiments performed using this configuration with
input energies from∼100 to∼2000 mJ are plotted in Figure 5.8. Unlike the 25 µm Ni driver
and PMMA backer experiments, the experiments with the 50 µm Ni sample do not show the
ringing up features, indicating that the peak pressures are reached without combination of
reflected waves. There are also no observable characteristic signatures present in the wave
front captured by the PDV. The peak velocities increase with increasing laser input energy;
the rate of increase decreases above 1000 mJ. It is also observed that the peaks narrow in
duration as increasing velocities decrease the wave transit time. The inset image in Fig. 5.8
illustrates the method used for peak velocity and error determination. Overall velocity
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Figure 5.7: Representative profiles of the laser-driven shock-induced velocity profile at
the 50 µm Ni reference sample rear interface with PMMA and temporal pulse shape of the
drive laser. The velocity profile plotted was for 1000 mJ input laser energy. The PDV
resolution precludes capture of the entire release.
trends determined using the wavelet and fast Fourier transform analyses were compared
and averaged, with weighting given to the trends that had fewer erroneous deviations. Peak
particle velocity values were determined from the average peak velocity and error was
determined by averaging the error from each of the analysis techniques.
Figure 5.9 plots the peak particle velocities for the 50 µm Ni sample (reference) as a
function of the corresponding input energies, normalized by mass of irradiated material.
Compared to the experiments with only the 25 µm Ni driver, the maximum particle veloci-
ties in the Ni sample reference are reached at a lower input energy, and the peak velocities
are lower, diverging downwards from the power law trend. The differences potentially cor-
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Figure 5.8: (Color Online) Selected velocimetry data for the interface between PMMA
window and 50 µm Ni sample (as reference) driven by the Nd:YAG laser at varying en-
ergies. No ringing up is visible. Velocities increase as input energy increases. At 1000
mJ and above, increasing the input energy has a marginal effect on increased peak particle
velocity. Inset image illustrates effects of different statistical analysis techniques on peak
shape and maximum velocity. Peak particle velocity values were averaged between the
different techniques, and error was determined by averaging the error from the different
techniques.
respond to the dissipation of the wave as it propagates from the driver to the Ni sample
with glycerin in-between. The dissipation would be a result of the sample thickness, in-
trinsic material properties, and the input laser-induced pressure pulse shape. The high laser
energy differences in the trend could also be due to breakdown of the glass substrate. The
corresponding maximum in pressure with input laser energies in the range of 4.8 - 6.9 kJ/g
is found to be 16.2 GPa.
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Figure 5.9: (Color Online) Peak particle velocity data for interface between PMMA win-
dow and 50 µm Ni sample (as reference) as a function of input laser energy, normalized
by mass of irradiated material. The velocities match well with those for only the 25 µm
Ni driver at input energies below 1 kJ/g but are noticeably lower than predicted by the
power law trend (dashed line and equation) at higher energies. The deviations are indica-
tive of energy saturation or wave dissipation effects within the 50 µm Ni or glass substrate
breakdown at high laser energies. Inset shows experimental sample package setup for these
experiments.
40 µm Ce3Al MG Experiments
The main set of experiments were performed with the 40 µm thick Ce3Al metallic glass
samples sandwiched between the Ni-driver and PMMA window, as shown in Figure 5.1(d).
The laser shock experiments were performed for input energies from ∼100 to ∼2000 mJ.
Velocimetry measurements were done using VISAR, allowing for higher temporal resolu-
tion measurements of the particle velocity profiles. Figure 5.10 presents a representative
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velocity response time synchronized with the input laser pulse utilized with these exper-
iments. The inset shows a magnified view of the initial rise behavior for the laser and
velocity profile. The VISAR velocity profiles plotted in Figure 5.11 show a two-wave
structure, unlike that observed in the previous case of the Ni sample sandwiched between
the Ni-driver and PMMA window. The two-wave structure in Figure 5.11 is seen to con-
tinue to evolve with increases in laser energy from 100 to 500 mJ and appears to be a direct
consequence of material change. With further increases in laser energy, the magnitude of
the first wave remains constant while the magnitude (peak) of the second wave continues
to increase.
Figure 5.12 plots the variations of the peak values of the corresponding wave velocities
as a function of input energy, normalized by mass of irradiated material. It can be seen that
the magnitude of the first wave particle velocity and corresponding pressure is constant,
approaching 2 GPa, while that of the second wave increases with increasing energy to
about 4 GPa. The peak particle velocities and pressure are lower than that measured with
the configuration employing the Ni sample (reference) sandwiched between the Ni driver
and PMMA backer.
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Figure 5.10: Representative profiles of the laser-driven shock-induced velocity profile at
the 40 µm Ce3Al MG sample rear interface with PMMA and temporal pulse shape of the
drive laser. The velocity profile plotted was for 1000 mJ input laser energy. Inset shows
a magnified view of the initial rise in the laser intensity and associated particle velocity
profile.
141
Figure 5.11: (Color Online) VISAR wave profiles for laser shock compression experi-
ments performed on Ce3Al MG samples sandwiched between Ni-driver and PMMA win-
dow with laser energies from ∼100 to ∼2000 mJ. The wave profiles illustrate a two-wave
structure with the peak magnitude of the second wave increasing with increasing laser en-
ergy.
142
Figure 5.12: (Color Online) Peak particle velocity data for interface between PMMA
window and 40 µm Ce3Al MG sample as a function of input laser energy, normalized by
mass of irradiated material. Particle velocity and corresponding pressure of each wave is
plotted separately, with that of the first wave represented as squares and the peak of the
second wave as circles. Each follows a different trend, as shown with dashed lines and
equations. The first wave peak velocity rises quickly to a maximum and then stays constant
at input energy above 400 mJ or∼1.2 kJ/g. The measured data for the second waves shows
a continuous increase, although the peak values are lower than those for the Ni sample and
Ni driver setup. Inset shows experimental sample package setup for these experiments.
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5.4 Discussion of Results
Direct laser shock-compression of a Ni foil results in particle velocity and corresponding
pressure increasing as a power law relationship as a function of laser energy. With the
placement of a 50 µm Ni foil in contact with the Ni driver, the increase in velocity and cor-
responding pressure shows a similar continuous but subdued increase, relative to a power
law trend. The deviation from the power law trend is seen more at higher energies above
1000 mJ, possibly due to laser energy saturation of the glass substrate or stress dissipation
effects. Shock compression of the Ce3Al MG sample placed in contact with the Ni driver
also shows a continuous increase in peak particle velocity and corresponding pressure sim-
ilar to the trend in the case of the Ni sample and driver. However, the particle velocity
profile for the MG sample exhibits a two wave structure, with the magnitude of the first
wave remaining constant at ∼2 GPa and that of the second wave increasing with laser en-
ergy. The magnitude of the peak velocity (and pressure) in the case of the MG sample is
lower than it is for the Ni sample and Ni driver configuration. The peak pressure reached
with the Ce3Al MG is ∼4 GPa with the corresponding normalized input energy of 6 kJ/g,
relative to the peak Ni pressure of ∼16.2 GPa (in the case of the Ni sample at the same
normalized energy). The difference in the peak pressures is possibly an effect of the higher
impedance of Ni relative to Ce3Al. However, the occurrence of the two-wave structure in
the Ce3Al MG sample is indicative of a change of state from elastic to plastic and/or a
phase change to a denser glassy or crystalline phase.
First Wave Effects and Meaning
Optical microscopy and XRD analysis of recovered samples at input laser energies of 100
and 200 mJ, respectively, reveal no visible deformation in the images (Fig 5.2) nor struc-
tural changes as evident from XRD peaks (Fig 5.3).
The two-wave structure captured in the wave velocity profiles (Fig 5.11) imply that
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the first wave is akin to an elastic precursor event or represents densification of the metal-
lic glass structure. Similar densification and polyamorphization yielding a higher density
glassy state has also been observed in Zr-based BMG [35]. Chen et. al. [37] observed a
∼7% volume reduction of Ce3Al MG upon shock compression at ∼2.3 GPa.
The role of Ce 4f delocalization in the observed effects is unclear. Densification may
occur from both shear-driven reorganizations and 4f delocalization. Additionally, Ce 4f
delocalization may also affect crystallization. As shown in the XRD Rietveld analysis
results of recovered samples in Table 5.1, initially the overall density is greater than that of
the reference sample of the same phase even though the grain size is much smaller - on the
order of 10 nm. The increased density may be indicative of a Ce 4f delocalization effect.
In this case, the Ce atoms effectively “shrink” during shock compression, and potentially
rearrange into a denser form of the crystalline phase, and upon release are “trapped” in this
denser arrangement. Indeed, as input laser energy increases from 400 to 500 mJ, the density
increases further by ∼1%, which may indicate the Ce 4f delocalization is incomplete with
the 400 mJ input energy, and, in all conditions, the unit cell is smaller than that of the
reference.
Second Wave Effects and Meaning
For input laser energies above 300 mJ, there is visible deformation as seen in the images
(Fig 5.2) and crystallization into α-Ce3Al, as revealed by the multiple peaks seen in the
XRD profiles in Fig 5.3. This is the first such observation of shock-compression-induced
crystallization of the Ce3Al MG into α-Ce3Al.
Correspondingly, the VISAR profiles reveal a continuous increase in peak particle ve-
locity (and corresponding pressure) while the first wave velocity remains constant which
implies that the plastic deformation at pressures exceeding the elastic precursor in the
Ce3Al MG is occurring via concomitant crystallization.
Rietveld analysis of the density of samples at higher shock pressures (input laser en-
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ergy of 1000 and 1500 mJ) illustrates that the density no longer increases, but instead the
preferred orientation of the crystals increases in the [020] direction and the unit cell sim-
ilarly stretches in the “a” direction. The extreme state of deformation and even possible
melting of recovered samples (Fig 5.2) indicates competing effects of increased temper-
ature and possibly shear bands and 4f delocalization being maximized, with no further
“shrinkage” occurring with increased input energy. The increase in preferred orientation
and unit cell distortion with larger input energies may represent a transition in the mecha-
nism, wherein more crystallization of the type resulting in formation of nanocrystals with
elongated shapes is occurring [18].
5.5 Summary
Laser-driven shock-compression experiments incorporating velocimetry and soft recovery
were performed on Ce3Al metallic glass ribbon samples. Velocity interferometry measure-
ments indicate a two-wave particle velocity profile, with the first (precursor) wave most
likely representing atomic densification of the glassy alloy. At shock conditions above the
constant magnitude of this precursor wave, the velocity profiles show increasing peak ve-
locity. The recovered samples show evidence of permanent deformation and X-ray diffrac-
tion patterns indicate formation of crystalline states. The results reveal possible densifi-
cation of the glassy state during shock-compression at laser energies up to about 500 mJ
(2 GPa pressure), and shock-induced crystallization followed by preferred orientation of
nanocrystals at higher pressures.
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CHAPTER 6
OMEGA LASER SHOCK COMPRESSION OF CE3AL METALLIC GLASS
6.1 Overview
Shock-compression experiments were performed on Ce3Al metallic glass melt-spun rib-
bons using the 50J laser shock loading system at the Omega laser facility. A multi-layered
sample of 2mm total thickness composed of stacks of 1mm x 1.5mm width and 40µm
thick ribbons bonded with 6µm epoxy was used as the target in order to study the effects on
the structural response of Ce3Al metallic glass. Shock-induced changes were characterized
post-mortem via high-intensity synchrotron x-ray diffraction (XRD) and extended x-ray
absorption fine structure (EXAFS) analyses to obtain pair distribution functions (PDFs) in
real space and structure factors in reciprocal space. The samples were observed to have
visible deformation and increasing medium-range to long-range order evolution as defor-
mation and input shock pressures increased. At farther distances from the initial shock, no
visible deformation was observed and the samples were observed to remain generally amor-
phous, although they appeared to show short and medium-range ordering towards denser
overall structures. The characteristics of the density and bond length changes in recovered
shock-compressed samples were correlated to input conditions and discussed with respect
to potential mechanistic processes associated with the evolving structural changes.
6.2 Motivation and Approach
This chapter will focus on the characterization of the structural effects of Omega laser-
induced high-pressure shock compression of a stacked Ce3Al metallic glass sample. The
Omega laser at the Laboratory for Laser Energetics was utilized with a recovery setup
wherein a thick sandwiched (stacked) sample is shocked, allowing for dispersion and de-
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creasing pressures through the thickness, similar to the setup previously utilized to study
the effects of shock compression in a single block of Ta [247]. Densification of the amor-
phous state via SRO and MRO changes and subsequent evolution of more medium-range
and then long-range order was observed with increased pressure. The emphasis of sample
characterization was placed on two regimes: areas near the initial loading and areas further
away. The evolving short-, medium-, and long-range structural characteristics present in
the recovered samples were then correlated with the general trend of the varying shock
pressure.
Figure 6.1 schematically illustrates the setup used for performing the shock-compression
recovery experiments at the Laboratory for Laser Energetics using the 50 J Omega laser.
The overall setup, including the sample stack encased in the recovery tube and the con-
nector to the Omega mount, is shown in Fig. 6.1(a). The circled region of Fig. 6.1(a) is
expanded in Fig. 6.1(b) for further detail. It shows the stainless steel washers used to hold
the stack in the recovery mount and the 2.5mm opening in the front washer through which
the laser beam was directed; the 300 µm thick polystyrene polymer reservoir used as a sac-
rificial laser ablator; and the 2mm stack of 40 µm thick Ce3Al MG samples, held together
with 6 µm thick epoxy layers. Figure 6.1(c) shows a plot of the pressure calculated us-
ing one dimensional Hyades hydrodynamic code as a function of depth across the stacked
sample layers.
Unlike the uniaxial-strain state achieved during shock-compression of individual Ce3Al
MG samples using the 3 J Nd:YAG lser, the shock loading with the Omega laser generates
more complex and extreme states in the stacked layers of the MG samples. The pressure
variation plotted as a function of the layer number in Figure 6.1(c) is only a qualitative rep-
resentation illustrating the nature of pressure decrease in layers in the stack, calculated us-
ing an assumed equation of state of the MG sample and approximation of one-dimensional
shock propagation as the laser interacts with the polymer buffer. It can be seen that initially
the pressure decreases almost asymptotically through the first ∼10 layers and then more
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gradually across the rest of the stacked layers. It should be noted that it will not be possible
to make a direct comparison of the effects observed due to the loading conditions achieved
with the Omega laser and those imposed with the Nd:YAG laser, although it is obvious that
the sample layers in the front part of the stack in the Omega laser experiments are imposed
to more extreme conditions than those generated with the 3 J Nd:YAG laser.
Figure 6.1: (Color Online) Schematic illustrations of (a) cross-section of the recovery tube
used for Omega laser experiments showing sample stack, vent holes, and silica aerogel
used to non-destructively catch the sample stack after shock, allowing for recovery without
secondary effects; (b) magnified cross-sectional view of sample stack with 2.5mm open-
ing in the stainless steel washer for the laser beam, 300 µm thick polymer reservoir for
shock generation, 2mm thick stack of Ce3Al metallic glass ribbons (each 40 µm thick),
and backing stainless steel washer used to stabilize the sample stack within the recovery
tube; (c) magnified view of metallic glass layers with an overlay of simulated pressures
using HYADES code as a function of sample thickness. [257]
Following shock compression, the recovered sample stack was separated for XRD and
EXAFS analyses performed using NSLS-2 and NSLS synchrotron sources. The method-
ologies for these measurements and analyses are presented in Section 3.4.
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6.3 Experimental Results
Visual inspection of the recovered sample stack of layers following the Omega laser shock
experiments reveal two distinct sets of effects, as shown in Figure 6.2. The stacked sample
layers in the region (close to the polymer buffer) of higher and asymptotic pressure de-
crease (up to layer #9), exhibit extensive sample deformation, damage, and erosion, with
only parts of the layers left behind. The rest of the sample stack (in particular layer #16
and beyond) subjected to lower and more gradual pressure variation exhibit no obvious
deformation or sample damage.
For purpose of analysis, the samples were thus separated into two sets, namely highly
deformed (layers 2-9) and undeformed (layers 16 to 37). Representative samples taken
from these shocked and highly deformed and undeformed conditions were characterized
with X-ray scattering and EXAFS. All of the 2D diffraction data was converted into struc-
ture factors and PDFs, and the EXAFS data was converted to partial PDFs using the meth-
ods detailed in Section 3.4.
6.3.1 Characteristics of Shock-Compressed and Recovered Deformed Samples
The results for the structure factors, total PDFs, and Ce-specific partial PDF of the first
set of Ce3Al MG recovered shock compressed samples, which show evidence of deforma-
tion, are presented in this section. Figure 6.3 shows the total structure factor traces for
these shock-recovered samples along with the trace for the unshocked sample. For all sam-
ples, there is clear evidence of medium to long-range structural evolution in the form of
increased numbers and amplitudes of peaks. At layer 8, there are extra, narrow peaks vis-
ibly separating from the broad amorphous peaks of the initial condition. The number and
separation of these peaks increase as the layer number decreases, i.e., as the applied shock
pressure increases. The layer 2 sample shock-compressed to ∼90GPa appears to be fully
crystalline with high Q peaks and no obvious amorphous background. Magnified views of
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Figure 6.2: (Color Online) Schematic showing sample deformation states of shock-
compressed and recovered samples. Initial state is shown in top left, rotated from the
side view of the stack shown in the top right. Representative individual layers are shown
to illustrate the relation of calculated shock pressures on visual state of recovered samples.
White areas (enclosed in dashed lines) are indicative of sample erosion and darkened ar-
eas represent regions with visible indentation. The first set of approximately 10 layers,
representing pressures from ∼20-100 GPa, show visible deformation and erosion/loss of
material, while the second set of layers 16 and beyond, representing ∼10 GPa and below,
reveal no sign of visible deformation or indentation.
the regimes from 1.5 to 3.0, 3.0 to 5.25, and 5.25 to 7.75 Å−1 for the four layers and initial
sample are shown in Figures 6.4, 6.6, and 6.7, respectively.
Figure 6.4 shows a magnified view of the regime from 1.5 to 3.0 Å−1 of the structure
factor for the shock-compressed Ce3Al samples recovered with visible deformation (layers
2, 5, 8, 9) and unshocked Ce3Al MG sample. The first sharp diffraction peak shows a trend
of first increasing in Q at layer 9, further increasing but beginning to show separation into
two peaks at layer 5, and further increasing but fully separating into two peaks at layer
2. These increases in the first sharp diffraction peak correspond to increases in density, as
discussed in Section 3.4.2.
151
Figure 6.3: (Color Online) Structure factor traces for unshocked Ce3Al MG and recovered
shock-compressed samples (first set, layers 2-9) which had observable deformation. Layers
2 to 8 show clear development of long-range order, with additional peaks evolving at all
angles up to and above 7 Å−1. Increasing pressure results in further peak evolution, with
layer 2 resulting in an apparently fully crystalline material. Additionally, the first sharp
diffraction peak shifts to the right and separates into two peaks, one lower and one higher
angle than the amorphous peak present in the unshocked sample, indicating decreasing
atomic volume and increasing density with increasing pressure.
Figure 6.5 plots the position of the first sharp diffraction peak of the structure factor as a
function of layer number, with the larger amplitude peak used for layer 2. Taking the posi-
tion as a proxy for density wherein higher values are representative of higher densities, the
“density” is observed to overall increase by 0.5% in layer 9, 0.5% in layer 8, 3.5% in layer
5, and 5.8% in layer 2. The reference crystalline phase is typically only ∼3% denser than
the amorphous phase. The maximum 5.8% increase in density in the shock-compressed
crystallized sample layer (closest to the shock), as compared to the unshocked Ce3Al MG,
needs to be verified on the basis of the method employed for the density determination.
Figure 6.6 shows a magnified view of the regime from 3.0 to 5.25 Å−1 of the structure
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Figure 6.4: (Color Online) Magnified structure factor traces around the regime from 1.5
to 3.0 Å−1 for unshocked Ce3Al MG and recovered shock-compressed samples layers 2-9.
The first sharp diffraction peak of the unshocked and layers 9, 8, and 5 show a trend of
increasing in Q as the layer number decreases and associated applied pressure increases.
This shift in the first sharp diffraction peak to higher Q values is representative of an in-
crease in density. At layer 2, the peak separates into two peaks, one below and one above
the amorphous first sharp diffraction peak.
factor for the shock-compressed Ce3Al samples recovered with visible deformation (layers
2, 5, 8, 9) and that for the unshocked Ce3Al MG sample. The first evolved peaks of layer 8
are visible in this regime. As the shock-compression pressures increase, the peaks further
grow and separate from the amorphous regime. The layer 5 sample shows more and more
separated broad peaks over the background of the amorphous scattering structure. They are
larger and greater in number than the peaks observed in the layer 8. The peaks in the fully
crystalline layer 2 phase match strongly with those observed at lower shock-compression
pressures, indicating the evolution of shock-compression-induced long-range order begins
with nucleation of some small regions of similar structure. The structure factor peaks in the
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Figure 6.5: (Color Online) Bar chart of the position of the first sharp diffraction peak in the
structure factor for the initial condition Ce3Al MG and the shock-compressed, observably
deformed, recovered Ce3Al layers 2, 5, 8, and 9. Peak position is representative of density,
with increasing Q positions indicating increased densities. Peak position increases 0.5%
for layers 8 and 9, 3.5% for layer 5, and 5.8% for layer 2 as compared to the unshocked
sample.
layer 2 remain broad, indicating that the fully crystalline phase retains significant disorder.
Figure 6.7 shows a magnified view of the regime from 5.25 to 7.25 Å−1 of the structure
factor for the shock-compressed Ce3Al samples recovered with visible deformation (layers
2, 5, 8, 9) and unshocked Ce3Al MG sample. The first evolved peaks of layer 8 are clearly
visible in this regime as well, along with the beginnings of a peak evolving in layer 9 around
6.25 Å−1 (indicated with an arrow). Peak evolution follows a similar trend with lower layer
number and associated increasing pressure as the previous regimes.
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Figure 6.6: (Color Online) Magnified structure factor traces around the regime from 3.0
to 5.25 Å−1 for unshocked Ce3Al MG and recovered shock-compressed samples layers
2-9. The first evolution of medium-range order is visible in layer 8 as peaks evolve out
of the amorphous signal visible in the unshocked sample. Layer 9 shows the beginnings
of peak evolution at the same positions. Layer 5 shows significant growth of the peaks
and new peaks, and the overall amorphous scattering decreases in amplitude. Layer 2 has
significant growth of the peaks observed in the other layers with no obvious amorphous
scattering remaining.
The structural changes observed in the structure factor were further analyzed via to-
tal PDF analysis. Figure 6.8 shows the PDF traces for the shock-compressed Ce3Al MG
samples (layers 2, 5, 8, 9) along with that of the initial unshocked sample. Overall, clear
long-range order is evident in the shock-compressed layer 2 (highest pressure) as it shows
discrete peaks with significant magnitudes up to the maximum plotted value of 30 Å. How-
ever, the peaks are broad, indicating the traditional hkl separations may have significant
disorder as compared to a defect-free crystalline material. The shock-compressed layer 5
sample has small fluctuations visible at higher radial positions; however, the small and di-
minishing magnitude indicates that the sample does not have long-range order beyond 20
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Figure 6.7: (Color Online) Magnified structure factor traces around the regime from 5.25
to 7.25 Å−1 for unshocked Ce3Al MG and recovered shock-compressed samples layers 2-
9. Clear evolution of medium-range order is visible in layer 8 as peaks evolve out of the
amorphous signal visible in the unshocked sample. Layer 9 shows the beginnings of peak
evolution at 6.25 Å−1 (indicated with an arrow). Layer 5 shows significant growth of the
peaks and new peaks, and the overall amorphous scattering decreases in amplitude. Layer 2
has significant growth of the peaks observed in the other layers with no obvious amorphous
scattering remaining.
to 30 Å. The shock-compressed layer 8 sample does not appear to have any larger position
peaks similar to that for the initial condition, indicating that it remains amorphous.
Figure 6.9 shows a magnified image of the first peak of the total PDF for the unshocked
Ce3Al MG and shock-compressed sample layers 2-9. The first PDF peak displays a clear
trend of decreasing first nearest-neighbor bond lengths, indicating that the short-range order
(SRO) increases with applied pressure in this regime. The bond lengths decrease 0.4% in
layer 9, 0.5% in layer 8, and 1.8% in layer 5. For layer 2, the peaks separate into three
discrete peaks, making it difficult to compare.
Figure 6.10 shows a magnified view of the total PDF from Figure 6.8 for the regime
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Figure 6.8: (Color Online) Pair distribution function plots for initial unshocked Ce3Al MG
and recovered shock-compressed samples which had observable deformation. In layers 2-
8, there is clear evolution of increased order, as is evident from additional peaks appearing,
representing separation into discrete packing groups. Layer 2 has long-range order up to
at least 30 Å visible in the form of additional peaks, and the short and medium-range order
has separated into more discrete hkl-like planes. The broadness of peaks in layer 2 indicate
significant disorder remains even in the fully crystalline state. The limited peak separation
in layers 5 and 8 conditions indicates these samples are mostly amorphous with medium-
range order increasing along with pressure. Due to separation into multiple other peaks,
there is no clear trend of peak shifts for the higher order peaks; however, the first peak
appears to shift to lower bond lengths with pressure, indicating more efficient short range
order packing.
from 5.25 to 7.75 Å wherein the second and third peaks of the total PDF for the unshocked
Ce3Al MG are centered. There is a clear separation of the peaks starting in layer 8, and
the new peaks are indicative of localization of order or distinct MRO within that radial
distance. For the crystalline layer 2 sample, the peaks are representative of hkl planes.
Because the evolved peaks in layers 5 and 8 closely match those of layer 2, it appears that
the MRO evolution in the MG, as it is subjected to increasing applied pressures, progresses
157
Figure 6.9: (Color Online) Magnified view of the first peak of the PDF traces for the
unshocked Ce3Al MG and recovered shock-compressed samples which had observable
deformation (layers 2-9). The positions of the first peak for layers 2-9 increasingly decrease
as the layer number decreases and associated applied pressure increases. At layer 2, the
peak separates into three peaks, indicating distinct SRO order in the crystalline phase.
in a manner which emulates the MRO of the crystalline phase.
Figure 6.11 shows a magnified view of the total PDF from Figure 6.8 for the 7.75 to
10.5 Å region. The fourth peak of the amorphous PDF in the unshocked sample and layer
9 of the shock-compressed samples separates into multiple other peaks starting at layer
8. The peaks of layer 2 are indicative of the higher order hkl planes for the crystalline
phase. The peaks of layers 8 and 5 appear to shift significantly with increasing applied
pressure, indicating that the order at this length scale requires larger changes to become
similar to the crystalline phase. Overall, the total PDF observations indicate that for the
shock-compressed samples recovered with visible deformation, increasing applied pressure
correlates with SRO densification followed by further SRO densification and evolution of
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Figure 6.10: (Color Online) Magnified view of the regime from 5.25 to 7.75 Å for the PDF
traces for the unshocked Ce3Al MG and recovered shock-compressed samples which had
observable deformation (layers 2-9). The initial amorphous second and third peaks separate
into multiple independent peaks in layer 8, with more clear definition for the peaks evolving
in layers 5 and 2. The evolution of these peaks are representative of increased segregation
of the MRO packing of atoms into particular bond-lengths with applied pressure. The peaks
for the crystalline layer 2 are representative of particular hkl values.
MRO similar to that of the crystalline phase and finally results in the LRO of the crystalline
phase.
Figure 6.12 shows the partial PDF for Ce-Ce and Ce-Al bonds, based on EXAFS mea-
surements, of the shock-compressed Ce3Al MG sample layer 2, along with that for the
initial unshocked condition. Although the total PDF shows separation of the first peak into
three peaks, the partial PDF based only on Ce-Ce and Ce-Al bonds appears to only show
one peak, possibly indicating the other two peaks of the total PDF come from Al-Al or
more weakly detected Ce-Al bonds. After shock-compression, all peaks appear to have
shorter bond lengths than the initial condition. The first main peak shifts to ∼3% lower
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Figure 6.11: (Color Online) Magnified view of the regime from 7.75 to 10.5 Å for the
PDF traces for the unshocked Ce3Al MG and recovered shock-compressed samples which
had observable deformation (layers 2-9). Layer 9 does not show any clear visible changes,
but layers 8, 5, and 2 show separation of the peak in the unshocked sample into multiple
other peaks. Significant shift is seen in peak position between layers, indicating significant
rearrangement needed on this length scale for crystallization.
bond lengths.
6.3.2 Characteristics of Shock-Compressed and Recovered Undeformed Samples
The X-ray scattering and EXAFS data for the shock-compressed samples, which were re-
covered with no visible deformation, are presented in this section. The structure factor
traces for the initial unshocked Ce3Al MG and those of the shock-compressed, undeformed
Ce3Al samples (layers 18, 20, 24, 28, 37) are shown in Figure 6.13. The profiles cor-
responding to these shocked and unshocked samples do not show any obvious long- or
medium-range order evolution at high Q. However, the peaks are noticeably shifted in the
shock-compressed samples in comparison to those in the unshocked sample.
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Figure 6.12: (Color Online) Ce-Al and Ce-Ce pair distribution function plots for un-
shocked Ce3Al MG and the deformed, shock-recovered Ce3Al MG sample layer 2. All
peaks for the shock-compressed sample are of a lower bond length than those of the un-
shocked sample, indicating a permanent Ce-based (Ce-Ce and/or Ce-Al) bond length de-
crease after shock compression associated with crystallization. The inset shows a magnified
view of the first peak wherein a ∼3% decrease is observed in the peak position.
Figure 6.14 magnifies and shows the first sharp diffraction peak where a clear shift to
higher Q is visible. As discussed in Section 3.4.2, the position of the first sharp diffraction
peak relates to the density of the sample according to Equation 3.9, and the shift to larger
Q values indicates that the shock-compressed samples are more dense than the unshocked
sample.
Figure 6.15 plots the calculated densities for each layer in comparison with the initial
density. The densities increase from 2-6% after shock compression, which is significantly
higher than the maximum of 1% density increase observed in typical relaxation [95, 96, 97,
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Figure 6.13: (Color Online) Structure factor traces comparing initial Ce3Al MG and re-
covered shock-compressed samples (second set, layers 16-37), which were not observed to
have any visually-identifiable deformation. Total structure factor ranges indicate no signif-
icant evolution of long-range order in the shocked samples, with only limited visible shifts
in peak positions. Shocked samples remain amorphous.
98, 99, 100, 101].
Figure 6.16 magnifies and shows the second and third diffraction peaks where some
small shifts and peaks evolve, indicating some degree of SRO and MRO changes. These
atomic structure changes are more clearly defined in the real-space plots of the PDF.
The PDF traces for the shock-compressed samples recovered without any visible de-
formation (layers 18, 20, 24, 28, 37) and the unshocked reference sample are plotted in
Figure 6.17. In both the unshocked and the shocked samples, there is no visible long-range
order. However the PDF peaks for the shocked samples, like the structure factor peaks,
appear to be shifted as compared to the unshocked sample. The first four major peaks are
magnified in Figures 6.18, 6.19, and 6.20.
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Figure 6.14: (Color Online) Magnified first peaks of the structure factor traces comparing
initial Ce3Al MG and recovered shock-compressed samples (second set, layers 16-37).
Relative to that for the unshocked sample, there is an overall trend towards higher Q peak
positions following shock compression. However, there is no clear relation between the
extent of the shift and applied pressure.
Figure 6.18 shows a magnified view of the first peaks for the different samples. The
first peak positions represent the range of bond lengths for the nearest neighbors. In all
of the shocked samples, the nearest-neighbor bond lengths are decreased as compared to
the unshocked condition. However, there is no clear trend relating applied pressure to the
amount decreased.
Figure 6.19 illustrates a magnified view of the overlapping second and third peaks. In
all of the shocked samples, the second peak, representing the distribution of bond lengths
for the second nearest neighbors, shifts to shorter bond lengths as compared to the un-
shocked condition. The third peak, representing the range of bond lengths in the third
nearest neighbors (which are indicative of medium-range packing of atomic clusters), was
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Figure 6.15: (Color Online) Calculated density of the initial Ce3Al MG compared with
the recovered shock-compressed samples (second set, layers 16-37). Values are based on
the position of the first peak of the structure factor and do not account for the mesoscale
structure including voids or large defects which might affect the density determined via
other methods. Amorphous shocked samples have densities 2-6% larger than that of the
initial unshocked sample.
deconvoluted from the second peak using a pseudo-Voigt peak fitting for each data set.
Overall, the third peak appears to shift to longer bond lengths in the shock-compressed
samples as compared to the unshocked sample, indicating the atomic changes are a rear-
rangement of atomic packing more significant than pure compression. There is no clear
trend relating the magnitude of peak shifts to applied pressure.
Figure 6.20 shows a magnified view of the fourth major peak for the shocked (layers
18, 20, 24, 28, 37) and unshocked samples. The fourth peak is representative of the fourth
nearest neighbors (similar to the third peak in being indicative of the medium-range order
in the MG). In all shock-compressed samples, the fourth peak has a shorter position than
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Figure 6.16: (Color Online) Comparison of magnified second and third peaks of the struc-
ture factor traces for the initial unshocked Ce3Al MG and recovered shock-compressed
samples (second set, layers 16-37). Relative to the unshocked sample, there is an overall
trend towards higher Q peak positions and some medium-range ordering in the form of
distinct peak evolution following shock compression. There is no clear relation between
the extent of the shift or peak evolution and applied pressure.
the unshocked sample, indicating a more dense packing in the longer-range MRO after
shock compression. There is no clear relation between the applied pressure and fourth
peak position.
The first four peaks of the PDF profiles were fit with pseudo-Voigt curves to better
determine the average bond-lengths that each peak represents. The center positions of
each shock-compressed sample peak, in real space, are compared with those of the initial
unshocked sample peak positions. The percent differences from the unshocked sample
peak positions are plotted in Figure 6.21. Overall, there is a clear trend of decreasing
bond lengths for the first, second, and fourth nearest neighbors (corresponding to the first,
second, and fourth peaks of the PDF) as the layer number increases up to layer 28. Larger
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Figure 6.17: (Color Online) Pair Distribution Function (PDF) traces for the recovered
shock-compressed Ce3Al MG samples compared with the initial unshocked sample. Over-
all, no long range order is evident in any of the traces, as shown by all traces normalizing
to the PDF value of one, indicative of random packing, by 30 Å.
layer numbers are representative of a decrease in pressure. This indicates that there may
be some dilatory effect at higher pressures which counteracts densification, such as the
formation of shear transformation zones (STZs) or heating. Layer 37 shows the trend
reverts and the magnitude of peak shifts decrease as the layer number increases further than
layer 28, indicating the densification effects decrease below a certain shock-compression
pressure. At layer 28, the nearest neighbors are 1.4% closer, second nearest neighbors are
0.6% closer, and fourth nearest neighbors are 2.7% closer.
There is a slight shift in the trend for the third nearest neighbors (corresponding to the
third PDF peak) wherein shock compression increases bond lengths. Similar to peaks 1, 2,
and 4, as the layer number increases, the magnitude of deviation compared to the unshocked
sample peak positions increases. This indicates that the same effects which counterbalance
the magnitude of the first, second, and fourth peak densification with increased pressure
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Figure 6.18: (Color Online) Magnified first peaks of the PDF traces for the recovered
shock-compressed Ce3Al MG samples (layers 16-37) compared with the unshocked sam-
ple. In all shocked samples, the peak appears to be at a shorter distance than the unshocked
sample. There is no clear relation between applied pressure and magnitude of the peak
shift.
(until layer 28 for peaks 1, 2, and 4) similarly counterbalance the dilatory effects on the
third peak with increasing pressure. However, the maximum peak shift for the third peak is
observed at layer 24 instead of layer 28. At this layer number, the third nearest neighbors
are 1.4% further apart than those in the unshocked sample. As layer numbers increase
and associated pressures decrease further, the trend reverses and the peak shift percentage
decreases as the peaks begin to return to the positions of the unshocked sample. In addition
to the peak shifts not all being to lower values with pressure, this difference in the trend
relating applied pressure to shift percents for different peaks indicates that the mechanism
for these structural rearrangements are not simple densification but more complex atomic-
scale structure changes.
Figure 6.22 shows the partial PDF for Ce-Ce and Ce-Al bonds, determined via EXAFS,
for the shock-compressed layer 24 and unshocked Ce3Al MG samples. All peaks for the
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Figure 6.19: (Color Online) Magnified second and third peaks of the PDF traces for
the recovered shock-compressed Ce3Al MG samples (layers 16-37) compared with the
unshocked sample. In all shocked samples, the second peak is decreased while the third
peak is increased in radial distance as compared to the unshocked sample. There is no clear
relation between applied pressure and amount of peak shift.
shock-compressed sample are of a shorter bond length than those of the unshocked sample,
indicating the overall shorter bond lengths observed in the total PDFs have a large compo-
nent that is due to shortening of the Ce-specific bonds. The inset image shows a magnified
view of the first peak position, representing the nearest-neighbor bond lengths. The par-
tial PDF shows a ∼1.3% decrease in the nearest-neighbor bond lengths whereas the total
PDF shows a ∼0.7% reduction in the nearest-neighbor bond lengths. The difference may
be accounted for Al-Al short-range order bonds increasing in length, indicating potentially
significant rearrangements depending on the elemental bonding.
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Figure 6.20: (Color Online) Magnified fourth peaks of the PDF traces for the recov-
ered shock-compressed Ce3Al MG samples (layers 16-37) compared with the unshocked
sample. In all shocked samples, the fourth peak position is decreased as compared to the
unshocked sample. There is no clear relation between the degree of peak shift and applied
pressure.
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Figure 6.21: (Color Online) Plot of PDF peak position shift (%) relative to the unshocked
Ce3Al MG sample peak positions as a function of layer number of second set shock-
compressed samples for peaks 1, 2, 3, and 4. Peaks 1, 2, and 4 show an overall decrease in
peak position, and peak 3 shows an increase in peak position with shock compression. The
overall trend shows an increase in percent change as layer numbers increase, indicating the
applied pressure decreases. The maximum amount of change is observed at layer 28 for
the peaks which decrease in position with shock compression and at layer 24 for the peak
which increases with shock compression. At higher layers (and therefore lower applied
pressures), the magnitude of the peak shifts decrease and they appear to return back to
positions close to the unshocked condition. This trend of increasing magnitude of change
with decreasing applied pressure indicates there may be a competing dilatory effects such
as higher temperatures or formation of shear transformation zones (STZs) at higher pres-
sures which limit the magnitude of densification possible in the samples. Shifts in different
directions for the different peaks (1, 2, and 4 vs 3) indicate there may be atomic structural
reorganization instead of a homogeneous densification due to compression.
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Figure 6.22: (Color Online) Ce-Al and Ce-Ce pair distribution function plots comparing
unshocked Ce3Al MG and shock-recovered undeformed, Ce3Al layer 24 MG samples. All
peaks for the shock-compressed sample are at a smaller radial distance, representative of a
lower bond length, than those of the initial condition. The shift in the partial PDF indicates
a permanent Ce-based (Ce-Ce and/or Ce-Al) bond length decrease after shock compression.
The inset shows a magnified view of the first main peak, showing that the decrease in bond
length after shock compression is ∼1.3%. This is 1.7% less of a decrease than was evident
in the shock-compressed Ce3Al MG sample layer 2.
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6.4 Discussion of Results
Recovery experiments performed using the Omega 50 J laser yields shock-compressed
Ce3Al MG samples showing two different regimes of changes. These atomic-scale changes
are correlated with the observation of visible deformation in the recovered samples.
In the deformed samples, there appears to be a clear trend of order evolution with in-
creasing pressure. The sample (layer 9), farthest in this regime of deformed samples from
the shock front, appears entirely amorphous with only the beginnings of a slight peak in the
structure factor at high Q. In the sample (layer 8), the PDF and structure factor measure-
ments indicate there are SRO shifts and evolution of distinctly ordered peaks, but the overall
structure remains predominantly amorphous. As the pressure increases in the sample (layer
5), the structure factor shows clear deviation from the amorphous phase with distinct peak
evolution, but there is still a strong amorphous background. The PDF further elucidates
evolution of more distinct order on the medium-range, but it does not appear to have sig-
nificant long-range order beyond 2-3 nm. The sample closest in the deformed regime to the
shock front (layer 2) and shock compressed to the highest pressure, however, shows clear
indications of complete crystallization with distinct peaks and no broad amorphous back-
ground in the structure factor and peaks with consistent and significant magnitude up to the
maximum measured value of 3 nm in the PDF. Of note, the broadness of the peaks in the
structure factor and PDF indicate that the crystalline phase formed by shock compression
in this sample case results in a structure with very small grains and defects or disorder.
The mechanisms contributing to the observed short, medium, and long-range order
evolution with increasing shock-compression pressures are expected to be arising from the
complex loading of these deformed samples with portions removed partially due to the heat
from the initial plasma and resulting shock compression along regions in the direct path of
the shock wave. The remaining edges of the samples used for characterization, therefore,
have complex residual effects which contribute to the observed behavior. Indeed, studies
172
of the thermal crystallization behavior of MGs indicates that order would likely evolve in
a similar medium-range to long-range path [111]. In addition to the thermal effects domi-
nating the transformation mechanisms, there may be contributing factors from initial local
reorganization behind the shock front, as observed in the lower pressure undeformed sam-
ple regime, as well as from Ce 4f delocalization allowing for a wider range of structural
reorganization options. The visibly deformed layer 9 remains entirely amorphous, indicat-
ing thermal effects may not be enough for crystallization. Deformation-based STZs may
compete with densification due to compression in layer 9, similar to trends in the uncom-
pressed samples.
Recovered samples which show no apparent deformation appear to remain entirely
amorphous but have indications of short and medium-range structural rearrangements.
The magnitudes of the rearrangements increase and then decrease as distance from the
shock front increases. For these undeformed samples, shock compression leads to short
and medium-range ordering into a more dense amorphous phase. The changing effective
magnitudes with distance from the shock front indicate competing mechanisms affecting
the atomic structure changes.
Simulations have shown [38, 40] that the coordination number should increase with
pressure when the shock pressures begin to overtake the Hugoniot Elastic Limit (HEL).
This may be the cause of the first peak changes to shorter bond lengths in the PDFs of
the shock compressed, undeformed samples. Due to the dynamic nature of laser shock
loading, the coordination number increases after shock compression may remain trapped
within the sample. Simulations also show [38, 40] STZs increase in number and homogene-
ity with increased pressures and cause an increase in overall shock-induced temperatures
within the sample. The dilatory effects of both the STZs and elevated temperatures should
therefore increase as the applied pressures increase up to the point of elevated tempera-
tures which cause melting. The increased duration and magnitude of diffusion from the
increased temperatures, accelerated by the STZs, may also cause the increases in density at
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lower temperatures to relax back over the time the sample is elevated in temperature prior
to recovery.
EXAFS data indicates Ce-based bonds are permanently shortened by shock compres-
sion, possibly implying Ce 4f delocalization affects the mechanisms of the observed shock
induced structural changes. Therefore, an additional competing mechanism for atomic
structure changes is possibly the 4f delocalization within Ce at elevated pressures. It is
likely that the short-range order is increased in density purely because of effective Ce
“shrinking” with pressure as the 4f electrons delocalize. Similar to the coordination num-
ber increases, the high strain rate dynamic shock compression loading may limit the ability
of the sample to relax before being “trapped” in its final form, causing the short-range
structure to have permanently shorter Ce-based bonds. This then translates to the second
nearest-neighbor changes observed in Figure 6.21. The related trends for the first, second,
and fourth nearest-neighbor changes are again possibly due to simultaneously shared ef-
fects of Ce “shrinking” on all length scales. The increase in peak position for the third
nearest neighbors may be indicative of the method by which the amorphous structure ac-
commodates and rearranges with the new SRO and MRO clusters. Further analysis of the
atomic structure changes via simulation are needed to better understand the meaning of the
peak shifts.
The recovered polyamorphous states observed in the undeformed samples and indica-
tions of medium-range to long-range order evolution in the deformed samples are, to the
author’s knowledge, the first such experimental findings of their kind for shock compres-
sion of a metallic glass.
6.5 Summary
High energy, Omega laser-based shock-compression experiments were performed on a
multilayer (stacked) arrangement of Ce3Al MG samples. Dispersion of the shock wave
allowed for decreasing effective pressures in the layers of samples as the distance of the
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sample from the initial shock front increased. The recovered shock compressed samples
show two regimes: visibly deformed (layers 2-9) and visibly undeformed (layers 16-37)
corresponding to pressures from 90 to 26 GPa and 12 to 6 GPa, respectively. Synchrotron
characterization of the samples allowed for the creation of structure factor, PDF, and par-
tial PDF trends. Within the deformed sample regime, there appears to be evidence of
ordering on the short- and medium-range and on the long-range as pressure is increased.
Within the higher pressure undeformed sample regime, the samples remain amorphous;
however, the short and medium-range order change, indicating that these are shock-induced
polyamorphs of the Ce3Al MG. The trend of structural changes shows the beginning of a
hysteresis effect in relation to applied pressure, potentially indicating competing mecha-
nisms which may contribute to the observed polyamorphism.
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CHAPTER 7
DISCUSSION OF OVERALL RESULTS
7.1 Summary of Key Results
In this work, the thermal and shock-compression behavior of Ce3Al MG was characterized.
The goal was to characterize the atomic structure of the metallic glass, structural changes
associated with the imposed temperature and pressure, and to determine the mechanisms
for observed structural changes. A summary of the key results and findings are listed below.
Thermal Characteristics of Ce3Al MG
1. Ce3Al MG has a reduced glass transition temperature of 0.43, significantly below the
value of 0.67 of a “good” glass former, and a fragility of ∼11.8, which is indicative
of a very “strong” glass. These values indicate that Ce3Al MG has poor resistance to
nucleation of crystallites and strong resistance to growth of crystallites.
2. The frequency factor for crystallization was calculated to be 4.3× 1019, which is rel-
atively high and indicative of a large number of nuclei (GUMs) in the glass resulting
in easy and rapid nucleation.
3. Crystallization upon heating is observed to occur in two-stages wherein a metastable
state forms first and fully converts to the observed α-Ce3Al phase during the second
stage.
4. Activation energies calculated for the onset of each stage of crystallization are rela-
tively low, while the activation energies calculated for the peak of crystallization are
higher, indicating an ease for nucleation but greater difficulty for crystallite growth.
A low glass transition activation energy also signifies a low barrier for relaxation.
176
5. No exothermic event is observed on re-heating thermally crystallized samples, indi-
cating significant thermal stability of the nanocrystalline structure.
6. Avrami number and dimensionality constants were calculated to be 3 and 2, re-
spectively, representing, with some uncertainty, a 2D crystallization behavior. TEM
SAED analysis showed preferred [020] orientation of crystallites, and XRD results
indicate limited avoidance of [020] orientations, suggesting that the growth mecha-
nism is highly heterogeneous or textured in the bulk.
Nd:YAG 3 J Laser-Driven Shock-Compression Studies
1. Particle velocity measurements during laser shock driven experiments reveal a par-
ticle velocity profile with a well-defined elastic precursor preceding the main wave
for the Ce3Al MG. The elastic wave has a magnitude of ∼1.8 GPa, while the second
wave increases in magnitude with increasing laser energies.
2. Shock compressed samples recovered from experiments performed below the elastic
limit show limited crystallization, while those at higher pressures (laser energy) show
increased density, complete crystallization into the α-Ce3Al phase with a grain size of
13 nm, and preferred orientation with a preference for [002] directionality changing
to [020] directional preference at the highest shock pressures.
Omega 50 J Laser-Driven Shock-Compression Studies
1. Two regimes of shock-compression response are observed in the Ce3Al MG in exper-
iments performed using the Omega laser. Samples with visible deformation, damage,
and crystallization (stack of sample layers closest to the shock front) and visibly un-
deformed samples (sample layers furthest from the shock front) with densification
of the amorphous phase occurring via complex atomic rearrangements indicative of
polyamorphism.
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2. The recovered visibly deformed sample layers showed crystallization and order as
a function of decreasing depth. Sample layers closest to the shock front showed
LRO evolution with complete crystallization, significant MRO peak evolution while
still remaining predominantly amorphous and high density SRO and limited MRO
evolution in layers farther from the shock front.
3. The first, second, and fourth peaks of PDF for undeformed samples show decreased
distances (representative of decreased bond lengths) and the third peaks showed an
increase in position, representative of increased bond lengths. These atomic rear-
rangements are more complex than would be observed with simple compression or
relaxation and result in density increases of 2-6%.
4. The magnitude of shift in PDF peaks for undeformed samples was shown to increase
with further distance from shock front and therefore lower applied pressures, suggest-
ing competing effects of dilation and densification on the atomic rearrangements.
The observed shock-compression-induced structural changes are the first of their kind
and merit further discussion of potential mechanisms in the following section. A summary
of the Rietveld-calculated properties observed for the crystalline sample XRD data are pre-
sented in Table 7.1. All samples crystallized from the MG phase result in formation of the
hexagonal α-Ce3Al phase with nanocrystalline grain sizes, smaller lattice parameters, and
higher densities calculated from the lattice parameters. Preferred orientation is presented in
relation to the [020] direction. Positive preferred orientation values represent a preference
for this direction, and negative values imply avoidance of this direction.
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Table 7.1: Comparison of reference α-Ce3Al and Rietveld analysis results for recovered
crystalline Nd:YAG and OMEGA shock-compressed and thermally crystallized Ce3Al
metallic glass ribbons. The shock-formed and thermally crystallized α-Ce3Al phases are
more dense, have smaller grain sizes, and have a smaller unit cell than the equilibrium
phase. All preferred orientation is presented in terms of [020]. Positive values indicate
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7.2 Structural Characteristics of Ce3Al MG
Ce3Al Metallic Glass
The Ce3Al metallic glass is a binary MG which has “poor” stability with a small barrier to
and many sites for nucleation of crystallites. The poor glass formability requires the glassy
phase to be formed from the melt at very rapid cooling rates and limits sample geometries
to melt-spun ribbons. Interestingly, the Ce3Al MG also has a strong resistance to crystallite
growth.
The amorphous structure of Ce3Al MG showed evidence of broad XRD (Fig 3.4) peaks
and loss of any measurable order at a radial distance from a representative center atom of
20 Å (Fig 3.5). The short-range order (nearest neighbors and second nearest neighbors) in
the amorphous structure match well with that of the crystalline α-Ce3Al phase although
the higher order nearest neighbors are less clearly similar (Fig 3.6). There is no elemen-
tal segregation in the initial amorphous Ce3Al detectable within a nanometer-resolution
(Fig 3.9& 3.8).
Thermally Crystallized Ce3Al MG Structure
Thermal crystallization of Ce3Al MG occurs via two stages, starting with an initial metastable
structure which on average entirely converts to α-Ce3Al phase during the second stage
(Fig 3.3& 4.1). However, TEM results indicate some of the initial phase remains after com-
plete crystallization, segregated in rings around the main α-Ce3Al and creating domain-like
structures which get preferentially removed due to sample-preparation (Fig 4.10& 4.11).
Both TEM and XRD results indicate the overall final grain size is on the order of 6 nm
with much shorter lattice parameters than that observed in microcrystalline or larger grain
α-Ce3Al intermetallic. Both of these trends are expected for nanocrystalline metals formed
from MGs. The crystallites formed have slight [002] preferred orientations.
The short-range order observed via PDF (first, second, and third nearest neighbors) ap-
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pear to be similar to the initial amorphous phase with only slightly narrow peaks, indicative
of significant distortion remaining in the atomic-scale structure after thermal crystalliza-
tion. Short and medium-range order matches well with the structure expected for α-Ce3Al
(Fig 4.16). The Ce-specific partial PDF results indicate that significant rearrangement oc-
curs in Ce-based bonds after thermal crystallization with the main peak intensity equally
distributing into the first three peaks with an overall shift to lower bond lengths (Fig 4.17).
Structure of Hydrostatically Compressed Ce3Al MG
Under hydrostatic compression, Ce3Al MG has been observed to undergo a rapid decrease
in the first peak position of the structure factor from 1.5 to 5 GPa, indicating a rapid in-
crease in density [30, 29]. Further characterization and simulations show the cause for
densification is formation of more, shorter Ce-based bonds as Ce effectively “shrinks” with
increasing amounts of 4f delocalization from 1.5 to 5 GPa. As pressure is increased beyond
5 GPa, the P-V compressibility follows a standard trend representative of the higher density
amorphous phase.
At 25 GPa, however, an instantaneous and complete crystallization into a single crystal
of FCC phase occurs. This crystallization is attributed to long-range topological order of
the FCC phase retained within the amorphous Ce3Al MG due to the Ce and Al each forming
FCC phases on their own. Hume Rothery rules for solid solutions are achieved as atomic
sizes are more similar after 4f delocalization in Ce at high pressures [176, 45]. There is no
α-Ce3Al phase formed under hydrostatic pressure conditions.
Structure of Shock Compressed Ce3Al MG
Two regimes of structural changes are observed for shock-compressed Ce3Al MG: low
pressure where no macroscopic deformation is observed and higher shock pressure regime
where macroscopic deformation is observed. In the lower shock pressure regime, the sam-
ples remain fully amorphous. Polyamorphous reorganization is observed in some of these
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samples, with the first peak of the structure factor moving to lower Q values indicative
of overall density increases on the order of 2-6% (Fig 6.15), significantly greater than the
maximum 1% increase observed from relaxation. Additionally, the PDF results indicate
that the nearest neighbors, second nearest neighbors, and fourth nearest neighbors are all
closer while the third nearest neighbors are farther apart after shock compression (Fig 6.21).
The Ce-specific bonds maintain the same overall distribution with a slight increase in mag-
nitude and a limited decrease in the main peak position, indicating a permanent decrease
in Ce-based bond lengths and increase in number of bonds of this length (Fig 6.22). These
two changes are indicative of shock pressure-induced 4f delocalization allowing for tighter
nearest neighbor packing.
The higher shock pressure regime results in crystallization into the α-Ce3Al phase and
shows a trend of increasing crystallization with increasing pressures. Further, this crys-
tallization evolves with increasing pressure, first with denser SRO and the evolution of
structure factor peaks similar in position to those of the crystalline phase, then MRO evo-
lution matching the crystalline phase, and finally formation of the LRO. With further in-
creased shock pressures, the α-Ce3Al “c” lattice parameter decreases and [020] preferred
orientation increases. Initial increases in pressure also break apart grains into smaller sizes
and increase the density within crystallites (Table 7.1). Interestingly, the Ce-specific par-
tial PDF for the shock-crystallized Ce3Al shows no significant changes in the amplitude
or distribution of the bonds, although the bond length is significantly shorter than in the
lower energy polyamorphous condition. This indicates the shock-induced crystalline phase
maintains a somewhat similar Ce-based SRO to that of the initial amorphous MG.
7.3 Differences in Thermal and High Pressure Stability of Ce3Al MG
Thermal crystallization of Ce3Al progresses purely via a two-stage diffusion process. The
thermally crystallized α-Ce3Al structure has 6 nm grain sizes, small lattice parameters,
and high densities. Previous work by Zeng et al.[29] has shown that Ce3Al MG thermally
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crystallizes into α-Ce3Al even under additional hydrostatic pressure. When pressure is in-
creased up to the onset of 4f delocalization, the temperature for crystallization is reduced,
indicating pressure can mediate diffusion-based crystallization. However, at hydrostatic
pressures above 1.5 GPa, the crystallization temperature increases, with the difference at-
tributed to the higher density amorphous structure retarding diffusion. The FCC phase of
Ce3Al is, however, not observed to form with heating at the hydrostatic pressures charac-
terized. The FCC Ce3Al phase has only been observed under high hydrostatic compression
(pressures > 25 GPa).
Shock-compression induced crystallization results in formation of the α-Ce3Al phase.
Shock-induced crystallization occurs concomitantly with plastic deformation at shock pres-
sures exceeding the Hugoniot Elastic Limit. The shock-crystallized α-Ce3Al samples have
significantly more [002] preferred orientation, as compared with the thermally crystallized
α-Ce3Al phase, which change to [020] preferred orientation at higher shock pressures. The
shock-induced α-Ce3Al and polyamorphous phases maintain similar Ce-based SRO distri-
butions with only shorter bonds. In comparison, the thermally crystallized α-Ce3Al phase
has a significant redistribution of Ce-based SRO.
The overall results indicate that the Ce3Al MG ribbons investigated in the present work
thermally crystallizes via typical diffusion mechanisms, resulting in formation of nearly
spherical (in bulk) α-Ce3Al crystallites with an average grain size of 6 nm and densities
of 6.59 g/cm3. Shock-induced crystallization of Ce3Al MG occurs via a non-diffusional
process through a combination of Ce 4f delocalization, shear-driven reorganization, and
localized increases in free volume in shear bands. Shock induced crystallization produces,
at the first stages of complete crystallization, [002] preferred crystallites with average grain
sizes of 10 - 13 nm and densities of 6.42 - 6.53 g/cm3. Increasing shock pressures increases
the density and reduces the grain size up to a point but increasingly results in [020] preferred
orientation. The mechanism and characteristics of the shock induced crystallized Ce3Al
MG are different from the hydrostatic pressure-induced crystallization of Ce3Al MG which
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occurs via a coordinated and instantaneous rearrangement of all atoms into the FCC-Ce3Al
phase.
The dilatory effects and increased driving forces caused by shear bands and shock-
induced heating are the likely causes of larger grain sizes in the shock-induced α-Ce3Al
phase as compared to the thermally crystallized phase. Similarly, the larger grain sizes
reduce the effects (see Chapter 2) which cause decreased lattice parameters and increased
densities (as in the thermally crystallized α-Ce3Al). Needle-like preferred orientation is
expected during the nucleation stage (up to ∼2 nm) of thermally induced crystallization,
but with increased growth it is expected to convert into plate-like and then spherical crys-
tallites. The crystallization during shock compression occurs in a nucleation-like collective
rearrangement with limited kinetic allowance for growth, resulting in larger crystallites.
The increased density, decreased grain size, and conversion to more [020] preferred orien-
tations with higher shock pressures is possibly caused by a combination of larger driving
forces allowing for the formation of the lower surface energy-to-volume plate-like struc-
tures and higher densities with simultaneous breaking apart of grains into smaller sizes.
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CHAPTER 8
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK
8.1 Conclusions
In this work, shock-compression induced structural changes were investigated in a binary
Ce3Al MG. The Ce3Al MG has a low barrier to nucleation and a high barrier to growth of
crystallites, with many nucleation sites available, indicating a large amount of geometri-
cally unfavored motifs (GUMs) in the initial structure.
Thermal crystallization of Ce3Al MG occurs in two-stages, with the first metastable
stage almost entirely converting into α-Ce3Al with the remaining amount distributed in
domain-like rings around the α-Ce3Al phase. The stable thermally crystallized α-Ce3Al
phase grain size is 6 nm, with significantly higher density than microcrystalline α-Ce3Al
due to shorter lattice parameters within the grains.
Shock-compression of Ce3Al results in two regimes of changes as a function of shock
pressure. Higher shock pressures result in visibly deformed and damaged samples which
show evolution of crystallization into α-Ce3Al via SRO, then MRO, and finally LRO devel-
opment. At lower shock pressures, the recovered samples show shock-induced polyamor-
phism which increases in magnitude with decreased shock pressures before decreasing,
indicating there are competing mechanisms for change between dilatory effects of heat and
possibly shear transformation zones and densification effects of shear and Ce 4f delocal-
ization.
Shock crystallized α-Ce3Al phase has grain sizes of 9 - 13 nm with shorter lattice pa-
rameters and higher densities than the microcrystalline reference but larger lattice param-
eters and lower densities than the thermally crystallized α-Ce3Al phase. Ce-specific SRO
densification with few rearrangements is observed in the shock-induced α-Ce3Al which dif-
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fers from the significant Ce-specific SRO rearrangements observed in the thermally crystal-
lized α-Ce3Al phase. The differences in structure are due to the coordinated diffusion-less
nucleation from a large cluster of atoms which occurs during shock crystallization as com-
pared to the diffusional nucleation and growth incurred with thermal crystallization.
8.2 Suggestions for Future Work
There are several areas where further investigation could be performed to build off and
grow the understanding of the shock-compression induced phase changes observed in this
work.
1. Time-resolved studies of structure evolution during shock compression, such as may
be available at the Linac Coherent Light Source (LCLS) or Dynamic Compression
Sector (DCS), and MD simulations of the structural changes concomitant with shock
compression in Ce3Al MG would help elucidate the timing and stages of structural
rearrangements induced with shock compression. Comparisons with the recovered
structures would allow for better determination of the mechanisms for observed
phase changes.
2. Development of an equation of state for the crystalline and amorphous forms of
Ce3Al MG would allow for more accurate simulations of the loading conditions im-
posed with shock-loading. Correlations of the loading conditions with the observed
structural changes would improve mechanistic explanations.
3. Characterization of the recovered structures of Zr-based and Cu-based MG after
shock compression would help determine if the observed phase changes are specific
to MG compositions with solvent atoms which can undergo have pressure-induced






This section of the appendix presents further detail and images for the methodology used
during differential scanning calorimetry (DSC) characterization of the Ce3Al MG. In par-
ticular, the DSC peak fitting methodology will be expanded upon and example images will
be provided.
A.1 Differential Scanning Calorimetry
Peak fitting was performed within the Netzsch Proteus Thermal Analysis software included
with the Netzsch DSC 404 F1 used for the thermal analysis studies. The peaks values are
determined by finding the largest thermal value (µV/mg) in a range. The onset values
are determined by fitting linear slopes to the rise or fall of the peak and previous region.
Similarly, the glass transition is determined by a fit to the baseline trend prior to the glass
transition event and a fit to the regime following.
Figure A.1 shows an example of the output set of peak, onset, and Tg values for the
Ce3Al MG heated at 15 K/min.
Figure A.2 shows a screenshot of the Proteus Thermal Analysis software wherein the
Tg value was determined. The left bound was chosen to be in a region which was relatively
flat in terms of µV/mg vs temperature and in the first differential µV/mg vs temperature.
The right bound was chosen to be the peak of the first differential for the subsequent peak,
so as to capture the trend of the rise and not the trend after the change in curvature.
Figure A.3 shows a screenshot of the Proteus Thermal Analysis software wherein the
first crystallization event onset temperature was determined. The left bound was chosen to
be in a region which was relatively flat in terms of µV/mg vs temperature and in the first
differential of µV/mg vs temperature. The right bound was chosen to be the peak of the first
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Figure A.1: DSC trace output from the Proteus Thermal Analysis software for the Ce3Al
MG heated at 15 K/min in 45 ml/min ultra-high purity argon flow. The fit glass transi-
tion, first crystallization onset, first crystallization, second crystallization onset, and second
crystallization peak temperatures are labeled.
differential for the subsequent peak, so as to capture the trend of the entire rise (including
change in curvature) and avoid the region of peak intensity descent.
.
Figure A.4 shows a screenshot of the Proteus Thermal Analysis software wherein the
second crystallization event onset temperature was determined. The left bound was chosen
iteratively to allow for the software to fit a proper trend to the slope of the descent of the
first exothermic event peak. The right bound was chosen to be in a region after the onset




Figure A.2: Screenshot of Proteus Thermal Analysis software for the Tg fitting method-
ology. Bounds are chosen to ensure proper meaning is derived. DSC trace shown is the
Ce3Al MG sample heated at 15 K/min.
Figure A.3: Screenshot of Proteus Thermal Analysis software for the Tx1 fitting method-
ology. Bounds are chosen to ensure proper meaning is derived. DSC trace shown is the
Ce3Al MG sample heated at 15 K/min.
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Figure A.4: Screenshot of Proteus Thermal Analysis software for the Tx2 fitting method-
ology. Bounds are chosen to ensure proper meaning is derived. DSC trace shown is the
Ce3Al MG sample heated at 15 K/min.
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APPENDIX B
X-RAY DIFFRACTION DATA ANALYSIS AND CONVERSION
This Appendix section will present information about the methodology for analyzing syn-
chrotron 2D X-ray diffraction (XRD) data. This includes the development and use of a
mask and conversion to 1D using Fit2D software.
B.1 Creating a mask for Fit2D
The creation of a mask is done to ensure the erroneous portions of the raw 2D data are
not integrated into the 1D data, causing the peaks to be misshapen or unreal as well as
significantly affecting the slope of the curve at high angles. The latter is important for pair
distribution function calculations as erroneous high angle values cause the PDF values to be
inaccurate. Figure B.1 shows an example of the raw 2D diffraction pattern of a reference Ni
powder. Figure B.2 shows an example of the same diffraction pattern with a mask included.
To create the mask, select the “mask” option of the Fit2D graphical user interface.
There will be options for drawing shapes as well as automatically masking based on thresh-
olds. The goal is to automatically threshold any obviously erroneous data points which rep-
resent dead pixels on the 2D detector as well as to draw a mask to cover the beam blocker
and whichever sections of the scan represent areas where the X-rays will have scattered off
things other than the sample (e.g., the beam blocker or sample stage) and therefore would
produce XRD patterns that are not representative of the actual sample. In Figure B.2, the
top area is representative of the bottom area of Fig 3.16, where there is a chance X-rays
scattered off the sample subsequently scattered off the sample holder or beam blocker.
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Figure B.1: Example 2D diffraction pattern for a Ni reference powder. The beam blocker
is visible as a rod blocking coming from the top of the image to block the center of the rings
where the incident X-rays were measured. Very clear detector artifacts are visible like the
vertical black line to the right of the beam center and a white pixel in the bottom left corner.
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Figure B.2: Example 2D diffraction pattern for a Ni reference powder with a mask applied
over top. The mask is visible as bright red spaces and means the data covered will not be
integrated when converting to 1D. It is difficult to see the red on the previously vertical
black line due to the similarity of color with the data behind it, but there is a red line now
covering that black line. Similarly, red dots in the bottom left corner represent dead pixels
which were covered after thresholding.
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B.2 Converting from 2D to 1D XRD
In order to convert the 2D pattern to a 1D pattern in Fit2D, simply select “Integrate” in the
drop down box below the data set, as shown in Figure B.3. Save the output as a “chi” file
for further data processing.
Figure B.3: Example Fit2D software interface showing options for data analysis. When
the 2D data is corrected as you might wish (e.g., masked), select “Integrate” to convert 1D.
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APPENDIX C
PAIR DISTRIBUTION FUNCTION ANALYSIS
This section of the appendix will cover details for the determination of the values used in
the conversion from 1D diffraction data to the pair distribution function for the measured
Ce3Al MG data. The method of conversion to total PDF is discussed in Section 3.4.3.
C.1 Conversion from 1D XRD to reduced PDF
The process of using PDFgetX3 to convert from a 1D diffraction data set to the reduced
PDF and structure factor is covered in detail in the documentation for the software. In order
to best optimize, we used manually determined scale factors for each data set. Since the
synchrotron intensity fluctuates with time, there was no one relation between the reference
background scan and measured data. The value of the scale factor was determined by
manually adjusting a multiplicative scale factor for the XRD background reference data as
compared to the sample data such that the low angle values overlapped, erring on the side
of a lower background than sample if it appeared to follow a different pattern.
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