We present a thermodynamically based formulation for modelling dynamic rupture processes in the brittle crust using a continuum damage-breakage rheology. The model combines aspects of a continuum viscoelastic damage framework for brittle solids with a continuum breakage mechanics for granular flow within dynamically generated slip zones. The formulation accounts for the density of distributed cracking and other internal flaws in damaged rocks with a scalar damage parameter, and addresses the grain size distribution of a granular phase in the slip zone with a breakage parameter. A dynamic brittle instability is associated with a critical level of damage in the solid, leading to loss of convexity of the solid strain energy, localization and transition to a granular phase associated with lower energy level. The continuum damagebreakage rheology model treats the localization to a slip zone at the onset of dynamic rupture and post-failure recovery process as phase transitions between solid and granular states. The model generates sub-and supershear rupture velocities and pulse-type ruptures seen also in frictional models, and additional important features such as strong dynamic changes of volumetric strain near the rupture front and diversity of nucleation mechanisms. The propagation of rupture front and slip accumulation at a point are correlated with sharp dynamic dilation followed by a gradual decay to a level associated with the final volumetric change associated with the granular phase transition in the slipping zone. The local brittle failure process associated with the solid-granular transition is expected to produce isotropic radiation in addition to the deviatoric terms. The framework significantly extends the ability to model brittle processes in complex geometrical structures and allows analysing the roles of gouge thickness and other parameters on nucleation, rupture and radiation characteristics.
I N T RO D U C T I O N
Crustal fault zones contain fractured and granular materials characterized macroscopically by reduced elastic moduli, low seismic velocities, elevated scattering, increased attenuation and amplified geodetic signals (Ben-Zion & Sammis 2003, and references therein) . This was recognized early on by Reid (1910) , who discussed the earthquake rupture process in a 'comparatively narrow fault-zone.' However, the fault zone and rupture concepts were overlooked in the last few decades in favour of frictional sliding on pre-existing fault surfaces in solids with fixed properties (e.g. Andrews 1976; Ben-Zion & Rice 1997; Fukuyama & Madariaga 1998; Bizzarri & Cocco 2005) . More recently, various studies incorporated off-fault plastic yielding in simulations of dynamic rupture on a frictional fault (e.g. Andrews 2005; Ben-Zion & Shi 2005; Templeton & Rice 2008; Kaneko & Fialko 2011; Xu et al. 2012a,b; Gabriel et al. 2013) . While this provides a more realistic model for earthquake ruptures, in situ observations indicate that fault zones have altered elastic properties from those of the surrounding rocks, and that earthquake occurrence is accompanied by further evolution of properties. Recent seismic imaging of large fault zones show 30-50 per cent reduction of P-and S-wave velocities compared to the host rock (e.g. Allam & Ben-Zion 2012; Calderoni et al. 2012; Zigone et al. 2015) . Seismological studies also document co-seismic velocity changes in earthquake rupture zones that vary from several percent to tens of percent (e.g. Peng & Ben-Zion 2006; Wu et al. 2009; Obermann et al. 2014) . In the present paper we analyse dynamic ruptures in a solid governed by a continuum damagebreakage rheology model (CDBRM) accounting for changes of elastic moduli that accompany rapid release of elastic energy and accumulation of permanent plastic strain in regions exceeding a brittle failure threshold.
Part of the popularity of earthquake models based on frictional slip or dislocations in a solid with fixed properties comes from their Dynamic rupture and rock damage 1127 ability to explain 'far-field' observations associated with low frequency components of seismic and geodetic data (e.g. Konca et al. 2013, and references therein) . It is important to recognize, however, that this only provides a coarse remote description and that smallscale fracturing phenomena can have significant effects on the local physics. For example, coseismic changes of elastic moduli in source volumes are predicted to produce 'damage-related-radiation' that includes isotropic component ). This can lead to dynamic changes of normal stress near the tip of propagating rupture that can alter the energy partitioning, mode of slip and other key aspects of earthquakes (e.g. Brune et al. 1993; Ben-Zion 2001) . A number of recent studies found evidence for isotropic source terms of regular earthquakes consistent with expectations for damage-related-radiation (Castro & Ben-Zion 2013; Kwiatek & Ben-Zion 2013; Boettcher et al. 2015; Ross et al. 2015; Yang & Ben-Zion 2016) . Changes of elastic moduli in rupture zones can also lead to dynamic feedback mechanisms that modify the subsequent rupture properties along with seismic radiation and evolving fault zone structure (e.g. Xu et al. 2015) .
Earthquake nucleation is another important small-scale process with important implications to a wide range of topics including aseismic precursors to seismic motion and 'early warning' signals (e.g. section 3 of Ben-Zion 2008, and references therein). The nucleation of frictional instabilities consists of growing aseismic slip on the sliding surface to a critical size (e.g. Tse & Rice 1986; Dieterich 1992; Ohnaka 1996; Ben-Zion & Rice 1997) . A different type of nucleation process has been observed in experiments with high-resolution imaging of the sliding surface (e.g. Rubinstein et al. 2004 Rubinstein et al. , 2006 . In contrast to transition from creep to dynamic rupture when the size of the slip zone reaches a critical size, in these experiments a slow front of aseismic slip propagated over the entire sample, preparing the conditions (probably through dilation and partial separation of the surfaces) for macroscopic rupture. Subsequent related experiments emphasized the key roles small-scale heterogeneities have on the dynamic failure process (e.g. Rubinstein et al. 2011; Fineberg & Bouchbinder 2015) . In laboratory fracturing experiments without a pre-existing frictional surface, shear loading produces distributed microcracks (brittle damage) manifested by acoustic emission that at a certain stage begin to coalesce onto volumes with concentrated damage (e.g. Lockner et al. 1992; Stanchits et al. 2006; Goebel et al. 2012) . Interaction and coalescence among multiple zones of elevated damage facilitates the dynamic instability, localization and creation of through-going rupture (Reches & Lockner 1994; Reches 1999) . Such a process is incorporated in the damage-breakage model used in this work.
A detailed rheological model of the faulting process should include subcritical crack growth from the very early stages of loading, material degradation due to increasing crack concentration, macroscopic brittle failure, post-failure deformation and healing. Various approaches were developed to account for gradual material degradation, including Kachanov (1958 Kachanov ( , 1986 and Rabotnov (1959 Rabotnov ( , 1988 who formulated the basic principles of damage mechanics, and many modifications of these theories (e.g. Valanis 1990; Hansen & Schreyer 1994; Kachanov 1994; Krajnovic 1996; Allix & Hild 2002) . Several authors discussed geoscience applications of damage rheology and pointed out that it provides an appropriate continuum framework for analysing long term lithosphere deformation (e.g. Lyakhovsky et al. 1993 Lyakhovsky et al. , 1997a Regenauer-Lieb 1999; Bercovici et al. 2001; Bercovici & Ricard 2003; Regenauer-Lieb & Yuen 2003; Turcotte et al. 2003; Karrech et al. 2011; Veveakis & RegenauerLieb 2014) . These and other damage model formulations addressed different aspects of shear localization, fault zone evolution and including formation of plate boundaries, but they did not address details of dynamic ruptures. The rate-and state-dependent friction model (e.g. Dieterich 1979 Dieterich , 1981 Ruina 1983; Tse & Rice 1986; Rice & Ben-Zion 1996) provides a framework that can be used to simulate stable slip, nucleation of instabilities, rupture propagation, and healing. However, this and other frictional models assume that deformation at all stages occurs on pre-exiting surfaces and they do not account for volumetric processes and changes of elastic moduli during brittle failure.
The damage-breakage rheology employed in this work (Lyakhovsky & Ben-Zion 2014a,b) combines a continuum brittle damage framework during the approach to dynamic instability , and references therein) with a continuum breakage model for granular flow (Einav 2007a,b) in the slip zone produced by the instability. The brittle instability is treated as a phase transition between solid and granular media and the recovery process at the end of the dynamic rupture process is treated as a reversed granular-solid transition. The main aspects of the continuum damage-breakage model and the solid-granular phase transitions are summarized in Sections 2 and 3. In Section 4, we present results of numerical simulations of dynamic ruptures in a model governed by the damage-breakage rheology. We start with a simple case of a narrow tabular fault zone and show that the dynamic damage produces significant transient volumetric effects near the rupture front, facilitating a transition of the rupture mode from crack to pulse type. We then simulate dynamic rupture in a structure with basic geometrical and damage heterogeneities. The heterogeneities produce complex rupture fronts and a variety of apparent nucleation processes. The implications of the results to earthquake physics and observations are discussed in Section 5.
T H E O RY: C O N T I N U U M DA M A G E -B R E A K A G E R H E O L O G Y M O D E L
Lyakhovsky & Ben-Zion (2014a,b) developed a thermodynamically based model which combines a continuum damage framework for brittle rock deformation (Lyakhovsky et al. 1997a , and references therein) with a continuum breakage framework for granular flow (Einav 2007a,b) . Their formulation is done in the overall framework of the Landau phenomenological mean-field theory of phase transitions (e.g. Chaikin & Lubensky 2000) . The model assumes that materials with brittle damage may contain a mixture of cracked solids and granular media. The density of distributed cracking in the solid phase is represented with a scalar damage parameter α (0 ≤ α ≤ 1), while the grain size distribution of the granular phase is addressed with a breakage parameter B (0 ≤ B ≤ 1). These two internal state variables are not directly associated with the microstructure and are not related to characteristic length scales. The damage parameter provides a measure of the microcrack density and the breakage parameter reflects the grain size distribution. Therefore, there is no direct link between the CDBRM used in this work and classical phase transitions developed in statistical physics for large collection of discrete particles which can condense into an almost limitless variety of different structures (e.g. Chaikin & Lubensky 2000) .
The macroscopic stability condition for deforming materials is convexity of the strain energy function, which is necessary for the existence of a unique solution for the static problem (e.g. Ekeland & Temam 1976) . This condition implies positivity of all the eigenvalues of the Hessian matrix (second derivatives of the 1128 V. Lyakhovsky et al. . Schematic evolution of strain energy along the loading path (dashed line) and its changes under small strain perturbations around points with markers (out of scale). The flattening of the parabolas around markers 3 and 4 represents material degradation due to damage increase compared with undamaged material (markers 1 and 2). At the critical damage level (α = α cr ) the energy curve loses convexity (marker 5) leading to a transition to a granular phase with lower convex energy (maker 6). The state of the system around point #4 is metastable (inset diagram). See the text for additional explanation. energy function). Non-convex energy functions appear commonly in descriptions of multi-phase systems known as Cahn-Hillard and Landau-Ginzburg theories (e.g. Ericksen 1998; Fremond 2012) . If the energy is non-convex, as during phase transitions, one must introduce additional physical properties of the system and regularize the energy function to obtain a unique solution at the continuum level. Such regularization may be achieved by adding to the local constitutive relations the first or higher gradients of state variables (e.g. Ngan & Truskinovsky 2002) and introducing additional collective variables (e.g. Tyupkin 2007 ). The breakage variable in the CDBRM may be viewed as such additional variable providing regularization of the global energy function. A non-local formulation of a gradient-type damage model, which includes a dependency on the gradient of the damage variable (similar to the Landau theory), was discussed by Lyakhovsky et al. (2011) and Lyakhovsky & Ben-Zion (2014a,b) . They noted that the non-local formulation provides an intrinsic length scale associated with the internal damage structure, which leads to a finite length scale for damage localization that eliminates the singular localization of local models. Lyakhovsky et al. (2014) suggested that wear dynamics in brittle materials (generation of gouge layers and cataclasite zones during slip along faults) can be understood by the concept of a propagating damage front predicted by the non-local CDBRM formulation. Lyakhovsky et al. (2011) and Lyakhovsky & Ben-Zion (2014a,b) connected the loss of convexity of the energy function, at a critical level of damage signifying macroscopic failure, with transition from a highly damaged solid to a granular material. This and other general features of the CDBRM are illustrated schematically in Fig. 1 . Slow quasi-static external loads increase the strain energy of the system as shown by the red dash line with markers. The elastic moduli of the solid material remain constant up to the onset of damage accumulation above point #2. Changes of elastic strain energy over small strain perturbations (around points #1 and #2) retain the same parabolic shape shifted to a higher level. With further load, progressive damage accumulation decreases the effective elastic moduli (points #3 and #4) and reduces the convexity of the energy function. At a critical damage level, the energy function of the solid phase loses convexity and stability (flat blue line around point #5). However, the granular phase has a lower energy under the same strain and is stable (red parabola point #6), so the damagebreakage system moves from the unstable solid state to the stable granular state. Around point #4 the system is meta-stable and small stress perturbations may also produce a transition to point #6 involving jumping over the remaining small energy barriers (insert in Fig. 1 ). The rate of transition depends on the kinetics of damage and breakage evolution presented below. Further system evolution is controlled by the flow dynamics of the granular phase until it is halted by the breakage healing associated with a transition back from the granular to solid phase. Detailed descriptions of the quantitative developments and equations for the combined CDBRM can be found in Lyakhovsky & Ben-Zion (2014a,b) . Below we briefly summarize the key equations used in this study, and point to certain modifications implemented to model dynamic ruptures.
The stress-strain relation and kinetics of the damage and breakage processes are governed by the free energy function of the system, F(T, ε i j, α, B), which depends on the two state variables damage, α, and breakage, B, in addition to the temperature, T, and elastic strain tensor, ε i j . Following Lyakhovsky & Ben-Zion (2014a,b) , the total energy of the system combines the energy of the damaged solid, F S , with the energy of the granular material, F B :
Eq. (1) considers the system as a mechanical mixture of the two phases and assumes energy contributions of the solid and granular phases with weight coefficients of (1 − B) and B, respectively. This form of the energy preserves the linear dependence of the energy on the breakage as in Einav (2007a,b) . For the solid phase we use the energy form previously discussed in Lyakhovsky et al. (1997b) and Hamiel et al. (2011) , incorporating two quadratic terms and a third second-order nonlinear term:
where I 1 = ε kk and I 2 = ε i j ε i j are the first and second invariants of the elastic strain tensor, ρ is the mass density, λ and μ are the Lamé parameters, and γ is a third modulus of a damaged solid. The first two terms of (1b) give the classical strain potential of linear elasticity (e.g. Malvern 1969) , while the third nonlinear term couples volumetric and deviatoric strain components and produces dilation during brittle rock deformation. See Hamiel et al. (2011) for a detailed theoretical derivation and modelling results. The third modulus γ vanishes (γ = 0) for a damage-free material (α = 0). With damage accumulation, γ increases and the shear modulus μ decreases, producing material evolution from linear elastic solid (α = 0) to strongly nonlinear behaviour and macroscopic brittle instability of the solid phase at critical damage level (α c ). The Lamé parameter λ is assumed to remain constant (damage independent). With these assumptions the effective bulk modulus of the damaged solid under compression only weakly depends on the damage level. The applicability of the nonlinear stress-strain relations derived from the energy function (1b) is confirmed by a wide range of laboratory results. These include changes in the effective elastic moduli under stress reversal from compression to tension (Lyakhovsky et al. , 1997b , rock dilation coupling volumetric and deviatoric strain components (Hamiel et al. 2005 , stress-and damage-induced seismic wave anisotropy ) and shift in resonance frequency of cracked solid under high-strains ). Lyakhovsky & Ben-Zion (2014b) showed that a thermodynamically consistent formulation accounting for two-way solid-granular transitions requires for the granular phase a higher order energy function of the strain invariants ratio, ξ = I 1 / √ I 2 , than the energy function (1b) for the solid phase. They suggested using a thirdorder ξ -dependent polynomial function with constant coefficients, a 0 , a 1 , a 2 , a 3
The presented formulation assumes that the energy of the solid phase (1b) does not depend on the breakage and the energy of the granular phase (1c) does not depend on the damage. This allows keeping all the previously developed features of the damaged material as a solid state with B = 0, and combine them with the breakage mechanics in the simplest way. See eq. (19) of Lyakhovsky & Ben-Zion (2014b) and related text for additional details on the stress-strain relations for the granular material and constraints for the coefficients. One key constraint is that the energy of the granular phase is lower than the energy of the solid phase (F B < F S ) when the damage approaches its critical value. This energy difference drives fast breakage increase (dB/dt > 0) during a solid-granular phase transition. The inverse transition from granular to solid phase occurs when the shear components of the elastic strain are relaxed due to granular flow, leaving compacting strain components that lead to breakage decrease (dB/dt < 0) and changing sign between the solid and granular energy levels (F B > F S ). The above energy functions and their derivatives, including the eigenvalues of the Hessian matrix (second derivatives of the energy function), are continuous functions with respect to damage and breakage variables. Thus, the minimal eigenvalue of the Hessian matrix, which may be viewed as an order parameter of the system, continuously approaches to zero with damage going to its critical value. This suggests that the transition between solid and granular phases may be classified as a second-order (e.g. Chaikin & Lubensky 2000) . Precise classification of the solid-granular transitions as first or second order is beyond the objectives of this study and can be the subject of a separate investigation.
Lyakhovsky & Ben-Zion (2014b) derived equations controlling the kinetics of the breakage and damage evolution based on irreversible thermodynamics (e.g. Onsager 1931; Prigogine 1955; de Groot & Mazur 1962) . Adopting the Onsager reciprocal relations between thermodynamic forces and fluxes, they described the kinetics of the state variables α and B as a set of two coupled differential equations (appendix of Lyakhovsky & Ben-Zion 2014b):
The positive kinetic functions C br and C dm for breakage and damage evolution in eqs (2) and (3) depend on the damage and breakage state variables. These functions have different forms for material degradation and recovery. The transition from damage accumulation to healing in eq. (3) is controlled by the critical value of the strain invariants ratio ξ = ξ 0 . The recovery of elastic moduli at ξ < ξ 0 is associated with healing of microcracks and is favoured by high confining pressure, low shear stress and high temperature. Lyakhovsky et al. (2005) showed that a model with exponential healing reproduces the observed logarithmic increase of the static coefficient of friction with time (e.g. Dieterich 1978 Dieterich , 1979 and other key observed features of rate-and state-dependent friction. Lyakhovsky et al. (1997a) provided a constrain for ξ 0 by relating it to the laboratory measured internal friction of intact rocks.
The transition in eq. (2) from increasing breakage (dB/dt > 0) to decreasing (dB/dt < 0) occurs at ξ = ξ d < ξ 0 . Similarly to the damage evolution (3), we assume that breakage accumulation and healing are not symmetric, and the values or functional forms of the rate coefficients may be different. At present the C BH function is not well constrained by laboratory data. Some experimental observations (e.g. Lube et al. 2004 ) demonstrate that during a period of reduced velocity, instead of gradual deceleration the granular flow comes to an abrupt halt. The slide-hold-slide experiments of Reches & Lockner (2010) show fast and efficient strengthening of lubricated powder during a hold stage period with no slip. We interpret this behaviour as fast kinetics of the transition from granular to solid phase, which requires relatively high C BH values, but its functional form remains unclear. It might be exponential function similar to the damage healing, producing logarithmic healing in time, as suggested by frictional experiments with granular media (e.g. Marone 1998). Lyakhovsky et al. (2011) assumed that the rate of breakage growth is proportional to the probability, P(α), for a material element to be in a granular phase. Since the phase transition occurs at α = α cr (ξ ), the probability that a material element with low values of damage is in a granular phase should be very low (P(α α cr ) → 0). On the other hand, a highly damaged material element should be in a granular phase (P(α > α cr ) → 1). As in statistical mechanics, P(α) represents the distribution of the states of a system. In analogy to the Fermi-Dirac distribution that is widely applied for complex systems with phase transitions (e.g. Landau & Lifshitz 1980), we assume that P(α) near the critical state, α = α cr (ξ ), has the functional form :
where the β-value defines the width of the transitional region of the smoothed Heaviside (step) function P(α). For β → 0, P(α) approaches the Heaviside function that abruptly changes its value from zero to one. Together with fast kinetics of the breakage growth (C B →∝), the transition from the solid to granular phase is instantaneous without any mixed (mushy) region. With finite values of β and C B , there is a mixed zone and accumulating damage toward α cr leads to a gradual increase in the breakage parameter. The breakage value should increase from B = 0 (solid state) to B = 1 (granular state) within the mushy region or faster than the damage increases by the β-value. This condition is satisfied for C B ∼ C d /β or higher and provides a global stability of the system without convexity loss of the energy function (1) during the phase transition.
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M O D E L F E AT U R E S U S E D F O R DY N A M I C RU P T U R E S I M U L AT I O N

Rate of damage accumulation
Following the onset of material degradation, the rate of damage growth is controlled by the applied loading and the coefficient C d (eq. 3). Lyakhovsky et al. (2005) constrained the value of C d to be in the range 1−10 s −1 based on laboratory experiments with strain rates below 10 −4 s −1 . The damage kinetic equation (3) may be integrated for a given constant strain rate and constant C d value. This provides estimated time-to-failure, or time needed to accumulate damage from α = 0 for intact rock to macroscopic failure at α → α c , and predicts rock strength under different strain rates. The red line in Fig. 2 shows the calculated rock strength for a constant C d = 10 s −1 . Fig. 2 also shows measured normalized strength versus strain rate for different rocks reported by Lu et al. (2010) , who compiled results from twenty different sources. The comparison between the calculated rock strength (red line) and measured data demonstrates that the damage kinetic equation (3) with constant C d value significantly overestimates material strength at high loading rates. This discrepancy may be solved in two ways. Instead of the Onsager relations (2) and (3), one can adopt complex dissipative potential and derive kinetic equations with several adjustable parameters (e.g. Karrech et al. 2011) . Another approach was suggested by Grady & Kipp (1980) who preserved the same form of kinetic equations for damage accumulation under high strain rates (e > 10 −4 s −1 ), and fitted the experimental data by increasing the coefficient C d proportionally to a certain power of the strain rate. In this study we adopt the Grady & Kipp (1980) power-law correction for the damage accumulation rate:
whereĈ d is a non-dimensional damage rate coefficient normal-
−4 is a non-dimensional strain rate value normalized to e = 10 −4 s −1 , and m is the power exponent. Fig. 2 shows predicted normalized strength versus strain rates with m-values between 0.75 and 0.9 (blue lines). An exponent m = 0.8 provides a reasonable general fit to the observed strength values for different rocks and is used below for numerical simulations. Using a slightly higher m = 0.85, which also fits the observational results well, has minor effects on our simulation results.
Dense granular flow
The flow of granular media has been addressed by the mechanical and material engineering communities using various yield criteria and plastic flow rules (e.g. Schoefield & Wroth 1968; Nedderman 1992) . In contrast, statistical and fluid dynamical approaches were utilized by the physical community (e.g. Jaeger et al. 1996; Halsey & Mehta 2002) . Combining both types of approaches based on experiments, dimensional arguments and numerical simulations, led to a continuum description of dense granular flows in terms of functional relation between the Drucker-Prager stress ratio, σ DP = τ /P, and the inertial number, I = e · d √ ρ/P, with d and ρ denoting the particle size and mass density. The non-dimensional inertial number represents the ratio between the macroscopic time scale defined by the applied strain rate, e, and the microscopic time scale of particle motion. The inertial number is the square root of the Savage number (e.g. Savage 1984) or Coulomb number (e.g. Ancey et al. 1999) previously introduced in the literature. Following Bagnold (1954) , the dimensionless functional relation, σ DP (I ), has become a widely accepted basis for granular flow modelling with different functional forms for σ DP (e.g. Jop et al. 2006; Forterre & Pouliquen 2008; Henann & Kamrin 2013 . Most studies discuss flow rules under relatively high inertial numbers (I > 1). However, as estimated below, the inertial number during seismic slip is expected to be very low.
Field observations of exhumed fault zones (e.g. Chester et al. 1993 Chester et al. , 2005 and laboratory experiments with rocks (e.g. Green et al. 2015) and industrial granular materials (e.g. Cheng et al. 2006) indicate that slip localization tends to occur in a thin principle slip zone with width of 5-10 particles. The co-seismic strain rate is e = v slip /N d, where N = 5−10 is the number of particles and v slip ≈ 1 m s −1 is the slip velocity. For typical density, ρ ∼ 10 3 kg m −3 , and pressure, P ∼ 10 8 Pa (100 MPa), the inertial number is
We note that the inertial number (6) does not depend on the particle size. Henann & Kamrin (2013 suggested that a linear relation σ DP (I ) = b · I , with b a non-dimensional coefficient, provides a good fit for dense granular flow under low I-values. Combining (6) with the definition, σ DP = τ /P, relates the shear stress with the average strain rate in a gouge (fault core) zone of thickness h(ē = v slip /h):
This defines an effective viscosity of the gouge zone, η gouge , as:
or effective fluidity, which is inverse of viscosity:
Relation (8a) implies that the effective viscosity does not depend on the particle size, is linearly scaled with the thickness of the gouge zone, and scaled as the square root of the confining pressure.
Corresponding expectations for the fluidity are given by eq. (8b). For practical applications on the flow of a dense granular material, eqs (7) and (8) Schock & Louis (1982) with Westerly granite compared with calculated curves based on the damage rheology model. During each experiment the ratio between the stress components (σ 3 /σ 1 ) was kept constant. els involving yield conditions were used (e.g. Jaeger et al. 1996; Savage 1998; Liu & Nagel 2001; Forterre & Pouliquen 2008) . We assume that the fluidity of the granular phase (inverse of viscosity) should strongly depend on the grain size distribution or the B-value. Given the current lack of detailed observations, we suggest that the granular phase of the gouge zone flows when the breakage value is above a certain critical level, B cr :
where H (•) is the Heaviside step function. Relation (9) accounts for abrupt onset of granular flow with breakage increase, and decreasing breakage and phase transition back to the solid phase with stress relaxation locking of the flow. This formulation allows simulating effective continuum flow within the small-scale core of the model fault zone without performing particle-size modelling.
Rock dilation and isotropic source terms
Isotropic radiation from source volumes may be produced by variations of elastic moduli within and across earthquake rupture zones, nonlinear elastic response of damaged rocks, fluid effects and various additional mechanisms leading to tensile components of faulting. Before presenting numerical modelling of dynamic ruptures (next section), we review some rock mechanics observations obtained under slow quasi-static loading and discuss the observed volumetric effects. Comparison between model predictions and laboratory experiments allows calibrating the model parameters in quasi-static regime and then estimating the expected effects in the dynamic regime. Laboratory measurements (e.g. Paterson 1978; Schock & Louis 1982; Lockner et al. 1992; Lockner & Stanchits 2002) show that significant dilation occurs under slow shear loading prior to yielding. Schock & Louis (1982) conducted proportional loading experiments (σ 1 = σ 2 and σ 3 /σ 1 varies from 0 to −2.1) with Westerly granite samples (markers in Fig. 3) . Hamiel et al. (2011) demonstrated that the stress-strain relations derived using the energy function (1b) predict a nonlinear relation between mean stress and volumetric strain compatible with the results of Schock & Louis (1982) . The model results of Hamiel et al. (2011) were obtained assuming three constant elastic moduli (constant damage), and predict a set of straight lines with different slopes depending on the σ 3 /σ 1 ratio for every proportional loading experiment. Accounting here for small damage accumulation from α = 0.2 to about 0.25 (slightly different value for each test) significantly improves the previous fitting of the experimental data (red lines in Fig. 3) . The Poisson ratio, ν = 0.3, and critical strain invariant ratio, ξ 0 = −0.6, for Westerly granite are taken from Hamiel et al. (2005) , while the Young modulus, E = 5.2 × 10 4 MPa, is estimated from a uniaxial loading test with σ 3 /σ 1 = 0. The damage accumulation is calculated using constant strain rate 10 −6 s −1 (Schock & Louis 1982) and kinetic coefficient C d ∼ 10 2 s −1 typical for low confining pressures . These experimental results demonstrate that linear elasticity fails to describe Westerly granite deformation even under small stresses, and highlight the need for nonlinear elastic model along with evolving elastic properties predicted by the damage rheology model.
The calibrated model discussed above based on slow deformation allows us to quantify 'volumetric effects' produced by damaged rocks due to shear stress variations across the propagating rupture front. First we estimate the expected volumetric effects by connecting the volumetric strain component with shear stress using static solution for given material properties (damage value). Every black line in Fig. 4 presents the expected volume increase versus shear stress under 100 MPa confining pressure and given constant damage. If the shear stress overcomes a threshold value (red line in Fig. 4) , the damage increases and the volumetric deformation is significantly enhanced. The most significant effect comes from the highly damaged zone (α = 0.8) where damage accumulation starts at a relatively low shear stress (∼40 MPa). When the damage approaches its critical value, the volumetric strain increases by ∼0.32 mStrain and then by another ∼0.28 mStrain during the transition to the granular phase with B = 1 (black dash line). The stress relaxation toward the level corresponding to the reverse transition from granular to solid phase and onset of healing reduces volumetric strain (green line). This scenario, constructed as a sequence of static solutions, predicts a significant oscillating volumetric component with only a small overall permanent irreversible dilation. Some additional volumetric effects could be generated by dynamic changes of elastic moduli (Ben-Zion & Ampuero 2009), as well as expansion during the flow of the granular phase.
Starting with the pioneering work by Reynolds (1885) , who coined the term dilatancy, many studies found that granular materials tend to dilate during shear loading especially when densely packed. Several granular flow models address the dilation, or the ability to accumulate irreversible volumetric expansion under shear, utilizing non-associated plasticity or introducing bulk viscosity (e.g. Rao & Nott 2008) . Thermodynamic considerations require nonnegative dissipation during material flow, also known as shear heating. This should also hold for the volumetric component, implying non-negativity of the mean stress multiplied by the volumetric strain rate (σ m · dε V /dt > 0). For negative mean stress during compression, only compaction (dε V /dt < 0) is allowed without additional energy source. This energy could be transferred from other processes that dissipate mechanical energy. In general, the dissipated mechanical energy associated with breakage accumulation (∂ F/∂ B · dB/dt) is converted into heat. However, the efficiency of such conversion may be less than 100 per cent. Some thermomechanical models introduce interstitial working as an additional energy component equivalent to latent heat of classical thermodynamics (e.g. Dunn & Serrin 1985) . In many thermo-mechanically coupled models the heat power is calculated by using a constant Taylor-Quinney coefficient, which describes the efficiency of converting mechanical work into heat (Taylor & Quinney 1934) .
In the following we assume that part of the dissipated mechanical energy is transferred into work needed to expand granular material under compression
where C TQ ≤ 1 is the Taylor-Quinney coefficient which defines the part of the dissipated energy that is converted into material expansion. Similar energy partitioning considerations were adopted by various authors discussing volumetric effects coupled with evolving rock damage. Among them are the two-phase model for compaction and damage by Bercovici et al. (2001) and Bercovici & Ricard (2003) , as well as the visco-poroelastic damage model of Lyakhovsky et al. (2015) who successfully reproduced experimentally observed irreversible dilation of porous rocks. Dynamic rupture is expected to be associated with damage accumulation at the propagating front, breakage increase and transition to the granular phase, followed by stress relaxation and reversed transition to damaged solid. Based on the discussed theoretical and laboratory results, these changes should be accompanied by significant dynamic volumetric effects and variations of fault normal particle velocities. These processes are studied numerically and discussed in the next section.
N U M E R I C A L M O D E L L I N G O F DY N A M I C RU P T U R E
Numerical scheme and model setup
The implementation of the damage-breakage rheology model into a DBRM-3D code uses Explicit Finite Difference Lagrangian method, based on the FLAC (Fast Lagrangian Analyze of Continua) algorithm originally developed by Cundall (1989) for elasto-plastic rheology and implemented in the ITASCA software. The FLAC algorithm was modified for visco-elastic media . A modified version of this code incorporating heat transport is known as PAROVOZ and is widely used by many researchers. Lyakhovsky et al. (2001) developed their own 3-D code for quasi-static viscoelastic damage rheology modelling, which was used in many geodynamic applications. During this study the code was modified for dynamic processes, by reducing force damping to realistic values Figure 5. Geometry and size (map view) of a highly damaged narrow zone, with small additional weakening (red square) where the rupture process is initiated. Stars mark the location of three observational points where the slip and normal displacement components are recorded (see Fig. 9 ).
corresponding to wave attenuation and implementing breakage evolution in the existing damage kinetic module. The model domain is a rectangular box of dimensions 400 × 150 × 100 m 3 , divided into about one million tetrahedral elements of variable sizes. Simple geometry with narrow (centimetre size) tabular high damage zone (fault zone) along the z = 0 plain is considered for the first series of simulations. Complex non-tabular geometry with irregular initial damage distribution is used for the second series of simulations. The numerical modelling results are presented in the following sections. Parameters used in the simulation runs are given in Table 1 .
Dynamic rupture in a tabular damage zone
The initial configuration in this case consists of a narrow homogeneous damage zone with h = 20 cm and α = 0.7 (tabular fault zone) inside a damage-free volume (see Fig. 5 for a map view) . A small perturbation with elevated damage (α = 0.8) close to the left edge of the damage zone serves as a nucleation site for the propagating rupture. The three stars in Fig. 5 show the locations of 'slip points' where velocity variations on both sides of the fault zone are recoded and integrated to obtain slip (U x ) and dilation (U z ) components shown in Figs 9-12. The simulation starts with 50 MPa confining pressure. The edges of the box are sheared slowly to increase the shear stress component, σ xz , while keeping all other components constant away from the fault zone. The rate of the loading is several orders of magnitude below typical rates of dynamic processes, so fixed boundary conditions are practically realized during the dynamic failure. The remote loading leads to stress concentration around the region with high initial damage (α = 0.8), leading to additional damage, breakage increase and transition to a granular phase in a 'nucleation zone' for subsequent dynamic rupture (Fig. 6a) . Slipping in the nucleation zone redistribute stresses around it and produces a radially propagating crack-like rupture with a granular phase behind the propagating front (Fig. 6b) . When the edges of the rupture encounter 'low damage barriers' that prohibit additional propagation in the vertical direction, a pulse-like shape is formed and continues to propagate to the right along the damage zone (Fig. 6c) . Fig. 7 shows slip rates (V x ) for every 0.001 second along the central line (y = 0) of the damage zone between the left and right model edges. Lines at successive times are shifted up to avoid overlap. Several straight lines correspond to zero slip prior to the breakage increase at the nucleation site (Fig. 6a) . The slip process starts when the breakage overcome its critical value (B cr = 0.8) producing a small slip event lasting 0.002-0.003 s. The small event is associated with meaningful slip rates at only 2-3 successive lines (time windows) followed by several flat lines. This implies a certain delay time between the initial slip and onset of radially propagating rupture front. The early speed of the propagating rupture is below 0.5 km s −1 and it then accelerates at ∼15 m from the nucleation zone. At about 50 m from the nucleation site, a slip pulse is formed and propagates with a speed of ∼2.5 km s −1 (slightly above 0.8 V s ). The maximum slip rate is ∼1 m s −1 and the size of the slipping zone is ∼60 m with a steep increase of slip rate at the rupture front and gradual decrease behind the front. The slip rate goes to zero with revered transition (healing) from the granular to solid phase when the breakage parameter drops below its critical value. Fig. 8 shows a snapshot of the spatial distributions of the slip (V x ) and normal (V z ) velocity components when the pulse is passing the central part of the fault zone. As seen, the ∼1 m s −1 dynamic slip velocity (V x ) is accompanied by significant changes of the normal velocity component (V z ). The maximum (∼0.2 m s −1 ) value of V z is achieved during the rise of the slip velocity in a very narrow zone (Fig. 8b) . As predicted by the results of Fig. 4 , the expansion stage is followed by a contraction stage associated with stress relaxation in the failing granular material. Slip and dilation rates integrated at three points along the fault zone demonstrate self-similarity of the propagating pulse (Fig. 9) . While slip gradually accumulates up to ∼1 cm throughout the duration of the pulse (Fig. 9a) , the dilation increases very fast to ∼0.2 mm and then is gradually reduced (Fig. 9b) . The final normal displacement is ∼0.02 mm, which is ∼0.2 per cent of the final shear slip component. Note that C TQ = 0 in this case and the dilation is associated only with elastic nonlinearity. . Slip (U x ) and normal displacement (U z ) in the pulse propagating along narrow zone at the three observational slip points marked in Fig. 4 .
The zero time in Fig. 9 corresponds to the maximum dilation in the middle point (red line). Comparison of the time lags between slip (red line) and dilation (blue line) in the middle point (Fig. 10) shows that fault opening starts slightly before the onset of slip with fast damage increase and onset of breakage accumulation. The maximum dilation rate ∼0.3 m s −1 (blue line in Fig. 11 ) occurs at relatively low slip rates before the latter achieves its maximum (red line in Fig. 11) . Most of the dilation is then recovered with shear stress relaxation during the stage of slip accumulation. The amount of compaction during the relaxation stage is significantly decreased in simulations which account for irreversible expansion of the granular phase (10) with C TQ = 0.25, 0.5, 0.75 and 1.0 (Fig. 12) . For visual clarity, an arbitrary time lag between different runs was added to the plot. The maximum dilation is about the same in different cases and only slightly higher for large C TQ values, while the residual dilation increases considerably and may reach ∼0.9 per cent of the total slip. Since most of the dilation-compaction is very fast and occurs during a small initial part of the pulse, this process should radiate high-frequency isotropic waves.
Thickness of a tabular damage zone
In this section, we present results of rupture simulations demonstrating effects of the fault core thickness on the dynamic and final properties of the simulated seismic events. We consider three different values of fault core thickness h = 20, 40 and 60 cm. magnitude from ϕ gouge = 0.05 to 0.45 MPa −1 · s −1 . The constitutive relation (9) for the granular flow (B = 1) predicts that the slip rate (v slip = τ · ϕ gouge · h) linearly increases with the shear stress and the thickness h. Thus, under the same stress conditions and material properties the simulated slip rate in the central part of the fault zone increases almost linearly with the fluidity (Fig. 13a) . Higher slopes of the coloured dotted lines in Fig. 13(a) correspond to models with higher h values. The relation for slip rate also predicts the same rate for models with same values of the fluidity multiplied by the thickness (ϕ gouge h). The numerical results fit this prediction well (Fig. 13b) with small deviation from exact linear scaling associated with nonlinear features of the model formulation.
Other event characteristics such as speed of the rupture front (Fig. 14a) and seismic potency of the event (Fig. 14b) also increase with the fluidity, but they do not follow the above linear scaling. The potency is calculated by integrating the inelastic strain over the volume of the failure zone. See eqs (5)- (8) of Ben-Zion (2008) and related text for additional details and relations between the seismic potency and moment. For the same fluidity values, elevated rupture speed and higher potency are predicted for fault zones with thick core regions (high h-values).
An effective dynamic friction associated with the ratio between the shear and normal stress components, defined as (η gouge · v slip )/(P · h), can be calculated at any location within the propagating slip pulse. Fig. 15 presents the local stress drop value versus effective dynamic friction calculated in the central part of the fault zone for times when the slip rate achieves its maximum. The shear stress is calculated using viscosity value (8a) multiplied by the strain rate, or slip rate divided by the thickness. The model results predict similar trend connecting local stress drops with effective friction (Fig. 15) for different model settings. Since the scaling between the slip rate and fluidity multiplied by the thickness (Fig. 13b) slightly deviates from exact linear trend, the effective friction values are slightly different for models with different thickness and fluidity values. Therefore the calculated friction values (Fig. 15) 
Dynamic rupture in a non-tabular damage zone
To illustrate further the richness of the damage failure processes, we present results of dynamic rupture in a model with a slight volumetric structural complexity (Fig. 16 ). Using the same overall numerical grid structure and model parameters, a region with high damage zone is separated into two segments by introducing a barrier of 30 m width with α = 0.2 in the central part (blue region in Fig. 16a ). This Barrier is strong enough to stop the rupture and prevent jumps of the process from one side to another (not shown here). A random additional component of the initial damage distribution makes the geometrical structure of the rupture front very irregular, but still terminating by the strong barrier. A thin disk with 10 m radius is placed 0.5 m above the main fault zone at the central part of the barrier (Fig. 16b) . This small off-fault weak zone (α = 0.7) significantly changes the initial equilibrium stress distribution and affects the style of the propagating rupture.
In such cases, ruptures start spontaneously at some location where the interaction between the random initial damage and heterogeneous stress enhances the rate of damage accumulation. In the specific realization shown in Fig. 16 , the rupture starts close to the left upper corner of the damage zone (Fig. 17a) . Since the point with rupture initiation is relatively close to the left and upper edges, the stage with crack-like radial propagation is very short and asymmetric rupture front is quickly formed (Fig. 17b) . This is followed by a pulse that propagates to the right similarly to the homogeneous case of the previous section (Fig. 17c) . The initial random damage distribution significantly affects the rupture front geometry and makes it very irregular. The rupture jumps ahead into randomly distributed weaker zones and it slows down within stronger regions. When Figure 16 . Volumetric model structure with a high damage zone separated into two segments by a barrier of 30 m width with α = 0.2 in the central part (blue region in Fig. 16a) . A thin disk with 10 m radius is placed 0.5 m above the main fault zone at the central part of the barrier (Fig. 16b) . the rupture front hits the strong barrier, its propagation rate significantly slows down. However, the interaction with the off-plane damage structure leads to initiation of several nucleation sites on the right side of the barrier (Fig. 17d) . Coalescence of the small subsequent rupture zones lead to a large common rupture front formation (Fig. 17e) . The rupture continues propagation to the right with irregular front geometry (Figs 17e and f) due to the initial random damage distribution. Simultaneously, the damage of the strong barrier increases and rupture slowly propagates from its edges to the centre, leaving a small un-failed round zone in the centre. The location of this zone with low breakage in Fig. 17(g) is controlled by stress shadowing due to off-plane damage structure. Fig. 18 demonstrates the acceleration of the propagating pulse after its formation, its deceleration when it approaches the strong barrier, time delay associated with rupture jump over the barrier and pulse propagation along the right segment of the fault zone is demonstrated in. The three panels show the slip rate (V x ) distributions along lines crossing the fault zone from left to right at three different values of the y-coordinate, y = 0-the central line, and two lines shifted up and down to y = ±10. Similarly to Fig. 7 , the slip rate distribution is plotted for every 0.001 s and plots for successive times are shifted up. All three cross sections show that the pulse propagating along the right segment is delayed by 0.004-0.005 s relatively to the natural continuation of the pulse running along the left segment. The strong barrier becomes slowly broken from both sides. This process could hardly be addressed as a dynamic rupture, but may be viewed as a slow failure processes or a sequence of small separated events. This heterogeneous initial damage together with off-plane disk-like weak zone that fails during the simulation produce complex radiated field. Viewed from the far field, the radiated waves may be interpreted as resulting from a single complex source process or three different dynamically triggered events.
D I S C U S S I O N
We study dynamic ruptures in a continuum damage-breakage rheological model that associates the brittle instability with a phase transition between a damaged solid with distributed cracks and a granular medium within the generated rupture zone. The formulation extends significantly the ability to model brittle processes in structures with complex volumetric geometries and evolving properties, compared to the traditional models of frictional sliding on pre-existing surface(s) in a solid with fixed properties. The results reproduce general features of dynamic ruptures simulated previously in frictional models such as typical rupture speed and transition from crack to pulse type failure (e.g. Beeler & Tullis 1996; Nielsen & Carlson 2000; Shi et al. 2008) , while producing additional features such as strong dynamic changes of normal stress near the rupture front and diversity of nucleation mechanisms.
The model formulation is done in framework of continuum mechanics and generally follows ideas of the Landau phenomenological mean-field theory of phase transitions. The two internal state variables, damage and breakage, are not associated strictly with specific material microstructure. The damage is certain measure of the microcrack density and the breakage reflects the grain size distribution. These state variables are not connected with any characteristic length scale so there is no direct link to classical statistical physics and lattice models. The non-local gradient-type model formulation incorporates dependency of the free energy on the gradient of the damage and breakage state variables (e.g. Lyakhovsky et al. 2011; Lyakhovsky et al. 2014 ) and leads to close connection with LandauGinzburg phase transition theory.
The key aspects of the rupture process generated by the model are summarized schematically in Fig. 19 . A pulse of rapid damage increase propagates ahead of the rupture front where inelastic shear deformation (or slip when collapsed to a plane) starts. Fast dilation occurs at this stage in the zone where the stresses are high and damage increase is very fast. When the damage value in the narrow rupture front region approaches its critical level, breakage increases and transition to the granular phase occurs in this zone. Only at this stage, slip starts behind the damage pulse. During slip accumulation and stress relaxation, the dilation decreases and the volumetric deformation is mostly recovered. The amount of the final dilation depends on the ability of the granular material to accumulate irreversible volumetric strain during shear flow. Under compressional stresses, material dilation requires additional energy source. Similarly to other models (e.g. Bercovici et al. 2001; Bercovici & Ricard 2003; Lyakhovsky et al. 2015) , this is accounted for by the TaylorQuinney coefficient, C TQ (Taylor & Quinney 1934) which defines the part of the dissipated energy which is converted into material expansion. A maximal dilation of about 1 per cent of the total slip (Fig. 12) is expected when all the dissipated energy of breakage process is converted into mechanical work increasing the material volume (C TQ = 1.0). For more realistic cases with C TQ < 1, some amount of heat is produced by the material breakage and the final dilation is smaller (Fig. 12) .
The fast expansion during the solid-granular transition followed by compaction (see also Fig. 11 ) generates a propagating pulse of inelastic shear deformation with high-frequency isotropic radiation in the front of the rupture (mushy region in Fig. 19 ) even in a simple tabular fault zone. Because of the strong attenuation of high-frequency components, recognizing the isotropic radiation requires high-quality seismic data and advanced analysis techniques (e.g. Kwiatek & Ben-Zion 2013; Boettcher et al. 2015; Ross et al. 2015) . Accumulation of irreversible strain in the granular phase behind the rupture front leads to shear stress relaxation and continuing gradual compaction. When the strain invariants ratio decreases below the critical value (ξ < ξ d ), there is an inverse transition from granular material back to the solid phase. We note that narrow slip pulses due to rapid dynamic changes of normal stress at and behind the propagating tip, with similar slip velocities to those generated in our simulations (Fig. 11) are produced by ruptures on a bimaterial interface (e.g. Andrews & Ben-Zion 1997; Ben-Zion & Huang 2002) . In our damage-breakage model, the size of the slip pulse (its length and duration) depends on the rate of stress relaxation together with conditions for the transition from the granular to the solid phase.
A set of performed numerical simulations examines the sensitivity of different properties of the generated dynamic ruptures to material properties controlling the coupled damage-breakage evolution, initial loading conditions and damage distribution, as well as the thickness and geometry of the damage zone (fault core). An explicit study of effects associated with realistic thickness of the fault core is an important advantage of the presented formulation compared to other dynamic earthquake rupture models assuming a planar frictional interface. This becomes possible by adopting Henann & Kamrin (2013 model for dense granular flow under low values of the inertial number. Their approach allows deriving effective viscosity/fluidity of the granular material of the gouge zone, which includes the principle slip zone where the flow is localized within a narrow (5-10 particle size) deformation band. Scaling relations for effective viscosity/fluidity of the gauge zone (eqs 8a and 8b) imply that they are independent of the particle size, are linearly scaled with the thickness of the gouge zone, and scaled as the square root of the confining pressure. This allows an effective approach for flow simulation at the scale of the fault gouge thickness without resolving the flow pattern at the scale of a single deformation band.
The average flow pattern mimics the Couette laminar flow of a viscous fluid in the space between two parallel plates moving in opposite directions. The flow rate (or slip rate) driven by a given drag force acting on the fluid is expected to be proportional to the channel thickness in the case of constant fluidity in an infinite channel length. The numerical results in Fig. 13 follow closely the expected scaling (dashed black line in Fig. 13b ) with small deviations. The simulated slip rates (coloured dots in Fig. 13b) is slightly above the dashed black line at low values of fluidity multiplied by the thickness, and slightly below this line at high fluidity values. While the effective friction (the ratio between drag force and normal stress for the Couette flow) is constant, the calculated effective friction for the central part of the fault zone and maximal slip rate vary between ∼0.225 and ∼0.325. This range of the calculated friction values fits the dynamic friction values measured in high-speed laboratory experiments (e.g. DiToro et al. 2011) .
The simulations show that the stress drop (Fig. 15 ) strongly depends on the average effective friction. Relatively low friction and high local stress drop values are typical for models with relatively thick zones (red dots), while higher friction values and lower stress drops are more typical for narrow zones. The range of the stress drop values varies from about complete stress drop close to initial stress value of 25 MPa to low stress drop values below 10 MPa. We note that the effective friction is significantly reduced near the tip of the rupture zone because of the strong pulse of dynamic dilation, leading to transient dynamic stress drop larger than the final static stress drop. We also note that high stress drop values are typical for all models with thick gouge zone (red dots for h = 60 cm in Fig. 15 ) and different fluidity values. The stress drop values gradually decrease for faults with narrow core zone (compare the location of green and blue dots). A possible explanation of these results is that increasing h leads to enhanced weakening of the gouge zone and efficient energy dissipation leading to elevated static stress drop (Fig. 15) .
The failure process consisting of the damage pulse followed by breakage increase and slip pulse is propagating in many cases with near shear wave velocity. The speed of the propagating rupture slightly depends on the initial damage level of the fault zone, or time needed to increase the damage from its initial to critical value. If the initial damage value is well below its critical value, the rupture may fail to propagate. On the other hand, when the initial damage value is very close to critical, breakage and transition to granular material may occur without additional damage accumulation. In such cases, a second (pilot) rupture front forms ahead of the principal rupture front and propagates with much higher speed than the primary rupture. Since the damage pulse is moving with near-shear velocity, the pilot rupture front can propagate with super-shear velocity. This is similar to the mechanism producing super shear ruptures on frictional surfaces when the initial shear stress is higher than a critical value (e.g. Andrews 1976; Rosakis 2002; Dunham 2007; Shi et al. 2008) . Additional studies of super-shear rupture events in the context of the damage-breakage model are left for a future work.
As illustrated in the context of Fig. 16 , the developed formulation can be used to study rupture processes with heterogeneous volumetric structures. In this relatively simple example of structural complexity, several additional features emerge that add richness to the results. The set of snap-shots with evolving breakage (Fig. 17) emphasize the role of initial random damage distribution and formation of very irregular (fractal-like) rupture front (Figs 17b and c) . This rupture front is terminated in the middle part of the fault zone by the strong barrier in corresponding simulation without the preexisting out-of-plane weak segment (not shown). In the case shown, the rupture process first destroys the small out-of-plane segment and only after that nucleates in several small patches on the right side of the major fault zone (Fig. 17d) . After coalescence of these small events, a new rupture front is formed (Figs 17f and g ) and propagates to the right edge of the fault. At the same time the strong barrier in the central part of the fault zone is slowly destroyed producing high slip velocities at the last stage when the whole barrier fails. The simulated interaction and coalescence among multiple distributed 1140 V. Lyakhovsky et al. patches within a small volume of a fault zone, and generation of several different rupture fronts, resemble the complex failure processes seen in recent high-resolution laboratory experiments (Rubinstein et al. 2011; McLaskey & Lockner 2014) .
In summary, various aspects of the simulated rupture process such as rupture and slip velocities and generation of slip pulse are similar to those produced by frictional models on an interface. However, the developed damage-breakage framework has additional features that are very important for the local physics. These include generation of isotropic radiation by the breakage process near the rupture front and generation of complex interacting nucleation phases. The damagebreakage model provides an appropriate framework for studying spontaneous ruptures in volumetric regions, not limited to one or several pre-existing surfaces. The model allows analysing the role of gouge thickness and other fault zone parameters on the energy partitioning and generated sets of observables. Additional model simulations can clarify if the multi-stage nucleation and failure process of the type shown in Fig. 17 have information that can be useful for early warning studies. These issues will be examined further in a follow-up study.
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