Abstract. The max-cut problem asks for partitioning the nodes V of a graph G = (V, E) into two sets (one of which might be empty), such that the sum of weights of edges joining nodes in different partitions is maximum. Whereas for general instances the max-cut problem is NPhard, it is polynomially solvable for certain classes of graphs. For planar graphs, there exist several polynomial-time methods determining maximum cuts for arbitrary choice of edge weights. Typically, the problem is solved by computing a minimum-weight perfect matching in some associated graph. The most efficient known algorithms are those of Shih et al. [45] and that of Berman et al. [9] . The running time of the former can be bounded by O(|V | In this work, we present a new and simple algorithm for determining maximum cuts for arbitrary weighted planar graphs. Its running time is bounded by O(|V | 3 2 log |V |), similar to the bound achieved by [45] . It can easily determine maximum cuts in huge random as well as real-world graphs with up to 10 6 nodes. We present experimental results for our method using two different matching implementations. We furthermore compare our approach with those of [45] and [9]. It turns out that our algorithm is considerably faster in practice than [45] . Moreover, it yields a much smaller associated graph. Its expanded graph size is comparable to that of [9] . However, whereas the procedure of generating the expanded graph in [9] is very involved (thus needs a sophisticated implementation), implementing our approach is an easy and straightforward task.
Introduction
Graph partitioning problems in graphs have many relevant real-world applications. In its most basic version, the problem is to partition the nodes of a graph into two disjoint sets such that the weight of the edges connecting them is either minimum or maximum (assuming uniform weights in case the graph is unweighted). The former is denoted by min-cut and the latter by max-cut. Cut problems have many applications, e.g. in via minimization in the layout of electronic circuits, [7] , in physics of disordered systems [24, 23, 31] , or in network reliability [2] . Furthermore, the problem is equivalent to unconstrained quadratic 0-1 optimization [11, 15] . Several important combinatorial optimization tasks can naturally be formulated as constrained quadratic optimization problems. Investing knowledge from the unconstrained case often drastically speeds up the solution algorithms [12] .
For nonnegative edge weights, the min-cut problem can be solved using network flow techniques due to the famous duality of maximum flows and minimum cuts in networks [18] , or by the algorithm proposed in [46] .
For general edge weights, the max-cut problem (and by inversion of the sign of the edge weights also the min-cut problem) is NP-hard. We refer to [35] and the references therein for a detailed study of different classes of instances marking the boundary between easy and hard ones. When restricting to certain graph classes, polynomial-time solution algorithms are known. This is true especially for planar graphs which are the subject of this article.
In 1972 Orlova and Dorfman [39] noticed that a maximum cut in a planar graph can be determined by finding shortest paths between odd-degree nodes in its dual. Using this observation, they designed a branch-and-bound algorithm for this task. Hadlock's algorithm [22, 3] was the first (combinatorial) polynomialtime algorithm for max-cut on planar graphs with nonnegative edge weights. In [4, 8] Barahona proposes a max-cut algorithm for (arbitrary weighted) planar grid graphs, focussing on solving the two-dimensional planar Ising spin glass problem from theoretical physics. Furthermore, [5, 6 ] present a method that reduces the task to the Chinese-Postman problem. The latter can be solved in O(|V | 3 2 log |V |) on planar graphs. Moreover, Barahona introduced a polynomialtime algorithm for max-cut on graphs not contractible to K 5 . In 1990, Mutzel [37] proposed an algorithm using T-joins. In the T-join problem, let T ⊆ V be a subset of nodes of graph G = (V, E). The task is to find an edge set J ⊆ E of minimum weight such that in (V, J) all nodes in T have odd degree, and all others have even degree. In the same year, Shih, Wu, and Kuo [45] presented a mixed max-cut algorithm for arbitrary weighted planar graphs, which generalizes the algorithm for optimal layer assignment of Kuo, Chern, and Shih [29] . It solves the problem in time bounded by O(|V | 3 2 log |V |) which is presently the algorithm with the best worst-case running time. The method constructs the dual graph. It is then expanded such that the complementary edge set of matchings in the latter correspond to cuts in the former. Moreover, a minimum-weight perfect matching in the latter yields an optimum cut in the primal graph.
In this work, we follow this general algorithmic scheme which leads to an algorithm with the same asymptotic running time as the one of Shih, Wu, and Kuo. However, in our transformation the expanded dual graph has a simpler structure and contains a considerably smaller number of both nodes and edges. As the bulk of the running time is spent in the matching computation and the latter scales with the size of the graph, the algorithm is much faster in practice. This is reflected in the computational results to be found in Section 8. This work is the full version of an earlier technical report [32] . The proposed max-cut algorithm for arbitrary weighted planar graphs is a generalization of the methods from [47, 41] . The latter focused on the determination of minimum cuts in two-dimensional grid graphs for determining ground states of Ising spin glasses in physics. The methods are based on the work of Kasteleyn [26] from the 1960s. Working independently, Schraudolph and Kamenetsky partly arrived at a similar method (cf. the recent technical report [43] .) Their approach can be interpreted as a generalization of the work of Shih et al. [45] . They use the same idea proposed in [45] , i.e. that the complementary edge set of matchings in an expanded dual graph yields an optimum cut in the primal graph. In contrast to [45] they do not rely on a triangulation of the primal graph as first step, but present an expansion rule for each dual node depending on its degree.
A max-cut on a planar graph can be found by solving the T-join (with T= ∅) problem on the dual graph. This fact was already utilized in the 1990s by Barahona and by Mutzel. Berman et al. [9] proposed an algorithm for T-joins on biconnected planar graphs. Using this algorithm, solutions for large instances could be determined. The authors reduced the T-join problem to a perfect matching problem on an auxiliary graph. Due to the studied application, they restricted themselves to nonempty T-sets. This restriction is not satisfied when studying max-cuts on planar graphs. However, according to our knowledge, the restriction to nonempty T-sets does not seem necessary for the correctness of the method. We will discuss a potential application of the algorithm [9] for determining maxcuts in more detail in Section 5. The method of Berman et al. then amounts to determining a perfect matching in a graph of roughly comparable size. However, the construction that we outline here is considerably easier to use and to implement than the one suggested in [9] .
In the following, we introduce some basic definitions and notations. In Section 3 we introduce and illustrate the algorithm and prove its correctness in Section 4. An analysis of the running time and space demand is presented afterwards in Section 5. A comparison with known algorithms is given in Section 6. In Section 7 possible algorithmic modifications are proposed. Finally, we present running times on realistic and random instances. It turns out that the algorithm can routinely solve the problem for random maximum planar graphs with up to 500,000 nodes and for realistic instances on planar graphs with up to 1,200,000 nodes. For grid graphs coming from the physics application, i.e. determination of ground states for two-dimensional planar Ising spin glasses, we can solve instances with up to 3000 2 nodes. Compared to the method introduced by Shih et al. which has the best known worst-case running time, our method is considerably faster. It reaches comparable graph sizes than the method by [9] , but is much easier to implement.
Preliminaries
We consider simple, undirected, planar graphs G = (V, E) with node set V and edge set E. We assume G is connected and real-weighted, i.e. each edge e ∈ E is assigned a weight w(e) ∈ R. Multiple edges between two nodes can be contracted to a single edge with weight equal to the sum of the weights of these multiple edges. Graphs with more than one connected component can easily be solved independently. Self-loops can be omitted, as those edges will never be cut-edges. If not stated otherwise, we assume |V | = n and |E| = m. Let deg(v) denote the degree of a node v ∈ V , i.e. the number of edges incident to node v (counting self loops twice). A path,
. . , k − 1) edges, and v 1 = v k , is called a cycle. A subgraph H of G is a graph such that every node of H is a node of G, and every edge of H is an edge in G also. We denote with K n the complete graph with n nodes. Let G = (V, E) be a weighted graph. For each (possibly empty) subset Q ⊆ V , the cut δ(Q) is the set of all edges e = (u, v) with u ∈ Q and w ∈ V \ Q. The weight of a cut is given by w(δ(Q)) = e∈δ(Q) w(e). A minimum cut (min-cut) asks for a cut δ(Q) with minimum weight w(δ(Q)). As max-cut is equivalent to min-cut by negating weights, we concentrate on the minimization version of the problem. A connected graph G = (V, E) is called Eulerian if and only if E can be partitioned into edge-disjoint cycles which is equivalent to saying that each node of G has even degree. A graph G is planar if it can be embedded in the plane in such a way that no two edges meet each other except at a node to which they are both incident. If a graph G is planar, then any embedding of G divides the plane into regions, called faces. One of these faces is unbounded, and called the outer face. A geometric dual graph G D of a planar graph G is a planar graph with the following properties: G D has a node for each face of G, and an edge for each edge joining two neighboring faces (including self-loops and multiple edges). A matching in a graph G = (V, E) is a set of edges M ⊆ E such that no node of G is incident with more than one edge in M . If some edge m ∈ M is incident with a node v ∈ V , then v is M -covered, otherwise v is M -exposed. A matching M is perfect if every node is M -covered. The weight of M is the sum of weights of the edges in M .
The Algorithm
In the following we assume we are given a planar embedding of G. At first, we calculate its dual graph
, where the weight of a dual edge is chosen as w(ẽ) = w(e) ifẽ ∈ E D is the dual edge crossed by e ∈ E. Subsequently, we split all dual nodesṽ ∈ V D with degree deg(ṽ) > 4 into ⌊(deg(ṽ)−1)/2⌋ nodes and connect the copies by a path of new edges receiving zero weight. Let split nodes denote nodes created by a splitting operation. Edges incident to the primal node are equally distributed among the split nodes such that the degree of each node is at most four, cf. Figure 1 . We denote the resulting graph by G t = (V t , E t ).
It is easy to see that after the splitting operations, no node in G t has a degree smaller than three. Indeed, each face in a connected planar graph G (with n > 2) is bounded by at least two edges. Bounding a face by exactly two edges is only possible if G has multiple edges which contradicts its simplicity. As G D is the dual of G, we conclude that each node in G D has degree at least three. Furthermore, a node in the transformed graph G t has degree three or four. The connectedness of G and G D means that G t is also connected. Moreover, certain structures will never occur in G t . For example, degree-four nodes with all edges being self-loops contradict the connectedness of the primal graph G. From now on, we assume that G t does not contain degree-four nodes with only self-loop edges.
We note that in the special case that G is a path graph of length two or three, P 2 (P 3 ), a node with degree two having a self-loop (with degree four having two self-loops, respectively) occurs. The algorithm we are going to present works here as well, so we do not have to take special care of this case.
Next, we expand each node in G t to a K 4 (a so-called Kasteleyn city [26] ), while keeping the weights of the edges. Newly generated edges again receive zero weight. A node in G t of degree three is expanded as displayed in Fig. 2(a) , a degree-four node as shown in Fig. 2 (b). Nodes with self-loops are expanded as shown in Fig. 2 (c) and (d). We denote the resulting graph by G E . Next, we calculate a minimum-weight perfect matching M in G E . Subsequently, we undo the transformation, i.e., shrink back all K 4 's and all (possibly created) split nodes, while keeping track of the matched edges. Consider the subgraph induced by the matching edges that are still present in the dual graph after shrinking. We will show in the next section that each node in this subgraph has even degree. This means that it is a minimum weight Eulerian graph which yields an optimum cut in the primal graph. We state the complete algorithm in Alg. 1.
Algorithm 1 max-cut algorithm for planar graphs
Input: Embedding of a simple, connected planar graph G Ouput: max-cut δ(Q) of G 1. Build dual graph GD 2. Split each node v ∈ GD with deg(v) > 4 and call resulting graph Gt 3. Expand each node v ∈ Gt to a K4 and call resulting graph GE 4. Compute minimum-weight perfect matching M in GE 5. Shrink back all artificial nodes and edges while keeping track of matched dual edges 6. Matched dual edges in GD induce optimum Eulerian subgraphs and thus optimum max-cut
The following section clarifies the algorithmic flow on some small example.
Example
Consider as an example the planar drawing of a graph G = (V, E) in Fig. 3 . G consists of seven nodes V = {1, 2, . . . 7} and eight faces V D = {A, B, . . . H}. Nodes are labeled with numbers and faces with capital letters. Edge weights are given as edge subscripts. The dual node A (representing face A) has degree greater four, and is split into two nodes (step 2 of Alg. 1), cf. Fig. 4 . No other dual node has degree greater four; thus, no more split operations are needed. Fig. 5 shows the graph after having expanded each node in G t to K 4 's (step 3). On the transformed and expanded graph (Fig. 5) we calculate a minimumweight perfect matching (dotted edges), which is step 4 of Alg. 1. Shrinking back all artificial nodes (step 5) yields a minimum-weight Eulerian subgraph of the dual as the dotted edges form edge disjunct cycles forming the edge set of the induced subgraph (step 6), and thus a min-cut of the primal graph (cf. Fig. 6 ).
Correctness of the Algorithm
It is well known that there is a one-to-one correspondence between Eulerian subgraphs in the dual and cuts in its primal graph. In fact, for a cut edge (u, v) in G, its dual edge 'crossing' (u, v) is contained in the corresponding Eulerian subgraph, and vice versa. In this section, we show that the edge set induced by the minimum-weight perfect matching in G E corresponds to a minimum-weight Eulerian subgraph in the dual and therefore to a minimum cut in the primal graph.
To this end, we first need to show that there always exists a perfect matching M in the expanded graph G E . Then, we need to prove that the constructed perfect matching in G E induces a subgraph in the dual in which all node degrees are even.
We postpone for a moment the proof that a perfect matching exists. We call edges not contained in a K 4 outgoing and count the number of matched outgoing edges on some K 4 for an arbitrary perfect matching in G E . Modulo analogous cases, we show in Figs. 7 and 8 all different possibilities for a matching covering all nodes of a K 4 -subgraph in G E together with its different number of outgoing edges. Analogous cases are those yielding the same number of outgoing matching edges.
Clearly, any possible matching in a K 4 subgraph leads to either zero, two or four outgoing matching edges with all nodes are M -covered. An odd number of outgoing matching edges always leaves an odd number of K 4 nodes unmatched, i.e. M -exposed, which contradicts the matching's perfectness. Now we prove that the transformed graph G E indeed has a perfect matching M . We first note that the graph is connected and has an even number of nodes (due to the inflation of each node to a K 4 ). A trivial perfect matching exists as in each K 4 all nodes can be covered by matching edges contained in the K 4 (cf. Figs. 7 (a) and (c) and 8 (a) and (c)). Therefore, a perfect matching in G E always exists. One might ask whether there also always exists another perfect matching in which not only artificial edges contained in the K 4 's are matched. Indeed, as we deal with a geometric dual graph G D , any two adjacent nodes in G D (i.e., adjacent faces in G) are connected by at least one simple cycle. This cycle is expanded but preserved during the transformation of G D to G E . Thus, a possible nontrivial matching in G E may match the edges in the cycle and additionally in each Shrinking back the artificial nodes to the corresponding split nodes does not affect the number of outgoing matching edges. Consequently, after having collapsed all split nodes back to its dual nodes, each dual node has an even number of adjacent matching edges, too. Hence the matching induced subgraph is Eulerian and therefore defines a cut δ(Q) in the primal graph G.
Yet the minimality of the cut is to be proven. It is
As w(M ) is the weight of a minimum-weight perfect matching, the weight of the induced Eulerian subgraph is minimum, and thus the weight of the cut δ(Q), too. We summarize this in the next theorem.
Theorem 1. The algorithm described above computes a min-cut (or maxcut) in an arbitrarily weighted planar graph.
Running-Time Analysis
After having shown the correctness of the method, we now concentrate on establishing bounds on its running time. We consider a maximum planar graph with n nodes, i.e. a triangulated planar graph in which each face is enclosed by a simple cycle of three edges. We will argue in the following that among all planar Fig. 8 . Different cases for matched edges in a K4 subgraph representing a node with self-loops (modulo analogous cases), together with outgoing edges. Dotted (blue) edges are matching edges. In Figures (b) and (e) the number of outgoing matching edges is two or four, resp., as the edge is matched that represents a former self-loop. This is in contrast to case (d) where the number of outgoing matching edges is two.
graphs with a specific number of nodes, the transformed graph G E contains the maximum number of nodes and edges if G is triangulated. Indeed, among all planar graphs with n nodes triangulated graphs have the maximum number of faces. For this class of graphs, the algorithm does not split any dual node. A triangulation of a face with k nodes leads to k − 2 new faces (new dual nodes, respectively), whereas a splitting operation yields only ⌊(k − 1)/2⌋ nodes for the same face. As splitting operations result in a smaller number of nodes, we also need fewer edges (connecting split nodes) as in the triangulated case.
Obviously, given an embedding of a (maximum) planar graph, one can calculate the geometric dual in time bounded by O(n). Furthermore, the described expansion of the dual graph can be done in time linear in n, (there are at most 3n − 6 edges). Next, the most time consuming step is performed -the calculation of a minimum-weight perfect matching.
Edmonds [17, 16] introduced one of the fundamental results in combinatorial optimization, i.e. the polynomial-time blossom algorithm for computing minimum-weight perfect matchings. In its original version the algorithm runs in time bounded by O(mn 2 ). Improved to O(n 3 ) by Lawler [30] and Gabow [19] and later on by Gabow to O(n(m + n log n) [20] . Focusing on planar graphs, Lipton and Tarjan [33] presented an O(n 3 2 log n) divide-and-conquer algorithm for finding maximum-weight matchings using the planar separator theorem.
As the transformed graph G E is not planar, this algorithm cannot be applied directly. However, a good separator of size O( √ n) can be found for the planar dual graph G D which directly implies a good separator of size O( √ n) for G t . Therefore, we can use the algorithms [34, 19, 17, 16] , and can calculate a minimum-weight perfect matching in G E in time bounded by O(n Finally, all nodes blown up in the transformation are shrunk back. Unshrinking can be done again in time O(n). With these considerations we state the following theorem.
Theorem 2. Using the method described above, a min-cut (or max-cut) in a planar graph can be determined in time bounded by O(n 3 2 log n).
Comparison with Existing Algorithms
It is interesting to compare our algorithm with that of [45] as well as with that of [9] . We show next that the method outlined above is less space demanding than the construction of [45] and leads to an algorithm that is faster in practice. Let F denote the set of faces of a maximum planar graph. The method constructs a graph G E with at most |V E | = 4|F | = 4(2n − 4) nodes, as for each dual node we create four nodes, and the number of dual nodes in a maximum planar graph is at most 2n − 4. Its number of edges is 6|F | + |E D | = 15n − 30, as we need to consider the original dual edges and those edges that are generated by the transformation of each dual node to a K 4 with six edges.
The transformation by Shih, Wu, and Kuo transforms each dual node of the triangulated primal graph to a "star" graph of seven nodes and nine edges, cf. Fig. 9 . On this graph a minimum-weight perfect matching is calculated which yields a maximum even-degree edge set of the dual graph, and therefore a maxcut of the primal graph. Thus, the method of Shih, Wu, and Kuo [45] , yields an expanded dual graph with at least 7(2n − 4) nodes and 21n − 42 edges. These bounds are sharp as the first step of Shih, Wu, and Kuo is a triangulation of the graph. The transformation outlined above, in comparison, computes a matching on a much smaller and sparser graph, even in the case the graph is a triangulation. This makes the proposed method in practice faster than the latter. Finally, the algorithm is easier to implement as we only need to take the dual graph, expand it accordingly using easy rules, compute a matching and undo the transformation steps again.
The star graph expansion by Shih et al. is necessary in order to enforce the determination of non-trivial, i.e., nonempty, optimum cuts as the matching induced even-degree edge set may otherwise be empty. In this case an additional O(n) time step is needed to compute a nontrivial even-degree edge set. A modification of the "star" subgraphs is performed, and the matching is recalculated.
We note that in case the empty set is a valid optimum solution, the star graph in [45] can be replaced by a simple K 3 which also results in smaller expanded graphs G E (with 6n − 12 nodes and 9n − 18 edges).
However, the triangulation step is still needed. Generally, G E will be of larger size compared to the expanded graph constructed with the method proposed in Section 3, even in the case when using K 3 instead of star graphs. We show results for the resulting algorithm in Section 8.
As mentioned in the Introduction, a max-cut on a planar graph can be determined by finding an optimum T-join (with T= ∅). Berman et al. [9] proposed a reduction of the T-join problem on planar graphs to a perfect matching problem in an auxiliary graph. They restrict themselves to nonempty T-sets. However, this restriction does not seem necessary for ensuring algorithmic correctness. Therefore, we will give a comparison between their method and the one presented here. In [9] , the auxiliary graph is built by expanding all nodes to gadgets. The structure of the gadget depends on the node degree. As the construction is rather complicated, we refer to [9] for the details. The size of the resulting graph also depends on a so-called fan-out direction (edge orientation) which is computed in the first step, cf. Lemma 4 in [9] . If the dual graph has n D nodes and m D edges, the auxiliary graph has at most 2m D nodes and 6m D − 5n D edges, (cf. Theorem 3 in [9] ). Let us compare the graph sizes for maximum planar graphs which constitute the worst case for our method. First, we orient the edges in a straightforward way. An example is given in Fig. 10 , where a possible orientation is shown for the dual of a 6 × 6 grid graph.
The orientation is chosen in the following way respecting Lemma 4 by Berman et al.: first orient the C 4 in a chessboard manner, see Figure 10 . We are then left with edges at the border of the grid and edges incident to the outer-face node which form cycles of length 3 or 2. They can be oriented either clockwise or counter-clockwise.
All nodes have degree 4, except that of the outer face which has degree 4(L − 1). For the outer face node, the gadget S 4(L−1) has to be built recursively using basic gadgets, cf. Lemma 5 in [9] . All other nodes are replaced by S 4 -gadgets. Then, the overall number of nodes |V Ber | and edges |E Ber | in the expanded graph is
and
This has to be compared to the size of the expanded graph obtained with the transformation presented here. For two-dimensional grids of size L × L, the expanded graphs have |V E | = 4L 2 − 4 many nodes and
many edges. Therefore, the expanded graphs are almost equal in size. Consider for example grid graphs of size 10 × 10 (100 × 100, 1000 × 1000). Using the orientation as introduced above, the expanded graphs using the method by Berman et 79 887, 7 998 987) edges. It follows that our construction needs for these sizes < 3% more nodes and edges, which is a negligible number.
This shows that the resulting auxiliary graphs are of the same order of magnitude. As the largest node and edge numbers are obviously reached for different graph classes, there is no clear winner with respect to the sizes of the graphs. However, the major advantage of our method is that it avoids complicated graph constructions. All expansion steps are straightforward. The correctness of the algorithm can easily be understood. Moreover, the method is considerably easier and quicker to implement than that of [9] . Finally, our algorithm runs in O(|V | 
Algorithmic variants
In this section we present straightforward algorithmic modifications for the computation of nonempty optimum cuts and for optimum cuts respecting further constraints. These variants are motivated by the application of max-cut in physics. In the latter, energy-minimum states of so-called Ising spin glasses are determined. Additionally, some predefined nodes are forced to be in the same or in different shores. Therefore, we need to be able to either force a certain subset of edges to be contained in the cut or to prohibit certain edges to be contained in it.
The first variant, which we call fce algorithm, deals with the task of determining an optimum cut respecting the additional requirement that a certain subset of edges must be contained in it. For example, this allows the calculation of nonempty min-cuts in a graph. On the other hand, it permits to find an s − t cut in the graph if nodes s and t are connected by an edge or can be connected by an edge without destroying the planarity of the graph. The second variant, called pce algorithm, can be seen as the reverse operation. Here, we need to determine the best cut that does not contain some specific subset of edges.
Similar results could be achieved by assigning a very large or a very small edge weight to edges that are forced in or out of the cut. However, the methods we propose here are more elegant and avoid numerical problems which may occur by using such large or small edge weights.
All operations explained in the following can be performed in time linear in n. We start with the first variant followed by a brief explanation of the second one.
Fixed cut edges -fce algorithm In order to force an edge e = (v, w) ∈ E to be contained in δ(Q), we let e E = (v E , w E ) ∈ E GE be the corresponding edge in the expanded graph G E . We denote with G E \ {v E , w E } the graph that arises from G E by deleting nodes v E and w E and all incident edges to v E and w E . Clearly, a minimum-weight perfect matching on G E \ {v E , w E } yields a constrained min-cut δ(Q) in G, where nodes v and w belong to different node sets.
Theorem 3. Algorithm fce calculates a min-cut δ(Q) satisfying the constraint e = (v, w) ∈ δ(Q).
Proof. We only need to consider the case in which e = (v, w) ∈ δ(Q). Let e D ∈ E D be the edge corresponding to e in G D = (V D , E D ). As e ∈ δ(Q) should hold, e D and thus e E = (v E , w E ) have to be matched. Therefore, removing v E and w E from G E and identifying edge e E as matching edge, these nodes are Mcovered. Their removal yields still a perfect matching in which each dual node has an even degree of matching edges after the shrink operation. Being more concrete, the following situations can occur in G E \ {v E , w E }: a K 4 subgraph is reduced to a K 3 which has either one or three outgoing matching edges. A K 4 subgraph can be reduced to a K 2 , here again there are two possibilities for outgoing matching edges. Either zero or two outgoing edges are matched. Finally, a K 4 subgraph can completely be removed. In all cases the sum of removed edges e D (forced matched) and matched edges is even at each dual node. The minimality follows directly from Theorem 1.
⊓ ⊔
As a direct consequence we conclude the following corollary.
Corollary 1. Running the fce algorithm m times, each time with a different fixed cut-edge, a nonempty min-cut in G can be computed in time O(mn 3 2 log n).
Moreover, we can state Corollary 2. Let G = (V, E) be a planar graph and s, t ∈ V two distinguished nodes. Using the fce algorithm an s-t cut can be calculated iff s and t lie on the same face of G.
Proof. Let s and t lie on face f of G. If e = (s, t) ∈ E, then insert e with weight zero to G and denote the resulting graph by G ∪ {e}. Run the fce algorithm with e fixed on G ∪ {e}. ⊓ ⊔ Prohibited cut edges -pce algorithm Algorithm pce forces certain nodes u, r to the same partition in case either (u, r) ∈ E or the edge (u, r) can be inserted in E without destroying planarity. Adjacent nodes u and r are forced to be in the same cut set by excluding edge e = (u, r) from the set of potential cut-edges. If edge e ∈ E we can add e if u and r lie on the same face of G so that e does not destroy planarity. Suppose e ∈ E with the constraint δ(Q) ∩ e = ∅. Now, let e E = (u E , r E ) ∈ E GE be the corresponding edge in the expanded graph G E . We consider the graph G E \e E that arises from G E by removing edge e E . Apparently, a minimumweight perfect matching will never match this edge, thus it will never be a cutedge. The correctness of the algorithm follows using similar arguments as for algorithm fce.
Experiments
We implemented the algorithm from Section 3 and the method proposed by Shih et al. using the ogdf library [38] . We applied the implementations to a variety of problem instances, both realistic and randomly generated. All computational tests were carried out on Intel R Xeon c CPU E5410 2.33GHz (running under Debian Linux 4.1.1-21).
For the matching computations, we used two publicly available implementations as a black box. One implementation is Blossom IV written by Cook and Rohe [13] which is one of the fastest state-of-the-art matching implementations. Kolmogorov [28] very recently presented Blossom V as a new matching implementation. We discuss experimental results for our application with both matching codes.
We verified the correctness of our programs by checking the results for smaller sizes against those returned by the Cologne spin glass server [14] , against published results [21] coming from via minimization instances, and against results obtained by a max-cut implementation in SCIL [44] , which are all based on different methods and programs. Moreover, we compared the results for grid graphs with those obtained by an implementation of the algorithm of Bieche et al. [10] .
As triangulated graphs are the worst case for our method, we generated random triangulated graphs with either uniformly distributed or Gaussian distributed edge weights, created using the Standford Graph Base [27] as part of the graph generator rudy. The uniform distributed edge weights range between −100 and +100.
We denote by B4 the algorithm proposed here using Blossom IV for determining optimum matchings. B5 denotes our algorithm using Blossom V instead. SWK is our implementation of the original algorithm by Shih et al. using Blossom V without modifications. The modified SWK algorithm using K 3 in the expansion steps is denoted by SWK(K 3 ). In Table 1 average running times (in sec.) for minimum cut computations are given for various large random maximum planar graphs (|V | = 5, 000, 15, 000, 80, 000, 100, 000, 500, 000). We studied 100 in- Table 1 . Random instances. Average running times (in sec.) for various large maximum planar graphs. For the uniform edge weights, "% (w(e) < 0)" indicates the percentage of edges with negative weights or a Gaussian distribution. The number of edges is given by 3|V | − 6. B4 denotes the implementation of the presented algorithm using Blossom IV, B5 uses Blossom V instead, and SWK denotes the implementation of the method by Shih et al. using Blossom V.
stances for each choice of parameters (size and percentage of negative weights). Here and in the following numbers written in bold always indicate the variant with minimum CPU time. It can be seen that B5 is the fastest implementation. The running times of B5 are clearly faster than those of B4 and SWK for every parameter combination. We found that using the modified expansion step with K 3 's for Shih et al. (introduced in Sec. 5) the running times are faster compared to the original SWK but still worse when compared to B5. For example, on average B5 needs 10.45 (57.49) seconds on maximum planar graphs of size 100,000 (500,000). In comparison, SWK(K 3 ) needs 14.97 (180.77) seconds. This can be explained by the triangulation step needed first of all. For general planar graphs this step is always necessary whereas it is not for maximum planar graphs. Maximum planar graphs are already triangulated. Therefore, one could run SWK without the triangulation step that is otherwise necessary. Without triangulation step, the running times of SWK(K 3 ) are smaller and comparable to B5, e.g. 6.83 (38.77) seconds for |V | = 100,000 (500,000).
We further applied the algorithm to a special class of planar graphs often studied in the physics application, namely two-dimensional grid graphs. Determining maximum cuts in grid graphs is relevant for the study of so-called Ising spin glasses. The results for grid graphs with edge weights following a bimodal ±J distribution are given in Table 2 , again always averaged over 100 instances. This kind of graphs was also used as a test bed for min-cuts by Kolmogorov [28] when he introduced his Blossom V implementation. He used the method by Shih et al. but with a modified expansion rule. He removed the two nodes v 1 and v 2 , see Fig.9 . This is similar to the mentioned variant of using K 3 instead of the star graph. He compared his results for two-dimensional Ising spin glasses with those obtained using Blossom IV. On a Pentium III machine with 1322 MHz, the minimum cut computation took on average 645 seconds for a 400 × 400 grid [28] . This has to be compared with 30 seconds that we need for 500 2 grids (B5), respectively 98 seconds with B4, on our more modern machines (whereas the original SWK needs 124 seconds, and in the K 3 variant 68 seconds).
Bieche et al. [10] proposed an algorithm solving max-cut especially designed for grid graphs. This exact algorithm is well-known to physicists and widely accepted as a standard routine. A main drawback of the method is that a minimum perfect matching has to be computed in a complete graph. Hence, memory requirements increase strongly with increasing system size. Therefore, heuristic but high-quality variants of the approach are presented in the physics literature that reduce memory problems. Using these heuristics, sizes up to 480 2 [25] or 1801 2 grids [40] are reachable. Using the presented approach leads both to a faster and to a less memory-consuming approach. For a comparison between the exact approach and the heuristic variant just mentioned, see [41] .
It is worth mentioning that the performance of the B4 version is comparable to that of B5 for small grid graphs. However, for increasing graph sizes the B5 implementation is considerably faster. As before, using the SWK version for solving max-cut on grid graphs is slower than both versions. B5 is the fastest implementation for any grid graph size. For small graph sizes B4 is comparable number of edges having weight < 0 (oom denotes "out of memory"). B4 denotes the implementation of the presented algorithm using Blossom IV, B5 the implementation of it using Blossom V, SWK denotes the implementation of the method by Shih et al. using Blossom V.
to SWK and does not run into memory issues when used on the largest sizes. On a machine with 16 GB the SWK algorithm could not solve any 3000
2 instance due to its high memory requirements. This is also true for the SWK version using K 3 subgraphs in the expansion steps. 2 (9138.90 sec.)) but again B5 is the fastest implementation. We conclude that for both random planar and grid graphs method B5 yields the best performance, compared to the method of Shih et al. in its original and its modified version.
In order to study realistic instances, we took the tsplib library, maintained by Gerhard Reinelt [42] . As the realistic instances represent geographic points all edges have non-negative weights. Thus, we compute max-cuts. First, for all geometric tsplib instances with at least 1, 000 nodes Delaunay triangulations (using the leda library [36] ) are computed and the Euclidean distance between nodes is chosen as edge weights. Results are given in Table 3 .
Again, B5 and SWK are fast and only need seconds to solve each instance. B5 again is the fastest implementation (it is on average at least a factor two faster than SWK). For smaller instances the differences between B4 and B5 decrease but do not vanish. Furthermore, using Kolmogorov's new Blossom V implementation leads to a drastic speedup when compared to Blossom IV. Whereas B4 almost needs 3 hours for the most difficult instance, B5 still can solve it within less than 10 seconds.
The Delaunay triangulated instances are almost maximum planar graphs (only the outer face may not be triangulated). The running time results given in Table 3 show that B5 is again the fastest implementation. Using SWK in the K 3 version on Delaunay triangulated graphs leads to shorter running times than of the original version but is still slower than the B5 method, e.g. for pla85900 SWK using K 3 needs 18.46 sec. which has to be compared to 8.31 sec. that are needed with B5. Table 3 . Realistic instances (tsplib). Running times (in sec.) for max-cut computation on different realistic instances. The number of nodes is encoded in the instance name, and the number of edges is given explicitly. B4 denotes the implementation of the presented algorithm using Blossom IV, B5 the implementation of it using Blossom V, SWK denotes the implementation of the method by Shih et al. using Blossom V.
We also studied road network maps of the USA, taken from the 9th dimacs Implementation Challenge (Shortest Paths) [1] . From the library, we took all instances with up to 1, 200, 000 nodes. The largest instance took around 4.5 days with B4 to compute. The running times are drastically reduced from days to seconds when using B5. Even the most difficult instance can be solved by B5 within a couple of minutes. As a summary, for both random and realistic planar instances the outlined method can determine optimum cuts for graphs with up to one million nodes within minutes.
Conclusion
We presented a max-cut algorithm for arbitrary weighted planar graphs. The presented approach is nifty and simpler than the methods presented earlier. Moreover, it is easy to implement. Its worst-case asymptotic running time is the same as that of Shih et al. [45] . Furthermore, we showed in the computational experiments that it is very fast in practice and can compute optimum cuts in graphs with up to a million nodes within several minutes, at most using Kolmogorov's Blossom V implementation for the matching computations. Moreover, it is faster than the method proposed by Shih et al. and easier but not slower than that of Berman et al. An interesting question is to explore whether the usage of planar separator strategies for the matching part could further reduce the computation time and memory in practice.
