ABSTRACT With rapid development of computer vision and artificial intelligence, cities are becoming more and more intelligent. Recently, since intelligent surveillance was applied in all kind of smart city services, object tracking attracted more attention. However, two serious problems blocked the development of visual tracking in real applications. The first problem is its lower performance under intense illumination variation, while the second issue is its slow speed. This paper addressed these two problems by proposing a correlation filter-based tracker. Fog computing platform was deployed to accelerate the proposed tracking approach. The tracker was constructed by multiple positions' detections and alternate templates. The detection position was repositioned according to the estimated speed of target by an optical flow method, and the alternate template was stored with a template update mechanism, which is all computed at the edge. Experimental results on large-scale public benchmark data sets showed the effectiveness of the proposed method in comparison with state-of-the-art methods.
I. INTRODUCTION
In the wake of recent terrorist incidents, which have taken place in crowded public places such as Paris and Brussels attacks in 2015 and 2016, as well as attacks in London and Manchester city in 2017, we need more effective systems for monitoring and tracking people and objects in large populated environments in order to keep public safety and security. Therefore, intelligent video surveillance system (IVS) has become an important research domain in ever smarter connected cities [1] , [2] . An IVS system can be applied to identify and track targets, detect abnormal circumstances, provide timely alerts and automatic identification in dynamic public environments. The deployment of IVS onto embedded hardware platforms which is supported by edge and fog computing infrastructures is also important, because it can provide real-time tracking, analysis and critical decision support. An IVS generally includes five parts, which are video sequence acquisition [3] , target detection, tracking, abnormal detection [4] - [6] and data analysis [7] , [8] . Object tracking is applied to evaluate the object's state (such as position and size) from a complete video when the initial state of the target is given in the first frame of the video. In recent years, visual tracking has attracted widespread attention, and a lot of work in this field has been conducted from various perspectives [9] - [11] .
Over past decades, a variety of effective tracking methods had been widely proposed [12] - [14] , such as methods based on discriminative correlation filter (DCF) [15] - [17] . Correlation filter (CF) was first introduced by Galton in 1888 [18] , after that it had been used to deal with various computer vision difficulties, such as object detection and recognition [19] , attitude detection [20] , and object tracking [15] . DCF based methods used Fourier transform to solve the target detection and training process in Fourier domain. These techniques can heavily reduce calculations and accelerate the tracking speed. Because of its high computational efficiency, correlation filter had attracted more attention in object tracking applications [21] - [25] .
Although many advances have been made in these methods, there are still many challenges remaining in real tracking application areas. The target or background will be affected by dynamic changes in the tracking process, especially under intense illumination variation. An example is presented in Figure 1 . We can see that the tracked object has changed greatly under intense illumination variation. In this condition, the features of the target cannot be extracted accurately which will cause the failure of tracking. Today, most of the DCF based trackers use the histogram of oriented gradient (HOG) feature to improve tracking performance under illumination variation [26] . However, the performance of these trackers is poor when tested under intense illumination variation. The IVS is widely deployed in urban centers. It is an important part for realizing smart city systems. Fog computing has unique properties in terms of computation and storage. For dynamic city monitoring, fog computing can satisfy the requirements of real-time data fusion. Fog computing, an extension of cloud computing [1] , has the ability to solve critical tasks including information fusion, highspeed decision and situation awareness by taking advantage of calculating resources on the edge of the network, such as the embedded and mobile computing devices carried by end users [27] . Fog computing can perform real-time computing tasks because there are many heterogeneous smart devices with computing power at the edge of the network. The smart devices are regarded as the Fog nodes which are able to perform on-site real-time analysis for intelligent surveillance [28] . Therefore, we can use the sufficient resource of fog computing to store captured video streams, transcode and deal with video frames for tasks such as object recognition and object tracking in IVS. After that, notifications, events and depictions are sent to the terminal user, central server, and databases. The main contributions of our work are summarized below:
(1) First, when moving objects such as pedestrians and vehicles appear in the real-time surveillance video, they need to be detected immediately and effectively tracked frame by frame. In the actual scene, occlusions, background clutter and illumination changes may occur during the tracking process. These changes can lead to the failure of tracking. In order to improve the accuracy and robustness of the tracking algorithms under illumination variations, a new strategy by performing multi positions' detection and using alternate templates (MPAT) based on fog computing deployment architecture is proposed in this paper.
(2) Second, we proposed a deployment framework for IVS based on fog computing. Monitoring devices such as cameras are used to capture video information. Then the original video stream is transmitted to the fog computing node where object tracking algorithms are applied. Using a divide and conquer strategy, the sub regions contained the object of interests are determined. After that, the object is sent to the fog node for handling. After handling the sub regions in fog nodes, the results of tracking are returned to the end users.
The rest of this paper is arranged as follows: In Section 2, we outline some of the prior art related to this work. The descriptions and details of our proposed method (MPAT) are introduced in Section 3. The basic deployment structure of the tracking algorithm on fog computing is designed in Section 4. In Section 5, experimental results and analyses are provided. Finally, we conclude our work and provide future directions in Section 6.
II. RELATED WORK A. RESEARCH ON ILLUMINATION VARIATION
For overcoming the impact of intense illumination variation on visual moving target tracking and increasing the robustness of visual tracking algorithm, researchers have proposed a number of methods. Some researchers selected the features which could best distinguish tracking target and the background to describe the surface model of tracking target [29] , [30] . These methods can overcome the influence of target surface changes and background interference in the processes of the tracking. However, it cannot overcome the effects of the rapidly changing characteristics of the target surface, such as the changes of the color distribution and edge feature of targets. Besides, some researchers calculated the target's optical flow field to overcome the effect of severe illumination changes on color characteristics [31] . However, because of the restriction of computing resource, it was difficult to apply this method to do object tracking in actual scenarios. Traditional color histogram was sensitive to illumination change. In order to overcome the shortcomings, some researchers used Fuzzy C-Means clustering method to build the fuzzy color histogram of the target [32] . However, due to parameters setting problem, this approach can weaken the separability of the target model between the foreground and the background. Inappropriate initialization of the parameter may cause the failure of target tracking under the situations of severe illumination changes. Recently, many methods were proposed to improve the performance of vision tracking algorithms under illumination variation. Based on the fuzzy color histogram, a kernel tracking method was proposed to reduce the illumination sensitivity [33] . The HOG feature [26] was widely used in tracking algorithms. The feature was constituted by calculating and counting histogram of gradient direction in a local region of image. The performance of these tracking algorithms was not shown to be excellent under intense illumination.
B. CORRELATION FILTERS FOR TRACKING
Since 1980s, correlation filter has been an important method of signal processing [18] . Then it is widely applied to target detection and recognition in the field of computer vision. Recently, high efficiency operations are achieved by replacing a large number of convolution operations with elementwise multiplication in discrete Fourier transform (DFT). As a result, correlation filters have attracted a lot of attention in visual tracking.
Many researchers achieved fruitful results on correlation filter in recent years. Bolme et al. [15] proposed a target tracking algorithm by learning a minimum output sum of squared error (MOSSE) correlation filter on a gray scale image. Henriques et al. proposed a circulant structure of tracking-by-detection with kernels (CSK) tracker. The CSK tracker learned a kernelized regularized least squares classifier of the target appearance by doing dense sampling [34] . It speeded up the learning process by taking advantage of the circular structure of adjoining sub-windows in an image. The CSK tracker used single channel intensity features to describe the target. The Kernelized Correlation Filter (KCF) tracker was an extension of the CSK tracker which can use more robust features (e.g. HOG) [35] . Danelljan et al. [36] proposed an adaptive multi-scale correlation filtering tracking algorithm (DSST), which was used to solve the problem of multi-scale variations of targets. Danelljan et al. used shallow convolutional neural network (CNN) features to effectively represent spatial location information. Then, they proposed a method called learning continuous convolution operators for visual tracking (C-COT). The tracker combined CNN features with correlation filter [16] . Similar to C-COT tracker, CNN derived features were also applied to the correlation filter based algorithms, which improved the adaptability of the algorithms [37] - [39] .
C. DATASETS
As for tracker evaluation, one of the most widely used benchmarks is Online object tracking: A benchmark (OTB2013) [40] . OTB2013 contains 50 videos and has a total of more than 23 thousand frames. It also has clear annotations for videos. The OTB2015 dataset is an extension of the OTB2013 dataset, and contains 100 videos [41] . Two novel performance metrics are used for evaluation in these two datasets. They are the area under curve (AUC) of the overlap rate curve and the central pixel distance curve. The videos in the datasets are annotated with eleven attributes, which describe the challenges that a tracker will face in each sequence. The eleven challenging attributes are illumination variation (IV), scale variation (SV), occlusion (OCC), deformation (DEF), motion blur (MB), fast motion (FM), in-plane rotation (IPR), out-of-plane rotation (OPR), outof-view (OV), background clutters (BC) and low resolution (LR). The two datasets use one-pass evaluation (OPE), temporal robustness evaluation (TRE) and spatial robustness evaluation (SRE) to evaluate the performance of various tracking algorithms. The conventional way to evaluate trackers is to run them throughout a test sequence with initialization from the ground truth position in the first frame. This way is referred as OPE. Doing the initialization on different frames in a sequence to evaluate trackers is referred as TRE. Given one initial frame together with the groundtruth bounding box of target, one tracker is initialized and run to the end of the sequence, i.e., one segment of the entire sequence. The tracking algorithms are evaluated on each segment of the sequence, and the overall statistics are tallied. Using different initialization of the bounding box in the first frame to evaluate trackers is referred as SRE. The bounding box is initialized by shifting or scaling the ground truth in the first frame. The twelve kinds of spatial shifts are used to initialize the bounding box, which are four kinds of center shifts, four corner shifts, and four kinds of scale changes. The performance of the tracking algorithms will be evaluated in different space initialization.
D. FOG COMPUTING
In brief, fog computing is the localization of some cloud services and a platform which can provide rich services and applications on the edge of the network [42] , [43] . Fog computing is built on the edge servers between sensor networks and cloud based data centers. It provides limited distributed computing, storage, and network services for users. Fog computing provides local intelligent analysis and feedback services for sensor networks. Fog computing can reduce the application delay, the network bandwidth pressure and the calculation load of data center by providing data preprocessing services for cloud computing [44] .
Fog computing expands the network computing model of cloud computing. It can get more extensive use in various services such as surveillance by extending network computing from the network center to the edge of the network. Fog computing is more widely distributed than cloud computing and has a wider range of mobility. These characteristics make it adaptable to today's increasing number of smart devices. Fog computing can be widely used in the field of intelligent analytics because it has a greater advantage for some time-sensitive applications such as real-time and streaming media applications. Fog computing supports mobility and has wide distribution of nodes. Fog computing can be used in broad application areas such as Intelligent Internet of VOLUME 6, 2018 FIGURE 2. The flowchart of our strategy when the frame is under the intense illumination variation. At t moment, the position of the object is predicted according to the speed of the object and the re-detection is performed in this position. The red box is the ground truth and the blue box is the tracking result of our approach. R c is the template (context regression model) and it is updated every frame. The R a is the alternate template which is saved before intense illumination occurs. We use alternate template R a to detect object and update the template when the intense light disappears.
Vehicle (IIOV), Smart Grid, Body Area Network (BAN), Smart City and other fields [45] . For example, Hong et al. [46] proposed the Mobile Fog and used it to track vehicles and monitor traffic cases in 2013. Fog computing is suitable for applications with low latency, emergency services, and video streaming and is an important part of intelligent communications.
III. THE PROPOSED MPAT APPROACH
In a complete sequence of images, the feature information of the target or the background may change in different situations, such as illumination variation, occlusion and scale variation. In these cases, accurate target tracking is a great challenge on complex dynamic scenes. The candidate window which is finally selected as the tracking target in the current frame has very low confidence value under complex dynamic scenes. Therefore, we aim to develop strategies to improve the performance of online tracking algorithms and enable them to be adaptive to complex situations without being prone to drifting. In this paper, we focus on improving the robustness and accuracy of the correlation filter based trackers for handling intense illumination change. A very effective strategy (MPAT) is proposed to solve this problem. The following sections explain the details of our strategy. An overview for our strategy is shown in Algorithm 1 and the flowchart of our approach is displayed in Figure 2 .
A. CORRELATION TRACKING
Our strategy is combined with the Discriminative Correlation Filter (DCF) algorithms to improve their robustness under intense illumination conditions. Collaborative Correlation Tracking (CCT) is one of the DCF methods [47] .
The DCF algorithm learns a correlation filter w from a series of training samples. It uses an (M × N ) image patch x to train a classifier f (x) = w, φ(x) by doing cyclic shift operations on it to produce training samples, where M and N are the length and width of the patch. It is defined that x = (x 1 · · · x n ) is a one-dimensional patch, and it is the base sample. The x 1 = (x n , x 1 · · · x n−1 ) represents one cyclic shift operation of x. The x i is the i th training sample where i ∈ {0, . . . , M − 1} × {0, . . . , N − 1}. All the training samples which are obtained by performing all cyclic shift operations form a cyclic matrix X:
Each example x i achieves a label y i ∈ [0, 1]. The value is generated by a Gaussian function based on the shifted distance. By minimizing the regression error, the classifier can be trained as follows:
where φ(x) is the mapping to the Hilbert Space, λ ≥ 0 is the regularization parameter which dominates the simplicity of model. Efficient training and detection can be achieved by exploiting the fast Fourier transform (FFT). When a translation invariant kernel is adopted, the solution of Eq. (2) can be expressed in the following form because of special nature of Circulant Matrices:
where X T is the transpose matrix of X, and α is the dual variable. We can quickly obtainα as follows by exploiting the special nature of Circulant Matrices.
where the φ T (x) is the transpose of φ(x),α andŷ are discrete Fourier transform (DFT) of α and y. The F denotes the discrete Fourier operator. An (M × N ) candidate image patch z is used as the search area in the process of translation estimation. The responses of all the cyclic patches can be evaluated by Eq. (5).
where f (z) is filtered responses (Confidence) for all the cyclic shifts of z, and the is the Hadamard product. F −1 represents Inverse Fourier transform. Then, the patch which with the highest response is estimated as the target in current frame.
B. MULTI POSITIONS DETECTION UNDER ILLUMINATION VARIATION
During the detection process, correlation filter based trackers detect the object by performing cyclic shift operations at the position of the previous frame which can generate a series of candidate windows. Then these candidate windows perform the correlation calculation with the filter which has been trained on the previous frame. After that, the candidate window with the highest confidence is chosen as the target. The appearance model is an important part of tracking algorithms, which mainly consists of two parts: visual representation and statistical modeling [48] . Visual representation uses different types of visual features to describe objects. Statistical modeling exploits statistical learning techniques to build the object models. The appearance model of the tracking object can be changed greatly under intense illumination variation conditions. As a result, the original features of the target are lost and the confidence of the target is lower than a threshold T a . The tracking results are inaccurate in this case. Figure 3 shows that the most of DCF algorithms use an image patch which contains the object and the background information surrounding the object to obtain the appearance model. In order to calculate the threshold T a , we first calculate the similarity value C of two image patches which have the same target but the background information is different by Eq. 5. The target's confidence is lower than the similarity value C when the tracking failure occurs under intense illumination. In this case, the results of tracking are unreliable and need to do re-detection. The threshold value T a can be calculated by Eq. 6, where β is the confidence parameter.
In order to make an accurate tracking of the object under intense illumination, the position of the object is predicted VOLUME 6, 2018 according to the speed of the object and the re-detection is performed in this position. The speed of the object can provide a precise location where the object is located. We use optical flow method to calculate the target speed between two continuous frames, see Eqs. 7a-7b.
where m and n are the size of the target box, v i x and v i y represent the speed of each pixel i in the target bounding box. v x is the speed in the horizontal direction and v y is the vertical speed. The velocity can be obtained by the LucasKanade method [49] which uses the changes of pixels in the image sequence and the correlation between adjacent frames. Therefore, the method can find the corresponding relation between the previous frame and the current frame. Then, it calculates the motion of an object between adjacent frames. V X and V Y are the velocity of the object in the horizontal and vertical directions. The possible position of the object in the next frame can be predicted on the basis of its speed by Eqs. 8a-8b.
where P t−1 x and P t−1 y are the central position of the target in the horizontal and vertical directions at the t − 1 moment. P t x and P t y are the central position of the target at the t moment. Dense sampling is carried out around the location and the confidence values of these samples are computed by Eq. 5. The highest one is chosen as the object.
C. ALTERNATE TEMPLATE
Our template update strategy is introduced in this section. Most of the correlation filter based trackers adopt the realtime template (filter) updates. In the process of tracking, each frame produces a correlation filter. Trackers update the object template by combining the filter with existing trained filter. The template is updated according to Eqs. 9a-9b, where the t represents current frame and θ is interpolation weights. Thex t is the object appearance model trained by the current frame. Theα t is the dual variable which can be obtained by Eq. 4 in the current frame. This update method can provide the tracker with some memory of the target information in the previous frame by linearly interpolating the obtained values ofα andx with the ones from the previous frame. As a result, it can improve the robustness of the tracker. When the target is under intense illumination conditions, the template cannot describe the target well. If we continue to adopt this update method, it can cause the failure of the tracking.
In order to solve this problem, we make some improvements to the template update process. In the current frame, when the confidence value of the selected target is lower than the threshold T a , we save the template (context regression model) which has been trained from the previous frame as an alternate template R a . Based on the speed of object, the target which is obtained by performing multi positions' detection in the current frame, is used to train another template (context regression model) R c . Because an intense lighting event can last for a period of time. In the next K frames, the template R c is used to detect the target and updated with the existing trained filter in each frame. Meanwhile the template R a is in reserve and not be updated. After K frames, we use alternate template R a to detect object and update the template.
IV. FOG BASED DEPLOYMENT INFRASTRUCTURE
Fog computing is a virtualization platform distributed between the end user and network cloud data. It can reduce latency, energy consumption and data traffic.
A. THE FRAMEWORK OF FOG COMPUTING
Fog computing architecture mainly includes cloud computing layer, fog computing layer and end user layer. It can be represented as a three level hierarchy [50] . Figure 4 shows that each smart device (cell phone, office building sensors, car, monitoring device, etc.) is connected to nearby fog device controllers which are connected to the cloud server. Fog components such as local servers or embedded computers are mainly deployed on the edge of the network. Fog computing has the following characteristics [51] : 1. The location of the fog computing is on the edge of the network. Fog computing has the characteristics of location awareness and adaptive mobility which allows intelligent devices to communicate or transmit data directly through wireless networks. As a result, the same user can quickly switch the response in different areas.
2. Low latency. Fog computing is suitable for some applications which need low latency, such as online games, video transmission and emergency response.
3. The geographical distribution is very extensive. Fog equipment is close to the user and is distributed in various places such as car system and roadside.
B. DEPLOYMENT INFRASTRUCTURE OF INTELLIGENT SURVEILLANCE SYSTEMS
In an IVS, fog computing can utilize the technologies such as radio frequency identification (RFID), sensors, wireless communications, satellite positioning, etc. to collect and annotate video information [52] . With the help of fog computing framework, the collected multi-target information can be analyzed on the service platform. After that, an IVS can provide real-time monitoring, positioning and tracking to stakeholders such as municipal authorities, police and security services. The deployment infrastructure of IVS is shown in Figure 5 . An IVS architecture consists of three layers, including computing layer, surveillance application layer and fog computing layer. The fog computing layer, which is constituted by a variety of smart on-site devices, plays a crucial role in the IVS. The smart devices such as smart tablets, smart phones and computers not only perform data processing but also serve as fog computing nodes [53] . When the original video stream is collected, they are allocated to near-site fog computing equipment to do processing rather than devolving them to the cloud based remote data centers.
In IVS, the sensors such as a drone or cameras in the city, are used to monitor the public occasions. When the video data is collected, the original video stream is returned to ground controllers and displayed on the monitor screens. The personnel can select the object of interest to do further tracking in real-time video. The tracking algorithms are implemented on the near-site fog computing nodes. Every frame in the surveillance videos can be handled on the fog computing nodes. It is worth noting that the fog computing nodes not only offer computing power, but also provide storage space. The original video data can be pre-processed and stored in fog computing nodes. Then it can be sent to the remote cloud center to do longer duration analysis for IVS. For example, we can do a long-term analysis of traffic conditions in smart cities to solve urban congestion problems.
V. EXPERIMENTAL RESULTS AND ANALYSIS
We use two well-known benchmark datasets which are Online object tracking: A benchmark (OTB2013) [40] and Object Tracking Benchmark (OTB2015) [41] to evaluate our proposed algorithm. We also compare our method with other well-known algorithms. The OTB2013 benchmark dataset contains 50 challenging videos. The OTB2015 benchmark contains 100 challenging videos which is expanded by the OTB2013. All tracking algorithms do one-pass evaluation (OPE). The way to evaluate trackers is to run them throughout a test sequence with initialization from the ground truth position in the first frame. All the tracking methods are evaluated by three metrics. a). Distance precision (DP). It illustrates the percentage of frames whose estimated location is within the given threshold distance of the ground truth. b). Overlap success rate (OS). It is defined as the percentage of frames where bounding box overlap more than a threshold. c). Center location error (CLE). It represents the mean Euclidean distance between the ground truth and the estimated center position.
Setup Parameters: The confidence parameter of Eq. (6) is set to β = 1.5. The value C which can be obtained by the method mentioned in section 3.2 is set to 0.4. Based on Eq. 6, the threshold T a is set to 0.25. When the confidence of the target is lower than 0.25, the tracking results are not reliable and need to do re-detection. For the update of the template, we set K = 4.
A. EVALUATION OF IMPROVED DCF ALGORITHM
The precision plots and success plots are used to show the performance of tracking algorithms. The precision plot exhibits the percentage of frames whose estimated location is within the given threshold distance of ground truth. As a representative precision score for each tracker we use the score for the threshold = 20 pixels [54] . The success plot shows the ratios of successful frames at the thresholds varied from 0 to 1. Using one success rate value at a specific threshold (e.g. to = 0.5) for tracker evaluation may not be fair or representative. Instead we use the area under curve (AUC) of each success plot to rank the tracking algorithms.
B. OVERALL PERFORMANCE
The tracking results of our proposed approach and the baseline tracker for OPE are shown in Figure 6 . MPAT obtains Distance precision (DP) of 82.4% and Success rate (OS) of 61.1% on OTB2013. MPAT improves the DP and OS scores of the baseline tracker (CCT) which obtains DP of 79.5% and OS of 59.4% on OTB2013. Result of MPAT's performance on OTB2015 is shown in Figure 6 with DP score (79.7%) and OS score (58.3%), which is higher than CCT's score (DP 73.5% and OS 54.9%). The results prove that our approach is able to ameliorate the performance of the underlying algorithm significantly. The speed of MPAT is 35.4 frames per second (FPS) and CCT runs at 50 (FPS). Because calculating the speed of each pixel by using LucasKanade method requires large computation, MPAT is slower than the CCT tracker. Both of our approach and CCT can operate in real-time. We not only compared our method with basic tracker (CCT) but also evaluated the proposed approach with other seven state-of-the-art trackers which are DCFNet [55] , Staple [56] , BIT [57] , fDSST [58] , SiamFC_3s [59] , RPT [60] and CFNet-conv3 [61] . The DCFNet tracker presented an end-to-end lightweight network architecture to learn the convolutional features and performed the correlation tracking process simultaneously. The Staple tracker did a simple combination of a Correlation Filter (using HOG features) and a global color histogram. The BIT tracker cascaded four units including appearance model (S1 and C1 units) and tracking model (S2 and C2 units): S1 unit extracted texture and color information; C1 unit collected texture and color features and combined them by using complex response maps; S2 unit learned view-turned feature; C2 unit used a full-connection neural network for task-dependent learning. The fDSST tracker was a novel scale adaptive tracking method. By learning separate DCFs, the translation and scale estimation were carried out. The tracker was a novel fully-convolutional Siamese network which was trained end-to-end. The neural network only had convolution layers and pooling layers. The RPT tracker utilized reliable patches to build a novel sequential Monte Carlo framework. It studied how to use visual information to calculate the likelihood of tracking reliability for a patch and estimate likelihood of the patch-on-object from motion information. CFNet-conv3 tracker used correlation filtering as a layer of convolutional neural networks on the basis of SiamFC algorithm [59] .
The above seven algorithms can be divided into two typical tracking algorithms, (1) One is based on CF framework without using deep learning methods (Staple, BIT, fDSST, and RPT). These trackers are based on the CFs without using the deep leaning methods to do training and extract features. (2) Another one is tracking by using CF methods and deep learning methods (DCFNet, SiamFC_3s and CFNet-con3). These trackers combine deep learning methods with correlation filtering, such as convolutional neural networks (CNN).
The results are illustrated in Figure 7 , Table 1 and Table 2 . The top two trackers are marked in red and blue, respectively. In precision plots, MPAT obtains the best performance both on OTB2013 and OTB2015 with DP score of 82.4% and 79.7%. In success plots, MPAT is the second-best algorithm with OS score of 61.1% on OTB2013. DCFNet which uses the deep learning methods to represent object appearance is higher than MPAT's score (OS 62.2%). CFNet-conv3 obtains the best performance with OS score of 58.9% on OTB2015. MPAT can perform better than the trackers both in category (1), like (Staple and fDSST) and category (2), like (SiamFC_3s). For overall performance, MPAT can perform well both on the OTB2013 and OTB2015. This is different from several other trackers, which only achieve good performance in one of the datasets. For example, DCFNet tracker obtains the best OS score on OTB2013 but performs very poor on OTB2015. The experimental results demonstrate that our method is effective compared to other methods under consideration. The speed of each tracker is shown in Table 1 . All results are run on a 3.5GHz Intel Core i7 CPU with 32 GB memory. The deep learning trackers except DCFNet run at around 10 frames per second (FPS). Their speed is very slow which cannot meet the requirements of real-time processing. Staple tracker is the fastest algorithm with the 
C. THE PERFORMANCE ON THE SUBSETS WITH DIFFERENT CHALLENGING ATTRIBUTES
To analyze the performance of tracking algorithms in different scenarios, the videos in the benchmark are annotated with eleven challenging attributes, which are illumination variation (IV), scale variation (SV), occlusion (OCC), deformation (DEF), motion blur (MB), fast motion (FM), in-plane rotation (IPR), out-of plane rotation (OPR), out-ofview (OV), background clutters (BC) and low resolution (LR) respectively. Each attribute represents a specific challenging factor in object tracking. One video may be annotated with many attributes. For each challenging attribute, we evaluated the performance of trackers on the subsets with the challenging attributes in the benchmark. For example, if we want to evaluate the performance of the trackers on the challenging attribute of scale variation, we can use the 29 videos tagged with this challenging attribute in the benchmark. The main purpose of our paper is to deal with tracking problems under intense illumination variation conditions. Result of MPAT's performance under intense illumination variation conditions of OTB2013 is shown in Figure 8 with DP score (79.3%) and OS score (59.6%), which is higher than CCT's score (DP 74.3% and OS 56.1%). In OTB2015, MPAT also gets excellent performance under illumination variation. The results show that MPAT can better deal with the challenges of illumination variation in the tracking process.
We also compared our improved algorithm with above seven state-of-the-art trackers on the eleven challenging attributes. Figure 9 shows the results on these eleven attributes VOLUME 6, 2018 FIGURE 8. The precision plots and success plots over tracking challenge of illumination variation. The first row is the results on OTB2013 and the second row is the results on OTB2015. Our improved algorithm (MPAT) has outstanding performance compared to basic algorithms both on OTB2013 and OTB2015. on OTB2013. Details of the attribute-based performance are shown in Table 3 . In Table 3 , the top three trackers are marked in red, blue, and green for each challenging attribute, respectively. Our MPAT method achieves competitive performances among all the seven state-of-the-art trackers in the videos which contain illumination variation. The results clearly show that MPAT method is more robust under intensive illumination variation. Furthermore, Table 3 shows that MPAT method also can achieve superior performance and robustness on other six challenging attributes, which are fast motion, background clutters, deformation, out-of plane rotation, out-of-view and occlusion. The details of the VOLUME 6, 2018 attribute-based performance on OTB2015 are shown in Table 4 , which denotes that our method has excellent robustness to illumination changes.
D. THE TRACKING VISUALIZATION RESULTS ON CHALLENGING SEQUENCES
We compared our algorithm with the basic tracker in some challenging sequences under intense illumination changes. The compared results are shown in Figure 10 . When intense illumination changes occur, the baseline tracker (CCT) obviously cannot keep up with the target, but our MPAT method can deal with this scenario very well. The results in the figure demonstrate that our method can improve the performance of trackers under intense illumination changes.
VI. CONCLUSION
The demand of IVS for various kinds of security monitoring and tracking applications in a smart city had grown. However, an IVS was faced with a number of challenging scenarios such as illumination variations, occlusion and fast moving objects. In order to track target smoothly under different complex conditions, this paper provided a novel strategy which performed multi positions' detection and used alternate templates (MPAT) for object tracking. Further, a deployment framework was designed for IVS for intelligent surveillance systems based on fog computing. Extensive experiments were conducted and results were compared with other state of the art tracking algorithms. The tracking results showed that the proposed approach had outstanding of adaptability and robustness. Moreover, our strategy (MPAT) can be combined with other strategies. For example, we can track multiple objects based on the single object tracking algorithms by taking advantage of divide-and-conquer strategy. The proposed framework was able to provide a unifying platform. It is rich enough to deliver many emerging services and develops new urban surveillance and monitoring applications.
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