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Abstract 
We define the concept of a polynomial function from Z. to Z,., which is a generalization f
the well-known polynomial function from Z. to Z.. We obtain a necessary and sufficient 
condition on n and m for all functions from Z. to Z., to be polynomial functions. Then we 
present canonical representations and the counting formula for the polynomial functions from 
Z. to Z,.. Further, we give an answer to the following problem: How to determine whether 
a given function from Z. to Zm is a polynomial function, and how to obtain a polynomial to 
represent a polynomial function? 
I. Introduction 
The ring Z. of integers modulo n is widely used in the literature on finite 
combinatorics (e.g., the circulant graphs and the circulant digraphs in [1,2]; the 
generalized de Bruijn digraphs and the Imase-Itoh digraphs in [7,10,14]; the 
k-cordial graphs in [9]; the Z.-flow space, the Z.-Hamilton space and the Z.-edge 
space of a graph in [3]; and the cyclic combinatorial objects which includes graphs, 
designs and simplicial complexes in [4, 5, 13, 15]; etc.). The polynomial functions from 
Z. to Z. have been used in the study of isomorphisms of combinatorial objects (see 
[4, 5, 13, 15], etc.), and much work has been devoted to such polynomial functions (see 
[6, 11, 12, 16, 17], etc.). 
We note the fact that many subjects in combinatorial study, which cannot be 
represented by the functions from Z. to Z., can be represented by the functions from 
Z. to Z,.. For example, all homomorphisms between two combinatorial objects 
(which have underlying sets Z. to Z,., respectively) are functions from Z. to Z.,; in 
graph theory, any m- (edge) coloring of a labeled graph of order n (size n) can be seen 
as a function from Z. to Z,.; in coding theory, an m-ary code word of length n can also 
be considered as such a function; etc. 
In the present paper, we shall generally consider functions from Z. to Z., and 
answer the following problems: 
0012-365X/95/$09.50 c~ 1995--Elsevier Science B.V. All rights reserved 
SSDI 0012-365X(93)E0162-W 
138 Z. Chen / Discrete Mathematics 137 (1995) 137-145 
1. How do we define polynomial functions from Z. to Z,, so that it generalizes the 
definition of the well-known polynomial functions from Z. to Z. (which are the 
functions representable by a polynomial mod n)? 
2. Is every function from Z. to Z., a polynomial function? If not, can we give 
a counting formula? 
3. How do we determine whether a given function from Z, to Z,. is a polynomial 
function, and how to obtain a polynomial to represent a polynomial function? 
We answer the first problem in Section 2. Then in Section 3 we give answers to the 
second and third problems. 
2. Preliminaries 
We write the ring of residue classes modulo m as Z,. = {0, 1 ..... m-  1 }. We shall use 
Z to denote the ring of integers. The capital etters F, G .... are used to represent the 
elements in Z Ix], the ring of polynomials over Z. Every polynomial in Z Ix] gives rise 
to a polynomial in Z,, I-x] (we shall use the same letter for it) and thus corresponds in
a natural way (evaluation in Z,.) to a function from Z., to Z,,. An equality F = G or 
F(x) = G(x) means that the corresponding coefficients of F(x) and G(x) are equal. The 
symbol - will always be used to denote congruence (modm). The modulus of 
a congruence will always be m unless otherwise specified. 
Now we answer the first problem by giving the following definition. 
Definition. A function f :  Z.~Zm is said to be a polynomial function, if it is representa- 
ble by a polynomial FeZ[x], i.e., 
f(a)=-F(a) for a l la=0,1  ..... n -1 .  
(Note that a is conidered as in Z when evaluating F(a).) 
Clearly, in the case of n = m, this definition coincides with the usual definition of 
polynomial function from Z, to Z.. 
Example 1. Let f :  Za---,Z4 be defined as f (0 )= 1,f(1)= 0, f (2)= 3. It is easily seen that 
f is a polynomial function since f is representable by F(x)=3x+l, i.e.,f(a)-F(a) 
(mod 4) for a = 0, 1, 2. 
Example 2. Let g:Z3-*Z  2 be defined as g(0)=l ,  g(1)=0, g(2)=l .  Then g is also 
a polynomial function since g is representable by G(x)= x + 1, i.e., g(a)-G(a) (mod 2) 
for a=0,  1,2. 
Let n and m be fixed positive integers. We define a relation ~ on Z[x] as follows: 
F ~ G if and only if F and G represent the same polynomial function from Z, to Z,,. It 
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is easily seen that this is an equivalence relation and that the number of equivalence 
classes in Z[x]  equals the number of polynomial functions from Z. to Zm. It is also 
obvious to see the following fact: 
F~G .¢* F(x)-G(x)  for all x=O, 1 ..... n -1  
• ¢* F(x)--G(x)-O for all x=O, 1 ..... n -1  
• *,,, F -G~O.  
The following two notations will be used throughout the paper: 
2(m)=the least positive integer 2 such that m]2!. 
~t(n, m)= min {n, 2(m) }. 
When there is no confusion, we may write 2 and/~ instead of 2(m) and #(n,m) for 
notational simplicity. 
3. Main results 
Theorem 1. (a) Every function f:  Z. ~ Z1 is a polynomial function. (b) For m > 1, every 
function f:  Z.--* Zm is a polynomial function if and only if n is not 9reater than the least 
prime factor of m. 
Proof. (a) is obvious since f :  Z.~Z1 is a constant function. 
(b) Necessity: Let p be the least prime factor (or indeed any factor) of m. If n>p, 
then F(0) and F(p) are always congruent (mod p) and hence f(0) andf(p) cannot ake 
on independent values in Zm. 
Sufficiency: Since n is not greater than the least prime factor of m, we have 
( i - j ,m)= 1 for any i~ j  and i,jE{O, 1 ..... n -  1}. Then i - j  gives a unit in Zm. We use 
cgj to denote the inverse of i - j  in Zm. 
NOW let f :  Z,~Zm be a function given byf ( i )= bi for i= 0, 1 ..... n -  1. Motivated by 
the Lagrange interpolation, we have 
n-1  n -1  
f (a )= ~" b, 1-I ci j(a-j) for a=0,1 ..... n--1. 
i=0  j=0 
j#i 
Therefore, f is a polynomial function represented by 
n-1  n -1  
F(x)= ~ bl 1-I cij(x--j)~Z[x]. [] 
i=0  j=0 
j~i 
As a special case n = m in Theorem 1, we immediately get the following well-known 
result of Kempner [12]: Every function f :  Z,~Z.  (n> 1) is a polynomial function if 
and only if n is a prime (i.e., Z. is a field). 
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In order to obtain a counting formula for the polynomial functions from 
Z. to Z,., we first give a canonical representation for any polynomial function from 
Z, to Zm by using the well-known Z-basis {(x)k; k~>0} for Z[x] where (x)0= 1 and 
(x)k = x (x -  1) . . . (x -  k + 1). This approach was motivated by Singmaster's work [17] 
on polynomial functions mod m. 
Theorem 2. Let f be a polynomial function from Z, to Z.,. Then f can be uniquely 
represented by a polynomial 
la-1 
F= ~ ck(x)k with O<~ck<m/(m,k!). 
k=O 
Before proving Theorem 2, we present he following lemmas. 
Lemma 1. Let F~Z[x] and let t be a positive integer. Th n
t 1 
F=Qt(x),+ ~ bk(X),, 
k=O 
where Qt6Z[x] and bkeZ are uniquely determined by F. 
Proof. Note that {(X)k; k>~O} is a Z-basis of Z[x]. [] 
Lemma 2. k! divides (X)kfor all integers x and k >~O. 
The proof is easy and is omitted here. 
Lemma 3. If k >~ #, then (X)k "~ O. 
Proof. If )~<n, then p=2 so that k>~2. Thus, we have 2![k!. Then from Lemma 2, 
m](X)k for any integer x. It implies that (X)k ~0. 
If 2 > n, then /~= n so that k ~> n. By definition, (X)k =0 for all x = 0, 1 ... . .  n--1. It 
implies that (X)R~O. [] 
Lemma4.  ~-1 ~k=O bk(X)k~O if and only ifbk(X)k~O for all k=0,  1 ..... #-1 .  
Proof. We only need to show the necessity, since the sufficiency is obvious. The 
necessity holds trivially for the case of/t  = 1. We assume that/~ > 1. Let 
/~-1  
~, bk(X)k~O. 
k=O 
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Then 
/~-1 
bk(X)~--O when x=0.  
k=0 
It follows that bo -0 ,  i.e., bo(x)o~O. 
Now we proceed by induction. Assume that bj(x)j~ 0 for all j = 0, 1 ..... h (here, the 
integer h satisfies 0 ~ h < # - 1). We shall show that bh + 1 (X)h + 1 ~ O. From the induction 
hypothesis and the original condition that 
i t -1  
Y', bk(x)k~O, 
k=0 
we have bh + 1 (x)h + 1 + bh + 2 (x)h + 2 +""  + bu_ 1 (x)u - 1 ~ 0. By definition, when x = h + l, 
(x)h+2 =(x)h+3 . . . . .  (x)u- 1 =0 and (x)h+l =(h+ 1)!. Thus we have bh+a .(h+ 1)!---0. 
Then by Lemma 2, bh+ l(x)h+ 1 "~0- This completes the induction. [] 
Lemma 5. Let O<~k <~n-1. Then bk(X)k~O iff(m/(m,k!))lbk. 
Proof. Let bk(X)k~O. Then, since O<~k<<.n-1, bk(X)k=--O when x=k. So, bkk! =--0 and 
then m l(bkk!). Thus we have (m/(m, k!))lb k. 
Conversely, if(m/(m, k!))lbk, we have m t(bkk!). Then it follows from Lemrna 2 that 
bk(x)k~O. [] 
Now the proof of Theorem 2 goes as follows. 
Proof of Theorem 2. Let F* be a polynomial representation f f  By Lemma 1, 
~-1 
F*=Qu(x)~+ ~ bk(X)k, 
k=O 
where Q~Z[x]  and bk~Z are uniquely determined by F. By division algorithm for 
integers, we have bk=qk(m/(m,k!))+Ck with O<~Ck<m/(m,k!), where qk and ck are 
integers uniquely determined by b k. Then 
/a-1 
F*=Qu(x)u+ ~ [qk(m/(m,k!))+Ck](X)k 
k=0 
/~-1 /~-1 
=Qu(x)u+ ~ qk(m/(m,k!))(X)k+ ~ Ck(X)k. 
k=O k=O 
So, F* u- x --Y'k=O Ck(X)k ~0 by Lemmas 3-5. Therefore, _F* ~X-'u-z~k=01 Ck(X)k, which means 
that f is representable by F = ~_-o 1Ck(X)k with 0 ~< ck < m/(m, k!). 
The uniqueness of such a representation is obvious by Lemmas 4 and 5. [] 
From Theorem 2 we immediately obtain the following counting theorem. 
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Theorem 3. The number of polynomial functions from Z, to Z,n is given by 
.u-1 " = Iqg=o (m,k!) 
In order to present he next theorem which gives another canonical polynomial 
representation for any polynomial function from Z. to Zm, we need the following 
lemma. 
Lemma 6. Let F(x)eZ[x] be a polynomial ofdegree s < n. Then there are integers {ak;
k=0, 1 ..... s} with O<~ak <m/(m,k!) such that 
F(x)~ ~ ak xk. 
k=O 
Proof.  By induction on s. It is trivial for s = O. Let s > 0 and let 
F(x)= ~ bkX k. 
k-0  
Applying the division algorithm to the integers b~ and m/(m,s!), we obtain 
b~=q~(m/(m,s!))+as where qseZ and O<~a,<m/(m,s!). Set G=F-q~(m/(m,s!))'(x),. 
Then, F~ G by Lemma 5, and G= asx~+ H, where HeZ Ix] is a polynomial of degree 
<s. Use the induction hypothesis to H. Then the induction is easily finished. [] 
Theorem 4. Let f be a polynomial function from Z, to Z,.. Then f can be uniquely 
represented by a polynomial 
la-1 
F= ~ akx k with O<~ak<m/(m,k!). 
k=0 
Proof .  The existence of such a representation F is easily seen from Theorem 2 and 
Lemma 6. The uniqueness of the representation is clear from the following equality: 
akXk; O<~ak<m/(m,k!) 1-I m/(m,k!), 
k=0 
which is equal to the number of polynomial functions from Zn to Zm by 
Theorem 3. [] 
Now we are ready to give our answer to the third problem mentioned in Section 1. 
Theorem 5. Let f: Z ,~Z, ,  be given by f(i) = bi, i = 0, 1 ..... n -  1. Then the following 
statements are equivalent: 
(i) f is a polynomial function. 
(ii) f can be represented by a polynomial of degree < n.
Z, Chen/'Discrete Mathematics 137 (1995) 137 145 143 
(iii) f can be represented by a polynomial of degree < !u. 
(iv) The system of linear congruences, 
n--1 
ikxk=--bi(modm), i=0 ,1  .. . . .  n - - l ,  
k=O 
has a solution xk = ak, k = O, 1 .... , n-- 1. 
(v) The system of linear congruences, 
/~-1 
ikxk=--bi(modm), i=0,1 . . . . .  n - - l ,  
k=O 
has a solution Xk = ak, k = 0, 1 . . . . .  #--  1, with 0 <~ ak < m/(m, k !) for each k. 
(vi) The system of linear congruences, 
I~-I 
(i)kxk=--bi(modm), i=0,1 . . . . .  n - - l ,  
k=0 
has a solution xk=ak, k=0,  1 . . . . .  #--1,  with O<~ak <m/(m,k!) for each k. 
Proof. Clearly, ( i i i )~ ( i i )~ (i). ( i )~  (iii) is implied in Theorem 4 or Theorem 2. To 
show (i i)~(iv), we let F=X'" 1 ~k=O ak xk be a polynomial representation o f f .  Then 
• __ n -1  n -1  f0) - -~k=O ak ik, that is, Y~k=0 ikak--bl (modm), i=0,  1, ..., n-- 1. It proves (ii) ~ (iv). 
(iv) =~ (ii) is proved by reversing the above steps. Similarly, we can prove (i) ¢~ (v) and 
(i) ~(v i )  using Theorems 4 and 2. [] 
Theorem 5 tells us that determining whether a given function f :  Z.~Z, ,  is a poly- 
nomial function is equivalent to examining the existence of a solution to some system 
of linear congruences (mod m). (It should be pointed out that the system in (vi) is 
particularly easy to solve since its coefficient matrix is lower triangular and it has the 
limitation inequalities for solutions.) In fact, from the proof of Theorem 5, we also 
clearly see how to construct a polynomial representation from a solution to any one of 
the linear systems in Theorem 5, which is stated as the following corollary. 
Corollary 1. Let f :  Z,--* Zm be given by f (i)= bi, i=0,  1, ..., n -  1. I f  the system of linear 
congruences in Theorem 5(v) (or (vi)) has a solution xk=ak, k=0,  1 . . . . .  kl--1, then f is 
representable by 
F= ~ akX k orF  ak(X)k • 
k=O 
Now we shall give two necessary conditions for polynomial functions from 
Z. to Z~. 
Let f :Z .~Zm be given byf ( i )=bi ,  i=0,  1 . . . . .  n -1 .  Consider the system of linear 
congruences in Theorem 6(iv). Let A be its coefficient matrix (Aifl where Aij= i j, for 
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i , j=0, 1,2 ..... n -1 .  Let e=(bo,bl,b2 . . . . .  bn_l) T, and let A k be the matrix obtained 
from A by replacing the kth column by c. Then by the method in linear algebra to 
derive the Cramer's rule for solving a system of linear equations, we can have 
(detA)xk==-detAk (modm), k=0,1 ,2  ... . .  n -1 .  
It is easy to see that 
detA= 1--[ ( i - j )=(n- -1) ! (n-2) ! . . .2! l ! .  
O<~j<i<~n - 1 
Then we have the following necessary condition. 
Corollary 2. l f  f : Z.  ~Z, .  is a polynomial function, then 1 ! 2! . . . (n-  1)! divides det Ak in 
Z,  for all k = 1, 2 ..... n - 1. 
Another necessary condition is given as follows. 
Corollary 3. Let f :  Z,--* Z .  be a polynomial function. Then f (a)=f (b ) (mod d) whenever 
d divides m and a -b  (modd)for  all a,b~{0, 1.... .  n -1} .  
Proof .  Use the argument similar to the proof for the necessity of Theorem 1 (b). [] 
From the following example, we shall see that neither of the two conditions given in 
Corollaries 2 and 3 are sufficient. 
Example 3. Let f :  Z6~Zs be defined as f(0),f(1) .. . . .  f (5)=0,  3,4, 1,4, 7. It is easily 
verified that the two conditions given in Corollaries 2 and 3 are satisfied. However, for 
this f, the system of linear congruences in Theorem 5(vi) is as follows (note that n=6,  
m = 8, and/1  = 4): 
X o ~ 0, 
Xo+Xl--3, 
Xo+2Xl+2X2=4, 
Xo+ 3XI +6Xz+6X3--1, 
XO +4Xl + 12X2 + 24X3--4, 
Xo + 5Xl + 20x2 + 60x3 --- 7, with O<~Xk<8/(8, k!) for all k. 
From the first four equations, it is easily obtained that Xo-0,  Xl =3, x2=3 and 
x3-1 .  Nevertheless, this does not satisfy the fifth equation. Therefore, by Theorem 
5(vi), we see that f i s  not a polynomial function. 
We note that for n = m in the above theorems and corollaries we can immediately 
obtain corresponding results about the polynomial functions from Z. to Z. which 
include some of the results in [6, 11, 12, 16, 17]. 
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Remark .  A l though the simple cond i t ion  given in Coro l la ry  3 is not  a sufficient 
condit ion,  it does become sufficient for infinitely many  nontr iv ia l  cases. So the 
fo l lowing prob lem is of  some interest: F ind  all pairs (n,m) for which the cond i t ion  
given in Coro l la ry  3 is necessary and sufficient for a funct ion f :Z .~Z, ,  to be 
a po lynomia l  function. 
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