Abstract: We used the data of 701 stars covering the colour index interval 0.32 < B − V ≤ 1.16, with metallicities −1.76 ≤ [F e/H] ≤ +0.40 dex, which were taken from PASTEL catalogue and estimated metallicity dependent guillotine factors which provide a more accurate metallicity calibration. We reduced the metallicities of 11 authors to the metallicities of Valenti & Fischer (2005) , thus obtained a homogeneous set of data which increased the accuracy of the calibration, i.e.
1 Introduction Roman (1955) interpreted the weakness of the metallic lines in the F-and G-type spectra by comparison of the B − V and U − B colours for each star. She stated that an ultraviolet excess, ranging from 0.0 to more than 0.2 mag, which is found in most high-velocity stars, is well correlated with the weakness of the lines. Moreover, both anomalies are correlated with velocity, in the sense that the stars with the weakest lines also have the largest ultraviolet excess and the largest space velocities.
Following Schwarzschild et al. (1955) , Sandage & Eggen (1959) interpreted the observed ultraviolet excess for subdwarfs with the "blanketing model". This model predicts that the change in B − V colour index for a given observed ultraviolet excess, δ(U − B), for F and G subdwarfs is sufficient to move most of the subdwarfs with known MV on the Hyades main sequence. The essential point of the theory is that the Fraunhofer lines affect the U , B, and V regions of the spectrum in different ways so that a weakening of the lines produces changes in the observed colour indices: U − B and B − V . If the relation between the effect on U − B and B − V is known, then the correction to the observed B − V can be computed from the observed ultraviolet excess. Because the observed B − V for weak line stars will be bluer than that for strong line stars of the same temperature, the weak line stars will fall below the standard main sequence. Therefore, because of the relationship between ∆(U − B) and ∆(B − V ) we should expect that the displacement of a weak line star below the standard main sequence will be correlated with the observed ultraviolet excess. Wallerstein & Carlson (1960) calibrated the ultraviolet excess in terms of [F e/H] for the first time, and Wallerstein (1962) improved this calibration.
The scheme between the observed ultraviolet excess, δ(U − B) and the blanketing corrections ∆(U − B) and ∆(B − V ) (for a hypothetical star) are given in Fig. 1 .
The shapes of the blanketing vectors in the (U − B) − (B − V ) diagram are such that stars with different B − V values with the same metal abundance will show different ultraviolet excess values. For red stars, δ(U −B) is partially guillotined because the blanketing line is nearly parallel to the intrinsic Hyades line. If the metal abundances are to be compared among stars of different colours, such as in the works carried out for the estimation of the metallicity gradient for the Galactic fields, corrections to the observed δ(U − B) are needed. Wildey et al. (1962) provided the basis on which normalized ultraviolet excess was computed by Sandage (1969) and Carney (1979) . Sandage (1969) gave a procedure to correct ultraviolet excess values for stars with the same metal abundance, but of different colours for the effect of the guillotine. He plotted 112 stars of large proper motion onto the (U −B)−(B −V ) two colour diagram and compared the U −B colours of maximum abundance with that of Hyades for the same B − V colour. The results are given in Table 1 . The columns give: (1) B − V colour, (2) the Hyades fiducial line, (3) the maximum U − B value for the sample star for the same B − V of the Hyades star, (4) the δ(U − B) ultraviolet excess of the sample star in question, and (5) the ratio of the excess at (B − V ) = 0.60 (where δ(U − B) is maximum), δ0.6, to the excess at any other B − V . This ratio is defined as "guillotine factor" in this paper, i.e. fS = δ0.6/δ(U − B), where the subscript "S" refers to Sandage. Table 1 gives the guillotine factors of Sandage (1969) for a set of 16 colours with 0.35≤B − V ≤1.10. One can estimate guillotine factors for a larger set of B − V colours by applying an interpolation formula to the data in Table Table 1 : The guillotine factors of Sandage (1969) . The symbols are explained in the text. Figure 1: The scheme between the observed ultraviolet excess, δ(U − B) and the blanketing corrections ∆(U − B) and ∆(B − V ) taken from Sandage & Eggen (1959) .
1. This is the case in some of our works (Karaali et al. 2003; Ak et al. 2007a,b; Yaz & Karaali 2010) . Carney (1979) normalized the ultraviolet excesses of 101 dwarfs by using the procedure of Sandage (1969) and calibrated them to the metal abundance [F e/H]. This calibration could be used to evaluate metal abundances in the U BV photometry. Karaali et al. (2003) improved this calibration by using a different procedure and a different set of U BV data. Other works in different photometries followed the ones carried out in the U BV for metallicity estimation. Buser & Fenkart (1990) calibrated the [F e/H] metal abundance to the normalized δ(U − G) excess and (G − R) colour, simultaneously, in the RGU photometry. Strömgren (1966) defined the m1 = (v − b) − (b − y) colour difference as a metallicity indicator, where v, b, and y are magnitudes for intermediate bands in his uvby − β photometry and the (B − L) colour turned out to be a very sensitive metallicity index for F-G spectral type stars in the V BLU W photometry (Walraven & Walraven 1960; Trefzger et al. 1995) .
There are deviations between the calibrations obtained for the U BV system. Fig. 15 of Buser & Kurucz (1992) compares these calibrations based on empirical data (Carney 1979; Cameron 1985) or theoretical models (Buser & Kurucz 1978 , 1985 Vandenberg & Bell 1985) . The reason for these differences originates from two sources: 1) Although researchers use the U BV data of the same stars, the references and hence the U BV magnitudes or colours therein may be different.
2) Different atmospheric parameters may be used by different researchers in estimation of the metallicities used for [F e/H]−δ0.6 calibration (cf. Cayrel de Strobel et al. 2001) .
The guillotine factors of Sandage (1969) are colour dependent, but not metallicity dependent. However, the isometallicity lines in the (U − B) − (B − V ) two colour diagram are not parallel to each other for the whole colour range of B −V which indicates the dependence of the guillotine factors on the metallicity. This is the main topic of the paper. The data are presented in Section 2. The guillotine factors and the metallicity calibration are given in Section 3 and finally a short discussion is presented in Section 4.
The data
The PASTEL catalogue (Soubiran et al. 2010 ) is the main source of data for our study. 4259 stars with 4 ≤ log g ≤ 5 and with known metallicity and metallicity errors were selected as main sequence stars from the PASTEL catalogue. 3187 out of these stars that were not displaying a variability in their magnitudes which were tagged as "star", "star in cluster" and "high proper motion stars" in SIMBAD were used in the study. To obtain U BV data, we consulted the specialized catalogues which are included in the General Catalogue of Photometric Data (Hauck et al. 1990 ), which provided the data of 2073 stars.
To calibrate the metallicity more accurately, we selected 11 authors appearing in the PASTEL catalogue (Soubiran et al. 2010) , whose databases coincide the most with the 2073 stars in our study. These authors are: Valenti & Fischer (2005) , Sousa et al. (2008) , Ramirez & Melen (2005) , Santos et al. (2004 ), Fuhrmann (2008 , Luck & Heiter (2006) , Mishenina et al. (2004) , Nissen et al. (2002) , Ryan & Smith (2003) , Spite et al. (1996) and Tomkin & Lambert (1999) . From all authors we collected a total of 701 stars of which Valenti & Fischer (2005) determined the metal abundances of 472 stars. Hence, we reduced all the metallicities to Valenti & Fischer (2005) 's using the calibrations between the metal abundances of common stars in the work of Valenti & Fischer (2005) and other researchers. Table 2 gives the resulting star catalogue obtained by this procedure. The errors cited for the metal abundances belong to the original ones. The parallaxes were taken from the newly reduced Hipparcos catalogue (van Leeuwen 2007) . The U BV data of stars in Table 2 have been dereddened by the following procedure (Bahcall & Soneira 1980) .
Here b and d are the Galactic latitude and the distance of the star (evaluated by means of its parallax), respectively. H is the scaleheight for the interstellar dust which is adopted as 125 pc (Marshall et al. 2006) and A∞(b) and A d (b) are the total absorptions for the model (Schlegel et al. 1998 ) and for the distance to the star respectively. A∞(b) can be evaluated by means of Eq. 2
where E∞(B − V ) is the colour excess for the model taken from NASA Extragalactic Database 1 . Then, E d (B − V ), i.e. the colour excess for the corresponding star at the distance d can be evaluated by Eq. 2 adopted for distance d
and can be used for the colour excess E d (U − B) evaluation:
Finally, the dereddened colour indices are:
The reduced ultraviolet excess δ0.6 is evaluated by the following equation which is obtained by the data of 133 stars with 0.575 ≤ (B − V ) ≤ 0.625 (Table 3) In this study, Karaali's guillotine factor is denoted by "fK " and is calculated with fK = δ0.6/δ.
Methods

New Guillotine Factors
Sandage (1969) estimated guillotine factors without considering the effect of metallicity. However, Fig.  2 shows that the colour gradients for any two different isometallicity lines are not equal to each other, i.e.
, which indicates the dependence of guillotine factors on metallicity. Additionally, the (U − B)M colours in Table 1 correspond to the stars with less metallicity than the Hyades cluster. But, the metallicity gradients for the isometallicity line with [F e/H] = 0.5 dex in Fig. 2 are rather different than the ones for relatively metal poor stars which indicates that guillotine factors for metal rich stars should be different than those of metal poor stars of the same B − V colour index.
Then we decided that it should be more appropriate and useful to estimate metallicity dependent guillotine factors. First, we used 133 stars with colour index 1 http://nedwww.ipac.caltech.edu/forms/calculator.html Synthetic isometallicity lines for U BV photometry taken from a stellar model of Lejeune et al. (1997) . Table 3 : Stars with 0.575 ≤ B − V ≤ 0.625 used for calibration of δ 0.6 to metallicity. Symbols are the same with Table 2 . The number of these colour intervals and their ranges had been decided such as to obtain a constant metallicity gradient for each B − V interval. For example, the ranges for bluer stars, where the metallicity gradient is relatively large were adopted smaller than for the colour interval, 0.85 < B − V ≤ 1.16, where the metallicity gradient is rather smooth. The (U − B) − (B − V ) colour diagrams of the whole sample and eight subsamples are shown in Fig. 4 .
Each subsample was divided into bins and mean δ, B − V , U − B, [F e/H], (U − B)H , δ0.6 and fK values were evaluated for each subsample (Table 4) . A total of 532 stars could be used in the calibration of guillotine factors. Ultraviolet-excess δ of a sample star whose U − B colour index is close to that of a Hyades star of the same B − V colour index is rather small. Hence, fK =δ0.6/δ becomes rather large for such stars and they are not reliable. These abnormal fK values may be as large as 20, for example. Also, we noted that the fK values of some stars were negative. The reason of these unreliable values originate from the errors in U −B colour index. After rejection the stars with large and negative fK values the number of stars reduced from 701 to 532. The numbers of stars used in each bin is given in the last column of Table 4 .
The calibration of δ to fK is given in Fig. 5 . One notices that there is a smooth relation in all panels, and the trend of the guillotine factor varies in different panels. In panels (a), (b), (g) and (h), fK assumes its maximum at the intermediate values of δ, whereas in panels (c), (d), (e) and (f) the maximum of fK corresponds to the negative values of δ, i.e. metal rich stars. Fig. 6 shows the calibration of B − V to fK for three ultraviolet excess, i.e. δ = −0.05, +0.05 and +0.15, just to show that one can obtain continuous transitions between colour index and ultraviolet excess. Since Fig. 5 is divided according to colours and the fits are in better agreement with data, the obtained equations will be more precise. Therefore, we prefer the equations obtained from Fig. 5 . Fig. 7 shows the distribution of the guillotine factors as a function of metallicity. The lower limit for the guillotine factors of Sandage (1969) is fS = 1 (panel b), corresponding to the colour index B − V = 0.60, whereas the one estimated in this work which may be less than 0.5, which is not colour dependent, but corresponds to metal abundance [F e/H] ≈ 0 dex.
New Metallicity Calibration
We used the calibrations in Fig. 5 and assigned guillotine factors, fK , for 701 stars with metallicity −1.76 ≤ [F e/H] ≤ +0.40 dex. The combinations of fK and the ultraviolet excess δ gives the reduced ultraviolet excess for each star, i.e. δ0.6 = fK × δ. Then we divided the Eq. 7 provides metallicities by means of new guillotine factors. We used the guillotine factors of Sandage (1969) and evaluated another set of reduced δ0.6 ultraviolet excess for the same star sample. Their fit to the corresponding metallicities is given in Fig. 8 and in the following formula:
[F e/H] = −11.612(0.496)δ 2 0.6 + 3.419(0.100)δ0.6 (8) +0.057(0.017).
Application of the Method
Now, we have two metallicity calibrations, based on the new guillotine factors estimated in this work and on the guillotine factors adopted from Sandage (1969) . We applied these calibrations to two sets of data with −1.76 ≤ [F e/H] ≤ 0.4 dex taken from Karaali et al. (2003) and Karataş & Schuster (2006) and we compared the evaluated metallicities with the original ones for two calibrations. The metallicities of 75 stars in the first set were estimated spectroscopically, whereas those for 469 stars are based on photometry. Stars in two sets just mentioned and the sample stars do not overlap. The results for the data of Karaali et al. (2003) are given in Sandage (1969) . The results for 469 stars are not given here in order to avoid space consuming. However, their statistics are given in Table 6 together with the ones of 75 stars in the first set.
Comparison of the mean and standard deviations for the residuals of two calibrations for four metallicity intervals, i.e. −1.76 < [F e/H] ≤ −1, −1 < [F e/H] ≤ −0.5, −0.5 < [F e/H] ≤ 0 and 0 < [F e/H] ≤ +0.4 dex shows that there are statistical differences between two calibrations. In Table 6a , where the statistics for the first set (75 stars) is presented, the agreement is only for the interval −1 < [F e/H] ≤ −0.5 dex, whereas for other metallicity intervals, the calibration based on metallicity dependent guillotine factors fK favorites. The largest differences between two sets of statistics belong to the metal poor stars, i.e. −1.76 < [F e/H] ≤ −1 dex. In Table 6b , where the statistics correspond to a larger set of data (469 stars) and where the metallicities were determined photometrically, the agreement between two calibrations is only for the metallicity interval −1.76 < [F e/H] ≤ −1 dex. The mean deviation of the residuals estimated via guillotine factors fS, for the metallicity interval −0.5 < [F e/H] ≤ 0 dex, is a bit smaller than the ones estimated via fK (0.01 and -0.03 respectively), whereas, for two metallicity intervals, i.e. −1 < [F e/H] ≤ −0.5 and 0 < [F e/H] ≤ +0.4 dex, the mean deviations corresponding to fK are much smaller than the ones of fS.
The comparison of the residuals for all metallicities, i.e. −1.76 < [F e/H] ≤ +0.4 dex, estimated by means of two calibrations (Fig. 9 and Fig. 10 ) confirms the advantage of the calibration based on metallicity dependent guillotine factors. There is a small correlation for the residuals in the lower panel in Fig. 9 , R 2 = 0.25, which corresponds to guillotine factors fS, whereas in the upper panel where the residuals were based on the guillotine factors fK , the distribution of the points about the line of zero residual is almost homogeneous resulting a zero correlation coefficient, R 2 = 0.00. In Fig. 10 , the residuals are calibrated to linear equations of the metallicities. The panels (a) and (b) correspond to the residuals estimated via metallicity dependent guillotine factors fK and those to the metal free ones fS. The inclinations of the lines are 0.10 and 0.20 for panels (a) and (b), respectively, favoring the fK factors. Also, the correlation coefficients i.e. R 2 = 0.03 and R 2 = 0.11, for panels (a) and (b) respectively, confirm our argument. That is, by less correlation coefficient, we assume a relatively homogeneous distribution for the residuals in panel (a). It is interesting that there are small differences in statistics for two sets of data which can be explained either by U BV data or metallicities used. We should remind that metallicities for the first set (75 stars) were estimated spectroscopically, whereas for the second set (469 stars) a photometric procedure was used.
Summary
We used the data of 11 authors appearing in the PAS-TEL catalogue (Soubiran et al. 2010 ) and estimated metallicity dependent guillotine factors fK which are used in an improved metallicity calibration. The metallicities taken from different authors were reduced to the metallicities of Valenti & Fischer (2005) , thus a homogeneous set of metallicities could be obtained. There are differences between the new guillotine factors fK and the ones fS adopted from Sandage (1969) .
We derived metallicity calibrations for two sets of guillotine factors using the same procedure and applied them to two different sets of data. The data of the first set were taken from Karaali et al. (2003) , whereas the ones of the second set are from Karataş & Schuster (2006) . For the first set, the mean deviations of the residuals for two calibrations are different. The agreement is only for the metallicity interval −1 < [F e/H] ≤ −0.5 dex, whereas for the metallicity intervals −1.76 < [F e/H] ≤ −1, −0.5 < [F e/H] ≤ 0 and 0 < [F e/H] ≤ +0.4 dex, the mean deviations corresponding to the metallicity dependent guillotine factors fK are much smaller than the ones estimated via the guillotine factors adopted from Sandage (1969) , fS. Also, the metallicity residuals for the total metallicity interval, −1.76 < [F e/H] ≤ +0.4, confirms the advantage of the metallicity dependent guillotine factors.
For the second set, there is an agreement between the mean deviations for two calibrations only for the metallicity interval −1.76 < [F e/H] ≤ −1 dex. The mean deviation of the residuals estimated via fS, for the metallicity interval −0.5 < [F e/H] ≤ 0 dex, is a bit smaller than the ones estimated via fK , whereas, for two metallicity intervals, i.e. −1 < [F e/H] ≤ −0.5 and 0 < [F e/H] ≤ +0.4 dex, the mean deviations corresponding to fK are much smaller than the ones of fS. In Fig. 10 , the residuals estimated via fK and fS are calibrated to linear equations of the metallicities. However, the inclination of the line for the upper panel (0.10) is less than the one for the lower panel (0.20), indicating that the metallicities estimated by means of the calibration based on metallicity dependent guillotine factors agree better with the original metallicities relative to the other set of estimated metallicities.
We showed that the metallicity dependent guillotine factors provide more accurate metallicities relative to the ones estimated by using the guillotine factors in the literature. This work will be useful for the astronomers who would work with U BV photometry, which has the advantage of being able to be transformed to other systems. Table 6 : Statistics for two metallicity calibrations based on new guillotine factors and the ones adopted from Sandage (1969) , for two samples: (a) for 75 stars taken from Karaali et al. (2003) and (b) for 469 stars taken from Karataş & Schuster (2006) . ( 
