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OLLIVIER RICCI CURVATURE FOR GENERAL GRAPH
LAPLACIANS: HEAT EQUATION, LAPLACIAN COMPARISON,
NON-EXPLOSION AND DIAMETER BOUNDS
FLORENTIN MÜNCH, RADOSŁAW K. WOJCIECHOWSKI
Abstract. Discrete time random walks on a finite set naturally translate via a one-
to-one correspondence to discrete Laplace operators. Typically, Ollivier curvature has
been investigated via random walks. We first extend the definition of Ollivier curvature
to general weighted graphs and then give a strikingly simple representation of Ollivier
curvature using the graph Laplacian. Using the Laplacian as a generator of a continuous
time Markov chain, we connect Ollivier curvature with the heat equation which is strongly
related to continuous time random walks. In particular, we prove that a lower bound
on the Ollivier curvature is equivalent to a certain Lipschitz decay of solutions to the
heat equation. This is a discrete analogue to a celebrated Ricci curvature lower bound
characterization by Renesse and Sturm. Our representation of Ollivier curvature via
the Laplacian allows us to deduce a Laplacian comparison principle by which we prove
non-explosion and improved diameter bounds.
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1. Introduction
Ricci curvature is strongly related to the heat equation. In particular, lower Ricci curvature
bounds can be characterized via gradient estimates as in the following theorem by Renesse
and Sturm (see [RS05, Theorem 1.3 and Corollary 1.4]).
Theorem 1.1 (Ricci curvature and gradient estimates). For any smooth connected Rie-
mannian manifold M and any K ∈ R the following properties are equivalent:
(i) Ric(M) ≥ K.
(ii) For all f ∈ C∞c (M) and all t > 0
‖∇Ptf‖∞ ≤ e
−Kt‖∇f‖∞.
(iii) For all bounded f ∈ CLip(M) and all t > 0
Lip(Ptf) ≤ e
−KtLip(f).
(iv) For all x, y ∈M and all t > 0
W (pxt , p
y
t ) ≤ e
−Ktd(x, y)
where Pt denotes the heat semigroup generated by the Laplace-Beltrami operator, p
x
t denotes
the heat kernel and W denotes the L1-Wasserstein distance.
We prove that the same holds true on graphs (see Theorem 3.8). To do so, we employ
a new method intertwining the heat semigroup with a cutoff function, which we call the
perpetual cutoff method. Our curvature notion will be a generalized Ollivier curvature
based on its modification by Lin, Lu and Yau (see [LLY11]) which we extend to the
case of general graph Laplacians. In particular, we now apply this curvature notion to
graphs with unbounded vertex degree. For an introduction to Ollivier curvature, see [Oll07;
Oll09]. A relation between curvature and the number of triangles in a graph is given in
[JL14]. Methods to compute the curvature can be found in [LR14]. Ollivier curvature has
been applied to describe the internet topology [Ni+15; WJB16], wireless network theory
[WJB14], economic market analysis [SGT16] and cancer networks [San+15a; San+15b;
Tan+15].
The breakthrough paper of Renesse and Sturm mentioned above motivated a generalization
of Ollivier curvature to semiproups compatible with Lipschitz functions and Wasserstein
metrics. Approaches in this direction have been made in [Bas81; Jou07; Jou09; Vey12]).
However, the problem suggested by Ollivier (see Problem D in [Oll]), namely, if a lower
curvature bound implies non-explosion (also known as stochastic completeness), is still
open. Non-explosion in this context means that the process remains in the state space
for all time. We prove non-explosion for all locally finite graph Laplacians with Ollivier
curvature decaying not faster than − logR (see Theorem 4.11). Therefore, this theorem
can be seen as an initial step to solve Ollivier’s problem in a general setting. Moreover, we
prove that the curvature decay rate − logR is optimal.
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One of the main observations of our paper is that, on graphs, the limit expression for Lin,
Lu and Yau’s Ollivier curvature simplifies to the limit-free expression
κ(x, y) = inf
f∈Lip(1)
∇yxf=1
∇xy∆f
where ∇xyf =
f(x)−f(y)
d(x,y) , d is the usual combinatorial graph distance, Lip(1) denotes the
functions with Lipschitz constant 1 with respect to this metric and ∆ is the graph Lapla-
cian (see Theorem 2.1). Furthermore, the curvature admits another limit-free expression
in terms of transport costs (see Proposition 2.4) which simplifies to give an explicit formula
in the case of combinatorial graph (see Theorem 2.6). These simplifications give the start-
ing point for proving the semigroup characterization of a lower Ricci curvature bound in
analogy to the work of Renesse and Sturm. Our gradient estimates for the continuous time
heat equation seem to be the first result of this kind for Ollivier curvature. Indeed, these
gradient estimates have been previously used as a globally defined Wasserstein curvature
bound (see [Jou07, Definition 2.1]).
In contrast to Ollivier curvature, there are various gradient estimates on graphs under
Bakry-Emery curvature bounds [Bau+15; GL17; Hor+14; LL15; Mün14] and under en-
tropic Ricci curvature [EF16, Theorem 3.1]. Using a modification of Ollivier curvature,
gradient estimates have been established for continuous time Markov processes in [Vey12].
In Section 5, we prove that this modification coincides with our curvature notion on locally
finite graphs with a lower curvature bound (see Corollary 5.9).
The control of the Lipschitz constant of the semigroup yields stochastic completeness for
all graphs with a constant lower Ollivier curvature bound (see Lemma 3.6). However, as
already mentioned above, one can get even better results by employing different techniques.
To do so, we first establish a Laplacian comparison principle which seems to be the first of
its kind for any discrete Ricci curvature notion. The simplest version (Theorem 4.1) states
that under the assumption of a lower curvature bound K ∈ R, we have
∆d(x0, ·) ≤ Deg(x0)−Kd(x0, ·)
where Deg(x0) is the weighted vertex degree of a fixed vertex x0. This Laplacian compari-
son can be extended to the case of decaying curvature (see Theorem 4.4). Via the Laplacian
comparison, we compare the curvature of a given graph to the curvature of the birth-death
chain associated to the graph (see Corollary 4.8). Birth-death chains are Markov processes
on weighted path graphs. For our purposes, we identify the birth-death chain with its asso-
ciated weighted path graph, see Section 2.3. The comparison to birth-death chains allows
us to reduce many problems to the case of weighted path graphs where the curvature can
be easily calculated (see Theorem 2.10).
Using the Laplacian comparison principle and Khas’minskii’s criterion (see [Hua11]), we
will prove stochastic completeness under the assumption that the Ollivier curvature does
not decay to −∞ faster than − logR (see Theorem 4.11). This result is remarkable when
comparing to known stochastic completeness results for graphs which use the Bakry-Emery
curvature instead and require a constant lower bound as well as additional assumptions,
such as a non-local completeness condition and a lower bounded vertex measure (see [HL17,
Theorem 1.2]). As such, this article may also give inspiration to transfer the new methods
presented here to discrete Bakry-Emery theory.
As another application of the Laplacian comparison principle, we can prove finiteness and
improved diameter bounds. For diameter bounds under uniformly positive Ollivier curva-
ture, see [LLY11; Oll09]. Diameter bounds under a positive average Ollivier curvature can
be found in [Pae12]. Diameter bounds under uniformly positive Bakry-Emery curvature
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are proven in [FS18; Hor+14; LMP16]. In this article we show that if the vertex degree is
bounded and the curvature decays not faster than 1/R, then the graph is finite (see The-
orem 4.15 and Corollary 4.16). Surprisingly, uniformly positive Ricci curvature alone does
not imply finiteness (see Example 4.18). However, if we additionally assume a lower bound
on the vertex measure, then uniformly positive Ricci curvature indeed implies finiteness
(see Corollary 4.20).
1.1. Discussion and comparison to manifolds. The reader familiar with the mani-
fold case might be surprised at the optimal curvature decay rates: − logR for stochastic
completeness and 1/R for compactness in the case of graphs.
In [Gri99, Theorem 15.4], it is shown that, for manifolds, the optimal curvature decay rate
for stochastic completeness is −R2 which was proven in [Hsu89; Var83]. One tempting
explanation for the discrepancy of the decay rate between manifolds and graphs is the
choice of the metric. Frequently, intrinsic metrics introduced in [FLW14] are used to
describe the geometry of graphs with unbounded vertex degrees and to give analogues to
results on manifolds (see, for example, [BKW15; Fol14; Hua+13; Kel15]). However, we give
an example of a stochastically incomplete graph with curvature decaying like −(log σ)1+ε
with respect to an intrinsic metric σ, even if the curvature is defined by incorporating the
intrinsic metric, see Example 4.13.
The optimal decay rate on manifolds to guarantee compactness is C/R2 for some constant
C. Interestingly, for C > n−14 , compactness holds, but for C ≤
n−1
4 , non-compact mani-
folds are known with the corresponding Ricci curvature decay (see [CGT82; HP07]). The
discrepancy of the decay rate between manifolds and graphs here also cannot be explained
via intrinsic metrics since we assume a bounded vertex degree for our result and, therefore,
the combinatorial distance is intrinsic up to a factor. Hence, it might be interesting to ask
for the deeper reasons for these two discrepancies.
Before introducing the setup and notations, we give a brief summary of the subsequent
sections. In Section 2, we prove the limit-free simplifications of the curvature formula and
compute the curvature of combinatorial graphs and birth-death chains. In Section 3, we
introduce the perpetual cutoff method and non-linear cutoff semigroups which turn out to
perfectly intermesh with Ollivier curvature, yielding the desired gradient estimate for the
semigroup. In Section 4, we present the Laplacian comparison theorem and, as applications,
we prove a birth-death chain reduction, stochastic completeness and improved diameter
bounds which lead to our finiteness results. Finally in Section 5, we prove that on graphs
with a lower curvature bound, our curvature notion coincides with the curvature introduced
in [Vey12].
1.2. Setup and Notation. A triple G = (V,w,m) is called a graph if V is a countable
set, w : V 2 → [0,∞) is symmetric and zero on the diagonal and m : V → (0,∞). In
the following, we only consider locally finite graphs, i.e., for every x ∈ V there are only
finitely many y ∈ V with w(x, y) > 0. We call V the vertex set with elements of V called
vertices, w the edge weight and m the vertex measure. We will write x ∼ y if w(x, y) > 0
and say that (x, y) is an edge in the graph. We say that G is a combinatorial graph if
w(x, y) ∈ {0, 1} for all x, y ∈ V and if m ≡ 1.
We define the graph Laplacian ∆ : RV → RV via
∆f(x) :=
1
m(x)
∑
y∈V
w(x, y)(f(y) − f(x)).
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We define the function spaces
C(V ) := {f : V → R} = RV ,
ℓ∞(V ) := {f ∈ C(V ) : f is bounded},
Cc(V ) := {f ∈ C(V ) : f is finitely supported},
all endowed with the supremum norm ‖ · ‖∞. We let ℓ
p(V,m) denote the ℓp spaces with
respect to m, that is, ℓp(V,m) = {f ∈ C(V ) :
∑
x∈V |f(x)|
pm(x) <∞}. We let
Deg(x) :=
1
m(x)
∑
y∈V
w(x, y)
denote the vertex degree and let Degmax := supxDeg(x) ∈ (0,∞]. We remark that the
Laplace operator is bounded on ℓ∞(V ) and ℓ
p(V,m) for any p ≥ 1 if and only if Degmax <
∞ (see [KL10, Theorem 11], [Hae+12, Theorem 9.3]). In this case, we will say that G has
bounded vertex degree.
For a non-negative f ∈ ℓ∞(V ), we denote by Ptf the smallest non-negative bounded
continuous solution u(x, t) to the heat equation{
∆u(x, t) = ∂tu(x, t) x ∈ V , t ≥ 0
u(x, 0) = f(x) x ∈ V .
A proof of the existence and uniqueness of Ptf and further details can be found in [KL12;
Woj09]. Note, in particular, that Ps+tf = PsPtf which is referred to as the semigroup
property and that Pt is positivity preserving, i.e., Ptf ≥ 0 for f ≥ 0. A graph is called
stochastically complete or non-explosive if Pt1 = 1 for all t > 0 where 1 is the constant
function which is 1 on V .
We define the combinatorial graph distance d on V × V via d(x, y) := inf{n : x = x0 ∼
. . . ∼ xn = y}. A graph is said to be connected if d(x, y) < ∞ for all x, y in V . We will
always assume that graphs are connected. We write Br(x) = {y ∈ V | d(x, y) ≤ r} and
Sr(x) = {y ∈ V | d(x, y) = r}. We note that G is connected if and only if Pt is a positivity
improving semigroup, that is, Ptf > 0 if f ≥ 0 for t > 0, see [KL12].
We write f ∈ Lip(1) if |f(x) − f(y)| ≤ d(x, y) for all x, y ∈ V . The Wasserstein distance
W (µ, ν) for probability measures µ and ν on V is given by
W (µ, ν) := sup
f∈Lip(1)∩ℓ∞(V )
∫
fdµ−
∫
fdν
= sup
f∈Lip(1)∩ℓ∞(V )
∑
x∈V
f(x)(µ(x)− ν(x)).
We note that the supremum is well defined due to the boundedness of the functions and
that it suffices to take the supremum over functions in Lip(1) when the measures are
finitely supported. Equivalently (see e.g. [Vil03, Theorem 1.14]), the Wasserstein metric
can be defined as
W (µ, ν) := inf
ρ
∑
x,y∈V
ρ(x, y)d(x, y)
where the infimum is taken over all ρ : V 2 → [0, 1] which satisfy
∑
y∈V ρ(x, y) = µ(x) and∑
x∈V ρ(x, y) = ν(y) for all x, y ∈ V . We call such a ρ a coupling between µ and ν.
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2. Ollivier curvature and graph Laplacians
Ollivier curvature is a powerful and easy to calculate tool used to study analytic and
geometric properties of a space. Until now, Ollivier curvature for graphs has only been
used in the case of bounded Laplacians. In this section, we extend the definition of Ollivier
curvature to the case of unbounded graph Laplacians. We then present a strikingly simple
expression for calculating the curvature using only the Laplacian as well as a formula
involving transport costs. Along the way, we illustrate how to calculate the curvature in a
variety of situations including graphs without cycles, combinatorial graphs and birth-death
chains.
For ε > 0, we let
mεx(y) := 1y(x) + ε∆1y(x)
which is a finitely supported probability measure and, in particular, non-negative if ε is
sufficiently small. This can be seen as
mεx(y) =
{
1− εDeg(x) : y = x
εw(x, y)/m(x) : otherwise.
In particular, ∫
fdmεx =
∑
y∈V
f(y)mεx(y) = (f + ε∆f)(x).
We remark that mεx can be seen as a first order approximation to the heat kernel Pε1x.
This connection will be further explored in Section 5.
In the case of the normalized Laplacian, that is, when w : V 2 → {0, 1} and m(x) = dx :=
#{y ∼ x}, for α := 1− ε one has
mεx(y) =

α : y = x
(1− α)/dx : y ∼ x
0 : otherwise
which corresponds to the definition of Lin, Lu and Yau (see [BJL12; LLY11]). Note that,
in this case, Deg = 1 so that the normalized Laplacian is always a bounded operator.
Following the standard definition, we let, for x 6= y
κε(x, y) := 1−
W (mεx,m
ε
y)
d(x, y)
whereW denotes the Wasserstein distance. In [Bou+17] it is shown that for the normalized
Laplacian and x ∼ y, the function κε(x, y) is concave and piecewise linear in ε ∈ [0, 1] with
at most three linear parts. Analogous to Lin, Lu and Yau, one can prove the existence of
κ(x, y) := lim
ε→0+
1
ε
κε(x, y)
by which we extend Lin, Lu and Yau’s curvature definition to arbitrary graph Laplacians.
Using standard theory, the curvature κ(x, y) is uniquely determined by the induced sub-
graph B1(x) ∪ B1(y) for x ∼ y. We write Ric(G) ≥ K if κ(x, y) ≥ K for all x, y. We
remark that to show Ric(G) ≥ K it suffices to show that κ(x, y) ≥ K for adjacent vertices
x ∼ y as in [LLY11].
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As a first example, we mention that it is well-known that, in the case of the normalized
Laplacian, Abelian Cayley graphs have non-negative Ollivier curvature (see e.g. [LLY14,
Theorem 2]). We will give further examples later in this section.
2.1. Bypassing the limit. Our first aim is to express the curvature without the limit
which turns out to be surprisingly simple. To do so, we introduce the notation of the
gradient
∇xyf :=
f(x)− f(y)
d(x, y)
for x 6= y ∈ V and f ∈ C(V ) and the associated Lipschitz constant
‖∇f‖∞ := sup
x 6=y
|∇xyf | = sup
x∼y
|∇xyf | ∈ [0,∞].
For K ≥ 0, we let Lip(K) = {f ∈ C(V ) : ‖∇f‖∞ ≤ K}, that is, the set of functions
with Lipschitz constant K or K-Lipschitz functions. We are now prepared to present our
limit-free curvature formula.
Theorem 2.1 (Curvature via the Laplacian). Let G = (V,w,m) be a graph and let x 6= y
be vertices. Then,
κ(x, y) = inf
f∈Lip(1)∩Cc(V )
∇yxf=1
∇xy∆f.
Proof. By definition, one has
W (mεx,m
ε
y) = sup
f∈Lip(1)
∑
z
f(z)(mεy(z)−m
ε
x(z))
= sup
f∈Lip(1)
[(f(y) + ε∆f(y))− (f(x) + ε∆f(x))]
= d(x, y) sup
f∈Lip(1)
∇yx(f + ε∆f).
Hence,
1
ε
κε(x, y) =
1
ε
(
1−
W (mεx,m
ε
y)
d(x, y)
)
=
1
ε
(
inf
f∈Lip(1)
(1−∇yx(f + ε∆f))
)
= inf
f∈Lip(1)
(
1
ε
(1−∇yxf) +∇xy∆f
)
≤ inf
f∈Lip(1)∩Cc(V )
∇yxf=1
∇xy∆f
To prove the other inequality, we first show the existence of a minimizer fε ∈ Lip(1)∩Cc(V )
of the expression 1ε (1 −∇yxf) +∇xy∆f found above for every ε > 0 satisfying fε(x) = 0.
This follows as, for every f ∈ Lip(1), we construct f˜ ∈ Lip(1) supported on B2r(x) with
r := d(x, y) + 1 which satisfies
1
ε
(1−∇yxf) +∇xy∆f =
1
ε
(1−∇yxf˜) +∇xy∆f˜ .(2.1)
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By adding a constant to f , we can assume that f(x) = 0. This yields that |f(z)| ≤ r for
all z ∈ B1(x) ∪B1(y) since f ∈ Lip(1). Let φ : V → R be given by
φ(z) = [r ∧ (2r − d(x, z))]+ .
Observe that φ(z) = r for all z ∈ B1(x)∪B1(y). Therefore, f˜ := −φ∨ f ∧ φ satisfies (2.1)
as it agrees with f on B1(x) ∪ B1(y). Moreover, φ and thus f˜ are supported on B2r(x).
This construction of f˜ shows that we can restrict the infimum to functions supported on
the compact set B2r(x) which yields the existence of a minimizer fε with fε(x) = 0 for all
ε > 0 due to continuity.
Due to the compactness of B2r(x) and since fε(x) = 0 and fε ∈ Lip(1) for all ε > 0,
there exists a sequence εn → 0 such that f0 := limn→∞ fεn exists. Since
1
εκε(x, y) =
1
ε (1 − ∇yxfε) +∇xy∆fε and limε→0+
1
εκε(x, y) exists, we get that ∇yxfε → 1 as ε → 0
+.
Therefore, f0 ∈ Lip(1) ∩ Cc(V ), ∇yxf0 = 1 and since ∇yxfε ≤ 1, we get
κ(x, y) = lim
ε→0+
1
ε
(1−∇yxfε) +∇xy∆fε
≥ lim
n→∞
∇xy∆fεn
= ∇xy∆f0
≥ inf
f∈Lip(1)∩Cc(V )
∇yxf=1
∇xy∆f.
Putting together the upper and lower estimates yields
κ(x, y) = inf
f∈Lip(1)∩Cc(V )
∇yxf=1
∇xy∆f
as desired. 
Following [BM15, Lemma 2.2], it suffices to optimize over all integer valued Lipschitz
functions f which yields the following corollary.
Corollary 2.2. Let G = (V,w,m) be a graph and let x 6= y be vertices. Then,
κ(x, y) = inf
f :B1(x)∪B1(y)→Z
f∈Lip(1)
∇yxf=1
∇xy∆f
Moreover, on combinatorial graphs, the curvature κ(x, y) is integer valued for all x ∼ y.
Proof. The proof of the first part follows [BM15, Lemma 2.2]. For the integrality of the
curvature in the case of combinatorial graphs, observe that ∇xy∆f ∈ Z whenever f is
integer valued, x ∼ y and ∆ is the combinatorial graph Laplacian. 
We now explicitly calculate the curvature of large girth graphs in our setting by using
Theorem 2.1.
Example 2.3. Let G = (V,w,m) be a graph and let x ∼ y be vertices. Suppose that the
edge (x, y) is not contained in any 3-,4- or 5-cycles. Then, an optimal 1-Lipschitz function
f is given by an extension of
f(z) =

0 : z ∼ x and z 6= y
1 : z = x
2 : z = y
3 : z ∼ y and z 6= x
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yielding the curvature
κ(x, y) = 2w(x, y)
(
1
m(x)
+
1
m(y)
)
−Deg(x)−Deg(y).
We now give another limit-free expression of our extension of Lin-Lu-Yau’s Ollivier curva-
ture via transport costs.
Proposition 2.4 (Curvature via transport cost). Let G = (V,w,m) be a graph and let
x0 6= y0 be vertices. Then,
κ(x0, y0) = sup
ρ
∑
x∈B1(x0)
y∈B1(y0)
ρ(x, y)
[
1−
d(x, y)
d(x0, y0)
]
(2.2)
where the supremum is taken over all ρ : B1(x0)×B1(y0)→ [0,∞) such that∑
y∈B1(y0)
ρ(x, y) =
w(x0, x)
m(x0)
for all x ∈ S1(x0) and(2.3)
∑
x∈B1(x0)
ρ(x, y) =
w(y0, y)
m(y0)
for all y ∈ S1(y0).(2.4)
Remark 2.5. We remark that ρ is defined on balls, but we only require the coupling
property on spheres. We additionally do not assume anything concerning
∑
x,y ρ(x, y).
Proof. We will write
F (ρ) =
∑
x∈B1(x0)
∑
y∈B1(y0)
ρ(x, y)
[
1−
d(x, y)
d(x0, y0)
]
for any coupling ρ. We wish to show that κ(x0, y0) = supρ F (ρ) where the supremum is
taken over all couplings ρ satisfying (2.3) and (2.4).
Using that
∑
x,y ρ(x, y) = 1 for all couplings considered in the transport definition of W ,
we have
κε(x0, y0) = 1−
W (mεx0 ,m
ε
y0)
d(x0, y0)
= 1−
infρ
∑
x,y ρ(x, y)d(x, y)
d(x0, y0)
= sup
ρ
F (ρ)
where the supremum is taken over all ρ : B1(x0)×B1(y0)→ [0,∞) such that∑
y∈B1(y0)
ρ(x, y) = mεx0(x) = 1x(x0) + ε∆1x(x0) for all x ∈ B1(x0) and∑
x∈B1(x0)
ρ(x, y) = mεy0(y) = 1y(y0) + ε∆1y(y0) for all y ∈ B1(y0).
Dividing ρ by ε yields
1
ε
κε(x0, y0) =
1
ε
(
1−
W (mεx0 ,m
ε
y0)
d(x0, y0)
)
= sup
ρ
F (ρ)
with the supremum taken over all ρ : B1(x0)×B1(y0)→ [0,∞) such that∑
y∈B1(y0)
ρ(x, y) =
1
ε
1x(x0) + ∆1x(x0) for all x ∈ B1(x0) and(2.5)
∑
x∈B1(x0)
ρ(x, y) =
1
ε
1y(y0) + ∆1y(y0) for all y ∈ B1(y0).(2.6)
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We remark that (2.3) and (2.4) hold for all ρ satisfying (2.5) and (2.6) as ∆1x(x0) =
w(x0,x)
m(x0)
for x 6= x0. Therefore,
1
εκε(x0, y0) is less than or equal to the right hand side of (2.2).
We now show that if we modify ρ satisfying (2.3) and (2.4) appropriately, then the value
of F (ρ) in the right hand side of (2.2) does not change and the modified ρ satisfies (2.5)
and (2.6) which will show that 1εκε(x0, y0) is larger than or equal to the right hand side of
(2.2) for small ε.
Suppose that ρ satisfies (2.3) and (2.4). We define
ρε(x, y) := ρ(x, y) + 1x(x0)1y(y0)
(
1
ε
−
∑
u,v
ρ(u, v)
)
which is non-negative if ε is small. We observe that
F (ρ) =
∑
x,y
ρ(x, y)
[
1−
d(x, y)
d(x0, y0)
]
=
∑
x,y
ρε(x, y)
[
1−
d(x, y)
d(x0, y0)
]
= F (ρε)
since ρε(x, y) and ρ(x, y) only differ at (x0, y0) where the latter factor in the sums vanishes.
Moreover, ∑
x∈B1(x0)
∑
y∈B1(y0)
ρε(x, y) =
1
ε
.
We now show that ρε satisfies (2.5). Since
1
ε1x(x0) = 0 on S1(x0), we see that (2.3) implies
(2.5) for x ∈ S1(x0). For the remaining case x = x0, equation (2.5) follows since by (2.3),∑
y∈B1(y0)
ρε(x0, y) =
1
ε
−
∑
x∈S1(x0)
∑
y∈B1(y0)
ρ(x, y) =
1
ε
−
∑
x∈S1(x0)
w(x0, x)
m(x0)
=
1
ε
+∆1x0(x0).
Due to an analogous argument, ρε also satisfies (2.6). Putting everything together proves
that 1εκε(x0, y0) equals the right hand side of (2.2) for small ε. Taking ε→ 0
+ finishes the
proof. 
2.2. Ollivier curvature on combinatorial graphs. We now show how the transport
cost expression for the curvature simplifies on combinatorial graphs. We first describe
the curvature on combinatorial graphs intuitively. We note how this case complements
Example 2.3 which considered the case of graphs with no cycles.
• Given an edge x ∼ y, we have initial curvature κ(x, y) = 2.
• Every triangle containing x, y increases κ(x, y) by one.
• Adding 4-cycles containing x, y does not change κ(x, y).
• Adding 5-cycles containing x, y decreases κ(x, y) by one.
• Every additional neighbor of both x and y decreases κ(x, y) by one.
The following theorem gives a precise expression for the curvature of combinatorial graphs
making the above intuition explicit.
Theorem 2.6 (Transport and combinatorial graphs). Let G = (V,w,m) be a combinatorial
graph and let x0 ∼ y0 be adjacent vertices. Let Bx0y0 := B1(x0) ∩B1(y0), B
y0
x0 := B1(x0) \
B1(y0) and B
x0
y0 := B1(y0) \ B1(x0). Let Φx0y0 := {φ : D(φ) ⊆ B
y0
x0 → R(φ) ⊆ B
x0
y0 :
φ bijective}. For φ ∈ Φx0y0 write D(φ)
c := By0x0 \D(φ) and R(φ)
c := Bx0y0 \R(φ). Then,
κ(x0, y0) = #Bx0y0 − inf
φ∈Φx0y0
#D(φ)c +#R(φ)c + ∑
x∈D(φ)
[d(x, φ(x)) − 1]
 .
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We remark that Φx0y0 6= ∅ since Φx0y0 always contains the empty function.
x0 y0
S1(x0) ∩ S1(y0)
Bx0y0
D(φ)
D(φ)c
By0x0
R(φ)
R(φ)c
Bx0y0φ
Figure 1. The figure is a scheme of the terms used in Theorem 2.6 pro-
viding a simple method to compute the curvature for combinatorial graphs.
To prove the theorem, we first show that the coupling function ρ which gives κ(x0, y0) via
the expression found in Proposition 2.4 can be assumed to be integer valued for combina-
torial graphs. As in the proof of Proposition 2.4 and since we assume that x0 ∼ y0, we
let
F (ρ) =
∑
x,y
ρ(x, y)(1 − d(x, y))
for ρ : B1(x0)× B1(y0)→ [0,∞). We note that in the case of combinatorial graphs, (2.3)
and (2.4) become
(2.7)
∑
y∈B1(y0)
ρ(x, y) = 1 ∀x ∼ x0 and
∑
x∈B1(x0)
ρ(x, y) = 1 ∀y ∼ y0.
In particular, as we assume that x0 ∼ y0, we have
∑
x ρ(x, x0) =
∑
y ρ(y0, y) = 1.
Lemma 2.7. Let G = (V,w,m) be a combinatorial graph and let x0 ∼ y0. Then, there ex-
ists ρ : B1(x0)×B1(y0)→ {0, 1} satisfying (2.7) such that κ(x0, y0) = F (ρ). Furthermore,
ρ can be chosen to satisfy ρ(z, z) = 1 for all z ∈ Bx0y0.
Proof. We first show that ρ can be chosen to take values in {0, 1}. Suppose not. Let ρ be
a coupling which satisfies (2.7) such that κ(x0, y0) = F (ρ) and so that ρ has the minimal
number of non-{0, 1} entries. Denote by
M = {(x, y) ∈ B1(x0)×B1(y0) : ρ(x, y) /∈ {0, 1}}.
By assumption M 6= ∅. We first note that (x0, y0) 6∈M as, if (x0, y0) ∈M , then we could
replace ρ by a coupling whose value at (x0, y0) is 0 without changing the value of F (ρ).
By using (2.7) repeatedly, we can then construct a maximal sequence S = ((xA, yA), . . . , (xB , yB))
in M with B ≥ A ≥ 0 which has the following properties:
(1) x2n+1 = x2n 6= xk for all k /∈ {2n, 2n + 1}.
(2) y2n = y2n−1 6= yk for all k /∈ {2n, 2n − 1}.
Without loss of generality, we may assume that either xB = xB−1 or A = B.
Now, suppose that yB 6= y0. Then, by (2.7) there exists (xB+1, yB) ∈ M with xB+1 6=
xB since
∑
x ρ(x, yB) = 1. Due to the maximality of S, we cannot add (xB+1, yB)
to S and the only possible reason for this is that there exists A′ < B with xA′ =
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xB+1 where we choose A
′ to be maximal. In this case, we replace S by the loop L =
((xA′ , yA′), . . . , (xB , yB), (xB+1, yB)). We proceed analogously if yB = y0 and xA 6= x0 and
replace S by the loop L = ((xA−1, yA), . . . , (xB′ , yB′)). In case we do not replace S by a
loop, the sequence starts with (x0, yA) or (xA, y0) and ends with (x0, yB) or (xB , y0).
Given a sequence S or a loop L as constructed above, we can change ρ on S or L while
preserving (2.7). We do this by letting ρC(xn, yn) := ρ(xn, yn) + C(−1)
n and ρC(x, y) :=
ρ(x, y) otherwise. It is easy to check that (2.7) also holds for ρC . The objective function
F is linear. Therefore, F (ρC) ≥ F (ρ) for all negative or all positive C. Without loss of
generality, we assume that F (ρC) ≥ F (ρ) for all positive C. We choose C maximal such
that ρC ≥ 0. Then, there exists (x, y) in the sequence with ρC(x, y) = ρ(x, y) − C = 0 so
that ρC(x, y) ∈ {0, 1} but ρ(x, y) /∈ {0, 1}. This contradicts the minimality of the number
of {0, 1} entries of ρ. The contradiction finishes the proof of the first part of the statement.
We now show the furthermore statement, that is, that ρ can additionally be chosen so
that ρ(z, z) = 1 for all z ∈ Bx0y0 = B1(x0) ∩ B1(y0). Suppose that ρ(z, z) 6= 1 for some
z ∈ Bx0y0 . Then, ρ(z, z) = 0.
Case 1. We first assume that z ∈ S1(x0) ∩ S1(y0). Then, there exists xz ∈ B1(x0)
and yz ∈ B1(y0) with ρ(xz, z) = 1 = ρ(z, yz) and thus ρ(xz, yz) = 0 by (2.7). Define
ρ˜(z, z) = ρ˜(xz, yz) = 1 and ρ˜(xz, z) = ρ˜(z, yz) = 0 and ρ˜(x, y) = ρ(x, y) otherwise. Then,
ρ˜ also satisfies (2.7). Moreover, F (ρ˜) = F (ρ) + d(xz, z) + d(z, yz)− d(xz, yz) ≥ F (ρ).
Case 2. If z = x0, there exists xz ∼ x0 with ρ(xz , x0) = 1. Now, set ρ˜(x0, x0) = ρ˜(xz, y0) =
1 and ρ˜(xz, x0) = 0 and ρ˜(x, y) = ρ(x, y) otherwise. Then, ρ˜ also satisfies (2.7). Moreover,
F (ρ˜) = F (ρ) + 2− d(xz , y0) ≥ F (ρ). An analogous argument works in the case z = y0.
Therefore, in both cases, ρ˜ is also a {0, 1}-valued function satisfying (2.7) such that
κ(x0, y0) = F (ρ˜) and ρ˜(z, z) = 0. Repeating the argument yields the existence of a ρ˜
such that ρ˜(z, z) = 1 for all z ∈ Bx0y0 . 
Remark 2.8. One can also prove the integrality of the transport function ρ in Lemma 2.7
by using the theory of linear programming. In particular, the constraint matrix is a
submatrix of the constraint matrix of a classical assignment problem and, therefore, totally
unimodular. By standard theory and due to the integrality of all parameters, this implies
the existence of an integral optimal solution ρ.
We are now prepared to prove Theorem 2.6 expressing the curvature for combinatorial
graphs via transport costs.
Proof of Theorem 2.6. Due to Lemma 2.7, we can assume that the optimizing function ρ
satisfying (2.7) and κ(x0, y0) = F (ρ) =
∑
x,y ρ(x, y)(1− d(x, y)) takes values in {0, 1} and
satisfies ρ(z, z) = 1 for all z ∈ Bx0y0 . Therefore, ρ(x, x0) = 0 for all x ∼ x0, ρ(y0, y) = 0
for all y ∼ y0 and ρ(z, y) = ρ(x, z) = 0 for all z ∈ S1(x0) ∩ S1(y0) where x, y 6= z. Thus,
F (ρ) =
∑
x,y
ρ(x, y)(1 − d(x, y))
=
∑
x 6=x0,y 6=y0
ρ(x, y)(1 − d(x, y)) + ρ(x0, x0)−
∑
y∈B
x0
y0
ρ(x0, y) + ρ(y0, y0)−
∑
x∈B
y0
x0
ρ(x, y0)
= #Bx0y0 −
∑
x∈B
y0
x0
ρ(x, y0)−
∑
y∈B
x0
y0
ρ(x0, y) +
∑
x∈B
y0
x0
,y∈B
x0
y0
ρ(x, y)(1 − d(x, y)).
If x ∈ By0x0 , then x ∼ x0 so that
∑
y ρ(x, y) = 1 by (2.7). Therefore, as ρ(x, z) = 0 for
all z ∈ S1(x0) ∩ S1(y0), either ρ(x, y0) = 1 or there exists a unique y ∈ B
x0
y0 such that
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ρ(x, y) = 1. In the second case, y ∈ Bx0y0 is unique as
∑
x ρ(x, y) = 1 by (2.7). Hence, ρ
can be uniquely associated with a bijection φρ ∈ Φx0y0 by letting
D(φρ) = {x ∈ B
y0
x0 : there exists a unique y ∈ B
x0
y0 such that ρ(x, y) = 1}
and φρ(x) = y for x ∈ D(φ).
Note, by the dichotomy above, that D(φρ)
c = {x ∈ By0x0 : ρ(x, y0) = 1} and R(φρ)
c = {y ∈
Bx0y0 : ρ(x0, y) = 1}. Therefore,
κ(x0, y0) = F (ρ) = #Bx0y0 −
#D(φρ)c +#R(φρ)c + ∑
x∈D(φρ)
[d(x, φρ(x))− 1]

≤ #Bx0y0 − inf
φ∈Φx0y0
#D(φ)c +#R(φ)c + ∑
x∈D(φ)
[d(x, φ(x)) − 1]
 .
On the other hand, if φ ∈ Φx0y0 , we can reverse the process above to define ρφ : B1(x0)×
B1(y0) → {0, 1} by letting ρφ(z, z) = 1 for all z ∈ Bx0y0 , ρφ(x, φ(x)) = 1 for all x ∈
D(φ), ρφ(x, y0) = 1 for all x ∈ D(φ)
c, ρ(x0, y) = 1 for all y ∈ R(φ)
c and ρφ(x, y) =
0 otherwise. As above, it follows that ρφ satisfies (2.7) and that F (ρφ) = #Bx0y0 −(
#D(φ)c +#R(φ)c +
∑
x∈D(φ)[d(x, φ(x)) − 1]
)
. Therefore,
κ(x0, y0) = sup
ρ
F (ρ) ≥ F (ρφ) = #Bx0y0 −
#D(φ)c +#R(φ)c + ∑
x∈D(φ)
[d(x, φ(x)) − 1]

for all φ ∈ Φx0y0 . Combining the two inequalities completes the proof. 
2.3. Ollivier curvature on birth-death chains. The curvature of birth-death chains
is easy to compute. Moreover, as we will see later, many problems of interest concerning
Ollivier curvature can be reduced to the case of birth-death chains.
Definition 2.9. A graph G = (N0, w,m) is called a birth-death chain if
w(m,n) = 0 whenever |m− n| 6= 1.
Theorem 2.10 (Curvature of a birth-death chain). Let G = (N0, w,m) be a birth-death
chain and let f(r) := d(0, r) = r. Then for 0 ≤ r < R,
κ(r,R) = ∇rR∆f =
∆f(r)−∆f(R)
R− r
=
w(r, r + 1)− w(r, r − 1)
(R − r)m(r)
−
w(R,R + 1)− w(R,R − 1)
(R − r)m(R)
where we set w(r, r − 1) := 0 if r = 0.
Proof. The last equality is a straightforward computation. We now prove the first equality.
Due to Theorem 2.1, as f ∈ Lip(1) and ∇Rrf = 1, it is clear that
κ(r,R) ≤ ∇rR∆f =
∆f(r)−∆f(R)
R− r
.
We will now show the other inequality to complete the proof. Let g ∈ Lip(1) be such that
∇Rrg = 1, i.e., g(R)−g(r) = R−r. Therefore, g(n+1)−g(n) = 1 for all r ≤ n ≤ R−1 so
that, in particular, g(r+1)−g(r) = 1 = g(R)−g(R−1). Moreover, a := g(r)−g(r−1) ≤ 1
and b := g(R + 1)− g(R) ≤ 1 since g ∈ Lip(1). As
m(r)∆g(r) = w(r, r + 1)− aw(r, r − 1) ≥ m(r)∆f(r)
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and
m(R)∆g(R) = bw(R,R + 1)− w(R,R− 1) ≤ m(R)∆f(R)
it follows that
∆g(r)−∆g(R)
R− r
≥
∆f(r)−∆f(R)
R− r
.
Therefore, Theorem 2.1 yields that
κ(r,R) ≥
∆f(r)−∆f(R)
R− r
which implies the claim of the theorem. 
Remark 2.11. We note that it is easy to see from the above that
κ(0, r) =
1
r
r−1∑
n=0
κ(n, n + 1).
In particular, κ(r − 1, r) = K if and only if κ(0, r) = K for all r ≥ 1.
3. Gradient estimates
Our proof of the gradient estimate of the semigroup under a Ricci curvature bound deeply
relies on the maximum principle which requires taking maxima over compact sets. For
applying this technique to infinite, and hence, non-compact graphs, we employ a cutoff
method. However, standard cutoff techniques like taking Dirichlet boundary conditions
on a finite subgraph do not work since the gradient of a function may leave the subgraph.
Also cutting off with a finitely supported function after taking the semigroup appears to
be not successful since we do not have control over the semigroup before taking the cutoff.
The idea to overcome these difficulties is to deeply intertwine the semigroup with a finitely
supported cutoff function. We call this the perpetual cutoff method which will result in a
non-linear cutoff semigroup whose general properties we first develop below. For general
theory on non-linear semigroups, see e.g. [Bar76; Kat67; Miy92]. We will then apply this
general theory to prove our main characterization which connects a lower Ricci curvature
bound with a gradient decay of the semigroup.
3.1. The perpetual cutoff method. The intuition of the non-linear cutoff semigroup
presented below is that it behaves exactly as the heat semigroup whenever the heat does
not surpass the cutoff threshold. The name perpetual cutoff method comes from the fact
that the cutoff threshold is not only applied once, but perpetually for all times t > 0.
Definition 3.1 (Cutoff semigroup). Let φ ∈ Cc(V ) be a non-negative function and let
f ∈ [0, φ] := {g ∈ Cc(V ) : 0 ≤ g ≤ φ}.
For t ≥ 0, we define
Qφt f := Ptf ∧ φ
and the cutoff semigroup
P φt f := inft1+...+tn=t
Qφt1 . . . Q
φ
tnf.
We note, by checking cases, that QφtQ
φ
s ≤ Q
φ
t+s and, as Pt is positivity preserving, the
infimum exists.
Let W ⊂ V be finite. We will show that P φt f is a generalization of the semigroup e
t∆W
with ∆W f := 1W∆(1W f) corresponding to the Dirichlet problem ∂tu = ∆u on W and
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u = 0 on V \W . In particular, P φt = e
t∆W when we take φ = 1W as the cutoff function.
Furthermore, P φt solves the heat equation at all vertices x where P
φ
t (x) < φ(x).
We collect these and some other useful properties of P φt in the following theorem. We write
∂±t G(t) := lim sup
h→0±
G(t+ h)−G(t)
h
and
∂±t G(t) := lim inf
h→0±
G(t+ h)−G(t)
h
for a function G depending on t.
Theorem 3.2 (Properties of the cutoff semigroup). Let G = (V,w,m) be a graph and
let φ ∈ Cc(V ) be non-negative. The family P
φ
t : [0, φ] → [0, φ] is a nonlinear contraction
semigroup with respect to ‖ · ‖p for all p ∈ [1,∞] and t ≥ 0. In particular, for f, g ∈ [0, φ]
and s, t ≥ 0, we have:
(i) P φt P
φ
s = P
φ
t+s,
(ii) ‖P φt f − P
φ
t g‖p ≤ ‖f − g‖p,
(iii) P φ0 f = f ,
(iv) P φt f ≥ P
ψ
t g whenever φ ≥ ψ ≥ f ≥ g,
(v) e−tDegf ≤ P φt f ≤ Ptf ,
(vi) P φt f is Lipschitz in t,
(vii) ∂±t P
φ
t f ≤ ∆P
φ
t f,
(viii) ∂tP
φ
t f(x) = ∆P
φ
t f(x) whenever P
φ
t f(x) < φ(x),
(ix) P φt f = e
t∆W f whenever φ = 1W for W ⊂ V finite.
Proof. By definition, Qφt maps [0, φ] to [0, φ], and so does P
φ
t . We prove the semigroup
property (i) by observing that
P φt P
φ
s f = inft1+...+tn=t
Qφt1 . . . Q
φ
tn infs1+...+sm=s
Qφs1 . . . Q
φ
smf = inft1+...+tn=t
s1+...+sm=s
Qφt1 . . . Q
φ
tnQ
φ
s1 . . . Q
φ
sm
= inf
t1+...+tn+m=t+s
Qφt1 . . . Q
φ
tn+mf
= P φt+sf.
where the second equality follows from the montone convergence of Qφt and the third
equality follows from QφtQ
φ
s f ≤ Q
φ
t+sf .
To prove the contraction property (ii), observe that for p ∈ [1,∞], Pt is contracting on
ℓp(V,m) so that
‖Qφt f −Q
φ
t g‖p ≤ ‖Ptf − Ptg‖p ≤ ‖f − g‖p
implying that
‖P φt f − P
φ
t g‖p ≤ ‖f − g‖p.
It is clear that P φ0 f = f since f ≤ φ. This proves (iii).
To prove (iv), observe that Qφt f ≥ Q
ψ
t g whenever φ ≥ ψ ≥ f ≥ g as Pt is positivity
preserving. This property is immediately transmitted to P φt .
To prove (v), i.e., the lower and upper estimate of P φt f , we use
e−tDegf ≤ Qφt f ≤ Ptf
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which implies that
e−tDegf ≤ P φt f ≤ Ptf.
as desired.
By using the estimates directly above and applying Taylor’s theorem to Ptf at t = 0, we
can deduce the existence of a constant Cφ > 0 such that for all f ∈ [0, φ] and t ≥ 0,
−Cφt ≤ 1suppφ(e
−tDeg − 1)f ≤ P φt f − f ≤ 1supp φ(Pt − 1)f ≤ Cφt
implying that P φt f is Lipschitz in t by using the semigroup property (i), thus proving (vi).
Furthermore, due to Taylor’s theorem again, there exists a constant C ′φ > 0, such that for
all t > 0 and all f ∈ [0, φ],
1
t
(
P φt f − f
)
≤ 1supp φ
1
t
(Ptf − f) ≤ ∆f + C
′
φt
since 1supp φ∆f ≤ ∆f for f ∈ [0, φ]. This directly implies that
∂+t P
φ
t f = lim sup
ε→0+
1
ε
(
P φε P
φ
t f − P
φ
t f
)
≤ ∆P φt f
by using the semigroup property and the fact that P φt f ∈ [0, φ]. Similarly,
∂−t P
φ
t f = lim sup
ε→0−
1
−ε
(
P φ−εP
φ
t+εf − P
φ
t+εf
)
≤ lim sup
ε→0−
(
∆P φt+εf − C
′
φε
)
= ∆P φt f.
Putting these two inequalities together yields (vii).
In order to do prove (viii), we first define ∆x : C(V )→ C(V ) via
∆xf(y) :=
{
∆f(x) if y = x
−Deg(y)f(y) otherwise
and let P xt := e
t∆x . We remark that ∆x is an asymmetrization of ∆ and that P xt u does
not give a solution to the Dirichlet problem ∂tu(x) = ∆u(x) and u = 0 on V \ {x}. We
also note that P xt is positivity preserving.
Lemma 3.3. Let t > 0 and let f ∈ [0, φ]. If Psf(x) ≤ φ(x) for 0 ≤ s ≤ t, then
P xt f ≤ P
φ
t f.
Proof. Obviously, P xs f ≤ Psf . Observe that P
x
s f ≤ φ since P
x
s f(y) = e
−sDeg(y)f(y) ≤
f(y) ≤ φ(y) for y 6= x and since P xs f(x) = Psf(x) ≤ φ(x) by assumption. Hence,
P xt f ≤ Q
φ
t f . Induction over n for s1 + . . . + sn = t yields
P xt f = P
x
s1+...+snf = P
x
s1 . . . P
x
snf ≤ Q
φ
s1 . . . Q
φ
snf ≤ Q
φ
t f.
Taking the infimum over all such s1, . . . , sn finishes the proof of the lemma. 
We now prove (viii). Since we already proved (vii), it suffices to show that
∂±t P
φ
t f(x) ≥ ∆P
φ
t f(x).
whenever P φt f(x) < φ(x).
Due to Taylor’s theorem with Lagrange remainder term, there exists a constant C ′′φ > 0
such that for all g ∈ [0, φ] and all ε ∈ (0, t], there exists δ ∈ [0, ε] such that
1
ε
(P xε g − g)(x) = ∆
xg(x) +
ε
2
∂2sP
x
s g(x)|s=δ
≥ ∆g(x) − C ′′φε.(3.1)
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since ∂2sP
x
s g(x) = ∆
x∆xP xs g(x) is uniformly bounded on [0, t] × [0, φ] and x is fixed.
Choose g = P φt f . Since we have assumed that g(x) = P
φ
t f(x) < φ(x), by continuity of Ps,
there exists ε ∈ (0, t] such that Psg(x) ≤ φ(x) for all s ∈ [0, ε]. By Lemma 3.3, we then
have that P xε g ≤ P
φ
ε g proving that ∂
+
t P
φ
t f(x) ≥ ∆P
φ
t f(x) by using (3.1).
We next prove the same inequality for the left derivative.
We note that for ε < 0 small enough, we have that P φt+εf(x) < φ(x) so by using continuity
of Ps as above, we may apply Lemma 3.3 and (3.1) again to get
∂−t P
φ
t f(x) ≥ lim inf
ε→0−
1
−ε
(
P x−εP
φ
t+εf(x)− P
φ
t+εf(x)
)
≥ lim inf
ε→0−
(
∆P φt+εf(x)− C
′′
φε
)
= ∆P φt f(x).
Putting this together with ∂+t P
φ
t f(x) ≥ ∆P
φ
t f(x) and (vii) yields (viii).
We finally prove (ix). Let φ = 1W . First, we suppose that f ≤ 1 − ε. Then, P
φ
t f
solves the Dirichlet problem ∂tu = ∆u on W and u = 0 on V \ W due to (viii) as
Psf(x) < 1 = 1W (x) for x ∈ W and s ∈ [0, t] implies that P
φ
s f(x) < φ(x) for all x ∈ W .
This shows that P φt f = e
t∆W f since et∆W f is the unique solution to the Dirichlet problem.
For a general function f ∈ [0, φ], the claim follows by approximation since both P φt and
et∆W are contraction semigroups with respect to ‖ · ‖∞. This proves (ix) and finishes the
proof of the theorem. 
3.2. Cutoff semigroups and Ricci curvature. Using the above observations, we can
deduce a Lipschitz decay of the cutoff semigroup under lower curvature bounds. We observe
that the cutoff semigroup P φt defined on [0, φ] = {g ∈ Cc(V ) : 0 ≤ g ≤ φ} canonically
extends to functions f : V → [0,∞) via P φt f := P
φ
t (f ∧ φ). In particular, P
φ
0 f = f ∧ φ
whenever we do not assume that f ≤ φ.
Lemma 3.4. Let G = (V,w,m) be a graph with Ric(G) ≥ K. Let f : V → [0, 1] be
non-constant, T > 0 and φ : V → [0, 1] be compactly supported such that ‖∇φ‖∞ <
‖∇f‖∞(1 ∧ e
−KT ). Then, for t ∈ [0, T ],
‖∇P φt f‖∞ ≤ e
−Kt‖∇f‖∞.
Proof. Without loss of generality, we can assume that κ(x, y) > K for all x, y ∈ V instead of
κ(x, y) ≥ K. Furthermore, as we assume that f is non-constant, it follows that ‖∇f‖∞ > 0.
For t ∈ [0, T ], x, y ∈ V with x ∼ y we define
F (t, x, y) := eKt∇yxP
φ
t f.
We aim to show that F ≤ ‖∇f‖∞. Suppose not.
Since the support of P φt f is contained in the finite support of φ, the continuous function F
attains its maximum Fmax at some (t0, x0, y0) where y0 is in the support of φ. Therefore,
F (t0, x0, y0) = Fmax > ‖∇f‖∞.
Since
F (0, x0, y0) = ∇y0x0(f ∧ φ) ≤ ‖∇f‖∞ ∨ ‖∇φ‖∞ = ‖∇f‖∞ < F (t0, x0, y0),
we obtain that t0 > 0. Furthermore, observe that
P φt0f(x0) < φ(x0)
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since otherwise
∇y0x0P
φ
t0f ≤ ∇y0x0φ < ‖∇f‖∞(1 ∧ e
−KT ) ≤ ‖∇f‖∞e
−Kt0
which would imply that F (t0, x0, y0) < ‖∇f‖∞.
This yields ∂tP
φ
t f(x0)|t=t0 = ∆P
φ
t0
f(x0) due to Theorem 3.2 (viii). Moreover at y0, The-
orem 3.2 (vii) gives that ∂−t P
φ
t f(y0)|t=t0 ≤ ∆P
φ
t0f(y0). Subtracting yields
∂−t ∇x0y0P
φ
t f |t=t0 ≥ ∇x0y0∆P
φ
t0f.
Observe that ‖∇P φt0f‖∞ ≤ Fmaxe
−Kt0 and ∇y0x0P
φ
t0f = Fmaxe
−Kt0 due to maximality.
Hence, due to Theorem 2.1, we get that Fmaxe
−Kt0 · κ(x0, y0) ≤ ∇x0y0P
φ
t0f. Therefore, by
our curvature assumption,
∂−t ∇x0y0P
φ
t f |t=t0 ≥ ∇x0y0∆P
φ
t0f ≥ Fmaxe
−Kt0 · κ(x0, y0) > Fmaxe
−Kt0K.
Thus,
∂−t F (t0, x0, y0) = ∂
−
t
(
eKt∇y0x0P
φ
t f
)
|t=t0
= KFmax − e
Kt0∂−t ∇x0y0P
φ
t f |t=t0
< KFmax −KFmax = 0.
Due to maximality in time of F at (t0, x0, y0), since t0 > 0, we have ∂
−
t F (t0, x0, y0) ≥ 0
which contradicts the above inequality. Hence, F ≤ ‖∇f‖∞ which finishes the proof. 
Lemma 3.5. Let G = (V,w,m) be a graph with Ric(G) ≥ K. Let f : V → [0, 1] be
non-constant. Then, for all t > 0,
‖∇Ptf‖∞ ≤ e
−Kt‖∇f‖∞.
Proof. Let T > 0. We prove the statement for all t ∈ [0, T ] which will prove the lemma.
Let W1 ⊂ W2 ⊂ . . . be finite subsets of V such that
⋃
Wn = V . Let φn : V → [0, 1]
be functions such that φn = 1 on Wn and such that ‖∇φn‖∞ < ‖∇f‖∞(1 ∧ e
−KT ). Let
x 6= y ∈ V and t ∈ [0, T ]. For all n ∈ N, Lemma 3.4 yields
∇xyP
φn
t f ≤ e
−Kt‖∇f‖∞.
Due to Theorem 3.2 (ix), we have et∆Wn = P
1Wn
t on [0, 1Wn ], and since 1Wn ≤ φn,
Theorem 3.2 (iv) yields
et∆Wn f = P
1Wn
t f ≤ P
φn
t f ≤ Ptf.
Since et∆Wnf converges to Ptf pointwise as n→∞, we infer that
∇xyPtf = lim
n→∞
∇xyP
φn
t f ≤ e
−Kt‖∇f‖∞.
Now the claim follows immediately since x, y and t are arbitrary. 
Using semigroup methods, we can now show that a lower curvature bound implies stochas-
tic completeness. We want to point out that we will later independently prove stochastic
completeness under even weaker assumptions using the Laplacian comparison principle
(see Theorem 4.11).
Lemma 3.6. If G = (V,w,m) is a graph with Ric(G) ≥ K, then G is stochastically
complete.
Remark 3.7. We note that the proof closely follows the proof of stochastic completeness
under a Bakry-Emery curvature bound in ([HL17, Theorem 1.2]).
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Proof. Let ηi : V → [0, 1] be non-constant such that ηi → 1 pointwise and ‖∇ηi‖∞ → 0 as
i→∞. Then for all x 6= y and t > 0, Lemma 3.5 implies that
∇xyPt1 = lim
i→∞
∇xyPtηi ≤ lim
i→∞
e−Kt‖∇ηi‖∞ = 0.
Hence, ‖∇Pt1‖∞ = 0 which implies stochastic completeness as P01 = 1. 
3.3. Semigroup characterization. Using Theorem 2.1 and Lemma 3.5, we now give a
heat semigroup characterization of lower curvature bounds.
Theorem 3.8 (Gradient of the semigroup). Let G = (V,w,m) be a graph and let K ∈ R.
The following statements are equivalent:
(1) Ric(G) ≥ K.
(2) For all f ∈ Cc(V ) and all t > 0
‖∇Ptf‖∞ ≤ e
−Kt‖∇f‖∞.
(3) For all f ∈ ℓ∞(V ) and all t > 0
‖∇Ptf‖∞ ≤ e
−Kt‖∇f‖∞.
(4) G is stochastically complete and for all x, y ∈ V and all t > 0
W (pxt , p
y
t ) ≤ e
−Ktd(x, y)
where pxt :=
m
m(x)Pt1x denotes the heat kernel.
Remark 3.9. We note that stochastic completeness is needed to state (4) since the Wasser-
stein distance W is only defined on probability measures and pxt is a probability measure
only in the case of stochastic completeness.
Proof. We first prove (3)⇔ (4).
For all bounded 1−Lipschitz functions f , we have∫
fdpxt −
∫
fdpyt =
∑
z∈V
f(z) (pxt (z)− p
y
t (z)) = Ptf(x)− Ptf(y).(3.2)
By definition, assertion (4) is equivalent to∫
fdpxt −
∫
fdpyt ≤ e
−Ktd(x, y)
for all bounded Lipschitz functions which is equivalent to assertion (3) due to (3.2). It is also
clear that (3) implies stochastic completeness by noting that (3) implies that ‖∇Pt1‖∞ = 0.
The implication (1) ⇒ (3) follows from Lemma 3.5 if f is non-constant and Lemma 3.6 if
f is constant.
The implication (3)⇒ (2) is trivial.
We finally prove (2)⇒ (1). Fix x ∼ y ∈ V . By Theorem 2.1, it suffices to show that
inf
f∈Lip(1)∩Cc(V )
∇yxf=1
∇xy∆f ≥ K.
Let f ∈ Lip(1) ∩ Cc(V ) be such that ∇yxf = 1. By assertion (2), we have
∇yxPtf ≤ e
−Kt.
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Hence, by taking the time derivative at t = 0,
∇xy∆f = −∂
+
t ∇yxPtf |t=0 = lim
t→0+
1
t
(∇yxf −∇yxPtf) ≥ lim sup
t→0+
1
t
(
1− e−Kt
)
= K
which proves assertion (1) of the theorem since f is arbitrary. 
4. Laplacian comparison principle
The classical Laplacian comparison theorem on manifolds compares the Laplacian of the
distance function on the manifold to that of a model space with constant curvature. This
means, for a given Riemannian manifold M with Ricci curvature bounded from below by
K and for the model space H with constant Ricci curvature K, one has
∆Md(xM0 , ·) ≤ ∆
Hd(xH0 , ·).
For a survey of comparison geometry of Ricci curvature on manifolds see [Zhu97].
We give a discrete analogue of the above theorem in the sense that we upper bound the
Laplacian of the distance function. As a replacement of a model space, we will associate a
birth-death chain to a given graph having the same sphere measure (see Section 4.1). We
will also introduce a new quantity called the sphere curvature which depends only on the
distance to a fixed vertex instead of considering all curvatures between neighbors.
We first give a discrete Laplacian comparison principle without a model space by explicitly
estimating ∆d(x0, ·). Even though the proof is a one-liner in light of Theorem 2.1, the
following discrete Laplacian comparison theorem, and its extension to the case of decay-
ing curvature, turns out to be a foundation of a variety of applications, such as results
concerning stochastic completeness and improved diameter bounds.
Theorem 4.1 (Laplacian comparison). Let G = (V,w,m) be a graph. Let x0 ∈ V and
suppose that κ(x0, ·) ≥ K for some K ∈ R. Then,
∆d(x0, ·) ≤ Deg(x0)−Kd(x0, ·).
Proof. Let y ∈ V , y 6= x0, and set f := d(x0, ·). Note that f ∈ Lip(1) and ∇yx0f = 1 so
that due to Theorem 2.1, we have
K ≤ κ(x0, y) ≤ ∇x0y∆f =
∆f(x0)−∆f(y)
d(x0, y)
=
Deg(x0)−∆f(y)
d(x0, y)
.
Rearranging yields the claim. 
We next give a Laplacian comparison principle for decaying curvature. To do so, we need
to measure the minimal curvature in terms of the distance to some fixed vertex x0.
Definition 4.2 (Sphere curvatures). Let x0 ∈ V be a fixed vertex. By abuse of notation,
we denote Sr := Sr(x0) and Br := Br(x0). For r ≥ 1, we let the sphere curvatures be
given by
κ(r) := min
y∈Sr
max
x∈Sr−1
x∼y
κ(x, y).
Remark 4.3. We remark that
κ(r) ≥ min
x,y∈Br
κ(x, y)
which describes the the curvature decay in a simpler way. However, for all of our results
it will suffice to have a lower bound on κ(r).
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Theorem 4.4 (Laplacian comparison and decaying curvature). Let G = (V,w,m) be a
graph, x0 ∈ V and f := d(x0, ·). Then,
∆f ≤ Φ(f)
with
Φ(R) := Deg(x0)−
R∑
r=1
κ(r)
for R ≥ 1 and Φ(0) = Deg(x0). The inequality is sharp for birth-death chains where we
take x0 = 0 so that f(r) = d(0, r) = r.
Remark 4.5. Note, in particular, that if G is a graph with Ric(G) ≥ K and H is a
birth-death chain with Ric(H) = K satisfying DegG(x0) = DegH(0), then
∆Gd(x0, x) ≤ ∆
Hd(0, R)
for all x ∈ SR. This makes the analogy to the statement concerning manifolds mentioned
above precise.
Proof. We prove the result via induction over the radius R. The claim is clear for R = 0
since ∆f(x0) = Deg(x0). Let R > 0 and let y ∈ SR. Let x ∈ SR−1 with x ∼ y be such
that κ(x, y) is maximal on {(z, y) | z ∈ SR−1, z ∼ y}. Due to the definition of κ(R) and
Theorem 2.1, we have
κ(R) ≤ κ(x, y) ≤ ∇xy∆f = ∆f(x)−∆f(y).
By the induction assumption, we have
∆f(x) ≤ Deg(x0)−
R−1∑
r=1
κ(r).
Rearranging and combining these yields
∆f(y) ≤ ∆f(x)− κ(R) ≤ Deg(x0)−
R∑
r=1
κ(r)
which proves the first statement.
For birth-death chains, due to Theorem 2.10, we have for r ≥ 1,
κ(r) = κ(r − 1, r) = ∆f(r − 1)−∆f(r).
Summing this up yields
∆f(R) = Deg(0)−
R∑
r=1
∆f(r) = Φ(R) = Φ(f(R)).
for all R ≥ 1 which finishes the proof. 
4.1. Curvature comparison and associated birth-death chains. We now prove that
the Laplacian comparison principle is compatible with the transition to birth-death chains.
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Definition 4.6 (Associated birth-death chain). Let G = (V,w,m) be a graph with x0 ∈ V
called the root vertex and let Sr := Sr(x0). We define the associated birth-death chain
G˜ = (N0, w˜, m˜) via
m˜(r) := m(Sr) and
w˜(r, r + 1) := w(Sr, Sr+1) :=
∑
x∈Sr
y∈Sr+1
w(x, y).
Theorem 4.7 (Associated birth-death chain and Laplacian comparison). Let G = (V,w,m)
be a graph, x0 ∈ V and f := d(x0, ·). Let G˜ be the associated birth-death chain with Lapla-
cian ∆˜ and f˜ := d(0, ·). Let Φ : N0 → R be a function. Then,
∆f ≤ Φ(f) implies ∆˜f˜ ≤ Φ(f˜).
Proof. We first note that ∆f(x0) = Deg(x0) = D˜eg(0) = ∆˜f˜(0).
Next, we let r ∈ N and integrate ∆f ≤ Φ(f) over the sphere Sr := Sr(x0). For x ∈ Sr, we
note that m(x)∆f(x) =
∑
y∈Sr+1
w(x, y) −
∑
y∈Sr−1
w(x, y) ≤ m(x)Φ(r) so that
Φ(r)m˜(r) = Φ(r)m(Sr) =
∑
x∈Sr
Φ(r)m(x)
≥
∑
x∈Sr
 ∑
y∈Sr+1
w(x, y)−
∑
y∈Sr−1
w(x, y)

= w˜(r, r + 1)− w˜(r, r − 1).
Hence,
∆˜f˜(r) =
w˜(r, r + 1)− w˜(r, r − 1)
m˜(r)
≤ Φ(r) = Φ(f˜(r))
which finishes the proof. 
Combining this with the sharp Laplacian comparison for birth-death chains allows us to
compare the curvature between a graph and its associated birth-death chain.
Corollary 4.8 (Associated birth-death chain and curvature comparison). Let G = (V,w,m)
be a graph, x0 ∈ V be a root vertex and κ(r) be the sphere curvatures with respect to x0.
Let G˜ = (N0, w˜, m˜) be the associated birth-death chain with root vertex x˜0 = 0 and sphere
curvatures κ˜(r) = κ˜(r, r − 1). Then,
R∑
r=1
κ˜(r) ≥
R∑
r=1
κ(r).
Proof. Let f := d(x0, ·) on G and f˜ := d(0, ·) on G˜. Let
Φ(R) := Deg(x0)−
R∑
r=1
κ(r) and Φ˜(R) := D˜eg(0) −
R∑
r=1
κ˜(r).
Due to Theorem 4.4, we have
∆f ≤ Φ(f) and ∆˜f˜ = Φ˜(f˜)
Now, Theorems 4.7 yields
Φ˜(f˜) = ∆˜f˜ ≤ Φ(f˜)
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so that Φ˜(R) ≤ Φ(R). The fact that D˜eg(0) = Deg(x0) completes the proof.

One might be tempted to think that the sphere curvatures can also be compared without
summation, i.e., κ˜(r) ≥ κ(r) for all r. But this turns out to be wrong as demonstrated by
the following example.
Example 4.9 (Graph with κ˜(r) < κ(r) = 0). Let G = (Z, w,m) with root x0 = 0 be
given by
w(z, z + 1) := m(z) := 2z
and w(m,n) = 0 if |m − n| 6= 1. It is easy to see using the same techniques as in the
proof of Theorem 2.10 that G has curvature κ(r) = κ(r − 1, r) = ∆f(r − 1) −∆f(r) = 0
everywhere.
The associated birth-death chain G˜ = (N0, w˜, m˜) is then given by
w˜(n, n+ 1) = 2n + 2−n−1 for n ≥ 0
m˜(n) = 2n + 2−n for n ≥ 1 and m˜(0) = 1.
Let f˜ := d(0, ·) on G˜. Thus, for n ≥ 1,
∆˜f˜(n) =
w˜(n, n+ 1)− w˜(n, n− 1)
m˜(n)
=
2n−1 − 2−n−1
2n + 2−n
which is strictly increasing in n. Hence for r ≥ 2,
κ˜(r) = ∆˜f˜(r − 1)− ∆˜f˜(r) < 0.
4.2. Stochastic completeness. To prove stochastic completeness, we will use the Khas’minskii
criterion on graphs established by Huang in [Hua11, Theorem 3.3] which we restate now
using our notation.
Theorem 4.10 (Khas’minskii’s criterion). Let G = (V,w,m) be a graph. If there exists a
non-negative function f ∈ C(V ) with
f(x)→∞ as Deg(x)→∞
satisfying
∆f ≤ Ψ(f)
outside of a set of bounded vertex degree for some positive, increasing function Ψ ∈
C1([0,∞)) with ∫ ∞
0
dr
Ψ(r)
=∞,
then G is stochastically complete.
Combining the Laplacian comparison with the Khas’minskii’s criterion using f = d(x0, ·)
yields an optimal stochastic completeness result.
Theorem 4.11 (Stochastic completeness).
(i) If G = (V,w,m) is a graph with
κ(r) ≥ −C log r
for some constant C > 0 and large r, then G is stochastically complete.
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(ii) For ε > 0, let Gε = (N0, w,m) be a birth-death chain with m ≡ 1 and
w(R,R + 1) = 1 +
R∑
r=1
r∑
k=1
(log k)1+ε .
Then Gε is stochastically incomplete and satisfies
κ(r) ≥ −(log r)1+ε
for all r ≥ 2.
Remark 4.12. We note that the second statement shows that the first statement is op-
timal in the sense that the decay rate − log r cannot be replaced by the faster decay rate
−(log r)1+ε.
Proof. For the proof of (i), let f := d(x0, ·). Using the Laplacian comparison, Theorem 4.4,
we have
∆f ≤ Φ(f)
with
Φ(R) = Deg(x0)−
R∑
r=1
κ(r) ≤ Ψ(R) ∈ O(R log(R))
since −κ(r) ∈ O(log(R)), where Ψ ∈ C1([0,∞)) is some positive increasing function to
which we can apply the Khas’minskii’s criterion. In particular,∫ ∞
0
dr
Ψ(r)
=∞,
so that Theorem 4.10 yields stochastic completeness as desired.
To prove (ii), we let f := d(0, ·). We first observe that for R ≥ 1,
∆f(R) = w(R,R + 1)− w(R,R − 1) =
R∑
k=1
(log k)1+ε.
Since Gε is a birth-death chain, Theorem 2.10 yields
κ(R) = κ(R− 1, R) = ∆f(R− 1)−∆f(R) = −(logR)1+ε
for R ≥ 2 as desired.
Since
∫∫
(log x)1+ε ∈ Θ(x2(log x)1+ε), by definition of w, we have
w(R,R+ 1) ∈ Θ(R2(logR)1+ε).(4.1)
Observe that as G is a birth-death chain, it is weakly spherically symmetric with respect
to x0 = 0 ∈ V = N0 in the sense of [KLW13, Definition 2.3]. Hence, due to [KLW13,
Theorem 5], we know that G is stochastically complete if and only if∑
r
r + 1
w(r, r + 1)
=∞.
Due to (4.1), we have
r + 1
w(r, r + 1)
∈ Θ
(
1
r(log r)1+ε
)
and since ∑
r
1
r(log r)1+ε
<∞
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we have ∑
r
r + 1
w(r, r + 1)
<∞
which implies stochastic incompleteness. 
As mentioned in the introduction, the optimal curvature decay rate on Riemannian mani-
folds is of the order −r2. As the use of intrinsic metrics has resolved various discrepancies
between the manifold and graph settings in the past, one might think that using an intrinsic
metric σ instead of the combinatorial graph metric might give stochastic completeness when
assuming κ(r) ≥ −Cσ(0, r)2 in line with the manifolds case. This turns out to be wrong
as we give an example of a stochastically incomplete graph with κ(r) ∼ −(log σ(0, r))1+ε
for an intrinsic metric σ where f(n) ∼ g(n) means cf(n) < g(n) < Cf(n) for all n ∈ N
and some C > c > 0.
We recall that a metric σ on V is called intrinsic if
∆σ(x, ·)2(x) =
1
m(x)
∑
y∈V
w(x, y)σ(x, y)2 ≤ 2
for all x ∈ V . For various uses the intrinsic metrics in the graph setting, see [Kel15].
Example 4.13. Let G = (N0, w,m) be a birth-death chain with m(r) = 2
r and w(r −
1, r) = (log r)1+ε · r · 2r for ε > 0. By Theorem 2.10, we obtain that κ(r) ∼ −(log r)1+ε.
Moreover, one can check that
σ(r,R) :=
R−1∑
k=r
Deg+(k)
−1/2
gives an intrinsic metric where Deg+(r) := w(r, r + 1)/m(r) ∼ r(log r)
1+ε. In particular,
σ(0, r) ∼
√
r/(log r)1+ε and, thus, κ(r) ∼ −(log σ(0, r))1+ε.
An objection to the example above is that the definition of the spherical curvature κ de-
pends on the combinatorial graph distance function d. However, in analogy to Theorem 2.1,
we can also define a curvature κσ with respect to the intrinsic metric σ via
κσ(x, y) = inf
{
∇σxy∆f : ∇
σ
yxf = 1, ‖∇
σf‖∞ = 1
}
where ∇σxyf :=
f(x)−f(y)
σ(x,y) . On birth-death chains and intrinsic path metrics σ, for x < y
this simplifies to
κ(x, y) = ∇σxy∆σ(0, ·).
In our example, we have
∆σ(0, ·)(r) ∼
√
Deg+(r) ∼
√
r · (log r)1+ε
and, by using the mean value theorem to estimate the difference,
κσ(r, r + 1) =
√
Deg+(r) · (∆σ(0, ·)(r) −∆σ(0, ·)(r + 1))
∼ −
√
Deg+(r) ·
√
(log r)1+ε
r
∼ −(log r)1+ε.
In particular, we also have κσ(r) ∼ −(log σ(0, r))
1+ε.
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We are left to show stochastic incompleteness. Due to [KLW13, Theorem 5], G is stochas-
tically complete if and only if ∑
r
m({1, ..., r})
w(r, r + 1)
=∞.
However,
m({1, ..., r})
w(r, r + 1)
∼
1
r(log r)1+ε
which is summable. Therefore, G is stochastically incomplete.
4.3. Improved diameter bounds. We prove that a graph with bounded degree and
sphere curvatures decaying not faster than 1/R must be finite (Corollary 4.16). We also
show that this decay rate is optimal (Theorem 4.17). For various diameter bounds on finite
graphs see [Pae12].
On the other hand, we show that in the case of unbounded degree, even a uniform positive
lower curvature bound does not imply finiteness (see Example 4.18). In contrast, if we
assume that the measure is bounded from below, then a uniform positive lower curvature
bound implies finiteness even in the case of unbounded degree (see Corollary 4.20).
As a warm-up, we start with the following diameter bound from [LLY11, Theorem 4.1]
transferred to our setting.
Proposition 4.14. Let G = (V,w,m) be a graph and let x, y ∈ V with x 6= y. If κ(x, y) >
0, then
d(x, y) ≤
Deg(x) + Deg(y)
κ(x, y)
.
Proof. It is easy to see that W (1x, 1y) = d(x, y). Furthermore, observe that for sufficiently
small ε,
W (1x,m
ε
x) = εDeg(x).
This follows as W (1x,m
ε
x) = supf∈Lip(1)−ε∆f(x) ≤ εDeg(x) with equality for f = 1x.
Hence, by the triangle inequality,
W (mεx,m
ε
y) ≥W (1x, 1y)−W (1x,m
ε
x)−W (1y,m
ε
y)
= d(x, y)− ε(Deg(x) + Deg(y)).
Thus,
κε(x, y) = 1−
W (mεx,m
ε
y)
d(x, y)
≤ ε ·
Deg(x) + Deg(y)
d(x, y)
.
This yields the claim since κ(x, y) = limε→0+
1
εκε(x, y). 
In particular, if the degree is bounded and the curvature is uniformly positive, then the
graph is finite. More specifically, if we let diam(G) = supx,y∈V d(x, y) denote the diameter
of G, then if Deg(x) ≤M and Ric(G) ≥ K > 0, then
diam(G) ≤
2M
K
.
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We now improve this result in the sense that we only lower bound the sphere curvatures,
which allows for some negative curvature, and consider part of the vertex degrees. For a
fixed vertex x0 ∈ V , we let for x ∈ Sr := Sr(x0),
Deg±(x) =
1
m(x)
∑
y∈Sr±1
w(x, y)
denote the outer and inner degree of x. Using the Laplacian comparison principle for
non-constant curvature, we immediately obtain the following improved diameter bound.
Theorem 4.15 (Improved diameter bound). Let G = (V,w,m) be a graph with x0 ∈ V .
If SR 6= ∅ for R > 0, then
R∑
r=1
κ(r) ≤ Deg(x0) + min
x∈SR
(
Deg−(x)−Deg+(x)
)
.
In particular, if minx∈Sr
(
Deg−(x)−Deg+(x)
)
≤M and κ(r) ≥ K > 0 for all r ≥ 1, then
diam(G) ≤
2(Deg(x0) +M)
K
.
Proof. We recall that the Laplacian comparison, Theorem 4.4, gives that
∆f(x) ≤ Deg(x0)−
R∑
r=1
κ(r)
for x ∈ SR where f(x) = d(x, x0). Now, the first statement follows as ∆f(x) = Deg+(x)−
Deg−(x) by an easy calculation. The second statement is an immediate consequence of
the first statement and the triangle inequality.

The theorem immediately gives us the following corollary.
Corollary 4.16. If G = (V,w,m) is a graph with bounded degree, then
lim sup
R→∞
R∑
r
κ(r) <∞.
Consequently, there is no infinite graph with bounded vertex degree satisfying
lim sup
R→∞
R∑
r
κ(r) =∞.
We show that the results above are optimal in the sense that whenever we have a given
summable positive sequence kr, we can find an infinite graph with bounded degree and
summable sphere curvatures κ(r) larger than kr.
Theorem 4.17. For every positive sequence (kr)r∈N such that
∑
r kr <∞ there exists an
infinite graph G = (V,w,m) with bounded degree such that
κ(r) ≥ kr and
∑
r
κ(r) <∞.
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Proof. We define a birth-death chain G = (N0, w,m) inductively with w symmetric and m
satisfying m(0) = 1, w(0, 1) = 2
∑
i>0 ki and for r ≥ 1,
m(r) =
w(r, r − 1)
kr+1
and w(r, r + 1) = 2m(r)
∑
i>r
ki.
Note, in particular, that w(r,r−1)m(r) = kr+1 while
w(r−1,r)
m(r−1) = 2
∑
i>r−1 ki.
Due to Theorem 2.10, for r > 1,
κ(r) = κ(r − 1, r)
=
w(r − 1, r)− w(r − 1, r − 2)
m(r − 1)
−
w(r, r + 1)−w(r, r − 1)
m(r)
= 2
∑
i>r−1
ki − kr − 2
∑
i>r
ki + kr+1
= kr + kr+1 ≥ kr
which also shows that
∑
r κ(r) <∞. Similarly, κ(1) = 2k1 + k2 ≥ k1.
It is left to show that the graph has bounded degree. We have
Deg(r) =
w(r, r − 1)
m(r)
+
w(r, r + 1)
m(r)
= kr+1 + 2
∑
i>r
ki ≤ 3C
with C :=
∑
r kr <∞ by assumption. This finishes the proof. 
Example 4.18. In contrast to Theorem 4.15, we now show that there exist graphs with
uniformly positive curvature which are infinite. We note that all such graphs must have
unbounded vertex degree.
We construct an infinite birth-death chain (N0, w,m) such that κ(x, y) = K > 0. We
first let w(r, r + 1) be strictly positive and decreasing in r ∈ N0. By Theorem 2.10 and
Remark 2.11, it suffices to find a choice of measure m such that κ(0, r) = K, that is, for
f = d(0, ·)
∆f(r) = ∆f(0)−Kr = Deg(0)−Kr.
Choose m(0) such that Deg(0) < Kr for all r ≥ 1. For this it suffices that m(0) > w(0,1)K .
Then, for r ≥ 1, choose
m(r) :=
w(r, r − 1)− w(r, r + 1)
Kr −Deg(0)
guaranteeing
∆f(r) =
1
m(r)
(w(r, r + 1)− w(r, r − 1)) = Deg(0)−Kr.
We remark that m(r) > 0 since w(r, r + 1) is strictly decreasing.
4.4. Finiteness of the measure. In this section, we show that a suited positive lower
bound on the curvature implies finite measure, that is, m(V ) :=
∑
x∈V m(x) <∞.
Theorem 4.19 (Curvature and finite measure). Let G = (V,w,m) be a graph. If
lim inf
R→∞
R∑
r=1
κ(r) > Deg(x0),
then m(V ) <∞.
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Proof. We first show that it suffices to prove the theorem for birth-death chains. Let
G˜ = (N0, w˜, m˜) be the birth-death chain associated to G. Due to Corollary 4.8, we also
have
lim inf
R→∞
R∑
r=1
κ˜(r) > Deg(x0)
where κ˜(r) are the sphere curvatures of G˜. Assuming that the theorem is proven for
birth-death chains, we obtain that m(V ) = m˜(N0) <∞ which would finish the proof.
Now we prove the theorem for birth-death chains. Let f = d(0, ·). Due to Theorem 4.4
and since lim infR→∞
∑R
r κ(r) > Deg(0), we get
lim sup
R→∞
∆f(R) = lim sup
R→∞
(
Deg(0)−
R∑
r=1
κ(r)
)
= Deg(0)− lim inf
R→∞
R∑
r=1
κ(r) < 0
so that there exists ε > 0 and R > 0 such that ∆f(r) ≤ −ε for all r ≥ R. This implies
that
εm(r) ≤ w(r, r − 1)− w(r, r + 1)
for r ≥ R. Summing up, we obtain
ε
∞∑
r=R
m(r) ≤ w(R,R − 1)
which yields the finiteness of the measure of the birth-death chain. This finishes the
proof. 
The theorem immediately gives the following corollary.
Corollary 4.20. Let G = (V,w,m) be a graph. If lim infR→∞
∑R
r=1 κ(r) =∞, then m(V )
is finite. If, additionally, infx∈V m(x) > 0, then G is finite.
Combining this with Corollary 4.16 we get the following dichotomy.
Corollary 4.21. Let G = (V,w,m) be a graph and suppose that
κ(r) ≥
C
r
for some C > 0 and all large r. Then either G is finite or G is infinite with unbounded
vertex degree and finite measure.
5. Ricci curvature for continuous-time Markov processes
In this section, we compare our curvature notion to the curvature defined in [Vey12] for con-
tinuous time Markov processes, which generalize both locally finite graphs and Riemannian
manifolds. To make the comparison clear, we recall our curvature definition
κ(x, y) = lim
t→0+
1
t
(
1−
W (mtx,m
t
y)
d(x, y)
)
where the discrete time Markov kernel mtx with laziness parameter t ∈ (0,∞) is given by∫
fdmtx = (f + t∆f)(x).
Note that mt is only non-negative if the vertex degree is bounded and if t is sufficiently
small. By abuse of notation, we call mt a Markov kernel in any case.
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The idea to define curvature in [Vey12] is to replace the measure mtx by the continuous
time heat kernel ptx which has already appeared in Theorem 3.8 and is given by∫
fdptx := Ptf(x).
We note that this is equivalent to
ptx(y) = Pt1y(x) =
m(y)
m(x)
Pt1x(y).
Due to Taylor’s theorem, it is reasonable to hope that mtx is a good approximation for p
t
x
as t→ 0+. Criteria for this approximation will be investigated in the next subsection.
Corresponding to [Vey12, Definition 6], the coarse Ricci curvature on stochastically com-
plete, continuous time Markov processes is defined by
κ(x, y) := lim sup
t→0+
1
t
(
1−
W (ptx, p
t
y)
d(x, y)
)
and
κ(x, y) := lim inf
t→0+
1
t
(
1−
W (ptx, p
t
y)
d(x, y)
)
.
We recall that κ and κ do not coincide in general (see e.g. [Vey12, Example 8]). Fur-
thermore, the above definition only makes sense in the stochastically complete case since,
otherwise, ptx is not a probability measure and, therefore, the Wasserstein distance is not
well defined.
The main result of [Vey12] is the equivalence of the lower curvature bound κ(x, y) ≥ K
and the Wasserstein contraction property
W (ptx, p
t
y) ≤ d(x, y)e
−Kt.
We note that the same statement for a lower bound on κ was shown in Theorem 3.8. We
will show in Corollary 5.9 that κ = κ = κ when assuming that κ is uniformly bounded from
below. Therefore, the result in [Vey12] combined with this equality gives an alternative
proof of Theorem 3.8.
5.1. Discrete and continuous time Markov kernels. We will next give conditions
guaranteeing that discrete and continuous time Markov kernels approximate each other.
As a convenient notation, we extend the definition of the semigroup Pt to possibly un-
bounded non-negative functions.
Definition 5.1. For f ≥ 0, we define
Ptf := sup
0≤g≤f
g∈ℓ∞(V )
Ptg.
The aim of this subsection is to prove that W (ptx,m
t
x) = O(t
2) if and only if Ptd(x, ·) <∞
for small t > 0. As a first step, we show a uniform boundedness property of the semigroup
when applied to unbounded functions.
Lemma 5.2. Let x ∈ V and let f ≥ 0. If PT f(x) <∞ for some T > 0, then
(i) supt∈[0,T ] Ptf(x) <∞.
(ii) Ptf <∞ for all t < T .
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Proof. We first prove (i). Let t ∈ [0, T ] and let g ∈ ℓ∞(V ) be such that 0 ≤ g ≤ f . Then,
Ptg(x) ≤ e
(T−t) Deg(x)PT g(x) ≤ e
T Deg(x)PT f(x) <∞
independently of t and g. Taking the supremum over t ∈ [0, T ] and g yields (i).
We now prove (ii). Let t < T and y ∈ V . Let g ∈ ℓ∞(V ) be such that 0 ≤ g ≤ f . Observe
that PT g(x) ≥ PT−t1y(x) · Ptg(y) where PT−t1y(x) > 0 due to connectedness. Hence,
taking the supremum over g yields
Ptf(y) ≤
PT f(x)
PT−t1y(x)
<∞
due to assumption. This proves (ii) and finishes the proof of the lemma. 
We now characterize when the ball measure mtx approximates the heat kernel measure p
t
x
as t→ 0+.
Proposition 5.3. Suppose that G = (V,w,m) is stochastically complete and let x ∈ V .
The following statements are equivalent:
(1) Ptd(x, ·) <∞ for some t > 0.
(2) Ptf <∞ for all f ≥ 0 with ‖∇f‖∞ <∞ and some t > 0.
(3) W (ptx,m
t
x) = O(t
2) as t→ 0+.
(4) W (ptx,m
t
x) <∞ for some t > 0.
Remark 5.4. We remark that the above properties also play an important role as a
standing assumption in [Jou07] denoted by Pt(x, ·) ∈ P1(E).
Proof. The implication (1) ⇒ (2) follows since f ≤ d(x, ·) + f(x) implies that Ptf ≤
f(x) + Ptd(x, ·) <∞.
The implication (2) ⇒ (1) is obvious.
We now show that (1) ⇒ (3). Due to Kantorovich duality, we have
W (ptx,m
t
x) = sup
f∈Lip(1)∩ℓ∞(V )
∑
y∈V
f(y)
(
ptx(y)−m
t
x(y)
)
= sup
f∈Lip(1)∩ℓ∞(V )
∑
y∈V
f(y) (Pt1y(x)− 1y(x)− t∆1y(x))
= sup
f∈Lip(1)∩ℓ∞(V )
(Ptf − f − t∆f) (x).
When optimizing, we can assume that f(x) = 1 without loss of generality. Since f ∈ Lip(1),
replacing f by its positive part does not change the values of f on B1(x) and does not
decrease the values on V \B1(x). Since p
t
x−m
t
x is non-negative on V \B1(x), the objective
function
∑
y f(y)
(
ptx(y)−m
t
x(y)
)
is not decreased when replacing f by its positive part.
Therefore, we can assume that f(x) = 1 and f ≥ 0 when optimizing. This gives
W (ptx,m
t
x) = sup
f∈Lip(1)∩ℓ∞(V )
f≥0,f(x)=1
(Ptf − f − t∆f)(x).(5.1)
Therefore, let f ∈ Lip(1) ∩ ℓ∞(V ) with f ≥ 0 and f(x) = 1. Then, 0 ≤ f ≤ 1 + d(x, ·).
Due to Lemma 5.2 (i) and by assumption, there exists C > 0 such that Pt(1+ d(x, ·)) ≤ C
on B2(x) for all t ∈ [0, T ]. Thus, we also have 0 ≤ Ptf ≤ C on B2(x) for all t ∈ [0, T ].
This yields the existence of C ′ independent of f and t ∈ [0, T ] such that
|∆∆Ptf | ≤ C
′.
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Due to Taylor’s theorem, there exists δ ∈ [0, t] such that
(Ptf − f − t∆f)(x) =
t2
2
∆∆Pδf(x) ≤
t2
2
C ′ = O(t2).
Putting this together with (5.1) proves that (1) ⇒ (3).
The implication (3) ⇒ (4) is obvious.
We now show that (4) ⇒ (1). Let f = d(x, ·) + 1 and fn := f ∧ n ∈ ℓ∞(V ). Due to (5.1),
we have
∞ > W (ptx,m
t
x) ≥ (Ptfn − fn − t∆fn)(x)
yielding
Ptf(x) = sup
n
Ptfn(x) ≤W (p
t
x,m
t
x) + f(x) + t∆f(x) <∞.
Thus by Lemma 5.2 (ii), Psf <∞ for all s < t as desired. This finishes the proof. 
5.2. Another Ricci curvature characterization. We now prove that on locally finite
graphs with Ricci curvature bounded from below, our definition of κ coincides with κ and
κ as defined in [Vey12, Definition 6]. This will yield another characterization of lower Ricci
curvature bounds by combining with [Vey12, Theorem 9].
As a preparation, we show the subexponential behavior of non-negative λ-subharmonic
functions under the heat equation.
Lemma 5.5. Let f ≥ 0 satisfy ∆f ≤ λf for some λ > 0. Then, Ptf ≤ e
λtf .
Proof. Let W ⊂ V be finite. Let fW := f1W and let e
t∆W be the semigroup corresponding
to ∆W with ∆W g := 1W∆(g1W ) representing Dirichlet boundary conditions. First, we
observe that ∆W fW ≤ λfW since ∆f ≤ λf and f ≥ 0.
Let φ := et(∆W−λ)fW . Then,
∂tφ = e
−λt (∆W − λ) e
t∆W fW = e
−λtet∆W (∆W − λ) fW ≤ 0
showing that φ(t) = e−λtet∆W fW ≤ fW = φ(0). Since e
tW fW → Ptf pointwise asW → V ,
we obtain the desired claim that Ptf ≤ e
λtf . 
Remark 5.6. We remark that the step in the proof above where we take Dirichlet bound-
ary conditions is necessary to ensure that ∆Ptf = Pt∆f which generally only holds true
on the domain D(∆) ⊆ ℓ2(V ) on which ∆ is self-adjoint.
We next prove that a lower Ricci curvature bound implies that Ptd(x, ·) <∞.
Lemma 5.7. Let x ∈ V and f := d(x, ·). If Ric(G) ≥ −K for some K > 0, then
Ptf ≤ e
Kt(f +Deg(x)/K) <∞.
Proof. Due to the Laplacian comparison principle, Theorem 4.1, we have that
∆(f +Deg(x)/K) = ∆f ≤ K(f +Deg(x)/K).
Thus, Lemma 5.5 yields
Ptf ≤ Pt(f +Deg(x)/K) ≤ e
Kt(f +Deg(x)/K)
as desired. 
We now present the main theorem of this section.
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Theorem 5.8 (Continuous and discrete time curvature). Let G = (V,w,m) be a stochas-
tically complete graph. Suppose that Ptd(x0, ·) < ∞ for some x0 ∈ V and some t > 0.
Then, for all x 6= y,
κ(x, y) = lim
t→0+
1
t
(
1−
W (ptx, p
t
y)
d(x, y)
)
= κ(x, y) = κ(x, y).
Proof. Let x 6= y ∈ V . Due to the triangle inequality and Proposition 5.3, we have
W (mtx,m
t
y) =W (p
t
x, p
t
y) +O(t
2)
as t→ 0+. By definition,
κ(x, y) = lim
t→0+
1
t
(
1−
W (mtx,m
t
y)
d(x, y)
)
= lim
t→0+
1
t
(
1−
W (ptx, p
t
y) +O(t
2)
d(x, y)
)
= lim
t→0+
1
t
(
1−
W (ptx, p
t
y)
d(x, y)
)
.
This finishes the proof. 
Since both stochastic completeness and Ptd(x0, ·) < ∞ are implied by a lower Ricci cur-
vature bound (see Theorem 4.11 and Lemma 5.7), we immediately obtain the following
corollary.
Corollary 5.9. Let G = (V,w,m) be a graph with Ric(G) ≥ K for some K ∈ R. Then,
for all x 6= y,
κ(x, y) = lim
t→0+
1
t
(
1−
W (ptx, p
t
y)
d(x, y)
)
.
Combining with [Vey12, Theorem 9], we immediately obtain that W (pxt , p
y
t ) ≤ e
−Ktd(x, y)
whenever Ric(G) ≥ K. We remark that this gives an alternative method for proving
Theorem 3.8.
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