Abstract-Human interaction involves very sophisticated non-verbal communication skills like understanding the goals and actions of others and coordinating our own actions accordingly. Neuroscience refers to this mechanism as motor resonance, in the sense that the perception of another persons actions and sensory experiences activates the observer's brain as if (s)he would be performing the same actions and having the same experiences.
I. INTRODUCTION
Humans interact with each other in all types of environments, e.g. at work or at home. These interactions happen very frequently and may involve physical objects present in the surrounding space. In specific scenarios, humans can seamlessly perform a sequence of tasks which require multiple agents (people) to interact with each other in order to reach a common goal, [1] .
A core element in interaction situations is the need and the means of expressing an intent. Intent can be communicated directly by comprehensive vocalized sentence or encoded as non-verbal cues through body, head, or eye movements. For instance, the mirror neuron system found in humans and other primates, may have the fundamental function of enabling the preparation of an appropriate complementary response to an observed action. It may explain how two individuals can become so attuned to cooperating in joint actions [2] .
When human collaborators are required to perform actions which involve sharing objects between each other, coordination and understanding are pivotal factors in a successful it generates two models corresponding to person performing the handing over (leader) and the other person receiving the object (follower). We established a link between the two dynamical systems using Coupled Dynamical System (CDS), which combines the dynamics of performing a handover action with the dynamics of being on the receiving-end. The ability to establish this coupling or synchronization between the movements of two interaction parties, is the cornerstone of the full power of non-verbal communication during interaction. The developed coupled model was incorporated in the iCub humanoid robot, for validating the model in a HRI scenario, and to test the robustness to external perturbations in real time and in a real scenario.
In the final sections of the paper, we discuss the results obtained from our HRI experiments, as well as the correlation with the human-human synchronization in the HHI experiments. Our results demonstrate that it is possible to model the coupling between two humans in an action-ininteraction situation, and transfer that model into a controller that elicits the same interaction behavior between a human and a humanoid robot. The last section is reserved for the conclusions and work planned for the future.
II. RELATED WORK-
The field of HRI has been the focus of many research efforts during the last few decades. A key observation is that, successful human-robot collaborations requires that the human has to understand the robot and, simultaneously, that the robot is also able to understand the human actions [8] . This has propelled fields such as robotics, computer vision, human cognition, psychology, and neuroscience, to combine resources in the aim of proposing techniques that tackle those intertwined issues.
Lukic et al. [9] have conducted human behavioral studies, with the added knowledge of cognitive neuroscience, to present an intrapersonal motor control model for manipulating objects inspired in the coordination of the human hand, arm, and eyes movements. This model is able to successively couple the hand-arm-eyes movements, based on the the visuomotor coordination of eyes-arm-hand movements, that human's demonstrate when executing tasks of obstacle avoidance and manipulation. This coupling is achieved using CDS to link the eyes-arm and arm-hand controllers. The coupling function is a combination of Gaussian Mixture Models which, in turn, can also generate the human-like behavior/movement coordination. Following that principle, [10] studied the human behavior in a dyadic interaction where the movement of the eyes and arm was analyzed to model the repertoire of non-verbal communication cues, when one agent interacts with others. This model was then adapted to HRI to replicate the human-like behavior in a robot. The experiment validated the intention understanding of robot's intention was at a very high level. Further extension is mutual understanding of the behavior of both agents in a dyadic interaction. [11] also use DS for multiple robotic arms in order to coordinate to reach a moving object. However, none of the aforementioned work involve coordinating motion for a dyadic interaction.
Raković et al. [12] models the gaze behavior interdependencies for two agents using Hidden Markov Models (HMM) where the states are the gaze fixations of one agent, and the observations are the gaze fixations of the other. HMM then estimates the valid gaze behavior of the agent observing the action, and the correct action performed by the other agent. This is used to build a controller which permits the robot (observer/follower) to read the non-verbal communication cues from the gaze of the human participant (leader of the action) and infer the intended action. On another note, [13] state that to improve social interactions, robots and humans should mutually influence each other. As such, [14] worked on action alignment between humans and robots. Where the robot is the leader, and in order to correctly adapt to the intricacies of collaborating with a human, a Discrete Time Markov Model is used to give information whether the human is understanding the action of the robot.
The work discussed above has focused on either intrapersonal coupling, synchronization, and action understanding from the gaze behavior of two agents. Notwithstanding, understanding of the arm movements in humans and robots is also a focus of extensive work. Dragan et al. [15] have created a framework for evaluating predictable and legible arm movements for humans and robots. Where legibility is am exaggerated motion towards the end-goal, and the predictable is a natural human movement. Nonetheless, there is no guarantee of generalization for all types of scenarios. yet no understanding whether this is present in HHI, and in retrospect, HRI scenarios. Although, to improve social interactions, robots and humans should mutually influence each other [13] .
One approach proposed for an efficient human-robot collaboration is to predict the human movement during the experiment and optimize the path for the robot to avoid colliding with the human [16] , [17] . Although, this may work for some scenarios, it does not solve the core problem of HRI, the mutual understanding of each one's action. For these cases, only the robot is understanding the action of the human. One solution found is to delay the handover task of the robot, since that has proven to improve the human understanding of the robot's intention [18] .
Synchronization between humans is present in interactive behaviours such as walking together, talking, object manipulation, etc [19] . [20] , [21] have began analysing the importance of synchrony in humans and the applications to human-robot scenarios. Robots that look more humanlike, the participants tended to synchronize better their movements. Hence, correlation between synchronization and appearance of the robot gives the conclusion that humanoid robots have an advantage when it comes to interacting with humans.
III. METHODOLOGY
This section contains the formalism of Dynamical Systems (DS) and the estimation of its parameters with a Gaussian Mixture Model (GMM). Then, we introduce the formalism of Coupled Dynamical Systems (CDS) which entails learning a coupling motion between two DS. We extend the motor coordination from the body parts of a single individual, as presented in [9] , to the movement coordination across two individuals engaged in a scenario of action-in-interaction assignments.
A. Dynamical Systems (DS)
Let ξ ξ ξ(t) ∈ R d denote the state vector. Considering N demonstrations of the interaction, we define {ξ ξ ξ
, where ξ ξ ξ t n andξ ξ ξ t n are respective the state vector and its derivative, evaluated at time t for the n-th demonstration. The number of samples in the n-th action is represented by T n . The collected data are instances of motions which can be represented as first-order differential equations:ξξξ
where f f f :
is a continuous and continuously differential function, with a single equilibrium pointξξξ
The zero mean Gaussian noise ∈ allows it to handle errors such as motion variability. For spatial perturbations, the ξ ξ ξ is set in the reference frame of the target. The DS is encoded using GMM which defines a joint distribution function P(ξ ξ ξ t n ,ξ ξ ξ t n ) over the collected data as mixture of K Gaussian distributions [22] .
B. Coupled Dynamical Systems (CDS)
Using CDS enables the integration of two independent DS, learning the coupling function between them [23] . This coupling behaviour takes inspiration from the biological studies on motor synchronisation of reach-grasp coupling [24] , as well as the coupling between humans [19] . CDS consist of a master-slave system, where the master sub-system is the DS of the first motor dynamics P(ξ t n ,ξ t n |θ g master ). After encoding the master, the next step is to infer the state of the slave conditioned on the master, P(Ψ(ξ t n ), ξ t n |θ g coupled ). This is the coupling which then allows to encode the dynamics of the slave sub-system P(ξ t n ,ξ t n |θ g slave ), ∀g ∈ G. Ψ : R dm → R is the coupling function which is a function dependent on the master state.
Lukic et. al [9] extended the method to couple the hand grip aperture, the arm motion, and saccadic eye movements during object manipulation and obstacle avoidance. They composed a CDS with three DS, corresponding to the dynamics of the eyes, arm, and hand, integrated with two coupling functions, one to infer the position of the arm concerning the movement of the eyes, and another to infer the finger configuration of the hand to the location of the arm.
C. Extended CDS for Human-Human Coordination
One of our core contributions is to extend the motor coupling modeling and control to action-in-interaction scenarios, linking the body movements of two humans during handover actions. We argue that each agent has its own internal CDS architecture of [9] in order to manipulate objects and avoid obstacles. While interacting with other agents, an external CDS architecture administers the motor communication and coordination required for a successful interaction. In a dyadic scenario where two agents participate in an actionin-interaction task, the first agent (the leader) performs the action, while the second agent (the follower) observes and reacts to the leader's actions. Each agent's CDS is an internal model defined by the intrapersonal coordination of [9] . The end-effector of the follower agent is then conditioned on the end-effector of the leading agent:
where (2) represents the furthest DS (the end-effector of the intrapersonal coordination) of the CDS of agent 1, which encodes the dynamics of the end-effector and generates the out most state of agent 1. This state is given to the coupling sub-system in (3) and applied to the coupling function Ψ(ξ ef1 ) in order to infer the state of agent 2, which in return is used to encode the dynamics using (4).
The primary reason for the use of dynamical systems to model the intrapersonal motor coordination as well as the agent-to-agent motor coordination is its stability to input errors. It seamlessly permits a robot to conform its trajectory instantly in the face of perturbations, such as arm motion variability.
IV. SCENARIO
The experimental scenario consists of a dyadic interaction between 2 participants where performing two types of actions: (i) placing an object on a table, which falls into the category of individual actions; and (ii) giving an object to the other participant, that belongs to the category of actionsin-interaction. The experiment is explained in greater detail along with the procedure for data collection, and what type of sensory data, in the paper associated to the dataset [7] .
The experiment was arranged in such a manner that neither participant could perceive the intention of the other participant. This allows for a natural movement by humans during the interaction. The Cartesian coordinates of the wrist of each participant's right arm, used in the experiment, was recorded using the OptiTrack motion capture system. A total of 72 right-hand wrist trajectories were recorded of a handover action-in-interaction: 36 corresponding to the leader of the action handing over the object, and the remainder 36 of the follower, who was receiving the object.
V. MODELING
This section explains the modeling of the arm movements of both agents using the approach described in Sectin III-C. Using the data described in Section IV, it is possible to define a coupling sub-system between the Cartesian Coordinates of the arm of agent 1 to compute the Cartesian Coordinates of agent 2.
A. Dynamics of each Agent
The arm movement of the leader perspective for the handover action is shown in Figure 2a . In order to encode the dynamics of the arm movement the stability, i.e. the converging point, is set to be the handover point. To compute the GMM parameters we use the stable estimator of dynamical systems (SEDS) approach [22] , since it ensures global stability in the individual GMMs.
The GMM parameters are used to derived the Gaussian Mixture Regression (GMR) which provides the output data correspondent to the desired input values. In this case, from Figures 2c, 2d , it provides the desired velocity control for the particular position of the arm of agent 1. The next plots show the DS corresponding to the behavior of agent 2, a.k.a the follower in the interaction. Figure 2a represents the corresponding human behavior to the handover. Figure 2b shows the GMR mean trajectory generated from the GMM parameters of the follower's movement to the leader's action-in-interaction. Just as in the leader's action, the stability point of the dynamics of the follower's action is set as the handover point.
Even though the wrist moves in three dimensions, we argue that, for the HHI scenario experiment, there were only two relevant dimensions to be considered. We use the Cartesian y-dimension coordinate to refer to the proximity of the wrist to the handover location, and z-dimension coordinate to refer to the height, perpendicular to the handover location. Moreover, we argue that the handover action can be generalized to any orientation. As long as the proximity and height constraints are fulfilled, the motion will be understood by humans, i.e. legible behaviour.
B. Coupling between Agents
Regarding the agent-to-agent motor coordination, we chose to disambiguate the relevant Cartesian coordinates (yand z-) during the handover action. Figure 3 reveals the correlation between agent's wrist motion for the proximity and height coordinates, respectively.
From the analysis of the coupling models the following can be concluded: The coupling function used is Ψ(ξ ef1 ) = y , for the proximity, and Ψ(ξ ef1 ) = z for the height coordinate, and the values of α, β are to set to 1. Although the norm is considered to be biologically plausible metric, the height coordinate could not be normalized due to the variability of wrist motion when it comes to altitude. This is related to the initial start of the wrist which could vary the motion. The reason for coupling the arm-arm is bolstered by psychologists and neurobiology scientists as an indispensable factor for social interaction [25] , [26] , [27] .
The GMMs that encode the dynamics between the arms of both agents are learned using the Expectation-Maximization (EM) algorithm [28] . From analyzing the data of both arm movements side by side during the interaction, one observes an explicit synchronisation between the movement of the leader and follower arms during the handover action. This relation between the arm's of both participants is identified as the coupling between agent 1's non-verbal communication during the handover, and the corresponding non-verbal communication of agent 2 understanding.
From this section, we can draw the following conclusions. Firstly, the influence of the leader's wrist behaviour upon the follower is stronger when close to the handover location. Secondly, the height coordinate has a more significant impact in closer distances than the proximity coordinate. Thirdly, for considerable distances (larger than 20 centimetres), the proximity coordinate already gives some inclination of the type of action. This might have to do with the setup of the HHI scenario. The scenario involved performing actions of handing over an object or placing them in a tower. The tower was located in between the handover location, which has created an ambiguity situation. Nonetheless, this gives certainty as to whether one motion of the arm is intended for a handover, as can be seen from the height coordinate. The coupling effect of the leader motion was only strongly present for altitudes close to the handover location.
The overall conclusion that can be taken from the analysis is the existence of different coupling factors: (i) how the arm motion of one human can provide information about the action intent, and (ii) how the second human responds to that information and adapts according to what it infers.
VI. HUMAN-ROBOT INTERACTION
In order to evaluate the models of the intrapersonal motor coordination and the coupling agent-to-agent motor coordination developed in Section V, we tested our humanoid robot in a HRI scenario, while using the controllers that embedded the biologically inspired arm motion models.
A. Experimental Setup
The HRI scenario is shown in Figure 4 . For each experiment, the human is the leader and performs a handover action. The action is intended for the iCub humanoid robot. The iCub is capable of performing actions that are legible to humans [10] as, to some extent, it possesses a similar motor. As such, it is ideal to analyze the arm movement generated by the robot controller.
The human arm movements were recorded with an OptiTrack motion capture (MoCap) system. Markers were attached to (i) the iCub torso, (ii) wrist of the human, and rigid body movements were devised from them. As depicted in Figure 4 , the first rigid body, in Cartesian coordinates frame, is positioned on the torso of the iCub, and the second rigid body is one of the represented crosses.
The location of the human end-effector is expressed in Cartesian coordinates referenced at the iCub rigid body. The coordinates are sent from the Mocap system and streamed through a Lab Streaming Layer [29] as a yarp port to the humanoid robotic controller. The coordinates are the input to the controller which then outputs the 3D Cartesian coordinates for the end-effector of the humanoid robot. 
B. Validation
From the HRI scenario, the behaviour of the iCub humanoid robot towards the human motion is analyzed. Figure  5 shows the data of the human wrist collected with OptiTrack, and the corresponding output of humanoid robot from the model developed in Section V. From the data points we ran the EM algorithm to generate the dynamics between the human agent and the robot agent. The GMM parameters and the GMR trajectory represented in Figure 5 reflect the coupling model observed in the HHI experiments.
From the coupling model the corresponding coordinates for the robot are then processed with the internal DS of the follower to compute the desired velocity control, Figure  2c and 2d. The goal is to to control the wrist joint in a biologically inspired behaviour for the iCub humanoid robot. The trajectories of the motion performed by the robot support the human-like notion in [10] , indicating that humans can decode, from the motion of the arm, the intention of the action, either performed by a robot or other humans. 
C. Results
The following assumptions were made during our experiments. Since our dataset contains only information regarding the wrist, we pre-determined the hand aperture and grasp orientation according to our HHI experiments. Another assumption is regardin the handover location. In the dataset the point was computed as the average point around all the experiments. For the HRI experiments, the handover location was set as the furthest point the iCub humanoid robot could reach without moving his torso. The height of the handover location was set according to our previous experiments, and the orientation of the handover was updated, in real-time, according to the orientation of the human wrist,with respect to the iCub torso. These assumptions allows us to have an adaptive handover dependent on the trained dataset.
Our results prove that the robot performs a biologically inspired motion during the interaction with a human handing over an object. Moreover, the coupling function allows the robot to understand the intention of the human and decode the handover action. Figure 6 shows one of the experiments performed with the robot where the coupling comes into play. During the experiment the human performs three actions: placing an object in front of the robot, picking up the same object, handing over the object to the robot. From the understanding of the behaviour of the arm motion in handover actions, it is possible to disseminate between nonhandover actions, and handover actions. The internal model of the leader in Section V-A helps understand the intention of the human, and the coupling model in Section V-B is responsible of adapting the motion of the robot to the observed behaviour.
VII. DISCUSSION
In this paper, we presented a CDS approach for learning agent-to-agent coordination from human demonstration. Our first contribution involved modelling the coordination between the arm movements of a person handing in the object and another person receiving it. The modelling of this action coupling extends upon previous work [10] of generating human-like behaviour of action-in-interaction scenarios to the agent reacting to on-going interactions (follower). The second contribution relates to the unconscious synchronisation happening between two agents when collaborating in a shared goal. A coupling dynamical system was applied to model the intricacies between arm motions during a handover movement. Two separate coupling functions were gathered from human demonstrations and allowed for a detailed understanding of human awareness of action intention during action observation. The third contribution focused on developing controllers from the computational models for a robotic humanoid robot in order to: (i) understand from the human arm motion the intention for handing an object, and (ii) for a handover action, behave in a biologically inspired way to receive the object legible for the human.
In the future we intend to extend this work to fulfill a complete non-verbal communication model. The integration of the motor coordination with the visual feedback would allow for a visual-motor agent-to-agent coordination which is a fare representation of how humans interact with the world and others. Another step that would be important to complement the motor coordination, is to understand the coupling of the grip aperture with the arm motion during handover actions. Fig. 6 : HRI experiment involving a human handing over an object to the iCub. This experiment exemplifies the adaptability to human behaviour. The human begins by placing the object in front of the robot and, due to the coupling functions, the action is not recognized as handover, so the robot does not interact with the human. Only when the action is recognized as a handover does the robot behave to receive the object. The HRI experiments are demonstrated in the complementary video.
