Ferroelectrics

Fuzzy time-delay systems
In this section, we introduce Takagi-Sugeno fuzzy systems with discrete, neutral and distributed delays. Consider the Takagi-Sugeno fuzzy time-delay model, described by the following IF-THEN rule:
IF
ξ 1 is M i1 and ··· and ξ p is M ip , THENẋ(t) − (A ni + ∆A ni )ẋ(t − γ)=(A i + ∆A i )x(t)+(A di + ∆A di )x(t − α(t))
x(s)ds +(B i + ∆B i )u(t), y(t)=C i x(t), i = 1, ···, r where α(t), β and γ are time-varying discrete delay, constant distributed delay, and constant neutral delay, respectively. They may be unknown but they satisfy 0 ≤ α(t) ≤ α M ,α(t) ≤ d < 1, 0 ≤ β ≤ β M ,0≤ γ ≤ γ M where α M , d, β M and γ M are known numbers. x(t) ∈ℜ n is the state and u(t) ∈ℜ m is the input. The matrices A i , A di , A ni , B i and D i are of appropriate dimensions. r is the number of IF-THEN rule. M ij is a fuzzy set and ξ 1 , ···, ξ p are premise variables. We set ξ = ξ 1 , ···, ξ p T and ξ(t) is assumed to be available. The uncertain matrices are of the
where H i , E 1i , E 2i , E 3i , E bi and E di are known matrices of appropriate dimensions, and each F i (t) is unknown real time varying matrices satisfying F T i (t)F i (t) ≤ I, i = 1, ···, r. The system is defined as follows:
λ i (ξ(t)) (A i + ∆A i )x(t) +(A di + ∆A di )x(t − α(t)) + (D i + ∆D i ) t t−β x(s)ds +(B i + ∆B i )u(t) ,
λ i (ξ(t))C i x(t) (1) where λ i (ξ)=
, µ i (ξ)=∏ q j=1 M ij (ξ j ) and M ij (·) is the grade of the membership function of M ij . We assume µ i (ξ(t)) ≥ 0, i = 1, ···, r, ∑ r i=1 µ i (ξ(t)) > 0 for any ξ(t). Hence λ i (ξ(t)) satisfy λ i (ξ(t)) ≥ 0, i = 1, ···, r, ∑ r i=1 λ i (ξ(t)) = 1 for any ξ(t). We consider the sampled-data control input. It may be represented as delayed control as follows:
where u d is a zero-order control signal and the time-varying delay 0 ≤ h(t)=t − t k is piecewise linear with the derivativeḣ(t)=1 for t = t k . A sampling time t k is the time-varying sampling instant satisfying 0 < t 1 < t 2 < ··· < t k < ···. Sampling interval h k = t k+1 − t k may vary but it is bounded. Thus, we assume h(t) ≤ t k+1 − t k = h k ≤ h M for all t k where h M is known constant. We consider the following rules for a controller: where K i is to be determined. Then, the natural choice of a controller is given by
We represent a piecewise control law as a continuous-time one with a time-varying piecewise continuous(continuous from the right) delay h(t). Hence, we look for a state feedback controller of the form
that robustly stabilizes the system (1).The system is said to be robustly stable if it is asymptotically stable for all admissible uncertainties. The closed-loop system (1) with (3) becomeṡ
When we consider a nominal system, we havė
Stability analysis
First, we make stability analysis of the nominal closed-loop system (4).
Theorem 3.1 Given control gain matrices K i , i = 1, ···, r, the closed-loop system (4) is asymptotically stable if there exist matrices 
where
Proof: First, it follows from the Leibniz-Newton formula that the following equations hold for any matrices N ij , S ij , M ij , V ij , W ij and O ij , the forms of which are given in Theorem 3.1. where
It is also clear from the closed-loop system (4) that the following is true for any matrix T.
Now, we consider the following Lyapunov-Krasovskii functional:
and
We take the derivative of V(x t ) with respect to t along the solution of the system (4) and add the left-hand-sides of (6)- (12): 
where (5) is satisfied, then by Schur complement formula we have
If (14) holds, we have ∑
and the last five terms in (13) are all less than 0. This proves that conditions (5) suffice to show the asymptotic stability of the system (4).
Sampled-data control design
In this section, we seek a design method of a sampled-data control for fuzzy time-delay systems based on Theorem 3.1. Unfortunately, however, Theorem 3.1 does not give feasible LMI conditions for obtaining state feedback control gain matrices K i . To this end, we take an appropriate congruence transformation to obtain feasible LMI conditions and a design method of a sampled-data state feedback controller. 
In this case, state feedback control gains in (2) are given by
Proof:
We let T i = ρ iL , i = 1, ···, 9 where each ρ i is given andL is defined later, and substitute them into (5). If (5) holds, it follows that (9, 9)-block of Φ 11ij must be negative definite. It follows that T 9 + T T 9 = ρ 9 (L +L T ) < 0, which implies thatL is nonsingular. Then, we definē
, we obtain Θ ij in (15) where we let G j = K j L T . If the conditions (15) hold, state feedback control gain matrix K i is obviously given by (16) . We extend the result to the case of the uncertain system (1). The following lemma is necessary to prove Theorem 4.3. (10)) Given matrices Q = Q T , H, E and R = R T > 0 of appropriate dimensions
for all F(t) satisfying F T (t)F(t) ≤ R if and only if there exists a scalar ε > 0 such that
Theorem 4.3 Given scalars ρ i , i = 1, ···,9, the sampled-data controller (2) robustly stabilizes the uncertain system (1) if there exist matricesP i > 0, 2, 3 , L, G j , j = 1, ···, r, and
and scalars ε ij > 0, i, j = 1, ···, r such that
where Θ ij is given in Theorem 4.1, and
In this case, state feedback control gains in (2) are given by (16).
Proof: Replacing
It follows from Lemma 4.2 that the above LMIs hold if and only if there exist ε ij > 0 such that
Applying the Schur complement formula, we have (17). 
Numerical examples for controller design
Let us design robust sampled-data controllers for the system (1) with the following matrices. 
Application to observer design
In this section, using the results in the previous sections we consider an observer design for the system (1), which estimates the state variables of the system using sampled-data measurement outputs. Here, we assume that the system does not contain any uncertain parameters so that it is given bẏ where all the time delays are assumed to be measurable. The sampled-data measurement output may be represented as delayed measurement as follows:
where y d is a zero-order measurement signal and the time-varying delay 0 ≤ h(t)=t − t k is piecewise linear with the derivativeḣ(t)=1 for t = t k as before. We consider the following rules for a system to estimate the state variables:
wherex is the estimated state andK = ∑ r j=1 λ j (ξ(t k ))K j is an observer gain to be determined. Then, the overall system is given bẏx
(20) where we see the measurement output as
It follows from (18), (19) and (20) that the error e(t)=x(t) −x(t) satisfieṡ
We shall find conditions for (21) to be asymptotically stable. In this case, (20) becomes an observer for the system (18) and (19). The following theorem gives conditions for the error system (21) to be asymptotically stable. 
Φ 111 00 0 0 0 0 P 2 P 1 000 0 0 00 0 0 00 −R 00 0 0 00 000−(1 − d)Q 1 00 0 0 0 000 0 0 00 −P 2 0 000 0 0−Q 2 00 0 000 0 0 00 0 0 Proof: Proof is similar to that of Theorem 3.1. We first note that the following is true for any matrix T.
Now, we take the derivative of V(e t ), which is defined as V(x t ) with replacing x t by e t ,with respect to t along the solution of the error system (21) and add the left-hand-sides of (6)- (11) with replacing x by e and (23):
where (22) is satisfied, then by Schur complement formula we have
If (25) holds, we have ∑ 
such that
Θ 111 00 0 0 0 0 P 2 P 1 000 0 0 00 0 0 00 −R 00 0 0 00 000−(1 − d)Q 1 00 0 0 0 000 0 0 00 −P 2 0 000 0 0−Q 2 00 0 000 0 0 00 0 0 
In this case, observer gains in (20) are given bȳ
Proof: We let T i = ρ iL , i = 1, ···, 9 where each ρ i is given andL is defined later, and substitute them into (26). If (26) holds, it follows that (9, 9)-block of Θ 11ij must be negative definite. It follows that T 9 + T T 9 = ρ 9 (L +L T ) < 0, which implies thatL is nonsingular. Then, we calculate Θ ij = ΣΦ ij Σ T with Σ = diag [ LLLLLLLLLLLLLLL] , and obtain Θ ij in (26) where we let G j = LK j . If the conditions (26) hold, observer gain matrixK i is obviously given by (27).
Numerical examples for observer design
Let us design sampled-data observers for the system (18) and (19) with the following matrices. 
Conclusion
In this paper, robust sampled-data control and observer design for uncertain fuzzy systems with discrete, neutral and distributed delays has been considered. Less conservative robust stability conditions were obtained as LMI conditions via time-varying delay system approach. Then, a controller design method was proposed via LMI conditions. As a dual result, an observer design method was also given. Finally, some examples were given to illustrate our design approach. 
