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Tato práce se zabývá automatickou kategorizací fotografií podle obrazového obsahu. Cí-
lem práce bylo experimentovat s pokročilými technikami reprezentace obrazu a vytvoření
klasifikátoru, který je schopen zpracovat s dostatečnou přesnosí a rychlostí velkou sadu ob-
razových dat. Základní řešení s využitím vizuálních slovníků je obohaceno o dělení obrazu
na části se samostatným zpracováním, využití barevných příznaků pro popis obrazu, měkké
přiřazení vizuálních slov k extrahovaným příznakovým vektorům a využití segmentace při
budování vizuálního slovníku. Pro dosažní efektivity klasifikátoru jsou využity lineární SVM
s explicitním vložením dat. Závěr práce je věnován experimentům se zmíněnými technikami
a vyhodnocování výsledků kategorizace při jejich použití.
Abstract
This thesis deals with content based automatic photo categorization. The aim of the work is
to experiment with advanced techniques of image represenatation and to create a classifier
which is able to process large image dataset with sufficient accuracy and computation
speed. A traditional solution based on using visual codebooks is enhanced by computing
color features, soft assignment of visual words to extracted feature vectors, usage of image
segmentation in process of visual codebook creation and dividing picture into cells. These
cells are processed separately. Linear SVM classifier with explicit data embeding is used for
its efficiency. Finally, results of experiments with above mentioned techniques of the image
categorization are discussed.
Klíčová slova
kategorizace fotografii, tagování, lokální příznaky, význačné body, SURF, SIFT, experi-
menty, vizuální slovník, vizuální slovy, shlukování, k-means, k-dimenzionální strom, bag
of words, support vector machines, klasifikátor, dělení obrazu, barevné příznaky, barevné
korelogramy, měkké přirazení, segmentace obrazu, knihovna OpenCV
Keywords
photo categorization, tagging, local features, interesting points, SURF, SIFT, experiments,
visual codebook, visual word, clustering, k-means, k-dimensional tree, bag of words, sup-
port vector machines, classifier, dividing of image, color features, color correlograms, soft
assignment, image segmentation, OpenCV library
Citace
Martin Veľas: Automatické třídění fotografií podle obsahu, diplomová práce, Brno, FIT VUT
v Brně, 2013
Automatické třídění fotografií podle obsahu
Prohlášení
Prohlašuji, že jsem tento semestrální projekt vypracoval samostatně pod vedením Ing. Mi-
chala Španěla. Všechny literární zdroje a publikace, které jsem použil, jsou uvedeny v
seznamu použité literatury.




Chci poděkovat svému konzultantovi Ing. Michalu Španělovi za pomoc a cenné rady při
tvorbě této práce. Dále Ing. Michalu Hradišovi za poskytnutí obrazových dat a Ing. Tomáši
Kašpárkovi za pomoc při distribuci výpočtů. Poděkování patří také mojí rodině a přátelům
za trpělivost a podporu.
c© Martin Veľas, 2013.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Kategorizácia obrazu 5
2.1 Tradičný postup kategorizácie . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Príznaky obrazu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Vizuálny slovník . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Zhlukovanie v k-dimenzionálnom priestore . . . . . . . . . . . . . . . . . . . 12
2.5 Bag Of Words a Support Vector Machines . . . . . . . . . . . . . . . . . . . 15
3 Segmentácia obrazu 19
3.1 Segmentácia s využitím grafových algoritmov . . . . . . . . . . . . . . . . . 19
3.2 Spájanie segmentov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 State of the Art 23
4.1 Delenie obrazu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Reprezentácie a alternatívy vizuálneho slovníka . . . . . . . . . . . . . . . . 23
4.3 Jemný slovník a pravdepodobnostné vzťahy medzi vizuálnymi slovami . . . 23
4.4 The Pascal Visual Object Classes Challenge . . . . . . . . . . . . . . . . . . 25
5 Návrh riešenia 27
5.1 Vizuálny slovník . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.2 Vzťahy medzi vizuálnymi slovami určené s využitím segmentácie obrazu . . 31
5.3 Klasifikátor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6 Implementácia 33
6.1 OpenCV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.2 Formát ukladaných dát – YAML . . . . . . . . . . . . . . . . . . . . . . . . 34
6.3 Popis jednotlivých aplikácií a ich použitia . . . . . . . . . . . . . . . . . . . 35
6.4 Lineárne support vector machines – LIBLINEAR . . . . . . . . . . . . . . . 39
6.5 Sun Grid Engine – SGE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
7 Výsledky experimentov 42
7.1 Popis vyhodnotenia experimentov . . . . . . . . . . . . . . . . . . . . . . . . 42
7.2 Základné riešenie s využitím Inversed Document Frequency . . . . . . . . . 44
7.3 Explicitné vkladanie dát . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.4 Využitie množín alternatívnych vizuálnych slov . . . . . . . . . . . . . . . . 46
7.5 Vzťahy medzi vizuálnymi slovami pre mäkké priradenie . . . . . . . . . . . 47
7.6 Delenie obrazu a použitie farebných korelogramov . . . . . . . . . . . . . . . 48
1
7.7 Vzájomné porovnanie výsledkov uvedených experimentov . . . . . . . . . . 49
7.8 Porovnanie s výsledkami Pascal VOC . . . . . . . . . . . . . . . . . . . . . 50
8 Záver 51





Ľudia v dnešnej dobe žijú v informačnej spoločnosti - každý deň sa stretávame s infor-
máciami, ktoré prijímame, spracúvame a využívame. Tieto informácie k nám prichádzajú
v rôznej podobe a už tradične sa nimi pracuje s využitím výpočtovej techniky. Nevyhnut-
nosťou je informácie zotriediť, označiť či iným spôsobom organizovať.
Táto práca sa zaoberá automatickým triedením fotografií do jednotlivých kategórií na
základe ich obrazového obsahu. Okrem tohto faktoru môžu byť fotografie organizované na
základe dátumu ich vytvorenia, prípadne podľa iných prívlastkov, ktoré im priradia manu-
álne samotní užívatelia (napr. na sociálnych sieťach). Takáto organizácia je však irelevantná,
pokiaľ je fotografia vyhľadávaná s ohľadom na jej obsah a taktiež automatizácia organizácie
predstavuje úsporu času užívateľa.
Práca vychádza z bakalárskej práce[25] na rovnakú tému a je rozšírená o ďalšie techniky
spracovania a kategorizácie obrazu.
Hlavným cieľom práce je vytvoriť systém ktorý bude schopný s využitím dostupných
knižníc zaraďovať fotografie do vopred zvolených kategórii len na základe samotnej fotogra-
fie bez dodatočných informácií. Hlavnými požiadavkami na na tento systém je spoľahlivosť
a taktiež možnosť efektívneho experimentovania s reprezentáciami fotografie pomocou rôz-
nych typov vizuálnych slovníkov a rôznymi prístupmi samotnej klasifikácie.
Pri návrhu riešenia boli využité techniky extrakcie a práce s obrazovými príznakmi,
ktoré vychádzajú z tradičných prístupov kategorizácie obrazu, ale aj z novších publikácií.
Moderné prístupy zvyšujú robustnosť, spoľahlivosť i rýchlosť aplikácie. Experimentovanie
s nimi je teda cestou pre získanie optimálneho riešenia.
Experimenty boli zamerané predovšetkým na rôzne prístupy tvorby vizuálneho slovníka
a teda aj reprezentácie obrazu. Ide o tvorbu hierarchického slovníka a využitie segmentácie
obrazu pre určenie miery vzťahu medzi jednotlivými vizuálnymi slovami. Experimenty ďalej
overili schopnosť efektívneho spracovania veľkej obrazovej databázy s využitím lineárnych
klasifikátorov a explicitného vkladania dát.
V nasledujúcej kapitole Kategorizácia obsahu budú predstavené jednotlivé použité tech-
niky a taktiež popis ich teoretického základu. V kapitole 3 – Segmentácia obrazu budú
popísané základné prístupy tohoto typu spracovania obrazu. Kapitola 4 – State of the art
obsahuje zhrnutie postupov, ktoré sú v súčasnej dobe využívané v oblasti kategorizácie
obrazu. Kapitola 5 – Návrh riešenia obsahuje výber metód použitých v tejto práci, ich pre-
pojenie a návrh testov ich fungovania. Implementácia, ktorá vychádza z uvedeného návrhu
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je popísaná v kapitole 6 – Implementácia. Výsledky práce sú podrobne uvedené v kapitole
7.1.2. Zhrnutie dosiahnutých výsledkov celkové zhodnotenie a možné rozšírenia práce sa




Klasifikácia obrazu zahŕňa široké spektrum problémov, medzi ktoré patrí predovšetkým
vhodná reprezentácia obrazu príznakovým vektorom a následné trénovanie a použitie kla-
sifikátora. V celom procese sa využívajú algoritmy strojového učenia, špecializované dátové
štruktúry a prístupy prebrané z oblastí dolovania informácií z textu.
Základná idea vychádza z článku [9], ktorý popisuje tradičnú reprezentáciu obrazu po-
mocou inverzného dokumentu. V nasledujúcej kapitole sú bližšie priblížené jednotlivé po-
stupy klasickej klasifikácie obrazu a taktiež prístupy, ktoré tento prístup inovujú.












Obrázek 2.1: Schéma systému kategorizácie obrazu.
Systémy kategorizácie fotografií podľa obrazového obsahu sa v súčasnej dobe riadia
modelom, ktorý je znázornený na obrázku 2.1. Vstupom je fotografia, ktorá nenesie žiadne
dodatočné informácie o svojom obsahu. Výstupom je informácia o jedenej alebo viacerých
kategóriách, do ktorých fotografia patrí. Tejto informácii sa v anglickej literatúre hovorí aj
tag. Proces samotnej kategorizácie obsahuje tieto základné kroky:
1. Načítanie fotografie, detekcia a extrakcia príznakov význačných bodov.
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2. Priradenie každého príznakového vektoru ku konkrétnemu slovu vizuálneho slovníka
(na základe vzdialenosti vektorov).
3. Vytvorenie histogramu početnosti výskytu vizuálnych slov vo fotografii – Bag Of
Words (skr. BOW), pričom významnosť slov môže byť ovplyvnená váhami.
4. predanie histogramu klasifikátoru, ktorý s určitou pravdepodobnosťou klasifikuje fo-
tografiu do triedy.
Uvedený postup sa premietol aj do implementácie v knižnici OpenCV [1], ktorá obsahuje
triedy pre vytvorenie vizuálneho slovníka z množiny deskriptorov, a jeho využitie pri popise
fotografie histogramom bag of words. Rovnako obsahuje triedy, ktoré impelmentujú (resp.
tvoria API existujúcej implementácii) SVM a taktiež neurónovej siete backpropagation.
2.2 Príznaky obrazu
Prvým krokom kategorizácie obrazu je extrakcia príznakov (features) pomocou ktorých
je charakterizovaný a popisovaný obrazový obsah. Tie môžu mať buď lokálny charakter
alebo popisujú obrázok ako celok. V konečnom dôsledku majú príznaky charakter číselného
vektoru.
Lokálne príznaky (SIFT[18], SURF[3], . . . ) popisujú jednotlivé body obrazu. Vyhľadanie
odpovedajúcich diskrétnych bodov obrazu môže byť rozdelené do troch hlavných krokov [3].
Najprv sú vyhľadané význačné (kľúčové) body na miestach, ktoré sú pre obraz určujúce,
ako napríklad prechody, bloby alebo T-križovatky. Najdôležitejšou vlastnosťou detektoru
význačných bodov je jeho opakovateľnosť (repeatibility). Opakovateľnosť znamená, že daný
detektor vie spoľahlivo vyhľadať fyzicky rovnaké význačne body bez ohľadu na rôzne pod-
mienky pohľadu.
Obrázek 2.2: Príklad detekovaných význačných bodov obrázku metódou SURF
Pri klasifikácii istých obrázkov môže byť s výhodou použitá opačná technika – tzv. dense
sampling , ktorá je demonštrovaná na obrázku 2.3. Obraz je delený na malé pravidelné časti
v ktorých sú extrahované lokálne príznaky[22]. Toto delenie má za následok rovnomernejšie
rozprestrenie význačných bodov po fotografii. To môže byť užitočné, ak sú pre určitú foto-
grafiu charakteristické homogénne plochy (napr. nebo, voda, more, pláž, . . . ), keďže klasická
detekcia význačných bodov takého plochy diskriminuje.
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Obrázek 2.3: Dense sampling.
Ďalej je okolie každého bodu reprezentované príznakovým vektorom. Tento deskriptor




• a fotometrickým deformáciám
Nakoniec sú vyhľadávané odpovedajúce príznakové vektory medzi odlišnými obrázkami.
Hľadanie zhody je založené na vzdialenosti medzi vektormi v priestore – napr. Mahalano-
bisova alebo Euklidova vzdialenosť.
Dimenzia vektorov ma priamy dopad na na čas, ktorý tieto činnosti zaberú a teda
nižšie dimenzie sú žiadúce pre rýchle spracovanie. Tieto nízko-dimenzionálne príznakové
vektory majú vo všeobecnosti nižšiu rozlišovaciu schopnosť ako ich vysoko-dimenzionálne
náprotivky.
Na druhej strane existujú príznaky, ktoré obraz popisujú ako celok. Ide predovšetkým
o príznaky založené na analýze farebnosti obrazu (farebné histogramy, korelogramy, . . . ).
2.2.1 SIFT
Metóda generovania lokálnych príznakových vektorov SIFT (Scale Invariant Feature Trans-
form) bola prezentovaná už v roku 1999[18]. Metóda transformuje vstupný obraz na veľkú
sadu príznakových vektorov, ktoré sú invariantné voči posuvu, zmene mierky (scale) a rotá-
cii. Taktiež sú čiastočne invariantné voči affinným transformáciám a 3D projekcii. Príznaky
SIFT sa snažia dosiahnuť vlastnosti, ktoré majú odozvy neurónov spánkového laloku, kde
sa nachádzajú centrá zraku primátov.
Základná schéma extrakcie pozostáva z viacúrovňového filtrovania vstupného obrazu
pre lokalizovanie kľúčových bodov. Tie sa nachádzajú na miestach extrémov funkcie DoG
(Difference-of-Gaussians), ktorá aproximuje použitie Laplaciánu na obraz vyhladený Gaus-
sovou funkciou. Každý takto nájdený bod je ďalej spracovávaný pre generovanie príznako-
vého vektoru. Ten popisuje lokalitu v obraze okolo daného bodu.
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Detekcia kľúčových bodov
Staršie prístupy, ktoré sa snažili riešiť túto úlohu používali detektory hrán (napríklad Harri-
sov detektor) pre vyhľadanie oblastí v obraze, ktoré spĺňajú požiadavky na opakovateľnosť.
Hlavným problémom týchto prístupov je ten, že obraz prehľadávajú len v jedinej mierke,
čo sa snaží metóda SIFT odstrániť.
Kľúčové body sú teda identifikované ako extrémy funkcie DoG, ktorá je aplikovaná
na obraz v priestore jeho mierok (scale space). Efektívna implementácia tejto úlohy je
možná s použitím pyramídy obrazov, kde je každá úroveň prevzorkovanou verziou susednej.
Obraz na danej úrovni pyramídy je určený ako rozdiel dvoch rôzne gaussovsky vyhladených
obrazov rovnakého rozlíšenia.
Keďže 2D Gaussova funkcia je separovateľná, je možné jej výpočet efektívne realizo-
vať pomocou dvoch priechodov 1D Gaussovej funkcie (rovnica 2.1). Vyhladenie obrazu so
smerodajnou odchýlkou σ =
√








Vstupný obraz je najprv konvoluovaný s Gaussovou funkciou s parametrom σ =
√
2,
čoho výsledkom je obraz A. Na ten je následne opäť použitá rovnaká konvolúcia, pre získanie
obrazu B. DoG funkcia je potom určená ako rozdiel obrazov B −A s pomerom 2√
2
= 2.
Vstupný obraz pre výpočet ďalšej úrovne pyramídy je získaný pomocou bilineárnej in-
terpolácie so vzdialenosťou 1, 5 medzi pixelmi. Interpolácia je aplikovaná na už vyhladený
obraz B. Uvedený koeficient 1, 5 spôsobí, že nové body obrazu budú konštantnou lineárnou
kombináciou 4 susedných bodov. Okrem efektívneho výpočtu tým budú naviac minimali-
zované artefakty spôsobené aliasingom.
Extrémy sú ďalej vyhľadávané v jednotlivých úrovniach tejto pyramídy. Pokiaľ ma bod
obrazu v danej úrovni väčšiu (menšiu) hodnotu, ako všetky ostatné body jeho 8-okolia,
hľadanie sa presúva k najbližšiemu bodu vo vyššej úrovni pyramídy. Ak bod aj na tejto
úrovni zostáva extrémom, hľadanie sa posúva opäť vyššie. Detekcia týmto spôsobom je
rýchla, keďže väčšina bodov je eliminovaných po niekoľkých porovnaniach.
Kvôli počiatočnému vyhladzovaniu by boli zo vstupného obrazu odstránené najvyššie
priestorové frekvencie. Tento problém je možné vyriešiť tým, že je obraz dvakrát zväčšený
(bilineárnou interpoláciou) ešte pred budovaním pyramídy.
Extrakcia deskriptorov
Pre extrakciu príznakových vektorov je ako vstup výpočtu použitý obraz A (viď. popis
hore). Pre hodnotu každého pixelu Ai,j je s využitím diferencie susedných pixelov určená
magnitúda (veľkosť) Mi,j a smer Ri,j gradientu (rovnice 2.2 a 2.3).
Mi,j =
√
(Ai,j −Ai+1,j)2 + (Ai,j −Ai,j+1)2 (2.2)
Ri,j = atan2(Ai,j −Ai+1,j , Ai,j+1 −Ai,j) (2.3)
Robustnosť voči rozdielnym svetelným podmienkam je dosiahnutá prahovaním magnit-
údy gradientu. Ako prah je zvolená hodnota 0.1 × maximálna možná magnitúda. Každému
kľúčovému bodu je priradená kanonická orientácia pre dosiahnutie invariancie voči rotá-
cii. Naviac, pre dosiahnutie stability voči rozdielnemu osvetleniu a kontrastu, je orientácia
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určená ako výbežok v histograme lokálnych orientácii. Ten je vypočítaný použitím Gaussov-
ského váhovacieho okna na okolité body. Smer gradientu určuje jeden z 36 binov histogramu
(pokrývajúcich 360◦) a váhovaná magnitúda určuje príspevok do histogramu.
Kruhová oblasť s polomerom 8 pixelov okolo kľúčového bodu je rozdelená pomocou
rovnomernej mriežky 4×4[15, 18]. V každej bunke tejto mriežky je určený histogram gradi-
entov. Rovnako ako v predchádzajúcom prípade magnitúda udáva príspevok do histogramu
a orientácia určuje jeden z 8 binov histogramu. Pre dosiahnutie invariancie voči rotácii je
orientácia gradientu braná relatívne voči orientácii v kľúčovom bode (odčítaním). Konka-
tenáciou týchto histogramov je získaný príznakový vektor SIFT.
Rovnaký postup je použitý aj vo vyššej úrovni pyramídy o oktávu vyššie (t.j. o 8 úrovní).
Tu je už ale použitá mriežka 2× 2. Výsledný príznakový vektor SIFT má teda 8× 4× 4 +
8× 2× 2 = 160 prvkov.
2.2.2 SURF
SURF (Speeded-Up Robust Features) patrí do kategórie lokálnych príznakov. Zahŕňa jednak
detektor význačných bodov, ale aj extraktor samotného príznakového vektoru.
Cieľom autorov bolo vyvinúť detektor i deskriptor tak, aby boli v porovnaní s moder-
nými technikami výpočtovo rýchle, ale popri tom nestrácali na výkonnosti [3]. V zmysle
naplnenia týchto cieľov bolo potrebné nájsť rovnováhu medzi požiadavkami – zjednodušiť
schému detekcie význačných bodov pri zachovaní jej presnosti a zároveň redukovať veľkosť
príznakového vektoru pri zachovaní dostatočnej rozlišovacej schopnosti.
V experimentoch na porovnávacích sadách dát SURF detektor i deskriptor dosahoval
nielen vyššiu rýchlosť, ale aj vyššiu opakovateľnosť a na základe toho aj vyššiu rozlišovaciu
schopnosť.
Obrázek 2.4: Porovnanie úspešnosti hľadania odpovedajúcich dvojíc bodov metódou hľada-
nia najbližšieho suseda pre rôzne schémy extrakcie deskriptorov. Vyhodnotené na základe
význačných bodov určených metódou SURF. Priemerné hodnoty boli určené podľa 8 párov
obrázkov Mikolajczykovej databázy[3].
Detekcia význačných bodov a extrakcia deskriptor metódy SURF je zameraná na inva-
rianciu voči zmene mierky obrazu a rovinnému otáčaniu. Tento fakt sa zdá byť vhodným
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kompromisom medzi zložitosťou príznakov a robustnosťou voči bežne sa vyskytujúcim de-
formáciám.
Skosenie obrazu, anizotrópna zmena mierky a perspektívne efekty sú považované za
druhotriedne efekty ktoré sú pokryté do určitej miery celkovou robustnosťou deskriptorov.
Kvôli možným fotometrickým deformáciám je zvolený jednoduchý lineárny model s of-
setom a kontrastnou zmenou. Detektor ani deskriptor metódy SURF nepoužíva informáciu
o farbe obrazu.
2.2.3 Farebné korelogramy
Popri lokálnych príznakoch existujú metódy, ktoré sú schopné popisu obrazu ako celku.
Ide o metódy založené na histogramoch. Farebné histogramy sú jednou zo starších metód
indexovania a vyhľadávania založenom na obsahu obrazu [24].
Jeden zo známych problémov farebných histogramov je to, že neobsahujú žiadne infor-
mácie o priestorovom rozložení v obraze, čo veľmi obmedzuje ich rozlišovaciu schopnosť.
Novšie výskumy vyvinuli lepšiu techniku s vyššou rozlišovacou schopnosťou zvanú farebné
korelogramy. Tie preukázali výrazné vylepšenie oproti tradičným farebným histogramom.
Formálne je farebný korelogram C obrazu Z(x, y), x = 1, 2, ...,M, y = 1, 2, ..., N defino-
vaný ako pravdepodobnosť P :
C(i, j, k) = P (Z(x1, x2) ∈ C1|Z(x2, y2) ∈ Cj), (2.4)
k = max{|x1 − x2|, |y1 − y2|}, (2.5)
kde obrázok Z(x, y) je kvantovaný na fixný počet farieb C1, C1, ..., CL a vzdialenosť medzi
dvoma bodmi k ∈ {1, 2, ...,K} je a priori fixná. Inak povedané je farebný korelogram prav-
depodobnosť spojeného výskytu dvoch bodov, pričom jeden patrí k farbe Ci a druhý k farbe
Cj .
Veľkosť korelogramu je O(L2K). Pre redukciu úložného priestoru sa možno zamerať
na farebné auto-korelogramy kde i = j a ich veľkosť je teda O(LK) [21]. Obrázok 2.5
demonštruje konštrukciu farebného auto-korelogramu.
Obrázek 2.5: Konštrukcia farebného auto-korelogramu.
Podrobný výpočet farebného autokorelogramu je uvedený v algoritme 1.
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Algoritmus 1: Výpočet farebného auto-korelogramu
Input: RGB maticová reprezentácia obrazu O, veľkosť okolia k a počet farieb pre
kvantovanie obrazu f
Output: Farebný auto-korelogram
1 O := O.kvantovanie(f)
2 histogram := Array[colors]
3 denominator := Array[colors]
4
5 foreach O as bod do
6 foreach bod.okolie(k) as sused do
7 if sused.farba == bod.farba then
8 histogram[bod.farba]++;
9 denominator[bod.farba] += bod.okolie.veľkosť;
10 for i = 1 to f do
11 histogram[i] /= denominator[i];
12 return histogram;
2.3 Vizuálny slovník
Automatická kategorizácia podľa obrazového obsahu, či vyhľadávanie fotografií na jeho zá-
klade predstavujú paralelu voči úlohám spracovania prirodzeného jazyka, kde sa na základe
textového obsahu snažíme určiť, o čom ten-ktorý článok či dokument pojednáva.
Jednotlivé fotografie predstavujú dokumenty a deskriptory význačných bodov prestavujú
vizuálne slová. Množina všetkých vizuálnych slov tvorí vizuálny slovník. Podľa výskytu vi-
zuálnych slov fotografiu popíšeme a pri požiadavku na kategorizáciu fotografie je na základe
tohto popisu určený tag – čiže kategória.
Existujú dva extrémne prístupy k vytváraniu vizuálneho slovníku a teda aj k jeho
používaniu[9]. Jeden extrém je ten, že každý deskriptor kategorizovanej fotografie je porov-
návaný so všetkými deskriptormi trénovacej sady dát. To je dosť nepraktické, keďže počet
trénovacích deskriptorov je obrovský (závisí na veľkosti trénovacej sady, ale vo všeobec-
nosti siaha rádovo na stovky tisíc). Ďalším extrémom je pokus o identifikovanie malého
počtu veľkých
”
zhlukov“, ktoré majú veľkú rozlišovaciu silu (avšak vyššie výpočtové ná-
klady). V reálnych aplikáciach existuje snaha o kompromis medzi presnosťou a výpočtovou
efektivitou, ktorý sa dosahuje strednou veľkosťou zhlukovania.
2.3.1 Term frequency× inversed document frequency
Technika váhovania tf-idf je veľmi často používaná v oblasti získavaní informácií a dolovaní
textov[27]. Táto váha je štatisticky určená pre vyjadrenie faktu, ako je určité slovo dôležité
v rámci kolekcie dokumentov. Významnosť slova rastie s počtom výskytov tohto slova,
ale zároveň je ovplyvnená frekvenciou jeho výskytu v sade dokumentov. Napríklad slovo,
ktoré sa vo veľkom počte vyskytuje v dokumentoch istej témy, je pre určenie tejto témy
významné. Ak sa však toto slovo vyskytuje často v rôznych dokumentoch rôznych kategórií
(napr. predložky, spojky, . . . ), nie je pre kategorizáciu významné.
Frekvencia výskytu tf určitého slova ti v dokumente dj je daná vzťahom 2.6, pričom ni,j
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Inverzná frekvencia slova ti idfi v množine dokumentov D je definovaná vzťahom 2.7.
idfi = log
|D|
|{d : d ∈ D, ti ∈ d}| (2.7)
Toto váhovanie je rovnako použiteľné pri kategorizácii obrazových dokumentov (foto-
grafií) na základe výskytu vizuálnych slov.
2.4 Zhlukovanie v k-dimenzionálnom priestore
Ako už bolo uvedené v 2.3, pre vytváranie praktických vizuálnych slovníkov je vhodné
deskriptory trénovacích dát zoskupiť do optimálne zvoleného počtu zhlukov. Stredy týchto
zhlukov budú následne reprezentovať vizuálne slová.
Úloha hľadania podobnosti medzi prvkami trénovacej množiny a ich zaradenie prvkov
s podobnými charakteristikami do zhlukov rieši počítačové učenie bez učiteľa. Systém ne-
dostáva žiadnu informáciu o správnosti klasifikácie – jedinou informáciou môže byť počet
zhlukov, do ktorých sa majú prvky trénovacej množiny zhlukovať. Prvky trénovacej množiny
sú reprezentované číselnými vektormi príznakov objektov. [28]
2.4.1 K-means
Táto metóda je najznámejšia a najpoužívanejšia metóda klasifikácie príkladov trénovacej
množiny do vopred daného počtu k zhlukov.
Algoritmus zaradí každý vektor do toho zhluku, ktorého stred je k danému vektoru
najbližšie. Učenie prebieha týmto spôsobom (viď. 2.6):
1. náhodne je vybraných k vektorov z trénovacej množiny, ktoré sú považované za stredy
zhlukov. Inicializácia stredov môže prebiehať týmto spôsobom náhodne, prípadne
môže byť využitý deterministický postup – napr. algoritmus kmeans++ od autorov
Arthur a Vassilvitskii.
2. každý prvok trénovacej množiny je priradený k najbližšiemu stredu zhluku
3. stredy zhlukov sú prepočítané a priradenie sa opakuje
4. učenie končí, ak sú všetky vektory zaradené do rovnakých zhlukov, prípadne dosi-
ahnutím inej koncovej podmienky (napr. maximálny počet iterácií alebo dosiahnutie
určitej presnosti)[28, 1]
2.4.2 Kd-tree
Vo fáze trénovania sú na základe extrahovaných lokálnych príznakov a následne pomocou
algoritmu k-means vytvorené vizuálne slová tvoriace slovník. Ten je počas vlastnej katego-
rizácie prehľadávaný pre určenie, ktoré slová sa v kategorizovanej fotografii nachádzajú.
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Obrázek 2.6: Postup metódy k-means[28]
Slovník je teda potrebné reprezentovať vhodnou dátovou štruktúrou – k - dimenzionálnym
stromom. Ide o multi-dimenzionálny vyhľadávací strom, kde k predstavuje dimenziona-
litu prehľadávaného priestoru[4]. Používa sa pre ukladanie informácií, pre ktoré je po-
trebné asociatívne vyhľadávanie v kolekcii záznamov. Každý záznam je usporiadaná k -tica
v1, v2, . . . , vk hodnôt, ktoré sú kľúčmi a atribútmi záznamu.
Každý uzol stromu pozostáva z:
• dvoch ukazateľov na synovské uzly
• vyhľadávacieho kľúča – jeden či viac čísel s plávajúcou desatinnou čiarkou, ktoré
reprezentujú umiestnenie záznamu či bodu v priestore
• dodatočné informácie (napr. pomenovanie záznamu a pod.)
Príklad štruktúry k-dimenzionáneho stromu (pre k = 2) je uvedený na 2.7. Pri konštrukcii
takéhoto binárneho stromu je vybraný jeden z rozmerov priestoru vybraného bodu, ktorý
delí zvyšné body na dve skupiny. Napríklad pre koreňový uzol vyberieme os x – všetky
body, ktoré majú menšiu hodnotu x-ovej súradnice, budú patriť do ľavého podstromu a
zvyšné do pravého podstromu. V nasledujúcej úrovni je priestor delený na základe y-ových
súradníc atď.[7]
Požiadavka na vyhľadanie záznamu sa nazýva dopyt – query[4]. Pri dopyte sú špeci-
fikované isté podmienky, ktorých splnenie je požadované od vyhľadávaného záznamu. Na
základe týchto požiadavkov rozlišujeme dopyty na prienik (intersection queries), dopyty na
úplnú či čiastočnú zhodu, dopyty na určité okolie (region queries) alebo na najbližšieho
suseda – neares neighbour queries.
Posledný zmienený dopyt je relevantný pre úlohu kategorizácie obrazu, keďže vo fáze
samotnej kategorizácie potrebujeme vyhľadať výskyt vizuálnych slov v obraze (záznamov
13
Obrázek 2.7: Príklad kd-tree pre k = 2[7]
kd-tree). Hľadáme slovo (prípadne slová), ktoré sú najbližšie – a teda najpodobnejšie – ex-
trahovanému príznakovému vektoru kategorizovanej fotografie. Hľadanie najbližšieho suseda
má empiricky určenú časovú zložitosť O(logn) pre n záznamov.
Ak máme danú funkciu vzdialenosti dvoch záznamov D, kolekciu záznamov B v k-
dimenzionálnom priestore a bod P v ňom, požadovaný najbližší sused Q je definovaný ako:
(∀R ≤ B){(R 6= Q)⇒ [D(R,P ) ≥ D(Q,P )]} (2.8)
2.4.3 Soft assigment
Pri kategorizácii fotografie dochádza ku kvantifikovaniu príznakových vektorov na množinu
vizuálnych slov, ktorá je tradične vytváraná cestou učenia bez učiteľa (k-means)[17]. Po-
dobné deskriptory teda končia
”
tvrdo priradené“ – hard assigned – k rovnakému vizuálnemu
slovu. Tento prístup je problematický z dôvodu veľkého množstva možných vzhľadov rov-
nakého objektu, rôznych uhlov pohľadu, svetelných podmienok, ale i kvôli samotnej variácii
objektov tej istej triedy.
Jeden z možných riešení tohto problému je tzv.
”
mäkké priradenie“ – soft assignment[6].
Pri tejto metóde namiesto hľadania jedného najbližšieho suseda (viď. 2.4.2) vyhľadáme na-
jbližších susedov niekoľko.
Významnosť jednotlivých susedov a teda aj ich príspevok ku konečnej klasifikácii môže








( ||x− cj ||2
m
) (2.9)
kde ci predstavuje najbližšieho suseda z k vyhľadaných najbližších susedov bodu (prízna-
kového vektoru) x. ||.||2 je L2 norma. Skalár m môže byť interpretovaný ako okraj hranice.
Nízke hodnoty m predstavujú
”





2.5 Bag Of Words a Support Vector Machines
Pri trénovaní ale i pri samotnej klasifikácii je fotografia reprezentovaná číselným vekto-
rom, ktorý je predaný ďalej klasifikátoru. Tento vektor predstavuje histogram početnosti
výskytu vizuálnych slov v danej fotografii – inverzný dokument bag of words (BOW). Počet-
nosti môžu by ďalej váhované na základe relevantonosti vizuálneho slova (napr. idf), alebo
váhou na základe vzdialenosti extrahovaného deskriptoru od samotného vizuálneho slova
pri použití mäkkého priradenia.
BOW môže byť ďalej spojený s iným číselným vektorom popisujúcim fotografiu – napr.
farebným histogramom, korelogramom – na rôznych úrovniach (pred klasifikáciou, počas
nej alebo spojením výstupov viacerých klasifikátorov)[15].
Klasifikátorom, ktorý určí na základe tohto vektoru kategóriu, môže byť napríklad ne-
urónová sieť alebo častejšie Support Vector Machines (SVM).
2.5.1 Support Vector Machines
SVM je technika výhodne použiteľná v oblasti klasifikácie, ktorá je považovaná za jedno-
duchšiu ako neurónove siete[16]. Úloha klasifikácie zahŕňa rozdelenie dát do trénovacej a
testovacej sady. Každá inštancia trénovacej sady pozostáva z
”
cieľovej“ hodnoty (napr. čísla
kategórie) a niekoľkých atribútov (napr. príznaky, pozorované premenné). Cieľom SVM je
vytvoriť model založený na trénovacích dátach, ktorý je schopný predikovať cieľové hodnoty
pre testovacie dáta založené na ich atribútoch.
Daná trénovacia sada dát obsahuje dvojice:
(xi, yi), i = 1, . . . , l kde x ∈ Rn a y ∈ {1,−1}l (2.10)
Použitie SVM vyžaduje potom riešenie optimalizačného problému, pri ktorom sú tréno-
vacie vektory xi namapované do vyššie-dimenzionáneho priestoru funkciou φ. SVM hľadá
lineárnu deliacu nadrovinu v tomto vyššie-dimenzionálnom priestore.
Funkcia
K(xi,xj) ≡ φ(xi)Tφ(xj) (2.11)
sa nazýva jadro (kernel) a vyjadruje mieru rozdielnosti príznakových vektorov. SVM
používa tieto štyri základné jadrá:
• lineárne: K(xi,xj) = xiTxj.
• polynomiálne: K(xi,xj) = (γxiTxj + r)d, γ > 0.
• s radial basis funkciou (RBF): K(xi,xj) = exp(−γ||xi − xj||2), γ > 0.
• sigmoidálne: K(xi,xj) = tanh(γxiTxj + r).
Kde γ, r, d sú parametre jadra. Tieto parameter by mali byť vhodne zvolené vzhľadom
na cross validáciu, ktorej cieľom je identifikovať tieto parametre pre primerané určovanie
cieľovej hodnoty – neznámych dát.
Vo všeobecnosti je vhodné zvoliť RBF jadro, keďže toto jadro mapuje vzorky do viac-
dimenzionálneho priestoru nelineárne, takže sa napríklad na rozdiel od lineárneho jadra
dokáže vysporiadať s nelineárnymi vzťahmi medzi označením kategórií a atribútami dát.
RBF model je tiež jednoduchší ako napríklad polynomiálny model.
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Existujú samozrejme aj prípady, kedy je vhodné voliť iný typ jadra. Lineárne jadro
je napríklad vhodné v prípade veľkého množstva použitých príznakov. V tomto prípade
nelineárne mapovanie výkonnosť nevylepší. Taktiež je pri jeho použití nutné optimálne určiť
menší počet parametrov jadra a jeho trénovanie ma oproti RBF jadru lineárnu zložitosť[11].
2.5.2 Fúzia rôznych príznakových vektorov popisujúcich rovnaký obraz
Vstupný obraz, ktorý vstupuje do procesu trénovania alebo samotnej klasifikácie môže
byť popísaný viacerými príznakovými vektormi (v prípade použitia viacerých reprezentácií
alebo pri rozdelení obrazu na časti a samostatnom popise jednotlivých oblastí). Informá-
cie o obraze, ktoré tieto príznakové vektory nesú je potrebné spojiť pre získanie jediného
rozhodnutia o príslušnosti do danej triedy.
Existujú tri základné prístupy, ako je možné dosiahnuť toto spojenie[15] a ktoré už boli
prehľadovo uvedené v tejto kapitole:
Konkatenácia vektorov
Ide o najprimitívnejši prístup, ktorý bol použitý v bakalárskej práci[25]. Príznakové vektory
sa jednoducho spoja jeden za druhým. Pre určenie príslušnosti do triedy potom postačuje






Tento prístup sa však v praxi veľmi nepoužíva.
Neskorá fúzia
Pri tomto prístupe sú príznakové vektory popisujúce fotografiu spracovávané samostatnými
klasifikátormi. Pri klasifikovaní fotografií do K kategórií a použití P rôznych popisov jednej
fotografie je teda potrebné natrénovať K ∗P klasifikátorov. Rozhodnutia týchto klasifikáto-





















Obrázek 2.8: Neskorá fúzia použitá pre spojenie rozhodnutí viacerých klasifikátorov.
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Skorá fúzia
Posledný z prístupov spája informáciu viacerých príznakových vektorov priamo počas spra-
covávania v klasifikátore pomocou tzv. multi-kernel learning-u. Použivajú sa RBG jadrá,
pričom výsledná vzdialenosť je váženým súčtom (váhy w(i)) vzdialeností jednotlivých dru-





2.5.3 Explicitné vloženie dát (data embedding)
Klasifikátory, ako napríklad support vector machines, používajú pre dosiahnutie nelineárnej
klasifikácie implicitné mapovanie z priestoru príznakových vektorov do nového priestoru,
v ktorom je možné aplikovať lineárnu klasifikáciu[20]. Pre tento účel sú použité už spomí-
nané jadrá (RBF, polynomiálne, sigmoidálne, . . . ).
Takto vytvorené nelineárne klasifikátory je možné s výhodou použiť napríklad pri kla-
sifikácií malých obrazových databáz (1˜0 000 dokumentov). Ich výhoda je zrejmá – deliaca
rovina nemusí byť len hyper-rovina v priestore príznakových vektorov. Zásadná je však ich
časová zložitosť, ktorá sa pohybuje medzi O(N2) a O(N3) oproti lineárnym klasifikátorom
s lineárnou časovou zložitosťou O(N). Na základe toho nepredstavujú dobre škálovateľnú
alternatívu pri klasifikácii veľkého počtu dát (milióny dokumentov).
Na druhú stranu si s takými druhmi úloh dokážu efektívne vysporiadať lineárne SVM
klasifikátory. Ak by bolo možné nájsť pre jadro K také priame zobrazenie φ z príznakového
priestoru do nového (potenciálne neobmedzene-dimenzionálneho) priestoru tak, aby bola
splnená podmienka 2.14,
K(x, y) = φ(x)′φ(y) (2.14)
bolo by možné tomto novom priestore vykonať lineárnu klasifikáciu, ktorá by mala vlast-
nosti nelineárneho klasifikátoru pri zachovaní lineárnej časovej zložitosti. Pôvodná výstupná













φ(z) + b (2.16)
Mapovanie φ je možné určiť (prípadne aproximovať) pre viaceré nelineárne jadrá. Vý-
počet tohto explicitného vkladania informácií môže byť realizovaný jednoduchým odvode-
ním mapovania φ, alebo zložitejšími a sofistikovanejšími metódami založenými na kernel
principal component analysis (kPCA).
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Aditívne jadrá pre histogramy bag of words
Aditívne jadrá sa vyznačujú tým, že ich výpočet pre dva D-dimenzionálne vektory x a y je





Medzi najpoužívanejšie aditívne jadrá patrí jadro prieniku (intersection kernel) 2.18 a
















x[d] + y[d] (2.20)
(2.21)
Ďalším aditívnym jadrom je Bhattacharyya-ovo jadro (2.20), ktoré má priamu súvislosť
s jadrom χ2 na základe nasledujúceho obmedzenia:
Kchi2(x, y) ≤ Kbha(x, y) ≤ 1
2
(1 +Kchi2(x, y)) (2.22)
V prípade, že platí x ≈ y, platí zároveň aj aproximácia 2.23.




Odvodenie zobrazenia φ, ktoré by odpovedalo Bhattacharyyavmu jadru podľa rovnice
2.14 je triviálne. Ide o funkciu 2.24, ktorá realizuje per-element odmocninu zo vstupného




Segmentácia obrazu je technika počítačového videnia pri ktorej dochádza k rozčleneniu
vstupného obrazu na disjunktné regióny (segmenty). Tieto regióny by mali v ideálnom
prípade predstavovať oblasti obrazu, v ktorých sa vyskytuje uritý objekt, alebo skupina
podobných či inak súvisejúcich objektov.
Segmentovaný obraz môže mať široké využitie ako predspracovanie pre ostatné pro-
blémy počitačového videnia[14]. Dôležitými faktormi pre posúdenie kvality segmentácie sú
jej spoľahlivosť a výpočetná nenáročnosť.
Medzi metódy segmentácie patrí napríklad využitie zhlukovej analýzy (algoritmus mean
shift), metódy založené na grafových algoritmoch, metódy zlučovania (merging) regiónov,
využitie mapovania bodov obrazu do priestoru príznakových vektorov, prípadne metódy
založené na výpočte vlastných vektorov.
3.1 Segmentácia s využitím grafových algoritmov
Grafové metódy segmentácie obrazu chápu vstupný obraz ako graf G = (V,E), kde množina
vrcholov V predstavuje body obrazu a množina hrán E korešpondujúce páry susedných bo-
dov (napríklad v 8-okolí).[14] Každá hrana e = (vi.vj) ∈ E má priradenú váhu w(e);w(e) >
0, ktorá vyjadruje rozdielnosť bodov i a j. Môže ísť napríklad o rozdiel intenzity farby,
pozície alebo iný lokálny atribút).
Segmentácia S obrazu je rozdelenie množiny uzlov V do jednotlivých komponentov
C ∈ S, ktorý je možné reprezentovať komponentom G′ = (E′, V ) grafu G, kde E′ ⊆ E.
Kvalitný segmentačný algoritmus by mal produkovať taký výsledok, aby váhy v rámci
jedného komponentu boli malé (malá rozdielnosť vrcholov) a medzi jednotlivými kompo-
nentami veľké.
Na základe uvedených požiadaviek je možné vytvoriť predikát D, ktorý rozhodne, či
existuje dôvod pre hranicu medzi susednými regiónmi obrazu. Rozhodnutie je založené na
vyjadrení rozdielnosti prvkov toho istého komponentu a susedných prvkov dvoch rôznych
komponentov.
Je možné definovať vnútornú diferenciu komponentu C ⊆ V ako najväčšiu váhu mini-









Ďalej je možné definovať diferenciu medzi komponentami C1, C2 ⊆ V , ako minimálnu
váhu hrany, ktorá ich spája:
Dif(Ci, Cj) = min
vi∈Ci,vj∈Cj ,(vi,vj)∈E
w((vi, vj)) (3.2)
alebo Dif(Ci, Cj) = inf ak neexistuje hrana, ktorá tieto dva komponenty spája.
Na základe Uvedených funkcií je možné definovať predikát D ako:
D =
{
true ifDif(Ci, Cj) > MInt(Ci, Cj)
false inak
(3.3)
MInt(Ci, Cj) = min(Int(Ci) + τ(Ci), Int(Cj) + τ(Cj)), (3.4)
kde τ(C) je prahovacia funkcia, ktorá definuje toleranciu medzi vnútornou diferenciou a
diferenciou medzi komponentami. Môže ísť o ľubovoľnú funkciu, ktorej obor hodnôt patrí do
R+0 . Jej hodnoty môžu byť závislé na ľubovoľnej vlastnosti komponentov (resp. regiónov),
ako napríklad veľkosť, tvar a pod. Tym je možné u regiónov tútu vlastnosť preferovať.
Základná definícia závislá na veľkosti je uvedená v rovnici 3.5, kde k je vhodne zvolená




Postup celej segmentácie je zhrnutý v algoritme 2.
Algoritmus 2: Segmentácia obrazu využitím grafového pristupu[14]
Input: Šedotónový obraz I
Output: Segmentácia obrazu S na komponenty
1 vytvorenie grafu G = (V,E), kde n vrcholov V predstavuje všetky pixely obrazu I a
m hrán E spája každý pixel so všetkými jeho susedmi v 8-okolí
2 každej hrane e = (vi, vj) je priradená váha w(e) = |I(vi)− I(vj)| (rozdiel intenzít
pixelov)
3 pi = (e1, e2, . . . , em) je postupnosť zoradených hrán podľa neklesajúcej váhy
4 S0 = počiatočná segmentácia, kde každý vrcholu vi ∈ V patrí do vlastného
komponentu C0i
5 foreach e ∈ E do
6 (vi, vj) := e
7 Cq−1i := komponent, do ktorého patrí uzol vi
8 Cq−1j := komponent, do ktorého patrí uzol vj
9 if (Cq−1i 6= Cq−1j ) then
10 if (w(e) ≤MInt(Cq−1i , Cq−1j )) then




13 Sq := Sq−1
14 return S = Sm;
Je možné dokázať, že tento algoritmus produkuje segmentáciu obrazu, ktorá nie je ani
príliš jemná, ani príliš hrubá. Vysvetlenie týchto pojmov je uvedené v definíciách 3.1.1 a
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3.1.3[14]. Časová zložitosť tohto algoritmu je O(n log(n)) v závislosti na počte hrán grafu G.
Príklad obrazu a jeho segmentácie pre rôzne hodnoty parametru k je uvedený na obrázku
3.1.
Definícia 3.1.1. Segmentácia S je príliš jemná (too fine), ak obsahuje pár komponentov
Ci, Cj ∈ S, pre ktoré neexistuje dôkaz na ich spojenie.
Definícia 3.1.2. Segmentácia T je zjemnením segmentácie S, pokiaľ T ⊆ S. Pokiaľ zároveň
platí, že T 6= S, potom ide o vlastné zjemnenie.
Definícia 3.1.3. Segmentácia S je príliš hrubá (too coarse), ak existuje vlastné zjemnenie
S, ktoré nie je príliš jemné.
(a) originál (b) k = 300
(c) k = 1000 (d) k = 5000
Obrázek 3.1: Výsledky grafového algoritmu 2 segmentácie pre rôzne hodnoty konštanty k.
Tento algoritmus je možné rozšíriť aj na farebný obraz. Jednou z možností je určenie
rozdielnosti farby v určitom farebnom priestore. Lepšou možnosťou však je vykonať uve-
dený algoritmus na všetky kanály farebného obrazu a výsledné segmenty určiť prienikom
komponentov pre jednotlivé kanály.
3.2 Spájanie segmentov
Pri použití segmentácie je možné získať
”
pre-segmentovaný“ obraz – t.j. množinu veľmi ma-
lých regiónov, ktoré však nepokrývajú viaceré objekty. Na takúto segmentáciu je možné apli-
kovať hladný (greedy) algoritmus, ktorý postupne spája segmenty vykazujúce podobnosť.[23]
Tento postup je možné aplikovať v krajnom prípadne až do momentu, kedy bude celý
obraz pokrývať jediný segment. Algoritmus naviac vytvára hierarchiu segmentácií, v ktorej
sa dá pohybovať k jemnejšiemu, prípadne hrubšiemu deleniu obrazu na regióny.
Podobnosť regiónov A a B je možné vyjadriť ako:
S(A,B) = Ssize(A,B) + Stexture(A,B) (3.6)
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kde Ssize(A,B) je definované ako zlomok obrazu, ktorý segmenty A a B dohromady pokrý-
vajú. To spôsobí, že malé regióny budú spojené skôr a nebudú sa postupne nabalovať do
jedného veľkého regiónu.
Stexture(A,B) je definovaná ako prienik histogramov popisujúcich textúru regiónu po-
dobne, ako u deskriptoru SIFT. Histogram je určený ako agregácia magnitúdy gradientu
v 8 rôznych smeroch v rámci celého regiónu.
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Kapitola 4
State of the Art
V tejto kapitole budú popísané rozšírenia typických prístupov k úlohám kategorizácie obra-
zových dát, ktoré zvýšujú robustnosť či efektivitu daného riešenia. Hlavným zdrojom týchto
informácií je vyhodnotenie suťaže Pascal VOC Challenge[10].
4.1 Delenie obrazu
Pri tradičnom prístupe dochádza k detekcii význačných bodov v celej fotografii. Alterna-
tívne prístupy obmedzujú detekciu význačných bodov na určitú vymedzenú časť fotografie.
Extrakcii príznakov môže predchádzať vyhľadanie oblasti záujmu – region of interest
(ROI)[5]. Obmedzenie len na ROI može mať za následok zrýchlenie zvyšných výpočtov a
zvýšenie úspešnosti klasifikácie.
V praxi sa ďalej využíva delenie obrazu na niekoľko častí s oddeleným spracovaním.
Používajú sa delenia podľa mriežky 2x2 alebo 3x1[22]. Pre tieto časti je vypočítaný BOW či
iné (napr. farebné) histogramy oddelene. Výstupy klasifikátorov pre každú časť sú následne
spájané fúziou do rozhodnutia o kategórii.
4.2 Reprezentácie a alternatívy vizuálneho slovníka
Vizuálny slovník býva najčastejšie reprezentovaný viac-dimenzionálnym stromom (viď. 2.4.2).
Alternatívne môže byť namiesto jedného stromu vytvorený index, ktorý je tvorený viacerými
náhodne generovanými stromami – randomized trees. Tieto stromy môžu byť pre zvýšenie
efektivity prehľadávané paralelne.
Ďalšou alternatívou je vytvorenie hierarchického slovníka, ktorý kopíruje myšlienku hi-
erarchického zhlukovania, alebo vytvorenie veľmi jemného slovníka, pričom spájanie vizuál-
nych slov do väčšich celkov sa bude diať neskôr na základe určitej spojitosti (vzťahu) medzi
slovami tohoto jemného slovníka[19].
4.3 Jemný slovník a pravdepodobnostné vzťahy medzi vizu-
álnymi slovami
Ako už bolo uvedené v kapitole 2.4.3, mäkké priradenie (soft assignement) sa snaží riešiť
jeden z problémov tradičných metód popisu obrazu založených na lokálnych deskriptoroch
(SIFT, SURF, . . . )[19]. V prípade tvrdého priradenia (hard assignment) je totiž lokálny
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deskriptor považovaný za úplne totožný s jedným vizuálnym slovom a úplne odlišný od
všetkých ostatných.
Inou možnosťou riešenia nedostatkov tvrdého priradenia je použitie tzv. pravdepodob-
nostného vzťahu (probabilistic relationship, PR) medzi vizuálnymi slovami. Najprv je vy-
tvorený tradičným zhlukovaním veľmi jemný vizuálny slovník (milióny slov). Následne sú
určené vzťahy medzi týmito slovami na základe korešpodencií medzi jednotlivými obráz-
kami vo (veľkej) dátovej sade. Tento prístup prináša vyššiu rozlišovaciu schopnosť oproti
tvrdému a aj mäkkému priradzovaniu so zachovaním podobných pamäťových a časových
nárokov. Na obrázku 4.1 je uvedené porovnanie mäkkého priradenia a priradenia vizuálnych
slov k príznakovému vektoru na základe PR.
(a) (b) (c)
Obrázek 4.1: Príklad priradenia vizuálnych slov k lokálnemu deskriptoru. Obrázky zná-
zorňujú použitie mäkkého priradenia k najbližším zhlukom (a), mäkké priradenie s vyu-
žitím hierarchickej štruktúry slovníku (b) a použitie pravdepodobnostných vzťahov medzi
slovami (c).[19]
Vzdialenosť medzi deskriptormi je dobrou metrikou podobnosti lokálnych výrezov len do
určitej vzdialenosti, kedy sú odlišnosti spôsobené prevažne šumom v obraze. Pri výraznejších
zmenách (rozdielne uhly pohľadu, rozdielne svetelné podmienky) je podobnosť v priestore
deskriptorov hľadaná naviac na základe pravdepodobnostných vzťahov medzi vizuálnymi
slovami.
Tento prístup je realizovaný veľmi jemným delením priestoru deskriptorov (veľmi jemný
slovník). Týmto vektorovým kvantizovaním sa fakticky kompenzujú len rozdiely spôsobené
šumom v obraze. Ku každému vizuálnemu slovu sú pri učení získané alternatívne slová, kto-
rých deskriptory pravdepodobne popisujú rovnaký výrez obrazu. Tento vzťah je vyjadrený
pravdepodobnosťou pozorovania slova Wj v slovníku, keď je vizuálne slovo Wq pozorované
v dotazovanom obraze.
P (Wj |Wq). (4.1)
Táto pravdepodobnosť je získaná na základe korešpodencií lokálnych výrezov obrazov
z trénovacej množiny. Odpovedajúce výrezy Zi zodpovedajú rôznym projekciám rovnakého
3D povrchu. Odhad uvedenej pravdepodobnosti je možné vypočítať na základe veľkého
množstva odpovedajúcich výrezov – tzv. dráha (track), ktoré majú rovnaký pre-image (rov-
nica 4.2). ku každému slovu je potom priradený fixný počet alternatívnych slov s najvyššou
uvedenou pravdepodobnosťou.
P (Wj |Wq) ≈
∑
Zi
P (Zi|Wq)P (Wj |Zi). (4.2)
4.3.1 Priebeh učenia
Základom výpočtu uvedeného modelu je teda vytvorenie dráh – množín odpovedajúcich
výrezov. V tejto práci bude popísaná kostra tvorby týchto množín. Konkrétnejšie informácie
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je možné nájsť v článkoch autorov metódy[19][8].
Prvým krokom je vytvorenie zhlukov odpovedajúcich obrázkov, na ktorých sa nachád-
zajú rovnaké objekty. K tomuto je možné použiť napríklad efektívny prístup [8] založený na
metóde min-Hash. Touto metódou sú vyhľadané dvojice najpodobnejších obrázkov, ktoré
sa nazývajú semienka (seeds). Semienka ďalej
”
rastú“ pridávaním ďalších obrázkov, získa-
ných vyhľadávaním v obrazovej databáze. Vstupom tohto vyhľadávania sú samotné obrazy
semienok. Počas celého procesu je naviac overovaná geometrická konzistencia robustným
algoritmom RANSAC.
Výstupom uvedenej metódy sú zhluky obrazov, ktoré sú v rámci zhluku organizované
do stromovej štruktúry. Uzly, ktoré sú potomkom rodičovského uzla predstavujú výsledok
vyhľadávania v databáze, kde bol ako dotaz predložený obrázok patriaci k rodičovskému
uzlu.
Ďalej je potrebné nájsť korešpondujúce dvojice výrezov. Hľadanie korešpondencií porov-
návaním všetkých dvojíc obrázkov v zhluku nie je v prípade väčších zhlukov realizovateľné.
Ak by boli naopak porovnávané len dvojice obrazov prepojených hranou v uvedenej stro-
movej štruktúre, získal by sa len malý počet dráh, pretože v obraze nie sú nájdené všetky
lokálne príznakové vektory.
Pre každý rodičovský uzol je teda vybraný podstrom výšky 3, ktorý obsahuje tento uzol,
všetkých jeho potomkov a potomkov jeho potomkov. Uzly tohto podstromu sú ďalej pre-
pojené do cirkulantného grafu. Korešpodencie sú hľadané medzi obrázkami, ktoré v tomto
grafe spája hrana. Výrezy obrázkov, ktorých príznakové vektory boli spárované pri tomto
porovnávaní, patria do jednej dráhy.
Sekvencia výrezov Zi tvoriaca dráhu predstavuje priamy súbor, ktorý obsahuje zoznam
lokálnych deskriptorov týchto výrezov. Každý deskriptor je potom priradený k vizuálnemu
slovu jemného slovníka. Pre každé slovo wk, je potom vytvorený zoznam výrezov Zj , aby
bola splnená podmienka P (Zj |wk) > 0. Tento zoznam predstavuje invertovaný súbor. Urče-
nie podmienenej pravdepodobnosti z rovnice 4.2 je možné realizovať priechodom odpove-
dajúceho invertovaného súboru.
Konštrukcia veľkého slovníka je realizovateľná pomocou hierarchického zhlukovania. Pre
slovník o veľkosti 16 miliónov vizuálnych slov použili autori metódy dvojúrovňovú stromovú
štruktúru, pričom každý uzol obsahoval 4 000 potomkov.
4.4 The Pascal Visual Object Classes Challenge
Táto súťaž je zameraná na hodnotenie najnovších metód a prístupov spracovania obrazo-
vých dát[10]. Zameriava sa okrem oblasti klasifikácie aj na segmentáciu a detekciu v obraze.
Každý rok je zverejnená trénovacia a testovacia sada fotografií 20-tich kategórií, na ktorých
jednotlivé tímy natrénujú a otestujú aplikácie. Zdrojom dát je databáza fotografií flickr.
Výsledky úspešnosti klasifikácie najlepšieho a najhoršieho tímu za ročník 2012 sú uve-
dené v grafe 4.2.
4.4.1 Inovácie použité v Pascal VOC 2012
Väčšina použitých metód vychádza zo základného konceptu slovníkového popisu obrazu
a klasifikácie využitím SVM. Pre dosiahnutie kvalitných výsledkov je doplnený o ďalšie
príznaky obrazu, popis farebnosti obrazu, alternatívne metódy tvorby slovníka, využitie















Obrázek 4.2: Výsledky VOC Challenge z roku 2012 pre klasifikáciu obrazu. Uvedené vý-
sledky predstavujú dosiahnutú hodnotu average precision najlepšieho a najhoršieho tímu
pre jednotlivé kategórie.[10]
Color Names
Tento globálny deskriptor popisuje obraz alebo jeho región na základe farieb, ktoré obsahuje[26].
Pre vytvorenie príznakového vektoru dĺžky n je potrebné zvoliť n jazykových termov, ktoré
popisujú farby (zelená, žltá, fialová, . . . ). Jednotlivé položky tohto vektoru sú tvorené prav-
depodobnosťami výskytu pixelu danej farby v regióne alebo obraze.
Varianty lokálnych deskriptorov
Základná varianta deskriptorov SIFT (a aj SURF) používa ako vstup výrez obrazu v od-
tieňoch šedej. Využitie farebnosti obrazu je možné už na úrovni lokálnych príznakov pou-
žitím farebných variantov ako napríklad RGB-SIFT, Opponent-Sift, HSV-SIFT, ktoré ako
vstup používajú výrez obrazu v niektorom z farebných priestorov.
Uvedené farebné príznaky majú vyššiu dimenzionalitu a majú rovnako za následok
zložitejšiu štruktúru slovníku. Pre zníženie počtu dimenzií sa používa napríklad metóda
analýzy hlavných komponentov (PCA).
Tvorba vizuálneho slovníka
Okrem tvorby vizuálneho slovníka zhlukovaním metódou k-means, ktorá je založená na
vzdialenosti je možné použiť napríklad pravdepodobnostné modely. Ide napríklad o vek-
torovú kvantizáciu s využitím Fischerových vektorov alebo pomocou zmesi Gaussových
funkcií (GMM).
Part based detection
Detekcia založená na modeloch objektov zložených z deformovateľných častí [13] sa môže
úspešne využiť pri klasifikácii obrazu. V obraze sú na základe gradientov detekované známe





Návrh systému vychádza z bakalárskej práce[25], ktorá sa zaoberá klasifikáciou obrazu. Je
doplnený o ďalšie techniky budovania vizuálneho slovníka, inverzného dokumentu (bag of
words) a využitie segmentácie a delenia obrazu v tomto procese.
Aplikácia, ktorá má zvládnuť úlohu klasifikácie neznámeho obrazu do zvolených kategó-
rií, musí byť najprv natrénovaná algoritmami strojového učenia na množine anotovaných
trénovacích dát. Výstupom tejto fázy je model použiteľný pre samotnú klasifikáciu. Činnosť
aplikácie je teda možné rozdeliť do nasledujúcich fáz:
1. Fáza učenia aplikácie:
• ako už bolo uvedené, vstupom učenia je množina trénovacích fotografií, ktoré sú
anotované príslušnosťou do danej množiny tried ground truth,
• ďalej prebehne detekcia význačných bodov, extrakcia lokálnych príznakových
vektorov a ich zhlukovanie do vizuálnych slov pre vytvorenie vizuálneho slovníka,
• s využitím vypočítaného slovníka je učený príznakový vektor bag-of-words pre
popis fotografie. Alternatívne môže byť fotografia popísaná aj inými typmi glo-
bálnych príznakových vektorov,
• pomocou vektorového popisu fotografií spolu s anotáciami je natrénovaný kla-
sifikátor (resp. množina klasifikátorov pre jednotlivé formy popisu fotografie a
jednotlivé triedy). Jeho model (váhy neurónov, supports vectors, . . . ) sú spolu
s vizuálnym slovníkom výstupom fázy učenia aplikácie.
2. Fáza vlastnej klasifikácie fotografií:
• vstupmi sú v tomto prípade neznáme (testovacie) fotografie, ku ktorým aplikácia
doplní informáciu o triedach, do ktorých by mali patriť,
• pre popis fotografií a vlastnú klasifikáciu je použitý už vypočítaný vizuálny slov-
ník a natrénovaný model klasifikátoru,
• histogramy a príznakové vektory sú pre každú fotografiu určené rovnako ako pri
fáze učenia,
• výstupom tejto fázy je rozhodnutie klasifikátora o príslušnosti každej fotografie
do jednej z vopred určenej množiny tried. Pri použití viacerých rôznych popisov
fotografie alebo pri jej delení na časti je rozhodnutie o príslušnosti do kategórií
fúziou výstupov viacerých klasifikátorov (1 klasifikátor pre každý typ príznako-
vého vektoru a každú časť fotografie).
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V tejto práci sú použité nasledujúce metódy a algoritmy pre klasifikáciu obrazu:
• detektor význačných bodov Hessian-affine a lokálne príznaky SIFT
• reprezentácia fotografie pomocou bag of words a farebných korelogramov,
• vytvorenie vizuálneho slovníka zhlukovaním metódou k-means a reprezentácia pomo-
cou k-dimenzionálneho stromu,
• váhovanie vizuálnych slov pomocou inversed document frequency (idf),
• klasifikácia s využitím lineárnych support vector machines a aproximácia jednodu-
chých nelineárnych jadier kernels,
• delenie obrazu podľa rovnomernej mriežky pre popis jednej fotografie viacerými in-
verznými dokumentmi,
• využitie grafovej segmentácie obrazu pre výpočet vzťahov medzi vizuálnymi slovami,
ktoré sa často nachádzajú v rovnakých segmentoch,
• mäkké priradenie vizuálnych slov k extrahovanému príznakovému vektoru na základe
vzdialenosti a aj na základe uvedeného vzťahu medzi vizuálnymi slovami.
Na obrázku 5.1 je pomocou vývojového diagramu podrobnejšie popísaný celý systém
klasifikácie. Jednotlivé fázy (učenie a vlastná kategorizácia), vstupy a výstupy sú oddelené
farebne (viď. legenda). V tejto sekcii bude tento návrh podrobnejšie popísaný.
5.0.2 Extrakcia príznakov
Prvým krokom spracovania každej fotografie je detekcia význačných bodov, extrakcia lo-
kálnych a globálnych príznakov. Pre detekciu význačných bodov je použitý Hessian-affine
detektor. Následná extrakcia lokálnych príznakov v tých bodoch je realizovaná metódou
SIFT. Inverzný dokument (bag-of-words) , ktorý popisuje celú fotografiu (alebo jej vymed-
zenú časť) je vytvorený mapovaním lokálnych príznakových vektorov na slová vizuálneho
slovníka. Samotný inverzný dokument bude normalizovaný histogram početností výskytu
týchto slov v obraze.
Ďalší typ príznakov, použitých v tejto práci sú farebné korelogramy, ktoré zachytávajú
farebné vlastnosti obrazu pri zachovaní informácií o priestorovom rozložení. Spojenie popi-
sov fotografie viacerými príznakmi bude realizované na úrovni fúzie výstupov jednotlivých
klasifikátorov pre jednotlivé popisy.
Fotografiu nemusí popisovať iba jeden inverzný dokument bag-of-words. V tejto práci
je použitá technika delenia fotografie podľa rovnomernej mriežky (obrázok 5.2). V každej
bunke tejto mriežky je určený inverzný dokument oddelene na základe význačných bodov,
ktoré v nej boli detekované a lokálnych deskriptorov, ktoré v nej boli extrahované. Tento
prístup ma za cieľ zachovať aspoň časť informácie o rozložení lokálnych deskriptorov v ob-
raze.
Inverznými dokumentami každej bunky je natrénovaný samostatný klasifikátor (ak je
napríklad fotografia rozdelená podľa mriežky 2x3, tak pre každú kategóriu fotografií je
natrénovaných 6 klasifikátorov, pričom každý popisuje rovnakú časť všetkých fotografií).
Spojenie informácií zo všetkých buniek prebieha na úrovni fúzie výstupov klasifikátorov
všetkých buniek (modelujúcich rovnakú kategóriu fotografií). Postup je ilustrovaný na ob-
rázku .
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Obrázek 5.1: Vývojový diagram aplikácie tejto práce.
5.1 Vizuálny slovník
Použitie vizuálneho slovníka umožňuje transformovať úlohu klasifikácie obrazu na problém


















Obrázek 5.2: Delenie obrazu na časti podľa rovnomernej mriežky, výpočet inverzného doku-
mentu a natrénovanie klasifikátoru v každej bunke samostatne, spojenie informácie fúziou
rozhodnutí jednotlivých klasifikátorov.
deskriptorov premapované na výskyty (vizuálnych) slov, ktoré charakterizujú dokument
(fotografiu). Po získaní takéhoto popisu je ďalej možné použiť prístupy a techniky známe
z oblasti vyhľadávania v textových dokumentoch.
Vizuálny slovník tvorí množina vizuálnych slov, ktoré sú reprezentované k-dimenzionálnym
vektorom (pričom k je dimenzia lokálnych príznakových vektoru), ale taktiež významnosťou
slova – váhou. Je použitá metóda idf (viď. 2.3.1), ktorá reflektuje dôležitosť daného slova
v množine dokumentov.
K-dimenzionálne vektory popisujúce vizuálne slová sú získané zhlukovaním lokálnych
príznakových vektorov trénovacích fotografií metódou k-means. Vektorová kvantifikácia,
ktorú realizuje zhlukovanie, znižuje počet vizuálnych slov, ktoré obsahuje slovník[9]. Ex-
trémnym prípadom by bolo, keby všetky lokálne príznakové vektory trénovacích obrázkov
boli považované za samostatné slová. Použitie takéhoto vizuálneho slovníka by bolo však
neefektívne. Namiesto toho je každý príznakový vektor reprezentovaný stredom zhluku, do
ktorého patrí, a ktorý predstavuje jedno vizuálne slovo.
Keďže je taktiež neustále udržovaná informácia o tom, ktorý lokálny príznakový vektor
pochádza z ktorej fotografie, je možné po ich premapovaní na vizuálne slová vypočítať
inverznú frekvenciu jednotlivých vizuálnych slov v dokumentoch (IDF).
Po výpočte vizuálneho slovníka je jeho obsah pochopiteľne uložený, aby mohol byť
využitý pri klasifikácii bez nutnosti jeho ďalšieho zostavovania.
Vizuálny slovník je teda nevyhnutnou súčasťou pre vytvorenie inverzného dokumentu –
histogramu BOW. Každému príznakovému vektoru je v slovníku vyhľadané najbližšie vizu-
álne slovo, ktoré ho bude reprezentovať. Keďže ide o vyhľadávanie vo viac-dimenzionálnom
priestore, je pre tento účel vhodné využiť stromovú štruktúru k- dimenzionálny strom (viď.
2.4.2), ktorý je vytvorený na základe obsahu slovníka a je jeho vnútornou reprezentáciou.
Pre vyhľadávanie je použitý algoritmus najbližšieho suseda.
Použitý je variant k-dimenzionálneho stromu (viď. 4.2), ktorý umožňuje paralelné spra-
covanie. Tzv. randomized trees, predstavujú náhodné rozdelenie solitérnej stromovej štruk-
túry na viacero menších stromov, ktoré je možné prehľadávať súčasne.
Vo vizuálnom slovníku je možné vyhľadávať slová buď s tvrdým priradením príznakového
vektoru k jednému konkrétnemu vizuálnemu slovu. Alternatívne je možné využiť mäkké
priradenie k niekoľkým najbližším vizuálnym slovám s váhovaním príslušnosti na základe
vzdialeností k nim.
Inverzný dokument (bag of words) potom predstavuje histogram početnosti výskytu
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jednotlivých vizuálnych slov v obraze. Tento histogram, ktorý je možné chápať ako číselný
vektor, je ďalej váhovaný pomocou významnosti jedlotlivých slov – pomocou IDF. Každý
bin je teda prenásobený hodnotou IDF odpovedajúceho vizuálneho slova. Výsledný číselný
vektor je ďalej pred vstupom do klasifikátora normalizovaný, aby spĺňal podmienku 5.1.
k∑
i=1
BOW (i) = 1 (5.1)
5.1.1 Hierarchický slovník
Pri budovaní veľkého jemného vizuálneho slovníka (stotisíce až milióny vizuálnych slov) je
časovo i pamäťovo efektívne použiť zhukovanie na viacerých úrovniach, čím vzniká hierar-
chický slovník so stromovou štruktúrou[19].
Každý uzol stromovej štruktúry predstavuje zhluk lokálnych príznakových vektorov
(okrem koreňového uzlu, ktorý poníma všetky trénovacie vektory). Na príznakové vektory
(budúceho rodičovského) uzla je opätovne použité zhlukovanie, čím sú vektory rozdelené do
nových uzlov, ktoré sa stávajú potomkami tohto uzla. Nad výslednou štruktúrou je ďalej
ešte možné vykonávať operácie zlučovania a delenia pre vyváženie počtu príznakových vek-
torov v jednotlivých uzloch. Výsledný slovník je tvorený centrami zhlukov listových uzlov.
V tejto práci je použitá jednoduchá dvojúrovňová štruktúra, pričom v každej úrovni je
použite zhlukovanie k-means s rozdelením do k zhlukov. Výsledný slovník potom obsahuje
k2 vizuálnych slov.
5.2 Vzťahy medzi vizuálnymi slovami určené s využitím seg-
mentácie obrazu
V tejto práci je experimentálne použitá úprava vizuálneho slovníka inšpirovaná prístupom
[19], v ktorom sú určované pravdepodobnostné vzťahy medzi vizuálnymi slovami. Na rozdiel
od [19] sú tieto vzťahy určované s využitím segmentovaného obrazu.
Najprv sa vytvorí jemný vizuálny slovník. Každému slovu, ktoré obsahuje, budú prira-
dené alternatívne slová, ktoré sa s ním najčastejšie vyskytujú v rovnakých segmentoch –
majú teda najsilnejší
”
vzťah“. Toto slovo bude následne spojené s alternatívnymi slovami
do jedinej položky vizuálneho slovníka.
Vzťah medzi vizuálnymi slovami je reprezentovaný reláciou ekvivalencie R určenej na
základe frekvencie spoločného výskytu vizuálnych slov v rovnakom segmente. Vstupné ob-
razy sú jemne nasegmentované pomocou efektívneho grafového algoritmu[?]. Pre každú
dvojicu slov je určená frekvencia ich spoločného výskytu v rovnakom segmente.
Výpočet tejto frekvencie je znázornený na obrázku 5.3. Riedka matica obsahuje počet-
nosti spoločného výskytu pre každú dvojicu vizuálnych slov. Tento počet je podelený cel-
kovým výskytom oboch vizuálnych slov, čím je určená frekvencia ich spoločného výskytu.
5.2.1 Úprava slovníku
Ak frekvencia prekročí stanovený prah, slová sú v relácii R′. Po doplnení na tranzitívny
uzáver R = R′∗ je splnená podmienka tranzitivity, symetrie a taktiež rexlefie (slovo sa samé
so sebou vyskytuje vždy). Vstupný slovník je veľmi jemný (veľký počet zhlukov). Výsledný
slovník je tvorený triedami rozkladu pôvodných slov podľa ekvivalencie R.
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Obrázek 5.3: Využitie segmentácie v pre určenie vzťahu medzi vizuálnymi slovami. Každá
dvojica lokálnych príznakových vektorov rovnakého segmentu je namapovaná na dvojicu
vizuálnych slov slovníka. Následne je inkrementovaný
”
vzťah“ medzi týmito slovami.
Aby nedošlo k degradácii vizuálneho slovníka tým, že by bol veľký počet slov zaradených
do jednej triedy a ostatné triedy by boli výrazne menšie, je naviac stanovený maximálny
počet alternatívnych slov jedného vizuálneho slova.
5.2.2 Použitie vzťahov pre mäkké priradenie
Určená frekvencia spoločného výskytu vizuálnych slov je použitá aj pre mäkké priradenie pri
budovaní inverzného dokumentu. Pri výskyte vizuálneho slova vo fotografii sú v histograme
inkrementované aj biny alternatívnych slov. Miera inkrementácie závisí na tom, ako veľký
je vzťah medzi danými dvoma slovami.
5.3 Klasifikátor
Koncovým modulom trénovania systému ale aj samotnej klasifikácie je klasifikátor. Vstupom
do tohoto modulu je príznakový vektor, ktorý reprezentuje danú fotografiu. Môže ísť naprí-
klad o histogram bag-of-words, farebný histogram a pod.
Vo fáze trénovania prináleží fotografii a všetkým jej reprezentáciám anotácia o kategóri-
ách, do ktorých fotografia patrí. S toto informáciou fotografia vstupuje do klasifikátoru. Vo
fáze testovania je táto informácia o príslušnosti do danej kategórie výstupom klasifikátoru.
V tejto práci je použitý klasifikátor typu support vector machines (SVM). Jeden z vy-
týčených cieľov tejto práce je vytvoriť klasifikačný systém schopný škálovania na veľkých
obrazových databázach. Z toho dôvodu je použité lineárne SVM, ktoré sa vyznačuje line-
árnou časovou i priestorovou zložitosťou.
Tento typ klasifikátoru bude doplnený o explicitné mapovanie príznakových vektorov
pre aproximáciu jadra χ2 (viď. sekcia 2.5.3). Podľa autorov článku[20], v ktorom bolo toto
mapovanie prezentované, prináša výrazné zlepšenie presnosti lineárneho klasifikátoru. Toto
tvrdenie bude experimentálne overené v testoch.
Pre každú triedu fotografií a každý z možných popisov príznakových vektorov je natré-
novaný zvlášť klasifikátor, ktorý určuje skóre (mieru istoty) s ktorým klasifikuje fotografiu
do určitej triedy. Výstupy klasifikátorov, ktoré sú natrénované pre rovnakú triedu fotografií,
ale ako vstup dostávajú iný typ príznakového vektoru, sú spojené do jediného rozhodnutia




V tejto kapitole bude uvedený postup praktickej realizácie diplomovej práce, ktorá vychá-
dza z návrhu uvedeného v kapitole predchádzajúcej. Jednotlivé časti procesu klasifikácie
obrazu, spoločne s uvedenými experimentálnymi technikami, sú implementované vo forme
sady menších aplikácií napísaných v jazyku C++ s využitím knižnice počítačového videnia
OpenCV.
Tie sú doplnené o skripty v jazykoch Python a BASH, ktoré spájajú uvedené aplikácie
do väčších celkov, alebo tvoria medzivrstvu pre transformáciu formátu dát medzi týmito
aplikáciami.
Kapitola začína stručným popisom knižnice OpenCV a formátu uloženia dát, ktorý
predstavuje vstupné a výstupné rozhranie jednotlivých aplikácií. Nasleduje popis realizácie
jednotlivých aplikácií a skriptov, dátových štruktúr a tried.
6.1 OpenCV
Knižnica OpenCV (Open source Computer Vision) je voľne dostupná knižnica, ktorá im-
plementuje celú škálu algoritmov a postupov počítačového videnia. Zahŕňa v sebe taktiež
rozhrania pre čítanie/zápis obrazových dát a definuje potrebné dátové štruktúry pre ich
vhodnú reprezentáciu v pamäti. Informácie o jednotlivých triedach, funkciách a štruktúrach
boli čerpané z oficiálnej dokumentácie.[1]
Knižnica implementuje potrebné algoritmy strojového učenia, ako napríklad zhlukovanie
v n−dimenzionálnom priestore. Taktiež je doplnená o zachovanie perzistencie dát pomo-
cou ukladania základných dátových štruktúr (int, float, vector, string, map, Mat,
...) do formátu XML alebo YAML.
Pôvodná implementácia knižnice bola napísaná v jazyku C, ale obsahuje taktiež plne
funkčné objektové rozhranie pre C++, Python a taktiež ďalšie jazyky. Dátové štruktúry
poskytujú vhodné metódy pre prevod dát z/do štruktúr knižnice STL – Standard Template
Library jazyka C++, čo umožňuje pohodlnú a pružnú prácu s dátami.
Aplikácie boli implementované s využitím verzie 2.4. Od verzie 2.2 obsahuje knižnica
OpenCV základné triedy pre vytvorenie vizuálneho slovníku (BOWKMeansTrainer) a pre
jednoduchý výpočet inverzného dokumentu (BOWImgDescriptorExtractor).
Ich veľkou nevýhodou však je vysoká miera abstrakcie a ukrytie implementačných de-
tailov. Nie je napríklad možné použiť vopred extrahované lokálne príznakové vektory, alebo
získať príslušnosti týchto príznakových vektorov k zhlukom v procese vytvárania vizuálneho
slovníka. Keďže v prípade tejto práce obmedzenia prevažujú nad prínosom týchto tried, nie
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sú využité, ale ich základná idea je premietnutá do implementácie vlastných pokročilejších
tried.
6.2 Formát ukladaných dát – YAML
Pre uloženie dát medzi spracovávaním jednotlivými aplikáciami je použitý formát YAML
- YAML Ain’t Markup Language1. Ide o jazyk pre popis dát, pričom zachováva nielen
hodnotu, ale aj informácie o dátovej štruktúre. Naviac je možné jednotlivé dátové objekty
pomenovať identifikátorom. Dokument YAML je teda možné chápať ako kolekciu štandard-
ných premenných, nesúcich dátový typ a hodnotu.
YAML má širokú podporu v dnes bežne používaných programovacích jazykoch. Ako už
bolo uvedené, knižnica OpenCV ponúka priamo podporu pre uloženia základných dátových
štruktúr v tomto formáte, ktorá je realizovaná triedou FileStorage. V prípade skriptov
v jazyku Python je použitá knižnica PyYAML. Pre ilustráciu je uvedený príklad uloženia







data: [ 2.40882359e+01, 9.27058887e+00, 5.72352934e+00,
6.06470585e+00, 1.89470596e+01, 5.19411755e+00, 7.33529425e+00,
1.09352942e+01, 1.77176476e+01, 6.44705915e+00, 5.39411783e+00,
1.53588238e+01 ]
Formát YAML je použitý pre uloženie zoznamu trénovacích a testovacích fotografií,




- category: [1, -1, -1, -1, -1, -1, -1, -1, -1, -1]
image: /path/data/caltech20/test/airplanes/airplanes_image_0384.jpg
- category: [-1, -1, -1, -1, -1, -1, 1, -1, -1, -1]
image: /path/data/caltech20/test/face/face_image_0156.jpg
- ...
Každá položka zoznamu predstavuje cestu k jednej trénovacej alebo testovacej fotografii,
ktorá je doplnená o anotáciu príslušnosti fotografie do jednotlivých kategórií.
Dokument typu YAML je použitý aj pre reprezentáciu vizuálneho slovníka. Obsahuje
konkrétne maticu k-dimenzionálnych súradníc všetkých stredov zhlukov, ktoré reprezentujú
vizuálne slová. Taktiež obsahuje vektor váh IDF pre jednotlivé vizuálne slová. V prípade hi-




Segmentácia každej fotografie je uložená ako samostatný dokument. Obsahuje maticu
o veľkosti danej fotografie, ktorá obsahuje celočíselné indexy segmentov, ku ktorým pa-
tria jednotlivé body obrazu. Takýto dokument je pre redukciu potrebného úložného pries-
toru komprimovaný metódou GZip, ktorú priamo podporuje trieda FileStorage knižnice
OpenCV.
Formát YAML je použitý aj pre uloženie množín alternatívnych vizuálnych slov, ktoré
sú získané na základe vypočítaných vzťahov medzi vizuálnymi slovami
”
jemného“ slovníka.
Pre uloženie lokálnych deskriptorov, ktoré sú extrahované existujúcou aplikáciou, je
použitý jednoduchý textový formát, ktorý produkuje táto aplikácia. Okrem nevyhnutných
informácií (počet, veľkosť vektorov a samotné lokálne príznakové vektory) obsahuje aj nad-
bytočné informácie, ktoré sú pre redukciu priestoru odstránené jednoduchým skriptom.
Jednoduchý textový formát je použitý aj pre uloženie vzťahov medzi jednotlivými vizu-
álnymi slovami. Na jednom riadku sú uložené vždy 3 čísla (index-slova-X index-slova-Y
vzťah-slov-XY).
Formát uloženia príznakových vektorov popisujúcich celý obraz (inverzný dokument bag
of words či farebné korelogramy) je prispôsobený vstupnému formátu klasifikátora knižnice
LIBLINEAR (viď. sekcia 6.4).
6.3 Popis jednotlivých aplikácií a ich použitia
Jednotlivé kroky vytvorenia reprezentácie a klasifikácie obrazu sú implementované ako
sada jednoduchých aplikácií a skriptov s rozhraním príkazového riadku. Toto
”
rozdelenie“
umožňuje znovupoužitie medzivýsledkov a paralelný beh viacerých výpočtov (napríklad
s rôznymi parametrami). Zdrojové súbory jednotlivých aplikácií sú pomenované spôsobom
názov aplikácie.cpp.
6.3.1 Detekcia význačných bodov a extrakcia príznakov
Pre detekciu význačných vektorov a extrakciu lokálnych príznakových vektorov je použitá
aplikácia Krystiana Mikolajczyka2, ktorá poskytuje rýchlu implementáciu viacerých detek-
torov a deskriptorov. V tejto práci je použitý detektor Hessian-affine a lokálny deskriptor
SIFT.
Výstupom aplikácie sú okrem pozícií význačných bodov a samotných príznakových vek-
torov v nich extrahovaných aj dodatočné informácie týkajúce sa procesu samotnej detekcie a
extrakcie. Tieto metadáta sú zo súboru odstránené skriptom sift-to-lines.py, keďže v ďalších
krokoch trénovania a klasifikácie nie sú potrebné.
6.3.2 Výpočet vizuálneho slovníka
Počet lokálnych deskriptorov extrahovaných z veľkého počtu trénovacích fotografií je ob-
rovský. Pre 100k fotografií ide približne o 100M deskriptorov, ktoré pri dĺžke vektoru 128 a
float reprezentácii zaberajú približne 50GB priestoru. Tieto dáta by mali byť však uložené
do operačnej pamäte, preto nie je praktické a často ani možné realizovať zhlukovanie k-
means nad všetkými lokálnymi deskriptormi.
Pre redukciu ich množstva je použitý skript shrink-descriptors.sh, ktorý náhodne vy-
berie zo súborov s deskriptormi zadaný počet lokálnych príznakových vektorov, ktorých
zhlukovaním je vypočítaný vizuálny slovník.
2http://www.robots.ox.ac.uk/∼vgg/research/affine/
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Samotný výpočet vizuálneho slovníka realizuje aplikácia make-cb. Použitie tejto apliká-
cie je nasledovné:
./make-cb [voľby] -c slovník.yml zoznam_fotografií.yml priečinok_deskriptorov
voľby:
-k počet_zhlukov, počet_iterácií (nastavenie k-means)
-n počet_vektorov (celkový počet trénovacích lokálnych deskriptorov)
-o súbor_s_indexami (výstupný súbor, v~ktorom bude každému
deskriptoru priradený index zhluku)
-l index,súbor (pre zhlukovanie budú použité len vektory n-tého zhluku, súbor
obsahuje priradenie k~zhlukom predchádzajúceho zhlukovania)
Význam argumentov určujúcich cestu k výstupnému slovníku, zoznamu trénovacích
fotografií a nastavenia k-means je evidentný. Priečinok lokálnych deskriptorov obsahuje
súboy 0.desc, 1.desc, . . . N.desc pre všetkých N trénovacích fotografií zoznamu (v poradí
zoznamu).
Zadanie celkového počtu lokálnych príznakových vektorov má za následok úsporu pa-
mäte, keďže je možné hneď na začiatku alokovať potrebné zdroje. Bez zadania tohto para-
metra je po fáze načítania lokálnych vektorov nutná konverzia medzi dátovými štruktúrami
knižnice OpenCV, čo má za následok až dvojnásobnú spotrebu pamäte, ktorá je v prípade
tejto aplikácia kritickým zdrojom.
Argumenty -o a -l umožňujú výpočet hierarchického vizuálneho slovníka. Pri výpočte
slovníka na najvyššej úrovni sú deskriptory rozdelené do zhlukov a táto príslušnosť je
uložená do súboru. Pri výpočte slovníkov na nižšej úrovni hierarchie sú využité tieto prísluš-
nosti a použitá je vždy len množina deskriptorov patriacich jednému zhluku z vyššej úrovne.




Samotný výpočet implementuje trieda CodebookTrainer, ktorá umožňuje postupné pri-
dávanie lokálnych deskriptorov, zhlukovanie k-means (použitá je implementácie knižnice
OpenCV) a taktiež výpočet váh vizuálnych slov IDF na základe ich výskytu v obrazových
dokumentoch.
6.3.3 Výpočet segmentácie a určenie vzťahov medzi vizuálnymi slovami
Segmentácia obrazu je implementovaná v aplikácii segment na základe grafového algo-
ritmu popísaného v kapitole 3.1. Body obrazu sú reprezentované vrcholmi grafu – trieda
Verticle. Hrany grafu implementuje trieda Edge a komponenty grafu, ktoré sú samot-
nými segmentami, trieda Component. Výpočet samotnej segmentácie je realizovaný v triede
GraphSegmentation, pričom výstupom je matica, ktorá každému bodu obrazu priraďuje
index segmentu do ktorého patrí.
Vstupom aplikácie je segmentovaná fotografia a parameter algoritmu k, ktorý predsta-
vuje toleranciu pri spájaní dvoch menších segmentov do väčšieho. Výstupná matica seg-
mentácie je zároveň aj výstupom aplikácie, pričom je uložená do súboru vo formáte YAML.
Určenie vzťahu medzi vizuálnymi slovami
Výpočet vzťahu medzi vizuálnymi slovami realizuje aplikácia seg-relations, ktorá určí počet
spoločných výskytov dvoch slov a celkový počet výskytov jednotlivých vizuálnych slov. Apli-
kácia relative-relation potom na základe týchto dát frekvenciu spoločného výskytu dvoch
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slov (počet spoločných výskytov podelený počtom samostatných výskytov), ktorá predsta-
vuje samotný vzťah medzi danými dvoma vizuálnymi slovami.
Pri určovaní počtu spoločného výskytu vizuálnych slov je pre redukciu pamäťovej nároč-
nosti použitá riedka matica. Keďže sa implementácie riedkych matíc v knižniciach Eigen a
OpenCV neosvedčili pre ich časovú resp. priestorovú neefektivitu (knižnice používajú repre-
zentácie, ktoré umožňujú rôzne dodatočné operácie), bola vytvorená vlastná implementácia
riedkej matice v triede TreeSparseMatrix pomocou stromovej štruktúry. Trieda umožňuje
len zmenu hodnôt matice na danom indexe, čo však pre pre potreby tejto práce postačuje.
Použitie aplikácie seg-relations je nasledovné:
./seg-ralations [voľby]
povinné voľby:
-d súbor.yml (súbor so zoznamom trénovacích fotografií)
-c súbor.yml (vizuálny slovník)
-o výstupný_súbor (súbor s~počtami spoločných výskytov dvojíc slov)
-w výstupný_súbor.yml (súbor s~počtami výskytov jednotlivých slov)
-s priečinok (umiestnenie segmentácií fotografií zoznamu)
-f priečinok (umiestnenie lokálnych deskriptorov)
voliteľné:
-b i (index prvého súboru lokálnych príznakov pre paralelný výpočet)
Výstupný súbor obsahuje na každom riadku trojicu čísel (index slova X, index slova Y,
počet spoločných výskytov). Segmentácia fotografie je umiestnená v priečinku špecifikova-
nom prepínačom -s a má názov názov-fotografie.yml.gz, keďže sa predpokladá kompresia
GZip. Lokálne príznakové vektory jednotlivých fotografií sa nachádzajú v špecifikovanom
priečinku s názvami 0.desc, 1.desc, . . . N.desc podľa poradia daného zoznamom.
Počet spoločných výskytov je možné počítať paralelne, ak je zoznam trénovacích foto-
grafií rozdelený na viacero častí. Pomocou prepínača -b je možné zadať, aký je index prvej
fotografie čiastkového zoznamu v zozname všetkých trénovacích fotografií. Takto získané
čiastkové počty spoločných výskytov je možné spojiť do jedného súboru pomocou aplikácie
join-relations.
Určenie alternatívnych slov
Slová veľkého slovníka, ktoré majú medzi sebou najsilnejšie vzťahy sú spojené do jedného
slova – tým vlastne vznikne nový vizuálny slovník. Množiny takto spojených vizuálnych
slov vypočíta aplikácia compute-words-sets. Ako vstupy berie súbor so vzťahmi medzi vizu-
álnymi slovami, veľkosť vstupného slovníka, počet množín spojených vizuálnych slov (teda
veľkosť výstupného slovníka) a maximálna veľkosť množiny, ktorá zabráni, aby vznikali
príliš veľké množiny a tým by výsledný slovník degradoval.
Výpočet prebieha tak, že sa na začiatku každé vizuálne slovo veľkého vstupného slovníka
nachádza v samostatnej množine. Postupne sa prechádzajú dvojice slov s najsilnejšími vzťa-
hmi. Množiny, do ktorých patria slová dvojice sa nahradia ich zjednotením, ak sa neporuší
podmienka maximálnej veľkosti množiny. Výpočet končí, keď sa množiny (alternatívnych)
vizuálnych slov zredukujú na žiadaný počet – žiadanú veľkosť výstupného vizuálneho slov-
níka.
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6.3.4 Výpočet inverzného dokumentu a farebného korelogramu
Výpočet inverzného dokumentu (histogram bag of words) vykonáva aplikácia compute-bows.
Implementácia je realizovaná triedou BOWExtractor, ktorá umožňuje špecifikovať použitý
vizuálny slovník, predpočítané vzťahy medzi vizuálnymi slovami, použitie váh IDF či roz-
delenie obrazu podľa rovnomernej mriežky. Podľa uvedených nastavení je potom postupne
spracovávaný zoznam lokálnych deskriptorov každej fotografie pre výpočet inverzného do-
kumentu.
Použitie tejto aplikácie je nasledovné:
./compute-bows [voľby] výstupný-súbor.bows
Povinné voľby:
-d súbor.yml (zoznam trénovacích/testovacích fotografií s~anotáciami)
-l priečinok (umiestnenie extrahovaných lokálnych deskriptorov)
-c súbor.yml (súbor s~vizuálnym slovníkom)
Voliteľné:
-i (pri výpočte budú použité váhy IDF vizuálnych slov)
-b i (index prvého súboru lokálnych príznakov pre paralelný výpočet)
-k n (použitie n najbližsích susedov pre mäkké priradenie)
-s súbor.yml (použitie súboru s~množinami alternatívnych vizuálnych slov)
-r súbor (použitie vzťahu medzi vizuálnymi slovami pre mäkké priradenie)
-g riadkov,stĺpcov (rozdelenie fotografie podľa zadanej mriežky)
Aplikácia predpokladá, že lokálne deskriptory sú uložené v priečinku zadanom prepí-
načom -l s názvami 0.desc, 1.desc, . . . N.desc podľa poradia daného zoznamom. Zoznam
okrem ciest k jednotlivým fotografiám obsahuje aj anotácie – príslušnosť každej fotografie
do jednotlivých kategórií.
Rovnako ako v prípade predošlej aplikácie je možné spracovávať viacero obrazových do-
kumentov paralelne, ak je zoznam fotografií rozdelený na viacero častí. Pomocou prepínača
-b je možné zadať, aký je index prvej fotografie čiastkového zoznamu v zozname všetkých
fotografií.
Prepínače -s a -r špecifikujú využitie určených vzťahov medzi vizuálnymi slovami pri
určení inverzného dokumentu. Ide buď o spojenie viacerých slov
”
veľkého“ slovníka do jed-
ného slova podľa množín alternatívnych slov uložených v súbore. Prípadne je možné využiť
priamo vzťahy medzi vizuálnymi slovami pre mäkké priradenie – pri výskyte vizuálneho




Prepínač -g umožňuje rozdeliť fotografiu podľa rovnomernej mriežky a určiť histogram
BOW pre každú jej bunku oddelene. Jednotlivé histogramy patriace rovnakej fotografii
sú uložené vo formáte libsvm (viď. sec:impl-liblinear) do výstupného súboru za sebou od
najľavejšej hornej bunky po najpravejšiu spodnú bunku.
Farebný korelogram
Výpočet tohto globálneho príznakového vektoru realizuje aplikácia corelogram. Jej základ
tvorí implementácia algoritmu 1 triedou ColorCorrelogram. Vstupom výpočtu je samotná
fotografia. Aplikácia (a aj uvedená trieda) umožňuje špecifikovať delenie obrazu podľa
mriežky rovnako, ako predchádzajúca popisovaná aplikácia.
Keďže výpočet tohto príznaku je výpočetne relatívne náročný, je možné špecifikovať
podvzorkovanie vstupného obrazu pre urýchlenie.
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6.4 Lineárne support vector machines – LIBLINEAR
Po vytvorení vhodnej reprezentácie vstupnej fotografie (inverzný dokument, farebný kore-
logram, . . . ), ktorá predstavuje číselný vektor, je táto reprezentácia použitá pre trénovanie
klasifikátora a jeho následné použitie na testovacej sade fotografií.
V tejto práci je použitý klasifikátor SVM – konkrétne implementácia lineárneho SVM
v knižnici Liblinear [11]. Táto knižnica je určená presne pre typ úlohy, ktorú sa táto práca
snaží riešiť – rýchla a efektívna klasifikácia veľkého počtu dokumentov.
Implementácia samotnej knižnice vychádza z knižnice LibSVM (používajú napríklad
aj rovnaký formát vstupných dát) a využíva implementáciu základných operácií lineárnej
algebry knižnice BLAS.
Knižnica ponúka implementáciu trénovania a predikcie lineárneho klasifikátora SVM
s rozhraním pre jazyky C/C++, Python a Matlab. Ďalej obsahuje implementáciu samo-
statných aplikácií train a predict, ktoré realizujú uvedené operácie. V tejto práci sú použité
práve tieto aplikácie.
6.4.1 Popis vstupných dát
Vstupom uvedených aplikácií je anotovaná vektorová reprezentácia klasifikovaného objektu
– v tomto prípade napríklad inverzný dokument bag of words – s informáciou o príslušnosti
do danej kategórie, pre ktorú je klasifikátor určený (+1,−1). Príklad vstupného súboru
trénovania či testovania s príznakovými vektormi o dĺžke 12, ktorý zodpovedá formátu
libsvm je nasledovný:
+1 1:0.316 2:0 3:0 4:0 5:0 6:0.874 7:0 8:0 9:0 10:0 11:0.00199635 12:0
-1 1:0 2:0 3:0.087 4:0 5:0 6:0.0056 7:0 8:0 9:0 10:0 11:0 12:0
+1 1:0 2:0.23 3:0 4:0 5:0.943 6:0 7:0 8:0 9:0 10:0 11:0.008 12:0
Väčšina obrazových databáz (Pascal, Trecvid, Caltech, . . . ) sa vyznačuje tým, že počet
pozitívnych príkladov pre jednotlivé kategórie býva výrazne nižší ako počet príkladov nega-
tívnych. Použitie takéhoto malého počtu pozitívnych príkladov by malo za následok natré-
novanie klasifikátora, ktorý by jednoducho zamietol príslušnosť všetkých fotografií do danej
kategórie, keďže by takýmto rozhodovaním dosiahol veľkú úspešnosť.
Riešením tohto problému je viacnásobné zopakovanie pozitívnych príkladov, aby sa poč-
tom vyrovnali negatívnym. V prípade testovania je rovnako vhodné, aby počet pozitívnych
a negatívnych testovacích príkladov bol vyrovnaný. Pri testovacích fotografiách je naopak
náhodne vybraná podmnožina negatívnych príkladov, ktorá sa veľkosťou vyrovná množine
pozitívnych testovacích príkladov.
Vyrovnanie počtov pozitívnych a negatívnych príkladov realizujú skripty balance-labels-
trim.sh (zopakovanie príkladov) a balance-labels-trim.sh (náhodný výber – resp. zahodenie
– niktorých príkladov).
6.4.2 Úprava aplikácií pre potreby tejto práce
Knižnica liblinear implementuje všetky potrebné funkcie spojené s trénovaním klasifikátora
a jeho použitie pri predikcii príslušnosti do určitej triedy neznámej fotografie. Pre potreby
tejto práce však bolo potrebné urobiť niekoľko úprav, ktoré sa týkali predovšetkým rozhrania
aplikácií predict a train.
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Výsledky predikcie
Aplikácia predict knižnice liblinear priradí (v prípade použitia binárneho klasifikátora) ka-
ždej fotografii reprezentovanej príznakovým vektorom značku label o príslušnosti do danej
triedy (napr. −1,+1 alebo 0, 1). Keďže ide o lineárny klasifikátor, priradená značka závisí
od toho, na ktorú stranu deliacej hyper-roviny
”
padne“ príznakový vektor fotografie.
Pre vyhodnotenie úspešnosti klasifikácie pomocou precision-recall krivky (prípadne ROC,
DET krivky, . . . ) je však potrebné, aby klasifikátor okrem rozhodnutia o príslušnosti do
triedy informoval aj o miere istoty tohto rozhodnutia (skóre). Klasifikátor knižnice liblinear
určuje vzdialenosť príznakového vektoru od deliacej hyper-roviny, ktorá je kladná alebo
záporná podľa toho, či sa od nej vektor nachádza na jednej alebo druhej strane. Priradená
značka potom odpovedá funkcii sgn 6.1.
sgn(x) =
{ −1 ak x < 0
+1 inak
(6.1)
Vzdialenosť od deliacej roviny je možné považovať za skóre – čím je vzdialenosť vyššia,
tým je istejšie, že daná fotografia patrí do danej kategórie. Aplikácia je preto upravená tak,
aby namiesto značky zapisovala do výstupného súboru vzdialenosť do deliacej hyper-roviny.
Úprava je realizovaná podmieneným prekladom, takže pri kompilácii vznikne aj pôvodná
aplikácia predict a aj upravená aplikácia predict-hacked
Vstupný súbor
Obe aplikácie knižnice liblinear sú naviac upravené tak, aby v prípade zadania argumentu
STDIN načítali vstupné dáta zo štandardného vstupu. Ide o úsporu miesta, aby nebolo
nutné pripravené súbory vo formáte libSVM ukladať (naviac s duplikovanými pozitívnymi
príkladmi v prípade trénovania).
Aplikácia train knižnice liblinear však číta vstupný súbor dvakrát – prvý krát pre zistenie
veľkosti trénovacej množiny a druhýkrát pre jej načítanie. Aby bolo možné zadať vstupné
dáta pomocou štandardného vstupu naraz, sú doplnené prepínače pre špecifikovanie dĺžky
príznakového vektoru a počtu týchto vektorov v trénovacej množine.
6.4.3 Neskorá fúzia klasifikátorov
Knižnica liblinear implementuje okrem klasifikátor SVM aj lineárnu logistickú a taktiež
SVM regresiu. Implementácia oboch metód je použitá pre spojenie výsledkov klasifikácie,
ak rovnaký obraz popisuje viacero príznakových vektorov (a je teda natrénovaných viacero
klasifikátorov pre jednu triedu).
Obe metódy regresie sú obsiahnuté v spomínaných aplikáciach knižnice liblinear – train
a predict.
Vstupom trénovania je množina vektorov (pre každú trénovaciu fotografiu jeden), ktoré
sa skladajú z výstupov jednotlivých klasifikátorov. Každý vektor je doplnený o anotáciu
príslušnosti fotografie do danej kategórie (−1,+1). Formát vstupného súboru odpovedá
formátu libSVM.
Spojenie výsledkov viacerých klasifikátorov do jedného súboru a jeho prevod na uvedený
formát realizuje skript join-files-for-regresion.sh.
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6.4.4 Vyhodnotenie výsledkov klasifikátora
Pre určenie kvality použitej metódy klasifikácie je výstup klasifikátora (príslušnosť do triedy
a
”
skóre“) porovnávaný s anotáciou (ground truth). Na základe tohto porovnania je podľa
postupu uvedenom v kapitole 7.1.2 vypočítaná precission-recall (PR) krivka a plocha (určitý
integrál) pod touto krivkou, ktorá predstavuje hodnotu average precission a je merítkom
úspešnosti klasifikátora danej triedy.
Uvedený postup porovnania výstupov klasifikátora s anotáciami a výpočet PR krivky
je implementovaný v skriptoch results.py a compute-pr.py. Samotnú PR krivku je možné
vykresliť pomocou skriptu plot-pr-curve.sh, avšak v prípade veľkého počtu kategórií je gra-
fická reprezentácia neprehľadná, a preto je použitá reprezentácia pomocou číselnej hodnoty
average precission.
6.5 Sun Grid Engine – SGE
Spracovanie veľkej obrazovej databázy (rádovo 100k-1M fotografií) a jej využitie pre tré-
novanie a testovanie klasifikátora nie je kvôli časovej a pamäťovej náročnosti realizovateľné
na bežnom osobnom počítači. Preto sú potrebné výpočty distribuované medzi školské vý-
počtové jednotky pomocou systému Sun Grid Engine (SGE)3.
Ide o systém umožňujúci jednoduchú distribúciu záťaže medzi dostupné výpočtové uzly
na základe potreby a dostupnosti zdrojov (voľná pamäť, diskový priestor, . . . ). Systém
umožňuje špecifikovať úlohy (tasks) a ich nároky na zdroje, na základe ktorých sú potom
úlohy vykonávané jednotlivými dostupnými výpočtovými uzlami.
Pre jednoduchú prácu so systémom SGE je použitý skript manage-task.sh pracovnej
skupiny Speech@FIT4. Pomocou parametrov tohto skriptu je možné špecifikovať potrebné
zdroje, dĺžku úlohy (krátka do 3h alebo dlhá) a zoznam úloh (textový súbor, ktorý na
každom riadku obsahuje jednu úlohu).
Generovanie zoznamov úloh je pochopiteľne automatizované pomocou niekoľkých jed-
noduchých skriptov, ktoré namiesto vykonávania jednotlivých výpočtov vypisujú príkazy






V tejto poslednej kapitole budú prezentované výsledky vyhodnotenia klasifikácie. Pre testy
boli použité obrazové databázy Pascal 2012 [10] a TRECVID [2], ktoré budú spoločne so
spôsobom vyhodnotenia bližšie popísané v skecii 7.1.
Vyhodnocované boli postupne jednotlivé spomínané prístupy repezentácie obrazu a kla-
sifikácie pre spomínané databázy a veľkosti vizuálneho slovníka.
Pri experimentoch bol použitý vyrovnaný počet pozitívnych a negatívnych príkladov.
V prípade trénovania boli
”
chýbajúce“ príklady zopakované. Pri testovaní boli
”
nadby-
točné“ príklady náhodne zahodené, aby bol jasne viditeľný rozdiel medzi dosiahnutými
výsledkami a výsledkami, ktoré by dosiahol náhodný binárny klasifikátor.
7.1 Popis vyhodnotenia experimentov
Testovanie tejto aplikácie vyžaduje výber vhodných dátových sád fotografií pre trénovanie
a aj pre testovanie výsledkov klasifikácie. Ďalej je potrebné zvoliť metriky pre reprezentáciu
a porovnávanie úspešnosti klasifikácie.
7.1.1 Výber dát
Výber fotografií bol založený na známych anotovaných obrazových databázach, ktoré sú
určené pre testovanie úloh v oblasti počítačového videnia alebo úloh samotnej kategorizácie
obrazu.
Pri vypracovávaní tejto práce boli na priebežné testy použité fotografie databázy Cal-
tech101 [12]. Ide o relatívne malú databázu (cca. 6000 obrázkov) rozdelenú do 101 kategórií.
Pre vyhodnotenie jednotlivých prístupov je využitá databáza TRECVID [2], ktorá je
dostupná na fakultných serveroch. Táto databáza je výrazne väčšia – približne 200 000
obrázkov, ktorých anotácie pokrývajú 300 kategórií. Obrázky sú získavané automatickým
indexovaním videí z rôznych zdrojov. Databáza je vybraná hlavne s ohľadom na jej veľkosť,
aby bol overený fakt, že aplikácie vytvorené pri riešení tejto práce sú škálovateľné na veľký
objem dát. Porovnávanie bude prebiehať na úrovni použitia rôznych postupov pre získanie
príznakového vektoru pre reprezentáciu fotografie.
Poslednou použitou databázou je súbor trénovacích a validačných dát súťaže Pascal
VOC Challenge 2012 [10], ktoré sú voľne dostupné a ktorých zdrojom je server pre zdieľanie
fotografií Flickr1. Ide o približne 17 000 fotografií rozdelených do 20 kategórií. Na tejto
1www.flickr.com
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databáze budú porovnané výsledky klasifikácie tejto práce s výsledkami state-of-the-art
prístupov. Toto porovnanie však bude môcť byť realizované len približne, keďže organizátori
nezverejňujú anotácie pre celú testovaciu sadu fotografií.
7.1.2 Vyhodnotenie testov
Kvalitatívne vyhodnotenie odozvy klasifikátora bude vyjadrené pomocou hodnoty average
precision. Táto hodnota bude vypočítaná pre každý klasifikátor, a teda aj pre každú triedu
nasledovne. Výstupy klasifikátora predstavujú mieru istoty, s ktorou patrí daná fotografia
do danej triedy. Prahovaním tejto hodnoty je získaný binárny výstup – 0/1 (patrí/nepatrí do
kategórie). Na základe tohto výstupu a anotácie, ktorá patrí danej fotografii je rozhodnutie






Tabulka 7.1: Rozdelenie výsledkov klasifikácie na základe porovnania anotácie obrázku a vý-
stupu klasifikátora. Výsledok je považovaný za true/false positive/negative podľa uvedenej
tabuľky.
Po získaní počtov TP (správne zaradenie do triedy), TN (správne odmietnutie klasifiká-
torom), FP (
”
falošný poplach“) a FN (nesprávne odmietnutie – miss) sú vypočítané hodnoty








Hodnoty presnosti a odozvy závisia na nastavení prahu miery istoty, s ktorou klasifikátor
zaradí danú fotografiu do určitej triedy.
”
Prísnejšie“ nastavenie prahu má za následok vyššie
hodnoty presnosti a nižšie hodnoty prahu zvyšujú odozvu. Vynesením závislosti presnosti
na odozve do grafu vzniká precision-recall krivka. Príklady PR kriviek ideálneho, náhodného









































PR krivka reálneho klasifikátoru
(c)
Obrázek 7.1: Príklady PR kriviek.
Hodnota obsahu plochy pod PR krivkou sa nazýva priemerná presnosť (average preci-
sion, AP) a môže byť určená pre každú triedu. Táto hodnota leží v intervale 〈0; 1〉. Pre
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charakterizovanie celkovej úspešnosti klasifikácie určitou metódou cez všetky triedy foto-
grafií sa urči aritmetický priemer týchto hodnôt, ktorý je označovaný ako mean average
precision (MAP).
Hodnota MAP predstavuje mieru polohy. Nezachytáva však fakt, ako výrazne prie-
merná presnosť variuje v priestore všetkých tried. Grafickým znázornením miery variácie
je napríklad krabicový graf (znázornený na obrázku 7.2).
Jedna položka tohto grafu súhrnne charakterizuje jeden prístup klasifikácie pomocou nasle-
dujúcich hodnôt:
1. minimálnej hodnoty priemernej presnosti,
2. hodnoty 1.kvartilu (hodnota, ktorá je väčšia ako 25% ostatných hodnôt),
3. 2. kvartilu – teda mediánu,
4. 3. kvartilu (hodnota väčšia ako 75% ostatných) a
5. maxima priemernej presnosti klasifikátorov všetkých tried.
Z krabicového grafu môže byť napríklad patrné, či má použitá metóda klasifikácie približne
rovnaké výsledky pre väčšinu kategórií, alebo či existuje malá množina kategórií, pre ktoré























Obrázek 7.2: Príklad krabicového grafu.
7.2 Základné riešenie s využitím Inversed Document Frequency
Základné riešenie zahŕňa použitie nasledujúcich postupov:
1. detekcia význačných bodov pomocou Hessian-affine detektoru a extrakcia lokálnych
deskriptorov metódou SIFT,
2. výpočet vizuálneho slovníka zhlukovaním k-means a výpočet Inversed Document
Frequency (IDF) jednotlivých slov,
3. určenie inverzného dokumentu bag of words pre každú fotografiu a váhovanie jednot-
livých binov pomocou IDF,
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4. učenie a klasifikácia pomocou lineárneho SVM klasifikátora implementovaného kniž-
nicou Liblinear.



























Obrázek 7.3: Krabicový graf dosiahnutej priemernej presnosti (AP) pri použití základného
riešenia. Horizontálna os obsahuje názov databázy a počet slov vizuálneho slovníka, ktorý
bol pri danom experimente použitý.
Databáza a veľkosť slovníka Minimum AP Medián AP Maximum AP Priemer AP
TRECVID, 2000 slov 0.498764 0.808737 0.974865 0.808945
TRECVID, 5000 slov 0.552842 0.823581 0.972901 0.821602
Pascal, 5000 slov 0.687958 0.765473 0.924509 0.795236
Tabulka 7.2: Tabuľka výsledkov priemernej presnosti pri použití základného riešenia. Kla-
sifikácia prebiehala nad databázou, ktorá je spoločne s počtom slov použitého vizuálneho
slovníka uvedená v prvom stĺpci.
Tabuľka 7.2 a graf 7.3 ukazujú hodnoty priemernej presnosti (average precission, AP),
ktoré boli dosiahnuté pri použití uvedených postupov. Hodnoty v tabuľke a grafe boli získané
aplikáciou štatistických funkcií (minimum, medián, maximum, priemer, . . . ) na hodnoty
priemernej presnosti pre všetky kategórie danej databázy. Sémantika krabicového grafu je
vysvetlená v kapitole 7.1.
7.3 Explicitné vkladanie dát
Ďalšou použitou metódou, ktorá modifikuje reprezentáciu fotografie je explicitné vkladanie
dát. Ide o aproximáciu Bhattacharyya-ovho jadra, ktorá je aplikovaná na inverzný dokument
a je podrobne popísaná v kapitole 2.5.3.
V článku[20], z ktorého bol tento prístup čerpaný, autori prezentovali výrazné zlepšenie
výsledkov klasifikácie pri použití tejto modifikácie. Pri experimentoch, ktoré boli vykonané
v rámci riešenia tejto práce a ktoré sú prezentované v tabuľke 7.3 a grafe 7.4, sa však




























Obrázek 7.4: Krabicový graf dosiahnutej priemernej presnosti (AP) pri použití explicitného
vkladania dát. Horizontálna os obsahuje názov databázy a počet slov vizuálneho slovníka,
ktorý bol pri danom experimente použitý.
Databáza a veľkosť slovníka Minimum AP Medián AP Maximum AP Priemer AP
TRECVID, 2000 slov 0.578349 0.811909 0.974448 0.810357
TRECVID, 5000 slov 0.552842 0.823581 0.972901 0.821602
Pascal, 5000 slov 0.679714 0.783731 0.920346 0.793096
Tabulka 7.3: Tabuľka výsledkov priemernej presnosti pri použití explicitného vkladania dát.
Klasifikácia prebiehala nad databázou, ktorá je spoločne s počtom slov použitého vizuálneho
slovníka uvedená v prvom stĺpci.
7.4 Využitie množín alternatívnych vizuálnych slov
Na základe segmentácie obrazu sú medzi slovami vizuálneho slovníka určené vzťahy podľa
postupu uvedeného v kapitole 5.2. Slová, ktoré mali najsilnejší vzájomný vzťah sú následne
zlúčené do jedného vizuálneho slova nového slovníka. Toto zlučovanie prebieha dovtedy,
kým nový vizuálny slovník nedosiahne požadovanú veľkosť, ktorá je pochopiteľne menšia,
ako veľkosť pôvodného slovníka.
Takto vytvorený slovník je potom použitý pre vytvorenie reprezentácie fotografie inverz-
ným dokumentom, ktorý je vstupom klasifikátora. Výsledky klasifikácie sú prezentované
v grafe 7.5 a v tabuľke 7.4.
Pôvodný slovník Nový slovník Min AP Medián AP Max AP Priemer AP
2k slov 1k slov 0.619224 0.785922 0.974371 0.786962
5k slov 2k slov 0.590371 0.806446 0.965971 0.800559
1M slov 10k slov 0.480042 0.678764 0.933552 0.686529
Tabulka 7.4: Tabuľka výsledkov priemernej presnosti pri použití vzťahov medzi vizuálnymi
slovami. Slová prvotného slovníka, ktoré majú najsilnejšie vzťahy sú spojené do jedného
slova nového slovníka. Klasifikácia prebiehala použitím vizuálnych slovníkov, ktorých veľ-




























Obrázek 7.5: Krabicový graf dosiahnutej priemernej presnosti (AP) pri použití vzťahov
medzi vizuálnymi slovami (určených na základe segmentácie). Slová prvotného slovníka,
ktoré majú najsilnejšie vzťahy sú spojené do jedného
”
virtuálneho“ slova nového slovníka.
Horizontálna os obsahuje počty slov vizuálnych slovníkov, ktoré boli pri experimentoch
použité.
Na základe uvedených výsledkov je možné konštatovať, že spájanie slov uvedeným po-
stupom má na výsledky klasifikácie negatívny dopad. Degradácia je evidentná predovšet-
kým v prípade použitia veľmi jemného slovníka (1M) slov, ktorého slová boli spájané až do
vytvorenia slovníka o veľkosti 10 000 slov.
Táto degradácia mohla byť spôsobená použitím nevhodného algoritmu segmentácie ob-
razu. Ďalej je možné, že zhoršenie nastalo použitím nevhodného spájania slov – vytvára-
nie tranzitívneho uzáveru nad reláciou vzťahu medzi dvoma vizuálnymi slovami. Uvedené
problémy by mohli byť v budúcnosti odstránené použitím iného prístupu segmentácie, či
grafového algoritmu pri hľadaní množín alternatívnych slov (minimálny rez).
Je nutné ešte podotknúť, že jemný slovník je hierarchický, keďže zhlukovanie jednodu-
chým k-means do milióna slov by bolo extrémne časovo náročné.
7.5 Vzťahy medzi vizuálnymi slovami pre mäkké priradenie
Vzťahy medzi vizuálnymi slovami boli použité aj pre mäkké priradenie vizuálnych slov
k extrahovaným lokálnym deskriptorom.
Lokálnemu príznakovému vektoru je najprv v slovníku vyhľadané najbližšie vizuálne
slovo. Následne je inkremenetovaný bin v histograme bag of words tohto slova a taktiež
biny vizuálnych slov, ktoré sú vo vzťahu s nájdeným slovom. Veľkosť prírastku je proporčne
závislá na
”
sile vzťahu“ medzi danou dvojicou vizuálnych slov.
Výsledky klasifikácie pri použití tohto typu mäkkého priradenia sú znázornené na grafe
7.6 a v tabuľke 7.5. Je patrné jednak mierne zvýšenie priemernej presnosti, ale predovšetkým



























Obrázek 7.6: Krabicový graf dosiahnutej priemernej presnosti (AP) pri použití mäkkého
priradenia založeného na vzťahu medzi vizuálnymi slovami. Výsledky boli dosiahnuté pri
klasifikácii databáze TRECVID s použitím vizuálneho slovníka o veľkosti 2000 a 5000 slov.
Databáza a veľkosť slovníka Minimum AP Medián AP Maximum AP Priemer AP
TRECVID, 2000 slov 0.599909 0.809633 0.974210 0.808953
TRECVID, 5000 slov 0.552842 0.823581 0.972901 0.821602
Tabulka 7.5: Tabuľka výsledkov priemernej presnosti pri použití mäkkého priradenia za-
loženého na vzťahu medzi vizuálnymi slovami. Klasifikáciu prebiehala nad databázou TRE-
CVID a počet slov použitého vizuálneho slovníka je uvedený v prvom stĺpci.
7.6 Delenie obrazu a použitie farebných korelogramov
Posledným použitým prístupom je delenie obrazu podľa rovnomernej mriežky a oddelený
výpočet histogramu bag of words pre jednotlivé bunky mriežky. Pre každú bunku mriežky sú
trénované vlastné klasifikátory. Pre spojenie výsledkov viacerých klasifikátorov pre zarade-
nie fotografie do kategórie je použitá lineárna regresia implementovaná knižnicou Liblinear.
Tabuľka 7.7 a graf 7.6 znázorňujú výsledky klasifikátorov pri použití rôznych prízna-
kových vektorov a následne výsledky ich fúzie pomocou logistickej a SVM regresie. Pri
experimentoch bola použitá databáza TRECVID a slovník o veľkosti 2000 vizuálnych slov.
Použitá metóda mierne zlepšila výsledky klasifikácie v porovnaní so základným riešením
a rovnakou veľkosťou vizuálneho slovníka. Zaujímavé je taktiež pozorovanie, že presnosť
klasifikácie je vyššia pri použití buniek v strede obrazu (BOW[1,2] a BOW[2,2]) ako krajných




































Obrázek 7.7: Krabicový graf dosiahnutej priemernej presnosti (AP) pri použití delenia ob-
razu a lineárnej regresie. Horizontálna os obsahuje postupne výsledky pri použití rôznych
typov príznakových vektorov pre popis obrazu a následne ich fúziu pomocou regresie. Vý-
sledky označené BOW[X,Y] znázorňujú výsledky klasifikácie pri použití histogramov bag
of words extrahovaných výhradne z bunky, ktorá je v mriežke na pozícii [X,Y]. Nasledujú
výsledky po použití farebného korelogramu, fúzie uvedených popisov pomocou logistickej a
SVM regresie.
Použitý príznakový vektor Minimum AP Medián AP Maximum AP Priemer AP
BOW [1,1] 0.552757 0.693348 0.947114 0.70173
BOW [1,2] 0.520339 0.724773 0.948153 0.728479
BOW [1,3] 0.529399 0.697790 0.939552 0.704415
BOW [2,1] 0.485819 0.696207 0.940515 0.701728
BOW [2,2] 0.545822 0.703452 0.936063 0.710075
BOW [2,3] 0.480630 0.696193 0.935483 0.700907
farebný korelogram 0.606370 0.782397 0.994737 0.788035
logistická regresia 0.542742 0.813658 0.981588 0.810279
SVM regresia 0.542205 0.813491 0.984399 0.81318
Tabulka 7.6: Tabuľka výsledkov pri použití delenia obrazu a fúzie lineárnou regresiou. Vý-
znam jednotlivých riadkov tabuľky je totožný, ako význam jednotlivých položiek znázorne-
ných v grafe 7.7.
7.7 Vzájomné porovnanie výsledkov uvedených experimen-
tov
V tabuľke 7.7 sú je uvedené porovnanie všetkých uvedených experimentov. Ako je vidieť,
uvedené alternatívne prístupy mali vo všeobecnosti mierne pozitívny dopad na výsledky kla-
sifikácie. Výnimkou je použitie spájania alternatívnych vizuálnych slov, ktorého negatívny
vplyv bol diskutovaný na konci kapitoly 7.4.
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Použitá metóda Min AP Medián AP Max AP Priemer AP
Základné riešenie 0.498764 0.808737 0.974865 0.808945
Explicitné vloženie dát 0.578349 0.811909 0.974448 0.810357
Spájanie alternatívnych slov 0.619224 0.785922 0.974371 0.786962
Mäkké priradenie 0.599909 0.809633 0.974210 0.808953
Delenie obrazu 0.542205 0.813491 0.984399 0.81318
Tabulka 7.7: Porovnanie uvedených experimentov pri klasifikácii databáze TRECVID a pri
použití slovníka o veľkosti 2000 slov.
7.8 Porovnanie s výsledkami Pascal VOC
V grafe 7.8 je prezentované porovnanie výsledkov tejto práce, ktoré boli dosiahnuté pri
klasifikácii databáze Pascal 2012[10], s výsledkami najlepšieho a najhoršieho tímu, ktorý sa
zúčastnil súťaže Pascal VOC 2012.
Pri testovaní bola použitá celá validačná sada databázy bez vyrovnávania počtu pozitív-
nych a negatívnych príkladov, aby bolo porovnanie čo najvernejšie. Keďže testovacia sada
















Obrázek 7.8: Stĺpcový graf
Na základe grafu 7.8 je možné konštatovať, že výsledky tejto práce sa len zďaleka pri-
bližujú výsledkom, ktoré dosiahli zúčastnené tímy. Výsledky uvedených tímov sú dosiahnuté





Hlavným cieľom tejto práce boli experimenty s netradičnými technikami vytvárania vizu-
álnych slovníkov, reprezentácie obrazu a schopnosť výsledného systému spracovať veľkú
obrazovú databázu. Pri riešení boli naštudované pokročilé techniky spracovávania obrazu,
jeho reprezentácie a algoritmy strojového učenia. Postupne bol vytvorený návrh výsledného
systému, ktorý bol neskôr imeplementovaný vo forme sady aplikácií sa skriptov.
Popri tradičných technikách ako použitie lokálnych príznakov, vytvorenie reprezentácie
inverzným dokumentom s využitím vizuálneho slovníka, a klasifikácia s využitím Support
Vector Machines, boli použité aj ďalšie rozširujúce techniky.
Išlo predovšetkým o určenie vzťahov medzi vizuálnymi slovami na základe segmentácie
a ich použitie pre mäkké priradenie a modifikáciu vizuálneho slovníka. Ďalej bolo pou-
žité hierarchické zhlukovanie pri tvorbe vizuálneho slovníka a explicitné vkladanie dát pre
aproximáciu nelineárneho jadra klasifikátora.
Vytvorený klasifikačný systém bol schopný spracovať rozsiahlu obrazovú databázu vďaka
vhodne zvolenému lineárnemu SVM klasifikátoru a vďaka distribúcii výpočtov pomocou
systému Sun Grid Engine (SGE).
S využitím spomínaných techník boli vo väčšine prípadov zlepšené výsledky klasifikácie.
Dosiahnutá hodnota priemernej presnosti sa pohybovala okolo 82%. Zhoršenie výsledkov
priniesla len modifikácie slovníka s využitím vzťahov medzi vizuálnymi slovami, ktorá mohla
byť spôsobená nevhodným algoritmom segmentácie obrazu či postupom spájania vizuálnych
slov.
Na záver boli výsledky práce porovnané s výsledkami, ktoré dosiahli súťažné tímy vo
VOC Challenge 2012. Z porovnania je možné vyvodiť, že výsledky tejto práce sa len vzdi-
alene približujú výsledkom, ktoré dosiahli jednotlivé tímy v tejto súťaži.
Rozšírením práce by mohla byť integrácia do niektorého zo súborových prehliadačov,
aby mohla byť používaná bežnými užívateľmi pre triedenie osobných fotografií. Ďalšou
možnosťou je použitie ako webovej služby, či integrácia do sociálnej siete.
Konkrétnym zámerom pre ďalšie rozšírenie je využitie spomínaných techník a vytvore-
ných aplikácií pri riešení dizertačnej práce.
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• malú obrazovú databázu a demonštračné skripty, ktoré vykonajú trénovanie a klasi-
fikáciu s jej využitím. Skripty vypíšu tabuľku s dosiahnutými hodnotami priemernej
presnosti a v prípade, že je na danom PC nainštalovaný program Gnuplot, vykreslia
precission-recall krivky do PDF súboru,
• všetky zdrojové súbory, aplikácie skompilované pre platformu GNU Linux, potrebné
knižnice a ukážkové skripty použitia aplikácií,
• dokumentáciu a plagát,
































► reprezentácia fotografie pomocou hierarchického 
vizuálneho slovníka
► použitie vzťahov medzi vizuálnymi slovami, slovám 
v rovnakých segmentoch obrazu sa vzťah posiluje
► delenie obrazu podľa rovnomernej mriežky, samostatný
výpočet príznakových vektorov, fúzia lineárnou regresiou
► použitie lineárnych SVM pre spracovanie veľkej databázy 
(200k fotografií) a explicitného vkladania dát pre aproximáciu
nelineárneho klasifikátora
► dosiahnutá hodnota priemernej presnosti okolo 0,82
Obrázek B.1: Plagát prezentujúci túto prácu.
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