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Résumé
Sur un ouvert Ω de Rn, nous démontrons des estimations du type supK u× infΩ u sur tout com-
pact K ⊂ Ω pour l’équation de la courbure scalaire prescrite. Nous étudions le cas où l’exposant
sous-critique tend vers le critique. Concernant l’exposant critique, en dimension 3 et 4, nous démon-
trons le contrôle des maxima des solutions par leurs minima. Nous étudions aussi l’influence d’une
perturbation non-linéaire de l’équation sur les solutions.
 2004 Elsevier SAS. Tous droits réservés.
Abstract
On an open subset Ω of Rn, we prove some estimations of the type supK u × infΩ u on any
compact subset K of Ω for the prescribed scalar curvature equation. We study the case when the
sub-critical exponent tends to the critical exponent. In dimension 3 and 4, for the critical case, we
controle the maxima of solutions by their minima. We also study the influence of a nonlinear pertur-
bation of the equation on the solutions.
 2004 Elsevier SAS. Tous droits réservés.
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1. Introduction
Un des problèmes auquels nous nous intéressons est le suivant :
Problème 1. Étant donnée sur un ouvert Ω de Rn l’équation suivante :
u = V uq−1 et u > 0 dans Ω, (E1)
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où 2 < q  N = 2n/(n− 2) et V est une fonction qui vérifie, pour trois réels positifs
a, b,A, les conditions suivantes :
0 < a  V (x) b, ∀x ∈ Ω et ∣∣V (x)− V (y)∣∣A‖x − y‖ ∀x, y ∈ Ω.
On se pose la question de savoir si, pour chaque compact K de Ω , il existe une constante
c > 0, ne dépendant que de a, b,A,K,Ω , telle que pour toute fonction u, solution de (E1),
on ait :
sup
K
u× inf
Ω
u c. (∗)
L’opérateur  est définit par :  = −∑ni ∂ii sur Rn. Lorsque q = N dans l’Éq. (E1),
quelques résultats sont connus :
– Le problème a été évoqué sur la sphère par T. Aubin [2] lorsque V = cte, en liaison
avec le problème de Yamabé sup× inf est alors fixe.
En effet, considérons sur la sphère Sn(1), n 3, l’équation suivante :
4
n− 1
n− 2φ + n(n − 1)φ = n(n− 1)φ
(n+2)/(n−2).
D’après T. Aubin [2], il existe β > 1 et P ∈ Sn tel que
φ(Q) = φβ,P (Q) =
[
β2 − 1
[β − cos[d(P,Q)]]2
](n−2)/4
.
Si φ ≡ 1, on a alors :
max
Sn
φ = φ(P ) =
(
β + 1
β − 1
)(n−2)/4
et min
Sn
φ = φ(−P) =
(
β − 1
β + 1
)(n−2)/4
donc,
max
Sn
φ × min
Sn
φ = 1.
Le résultat sur Sn est d’une grande simplicité. On peut se demander si dans un cadre
plus général, une inégalité telle que (∗) a lieu. C’est l’objet du Problème 1.
– En dimension 2, le même problème se pose pour l’équation u+ 2 = eu sur S2, on a :
max
S2
φ + min
S2
φ = 0.
Le résultat concernant la bornitude de maxK u + minΩ u, où K est un compact de
Ω ⊂R2 pour l’équation u = V eu, a été démontré par Brézis, Li et Shafrir [3].
– R. Schoen a traité de ce problème en improsant des conditions supplémentaires sur V
sans en donner de démonstration pour n = 3,4.
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– Yanyan Li [9] a mis en évidence des conditions suffisantes de régularité fortes sur
n−2V (au moins C et le gradiant contrôle les dérivées successives) pour résoudre le
problème sur la sphére Sn. Il utilise par ailleurs, les notions de blow-ups isolés et
isolés simples.
Cet article consiste à obtenir des résultats comparables avec des hypothèses nettement
plus faibles.
Quoiqu’il en soit, pour n  3, des hypothèses supplémentaires doivent être données
comme le montre ce contre-exemple de C.-C. Chen et C.-S. Lin [6].
Ces derniers, considèrent, sur la sphére Sn(1) de rayon 1 de courbure scalaire R0 =
n(n − 1), l’équation suivante :
v + n(n− 2)
4
v = RvN−1.
La fonction u(x) = (2/(1 + |x|2))(n−2)/2v(π−1(x)) où π est la projection stérogra-
phique, vérifie sur Rn :
u = K(x)uN−1, (∗1)
u(x) = O(|x|2−n). (∗2)
Pour avoir une fonction radiale sur Rn les auteurs prennent K(x) de la forme,
R(y1, . . . , yn+1) = R(yn+1), où les yi sont les coordonnées de y = π−1(x) dans Rn+1
(Sn ⊂ Rn+1). En effet, pour obtenir une fonction radiale sur Rn à partir d’une fonction
définie sur la sphère, il suffit de prendre la fonction de départ R, ne dépendant que d’une
coordonnée.
De plus, la fonction K est choisie vérifiant les hypothèses suivantes :
K(x)= n(n− 2)+ εK0(x) avec K ∈ C1 et ε > 0,
K ′0(r) < 0 pour 0 < r < 1 et K0(r) = K0
(
1
r
)
pour r  1
(
r = |x|).
Pour r assez petit, K0(r) = K0(0) − Arl + H(r) avec |H(r)|r−l + |H ′(r)|r1−l → 0
quand r → 0 et l est un réel de ]1, (n− 2)/2[.
Dans, leur théorème, les auteurs démontrent l’existence d’une suite de fonctions uj dont
les énergies (‖ui‖LN ) tendent vers l’infini. Comme par transformation conforme l’énergie
se conserve, on peut affirmer, qu’ils exhibent une suite de fonctions, sur la sphére, dont les
énergies tendent vers l’infini. Finalement, grâce à la formule de repésentation de Green,
supuj × infuj → +∞.
Leur théorème est le suivant (le (i) suffit à prouver la nécessité d’hypothèses pour établir
une inégalité du type (∗)) :
Théorème. Soit Kε(x) = n(n − 2) + εK0(|x|), K0 vérifiant les hypothèses précédentes,
avec 1 < l < (n− 2)/2. Alors, il existe ε0 > 0 tel que pour tout 0 < ε < ε0, il existe une
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infinité de solutions uεj (|x|) de (∗1), (∗2) avec K = Kε vérifiant, uεj (r) = uεj (1/r)r2−n
pour 0 < r  1. De plus :
(i) Pour 0 < ε  ε0, la suite uεj (0) est strictement croissante en j et on a :
lim
j→+∞
∫
Rn
(
uεj
)2n/(n−2) dx = +∞.
(ii) Pour j ∈ N, uε2j+1(r)r(n−2)/2 a un maximum local en r = 1, j autres maxima locaux
et j minima locaux dans ]0,1[. D’autre part, pour toute suite εi → 0, uεi2j+1 converge
vers U0(r) = 1/(1 + r2)(n−2)/2 dans C2loc(Rn − {0}) et on obtient :
lim
i→+∞
∫
Rn
(
u
εi
2j+1
)2n/(n−2) dx = (2j + 1)[n(n − 2)]−n/2Sn/2n ,
Sn étant la meilleure constante de Sobolev. (Voir T. Aubin [2]).
(iii) Pour j ∈ N, uε2j (r)r(n−2)/2 a un minimum local en r = 1, j maxima locaux et j − 1
minima locaux dans ]0,1[. D’autre part, pour toute suite εi → 0, uεi2j converge vers
U0(r) = 1/(1 + r2)(n−2)/2 dans C2loc(Rn − {0}) et il vient :
lim
i→+∞
∫
Rn
(
u
εi
2j
)2n/(n−2) dx = (2j)[n(n − 2)]−(n−2)/2Sn/2n .
Des problèmes similaires ont été étudiés par C.-C. Chen et C.-S. Lin [7] dans le cas
d’ouverts Ω de Rn, avec les hypothèses de Y.-Y. Li. Ils considèrent une perturbation
de l’équation par une fonction g ∈ C1(Ω) strictement positive et vérifiant une condition
asymptotique à l’infini. L’équation étudiée est alors :
u = V uN−1 + g(u) sur Ω.
Concernant l’équation avec la perturbation non linéaire g, nous avons le problème
suivant :
Problème 2. Sur un ouvert Ω de Rn, on considère l’équation :
u = V uN−1 +Wuα et u > 0, (E2)
avec n/(n− 2) α < N − 1 = (n + 2)/(n − 2).
V et W vérifient pour des réels positifs donnés a, b, c, d,A,B,
0 < a  V (x) b et 0 < cW(x) d,
‖∇V ‖L∞ A et ‖∇W‖L∞  B.
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On se pose la question de savoir si pour chaque compact K de Ω , il existe une
constante c, ne dépendant que de α,a, b, c, d,A,B,K,Ω telle qu’on ait, pour toute
solution u de (E2) :
sup
K
u× inf
Ω
u c. (∗∗)
Les principales remarques qu’on doit porter sur ces deux problèmes sont :
– Les solutions sont considérées comme régulieres (C2,α) et on cherche à partir de
l’équation, sans avoir de conditions aux bords ni de condition de bornitude uniforme
d’énergies, à montrer des résultats de bornitude au sens localement uniforme (L∞loc).
– Le but est d’estimer le maximum des fonctions ui sur chaque compact par rapport à
leurs minima.
– Dans le cas de la dimension 4, on imposera une condition à la constante de Lipschitz A
de V : tendre vers 0 et au minimum des solutions de ne pas tendre vers 0 pour pouvoir
avoir des estimations L∞loc de ces solutions.
– On verra que pour n  4 en supposant nos fonctions radiales, nous pouvons imposer
sur V des conditions de telle sorte qu’on ait une bonne estimation (L∞loc).
Théorème 1. Considérons deux suites {uεi }, {Vεi } de fonctions relatives au problème
concernant (E1) avec qεi = N − εi → N , alors on a :
Pour tout compact K de Ω , il existe une constante c > 0 ne dépendant que de
a, b,A,K,Ω telle que pour tout uεi :
ε
(n−2)/2
i
(
sup
K
uεi
)1/4 × inf
Ω
uεi  c.
Corollaire 1. Considérons deux suites de fonctions {uεi } et {Vεi } relatives au pro-
blème (E1), alors si on suppose,
qi = N − εi avec εi → 0 et ‖∇Vεi‖ kεi (k > 0),
il vient :
Pour tout compact K de Ω , il existe une constante c > 0 ne dépendant que de
a, b, k,K,Ω telle que (
sup
K
uεi
)4/5 × inf
Ω
uεi  c.
Remarque 1. Atkinson et Peletier [1], Brezis et Peletier [4] et Z.-C. Han [8] se sont
intéréssés au cas d’une suite de fonctions solutions de (E2) dans la boule unité avec
conditions de Dirichlet, Vi ≡ 1 et q = qi = N − εi . Ils démontrent la convergence d’une
telle suite vers une fonction particulière. Pour Atkinson et Peletier une telle suite vérifie :
√
εiu
2
i (0) →
[4(n− 2)](n−2)/2	(n)
[	(n/2)]2
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et pour x = 0,
ui(x)√
εi
→ n
(n−2)/4(n − 2)n/4	(n/4)√
	(n)
(
1
|x|n−2 − 1
)
.
Remarque 2. À propos du Corollaire 1, il aisé de construire un exemple de solutions de
(E1) avec des fonctions (Vε) telles que ‖∇Vε‖ ≡ 0.
Partons des fonctions bien connues :
uε(r) =
(
µε
µ2ε + r2
)(n−2)/2
, 0 r  1,
µε est un réel positif à choisir de telle manière que les hypothèses du Corollaire 1 soient
vérifiées.
uε vérifie :
uε = n(n − 2)uN−1ε = n(n − 2)uεεuN−1−εε = VεuN−1−εε ,
avec
Vε(r) = n(n − 2)
(
µε
µ2ε + r2
)(n−2)ε/2
.
Les fonctions Vε vérifient les hypothèses du Corollaire 1 :
En effet, 0 r  1 ⇒ µ2ε  r2 +µ2ε  1 +µ2ε et on en déduit que :
n(n − 2)µ(n−2)ε/2ε
(1 +µ2ε)(n−2)ε/2
 Vε(r)
n(n− 2)
µ
(n−2)ε/2
ε
.
Il suffit de prendre µε tel que : µs×εε → 1 quand ε → 0, ∀s > 0. On peut par exemple
prendre µε → 1. Ainsi la premiére hypothèse du Corollaire 1 pour les fonctions Vεi est
bien vérifiée.
Le calcul de la dérivée de Vε donne :
∣∣V ′ε(r)∣∣ µ(n−2)ε/2ε n(n − 2)22rε2µεµ(n−2)εε  n(n − 2)2 1µ(n−2)ε/2ε εµε .
En prenant, µε → 1 par exemple on déduit que |V ′ε(r)|  kε, avec k une constante
positive.
Théorème 2. Considérons deux suites de fonctions {ui}, {Vi} relatives à l’Éq. (E1) :
Si n = 3 et q = 5, alors pour tout compact K de Ω il existe une constante c > 0 ne
dépendant que de a, b,A,K,Ω telle que(
sup
K
ui
)1/3 × inf
Ω
ui  c.
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Si n = 4, q = 3 et la constante de Lipschitz Ai , relative à Vi tend vers A 0, alors :
En supposant que
lim inf
i→+∞
minΩ ui
Ai
 8e
2√2
3a
√
a
,
on obtient :
Pour tout compact K de Ω , il existe une constante c > 0 ne dépendant que de
a, b, (Ai)i∈N,K,Ω , telle que (
sup
K
ui
)
× inf
Ω
ui  c.
Corollaire 2. Si (ui) et (Vi), sont deux suites de fonctions relatives à l’Éq. (E1), sur un
ouvert Ω de R4, alors on a :
Si la constante de Lipschitz Ai relative à Vi tend vers 0 et si minΩ ui  m > 0 pour
tout i , on a :
Pour tout compact K de Ω , il existe une constante c > 0 ne dépendant que de
a, b, (Ai)i∈N,m,K , telle que
sup
K
ui  c.
Sur la boule unité de Rn si on considére des conditions supplémentaires sur {ui} et {Vi}
à savoir :
ui et Vi sont radiales et∣∣Vi(r)− Vi(r ′)∣∣A∣∣r [(n−2)/2]+ε − r ′[(n−2)/2]+ε∣∣ ∀0 r, r ′  1, ε > 0.
On obtient le :
Théorème 3. Sous les conditions précédentes, on a :[
ui(0)
]ε/[(n−2)+ε] × ui(1) c,
où c > 0 est une constante qui ne dépend que de a, b,A, ε.
Remarque. On peut exhiber des fonctions u et V vérifiant les hypothèses du Théorème 3
sans que les V soient triviaux (‖∇V ‖ ≡ 0).
En dimension 4, on peut prendre :
u(r) = 1 − r2, u′(r) = −2r et u′′(r) = −2, 0 r  1
2
,
u = Vu3, avec V = 8
(1 − r2)3 ,
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et on aV (r)− V (r ′) = 8 (1 − r
′2)3 − (1 − r2)3
[(1 − r2)× (1 − r ′2)]3 .
Si r  1/2 et r ′  1/2, alors |V (r)− V (r ′)| 8 × 3 × 16393 |r2 − r ′2|.
On voit alors que ε = 1. Si on veut définir deux suites de fonctions ui et Vi vérifiant
les conditions relatives au Théorème 3, il suffit de modifier u. Par exemple on prend
ui(r) = 1 + αir2 en dimension 4, avec (αi)i bornée, la suite (Vi)i associée à (ui)i sera
définie comme dans l’exemple précédent.
Concernant le deuxième problème, nous avons le résultat suivant :
Théorème 4. On considère trois suites de fonctions {ui}, {Vi} et {Wi} solutions de (E2),
alors on a :
Pour tout compact K de Ω , il existe une constante c′ > 0, ne dépendant que de
α,a, b, c, d,A,B,K,Ω telle qu’on ait :
sup
K
ui × inf
Ω
ui  c′.
Concernant le deuxieme problème et le théorème qui lui est associé, on peut, en
imposant d’autres conditions sur la constante B relative à la fonction W , avoir le même
résultat avec l’exposant n/(n − 2).
Ce dernier problème est intermédiaire entre le cas sous-critique et le cas critique,
puisqu’on a deux termes : l’un est critique et l’autre sous-critique.
2. Démonstration du Théorème 1 et du Corollaire 1
2.1. qi = N − εi → N
Par soucis de compréhension, nous allons détailler cette partie. On aura à utiliser la
technique « moving plane » qui utilise essentiellement le principe du maximum.
On suppose, pour simplifier, que Ω = B2(0), et on raisonne par l’absurde, en essayant
de démontrer qu’il existe pour un certain β ∈ ]0,1/3[, une constante c ne dépendant que
de a, b,A,β et un réel R ∈ ]0,1[ tels que pour tout uε > 0, solution de (E1), avec V = Vε ,
vérifie :
ε[2/(n−2)−ε/2]−1
(
sup
BR(0)
uε
)β × inf
B1(0)
uε 
c
R4/(N−ε−2)
∀ε > 0.
Le fait de prendre l’inf sur la boule unité dans la boule de rayon 2 est lié aux calculs qui
vont suivre, car nous serons obligés d’effectuer des translations et il nous faut une certaine
marge de sécurité.
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On a remplacé l’exposant 1/4 du sup par β ; on verra que le résultat de cette deuxième
partie du théorème est valable pour tout 0 < β < 1/3.
Supposons donc que pour tout c > 0 et R ∈ ]0,1[, il existe Vε et uε vérifiant :
ε[2/(n−2)−ε/2]−1
(
sup
BR(0)
uε
)β × inf
B1(0)
uε 
c
R4/(N−ε−2)
et uε = VεuN−ε−1ε .
On choisira : R = Ri → 0 et c = ci → +∞. Notre hypothèse est : il existe deux suites
{uεi } et {Vεi } notées, pour simplifier l’écriture, {ui} et {Vi} telles que pour tout i ∈N :
ui = ViuN−εi−1i ,
ε
[2/(n−2)−εi/2]−1
i
(
sup
BRi (0)
ui
)β × inf
B1(0)
ui 
ci
R
4/(N−εi−2)
i
.
D’une manière évidente (on suppose supui > 1 et εi → 0),(
sup
BRi(0)
ui
)4/3

(
sup
BRi (0)
ui
)β × inf
B1(0)
ui  ε[2/(n−2)−εi]
−1
i
(
sup
BRi(0)
ui
)β × inf
B1(0)
ui,
donc : (
sup
BRi(0)
ui
)1+β
 ci
R
4/(N−εi−2)
i
→ +∞.
En particulier, (
sup
BRi(0)
ui
)
×R2/(N−εi−2)i 
√
ci → +∞.
Considérons alors :
si (x)= ui(x)
(
Ri − |x − xi |
)2/(N−εi−2) avec ui(xi) = max
BRi (0)
ui .
Soit ai tel que
si (ai) = max
BRi(xi )
si = ui(ai)
(
Ri − |ai − xi |
)2/(N−ε−2)
.
Nous avons :
si(ai) si (xi) = ui(xi)R2/(N−εi−2)i 
√
ci avec ci → +∞. (∗)
Posons :
li =
(
Ri − |ai − xi |
)
et Li = li4√ci
[
u(ai)
](N−εi−2)/2
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et remarquons que0 < li Ri → 0 ⇒ ui(ai) → +∞,
d’après (∗), on a :
Li → +∞.
Posons, lorsque |y|Li ,
vi(y) = 1
ui(ai)
ui
{
y
[
ui(ai)
(2+εi−N)/2]+ ai}
et vérifions que si, |y|Li , alors x = y[ui(ai)(2+εi−N)/2] + ai ∈ BRi (xi).
Grâce à l’inégalité triangulaire :
Ri − |x − xi | = Ri −
∣∣ai − xi + [ui(ai)](2+εi−N)/2y∣∣
Ri − |ai − xi | −
∣∣[ui(ai)](2+εi−N)/2y∣∣
et donc :
Ri − |x − xi | li − li 14√ci = li
(
1 − 1
4√ci
)
> 0, (∗∗)
|x − xi |Ri − li
(
1 − 1
4√ci
)
< Ri,
vi est ainsi bien définie et vérifie pour tout i ∈ N,
vi = Vi
{
ai + y
[
ui(ai)
(−N+εi+2)/2]}vN−εi−1i , et vi(0) = 1.
D’autre part :
vi(y)= si(x)
si (ai)
× (Ri − |ai − xi |)
2/(N−εi−2)
(Ri − |x − xi |)2/(N−εi−2) 
(
li
Ri − |x − xi |
)2/(N−εi−2)
.
D’où, pour tout i ∈ N et |y| Li :
0 < vi(y)
(
1 − 1
4√ci
)−2/(N−εi−2)
. (∗∗∗)
Comme dans l’étape 2 de la démonstration du Théorème 1, grâce aux théorèmes de
Ladyzhenskaya et Ascoli, de la suite de fonctions vi on peut extraire une sous-suite qui
converge uniformément vers une fonction v  0 vérifiant :
v = V (0)vN−1, v(0) = 1, 0 < a  V (0) b < +∞.
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En faisant un changement d’échelle on peut se ramener au cas : V (0) = n(n− 2).
N−1 nLes solutions positives de : v = n(n − 2)v , sur R sont les fonctions (voir le
résultat de Caffarelli, Gidas et Spruck [5]) :
v(y) = µ
(µ2 + |y − x0|2)(n−2)/2 avec µ ∈ R
+ et x0 ∈ Rn.
D’après (∗∗∗) et comme ci → +∞,
v(y) 1 pour tout y ∈Rn,
d’où,
v(0) = max
Rn
v = 1 et ∇v(0) = 0 ⇒ x0 = 0,
enfin
v(0) = 1 ⇒ µ = 1.
Remarquons aussi que :
l
2β/(N−εi−1)
i
[
ui(ai)
]β = [si (ai)]β  [si (xi)]β = [ui(xi)R2/(N−εi−1)i ]β.
D’où, d’après notre hypothèse,
l
2β/(N−εi−1)
i
[
ui(ai)
]β × inf
B1(0)
ui 
c
β
i
R
(4−2β)/(N−εi−1)
i
.
Rappelons que, ui(xi) = maxBr(0) ui . Comme li ,Ri → 0 et 0 < β < 1/3, on a :[
ui(ai)
]β × inf
B1(0)
ui → +∞.
2.2. Conclusion de l’Étape 1
vi(y) = vεi (y) =
uεi [aεi + y[uεi (aεi )]εi/2−2/(n−2)]
uεi (aεi )
, avec aεi = ai
vérifie :
vεi = Vεi vN−εi−1εi et vεi →
(
1
1 + |y|2
)(n−2)/2
.
Cette convergence étant uniforme sur tout compact de Rn :[
ui(ai)
]β × inf
B1(0)
ui → +∞
avec β < 1/3 et ai → 0.
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2.3. Étape 2. Passage en coordonnées polaires et utilisation de la méthode « moving
plane »
Lemme. On pose pour t ∈ ]−∞,0], θ ∈ Sn−1 :
wi(t, θ) = e(n−2)t/2ui(ai + et θ) et Vi(t, θ)= Vεi (ai + et θ).
Et on considère l’opérateur suivant :
L = ∂tt −σ − (n − 2)
2
4
, sur ]−∞,0] × Sn−1,
où σ est l’opérateur de Baltrami–Laplace sur la sphére Sn−1 , alors :
−Lwi = e[(n−2)εi t ]/2ViwN−εi−1i , pour tout i.
Démonstration.
∂twi = (n− 2)2 e
(n−2)t/2ui(ai + et θ)+ ent/2∂rui(ai + et θ),
donc :
∂ttwi = (n − 2)
2
4
wi + e(n+2)t/2
[
∂rrui(ai + et θ)+ (n− 1)
et
∂rui(ai + et θ)
]
.
Par définition de σ ,
σwi = e(n−2)t/2σui(ai + et θ) = e(n−2)t/2σui(ai + et θ),
d’où :
∂ttwi −σwi = (n − 2)
2
4
wi + e(n+2)t/2
[
∂rrui(ai + et θ)
+ (n − 1)
et
∂r (ui)(ai + et θ)− 1
e2t
σui(ai + et θ)
]
.
En remplacant et par r > 0, sachant que l’expression du laplacien en coordonnées
polaires est :
− = ∂rr + (n − 1)
r
∂r − 1
r2
σ ,
en conséquence :
−Lwi = −
[
∂ttwi −σwi − (n− 2)
2
4
wi
]
= Vie(n−2)εit/2wN−εi−1i . 
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2.4. Étape 2.2. Quelques propriétés concernant les fonctions wiPosons ηi = 1/ui(ai)(N−εi−2)/2, alors :
logηi = −N − εi − 22 logui(ai) = −
(
2
n− 2 −
εi
2
)
logui(ai).
Lemme. On a :
(1) wi(logηi, θ)−wi(logηi + 4, θ) > 0, i  i0,
(2) ∀δ  0, ∃c(δ) > 0, i0 = i(δ) ∈ N, tels que :
1
c(δ)
e(n−2)t/2 × ui(ai)(n−2)εi/4 wi(t + logηi, θ)
 c(δ)e(n−2)t/2 × ui(ai)(n−2)εi/4,
pour tout θ ∈ Sn−1, i  i0 et t  δ.
Démonstration. (1) En utilisant la définition de vi , donnée dans la conclusion de l’étape 1,
nous pouvons écrire :
wi(t + logηi, θ) = e(n−2)t/2ui(ai + et θηi)η(n−2)/2i
= e(n−2)t/2[ui(ai)](n−2)εi/4 × vi(et θ).
Toujours d’après l’étape 1 :
Pour tout β > 0, zi(t, θ) = e(n−2)t/2vi(et θ) converge uniformément sur ]−∞, logβ] ×
Sn−1 vers la fonction,
z(t) = e
(n−2)t/2
(1 + e2t )(n−2)/2 =
(
et
1 + e2t
)(n−2)/2
.
Si on prend logβ = 4 et donc, t  4 :
Pour tout ε > 0 il existe un entier i0 tel que i  i0 entraine pour t  4 zi(t, θ)−z(t) < ε.
En conséquence :
zi(0, θ)− zi(4, θ) =
[
zi(0, θ)− z(0)
]− [zi(4, θ)− z(4)]+ z(0)− z(4)
−2ε + z(0)− z(4).
Sachant que wi est obtenue en multipliant zi par [ui(ai)](n−2)εi/4, comme z(t) est
maximum en t = 0, pour i  i0 (on prend 2ε < z(0)− z(4)), on a :
wi(logηi, θ)−wi(logηi + 4, θ) > 0.
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(2) Nous venons de voir qu’en utilisant la convergence uniforme des vi , on ob-
tient (2). 
2.5. Étape 2.3. Utilisation de la méthode « moving plane »
On pose, lorsque λ t :
tλ = 2λ − t et wλi (t, θ) = wi(2λ− t, θ).
Lemme 1. Soit Aλ la propriété suivante :
Aλ =
{
λ 0, ∃(tλ, θλ) ∈ [λ,1/2] × Sn−1, wλi (tλ, θλ) −wi(tλ, θλ) 0
}
,
alors :
∃ν  0, tel que pour λ ν, la propriété Aλ n’est pas vraie.
Lemme 2. Pour λ 0, on a :
wλi −wi < 0 ⇒ −L
(
wλi −wi
)
< 0,
sur ]λ, ti ] × Sn−1 où ti = β logηi + log (n−2)a2A , 0 < β < 1/3.
(3) Un point utile :
ξi = sup
{
λ λ¯i = 2 + logηi, wλi −wi < 0, sur ]λ, ti ] × Sn−1
}
existe avec ti = β logηi + log (n−2)a2A et 0 < β < 1/3.
Remarques. Dans le Lemme 1, il ne faut pas confondre tλ et tλ, le premier désigne le
symétrisé de t alors que le second désigne un point particulier pour lequel (avec θλ), une
propriété donnée est vérifiée.
Le Lemme 1 établit qu’il existe un rang ν petit, tel que pour λ ν, on ait :
pour tout (t, θ) ∈ ]λ,1/2] × Sn−1 wλi (t, θ)−wi(t, θ) < 0.
Sur les ensembles considérés, le Lemme 2 permettera d’utiliser le principe du
maximum. On trouve des fonctions h verifiant :
h 0 et Lh 0 avec L = ∂tt −σ − (n− 2)
2
4
oú σ est le laplacien sur la sphére Sn−1.
Localement L s’écrit :
∑
ij aij ∂ij +
∑
j bj∂j − (n− 2)2/4 et un opérateur de ce type
vérifie le principe du maximum de Hopf.
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On choisira des domaines particuliers, pour pouvoir utiliser le Lemme 1 convenable-
ment.
On voit aussi que le Lemme 2 est lié au Lemme 1 : pour λ ν, la différence wλi − wi
est négative.
On verra l’utilité du point (3) après les démonstrations des Lemmes 1 et 2.
Démonstration du Lemme 1. D’abord, on fixe l’entier i , on cherche le signe de ∂twi et
∂twi(t, θ)= (n − 2)2 e
(n−2)t/2ui(ai + et θ)+ e(n/2)t∂rui(ai + et θ).
D’où,
∂twi = e(n−2)t/2
[
n − 2
2
ui(ai + et θ)+ et ∂rui
]
.
La fonction ui est C1, positive et sous-harmonique ; on en déduit qu’il existe Ai tel que
‖∂rui‖∞ Ai .
D’autre part, le principe du maximum indique que ui atteint son minimum sur le bord
et ainsi,
n− 2
2
ui(ai + et θ) n− 22 minB√e(ai) ui 
n− 2
2
min
B2(0)
ui = βi > 0.
Finalement,
∂twi  e(n−2)t/2(βi − etAi).
Pour t < log(βi/Ai), βi − etAi > 0. Ainsi wi est strictement croissante sur ]−∞,
log(βi/Ai)] uniformément en θ ∈ Sn−1.
Supposons que Lemme 1 ne soit pas vrai :
Il existe une famille de {λk} telle que λk → −∞, des réels tk ∈ ]λk,1/2], θk ∈ Sn−1
tels que
wi(2λk − tk, θk)−wi(tk, θk) 0. (∗)
On va voir que pour λk pris dans la famille pour laquelle (∗) est vérifiée, tk ∈
[log(βi/Ai),1/2].
Supposons au contraire que tk < log(βi/Ai).
Lorsque λk est voisin de −∞, nous avons λk < log(βi/Ai).
D’autre part, sachant qu’on a toujours tλk < t , en prenant t = tk dans ]λk, log(βi/Ai)[
et en utilisant la croissance de wi on obtient l’inégalité suivante :
wi(2λk − tk, θ)−wi(tk, θ) < 0 pour tout θ ∈ Sn−1.
En particulier pour θ = θk l’inégalité obtenue, contredit (∗).
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Ainsi, pour tout λk  0, pris dans la famille pour laquelle (∗) est vérifiée :1/2 tk  log
βi
Ai
.
(En particulier log(βi/Ai) logηi + 4, car wi(logηi, θ)−wi(logηi + 4, θ) > 0.)
Par compacité on obtient :
λk → −∞, tk → t0 ∈
[
log
βi
Ai
,
1
2
]
et θk → θ0 ∈ Sn−1.
Or,
0wi(2λk − tk, θk)−wi(tk, θk),
en faisant tendre λk vers −∞, on obtient :
ui(ai + et0θ0) 0,
or ceci est impossible car ui > 0.
Ainsi, on a démontré que pour λ petit, voisin de −∞, wλi (t, θ) − wi(t, θ) < 0, pour
(t, θ) ∈ ]λ,1/2] × Sn−1. 
Démonstration du Lemme 2. On commence par démontrer que
∂tVi  (termes positifs) ×
[
(n− 2)aεi
2
−Aet
]
. (∗)
En effet, comme Vi = Vi(t, θ)= e[(n−2)εi t ]/2Vεi (ai + et θ), on a :
∂tVi = (n − 2)εi2 e
[(n−2)εit ]/2Vεi (ai + et θ)
+ e[(n−2)εit ]/2 × et 〈∇Vεi (ai + et θ)|θ 〉.
D’où,
∂tVi  e[(n−2)εit ]/2 ×
[
(n− 2)aεi
2
−Aet
]
,
où A est un majorant de la norme infinie du gradient de Vi .
Ainsi,
t  log εi + log (n − 2)a2A ⇒ ∂tVi  0.
Or, d’après notre hypothèse de départ :
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ε
[2/(n−2)−εi/2]−1
i
[
uεi (aεi )
]β  cεi
(lεi ×Rεi )(n−2)/2
 1,logεi −
(
2
n − 2 −
εi
2
)
β log
[
uεi (aεi )
]= β logηεi ,
avec ηεi = [uεi (aεi )]εi/2−2/(n−2) (aεi = ai est le point défini dans l’étape 1).
On voit alors que
logεi + log (n− 2)a2A  β logηεi + log
(n− 2)a
2A
= t¯εi = ti .
Ceci nous permet d’avoir la croissance en t de la fonction e(n−2)εit/2Vi sur l’intervalle
]−∞, ti].
On démontre maintenant le Lemme 2.
Supposons que pour un λ 0 on ait :
wλi (t, θ)−wi(t, θ) < 0, ∀(t, θ) ∈ ]λ, ti ] × Sn−1;
en notant
V˜i(t, θ) = e(n−2)εit/2Vi(t, θ), V˜ λi (t, θ) = V˜i(tλ, θ) = V˜i(2λ− t, θ),
on peut écrire :
−L(wλi −wi)= (V˜ λi − V˜i)(wλi )N−εi−1 + V˜i[(wλi )N−εi−1 −wN−εi−1i ].
On a vu que sur l’intervalle [λ, ti ], la fonction t → V˜i(t, θ) = e(n−2)εit/2Vi(t, θ) est
uniformément croissante et comme t ∈ [λ, ti], tλ − t = 2λ − t − t = 2(λ − t)  0, on en
déduit que
V˜ λi  V˜i sur [λ, ti ] × Sn−1.
D’autre part, il existe un rang i1 à partir duquel N − εi − 1 > 1 > 0, puisque εi → 0.
Ainsi la fonction t → tN−εi−1 est croissante et on a finalement :
wλi < wi ⇒
(
wλi
)N−εi−1 < wN−εi−1i .
Le Lemme 2 est ainsi démontré. 
Vérification du point (3) : D’après le lemme de l’étape 2.2 :
wi(logηi, θ)−wi(logηi + 4, θ) > 0.
On pose li = logηi + 4 et λ¯i = 2 + logηi , alors :
2λ¯i − li = 2(logηi + 2)− logηi − 4 = logηi.
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Comme λ¯i < li < ti , on obtient :w
λ¯i
i (li , θ)−wi(li, θ) > 0
et finalement ξi existe bien.
2.6. Étape 3. Utilisation du principe du maximum pour la conclusion
Montrons que les fonctions wξii −wi vérifient les propriétés suivantes :
(1) sur ]ξi, ti ] × Sn−1, wξii −wi  0,
(2) sur ]ξi, ti ] × Sn−1, −L(wξii −wi) 0.
Pour le point (1), on utilise la définition de ξi : il existe une suite {µi,k} telle que l’on
ait :
(a) µi,k < ξi pour tout entier k,
(b) wµi,ki −wi < 0 sur ]µi,k, ti ] × Sn−1, pour tout k, donc :
wi(2µi,k − t, θ)−wi(t, θ) < 0, pour t ∈ ]µi,k, ti [ et tout θ ∈ Sn−1.
La fonction wi est continue et tout t ∈ ]ξi, ti ] est dans des intervalles ]µi,k, ti]
d’après (a), en passant à la limite en k on obtient (1).
Pour le point (2), la démonstration est identique à celle du (1), les fonctions wi sont C2,
il suffit d’écrire wµi,ki −wi = wi(2µi,k − · , ·)−wi(· , ·).
Lemme. Les fonctions wξii et wi vérifient :
max
θ∈Sn−1
w
ξi
i (ti , θ) min
θ∈Sn−1
wi(ti , θ).
Démonstration. Supposons par l’absurde que l’on ait :
max
θ∈Sn−1
w
ξi
i (ti , θ) < min
θ∈Sn−1
wi(ti, θ);
alors :
∀θ ∈ Sn−1, wξii (ti , θ) < wi(ti, θ). (3)
Notons :
h(t, θ) = wξii (t, θ)−wi(t, θ) sur [ξi , ti] × Sn−1.
En utilisant les propriétés (1), (2) et l’Éq. (3), la fonction h vérifie :
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h(t, θ) 0 sur [ξi , ti ] × Sn−1 et h(ti , θ) < 0, ∀θ ∈ Sn−1,
Lh 0 sur [ξi, ti ] × Sn−1.
Par le principe du maximum de Hopf, on obtient que h atteint son maximum sur le bord
ou bien elle est constante.
Si h n’est pas constante, elle vérifie à l’intérieur du domaine, h < maxh. Là où h atteint
son maximum elle vérifie : ∂νh > 0 ; ν est la normale extérieure.
En (ξi , θ), h est nulle et en (ti, θ) elle est strictement négative, elle ne peut pas être
constante. Donc :
h < 0 sur ]ξi , ti] × Sn−1 et ∂νh(ξi , θ) > 0.
Comme ∂ν = −∂t , on obtient :
∂ν
(
w
ξi
i −wi
)
(ξi, θ) = −∂t
[
wi(2ξi − t, θ)−wi(t, θ)
]= 2∂twi(ξi , θ) > 0.
En fixant i , la définition de ξi , comme borne supérieure d’un certain ensemble
précedemment défini, donne :
Pour tout k > 0, il existe µk,σk, θk vérifiant : ξi + 1/k > µk > ξi , et µk < σk  ti ,
θk ∈ Sn−1 tels que
w
µk
i (σk, θk)−wi(σk, θk) = wi(2µk − σk, θk)−wi(σk, θk) 0.
1er cas. Si σk → σ0 > ξi (ou au moins une valeur d’adhérence) :
En passant à la limite (Sn−1 est compacte et quitte à passer aux sous-suites, θk → θ0) et
en utilisant la continuité de wi on obtient :
wi(2ξi − σ0, θ0) −wi(σ0, θ0) 0,
w
ξi
i (σ0, θ0)−wi(σ0, θ0) 0 ce qui contredit le résultat trouvé plus haut sur h.
2ème cas. Si σk → ξi :
Comme
wi(2µk − σk, θk) −wi(σk, θk)
2(µk − σk)  0,
en passant à la limite, on obtient :
lim
k→+∞
wi(2µk − σk, θk)−wi(σk, θk)
2(µk − σk) = ∂twi(ξi , θ0) 0,
ce qui contredit l’inégalité établie plus haut.
Le lemme est démontré :
(α) minSn−1 wi(ti, θ)maxSn−1 wi(2ξi − ti , θ).
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De plus, comme ti → −∞, on obtient :(β) wi(ti , θ) = e(n−2)ti/2ui(ai +et θ) e(n−2)ti/2 minBi ui  e(n−2)ti/2 minB1/2(0) ui , où Bi
est la boule de centre ai → 0 et de rayon eti < 1/2.
Sachant que
wi(2ξi − ti , θ) = e(n−2)(2ξi−ti )/2ui
(
ai + e2ξi−ti θ
)
,
et que
2ξi − ti = (2ξi − ti − λ¯i )+ λ¯i et ξi  λ¯i  ti ⇒ si = 2ξi − ti − λ¯i  0,
nous pouvons écrire :
wi(2ξi − ti , θ) = wi(2ξi − ti − λ¯i + λ¯i , θ)
= wi(si + 2 + logηi, θ) avec si  0.
En utilisant une des propriétés des fonctions wi , vues dans l’étape 2,
wi(2ξi − ti , θ) ce(n−2)(2ξi−ti−λ¯i+2)/2ui(ai)(n−2)εi/4,
où c une constante positive ne dépendant pas de i .
Comme ξi  λ¯i , on a :
(γ ) wi(2ξi − ti , θ) cui(ai)(n−2)εi/4e(n−2)(λ¯i−ti )/2.
Ce qui peut s’écrire, en combinant (α)–(γ ) :
e(n−2)ti/2 × min
B1/2(0)
ui  cui(ai)(n−2)εi/4e(n−2)(λ¯i−ti )/2.
Ou encore,
e(n−2)(−λ¯i+2ti )/2 × min
B1/2(0)
ui  cui(ai)(n−2)εi/4,
ainsi
ui(ai)
(1−2β)(1−(n−2)εi/2) min
B1/2(0)
ui  c.
On voit qu’on s’est ramené à une inégalité du type [ui(ai)]δ × minui  c, avec δ > 0
(car β < 1/2 et εi → 0).
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Pour avoir la contradiction de l’hypothèse de départ, il suffit que :(1 − 2β)(1 − (n− 2)εi/2) β pour tout i.
On prend β dans ]0,1/3[ et on obtient une contradiction. 
2.7. Étape 4. Démonstration du Théorème 1
Soit x0 ∈ Ω alors il existe un réel r = r(Ω) > 0 tel que, Br(x0) ∈ Ω .
Considérons la suite de fonctions :
u¯i (x)= ui(x0 + rx)× r2/(N−εi−2), x ∈ B1(0),
alors :
u¯i = r2ui(x0 + rx)r2/(N−εi−2)
= ViuiN−εi−1r2(N−εi−1)/(N−εi−2) = Viu¯N−εi−1i ,
d’après le résultat qui précède :
∃c,R > 0, ε(n−2)/2i
(
sup
BR(0)
u¯i
)β × inf
B1(0)
u¯i 
c
R4/(N−εi−2)
et finalement :
∀x0 ∈ B1(0), ∃cx0,Rx0 > 0, ε(n−2)/2i
(
sup
BRx0 (x0)
ui
)β × inf
Ω
ui  cx0 .
Soit K un compact de B1(0), pour chaque x ∈ K , on considére le Rx comme
précedemment. Alors, K ⊂ ⋃x∈K BRx (x). Comme K est compact, il existe m ∈ N tel
que K ⊂⋃mj=1 BRxj (xj ).
Donc,
ε
(n−2)/2
i
(
sup
K
ui
)β × inf
Ω
ui 
m∑
j=1
ε
(n−2)/2
i
(
sup
BRxj
(xj )
ui
)β × inf
Ω
ui
 c(β, a, b,A,K,Ω).
2.8. Démonstration du Corollaire 1
La démonstration utilise les mêmes téchniques que celles mises en œuvre dans la
démonstration du Théorème 1. On suppose toujours que Ω = B2(0) ⊂Rn et on commence
par établir des estimations locales :
∃c = c(a, b,A)> 0, ∃R > 0,
(
sup
BR(0)
uεi
)β × inf
B1(0)
uεi 
c
R4/(N−ε−2)
.
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Pour cela, on raisonne par l’absurde, les étapes sont les mêmes que celles pour la
(n−2)/2démonstration du Théorème 1, la différence est l’absence de ε dans le membre de
droite ; on verra qu’on peut choisir l’exposant du sup aussi proche de 1 qu’on le veut.
On exhibe une suite de points (aεi ) tendant vers 0 telle que[
uεi (aεi )
]β inf
B1(0)
uεi → +∞. (∗∗)
Nous souhaiterions utiliser le principe du maximum. Pour cela, on regarde l’accroisse-
ment des fonctions Vi . Comme on a posé, Vi(t, θ) = e(n−2)εit/2Vεi (aεi + et θ), on obtient :
∂tVi(t, θ) e(n−2)εit/2
[
(n − 2)aεi
2
−Aiet
]
,
où a est un minorant de Vi et Ai est un majorant de la norme infinie du gradient des Vi (la
condition Ai  kεi (k > 0), va être utilisée), donc :
∂tVi(t, θ) e(n−2)εit/2
[
(n− 2)aεi
2
− kεiet
]
 e(n−2)εit/2εi
[
(n− 2)a
2
− ket
]
.
Ainsi on obtient la condition de croissance suivante pour Vi :
Pour t  log (n−2)a2k = t0 ⇒ ∂tVi(t, θ) 0 pour tout θ ∈ Sn−1, le t0 ne dépend pas de i .
Soient wi la fonction wi(t, θ) = e(n−2)t/2ui(ai + et θ), ξi  λ¯i = 2 + logηi et ηi =
1/[uεi (ai)](N−εi−2)/2.
Comme dans la démonstration du Théorème 1, en supposant que minθ∈Sn−1 wi(2ξi −
t0, θ) > maxθ∈Sn−1 wi(t0, θ) et en utilisant le principe du maximum de Hopf, on aboutit à
une contradiction.
Finalement on obtient :
min
θ∈Sn−1
wi(2ξi − t0, θ) max
θ∈Sn−1
wi(t0, θ).
En reprenant la conséquence du lemme de l’étape 3 du Théorème 1, on obtient :
wi(t0, θ) e(n−2)t0/2 min
B1(0)
uεi ,
wi(2ξi − t0, θ) c
[
ui(aεi )
](n−2)εi/4e(n−2)(logηi−t0)/2.
Donc :
min
B1(0)
uεi  c ×
[
ui(aεi )
](n−2)εi/4 1
[uεi (ai)][1−(n−2)εi/4]
.
C’est à dire : [
uεi (ai)
]1−(n−2)εi/2 min
B1(0)
uεi  c;
ceci contredit (∗∗) car β < 1 − (n− 2)εi/2 pour i  i0 et [uεi (aεi )] → +∞.
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3. Démonstration du Théorème 2 et du Corollaire 2. 1er cas : n= 3, q =N = 6La démonstration est similaire à celle du Théorème 1. Elle utilise les techniques « blow-
up » et « moving plane ».
3.1. Étape 1. La technique blow-up
Commençons par prouver la propriété suivante :
∃R ∈ ]0,1[, ∃c > 0,
(
sup
BR(0)
ui
)1/3 × inf
B1(0)
ui 
c
R
.
En supposant le contraire, on exhibe une sous-suite {uj } ⊂ {ui}, une suite de points de
la boule unité (aj ) et trois suites de réels positifs (Rj ), (cj ), (lj ) telles que
aj → 0, cj → +∞, Rj → 0 et lj → 0,
uj = Vju5j ,[
uj (aj )
]1/3 × inf
B1(0)
uj 
cj
Rj
.
Comme on raisonne par l’absurde, on peut supposer que ui = uj .
D’autre part, on a vu qu’on peut construire à partir de (ui), une suite (vi) vérifiant :
vi(y) = ui[ai + y/ui(ai)
2]
ui(ai)
si |y| li
4√ci
[
ui(ai)
]2
,
vi = Viv5i ,
vi → v = 1
(1 + |y|2)1/2 , uniformément sur Bβ(0), ∀β > 0.
3.2. Étape 2. Passage en polaires et propriétés de certaines fonctions
Soit L0 et L les opérateurs :
L0 = ∂tt + ∂t −σ et L = ∂tt −σ ,
σ l’opérateur de Laplace–Beltrami sur S2(1).
En posant : hi(t, θ,φ) = ui(ai + et cosθ sinφ . . . , . . . , . . .), on obtient :
−L0hi = e2tVih5i .
Notons, wi = et/2hi , on a alors :
−Lwi = −14wi + Viw
5
i avec wi > 0.
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Considérons l’opérateur L¯ = L− 1/4, −L¯wi = Vi(ai + et θ)w5i .
Établissons quelques propriétés des fonctions wi :
En posant ηi = 1/ui(ai)2 on obtient :
(a) La suite
wi(t + logηi, θ) = et/2ui(ai + e
t θ/ui(ai)
2)
ui(ai)
= et/2vi(et θ)
converge vers la fonction symétrique w = (et /(1 + e2t ))1/2 uniformément sur
]−∞, logβ] × S2(1), pour tout β > 0.
(b) Pour i  i0, wi(logηi, θ)−wi(logηi + 4, θ) > 0 pour tout θ .
(c) Si λ > 0, wi = wi − λet vérifie :
wi(logηi, θ)−wi(4 + logηi, θ) > 0 pour tout θ.
(d) On a :
∀δ  0, ∃c(δ) > 0, i0 = i(δ) ∈ N, tels que
t  δ ⇒ 1
c(δ)
et/2 wi(t + logηi, θ) c(δ)et/2
pour i  i0 et tout θ ∈ S2(1).
Les inégalités (b) et (c) permetteront de preciser le sup des réels pour lesquels la
propriété relative à un ensemble noté Aλ (qu’on définira plustard), est non vide.
L’inégalité (d) est trés importante et sera utilisée vers la fin, pour aboutir à une
contradiction.
Démonstration. (b)
wi(logηi, θ)−wi(logηi + 4, θ)=
[
wi(0 + logηi, θ)−w(0)
]
− [wi(4 + logηi, θ)−w(4)]+ [w(0) −w(4)].
La convergence uniforme des wi nous permet d’avoir pour tout ε > 0, un rang i0 à partir
duquel on a :
wi(logηi, θ)−wi(logηi + 4, θ)−2ε +
[
w(0)−w(4)].
De plus,
[
w(0)
]2 − [w(4)]2 = 1
2
− e
4
1 + e8 =
1 + e8 − 2e4
1 + e8 =
(e4 − 1)2
1 + e8 > 0.
En prenant ε < (w(0)−w(4))/2, on obtient (b).
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(c) Soit C = wi(logηi, θ)− wi(4 + logηi, θ), alors d’après (b),C = wi(logηi, θ)−wi(logηi + 4, θ)− λ
(
elogηi − elogηi+4)> ληi(e4 − 1)> 0.
(d) Par définition de wi et d’après les propriétés de ui ,
wi(t + logηi, θ)
et/2
= ui(ai + e
t θ/[ui(ai)]2)
ui(ai)
→ 1√
1 + e2t ,
et la convergence est uniforme en θ d’après (a), c’est à dire :
∀ε > 0, ∃i0(ε, δ) > 0, i  i0, −ε  wi(t + logηi, θ)
et/2
− 1√
1 + e2t  ε,
pour tout θ et t  δ.
Comme 1/
√
1 + e2δ  1/√1 + e2t  1, nous avons pour tout θ et t  δ :
−ε + 1√
1 + e2δ 
wi(t + logηi, θ)
et/2
 ε + 1.
Le choix suivant de ε permet d’avoir (d) :
ε = 1
2
√
1 + e2δ et c(δ) = 1 + ε. 
3.3. Étape 3. Utilisation de la téchnique « moving plane »
Posons :
wi = wi − λ0et
où λ0  0 est à choisir convenablement,
tλ = 2λ− t et wλi (t, θ)= wi(2λ− t, θ),
zi,λ = wλi −wi avec λ 0.
Quelques lemmes importants à propos des fonctions wλi −wi .
Lemme 1. Pour 0 < β < 1, il existe un λ0  µ0 tel que wi(t, θ) > 0 si t  ti = β logηi
pour tout θ et tout i .
Trois remarques. (i) Il est clair que ti = β logηi > 4 + logηi pour i  i0.
(ii) Le choix de l’intervalle ]−∞, ti], nous permet de conserver la positivité de la
fonction, car le choix d’un λ0 ne permet pas nécessairement de conserver la positivité
de la fonction, si on prend 0 au lieu de ti .
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(iii) Le choix d’un β ∈ ]0,1[ nous permet de conserver une certaine marge de manœuvre
pour la suite (obtenir notre résultat en utilisant notre hypothèse de départ). On prendera,
β = 1/3.
Lemme 2. Soit Aλ, la propriété suivante :
Aλ =
{
λ 0, ∃(tλ, θλ) ∈ ]λ, ti] × S2(1), wλi (tλ, θλ)−wi(tλ, θλ) 0
}
.
Alors, il existe ν  0, tel que pour λ ν, Aλ n’est pas vraie.
Remarque. Ce lemme est fondamental car il précise le domaine d’existence des réels λ
tels que wλi −wi < 0, où le Lemme 3, ci-dessous, peut être utilisé.
Lemme 3. Soit, λ un réel quelconque inférieur à λ¯i = 2 + logηi . Alors :
∃µ0 > 0, tel que si λ0  µ0 et donc
wλi −wi < 0 ⇒ −L¯
(
wλi −wi
)
< 0.
Ne pas confondre λ qui donne le symétrique de la fonction et le λ0 qui nous permet de
construire la fonction wi = wi − λ0et .
Une intérprétation du Lemme 3 : ce lemme implique, qu’il existe une valeur µ0
dépendant que de A, telle que si on se donne n’importe quelle suite δi avec pour tout
i, δi  λ¯i , alors,
w
δi
i −wi < 0 ⇒ −L¯
(
w
δi
i −wi
)
< 0.
(4) Un point utile :
ξi = sup
{
λ λ¯i = 2 + logηi, wλi −wi < 0, sur ]λ, ti ] × S2(1)
}
,
ξi existe toujours d’après le Lemme 2.
Démonstration du Lemme 1. Écrivons :
wi(t, θ) = et/2ui(ai + et θ)− λ0et = et
{
e−t/2ui(ai + et θ)− λ0
}
.
Alors :
wi(t, θ) > 0 ⇔ e−t/2ui(ai + et θ) > λ0.
Rappelons que ti = β logηi avec ηi = 1/[ui(ai)]2. Nous avons :
λ0  e(ti−t )/2e−ti/2ui(ai + et θ).
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Or pour t  ti on a, e(−ti/2)  e−(t/2) ⇒ e(−ti/2) minui  e(−t/2)ui(ai + et θ), donc :λ0  ui(ai)β minui  e−(t/2)ui(ai + et θ) pour t  ti .
D’après notre hypothèse de départ (celle qui doit aboutir à une absurdité) en prenant
β = 1/3, on a :
ui(ai)
β minui → +∞.
Le réel λ0 peut être choisit convenablement, on le choisira de telle sorte qu’on ait :
λ0  (1/2)ui(ai)β minui  (1/2)e(t/2)ui(ai + et θ) pour t  ti
et en conséquence,
ui(ai)
β minui − λ0  (1/2)ui(ai)β minui.
Par exemple, on peut prendre λ0 = λ0,i = (1/2)ui(ai)β minui (on a une dépendance en
fonction de i). 
Pour alleger l’écriture, on écrira λ0 devant et au lieu de λ0,i dans l’expression de wi .
Démonstration du Lemme 2. D’abord, on fixe l’entier i et on cherche le signe de ∂twi ,
∂twi(t, θ) = (1/2)et/2ui(ai + et θ)
+ e(3/2)t[θ1∂1ui(ai + et θ)+ θ2∂2ui(ai + et θ)]− λ0et ,
∂twi = et
{
(1/2)e−t/2ui(ai + et θ)− λ0 + et/2
(
θ1∂1ui + θ2∂2ui
)}
,
où (θ1, θ2) = θ un point de la sphére S2(1).
Comme ui est supposée C1, il existe Ai tel que, ‖∇ui‖∝ Ai .
D’autre part, d’après le choix de λ0 (voir la fin de la preuve du Lemme 1) :
(1/2)e−t/2ui(ai + et θ)− λ0  βi = 12
[
ui(ai)
]β
minui > 0 pour t  ti .
En conséquence, pour t  ti on obtient ∂twi  et (βi − et/2Ai).
Ainsi pour t < 2 log(βi/Ai), (βi −et/2Ai  0), la fonction wi est strictement croissante,
uniformément en θ ∈ S2(1).
Comme wi(logηi, θ)−wi(logηi +4, θ) > 0, on obtient 2 log(βi/Ai) logηi +4 < ti .
Supposons que Lemme 2 ne soit pas vrai :
Il existe une famille de {λk}, telle que λk → −∞, bk ∈ ]λk, ti ] et θk ∈ S2(1) telles que
wi(2λk − bk, θk)−wi(bk, θk) 0. (∗)
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Pour λk voisin de −∞, λk verifie : λk < 2 log(βi/Ai) et donc pour t ∈ ]λk,2 log(βi/Ai)]
la fonction wi est strictement croissante.
Comme tλ = 2λ− t  t pour λ t , on obtient alors :
wi(2λ− t, θ)−wi(t, θ) < 0 pour tout (t, θ) ∈ ]λ,2 log(βi/Ai)] × S2(1).
Le réel bk vérifie avec θk l’inégalité (∗), il vérifie également l’inégalité suivante :
ti  bk  2 log(βi/Ai) pour tout k.
Par compacité, on obtient λk → −∞, bk → t0 ∈ [−2 log(βi/Ai), ti] et θk → θ0,
θ0 ∈ S2.
Comme les fonctions wi sont continues :
wi(2λk − bk, θk)−wi(bk, θk) → λ0et0 − et0/2ui(ai + et0θ0) = −wi(t0, θ0),
quand λ → −∞.
En utilisant (∗), on obtient wi(t0, θ0) 0 et t0  ti ce qui contredit le Lemme 1 (d’où
le choix de ti et non de 0, pour la borne de droite). 
Démonstration du Lemme 3. Considérons l’opérateur L¯ = L − 1/4 = ∂tt − σ − 1/4,
σ est le laplacien sur S2(1).
On a −L¯wi = −L¯(wi − λ0et ) = −L¯wi + λ0L¯et = Viw5i + 34λ0et avec Vi(t, θ) =
Vi(ai + et θ).
De même, L¯wλi = V λi (wλi )5 + 34λ0e2λ−t , où on a posé V λi (t, θ) = Vi(ai + e2λ−t θ).
Ainsi,
−L¯(wλi −wi)= 3λ04 (e2λ−t − et )+ (V λi − Vi)(wλi )5 + Vi[(wλi )5 −w5i ].
Or, Vi(ai + etλθ)−Vi(ai + et θ) ‖∇Vi‖∞(et − etλ)A(et − etλ) si λ < t (ce qui est
toujours le cas ici), d’où
−L¯(wλi −wi) [3λ04 −A(wλi )5
](
et
λ − et )+ Vi{(wλi + λ0etλ)5 − (wi + λ0et)5}.
Alors pour avoir,
wλi −wi < 0 ⇒ −L¯
(
wλi −wi
)
< 0, (∗)
il suffit que
3λ0
4
−A(wλi )5  0.
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Comme λ λ¯i = 2 + logηi , 2λ− t − λ¯i = (λ − λ¯i )+ (λ− t) 0, alors :wi(2λ− t − λ¯i + λ¯i , θ) (1 + ε)e(2λ−t−λi)  1 + ε,
où ε est un réel positif fixé.
Pour établir cette inégalité, on utilise la propriété (d) de l’étape 2 :
∀β > 0, wi(t + λ¯i , θ) = wi(t + δ + logηi, θ) converge uniformément vers w sur
]−∞, logβ] × S2(1). On prendera t = 2λ− t − λ¯i  0 et β = 1.
Finalement pour avoir (∗), il suffit de choisir λ0  (3A/4)(1 + ε)5 = µ0, on note que
µ0 ne dépend pas de λ λ¯i . 
Démonstration du point utile (4). D’après la propriété (d) de l’étape 2.1 :
wi(logηi, θ)−wi(logηi + 4, θ) > 0.
Posons, li = logηi + 4, on a alors :
2λ¯i − li = 2(logηi + 2)− logηi − 4 = logηi et λ¯i < li < ti .
Donc,
w
λ¯i
i (li , θ)− wi(li , θ) > 0
et ξi existe. 
3.4. Étape 4. Utilisation des lemmes précédents et conclusion
On choisit les λ0,i comme dans le Lemme 1, puis on détermine les ξi correspondant aux
λ0,i du Lemme 2, et après on peut utiliser le Lemme 3.
Les fonctions wξii −wi vérifient les propriétés suivantes :
(1) sur ]ξi, ti ] × S2(1), wξii −wi  0,
(2) sur ]ξi, ti ] × S2(1), −L¯(wξii −wi) 0.
D’où par le principe du maximum, on a le :
Lemme. Les fonctions wξii et wi vérifient :
max
θ∈S2
w
ξi
i (ti , θ) min
θ∈S2
wi(ti, θ).
La preuve du lemme est identique à celle du Lemme 3 du Théorème 1.
D’après le choix de λ0, à la fin de la preuve du Lemme 2, on a :
wi(ti, θ) (1/2)eti/2 minui.
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D’autre part, d’après le point (d) de l’étape 2 :wi(t + λ¯i , θ) = wi(t + δ + logηi, θ) → w(t + δ) e(t+δ)/2,
uniformément sur ]−∞, logβ] × S2(1).
D’où :
wi(2ξi − ti , θ) (1 + ε)eδ/2e(2ξi−ti−λ¯i )/2  ce(λ¯i−ti )/2.
Ce qui peut s’écrire :
e(1/2)(2ti−λ¯i ) minui  c pour tout i.
Comme λ¯i = 4 + logηi , ti = β logηi = 13 logηi et ηi = [ui(ai)]−2, on en déduit que :
ui(ai)
1/3 × infui  c.
Ceci contredit notre hypothèse de départ (étape 1).
4. Cas : n= 4, q =N = 4
Dans ce cas, on suppose les fonctions Vi lipschitziennes de constantes Ai → A 0.
La démonstration est assez similaire à celle de la dimension 3. On se place sur
Ω = B2(0).
Supposons que
lim inf
i→+∞
minB2(0) ui
Ai
 8e
2√2
3a
√
a
et montrons alors que :
∀R > 0, sup
BR(0)
ui × inf
B2(0)
ui  c = c
(
a, b, (Ai)i∈N,R
)
.
4.1. Étape 1. Technique blow-up
On démontre tout d’abord la propriété suivante :
il existe c > 0 et R ∈ ]0,1[ tels que
(
sup
BR(0)
ui
)
× inf
B2(0)
ui 
c
R2
.
Supposons le contraire,
pour tout c,R > 0, il existe ij ∈ N, tels que
(
sup
BR(0)
uij
)
× inf
B2(0)
uij 
c
R2
.
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Le but est d’arriver à une contradiction, on peut donc supposer que la suite extraite est
la suite elle-même :
Étant données deux suites ci → +∞ et Ri → 0, il existe une suite ui telle que
sup
BRi (0)
ui × inf
B2(0)
ui 
ci
R2i
.
Comme, la suite des minima est bornée, on en déduit :
sup
BRi (0)
ui ×R2i  ci.
Introduisons les fonctions suivantes :
si (x) = ui(x)
(
Ri − |x − xi |
)
,
où, xi est le point tel que, ui(xi) = maxBRi (0) ui .
Comme Ri → 0, on a Ri > R2i et ui(xi) → +∞, on obtient :
max
BR(xi)
si = si (ai) si(xi) = ui(xi)Ri =
√[
ui(xi)
]2
R2i → +∞.
En posant, li = Ri − |ai − xi | (li → 0), on montre comme dans la démonstration du
Théorème 1, que
Li = li√
ci
ui(ai) → +∞.
Soit alors vi la fonction définie par :
vi(y) = ui(ai + y/ui(ai))
ui(ai)
pour |y| li√
ci
ui(ai);
on montre aussi, comme dans la démonstration du Théorème 1, que pour ci  4 (mais
ci → +∞) :
vi(y)
1
(1 − 1/√ci )  2. (∗)
Cette fonction vérifie vi = Wiv3i avec Wi(y) = Vi[ai + y/ui(ai)].
La suite (vi) converge uniformément vers la fonction v(y) = 1/(1 + V (0)8 |y|2) sur toute
boule Bβ(0), β > 0, avec V (0) = limi→+∞ Vi(ai).
Les étapes suivantes sont identiques à celles de la démonstration du cas de la dimen-
sion 3, mais des modifications importantes sont à noter.
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4.2. Étape 2. Passage en polaire et propriété de certaines fonctionsComme dans le cas de la dimension 3, on considére les opérateurs suivants :
L0 = ∂tt + 2∂t −σ et L = ∂tt −σ,
σ est l’opérateur de Laplace–Baltrami sur S3.
Soit, wi la fonction suivante :
wi(t, θ) = etui(ai + et θ),
elle vérifie,
−Lwi +wi = Vi(ai + et θ)w3i .
Comme dans le cas de la dimension 3, on montre que les fonctions wi ont les propriétés
suivantes :
(a) wi(t + logηi, θ) = et × ui(ai + e
t θ/ui(ai))
ui(ai)
= et × vi(et θ)
converge vers la fonction symétrique w = et /(1 + V (0)8 e2t ) uniformément sur]−∞, logα] × S3 pour tout α > 0.
(b) Pour i  i0, wi(logηi + 12 log 8V (0) , θ)−wi(logηi +4+ 12 log 8V (0) , θ) > 0, pour tout θ ,
avec ηi = 1/[ui(ai)]2/(n−2) = 1/ui(ai) (on est en dimension 4).
(c) Si µ> 0 et si on pose w˜i = wi −µet alors :
w˜i
(
logηi + 12 log
8
V (0)
, θ
)
− w˜i
(
4 + logηi + 12 log
8
V (0)
, θ
)
> 0 pour tout θ.
4.3. Étape 3. Utilisation de la technique « moving plane »
On pose :
w˜i(t, θ) = wi(t, θ)− minB2(0) ui2 e
t
(le µ du point (c) précédent est µ = −(minB2(0) ui)/2), V˜i(t, θ) = Vi(ai + et θ).
D’autre part :
tλ = 2λ− t, w˜λi (t, θ) = w˜i (2λ− t, θ) et V˜ λi (t, θ) = V˜i(2λ− t, θ).
Ici, comme dans le Lemme 1 pour la dimension 3, on cherche á savoir si les fonctions
utilisées sont positives, le choix de µ = (minB2(0) ui)/2 dans le (c) de l’étape précédente
sera tres important. Nous avons ici :
t  0 ⇒ et  1 ⇒ ui(ai + et θ) min
B1(ai)
ui  min
B2(0)
ui, car ai → 0.
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D’où pour t  0 et pour tout θ dans S3 :w˜i(t, θ) = etui(ai + et θ)− minB2(0) ui2 e
t  minB2(0) ui
2
et > 0.
Dans le cas de la dimension 3, la borne de droite des intervalles sur lesquels on applique
le principe du maximum varie, ici c’est plus simplement ti ≡ t0 = 0 est fixe.
Concernant le Lemme 2 ainsi que le point utile 4, ils sont les même ; on montre alors
que
ξi = sup
{
λ λ¯i + 2 + 12 log
8
V (0)
, w˜λi − w˜i < 0, sur ]λ, t0] × S3
}
existe.
Enfin, par continuité des fonctions w˜i , on obtient :
∀(t, θ) ∈ ]ξi, t0] × S3, w˜ξii − w˜i  0.
Lemme. On a :
w˜
ξi
i − w˜i < 0 ⇒ −L¯
(
w˜
ξi
i − w˜i
)
< 0.
Démonstration.
−L¯(w˜ξii − w˜i)= V˜ ξii (wξii )3 − V˜iw3i .
D’où :
−L¯(w˜ξii − w˜i)= (V˜ ξii − V˜i)(wξii )3 + [(wξii )3 −w3i ]V˜i .
Pour tous t ∈ [ξi , t0] et θ ∈ S3,
V˜
ξi
i (t, θ)− V˜i(t, θ) = Vi
(
ai + e2ξi−t θ
)− Vi(ai + et θ)Ai(et − e2ξi−t ).
D’autre part, si w˜ξii − w˜i < 0, alors, par définition de w˜i , on obtient :
w
ξi
i −wi 
minB2(0) ui
2
(
e2ξi−t − et)< 0.
Et en utilisant le fait que 0 < wξii < wi , on obtient :(
w
ξi
i
)3 −w3i = (wξii −wi)[(wξii )2 +wξii wi + (wi)2] 3(wξii −wi)× (wξii )2.
Ces deux inégalités entrainent, pour tous t ∈ [ξi , t0] et θ ∈ S3,
(
w
ξi
i
)3 −w3i  3 minB2(0) ui2 (wξii )2(e2ξi−t − et).
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En conséquence on obtient :−L¯(w˜ξii − w˜i) (wξii )2(3 minB2(0) ui2 V˜i −Aiwξii
)(
e2ξi−t − et). (∗∗)
Par définition de wi et d’après (∗) de l’étape 1, rappelons que pour tout t  log li −
log 2 + logηi , on a :
wi(t, θ) = et × ui(ai + e
t θ/ui(ai))
ui(ai)
 2et .
Comme,
w
ξi
i (t, θ) = wi(2ξi − t, θ) = wi
[
(ξi − t)+ (ξi − logηi)+ logηi, θ
]
,
nous trouvons que
w
ξi
i (t, θ) = e(ξi−t )+(ξi−logηi) ×
ui
(
ai + e(ξi−t)+(ξi−logηi )ui(ai) θ
)
ui(ai)
 2e2
√
8
V (0)
 2e2
√
8
a
,
car, ξi − logηi  2 + 12 log 8V (0) et ξi  t  t0. La constante 2e2
√
8/a, peut être largement
améliorée.
Revenons à (∗∗) et précisons le signe de :
3 minB2(0) ui
2
V˜i −Aiwξii 
3a minB2(0) ui
2
− 2e2
√
8
a
Ai
= 3aAi
2
×
[
minB2(0) ui
Ai
− 8e
2√2
3a
√
a
]
.
D’après notre hypothèse de départ, lim inf(minB2(0) ui/Ai)  (8e2
√
2)/(3a
√
a) et on
en conclu que (∗∗) est négative. Le lemme est démontré.
La fin de la démonstration est semblable à celle du Corollaire 1. On a, après avoir
appliquer le principe du maximum,
min
θ∈S3
w˜i(t0, θ) max
θ∈S3
w˜i(2ξi − t0, θ).
Comme t0 = 0 et ai → 0 et B1(ai) ⊂ B2(0), on obtient :
w˜i (t0, θ) = et0
[
ui(ai + et0θ)− minB2(0) ui2
]
 e
t0
2
min
B2(0)
ui .
D’autre part, la convergence uniforme des wi entraine :
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w˜i(2ξi − t0, θ) = wi(2ξi − t0, θ)− minB2(0) ui2 e
2ξi−t0wi(2ξi − t0, θ) c × elogηi .
Finalement, [
ui(ai)
]× inf
B2(0)
ui  c;
ceci, contredit notre hypothèse de l’étape 1 (la constante c dépend de t0, elle est indépen-
dante de i). 
4.4. Preuve du Corollaire 2
Comme les constantes de Lipschitz Ai relatives à Vi tendent vers 0, on obtient :
minK ui
Ai
 m
Ai
→ +∞  8e
2√2
3a
√
a
,
avec K compact de Ω et m minorant uniforme de la suite ui .
En appliquant le Théorème 2, on obtient :
sup
K
ui 
c(a, b, (Ai)i∈N,K,Ω)
m
.
5. Démonstration du Théorème 3
Dans ce qui suit les fonctions ui et Vi sont supposées radiales. L’équation vérifiée par
ui devient :
ui = −u′′i −
(n− 1)
r
u′i = ViuN−1i .
Les fonctions ui et Vi sont régulières, donc, u′i (0) = 0. Comme Vi  a > 0, on a
(rn−1u′i )′ < 0.
La fonction rn−1u′i est décroissante, d’où rn−1u′i (r) 0 et ui est décroissante,
pour r ∈ [0,1], ui(1) ui(r) ui(0).
Nos fonctions Vi sont censées vérifier :∣∣Vi(r)− Vi(r ′)∣∣A∣∣r [(n−2)/2]+ε − r ′ [(n−2)/2]+ε∣∣ pour tout r, r ′ ∈ [0,1].
Supposons par l’absurde que pour ce ε > 0 donné on ait :[
ui(0)
]ε/(n−2+ε) × ui(1) → +∞.
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Introduisons la fonction :vi(r) = ui(r/[ui(0)]
2/(n−2))
ui(0)
;
vi vérifie :
vi = VivN−1i , 0 < vi(r) vi(0) = 1 et v′i (0) = 0.
On suppose, sans nuire à la généralité, que Vi(0) → n(n − 2). Alors en utilisant les
théorèmes de Ladyzhenskaya et d’Ascoli, on conclut que :
vi → v = 1
(1 + r2)(n−2)/2 ,
uniformément sur tout compact de Rn.
Comme dans les démonstrations des Théorèmes 1 et 2, on utilise la méthode « moving
plane ».
On pose :
wi(t) = e(n−2)t/2ui
(
et
)
et V i(t) = Vi
(
et
)
,
wi est solution de l’équation :
−Lwi = V iwN−1i ,
où L est l’opérateur, ∂tt − (n − 2)2/4.
On pose aussi :
wi(t) = wi(t)− λie(n−2+2ε)t/2,
avec λi = [ui(0)]ε/(n−2+ε) × ui(1)/2.
Calculons
−Lwi = −∂ttwi + (n − 2)
2
4
wi
= −∂ttwi + (n− 2)
2
4
wi + λi
(
(n − 2 + 2ε)2
4
− (n − 2)
2
4
)
e(n−2+2ε)t/2,
on trouve :
−Lwi = V i
(
wi + λi × e(n−2+2ε)t/2
)N−1 + λiε(n− 2 + ε)e(n−2+2ε)t/2.
Comme dans la démonstration du Théorème 2 (dimension 3), vérifions que
(1) wi > 0 sur ]−∞, ti] avec ti = − 1(n−2+ε) log[ui(0)];
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(2) le réel ξi défini par ξi = sup{λ  2 + logηi, wλi − wi < 0, sur ]λ, ti ]} existe avec
2/(n−2)ηi = 1/[ui(0)] ;
(3) wξii −wi  0 ⇒ −L(wξii −wi) 0.
(1) La première assertion se démontre comme suit :
wi(t) = e(n−2+2ε)t/2
(
e−εtui(et )− λi
)
,
or pour t  ti , e−εt  e−εti = [ui(0)]ε/(n−2+ε) et ui(et ) ui(1) ui est décroissante, ainsi :
wi(t) e(n−2+2ε)t/2
[[
ui(0)
]ε/(n−2+ε)
ui(1)− [ui(0)]
ε/(n−2+ε)ui(1)
2
]
et finalement, puisque [ui(0)]ε/(n−2+ε)ui(1) → +∞, on a, à partir d’un certain rang, et
pour t  ti :
wi(t) > 0. (∗)
(2) La deuxième assertion, se montre comme dans le cas de la dimension 3, la
comparaison de ti et logηi est cruciale.
(3) La démonstration du troisième point utilise l’hypothèse sur Vi :
w
ξi
i −wi  0 ⇒ wξii −wi  λi
[
e(n−2+2ε)(2ξi−t )/2 − e(n−2+2ε)t/2]< 0,
d’où,
−L(wξii −wi)= (V ξii − V i)(wξii )N−1
+ Viλiε(ε + n − 2)
[
e(n−2+2ε)(2ξi−t )/2 − e(n−2+2ε)t/2].
La convergence uniforme sur tout compact K de la suite wi entraine qu’il existe c > 0
tels que : wξii (t) ce(n−2)(logηi−ti )/2  c pout tout i .
Rappelons que d’après la définition de Ai , on a :
V
ξi
i − V i −Ai
[
e(n−2+2ε)(2ξi−t )/2 − e(n−2+2ε)t/2].
On obtient :
−L(wξii −wi) (aλi ε(2ε + n− 2)2 −A× c
)[
e(n−2+2ε)(2ξi−t )/2 − e(n−2+2ε)t/2]
et puisque λi → +∞, cela entraine que : −L(wξii −wi) < 0 pour i  i0.
Comme dans les démonstrations des théorèmes précédents, le principe du maximum
imflique :
wi(ti)wi(2ξi − ti);
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or, à partir de l’inégalité (∗) et la convergence uniforme des wi :
wi(ti ) e(n−2)ti/2ui(1) et wi(2ξi − ti )wi(2ξi − ti) c1 × e(n−2)(logηi−ti )/2,
d’où,
ui(0)e(n−2)ti ui(1) 2c1.
En conséquence,[
ui(0)
]ε/(n−2+ε)
ui(1) =
[
ui(0)
]1−(n−2)/(n−2+ε)
ui(1) 2c1.
Ceci, contredit notre hypothèse de départ.
6. Démonstration du Théorème 4
Soient {ui}, {Vi} et {Wi} trois suites de fonctions telles que
ui = ViuN−1i +Wiuαi dans Ω,
avec ui > 0 et α ∈ ]n/(n − 2), (n + 2)/(n − 2)[, Vi et Wi vérifiant les hypothèses du
Problème 2.
Le schéma de la démonstration est le même que celui du Théorème 3. On commence
par établir une estimation locale en utilisant les techniques blow-up et « moving plane ».
On suppose Ω = B2(0) et on cherche à démontrer qu’il existe deux constantes positives
c et R < 2 telles que pour tout entier i , on ait :
sup
BR(0)
ui × inf
B2(0)
ui 
c
Rn−2
.
On raisonne par l’absurde en s’inspirant de la démonstration du Théorème 3, on exhibe
une suite de points (ai) tendant vers 0, deux suites de réels positifs (Ri), (li) tendant aussi
vers 0 et enfin une suite de fonctions (vi), bornées, qui convergent uniformément vers une
certaine fonction positive v.
Plus précisément, on a :
ui(ai)× inf
B2(0)
ui → +∞, (∗)
vi(y) = ui[ai + y[ui(ai)]
−2/(n−2)]
ui(ai)
, pour |y| li
2
[
ui(ai)
]2/(n−2) = Li,
avec ui(ai) → +∞ et Li → +∞.
Chaque fonction vi vérifie, pour tout entier i et tout y , tels que |y| Li ,
0 < vi(y) βi  2(n−2)/2 avec βi → 1.
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De plus,vi = V ivN−1i +
1
[ui(ai)]N−1−α Wiv
α
i ,
où V i(y)= Vi[ai + y[ui(ai)−2/(n−2)] et Wi(y) = Wi [ai + y[ui(ai)]−2/(n−2)].
Comme α ∈ ]n/(n − 2),N − 1[, on voit alors en utilisant les théorèmes de Ladyzhens-
kaya et d’Ascoli, que la suite (vi), on peut extraire une sous-suite convergeant vers une
fonction v  0 vérifiant :
v = kvN−1 sur Rn, v(0) = 1 et 0 v(y) 1 ∀y ∈Rn,
avec 0 < a  k  b.
Par un changement d’échelle, on peut toujours supposer que k = n(n− 2) et on sait que
la fonction v définie précédemment ne peut être que la suivante :
v(y) =
(
1
1 + |y|2
)(n−2)/2
.
Maintenant, on peut consulter la démonstration du Théorème 1 et utiliser la technique
« moving plane ».
On remarque que seul le Lemme 2 est à vérifier. On commence par préciser quelques
notations.
Posons, pour t ∈ ]−∞, log 2] et θ ∈ Sn−1 :
wi(t, θ) = e(n−2)t/2ui(ai + et θ), V i(t, θ)= Vi(ai + et θ) et
Wi(t, θ) = Wi(ai + et θ).
Par aileurs, soit L l’opérateur L = ∂tt − σ − (n − 2)2/4, avec σ l’opérateur de
Laplace–Baltrami sur Sn−1.
La fonction wi est solution de l’équation suivante :
−Lwi = V iwN−1i + e[(n+2)−(n−2)α]t/2 × Wiwαi .
On pose pour λ 0 :
tλ = 2λ− twλi (t, θ) = wi(tλ, θ), V λi (t, θ)= V i(tλ, θ) et Wλi (t, θ) = Wi(tλ, θ).
Alors, pour pouvoir vérifier si le Lemme 2 du Théorème 1 reste valable, il suffit de
noter que la quantité −L(wλi −wi) est négative lorsque wλi −wi l’est. En fait, pour chaque
indice i , λ = ξi  logηi + 2 (ηi = [ui(ai)](−2)/(n−2)).
Tout d’abord :
wi(2ξi − t, θ) = wi
[
(ξi − t + ξi − logηi − 2)+ (logηi + 2)
]
,
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par définition de wi et pour ξi  t on peut écrire :wi(2ξi − t, θ) = e[(n−2)(ξi−t+ξi−logηi−2)]/2en−2vi
[
θe2e(ξi−t )+(ξi−logηi−2)
]
 2(n−2)/2en−2 = c¯.
On sait que
−L(wξii −wi)= [V ξii (wξii )N−1 − V iwN−1i ]+ [eδtξi Wξii (wξii )α − eδtW iwαi ],
avec δ = ((n+ 2)− (n− 2)α)/2.
Les deux termes du second membre, notés Z1 et Z2, peuvent s’écrire :
Z1 =
(
V
ξi
i − V i
)(
w
ξi
i
)N−1 + V i[(wξii )N−1 −wN−1i ]
et
Z2 =
(
W
ξi
i −Wi
)(
w
ξi
i
)α
eδt
ξi + eδtξi W i
[(
w
ξi
i
)α −wαi ]+ Wiwαi (eδtξi − eδt).
D’autre part, comme dans la démonstration du Théorème 2,
w
ξi
i wi et w
ξi
i (t, θ) c¯ pour tout (t, θ) ∈ [ξi , log 2] × Sn−1,
où c¯ est une constante positive indépendante de i de wξii pour ξi  logηi + 2,∣∣V ξii − V i ∣∣A(et − et ξi ) et ∣∣Wξii −Wi∣∣ B(et − et ξi ).
D’où
Z1 A
(
w
ξi
i
)N−1(
et − et ξi ) et Z2 B((wξii )α(et − et ξi )+ c(wξii )α × (eδtξi − eδt)).
Ainsi,
−L(wξii −wi) (wξii )α[(AwξN−1−αii +B)(et − et ξi )+ c(eδtξi − eδt)].
Puisque wξii  c¯, on obtient :
−L(wξii −wi) (wξii )α[(Ac¯N−1−α +B)(et − et ξi )+ c(eδtξi − eδt)]. (1)
Déterminons le signe de Z = [(Ac¯N−1−α +B)(et − et ξi )+ c(eδtξi − eδt )].
Comme α ∈ ]n/(n − 2), (n + 2)/(n− 2)[, δ = (n+ 2 − (n− 2)α)/2 ∈ ]0,1[.
On déduit que pour t  t0 < 0 :
et  e(1−δ)t0eδt pour tout t  t0.
S.S. Bahoura / J. Math. Pures Appl. 83 (2004) 1109–1150 1149
Comme tξi  t (ξi  t), en intégrant les deux membres, on obtient :et − et ξi  e
(1−δ)t0
δ
(
eδt − eδtξi ) pour tout t  t0,
ce qui s’écrit
eδt
ξi − eδt  δ
e(1−δ)t0
(
et
ξi − et).
L’inégalité (1) devient alors :
−L(wξii −wi) (wξii )α[− δce(1−δ)t0 +Ac¯N−1−α +B
](
et − et ξi ).
Pour t0 < 0 assez petit, la quantité δc/e(1−δ)t0 − Ac¯N−1−α − B devient positive et le
résultat cherché est obtenu dans l’intervalle [ξi , t0].
Le fait de prendre l’intervalle [ξi, t0] au lieu de [ξi, log 2], n’est pas gênant, au contraire,
plus l’intervalle est petit plus l’infimum est grand. La suite de la démonstration est
identique á celle de la fin du Théorème 1.
On pourrait croire que t0 dépend de ξi ou de wξii , mais t0 dépend seulement de c¯, une
constante qui ne dépend que de n, a et de b.
On calcule t0 puis on introduit ξi  logηi + 2 comme dans les autres théorèmes, et on
vérifie l’inégalité L(wξii −wi) 0 dès que wξii −wi  0 sur [ξi , t0].
Ayant déterminé t0 < 0 tel que δc/e(1−δ)t0 −Ac¯N−1−α −B soit positive, on pose :
ξi = sup
{
µi  logηi + 2, wµii (t, θ)−wi(t, θ) 0, ∀(t, θ) ∈ [µi, t0] × Sn−1
}
.
Par définition de ξi , wξii −wi  0. Ensuite, on vérifie que −L(wξii −wi) 0.
Comme dans le Théorème 1, le principe du maximum, entraine :
min
θ∈Sn−1
wi(t0, θ) max
θ∈Sn−1
wi(2ξi − t0).
Or,
wi(t0, θ) = et0ui(ai + et0θ) et0 minui et wi(2ξi − t0) c0
ui(ai)
,
donc :
ui(ai) × minui  c.
Ce qui contredit notre hypothèse (∗).
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