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FINE PROPERTIES OF NEWTONIAN FUNCTIONS AND
THE SOBOLEV CAPACITY ON METRIC MEASURE SPACES
LUKÁŠ MALÝ
ABSTRACT. Newtonian spaces generalize first-order Sobolev spaces to abstract metric
measure spaces. In this paper, we study regularity of Newtonian functions based on
quasi-Banach function lattices. Their (weak) quasi-continuity is established, assuming
density of continuous functions. The corresponding Sobolev capacity is shown to be an
outer capacity. Assuming sufficiently high integrability of upper gradients, Newtonian
functions are shown to be (essentially) bounded and (Hölder) continuous. Particular
focus is put on the borderline case when the degree of integrability equals the “dimen-
sion of the measure”. If Lipschitz functions are dense in a Newtonian space on a proper
metric space, then locally Lipschitz functions are proven dense in the corresponding
Newtonian space on open subsets, where no hypotheses (besides being open) are put
on these sets.
1. INTRODUCTION
First-order analysis in metric measure spaces requires a generalization of Sobolev
spaces as the notion of a (distributional) gradient relies on the linear structure of Rn.
The Newtonian approach makes use of the so-called upper gradients and weak up-
per gradients, which were originally introduced by Heinonen and Koskela [19] and
Koskela and MacManus [26], respectively. Shanmugalingam [35, 36] established the
foundations for the Newtonian spaces N1,p, based on the Lp norm of a function and its
(weak) upper gradient and hence corresponding to the classical Sobolev spaces W 1,p,
cf. Björn and Björn [5] or Heinonen, Koskela, Shanmugalingam and Tyson [20]. Vari-
ous authors have developed the elements of the Newtonian theory based on function
norms other than Lp in the past two decades, see e.g. [10, 12, 16, 40]. So far, foun-
dations of the theory in utmost generality were obtained by Malý in [29, 30], where
complete quasi-normed lattices of measurable functions were considered as the base
function spaces. The question when Newtonian functions can be regularized using Lip-
schitz truncations lied in the focus of Malý [31]. The current paper goes further and
studies regularity properties of Newtonian functions and of the corresponding Sobolev
capacity.
One of the main points of interest is the so-called quasi-continuity, which can be
understood as a Luzin-type condition, where a set of arbitrarily small capacity can be
found for each Newtonian function so that its restriction to the complement of that
set is continuous. Existence of quasi-continuous representatives was first shown by
Deny [11] for functions of the unweighted Sobolev spaceW 1,2(Rn, d x). An analogous
result in Sobolev spaces W 1,p(Rn, d x) is given in Federer and Ziemer [14], see also
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Malý and Ziemer [28], and the situation in weighted Sobolev spaces is discussed in
Heinonen, Kilpeläinen, Martio [18]. In metric spaces, Shanmugalingam [36] showed
that Newtonian functions in N1,p have quasi-continuous representatives if the metric
space is endowed with a doubling measure and supports a p-Poincaré inequality (see
Definition 6.1 below). The hypotheses were weakened in Björn, Björn and Shanmu-
galingam [8], where density of continuous functions was proven sufficient to obtain
existence of quasi-continuous representatives of N1,p functions. The current paper
provides an analogous result for the Newtonian space N1X built upon an arbitrary
quasi-Banach function lattice X .
Furthermore in [8], all N1,p functions were proven to be quasi-continuous given
that the metric space is proper (i.e., if all bounded closed sets are compact). In order
to show a similar property of all N1X functions in proper metric spaces, the quasi-
Banach function lattice X needs to possess the Vitali–Carathéodory property (i.e., the
quasi-norm of a function can be approximated by the quasi-norms of its lower semi-
continuous majorants). Björn, Björn and Malý [6] give counterexamples that show
that this property is vital.
Since the Vitali–Carathéodory property is crucial for the presented results, we will
look into the question when a general quasi-Banach function lattice X possesses it.
Vitali [41] proved that the L1 norm of a measurable function on Rn can be approxi-
mated by the L1 norms of its lower semicontinuous majorants. His result can be easily
generalized to Lp(Rn) with 0 < p < ∞. We will show that it suffices that X contains
all simple functions (with support of finite measure) and these have absolutely contin-
uous quasi-norm. Moreover, counterexamples are provided when X violates either of
these two conditions.
Quasi-continuity of Newtonian functions in N1X is closely connected with regularity
of the Sobolev capacity CX . Namely, under the assumption that continuous functions
are dense in the Newtonian space N1X , all Newtonian functions are quasi-continuous
if and only if CX (or an equivalent capacity in case X is merely quasi-normed) is an
outer capacity. Actually, the density of continuous functions need not be assumed in
the forward implication.
Furthermore, quasi-continuity can be applied to show that locally Lipschitz func-
tions are dense in a Newtonian space on any open subset of a metric space provided
that locally Lipschitz functions are dense in the Newtonian space on the entire metric
space. The noteworthy part of this claim is that the open subset as a metric subspace
need not support any Poincaré inequality and the restriction of the measure need not
be doubling any more. In general, it is however impossible to obtain density of Lips-
chitz functions.
It was observed already by Morrey [33] in 1940 that the classical Sobolev functions
in Rn have (Hölder) continuous representatives if the degree of summability of the
weak gradients is sufficiently high compared to the dimension. A similar result based
on a p-Poincaré inequality was obtained by Hajłasz and Koskela [15] in metric spaces
endowed with a doubling measure, after introducing an analogue of the dimension. As
we are considering Newtonian spaces based on general function lattices, our tools suf-
fice to study the borderline case when the degree of summability (in terms of a Banach
function lattice quasi-norm) of upper gradients is essentially equal to the “dimension”
of a doubling measure. We will establish conditions that guarantee that all Newtonian
functions are essentially bounded and have continuous representatives (in equivalence
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classes given by equality up to sets of capacity zero). If the metric measure space is in
addition locally compact, then all Newtonian functions are in fact continuous.
The structure of the paper is the following. Section 2 provides an overview of
the used notation and preliminaries in the area of quasi-Banach function lattices and
Newtonian spaces. In Section 3, we study the Sobolev capacity, still without the as-
sumption on density of continuous functions. After that, in Section 4, we move on to
quasi-continuity and its consequences for the Sobolev capacity and continuity of New-
tonian functions. Density of locally Lipschitz functions on general open sets is shown
in Section 5. A very short introduction to rearrangement-invariant spaces is provided
in Section 6, whose main focus however lies in establishing sufficient conditions for
Newtonian functions to be essentially bounded. In Section 7, existence of continuous
representatives and continuity of all representatives is discussed. Several lemmata for
calculus of (minimal) weak upper gradients are given in the appendix.
2. PRELIMINARIES
We assume throughout the paper that P = (P , d,µ) is a metric measure space
equipped with a metric d and a σ-finite Borel regular measure µ such that every ball
in P has finite positive measure. In our context, Borel regularity means that all Borel
sets in P are µ-measurable and for each µ-measurable set A there is a Borel set D ⊃ A
such that µ(D) = µ(A). Since µ is Borel regular and P can be decomposed into
countably many (possibly overlapping) open sets of finite measure, it is outer regular,
see Mattila [32, Theorem 1.10].
The open ball centered at x ∈ P with radius r > 0 will be denoted by B(x , r).
Given a ball B = B(x , r) and a scalar λ > 0, we let λB = B(x ,λr). We say that µ
is a doubling measure, if there is a constant cdbl ≥ 1 such that µ(2B) ≤ cdblµ(B) for
every ball B. Note that we will assume that µ satisfies the doubling condition only in
Sections 6 and 7, where essential boundedness and continuity of Newtonian functions
are studied.
A metric space is proper if all its closed and bounded subsets are compact. A dou-
bling metric measure space (and hence a metric space with a doubling measure) is
proper if and only if it is complete, see Björn and Björn [5, Proposition 3.1].
Let M (P ,µ) denote the set of all extended real-valued µ-measurable functions
on P . The symbol Lipc(Ω) stands for Lipschitz continuous functions with compact
support in Ω. The set of extended real numbers, i.e., R∪ {±∞}, will be denoted by R.
We will also use R+, which denotes the set of positive real numbers, i.e., the interval
(0,∞). The symbol N will denote the set of positive integers, i.e., {1,2, . . .}. We define
the integral mean of a measurable function u over a set E of finite positive measure as
uE
..=
 
E
u dµ=
1
µ(E)
ˆ
E
u dµ,
whenever the integral on the right-hand side exists, not necessarily finite though. We
write E ⋐ A if E is a compact subset of A. The notation L ® R will be used to express
that there exists a constant c > 0, perhaps dependent on other constants within the
context, such that L ≤ cR. If L ® R and simultaneously R ® L, then we will simply
write L ≈ R and say that the quantities L and R are comparable. The words increasing
and decreasing will be used in their non-strict sense.
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A linear space X = X (P ,µ) of equivalence classes of functions in M (P ,µ) is a
quasi-Banach function lattice over (P ,µ) equipped with the quasi-norm ‖ · ‖X if the
following axioms hold:
(P0) ‖ · ‖X determines the set X , i.e., X = {u ∈M (P ,µ): ‖u‖X <∞};
(P1) ‖ · ‖X is a quasi-norm, i.e.,
• ‖u‖X = 0 if and only if u= 0 a.e.,
• ‖au‖X = |a| ‖u‖X for every a ∈ R and u ∈M (P ,µ),
• there is a constant cÍ ≥ 1, the so-called modulus of concavity, such that
‖u+ v‖X ≤ cÍ(‖u‖X + ‖v‖X ) for all u, v ∈M (P ,µ);
(P2) ‖ · ‖X satisfies the lattice property, i.e., if |u| ≤ |v| a.e., then ‖u‖X ≤ ‖v‖X ;
(RF) ‖ · ‖X satisfies the Riesz–Fischer property, i.e., if un ≥ 0 a.e. for all n ∈ N, then∑∞
n=1 un

X
≤
∑∞
n=1 c
n
Í
‖un‖X , where cÍ ≥ 1 is the modulus of concavity. Note
that the function
∑∞
n=1 un needs to be understood as a pointwise (a.e.) sum.
Observe that X contains only functions that are finite a.e., which follows from (P1)
and (P2). In other words, if ‖u‖X <∞, then |u|<∞ a.e.
Throughout the paper, we will also assume that the quasi-norm ‖ · ‖X is continuous,
i.e., if ‖un − u‖X → 0 as n→∞, then ‖un‖X → ‖u‖X . We do not lose any generality by
this assumption as the Aoki–Rolewicz theorem (see Benyamini and Lindenstrauss [4,
Proposition H.2] or Maligranda [27, Theorem 1.2]) implies that there is always an
equivalent quasi-norm that is an r-norm, i.e., it satisfies
‖u+ v‖r ≤ ‖u‖r + ‖v‖r ,
where r = 1/(1+ log2 cÍ) ∈ (0,1], which implies the continuity. The theorem’s proof
shows that such an equivalent quasi-norm retains the lattice property. Moreover, ‖ · ‖r
satisfies (RF) without any constants, i.e.,
∑∞
n=1 un
r ≤∑∞
n=1 ‖un‖
r .
It is worth noting that the Riesz–Fischer property is actually equivalent to the com-
pleteness of the quasi-normed space X , given that the conditions (P0)–(P2) are satis-
fied and that the quasi-norm is continuous, see Maligranda [27, Theorem 1.1].
If cÍ = 1, then the functional ‖ · ‖X is a norm. We then drop the prefix quasi and
hence call X a Banach function lattice.
A (quasi)Banach function lattice X = X (P ,µ) is a (quasi)Banach function space over
(P ,µ) if the following axioms are satisfied as well:
(P3) ‖ · ‖X satisfies the Fatou property, i.e., if 0≤ un ր u a.e., then ‖un‖X ր ‖u‖X ;
(P4) if a measurable set E ⊂P has finite measure, then ‖χE‖X <∞;
(P5) for every measurable set E ⊂ P with µ(E) < ∞ there is CE > 0 such that´
E |u| dµ ≤ CE‖u‖X for every measurable function u.
Note that the Fatou property implies the Riesz–Fischer property. Axiom (P4) is equiv-
alent to the condition that X contains all simple functions (with support of finite mea-
sure). Due to the lattice property, (P4) can be also equivalently characterized as em-
bedding of L∞(P ,µ) into X on sets of finite measure. Finally, condition (P5) describes
that X is embedded into L1(P ,µ) on sets of finite measure.
In the further text, we will slightly deviate from this rather usual definition of
(quasi)Banach function lattices and spaces. Namely, we will consider X to be a lin-
ear space of functions defined everywhere instead of equivalence classes defined a.e.
Then, the functional ‖ · ‖X is really only a (quasi)seminorm. Unless explicitly stated
otherwise, we will always assume that X is a quasi-Banach function lattice.
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We will say that X is continuously embedded in Yloc, denoted by X ,→ Yloc, if for
every ball B ⊂ P there is cemb(B) > 0 such that ‖uχB‖Y ≤ cemb(B)‖uχB‖X whenever
u ∈M (P ,µ). The global continuous embedding X ,→ Y is defined in a similar fashion
by letting B = P .
A function u ∈ X has absolutely continuous quasi-norm in X , if it satisfies that
(AC) ‖uχEn‖X → 0 as n→∞ whenever {En}
∞
n=1 is a decreasing sequence of measur-
able sets with µ
⋂∞
n=1 En

= 0.
The quasi-norm ‖ · ‖X is absolutely continuous if every u ∈ X has absolutely continuous
quasi-norm in X .
It follows from the dominated convergence theorem that the Lp norm is absolutely
continuous for p ∈ (0,∞). On the other hand, L∞ lacks this property apart from in a
few exceptional cases. For example, if µ is atomic, 0< δ ≤ µ(A) for every atom A⊂P ,
and µ(P ) < ∞, then every quasi-Banach function lattice has absolutely continuous
quasi-norm since the condition µ
⋂∞
n=1 En

= 0 implies that En = ; for all sufficiently
large n ∈ N. However, atomic measures lie outside of the main scope of our interest.
In a quasi-Banach function lattice X whose simple functions have absolutely contin-
uous quasi-norm in X (similarly as in the setting of Lebesgue spaces Lp with p <∞),
we may approximate the quasi-norm of a function by the quasi-norms of its lower
semicontinuous (lsc) majorants.
Proposition 2.1 (Vitali–Carathéodory theorem). Let X be a quasi-Banach function lat-
tice. Suppose that χB ∈ X and it satisfies (AC) whenever B ⊂P is bounded. If u :P → R
is measurable, then
(2.1) ‖u‖X = inf{‖v‖X : v ≥ |u| on P and v ∈ lsc(P )}.
In particular, the hypotheses are fulfilled if X is a rearrangement-invariant quasi-
Banach function space (see the definition in Section 6 below) whose fundamental
function φX satisfies limt→0+φX (t) = 0, which can be also expressed as X 6⊂ L
∞.
The theorem’s origin can be dated back to 1905, when Vitali [41] showed that every
function f ∈ L1(Rn, dµ) coincides a.e. with a function of the Baire class 2. Namely, he
showed that there exist sequences {uk}
∞
k=1 and {lk}
∞
k=1 of upper semicontinuous (usc)
minorants and lsc majorants, respectively, such that uk ր f and lk ց f everywhere in
Rn, and ‖uk‖L1 → ‖ f ‖L1 and ‖lk‖L1 → ‖ f ‖L1 as k → ∞. In 1918, Carathéodory [9]
has shown that usc minorants and lsc majorants with the same convergence properties
exist for every f ∈M (Rn, dµ), i.e., even if f /∈ L1(Rn, dµ).
The lsc majorants in the proof below are constructed similarly as in E. & M. Järven-
pää, K. & S. Rogovin, and Shanmugalingam [21, Lemma 2.3], where merely X = Lp
with p ∈ [1,∞) was considered and u was assumed Borel measurable.
Note also that both the absolute continuity and (P4) are vital for the proposition. For
example, take u = χ{0} on R. Then, ‖u‖X = 0 for every quasi-Banach function lattice
X as u = 0 a.e. If X = L∞(R), which lacks the absolute continuity, then ‖v‖X ≥ 1
for every lsc majorant v of u. The norm ‖ f ‖Y =
´
R | f (t)/t| d t gives rise to a function
space that fails to contain χB for all bounded sets B ⊂ R. Then, ‖v‖Y =∞ for every lsc
majorant v of u since v > 1/2 in some open neighborhood of zero.
Proof of Proposition 2.1. Let u be given. If ‖u‖X = ∞, then the desired identity holds
trivially. Suppose instead that ‖u‖X <∞. Without loss of generality, we may assume
that u is non-negative. For an arbitrary ǫ > 0, we want to find v ∈ lsc(P ) such that
v ≥ u and ‖v − u‖X < ǫ. Fixing an arbitrary point x0 ∈ P , we can decompose P as
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a union of an open ball and open spherical shells centered in x0, i.e., P =
⋃∞
k=1Pk ,
where Pk = {x ∈ P : k− 2< d(x , x0)< k}.
Let ǫ > 0 be fixed. For each k ∈ N, we will find an lsc function vk that dominates u
on Pk while ‖(vk − u)χPk‖X < ǫ/(2cÍ)
k, where cÍ ≥ 1 is the modulus of concavity of X
(i.e., the constant in the triangle inequality in (P1)).
Fix k ∈ N and let δ = ǫ/c2
Í
(2cÍ)
k(2 + ‖χPk‖X ). Let E∞ = Pk ∩ u
−1(∞). Then,
µ
 
E∞

= 0. For every n ∈ N, we define En = Pk ∩ u
−1([(n− 1)δ,nδ)). Due to the
outer regularity of µ and the absolute continuity of the (quasi)norm of χPk in X , there
are open sets Un and Vn such that En ⊂ Un ⊂ Pk with ‖χUn\En‖X < 1/n(2cÍ)
n, and
E∞ ⊂ Vn ⊂Pk with ‖χVn‖X < δ/(2cÍ)
n. Define now vk :P → [0,∞] by
vk(x) =
∞∑
n=1
(nδχUn + χVn).
Obviously, vk ∈ lsc(Pk) and vk ≥ u on Pk. Then, we can estimate
vk(x)− u(x)≤
∞∑
n=1
 
nδχUn (x) + χVn(x)− (n− 1)δχEn(x)

≤
∞∑
n=1
 
nδχUn\En(x) + δχEn(x) + χVn(x)

=
∞∑
n=1
nδχUn\En(x) + δχPk (x) +
∞∑
n=1
χVn(x).
The triangle inequality and the Riesz–Fischer property give that
‖(vk − u)χPk‖X ≤ c
2
Í

δ
∞∑
n=1
ncn
Í
‖χUn\En‖X + δ‖χPk‖X +
∞∑
n=1
cn
Í
‖χVn‖X

< δc2
Í
(2+ ‖χPk‖X ) =
ǫ
(2cÍ)k
.(2.2)
Let now v(x) = maxk∈N vk(x) for all x ∈ P . Note that for each x ∈ P , there may
be at most two values of k such that vk(x) > 0 and in that case they are consecutive.
Define thus P ′
k
= {x ∈ Pk : v(x) = vk(x) > vk+1(x)}. Then, the sets P
′
k
, k ∈ N, are
pairwise disjoint and v(x) = u(x) = 0 whenever x ∈ P \
⋃∞
k=1P
′
k
, which together
with (2.2) leads to the estimate
‖v − u‖X =
 ∞∑
k=1
(v− u)χP ′
k

X
=
 ∞∑
k=1
(vk − u)χP ′
k

X
≤
∞∑
k=1
ck
Í
‖(vk − u)χPk‖X < ǫ. 
By a curve in P we will mean a non-constant continuous mapping γ : I → P with
finite total variation (i.e., length of γ(I)), where I ⊂ R is a compact interval. Thus,
a curve can be (and we will always assume that all curves are) parametrized by arc
length ds, see e.g. Heinonen [17, Section 7.1]. Note that every curve is Lipschitz con-
tinuous with respect to its arc length parametrization. The family of all non-constant
rectifiable curves in P will be denoted by Γ(P ). By abuse of notation, the image of a
curve γ will also be denoted by γ.
A statement holds for ModX -a.e. curve if the family of exceptional curves Γe, for
which the statement fails, has zero X -modulus, i.e., if there is a Borel function ρ ∈ X
such that
´
γρ ds =∞ for every curve γ ∈ Γe (see [29, Proposition 4.8]).
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Definition 2.2. Let u : P → R. Then, a Borel function g : P → [0,∞] is an upper
gradient of u if
(2.3) |u(γ(0))− u(γ(lγ))| ≤
ˆ
γ
g ds
for every curve γ : [0, lγ]→P . To make the notation easier, we are using the conven-
tion that |(±∞)− (±∞)|=∞. If we allow g to be a measurable function and (2.3) to
hold only for ModX -a.e. curve γ : [0, lγ]→P , then g is an X -weak upper gradient.
Observe that the (X -weak) upper gradients are by no means given uniquely. Indeed,
if we have a function u with an (X -weak) upper gradient g, then g + h is another (X -
weak) upper gradient of u whenever h≥ 0 is a Borel (measurable) function.
Definition 2.3. We say that function u ∈M (P ,µ) belongs to the Dirichlet space DX if
it has an upper gradient g ∈ X . Let
(2.4) ‖u‖N 1X = ‖u‖X + inf
g
‖g‖X ,
where the infimum is taken over all upper gradients g of u. The Newtonian space based
on X is the space
N1X = N1X (P ,µ) ..= {u ∈M (P ,µ) : ‖u‖N 1X <∞}= X ∩ DX .
Given a measurable set Θ⊂P , we define
N10 X (Θ) = {u|Θ : u ∈ N
1X and u = 0 in P \Θ}.
Note that we may define DX via X -weak upper gradients and take the infimum
over all X -weak upper gradients g of u in (2.4) without changing the value of the
Newtonian quasi-norm, see [29, Corollary 5.7]. Let us also point out that we assume
that functions are defined everywhere, and not just up to equivalence classes µ-almost
everywhere. This is essential for the notion of upper gradients since they are defined
by a pointwise inequality.
It has been shown in [30] that the infimum in (2.4) is attained for functions in N1X
by a minimal X -weak upper gradient. Such an X -weak upper gradient is minimal both
normwise and pointwise (a.e.) among all (X -weak) upper gradients in X , whence it is
given uniquely up to equality a.e. The minimal X -weak upper gradient of a function
u ∈ N1X will be denoted by gu ∈ X .
The functional ‖ · ‖N 1X is a quasi-seminorm on N
1X and a quasi-norm on eN1X ..=
N1X/∼, where the equivalence relation u∼ v is given by ‖u− v‖N 1X = 0. The modulus
of concavity for N1X (i.e., the constant in the triangle inequality) is equal to cÍ, the
modulus of concavity for X . Furthermore, the Newtonian space eN1X is complete and
thus a quasi-Banach space, see [29, Theorem 7.1].
3. SOBOLEV CAPACITY
When working with first-order analysis, it is the Sobolev capacity that provides a set
function that distinguishes which sets do not carry any information about a Newtonian
function and thus are negligible. In this section, we will show a certain rigidity property
of the capacity. Furthermore, if P is locally compact and if the Vitali–Carathéodory
theorem holds, then we will obtain that the capacity is outer regular on sets of zero
capacity.
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Definition 3.1. The (Sobolev) X -capacity of a set E ⊂P is defined as
CX (E) = inf{‖u‖N 1X : u≥ 1 on E}.
If X is r-normed for some r ∈ (0,∞), then we define the (Sobolev) X ,r-capacity of a
set E ⊂ P by
eCX ,r(E) = inf{(‖u‖rX + ‖g‖rX )1/r : u≥ 1 on E and g is an upper gradient of u}.
The function lattice X will be implicitly assumed to be r-normed whenever the capacityeCX ,r is used. We say that a property of points in P holds CX -quasi-everywhere (CX -q.e.)
if the set of exceptional points has X -capacity zero.
Observe that the capacities CX and eCX ,r are equivalent, viz.,
min{1,21/r−1}CX (E)≤ eCX ,r(E)≤max{1,21/r−1}CX (E) for every E ⊂P .
Therefore, it is of no importance whether the notion of quasi-everywhere is defined
using CX or eCX ,r . The capacities CX (E) and eCX ,r(E) may be equivalently defined con-
sidering only functions u such that χE ≤ u ≤ 1, see [29, Proposition 3.2]. If X is
normed, then CX = eCX ,1. Despite the dependence on X , we will often write simply
capacity and q.e. whenever there is no risk of confusion of the base function space.
A capacity C is an outer capacity, if C(E) = infG C(G), where the infimum is taken
over all open sets G ⊃ E. Based on the quasi-continuity of Newtonian functions, we
will show in Proposition 4.8 below that eCX ,r is an outer capacity.
It was established in [29, Theorem 3.4] that CX is an outer measure on P if cÍ = 1.
Otherwise, the set function CX is merely σ-quasi-additive, i.e.,
CX
 ∞⋃
j=1
E j

≤
∞∑
j=1
c j
Í
CX (E j).
On the contrary, eCX ,r(·)r is always an outer measure on P , as is shown next.
Lemma 3.2. The function eCX ,r(·)r is σ-subadditive, i.e.,
eCX ,r ∞⋃
j=1
E j
r
≤
∞∑
j=1
eCX ,r(E j)r
whenever E1, E2, . . . ⊂P .
Proof. If eCX ,r(E j) = ∞ for some j ∈ N, then the wanted inequality holds trivially.
Suppose therefore that eCX ,r(E j) < ∞ for every j ∈ N. For each E j , j ∈ N, we can
hence find u j ∈ N
1X with an upper gradient g j ∈ X such that χE j ≤ u j ≤ 1, and
‖u j‖
r
X
+‖g j‖
r
X
< eCX ,r(E j)r+2− jǫ. Let u = sup j≥1 u j and g = sup j≥1 g j . Then, χ⋃∞j=1 E j ≤
u ≤ 1, while g is an upper gradient of u by [29, Lemma 3.3]. Hence,
eCX ,r ∞⋃
j=1
E j
r
≤ ‖u‖r
X
+ ‖g‖r
X
=
sup
j≥1
u j
r
X
+
sup
j≥1
g j
r
X
≤
 ∞∑
j=1
u j
r
X
+
 ∞∑
j=1
g j
r
X
≤
∞∑
j=1
(‖u j‖
r
X
+ ‖g j‖
r
X
)<
∞∑
j=1
eCX ,r(E j)r + ǫ2 j

= ǫ+
∞∑
j=1
eCX ,r(E j)r .
Letting ǫ→ 0 completes the proof. 
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If CX (E) = 0, then µ(E) = 0. The converse is however not true in general. The
natural equivalence classes in N1X , where u and v are equivalent if ‖u− v‖N 1X = 0, are
in fact given by equality q.e. as shown in [29, Corollary 6.16].
The following proposition shows a certain rigidity property of the Sobolev capacity
of an open set, which is an important hypothesis in Proposition 4.4 below. The usual
Sobolev capacity in Rn has this property trivially by definition, see Heinonen, Kilpeläi-
nen and Martio [18, Definition 2.35]. The idea of the claim and its proof originates
in [5, Proposition 5.22]. It is noteworthy that we do not need that CX (or eCX ,r) is an
outer capacity to obtain this result.
Proposition 3.3. Let G ⊂ P be open and suppose that µ(E) = 0. Then,
CX (G) = CX (G \ E) and eCX ,r(G) = eCX ,r(G \ E).
Proof. Obviously, CX (G)≥ CX (G \ E) as the capacity is monotone.
The converse inequality holds trivially if CX (G \ E) = ∞. Hence, suppose that
CX (G \ E) < ∞. Let ǫ > 0. Then, there is u ∈ N
1X with an upper gradient g ∈ X
such that χG\E ≤ u≤ 1 and ‖u‖N 1X ≤ ‖u‖X + ‖g‖X < CX (G \ E) + ǫ.
Let v = max{χG ,u}. Then, u = v outside of G ∩ E, whose measure is zero. Hence,
‖u‖X = ‖v‖X . We will show that g is an X -weak upper gradient of v. Let γ : [0, lγ]→P
be a curve such that λ1(γ−1(G∩E)) = 0 and (2.2) is satisfied for all subcurves γ′ = γ|I ,
where I ⊂ [0, lγ] is a closed interval. By [29, Lemma 4.9 and Corollary 5.9], ModX -a.e.
curve γ satisfies these conditions.
If γ(0) ∈ G ∩ E, then there is α ∈ (0, lγ) such that γ(α) ∈ G \ E as γ
−1(G) is open
in [0, lγ] and λ
1(γ−1(G ∩ E)) = 0. If γ(0) /∈ G ∩ E, then we set α = 0. We obtain that
v(γ(0)) = u(γ(α)).
Similarly, if γ(lγ) ∈ G ∩ E, then there is β ∈ (α, lγ) such that γ(β) ∈ G \ E. We set
β = lγ otherwise. Consequently, v(γ(lγ)) = u(γ(β)). Therefore,
(3.1) |v(γ(0))− v(γ(lγ))|= |u(γ(α))− u(γ(β))| ≤
ˆ
γ|[α,β]
g ds ≤
ˆ
γ
g ds.
Thus, g is an X -weak upper gradient of v as (3.1) holds for ModX -a.e. curve γ. Hence
CX (G)≤ ‖v‖N 1X ≤ ‖v‖X + ‖g‖X = ‖u‖X + ‖g‖X < CX (G \ E)+ ǫ.
Letting ǫ→ 0, we see that CX (G)≤ CX (G \ E) as needed.
The equality for eCX ,r can be shown analogously. 
For an arbitrary set, adding a zero set (with respect to the capacity) does not change
the capacity of the set even if CX is not subadditive but merely quasi-additive as we are
now about to see.
Lemma 3.4. Let E, F ⊂ P . Suppose that CX (F) = 0. Then, CX (E ∪ F) = CX (E) andeCX ,r(E ∪ F) = eCX ,r(E).
Proof. By monotonicity, CX (E ∪ F) ≥ CX (E) and eCX ,r(E ∪ F) ≥ eCX ,r(E). The converse
inequality for eCX ,r follows from the σ-subadditivity of eC rX ,r .
If CX (E) = ∞, then the converse inequality holds trivially. Suppose now that
CX (E) < ∞. Let ǫ > 0 and let χE ≤ u ∈ N
1X be such that ‖u‖N 1X ≤ ‖u‖X + ‖g‖X <
CX (E) + ǫ, where g ∈ X is an upper gradient of u. Set v = u+ χF . Then, v = u q.e.,
whence ‖v‖X = ‖u‖X and g is a weak upper gradient of v by [29, Corollary 5.11]. As
v ≥ χE∪F , we have CX (E ∪ F) ≤ ‖v‖N 1X ≤ ‖v‖X + ‖g‖X < CX (E) + ǫ. Letting ǫ → 0
shows that CX (E ∪ F) ≤ CX (E). 
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The following result generalizes [8, Proposition 1.4] in a similar fashion as Björn,
Björn, and Lehrbäck [7, Proposition 4.7]. It shows that in locally compact (and hence
in proper) metric measure spaces, the Sobolev capacity CX (and hence also eCX ,r) is an
outer capacity at least for zero sets, given that lsc majorants provide good estimates of
the function norm.
Proposition 3.5. Assume thatP is locally compact and that X is a quasi-Banach function
lattice possessing the Vitali–Carathéodory property, i.e., it satisfies (2.1). Let E ⊂P with
CX (E) = 0. Then for every ǫ > 0, there is an open set U ⊃ E with CX (U)< ǫ.
Proof. Suppose first that there is an open set G ⊃ E such that G is compact.
Let ǫ > 0. Since CX (E) = 0, we have ‖χE‖N 1X = 0 and there is an upper gradient
g ∈ X of χE such that ‖g‖X < ǫ. By (2.1), we can find v,ρ ∈ X ∩ lsc(P ) that satisfy
v ≥ χE and ρ ≥ g everywhere in P , while ‖v‖X < ǫ and ‖ρ‖X < ǫ. Let v˜ = vχG . Since
G is open and contains E, we have that χE ≤ v˜ ∈ X ∩ lsc(P ) and ‖v˜‖X < ǫ as well.
Let V = {x ∈ P : v˜(x) > 1/2}. Then, E ⊂ V ⊂ G and V is open. Furthermore,
‖χV ‖X ≤ 2‖v˜‖X < 2ǫ. Let
u(x) =min

1, inf
γ
ˆ
γ
(ρ+ 1) ds

,
where the infimum is taken over all (including constant) curves connecting x to the
closed set P \ V . Then, u|G ∈ lsc(G) by Björn, Björn and Shanmugalingam [8, Lem-
ma 3.3] since G, being compact, is a proper metric space and ρ + 1 is bounded away
from zero. Consequently, u ∈ lsc(P ) as u ≡ 0 on P \ V ⊃P \ G.
Now, let U = {x ∈ P : u(x) > 1/2}. The set U is open due to the semicontinuity
of u. We can show that u= 1 on E, whence E ⊂ U . Indeed, let γ be a curve connecting
arbitrary x ..= γ(0) ∈ E with y ..= γ(lγ) ∈ P \V . Then,
´
γ(ρ+1) ds ≥ |χE(x)−χE(y)|+
lγ > 1 as ρ is an upper gradient of χE . Furthermore, u≤ χV and (ρ+1)χV is an upper
gradient of u due to [8, Lemmata 3.1 and 3.2]. We can therefore estimate the capacity
CX (U)≤ 2‖u‖N 1X ≤ 2
 
‖χV ‖X + ‖(ρ+ 1)χV ‖X

≤ 2
 
‖χV ‖X + cÍ(‖ρχV ‖X + ‖χV ‖X )

≤ 2
 
(1+ cÍ)‖χV ‖X + cÍ‖ρ‖X

≤ 2
 
(1+ cÍ)2ǫ+ cÍǫ

≤ 10cÍǫ.
If no open neighborhood of E has a compact closure, then we can apply separability
and the local compactness of P to write E =
⋃∞
n=1 En so that for each n ∈ N there
is an open set Gn ⊃ En with a compact closure. In particular, CX (En) = 0. By the
previous part of the proof, we can find open sets Un ⊃ En with CX (Un) < ǫ/(2cÍ)
n.
Let now U =
⋃∞
n=1 Un. Then, U is open and CX (U) ≤
∑∞
n=1 c
n
Í
CX (Un) < ǫ by the
σ-quasi-additivity of CX . 
Remark 3.6. In the previous claim, it in fact suffices to assume that there exists an
open set G ⊃ E that is locally compact instead of requiring that the entire space P
is locally compact. It is, however, currently unknown whether such local compactness
is really necessary. On the other hand, the Vitali–Carathéodory property is crucial. In
view of Proposition 2.1, it suffices that X contains bounded functions with bounded
support and these have absolutely continuous norm in X . In [6], Björn, Björn and
Malý have constructed a metric measure space P and a function space X = X (P )
such that Propositions 2.1 and 3.5 fail.
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4. QUASI-CONTINUITY AND ITS CONSEQUENCES
In this section, we study when Newtonian functions possess a Luzin-type property,
the so-called quasi-continuity, which then leads to the fact that the Sobolev capac-
ity is an outer capacity. The Sobolev capacity defined via the Newtonian quasi-norm
characterizes the equivalence classes well, but in general it need not be an outer ca-
pacity then. Outside of the Newtonian setting, it is customary to introduce the Sobolev
capacity so that it is an outer capacity by definition, cf. Heinonen, Kilpeläinen and
Martio [18, Definition 2.35] or Kinnunen and Martio [25, Section 3].
In Section 5, the quasi-continuity will help us establishing the density of compactly
supported Lipschitz functions in N10 X (Ω), where Ω ⊂P is open.
Definition 4.1. A function u : P → R is weakly quasi-continuous if for every ǫ > 0
there is a set E ⊂ P with CX (E) < ǫ such that u|P \E is continuous. If the set E can be
chosen open for every ǫ > 0, then u is quasi-continuous.
When an extended real-valued function is said to be continuous, we mean that the
function does not attain the values ±∞ and is in fact real-valued.
As the capacities CX and eCX ,r are equivalent, it is insignificant whether the notion
of (weak) quasi-continuity is defined using CX or eCX ,r .
Lemma 4.2. Assume that for every ǫ and every E ⊂ P with CX (E) = 0, there is an open
set U ⊃ E with CX (U) < ǫ. If u is quasi-continuous, then every v that coincides with u
q.e. is also quasi-continuous.
In view of Proposition 3.5, the hypotheses of the lemma are satisfied if P is locally
compact and if X has the Vitali–Carathéodory property (2.1) (which, in particular, it
does by Proposition 2.1 if X contains all bounded functions with bounded support and
these have absolutely continuous quasi-norm in X ).
Proof. Let ǫ > 0. Define E = {x ∈ P : u(x) 6= v(x)}, so CX (E) = 0. Thus, we can
find an open set U ⊃ E with CX (U) < ǫ/2cÍ. Since u is quasi-continuous, there is an
open set V with CX (V ) < ǫ/2c
2
Í
such that u|P \V is continuous. Let G = U ∪ V . Then,
CX (G)< ǫ and v|P \G = u|P \G is continuous. Hence, v is quasi-continuous. 
Next, we will see that if the Sobolev capacity is an outer capacity, then the distinction
between weak quasi-continuity and quasi-continuity is not needed.
Proposition 4.3. Suppose that CX or eCX ,r is an outer capacity. Then, a function is quasi-
continuous if and only if it is weakly quasi-continuous.
Proof. Quasi-continuous functions are trivially weakly quasi-continuous.
Let u be weakly quasi-continuous and let ǫ > 0. Then, there is a set E ⊂ P with
CX (E)< ǫ (resp. eCX ,r(E)< ǫ) such that u|P \E is continuous. Since CX (resp. eCX ,r) is an
outer capacity, there is an open set G ⊃ E with CX (G) < ǫ (resp. eCX ,r(G) < ǫ). Then,
u|P \G is also continuous, whence u is quasi-continuous. 
For functions that are absolutely continuous along ModX -a.e. curve, the equality a.e.
implies equality on a larger set, namely, q.e. (see [29, Proposition 6.12]). Similarly,
we have the following result for quasi-continuous functions.
Proposition 4.4. Suppose that both u and v are quasi-continuous. If u = v a.e., then
u = v q.e.
12 LUKÁŠ MALÝ
Sketch of proof. Kilpeläinen [24] has proven the claim for abstract outer capacities that
satisfy the rigidity condition of Proposition 3.3 under the assumption that u and v are
weakly quasi-continuous. His proof works verbatim if the hypotheses of the capacity
being outer and the weak quasi-continuity of u and v are replaced by the hypothesis
that u and v are quasi-continuous. 
Since a Egorov-type convergence theorem (see [29, Corollary 7.2]) holds in Newto-
nian spaces based on an arbitrary quasi-Banach function lattice X , we will obtain that
Newtonian functions are weakly quasi-continuous provided that continuous functions
are dense in N1X .
Sufficient conditions for density of (Lipschitz) continuous functions in N1X have
been discussed in [31] using the connection between Hajłasz gradients, fractional
sharp maximal functions, and (weak) upper gradients in doubling p-Poincaré spaces
(see Definition 6.1 below). Roughly speaking, Lipschitz functions are dense in N1X if a
certain maximal operator of Hardy–Littlewood type satisfies weak norm estimates and
the quasi-norm of X is absolutely continuous.
In Theorem 7.1 below, it will be shown that Newtonian functions have continuous
representatives (with respect to equality q.e.) if P supports a certain Poincaré inequal-
ity, µ is doubling and the quasi-norm of X is sufficiently restrictive in comparison with
the “dimension of the measure”. In that case, the continuous functions are trivially
dense in N1X .
Using the reflexivity of N1,p ..= N1Lp that was established by Ambrosio, Colombo
and Di Marino [1], we can deduce from Ambrosio, Gigli and Savaré [2] that Lipschitz
functions are dense in N1,p for p ∈ (1,∞) if P is compact, endowed with a doubling
metric. In particular, neither a Poincaré inequality, nor a doubling property of the
measure is needed.
Proposition 4.5. If continuous functions are dense in N1X , then every u ∈ N1X has a
quasi-continuous representative u˜= u q.e. Hence, u is weakly quasi-continuous.
Proof. Let u ∈ N1X be approximated by a sequence {uk}
∞
k=1 ⊂ C (P ) ∩ N
1X so that
uk → u in N
1X as k → ∞. By [29, Corollary 7.2], there is u˜ ∈ N1X such that u˜ = u
q.e. and for every ǫ > 0 there exists an open set Uǫ with CX (Uǫ) < ǫ such that a
subsequence {uk j }
∞
j=1 converges uniformly to u˜ on P \Uǫ . Hence, u˜|P \Uǫ is continuous
and u˜ is quasi-continuous. Writing E = {x ∈ P : u(x) 6= u˜(x)}, we have CX (Uǫ∪E)< ǫ
by Lemma 3.4 and u|P \(Uǫ∪E) is continuous whence u is weakly quasi-continuous. 
In Proposition 3.5, we saw that CX is an outer capacity for zero sets under certain
hypotheses. As a consequence, we obtain that functions with a quasi-continuous rep-
resentative are in fact quasi-continuous by Lemma 4.2. Then, Newtonian functions
are quasi-continuous by Proposition 4.5 provided that they can be approximated by
continuous functions. Hence, we have the following result.
Corollary 4.6. Assume that P is locally compact and X is a quasi-Banach function
lattice with the Vitali–Carathéodory property (2.1). In particular, we may assume that X
contains characteristic functions of all bounded sets and these have absolutely continuous
norm in X . If continuous functions are dense in N1X , then every u ∈ N1X is quasi-
continuous.
The original idea of Proposition 4.5 and Corollary 4.6 for X = Lp under considerably
stronger assumptions can be traced back to Shanmugalingam [36], whose result was
later generalized by Björn, Björn, and Shanmugalingam [8].
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Proposition 4.7. Suppose that there is a cover P =
⋃∞
k=1Pk, wherePk is open and that
for every k ∈ N, there is δk > 0 such that CX ({x}) ≥ δk for each x ∈ Pk. Then, weakly
quasi-continuous functions are continuous.
In particular, if all functions in N1X are weakly quasi-continuous (which holds, e.g., if
continuous functions are dense in N1X), then N1X ⊂C (P ).
Proof. Set ǫk = δk/2 for every k ∈ N. Let u be weakly quasi-continuous. Then, there is
Ek with CX (Ek)< ǫk such that u|P \Ek is continuous. Consequently, Pk ∩ Ek = ; because
every x ∈ Pk satisfies CX ({x}) ≥ δk > CX (Ek). Thus, u|Pk ∈ C (Pk). Since Pk is open,
u is continuous at every point of Pk.
Finally, u is continuous everywhere in P as P =
⋃∞
k=1Pk. Hence, u ∈ C (P ).
If continuous functions are dense in N1X , then all functions in N1X are weakly
quasi-continuous by Proposition 4.5. 
So far, we have seen that CX (or eCX ,r) being an outer capacity on zero sets implies
that Newtonian functions are quasi-continuous (under some additional assumptions).
The next proposition shows that the converse is actually stronger. Namely, if Newto-
nian functions are quasi-continuous, then eCX ,r is an outer capacity on all sets (without
any additional assumptions). An analogous result for eCLp ,p with p ∈ [1,∞) was given
in [8].
Proposition 4.8. Assume that all functions in N1X are quasi-continuous. Then, eCX ,r is
an outer capacity, i.e., eCX ,r(E) = inf eCX ,r(G) for every E ⊂ P , where the infimum is
taken over all open sets G ⊃ E. Moreover, if X is normed, then CX is an outer capacity.
Proof. If X is normed, then CX = eCX ,r with r = 1. Hence, it suffices to prove that eCX ,r
is an outer capacity.
If eCX ,r(E) =∞, then the claim is trivial. Suppose therefore that eCX ,r(E) <∞. Let
ǫ ∈ (0,1) and u ≥ χE be such that ‖u‖
r
X
+ ‖gu‖
r
X
< eCX ,r(E)r + ǫ. Due to the quasi-
continuity of u, there is an open set V with eCX ,r(V ) < ǫ such that u|P \V is continuous.
Thus, U ..= {x ∈ P \ V : u(x) > 1− ǫ} is open in P \ V and U ∪ V is open in P . Let
v ≥ χV be such that ‖v‖
r
X
+ ‖gv‖
r
X
< ǫ. Let
w =
u
1− ǫ
+ v.
Then, w ≥ χU∪V ≥ χE . Consequently,eCX ,r(E)r ≤ inf
G⊃E
G open
eCX ,r(G)r ≤ eCX ,r(U ∪ V )r ≤ ‖w‖rX + ‖gw‖rX
≤
‖u‖r
X
+ ‖gu‖
r
X
(1− ǫ)r
+ ‖v‖r
X
+ ‖gv‖
r
X
<
eCX ,r(E)r + ǫ
(1− ǫ)r
+ ǫ.
The last expression tends to eCX ,r(E)r as ǫ→ 0, which finishes the proof. 
The following proposition quantifies the difference between a.e. and q.e. equiva-
lence classes in Newtonian spaces. Namely, N1X contains only the “good” representa-
tives of the functions that lie in an a.e. equivalence class of a Newtonian function.
Proposition 4.9. Assume that P is locally compact and that continuous functions are
dense in N1X . Suppose further that X has the Vitali–Carathéodory property (2.1). In
particular, it suffices to assume that χB ∈ X for every bounded set B ⊂ P and it satisfies
(AC). Let u : P → R be such that u = v a.e. in P for some function v ∈ N1X . Then, the
following are equivalent:
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(a) u ∈ N1X ;
(b) u ◦ γ is absolutely continuous for ModX -a.e. curve γ;
(c) u is weakly quasi-continuous;
(d) u is quasi-continuous.
Proof. Proposition 2.1 gives (2.1) if χB ∈ X satisfies (AC) whenever B ⊂ P is bounded.
The equivalence (a)⇔ (b) was established in [29, Proposition 6.18], without any
assumptions on P .
The implication (a)⇒ (c) is shown in Proposition 4.5.
The equivalence (c)⇔ (d) follows by Proposition 4.3, whose hypotheses are satis-
fied due to Corollary 4.6 and Proposition 4.8.
In order to show that (d)⇒ (a), assume that u is quasi-continuous. By (a)⇒ (d),
we have that v is quasi-continuous as v ∈ N1X . Then, u = v q.e. by Proposition 4.4.
Therefore, ‖u− v‖N 1X = 0 by [29, Proposition 6.15], which yields that u ∈ N
1X . 
5. DENSITY OF LOCALLY LIPSCHITZ FUNCTIONS
The aim of this section is to prove that locally Lipschitz functions are dense in
N1X (Ω), whenever Ω ⊂ P is open, provided that (locally) Lipschitz functions are
dense in N1X (P ). Note that we will not pose any assumptions on Ω besides being
open. We will however need P to be proper and X to have absolutely continuous
norm that satisfies (P4). Here, we generalize the results of [8], where X was just Lp.
It has been shown in [31, Section 3] that Newtonian functions can be approxi-
mated by their truncations if the (quasi)norm of X is absolutely continuous. We can
extend this result if all Newtonian functions are quasi-continuous. Namely, Newtonian
functions that vanish outside of a measurable set Θ can be approximated by bounded
functions whose support is a bounded subset of Θ. The case X = Lp with an open Θ
was discussed in [8], where the fundamental idea came from [37].
Lemma 5.1. Let X be a quasi-Banach function lattice with absolutely continuous quasi-
norm. Assume that all functions in N1X are quasi-continuous, Then, every function in
N10 X (Θ) can be approximated in N
1X by bounded functions with bounded support lying
in Θ.
Proof. Let u ∈ N10 X (Θ) with an X -weak upper gradient g ∈ X . It has been shown
in [31, Corollary 3.4] that the truncations of u get arbitrarily close to u in N1X . There-
fore, we may assume that u is bounded.
Next, we will show that we may assume that u has bounded support. Let us fix
x0 ∈ P and write ψn(x) = (1 − dist(x ,B(x0,n)))
+ for n ∈ N. We want to prove
that uψn → u in N
1X as n → ∞. Since g˜ = χA(x0 ,n,n+1) is an upper gradient of 1−
ψn(x) = min{1,dist(x ,B(x0,n))}, where A(x0,n,n + 1) is the closed annulus {x ∈
P : n ≤ d(x , x0) ≤ n+ 1}, the product rule (Theorem A.1) yields that the function
gn = (1−ψn)g + χA(x0,n,n+1)u is an X -weak upper gradient of (1−ψn)u. Moreover,
gn ≤ (u+ g)χP \B(x0 ,n). Hence,
‖u− uψn‖N 1X ≤ ‖u− uψn‖X + ‖gn‖X
≤ ‖uχP \B(x0 ,n)‖X + ‖(u+ g)χP \B(x0,n)‖X → 0 as n→∞
due to the absolute continuity of the quasi-norm of X . Therefore, we do not lose any
generality if we suppose that u has bounded support.
Since u is quasi-continuous, there are open sets Uk ⊂ P , k ∈ N, such that u|P \Uk is
continuous while CX (Uk) → 0 as k → ∞. Thus, there exist functions wk ∈ N
1X such
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that χUk ≤ wk ≤ 1 and ‖wk‖N 1X → 0 as k→∞. By [29, Corollary 7.2], we may assume
that wk → 0 q.e., passing to a subsequence if necessary. The sets Gk
..= Uk ∪ {x ∈
P \ Uk : u(x) < 1/k} are open in P , whence P \ Gk ⊂Θ is closed. Let
ηk(t) =

0 for |t|< 1/k,
2(|t| − 1/k) sgn t for 1/k ≤ |t| ≤ 2/k,
t for |t|> 2/k.
By the chain rule (Theorem A.2), we obtain that gηk◦u−u = guχ{0<|u|<2/k} a.e. as the
function t 7→ ηk(t) − t is 1-Lipschitz and supported in [−2/k, 2/k]. The absolute
continuity of the norm of X now yields
‖ηk ◦ u− u‖N 1X ≤ ‖uχ{0<|u|<2/k}‖X + ‖guχ{0<|u|<2/k}‖X → 0 as k→∞
since
⋂∞
k=1{x ∈ P : 0 < |u(x)| < 2/k} = ;. As ηk is 2-Lipschitz, we can estimate
gηk◦u ≤ 2gu a.e. Let uk = (1− wk)(ηk ◦ u). Then, uk is supported within P \ Gk and
the product rule gives that
‖uk −ηk ◦ u‖N 1X = ‖(ηk ◦ u)wk‖N 1X
≤ ‖(ηk ◦ u)wk‖X + ‖(ηk ◦ u)gwk + gηk◦uwk‖X
≤ ‖ηk ◦ u‖L∞(‖wk‖X + cÍ‖gwk‖X ) + 2cÍ‖guwk‖X .
For an arbitrary ǫ > 0, we obtain that ‖guwk‖X ≤ cÍ(ǫ‖gu‖X + ‖guχEk(ǫ)‖X ), where
Ek(ǫ) = {x ∈ P : wk(x) > ǫ}. Then, limsupk→∞ ‖guwk‖X ≤ cÍǫ‖gu‖X by the absolute
continuity of the quasi-norm of X since µ
⋂∞
k=1 Ek(ǫ)

= 0. Letting ǫ→ 0, we see that
‖guwk‖X → 0 as k→∞. The choice of wk ensures that ‖wk‖X+‖gwk‖X = ‖wk‖N 1X → 0
as k→∞. Thus, ‖uk −ηk ◦ u‖N 1X → 0 as k→∞. 
We can go even further if P is a proper metric measure space. If Ω ⊂ P is open
and if locally Lipschitz functions are dense in N1X , then the Newtonian functions that
vanish outside of Ω can be approximated (in the norm of N1X ) by Lipschitz functions
that are compactly supported within Ω.
Proposition 5.2. Suppose thatP is proper andΩ ⊂P is open. Assume that X is a quasi-
Banach function lattice that has absolutely continuous quasi-norm and satisfies (P4). If
locally Lipschitz functions are dense in N1X , then Lipc(Ω) = N
1
0 X (Ω).
Proof. Since bounded functions with bounded support are contained in X by (P4), we
immediately obtain that Lipc(Ω) ⊂ N
1
0 X (Ω). Now, we will show that N
1
0 X (Ω) is a
closed subset of N1X . Let {uk}
∞
k=1 be a Cauchy sequence in N
1
0 X (Ω). Then, there exists
u ∈ N1X such that ‖uk − u‖N 1X as k→∞ since N
1X is complete by [29, Theorem 7.1].
By passing to a subsequence if needed, we have that uk → u pointwise q.e. in P
by [29, Corollary 7.2]. Hence, u = 0 q.e. in P \Ω. Let u˜ = uχΩ. Then, u˜ = u q.e. in
P . Therefore, ‖u˜− u‖N 1X = 0 by [29, Proposition 6.15] and hence ‖uk − u˜‖N 1X → 0 as
k→∞, where u˜ ∈ N10 X . Consequently, N
1
0 X (Ω) = N
1
0 X (Ω).
Let now u ∈ N10 X (Ω), u 6≡ 0. Due to Corollary 4.6 and Lemma 5.1, we may assume
that u is bounded and has bounded support within Ω. In fact, sptu is compact since
P is proper. Let ǫ > 0 be arbitrary. There exists a locally Lipschitz function v ∈ N1X
such that ‖u − v‖N 1X < ǫ. Next, we define η(x) = (1 − 2dist(x , sptu)/δ)
+, where
δ =min{1,dist(sptu,P \Ω)}. The support of η is compact in Ω, and gη ≤ 2/δ since η
is 2/δ-Lipschitz. Moreover, χsptu ≤ η≤ 1. Consequently, vη ∈ Lipc(Ω) and the product
rule (Theorem A.1) gives gv(1−η) ≤ |v|gη + gv . Since 1−η = 0 on sptu, Corollary A.4
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yields that gv(1−η) = 0 a.e. on sptu. Corollary A.4 further implies that gu−v = g−v = gv
a.e. outside of sptu because u− v =−v there. Thus,
‖v − vη‖N 1X ≤ ‖vχP \sptu‖X + ‖(|v|gη + gv)χP \sptu‖X
≤ ‖vχP \sptu‖X + cÍ(‖vχP \sptu‖X ‖gη‖L∞ + ‖gvχP \sptu‖X )
≤

1+
2cÍ
δ

‖vχP \sptu‖X + cÍ‖gvχP \sptu‖X
≤

1+
2cÍ
δ
 
‖(u− v)χP \sptu‖X + ‖gu−vχP \sptu‖X

.
Therefore,
‖v − vη‖N 1X ≤

1+
2cÍ
δ

‖u− v‖N 1X <

1+
2cÍ
δ

ǫ.
The triangle inequality in N1X now yields that
‖u− vη‖N 1X ≤ cÍ(‖u− v‖N 1X + ‖v − vη‖N 1X )< 2cÍ

1+
cÍ
δ

ǫ,
completing the proof of the inclusion N10 X (Ω)⊂ Lipc(Ω). 
Finally, if we consider the space of Newtonian functions on an open subset Ω of
a proper metric space P , then the density of locally Lipschitz functions in N1X (P ),
implies the density in N1X (Ω). What makes this claim interesting is that we do not im-
pose any other conditions on Ω. In particular, it has been shown earlier that Lipschitz
functions are dense in N1X (P ) if P supports a p-Poincaré inequality and the maxi-
mal operator Mp has certain bounds, but here we do not assume that Ω (as a metric
subspace of P ) is a p-Poincaré space nor that µ|Ω is doubling. On the other hand, we
merely obtain density of locally Lipschitz functions, which is however not unexpected
in view of [5, Examples 5.8–5.11].
Example 5.3 ([8, Example 5.4]). Let P be the slit disc B(0,1) \ (−1,0] ⊂ C = R2.
Then, f (z) =max{0,2|z| − 1}arg z belongs to N1,p(P ) \ Lip(P ) for all p ≥ 1.
Theorem 5.4. Under the hypotheses of Proposition 5.2, locally Lipschitz functions are
dense in N1X (Ω).
Proof. Let u ∈ N1X (Ω) and let ǫ > 0 be arbitrary. Since P is proper, we may find an
increasing sequence of open sets ; = Ω0 6= Ω1 ⋐ Ω2 ⋐ . . . ⋐ Ω so that Ω =
⋃∞
j=1Ω j .
For each j = 1,2, . . ., choose η j ∈ Lipc(Ω j+1) such that χΩ j ≤ η j ≤ 1. Then, define
u j = (u−
∑ j−1
k=1 uk)η j, which gives that u j ∈ N
1
0 X (Ω j+1 \ Ω j−1). We also obtain that
u =
∑∞
j=1 u j everywhere in Ω.
By Proposition 5.2, there exists v j ∈ Lipc(Ω j+1 \ Ω j−1) such that ‖u j − v j‖N 1X ≤
(2cÍ)
− jǫ for every j = 1,2, . . .. Let v =
∑∞
j=1 v j . For every x ∈ Ω, there is a neighbor-
hood U ∋ x such that at most three terms in this sum are non-zero in U , whence v is
locally Lipschitz in Ω. The triangle inequality now yields that
‖u− v‖N 1X (Ω)≤
∞∑
j=1
c j
Í
‖u j − v j‖N 1X ≤ ǫ. 
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6. BOUNDEDNESS OF NEWTONIAN FUNCTIONS
In the setting of Sobolev spaces W 1,p(Rn), it is well known that Sobolev functions
are essentialy bounded and have continuous representatives if p > n. A finer distinc-
tion of function spaces is however needed for p = n, e.g., certain Zygmund or Lorentz
norms can be used to ensure the boundedness. A similar result can be obtained for
Newtonian functions if we introduce the notion of dimension of a doubling measure
µ. Therefore, we will assume that µ satisfies the doubling condition in this (as well as
in the next) section.
In Rn with the Lebesgue measure λn, we have λn(2B) = 2nλn(B) for every ball
B ⊂ Rn. The doubling condition gives µ(2B) ≤ cdblµ(B) = 2
log2 cdblµ(B). Even though
log2 cdbl can play the role of the dimension, it need not be sharp for the results about
boundedness and continuity of Newtonian functions. It can be easily shown (see,
e.g., [5, Lemma 3.3]) that for every s ≥ log2 cdbl there is cs > 0 such that
(6.1)
µ
 
B(y, r)

µ(B(x ,R))
≥ cs

r
R
s
whenever 0 < r ≤ R, x ∈ P , and y ∈ B(x ,R). Considering a simple example of
weighted Rn with a non-constant weight w ∈ L∞(Rn) such that 1/w ∈ L∞(Rn), we
see that (6.1) holds with s = n < log2 cdbl and cs = 1/‖w‖∞‖1/w‖∞. Therefore, the
dimension will be replaced by s ≤ log2 cdbl, preferably as small as possible, such that
(6.1) is satisfied. Note however that the set of admissible exponents s may be open,
see e.g. Björn, Björn and Lehrbäck [7, Example 3.1]. It is insignificant for the notion
of dimension whether we require that (6.1) holds for all y ∈ B(x ,R) or only for y = x
(i.e., only for concentric balls) since
c−1dbl
µ
 
B(y, r)

µ
 
B(y,R)
 ≤ µ B(y, r)
µ(B(x ,R))
=
µ
 
B(y, r)

µ
 
B(y,R)
 µ B(y,R)
µ(B(x ,R))
≤ cdbl
µ
 
B(y, r)

µ
 
B(y,R)
 .
If P is connected, then there are cσ > 0 and 0< σ ≤ s such that
(6.2)
µ(B(y, r))
µ(B(x ,R))
≤ cσ

r
R
σ
whenever 0 < r ≤ R < 2diamP , x ∈ P , and y ∈ B(x ,R), see [5, Corollary 3.8].
Similarly as above, if (6.2) holds with some σ, then it holds with all σ′ ≤ σ. The set
of admissible exponents in (6.2) may be open, see [7, Example 3.1]. Moreover, it may
happen that σ < s even if both σ and s are the best possible exponents (provided that
these exist). The metric measure space is called Ahlfors Q-regular if both (6.1) and
(6.2) are satisfied with σ = s =..Q. However, the Ahlfors regularity is a very restrictive
condition that fails even in weighted Rn, unless the weight is bounded away both from
zero and from infinity, see e.g. [5, Example 3.5].
We will show that all Newtonian functions are locally essentially bounded (and
have continuous representatives, which will be shown in the next section) provided
that the function lattice X is continuously embedded into Lploc for some p > s or into
Ls(log L)1+ǫloc in the borderline case p = s ≥ 1, where s is the “dimension of the measure”
given by (6.1), under the assumption that P supports a p-Poincaré inequality. If a
slightly stronger Poincaré inequality is assumed, then we will show that the embedding
X ,→ L
s,1
loc suffices to obtain local essential boundedness of functions in N
1X (and hence
so does X ,→ Ls(log L)1−1/s).
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Definition 6.1. We say thatP supports a p-Poincaré inequalitywith p ∈ [1,∞) if there
exist constants cPI > 0 and λ≥ 1 such that
(6.3)
 
B
|u− uB| dµ ≤ cPI diam(B)
 
λB
g p dµ
1/p
for all balls B ⊂P , for all u ∈ L1loc(P ) and all upper gradients g of u.
This inequality is sometimes called a weak p-Poincaré inequality since we allow for
λ > 1. Moreover, P supports a p-Poincaré inequality if and only if (6.3) holds for all
measurable functions u and all p-weak upper gradients g of u, where the left-hand side
is interpreted as∞ whenever uB is not defined or uB = ±∞. We can also equivalently
require that (6.3) holds for all u ∈ L∞(P ) and all (p-weak) upper gradients g of
u. These characterizations were shown in [5, Proposition 4.13]. If X ,→ Lploc, i.e., if
‖ f χB‖Lp ≤ cemb(B)‖ f χB‖X for all balls B ⊂ P and f ∈ X , then we may also require
validity of the inequality for all X -weak upper gradients g of u, which follows by [29,
Lemma 5.6].
If P supports a p-Poincaré inequality for some p ∈ [1,∞), then it also supports
a q-Poincaré inequality whenever q ∈ [p,∞) due to the Hölder inequality. It also
follows that P is connected (see, e.g., Shanmugalingam [35, p. 25]), whence µ, being
doubling, is non-atomic.
Both Zygmund and Lorentz spaces, which have been mentioned earlier, belong to a
wide class of function spaces, the so-called r.i. spaces, i.e., Banach function spaces that
are rearrangement-invariant. Thus, they satisfy not only (P0)–(P5) with the modulus
of concavity cÍ = 1, but also
(RI) if u and v are equimeasurable, i.e.,
µ({x ∈ P : u(x) > t}) = µ({x ∈ P : v(x) > t}) for all t ≥ 0,
then ‖u‖X = ‖v‖X .
For a detailed treatise on r.i. spaces, see Bennett and Sharpley [3].
For f ∈ M (P ,µ), we define its distribution function µ f and the decreasing re-
arrangement f ∗ by
µ f (t) = µ
 
{x ∈ P : | f (x)|> t}

, t ∈ [0,∞),
f ∗(t) = inf{τ≥ 0 : µ f (τ)≤ t}, t ∈ [0,∞).
The Cavalieri principle implies that ‖ f ‖L1(P ,µ) = ‖µ f ‖L1(R+ ,λ1) = ‖ f
∗‖L1(R+ ,λ1).
We define the fundamental function of a rearrangement-invariant quasi-Banach func-
tion lattice X as φX (t) = ‖χEt ‖X , where Et ⊂ P is an arbitrary measurable set with
µ
 
Et

=min{t,µ(P )}, t > 0. Note that different spaces may very well have the same
fundamental function, which is the case, e.g., of the Lebesgue Lp and the Lorentz Lp,q
spaces as φLp (t) = φLp,q (t) = t
1/p for t < µ(P ) whenever p ∈ [1,∞) and q ∈ [1,∞].
For another example, the Orlicz space LΨ based on an N -function Ψ has the funda-
mental function φLΨ (t) = 1/Ψ
−1(1/t).
We also have the continuous embedding of X into the weak-X space for every r.i.
space X , which can be expressed by the inequality supt>0 u
∗(t)φX (t)≤ ‖u‖X .
In the next proposition, we will see that a p-Poincaré inequality gives not only
an integral but also a supremal estimate for the oscillation of a Newtonian function,
provided that p is sufficiently large.
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Proposition 6.2. Suppose that P supports a p-Poincaré inequality with p > s such that
(6.1) is satisfied. Suppose further that X ,→ Lploc. Let B0 ⊂ P be a fixed ball of radius
R > 0. Then, there is a constant cB0 > 0 such that for every ball B ⊂ B0 of radius
r ∈ (0,R), we have
(6.4) CX -ess sup
x∈B
|u(x)− uB|®
cemb(2λB)r
µ(2λB)1/p
‖gχ2λB‖X ≤ cB0 r
1−s/p‖gχ2λB‖X
whenever g ∈ X is an X -weak upper gradient of u ∈ N1X . Moreover, we can estimate
cB0 ≈ cemb(2λB0)(R
s/µ
 
2λB0

)1/p.
Note that we need to assume that r ® R for the second inequality in (6.4) as it may
happen that r ≫ R even if B ⊂ B0.
Proof. Let B0 = B(y,R) ⊂ P and B = B(z, r) ⊂ B0 be arbitrary balls with r < R.
Then, CX - ess supx∈B |u(x)− uB| = ess supx∈B |u(x)− uB | by [29, Corollary 6.13] since
|u− uB| ∈ DX .
By [5, Proposition 4.27] and by the embedding X ,→ Lploc, we obtain that
ess sup
x∈B
|u(x)− uB |® r
‖gχ2λB‖Lp
µ(2λB)1/p
≤
cemb(2λB)r
µ(2λB)1/p
‖gχ2λB‖X .
By applying (6.1), we see that cs(2λr)
s/µ(2λB) ≤ (2λR)s/µ
 
2λB0

. Hence,
r
µ(2λB)1/p
= r1−s/p

r s
µ(2λB)
1/p
≤ r1−s/p

Rs
csµ
 
2λB0
1/p .
Moreover, cemb(2λB)≤ cemb(2λB0), which yields the desired estimate
cemb(2λB)r
µ(2λB)1/p
‖gχ2λB‖X ≤ cB0 r
1−s/p‖gχ2λB‖X . 
Corollary 6.3. Assume thatP supports a p-Poincaré inequality with p > s such that (6.1)
is satisfied. Let Ω ⊂ P be a fixed open set. Assume further that X is an r.i. space with
fundamental function φ and that
(6.5) cφ(Ω)
..= sup
0<t<µ(Ω)
φ(t)
 t
0
dτ
φ(τ)p
1/p
<∞.
Then, for every ball B of radius r > 0 such that 2λB ⊂ Ω, we have
CX -ess sup
x∈B
|u(x)− uB |® cφ(Ω)r
‖gχ2λB‖X
φ(µ(2λB))
,
whenever g ∈ X is an X -weak upper gradient of u ∈ N1X .
Proof. In the proof of Proposition 6.2, we have seen that
CX - ess sup
x∈B
|u(x)− uB |® r
 
2λB
g p dµ
1/p
.
By the Cavalieri principle and by the embedding X ,→ weak-X , it follows that 
2λB
g p dµ
1/p
=
 µ(2λB)
0

(gχ2λB)
∗(t)φ(t)
φ(t)
p
d t
1/p
≤ φ(µ(2λB))
 µ(2λB)
0
d t
φ(t)p
1/p
sup
0<τ<µ(2λB)
(gχ2λB)
∗(τ)φ(τ)
φ(µ(2λB))
≤ cφ(Ω)
‖gχ2λB‖X
φ(µ(2λB))
. 
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The previous proposition and corollary can be refined in the critical case when p = s;
we will however need to assume that X is embedded into the Zygmund space Ls(log L)α
for some α > 1. That result will be further improved under somewhat stronger assump-
tions on P .
Definition 6.4. For p ≥ 1 and α ≥ 0, the Zygmund space Lp(log L)α(E), where E ⊂ P
is measurable and µ(E)<∞, consists of the measurable functions u : E→ R such that
‖u‖
p
Lp(log L)α(E) =
ˆ µ(E)
0

u∗(t)

1+ log
µ(E)
t
αp
d t <∞.
As an alternative, which is well-defined even if µ(E) =∞, we may use
(6.6) |||u|||p
Lp(log L)α(E) =
ˆ µ(E)
0

u∗(t)

1+ log+
1
t
αp
d t,
where log+ denotes the positive part of log.
It is easy to see that |||u|||Lp(log L)α(E) ≈ ‖u‖Lp(log L)α(E) where the constants depend on
µ(E)<∞. Obviously, Lp(log L)0 = Lp. Furthermore, the Zygmund spaces are classical
Lorentz spaces and they coincide with certain Orlicz classes whenever α ≥ 1/p. It is
customary to drop the respective exponent in the notation Lp(log L)α(E) if p = 1 or
α = 1.
Proposition 6.5. Suppose thatP supports an s-Poincaré inequality with s given by (6.1).
Assume that X ,→ Ls(log L)αloc for some α ≥ 1 if s = 1 and for some α > 1 if s > 1. Let
B0 ⊂ P be a fixed ball of radius R > 0. Then, there is a constant cB0 > 0 such that for
every ball B ⊂ B0 of radius r ∈ (0,R), we have
(6.7) CX -ess sup
x∈B
|u(x)− uB |®
cemb(2λB)r
µ(2λB)1/s
‖gχ2λB‖X ≤ cB0‖gχ2λB‖X
whenever g ∈ X is an X -weak upper gradient of u ∈ N1X . Moreover, we can estimate
cB0 ≈ cemb(2λB0)R/µ
 
2λB0
1/s.
Proof. Let B0 = B(y,R) ⊂ P and B = B(z, r) ⊂ B0 be arbitrary balls. It follows
from [29, Corollary 6.13] that CX - ess supx∈B |u(x) − uB | = ess supx∈B |u(x) − uB| as
|u− uB| ∈ DX .
Let x ∈ B be a Lebesgue point of u and set eB = B(x , r) and eBn = B(x , 2−n r) for
n= 0,1,2, . . .. Then,
u(x) = lim
n→∞
ueBn = ueB +
∞∑
n=0
 
ueBn+1 − ueBn

.
Applying the triangle inequality, the doubling condition, and the s-Poincaré inequality
(where an X -weak upper gradient g ∈ X of u may be used in light of the embedding
X ,→ Ls(log L)αloc ,→ L
s
loc) yields
|u(x)− ueB | ≤
∞∑
n=0
ueBn+1 − ueBn ≤ ∞∑
n=0
 
eBn+1
u− ueBn dµ
®
∞∑
n=0
 
eBn
u− ueBn  dµ® r ∞∑
n=0
2−n
 
λeBn g
s dµ
1/s
.
We have csµ(λeB)≤ 2nsµ λeBn by (6.1), whence
∞∑
n=0
2−n
 
λeBn g
s dµ
1/s
®
1
µ(λeB)1/s
∞∑
n=0
ˆ
λeBn g
s dµ
1/s
.
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Let us, for the sake of brevity, write g˜ = gχλeB . Since P is connected due to the
Poincaré inequality, we have that µ
 
λeBn ≤ cσ2−nσµ(λeB) for some 0 < σ ≤ s and
cσ ≥ 1 by (6.2). Let A = cσµ(λeB). Applying the Hardy–Littlewood inequality and
replacing g˜ by its decreasing rearrangement, we obtain that
∞∑
n=0
ˆ
λeBn g
s dµ
1/s
≤
∞∑
n=0
ˆ µ(λeBn)
0
g˜∗(t)s d t
1/s
≤
∞∑
n=0
ˆ 2−nσA
0
g˜∗(t)s d t
1/s
.
If s = 1, then splitting the integration domain dyadically gives that
∞∑
n=0
ˆ 2−nσA
0
g˜∗(t) d t =
∞∑
n=0
∞∑
j=n
ˆ 2− jσA
2−( j+1)σA
g˜∗(t) d t =
∞∑
j=0
( j+ 1)
ˆ 2− jσA
2−( j+1)σA
g˜∗(t) d t.
If s > 1, then the Hölder inequality for series with s′ = s/(s− 1) yields that
∞∑
n=0
ˆ 2−nσA
0
g˜∗(t)s d t
1/s
=
∞∑
n=0
(n+ 1)α/s
′
(n+ 1)α/s
′
ˆ 2−nσA
0
g˜∗(t)s d t
1/s
(6.8)
≤
 ∞∑
n=0
(n+ 1)αs/s
′
ˆ 2−nσA
0
g˜∗(t)s d t
1/s ∞∑
n=0
1
(n+ 1)α
1/s′
,
where the latter series converges since α > 1. Next,
∞∑
n=0
(n+ 1)α(s−1)
ˆ 2−nσA
0
g˜∗(t)s d t =
∞∑
n=0
∞∑
j=n
(n+ 1)α(s−1)
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s d t
=
∞∑
j=0
j∑
n=0
(n+ 1)α(s−1)
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s d t ®
∞∑
j=0
( j+ 1)αs
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s d t.
We have thus shown for all s ≥ 1 that
∞∑
n=0
ˆ 2−nσA
0
g˜∗(t)s d t
1/s
®
∞∑
j=0
( j+ 1)αs
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s d t.
We can estimate ( j+ 1)αs ® (1+ logA/t)αs for t ∈ (2−( j+1)σA, 2− jσA). Therefore,
∞∑
j=0
( j+ 1)αs
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s d t ®
∞∑
j=0
ˆ 2− jσA
2−( j+1)σA
g˜∗(t)s

1+ log
A
t
αs
d t .
The decreasing rearrangement g˜∗ is supported in [0,µ(λeB)] and hence
ˆ A
0
g˜∗(t)s

1+ log
A
t
αs
d t =
ˆ µ(λeB)
0
g˜∗(t)s

1+ log
cσµ(λeB)
t
αs
d t
≤ (1+ log cσ)
αs
ˆ µ(λeB)
0
g˜∗(t)s

1+ log
µ(λeB)
t
αs
d t ≈ ‖gχλeB‖sLs(log L)α(λeB) .
Putting all the estimates together, we obtain
|u(x)− ueB|® r ‖gχλeB‖Ls(log L)α(λeB)
µ

λeB1/s .
The triangle and the s-Poincaré inequality provide us with the estimate
|ueB − uB | ≤ |ueB − u2B |+ |u2B − uB | ≤
 
eB |u− u2B| dµ+
 
B
|u− u2B | dµ
®
 
2B
|u− u2B | dµ ® r
 
2λB
gs dµ
1/s
® r
‖gχ2λB‖Ls(log L)α(2λB)
µ(2λB)1/s
.
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Altogether, we see that
|u(x)− uB | ≤ |u(x)− ueB|+ |ueB − uB |
® r
‖gχ2λB‖Ls(log L)α(2λB)
µ(2λB)1/s
≤
cemb(2λB)r
µ(2λB)1/s
‖gχ2λB‖X ≤ cB0‖gχ2λB‖X ,
where we applied (6.1) to estimate r/µ(2λB)1/s ≤ R/(csµ
 
2λB0

)1/s. The Lebesgue
differentiation theorem, which holds true since µ is doubling (see Heinonen [17, Sec-
tion 1]), yields that a.e. x ∈ B is a Lebesgue point of u, whence this inequality holds
for a.e. x ∈ B and thus for the essential supremum over B. 
The technique used in the previous proof for s > 1 seems to work even if we assume
that X ,→ Ls log L(log log L)β with β > 1/s′. The main difference in the proof would be
to replace (n+1)α/s
′
in (6.8) by (n+1)1/s
′
log(n+2)β . It also appears to be possible to
iterate the logarithm several times raised to suitable powers. Nevertheless, we refrain
from properly formulating and proving this claim.
It follows by Talenti [39] that Zygmund–Sobolev functions inRn, n≥ 2, are bounded
for every α > 1/n′ ..= 1−1/n, which indicates that 1 is not the optimal borderline value
for the exponent α in the previous proposition. On the other hand, 1/n′ is sharp, which
can be seen by considering u(x) =
p
log log(e2/|x |) for x ∈ B ..= B(0,1) ⊂ Rn, n ≥ 2.
Apparently, u is unbounded even though u ∈ N1Ln(log L)α(B) ⊂ W 1Ln(log L)α(B) for
every α ∈ [0,1/n′].
We will show in Corollary 6.9 below that we can in fact obtain the local essential
boundedness of Zygmund–Newtonian functions for all α > 1/n′ as a special case of a
more general result if P supports a stronger Poincaré inequality.
Definition 6.6. The Lorentz space Lp,1(P ) for 1≤ p <∞ is the Banach function space
that consists of the measurable functions u :P → R such that
‖u‖Lp,1(P )
..=
1
p
ˆ ∞
0
u∗(t)t1/p−1 d t <∞.
The following proposition shows that in the borderline case it suffices that the (X -
weak) upper gradient lies in the Lorentz Ls,1 space. A similar claim was proven by
Romanov [34] under a highly restrictive assumption that µ is s-Ahlfors regular, i.e.,
both (6.1) and (6.2) hold with s = σ. His paper served as an inspiration to use Abel’s
partial summation formula in the proof below.
The price we have to pay is that a stronger Poincaré inequality is needed. Actually,
assuming that P supports an s-Poincaré inequality is enough if P is complete. By
Keith and Zhong [23], the Poincaré inequality is a self-improving property in that case
and hence P supports a p-Poincaré inequality with some p < s.
Proposition 6.7. Suppose that P supports a p-Poincaré inequality with 1 ≤ p < s such
that (6.1) is satisfied. Assume that X ,→ Ls,1loc. Let B0 ⊂P be a fixed ball of radius R > 0.
Then, there is a constant cB0 > 0 such that for every ball B ⊂ B0 of radius r ∈ (0,R), we
have
(6.9) CX -ess sup
x∈B
|u(x)− uB |®
cemb(2λB)r
µ(2λB)1/s
‖gχ2λB‖X ≤ cB0‖gχ2λB‖X
whenever g ∈ X is an X -weak upper gradient of u ∈ N1X . Moreover, we can estimate
cB0 ≈ cemb(2λB0)R/µ
 
2λB0
1/s.
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Proof. Let B0 = B(y,R) ⊂ P and B = B(z, r) ⊂ B0 be arbitrary balls with r < R.
Then, CX - ess supx∈B |u(x)− uB| = ess supx∈B |u(x)− uB | by [29, Corollary 6.13] since
|u− uB| ∈ DX .
Let x ∈ B be a Lebesgue point of u and set eB = B(x , r). Similarly as in the proof of
Proposition 6.5, we obtain that
(6.10) |u(x)− ueB|® r
∞∑
n=0
2−n
 
2−nλeB g
p dµ
1/p
.
Let us, for the sake of brevity, write g˜ = gχλeB . The embedding Lp,1 ,→ Lp, whose norm
is 1, and the doubling condition give that
(6.11)
 
2−nλeB g
p dµ
1/p
≤
‖gχ2−nλeB‖Lp,1(P )
µ(2−nλeB)1/p ®
‖ g˜∗χ(0,µ(2−nλeB))‖Lp,1(R+)
µ(2−neB)1/p .
Let In = ‖ g˜
∗χ(0,µ(2−nλeB))‖Lp,1(R+). Summation by parts allows us to write
(6.12)
N∑
n=0
2−n
µ(2−neB)1/p In =
N−1∑
n=0
n∑
k=0
2−k
µ(2−keB)1/p (In − In+1)

+
N∑
k=0
2−k
µ(2−keB)1/p IN
for every N > 0. Inequality (6.1) yields that 2−k = 2−k r/r ® (µ(2−keB)/µ(eB))1/s and
that µ(2−NλeB) ≈ µ(2−N eB). Recall also that 1≤ p < s. Then,
N∑
k=0
2−k
µ(2−keB)1/p IN ®
N∑
k=0
µ(2−keB)1/s−1/p
µ(eB)1/s
ˆ µ(2−NλeB)
0
g˜∗(t)t1/p−1 d t
®
1
µ(eB)1/s
N∑
k=0

µ(2−N eB)
µ(2−keB)
1/p−1/s ˆ µ(2−NλeB)
0
g˜∗(t)t1/s−1 d t(6.13)
®
‖ g˜∗χ(0,µ(2−NλeB))‖Ls,1(R+)
µ(eB)1/s
N∑
k=0
 
2(k−N )σ
1/p−1/s ,
where the last inequality with some σ ∈ (0, s] follows from (6.2). Due to the absolute
continuity of the Ls,1 norm, we see that the last sum in (6.12) tends to zero as N →∞.
Therefore,
(6.14)
∞∑
n=0
2−n
µ(2−neB)1/p In =
∞∑
n=0
n∑
k=0
2−k
µ(2−keB)1/p (In − In+1).
Similarly as in (6.13), we can apply (6.1) and (6.2) to estimate
n∑
k=0
2−k
µ(2−keB)1/p (In − In+1)
®
1
µ(eB)1/s
n∑
k=0

µ(2−neB)
µ(2−keB)
1/p−1/s ˆ µ(2−nλeB)
µ(2−n−1λeB) g˜
∗(t)t1/s−1 d t
®
1
µ(eB)1/s
∞∑
k=0
2−kσ(1/p−1/s)
ˆ µ(2−nλeB)
µ(2−n−1λeB) g˜
∗(t)t1/s−1 d t .
Inserting this estimate into (6.14) yields that
(6.15)
∞∑
n=0
2−n
µ(2−neB)1/p In ® 1µ(eB)1/s
ˆ µ(λeB)
0
g˜∗(t)t1/s−1 d t =
‖ g˜∗‖Ls,1(R+)
µ(eB)1/s
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Combining (6.10), (6.11), and (6.15) results in
|u(x)− ueB|® r
µ(eB)1/s ‖ g˜‖Ls,1(P ) ≈ rµ(2λeB)1/s ‖gχλeB‖Ls,1(P ) .
The triangle, the p-Poincaré, and the Hölder inequality, as well as the embedding
Ls,1 ,→ Ls provide us with the estimate
|ueB − uB | ≤ |ueB − u2B|+ |u2B − uB| ≤
 
eB |u− u2B | dµ+
 
B
|u− u2B| dµ
®
 
2B
|u− u2B | dµ ® r
 
2λB
g p dµ
1/p
≤ r
 
2λB
gs dµ
1/s
® r
‖gχ2λB‖Ls,1(P )
µ(2λB)1/s
.
Altogether, we see that
|u(x)− uB | ≤ |u(x)− ueB|+ |ueB − uB|
® r
‖gχ2λB‖Ls,1(P )
µ(2λB)1/s
≤
cemb(2λB)r
µ(2λB)1/s
‖gχ2λB‖X ≤ cB0‖gχ2λB‖X ,
where we applied (6.1) to estimate r/µ(2λB)1/s ≤ R/(csµ
 
2λB0

)1/s. The Lebesgue
differentiation theorem (see Heinonen [17, Section 1]) now yields that a.e. x ∈ B is
a Lebesgue point of u, whence this inequality holds for a.e. x ∈ B and thus for the
essential supremum over B. 
Edmunds, Kerman and Pick [13] have discussed the optimal Sobolev embeddings
WmX (Ω) ,→ Y (Ω) for bounded domains Ω ⊂ Rn. It follows from [13, Theorem 6.5]
that X = Ln,1(Ω) is the largest r.i. space such that W 1X (Ω) ,→ L∞(Ω). Therefore, the
result we have just obtained is sharp when considering r.i. spaces as the base function
spaces X that N1X are built upon.
As mentioned earlier, we also recover an analogue of the result of Talenti [39]
on local essential boundedness of Newtonian functions based on the Zygmund space
X = Ls(log L)α with α > 1/s′ = 1 − 1/s. Namely, it follows from the embedding
Ls(log L)αloc ,→ L
s,1
loc, which is shown next.
Lemma 6.8. Let 1< p <∞ and suppose that E ⊂P is a measurable set of finite positive
measure. Then, Lp(log L)α(E) ,→ Lp,1(E) if and only if α > 1− 1/p.
Proof. Let a = µ(E). We want to show that
ˆ a
0
f (t)t1/p−1 d t ®
ˆ a
0
f (t)p

1+ log
a
t
αp
d t
1/p
for every non-negative decreasing f ∈M (R+,λ1). According to Stepanov [38, Propo-
sition 1], this inequality holds true if and only if
b ..=
ˆ a
0
 ´ t
0 τ
1/p−1 dτ´ t
0 (1+ log(a/τ))
αp dτ
1/(p−1)
t1/p−1 d t <∞ .
We have the rough estimate
´ t
0 (1+ log(a/τ))
αp dτ≥ t(1+ log(a/t))αp. Conversely,
ˆ t
0

1+ log
a
τ
αp
dτ=
∞∑
n=0
ˆ 2−n t
2−n−1 t

1+ log
a
τ
αp
dτ≤
∞∑
n=0
2−n−1 t

1+ log
a
2−n−1 t
αp
≤
∞∑
n=0
2−n−1 t(1+ log 2n+1)αp

1+ log
a
t
αp
® t

1+ log
a
t
αp
.
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Therefore, we obtain that
b ≈
ˆ a
0

t1/p
t(1+ log(a/t))αp
1/(p−1)
t1/p−1 d t ≈
ˆ a
0
d t
t(1+ log(a/t))αp/(p−1)
.
The integral on the right-hand side converges if and only if α > (p− 1)/p. 
Corollary 6.9. Assume that P supports a p-Poincaré inequality with 1≤ p < s such that
(6.1) is satisfied. Suppose also that X ,→ Ls(log L)αloc with some α > 1−1/s. Let B0 ⊂P
be a fixed ball of radius R > 0. Then, there is a constant cB0 > 0 such that for every ball
B ⊂ B0 of radius r ∈ (0,R), we have
CX -ess sup
x∈B
|u(x)− uB |®
cemb(2λB)r
µ(2λB)1/s
‖gχ2λB‖X ≤ cB0‖gχ2λB‖X
whenever g ∈ X is an X -weak upper gradient of u ∈ N1X . Moreover, we can estimate
cB0 ≈ cemb(2λB0)R/µ
 
2λB0
1/s.
Similarly as in Proposition 6.7, it suffices to assume that P supports an s-Poincaré
inequality if P is complete.
Proof. By Lemma 6.8, we see that X ,→ Ls,1loc. Then, the desired claim follows directly
from Proposition 6.7. 
7. CONTINUITY OF NEWTONIAN FUNCTIONS
In Sobolev spaces in Rn, one may deduce that there exist continuous representatives
if the L∞ norm of a function is (locally) controlled by the quasi-norm of its gradient.
A similar result, yet somewhat stronger, can be obtained in Newtonian spaces as well.
Namely, it suffices in the Newtonian case to redefine a function on a set of capacity
zero to obtain the continuous representative. If the metric measure space is in addition
locally compact, then all representatives are continuous.
We assume in this (as well as in the previous) section that µ is a doubling measure.
Moreover, µ is non-atomic since P is connected, which follows from the Poincaré
inequalities we will assume.
The following theorem is a refinement of Hajłasz and Koskela [15, Theorem 5.1],
where a p-Poincaré inequality was used to show that there exist (1− s/p)-Hölder con-
tinuous representatives (with equality a.e.) whenever the upper gradient lies in Lp and
p > s. The case when the degree of summability of an upper gradient is essentially
equal to s needs to be discussed using a finer scale of function spaces.
In Rn, Kauhanen, Koskela, and Malý [22] have shown that it suffices that the gradi-
ent lies in the Lorentz space Ln,1loc to conclude that there are continuous representatives.
Romanov [34] extended this result to Sobolev-type spaces on complete metric mea-
sure spaces with an Ahlfors s-regular measure (i.e., µ(B(x , r))≈ r s for r < 2diamP ).
The Ahlfors s-regularity of the measure is a very strong requirement that fails even in
(Rn,w(x) d x) unless w(x) ≈ 1. Besides, he did not work with Newtonian spaces as
such, but solely with Poincaré inequalities. His result can be recovered as a special case
of (d) in the following theorem.
Theorem 7.1. Suppose that P supports a p-Poincaré inequality and let s be given
by (6.1). Suppose that one of the following sets of assumptions is satisfied:
(a) p > s and X ,→ Lploc ;
(b) 1= p = s and X ,→ Ls(log L)αloc for some α≥ 1;
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(c) 1< p = s and X ,→ Ls(log L)αloc for some α > 1;
(d) 1≤ p < s and X ,→ Ls,1loc .
Then, for every function u ∈ N1X , there is v ∈ N1X ∩ C (P ) such that u = v CX -quasi-
everywhere. Moreover, v is locally (1− s/p)-Hölder continuous in the case (a).
Proof. Let us exhaust P =
⋃∞
n=1 Bn, where Bn = B(x0,n) for an arbitrary point x0 ∈ P .
Next, we will find an exceptional set E with CX (E) = 0, where we lack control over the
oscillation of u ∈ N1X . Let D = {zi ∈ P : i ∈ N} be a dense subset of P and let
E =
∞⋃
i=1
⋃
q∈Q+

x ∈ B(zi ,q) : |u(x)− uB(zi ,q)|> CX - ess sup
w∈B(zi ,q)
|u(w)− uB(zi ,q)|

.
Since E is a countable union of sets of capacity zero, it has capacity zero as well.
Let us now fix a ball eB ..= 4Bn = B4n for an arbitrary n ∈ N. For every pair of
points x , y ∈ Bn \ E, we can find z ∈ D and r ∈ Q
+ such that d(x , y)/2≤ r ≤ 2d(x , y)
and x , y ∈ B ..= B(z, r)⊂ eB.
In the case (a), we use (6.4) to obtain that
|u(x)− u(y)| ≤ 2CX - ess sup
w∈B
|u(w)− uB | ≤ ceB r1−s/p‖guχ2λB‖X
≤ ceB(2d(x , y))1−s/p‖gu‖X .
Therefore, u|Bn\E is (1−s/p)-Hölder continuous and hence uniformly continuous. Since
CX (E∩Bn) = 0, every point of E∩Bn is an accumulation point of Bn\E, whence there is
a unique continuation vn ∈ C (Bn) of u|Bn\E . Moreover, vn retains the Hölder continuity.
Let us now focus on the remaining three cases. Respective to the assumptions, let
Y = Y (P ) be either the Zygmund space Ls(log L)α(P ) with norm given by (6.6),
or the Lorentz space Ls,1(P ). Since |u − uB | ∈ DX ⊂ DYloc, we obtain from [29,
Corollary 6.13] that
CX - ess sup
w∈B
|u(w)− uB |= ess sup
w∈B
|u(w)− uB|= CY - ess sup
w∈B
|u(w)− uB | .
Applying (6.7) or (6.9) for the function space Y , we can find ceB > 0 such that
|u(x)− u(y)| ≤ 2CY - ess sup
w∈B
|u(w)− uB| ≤ ceB‖guχ2λB‖Y ≤ ceB‖guχEB‖Y ,
where EB ⊂ 2λeB with µ EB = µ(2λB) and gu(w) ≥ gu(v) for all w ∈ EB and v ∈
2λeB \ EB. Note that the set EB does not depend on the exact choice of B, but merely
on the measure of 2λB. Given an ǫ > 0, we can find a > 0 such that ceB‖guχEB‖Y < ǫ
whenever µ
 
EB

< a since Y has absolutely continuous norm. As P is connected, we
have µ(2λB) ≤ C2λeBd(x , y)σ, where σ ∈ (0, s] is from (6.2). If d(x , y)< (a/C2λeB)1/σ,
then µ
 
EB

= µ(2λB)< a. Thus, ceB‖guχEB‖Y < ǫ and hence |u(x)− u(y)|< ǫ.
This way, we have just shown uniform continuity of u|Bn\E. Thus, there is a unique
continuation vn ∈ C (Bn) of u|Bn\E .
We have thus proven that in all the cases (a)–(d) there is a unique continuous
extension vn of u|Bn\E for every ball Bn, n ∈ N. Now, we define v on P by setting
v(x) = vn(x) whenever x ∈ Bn. Then, v ∈ C (P ) and v = u outside of E, i.e., CX -quasi-
everywhere. Furthermore, v ∈ C 0,1−s/ploc (P ) in the case (a). 
Several qualitative properties of the Sobolev capacity have been discussed in Sec-
tion 4, where one of the crucial assumptions was density of continuous functions.
Now, we have shown that under certain hypotheses, all Newtonian functions have
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continuous representatives, whence the continuous functions are dense. Thus, we may
formulate the following corollary.
Corollary 7.2. Suppose that P is locally compact and X has the Vitali–Carathéodory
property (2.1). In particular, it suffices to assume that χB ∈ X for every bounded set
B ⊂ P and it satisfies (AC). Suppose further that the hypotheses of Theorem 7.1 are
satisfied. Then, eCX ,r is an outer capacity if X is r-normed. In particular, CX is an outer
capacity if X is normed.
Proof. Proposition 2.1 yields that X has the Vitali–Carathéodory property under the
given assumptions on χB for bounded sets B ⊂ P . By Theorem 7.1, every Newtonian
function has a continuous representative. Hence, continuous functions are dense in
N1X . By Corollary 4.6, every Newtonian function is quasi-continuous. Finally, it follows
from Proposition 4.8 that eCX ,r and CX are outer capacities. 
We are ready to apply Propositions 6.2, 6.5, and 6.7 to find a lower bound for the
Sobolev capacity of a subset of a ball, in terms of the measure and radius of the ball, if
we know beforehand that the set has non-zero capacity.
Proposition 7.3. Suppose that P supports a p-Poincaré inequality and let s be given by
(6.1). Suppose that one of the following sets of assumptions is satisfied:
(a) 1≤ s < p ≤ q and X ,→ Lqloc;
(b) 1= p = s =.. q and X ,→ Ls(log L)αloc for some α≥ 1;
(c) 1< p = s =.. q and X ,→ Ls(log L)αloc for some α > 1;
(d) 1≤ p < s =.. q and X ,→ Ls,1loc .
Let B ⊂ P be a ball with radius r > 0. Then, for every E ⊂ B with CX (E) > 0, we can
estimate
CX (E)¦
µ(2λB)1/q
cemb(2λB)(r + 1)
.
In particular, this estimate holds if µ(E)> 0.
Proof. Let u ∈ N1X be such that χE ≤ u ≤ 1 in P and let gu ∈ X be a minimal X -weak
upper gradient of u. Propositions 6.2, 6.5, and 6.7 and the Hölder inequality then yield
1≤ |1− uB |+ uB = CX - ess sup
x∈B
|u(x)− uB|+
 
B
u dµ
®
cemb(2λB)r
µ(2λB)1/q
‖guχ2λB‖X +
‖uχB‖Lq
µ(B)1/q
®
cemb(2λB)(r + 1)‖u‖N 1X
µ(2λB)1/q
.
Taking infimum over all such functions u ∈ N1X , we obtain
CX (E) = inf‖u‖N 1X ¦
µ(2λB)1/q
cemb(2λB)(r + 1)
. 
If X is an r.i. space, then it is possible to find an estimate of the capacity expressed
using the fundamental function of X , provided that the integral means in Lp can be
suitably rescaled to the norm means in X .
Corollary 7.4. Assume thatP supports a p-Poincaré inequality with p > s such that (6.1)
is satisfied. Let B ⊂P be a ball with radius r > 0. Suppose further that X is an r.i. space
with fundamental function φ such that cφ(P ) < ∞, where cφ is defined by (6.5), see
Corollary 6.3. Then, for every E ⊂ B with CX (E)> 0, we can estimate
CX (E)¦
φ(µ(2λB))
r + 1
.
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In particular, this estimate holds if µ(E)> 0.
Proof. In principle, it was shown in the proof of Corollary 6.3 that
cemb(2λB)≤ cφ(P )µ(2λB)
1/p/φ(µ(2λB)).
The desired result follows from Proposition 7.3. 
Recall that the natural equivalence classes in N1X are given by equality outside of
sets of capacity zero. Therefore, in order to be able to prove that all Newtonian func-
tions in a locally compact doubling Poincaré space are continuous if the summability
of the upper gradients (in terms of ‖ · ‖X ) is sufficiently high, we need to show that
singletons have positive capacity. To that end, we will apply the outer regularity of the
capacity on zero sets.
Proposition 7.5. Assume thatP is locally compact and supports a p-Poincaré inequality
and let s be given by (6.1). Suppose that one of the following sets of assumptions is
satisfied:
(a) 1≤ s < p ≤ q and X ,→ Lqloc;
(b) 1= p = s =.. q and X ,→ Ls(log L)αloc for some α≥ 1;
(c) 1< p = s =.. q and X ,→ Ls(log L)αloc for some α > 1;
(d) 1≤ p < s =.. q and X ,→ Ls,1loc .
Then, for every ball B ⊂ P of radius r > 0 and every x ∈ B, we have CX ({x}) ¦
µ(B)1/q/(r + 1)> 0.
Proof. Let B ⊂ P be fixed. Let Y = Y (B) be either Lq(B), or Ls(log L)α(B), or Ls,1(B)
as in the proposition’s hypotheses. Then, Y has an absolutely continuous norm and
satisfies (P4), whence Y has the Vitali–Carathéodory property by Proposition 2.1. Let
x ∈ B and suppose for a moment that CY ({x}) = 0. Then, Proposition 3.5 yields
that CY ({x}) = infG∋x CY (G), where G is open. Such a set G has positive measure
and hence CY (G) > 0. Thus, we can estimate CY (G) ≥ c(B) > 0 whenever G ⊂ B
by Proposition 7.3. Hence, CY ({x}) ≥ c(B) > 0, which contradicts the assumption
CY ({x}) = 0. Therefore, 0 < CY ({x}) ® CX ({x}) and the claimed estimate follows
from Proposition 7.3. 
In view of the previous proposition, we see that the Newtonian functions considered
in Propositions 6.2, 6.5, and 6.7 are not only CX -essentially bounded on all balls, but
bounded everywhere in the respective balls, provided that P is locally compact.
Similarly, we will next show that Newtonian functions not only have continuous rep-
resentatives, but in fact are continuous. Thus, the claim is stronger than its analogue
for Sobolev functions in Rn.
Theorem 7.6. Under the assumptions of Proposition 7.5, every u ∈ N1X is continuous.
Proof. Let u ∈ N1X . By Theorem 7.1, there is v ∈ N1X ∩ C (P ) such that u = v q.e.
In other words, the set E = {x ∈ P : u(x) 6= v(x)} has zero capacity. According to
Proposition 7.5, E cannot contain any single point x ∈ P as it would have positive
capacity then. Therefore, u= v everywhere in P , whence u ∈ C (P ). 
APPENDIX: CALCULUS FOR WEAK UPPER GRADIENTS
Throughout the paper, several tools for working with weak upper gradients have
been needed. Note that none of the results in this section requires the measure to be
doubling.
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Theorem A.1 (Product rule). Let u, v : P → R be measurable. Assume that there are
measurable g,h≥ 0 such that u ◦ γ, v ◦ γ ∈ AC([0, lγ]) with
|(u ◦ γ)′(t)| ≤ g(γ(t)) and |(v ◦ γ)′(t)| ≤ h(γ(t)) for a.e. t ∈ (0, lγ)
for ModX -a.e. curve γ : [0, lγ]→P . In particular, it suffices to assume that g,h ∈ X are
X -weak upper gradients of u, v ∈ DX, respectively. Then, |u|h+ |v|g is an X -weak upper
gradient of uv.
Proof. If g,h ∈ X are X -weak upper gradients of u, v ∈ DX , then the hypotheses are
satisfied by [29, Theorem 6.7 and Lemma 6.8].
Now, let γ : [0, lγ]→P be a curve for which the theorem’s conditions on u◦γ, v ◦γ
and g,h are satisfied. Let w = uv. Then, w ◦ γ ∈ AC([0, lγ]) by [5, Lemma 1.58] and
|(w ◦ γ)′(t)|= |u(γ(t))(v ◦ γ)′(t) + v(γ(t))(u ◦ γ)′(t)|
≤
u(γ(t))h(γ(t))+ v(γ(t)) g(γ(t)) for a.e. t ∈ (0, lγ).
Finally, |u|h+ |v|g is measurable and hence an X -weak upper gradient of w by [29,
Lemma 6.8]. 
Observe that |u|h+ |v|g need not be a minimal X -weak upper gradient of uv even if
g and h were minimal X -weak upper gradients of u and v, respectively. For example,
suppose that X = Lp(0,1) with p ≥ 1 and let u(t) = g(t) = et and v(t) = h(t) = e−t
for t ∈ (0,1). Then, uv ≡ 1, whence 0 is an upper gradient of uv, but |u|h+ |v|g ≡ 2.
Theorem A.2 (Chain rule). Suppose that gu ∈ X is a minimal X -weak upper gradient of
u ∈ N1X . Let φ : R→ R be locally Lipschitz on R. Then, |φ′ ◦ u|gu is an X -weak upper
gradient of φ ◦u, where φ′ ◦u ..= 0 wherever undefined. Moreover, if |φ′ ◦u|gu ∈ X , then
it is a minimal X -weak upper gradient of φ ◦ u.
Proof. It follows from [29, Theorem 6.7 and Lemma 6.8] that we have for ModX -a.e.
curve γ : [0, lγ]→P that u ◦ γ is absolutely continuous and
|(u ◦ γ)′(t)| ≤ gu(γ(t)) for a.e. t ∈ (0, lγ).
Let I = u ◦ γ([0, lγ]). Then, I is a compact (possibly degenerate) interval in R. Thus,
φ|I is Lipschitz continuous, whence φ ◦ (u ◦ γ) ∈ AC([0, lγ]) by [5, Lemma 1.58] and
(φ ◦ u ◦ γ)′(t) exists for a.e. t ∈ (0, lγ). We may apply the chain rule of Malý and
Ziemer [28, Theorem 1.74 (i)] to obtain that
(A.1) |(φ ◦ u ◦ γ)′(t)|= |φ′(u(γ(t)))| |(u ◦ γ)′(t)| ≤ |φ′(u(γ(t)))|gu(γ(t))
for a.e. t ∈ (0, lγ) provided that we interpret the expression in the middle as 0 when-
ever (u ◦ γ)′(t) = 0 even if φ′(u(γ(t))) is not defined. Note that the set, where
(u ◦ γ)′(t) 6= 0 and φ′(u(γ(t))) does not exist, has zero measure in [0, lγ]. By [29,
Lemma 6.8], we see that |φ′ ◦ u|gu is an X -weak upper gradient of φ ◦ u.
Suppose now that |φ′ ◦ u|gu ∈ X . Then, φ ◦ u ∈ DX and there exists a minimal
X -weak upper gradient gφ◦u ∈ X of φ ◦ u. From (A.1) and [29, Lemma 6.8], we also
have for a.e. t ∈ (0, lγ) that
|(u ◦ γ)′(t)| ≤
|(φ ◦ u ◦ γ)′(t)|
|φ′(u(γ(t)))|
≤
gφ◦u(γ(t))
|φ′(u(γ(t)))|
,
where the fractions are interpreted as ∞ whenever φ′(u(γ(t))) = 0. Applying [29,
Lemma 6.8] again, we see that gφ◦u/|φ
′ ◦ u| is an X -weak upper gradient of u.
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Minimality of gφ◦u yields that gφ◦u ≤ |φ
′ ◦ u|gu a.e. Similarly, minimality of gu then
yields that gu ≤ gφ◦u/|φ
′ ◦ u| a.e. Hence, gφ◦u = gu|φ
′ ◦ u| a.e. in P . 
Proposition A.3. Let gu, gv ∈ X be minimal X -weak upper gradients of u, v ∈ DX,
respectively. Then, g ..= guχ{u>v} + gvχ{u≤v} is a minimal X -weak upper gradient of
w ..=max{u, v}.
Proof. For ModX -a.e. curve γ : [0, lγ]→P , the functions u ◦ γ and v ◦ γ are absolutely
continuous and
|(u ◦ γ)′(t)| ≤ gu(γ(t)) and |(v ◦ γ)
′(t)| ≤ gv(γ(t)) for a.e. t ∈ (0, lγ)
by [29, Theorem 6.7 and Lemma 6.8]. Then, w ◦ γ ∈ AC([0, lγ]) by [5, Lemma 1.58].
The set γ−1({x ∈ P : u(x) > v(x)}) is open in [0, lγ], whence |(w ◦ γ)
′(t)| ≤
gu(γ(t)) for a.e. t ∈ γ
−1({x ∈ P : u(x)> v(x)}). Similarly, |(w ◦ γ)′(t)| ≤ gv(γ(t)) for
a.e. t ∈ γ−1({x ∈ P : u(x)< v(x)}).
It remains to discuss what happens on the set where u = v. Let t ∈ γ−1({x ∈ P :
u(x) = v(x)}) be chosen such that both (u ◦ γ)′(t) and (v ◦ γ)′(t) exist. Then, either
(u◦γ)′(t) = (v ◦γ)′(t) = (w ◦γ)′(t), or (u◦γ)′(t) 6= (v ◦γ)′(t) in which case (w ◦γ)′(t)
does not exist.
Therefore, |(w ◦ γ)′(t)| ≤ g(γ(t)) for a.e. t ∈ (0, lγ). By applying [29, Lemma 6.8]
again, g is an X -weak upper gradient of w, whence w ∈ DX as g ∈ X .
There exists a minimal X -weak upper gradient gw ∈ X of w by [30, Theorem 4.6].
Since −u = max{−u,−w}, the previous part of the proof yields that gu ≤ guχ{u<w} +
gwχ{u≥w} a.e. due to the minimality of gu. Hence, gu ≤ gw ≤ g = gu a.e. on {x ∈ P :
u(x) > v(x)}. Similarly, gv ≤ gw ≤ g = gv a.e. on {x ∈ P : u(x) ≤ v(x)}. We have
shown that gw = g a.e., so g is a minimal X -weak upper gradient of w. 
The following claim shows that minimal weak upper gradients depend only on the
local behavior of Newtonian functions.
Corollary A.4. Let gu, gv ∈ X be minimal X -weak upper gradients of u, v ∈ DX, respec-
tively. Then, gu = gv a.e. on E
..= {x ∈ P : u(x) = v(x)}. In particular, we obtain that
gu = 0 a.e. on {x ∈ P : u(x) = c} for any constant c ∈ R.
Proof. Let w = max{u, v}. Then, gw = guχ{u>v} + gvχ{u≤v} is a minimal X -weak upper
gradient of w. In particular, gw = gv a.e. on E. Switching the role of u and v, we obtain
that gw = gu a.e. on E. Consequently, gu = gw = gv a.e. on E.
If now v ≡ c is a constant function, then gv = 0, completing the proof. 
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