Abstract. We investigate some well-posedness issues for the initial value problem (IVP) associated to the system 2i∂tu + q∂ 2
Introduction

Consider the initial value problem (IVP)
   2i∂ t u + q∂ where u, w are complex valued functions, F 1 (u, w) = −2iβ(|u| 2 + σ β |w| 2 )∂ x u − 2αu(|u| 2 + σ α |w| 2 ) − 2iµu∂ x (|u| 2 + σ µ |w| 2 ), [2] and [1] respectively. Radhakrishnan and Lakshmanan [15] used the following transformation of variables in system (1.1)
u(x, t) = u 1 x − q 2 6γ t, t exp i q 3γ x − q 3 27γ 2 t , w(x, t) = w 1 x − q 2 6γ t, t exp i q 3γ x − q 3 27γ 2 t , under the particular conditions σ α = σ β and qβ = 3γα, to obtain the following form of coupled envelope equations corresponding to the system (1.1) Then, they applied the Hirota bilinear transformation (see [9] ) to (1.2) to construct dark and bright soliton solutions to (1.1) assuming further that β = µ, qβ = 3γα, γ = 0 and σ α = σ β = σ µ = 1. Recently, Porsezian and Kalithasan [14] discussed the construction of new cnoidal wave solutions and found exact solutions of both bright and dark solitary wave to system (1.1).
As far as we know, the previous works in this subject do not address well posedness issues for the system (1.1), so our aim is to fill up this gap.
Note that if the pulse w 1 = 0, the system (1.2) reduces to the well known modified complex KdV equation. This fact suggests that the results obtained for the periodic modified KdV equation should be the ones we expect for the system (1.1).
When w = 0 the system (1.1) reduces to equation
which describes the dynamics of one single nonlinear pulse in an optic fiber. The initial value problem associated to equation (1.3) was considered by several authors ( [10] , [16] , [5] , [6] and [7] ) in H s (R), where s ≥ 1/4 is the best result. In the case of system (1.1), Scialom and Bragança [4] obtained local well posedness solution in Sobolev spaces H s (R)×H s (R), s ≥ 1/4, and global well posedness in H s (R)×H s (R), s > 3/5. In the periodic setting, Takaoka in [17] , considered the IVP (1.3) and showed local well posedness in H s (T), s ≥ 1 2 . For the IVP associated to system (1.1), we are able to obtain local well posedness for initial data in H s (T)×H s (T), s ≥ 1 2 as in the single equation case. The approach we use is similar to the one given in [17] though the presence of the coupled terms in (1.1) make the estimates more involved.
To describe our local result we need the definitions and notations.
is the collection of all linear functionals from P to C. P ′ is periodic distributions. If g ∈ P ′ denote the value of g in ϕ by g (ϕ) = g, ϕ . Consider the functions θ n (x) = e inx , n ∈ Z and x ∈ R. The Fourier transform g ∈ P ′ is the function g : Z → C defined by g (n) = g, θ −n . If g is periodic of period 2π, for instance, g ∈ L 1 (T) then
where T = R/2πZ represents the one dimensional torus. Definition 1.2. Let s ∈ R, the Sobolev space H s (T) is the set of all g ∈ P ′ such that
In this work we assume that g is periodic of period 2π. Definition 1.3. We denote by f the Fourier transform of f in relation to spacetime variables
The inverse Fourier transform is given by
The Fourier transform of f gh, where f = f (x, t), g = g(x, t) and h = h(x, t) are periodic functions with respect to the x variable obtained as
Definition 1.4. Let V be the space of functions f such that
We define the space X s,b associated to operator
x + c 0 ∂ x as the completion of V with respect to the following norm
where n = (1 + |n| 2 ) 1 2 and s, b, c 0 ∈ R. The space Z s,b is the completion of V with respect to the norm
and we consider the space Y s = X s, 1 2 ∩ Z s,0 with the norm
Now, we are in position to state the local result.
We notice that the solution flow of (1.1) is invariant by the following quantities in the case σ α = σ β = σ µ = 1.
and
for either Ω = R or T, see . These quantities allow us to extend our local result globally. This is what is contained in the nest result. the global result below. Before stating our main results, let us define the notation that will be used throughout this work.
is the collection of all linear functionals from P to C. P ′ is periodic distributions. If g ∈ P ′ denote the value of g in ϕ by g (ϕ) = g, ϕ . Consider the functions θ n (x) = e inx , n ∈ Z and x ∈ R. The Fourier transform g ∈ P ′ is the function g :
where T = R/2πZ represents the one dimensional torus.
In this work we assume that g is periodic of period 2π. Definition 1.9. We denote by f the Fourier transform of f in relation to spacetime variables
Definition 1.10. Let V be the space of functions f such that
Now, we are in position to state the main results of this work.
Combining the local well posedness result with the conservation laws the following global result follows.
Then there exists a unique solution − → u = (u, w) to the problem (1.1) with σ α = σ β = σ µ = 1 and
This work is organized as follows. In second section we will list a series of estimates in the spaces defined on Definition 1.4 that will be needed in the proof of Theorem 1.12. In the third section we establish local well posedness for the periodic initial value problem associated to (1.1) for data in
and the fourth section is dedicated to global result.
Preliminary estimates
To prove our periodic results we use the spaces introduced by Bourgain in [3] , the contraction principle and also the properties of the solutions to the linear problem
This linear system differs from the one used in [4] because of the terms containing c 0 ∂ x u and c 0 ∂ x w, where the constant
Remark 2.1. The problem (2.1) is a particular case of (1.1) with γ = 2. So, we assume γ = 2 without loss of generality because if γ = 2, it is enough to consider the change of variable v 1 (x, t) = u(θx, t) and v 2 (x, t) = w(θx, t), where θ =
is a conserved quantity, see (1.4) . Therefore the constant c 0 is independent of t. In what follows This constant is used as the number c 0 in the Definition 1.4.This plays important role to get the bounds we need.
The solution of (2.1) is given by the unitary group
where, the subscript p only means "periodic", and
2 n 2 + c 0 n, then we obtain the following equalities,
The main linear estimates are the following.
Lemma 2.1. For s ∈ R we have
and ψ connotes a cut-off function satisfying
Proof. Taking in account the Definition 1.4, to obtain (2.5) it is enough to estimate
Details of the computations are found in [11] .
3. Proof of Theorem 1.6
The result in this section requires a new set of computations, so we will present it in more detailed setting. To simplify the notation we write (1.1) as
where
The integral equation associated to (3.1) is
Considering the cut-off function ψ ∈ C ∞ 0 defined on Lemma 2.1 we have the following estimate.
Proof. To obtain (3.4) it is sufficient to estimate
From the relation
, supp ϕ ⊆ (−2B, 2B), where B < 1 100 , say. Using ϕ, we can write (3.6) as
That is,
Therefore, ψ(t)
Ys . Now, we compute the norms of J 1 , J 
Using the properties of ϕ we estimate
After an integration by parts and using properties of ψ, we have
(3.10)
On the other hand, we have
It follows from (3.9)-(3.11) that
From (3.8)-(3.12) we obtain
(3.13)
The following estimate follows from Young's inequality and |
(3.14)
To estimate J 2 ) note that
where Using the definition of h k (n) it is straightforward to obtain
Then (2.6) and the inequality
Then,
Proceeding analogously to (3.14) and (3.15), we can show that
which finishes the proof of the lemma.
Let n, n 1 , n 2 ∈ Z, τ, τ 1 , τ 2 ∈ R, and set n 3 = n − n 1 − n 2 and
Therefore,
The following inequalities will be useful to prove the next lemma. The nonlinear term G 1 (u, w) defined in (3.2) restricted to (β + µ) = βσ β , writes
Denote by G 1j = G 1j (u, w), for j = 1, . . . , 4. Next, we compute G 1j (n, τ ). To do so, note that using Parceval's identity,
will be defined as A(n, τ ) + B(n, τ ). Explicitly we have that G 11 (n, τ ): Remark 3.1. The computation of G 13 (n, τ ) and G 12 (n, τ ) are similar to G 11 (n, τ ).
We have for G 14 (n, τ ): 
Proof. The parameter q 3 is not an integer because we need that the third factor in the right hand side of (3.17) never vanishes. Then we have |n− n 2 − q/3| ∼ n− n 2 . Note also that |n − n 1 | ∼ n − n 1 and |n 1 + n 2 | ∼ n 1 + n 2 for n − n 1 = 0 and n 1 + n 2 = 0, respectively.
From the Cauchy-Schwarz inequality, the left hand side of (3.22) is bounded by
where a will be determined later. Consider first G 1 (u, w)(n, τ ) = R 2 (n, τ ). In this case, (3.25) is bounded by
To estimate (3.26) we divide the region of integration in four parts:
We also consider the sum in n 1 and n 2 of (3.26) in the following three cases
and I a is bounded as
The first inequality in (3.30) follows from |q + (n, τ )| ≥ cn 2 M 2 ≥ cn 2 and the last inequality is a consequence of
Then, in the case (3.27) and in the region A 1 , we bound (3.26) by
Using the identity (3.17) and inequality (3.31), we bounded H θ (n, n 1 , n 2 ) by
for θ ∈ 0, 1 12 , and ε ∈ 6θ, where
The proof that I 1 ≤ c can be found in [17] , Lemma 4.3. The cases (3.28) and (3.29) are analogous. Now, we bound (3.25) in the region A 2 with a >
By duality, (3.35) is equal to c sup
Note that
Therefore we can bound (3.39) by
It follows from (3.35)-(3.38) that (3.25) is bounded by
, where
The proof that I 2 ≤ c is similar to Lemma 4.3 in [17] . The case G 1 (u, w)(n, τ ) = R 1 (n, τ ) is similar to (3.35 ). In the case G 1 (u, w)(n, τ ) = R 4 (n, τ ), (3.25) is bounded by
The case G 1 (u, w)(n, τ ) = R 3 (n, τ ) is similar to R 4 (n, τ ), for w = u. In the case of
For the cases G 1 (u, w)(n, τ ) = R i (n, τ ), i = 7, ..., 12, we follow a similar argument. The proof of (3.23) follows the same lines as (3.22), choosing a = 1 2 and not considering I a , because
The following lemma is found in [17] , Lemma 4.6.
, we have the following inequalities The equality (4.1) is obtained by adding the previous resulting equations. To obtain (4.2) multiply the first equation in (1.1) by u xx , the second equation by w xx , integrate in x, take the imaginary part and add the resulting equations. The equality (4.3) is obtained multiplying the first equation in (1.1) by |u| 2 u, the second equation by |w| 2 w, integrate in x , take the imaginary part and add the resulting equations. Similarly, we obtain (4.4) multiplying the first equation of (1.1) by |w| 2 u, the second equation by |u| 2 w, integrate in x, take the imaginary part and sum the resulting equations. The global solution in Theorem 1.13 follows from Theorem 1.6 and (4.5)-(4.6).
