To overcome the weaknesses of in-sample model selection, this study adopted out-of-sample model selection approach for selecting models with improved forecasting accuracies and performances. Daily closing share prices were obtained from Diamond Bank and Fidelity Bank as listed in the Nigerian Stock Exchange spanning from January 3, 2006 to December 30, 2016. Thus, a total of 2713 observations were explored and were divided into two portions. The first which ranged from January 3, 2006 to November 24, 2016, comprising 2690 observations, was used for model formulation. The second portion which ranged from November 25, 2016 to December 30, 2016, consisting of 23 observations, was used for out-of-sample forecasting performance evaluation. Combined linear (ARIMA) and Nonlinear (GARCH-type) models were applied on the returns series with respect to normal and student-t distributions. The findings revealed that ARIMA (2,1,1)-EGARCH (1,1)-norm and ARIMA (1,1,0)-EGARCH (1,1)-norm models selected based on minimum predictive errors throughout-of-sample approach outperformed ARIMA (2,1,1)-GARCH (2,0)-std and ARIMA (1,1,0)-EGARCH (1,1)-std model chosen through in-sample approach. Therefore, it could be deduced that out-of-sample model selection approach was suitable for selecting models with improved forecasting accuracies and performances.
Introduction
Model selection is the act of choosing a model from a class of candidate models as a quest for a true model or best forecasting model or both (see also, [1] , [2] , [3] ). There are often several competing models that can be used for forecasting a particular time series. Consequently, selecting an appropriate forecasting model is considerably practical importance [4] [5] . Selecting the model that provides the best fit to historical data generally does not result in a forecasting method that produces the best forecasts of new data. Concentrating too much on the model that produces the best historical fit often leads to overfitting, or including too many parameters or terms. The best approach is to select the model that results in the smallest standard deviation or mean squared error of the one-step-ahead forecast errors when the model is applied to data set that was not used in fitting process [4] . There are two approaches to model selection in time series; the in-sample model selection and the out-of-sample model selection. The in-sample model selection is targeted at selecting a model for inference, which according to [1] is intended to identify the best model for the data and to provide a reliable characterization of the sources of uncertainty for scientific insight and interpretation. The in-sample model selection criteria include Akaike information criterion, AIC [6] , Schwarz information criterion, SIC [7] , and Hannan and Quinn information criteria, HQIC [8] . As captured in [9] , AIC considered a discrepancy between the true model and a candidate, BIC approximated the posterior model probabilities in a Bayesian framework, and Hannan and Quinn proposed a related criterion which has a smaller penalty compared to BIC that yet permitted strong consistency property (for more details on information criteria, see [10] [11] [12] [13] [14] ). However, the major drawbacks of in-sample model selection criteria are that, they are unstable and minimizing these criteria over a class of candidate models leads to a model selection procedure that is conservative or over-consistent in parameter settings [2] [9] , and the inability to inform directly about the quality of the model [3] . On the other hand, out-of-sample model selection procedure is applied to achieve the best predictive performance, essentially at describing the characterization of future observations without necessarily considering the choice of true model, rather, the attention is shifted to choose a model with the smallest predictive errors [1] [2] [15] [16] . The out-of-sample forecast is accomplished when the data used for constructing the model are different from that used in forecasting evaluation. That is, the data is divided into two portions. The first portion is for model construction and the second is used for evaluating the forecasting performance with possibility of forecasting new future observations which can be checked against what is observed ( [11] [16] [17] ). Yet the choice of in-sample and out-of-sample model selection criteria is not without contention and such contention is well handled in [1] [15] [18] [19] [20] .
With respect to heteroscedastic processes (or nonlinear time series), details regarding model selection are available in the studies of [21] - [27] . Meanwhile, in Nigeria, model selection in heteroscedastic processes are mainly based on in-sample criteria. For instance, the studies of [28] - [33] rely on the in-sample procedure to select the best fit model. Hence, this study seeks to improve on the work of [28] who applied the in-sample model selection criteria to choose best 
Materials and Methods

Return
The return series t R can be obtained given that t P is the price of a unit share at time t, and 
The t R in Equation (1) is regarded as a transformed series of the share price, t P meant to attain stationarity, that is, both mean and variance of the series are stable [29] . The letter B is the backshift operator.
Information Criteria
There are several information criteria available to determine the order, p, of an AR process and the order, q, of MA(q) process, all of them are likelihood based.
The well-known Akaike information criterion (AIC), [6] is defined as
ln likelihood number of parameters ,
where the likelihood function is evaluated at the maximum likelihood estimates and T the sample size. For a Gaussian AR(p) model, AIC reduces to The next commonly used criterion function is the Schwarz information criterion (SIC), [7] . For a Gaussian AR(p) model, the criterion is
Another commonly used criterion function is the Hannan Quinn information criterion (HQIC), [8] . For a Gaussian AR(p) model, the criterion is
The penalty for each parameter used is 2 for AIC, ln(T) for SIC and ln{ln(T)} those considered with probability approaching unity as the sample size becomes large, and if the true model is not among those considered, it selects the best approximation with probability approaching unity as sample size becomes larger [3] . The AIC is always considered inconsistent in that it does not penalize the inclusion of additional parameters. As such, relying on these criterion leads to overfitting. Meanwhile, the SIC and HQIC criteria are consistent in that it takes into account large size adjustment penalty. In contrast, consistency is not sufficiently informative. It turns out that the true model and any reasonable approximation to it are very complex. An asymptotically efficient model selection criterion chooses a sequence of models as the sample size get larger for which the one-step-ahead forecast error variances approach the one-step-ahead forecast error variance for the true model at least as fast as any other criterion [3] .
The AIC is asymptotically efficient while SIC and HQIC are not. However, one major drawback of in-sample criteria is their inability to evaluate a candidate model's potential predictive performance.
Model Evaluation Criteria
It is tempting to evaluate performance on the basis of the fit of the forecasting or time series model to historical data [3] . The best way to evaluate a candidate model's predictive performance is to apply the out-of-sample forecast technique.
This will provide a direct estimate of the one-step-ahead forecast error variance that guarantees an efficient model selection criterion. The methods of forecast evaluation based on forecast error include Mean Squared Error (MSE), Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE). These criteria measure forecast accuracy. The forecast bias is measured by Mean Error (ME).
The measures are computed as follows:
where i e is the forecast error and n is the number of forecast error. Also, it should be noted that in this work, the forecasts of the returns are used as proxies for the volatilities as they are not directly observable [34] . 
Heteroscedastic Models
Autoregressive Conditional Heteroscedastic (ARCH) Model: The first model that provides a systematic framework for modeling heteroscedasticity is the ARCH model of [35] . Specifically, an ARCH (q) model assumes that, , , 
Parametric Bootstrap
The parametric bootstrap is used in computing nonlinear forecasts given the fact that the model used in forecasting has been rigorously checked and is judged to be adequate for the series under study [39] . Let T be the forecast origin and k be the forecast horizon (k > 0). That is, we are at time index T and interested in fo- , ,
The procedure is repeated M times to obtain M realizations of T k R + denoted by
. The point forecast of T k R + is then the sample average of
Consequently, Forecasts of the ARCH model are obtained recursively. Let T be the starting date for forecasting, that is forecast origin. Let T F be the information set available at time T. Then, the 1-step ahead forecast for conditional variance,
where ˆT a is the estimated residual. For the 2-step ahead forecast 1 .
The k-step ahead forecast for
, 
Forecasts of the GARCH model are obtained recursively in a similar way as that of the ARCH model. Then, the 1-step ahead forecast for Generally speaking, the k-step ahead forecast for
One of the beauties of GARCH is that volatility forecasts for any horizon can be constructed from the estimated model. The estimated GARCH model is used to get forecasts of instantaneous forward volatilities, that is, the forecast for 
Taking exponentials, the model becomes
For the 1-step ahead forecast,
The 2-step-ahead forecast of
where T E denotes a conditional expectation taken at the time origin T with 
is the cumulative density function of the standard normal distribution (see [39] for more details). Hence, Generally, the k-step-ahead forecast can be obtained as
(See also, [34] , [38] ). 
Results and Discussion
Plot Analysis
In-Sample Model Selection
Several models with respect to normal distribution (norm) and student-t distri- Table 1 ). The model was found to be adequate given that the p-values corresponding to weighted Ljung-Box Q statistics at lags 1, 8 and 14 on standardized residuals, weighted level of significance [see Table 2 ]. That is to say, the hypotheses of no autocorrelation and no remaining ARCH effect are not rejected.
Also, for Fidelity Bank, ARIMA ( Table 4 ]. That is to say, the null hypotheses of no autocorrelation and no ARCH effect are not rejected at 5% significance level.
Out-Of-Sample Forecasting Model Selection
Here, the out-of-sample forecast evaluation criteria; MAE, MSE and RMSE for each of the models are considered for the series of the banks. It was found that ARIMA (2,1,1)-EGARCH (1,1)-norm and ARIMA (1,1,0)-EGARCH (1,1)-norm possessed the smallest out-of-sample forecast evaluation criteria (see Table 5 and Table 6 ). Hence, the most appropriate for the return series of the respective banks. Table 6 . Out-of-sample forecast evaluation criteria for fidelity bank. would converge at infinity. Moreover, the highly significance of the parameters of the models indicated that the models are over-fitted. Meanwhile, the models selected through out-of-sample criteria are characterized by non-significant parameters yet possessed smallest predictive errors and problem associated with over-fitting is overcome. In particular, this study showed that the study of [28] can be improved by adopting out-of-sample forecasting procedure. Furthermore, the study is in agreement with the works of [1] , [2] , [22] by supporting the choice of models based on smallest predictive errors.
Conclusion
In all, our study showed that out-of-sample model selection approach outperformed the in-sample counterpart in describing the characterization of future observations without necessarily considering the choice of true model. The major strength of this study is in utilizing the advantage of combining both ARIMA and GARCH-type models to achieve forecast accuracy. The weakness of this study is in adopting larger samples of training data against smaller sample sizes for forecast evaluation, which is suitable for achieving the best fitting models.
However, this weakness could be overcome by adopting smaller sample sizes of data for model formulation and larger samples for forecast evaluation in future study.
