Abstract. We study the Whitham equations for the fifth order KdV equation. The equations are neither strictly hyperbolic nor genuinely nonlinear. We are interested in the solution of the Whitham equations when the initial values are given by a step function. We classify the step like initial data into eight different types. We construct self-similar solutions for each type.
Introduction
It is known that the solution of the KdV equation (1.1) u t + 6uu x + ǫ 2 u xxx = 0 has a weak limit as ǫ → 0 while the initial values u(x, 0; ǫ) = u 0 (x) are fixed. This weak limit satisfies the Burgers equation
until its solution develops shocks. Immediately after, the weak limit is governed by the Whitham equations [4, 5, 12, 13] (1.3) u it + λ i (u 1 , u 2 , u 3 )u ix = 0 , i = 1, 2, 3,
where the λ i 's are given by formulae (2.12) . After the breaking of the solution of (1.3), the weak limit is described by systems of at least five hyperbolic equations similar to (1.3).
1
The KdV equation (1.1) is just the first member of an infinite sequence of equations, the second of which is the so-called fifth order KdV equation
(1.4) u t + 30u 2 u x + 20ǫ 2 u x u xx + 10ǫ 2 uu xxx + ǫ 4 u xxxxx = 0 .
The solution of the fifth order KdV equation (1.4) also has a weak limit as ǫ → 0. As in the KdV case, this weak limit satisfies the Burgers type equation
until the solution of (1.5) forms a shock. Later, the limit is governed by equations similar to (1.3), namely, (1.6) u it + µ i (u 1 , u 2 , u 3 )u ix = 0 , i = 1, 2, 3, where µ i 's are given in (2.18). They will be also be called the Whitham equations.
In this paper, we are interested in the solution of the Whitham equation For such an initial function with a > 0, b < a or a < 0, b > a, the solution of the Burgers type equation (1.5) has already developed a shock at the initial time, t = 0. Hence, immediately after t = 0, the Whitham equations (1.6) kick in. Solutions of (1.6) occupy some domains of the space-time while solutions of (1.5) occupy other domains. These solutions are matched on the boundaries of the domains.
The solution of the Burgers equation (1.2) with initial function (1.7) is simple: it is either a rarefaction wave or a single shock wave.
The Burgers type equation (1.5 ) is more complicated, as its flux function changes convexity at u = 0. Its solution with step like initial data (1.7) can be a rarefaction wave, a single shock wave or a combination of both [6] . As a consequence, the solutions of the Whitham equations (1.6) will be seen to be more complex than those of (1.3) in the KdV case. Indeed, there are eight types of different solutions in the former case while there is only one type of solution in the latter case.
The KdV case with the step like initial data (1.7) was first studied by Gurevich and Pitaevskii [2] . The Burgers solution of (1.2) develops a shock only for a > b. Moreover, the corresponding initial function is equivalent to the case a = 1, b = 0. In this case, Gurevich and Pitaevskii found a self-similar solution of the Whitham equations (1.3). Namely, the space-time is divided into three parts (1) x t < −6 , (2) − 6 < x t < 4 , (3)
The solution of (1.2) occupies the first and third parts, (1.8) u(x, t) ≡ 1 when x t < −6 , u(x, t) ≡ 0 when
The Whitham solution of (1.3) lives in the second part, (1.9) u 1 (x, t) ≡ 1 , x t = λ 2 (1, u 2 , 0) , u 3 (x, t) ≡ 0 , when −6 < x/t < 4.
Whether the second equation of (1.9) can be inverted to give u 2 as a function of the self-similarity variable x/t hinges on whether
Indeed, Levermore [7] has proved the genuine nonlinearity of the Whitham equations (1.3), i.e.,
For the fifth order KdV (1.4), equations (1.6), in general, are not genuinely nonlinear, i.e., a property like (1.10) is not available. Hence, solutions like (1.8) and (1.9) need to be modified. 
For the fifth order KdV (1.4), different eigenspeeds of (1.6),
For the fifth KdV with step-like initial function (1.7) where a = 1 and b = 0, the space time is divided into four regions (see Figure 1 .)
where α is determined by (3.15). In the first and fourth regions, the solution of (1.5) governs the evolution:
u(x, t) ≡ 1 where x/t < −15 and u(x, t) ≡ 0 where x/t > 16 .
The Whitham solution of (1.6) lives in the second and third regions; namely:
when −15 < x/t < α, and
Equations (1.11) yield
on a curve in the region 0 < u 3 < u 2 < 1. This implies the non-strict hyperbolicity of the Whitham equations (1.6) for the fifth order KdV.
The organization of the paper is as follows. In Section 2, we will study the eigenspeeds,
of the Whitham equations (1.6). In Section 3, we will construct the self-similar solution of the Whitham equations for the initial function (1.7) with a = 1, b = 0. In Section 4, we will use the self-similar solution of Section 3 to construct the minimizer of a variational problem for the zero dispersion limit of the fifth order KdV. In Section 5, we will consider all the other possible step like initial data (1.7). We find that there are eight different types of initial data. We construct self-similar solutions for each type.
The Whitham Equations
In this section we define the eigenspeeds of the Whitham equations for both the KdV (1.1) and fifth order KdV (1.4). We first introduce the polynomials of ξ for n = 0, 1, 2, . . . [1, 3, 10] :
where the coefficients, a n,1 , a n,2 , . . . , a n,n+1 are uniquely determined by the two conditions
Here the sign of the square root is given by √ 1 = 1.
In particular,
where
Here
and K(s) and E(s) are complete elliptic integrals of the first and second kind.
K(s) and E(s) have some well-known properties [8, 9] . As −1 < s < 1, we have
while, as 1 − s ≪ 1, we have
It immediately follows from (2.5) and (2.6) that
The eigenspeeds of the Whitham equations (1.3) are defined in terms of P 0 and P 1 of (2.4),
which give
Using (2.11), we obtain
In view of (2.5-2.8), we find that λ 1 , λ 2 and λ 3 have behavior:
The eigenspeeds of the Whitham equations (1.6) are
They can be expressed in terms of λ 1 , λ 2 and λ 3 of the KdV. 1. 
2.
The solution of (2.20) is a symmetric quadratic function of u 1 , u 2 and u 3
for u 3 < u 2 < u 1 . Similar results also hold for the fifth order KdV.
Lemma 2.2.
Proof. We use (2.19) to calculate
where we have used equation (2.20)
It follows from formula (2.22) for q that
, which, along with with (2.25) and (2.26), proves (2.23).
Inequality (2.24) can be proved in the same way.
The following calculations are useful in the subsequent sections.
Using formula (2.19) for µ 2 and µ 3 and formulae (2.12) for λ 2 and λ 3 , we obtain (2.27)
We then use (2.9), (2.10) and (2.22) to calculate
We next consider
Using formula (2.19) for µ 2 and µ 3 and formulae (2.12) for λ 2 and λ 3 , we obtain
where we have used equations (2.20) in the last equality. Finally, we use the expansions (2.5-2.6) for
K and E to obtain
where we have used formula (2.22) for q in the last equality.
A Self-similar Solution
In this section, we construct the self-similar solution of the Whitham equations (1.6) for the initial function (1.7) with a = 1 and b = 0. We will study all the other step like initial data in Section 5. 
in the interval 0 < u 2 < 1. Outside the region −15t < x < 16t, the solution of the Burgers type equation (1.5 ) is given by
and
The boundaries x = −15t and x = 16t are called the trailing and leading edges, respectively. They 
at the trailing edge;
u 3 = the Burgers type solution defined outside the region , (3.8) at the leading edge.
The proof of Theorem 3.1 is based on a series of lemmas.
We first show that the solutions defined by formulae (3.1) and (3.2) indeed satisfy the Whitham equations (1.6) [1, 11] .
(1 
The second part of (3.9) can be shown in the same way.
We then calculate the partial derivatives of the second equation of (3.1) with respect to x and t.
which give the second equation of (1.6).
The third equation of (1.6) can be verified in the same way.
(2) The second part of Lemma 3.2 can easily be proved.
We now determine the trailing edge. Eliminating x and t from the last two equations of (3.1)
Since it degenerates at u 2 = u 3 , we replace (3.10) by
Here, the function F is also defined in (2.29).
Therefore, at the trailing edge where u 2 = u 3 , i.e., s = 0, equation (3.11) , in view of the expansion (2.30), becomes Having located the trailing edge, we now solve equations (3.1) in the neighborhood of the trailing edge. We first consider equation (3.11) . We use (2.30) to differentiate F at the trailing edge u 1 = 1,
which show that equation (3.11) or equivalently (3.10) can be inverted to give u 3 as a decreasing function of u 2 (3.12)
in a neighborhood of u 2 = u 3 = 1/4.
We now extend the solution (3.12) of equation (3.10) in the region 1 > u 2 > 1/4 > u 3 > 0 as far as possible. We deduce from Lemma 2.2 that
on the solution of (3.10). Because of (3.9) and (3.13), solution (3.12) of equation (3.10) can be extended as long as 1 > u 2 > 1/4 > u 3 > 0.
There are two possibilities: (1) u 2 touches 1 before or simultaneously as u 3 reaches 0 and (2) u 3 touches 0 before u 2 reaches 1.
It follows from (2.17) and (2.19) that
This shows that (1) is impossible. Hence, u 3 will touch 0 before u 2 reaches 1. When this happens, equation (3.10) becomes (3.14)
Lemma 3.4. Equation (3.14) has a simple zero in the region 0 < u 2 < 1, counting multiplicities.
Denoting the zero by u
Proof. We now use (2.27) and (2.28) to prove the lemma. In equation (2.27), K −E and E −(1−s)K are all positive for 0 < s < 1 in view of (2.11). By (2.28),
Since M(1, u 2 , 0) vanishes at u 2 = 0 and is positive at u 2 = 1 in view of (2.5-2.8), we conclude from the above derivative that M(1, u 2 , 0) has a simple zero in 0 < u 2 < 1. This zero is exactly u * and the rest of the theorem can be proved easily.
Having solved equation (3.10) for u 3 as a decreasing function of u 2 for 1/4 ≤ u 2 ≤ u * , we turn to equations (3.1). Because of (3.13), the second equation of (3.1) gives u 2 as a increasing function of x/t, for −15 ≤ x/t ≤ α, where
Consequently, u 3 is a decreasing function of x/t in the same interval. We now turn to equations (3.2). We want to solve the second equation when x/t > α or equivalently when u 2 > u * . According to Lemma 3.4, µ 2 (1, u 2 , 0)−µ 3 (1, u 2 , 0) > 0 for u * < u 2 < 1, which, together with (2.23), shows that
Hence, the second equation of (3.2) can be solved for u 2 as an increasing function of x/t as long as u * < u 2 < 1. When u 2 reaches 1, we have
where we have used (2.17) and (2.19) in the last equality. We have therefore proved the following result.
Lemma 3.6. The second equation of (3.2) can be inverted to give u 2 as an increasing function of
We are ready to conclude the proof of Theorem 3.1.
The Burgers type solutions (3.3) and (3.4) are trivial.
According to Lemma 3.5, the last two equations of (3.1) determine u 2 and u 3 as functions of x/t in the region −15 ≤ x/t ≤ α. By the first part of Lemma 3.2, the resulting u 1 , u 2 and u 3 satisfy the Whitham equations (1.6). Furthermore, the boundary conditions (3.5) and (3.6) are satisfied at the trailing edge x = −15t.
Similarly, by Lemma 3.6, the second equation of (3.2) determines u 2 as a function of x/t in the region α ≤ x/t ≤ 16. It then follows from the second part of Lemma 3.2 that u 1 , u 2 and u 3 of (3.2)
satisfy the Whitham equations (1.6). They also satisfy the boundary conditions (3.7) and (3.8) at the leading edge x = 16t.
We have therefore completed the proof of Theorem 3.1.
A graph of the numerical solution of the Whitham equations is given in Figure 1 .
The Minimization Problem
The zero dispersion limit of the solution of the fifth order KdV equation (1.4) with step-like initial function (1.7), a = 1, b = 0, is also determined by a minimization problem with constraints [4, 5, 12] (4.1) Minimize
In this section, we will use the self-similar solution of Section 3 to construct the minimizer. We first define a linear operator
The variational conditions are
The constraint for the minimization problem is
The minimizer of (4.1) is given explicitly: (1) For x ≤ −15t,
(2) For −15t < x < αt,
, where P 0 and P 2 are defined in (2.1) and u 2 and u 3 are determined by equations (3.1).
(3) For αt < x < 16t,
where u 2 is determined by (3.2) .
Proof. We extend the function ψ defined on [0, 1] to the entire real line by setting ψ(η) = 0 for η > 1 and taking ψ to be odd. In this way, the operator L is connected to the Hilbert transform H on the real line [4] :
We verify case (4) first. Clearly ψ(η) = 0 satisfies the constraints (4.4). We now check the variational conditions (4.2-4.3). Since ψ = 0,
where the inequality follows from x ≥ 16t and 0 ≤ η ≤ 1. Hence, variational conditions (4.2-4.3) are satisfied.
Next we consider case (1). We write ψ(η) as the real part of g 1 (η) for real η, where
The function g 1 is analytic in the upper half complex plane Im(η) > 0 and g 1 (η) ≈ O(1/η 2 ) for large 
it follows from x ≤ −15t that ψ ≥ 0. Hence, the constraint (4.4) is verified.
We now turn to case (2) . By Lemma 3.5, the last two equations of (3.1) determine u 2 and u 3 as functions of the self-similarity variable x/t in the interval −15 ≤ x/t ≤ α.
We write ψ = Re (g 2 ) for real η, where
The function g 2 is analytic in Im(η) > 0 and g 2 (η) ≈ O(1/η 2 ) for large |η| in view of the asymptotics (2.2) for P 0 and P 2 . Hence, taking the imaginary part of g 2 yields
We then have
where we have used (4.5)
which is a consequence of (2.3) for P 0 and P 2 .
We study the zeros of −xP 0 + 80tP 2 . It has two zeros at η = √ u 2 and η = √ u 3 . This follows from (2.18) and (3.1). It also has a zero between √ u 2 and √ u 3 because of (4.5). Since it is a cubic polynomial of η 2 , −xP 0 + 80tP 2 has no more than three zeros on the positive η axis and furthermore these three positive zeros are simple.
Since the leading term in −xP 0 + 80tP 2 is 80tη 6 , the polynomial is positive for η > √ u 2 and negative for 0 ≤ η < √ u 3 . This proves ψ ≥ 0; so (4.4) is verified. Since −xP 0 + 80tP 2 changes sign at each simple zero, it follows from (4.5) that
This verifies the variational conditions (4.2) and (4.3).
We finally consider case (3). By Lemma 3.6, the second equation of (3.2) determines u 2 as an increasing function of x/t in the interval α ≤ x/t ≤ 16.
We write ψ = Re(g 3 ) for real η, where
The function g 3 is analytic in Im(η) > 0 and g 3 (η) ≈ O(1/η 2 ) for large |η| in view of the asymptotics (2.2) for P 0 and P 2 . Hence, taking the imaginary part of g 3 yields
where we have used (4.6)
The function −xP 0 (η 2 , 1, u 2 , 0) + 80tP 2 (η 2 , 1, u 2 , 0) has two zeros on the positive η-axis. One is at η = √ u 2 , in view of (2.18) and (3.2) . The other is between 0 and √ u 2 , in view of (4.6). At η = 0, the function has a positive value. To see this,
According to Lemma 3.4, µ 2 (1, u 2 , 0) > µ 3 (1, u 2 , 0) when u 2 > u * or equivalently when α < x/t < 16.
It follows from formula (2.4) and inequality (2.11) that P 0 (0, 1, u 2 , 0) < 0. Hence, the right hand side of (4.7) is bigger than
where the equality comes from (3.2). Since it is a cubic polynomial in η 2 and since it is positive for large η > 0, the function −xP 0 (η 2 , 1, u 2 , 0) + 80tP 2 (η 2 , 1, u 2 , 0) can have at most two zeros on the positive η-axis. Hence, the above two zeros are all simple zeros.
It now becomes straight forward to check the variational conditions (4.2-4.3) and the constraint (4.4), just as we do in case (2).
Other Step Like Initial Data
In this section, we will classify all types of step like initial data (1.7) for equation (1.4) . When a = 0, since b = 0, the solution of (1.5) will never develop a shock. We therefore study the cases a > 0 and a < 0. In the former case, it is easy to check that, when b > a, the solution of equation (1.5) will never develop a shock; accordingly, we will restrict to b < a. Similarly, in the latter case, we will confine ourselves to b > a.
We will only present our proofs briefly, since they are, more or less, similar to those in Section 3. 
Proof. It suffices to show that µ 2 (a, u 2 , b) is an increasing function of u 2 for b < u 2 < a. By (2.28),
we have
for b < u 2 < a, where we have used a/4 ≤ b < a in the inequality. Since M(a, u 2 , b) = 0 at u 2 = b, this implies that M(a, u 2 , b) > 0 for b < u 2 < a. It then follows from (2.27) that µ 2 (a, u 2 , b)−µ 3 (a, u 2 , b) > 0. By Lemma 2.2, we conclude that 
and by Proof. The trailing edge is determined by
when u 2 = u 3 . Here F is given by (2.29). In view of the expansion (2.30), the above equation when u 2 = u 3 , i.e., s = 0, reduces to
which gives u 2 = u 3 = a/4 at the trailing edge.
Having located the trailing edge, we solve equation (5.1) in the neighborhood of u 2 = u 3 = a/4.
We use the expansion (2.30) to calculate
) ∂u 3 = 40 , which implies that equation (5.1) can be solved for u 3 as a decreasing function of u 2 near u 2 = u 3 = a/4.
The solution of
can be extended as long as a > u 2 > a/4 > u 3 > b. To see this, we need to show that
on the solution of (5.2). The proof of the equalities is the same as that of (3.9) in Section 3. To prove the inequalities, in view of Lemma 2.2, it is enough to show that
We use formulae (2.19) to rewrite equation (5.2) as
which, together with inequalities (2.14) and (2.15), proves that ∂q ∂u 2 and ∂q ∂u 3 have the same sign on the solution of (5.2). On the other hand, we calculate from (2.22)
We now extend the solution of (5.2) as far as possible in the region a > u 2 > a/4 > u 3 > b. There are two possibilities: (1) u 2 touches a before or simultaneously as u 3 reaches b and (2) u 3 touches b before u 2 reaches a.
Possibility (1) is impossible. To see this, we use (2.17) and (2.19) to calculate
which, in view of b > −2a/3, is positive for b ≤ u 3 < a.
Therefore, u 3 will touch b before u 2 reaches a. When this happens, we have µ 2 (a, u 2 , b) − µ 3 (a, u 2 , b) = 0. In the same way as we prove Lemma 3.4, we can show that this equation has a unique solution u 2 in the interval b < u 2 < a.
The rest of the proof is similar to that of Theorem 3.1. given by u ≡ a x/t ≤ −15a
Proof. By the calculation (5.4), when u 2 of µ 2 (a, u 2 , u 3 ) − µ 3 (a, u 2 , u 3 ) = 0 touches a, the corresponding u 3 reaches −2a/3, which is above b. Hence, equations
can be inverted to give u 2 and u 3 as functions of x/t in the region µ 2 (a, a/4, a/4) < x/t ≤ µ 2 (a, a, −2a/3).
To the right of this region, the Burgers type equation (1.5) has a rarefaction wave solution. Proof. It suffices to show that µ 2 (a, u 2 , b) is a decreasing function of u 2 for a < u 2 < b. By (2.19),
The second term is negative because of (2.14) and 
Proof. We first locate the "leading" edge, i.e., the solution of equation (5.5) at u 1 = u 2 . Eliminating x/t from the first two equations of (5.5) yields
Since it degenerates at u 1 = u 2 , we replace (5.7) by
Using formulae (2.19) for µ 1 and µ 2 and formulae (2.12) for λ 1 and λ 2 , we write
In view of (2.7) and (2.8), equation (5.8) reduces to
at the "leading" edge u 1 = u 2 . This gives
Having located the "leading" edge, we solve equation ( We now extend the solution (5.9) of equation (5.7) as far as possible in the region a < u 2 < −a/4 < u 1 < b. We use formula (2.19) to calculate
In view of (1.10), (2.13) and (2.14), we have
We claim that
on the solution of (5.7) in the region a < u 2 < −a/4 < u 1 < b. To see this, we use formula (2.19) to rewrite equation (5.7) as
This, together with
for u 1 > u 2 , and inequalities (2.13) and (2.14), proves (5.10).
Hence, the solution (5.9) can be extended as long as a < u 2 < −a/4 < u 1 < b.
There are two possibilities: (1) u 1 touches b before u 2 reaches a and (2) u 2 touches a before or simultaneously as u 1 reaches a.
Possibility (2) 
which is negative for −a/4 < u 1 ≤ b < −2a.
Therefore, u 1 will touch b before u 2 reaches a. When this happens, we have
Lemma 5.7. Equation (5.12) has a simple zero, counting multiplicities, in the interval a < u 2 < b.
Denoting this zero by
is positive for u 2 > u * * * and negative for
Proof. We write
Denote the parenthesis of (5.13) by N(b, u 2 , a). Since E − (1 − s)K > 0 for a < u 2 < b, the left hand side has a zero iff N(b, u 2 , a) on the right has one.
We now calculate
Since N(b, u 2 , a) is zero at u 2 = a and positive at u 2 = b, we conclude from the above derivative that N(b, u 2 , a) has a simple zero in a < u 2 < b.
We now continue to prove Theorem 5.6. Having solved equation (5.7) for u 1 as a decreasing function of u 2 for u * * * < u 2 < −a/4, we can then use the last two equations of (5.5) to determine u 1 and u 2 as functions of x/t in the interval µ 2 (−a/4, −a/4, a) < x/t < µ 2 (b, u * * * , a).
We finally turn to equations (5.6). We want to solve the second equation of (5.6), x/t = µ 2 (b, u 2 , a), for u 2 < u * * * . It is enough to show that µ 2 (b, u 2 , a) is a decreasing function of u 2 for u 2 < u * * * .
According to Lemma 5.7, µ 1 (b, u 2 , a) − µ 2 (b, u 2 , a) < 0 for u 2 < u * * u 1 , u 2 , a) t , x = µ 2 (u 1 , u 2 , a) t , u 3 = a for 5a
2 < x/t < 120a Proof. By the calculation (5.14), when u 2 of µ 2 (u 1 , u 2 , a) − µ 3 (u 1 , u 2 , a) = 0 touches a, the corresponding u 3 reaches −2a, which is below b. Hence, equations x = µ 2 (a, u 2 , u 3 ) t , x = µ 3 (a, u 2 , u 3 ) t can be inverted to give u 2 and u 3 as functions of x/t in the region µ 2 (−a/4, −a/4, a) < x/t < µ 2 (−2a, −2a, a). To the right of this region, the Burgers type equation (1.5) has a rarefaction wave solution. 
