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ABSTRACT 
In this paper, electron transport properties of terahertz (THz) step well quantum cascade laser structures are analyzed. 
These types of structures can allow for the radiative and LO-phonon transitions to be placed within the same well.  
Under such an arrangement there are three main energy levels, where the transition from the upper state to the middle 
state is at the THz radiative spacing and the transition from the middle state to the lower state is at or near the LO-
phonon energy (~ 36 meV in GaAs). The middle state (upper phonon or lower lasing state) is a single energy state, 
contrasting to previous LO-phonon based quantum cascade laser (QCL) designs that have doublet states. By having 
vertical radiative and LO-phonon transitions within the same well, it is possible for these types of structures to yield high 
oscillator strengths, which can lead to increased gain in the active region provided the upper state lifetime and injection 
efficiency are maintained. The step in the well allows for high injection efficiency due to the spatial separation of the 
wavefunctions. Monte Carlo simulations are used to analyze the structure in order to investigate these properties. 
Subband populations, electron temperatures, gain, and current density are extracted from the simulations. Comparisons 
are made to other existing conventional square well LO-phonon based QCLs. Our analysis indicates that these types of 
structures should be comparable to other design approaches and that step well injectors can be used to increase the 
injection efficiency for THz QCLs. 
 Keywords: THz, quantum cascade laser, step well, Monte Carlo. 
 
1. INTRODUCTION 
 There is a growing interest in quantum cascade laser based THz sources due to their relatively high power in the 
1-5 THz range.1-3 Two main architectures broadly categorized as miniband1 and LO-phonon,2-3 using coupled square 
quantum wells, have been employed. In addition, the use of step well QCL structures has been proposed.4 These 
structures where the optical and LO-phonon transitions are both vertical, typically have oscillator strengths on the high 
end for LO-phonon designs and fast sub-picosecond LO-phonon scattering times. The middle state (upper phonon or 
lower lasing state) is a single energy state, compared to conventional square well LO-phonon schemes where there are 
doublet states. Allowing for a single middle energy state could be important for longer wavelength devices to reduce 
unwanted absorption. At the injector, the step allows for spatial separation of the wavefunctions, and this is the reason 
these structures are capable of having high injection efficiencies. Because the lifetimes of the electronic states are not 
constant, rate equations are not well suited for analyzing complete structures because they would be nonlinear. Thus, one 
approach that is more suited for this type of transport analysis is that based on Monte Carlo simulations. This approach 
does not rely on any assumptions about the electron distributions and can handle density and temperature dependent 
scattering mechanisms. By analyzing the complete structure, subband populations and electron distributions for all 
energy states can be determined. Quantities such as current density (which is measurable) and other quantities such as 
gain can be found. This is important because while having a large oscillator strength = 2ħ/mω|〈f|d/dx|i〉|2 is favorable, so 
is having a long upper state lifetime to maintain the 3D population inversion Δn3D, as can be seen from the equation for 
peak gain = 2e2ħ2Δn3D/m2εvωFWHM|〈f|d/dx|i〉|2. These are often competing characteristics. 
 
 Previous step well QCL structures considered have focused on utilizing a single step well and one or two wells 
at the injector for resonant injection.4-5 In this paper, a structure that features a two step well and a single well at the 
injector (sandwiched between the collector and injector barriers) is analyzed. By using a single well injector, the 
anticrossing between the lower ground states can be kept much smaller than the optical transition energy spacing (as 
there will only be a doublet of states), thereby reducing the possibility of THz absorption within the lower states.  
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2. THz STEP WELL QCL STRUCTURES 
2.1 Active Region 
 The conduction band profile for the step well QCL structure is shown in Figure 1. Electrons are injected into 
the upper state 3 and the radiative transition occurs between state 3 and middle state 2, where E32 = 15.2 meV (~ 3.7 THz 
or λ ~ 82 μm). The LO-phonon assisted transition takes place from the middle state 2 to the lower doublet states (1, 0), 
since E21 = 37.9 meV which is near ħωLO (~ 36 meV in GaAs).  This ensures fast depopulation of state 2 via LO-phonon 
scattering, with a scattering rate lifetime τ2-1,0 ~  0.5 psec (band edge) for this structure. The anticrossing between states 2 
and 5' is relatively small (less than ~ 0.5 meV) due to the thick collector and injector barriers, and therefore should not 
be a primary path of scattering out of state 2. Though any electrons that transition from state 2 to 5' would serve to help 
the population inversion, and state 5' is near the resonant LO-phonon energy spacing to upper state 3'. Injection from the 
lower doublet states (1, 0) is to take place into the next adjacent sections upper state 3', and the injector anticrossing E03' 
~ 1.2 meV. The step well has been arranged so that state 3 is above the step and the state 2 below the highest point so as 













Fig. 1. Conduction band profile found using a self consistent solution to Schrödinger's and Poisson's equations, shown at an 
applied electric field of 10.4 kV/cm (56.3 mV/section). The step well and resonant tunneling well of one section are 
outlined. Beginning with the left injector, the AlxGa1-xAs layers compositions are 0.16/0.05/0/0.05/0/0.16/0 and 
thicknesses in nm are 4.6/27.9/1.8/2/6.3/4.7/6.8, with E32 = 15.2 meV (~ 3.7 THz) and E21 = 37.9 meV. The center 2 
nm of the 6.8 nm well is doped to a sheet density of 3.4×1010 cm-2. 
 
Since the transitions are intrawell in nature, the LO-phonon scattering is relatively fast. The radiative transition is also 
intrawell, and the overlap of the wavefunctions is reasonably good, giving an oscillator strength of ~ 0.94 at 9.9 kV/cm 
(51.9 mV/section). In order to determine the threshold gain required for lasing, two different commonly used waveguide 
structures, the surface plasmon and metal-metal waveguides were considered. 
 
2.2 Surface Plasmon and Metal-Metal Waveguides 
 The threshold gain was determined for both surface plasmon and metal-metal waveguide resonator 
configurations at the operating frequency of the structure shown in Figure 1. The analysis was performed assuming an 
active region thickness of ~ 10 μm (which corresponds to N ~ 185 sections) and a guide width of 200 μm. This is 
because  the  threshold  gain  is worse (higher)  for  smaller width  ridges. The  threshold  gain = (αm+αw)/Γ,  where αm = 
-1/2Lln(R1R2) is the mirror loss and αw is the waveguide loss. The waveguide losses and reflectivities for the metal-metal 
waveguide were found using finite element method (FEM) solvers.6-7 The Drude model was used to determine the 
material parameters, and a background carrier concentration of 2×1015 cm-3 was assumed. Due to the difficulty in 
accurately modeling the waveguide with N thinly doped active region section layers, the doping in these thin layers was 
neglected. Thus, the actual waveguide losses may be higher.  
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 Considering the surface plasmon waveguide first, the side contacts spacing was set at 50 nm to keep the mode 
from coupling to avoid higher waveguide loss. The top contact plasma layer was 60 nm thick and doped at 5×1018 cm-3. 
To determine a suitable lower plasma layer thickness, the threshold gain was computed as a function of plasma layer 
thickness for doping concentrations of 1×1018 to 3×1018 cm-3. The mirror losses have been computed for resonator 
lengths of 1 and 2.5 mm with one facet of the waveguide assumed to have a HR coating. Figure 2 shows that for the 
lowest threshold gain over the range of mirror losses considered (resonator lengths of 1 and 2.5 mm), the optimal lower 











Fig. 2. Threshold gain for a 200 μm ridge, 10 μm thick surface plasmon waveguide, as a function of plasma layer thickness 
for different doping concentrations (cm-3) and mirror losses (cm-1). 
 
The cross-section 2D mode intensity and 1D profile mode intensity are shown in Figure 3 for a lower plasma thicknesses 












    (a)      (b) 
Fig. 3. 200 μm ridge, 10 μm thick surface plasmon waveguide with tplasma = 500 nm doped at 3×1018 cm-3, (a) cross-section 
2D mode intensity, (b) 1D profile mode intensity. 
 
 Next, the threshold gain was computed for a metal-metal waveguide, where the top and lower contact plasma 
layers were 60 nm thick (10 and 50 nm layers doped at 5×1019 and 5×1018 cm-3, with the top contact also having a 3.5 
nm LTG GaAs layer). For the metal-metal waveguides, we assume both facets are uncoated. We find the threshold gain 
to be 7.7 and 5.7 cm-1 for mirror losses corresponding to resonator lengths of 1 and 2.5 mm respectively. The attenuation 
was calculated to be αw = 4.3 cm-1 with a confinement factor Γ ~ 1. This near unity confinement factor is seen as evident 
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from the cross-section 2D mode intensity graphed in Figure 4. Optimal guide parameters for a surface plasmon 
waveguide depend on having a relatively thick lower contact layer compared to the upper contact layer, while for a 
metal-metal guide both contact layers should be relatively thin to minimize waveguide loss. Because an etch-stop layer 
can be used for processing both surface plasmon and metal-metal waveguides from the same sample, a sample that has 
an optimal lower plasma layer thickness for a surface plasmon waveguide will not be optimal for a metal-metal 
waveguide. As an example, the threshold gain was computed for a metal-metal waveguide with a top contact layer 60 
nm thick doped at 5×1018 cm-3, and for lower plasma thicknesses of tplasma = 150 and 500 nm doped at 3×1018 cm-3 (and 
found to change very little for guide widths from 100 to 200 μm). The threshold gain was calculated to be only 8.5 cm-1 
for tplasma = 150 nm and increased to 18.2 cm-1 for tplasma = 500 nm (both with a resonator length of 1 mm). The thinner 
plasma layer thickness of 150 nm can be seen to result in an improvement for the metal-metal waveguide. Although the 
threshold gain is higher for a surface plasmon waveguide, the output coupling factor αm/(αm+αw) can be smaller for 







Fig. 4. 200 μm ridge, 10 μm thick metal-metal waveguide, cross-section 2D mode intensity. 
 
3. MONTE CARLO SIMULATION 
3.1 Model 
 The Monte Carlo approach as described in the given references, was used to model the electron ensemble.8-10 
Because a QCL structure is periodic and charge is conserved, when an electron with in-plane wavevector k is scattered 
into another section, an electron is introduced with the same k vector into an equivalent state in the section being 
modeled. The time evolution of the electron distribution functions is described by 
 
  
               (1) 
  
 
where Skβ,k'β' is the total scattering rate for all mechanisms. Under this transport picture, where the scattering between 
electronic states is determined by the spatial wavefunctions solved via Schrödinger’s equation, coherence effects are not 
taken into account. For example the peak current through a thickened barrier is not affected, only it's transmission 
sharpness decreases, and this is not accurate. This implies that the scattering is not a fully coherent process and scattering 
between weakly coupled states with a small anticrossing is mostly a noncoherent process, due to dephasing scattering 
that effectively interrupts or scrambles the phase coherence. No phenomenological dephasing parameter was introduced 
in these simulations. This can sometimes lead to optimistic results as well as an overestimation of the scattering between 
states with a small anticrossing, and hence an overestimation of the current density when aligned with weakly coupled 
parasitic current channels. The scattering between more than one section is taken into account because of the nature of 
the step well QCL structure (which potentially can further lead to an overestimation of the scattering between weakly 
coupled states).  
 
 The scattering mechanisms that were included are LO-phonon, electron-electron, impurity, and interface 
roughness scattering. The scattering rates were calculated via Fermi's golden rule. All rates from these simulations are 
net rates and include backscattering. State blocking and screening are also included in the simulations. The electron-
phonon scattering rates were computed using the Fröhlich11 interaction for the bulk LO-phonon potential (with ħ = c = 1) 
 
 
               (2) 
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and using contour integration 
 
 
               (4) 
 
 
Electron-electron scattering is based on the Coulombic interaction (VCoulomb = α/ε|x-x'|) and the scattering rate can be 
found from13-17, 5 
 
 





    (6) 
 
 
and q|| = Δk = |ki – kf|, noting the Fermi distribution and state blocking functions have been lumped into one term, Fjfg. 
Impurity scattering is determined in a similar fashion and the scattering rate can be found as follows 
 
 





                            (8)
          
 
The interface roughness scattering was calculated using an exponential autocovariance function, and the scattering rate 
was found from18,19 
 
 
               (9) 
 
 
where the Δ is the roughness and Λ is the correlation length. A roughness a/2, where a is the lattice parameter, with a 
correlation length of 5 nm was used in theses simulations. 
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3.2 Simulation Results 
 Monte Carlo simulations of the step well QCL structure in Figure 1 were performed with Tlattice = 25 K. Table I 
lists the subband populations and electron temperatures found at an applied electric field of 51.9 mV/section.  
 
n n2D (×109 cm-2) Telectron (K) 
0 16.1 131 
1 10.1 132 
2 1.53 155 
3 6.22 127 
 
Table I. Populations of the subbands (En) and electron temperatures found from the Monte Carlo simulation at an applied 
electric field of 51.9 mV/section, with Tlattice = 25 K. 
 
The current density, gain, and population densities and the electron temperatures for the upper (E3) and middle (E2) 
states are shown in Figure 5 over a range of applied electric field biases. The results are shown with and without 
including interface roughness scattering. Others have shown reasonable agreement with experimental findings by not 
including interface roughness scattering in their simulations,20 and that agrees with our simulations of other square well 
structures. In these simulations interface roughness scattering was found to increase somewhat the current density and 
electron temperatures, and also slightly decrease the medium gain. The current density as a function of applied bias 
follows about what is expected, with the exception of the points between ~ 45 to 50 mV/section. This is where some 
scattering to parasitic current channels takes place. These high values are likely due to an overestimation of the 
scattering to the weakly coupled states. A small bump in the curve at ~ 38.4 mV/section is observed, where this is near 
the anticrossing between states 0 and 2'. The step serves to also minimize scattering between states 0 and 2' at this 












Fig. 5. Results of the Monte Carlo simulation with and without including interface roughness scattering. (a) Current density 
as a function of applied electric field bias. (b) Gain as a function of bias. (c) The population densities and (d) electron 
temperatures for the upper (E3) and middle (E2) subbands as a function of bias. 
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 A peak gain of 86.9 cm-1 is found (assuming a FWHM = 4.1 meV) and the gain is ~ 70 cm-1 or higher across 
much of the high gain bias region. This is due to the vertical transitions of the optical and LO-phonon transitions, as well 
as the high injection efficiency from the step. The vertical optical transition allows for a relatively high oscillator 
strength and fast LO-phonon scattering helps keep the middle state 2 depleted. Due to the step, injection loss to the 
middle state 2' is relatively small. The injection efficiency is found to be ~ 89%, defined here to be from the lower 
doublet  states (0, 1)  to  the  upper  state 3'.  The lifetime of  the  middle state due to LO-phonon scattering is found to be  
τ2-1,0 =  0.88 psec, with the ratio of τ3-1,0/τ2-1,0 from LO-phonon scattering varying from about 2.1 to greater than 3 across 
biases in the high gain region. The calculated gain is seen to be higher than the calculated threshold gains for both the 
surface plasmon and metal-metal waveguides analyzed earlier. 
 
3. CONCLUSIONS 
 The peak gain of ~ 87 cm-1 found in these simulations of the step well QCL is higher than the peak gain of ~ 73 
cm-1 reported for a simulated LO-phonon square well design, which also showed similar overestimation of the current 
density from their Monte Carlo simulations.20 The current density near the injector anticrossing was higher in these step 
well QCL results and some of the electron temperatures were slightly higher as well. The overestimation between 
weakly coupled states can be dealt with either by including dephasing in a density matrix Monte Carlo simulation or by 
using nonequilibrium Green's functions.21 The results of these simulations on the step well QCL show that high injection 
efficiencies are possible using a step well injector. Though the injection efficiency was much higher than typical for 
square well LO-phonon designs (~ 1.6 times higher), the current density was still high due to scattering from the upper 
to lower states. It may also be possible to utilize a step well injector to improve injection efficiency, even if the step is 
not used to arrange all three energy states within the same well. 
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