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Null controllability of Grushin-type operators
in dimension two
K. Beauchard ∗, P. Cannarsa †, R. Guglielmi ‡§
Abstract
We study the null controllability of the parabolic equation associated
with the Grushin-type operator A = ∂2x+|x|
2γ∂2y , (γ > 0), in the rectangle
Ω = (−1, 1) × (0, 1), under an additive control supported in the strip
ω = (a, b) × (0, 1) , (0 < a, b < 1). We prove that the equation is null
controllable in any positive time for γ < 1, and that it fails to be so for
γ > 1. In the transition regime γ = 1, we show that both behaviors live
together: a positive minimal time is required for null controllability. Our
approach is based on the fact that, thanks to the particular geometric
configuration, null controllability is equivalent to the observability of the
Fourier components of the solution of the adjoint system uniformly with
respect to the frequency.
Key words: null controllability, degenerate parabolic equations, Carleman es-
timates
AMS subject classifications: 35K65, 93B05, 93B07, 34B25
1 Introduction
1.1 Main result
We consider the Grushin-type equation{
∂tf − ∂2xf − |x|2γ∂2yf = u(t, x, y)1ω(x, y) (t, x, y) ∈ (0,∞)× Ω ,
f(t, x, y) = 0 (t, x, y) ∈ (0,∞)× ∂Ω , (1)
where Ω := (−1, 1)× (0, 1), ω ⊂ Ω, and γ > 0. Problem (1) is a linear control
system in which
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• the state is f ,
• the control u is supported in the subset ω.
It is a degenerate parabolic equation, since the coefficient of ∂2yf vanishes on
the line {x = 0}. We will investigate the null controllability of (1).
Definition 1 (Null controllability). Let T > 0. System (1) is null controllable
in time T if, for every f0 ∈ L2(Ω), there exists u ∈ L2((0, T )× Ω;R) such that
the solution of

∂tf − ∂2xf − |x|2γ∂2yf = u(t, x, y)1ω(x, y) (t, x, y) ∈ (0, T )× Ω ,
f(t, x, y) = 0 (t, x, y) ∈ (0, T )× ∂Ω ,
f(0, x, y) = f0(x, y) (x, y) ∈ Ω ,
(2)
satisfies f(T, ·, ·) = 0.
System (1) is null controllable if there exists T > 0 such that it is null
controllable in time T .
The main result of this paper is the following one.
Theorem 1. Let ω = (a, b)× (0, 1), where 0 < a < b < 1.
1. If γ ∈ (0, 1), then system (1) is null controllable in any time T > 0.
2. If γ = 1, then there exists T ∗ > 0 such that
• for every T > T ∗ system (1) is null controllable in time T ,
• for every T < T ∗ system (1) is not null controllable in time T .
3. If γ > 1, then (1) is not null controllable.
By duality, the null controllability of (1) is equivalent to an observability
inequality for the adjoint system{
∂tg − ∂2xg − |x|2γ∂2yg = 0 (t, x, y) ∈ (0,∞)× Ω ,
g(t, x, y) = 0 (t, x, y) ∈ (0,∞)× ∂Ω . (3)
Definition 2 (Observability). Let T > 0. System (3) is observable in ω in time
T if there exists C > 0 such that, for every g0 ∈ L2(Ω), the solution of

∂tg − ∂2xg − |x|2γ∂2yg = 0 (t, x, y) ∈ (0, T )× Ω ,
g(t, x, y) = 0 (t, x, y) ∈ (0, T )× ∂Ω ,
g(0, x, y) = g0(x, y) (x, y) ∈ Ω ,
(4)
satisfies ∫
Ω
|g(T, x, y)|2dxdy 6 C
∫ T
0
∫
ω
|g(t, x, y)|2dxdydt .
System (3) is observable in ω if there exists T > 0 such that it is observable
in ω in time T .
Theorem 2. Let ω = (a, b)× (0, 1), where 0 < a < b < 1.
1. If γ ∈ (0, 1), then system (4) is observable in ω in any time T > 0.
2. If γ = 1, then there exists T ∗ > 0 such that
• for every T > T ∗ system (4) is observable in ω in time T ,
• for every T < T ∗ system (4) is not observable in ω in time T .
3. If γ > 1, then system (4) is not observable in ω.
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1.2 Motivation and bibliographical comments
1.2.1 Null controllability of the heat equation
The null and approximate controllability of the heat equation are essentially well
understood subjects for both linear and semilinear equations, and for bounded
or unbounded domains (see, for instance, [12], [14], [16], [17], [18], [22], [26], [27],
[30], [33], [34], [36], [37]). Let us summarize one of the existing main results.
Consider the linear heat equation

∂tf −∆f = u(t, x)1ω(x) (t, x) ∈ (0, T )× Ω ,
f = 0 on (0, T )× ∂Ω ,
f(0, x) = f0(x) x ∈ Ω ,
(5)
where Ω is an open subset of Rd, d ∈ N∗, and ω is a subset of Ω. The following
theorem is due, for the case d = 1, to H. Fattorini and D. Russell [15, Theo-
rem 3.3], and, for d > 2, to O. Imanuvilov [24], [25] (see also the book [20] by
A. Fursikov and O.Imanuvilov) and G. Lebeau and L. Robbiano [27].
Theorem 3. Let us assume that Ω is bounded, of class C2 and connected,
T > 0, and ω is a nonempty open subset of Ω. Then the control system (5) is
null controllable in time T .
So, the heat equation on a smooth bounded domain is null controllable
• in arbitrarily small time;
• with an arbitrarily small control support ω.
It is natural to ask whether null controllability also holds for degenerate
parabolic equations such as (1). Let us compare the known results for the heat
equation with the results proved in this article. The first difference concerns
the geometry of Ω and ω: a more restrictive configuration is assumed in The-
orem 1 than in Theorem 3. The second difference concerns the structure of
the controllability results. Indeed, while the heat equation is null controllable
in arbitrarily small time, the same result holds for the Grushin equation only
when degeneracy is not too strong (i.e. γ ∈ (0, 1)). On the contrary, when de-
generacy is too strong (i.e. γ > 1), null controllability does not hold any more.
Of special interest is the transition regime (γ = 1), where the ‘classical’ Grushin
operator appears: here, both behaviors live together, and a positive minimal
time is required for the null controllability.
1.2.2 Boundary-degenerate parabolic equations
The null controllability of parabolic equations degenerating on the boundary of
the domain in one space dimension is well-understood, much less so in higher
dimension. Given 0 < a < b < 1 and α > 0, let us consider the 1D equation
∂tw + ∂x(x
α∂xw) = u(t, x)1(a,b)(x) , (t, x) ∈ (0,∞)× (0, 1) ,
with suitable boundary conditions. Then, it can be proved that null controllabil-
ity holds if and only if α ∈ (0, 2) (see [8, 9]), while, for α ≥ 2, the best result one
can show is “regional null controllability”(see [7]), which consists in controlling
the solution within the domain of influence of the control. Several extensions of
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the above results are available in one space dimension, see [1, 31] for equations in
divergence form, [6, 5] for nondivergence form operators, and [4, 19] for cascade
systems. Fewer results are available for multidimensional problems, mainly in
the case of two dimensional parabolic operators which simply degenerate in the
normal direction to the boundary of the space domain, see [10]. As in the above
references, also for the Grushin equation null controllability holds if and only if
the degeneracy is not too strong (γ ∈ (0, 1]).
1.2.3 Parabolic equations degenerating inside the domain
In [32], the authors study linearized Crocco type equations

∂tf + ∂xf − ∂vvf = u(t, x, v)1ω(x, v) (t, x, v) ∈ (0, T )× (0, L)× (0, 1) ,
f(t, x, 0) = f(t, x, 1) = 0 (t, x) ∈ (0, T )× (0, L) ,
f(t, 0, v) = f(t, L, v) (t, v) ∈ (0, T )× (0, 1) .
For a given open subset ω of (0, L)× (0, 1), they prove regional null controlla-
bility. Notice that, in the above equation, diffusion (in v) and transport (in x)
are decoupled.
In [3], the authors study the Kolmogorov equation
∂tf + v∂xf − ∂vvf = u(t, x, v)1ω(x, v) , (x, v) ∈ (0, 1)2 , (6)
with periodic type boundary conditions. They prove null controllability in ar-
bitrarily small time, when the control region ω is a strip, parallel to the x-axis.
We note that the above Kolmogorov equation degenerates on the whole space
domain, unlike Grushin’s equation. However, differently from the linearized
Crocco equation, transport (in x at speed v) and diffusion (in v) are coupled.
This is why the null controllability results are also different for these equations.
1.2.4 Unique continuation and approximate controllability
In this paper we will not directly address approximate controllability, which
is another interesting problem in control theory. It is well-known that, for
evolution equations, approximate controllability can be equivalently formulated
as unique continuation (see [35]). The unique continuation problem for the
Grushin-type operator
A = ∂2x + |x|2γ∂2y
has been widely investigated. In particular, in [21] (see also the references
therein) unique continuation is proved for every γ > 0 and every open set ω.
1.2.5 Null controllability and hypoellipticity
It could be interesting to analyze the connections between null controllability
and hypoellipticity. We recall that a linear differential operator P with C∞
coefficients in an open set Ω ⊂ Rn is called hypoelliptic if, for every distribution
u in Ω, we have
sing suppu = sing suppPu ,
that is, umust be a C∞ function in every open set where so is Pu. The following
sufficient condition (which is also essentially necessary) for hypoellipticity is due
to Hörmander (see [23]).
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Theorem 4. Let P be a second order differential operator of the form
P =
r∑
j=1
X2j +X0 + c ,
where X0, ..., Xr denote first order homogeneous differential operators in an open
set Ω ⊂ Rn with C∞ coefficients, and c ∈ C∞(Ω). Assume that there exists n
operators among
Xj1 , [Xj1 , Xj2 ] , [Xj1 , [Xj2 , Xj3 ]] , . . . , [Xj1 , [Xj2 , [Xj3 , [..., Xjk ]...]]] ,
where ji ∈ {0, 1, ..., r}, which are linearly independent at any given point in Ω.
Then, P is hypoelliptic.
Hörmander’s condition is satisfied by the Grushin operator A = ∂2x+ |x|2γ∂2y
for every γ ∈ N∗ (for other values of γ, the coefficients are not C∞). Indeed, set
X1(x, y) :=
(
1
0
)
, X2(x, y) :=
(
0
xγ
)
.
Then,
[X1, X2](x, y) =
(
0
γxγ−1
)
, [X1, [X1, X2]](x, y) =
(
0
γ(γ − 1)xγ−2
)
, . . .
Thus, if γ = 1, Hörmander’s condition is satisfied with X1 and [X1, X2]. In
general, if γ ≥ 1, γ iterated Lie brackets are required.
Theorem 1 emphasizes that hypoellipticity is not sufficient for null control-
lability: Grushin’s operator is hypoelliptic, but null controllability holds only
when γ = 1.
The situation is similar for the Kolmogorov equation (6), where
X0(x, v) :=
(
v
0
)
, X1(x, v) :=
(
0
1
)
, [X1, X2](x, v) =
(
1
0
)
.
Here again, null controllability holds and the first iterated Lie bracket is suffi-
cient to satisfy Hörmander’s condition.
A general result which relates null controllability to the number of iterated
Lie brackets that are necessary to satisfy Hörmander’s condition would be very
interesting, but remains—for the time being—a challenging open problem.
1.3 Structure of the article
Section 2 is devoted to the proof of Theorem 2. In Subsection 2.1 we recall useful
results about the well-posedness of Grushin’s equation. In Subsection 2.2 we
justify the Fourier decomposition of the solution to the adjoint system, which is
needed for the proof of our main result. In Subsection 2.3 we present the strategy
for the proof of Theorem 2, which relies on uniform observability estimates with
respect to Fourier frequencies. In Subsection 2.4 we prove a preliminary result,
related to the dissipation rate of the Fourier components of the solution to
the Grushin equation. In Subsection 2.5, we prove the positive statements of
Theorem 2, thanks to an appropriate Carleman inequality. In Subsection 2.6, we
show the negative statements of Theorem 2, thanks to appropriate test functions
to falsify the observability inequality. Then, in Section 2.7, we complete the
proof of Theorem 2. Finally, in Section 3, we present several open problems and
perspectives.
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2 Proof of Theorem 2
2.1 Well posedness of the Cauchy-problem
Let H := L2(Ω;R), denote with 〈·, ·〉 the scalar product in H and by ‖ · ‖H :=
〈·, ·〉1/2 its norm. Define the scalar product
(f, g) :=
∫
Ω
(
fxgx + |x|2γfygy
)
dxdy (7)
for every f , g in C∞0 (Ω), and set V = C
∞
0 (Ω)
| · |V
, where |f |V := (f, f)1/2.
Observe that H10 (Ω) ⊂ V ⊂ H , thus V is dense in H . We define the bilinear
form a on V by
a(f, g) = −(f, g) ∀f, g ∈ V . (8)
Moreover, set
D(A) = {f ∈ V : ∃ c > 0 such that |a(f, h)| ≤ c‖h‖H ∀h ∈ V } , (9)
〈Af, h〉 = a(f, h) ∀h ∈ V . (10)
Then, we can apply a result by Lions [29] (see also Theorem 1.18 in [35]) and
conclude that (A,D(A)) generates an analytic semigroup S(t) of contractions
on H . Note that A is selfadjoint on H , and (10) implies that
Af = ∂2xf + |x|2γ∂2yf almost everywhere in Ω .
So, system (2) can be recast in the form{
f ′(t) = Af(t) + u(t) t ∈ [0, T ] ,
f(0) = f0 ,
(11)
where T > 0, u ∈ L2(0, T ;H) and f0 ∈ H .
Let us now recall the definition of weak solutions to (11).
Definition 3 (Weak solution). Let T > 0, u ∈ L2(0, T ;H) and f0 ∈ H. A
function f ∈ C([0, T ];H) is a weak solution of (11) if for every h ∈ D(A) the
function 〈f(t), h〉 is absolutely continuous on [0, T ] and for a.e. t ∈ [0, T ]
d
dt
〈f(t), h〉 = 〈f(t), Ah〉+ 〈u(t), h〉 . (12)
Note that, as showed in [28], condition (12) is equivalent to the definition of
solution by transposition, that is,∫
Ω
[f(t∗, x, y)ϕ(t∗, x, y)− f0(x, y)ϕ(0, x, y)]dxdy
=
t∗∫
0
∫
Ω
{
f
(
∂tϕ+ ∂
2
xϕ+ |x|2γ∂2yϕ
)
+ u1ωϕ
}
dxdydt
for every ϕ ∈ C2([0, T ]× Ω;R) and t∗ ∈ (0, T ).
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Let us recall that, for every T > 0 and u ∈ L2(0, T ;H), the mild solution
f ∈ C([0, T ];H) of (11) is defined as
f(t) = S(t)f0 +
∫ t
0
S(t− s)u(s)ds , t ∈ [0, T ] . (13)
From [2], we have that the mild solution to (11) is also the unique weak solution
in the sense of Definition 3. The following existence and uniqueness result
follows.
Proposition 1. For every f0 ∈ H, T > 0 and u ∈ L2(0, T ;H), there exists a
unique weak solution of the Cauchy problem (11). This solution satisfies
‖f(t)‖H 6 ‖f0‖H + ‖u‖L2(0,T ;H) ∀t ∈ [0, T ] . (14)
Moreover, f(t, ·) ∈ D(A) for a.e. t ∈ (0, T ).
Proof: Inequality (14) follows from (13). Moreover, since S(·) is analytic,
f(t) ∈ D(A) for a.e. t ∈ (0, T ). ✷
2.2 Fourier decomposition
Let us consider the solution of (4) in the sense of Definition 3, that is, the
solution of system (11) with u = 0. The function g belongs to C([0, T ];L2(Ω)),
so y 7→ g(t, x, y) belongs to L2(0, 1) for a.e. (t, x) ∈ (0, T )× (−1, 1), thus it can
be developed in Fourier series in y
g(t, x, y) =
∑
n∈N∗
gn(t, x)ϕn(y) , (15)
where
ϕn(y) :=
√
2 sin(nπy) ∀n ∈ N∗
and
gn(t, x) :=
∫ 1
0
g(t, x, y)ϕn(y)dy ∀n ∈ N∗ . (16)
Proposition 2. For every n ≥ 1, gn(t, x) is the unique weak solution of

∂tgn − ∂2xgn + (nπ)2|x|2γgn = 0 (t, x) ∈ (0, T )× (−1, 1) ,
gn(t,±1) = 0 t ∈ (0, T ) ,
gn(0, x) = g0,n(x) x ∈ (−1, 1) .
(17)
For the proof we need the following characterization of the elements of V .
We denote by L2γ(Ω) the space of all the square-integrable functions with respect
to the measure dµ = |x|2γdxdy.
Lemma 1. For every g ∈ V there exist ∂xg ∈ L2(Ω), ∂yg ∈ L2γ(Ω) such that∫
Ω
(
g(x, y)∂xφ(x, y) + |x|2γg(x, y)∂yφ(x, y)
)
dxdy
= −
∫
Ω
(
∂xg(x, y) + |x|2γ∂yg(x, y)
)
φ(x, y)dxdy (18)
for every φ ∈ C∞0 (Ω).
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Proof: Let g ∈ V , and consider a sequence (gn)n≥1 in C∞0 (Ω) such that gn → g
in V , that is∫
Ω
[
(gn − g)2x + |x|2γ(gn − g)2y
]
dxdy → 0 as n→ +∞ .
Thus, (∂xg
n)n≥1 is a Cauchy sequence in L
2(Ω), and (∂yg
n)n≥1 is a Cauchy
sequence in L2(Ω, |x|2γdxdy), so there exist h ∈ L2(Ω) and k ∈ L2(Ω, |x|2γdxdy)
such that ∂xg
n → h in L2(Ω) and ∂ygn → k in L2(Ω, |x|2γdxdy). Hence,∫
Ω
(
gn∂xφ+ |x|2γgn∂yφ
)
dxdy = −
∫
Ω
(
∂xg
nφ+ |x|2γ∂ygnφ
)
dxdyy y∫
Ω
(
g∂xφ+ |x|2γg∂yφ
)
dxdy = −
∫
Ω
(
hφ+ |x|2γkφ) dxdy
as n→ +∞. This yields the conclusion with ∂xg = h and ∂yg = k. ✷
For any n ≥ 1, system (17) is a first order Cauchy problem, that admits a
unique weak solution
g˜n ∈ C1((0, T );L2(−1, 1)) ∩ C([0, T ];H10 (−1, 1)) ∩ L2(0, T ;H2(−1, 1))
which satisfies
d
dt
(∫ 1
−1
g˜n(t, x)ψ(x)dx
)
+
∫ 1
−1
[
g˜n,x(t, x)ψx(x) + (nπ)
2|x|2γ g˜n(t, x)ψ(x)
]
dx = 0 (19)
for every ψ ∈ H10 (−1, 1).
Proof of Proposition 2: In order to verify that the nth Fourier coefficient of
g, defined by (16), satisfies system (17), observe that
gn(0, .) = g0,n(.) , gn(t,±1) = 0 ∀t ∈ (0, T )
and
gn(t, x) ∈ C1((0, T );L2(−1, 1)) ∩ C([0, T ];H10 (−1, 1)) .
Thus, it is sufficient to prove that gn fulfills condition (19). Indeed, using the
identity (16), for all ψ ∈ H10 (−1, 1),
d
dt
(∫ 1
−1
gnψdx
)
+
∫ 1
−1
(
gn,xψx + (nπ)
2|x|2γgnψ
)
dx
=
∫ 1
−1
∫ 1
0
{
gtϕnψ + gxϕnψx + (nπ)
2|x|2γgϕnψ
}
dydx . (20)
On the other hand, choosing h(x, y) = ψ(x)ϕn(y) ∈ V in (12),
0 =
∫ 1
0
∫ 1
−1
(gt −Ag)ψϕndxdy
=
∫ 1
0
∫ 1
−1
gtψϕndxdy +
∫ 1
0
∫ 1
−1
(
gxψxϕn + |x|2γgyψϕn,y
)
dxdy
=
∫ 1
0
∫ 1
−1
gtψϕndxdy +
∫ 1
0
∫ 1
−1
(
gxψxϕn + (nπ)
2|x|2γgψϕn
)
dxdy , (21)
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where (in the last identity) we have used Lemma 1. Combining (20) and (21)
completes the proof. ✷
2.3 Strategy for the proof of Theorem 2
Let g be the solution of (4). Then, g can be represented as in (15), and we
emphasize that, for a.e. t ∈ (0, T ), and for every −1 6 a1 < b1 6 1,∫
(a1,b1)×(0,1)
|g(t, x, y)|2dxdy =
∞∑
n=1
∫ b1
a1
|gn(t, x)|2dx
(Bessel-Parseval equality). Thus, in order to prove Theorem 2, it is sufficient to
study the observability of system (17) uniformly with respect to n ∈ N∗.
Definition 4 (Uniform observability). Let 0 < a < b < 1 and T > 0. System
(17) is observable in (a, b) in time T uniformly with respect to n ∈ N∗ if there
exists C > 0 such that, for every n ∈ N∗, g0,n ∈ L2(−1, 1), the solution of (17)
satisfies ∫ 1
−1
|gn(T, x)|2dx 6 C
∫ T
0
∫ b
a
|gn(t, x)|2dx .
System (17) is observable in (a, b) uniformly with respect to n ∈ N∗ if there
exists T > 0 such that it is observable in (a, b) in time T uniformly with respect
to n ∈ N∗.
Theorem 2 is a consequence of the following statement.
Theorem 5. We assume 0 < a < b < 1.
1. If γ ∈ (0, 1), then system (17) is observable in (a, b) in any time T > 0
uniformly with respect to n ∈ N∗.
2. If γ = 1, there exists T ∗ > 0 such that
• for every T > T ∗, system (17) is observable in (a, b) in time T uni-
formly with respect to n ∈ N∗,
• for every T < T ∗, system (17) is not observable in (a, b) in time T
uniformly with respect to n ∈ N∗.
3. If γ > 1, system (17) is not observable in (a, b) uniformly with respect to
n ∈ N∗.
The strategy of the proof for the positive statements of Theorem 5 is standard
and relies on two key ingredients:
• an explicit decay rate for the solutions of (17),
• a favorable estimate for the observability constant associated to the equa-
tion (17) and the observation domain (a, b).
This strategy has already been used in [11], [3]. The proof of the negative
statements of Theorem 5 relies on the use of appropriate test functions that
falsify uniform observability.
Let us recall that explicit bounds on the observability constant of the heat
equation with a potential are already known.
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Theorem 6. Let −1 < a < b < 1. There exists c > 0 such that, for every
T > 0, α, β ∈ L∞((0, T )× (−1, 1)), g0 ∈ L2(−1, 1), the solution of

∂tg − ∂2xg + β∂xg + αg = 0 (t, x) ∈ [0, T ]× (−1, 1) ,
g(t,±1) = 0 t ∈ [0, T ] ,
g(0, x) = g0(x) x ∈ (−1, 1) ,
satisfies
∫ 1
−1
|g(T, x)|2dx 6 ecH(T,‖α‖∞,‖β‖∞)
∫ T
0
∫ b
a
|g(t, x)|2dxdt ,
where H(T,A,B) := 1 + 1T + TA+A
2/3 + (1 + T )B2.
For the proof of this result, we refer to [17, Theorem 1.3] in the case β ≡ 0
and to [12, Theorem 2.3] in the case β 6= 0. The optimality of the power 2/3 of
A in H(T,A,B) has been proved in [13].
The positive statement of Theorem 5 may be seen as an improvement of the
above estimate (relatively to the asymptotic behavior when n → +∞), in the
particular case of equation (17).
2.4 Dissipation speed
Let us introduce, for every n ∈ N∗, γ > 0, the operator An,γ defined by
D(An,γ) := H
2 ∩H10 (−1, 1;R) , An,γϕ := −ϕ′′ + (nπ)2|x|2γϕ . (22)
The smallest eigenvalue of An,γ is given by
λn,γ = min
{∫ 1
−1
[
v′(x)2 + (nπ)2|x|2γv(x)2] dx∫ 1
−1 v(x)
2dx
; v ∈ H10 (−1, 1)
}
. (23)
We are interested in the asymptotic behavior (as n → +∞) of λn,γ , which
quantifies the dissipation speed of the solution of (17).
Thanks to a simple heuristic computation, one may expect that, for every
γ > 0, λn,γ behaves like C(γ)n
2
1+γ . Indeed, if we consider the eigenvector vn,γ{ −v′′n,γ(x) + (nπ)2|x|2γvn,γ(x) = λn,γvn,γ(x) x ∈ (−1, 1) ,
vn,γ(±1) = 0 , (24)
and the change of variable y := lx, l = (nπ)1/(1+γ), vn,γ(x) = ψn,γ(y), we get{
−ψ′′n,γ(y) + |y|2γψn,γ(y) = λn,γ(nπ)
−2
1+γ ψn,γ(y) y ∈ (−l, l) ,
ψn,γ(±l) = 0 .
In order to prove two results related to this conjecture, we need the following
lemma.
Lemma 2. Problem (24) admits a unique positive solution with norm one.
Moreover, vn,γ is even.
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Proof: Since (24) is a Sturm-Liouville problem, it is well-known that its first
eigenvalue is simple, and the associated eigenfunction has no zeros. Thus, we can
choose vn,γ to be strictly positive everywhere. Moreover, by normalization, we
can find a unique positive solution satisfying the condition ‖vn,γ‖L2(−1,1) = 1.
Finally, vn,γ is even. Indeed, if not so, let us consider the function w(x) =
vn,γ(|x|). Then, w still belongs to H10 (−1, 1), it is a weak solution of (24) and
it does not increase the functional in (23), i.e.∫ 1
−1
[
w′(x)2 + (nπ)2|x|2γw(x)2] dx∫ 1
−1 w(x)
2dx
≤
∫ 1
−1
[
v′n,γ(x)
2 + (nπ)2|x|2γvn,γ(x)2
]
dx∫ 1
−1 vn,γ(x)
2dx
.
The coefficients of the equation in (24) being regular, we deduce that w is a
classical solution of (24). Since λn,γ is simple, it follows vn,γ(x) = vn,γ(|x|). ✷
The following result turns out to be the key point of the proof of Theorem 5.
Proposition 3. 1. For every γ ∈ (0, 1], there exists c∗ = c∗(γ) > 0 such
that
λn,γ > c∗n
2
1+γ ∀n ∈ N∗ .
2. For every γ > 0, there exists c∗ = c∗(γ) > 0 such that
λn,γ 6 c
∗n
2
1+γ ∀n ∈ N∗ .
Proof: First, taking γ ∈ (0, 1], let us prove the first part of the conclusion.
Thanks to Lemma 2, we have
λn,γ = min
{∫ 1
0
[
v′(x)2 + (nπ)2x2γv(x)2
]
dx∫ 1
0 v(x)
2dx
; v ∈ H10 (−1, 1)
}
.
Thus, our goal is to prove the existence of c0 = c0(γ) > 0 such that∫ 1
0
[
v′(x)2 + (nπ)2x2γv(x)2
]
dx > c0(nπ)
2
1+γ
∫ 1
0
v(x)2dx ∀v ∈ H10 (−1, 1) ,
or, equivalently, the existence of c1 = c1(γ) > 0 such that∫ 1
0
v(x)2dx 6 c1
∫ 1
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx ∀v ∈ H10 (−1, 1) , (25)
where αn := (nπ)
−1
1+γ . First, let us emphasize that∫ 1
αn
v(x)2dx 6
∫ 1
αn
(
x
αn
)2γ
v(x)2dx .
Thus, in order to prove (25), it is sufficient to find c2 = c2(γ) > 0 such that
c2
∫ αn
0
v(x)2dx 6
∫ 1
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx ∀v ∈ H10 (−1, 1) . (26)
First step: Let us prove that, for all v ∈ H10 (−1, 1),
γ
∫ αn
0
v(x)2dx 6 αnv(αn)
2 +
∫ 1
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx . (27)
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Let v ∈ H10 (−1, 1). We have
∫ 1
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx >
∫ αn
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx
> −2
∫ αn
0
αnv
′(x)
(
x
αn
)γ
v(x)dx = −αnv(αn)2 + γ
∫ αn
0
(αn
x
)1−γ
v(x)2dx
> −αnv(αn)2 + γ
∫ αn
0
v(x)2dx
because 1− γ > 0. This proves inequality (27).
Second step: Let us prove the existence of c3 = c3(γ) > 0 such that
αnv(αn)
2
6 c3
∫ 1
0
[
α2nv
′(x)2 +
(
x
αn
)2γ
v(x)2
]
dx ∀v ∈ H10 (−1, 1) . (28)
Let v ∈ H10 (−1, 1). Since
v(αn) = v(x) +
∫ αn
x
v′(s)ds ∀x ∈ (0, αn) ,
we have∫ αn
0
x2γv(αn)
2dx 6 2
∫ αn
0
x2γv(x)2dx+ 2
∫ αn
0
x2γ(αn − x)dx
∫ αn
0
v′(s)2ds ,
which implies
α2γ+1n
2γ + 1
v(αn)
2
6 2
∫ αn
0
x2γv(x)2dx+ 2
(
αn
α2γ+1n
2γ + 1
− α
2γ+2
n
2γ + 2
)∫ αn
0
v′(x)2dx .
Multiplying both sides by (2γ + 1)α−2γn , we deduce
αnv(αn)
2
6 2(2γ + 1)
∫ αn
0
(
x
αn
)2γ
v(x)2dx +
1
γ + 1
∫ αn
0
α2nv
′(x)2dx .
Hence, (28) holds with c3(γ) = 2(2γ + 1). Combining (27) and (28) gives (26)
with c2 = γ/(1 + c3).
Now, let γ > 0 and let us prove the second statement of Proposition 3. For
every k > 1 we consider the function ϕk(x) := (1 − k|x|)+, that belongs to
H10 (−1, 1). Easy computations show that∫ 1
−1
ϕk(x)
2dx =
2
3k
,
∫ 1
−1
ϕ′k(x)
2dx = 2k ,
∫ 1
−1
|x|2γϕk(x)2dx = 2c(γ)k−1−2γ ,
where
c(γ) :=
(
1
2γ + 1
− 1
γ + 1
+
1
2γ + 3
)
.
Thus, λn,γ 6 fn,γ(k) := 3[k
2 + (πn)2c(γ)k−2γ ] for all k > 1. Since fn,γ attains
its minimum at k¯ = c˜(γ)n
1
γ+1 , we have λn,γ 6 fn,γ(k¯) = C(γ)n
2
γ+1 .✷
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2.5 Proof of the positive statements of Theorem 5
The goal of this section is the proof of the following results:
• if γ ∈ (0, 1) and T > 0, then system (17) is observable in time T uniformly
with respect to n;
• if γ = 1, there exists T1 > 0 such that, for every T > T1, system (17) is
observable in time T uniformly with respect to n.
The proof of these results relies on a new Carleman estimate for the solutions
of (17).
Let γ ∈ (0, 1], T > 0, and fix n ∈ N∗ all over the proof. In order to simplify
the notation, we write g and g0 instead of gn and g0,n. Let a
′, b′ be such that
a < a′ < b′ < b.
First case: γ ∈ [1/2, 1]
In order to deduce the Carleman inequality, we define a weight function
α(t, x) :=
Mβ(x)
t(T − t) , (t, x) ∈ (0, T )× R , (29)
where β ∈ C2(R;R+) satisfies
β > 1 on (−1, 1) , (30)
|β′| > 0 on [−1, a′] ∪ [b′, 1] , (31)
β′(1) > 0 , β′(−1) < 0 , (32)
β′′ < 0 on [−1, a′] ∪ [b′, 1] , (33)
and M > 0 will be chosen later on. We also introduce the function
z(t, x) := g(t, x)e−α(t,x) , (34)
that satisfies
P1z + P2z = P3z , (35)
where
P1z := − ∂2z∂x2 + (αt − α2x)z + (nπ)2|x|2γz , P2z := ∂z∂t − 2αx ∂z∂x ,
P3z := αxxz .
(36)
We develop the classical proof, taking the L2(Q)-norm in the identity (35), then
developing the double product, which leads to∫
Q
P1zP2z 6
1
2
∫
Q
|P3z|2 , (37)
where Q := (0, T )× (−1, 1) and we compute precisely each term.
Terms concerning −∂2xz: Integrating by parts, we get
−
∫
Q
∂2z
∂x2
∂z
∂t
dxdt =
∫
Q
∂z
∂x
∂2z
∂t∂x
dxdt =
∫ T
0
1
2
d
dt
∫ 1
−1
∣∣∣∂z
∂x
∣∣∣2dxdt = 0 , (38)
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because ∂tz(t,±1) = 0 and z(0) ≡ z(T ) ≡ 0, which is a consequence of assump-
tions (34), (29) and (30). Moreover,
∫
Q
∂2z
∂x2
2αx
∂z
∂x
dxdt = −
∫
Q
∣∣∣ ∂z
∂x
∣∣∣2αxxdxdt
+
∫ T
0
(
αx(t, 1)
∣∣∣∂z
∂x
(t, 1)
∣∣∣2 − αx(t,−1)∣∣∣∂z
∂x
(t,−1)
∣∣∣2) dt . (39)
Terms concerning (αt − α2x)z: Again integrating by parts, we have∫
Q
(αt − α2x)z
∂z
∂t
dxdt = −1
2
∫
Q
(αt − α2x)t|z|2dxdt . (40)
Indeed, the boundary terms at t = 0 and t = T vanish because, thanks to (34),
(29), (30),
|(αt − α2x)|z|2| 6
1
[t(T − t)]2 e
−M
t(T−t) |M(T − 2t)β + (Mβ′)2| · |g|2
tends to zero when t→ 0 and t→ T , for every x ∈ [−1, 1]. Moreover,
− 2
∫
Q
(αt − α2x)zαx
∂z
∂x
dxdt =
∫
Q
[(αt − α2x)αx]x|z|2dxdt , (41)
thanks to an integration by parts in the space variable.
Terms concerning (nπ)2|x|2γz: First, since z(0) ≡ z(T ) ≡ 0,
∫
Q
(nπ)2|x|2γz ∂z
∂t
dxdt =
1
2
∫ T
0
d
dt
∫ 1
−1
(nπ)2|x|2γ |z|2dxdt = 0 . (42)
Furthermore, thanks to an integration by parts in the space variable,
− 2
∫
Q
(nπ)2|x|2γzαx ∂z
∂x
dxdt =
∫
Q
[n2π2|x|2γαx]xz2dxdt . (43)
Combining (37), (38), (39), (40), (41), (42) and (43), we conclude that
∫
Q
|z|2
{
− 1
2
(αt − α2x)t + [(αt − α2x)αx]x + n2π2[|x|2γαx]x −
1
2
α2xx
}
dxdt
+
∫ T
0
(
αx(t, 1)
∣∣∣∂z
∂x
(t, 1)
∣∣∣2 − αx(t,−1)∣∣∣∂z
∂x
(t,−1)
∣∣∣2) dt
−
∫
Q
∣∣∣∂z
∂x
∣∣∣2αxxdxdt 6 0 . (44)
In view of (32), we have αx(t, 1) > 0 and αx(t,−1) 6 0, thus (44) yields∫
Q
|z|2
{
− 1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx + n
2π2[|x|2γαx]x
}
dxdt
−
∫
Q
∣∣∣∂z
∂x
∣∣∣2αxxdxdt 6 0 . (45)
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Now, in the left hand side of (45) we separate the terms on (0, T )× (a′, b′) and
those on (0, T )× [(−1, a′) ∪ (b′, 1)]. One has
−αxx(t, x) > C1M
t(T − t) ∀x ∈ [−1, a
′] ∪ [b′, 1] , t ∈ (0, T ) ,
|αxx(t, x)| 6 C2M
t(T − t) ∀x ∈ [a
′, b′] , t ∈ (0, T ) ,
(46)
where C1 := min{−β′′(x);x ∈ [−1, a′]∪ [b′, 1]} is positive thanks to the assump-
tion (33) and C2 := sup{|β′′(x)|;x ∈ [a′, b′]}. Moreover,
−1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx =
1
(t(T − t))3
{
Mβ(3T t− T 2 − 3t2)
+M2
[
(2t− T )β′′β − t(T − t)β
′′2
2
]
− 3M3β′′β′2
}
.
Hence, owing to (31) and (33), there exist M1 = M1(T, β) > 0, C3 = C3(β) > 0
and C4 = C4(T, β) > 0 such that, for every M > M1 and t ∈ (0, T ),
− 1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx >
C3M
3
[t(T − t)]3 ∀x ∈ [−1, a
′]∪ [b′, 1] ,
∣∣∣− 1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx
∣∣∣ 6 C4M3
[t(T − t)]3 ∀x ∈ [a
′, b′] . (47)
Using (45), (46) and (47), we deduce, for every M > M1,
∫ T
0
∫
(−1,a′)∪(b′,1)
C1M
t(T − t)
∣∣∣∂z
∂x
∣∣∣2dxdt
+
∫ T
0
∫
(−1,a′)∪(b′,1)
[
C3M
3
(t(T − t))3 |z|
2 + (nπ)2[|x|2γαx]x|z|2
]
dxdt
6
∫ T
0
∫ b′
a′
[
C2M
t(T − t)
∣∣∣∂z
∂x
∣∣∣2 + C4M3
(t(T − t))3 |z|
2 − (nπ)2[|x|2γαx]x|z|2
]
dxdt .
(48)
Moreover, for every x ∈ (−1, 1), we have
|(nπ)2[|x|2γαx]x| = M(nπ)
2
t(T − t)
∣∣∣2γsign(x)|x|2γ−1β′(x)+|x|2γβ′′(x)∣∣∣ 6 C5n2M
t(T − t) ,
where C5 := π
2max{2γ|x|2γ−1|β′(x)|+|x|2γ |β′′(x)|;x ∈ [−1, 1]} is finite because
2γ − 1 > 0. From now on, we take
M = M(T, β, n) := max{1,M1(T, β),M2(T, β, n)} , (49)
where M2 = M2(T, n) is defined by
M2 :=
√
2C5
C3
n
(
T
2
)2
. (50)
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Since
|(nπ)2[|x|2γαx]x| 6 C3M
3
2[t(T − t)]3 ∀(t, x) ∈ Q ,
we conclude that
∫ T
0
∫
(−1,a′)∪(b′,1)
C3M
3
2(t(T − t))3 |z|
2dxdt
6
∫ T
0
∫ b′
a′
C2M
t(T − t)
∣∣∣ ∂z
∂x
∣∣∣2 + C6M3
(t(T − t))3 |z|
2dxdt , (51)
where C6 = C6(T, β) := C4 + C3/2. Coming back to our original variables
thanks to identity (34), we have
∫ T
0
∫
(−1,a′)∪(b′,1)
C3M
3|g|2e−2α
2(t(T − t))3 dxdt
6
∫ T
0
∫ b′
a′
(
C7M
3|g|2
(t(T − t))3 +
C8M
t(T − t)
∣∣∣∂g
∂x
∣∣∣2) e−2αdxdt , (52)
where C8 = C8(T, β) := 2C2 and C7 = C7(T, β) := C6 + 2C2 sup{β′(x)2;x ∈
[a′, b′]}. Owing to (30) and the assumption M > 1, we have, for every x ∈ [a, b],
t ∈ (0, T ),
C7M
3
(t(T − t))3 e
−2α
6
C7M
3
(t(T − t))3 e
− 2M
t(T−t) 6 C9 ,
C8M
t(T − t)e
−2α
6
C8t(T − t)
M
(
M
t(T − t)
)2
e−
2M
t(T−t) 6 C10t(T − t) ,
where C9 = C9(T, β) := C7 sup{x3e−2x;x ∈ R+} and C10 = C10(T, β) :=
C8 sup{x2e−2x;x ∈ R+}. Therefore, from (52) we deduce
∫ T
0
∫
(−1,a′)∪(b′,1)
C3M
3|g|2e−2α
2(t(T − t))3 dxdt
6
∫ T
0
∫ b′
a′
(
C9|g|2 + C10t(T − t)
∣∣∣∂g
∂x
∣∣∣2) dxdt . (53)
Now, let us prove that the right hand side of the previous inequality can be
bounded by a first order term in g on (0, T )×(a, b). We consider ρ ∈ C∞(R,R+)
such that 0 ≤ ρ ≤ 1,
ρ ≡ 1 on (a′, b′) , (54)
ρ ≡ 0 on (−1, a) ∪ (b, 1) . (55)
Multiplying the first equation of (17) by gρt(T − t) and then integrating over
(0, T )× (−1, 1), we get
∫ T
0
∫ 1
−1
ρt(T − t)
[
1
2
d
dt
(|g|2)− ∂2g
∂x2
g + (nπ)2|x|2γ |g|2
]
dxdt = 0 . (56)
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Integrating by parts with respect to space and time, we obtain
1
2
∫ T
0
∫ 1
−1
d
dt
[
|g|2
]
ρt(T − t)dxdt = −1
2
∫ T
0
∫ 1
−1
|g|2ρ(T − 2t)dxdt , (57)
−
∫ T
0
∫ 1
−1
∂2g
∂x2
gρt(T − t)dxdt
=
∫ T
0
[∫ 1
−1
∣∣∣∂g
∂x
∣∣∣2ρt(T − t)− 1
2
|g|2ρ′′t(T − t)
]
dxdt . (58)
Indeed, the boundary terms at t = 0 and t = T in (57) vanish owing to the
factor t(T − t), and the boundary terms at x = ±1 in (58) vanish thanks to the
boundary conditions on g. Combining (56), (57) and (58), we deduce
∫ T
0
∫ 1
−1
t(T − t)
(∣∣∣∂g
∂x
∣∣∣2ρ− 1
2
|g|2ρ′′ + (nπ)2|x|2γ |g|2ρ
)
dxdt
− 1
2
∫ T
0
∫ 1
−1
|g|2ρ(T − 2t)dxdt = 0 . (59)
In view of (54), (55) and (59), we have
∫ T
0
∫ b′
a′
∣∣∣∂g
∂x
∣∣∣2t(T − t)dxdt 6 ∫ T
0
∫ 1
−1
∣∣∣∂g
∂x
∣∣∣2ρt(T − t)dxdt
=
1
2
∫ T
0
∫ 1
−1
|g|2[ρ(T − 2t) + t(T − t)(ρ′′ − 2(nπ)2|x|2γρ)]dxdt
6 C11
∫ T
0
∫ b
a
|g|2dxdt , (60)
where C11 = C11(T, ρ) := T ‖ρ‖L∞ + T 22 ‖ρ′′‖L∞ . Combining inequalities (60)
and (53) leads to∫ T
0
∫
(−1,a′)∪(b′,1)
C3M
3|g|2e−2α
(t(T − t))3 dxdt 6
∫ T
0
∫ b
a
C12|g|2dxdt , (61)
where C12 = C12(T, β, ρ) := 2[C9 + C10C11]. Since
2T 2
9
6 t(T − t) 6 T
2
4
∀t ∈
[
T
3
,
2T
3
]
,
we have
e−2α(t,x)
(t(T − t))3 >
e−9c3M/T
2
(T 2/4)3
∀x ∈ [−1, a′] ∪ [b′, 1] , t ∈ (T/3, 2T/3) ,
where c3 = c3(β) := sup{β(x);x ∈ [−1, a′] ∪ [b′, 1]}. Therefore, (61) implies
C3M
3
(T 2/4)3
e−
9c3M
T2
∫ 2T/3
T/3
∫
(−1,a′)∪(b′,1)
|g|2dxdt 6
∫ T
0
∫ b
a
C12|g|2dxdt . (62)
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Adding the same quantity to both sides and using the inclusion (a′, b′) ⊂ (a, b),
we obtain
C3M
3
(T 2/4)3
e−
9c3M
T2
∫ 2T/3
T/3
∫ 1
−1
|g|2dxdt
6
(
C12 +
C3M
3
(T 2/4)3
e−
9c3M
T2
)∫ T
0
∫ b
a
|g|2dxdt ,
which can also be written as∫ 2T/3
T/3
∫ 1
−1
|g|2dxdt 6
(
C12
(T 2/4)3
C3M3
e
9c3M
T2 + 1
)∫ T
0
∫ b
a
|g|2dxdt . (63)
Now, thanks to Proposition 3,∫ 1
−1
|g(T, x)|2dx 6 e−T3 c∗n
2
1+γ
∫ 1
−1
|g(t, x)|2dx ∀t ∈ [T/3, 2T/3] .
Thus,∫ 1
−1
|g(T, x)|2dx 6 3
T
e−
T
3 c∗n
2
1+γ
(
C12
(T 2/4)3
C3M3
e
9c3M
T2 + 1
)∫ T
0
∫ b
a
|g|2dxdt .
(64)
Now, let
C = C(β) := 1
2
√
C5
2C3
.
Then, there exists n1 = n1(T, β) ∈ N∗ such that, for every n > n1, the quantity
M = M(T, β, n) defined by (49) satisfies
M = M(T, β, n) = CnT 2 .
Hence, for every n > n1,
−c∗n
2
1+γ
T
3
+
9c3M
T 2
= −c∗n
2
1+γ
T
3
+ 9c3Cn ,
where c∗, c3, C depend only on β and γ.
Let us assume that γ ∈ [1/2, 1) and T > 0 is arbitrary. Since 2/(1 + γ) > 1,
there exists n2 = n2(β) ∈ N∗ such that
−c∗n
2
1+γ
T
3
+ 9c3Cn 6 0 ∀n > n2 .
So, inequality (64) yields, for every n > max{n1, n2},∫ 1
−1
|g(T, x)|2dx 6 3
T
(
C12
(T 2/4)3
C3M3
+ 1
)∫ T
0
∫ b
a
|g|2dxdt , (65)
which in turn implies the conclusion.
Next, let us assume that γ = 1 and T > T♯, where
T♯ = T♯(β) :=
27c3C
c∗
.
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Then, once again we recover (65) for every n > n1, and the conclusion follows
as above.
Second case: γ ∈ (0, 1/2).
The previous strategy does not apply to γ ∈ (0, 1/2) because the term
(nπ)2[|x|2γαx]x (that diverges at x = 0) in (48) can no longer be bounded
by C3M
3
(t(T−t))3 (which is bounded at x = 0). Note that both terms are of the same
order as M3, because of the dependence of M with respect to n in (49). In
order to deal with this difficulty, we adapt the choice of the weight β and the
dependence of M with respect to n.
Let β be a C1-function on (−1, 1), which is also C2 on [−1, 0) and (0, 1],
but such that β′′ diverges at zero. More precisely, we assume that assumptions
(30), (31) and (32) hold, and condition (33) is replaced by
β′′ < 0 on [−1, 0) ∪ (0, a′] ∪ [b′, 1] . (66)
Moreover, β has the following form on a neighborhood (−ǫ, ǫ) of 0
β(x) = C0 −
∫ x
0
√
sign(s)|s|2γ + C1ds ∀x ∈ (−ǫ, ǫ) , (67)
where the constant C0, C1 are large enough so that β > 1 and β′ < 0 on (−ǫ, ǫ),
respectively. Then,
β′(x) = −
√
sign(x)|x|2γ + C1 ∀x ∈ (−ǫ, ǫ) , (68)
thus β′′ diverges at x = 0.
Performing the same computations as in the previous case, we get to inequality
(45). Then, owing to (31) and (66), there exist M1 = M1(T, β) > 0, C3 =
C3(β) > 0 and C4 = C4(T, β) > 0 such that, for every M > M1 and t ∈ (0, T ),
− 1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx
>
C3M
3
[t(T − t)]3 |β
′′(x)|β′(x)2 ∀x ∈ [−1, 0) ∪ (0, a′] ∪ [b′, 1] ,
∣∣∣− 1
2
(αt − α2x)t + [(αt − α2x)αx]x −
1
2
α2xx
∣∣∣ 6 C4M3
[t(T − t)]3 ∀x ∈ [a
′, b′] .
In view of (32), for every M > M1,∫ T
0
∫
(−1,a′)∪(b′,1)
[
C3M
3
(t(T − t))3 |β
′′(x)|β′(x)2 |z|2 + (nπ)2[|x|2γαx]x|z|2
]
dxdt
6
∫ T
0
∫ b′
a′
[
C2M
t(T − t)
∣∣∣∂z
∂x
∣∣∣2 + C4M3
(t(T − t))3 |z|
2 − (nπ)2[|x|2γαx]x|z|2
]
dxdt .
(69)
Moreover,
|(nπ)2[|x|2γαx]x| = (nπ)2 M
t(T − t)
∣∣∣2γsign(x)|x|2γ−1β′(x) + |x|2γβ′′(x)∣∣∣
6
C5n
2M
t(T − t)
(
|x|2γ−1|β′(x)| + |x|2γ |β′′(x)|
)
∀x ∈ (−1, 0) ∪ (0, 1) ,
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where C5 = π
2(2γ + 1). From now on, we take
M = M(T, β, n) := max
{
1;M1(T, β);
nT 2
λ
}
, (70)
where λ > 0 is a (small enough) constant, that will be chosen later on.
Then, there exists n1 = n1(T, λ, β) ∈ N∗ such that, for every n > n1, we
have M = nT 2/λ. Therefore, for every x ∈ (−1, 0) ∪ (0, 1),
|(nπ)2[|x|2γαx]x| 6 C6λ
2M3
(t(T − t))3
(
|x|2γ−1|β′(x)| + |x|2γ |β′′(x)|
)
,
where C6 = C6(γ) > 0. Let us verify that, for λ > 0 small enough and for every
x ∈ (−1, 0) ∪ (0, a′) ∪ (b′, 1), we have
C6λ
2M3
(t(T − t))3 |x|
2γ−1|β′(x)| 6 C3M
3
4(t(T − t))3 |β
′′(x)|β′(x)2 ,
C6λ
2M3
(t(T − t))3 |x|
2γ |β′′(x)| 6 C3M
3
4(t(T − t))3 |β
′′(x)|β′(x)2 ,
or, equivalently, for every x ∈ (−1, 0) ∪ (0, a′) ∪ (b′, 1),
C6λ
2|x|2γ−1 6 C3
4
|β′′(x)| · |β′(x)| ,
C6λ
2|x|2γ 6 C3
4
β′(x)2 .
(71)
The second inequality is easy to satisfy (for λ = λ(β, γ) small enough), because
|β′| > 0 on [−1, a′] ∪ [b′, 1]. Thanks to (68), for every x ∈ (−ǫ, ǫ),
β′(x)2 = sign(x)|x|2γ + C1 ,
so
β′′(x)β′(x) = γ|x|2γ−1 .
Therefore, for every x ∈ (−ǫ, ǫ) \ {0}, the first inequality in (71) is equivalent to
C6λ
2
6
C3
4
γ ,
which is trivially satisfied, when λ = λ(β) is small enough. Moreover, the first
inequality of (71) holds for every x ∈ [−1,−ǫ] ∪ [ǫ, a′] ∪ [b′, 1] when λ is small
enough, since |β′′β′| > 0 on this compact set. Finally, we deduce∫ T
0
∫
(−1,a′)∪(b′,1)
C3M
3
2(t(T − t))3 |β
′′(x)|β′(x)2 |z|2dxdt
6
∫ T
0
∫ b′
a′
[
C2M
t(T − t)
∣∣∣∂z
∂x
∣∣∣2 + C4M3
(t(T − t))3 |z|
2
]
dxdt , (72)
where C4 = C4(T, β) > 0. Since the function |β′′|(β′)2 is bounded from below
by some positive constant on [−1, a′] ∪ [b′, 1], we also have∫ T
0
∫
(−1,a′)∪(b′,1)
C′3M
3
2(t(T − t))3 |z|
2dxdt
6
∫ T
0
∫ b′
a′
[
C2M
t(T − t)
∣∣∣∂z
∂x
∣∣∣2 + C4M3
(t(T − t))3 |z|
2
]
dxdt , (73)
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and the proof may be finished in the same way as in the first case. ✷
2.6 Proof of the negative statements of Theorem 5
The goal of this section is the proof of the following results:
• if γ = 1, then there exists T2 > 0 such that, for every T < T2, system (17)
is not observable in time T uniformly with respect to n;
• if γ > 1 and T > 0, then system (17) is not observable in time T uniformly
with respect to n.
The proof relies on the choice of particular test functions, that falsify uniform
observability.
Let γ ∈ [1,+∞) be fixed and T > 0. For every n ∈ N∗, we denote by λn
(instead of λn,γ) the first eigenvalue of the operator An,γ defined in Section 2.4,
and by vn the associated positive eigenvector of norm one, that is,

−v′′n(x) + [(nπ)2|x|2γ − λn]vn(x) = 0 , x ∈ (−1, 1) , n ∈ N∗ ,
vn(±1) = 0 , vn ≥ 0 ,
‖vn‖L2(−1,1) = 1 .
Then, for every n ≥ 1, the function
gn(t, x) := vn(x)e
−λnt ∀(t, x) ∈ R× (−1, 1) ,
solves the adjoint system (17). Let us note that∫ 1
−1
gn(T, x)
2dx = e−2λnT ,
∫ T
0
∫ b
a
gn(t, x)
2dxdt =
1− e−2λnT
2λn
∫ b
a
vn(x)
2dx .
So, in order to prove that uniform observability fails, it suffices to show that
e2λnT
λn
∫ b
a
vn(x)
2dx→ 0 when n→ +∞ . (74)
In order to estimate the last integral, we will compare vn with an explicit su-
persolution of the problem on a suitable subinterval of [−1, 1].
Lemma 3. Let 0 < a < b < 1. For every n ∈ N∗, set
xn :=
(
λn
(nπ)2
) 1
2γ
(75)
and let Wn ∈ C2([xn, 1],R) be a solution of

−W ′′n (x) + [(nπ)2x2γ − λn]Wn(x) > 0 , x ∈ (xn, 1) ,
Wn(1) > 0 ,
W ′n(xn) < −
√
xnλn .
(76)
Then there exists n∗ ∈ N∗ such that, for every n > n∗,∫ b
a
vn(x)
2dx 6
∫ b
a
Wn(x)
2dx .
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Proof: First, let us observe that, thanks to the second statement of Propo-
sition 3, xn → 0 when n → +∞. In particular, there exists n∗ > 1 such
that xn 6 a for every n > n∗. Now, let us prove that |v′n(xn)| 6
√
xnλn for all
n > n∗. Indeed, from Lemma 2, we have vn(x) = vn(−x), thus v′n(0) = 0. Hence,
thanks to the Cauchy-Schwarz inequality and the relation ‖vn‖L2(−1,1) = 1,
|v′n(xn)| =
∣∣∣ ∫ xn
0
v′′n(s)ds
∣∣∣ = ∣∣∣ ∫ xn
0
[(nπ)2|s|2γ − λn]vn(s)ds
∣∣∣
6
(∫ xn
0
[(nπ)2|s|2γ − λn]2ds
)1/2(∫ xn
0
vn(s)
2ds
)1/2
6
√
xnλn .
Furthermore, we claim that vn(x) 6 Wn(x) for every x ∈ [xn, 1], n > n∗.
Indeed, if not so, there exists x∗ ∈ [xn, 1] such that
(Wn − vn)(x∗) = min{(Wn − vn)(x);x ∈ [xn, 1]} < 0 .
Since (Wn−vn)(1) > 0 and (Wn−vn)′(xn) < 0, we have x∗ ∈ (xn, 1). Moreover,
the function Wn − vn has a minimum at x∗, thus (Wn − vn)′(x∗) = 0 and
(Wn − vn)′′(x∗) > 0. Therefore,
−(Wn − vn)′′(x∗) + [(nπ)2|x∗|2γ − λn](Wn − vn)(x∗) < 0 ,
which is a contradiction. Our claim follows and the proof is complete. ✷
In order to apply Lemma 3, we look for an explicit supersolutionWn of (76),
of the form
Wn(x) = Cne
−µnx
γ+1
, (77)
where Cn, µn > 0. Thus, the condition Wn(1) > 0 is automatically satisfied.
First step: Let us prove that, for an appropriate choice of µn, the first in-
equality of (76) holds. Since
W ′n(x) = −µn(γ + 1)xγWn(x) ,
W ′′n (x) = [−µnγ(γ + 1)xγ−1 + µ2n(γ + 1)2x2γ ]Wn(x) ,
the first inequality of (76) holds if and only if, for every x ∈ (xn, 1),
[(nπ)2 − µ2n(γ + 1)2]x2γ + µnγ(γ + 1)xγ−1 > λn . (78)
In particular, it holds when
µn 6
nπ
γ + 1
(79)
and
[(nπ)2 − µ2n(γ + 1)2]x2γn + µnγ(γ + 1)xγ−1n > λn . (80)
Indeed, in this case, the left hand side of (78) is an increasing function of x. In
view of (75), and after several simplifications, inequality (80) can be recast as
µn 6
γ
γ + 1
(
(nπ)2
λn
) 1
2+
1
2γ
.
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So, recalling (79), in order to satisfy the first inequality of (76) we can take
µn := min
{
nπ
γ + 1
;
γ
γ + 1
(
(nπ)2
λn
) 1
2+
1
2γ
}
. (81)
For the following computations, it is important to notice that, thanks to (81)
and the second statement of Proposition 3, for n large enough µn is of the form
µn = C1(γ)n . (82)
Second step: Let us prove that, for an appropriate choice of Cn, the third
inequality of (76) holds. Since
W ′n(xn) = −Cnµn(γ + 1)xγne−µnx
γ+1
n ,
the third inequality of (76) is equivalent to
Cn >
λne
µnx
γ+1
n
(γ + 1)µnx
γ− 12
n
.
Therefore, it is sufficient to choose
Cn :=
2λne
µnx
γ+1
n
(γ + 1)µnx
γ− 12
n
. (83)
Third step: Let us prove condition (74). Thanks to Lemma 3, (77), (82) and
(83), for every n > n∗,
e2λnT
λn
∫ b
a
vn(x)
2dx 6
e2λnT
λn
∫ b
a
Wn(x)
2dx 6
e2λnT
λn
Wn(a)
2
6
e2λnT
λn
C2ne
−2µna
1+γ
6
e2λnT
λn
4λ2ne
2µnx
γ+1
n
(γ + 1)2µ2nx
2γ−1
n
e−2µna
1+γ
.
By identities (75), (82) and Proposition 3, we have
µnx
γ+1
n 6 C2(γ) ∀n ∈ N∗ ,
thus
e2λnT
λn
∫ b
a
vn(x)
2dx 6 e2n(
λn
n
T−C1(γ)a
1+γ) 4λne
2C2(γ)
(γ + 1)2µ2nx
2γ−1
n
. (84)
If γ > 1, we deduce from the second statement of Proposition 3 that
λn
n
→ 0 when n→ +∞ .
So, for every T > 0, there exists n♯ > n∗ such that, for every n > n♯,
λn
n
T − C1(γ)a1+γ < −1
2
C1(γ)a
1+γ . (85)
Then, inequality (84) proves condition (74) (since the term that multiplies the
exponential behaves like a rational fraction of n).
If γ = 1, Proposition 3 ensures that c∗n 6 λn 6 c
∗n, thus we deduce (85),
hence (74), for every
T <
C1(γ)a
1+γ
2c∗
.
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2.7 End of the proof of Theorem 2
The first (resp. third) statement of Theorem 2 has been proved in Subsection 2.5
(resp. 2.6); let us prove the second one.
Let us consider γ = 1. Thanks to the results of Subsection 2.5, the quantity
T ∗ := inf{T > 0 ; system (17) is observable in time T uniformly in n}
is well defined in [0,+∞). Moreover, as showed in Subsection 2.6, T ∗ > 0.
Clearly, uniform observability in some time T♯ implies uniform observability in
any time T > T♯, so
• for every T > T ∗, system (17) is observable in time T uniformly with
respect to n;
• for every T < T ∗, system (17) is not observable in time T uniformly with
respect to n.
3 Conclusion and open problems
In this article we have studied the null controllability of the Grushin type equa-
tion (1), in a rectangle, with a distributed control localized on a strip parallel
to the y-axis. We have proved that null controllability
• holds in any positive time, when degeneracy is not too strong, i.e. γ ∈
(0, 1),
• holds only in large time, when γ = 1,
• does not hold when degeneracy is too strong, i.e. γ > 1.
Null controllability when γ ∈ (0, 1] and the control region ω is more general
is an open problem. When γ = 1, it would be interesting to characterize the
minimal time T ∗ required for null controllability, and possibly connect it with
the associated diffusion process. Generalizations of this result to muldimensional
configurations (x ∈ (−1, 1)m, y ∈ (0, 1)n), or boundary controls, are also open.
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