Abstract-The Hybrid Minimum Principle (HMP) is established for the optimal control of deterministic hybrid systems with both autonomous and controlled switchings and jumps where state jumps at the switching instants are permitted to be accompanied by changes in the dimension of the state space. First order variational analysis is performed via the needle variation methodology and the necessary optimality conditions are established in the form of the HMP. A feature of special interest in this work is the explicit presentations of boundary conditions on the Hamiltonians and the adjoint processes before and after switchings and jumps. In addition to an analytic example, the HMP results are illustrated for the optimal control of an electric vehicle with transmission, where the modelling of the powertrain requires the consideration of both autonomous and controlled switchings accompanied by dimension changes.
I. INTRODUCTION
T HE Minimum Principle (MP), also called the Maximum Principle in the pioneering work of Pontryagin et al. [1] , is a milestone of systems and control theory that led to the emergence of optimal control as a distinct field of research. This principle states that any optimal control along with the optimal state trajectory must solve a two-point boundary value problem in the form of an extended Hamiltonian canonical system, as well as satisfying an extremization condition of the Hamiltonian function. Whether the extreme value is maximum or minimum depends on the sign convention used for the Hamiltonian definition.
The main objective of this paper is the presentation and proof of the Minimum Principle for hybrid systems, i.e. the generalization of the MP for control systems with both continuous and discrete states and dynamics. It should be remarked that due to the development of hybrid systems theory in different scientific communities which are motivated by various applications, the domains of definition of hybrid systems do not necessarily intersect in a general class of systems. For instance, in computer science hybrid systems are viewed as finite automata interacting with an analogue environment, and therefore the emphasis is often on the discrete event dynamics [2] - [9] , while in the Control Systems community, the continuous dynamics is more dominant in the discussion. Even in hybrid systems stability theory (see e.g. [10] - [17] ) the considered structures for hybrid control inputs are different from the admissible set of input values considered for optimal control purposes. Moreover, the definitions and the underlying assumptions for the class of hybrid optimal control problems in Hybrid Dynamic Programming (HDP) [18] - [26] differ from those of the Hybrid Minimum Principle (HMP) literature.
The formulation of the HMP by Clarke and Vinter [27] , [28] , referred to by them as "optimal multiprocesses", provides a Minimum Principle for hybrid systems of a very general nature in which switching conditions are regarded as constraints in the form of set inclusions and the dynamics of the constituent processes are governed by (possibly nonsmooth) differential inclusions. A similar philosophy is followed by Sussmann [29] , [30] where a nonsmooth MP is presented for hybrid systems possessing a general class of switching structures. Due to the generality of the considered structures in [27] - [30] degeneracy is not precluded, therefore additional hypotheses (typically of a controllabilty nature) need to be imposed to make the HMP results significantly informative (see e.g. [31] for more discussion).
An alternative philosophy, followed by Shaikh and Caines [32] , Garavello and Piccoli [33] , Taringoo and Caines [34] , and Pakniyat and Caines [35] is to ensure the validity of the HMP in a non-degenerate form by introducing hypotheses on the dynamics, transitions and switching events. Then by performing first order variational analysis via the needle variation methodology, the necessary optimality conditions are established in the form of the HMP, with the emphasis of theoretical developments on generalization of the class of hybrid systems and on relaxation of regularity assumptions (see e.g. [36] for a discussion on regulaty requirements in control theory). Moreover, non-degeneracy provided by this approach is advantageous in the development of numerical algorithms (see e.g. [37] - [46] ). Other, prior, versions of the HMP which appeared in its development within hybrid system theory are to be found in the work of Riedinger and Kratz [47] , Xu and Antsaklis [48] , Azhmyakov, Boltyanski and Poznyak [49] , and Dmitruk and Kaganovich [50] - [52] .
In past work of the authors (see [35] , [53] , [54] ), a unified general framework for hybrid optimal control problems is presented within which the HMP, HDP, and their mutual relationship are valid. Distinctive aspects in this work are the presence of state dependent switching costs, the consideration of both autonomous and controlled switchings and jumps, and the possibility of state space and control space dimension changes. The latter aspect is of particular importance for systems with hybrid dynamics induced by restrictions of certain degrees of freedom (e.g. single and double support modes in legged locomotion [55] and fixed gear modes and transitioning phases in automotive systems [56] , [57] presented in Section VII). Within this general framework, it is proved that along optimal trajectories of a hybrid system, the adjoint process in the HMP, and the gradient of the value function in HDP are equal almost everywhere (see [53] for a proof method based on variations over optimal trajectories, and [35] for variations over general (i.e. not necessarily optimal) trajectories). Illustrative analytic examples are provided in [58] - [60] .
The organisation of the paper is as follows: In Section II a definition of hybrid systems is presented that covers a general class of nonlinear systems on Euclidean spaces with autonomous and controlled switchings and jumps allowed at the switching states and times. Section III presents a general class of hybrid optimal control problems with a large range of running, terminal and switching costs. The regularity assumptions in Sections II and III are attempted to be minimal and they are imposed primarily to ensure the existence and uniqueness of solutions as well as continuous dependence on initial conditions. Further generalizations such as the lying of the system's vector fields in Riemannian spaces [34] , [61] , nonsmooth assumptions [18] , [19] , [27] - [30] , state-dependence of the control value sets [33] , and stochastic hybrid systems [62] , as well as restrictions to certain subclasses, such as those with regional dynamics [23] , [24] , and with specified families of jumps [18] - [21] , become possible through variations and extensions of the framework presented here.
The main result which is the statement and the proof of the Hybrid Minimum Principle is presented in Section IV. Distinctive aspects of this work are the explicit presentation of the boundary conditions on the Hamiltonians and adjoint processes (in contrast to their implicit expressions in [27] - [30] , [33] ), the relaxation of the regularity requirements (relative to e.g. [32] , [34] ) and the presence of both autonomous and controlled switchings and jumps with switching costs and the possibility of state space dimension change (where only subsets of these features have been considered for the presentation of other versions of the HMP). Discussion on generalization of the HMP for time-varying vector fields, costs, and switching manifolds is provided in Section V.
To illustrate the results, an analytic example is provided in Section VI and in Section VII the hybrid model of an electric vehicle equipped with a dual-stage planetary transmission (presented in [63] , [64] ) is studied (see also [56] , [60] ). This example highlights some of the key features of the hybrid systems framework presented in this work. In particular, the modelling of the powertrain requires the consideration of both autonomous and controlled state jumps, some of which are accompanied by changes in the dimension of the state space due to the changing degree of freedom during the transition period. Furthermore, the corresponding hybrid automaton diagram for the full system (presented in Figure 2 ) exhibits a majority of the permitted behaviour of the completely general automaton in the definition of hybrid systems in Section II and III. Moreover, there is a genuine restriction by the automaton imposed on discrete transitions expressed in (i.e. corresponding to) those in the state transition structure displayed in Figure 2 .
where the symbols in the expression and their governing assumptions are defined as below.
A0: H := q ∈Q R n q is called the (hybrid) state space of the hybrid system H, where denotes disjoint union, i.e.
q ∈Q R n q = q ∈Q (q, x) : x ∈ R n q , where Q = {1, 2, ..., |Q|} ≡ q 1 , q 2 , ..., q |Q | , |Q| < ∞, is a finite set of discrete states (components), and {R n q } q ∈Q is a family of finite dimensional continuous valued state spaces, where n q ≤ n < ∞ for all q ∈ Q.
I := Σ × U is the set of system input values, where Σ with |Σ| < ∞ is the set of discrete state transition and continuous state jump events extended with the identity element, U = U∈Q is the set of admissible input control values, where each U q ⊂ R m q is a compact set in R m q .
The set of admissible (continuous) control inputs
, is defined to be the set of all measurable functions that are bounded up to a set of measure zero on [t 0 ,T * ),T * < ∞. The boundedness property necessarily holds since admissible inputs take values in the compact set U.
Γ : H × Σ → H is a time independent (partially defined) discrete state transition map.
Ξ : H × Σ → H is a time independent (partially defined) continuous state jump transition map. For all ξ ∈ Ξ, the functions ξ σ ≡ ξ(·, σ) : R n q → R n p , p ∈ A(q, σ) are assumed to be continuously differentiable in the continuous state x ∈ R n q .
A : Q × Σ → Q denotes both a deterministic finite automaton and the automaton's associated transition function on the state space Q and event set Σ, such that for a discrete state q ∈ Q only the discrete controlled and uncontrolled transitions into the q-dependent subset { A(q, σ), σ ∈ Σ} ⊂ Q occur under the projection of Γ on its Q components: Γ : Q × R n × Σ → H| Q . In other words, Γ can only make a discrete state transition in a hybrid state (q, x) if the automaton A can make the corresponding transition in q.
F is an indexed collection of vector fields f∈Q such that there exist k f q ≥ 1 for which
} denotes a collection of switching manifolds such that, for any ordered pair α ≡ (α 1 , α 2 ) = (q, r), m α is a smooth, i.e. C ∞ codimension k sub-manifold of R n q , k ∈ 1, · · · , n q , described locally by m α = {x : m α (x) = 0}, and possibly with boundary ∂m α . It is assumed that m α ∩ m β = ∅, whenever α 1 = β 1 but α 2 β 2 , for all α, β ∈ Q × Q.
We note that the case where m α is identified with its reverse ordered version mᾱ giving m α = mᾱ, is not ruled out by this definition, even in the non-trivial case m p, p where α 1 = α 2 = p. The former case corresponds to the common situation where the switching of vector fields at the passage of the continuous trajectory in one direction through a switching manifold is reversed if a reverse passage is performed by the continuous trajectory, while the latter case corresponds to the standard example of the bouncing ball.
Switching manifolds will function in such a way that whenever a trajectory governed by the controlled vector field meets the switching manifold transversally there is an autonomous switching to another controlled vector field or there is a jump transition in the continuous state component, or both. A transversal arrival on a switching manifold m q,r , at state x q ∈ m q,r = x ∈ R n q : m q,r (x) = 0 occurs whenever
for u q ∈ U q , and q, r ∈ Q. It is assumed that:
is a finite hybrid sequence of switching events consisting of a strictly increasing sequence of times τ L := {t 0 , t 1 , t 2 , . . ., t L } and a discrete event sequence σ with σ 0 = id and σ i ∈ Σ, i ∈ {1, 2, · · · , L}.
Definition 4. The input-state trajectory for the hybrid system H satisfying A0 and A1 is a hybrid input I L = (S L , u) together with its corresponding hybrid state trajectory (τ L , q, x) defined over t 0 , t f , t f < ∞, such that it satisfies:
(i) Continuous State Dynamics: The continuous state component
is a piecewise continuous function which is almost everywhere differentiable and on each time segment specified by τ L satisfies the dynamics equation
with the initial conditions
for
is a piecewise continuous function which is almost everywhere differentiable and is such that each x q i (·) satisfies
(ii) Autonomous Discrete Transition Dynamics: An autonomous (uncontrolled) discrete state transition from q i−1 to q i together with a continuous state jump ξ σ i occurs at the autonomous switching time t i if x q i−1 (t i −) := lim t ↑t i x q i−1 (t) satisfies a switching manifold condition of the form
for q i ∈ Q, where m q i−1 q i (x) = 0 defines a (q i−1 , q i ) switching manifold and it is not the case that ei-
is not a manifold termination instant (see [65] ). With the assumptions A0 and A1 in force, such a transition is well defined and labels the event σ q i−1 q i ∈ Σ, that corresponds to the hybrid state transition 
with t i , σ q i−1 q i ∈ S L and q i ∈ A(q i−1 ).
A2:
For a specified sequence of discrete states {q i } L i=0 , the class of input-state trajectories is non-empty. In other words, there exist
,U q i that together with its corresponding hybrid state process form an input-state trajectory in Definition 4.
Theorem 2.1. [65] A hybrid system H with an initial hybrid state (q 0 , x 0 ) satisfying assumptions A0 and A1 possesses a unique hybrid input-state trajectory on [t 0 ,T * * ), where T * * is the least of (i) T * ≤ ∞, where [t 0 ,T * ) is the temporal domain of the definition of the hybrid system, (ii) a manifold termination instant T * of the trajec-
We note that Zeno times, i.e. accumulation points of discrete transition times, are ruled out by A2.
Lemma 2.2. [35]
State processes of a hybrid system satisfying Assumptions A0-A2 are continuously dependent on their initial conditions. In other words, for a given {q i } L i=0 and an initial continuous state x 0 ∈ R n q 0 , there exist a neighbourhood N (x 0 ) and a constant 0 < K < ∞ such that
for s ≥ t 0 and x s ∈ N (x 0 ).
III. HYBRID OPTIMAL CONTROL PROBLEMS
, be a family of cost functions with n l = 2 unless otherwise stated;
, be a family of switching cost functions; and g ∈ C n g (R n → R + ), n g ≥ 1, be a terminal cost function satisfying the following assumptions:
(i) There exists
Consider the initial time t 0 , final time t f < ∞, and initial hybrid state h 0 = (q 0 , x 0 ). With the number of switchings L held fixed, the set of all hybrid input trajectories in Definition 2 with exactly L switchings is denoted by I L , and for all
Let I L be a hybrid input trajectory that by Theorem 2.1 results in a unique hybrid state process. Then hybrid performance functions for the corresponding hybrid input-state trajectory are defined as
A. Bolza Hybrid Optimal Control Problem Definition 5. The Bolza Hybrid Optimal Control Problem (BHOCP) is defined as the infimization of the hybrid cost (11) over the family of hybrid input trajectories I L , i.e.
B. Mayer Hybrid Optimal Control Problem
Definition 6. The Mayer Hybrid Optimal Control Problem (MHOCP) is defined as a special case of the BHOCP where l q (x, u) = 0 for all q ∈ Q, and c σ x t j − = 0 for all σ ∈ Σ.
C. Relationship between Bolza and Mayer Hybrid Optimal Control Problems
In general, a BHOCP can be converted into an MHOCP with the introduction of the auxiliary state component z and the extension of the continuous valued state tô
With the definition of the augmented vector fields as
subject to the initial condition
and with the switching boundary conditions governed by the extended jump function defined aŝ
the cost (11) of the BHOCP turns into the Mayer form with
whereĝ
IV. THE HYBRID MINIMUM PRINCIPLE (HMP) Theorem 4.1. Consider the hybrid system H subject to assumptions A0-A3, and the HOCP (12) for the hybrid performance function (11) . Define the family of system Hamiltonians by
x q , λ q ∈ R n q , u q ∈ U q , q ∈ Q, and let {q i } L i=0 be a specified sequence of discrete states with its associated set of switchings. Then for an optimal input u o and along the corresponding optimal trajectory x o , there exists an adjoint process λ o such that
for all v ∈ U q , where
almost everywhere t ∈ t 0 , t f , subject to
where p ∈ R when t j indicates the time of an autonomous switching, subject to the switching manifold condition m q j−1 q j x o q j−1 (t j −) = 0, and p = 0 when t j indicates the time of a controlled switching. Moreover, at both autonomous and controlled switching instants t j , the Hamiltonian satisfies
Proof. First, in part A, we study a needle variation to the optimal input at the last location u o q L at a Lebesgue instant 1 t ∈ (t L , t L+1 ] ≡ t L , t f to derive the Hamiltonian canonical equations (21) and (22), the adjoint terminal condition (25) , and the Hamiltonian minimization condition (20) in that location. This part of the proof is similar to the proof of the classical Pontryagin Minimum Principle.
Next, in part B, we perform a variation in the penultimate, L − 1 st , location in order to obtain (i) Hamiltonian canonical equations (21) and (22), and (ii) the Hamiltonian minimization condition (20) at the location q L−1 , as well as (iii) the boundary conditions (24) and (26), and (iv) the Hamiltonian boundary condition (27) at time t L .
Then, in part C, we extend the analysis for a general switching instant t j and prove that (i) to (iv) above hold for all locations.
In order to provide the simplest derivation of the main result we employ the Mayer version of the problem throughout the analysis. The equivalence of the Mayer and the Bolza formulations given in Section III-C then yields the Hybrid Minimum Principle in both forms.
Due to space limitation, the arguments of a function are sometimes written as superscripts, or the arguments are not displayed in full whenever their identification is clear, e.g.
q j , etc. Other notation conventions are defined upon their first appearance.
A. The last discrete state location
First, consider a Lebesgue time t ∈ (t L , t L+1 ] ≡ t L , t f and the evolution of the optimal statex o (τ), τ ∈ t 0 , t f , governed by the set of differential equations d dτx
We perform a needle variation at a Lebesgue time t in the form of
Defining the first order state variation as
the dynamics and boundary conditions of the first order state sensitivity are derived
Denoting the state transition matrix corresponding to (32) by Φ q L , it is shown by Linearization Theory (see e.g. [65] , [68] ) that
which is equivalent to
Substitution of (34) into (36) results in
for t ∈ t L , t f and evaluating it at t = t f we obtain
where, by the definition (18) forĝ, this is equivalent to
Also by differentiation of (38) with respect to t we obtain
The zero dynamics (43) with the terminal condition (40) gives λ o 0,q L (t) = 1, for all t ∈ t L , t f , and equation (44) is equivalent to
which is valid on t L , t f and where by definition
From the definition of Hamiltonian (46) and through a simple differentiation, the Hamiltonian canonical equation (21) for the state is also verified.
Also from (37) and (46) the Hamiltonian minimization
is obtained for all v ∈ U q L .
B. The penultimate location
Now consider a needle variation at time t ∈ (t L−1 , t L ] in the form of
where δ ≥ 0 corresponds to the case when the perturbed trajectory arrives on the switching manifoldm (x) := m q L−1 q L (x) = 0 at an earlier instant. The case with a later arrival time, i.e. δ ≤ 0 is handled in a similar fashion, and the case of a controlled switching, i.e. with no switching manifold, can be derived similarly by setting δ = 0.
For τ ∈ [t, t L − δ ) we may write
At t L the state of the optimal trajectory is determined bŷ
and the state of the perturbed trajectory is calculated aŝ
and hence, with the definition of µ L := lim →0 δ , the first order state sensitivity at t L is determined from
and where µ L = 0 if t L is the time of a controlled switching since δ = 0, and
in the case of an autonomous switching. In writing (55) we have employed the fact that 
Similar to part A, the dynamics and boundary conditions of the first order state sensitivity are derived as
and thus
Therefore, the optimality condition (36) is expressed as
for t ∈ [t L−1 , t L ] and evaluating it at t = t L we obtain
By the definition ofξ in (16), we have
and since also ∂m ∂z = 0 we have
Hence, (65) is equivalent tô
i.e.
Differentiating (38) with respect to t leads to
holds for t ∈ (t L−1 , t L ) with the Hamiltonian defined as
Also from (62) the minimization of the Hamiltonian is concluded as
Evaluating both
which is equivalent to (27) .
C. Other locations
We now consider a needle variation at a general Lebesgue time t ∈ (t n−1 , t n ) in the form of
(78) As before,
and
, autonomous switching.
The optimality condition (36) is expressed as
for t ∈ [t n−1 , t n ], which is equivalent tô
we may evaluate (86) at t = t n to obtain
Having established (65), we take the (backward) induction hypothesis aŝ
and denote the scalar product
Then equation (88) becomeŝ
Since the induction hypothesis (89) is proved to hold as (65) for n = L − 1, and since (89) for n implies (91), the boundary condition (26) is deduced from (91) in a similar way as shown in (66) 
This gives
Differentiating (86) with respect to t leads to
Therefore, λ o q n−1 ,0 (t) = 1 for t ∈ (t n−1 , t n ) is obtained as before and
holds for t ∈ (t n−1 , t n ) with the Hamiltonian defined as
Also from (84) the minimization of the Hamiltonian is concluded, i.e.
for all v ∈ U q n−1 .
Evaluating both H q n−1 and H q n at t n gives
which is equivalent to (27) . This completes the proof of the Hybrid Minimum Principle.
V. TIME-VARYING VECTOR FIELDS, COSTS, AND SWITCHING MANIFOLDS
For simplicity of the notation, the statement and the proof of the Hybrid Minimum Principle in Theorem 4.1 were presented for the case of time-invariant vector fields, time-invariant running, switching and terminal costs, and time-invariant switching manifolds. It is, however, no loss of generality as time-varying hybrid optimal control problems can be converted to time-invariant problems by the extension of states, vector fields, etc. asx
resulting in augmented vector fields as
subject to the initial conditioñ
with the switching manifold
and the extended jump function defined as
Corollary 5.1. For the case of time-varying vector fields, costs, and switching manifolds, the statement of Theorem 4.1 holds with the definition of the family of system Hamiltonians as
i.e. Equations (21)- (20) hold and the Hamiltonian boundary conditions (27) become
VI. ANALYTIC EXAMPLE A. Problem Statement
Consider a hybrid system with the indexed vector fields:
and the hybrid optimal control problem
subject to the initial condition h 0 = (q (t 0 ), x (t 0 )) = (q 1 , x 0 ) provided at the initial time t 0 = 0. At the controlled switching instant t s , the boundary condition for the continuous state is provided by the jump map x (t s ) = ξ (x (t s −)) = −x (t s −).
B. The HMP Formulation
Writing down the Hybrid Minimum Principle results for the above HOCP, the Hamiltonians are formed as
from which the minimizing control input for both Hamiltonian functions is determined as
Therefore, the adjoint process dynamics, determined from (22) and with the substitution of the optimal control input from (114), is written as
which are subject to the terminal and boundary conditions
The substitution of the optimal control input (114) in the continuous state dynamics (21) gives
which are subject to the initial and boundary conditions
The Hamiltonian continuity condition (27) states that
which can be written, using (122), as
(124)
C. The HMP Results
The solution to the set of ODEs (115), (116), (119), (120) together with the initial condition (121) expressed at t 0 , the terminal condition (117) determined at t f and the boundary conditions (122) and (118) provided at t s which is not a priori fixed but determined by the Hamiltonian continuity condition (124), provides the optimal control input and its corresponding optimal trajectory that minimize the cost J t 0 , t f , h 0 , 1; I 1 over I 1 , the family of hybrid inputs with one switching. The informativeness of the HMP results do not depend on the solution methodology for the ODE's and the associated boundary conditions. Interested readers are referred to [58] for further analytic steps to reduce the above boundary value ODE problem into a set of algebraic equations using the special forms of the differential equations under study.
VII. ELECTRIC VEHICLE WITH TRANSMISSION
Consider the hybrid model of an electric vehicle equipped with a dual planetary transmission (presented in detail in [56] ) with the hybrid automata diagram in Figure 2 . The discrete states q 1 , q 2 , q 5 , q 6 correspond to fixed gear ratios while q 3 , q 4 represent the system dynamics in transition between gears. The set of vector fields F is given as
where x q 1 , x q 2 , x q 5 , x q 6 ∈ R, x q 3 , x q 4 ∈ R 2 are the continuous components of the hybrid state, with the notation x (j) q i used for denoting the j th component, and
Since the powertrain in the transition between gears operates with one more degree of freedom than fixed gear ratio modes, transitions to and from q 3 , q 4 are accompanied by dimension changes. The set of jump transition maps Ξ is identified by
ξ q 3 q 1 = ξ q 4 q 2 :
ξ q 3 q 5 = ξ q 4 q 6 :
While initiations of gear changing can be made freely (and therefore switchings to q 3 , q 4 are controlled), the transitions back to a fixed gear mode require the full stop for one of the degrees of freedom. Moreover, switchings between torqueconstrained and power-constrained modes occur when the motor speed reaches a certain value. The set of switching manifolds M for the autonomous switchings are given by
Now, consider the hybrid optimal control problem for the minimization of energy required for a certain task, e.g. starting from the stationary state, i.e. h 0 ≡ (q, x) (t 0 ) = (q 1 , 0) with the sequence of discrete states given as {q 1 , q 2 , q 4 , q 6 }. Let the performance measure be determined by the sum of a terminal cost and the integral of the electric power consumption, i.e.
where the running costs l q i 's are the power consumption rates, determined from the motor efficiency map in [56] as
The HMP Results:
The Hybrid Minimum Principle in Section IV can be used to identify the optimal input and the corresponding optimal trajectory for the performance measure (143). Based on the HMP (details of the derivation are presented in the Appendix), optimal inputs are determined as
where x (t) ≡ x o q i (t) are processes governed by the set of differential equations
x (1)
subject to the initial and boundary conditions:
where the switching manifold condition are satisfied at the autonomous switching instances t s 1 , t s 3 , i.e.
and λ (t) ≡ λ o q i (t) are backward processes governed by the set of differential equations
subject to the terminal and boundary conditions: (1) [56] , [60] , [63] , [64] , the necessary optimality conditions of the HMP in the form of the above set of multiple-point boundary value differential equations uniquely identify optimal inputs and the corresponding optimal trajectories. The results are illustrated in Figure 3 . In order to illustrate the satisfaction of the adjoint boundary conditions (170) and (171), the components λ (1) and λ (2) of the adjoint process in t ∈ t s 2 , t s 3 are multiplied by g 1 tr and g 2 tr respectively, and are in-zoomed in Figure 4 . A more detailed derivation is provided in the Appendix. Interested readers are referred to [56] for more details and discussion on the results.
