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ON HOMOLOGY OF LIE ALGEBRAS
OVER COMMUTATIVE RINGS
SERGEI O. IVANOV, FEDOR PAVUTNITSKIY, VLADISLAV ROMANOVSKII,
AND ANATOLII ZAIKOVSKII
Abstract. We study five different definitions of the homology of a Lie algebra
over a commutative ring which are equivalent over fields. We show that they
are not equivalent over commutative rings, even over Z, and study connections
between them. In particular, we show that they are equivalent in the case of a
Lie algebra which is flat as a module. As an auxiliary result we prove that the
Koszul complex of a module M over a principal ideal domain that connects
the exterior and the symmetric powers 0 → Λ
n
M → M ⊗ Λ
n−1
M → ⋅ ⋅ ⋅ →
S
n−1
M ⊗M → S
n
M → 0 is acyclic.
Introduction
There are several equivalent purely algebraic definitions of group homology of a
group G. Namely one can define it using Tor functor over the group ring; or the
relative Tor functor; or in the simplicial manner, as a simplicial derived functor of
the functor of abelianization (see [24, Ch. II, §5]). For Lie algebras over a field we
can also define homology in several equivalent ways, including the homology of the
Chevalley–Eilenberg complex. Moreover, for a Lie algebra g over a commutative
ring k, which is free as a k-module we also have several equivalent definitions (see
[6, Ch. XIII]). However, in general, even in the case k = Z, these definitions are not
equivalent. For example, if we consider g = Z/2 as an abelian Lie algebra over Z, the
higher homology of the Chevalley–Eilenberg complex vanishes but Tor
Ug
2n+1(Z,Z) =
Z/2 for any n ≥ 0. This paper is devoted to study of different types of homology of
Lie algebras over commutative rings that are equivalent for Lie algebras over fields.
Let g be a Lie algebra over a commutative ring k and Ug be its universal en-
veloping algebra. We consider the following variants of homology of g.
(1) Tor homology is defined via the Tor functor:
H
T
∗ (g) = TorUg∗ (k, k).
(2) Relative Tor homology is defined via the relative Tor functor:
H
RT
∗ (g) = Tor(Ug,k)∗ (k, k).
(3) Chevalley-Eilenberg homology is defined as
H
CE
∗ (g) = H∗(CE•(g)),
where CE•(g) is the Chevalley-Eilenberg complex of g. The components of
CE•(g) are exterior powers CEn(g) = Λng and the differential Λng→ Λn−1g
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sends x1 ∧ ⋅ ⋅ ⋅ ∧ xn to
∑
i<j
(−1)i+j[xi, xj]∧ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xˆj ∧ ⋅ ⋅ ⋅ ∧ xn.
(4) Simplicial homology is defined as comonad derived functors (see [2]) of the
functor of abelianization ab ∶ Lie → Mod with respect to the comonad G
S
of the free forgetful-adjunction of the category of Lie algebras with the
category of sets Sets ⇄ Lie.
H
S
∗+1(g) = LGS∗ ab(g).
This derived functor can be equivalenly defined as a derived functor in the
sense of Tierney-Vogel [27] or in the sense of Quillen [6, Ch. XIII] but here
we prefer the language of comonad derived functors.
(5) Relative simplicial homology is defined similarly to the simplicial homology
but instead of the comonad G
S
we consider the comonad G
M
of another ad-
junction, of the adjunction of the category of Lie algebras with the category
of k-modules Mod⇄ Lie
H
RS
∗+1(g) = LGM∗ ab(g).
We prove that under certain conditions some of the definitions of homology are
equivalent. Namely, we prove the following two theorems.
Theorem (Theorem 7.3). If k is any commutative ring and g is flat as a module
over k, then all the versions of homology are naturally isomorphic
H
S
∗(g) ≅ HT∗ (g) ≅ HCE∗ (g) ≅ HRT∗ (g) ≅ HRS∗ (g).
Theorem (Theorem 7.2, Theorem 8.3). If k is a principal ideal domain and g is
any Lie algebra over k, then there are natural isomorphisms
H
CE
∗ (g) ≅ HRT∗ (g) ≅ HRS∗ (g)
and natural isomorphisms for all types of the second homology
H
S
2 (g) ≅ HT2 (g) ≅ HCE2 (g) ≅ HRT2 (g) ≅ HRS2 (g).
However, we provide an example of a Lie algebra g over Z such that
H
S
3 (g) ≅ (Z/2)⊕∞, HT3 (g) ≅ (Z/2)4, HCE3 (g) = 0
(Proposition 3.10). We also construct an example of a commutative ring k and a
Lie algebra g over k such that
H
CE
2 (g) /≅ HRT2 (g)
(Proposition 8.6) and another example such that
H
CE
3 (g) /≅ HRS3 (g)
(Proposition 7.4). These examples show that the only possibility for isomorphism
among these five types of homology is an isomorphism betweenH
RT
∗ (g) andHRS∗ (g).
However, we do not believe that they are isomorphic and we leave it here in the
form of conjecture.
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Conjecture. There exists a commutative ring k such that the functors H
RT
∗ and
H
RS
∗ are non-isomorphic.
The most complicated part in these examples was to compute the third simplicial
homology H
S
3 for some Lie algebras over Z. In order to do this we constructed a
spectral sequence that we call Chevalley-Eilenberg spectral sequence. We consider
derived versions of the Chevalley-Eilenberg complex
LmCE•(g) ∶ ⋅ ⋅ ⋅⟶ LmΛn(g)⟶ LmΛn−1(g)⟶ . . . ,
where LmΛ
n(−) = LmΛn(−, 0) is the non-shifted Dold-Puppe derived functor (see
[9]) of the functor of the exterior power. Homology of LmCE•(g) is denoted by
H
CE
n,m(g). We prove that there is a spectral sequence
E
2
m,n = H
CE
n,m(g)⇒ HSn+m(g)
(Theorem 3.2). Using this spectral sequence we show that there is an exact sequence
H
CE
4 (g) → HCE2,1(g) → HS3 (g) → HCE3 (g) → 0.
This exact sequence helps to reduce computations of H
S
3 to computations of H
CE
2,1.
It is still quite complicated functor but we found its description on the language of
derived functors in the sense of Dold-Puppe developed by Breen and Jean [4], [19]
(Theorem 3.9). Namely, in Breen’s notations we prove that there exists an exact
sequence
Ωg⊗ g
ϕ
⟶ Ωg⟶ H
CE
2,1(g)⟶ 0,
where Ω = L
1
Λ
2
and ϕ(ωn2 (a)⊗ b) = ωn1 ([a, b]) ∗ ωn1 (a).
An important tool in our work is the Koszul complexes of a k-module which
can be considered as a relation between functors of symmetric powers and exterior
powers:
0 → Λ
2
M →M ⊗M → S
2
M → 0,
0 → Λ
3
M →M ⊗ Λ
2
M → S
2
M ⊗M → S
3
M → 0,
. . .
(0.1) 0→ Λ
n
M →M ⊗ Λ
n−1
M → ⋅ ⋅ ⋅ → S
i
M ⊗ Λ
n−i
M → ⋅ ⋅ ⋅ → S
n
M → 0.
These complexes come from the general construction of a Koszul complex from
commutative algebra (see Section 5 for details). It is known that, if M is a flat
k-module, then these complexes are acyclic [17]. We prove the following.
Theorem (Theorem 5.7). Let M be a module over a commutative ring k and
n ≥ 1 be a natural number. Assume that one of the following properties hold:
(1) k is a principal ideal domain;
(2) M is flat;
(3) n ⋅ 1k is invertible in k.
Then the Koszul complex (0.1) is acyclic. Moreover, it is pure acyclic (see [10])
and in the case (3) it is contractible.
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We also provide an example of a commutative ring k and a module M such that
these complexes are not acyclic. Moreover, we provide an example of k andM such
that the map
Λ
2
M →M ⊗M, a ∧ b ↦ a⊗ b − b⊗ a
is not injective (Corollary 5.9).
In Appendix we show that, if for a k-module M the map Λ
2
M →M ⊗M is not
injective, then a Lie algebra given by g =M⊕Λ
2
M, where [a, b] = a∧b for a, b ∈M
and [α,−] = 0 = [−, α] for α ∈ Λ2M, does not satisfy the Poincare´–Birkhoff–Witt
property. These examples are related to examples of Lie algebras constructed by
Cohn [7] and Shirshov [25].
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1. Reminder on the bar construction
1.1. The bar construction for comonads. Let ∆+ denote the category of fi-
nite ordinals, including the empty set. This category is called augmented simplex
category. Its objects are natural numbers n = {0, . . . , n − 1} including 0 = ∅ and
morphisms are order-preserving functions. Its objects are also denoted by
[n] = n + 1
for n ≥ −1. Note that [−1] = 0 = ∅ and [0] = 1 = {0}. The simplex category ∆ is
a full subcategory of ∆+ with objects [n] for n ≥ 0.
An augmented simplicial object X of a category C can be treated as a functor
X ∶ ∆
op
+ → C, where Xn = X(n + 1).
The category ∆+ has a strict monoidal structure (∆+,+, 0) given by “disjoint
union” n⊗m = n+m. There is a unique structure of monoid on 1 ∈ ∆+ defined by
the maps 2→ 1 and 0 → 1. This monoid is a universal monoid (or walking monoid)
in the following sense. For any strict monoidal category C = (C, I,⊗) and any
monoid M = (M, η, µ) in C there exists a unique strict monoidal functor ∆+ → C
that sends the monoid 1 to the monoid M (see [22, Ch. VII, §5]).
If we consider the opposite category ∆
op
+ , then the object 1 has a unique structure
of comonoid, which is universal in the same sense. If G is a comonoid in a strict
monoidal category C, then there exists a unique functor of strict monoidal categories
∆
op
+ → C that takes 1 to G. This functor is denoted by
Bar(G) ∶ ∆op+ → C
and called the bar construction of the comonoid G.
A comonad G on a category C is a comonoid in the strict monoidal category of
endofunctors with respect to the composition of functors End(C) = (End(C), Id,◦).
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Then each comonad G defines an augmented simplicial endofunctor Bar(G) (see [2]).
Bar(G) ∶ Id G G2 G3 . . . ,d0 s0
d1
d0 s0
s1
d2
d1
d0
It is easy to check that Bar(G)n = Gn+1 and
di = G
i
εG
n−i
∶ G
n+1
→ G
n
, si = G
i
δG
n−i
∶ G
n+1
→ G
n+2
.
1.2. The bar construction for monads. The bar construction for monads is a
particular case of the bar construction for comonads. Namely, each monad M =(M, η, µ) defines an adjunction F ∶ C ⇄ CM ∶ U , where CM is the category of M-
algebras, U is the forgetful functor and F is the functor of free M-algebra. Then
G
M
= FU is a comonad on the category C
M
and the bar construction of M is
Bar(GM).
1.3. Extra degeneracy maps. Let X be an augmented simplicial object in a
category C. Extra degeneracy maps for X is a sequence of morphisms s−1 ∶ Xn →
Xn+1 for n ≥ −1 satisfying the extended simplicial identities
• d0s−1 = id;
• dis−1 = s−1di−1 for i ≥ 1;
• sis−1 = s−1si−1 for i ≥ 0
(see [3]). The following lemma seems to be well known but we can not find the
precise statement in the full generality in literature.
Lemma 1.1 (cf. [3, Th. 4.3]). Let X• be an augmented simplicial object in a
category C. If there exist extra degeneracy maps s−1 ∶ Xn → Xn+1, then X• is
strong homotopy equivalent to the constant simplicial object X
const
−1 .
Proof. Note that simplicial identities imply that for i ≥ j ≥ 0, i ≥ 1 we have
(1.1) d
i
0dj = d
i+1
0 d
i
0sj = d
i−1
0 .
Moreover, the identities for s−1 imply that for for i > j ≥ 0, i ≥ 1
(1.2) djs
i
−1 = s
i−1
−1 , dis
i
−1 = s
i
−1d0, sjs
i
−1 = s
i+1
−1 .
The identities (1.1) imply that there is a simplicial morphism f ∶ X• → X
const
−1
given by fn = d
n+1
0 ∶ Xn → X−1. The identities (1.2) imply that there is a simplicial
morphism g ∶ X
const
−1 → X• given by gn = s
n+1
−1 ∶ X−1 → Xn. It is easy to see that
fg = id. We claim that there is a homotopy from id to gf. We define the homotopy
as hi = s
i+1
−1 d
i
0 ∶ Xn → Xn+1. In order to check that this map is a homotopy from
id to gf , we have to prove the identities
(1) d0h0 = id; (2) dn+1hn = gf ;(3) dihj = hj−1di if i < j; (4) dj+1hj+1 = dj+1hj ;(5) dihj = hjdi−1 if i > j + 1; (6)sihj = hj+1si if i ≤ j;(7)sihj = hjsi−1 if i > j.
Let us prove them.
(1) d0h0 = d0s−1 = id;
(2) dn+1hn = dn+1s
n+1
−1 d
n
0 = s−1dns
n
−1d
n
0 = ⋅ ⋅ ⋅ = s
n+1
−1 d
n+1
0 .
6 IVANOV, PAVUTNITSKIY, ROMANOVSKII, AND ZAIKOVSKII
(3) dihj = dis
j+1
−1 d
j
0 = s
j
−1d
j
0 = s
j
−1d
j−1
0 di = hj−1di;
(4) dj+1hj+1 = dj+1s
j+2
−1 d
j+1
0 = s
j+1
−1 d
j+1
0 = dj+1s
j+1
−1 d
j
0 = dj+1hj ;
(5) dihj = dis
j+1
−1 d
j
0 = s
j+1
−1 di−j−1d
j
0 = s
j+1
−1 d
j
0di−1 = hjdi−1;
(6) sihj = sis
j+1
−1 d
j
0 = s
j+2
−1 d
j
0 = s
j+2
−1 d
j+1
0 si = hj+1si
(7) sihj = sis
j+1
−1 d
j
0 = s
j+1
−1 si−j−1d
j
0 = s
j+1
−1 d
j
0si−1 = hjsi−1. 
1.4. The bar construction in the case of adjoint functors. Let F ∶ D ⇆
C ∶ U be an adjunction with the unit η ∶ IdD → UF and the counit ε ∶ FU → IdC .
Such an adjunction defines a comonad (G, ε, δ) on the category C where G = FU
and δ = FηU ∶ G → G
2
.
Lemma 1.2. The augmented simplicial functor UBar(G) ∈ sFunct(C,D) has extra
degeneracy maps given by
s−1 = ηUG
n+1
∶ UG
n+1
→ UG
n+2
for n ≥ −1. In particular, UBar(G) is homotopy equivalent to the constant simplicial
functor U .
Proof. Note that di = UG
i
εG
n−i
, si = UG
i
FηUG
n−i
for i ≥ 0. A straightforward
computation using the formulas (Uε) ◦ (ηU) = id and (εF) ◦ (Fη) = id shows that
s−1 are extra degeneracy maps. 
2. Computing complexes for comonad derived functors
During this section C denotes a category G, denotes a comonad on C, A denotes
an abelian category and
Φ ∶ C → A
is a functor. The comonad derived functors of Φ (or Barr-Beck derived functors)
L
G
nΦ ∶ C → A are defined as
L
G
nΦ = Hn(ΦBar(G))
(see [2]). Here we treat the simplcial object ΦBar(G) as a chain complex in the usual
way. However straightforward computations by this definition can be complicated
and in this section we present a general way for replacement of the complex ΦBar(G)
by other complexes.
2.1. Quasi-comuting complexes. A quasi-computing complex for the derived
functors L
G
∗Φ ∶ C → A is a functor to the category of non-negatively graded chain
complexes
K• ∶ C → Com≥0(A)
such that the following axioms are satisfied
(C1) H0(K•) ≅ Φ;
(C2) Hn(K•G) = 0 for n ≥ 1.
Theorem 2.1. Let K• be a quasi-computing complex for L
G
∗Φ. Then there is a first
quadrant spectral sequence of homological type
E
1
i,j = L
G
jKi⇒ L
G
i+jΦ.
Moreover, the differential on E
1
is induced by the differential on K•.
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Proof. Set B = Bar(G) and L∗ = LG∗ . Consider a double chain complex Di,j =
Ki(Bj). If we fix i and consider the vertical homology we obtain by definition
H
vert
j (Di,∗) = LjKi. Then the first page of the spectral sequence E of the double
complex is E
1
i,j = LjKi. On the other hand, if we fix j and consider the horizontal
homology, we obtain H
hor
i (D∗,j) = 0 for i ≠ 0 by axiom (C2); andHhor0 (D∗,j) = ΦBj
by the axiom (C1). It follows that the homology of the total complex of D is
H∗(ΦB) = LG∗Φ. 
2.2. Computing complexes. Let F ∶ D ⇆ C ∶ U be an adjunction and G = FU
be the corresponding comonad on C. A computing complex for L
G
∗Φ with respect to
the adjunction F ∶ D ⇆ C ∶ U is a quasi-computing complex K• for L
G
∗Φ satisfying
one more axiom:
(C3) for any n ≥ 0 there exists a functor K˜n ∶ D → A such that Kn ≅ K˜nU .
Further in this section we assume that F ∶ D ⇆ C ∶ U is an adjunction and
G = FU is the corresponding comonad.
Lemma 2.2. Let Φ ∶ C → A be a functor such that there exists a functor Φ˜ ∶ D → A
such that Φ ≅ Φ˜U . Then L
G
nΦ = 0 for n ≠ 0 and L
G
0Φ ≅ Φ.
Proof. By Lemma 1.2 UBar(G) is homotopy equivalent to the constant simplicial
functor U . Hence ΦBar(G) ≅ Φ˜UBar(G) is homotopy equivalent to the constant
simplicial functor Φ˜U ≅ Φ. 
Theorem 2.3. Let K• be a computing complex for L
G
∗Φ. Then there is a natural
isomorphism
H∗(K•) ≅ LG∗Φ.
Proof. It follows from Lemma 2.2 and Theorem 2.1. 
2.3. Examples of computing complexes. In this section we consider examples
of computing complexes for homology of various algebraic systems. Further we
will often use the following construction. If K• ∈ Com≥0(A) is a non-negatively
graded chain complex in some abelian category A, we denote by K
′
• its shifted and
truncated version
(2.1) (K ′n) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Kn+1 n > 0
Ker(K1 → K0) n = 0
0 n < 0.
2.3.1. Group homology. Let C = Gr be the category of groups, D = Sets be the
category of sets, A = Ab be the category of abelian groups and F ∶ Sets ⇆ Gr ∶ U
be the standard free-forgetful adjunction and Φ = ab ∶ Gr → Ab is the functor of
group abelianization. Consider the standard complex for group homology C•(G),
where Cn(G) = Z[Gn] and
∂n(g1, . . . , gn) = (g2, . . . , gn)+n−1∑
i=1
(−1)i(g1, . . . , gigi+1, . . . , gn)+(−1)n(g1, . . . , gn−1)
and its shifted and truncated version C
′
•(G) (see (2.1)). Then C ′•(G) is a computing
complex for group homology L
G
∗ab. Indeed (C1) is satisfied because H0(C ′•(G)) =
H1(G) = Gab; (C2) is satisfied because higher homology of a free group is trivial;
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(C3) is satisfied because the functors Z[Gn] do not depend on the group structure of
G but only on the underlying set (the differential ∂ depend on the group structure).
Then Theorem 2.3 implies the well-known fact that the group homology coinsides
with the comonad derived functors of the functor of abelianization [24]
(2.2) H∗+1(G) ≅ LG∗ab(G).
2.3.2. Homology of Lie algebras over fields. Let k be a field, C = Lie be the category
of Lie algebras over k, D = Vect be the category of k-vector spaces, F
V
∶ Vect ⇆
Lie ∶ U
V
be the free-forgetful adjunction, A = Vect be the category of k-vector
spaces and Φ = ab ∶ Lie → Vect be the functor of abelianization. We denote by
G
V
∶= F
V
U
V
the corresponding comonad on the category of Lie algebras.
Consider the Chevalley-Eilenberg complex CE•(g) for a Lie algebra g, where
CEn(g) = Λng and
∂(x1 ∧ ⋅ ⋅ ⋅ ∧ xn) =∑
i<j
(−1)i+j[xi, xj] ∧ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xˆj ∧ ⋅ ⋅ ⋅ ∧ xn.
Denote by CE
′
•(g) its shifted and truncated version CE(g) (see (2.1)).
Proposition 2.4. CE
′
•(g) is a computing complex for LGV∗ ab.
Proof. (C1) is satisfied becauseH0(CE′•(g)) = H1(g) = gab. (C2) is satisfied because
in the case of a Lie algebra over a field the Lie algebra of the form G
V(g) is free
and Hn(CE•(f)) = Hn(f) = 0 for any free Lie algebra f. (C3) is satisfied because
Λ
n
g depends only on the structure of vector space on g. 
Proposition 2.4 and Theorem 2.3 imply the following well-known statement.
Corollary 2.5. For any Lie algebra g over a field there is a natural isomorphism
H∗+1(g) ≅ LGV∗ ab.
2.3.3. Homology of Leibniz algebras over fields. A Leibniz algebra is a generaliza-
tion of a Lie algebra introduced in [21]. A (left) Leibniz algebra over a field k is
defined as a vector space l together with a bilinear operation [−,−] satisfying the
Leibniz identity [a, [b, c]] = [[a, b], c]− [[a, c], b]. In the theory of Leibniz algebras
there is an analogue of the Chevalley-Eilenberg complex, that we call Leibniz-
Chevalley-Eilenberg complex, where the exterior powers are replaced by the tensor
powers
LCE•(l) ∶ ⋅ ⋅ ⋅ → l⊗3 → l⊗2 → l→ k→ 0.
The homology of a Leibniz algebra is defined as HL∗(l) = H∗(LCE•(l)). It is known
that for a free Leibniz algebra f its higher homology vanishes [21, Cor. 3.5]
HLn(f) = 0, n ≥ 2.
We denote by LCE
′
•(l) the shifted and truncated version of LCE•(l) (see (2.1)). Con-
sider the free-forgetful adjunction F
V
∶ Vect ⇄ Leibniz ∶ U
V
and the corresponding
comonad G
V
. Similarly to the case of Lie algebras one can prove the following.
Proposition 2.6. LCE
′
•(l) is a computing complex for LGV∗ ab ∶ Leibniz→ Vect.
Corollary 2.7. For any Leibniz algebra l over a field k there is a natural isomor-
phism
HL∗+1(l) ≅ LGV∗ ab.
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2.3.4. Rack homology. A rack is a magma R = (R,▷) such that the left multi-
plication with any element is its automorphism. The abelianization of a rack R
is defined as the quotient of the free abelian group Z[R] generated by R by the
subgroup generated by elements of the form y − x▷ y
Rab ∶= Z[R]/⟨y − x▷ y⟩.
Following [13], [12] (see also [26]) consider the complex CR•(R) such that CRn(R) =
Z[Rn] is a free abelian group generated by Rn and
∂(x1, . . . , xn) = n∑
i=1
(−1)i((x1, . . . , xˆi, . . . , xn)−(x1, . . . , xi−1, xi▷xi+1, . . . , xi▷xn)).
Then the rack homology is defined as HR∗(R) ∶= H∗(CR•(R)). It is known that
the higher rack homology of a free rack is trivial [11], [12, Th.5.13].
Let C = Racks be the category of racks, D = Sets be the category of sets,
F ∶ Sets ⇆ Racks ∶ U be the free-forgetful adjunction, A = Ab be the category of
abelian groups and Φ = ab ∶ Racks→ Ab be the functor of abelianization. Consider
the shifted and truncated version CR
′
•(R) of the complex CR•(R) (see (2.1)).
Lemma 2.8. CR
′
•(R) is a computing complex for derived functors of the rack
abelianization functor
L
G
∗ab ∶ Racks⟶ Ab.
Proof. (C1) is satisfied because H0(CR′•(R)) = HR1(R) = Rab; (C2) is satisfied
because the higher homology of a free rack is trivial; (C3) is satisfied because
CR
′
n(R) = Z[Rn+1] depends only on the underlying set of R. 
Proposition 2.9. The rack homology is isomorphic to the comonad derived func-
tors of the rack abelianization functor ab ∶ Racks→ Ab ∶
HR∗+1(R) ≅ LG∗ab(R).
Proof. It follows from Lemma 2.8 and Theorem 2.3. 
3. Chevalley-Eilenberg spectral sequence
for simplicial homology
3.1. The spectral sequence. Let k be a commutative ring, Mod denote the
category of k-modules and Lie denote the category of Lie algebras over k. Consider
two free-forgetful adjunctions
F
S
∶ Sets ⇆ Lie ∶ U
S
and F
M
∶ Mod⇆ Lie ∶ U
M
and the corresponding comonads G
S
∶= F
S
U
S
and G
M
∶= F
M
U
M
on the category
Lie. In this section we discuss a connection between simplicial homology of Lie
algebras H
S
∗+1 = L
G
S
∗ ab and the Chevalley-Eilenberg complex.
For a (not necessarily additive) functor Ψ ∶ Mod → Mod we denote by LnΦ ∶
Mod→ Mod its non-shifted derived functor in the sense of Dold-Puppe [9]
LnΨ(A) ∶= LDold−Puppen Ψ(A, 0).
For a Lie algebra g for simplicity we set LnΨ(g) ∶= (LnΨ)(UMg).
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Lemma 3.1. Let Ψ ∶ Mod → Mod be a functor. Then the derived functor of
the composition ΨU
M
∶ Lie → Mod with respect to the comonad G
M
is isomorphic
to the composition of the derived functor of Ψ in the sense of Dold-Puppe with
U
M
∶ Lie→ Mod ∶
L
G
S
∗ (ΨUM) ≅ (L∗Ψ)UM.
Proof. Set f• ∶= Bar(GS)(g). Then fn is a free Lie algebra for any n. Hence UMfn is
a free k-module. Therefore U
M
f• is a free simplicial resolution of U
M
g. Then by def-
inition of the Dold-Puppe derived functor we have (L∗Ψ)(UMg) = pi∗(Ψ(UMf•)) =
L
G
S
∗ (ΨUM). 
Note that components of the Chevalley-Eilenberg complex can be functorially
described as CEn = Λ
n
U
M
∶ Lie → Mod and ∂n ∶ CEn → CEn−1 is a natural
transformation. It induces a natural transformation L
G
S
mΛ
n
U
M
→ L
G
S
mΛ
n−1
U
M
.
Using Lemma 3.1 we obtain a map
∂n,m ∶ LmΛ
n
U
M
→ LmΛ
n−1
U
M
.
Then for any m ≥ 0 and any g the Chevalley-Eilenberg complex induces a complex
LmCE•(g) ∶ ⋅ ⋅ ⋅⟶ LmΛn(g) ∂n,m⟶ LmΛn−1(g)⟶ . . . .
The homology of this complex will be denoted by
H
CE
n,m(g) ∶= Hn(LmCE•(g)).
Theorem 3.2 (Chevalley-Eilenberg spectral sequence). For any Lie algebra g over
a commutative ring g there is a natural spectral sequence E = E(g) of homological
type such that
E
1
ij = LiΛ
j(g)⇒ HSi+j(g).
Moreover, the differential of E
1
comes from the differential of LiCE•(g), and hence,
the second page consists of H
CE
j,i (g)
E
2
i,j = H
CE
j,i (g)⇒ HSi+j(g).
Proof. Consider the shifted and truncated version of the Chevalley-Eilenberg com-
plex CE
′
•(g).We claim that it is a quasi-computing complex for LGS∗ ab. Indeed (C1)
is satisfied because H0(CE′•(g)) = H1(CE•(g)) = ab(g); (C2) is satisfied because
for any Lie algebra which is free as a k-module [6, Ch.XII, Th.7.1] the homology
of the Chevalley-Eilenberg complex coincides with the Tor homology, and hence,
Hn(CE′•(f)) = 0 for n > 0 and any free algebra f. Then the assertion follows from
Theorem 2.1, Lemma 3.1 and the formula CEn = Λ
n
U
M
. 
Remark 3.3. Λ
0(A) = k is a constant functor and Λ1(A) = A is an identity
functor. It follows that
LiΛ
0(g) = 0, LiΛ1(g) = 0, i > 0,
and hence,
H
CE
0,i (g) = 0, HCE1,i(g) = 0, i > 0.
It follows that there is an exact sequence
L1Λ
3(g) ∂3,1⟶ L1Λ2(g)⟶ HCE2,1(g)⟶ 0,
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where ∂3,1 is the differential in L1CE•(g).
Corollary 3.4. For any Lie algebra g over any commutative ring k there is an
isomorphism
H
S
2 (g) ≅ HCE2 (g).
Corollary 3.5. For any Lie algebra g over any commutative ring k there is an
exact sequence for H
S
3 (g):
H
CE
4 (g) → HCE2,1(g) → HS3 (g) → HCE3 (g) → 0.
The aim of the rest of this section is to give a more detailed description of the
functor H
CE
2,1(g) and the map ∂3,1 ∶ L1Λ3 → L1Λ2 in the spectral sequence in the
case k = Z (Theorem 3.9). We use descriptions of the functors L1Λ
2
and L1Λ
3
that
can be found in [4], [5], [19] and some additional work for element-wise computations
with this functors.
3.2. First derived functors of some elementary functors. In this subsection
we follow the notations of Breen’s paper [4] and Jean’s thesis [19] and intensively
use some of their results. Further in this section we assume that k = Z.
For any n ≥ 1 and an abelian group A we denote by
nA = {a ∈ A ∣ na = 0}
its n-torsion subgroup. For any abelian groups A,B Breen defines a natural map
τn ∶ nA⊗ nB⟶ Tor(A,B)
such that the group Tor(A,B) is generated by the elements τn(a, b) for all n ([4,
Prop. 3.5]). Moreover, the group Tor(A,B) can be presented as an abelian group
with generators τn(a⊗ b), a, b ∈ nA and relations
τnm(a⊗ b) = τn(ma⊗ b) = τn(a⊗mb)
for a, b ∈ nmA. Breen gives a conceptual definition of this homomorphism using the
language of the derived category D(Ab) but for our purposes we prefer to use an
explicit language of resolutions. Let P• → A be a flat (chain) resolution of A. For
any a ∈ A we choose its preimage v(a) ∈ P0 and for a ∈ nA we denote by u(a) ∈ P1
an element such that ∂(u(a)) = nv(a). Then τn(a⊗ b) corresponds to the class of
u(a)⊗ b ∈ P1 ⊗B in H1(P• ⊗ B) ≅ Tor(A,B).
(3.1) τn(a⊗ b)↔ [u(a)⊗ b] ∈ H1(P• ⊗B).
It is easy to check that this definition is equivalent to the definition of Breen [4,
(3.6)].
More symmetrically, if Q• → B is a flat resolution of B, then τn(a ⊗ b) cor-
responds to the class of u(a) ⊗ v(b) − v(a) ⊗ u(b) ∈ (P1 ⊗ Q0) ⊕ (P0 ⊗ Q1) in
H1(P• ⊗ Q•). Indeed, it is a cycle and the quasi-isomorphism P• ⊗ Q• → P• ⊗ B
sends it to u(a)⊗ b.
(3.2) τn(a⊗ b)↔ [u(a)⊗ v(b) − v(a) ⊗ u(b)] ∈ H1(P• ⊗Q•).
Consider the functor of the tensor square
⊗
2
∶ Ab → Ab.
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The Eilenberg-Zilber theorem implies that its first derived functor is isomorphic to
the Tor functor
L1⊗
2(A) ≅ Tor(A,A)
The composition of τn with this isomorphism will be denoted by
τ˜n ∶ nA⊗ nA⟶ L1⊗
2(A).
Now take a simplicial flat resolution P• → A. For a ∈ A we fix some its preimage
v(a) ∈ P0 and for a ∈ nA we denote by u(a) ∈ P1 an element such that d1(u(a)) =
0 and d0(u(a)) = nv(a).
Lemma 3.6. For any flat simplicial resolution P• → A and a, b ∈ nA the element
τ˜n(a⊗ b) ∈ L1⊗2(A) corresponds to the class of the element
s0v(a) ⊗ u(b) − u(a) ⊗ s0v(b)
in pi1(⊗2P•).
Proof. Consider the Moore complex of the simplicial resolution P• = N(P•). Then
P• is a flat (chain) resolution of A and we can choose v(a) and u(a) such that the
embedding Pi ↪ Pi sends v(a) to v(a) and u(a) to u(a). The Eilenber-Zilber map
P• ⊗ P• → N(P• ⊗P•) in this dimension acts as follows
P0 ⊗ P1 → N(P• ⊗P•)1, p⊗ q ↦ s0p⊗ q,
P1 ⊗ P0 → N(P• ⊗P•)1, q ⊗ p↦ q ⊗ s0p.
The assertion follows. 
Following Breen we denote by Ω the first derived functor of the functor of exterior
square Λ
2
∶ Ab → Ab
ΩA ∶= L1Λ
2(A).
The natural transformation Λ
2
A → ⊗
2
A, given by a∧ b ↦ a⊗ b− b⊗ a induces an
embedding [19, Th.2.3.3], [5, §2.2]
ΩA ↣ L
1
⊗
2(A) ≅ Tor(A,A).
Moreover, there is a natural action of the symmetric group Σ2 on Tor(A,A) such
that ΩA is isomorphic to the group of invariants of this action
ΩA ≅ Tor(A,A)Σ2 .
The morphism τn ∶ nA ⊗ nA → Tor(A,A) respects the action of Σ2 and induces a
homomorphism from the divided square of nA
λn ∶ Γ
2(nA) → ΩA
such that the diagram
Γ
2(nA) ΩA
nA⊗ nA Tor(A,A)
λn
τn
is commutative [4, (5.6)]. The abelian group ΩA is generated by elements of the
form
ω
n
2 (a) ∶= λn(γ2(a)), a ∈ nA.
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We also consider the following elements in ΩA
ω
n
1 (a) ∗ ωn1 (b) ∶= ωn2 (a + b)− ωn2 (a) − ωn2 (b) = λn(γ1(a)γ1(b)).
Lemma 3.7. Let a ∈ nA and P• be a flat simplicial resolution of A. Then the
element ω
n
2 (a) ∈ ΩA corresponds to the class of
s0v(a) ∧ u(a)
in pi1(Λ2P•). The element ωn1 (a) ∗ ωn1 (b) corresponds to the class of
s0v(a) ∧ u(b) + s0v(b) ∧ u(a).
Proof. The map Λ
2
P• → ⊗
2
P• sends s0v(a)∧u(a) to the element s0v(a)⊗u(a)−
u(a) ⊗ s0v(a) that corresponds to τn(a ⊗ a) by Lemma 3.6. Since the image of
γ2(a) in nA⊗ nA is a⊗ a, we obtain that s0v(a) ∧ u(a) corresponds to ωn2 (a).
Note that the class of the element s0v(a)∧ u(a) does not depend on the choice
of v and u. We can choose new preimages families of v
′
, u
′
such that for two fixed
elements a, b ∈ nA we have v
′(a + b) = v(a) + v(b) and u′(a + b) = u(a) + u(b).
Then the element ω
n
1 (a) ∗ ωn1 (b) = ωn2 (a + b) − ωn2 (a) − ωn2 (b) corresponds to the
class of
s0v
′(a + b)⊗ u′(a + b)− s0v(a) ⊗ u(a) − s0v(b) ⊗ u(b).
The assertion follows. 
The multiplication map Λ
s
A ⊗ Λ
t
A → Λ
s+t
A induces a map in the derived
category LΛ
s(A)⊗L LΛt(A)⟶ LΛs+t(A). The Ku¨neth formula then gives a map
L1Λ
2(A) ⊗ L0Λ1(A) → L1Λ3(A) that can be rewritten as
α ∶ ΩA⊗A↠ L1Λ
3(A)
Breen proved that the map is an epimorphism and give some more detailed descrip-
tion of L1Λ
3
in these terms and Jean generalized this for LiΛ
n
. We set
αn(a, b) ∶= α(ωn2 (a)⊗ b)
for a ∈ nA and b ∈ A. The elements of the form αn(a, b) generate L1Λ3(A) [4,
Prop.6.15].
Lemma 3.8. For any simplicial resolution P• of an abelian group A an element
αn(a, b) ∈ L1Λ3(A) corresponds to the class of
s0v(a) ∧ u(a) ∧ s0v(b)
in pi1(Λ3P•).
Proof. The Ku¨nneth map in the simplicial case pi1(Λ2P•)⊗pi0(P) → pi1(Λ2P•⊗P•)
is the composition of the chain Ku¨nneth map and the Eilenberg-Zilber map
N(Λ2P•)1 ⊗N(P•)0 → N(Λ2P• ⊗P•)1
which in this dimension is given by
θ ⊗ p ↦ θ ⊗ s0p.
By Lemma 3.7 the element ω
n
2 (a) corresponds to the class of the element s0v(a)∧
u(a) in pi1(Λ2P•). The element b ∈ A corresponds to v(a) in pi0(P•). Therefore
the Eilenberg-Zilber map sends the element corresponding to ω
n
2 (a)⊗b to s0v(a)∧
u(a)⊗ s0v(b). The multiplication map sends it to s0v(a) ∧ u(a) ∧ s0v(b). 
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3.3. A description of H
CE
2,1(g).
Theorem 3.9. For any Lie algebra g over Z there is an exact sequence
(3.3) Ωg⊗ g
ϕ
⟶ Ωg⟶ H
CE
2,1(g)⟶ 0,
where
(3.4) ϕ(ωn2 (a)⊗ b) = ωn1 ([a, b]) ∗ ωn1 (a).
Proof. By Remark 3.3 we have an exact sequence
L1Λ
3(g) ∂3,1⟶ Ωg⟶ HCE2,1(g) → 0.
We define ϕ as the composition of α ∶ Ωg ⊗ g ↠ L1Λ
3
g and ∂3,1. Since α is an
epimorphism, we obtain an exact sequence (3.3). Then we only need to prove the
formula (3.4).
Note that ϕ(ωn2 (a) ⊗ b) = ∂3,1(αn(a, b)). Then we need to prove the formula
∂3,1(αn(a, b)) = ωn1 ([a, b]) ∗ ωn1 (a).
Set f• = Bar(GS)(g). Hence UMf• is a flat resolution of UMg. By Lemma 3.8 the
element αn(a, b) can be presented by the element
(3.5) s0v(a) ∧ u(a) ∧ s0v(b) ∈ Λ3f•.
The map ∂3,1 is induced by the map ∂3 ∶ Λ
3
g→ Λ
2
g which is given by
∂3(x1 ∧ x2 ∧ x3) = −[x1, x2] ∧ x3 + [x1, x3] ∧ x2 − [x2, x3]∧ x1.
Then the element (3.5) is mapped to
(3.6) −[s0v(a),u(a)]∧s0v(b)+[s0v(a), s0v(b)]∧u(a)−[u(a), s0v(b)]∧s0v(a)
Note that for two elements θ, η ∈ f1 such that θ ∈ Z1(f•) we have that θ∧η ∈ Λ2f•
is a Moore boundary. Indeed, since Z1(f•) = B1(f•), there is ζ ∈ N2(f•) such that
d0(ζ) = θ. Hence ζ ∧ s0η ∈ N2(Λ2f•) and d0(ζ ∧ s0η) = θ ∧ η. It follows that for
any θ1, θ2, η ∈ f1, if d0(θ1) = d0(θ2) and d1(θ1) = d1(θ2) = 0, the elements
θ1 ∧ η and θ2 ∧ η
differ by a Moore boundary and θ1∧η can be replaced by θ2∧η in any computation
up to boundary. Using this, the first summand of (3.6) can be replaced by zero,
because di([s0v(a),u(a)]) = 0 for i = 0, 1; the second summand can be replaced by
s0v([a, b]) ∧ u(a); and the last summand can be replaced by −u([a, b]) ∧ s0v(a).
Therefore the element ∂3,1(αn(a, b)) corresponds to
s0v([a, b]) ∧ u(a) + s0v(a) ∧ u([a, b]).
The assertion follows from Lemma 3.7. 
3.4. Example.
Proposition 3.10. Let k = Z and f(x, y) be a free Lie algebra over Z generated by
two letters. Consider the tensor product
g ∶= f(x, y) ⊗ Z/2
as a Lie algebra over Z. Then
H
S
3 (g) ≅ (Z/2)⊕∞, HT3 (g) ≅ (Z/2)4, HCE3 (g) = 0.
Moreover, H
CE
2,1(g) ≅ (Z/2)⊕∞, HT2n+2(g) = 0 and HT2n+1(g) = (Z/2)2n+1 for n ≥ 0.
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Proof. If we consider g as a Lie algebra over Z/2, then it is just the free algebra
over the field Z/2. The Chevalley-Eilenberg complex CE•(g) over Z equals to the
Chevalley-Eilenberg complex over Z/2 (that computes the ordinary homology over
a field) and hence, H
CE
n (g) = 0 for any n ≥ 2.
Prove that H
S
3 (g) ≅ (Z/2)⊕∞. By Corollary 3.5 we obtain
H
S
3 (g) ≅ HCE2,1(g).
Then it is enough to compute H
CE
2,1(g) using Theorem 3.9. For any free abelian
group A there is a natural isomorphism Tor(A/2, A/2) ≅ A/2⊗A/2. It follows that
Ω(A/2) ≅ Γ2Z/2(A/2), γ2(a)↔ ω22(a).
Note that there is a natural epimorphism
ε ∶ Γ
2
Z/2(A/2)↠ A/2, γ2(a) ↦ a
that vanishes γ1(a)γ1(b) for any a, b ∈ A/2. This follows that Ωg ≅ Γ2Z/2(g) and
the composition of two maps
Ωg⊗ g
ϕ
⟶ Ωg
ε
⟶ g.
vanishes. Therefore there is an epimorphism H
CE
2,1(g) ↠ g induced by ε. The Lie
algebra g is isomorphic to (Z/2)⊕∞ as an abelian group. Therefore, we have an
epimorphism
H
CE
2,1(g)↠ (Z/2)⊕∞.
On the other hand H
CE
2,1(g) is a quotient of Ωg ≅ Γ2Z/2((Z/2)⊕∞) ≅ (Z/2)⊕∞, and
hence H
CE
2,1(g) ≅ (Z/2)⊕∞.
Let us compute H
T
∗ (g). It is easy to check that Ug = Z⟨x, y⟩/(2x, 2y). Denote
by I the augmentation ideal of U ∶= Z⟨x, y⟩/(2x, 2y). Note that I coincides with
the augmentation ideal of F2⟨x, y⟩ which is free as a right module
(F2⟨x, y⟩)2 ≅ I, (a, b) ↦ xa + yb.
Using the exact sequence
0⟶ Z
2⋅
⟶ U⟶ F2⟨x, y⟩⟶ 0
we obtain that there is a short exact sequence
0⟶ Z
2
⟶ U
2
⟶ I⟶ 0.
Combining this with the short exact sequence 0 → I → U → Z → 0, we obtain the
following free resolution
⋅ ⋅ ⋅ → U
8
→ U
8 f
4
→ U
4 g
4
→ U
4 f
2
→ U
2 g
2
→ U
2 f
→ U → 0,
where f(a, b) = xa + yb and g(a) = 2ε(a). Tensoring it by Z over U we obtain the
following complex
⋅ ⋅ ⋅ → Z
8 2
→ Z
8 0
→ Z
4 2
→ Z
4 0
→ Z
2 2
→ Z
2 0
→ Z→ 0.
It follows that H
T
2n+2(g) = 0 and HT2n+1(g) = (Z/2)2n+1 for n ≥ 0. 
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4. Relative purity
4.1. Pure acyclic complexes. In this section we assume that R is a unital as-
sociative ring.
Definition 4.1. A short exact sequence of right R-modules
E ∶ 0⟶M
′
⟶M⟶M
′′
⟶ 0
is called pure exact if one of the following equivalent properties hold (see [20, Th.
4.89]):
(1) E ⊗R N is short exact for any left R-module N ;
(2) E ⊗R N is short exact for any finitely presented left R-module N ;
(3) HomR(N,E) is short exact for any finitely presented right R-module N ;
(4) E is a filtered colimit of split short exact sequences Ei.
A submodule M
′
≤ M is called pure if the sequence M
′
↣ M ↠ M/M ′ is pure
exact.
Definition 4.2. An acyclic complex C• of R-modules is called pure acyclic if one
of the following equivalent properties hold (see [10, Prop.2.2] and [8, Th.18-2.11]):
(1) Zn ↣ Cn↠ Zn+1 is pure exact for any n, where Zk = Ker(Ck → Ck−1);
(2) C• ⊗R N is acyclic for any left R-module N ;
(3) C• ⊗R N is acyclic for any finitely presented left R-module N ;
(4) HomR(N,C•) is acyclic for any finitely presented right R-module N ;
(5) C• is a filtered colimit of contractible complexes.
Lemma 4.3 (pure 3 × 3-lemma). Let C
′
• ↣ C• ↠ C
′′
• be a short exact sequence
of complexes of right R-modules such that C
′
n ↣ Cn ↠ C
′′
n is pure exact sequence
for any n. Assume that any two of this three complexes C
′
•, C•, C
′′
• are pure acyclic.
Then the third one is also pure acyclic.
Proof. Since C
′
n ↣ Cn ↠ C
′′
n is pure exact for any n, then C
′
•⊗RN ↣ C•⊗RN ↠
C
′′
• ⊗R N is a short exact sequence for any left R-module N. The assertion follows
from the long homology sequence. 
4.2. Relative homology. In this section we denote by R a ring and by S its
subring. We will use the framework of (R,S)-relative homological algebra. We
follow notation and terminology of Mac Lane [23, Ch.IX].
Assume that M is a right R-module and N is a left R-module. Usually in order
to define Tor
(R,S)
∗ (M,N) one takes an S-split (R,S)-projective resolution P•↠M
and define
Tor
(R,S)
∗ (M,N) ∶= H∗(P• ⊗R N).
We generalize the notion of S-split resolution in the following way. We say that
a resolution P• ↠ M of an R-module M is S-pure, if the augmented resolution
P
′
• = Cone(P• → M[0]) is pure acyclic over S. The aim of this section is to
prove that in order to compute Tor
(R,S)
∗ (M,N) one can use not only S-split (R,S)-
projective resolutions but also S-pure (R,S)-projective resolutions.
Lemma 4.4. Let C• be an S-pure acyclic complex of right R-modules and let P be
a left (R,S)-projective R-module. Then the complex C• ⊗R P is acyclic.
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Proof. Any (R,S)-projective left R-module is a direct summand of a module of the
form R⊗SA, where A is a left S-module. Then it is enough to prove the statement
for P = R ⊗S A. The assertion follows from the isomorphism C• ⊗R (R ⊗S A) ≅
C• ⊗S A and the fact that C• is S-pure acyclic. 
Lemma 4.5. Let M and N be right and left R-modules respectively and P• → M
and Q• → N be their S-pure (R,S)-resolutions. Then the maps P• → M and
Q• → N induce isomorphisms
H∗(P• ⊗R N) ≅ H∗(P• ⊗R Q•) ≅ H∗(M ⊗R Q•).
Proof. Consider the double complex Dn,m = Pn ⊗R Qm. Then P• ⊗R Q• is the
totalization of this complex. By Lemma 4.4 the complex P
′
•⊗RQm is acyclic, where
P
′
• is the augmented resolution. It follows that H∗(P• ⊗R Qm) =M ⊗R Qm[0] for
any m. Therefore the horizontal homology of D•• are concentrated in zero row and
equal to M ⊗ Q•. Similarly the vertical homology of D•• are concentrated in zero
column and equal to P• ⊗R N. Therefore the two spectral sequences of the double
complex imply the assertion. 
Theorem 4.6. Let M be right R-module and P• → M be its S-pure (R,S)-
projective resolution. Then for any left R-module there is a natural isomorphism
Tor
(R,S)
∗ (M,N) ≅ H∗(P• ⊗R N).
Proof. Consider an S-split (R,S)-projective resolutionQ• → N. Then Tor(R,S)• (M,N)
is isomorphic to H∗(M ⊗R Q•). Since P• is S-split (R,S)-projective resolution, it
is also S-pure (R,S)-projective resolution. Then the assertion follows from Lemma
4.5. 
The following statement seems to be well known but we add it for completeness.
Proposition 4.7. Assume that R is flat as a right S-module and M is a right
R-module which is flat over S. Then
Tor
(R,S)
∗ (M,N) ≅ TorR∗ (M,N).
Proof. Note that for any flat right S-module A the R-module A ⊗S R is also flat.
On the other hand, since R is flat over S, any flat right R-module is flat over S
(indeed any flat R-module is a filtered colimit of free R-modules which are flat over
S). It follows that, if A is a flat S-module, then A⊗S R is also a flat S-module.
For any R-moduleM we consider the following epimorphism of R-modulesM⊗S
R ↠ M,m ⊗ r ↦ mr. It splits over S by the map M → M ⊗S R,m ↦ m ⊗ 1.
Recursively for i ≥ 0 define Mi and Pi such that M0 = M, Pi = Mi ⊗S R and
Mi+1 = Ker(Pi↠Mi). So we obtain S-split exact sequences
0⟶Mi+1⟶ Pi⟶Mi⟶ 0,
where Pi is (R,S)-projective.
We claim that the modules Mi and Pi are flat over S. Indeed, we know that M0
is flat over S; if we assume thatMi is flat over S we obtain that Pi =Mi⊗SR is flat
over S, and hence Mi+1 is flat over S by [20, Cor 4.86]. Since Mi is flat over S, we
obtain that Pi is flat over R. It follows that P• is flat resolution of M. On the other
hand it is an (R,S)-projective S-split resolution of M . The assertion follows. 
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5. Koszul complexes
5.1. Preliminaries. Let k be a commutative ring and A =⨁n∈Z An be a graded
algebra over k. A differential on A is a collection of k-homomorphisms (∂ ∶ An →
An−1)n∈Z satisfying ∂∂ = 0 and ∂(αβ) = ∂(α)β + (−1)nα∂(β) for any α ∈ An and
β ∈ Am. Then a dg-algebra is a graded algebra together with a differential.
If k is a commutative ring, E is an k-module and f ∶ E → k is anR-homomorphism,
then the associated Koszul chain complex Kos•(f) is a dg-algebra whose underly-
ing graded algebra is the exterior algebra ΛkE and the differential is given by the
formula
∂(e1 ∧ ⋅ ⋅ ⋅ ∧ en) = n∑
i=1
(−1)i+1f(ei)e1 ∧ ⋅ ⋅ ⋅ ∧ eˆi ∧ ⋅ ⋅ ⋅ ∧ en.
It is easy to check that this formula defines a differential.
Lemma 5.1. The differential of Kos•(f) is the unique differential on the graded
algebra ΛkE such that ∂(e) = f(e) for any e ∈ E.
Proof. Obvious. 
5.2. Koszul complex of a module. In this subsection we assume that k is a
fixed commutative ring and all modules are modules over k and set ⊗ = ⊗k.
Let M be a k-module. Consider the symmetric algebra of this module SM , an
SM -module E ∶= SM ⊗ M and fM ∶ SM ⊗M → SM given by multiplication
fM(α ⊗ a) = αa. Since the extension of scalars sends exterior powers to exterior
powers, we have an isomorphism
Λ
n
SM(SM ⊗M) ≅ SM ⊗ ΛnM.
Therefore we obtain a dg-algebra Kos•(M) ≅ Kos•(fM) over SM such that
Kosn(M) = SM ⊗ ΛnM
with the differential
∂(α⊗ a1 ∧ ⋅ ⋅ ⋅ ∧ an) = n∑
i=1
(−1)i+1αai ⊗ a1 ∧ ⋅ ⋅ ⋅ ∧ aˆi ∧ ⋅ ⋅ ⋅ ∧ an.
Kos•(M) ∶ ⋅ ⋅ ⋅ → SM ⊗ Λ2M → SM ⊗M → SM ⊗ k→ 0
(see [17, p. 4.3.1]).
Lemma 5.2. Consider the algebra SM ⊗ΛM as a graded algebra with the grading
given by (SM ⊗ ΛM)n = SM ⊗ ΛnM.
Then the differential of Kos•(M) is the unique differential on the graded algebra
SM ⊗ ΛM such that ∂(1⊗ a) = a⊗ 1 for any a ∈M.
Proof. Since (SM ⊗ ΛM)0 = SM ⊗ k we obtain ∂(α ⊗ 1) = 0 for any α ∈ SM
and any differential ∂. Therefore, the equation ∂(1⊗ a) = a⊗ 1 implies ∂(α⊗ a) =
αa⊗ 1 = fA(α⊗ a)⊗ 1. Then the assertion follows from Lemma 5.1. 
Lemma 5.3. For any k-modules M,N there is a natural isomorphism of dg-
algebras
Kos•(M ⊕N) ≅ Kos•(M)⊗ Kos•(N).
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Proof. Since we have isomorphisms of graded rings SM ⊗ SN ≅ S(M ⊕ N) and
ΛM⊗ΛN ≅ Λ(M⊕N)we obtain an isomorphism of graded rings S(M⊕N)⊗Λ(M⊕
N) ≅ (SM⊗ΛM)⊗(SN⊗ΛN). Then we only need to check that this isomorphism
is compatible with differentials. On the other hand for any a ∈ A, b ∈ B the element
1 ⊗ (a, b) ∈ Kos•(M ⊕ N) corresponds to the element (1 ⊗ a) ⊗ 1 + 1 ⊗ (1 ⊗ b)
of Kos•(M) ⊗ Kos•(N). Then ∂((1 ⊗ a) ⊗ 1 + 1 ⊗ (1 ⊗ b)) = a ⊗ 1 + 1 ⊗ b which
corresponds to (a, b) ⊗ 1 in Kos•(M ⊕ N). Therefore the assertion follows from
Lemma 5.2. 
Lemma 5.4. The functor from the category of modules to the category of complexes
Kos• ∶ Mod⟶ Com, M ↦ Kos•(M)
commutes with filtered colimits.
Proof. It follows from the fact that the functors of symmetric powers, exterior
powers and tensor product commute with filtered colimits and the differential is
natural by M . 
Lemma 5.5. Assume that M is a k-module, which is isomorphic to a finite di-
rect sum of cyclic k-modules. Then the augmentation of Kos•(M) is a homotopy
equivalence of complexes
Kos•(M) ≃→ k[0].
(The homotopy is not natural in M .)
Proof. The proof is by induction on the number of summands. IfM ≅ k/I is cyclic,
then Λ
n
M = 0 for n ≥ 2, and S
n
M ≅ k/I ≅ SnM ⊗M and n ≥ 1. Then SM =
k⊕ (⨁n≥1 k/I) and SM ⊗M =⨁n≥1 k/I. It follows that SM ⊗M → SM → k
is a split short exact sequence.
Assume thatM,N are k-modules such that Kos•(M) and Kos•(N) are homotopy
equivalent to k[0]. By Lemma 5.3 we have Kos•(M ⊕ N) ≅ Kos•(M) ⊗ Kos•(N).
Homotopy equivalence is invariant with respect to the tensor product. The assertion
follows. 
We denote by Kos
′
•(M) the “augmented” Koszul complex, where Kos′−1(M) = k
and Kos
′
0(M) → Kos′−1(M) is the projection SM → S0M ≅ k.
Proposition 5.6. Let M be a k-module. Assume that M can be presented as a
filtered colimit of finite direct sums of finite modules
M = colimMi, Mi ≅ k/I1,i ⊕ ⋅ ⋅ ⋅ ⊕ k/Ini,i.
Then the complex Kos
′
•(M) is pure acyclic.
Proof. Since M is a direct limit of finite direct sums of cyclic modules, the complex
Kos
′
•(M) is a direct limit of contractible complexes by Lemma 5.5 and Lemma 5.4.
Hence, it is pure acyclic. 
The Koszul complex Kos•(M) has a natural decomposition into direct sum of
complexes
Kos•(M) =⨁
k≥0
Kos•(M,k),
where Kosn(M,k) = Sk−nA⊗ ΛnA ∶
Kos•(M,k) ∶ 0 → ΛkM → A⊗ Λk−1A→ ⋅ ⋅ ⋅ → Sk−1M ⊗M → SkM → 0.
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Theorem 5.7. Let M be a module over a commutative ring k and k ≥ 1 be a
natural number. Assume that one of the following properties hold:
(1) k is a principal ideal domain;
(2) M is flat;
(3) k ⋅ 1k is invertible in k.
Then the complex Kos•(M,k) is pure acyclic. Moreover, in the case (3) it is con-
tractible.
Proof. (1) If k is a principal ideal domain, any finitely generated module is a finite
direct sum of cyclic modules. Since any module can be presented as a direct limit of
its finitely generated submodules, any module is a filtered colimit of finite sums of
cyclic modules. Then it follows from Proposition 5.6 and the fact that Kos•(M,k)
is a direct summand of Kos
′
•(M,k) for k ≥ 1.
(2) If M is flat then by the Govorov-Lazard theorem it is a filtered colimit
of finitely generated free modules. Then again by Proposition 5.6 we obtain the
assertion.
(3) Here we prove that the complex Kos(M,k) is contractible if k ⋅1k is invertible
in k. Consider the map
hn,m ∶ S
n
M ⊗ Λ
m
M⟶ S
n−1
M ⊗ Λ
m+1
M
given by
hn,m(a1 . . . an ⊗ β) = n∑
i=1
a1 . . . aˆi . . . an ⊗ ai ∧ β.
We also consider the differentials ∂n,m ∶ S
n
M ⊗ Λ
m
M → S
n+1
M ⊗ Λ
m−1
M. We
claim that
(5.1) ∂n−1,m+1hn,m + hn+1,m−1∂n,m = (n +m) ⋅ id.
Prove the equation (5.1). Consider elements α = a1 . . . an ∈ S
n
M and β =
b1 ∧ ⋅ ⋅ ⋅ ∧ bm ∈ Λ
m
M. We set αi = a1 . . . aˆi . . . an and βj = b1 ∧ ⋅ ⋅ ⋅ ∧ bˆj ∧ ⋅ ⋅ ⋅ ∧ bm.
Then h(α ⊗ β) =∑ni=1 αi ⊗ ai ∧ β and ∂(α⊗ β) = ∑mj=1(−1)j+1αbj ⊗ βj .
∂n−1,m+1hn,m(α⊗ β) = ∂n−1,m+1 ( n∑
i=1
αi ⊗ ai ∧ β)
=
n
∑
i=1
(α⊗ β + m∑
j=1
(−1)jαibj ⊗ ai ∧ βj)
= nα⊗ β +
n
∑
i=1
m
∑
j=1
(−1)jαibj ⊗ ai ∧ βj .
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hn+1,m−1∂n,m(α⊗ β) = h ( m∑
j=1
(−1)j+1αbj ⊗ βj)
=
m
∑
j=1
((−1)j+1α⊗ bj ∧ βj + n∑
i=1
(−1)j+1αibj ⊗ ai ∧ βj)
=
m
∑
j=1
(α⊗ β + n∑
i=1
(−1)j+1αibj ⊗ ai ∧ βj)
= mα⊗ β +
n
∑
i=1
m
∑
j=1
(−1)j+1αibj ⊗ ai ∧ βj ,
Therefore ∂n−1,m+1hn,m+hn+1,m−1∂n,m = (n+m) ⋅ id. It follows that h˜i = 1k ⋅hk−i,i
is a contracting homotopy for Kos(M,k). 
5.3. Example. This section is devoted to an example of a commutative ring k
and a finitely presented module M such that Kos•(M,n) is not exact. Namely, for
each n we construct k and M such that the map ∂ ∶ Λ
n
M →M ⊗Λ
n−1
M given by
∂(a1 ∧ ⋅ ⋅ ⋅ ∧ an) = n∑
i=1
(−1)i+1ai ⊗ a1 ∧ ⋅ ⋅ ⋅ ∧ aˆi ∧ ⋅ ⋅ ⋅ ∧ an
is not a monomorphism.
The example that we construct is motivated by an example of a Lie algebra g
over a commutative ring k that does not satisfy the Poincare´-Birkhoff-Witt property
given in [7, §5].
Proposition 5.8. Let n be a natural number and p be a prime dividing n. As-
sume that k = Fp[t1, . . . , tn+1]/(t21, . . . , t2n+1) and M is a k-module generated by
e1, . . . , en+1 modulo relation t1e1 + ⋅ ⋅ ⋅ + tn+1en+1 = 0.
M = k
n+1/⟨t1e1 + ⋅ ⋅ ⋅ + tn+1en+1⟩
Then the map ∂ ∶ Λ
n
M → M ⊗ Λ
n−1
M is not injective, and hence the complex
Kos•(M,n) is not acyclic. More precisely, the element t1e1∧t2e2∧⋅ ⋅ ⋅∧tnen ∈ ΛnM
is a non-trivial element of the kernel Ker(∂ ∶ ΛnM →M ⊗ Λn−1M).
Proof. Set xi = tiei. We need to prove two statements: (A) ∂(x1 ∧ ⋅ ⋅ ⋅ ∧ xn) = 0;
(B) x1 ∧ ⋅ ⋅ ⋅ ∧ xn ≠ 0.
(A) Note that xi ⊗ xi = t
2
i (ei ⊗ ei) = 0 in M ⊗ M. Moreover, by the same
reason for any f ∈ M
⊗k
we have xi ⊗ f ⊗ xi = 0 in M
⊗k+2
. We claim that for any
permutation from the symmetric group σ ∈ Σn+1 we have the following equation
in M
⊗n
∶
(5.2) xσ(1) ⊗ xσ(2) ⊗ ⋅ ⋅ ⋅ ⊗ xσ(n) = sign(σ) ⋅ x1 ⊗ x2 ⊗ ⋅ ⋅ ⋅ ⊗ xn.
Since permutations of the form (i, n+ 1) generate the symmetric group Σn+1, it is
enough to check that, if σ = τ ◦ (i, n + 1), then
xσ(1) ⊗ xσ(2) ⊗ ⋅ ⋅ ⋅ ⊗ xσ(n) = −xτ(1) ⊗ xτ(2) ⊗ ⋅ ⋅ ⋅ ⊗ xτ(n).
Set f = xσ(1) ⊗ . . . xσ(i−1) and f = xσ(i+1) ⊗ . . . xσ(n). Then we need to prove that
f ⊗ xσ(i) ⊗ g = −f ⊗ xσ(n+1) ⊗ g.
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Note that f ⊗ xσ(j) ⊗ g = 0 for j ∉ {i, n + 1}, because xσ(j) arises in f or g. Using
this we obtain
f ⊗ xσ(i) ⊗ g = f ⊗ (−∑
j≠i
xσ(j))⊗ g = −f ⊗ xσ(n+1) ⊗ g.
So we have proved the equation (5.2).
The equation (5.2) implies a similar equation in M ⊗ Λ
n−1
M
xσ(1) ⊗ xσ(2) ∧ ⋅ ⋅ ⋅ ∧ xσ(n) = sign(σ) ⋅ x1 ⊗ x2 ∧ ⋅ ⋅ ⋅ ∧ xn.
In particular
(−1)i+1xi ⊗ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xn = x1 ⊗ x2 ∧ ⋅ ⋅ ⋅ ∧ xn.
It follows that
∂(x1 ∧ ⋅ ⋅ ⋅ ∧ xn) = n ⋅ x1 ⊗ x2 ∧ ⋅ ⋅ ⋅ ∧ xn = 0
because the characteristic p divides n.
(B) Prove that x1∧⋅ ⋅ ⋅∧xn ≠ 0. In this proof we use the theory of Gro¨bner bases
for modules over polynomial rings that can be found in [1, Ch.3]. The module M
can be considered as a module over the polynomial ring Fp[t1, . . . , tn+1]. Denote
by F = Fp[t1, . . . , tn+1]n+1 the free module over the polynomial ring generated by
e1, . . . , en+1. Then the kernel of the map F ↠ M is generated by the elements
of the form t
2
i ej and the element t1e1 + ⋅ ⋅ ⋅ + tn+1en+1. Therefore the kernel K =
Ker(ΛnF → ΛnM) is generated by the elements of two types
(1) t
2
i ej1 ∧ ⋅ ⋅ ⋅ ∧ ejn , where j1 < ⋅ ⋅ ⋅ < jn;
(2) (t1e1 + ⋅ ⋅ ⋅ + tn+1en+1) ∧ ej2 ∧ ⋅ ⋅ ⋅ ∧ ejn , where j2 < ⋅ ⋅ ⋅ < jn.
For i ∈ {1, . . . , n} we set Ei = e1∧⋅ ⋅ ⋅∧eˆi∧⋅ ⋅ ⋅∧en+1 ∈ ΛnF. Then E1, . . . , En+1 is
a basis of Λ
n
F. Similarly we set Ei,j = e1∧ ⋅ ⋅ ⋅∧ eˆi∧ ⋅ ⋅ ⋅∧ eˆj ∧ ⋅ ⋅ ⋅∧ en+1 ∈ Λ
n−1
M
for i < j. Then the generators of K can be rewritten as follows (1) t
2
iEj ; (2)(t1e1 + ⋅ ⋅ ⋅ + tn+1en+1) ∧Ei,j . Note that
ei ∧Ei,j = (−1)i+1Ej , ej ∧ Ei,j = (−1)jEi
and ek∧Ei,j = 0 for k ∉ {i, j}. Using these identities we obtain that the generators
of K can be presented as
(G1) t
2
iEj
(G2) tjEi + (−1)i+j+1tiEj for i < j.
It is easy to see that the following elements also lie in K
(G3) titjEi for all i, j.
We consider the following order on generators of the ring t1 < ⋅ ⋅ ⋅ < tn+1 and the
opposite order on generators of the module En+1 < ⋅ ⋅ ⋅ < E1. Then the leading
term of tjEi + (−1)i+j+1tiEj for i < j is tjEi. Using [1, Theorem 3.5.19], it is easy
to check that (G1),(G2),(G3) form a Gro¨bner basis of K. Then the reduced form of
the element x1 ∧ ⋅ ⋅ ⋅ ∧ xn with respect to the Gro¨bner basis is t1 . . . tnEn+1. Since
the reduced form is non-trivial, the element is non-trivial. 
Corollary 5.9. Let k = F2[t1, t2, t3]/(t21, t22, t23) and M = k3/⟨t1e1 + t2e2 + t3e3⟩.
Then the map
∂ ∶ Λ
2
M →M ⊗M, ∂(a ∧ b) = a⊗ b − b⊗ a
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is not injective. More precisely, the element t1e1 ∧ t2e2 is a non-trivial element of
Ker(Λ2M →M ⊗M).
6. Relative Tor homology
Let g be a Lie algebra over a commutative ring k and M be a right Ug-module.
Then the Chevalley-Eilenberg chain complex CE•(g,M) is a complex whose com-
ponents are
CEn(g,M) =M ⊗ Λng
and the differential is given by
∂(m⊗ x1 ∧ ⋅ ⋅ ⋅ ∧ xn) = n∑
i=1
(−1)i+1mxi ⊗ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xn+
∑
i<j
(−1)i+jm⊗ [xi, xj] ∧ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xˆj ∧ ⋅ ⋅ ⋅ ∧ xn.
It is easy to see that CE•(g) ≅ CE•(g, k).
We define Chevalley-Eilenberg homology of g with coefficients in M as the ho-
mology of this complex
H
CE
∗ (g,M) ∶= H∗(CE•(g,M)).
We also define relative Tor homology of g as follows
H
RT
∗ (g,M) = Tor(Ug,k)∗ (M, k).
Theorem 6.1. Let k be a commutative ring and g be a Lie algebra over k. Assume
that
(1) either k is a principal ideal domain,
(2) or g is flat over k.
Then for any Ug-module M there is a natural isomorphism
H
CE
∗ (g,M) ≅ HRT∗ (g,M).
In order to prove this theorem we need several lemmas. For simplicity we set
U = Ug and denote by FnU = FnUg the standard filtration on U. We also set
F∞U = U and F−1U = 0. We also denote by
GU =⨁
n≥0
GnU, GnU = FnU/Fn−1U
the assotiated graded ring and consider the Poincare´–Birkhoff–Witt homomorphism
Sg→ GU.
Lemma 6.2. The functors of symmetric and exterior powers S
n
,Λ
n
∶ Mod→ Mod
and their Dold-Puppe derived functors LiS
n
, LiΛ
n
∶ Mod → Mod commute with
filtered colimits.
Proof. Since the functors S ∶ Mod → CommAlg and Λ ∶ Mod → GradCommAlg are
right adjoint, they commute with all colimits. It is well-known that filtered colimits
of modules with additional algebraic structures commutes with forgetful functors
to modules CommAlg → Mod and GradCommAlg → Mod (cf. [22, Ch. IX, §1]).
Therefore S
n
,Λ
n
∶ Mod→ Mod commute with filtered colimits.
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For any module M we consider its simplicial bar resolution B•(M), where
B0(M) = k⊕M and Bi+1(M) = k⊕Bi(M). It is the bar construction correspond-
ing to the comonad G on Mod given by G(M) = k⊕M that comes from the free-
forgetful adjunction Sets ⇆ Mod. It is easy to see that G commutes with filtered
colimits. Therefore the bar resolution B•(M) also commutes with filtered colimits.
Homology of a chain complex also commutes with filtered colimits, because filtered
colimit is an exact functor. Therefore, LiS
n(−) = pii(Sn(B•(−))) also commutes
with filtered colimits. Similarly LiΛ
n
commutes with filtered colimits. 
Lemma 6.3. If g is flat, then U is flat. Moreover FnU/FmU is flat for any
−1 ≤ m ≤ n ≤∞.
Proof. Set Fn = FnU. Flat Lie algebras satisfy PBW-property (see [15, Th. 5.9],
[16]). Therefore we have a short exact sequence
(6.1) 0⟶ Fn/Fm⟶ Fn+1/Fm⟶ Sn+1g⟶ 0
for any −1 ≤ m ≤ n <∞, where S
n
g is the symmetic power of g.
The functor S
n
sends free modules to free modules. Since it commutes with
filtered colimits, and any flat module is a filtered colimit of free modules, we obtain
that S
n
sends flat modules to flat modules. Therefore S
n
g is flat. Using the short
exact sequence (6.1) the fact that S
n
g is flat and the fact that an extension of flat
modules is flat ([20, Cor. 4.86]), we obtain by induction that Fn/Fm is flat for
n <∞. For n =∞ we obtain this using the formula F∞/Fm = lim
−→
Fn/Fm. 
Lemma 6.4. Under assumptions of Theorem 6.1 FnU is a pure submodule of U.
Proof. (1) Assume that k is a principal ideal domain. The proof is by induction
on n. Prove the base case n = 0. Since U is an augmented algebra, F0U = k is a
direct summand of U, and hence, it is a pure subgroup of U. Assume that FnU is
pure in U and prove that Fn+1U is pure in U. By [14, Lemma 26.1], it is enough to
prove that Fn+1U/FnU is pure in U/FnU. Since k is a principal ideal domain, it is
enough to prove that the map (Fn+1U/FnU)⊗ k/a→ (U/FnU)⊗ k/a is injective.
Let a ∈ k. For a Lie algebra h over k/a we denote by Uk/a(h) the universal
enveloping algebra over k/a. By the universal property of the enveloping algebra we
obtain Ug⊗k/a ≅ Uk/a(g⊗k/a). Set Uk/a = Uk/a(g⊗k/a), FnUk/a = FnUk/a(g⊗
k/a) and GUk/a ∶= GUk/a(g ⊗ k/a). We also denote by Sk/a(−) the symmetric
algebra over k/a. Consider the following commutative diagram
Sg⊗ k/a GU ⊗ k/a
Sk/a(g⊗ k/a) GUk/a.
The left hand vertical map is obviously an isomorphism. The horizontal maps are
isomorphisms by the Poincare´-Birkhoff-Witt theorem over k and over k/a. There-
fore the mapGU⊗k/a→ GUk/a is an isomorphism of graded algebras. By induction
this implies that for any k > n the map (FkU/FnU) ⊗ k/a → FkUk/a/FnUk/a is
an isomorphism. Therefore the map (U/FnU)⊗ k/a→ Uk/a/FnUk/a is an isomor-
phism. It follows that the map (Fn+1U/FnU)⊗ k/a→ (U/FnU)⊗ k/a is injective
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because it is isomorphic to the map Fn+1U
k/a/FnUk/a → Uk/a/FnUk/a. Hence
Fn+1U/FnU is pure in U/FnU.
(2) Assume that g is flat. Then by Lemma 6.3 we obtain that U/FnU is flat. It
follows that the sequence 0 → FnU → U → U/FnU → 0 is pure exact. 
Further we consider the following complex
V• ∶= CE•(g, Ug)
that we call the Chevalley-Eilenberg resolution. Since FkU is a pure subgroup of
U, the map FkU ⊗ Λ
n
g → U ⊗ Λ
n
g is injective. Hence we can identify FkU ⊗ Λ
n
g
with its image in U ⊗ Λ
n
g ∶ FkU ⊗ Λ
n
g ⊆ U ⊗ Λ
n
g. We set
FkVn ∶= Fk−nU ⊗ Λ
n
g ⊆ U ⊗ Λ
n
g.
Lemma 6.5. Under assumptions of Theorem 6.1 the submodules FkVn define a
filtration FkV• by subcomplexes on the complex V•.
Proof. Note that if u⊗x1∧⋅ ⋅ ⋅∧xn ∈ FkU⊗Λ
n
g, then uxi⊗x1∧⋅ ⋅ ⋅∧ xˆi∧⋅ ⋅ ⋅∧xn
and u⊗ [xi, xj]∧x1 ∧ ⋅ ⋅ ⋅∧ xˆi ∧ ⋅ ⋅ ⋅∧ xˆj ∧ ⋅ ⋅ ⋅∧xn are in Fk+1U ⊗Λn−1. Therefore
∂(FkU ⊗ Λng) ⊆ Fk+1U ⊗ Λn−1g. 
Lemma 6.6. Under assumptions of Theorem 6.1 the group FkVn is pure in Vn.
Proof. By Lemma 6.4 the group Fk−nU is pure in U . Hence FkVn is pure in Vn. 
The adjoint graded complex of the filtration FkV• is denoted by
GV• ∶= ⊕k≥0 GkV•, GkV• ∶= FkV•/Fk−1V•.
Lemma 6.7. Under assumptions of Theorem 6.1 the PBW-isomorphism Sg ≅ GU
induces an isomorphism of graded complexes
Kos•(g) ≅ GV•.
Proof. First we remind that under assumption of Theorem 6.1 the PBW-property
is satisfied (see [15, Th. 5.9], [16]) and we have an isomorphism Sg ≅ GU . By
definition of the filtration FkV• we have
FkVn/Fk−1Vn = (Fk−nU ⊗ Λng)/(Fk−1−nU ⊗ Λng) ≅
≅ (Fk−nU/Fk−n−1U)⊗ Λng ≅ Sk−ng⊗ Λng.
Hence the isomorphism Sg ≅ GU induces an isomorphism of components of these
complexes. We need to check that this isomorphism is compatible with the differen-
tials. The differential of V• consists of two summands. Note that if u⊗x1∧⋅ ⋅ ⋅∧xn ∈
FkVn, then u⊗ [xi, xj]∧ x1 ∧ ⋅ ⋅ ⋅ ∧ xˆi ∧ ⋅ ⋅ ⋅ ∧ xˆj ∧ ⋅ ⋅ ⋅ ∧ xn ∈ Fk−1Vn−1. It follows
that in the quotient complex GkV• = FkV•/Fk−1V• the second summand vanishes.
The first summand of the differential of the complex V• obviously corresponds to
the differential of Kos•(g). The assertion follows. 
Denote by V
a
• the augmented Chevalley-Eilenberg resolution V•, where V
a
−1 = k
and V
a
0 → V
a
−1 is the augmentation U → k.
Lemma 6.8. Under assumptions of Theorem 6.1 the complex V
a
• is pure acyclic.
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Proof. Denote by FkV
a
• the augmented complexes FkV•, where FkV−1 = k. First
we prove that FkV
a
• is pure acyclic for each k ≥ 0. The proof is by induction. For
k = 0 the complex F0V
a
• is just the complex 0→ k → k→ 0 concentrated in degrees
0,−1. Hence, it is pure acyclic. Assume that FkV
a
• is pure acyclic and prove that
Fk+1V
a
• is pure acyclic. Lemma 6.7 implies that there is a short exact sequence
0⟶ FkV
a
• ⟶ Fk+1V
a
• ⟶ Kos•(g, k + 1)⟶ 0.
Theorem 5.7 implies that Kos•(g, k+1) is pure acyclic. By Lemma 6.6 the subgroup
FkVn is pure in Vn, and hence, it is pure in Fk+1Vn. Then Lemma 4.3 implies that
Fk+1V
′
• is pure acyclic.
So, we proved that FkV
a
• is pure acyclic for any k ≥ 0. Since V
a
• is a direct limit
of FkV
a
• and the class of pure acyclic complexes is closed with respect to direct
limits, V
a
• is pure acyclic. 
Proof of Theorem 6.1. The modules U ⊗ Λ
n
g are (U, k)-projective. Then Lemma
6.8 implies that V• is a k-pure (U, k)-projective resolution. Then assertion follows
from Theorem 4.6 and the obvious isomorphism M ⊗U V• ≅ CE•(g,M). 
7. Relative simplicial homology
Relative simplicial homology of a Lie algebra g over a commutative ring k is
defined as comonad derived functors of the functor of abelianization ab ∶ Lie→ Mod
with respect to the comonad G
M
corresponding to the free forgetful adjunction with
the category of modules F
M
∶ Mod⇆ Lie ∶ U
M
.
H
RS
∗+1 = L
G
M
∗ ab
The aim of this section is to prove that over principal ideal domains relative sim-
plicial homology is isomorphic to the homology of Chevalley-Eilenberg complexes
(and hence with relative Tor homology by Theorem 6.1), and show that for general
rings it is not true. In this section we use the following simplified notation
F(M) ∶= FM(M).
Lemma 7.1. For any commutative ring k and a module M over k the higher
relative Tor and simplicial homology of F(M) vanishes:
H
RT
n (F(M)) = 0, HRSn (F(M)) = 0, n ≥ 2.
Proof. Since the composition of adjunctions is an adjunction, we have that the
universal enveloping algebra of F(M) is the tensor algebra U(F(M)) ≅ T (M).
The augmentation ideal of T (M) is⨁i≥1M⊗i, and hence, I(T (M)) ≅M ⊗T (M).
It follows that I(T (M)) is (T (M), k)-projective. Therefore
⋅ ⋅ ⋅ → 0 → I(T (M))→ T (M)
is a k-split (T (M), k)-projective resolution of k. Then HRTn (F(M)) = 0.
Comonad derived functors with respect to the comonad G
M
coincide with Tierney-
Vogel derived functors, with respect to the projective class of Lie algebras g such
that the counit ε ∶ G
M(g) → g splits [27, Th. 3.1]. Since F(M) is in the projective
class, we obtain L
G
M
n ab(F(M)) = 0 for n ≥ 1. 
Theorem 7.2. Under assumption of Theorem 6.1 there are natural isomorphisms
H
RS
∗ (g) ≅ HCE∗ (g) ≅ HRT∗ (g).
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Proof. By Theorem 6.1 we know that H
CE
∗ (g) ≅ HRT∗ (g). So we only need to prove
H
RS
∗ (g) ≅ HCE∗ (g).
(1) Assume that k is a principal ideal domain. In order to prove the isomorphism
H
RS
∗ (g) ≅ HCE∗ (g) we prove that the shifted version of the Chevalley-Eilenberg
complex CE
′
•(g) is a computing complex for LGM∗ ab ∶ Lie → Mod. (C1) is obvious.
By Theorem 6.1 and Lemma 7.1 we obtain
Hn(CE′•(F(M))) = HCEn+1(F(M)) = HRTn+1(F(M)) = 0
for n ≥ 1 and any k-module M. This implies (C2). (C3) follows from the fact that
CE
′
n(g) = Λn+1g depends only on the underlying structure of k-module on g.
(2) Assume that g is flat. Consider the categories FlatLie and FlatMod of flat Lie
algebras and flat modules. Since F ∶ Mod → Lie commutes with filtered colimits,
sends free modules to Lie algebras which are free as modules, and that a flat module
is a filtered colimit of free modules, we obtain that F sends flat modules to flat Lie
algebras. It follows that the free-forgetful adjunction F ∶ Mod ⇄ Lie ∶ U can be
restricted to an adjunction F¯ ∶ FlatMod ⇄ FlatLie ∶ U¯ . Hence the comonad G
M
on
Lie can be restricted to a comonad G¯
M
on FlatLie such that L
G
M
∗ ab(g) = LG¯M∗ ab(g)
for any flat Lie algebra g. Similarly to the case (1) one can prove that CE
′
• is a
computing complex for L
G¯
M
∗ ab ∶ FlatLie→ FlatMod. The assertion follows. 
We say that a Lie algebra g over k is flat, if it is flat as a module over k. The
aim of this section is to prove the following theorem.
Theorem 7.3. Let k be a commutative ring and g be a flat Lie algebra over k.
Then all versions of homology that we consider are naturally isomorphic
H
S
∗(g) ≅ HT∗ (g) ≅ HCE∗ (g) ≅ HRT∗ (g) ≅ HRS∗ (g).
Proof. Theorem 7.2 implies that H
CE
∗ (g) ≅ HRT∗ (g) ≅ HRS∗ (g). Lemma 6.3 im-
plies that Ug is flat. Then by Proposition 4.7 we obtain H
RT
∗ (g) ≅ HT∗ (g). So we
only need to prove H
S
∗(g) ≅ HCE∗ (g). By Theorem 3.2 it is enough to prove that
LnΛ
m(g) = 0 for n ≠ 0. It follows from the fact that the underlying module of g is
a filtered colimit of free modules and the fact that LnΛ
m
commutes with filtered
colimits (Lemma 6.2). 
7.1. Example. Further we construct an example that shows that the Theorem
7.2 does not hold for arbitrary commutative rings and arbitrary Lie algebras.
Proposition 7.4. Let k = F3[t1, t2, t3, t4]/(t21, t22, t23, t24), M be a k-module gener-
ated by elements e1, e2, e3, e4 modulo relation t1e1 + t2e2 + t3e4 + t4e4 = 0
M = k
4/⟨t1e1 + t2e2 + t3e4 + t4e4⟩
(as in Proposition 5.8 for n = p = 3) and g = F(M) . Then
H
CE
3 (g) ≠ 0 = HRS3 (g).
Proof. By Lemma 7.1 we have H
RS
3 (F(M)) = 0. Prove that HCE3 (F(M)) ≠ 0. Note
that there is a natural grading F(M) =⨁n≥1 F(M)n, where F(M)n is generated
as a k-module by commutators of weight n (this grading comes from the obvious
grading of the free non-associative algebra generated by M). It is easy to see that
F(M)1 ≅ M and F(M)2 ≅ Λ2M, [m1,m2] ↦ m1 ∧m2. The grading on the Lie
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algebra induces a natural grading on CE•(F(M)) such that its third component is
the following complex
⋅ ⋅ ⋅⟶ 0⟶ Λ
3
M
∂3
⟶M ⊗ F(M)2⟶ F(M)3,
where
∂3(a1 ∧ a2 ∧ a3) = −a3 ∧ [a1, a2] + a2 ∧ [a1, a3] − a1 ∧ [a2, a3]
(see [18, Prop. 2.2]). If we compose it with the isomorphism F(M)2 ≅ Λ2M, we
obtain that this map coincides with the map Λ
3
M → M ⊗ Λ
2
M from the Koszul
complex Kos•(M, 3). Then by Proposition 5.8 we have Ker(∂3) ≠ 0. It follows that
H
CE
3 (F(M)) ≠ 0. 
8. The second homology and Hopf’s formula
Proposition 8.1. Let k be a commutative ring,
0⟶ g
′
⟶ g⟶ g
′′
⟶ 0
be a short exact sequence of Lie algebras over k and M be a Ug-module. Then there
is a spectral sequence
E2 = H
T
∗ (g′′, HT(g′,M))⇒ HT(g,M).
Proof. Set A = Ug, A
′
= Ug
′
, A
′′
= Ug
′′
, and denote by I
′
, I, I
′′
their augmentation
ideals respectively.
First we prove that A⊗A′ k ≅ A
′′
. Note that the functor of universal enveloping
algebra U ∶ Lie → AAlg is a left adjoint functor, and hence, it commutes with
coequalizers. We denote by f the map g
′
→ g. Hence U
′′
is a coequalizer of maps
U(f), U(0) ∶ A′ → A. Therefore A′′ = A/J, where J is the two-sided ideal generated
by U(f)(I ′). We claim that J = A ⋅ U(f)(g′). Indeed, it is enough to check that
f(a)b1 . . . bn ∈ A ⋅U(f)(I ′) for a ∈ g′ and b1, . . . , bn ∈ g, which follows by induction
using the formula f(a)b = bf(a) + [f(a), b]. Therefore A ⊗A′ k ≅ A ⊗A′ A′/I ′ ≅
A/(A ⋅ U(f)(I ′)) ≅ A/J ≅ A′′.
The isomorphism A ⊗A′ k ≅ A
′′
implies that the following functors coincide
−⊗AA
′′
,−⊗A′ k ∶ Mod(A) → Mod(A′′). Then the required spectral sequence is the
base change spectral sequence. 
Proposition 8.2. Let k be a commutative ring, g be a Lie algebra over k and h be
an ideal of g. Then there is an exact sequence
H
T
2 (g)→ HT2 (g/h)→ h∩ [g, g][h, g] → 0,
which is natural by the couple (g, h).
Proof. Consider the short exact sequence 0 → h → g → g/h → 0 and its spectral
sequence (Proposition 8.1) for M = k. Then the corresponding five-term exact
sequence looks as follows
H
T
2 (g)→ HT2 (g/h)→ h[h, g] → gab → (g/h)ab → 0.
Note that H0(g/h, H1(h)) = h/[h, g]. The assertion follows from the fact that
Ker(h/[h, g] → gab) = (h ∩ [g, g])/[h, g]. 
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Theorem 8.3. Let k be a commutative ring and g ≅ f/r be a Lie algebra over k
presented as a quotient of a free Lie algebra. Then there are isomorphisms
H
CE
2 (g) ≅ HS2 (g) ≅ HT2 (g) ≅ r ∩ [f, f][r, f] .
Proof. By Corollary 3.4 we already know that H
CE
2 (g) ≅ HS2 (g). Proposition 8.2
implies that H
T
2 (g) ≅ r∩[f,f][r,f] . In partcular, we obtain that the group r∩[f,f][r,f] does
not depend on the choice of presentation g ≅ f/r. More precisely, a morphism of
presentations
0 r f g 0
0 r
′
f
′
g 0
induces an isomorphism
r∩[f,f][r,f]
≅
⟶
r
′
∩[f′,f′][r′,f′] . On the other hand for any two pre-
sentations there is a morphism between them. Hence, it is enough to prove that
H
S
2 (g) ≅ r∩[f,f][r,f] for some particular presentation g ≅ f/r.
Consider the simplicial bar resolution f• = Bar(GS)(g). ThenHS2 (g) = pi1((f•)ab).
Denote the first component of the Moore complex by N1 ∶= N1(f•) = Ker(d1 ∶ f1 →
f0). Further we assume that f0 acts on N1 via s0. Moreover, d′0 ∶ N1 → f0 is a
crossed module of Lie algebras, where d
′
0 is a restriction of d0. Set r = Im(d′0) =
Ker(f0 → g). Since the exact sequence N1 ↣ f1 d1→ f0 splits by s0 ∶ f0 → f1, we
have an isomorphism f0 ⋉ N1 ≅ f1, (a, b) ↦ s0(a) + b. This isomorphism induces
an isomorphism [f0, f0] ⋉ [N1, f0] ≅ [f1, f1]. It follows that N1([f•, f•]) = [N1, f0].
Therefore
pi0([f•, f•]) = [f0, f0][r, f0] .
The short exact sequence of simplicial Lie algebras [f•, f•]↣ f•↠ (f•)ab induces
an exact sequence of their homotopy groups
0 → H
S
2 (g) → pi0([f•, f•]) → pi0(f•).
Using that pi0(f•) = f0/r and pi0([f•, f•]) = [f0, f0]/[r, f0], we obtain HS2 (g) ≅
r∩[f0,f0][r,f0] . 
Corollary 8.4. Let k be a principal ideal domain and g = f/r be a Lie algebra over
k presented as a quotient of a free algebra. Then all types of the second homology
that we consider coincide and isomorphic to
r∩[f,f][r,f] ∶
H
CE
2 (g) ≅ HS2 (g) ≅ HRS2 (g) ≅ HRT2 (g) ≅ HT2 (g) ≅ r ∩ [f, f][r, f] .
Proof. It follows from Theorem 7.2 and Theorem 8.3. 
The rest of this section is devoted to constructing a commutative ring k and Lie
algebra g over k such that H
S
2 (g) /≅ HRT2 (g).
Note that for any k-module M the universal enveloping algebra of F(M) is the
tensor algebra
U(F(M)) ≅ T (M).
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In particular, we have a morphism of Lie algebras F(M) → T (M) which is not
necessarily injective because the Poincare´–Birkhoff–Witt property holds only under
certain conditions. We set
F
′(M) ∶= Im(F(M) → T (M)).
Lemma 8.5. For any commutative ring k and any k-module M
H
RT
n (F ′(M)) = 0, n ≥ 2.
Proof. Since the map F(M) → F ′(M) is surjective, the map T (M) = UF(M) →
UF
′(M) is also surjective. On the other hand the map F(M) → T (M) factors
as F(M) → F ′(M) → T (M). Therefore, the identity map T (M) → T (M) factors
as T (M) → UF ′(M) → T (M), where T (M) → UF ′(M) is an epimorphism. It
follows that UF
′(M) ≅ T (M). Hence HRT∗ (F ′(M)) = HRT(F(M)). The assertion
follows from Lemma 7.1. 
Proposition 8.6. Let k = F2[t1, t2, t3]/(t21, t22, t23) and M = k3/⟨t1e1+ t2e2+ t3e3⟩
(as in Proposition 5.8 for n = p = 2). Assume that g = F
′(M). Then
H
CE
2 (g) ≠ 0 = HRT2 (g).
Proof. The equation H
RT
2 (g) = 0 follows from Lemma 8.5. The algebra g has a
natural grading g =⨁n≥1 gn by the weight of commutators such that gn = g∩M
⊗n
.
Then the complex CE•(g) inherits a natural grading, whose second component is
the complex 0 → Λ
2
g1 → g2 → 0. Then it is enough to prove that the kernel of the
map Λ
2
g1 → g2 is nontrivial. Since g1 = M and g2 ⊆ M ⊗M, the kernel of this
map is equal to the kernel of the map ∂ ∶ Λ
2
M → M ⊗M which is nontrivial by
Proposition 5.8. 
9. Appendix: PBW-property
An example of a Lie algebra over a commutative ring that does not satisfy
the Poincare´-Birkhoff-Witt property is given in [7, §5]. However some details of
the proof are omited. Here we present a related example with this property with
a more detailed proof which is based on our counterexample to acyclicity of the
Koszul complex (Corollary 5.9).
For any module M over any commutative ring k one can consider the module
g ∶=M ⊕ Λ
2
M
as a Lie algebra over k taking [a, b] = a ∧ b for a, b ∈ M and [−, α] = [α,−] = 0
for α ∈ Λ
2
M. This is a nilpotent Lie algebra of class 2.
Proposition 9.1. Let M be a k-module such that the map
∂ ∶ Λ
2
M →M ⊗M, ∂(a ∧ b) = a⊗ b − b⊗ a
is not injective (as in Corollary 5.9) and g = M ⊕ Λ
2
M . Then the map to the
universal enveloping algebra
ϕ ∶ g→ Ug
is not injective.
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Proof. Since g =M⊕Λ
2
M is a direct sum, ϕ consists of two components ϕ1 ∶M →
Ug and ϕ2 ∶ Λ
2
M → Ug. It is easy to check that
ϕ2 = µ ◦ (ϕ1 ⊗ ϕ1) ◦ ∂,
where µ ∶ Ug⊗ Ug→ Ug is the multiplication map. Hence ϕ2 is not injective. 
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