The Active Appearance Model (AAM) algorithm has proved to be a successful method for matching statistical models of appearance to new images. Since the original algorithm was described there have been a variety of suggested modifications to the basic algorithm, each typically claiming to be in some way superior. We review these algorithms and report the results of experiments comparing their performance. We also investigate the effects of different methods of estimating the update matrix used in the algorithm. We find that careful choice of the latter has at least as much effect as the choice of updating technique.
Introduction
Since its introduction by Edwards et.al. [7] the Active Appearance Model (AAM) algorithm has been widely used for matching statistical models of appearance to image data. The models, trained on suitably annotated examples, can synthesize new images of the objects of interest. To match them to new images one seeks the model parameters which minimise the difference between the target image and the synthesized image. The AAM essentially learns the relationship between the residual differences in such a match and the parameter displacements required to correct the current offset from the optimal position.
A number of improvements and alternatives to the original algorithm have been proposed, including different training methods [5] , non-linear models [15] , novel image representations [18] and a variety of different methods of updating the model during search [4, 14, 9, 17] . Each has usually been tested against an implementation of the original algorithm (and is demonstrated to be superior on the data used), but the different methods have not yet been systematically tested against one another.
In this document we seek to compare and contrast some of these alternatives, and to test their performance quantatively. In addition we consider how to estimate the matrix used to predict the update step in the AAM algorithm, and demonstrate that the method used can considerably influence the performance of the search algorithm. We suggest a novel method of estimating the update matrix which gives significant improvements in performance.
Background
The AAM algorithm has been widely used for face and medical image processing. Here we mention some of the more notable applications and extensions to the original algorithm. Romdhani et.al. [15] described a version of the AAM which used a non-linear regression (SVM regression) to predict the parameter updates from the texture errors. Mitchell et.al. [13] describe building a 2D+time Appearance model of the time varying appearance of the heart in complete cardiac MR sequences. Bosch et.al. [2] describe building a 2D+time Appearance model and using it to segment parts of the heart boundary in echocardiogram sequences. The paper describes an elegant method of dealing with the strongly non-gaussian nature of the noise in ultrasound images. Stegmann and Fisker [8, 10, 16] have shown that applying a general purpose optimiser can improve the final match obtained by an AAM. Cootes and Taylor [18] describe how using non-linearly normalised gradient information in the appearance model can improve the matching performance, particularly on unseen data sets with different imaging conditions. Stegmann and Larsen [11] demonstrate that using multiple features at each pixel (eg intensity, hue and edge strength) leads to more accurate face location. Alternative updating schemes proposed by Hou et.al. [9] and Baker and Matthews [14] are described in more detail below.
More recently Yan et.al. [17] have described how the prediction of shape from the texture and that from an Active Shape Model style search can lead to more accurate model matching.
Statistical Models of Appearance
An appearance model can represent both the shape and texture variability seen in a training set. The training set consists of labelled images, where key landmark points are marked on each example object. Using the notation of Cootes et.al. [3] , the shape of an object can be represented as a vector Ü and the texture (grey-levels or colour values)
represented as a vector .
The shape and texture are controlled by a statistical models of the form
Where × are shape parameters, are texture parameters. Since often shape and texture are correllated, we can take this into account in a combined statistical model of the form
The combined appearance model has parameters, , controlling the shape and texture at the same time. Combining (1) and (2) gives
where Ü is the mean shape (in a normalised frame), the mean texture (suitably normalised) and É × ,É are matrices describing the modes of variation derived from the training set.
To generate the positions of points in an image we use Ì Ø´Ü µ (4) where Ü are the points in the model frame, are the points in the image, and Ì Ø´Ü µ applies a global transformation with parameters Ø. For instance, in 2D, Ì Ø´Ü µ is commonly a similarity transform with four parameters describing the translation, rotation and scale.
The texture in the image frame is generated by applying a scaling and offset to the intensities, Ñ Ì Ù´ µ where Ù is the vector of transformation parameters.
Active Appearance Models
The AAM algorithm is a method of rapidly matching an appearance model to an image. It is a form of gradient descent algorithm, in which the gradient is assumed to be fixed at all iterations, and can thus be estimated in advance from a training set. This allows efficient matching to take place, even when there are many model parameters. The original matching algorithm was first described by Edwards et.al. [7] and expanded and refined by Cootes et.al. [3, 5] . In the following we will describe the various approaches in enough detail to establish notation.
Basic algorithm
The appearance model parameters, , and shape transformation parameters, Ø, define the position of the model points in the image frame, , which gives the shape of the image patch to be represented by the model. During matching the pixels in this region of the image, Ñ , are sampled and projected into the texture model frame, × Ì ½´ Ñ µ. [5] that to minimise this we modify the parameters by
Ö Ô is estimated by numeric differentiation, systematically displacing each parameter from the known optimal value on typical images and computing an average over the training set. Ê is computed and used in all subsequent searches with the model.
Basic AAM Search
Equation (6) can be used to suggest a correction to make in the model parameters based on a measured residual Ö. Given a current estimate of the model parameters, , the pose Ø, the texture transformation Ù, and the image sample at the current estimate, Ñ , one step of the iterative matching procedure is as follows: 
This procedure is repeated until no improvement is made to the error, Ö ¾ , and convergence is declared (or a maximum number of iterations is reached). In practice a multiresolution implementation is used, in which the search is started at a coarse resolution and iterated to convergence at each level.
Shape AAM
Cootes et.al. [4] proposed a variant on the AAM in which instead of the residuals driving the appearance model parameters, , they could be used to drive the pose,Ø, and shape model parameters, × , alone. The texture model parameters could then be directly estimated by fitting to the current texture. In a training phase one learns the relationships
During the search the update step is modified as follows 4. Predict the pose and shape parameter updates using (7) 5. Apply and test the updates as for the basic algorithm
As was described in [4] the linear nature of the relationships allows one to predict the shape and pose updates from the normalised texture sample, avoiding fitting the texture model. This can improve the efficiency of the process. However, one must fit the texture model if the total error is to be computed (for instance, to test for improvements).
If required, a combined model of shape and texture can be used to apply constraints to the relative shape and texture parameter vectors.
Compositional Approach
Baker and Matthews [14] point out that the essentially additive method of updating the parameters in the basic framework can be problematic, and propose an alternative compositional updating scheme. They consider the case in which separate (independent) shape and texture models are used (essentially the Shape AAM above). The shape model equation (1) can be thought of as a parameterised transformation of the mean shape, Ü Ì ×´ Üµ (8) Using an additive update of the form × × · AE, leads to a new transformation Ü Ò Û Ì ×·AE´ Üµ (9) However, it is more natural to think of the update itself as a transformation, Ü Ò Û Ì ×´Ì AE´ Üµµ (10) In this case we must compute the new parameters, ¼ × such that Ì ¼ ×´ Üµ Ì ×´Ì AE´ Üµµ (11) One way of achieving this is to approximate the transformation using thin-plate splines 
¼ Üµ
The sampling and updating is otherwise identical to that for the Shape AAM described above.
Direct AAMs
Hou et.al. [9] suggest that in some cases it is possible to predict the shape directly from the texture, when the two are sufficiently correllated. From eq. More recently Yan et.al. [17] have extended this approach, combining a shape prediction from an ASM like search with that from the texture model above. This is claimed to provide more accurate results than either. Unfortunately we did not have time to implement this new method.
Experiments
We wished to compare the performance of the four algorithms described above.
We constructed an appearance model from 102 face images, each annotated with 68 landmarks. Retaining 98% of the shape variation gave 49 shape modes. Retaining 98% of the texture variation (for a 3000 pixel model) gave 73 texture modes. Retaining 99.9% of the combined variation gave 92 combined modes. Note that if the shape were completely predictable from the texture, we would only 73 combined modes. We may have to retain more texture modes to get complete prediction, but we may then be just matching to the noise.
We adopted the following procedure to compare the performance of the different algorithms. We used a set of 155 test images of people (those who had no glasses or facial hair) taken from the XM2VTS [12] data set.
On each test image we start a search with the mean model shape at positions displaced from the known optimal centre by ¦½¼ pixels in Ü and Ý. After running a 3-level multiresolution AAM (allowing at most 10 iterations per level) we compute the mean error between model points and hand labelled points (pt-pt), the mean distance of the model points to the appropriate hand labelled boundaries (pt-crv) and the RMS texture error (in the model frame). Summary statistics of positional and texture errors for the four search methods (the results of 1395 individual searches) are shown in Table 5 . 2 This suggests that given the particular set of search parameters, the shape and composition AAMs significantly out-perform the basic and direct AAMs, and that the basic AAM is significantly worse than the direct AAM. The time given is the mean search time on a 550MHz PC running Linux. 
AAM

Forcing first iteration step
We have found that search performance can be improved by applying the predicted update without testing whether it improves the result or not -this appears to allow us to jump over local minima.
Here we apply one forced iteration at each resolution, then only accept subsequent steps which improve the results. Results summarised in 
Forcing iteration steps
For comparison we apply 10 such 'forced' iterations at every level. The results are summarised in Table 5 .2.
They suggests that such a strategy is very poor, though the results for the Basic AAM are the least bad.
Calculating the Update Matrix
All the methods rely on estimating a matrix, Ê, which predicts the parameter updates from the current texture error, AEÔ ÊÖ. The original work on AAMs [7, 3] used a regression based approach to compute this. Later it was suggested that a better method was to compute the gradient matrix Ö Ô [5] clearer mathematical interpretation and allowed extra constraints to be easily incorporated [6] . Here we compare the methods and suggest an improved algorithm for model training.
The regression based approach assumes that we have repeatedly displaced the model parameters and computed the resulting residual. If the parameter displacements are stored in the columns of and the corresponding residuals in the columns of Î then we require a matrix Ê such that ÊÎ. This can then be used in the update method. A simple approach to obtaining Ê is to compute Ê Î · (13) where Î · is the pseudo-inverse of Î.
However, this will tend to overfit to the training data unless there are more displacements than pixels modelled (a rare occurence). Various techniques have been proposed to correct for this, a simple one being to apply PCA to reduce the dimensionality of the residuals before performing the regression. This has been done by a variety of groups. For instance Hou et.al . [9] demonstrate this leads to better performance, presumably because the result is smoother and less likely to be overtrained.
However, an alternative approach is to attempt to compute the gradient matrix, Ö Ô , such that Ö Ö Ô AEÔ. This can be estimated directly by displacing each parameter in turn [5] . An alternative novel approach is to estimate it from randomly displaced data as follows. Using the same data as described above (multiple random displacements), we can determine the gradient matrix using
Because of their relative sizes, it is usually much quicker to compute the pseudoinverse
In this case we can compute the update matrix simply as Ê Ö Ô · [6] .
This approach avoids the danger of over-fitting exhibited by the simple regression approach. Table 5 .3 summarises the results of searches using the different calculation methods. The AAM was trained using displacements on 10 images from the original training set. In the case of PCA-Regression we retained as many modes as model parameters. The regression methods were trained using either 20 or 50 random displacements per image.
The results suggest that (on this data) the best approach is to use a regression approach to compute the gradient matrix if position accuracy is important, or the direct estimate of 
Discussion and Conclusions
We have described and compared several variations on the original AAM matching algorithm. The three alternatives to the basic algorithm all outperformed it when a straightforward test was done. However, a minor modification to the search algorithm (allowing one or more 'forced' iterations in which a step is taken regardless of whether it improves the error) improved the results, with the original AAM then outperforming all others at point location. Surprisingly, the methods which drove the shape parameters (directly or indirectly) seemed to produce slightly worse localisation accuracy than the basic method (which drives the appearance parameters). The Shape-AAM and the Compositional-AAM performed similarly, and gave slightly better texture matches than the other methods.
It is worth noting that we believe the compositional approach described by Baker and Matthews [14] is a more elegant and mathematically correct method of updating the shape component of the AAM, but found that on our data it did not appear to make much practical difference compared to a simple linear update scheme.
We demonstrated that different methods of learning the update matrix can lead to significantly different results, and that a naive implementation of the original regression algorithm can give worse results than methods which estimate the gradient matrix (either directly or using regression).
The comparisons drawn are likely to depend both on the data and the optimisation regime used. Though we believe we have sensible implementations of each algorithm, there may be tricks we've missed that could significantly affect the results. A more thorough comparison would involve finding the optimal training and search regime for each approach and compare the results of these.
Ideally when presented with a new problem domain, one would try each algorithm on the data of interest with a variety of different search regimes and select the best. However, the results suggest that using the original algorithm is a good default option, as long as one (a) modifies the training method to estimated the gradient (either directly or using a regression approach) and (b) modifies the search regime to include some 'forced' iterations to escape local minima.
