In this papez ue will evaluate the power and usefidlness (dt3awsian network clossifers (probabilisric networks) for credit scoring. Varioics &pes of Ba?esiun network classifiers will be evaluated and coritrosted including unrestricted Bayesian nemwrk classifiers learned using Markov Chain Monte Carlo (MCMC) search. The experiments will be carried OILI on three real life credit scoring data sets. If will be shown that MCMCBawsiatr network rlassifrers have U "en. good perjiortnance and by using the Markov Blanket C O I Icept, a namralform of feature selection is obmined. which results in parsimoniorrs and powelfid models for financial credit scoriny.
Introduction
The problem of financial credit scoring i s a very challenging and imponant financial analysis problem. Many techniques have already been proposed to tackle this problem, ranging from statistical classifiers to decision trees, nearest-neighbour methods and neural networks. Although the latter arc powerful pattern recognition techniques, their use for practical problem solving (and credit scoring) is rather limited due to their intrinsic opaque, black box nature. Recently, Bayesian network classifiers have been introduced in the literature as probabilistic white-box classifiers with the capacity ofgiving aclear insight into the structural relationships in the domain under investigation. In this paper, we will investigate the performance and complexity of the representation of various kinds of Bayesian network classifiers for financial credit scoring. The experiments will be carried out on three real life credit scoring data sets.
This paper is organised as follows. Section 2 discusses several types of Bayesian network classifiers. The experimental setup and the results are presented in section 3. Conclusions are drawn in section 4.
Bayesian network classifiers
A Bayesian network (BN) represents a joint probability distribution over a set of discrete variables. It i s to he considered as a probabilistic white-box model consisting of a qualitative pan specifying the conditional (in)dependencies between the variables and a quantitative pan specifying the conditional probabilities of the data set variables [9] . Formally, a Bayesian network consists of two pans B = (G, 0). the directed acyclic graph G consisting of nodes and arcs and the conditional probability tables 0 = ( O s , ; ..., Oz,,). The nodes are the variables XI, . . . i X , whereas the arcs indicate direct dependencies.
The graph G then encodes the independence relationships of the domain. Each conditional probability table has the form @=,ln,{ = Fh(xi1n,,) for each possible value zi of X,, and llze of n.yr, where n.y. denotes the set of direct parents of X ; in G. The network B then represents the following joint probability distribution:
The first task when learning a Bayesian network is to find the structure G of the network. Once we know the network structure G, the parameters 0 need to he estimated. I n this paper, we will use the empirical frequencies from the data D to estimate these parameters': It can he shown that these estimates maximise the log likelihood of the network B given the data D [ 5 ] .
A Bayesian network is essentially a statistical model that makes it feasible to compute the (joint) posterior probability distribution of any subset of unobserved stochastic variables, given that the variables in the complementary subset are observed. This functionality makes it possible to use a Bayesian network as a statistical classifier by applying the winner-takes-all rule to the posterior probability distribution for the (unobserved) class node [31.
The Naive Bayes Classifier
A simple Bayesian network classifier, which in practice often performs surprisingly well. is the Naive Bayes classifier [3] . This classifier basically learns the class-conditional probabilities P ( X i = z,lC = c~) of each variable X, given the class label ci. A new test case (XI = ZI, ..., X, = zn) is then classified by using Bayes' rule to compute the posterior probability of each class ci given the vector of observed variable values: 
The simplifying assumption behind the Naive Bayes classifier is that the variables are conditionally independent, given the class label. Hence, This assumption simplifies the estimation of the classconditional probabilities from the training data.
The Tree Augmented Naive Bayes Classifier
In [ 5 ] , Tree Augmented Naive Bayes Classifiers (TANs)
were presented as an extension to the Naive Bayes Classifier. TANs relax the conditional independence assumption by allowing some additional arcs between the variables. An arc from variable X; to X, implies that the impact of X, on the class variable also depends on the value of Xj. In a TAN network, the class variable has no parents and each other variable has as parents the class variable and at most one other variable. In [5] , a procedure was presented to learn the optional arrows in the structure that forms a TAN network. This procedure is based on an earlier algorithm suggested by Chow and Liu [I] .
Unrestricted Bayesian network classifiers
Unrestricted Bayesian network classifiers differ from the Naive Bayes and the TAN-networks. The acyclic directed graph of an unrestricted Bayesian network models a set of (marginal and conditional) independence relations between the variables. Several different approaches exist for learning the structure of an unrestricted probabilistic network, for an overview, see. e.g., [71. In this paper, we use a Bayesian approach to structure learning [6]. The motivation behind this approach is to obtain samples from a (posterior) distnbution of probabilistic network structures (the models h f )
given the (discrete) data D , rather than learning a particular probabilistic network structure that maximizes a certain criterion such as the maximum likelihood. The posterior distribution of the (finite number of) models is given by Bayes' formula:
The probability distribution P(D1AJ) is the likelihood of the data D given the model M, which has a closed form given certain assumptions [7] . The term P(hJ) is the prior of the network structure (we assume a uniform prior). The posterior probability P(AJ1D) allows us to account for the uncertainty of every model. Once we account for the uncertainty of the modcls, it is possible to weigh competing quantities of interest by averaging over a11 the models in the following way: D ) as its equilibrium distribution which means that. after the chain has ran for enough time, the draws can be regarded as a sample from the target distribution P(MID), and one says that the chain has converged.
The convergence of the Markov chain to the target distribution P(M1D) is guaranteed under the regularity conditions of Irreducibility and Aperiodicity. In our particular case, we should take care on how a new candidate graph is proposed, in order to retain those regularity conditions. For Bayesian Networks 181, this reduces to picking randomly After all these iterations have been performed, the obtained graphs can be grouped according to their Markov blankets in relation to the node of interest, C.
Although the MCMC learning algorithm results in a set of directed acyclic graphs, it is by no means trivial to compare the resulting independence relations that follow from a particular graph. The domain knowledge we have is confined to the correct classification of each case. Assuming a symmetric loss function, this classification should correspond to the most likely outcome of the query node (winnertakes-all rule). Therefore, we decided to use the percentage of correctly classified training cases as criterion for assessing the appropriateness of a particular model. The only drawback of this approach is that inference -computation of the posterior probability distribution of the query nodeis required. Inference is known to be computationally complex.
Experiments
All Bayesian network classifiers were applied to three real life credit scoring data sets. The Benel and Bene2 data sets were obtained from major Benelux financial institutions whereas the German credit data set is publicly available at the UCI repository'. After discretisation using the algorithm of Fayyad and Irani [4] , Benel has 3123 ohsenations with 23 variables, Bene2 7190 observations with 28 variables and German credit 1000 observations with 15 variables. Since all,data sets are rather large, we randomly split each data set into two-third training set and one-third test set. We compare the performance of the Bayesian network classifiers with the performance of C4.5. which is a well-known decision tree classifier. For the MCMC net classifier, we did 10 runs of each 15000 iterations for the Markov Chain and chose the network whose Markov Blanket of the classification node yielded the best training set accuracy. Note that one might also adopt an averaging stratThe performance is quantified using both the percentage of correctly classified (PCC) OhseNations and the area under the receiver operating characteristic curve (AUROC). Table 1 depicts the PCC and AUROC values for all classifiers on the test set. The best absolute PCC and AUROC performances per data set are underlined. The MCMC net classifier obtained the best PCC performance on both Benel and German credit. For the Bene2 data set, its PCC performance was statistically different from C4.5 at the 5% level but not at the 1% level. The AUROC values of the MCMC classifier were not statistically different from the best AU-ROC value at the 1% level for all three data sets.
Besides the dassification accuracy, we also want to evaluate the Bayesian network classifiers according lo the complexity of the representation. To this end, we will look at the number of nodes and links in the network. For C4.5, we will look at the number of leaf nodes and total number of nodes (leaves and internal nodes) of the tree to assess its complexity. Table 2 displays these properties for the Bayesian network and C4.5 classifiers. The Naive Bayes and TAN classifiers do not pmne any variables because they all remained in the Markov Blanket of the classification node for all three data sets. However, the Markov Blanket concept allowed the MCMC net classifier to prune many variables egy. for all data sets. This resulted in parsimonious yet powerful networks for decision making. E.g., for the Benel data set, 20 variables could be pruned leaving only 3 variables and the classification node in the network. Note that the decision trees induced by C4.5 are rather complex because of the large number of leaves and nodes. Figure I presents the MCMC net that was trained for the German credit data set. 
Conclusions
We have evaluated and contrasted several types of Bayesian network classifiers for credit scoring. The evaluation was done by looking at the performance (in terms of classification accuracy and area under the receiver operating characteristic curve) and the complexity of the representation of the trained classifiers. We used Markov Chain Monte Carlo search to leam unrestricted Bayesian network classifiers. It was shown that MCMC Bayesian network classifiers have a very good performance and by using the Markov Blanket concept, a natural form of feature selection is obtained, which results in parsimonious and powerful models for credit scoring. Finally, a full probabilistic network can be used as a white-box classifier that represents independence relations explicitly. We plan to further contrast the discovered networks with the domain knowledge of the experts.
