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GRAPH HÖRMANDER SYSTEMS
HAOJIAN LI, MARIUS JUNGE, AND NICHOLAS LARACUENTE
Abstract. This paper extends the Bakry-Émery theorem connecting the Ricci curvature and
logarithmic-Sobolev inequalities to the matrix-valued setting. Using tools from noncommuative
geometry, it is shown that for a right invariant second order differential operator on a compact
Lie group, a lower bound for a matrix-valued modified logarithmic Sobolev inequality is equivalent
to a uniform lower bound for all finite dimensional representations. Using combinatorial tools,
we show computable lower bounds for matrix-valued logarithmic Sobolev inequalities the class of
graph-Hörmander systems using combinatorial methods.
1. Introduction
Estimates for the spectral gap of a Laplace type operator are relevant in several areas of math-
ematics such as analysis, geometry, combinatorics, and even theoretical computer science. The
aim of this paper is to study matrix-valued versions of logarithmic Sobolev inequalities related to
representations of compact Lie groups, and the connection to noncommutative geometry.
Log-Sobolev inequalities have been an area of active research for several decades, see [Gro06]
for an overview. Let us highlight the local estimates on Sobolev inequalities by Rothchield and
Stein [RS76], the new paradigm connecting Ricci-curvature and Log-Sobolev inequality [BE86], the
so-called Bakry-Émery theory, and the discovery by Meyer and Gross of Log-Sobolev inequalities
in infinite dimension, see [Yau96, Gro75, Mey83, Mey84]. We refer to Ledoux’s article [Led11] for
the fundamental connection between Log-Sobolev inequalities and concentration inequalities. More
recently, Otto and Villani, and Sturm connected geometric insights with the theory of optimal
transport and displacement convexity.
Transferring these estimates to the quantum setting is an area of recent, ongoing research, see
[CM17, CM14], [BW], [DR20],[BCR20]. In the theory of open quantum systems, it is natural to
assume that a diffusion process interacts with an environment system. Mathematically, this implies
that a certain diffusion process is no longer ergodic, acting trivially on one part of the space.
Bakry-Émery theory in the non-ergodic setting is less developed. This remains particularly true for
the connection between Fisher information and log Sobolev inequalities, see however [L. 18]. We
should point out that in the matrix-valued setting, a crucial argument based on uniform convexity
of Lp spaces, the famous Rothaus Lemma, is no longer valid and hence the usual approach via
hypercontractivity has to be replaced by new methods. Developing these methods is the main
technical contribution in this paper.
Log-Sobolev inequalities have also been studied for discrete objects in particular graphs, see the
seminal work of Saloff-Coste and Diaconis [DSC96], and also later work by Yau and his collaborators
[Yau96, LY93]. Nowadays, it is clear that different variations of Log-Sobolev inequalities are relevant.
Let us recall that an ergodic system Tt = e−t∆ on a probability space (Ω, µ) satisfies a Log-Sobolev
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inequality (λ-LSI) if
2λ
∫
f2 ln f2dµ ≤
∫
(∆(f), f)dµ = E∆(f, f) .
The right hand side defines the energy form. A proper formulation of Log-Sobolev inequalities
for non-ergodic system appears only in hidden form in the existing literature. Indeed, let Tt be a
semigroup of selfadjoint positive unital maps. Let Nfix = {f |Tt(f) = f} (some or all t > 0) be the
subalgebra of invariant functions which admits a conditional expectation Efix. Then L is said to
satisfies a Log-Sobolev inequality (λ-LSI) if
λ D(f2||Efix(f2)) ≤ E∆(f, f) .
Here and in the following we will use D(f ||g) = τ(f ln f) − τ(f ln g) for the relative entropy, and
τ(f) =
∫
fdµ for the canonical trace induced by the probability measure µ. We recall that L
satisfies a modified Log-Sobolev inequality (λ-MLSI) if
λ D(f ||Efix(f) ≤ E∆(f, ln f)
holds for all f . The right hand side I∆(f) = τ(∆(f) ln f) = E∆(f, ln f) is the Fisher information.
Let us denote by LSI(L), MLSI(L) the largest possible such constant, and λ2 the spectral gap. Then
2LSI(L) ≤ MLSI(L) ≤ 2λ2(L)(1.1)
holds in general. For smooth manifolds we have 2LSI(L) = MLSI(L), which however fails for discrete
graphs. For Riemanian manifolds there are two approaches to prove Log-Sobolov estimates. One
can first use local Sobolev inequalities from the Euclidean setting, and then use the aforementioned
Rothaus Lemma. Alternatively, one can use Bakry-Émry theory for an equivalent measures with
satisfies a lower Ricci-curvature bound, i.e. it is enough to satisfy Ricci-curvature at∞, see [Led11].
The second approach may fail for manifolds not admitting convex functions.
The real power of Log-Sobolev inequalities stems from their stability under perturbation, crucial
in proving results for spin systems [Yau96, LY93]. The tensor stability is also crucial in Talagrand’s
inequality, as a special case of an LSI-estimates, which has applications in computer science, see
[Bou02, Led19].
Our original motivation for this projects comes from the study of Lindbladians in quantum
information theory, or more generally dynamical systems on matrix algebras Mm. Generators of a
self-adjoint quantum dynamical system Tt = e−tL are completely classified and of the form
L(f) =
∑
k
a2kf + fa
2
k − 2akfak =
∑
k
[ak, [ak, f ]] .
Since δk(f) = i[ak, f ] is a derivation, such Lindblad generators may be considered as analogues of
a second order differential operators. Using the von Neumann relative entropy for τ(f) = tr(x)m we
may define the modified Log Sobolev (MLSI(L) = sup{λ}) such that
λ D(f ||Efix(f)) ≤ IL(f) = τ(L(f) ln f)
holds for all f . The complete modified Log-Sobolev constant CLSI(L) = sup{λ}, the main notion
of this paper, is the best constant such that
λD(f ||Efix(f)) ≤ τ((id⊗ L)(f) ln f)
for f ∈ Md ⊗ M, where M is a finite matrix algebra (more precisely a finite von Neummann
algebra). In contrast to commutative systems tensorization with an auxiliary system is not ‘for
free’. For the complete version of the modified Log-Sobolev inequality, however, we have tensor
stability (see [L. 18])
CLSI(L1 ⊗ 1 + 1⊗ L2) ≥ min{CLSI(L1),CLSI(L2))} .
3The best way to understand the CLSI-constant is via the entropy decay rate, i.e. the best constant
such that
D(e−tL(f)||Efix(f)) ≤ e−tCLSI(L)D(f ||Efix(f))
holds for all matrix valued f . We will show that even for commutative systems the complete, i.e.
matrix version, provides useful insight. It should be noted, however, that the failure of the Rothaus
Lemma is probably responsible for a the lack of large classes of examples in the quantum information
literature. Before [L. 18] and this paper, all the known results could be deduced from a result by
Bardet’s result for L = I−E, or Gaussian systems, see [CM17]. Note, however, that tensor stability
will be crucial in analyzing multi-body system through the interaction of local systems.
The main focus of this paper is to study Lindbladians which are “transferred” from a group
representation u : G → U(H), H a (finite) dimensional Hilbert space of a finite dimensional Lie
group G with Lie algebra g. A vector field X = {X1, ...,Xm} ⊂ g ∼= T1M is called a Hörmander
system if the iterated commutators from X generate the Lie-algebra. Such a Hörmander system
generates an ergodic semigroup of right-invariant maps Tt = e−t∆X with the sub-Laplacian generator
∆X =
∑
j
−X2j =
∑
j
X∗jXj , Xj(f)(g) =
d
dt
f(exp(tXj)g)|t=0 .
Here the adjoint X∗j refers to the Haar measure. The Laplace-Beltrami operator on G is obtained
by taking a basis of the Lie algebra, and hence is automatically Hörmander. Locally the geometry
given by the induced Carnot-Caratheodory metric is extremely well-understood thanks to the famous
Box-Ball theorem, [Gro96]. It is, however, not easy to obtain good dimension-free estimates for the
spectral gap from the Ball-Box theorem, because of the implicit dependence of the dimension of
the underlying space and the number of iterations required to generate the Lie algebra, see [Cho39,
OL93, RS76]. Thanks to the transference theorem from [L. 18] such estimates also imply estimates
for selfadjoint Lindbladians. Indeed, let u˜ : g → B(H) be the induced Lie algebra representation,
i.e. u˜X = iaX such that
u(exp(tX)) = etX˜
describes the one-parameter group of unitaries. For a given vector field X1, ...,Xm we find self-
adjoint matrices a1, ..., am such that u˜(Xj) = iaj . The induced Linbladian
LHX(f) = L
u,H
X (f) =
∑
j
[aj , [aj , f ]]
can be controlled by the original semigroup thanks to the following diagram
L∞(G,B(H))
e−t∆X⊗id→ L∞(G,B(H))
↑π ↑π
B(H))
e−tL
H
X→ B(H)
given by the trace preserving ∗ homomorphism π(T )(g) = u(g)∗Tu(g). Therefore, we find λ2(LHX) ≥
λ2(∆X). Our main result is what might be called an anti-transference result.
Theorem 1.1. Let G be a finite dimensional compact Lie group, X ⊂ g, a vector field. Then
CLSI+(∆X ) = inf
u:G→U(H)
CLSI+(LHX ) .
We conjecture that indeed
CLSI(∆X )
?
= inf
H
CLSI(LHX ) .
In this paper we have to work with a technical variant CLSI+(L) = infp>1CpSI(L) to justify the
use of Connes’ trace formula in our proof of 1.1. Our p-Rényi version of a complete logarithmic
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inequality is completely new for quantum dynamical semigroups, although anticipated in [BT06],
and defined as the best constant CpSI = sup{λ} such that
λ[τ(fp)− τ(Efix(f)p)] ≤ pτ(L(f)fp−1)
holds for all positive matrix-valued f . In the scalar, ergodic case this inequality has been studied
by [BT06], and it was proved that the inequality is equivalent to the decay estimate
[τ(Tt(f)
p)− τ((Efix(f))p) ≤ e−tCpSI(L)[τ(fp)− τ(Efix(f)p)]
in the ergodic scalar case. We refer to [Li20] for a systematic study of the relative entropy dp
associated with CpSI. In the existing literature examples of CLSI for quantum and classical systems
are very rare, because the usual hypercontractivity argument fails. However, we are able to extend
the famous result of Bakry-Émry in this new setting.
Theorem 1.2 (Complete Bakry-Émery theorem). Let (M,g, µ) be a smooth Riemannian manifold
with a probability measure µ defined by dµ = 1ZU e
−Udvol with ZU =
∫
M e
−Udvol and U ∈ C∞(M)
such that the Bakry-Émry Laplacian∫
∆U(f1)f2dµ =
∫
(∇f1,∇f2)dµ
satisfies Ric(∆U) ≥ κ > 0. Then
CLSI(∆U) ≥ 2κ .
Our key ingredient, motivated from [CM17], is to use Lieb’s concavity theorem, refined by Hiai
and Petz [HP12]. This allows us to define ‘Ricci curvature bounded below’ for noncommutative
dynamical systems. This result competes with the recent results in [CM14, Wit74], where a notion
of transportation Ricci curvature has been introduced. For finite dimensional QMS our notion of
geometry Ricci curvature implies complete transportation Ricci curvature. As it turns out this is a
source of a large class of examples.
Indeed, the remainder of this paper is to find concrete estimates for the CLSI constant for graphs
and related Lindbladian or differential operators. This is motivated form quantum information
theory, but certainly interesting in view finite Markov process in the sense of [SC94].
Theorem 1.3. Let G = (V ,E ) be a connected undirected graph with a uniform distribution on the
vertex set. Let
AE (f)(x) = 2
∑
(x,y)∈E
(f(x)− f(y))
be the graph Laplacian and Ts be the minimum spanning tree with the number of edges l(Ts) and
the maximum degree d(Ts) . Then
CLSI(AE ) ≥ CLSI+(AE ) ≥ 1
30π2d(Ts)l(Ts)2
.
This result is optimal for the cyclic graph Zn with nearest neighboring interactions. The lower
bound is efficiently computable. We refer to [Yau97] (and references therein) for other estimates of
the LSI constant that are not directly comparable to our result. Our estimate is not expected to be
the best possible because it is modelled after a long a one-dimensional structure. More edges should
improve the estimates of the CLSI constant, and this is true for graphs with with tensor product
structure. Our results support the following conjecture.
Conjecture 1.4. For every self-adjoint Lindbladian L, we have CLSI(L) > 0.
5We can verify this conjecture for, what we call the Graph-Hörmander systems. Indeed, let
G = (V ,E ) be a connected undirected graph with a uniform distribution on V = {1, . . . , n}. For
every edge e = (r, s) with r < s we may define the tangent vector Xe = |r〉〈s| − |s〉〈r| and
LE (x) =
∑
e=(r,s)∈E ,r<s
[Xe, [Xe, x]]
the corresponding Lindblad transferred from the sub-Laplacian ∆E =
∑
e−X2e over C∞(SOn).
Theorem 1.5. Let G = (V ,E ) be a connected undirected graph with a uniform distribution over
V . Then ∆E is ergodic and
CLSI+(AE ) ≥ CLSI+(LE ) ≥ CLSI
+(AE )
1 + 5π2 CLSI+(AE )
.
The paper is organized as follows. In section 2, we introduce important tools, such as derivations
and double operator integrals, which we use in later chapters. We give the definitions of CLSI
and CLSI+ and their properties, in particular, tensor stability and stability under perturbation. In
section 3, we define the geometry Ricci curvature of a derivation triple and establish the abstract
Bakry-Émery theorem. We compare our geometric Ricci curvature with the transport Ricci curva-
ture previously defined by Carlen and Maas. In section 4, we recapture the Bakry-Émery criterion
for matrix-valued functions defined over a smooth manifold. We also include some geometric ex-
amples to illustrate derivation triples. In section 5, we briefly review the transference principle and
develop the anti-transference principle with the help of representation theory and noncommutative
geometry. In section 6, we give computable estimates of CLSI constants of connected graphs via to
the preorder traversal algorithm and existence of spanning trees. In section 7, we define the graph
Hörmander systems and present the relation between CLSI constants of a connected graph and the
induced Lindblad operator.
2. Notation and background
2.1. Tracial von Neumann algebras and modules. Let (N , τ) be a finite von Neumann algebra
equipped with a normal faithful tracial state τ , and N+ be the set of positive elements in N .
We denote the noncommutative Lp-space by Lp(N , τ), or Lp(N ) if the trace τ is clear from the
context. The Hilbert-Schmidt inner product over N is defined by 〈x, y〉τ = τ(x∗y) (also denoted
by 〈x, y〉). Let N1 and N2 be two von Neumann algebras. The Hilbert N1-N2 bimodule N1 HN2 is
a Hilbert space H equipped with representations π1 : N1 → B(H) and πop2 : N op2 → B(H) satisfying
[π1(N1), πop2 (N op2 )] = 0. Let us recall that the opposite algebra N op is obtained by exchanging the
left and right multiplications in N , i.e., (ab)op in N op is given by ba in N for a, b ∈ N . We use the
notation xhy to denote the left N1 action and the right N2 actions for x ∈ N1, y ∈ N2 and h ∈ H.
The Hilbert bimodule N HN is said to be self-adjoint if N1 = N2 = N and there exists an antilinear
involution J : H→ H such that J(xhy) = y∗J(h)x∗ for any x, y ∈ N and h ∈ H. In many situations
we work with the slightly stronger notion of a W ∗-right module X which admits an N -valued inner
product (x, y) such that (x, ya) = (x, y)a for any a ∈ N and x, y ∈ X. Let us denote by LN (X) the
von Neumann algebra of left adjointable operators on X, see [Pas73], [JS05],[Lan95]. If in addition
there is a weak∗ continuous ∗-representation π : N → LN (X), X becomes an N -N -W ∗-bimodule.
If furthermore there is an antilinear isometry J : LN (X) → LN (X) such that J(π(a)x) = xa∗
for any x ∈ X and a ∈ N , we recover all the data from above. Our typical example is given by a
trace preserving inclusion N ⊂ M equipped with a conditional expectation EN : M → N . Then
(x, y) = EN (x∗y) makes M an N -valued right module which extends to a complete W ∗-module
X =MEN ⊂ B(L2(M)). The left representation is, of course, given by π(a)ξ = aξ which extends
to the closure. The underlying Hilbert space is given by H = L2(M, τ). We see that here J(x) = x∗
is an isometry on the Hilbert space, but only densely defined on M⊂ X.
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2.2. Derivations. Let N HN be a self-adjoint Hilbert N -N bimodule with the antilinear form J .
A closable derivation of a von Neumann algebra N is a densely defined closable linear operator
δ : L2(N , τ)→ H such that
(1) dom(δ) is a weakly dense ∗-subalgebra in N ;
(2) the identity element 1 ∈ dom(δ);
(3) δ(xy) = xδ(y) + δ(x)y, for any x, y ∈ dom(δ).
Let δ¯ denote the closure of δ. A derivation δ is said to be ∗-preserving if J(δ(x)) = δ(x∗). Every
closable ∗-preserving derivation δ determines a positive operator δ∗δ¯ on L2(N , τ). It was shown in
[J-L90] that Tt = e−tδ
∗ δ¯ : N → N is a strongly continuous semigroup of completely positive, unital
and self-adjoint maps. Thus Tt is also trace preserving since τ(x∗Tt(y)) = τ(Tt(x∗)y) = τ(Tt(x)∗y)
for any x and y ∈ N . See[?], [AS80], [Pet09], [Irv53], and [BR76] for more details.
Now let Tt = e−tA : N → N be a strongly continuous semigroup of completely positive unital
self-adjoint maps on L2(N , τ). The generator A is a positive operator on L2(N , τ) given by
A(x) = lim
t→0+
1
t
(Tt(x)− x),∀x ∈ dom(A).
It was pointed out in [J-L90] that dom(δ) = {x ∈ N|‖A1/2x‖2 < ∞} is indeed a ∗-algebra and
invariant under the semigroup. The weak gradient form of A is defined by
ΓA(x, y)(z) =
1
2
(τ(A(x)∗yz) + τ(x∗A(y)z)− τ(x∗yA(z))).
If the weak gradient form ΓA(x, y) ∈ L1(N ) for all x, y ∈ dom(A1/2), we say the generator A (or
Tt) satisfies Γ-regularity. It was shown in [M. ] that we may associate the generator A satisfying
the Γ-regularity with a closable ∗-preserving derivation δA.
Theorem 2.1. If A satisfies Γ-regularity, then there exists a finite von Neumann algebra (M, τ)
containing N and a ∗-preserving derivation δA : dom(A1/2)→ L2(M) such that
(2.1) τ(ΓA(x, y)z) = τ(δA(x)
∗δA(y)z).
Equivalently ΓA(x, y) = EN (δA(x)∗δA(y)), where EN :M→N is the conditional expectation.
Throughout the paper, we always work with a closable ∗-preseving derivation δ and a strongly
continuous semigroup Tt = e−tA of completely positive unital self-adjoint maps on L2(N , τ) satis-
fying Γ-regularity.
2.3. Double operator integrals. Let φ : R × R → R be bounded and ρ, σ ∈ N be self-adjoint.
The double operator integral is defined by
Qρ,σφ (T ) :=
∫
R
∫
R
φ(s, t)dEρ(s)TdEσ(t),
where Eρ((s, t]) = 1(s,t](ρ) is the spectral projection of ρ. We write Q
ρ
φ if ρ = σ. The notion of
double operator integrals was first introduced by Daleckii and Krein (see [DK51], [kre56]) used for
the analytical theory of perturbations. Further construction of double operator integrals was created
in a series of papers, (see [dPS04], [dPS07], [ST19]) by Birman and Solomyak. Let f : R+ → R be
a continuously differentiable function and the difference quotient be f [1](x, y) = f(x)−f(y)x−y , then
Qρ,σ
f [1]
(T ) =
∫
R+
∫
R+
f(s)− f(t)
s− t dEρ(s)TdEσ(t).
See [PS10] for the convergence of the above formula. We abbreviate Qρ,σ
ln[1]
, Qρ
ln[1]
as Qρ,σ, Qρ,
respectively. It was also shown in [PS10] that
lim
t→0
f(ρ+ tσ)− f(ρ)
t
= Qρ
f [1]
(σ).
7Thus τ
(
Qρ
f [1]
(σ)
)
= τ(f ′(ρ)σ). For ρ ∈ N+, recall that the functional calculus of derivations is
given by
δ(f(ρ)) =
∫
R+
∫
R+
f(s)− f(t)
s− t dEρ(s)δ(ρ)Eρ(t).
Hence δ(f(ρ)) = Qρ
f [1]
(δ(ρ)).
Example 2.2. Let f(x) = ln(x), recall that ln(x)−ln(y)x−y =
∫
R+
1
(x+r)(y+r)dr, then
Qρ,σ(y) =
∫
R+
(ρ+ r)−1y(σ + r)−1dr.
In particular ([CM17]) δ(ln(ρ)) =
∫
R+
(ρ+ r)−1δ(ρ)(ρ + r)−1dr.
Let f : R+ → R+ be operator monotone and f[0](x, y) = f(xy )y, and we consider
Qρ,σf[0](T ) =
∫
R+
∫
R+
f[0](s, t)dEρ(s)TdEσ(t).
Example 2.3. Let f(x) = x−1ln(x) , then f is operator monotone. Indeed f(x) =
∫ 1
0 x
rdr is a convex
combination of operator monotone functions xr. By the integral identity x−yln(x)−ln(y) =
∫
R+
xry1−rdr,
we obtain that
Qρ,σf[0](T ) =
∫ 1
0
ρrTσ1−rdr.
An important observation is that Qρ(T ) = Qρ
f−1
[0]
(T ).
2.4. Lieb’s concavity. Lieb ([Lie]) proved that the map (A,B) 7→ τ(K∗A1−tKBt) with t ∈ [0, 1]
is jointly concave in the positive definite matrix pair (A,B), usually referred to as Lieb’s concavity.
Petz ([Pet85]) discovered the following generalized Lieb’s concavity by using the Jensen inequality
of operator concave functions.
Theorem 2.4. Let β : N → N be a completely positive trace preserving map and f : (0,∞) →
(0,∞) be an operator monotone function. Then for any ρ, σ ∈ N+, we have
β∗Qβ(ρ),β(σ)
f−1
[0]
β ≤ Qρ,σ
f−1
[0]
.
Furthermore, (ρ, σ, x) 7→ 〈x,Qρ,σ
f−1
[0]
(x)〉 is jointly convex for ρ, σ ∈ N+ and x ∈ N .
Lemma 2.5. Let f : (0,∞) → (0,∞) and β : N → N be a completely positive trace preserving
map. The conditions
β∗Qβ(ρ),β(σ)
f−1
[0]
β ≤ Qρ,σ
f−1
[0]
(2.2)
and
βQρ,σf[0]β
∗ ≤ Qβ(ρ),β(σ)f[0](2.3)
are equivalent for any ρ, σ ∈ N+.
See the proof of Lemma 1 and Theorem 5 in [HP12], and they assumed that ρ, σ, β(ρ), β(σ) are
invertible additionally. It is enough to assume the positivity by perturbation argument ρ + εI for
ε→ 0+. Theorem 2.4 remains true for a larger family of functions. (For details, see [Li20].)
Theorem 2.6. Let β : N → N be a completely positive trace preserving mapping and f(x) = xp,
where p ∈ (0, 1). Assume that ρ, σ ∈ N+. Then
β∗Qβ(ρ),β(σ)
f [1]
β ≤ Qρ,σ
f [1]
.
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2.5. Formulation of CLSI.
2.5.1. Quantum relative entropy. Recall that the quantum relative entropy of ρ, σ ∈ N+ is
Dτ (ρ‖σ) =
{
τ(ρ ln(ρ)) − τ(ρ ln(σ)), if supp(ρ) ⊃ supp(σ);
+∞, otherwise,
where supp(ρ) is the support projection of ρ. We denote the relative entropy by D(ρ‖σ) if the trace
τ is clear from the context. Equivalently D(ρ‖σ) = limǫ→0+ D(ρ‖σ + ǫ1). See e.g. [Wil13] and
[NC10] for more entropy properties. Relative entropy is monotone decreasing under the application
of quantum channels (also known as data processing inequality)
D(β(ρ)‖β(σ)) ≤ D(ρ‖σ),
where β : N → N is a completely positive trace preserving linear map. Let K be a von Neumann
subalgebra of N and EK : N → K be the conditional expectation onto K. The relative entropy DK
with respect to K is given by
DK(ρ) = D(ρ‖EK(ρ)) = inf
τ(ρ)=τ(σ),σ∈K
D(ρ‖σ).(2.4)
Lemma 2.7. Let E1,....,Em be pairwise commuting conditional expectations on N . Then
D
(
ρ‖(
∏m
j=1
Ej)(ρ)
)
≤
m∑
j=1
D(ρ‖Ej(ρ)) .
Proof. Let us define the subalgebras Mm−k = (
∏k
j=1Ej)(N ), so that M0 ⊂M1 ⊂ · · ·Mm = N is
a filtration. Then we deduce from the data processing inequality
D(ρ‖EM0(ρ)) = D(ρ‖EM1(ρ)) +D(EM1(ρ)‖EM0(ρ))
= D(ρ‖EM1(ρ)) +D
(
(
∏m−1
j=1
Ej)(ρ)‖(
∏m
j=1
Ej)(ρ)
)
≤ D(ρ‖EM1(ρ)) +D(ρ‖Em(ρ)).
Repeating the argument for the first term m− 1 times yields the assertion.
Lindblad extended the relative entropy to positive functionals
DLin(ρ‖σ) = τ(ρ ln(ρ)− ρ ln(σ)− ρ+ σ),∀ρ, σ ∈ N+.
It follows from the definition that DLin(ρ‖σ) ≥ 0, with equality if and only if ρ = σ. ([Lin73]) Thus
D(ρ‖σ) is non-negative when τ(ρ) ≥ τ(σ). By the nonnegativity of Lindblad relative entropy, we
rewrite the relative entropy with respect to K as
DK(ρ) = inf
σ∈K
DLin(ρ‖σ).(2.5)
Recall that for any finite von Neumann algebra N , there exists a σ-finite measure space (X,µ) such
tha Z(N ) ∼= L∞(X,µ) and N =
∫
X Nxdµ(x), where Z(N ) is the center of N and Nx is a factor
for any x ∈ X. Now we rewrite the relative entropy by using the direct integral
DLin(ρ‖σ) =
∫
X
DLin(ρx‖σx)dµ(x).
Lemma 2.8. Let τ1 and τ2 be two normal faithful traces over a finite von Neumann algebra N such
that dτ1dτ2 ≤ c for c > 0. For any ρ, σ ∈ N+,
Dτ1
Lin
(ρ‖σ) ≤ cDτ2
Lin
(ρ‖σ).
In particular, we have Dτ1K (ρ) ≤ cDτ2K (ρ).
9Proof. Note that two traces only differ by two measures µ1 and µ2 over the center L∞(X,µ1) ∼=
L∞(X,µ2) ∼= Z(N ) . Also note that dτ1dτ2 ≤ c if and only if
dµ1
dµ2
≤ c. Again by the non-negativity of
the Lindblad relative entropy, we have
Dτ1
Lin
(ρ‖σ) =
∫
X
Dτ1
Lin
(ρx‖σx)dµ1(x)
≤c
∫
X
Dτ2
Lin
(ρx‖σx)dµ2(x) = cDτ2Lin(ρ‖σ).
The second assertion follows from (2.5).
2.5.2. Quantum Fisher information. The Fisher information IA of A is defined by
IτA(ρ) = τ(A(ρ) ln(ρ)), ∀ρ ∈ dom(A1/2) ∩ L2(N ) and ln(ρ) ∈ L∞(N ).(2.6)
Equivalently IA(ρ) = limǫ→0+ τ(A(ρ) ln(ρ + ǫ1)). The Fisher information IA is also called the
entropy production ([Spo08]). For a derivation δ, the Fisher information is defined by
Iτδ (ρ) = τ (δ(ρ)Q
ρ(δ(ρ))) , ∀ρ ∈ dom(δ) ⊂ N .(2.7)
Then Iδ(ρ) = Iδ∗δ¯(ρ).We use IA or Iδ if the trace is clear from the context. By Theorem 2.1, for any
A satisfying Γ-regularity, there exists a closable ∗-preserving derivation δA : dom(A1/2) → L2(M)
such that ΓA(x, y) = EN (δA(x)∗δA(y)) where EN :M→N . Thus
IA(ρ) = IδA(ρ).
The choice of δA is not necessarily unique, but IA is uniquely determined by (2.1).
Proposition 2.9. The Fisher information IA (Iδ) is non-negative and convex.
Proof. Recall Example 2.2 that
IA(ρ) =
∫
R+
τ
(
δA(ρ)(ρ + r)
−1δA(ρ)(ρ+ r)−1
)
dr.
Let us define the differential form
wr = (ρ+ r)
−1/2δA(ρ)(ρ+ r)−1/2,
then
IA(ρ) =
∫
R+
τ (EN (wrwr)) dr ≥ 0.
The convexity was proved in [HP12] by using Theorem 2.4. Similar argument applies for Iδ.
Lemma 2.10. Let E : N → Nfix be the conditional expectation onto the fixed-point algebra Nfix ⊂ N
of the semigroup Tt = e−tA, then E ◦ Tt = Tt ◦E = E. We also have
IA(Tt(ρ)) = − d
dt
DNfix(Tt(ρ)).
See [L. 18] for the proof. This result, especially the classical case, goes back [?].
Lemma 2.11. Let τ1 and τ2 be two normal faithful traces over a finite von Neumann algebra N
and dτ1dτ2 ≥ c for c > 0. Then for any ρ ∈ N+,
cIτ2A (ρ) ≤ Iτ1A (ρ).
It remains true for Iδ.
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Proof. We use the direct integral argument and notations in Lemma 2.8. Again dτ1dτ2 ≥ c if and only
if dµ1dµ2 ≥ c. Let us consider the pointwise differential form
wx,r = (ρx + r)
−1/2δA(ρ)x(ρx + r)−1/2.
By the non-negativity of the Fisher information (Proposition 2.9), we have
cIτ2A (ρ) =c
∫ ∞
0
∫
X
τ2x (EN (wx,rwx,r)) dµ2(x)dr
≤
∫ ∞
0
∫
X
τ1x (EN (wx,rwx,r)) dµ1(x)dr = I
τ1
A (ρ).
Similar argument applies for Iδ.
2.5.3. Log-Sobolev type inequalities.
Definition 2.12. The semigroup Tt = e−tA or the generator A with the fixed-point algebra Nfix is
said to satisfy:
(1) the modified logarithmic Sobolev inequality λ-MLSI (with respect to the trace τ) if there exists a
constant λ > 0 such that
λDNfix(ρ) ≤ IA(ρ), ∀ρ ∈ dom(δ) ∩N+;
(or equivalently DNfix(Tt(ρ)) ≤ e−λtDNfix(ρ), ∀ρ ∈ N+.)
(2) the complete logarithmic Sobolev inequality λ-CLSI (with respect to the trace τ) if A⊗idF satisfies
λ-MLSI for any finite von Neumann algebra F .
Let CLSI(A, τ) be the supremum of λ such that A satisfies λ-CLSI, or denoted by CLSI(A) if there
is no ambiguity. We also use CLSI(Tt) for convenience. The derivation δ is said to satisfy λ-MLSI
(λ-CLSI) if δ∗δ¯ satisfies λ-MLSI (λ-CLSI). Similarly we define CLSI(δ, τ) and CLSI(δ) for the
derivation δ.
An edge of CLSI over the logarithmic Sobolev inequality for quantum systems is tensorization
stability (see [L. 18]).
Proposition 2.13. Let T jt : Nj → Nj be a family of semigroups with fixed-point algebras Nfix,j ⊂ Nj
for 1 ≤ j ≤ k . Then the tensor semigroup Tt = ⊗kj=1T jt has the fixed-point algebra Nfix =
⊗kj=1Nfix,j . Moreover, we have
CLSI(Tt) ≥ inf
1≤j≤k
CLSI(T jt ).
Combining Lemma 2.8 and Lemma 2.11, we obtain the following change of measure principle. The
following observation is also referred to as Holley Stroock argument in the literature.
Theorem 2.14 (change of measure principle). Let τ1 and τ2 be normal faithful traces over N and
c2 ≤ dτ1dτ2 ≤ c1 for some c1, c2 > 0. Then CLSI(A, τ1) ≥ c2c1 CLSI(A, τ2).
Lemma 2.15. Let λ > 0. If the Fisher information decays exponentially
IA(Tt(ρ)) ≤ e−tλIA(ρ), ∀ρ ∈ N+,
then CLSI(A) ≥ λ.
Proof. Let f(t) = DNfix(Tt(ρ)), then f
′(t) = −IA(Tt(ρ)) by Lemma 2.10. Integrating both sides
over [0,∞) yields the assertion.
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2.6. CpSI and CLSI+. Now we give a brief introduction of complete p-Sobolev type inequalities
and refer to [Li20] for details and generalized results. In the sequel, we assume that p ∈ (1, 2). For
any ρ, σ ∈ N+, the quantum p-relative entropy is defined as
dp(ρ‖σ) ≤
{
τ(ρp − σp)− pτ((ρ− σ)σp−1), if supp(ρ) ⊃ supp(σ);
+∞, otherwise.
It follows from the definition that dp(ρ‖σ) ≥ 0, with the equality if and only if ρ = σ. The p-relative
entropy with respect to the von Neumann subalgebra K ⊂ N is defined by
dpK(ρ) = d
p(ρ‖EK(ρ)) = inf
τ(ρ)=τ(σ),σ∈K
dp(ρ‖σ).
Lemma 2.7 remains true for the p-relative entropy, see [Li20] for the proof.
Lemma 2.16. Let E1,....,Em be pairwise commuting conditional expectations on N , then
dp
(
ρ‖(
∏m
j=1
Ej)(ρ)
)
≤
m∑
j=1
dp(ρ‖Ej(ρ)) .
In [Li20], we defined the p-Fisher information IpA of the generator A of a semigroup e
−tA by
IpA(ρ) = pτ(A(ρ)ρ
p−1), ∀ρ ∈ dom(A1/2) ∩ Lp−1(N , τ)
and the p-information Ipδ of δ by
Ipδ (ρ) = pτ
(
δ(ρ)Qρ
(xp−1)[1]
(δ(ρ))
)
, ∀ρ ∈ dom(δ) ⊂ N .
Note that
IA(ρ) = lim
p→1+
IpA(ρ)
p − 1 and DLin(ρ‖σ) = limp→1+
dp(ρ‖σ)
p− 1 .
See [Li20] for the nonnegativity and convexity of the quantum p-Fisher information.
Definition 2.17. The semigroup Tt = e−tA or the generator A with the fixed-point algebra Nfix is
said to satisfy:
(1) the modified p-Sobolev inequality λ-MpSI (with respect to the trace τ) if there exists a constant
λ > 0 such that
λdpNfix(ρ) ≤ I
p
A(ρ), ∀ρ ∈ dom(δ) ∩N+;
(or equivalently dpNfix(Tt(ρ)) ≤ e−λtd
p
Nfix(ρ), ∀ρ ∈ N+.)
(2) the complete p-Sobolev inequality λ-CpSI (with respect to the trace τ) if A⊗ idF satisfies λ-MpSI
for any finite von Neumann algebra F .
(3) the enhanced complete logarithmic Sobolev inequality λ-CLSI+ if A satisfies λ-CpSI for p ∈ (1, 2).
Let CpSI(A, τ) (CLSI+(A, τ)) be the supremum of λ such that A satisfies λ-CpSI(CLSI+), or denoted
by CpSI(A) (CLSI+(A)) if there is no ambiguity. The derivation δ is said to satisfy λ-MpSI (λ-
CpSI) if δ∗δ¯ satisfies λ-MpSI (λ-CpSI). Similarly we define CpSI(δ, τ), CpSI(δ), CLSI+(δ, τ), and
CLSI+(δ) for the derivation δ.
Theorem 2.18. Let EK be the conditional expectation onto the von Neumann subalgebra K ⊂ N ,
then we have
CpSI(I − EK) ≥ p.
Proof. It is obvious that Nfix = K. By the operator concavity of xp−1, we have (EK(ρ))p−1 ≤
EK(ρp−1). Thus
dpNfix(ρ) = τ(ρ
p − EK(ρ)(EK(ρ))p−1) ≤ τ(ρp − EK(ρ)EK(ρp−1)) = 1
p
IpI−EK(ρ).
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Here wer list of important properties of CpSI and refer to [Li20] for proofs.
Theorem 2.19. Let Tt = e−tA : N → N , then
(1) IpA(e
−tA(ρ)) = − ddtdpNfix(e−tA(ρ));
(2) the exponential decay of Fisher information IpA(Tt(ρ)) ≤ e−tλIpA(ρ) implies CpSI(A) ≥ λ;
(3) CLSI(A) ≥ CLSI+(A);
(4) CpSI and CLSI+ are stable under tensorization;
(5) CpSI and CLSI+ are stable under change of measure.
Similar results remain true for δ.
3. Derivation triple
Let N be a finite von Neumann algebra equipped with a normal faithful tracial state τ , and δ be
a closable ∗-preserving derivation on N . Suppose there exists a larger finite von Neumann algebra
(M, τ) containing N and a weakly dense ∗-subalgebra A ⊂ N such that
(1) A ⊂ dom(δ);
(2) δ : A → L2(M, τ).
We call such (N⊂M, τ, δ) a derivation triple. This notion is closely related to, and inspired by
Connes’ notion of a spectral triple (A,H,D) given by a representation π : A→ B(H) and a (usually
unbounded) self-adjoint operator D such that
δ(a) = [D,π(a)]
is bounded. In classical geometry D is the Dirac operator and [D,π(a)] ∈ C0(CL(M)), where
C0(CL(M)) is C∗-bundle of Clifford algebras of the dimension of M over M . This Clifford bundle
admits a natural faithful trace hence is contained in the von Neumanna algebra CL(M) given by
the GNS construction, see section 4.1 for more details.
Thus our notion of derivation triple requires additional conditions on the algebra differential
forms to admit a tracial state. On the other hand we allow for slightly more general derivations,
because in many situations it is difficult to identify a good choice of D. In order to understand the
role of differential forms, we recall Connes’ abstract definition
Ω1(A) = {
∑
j
(aj ⊗ bj − 1⊗ ajbj)|aj , bj ⊗A} ⊂ A⊗A .
The induced differential representation πδ : Ω1(A)→M is defined by πδ(a⊗b−1⊗ab) = δ(a)b, and
we denote the range πδ(Ω1(A)) by Ωδ(A). Thus Ωδ(A) is Hilbert A-bimodule with inner product
(δ(a1)b1, δ(a2)b2)A = b∗1EN (δ(a
∗
1)δ(a2))b2,
where EN : M → N is the conditional expectation and (·, ·)A is the N -valued inner product.
Indeed, Ωδ(A) is also left A-module since aδ(b) = δ(ab)1 − δ(a)b.
Definition 3.1. Let (N⊂M, τ, δ) and (N˜⊂M˜, τ, δ) be two derivation triples with E˜N : N˜ → N .
Let Nfix ⊂ N and N˜fix ⊂ N˜ be the fixed-point algebras of e−tδ∗ δ¯ with the corresponding conditional
expectations E and E˜. We say (N ⊂M, τ, δ) is a sub-triple of (N˜ ⊂M˜, τ, δ), denoted by (N ⊂
M, τ, δ) ⊂ (N˜⊂M˜, τ, δ), if
(1) the following diagrams commute;
N˜ M˜ Ω1(A˜) L2(M˜, τ)
N M Ω1(A) L2(M, τ)
⊂
∪ ∪ ∪
π˜δ
∪
⊂ πδ
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(2) the following commuting square holds E˜N ◦ E˜ = E˜ ◦ E˜N = E,
N˜fix N˜
Nfix N .
∪
⊂
∪
⊂
Theorem 3.2. Let (N⊂M, τ, δ) ⊂ (N˜⊂M˜, τ, δ), then
CLSI(N⊂M, τ, δ) ≥ CLSI(N˜⊂M˜, τ, δ) and CpSI(N⊂M, τ, δ) ≥ CpSI(N˜⊂M˜, τ, δ).
Proof. Let ιN : L1(N , τ)→ L1(N˜ , τ) be the tracing preserving inclusion. Then we compare DNfix(ρ)
and DN˜fix(ρ).
DNfix(ρ) =D(E˜N ◦ ιN (ρ)‖E˜N ◦ ιN ◦ E(ρ)) = D(E˜N (ιN (ρ))‖E˜N (E˜(ρ)))
≤D(ιN (ρ)‖E˜(ρ)) (by data processing inequality)
=DN˜fix(ιN (ρ))
Thanks to the first condition, we see that ιN (aδ(f)b) = ιN (a)δ(ιN (f))ιN (b). This implies Iδ(ρ) =
Iδ(ιN (ρ)). The proof for CpSI is the same.
A linear operator Rc : Ωδ(A)→M is called the (geometry) Ricci operator of (N⊂M, τ, δ) provided
that
(1) Rc is bimodule over A
Rc(aρb) = aRc(ρ)b, ∀a, b ∈ A, ρ ∈ Ωδ(A);(3.1)
(2) there exists a strongly continuous semigroup Tˆt = e−tL : M→M of completely positive trace
preserving maps such that
ΓL(a, b) = EN (δ(a∗)δ(b)), ∀ρ, σ ∈ N .
(3) δ(a˜) ∈ dom(L) if there exists a ∈ A and t ≥ 0 such that a˜ = Tt(a) ∈ A and
δ(δ∗δ¯a˜)− L(δ(a˜)) = Rc(δ(a˜)).(3.2)
The derivation δ is said to admit a Ricci curvature Rc ≥ λ bounded below by a constant λ, if
(Rc(ρ), ρ)A ≥ λEN (ρ∗ρ) for any ρ ∈ Ωδ(A). We say the generator A of Tt = e−tA admits Rc ≥ λ if
there exists a derivation triple (N⊂M, τ, δ) such that
ΓA(a, b) = EN (δ(a∗)δ(b)), ∀a, b ∈ A
and δ admits Rc ≥ λ. It shall be noted that the choice of δ is not unique, thus we may find a larger
Ricci lower bound of A by choosing a good δ.
3.1. Abstract Bakry-Émery criterion. We establish an operator-valued Bakry-Émery criterion
relating the Ricci curvature and the logarithmic Sobolev inequality.
Theorem 3.3. Let (N⊂M, τ, δ) be a derivation triple with Rc ≥ λ > 0. Then
CLSI(N⊂M, τ, δ) ≥ 2λ.
Proof. To simplify the notation, we denote Aδ , Tt(ρ), Tˆt(σ) = e−tLσ by A, ρt, σˆt, respectively in
this proof, where L is given in the definition of Ricci operator Rc. For any fixed ρ ∈ N+, we may
consider two functions:
h(t) = Iδ(ρt)
k(t) = τ(Tˆt(δ(ρ))Q
ρt (Tˆt(δ(ρ)))).
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We compute the derivatives of h and k by Example 2.2 and obtain:
h′(t) =− 2
∫
R+
τ(δ(Aρt)(r + ρt)
−1δ(ρt)(r + ρt)−1)dr
− 2
∫
R+
τ(δ(ρt)(r + ρt)
−1δ(ρt)(r + ρt)−1δ(ρt)(r + ρt)−1)dr,
and
k′(t) =− 2
∫
R+
τ(LTˆt(δ(ρ))(r + ρt)
−1Tˆt(δ(ρ))(r + ρt)−1)dr
− 2
∫
R+
τ(Tˆt(δ(ρ))(r + ρt)
−1δ(ρt)(r + ρt)−1Tˆt(δ(ρ))(r + ρt)−1)dr.
The key observation is that the second lines of both derivatives coincide at t = 0. It remains to
compare the first lines:
h′(0)− k′(0) = −2
∫
R+
τ((δA − Lδ)(ρ)(r + ρ)−1δ(ρ)(r + ρ)−1)dr.
Thanks to the commutator identity (3.2), the Ricci curvature Rc finally shows up
h′(0)− k′(0) = −2
∫
R+
τ
(
Rc(δ(ρ))(r + ρ)−1δ(ρ)(r + ρ)−1
)
dr.
Let us define ωr = (ρ+ r)−1/2δ(ρ)(ρ + r)−1/2, then ωr = ω∗r ∈ Ωδ(A). By (3.1), we have
Rc(ωr) = (ρ+ r)
−1/2δ(ρ)(ρ + r)−1/2.
We rewrite h′(0)− k′(0) as the trace of A-valued inner product over Ωδ(A),
h′(0)− k′(0) = −2
∫
R+
τ ((Rc(ωr), ωr)A) dr.
Since Ricci curvature Rc is bounded below by λ, we deduce that
h′(0)− k′(0) ≤ −2λ
∫
R+
τ(EN (ω∗rωr))dr = −2λh(0).
As an application of Theorem 2.4, k′(0) ≤ 0. Indeed, by Example2.3)
k(t) = τ(Tˆt(δ(ρ))Q
ρt
f−1
[0]
(Tˆt(δ(ρ))))
f(x) = x−1ln(x) . Applying Theorem 2.4 with β = Tˆt yields k(t) ≤ k(0) for t ≥ 0. Together with
k′(0) ≤ 0, we deduce that
h′(0) ≤ −2λh(0).
This inequality remains true by replacing the initial state ρ with ρs. Let us define
hs(t) = Iδ(ρt+s)
for fixed s ≥ 0, then h′s(0) ≤ −2λhs(0) = −2λh(s). Note that h′s(0) = h′(s), and consequently for
any s ≥ 0,
h′(s) ≤ −2λh(s).
By Grönwall’s lemma, this implies the exponential decay of Fisher information
h(t) ≤ e−2λth(0).
Using Lemma 2.15, the theorem is established.
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In the proof, we actually show that Fisher information of (N⊂M, τ, δ) decays exponentially with
the decay rate 2λ, and this is a stronger condition than CLSI(N⊂M, τ, δ) ≥ 2λ (Lemma 2.15). See
[Led11]. Theorem 3.3 remains true for CpSI and CLSI+, and we refer to [Li20] for the proof.
Theorem 3.4. Let (N⊂M, τ, δ) be a derivation triple with Rc ≥ λ > 0. For p ∈ (1, 2), then
CpSI(N⊂M, τ, δ) ≥ 2λ.
Thus CLSI+(N⊂M, τ, δ) ≥ 2λ.
3.2. Connection to λ-convexity. Otto and Villani ([OV00]) show that the Ricci curvature on
a Riemannian manifold M is bounded below by λ ∈ R if and only if the entropy is geodesically
λ-convex in the space of probability measure P (M) endowed with the Kantorovich metric W2.
Carlen and Maas use this characterization as a starting point and define Ricci curvature in the
noncommutative setting through a transportation condition, see [CM14] for details. We will in-
dicate here that in finite dimension our geometric definition of Ricci curvature bounded below
implies the transportation definition. Indeed, the key ingredient is the following characterization of
it transport-Ricci-curvature-bounded-below, which may considered as noncommutative adaptation
of Bakry-Émery’s Γ2 condition:
Theorem 3.5 (Carlen and Maas). A differential structure (A,∇, σ) has (transportation) Ricci
curvature bounded from below by λ > 0 if and only if the following gradient estimate holds for
ρ ∈ B, a ∈ A0 and t ≥ 0:
‖∇Pta‖2ρ ≤ e−2λt‖∇a‖2P†t ρ.(3.3)
Let us point out that we have chosen ∇ = δ, Pt = Tt = e−tA and P†t = Tˆt = e−tL in our
setting. However, the results remain true for every other choice of δ as well, as long as ΓA(x, y) =
E(δ(x)∗δ(y)) is still satisfied. Carlen and Mass did not consider a semigroup acting on the space
of differential forms. The ρ-inner ‖ · ‖ρ product can be interpreted as ‖σ‖2ρ = τ(σQρf[0](σ)), where
f(x) = x−1ln(x) .
Theorem 3.6. Let A = δ∗δ¯ be a (finite dimensional) generator over (N⊂M, τ, δ) with geometry
Ricci curvature Rc bounded below by λ. Then A also satisfies (3.3), equivalently a lower bound on
the transportation Ricci curvature.
Proof. Again, we denote Tt(ρ), Tˆt(σ) = e−tLσ by ρt, σˆt, respectively, with L given in the definition
of Ricci operator Rc. We follow the spirit proof of Theorem 3.5 and define F : [0, t] → R for any
fixed t > 0,
F (s) = e−2λsτ
(
δ(Tt−s(σ))Q
ρs
f[0]
(δ(Tt−s(σ)))
)
.
If F ′(s) ≥ 0 for any s ≥ 0, then F (0) ≤ F (t) yields the assertion. In the rest of the proof, we want
to show that F ′(s) ≥ 0. Differentiating F (s), we obtain that
F ′(s) = −2λF (s) + 2e−2λsτ
(
δ(A(σt−s))Q
ρs
f[0]
(δ(σt−s))
)
+ e−2λsτ(δ(σt−s)D(Q
ρs
f[0]
)(δ(σt−s))),
where D(Qρsf[0]) is given by differentiating Q
ρs
f[0]
in terms of s. It is convenient to define two more
functions h and k for fixed ρ and σ:
h(x) = τ
(
Tˆx(δ(σt−s))Q
ρs
f[0]
Tˆx(δ(σt−s))
)
k(x) = τ
(
δ(σt−s)Q
ρs+x
f[0]
(δ(σt−s))
)
.
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Plugging f(x) = x−1ln(x) into Theorem 2.4 and Lemma 2.5 implies that h(x) ≤ k(x). Noting that
h(0) = k(0), we infer that h′(0) ≤ k′(0), i.e.,
(3.4) − 2τ
(
L(δ(σt−s))Q
ρs
f[0]
(δ(σt−s))
)
≤ τ
(
δ(σt−s)D(Q
ρs
f[0]
)(δ(σt−s))
)
.
Applying (3.2) implies that
(3.5) 2τ
(
(δ(A(σt−s))− Rc(δ(σt−s)))Qρsf[0](δ(σt−s))
)
+ τ
(
δ(σt−s)D(Q
ρs
f[0]
)(δ(σt−s))
)
≥ 0
Since Ricci curvature is bounded below by λ, we deduce that
(3.6) τ
(
Rc(δ(σt−s))Q
ρs
f[0]
(δ(σt−s))
)
≥ τ
(
δ(σt−s)Q
ρs
f[0]
(δ(σt−s))
)
.
Putting pieces (3.4), (3.5) and (3.6) together, we obtain F ′(s) ≥ 0.
Remark 3.7. We refer to [Wir18] for a discussion of lower bounds on the transportation Ricci
curvature in infinite dimension.
4. Geometric Applications
4.1. Clifford bundle. Let us recall that the Clifford algebra Cℓn is generated by n self-adjoint
unitaries {ek}nk=1 satisfying
e∗k = −ek, e2k = −1, and ekel = −elek for k 6= l.
Equivalently, we may use the Clifford function from real Hilbert spaces to von Neumann algebras
c : H→ Cℓ(H) such that c(h) is self-adjoint and
c(h)c(k) + c(k)c(h) = −2(h, k),
where (, ) is the inner product over H. Let (M,g) be an n-dimensional smooth Riemannian manifold
without boundary. Let µ be the probability measure defined by dµ = 1ZU e
−Udvol over the manifold
M with ZU =
∫
M e
−U(x)dvol(x).We may consider Cℓx ∼= Cℓn the Clifford algebra generated {c(ek)},
where {ek}nk=1 is an orthogonal basis of the cotangent space T∗xM at a point x ∈ M . Recall that
Cℓx and T∗xM are also identified as vector spaces, see [Cho39], [LM16]. We denote by C0(Cℓ(M))
(C∞0 (Cℓ(M))) the space of continuous (respectively smooth) sections vanishing at infinity. Let
CL(M) be the von Neumann algebra generated by the GNS construction with respect to the trace
τ(a) =
∫
τx(a(x))dµ(x), where τx is the unique trace satisfying τ(ck1 · · · ckm) = 0 for m ≤ n and
mutually different indices 1 ≤ k1, . . . , km ≤ n.
We now explain the derivation triple for the Riemannian manifold. Let ∇ be the Levi-Civita
connection (covariant derivative) and {X1, . . . ,Xn} be an orthonormal basis of the tangent space
TM , then ∇Xk : C∞(M) → C∞(M) defines a family of differential operators. We may combine
{∇Xk} and {ek} and define
δ(f) =
n∑
k=1
ek∇Xk(f), ∀f ∈ C∞(M).(4.1)
It is obvious that δ : C∞0 (M)→ L2(CL(M), µ) is a ∗-preserving closable derivation. Thus we obtain
the derivation triple
(N⊂M, τ, δ) = (L∞(M)⊂CL(M), µ, δ)(4.2)
and identify A = C∞0 (M).
The µ-modified Laplace-Beltrami operator ∆U : C∞(M)→ C∞(M) is defined by
∆Uf =
n∑
i=1
X∗i Xif +∇U · ∇f,(4.3)
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where ∇U is the gradient of U . It is well-known that ∆U is essentially self-adjoint in L2(M,µ).
Moreover, we have ∆U = δ∗δ. The extended Levi-Civita connection to Clifford bundle Cℓ(M)
remains a derivation with respect to Clifford multiplication (see e.g. [LM16]), i.e.
∇X(f · g) = f · (∇Xg) + (∇Xf) · g, ∀X ∈ C∞(TM), f, g ∈ C∞(Cℓ(M)),
where · denotes the Clifford multiplication. Let LU : L2(CL(M), µ) → L2(CL(M), µ) be the µ-
modified rough (or Bochner) Laplacian
LU =
n∑
i=1
(
∇Xi∇Xi −∇∇XiXi
)
+∇∇U .(4.4)
Lemma 4.1. The µ-modified rough Laplacian LU is a generator of the completely positive trace
preserving semigroup Tˆt = e−tLU .
Proof. We combine the family of differential operators ∇Xk : C∞(Cℓ(M))→ C∞(Cℓ(M)) with an
additional (Mayorana)-Clifford operators e˜k ∈M2n such that
e˜k = −e˜∗k, e˜2k = −1, and e˜ke˜j = −e˜j e˜k fork 6= l
and define
δ˜(f) =
n∑
k=1
e˜k ⊗∇Xk(f).
Note that δ˜ a ∗-preserving closable derivation. Thus LU = δ˜∗ ¯˜δ yields the assertion.
Let RcU : C∞(T∗M)→ C∞(T∗M) be the Bakry-Émery Ricci (1, 1)-tensor
RcU = Rc+∇∇U .
Lemma 4.2. The derivation triple defined by (4.2) admits a Ricci curvature RcU with the corre-
sponding strongly continuous semigroup Tˆt = e−tLU .
Proof. The Bakry-Émery Ricci RcU is bimodule over A = C∞0 (M) since RcU is a (1, 1)-tensor. By
the Bochner Weitzenböck formula, we obtain that
(4.5) δ(∆Uf) = LU(δf) + RcU(δf),∀f ∈ C∞(M).
We can also identify the restriction of LU to C∞(M) with ∆U
LU |C∞(M) = ∆U.
Thus RcU is a Ricci operator of (N⊂M, τ, δ).
We adopt the geometric convention of Clifford algebra that e2k = 1 and e
∗
k = −e∗k. The convention
of operator algebra is to use c2k = −1 and c∗k = −ck. It is easy to converse between the two versions
by using ek = ick.
4.2. Complete Bakry-Émery theory. We recapture the Bakry-Émery criterion for complete
logarithmic Sobolev inequality as a corollary of Theorem 3.3, and this result motivated our definition
of derivation triple.
Theorem 4.3 (Complete Bakry-Émery theorem). Let (M,g, µ) be a smooth Riemannian manifold
with the measure µ defined by dµ = 1ZU e
−Udvol with ZU =
∫
M e
−Udvol for U ∈ C∞(M). Given that
RcU ≥ κ > 0, then
CLSI(∆U) ≥ CLSI+(∆U) ≥ 2κ.
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Holley and Stroock [HS87] proved that the logarithmic Sobolev inequality is stable under measure
perturbation, and this property remains true for the complete logarithmic Sobolev inequality by
Theorem 2.14, as far as a central change of measure is concerned. Changing from a trace to the
state is distinctly more complicated, and will not be considered in this paper. We refer to [Led11]
for more applications.
Corollary 4.4. Let ν be the probability measure defined by dν = 1ZV e
−V dvol with V ∈ C∞(M),
where ZV is the normalization factor. If ‖U − V ‖∞ ≤ C, then
e2C CLSI(∆U) ≥ CLSI(∆V) and e2C CLSI+(∆U) ≥ CLSI+(∆V).
4.3. Examples and applications. For illustration purposes, we discuss some interesting examples
of derivation triples and applications to Lindblad operators.
Example 4.5. The Laplace-Beltrami operator of any compact Riemannian manifold with a strictly
positive Ricci curvature satisfies CLSI and CLSI+, such as orthogonal group O(n), special orthogonal
group SO(n), and spheres Sn with n ≥ 2.
Example 4.6. Let dγ(x) = (2π)−n/2e−U(x)dx be the Gaussian measure of Rn, where U(x) = |x|2/2.
Then we have the natural Bakry-Émery Ricci RcU = Id. Thus
CLSI(∆U) ≥ CLSI+(∆U) ≥ 2.
Example 4.7. Let dx be the Lebesgue measure over the 1-dimensional manifold (0, 1) and δ be the
ordinary pointwise derivative. Then we have a derivation triple (N⊂M, τ, δ), and
CLSI(N⊂M, τ, δ) ≥ CLSI+(N⊂M, τ, δ) ≥ 4
5
.
Proof. Let us consider the measure
dµ(x) =
1√
2π
∞∑
k=−∞
e−(x−k)
2/2dx
and the embedding map
π : L∞(0, 1) → L∞(R), π(f)(x) = f(x mod 1).
Note that we get a sub-triple of L∞(R), then
CLSI(µ, δ) ≥ 2.
Note that
√
2π
2+2e−1/2+2e−2+ 8
3
e−9/2
≤ dxdµ ≤
√
2π
2e−1/2+2e−2+2e−9/2+ 48
125
e−25/2
. For approximation details, see
Appendix. Together with Theorem 2.14, it implies that
CLSI(N⊂M, τ, δ) ≥ 2e
−1/2 + 2e−2 + 2e−9/2 + 48125e
−25/2
2 + 2e−1/2 + 2e−2 + 83e
−9/2 CLSI(µ, δ) ≥
4
5
.
Similarly CLSI+(N⊂M, τ, δ) ≥ 45 .
Example 4.8. Let ∆ be the Laplace-Beltrami operator over the 1-dimensional sphere S1 ⊂ R2 with
the Haar measure µ, then
CLSI(∆) ≥ CLSI+(∆) ≥ 1
5π2
.
Proof. For g ∈ C∞(S1), then ∆(g) = d2g
dθ2
. Let θ = 2πx for x ∈ (0, 1) and f(x) = g(2πx), and
we have f ′′(x) = 4π2∆(g)(θ). Let δ be the ordinary pointwise derivative over (0, 1) and E˜ be the
conditional expectation mapping L∞(0, 1) onto constant valued functions. It is obvious that
D(f‖E˜(f)) = D(g‖E(g)) and Iδ(f) = I∆(g).
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Together with Example 4.7, we obtain
D(g‖E(g)) ≤ 5π2I∆(g).
Similarly CLSI+(∆) ≥ 15π2 .
Together with the transferred argument in Section 4.3 of [L. 18], Example 4.8 implies the CLSI of
Lindblad operator with 1-generator.
Example 4.9. Let L(ρ) = [x, [x, ρ]] = x2ρ + ρx2 − 2ρxρ, where x is self-adjoint with discrete
spectrum in Z. Then
CLSI(L) ≥ CLSI+(L) ≥ 1
5π2
.
4.4. Gaussian Example. Due to initial observation of I. Meyer, Bakry and Émery, discovered that
the Ornstein-Uhlenbeck semigroup has Ricci curvature 1. Thanks to central limit type results this
applies to all Gaussians functions including tracial Fermionic random variables, see also [CM17]. In
the context of Clifford algebras and ℓ2∞, this observation, and the connection to canonical derivatives
were discovered by [ELP08]. In [JZ15], we established a Gaussians transference. Let us illustrate
this in the Fermionic case, and refer to [JZ15] for the more general setup. Let CℓN be the Cliford
algebra generated by a sequence of self-adjoint generators {ck}k∈N satisfying
ckcj = −cjck , c∗k = ck , c2k = 1 .
The number operator N : CℓN → CℓN is defined by
N(ci1 · · · cik) = kci1 · · · cik
whenever i1, ..., ik are all different. There exists a derivation δN such that N = δ∗N δ¯N and the
derivation triple (CℓN, CℓN2 , δN ) admits a Ricci curvature Rc = id. Using a bijection between N
and N×N, we can assume that c(j,k) are anti-commuting Clifford generators of CℓN2 . Let τ be the
trace of CℓN2 obtained from GNS construction, then τ(ci1 . . . cik) = 0 if i1, . . . , ik are all different.
For any fixed m ∈ N, we define
um(ck) = m
−1/2
m∑
j=1
cj,k ⊗ gj
where {gj} are iid Gaussians. Let ω be an ultrafilter on N and Mω = (CℓN2 ⊗ L∞(Rm, γm))ω
be the von Neumann algbraic ultraproduct with a normal faithful trace τω, where dγm(x) =
(2π)−m/2e−|x|2/2dx. Let uω = (um(ck))• be the limit object in the ultraprower. The central limit
theorem shows that
τω(uω(ck1) · · · uω(ckd)) = τ(ck1 · · · ckd) .
This means that the map π defined by
π(ck1 · · · ckd) = uω(ck1) · · · uω(ckd)
extends to a trace preserving ∗-homomorphism of CℓN into Mω. Moreover, thanks to [JZ15], we
note that
π(Tt(wA)) = (id⊗ TGt )•(π(wA)), ∀wA = ci1 · · · cik ,
where TGt is the the Ornstein Uhlenbeck generator corresponding to the measure dγm(x) (see (4.3)
and (4.4)). Since the latter has Ricci curvature 1, the same is true for TCLt . We refer to [JZ15] for
the explicit derivation δ(ck) = ck for δ : CℓN → CℓN2 .
Let us point out a special case. Let X = ( 0 11 0 ) , Y =
(
0 −i
i 0
)
, and Z =
(
1 0
0 −1
)
. Then Cℓ2 is
generated by c1 = X and c2 = Y . Then c1c2 = −iZ implies that
Tt(α1 + βX + γY + ζZ) = α1 + e
−tβX + e−tβY + e−2tζZ
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is a semigroup on Cℓ2 = M2 which admits constant curvature 1 and CLSI(Tt) = CLSI+(Tt) = 2.
Here the spectral gap estimate (1.1) is tight. It will be interesting for us to rewrite the generator of
this semigroup differently. For a self-adjoint element x, we define
Lx(ρ) = x
2ρ+ ρx2 − 2xρx .
Let a = X2 and b =
Y
2 , we find that
La(X) = 0 , La(Y ) = Y , La(Z) = Z and Lb(X) = X , Lb(Y ) = 0 , Lb(Z) = Z .
Thus N = La + Lb has Ricci-curvarture 1. Then CLSI(La + Lb) ≥ CLSI+(La + Lb) ≥ 2. Noting
N restricted to ℓ2∞ is exactly of the form I − E, then CLSI(N) ≤ 2SG(N) ≤ 2.
Corollary 4.10. CLSI+(La + Lb) = CLSI(La + Lb) = 2.
At the time of this writing the exact CLSI constant for An = id − Eτ , where Eτ (x) = tr(x)n 1, is
given by the normalized trace is unknown. According to [BW], we have CLSI(An) ≥ 1.
Corollary 4.11. 2 ≥ CLSI(A2) ≥ CLSI+(A2) ≥ 32 .
Proof. The role of X, Y and Z can be interchanged in the argument above. By introducing c = Z2 ,
we find that
6D(ρ‖Eτ (ρ)) ≤ ILa+Lb(ρ) + ILa+Lc(ρ) + ILb+Lc(ρ)
= 2ILa+Lb+Lc(ρ)
= 4II−E(ρ) .
The last equality La+Lb+Lc = 2(id−Eτ ) is easily checked on the Pauli basis. The same argument
works for CLSI+.
5. Anti-transference
In this section we consider a finite dimensional compact Lie group G with a normalized Haar
measure µ. Let g be the Lie algebra of G and gC be the complexification of g. Let X =
{X1,X2, . . . ,Xm} ⊂ g be a Hörmander system (see definition in the introduction), and we con-
sider the sub-Laplacian operator ∆X given by
∆X(f) =
m∑
k=1
X∗kXkf,
where Xkf(g) =
d
dtf(exp(tXk)g)|t=0 for any f ∈ C∞(G) and g ∈ G. Similar to (4.1), we can find a
closable ∗-preserving derivation δ such that ∆X = δ∗δ¯. We again identify the derivation triple
(N⊂M, τ, δ) = (L∞(G,µ)⊂CL(G), µ, δ).
Let u : G→ U(H) be a strongly continuous unitary representation of the Hilbert space H. We may
transfer St = e−t∆X to B(H) and obtain a strongly continuous semigroup T
H,u
t : B(H) → B(H) of
self-adjoint, trace preserving, and completely positive maps by using the (co-)representation map
π : B(H)→ L∞(G,B(H)), π(a)(g) = u(g)∗au(g).(5.1)
Let E and ET be conditional expectations onto the fixed-point algebras of St and T
H,u
t , respectively.
The co-representation π allows for the commuting diagram below.
L∞(G,B(H))
e−t∆X⊗id→ L∞(G,B(H)) E→ B(H)
↑π ↑π ↑π
B(H)
THt→ B(H) ET→ B(H)fix,
21
Indeed, for any exp(tXk), we may find the corresponding one-parameter group generated by some
self-adjoint operator xk ([KR1]) such that
u(exp(tXK)) = exp(itxk).
For a finite dimensional Hilbert space H, the self-adjoint matrix xk is bounded. The differential
operator Xk is transferred to a commutator operator via the co-representation,
Xk(π(a))(g) =
d
dt
u(g)∗e−itxkaeitxku(g)|t=0 = −iπ([xk, a])(g) .
Note that the generator of THt is a Lindblad operator. Indeed,
LH,uX (a) =
∑
k
x2ka+ ax
2
k − 2xkaxk .
We denote the transferred semigroup and the Lindblad operator by Tt and LX if there is no ambi-
guity. To emphasize the underlying Hilbert space (unitary representation), we also use THt and L
H
X
(T ut and L
u
X , respectively).
Theorem 5.1 (transference principle). Let St = e−t∆X : L∞(G,µ) → L∞(G,µ) be the semigroup
generated by the sub-Laplacian ∆X and Tt be the transferred semigroup defined as above. Then
CLSI(LX) ≥ CLSI(∆X).
The transference principle extends to CLSI+ naturally ([Li20]), then CLSI+(LX) ≥ CLSI+(∆X).
The transference principle is developed for any ergodic and right-invariant semigroup St over a
compact Lie group, see [L. 18] for details.
Theorem 5.2. Let Tt = e−tL : B(L2(M)) → B(L2(M)) be a semigroup of self-adjoint completely
positive trace preserving maps such that
(1) L maps C∞(M) to C∞(M);
(2) dom(L|C∞(M)) is dense in L∞(M);
(3) CLSI+(L) > 0;
(4) L(d−αad−β) = d−αL(a)d−β for any 0-th order pseudo differential operator a.
Then CLSI+(L∞(M),L) ≥ CLSI+(B(L2(M)),L).
5.1. Noncommutative Geometry.
5.1.1. Connes’ trace theorem. We use the standard multi-index notation α = (α1, . . . , αn) with
αj ∈ {0, 1, 2, . . . } and |α| =
∑n
j=1 |αj |. Let us denote the partia derivative by Dαxf = ∂
|α|f
∂
α1
x1
...∂αnxn
, for
f ∈ C∞(Rn) . We say that σ ∈ C∞(Rn × Rn) is a symbol of order m if
|DαxDβξ σ(x, ξ)| ≤ Cα,β((1 + |ξ|)m−β)
for any multi-index α and β and for any x, ξ ∈ Rn. Note that Cα,β depends on the choice of α and
β and is independent of x and ξ. A pseudo differential operator Ψ of order m on Rn with symbol
σΨ is defined by
Ψ(f)(x) =
∫
Rn
e2πix·ξσΨ(x, ξ)(Ff)(ξ)dξ,
where F is the Fourier transformation and σΨ is a symbol of order m. Let (M,g) be a Riemannian
manifold of dimension n. Then Ψ : C∞(M)→ C∞(M) is said to be a pseudo-differential operator
of order m if this is true for every local chart. (See e.g. [LSZ13]) The most prominent example
of pseudo-differential operators is the Laplacian operator ∆ = −
(
∂2
∂2x1
+ · · ·+ ∂2
∂2xn
)
on Rn with the
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symbol σ∆(x, ξ) = 4π2|ξ|2. Consequently, the Laplacian power Ψm = (1 + ∆)m/2 is a pseudo-
differential operator of order m with the symbol σΨm(x, ξ) = (1 + 4π
2|ξ|2)m/2. In addition Ψm is a
classical pseudo-differential operator with the asymptotic expansion
σΨm(x, ξ) ∼
∞∑
j=0
(
j
m
2
)
|2πξ|m−2j .
Let us denote the Laplacian power of order n by
d = (1 + ∆)n/2.
For a classical, compactly supported, pseudo differential operator Ψ of order −n , the Wodzicki
residue ResW(Ψ) is the integral of the principal symbol σΨ,−n over the co-sphere bundle S∗M =
(T∗M\{0})/R+
ResW(Ψ) =
1
n
∫
S∗M
σΨ,−n(V)dvol,
where dvol is the volume form of S∗M . The Wodzicki residue is also well-defined if we replace com-
pactly supported with compactly based. Recall that ResW([Ψ,Φ]) vanishes for classical compactly
based pseudo differential operators Ψ of order k1 and Φ of order k2 with k1 + k2 = −n. For any
f ∈ L∞(G), the left multiplication Mf : L2(G)→ L2(G) is a bounded linear operator,
Mf (F )(x) = f(x)F (x).
Indeed, we obtain the inclusion L∞(M) ⊂ B(L2(M)) by this left regular representation. For any
p ∈ Z, then Mfp =Mpf . Moreover, there exists a constant c(n) = Vol(S
n−1)
n(2π)n such that
ResW(Mfd
−1) = c(n)
∫
M
f(x)dvol(x),∀f ∈ L∞(M).(5.2)
Recall that the Malzaev ideal M1,∞ given by compact operators T ∈ B(L2(M)) such that
‖T‖M1,∞ = sup
n∈N
1
ln(n+ 1)
n∑
j=0
uj(T ) < ∞ ,
where {uj(T )} is the decreasing sequence of singular values of T . The Laplacian power d has
continuous extension in M1,∞, still denoted as d. Every dilation invariant extended limit ω on
ℓ∞(N) defines a weight on (M1,∞)+
Trω(T ) = ω({ 1
ln(n+ 1)
n∑
j=0
uj(T )}n) .
This weight can be extended, by linearity, to all ofM1,∞ and still remains tracial, and its extension
on M1,∞ is called a Dixmier trace on M1,∞. The Dixmier trace Trω is non-normal and vanishes
on the Schatten 1-class S1. An operator T ∈ M1,∞ is said to be Dixmier measurable if the value
Trω(T ) is independent of the choice of the dilation invariant extended limit ω. Let T ∈ (M1,∞)+
be positive Dixmier measurable, then
(1) limn→∞ 1ln(1+n)
∑n
j=0 µj(T ) <∞;
(2) Trω(T ) = limt→∞ 1t τ(T
1+1/t) = limq→1+(q − 1)τ(T q) for any dilation invariant extended limit
ω.
See [LSZ13] for a proof.
The coincidence between the geometric quantity-Wodzicki residue and the operator algebraic
quantity-Dixmier trace was first discovered and proven by Alain Connes, known as Connes’ trace
theorem. Here we give a simple version of Connes’ trace theorem. See [LSZ13] for a complete
statement and proof.
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Theorem 5.3. Let Ψ be a classical compactly supported pseudo-differential operator of order −n.
Then Ψ extends continuously to a Dixmier measurable operator in M1,∞. Let ω be any dilation
invariant extended limit, then
Trω(Ψ) = ResW(Ψ).
In particular for any f ∈ L∞(M), we have
Trω(Mfd
−1) = ResW(Mfd−1) = c(n)
∫
M
f(x)dvol(x).
Actually it is sufficient to assume that Ψ is compactly based.
5.1.2. Applications. In the following, let M be a compact Riemannian manifold of dimension n.
and M be a finite von Neumann algebra equipped with a normal faithful trace τM. Let τ denote
the normalized trace over B(L2(M)) and tr = τ ⊗ τM. For a ∈ Lp(M,Lp(M)), define trM(a) =∫
M τM(a(x))dvol(x). We obtain the following result as a corollary of Theorem 5.3.
Corollary 5.4. Let 1 ≤ p <∞ and f ∈ C∞(M). Then
c(n)‖f‖pp = Trω(|d−
1
2pMfd
− 1
2p |p) = lim
q→1+
(q − 1)‖d− 12pMfd−
1
2p ‖pqpq .
Proof. We first claim that for any even integer p ≥ 1
(5.3) c(n)‖f‖pp = Trω(|d−
1
2pMfd
− 1
2p |p) = lim
q→1+
(q − 1)‖d− 12pMfd−
1
2p ‖pqpq .
Noting that Mp|f |d
−1 and |d− 12pMfd−
1
2p |p have the same principal symbol of order −n [RT10], we
infer that
ResW(M
p
|f |d
−1) = ResW(|d−
1
2pMfd
− 1
2p |p).
Together with (5.2), we obtain that
cn‖f‖pp = ResW(Mp|f |d−1) = ResW(|d
− 1
2pMfd
− 1
2p |p).
Applying Theorem 5.3 and the assertion follows for any even integer p.
Then we prove the upper estimate for all p by interpolation. We may assume that c(n)‖f‖pp < 1.
Let 1p =
1−θ
p0
+ θ1 and p0 be an even integer. Let α(z) =
1−z
p0
+ z1 and consider the analytic function
F (z) = uM|f |pα(z)d−α(z),
where Mf = uM|f | is given by the polar decomposition. Thus F (θ) = uM|f |d−1/p = Mfd−1/p.
Note that for different values of z = it the functions F (it) and F (0) only differ by left and right
multiplications by unitaries, and
|F (it)| = |F (0)| =M|f |p/p0d−1/p0 .
Applying the limit q → 1+ applies uniformly to t and together with (5.3), we infer that
lim
q→1+
(q − 1) sup
t
‖F (it)‖qp0qp0
= = lim
q→11+
(q − 1)‖d−1/(2p0)M|f |p/p0d−1/(2p0)‖qp0qp0 = c(n)‖f‖pp ≤ 1.
Similarly we obtain that limq→1+(q − 1) supt ‖F (1 + it)‖qq ≤ 1 . By the three line lemma (see
[BL76]), we deduce that
lim
q→1+
(q − 1)‖Mfd−1/p‖qq = lim
q→1+
(q − 1)‖F (θ)‖qpqp ≤ 1 .
Homogeneity implies
lim
q→1+
(q − 1)‖Mfd−1/p‖pqpq ≤ c(n)‖f‖pp and lim
q→1+
(q − 1)‖d−1/pM∗f ‖pqpq ≤ c(n)‖f‖pp .
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For the lower estimate, we assume that ‖f‖pp = 1. For any ǫ > 0, there exists g ∈ C∞(M) such
that
∫ |g∗f |dvol(x) ≥ (1 − ε) and ‖g‖p′ ≤ 1 with 1p′ + 1p = 1. Note that d−1/p′Mg∗fd−1/p is a
pseudo-differential operator of order −n, then
c(n)
∫
|g∗f |dvol(x) = lim
q→1+
(q − 1)‖d−1/p′Mg∗fd−1/p‖qq.
By Hölder’s inequality, then
c(n)
∫
|g∗f |dvol(x) ≤ (lim sup
q→1+
(q − 1)1/p′‖d−1/p′Mg∗‖qp′q) lim sup
q→1+
(q − 1)1/p‖Mfd−1/p‖ppq
≤ c(n)1/p′ lim sup
q→1+
(q − 1)1/p‖Mfd−1/p‖qpq.
Together with
∫ |g∗f |dvol(x) ≥ (1− ε), we have
(1− ε) ≤ c(n)1/p′ lim sup
q→1+
(q − 1)1/p‖Mfd−1/p‖qpq.
Taking the p-th power we deduce that
(1− ε)pc(n) ≤ lim sup
q→1+
(q − 1)‖Mfd−1/p‖pqpq = lim
q→1+
‖Mfd−1/p‖pqpq.(5.4)
Thus the upper and lower estimates yield the equality.
Remark 5.5. We could also use the pseudo-differential calculus developed by Connes ([?]) to obtain
the result without interpolation.
Let us recall the definition of vector-valued mixed (p, q)-spaces from see [Pis98],[JPPP17]:
L∞(N , Lq(M)) = [N⊗¯M, L∞(N , L1(M))]1/q
obtained by complex interpolation. We refer to [JPPP17] for the fact that for elements in N ⊗M
the two equivalent expressions for the norm
‖f‖L∞(N ,L1(M)) = sup‖a‖2,‖b‖2
‖(a⊗ 1)f(b⊗ 1)‖L1(N⊗M)
= inf
f=f1f2
‖id⊗ τ(f1f∗1 )‖1/2N ‖id⊗ τ(f∗2 f2)‖1/2N
coincide. Thus by interpolation, we deduce an isometric inclusion
L∞(N1, Lq(M)) ⊂ L∞(N2, Lq(M))
for every inclusion of von Neumann algebras N1 ⊂ N2. This is in particular true for the inclusion
L∞(M) ⊂ B(L2(M)) given by the left regular representation,
L∞(M,Lp(M)) ⊂ L∞(B(L2(M)), Lp(M)).(5.5)
Also recall Pisier’s interpolation theorem for vector-valued Lp spaces (see [Pis98, JPPP17]) that
Lp(L∞(M)⊗¯M) = Lp(M,Lp(M)).(5.6)
Corollary 5.6. Let f ∈ Lp(M,Lp(M)), then
lim
q→1+
(q − 1)‖(d− 12p ⊗ 1)Mf (d−
1
2p ⊗ 1)‖pqpq = c(n)‖f‖pLp(L∞(M)⊗¯M).
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Proof. It is sufficient to consider the vector valued function f ∈ L∞(M,M). Indeed, we may extend
this result to all of Lp(L∞(M)⊗¯M) using the Banach space
∏
U Lp(B(L2(M))⊗¯M).
Now let f ∈ L∞(M,M), then f ∈ L∞(L∞(M)⊗¯M) ⊂ Lp(L∞(M)⊗¯M). For any ε > 0, there
exists p0 > p such
‖f‖Lp(L∞(M)⊗¯M) ≤ ‖f‖Lp0 (L∞(M)⊗¯M) ≤ (1 + ε)‖f‖Lp(L∞(M)⊗¯M).(5.7)
Thus there exist f1, f2 ∈ L2p0(M) and F ∈ L∞(M,Lp0(M)) such that f = (f1 ⊗ 1)F (f2 ⊗ 1),
max{‖f1‖2p0‖f2‖2p0} ≤ ‖f‖1/2Lp0 (L∞(M)⊗¯M), and ‖F‖p0 ≤ 1, where ‖F‖p0 =
∫
M τM(|F (x)|p0)1/p0dvol(x).
Indeed, the functions f1(x) = f2(x) = τM(|f(x)|p0)
1
2p0 will do the job. The inclusion result (5.5)
implies that MF ∈ L∞(B(L2(M)), Lp0(M)). Since p < p0, we apply Corollary 5.4 to f1f∗1 and f2f∗2
and continuity of Lp spaces, then
lim
q→1+
(
(q − 1)‖d− 12pMf1f∗1 d
− 1
2p ‖qpqp
)1/2
lim
q→1+
(
(q − 1)‖d− 12pMf∗2 f2d
− 1
2p ‖qpqp
)1/2
= c(n)‖f1f∗1 ‖p/2p ‖f2f∗2 ‖p/2p ≤ c(n)
(‖f1f∗1 ‖pp0‖f2f∗2 ‖pp0)1/2 ≤ (1 + ε)pc(n)||f ||pp.
By [?] we find that
lim
q→1+
(q − 1)‖(d− 12p ⊗ 1)Mf (d−
1
2p ⊗ 1)‖pqpq
≤ lim sup
q→1+
(q − 1)‖d− 12pMf1‖pq2qp‖MF ‖pqL∞(B(L2(M)),Lpq(M))‖Mf2d
− 1
2p ‖pq2pq
≤ lim sup
q→1+
(
(q − 1)‖d− 12pMf1f∗1 d
− 1
2p ‖qpqp
)1/2
lim sup
q→1+
(
(q − 1)‖d− 12pMf∗2 f2d
− 1
2p ‖qpqp
)1/2
.
Thus limq→1+(q − 1)‖(d−
1
2p ⊗ 1)Mf (d−
1
2p ⊗ 1)‖pqpq ≤ (1 + ε)pc(n)||f ||pp. Sending ε to 0 yields the
upper bound. The same interpolation argument as in 5.4 also shows the lower bound by duality.
Lemma 5.7. Let a,b ∈ Lp(M,Lp(M)) for p ∈ (1, 2). Let a be positive and b be self-adjoint. Define
A = (d
− 1
2p ⊗ 1)Ma(d−
1
2p ⊗ 1) and B = (d− 12p ⊗ 1)Mb(d−
1
2p ⊗ 1). If there exists C > 0 such that
−Ca ≤ b ≤ Ca, then
lim
q→1+
(q − 1) tr (BApq−1) ≤ c(n) trM(bap−1).
Proof. Let t ≥ 0 and tC ≤ 1, then tb+ a ≤ 1. Applying Corollary 5.6 to a+ tb and a implies
lim
q→1+
(q − 1)‖A+ tB‖pqpq =c(n)‖a+ tb‖pLp(L∞(M)⊗¯M),(5.8)
lim
q→1+
(q − 1)‖A‖pqpq =c(n)‖a‖pLp(L∞(M)⊗¯M).(5.9)
Noting that ‖ ‖pqpq is convex for q ≥ 1 small enough, we obtain
pq tr
(
BApq−1
) ≤ ‖A+ tB‖pqpq − ‖A‖pqpq
t
.
Together with (5.8) and (5.9), we have
lim
q→1+
(q − 1) tr(BApq−1) ≤
c(n)
(
‖a+ tb‖pLp(L∞(M)⊗¯M) − ‖a‖
p
Lp(L∞(M)⊗¯M)
)
tp
.
Using the differentiation formula for the p-norm, we observe that
‖a+ tb‖pLp(L∞(M)⊗¯M) − ‖a‖
p
Lp(L∞(M)⊗¯M) = t
∫ 1
0
p trM(b(a+ stb)p−1)ds
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= tp trM(bap−1) + tp
∫ 1
0
trM(b((a+ stb)p−1 − ap−1))ds .
Thus it suffices to show that∫ 1
0
trM(b((a+ stb)p−1 − ap−1))ds = O(t)(5.10)
as t→ 0, then sending t→ 0 implies the assertion. Indeed, we decompose b = b+ − b− for positive
b+ and b−. Using the the monotonicity of x 7→ xp−1 and b ≤ Ca we deduce
trM(b+ap−1) ≤ trM(b+(a+ stb)p−1) ≤ (1 + stC)p−1 trM(b+ap−1).
The same argument applies for b− and hence
| trM
(
b((a+ stb)p−1 − ap−1)) | ≤ ((1 + stC)p−1 − 1) trM (|b|ap−1)
≤ (p− 1)stC trM(|b|ap−1).
Integrating the inequality above yields (5.10).
Now we are ready to prove the main theorem.
Proof. Let 1 < p < 2 and p < q < 2. Let a :M →M be a smooth positive function and aǫ = a+ε1
for ǫ > 0. Then b = L(aǫ) = L(a) since L is self-adjoint. Let C = ε−1‖L(a)‖L∞(L∞(M)⊗¯M), then
−Caǫ ≤ b ≤ Caǫ. Let Aǫ = (d−
1
2p ⊗ 1)Maǫ(d−
1
2p ⊗ 1) and B = (d− 12p ⊗ 1)Mb(d−
1
2p ⊗ 1). It follows
from Lemma 5.7 that
lim
q→1+
(q − 1) tr(BApq−1ǫ ) ≤ c(n) trM(bap−1ǫ ).(5.11)
Noting (L ⊗ idM)(Aǫ) = B since L(d−αxd−β) = d−αL(x)d−β . we have
‖Aǫ‖pqpq − ‖(d−
1
2p ⊗ 1)ME(aǫ)(d−
1
2p ⊗ 1)‖pqpq ≤
pq
CLSI+(B(L2(M)),L)
trM
(
BApq−1ǫ
)
.
Together with (5.11), we obtain
lim
q→1+
(q − 1)
(
‖Aǫ‖pqpq − ‖(d−
1
2p ⊗ 1)ME(aǫ)(d−
1
2p ⊗ 1)‖pqpq
)
≤ pc(n)
CLSI+(B(L2(M)),L)
trM(bap−1ǫ ).
Applying Corollary 5.6 to (d−
1
2p ⊗ 1)Maǫ(d−
1
2p ⊗ 1) and (d− 12p ⊗ 1)ME(aǫ)(d−
1
2p ⊗ 1) implies
(5.12) ‖aǫ‖pLp(L∞(M)⊗¯M) − ‖E(aǫ)‖
p
Lp(L∞(M)⊗¯M) ≤
p
CLSI+(B(L2(M)),L)
trM(L(a)ap−1ǫ ) .
The left hand side is continuous in ε. By functional calculus and the dominated convergence theorem
for the sequence of functions gk(x) = (x+ 1k )
p−1, we deduce that
lim
k→∞
trM(b(a+
1
k
)p−1) = lim
k
∫
R
gk(x)dµb(x) = trM(bap−1) ,
where we use the spectral measure
∫
f(x)dµb(x) = (b1, f(x)b2) given by a decomposition b = b1b∗2
with b1, b2 ∈ L2(M). (L2(M). By sending ε to 0, then
lim
ε→0
trM(L(a)(a+ ε)p−1) = trM(L(a)ap−1) .
Thus (5.12) does indeed imply
CLSI+(B(L2(M),L) ≤ CpSI(L∞(M),L) .
Taking the infimum over p > 1, then yields the assertion.
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5.2. Collective Lindbladian. Let us first consider a general Lindbladian
LX =
d∑
k=1
[Xk, [Xk, ]] .
Here Xk = X∗k ∈ Mn are selfa-djoint matrices and hence iXk ∈ su(n) belongs to the Lie algebra of
SU(n). This allows us to define the right invariant differential operators Xk(f)(g) =
d
dtf(e
itXkg)
with sub-Laplacian
∆X =
∑
k
−X2k .
In some cases this differential operator is only ergodic for a Lie-subgroup G ⊂ SU(n), and then
we add the relevant group ∆X ,G in the notation. Let us fix the notation H = ℓn2 . For a arbitrary
representation u : G → U(H), we may then define new Lie-derivatives XHk = didtu(eitXk )|t=0 and
obtain the individual Lindbladian
LHXk(ρ) = [Xk, [Xk, ρ]]
and the transferred Lindbladian
LHX =
∑
k
LHXk .
We deduce from the Peter-Weil theorem [BtD95] that all finite dimensional irreducible representa-
tions u are contained in K = H⊗m1⊗H¯⊗m2 for somem1 andm2. Let us determine the corresponding
Lindbladian by differentiation. Then we consider um(g) = u(g)⊗m and deduce that
X
(m)
k =
d
idt
u(eitXk)⊗m |t=0 =
m∑
j=1
πj(Xk) ,
is given by the ∗ homomorphism πj which sends a to 1⊗· · · a︸︷︷︸
j-the position
⊗1⊗1 · · · to the j-th register.
The adjoint representation is given by u¯(g) = u(g−1)trans = u(g). This means that
XH¯
⊗m
k =
d
idt
u(e−itXk)
⊗m |t=0 = 1
i
m∑
j=1
πj(−iXk)
=
m∑
j=1
πj(Xk) =
m∑
j=1
πj((X
trans
k )
∗) =
m∑
j=1
πj(X
trans
k ) .
Let us therefore define
L¯HX =
∑
k
[X transk , [X
trans
k , ·]] .
Let us now introduce the diagonal representation uˆ(g) =
(
u(g) 0
0 u¯(g)
)
on H⊕H¯ and Xˆk =
diag(Xk,X
trans
k ). The combined collective Lindbladians are given by
LˆmXk =
m∑
j=1
[πj(Xˆk), [πj(Xˆk), ·]]
The corresponding generator for the system is denoted by LˆmX =
∑d
k=1 Lˆ
m
Xk
.
Remark 5.8. CLSI(LH¯X ) = CLSI(L
H
X ). The same holds for CLSI
+.
Lemma 5.9. Let X = {X1, ...,Xd} ⊂Mn be self-adjoint. Then
CLSI+(∆X ) = inf
m
CLSI+(LˆmX ) .
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Proof. In view of Theorem 5.2 it suffices to control LL2(G)X . By Peter-Weyl theorem
L2(G) = ⊕π
(
Hπ ⊗H¯π
)
is given by the sum of equivalence classes of irreducible representations. Here we use left regular
representation λ : G→ U(L2(G)) given by λg(f)(h) = f(g−1h), which corresponds to (uπ(g)⊗ 1)π.
Since λ(g) commutes with the spectral projections onto ⊕π∈F
(
Hπ ⊗H¯π
)
for any finite set F , it
suffices to consier
HF = ⊕π∈F Hπ
via the completeness. Again thanks to the Peter-Weyl theorem we can find m1(π) and m2(π) such
that
Hπ ⊂ H⊗m1(π)⊗H¯⊗m2(π).
For any F , there exists a large integer m(F ) such that
HF ⊂ (H⊕H¯)⊗m(F ).
Indeed m(F ) = maxπ∈F{m1(π)} +maxπ∈F{m2(π)}. Using the distributive law, we observe that
(H⊕H¯)m(F ) = ⊕A⊂{1,...,m(F )}
(
HA⊗H¯Ac
)
,
where HA stands for tensor in H at the position given by the set A. This shows that
CLSI+(LHFX ) ≥ CLSI+(Lˆm(F )X ).
By taking the infimum over m and the infimum over F , we obtain a lower bound for LL2(G)X .
Let us point out that for a tensor product H⊗m , the induced Lindbladian in general does not
coincide with the tensor product Lindbladian
LmX(ρ) = [X
m, [Xm, ρ]] =
∑
j,k
[πj(X), [πk(X), ρ]] 6=
∑
j
[πj(X), [πj(X), ρ]] .
6. Connected Graphs
In this section, we study CLSI constants and stability properties of connected graphs. Let
G = (V ,E , µ, w) be a connected graph with V = (v1, v2, . . . .vn), where µ : V → (0, 1) is a
probability measure and w is a symmetric weight function over the edges. Let
V (D) = (v1, . . . , v1, v2, . . . , vn, . . . , vn)
be an ordered set with degree(vi) copies of vi’s. We define the derivation
δ : L∞(V )→ L∞(V (D)), f 7→ (δ(f)(v1), . . . , δ(f)(vn)),
where δ(f)(vr) = (
√
ws1r(f(vs1)− f(vr)), . . . ,
√
wskr(f(vsk)− f(vr)))s1<···<sk;(vsj ,vr)∈E and 1≤j≤k.
We define the left representation map π1 and the right representation map π2 by
π1,2 : L∞(V )→ L∞(V (D)), π1,2(f) 7→ (π1(f)(v1), . . . , π1(f)(vn)) ,
where π1(f)(vr) = (f(vs1), . . . , f(vsk))s1<···<sk;(vsj ,vr)∈E and 1≤j≤k
and π2(f)(vr) = (f(vr), . . . , f(vr))length=degree(vr) .
Thus δ satisfies the Leibniz rule
δ(fg) = π1(f) · δ(g) + δ(f) · π2(g),
where · is entry-wise multiplication. The Fisher information Iδ,w of f is defined by
Iµδ,w(f) =
∑
x∈V
Ix(f)µ(x),
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where Ix(f) is the pointwise Fisher information at x defined by
Ix(f) =
∑
y
τ (wyx(f(y)− f(x))(ln(f(y))− ln(f(x))) .(6.1)
We may further decompose Ix(f) as Ix(f) =
∑
Iy,x(f) with the edge Fisher information Iy,x defined
by
Iy,x(f) = wyxτ ((f(y)− f(x))(ln(f(y))− ln(f(x)))) .(6.2)
We use δ(f) and Iδ(f) if the weight and the measure are clear from the context. The connected
graph G constitutes a concrete example of derivation triple. Indeed, let N be L∞(V , µ) and M be
bounded sections of the discrete Clifford bundle. We are particularly interested in regular-weighted
(wxy = 1,∀(x, y) ∈ E ) graphs with a uniform distribution over the vertices, denoted by G = (V ,E ).
Let G = (V ◦,E ◦, µ, w) denote a cyclic graph (V ◦,E ◦) with a probability measure µ and a weight
function w, and G◦ = (V ◦,E ◦) denote a regular-weighted cyclic graph (V ◦,E ◦) with a uniform
distribution.
Lemma 6.1. Let g(t) = (1− t)ρ+ tσ for t ∈ [0, 1], then∫ 1
0
τ
(
(ρ− σ)Qg(t)(ρ− σ)
)
dt = τ
(
(ρ− σ)(ln(ρ)− ln(σ))).
Proof. Noting g′(t) = ρ− σ, we obtain that∫ 1
0
τ
(
(ρ− σ)Qg(t)(ρ− σ))dt
=
∫ 1
0
τ
(
g′(t)Qg(t)(g′(t))
)
dt =
∫ 1
0
τ
(
g′(t) (ln(g(t)))′
)
dt
By integration by parts, then∫ 1
0
τ
(
g′(t) (ln(g(t)))′
)
dt = −
∫ 1
0
τ
(
g′′(t) ln(g(t))
)
dt+ τ
(
g′(t) ln(g(t))
)|10
= τ
(
(ρ− σ)(ln(ρ)− ln(σ))).
We can give concrete estimates of CLSI(G◦) and CLSI+(G◦).
Lemma 6.2. Let G◦ = (V ◦,E ◦) be a regular-weighted cyclic graph with a uniform probability
distribution over the vertices and V ◦ = {1, 2, . . . , n}, then we have
CLSI(G◦) ≥ CLSI+(G◦) ≥ 4
15π2n2
.
Proof. Let I1 = (0, 1n) and Ik = [
k−1
n ,
k
n) for k > 1. We further divide Ik = I
1
k ∪ I2k ∪ I3k into three
intervals of length 13n . Let f : {1, 2, . . . , n} →M be a function with values in a finite von Neumann
algebra M such that c ≤ f(k) ≤ c−1 for some c > 0. They we may define a function
F (t) =


3nt
2 (f(k)− f(k − 1)) + 3k−22 f(k − 1)− 3k−42 f(k), for t ∈ I1k ;
f(k), for t ∈ I2k ;
3nt
2 (f(k + 1)− f(k)) + 3k+12 f(k)− 3k−12 f(k + 1), for t ∈ I3k .
We define f(n+1) = f(n) and also f(0) = f(1) and still conclude that c ≤ F (t) ≤ c−1. (Note F is
not differentiable, then we consider the convolution F ∗ gm for the dilation gm(x) = mg(mx) with
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support in [− 1m , 1m ].) Let ξ = E(F ) and I = ∪kI2k , then DLin(f‖ξ) ≤ 3DLin(F‖ξ). Indeed,
DLin(f‖ξ) =1
n
n∑
k=1
τ (f(k)(ln f(k)− ln ξ) + ξ − f(k))
=3
∫
I
[τ (F (t) lnF (t))− τ(F (t) ln ξ) + τ(ξ)− τ(F (t))]dt
≤3
∫ 1
0
[τ (F (t) lnF (t))− τ(F (t) ln ξ) + τ(ξ)− τ(F (t))]dt
=3DLin(F‖ξ).
The inequality follows from the non-negativity of Lindblad relative entropy. Now we discuss the
Fisher information term Iδ˜(F ) =
∫ 1
0 τ
(
F ′(t)QF (t)F ′(t)
)
dt. Indeed, we may consider I(F ∗gm) which
is well-defined and vanishes on I2k . Assume that the double operator integral is uniformly bounded,
and so is (F ∗ gm)′(t). This implies that
lim
m
Iδ˜(F ∗ gm) =
∫
I′
τ
(
F ′(t)QF (t)F ′(t)
)
dt,
where I ′ = (0, 1)\I. We consider I31 ∪ I12 = [ 23n , 43n), and define f(1) = ρ and f(2) = σ. Let
a(s) = (1 − s)ρ + sσ, then F (t) = a(s) with the substitution s = 3n2 (t − 23n) for t ∈ [ 23n , 43n). By
substitution and Lemma 6.1, we have∫ 4
3n
2
3n
τ
(
F ′(t)QF (t)F ′(t)
)
dt =
∫ 4
3n
2
3n
9n2
4
τ
(
(ρ− σ)QF (t)(ρ− σ)
)
dt
=
3n
2
∫ 1
0
τ
(
(ρ− σ)Qa(s)(ρ− σ)
)
ds
=
3n
2
τ
(
(ρ− σ)(ln(ρ)− ln(σ))) = 3n
2
I2,1(f)
Summing over all these intervals, we obtain∫
I′
τ
(
F ′(t)QF (t)F ′(t)
)
dt =
3n2
4
Iδ(f).
Indeed, Iδ(f) = 1n
∑n
j=1 Ij(f) =
1
n
∑n
j=1 (Ij+1,j(f) + Ij−1,j(f)) . The same argument applies for
p-entropy and p-Fisher information.
Definition 6.3. G˜ = (V˜ , E˜ , µ˜, w˜) is said to be a cover of G = (V ,E , µ, w) via φ (or G is covered
by G˜) if there exists a surjective map φ : V˜ → V satisfying the following conditions:
(1) edge preserving, i.e., (φ(x), φ(y)) ∈ E if (x, y) ∈ E˜ ;
(2) measure preserving, i.e., µ(x) =
∑
φ(y)=x µ˜(y);
(3) weight preserving, i.e.,
wφ(x)φ(y)
mφ(φ(x),φ(y))
= w˜xy if (x, y) ∈ E˜ , where mφ(φ(x), φ(y)) is the number of
the preimages of (φ(x), φ(y)) under the function φ× φ.
We denote the number of preimages φ−1(x) by mφ(x)and maxφ = maxxmφ(x). Define the embed-
ding map
π : L∞(V , µ)→ L∞(V˜ , µ˜), f 7→ f ◦ φ.
Applying Theorem 3.2, we obtain that:
Lemma 6.4. Let G˜ be a cover of G via φ, then CLSI(G) ≥ CLSI(G˜) and CLSI+(G) ≥ CLSI+(G˜).
By Theorem 2.14 CLSI and CLSI+ of connected graphs are stable under change of measure and
change of weight.
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Corollary 6.5. For connected graphs G1 = (V ,E , µ1, w1) and G2 = (V ,E , µ2, w2) with
w2
w1
≤ b and
c2 ≤ dµ2dµ1 ≤ c1, we have
CLSI(G1) ≥ c2
c1b
CLSI(G2) and CLSI
+(G1) ≥ c2
c1b
CLSI+(G2).
Proof. Noting G1 and G2 have the same fixed-point algebra Nfix, we only have to compare Iµ1δ,w1 and
Iµ2δ,w2 . By the definition of Fisher information, we have
Iµ1δ,w2(f) ≤ bI
µ1
δ,w1
(f).
Together with Theorem 2.14, thus
Dµ1,w1Nfix (f) = D
µ1,w2
Nfix (f) ≤
c1
c2λ
Iµ1δ,w2(f) ≤
c1b
c2λ
Iµ1δ,w1(f).
The same argument applies for CLSI+.
In graph theory, a tree T = (VT,ET) is a connected and undirected (symmetric weighted) graph
with no cycles. A rooted tree, where the root is singled out, comes with a hierarchical data struc-
ture. A tree traversal is to traverse (visit) each node (vertex) in the data structure. Recall that the
any vertex of degree one can be chosen as a root, and the vertices directly connected to the root are
called the children of the root. A tree Ts = (Vs,Es) is said to be a spanning tree of a graph (V ,E ) if
Vs = V and Es ⊂ E . It is well-known that every connected graph has a spanning tree, and we may
find the minimum spanning tree within time O(|E | log(|V |)) by using Kruskal’s algorithm. [JBK56]
Lemma 6.6. Any tree T = (VT,ET, µT, wT) is covered by a cyclic graph G = (V ◦,E ◦, µ, w) with
|V ◦| = 2|ET|. Moreover, there exist µ′T and w′T such that T′ = (VT,ET, µ′T,w′T) is covered by a cyclic
graph G◦ = (V ◦,E ◦) with |V ◦| = 2|ET|.
Proof. By the preorder traversal, we develop the following recursive algorithm. We start with an
empty graph (V ◦,E ◦) = (∅, ∅) and define φ : V ◦ → VT in the algorithm.
step 1: Select a root v1, and label it as vertex v′j for j = 1. (We say vj has been visited.) Define
φ(v′1) := v1, and update the vertex set V ◦ := V ◦ ∪ {v′1}.
step 2: If v has unvisited children, select an unvisited child vc and label it as vertex v′j+1, i.e., define
φ(v′j+1) := vc. If v has no unvisited child, then go back to the parent vp of v and label
the parent again using v′j+1, i.e., define φ(v
′
j+1) = vp. We also record the edge (v
′
j , v
′
j+1).
Update the vertex set V ◦ := V ◦ ∪ {v′j+1} and the edge set E ◦ := E ◦ ∪ {(v′j , v′j+1)}. Assign
the value (j + 1) to j.
step 3: Repeat step 2 until the root v1 is visited twice.
Every edge of ET is traversed twice, then |V ◦| = |E ◦| = 2|ET|. Note φ : V ◦ → VT is defined in thr
algorithm is surjective and edge preserving. Let
µ(x) =
1
mφ(φ(x))
µT(φ(x)) and wxy =
1
mφ(φ(x), φ(y))
wTφ(x)φ(y), ∀x, y ∈ V ◦,
then G = (V ◦,E ◦, µ, w) is a cover of T. We can also define the measure and weight of (VT,ET) by
µ′T(x) =
∑
φ(y)=x
1
2|ET| and w
′
Txy = mφ(x, y),
then T′ = (VT,ET, µ′T,w
′
T
) is covered by G◦ = (V ◦,E ◦).
Theorem 6.7. Let G = (V ,E , µ, w) be a connected graph, then
CLSI(G) ≥ CLSI+(G) > 0.
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Proof. Let Ts = (Vs,Es, µ,ws) be a spanning tree of G. Then Ts and G have the same fixed-pointed
algebra since Vs = V . Noting wsx,y = wx,y for (x, y) ∈ Es, we obtain that
Iµδ,ws(f) ≤ Iµδ,w(f), ∀f ∈ L∞(V , µ).
Thus we have CLSI(G) ≥ CLSI(Ts). By Lemma 6.6, there exists T′s = (Vs,Es, µ′,w′) covered by
G◦ = (V ◦,E ◦). By Lemma 6.4 CLSI(T′s) ≥ CLSI(G◦). Applying Corollary 6.5 and Lemma 6.2, we
have
CLSI(G) ≥ CLSI(Ts) ≥ 1
15π2|Es|2‖ dµdµ′ ‖∞‖dµ
′
dµ ‖∞‖w
′
ws
‖∞
.
The same argument applies for CLSI+.
Corollary 6.8. Let G = (V ,E ) be a connected graph with the maximum degree d and l be the
number of the edges of the minimum spanning tree of the graph. Then we have
CLSI(G) ≥ CLSI+(G) ≥ 1
30π2l2d
.
7. From graphs to graph Hörmander systems
We extend CLSI from a commutative subsystem ℓn∞ ⊂Mn to the full noncommutative systemMn.
We will perform this task for the so-called graph Hörmander system. Let G = (V ,E ) be a connected
graph with V = {v1, v2, . . . , vn} (n ≥ 2). Here we adopt the convention in Section 6 that G is regular-
weighted and equipped with the uniform distribution over the vertices V . Then L∞(V ) = ℓn∞ is a
subalgebra of Mn via the ∗ homomorphism π defined by π(f) =


f(1) 0 ··· 0
0 f(2) ··· 0
...
...
...
...
0 0 ··· f(n)

. We will work
with the Lie group SOn with the normalized Haar measure µ and Lie algebra son = {a|atrans = −a}
of real anti-symmetric matrices. Since G is undirected, then. e = (vr, vs) = (vs, vr). Throughout
this section, we represent e = (vr, vs) using r < s. We define
Xe = |r〉〈s| − |s〉〈r|, ∀e = (vr, vs) ∈ E .
Then XE = {Xe, e ∈ E } ⊂ son. We define the edge Laplacian ∆e : C∞(SOn)→ C∞(SOn) by
∆e(f) = X
∗
eXef,
where (Xef)(a) = ddtf(exp(tXe)a)|t=0 for any a ∈ SOn. The sub-Laplacian ∆E is the sum of edge
Laplacians
∆E =
∑
e∈E
∆e.
Lemma 7.1. The following conditions are equivalent.
(1) ∆E is ergodic, i.e. ∆E (f) = 0 iff f = λ1 for some λ;
(2) (V ,E ) is a connected graph;
(3) X ′
E
= C, i.e. the commutant of XE is trivial.
If any condition of above is satisfied, we call XE a graph Hörmander system of the graph G. We
define the Lindblad operator
Le(ρ) = x
2
eρ+ ρx
2
e − 2xeρxe,∀ρ ∈Mn,
where xe = iXe. Then there exists a derivation δe(a) = −i[xe, a] = [Xe, a] such that Le = δ∗e δ¯e. We
define the Lindblad operator LE associated to E by
LE =
∑
e=(r,s)∈E ,r<s
Le.
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Noting LE restricted the diagonal is the graph Laplace operator, we have the following result. (See
Appendix A for an example.)
Proposition 7.2. Let G = (V ,E ) be a connected graph, then
CLSI(ℓn∞, LE ) = CLSI(G) and CLSI(ℓ
n
∞, LE ) = CLSI(G)
Let Krs be an n-by-n matrix with 1 on (r, s) and 0’s otherwise. For e = (r, s) ∈ E , we define Ae to be
the the subalgebra of Mn generated by {1,Krr,Kss,Krs,Ksr,Kkj}, where k 6= r, s, j 6= r, s and k 6= j.
Indeed Ae is generated by block diagonal matrices up to permutations. Let Ee : Mn → Ae be the
conditional expectation onto the sub-algebra Ae and E∞ be the conditional expectation onto the
diagonal matrices. Throughout this section, let M be a finite von Neumann algebra equipped with
a normal faithful trace τM.
Lemma 7.3. For ρ ∈Mn ⊗M, we have
CLSI(Mn, Le)D(ρ‖Ee(ρ)) ≤ ILe(ρ) and CpSI(Mn, Le)dp(ρ‖Ee(ρ)) ≤ IpLe(ρ) .
Proof. Without loss of generality we work with e = (v1, v2). The fixed-point algebra of Le is given
by the commutant Ne = {xe}′. Note Ne is a subalgebra of Ae. Indeed, let ρ = (ρ)ij ∈ Ne, then
ρxe = xeρ. Thus 

−ρ12 ρ11 0 ··· 0
−ρ22 ρ21 0 ··· 0
−ρ32 ρ31 0 ··· 0
...
...
...
...
...−ρn2 ρn1 0 ··· 0

 =


ρ21 ρ22 ρ23 ··· ρ2n
−ρ11 −ρ12 −ρ13 ··· −ρ1n
0 0 0 ··· 0
...
...
...
...
...
0 0 0 ··· 0

 .
By (2.4), we deduce that
D(ρ‖Ee(ρ) ≤ D(ρ‖ENe(ρ)) ≤
1
CLSI(Mn, Le)
ILe(ρ),∀ρ ∈Mn ⊗M .
For the p-version, it follows from the facts that dp(ρ‖σ) is non-negative and the noncommutative
martingale equality (See [Li20])
Lemma 7.4. The conditional expectations {Ee}e∈E commute pairwise. Moreover
∏
e∈E Ee = E∞.
Proof. Noting Ee is a Schur multiplier, we infer that all conditional expectations commute. It is
obvious that
∏
e∈E Ee(a) = a for any diagonal matrix a ∈ Mn. Now assume that
∏
e∈E Ee(ρ) = ρ
for some ρ ∈ Mn. Then Ee(ρ) = ρ for any e = (vr, vs) ∈ E . By the proof of Lemma 7.3, we have
ρjr = ρrj = ρjs = ρsj = 0 for any j 6= r, s. Thus ρ is diagonal, which yields the first assertion. Since
G is connected, we conclude that ρij = 0 for i 6= j.
Lemma 7.5. For ρ ∈Mn ⊗M, we have
D(ρ‖E∞(ρ)) ≤ 5π2ILE (ρ)
and
Dp(ρ‖E∞(ρ)) ≤ 5π2IpLE (ρ) .
Proof. By Lemma 7.4, we have D(ρ‖E∞(ρ)) = D(ρ‖
∏
e∈E Ee(ρ)). Together with Lemma 2.7 and
Lemma 7.3, we deduce that
inf
e∈E
{CLSI(Mn, Le)}D(ρ‖
∏
e∈E
Ee(ρ)) ≤ inf
e∈E
{CLSI(Mn, Le)}
∑
e∈E
D(ρ‖Ee(ρ)) ≤ ILE (ρ).
We obtain 5π2 by Example 4.9. The same argument applies for the p-version.
Lemma 7.6. Let ρ ∈Mn ⊗M, then
ILE (E∞(ρ)) ≤ ILE (ρ) and IpLE (E∞(ρ)) ≤ I
p
LE
(ρ).
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Proof. It suffices to prove that
ILe(E∞(ρ)) ≤ ILe(ρ)(7.1)
for any edge e ∈ E . For any fixed 1 ≤ i ≤ n− 1, define Eni = 12(U∗i ρUi + ρ), where Ui is a diagonal
matrix with −1 for the i-th entry and 1 for other diagonal entries. Then E∞ =
∏n−1
i=1 E
n
i and
[Eni , E
n
j ] = 0 since Ei is a Schur multiplier. By the convexity of the Fisher information in Theorem
2.4, we have
IL2(E
n
i (ρ)) ≤
1
2
ILe(ρ) +
1
2
ILe(U
∗
i ρUi).(7.2)
For any fixed Ui, we see that
[a, U∗I ρUi] = U
∗
i Ui[a, U
∗
i ρUi]U
∗
i Ui = U
∗
i [UiaU
∗
i , ρ]Ui.
Together with the unitary invariance of the trace, then
ILe(U
∗
i ρUi) = τ
(
[Xe, U
∗
i ρUi]Q
U∗i ρUi([Xe, U
∗
i ρUi])
)
= τ
(
U∗i [UiXeU
∗
i , ρ]UiQ
U∗i ρUiU∗i [UiXeU
∗
i , ρ]Ui
)
= τ ([UiXeU
∗
i , ρ]Q
ρ([UiXeU
∗
i , ρ])) .
Note that for any edge that UiXeU∗i = Xe or −Xe, thus ILe(U∗i ρUi) = = ILe(ρ). Together with
(7.2), we have ILe(E
n
i (ρ)) ≤ ILe(ρ). Thus repeating this n− 1 times yields (7.1)
ILe(E∞(ρ)) ≤ ILe((
n−1∏
i=2
Ei)(ρ)) ≤ · · · ≤ ILe(ρ).
The same proof applies for the p-version.
Theorem 7.7. Let G = (V ,E ) be a connected graph. Then
CLSI(G)
1 + 5π2 CLSI(G)
≤ CLSI(Mn, LE ) ≤ CLSI(G) .
and
CpSI(G)
1 + 5π2 CpSI(G)
≤ CpSI(Mn, LE ) ≤ CpSI(G) .
Proof. Note (ℓn∞, LE ) is a subsystem of (Mn, LE ). By Proposition 7.2, we deduce the second part
of the inequality . Let Efix be the conditional expectation onto the fixed-point algebras of LE . By
Lemma 7.6, we have
D(E∞(ρ)‖Efix(ρ)) ≤ 1
CLSI(G)
ILE (E∞(ρ)) ≤
1
CLSI(G)
ILE (ρ).(7.3)
Together with (7.3) and Lemma 7.5, we obtain the first part of the inequality
D(ρ‖Efix(ρ)) = D(ρ‖E∞(ρ)) +D(E∞(ρ)‖Efix(ρ))
≤
(
5π2 +
1
CLSI(G)
)
ILE (ρ).
The argument also applies for CpSI.
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Appendix
Here we give more details about Lemma 6.2. Let us recall the tail approximation of Gaussian
distribution, (
1
x
− 1
x3
)
e−x
2/2 ≤
∫ ∞
x
e−t
2/2dt ≤ 1
x
e−x
2/2.
Let g(x) = 1√
2π
∑∞
k=−∞ e
−(x−k)2/2, thus dxdµ =
1
g(x) . It suffices to show that
2e−1/2 + 2e−2 + 2e−9/2 +
48
125
e−25/2 ≤
√
2πg(x) ≤ 2 + 2e−1/2 + 2e−2 + 8
3
e−9/2.
√
2πg(x) =e−x
2/2 +
∞∑
k=1
e−(x−k)
2/2 +
−1∑
k=−∞
e−(x−k)
2/2
=e−x
2/2 +
∞∑
k=1
e−(k−1)
2/2 +
∞∑
k=1
e−(x+k)
2/2
√
2πg(x) ≤1 +
∞∑
k=1
e−(k−1)
2/2 +
∞∑
k=1
e−k
2/2
=1 + e−0/2 + 2
∞∑
k=1
e−k
2/2
=2 + 2e−1/2 + 2e−2 + 2e−9/2 + 2
∞∑
k=4
e−k
2/2
≤2 + 2e−1/2 + 2e−2 + 2e−9/2 + 2
∫ ∞
3
e−x
2/2dx
≤2 + 2e−1/2 + 2e−2 + 8
3
e−9/2
√
2πg(x) ≥e−1/2 +
∞∑
k=1
e−k
2/2 +
∞∑
k=1
e−(k+1)
2/2
=2e−1/2 + 2
∞∑
k=2
e−k
2/2
=2e−1/2 + 2e−2 + 2e−9/2 + 2
∞∑
k=4
e−k
2/2
≥2−1/2 + 2e−2 + 2e−9/2 + 2
∫ ∞
5
e−x
2/2dx
≥2−1/2 + 2e−2 + 2e−9/2 + 2
(
1
5
− 1
53
)
e−25/2
=2e−1/2 + 2e−2 + 2e−9/2 +
48
125
e−25/2
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