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In this work, a general perturbed model is investigated and equilibrium is analyzed. The
Lotka–Volterra version of the known system is considered. Local and global stability are
established.
© 2008 Elsevier Ltd. All rights reserved.
0. Introduction
It is necessary and important to consider models with ecological parameters or perturbations which might be quite
naturally exposed (for example, those due to seasonal effects of weather, food supply, mating habits, hunting or harvesting
seasons, etc.) [1,2,4,6].
The most familiar approach to perturbation experiments is the press perturbation where one or more quantities (such
as densities of species) are altered, and some other perturbations such as fires, etc. that are not suitable for considering
continuously. These perturbations bring about sudden changes to the system. Sometimes the predators themselves can
change instantaneously.
This work is organized as follows. In Section 1, we describe our model. In Section 2, positive equilibria are discussed.
Behaviors of solutions are discussed in Section 3. In Section 4, global stability of the Lotka–Volterra form is described.
1. The model
Consider the system of ordinary differential equations
x˙1 = x1g1(x1)− yp1(x1)+ ε(x2 − x1)
x˙2 = x2g2(x2)− yp2(x2)+ ε(x1 − x2)
y˙ = y[−s(y)+ c1p1(x1)+ c2p2(x2)]
(1.1)
where the perturbation ε(x2 − x1) or ε(x1 − x2) represents a measure of the desirability or pressure for the prey x1 (or x2)
to leave the first (second) patch to look for a better second (first) patch.
Here xi(0) ≥ 0, y(0) ≥ 0, i = 1, 2. Here also g(xi), pi(xi) and s(y) are continuous functions. xi represents the prey
population in the ith patch; t ≥ 0. y(t) represents the predator density for the two patches. gi(xi) is the specific growth
rate for the prey population in the absence of predators; gi(xi) is generally a decreasing function of xi due to the limited
resources.
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(H1) gi(0)  0, g ′i (xi) ≺ 0, there is ki  0 such that gi(ki) = 0, i = 1, 2.
pi(xi) is the predator functional response of the prey in the ith patch.
(H2) pi(0) = 0, p′i(xi)  0.
ε is constant. If ε = 0, the prey population cannot leave the patches. It is assumed that the net change from the jth
patch to the ith patch is proportional to the difference xj − xi of population densities in the patches.
s(y) is the density dependent death rate of the predator in the absence of prey. This is likely to be an increasing
function of y.
(H3) s(0)  0, s′i(y) ≥ 0.
ci is the rate of conversion of prey into predators.
2. Equilibria
Let E∗(x∗1, x
∗
2, x
∗
3) be the unique equilibrium point of (1.1). In the special case ε = 0, system (1.1) takes the form
x˙1 = x1g1(x1)− yp1(x1)
x˙2 = x2g2(x2)− yp2(x2)
y˙ = y[−s(y)+ c1p1(x1)+ c2p2(x2)]
(2.1)
with same conditions.
It is easy to see that (2.1) has equilibrium points at E◦(0, 0, 0) and E1(k1, k2, 0).
3. Behaviors of solutions
Firstly, we need to compute the variationalmatrices of systems (1.1) and (2.1) for general equilibrium. Let Ji(x1, x2, y), i =
1, 2, denote the variational matrices of (1.1) and (2.1), respectively for general x1, x2, y. Then
J1(x1, x2, y)
=
g1(x1)+ x1g ′1(x1)− yp′i(x1)− ε ε −p1(x1)ε g2(x2)+ x2g ′2(x2)− yp′2(x2)− ε −p2(x2)
yc1p′1(x1) yc2p
′
2(x2) −s(y)+ c1p1(x1)+ c2p2(x2)− ys′(y)
 ,
(3.1)
J2(x1, x2, y)
=
g1(x1)+ x1g ′1(x1)− yp′1(x1) 0 −p1(x1)0 g2(x2)+ x2g ′2(x2)− yp′2(x2) −p2(x2)
c1yp′1(x1) c2yp
′
2(x2) −s(y)+ c1p1(x1)+ c2p2(x2)− ys′(y)
 . (3.2)
LetM1 denote J1(x1, x2, y) at the unique equilibrium point E∗(x∗1, x
∗
2, y
∗). Then
M1 =

−ε x
∗
2
x∗1
+ φ1(x∗1, y∗) ε −p1(x∗1)
ε −ε x
∗
1
x∗2
+ φ2(x∗2, y) −p2(x∗2)
y∗c1p′1(x
∗
1) y
∗c2p′2(x
∗
2) −y∗s′(y∗)
 (3.3)
where φi(x∗i , y∗) = x∗i g ′i (x∗i )+ y∗
(
pi(x∗i )
x∗i
− p′i(x∗i )
)
, i = 1, 2.
LetM2 andM3 denote J2(x1, x2, y) at Ei, i = 0, 1. Then
M2 =
(g1(0) 0 0
0 g2(0) 0
0 0 −s(0)
)
, (3.4)
M3 =
(k1g ′1(k1) 0 −p1(k1)
0 k2g ′2(k2) −p2(k2)
0 0 −s(0)+ c1p1(k1)+ c2p2(k2)
)
. (3.5)
The characteristic equation of the variational matrixM1 is∣∣∣∣∣ w11 − λ ε −p1(x
∗
1)
ε w22 − λ −p2(x∗2)
y∗c1p′1(x
∗
1) y
∗c2p′2(x
∗
2) −y∗s′(y∗)− λ
∣∣∣∣∣ = 0 (3.6)
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where
wii = −ε
x∗j
x∗i
+ φi(x∗i , y∗), i, j = 1, 2, i 6= j.
Eq. (3.6) takes the form
λ3 + R1λ2 + R2λ+ R3 = 0 (3.7)
where
R1 = w11 + w22 − y∗s′(y∗),
R2 = w11w22 − ε2 + y∗
2∑
i=1
(cip′i(x
∗
i )pi(xi)− wiis′(y∗))
R3 = −εy∗(c1p′1(x∗1)p2(x∗2)+ c2p1(x∗1)p′2(x∗2))+ w11y∗c2p2(x∗2)p′2(x∗2)
+w22y∗c1p′1(x∗1)p1(x∗1)− y∗s′(y∗)(w11w22 − ε2).
(3.8)
Ifw11 ≺ 0 andw22 ≺ 0, then by using the Routh–Hurwitz criterion, E∗ is locally asymptotically stable if
R1 ≺ 0, R3 ≺ 0 and R1R2 ≺ R3. (3.9)
The eigenvalues of the variation matrixM2 are
λ1 = g1(0)  0, λ2 = g2(0)  0, λ3 = −s(0) ≺ 0. (3.10)
Clearly E◦ is a hyperbolic point.
Near E◦, the prey populations xi, i = 1, 2, grow while their predators y decline.
The eigenvalues of the variation matrixM3 are
λ1 = k1g ′1(k1) ≺ 0, λ2 = k2g ′2(k2) ≺ 0, λ3 = −s(0)+ c1p1(k1)+ c2p2(k2). (3.11)
If λ3  0, then E1 is a hyperbolic point.
If λ3 ≺ 0, then E1 is locally asymptotically stable.
4. Global stability of the Lotka–Volterra model
Consider the Lotka–Volterra model for two prey species x1, x2 and a single predator species y. Hence,
x˙1 = x1(γ1 − k1x1)− α1x1y+ ε(x2 − x1),
x˙2 = x2(γ2 − k2x2)− α2x2y+ ε(x1 − x2),
y˙ = y[−s− δy+ α1x1 + α2x2],
(4.1)
where γi, αi, ki, i = 1, 2, and ε, s, δ ≥ 0 are constants.
Let V (x1, x2, y) denote the Lyapunov function of system (4.1):
V (x1, x2, y) = σ1(x1 − x∗1) ln |x1| + σ2(x2 − x∗2) ln |x2| + σ3(y− y∗) ln |y| . (4.2)
This is on the region
A = {(x1, x2, y) : 0 ≺ x∗1 ≤ x1 ≺ β1, 0 ≺ x∗2 ≤ x2 ≺ β2, 0 ≺ y∗ ≤ y ≺ β3} (4.3)
where β1, β2, β3 are constants.
Calculating the derivative of (4.2), we have
V˙ (x1, x2, y) = σ1|x1|
(|x1| ln |x1| + (x1 − x∗1)) ((x1(γ1 − k1x1)− α1yx1 + ε(x2 − x1)))
+ σ2|x2|
(|x2| ln |x2| + (x2 − x∗2)) ((x2(γ2 − k2x2)− α2yx2 + ε(x1 − x2)))
+ σ3
(
ln |y| + (y− y∗)) (−s− δy+ α1x1 + α2x2) . (4.4)
Since, E∗(x∗1, x
∗
2, y
∗) is the unique equilibrium point of system (4.1), where V (x∗1, x
∗
2, y
∗) = 0, it is satisfied that
x∗1(γ1 − k1x∗1)− α1y∗x∗1 + ε(x∗2 − x∗1) = 0
x∗2(γ2 − k2x∗2)− α2y∗x∗2 + ε(x∗1 − x∗2) = 0
−s− δy∗ + α1x∗1 + α2x∗2 = 0.
(4.5)
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From systems (1.1) and (4.1), we have gi(xi) = γi − kixi, pi(xi) = αixi and s(y) = s+ δy for i = 1, 2. Here
c1 = c2 = 1. (4.6)
By using (4.5) and (4.6) in (4.4), we get
V˙ (x1, x2, y) = σ1|x1|
(|x1| ln |x1| + (x1 − x∗1)) ((x1g(x1)− yp1(x1))− (x∗1g1(x∗1)− y∗p1(x∗1)))
+ σ2|x2|
(|x2| ln |x2| + (x2 − x∗2)) ((x2g2(x2)− yp2(x2))− (x∗2g2(x∗2)− y∗p2(x∗2)))
+ σ3
(
ln |y| + (y− y∗)) (s(y∗)− s(y)) . (4.7)
By using (H1), (H2) and (H3), we get that
V˙ (x1, x2, y) ≤ 0. (4.8)
Note:
V (x1, x2, y)  0 for (x1, x2, y) ∈ A− {(x∗1, x∗2, y)}.
Now the only place in the set A ∩ R3 where V˙ (x1, x2, y) could equal zero would be a subset of S = {(x1, x2, y) ∈ R3 : x1 =
x∗1, x2 = x∗2, y = y∗}.
Since the only invariant set [5] in S is {E(x∗1, x∗2, y∗)}, by Lasalle’s invariance principle [3] E(x∗1, x∗2, y∗) is globally
asymptotically stable.
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