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Abstract 
It is shown that general time lower bounds do not exist for CRCW PRAMS. Suppose that 
g(n) is any monotonically increasing function that can be computed by a TM. Then, roughly 
speaking, there exists a nondegenerated Boolean function G, of n variables such that it takes 
@(g-‘(n)) steps for CRCW PRAMS with polynominally many processors to compute G,. By 
choosing a rapidly growing function as g(n) (e.g., Ackermann’s function), we can make the 
above @(g- ’ ($)-time bound as small as we want. 
1. Introduction 
In several occasions there exist essential lower bounds for resource usage such that 
if the computation model cannot use that much resource, then it exhibits significantly 
lower power than expected. A typical example is the space usage of off-line Turing 
machines (TMs): It is well known [4] that if S(n) = o(loglogn) then f(n)-space- 
bounded deterministic (and nondeterministic) TMs can recognize only regular 
sets. Very recently it has been proved that the same lower bound also applies 
to alternating TMs [5]. Another example is on concu~net-read, exclusive-write 
parallel random access machines (CREW PRAMS). For this model, R(log log n) time 
is known to be the general lower bound to compute nondegenerated Boolean 
functions [7]. 
Concurrent-read, concurrent-write (CRCW) PRAMS are another popular model 
for parallel computation and they appear to be much more powerful than CREW 
PRAMS. For example, an O(log log log n)-time algorithm is known for finding all 
prefix maxima [2], which breaks the above lower bound for CREW PRAMS. Even an 
O(log*n)-time algorithm is known for the text analysis [lo]. Thus we are led to 
a natural question whether or not there is a general ower bound for computation time 
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of CRCW PRAMS. (Here we mean nonconstant lower bounds; several functions, such 
as n-bit OR, are computed in constant time by CRCW PRAMS.) 
In this paper, it is shown that such general ower bounds do not exist, or that there 
is no gap between constant and nonconstant time bounds, for CRCW PRAMS. 
Suppose that g(n) is any monotonically increasing function that can be computed by 
a TM. Then, roughly speaking, there exists a nondegenerated Boolean function G, of 
n variables such that it takes @(g-‘(n)) steps for CRCW PRAMS with polynomially 
many processors to compute G,. By choosing a rapidly growing function as g(n) (e.g., 
Ackermann’s function), we can make the above O(g-l(n))-time bound as small as 
we want. 
CRCW PRAMS are closely related to unbounded fan-in circuits [9], and it is 
known that k-depth such circuits of polynomially many gates are properly more 
powerful than (k - I)-depth ones [8]. However, this result cannot be converted to 
CRCW PRAMS for the following reasons: First, the above hierachy holds for 
nonunljorm circuits. PRAMS are widely accepted as a uniform model (the same 
program for any size of inputs) and we also follow this practice in this paper. Second, 
in the case of PRAMS there is an obvious limit on the accuracy of measuring 
computation time. In [9], the relationship between PRAM computation time and 
circuit depth can only be obtained in the context of “within a difference of a constant 
factor”. 
Also, several ower bounds are known for specific problems. Among others, the 
R(log n/log log n)-time bound for the parity function [l, 3, 1 l] is important, which will 
be utilized in this paper. 
2. Model and results 
We define CRCW PRAMS as the machines which compute a mapping from CN to 
(0, l}, where C is a finite set of symbols. A CRCW PRAM consists of processors PO, 
2, . . . , all of which hold the same program not depending on the size of inputs 
(‘1’ ‘r a unr arm PRAM). In the program we can use a finite number of local variables, 
x, y, . . . , a common arrary, M [0], M [ 11, M [2], . . . , and the following instructions: 
x t c (c is a character in Z or an integer), 
x t processor number, 
xcyox, 0 E { + , - , v } (y and z must hold integers), 
MCxl+y, 
Y + MCxl, 
GOT0 label if x = y (x and y may be characters in Z or integers), 
HALT. 
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If more than one processor attempts to write the same element of the common array, 
the lowest numbered processor succeeds to write (PRIORITY). An input of size N is 
a string aOar ... UN _ 1, where each ai E Z is placed in M [il. The number of processors is 
limited by a polynomial in N. All the processors begin their computation at the same 
time and they must execute the HALT instruction at the same time when they finish 
their computation. The answer (0 or 1) is placed in M [O]. 
A key point is what kind of binary operations should be allowed. In the present 
setting, we selected the “minimal” instruction set, since it is straightforward to extend 
the main theorem to more general instruction sets. In [6], as the minimal instruction 
set, ( + , - , logical shift) is chosen. Our result holds if the logical bit-wise OR, v , is 
replaced by the shift operation. Note that the shift operation can create a large 
number in a few steps 
k 
.L 
(2 in k steps), 
while ( + , - , v } can create at most ~2~ in k steps for some constant c. 
Now we are ready to show our main theorem. 
Theorem. For any TM computing a function g(n) (i.e., for any TM which outputs string 
le(“) from input 1”) which grows faster than 2”, there exist a nondegenerated Boolean 
function G, of n variables and a function e(n) such' that (i) it takes 43(+(n)) steps to 
compute G, by any CRC W PRAM with a polynomial number of processors, (ii) $(n) is 
not O(l), and (iii) +(n) < g-‘(n). 
By choosing a rapidly growing function as g(n) (e.g., Ackermann’s funtion), we can 
make the above 69($(n))-time bound as small as we want, and hence there are no 
general ower bounds for CRCW PRAMS. 
Remark. (i) The theorem holds if the instruction set { + , - , v } is replaced by 
{ + , - , A } or { + , - , mod) or more general one. (To prove (i) of the theorem, we 
need to prove both upper and lower bounds. As for the lower bound, we can 
exploit a known lower-bound result that holds for PRAMS with very general 
instruction sets. Proving the upper bound with the restricted instruction set is 
our main job in this paper). Whether we can further remove, say v , is an interesting 
question. (ii) Our CRCW PRAMS can be regarded as recognizers of languages over 
Z. C may be any alphabet including at least two symbols. (iii) As for the 
resolution of simultaneous writes, we assumed the most powerful one, i.e., PRIOR- 
ITY. However, we can show the weakest one (COMMON) is enough. Much more 
processors are needed (within polynomial) but not essentially new techniques are 
necessary. 
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3. Proof of the theorem 
3.1. Overview 
In order to avoid confusion, let N denote the input size of CRCW PRAMS, and let 
n be the input size of TMs. We must give a Boolean function GN of N variables and 
a function tj(N) which satisfy the three conditions given in the main theorem; 
however, for better exposition we will first construct a language L over an alphabet 
including considerably many symbols which satisfy the following four conditions: 
(i) 0($(N)) steps are required for any CRCW PRAM to recognize L. (ii) 0($(N)) 
steps are sufficient for a CRCW PRAM to recognize L. (iii) $(N) is not O(1). 
(iv) $(N) < g-‘(N). Then, we will show the same upper and lower bounds using 
a language LB over the binary alphabet (0, l}. Now it is not hard to change this LB 
into the Boolean function GN which satisfies the conditions given in the theorem. 
Roughly spaking, we will construct a language which has the following structure: 
L={o= CI~(T~J (01 = N, lo21 = (logN)*‘N’, and 
u2 contains an odd number of l’s}, 
where the detailed conditions for g1 and o2 are given in the following sections. $(N) is 
defined as follows. 
Definition. Let T be a t(n)-time, s(n)-space TM which computes function g(n). Then, 
$(N) is the largest integer n such that N > t(n).@(n) + 2). 
We assume, without loss of generality, that t(n). (s(n) + 2) is monotonically increas- 
ing or only consider such TMs for the TM computing the monotonically increasing 
function g(n). Since g(n) 2 2”, e(N) i log N. 
(i) It is known [3,11] that a depth-k parity circuit of m variable needs .(2m”‘t) 
unbounded fan-in gates. (A similar lower bound is also known for CRCW PRAMS 
[l]. However, for the reason mentioned later, we use the lower bound for circuits.) So, 
if m = (log N)ti(N’, then we need 
gates. In order for the number of gates to be polynomial in N, depth k must satisfy 
k 2 ti (N)/4. As mentioned above, the most important condition for cr to be in L is 
that its substring o2 should include an odd number of 1’s. Due to the above lower 
bound results, we need at least *(N)/4 depth to check the number of l’s in bZ, since 
1r~~) = (log N)ti(N’. Although b2 is a small fraction of the whole string 6, Q(+(N)) depth 
is intuitively needed for circuits to recognize L even if we can check conditions for 
other portions of CJ (i.e., al) in less depth (see Lemmas 3 and 4 in Section 3.2 for more 
details). Thus, by the simulation result of [9], R($(N)) steps are also necessary for any 
CRCW PRAM. 
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(ii) We will give a detailed description of the string c of length N (see Sections 3.2 
and 3.3) and prove that L can be recognized in 0(+(N)) steps (see Section 3.3.3). 
Actually, we need an important trick because it is not likely that the above language 
L itself can be recognized quickly by our minimal instruction set. Details are given in 
Section 3.3.3, but, intuitively, the condition for (r2 (i.e., rr2 should include an odd 
number of l’s) will be a little relaxed. 
(iii) Since t(n). (s(n) + 2) is monotonically increasing without limit, II/(N) cannot be 
bounded by any constant. 
(iv) Since T computes the function g(n), it is clear that t(n) 2 g(n) (recall that n and 
g(n) are treated as unary numbers in T). Thus t(n)*(s(n) + 2) 2 g(n). By the definition, 
if II/(N) = n then N > t(n)-(+) + 2). Therefore, N > t(JI(N)).(s($(N)) + 2) >, 
g($(N)), and hence WV) < g-‘(N). 
3.2. Main lemmas 
Suppose that T, is a standard, single-read/write-tape, t(n)-time, s(n)-space, deter- 
ministic TM using only 0 and 1 as its tape symbols. Let Q = { si , s2, . . . , sk) be a finite 
set of T,‘s states. We first construct he folloiwng language L over the set of symbols C. 
C includes 0, 1, B, $, #, a, b, c and 0, 1 with superscripts 1,2, .. . , k and 0, 1, $, #, a, b, 
c with marks ‘, +, t, and @. (More than one mark may be placed on a single 
symbol, e.g., Cl’@.) In order for a string u to be in L, first of all, it must consist of nine 
portions: 
The last symbol of each portion has mark* (i.e., * indicates the boundary between two 
portions). 
Recall that we have set the length of cr to be N and that one of the most important 
jobs of the PRAM is to compute 3/(N) from this N. Using the string a1, we can 
compute $(N) quickly. Let J al) = N1. Then as one can see later, N = O((N,)4). 
Although what we really wish to obtain is $(N), we actually compute JI(N,) 
instead of $(N), and use Ni to determine the length of other portions. Of course, 
it can happen that JI(N,) # $(N). However, we are now assuming g(n) 
grows sufficiently rapidly or $(N) grows very slowly, this difference does not 
cause any significant problem. (Since N = 0((N1)4) and $(N) < logN, 
$(N) = O($(N,)).) Also, we impose a new condition that Ni must be a power 
of two. 
Every portion of 0 will be defined later in Section 3.3 except for /I and y that are 
considered in this section. y acts as b2 of L mentioned in Section 3.1. However, we do 
not try to compute parity of y directly, but we compute some other function as 
described below. /I has the following structure: 
P = POPlP2 . ..Pk.-1, 
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where pie (0, l}. Note that /I may be an arbitrary O/l-string of length Nr whose last 
symbol has mark *. y must be of the form 
% 7 = qOqlq2”‘qh-1 # # *” # , 
L 
Y 
J 
N, 
where qiE (0, l}. Its condition on the length is that JyJ = N, and h = (1ogNi)“. Recall 
that n = $(N), but it makes no important difference if we consider n = $(N,) as 
mentioned above. The condition on the first h symbols, qoql q2 --. qh_ 1, is determined 
by /I in the following way: We consider /I as defining a functionf: (0, l}‘“gN1 --t (0, l} 
such thatf(xr, x2, . . . . xlogN,) = &,in(x,0,,8...x,x,). (bin(xl,,sN;. x2x1) is the decimal rep- 
resentation of binary number x1x2 ..a xlogN,; for example, bin(1100) = 3). Now the 
condition for y is 
f”k0, 41, **.,qh-1) = 1, 
where? is the usual composition of the abovef: (Recall that we previously said the 
rough condition for cr2 was to contain an odd number of 1’s. Note thatf” can be such 
a parity function by the appropriate string /I.) 41, and p are supplemenary portions 
necessary to compute f quickly. The key lemma in this paper is: 
Lemma 1. L can be recognized by a CRC W PRAM in O(n) steps. 
The proof is given in Section 3.3. The next step is an easy extension. Let 1 be 
a constant such that 1 > log ) C). We construct an arbitrary one-to-one mapping, say, 
X, from Z to O/l-strings of length 1, but two special symbols 0 and 1 in Z should be 
mapped into two special (adjacent) strings 0 . -- 00 and 0 .‘a 01 of length I, respectively. 
Let LB be a language whose strings can be obtained from L’s strings by the mapping 
X. We impose a condition that 1 must be a power of two so that CI~ will be transformed 
by X into a string whose length is still a power of two. Now an encoded (by X) string 
of length N over (0, l} corresponds to a string of length N/l over C. The PRAM 
obviously needs constant time to decode the encoded strings. Hence the following 
lemma follows immediately from Lemma 1. 
Lemma 2. LB can be recognized by a CRCW PRAM in O(n) steps. 
The Boolean function mentioned in the main theorem is the Boolean-function 
version of this LB. More precisely, we define Gi as a Boolean function of i variables 
such that Gi’s output is 1 if and only if G,‘s input (regarded as a string of length i) 
belongs to LB. Therefore, the above lemma implies that Boolean function GN of 
N variables can be computed in O(n) steps by a CRCW PRAM. Here n = y?(N) and 
recall that +(N) is not O(1) and that $(N) < g-‘(N). 
Now we show the lower bound. 
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Lemma 3. Zf LB can be recognized by a CRC W PRAM in d(N,) steps, then the parity 
function of (log N,)” variables can be computed in depth O(d(N t)) by unbounded fan-in 
circuits of polynomial (in N,) size. Here N1 is the length of u1 in CT. 
The proof of Lemma 3 is given in Section 3.4. Since d(N 1) < log N 1, depth 
O(d(N,)) in the above lemma can be replaced by O(d(N)). Now we can apply the 
same calculation as in Section 3.1 and obtain the following lemma: 
Lemma 4. Any circuit (and therefore any CRCW PRAM by [9]) needs Q(n) steps to 
recognize LB. 
From Lemmas 2 and 4, there exists a Boolean function G, of N variables such that 
(i) it takes @(n) steps to compute GN by any CRCW PRAM, (ii) n is not O(l), and 
(iii) n < g-‘(N). 
3.3 Proof of Lemma 1 
In this section we will describe the conditions for the strings al, a,, x3, a4, /3, y, 6, A, 
and p, and show that those conditions can be checked quickly. 
3.3.1. Structures of ul, CQ, x3 and a4 
We shall first consider al. The structure of c1i looks as follows. 
N, 
r 
: 
s(n) 
x1 = l’lll...l~...B$ 01711*..1B...B$ . . . . . . ikO...OB$ ## ‘.. #t 
L-y----J- - 
block block block 
Intuitively, for the input to be accepted, the ith block must represent he configuration 
of TM T, at step i, where Ti computes g(n). (For example, at the initial step, the tape is 
1111 .. . 1B . . . B (each B stands for a blank cell), the head is placed at the first cell, and 
the state is the initial state si. This particular example shows that the state changes to 
s7 after this first step.) Precisely, a1 must satisfy the following rules: 
(Rl) Symbols S’s appear at regular intervals (i.e., every block has the same length), 
and the last symbol is # with mark *. (This condition is only for making PRAM’s 
computation easy.) 
(R2) Each block consists of two portions: The first portion consists of O’s and l’s, 
and the second portion consists of B’s followed by a single $. Each block contains at 
least one O/l-symbol, at least one B (i.e., the length of each block is sufficiently large for 
the nonblank tape portion of T,), and exactly one $. 
(R3) The first block contains no O’s, and the first symbol is 1’ (the initial state). 
(R4) Each succession of the blocks (configurations) is proper. 
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(R5) The last block contains exactly one B (i.e., the length of each block must not be 
too long), and the first symbol of the last block is lk (the accepting state). 
(R6) The length Ni of a, is a power of two, and the number of #‘s is at most N1/2. 
Claim 1. A CR.CW PRAM can check whether al satisfies the rules or not in constant 
steps. 
Proof. The basic idea behind the algorithm is the same as in [6]. We assign each 
processor Pi to each input symbol held in M[i]. First of all, each Pi reads the input 
symbol in M [i] and saves it into one of Pi’s local variables. 
(Rl) We first find the leftmost symbol with mark $. (Recall that * indicates 
a boundary.) Every processor reading an input symbol with mark * writes its 
processor number to M[O]. Thanks to the PRIORITY resolution, we can obtain the 
position of the leftmost symbol with mark * in M[O]. Every processor introduces 
a new variable, say v,, and then reads M CO] and saves the value into v,. In the rest of 
this proof, processors PO,, P,, + 1 . . . do nothing. Then, we verify all S’s are placed at 
regular intervals as follows. As above, every processor can know the processor 
number of the leftmost processor eading $ and saves it into local variable vs. Each 
processor Pi reading $ checks whether Pi + vS has input symbol $. 
How to check whether rules (R2), (R3) and (R5) is not hard and is omitted. 
(R4) (i) Suppose that Pi is reading a symbol with no superscript. Then Pi checks 
whether Pi + uS has the same symbol as Pi. (Pi + vS ‘s symbol may have a superscript.) 
(ii) Suppose that Pi is reading a symbol u’, where u E (0, l> and ‘E (‘, ‘, . . . , “}. Then 
Pi checks whether Pi + uS _ 1, Pi + vS and Pi + uS + 1 have the proper symbols with respect 
to the transition functions of Tl. 
(R6) How to check whether N1 is a power of two is given later (we use up). q 
We can obtain the value n as the position of the leftmost B. 
a2, a3, and a4 have the same structure as al. The difference between al and a2 is as 
follows: The first and last blocks of a1 contain n and g(n) l’s, while those of a2 contain 
Nl and log Nl l’s, respectively. Namely, we consider a TM T2 which computes log Nl 
from Nl and also checks whether Ni is a power of two. Recall that Nl is the length of 
al (thus, a2 is much longer than al). 
I=,1 = N, l%N, 
a2 = 1'11 ... --+lB&..B$ ()171...1BB...BS . . . . . . ~lot)()...()BS~ 
-- L I 
block block block 
For a3 and a4 we consider TMs computing N1 log N1 and (Nl)2 from Nl, respect- 
ively. Thanks to those strings, we can obtain log N,, Nl log Ni, and (Nl)2 quickly. 
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3.3.2. Structures of 6, A, and p 
Now we describe the structures of the strings 6, A, and p. The reason why we need 
those three strings is given in Section 3.3.3. 
lxN, 2xN, 
= b’+OOO . ..a.. 0 b0’00m’OO . . . . . . 0 boo’oOO+OO . ..O . . . . . . . 
--L--v----l 
6, of length(N,)2 6, of length(N,)’ b2 of length(N,)* 
(1) 
where for each i, 6i has mark ’ on the ith symbol and mark + on the (i x N,)th symbol. 
I has the following structure. 
(2) 
(i) )lli,jl = N1 for all i and j. (ii) i,,.logN, + j, = N1, namely 111 = (N1)‘. (iii) The 
first symbol Of li,j is b (resp. a) ifj = 0 (resp. j # 0). (iv) In each Ai,j, mark ’ is placed on 
the (i log Ni + j)th symbol (i.e. mark ’ is placed on the tth symbol in the tth Ai,j) and 
mark @ is placed on the jth symbol. (v) Each Ai, ,, has mark + on the ith symbol. (vi) The 
last symbol of il has mark $. In the following each li,j is called s-group, and a string 
composed of log N1 s-groups is called m-group. 
p contains all the different O/l-strings of length log N1 . 
&AA A A 
p =o()o...()()...()b lOO...O()...Ob Ol()...OO...Ob llO...OO...()b . . . . . . lll...lO...Ob* 
IogN, k%Nl kN, IWN, hN, 
Claim 2. A CRC W PRAM can check whether 6,2, and p satisfy the conditions above in 
constant steps. 
Proof. 6: It will be enough to point out that the intervals for marks ’ and + are 
(N1)2 + 1 and (N1)2 + N1 , respectively. Recall that value (N 1)2 can be obtained 
from c(~. 
1: We first check whether the positions of b’s and a’s are proper. We then check 
whether the first m-group is correct; namely, we check whether (i) the first symbol is 
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b’@t and (ii) each interval for marks ‘@ is N1 + 1. For each m-group, we check whether 
the positions of @‘s are the same as in the first m-group. Finally, we check whether 
intervals for marks ’ and + are N1 + 1 and N1 log N 1 + 1, respectively. (N, log N1 can 
be obtained from x3.) 
p: We first check whether the positions of b’s are proper, and check whether the 
length of p is (N,)‘. In the following, we show how to check that the ith portion of 
length N1 contains the binary representation of integer i in reverse order. We regard 
the processor reading the leftmost symbols in every portion of length N1 as the 
representative of the Ni processors. Suppose that the N1 processors in every portion 
know the position of their representative. (How to know the position is given later.) 
Each processor having 0 sends a message to its representative, and the representative 
obtains the position of the leftmost 0 in each portion. The processor, say Pi, having the 
leftmost 0 in each portion checks whether Pi+N1 has 1. Every processor Pj in each 
portion such that j < i checks whether Pj+N, has 0. Other processors Pk check 
whether Pk and P,,,, have the same symbol. 
Using a simple example, we show how the processors in each group know their 
representative. Consider the following string PN1 = s. 
8 8 8 8 8 8 8 
-- 9.-.-- 
pN,s8 = OOOOOO0b 1OOOOOOb OlOOOOOb 1lOOOOOb OOlOOOOb 1OlOOOOb OllOOOOb 111OOOOb’ 
For example, processors Pi6-Pz3 will have to know the number 16. By computing 
(i v (N, - 1)) - (N, - l), we obtain the answer. For example, (i) P,, first obtains 
value i = 21 from its processor number; (ii) by computing (010101 v 0000111) - 
0000111 = 010000, we obtain the value 16 (note that 010101, 0000111, and 010000 are 
the binary representations of 21, 7, and 16, respectively). Only for this purpose, we 
need the operation v . 0 
3.3.3. Computing f” 
Claim 3. A CRC W PRAM can compute the value of the functionf” in O(n) steps. 
Proof. We first assign processors P,--P~N~~ _ 1 to A. Recall that (i) each 1i.j is called 
s-group and (ii) for each i < iO, string li,oli, 1 . . . Ri,logN, _ 1 is called m-group (see (2) 
and Fig. 1). N1 processors (resp. Ni x log N1 processors) which correspond to an 
s-group (resp. m-group) is called s-group processors (resp. m-group processors). The 
first m-group processors are responsible for computingf(qe, ql, . . . , qlogNl _ I), where 
40, 41, *.*, qlogN, _ 1 are given as the first log N1 symbols of y. It might be helpful to 
imagine a matrix-like arrangement of processors (Fig. l), log Ni columns of Ni 
processors, where the jth column corresponds to a li,j and is responsible for 
qitos,v, +j of y. We regard the upper-left corner of this matrix as the representative (in 
other words, we choose the first symbol, b, of Ai.0 as the representative of the ith 
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m-group). Note that each row of this matrix consists of logN1 processors whose 
processor numbers have the same in the least significant log Ni bits (recall that N1 is 
a power of two). Similarly, the second m-group processors are responsible for 
computingf(ql,,Nl, . . . , mogN, - t), the third Ones are foffk210gNIr . . ..q310gN. - I), and 
so on. 
Before computing f”, we check the number of O/l-symbols in y (i.e., we check 
whether h = (logN1)“) using the position of the first # in y. Roughly speaking, the 
strategy for checking whether h = (log N,)” is as follows. We compute hr = h/log N1 
and check whether hi is an integer. Then we compute h2 = h,/log N1 and check 
whether h2 is an integer, and so on. If repeating this procedure n times gives h, = 1, h is 
equal to (log N,)“. The problem of this strategy is that we have no division function. 
Thus, we use the following trick. 
Recall that processors PO-P(N1)Z _ 1 are partitioned into m-groups (see (2) and Fig. 1) 
and that each Ai,j corresponds to qilosi+j. Thus we can partition y = q,-,qi ...q.,_l 
# . . . # into groups such that each group has length log N 1. We call each such group 
(log N,)-group. (Thus there is a one-to-one correspondence between each matrix of 
1 and each (log N,)-group.) We regard the first symbol of each (log N1)-group as the 
representative of the log N 1 processors. Then, h/log N 1 is an integer if and only if the 
leftmost # in y is the representative of some (log N,)-group. h/log N1 can be com- 
puted by counting how many (log N 1 )-groups the string qoql . . . q,, _ 1 is partitioned 
into. This is easily obtained by the position of mark + in the leftmost m-group whose 
representative isreading # . (Recall that in the ith m-group, mark t is placed on the ith 
symbol.) Let the result be hl. If hi/log N 1 is again an integer, then qh, should be the 
representative of some (log N1)-group. By counting how many (log N ,)-groups the 
string 4041 . . . qhl is partitioned into, we obtain h2 and then check hJlog N 1 is an 
integer. Repeat this procedure n times until we obtain h, = 1. 
To computef”, we again repeat n times the main loop described later. In its first 
execution of the loop, the (log N 1 )“- 1 matrices of processors computeffor (log N 1 )“- ’ 
consecutive portions of y, each of which contains log N 1 bits. The representative of 
each matrix (i.e., m-group) obtains the result off. The ith m-group knows the value 
i from the position of mark ‘, and therefore the representative of the ith m-group (i.e., 
matrix) overwrites the result off on qi. In the second execution, for qoql . . . qhl, 
(log N,)“- 2 matrices do the same thing, and so on. 
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In more detail, each matrix of processors do the following. Suppose that a 
processor P is placed at the pth row and the qth column of some matrix. P can know 
value of p as the log Ni least significant bits of its processor number; namely, we can 
obtain p by 
(processor number) - (processor number of the first processor of the column). 
q is obtained by the position of mark cai in its s-group. (i) P wants to know whether the 
qth bit of its own processor number is 0 or 1. This value can be obtained by looking at 
the (pN, + q)th bit of p. (We use 6 to compute p x Ni, which we explain in the next 
paragraph). (ii) Now P checks whether the bit obtained above is equal to the bit of 
y which P is now reading. If they differ, P sends a signal to the processor at the pth row 
in the first column of the matrix. It should be noted that exactly one processor in the 
first column receives the signal from none of the log N1 processors in the same row. 
This implies that the log N1 bits of y for which that matrix is responsible coincide with 
the log N1 least significant bits of the processor number of that row. (iii) That 
processor (having received no signals) looks at the pth bit of /3 and knows the value of 
the function J: 
We finally show that the value i x N, can be computed in constant ime with the aid 
of 6’s structure. (See (l).) We regard the processor eading b in every group of length 
(N,)’ as the representative. (i) In each group of (N1)2 processors, the processor 
reading a symbol with mark + sends its processor number to the representative of the 
group. (ii) Each representative computes 
(the value sent) - (the processor number of itself). 
Let the result be p. (iii) In each group, the processor reading a symbol with mark 
’ knows the value p by communicating with the representative. Then it reports this 
value p to the processor at the same position in the first group. Thus in the first group, 
the ith processor holds the value i x N1. •i 
This concludes the proof of Lemma 1. 
3.4. Proof of Lemma 3 
Our goal is to construct a parity function of h = (log N,)” variables from the 
PRAM which recognizes LB. We first compute the value IN such that LB contains 
a string rr such that (i) 1~1 = 1N and (ii) the cr,-portion of 0 has length IN1. Then we 
construct a circuit C of IN variables that computes Boolean function GIN. It is known 
[9] that a single step of the CRCW PRAM can be simulated by an unbounded 
fan-in-circuit of polynomial size and constant depth. Therefore, the size of C is 
polynomial and the depth is O(d(N,)). (Strictly speaking, it is O(d(lN,)) but can be 
replaced by O(d(N,)).) 
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Then we will transform this C into a circuit, say, P, which computes a parity 
function of h variables. The idea is to fix the values of C’s IN input gates except 
h ones. Recall that string c of length IN consists of nine portions, i.e., 
rr = ala2a3a4j?yi2p (see Section 3.2). Note that seven strings al,az,a3,a4,B, 
I and p are determined by the value IN1 and the TM computing g(n) from n. 
So, we first fix the values determined by IN1 and the TM. Then we fix the values 
of the input gates corresponding to /3 so that the function defined by /3 will be the 
parity function. Finally, we fix some portion of y as follows. Recall that y can be 
written as 
Y =X(qo)X((Il)...X(qh-l)X(#)...X(f*), 
where X(y) denotes a O/l-string of length I obtained from a symbol y in C by mapping 
X. Recall that each X(qi) in y is a string 0 . . . 00 of length I if qi = 0 and is 0 . . . 01 if 
qi = 1. We fix the values of the input gates corresponding to the first I - 1 O’s 
in every X(qi). We also fix the values of the input gates corresponding to X(#) 
and X( # *). By fixing the values of gates, we can simplify the circuit, e.g., we can 
replace AND gates receiving constant 0 by the gates of fixed value 0. Now we can 
obtain the circuit P of h input gates, which obviously computes the parity function. 
The size and depth of P are clearly less than or equal to those of C, and hence the 
lemma holds. 
Remark 1. We can construct a circuit which computes a parity function of k variables 
for any k. We first construct a circuit computing the parity function of h variables for 
sufficiently large h = (log N r)n. Fixing the values of h - k input gates by 0, we can 
obtain a k-bit parity circuit. 
Remark 2. If we use CRCW PRAMS to show the lower bound, then the above 
technique of “partially fixing” would be no longer available. Instead, the PRAM 
would have to “generate” the portion of fixed input symbols very quickly, which does 
not seem easy. 
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