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La théorie c’est quand on sait tout mais que rien ne 
fonctionne. La pratique c’est quand tout fonctionne 
mais que personne ne sait pourquoi. En science on 
allie la théorie à la pratique : rien ne fonctionne et 




Caractérisation d’une nouvelle voie nucléaire d’adaptation cellulaire à 
l’hypoxie dépendante de la DNA-PK (protéine kinase dépendante de l’ADN) 
 
L’hypoxie est un stress microenvironnemental souvent observé dans les 
tumeurs humaines. Les tumeurs présentant de larges zones hypoxiques possèdent 
un phénotype plus agressif et métastatique, associé  à une résistance à la 
chimiothérapie, à la radiothérapie et une diminution du pronostic vital.  
Le régulateur central de la réponse à la privation d’oxygène est un facteur de 
transcription, HIF-1 (pour hypoxia-inducible factor-1) qui induit la transcription 
d’un grand nombre de gènes cibles qui vont permettre l’adaptation de la cellule à 
cet environnement délétère. HIF-1 est composé d’une sous-unité labile, alpha, qui 
est dégradée en normoxie par le protéasome tandis que la sous-unité beta (ou 
ARNT) est constitutivement exprimée. 
J’ai montré au cours de ma thèse que la protéine kinase dépendante de 
l’ADN, impliquée dans la réparation des cassures double-brin de l’ADN, est activée 
en réponse à l’hypoxie. L’utilisation d’un anticorps spécifique de la forme 
phosphorylée de la DNA-PKcs sur sa sérine 2056 ainsi que la présence de la forme 
phosphorylée de l’histone H2AX (marqueur très sensible des cassures double-brin) 
ont permis d’observer cette activation. 
Cette activation contribue à la régulation de l’accumulation de HIF-1α et à 
l’expression consécutive de ces gènes cibles comme démontré à l’aide de cellules 
d’origine humaines et murines déficientes et proficientes pour la DNA-PKcs. La 
diminution de HIF-1α a également été observée dans des cellules déficientes pour 
l’hétérodimère Ku70/Ku80, sous-unité régulatrice de la DNA-PK ou en présence de 
NU7026, un inhibiteur spécifique de l’activité kinase de la DNA-PK. Cette 
accumulation de HIF-1α dépendante de la DNA-PK résulte d’une diminution de sa 
dégradation par le protéasome plutôt que d’une augmentation de sa biosynthèse. la 
DNA-PK protège donc HIF-1α de la dégradation par la voie pVHL (protéine Von 
Hippel Lindau, sous-unité de la E3 ubiquitine ligase)/ protéasome. 
Ensemble, nos résultats suggèrent que l’hypoxie induit des dommages de 
l’ADN (cassures double-brin ou autres) et que ces modifications de l’ADN favorisent, 
via l’augmentation de l’expression et de la fonction de HIF-1α, une adaptation des 
cellules à ce stress environnemental.  
Activation of DNA dependant Protein Kinase (DNA-PK) contributes to cellular 
adaptation to hypoxia by regulating the degradation of Hypoxia-Inducible Factor-1.  
 
Hypoxia is a frequent microenvironmental stress observed in human 
tumours. The stress response observed in hypoxic cells results in more aggressive 
and metastatic cancer phenotypes, associated with resistance to radiation therapy, 
chemotherapy and poor treatment outcome.  
A key regulator of the cellular response to oxygen deprivation is the 
transcription factor, hypoxia-inducible factor-1 (HIF-1) whose function resulting in 
the induction of a plethora of target genes that collectively confers cellular 
adaptation to hypoxia. HIF-1 is comprised of a labile α sub-unit that is mainly 
targeted for normoxia-dependent degradation by the proteasomal system whereas 
its β sub-unit, HIF-1 β, or ARNT, is constitutively expressed. We demonstrate here 
that the DNA dependent protein kinase (DNA-PK) is activated in response to 
hypoxia in a DNA dependent-manner. We could visualize this activation using  
phospho-serine 2056 DNA-PKcs and γH2AX antibodies. 
 Activation of DNA-PK contributes to the regulation of HIF-1α accumulation 
and subsequent HIF-1 target gene expression as demonstrated using DNA-PK 
deficient cells of murine and human origin. Similar decrease in HIF-1α expression 
was observed in cells deficient in the DNA-PK regulatory sub-unit Ku or in presence 
of NU7026, a selective inhibitor of the kinase activity of DNA-PK. Furthermore, 
DNA-PK protects nuclear HIF-1 from proteasomal degradation by the von-Hippel 
Lindau (VHL) (a component of the E3 ubiquitin ligase complex) pathway. Taken 
together our results suggest that hypoxia induces DNA modifications and that the 
acute DNA damage response to hypoxia favours, via the increased expression and 
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La plupart des tumeurs solides humaines contiennent des régions hypoxiques qui 
peuvent annoncer un pronostic clinique négatif pour le patient en permettant la 
résistance locale des cellules et en augmentant le risque de métastases. Les 
protéines permettant ces résistances sont pour la plupart sous le contrôle d’un 
facteur de transcription particulier, HIF-1 (Hypoxia Inducible Factor-1) qui permet 
la survie cellulaire dans un environnement hostile pauvre en oxygène. L’hypoxie 
peut également conduire à une instabilité génétique qui résulte en partie de la 
diminution de la réparation des dommages de l’ADN et de la résistance apoptotique. 
L’hypoxie est donc délètère pour la réussite du traitement de la tumeur, non 
seulement elle diminue l’accès du traitement chimiothérapeutique mais en plus, 
elle augmente la survie des cellules. 
La plupart des thérapeutiques utilisées pour traiter les tumeurs malignes ciblent 
l’ADN, comme la radiothérapie et de nombreux agents de chimiothérapie. Les 
lésions les plus délètères pour la cellule sont les cassures double-brin. Afin de s’en 
protéger, la cellule a mis au point plusieurs systèmes de réparation parmi lesquels 
la réparation par jonction d’extrémités non homologues est le plus utilisé chez le 
mammifère. La première protéine impliquée dans cette réparation est la protéine 
kinase dépendante de l’ADN. La protéine kinase dépendante de l’ADN (ou DNA-PK) 
est en effet principalement impliquée dans la réparation des cassures double-brin 
d’origine exogène (radiations ionisantes) ou endogènes (lors de la recombinaison 
VDJ). Cependant comme la plupart des protéines humaines, elle possède d’autres 
fonctions cellulaires. 
Au cours de ma thèse, j’ai pu montrer que la DNA-PK était impliquée dans  
l’augmentation de l’expression de la sous-unité alpha de la protéine HIF-1 en 
hypoxie. En utilisant la protéine γH2AX comme marqueur des cassures double-brin 
(article 1), j’ai pu montrer l’activation de la DNA-PK en hypoxie. Cette activation est 
responsable de la protection de HIF-1α en hypoxie contre la dégradation 
dépendante de pVHL et du protéasome (article 2).  
Une meilleure compréhension des relations entre les PI3KK, protéine centrale de la 
réponse aux dommages de l’ADN, et de HIF-1 se produisant au sein des tumeurs 
solides permettraient d’améliorer les traitements anti-tumoraux et de diminuer les 
risques de résistance. 
 
Figure 1. Taille et motifs communs des PI3KK chez l’homme. Le nombre
de résidu est indiqué pour chaque protéine. Ces protéines partagent trois
motifs: FAT, PI3K et FATC. D’après Shiloh et al, Nat rev cancer, 2003
Figure 2. Structure de la DNA-PKcs et d’ATM. D’après Boskovic et al,
EMBO J, 2003 et Rivera-Calzada et al, Structure, 2005
DNA-PKcs ATM
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I) Les PI3 Kinase-like Kinases 
 
A) Présentation générale / caractéristiques communes 
 
Les Phosphatidyl Inositol-3 Kinase like Kinase (PI3KK) sont une famille de protéines 
qui comprend la protéine kinase dépendante de l’ADN (DNA-PK), Ataxia 
telangiectasia mutated (ATM), Ataxia telangiectasia mutated and Rad3 related 
(ATR), mammalian Target of Rapamycin (mTOR), suppressor of morphogenesis in 
genitalia-1 (hSMG1) et Transformation / Transcription domain associated protein 
(TRRAP). Les 5 premières protéines ont été identifiées comme des protéines kinases 
actives qui participent à la transduction de signaux liés à la croissance cellulaire et 
à la surveillance du génome et du transcriptome (Abraham 2004a).  
La DNA-PK permet la réparation des cassures double brin (CDBs) de l’ADN par 
jonction d’extrémités non homologues de l’ADN (JENH ou Non Homologous End 
Joining/NHEJ) tandis qu’ATM et ATR jouent principalement un rôle dans la 
transduction du signal en réponse à des dommages de l’ADN : cassures double-brin 
ou stress réplicatifs respectivement (Kurz and Lees-Miller 2004). La protéine mTOR 
coordonne la synthèse protéique, la croissance et la prolifération cellulaires (Proud 
2004). La protéine kinase hSMG-1 est impliquée dans un mécanisme de 
surveillance des ARN appelé NMD (nonsense-mediated mRNA decay) mais peut 
également jouer un rôle dans la réponse cellulaire aux génotoxiques (Abraham 
2004b). Enfin, le sixième membre de cette famille, TRRAP, n’a pas d’activité 
protéine kinase même s’il possède le domaine catalytique des PI3KK et joue un rôle 
de protéine chaperonne pour l’assemblage de complexes activateurs 
transcriptionnels. 
 
1) Structure des PI3KKs 
 
Les PI3KKs sont des protéines dont le poids moléculaire varie de 300 kDa dans le 
cas de mTOR jusqu’à 460 kDa pour la DNA-PKcs. Elles possèdent toutes un 
domaine catalytique présentant des homologies avec le domaine catalytique des 
PI3K en C-terminal (sauf pour hSMG-1 dans laquelle ce domaine est plutôt situé au 
centre de la protéine). Le domaine PI3K-like Kinase est encadré par deux domaines : 
1 domaine FAT (FRAP, ATM and TRRAP) en N terminal d’une longueur de 500 
acides aminés (Bosotti et al. 2000) et 1 domaine FATC en C-terminal (FRAP, ATM 
and TRRAP, C Terminus) de seulement 35 acides aminés. La partie N-terminale est, 
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quant à elle, constituée de nombreuses répétitions (jusqu’à 54 fois) de motifs HEAT 
pour « Huntingtin, Elongation factor 3, A subunit of protein phosphatase 2A, and 
TORI » (des premières protéines dans lesquelles on a découvert ce motif). (Figure 1) 
Des études de structure sur la DNA-PK indique qu’elle est constituée de trois 
parties principales que l’on peut définir comme la « tête », la « paume » et le « bras » 
qui les relie (Leuther et al. 1999; Boskovic et al. 2003; Rivera-Calzada et al. 2005). 
Cette structure est comparable à celle d’ATM possédant elle aussi une « tête « et des 
« bras » et elle reflète la structure des membres de la famille des PI3K-like Kinase 
(Llorca et al. 2003). (Figure 2) 
 
a) Domaine PI3KK 
 
Ce domaine catalytique est celui qui définit l’appartenance à la famille des PI3K-like 
Kinase. En effet, ce domaine présente une forte homologie de séquence, en 
particulier au niveau du site de liaison à l’ATP (Hunter 1995) entre les différents 
membres de la famille des PI3KK et des PI3K. Cependant, ces protéines se 
distinguent de la famille des PI3K car contrairement aux protéines PI3K, elles ne 
possèdent pas d’activité lipide kinase (Hartley et al. 1995) (Smith et al. 1999). Seule 
TRRAP ne possède aucune activité de phosphorylation malgré la présence du 
domaine catalytique. Les PI3KK phosphorylent en particulier des résidus serine 
(Ser) ou thréonine (Thr) et 4 des 5 membres possédant une activité kinase (ATM, 
ATR, DNA-PK et hSMG-1) reconnaissent le motif Ser/Thr-Gln in vitro et in vivo. La 
cinquième kinase, mTOR, ne modifie pas préférentiellement ce motif mais un motif 
appelé TOS motif (TOR signaling). Schalm a montré que la séquence FDIDL  (Phe-
Asp-Ile-Asp-Leu) et FEMDI (Phe-Glu-met-Asp-Ile) permettait la reconnaissance et la 
phosphorylation par mTOR de S6K1 et 4E-BP1 respectivement. En effet, la 
mutation de ce motif empêche la phosphorylation et l’activation de S6K1 de la 
même manière que lors d’un traitement à la rapamycine (Schalm and Blenis 2002). 
 
b) FAT et FATC 
 
Le domaine FAT est peu conservé (16 % d’homologie) entre les différents membres 
de la famille tandis que le domaine FATC est hautement conservé et essentiel pour 
la fonction de ces protéines (Bosotti et al. 2000). En effet, FATC est critique pour 
l’activité kinase des PI3KK. Par exemple, c’est par ce domaine que la protéine Tip60, 
une histone acetyltransférase, se lie et augmente l’activation d’ATM ou de la DNA-
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PKcs en réponse aux CDBs puisque la délétion de FATC abolit la liaison d’ATM avec 
cette protéine et supprime l’activité kinase d’ATM et de DNA-PKcs induite par les 
dommages à l’ADN (Jiang et al. 2006). Les domaines FATC de DNA-PKcs, TRRAP, 
ATR et ATM sont fonctionnellement équivalents puisque le remplacement de l’un de 
ces domaines sur ATM restaure la liaison à Tip60 et l’activation d’ATM en réponse 
aux CDBs (Jiang et al. 2006).  
L’hypothèse avancée par Abraham est que les domaines FAT et FATC interagiraient 
en 3D avec le domaine PI3KK C-terminal et ce faisant, permettraient de configurer 
la séquence protéique afin de permettre la liaison de l’ATP et la phosphorylation du 
substrat (Abraham 2004a).  
 
c) Partie N terminale 
 
Cette partie est composée en majorité (63 à 83 %) de répétitions de domaines HEAT  
(Huntingtin, elongation factor 3, A subunit of protein phosphatase 2A and TOR1) 
(Perry and Kleckner 2003). Une unité répétée de HEAT est composée d’une paire 
d’hélice alpha anti-parallèle lié par une boucle flexible (Perry and Kleckner 2003). 
La partie hélice comporte 10 à 20 résidus et la partie boucle intra-unité 5 à 8 
résidus. Cette succession d’hélices permet à la protéine d’adopter une conformation 
en superhélice et d’interagir avec ses protéines partenaires. En outre,  une unité 
HEAT est caractérisée par deux séquences d’acides aminés spécifiques, chacun 
d’eux étant aussi un composant structural spécifique : 1/ un motif VR (valine 
arginine) au niveau du bord N-terminal de l’hélice en C-terminal et 2/ un motif 
LLPXL (leucine leucine proline X leucine) dans l’hélice en N-terminal (Perry and 
Kleckner 2003) (Brewerton et al. 2004). Cependant, certaines séquences HEAT sont 
spécifiques d’un membre des PI3K-like Kinase et participe à la reconnaissance 
d’une protéine en particulier. Par exemple, le site de liaison de la rapamycine à 
mTOR, RBD (Rapamycin Binding Domain) est constitué d’une paire de répétitions 
HEAT dont l’un est spécifique de TOR (Perry and Kleckner 2003). 
Il existe d’autres motifs répétés présents dans la partie N-terminale des PI3KK 
comme le motif répété armadillo (ARM), les répétitions tetratricopeptides ou TPR 
(tetratricopeptide repeats) jouant souvent un rôle dans la formation de complexes 
avec de nombreuses sous-unités, le motif riche en leucine ou LRV (leucine rich-
variant) qui permet le plus souvent la liaison à l’ADN et le motif  répété PFT (protein 
farnesyl transferase) (Brewerton et al. 2004). Ce dernier est présent en cluster à 
proximité du domaine PI3K contrairement aux répétitions HEAT qui forment des 
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clusters en N-terminal des protéines PI3KK (Brewerton et al. 2004).   
 
2) Recrutement à l’ADN 
 
Une autre particularité commune à certaines PI3KK concerne leur mode de 
reconnaissance de l’ADN qui passe par des intermédiaires (Falck et al. 2005). Les 
protéines Ku80, Nbs1 et ATRIP permettent de recruter respectivement la DNA-PKcs, 
ATM et ATR au niveau des dommages de l’ADN. Ces trois protéines (Ku80, Nbs1 et 
ATRIP) possèdent une forte homologie pour un motif C-terminal très conservé entre 
les espèces (humain, hamster et xénope) qui leur permet d’interagir avec ces trois 
PI3KK (Falck et al. 2005). Une mutation de ce motif C-terminal inhibe leurs 
recrutements et leurs activations au niveau de l’ADN. Le mode de recrutement de la 
DNA-PKcs, d’ATM et d’ATR semble donc très ressemblant. Il existe cependant 
quelques différences. En effet, dans le cas de la DNA-PK, l’hétérodimère Ku70/Ku80 
se lie premièrement aux extrémités libres de l’ADN puis recrute la DNA-PKcs tandis 
que ATR/ATRIP préexiste sous la forme d’un complexe et se lie ensemble à l’ADN. 
Le recrutement de Nbs1/ATM sur l’ADN semble s’effectuer comme pour la DNA-PK, 
en deux étapes : d’abord liaison de Nbs1 aux CDBs (ce qui augmente l’affinité de 
Nbs1 pour ATM) puis recrutement d’ATM. Les motifs C–terminaux d’interaction de 
Ku80, Nbs1 et ATRIP avec la DNA-PKcs, ATM et ATR serviraient donc de protéines 
d’ancrage à l’ADN pour ces trois PI3KK (Falck et al. 2005). 
 
B) La DNA-PK : une protéine centrale de la réparation des cassures double-brin 
par jonction d’extrémités non homologues 
 
Les facteurs constitutifs de la DNA-PK ont été découverts lors de l’utilisation de 
cellules de mammifères anormalement sensibles aux radiations ionisantes et 
défectueuses pour la réparation des cassures doubles brins et pour la 
recombinaison V(D)J. La recherche de protéines capables de complémenter ces 
défauts a conduit à la caractérisation de plusieurs groupes de complémentation : 
XRCC5, XRCC6 et XRCC7, respectivement Ku80, Ku70 et DNA-PKcs. Ku70 et Ku80 
existe sous forme d’hétérodimère, la sous-unité régulatrice Ku70/Ku80 qui va 
pouvoir reconnaître la sous unité-catalytique, la DNA-PKcs. Ensemble ils forment 
l’holoenzyme DNA-PK (Norbury and Hickson 2001; van Gent et al. 2001). La DNA-
PKcs est deux fois moins abondante que l’hétérodimère Ku dans une cellules, ce qui 
représente tout de même 200 000 molécules par cellule de mammifère (Woodgett 
Figure 3. La synapse NHEJ.
1) Reconnaissance des CDBs par l’hétérodimère Ku70/Ku80
2) Liaison des extrémités libres de l’ADN par la DNA-PKcs
3) Maturation des extrémités libres de l’ADN
4) Ligation des extrémités de l’ADN
D’après Weterings E and Chen D, J Cell Biol, 2007
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1993). Et contrairement, à l’hétérodimère Ku70/Ku80, elle n’est présente que chez 
les eucaryotes supérieurs (Dore et al. 2004). 
 
1) Fonctions de la DNA-PK 
 
(a) Réparation par jonction d’extrémités non homologues 
  
Les CDBs sont des lésions de l’ADN très délètères pour la cellule qui doit les réparer 
pour survivre. Pour cela, elle possède trois voies de réparation des CDBs : 
l’appariement simple-brin (single strand annealing ou SSA), la recombinaison 
homologue (RH) et la jonction d’extrémités non homologues (non homologous end 
joining ou NHEJ). La NHEJ est la voie principale de réparation des CDBs en phase 
G1 et donc chez les mammifères puisque la plupart des cellules d’un mammifère 
sont en phase G0/G1. 
Lors de l’apparition d’une CDB, l’hétérodimère Ku 70/Ku80, sous-unité régulatrice 
du complexe DNA-PK, va, de part sa forme en anneau et sa forte affinité pour les 
extrémités libres de l’ADN, être recrutée aux extrémités de la CDB. Ku70/Ku80, lié 
avec une forte affinité à l’ADN, permet alors le recrutement de la sous-unité 
catalytique DNA-PKcs (Singleton et al. 1999). Cette liaison à l’ADN entraîne 
l’activation de sa fonction serine/thréonine kinase. La DNA-PKcs devient alors 
capable de phosphoryler différents substrats, dont elle-même sur plusieurs sites, 
ainsi que les protéines Ku70 et Ku80 mais elle va également permettre le maintien 
des deux extrémités de l’ADN à proximité l’une de l’autre. La DNA-PKcs aurait un 
double rôle dans la réparation des CDBs par NHEJ : un rôle architectural et une 
fonction régulatrice. En effet, elle participerait au rapprochement des extrémités 
libres de l’ADN (synapse), favorisant leur alignement (Figure 3). Cette fonction de 
synapse est fondamentale pour l’activation de la DNA-PKcs (DeFazio et al. 2002). La 
DNA-PK joue en outre un rôle dans le recrutement d’enzymes de maturation des 
extrémités libres de l’ADN comme la TdT, Pol µ ou artémis et dans le recutement du 
deuxième complexe de la NHEJ, XRCC4/Ligase IV (Calsou et al. 2003). Avant 
l’étape de religation, une étape de maturation des extrémités va être nécessaire. La 
DNA-PKcs permet donc le recrutement de protéines de maturation comme la 
terminal deoxynucleotidyltransférase (TdT) (Mickelsen et al. 1999), les polymérases 
µ et λ (Ma et al. 2004), la polynucléotide kinase (Chappell et al. 2002) (Karimi-
Busheri et al. 2007) et Artémis (Drouet et al. 2006). Après maturation des 
extrémités, la DNA-PK va ensuite recruter et activer par phosphorylation le 
Figure 4. Représentation schématique de la NHEJ.
xx xxxxxxxx xx xxxxxxxx
xx xxxxxxxx xx xxxxxxxx



























Figure 5. Régulation de l’accès aux extrémités libres de l’ADN par la
phosphorylation de la  DNA-PKcs. La DNA-PKcs protége les extrémités libres
de l’ADN jusqu’à ce que la transautophosphorylation induise un changement
conformationnel qui permette la maturation et la ligation des extrémités libres
de l’ADN. En plus de l’autophosphorylation, la phosphorylation de la DNA-PKcs
médiée par ATM peut jouer un rôle dans ce processus. D’après Weterings E and
Chen D, J Cell Biol,  2007
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complexe de ligation XRCC4 / ADN Ligase IV / XLF, indispensable à l’étape de 
religation finale des extrémités libres de l’ADN (Drouet et al. 2005; Ahnesorg et al. 
2006; Wu et al. 2007a)(Figure 4). XLF (XRCC4 like factor), également appelé 
Cernunnos, est phosphorylé par la DNA-PKcs et semble jouer un rôle dans 
l’activation du complexe de ligation final XRCC4/ADN Ligase IV (Wu et al. 2007a). 
L’importance du rôle de la DNA-PKcs dans la réparation est confirmée par le défaut 
de réparation des CDBs chez les souris SCID qui ne possèdent pas la DNA-PKcs 
(Fulop and Phillips 1990). 
 
La présence de deux protéines de poids moléculaires aussi important que la DNA-
PKcs au niveau des extrémités de l’ADN bloque efficacement l’accès à d’autres 
protéines et donc permet de protéger les extrémités de l’ADN de la dégradation ou 
d’une ligation incorrecte et prématurée. Il faut néanmoins que celles-ci soient 
déplacées ou dégradées pour permettre l’accès aux protéines finales de la 
réparation (Figure 5). Plusieurs équipes ont montré que l’activation et 
l’autophosphorylation de la DNA-PKcs entraînaient le « relargage » de la DNA-PKcs 
des brins d’ADN et permettaient l’accès aux enzymes de ligation finales (Calsou et 
al. 1999; Ding et al. 2003; Block et al. 2004b; Uematsu et al. 2007). En 2007, 
l’équipe de Meek a pu montrer qu’une trans-autophosphorylation entre deux DNA-
PKcs présente au niveau d’une même synapse était possible (Meek et al. 2007) et 
c’est cette trans-autophosphorylation qui serait responsable de la libération des 
extrémités libres de l’ADN pour la maturation et la ligation finale par Artémis et 
XRCC4-ADN ligase IV (Goodarzi et al. 2006). La DNA-PKcs fonctionnerait donc 
comme un « gatekeeper » du processus de NHEJ en régulant l’accès aux extrémités 
libres de l’ADN.  
 
De plus, la DNA-PKcs permet d’inhiber indirectement la recombinaison homologue 
(RH), l’autre grand mécanisme de réparation des CDBs chez les mammifères (Allen 
et al. 2002; Shrivastav et al. 2008). En effet, lorsqu’une CDB est créée, elle peut 
être réparée soit par NHEJ soit par RH. La DNA-PK est recrutée en premier et va 
empêcher le recrutement d’autres protéines par sa taille volumineuse en particulier 
des protéines de la RH. D’ailleurs, lorsqu’on inhibe chimiquement la DNA-PKcs ou 
qu’elle est amputée de son domaine kinase, elle ne peut pas s’autophosphoryler ni 
être phosphorylé par ATM sur sa sérine 2609 (qui permet de diminuer l’affinité avec 
l’ADN) et donc ne peut pas laisser un libre accès aux autres protéines (Shrivastav et 
al. 2008). Ceci pourrait également expliquer la létalité des souris XRCC4 et ADN 
Figure 6. Recombinaison V(D)J (a) Représentation schématique du
processus de recombinaison V(D)J dans le locus IgH. (b) La
recombinaison V(D)J peut être divisé en 3 étapes. Le complexe RAG1/2
introduit des CDBs à la bordure des segments VH et DH et de leur RSS
respectif, créant deux extrémités en épingle à cheveux (hairpins) et
deux extrémités à bords francs. Artemis, recrutée et phosphorylée par la
DNA-PKcs, ouvre ces hairpins grâce à son activité endonucléase. Le
complexe XRCC4/Cernunnos/DNA Ligase IV permet la ligation de ces
nouvelles extrémités.
D’après Soulas-Sprauel P et al, Oncogene, 2007
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ligase IV déficientes puisque la présence de la DNA-PK au extrémités libres de l’ADN 
empêche toutes réparations des CDBs par RH contrairement à l’absence de DNA-
PKcs et Ku qui laisse la possibilité à la cellule de basculer vers la RH. 
 
(b) Recombinaison V(D)J 
 
La recombinaison V(D)J est un mécanisme de recombinaison de l’ADN qui permet 
de créer une grande variété d’immunoglobulines et de récepteur des cellules T (TCR) 
différents, nécessaires à la reconnaissance de l’immense diversité d’antigènes 
étrangers. En effet, les anticorps sont composés de chaines lourdes et légères 
contenant chacune une partie constante et une partie variable. La partie variable de 
la chaine lourde est composée de la recombinaison quasi-aléatoire d’un des 200 
segments Variables (V) avec un des 12 segments de Diversité (D) et un des 4 
segments de Jonction (J) tandis que les gènes codant la partie variable de la chaine 
légère possèdent de nombreux segments V et J mais aucun D. Ceci permet la 
constitution d’un exon codant pour le domaine variable contenant la poche de 
liaison à l’antigène (Figure 6). 
Ces réarrangements sont initiés par les protéines recombinases RAG1 et RAG2 
(recombination activating gene 1 et 2) qui vont reconnaître des séquences 
spécifiques, les séquences RSS (recombination signal sequence) et cliver l’ADN. Ces 
séquences, situées de part et d’autres des segments V, D et J et au locus des Ig ou 
des TCR, sont respectivement clivées dans les cellules pré-B (moelle osseuse) et pré-
T (thymus). La recombinaison V(D)J est limitée aux cellules destinées à produire 
des récepteurs antigéniques puisque les protéines RAG sont exclusivement 
exprimées dans la lignée lymphoïde (Oettinger et al. 1990).  
La recombinaison V(D)J se fait en deux étapes principales : 
i) l’étape de clivage double brin qui nécessite l’intervention du complexe 
RAG1/RAG2/HMG1. Ce complexe synaptique va se lier au niveau des séquences 
RSS et favoriser leur clivage par l’activité endonucléase de RAG. En effet, RAG va 
d’abord créer une cassure simple brin avec une extrémité 3’-OH et 5’-phosphate. Il 
va ensuite activer le groupement 3’-OH et catalyser une réaction de trans-
estérification qui va libérer deux types d’extrémités, une extrémité codante en 
épingle à cheveux « hairpin » et une extrémité signal terminé par un bout franc 
phosphorylé en 5’ (Fugmann et al. 2000). Suite à la création de ces deux CDBs, une 
deuxième étape intervient.   
ii) l’étape de réparation des CDBs. Cette étape de jonction fait intervenir  
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l’ensemble des facteurs clés de la NHEJ (Grawunder et al. 1998; Jeggo et al. 1999). 
Artemis permet l’ouverture des hairpins par son activité nucléase et la TdT permet 
l’ajout de nucléotides en une extension aléatoire favorisant d’autant plus la 
diversité jonctionnelle (Gilfillan et al. 1993) (Figure 6).  
L’absence d’activité de la DNA-PKcs mène à une accumulation d’intermédiaires 
hairpins ce qui implique que le rôle de la DNA-PKcs dans la recombinaison V(D)J 
n’est pas limité à l’étape finale de liaison des extrémités de l’ADN mais qu’elle est 
requise pour la maturation des hairpins. La découverte de la protéine Artemis a 
permit d’expliquer ce rôle de maturation. Artémis est une exonucléase 5’-3’ simple-
brin qui se complexe avec la DNA-PKcs en l’absence d’ADN et de l’hétérodimère 
Ku70/Ku80. Artemis est alors phosphorylée par la DNA-PKcs et acquiert une 
activité endonucléase 5’ et 3’ qui va lui permettre d’ouvrir les extrémités hairpins 
(Ma et al. 2002) (Figure 6b). Ces nouvelles extrémités vont alors pouvoir être prises 
en charge par le deuxième complexe de la NHEJ : XRCC4/ADN Ligase IV/XLF qui 
va permettre la ligation finale de ces CDBs et la formation de « joint codant » et de 
« joint signal ». Ce complexe XLF/XRCC4/ADN Ligase IV joue donc également un 
rôle dans la recombinaison VDJ puisque les cellules déficientes pour XLF mais 
aussi XRCC4 ou l’ADN ligase IV présentent un défaut dans la formation des joints 
codants et des joints signaux (Verkaik et al. 2002; Zha et al. 2007). 
 
La commutation isotypique participe aussi à la réponse immunitaire puisqu’elle 
permet la substitution de la chaine lourde IgM par celle d’un autre isotype (IgG, IgA 
ou IgE) sans modifier la spécificité de l’anticorps mais en lui fournissant de 
nouvelles fonctions. Cette commutation isotypique (ou class switch recombination) 
se produit de la même façon que la recombinaison VDJ. Des cassures double-brin 
sont créées puis réparées pour permettre le changement du gène de la chaine 
lourde. La réparation de ces CDBs par les protéines de NHEJ semble le plus 
probable. Pourtant de nombreuses équipes ont montré que la DNA-PKcs ne semble 
pas jouer de rôle dans cette commutation isotypique puisque le niveau des 
différentes classes d’immunoglobuline est le même quelque soit le statut en DNA-
PKcs (Bosma et al. 2002; Cook et al. 2007; Kiefer et al. 2007). Cependant, tout 
récemment une équipe a montré à l’aide d’une technique d’hybridation in situ que 




Figure 7. Repliement de l’ADN au niveau des télomères: T-loop. a) Les
télomères humains sont constitués de 2 à 30 kb de répétitions TTAGGG. Cet
ADN peut se replier en t-loop dans laquelle l’extrémité 3’ simple brin envahit
les répétitions TTAGGG. b) TRF1 et TRF2 recrutent chacune de nombreuses
protéines aux niveaux des télomères (comme les tankyrases et RAP1). La
première fonction du complexe contenant TRF2 (à gauche) est de protéger les
extrémités des chromosomes tandis que le complexe contenant TRF1 a pour
rôle la régulation de la maintenance des télomères médiée par les
télomèrases. D’après T de Lange et al, 2004, Nat Rev Mol Cell Biol
Figure 8. Protéines impliquées dans la protection des télomères, le
shelterin. A) Les 6 sous-unités connues du shelterin, leur domaines
structuraux, leurs interactions protéiques et avec l’ADN; B) Schéma du
shelterin sur l’ADN télomèrique; C) Complexes et sous-complexes potentiels
du shelterin sur les télomères; I) Les 6 sous-unités du shelterin avec POT1
montré sur l’ADN télomèrique; II) idem à I avec POT1 interagissant avec
TRF2; III) le complexe TRF2/Rap1/TIN2/TPP1/POT1; IV) Le complexe
TRF1/TIN2/TPP1/POT1; V) les 6 sous-unités du shelterin avec POT1 lié à
l’ADN télomèrique simple brin. La liaison flexible entre POT1 (DBD) et le
reste du shelterin est spéculative. D’après T de Lange et al, 2005, Genes Dev.
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(c) Maintenance des télomères 
 
(i) Généralités sur les extrémités télomèriques 
 
Les télomères sont des structures essentielles qui coiffent les extrémités des 
chromosomes et les protègent contre la dégradation enzymatique, la recombinaison 
et les fusions interchromosomiques. Ces structures sont constituées d’une 
séquence répétée, TTAGGG, ainsi que d’un grand nombre de protéines associées à 
ces séquences comme TRF1 et TRF2 (pour TTAGGG repeat factor 1 et 2) (pour 
revue, (de Lange 2005)). Les extrémités des chromosomes de mammifères sont 
repliées sur elles-mêmes, formant une énorme boucle terminale, appelée t-loop 
(télomère loop) (Figure 7). Ces boucles sont créées du fait de l’insertion dans la 
portion double brin du télomère de l’extrémité 3’ simple brin. La formation de ces 
structures est permise par la présence d’extensions simples brins relativement 
longues chez les mammifères et par l’association avec certaines protéines 
télomèriques spécifiques comme TRF1 et TRF2 (Figure 8). Ces structures terminales 
permettent aux cellules de distinguer leurs extrémités chromosomiques des CDBs 
survenants ailleurs dans l’ADN, et de les protéger, entre autre, de la réparation par 
NHEJ. De nombreuses études ont montré que pour être fonctionnel, le télomère 
devait avoir une longueur minimum de répétitions TTAGGG, une extrémité 3’ 
simple brin intacte et des protéines télomèriques fonctionnelles. Si un de ces points 
n’est plus respecté, l’extrémité télomèrique est alors altérée. 
La télomèrase est une transcriptase reverse qui ajoute les répétitions TTAGGG aux 
télomères préexistants et constitue le principal régulateur de la longueur des 
télomères. La télomèrase est constituée de deux sous-unités essentielles : une 
protéine, la sous-unité catalytique de la télomèrase (ou hTERT) et un ARN (hTR) 
servant de matrice lors de la fabrication de l’ADN télomèrique. 
 
(ii) Rôle de la DNA-PK au niveau des télomères 
 
Les extrémités de l’ADN ne doivent pas êtres reconnues comme des CDBs et 
paradoxalement la DNA-PK joue un rôle dans la protection des télomères. En effet, 
le complexe DNA-PK dans son ensemble a été retrouvé au niveau des télomères 
(d'Adda di Fagagna et al. 2001). 
Le rôle de la DNA-PKcs dans le maintien de la longueur des télomères est 
controversé et semble anecdotique (Hande et al. 1999; Goytisolo et al. 2001; Espejel 
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et al. 2004). Mais l’ensemble des publications s’accorde à montrer son importance 
en ce qui concerne la protection des télomères. En effet, une augmentation des 
aberrations chromosomiques et en particulier des fusions télomèriques est observée 
dans les MEFs déficientes pour la DNA-PKcs et les cellules rénales de souris SCID 
(Goytisolo et al. 2001) (Espejel et al. 2004) mais également lors d’inhibition de 
l’activité de la DNA-PKcs par un inhibiteur pharmacologique (Bailey et al. 2004).  
Seule l’équipe de Maser n’a pu observer de fusions télomériques ni de rôle de la 
DNA-PKcs dans la protection et le maintien des télomères (Maser et al. 2007). 
Récemment, Lee a observé qu’une protéine connue pour interagir avec la DNA-PK, 
KIP, se lie avec hTERT et augmente son activité télomèrase (Lee et al. 2004). 
Collectivement, ces papiers démontrent un rôle paradoxal de 3 membres de la 
NHEJ dans la biologie du télomère chez le mammifère. La DNA-PKcs pourrait jouer 
soit un rôle structural soit un rôle enzymatique par des modifications post-
traductionnelles de protéines permettant le « end capping » et donc la protection des 
télomères.  
 
(d) Facteurs de transcriptions 
 
(i) Rôle dans la transcription 
 
Le rôle du complexe DNA-PK dans la transcription est suggéré par le fait que des 
extraits de cellules de hamster déficientes en Ku80 possèdent un taux de 
transcription 5 fois moins élevé par rapport aux mêmes cellules transformées avec 
Ku80 (Woodard et al. 2001). De même, des cellules déficientes pour la DNA-PKcs ou 
transfectées de manière stable par un siRNA dirigés contre la DNA-PKcs présentent 
des altérations de la transcription de certains gènes suggérant que la DNA-PKcs 
peut jouer un rôle dans la transcription (Ai et al. 2003; An et al. 2005). 
De nombreuses études ont rapporté que Ku pourrait être un facteur de 
transcription qui se lierait aux promoteurs de manière séquence spécifique (Willis et 
al. 2002; Xu et al. 2004). L’action de Ku sur la transcription en se liant directement 
au promoteur de différents gènes peut être positive (gène de l’ostéocalcine, du 
récepteur à la transferrine, récepteur aux glucocorticoïdes, …) (Roberts et al. 1994; 
Warriar et al. 1996; Willis et al. 2002) ou négative (gène de Hsp70, de la xanthine 
oxioréductase, de l’hormone parathyroïdienne,…) (Li et al. 1995; Chung et al. 1996; 
Xu et al. 2004). 
Des études ont montré que la DNA-PK inhiberait la transcription médiée par l’ARN 
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polymérase I probablement par la phosphorylation des composants de la 
machinerie de transcription par la DNA-PKcs (Woodard et al. 2001). Tandis que 
pour Chibazakura, la DNA-PK en phosphorylant les facteurs d’initiation de la 
transcription TBP et TFIIB, joue un rôle positif sur la transcription par l’ARN 
polymérase II (Chibazakura et al. 1997). 
Cependant, malgré ces données sur le rôle direct de la DNA-PK sur la transcription 
de certains gènes, il semblerait que son action principale sur la transcription passe 
essentiellement par la phosphorylation (activatrice, inhibitrice, stabilisatrice ou 
déstabilisatrice) des facteurs de transcription. 
  
(ii) Rôle dans la stabilisation des facteurs de transcription 
 
(i) Oct-1 (Octamer transcription factor-1) 
 
Le premier lien entre la DNA-PK et les facteurs de transcription de la famille des 
homéodomaines date de 2001 (Schild-Poulter et al. 2001). Shild-Poulter a en effet 
montré que Ku70 est capable de lier des protéines possédant un homéodomaine 
comme HOXC4, Oct-1 et Oct-2 (Octamer transcription factors 1 et 2) et Dlx2 in vivo 
et que la DNA-PK est ensuite capable de phosphoryler Oct-1. Toutefois, l’affinité et 
la spécificité de la DNA-PK pour ces substrats semblent modestes (Schild-Poulter et 
al. 2001). 
Oct-1 est un facteur de transcription et les auteurs émettent l’hypothèse que cette 
phosphorylation par la DNA-PK pourrait modifier son activité transcriptionnelle, 
d’autant que lors de traitement aux radiations ionisantes, Oct-1 est exportée du 
noyau vers le cytoplasme et que cette redistribution n’est pas visible en l’absence de 
Ku70 (Schild-Poulter et al. 2001). Ils ont d’ailleurs pu observer une diminution de 
la transcription des cibles de Oct-1 comme H2B lors d’irradiation ainsi qu’une 
augmentation de l’expression d’Oct-1 quelques heures après irradiation (Schild-
Poulter et al. 2003). Après RI, Oct-1 est phosphorylée sur 13 résidus en N-terminal 
par la DNA-PK et ces phosphorylations sont nécessaires à Oct-1 pour qu’elle 
augmente son expression et la survie cellulaire (Schild-Poulter et al. 2007). Oct-1 
est donc stabilisée mais son activité est diminuée par la DNA-PK en réponse 
aux CDBs. Certains des résidus phosphorylés se trouvent dans le domaine 
d’interaction d’Oct-1 avec des protéines co-activatrices transcriptionnelles (domaine 
Q-rich) ce qui suggère que la modification des interactions d’Oct-1 avec ses 
coactivateurs peut être à l’origine de la modification de la transcription des gènes 
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cibles (Schild-Poulter et al. 2007). 
 
(ii)  PDX-1 (Pancreatic Duodenal Homeobox-1 Protein) 
 
PDX-1, un facteur de transcription impliqué dans le développement pancréatique et 
possédant lui aussi un homéodomaine est également capable de se lier à Ku70 et à 
Ku80 et d’être phosphorylé par la DNA-PK sur sa thréonine 11 en réponse aux 
dommages de l’ADN induits par les radiations ionisantes et les UV (Lebrun et al. 
2005). ATR et ATM ne sont pas impliqués dans la phosphorylation de PDX-1 après 
UV contrairement à la DNA-PK dont l’inhibition corrèle avec la diminution de la 
forme phosphorylée de PDX-1 (Lebrun et al. 2005). Cette phosphorylation ne 
modifie ni la liaison de PDX-1 sur deux de ses promoteurs cibles, l’insuline et la 
glucokinase ni son activité transcriptionnelle en présence ou en absence d’UV dans 
les premières heures. Cependant, à partir de 5 h après traitement aux UV, 
l’expression totale de la protéine PDX-1 commence à diminuer. Cette diminution est 
causée par la dégradation protéasome-dépendante de la forme phosphorylée de 
PDX-1 et une diminution de la transcription de l’insuline, de Glut2, de la 
glucokinase, gènes cibles de PDX-1 est observée au niveau de leur ARNm (Lebrun et 
al. 2005). Cette diminution est reversée lors de l’utilisation d’un mutant de 
phosphorylation de PDX-1 par la DNA-PK. L’effet de la DNA-PK est donc de 
contrôler la dégradation de PDX-1 via sa phosphorylation. 
 
(iii) IRF-3 (Interferon Regulatory Factor 3) 
 
L’IRF-3 (interferon regulatory factor 3) est un facteur de transcription qui joue un 
rôle central dans la réponse à l’infection virale, par exemple en induisant l’IFNα et 
l’IFNβ. DNA-PK phosphoryle IRF-3 sur la thréonine 135 en réponse à une infection 
virale, ce qui a pour conséquence d’augmenter son expression en diminuant son 
export nucléaire et sa dégradation par le protéasome dans le cytoplasme (Karpova 
et al. 2002). IRF-3 entraîne la transcription des IFNα et IFNβ qui vont induire un 
état anti-viral, inhiber la prolifération cellulaire et même induire l’apoptose des 
cellules infectées. De plus, l’activité kinase de la DNA-PK augmente dans les 
premières heures après infection par le virus ce qui indique un possible rôle de la 
DNA-PK dans la réponse à l’infection virale (Karpova et al. 2002). 
 
(iv) Sp1 
Figure 9. Interaction entre Zic2 et DNA-PK. ZIC2 se lie au niveau du
promoteur de gènes cibles puis recrute le dimère Ku70/Ku80, DNA-PKcs et
PARP. La DNA-PK phosphoryle ZIC2 puis RHA est recrutée tandis que PARP
et la DNA-PKcs sont dissociées. Finalement, les facteurs de transcription
TBP et TFIIB sont recrutés et ce deuxième complexe ainsi formé est capable
d’activer la transcription des gènes cibles de ZIC2 par la polymérase II. Le
mécanisme de relargage de ce complexe est encore inconnu. D’après Ishiguro
et al, J Biol Chem, 2007
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Dès 1993, Sp1, un facteur de transcription, est reconnu comme une cible de 
phosphorylation de la DNA-PK (Jackson et al. 1993). En 1998, Chun découvre que 
le virus HIV utilise ce facteur de transcription de l’hôte. En effet, Tat, une protéine 
HIV se lie à la fois à Sp1 et à la DNA-PK et cette liaison augmente la 
phosphorylation de Sp1 par la DNA-PK. Cette phosphorylation de Sp1 permet 
d’augmenter l’activité transcriptionnelle de Sp1 fixé sur le promoteur HIV et 
donc, l’expression de mutants de Tat qui peuvent se lier à Sp1 mais ne permettent 
pas la phosphorylation de Sp1 par la DNA-PK inhibe la croissance virale (Chun et 
al. 1998). De plus, Sp1 est capable d’augmenter la transcription de la DNA-PK 
(Hosoi et al. 2004). Il peut donc y avoir une boucle d’auto-amplification entre Sp1 et 
la DNA-PK. 
 
(v)  ZIC2 
 
Un des facteurs de transcription phosphorylé par la DNA-PK le plus récemment 
découvert est ZIC2. En effet, ce facteur de transcription impliqué dans le 
développement est phosphorylé au sein d’un complexe comprenant Ku70, Ku80, 
PARP et DNA-PK (Figure 9). Cette phosphorylation permet la formation d’un 
deuxième complexe comprenant ZIC2, Ku70, Ku80 et l’ARN hélicase A (RHA) qui va 
permettre le recrutement de l’ARN polymérase II et donc la transcription des gènes 
cibles de ZIC2 (Ishiguro et al. 2007). La DNA-PK a donc un effet positif sur la 
transcription des gènes par ZIC2. 
  
(vi)  IkappaB alpha et IkappaBbeta 
 
NFκB est un facteur de transcription qui se lie à IκBα et IκBβ (NFκB inhibitory 
protein). Deux équipes s’accordent à dire que ces deux protéines inhibitrices sont 
phosphorylées par la DNA-PK (Basu et al. 1998; Liu et al. 1998). Cependant, la 
conséquence de ces phosphorylations n’est pas la même selon les auteurs. Basu 
montre que NFκB est activée par la DNA-PK lors de traitements aux radiations 
ionisantes (Basu et al. 1998) tandis que Liu observe une augmentation de la liaison 
de NFκB à IκBα et une diminution de sa liaison à l’ADN donc de son activité (Liu et 
al. 1998). 
Depuis, de nouvelles publications semblent aller dans le sens d’une activation de 
NFκB par la DNA-PKcs bien que le mécanisme exact ne soit pas encore bien connu 
Figure 10. Rôle potentiel de la DNA-PKcs dans la réplication des CDBs
induits par la réplication. Les « nicks » (brèches) sont convertis en CDBs quand
ils rencontrent une fourche de réplication. La DNA-PKcs peut faciliter la religature
ou pourrait servir de pont afin de permettre la réplication. D’après Allen et al, PNAS,
2002
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c-Jun fut l’une des premières protéines découvertes comme cible de la DNA-PK et a 
servi à définir le motif de phosphorylation des protéines par la DNA-PK. Elle est 
phosphorylée sur la sérine 249 et cette phosphorylation ne semble pas modifier la 
liaison de c-Jun sur l’ADN (Bannister et al. 1993). Toutefois, en 2001, une 
phosphorylation inhibitrice de JNK (c-Jun N-terminal Kinase) par la DNA-PK a été 
rapportée (Park et al. 2001). JNK ayant un effet activateur sur c-Jun, la DNA-PK 
semblerait donc avoir un effet négatif sur la transcription des gènes dépendants 
de c-Jun. 
 
(e) Stress réplicatif 
 
En réponse à des dommages de l’ADN, la partie N-terminale de RPA2 (Replication 
Protein A2) devient hyperphosphorylée. Cette hyperphosphorylation entraîne une 
diminution de la réplication de l’ADN mais pas de la réparation de l’ADN, suggérant 
que RPA2 hyperphosphorylé pourrait fonctionner comme une molécule qui 
aiguillerait l’activité de RPA de la réplication de l’ADN vers la réparation des 
dommages de l’ADN (Binz et al. 2004). La responsable de cette 
hyperphosphorylation de RPA est la DNA –PKcs (Shao et al. 1999). 
De plus, la DNA-PKcs est requise pour la résistance cellulaire (Muller et al. 1998a) 
et pour la réponse cellulaire aux UV (Park et al. 1999). L’arrêt de replication induite 
par les UV est normale dans les cellules proficientes pour la DNA-PKcs mais 
atténuée dans les cellules déficientes pour la DNA-PKcs ce qui implique que la 
DNA-PKcs est nécessaire pour l’arrêt de réplication induit par les UV (Park et al. 
1999). 
En 2007, l’équipe d’Aladjem a montré que la DNA-PKcs était active en phase S et 
que lorsqu’une CDB apparaissait au niveau de la fourche de réplication, elle était 
rapidement réparée par la DNA-PKcs (Shimura et al. 2007) (Figure 10). Cette 
réparation rapide de quelques CDBs en phase S permet de ne pas activer le 
checkpoint intra-S en présence de la DNA-PKcs. En effet, les cellules déficientes en 
DNA-PKcs sont hypersensibles à l’aphidicoline (un inhibiteur de réplication) et une 
autophosphorylation de la DNA-PKcs est visible rapidement après le traitement à 
l’aphidicoline. De plus l’aphidicoline entraîne l’apparition de γH2AX qui diminue 
Figure 11. Représentation schématique de l’apoptose. La liaison des
différents ligands de mort cellulaire va activer la caspase 8, ce qui va déclencher
le relargage du cytochrome c et une cascade de signalisation de l’apoptose. En
parallèle, l’activation de p53 augmente l’expression de protéines proapoptotique





rapidement dans les cellules proficientes pour la DNA-PKcs mais persiste dans les 
cellules déficientes ce qui indique que les CDBs sont rapidement réparées par un 
mécanisme dépendant de la DNA-PKcs, certainement la NHEJ (Shimura et al. 
2007). Le test des comètes montre également l’apparition de lésions de l’ADN 
(cassures simple- et double-brin) en présence d’aphidicoline, la longueur de la 
queue de la comète étant bien supérieur dans les cellules déficientes pour la DNA-
PKcs que dans les cellules proficientes. Les cellules dépourvues de DNA-PKcs 
présentent rapidement une activation de Chk1 (phosphoChk1) tandis que le niveau 
de Chk1 phosphorylée dans les cellules proficientes reste bas. La DNA-PKcs 
pourrait donc jouer un rôle dans la sensibilité des cellules aux traitements qui 





L’apoptose ou mort cellulaire programmée est induite suite à des signaux externes 
(TNF, TRAIL ou Fas ligand) ou internes (dommages de l’ADN). La liaison des ligands 
sur leurs recepteurs de morts respectifs (TNF R, TRAIL R ou Fas) va activer la voie 
des caspases, tout d’abord la procaspase 8 va être activée et va permettre 
l’activation de la caspase 3 qui va déclencher l’apoptose. La caspase 8 va permettre 
la formation d’un pore mitochondrial en permettant la liaison de Bid ainsi que de 
Bax au niveau de la membrane mitochondriale. Ces pores vont permettre le passage 
du cytochrome c, de l’endonucléase G et de SMAC/DIABLO (second mitochondria-
derived activator of caspase) entre autres, qui vont augmenter la réponse 
apoptotique. En effet, l’association de apaf-1/caspase 9/cytochrome c forme 
l’apoptosome qui va permettre l’activation de la caspase 3. Les signaux internes, par 
exemple les altérations de l’ADN, vont activer la protéine p53 qui en se fixant sur 
l’ADN va augmenter l’expression de Bax, Puma ou FAS, protéines pro-apoptotiques 
mais va aussi augmenter la fixation de BCL-2 et BCL-XL au niveau de la 
mitochondrie (Figure 11).  
Il est connu depuis le début des années 90 que la sérine 15 et la sérine 37 de p53 
sont phosphorylées par la DNA-PKcs in vitro (Lees-Miller et al. 1992). La 
phosphorylation de la sérine 15 est induite par les dommages à l’ADN induits par 
une irradiation, un traitement à la camptothécine ou une exposition aux UV (Shieh 
et al. 1997). La surexpression de la protéine C1D qui active la DNA-PKcs même en 
absence de CDBs va entraîner la phosphorylation de la protéine p53 (Rothbarth et 
 23 
al. 1999). Ces phosphorylations entraînent une diminution de la liaison de p53 à 
mdm2 certainement en induisant un changement conformationnel qui diminue 
l’affinité de p53 pour sa molécule régulatrice (Shieh et al. 1997). La protéine mdm2 
est l’E3-ubiquitine ligase de p53, elle entraîne par sa reconnaissance l‘adressage de 
p53 au protéasome et donc la dégradation de ce suppresseur de tumeur, régulateur 
central de l’apoptose. En diminuant la liaison mdm2/p53, la DNA-PKcs va donc 
augmenter l’apoptose cellulaire radio-induite (Shieh et al. 1997). D’ailleurs, 
l’utilisation de cellules SCID ou d’autres lignées également déficientes pour la DNA-
PKcs a montré que la DNA-PKcs en phosphorylant p53 non seulement empêchait sa 
dégradation dépendante de mdm2 mais jouait également un rôle dans son 
activation et sa liaison sur des séquences p53-spécifiques de l’ADN en réponse aux 
dommages de l’ADN (Woo et al. 1998). De plus, dans les thymocytes de souris DNA-
PKcs-/-, l’induction de Bax et l’apoptose radio-induite, deux phénomènes 
dépendants de p53, sont supprimés (Wang et al. 2000). 
Cependant, le rôle exact de la DNA-PKcs dans l’apoptose est controversé suite à la 
publication de deux papiers montrant que des cellules SCID ou déficientes pour la 
DNA-PKcs présentait une apoptose p53-dépendante normale après irradiation 
(Jimenez et al. 1999; Jhappan et al. 2000). Cette contradiction entre les résultats 
obtenus pourrait être due aux variations du patrimoine génétique des souris 
utilisées dans ces équipes.  
Cependant, certaines études semblent montrer que la phosphorylation de p53 in 
vivo ne serait pas dépendante de la DNA-PKcs contrairement à ce qui est observé in 
vitro (Jhappan et al. 2000). 
Néanmoins, la DNA-PKcs ne jouerait pas un rôle dans l’apoptose seulement par son 
action sur p53. En effet, lors de traitement au cis-platine, un signal  cytotoxique 
induit par la DNA-PK pourrait être transmis aux cellules adjacentes par les GAP  
jonctions (Jensen and Glazer 2004). 
Il a également été montré que la DNA-PKcs phosphoryle IGFBP-3 (insulin-like 
growth factor binding protein-3), qui possède un rôle pro-apoptotique (Liu et al. 
2000) et qu’en l’absence d’activité DNA-PK, IGFBP-3 diminue son accumulation 
nucléaire et ne peut plus se lier à son principal partenaire proapoptotique RXR 
(retinoid X receptor) alpha (Cobb et al. 2006). 
La DNA-PKcs joue également un rôle de protection contre la mort cellulaire dans le 
cas d’apoptose induite par la chaleur et elle interagit avec HSF1 (Heat Shock 






De la même façon que Ku 70 et Ku80 ont été retrouvées à la membrane où elles 
jouent le rôle de protéine d’ancrage pour la MMP9 (Monferran et al. 2004), l’équipe 
de Lucero a montré que la DNA-PKcs était présente à la membrane plasmique et 
plus précisément dans les rafts (Lucero et al. 2003). Il émet l’hypothèse que la DNA-
PKcs jouerait un rôle dans la transduction du signal de réponse aux radiations 
ionisantes (Lucero et al. 2003). Cependant, notre équipe n’a pas été capable de 





La protéine Akt nécessite deux phosphorylations (Thr308 et Ser473) pour être 
pleinement activée. La première kinase phosphorylant la thréonine 308 est bien 
identifiée, il s’agit de PDK1 (Alessi et al. 1997). L’identification de la deuxième 
kinase est plus problématique. ATM, PDK1, Pak1 (P21 activated Kinase 1) et Akt 
elle- même pourraient être capables de phosphoryler la sérine 473 en réponse aux 
facteurs de croissance (Balendran et al. 1999; Toker and Newton 2000; Viniegra et 
al. 2005; Mao et al. 2008). Tandis qu’en réponse aux radiations ionisantes, l’équipe 
d’Hemmings a identifié la DNA-PKcs comme étant cette PDK2 (Feng et al. 2004; 
Bozulic et al. 2008). En effet, après radiations ionisantes, Akt colocalise et interagit 
avec la DNA-PKcs. La DNA-PKcs activée phosphoryle alors la sérine 473 d’Akt. Cette 
phosphorylation est inhibée par le NU7026 mais celui-ci n’a aucun effet sur la 
phosphorylation de la sérine 473 en réponse à l’insuline (Bozulic et al. 2008). Une 
autre équipe a montré l’importance de la DNA-PKcs dans l’activation d’Akt et la 
phosphorylation des deux résidus 308 et 473 lors d’exposition a de l’ADN CpG 
(Dragoi et al. 2005). En effet, en réponse à de l’ADN CpG, DNA-PKcs va interagir 
avec Akt, la phosphoryler et permettre sa translocation nucléaire où elle jouera un 
rôle dans la régulation de la réponse immunitaire (Dragoi et al. 2005). 
Il semble donc y avoir plusieurs PDK2 qui phosphorylent ou non Akt en réponse à 
différents stimulis (radiations ionisantes ou facteurs de croissance). La DNA-PK est 
donc cette kinase en réponse aux RI. 
 
(i) Résistance à la chimiothérapie 
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En plus d’entraîner la résistance aux traitement anti-tumoraux en permettant la 
réparation des CDBs de l’ADN, la DNA-PK entraîne également une chimiorésistance 
en augmentant l’expression d’une protéine, la P-glycoprotéine (P-gp)(Zhong and 
Safa 2007). Cette protéine entraîne l’export cellulaire des médicaments anti-
tumoraux et donc diminue leur effet intracellulaire cytotoxique. Ces auteurs ont 
montré que la DNA-PKcs était présente au niveau du promoteur du gène MDR1 et 
augmentait la transcription de ce gène. Au contraire, l’inhibition de la DNA-PKcs 
réprime la transcription du promoteur MDR1 et diminue l’expression de la protéine 
P-gp (Zhong and Safa 2007). 
 






Conséquences de l’interaction Références 
ADN Ligase IV Thr650 
Ser668 
La phosphorylation par la DNA-
PK diminue la stabilité de l’ADN 
Ligase IV  
(Wang et al. 
2004b) 
ARN Hélicase A 
/ hnRNP 
 Indispensable à l’expression de 
la Pgp 
(Zhang et al. 
2004b; Zhong 
and Safa 2007) 
ARN 
polymérase I  
 Phosphorylation de ARN pol I 
diminue son activité 
transcriptionnelle ; liaison de 
Ku entre en compétition avec 
Sp1 et diminue activité de ARN 
pol I 
(Kuhn et al. 
1995; Peterson 
et al. 1995; 
Michaelidis and 
Grummt 2002)  




Phosphorylation  par DNA-PK 
permet activation et 
recrutement d’artémis au 
niveau des CDBs 
(Ma et al. 2005; 
Drouet et al. 
2006; Goodarzi 
et al. 2006) 
C1D  Phosphorylation de C1D 
pourrait permettre son 
interaction avec TRAX (translin-
associated factor X) 
(Yavuzer et al. 
1998; Erdemir 
et al. 2002) 
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c-fos et c-jun Ser 249 Effet négatif sur l‘activité ? (Bannister et al. 
1993) 
H2AX Ser 139 Modification de la chromatine, 
signalisation des CDBs ; rôle 
dans l’apoptose ? 




Histone H1  Phosphorylation de l’histone H1 
diminue son affinité pour l’ADN 
et diminue sa capacité à inhiber 
la réparation des CDBs donc 
effet positif sur NHEJ 
(Kysela et al. 
2005) 




HSP90α Thr4 et 
Thr6 ?  
 (Lees-Miller and 
Anderson 1989) 
IGFBP-3  Accumulation et liaison à son 
partenaire, RXRα => Role 
proapoptotique 
(Liu et al. 2000; 
Cobb et al. 
2006) 
IRF3 Thr135 Diminue sa dégradation et 
permet la transcription des 
gènes dépendants de IRF3 en 
particulier dans la protection 
contre les virus 
(Karpova et al. 
2002) 





Ne semble pas avoir de rôle et 
ces phosphorylations ne sont 
pas dépendantes de DNA-PK in 
vivo ! autres ? 
(Douglas et al. 
2005) 
MDM2  Inhibe liaison à p53 (Mayo et al. 
1997) 
c-myc   (Iijima et al. 
1992) 
Oct-1 13 résidus en Les phosphorylations (Schild-Poulter 
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N-terminal augmentent sa stabilité mais 
diminuent son activité 
et al. 2003; 
Schild-Poulter 
et al. 2007) 
p53 Ser15/Ser37 
Ser9/Thr18 
Phosphorylation empêche la 
liaison à l’inhibiteur MDM2 
donc active indirectement 




PDX1 Thr11 Dégradation de la forme 
phosphorylée mais pas de 
modification directe de l’activité 
de PDX-1 
(Lebrun et al. 
2005) 
PARP-1  DNA-PK peut phoshoryler 
PARP-1 ; DNA-PK inhibe 
l’activité de PARP-1 
indépendamment de sa 
phosphorylation 
(Ruscetti et al. 









Phosphorylée par les 3 PI3KK 
différemment en fonction du 
génotoxique ; modifierait son 
implication dans différents 
processus cellulaire (réplication 
ou réparation) 
(Brush et al. 
1994; Wang et 
al. 2001; Block 








Modifie la transcription des 
gènes cibles de SRF ? 
(Liu et al. 1993) 




DNAPK pourrait moduler la 
transcription virale et la 
transformation 
(Chen et al. 
1991) 
TBP et TFIIB  Phosphorylation par la DNA-PK 
augmente la capacité de liaison 
à l’ARN polymérase II et donc la 
transcription par l’ARN Pol II 
(Chibazakura et 
al. 1997) 
Figure 12 . Structure de la DNA-PKcs. D’après Spagnolo et al, Mol Cell, 2006
 28 
WRN  Phosphorylation de WRN par 
DNA-PK diminue ses activités 
hélicase et exonucléase 
(Yannone et al. 
2001; 
Karmakar et al. 
2002) 
XRCC1 Ser371 Phosphorylation entraîne la 
dissociation du dimère XRCC1 ; 
rôle dans la réparation des 
CDBs 




La phosphorylation permet la 
liaison aux CDBs de XRCC4 
mais ne semble pas jouer de 
rôle dans l’activité de XRCC4 
(Yu et al. 2003; 
Wang et al. 
2004b; Drouet 
et al. 2005) 
ZIC2  Permet le recrutement de l’ARN 
polymérase II et donc la 
transcription des gènes cibles 
de ZIC2 
(Ishiguro et al. 
2007) 
 
2) Structures et domaines particuliers 
 
Si la DNA-PK est composée d’une tête, d’un bras et d’une paume, la partie C-
terminale de la protéine (Région PI3K, FAT et FATC) se trouve dans la « tête » tandis 
que la partie N-terminale est dans la « paume » (Rivera-Calzada et al. 2005). Cette 
paume possède deux « griffes », une proximale composé d’une région riche en 
leucine et une distale qui correspond à l’extrémité de la partie N-terminale (Figure 
12). 
L’hétérodimère Ku70/Ku80 va se lier à l’ADN double brin et recruter la DNA-PKcs 
(Singleton et al. 1999). L’ADN, en se plaçant dans la cavité situé entre la tête et la 
paume va se trouver en contact avec le domaine FAT et FATC qui pourrait agir 
comme « senseur » qui, suite au changement conformationnel induit par la liaison à 
l’ADN, activerait le site catalytique (Boskovic et al. 2003; Rivera-Calzada et al. 
2005). La liaison de la DNA-PKcs avec l’ADN nécessite au moins 18 pb. En effet, 
une longueur inférieure ne permet pas les deux points de contact entre la DNA-
PKcs et l’ADN : i) le premier permettant l’interaction de la cassure de l’ADN avec la 
base de la paume c’est-à-dire la partie N-terminale et ii) le deuxième permettant 
l’interaction entre le bord de la tête c’est-à-dire la partie C-terminale et le squelette 
de l’ADN constitué par les sucres phosphates. Une molécule d’ADN activatrice 
Figure 14. Les sites de phosphorylation de la DNA-PKcs. D’après
Weterings E and Chen D, J Cell Biol, 2007
Figure 13. Modèle de régulation de l’activité kinase de la DNA-
PKcs dépendante de la liaison à  l’ADN. N: N-terminal; C: C-terminal;
A: ADN. D’après Rivera-calzada et al, Structure,  2005
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(supérieure à 18 pb) créerait donc un pont entre la partie N et C-terminale et 
stabiliserait la conformation fermée de la DNA-PKcs alors qu’une molécule plus 
petite (<18 pb) serait incapable d’activer la DNA-PKcs (Boskovic et al. 2003) (Figure 
13).  
La protéine DNA-PK possède également une région riche en leucine (LRR) appelé 
aussi domaine « leucine zipper » en N-terminal qui contribue à sa liaison à l’ADN 
(Gupta and Meek 2005) mais également à d’autres protéines parmi lesquelles la 
protéine C1D (Yavuzer et al. 1998). 
En effet, lorsqu’une mutation de la leucine 1517 appartenant à ce domaine LZ est 
effectuée, une diminution de la radiorésistance est observée ainsi qu’une 
diminution du recrutement de la DNA-PKcs mutée sur l’ADN couplé à des billes de 




(a) Signes d’activation : Autophosphorylations 
 
La principale activation de la DNA-PKcs se fait par la liaison à l’hétérodimère 
Ku70/Ku80 et à l’ADN. En effet, en présence d’une CDB, l’hétérodimèe Ku70/Ku80 
va se lier au niveau des extrémités libres de l’ADN  et va recruter et activer la DNA-
PKcs indépendamment de son statut de phosphorylation. La présence d’ADN est 
nécessaire à l’activation de la DNA-PK. 
Après avoir joué son rôle (recrutement et activation de l’ADN Ligase IV et de XRCC4 
entre autres), le relargage de la DNA-PKcs permet l’action des exonucléases et des 
ligases et donc est nécessaire à la réparation complète des CDBs (Uematsu et al. 
2007). Or, l’autophosphorylation in vitro de la DNA-PKcs induit la dissociation du 
complexe DNA-PK, par la libération de la DNA-PKcs sous une forme 
catalytiquement inactive, alors que Ku reste associé à l’ADN (Chan and Lees-Miller 
1996; Merkle et al. 2002; Meek et al. 2007). L’autophosphorylation de la DNA-PKcs 
apparaît donc comme un événement régulateur essentiel de l’activité de la  DNA-
PKcs (Uematsu et al. 2007).  
Il existe deux clusters principaux d’autophosphorylation de la DNA-PKcs : l’un au 
niveau de la serine 2023 appelé « ABCDE cluster » qui comporte la sérine 2023, la 
sérine 2029, la sérine 2041, la sérine 2053 et la sérine 2056 et le deuxième au 
niveau de la thréonine 2609 appelé « PQR cluster » qui comporte la thréonine 2609, 
la sérine 2612, la thréonine 2620, la sérine 2624, la thréonine 2638 et la thréonine 
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2647. En dehors des clusters, il y a aussi la sérine 3205, la sérine 3821, la 
thréonine 3950, la sérine 4026 et la thréonine 4102 qui peuvent être phosphoryler 
(Figure 14).  
De nombreuses publications ont montré qu’une mutation de ces résidus 
phosphorylables pouvait entraîner  une augmentation de la radiosensibilité et une 
diminution de l’efficacité de réparation des CDBs. En effet, l’inhibition de la 
phosphorylation du cluster 2609 en entier entraîne une forte augmentation de la 
radiosensibilité et une diminution de la maturation des extrémités libres de l’ADN et 
ceci est toujours visible mais de moindre importance lorsqu’un seul des acides 
amines est muté (Chan et al. 2002; Ding et al. 2003; Soubeyrand et al. 2003; Block 
et al. 2004b). 
De même, la mutation du domaine kinase ou du cluster 2609 et du résidu 2056 
empêche le relargage de la DNA-PKcs et maintien une fixation forte entre l’ADN et la 
DNA-PKcs, ce qui a pour effet d’empêcher la NHEJ (Uematsu et al. 2007). 
La phosphorylation de la DNA-PKcs sur les résidus du cluster ABCDE (T2609, 
T2638, T2647) a été observée lors de traitement aux IR et aux UV.  
La phosphorylation de la sérine 2056 est observée en réponse à différents 
génotoxiques connus pour créer des CDBs (RI, Bléomycine et Camptothécine) mais 
pas après UV, HU ou MMS qui ne font pas ou très peu de CDBs (Chen et al. 2005a). 
Cette autophosphorylation dose-dépendante, capable d’être autophosphorylée en 
trans par une autre DNA-PKcs, semble donc bien être spécifique des CDBs. Bien 
qu’elle soit nécessaire à la réparation par NHEJ, cette phosphorylation ne semble 
pas requise pour l’activité kinase proprement dite de la DNA-PK puisque la 
mutation ponctuelle de la sérine en alanine (S2056A) n’inhibe pas l’activité kinase  
de la DNA-PK in vitro, ni pour le recrutement de la DNA-PKcs au sites des CDBs  
puisque le recrutement de la DNA-PKcs est toujours visible dans les cellules 
exprimant le mutant S2056A (Chen et al. 2005a). Une hypothèse possible est que 
cette phosphorylation pourrait servir de point d’ancrage pour des protéines de 
réparation recrutées pour la NHEJ (Chen et al. 2005a). 
Le résidu 3950, présent au niveau du domaine PI3K, a récemment été découvert 
comme site d’autophosphorylation de la DNA-PKcs in vivo suite à une irradiation  
par des radiations ionisantes. La mutation de cette thréonine en alanine n’a que 
peu d’effet sur l’activité kinase de la protéine ce qui indique que cette 
phosphorylation n’est pas requise pour l’activité kinase de la DNA-PK. Tandis que la 
mutation de cette thréonine en acide aspartique, un phosphomimétique, empêche 
la recombinaison V(D)J et augmente la radiosensibilité cellulaire. Ceci suggère que 
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plutôt que la phosphorylation, c’est la déphoshorylation de la thréonine 3950 qui 
pourrait être requise pour l’activité de la DNA-PKcs (Douglas et al. 2007). 
Trois sites d’autophosphorylation (S3821, S4026 et T4102) présents en dehors des 
clusters ABCDE et PQR, ont été décrits mais leurs rôles ne sont pas connus (Ma et 
al. 2005). 
 
Il a été montré ces dernières années que la phosphorylation de la DNA-PKcs au 
niveau du résidu 2609 et 2647 n’était pas que le résultat d’une 
autophosphorylation puisque cette phosphorylation est visible même lorsque la 
DNA-PKcs possède un domaine kinase inactif (Uematsu et al. 2007). Il semble donc 
que d’autres kinases sont impliquées dans la phosphorylation de ces deux 
thréonines. Ce n’est pas le cas pour le résidu 2056 qui ne peut pas être 
phosphoryler si la DNA-PKcs n’est pas active (Uematsu et al. 2007).  
La principale kinase impliquée est une autre PI3KK, la protéine ATM (Chen et al. 
2007). Cependant, la même équipe a également montrée en 2006 qu’ATR était 
responsable de la phosphorylation de ces deux résidus (T2609 et T2647) et que 
cette phosphorylation était strictement dépendante d’ATR puisqu’elle était toujours 
présente en présence d’inhibiteurs d’ATM ou en présence d’une DNA-PKcs kinase 
dead mais disparaissait si ATR était absent ou inactif (Yajima et al. 2006). 
Il semble donc que la phosphorylation de ces deux résidus contrairement à la 
phosphorylation de la serine 2056 ne sont pas de bons marqueurs d’activation de la 
DNA-PKcs. De nombreuses équipes utilisent donc l’apparition de la forme 
phosphorylée sur la sérine 2056 comme marqueur d’activation de la DNA-PKcs 
(Jiang et al. 2006; Mukherjee et al. 2006; Wu et al. 2007a). 
Les radiations ionisantes ne sont pas les seules à entraîner une phosphorylation de 
la DNA-PKcs, les agents inhibants la réplication de l’ADN comme la camptothécine, 
les UV et l’hydroxyurée en sont aussi capables (Chen et al. 2005a).  
 
(b) Modulation de l’activité  
 
En plus de l’activation entraînée par l’apparition de CDBs et la reconnaissance par 
l’hétérodimère Ku70/Ku80, certaines protéines peuvent activer la DNA-PK. Elles 
sont présentées sous la forme d’un tableau : 
 
Protéines régulatrices Interaction et Conséquences Références 
Protéines activatrices 
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Ku 70/Ku80 Sous-unité régulatrice ; se lie au 
niveau des extrémités libres de 
l’ADN et recrute et active la DNA-
PKcs 
(Suwa et al. 1994; 
Yaneva et al. 1997; 
Uematsu et al. 
2007) 




Active DNA-PK in vitro et in vivo (Chu et al. 2000) 
C1D Active DNA-PK en présence d’ADN 
mais indépendamment des CDBs 
de l’ADN; C1D est induit par les RI 
(Yavuzer et al. 
1998) 
HSF1 (Heat Shock 
transcription Factor 1) 
Active DNA-PK en présence d’ADN 
 
Se lie à DNA-PK en absence d’ADN 
et l’active  
(Peterson et al. 
1995) 
(Huang et al. 1997) 
HMG1 et 2 
(High Mobility Group 
Proteins 1 et 2) 
Active DNA-PK; faciliterait 
l’interaction entre l’ADN et la DNA-
PK et remplacerait Ku 
(Watanabe et al. 
1994; Yumoto et 
al. 1998) 
MDC1 (mediator of 
DNA damage 
checkpoint protein 1) 
Se lie avec Ku/DNA-PKcs et active 
DNA-PK (la diminution de son 
expression entraîne une diminution 
de l’autophosphorylation de DNA-
PKcs) 
(Lou et al. 2004) 
Protéines Stimulatrices 
Chk1 Stimule l’activité de DNA-PK 
(Phosphorylation de p53 et NHEJ) 
in vitro 




Augmente l’activité de la DNA-PK 
(son inhibition diminue l’activité de 
la DNA-PKcs) ; pourrait remplacer 
Ku80 pour lier DNA-PKcs et ADN ; 
induit par les dommages à l’ADN 
(Myung et al. 





ADP-ribosyle et active la DNA-PK  (Ruscetti et al. 
1998) 
Tip60 Associé avec DNA-PKcs et si (Jiang et al. 2006) 
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diminue l‘expression de Tip60, 
diminution de l’activité de DNA-
PKcs (diminution de la 
phosphorylation des sérines 2056 
et 2609) 
XRCC4/ADN Ligase IV Facilite la liaison de Ku à l’ADN et 
de la DNA-PKcs à Ku 
(Leber et al. 1998) 
Virus Multiplie par 20 l’activité kinase de 
la DNA-PK 
(Karpova et al. 
2002) 
Molécules inhibitrices 
c-Abl Phosphoryle DNA-PK et empêche 
son interaction avec l’ADN et avec 
Ku 
(Jin et al. 1997; 
Kharbanda et al. 
1997) 
Caspase 3/CPP32 
ICE (Interleukine 1β 
converting enzyme) 
Clive DNA-PKcs lors de l’apoptose (Casciola-Rosen et 
al. 1995; Han et al. 
1996; Teraoka et 
al. 1996) 
EGF-R Ac antiEGF-R diminue l’activité de 
la DNA-PK nucléaire et augmente 
son activité dans le cytoplasme ; 
Relocalisation ?; interaction directe 
(Bandyopadhyay et 
al. 1998) 




Phosphoryle DNA-PKcs et empêche 
son interaction avec ADN 
(Bharti et al. 1998) 
Molécules réactivatrices 
Lyn tyrosine kinase Phosphoryle et inactive la DNA-
PKcs, diminue l’association entre 
Ku et DNA-PKcs ; activée par les 
RI ; permet de relâcher DNA-PKcs 
après réparation ? 
(Kumar et al. 
1998) 
PP1 et PP2A (protein 
phosphatase 1 et 2A) 
Déphosphoryle les 3 composants de 
la DNA-PK et réactive la DNA-PK 
inactivée 
(Douglas et al. 
2001) 
PP5 (protein Déphosphoryle DNA-PKcs sur Ser (Wechsler et al. 
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phosphatase 5) 2609 et 2056 2004) 
 




Les premiers modèles de souris mutées pour la DNA-PK sont les souris SCID 
(severe combined immunodeficiency) (Bosma and Carroll 1991). Les souris SCID 
possèdent un système immunitaire non fonctionnel puisqu’elles ne possèdent pas 
ou peu de lymphocytes B et T matures. Cette lacune est due à l’impossibilité  
d’effectuer la recombinaison V(D)J pour des cellules ne possédant pas la DNA-PK 
(de Villartay et al. 2003). 
De plus, ces souris présentent une hypersensibilité aux radiations ionisantes (Fulop 
and Phillips 1990; Biedermann et al. 1991), un risque accru de développer des 
lymphomes (Custer et al. 1985), un vieillissement prématuré et une augmentation 
des fusions télomériques (Goytisolo et al. 2001).  
Le phenotype des souris SCID résulte d’une perte de fonction de la DNA-PKcs 
(Blunt et al. 1995; Kirchgessner et al. 1995). En effet, la tyrosine 4046 est mutée ce 
qui entraîne l’apparition d’un codon stop et la création d’une protéine DNA-PKcs 
tronquée des 83 derniers acides aminés C-terminaux (Araki et al. 1997). Même si la 
protéine mutée est hautement instable, elle reste présente et détectable (5 % du 
niveau normal de la protéine) (Danska et al. 1996). 
En 1997 et 1998, trois équipes ont généré des souris déficientes pour la DNA-PK ou 
tronquée de son domaine kinase (Jhappan et al. 1997) (Gao et al. 1998; Taccioli et 
al. 1998). De la même manière que les souris SCID, ces souris sont 
immunodéficientes et ont une recombinaison V(D)J défectueuse (Jhappan et al. 
1997; Gao et al. 1998; Taccioli et al. 1998). 
En ce qui concerne les cellules, la perte de  fonction de la DNA-PKcs peut avoir des 
effets différents en fonction des lignées cellulaires. 
Lees-Miller a décrit une lignée de glioblastome humain naturellement déficiente 
pour la DNA-PKcs, les MO59J (Lees-Miller et al. 1995). Ces cellules sont 
radiosensibles mais peuvent être complémentées lors de l’introduction du 
chromosome 8 humain contenant le gène de la DNA-PKcs et devenir 
radiorésistantes (Hoppe et al. 2000). 
L’équipe de Gao a montré que les cellules souches embryonnaires (cellules ES) de 
souris déficientes pour la DNA-PKcs n’étaient pas radiosensibles (Gao et al. 1998). 
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Il semble donc que ces cellules n’utilisent pas la NHEJ pour réparer ses CDBs. 
Cependant, des cellules ES déficientes pour Ku70 sont radiosensibles (Gu et al. 
1997). L’hypothèse apportée par les auteurs est l’existence  d’une voie de réparation 




(i) Inhibition de l’activité kinase 
 
Il existe plusieurs molécules inhibitrices de l’activité de la DNA-PKcs, la plus 
connue de toutes étant la wortmannine. Elle est considérée comme un inhibiteur 
général des PI3K car elle inhibe l’activité kinase des PI3K mais également des PI3K-
like kinase.  
La wortmannine se lie de manière covalente au niveau du site de liaison de 
l’ATP avec une IC50 de l’ordre de 260 nM contre 300 nM pour ATM, 4,4 µM pour 
ATR et de 2,5 nM pour les PI3K (Veuger et al. 2003). 
La fixation de la wortmannine à la DNA-PKcs est indépendante de Ku et n’est pas 
stimulée par la présence d’ADN ce qui indique que le site de liaison à l’ATP de la 
DNA-PKcs est ouvert de manière constante (Izzard et al. 1999). La wortmannine est 
un radiosensibilisateur efficace pour de nombreuses variétés de cellules normales 
et cancéreuses par sa capacité à empêcher la DNA-PK de réparer les lésions radio-
induites (Price and Youmell 1996). De même, elle entraîne une diminution de la 
DRF (Dose Reduction Factor ; c’est le facteur par lequel la dose de radiation peut 
être diminuée en présence d’un agent sensibilisateur pour obtenir le même taux de 
mort cellulaire qu’en l’absence de cet agent sensibilisateur) comprise entre 1,4 et 3 
pour 10 % de survie après radiations ionisantes selon les laboratoires (Price and 
Youmell 1996; Rosenzweig et al. 1997; Boulton et al. 2000). Cependant, cet 
inhibiteur possède une forte toxicité in vivo et est insoluble en solution aqueuse. Il 
est donc peu utilisable en clinique. 
Issu d’un programme de screening, le composé OK1035 n’a pas tenu ses 
promesses puisque même s’il inhibe in vitro la DNA-PKcs, il a une IC50 de 100 µM 
et il n’est donc pas utilisable in vivo (Stockley et al. 2001). 
La vanilline possède une activité inhibitrice in vivo sur la DNA-PKcs mais pas 
sur ATM et ATR, elle possède une DRF de 1,3 et elle potentialise l’effet cytotoxique 
du cis-platine, de la mitomycine C et du peroxyde d’hydrogène mais elle a une IC50 
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Tableau 1: Inhibiteurs de la DNA-PKcs
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Le SU11752  est une molécule synthétisée chimiquement qui inhibe de manière 
compétitive l’activité kinase de la DNA-PK via son domaine de binding à l’ATP ce qui 
entraîne une diminution de l’efficacité de réparation des CDBs induites par les 
radiations ionisantes ou par la calichéamicine, un radiomimétique, dans les cellules 
traitées à 12, 25 ou 50 µM ainsi qu’une diminution de la survie cellulaire dans les 
cellules traitées à 50 µM. De plus, ce composé présente l’avantage de posséder une 
bonne sélectivité pour la DNA-PKcs par rapport à ATM (IC50 = 0,13 µM vs 1,1 µM) 
(Ismail et al. 2004). 
En 2004, l’équipe de Leahy a identifié par screening le NU7441. Cette molécule 
est un inhibiteur puissant et sélectif de la DNA-PK dont l’IC50 est de 14 nM (Leahy 
et al. 2004). Son étude préclinique a montré qu’il possédait une activité 
chimiosensibilisatrice et radiosensibilisatrice in vivo chez la souris (Zhao et al. 
2006). 
Un dérivé synthétique de la quercetine, le LY294002 a également été étudié. Il 
s’agit d’un inhibiteur compétitif du site de liaison à l’ATP de la DNA-PKcs (Izzard et 
al. 1999), son IC50 étant de 1,4 µM. Le LY294002 est aussi un radiosensibilisateur, 
il améliore la réponse in vivo lorsqu’il est administré seul ou en combinaison avec 
l’irradiation (Hu et al. 2000; Edwards et al. 2002) et il entraîne une diminution de la 
DRF de 1,5 à 1,8 fois pour 10 % de survie lors d’exposition aux radiations 
ionisantes (Rosenzweig et al. 1997). Cependant, il est très instable in vivo, sa 
clairance métabolique est très rapide (1 h environ) et il possède une forte toxicité, 
son utilisation chez l’humain n’a donc jamais été envisagée, mais sa structure 
chimique a servi à la création de nombreux nouveaux composés parmi lesquels le 
NU7026. 
Cet inhibiteur est à l’heure actuelle le plus utilisé des inhibiteurs de la DNA-
PKcs. En effet, il est très sélectif pour la DNA-PKcs puisque son IC50 est de 0,23 
µM contre 13 µM pour les PI3K et > à 100 µM pour ATM et ATR (Veuger et al. 2003). 
In vivo, cet inhibiteur est très rapidement éliminé de la circulation générale avec 
une clairance plasmatique équivalente au flux sanguin hépatique de la souris 
(Nutley et al. 2005). La principale cause de cette clairance rapide est le métabolisme 
oxydatif puisque de nombreuses oxydations suivies de glucuronoconjugaison ont 
été identifiées. La biodisponibilité de cet inhibiteur est seulement de 20 % en intra-
peritonéal et de 15 % par voie orale respectivement. Cette modeste biodisponibilité 
du NU7026 ne semble pas due au premier passage métabolique puisque la quantité 
relative de l’agent ou de ces métabolites est le même quelque soit le mode 




D’autres stratégies d’inhibition sont envisageables comme par exemple des peptides 
inhibiteurs, des formes dominantes négatives ou des fragments d’anticorps 
inhibiteurs dirigés contre l’une ou l’autre des sous-unités de la DNA-PK. Par 
exemple, l’expression stable de l’extrémité C-terminale de Ku80 (responsable du 
recrutement de la DNA-PKcs) possède un effet dominant négatif sur la DNA-PK en 
empêchant la liaison de Ku70/Ku80 et de la DNA-PKcs. Leur utilisation 
augmentent la radiosensibilité des cellules en diminuant la capacité de la DNA-PK à 
réparer les CDBs (Marangoni et al. 2000; Kim et al. 2002a; Li et al. 2003a). 
 
(ii) Diminution de l’expression 
 
L’utilisation de siRNA dirigés contre la DNA-PKcs a également montré son efficacité 
in vitro (Sak et al. 2002). En effet, 300 nM de siRNA dirigés contre la DNA-PKcs 
entraîne une diminution de son expression de 80 à 90 % et ceci résulte en une 
diminution de la réparation des CDBs radioinduites et une augmentation de la 
radiosensibilité des lignées cellulaires de cancer du poumon non à petites cellules 
(Sak et al. 2002) et des fibroblastes (Peng et al. 2002). 
 
(iii)  En modifiant la fonction 
 
Lankoff a utilisé un inhibiteur de phosphatase, la microcystin-LR ce qui a eu pour 
effet de diminuer la réparation des CDBs par NHEJ et ceci uniquement dans des 
lignées proficientes  pour la DNA-PKcs (Lankoff et al. 2006). 
La présence de la protéine HIV-Tat entraîne une diminution de la réparation des 
CDBs radio-induites et une augmentation de la radiosensibilité des cellules de 




La protéine DNA-PKcs est une protéine très abondante, elle peut représenter 
jusqu’à 1 % des protéines nucléaires dans les cellules Hela et son niveau 
d’expression n’est pas régulé par les dommages de l’ADN (Lee et al. 1997). 
Cependant, les cellules de rongeurs possèdent beaucoup moins de DNA-PK (sous-
unité catalytique et Ku70/Ku80) que les cellules de primates (Finnie et al. 1995). 
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En effet, il semble que le niveau de DNA-PK chez différentes espèces corrèle avec la 
durée de vie de l’espèce, suggérant qu’un niveau élevé de DNA-PK chez des 
organismes à l’espérance de vie élevée permet d’augmenter la stabilité génomique. 
De plus, les études sur l’expression des différentes sous-unités de la DNA-PK dans 
les tumeurs humaines ont montré qu’elles étaient fortement exprimées dans la 
plupart des tumeurs. Ainsi, les cancers du poumon non à petites cellules, les 
polypes adenomateux et les carcinomes du côlon, le carcinome de l’endomètre, le 
carcinome prostatique, le lymphome de Burkitt font partie des tissus tumoraux 
humains présentant une forte expression de la DNA-PKcs et de Ku80 (Moll et al 
1999 ; Xing et al 2008). L’étude immunohistochimique de Moll montre que dans les 
tissus normaux aussi bien que dans les tumeurs, l’expression de la DNA-PKcs et de 
Ku80 peut être différente selon le type cellulaire à l’intérieur d’un même tissu. Par 
exemple, dans le tissu colique, ces protéines sont exprimées dans les cellules 
épithéliales et non dans les cellules stromales. Cette étude montre également que 
l’expression de Ku80 et de la DNA-PKcs est retrouvée dans toutes les tumeurs 
étudiées excepté les tumeurs mammaires. Alors qu'une hétérogénéité de 
l'expression des protéines Ku/DNA-PKcs est retrouvée dans les cellules normales, 
l'ensemble des cellules tumorales est positive. Ceci suggère qu'il pourrait exister 
une régulation de l'expression des protéines Ku/DNA-PKcs au cours du processus 
de transformation. 
Bien que la DNA-PK soit constitutivement présente, quelques protéines semblent 
jouer sur son expression. Par exemple, l’absence de la protéine Tel2 entraîne une 
diminution de l’expression protéique de toutes les PI3KK (ATM, ATR, DNA-PKcs, 
mTOR, SMG-1 et TRRAP) sans jouer sur le niveau des ARNm. La protéine Tel2 se lie 
au niveau des répétitions HEAT (en N-terminal) des PI3KK et l’hypothèse avancée 
est que cette liaison pourrait protéger les PI3KK contre le  clivage par des protéases 
spécifiques (Takai et al. 2007). Un autre exemple est l’ augmentation de l’expression 
de la DNA-PKcs et de l’hétérodimère Ku70/Ku80 lors de l’expression ectopique de 
l’antizyme ornithine decarboxylase (Tsuji et al. 2007). De plus, l’expression de la 
DNA-PKcs est altérée lors de la carcinogénèse gastrique (Lee et al. 2007) et son 
expression est augmentée dans différentes biopsies de l’œsophage (Tonotsuka et al. 
2006) et de cancers colorectaux (Hosoi et al. 2004). Cette augmentation est corrélée 
à l’augmentation du facteur de transcription Sp1 dont l’élément de réponse est 
présent au niveau du promoteur des 3 gènes de la DNA-PK (Ku70, Ku80 et DNA-
PKcs) (Hosoi et al. 2004). Une augmentation de Sp1 peut donc résulter en une 
augmentation de l’expression et donc de l’activité de la DNA-PK. Ceci a été retrouvé 
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dans des cellules produisant du NO (oxyde nitrique). En effet, la production d’oxyde 
nitrique entraîne une augmentation de la liaison de Sp1 au niveau du promoteur de 
la DNA-PKcs, ce qui augmente son expression et donc la viabilité des cellules lors 
de traitement génotoxique (Xu et al. 2000). 
Cependant, malgré ces exemples, la DNA-PK est essentiellement régulée au niveau 
de son activité kinase et non par son expression. En effet, l’activité du complexe 
DNA-PK peut-être régulée par plusieurs protéines mais également par des 
processus cellulaires : i) le cycle cellulaire peut réguler l’activité kinase de la DNA-
PK puisqu’elle est maximale en G1/début S et en G2 ; ii) l’apoptose régule 
négativement l’activité de la DNA-PK en entraînant le clivage protéolytique de la 
DNA-PKcs ; iii) les chocs thermiques peuvent aussi modifier l’activité du complexe 
DNA-PK puisqu’une augmentation de la température diminue la liaison de 
l’hétérodimère Ku à l’ADN et si elle se prolonge, la DNA-PKcs est inactivée ; iv) 
plusieurs protéines vont également modifier l’activité du complexe DNA-PK. En 
effet, la protéine c-Abl après traitement aux radiations ionisantes va phosphoryler 
la DNA-PKcs et inhiber sa liaison au complexe Ku/ADN tandis que les protéines 
NF90 et NF45 vont favoriser la stabilisation du complexe Ku/ADN/DNA-PKcs et que 
les protéines HMG-1 et HMG-2 ainsi que la protéine NonO (non-POU domain-
containing, octamer binding) vont faciliter la reconnaissance de l’ADN par Ku 
(Muller et al. 1999). 
Figure 16. Structure 3D d’ATM en absence et en présence d’ATM. D’après
Llorca et al, Oncogene, 2003
Figure 15. Comparaison des domaines d’ATR et de la DNA-PKcs avec ceux
d’ATM. Chacune de ces 3 PI3KK contient: un domaine FAT, un domaine PI3K et
un domaine FATC. La ligne bleue indique les signaux de localisation cellulaire et
la ligne rose indique la région leucine zipper d’ATM. D’après McKinnon et al, EMBO
R, 2004
Figure 17. Signes cliniques de l’ataxie télangiectasie (AT). L’ataxie
télangiectasie est un syndrome à multisymptômes  résultant de la mutation
d’ATM; le principal symptôme est une neurodégénération progressive. D’autres
caractéristiques sont une extrême sensibilité aux radiations ionisantes, une
immunodéficience, une prédisposition au cancer et une stérilité due à un
défaut de recombinaison méïotique. Des télangiectasies de la face et de l’œil





1) Généralités et structure  
 
Comme toutes les PI3KK, ATM est constituée de trois domaines particulier : un 
domaine catalytique encadrée par le domaine FAT en N-terminal et le domaine 
FATC en C-terminal (Figure 15). Le site consensus reconnu et phosphorylé par ATM 
est une serine ou une thréonine suivie d’une glutamine (S/TQ).   
Comme la protéine DNA-PK, la protéine ATM est elle aussi constituée d’une « tête » 
et d’un « bras » (Figure 16). Ces deux protéines peuvent se lier au cassures double-
brin (CDBs) de l’ADN et, lors de la reconnaissance de l’ADN par ATM, le bras va 
pivoter jusqu’à venir toucher la tête et encercler l’ADN de la même façon que pour la 
DNA-PKcs (Llorca et al. 2003) (Figure 16) et ce changement de conformation 
pourrait entraîner l’activation d’ATM. 
 
2) Le phénotype ATM 
 
L’absence de la protéine ATM chez l’homme conduit au syndrome de Louis-Bar ou 
Ataxie-Télangiectasie. Cette maladie génétique autosomique récessive rare, entre 1 
naissance sur 40 000 et 1 sur 100 000, est caractérisée par : 
- des signes neurologiques évolutifs, liés à une atteinte des cellules de Purkinje 
(du cervelet), avec une incoordination des mouvements, des troubles de 
l’équilibre, de la prononciation et des mouvements oculaires (ataxie), 
- des signes cutanés avec une dilatation des petits vaisseaux de la peau 
(télangiectasies) et de l’œil (au niveau de la sclère c’est-à-dire le blanc de 
l’œil) et parfois un vieillissement prématuré visible au niveau des cheveux et 
de la peau, 
- une intolérance au glucose et une résistance à l’insuline (Bar et al. 1978), 
- un retard de croissance parfois observé, 
- un taux sanguin d’alphafoetoproteine élevé chez la majorité des malades,  
- une hypersensibilité aux radiations ionisantes, 
- un déficit de l’immunité à l’origine d’infections surtout pulmonaires et d’un 
risque de cancers plus important que dans la population générale (Figure 
17). 
La maladie a été décrite pour la première fois en 1926 par les Drs Syllaba et Kenner 
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puis ensuite en 1941 par le Dr Louis-Bar qui lui donne son nom. En 1958, les Drs 
Boder et Sedgwick ont permis une meilleure définition de la maladie désignée 
depuis sous l’appellation « Ataxie-Télangiectasie » (ou A-T). Jusqu’en 1976, le 
diagnostic était basé uniquement sur les observations cliniques.  
En 1988, l’équipe du Dr Gatti a localisé le gène responsable, ATM sur le 
chromosome 11. En 1995, le gène ATM a été isolé et séquencé par le Dr Shiloh ce 
qui a permis de recenser plus de 500 mutations différentes à l’origine de la maladie 
et de la grande variabilité de son expression. 
La majorité des premières mutations étudiées sont essentiellement des délétions ou 
des décalages du cadre de lecture qui donnent une protéine inactive, qui abolit 
l’initiation et la terminaison correcte de la traduction ou délète une grande partie de 
la protéine (Gilad et al. 1996). 
 
L’étude des souris déficientes pour ATM a montré un retard de croissance bien que 
leur cycle cellulaire semble normal et ces souris sont 10 à 25% plus petites que des 
souris sauvages ou hétérozygotes (Rotman and Shiloh 1998). 
Ces souris présente en outre 1) un défaut de méiose : elles sont stériles, leurs 
gonades sont toutes petites et elles ne possèdent pas de gamètes matures à cause 
d’un arrêt de méiose qui mène à une dégénération apoptotique des gamètes 
immatures (Barlow et al. 1996) ; 2) un système immunitaire défectueux : bien 
que la structure des organes lymphoïdes semble normale, leur taille est inférieure à 
celle des souris contrôles et ces souris présentent une diminution du nombre de 
thymocytes, de lymphocytes dans les organes lymphoïdes périphériques et de 
lymphocytes B dans la moelle (Barlow et al. 1996); 3) une prédisposition au 
cancer et en particulier aux lymphomes (Barlow et al. 1996); 4) une 
hypersensibilité aux radiations ionisantes : en particulier au niveau du tractus 
gastro-intestinal, des glandes salivaires et de la peau (ces souris irradiées meurent 
d’abord de la toxicité sur la tractus gastrointestinal avant qu’un défaut de la moelle 
apparaissent). Elles présentent également un défaut des checkpoints du cycle 
cellulaire au niveau de la transition G1/S et intra-S après irradiation (Barlow et al. 
1996); 5) une neurodégénération : à la différence des patients A-T, ces souris 
déficientes en ATM ne sont pas ataxiques mais elles présentent un problème de  
motricité et une déficience neurologique malgré l’absence d’anomalies histologiques 
(Barlow et al. 1996). 
Des astrocytes primaires issus de souris déficientes pour ATM ont montré une 
croissance plus lente, deviennent senescentes et meurent rapidement. Elles 
Figure 18. Cibles d’ATM.
Activation d’ATM en absence de CDBs
Phosphorylation directe
Phosphorylation indirecte
Site potentiel de phosphorylation
Evénement sans phosphorylation
Inhibition
D’après Kurz et al, DNA Repair, 2004
Txxx
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présentent de plus une augmentation de la synthèse spontané d’ADN (déjà observée 
dans les thymocytes murins et les lymphocytes humains (Yan et al. 2001)) sans 
modification du cycle cellulaire et une forte augmentation du stress oxydatif et du 
stress du réticulum endoplasmique (augmentation de hsp70, de la phosphorylation 
d’ERK1/2, de la superoxyde dismutase, de GPR78, du clivage de la pro-caspase 
12,…) (Liu et al. 2005). 
La répression de l’expression d’ATM ne semble pas affecter la différenciation 
neuronale puisque les cellules humaines neurones-like transféctées avec des  
shRNA dirigés contre ATM ont la même morphologie et expriment les mêmes 
marqueurs neuronaux que les cellules transfectées avec le shRNA contrôle (Biton et 
al. 2006). 
Patients, souris et cellules déficientes pour ATM sont viables suggérant qu’ATM 
n’est pas essentielle pour les fonctions cellulaires critiques comme la progression 
du cycle cellulaire normal ou la différenciation cellulaire. 
Le phénotype des souris déficientes pour ATM et les signes cliniques des patients A-
T suggèrent qu’ATM n’est pas requis pour la réparation des dommages de l’ADN lors 
du développement embryonnaire mais semble crucial pendant la méiose et joue un 
rôle important pendant la maturation des lymphocytes. Mais le rôle principal d’ATM 
semble bien être dans la réponse aux cassures double-brin de l’ADN et ce à 
différents niveaux (activation des points de contrôle du cycle cellulaire, réparation 
de l’ADN et induction de  l’apoptose). Il pourrait ainsi jouer le rôle de « senseur » des 
CDBs.  
 
3) Fonctions d’ATM 
 
Le grand nombre de cibles d’ATM (Figure 18) fait que cette protéine est impliquée 
dans de très nombreux processus cellulaire parmi lesquels la signalisation des 
dommages de l’ADN et le contrôle du cycle cellulaire sont les principaux. 
 
(a) Dans la reconnaissance des CDBs 
 
(i) Dans la reconnaissance CDBs et la réparation de l’ADN 
 
La première étape de réponse de la cellule aux dommages de l’ADN est la 
reconnaissance de leur existence. Les CDBs sont rapidement reconnues puisque la 
phosphorylation d’H2AX est visible en moins d’une minute (Rogakou et al. 1998). 
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Cependant, le mécanisme de reconnaissance exact des CDBs reste controversé. Le 
premier modèle soutient l’hypothèse que les CDBs produisent des modifications de 
la chromatine qui sont suffisantes pour activer ATM (Bakkenist and Kastan 2003) 
Et dans ce modèle, ATM est le premier « senseur » de cassures. L’autre modèle de 
reconnaissance des CDBs soutient que le premier à signaler les CDBs est le 
complexe MRN en se liant aux extrémités libres de l’ADN. Une fois lié, il recruterait 
et activerait ATM (Lee and Paull 2005). Il semblerait donc qu’il y ait une induction 
d’activité mutuelle entre le complexe MRN et ATM, et qu’elles permettent la 
reconnaissance des CDBs.  
Les preuves de l’implication d’ATM dans la reconnaissance et la signalisation des 
CDBs sont nombreuses dans la littérature. La cinétique de réparation des CDBs 
présentent deux phases : une rapide qui représente la réparation des CDBs 
« simples » c’est-à-dire qui n’ont pas besoin d’être modifié pour être réparées ainsi 
que les CDBs des régions actives du génome dont l’accessibilité facilite la 
réparation ; et une phase plus lente où les extrémités libres de l’ADN ont besoin 
d’être modifiées pour pouvoir subir une religature. Les cellules dérivées de patient 
atteints d’ataxie telangiectasie présentent une quantité faible mais reproductible de 
CDBs non réparées. La première phase pourrait être atteinte (Pandita and 
Hittelman 1995) tandis que d’autre considèrent que seule la deuxième phase est 
touchée (Kuhne et al. 2004). 
De plus, ATM participe à l’activation de différentes voies de réparation des CDBs, en 
phosphorylant le complexe Rad50 et Rad52, impliquées respectivement dans la 
NHEJ et dans la recombinaison homologue. L’exposition des cellules aux radiations 
ionisantes augmentent l’association de Rad51 et Rad52 qui est médiée par la 
phosphorylation de c-Abl d’une manière ATM-dépendante (Chen et al. 1999). En 
2001, la rétention nucléaire d’ATM au site des CDBs a été montré dans des foyers 
associant Nbs1 et γH2AX (Andegeko et al. 2001). 
Des données récentes ont permis de montrer que FOXO3a en régulant directement 
l’activité d’ATM pourrait promouvoir la réparation des CDBs (Tsai et al. 2008). En 
effet, l’hypothèse des auteurs est que les cassures de l’ADN pourraient entraîner le 
détachement de FOXO3a de l‘ADN et son interaction avec ATM juste après 
l’induction des CDBs. Si le nombre de dommages augmente encore, FOXO3a 
pourrait également être transloqué du cytosol vers le noyau et augmenter le nombre 
de complexe ATM/FOXO3a, ce qui mène à l’augmentation du nombre d’ATM 
phosphorylés sur la sérine 1981, à la phosphorylation des protéines cibles d’ATM 
comme H2AX et à l’exécution des programmes de réparation (Tsai et al. 2008). De 
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plus, cette publication a permis de montrer l’existence de complexe protéiques 
localisés au niveau des CDBs comprenant ATM-pS1981, γH2AX, BRCA1-pS1423, 
hRad17-pS645 et FOXO3a après traitement à la camptothécine (Tsai et al. 2008). 
 
 
Substrats Site Role de la 
phosphorylation 






Ser116  NHEJ (endo/exonucléase liée 
à XRCC4/ADN Ligase IV) 
(Macrae et al. 
2008) 
H2AX Ser139 Modification de 
la chromatine 
Recrutement des protéines de 
réparation 
(Rogakou et al. 
1998) 
RPA2 Thr21 Redirige rôle 
protéine 
Réplication, Réparation et 
Recombinaison de l’ADN 
(Wang et al. 





 Nucléase impiquée dans NHEJ 
et joue un rôle dans G2/M 
(Zhang et al. 
2004c; Chen 
et al. 2005c) 
Mre11 
Nbs1 







 Stabilité génome 




(ii) Dans la Recombinaison Homologue (RH) 
 
(i) Via son action sur la DNA-PKcs 
 
La recombinaison homologue permet la réparation des CDBs dans les phases 
S/G2/M des eucaryotes supérieures. Ce système de réparation est basé sur la 
présence des chromatides sœurs pouvant servir de matrice pour corriger 
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correctement la CDB. La recombinaison homologue est augmentée s’il y a 
inactivation de la NHEJ dans des levures tout comme dans des cellules de 
mammifères (Pierce et al. 2001). L’absence de la DNA-PK stimule la recombinaison 
homologue mais l’inhibition chimique de la DNA-PKcs, la présence de mutants dans 
le cluster T2609 ou l’expression de variants d’épissages inactifs répriment la 
recombinaison homologue. Pourtant, un mutant sur le domaine kinase de la DNA-
PKcs  (K3752R), qui devrait donc agir comme un régulateur négatif de la 
recombinaison homologue, entraîne une stimulation de la recombinaison 
homologue d’environ 3 fois le niveau dans des cellules déficientes pour la DNA-PKcs 
(Shrivastav et al. 2008). L’hypothèse émise par les auteurs est que, comme la 
phosphorylation de T2609 permet le relargage de la DNA-PKcs des extrémités de 
l’ADN et comme le cluster T2609 de la DNA-PKcs est phosphorylable par ATM 
(Chen et al. 2007), dans le cas du mutant K3752R, ATM phosphoryle la DNA-PKcs  
inactive sur ce cluster et en permettant le relargage de la DNA-PKcs, il permet la 
liaison des protéines de la recombinaison homologue à l’ADN et la réparation des 
CDBs (Shrivastav et al. 2008). Ceci n’est pas visible lors d’inactivation chimique de 
la DNA-PKcs car il est possible que dans ce cas là, l’inhibiteur empêche 
physiquement la phosphorylation de la DNA-PKcs par ATM (Shrivastav et al. 2008). 
 
(ii) Via d’autres protéines 
 
ATM est capable de phosphoryler un grand nombre de protéines impliquées 
directement ou indirectement dans la recombinaison homologue parmi lesquelles 
BRCA1, BRCA2, FANCD2, Nbs1, Chk1, p53, SMC1, BLM (ces protéines jouent 
également un rôle dans le cycle cellulaire) mais aussi H2AX, WRN, RPA, c-Abl. De 
plus, il est connu depuis longtemps que la recombinaison homologue spontanée est 
augmentée dans les cellules déficientes en ATM (Meyn 1993) et qu’ATM a un rôle 
positif sur la recombinaison homologue induite par les CDBs (Morrison et al. 2000). 
Les auteurs suggérent que ce rôle passerait par Rad54 (Morrison et al. 2000). 
 
(b) Dans le cycle cellulaire 
 
En présence de CDBs, la cellule nécessite un arrêt du cycle cellulaire afin de 
réparer ses lésions et de protéger l’intégrité du génome cellulaire. ATM joue un rôle 






























Figure 19. Régulation du cycle cellulaire. Les différentes phases du cycle
cellulaire sont régulées par des Cdk/Cyclines elles-mêmes régulées par d’autres
protéines inhibitrices: p16, p21, p27, p57 et Wee1 ou activatrices: Cdc25A, B, C.
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(i) Le cycle cellulaire 
 
Le cycle cellulaire des cellules des eucaryotes supérieurs comprend 4 phases. 
Durant deux de ces phases, les cellules exécutent les deux événements 
fondamentaux du cycle : réplication de l’ADN (Phase S pour synthèse) et partage 
des chromosomes entre les deux cellules filles (Phase M pour mitose). Les deux 
autres phases du cycle représentent des intervalles (G1 et G2 pour Gap) : au cours 
de la phase G1, la cellules effectue sa croissance, intègre les signaux mitogènes ou 
anti-mitogènes, commence à produire des ARN et des protéines et se prépare pour 
effectuer la phase S tandis qu’au cours de la phase G2, la cellule finit la 
transcription et la traduction commencées en G1 et se prépare pour la phase M. 
Dans un cycle, les quatre phases se succèdent donc dans un ordre immuable : G1, 
S, G2 et M. 
Cette succession de phases est régulée par de nombreuses protéines appelées les 
Cdk (Cycline-dependent Kinase) auxquelles se lient les cyclines, protéines régulées 
par le cycle cellulaire. Les complexes Cdk4/cycline D et Cdk6/cycline D jouent un 
rôle dans la progression de la phase G1, le complexe Cdk2/cycline E dans la 
transition G1/S, le complexe Cdk2/cycline A dans la progression de la phase S, le 
complexe Cdk1/cycline A dans la transition S/G2 et le complexe Cdk1/cycline B 
dans la transition G2/M. (Figure 19) 
L’activité de ces Cdk est régulée par : 
- les cyclines : les cyclines n’ont pas d’activité enzymatique par elle-même mais se 
lient aux Cdk pour les rendre actives et sont régulées par un cycle de 
synthèse/dégradation tout au long du cycle cellulaire ; 
- d’autres protéines kinases (CAK pour Cdk Activating Kinase, Wee1) ou 
phosphatases (Cdc25) qui vont modifier directement les Cdk positivement ou 
négativement; 
- des protéines inhibitrices, les CKI (Cdk inhibitor) telles que p21, p27 et p16.  
Ils existent différents points de contrôle du cycle cellulaire appelés « checkpoint » 
présents tout au long du cycle qui peuvent détecter des lésions de l’ADN (DNA 
Damage checkpoint ou checkpoint G1/S), des anomalies de réplication de l’ADN 
(Replication checkpoint ou checkpoint intra-S) ou pour contrôler que les 
chromatides sœurs vont se répartir équitablement entre les deux cellules filles 
(Mitotic checkpoint ou checkpoint G2/M). Le terme « checkpoint » se réfère aux 
mécanismes par lesquels la cellule arrête activement la progression du cycle 
cellulaire jusqu’à ce qu’elle s’assure qu’un processus (réplication ou mitose) est 
Figure 20. Rôle d’ATM dans le cycle cellulaire. Dans la plupart des cas, les
résidus phosphorylés sont des sérines, sauf pour la phosphorylation de Chk2
par ATM, qui cible la thréonine 68. La plupart de ces voies de signalisation sont
régulées principalement par ATM, particulièrement dans les phases précoces de
réponse aux dommages de l’ADN. D’après Shiloh Y, Nature Reviews Cancer, 2003
Figure 21. Rôle d’ATM dans le
checkpoint G1/S. ATM/ATR phosphoryle
Rad17, Rad9, p53 et Chk1/Chk2 qui à leur
tour phosphoryle Cdc25A, ce qui l’inactive
par exclusion nucléaire et entraîne sa
dégradation par le protéasome. Cdk2
phosphorylé et inactivé s’accumule sans
phosphoryler Cdc45 pour initier la
réplication. Le maintien de l’arrêt G1/S est
achevé par p53 qui est phosphorylé par
ATM/ATR sur la sérine 15 et par
Chk1/Chk2 sur la sérine 20. P53
phosphorylé induit la transcription de p21
qui se lie à Cdk4/Cycline D empêchant la
phosphorylation de pRB, nécessaire au
relargage du facteur de transcription et des
gènes de la phase S. D’après Sancar, Annu.
Rev. Biochem., 2004
     Stimulation
     Inhibition




correctement terminé. Ils assurent en quelque sorte le « contrôle qualité » du cycle 
cellulaire. En effet, si seules les Cdk intervenaient, l'enchaînement des phases du 
cycle pourrait continuer à avoir lieu, même si l’ADN était endommagé, ce qui 
conduirait finalement à des anomalies génétiques ou chromosomiques graves pour 
les cellules, par exemple perte d'un chromosome ou d'un fragment d'ADN.  
Les checkpoints activés par les dommages de l’ADN sont présents à la transition 
G1/S, en intra-S et à la transition G2/M (Houtgraaf et al. 2006). Bien que ces 
checkpoints soient distincts, ils partagent un grand nombre de protéines et leur 
activation suit le même schéma. Après la détection des lésions par une protéine 
« senseur », les protéines de transduction du signal activent des voies de 
signalisations impliquants des protéines effectrices. Ces protéines effectrices 
déclenchent une cascade d’événements qui vont entraîner l’arrêt du cycle, 
l’apoptose ou la réparation de l’ADN. Les principales protéines effectrices sont Chk1 
et Chk2, des sérine/thréonine kinase tandis que les protéines de transduction du 
signal sont ATM et ATR (Houtgraaf et al. 2006).  
 
(ii) Rôle d’ATM dans les checkpoints 
 
ATM joue un rôle majeur dans l’activation des checkpoints liés aux dommages de 
l’ADN (Voir Figure 20, tableau  et pour revue, (Shiloh 2003)).  
 
(i) Checkpoint G1/S 
 
Ce checkpoint empêche la cellule d’entrer en phase S en présence de dommages de 
l’ADN en inhibant l’initiation de la réplication et en maintenant cette inhibition. 
En présence de dommages induit par les radiations ionisantes, ATM est activée et 
phosphoryle plusieurs cibles notamment p53 et Chk2 (Figure 21). Ces 
phosphorylations vont activer deux voies de signalisation : une voie qui va 
rapidement arrêter le cycle et une voie qui va maintenir cet arrêt. La voie initiale 
d’arrêt implique la phosphorylation de Chk2 qui va à son tour phosphoryler Cdc25A 
ce qui entraîne son exclusion nucléaire et sa dégradation. Cette diminution de 
Cdc25A empêche l’activation de Cdk2 qui ne peut pas phosphoryler Cdc45 qui ne 
peut donc pas initier la réplication. La voie ATM-Chk2-Cdc25A est impliquée dans 
l’arrêt initial de la réplication et cette voie est suivie par une voie dépendante de p53 
qui permet le maintien de l’arrêt en G1/S. En effet, ATM phosphoryle directement 
p53 sur la sérine 15 et indirectement sur la sérine 20 (par Chk2) qui va être activé 
Figure 22. Rôle d’ATM dans le
checkpoint intra-S. En réponse aux
dommages de l’ADN induit par les
radiations ionisantes, ATM déclenche
deux cascades parallèles afin d’inhiber
la réplication de l’ADN. ATM par
l’intermédiaire de MDC1, H2AX et
53BP1 va phosphoryler Chk2 sur la
thréonine 68 pour induire la
dégradation de la phosphatase Cdc25A.
La dégradation bloque la cycline
E/Cdk2 sous forme inactive
phosphorylée et prévient la liaison de
Cdc45 sur l’origine de réplication. ATM
initie également une deuxième voie de
signalisation en phosphorylant Nbs1,
SMC1, BRCA1 et FANCD2. D’après
Sancar, Annu. Rev. Biochem., 2004
Figure 23. Rôle d’ATM dans le
checkpoint G2/M. Les protéines
«  senseurs  » des dommages aux RI
(ATM) et aux UV (ATR-ATRIP, Rad17-
RFC et 9-1-1) sont recrutées au site du
dommage. Les protéines médiatrices
comme MDC1, BRCA1 et/ou 53BP1
communiquent le signal du dommage à
Chk1 et/ou Chk2, qui régule
Cdc2/Cycline B, Wee1 et Cdc25A qui
sont cruciales pour la transition G2/M
en modifiant leur expression, leur
phosphorylation et leur localisation
cellulaire. D’après Sancar, Annu. Rev.
Biochem., 2004
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et stabilisé par ces phosphorylations puisqu’elles inhibent l’interaction de p53 et de 
son E3 ubiquitine ligase, MDM2 et donc sa dégradation. L’accumulation de p53 va 
permettre la transcription du gène de p21/Waf1 qui inhibe les protéines 
Cdk2/Cycline E avec pour conséquence un maintien de l’arrêt en G1/S mais aussi 
les protéines Cdk4/CyclineD. Cette phosphorylation de Cdk4/CyclineD l’empêche 
de phosphoryler la protéine Rb ce qui aurait pour conséquence le relargage du 
facteur de transcription des gènes de la phase S, E2F.  
 
(ii) Checkpoints intra-S 
 
Ce checkpoint est activé par les dommages survenus pendant la phase S ou par les 
dommages non réparés qui ont passé le checkpoint G1/S. Ce checkpoint entraîne 
un arrêt de la réplication par la voie ATM-Chk2-Cdc25A de la même manière que 
pour le checkpoint G1/S (Figure 22). Une deuxième voie implique la 
phosphorylation de SMC1 et SMC3 (structural maintenance of chromosome 1 et 3) 
par ATM (Luo et al. 2008) avec l’aide de BRCA1, FANCD2 et Nbs1 qui sont aussi des 
cibles d’ATM. Le rôle de ces cohesines SMC1 et SMC3 dans l’arrêt de la phase S est 
encore inconnu mais l’équipe de Luo a émis l’hypothèse qu’elles permettraient le 
ralentissement de la synthèse d’ADN. 
ATM phosphoryle aussi BRCA1 sur plusieurs sites, la sérine 1387 et la sérine 1423. 
La première phosphorylation active BRCA1 comme régulateur du checkpoint intra-
S tandis que la seconde implique BRCA1 dans le checkpoint G2/M. Chk2, activée 
par ATM phosphoryle également BRCA1 et ATM phosphoryle CtIP, un inhibiteur de 
BRCA1, ce qui inhibe sa fonction négative sur BRCA1. L’activation d’ATM conduit 
donc à l’activation de BRCA1.  
Dans des cellules de patients atteints d’ataxie telangiectasie, la réplication n’est pas 
inhibée par les rayons X malgré la présence de CDBs, et les cellules effectuent la 
phase S sans s’arrêter (Painter and Young 1980). 
 
(iii) Checkpoint G2/M 
 
Ce checkpoint empêche les cellules ayant des dommages de l’ADN de se diviser. 
L’activation d’ATM entraîne la phosphorylation de Chk2 qui va inhiber Cdc25 en 
permettant sa liaison avec la protéine chaperonne 14-3-3 (ce qui va entraîner sa 
séquestration dans le cytoplasme et sa dégradation) et augmenter l’expression de 
Wee1, un inhibiteur de Cdc2 (Cdk1). De plus, ATM et Chk2 vont phosphoryler p53 
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qui va permettre la transcription de p21, également inhibiteur de Cdc2. Ceci a pour 
effet d’inhiber le complexe Cdc2/Cycline B responsable de l’entrée en mitose (Figure 
23). 
 
Substrats Site Role de la 
phosphorylation 







Active Phosphoryle p53 et inhibe sa 
dégradation; 
Phosphoryle MDM2 (Ser367 et 
342) et Brca1 
Phosphoryle Cdc25 et entraîne 
arrêt du cycle; 
(Ahn et al. 
2000; Chehab 
et al. 2000; 
Matsuoka et 
al. 2000; 





Active Augmente p21/WAF1 qui 
inhibe le cycle 
(Khanna et al. 
1998; Saito et 
al. 2002) 
Mdm2 Ser395 Inhibe Inhibe export nucléaire 
p53/MDM2 et donc la 
dégradation de p53 
=> Accumulation p53 
(Maya et al. 
2001) 




Ser 403 Ubiquitinylation 
de hdm2 
 (Chen et al. 
2005b; Pereg 
et al. 2005) 







(Xu et al. 2002) 
(Xu et al. 2001) 
Nbs1 Ser343 
Ser 278 
 Checkpoint intra-S (Lim et al. 2000) 
(Zhao et al. 2000) 
SMC1 Ser957 
Ser966 
  Checkpoint intra-S 
Checkpoint intra-S 
 (Steidl et al. 2002) 
FANCD2 Ser222   Monoubiquitinylation 
de BRCA1 
 (Taniguchi et al. 2002) 
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CtIP Ser 664 
Ser 745 
Inhibe Inhibiteur de BRCA1 (Li et al. 2000) 
MDC1    Checkpoint intra-S (Goldberg et al. 2003) 
Chk1 Ser317 Activation  (Gatei et al. 2003) 
ATF2 Ser490 
Ser498 
 Checkpoint intra-S (Bhoumik et al. 2005) 
BLM Thr99  Checkpoint G2/M (Beamish et al. 2002) 
 
(c) Dans l’apoptose 
 
Si les dommages sont trop importants ou selon le type cellulaire, la cellule va alors 
s’engager dans un programme de mort cellulaire programmée ou apoptose (Sionov 
and Haupt 1999). 
L’apoptose induite par les CDBs est initiée par ATM (Figure 24). ATM active p53 
directement par phosphorylation (Khanna et al. 1998) ce qui augmente son activité 
transcriptionnelle en augmentant sa liaison à CBP (Lambert et al. 1998) et 
indirectement par Chk2 ((Chehab et al. 2000) et, de plus, ATM inactive MDM2, le 
régulateur négatif de p53 (Maya et al. 2001). p53 peut alors réguler positivement la 
transcription de NOXA, PUMA et Bid (Schuler and Green 2005). Ces trois protéines 
comportent seulement la partie BH3 et inhibent les protéines anti-apoptotiques Bcl-
2 et Bcl-XL-like (Borner 2003). Ces protéines de la famille Bcl-2 sont d’importants 
régulateurs de l’apoptose comportants à la fois des molécules pro- (Bax, Bak, 
NOXA, PUMA, Bad, Bik et Bid) et anti-apoptotiques (Bcl-2, Bcl-XL). p53 augmente 
également la transcription de Bax qui forme un canal au travers de la membrane 
mitochondriale, ce qui conduit au relargage du cytochrome c et Smac/Diablo 
(Schuler and Green 2005). Le cytochrome c active l’apoptosome Apaf-1/ Caspase 9 
qui initie la cascade de caspases et l’apoptose tandis que Smac/Diablo inhibe  les 
IAPs (inhibitor of apoptosis proteins) qui sinon, auraient inactivé les caspases 
(Borner 2003) (Figure 11). 
Récemment, p53 a montré un rôle dans l’induction de l’apoptose indépendamment 
de son rôle dans la transcription. Après traitement par les radiations ionisantes, 
p53 est transloqué à la mitochondrie et inhibe Bcl-2 et Bcl-XL et aide à l’activation 
de Bak (Bree et al. 2004). Les histones H1.2 peuvent également être transloqués au 
niveau des mitochondries après irradiation et ceci dépend de p53 et de Chk2. Cette 
translocation semble aider à l’activation de Bak et donc au relargage du cytochrome 
c et de Smac/Diablo (Bree et al. 2004). 
Figure 24.  Rôle d’ATM dans l’apoptose cellulaire après CDBs. Selon
l’étendue des dommages et le type cellulaire impliqué, les cellules peuvent
initier la mort cellulaire programmée après CDBs. La principale cible de cette
voie est p53, qui augmente la transcription des gènes pro-apoptotiques
D’après Cann K, Biochem Cell Biol, 2007
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(d) Dans le stress oxydatif 
 
Plusieurs symptômes des patients ataxiques (neurodégénation et vieillissement 
prématuré) indiquent que ces patients peuvent souffrir d’un stress oxydatif. 
Le stress oxydatif est causée par une augmentation des espèces réactives de 
l’oxygène (ROS pour reactive oxygen species) qui vont endommager l’ADN mais 
aussi les lipides cellulaires. Ces ROS sont produits par les processus métaboliques, 
la respiration mitochondriale ou encore lors de processus pathologiques comme 
l’inflammation. Ils ne sont pas toujours délètères puisque certains d’entre eux 
servent de messagers secondaires lors de processus cellulaires. Par exemple, le NO 
permet le relachement des muscles lisses et donc la vasodilatation (Rapoport and 
Murad 1983). Les principaux ROS sont l’anion superoxyde (•O2 -) qui peut se 
transformer en radical hydroperoxyl (HO2•), le radical hydroxyl (•OH), le peroxyde 
d’hydrogène (H2O2), l’oxyde nitrique (NO) qui peut se transformer en anion 
peroxinitrite (ONOO-) et les lipides hydroperoxydes (LOO•) (Figure 25). Les plus 
réactifs et donc les plus delètères sont le radical hydroxyperoxyl et le radical 
hydroxyl (pour revue, voir (Valko et al. 2007)). 
Les cellules possèdent leur système de défense contre les ROS. Ce système de 
défense comprend des antioxydants comme la vitamine E et C, l’acide urique, le 
glutathion ou l’ubiquinone. Ces antioxydants vont interagir directement avec les 
ROS et les détoxifier. La deuxième ligne de défense contre les ROS incluent les 
enzymes antioxydantes comme la superoxyde dismutase qui va dismuter l’anion 
superoxyde en peroxyde d’hydrogène ou la glutathion S-transférase qui permet de 
réduire les ROS (pour revue, voir (Valko et al. 2006)). 
Les données cliniques suggérant un rôle d’ATM dans la protection contre le 
métabolisme oxydatif ont été consolidées par plusieurs observations : i) les cellules 
déficientes pour ATM répondent anormalement aux agents induisants des stress 
oxydatifs (H2O2, xanthine, donneurs de NO comme le S-nitrosoglutathione,…) ; ii) 
les systèmes anti-oxydants présentent de nombreuses anomalies tant au niveau de 
leur expression (diminution de la vitamine E et A) que de leur fonction dans des 
tissus déficients pour ATM (Reichenbach et al. 1999; Kamsler et al. 2001); iii) le 
stress oxydatif est augmenté (augmentation du niveau de ROS) dans les lignées 
cellulaires et tissus déficients pour ATM (Barlow et al. 1999) ; iv) la réponse au 
stress est constamment activée dans les cellules A-T et peut être diminuée par 
l’ajout d’antioxydants (Ito et al. 2007). 
Figure 25. Résumé des multiples produits générés par la réduction
partielle de l’oxygène. L’oxygène peut être partiellement réduit afin de
générer l’anion superoxide (O2°
-) par plusieurs facteurs collectivement
désigné par la lettre R ( fuite d’électron mitonchondriale, oxydation de la
dopamine, activation de la xanthine oxydase, de la 5-lipooxygénase, de la
NADH oxydase (et de la prostaglandine synthase). L’anion superoxyde peut
être converti en peroxyde d’hydrogène (H2O2) soit par la Mn/superoxyde
dismutase (MnSOD) nucléaire soit par la Cu/SOD cytoplasmique. Le
peroxyde d’hydrogène peut être neutralisé par la catalase ou GPx, ou réagir
avec le Fe2+ (relargué par l’hémoglogine, ferritine ou transferrine) pour
générer le très réactif radical peroxyl (OH-). Le radical peroxyl peut
endommager l’ADN, les protéines et les lipides. Le NO est produit à partir de
L-arginine par la NO Synthase qui possède une fonction oxydase dépendante
de Ca2+. Le NO peut réagir avec l’anion superoxide pour former le très
toxique peroxinitrite (ONOO-) qui peut nitrosyler les protéines sur des
résidus tyrosine. D’après Barzilai et al, DNA Repair, 2002
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Ce rôle de régulation des ROS par la protéine ATM semble très important. En effet, 
il est essentiel pour permettre une réparation des cassures double-brin correcte 
dans les lymphocytes (Ito et al. 2007) aussi bien que pour le renouvellement des 
cellules souches hématopoïétiques (Ito et al. 2004).  
Comment ATM peut réguler ce stress oxydatif ? 
Le mécanisme n’est pas encore élucidé. Cependant plusieurs hypothèses sont 
possibles. La première hypothèse est qu’ATM pourrait permettre une augmentation 
de l’expression ou de l’activité des angents antioxydants. La dérégulation de 
l’activité de certains agents antioxydants dans les cellules déficientes pour ATM 
pourrait conforter cette hypothèse (Reichenbach et al. 1999; Kamsler et al. 2001). 
Une autre hypothèse proposée par l’équipe de Barzilai est que la présence continue 
de dommages de l’ADN non réparés dans les cellules déficientes en ATM  pourrait 
activer des protéines de réponses aux dommages dépendantes de NAD comme la 
protéine PARP par exemple (Stern et al. 2002). Cette protéine, une fois activée, va 
réduire le pool cellulaire de NAD+ et cette dépletion en NAD+ va augmenter le stress 
cellulaire puisque NADH est un antioxydant.  
ATM joue donc un rôle important dans la régulation du potentiel redox cellulaire 
(pour revue, voir (Barzilai et al. 2002)).  
 
(e) Dans les télomères 
 
L’absence d’ATM révèle également un raccourcissement des télomères (Metcalfe et 
al. 1996), une accélération de la perte des télomères et une augmentation de la 
fusion télomèrique dans des cellules issues de souris déficientes pour ATM et de 
patients atteints d’ataxie télangiectasie (Hande et al. 2001). Il a récemment été 
découvert que le complexe MRN était requis pour la phosphorylation de TRF1 par 
ATM sur la sérine 219 et que cette phosphorylation permettait le détachement de 
TRF1 du télomère et donc augmentait l’accès de la télomèrase (Wu et al. 2007b). 
L’induction de dommages au niveau de l’ADN télomèrique entraîne une 
phosphorylation de la thréonine 188 de TRF2 dépendante d’ATM (Tanaka et al. 
2005). Deux des protéines du « shelterin » (qui représente l’ensemble des protéines 
protégeant le télomère) sont donc des cibles d’ATM. 
 
(f) Autres cibles 
 
D’autres cibles d’ATM sont connues et permettent de supposer un rôle d’ATM dans 
 53 
d’autres processus cellulaire : 





Ser111   Oui Initiation de la Traduction ; initiée in 
vivo après traitement à l’insuline 
(Voir figure 26) 
(Yang and 
Kastan 2000) 
c-jun Ser 63 
Ser 73 
Non Régulation de gènes (Lee et al. 
2001a) 
IKK  Non Permet la phosphorylation d‘IκB et 
donc lève l’inhibition de NFκB 
impliqué dans la régulation de gènes 
(Piret et al. 




4) Activation et régulation 
 
(a) Les modifications post-traductionnelles 
 
ATM est une protéine nucléaire présente sous forme d’homodimère inactif dont le 
niveau d‘expression n’est pas modifié par les radiations mais qui est activée par 
celles-ci (Bakkenist and Kastan 2003). En fait, l’activité kinase d’ATM est minimale 
ou basse dans des cellules non stressées et joue principalement un rôle dans la 
réponse de la cellule aux stress cellulaires qui affectent l’ADN et la structure de la 
chromatine comme les CDBs. Lors de l’induction de CDBs, ATM va se dissocier 
sous forme de monomère actif suite à l’autophosphorylation de la sérine 1981 et 
cette autophosphorylation n’est plus  observée en présence de wortmannine ou si le 
domaine kinase d’ATM est inactivé (Bakkenist and Kastan 2003). Même si cette 
autophoshophorylation sur la sérine 1981 ne semble pas obligatoire pour l’activité 
kinase d’ATM in vitro (Pellegrini et al. 2006), l’expression de la forme mutée S1981A 
ne permet pas de complémenter des cellules AT et inhibe la protéine ATM endogène 
en se comportant comme un dominant négatif (Bakkenist and Kastan 2003).  
La phosphorylation de la sérine 1981 n’est pas exclusivement le signe de la 
présence de CDBs. En effet, l’apparition de forme ATM phosphorylée sur sa sérine 
1981 est observée en conditions hypotoniques, lors d’un traitement à la chloroquine 
ou avec un inhibiteur d’histone déacétylase, la trichostatine A sans formation de 
foyers γH2AX (Bakkenist and Kastan 2003). L’hypothèse émise pour expliquer 
l’activation d’ATM en absence de CDBs est que ces traitements induisent des 
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modifications de la chromatine semblable à ceux créés par les CDBs. Ces 
modifications de la chromatine expliqueraient également la cinétique rapide 
d’activation d’ATM puisqu’ATM pourrait être activé à distance des CDBs (Bakkenist 
and Kastan 2003). 
 
Il existe d’autres sites de modifications post-traductionnelles d’ATM (Figure 27) : 
- Phosphorylation de la Sérine 1893 : Cette autophosphorylation est radio-
induite, inhibée par le KU55933 et la wortmannine et elle semble importante pour 
l’activité d’ATM puisque la mutation de la sérine en alanine ne permet pas de 
complémenter les cellules AT (aucune phosphorylation initiée par ATM n’est 
observée et la radiosensibilité n’est pas modifiée) mais elle n’empêche pas la 
phosphorylation de la sérine 1981 et inversement (Kozlov et al. 2006). Sa grande 
dépendance vis-à-vis du complexe MRN pourrait suggérer qu’elle ne se fait qu’une 
fois qu’ATM est arrivé au site de la CDB (Lavin m, Kozlov, cellcycle, 2007). 
- Phosphorylation de la Sérine 367 : Cette phosphorylation est aussi une 
autophosphorylation et ne permet pas de complémenter des cellules déficientes en 
ATM (Kozlov et al. 2006); 
Puisque la phosphorylation d’ATM peut jouer sur son activité, il est raisonnable de 
penser que certaines phosphatases puissent également jouer un rôle dans le 
contrôle de l’activation ou permettent de déphosphoryler ATM afin qu’elle revienne à 
un niveau d’activité basal. C’est le cas par exemple pour l’acide okadaique, un 
inhibiteur de phosphatase, qui entraîne une apparition de la protéine ATM 
phosphorylée sur sa Sérine 1981 en absence d’irradiation comparable à celle 
obtenue après 10 Gy  mais sans l’apparition de γH2AX et donc de CDBs (Goodarzi 
et al. 2004). La phosphatase impliquée est PP2A, elle est capable d’être co-
immunoprécipitée avec ATM dans des cellules non irradiées et l’interaction se fait 
par la sous-unité « scaffolding » de PP2A. Lors de l’irradiation, PP2A se dissocie 
d’ATM et cette dissociation est rendue impossible par l’expression d’une forme 
inactive d’ATM (Goodarzi et al. 2004). L’hypothèse de Goodarzi est que l’interaction 
de PP2A et d’ATM dans les cellules non irradiées permet d’inhiber la « tendance 
naturelle » d’ATM à se trans-autophosphoryler sur la sérine 1981. Et une fois libéré, 
ATM pourrait se lier à MRN et au site de la CDB afin d’être pleinement activée. 
Une autre phosphatase est capable de se lier à ATM et de réguler son activité, il 
s’agit de PP5. L’utilisation de siRNA dirigés contre PP5 diminue l’activité kinase 
d’ATM après irradiation et réduit la phosphorylation de substrats connus d’ATM, 







Figure 27. Modifications post-traductionnelles d’ATM. En bleu:












l’hypothèse des auteurs est qu’ATM ne serait pas la cible directe de PP5 mais que 
cette phosphatase pourrait  jouer sur un autre complexe (Ali et al. 2004). 
La dernière phosphatase impliquée à ce jour dans l’activité d’ATM est Wip1. En 
effet, elle peut déphosphoryler la sérine 1981 et la sérine 367 d’ATM in vitro et la 
déficience en Wip1 entraîne une augmentation de l’activité d’ATM (Shreeram et al. 
2006). 
-  Acétylation de la lysine 3016 située dans le domaine FATC par Tip60, une 
histone acetyltransférase. Cette acétylation est observée très rapidement après 
traitement par un agent clastogène, la bléomycine et ce, en parallèle de la 
phosphorylation de la sérine 1981 (Sun et al. 2005; Sun et al. 2007). La 
surexpression d’un mutant dominant négatif (déficient pour l’activité 
acétyltransférase) de Tip60 diminue l’acétylation d’ATM et son autophosphorylation, 
diminue l’activité kinase d’ATM in vitro et radiosensibilise les cellules (Sun et al. 
2005). La déplétion en Tip 60 par des siRNA inhibe la phosphorylation de p53 et 
Chk2, cibles connues d’ATM (Sun et al. 2005). Tip 60 est constitutivement associé à 
ATM au niveau de son domaine FATC et son activité HAT est augmentée en réponse 
aux CDBs (Sun et al. 2005). La mutation de la lysine 3016 empêche la dissociation 
du dimère d’ATM en monomère actif  et aucune phosphorylation des cibles d’ATM 
n’est visible (Sun et al. 2007). Cette équipe n’est pas la seule à rapporter le rôle de 
cette histone acetyltransférase dans l’activation d’ATM (Eymin et al. 2006) et cette 
protéine pourrait être le chaînon manquant dans l’explication de l’activation d’ATM 
en absence de CDBs mais en présence de traitement capables de modifier la 
chromatine (Bakkenist and Kastan 2003). 
Une autre histone acétyltransférase joue un rôle dans l’activation d’ATM, il s’agit de 
hMoF, l’orthologue humain de MOF (Males absent On the First) qui interagit avec 
ATM. L’irradiation des cellules ne modifie pas l’interaction mais en absence de 
hMoF, la phosphorylation de Chk2 est diminuée et donc l’activité d’ATM est 
moindre mais le rôle de cette acétyltransférase semble mineur par rapport à Tip 60 
dans l’activation d’ATM (Gupta et al. 2005). 
 
(b) Le complexe MRN 
 
L’activation d’ATM suite aux radiations ionisantes nécessite le complexe MRN 
composé de la protéine Nbs1, de la protéine Mre11 et de la protéine Rad50. Le 
syndrome de Nimègue (Nijmegen Breakage Syndrome) causé par une mutation 
hypomorphique de Nbs1 et l’Ataxia-Telangiectasia-Like-Disorder (ou ATLD) causée 
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par un gène hypomorphique de Mre11, présentent tous les deux des signes 
cliniques et cellulaires proches de l’Ataxie Telangiectasie comme l’instabilité 
chromosomique, la radiosensibilité et des défauts d’arrêt du cycle cellulaire (Carney 
et al. 1998; Stewart et al. 1999). Cette ressemblance suggère que le complexe MRN 
et ATM sont impliqués dans des voies de signalisations similaires in vivo. En effet, 
MRN joue un rôle d’activateur en amont d’ATM puisque dans des cellules issues de 
patients NBS ou ATLD, une diminution de la forme phosphorylée sur la sérine 1981 
d’ATM ainsi qu’une diminution des cibles d’ATM phosphorylées (P-Chk2, P-p53) 
sont observées en réponse à la néocarcinostatine, un génotoxique capable d’induire 
des CDBs (Uziel et al. 2003) et après traitement à de faibles doses de radiations 
(Horejsi et al. 2004). De plus, ATM n’est pas retenue aux sites des CDBs dans ces 
cellules déficientes pour Mre11 ou Nbs1 (Uziel et al. 2003). Et ce phénotype est 
reversé lors de la transfection des protéines Mre11 et Nbs1 respectivement (Uziel et 
al. 2003). Il est intéressant de noter que l’activité nucléase de Mre11 est nécessaire 
à l’activation d’ATM ce qui pourrait suggérer qu’une maturation des brins d’ADN au 
niveau des CDBs par Mre11 pourrait jouer un rôle dans l’activation d’ATM (Uziel et 
al. 2003). L’hypothèse émise par les auteurs est que lors de l’apparition d’une CDB, 
le complexe MRN se lie à l’ADN au niveau de la cassure, modifie les extrémités de 
l’ADN, recrute ATM et l’active, ce qui entraîne la phosphorylation de différentes 
cibles d’ATM (Carson et al. 2003; Uziel et al. 2003) (Figure 28).  
L’interaction directe du complexe MRN et d’ATM et la modulation de l’activité d’ATM 
par MRN ont été confirmées par Lee et Paull en 2004 (Lee and Paull 2004). A l’aide 
des protéines purifiées ATM, Mre11, Nbs1 et Rad50, ils ont effectué un essai kinase 
in vitro qui montre que le complexe MRN stimule l’activité kinase d’ATM in vitro sur 
ses substrats p53, Chk2 et H2AX. De plus, par une technique de gel filtration, ils 
ont pu observer que le complexe MRN et ATM possédaient plusieurs points de 
contact et que MRN pouvait stimuler l’activité d’ATM en stabilisant la liaison d’ATM 
et de son substrat (Lee and Paull 2004). En outre, ils ont également montré que la 
présence d’ADN n’était pas nécessaire à la liaison de MRN à ATM et au substrat de 
celui-ci, ni à l’activation d’ATM puisque toutes leurs expériences ont été faites en 
absence d’ADN (Lee and Paull 2004).  
Cependant, Kitagawa et al ont observé une activation d’ATM et une phosphorylation 
de p53 en absence de Nbs1 mais ATM nécessite un recrutement aux sites des CDBs 
par le complexe MRN pour être pleinement activée et pouvoir phosphoryler ses 
autres cibles (Kitagawa et al. 2004).  
Il existe également des preuves que le complexe MRN interagit avec MDC1 
Figure 28. Recrutement et activation d’ATM par le complexe MRN. A) En
réponse à une CDB, plusieurs événements simultanés se produisent afin
d’activer le signal de transduction d’ATM; B) ATM existe sous forme d’un
complexe multimérique inactif qui, en réponse aux dommages de l’ADN, subit
une autophosphorylation et se monomérise sous forme active; C) un variant
d’histone, H2AX, présent au niveau de la chromatine devient phosphorylé et
sert de plateforme de liaison pour les facteurs de réparation. Le complexe MRN
est ainsi localisé au niveau de la lésion de l’ADN ainsi que la protéine BRCA1;
D)L’assemblage de ce complexe facilite la colocalisation coordonnée d’ATM actif
et d’autres facteurs incluant MDC1 et 53BP1. BRCA1, MDC1 et 53BP1 sont
aussi phosphorylés de manière dépendante d’ATM. Ce complexe multiprotéique
facilite la réponse aux CDBs. D’après McKinnon et al, EMBO R, 2004
Figure 29. Modèles des fonctions d’ATMIN et Nbs1 en réponse à
l’activation d’ATM par les radiations ionisantes (I) et les chocs
hypotoniques (II). D’après Kanu et al, EMBO J, 2007
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(Mediator of DNA damage Checkpoint 1) et que son recrutement aux sites des CDBs 
est dépendant de MDC1. Etant donné l’importance de MRN dans l’activation d’ATM, 
la suppression de MDC1 a un fort impact sur l’activation d’ATM comme l’a montré 
Mochan puisque l’utilisation de siRNA dirigés contre MDC1 diminue la 
phosphorylation d’ATM et de ses substrats (Mochan et al. 2003). Ils ont également 
montré que la suppression de p53 dans des cellules déficientes pour Nbs1 entraîne 




Une autre protéine est également capable d’activer ATM et ce, indépendamment des 
dommages à l’ADN. En effet, il a été récemment découvert une nouvelle protéine, 
ATMIN, capable de se lier à ATM par le même motif que Nbs1 (Kanu and Behrens 
2007). En présence d’un traitement à la chloroquine ou d’un traitement 
hypotonique, le dimère inactif ATM se sépare et se lie à ATMIN qui permet son 
activation, visible grâce à la forme phosphorylée sur la serine 1981 et à des cibles 
d’ATM phosphorylées (p53, Chk2,…) (Kanu and Behrens 2007). Les auteurs 
proposent donc un système d’activation très proche de celui de Nbs1 en présence 
de dommages à l’ADN. Il y aurait donc une balance entre la liaison d’ATM à Nbs1 et 
celle d’ATM à ATMIN, l’une se faisant en présence de traitements génotoxiques et 




ATR est également capable d’activer ATM lors de blocages des fourches de 
réplication. En effet, l’équipe de Penny Jeggo a montré en 2006 qu’ATR était capable 
d’induire la phosphorylation de la sérine 1981 d’ATM en réponse à l’hydroxyurée ou 
aux UV (ces deux traitements entraînent un blocage des fourches et l’activation 
d’ATR). Cette phosphorylation est indépendante du complexe MRN, mais indique 
bien une activation d’ATM puisqu’une augmentation de la phosphorylation de Chk2 
est observée (Stiff et al. 2006). Cette activation d’ATM dépendante d’ATR est 




Le facteur de transcription FOXO3a (forkhead box-O) est capable d’interagir avec 
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ATM au niveau de son domaine FAT et cette interaction permet 
l’autophosphorylation d’ATM sur sa sérine 1981 ainsi que la phosphorylation des 
cibles d’ATM comme H2AX (Tsai et al. 2008). 
 
Donc, en résumé, l’apparition de dommages de l’ADN va entraîner l’activation 
d’ATM et la phosphorylation de ses substrats en deux étapes distinctes : 1) le 
changement de structure de la chromatine induit l’autophosphorylation 
d’ATM et la dissociation de l’homodimère et 2) le monomère activé d’ATM va 
être recrutés jusqu’à ses substrats, la plupart étant localisés au site du 




Etant donné l’importance du rôle d’ATM et des PI3KK en général dans la réponse à 
la radiothérapie et la chimiothérapie, un très grand nombre d’inhibiteurs d’ATM ont 
été développés. Les principaux inhibiteurs utilisés sont : 
- L’inhibiteur le plus connu de la famille des PI3KK est la wortmannine. C’est un 
inhibiteur non compétitif qui modifie de manière covalente une lysine du domaine 
catalytique, il est peu spécifique et inhibe chaque membre à plus ou moins fortes 
doses. En ce qui concerne ATM, son IC50 est de 150 nM (Sarkaria et al. 1998) (mais 
une autre équipe a trouvé une IC50 de 300 nM (Veuger et al. 2003)) et il entraîne 
une radio-sensibilisation des cellules (Sarkaria et al. 1998). 
- Un autre inhibiteur d’ATM est la caféine. En effet, cet inhibiteur réversible  non 
compétitif possède une IC50 de 0,2 mM pour ATM, 1,1 mM pour ATR, 10 mM pour 
la DNA-PKcs, 0,4 mM pour mTOR (Sarkaria et al. 1999) et de 0,3 mM pour hSMG-
1. Il est donc assez peu spécifique de l’un ou l’autre des membres des PI3KK mais 
lui aussi induit une radio-sensibilisation des cellules cancéreuses à des doses 
inhibant ATM (Choi et al. 2006).  
- Le dernier né des inhibiteurs spécifiques d’ATM est le KU-55933. Le 2-morpholin-
4-yl-6-thianthren-1-yl-pyran-4-one est un inhibiteur spécifique compétitif de l’ATP 
qui inhibe ATM avec une IC50 de 13 nM contre 2,5 µM pour la DNA-PK, 9,3 µM 
pour mTOR et 0,1 mM pour ATR (Hickson et al. 2004). Son utilisation sur des 
cellules proficientes pour ATM entraîne une radio- et une chimio-sensibilisation lors 
de l’utilisation d’agents genotoxiques induisants des CDBs mais n’a aucun effet sur 
des cellules déficientes en ATM (Hickson et al. 2004). 
 
Figure 30. Reconnaissance des CDBs et des fourches de réplication
bloquées par ATR. Le complexe Rad17 est seulement un exemple des
nombreux substrats d’ATR/ATRIP qui sont recrutés au niveau des CDBs ou des
fourches de réplication bloquées. Le recrutement de ATR/ATRIP aux fourches
de réplication et la phosphorylation des substrats d’ATR sont stimulés par les







La protéine ATR (Ataxia Telangiectasia and Rad3-related protein) est également 
appelée FRAP-related protein 1, FRP1, MEC1, SCKL ou SCKL1. Toutes ces 
dénominations correspondent à une grosse protéine (comme tous les membres des 
PI3KK) de 300 kDa. Elle comprend elle aussi un domaine sérine/thréonine kinase 
entouré de deux domaines FAT et FATC. 
ATR possède une protéines d’interaction nommée ATRIP pour ATR-interacting 
protein. Cette protéine de 86 kDa, découverte en 2001, est capable de se lier à ATR 
(Cortez et al. 2001) et de réguler l’expression d’ATR puisque l’utilisation de siRNA 
dirigés contre ATRIP entraîne une diminution de l’expression d’ATR.  
ATR joue surtout un rôle dans les cellules cyclantes et particulièrement en phase S 
lors de la réplication de l’ADN (Ward et al. 2004). En effet, c’est lors de traitements 
pouvant induire un blocage des fourches de réplication (UV, HU, inhibiteurs de 
topoisomérase,…) qu’une activation d’ATR est observée. ATR est en particulier 
activé lors de la présence d’ADN simple-brin recouvert par la protéine RPA. Lors de 
la maturation des CDBs, il peut également y avoir création d’ADN simple-brin, 
reconnus par RPA puis par ATRIP/ATR (Zou and Elledge 2003) (Figure 30). 
 
2) Fonctions d’ATR 
 
(a) Dans le cycle cellulaire 
 
ATR joue surtout un rôle dans les checkpoints du cycle cellulaire par l’activation de 
sa cible, Chk1. Chk1 est, tout comme ATR, un gène essentiel puisque l’absence de 
sa protéine entraîne la mort précoce de l’embryon (Bartek and Lukas 2003). 
La délétion conditionnelle de Chk1 dans des cellules épithéliales mammaires 
montrent une entrée en phase S et M inappropriées et une accumulation de 
dommages pendant la réplication (Lam et al. 2004). 
 
(i) Au niveau du checkpoint G1/S 
 
En plus de son rôle sur p53, similaire à celui d’ATM (phosphorylation et activation 
Figure 31. Rôle d’ATR dans le cycle cellulaire. Les voies de signalisation
impliquent des protéines médiatrices (MDC1, 53BP1, le complexe MRN et
BRCA1) qui amplifie le signal des kinases transductrices (Chk1 et Chk2) et
des protéines effectrices. Les facteurs de réplication collapsés ou bloqués  en
phase S activent ATR, ce qui mène à la phosphorylation de Chk1 puis à la
phosphorylation et à la protéolyse de Cdc25A. Ceci prévient l’initiation des
nouvelles origines de réplication et ralentit la réplication. Les CDBs en G2
peuvent activer directement ATM et indirectement ATR via la résection du
brin. Similairement à l’activation rapide des points de contrôle du cycle
cellulaire G1/S et intra-S, le checkpoint G2/M est initié par la
phosphorylation des kinases Chk1 et Chk2 et de la phosphatase Cdc25C. Ceci
prévient la déphosphorylation de Cdk1/Cycline B requis pour la progression
en mitose. Bien que p53 ait un rôle essentiel dans l’arrêt G1/S dépendant de
p21, il n’est pas essentiel pour le checkpoint G2/M même s’il le favorise.
D’après Lobrich et Jeggo, Nat Rev Cancer, 2007
c
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de p53 qui va augmenter la transcription de la protéine p21/Waf1, inhibitrice du 
cycle en G1 ; ATR et Chk1 vont aussi inhiber la protéine Mdm2, elle-même 
inhibitrice de p53), ATR joue également un rôle sur Cdc25A. Cdc25A est un 
activateur des cyclines E (et A) et de Cdk2 qui permettent l’entrée en phase S. 
ATR/Chk1 vont pouvoir moduler le niveau de phosphorylation de Cdc25A et de 
cette façon, sa dégradation par un système ubiquitine/protéasome classique. En 
l’absence de dommages de l’ADN, Cdc25A est normalement phosphorylé par 
ATR/Chk1 et son niveau est maintenu (Bartek and Lukas 2003). Mais en présence 
de dommages, ATR et Chk1 sont activés et la dégradation de Cdc25A est augmentée 
entraînant un blocage du cycle cellulaire en G1 (Figure 31). 
Ces deux régulations du cycle indépendantes – p53 et Cdc25A –  par ATR ne 
présentent pas les mêmes cinétiques. En effet, la dégradation de Cdc25A est un 
phénomène plus rapide que la voie p53-dépendante qui nécessite la transcription et 
la traduction de nouvelles protéines. La première permettrait donc de retarder la 
transition G1/S jusqu’à ce que la voie p53-dépendante prolonge l’arrêt en G1.  
Le niveau de Chk1 est bas en début de G1 et augmente à la fin de cette phase 
lorsque son action devient nécessaire (Kaneko et al. 1999).  
 
(ii) Au niveau du checkpoint intra-S 
 
Le mécanisme de dégradation de Cdc25A dépendant de Chk1 et d’ATR joue 
également un rôle dans le checkpoint intra-S puisque Cdc25A active les 
cdk/cyclines de la phase S (Cdk2/CyclineA) (Bartek et al. 2004; Sorensen et al. 
2004) (Figure 31). De plus, la phosphorylation de Cdc7 par ATR joue aussi un rôle 
(Costanzo et al. 2003). 
 
(iii)  Au niveau du checkpoint G2/M 
 
ATR/Chk1 joue un rôle principalement au niveau des checkpoints G1 et S mais ne 
semble pas avoir un rôle critique pour l’arrêt en phase G2/M (Horton et al. 2007). 
Cependant, quelques équipes ont montré que l’activation d’ATR et de Chk1 en 
phase G2 pouvait entraîner un arrêt du cycle en G2/M de la même manière qu’en 
G1/S (Xiao et al. 2003). 
En effet, ATR en activant Chk1 va permettre la phosphorylation par ce dernier de 
Cdc25C au niveau de la sérine 216. Cette phosphorylation va entraîner la liaison de 
Cdc25C avec la protéine chaperonne 14-3-3 qui va le séquestrer hors du noyau et 
 61 
empêcher l’activation du complexe Cdk1/Cycline B nécessaire à l’entrée en mitose 
(Sanchez et al. 1997) (Figure 31). 
ATR pourrait également réguler le niveau de phosphorylation et la localisation de la 
cycline B1 en jouant sur la protéine Plk1 (polo like-kinase 1) (Deming et al. 2002). 
En effet, cette kinase est capable de phosphoryler la cycline B1 sur sa sérine 147 ce 
qui permet son accumulation nucléaire, nécessaire au passage en phase M. ATR en 
inhibant Plk1 ne permet pas la localisation nucléaire de la cycline B1 et donc 
bloque la transition G2/M (Deming et al. 2002). 
 
(b) Dans la réplication de l’ADN 
 
Un des rôles principaux d’ATR est de surveiller la réplication de l’ADN. La 
surveillance de la réplication est permise par le recrutement d’ATR et d’ATRIP au 
niveau du simple brin d’ADN, généré par un découplage de l’activité hélicase et 
polymérase au niveau des fourches de réplication, et sur lequel s’est fixé un grand 
nombre de protéines RPA (replication protein A) (Zou and Elledge 2003). Cette 
reconnaissance permet une stabilisation des fourches de réplication lésées et 
empêche la perte du « réplisome » mais permet également un arrêt du cycle afin de 
permettre la réparation de la lésion (Paulsen and Cimprich 2007). La présence de 
RPA, des complexes Rad17 et 9-1-1 et de TopBP1 est nécessaire à ce rôle de 
protection des fourches et d’arrêt du cycle induit par ATR/ATRIP/Chk1 (Paulsen 
and Cimprich 2007) (Figure 32). 
Ces blocages de fourches de réplication peuvent se produire au niveau de sites 
particuliers de l’ADN comme les structures secondaires de l’ADN (hairpins par 
exemple) ou des sites fragiles de l’ADN (régions de l’ADN qui se répliquent 
tardivement lors de la phase S et qui présentent de nombreuses brèches ou 
cassures du chromosome durant la métaphase). Là encore, c’est ATR qui permet la 
stabilité de ces sites fragiles et des structures secondaires de l’ADN en arrêtant le 
cycle si la réplication de ces régions est incomplète et en stabilisant les fourches de 
réplication bloquées au niveau de ces sites particuliers (Paulsen and Cimprich 
2007). 
ATR va pouvoir protéger les fourches de réplication bloquées par des lésions grâce à 
plusieurs mécanismes (Figure 33):  
- il maintient l’association des polymérases au niveau des fourches de 
réplication ; la polymérase ε interagit avec TopBP1 et Rad17 tandis que la 
polymérase α est une cible indirecte d’ATR chez la levure (Paulsen and 
Figure 32. Rôle d’ATR dans la réplication de l’ADN. D’après Delacroix
et al, Genes and dev, 2007
Figure 33. Rôle d’ATR dans la maintien des fourches de réplication
bloquée. A) ATR stabilise l’association des polymérases avec des facteurs
bloqués pour faciliter la progression de la réplication; B) ATR module l’activité
hélicase de RecQ, peut-être via des phosphorylations; C) Ceci permet la
formation de facteurs de réplication stable et supprime la recombinaison
homologue; D) ATR et Chk1 peuvent garder le réplisome en conformation
stable en limitant le déroulement médié par MCM au niveau des fourches de
réplication bloquées. Ceci empêche l’accumulation d’ADN simple brin qui peut
causer la formation de structures alternatives au niveau des fourches. D’après
Paulsen et al, DNA Repair, 2007
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Cimprich 2007) ; 
- il inhibe la recombinaison homologue au niveau des fourches bloquées en 
jouant directement ou indirectement sur plusieurs protéines : Mus81 
(endonucléase), la famille de hélicases RecQ (BLM et WRN, phosphorylées et 
activées toutes deux par ATR au niveau des fourches bloquées, elles pourrait 
résoudre les structures complexes des fourches bloquées, structure en pieds 
de poule ou autre) mais aussi BRCA1, BRCA2 et FANCD2 nécessaire à la 
stabilisation des fourches de réplications (BRCA1 et FANCD2 sont des cibles 
directes d’ATR) ; 
- il modifie RPA ce qui va permettre de modifier l’interaction entre RPA et les 
DNA polymérases (donc diminuer la synthèse d’ADN) et avec les protéines de 
la recombinaison homologue (donc inhiber la recombinaison homologue) ; 
- il régule le découplage des activités hélicases/polymérases à l’origine des 
blocages de fourches de réplication en bloquant le « déroulement » de l’ADN 
par les protéines MCM ; le complexe MCM interagit avec Rad17 et ATRIP 
tandis que MCM2 est phoshorylée directement par ATR après traitements 
avec des inhibiteurs de réplication ou des traitements endommageant l’ADN. 
 
 
(c) Dans la sénescence 
 
Il existe deux types de sénescence : la sénescence réplicative, due au 
raccourcissement des télomères, et la sénescence métabolique, causée par les 
radicaux libres de l’oxygène. Lorsque la cellule présente des télomères trop courts, 
une activation de p53 se produit et elle va mener à un arrêt de cycle. L’activation 
d’ATR par l’hydroxyurée ou le tamoxifène entraîne, lorsque l’arrêt de cycle se 
prolonge, une senescence dépendante de p53 (Toledo et al. 2008). 
Dans les lymphocytes seckel déficients en ATR traités aux UV ou à des traitements 
bloquants les fourches de réplication, une fragmentation nucléaire et des 
catastrophes mitotiques sont visibles mais pas de signes de sénescence (Alderton et 
al. 2004). ATR est nécessaire à la fois pour induire et pour maintenir la sénescence 
cellulaire (Hovest et al. 2006). 
 
(d) Dans la régulation des centrosomes 
 
L’absence d’ATR dans des cellules Seckel a également mis en évidence 
Figure 34. Activation d’ATR. D’après Zou et al, Genes Dev, 2007
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l’augmentation du nombre de centrosomes dans les cellules mitotiques ce qui 
suggère un rôle d’ATR dans la régulation des centrosomes (Alderton et al. 2004). 
Chk1, cible d’ATR, est également nécessaire à l’augmentation du nombre de 
centrosome lors de l’induction de dommages à l’ADN par RI (Bourke et al. 2007). 
ATR, ATRIP, Chk1 mais également Chk2 et ATM sont localisés au niveau des 




A la différence d’ATM, activée par l’irradiation, il n’y a pas ou peu de modifications 
de l’activité d’ATR lors de stress requerrant ATR (Tibbetts et al. 2000). En effet, ATR 
semble être toujours « prêt » à phosphoryler ses substrats. Son activité semble donc 
plutôt contrôlée par sa localisation cellulaire. En présence de stress comme les UV 
ou l’hydroxyurée, ATR est complexé à ATRIP (ATR-interacting protein), ce qui va 
permettre sa liaison à RPA présent au niveau des simples brins d’ADN et c’est cette 
localisation qui va permettre à ATR de phosphoryler ses substrats (Zou and Elledge 
2003). Même si l’importance de RPA dans le recrutement d’ATR au niveau de l’ADN 
simple brin est controversée (Zou and Elledge 2003; Unsal-Kacmaz and Sancar 
2004), l’importance de la relocalisation d’ATR est acceptée par tous. 
D’autres protéines vont être recrutées en même temps qu’ATR sur l’ADN simple brin 
en particulier des cibles d’ATR comme Rad17, la claspine, …Tous ces évènements 
vont alors permettre la phosphorylation de ces cibles par ATR (Zou and Elledge 
2003). Deux complexes, le complexe Rad17 et le complexe 9-1-1 vont également 
jouer un rôle dans l’activation d’ATR. Le complexe Rad17 est recruté via RPA et va à 
son tour recruter le complexe 9-1-1 (Zou et al. 2003). ATR, activé, va alors 
phosphoryler Rad17 et Rad9 qui appartiennent aux deux complexes distincts 
Rad17 et 9-1-1 (Zou 2007). Ce complexe 9-1-1 va surtout permettre la 
phosphorylation de la principale cible d’ATR, Chk1 via le recrutement de TopBP1 
(Sorensen et al. 2004) (Delacroix et al. 2007) tandis que la phosphorylation de 
Rad17 va permettre le recrutement de la claspine et lui aussi, permettre la 
phosphorylation de Chk1 (Wang et al. 2006). (Figure 34) 
TopBP1 est capable de multiplier par 5 l’activité kinase d’ATR in vitro seule et ce 
chiffre est encore multiplié par 4 en présence d’ADN et par 20 en présence d’ADN 
endommagé par des UV ou des molécules faisant le même type de dommages 
(Kumagai et al. 2006; Choi et al. 2007). La claspine permet de maintenir une 
interaction stable entre les différents protagonistes c’est-à-dire ATR, claspine et 
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Chk1 (Kumagai and Dunphy 2003). 
Les protéines ATM et Mre11 jouent aussi un rôle dans l’activation d’ATR en 
réponse aux RI mais pas aux UV et à l’hydroxyurée (Myers and Cortez 2006). En 
effet, ATM et Mre11 facilitent le recrutement rapide d’ATR/ATRIP aux sites des 
dommages de l’ADN puisqu’en leur absence la relocalisation du complexe d’ATR est 
moins efficace. De plus, en absence d’ATM ou de Mre11, la formation des foyers de 
RPA est défectueuse après irradiation. Les auteurs formulent l’hypothèse qu’ATM et 
Mre11 pourrait permettre la transformation des CDBs en ADN simple brin qui 
pourrait recruter RPA et consécutivement entraîner la relocalisation d’ATRIP/ATR 
aux sites des CDBs (Myers and Cortez 2006). 
Nbs1 joue également un rôle dans le processus d’activation d’ATR puisqu’en 
absence de Nbs1, les cibles d’ATR sont moins phosphorylées. Cependant, Nbs1 
jouerait plus un rôle en retenant ATR au niveau des fourches arrêtées qu’en 
activant réellement ATR (Stiff et al. 2005). C’est également le rôle attribué à H2AX 
par une équipe (Ward et al. 2004). 
La protéine Bcr-Abl par contre, a un effet négatif sur l’activation d’ATR en se liant à 
elle puisque lors de l’expression de Bcr-Abl, une diminution de la phosphorylation 
de Chk1 est observée en réponse à un traitement par l’étoposide et cet effet est 




Tandis que les cellules tolère l’absence d’ATM, la protéine ATR est une protéine 
essentielle puisque les embryons de souris ATR-/- meurent précocement lors du 
développement embryonnaire à cause d’une mort apoptotique causée par 
l’augmentation de la fragmentation des chromosomes (Brown and Baltimore 2000). 
Ces observations suggèrent également qu’ATR est nécessaire à la progression du 
cycle cellulaire normal et ce, même en l’absence de stress cellulaire. 
Le syndrome de Seckel ou « nanisme à tête d’oiseau » est une maladie autosomale 
récessive qui touche une naissance sur 10 000. Les signes cliniques de cette 
maladie sont un nanisme sévère, un retard mental, une microcéphalie et une 
dysmorphie faciale caractéristique qui donne son nom à la maladie. Le rôle d’ATR 
dans cette maladie n’a été confirmé qu’en 2003 lorsque l’identification d’une 
mutation ponctuelle d’ATR dans deux familles atteintes du syndrome de seckel a 
été identifiée (O'Driscoll et al. 2003). Cette mutation en déstabilisant l’épissage 
d’ATR entraîne une diminution du transcrit et de la protéine (O'Driscoll et al. 2003). 
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 ATR comme sa voisine la plus proche des PI3KK, ATM, est sensible à la 
wortmaninne, à la caféine et au LY294002 (Hall-Jackson et al. 1999; Sarkaria et al. 
1999). Pour ATR, l’IC50 de la caféine est de 1,1 mM , celui de la wortmannine est de 










TRRAP (Transformation/transcription domain-Associated Protein) est un membre 
des PI3KK découvert récemment, en 1998, par l’équipe de Michael Cole (McMahon 
et al. 1998). Il s’agit d’une protéine très conservée dans l’évolution et qui possède de 
nombreux homologues dans différentes espèces (Tra1 chez la levure, Trrap chez la 
souris et Nipped-A chez la drosophile entre autres) (McMahon et al. 1998). Il 
possède les mêmes domaines que ceux de la famille des PI3KK (FAT, PI3K-like, 
FATC,…) auxquels s’ajoutent 8 motifs LXXLL, souvent retrouvés chez les 
coactivateurs transcriptionnels, distribués sur toute la partie N-terminale et qui 
pourraient jouer un rôle dans l’interaction avec les récepteurs nucléaires (Heery et 
al. 1997). Cependant, à la différence des autres membres de PI3KK, TRRAP ne 
possède pas d’activité protéine kinase (Vassilev et al. 1998). 
 
(b) Fonction dans la transcription 
 
Décrit à l’origine comme un partenaire de c-Myc (McMahon et al. 1998), de 
nombreuses études ont montrés que d’autres facteurs de transcription 
interagissaient également avec TRRAP (McMahon et al. 1998; Lang et al. 2001; 
Yanagisawa et al. 2002).   
En fait TRRAP fait partie d’un complexe plus large, un complexe « HAT » qui 
comprend une sous-unité catalytique histone acétyl transférase, des protéines 
adaptatrices, plusieurs autres protéines dont le rôle est inconnu et la protéine 
TRRAP. Au sein de ce complexe, TRRAP est responsable de son recrutement au 
niveau de la chromatine lors de la transcription, de la réplication et de la 
réparation. En effet, TRRAP est le seul composé de ce complexe qui rentre en 
contact avec différents facteurs de transcription (Brown et al. 2001; Bhaumik et al. 
2004) et il est le premier recruté au niveau de la chromatine avant les autres sous-
unité du complexe HAT (Memedula and Belmont 2003). Il permet alors le 
recrutement de tout le complexe au niveau des facteurs de transcription déjà fixés 
sur leur séquence spécifique, ce qui entraîne l’acétylation des histones au niveau 
du promoteur cible et l’expression des gènes cibles via la relaxation de la 
Figure 35. Rôle de TRRAP dans la transcription et réparation des
cassures double-brins. a) Les complexes HAT acétylent les histones H3 et H4
permettant la relaxation de la structure chromatinienne, facilitant le
recrutement de la machinerie de transcription (TM) et menant à l’activation de
la transcription; b) Les CDBs de l’ADN sont reconnues par les détecteurs des
dommages de l’ADN qui vont phosphoryler l’histone H2AX. La phosphorylation
de H2AX (γH2AX) est suivie par le recrutement du complexe TRRAP/HAT. Le
recrutement d’HATs additionnels et de remodeleurs de la chromatine permet
une plus grande relaxation de la chromatine qui favorise le recrutement de
facteurs de réparation de l’ADN. Lors de la NHEJ, le complexe TRRAP/MRN
peut être recruter en parallèle des CDBs ou avant le recrutement des
détecteurs de CDBs. Lors de la recombinaison homologue (HR), en plus de
l’acétylation des histones autour de la CDB, TRRAP/HAT peut aussi acétyler
les histones sur les régions homologues de la chromatide sœur.
T.F. = Facteur de transcription
T.M. = Machinerie de transcription
Det. = Détecteurs des dommages de l’ADN
D’après Murr et al, Oncogene, 2007
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chromatine (McMahon et al. 2000; Bouchard et al. 2001; Frank et al. 2001; Taubert 
et al. 2004) (Figure 35). 
 
(c) Fonction dans la réparation 
 
Récemment, TRRAP a également été impliqué dans la réparation des CDBs 
puisqu’en entraînant l’hyperacétylation de la chromatine autour de la cassure, il 
permet l’accessibilité à l’ADN des protéines de réparation (Murr et al. 2006) (Figure 
35) et l’importance des HATs dans la réparation était déjà connue puisque en 2000, 
Ikura a montré que des mutations de Tip60, une HAT reconnue par TRRAP, 
entraînait un défaut de réparation des CDBs après radiations ionisantes (Ikura et 
al. 2000). Mais il semble également jouer un rôle dans la réparation 
indépendamment de son rôle de « recruteur » des HAT. En effet, il peut se complexer 
avec  le complexe MRN (Mre11, Rad50, Nbs1) et ce complexe (MRN / TRRAP) est 
dépourvu d’activité HAT (Robert et al. 2006). 
 
(d) Fonction dans la réplication 
 
Par son action de recrutement des complexes HAT au niveau de la chromatine, 
TRRAP pourrait également jouer un rôle dans la réplication. En effet, l’acétylation 
des histones est présente au niveau des origines actives de réplication (Aggarwal 
and Calvi 2004) et l’hypothèse est que l’acétylation des histones augmente 
l’accessibilité des protéines de réplication au niveau des origines de réplication en 
donnant une conformation « ouverte » à la chromatine (Murr et al. 2007). 
De par ces capacités de reconnaissance et de recrutement de nombreuses protéines 
à la chromatine, TRRAP pourrait avoir un rôle clé dans l’orchestration des 
processus nécessitant la chromatine (Murr et al. 2007). 
 
(e) KO de TRRAP 
 
TRRAP est une molécule essentielle puisque sa délétion entraîne la mort précoce 
des embryons et l’obtention de cellules ES déficientes pour TRRAP n’est pas 
possible (Herceg et al. 2001). Un sytème inductible de délétion de TRRAP a permis 
de montrer qu’elle jouait un rôle dans la régulation de la transcription, la 
progression du cycle cellulaire et la mitose (Herceg et al. 2001). Cependant, 
l’implication de TRRAP dans de nombreux processus de transcription via son 
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interaction avec les HAT ne peut pas permettre de conclure s’il s’agit d’une létalité 
directement liée à l’absence de TRRAP ou à un défaut de transcription de gènes 
secondaires à un défaut d’acétylation de la chromatine. De même, les protéines du 
complexe MRN qui s’associent à TRRAP, sont toutes essentielles au développement 
et l’inactivation de l’un ou l’autre de ces composants entraîne la mort embryonnaire 
précoce (Xiao and Weaver 1997; Luo et al. 1999; Zhu et al. 2001). Il n’est donc pas 
exclu que le caractère essentiel de TRRAP puisse être la conséquence d’une 






Découvert en 2001 par deux équipes, hSMG-1 est le membre des PI3KK identifié le 
plus récemment (Denning et al. 2001; Yamashita et al. 2001). Long de 3657 acides 
aminés, son poids moléculaire approche les 400 kDa (Yamashita et al. 2001). 
Cependant, il existerait 4 isoformes et son expression varie selon les lignées 
(Yamashita et al. 2001). A la différence des autres PI3KK, son domaine d’activité 
catalytique PI3 Kinase-like n’est pas situé tout à la fin de l’extrêmité C-terminale 
mais il est séparé du domaine FATC (Denning et al. 2001) par une longue région de 
plus de 1000 acides aminés apparu tardivement lors de l’évolution (elle est absente 
chez  C. Elegans) et dont le rôle est encore inconnu. Mais de même qu’ATM, ATR et 
DNA-PK, elle possède une activité kinase reconnaissant le motif S/TQ (Yamashita et 
al. 2001), est activée par de fortes concentrations en Mn2+ et est sensible aux 
inhibiteurs pharmacologiques tels que la wortmannine (IC50=80 nM in vitro et 2 µM 
in cellulo) et la caféine.  
  
(b) Fonctions de hSMG1 
 
(i) Le NMD (Nonsense Mediated Decay) 
 
Chez les eucaryotes, les ARNm nouvellement transcrits vont subir plusieurs étapes 
de modifications avant d’être capables d’être traduits en protéines. Ces étapes 
s’assurent que seuls les ARNm qui donneront des protéines correctes seront 
traduits. Un des défauts majeurs des ARNm est l’introduction d’un codon stop 
prématuré ou PTCs (premature termination codons). Ces ARNm incorrects vont être 
Figure 36. Le complexe de surveillance du NMD. D’après Eulalio et al,
Nat Rev Mol Cell Biol, 2007
Figure 37. Le mécanisme du NMD. Le complexe de surveillance du
génome s’assemble à la jonction exon-exon de l’ARNm épissé. La
présence d’un PTC déclenche la phosphorylation de Upf1 par SMG-1 ou
la déphosphorylation de Upf1 par SMG5/7. L’ARNm portant le PTC est
dégradé par en même temps une perte de la coiffe en 5’, une déanylation
en 3’ et une dégradation exonucléolytique à partir de l’extrémité 5’ vers






pris en charge par le processus de surveillance appelé NMD (Nonsense Mediated 
Decay) et rapidement dégradés (Behm-Ansmant et al. 2007). Le rôle du NMD est 
donc de protéger la cellule des conséquences délétères que pourraient avoir la 
traduction de ces ARNm contenant des PTCs en protéines tronquées et anormales. 
Comment le complexe NMD reconnaît un PTC ? La règle de position stipule que 
lorsqu’un codon de terminaison est situé à plus de 50 nucléotides en amont de la 
dernière jonction exon-exon, alors il est reconnu comme prématuré (PTC) et l’ARNm 
est dégradé par NMD. Tandis que lorsque le codon de terminaison est situé à moins 
de 50 nucléotides de la dernière jonction ou dans le dernier exon, l’ARNm ne sera 
pas dégradé et il y aura arrêt de la traduction. 
En plus de protéger la cellule contre les effets des mutations causant l’apparition de 
PTCs, le NMD joue un rôle dans le développement cellulaire normal. Par exemple 
lors du réarrangement V(D)J, ces réarrangements sont peu fidèles et la plupart vont 
générer des gènes non fonctionnels, contenant des PTCs. Le NMD joue un rôle 
primordial dans le maintien d’un répertoire de TcR et Ig fonctionnels puisqu’il 
dégrade les transcrits non productifs (Li and Wilkinson 1998). Récemment, de 
nouvelles données ont suggéré que le NMD était couplé avec le processus d’épissage 
alternatif  des ARNm afin de controler les variations d’expression des protéines en 
fonctions du type cellulaire (Lewis et al. 2003). 
 
(ii) Fonction de hSMG-1 dans le NMD 
 
Chez l’homme, le complexe NMD est composé de 7 protéines distinctes : hUpf1, 
hUpf2, hUpf3a/hUp3b, hSMG-1, hSMG-5, hSMG-6 et hSMG-7 (Culbertson and 
Leeds 2003). hUpf1 possède une activité hélicase, hUpf3 permet l’export et l’import 
de l’ARNm, hSMG-1 possède une activité kinase tandis que hSMG-5 et hSMG-6 
possèdent une activité phosphatase (Figure 36).  
Les ARNm nouvellement transcrits sont d’abord épissés pour éliminer les introns et 
ce processus d’épissage entraîne le dépôt d’un « exon junction complexe » (EJC) au 
niveau de chaque jonction exon/exon. Ces complexes aident au transport des 
ARNm hors du noyau et la liaison séquentielle avec des composants du NMD 
comme hUpf3 et hUpf2 vont lui conférer un rôle de surveillance. L’activité hélicase 
de hUpf1 lui permet alors de vérifier la présence de hUpf2 et hUpf3 lié aux EJCs. 
hSMG-1 va alors phosphoryler hUpf1 ce qui pourrait hypothétiquement réguler 
l’activité hélicase de hUpf1. Cependant, la déphosphorylation de hUpf1 par hSMG-5 













Figure 38. Rôle de FLIP dans l’apoptose.
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phosphorylation / déphoshorylation soit nécessaire pour la NMD ou pour 
réinitialiser hUpf1 afin d’effectuer une autre vérification de l’ARNm (Figure 37). 
 
(iii)  Fonction de hSMG-1 dans la surveillance du génome 
 
hSMG-1 phosphoryle p53 sur sa sérine 15 en réponse aux UV et aux radiations 
ionisantes (IR) et permet son accumulation en réponse aux IR (Brumbaugh et al. 
2004). hSMG-1 est donc un régulateur de p53 en réponse aux IR. Cependant, son 
mode d’action demeure encore inconnu. L’hypothèse émise par Brumbaugh est que 
hSMG-1 pourrait phosphoryler mdm2 et donc jouer sur sa liaison avec p53 
(Brumbaugh et al. 2004). De plus, en absence de hSMG-1, une augmentation du 
marquage γH2AX est observée ce qui suggère un rôle de hSMG-1 soit dans la 
détection des CDBs soit dans la réparation des CDBs (Brumbaugh et al. 2004). 
Toujours lors de la diminution de l’expression de hSMG-1 par siRNA, une activation 
constitutive de Chk2 est observée (Brumbaugh et al. 2004). Et récemment,  un rôle 
de hSMG-1 dans le checkpoint G1 via la régulation de p53 et de p21 en réponse à 
un stress oxydatif (hyperoxie) a été décrit (Gehen et al. 2008). 
 
(iv)  Fonction de hSMG-1 dans l’apoptose 
 
Récemment, un rôle anti-apoptotique de hSMG-1 indépendamment de son rôle 
dans la NMD, a été observé (Oliveira et al. 2008). En effet, l’équipe d’Abraham a 
montré que la déplétion en hSMG-1 par une technique de siRNA entraînait une 
augmentation de l’apoptose induite par TNFα. Une diminution de la protéine FLIPL, 
protéine anti-apototique, a été observée dans les cellules U2OS déficientes en 
hSMG-1 lors d’un traitement au TNFα. La diminution de l’expression de FLIPL va 
entraîner une diminution de l’inhibition et donc une activation de la procaspase 8 
et une induction de l’apoptose par TNFα (Oliveira et al. 2008) (Figure 38). Le rôle 
exact de hSMG-1 dans ce phénomène est encore inconnu mais le fait qu’une petite 
partie de hSMG-1 soit retrouvée au niveau de la mitochondrie et l’importance de cet 
organelle dans les phénomènes d’apoptose ne semble pas anodin. 
 
(c) KO de hSMG-1 
 
Il n’existe pas d’exemple de KO de hSMG-1 dans la littérature. Cependant, l’équipe 
d’Abraham a utilisé la technique des siRNA afin de voir l’effet de l’absence de 
Figure 39. mTOR et Raptor. D’après Yang et al, Cell Research, 2007
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hSMG-1 sur la cellule (Brumbaugh et al. 2004). En accord avec le rôle de cette 
protéine dans le mécanisme de NMD et dans la réparation, la diminution de 
l’expression de hSMG-1 mène à une augmentation de dommages spontanés de 
l’ADN, augmente la sensibilité cellulaire aux RI, le NMD est supprimé et l’apoptose 
induite par TNFα est augmentée (Brumbaugh et al. 2004; Oliveira et al. 2008). Ces 
résultats confirme bien le rôle majeur de hSMG-1 dans la maintenance de l’intégrité 







Découvert dans les années 90 (Sabers et al. 1995), mTOR (mammalian Target of 
rapamycin) encore connu sous le nom de FRAP (FK506 binding protein 12-
rapamycin associated protein 1) a depuis été très souvent étudié. Comme tous les 
membres des PI3KK, il possède un domaine PI3K entourée d’un domaine FAT en N-
terminal et d’un domaine FATC en C-terminal. Il possède également 20 domaines 
HEAT en N-terminal permettant des interactions avec d’autres protéines et un 
domaine FRB (FKBP12/rapamycin binding domain) que ne possèdent pas les 
autres membres des PI3KK insensibles à la rapamycine (Figure 39). Il possède aussi 
un domaine régulateur putatif, RD qui est phosphorylé en réponse à l’insuline et 
aux facteurs de croissance (Harris and Lawrence 2003). mTOR interagit avec un 
grand nombre de protéines parmi lesquelles Raptor (regulatory associated protein of 
mTOR), une protéine scaffold (Kim et al. 2002b) qui possède une activité protéine 
kinase. Un des rôles de raptor serait d’augmenter l’activité kinase de mTOR (Choi et 
al. 2003) bien que ceci soit controversé dans la littérature (Kim et al. 2002b). Un 
autre point controversé reste la localisation de mTOR. En effet, il a successivement 
était décrit comme associé aux microsomes (Withers et al. 1997), puis à la 
mitochondrie (Desai et al. 2002) et finalement dans le noyau (Desai et al. 2002). Ces 
différentes localisations pourraient être causées par des réponses différentes de la 
cellule à de nombreux stimulis. 
 
(b) Cibles et fonctions de mTOR 
 







Figure 40. Les deux complexes de mTOR.
Figure 41. Rôle de mTOR dans la traduction. En réponse aux nutriments
ou à des signaux mitogéniques, mTOR phosphoryle 4E-BP1 et S6K. La
phosphorylation par mTOR permet ensuite des évènements de phosphorylation
qui sont requis pour l’inhibition ou l’activation de 4E-BP1 et S6K
respectivement. PKA, PKC et la voie de signalisation Raf/Mek/Erk/MAPK peut
réguler la phosphorylation de 4E-BP1 qui entraîne la liaison de eIF-4E recruté
dans le complexe eIF-4F qui incluse eIF-4A et eIF-4G. L’assemblage de ce
complexe permet la traduction qui est dépendante de la structure cap en 5’ de
l’ARNm. PDK1 contribue à l’activation de S6K en phosphorylant son domaine
catalytique. ERK/MAPK,RAC/CDC42 peuvent activer également S6K. S6K
phosphoryle la sous-unité S6 du ribosome 40S qui déclenche la traduction des
ARNm avec un 5’ TOP. Cette synthèse protéique augmentée permet la
croissance cellulaire et en retour, la progression du cycle cellulaire. D’après
Coleman et al, Nature reviews molecular cell biology, 2004
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« nutrient sensitive complex », est composé de mTOR, raptor, PRAS40 (prolin-rich 
Akt substrate 40kDa) et mLST8. Il est l’équivalent de TORC1 chez la levure et joue 
principalement un rôle dans la traduction et la croissance cellulaire (Figure 40). 
Le deuxième, mTORC2, est composé de mTOR, de mLST8, de RICTOR (rapamycin-
insensitive companion of mTOR), de PROTOR (protein observed with rictor) et de 
mSIN1. Ce complexe est principalement impliqué dans le remodelage du 
cytosquelette d’actine ainsi que la phosphorylation de Akt sur la serine 473 et a 
donc été récemment identifié comme la « PDK2 kinase »  (Sarbassov et al. 2005) 
(Figure 40). 
Il existe de très nombreuses cibles de mTOR parmi lesquelles la glycogene synthase, 
Rb, HIF-1α, STAT 3, PP2A,…Le KO des cibles de mTOR ont montré un rôle de cette 
protéine dans la croissance cellulaire, le cycle cellulaire, la prolifération cellulaire et 
la transcription de gènes. Cependant les protéines cibles de mTOR les mieux 
caractérisées, S6K-1 et 4EBP1, appartiennent à  la traduction des ARNm.  
 
(i) Fonction de mTOR dans la traduction des ARNm 
 
mTOR, en réponse à la stimulation par les acides aminés et les facteurs de 
croissance, contrôle la traduction des ARNm en activant la protéine p70 S6 kinase 
et en inhibant 4E-BP1, l’inhibiteur de eIF-4E (Figure 41).  
L’activité enzymatique de la p70 S6K est régulée principalement par son degré de 
phosphorylation et elle possède plus d’une dizaine de sites de phosphorylations 
dont deux, la Thr389 et la Thr412, sont phosphorylés par mTOR (Burnett et al. 
1998). De manière simplifiée, lorsque p70 S6K est activée par phosphorylation, elle 
phosphoryle la protéine ribosomale S6 de la sous-unité du ribosome ce qui conduit 
à la traduction des ARNm comportant une série de motifs pyrimidines, les 5’TOP 
(terminal oligopyrimidine tract). Ces ARNm constituent une partie des transcrits 
présents en grande quantité dans la cellule et qui codent pour des protéines 
ribosomales et des composants nécessaires à la traduction. Ainsi, en contrôlant la 
traduction des ARNm ayant des motifs 5’TOP, mTOR active les processus 
traductionnels en présence de facteurs favorisant la croissance cellulaire (Jefferies 
et al. 1997). 
L’autre cible la plus étudiée de mTOR est la protéine 4E-BP1 qui joue également un 
rôle dans la traduction. En effet, les ARNm possèdent à leur extrémité 5’ non 
traduite une structure 7-methyl-guanosine appelée « coiffe ». La coiffe permet le 
recrutement de la petite sous-unité du ribosome sur l’ARNm et ce recrutement 
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dépend d’un complexe multi-protéique appelé eIF-4F. Ce complexe est constituée de 
trois sous-unité : 1) eIF-4E qui se lie à la coiffe de l’ARNm ; 2) eIF-4A, qui via son 
activité hélicase permet de dérouler les structures secondaires de l’ARNm et 3) eIF-
4G dont la fonction reste mal connue. L’interaction de 4E-BP1 et eIF-4E empêche la 
liaison de cette dernière à la coiffe des ARNm et donc inhibe la traduction de ces 
ARNm. La protéine 4E-BP1 activée (forme déphosphorylée) inhibe donc le début de 
la traduction en séquestrant eIF-4E alors qu’en réponse aux facteurs de croissance, 
mTOR phosphoryle 4E-BP1 (forme inactive) qui se dissocie alors de eIF-4E, 
permettant à ce dernier de se lier aux ARNm (Beretta et al. 1996; Burnett et al. 
1998). La rapamycine en inactivant mTOR est donc responsable d’une importante 
diminution de l’activité traductionnelle à la fois par l’inactivation de p70 S6K et par 
l’activation de 4E-BP1. 
 
(ii) Fonction de mTOR dans la croissance et le cycle cellulaire 
 
De par son rôle dans la régulation de la traduction des ARNm, mTOR joue 
également un rôle dans le cycle cellulaire. En effet, son activation est nécessaire 
pour une progression en phase G1 puisqu’un traitement à la rapamycine induit un 
arrêt du cycle en phase G1 chez des levures et des lymphocytes de mamifères. Dans 
d’autres types cellulaires, un retard dans la progression du cycle est visible (Fingar 
et al. 2004) (Abraham and Wiederrecht 1996). Cet effet de mTOR sur le cycle et la 
croissance cellulaire est dû aux protéines S6K1 et 4E-BP1. En effet, le retard de 
cycle observé en réponse à la rapamycine n’est plus visible si on utilise une protéine 
S6K1 résistante à la rapamycine ou si 4E-BP1 est surexprimée (Fingar et al. 2004). 
De plus, si on diminue l’expression de ces deux protéines indépendamment, un 
retard de cycle (diminution de l’entrée en phase S) est observée et si les deux 
protéines sont diminuées simultanément, ce retard est d’autant plus grand (Fingar 
et al. 2004). Cet effet est dû notamment à une diminution de la traduction de 
l’ARNm codant pour la cycline D1 et donc une diminution du complexe protéique 
Cycline D1/cdk4 nécessaire à la phase G1 (Grewe et al. 1999). 
Ces deux protéines, 4E-BP1 et S6K1 joue donc un rôle dans le cycle cellulaire et 
mTOR en régulant leur activité est impliqué dans le contrôle du cycle cellulaire 
(Fingar et al. 2004). En outre, Vilella-Bach a montré que l’injection du domaine FRB 
de mTOR dans des cellules d’ostéosarcome entraînait un blocage drastique du cycle 
cellulaire en phase G1 (Vilella-Bach et al. 1999). De plus, la rapamycine augmente 
la quantité d’ARNm et de protéine p27, un inhibiteur de cdk et facilite la formation 
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du complexe cycline/cdk/p27 qui va inhiber la progression du cycle cellulaire 
(Kawamata et al. 1998). 
 
(iii)  mTOR et stress cellulaire 
 
Le « senseur » central d’une déplétion en énergie est AMPK. En effet, cette protéine 
est capable de mesurer le ratio AMP/ATP, qui indique le niveau d’énergie de la 
cellule. Lors d’un défaut d’ATP, AMPK (AMP-activated protein kinase) va activer par 
phosphorylation TSC2, ce qui va augmenter l’inhibition de mTOR (Inoki et al. 2003). 
Ainsi, en conditions de stress énergétique, mTOR va voir sa voie de signalisation 
diminuée et ceci permettra de diminuer la synthèse protéique et de conserver l’ATP 
restant pour permettre la survie cellulaire. 
La présence de glucose et d’acides aminés (en particulier la Leucine) affecte 
positivement l’activité de mTOR. En effet, la déplétion en acides aminés et en 
glucose entraîne une diminution de la phosphorylation des principales cibles de 
mTOR, 4E-BP1 et S6K (Kim et al. 2002b). 
 
Lors d’un choc hyperosmotique dans les cellules de mammifères, une 
déphosphorylation rapide (<5 min) et réversible de S6K1 et 4E-BP1 est observée 
(Parrott and Templeton 1999). Ceci suggère que le signal d’hyperosmoticité est 
relayé par le complexe mTORC1, cependant il semble que le complexe mTORC2 soit 
également impliqué puisque des modification du cytosquelette est observée dans la 
cellule subissant un stress hyperosmotique (Reiling and Sabatini 2006). 
 
Les températures au dessus du niveau physiologique vont déclencher l’expression 
de gènes adaptés à la protection cellulaire contrôlés par la famille des heat shock 
proteins (HSPs). Un de ces membres, Hsp90 est lié à raptor et régule positivement 
l’activité de S6K. Tandis que son inhibiteur, la geldanamycine, supprime la liaison 
entre Hsp90 et raptor et diminue la phosphoryation de S6K (Ohji et al. 2006). Le 
groupe de Blenis avait montré quelques années auparavant qu’un choc thermique 
entraînait une augmentation de la phosphorylation de S6K1 dans des fibroblastes 
(Jurivich et al. 1991). Cependant, l’équipe de Vries n’a pu observer de modification 
de l’activité de S6K mais une diminution de la phosphorylation de 4E-BP1 dans des 
cardiomyocytes (Vries et al. 1997). Ceci suggère que l’effet sur S6K est peut être 
dépendant du type cellulaire. De plus, l’absence de fonction de tor1p chez S. pombe 
génère une hypersensibilité au froid, indiquant que TOR pourrait jouer un rôle 
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général dans la réponse aux stress thermiques. 
 
L’hypoxie diminue la synthèse protéique par au moins deux mécanismes régulés 
dans le temps. Le premier implique la kinase PERK qui va phosphoryler le facteur 
d’initiation de la traduction, eIF2α sur sa sérine 51 (Koumenis et al. 2002). Cette 
phosphorylation inhibe eIF2α ce qui va empêcher la traduction de nouvelles 
protéines. Cette réponse est rapidement mise en œuvre sans modification de 
l’activité de mTOR. Le second mécanisme répond à l’hypoxie chronique, il s’agit 
d’une inhibition de mTOR visible par l’accumulation de la forme hypophosphorylée 
de S6K et 4E-BP1 en hypoxie (Brugarolas et al. 2004). Cette inhibition de mTOR 
passe par l’activation de REDD1 qui va à son tour activer TSC1/TSC2, inhibiteur de 
mTOR ce qui va inhiber la traduction dépendante de 4EBP-1 (Brugarolas et al. 
2004; Koritzinsky et al. 2006). Cependant, l’activité de mTOR ne semble pas 
complétement inhibée en hypoxie puisque l’activité résiduelle de mTOR est 
suffisante pour impacter sur HIF-α. En effet, mTOR régule le niveau d’accumulation 
de HIF en normoxie et en hypoxie (Hudson et al. 2002; Kaper et al. 2006). La 
traduction de HIF-1α est dépendante de mTOR en normoxie tandis qu’en hypoxie, 
le traduction est dépendante de l’IRES (Lang et al. 2002). 
La rapamycine a un effet négatif sur l’activité de HIF-1α tandis que la surexpression 
de mTOR augmente l’activité de HIF-1α (Land and Tee 2007). En effet, mTOR est 
capable de reconnaître HIF-1α sur un motif TOS en N-terminal. La mutation de ce 
motif n’entraîne pas de dégradation de HIF-1α mais diminue son activité de 
transcription en modifiant l’interaction avec p300. 
La protéine mTOR modifie donc à la fois l’activité et l’expression de HIF-1α en 
normoxie et en hypoxie. 
 
(iv)  mTOR et cytosquelette d’actine 
 
Le cytosquelette est un réseau de fibres protéiques qui s’étend sous la membrane 
plasmique et à travers la cellule. Il y a trois classes de fibres : les microtubules qui 
joue un rôle dans la division cellulaire, les filaments intermédiaires qui permettent 
la résistance mécanique des cellules et les microfilaments d’actine qui donnent sa 
forme à la cellule et lui permet de migrer. 
Le deuxième complexe de mTOR, mTORC2 qui comprend mTOR, mLST8 et Rictor 
ne possède pas les mêmes cibles que mTORC1. En effet, il joue un rôle dans le 
contrôle du cytosquelette d’actine et ce complexe est, contrairement à mTORC1, 
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insensible à la rapamycine (Jacinto et al. 2004). Lors de l’activation de la voie de 
signalisation mTOR par le sérum, l’insuline ou le LPA, des fibres de stress ou des 
lamellipodes apparaissent et ceux-ci sont insensibles au traitement par la 
rapamycine (Jacinto et al. 2004). Le rôle de mTORC2 dans ce phénomène a été 
validé par expérience de siRNA dirigés contre les membres de mTORC2. En effet, 
l’absence d’un des composants de mTORC2 empêche la formation des fibres de 
stress cellulaire et la polymérisation de l’actine alors qu’un siRNA dirigé contre 
raptor n’a pas d’effet sur la formation des fibres d’actine F (Jacinto et al. 2004). 
En outre, la paxilline qui joue un rôle dans le recrutement de protéines aux points 
focaux d’adhésions n’est plus recrutée ni phosphorylée lorsque l’expression de l’un 
des membres de mTORC2 est diminuée (Jacinto et al. 2004). mTORC2 joue un rôle 
sur le cytosquelette d’actine via les petites GTPases Rac et Rho puisque l’expression 
de ces protéines constitutivement actives rétablit les fibres de stress en absence de 
mTORC2. Toutes ces données confirment le rôle de mTORC2 et l’absence de rôle de 
mTORC1 dans la signalisation au cytosquelette d’actine. 
 
(c) Modulation et activation de la voie mTOR 
 
Etant donné le grand nombre de processus régulé par mTOR, il n’est pas étonnant 
qu’un grand nombre de facteurs intrinsèques et extrinsèques aient un impact direct 
sur la voie de signalisation de mTOR. 
Le traitement des cellules avec de l’insuline, du sérum ou certains facteurs de 
croissance a montré une augmentation de l’activité protéine kinase de mTOR. 
Cependant, le mécanisme d’activation de mTOR par ces agents reste partiellement 
connu. 
Une partie de l’activité de mTOR est constitutive (Gingras et al. 1999) mais le 
traitement à l’insuline va avoir pour conséquence une activation de son récepteur 
puis de IRS et de la voie PI3K/PDK/Akt qui va phosphoryler et activer mTOR 
(Reynolds et al. 2002). De même, un rôle de régulation de l’activité de mTOR par 
des protéines hamartine et tuberine codées respectivement par les gènes TSC1 et 
TSC2, par la petite protéine G Rheb et par PRAS40 a été découvert récemment. 
TSC1 et TSC2 ainsi que PRAS40 ont un effet négatif sur mTOR tandis que Rheb a 
un effet positif. En présence d’un signal mitogène, la voie PI3K/Akt va être activée 
ce qui va entraîner la phosphorylation de TSC2 par Akt et la déstabilisation et 
l’inactivation du complexe suppresseur de tumeur TSC1/TSC2. TSC2 n’exerce plus 
son activité GTPase envers Rheb (Ras homolog enriched in brain) qui sous sa forme 













lié au GTP active mTOR (Proud 2004). Akt va également phosphoryler PRAS40 ce 
qui va diminuer la capacité de cette protéine constitutivement associée dans le 
complexe mTORC1 à inhiber mTOR (Vander Haar et al. 2007) (Figure 42). 
D’autre part, mTOR est capable de s’autophosphoryler sur la serine 2481 et cette 
autophosphorylation n’est pas sensible à la rapamycine (Peterson et al. 2000). 
L’hypothèse des auteurs est que la rapamycine n’inhibe pas mTOR en jouant sur 
l’activité kinase de mTOR mais pourrait empêcher l’interaction avec les protéines 
cibles ou modifier la localisation intra-cellulaire de mTOR. De plus, l’absence de 
phosphorylation des protéines cibles de mTOR en présence de rapamycine pourrait 
être expliqué par la régulation de phosphatases comme PP2A (Peterson et al. 2000). 
En effet, lorsque mTOR est inhibée, PP2A est activée par un mécanisme inconnu 
même si cela pourrait passer par la phosphorylation directe de PP2A par mTOR 
(Peterson et al. 1999).  
L’état redox de la cellule peut également influencer l’activité de mTOR. L’addition 
d’oxydant aux cellules entraîne une diminution de la liaison de raptor à mTOR mais 
augmente l’activité de S6K (Sarbassov and Sabatini 2005). 
 
(d) KO de mTOR 
 
Chez S. Cerevisae, la délétion des gènes TOR1 et TOR2 entraîne un arrêt en phase 
G1, une diminution de la synthèse protéique et de l’import d’acides aminés, une 
augmentation de l’autophagie et de nombreuses modifications de la transcription. 
Ces conséquences peuvent être également observées en réponse à un agent 
inhibiteur, la rapamycine (Heitman et al. 1991). Le mode d’action de la rapamycine 
est encore controversé mais il semble agir en se liant à FKBP12 qui va 
secondairement se lier à mTOR et l’inhiber ; l’autre hypothèse est qu’il modifierait le 
complexe multiprotéique auquel appartient mTOR (Fingar and Blenis 2004). 
Cependant, la rapamycine ne bloque pas totalement les voies de signalisation 
issues de mTOR (McMahon et al. 2002). Aucun animal KO pour mTOR n’a été 
décrit et ces animaux ne semblent pas viables. Cependant des souris possédant un 
allèle non fonctionnel de mTOR ont été décrites. Cet allèle non fonctionnel possède 
une mutation intronique qui génère par épissage alternatif deux protéines mTOR, 
une tronquée à partir de l’acide aminé 385 et l’autre possédant 3 acides aminés 
supplémentaires insérés au niveau de l’acide amine 172. Les souris homozygotes 
possédant cet allèle mutant sont appelées flat-top à cause d’un défaut de 
développement du cerveau. Ces souris meurent aux environs du neuvième jour 
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embryonnaire et ces embryons sont plus petits que les embryons sauvages au 
même stade, ce qui est en accord avec le rôle de mTOR dans le contrôle de la 















Depuis la découverte en 1774 par Joseph Priestley de l’effet d’une bougie allumée 
dans un espace clos sur une souris, l’importance de l’oxygène moléculaire (O2) pour 
la survie de la vie animale est connue. La consommation de l’oxygène par la flamme 
a eu de nombreux effets délétères sur la souris et a permis d’observer le potentiel 
létal d’un faible niveau d’O2. Ce faible niveau d’O2 est nommé « hypoxie ». 
Sans un apport adéquat en O2, l’organisme est donc condamné à mourir très 
rapidement. Afin de survivre, l’animal qui détecte une diminution du taux d’oxygène 
sanguin au niveau de structures spécialisées situées dans la crosse aortique, les 
barorecepteurs, va rapidement mettre en place une réponse. Un signal 
dopaminergique est envoyé au cerveau qui entraîne à son tour une augmentation 
de la respiration et du rythme cardiaque (Halliwill and Minson 2002; Hainsworth et 
al. 2007). De ces modifications résultent une augmentation de la pression sanguine 
et de la saturation en O2 qui permet de remédier rapidement à la chute de l’oxygène 
sanguin. 
Par exemple, lors d’un séjour en altitude, où le niveau d’O2 atmosphérique est plus 
faible qu’au niveau de la mer, une personne va rapidement voir sa respiration 
s’accélérer, son débit circulatoire augmenter et si ce séjour se prolonge, une 
augmentation de ses globules rouges (polyglobulie) et de son hémoglobine et peut-
être une prolifération de ses capillaires sanguins (Hainsworth et al. 2007). Ces 
adaptations permettent de diminuer le besoin en O2 et d’augmenter la quantité 
d’O2 donnée aux tissus.  
 
En plus du séjour en altitude, il existe plusieurs cas physiopathologiques où une 
hypoxie peut être observée : 
- L’embryogenèse : l’hypoxie permet le développement embryonnaire en régulant la 
formation de différents organes (Lee et al. 2001b; Simon and Keith 2008);  
- La différenciation cellulaire : certaines différenciations cellulaires (en particulier 
les cellules souches hématopoïetiques et les cellules souches embryonnaires) se 
produisent au sein de niches hypoxiques (Webster and Abela 2007; Simon and 
Keith 2008). 
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- L’ischémie vasculaire : l’ischémie est caractérisée par une diminution de l’apport 
sanguin artériel et donc en oxygène à un organe. Cette diminution entraîne une 
hypoxie des tissus de l’organe touché et perturbe sa fonction. L’ischémie peut-être 
due à un caillot sanguin qui obstrue une artère, à une plaque d’athérome, à une 
hémorragie, à une compression interne (hématome) ou externe (garrot). 
- L’inflammation : le niveau d’O2 diminue fortement au site de l’inflammation 
(Najafipour and Ferrell 1995; Frede et al. 2007). Cette diminution pourrait être 
causée par une augmentation de la consommation en O2 par le tissu inflammé 
(Najafipour and Ferrell 1995) et permettrait le recrutement et l’activation au site de 
l’inflammation des cellules immunitaires (Murdoch et al. 2005). 
- La rétinopathie diabètique : les stades précoces de la rétinopathie diabétique sont 
caractérisés par une diminution de la vascularisation de la rétine. Cette diminution 
entraîne une hypoxie qui va remédier au manque d’oxygène en déclenchant une 
vascularisation non contrôlée et aboutit à la cécité (Walshe and D'Amore 2008).  
- Les tumeurs solides : les cellules tumorales prolifèrent plus vite que la 
vascularisation et certaines cellules tumorales vont rapidement rencontrer un 
environnement avasculaire déficient en O2. En effet, la diffusion de l’O2 au sein de 
la tumeur est limitée et les cellules qui se trouvent à une distance des vaisseaux 
supérieure à 150 µm sont dans une zone hypoxique (Brahimi-Horn et al. 2007). De 
plus, la néoangiogenès tumorale est souvent déregulée et donne naissance à des 
vaisseaux non fonctionnels (qui ne sont pas reliés à la vascularisation générales par 
exemple) (Baluk et al. 2003). 
 
2) Rôle de l’hypoxie dans le développement  
 
Afin de permettre la survie et l’oxygénation des tissus, les organismes supérieurs 
développent des systèmes respiratoire et circulatoire complexes pour assurer la 
disponibilité de l’O2 à toutes les cellules de l’organisme. 
Dans des embryons normaux de souris, de rats et d’oiseaux, des zones hypoxiques 
marquées au pimonidazole sont détectées pendant l’organogenèse et ces zones 
changent de localisations en fonction du développement et de l’age de l’embryon 
(Lee et al. 2001b). Ainsi, des zones hypoxiques sont retrouvées au niveau du tube 
neural chez des embryons précoces de souris (8,5 jours) puis dans le plexus 
choroïde et la proéminence maxillaire à 12,5 jours et dans le lobe olfactif à 16,5 
jours mais aussi dans le foie, le rein, le cœur et le tractus gastro-intestinal entre 
autres localisations (Lee et al. 2001b). Ce rôle de l’hypoxie dans l’embryogenèse 
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pourrait passer par l’induction hypoxique de l’apoptose qui joue un grand rôle dans 
le développement embryonnaire normal (Zakeri and Ahuja 1997).  
L’hypoxie serait donc un régulateur du développement normal de l’embryon.  
 
3) L’hypoxie, un facteur pronostic négatif dans les tumeurs 
 
L’hypoxie est une des caractéristiques du microenvironnement tumoral à cause du 
défaut de microvascularisation consécutive à la croissance accélérée des cellules 
tumorales. La présence d’aires hypoxiques dans la tumeur est corrélée avec une 
issue négative après radiothérapie, chimiothérapie et chirurgie (Brahimi-Horn et al. 
2007). Non seulement, l’hypoxie favorise la création d’un environnement radio- et 
chimiorésistant (notamment à cause d’une diminution de la délivrance des 
médicaments) mais elle favorise l’instabilité génétique et la sélection de clones 
résistants aux traitements anti-tumoraux (Vaupel 2004). 
L’hypoxie présente au sein de la tumeur est associée à un mauvais pronostic chez 
des patients atteints de cancers de la tête et de la nuque (Nordsmark et al. 2005), 
du sein (Hussain et al. 2007) ou du col de l’utérus (Hockel et al. 1996). La survie 
des patients est diminuée si la tumeur est associée à une forte hypoxie.  
De plus, l’hypoxie permet l’augmentation de tumeurs secondaires. En effet, le 
nombre de métastases est significativement augmenté si la tumeur primaire 








En 1995, l’équipe de Semenza a caractérisé le régulateur central de l’hypoxie, HIF-1 
(Hypoxia Inducible Factor-1). HIF-1 est un facteur de transcription de la famille 
bHLH (basic Helix Loop Helix) qui en entraînant la transcription d’un grand nombre 
de gènes permet la survie des cellules en conditions hypoxiques. Il est constitué de 
deux sous-unités HIF-1α et ARNT1/HIF1β. Ces deux protéines sont synthétisées de 
manière constitutive dans les cellules mais en conditions normoxiques, HIF-1α est 
rapidement reconnue par des prolyl hydroxylases (PHDs) et par pVHL (protéine Von 
Hipel Lindau), qui appartient au complexe E3 ubiquitine ligase, et est dégradée par 
Figure 44. Structure et modifications post-traductionnelles de HIF-1α.
D’après Mazure et al, Biochemical Pharmacology, 2004
Figure 43. Hypoxia-Responsive Element (HRE). Le site consensus HRE et
les nucléotides qui l’entourent. La partie bleuté indique les nucléotides qui ne
sont pas distribués au hasard. D’après Wenger et al, Science STKE, 2005
Figure 45. HIF-1. En condition normoxique, le domaine de dégradation
dépendant de l’oxygène (ODD) est hydroxylé sur les prolines 402 et 564 par les
PHDs ce qui permet la reconnaissance par pVHL et la dégradation par le
protéasome. En condition hypoxique, l’hydroxylation et l’interaction avec pVHL
est inhibé. La sous-unité HIF-1α est accumulé et est transloquée dans le
noyau où elle dimérise avec HIF-1β (ARNT) par leurs domaines PAS. Sur cette
figure, le dimère α/β est liée au HRE (RCGTG) présent dans le promoteur, les
introns et les 3’ enhancers de nombreux gènes régulées par l’oxygène.
Pendant ce processus, le domaine CTAD (en bleu) interagit avec des
coactivateurs transcriptionnels comme p300/CBP. Cette interaction est
requise pour l’activation complète de HIF-1, mais est aussi régulée en
normoxie par des hydroxylation au niveau de l’asparagine 803 par FIH. D’après
Simon et al, Nat Rev Mol Cell Biol, 2008
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le protéasome (pour revue, voir (Mazure et al. 2004)). En hypoxie, cette 
reconnaissance est rendue impossible par le manque d’O2, cofacteur  indispensable 
des PHDs et HIF-1α est accumulé dans la cellule. HIF-1α, après import dans le 
noyau en hypoxie va se lier à HIF-1β qui est exclusivement présent au niveau 
nucléaire (Pollenz et al. 1994; Eguchi et al. 1997). L’hétérodimère se fixe alors sur 
l’élément HRE (hypoxia-responsive element/ élément de réponse à l’hypoxie) 
constitué de la séquence 5’-RCGTG-3’ et présent en amont des gènes sensibles à 
l’hypoxie (Jiang et al. 1996)(Figure 43). La fixation de HIF-1 sur ce domaine HRE va 
alors permettre la transcription des gènes cibles de l’hypoxie (Wenger et al. 2005). 
Ce domaine HRE est présent en amont de plus de 70 gènes impliqués dans de 
nombreux événements cellulaires comme l’angiogénèse, le métabolisme cellulaire, la 
croissance cellulaire et l’apoptose (Wenger et al. 2005) 
 
Les protéines HIF-1α et HIF-1β possèdent un poids moléculaire respectifs de 120 et 
90 kDa, une longueur en acides aminés de 826 et 789 acides aminés 
respectivement et contiennent des domaines bHLH (basic-helix loop helix) et PAS 
(PER-ARNT-SIM) (Figure 44). En N-terminal, le domaine HLH permet leur 
dimérisation tandis que la région basique qui le précède intervient dans la fixation 
et la spécificité de la liaison à l’ADN (Figure 45). En C-terminal, HIF-1α possède 
d’autres domaines importants pour son expression et son activité. Il s’agit du 
domaine ODD (oxygen-dependent degradation domain/ domaine de dégradation 
dépendant de l’oxygène) (allant de l’acide aminé 401 à l’acide aminé 603) qui lui 
confère sa sensibilité à l’O2, des domaines N-TAD (acides aminés 531-575) et C-
TAD (acides aminés 813-826) (domaine de transactivation) et du domaine inhibiteur 
(ID) présent entre les deux domaines TAD, c'est-à-dire entre les acides aminés 575 
et 813 (Jiang et al. 1997). Il existe également deux séquences de localisation 
nucléaire, NLS (ou nuclear localisation sequence). La première, bipartite, se situe 
au niveau du domaine bHLH  entre les acides aminés 17 et 33 et la seconde (RKRK) 
est présente au niveau des acides aminés 718-721. La première séquence est 
similaire à celle de la nucléoplasmine et est réprimée par le domaine PAS-B tandis 
que la seconde est retrouvée dans l’antigène grand-T de SV40 et c’est cette 
séquence qui permettrait réellement l’import nucléaire en hypoxie de HIF-1α (Kallio 






L’hypoxie est un stress pour la cellule qui va voir son microenvironnement 
s’affaiblir en oxygène et nutriments. HIF va donc initier une réponse adaptative qui 
va rétablir un environnement propice à la survie cellulaire et à la croissance.   
 
Les domaines de transactivations N-TAD et C-TAD joue un rôle important et 
distinct dans l’activité de transcription de HIF. En effet, C-TAD contribue à la 
régulation de la plupart (mais pas de tous) des gènes cibles de HIF et est le domaine 
prédominant de transactivation. Tandis que certains gènes cibles de HIF sont 
exclusivement dépendant de N-TAD et ne sont pas influencés par les modifications 
d’activité de C-TAD. Ces deux domaines de transactivation de HIF jouent donc des 
rôles spécifiques et distincts (Dayan et al. 2006). De plus, N-TAD est responsable 
des différences de spécificité des gènes cibles entre HIF-1 et HIF-2 puisque 
l’inversion du domaine C-TAD ne modifie pas les ARNm cibles transcrits tandis que 
l’inversion de C-TAD et N-TAD fait que HIF-1 se comporte comme HIF-2 et 
inversement (Hu et al. 2007). Le domaine C-TAD seul n’est pas régulé par l’oxygène, 
par contre les 10 acides aminés du domaine ID qui le précèdent sont requis pour 
l’inhibition de l’activité en normoxie. 
 
(a) Dépendante de son activité de transcription 
 
Décrit au départ comme le régulateur de l’expression du gène de l’érythropoïétine 
(EPO) en hypoxie, HIF-1 s’est révélé être en réalité le régulateur central de 
l’expression de très nombreux gènes en hypoxie. 
HIF-1 est exprimé dans tous les types cellulaires examinés dont beaucoup 
n’expriment pas d’érythropoïétine. Ainsi, HIF-1 ne semble pas restreint à cette seule 
activité et cela a été confirmé par l’analyse des promoteurs de gènes connus pour 
être sensibles à l’hypoxie. En effet, une séquence HRE a été retrouvée dans les 
enzymes de la voie glycolytique qui permettent un basculement sur le métabolisme 
anaérobie et la production  d’énergie (via la voie glycolytique) nécessaire aux cellules 
lorsque l’apport en oxygène est réduit. Des sites HRE ont également été retrouvés 
dans de nombreux autres gènes parmi lesquels le facteur de croissance de 
l’endothélium vasculaire (VEGF ou vascular endothelial growth factor), qui entraîne 
une augmentation de l’angiogénèse rencontrée au cours du développement mais 
aussi de processus physiologiques et physiopathologiques, la NO synthase in 
ductible (i-NOS) et l’hème oxygénase-1 (HO-1) qui donnent lieu à la synthèse des 
vasodilatateurs monoxyde d’azote (NO) et monoxyde de carbone (CO) 
Figure 47. La formation des nouveaux vaisseaux ou angiogenèse. a) Les
vaisseaux sanguins surviennent de capillaires préexistants dans la tumeur;
b) Les péricytes se détachent et le vaisseau se dilate puis la membrane
basale et la MEC se dégradent; c) ceci permet aux cellules endothéliales de
migrer dans l’espace perivasculaire vers les stimulis angiogéniques produit
par les cellules tumorales ou les cellules hotes; d) les cellules endothéliales
prolifèrent en se suivant généralement et sont probablement guidées par les
pericytes; e) derrière les colonnes de migration, les cellules endothéliales
adhèrent les unes aux autres et créent un lumen, qui s’accompagne de la
formation d’une membrane de base et de l’attachement de pericytes.
Finalement les protrusions de vaisseaux vont fusionner les unes aux autres
pour construire un nouveau système circulatoire. En vert= pericytes, en
rouge= cellules endothéliales. D’après Bergers et al, nature reviews cancer, 2003
Figure 46. Les précurseurs endothéliaux (angioblastes) s’assemblent en
un réseau primitif (vasculogenèse) qui s’étend et se remodèle
(angiogenèse). Les cellules musculaires lisses recouvrent les cellules
endothéliales pendant la myogenèse vasculaire et stabilisent les vaisseaux
pendant l’artériogenèse. CL= Collagène, EL= Elastine Fib= Fibrilline. D’après
Carmeliet et al, nature medicine, 2000
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respectivement, la tyrosine hydroxylase (TH) qui est une enzyme clé dans la 
régulation de la respiration et la transférrine qui comme l’EPO intervient dans 
l’érythropoïèse.  
 
(i) Rôle dans l’angiogenèse 
 
- angiogenèse physiologique 
 
La formation des vaisseaux se fait en trois phases : la première se déroule lors du 
développement embryonnaire, lorsque le réseau vasculaire primitif est formé in situ 
par la différenciation des cellules précurseuses endothéliales ou « angioblastes », ce 
processus est appelé vasculogenèse ; une fois ce réseau formé, de nouveaux 
vaisseaux émergent par protrusion et branchement à partir de celui-ci afin de 
former un réseau vasculaire hautement organisé et fonctionnel, c’est la deuxième 
phase appelé angiogenèse (Figure 46)(Carmeliet 2000). 
Cette angiogenèse est fortement régulée par un ensemble de facteurs activateurs et 
de facteurs inhibiteurs. Premièrement, les vaisseaux subissent une vasodilatation 
et augmentent leur perméabilité vasculaire permettant ainsi l’extravasation de 
protéines plasmatiques et la formation d’un « échaffaudage » de la matrice 
nécessaire à la migration des cellules endothéliales (Figure 47). Ce processus est 
finement régulé et des inhibiteurs de la perméabilité vasculaire permettent de 
limiter une trop grande fuite vasculaire qui aboutirait à un défaut circulatoire 
(Carmeliet 2000). Une fois les vaisseaux déstabilisés, les cellules endothéliales 
ayant perdu leur jonction intercellulaire vont proliférer et migrer en suivant les 
facteurs angiogéniques chimiotactiques (Bergers and Benjamin 2003). Les pericytes 
sont attirés par la colonne de migration et une lame basale est produite autour du 
nouveau vaisseau. Ces pericytes en condition physiologique vont maintenir les 
cellules endothéliales en quiescence. Il existe une troisème étape qui est 
l’artériogenèse et qui permet le recrutement de cellules musculaires lisses autour 
de ces vaisseaux. L’angiogenèse implique donc une modification des cellules 
endothéliales, une digestion de la membrane basale et un remodelage de la matrice 
extracellulaire pour que les cellules puissent migrer. 
 
- angiogenèse tumorale 
 
Le premier modèle d’angiogenèse tumorale a été proposé par Judah Folkman en 
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1971. Il prédisait que les cellules tumorales croissantes étaient capables de 
« sentir » qu’elles s’éloignaient de la vascularisation et en réponse, elles relarguaient 
des facteurs angiogéniques (Folkman 1971). 
Dans le cancer, le mécanisme de l’angiogenèse physiologique est détourné par la 
tumeur afin de permettre la prolifération tumorale. En effet, les tumeurs restent 
dormantes (la prolifération est contrebalancée par l’apoptose) et avasculaire 
pendant un certain temps puis un « switch angiogénique » se produit et la tumeur 
entre dans une phase vasculaire (Bergers and Benjamin 2003). L’hypoxie est un 
régulateur de ce changement (Giordano and Johnson 2001). En effet, lors de la 
prolifération des cellules tumorales, l’augmentation du métabolisme cellulaire et de 
la consommation en oxygène  qui en résulte va créer une zone hypoxique au sein de 
la tumeur c’est-à-dire au niveau le plus éloigné des vaisseaux. 
HIF-1 entraîne l’expression de nombreux facteurs impliqués dans l’angiogenèse 
parmi lesquels le VEGF, les récepteurs au VEGF (FLT-1 et FLK-1), PAI-1 
(plasminogen activator inhibitor-1), les angiopoïétines (ANG-1 et -2), PDGF-B 
(platelet-derived growth factor), les récepteurs Tie2, NOS,… 
Le VEGF est un membre de la famille des PDGF (facteurs de croissance dérivés des 
plaquettes) qui se lie soit au VEGFR-1/Flt-1 soit au VEGFR-2/Flk-1. Ces deux 
récepteurs jouent un rôle dans la formation des vaisseaux puisque leur délétion 
entraîne la mort des embryons à cause d’un défaut de l’organisation vasculaire  et  
de la vasculogenèse respectivement. 
Il existe différentes isoformes du VEGF (VEGF-A) issues d’un épissage alternatif : 
VEGF 121, 145, 165, 189 et 206. La première est fortement capable de diffuser, les 
deux formes intermédiaires diffusent moins que la 121 et les deux dernières 
diffusent très peu en raison de leur affinité pour l’héparine qui les localise à la 
surface des cellules et au niveau de la matrice extracellulaire. Ces différentes 
isoformes pourraient agir de façon coordonnée en formant un gradient, le VEGF 
121 pouvant diffuser à plus grande distance que le VEGF 206 (Grunstein et al. 
2000). Cette coopération est importante pour le recrutement de vaisseaux 
additionnels dans le processus angiogénique puisque des cellules MEF déficientes 
pour le VEGF dans lesquelles ont été réintroduits le VEGF 121 ou le VEGF 189 sont 
incapables de restaurer la croissance tumorale (Grunstein et al. 2000). 
La protéine HIF-1 possède un rôle proangiogénique puisque des cellules ES 
déficientes en HIF-1 forment des tératocarcinomes plus petits et présentants une 
densité des vaisseaux tumoraux moindre et une diminution de l’expression de 
VEGF par rapport à des cellules ES sauvages (Carmeliet et al. 1998). De plus, des 
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astrocytes en hypoxie présentent une production de VEGF dépendante de 
l’expression de HIF-1 (Chavez et al. 2006). 
 
HIF-1 est également capable d’induire l’expression de nombreuses protéines 
impliquées dans le remodelage de la matrice extracellulaire comme uPAR 
(urokinase-type plasminogen activator receptor), la prolyl-4-hydroxylase du 
collagène et la MMP-1 (métalloprotéinase de la matrice) et d’induire l’activation de la 
MMP-2 (Shyu et al. 2007) et de diminuer la production de TIMP2 (inhibiteur 
tissulaire des métalloprotéinase de la matrice) (Fujiwara et al. 2007). 
Ces modifications induites par l’hypoxie ont pour conséquence une modification de 
la matrice extracellulaire ce qui va permettre aux cellules endothéliales de former 
de nouveaux vaisseaux mais également à d’autres types cellulaires (gliomes) de 
migrer et d’envahir les tissus environnants (Fujiwara et al. 2007). 
 
La NO synthase (NOS) possède aussi un HRE au niveau du promoteur de son gène 
(Coulet et al. 2003). L’acide nitrique (NO) est une molécule ayant une durée de vie 
très courte mais du fait de sa petite taille, elle est diffuse très rapidement au travers 
des membranes plasmiques. Au niveau des cellules endothéliales, elle va avoir deux 
rôles : le premier est d’inhiber l’apoptose induite par la cascade des caspases et le 
deuxième est de promouvoir la prolifération des cellules endothéliales. Le NO 
permet également d’augmenter la migration des cellules endothéliales (pour revue, 
voir (Cooke 2003)). En permettant la survie et l’augmentation du nombre des 
cellules formant les vaisseaux, le NO a donc un effet positif sur l’angiogenèse. 
 
(ii) Rôle dans le métabolisme cellulaire 
 
- Métabolisme glycolytique : Parmi les premiers gènes cibles connus dont 
l’expression est sous le contrôle de l’hypoxie, les enzymes glycolytiques 
phosphoglycérate K1 et lactate deshydrogénase A ont été identifiées (Firth et al. 
1994). Depuis, de nombreux gènes impliqués dans le métabolisme glucidique ont 
été montrés comme étant dépendants de l’expression de HIF-1α, en particulier des 
transporteurs de glucose (GLUT1) et des enzymes de la néoglucogenèse (comme 
PEPCK) (Ebert et al. 1995; Choi et al. 2005). 
En présence d’O2, le glucose est transformé en pyruvate dans le cytoplasme et ce 
pyruvate va être modifié en acétylcoenzyme A et en oxaloacétate qui vont entrer 
dans la mitochondrie où il vont commencer le cycle de KREBS ou cycle TCA (acide 
Figure 48. Métabolisme du glucose en normoxie et en hypoxie. HK=
hexokinase; ALD= aldolase; PD= Pyruvate Déshydrogénase; LDH= Lactate






























tricarboxylique) pour produire de l’énergie sous forme d’ATP ainsi que du 
NAD(H,H+) et FADH2, qui vont secondairement permettre la production d’ATP 
(Figure 48). 
En absence d’O2, le pyruvate va être transformé en acide lactique par la lactate 
deshydrogénase (LDH). Or comme l’a remarqué en 1926 Otto Warburg, les cellules 
tumorales produisent une grande quantité d’acide lactique même en normoxie. De 
nombreuses enzymes responsables du changement du métabolisme vers une 
glycolyse anaérobie sont directement contrôlées par HIF-1α (Semenza et al. 1994; 
Semenza et al. 1996) et comme HIF-1 est surexprimé dans de nombreux cancers, il 
est raisonnable de penser que HIF-1α est à la base de ce phénotype métabolique 
dans les cellules tumorales.  
 
- Respiration mitochondriale : HIF-1 induit l’expression de l’enzyme PDK (pyruvate 
deshydrogénase kinase) qui inhibe la pyruvate déshydrogénase et donc, en 
empêchant la production d’acétylcoA, inhibe le cycle de Krebs (Kim et al. 2006a; 
Papandreou et al. 2006). La consommation en O2 est ainsi diminuée dans la 
mitochondrie. HIF-1 modifie également le complexe du cytochrome oxydase : 
l’isoforme utilisé en normoxie (COX4-1) est dégradée par la protéase LON induite en 
hypoxie tandis qu’une isoforme plus efficace (COX4-2) est transcripte. 
 
Donc HIF-1 module les voies de signalisation métaboliques clés afin d’optimiser 
l’utilisation de l’oxygène et du glucose en hypoxie pour générer des quantités 
suffisantes d’ATP par l’inhibition du cycle de Krebs et de la respiration 
mitochondriale. 
 
- Régulation du pH : La conséquence de ces modifications du métabolisme 
glucidique est l’augmentation de la concentration en acide lactique. Pour que les 
cellules survivent, il faut se débarrasser de ces acides intra-cellulaires. Or HIF-1 
permet l’expression de différents transporteurs cellulaires parmi lesquels MCT4 
(monocarboxylate transporter) qui permet la sortie simultané d’un H+ et d’un acide 
lactique, NHE1 (Na+/H+ exchanger) qui pour l’entrée d’un Na+ permet la sortie d’un 
H+ et l’anhydrase carbonique IX et XII (CAIX et CAXII). Ces enzymes, liées à la 
membrane plasmique convertissent le CO2 cellulaire en un acide carbonique 
(H2CO3). Celui-ci va se dissocier et l’entrée de HCO3- dans la cellule va permettre 
l’alcalinisation du milieu intracellulaire.  
En conséquence, le milieu extracellulaire va devenir acide (phénomène déjà connu 
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dans le microenvironnement tumoral (Gerweck and Seetharaman 1996)) tandis que 
le milieu intracellulaire va maintenir son pH afin de permettre la survie cellulaire et 
la prolifération.  
 
Les mécanismes moléculaires d’adaptation du métabolisme cellulaire à l’hypoxie 
impactent donc sur la triade i) augmentation de l’entrée de glucose, ii) 
augmentation de la production de lactate et iii) diminution de la respiration 
cellulaire. 
 
(iii)  Rôle dans l’invasion  
 
L’hypoxie est facteur pronostic négatif pour la survie du patient. Non seulement elle 
augmente la résistance des cellules tumorales aux traitements anticancéreux, elle 
favorise l’instabilité génétique mais en plus, elle favorise la création de métastases.  
En effet, in vitro, des cellules tumorales de colon surexprimant HIF-1α montrent 
une augmentation de l’envahissement du matrigel tandis que la diminution de 
l’expression de HIF-1α par des siRNA bloquent l’invasion induite par l’hypoxie 
(Krishnamachary et al. 2003). De même, la comparaison de l’expression des gènes 
entre des tumeurs primaires qui présentent ou non des métastases dans la moëlle 
osseuse a montré une forte augmentation de HIF-1α dans les tumeurs primaires de 
patients possédant des métastases par rapport à ceux n’ayant pas de métastases 
(Liao et al. 2007). De plus, ces tumeurs présentaient également une forte 
diminution de pVHL et de la culline2 qui sont impliquées dans la dégradation de 
HIF-1α. 
Le mécanisme qui permet aux cellules en hypoxie d’augmenter leur migration est 
dépendant d’une protéine appelée LOX (Lysyl oxydase) (Erler et al. 2006). LOX est 
une cible directe du facteur de transcription HIF-1, elle est donc augmentée lors de 
l’hypoxie. Cette augmentation de LOX est responsable de l’augmentation du nombre 
de métastases. En effet, des souris développant des tumeurs à partir de cellules 
possédant un shRNA contre LOX ou traitées avec un inhibiteur de LOX présentent 
une très forte diminution du nombre de métastases dans les poumons et dans le 
foie (Erler et al. 2006). In vitro, les cellules possédant des shRNA dirigés contre 
LOX, ne migrent plus, n’envahissent plus le collagène, n’adhèrent plus. Or ces 
propriétés d’adhésion, de migration et d’invasion sont nécessaires au processus 
métastatique. 
La protéine Notch participe aussi à ce processus d’invasion induit par l’hypoxie 
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puisqu’elle favorise d’une part la liaison de HIF-1 sur le promoteur de LOX et donc 
l’expression de cette protéine et d’autre part, elle augmente l’expression de la 
proteine Snail-1 impliquée dans l’invasion et la transition epithelio-
mésenchymateuse (Sahlgren et al. 2008). 
TWIST est un facteur de transcription de la famille bHLH qui est impliqué dans la 
transition épithélio-mésenchymateuse et le processus métastatique. Son expression 
est corrélée avec une augmentation des métastases (Lee et al. 2006). TWIST est 
également une cible de HIF-1 et joue donc un rôle critique dans la transition 
épithélio-mésenchymateuse et le processus métastatique induit par l’hypoxie. En 
effet, TWIST est augmenté en hypoxie du fait de la présence d‘une séquence HRE 
dans son promoteur proximal et l’inhibition de l’expression de TWIST permet de 
diminuer la transition épithélio-mésenchymateuse et le processus métastatique 
induit par l’hypoxie (Yang et al. 2008). De plus, il semble que TWIST régule une voie 
différente de celle de LOX ou Snail dans l’induction du phénotype métastatique 
puisque en absence de Snail (dont l’expression est diminuée par l’ajout de siRNA 
dirigés contre cette protéine), la surexpression de TWIST restaure seulement 
partiellement l’invasion et la migration des cellules observé dans les cellules 
exprimant normalement Snail. Les mêmes résultats ont été obtenus avec des siRNA 
dirigés contre LOX (Yang et al. 2008). 
De plus, HIF-1 permet la transcription de nombreuses protéines impliquées dans la 
modification de la matrice extra-cellulaire comme la cathepsine D, la MMP-2, uPAR 
(urokinase plasminogen activator receptor), la fibronectine 1, la vimentine, les 
kératines 14, 18 et 19, ce qui permet d’augmenter l’envahissement de cette matrice 
extra-cellulaire (Krishnamachary et al. 2003). 
L’hypoxie permet aussi via l’induction de l’expression de Ku à la membrane 
d’augmenter la migration et l’invasion de certaines cellules (Lynch et al. 2001). En 
effet, en présence de signaux hypoxiques, la localisation membranaire de Ku 
augmente. Or Ku à la membrane interagit avec la MMP-9 qui augmente les 
capacités invasives des cellules de leucémies aigues myéloides (Paupert et al. 2008). 
L’hypoxie augmente donc via différentes expressions de protéines dépendantes de 
HIF le processus métastatique. 
 
(iv)  Rôle dans l’infection et l’inflammation 
 
L’utilisation de souris possédant des cellules immunitairs déficientes pour HIF-1α a 
permis de montrer un rôle de HIF-1 dans l’immunité puisque ces souris présentent 
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une diminution de l’œdème induit par une irritation avec un détergent. De plus, les 
tissus infectieux présente une concentration en oxygène < 1 %. 
L’hypoxie joue un rôle à la fois dans la réponse aux bactéries, aux virus mais aussi 
aux parasites puisque l’infection par des bactéries GRAM + ou GRAM -, B. 
Henselae, Yersiniae enterocolitica ou Salmonella enterica, par le virus RSV 
(respiratory syncytial virus) ou le parasite Leishmania amazonensis entraîne une 
augmentation de l’expression de HIF-1α. 
Cette augmentation de HIF-1 permet une meilleure réponse immunitaire à 
l’infection. En effet, les macrophages déficients pour HIF-1α tue moins efficacement 
les bactéries GRAM + ou GRAM – que les macrophages sauvages (Peyssonnaux et 
al. 2005). HIF-1 permet l’expression de différentes molécules (peptide anti-
microbien cathelicidine, les protéases cathepsine G et élastase, TNFα et NO produit 
par iNOS) qui vont permettre à l’hote de se défendre. A cause de l’activation de HIF-
1, les macrophages phagocytent mieux et tuent plus efficacement les bactéries en 
hypoxie qu’en normoxie (Peyssonnaux et al. 2005; Anand et al. 2007).  
Les capacités bactéricides et proinflammatoires sont « éteintes » en normoxie et 
activées par l’hypoxie ce qui va permettre la diapédèse et l’entrée de ces cellules 
dans les tissus infectés. 
Certains virus développent des moyens de protection contre la réponse immunitaire 
en jouant sur HIF. En effet, Chlamydia Pneumoniae secrète des protéases qui vont 
dégrader HIF-1α, ce qui va permettre de bloquer la réponse immunitaire de l’hôte et 
donc de promouvoir leur propre survie (Rupp et al. 2007). 
Tandis que des oncogènes viraux vont agir en synergie avec HIF-1 pour promouvoir 
le développement tumoral comme c’est le cas du virus HPV-16 (human papilloma 
virus-16) (Lu et al. 2007). 
HIF-1 apparaît donc comme un important régulateur de la réponse immunitaire de 
l’hôte à différents pathogènes (pour revue, voir (Zinkernagel et al. 2007)). 
 
(v) Rôle dans l’adipogenèse 
 
L’hypoxie inhibe le développement des adipocytes à partir de précurseurs 
mésenchymateux. Cette inhibition est dépendante de HIF-1α et de PPARγ (Yun et al. 
2002). En effet, dans des cellules déficientes pour HIF-1α, il n’y a plus d’inhibition 
hypoxique de l’adipogenèse. En fait, HIF-1 permet la transcription de DEC1/Stra13 
qui réprime la transcription de PPARγ2, nécessaire à l’adipogenèse. En effet, 
l’expression ectopique de PPARγ ou C/EBPβ (tout les deux diminués en hypoxie) 
Figure 49. Le réseau transcriptionnel d’interaction de HIF-1/HIF-2 et
Myc. L’activité transcriptionnelle de Myc/MAX est accentuée par HIF-2α via
la stabilisation du complexe Myc/MAX. HIF-1α  se lie à MAX et rend Myc
inactif. De plus, HIF-1 peut augmenter l’expression de MAX Interactor 1
(MXI1), qui se lie à MAX et réprime une partie des gènes cibles de Myc
D’après Dang et al, Nat Rev Cancer, 2008
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suffit pour rétablir l’adipogenèse en hypoxie (Yun et al. 2002). 
Il semble cependant que HIF-2 joue un rôle différent de celui de HIF-1 puisqu’une 
équipe a rapporté son importance dans l’induction de l’adipogenèse (Shimba et al. 
2004; Wada et al. 2006). Les souris KO pour HIF-2α présentaient une diminution 
de leur masse grasse tandis que la surexpression de HIF-2α entraîne 
l’accumulation de goutelettes lipidiques dans les préadipocytes 3T3-L1 ansi que 
d’autres signes de l’adipogenèse. De plus, les auteurs ont observée une induction de 
l’expression de HIF-2α dans les adipocytes, cette induction étant due à une 
augmentation de la transcription de HIF-2α dépendante du facteur de transcription 
Sp3. 
 
(b) Fonction dans la régulation de Myc 
 
Myc est un facteur de transcription et un oncogène qui possède un domaine HLH 
(Helix-Loop-Helix) et un domaine leucine zipper. Il s’hétérodimèrise avec son 
partenaire MAX (Myc-associated protein X), lui-même hautement régulé par un 
réseau d’interaction protéique avec MAD (MAX dimerization protein) et MXI1 (MAX 
interactor 1 appelé aussi MAD2). Après hétérodimérisation, le complexe Myc-MAX 
se lie à l’ADN au niveau de sites spécifiques appelés E-Box afin d’activer ou de 
réprimer la transcription de certains gènes ou de moduler la chromatine. Lors de la 
diminution de nutriments ou si la densité cellulaire est importante, le niveau de 
Myc diminue ce qui a pour conséquence un arrêt de la prolifération cellulaire. Le 
niveau d’expression de Myc chute également en hypoxie. 
Les gènes cibles de Myc-MAX dépendent du type cellulaire, cependant, certains 
sont communs en particulier les gènes impliqués dans la biogenèse des ribosomes 
mais également dans le métabolisme du glucose puisqu’il cible les enzymes 
glycolytiques et la plupart des gènes de la biogenèse des mitochondries (Kim et al. 
2004; Li et al. 2005a; Zeller et al. 2006). 
En hypoxie, HIF-1α se lie a Sp1, facteur de transcription nécessaire à l’activité ou à 
la répression transcriptionnelle de Myc, ce qui diminue la quantité de Sp1 lié à Myc 
et donc diminue son activité de répression de la transcription. De plus, HIF-1 est le 
facteur de transcription du gène de MXI1 qui, en se liant à MAX, inhibe la 
transcription des gènes cibles de Myc-MAX (Figure 49) (Zhang et al. 2007a). Mais il 
agit également sur l’expression de Myc en promouvant la dégradation de Myc par le 
protéasome (Zhang et al. 2007a) bien que ces résultats sur la modification de 
l’expression de Myc en hypoxie n’aient pas été retrouvé par l’équipe de Celeste 
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Simon (Gordan et al. 2007). HIF-1 semble donc diminuer à la fois l’expression et 
l’activité de Myc directement ou indirectement. 
De plus, HIF-1α induit un arrêt du cycle cellulaire en inhibant c-Myc, puisque qu’il 
est le facteur de transcription qui permet l’expression de la cycline D mais réprime 
les CKI : p21 et p27. L’augmentation  de HIF-1α entraîne donc une diminution de 
l’expression de la Cycline D et une augmentation de p21 et p27 ce qui résulte en un 
arrêt du cycle cellulaire (Koshiji et al. 2004). 
 
(c) HIF-1: facteur pronostic négatif 
 
De nombreuse tumeurs primaires et secondaires (qui ont métastasées) présentent 
un niveau d’expression de HIF-1α supérieur à la normale (Zhong et al. 1999) et ce 
niveau d’expression est corrélée avec la mortalité du patient dans la plupart des 
cancers, comme l’adénocarcinome mammaire, le carcinome squameux oropharyngé 
ou des tumeurs cervicales et donc semble être un facteur pronostic négatif per se 
pour la survie du patient (Birner et al. 2000; Aebersold et al. 2001; Bos et al. 2001; 
Schindl et al. 2002). 
 
3) Variants d’épissage de HIF-1α 
 
Il existe des variants d’épissage d’HIF-1α dont un est délété de son domaine C-TAD 
mais peut se dimériser avec HIF-1β, se lier au HRE et transactiver les gènes cibles 
de HIF mais à un niveau moindre que la forme entière d’HIF-1α (Gothie et al. 2000). 
 
4) Isoformes de HIF-1 
 
(a) HIF-2α et HIF-3α 
 
Il existe deux autres formes de HIF-α (issues de loci différents) décrites dans la 
littérature, HIF-2α et HIF-3α. HIF-2α (ou EPAS1 pour endothelial PAS domain 1) est 
exprimée de manière moins ubiquitaire qu’HIF-1α et est surtout présente dans 
l’endothélium, le foie, le rein, le poumon et le cerveau (Tian et al. 1997). 
Le KO de HIF-2α entraîne une mortalité à mi-gestation à cause d’un défaut de 
synthèse des catécholamines (Tian et al. 1998). Cependant, un deuxième groupe n’a 
pas obtenu les mêmes résultats puisque les souris KO pour HIF-2α mourraient 
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entre le stade E9,5 et 13,5 sans modification du niveau de catécholamines mais à 
cause d’une vascularisation déficiente (Peng et al. 2000). Ces différences sont 
certainement dues à la différence de souches utilisées entre les deux équipes. Une 
troisième équipe a obtenu un troisième type de résultats. En effet seulement la 
moitié des souris mourraient à mi-gestation et les souris qui arrivaient à terme 
mourraient deux à trois jours après la naissance à cause d’un syndrome de 
détresse respiratoire due à un défaut de production de surfactant par les 
pneumocytes. Ce défaut est dû à la diminution du VEGF qui permet le 
développement du poumon et la synthèse de surfactant (Compernolle et al. 2002). 
Il n’y a pas de données sur le KO d’HIF-3α. 
HIF-2α est, comme HIF-1α, régulée par des prolylhydroxylations, capable de se 
dimériser avec HIF-1β et de se lier à la même séquence HRE (Tian et al. 1997). 
Parmi les gènes régulés par HIF-1 et HIF-2, certains sont communs mais d’autres 
sont distincts et sont dépendants du type cellulaire. Ainsi, HIF-2 bien que présent 
dans des cellules souches embryonnaires murines n’est pas transcriptionnellement 
active (Hu et al. 2006). Cette différence de spécificité est due aux différences du 
domaine N-TAD entre HIF-1 et HIF-2 qui permettent de recruter différents co-
activateurs transcritionnels comme par exemple Elk qui active spécifiquement la 
transcription de certaines cibles de HIF-2 mais pas de HIF-1 (Aprelikova et al. 2006; 
Hu et al. 2007). 
HIF-3α est moins proche de HIF-1α et son rôle n’est pas encore totalement élucidé. 
Un épissage alternatif de HIF-3α génère 6 variants différents parmi lesquels une 
protéine composée du domaine bHLH et PAS mais amputée de ses domaines TAD 
qui possède une activité inhibitrice  sur HIF-1(Maynard et al. 2003). Cette forme 
appelée IPAS (inhibitory PAS domain protein ou HIF-3α-2) inhibe la réponse 
cellulaire de HIF-1 en formant un dimère transcriptionnellement inactif avec HIF-1α 
(Makino et al. 2001). Les variants HIF-3α 1 à 3 sont hydroxylées sur la proline 490 
et cette prolyl-hydroxylation permet la reconnaissance par pVHL et la 
polyubiquitinylation sur les lysines 465 et 568 et donc leur dégradation in vivo 
(Maynard et al. 2003). La forme HIF-3α-4, qui posséde la même structure qu’IPAS, 
est capable de s’hétérodimériser avec HIF-2α et d’inhiber son activité 
transcriptionnelle de la même manière qu’ HIF-3α-2 inhibe HIF-1α (Maynard et al. 
2007). 
 
(b) HIF-2β HIF-3β HIF-4β 
 
















































Tout comme il existe d’autres formes d’HIF-α, il existe d’autres formes de la sous-
unité β. HIF-2β ou ARNT2 est présent dans le cerveau, le foie et les reins et peut  
également se dimériser avec les sous-unités α et donc jouer un rôle dans la réponse 
à l’hypoxie dans ces organes et dans le système nerveux central en général (Maltepe 
et al. 2000). Le KO de HIF-2β entraîne une létalité périnatale avec un défaut de 
développement de l’hypotalamus mais qui pourrait être due à un défaut 
d’hétérodimérisation d’ARNT2 avec d’autres facteurs qu’HIF-1α comme Smi1 (qui 
présente d’ailleurs les mêmes défaut de développement que le KO d’HIF-2β), CLOCK 
ou NPAS2 (Keith et al. 2001). 
Les autres ARNT (3 et 4) peuvent potentiellement se lier à HIF-α (Hogenesch et al. 
1998; Hogenesch et al. 2000) mais ne semblent pas jouer un rôle dans la réponse à 
l’hypoxie in vivo (Cowden and Simon 2002). HIF-3β/ARNT3 (appelé aussi MOP3, 
bMAL1, ARNTL1) et HIF-4β/ARNT4 (bMAL2, ARNTL2) semblent plutôt être 
important dans le contrôle du rythme circadien des neurones en se liant à leurs 









L’ARNm de HIF-1α est exprimé de façon constitutive et stable dans la plupart des 
cellules. En revanche, au niveau protéique, HIF-1α est très rapidement dégradé par 
le système ubiquitine protéasome (Figure 50). 
En effet, dans les cellules oxygénées normalement (normoxie), la durée de vie de 
HIF-1α est extrêmement courte (inférieure à 5 minutes) tandis que lorsque la 
disponibilité en O2 diminue, l’hypoxie engendrée induit une accumulation d’HIF-1α 
en inhibant sa dégradation par le protéasome. Comment ? 
Deux laboratoires ont découvert que cette dégradation était induite grâce à des 
modifications post-traductionnelles de HIF-1α au niveau de son domaine ODD. En 
effet, les prolines 402 et 564 sont hydroxylées par des prolylhydroxylases (PHDs) et 
ceci est strictement dépendant de la présence d’O2 (Ivan et al. 2001; Jaakkola et al. 
2001). Ces prolines hydroxylées vont permettre la reconnaissance de pVHL qui 
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appartient avec les élongines B et C et la Culline-2 à un complexe E3 ubiquitine 
ligase. Ce complexe va polyubiquitinyler HIF-1α et donc le diriger vers une 
dégradation, par le protéasome (Tanimoto et al. 2000). 
Il existe également un mécanisme de dégradation par le protéasome indépendant de 
l’ubiquitinylation et de pVHL présent en normoxie et en hypoxie qui joue un rôle 
dans la diminution de HIF-1α lors d’hypoxie prolongée (24 h) mais son mécanisme 






L’identification des hydroxylations de HIF-1α date de l’année 2001. Deux équipes 
ont découverts une famille de prolylhydroxylases conservée de C. Elegans à 
l’homme est capable de modifier HIF-1α (Bruick and McKnight 2001; Epstein et al. 
2001). Cette famille est composée des EGLN (EGL nine homologue) appelé ainsi en 
raison de sa forte homologie avec la famille EGL-9 (egg-laying abnormal-9) chez C. 
Elegans Elle est constituée de trois membres : PHD1, PHD2 et PHD3 également 
appelé EGLN2, EGLN1 et EGLN3 respectivement et HPH-3, HPH-2 et HPH-1 (HIF 




Les trois isoformes se distinguent d’une part par leur différence de localisation sub-
cellulaire (PHD1 est exclusivement nucléaire, PHD2 est principalement dans le 
cytoplasme et PHD3 est partagé entre ces deux compartiments) mais également par 
l’abondance de leur ARNm respectifs mais les trois formes sont ubiquitaires dans 
l’organisme (Berra et al. 2006). Malgré sa présence exclusive dans le cytoplasme, 
PHD2 est capable de faire la navette entre le noyau et le cytoplasme comme le 
montre son accumulation nucléaire en présence d’un inhibiteur d’export nucléaire 
(Berra et al. 2006). 
 
• Réaction d’hydroxylation 
 
La famille des PHDs appartient à la superfamille des dioxygénases dépendantes du 
fer et du 2-oxoglutarate. Ces enzymes nécessitent l’O2 comme co-substrat, ce qui 
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est à la base de son rôle de senseur de l’O2 puisqu’en hypoxie, ces PHDs ne sont 
pas actifs et donc ne peuvent modifier HIF-α. Lors de l’hydroxylation, un atome 
d’oxygène est ajouté à une proline tandis que le deuxième atome d’oxygène est 
utilisé dans une réaction de décarboxylation qui convertit le 2-oxoglutarate en 
succinate. Le Fe2+ permet d’activer l’O2 et l’ascorbate permet de réduire le Fe3+ 
produit qui s’est lié à l’enzyme après l’hydroxylation et donc de la rendre active à 
nouveau. Donc les PHDs nécessitent également le fer, l’ascorbate et le 2-




La contribution de chaque isoforme à la régulation de la stabilité d’HIF-α dépend de 
son abondance relative (Appelhoff et al. 2004) mais également de sa spécificité pour 
le substrat. En effet, le motif reconnu et phosphorylé par les PHDs est la proline de 
la séquence LxxLAP et selon les équipes, l’activité des isoformes est différentes. 
L’équipe de Lee a montré que la PHD2 était beaucoup plus active que la PHD3, elle-
même plus active que la PHD1 (Huang et al. 2002) tandis que l’équipe de Mole a 
observé une activité spécifique équivalente entre la PHD2 et la PHD3 mais une 
activité plus faible de la PHD1 (Tuckerman et al. 2004). De plus, les deux prolines 
de HIF-1α ne sont pas hydroxylés de manière équivalent par les trois PHDs. La 
proline 564 peut être hydroxyler par les 3 PHDs dès l’apparition d’une hypoxie 
modérée tandis que la proline 402 ne peut être  hydroxylée que par la PHD1 et la 
PHD2 et ce, lors d’une hypoxie plus sévère (Chan et al. 2005). 
Il est toutefois établi que la PHD2 joue un rôle prédominant puisque c’est elle qui 
permet de garder un niveau bas de HIF-1α en normoxie et qui est donc l’enzyme 
limitante (Berra et al. 2003). En effet, l’utilisation de siRNA dirigés contre l’une ou 
l’autre des PHD a montré que seule la disparition de l’isoforme PHD2 entraînait 
l’accumulation d’un HIF-1α actif en normoxie (Berra et al. 2003) bien que la 
surexpression des 3 isoformes augmentent la dégradation de HIF-1α. Ces résultats 
sont en accord avec ceux de l’équipe de Carmeliet qui a montré que la diminution 
de PHD2 chez la souris est létale au niveau embryonnaire tandis que la diminution 




Le rôle des PHDs est donc d’hydroxyler HIF-1α sur les prolines 402 et 564 en 
Figure 51. Rôle et régulation des PHDs. Les protéines PHDs régulent HIF-1
α  en réponse à l’oxygène. En condition aérobie (flèche bleues), les PHDs
hydroxylent HIF-1α ce qui permet la liasion de pVHL et donc cible HIF-1α  au
protéasome. De même, en se liant aux PHD2 et PHD3, OS9 promeut
l’hydroxylation de HIF-1α . Une diminution de la disponibilité en oxygène
(flèches rouges) inhibent les PHDs, HIF-1α  s’accumule et induit l’expression
des gènes cibles. En plus, Siah 1 et 2 déclenchent la dégradation de PHD1 et
PHD3 en condition hypoxique. L’hypoxie contrôle l’expression des PHD2,
PHD3, OS9, Siah 1 et Siah 2 par un mécanisme de boucle rétrocontrôle. Les
images d’immunofluorescence montrent l’expression de HIF-1α  dans des
cellules HeLa à 20 % O2 (gauche) et 1 % O2 (droite). D’après Berra et al, EMBO
R, 2006
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présence d’oxygène moléculaire. La reconnaissance de HIF-1α par les PHDs se fait 
via la leucine 574 à 10 résidus de la proline 564. En effet, si cette leucine est 




Expression : (Voir figure 51) L’expression des PHD2 et PHD3 est induit en hypoxie 
(Epstein et al. 2001; Berra et al. 2003). En effet, il y a un HRE en amont des gènes 
codants pour PHD2 et PHD3 et l’expression de ces protéines est augmentée par la 
fixation sur leur promoteur de HIF-1 dans le cas de PHD2 et de HIF-1 et HIF-2 dans 
le cas de PHD3 (Aprelikova et al. 2004; Metzen et al. 2005; Pescador et al. 2005). Ce 
phénomène pourrait donc participer au rétro-contrôle négatif de HIF-1α en hypoxie 
prolongée. 
Les PHD1 et 3 sont, comme HIF-α, dégradées par le protéasome, leurs E3 
ubiquitine ligase étant Siah1 et Siah2 (Nakayama and Ronai 2004). Ces E3 
ubiquitine ligases sont elles aussi induites en hypoxie mais indépendamment du 
facteur de transcription HIF-1 (Berra et al. 2006). 
D’autres composés et protéines peuvent également avoir un effet positif sur 
l’expression de certaines PHDs comme l’estrogène dans des cellules humaines et le 
complexe cycline D/Cdk4 dans des cellules de drosophiles (Seth et al. 2002; Frei 
and Edgar 2004).  
 
Activité : La réaction enzymatique effectuée par les PHDs nécessite plusieurs co-
facteurs (O2, 2-oxoglutarate et fer) qui sont donc nécessaires à l’activité des PHDs. 
L’activité des PHDs est très finement régulée par la quantité d’O2 et ce, que ce soit 
de la normoxie (21% O2) jusqu’à une hypoxie sévère (>0,1%). Cette hydroxylation 
produit du succinate qui va être métabolisé par la succinate deshydrogénase, un 
suppresseur de tumeur. En absence de cette enzyme, l’accumulation de succinate 
va inhiber les PHDs (Selak et al. 2005).  
Les ROS (reactive oxygen species) sont également capables de modifier l’activité des 
PHDs. Une explication a été montré dans des cellules JunD-/-. En effet, dans ces 
cellules l’accumulation de ROS entraîne une diminution du Fe2+, cofacteur des 
PHDs, ce qui va résulter en une diminution des hydroxylations de HIF-1α (Gerald et 
al. 2004). 
De plus, la protéine OS-9, découverte par double hybride, peut interagir avec HIF-
1α mais aussi PHD2 et PHD3. Cette interaction entraîne une augmentation de 
Figure 52. Reconnaissance de HIF-1α par VHL. En condition normoxique
(gauche), HIF-1α  est ciblée pour la dégradation dépendante de l’ubiquitine et du
protéasome par pVHL. Les zones ombrées indiquent les points chauds
mutationnels des tumeurs qui coïncident  avec HIF-1α  ou le domaine de liaison
(CBD) de VHL à l’élongine C respectivement. Les mutations dans l’un ou l’autre
de ces domaines stabilisent la protéine HIF-1α. L’hypoxie (droite) mène à
l’inhibition de la dégradation de HIF-1α. D’après Tanimoto et al, EMBO J, 2000
Figure 53. Schéma des rôles de pVHL dépendants et indépendants de HIF-
1α qui peuvent contribuer à la suppression tumorale. ECM= matrice extra
cellulaire; EMT= transition épithelio-mesenchymateuse. D’après Frew et al,
Current opinion in cell biology, 2007
 98 
l’hydroxylation de HIF-1α et augmente sa dégradation par le système pVHL/ 
protéasome (Baek et al. 2005). 
La PHD2 pourrait également jouer un rôle sur l’activité de HIF-1α puisque l’équipe 
de Bruick a montré qu’elle interagissait avec la protéine ING4 (inhibitor of growth 






La protéine Von Hippel Lindau (pVHL) est un suppresseur de tumeur issu d’un 
gène de 3 exons qui produit deux ARNm (un sauvage comportant les trois exons et 
un où l’exon deux est absent). L’ARNm est lui-même traduit en deux protéines 
différentes à cause d’un codon interne d’initiation de la traduction (Iliopoulos et al. 
1998). Il existe donc trois protéines VHL : une de 30 kDa (VHL30), une de 19 kDa 
(VHL19) et une troisième forme issue du deuxième ARNm (sans exon 2) qui semble 
dépourvue d’activité de suppresseur de tumeur (Gnarra et al. 1994). 
Les deux formes de pVHL issues de l’ARNm entier, VHL30 et VHL19 sont 
regroupées sous le terme pVHL. L’expression de l’ARNm de VHL est ubiquitaire. 
VHL fait partie d’un complexe E3 ubiquitine ligase appelé ECV avec les élongines B 
et C, Rbx1 et la Culline-2 dans lequel elle permet la reconnaissance de la cible 
(Lisztwan et al. 1999). L’ubiquitination implique trois enzymes : E1 permet la 
formation d’un pont thioester avec l’ubiquitine, E2 porte transitoirement 
l’ubiquitine activée et E3 transfère cette ubiquitine de E2 vers la cible. Dans le cas 
de HIF-1α, le complexe E3 est ECV (Maxwell et al. 1999).  
pVHL possède deux domaines fonctionnels, α et β. Le domaine α permet la liaison à 
l’élongine C tandis que le domaine β joue un rôle de reconnaissance et d’ancrage du 
substrat (Stebbins et al. 1999) (Figure 52). 
 
• Rôle (Figure 53) 
 
pVHL se lie à HIF-1α et HIF-2α en présence d’oxygène (normoxie ou réoxygénation)  
et permet sa polyubiquitinylation lorsque les prolines 402 et 564 sont hydroxylées 
(Ohh et al. 2000; Yu et al. 2001). En absence de VHL, HIF-1α n’est plus dégradée 
par le protéasome et est donc accumulée (Maxwell et al. 1999). VHL permet donc 
la reconnaissance et la dégradation de HIF-1α  en normoxie. 
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L’hydroxylation de HIF-1α sur la proline 564 semble être nécessaire et suffisante 
pour la liaison de pVHL (Ivan et al. 2001; Yu et al. 2001) bien que quelques équipes 
aient observé la présence d’un complexe pVHL/HIF-1α/HIF-1β en hypoxie 1% O2 
(Maxwell et al. 1999; Tanimoto et al. 2000).  
En plus de son rôle dans la dégradation de HIF-1α, VHL inhiberait l’activité 
transcriptionnelle d’HIF-1 en recrutant des histones déacétylases (Mahon et al. 
2001). Cet effet inhibiteur a été retrouvé par une autre équipe qui a également pu 
observer que cette inhibition de l’activité transcriptionnelle de HIF par pVHL était 
augmenté par une protéine possédant un domaine KRAB-A, la VHLaK (Li et al. 
2003b). Cependant à l’exception de ces deux équipes, la régulation négative de 
pVHL sur HIF-1α retrouvée dans la littérature joue uniquement sur son expression 
via la polyubiquitinylation. 
De part son rôle dans la dégradation d’HIF-1α, VHL est impliqué dans tous les 




VHL est présent aussi bien dans le noyau que dans le cytoplasme et ce, en  
normoxie comme en hypoxie (1%O2) (Tanimoto et al. 2000). Cependant, le 
compartiment cellulaire où a lieu l’interaction entre HIF-1α et pVHL et la 
polyubiquitinylation de HIF-1α n’est pas encore connu avec exactitude. L’équipe de 
Groulx a observé que VHL ubiquitinylait HIF-1α dans le noyau et permettait son 
export nucléaire (Groulx and Lee 2002). Cependant, l’équipe de Jacques Pouyssegur 
a montré que la dégradation de HIF-1α est également possible dans le cytoplasme 
(Berra et al. 2001). En effet, une protéine chimère HIF-1α exclusivement exprimée 
dans le cytoplasme sera dégradée aussi bien qu’une protéine HIF-1α bloquée dans 





pVHL lorsqu’elle n’interagit pas avec les élongines est une protéine peu stable 
(Schoenfeld et al. 2000) et elle est elle-même dégradée par une voie dépendante de 
l’ubiquitinylation et du protéasome. Récemment, une protéine appartenant au 
complexe E2 responsable de son ubiquitinylation et de sa dégradation a été 
découverte. Il s’agit de la protéine E2-EPF UCP (Ubiquitin carrier protein) (Jung et 
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al. 2006). La surexpression d’UCP entraîne une augmentation de la 
polyubiquitinylation de pVHL et consécutivement, une diminution de la quantité de 
pVHL et donc une augmentation de la protéine HIF-1α (Jung et al. 2006).  
Plusieurs protéines sont capables de phosphoryler pVHL : une protéine non 
identifié phosphoryle VHL sur la sérine 72 ce qui permet la phosphorylation de la 
sérine 68 par la GSK3β (Hergovich et al. 2006). Ces phosphorylations ont un effet 
négatif sur l’activité de pVHL. En effet, une protéine pVHL muté sur ces deux sites 
avec une acide aspartique (phosphomimétique) entraîne une perte de fonction de 
pVHL tant au niveau de son rôle dans l’assemblage de la fibronectine qu’au niveau 
de la polyubiquitinylation de HIF-α. pVHL(S68D/72D) permet l’interaction avec les 
microtubule mais ne permet pas leur stabilisation tandis que ces mutations 
n’empêchent pas la formation du complexe E3 ubiquitine ligase mais empêchent la 
reconnaissance de HIF-2α (Hergovich et al. 2006). 
La protéine CAK2 est également capable de phosphoryler la forme VHL30 sur les 
sérines 33, 38 et 43). Ces phosphorylations n’ont pas d’effet sur l’activité de 
polyubiquitinylation de HIF-α mais empêchent pVHL de jouer son rôle dans 
l’assemblage de la fibronectine (Lolkema et al. 2005). 
Au niveau des neurones de l’hypothalamus, le neuropeptide orexine, impliqué dans 
la régulation de la nutrition et du sommeil (son absence entraîne la narcolepsie 
chez l’homme), est capable d’induire HIF-1α (Sikder and Kodadek 2007). Cette 
induction est due à une augmentation de l’ARNm de HIF-1α mais surtout à une 
diminution de l’expression de pVHL. En effet, l’orexine est capable de diminuer le 
niveau d’ARNm et de protéine de VHL (Sikder and Kodadek 2007). Ces effets sont 
bien dus à la signalisation de l’orexine puisque l’absence de son récepteur, ORX1, 
annule ces effets sur HIF-1.  
 
• KO et syndrome de von hippel lindau 
 
La protéine VHL est essentielle pour la viabilité cellulaire puisque la suppression de 
VHL par recombinaison homologue entraîne la létalité entre les jours 10,5 et 12,5 
de gestation avec une vasculogénèse défectueuse et des lésions hémorragiques du 
placenta malgré une apparence normale jusqu’au 9ème jour (Gnarra et al. 1997). 
Plus de 200 mutations possibles du gène codant pour pVHL sont capable de causer 
une maladie autosomale dominante, la maladie de Von Hippel Lindau du nom de 
deux médecins qui ont décrit les signes cliniques de la maladie au début du XX 
siècle. Avec une incidence de 1/ 36 000, il s’agit d’une phacomatose qui entraînent 
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le développement de tumeurs diverses dans le pancréas, les reins, le système 
nerveux central et la rétine ainsi que des hémagioblastomes. Il a fallu attendre 1993 
pour que le gène impliqué dans cette maladie soit caractérisé. Ce gène est donc le 




La protéine ARD1 (arrest-defective-1 protein) est membre d’une superfamille 
d’acétyltransférase. Elle acétyle directement HIF-1α sur la lysine 532 située dans le 
domaine ODD c'est-à-dire le domaine de dégradation dépendant de l’oxygène (Jeong 
et al. 2002). Cette acétylation, proche de l’hydroxylation de la proline 564 favorise la 
reconnaissance de HIF-1α par pVHL et donc sa dégradation par le protéasome 
(Jeong et al. 2002). 
HIF-1 fait donc partie de la longue liste des facteurs de transcription ou des co-
activateurs transcritionnels modifiés par des histones acétyl-transférases. En effet, 
p53, p73, E2F, MyoD, TFIIE, TFIIF, GATA 1 ou encore p300 sont acétylés par ces 
protéines qui pourraient être rebaptisées « facteurs acétyl-transférases » (Bannister 
and Miska 2000). Dans la plupart des cas, l’acétylation a un effet positif sur 
l’activité transcriptionnelle de ces facteurs de transcription soit en augmentant la 
liaison à l’ADN soit en jouant sur l’activité transcriptionnelle elle-même (Bannister 
and Miska 2000).  
ARD1 est présent exclusivement au niveau du cytosol donc l’acétylation de HIF-1α 
se fait dans ce compartiment (Jeong et al. 2002). L’expression de ARD1 est 
diminuée en hypoxie ou lors d’un traitement avec un hypoxomimétique tels que le 
chlorure de cobalt au niveau de son ARNm et de sa protéine (Jeong et al. 2002). 
Récemment, l’acétylation de HIF-1α par ARD1 a été remise en cause puisqu’une 
forme recombinante humaine de ARD1 n’est pas capable d’acétyler HIF-1α in vitro 
bien que son activité acétyl-transférase soit intacte (Murray-Rust et al. 2006). De la 
même façon, d’autres équipes ont montré que ARD1 ne modifiait pas l’expression de 
HIF-1α et que son expression n’était pas induite en hypoxie (Arnesen et al. 2005; 
Bilton et al. 2005). La surexpression ou la diminution de l’expression de ARD1 par 
des sh- ou siRNA ne modifie pas l’expression de HIF-1α ni de HIF-2α bien que 
l’expression des protéines cibles soit modifiée (Arnesen et al. 2005; Bilton et al. 
2005; Fisher et al. 2005). 
Cependant la mutation de la lysine 532 en arginine stabilise HIF-1α par rapport au 
HIF-1α sauvage dans des cellules humaines en normoxie (Jeong et al. 2002; Yoo et 
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al. 2006). 
Il semble donc que l’effet de ARD1 sur HIF-1α soit dépendant du type cellulaire 
puisqu’il n’est pas visible dans toutes les lignées cellulaires testées (Yoo et al. 2006). 
Dans cette publication, les auteurs observent également l’effet de la protéine MTA1 
(metastasis-associated protein1) sur l’expression de HIF-1α. En effet, ils montrent 
que MTA1, dont l’expression est augmentée en hypoxie, augmente la stabilité de 
HIF-1α en i) augmentant l’association de HIF-1α avec HDAC1 qui déacétyle HIF-1α 
au niveau de l’ODD et ii) inhibant la reconnaissance de HIF-1α par pVHL et les 
PHDs (Yoo et al. 2006). Les auteurs hypothétisent que le niveau d’expression de 
MTA1 détermine la sensibilité de HIF-1α à ARD1 d’une lignée cellulaire à l’autre. 
De plus, il existe différentes formes de ARD1 : trois chez la souris : mARD1(198), 
mARD1(225), mARD1(235) et deux formes humaines hARD1(131), hARD1(235) 
(Kim et al. 2006b). Parmi les isoformes testées, la seule capable d’acétyler HIF-1α et 
d’entrainer sa dégradation est la forme mARD1(225) (Kim et al. 2006b). La présence 
des différentes isoformes est différente selon les lignées cellulaires testées. Ces 
résultats pourraient également expliquer les différences de résultats obtenus quant 
à l’effet d’ARD1 sur l’expression de HIF-1α. 
Etant donné les informations actuelles de la littérature, le fait que ARD1 acétyle ou 
non HIF-1α ne peut être rejeté ou accepté totalement mais il est certain que 





Le monoxyde d’azote ou oxyde nitrique (NO) a été découvert par son rôle dans 
l’inflammation mais il est également impliqué dans un grand nombre de fonctions 
cellulaires comme l’apoptose, la nécrose ou encore l’adhésion cellulaire. Il est 
produit par les NOS (Nitric Oxide Synthases), deux d’entre elles étant constitutives 
(endothelial NOS ou eNOS et neuronal NOS ou nNOS), la dernière étant inductible 
(iNOS). La plupart des effets du NO  sont causés par la nitrosylation du groupe SH 
d’une cystéine, appelée S-nitrosylation. 
Le NO et ses dérivés, les RNS (reactive nitrogen species) stabilisent la protéine HIF-
1α et augmentent son activité transcriptionnelle en normoxie (Kimura et al. 2000; 
Palmer et al. 2000). Une des hypothèses évoquées est que le NO inhiberait les PHDs 
peut-être en interagissant avec le fer, co-facteur indispensable aux PHDs. Une autre 
hypothèse est que HIF-1α est S-nitrosylé directement par le NO (Sumbayev et al. 
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2003) et cette S-nitrosylation de la cystéine 800 augmente la liaison de HIF-1 avec 
p300 et donc joue un rôle positif sur son activité transcriptionnelle (Yasinska and 
Sumbayev 2003). La mutation de la cystéine 800 ne permet plus d’observer une 
augmentation de l’activité de HIF-1. Une autre cystéine est également nitrosylé par 
le NO, il s’agit de la Cystéine 520 (Voir chapitre sur iNOS) (Li et al. 2007a). 
Cependant, en hypoxie, le NO semble diminuer l’accumulation de HIF-1α et 
augmenter sa dégradation par le protéasome bien que des données contradictoires 
existent (Sogawa et al. 1998; Huang et al. 1999). 
La première hypothèse, qui va à l’encontre de l’effet inhibiteur du NO sur les PHD 
en hypoxie, est que le NO permettrait une ré-activation des PHDs en hypoxie. 
Comment ? Deux possibilités ont été évoquées : i) l’arrêt de la respiration 
mitochondriale en hypoxie entraîne une diminution de la consommation d’O2 et 
donc l’O2 restant est redistribuée dans la cellule, ce qui permet une relative 
augmentation d’activité des PHDs (Hagen et al. 2003) ; ii) la deuxième hypothèse est 
qu’il y aurait une augmentation de la concentration intracellulaire en fer et en 2-




HDM2 est une protéine nucléaire de 52 kDa, capable de se fixer à un grand nombre 
de protéines parmi lesquelles p53, p41ARF, Rb1 ou encore TBP. Elle possède un 
domaine de localisation nucléaire, un domaine de localisation nucléolaire et un 
signal d’export nucléaire. Elle est dégradée par la caspase 3 lors de l’apoptose 
induite par p53. Son rôle le plus connu est l’inhibition de p53. En effet, elle se fixe 
sur p53 au niveau de son domaine de transactivation et empêche donc sa 
reconnaissance par la machinerie de transcription. Mais par son activité E3 
ubiquitine ligase, elle permet aussi la polyubiquitinylation de p53 dans le cytosol et 
donc sa dégradation (Soussi 2000). 
HDM2 interagit directement avec HIF-1α via le même domaine d’interaction que 
pour p53 (LaRusch et al. 2007). Il y a donc une compétition entre HIF-1α et p53 
pour la liaison à HDM2 qui est capable de former deux complexes disctincts avec 
l’une ou l’autre des protéines. Le rôle de cette interaction entre HDM2 et HIF-1α 
semble encore mal compris. Cependant, la majorité des groupes ayant observé cette 
interaction indique un rôle positif de HDM2 sur HIF-1α, tant au niveau de son 
expression (Bardos et al. 2004) que de son activité (LaRusch et al. 2007). En effet, 
Bardos et al a montré que la surexpression de HDM2 entraînait une augmentation 
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de l’expression de HIF-1α qui ne semblait pas être due à une augmentation de sa 
demi-vie. L’hypothèse de ce groupe est que les facteurs de croissance activent la 
voie PI3K/Akt qui va elle-même activer HDM2 qui induit l’expression de HIF-1α via 
un mécanisme indépendant de p53 (Bardos et al. 2004). Cette augmentation de la 
protéine HIF-1α lors de la surexpression de HDM2 a été également observée par 
une autre équipe indépendamment du statut en p53 ainsi que l’augmentation de la 
transcription du VEGF, un gène cible de HIF-1 (Nieminen et al. 2005). Tandis que 
l’équipe de LaRusch a montré que l’interaction de HIF-1α avec HDM2 permet une 
augmentation de l’activité de HIF-1 et une augmentation de la synthèse de VEGF 
mais ne semble pas observer de modification de l’expression de HIF-1α. Cet effet est 
inhibée en présence d’une grande quantité de p53 ou de Nutlin3 qui inhibe la 




NFκB est le nom collectif d’un facteur de transcription qui existe sous forme 
d’homo- ou d’hétéro-dimère et est formé par une famille de sous-unités appelées 
RelA (p65), RelB, cRel, p50 et p52. Certains dimères prévalent (p65/p50) sur 
d’autres et ils font la navette entre le noyau et le cytoplasme où ils sont 
majoritairement séquestrés sous une forme inactive par les IκB (Michiels et al. 
2002). 
Lors de stimulation par le TNFα, d’un traitement par des UV mais également lors de 
la création des espèces actives de l’oxygène (ROS) ou du NO (en petites quantités 
puisque de grandes quantités de ROS ou de NO auraient plutôt un rôle inhibiteur), 
l’activation des IκK entraine la phosphorylation des IκB sur les sérines 32 et 36, ce 
qui entraîne leur  polyubiquitinylation et leur dégradation par le protéasome. Ainsi, 
NFκB est relargué et peut être transloqué dans le noyau (Michiels et al. 2002) 
Le dimère actif  NFκB peut alors entraîner la transcription de différents gènes cibles 
parmi lesquels HIF-1α. En effet, l’inhibition (ou la surexpression) de différentes 
sous-unités de NFκB (RelA, RelBn p52, cRel) est capable de diminuer (ou 
d’augmenter respectivement) la quantité d’ARNm et de protéine de HIF-1α en 
normoxie en se liant au niveau du promoteur de HIF-1α (van Uden et al. 2008). 
Un traitement au TNFα, qui a pour conséquence une augmentation de l’expression 
des différentes sous-unités de NFκB, a donc un effet positif sur l’expression de HIF-
1α et de ses cibles (Glut3, Glut1, VEGF, CAIX). Au contraire, l’absence des deux 
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sous-unités IκK α et β qui permettent l’activation de NFκB empêchent 
l’accumulation de HIF-1α en hypoxie (van Uden et al. 2008) tout comme l’absence 
de la sous unité β de IκK (Rius et al. 2008). 
NFκB est activé principalement en réponse aux infections et à l’inflammation. Etant 
donné qu’il contrôle la transcription de HIF-1α, les infections bactérienne GRAM 
positive et GRAM négative et l’inflammation induisent une augmentation de la 
liaison de RelA sur le promoteur de HIF-1α et de l’expression de HIF-1α et de ses 
gènes cibles (Rius et al. 2008). 
L’expression de HIF-1α basale, induite par le TNFα, le LPS et les infections 
bactériennes et dans certaines circonstances en hypoxie est donc régulée par le 
NFκB (Rius et al. 2008; van Uden et al. 2008). 
NFκB est également transloqué et activé en réponse à l’hypoxie, ce qui permet une 
augmentation de la liaison de NFκB sur le promoteur du gène de HIF-1α. Donc en 
hypoxie, une augmentation de la transcription de HIF-1α par NFκB est également 
responsable de l’accumulation de HIF-1α en plus de la diminution de sa 
dégradation par le protéasome (Belaiba et al. 2007). 
De plus, IκKβ (effet positif sur NFκB) est légèrement activée en hypoxie 
consécutivement à l’inhibition des PHDs qui ont un effet négatif sur son activation. 
 
                                (γ) Les petites GTPases 
 
La production de ROS en hypoxie active différentes petites GTPases parmi 
lesquelles RhoB (Skuli et al. 2006), RhoA, Rac1 et Cdc42 (Turcotte et al. 2003). 
L’inhibition de ces protéines par des inhibiteurs ou la diminution de leur expression 
par des siRNA entraîne une diminution de l’expression de HIF-1α en hypoxie 
(Turcotte et al. 2003; Skuli et al. 2006; Xue et al. 2006). 
En ce qui concerne RhoB, son activation induite par l’hypoxie va activer Akt qui va 
à son tour inhiber GSK3β qui ne pourra plus diminuer l’expression de HIF-1α (Skuli 
et al. 2006). 
Hirota observe une diminution de l’expression de HIF-1α lors de la diminution de 
Rac1 mais il montre également un rôle de Rac1 dans l’activation de HIF-1 induit 
par le carbachol (Hirota et al. 2004).  
Ces résultats vont dans le même sens que ceux de Lyberopoulou qui a observé une 
interaction directe entre HIF-1α et mgcRacGAP, un régulateur négatif de Rac1, 
Cdc42 et RhoA. La surexpression de mgcRacGAP inhibe l’activité de HIF-1 
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cependant, contrairement aux autres, ils n’observent pas de modifications de 
l’expression de HIF-1α lors de l’inhibition des petites GTPases (Lyberopoulou et al. 
2007). Il semble donc que les petites GTPases aient un rôle positif sur l’expression 
mais aussi l’activité de HIF-1. 
 
 (η) Autres 
 
Les protéines SSAT1 et SSAT2 (Spermidine/spermine N-acetyltransferase-1 et -2) 
entraîne toutes les deux la dégradation de HIF-1α et ceci par deux voies différentes. 
En effet, SSAT1 stabilise l’interaction entre HIF-1α et RACK1 (qui va permettre sa 
dégradation indépendamment du niveau en O2) tandis que SSAT1 se lie 
directement à HIF-1α et va entraîner sa polyubiquitinylation et sa dégradation en 
stabilisant son interaction avec pVHL et l’élongine C (cette voie de dégradation étant 






Direct Mécanisme References 
PHDs ↓ oui Hydroxylation de 2 prolines (Ivan et al. 2001) 
2-
oxoglutarate  
↓ non Co-facteur des PHDs 
(Jaakkola et al. 
2001) 
Fer ↓ non Co-facteur des PHDs 
(Jaakkola et al. 
2001) 






Sumoyle HIF-1α et permet 
liaison à pVHL 
? 
(Cheng et al. 
2007) 
 (Bae et al. 2004) 
Culline 2 ↓ oui Appartient au complexe E3 
(Maeda et al. 
2008) 
ARD1 ↓ oui 
Acétyle Lys532 et augmente 
liaison à VHL 
(Jeong et al. 
2002) 
IKB ↓ non Via inhibition de NFKB 
(van Uden et al. 
2008) 
GSK3 ↓ oui 
Phosphorylation de HIF-1α 
et dégradation dépendante 
du protéasome et 
(Flugel et al. 
2007) 
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indépendante de pVHL 
SSAT1 ↓ non 
Augmente interaction HIF-
1α/Rack1 
(Baek et al. 2007) 
SSAT2 ↓ non 
Augmente interaction HIF-
1α/pVHL 
(Baek et al. 2007) 
HIF-2α ↓  
Surexpression HIF-2α 
diminue expression HIF-1α 
et inversement 
(Sowter et al. 
2003) 
Rack1 ↓ oui 
Diminue liaison 
Hsp90/HIF-1α 
(Liu et al. 2007)  
Siahs ↑ non Ubiquitine PHD 
(Nakayama and 
Ronai 2004) 
Succinate ↑ non Inhibe les PHDs 
(Selak et al. 
2005) 
ROS ↑ non 
Diminue Fe2+ 
indispensable aux PHDs 
(Gerald et al. 
2004) 
NO ↑ non 
Diminue Fe2+ 
indispensable aux PHDs 
(Sumbayev et al. 
2003) 
OS9 ↑  
Diminue hydroxylation des 
prolines 




Augmente traduction de 
HIF 
(Toschi et al. 
2008) 
PI3K/Akt ↑  Via hsp, mtor, etc…  
Hsp90 ↑  
Protège contre la 
dégradation par protéasome 
 
Culline 2 ↑ non 
siRNA contre culline 2 
augmente la quantité de 
HIF-1β 
(Maeda et al. 
2008) 
Nur 77 ↑ non 
Interagit avec VHL et inhibe 
la polyubiquitinylation de 
HIF-1α 




Diminue liaison avec VHL 
et augmente celle avec p300 
(Kimura et al. 
2008) 
Orexine  ↑ non 
Diminue VHL et augmente 




Prolidase ↑  
Surexpression⇒ 
augmentation de HIF et 
diminue prolyhydroxylation 
(Surazynski et al. 
2008) 
MTA1 ↑ oui 
Inhibe liaison à ARD1 et 
VHL et entraine 
déacétylation de HIF 
(Yoo et al. 2006) 
CSN5 ↑  Inhibe hydroxylation 
(Bemis et al. 
2004) 
PGE2 ↑   (Liu et al. 2002) 
NFKB ↑ oui 
Augmente transcription 
HIF-1α en se liant sur son 
promoteur 
(van Uden et al. 
2008) 
TNFα ↑ non 
Augmente l’expression de 
NFKB 
(van Uden et al. 
2008) 
Akt ↑  
Augmente traduction de 
HIF-1α (indépendant de 
mTOR) 
(Pore et al. 2006) 
RhoB ↑ non 
Active Akt qui inhibe 
GSK3β qui augmente 
dégradation de HIF-1α 




↑   
(Turcotte et al. 
2003) 
IL-1β ↑ non Via NFKB (Jung et al. 2003) 
HDAC4/6 ↑ oui 
Diminue dégradation par le 
protéasome (VHL-
indépendant) 
(Qian et al. 2006) 
HDAC1/2 ↑  
Diminue liaison avec VHL 
et PHD car déacétyle HIF  
(Yoo et al. 2008) 
BRCA1 ↑   
Protège HIF de la 
dégradation 
(Kang et al. 2006) 
NO ↑  
S-nytrosyle Cys520 ⇒ 
diminue liaison à pVHL 








• Généralités:  
 
Les protéines p300 et CBP (CREB-Binding protein) possèdent une activité histone 
acétyl-transférase (HAT) et sont présentes de manière ubiquitaires dans le noyau. 
Elles fonctionnent comme des co-activateurs transcriptionnels et sont impliquées 
dans de très nombreux évènements cellulaires comme le cycle cellulaire, la 
réplication de l’ADN, la différenciation et l’adhésion cellulaire. Elles possèdent 
plusieurs domaines communs comme le bromodomaine, trois domaines CH 
(cysteine/histidine-rich) et un domaine KIX. Les domaines CH1, CH3 et KIX sont 
importants pour l’interaction protéine/protéine. Les extrémités N et C-terminales de 
p300/CBP peuvent activer la transcription tandis que le domaine HAT proprement 
dit se situe au centre de la protéine. Cette organisation permet à p300/CBP d’être 
un point d’ancrage pour la formation de complexes co-activateurs transcriptionnels 
(Chan and La Thangue 2001). 
Bien que CBP et p300 soient deux protéines issues de gènes différents, elles sont 
très proches et leurs fonctions se recoupent beaucoup jusqu’à accomplir une tache 
unique dans certains processus physiologiques. Une de leur fonction principale est 
de permettre la transcription des gènes en servant de co-facteurs. Comment ? Soit 
en servant de « pont » entre le facteurs de transcription et la machinerie basale de 
transcription, soit en permettant l’assemblage de complexes de transcriptions 
multiples ou soit en permettant l’acétylation des histones et donc en permettant 
une meilleure accessibilité de l’ ADN aux facteurs de transcriptions (Chan and La 
Thangue 2001). L’activité de p300/CBP peut être modulée par différentes protéines 
et en particulier des kinases. En effet, plusieurs protéines peuvent phosphoryler 
p300 ou CBP et cela peut jouer sur le rôle de co-activateur transcriptionnel de ces 
protéines. Par exemple, Cdk2 et Cdc2 peuvent phosphoryler p300 tandis que la 
Protéine Kinase A, la kinase IV dépendante du calcium et de la calmoduline 
(CaMKIV) et la kinase MAP (MAPK) peuvent phosphoryler CBP ce qui a un effet 
positif sur son activité de co-facteur transcriptionnel (Chan and La Thangue 2001). 
 
• p300 et HIF:  
 
p300/CBP se lie au domaine C-TAD de HIF-1α par son domaine CH1 et augmente 
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la transactivation de HIF probablement en augmentant l’acétylation des histones ce 
qui résulte en un remodelage de la chromatine qui permet un meilleur accès aux 
facteurs de transcription tels que HIF-1. L’inhibition de l’interaction de p300/CBP 
avec  HIF-1α diminue fortement l’expression des gènes induits par l’hypoxie (Kung 
et al. 2000). De plus, Carrero et al ont montré que p300/CBP augmentait l’activité 
de HIF-1α via les deux domaines de transactivations N-TAD et C-TAD (Carrero et al. 
2000). 
D’autres co-activateurs transcriptionnels possédant une activité histone acétyl-
transférase sont également capables de se lier à HIF-1α et d’augmenter son activité 
en synergie avec p300/CBP lors de l’hypoxie. Il s’agit de SRC-1 (steroid-receptor co-
activator-1) et TIF2 (transcription intermediary factor 2) (Carrero et al. 2000). En 
effet, la transfection de SRC-1 et CBP en petites quantités est capable d’augmenter 
l’activité transcriptionnelle de HIF-1 lors d’un essai luciférase en hypoxie de 
manière synergique puisque l’augmentation d’activité en présence des deux 
protéines est supérieure à la somme des augmentations d’activités en présence de 
l’un ou l’autre des composés. Ces auteurs ont également montré que la protéine 
régulatrice redox Ref-1 potentialise la transactivation de HIF-1 en présence de SRC-
1et de CBP. 
Au contraire, la protéine CITED2 diminue l’effet co-activateur de p300/CBP sur 
HIF-1 en entrant en compétition avec HIF-1 pour la liaison au CH1 de p300/CBP 




La technique du double hybride a également permis l’identification de HDAC7 
comme co-facteur de HIF-1α (Kato et al. 2004). En effet, la liaison de HDAC7 à HIF-
1α a été retrouvée par co-immunoprecipitation en normoxie comme en hypoxie et 
cette interaction permet l’entrée dans le noyau de HDAC7 qui colocalise exactement 
avec HIF-1α (c’est-à-dire qu’HDAC7 est présent dans le cytoplasme en normoxie et 
dans le noyau en hypoxie). Cette interaction permet une augmentation de l’activité 
de HIF-1, visible par l’augmentation du niveau d’ARNm de GLUT1 et VEGF dans les 
cellules transfectées avec des mutants des protéines HIF-1α et HDAC7. En hypoxie, 
il existe un tricomplexe comprenant HIF-1, HDAC7 et p300 puisque l’interaction 
avec HDAC7 n’empêche pas la liaison du cofacteur p300/CBP. Dans cette 
publication malgré la reconnaissance de HIF-1α par la protéine HDAC4, 
l’interaction entre ces deux protéines dans les cellule utilisées (HEK293 ; cellules de 
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rein d’un embryon humain) n’est pas retrouvée (Kato et al. 2004).  
Cependant, cette interaction entre HIF-1α et HDAC4 a été retrouvée par une autre 
équipe dans une lignée de cellules de carcinome rénal déficientes pour pVHL (RCC 
C2) (Qian et al. 2006). Ces auteurs ont également trouvé une interaction entre HIF-
1α et HDAC6, un autre membre de la famille des HDAC de classe II. Dans cette 
publication l’effet des HDAC4 et 6 est différent  de celui de HDAC7 puisque leur 
inhibition entraîne une diminution de l’expression de HIF-1α et non une 
modification de son activité comme HDAC7. Les auteurs montrent également que 
l’inhibition de ces HDACs résulte en une augmentation d’une forme acétylé et 
polyubiquinylée de HIF-1α dont la dégradation par une voie  indépendante de pVHL 
mais dépendante du protéasome est augmentée (Qian et al. 2006). Ces mêmes 
résultats, la dégradation de HIF-1α par une voie dépendante du protéasome mais 
indépendant de pVHL et de la polyubiquitinylation en présence d’inhibiteurs des 
HDACs, ont été retrouvés par une autre équipe (Kong et al. 2006). Plus récemment, 
l’interaction de HIF-1α avec HDAC1 et HDAC2 ainsi qu’avec la protéine MTA1 a été 
observée en présence du virus X de l’hépatite B (Yoo et al. 2008). La formation de ce 
complexe et la déacétylation de HIF-1α défavorisait la liaison avec les PHDs et pVHL 
et donc augmenterait la stabilité de la protéine HIF-1α en inhibant sa dégradation. 






FIH (factor inhibiting HIF) appartient, comme les PHDs, à la superfamille des 
dioxygénases dépendantes du 2-OG (2-oxoglutarate) et du Fe(II). En présence de ces 
deux cofacteurs, FIH catalyse la séparation de l’O2 et utilise un oxygène pour 
hydroxyler l’asparagine cible et l’autre oxygène pour oxyder le 2-OG en succinate et 
produire du CO2. L’asparagine cible dans le cas de HIF-1α est l’asparagine 803 
située en C-terminal juste en amont du domaine C-TAD (Lando et al. 2002a). Cette 
hydroxylation suffit à inhiber l’activité de transcription de HIF en inhibant la liaison 
de p300/CBP sur HIF-1 (Lando et al. 2002b).  
La mutation de l’asparagine 803 en alanine suffit pour activer constitutivement le 
C-TAD et donc permettre la liaison constante de p300/CBP quelque soit le niveau 
en O2 (Lando et al. 2002a). Cette hydroxylation sur l’asparagine 803 de HIF-1α (851 
pour HIF-2α) est donc nécessaire à la répression de C-TAD en normoxie. 
Figure 54. FIH-1: Activation séquentielle du NAD puis du CAD lors du
gradient hypoxique. Ce modèle suggère que lorsque la concentration en
oxygène diminue, les PHDs perdent leur activité catalytique en premier à cause
de leur plus faible affinité pour l’oxygène, tandis que FIF hydroxyle encore le
CAD et le réprime. Ceci mène à la stabilisation de la protéine HIF-1α possèdant
un NAD actif. A des plus faibles concentrations en oxygène, l’activité
catalytique de FIH est réduite, déreppressant le CAD pour une activité
transcriptionnelle complète. D’après Lisy et al, Cell Death and Differenciation, 2008
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L’utilisation de siRNA dirigés contre FIH-1 confirme son rôle dans l’inhibition de 
l’activité transcriptionnelle de HIF-1α puisque la diminution de FIH-1 entraîne une 
augmentation de l’expression de GLUT1 et CAIX, tout deux issus de gènes cibles de 
HIF-1 (Stolze et al. 2004). 
En hypoxie, le manque d’O2, co-facteur indispensable à FIH-1 empêche 
l’hydroxylation de l’asparagine 803 ce qui facilite le recrutement de p300/CBP et 
permet l’activation du domaine C-TAD. La valine 802 est essentielle pour 
l’hydroxylation de l’asparagine 803 puisque sa mutation seule inhibe 
l’hydroxylation in vitro (Linke et al. 2004). 
Il est également intéressant de noter que FIH-1 a une affinité plus élevée que les 
PHDs pour l’O2. Donc lorsque l’hypoxie est modérée, il est possible d’observer une 
inhibition des PHDs alors que FIH-1 est encore actif et nécessite une hypoxie plus 
sévère (jusqu’à 0,2 %) pour être inactivée et permettre l’activation complète de HIF-
1 (Figure 54) (Stolze et al. 2004).  
La protéine FIH-1 est surtout exprimée dans le cytoplasme de toutes les lignées 
cellulaires testées en normoxie comme en hypoxie puisqu’aucune relocalisation n’a 
été observée (Stolze et al. 2004). 
 
• Autres cibles 
 
La seule cible connue de FIH-1 était HIF-α mais récemment de nouvelles cibles ont 
été identifiée. Toutes ces protéines cibles possèdent des domaines  ARDs (ankyrin-
repeat domains) comme par exemple IκBα, p105 (NFκB1), Notch 1, 2 et 3 (Cockman 
et al. 2006; Coleman et al. 2007). Bien que les fonctions de leur hydroxylation 
restent inconnues, les auteurs suggèrent que ces hydroxylations pourraient entrer 
en compétition avec l’hydroxylation de HIF-α et pourraient potentiellement réguler 
la transcription des gènes cibles de HIF en sequestrant  FIH-1, surtout en hypoxie 
(Coleman et al. 2007). 
L’utilisation des siRNA ciblant FIH-1 a également permis de découvrir un rôle de 
FIH-1 dans l’expression des PHDs. En effet, lors de la diminution de FIH-1, une 
augmentation de l’expression de PHD2 et PHD3 est observée en hypoxie (Stolze et 
al. 2004). Il existe donc un cross-talk entre ces deux familles de dioxygénases 





De la même manière que l’ubiquitine ligase Siah 1 reconnaît les PHDs, elle cible 
également la protéine FIH-1. En effet, elle est capable d’interagir avec FIH-1, de le 
polyubiquintinyler et donc d’entraîner sa dégradation par le protéasome (Fukuba et 
al. 2007). L’utilisation de siRNA dirigés contre Siah1 résulte en une augmentation 
de l’expression de la protéine FIH-1 en normoxie et en hypoxie (Fukuba et al. 2007). 
Cependant, les auteurs n’ont pas regardé l’effet de ces siRNA sur l’activité de 
transcription de HIF-1. De plus, aucune équipe n’a observé de modifications de la 
quantité de FIH -1 en hypoxie (Stolze et al. 2004; Fukuba et al. 2007).  
Une autre protéine capable de réguler la quantité de FIH-1 est la Protéine Kinase C-
ζ (PKC-ζ ) (Datta et al. 2004). En effet, l’absence de cette protéine ou l’expression de 
sa forme dominant négative entraîne une augmentation de FIH-1 (Li et al. 2007b). 
PKCζ permet la phosphorylation de la protéine CDP/Cut (Cut-like homeodomain 
protein) qui va alors pouvoir se lier au niveau du promoteur de FIH-1 et le réprimer.  
A la différence des PHDs, succinate, fumarate et oxaloacétate, intermédiaires du 
cycle de Krebs, ne sont pas capables d’inhiber FIH-1 (Lisy and Peet 2008). 
 
(δ) Caséine Kinase II 
 
La phosphorylation de la threonine 796 de HIF-1α par la proteine caséine Kinase II 
inhibe l’hydroxylation par FIH-1 ce qui permet d’augmenter l’interaction avec 
p300/CBP (Gradin et al. 2002; Lancaster et al. 2004; Peet and Linke 2006). Ainsi, 
la substitution de cette thréonine en acide aspartique qui mime la phosphorylation 
augmente l’interaction entre le domaine C-TAD de HIF-1α et p300/CBP (Gradin et 
al. 2002). Mais in vitro, la phosphorylation seule ne permet pas d’augmenter la 




PTEN est une protéine phosphatase qui agit en sens inverse de la kinase PI3K : 
tandis que la PI3K phosphoryle PIP2 en PIP3, PTEN déphosphoryle PIP3 en PIP2. 
L’accumulation de PIP3, consécutive à une perte de PTEN par exemple, mène à 
l’activation d’Akt qui a comme cible les facteurs de transcription FOXO3a. La 
phosphorylation de FOXO3a par Akt permet sa reconnaissance par la protéine 
chaperonne 14-3-3 qui va séquestrer FOXO3a dans le cytoplasme et donc 
l’inactiver. La perte de PTEN se produit dans un certain nombre de cellules 
cancéreuses. Or la perte de PTEN permet une augmentation de l’activité de 
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transcription de HIF-1. Comment ? Dans des cellules sauvages ou lorsqu’on inhibe 
l’export nucléaire par la leptomycine B, une interaction entre FOXO3a et le 
complexe HIF-1/p300 est visible au niveau du HRE des promoteurs des gènes 
cibles de HIF-1 (Emerling et al. 2008). Cette liaison entraîne une diminution de 
l’activité de transcription de HIF-1 mais en absence de PTEN, FOXO3a est sequestré 
dans le cytoplasme et ne peut donc pas se lier au complexe HIF-1/p300 et diminuer 
son activité transcriptionnelle. Une augmentation relative de l’activité 
transcriptionnelle de HIF-1 est donc observée en absence de PTEN (Emerling et al. 
2008). 
 
(b) Non hypoxique  
 
(i) Facteurs de croissance 
 
Certains facteurs de croissance ou autres stimulis vont permettre l’expression de 
HIF-1α indépendamment de l’état hypoxique de la cellule. Il s’agit par exemple des 
IGF-1 et IGF-2 (insulin like growth factor-1 et -2), de l’insuline, de la thrombine, de 
l’herceptine,… Tous ces stimulis activent Akt qui va a son tour activer un grand 
nombre d’effecteurs capables d’activer ou d’augmenter l’expression de HIF-1α : 




L’activation de MAPK entraîne l’augmentation de l’activité de HIF et inversement 
l’inhibition de MAPK diminue la transcription en empêchant la liaison avec p300 
(Sang et al. 2003). De plus, la phosphorylation des serines 641 et 643 du ID 
diminue l’activité de HIF-1 en empêchant la translocation nucléaire dependante de 
CRM1 (Mylonis et al. 2006). MAPK a un effet positif sur l’activité de transcription de 
HIF-1 via la phosphorylation de p300/CBP. En effet, en phosphorylant ces histones 
acétyl-transférases, elle permet d’augmenter l’interaction de HIF-1 avec p300/CBP 
et donc d’augmenter la transcription des gènes cibles de l’hypoxie (Sang et al. 
2003). 
 
(iii)  Sumo 
 
La famille des protéines SUMO (small ubiquitin related modifier) est une famille de 
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protéines d’environ 12 kDa qui ajoute sur la lysine du motif ψKxE (ψ étant un acide 
aminé hydrophobe) un ou plusieurs SUMO (Rodriguez et al. 2001). Il en existe 4 
formes SUMO-1, SUMO-2, SUMO-3, SUMO-4. La modification par ces protéines 
s’appelle la sumoylation, elle est similaire à l’ubiquitinylation au point de vue 
enzymatique puisqu’elle requiert une enzyme E1 (SAE1 ou SAE2), une protéine de 
conjugaison E2 (Ubc9) et une ligase E3 (RanBP2, PIAS ou Pc2). Par contre, 
contrairement à la polyubiquitinylation qui dirige une protéine vers la dégradation 
protéasomale, la sumoylation a des effets divers. Par exemple, elle peut réguler la 
localisation sub-cellulaire (Muller et al. 1998b) ou l’activité de différents facteurs de 
transcription positivement ou négativement (p53 et recepteurs aux androgènes 
respectivement) (Gostissa et al. 1999; Poukka et al. 2000). Mais elle peut également 
protéger par compétition une protéine de la dégradation induite par la 
polyubiquitinylation en sumoylant les résidus lysines normalement 
polyubiquitinylés (Desterro et al. 1998). 
L’expression de SUMO-1 est augmentée en hypoxie chez la souris adulte et en plus 
de colocaliser avec HIF-1α dans le noyau, il est capable d’interagir directement avec 
lui. Cette interaction entraîne la sumoylation des lysines 391 et 477 d’HIF-1α ce qui 
augmente sa stabilité (Bae et al. 2004).  
SUMO-1, -2 et -3 peuvent sumoyler HIF-1α in vitro dans ou à proximité du 
domaine ODD. Cependant, à la différence des précédentes publications, cette 
sumoylation ne joue pas sur la stabilité de HIF-1α mais sur son activité 
transcriptionnelle. En effet, l’utilisation de mutants de HIF-1α mutés sur les sites 
de sumoylation  montre une augmentation de l’activité de transcription à l’aide d’un 
vecteur comportant un gène luciférase (Berta et al. 2007). 
HIF-1β est également la cible des protéines SUMO sur la lysine 245 (Tojo et al. 
2002) ce qui a pour conséquence une diminution de l’activité de transcription de 
HIF. Cependant, la présence des protéines SUMO-1 et Ubc9 sans sumoylation de 
HIF-1β a un effet positif sur l’activité de transcription de HIF-1 (Tojo et al. 2002). 
Récemment, une protéine enhancer de SUMO a été découverte, il s’agit de RSUME 
(RWD-containing sumoylation enhancer). RSUME interagit avec Ubc9 (qui 
appartient au deuxième complexe de sumoylation) et augmente l’activité de SUMO-
1, -2 et -3. Comme SUMO, RSUME est lui aussi induit en hypoxie par HIF-1 
puisqu’il possède un domaine HRE dans son promoteur (Carbia-Nagashima et al. 
2007). Cette augmentation de l’activité SUMO en hypoxie augmente la sumoylation  
de HIF-1α et son expression. Cette augmentation de l’expression de HIF-1α permet 
une plus forte transcription de ses gènes cibles comme le VEGF (Carbia-Nagashima 
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et al. 2007).  
En conclusion, malgré des résultats contradictoires dans la littérature sur l’effet de 
la sumoylation sur l’expression et de l’activité d’HIF-1α, l’ensemble des publications 





Akt appartient à la voie de signalisation des PI3K. Elle est activée par la 
surexpression de Her2, présente dans de nombreux cancers du sein. Cette 
surexpression entraîne une augmentation de l’activité de HIF-1 en normoxie 
puisque une augmentation de l’expression du gène cible VEGF est visible (Li et al. 
2005b). Comment ? Akt phosphoryle directement HIF-1β sur la sérine 271, ce qui 
permet d’augmenter sa liaison à HIF-1α et donc d’augmenter l’activité 
transcriptionnelle du complexe HIF-1 (Li et al. 2005b). De plus, ces auteurs ont 
observé une diminution de l’expression de HIF-1α en normoxie induite par un 
facteur de croissance, l’IGF, en présence d’inhibiteurs de la voie Her2/PI3K/Akt ce 
qui indique que l’induction normoxique de HIF-1α par les facteurs de croissance 
nécessite les activités de HER2 et Akt. Mais en hypoxie, l’augmentation de 
l’expression de HIF-1α étant beaucoup plus forte que l’augmentation induite par les 
facteurs de croissance, la voie HER2/Akt est moins importante (Li et al. 2005b). 
Akt est également capable d’induire une augmentation de la traduction de HIF-1α 




L’activation de la voie des PI3K/Akt inhibe un effecteur de Akt qui joue un rôle dans 
le niveau d’expression de HIF-1α, il s’agit de GSK3 (glycogen synthase kinase 3) 
phosphorylé sur les sérine 9 et 21 par Akt ce qui entraîne son inhibition. Or, GSK3 
phosphoryle HIF-1α sur les sérines 551 et 589 et sur la thréonine 555. Ces 
phosphorylations vont avoir pour conséquence une dégradation de HIF-1α par le 
protéasome et ceci indépendamment de pVHL et de l’hydroxylation de la proline 564 
(Flugel et al. 2007). L’effet de GSK3 sur HIF-1α est donc visible en normoxie et 
l’activation de la voie PI3K/Akt protège HIF-1α de cette dégradation dépendante de 
GSK3. 
Mottet et al ont également pu voir l’effet positif de l’inhibition de GSK3 sur 
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l’accumulation de HIF-1α mais en hypoxie et non en normoxie. Mais le bas niveau 
de HIF-1α en normoxie les a peut-être empechés de voir ces modifications (Mottet et 
al. 2003). 
 
(vi)  Hsp90 
 
La protéine de choc thermique Hsp90 (heat shock protein) appartient à une famille 
de protéine chaperonne indispensable à l’activation et à la régulation d’un ensemble 
de importants de protéines de la signalisation et de la régulation cellulaire chez les 
eucaryotes. Parmi ces protéines cibles, on retrouve deux grandes catégories, les 
protéines kinases et les facteurs de transcription (pour revue, voir(Arrigo 2005)).  
Lors d’un choc thermique, les protéines vont subir une dénaturation et elles 
nécessitent donc une renaturation une fois ce stress passé. La protéine Hsp90 
(ainsi que les autres membres de cette famille) vont aider au bon repliement de ces 
protéines et prévenir la formation de structures protéiques incorrectes. Hsp90 est 
constitutivement exprimée dans la cellule à la différence d’autres protéines 
chaperonnes induites par la chaleur (comme Hsp70) mais son expression est 
stimulée par la chaleur.  
La grande quantité de Hsp90 présent dans les cellules non stressées a suggéré 
d’autres rôles de cette protéine que la réponse au stress thermique. Ainsi, Hsp90 
joue un grand rôle dans le transport sub-cellulaire de nombreuses protéines. 
L’interaction de Hsp90 et HIF-1α a été décrite pour la première fois en 1996 (Gradin 
et al. 1996). Cette interaction se fait au niveau des domaines PAS de HIF-1α en N-
terminal mais également de HIF-2α et HIF-3α (Katschinski et al. 2004). Cette 
interaction est surtout visible en normoxie et, bien que l’expression de la protéine 
Hsp90 soit augmentée par l’hypoxie, elle n’est pas transloquée dans le noyau 
comme HIF-1α, ce qui peut expliquer la diminution de l’interaction entre ses deux 
protéines en hypoxie (Minet et al. 1999). Cette interaction permet la protection de 
HIF-1α d’une dégradation dépendante du protéasome mais indépendante de pVHL 
que l’on peut observer en présence d’un inhibiteur de Hsp90 comme la 
geldanamycine ou le 17-AAG (Isaacs et al. 2002; Liu et al. 2007). 
L’interaction entre Hsp90 et HIF-1α se fait sur le même domaine que l’interaction 
entre HIF-1β et HIF-1α (Isaacs et al. 2004). Il y a donc une balance entre le 
complexe Hsp90/HIF-1α - inactif et protégé de la dégradation en normoxie - d’un 
côté et le complexe HIF-1α/HIF-1β - actif en hypoxie - de l’autre côté (Isaacs et al. 
2004). 
Figure 55. Schéma représentant la stabilisation de HIF-1α induite
par les rayons ionisants via la S-nitrosylation de la cystéine 520
par le NO dérivés des macrophages. D’après Li et al, Mol Cell, 2007
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Récemment, la protéine Rack1 (receptor for activated C-kinase 1) a été identifiée 
comme la protéine responsable de la dégradation de HIF-1α en présence d’un 
inhibiteur de Hsp90 puisque l’absence de Rack1 annule l’effet du 17-AAG sur 
l’expression de HIF-1α (Liu et al. 2007). En effet, la surexpression de Rack1 
entraîne la dégradation de HIF-1α tandis que son absence (par l’utilisation de 
siRNA) permet une augmentation de l’expression de HIF-1α. Or la liaison de Rack1 
à HIF-1α se fait sur le même domaine que Hsp90, la liaison à Rack1 empêche donc 
la protection de HIF-1α par Hsp90 (Liu et al. 2007). 
 




Récemment, un autre site de S-nitrosylation de HIF-1α par le NO a été découvert 
dans le domaine ODD c’est-a-dire le domaine de dégradation (Li et al. 2007a). En 
effet, la cystéine 520 (533 chez la souris) est S-nitrosylé in vivo. Cette nitrosylation 
se produit suite à une irradiation qui entraîne la production de NO par les iNOS des 
macrophages associés aux tumeurs (TAMs). Cette nitrosylation du domaine ODD, 
contrairement à celle se produisant sur la cystéine 800, empêche la liaison de pVHL 
à HIF-1α indépendamment de l’hydroxylation par les PHDs et donc inhibe la 
dégradation de HIF-1α (Li et al. 2007a). L’irradiation par les rayons ionisants (6 Gy 
dans ce cas) entraîne donc via la production de NO par les TAMs une augmentation 
de l’activité de HIF-1 et pourrait permettre la survie des cellules tumorales 




La cytokine pro-inflammatoire interleukine β1 entraîne une augmentation de 
l’expression de la protéine HIF-1α (Jung et al. 2003). Comment ? La production de 
l’IL-1β lors de l’inflammation permet l’activation du facteur de transcription NFκB 
qui va activer la transcription de COX2 qui, à son tour va augmenter l’expression 
de HIF-1α (Jung et al. 2003). La présence de pVHL étant nécessaire à l’effet de l’IL-
1β sur HIF-1α, une possibilité est que la voie de signalisation déclenchée par l’IL-1β 








Direct Mécanisme References 
ING4 ↓   (Ozer et al. 2005) 
VHLaK ↓ non 
Augmente l’activité 
inhibitrice de VHL sur 
activité de HIF-1 
(Li et al. 2003b) 
Nutlin3 ↓ non 
Inhibe interaction 
HIF/Hdm2 
(LaRusch et al. 
2007) 
FIH ↓  
Hydroxyle Asp803 et inhibe 
liaison avec p300 
(Lando et al. 
2002b) 
Cited2 ↓  
Competition avec p300 
pour liaison à HIF-1 
(Freedman et al. 
2003) 
FOXO3 ↓  
Se lie sur es promoteurs de 
gènes cibles de HIF 
(Emerling et al. 
2008) 
ATF2 ↑ oui 
Se complexe avec HIF-1 et 
CBP 
(Choi et al. 2005) 
PKCζ ↑ non Inhibe l’expression de FIH (Li et al. 2007b) 
MAPK ↑  
Augmente liaison 
p300/HIF-1 
(Sang et al. 2003) 
SRC1 ↑  
Augmente l’activité de HIF-
1 en synergie avec p300 
(Carrero et al. 
2000) 
TIF2 ↑  
Augmente l’activité de HIF-
1 en synergie avec p300 
(Carrero et al. 
2000) 
Ref1 ↑  Potentialise l’effet de SCR1 
(Carrero et al. 
2000) 
Akt ↑  
Phosphoryle HIF-1β⇒ 
augmente liaison avec HIF-
1α 
(Li et al. 2005b) 
HDAC7 ↑ oui 
Tricomplexe HDAC7/HIF-
1/p300 
(Kato et al. 2004) 
NO ↑  
S-nytrosyle HIF-1 ⇒ 
augmente liaison avec p300 





SUMO ↑  Sumoyle HIF (Berta et al. 2007) 
 
6) KO et inhibiteurs  
 
Le KO de HIF-1α chez la souris entraîne une létalité embryonnaire à mi-gestation. 
L’analyse des embryons révèle un défaut de vascularisation et des replis neuraux, 
une réduction du nombre de somites, une taille réduite et une augmentation des 
tissus hypoxiques mais également un défaut de développement du ventricule, de la 
croissance des arches pharyngées et de la vascularisation céphalique (Iyer et al. 
1998; Ryan et al. 1998). Ces résultats impliquent donc HIF-1 dans le 
développement embryonnaire, la vasculogénèse et la neurogénèse. 
Le KO de HIF-1β est létal pour l’embryon de souris. En effet, la mort survient à 10, 
5 jours de gestation. Ces embryons sont plus petits que les embryons sauvages et 
présentent une angiogénèse défectueuse de la vitelline et des arches branchiales  
mais également une hémorragie placentaire, un défaut de fermeture du tube neural 
et un retard de croissance du prosencéphale (Kozak et al. 1997; Maltepe et al. 
1997). 
 
Il existe plusieurs façons d’inhiber une protéine telle que HIF-1α : en jouant sur son 
expression ou encore sur différents niveaux de son activité. 
- Molécules qui inhibent l’expression de HIF-1α : Le topotecan, un analogue 
de la camptothecine, ainsi que les UVC sont capables de jouer sur l’expression de 
HIF-1α en inhibant sa traduction sans modifier la biosynthèse générale de la 
cellules (Rapisarda et al. 2004; Rapisarda and Melillo 2007). Le composé 2ME2, un 
inhibiteur de la polymérisation des microtubules, est quand à lui capable de 
modifier  l’expression de HIF-1α en jouant également sur sa traduction mais en 
inhibant aussi son import nucléaire, il permet de diminuer l’activité de HIF-1 
(Mabjeesh et al. 2003). Le même effet sur l’expression de HIF-1α a été retrouvé lors 
de traitement au taxol et à la vincristine, deux inhibiteurs de la polymérisation 
des microtubules (Mabjeesh et al. 2003). Le YC-1 ou 3-(5'-hydroxymethyl-2'-furyl)-
1-benzylindazole, un activateur de la guanylyl cyclase impliqué dans la 
vasodilatation, diminue l’expression de HIF-1α (Yeo et al. 2003).Le PX-478 inhibe 
également l’expression de HIF-1α et ce à plusieurs niveaux puisqu’il diminue la 
traduction de HIF-1α mais aussi son niveau d’ARNm (Koh et al. 2008).  
Il y a également la possibilité d’inhiber l’expression de HIF-1α ou HIF-1β en 
utilisant une technique impliquant les siRNAs (Mazure et al. 2004). 
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- Molécules qui inhibent l’activité de HIF-1 : Il y a plusieurs façons de modifier 
l’activité de HIF-1 : en modifiant sa liaison à l’ADN, à d’autres protéines (en 
particulier des protéines co-activatrices comme p300) et en inhibant directement 
son activité transcriptionnelle. 
o  liaison à l’ADN : Le groupe de Peter Dervan a ainsi designé des 
polyamides capables de moduler la liaison de HIF-1 avec le HRE et récemment ils 
ont pu améliorer l’entrée nucléaire des composés afin d’augmenter l’effet inhibiteur 
sur HIF-1 (Olenyuk et al. 2004; Nickols et al. 2007). Le groupe de Giovani Melillo a 
également trouvé une molécule issue d’un criblage, l’echinomycine, capable de 
modifier spécifiquement la liaison de HIF-1 avec le HRE (Kong et al. 2005). 
o Liaison protéine/ proteine : le composé NSC50352 a montré des 
capacités d’inhiber l’hétérodimérisation de HIF-1α avec HIF-1β in vitro mais pas in 
cellulo (Park et al. 2006). 
o Inhibition de l’activité transcriptionnelle : La chetomine, en modifiant 
le domaine CH1 de p300 empêche sa liaison avec HIF-1 et ceci entraîne une 
diminution de l’activité transcriptionnelle de HIF-1 et permet de diminuer la 
croissance tumorale lors de xenogreffes (Kung et al. 2004). 
- Inhibiteurs indirect de HIF-1α : L’inhibition de HSP90 par la geldanamycine, 
le 17-AAG ou le 17-DMAG entraîne une dégradation de HIF-1α par le protéasome 
mais indépendamment de pVHL (Mabjeesh et al. 2002). L’inhibition des histones 
déacétylases (HDAC) de classe II diminue l’expression et l’activité de HIF-1α (Qian et 
al. 2006; Yang et al. 2006). Les inhibiteurs de thioredoxine peuvent également 
modifier l’expression de HIF-1α mais également son activité. En effet, le traitement 
par AJM 290 et AW469 entraîne une augmentation de HIF-1α mais de manière 
surprenante une diminution de son activité de liaison à l’ADN et de la 
transactivation transcriptionnelle de ses cibles (Jones et al. 2006). Plusieurs 
inhibiteurs de différentes voies de signalisation dérégulées dans de nombreux 
cancers ont également été associés à une inhibition de l’activité de HIF-1 comme 
par exemple les inhibiteurs de mTOR, AKT, EGFR/Her2Neu et BCR-ABL/c-Kit 
(Melillo 2006). Ces agents pourraient inhiber les voies de signalisation induisant 
une accumulation de HIF-1α en normoxie par les facteurs de croissance. 
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C) Hypoxie et dommages de l’ADN 
 
Au cours des 10 dernières années, le concept selon lequel des dérégulations de la 
réparation de l’ADN pouvait participer à l’instabilité génétique induite par le 
microenvironnement et l’hypoxie en particulier a émérgé. 
 
1) L’hypoxie est à l’origine d’une instabilité génétique 
 
Des publications impliquant l’hypoxie dans l’induction de l’instabilité génétique 
sont apparues depuis 15 ans, ce qui a conduit le groupe de Peter Glazer a proposé 
le concept « d’instabilité génétique induite par le microenvironnement ». En effet, 
l’hypoxie a été impliquée dans l’apparition d’une instabilité chromosomique 
(translocation, aneuploidie et amplification génique) et d’une instabilité 
nucléotidique (mutations ponctuelles, délétions ou insertions de quelques 
nucléotides). 
 
(a) Instabilité chromosomique 
 
Parmi les anomalies chromosomiques retrouvées en hypoxie, l’amplification génique 
a été une des plus étudiées. L’amplification génique est une altération de l’ADN très 
frequemment observée dans les cellules cancéreuses et, du fait de son association 
par un mécanisme encore inconnu à la surexpression de nombreux oncogènes, elle 
est fortement corrélée à la progression tumorale. Parmi les équipes qui travaillent 
sur l’induction de l’amplification génique en hypoxie, celle de Rice a montré qu’une 
phase d’hypoxie suivie de réoxygénation, entraîne une résistance des cellules de 
hamster chinois (CHO) au methotrexate (Rice et al. 1986). Cette résistance est due 
à l’amplification du gène de la dihydrofolate réductase, cible du methotrexate et qui 
permet la régénération de l’acide folique. Les amplifications de gènes dans ces 
cellules résultent de la surréplication de l’ADN, observée dans la phase de 
réoxygénation. En effet, le taux de surréplication est augmenté de 10 à 1000 après 
respectivement 24 ou 72 h d’hypoxie. D’autres études ont montré l’amplification 
d’autres gènes de résistance comme la p-Glycoprotéine qui entraîne une résistance 
à l’adriamycine et à la doxorubicine dans différentes cellules en hypoxie (Rice et al. 
1987; Luk et al. 1990). Ensemble, ces résultats suggèrent que l’hypoxie pourrait 
induire l’amplification génique. Toutefois, il est important de souligner que la 
plupart de ces études s’adressent plutôt à des conditions expérimentales 
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d’hypoxie/réoxygénation qu’à de l’hypoxie seule. 
Des cassures double-brin pourraient être à l’origine de l’instabilité chromosomique 
observée dans les cellules hypoxiques. En effet, il a été initialement suggéré que 
l’hypoxie peut entraîner des dommages de l’ADN indirectement par l’induction 
d’activité endonucléasiques (Stoler et al. 1992; Russo et al. 1995). Russo a quantifié 
les cassures de l’ADN chez des fibroblastes de rats en marquant les extrémités avec 
du dUTP biotinylé. Il a pu observé que les cellules présentaient trois fois plus de 
cassures chromosomiques que les non traitées, ce qui était cohérent avec 
l’expression d’une endonucléase induite par la manque d’oxygène (Russo et al. 
1995). Cette endonucléase appelée endonuclease-NX ne nécessite pas d’ions 
métalliques pour être active et est visible en SDS-PAGE sous forme d’un doublet de 
29 et 31 kDa. Elle est également présente dans les cellules cancéreuses et au 
niveau des blessures. La protéie Ref-1 (37 kDa) qui possède une activité nucléase 
est également induite en hypoxie 0,02 % mais à la différence de la précédente, elle 
nécessite comme co-facteur des ions métalliques divalents et elle cible 
préférentiellement l’ADN au niveau de sites dépurinés (Yao et al. 1994). 
De plus, des lésions de bases oxydées et des cassures de l’ADN ont été observées 
dans des cellules issues de patients présents à haute altitude, dans une 
athmosphère pauvre en oxygène (Moller et al. 2001). En effet, une augmentation 
des dommages dues aux radicaux libres de l’oxygène a été observée dans des 
cellules circulantes du sang et des cellules musculaires ainsi qu’une plus grande 
sécrétion urinaire des bases oxydés 8-oxodG (7-hydro-8-oxo-2’deoxyguanine). 
Enfin, l’hypoxie pourrait entraîner des lésions au niveau des sites fragiles comme 
montré par Coquelle et al. Les sites fragiles sont des régions du chromosome qui 
sont particulièrement susceptibles d’être endommagés, ils sont impliqués dans la 
plupart des réarrangements chromosomiques et sont donc très inducteurs 
d’instabilité chromosomique (Smith et al. 1998). Ces sites fragiles vont subir des 
cycles de cassures et de fusions et vont donner naissance aux « chromosomes 
minuscules doubles » (double minute chromosome) qui pourront fusionner et 
réintégrer le site fragile et former des régions de coloration homogènes (homologous 
region staining ou HCR) (Coquelle et al. 1998). En hypoxie, les sites fragiles sont 
activés et le nombre de chromosome minuscule double est augmenté. Si l’hypoxie 
se prolonge, on observe une fusion de ces chromosomes minuscules double et une 
augmentation de leur réintégration dans les chromosomes. Donc l’hypoxie en 
activant les sites fragiles entraîne l’augmentation du nombre de chromosomes 
minuscule double et de HCR (Coquelle et al. 1998). Ces mêmes auteurs ont 
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également montré que l’hypoxie induisait des cassures des chromosomes et des 
réarrangements chromosomiques (Coquelle et al. 2002). Cependant dans les 
expériences de Coquelle, la phase hypoxique était toujours suivie d’une phase de 
réoxygénation. Il n’est donc pas possible de relier avec certitude ces phénotypes 
d’instabilité à l’hypoxie seule, la réoxygénation pouvant peut-être participer à cette 
instabilité chromosomique.  
 
(b) Instabilité nucléotidique 
 
L’instabilité nucléotidique regroupe des mutations ponctuelles, des instabilités 
microsatellitaires et des déletions et insertions de nucléotides.  
Reynolds a montré que l’hypoxie transitoire entraîne une augmentation de la 
fréquence de ces mutations ponctuelles (Reynolds et al. 1996). Dans cette 
publication, les auteurs ont regardé la fréquence (nombre de mutations par division 
cellulaire) et le type de mutations apparaissant dans une lignée tumorigène (LN12) 
injectée chez une souris ou en culture. Les cellules de la tumeur présentent une 
fréquence de mutation 5 fois supérieure à celles cultivées in vitro. Cependant, cette 
différence est fortement diminuée si les cellules in vitro sont exposées à un 
environnement hypoxique (4 h). Il n’y a plus de différence de fréquence de mutation  
si les cellules in vitro sont exposées à plusieurs épisodes hypoxiques comme le sont 
les cellules de la tumeur (Reynolds et al. 1996). Cette publication confère donc un 
rôle important de l’hypoxie dans l’instabilité nucléotidique. Des résultats similaires 
dans des cellules épithéliales mammaires ont été retouvés par une autre équipe 
(Papp-Szabo et al. 2005). Le type de mutation observé est également différent 
puisque les cellules in vitro présentent exclusivement des mutations ponctuelles 
(surtout des transitions c’est-à-dire le remplacement d’une base pyrimidique par 
une autre base pyrimidique ou celui d’une base purique par une autre base purique 
; A↔G ou T↔C) tandis que les mutations issues des cellules de la tumeur ou des 
cellules hypoxiées in vitro présentent des mutations ponctuelles différentes 
(principalement des transversions c’est-à-dire remplacement d’une base purique 
par une base pyrimidique et inversement ; G,A↔C,T) mais aussi un grand nombre 
de délétions. De nombreuses publications ont également pu observer une 
augmentation du nombre de délétions ou d’insertions d’un nucléotide après 24 h 
d’hypoxie et 3 jours de réoxygénation (Mihaylova et al. 2003). 
 
Les cellules soumises à des cycles d’hypoxie/réoxygénation présentent aussi de 
Figure 56. Principe de la réparation des mésappariements chez les
procaryotes. Le mésappariement (G/T) est reconnu par Mut1 (en rouge) et MutL
α (en doré), en présence d’ATP, formant un complexe de reconnaissance. La
reconnaissance du mésappariement est couplée à l’identification de la coupure
et au recrutement des exonucléases et des cofacteurs d’excision (comme par
exemple l’hélicase), via le déplacement du complexe de reconnaissance (gauche)
ou le contact du complexe de reconnaissance avec les protéines associées aux
coupures par la flexion de l’ADN (droite). L’excision démarre au niveau de la
coupure jusqu’à approximativement 0,15 kpb après le mésappariement et la
synthèse de l’ADN restaure l’ADN réparé (A/T). D’après Wang et al, EMBO J, 2004
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nombreuses lésions de l’ADN en particulier, des oxydations de bases. Lors de la 
réoxygénation une augmentation de la superoxyde dismutase et des espèces actives 
de l’oxygène va apparaître. Ces espèces vont réagir avec l’ADN et entraîner des 
oxydations de bases (de type 8 oxoguanine et thymine glycols) qui vont entrainer 
des transversions (Yuan and Glazer 1998). Ces oxydations de bases sont similaires 
à celle présentes lors de phénomène de reperfusion lorsqu’une augmentation des 
espèces réactives de l’oxygène est observée (Welbourn et al. 1991). 
Ces augmentations du nombre de dommages peuvent en partie être le résultat 
d’une diminution de leur réparation. En effet, l’hypoxie entraîne des modifications 
de l’expression d’un grand nombre de protéines de la réparation de l’ADN, en 
particulier les protéines MLH1 et MSH2 appartenant à la réparation des 
mésappariements et les protéines BRCA1 et RAD51 qui permettent la 
recombinaison homologue (pour revue voir (Bindra et al. 2007; Huang et al. 2007)). 
 
2) L’hypoxie entraîne une diminution de la réparation des mésappariements 
 
(a) Généralités sur la réparation des mésappariements 
 
La réparation des mésappariements (MMR ou mismatch repair) concerne les 
mésappariements d’un seul nucléotide et les petites boucles de nucléotides non 
appariés (jusqu’à 4 nucléotides) survenant lors de la réplication ou de la 
recombinaison. Chez l’homme, elle nécessite l’intervention de deux complexes : 
- l’hétérodimère hMSH2/hMSH6 reconnaît un mésappariement ; 
- le complexe est alors reconnu par un autre hétérodimère hMLH1/hPMS2 ; 
- la DNase IV (endonucléase) excise le brin incorrect sur une longueur de 100 à 
1000 nucléotides ; 
- l’ADN polymérase δ ou ε, assistée du PCNA (proliferating cell nuclear antigen) ou 
du facteur de replication C (RFC), allonge l’extrémité 3’-OH de la brèche en prenant 
comme modèle le brin parental intact ; 
- pour finir, l’ADN ligase I ligature par une liaison phosphodiester le dernier 
nucléotide mis en place au nucléotide suivant. 
Chez les procaryotes, ce sont les protéines Mut qui sont impliquées dans cette 
réparation : MutS se fixe au mésappariement, MutH et MutL sont recrutées et 
MutH coupe le brin lésé, une exonucléase excise puis l’ADN polymérase et l’ADN 
ligase finissent la réparation du brin d’ADN (pour revue, voir (Jun et al. 
2006))(Figure 56). 
Figure 57. Mécanisme de régulation du MMR par l’hypoxie d’après
l’équipe de Glazer. L’hypoxie induit la répression transcriptionnelle de c-Myc
et donc une diminution de son niveau protéique, ce qui mène à une diminution
de la liaison de c-Myc sur les promoteurs de MLH1 et MSH2, résultant en un
shift de l’occupation de ces promoteurs par la famille de répresseurs Max (soit
Mnt soit Mad1 lié à Max). Ceci résulte en une diminution de l’expression des
protéines du MMR et une instabilité génétique consécutive. D’après Bindra et
al, Cancer Letters, 2007
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Les gènes hMSH2 et hMLH1 (homologues de MutS et MutL) mutés sont 
responsables du syndrome de Lynch ou syndrome HNPCC (Hereditary Non 




La protéine hMLH1, qui appartient au deuxième complexe du MMR chez l’homme, 
est sous-exprimée en hypoxie (Mihaylova et al. 2003). En effet, une diminution du 
niveau de l’ARNm ainsi que de la protéine de hMLH1 est observée lors de l’hypoxie 
(12 et 24 h) ou du traitement au DFX. Cette diminution de hMLH1 s’accompagne de 
la déstabilisation de son partenaire protéique, PMS2 sans modification de son 
ARNm. En présence de trichostatine A, un inhibiteur d’histone deacetylase, cet effet 
de l’hypoxie n’est plus visible, ce qui suggère une implication de la déacétylation 
des histones dans la répression hypoxique de hMLH1.  
Dans la publication de Mihaylova, les auteurs n’ont pas observé de modification du 
niveau d’expression des autres protéines du MMR. Cependant, en 2007, ils ont 
testé des temps plus long d’hypoxie  (48 h) et ont pu observer la diminution de la 
protéine MSH2, résultat trouvé par une autre équipe en 2005 (Bindra and Glazer 
2007a). Cette publication a montré un important rôle de Myc dans la transcription 
de hMLH1 et MSH2 en normoxie. En hypoxie, la diminution du niveau d’ARNm et 
de protéine de Myc entraîne une diminution de la quantité de Myc/Max lié sur les 
promoteurs de hMLH1 et MSH2 au profit de la liaison de Max avec des membres de 
la famille répressive Mad (Mad1 et Mnt par exemple). Enfin, cet effet est 
indépendant de HIF-1α puisque la baisse de MLH1 et MSH2 est retrouvée dans une 




L’équipe de Huang avait déjà rapporté une diminution de l’expression des protéines 
MSH2 et MSH6, qui appartiennent au premier complexe de MMR (Koshiji et al. 
2005). En effet, le niveau d’ARNm de MSH2 et MSH6 est diminué ce qui mène à une 
baisse du niveau d’expression de ces deux protéines. Les auteurs ont montré que 
cet effet était dépendant de HIF-1α, de Myc et de p53 mais pas de HIF-2α. Leur 
hypothèse est que Sp1 est lié constamment au promoteur de MSH2 et MSH6 et 
qu’en normoxie, il recrute Myc qui a un effet positif sur la transcription tandis 
Figure 58. Mécanisme de régulation du MMR d’après l’équipe de Huang. La
forme non phosphorylée de HIF-1α compète avec Myc pour la liaison à Sp1 dans
un promoteur non HRE, ce qui résulte en une diminution de l’expression des
gènes Nbs1 et Msh2 et conduit donc à une instabilité génétique tandis que HIF-2
α phosphorylé par PKD1 s’engage dans la voie canonique de réponse à l’hypoxie
en se liant au HRE. D’après Huang et al, J Mol Med, 2007
Figure 59. Réparation des CDBs par recombinaison homologue. D’après
Reliene R et al, Advances in genetics, 2006
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qu’en hypoxie Sp1 recrute HIF-1 qui ne permet pas la transcription de MSH2 et 
MSH6 puisqu’il n’y a pas de HRE dans leur promoteur (Koshiji et al. 2005) (Figure 
58).  
Bien que ces deux équipes se rejoignent sur le rôle de Myc dans la transcription de 
hMLH1 et MSH2 en normoxie et le fait que Myc soit déplacé du promoteur en 
hypoxie, ils ne sont pas d’accord sur le rôle de HIF-1α ni sur l’importance de p53 
puisque l’équipe de Glazer a observé une diminution de hMLH1 et MSH2 quelque 
soit le statut de p53 et de HIF-1α tandis que l’équipe de Huang a montré un rôle de 
ces deux protéines (Koshiji et al. 2005; Bindra and Glazer 2007a). 
 
3) L’hypoxie modifie la réparation des cassures double-brin de l’ADN 
 
(a) Recombinaison homologue 
 
(i) Généralités sur la recombinaison homologue 
 
La recombinaison homologue (RH) est un processus fondamental conservé chez 
tous les organismes et qui joue un rôle dans la réparation des cassures double-brin 
de l’ADN. La recombinaison homologue est considérée comme un système de 
réparation fidèle, car elle copie une séquence homologue intacte, ce qui lui permet 
d’assurer la stabilité du génome. Elle peut être schématiquement séparée en trois 
étapes : i) Formation d’un filament nucléoprotéique et invasion du brin homologue ; 
ii) Synthèse d’ADN et iii) Résolution des jonctions de Hollidays (Figure 59). 
i) La première étape de la réparation des CDBs par RH est la formation d’une queue 
3’ simple brin par la résection de 5’ vers 3’ de chaque coté de la CDB. Ce simple 
brin d’ADN va être reconnu par RPA puis grâce à Rad52, RPA va être remplacé par 
la recombinase Rad51 afin de produire des filaments nucléoprotéiques. BRCA2 est 
impliquée dans ce phénomène ainsi que dans la localisation sub-cellulaire et la 
régulation de Rad51. La protéine Rad54 appartient à la famille Swi2/Snf2 et 
possède une activité ADN/ARN hélicase. Sa liaison permet de stabiliser les 
filaments nucléoprotéique formés. Il va y avoir ensuite un déplacement des 
nucléosomes et un déroulement de l’ADN afin de permettre de trouver la séquence 
homologue sur la chromatide sœur. C’est l’activité recombinase de Rad51 qui 
permet cette étape d’invasion et de reconnaissance de la séquence homologue. ii) 
Cette chromatide sœur va servir de modèle pour la resynthèse d’ADN au niveau de 
la cassure par les ADN polymérases δ et ε. La nouvelle synthèse de brin est induite 
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à l’extrémité 3’ de chaque brin et s’étend au-delà de l’endroit de la lésion. Elle 
donne naissance à une structure intermédiaire appelée jonction de Holliday. iii) Les 
mécanismes moléculaire et les protéines impliquées dans la dernière étape de la 
recombinaison homologue des mamifères sont encore peu connus. Cependant, on 
sait que les protéines Rad51C (Rad51L2) et XRCC3 sont cruciales pour l’activité 
résolvase. De plus, les endonucléases et les résolvases (RuvA, B, C) vont permettre 
le clivage et la résolution des jonctions d’Holliday créées pour permettre la 
restauration des deux fragments d’ADN originaux (pour revue, voir (Cann and Hicks 
2007)) (Figure 59). La famille des Hélicases RecQ (BLM, WRN) joue également un 
rôle dans la recombinaison homologue en facilitant la résolution des intermédiaires 
de recombinaison.  
La protéine BRCA1 est impliquée en amont de la recombinaison homologue (Stark 
et al. 2004). Les cellules souches issues de souris déficientes en BRCA1 présentent 
une diminution de la réparation des CDBs par RH (Moynahan et al. 1999). 
L’implication de BRCA1 dans la recombinaison homologue est en accord avec la 
colocalisation de Rad51 et BRCA1 au niveau de foyers nucléaires mais son rôle 
exact est encore inconnu. Un rôle possible de BRCA1 serait de retarder la 
réparation des CDBs apparues en phase G1 afin de permettre leur réparation plus 
tard dans le cycle par la recombinaison homologue qui est plus fidèle que la NHEJ 
et donc BRCA1 permettrait de diminuer l’instabilité génétique (Zhang et al. 2004a). 
Cependant ce rôle est controversé puisque les cellules déficientes pour BRCA1 ne 





L’expression de la principale protéine de la recombinaison homologue, Rad51, est 
diminuée en hypoxie ou après traitement au DFX (Bindra et al. 2004). Cette 
diminution est visible au niveau de l’ARNm sans modification de sa demi vie ce qui 
indique que le mécanisme de régulation joue au niveau de la transcription. En effet, 
l’activité de transcription au niveau du promoteur de Rad51 est réprimée en 
hypoxie. De plus, cette diminution est indépendante du cycle (la diminution est 
visible quelque soit la phase du cycle, G1 ou S) et indépendante de la présence des 
protéines HIF-1α et HIF-2α (pas de différence d’expression de Rad51 entre des 
cellules proficientes et déficientes pour pVHL) (Bindra et al. 2004). 
Récemment, le mécanisme de répression de la transcription de Rad51 en hypoxie a 
Figure 60. Mécanisme de répression de Rad51 et BRCA1. L’hypoxie induit la
corépression de l’expression de Rad51 et BRCA1 via l’hypophosphorylation et
l’accumulation nucléaire de p130, l’induction d’un complexe E2F4/p130 et le
recrutement de ce complexe répressif au niveau d’élément spécifique
(GCGGGAAT) dans le promoteur des gènes Rad51 et Brca1. Ceci mène à la
répression transcriptionnelle et à la diminution de l’expression de ces protéines
et diminue la capacité cellulaire de recombinaison homologue entraînant une
instabilité génétique et une réponse à la thérapie altérée. D’après Bindra et al,
Oncogene, 2007
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été découvert. Dans le promoteur de Rad51, il y a deux sites de liaisons de E2F. La 
famille de facteurs de transcription E2F est composée de deux types de facteurs : 
E2F1 à E2F3a ont des effets activateurs sur la transcription contrairement à E2F3b 
à E2F8 qui sont des represseurs de la transcription.  
Or, une diminution de la liaison de E2F1 sur le promoteur de Rad51 est observée 
en hypoxie en même temps qu’une augmentation de la liaison de E2F4 et p130 (qui 
appartient à la famille des « protéines de poche»  et qui joue un rôle négatif sur la 
transcription). Ce phénomène est indépendant de la protéine HIF-1 et du statut de 
p53 (Bindra et al. 2004). La diminution de la protéine Rad51 résulte donc d’une 
inhibition de sa transcription par la liaison du complexe E2F4/p130 sur son 
promoteur (Bindra and Glazer 2007b) (Figure 60). 
 
(iii)  BRCA1 
 
La diminution de BRCA1 a également été observée en hypoxie et en présence de 
DFX (Bindra et al. 2005). De la même manière que Rad51, cette répression de la 
transcription est due au remplacement de la liaison de E2F1 en normoxie à celle de 
E2F4 et p130 en hypoxie (Bindra et al. 2005) (Figure 60).  
Ces diminutions de deux protéines majeures de la RH résultent en une diminution 
de la réparation des CDBs par RH sans modification significative de la réparation 
des CDBs par NHEJ (Bindra et al. 2005). Pourtant plusieurs équipes observent une 
augmentation de la NHEJ lorsque la RH est inhibée et inversement (Valerie and 
Povirk 2003). Il est donc possible que l’hypoxie en favorisant une réparation infidèle 




Les protéines de la NHEJ ont été étudiées en hypoxie dans des cellules prostatiques 
humaines (Meng et al. 2005). Ces auteurs ont trouvé une diminution du niveau 
d’ARNm de plusieurs protéines de la NHEJ : Ku70, Ku80, DNA-PKcs, ADN Ligase IV 
et à un moindre niveau de XRCC4. Cependant, jusqu’à présent aucune de ces 
protéines ne présentent de modifications de son niveau d’expression (Meng et al. 
2005). Même si l’expression de ces protéines n’est pas modifiée, des résultats 
récents suggèrent que le facteur HIF-1α lui-même pourrait être impliquée dans la 
réparation des CDBs. En effet, l’efficacité de réparation des CDBs est diminuée 
dans les cellules déficientes pour HIF-1α par rapport aux cellules sauvages et les 
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cellules déficientes pour HIF-1α sont plus sensibles que les cellules proficientes aux 
agents inducteurs de CDBs comme le carboplatine, l’étoposide ou les radiations 
ionisantes (Unruh et al. 2003). 
 
4) L’hypoxie active les protéines ATM et ATR  
 
L’hypoxie sévère entraîne un stress réplicatif de la cellule. Plusieurs équipes ont 
montré aux cours de la dernière décennie que l’hypoxie (0,5 % O2) entraînait un 
ralentissement voire un arrêt du cycle cellulaire (Carmeliet et al. 1998; Goda et al. 
2003; Koshiji et al. 2004). Cet arrêt du cycle cellulaire en hypoxie se produit 
spécifiquement en phase S (Hammond et al. 2002; Goda et al. 2003). Dans les 
cellules soumises à une hypoxie de 0,02 %, aucune incorporation de thymidine 
tritiée ou de BrdU n’est observée (Hammond et al. 2002; Hammond et al. 2003b). 
De plus, ATR (activée lors de stress réplicatif) est activée en réponse à l’hypoxie 0,02 
% (Hammond et al. 2003b). A 0,02 % d’O2, ATR est présent sous forme de foyers 
nucléaires et est responsable de la phosphorylation de p53 sur la sérine 15 
(Hammond et al. 2002). Ces deux phénomènes sont également observés lors d’un 
traitement à l’aphidicoline ou à l’hydroxyurée qui inhibent la réplication (Hammond 
et al. 2002; Hammond et al. 2003b). La seule différence est l’absence d’induction de 
dommages de l’ADN détectables par le test des comètes en condition alcaline dans 
les cellules en hypoxie non synchronisées contrairement aux cellules traitées à 
l’aphidicoline ou à l’hydroxyurée (Hammond et al. 2002; Hammond et al. 2003b). 
Toutefois, des cassures double-brin peuvent être observées dans les cellules 
hypoxiques, mais spécifiquement en phase S, si les cellules sont déficientes pour la 
protéine ATR (Hammond et al. 2004) les fourches de réplication bloquées n’étant 
alors plus protégées. 
L’origine de ce stress réplicatif initié par l’hypoxie est encore inconnue. Elle pourrait 
être multifactorielle. Hammond a montré que le mécanisme d’induction du stress 
réplicatif est différent entre l’hypoxie et celui de l’hydroxyurée et de l’aphidicoline, 
qui inhibe respectivement la synthèse de ribonucléotide et la liaison de dNTP aux 
ADN polymérases α et δ (Hammond et al. 2003b). L’ajout de ribonucléotide dans des 
cellules en hypoxie n’a d’ailleurs pas permis le redémarrage de la réplication, ce qui 
indique bien que ce n’est pas un défaut en ribonucléotide (comme c’est le cas de 
l’hydroxyurée) qui est à l’origine du stress réplicatif induit par l’hypoxie (Hammond 
et al. 2003b). L’équipe de Probst a montré que l’hypoxie inhibait l’initiation de la 
réplication (Probst et al. 1989). Cependant cette hypothèse ne permet pas 
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d’expliquer l’apparition de régions simples brin en hypoxie (Hammond et al. 2004).  
 
Bien que l’équipe d’Amato Giaccia n’a pas observé d’activation d’ATM en hypoxie 
mais seulement lors de la réoxygénation dans la plupart de ses publications, 
récemment, ils ont confirmé l’observation de l’équipe de Peter Glazer qui a montré 
une phosphorylation de Chk2 par ATM en hypoxie dès 12 h à 0,1 % d’O2 (Gibson et 
al. 2005) en observant la phosphorylation de Chk2 sur la thréonine 68 par ATM et 
la phosphorylation d’ATM sur sa sérine 1981, signe de son activation (Freiberg et al. 
2006). Or, ATM est normalement activée en réponse aux CDBs (Khanna and 
Jackson 2001). L’activation d’ATM en hypoxie observée par ces deux équipes 
pourrait-elle donc être causée par l’apparition de CDBs en hypoxie?  
Paradoxalement, la diminution en O2 semble augmenter la production de ROS et le 
stress oxydatif (Clanton 2007). L’hypoxie augmente la production mitochondriale de 
ROS et l’hypoxie prolongée active le système immunitaire qui augmente le stress 
oxydatif (Moller et al. 2001). La production de ROS entraîne l’oxydation de 
nombreuses molécules cellulaires dont l’ADN. Les dommages oxydatifs de l’ADN 
incluent un grand nombre de lésions comme les oxydations de bases et des 
cassures de l’ADN (Moller and Wallin 1998). De nombreux tests en altitude où le 
niveau en oxygène est plus bas ont d’ailleurs montré une augmentation des 
dommages oxydatifs de l’ADN des cellules circulantes du sang, des cellules 
musculaires ainsi qu’une plus grande sécrétion urinaire des bases oxydés 8-oxodG 
(7-hydro-8-oxo-2’deoxyguanine) (Moller et al. 2001; Lundby et al. 2003). Cette 
augmentation des lésions oxydatives peut entraîner une augmentation du nombre 
de CDBs en hypoxie. 
Une deuxième donnée qui permet d’impliquer l’apparition des CDBs dans 
l’activation d’ATM en hypoxie a été montré par l’équipe de Huang (To et al. 2006). 
Les auteurs ont montré que la protéine HIF-1α est responsable de la diminution de 
l’expression de la protéine Nbs1 qui joue un rôle dans la réponse aux CDBs. En 
effet, la transcription de Nbs1 dépend du facteur de transcription Myc qui est 
recrutée par Sp1 au niveau du promoteur de Nbs1. Cette liaison est inhibée en 
hypoxie par HIF-1α qui va déplacer Myc du promoteur et prendre sa place en se 
liant à Sp1 (Figure 58). Cette répression de Nbs1 en hypoxie est responsable de 
l’apparition de CDBs visibles au niveau de foyers regroupant γH2AX et 53BP1 (To et 
al. 2006). 
Une autre donnée suggérant la présence de CDBs comme source d’activation d’ATM 
en hypoxie est l’induction et l’activation de nombreux sites fragiles en hypoxie 
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(Coquelle et al. 1998; Coquelle et al. 2002). Ces sites fragiles sont des régions des 
chromosomes particulièrement soumises à des phénomènes de cassures 
chromosomiques. L’activation de ces sites fragiles entraîne donc l’apparition de 
CDBs en hypoxie et Coquelle a observé que 5 h de traitement par l’hypoxie sévère 
provoque l’apparition de cassures double-brin (Coquelle et al. 1998). 
En résumé, l’hypoxie sévère est à l’origine d’un stress réplicatif démontré par de 
nombreuses études qui conduit à l’activation d’ATR. En l’absence d’ATR, des 
cassures double-brin de l’ADN peuvent survenir secondairement à l’arrêt des 
fourches de réplication et donc spécifiquement en phase S. La protéine ATM est elle 
aussi activée par un ou des mécanismes qui restent à déterminer. Certains auteurs 
suggèrent que les cellules hypoxiques présentent des cassures double-brin, mais ce 
point reste très débattu dans la littérature. De plus, comme nous l’avons vu en 
introduction, ATM peut aussi être activé par des modifications de la chromatine, 
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L’objectif de ce travail a été d’étudier le rôle des protéines kinases PI3KK et en 
particulier de la DNA-PK et d’ATM sur l’accumulation de la protéine HIF-1. Dans 
une première partie, je me suis intéressée à l’étude de la protéine H2AX comme 
marqueur des CDBs et plus particulièrement à la cinétique de disparition de γH2AX 
(la forme phosphorylée de H2AX) comme reflet de la réparation de ces CDBs de 
l’ADN. J’ai montré que la corrélation entre la disparition de γH2AX et la réparation 
des CDBs n’était exact que lors d’irradiations à faibles doses (<10 Gy) mais que 
pour de fortes quantités de dommages, la réparation des dommages n’était pas 
reflétée pas la disparition de γH2AX et ce, quel que soit la technique utilisée 
(western blot ou cytométrie en flux). 
Dans une deuxième partie, qui est aussi la principale, j’ai montré que l’hypoxie 
entraînait une activation de la DNA-PK. Cette activation régule la dégradation 
nucléaire du facteur de transcription HIF-1α et donc l’expression de ses gènes 
cibles, par une voie dépendante du protéasome et de pVHL. 
Dans une troisième partie, j’expose les résultats préliminaires que j’ai obtenus sur 
l’accumulation de HIF-1α et β dans des cellules déficientes en ATM. Ces résultats 
pourraient permettre d’expliquer certains signes cliniques du syndrome d’ataxie 


















 RESULTATS  
Figure 61. Modifications des histones. A. Déplacement en cis ou en trans
des nucléosomes par un complexe de remodelage. B. Modification post-
traductionnelle des extrémités des histones. C. Substitution d’une histone
conventionnelle par un variant. D’après Perche et al, Medecine/Sciences, 2003
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I) La disparition de la forme phosphorylée de H2AX est un marqueur de 
réparation des cassures doubles brin à faibles doses seulement 
 
Dans le noyau des cellules eucaryotes, la compaction physique de l’ADN et la 
régulation de ses différentes fonctions sont assurées par des protéines spécifiques. 
Une catégorie de ces protéines, les histones H2A, H2B, H3 et H4, s’associe pour 
former un octamère autour duquel s’enroule l’ADN. La particule nucléo-protéique 
constituée est le nucléosome (pour revue, voir (Bernstein and Hake 2006)). Le 
nucléosome est le constituant de base de la chromatine et joue un rôle essentiel 
dans la transcription, la réplication et la réparation de l’ADN. Chaque histone du 
noyau possède un domaine globulaire qui permet les liaisons protéine/protéine et 
protéine/ADN et deux domaines appelé « queue » de l’histone aux deux extrémités 
N- et C-terminale qui sont des cibles pour les modifications post-traductionnelles 
(Bernstein and Hake 2006).  
Pour moduler son activité, la cellule met en oeuvre trois voies principales: le 
recrutement de complexes de remodelage du nucléosome, les modifications post-
traductionnelles des histones et l’incorporation des variants d’histones (Figure 61).  
Les principales familles de remodelage du nucléosomes (SWI/SNF, ISW et Mi-
2/NuRD) permettent le déplacement des nucléosomes le long de l’ADN et sont 
toutes dépendante de l’hydrolyse de l’ATP. 
Les modifications post-traductionnelles des queues d’histones peuvent être très 
diverses : phosphorylations, acétylations, méthylation, ubiquitinylation,…Une 
combinaison de ces différentes modifications peut modifier spécifiquement une 
fonction de la cellule comme par exemple la transcription. Ces modifications 
constitue un véritable « code » des histones (Cosgrove et al. 2004). 
La troisième voie pour modifier l’activité du nucléosome est l’utilisation de variants 
d’histones. Ces variants des histones H1, H2A, H2B et H3 sont présents en petites 
quantités chez tous les organismes eucaryotes. Seules H4 ne possèdent pas de 
variants connus à ce jour (Bernstein and Hake 2006). Au sein du nucléosome, la 
substitution d’un histone par un de ses variants peut modifier la structure et la 
fonction du nucléosome d’autant que ces variants d’histones subissent également 
des modifications post-traductionnelles. 
Ces variants peuvent être homéomorphes ou hétéromorphes. Dans le premier cas, 
les modifications sont peu nombreuses (substitutions de quelques nucléotides par 
exemple) et ne modifient pas le profil éléctrophorétique de la protéine tandis que les 
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variants hétéromorphes présentent une grande différence de la taille et de la 
séquence de l’extrémité carboxy-terminale du variant (ils regroupent surtout les 
variants de H2A et H2B).  
Il existe au moins cinq variants de la famille H2A qui est la famille la plus 
diversifiée des histones (Bernstein and Hake 2006). Le variant le plus étudié est le 
variant H2AX qui joue un rôle dans la signalisation des cassures double-brin de 
l’ADN. Il est présent chez tous les eucaryotes supérieurs et chez l’homme, il est 
retrouvé dans tous les types cellulaires. Sa séquence est très proche de celle de H2A 
mais il existe un motif SQ en C-terminal conservé dans toutes les espèces. Ce 
variant peut être modifié par acétylation, ADP-ribosylation ou phosphorylation. 
Cette forme phosphorylée (sur la sérine 139 qui appartient au motif conservé) du 
variant H2AX est appelée γH2AX et est rapidement accumulée lors de traitement 
aux radiations ionisantes ou avec des radiomimétiques (Rogakou et al. 1998). 
γH2AX est retrouvée aux sites des cassures double brin sous forme de foyers dans 
le noyau de la cellule irradiée. Ces foyers contiennent également des protéines de la 
réponse aux dommages comme le complexe MRN, la protéine Rad51 ou encore 
BRCA1. γH2AX permettrait le recrutement de toutes ces protéines aux sites des 
CDBs (Paull et al. 2000). Ce recrutement est inhibé par un traitement à la 
wortmaninne, un inhibiteur des PI3KK, ce qui indique un rôle de ces protéines dans 
la phosphorylation de H2AX (Paull et al. 2000). 
ATM, ATR et DNA-PK sont responsables de cette phosphorylation de la sérine 139. 
En effet, Burma a trouvé une forte diminution de la phosphorylation de H2AX dans 
les cellules déficientes en ATM après radiations ionisantes (Burma et al. 2001) 
tandis que Stiff a montré que la DNA-PK est également capable de phosphoryler 
H2AX en réponse aux radiations ionisantes et que l’inhibition des deux kinases est 
nécessaire pour inhiber completement la formation de γH2AX (Stiff et al. 2004). 
Dans certains cas, la phosphorylation de H2AX est dépendante d’ATR (Ward and 
Chen 2001).En effet, parallèlement à son implication dans la reconnaissance et la 
réparation des coupures double brin de l’ADN, γH2AX pourrait participer au 
contrôle de la réplication de l’ADN. Si on inhibe la réplication par de l’hydroxyurée 
ou par une faible irradiation UV, une accumulation de γH2AX se produit au niveau 
des fourches de réplication dont la progression est arrêtée (Ward and Chen 2001). 
Dans ce cas, la formation de foyers γH2AX est sous le contrôle de la kinase ATR. 
 
La détection des foyers γH2AX est utilisée pour la quantification des CDBs. En effet, 
à un foyer correspond une CDB (Rogakou et al. 1999). Cette technique est donc à 
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l’heure actuelle la plus sensible pour la quantification des CDBs de l’ADN.  
Bien que le signal γH2AX diminue avec la réparation des CDBs après irradiation, la 
relation entre la réparation des CDBs et la disparition de γH2AX n’est pas claire. 
Par exemple, la cinétique de disparition des foyers γH2AX est très proche de la 
cinétique de réparation des CDBs pour des petites quantités de dommages (≤ 1 Gy) 
(Rothkamm et al. 2003) mais ce n’est plus le cas si l’irradiation dépasse 12 Gy 
(Rogakou et al. 1999). De plus, la corrélation entre la disparition de γH2AX 
visualisée en western-blot et cytométrie en flux, représentatifs de la quantité globale 
de γH2AX dans la cellule, et les activités de réparation des CDBs présentent des 
résultats contradictoires (Burma et al. 2001; Taneja et al. 2004). 
Nous avons donc voulu savoir si la disparition de γH2AX était vraiment un 
marqueur de la réparation des CDBs et si les discordances observées étaient dues 
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Report 
The Loss of γH2AX Signal is a Marker of DNA Double Strand Breaks
Repair Only at Low Levels of DNA Damage 
ABSTRACT
The induction of DNA double-strand breaks (DSBs) by genotoxic treatment leads to
high toxicity and genetic instability. Various approaches have been undertaken to quantify
the number of breaks and to follow the kinetic of DSB repair. Recently, the phosphorylation
of the variant histone H2AX (named γH2AX), quantified by specific immunodetection
approaches, has provided a valuable and highly sensitive method to monitor DSBs
formation. Although it is admitted that the number of γH2AX foci reflected that of DSBs,
contradictory reports leave open the question of a link between the disappearance of
γH2AX signal and DSBs repair. We determined γH2AX expression (i) in cells either
proficient or not in DSBs repair capacity, (ii) after exposure to ionizing radiation (IR) or
calicheamicin γ1, a radiomimetic compound, (iii) and by three different immunodetection
methods, foci numbering, flow cytometry or Western blotting. We showed here that
γH2AX loss correlates with DSB repair activity only at low cytotoxic doses, when less than
100-150 DSBs breaks per genome are produced, independently of the method used. In
addition, in DNA repair proficient cells, the early decrease in the number and intensity
of γH2AX foci observed after a 2 Gy exposure was not associated with a significant
change in the global γH2AX level as determined by Western blotting or flow cytometry.
These results suggest that the dephosphorylation step of γH2AX may be limiting and that
the loss of foci is mediated not only by γH2AX dephosphorylation but also through its
redistribution towards the chromatin.
INTRODUCTION
DNA double-strand breaks (DSBs) are produced either by ionizing radiation (IR) or
radiomimetic drugs such as calicheamicin γ1 (CLM)1 or during physiological processes as
V(D)J recombination or collapsed replication forks.2 In fact, DSBs represent a major
threat for the maintenance of genome integrity since an inefficient or inaccurate repair will
lead to cell death or genomic instability.3-5 DSBs repair in mammalian cells proceeds
through two genetically separable pathways, homologous recombination (HR) and non
homologous end joining (NHEJ).2,6,7 However, NHEJ plays a major role in DSBs repair
in mammals and contribute substantially to DSB repair and radioresistance in all cell cycle
phases.7,8 NHEJ repairs broken ends with little or no requirement for sequence homology
and involves the DNA dependent protein kinase (DNA-PK) that belongs to the PI3KK
(Phosphatidylinositol-3 Kinase related Kinase) family.6,9-14 DNA-PK, consists of the
DNA end binding heterodimer Ku70/Ku80 and the catalytic sub-unit DNA-PKcs that
recruits the XRCC4/ligase IV complex. Cell lines defective in any of these genes are highly
radiosensitive and exhibit marked deficiencies in DSB repair. However, in human tumour
cell lines and primary cells, the link between DSBs rejoining kinetics or residual damage
and radioresistance remains elusive.5 This apparent discrepancy might be partly explained
by the fact that large doses of IR are generally required to measure induction and rejoining
of DNA DSB by conventional approaches such as single cell gel electrophoresis (“comet
assay”) under neutral treatment or pulse-field gel electrophoresis (PFGE) due to low
sensitivity.15 Consequently, other approaches have been undertaken to quantify the number
of breaks produced after treatment and to follow the kinetic of DSB repair activity.
Recently, Rogakou et al.16 reported that the production of DSBs after IR treatment
triggered rapid phosphorylation of H2AX, a variant form of histone H2A. After induction
of DSBs, histone phosphorylation is rapid and extensive covering large regions of the
chromosome adjacent to each break. The phosphorylated H2AX form, named γH2AX,
represents a mean of visualizing individual DSBs, at clinically relevant doses, by immuno-
fluorescence detection of γH2AX nuclear foci.17 In response to DNA damage, the
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phosphorylation of H2AX is dependent upon the activity of three
PI3KKs, ATM, DNA-PK and ATR and the phospho-site lies at the
C-terminus tail (serine 139).18-26 Phosphorylation of H2AX in the
vicinity of the DSB has been shown to be dispensable for the initial
DSB recognition but is required for the accumulation of the check-
point and repair machinery in the IR-induced nuclear foci.27-32 The
involvement of H2AX in the repair machinery was confirmed by the
phenotype of H2AX-/- mice that exhibited radiosensitivity and
genomic instability.33 In addition, the double KO p53 and H2AX
mice rapidly develop tumours.34 Although the precise role of
γH2AX is not known, recent data suggest that it might participate
in chromatin remodeling at sites of DNA damage, in order to allow
efficient DNA repair.35-40
In radiobiology, it is largely admitted that the number of DSB
correlates to that of γH2AX foci within a 1:1 ratio.16,17,41 Although
the signal of γ–H2AX decreases with repair time after irradiation,
the relationship between DSBs repair and γ–H2AX disappearance is
not clear. For example, the kinetics of γH2AX foci disappearance
closely resemble the kinetics of DSBs repair for low level of DNA
damage (1Gy or below),8,42 but this was not the case after irradiation
with 12 Gy.17 In addition, the correlation between γH2AX loss and
DNA repair activity using other approaches than foci counting such
as Western blot and/or flow cytometry that evaluate the global
γH2AX phosphorylation levels within a given cell population, gave
apparently contradictory results.18,43 Therefore it remains open
whether γH2AX loss reflects the kinetics of DNA DSBs repair. To
answer that question, induction and loss of γH2AX was studied after
exposure to increasing doses of DNA damaging agents calicheamicin
γ1 (CLM) and IR in NHEJ deficient and proficient cell lines. Our
results clearly show that the disappearance of the phosphorylated
form of H2AX correlates to DNA double strand break repair only at
low level of DNA damage independently of the experimental
approach used. Furthermore, our results suggest that loss of foci is
mediated not only by γH2AX dephosphorylation but also by its
redistribution in the chromatin, bringing new evidence about its
removal during DNA repair.
MATERIALS AND METHODS
Cell lines and culture. The Ku80-deficient hamster cell line
(xrs-6) and the xrs-6 cell line complemented with the hamster Ku80
gene (xrs-6/Ku80) were from the European Collection of Animal
Cell Culture (Salisbury, UK). Cells were grown at 37˚C under 5%
CO2 in αMEM medium (Gibco BRL, France) in the presence of
300 µg/mL of G418 (Gibco BRL, France) for xrs-6/Ku80 cells.
DNA damaging treatments. Calicheamicin γ1 (CLM), a generous
gift from Dr. P.R. Hamann (Wyeth Research, Pearl River, NY), was
dissolved in ethanol and stored at -70˚C. Drug incubation at the
indicated concentrations was conducted for up to 1 h in serum-free
medium. For the repair experiments, after 1 h drug incubation and
rinse, cells were post-incubated at the indicated times in prewarmed
drug free medium and were processed as described below. Cell
irradiation was performed on cover-slips (detection of γH2AX foci)
or cultures dishes (detection of γH2AX by Western blotting or flow
cytometry experiments) using a 137Cs source irradiator at 6 Gy/min.
Since the foci grow in number and size after irradiation reaching a
maximum between 0. 5 and 1 h16,17 and data not shown, cells were
incubated for 30 min at 37˚C after irradiation and the medium was
then replaced with prewarmed medium. Control samples were
sham-irradiated in all experiments.
Cell toxicity assay. The MTT assay was performed as previously
described.44 Briefly, cells (5 x 103) in a 96 microplate wells were
incubated in serum-free medium alone or containing increasing
concentrations of CLM for 1hr at 37˚C. After 1 h treatment, cells
were washed twice and incubated 72 h in complete medium. At the
end of the incubation period, MTT assay was performed as previ-
ously described.44 Each result represents the mean values of at least
three experiments (each performed in triplicate) ± SD.
Western blotting. At indicated time, cells were washed twice in
PBS and harvested in cold PBS. Cells were centrifuged and the
pellets were resuspended in 300 µL of lysis buffer (62.5 mM
Tris-HCl pH 6. 8, 10% glycerol, 2% SDS, 0.1% bromophenol blue,
5% β-mercapto-ethanol). Samples were then incubated for 10 min at
100˚C, sonicated and stored at -20˚C. Western blots were performed
as previously described44 using mouse monoclonal anti-γH2AX
antibody (JBW 301, Upstate Biotechnology, USA) or rabbit poly-
clonal anti-H2A antibody (Upstate Biotechnology, USA), used as a
loading control.
Flow cytometry. Staining for γH2AX was conducted as described45
with minor modifications. Briefly, fixed cells (1 x 106 cells) in
ethanol 50% were rehydrated for 10 min in PBS SVF 4% Triton 0.
1%, centrifuged and resuspended in 200 µL of mouse monoclonal
anti-phospho-histone H2AX antibody (Euromedex/Upstate
Biotechnology; 1:500 dilution). Samples were incubated for 2 h
under constant agitation at room temperature (RT). At the end of
the incubation time, samples were centrifuged, rinsed twice with
FACS Buffer (PBS SVF2% Triton 0,1%) and resuspended in 200 µL
of secondary antibody Alexa 488 goat antimouse IgG (H + L)F(ab')2
fragment conjugate (Molecular Probes; 1:200 dilution) for 1h under
constant agitation at RT. Samples were washed twice with FACS
buffer resuspended in 1 µg/mL DAPI before an analysis of 10,000
cells/sample with a FACScan (Becton Dickinson). Analysis of flow
cytometry datas were conducted using Cellquest software. Samples
were gated on DAPI for DNA content and time of flight to eliminate
debris and cell doublets before the analysis of γH2AX antibody
staining intensity. Fluorescence intensity, in arbitrary units, was
expressed relative to the cells that have not been post-incubated after
1 h treatment (T0).
Immunofluorescence staining of γH2AX. Twenty-thousand cells
were grown for 24 h on coverslips. Cells were either untreated or
irradiated with 2 Gy, fixed in 3.7% (w/v) formaldehyde for 20 min,
permeabilized in PBS containing 0.2% (v/v) Triton X-100
(Sigma-Aldrich) for 5 min and then blocked in 2% BSA 10% SVF
(Sigma-Aldrich) in PBS for 45 min. Fixed, permeabilized cells were
incubated with γH2AX phosphospecific antibody at 1:500 dilution
(in PBS containing 2% SVF and 0.2% Triton X-100) for 1 h,
washed in PBS, 2% SVF and 0.2% Triton X-100, incubated for
30 min with Alexa 488 conjugated goat anti-rabbit secondary antibody
(Molecular Probes, Eugene, OR) at 1:1000 dilution (in PBS containing
2% SVF and 0,2% Triton X-100), followed by washing in PBS, 2%
SVF and 0,2% Triton X-100. Nuclei were counterstained with
propidium iodide and RNAse (Sigma-Aldrich) (respectively at 2 µg/mL
and 0.1 mg/mL in PBS) for 5 min and washed in PBS. Coverslips
were mounted in Vectashield (Vector Laboratories Inc., Burlingame,
CA). Confocal images were obtained by means of a confocal laser
microscopy system (TCS, NT) (Leica, St-Gallen, Switzerland).
Images were collected by scanning stained cells sequentially under x
40 or x 100 objective lens. To allow direct comparison, all the cells
were treated and processed simultaneously and all the images were
obtained using the same parameters (brightness, contrast, etc.). For
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quantitative analysis, the average number of foci per
cell was counted using image J program software.
RESULTS
DNA repair activity correlates with the loss of
γH2AX signal at low doses of CLM. Since the
γH2AX signal correlates with the amount of DSBs
and knowing that IR generate a low yield of DSB
compared to single strand breaks (SSBs), we first
decided to use calicheamicin γ1 (CLM), a
radiomimetic drug.1 Cell exposure to this natural
hydrophobic enediyne antibiotic has been shown to
produce DSBs with selectivity and efficiency yielding
a 1:3 ratio of DNA DSB to SSBs in vivo, compared
to a 1:20 ratio for IR.46 To investigate the relationship
between γ–H2AX and DNA repair, the experiments
were performed in NHEJ repair-deficient (xrs-6
cells) or repair-proficient cells (xrs-6 complemented
with Ku80). Cell survival analysis after CLM
treatment indicates that xrs-6 cells were, as expected,
about 10 fold more sensitive after 30 pM CLM
treatment compared to xrs-6/Ku80 cells (Fig. 1A).
The induction and loss of total γ–H2AX were
investigated in treated cells by Western blotting.
After 1 hr exposure to the drug, a parallel increase
between γH2AX signal and CLM concentration
(even at non toxic doses) was observed in the range
used (4 to 90 pM, Fig. 1B) independently of the cell
line. The kinetic of γH2AX loss after CLM treat-
ment, was then determined by Western blot up to 3 hr
of post-incubation time in drug-free medium. As
shown in Figure 2, a specific decrease in γ–H2AX
immunoreactivity was observed after exposure of
the cells to low toxic drug concentration but only in
NHEJ proficient cells (10 or 40 pM) indicating
that the decrease of the signal was correlated to DSB
repair activity. In contrast at higher drug concentra-
tion (90 pM) γH2AX immunoreactivity was almost
stable in both NHEJ proficient and deficient cell
lines. The lack of γH2AX decrease in the NHEJ
proficient cell line is not related to a defect in DSB
repair because this concentration is compatible with
cell survival (see Fig. 1A) or to a slower kinetic of
repair since the expression was stable even after 6 h
post-incubation time (data not shown). Similar
experiments were then performed using flow
cytometry in order to examine if the persistence of
the phosphorylated γH2AX in the 90 pM-treated
cells reflected differential behaviour of sub-popula-
tions such as early apoptotic cells. First, we confirmed
the results obtained by Western blotting as shown
in (Fig. 3A) (40 pM of CLM). As expected, in
NHEJ deficient cells the signal persisted despite an
initial slight decrease during the first 2 hours. This
slight decrease may partly be due to a repair reaction
dependent on the homologous recombination
process during the G2/M phase before cell cycle arrest.
In NHEJ proficient cells after a 90 pM-treatment,
an initial decrease was observed after 2 h up to 40%
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Figure 2. The disappearance of global γ–H2AX is correlated to DNA repair only for low doses
of CLM. Cells were exposed for 1h to 10 (A), 40 (B) or 90 (C) pM CLM in serum-free medium.
After extensive washing, cells were post-incubated or not (T0) in complete growth medium and
harvested at the indicated times (up to 3 h). Western blots were performed with antibodies
that recognize either the phosphorylated form of H2AX (γ–H2AX) or H2A used as a loading
control.
Figure 1. NHEJ deficient cells are hypersensitive to calicheamicin, a radiomimetic drug, that
induces H2AX phosphorylation at low toxic doses. (A) Adherent xrs-6 and xrs-6 Ku80 cells
were exposed to increasing concentrations of CLM for 1 h. After 72 h incubation in complete
culture medium, cytotoxicity was measured by the MTT assay. Mean of at least three
independent experiments ± SD (B) Cells were exposed for 1h to the indicated concentration
of CLM and immediately resuspended in lysis buffer. Western blots were then performed using
a mAb directed against anti-γH2AX antibody or a rabbit polyclonal anti-H2A antibody, as a
loading control.
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of the initial signal, but this was followed by a plateau and even by
a small further increase in γH2AX (reproducibly obtained in three
independent experiments). The events that contribute to this disso-
ciation between the disappearance of γH2AX phosphorylation and
sealing of the DNA breaks appears to be homogenous throughout
the whole cell population (see Fig. 3B) and was not related to
specificity in growth-arrested population since no differences in cell
cycle distribution were observed between 40 and 90 pM treated cells
(data not shown). The hypothesis of an early apoptic cell population
was not valid since we were enable to detect apoptotic cells at 90 pM
using annexin V labelling, PARP cleavage even at later times (data
not shown). In conclusion, these results indicate that the loss of
γH2AX signal found only in NHEJ proficient cells reflects DSB
repair activity after drug treatment inducing no or low toxicity (lower
than the IC30 as determined by the MTT procedure after 72 h).
γH2AX detection after IR treatment by foci numbering and
Western blotting. We then determined the kinetics of induction and
loss of γH2AX after IR treatment by three different techniques,
immunodetection by foci counting, immunoblotting or flow cytom-
etry. As already reported, the intensity of H2AX phosphorylation
increased with dose (2 and 10 Gy) and was similar between NHEJ
proficient or deficient cell lines (see Fig. 4A). After 2 Gy exposure,  
γH2AX immunoblotting signal declined markedly between 8 and
24 h in DNA repair proficient but not deficient cell line. Again,
exposure to high toxic dose (10 Gy) led to a slight decline in
immunoreactivity in both DNA repair proficient and deficient cell
lines. Interestingly, a similar pattern of γH2AX loss, than in the high
doses CLM-treated cells, was observed following 10 Gy exposure by
flow cytometry, an initial decrease followed by a plateau (Fig. 4B).
After 2 Gy exposure, a significant decrease of γH2AX levels was
observed in NHEJ proficient, but not deficient, cells. However, the
kinetic of loss of γH2AX immunoreactivity was clearly slower from
that of DSBs repair as shown by PFGE where usually 80% of DSBs
are repaired within 2 h.8 As shown in (Fig. 4C), by contrast to the
global level of H2AX phosphorylation, the number of γH2AX foci
declines rapidly in DNA repair proficient cells and was lower than
40% of the initial number after 4 h. As expected, the number of foci
only slightly decreased in xrs-6 during this repair period (Fig. 4C).
In conclusion, although the difference in DNA repair activity was
detected using γH2AX as a marker after 2 Gy exposure independently
of the experimental procedure, the kinetics of signal disappearance was
clearly different between foci numbering and global H2AX
immunoreactivity.
DSB Repair and γH2AX
Figure 3. The kinetics of global γ-H2AX loss differs between NHEJ proficient and deficient cells in flow cytometry experiments. Xrs-6 and xrs-6 Ku80 cells
were exposed or not (NT) for 1hr to 40 (A) or 90 (B) pM CLM. After extensive washing, cells were harvested at the indicated times (up to 6 h). Upper
pannels : representative flow histograms with untreated cells labeled with isotype-matched control (open histograms) or with γ-H2AX mAb (gray histograms).
Treated cells were labeled with mAb specific for γ–H2AX either after 1 h treatement (T0) or after different post-incubation period as indicated. Lower pannels:
the results are expressed as the % of γH2AX signal compared to T0 : (A) xrs-6 (l) or xrs-6 Ku80 cells (m) exposed to 40 pM CLM and (B) xrs-6 Ku80 cells
exposed to 40 (m) or 90 (o) pM CLM.
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DISCUSSION
Rogakou et al. have discovered that DSB produced by IR treatment
triggered the phosphorylation of serine 139 in the carboxy-terminal
domain of H2AX.16 Phosphorylation of thousands of H2AX
molecule leads to the formation of a focus at the break site induced
by ionizing radiation that in addition reveals dramatic modification
of chromatin domains around the DSB.17 Many components of the
DNA damage response, including BRCA1, 53BP1, MDC1, RAD51
and the MRE11/RAD50/NBS1 (MRN) complex lead to the forma-
tion of IR induced foci that colocalize with γH2AX foci.30 Several
lines of evidence indicated that γH2AX is required for the recruitment
of repair/signalling proteins to DNA damage but also serves to
stabilize their association with DSB instead of a direct role in the
recruitment of repair proteins.28 For IR, the kinetic of γH2AX foci
formation starts within few minutes following DNA damage pro-
duction up to a maximum level after 10-30 minutes and both the
intensity of global H2AX phosphorylation and the number of foci is
directly proportional to the amount of DSB produced.16
Consequently, γH2AX foci has provided an easy tool in the analysis
of DSBs production.17,41 Loss of γH2AX has been proposed to
reflect DNA repair of the breaks.42 However, contradictory reports
exist in the literature especially when other approaches than foci
counting such as Western Blot and/or flow cytometry, that evaluate
the global γH2AX phosphorylation levels within a given cell popu-
lation, are used.18,43 Our present study was aimed to question the
relationship between γH2AX disappearance and DSB repair activity.
We observed that (i) the early decrease in foci number after 2 Gy
irradiation was not associated to a significant change in the global
amount of γH2AX and (ii) that the disappearance of γH2AX reflected
DSB repair activity only at low toxic dose.
First, the half-time of γH2AX foci loss after IR treatment (2–3 h
post-treatment, see Fig. 4C) was longer than that of DSBs rejoining
observed in PFGE (within the first half hour), as already reported.45
Indeed, long lived γH2AX may result either from a slow repair of a
small fraction of IR induced damage or the formation of additional
DSBs in S-phase cells due to replication fork stalling.21,47 However,
as expected, the number of foci decreased after 2 Gy exposure but
our results clearly show that this process occurs at a faster rate than
the loss of global γH2AX signal (see Fig. 4B and C). These difference
may non exclusively result from (i) a decrease in the average number
of foci with some foci increasing in size resulting in a absence of
change in the total amount of γH2AX, (ii) a higher phosphatase
activity that may be present in the vicinity of the DSB, leading to a
DSB Repair and γH2AX
Figure 4. Loss of global γ–H2AX and γ–H2AX foci reflects DNA DSBs repair activity only for low doses of IR and the decrease in foci intensity is more
rapidely observed. (A) Cells were exposed to 2 or 10 Gy and cells were post-incubated for 30 min in complete growth medium. Cells were then either
harvested (T0) or post-incubated for the indicated times. Western blots were performed with antibodies that recognize either the phosphorylated form of
H2AX (γ–H2AX) or H2A used as a loading control. (B) Cells were exposed to 2 [xrs-6 (l) , xrs-6 Ku80 (m) ] or 10 Gy [xrs-6 Ku80 (o)] and further stained
with g-H2AX detected in flow cytometry experiments. The results are expressed as mean fluorescence compred to the T0 (30 min incubation in complete
medium after irradiation). (C) Characterisation of g-H2AX foci after exposure of xrs6 and xrs6 Ku80 cells to 2Gy, (D) Histograms: results are expressed as
the average foci number per cell as compared to T0, xrs-6 (n) or xrs-6 Ku80 cells (o).
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preferential dephosphorylation of γH2AX within the foci, (iii) the
involvement of a chromatin remodeling complex near the DSB
which replaces γH2AX and alters chromatin structure, allowing repair
factors access to the DSB and leading to the faster disappearance of
foci by comparison with the global immunostaining of γH2AX. This
latter hypothesis is supported by experiments recently performed in
yeast and Drosophila. Indeed, in yeast, phosphorylated H2AX medi-
ates its own removal and replacement from chromatin by recruitment
of the SwrC complex35,38 or its homologous complex Tip60 in
Drosophila.36
Second, we show here that the discrepancy previously observed
between γH2AX immunoreactivity and DSB repair activity is directly
relied to the dose used. As shown here, independently of the damaging
agent and the experimental approach used, the repair activity can be
followed by γH2AX immunostaining only at low toxic dose of CML
(Fig. 2, below the IC40) or IR (2 Gy maximum, Fig. 4) and data not
shown). The loss of γH2AX signal at low toxic dose is directly related
to the repair activity since it was observed only in DSB repair proficient
cells. Since 2 Gy produce the formation of about 80 foci per nucleus,
most of the study dealing with foci counting were performed at low
irradiation dose and in agreement with our study, the disappearance
of foci paralleled that of DSBs repair.42 The lack of correspondence
frequently reported in the litterature arose with the use of techniques
that measure global H2AX phosphorylation such as Western Blot or
flow cytometry. In fact, since γH2AX signal linearly increased as a
function of the number of DSBs and due to lower sensitivity of
detection by these techniques compared to foci numbering, high
toxic doses were used. In such a case, γH2AX immunoreactivity was
stable during the post-incubation period, although DSBs repair is
efficient as determined by PFGE.8 Based on a 1:1 ratio between the
number of foci and DSB, we evaluated that CML produced about
3000 DSB/nM (data not shown). Based on the two damaging
treatment used and knowing that 1 Gy or 14 pM CLM (1 h treat-
ment at 37˚C in xrs6-Ku80 cells) produced about 40 foci per cell
(corresponding to 40 DSB),41 we can estimate that repair should be
determined by the loss of γH2AX signal only when less than
100-150 DSBs are produced per nucleus. The lack of correlation
between γH2AX loss and repair at toxic doses of CLM has been
observed in other rodent cells (DNA-PKcs deficient V3 cells and the
corresponding AA8 wild-type cells) as well as in human cell lines
(U937, HeLa and MRC5). Such lack of correlation might rely on
the mechanisms involved in the disappearance of γH2AX and/or the
possibility that unrepaired DSB will highly stimulate the kinase
activity responsible for its phosphorylation.47,48 It is now admitted
than the disappearance of γH2AX signal is achieved, at least in part,
by dephosphorylation49-51 by PP2A.51 Since the phosphorylation of
H2AX is linearly related to the dose used, although dependent on
the cell line,52 the phosphatase activity might represent the limiting
step leading to a persistent signal. Finally, it is conceivable that the
phosphorylated H2AX might also be targeted for degradation, a step
that might be saturable. In fact, it has been recently demonstrated in
budding yeast that the proteasome is present at sites of DNA damage,
and that this presence is necessary for appropriate DNA damage
repair.53
In conclusion, our result show for the first time that the comple-
tion of DSB repair does not necessarily implies the disappearance of
γH2AX since the measure of DNA repair activity is related to the
kinetics of γH2AX loss only when less than 100–150 DSBs breaks
per genome are produced. Identification of the limiting step that
explains the persistence of the signal will help to clarify the mechanisms
that predominantly contribute to its removal during DNA repair.
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II) La protéine DNA-PK contrôle la dégradation de HIF-1α  
 
L’hypoxie tumorale est très fréquemment observée dans les tumeurs solides. Ces 
faibles concentrations d’oxygène peuvent modifier la réponse des cellules à la 
radiothérapie ou encore modifier l’accessibilité aux agents chimiothérapeutiques. 
Pour survivre, les cellules en hypoxie vont augmenter l’expression d’un facteur de 
transcription, HIF-1, qui va permettre l’expression de différentes protéines 
modifiant le métabolisme cellulaire, augmentant l’angiogenèse,… Ce facteur de 
transcription est régulé tant au niveau de son expression que de son activité par un 
grand nombre de protéines. J’ai montré au cours de ma thèse que la protéine 
kinase dépendante de l’ADN, la DNA-PK, était activée en hypoxie et que cette 
activation entraînait une augmentation de l’expression d’HIF-1α en diminuant sa 
dégradation par une voie dépendante du protéasome et de pVHL, l’E3 ubiquitine 
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Summary  
Hypoxic stress plays a pivotal role in normal human development and physiology, including 
embryogenesis and wound repair, is of importance in several human diseases, namely heart 
disease, stroke and cancer. A key regulator of the cellular response to oxygen deprivation is 
the transcription factor, hypoxia-inducible factor 1 (HIF-1) whose function resulting in the 
induction of a plethora of target genes that collectively confers cellular adaptation to hypoxia. 
HIF-1 is comprised of a labile α sub-unit that is mainly targeted for normoxia-dependent 
degradation by the proteasomal system whereas its β subunit, HIF-1 β or ARNT, is 
constitutively expressed. We demonstrate here that the DNA dependent protein kinase 
(DNA-PK), a key protein in the cellular repair of DNA double strand breaks (DSBs) is 
activated in response to hypoxia in a DNA damage dependent-manner, as shown both by its 
autophosphorylation on serine 2056 and the concomitant occurrence of the phosphorylated 
form of histone variant H2AX (γH2AX), a maker of DSBs. Activation of the whole DNA-PK 
complex contributes to the regulation of HIF-1α accumulation and subsequent HIF-1 target 
gene expression as demonstrated using DNA-PK deficient cells of murine and human origin 
and the DNA-PK specific inhibitor NU7026. Furthermore, DNA-PK protects nuclear HIF-1 
from proteasomal degradation by the von-Hippel Lindau (VHL) (a component of the E3 
ubiquitin ligase complex) pathway. Taken together our results suggest that hypoxia induces 
DNA lesions including DSBs and that the acute DNA damage response to hypoxia favors, via 
the increased expression and function of HIF-1, the adaptation of cells to this 
microenvironmental stress. In addition our results shed a new light on the interest of DNA-PK 
inhibitors to down-regulate HIF-1α expression in human tumors. 
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Introduction  
Hypoxic stress plays a pivotal role in normal human development and physiology, 
including embryogenesis and wound repair, is of importance in several human diseases, 
namely heart disease, stroke and cancer. A key regulator of the cellular response to oxygen 
deprivation is the transcription factor, hypoxia-inducible factor 1 (HIF-1) whose function 
resulting in the induction of a plethora of target genes collectively confers cellular adaptation 
to hypoxia (72). HIF-1 is comprised of a labile α subunit that is mainly targeted for normoxia-
dependent degradation by the proteasomal system (41) whereas its β subunit, HIF-1 β, or 
ARNT, is constitutively expressed (55). Therefore, the activity of this complex is exquisitely 
dependent upon the limiting expression of the α subunit. Under normoxia, soluble 
prolylhydroxylases (PHDs) hydroxylate two prolyl residues (P402 and/or P564) in the human 
HIF-1α region referred to as the oxygen-dependent degradation domain (ODD) (13, 38, 39, 
54, 67, 87). This HIF-1α modification specifies rapid interaction with the tumor suppressor 
von-Hippel Lindau (VHL) a component of the E3 ubiquitin ligase complex (18, 42, 65). Of the 
three PHD isoforms in human, PHD2 is the key-limiting enzyme targeting HIF-1α for 
degradation under normoxic conditions (6). PHDs contain iron and require 2-oxoglutarate as 
well as oxygen as co-factor. Under hypoxic conditions, prolyl hydroxylation of HIF is inhibited 
(38, 39), thereby preventing VHL from targeting HIF-1α for degradation. Chelating iron with 
desferrioxamine (DFX) or replacing the loosely bound Fe(II) by colbaltous iron blocks also 
PHD activity (reviewed in (89)). This leads to the significant nuclear accumulation of HIF-1 
protein and a concomitant increase in HIF-1 transcriptional activity due to the productive 
formation of HIF-1α/β heterodimers. Other regulatory pathways have been reported to be 
important for the control of HIF-1 stability such as the heat shock protein 90 (HSP 90) 
dependent-pathway (37) and (for review (20). In addition, there is an increasing body of 
evidence demonstrating that a number of non-hypoxic stimuli are also highly capable of 
turning on this transcription factor. HIF-1 is up regulated by genetic alterations that activate 
oncogenes and inactivate tumor suppressor genes such as mutations in VHL or deletion of 
PTEN (reviewed in (68)). Stimulation of different cell types with growth factors, cytokines, 
vascular hormones and viral proteins can also lead to the induction and activation of HIF-1 
(for review see (20).  
Recent reports suggest that hypoxic stress is associated with DNA modifications 
whose signaling might contributes to the global hypoxic adaptation response. Severe hypoxia 
induces S-phase arrest resulting in regions of single stranded DNA in stalled replication forks 
and the activation of the rad3 related kinase, ATR (32, 34). Interestingly, ATR acts to protect 
stalled replication forks during hypoxia exposure (33). Loss of ATR or inhibition of ATR 
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kinase activity results in a further loss of reproductive viability in S-phase cells when exposed 
to hypoxic conditions (33). ATR belongs to the phosphoinositide 3-kinase related kinases 
(PIKKs) family, a family that, in eukaryotes, initiate cellular stress responses when genome 
integrity, mRNA translation, or nutrient availability is compromised (1, 4). In addition to ATR, 
another member of the PIKKs family, ATM (Ataxia Telengiectasia Mutated) is also activated by 
long-term exposure to severe hypoxic conditions (28) potentially by yet undefined “chromatin 
modifications”. The PI3KKs family also comprises the DNA dependent protein kinase, a key 
player in the cellular repair of DNA double strand breaks (DSBs) (15). The DNA-PK 
holoenzyme comprises the Ku heterodimer, which binds to DNA DSBs, recruits and activates 
the catalytic subunit, DNA-PKcs (30). The DNA-PK complex after autophosphorylation of the 
catalytic subunit, recruits the XRCC-4/XL-F/ ligase IV complex required to ligate DNA ends of 
the DSBs by the non-homologous end-joining pathway (NHEJ) (for review see (14, 52). 
Accordingly, numerous studies have shown that cells lacking either functional DNA-PKcs or 
Ku through mutations or gene knock-out are hypersensitive to IR due to a defect in DNA 
DSBs repair (14, 52, 73). In addition, the enzyme has been associated with multiple 
pathways that modulate stress responses and genome stability including apoptosis (40, 83), 
telomere homeostasis (22) and specific gene transcription (44, 49, 56, 84). According to the 
emerging concept that PI3KKs family members might participate to the hypoxic stress 
response, we investigated the potential role of DNA-PK in this pathway. A decrease in HIF-
1α hypoxic accumulation has been previously noted in DNA-PK deficient murine cells (77). 
However, a direct link between the DNA-PK dependent pathway of DNA damage signaling 
and repair and the HIF-1-dependent pathway of hypoxic adaptation has not been formerly 
established. We report here that nuclear activated DNA-PK positively regulates the cellular 
adaptation to hypoxia through a protective effect on HIF-1α degradation. These results show 
that a nuclear, DNA damage dependent pathway that controls HIF-1α degradation exists in 
hypoxic cells and shed a new light on the interest of DNA-PK inhibitors to down-regulate HIF-
1α expression in human tumors.  
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RESULTS  
DNA-PKcs positively regulates HIF-1α expression and HIF-1 function under hypoxia 
The DNA-PKcs deficient MO59-J/Fus9 glioblastoma cell line and its DNA-PKcs 
complemented-counterpart MO59-J/Fus1 cells were first exposed to the common hypoxia-
mimetic agent desferrioxamine (DFX). As shown in fig. 1A (left panel), a marked 
accumulation of HIF-1α protein was observed under DFX exposure and its accumulation was 
2 to 3-fold lower in the DNA-PK deficient cells as compared to proficient cells. Similar 
experiments were performed in cells exposed for up to 6 h under mild hypoxic conditions (1% 
O2). A decrease in HIF-1α accumulation was also observed in DNA-PK deficient, as 
compared to DNA-PK proficient cells during the initial response to hypoxia (fig. 1A, middle 
panel). Longer incubation period under hypoxic conditions demonstrates that DNA-PK 
deficiency leads to an overall decrease and not a delay in HIF-1α accumulation (see fig. 1A, 
right panel). Between the two cell lines, no difference in the expression levels of HIF-1β or 
pVHL was observed (fig. 1A, right panel). The level of the HIF-1α related isoform HIF-2α, 
that was not induced under hypoxic conditions in these glioblastoma cells, was unaffected by 
DNA-PKcs expression. In order to abrogate the possibility of an event specific to 
glioblastoma cells, the role of DNA-PKcs in the hypoxic accumulation of HIF-1α was further 
assessed in two other cell lines. As shown in fig. 1B, a decrease in HIF-1α accumulation was 
observed in the human fibroblastic cell line, MRC5, in which expression of DNA-PKcs has 
been silenced using long term RNA interference (21), as compared to control cells (left 
panel) and in spontaneously immortalized fibroblasts obtained from DNA-PKcs -/- mice as 
compared to fibroblasts obtained from wild type littermates (right panel). Taken together, our 
results demonstrate that the level of HIF-1α accumulation upon hypoxia is decreased in 
DNA-PK deficient cells of murine and human origin. 
The increased transcriptional activity of HIF-1α that occurs during hypoxia is associated with 
a concomitant increase in protein content but also depends on HIF-1α nuclear translocation, 
dimerization with HIF-1β, DNA-binding, recruitment of general and tissue-specific co-
activators and target-genes trans-activation (for review see (81)). Because DNA-PKcs 
appears to be involved in the regulation of HIF-1α protein levels, we next determine whether 
differences in HIF-1 transcriptional activity are also observed between DNA-PKcs deficient 
and proficient cells. As shown in figure 2A, both basal and hypoxia-induced HIF-1 DNA 
binding activity was enhanced in the MO59J/Fus1 as compared to MO59J/Fus9. Similar 
results were obtained in DFX-treated cells (data not shown). To further study the influence of 
DNA-PKcs on HIF-1 activation, cells were then transiently transfected with a pHRE-Luc 
reporter plasmid, which contains three concatamerized HIF-binding sites (termed hypoxia 
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response elements [HREs]). The transfected cells were exposed to DFX for 12 h, or grown 
overnight in a restricted O2 atmosphere (1%). As shown in fig. 2B, the magnitude of HIF-1-
dependent transcriptional response induced by DFX or low oxygen tension was significantly 
higher in DNA-PKcs proficient (MO59J/Fus1) than deficient cells (MO59J/Fus9) (10. 8 ± 1. 8 
versus 4. 3 ± 1. 3 and 12. 6 ± 6.1 versus 4. 2 ± 2. 6 respectively). To confirm these results, 
we examined the levels of the glucose transporter GLUT1 expression, a HIF-1 target gene 
product (53). As shown in fig. 2C, in normoxia, there was no detectable GLUT-1 protein. 
Following 48 h of culture at low oxygen tension (1 % O2), as expected, the GLUT-1 protein 
levels increased in contrast to β actin that remains constant. GLUT-1 expression was clearly 
higher in DNA-PK proficient, as compared to DNA-PK deficient, cells in the two human 
models tested (see fig. 2C) and similar results were obtained when GLUT-1 mRNA levels 
were measured under similar experimental conditions using qPCR (data not shown).  
Inhibition of the DNA-PK kinase activity results in a decrease in HIF-1α  accumulation 
in hypoxic cells. The decrease in HIF-1α accumulation observed in DNA-PKcs deficient 
cells may indicate that the kinase activity of the enzyme is required, but a structural role as a 
scaffolding protein might not be excluded. To distinguish between these possibilities, we 
exposed cells to a specific inhibitor of DNA-PK kinase activity, NU7026. NU7026 is a 
competitive and highly selective inhibitor of DNA-PK which is inactive against both ATM and 
ATR, two others members of the PI3-KK family (78). As shown in fig. 3A, in the DNA-PK 
proficient MO59J/Fus-1 cells, NU7026 decreased hypoxic accumulation of HIF-1α, but not 
HIF-2α, at 20 µM. This effect was specific for DNA-PK kinase activity since, exposure to 20 
µM NU7026 had no effect upon the accumulation of HIF-1α in the DNA-PK deficient cells, 
MO59J/Fus-9 (fig. 3A). Furthermore, in the presence of NU7026, the difference in HIF-1α 
accumulation was abolished between the DNA-PK deficient and proficient cells.  
DNA-PKcs is part of a complex, the DNA-PK that also comprised the Ku70/Ku80 
heterodimer. In interaction between DNA-PK and DNA strands, Ku and DNA-PKcs function 
interdependently in that DNA-PKcs is recruited to DNA by Ku and activated by interaction 
with DNA (30). In order to investigate if the whole DNA-PK complex is involved in the 
regulation of HIF-1α accumulation under hypoxia, Ku deficient and proficient murine cells 
were used. Rodent cell lines were chosen since Ku deficient human cells are viable (51). A 
large decrease in HIF-1 α accumulation under hypoxic conditions was observed in 
spontaneously immortalized fibroblasts obtained either from Ku70-/- or Ku80-/- mice as 
compared to fibroblasts obtained from wild type mice (fig. 3B), with a more pronounced effect 
in Ku70-/- cells, that was reproducibly observed. As expected, loss of one of the Ku sub-units 
results in a significant decrease in the steady state level of the other since heterodimerization 
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is required for the stabilization of each Ku sub-unit (for review see (45). By contrast, the 
expression of DNA-PKcs remains unchanged between wild type and mutant cells, although 
these cells are devoid of DNA-PK kinase activity in the presence of activating DNA structures  
due to the absence of Ku (25). Similar results were obtained with the Ku80 deficient hamster 
cell line and their counterpart transfected with the full-length hamster Ku80 cDNA, xrs-6/Ku80 
(see Supp Fig.1). Taken together these results demonstrate that the expression of a 
catalytically inactivable DNA-PKcs is no longer able to regulate HIF-1α accumulation.  
To address whether or not the observed decrease in hypoxic accumulation of HIF-1α upon 
exposure to NU7026 is specific to Fus1 cells, we extended these studies to other cancer cell 
lines. As demonstrated in fig. 3C, NU7026 reduced HIF-1α accumulation in all the different 
cell lines tested. Densitometry quantification showed a decrease in HIF-1α band after 
NU7026 (20 µM) treatment under hypoxia of 68, 60, 69 and 40 % in uterine cervix (HeLa), 
breast (MCF-7, SUM-PT) and glioblastoma (U87) cancer cell lines, respectively. For the U87 
and SUM-159PT cell lines, this effect was even observed for lower concentration of NU7026 
(10 µM) (see supp fig. 2).  
DNA-PK regulates pVHL-dependent proteosomal degradation of HIF-1α. The steady 
state of HIF-1α is a function of the relative rates of HIF-1α synthesis and degradation. It has 
been previously described that aside from its role in DNA repair, DNA-PK may also be 
implicated in transcription (44, 49, 56, 84). Consequently, we first investigated the regulation 
of HIF-1α mRNA levels in the MO59J/Fus1 and M059J/Fus9 cell lines upon hypoxia. No 
differences in both basal and hypoxic HIF-1α mRNA levels were observed between the two 
strains (see supp. fig. 3A). As expected, no effect of hypoxia on HIF-1α mRNA levels was 
observed as already noted in a number of cell lines (66). In addition, no differences in HIF-1α 
biosynthesis were observed (see supp. fig. 3B). Taken together, these results indicate that 
DNA-PK neither stimulates HIF-1α mRNA expression nor protein biosynthesis and strongly 
favor a role of DNA-PK in the control of HIF-1α protein degradation. To test this hypothesis, 
cells were first treated with DFX and then treated with the protein synthesis inhibitor, 
cycloheximide (CHX), to block further translation of HIF-1α mRNA. Under these conditions, 
the kinetics of HIF-1 decay in DNA-PKcs proficient and deficient cells were determined. In 
MO59J/Fus 1 cells exposed to DFX, HIF-1 levels decay with a half-life of about 90 min 
whereas in the absence of DNA-PK, this decay was far more rapid with a half-life of about 30 
minutes (fig. 4A and 4C). These results demonstrate that DNA-PK protects HIF-1α from 
degradation, and accordingly when the kinase activity of DNA-PK was inhibited by NU7026, 
the degradation of HIF-1α was similarly increased (fig. 4B and 4C). Collectively, these results 
show that DNA-PK controls HIF-1α stabilization. According to these results, the 
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mechanism(s) involved were further investigated. As shown in fig. 5A, in the presence of the 
proteasome inhibitor MG132, the difference in HIF-1α accumulation between DNA-PK 
deficient and proficient cells was no longer observed. In the presence of MG132, NU7026 at 
20 µM was no longer able to down-regulate HIF-1α accumulation in SUM159PT cell line (fig. 
5B) showing that the effect of DNA-PK on HIF-1α degradation is mediated through 
modulation of the 26S-proteosomal degradation pathway. HIF-1α stability is mainly regulated 
by pVHL association, although alternate routes have been described, such as Hsp90 
dependent pathway (37). Interestingly, in the RCC line C10 that lacks a functional VHL 
protein, treatment of cells with NU7026 has no effects on HIF-1α hypoxic accumulation (fig. 
5C). On the opposite, when this cell line was stably transfected with the full-length pVHL 
cDNA, the inhibitory effect of NU7026 on HIF-1α accumulation was restored (fig. 5C). Taken 
together these results suggest that DNA-PK and pVHL likely regulate HIF-1α stability by 
functioning within the same pathway.  
Regulation of DNA-PK expression, activity and sub-cellular localization in hypoxic 
cells. Our results demonstrate that DNA-PK regulates HIF-1α accumulation during exposure 
to DFX or culture at low oxygen pressure. To further investigate the mechanism involved in 
these effects, a first set of experiments were performed to analyze the regulation of DNA-
PKcs expression and activity during hypoxia. Accumulating evidences in the literature have 
underlined that long term culture in hypoxic conditions (usually between 48 to 72 h) lead to a 
down-regulation of the activity of major DNA repair pathways such as mismatch repair (47) 
and homologous recombination (10), by inhibiting the expression of key actors of these 
pathways, such as MutSα (hMSH2/hMSH6 complex) (10) or Rad51 (47) respectively. These 
effects have been proposed to contribute to the genetic instability observed in hypoxic cells 
(reviewed in (36). Few studies have addressed this question for the NHEJ pathway (9, 60) 
(77) and contradictory results have been obtained. NHEJ has been proposed to be 
unaffected in one study (9), whereas a down-regulation of many of the mRNAs of the NHEJ 
related genes including XRCC4, Ku70 and Ligase IV has been reported in prostate cancer 
cell lines and diploid fibroblasts (60). In addition, an early induction (within the first 4 h) of 
both Ku and DNA-PKcs expression and activity has been observed in hypoxic 
hepatocarcinoma cell lines (77). In MO59J/Fus1 cells, DNA-PKcs expression was not 
affected by hypoxia even for long times up to 72 h (see Fig. 1A and data not shown). When 
similar experiments were performed in a panel of cell lines, culture in low oxygen tension (1% 
O2) was associated with a late (after 48 h) increase in DNA-PKcs expression and activity in a 
subset of cell lines (breast cancer cell line SUM159PT, melanoma cell line RPMI 1683) (see 
fig. 6A for the SUM159PT cell line and data not shown). In addition, similar results were 
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obtained in DFX-treated cells (data not shown). In any of the cell lines, we did observe an 
upregulation of the expression and DNA binding activity of the DNA-PK regulatory sub-unit 
Ku (see fig. 6B, left panel for the SUM 159PT cells). By contrast, as previously demonstrated 
the level of rad51 expression clearly decreases after 48 h of culture of these cells in 1% O2 
(10). In all the others models used (glioblastoma U87 cell line, HeLa), DNA-PKcs expression 
was unaffected by growth in low oxygen tension (data not shown). When an in vitro specific 
kinase assay was performed, we observed that the activable pool of DNA-PK (by means of 
exogenous free-ends of double-stranded DNA) was increased in the SUM159PT and RPMI 
1683 cells (see fig. 6B, right panel and data not shown) whereas this pool was maintained in 
all the other tested cells (data not shown). Interestingly, a clear down-regulation of mRNA 
expression of DNA-PKcs, Ku70 and XRCC4 genes was observed between 24 to 48 h after 
the beginning of the culture in hypoxic conditions in all the tested cells, even in the SUM-
159PT cell line that exhibits an increase in DNA-PKcs expression under hypoxia(see supp 
fig. 4). Taken together these results demonstrate that DNA-PKcs expression is maintained in 
acute and chronic exposure to hypoxia in most of the tested models and lately up-regulated 
in a subset of cell lines. We next examined the DNA-PK sub-cellular localization in hypoxic or 
DFX-treated cells. DNA-PK is mainly a nuclear protein although its cytoplasmic expression 
has been previously observed in tumor cells (5). In addition, a redistribution of DNA-PKcs 
from the nucleus to cytosol has been described upon treatment with anti-EGFR antibody 
(26). We investigated the nuclear/cytoplasmic expression of DNA-PK upon hypoxia and DFX 
exposure in HeLa cells. As shown in fig. 7A, DNA-PKcs was found almost exclusively in the 
nuclei (63). No changes in nucleus/cytoplasm ratio of DNA-PKcs expression were observed 
upon hypoxia and DFX treatment in these fractionated extracts (fig. 7A) and similar results 
were obtained using immunofluorescence approach (fig. 7B).  
DNA-PK is activated in hypoxic cells. We then asked whether or not DNA-PK was 
activated upon hypoxia. It has been previously reported that DNA-PK is autophosphorylated 
in vivo in the presence of DNA DSBs ((57, 76), for review see (76)). Among the 
phosphorylation sites identified, serine 2056 is phosphorylated in response to IR in a strictly 
DNA-PK dependent manner (17, 23). As shown in fig. 8, upon overnight culture in low 
oxygen tension (1 % O2) or exposure to DFX, phosphorylation of DNA-PKcs on serine 2056 
was observed using a specific phosphoantibody in nuclear extracts of treated cells, 
highlighting the fact that DNA-PK is activated under these conditions. The phosphorylation 
signal obtained was clearly higher in DFX treated cells than in cells grown in mild hypoxic 
conditions (1 % O2). Interestingly, this activation of DNA-PKcs in DFX-treated cells was 
associated with the occurrence of foci containing the phosphorylated form of the histone 
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variant H2AX (γH2AX), an event that has been shown to occur at the sites of DSBs (69) and 
at stalled replication forks (80). In DFX-treated cells, all the cells exhibit γH2AX foci. We then 
investigated the time course of the two potentially related events first by means of Western 
blot experiments that measure the mean signal for the whole phosphorylated pool. As shown 
in fig. 9A (left panel) in DFX-treated cells, autophosphorylated DNA-PK was detected at 3 h 
after the beginning of the treatment and accumulates for up to 24 h and similar time course 
effect was observed on the occurrence of γH2AX. In mild hypoxic conditions (right panel), the 
signals obtained were clearly lower but occurred at 3 h and rapidly reach a plateau, with a 
slight additional increase at 24 h. Again, similar time course effect was observed for γH2AX 
(see fig. 9A, right panel). Note that under these conditions, the expression of NBS1, a protein 
that is part of the early response to DSBs and has been reported to be down-regulated in one 
study (75) was not affected by the treatment. To evaluate if the phosphorylation of H2AX 
occurred very rapidly after exposure to DFX, we used the highly sensitive technique of 
γH2AX foci numbering. After induction of DSBs, histone H2AX phosphorylation is extensive, 
covering large regions of the chromosome adjacent to each break (69) and the 
immunofluorescence detection of γH2AX foci allows the detection of individual DSBs, after 
doses of IR as low as 1 mGy (70). As shown in fig. 9B, increase in γH2AX foci was observed 
within the first hour following exposure to DFX, and, in accordance with the results of 
Western blot experiments increased over time. In addition, 8 h after the beginning of the 
treatment, almost all the cells exhibit positive γH2AX foci. To further investigate the relation 
between the two events, we analyzed the phosphorylation of γH2AX in DNA-PKcs deficient 
cells. As shown in fig. 9C, the extent of γH2AX phosphorylation was reduced in cells that do 
not express DNA-PK, suggesting that part of the phosphorylation of H2AX is a DNA-PK 
related event, as previously described when cells are exposed to IR (74). Taken together our 
results demonstrated that DNA-PK is activated in hypoxic and DFX-treated cells potentially 
by means of DSBs and this activation contributes, for a part, to the phosphorylation of 
γH2AX. We have observed that the kinase activity of DNA-PK positively regulates the 
expression of HIF-1α accumulation upon hypoxia. As stated before, DNA-PK is activated 
once recruited to DNA, by its regulatory sub-unit Ku that exhibits strong affinity for free ends 
of double-stranded DNA. Accordingly, we investigated whether or not activation of DNA-PK 
by means of clastogenic treatment would also contribute to the up-regulation of HIF-1α. For 
that, cells were treated with calicheamicin γ1 (CLγ1). Cell exposure to CLγ1, a natural 
hydrophobic enediyne antibiotic, has been shown to produce DSBs with selectivity and 
efficiency yielding a 1:3 ratio of DNA DSB to SSBs, compared to a 1:20 ratio for IR (24). As 
shown in fig. 10, the accumulation of HIF-1α was enhanced in DFX-treated cells when CLγ1 
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was added to the culture medium in a dose dependent manner between 10 and 30 pM, 
whether a plateau was obtained at higher doses (data not shown). As expected, in the 
presence of both DFX and CLγ1, the level of phosphorylated DNA-PK was higher than in 
cells treated with CLγ1 alone, since both treatments contribute to DNA-PK activation. By 
contrast when the cells were not exposed to DFX, the exposure to CLγ1 was without effect 
on HIF-1α accumulation.  
 
 




In this study, we have identified DNA-PK as a novel VHL and oxygen-dependent regulator of 
HIF-1α stability. This was demonstrated by the decreased hypoxic accumulation of HIF-1α in 
all the cell lines that do not express DNA-PKcs or its regulatory sub-unit Ku or in the 
presence of a specific inhibitor of the DNA-PK kinase activity, NU7026. Our results further 
suggest that DNA-PK is activated in a DNA damage dependent manner in hypoxic cells or in 
cells exposed to the iron chelator, DFX, highlighting that a nuclear, DNA damage dependent 
pathway, also contributes to the hypoxia tolerance of cells.   
The fact that DNA-dependent regulation of HIF-1α degradation occurs in the nucleus is 
sustained by different data’s. DNA-PK has been shown to be primarily localized in the 
nucleus ((16) and fig. 7A) and we have shown using both biochemical and 
immunofluorescence approaches that DNA-PKcs is not redistributed in hypoxic cells (see fig. 
7A). The involvement of the DNA-PK regulatory sub-unit Ku in the regulation of HIF-1α 
accumulation (see fig. 3B), also favors a nuclear and DNA dependent process since DNA-
PKcs and Ku are not constitutively associated and the whole complex is assembled and 
activated only in contact with DNA (for review see (22, 82)). Finally, the observed up-
regulation of HIF-1α, when DNA-PK is activated by after treatment with CLγ1, a radiomimetic 
drug, only in DFX-treated, clearly underlines the need of a prior nuclear translocation of HIF-
1α to observe the DNA-PK related-effect (see fig. 10). Studies have previously demonstrated 
that the control of HIF-1α degradation also occurs in the nucleus in accordance with our 
present results (7, 31, 88). First, HIF-1α entry into the nucleus is not a key event that controls 
its stability in contrast for example with the mechanism that controls p53 degradation via 
MDM2 (7). A nuclear cytoplasmic shuttle of pVHL has been further demonstrated (31) and 
ubiquitinated forms of HIF-1 as well as VHL /ubiquinated HIF-1α complexes have been 
detected in the nucleus of reoxygenated cells (31). Further degradation of HIF-1α might 
depend on its nuclear export (31), but protein degradation can also occur in the nucleus, 
consistent with the detection of proteasome activity in the nuclear compartment (88). The 
absence of NU7026 effect even at high doses on HIF-1α accumulation in pVHL deficient 
cells, effect that is restored upon pVHL re-expression in these cells, strongly suggest that 
nuclear DNA-PK regulates the pVHL dependent pathway of degradation (see fig. 5C). In 
addition, since DNA-PK has been previously shown to phosphorylate hsp90α, but not β (50), 
we also verify that geldanamycin effect on HIF-1α hypoxic accumulation was not altered by 
the absence of DNA-PK (data not shown). To explain the role of activated DNA-PK in the 
regulation of the pVHL-dependent pathway of HIF-1α degradation, one might propose that 
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specific phosphorylation of the HIF-1α isoform by the DNA-PK occurs that further controls its 
interaction with pVHL in the nucleus. This mechanism has been described for other pVHL 
substrates than HIF-1α such as the large subunit of RNA polymerase II whose interaction 
with pVHL is observed in an hyperphosphorylated form induced by UV radiation and DNA-
damaging agents (48). First, it is interesting to note that in opposition to previously published 
data (77), we did not observe a stable interaction between DNA-PKcs and HIF-1α in cp-
immunoprecipitation experiments (data not shown). However, this absence of stable 
interaction does not preclude the hypothesis of a DNA-PK dependent phosphorylation of HIF-
1α. To test this hypothesis, we evaluated first the ability of DNA-PK to phosphorylate HIF-1α 
in vitro. As show in supp. fig. 5, HIF-1α was not a phosphorylation substrate of DNA-PK in 
vitro under these controlled conditions, even when activating double-stranded DNA with free 
DNA ends contained HRE. However, there is accumulating evidence in the literature that 
discrepancies are observed between the DNA-PK-dependent phosphorylation events that 
occur in vitro and in vivo (82). In accordance, to evaluate the potential DNA-dependent 
phosphorylation of HIF-1α and its effect on pVHL interaction, in vivo experiments by means 
of mass spectrometry, are clearly needed to identify potential DNA-PK phosphorylation sites 
in HIF-1α protein. Finally, it is interesting to note that our results highlight, in addition to 
previously published reports, a new function of DNA-PK aside from its role in DNA repair, in 
the regulation of the activity and/or the stability of transcription factors. Among these 
transcription factors, interferon regulatory factor-3 (IRF-3) is phosphorylated by DNA-PK in 
response to viral infection (44). This leads to the retention of IRF-3 in the nucleus, thereby 
protecting it from proteosomal degradation. More recently, it has been demonstrated that 
DNA-PK may down-regulate histone H2B expression in response to DNA damage by 
regulating the stability and activity of the homeobox transcription factor Oct-1 (octamer 
transcription factor-1) (71).  
Our results also demonstrate that cells treated with DFX present DNA damage that leads to 
the activation of DNA-PK. According to the literature, DNA-PKcs and Ku are considered to 
represent the subunits of a holoenzyme complex that binds to DNA double-strand breaks and 
stimulates repair of these detrimental lesions. Thus, the fact that the observed effect on HIF-
1α accumulation is strictly dependent on the whole DNA-PK complex, with a highly more 
pronounced effect when the regulatory sub-unit Ku is absent (see fig. 3B), as in DNA DSBs 
repair, favors this hypothesis. In addition, the activation of DNA-PK as shown by means of 
autophosphorylation on serine 2056 upon DFX exposure or culture in low oxygen conditions 
(see fig. 8B upper panel and 9A) also argues in favor of the presence of DNA DSBs. Among 
the various phosphorylation sites of DNA-PK identified, phosphorylation on serine 2056 is an 
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autophosphorylation event (17, 76), in trans through two DNA-PKcs molecules in close 
proximity after synapsis of two DNA ends (57). However, the possible involvement of DNA-
PKcs in replication stress responsiveness has been proposed since DNA-PK is required for 
RPA2 (the p34 subunit of replication protein A [RPA]) hyperphosphorylation after DNA 
damage (11, 35), potentially to facilitate resolution of the stalled replication forks. 
Interestingly, in contrast to other phosphorylation sites of DNA-PK, autophosphorylation on 
serine 2056 is not observed upon treatment with UV light which activates ATR/ATM kinases 
in a replication-dependent manner, unless DSB formation occurs after UV irradiation through 
conversion of UV-induced DNA lesions, at later time points (85). Taken together, according 
to the literature, our results favors the presence of DSBs associated to hypoxic stress. 
Although the presence of site-specific DSBs has been demonstrated in hypoxic cells (19) 
there is some controversy in the literature concerning the presence or not of random DNA 
breaks during hypoxia. DSBs are not detected in hypoxic cells by means of neutral comet 
assay (32, 34) results that can be explained by the relatively low sensitivity of the method. 
Recent works have clearly show that the detection of γH2AX is the most sensitive marker to 
detect DSBs (69, 70) and using this marker, it has been proposed that both hypoxic and 
DFX-treated cells exhibit DSBs (75). However, using γH2AX foci to detect DSBs during 
hypoxic stress is clearly complicated by the fact that this phosphorylation event also occurs 
at stalled replication forks in an ATR-dependent manner (80). Nevertheless, there is 
evidence from our study that part of the H2AX phosphorylation events are not related to 
stalled replication forks. First, γH2AX accumulation is detected in mild hypoxia-treated cells, a 
range of oxygen that induced a modest cell-cycle arrest at the G1/S-phase boundary ((29, 
46) and data not shown), whereas hypoxia-induced replication stress clearly needs severe 
hypoxic to anoxic conditions or DFX exposure (32, 34). Secondly, the fact that all the DFX-
treated cells exhibit positive γH2AX foci after 8 h shows that a large part of the γH2AX foci 
are not associated to replication-stress, since only a sub-population of the cells exhibits S-
phase arrest (see fig. 9B and data not shown) and part of these phosphorylation events are 
due to DNA-PK (see fig. 9C). However, one might not exclude that the late (> 8 h) DNA-PKcs 
autophosphorylation events that accumulates with time in DFX-treated cells originated from 
secondary collapsed replication forks as previously show for UV-treated cells (85). In this 
perspective, it is interesting to note that the effect of DNA-PK on controlling HIF-1α 
accumulation is similar between early and later time points in DFX-treated cells despite the 
fact that phosphorylated DNA-PK accumulates with time (see fig. 9A). These results suggest 
that a low level of DNA-PK activation is sufficient to observe this effect or that the mechanism 
that contributes to the late activation of DNA-PK do not contribute to the regulation of HIF-1α 
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degradation. The origin of these potential DSBs associated to hypoxic stress remains largely 
unknown. It has been recently described that hypoxia and DFX treatment results in a down-
regulation of Nbs1, part of the evolutionary conserved Mre11-rad50-nbs1 (MRN) complex, 
which interacts with DSBs early in the damage response (75). Down-regulation of Nbs1 was 
a mandatory event associated to the occurrence of γH2AX foci (75). Although we observed a 
strong hypoxia dependent down-regulation of Nbs1 in a subset of cell lines, this down-
regulation was not observed in the HeLa cells used in our study despite the phosphorylation 
of both DNA-PKcs and H2AX upon both hypoxia and DFX-treatment (see fig. 8A), suggesting 
that Nbs1 independent breaks occurred in these cells. In addition to our results, a recent 
report by Kang and co-workers demonstrate that the tumor suppressor gene BRCA1 also 
positively regulates HIF-1α accumulation and degradation (by a pVHL independent pathway) 
in hypoxic cells (43). BRCA1 participates in DNA damage signaling and repair and is 
hyperphosphorylated after the exposure of cells to DNA damaging agents, but also in 
hypoxic cells (27) by an yet uncharacterized mechanism. Thus, this study and our present 
results lead to the overall picture that a nuclear, DNA damage dependent pathway, exists 
that control HIF-1α accumulation and hypoxia tolerance within the first hours of stress 
exposure although the mechanism(s) that leads to DNA breaks deserve further 
investigations.  
Our results clearly underlined the role of DNA-PK and more generally of the NHEJ 
pathway in cellular tolerance to hypoxia. In opposition to other DNA repair pathways such as 
nucleotide excision repair (NER), MMR or HR (for review see (8, 36)), the NHEJ activity is 
maintained in hypoxic cells (9) with the persistent expression and activity of the DNA-PK 
complex (see fig. 6), a complex that plays a central role in this pathway by ensuring the initial 
DNA breaks recognition and recruitment of other DNA repair proteins (15). The persistence 
of NHEJ proteins expression despite the strong down-regulation of corresponding mRNAs 
might be explained by their long half-life that is, for example, greater than 5 days for the Ku 
heterodimer (2). It has been previously demonstrated that NHEJ may involve precise 
religation of the DSB ends if they are compatible (i.e., error-free repair) or sequence 
alteration upon rejoining (i.e., error-prone or mutagenic repair) (for review see (14)). 
Previously published data’s favor the use of the error-prone NHEJ pathway in hypoxic cells. It 
has been recently demonstrated that in the absence of Nbs1 (that is down-regulated in a 
subset of hypoxic cells), the sequence-deletion induced by NHEJ is increased (86). In 
addition, the observed down-regulation of BRCA1 that occurs after long exposure to hypoxia 
(9) might also contribute to increase the mutagenic effect of NHEJ since BRCA1 has been 
shown to favor the fidelity of DNA end-joining by precise NHEJ (79, 90). In hypoxic cells, 
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DNA-PK might play a role as a mediator of the hypoxia tolerance by two different means that 
are positive regulation of HIF-1α accumulation to allow hypoxic adaptation and DNA DSBs 
repair to favor cell survival but by use of the most mutagenic NHEJ sub-pathways, and as 
such strongly promotes tumor progression. Several approaches are developed to inhibit 
hypoxic cell survival, in particular by inhibiting HIF-1α expression and/or activity (for review 
see (58, 59). Our present results demonstrate that the DNA-PK inhibitor NU7026 (that is 
administrable in vivo, (64)) is able to down-regulate the HIF-1α expression in all the tested 
cancer cell lines (see fig. 3C and supp. fig 2) and open the perspective of a new class of 
compounds that might be useful in this HIF-1 targeted strategies. In conclusion, we have 
identified a new nuclear DNA damage dependent pathway of hypoxic adaptation. These 
results lead us to propose that the control of nuclear HIF-1α degradation might be important 
for the cell to endorse this stress and among the many pathways of HIF-1α stability identify 
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Material and Methods. 
 
Cell lines, cell culture, and induction of hypoxia. All culture media were from Invitrogen 
(Auckland, NZ) and were supplemented with 10 % fetal calf serum, unless indicated, 2 mM 
glutamine, 125 units/mL penicillin, and 125 µg/mL streptomycin. Immortalized mouse 
fibroblasts derived from wild type, Ku70-/-, Ku80-/- and DNA-PKcs-/- mice (kindly provided by 
Dr D. Chen, Department of Radiation Oncology, University of Texas Southwestern Medical 
Center, Dallas, Texas USA) were grown in α-MEM medium. The Ku80-deficient xrs6 cell line 
and the control xrs6/Ku80 cell line transfected with the hamster Ku80 cDNA were obtained 
from the European Collection of Animal Cell Culture (Salisbury, UK). The HeLa (obtained 
from Dr JM Egly, Illkirch, France) and the U87 cell lines (obtained from Dr C. Toulas, 
Toulouse France) were grown in DMEM medium. The MCF-7 cell line (obtained from Dr F. 
Larminat, Toulouse, France) was grown in RPMI 1640 and the SUM-159 PT (obtained from 
Dr J. Piette, Montpellier France) cell line was grown in Ham’s F12 medium. DNA-PKcs 
deficient and complemented cell lines (MO59J/Fus9 and MO59J/Fus-1, respectively), gifts 
from Dr K. Kirchgessner, Standford University School of Medicine, were maintained in 
DMEM-F12 1:1 medium containing 15 % serum. The pVHL deficient cell line RCC10, and its 
counterpart stably transfected with wild type pVHL, was provided by Dr C. Godinot (CNRS 
UMR 5534, Lyon, France). To obtain MRC5 cells with long term down regulation of DNA-
PKcs expression, cells were transfected with EBV-based vectors containing either control or 
short hairpin RNA coding sequences for human DNA-PKcs as previously described (21). For 
hypoxic conditions, cells were placed in a modular incubator chamber and flushed with a gas 
mixture containing 1 % O2, 5 %CO2, and balance N2 or treated with the common hypoxia-
mimetics agent desferrioxamine (DFX, 260 µM) obtained from Sigma-Aldrich (Saint-Quentin 
les Ulysses, France). When indicated, hypoxic cells were incubated in the presence of the 
DNA-PK kinase inhibitor NU7026 or the proteasome inhibitor MG132 (both obtained from 
Calbiochem).  
 
Antibodies Anti-DNA-PKcs (clone 18-2), anti-Ku70 (clone N3H10), anti-Ku80 (clone 111 or 
S10B1), anti-pan Actin (clone ACTN05), and anti-HIF-1β (clone H1beta234) monoclonal 
antibodies and the epitope specfic anti-GLUT-1 and anti-PARP-1 rabbit antibodies were from 
Neomarkers (Fremont, CA, USA). Anti-HIF-1α monoclonal antibody (clone 54 from BD 
Biosciences, San Jose, CA, USA) was used for human cell lines whereas another anti-HIF-
1α antibody (MAB5382 from Chemicon) was used for murine cell lines. Anti-HIF-2α (ab8365) 
and anti-VHL monoclonal (clone Ig32) antibodies as well as the antibody that specifically 
recognizes the phophorylated form of DNA-PKcs on S2056 were from Abcam (Cambridge, 
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UK). The polyclonal antibody Ku-172 directed against Ku80 (produced in our laboratory) (61) 
was used to detect the Ku80 sub-unit in murine cells. The monoclonal anti- γ-H2AX antibody 
(clone JBW 301) and the rabbit polyclonal anti-H2A antibody used as a loading control were 
obtained from Upstate Biotechnology.  
 
Cell extracts, Western Blots and EMSA. Whole cell and nuclear extracts were performed 
as previously described (61) except for the detection of H2A and γH2AX expression where a 
different protocol was used, as previously described (12). Briefly, cell pellets were 
resuspended in lysis buffer (62.5 mM Tris-HCl pH 6.8, 10 % glycerol, 2 % SDS, 0.1 % 
bromophenol blue, 5 % β-mercapto-ethanol). Samples were then incubated for 10 min at 
100°C, sonicated and stored at -20°C. Western blots were performed as previously described 
(61). The electrophoretic mobility shift assay (EMSA) experiments were performed as 
previously described (3). For the supershift experiments, 1 µg of mouse IgG, anti-
HIF1α (clone 54 from BD biosciences) or anti-HIF-1β (clone H1beta234, Neomarkers) 
antibodies were added to the binding reaction and incubated for 10 min at room temperature 
prior to the addition of 32P-labeled double stranded oligonucleotide (spanning positions –985 
to –951 of the human vascular endothelial growth factor 5‘ gene promoter sequence). The 
measure of Ku DNA ends binding activity by EMSA was performed as previously described 
(62). Briefly 2 µg of WCEs were incubated with [γ-32P] ATP-labeleded linear probes (4 ng, 
100 000 cpm) and closed circular plasmid (0.75 µg) as a competitor in 20 µl of reaction buffer 
(20 mM Tris-HCl pH 7.5, 2 mM MgCl2, 0.1 mM EDTA, 0.25 mM DTT, 5% glycerol). In all 
EMSA assays, the samples underwent electrophoresis on a 5 % polyacrylamide non 
denaturating gel. Gels were dried on Whatman 3 mm paper and autoradiographed.  
 
DNA-PK assay. Kinase assays were performed as previously described (62). Briefly, after 
incubation of the 50 µg of protein extracts with double-stranded DNA-cellulose beads 
(Sigma-Aldrich, Saint-Louis, USA), beads were extensively washed with Z' buffer [25 mM 
HEPES (pH 7.9), 50 mM KCl, 10 mM, MgCl2, 20 % glycerol, 0.1 % Nodinet P-40, 1 mM 
dithio-threitol] and incubated for 1 h, in the presence or not of a wild-type peptide 
(EPPLSQEAFADLLKK) that is a substrate for DNA-PK. Results were expressed in fold 
induction compared to the DNA-PK kinase activity of control cells (set at 100%).  
 
Luciferase assays. For luciferase assays, MO5J/Fus-1 and MO59J/Fus-9 cells plated in 6 
wells plates were transfected using Transfast with 150 ng of the reporter vector (pRE-tk-LUC) 
containing three copies of the HRE from the erythropoietin gene (kindly provided by Dr J. 
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Pouyssegur, Nice, France), and 50 ng of Renilla luciferase plasmid DNA (kindly provided by 
Dr C. Bavoux, Toulouse), which served as an internal control. Twenty-four hours after 
transfection, cells were incubated under non hypoxic (N, 20 % O2) and hypoxic conditions (1 
% O2) or exposed to the common hypoxia-mimetics agent, DFX, overnight. Cells were then 
lysed, and luciferase activities were measured using the Dual Luciferase Assay Kit 
(Promega) following manufacturer’s recommendation. Results were quantified with a 
MicroBeta TRILUX luminescence counter and normalized values were expressed as the fold 
induction over control cells.  
 
Determination of HIF-1α  degradation. HIF-1α accumulation was induced by 3 h treatment 
with DFX 260 µM (T0), then cells were treated with 100 µg/mL of cycloheximide (CHX). Cell 
extracts were prepared at various time points (up to 4 h) following the addition of CHX as 
indicated in the Results section. The HIF-1α steady state levels were determined by Western 
blot analysis as mentioned above and normalized against the corresponding actin level.  
 
Immunofluorescence. The detection of the phosphorylated form of H2AX (γH2AX) by 
immunofluorescence was performed as previously described (12) with slight modifications in 
the fixation procedure. Briefly, cells grown on cover-slips, were either untreated or treated 
overnight with DFX 260 µM or incubated in hypoxia (1% O2). At indicated times, cells were 
then fixed in 1 % final formaldehyde directly in the culture medium for 10 min at 37°C then 
neutralized in 50 mM NH4Cl for 2 min. Cells were then labeled as previously described (12) 
with indicated antibodies.  
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Legends of the figure  
 
Figure 1. The DNA-PKcs is involved in the regulation of HIF-1α accumulation upon 
hypoxia in both human and mouse cells. (A) The DNA-PKcs deficient (MO59-J/Fus9) and 
proficient (MO59-J/Fus1) cells were exposed or not to the common hypoxia-mimetics agents, 
desferrioxamine (DFX, 260 µM) for up to 6 h (right panel) or incubated under non hypoxic (N, 
20 % O2) or hypoxic conditions (1 % O2) for up to 48 h (middle and right panels). At the 
indicated times, cells extracts were prepared and aliquots (50 µg) were subjected to 
immunoblot assays with the indicated antibodies. (B) Left panel: DNA-PKcsKD MRC5 cells 
and their corresponding control were incubated under hypoxic conditions for 3 h. 
Immunoblots were performed with the indicated antibodies. Right panel: immortalized 
fibroblasts obtained from wild type or DNA-PKcs -/- mice were exposed or not to DFX (260 
µM). At the indicated times, cells extracts were prepared and aliquots (200 µg) were 
subjected to immunoblot assays with the indicated antibodies. Note that for murine cells, the 
mAb 5382 from Chemicon was used.  
 
Figure 2. Correlative effects of DNA-PKcs expression on HIF-1 activity and HIF-1α  
expression. (A) For supershift EMSA (left panel), extracts obtained from MO59J/Fus1 cells, 
either untreated or incubated in hypoxic conditions for 3 h (1 % O2), were pre-incubated with 
anti-HIF-1α, anti-HIF-1β or irrelevant antibodies at similar concentration (1 µg /mL) before 
adding the radiolabeled probe. DNA/protein complexes containing HIF are indicated, NS 
(non-specific band). Extracts obtained from MO59J/Fus1 (+) or MO59J/Fus9 (-) cells, either 
untreated or incubated in low oxygen conditions (1% O2) for the indicated times, were 
incubated with a 32P-radiolabeled DNA double-stranded probe, and DNA-protein complexes 
were then resolved by electrophoresis (right panel). (B) Cells were transfected with pHRE-
Luc reporter plasmid and, 24 h after transfection were incubated overnight in the presence of 
DFX or under hypoxic conditions. Samples were harvested for determinations of luciferase 
activities. Bars and errors flags represent the means ± the standard deviations of at least 
three independent experiments, *statistically significant by Student's t-test, P<0.05 relative to 
control, ** statistically significant by Student's t-test, P<0.01 relative to control, (C) 
Determination of GLUT-1 protein levels in the indicated strains cultured in hypoxic 
atmosphere (1% O2) for 48 h with β actin used as a loading control.  
 
Figure 3. The kinase activity of DNA-PK is required to regulate HIF-1α accumulation. 
(A) The DNA-PKcs proficient (MO59J/Fus1) and deficient (MO59J/Fus9) cells were 
incubated in the presence of 20 µM NU 7026, 30 min before exposure to DFX. After 3 h, cells 
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extracts were prepared and aliquots (50 µg) were subjected to immunoblot assay with the 
indicated antibodies. (B) Spontaneously immortalized fibroblasts obtained from wild type, 
Ku70-/- or Ku80-/- mice were exposed to DFX for 4 h. Protein extracts were used for 
immunoblots with the indicated antibodies. (C) Indicated cell lines were exposed to 20 µM 
NU7026 for 30 min before the addition of DFX (260 µM) to the culture medium. After 3 hours, 
proteins were extracted and the level of expression of HIF-1α measured by Western Blot.  
 
Figure 4. DNA-PK regulates in HIF-1α degradation. (A) MO59J/Fus1 and M059J/Fus9 
cells were treated with DFX for 3 h. After 3 h (T0) cells were exposed to cycloheximide to 
block protein biosynthesis and extracts were prepared at the indicated times. HIF-1α, HIF-1β 
and actin expression was evaluated as a function of time. (B) similar experiments were 
performed in MO59J/Fus1 cells treated with DFX in the presence of NU7026 (20 µM). (C) 
Quantification of HIF-1α expression as a function of time: black bars (MO59J/Fus1 cells), 
white bars (M059J/Fus9 cells), hatched bars (M059J/Fus1 cells treated with 20 µM NU7026) 
(mean of at least three independent experiments ± SD).  
 
Figure 5. DNA-PK regulates a pVHL dependent pathway of HIF-1α degradation. (A) 
DNA-PKcsKD MRC5 cells and their corresponding control were incubated under hypoxic 
conditions for 3 h in the presence or not of MG132, and the levels of HIF-1α was measured 
in extracts. (B) SUM159PT cells, grown at low oxygen pressure, were incubated or not in the 
presence of MG132. (C) As indicated cells were pre-incubated or not in the presence of 
NU7026 RCC10 wt (pVHL deficient) or RCC10 PT (stably transfected with wild type pVHL) 
were exposed to DFX in the presence or not of the indicated concentrations of NU7026. After 
3 h, cell extracts were prepared and immunoblots were performed with the indicated 
antibodies.  
 
Figure 6. Regulation of DNA-PKcs expression and activity upon hypoxia (A) 
SUM159PT cells were incubated in normoxic conditions or under hypoxia (1 % O2). At the 
indicated times, cells extracts were prepared and aliquots were subjected to immunoblot 
assays with the indicated antibodies or (B) used to measure Ku DNA ends binding activity by 
EMSA (left panel) or DNA-PK activity (right panel) using an vitro specific kinase assay (in the 
presence [black bars] or in the absence [white bars] of a substrate peptide). Bars and errors 
flags represent the means ± the standard deviations of at least three independent 
experiments, **statistically significant by Student's t-test, P<0.01 relative to control, 
***statistically significant by Student's t-test, P<0.001 relative to control, 
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Figure 7. Sub-cellular localization of DNA-PK upon hypoxia. (A) Nuclear and cytoplasmic 
extracts were obtained from HeLa cells incubated under normoxic conditions (NH) or in low 
oxygen conditions for up to 6 h. At the indicated times, nuclear and cytoplasmic cells extracts 
were prepared and aliquots were subjected to immunoblot assays with the indicated 
antibodies. The quality of the sub-cellular fractionation was assessed by immunoblot analysis 
of the nuclear PARP-1 protein. (B) HeLa cells grown on cover-slips were cultured overnight in 
normoxia, hypoxia or treated with DFX. Cells were then fixed, permeabilized and 
immunostained with primary antibody against DNA-PKcs followed by incubation with FITC-
conjugated goat-anti-mouse. DNA was stained with propidium iodide.  
 
Fig. 8. DNA-PK is activated in hypoxic cells. HeLa were incubated overnight under 
normoxic conditions (N) or under low oxygen tension (H). Similar experiments were 
performed in cells or treated (-) or not (+) with DFX. Nuclear extracts were prepared and 
subjected to immunoblots analysis using a phosphospecific antibody directed against serine 
2056. The DNA-PKcs expression is shown as a loading marker, and HIF-1α accumulation 
validates the effect of hypoxia or DFX treatment.  
 
Fig. 9. Early activation of DNA-PKcs and γH2AX in hypoxic and DFX –treated cells. (A) 
HeLa cells were either treated with DFX (left panel) or incubated under low oxygen conditions 
(1 % O2, right panel) and at indicated times, extracts were prepared and used for 
immunoblots assays with the indicated antibodies (B) HeLa cells grown on coverslips were 
treated with DFX and stained with a phosphospecific H2AX antibody. DNA was stained with 
propidium iodide. Representative fields are presented together with merged images (C) 
MRC5 cells that express or not the DNA-PKcs were incubated in the presence of DFX for the 
indicated times. Extracts were prepared as indicated in the Material and Methods section to 
evaluate the expression of γH2AX, the expression of H2A being used as a loading control.  
 
Figure 10. The activation of DNA-PK by means of exposure to CLγ1 leads to an up-
regulation of HIF-1α in DFX-treated cells. Cells were either untreated or exposed to DFX 
for 3 h and then exposed or not to increasing concentrations of CLγ1 for an additional hour. 
WCEs were prepared and used for immunoblots assays with the indicated antibodies. The 








DFX (260µM)              -       1      2      4         -     1       2      4    h    
HIF-1 α
MEF  cs -/-        MEF wt
  N      H      N      H





  -     2     4    6      -     2    4    6    h   
DFX
Fus1Fus9












1% O2 1% O2
1% O2 
ABouquet et al., Figure 2
C
                            N           3         6        h  1%O2
                          -   +     -    +    -    +      DNA-PKcs 
HIF-1 α/β
          NS
Free Probe
N 3
 - Ir α  β
HIFmAb
B
      Fus 1/Fus 9                   MRC5
DNA-PKcs       +    -     +     -           +      -      +      -




          
Bouquet et al., Figure 3
DFX (260µM)                 -        +          -         +          -          +















 NU7026 20 µM
 DFX 260 µM





Bouquet et al., Figure 4




0       0.5       1        2          0      0.5       1        2        h
HIF-1 α
HIF-1 β
           Fus9                        Fus1




Bouquet et al., Figure 5
NU7026          -      +     -       +
HIF-1 α
Actin
MG132            -       -      +      +




 0         0        5        10       20      0        0         5        10       20
N    N
1% O2 1% O2




DNA-PKcs     -      +       -        +




Bouquet et al., Figure 6
A



















 N        3       6         N       3      6      h
     Nuclear     Post-nuclear
HIF-1α





         Untreated          DFX 260 µM
B
Bouquet et al., Figure 8





DFX            1% O2
Bouquet et al., Figure 9




    DNA-PKcs control                             DNA-PKcs KD
γH2AX
    N         3        6        12      24       N         3          6       12      24  h DFX
A
B
C N          3         6       12      24    h
H2A








Bouquet et al., Figure 10







Supplementary information  
Measure of HIF-1α  biosynthesis. Cells grown in 100 mm plates were incubated in 
8 mL methionine and cysteine-free medium for 2 h, then treated or not with DFX for 
an additional hour. [35S] methionine (Amersham; final concentration, 75 µCi / mL) 
was then added, and cells were incubated for 2 to 4 h in these conditions. At the end 
of the incubation period, proteins were extracted and immunoprecipitations were 
performed using either anti-HIF-1α (Mab5382, Chemicon) or anti-Ku heterodimer 
(mAb 162, Neomarkers) as previously described (Muller et al, 2001). Briefly, 
indicated mAbs were coupled to magnetic anti-mouse IgG beads (Dynabeads M-450, 
Dynal, Norway) according to the manufacturer's recommendations. Under a 300 µl 
final volume, 100 µg of extracts were incubated at 4°C for 2 h with 10 µl of wet mAbs-
coupled beads (equivalent to 1 µg of Abs) in 100 mM NaCl, 100mM Tris-HCl pH7.5, 
Tween 0.02% under gentle incubation. The supernatant was removed over a magnet 
(Dynal MPC, Dynal) and beads were washed twice with TBS-Tween 0.1%. Beads 
were resuspended in 15 µl buffer (25 mM HEPES (pH 7.9), 50 mM KCl, 10 mM 
MgCl2, 20% glycerol, 0.1% Nodinet P-40, 1 mM dithiothreitol), denatured in Laemmli 
buffer and electrophoresed on SDS-polyacrylamide gels. Gels were then dried and 
autoradiographed at -80°C for 2 to 4 days.  
 
Phosphorylation assay. MO59J/Fus9 cells were treated for 4 h with DFX 260 µM 
and proteins were extracted. HIF-1α or Ku heterodimer were immunoprecipitated as 
described above. After extensive washing with Ripa proteins coupled to beads were 
incubated in Tampon Z (Hepes KOH pH7.8 25 mM, KCl 50 mM, MgCl2 10 mM, 
glycerol 20%, NP-40 0,1%, DTT 1 mM) with 2 µCi [γ32P]ATP, 0.1 mM cold ATP, 20 
units of purified DNA-PK (Promega) with or without DNA (the 42 bp Probe containing 
HRE used in the HIF-1α EMSA assay) and with or without NU7026 20 µM for 30 min 
at 30°C. Precipitates were washed three fold in Ripa, separated in two (1/5 for 
Western-blot and 4/5 for autoradiography) and submitted to SDS PAGE. Gel was 
dryed and autoradiographed or transferred on PVDF membrane and submitted to 
western blot. 
 
RNA extraction and quantitative RT-PCR (qPCR). Total RNAs were extracted 
using the RNeasy mini kit (Qiagen GmbH, Hilden, Germany). Gene expression was 
analyzed using real time PCR as described previously (Daviaud et al, 2006). Total 
RNAs (1 µg) were reverse-transcribed for 60 min at 37 °C using Superscript II 
reverse transcriptase (Invitrogen, Auckland, NZ) in the presence of a random 
hexamer. A minus reverse transcriptase reaction was performed in parallel to ensure 
the absence of genomic DNA contamination. Real time PCR was performed starting 
with 25 ng of cDNA and a 300 nM concentration of both sense and antisense primers 
in a final volume of 25 µl using the SYBR Green TaqMan Universal PCR master mix 
(Applied Biosystems, Foster City, CA). Fluorescence was monitored and analyzed in 
a GeneAmp 7300 detection system instrument (Applied Biosystems, Foster City, 
CA). Analysis of 18S ribosomal RNA was performed in parallel using the ribosomal 
RNA control TaqMan assay kit (Applied Biosystem), or HPRT RNA (100 nM) or 
GAPDH RNA (100nM) to normalize for gene expression. Oligonucleotide primers 
were designed using the Primer Express software (PerkinElmer Life Sciences) as 
previously described (Daviaud et al, 2006). 
 
 
 NU7026 20 µM
 DFX 260 µM
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Supplementary figure 1. The kinase activity of the whole DNA-PK complex is required to regulate HIF-1α
accumulation. The Ku80 deficient cells xrs-6 and their counterpart transfected with the human full-length cDNA encoding for
Ku80, xrs-6/Ku80 were incubated or not with NU7026 (20 µM), 30 min before exposure to DFX (260 µM). After 3 h,
extracts were prepared and aliquots were subjected to immunoblots assays with the indicated antibodies. Note that as
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Supplementary figure 2. Dose-effect of NU7026 on hypoxic HIF-1α accumulation. Indicated cell lines were incubated
with increasing doses of NU7026, 30 min before adding the DFX into the culture medium for 3 h. Extracts were then prepared
and used to measure HIF-1α expression by immunoblot assays, actin being used as a loading control. 
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Bouquet et al., Supplementary Figure 3
Supplementary figure 3. (A) DNA-PK dependent increase in HIF-1α accumulation in hypoxic cells is not related to an
increase in HIF-1α neosynthesis. MO59J/Fus9 and MO59J/Fus1 cells were cultured for the indicated times in low oxygen
atmosphere (1 % O2) or in normoxia (NT). At the end of the incubation period, mRNA were prepared and HIF-1α mRNAs
expression were measured by qRT-PCR. Results were normalized to the expression of 18S RNA and expressed as fold-change
relative to the results obtained for MO59J/Fus1 cells grown in normoxia (arb itrary set at 100). Similar results were obtained in DFX
treated cells (data not shown) ; (B) MO59J/Fus9 and MO59J/Fus1 cells were cultured for the indicated times in methionine-minus
medium  in the presence of [35S] methionine (100 µC i/mL) and DFX. Protein extracts were prepared at the indicated time and HIF-1α
immunoprecip itated as described in the supplementary information Section. The Ku heterodimer immunoprecip itated by an
antibody that recognizes the heterodimer in a conformational state is used as a loading control. Immunoprecip itation products were
resolved on polyacrylamide gels, that are autoradiographed.
Bouquet et al., Supplementary Figure 4
Supplementary figure 4. Down-regulation of mRNA of NHEJ genes during hypoxic exposure. SUM159PT cells were
cultured for the indicated times in low oxygen atmosphere (1 % O2) or in normoxia (NH). At the end of the incubation period, mRNAs
were prepared and indicated genes mRNAs expression were measured by qRT-PCR. Results were normalized to the expression
of 18S RNA and expressed as fold-change relative to the results obtained for SUM159PT cells grown in normoxia (arb itrary set at
100). The expression of VEGF that has been reported to increase in hypoxic cells and those of rad51 that has been reported to be
down-regulated are used as internal controls of the experiments. * *  Statistically significant by Student's t-test, P<0.01 relative to control;









Bouquet et al., Supplementary Figure 5
Supplementary Figure 5. HIF-1α is not a phosphorylation substrate of DNA-PK in vitro. (A)Proteins extracted
from DNA-PK deficient cells (MO59J/Fus9 cells) were immunoprecip itated with the indicated antibodies as indicated in
the supplementary Section. The immunoprecipation products were then incubated for 30 min at 30°C with purified DNA-
PK (obtained from Promega, France), γ32P ATP (2µCi), with or without double-stranded DNA with free DNA-ends (the
42 bp Probe containing HRE used in the HIF-1α EMSA assay). In both conditions, we verified in preliminary
experiments that this lead to the activation of DNA-PK as measured by the ab ility to phosphorylate a peptide
substrate. At the end of the incubation period, aliquots were electrophoresed on acrylamide gels. Gels were dried and
















III) ATM régule l’expression de HIF-1 par une voie différente de celle de la 
DNA-PK 
 
La proximité de structure et de fonction de la DNA-PKcs et d’ATM fait que nous 
nous sommes interessés au rôle potentiel d’ATM dans la régulation d’HIF-1α. En 
effet, la DNA-PK contrôle l’expression de la protéine HIF-1α en diminuant sa 
dégradation, qu’en est-il d’ATM ? 
 
A) L’accumulation des protéines HIF-1α et HIF-1β est augmentée dans 
les lignées déficientes en ATM 
 
Nous possédons au laboratoire une lignée de lymphoblastoides déficients pour ATM 
(GM03332) et une lignée lymphoblastoide contrôle (correspondante en age et en 
sexe) (AG14774) qui proviennent du Coriell Institute. Ces lignées ont été incubées 
en normoxie (NH, 20 % O2) et en hypoxie (1 % O2) pendant 3, 6 ou 12 heures. Les 
protéines ont été extraites et leur expression est analysée par western-blot. Nous 
avons pu montrer que l’absence de la protéine ATM régule positivement l’expression 
du facteur HIF-1. En normoxie, l’absence d’ATM est associée à une augmentation 
de l’accumulation des deux sous-unités du complexe HIF-1, α et β, et l’amplitude de 
la différence persiste en hypoxie (Figure 1). L’expression de HIF-2α n’est pas 
modifiée ni la quantité de pVHL, qui appartient au complexe E3 ubiquitine ligase 
responsable de la polyubiquitinylation et de la dégradation de HIF-1α et HIF-2α. 
Ces mêmes résultats ont été observés sur un autre couple de lignée cellulaire 
proficiente (GM02782) et déficiente (AG15011) pour la protéine ATM provenant 
également du Coriell Institute (résultats non montrés). 
Nous avons également au laboratoire une lignée de cellules lymphoblastoïdes 
présentant une mutation d’ATM dans le domaine d’activité kinase (AT173) (fournie 
par le Dr Janet Hall (Angele et al. 2003)) et une lignée lymphoblastoïde sauvage 
(AG15011) appelée C3 (obtenue auprès du Coriell Institute). Ces cellules ont été 
traitées pendant 6, 12 ou 24 heures avec un hypoxomimétique, la desferrioxamine 
(DFX) ou non traitées (NT) et leurs protéines ont été extraites dans un tampon de 
lyse hypotonique. L’accumulation de HIF-1α et à un moindre niveau de HIF-1β est 
augmentée dans les cellules exprimant la forme inactive d’ATM (Figure 2). Des 
résultats similaires ont été obtenus lors de traitement en hypoxie 1 % O2 (résultats 
non montrés). L’activité kinase de la protéine ATM est donc impliquée dans la 
diminution observée de HIF-1α et HIF-1β. 
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Figure 1. Accumulation de HIF-1α et
HIF-1β en hypoxie 1 % O2 dans des
lignées de lymphoblastoïdes
proficientes et déficientes pour ATM.
Les différentes lignées proficientes (+;
AG14774) ou déficientes (-;GM03332)
pour ATM ont été hypoxiées à 1 %  O2.
Aux temps indiqués, les cellules sont
lysées dans du tampon de lyse
hypotonique puis les protéines sont
analysées par Western-Blot avec les
anticorps indiqués.
Figure 2. Accumulation de HIF-1α et
HIF-1β en hypoxie 1 % O2 dans des
lignées de lymphoblastoïdes
présentant ou non une mutation dans
le domaine kinase d’ATM . Les
différentes lignées possédant une forme
sauvage (C3; AG15011) ou mutées sur son
domaine kinase (AT173) d’ATM ont été
traitées ou non avec 260 µM de
desferrioxamine (DFX). Aux temps
indiqués, les cellules sont lysées dans du
tampon de lyse hypotonique puis les
protéines sont analysées par Western-
Blot avec les anticorps indiqués.
Figure 3. Accumulation de HIF-1α et
HIF-1β en hypoxie 1 % O2 dans des
lignées de fibroblastes déficientes
pour ATM transfectées ou non avec
un plasmide codant pour la forme
sauvage de la protéine ATM. La lignée
de fibroblastes (GM05849) déficientes
pour ATM a été transfectée avec un
vecteur vide (-) ou avec un vecteur codant
pour la forme sauvage de la protéine ATM
(+) puis sélectionnées avec un
antibiotique (G418) pendant 5 jours. 9
jours après la transfection, les cellules
sont hypoxiées à 1 %  O2 pendant 3
heures. Les cellules sont lysées dans du
tampon de lyse hypotonique puis les
protéines sont analysées par Western-
Blot avec les anticorps indiqués.
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Des résultats similaires ont été retrouvés dans une lignée de fibroblastes déficientes 
pour ATM (GM05849) transfectées de manière transitoire par un vecteur codant 
pour la protéine ATM et incubées en hypoxie pendant 3 heures. L’accumulation en 
normoxie et en hypoxie de HIF-1α et HIF-1β est diminuée dans les cellules ré-
exprimant ATM, par rapport aux cellules déficientes (Figure 3). Ces cellules ont été 
obtenues en transfectant la lignée fibroblastique GM05849 issue d’un patient 
atteint d’ataxie telangiectasie avec un vecteur codant pour la protéine ATM et le 
gène de résistance à la généticine (G418). 24 heures après transfection, la 
population transfectée a été traitée à la généticine (800 µg/mL) pendant 5 jours 
pour permettre la sélection des cellules exprimant la protéine ATM, il s’agit donc 
d’un ensemble de cellules sélectionnées. Ces cellules sont appelées AT-ATMWT 
(ATM+) et leurs contreparties transfectées avec un vecteur vide possédant 
seulement le gène de résistance à la généticine sont appelées AT (ATM-). 
L’ensemble de ces résultats montrent que l’absence de la protéine ATM et plus 
particulèrement de son activité kinase joue un rôle positif sur l’expression des 
protéines du complexe HIF-1. 
 
B) L’activité de HIF-1 est augmentée dans les cellules déficientes en 
ATM 
 
L’augmentation de l’expression des protéines HIF-1α et HIF-1β dans les cellules 
déficientes pour ATM est-elle corrélée à une augmentation de l’activité 
transcriptionnelle de HIF-1 ? 
Pour répondre à cette question, nous avons utilisé deux vecteurs possédant chacun 
un gène luciférase différent. Le premier vecteur contient trois domaines HRE en 
amont du gène de la firefly luciferase (pHRE-Luc) ce qui permet d’observer l’activité 
de liaison et de transactivation de HIF-1 sur la séquence HRE et le deuxième 
vecteur contient un promoteur fort, celui du cytomegalovirus (CMV) en amont du 
gène renilla luciférase (CMV-Luc) qui permet de normaliser les résultats. 
Les fibroblastes sélectionnés exprimant transitoirement ATM (AT-ATMWT) et ceux 
n’exprimant pas ATM (AT) ont été cotransfectées avec ces deux vecteurs et 24 
heures après la transfection, sont traitées à la desferrioxamine (DFX ; 260 µM) ou 
incubées en hypoxie (H ; 1 % O2) pendant 15 heures. Les cellules sont alors lysées 
et l’activité de transactivation de HIF-1 est analysée.  
L’activité de transactivation de HIF-1 est augmentée dans les cellules traitées au 


























































































Figure 4. L’activité de transactivation de HIF est augmentée dans la lignée de cellules
sélectionnée n’exprimant pas la protéine ATM en hypoxie et lors d’un traitement à la
desferrioxamine par rapport à la lignée sélectionnée exprimant ATM. La lignée de
fibroblastes GM05849 déficientes pour ATM a été transfectée avec un vecteur vide (ATM-) ou
avec un vecteur codant pour une protéine ATM sauvage (ATM+) puis sélectionnées avec un
antibiotique pendant 5 jours et ensemencées à 40 000 cellules/point. 24 h après
ensemencement, les cellules sont cotransfectées avec un plasmide pRE-tk-LucF codant pour la
luciférase firefly contenant en amont trois domaines HRE du promoteur de l’EPO (fourni par le
Pr J. Poyssegur) et par un plasmide codant pour la renilla luciférase placée sous le contrôle
d’un promoteur fort CMV nous permettant de normaliser les transfections. 24 h après
transfection, les cellules sont traitées ou non o/n avec 260 µM de desferrioxamine. L’analyse
de l’activité luciférase est ensuite réalisée à l’aide du kit Dual Luciféras de Promega et d’un
lecteur TopCount NXT. Les résultats sont exprimées en pourcentage par rapport au contrôle
(cellules non traitées déficientes pour ATM) normalisé à 1. Moyenne d’au moins trois
expériences indépendantes ± SD
Figure 5. La transcription des gènes cibles de HIF-1, VEGF et GLUT1 est augmentée en
hypoxie dans les cellules selectionnées n’exprimant pas ATM par rapport aux cellules
exprimant ATM . La lignée de fibroblastes GM05849 déficientes pour ATM a été transfectée
avec un vecteur vide (ATM-) ou avec un vecteur codant pour une protéine ATM sauvage (ATM+)
puis sélectionnées avec un antibiotique pendant 5 jours. Les cellules sont traitées pendant 48
heures et les ARNm sont extraits avec le kit RNeasy de QIAGEN. Une analyse par RT-PCR
quantitative est effectuée à l’aide du logiciel AbiPrism 7000. Les résultats sont exprimées en
pourcentage par rapport au contrôle (cellules non traitées déficientes pour ATM) normalisé à 1.
Moyenne d’au moins trois expériences indépendantes ± SD (* statistiquement différent par le
test de student, p<0,05 par rapport au contrôle, ** statistiquement différent par le test de
student, p<0,01 par rapport au contrôle).
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transactivation de la lignée proficientes pour ATM soit à la limite du seuil de 
détection. De plus, le niveau d’activité de HIF-1 est supérieur dans les cellules 
déficientes pour ATM (AT) par rapport aux cellules proficientes pour ATM (AT-
ATMWT) quelque soit  le niveau d’oxygène et le signal inducteur (Figure 4). 
Pour confirmer ces résultats, nous avons examiné les niveaux d’ARNm de deux 
gènes cibles de HIF-1, VEGF et GLUT1. La niveau d’expression de ces deux gènes 
est bien augmentée après 48 heures d’hypoxie 1 % O2 quelque soit le statut en 
ATM. La quantité d’ARNm du VEGF et de GLUT1 est statistiquement supérieure 
dans les cellules n’exprimant pas la protéine ATM par rapport aux cellules 
exprimant cette protéine (Figure 5).  
Ces résultats indiquent que l’activité du complexe HIF-1 est augmentée dans 
les cellules n’exprimant pas ATM par rapport aux cellules exprimant ATM. 
Cette différence d’activité du complexe HIF-1 est certainement due à la différence 
d’expression des protéines HIF-1α et HIF-1β observée précédemment.  
 
C) L’augmentation de l’expression de HIF-1α et HIF-1β n’est pas due à 
une diminution de la dégradation. 
 
Le niveau d’expression d’une protéine dépend de sa biosynthèse et de sa 
dégradation. Nous nous sommes interéssés à la dégradation des protéines HIF-1α 
et HIF-1β par le protéasome puisqu’il s’agit de la principale voie de dégradation de 
ces protéines. 
Pour cela, nous avons traitées les cellules transfectées transitoirement par ATM ou 
un vecteur vide avec un inhibiteur du protéasome, le MG132. La différence 
d’expression de HIF-1α et HIF-1β entre les cellules exprimant ou n’exprimant pas 
ATM persiste en présence du MG132 (Figure 6). Ces résultats nous indiquent que la 
différence d’accumulation selon le statut en ATM n’est pas due à une 
modification de la dégradation par le protéasome. 
Afin de confirmer que la dégradation n’est pas impliquée dans la diminution  
d’expression des deux sous-unités de HIF-1 dans les cellules exprimant la protéine 
ATM par rapport aux cellules déficientes pour ATM, nous avons regardé la 
dégradation qui se produit au cours de la réoxygénation. Pour cela, nous avons 
hypoxiées (1 % O2) pendant 3 heures les deux types cellulaires (transitoirement 
transfectées par ATM ou le vecteur vide) afin de permettre l’accumulation de HIF-1α 
puis nous avons remis les cellules dans un environnement normoxique (20 %O2) 
pendant 0, 5, 10 ou 15 minutes. Nous pouvons voir que la dégradation de HIF-1α 
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Figure 6. L’augmentation de l’accumulation de HIF-1α et HIF-1β en hypoxie 1 % O2
dans des lignées de fibroblastes déficientes pour ATM n’est pas dépendante de la
dégradation par le protéasome. La lignée de fibroblastes GM05849 déficientes pour ATM a
été transfectée avec un vecteur vide (-) ou avec un vecteur codant pour ATM (+) puis
sélectionnées avec un antibiotique pendant 5 jours. Les cellules sélectionnées ont été
hypoxiées à 1 %  O2 pendant 2 heures en présence ou non d’un inhibiteur du protéasome, le
MG132. Les cellules sont lysées dans du tampon de lyse hypotonique puis les protéines sont
analysées par Western-Blot avec les anticorps indiqués.
Figure 7. L’augmentation de l’accumulation de HIF-1α et HIF-1β en hypoxie 1 % O2
dans des lignées de fibroblastes déficientes pour ATM n’est pas dépendante de la
dégradation. La lignée de fibroblastes GM05849 déficientes pour ATM a été transfectée avec
un vecteur vide (-) ou avec un vecteur codant pour ATM (+) puis sélectionnées avec un
antibiotique pendant 5 jours. Les cellules ont été hypoxiées à 1 %  O2 pendant 3 heures puis
sont remises en conditions normoxiques (20 %  O2) pendant 0, 5, 10 ou 15 minutes. Les
cellules sont lysées dans du tampon de lyse hypotonique puis les protéines sont analysées par
Western-Blot avec les anticorps indiqués.
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est dépendante du temps et que la cinétique de cette dégradation est la même 
quelque soit le statut en ATM (Figure 7). Ces résultats suggèrent donc que la 
diminution d’expression de HIF-1α et HIF-1β dans les cellules exprimant ATM 
par rapport aux cellules n’exprimant pas ATM n’est pas due à une 
augmentation de la dégradation. 
 
L’ensemble de ces premières expériences a montré à l’aide de différents modèles 
cellulaires que l’absence chronique de la protéine ATM conduit à une 
augmentation de l’expression de HIF-1α  et HIF-1β. Cet effet implique l’activité 
kinase de la protéine ATM. Ces résultats, en apparente contradiction avec les 
résultats obtenus pour la DNA-PK, pourrait permettre d’expliquer certaines 
manifestations physiopathologiques de la maladie ATM et seront discutés dans la 
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La famille des protéines PI3KK est impliquée dans de très nombreuses fonctions 
cellulaires. Nous avons pu mettre en évidence une autre fonction de deux d’entre 
elles, la DNA-PK et ATM, dans la régulation de l’expression de la protéine HIF-1α. 
 
En ce qui concerne la DNA-PK, j’ai pu montrer au cours de ma thèse que le 
complexe DNA-PK actif (hétérodimère Ku70/Ku80 et la sous-unité catalytique, la 
DNA-PKcs) régule positivement l’expression de la protéine HIF-1α en hypoxie, ce qui 
conduit à une augmentation de l’activité de HIF-1 dans les cellules proficientes 
pour cette activité par rapport aux cellules déficientes. Cet effet a été retrouvé dans 
toutes les lignées testées d’origine humaine ou murine ce qui suggère l’existence 
d’une voie canonique. Cet effet positif de la DNA-PK sur l’accumulation de la 
protéine HIF-1α est dépendant de son activité kinase et l’effet d’un inhibiteur de 
l’activité kinase de la DNA-PK sur l’accumulation de HIF-1a été retrouvée dans 
toutes les lignées tumorales testées, ce qui renforce l’intérêt en pharmacologie anti-
tumorale de nos résultats. Nous avons montré par ailleurs que l’effet de la DNA-PK 
passe par une régulation de la dégradation nucléaire de HIF-1α, par la voie 
dépendante du protéasome et de pVHL. En effet, l’inhibition spécifique de la DNA-
PK par le NU7026 n’a aucun effet sur les cellules déficientes en pVHL 
contrairement aux cellules proficientes pour pVHL dans lesquelles nous observons 
une diminution de l’accumulation de HIF-1α de manière dose-dépendante. 
L’activation de la DNA-PK en hypoxie a été confirmée d’une part par la mise en 
évidence de son autophosphorylation, d’autre part par l’observation de 
l’augmentation de la forme phosphorylée de H2AX qui signale l’apparition de 
dommages de l’ADN.  
L’ensemble de nos résultats nous ont conduits à proposer qu’une nouvelle voie 
de contrôle de la dégradation nucléaire de HIF-1α dépendante des dommages 
de l’ADN existait dans les cellules hypoxiques (Figure 1a).  
 
La première question qui reste posée par ce travail est quelle est la nature des 
modification de l’ADN qui conduit à l’activation de la DNA-PK ? Nos résultats 
ont permis d’observer une activation de la DNA-PKcs en hypoxie et sa sous-unité 
régulatrice Ku est aussi impliquée dans la régulation de l’accumulation hypoxique 
de HIF-1α. Ku70/Ku80 possède une très forte affinité pour les extrémités libres de 
l’ADN et permet l’activation de la DNA-PKcs en la recrutant au niveau de ces CDBs 
(Singleton et al. 1999). Ainsi, l’implication de Ku semble suggérer que le mécanisme 
d’activation de la DN-PKcs est dépendant de l’apparition de ces cassures. De plus, 
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l’apparition de la forme phosphorylée sur la sérine 2056 de la DNA-PKcs est aussi 
en faveur de cette hypothèse. En effet, jusqu’à présent cette autophosphorylation de 
la DNA-PKcs est spécifiquement corrélée à l’apparition de CDBs (Chen et al. 2005a) 
et n’apparaît pas lorsque les cellules sont exposées à un agent comme les UV qui 
induisent un stress réplicatif (Chen et al. 2005a). Le fait que nous observions une 
augmentation de la phosphorylation de la sérine 2056 dès 3 heures d’exposition à 
une atmosphère contenant 1 % d’oxygène et que cette forme phosphorylée 
s’accumule jusqu’à 24 heures suggèrent donc l’apparition progressive de CDBs 
dans ces conditions. S’il s’agit de CDBs, leur origine reste à préciser. En effet, pour 
l’instant, seules des CDBs arrivant à des fourches de réplication bloquées non 
protégées par la protéine ATR recrutée aux sites de ces dommages ont été décrites 
(Hammond et al. 2004). Dans nos conditions expérimentales, la nature du stress 
hypoxique utilisé (1 % O2) qui ne s’accompagne pas d’un stress réplicatif permet à 
priori d’éliminer cette hypothèse. De plus, d’autres résultats obtenus au cours de 
nos travaux nous conduisent à penser que les « dommages de l’ADN » observés dans 
les cellules hypoxiques qui conduisent à l’activation de la DNA-PK pourraient être 
des modifications de la chromatine plutôt que d’authentiques cassures.  
Nos résultats montrent également l’augmentation en hypoxie de la forme 
phosphorylée de l’histone H2AX qui est normalement présente au niveau des CDBs 
de l’ADN (Rogakou et al. 1998). Toutefois, l’augmentation de la forme phosphorylée 
de H2AX (γH2AX) en hypoxie (1 % O2) a été seulement observée en Western-blot et 
non en immunofluorescence (une technique qui repose sur la détection de foyers et 
donc sur l’accumulation locale de la forme phosphorylée de H2AX) (voir article 1). 
Ainsi, une possibilité pour expliquer l’augmentation de la quantité totale de la 
protéine phosphorylée γH2AX sans la visualiser en immunofluorescence est que 
γH2AX est présente de manière diffuse dans l’ADN et n’est pas concentrée autour de 
sites définis ce qui pourrait éventuellement correspondre à des modifications 
étendues de la chromatine. Le dogme selon lequel la phosphorylation de H2AX est 
strictement dépendante de l’apparition de CDBs est de plus en plus discuté dans la 
littérature. En effet,  la présence de γH2AX en absence de dommages a été observée 
lorsque les cellules étaient soumises à un pH acide (pH 5, 72), à de fortes pressions 
(20 à 35 mmHg), à un choc osmotique (300 mM de sorbitol) ou encore à de fortes 
températures (Hammond et al. 2003a; Kaneko et al. 2005). De plus, il a été très 
récemment montré que l’activation des voies de réponse aux CDBs a été observée 
en absence de CDBs (Soutoglou and Misteli 2008). En effet, le simple fait de bloquer 
certaines protéines de la réparation (Nbs1, Mre11, MDC1 ou ATM) à des endroits 
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précis de la chromatine entraîne l’activation de ATM (ATM phosphorylée sur la 
sérine 1987) et la phosphorylation de ces protéines cibles (Chk2 et H2AX) 
(Soutoglou and Misteli 2008). Cette activation d’ATM en l’absence de CDBs avait 
déjà été montrée en réponse à un traitement à la chloroquine, à la trichostatine ou 
avec un tampon hypotonique, traitements qui entraînent tous des modifications de 
la chromatine sans entraîner l’apparition de CDBs (Bakkenist and Kastan 2003). Il 
n’est donc pas exclu qu’un processus similaire puisse également activer la DNA-
PKcs. D’ailleurs, des preuves indirectes de l’activation de la DNA-PK par des 
modifications de la chromatine ont été apportées par Soutoglou puisqu’il a montré 
que la phosphorylation de H2AX était dépendante d’ATM et de la DNA-PK lorsque 
MDC1 était sequestrée en un point précis de la chromatine (Soutoglou and Misteli 
2008), ce qui suggère donc une activation de la DNA-PKcs dans ces conditions. Une 
de nos hypothèses est donc que l’hypoxie entraînerait des modifications de la 
chromatine activatrices de la DNA-PKcs. En effet, la chromatine joue un rôle très 
important dans la régulation de la transcription en hypoxie et pourtant, nous ne 
connaissons pratiquement rien des modifications de la  chromatine induites par ce 
stress. Les interactions les plus connues entre les protéines modificatrices de la 
chromatine et HIF-1α sont celles de p300 et HDAC7 qui augmente chacune 
l’activité transcriptionnelle de HIF-1 (Kato et al. 2004; Ruas et al. 2005). Une étude 
a également montré l’implication des protéines de remodelage de la chromatine. Par 
exemple, le complexe SWI/SNF permet l’activation du gène codant pour l’EPO et les 
auteurs ont aussi observé une acétylation des histones du gène de l’EPO en hypoxie 
(Wang et al. 2004a). L’augmentation globale de la forme dimethylé de la lysine 9 de 
l’histone H3 (marqueur de la répression transcriptionnelle) a également été observée 
en hypoxie (Chen et al. 2006). Ces différentes données suggèrent donc un rôle 
important bien qu’encore inconnu des modifications de la chromatine dans la 
réponse cellulaire à l’hypoxie (pour revue, voir (Rocha 2007)). Ce rôle de la 
chromatine pourrait inclure l’activation des protéines ATM et DNA-PKcs en hypoxie. 
Afin de déterminer si les CDBs sont à l’origine de l’activation de la DNA-PK en 
hypoxie ou si ce sont plutôt des modifications de la chromatine qui entraîne cette 
activation, il serait intéressant de comparer la survie des cellules déficientes pour 
les différentes protéines impliquées dans la NHEJ en hypoxie. En effet, si les CDBs 
sont la cause de l’activation de la DNA-PKcs en hypoxie, les cellules déficientes pour 
les protéines DNA-PKcs, Ku70 ou Ku80 mais également les cellules déficientes en 
XRCC4 et en ADN Ligase IV, deuxième complexe impliquée dans la réparation des 
CDBs par NHEJ, auront une survie diminuée en hypoxie par rapport aux cellules 
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sauvages du fait de l’accumulation de CDBs non réparées au cours du temps. Si au 
contraire, la présence de CDBs n’est pas la cause de l’activation de la DNA-PKcs, 
seules les cellules déficientes pour le premier complexe (DNA-PK) présenteront une 
hypersensibilité à l’hypoxie (cette hypersensibilité étant due à la diminution de 
l’accumulation de HIF-1α dans les cellules déficientes dans le premier complexe). 
Un résultat préliminaire obtenu au laboratoire va dans ce sens. En effet, dans les 
cellules hypoxiques, malgré l’accumulation de γH2AX et de la forme phosphorylée 
sur la sérine 2056 de la DNA-PKcs,  nous n’avons pas observé de phosphorylation 
de XRCC4, habituellement présentes lors de l’activation de cette protéine par la 
DNA-PK au cours de la réparation des cassures. 
 
Il serait également intéressant d’évaluer si l’activation de la DNA-PK est directe 
dans ce contexte ou est dépendant d’une première étape passant par l’activation de 
la protéine ATM. En effet, comme discuté plus haut, nous savons que des 
modifications de la chromatine pourraient être présentes en hypoxie et des 
modifications de la chromatine sont à l’origine clairement établie de l’activation 
d’ATM. Une des voies de signalisation qui pourrait exister dans les cellules 
hypoxiques compatible avec les données actuelles de la littérature serait que des 
modifications de la chromatine activeraient la protéine ATM permettant  l’activation 
secondaire de la DNA-PKcs. Une telle activation croisée entre ces deux protéines a 
déjà été décrite dans la littérature. En effet, le groupe de David Chen a déjà montré 
que la protéine ATM permet l’activation complète de la DNA-PKcs après exposition 
aux  radiations ionisantes. En effet, ATM est responsable de la phosphorylation de 
la thréonine 2609 de la DNA-PKcs après exposition aux RI et cette phosphorylation 
(ainsi que l’autophosphorylation de la sérine 2056) est nécessaire à l’activation 
optimale de la DNA-PKcs qui permet alors la réparation efficace des CDBs et la 
radiorésistance des cellules (Chen et al. 2007). Des expériences préliminaires 
réalisées dans le laboratoire sont en faveur de cette hypothèse. En effet, nous avons 
pu observé qu’en hypoxie, dans les cellules déficientes en ATM, l’inhibiteur de la 
DNA-PK, le NU7026 n’avait aucun effet sur l’accumulation de HIF-1α. Cependant, 
nous n’avons pas encore vérifié que dans ces mêmes cellules la réexpression de la 
protéine ATM conduit bien à une diminution de l’accumulation de la protéine HIF-
1α en hypoxie en présence du NU7026.  
 
L’effet positif de la DNA-PKcs sur l’accumulation de la protéine HIF-1α est 
causé par une diminution de sa dégradation par la voie dépendante de pVHL et 
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du protéasome. L’activité kinase de la DNA-PK est impliquée, ce qui suggère qu’elle 
phosphoryle directement HIF-1α, un des acteurs de la dégradation ou une autre 
protéine qui pourrait inhiber la voie de dégradation de HIF-1α. Une des hypothèses 
que nous avons favorisée au cours de notre travail est que la DNA-PK pourrait 
phosphoryler la protéine HIF-1α et que cette phosphorylation pourrait réguler sa 
capacité à interagir avec la forme nucléaire de pVHL. En effet, il est important de 
souligner que pVHL pourrait être présent dans le noyau et que les complexes HIF-
1α/pVHL ainsi formés être exportés vers le cytoplasme où aurait lieu la dégradation 
de HIF-1 (Groulx and Lee 2002), une autre hypothèse étant que cette dégradation 
aurait lieu dans le noyau où l’activité du protéasome est retrouvé (Zheng et al. 
2006). Des modifications de l’interaction entre un de ces substrats phosphorylés et 
pVHL ont déjà été décrites pour l’ARN polymérase II. En effet, la protéine pVHL ne 
reconnaît la sous-unité Rpb1 de l’ARN polymérase II et entraîne sa 
polyubiquitinylation que si celle si est hydroxylée et phosphorylée et cette 
interaction est augmentée par un agent inducteur de dommages à l’ADN, les UV 
(Kuznetsova et al. 2003). Concernant ce mécanisme, nous avons pu montrer que 
HIF-1α n’est pas un substrat de phosphorylation de la DNA-PK in vitro toutefois des 
dissociations entre in vitro et in vivo peuvent être envisagées. De plus, un site 
potentiel de phosphorylation par la DNA-PK est présent sur HIF-1α. Ce site se situe 
au niveau du domaine ODD sur lequel l’ensemble des modifications post-
traductionnelles de HIF-1α qui influent sur la dégradation de HIF-1α ont lieu 
(Mazure et al. 2004). Ce site potentiel est la thréonine 552 qui se situe plus 
précisément dans le domaine de liaison avec pVHL (Huang et al. 1998).  
La mutation de ce site et de celui qui le précède par l’équipe de Gregg Semenza 
(S551 et T552) qui l’a remplacé par un résidu non phosphorylable a montré que 
cette mutation entraîne une forte augmentation de l’accumulation de la protéine 
HIF-1α en normoxie et en hypoxie (Sutter et al. 2000). En effet, la mutation de la 
sérine 551 et de la thréonine 552 respectivement en glycine et en alanine (non 
phosphorylable), entraîne une diminution de la polyubiquitinylation de HIF-1α et de 
sa dégradation et l’expression de la protéine HIF-1α est augmentée en conditions 
normoxiques et hypoxiques. Cependant, la mutation de ces sites par un acide 
aspartique (qui mime une phosphorylation constitutive) est toujours induite en 
hypoxie et la déphosphorylation de HIF-1α n’est pas nécessaire. Il semble même y 
avoir toujours une légère augmentation de l’accumulation de HIF-1α en normoxie et 
en hypoxie. Ces résidus jouent donc un rôle important dans la régulation de la 
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dégradation de HIF-1α  (Sutter et al. 2000). Ces résultats ainsi que les notres 
suggèrent donc que la DNA-PKcs pourrait phosphoryler HIF-1α sur la thréonine 
552 et que cette phosphorylation pourrait empêcher la liaison de pVHL et donc son 
ubiquitinylation et son adressage au protéasome. Afin de les confirmer, il faudrait 
regarder l’interaction de ces mutants de HIF-1α avec pVHL et également regarder si 
l’inhibition de la DNA-PK diminue l’interaction entre HIF-1α et pVHL. La vérification 
par spectrométrie de masse de la réalité biologique de ces modifications post-
traductionnelles de HIF-1α par la DNA-PK pourrait être envisagée dans des lignées 
proficientes ou déficientes pour la DNA-PKcs ou dans des lignées sauvages traitées 
ou non au NU7026. 
 
A l’inverse, nous avons pu montrer que l’absence chronique de la protéine ATM 
augmente l’accumulation de HIF-1α en normoxie comme en hypoxie. En effet, cet 
effet nécessite un certain temps puisque lorsque nous exprimons la protéine ATM 
dans des lignées fibroblastiques déficientes pour ATM, la différence d’expression de 
HIF-1α n’est observée qu’à partir de 5 jours de réexpression d’ATM.  
L’augmentation de HIF-1α observée en absence chronique d’ATM est corrélée avec 
l’augmentation de l’activité de transcription de HIF-1 puisque le niveau d’ARNm de 
VEGF et de GLUT1 augmente dans les cellules déficientes par rapport aux cellules 
proficientes pour ATM. Au contraire de la DNA-PKcs, l’effet d’ATM sur HIF-1α ne 
passe pas par la voie de dégradation dépendante de pVHL et du protéasome. 
L’absence chronique de la protéine ATM entraîne un stress oxydatif (Barlow et al. 
1999) et ce stress oxydatif pourrait réguler positivement la biosynthèse de la 
protéine HIF-1α, comme cela a déjà été décrit dans la littérature. Dans le 
laboratoire, nous avons pu montrer au cours d’expériences préliminaires que 
l’augmentation de l’accumulation de HIF-1α dans les lignées déficientes pour ATM 
par rapport aux lignées sauvages était fortement inhibée en présence d’un 
antioxydant, le N-acétyl cystéine qui permet de restaurer les stocks cellulaires de 
glutathion.  
De plus, l’augmentation de HIF-1α lors de l’absence prolongée d’ATM pourrait 
permettre d’expliquer plusieurs conséquences physiologiques de l’ataxie 
telangiectasie. En effet, l’augmentation de HIF-1 déclenche la transcription d’un 
très grand nombre de protéines parmi lesquelles GLUT1 et VEGF. Ces deux 
protéines pourraient être à la base de l’explication de deux signes cliniques  de 
l’ataxie telangiectasie, respectivement le diabète insulino-résistant et la 
télangiectasie de la face : i) pour faire entrer le glucose dans les cellules 
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musculaires et le tissu adipeux, l’organisme sécréte de l’insuline qui va permettre 
l’expression à la surface cellulaire du transporteur du glucose GLUT4. Les cellules 
vont alors stocker le glucose. La protéine GLUT1 permet elle aussi l’entrée de 
glucose dans la cellule mais n’est pas régulée par l’insuline et sa surexpression 
dans les tissus musculaires est corrélée avec une insulinoresistance (Johannsson et 
al. 1996). Cette insulino-résistance est à la base du diabète de type 2 et pourrait 
expliquer le fait que cette maladie soit souvent observé chez les patients atteints 
d’ataxie télangiectasie ; ii) l’augmentation de la production de VEGF, et d’autres 
protéines impliquées dans la néoangiogenèse, dans les cellules surexprimant HIF-
1α, comme c’est le cas dans les cellules issues de lignées déficientes en ATM, 
entraîne une augmentation de la néoangiogenèse. Cette néoangiogenèse pourrait 
être responsable des télangiectasies de la face observées chez les malades (Figure 
1b). 
Plusieurs données de la litérature semblent corroborer cette hypothèse. En effet, 
l’existence d’un facteur proangiogenique dans le surnageant de culture de 
fibroblastes cutanés de patients A-T a été décrite sans que ce dernier ne soit 
identifié (Becker 1986). Une étude plus récente suggère l’implication d’ATM dans la 
néoangiogenèse tumorale. Ainsi, une corrélation inverse a été retrouvée dans des 
biopsies de cancer du sein entre le niveau d’expression d’ATM et la néoangiogenèse 
tumorale caractérisée par une augmentation du nombre et de l’étendue des zones 
de micro-vascularisation au sein de la tumeur (Cuatrecasas et al 2006).  
L’absence chronique de la protéine ATM chez les patients atteints d’ataxie 
telangiectasie entraîne un stress oxydatif (Barlow et al. 1999) et ce stress oxydatif 
en permettant l’augmentation de l’expression de HIF-1α, pourrait expliquer la 
physiopathologie de la maladie. Ce travail sur le lien entre HIF-1 et manifestations 
cliniques de l’ataxie telangiectasie est poursuivi au laboratoire et constitue le sujet 
de thèse de Marielle Ousset. 
Afin de mettre en relation les résultats obtenus sur la fonction de la DNA-PK et le 
rôle d’ATM, nopus travaillons également sur l’absence aigue de la protéine ATM. En 
effet, si nous voulons voir le rôle propre à ATM sur HIF-1 en l’absence de stress 
oxydatif, nous devons étudier la relation entre HIF-1α et ATM dans les premiers 
jours d’absence d’ATM quand le stress oxydatif n’est pas encore présent. 
 
En conclusion, nous avons pu mettre en évidence une nouvelle voie nucléaire de 
régulation de dégradation de la protéine HIF-1α par la DNA-PK. Comprendre la 










Figure 1a. Rôle de la DNA-PK et d’ATM dans l ’adaptation hypoxique. En présence
d’un stress hypoxique, des modifications de l’ADN (dont la nature reste à identifier) vont
activer les protéines DNA-PK et ATM qui vont permettre une augmentation de
l’accumulation de HIF-1α. Les mécanismes moléculaires impliqués dans la régulation de
HIF-1α restent à définir. Une possible interconnection des différentes voies des PI3KK
pourrait également intervenir dans le phénomène d’activation de la DNA-PK.
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Figure 1b. Rôle de l ’absence chronique d’ATM dans la régulation de l ’expression de
HIF-1. En absence chronique d’ATM, le stress oxydatif est augmenté et pourrait entraîner
l’augmentation de l’expression des deux sous-unités α et β de HIF-1. Cette accumulation
du facteur de transcription HIF-1 chez les patients atteints d’ataxie télangiectasie
pourrait expliquer plusieurs signes cliniques de la maladie, en particulier les
télangiectasies et le diabète. En effet, le VEGF, facteur de croissance impliqué de
l’angiogenèse et GLUT1, un transporteur membranaire basal du glucose sont tous deux
des cibles de HIF-1.
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interconnections qui pourraient exister entre les différentes PI3KK, et la nature du 
mécanisme qui permet à la DNA-PK de contrôler la dégradation de HIF-1α sont des 
étapes importantes de la caractérisation de cette nouvelle voie. Indépendamment de 
ces mécanismes, l’utilisation d’inhibiteurs de l’activité kinase de la DNA-PK 
représente une nouvelle voie en pharmacologie anti-tumorale d’inhibition de 
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L’hypoxie est un stress microenvironnemental souvent observé dans les 
tumeurs humaines. Les tumeurs présentant de larges zones hypoxiques possèdent 
un phénotype plus agressif et métastatique, associé  à une résistance à la 
chimiothérapie, à la radiothérapie et une diminution du pronostic vital.  
Le régulateur central de la réponse à la privation d’oxygène est un facteur de 
transcription, HIF-1 (pour hypoxia-inducible factor-1) qui induit la transcription 
d’un grand nombre de gènes cibles qui vont permettre l’adaptation de la cellule à 
cet environnement délétère. HIF-1 est composé d’une sous-unité labile, alpha, qui 
est dégradée en normoxie par le protéasome tandis que la sous-unité beta (ou 
ARNT) est constitutivement exprimée. 
 
J’ai montré au cours de ma thèse que la protéine kinase dépendante de 
l’ADN, impliquée dans la réparation des cassures double-brin de l’ADN, est activée 
en réponse à l’hypoxie. L’utilisation d’un anticorps spécifique de la forme 
phosphorylée de la DNA-PKcs sur sa sérine 2056 ainsi que la présence de la forme 
phosphorylée de l’histone H2AX (marqueur très sensible des cassures double-brin) 
ont permis d’observer cette activation. 
Cette activation contribue à la régulation de l’accumulation de HIF-1α et à 
l’expression consécutive de ces gènes cibles comme démontré à l’aide de cellules 
d’origine humaines et murines déficientes et proficientes pour la DNA-PKcs. La 
diminution de HIF-1α a également été observée dans des cellules déficientes pour 
l’hétérodimère Ku70/Ku80, sous-unité régulatrice de la DNA-PK ou en présence de 
NU7026, un inhibiteur spécifique de l’activité kinase de la DNA-PK. Cette 
accumulation de HIF-1α dépendante de la DNA-PK résulte d’une diminution de sa 
dégradation par le protéasome plutôt que d’une augmentation de sa biosynthèse. la 
DNA-PK protège donc HIF-1α de la dégradation par la voie pVHL (protéine Von 
Hippel Lindau, sous-unité de la E3 ubiquitine ligase)/ protéasome. 
 
Ensemble, nos résultats suggèrent que l’hypoxie induit des dommages de 
l’ADN (cassures double-brin ou autres) et que ces modifications de l’ADN favorisent, 
via l’augmentation de l’expression et de la fonction de HIF-1α, une adaptation des 
cellules à ce stress environnemental.  
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