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1 Introduction
In the past forty years there has been a lot of progress in the study of many non-
linear PDEs which model the propagation of waves. In this class of equations we
can mention for instance the non-linear wave (NLW) equation, the Euler equa-
tions of hydrodynamics and various models deriving from it such as the non-linear
Schro¨dinger (NLS) the Korteweg-de Vries (KdV), the Camassa-Holm equations
and many others.
A particularly fruitful research line has been the so-called “dynamical systems
approach” i.e. the generalisation to infinite dimensional setting of many ideas and
techniques borrowed from the theory of dynamical systems; the key idea is to look
for invariant manifolds on which the dynamics is particularly simple and then try
to obtain some stability result in order to deduce some properties for typical initial
data on the whole phase space.
The behaviour of the solutions is expected to depend strongly on the set in
which the “space variable” lives; in this paper we will concentrate on the case of a
compact Riemannian manifold M, where one expects a “recurrent dynamics” and
complicated coexistence of regular and chaotic phenomena. In particular we shall
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focus on the problem of existence and stability of quasi-periodic solutions and, as
an example, we will study a forced NLS equation
iut −∆u+ mu = εf(ωt, x, u), x ∈ M . (1.1)
Here and henceforth ∆ denotes the Laplace-Beltrami operator, m > 0 is the “mass”,
the parameter ε > 0 is small, and the frequency vector is ω ∈ Rd. Concerning
regularity we assume that f(ϕ, x, u) ∈ Cq(Td × M×C;C) in the real sense (namely
as a function of Re(u), Im(u)), for some q large enough.
We will describe an existence result of quasi-periodic solutions for equation
(1.1) above when M is a homogeneous space w.r.t. a compact Lie group (see The-
orem 1.1). Then we shall restrict our attention to the case of SU(2) or SO(3)
and prove a linear stability result (see Theorem 1.2). In Section 5 we discuss the
extension to spherical varieties of rank one.
The Newton scheme. Passing to the Fourier representation for the space variables,
namely
u(x, t) =
∑
j
uj(t)φj(x)
where j runs in a countable index set and the φj ’s are the eigenfunctions of ∆,
(1.1) can be seen as an infinite dimensional forced dynamical system which has
an elliptic fixed point at ε = 0. A very natural question is whether there are
solutions which synchronise with the forcing, provided that the forcing frequency
ω is sufficiently non-resonant w.r.t. the linear frequencies, i.e. the eigenvalues of
the operator ∆.
Although (1.1) is a simplified problem with respect to the autonomous case,
it still contains some of the main difficulties that one has to deal with and a full
understanding of even this simplified case is an open problem. Indeed, as a first
na¨ıve attempt, one reduces the search for quasi-periodic solutions to (1.1) to an
implicit function problem
F (u) := F (u, ω) = 0
and may try to solve it by perturbation theory; however the linearised operator
at ε = 0 is i∂t −∆+ m and its inverse is unbounded so that one cannot apply the
Implicit Function Theorem: this is known as the “small divisor problem”.
In order to handle this, one typically uses a recursive Newton-like scheme,
which is based on the invertibility of the equation linearised at a sequence of
approximate solutions un, see Figure 1.
This in turn can be seen as a “non-resonance” condition on the frequency ω:
indeed one can produce an abstract “Nash-Moser” scheme (see for instance [6,
7]) which says that if ω is such that at each step n of the scheme the operator
(F ′(un, ω))−1 is well-defined and bounded from Hs+µ to Hs for some µ, then a
solution of (1.1) exists. Then the problem reduces to proving that such set of
parameters ω is non-empty, or even better that it has asymptotically full measure.
If we impose some symmetry such as a Hamiltonian structure, the linearised
operator F ′(u, ω) is self-adjoint and it is easy to obtain some information on its
eigenvalues, implying its invertibility with bounds on the L2-norm of the inverse
for “most” parameters ω. However this information is not enough to prove the
convergence of the algorithm: one needs estimates on the high Sobolev norm of
the inverse, which do not follow only from bounds on the eigenvalues.
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Fig. 1: Three steps of the Newton algorithm un+1 := un − (F ′(un, ω))−1[F (un)]
Naturally, if F ′(u, ω) were diagonal, passing from L2 to Hs norm would be
trivial, but the problem is that the operator which diagonalises F ′(u, ω) may not be
bounded in Hs. The property of an operator to be diagonalisable via a “smooth”
change of variables is known as reducibility and in general is connected to the
fact that the matrix is regular semi-simple, namely its eigenvalues are distinct.
When dealing with infinite dimensional matrices, one also has to give quantitative
estimates on the difference between two eigenvalues: this is usually referred to
as the second order Mel’nikov condition, since it can be seen as a condition on ω.
However in general this condition cannot be imposed because the eigenvalues of ∆
are multiple and actually have unbounded multiplicity. Naturally one does not need
to diagonalise a matrix in order to invert it, and indeed there are various existence
results which have been proved in the case of multiple eigenvalues; however, this
tends to be technically quite complicated and needs a deep understanding of the
harmonic analysis on the manifold M.
Some literature. The first existence (and stability) results dealt with autonomous
Hamiltonian PDEs and were obtained by Kuksin [19], Po¨schel [21,23], Wayne [27]
who studied the NLS and NLW equations on the interval [0, pi] where the eigen-
values of ∆ are simple and one can easily impose the second order Mel’nikov con-
ditions. Thanks to this diagonalisation procedure, they were able to obtain some
information on the linear stability: in particular they showed that the eigenvalues
are purely imaginary. Their approach was an infinite dimensional generalisation
of the classical KAM algorithm for elliptic tori (see for instance [22,24]).
Since these results dealt with autonomous equations, another problem was the
so-called frequency modulation, namely the fact that there are no external param-
eters on which to impose the non-resonance conditions and one needs to “extract
them” from the nonlinearity, in general by means of Birkhoff normal form.
Later on, these KAM techniques were further generalised by Chierchia-You
to the case of NLW with multiple eigenvalues but with bounded multiplicity, for
instance when M is the unit circle T.
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A more direct approach was proposed by Craig-Wayne [13], who dealt with an
analytic setting; they used a Lyapunov-Schmidt decomposition in order to “extract
the parameters” and a Newton scheme to solve the small divisor problem. In order
to get the needed estimates on (F ′(u))−1 (also called Green function estimates
by analogy with the Anderson localisation problem) they developed a technique
inspired by the methods of Fro¨lich-Spencer [17]. However their result was limited
to the case of periodic solutions.
This set of techniques was extended to the case of quasi-periodic solutions by
Bourgain [9,10,11] who was able to deal also with the case M = Td. Then Berti-
Bolle [4,5] were able to generalise Bourgain’s techniques to the case of Sobolev
regularity, considering also a multiplicative potential (the previous results dealt
with a simplified model where the potential is non-local).
The reason why these results are confined to tori is that their proofs require
specific properties of the eigenvalues, while the eigenfunctions must be the ex-
ponentials or, at least, strongly “localised close to exponentials”. In the paper
[8] Berti-Procesi proved existence of periodic solutions for NLW and NLS on any
compact Lie group or manifold homogenous with respect to a compact Lie group
and finally Berti-Corsi-Procesi [7] extended this result to the case of quasi-periodic
solutions.
Note that all these results obtained via Newton method do not give any in-
formation on the linear stability of the solution, which is a completely non-trivial
problem since the second order Mel’nikov condition is obviously violated already
on Td with d ≥ 2.
The first reducibility results on Td with d ≥ 2 are due to Eliasson-Kuksin
[14,15] who were able to prove linear stability of the quasi-periodic solutions of
NLS. The main ingredients of their proofs are the following: first they reduce to
a time-independent block diagonal matrix and then they impose the second order
Mel’nikov condition between the eigenvalues of different blocks. In order to show
that the set of parameters has positive measure they need to study carefully the
asymptotics of the eigenvalues (the so called To¨plitz-Lipschitz condition). We men-
tion also the papers [18,26,25] which make use of the conservation of momentum
in order to fully diagonalise the matrix.
Very recently a combination of the two approaches has been developed by
Baldi-Berti-Montalto [1,2,3] in order to prove existence and stability for fully
non-linear perturbations of the KdV equation; see also [16] for the case of the
NLS equation. We believe that this latter approach may be very fruitful since it
decouples completely the existence and reducibility problems; note however that
the strategy used so far in order to deal with unbounded perturbations works only
in one-dimensional cases.
In this paper, for M = SU(2), SO(3), we shall prove by means of a KAM re-
ducibility scheme the linear stability of the quasi-periodic solutions whose existence
has been proved in [7] in a more general and abstract setting. At a formal level
a KAM reducibility scheme starts with a matrix Lε of the form D + εT where D
is diagonal with distinct eigenvalues and T is bounded in some appropriate norm.
Then one step of the scheme provides a change of variables which conjugates Lε
to D1 + ε
2T1 where again D1 is diagonal and T1 bounded. Iterating this procedure
one diagonalises the matrix. In our case we diagonalise the operator linearised
along the solution via a smooth, time quasi-periodic change of variables on the
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phase space; then we obtain the linear stability by explicitly checking that the
eigenvalues of such linearised operator are purely imaginary.
1.1 Main results
Let us consider (1.1) where M is a compact Lie group or manifold which is homoge-
neous w.r.t. a compact Lie group (namely there exists a compact Lie group which
acts on M transitively and differentiably). Assume that (1.1) is Hamiltonian, i.e.
f(ωt, x, u) = ∂uH(ωt, x, u) , H(ϕ, x, u) ∈ R , ∀u ∈ C (1.2)
with real Hamiltonian
H(ωt, x, u) = H(ωt, x, u) . (1.3)
We assume that the frequency ω has a fixed Diophantine direction, namely
ω = λω˜, λ ∈ I := [1/2, 3/2], |ω˜|1 :=
∑d
p=1
|ω˜p| ≤ 1, (1.4)
for some fixed Diophantine vector ω˜, i.e. which satisfies
|ω˜ · l| ≥ 2γ0|l|−d, ∀ l ∈ Zd \ {0}, (1.5)
for some positive γ0. The search for quasi-periodic solutions of (1.1) reduces to
finding solutions u(ϕ, x) of
iω · ∂ϕu−∆u+ mu = εf(ϕ, x, u) , (1.6)
in some Sobolev space Hs of both variables (ϕ, x).
It is convenient to “double” the NLS equation (1.6), namely consider the vector
NLS operator
F (ε, λ, u+, u−) :=
{
iλω˜ · ∂ϕu+ −∆u+ + mu+ − εF(ϕ, x, u+, u−)
−iλω˜ · ∂ϕu− −∆u− + mu− − εH(ϕ, x, u+, u−)
(1.7)
on the space Hs(Td × M) × Hs(Td × M), where F(u, v),H(u, v) are two exten-
sions of class Cq(Td × M×C2;C) (in the real sense) of f(u) such that F(u, u) =
H(u, u) = f(u) and ∂uF(u, u) = ∂vH(u, u) ∈ R, ∂uF(u, u) = ∂uH(u, u) = ∂vF(u, u) =
∂vH(u, u) = 0 and ∂vF(u, u) = ∂uH(u, u); see for instance [4,7].
Note that (1.7) reduces to (1.6) on the invariant subspace
U := {u = (u+, u−) ∈ Hs ×Hs : u− = u+}.
The following result has been proved in [7].
Theorem 1.1 (Existence) Let M be a compact Lie group or a manifold homogeneous
w.r.t. a compact Lie group, consider the vector NLS equation F (ε, λ, u+, u−) = 0 where
F is the non-linear operator in (1.7) and assume (1.4)-(1.5). Then there are some large
numbers s1, q, S ∈ R such that, for any f ∈ Cq and for all ε ∈ [0, ε0) with ε0 > 0 small
enough, there is a map
uε ∈ C1(I, Hs1), sup
λ∈I
‖uε(λ)‖s1 → 0, as ε→ 0,
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and a set Cε ⊆ I, satisfying meas(Cε) = 1 − O(ε1/S), such that, for any λ ∈ Cε,
wε(λ) := (uε(λ), uε(λ)) is a solution of (1.7), with ω = λω˜. Moreover if f ∈ C∞ then
uε(λ) is of class C
∞ both in time and space. Finally if f is central on M, i.e.
f(ωt, x, u) = f(ωt, g−1xg, u) , ∀g ∈ M (1.8)
then uε(λ) is central.
Actually the last sentence is not explicitly stated in [7] but it follows directly
from [7]-Corollary 2.17.
The proof of Theorem 1.1 relies on an abstract Nash-Moser scheme on sequence
spaces; as explained above, the convergence of such scheme only requires “tame”
estimates of the inverse in high Sobolev norm. Following [4,5], such estimates have
been obtained by means of a multiscale analysis. Roughly speaking, it is a way to
prove an off-diagonal decay (see Definition 1) for the inverse of a finite-dimensional
invertible matrix with off-diagonal decay, by using information on the invertibility
(in high norm) of a sufficient number of principal minors of order N much smaller
than the dimension of the matrix. In applying these ideas to the case of Lie groups,
two key points concern
1. the matrix representation of a multiplication operator u 7→ bu,
2. the properties of the eigenvalues of the Laplace-Beltrami operator.
The multiplication rules for the eigenfunctions imply that the operator of multi-
plication by a Sobolev function b ∈ Hs(M) is represented – in the eigenfunction
basis – as a block matrix with off-diagonal decay, as stated precisely in Lemma 1
(proved in [8]). The block structure of this matrix takes into account the (large)
multiplicity of the degenerate eigenvalues of ∆ on M. This in principle could be a
problem because one cannot hope to achieve any off-diagonal decay property for
the matrices restricted to such blocks; actually, we can only control the L2-operator
norm on these blocks, but this is enough to prove the existence result.
Concerning item 2, the eigenvalues of the Laplace-Beltrami operator on a Lie
group are very similar to those on a torus. This enables one to prove “separation
properties” of clusters of singular/bad sites (i.e. Fourier indices corresponding to a
small eigenvalue) a` la Bourgain [10,11]. Thanks to the off-diagonal decay property
discussed in item 1, such “resonant” clusters interact only weakly.
Under the hypotheses of Theorem 1.1, set
Lε := (−∆+ m)σ3 − εT (1.9)
where
T = T (wε) :=
(
Du+F(ωt, x, uε(λ), uε(λ)) −Du−F(ωt, x, uε(λ), uε(λ))
Du+H(ωt, x, uε(λ), uε(λ)) −Du−H(ωt, x, uε(λ), uε(λ))
)
(1.10)
and σ3 is the third Pauli matrix, namely
σ3 =
(
1 0
0 −1
)
, (1.11)
i.e. −iLε is the vector field linearised at the solution. In the present paper we shall
prove the following result.
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Theorem 1.2 (Linear Stability) Assume that M = SU(2), SO(3) and f is central on
M (see (1.8)). Then under the same assumptions of Theorem 1.1, possibly with smaller
ε0 and larger q, there exist α > 0, s2 ≤ s1 − α and a subset S ⊆ Cε such that for
λ ∈ S the equation (1.7) linearised at the solution wε(λ) is reducible with a change of
variables in Hs2 ×Hs2 . More precisely
meas(S)→ 1 as ε→ 0 (1.12)
and for all λ ∈ S there exists a quasi-periodic close-to-identity change of variables
h = Ψ(ωt)v which reduces the linearised vector NLS equation
ht + iLεh = 0 (1.13)
to
vt + iDv = 0 (1.14)
with D a diagonal and time-independent linear operator whose eigenvalues are explicitly
given in formula (3.2). Finally for all ϕ ∈ Td, one has
‖[Ψ(ϕ)]−1h− h‖s2 ≤ Cεa(1 + ‖uε(λ)‖s2+α)‖h‖s2 , ∀h ∈ Hs2(M,C) (1.15)
for some a ∈ (0, 1) and some ϕ-independent constant C. Finally one has
1−Kεa(1 + ‖uε(λ)‖s2+α) ≤
‖h(t)‖s2
‖h(0)‖s2
≤ 1 +Kεa(1 + ‖uε(λ)‖s2+α), (1.16)
for some constant K.
We confine ourselves to the case of SU(2), SO(3) in order to have a precise
control on the differences of the eigenvalues µj of −∆; see Section 2.1. This in
turn will allow us to impose the second order Mel’nikov conditions. Note that,
differently from the existence result, here we restrict ourselves to central functions
in order to avoid having to deal with multiple eigenvalues. In principle, one could
weaken this restriction and obtain a block diagonal, time-independent matrix Dε.
However at the moment we are not able to prove the convergence of the resulting
KAM scheme and actually it is not even clear to us whether this is a technical or
a substantial problem.
2 The functional setting
A compact manifold M which is homogeneous w.r.t. a compact Lie group is, up to
an isomorphism, diffeomorphic to
M = G/N , G := G×Tn , (2.1)
where G is a simply connected compact Lie group, Tn is a torus and N is a closed
subgroup of G. Then a function on M can be seen as a function defined on G which
is invariant under the action of N , and the space Hs(M,C) can be identified with
the subspace
Ĥs := Ĥs(G,C) :=
{
u ∈ Hs(G) : u(x) = u(xg) , ∀x ∈ G = G×Tn, g ∈ N
}
. (2.2)
Moreover, the Laplace-Beltrami operator on M can be identified with the Laplace-
Beltrami operator on the Lie group G, acting on functions invariant under N (see
Theorem 2.7, [8]). Then we “lift” the equation (1.1) on G and we use harmonic
analysis on Lie groups.
8 Livia Corsi et al.
2.1 Analysis on Lie groups
Any simply connected compact Lie group G is the product of a finite number of
simply connected Lie groups of simple type (which are classified and come in a
finite number of families).
Let G be of simple type with dimension d and rank r. Denote by w1, . . . , wr ∈ Rr
the fundamental weights of G and consider the cone of dominant weights
Λ+ = Λ+(G) :=
{
j =
r∑
p=1
jpwp : jp ∈ N
}
⊂ Λ :=
{
j =
r∑
p=1
jpwp : jp ∈ Z
}
.
Note that Λ+(G) index-links the finite dimensional irreducible representations of
G.
Given an irreducible unitary representation (RVj , Vj) of G we denote by f j(x)
the (unitary) matrix associated to it, i.e.
(f j(x))h,k = 〈RVj (x)vh, vk〉, vh, vk ∈ Vj ,
where (vh)h=1,...,dimVj is an orthonormal basis of the finite dimensional euclidean
space Vj with scalar product 〈·, ·〉. Then the eigenvalues and the eigenfunctions of
the Laplace-Beltrami operator −∆ on G are
µj := |j + ρ|22 − |ρ|22, f j,σ(x), x ∈ G, j ∈ Λ+(G), σ = 1, . . . ,mj , (2.3)
where ρ :=
∑r
i=1 wi, | · |2 denotes the Euclidean norm on Rr, and mj = (dimVj)2
satisfies mj ≤ |j + ρ|d−r2 .
Denote by Nj the eigenspace of −∆ corresponding to µj . The Peter-Weyl the-
orem implies the orthogonal decomposition
L2(G) =
⊕
j∈Λ+(G)
Nj .
If we denote the central character of a representation by χj(x) := tr(RVj (x)), we
have that {χj}j∈Λ+(G) is a Hilbert basis for the subspace of L2(G) formed by the
central functions defined in (1.8).
Remark 1 Note that the multiplicity of an eigenvalue µ is given by∑
j :µj=µ
mj .
If we reduce to the central functions we have mj = 1; in the case of rank 1 this
implies that the eigenvalues are simple.
If G = SU(2) the rank is 1, the fundamental weight is w1 = (1/4,−1/4) and
the dominant weights are j = (m/4,−m/4), m ∈ N so we can identify Λ+ with
N/
√
8. Then the eigenvalues of −∆ on SU(2) are(
(j + ρ)2 − ρ2
)
∈ N
8
(2.4)
with j ∈ Λ+ and ρ = 1/
√
8. Finally, all the unitary representations RVj of SU(2)
are self-dual (i.e. RVj = RVj ), so that the central characters χj are real.
The orthogonal group SO(3) = SU(2)/{±1} is also a homogeneous space and
the indices of Λ+(SO(3)) are half of the indices of Λ+(SU(2)). In this case the
dominant weights are j = (m/2,−m/2), m ∈ N so that Λ+(SO(3)) is identified
with N/
√
2. From now on we shall consider only G = SU(2), SO(3).
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2.2 Sequence spaces
The Sobolev space Hs(Td × G) × Hs(Td × G) can be identified with a sequence
space as follows. We start by introducing an index set
K := I× {−1, 1} := Zd × Λ+ × {−1, 1}
where Λ+ ⊆ ρN with ρ = 1√
8
. Given k ∈ K we denote
k = (i, a) = (l, j, a) ∈ Zd × ρZ× {−1, 1}
|k| = |i| := max(|l|, |j|), |l| := |l|∞ = max(|l1|, . . . , |ld|) .
(2.5)
Finally, for k = (i, a), k′ = (i′, a′) ∈ K we denote
dist(k, k′) :=
{
1, i = i′, a 6= a′,
|i− i′|, otherwise ,
(2.6)
where |i| is defined in (2.5).
For s ≥ 0, we define the (Sobolev) scale of Hilbert sequence spaces
Hs := Hs(K) :=
{
w ={wk}k∈K , wk ∈ C : ‖w‖2s :=
∑
k∈K
|j + ρ|2s|wk|2 <∞
}
Similiarly to (1.9)–(1.10) it is convenient to introduce the following notation: for
fixed i = (l, j), i′ = (l′, j′) we set
M
{i′}
{i} := {M
i′,a′
i,a }a,a′∈{−1,1} , M
{i′}
{i} ∈Mat(2× 2,C) .
Definition 1 (s-decay norm) Fix s0 > (d+1)/2. Given a matrix M , representing
a linear operator on L2(K) = H0(K), we define its s-norm as
|M |2s :=
∑
i∈Zd×ρZ
[M(i)]2〈i〉2s
where 〈i〉 := max(1, |i|),
[M(i)] := sup
h−h′=i
∥∥M{h′}{h} ∥∥0 .
If M = M(λ) for λ ∈ S ⊂ R, we define
|M |sups,S = |M |sups := sup
λ∈S
|M(λ)|s, |M |lips,S = |M |lips := sup
λ1 6=λ2
|M(λ1)−M(λ2)|s
|λ1 − λ2| ,
|M |s,γ,S = |M |s,γ := |M |sups + γ|M |lips .
(2.7)
For a Lipschitz family of functions w(λ) ∈ Hs(K) we define the norm ‖w‖s,γ exactly
in the same way. Finally, for a Lipschitz function f : I → R we denote by |f |lip
the usual Lipschitz semi-norm and define |f |γ consequently.
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Note that | · |s ≤ | · |s′ for s ≤ s′. Moreover the norms | · |s, | · |s,γ satisfy the
algebra, interpolation and smoothing properties, namely for all s ≥ s0 there are
C(s) ≥ C(s0) ≥ 1 such that if A = A(λ) and B = B(λ) depend on the parameter
λ ∈ I ⊂ R in a Lipschitz way, then
|AB|s,γ ≤ C(s)|A|s0,γ |B|s,γ + C(s0)|A|s,γ |B|s0,γ , (2.8a)
|AB|s,γ ≤ C(s)|A|s,γ |B|s,γ . (2.8b)
||Ah||s,γ ≤ C(s)(|A|s0,γ ||h||s,γ + |A|s,γ ||h||s0,γ), (2.8c)
|Π⊥NA|s,γ ≤ N−β |A|s+β,γ , β ≥ 0, (2.8d)
where
(ΠNA)
k′
k :=
{
Ak
′
k , dist(k, k
′) ≤ N,
0, otherwise.
(2.9)
and Π⊥N := 1−ΠN . The proof of the bounds (2.8) can be found in [4] for the case of
the s-decay norm; given any norm | · | satisfying (2.8) then also the corresponding
| · |γ satisfies (2.8).
Remark 2 Note that, by (2.8c) if a matrix A has finite norm |A|s then it is a
bounded operator on Hs.
Lemma 1 ([8]-Lemma 7.1) For any compact Lie group G of dimension d, consider
a, b, c ∈ Hs(Td×G) with a, b real valued. Then the multiplication operator with matrix
B =
(
a(ϕ, x) c(ϕ, x)
c¯(ϕ, x) b(ϕ, x)
)
is self-adjont in L2 and, for any s > (d+ d)/2,
‖B{i
′}
{i} ‖0 ≤ C(s)
max(‖a‖s, ‖b‖s, ‖c‖s)
〈i− i′〉s−(d+d)/2 , ∀i, i
′ ∈ Zd × Λ+ .
In the case of SU(2) we have d = 3 and we deduce that
|B|s ≤ C(s) max(‖a‖s+ν0 , ‖b‖s+ν0‖c‖s+ν0) , ν0 = (2d+ 5)/2 .
Moreover for the central characters of SU(2) the following multiplication rule holds:
χhχm =
min(h,m)∑
k=0
χh+m−2k . (2.10)
As explained in the introduction, the use of the off-diagonal decay norm is
crucial in the proof of the existence of solutions. For this reason, we find it con-
venient to use it also for the proof of stability results; however, one could prove
such stability results by simply using the operator norm: this only requires a little
more care in handling the small divisors.
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We note (using also the regularity assumption on f) that the operator T defined
in (1.10) satisfies the following properties:
(To¨plitz in time) T l
′,j′,a′
l,j,a = T
j′,a′
j,a (l − l′) (2.11a)
(Off-diagonal decay) |T (w)|s−ν0 ≤ C(s)(1 + ‖w‖s) , (2.11b)
(Lipschitz) |T (w)− T (w′)|s−ν0 ≤ C(s)(‖w − w′‖s+ (2.11c)
+ (‖w‖s + ‖w′‖s)‖w − w′‖s0) ,
for all ‖w‖s0 , ‖w′‖s0 ≤ 2 and s0 + ν0 < s < q − 2.
Remark 3 For s0 + ν0 < s < q − 2, (2.11b) and (2.11c) imply
|T (wε)|s−ν0,γ,I ≤ C(s)(1 + ‖wε‖s,γ,I) ≤ C(s) ; (2.12)
recall that wε ∈ C1(I, Hs1(K)).
3 The reduction algorithm
It will be convenient to think of the equation (1.1) as a Hamiltonian dynamical
system on the phase space Hs(M)×Hs(M) = Hs(Λ+ × {−1, 1}).
Remark 4 Given a To¨plitz in time matrix T (see (2.11a)), we can define, for all
ϕ ∈ Td a matrix on the phase space Hs(Λ+ × {−1, 1}) by setting
T j
′,a′
j,a (ϕ) :=
∑
l∈Zd
T j
′,a′
j,a (l)e
il·ϕ
and one has
sup
ϕ∈Td
|T (ϕ)|s ≤ C(s0)|T |s+s0 . (3.1)
Note that in the l.h.s. we are considering the s-decay norm on Hs(Λ+ × {−1, 1})
while in the r.h.s. we are considering the s-decay norm on Hs(K).
Definition 2 (Hamiltonian vector field) Set w = (u, u) ∈ Hs(Λ+×{−1, 1}). We
say that a vector field X(w) is Hamiltonian if there exists a real-on-real function
H(w) such that X(w) = iJ∇H(w) where
J :=
(
0 1
−1 0
)
.
In particular if X(w) is linear, i.e. X(w) = Mw for some matrix M , with
M =
(
M++ M
+
−
M−+ M
−
−
)
, M++ = M
−
− = −(M++)T M+− = (M+− )T = M
−
+
then X is Hamiltonian and the associated Hamiltonian function is
H = − i
2
〈w,MJw〉
and iσ3M (see (1.11)) is a self-adjoint matrix.
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We now consider (1.7) linearised at wε(λ) and we write it as a dynamical
system, namely we consider the linear equation
Lεh = 0
where Lε := (ω · ∂ϕ) + iLε. We want to show that the linear operator Lε can be
conjugated to a diagonal operator with purely imaginary spectrum. We will also
show that this change of variables acts on the phase space Hs(Λ+ × {−1, 1}) by
preserving the Hamiltonian structure. Precisely we have the following result.
Theorem 3.1 (KAM Theorem) Let f ∈ Cq for q > s0 + β + ν0 + 2, γ ∈ (0, 1),
s2 = min(q − β − ν0 − 2, s1 − β − ν0) with β = 6τ + 5 for some τ > d. There exist
constants 0, C such that, if εγ
−1 ≤ 0,
then there exists a sequence of Lipschitz functions µ∞j : I → R
µ∞j (λ) = (j + ρ)
2 − ρ2 + m + r∞j (λ) ∈ R, ∀ j ∈ Λ+, (3.2)
with |r∞j |γ ≤ Cε for all j ∈ Λ+ such that, setting
S∞ :=
{
λ ∈ Cε : |λω˜ · l+aµ∞j (λ)−a′µ∞j′ (λ)| ≥ 2γ〈l〉τ ,
∀l ∈ Zd,∀(j, a) 6= (j′, a′) ∈ Λ+ × {−1, 1}
} (3.3)
(where Cε is the set introduced in Theorem 1.1), the following holds. For all s0 ≤ s ≤ s2
and any λ ∈ S∞, there exists a bounded, invertible linear operator Ψ∞(λ) : Hs(Λ+ ×
{−1, 1})→ Hs(Λ+ × {−1, 1}), with bounded inverse Ψ−1∞ (λ), such that
L∞(λ) := Ψ−1∞ (λ) ◦ Lε ◦ Ψ∞(λ) = λω˜ · ∂ϕ1+ iD∞,
D∞ := diag(aµ∞j (λ))a=±,j∈Λ+ .
(3.4)
Moreover, the maps Ψ∞(λ), Ψ−1∞ (λ) satisfy
|Ψ∞(λ)−1|s,γ,S∞+|Ψ−1∞ (λ)−1|s,γ,S∞ ≤ εγ−1C(s)(1+||uε(λ)||s+β+ν0,γ,S∞). (3.5)
3.1 The KAM step
In this Section we show in detail one step of the KAM iteration.
Let us consider a matrix on the scale of spaces Hs(K)
L = D +R
with D a diagonal matrix
D = diag(dk)k∈K = diag(iω · l + iaµj)a=±,j∈Λ+,l∈Zd ,
µj ∈ R , µj = (j + ρ)2 − ρ2 + m + rj , sup
j∈Λ+
|rj | <∞
and iσ3R is a self-adjoint, bounded matrix with finite s-decay norm for all s < q−ν0.
Moreover we assume that R is To¨plitz in time and, for all ϕ ∈ Td, the vector field
R(ϕ)w is Hamiltonian; see Definition 2.
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We construct a canonical ϕ-dependent change of variables Φ which diagonalises
L apart from a small remainder; precisely Φ(ϕ) = eA(ϕ) is the time-1 flow map
generated by a linear ϕ-dependent Hamiltonian system of the form
x˙ = A(ϕ)x
and we choose the matrix A so that it solves the homological equation
ΠNR+ [A, D] = diag(R) , (3.6)
where [A,B] := AB−BA. The smoothing operator ΠN defined in (2.9) is necessary
for technical reasons: it is used in order to obtain suitable estimates on the high
norms of the transformation Φ, when the nonlinearity is merely differentiable.
By (3.6), in the new variables we have the conjugated matrix
L1 := e
A
Le−A = eadAL = D +ΠNR+ [A, D] +R1 = D1 +R1
D1 := D + diag(R)
R1 := Π
⊥
NR+
∑
m≥2
1
m!
[A,diag(R)−ΠNR]m−1 +
∑
m≥1
1
m!
[A,R]m,
(3.7)
where [A,B]m := [A, [A,B]m−1] and Π⊥N := 1 − ΠN . Note that D1 has the same
form as D; in particular
D1 = diag(dk)k∈K = diag(iω · l + iaµ(1)j )a=±,j∈Λ+,l∈Zd ,
µ
(1)
j ∈ R , µ
(1)
j = (j + ρ)
2 − ρ2 + m + r(1)j , sup
j∈Λ+
|r(1)j | <∞.
In order to solve the homological equation (3.6) we simply note that
[A, D]k
′
k = A
k′
k (dk′ − dk) (3.8)
and hence we can set
Ak
′
k =

Rk
′
k
dk − dk′
, 0 < dist(k, k′) ≤ N,
0, otherwise.
(3.9)
Moreover, defining
S+ := {λ ∈ S : |dl,j,a − dl′,j′,a′ | > γ|l − l′|−τ , for all 0 < |l − l′| ≤ N}
one has the bound
|A|s,γ,S+ ≤ CN2τ+1γ−1|R|s,γ,S . (3.10)
Finally A is To¨plitz in time and Φ is a canonical change of variables provided that
|R|s is small enough for some s.
The eigenvalues µ
(1)
j satisfiy
|µ(1)j − µj |lip = |r
(1)
j − rj |lip = |diag(R)|lip ≤ |R|lips0 , j ∈ Λ+, (3.11)
while the remainder R1 satisfies
|R1|s,γ ≤ C(s)(N−β |R|s+β,γ +N2τ+1γ−1|R|s,γ |R|s0,γ),
|R1|s+β,γ ≤ C(s+ β)(|R|s+β,γ +N2τ+1γ−1|R|s+β,γ |R|s0,γ).
(3.12)
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3.2 The iterative Lemma
We now iterate the procedure above infinitely many times. Throughout the pro-
cedure we shall keep track of the parameter γ since eventually we want to fix it
so that it is small with ε. On the other hand we will systematically ignore the
constants not depending on the iteration step, ε and γ.
Lemma 2 Let q > s0 + β + ν0 + 2 and set S0 := Cε and L0 := (ω · ∂ϕ) + iLε; see
(1.9). There exist a constant C0 > 0 and N0 ∈ N large (independent of ε, γ), such that
if
εNC00 γ
−1|T |s0+β,γ ≤ 1, (3.13)
then, for any n ≥ 1, if we set Nn := N (
3
2
)n
0 the following holds.
(S1)n Setting
Sn :=
{
λ ∈ Sn−1 : |λω˜ · l+aµ(n−1)j (λ)−a′µ
(n−1)
j′ (λ)| ≥
γ
〈l〉τ ,
∀ |l| ≤ Nn−1, (j, a) 6= (j′, a′) ∈ Λ+ × {−1, 1}
}
,
(3.14)
then, for all λ ∈ Sn, we can apply the KAM step described in Section 3.1 to Ln−1,
namely there exists a To¨plitz in time matrix An−1 which defines a canonical change
of variables Φn−1 : Hs(Λ+×{−1, 1})→ Hs(Λ+×{−1, 1}) with Φn−1 := eAn−1 such
that
Ln := Φ
−1
n−1Ln−1Φn−1 := ω · ∂ϕ + iDn +Rn,
Dn = diag(aµ(n)j )a=±,j∈Λ+ ,
µ
(n)
j = µ
(n)
j (λ) = (j + ρ)
2 − ρ2 + m + r(n)j (λ) ∈ R,
(3.15)
with
|r(n)j |γ := |r
(n)
j |γ,Sn ≤ εC, (3.16)
and the vector field Rn is Hamiltonian.
(S2)n The matrix An−1 satisfies
|An−1|s,γ ≤ ε|T |s+β,γN2τ+1n−1 N−β+1n−2 . (3.17)
(S3)n For all s ∈ [s0, s2] one has
|Rn|s,γ ≤ ε|T |s+β,γN−β+1n−1 ,
|Rn|s+β,γ ≤ ε|T |s+β,γNn−1,
(3.18)
(S4)n For all j ∈ N there exists Lipschitz extensions µ˜(n)j (·) : I → R of µ
(n)
j (·) :
Sn → R, such that one has
|µ˜(n)j − µ˜
(n−1)
j |γ ≤ |Rn−1|s0,γ . (3.19)
Sketch of the proof. We proceed by induction. The case n = 1 follows by the small-
ness hypothesis. Indeed (3.13) implies the smallness of |R0|s0+β,γ which in turn
by (3.10) implies that |A0|s0+β,γ < 1/2. Then Ψ0 is well defined and the bounds
(3.16), (3.18) and (3.17) as well as (S4)1 follow by (3.12) and (3.11). Recall that
by the Kirszbraun Theorem we can extend r
(1)
j (λ) to a Lipschitz function on the
whole interval I = [1/2, 3/2].
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For n ≥ 2 we start by defining An−1 on the set Sn using the homological
equation (3.6) with A  An−1 and R  Rn−1; in particular r(n)j = r
(n−1)
j +
(diag(Rn−1))j so that the bound (3.16) follows by the inductive hypothesis and
hence (S1)n follows. Then (3.10) together with (S3)n−1 directly implies (S2)n.
To prove (S3)n we use (3.12) and (S3)n−1; precisely we have that Rn is defined
as in (3.7) (with clearly R1  Rn) and hence it satisfies the bound (3.12) with
N  Nn−1. But then we may use (S3)n−1 and obtain
|Rn|s,γ ≤ C(s)ε|T |s,γ(N−βn−1Nn−2 + γ−1ε|T |s0+β,γN2τ+1n−1 N−2β+2n−2 )
(3.13)
≤ C(s)ε|T |s,γ(N−
3
2
β+1
n−2 +N
3τ−2β+ 7
2
n−2 )
which implies the desired bound since β = 6τ + 5. The second bound in (3.18)
follows similarly. Finally (S4)n follows by the Kirszbraun Theorem.
3.3 Proof of Theorem 3.1
First we verify that the hypotheses of Theorem 3.1 imply those of Lemma 2.
Indeed, since s0 + ν0 < s0 + β < q − 2, we can apply Remark 3. Then, by (2.12)
we have:
εNC00 γ
−1|T |s0+β,γ ≤ εC(s0 + β)NC00 γ−1;
recalling that N0, C0, C(s0 + β) are independent of ε, γ this is smaller than 1 pro-
vided εγ−1 is small enough, which amounts to taking 0 small in Theorem 3.1.
Now we have to prove that the iteration described in Lemma 2 converges. We
show that there exists the “limit” change of variables Ψ∞. For any λ ∈ ∩n≥0Sn we
define
Ψn := Φ0 ◦ Φ1 ◦ . . . ◦ Φn (3.20)
and we note that Ψn+1 = Ψn ◦ Φn+1. Then, one has
|Ψn+1|s0,γ
(2.8b)
≤ |Ψn|s0,γ + C|Ψn|s0,γ |1− Φn+1|s0,γ
(3.17)
≤ |Ψn|s0,γ(1 + δ(0)n ), (3.21)
where we used that Φn = e
An and we have defined
δ
(s)
n := εKγ
−1N2τ+1n+1 N
−β+1
n |T |s,γ , (3.22)
for some constant K > 0. Now, by iterating (3.21) and using the (3.13), (3.17), we
obtain
|Ψn+1|s0,γ ≤ |Ψ0|s0,γ
∏
n≥0
(1 + δ
(s0)
n ) ≤ 2 . (3.23)
The estimate on the high norm follows by interpolation and one obtains
|Ψn+1|s,γ≤C(s)
(
1 + εγ−1|T |s+β,γ
)
. (3.24)
Thanks to (3.24) one easily sees that the sequence Ψn is a Cauchy sequence w.r.t.
the norm | · |s,γ ; in particular one has
|Ψn+m − Ψn|s,γ ≤ C(s)εγ−1|T |s+β,γN−1n . (3.25)
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As a consequence one has that Ψn
|·|s,γ→ Ψ∞ and (3.5) is verified.
Let us now define for j ∈ Λ+,
µ∞j := lim
n→+∞ µ˜
(n)
j (λ) = (j + ρ)
2 − ρ2 + m + lim
n→+∞ r˜
(n)
j (λ) (3.26)
and note that, for any n ∈ N, j ∈ Λ+, one has
|µ∞j − µ˜(n)j |γ,I ≤
∞∑
m=n
|µ˜(m+1)j − µ˜
(m)
j |γ,I
(3.13),(3.19),(3.18)
≤ γN−β+1n−1 . (3.27)
Hence we have proved that for all λ ∈ ∩n≥0Sn the linear operator Lε is conjugated
via Ψ∞ to L∞; see (3.4).
In order to conclude the proof of Theorem 3.1 we only need to prove that
S∞ ⊆
⋂
n≥0
Sn. (3.28)
We show by induction that for any n > 0 then S∞ ⊆ Sn. By definition we have
S∞ ⊆ S0 := Cε. Assume that S∞ ⊆ ∩np=0Sp, so that the µ(n)j ’s are well defined and
coincide with their extension. Then, for any fixed (j, a), (j′, a′) ∈ Λ+×{−1, 1}, and
any l ∈ Zd we have
|ω · l + aµ(n)j − a′µ
(n)
j′ |
(3.3),(3.27)
≥ 2γ〈l〉τ − 2γN
−β+1
n−1 . (3.29)
Now, since |l| ≤ Nn and β = 6τ + 5, we have
|ω · l + aµ(n)j − a′µ
(n)
j′ | ≥
γ
〈l〉τ , (3.30)
which implies S∞ ⊆ ∩n+1p=0Sp. Hence the assertion follows.
3.4 Measure estimates
We define the set of “resonant parameters”, namely
R :=
⋃
l∈Zd
⋃
j,j′∈Λ+
a,a′∈{−1,1}
(j,a) 6=(j′,a′)
Rl,j,j′,a,a′ ,
Rl,j,j′,a,a′ :=
{
λ ∈ I : |λω˜ · l+aµ∞j (λ)−a′µ∞j′ (λ)| ≤ 2γ〈l〉τ
} (3.31)
and we want to prove that meas(R) = O(γ); clearly this implies that meas(S∞) ≥
meas(Cε) − O(γ) = 1 − C0ε1/S − C1γ so that by choosing γ = ε1/S one has
meas(S∞)→ 1 as ε→ 0. Note that this choice of γ is compatible with the smallness
condition (3.13).
First of all we note that (j, a) 6= (j′, a′) implies
|aµ∞j (λ)−a′µ∞j′ (λ)| ≥ 58 − Cε .
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Then, for all (j, a) 6= (j′, a′) the condition
|λω˜ · l+aµ∞j (λ)−a′µ∞j′ (λ)| ≤ 2γ〈l〉τ
implies that
|ω˜ · l| ≥ 2
3
(
5
8
− Cε− 2γ
)
≥ 1
3
.
This means that if |ω˜ · l| < 1/3, then Rl,j,j′,a,a′ = ∅. Otherwise if |ω˜ · l| ≥ 1/3, one
has (since the µ∞j ’s are Lipschitz functions on the whole interval I)
|ω˜ · l| − 2 sup
j∈Λ+
|µ∞j (λ)|lip ≥ 13 − Cεγ
−1 ≥ 1
4
,
which implies the measure estimate
meas(Rl,j,j′,a,a′) ≤ 8γ〈l〉−τ .
Now we claim that
|a(j + ρ)2 − a′(j′ + ρ)2| > 6|l| (3.32)
implies Rl,j,j′,a,a′ = ∅. For l = 0 this is trivial by the definition of µ∞j . For l 6= 0
(3.32) implies
|aµ∞j − a′µ∞j′ | > 3|l| ≥ 2|λ||ω˜|1|l|
and our claim follows.
Finally, the negation of (3.32) implies |j|, |j′| < 9|l| so that we can bound
meas(R) ≤ Cγ
∑
l∈Zd
〈l〉2−τ
and the wanted measure estimate follows for τ > d+ 2.
4 Proof of Theorem 1.2
Assume that q > (15d + 57)/2 and take s0 = 1 + d/2 in Definition 1. Then set
τ = d + 3 so that α = 7d + 26, s2 = min(q − 7d − 55/2, s1 − 7d − 26). It is
easily seen that these choices of parameters satisfy all the constraints in Theorem
3.1. Fix γ = ε1/S with S given in Theorem 1.1. Since with this choice εγ−1 is
small with ε, then Theorem 1.2 follows from Theorem 3.1 by choosing D = D∞,
Ψ = Ψ∞ and S = S∞. The measure estimate (1.12) follows by Section 3.4 since
the complementary to S∞ in I is R.
Finally, in order to prove (1.16), we observe that∣∣∣‖h(t)‖s2 − ‖h(0)‖s2 ∣∣∣ ≤ (4.1)
≤
∣∣∣‖h(t)‖s2 − ‖v(t)‖s2 ∣∣∣+ ∣∣∣‖v(t)‖s2 − ‖v(0)‖s2 ∣∣∣+ ∣∣∣‖v(0)‖s2 − ‖h(0)‖s2 ∣∣∣ .
Now, the second term in the r.h.s. of (4.1) is identically zero, while the first and
the third can be estimated via (1.15), obtaining∣∣∣‖h(t)‖s2 − ‖h(0)‖s2 ∣∣∣ ≤ Cεa(1 + ‖uε(λ)‖s2+α)(‖h(t)‖s2 + ‖h(0)‖s2)
which implies (1.16).
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5 Final remarks and open problems
For the sake of simplicity, we confined ourselves to the case of SU(2) and SO(3).
However, the only important conditions are the fact that Λ+ is one-dimensional
and that the eigenspaces of the Laplacian restricted to the subspace of central
function are one-dimensional. This means that our results extends directly to the
case of spherical varieties of rank 1 provided that we restrict ourselves to symmetric
functions.
It seems extremely reasonable that most results that hold true for tori can be
extended to the case of homogeneous manifold (indeed the harmonic analysis is
very similar), provided that one restricts him/herself to central functions in order
to avoid multiplicity of the eigenvalues.
A very natural question is whether the reducibility results by Eliasson-Kuksin
[14,15] (at least in the simplified case considered in Procesi-Xu [26]) can be ex-
tended also to this setting. In other words, this would mean to be able to extend
the result of the present paper to the case of arbitrary rank. Of course, the KAM
scheme works regardless of the rank: the problem concerns only the measure es-
timates. Indeed, in the case of rank greater than 1, equation (3.32) does not im-
ply |j|, |j′| < 9|l| and hence the union in (3.31) may cover the whole interval I.
In order to overcome this difficulty, one needs more precise information on the
eigenvalue asymptotics. This would require a suitable extension of the notion of
To¨plitz-Lipschitz or quasi-To¨plitz matrices, which is most probably feasible but
technically extremely complicated.
Another interesting problem would be to consider also autonomous equations.
This is related to a better understanding of the Birkhoff normal form on compact
manifolds. This is still an open problem, except for the case of tori and Zoll man-
ifolds. Naturally, there should be no problem in the case of SU(2) or objects of
rank 1. For more general Lie groups, in principle one can compute the Birkhoff
normal form by using the eigenfunction multiplication rules ([8], formula (2.20));
however, it would probably require some very heavy computations and it is not
clear which kind of information one can obtain in this way.
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