Complexité palindromique des mots et des arbres by Lafrenière, Nadia
U IVERSITÉ DU QUÉBEC À MONTRÉAL 
COMPLEXITÉ PALINDROMIQUE DES MOTS ET DES ARBRES 
MÉMOIRE 
PRÉSE TÉ 
COMME EXIGE CE PARTIELLE 
DE LA MAÎTRISE EN MATHÉMATIQUES 
PAR 
ADIA LAFRE IÈRE 
JA VIER 2016 
UNIVERSITÉ DU QUÉBEC À MONTRÉAL 
Service des bibliothèques 
Avertissement 
La diffusion de ce mémoire se fait dans le respect des droits de son auteur, qui a signé 
le formulaire Autorisation de reproduire et de diffuser un travail de recherche de cycles 
supérieurs (SDU-522 - Rév.O? -2011) . Cette autorisation stipule que «conformément à 
l'article 11 du Règlement no 8 des études de cycles supérieurs, [l 'auteur] concède à 
l'Université du Québec à Montréal une licence non exclusive d'utilisation et de 
publication de la totalité ou d'une partie importante de [son] travail de recherche pour 
des fins pédagogiques et non commerciales. Plus précisément, [l 'auteur] autorise 
l'Université du Québec à Montréal à reproduire , diffuser, prêter, distribuer ou vendre des 
copies de [son] travail de recherche à des fins non commerciales sur quelque support 
que ce soit, y compris l'Internet. Cette licence et cette autorisation n'entraînent pas une 
renonciation de [la] part [de l'auteur] à [ses] droits moraux ni à [ses] droits de propriété 
intellectuelle . Sauf entente contraire, [l 'auteur] conserve la liberté de diffuser et de 
commercialiser ou non ce travail dont [il] possède un exemplaire. " 
REMERCIEMENTS 
J 'aimerais d 'abord remercier mes deux directeurs, Srecko Brlek et Xavier Pro-
vençal pour leur présence, leur support et l'opportunité d 'aller en France. Srecko , 
tu m'as fait aimer la combinatoire des mots. Ton support , moral et financier , ta 
légèreté et ton amour de la bouffe sont des qualités grandement appréciées. Merci 
Xavier pour l'accueil à Chambéry, ta minutie, ta disponibilité , l'introduction à la 
géométrie discrète et les excursions à la montagne. 
Merci à Christophe Reutenauer et Alexandre Blondin Massé qui ont accepté de 
lire mon mémoire et qui ont formulé des remarques visant son amélioration. Je 
leur en suis très reconnaissante. 
Sébastien Labbé m'a outillée pour mieux utiliser un ordinateur et m'a introduite 
au développement de Sage, en plus de s 'être intéressé à ma recherche; je l'en 
remercie grandement ! 
Je ne saurais assez remercier celles et ceux avec qui j'ai organisé de mult iples 
projets : Sébastien Ouimet , Mélodie Lapointe, Rachel Beaulieu-Salamido, Alex 
Provost, Jean-François Arbour et Stéphanie Schanck. Vous êtes de formidables 
amies et amis, dont j'ai toujours à apprendre de l'ouverture. Merci d'avoir par-
tagé mes réflexions tout au long de mon cheminement en mathématiques et de 
m'accompagner dans mes idées. 
Je remercie Franco Saliola et Alexandre Blondin Massé pour leur bonne humeur 
lV 
et leur enthousiasme contagieux. De par votre enseignement ou les activités de 
recherche, vous avez su faire grandir ma passion pour les mathématiques et la 
combinatoire. 
Merci également à Christophe Hohlweg pour ses encouragements tout au long 
de mes études. Tu es le premier à avoir cru en moi à un moment où je n 'aurais 
pas envisagé poursuivre mes études aussi loin. Merci à Jérôme Tremblay et Jo-
hanne Patoine de nous épauler dans chaque problème qui survient dans une vie 
de laboratoire et d'en faire un endroit aussi agréable. 
Herman Goulet-Ouellet , Émile Nadeau et P auline Hubert font du LaCIM un en-
droit où il fait si bon travailler. Merci! Merci à celles et ceux qui ont fait de 
mon séjour au LAMA un meilleur moment : Rodrigo Dorantes-Gilardi , Charlotte 
Perrin , Michel Raibaut et Tom Hirschowitz . 
Merci enfin à mon père, Gilbert , et ma sœur , Laurence, pour leurs encouragements 
sans limites. 
TABLE DES MATIÈRES 
TABLE DES FIGURES . vu 
LISTE DES TABLEAUX 1x 
RÉSUMÉ . . . . . . . . X l 
E GLISH ABSTRACT xm 
Il TRODUCTION 1 
P RÉLIMI AIRES 5 
CHAPITRE I 
COMPLEXITÉ ET DÉFAUT PALI DROMIQUES DES MOTS INFI IS. 19 
1. 1 ombre de palindromes et défaut . . . . . . . . 19 
1.2 CT-Défaut des mots finis . . . . . . . . . . . . . . 22 
1.2.1 Un algorithme pour calculer le CT-défaut 24 
1.3 CT-Défaut des mots infinis . . . . . . . . 26 
1.3.1 CT-Défaut des mots périodiques . 27 
1.3.2 CT-Défaut des mots apériodiques 35 
CHAPIT RE II 
UNE IDENTITÉ DE BRLEK ET REUTENAUER. 39 
2.1 Complexité palindromique et complexité en facteurs . 
2.2 L'identité en question . 
2.3 Mots finis ....... .. . . .. . . 
2.4 Mots périodiques .. .... · .... . 
2.5 Mots dont le langage est fermé par e 
2.5.1 Exemples de mots dans cette classe 
2.5.2 Théorème principal .... . . 
2.6 Mots uniformément récurrents ...... . 
2.7 Points fixes de morphismes primitifs .. . 
2.8 Une identité vraie pour les mots récurrents? 
2.8.1 Mots ayant un nombre fini de palindromes 















LA COMPLEXITÉ PALI DROMIQUE DES ARBRES. 75 
3.1 Une famille d'arbr s avec beaucoup de palindromes 78 
3.1.1 Quelques éléments de combinatoire additive 79 
3. 1.2 La construction en « forme de peigne » 82 
3.2 Vers une borne maximale 85 
3.2.1 Arbres dans Ti et T2 . . . . . . . . . . 86 
3.2.2 Arbres dans T3 et Tt . . . . . . . . . . 87 
3.2.3 Hypothèses pour la construction d'arbres avec un grand nombre 
de palindromes distincts . . . . . . 95 
3.2.4 La résolution du problème général 98 
CONCLUSION 101 
BIBLIOGRAPHIE 103 
TABLE DES FIGURES 
Figure Page 
0.1 Un graphe simple, avec (à gauche) et sans (au centre) cycle. À 
droite, un graphe étiqueté par l'alphabet {a , b, c}. . . . . . . . 14 
0.2 Graphe de Rauzy r 3 (Fib) et graphe de Rauzy réduit r ;(Fib) du 
mot de Fibonacci. . . . . . . . . . . · . . . . . . . . . 16 
1.1 Le mot de Christoffel qui code la droite de pente ~. 20 
1.2 L'ajout d 'une lettre à un mot crée au plus un Cl-palindrome original. 23 
1.3 Les mots aquaplane et ombrelle vus comme mots circulaires. . . . 29 
1.4 Le chevauchement de Cl-palindromes implique une structure parti-
culière. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33 
1.5 Le produit de deux Cl-palindromes appétit et sa représentation comme 
mot circulaire .. . . . . 34 
2.1 Graphes Grd (Fib , 3) et G s(Fib, 3) du mot de Fibonacci. 59 
2.2 Pour un facteur de longueur n et une arête du graphe G (T ( w , n) 
donnés, il existe un unique facteur de w correspondant à l'étiquette. 60 
2.3 Une chaîne de longueur m + 1 dans G(T(w , n). .. 61 
2.4 Récurrence sur les facteurs spéciaux droits du mot v. 64 
2.5 Préfixe de w terminant par le premier mot de B-retour complet de u. 66 
2.6 Structure der, un mot de B-retour complet de u dans w . 67 
2.7 Mots de B-retour complet de s et des dans w . 68 
Vlll 
3. 1 Un arbre filiforme représente une paire formée d 'un mot et de son 
1mage m1ro1r. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75 
3.2 Le domaine fond amental du graphe de Christoffel associé au vecteur 
(2 , 3, 5). . . . . . . . . . . . . . . . . . . . . . . . . 77 
3.3 Un arbre avec 6 arêtes et 7 palindromes non-vides. . 77 
3.4 Le peigne Qp,f3 · 82 
3.5 L'arbre QP. . . 85 
3.6 Un arbre de T?_ . 87 
3.7 La connexité de l'arbre S est garantie par le fait que c'est une 
restriction d 'un arbre de ~- . . . . . . . . . 89 
3.8 La destruction d'une rupture sur la lettre b. 92 
3.9 La forme de l'arbre S' . . . . . . . . . . . . . 93 
3.10 La structure de l'arbre T' , dont les chaînes maximales sont des 
palindromes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96 
3.11 Un triplet de nœuds dont les chaînes entre chaque paire forme un 
palindrome est isomorphe à une partie du peigne. . . . . . . 97 
3.12 Un arbre double qui déterminise le langage d 'un autre arbre. 99 
LISTE DES TABLEAUX 
Tableau Page 
0.1 Quelques mots de retour complet de facteurs du mot mentalement. 13 
1.1 Lacunes et longueurs des plus longs CJ-palindromes suffixes des pré-
fixes d'institution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23 
1.2 Lacunes et longueurs des plus longs CJ-palindromes suffixes des pré-
fixes d'appétit. . . . . . . . . . . . . . . . . . . . . . . . . . . 34 
2.1 Complexités palindromique et en facteurs du mot institution. 44 
3. 1 La table d 'addition d 'un ensemble de Sidon. . . . . . . . . . 79 

RÉSUMÉ 
Ce mémoire concerne l'étude des palindromes, soit les mots qui se lisent de la 
même façon de gauche à droite et de droite à gauche. On s' intéresse au nombre de 
facteurs palindromes d 'un mot , c'est-à-dire de suites cont iguës de lettres qui sont 
des palindromes. On élargit la portée de théorèmes connus aux Cl-palindromes, une 
variante qui permet de considérer des t ransformations différentes de l'image miroir. 
On choisit alors Cl comme une permutation involut ive des lettres de l'alphabet et 
un Cl-palindrome est un point fixe de la composit ion du miroir et de O". On expose 
des algorithmes permettant de calculer le nombre de Cl-palindromes et le Cl-défaut , 
une mesure de densité en Cl-palindromes originaux. On établit aussi une relation 
ent re le Cl-défaut et le nombre de facteurs et de Cl-palindromes de chaque longueur , 
qui s'applique tant aux mots finis qu 'aux mots infinis qui sont aussi périodiques, 
fermés par la composit ion de Cl et de l'opérateur miroir , unifo rmément récurrents 
ou points fixes de morphismes primit ifs. 
On considère ensuite des arbres finis dont les arêtes sont étiquetées par des lettres. 
La t race d 'un chemin de l'arbre définit un mot qui appart ient au langage de l'arbre. 
On se penche sur le nombre maximal de palindromes que peut contenir un tel 
arbre. On remarque alors que ce nombre est plus grand que l'analogue pour les 
mots. On fournit enfin une borne asymptotique du nombre de palindromes dans 
les arbres ayant une certaine structure et on survole la résolut ion du problème 
général, récemment découverte. 
Mots-clefs : Combinatoire des mots , palindromes, complexité palindromique, 
pseudopalindromes, défaut palindromique, arbres . 

ENGLISH A B STRACT 
English t itle: Palindromic Complexity Of Words And Trees 
This t hesis concerns the study of palindromes (words that read the same from left 
to right and from right to left) . We are interested in the number of cont iguous 
subsequences of letters that are palindromes. We extend sorne already known theo-
rems to 0"-palindromes, a variation that allows considering other transformations 
than the reversai. We choose O" to be an involut ive permutation of the letters of t he 
alphabet and we say that a O"-palindrome is a fixed point of the composition of the 
reversai and O". We expose algorithms to compute the number of O"-palindromes 
and the O"-defect , a measure of density of original O"-palindromes. We establish a 
relation between the O"-defect and both t he factor and palindromic complexit ies . 
This equation is t rue for finite words, as well as periodic words, uniformly recur-
rent words, fixed points of primit ive morphisms and words that are closed under 
the composit ion of O" and the reversai. 
We also consider finite t rees that are labelled by letters. The t race of a path defines 
a word that belongs to the language of the t ree. We study the maximum number of 
palindromes in such t rees. We notice that this number is larger than the maximum 
number of palindromes in words. We provide, finally, an asymptotic bound for the 
number of palindromes in trees having a given structure, and explain how the 
global problem was recent ly solved. 
K eywords : Combinatorics on words, palindromes, palindromic complexity, pseudo-
palindromes, palindromic defect , t rees. 

INTRODUCTION 
La question de l'étude des régularités dans les suites de symboles a été posée for-
mellement pour une des premières fois par Axel Thue (Thue, 1906; Thue, 1912). 
Il cherchait alors à connaître l'existence de mots sans carré (des répétitions d'un 
même mot , comme couscous). Ses travaux ont non seulement contribué à l'étude 
du sujet , mais Axel Thue est surtout reconnu pour avoir introduit une étude sys-
tématique des mots. 
Si les carrés ont été étudiés, ce ne sont pas les seules répétitions qui ont été à 
l'honneur de travaux effectués surtout depuis la deuxième moitié du xxe siècle. 
Les chevauchements , les cubes et les plus grandes puissances ont également fait 
l'objet de recherches. Certains motifs sont aussi étudiés à travers la périodicité 
qu 'ils induisent : un résultat de athan J. Fine et Herbert S. Wilf (Fine et Wilf, 
1965) permet en effet de résoudre des équations sur les occurrences multiples de 
mot ifs. 
Bien entendu, une question qui s'est posée est de savoir si un motif existe toujours 
- c'était d'ailleurs la question d 'Axel Thue - mais aussi de compter ses occurrences. 
D'autres formes de répétitions ont été étudiées, parfois à permutation des lettres 
près. Un motif intéressant est le palindrome, qui est un mot ayant un axe de 
2 
symétrie en son centre. Il est d 'ailleurs l'obj et de ce mémoire, de pair avec une de 
es généralisation , les pseudopalindromes ou O"-palindromes. 
L'étude des complexités palindromique et en facteurs permet aussi d'obtenir des 
résultats intéressants en théorie des nombres. P ar exemple, pour tout nombre al-
gébrique irrationnel, la complexité en facteurs - le nombre de facteurs de chaque 
longueur - des décimales du nombre est bien plus que linéaire (Adamczewski 
et al. , 2004) et il est conjecturé que tous les nombres algébriques irrat ionnels 
atteignent la complexité maximale (Adamczewski et Bugeaud , 2010). 
Les palindromes jouent aussi leur rôle. Par exemple, soit un mot infini x sur un 
alphabet constitué d 'entiers positifs et dont les lettres représentent l'expansion en 
fraction continue : 
Si x a des préfixes palindromes arbit rairement longs , alors le nombre [x] est soit 
quadratique ou transcendant (Adamczewski et Bugeaud, 2007). D'autre ré ultats 
sur les occurrences de palindromes en théorie de nombres peuvent être trouvés 
dans (Allouche et Shallit , 2000), notamment. 
Les O"-palindromes - une généralisation des palindromes, où on remplace l'opé-
rateur miroir par n 'importe quel antimorphisme involutif - ont été introduits en 
combinatoire des mots dans le contexte de l'étude de la périodicité (Anne et al., 
2005; de Luca et de Luca, 2006). Parallèlement , ils ont été largement étudiés en 
bio-informatique : appelés palindromes de Watson-Crick (Kari et al. , 2002 ; Hus-
sini et al. , 2003; Kari et Mahalingam, 2010), ils représentent , dans le langage de 
la combinatoire des mots , une paire de mots qui sont l'image l'un de l'autre par la 
composit ion du miroir et d 'une involut ion sur les lettre . L'alphabet {A , C, T , G} 
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code les suites de nucléotides des brins d 'AD . Dans la structure à double hélice 
antiparallèle de l'AD , les nucléotides de cytosine ( C) et de guanine ( G) inter-
agissent entre eux à travers trois liaisons d'hydrogène, alors que ceux d'adénine 
(A) et de thymine (T) se combinent à t ravers deux liaisons d'hydrogène. Ainsi, 
pour CT : {A +--7 T , C +--7 G} , deux brins d 'AD s'apparient complémentairement ; 
les nucléotides du deuxième sont l'image par l'antimorphisme involutif po CT de 
ceux du premier , où p symbolise le miroir. 
Ce mémoire est divisé de la façon suivante. La terminologie et des propositions 
célèbres en combinatoire des mots sont d 'abord présentées. Au chapitre 1, on 
étudie le nombre de CT-palindromes dans les mots finis et infinis et on montre 
comment le calculer. La notion de CT-défaut est aussi introduite comme une me-
sure de densité de CT-palindromes distincts, particulièrement dans les mots infinis. 
Une façon explicite de le calculer est élaborée et on présente quelques résultats 
sur les CT-palindromes et le CT-défaut des mots périodiques, sturmiens et le mot 
de Thue-Morse. Une partie du contenu de ce chapitre a été publiée dans la revue 
Fundamenta Informaticae (Brlek et Lafrenière , 2014). 
Le chapitre 2 s'attarde au lien entre les complexités en facteurs et CT-palindromique 
de certaines familles de mots. On lie ces deux valeurs avec le CT-défaut, défini 
au chapitre 1. Ce faisant , on généralise une identité de Srecko Brlek et Chris-
tophe Reutenauer d 'abord définie pour les palindromes t raditionnels, en établis-
sant l'exactitude d 'une relat ion pour les mots finis , périodiques, uniformément 
récurrents , points fixes de morphismes primitifs et fermés par un antimorphisme 
involutif. 
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Le chapitre 3, finalement , introduit le langage d'un arbre et compte le nombre 
maximal de palindromes qu 'il contient . Il présente des résultats asymptotiques , 
que nous avons publiés récemment (Brlek et al. , 2015) , sur le décompte des 
palindromes. On présente de plus une conjecture sur le nombre maximal de palin-
dromes dans n 'importe quel arbre, et sa résolution publiée par une autre équipe 
de chercheurs (Gawrychowski et al., 2015). 
PRÉLIMINA IRES 
Un alphabet fini ~ est un ensemble fini de symboles. Ses éléments sont appelés 
lettres et un mot w = w1 w2 . .. Wn est une suite finie de let tres de ~ . 
L'ensemble de tous les mots est le monoïde libre sur ~ et est dénoté ~* . L'élément 
neut re du monoïde est notéE et désigne le m ot vide, et l'opération associative est 
la concaténation. La longueur d 'un mot w, notée [w[, est son nombre de lettres . 
On définit le demi-groupe des mots non-vides ~+ comme l'ensemble des mots finis 
à l'exception de é . 
De façon analogue, on définit un mot infini comme une suite ordonnée infinie de 
symboles de l'alphabet. On note l'ensemble des mots infinis ~w . 
Facteurs . Un f acteur d'un mot w est une sous-suite contiguë de lettres de w. 
Un facteur de w qui apparaît au début du mot est appelé préfixe, et un qui est 
placé à la fin du mot est un suffixe de w. On ut ilise la notation .C (w) pour désigner 
le langage de w , c'est-à-dire l'ensemble de ses facteurs. Sa restriction aux facteurs 
de longueur n est notée .Ln ( w). 
La complexité en facteurs est la fonction 
C : (~ * u ~w) x N -1 N 
(w, n) r---t # .Cn(w). 
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Exemple 0.0.1. L'ensemble des facteurs du mot allô est 
{c, a, l , ô, al , ll , l ô, all , llô , all ô}. 
La fonction de complexité du mot vaut (1 , 3, 3, 2, 1) pour le quintuplet d 'entiers 
(0, 1, 2, 3, 4), puis 0 pour toutes les autres valeurs. 
Proposition 0.0.2 (Lemme 7. 1, (Morse et Hedlund , 1938)) . Pour tout mot infini 
w , C ( w , n) est une fo nction croissante. 
Démonstration. Pour tout facteur u de longueur n, il existe au moins un facteur 
de longueur n + 1 qui débute par u , par exemple celui qui débute à la même 
position que la première occurrence de u. 0 
Un facteur u est dit spécial gauche s'il existe au moins deux lettres a et b telles 
que auE J: (w) et bu E J: (w). On définit de manière similaire les fa cteurs spéciaux 
droits. 
Mots périodiques. Une période d 'un mot w est un entier m :S lwl tel que 
wi = Wi+m pour tout i :S lwl -m. Un facteur u est dit primitif s' il n 'est pas une 
puissance d 'un autre mot , c'est-à-dire s'il n 'existe pas d 'entier k ::::: 2 et de mot v 
tels que u = vk. 
Si un mot w possède une période, il est dit périodique. Tous les mots finis sont 
périodiques (de période lw!). Un mot w est dit ultimement périodique s'il est la 
concaténat ion d 'un mot fini u et d'un mot périodique vw : w = uvw. 
Exemple 0.0.3. Le mot entente a pour plus petite période l'entier 3 : ent · ent · e. 
7 
Exemple 0.0.4. L'écriture décimale de ~ 1 est ultimement périodique : 0.39(285714)w. 
Par ailleurs, l'écriture décimale de tout nombre rationnel est ult imement pério-
dique. 
Récurrence. Pour un mot fini w et une lettre a, on note Jwla le nombre d'oc-
cmTences de a dans w. On note de façon analogue le nombre d 'occurrences du 
facteur u dans le mot w par Jwlu · 
Un mot infini w est dit récurrent si Jwlu = oo pour tout facteur u . Il est dit 
uniform ém ent récurrent si de surcroît la distance ent re deux occurrences consé-
cut ives de n 'importe quel facteur est bornée. Par exemple, les mots périodiques 
sont uniformément récurrents. 
Proposition 0.0.5 ((Allouche et Shallit, 2003) , proposition 10.8.4) . Un mot est 
récurrent si et seulement si chacun de ses préfixes a au moins deux occurrences. 
Morphismes de mots . Un morphisme de monoïdes est une fonct ion qui pré-
serve la structure : 
'ljJ :M-*M' 
uv H 'ljJ(u)'ljJ (v). 
Il est facile de voir que l'ident ité satisfait les condit ions pour être un morphisme. 
Pour le monoïde libre .B*, un morphisme de mots est une fonction 'ljJ : .B* --* .B* 
qui a la propriété d 'être compatible avec la concaténat ion : 'ljJ(uv) = 'ljJ (u)'ljJ(v ), 
pour tous u , v E .B*. 
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Un morphisme de mot 'ljJ est dit primitif d 'ordre k si pour toute lettre a , 'lj;k(a) 
contient toutes les lettres de l'alphabet. 
Exemple 0.0.6. Considérons l'alphabet {a , b} et soit le morphisme 
f.l : a f---7 ab , b f---7 ba. 
Ce morphisme est primitif d'ordre 1. En effet , les deux lettres de l'alphabet ap-
paraissent dans f.l(a) et dans f.l(b). 
Ce morphisme sera présenté à plusieurs reprises dans ce mémoire, étant donné 
qu'il permet d'engendrer le mot de Thue-Morse t = f.l (a) (suite A010060 de 
l'On-line Encyclopedia of Integer Sequences (OEIS Foundation Inc. , 2011)). Il a 
été d 'abord énoncé par Eugène Prouhet ((Prouhet , 1851) , cité dans (Berstel et 
Perrin, 2007)) , utilisé plus tard par Axel Thue (Thue, 1912) , puis largement étudié 
(Morse et Hedlund , 1938; Brlek, 1989; Allouche et Shallit , 1999). Ses premières 
lettres sont : 
abbabaabbaababbabaababbaabbabaabbaababbaabbabaababbabaabbaababba ... 
Un point fixe d'un morphisme 'ljJ est un mot fini ou infini w tel que 'lj; (w) =w. 
Un morphisme 'ljJ est dit non-effaçant si, pour toute lettre a , 'lj; (a) =J é. Un tel 
morphisme est également un morphisme du demi-groupe ~+ vers lui-même. 
Miroir et palindromes. On définit le miroir d 'un mot fini w par 
p(w) = wlwl ... w 2w 1 . Un palindrome est un mot fini qm satisfait l'équation 
w = p(w). 
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Exemple 0.0.7. Les mots de la langue française kayak, serres et ressasser sont des 
palindromes . La phrase de langue anglaise « A man, a plan, a canal: Panama! » 
est aussi un palindrome, si on fait fi des espaces, de la casse et des symboles de 
ponctuation . 
L'ensemble de tous les palindromes d 'un mot est noté Pal(w). C'est un sous-
ensemble de .L(w) . La cardinalité de Pal(w) n .Ln(w) est la complexité palindro-
mique, ici abrégée par P(w, n). 
Antimorphism es et pseudopalindromes 
Un antimorphisme est une fonction entre monoïdes qui préserve l'opération tout 
en renversant 1 'ordre : 
e: M--+ M ' 
uv f-t e(v) e(u). 
On peut notamment choisir le monoïde libre E*. L'antimorphisme est donc la 
composition d'un morphisme et du miroir : 
e: E*--+ E* 
W1 ... Wn f-t B(wn) ... B(wl)· 
Exemple 0.0.8. Le miroir est un antimorphisme : 
p: E* --+ 
W1 ... Wn f-t ld(wn) ... Id (wl). 
Le miroir a une propriété supplémentaire : c'est une involution. En effet, renverser 
deux fois l'ordre des lettres retourne le mot init ial : p2 (w) =w. 
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Un ant imorphisme non-effaçant ne peut avoir cette propriété que si l'image d 'une 
lettre par le morphisme est toujours une lettre; on dit alors que l'antimorphisme est 
strictement alphabétique. Autrement , le nombre de lettres dans le mot augmente 
chaque fois qu 'on applique le morphisme. 
Finalement , pour que le morphisme soit involutif, c'est -à-dire que deux applica-
tions du morphisme sur un mot retourne le mot initial, il faut que le morphisme 
soit une permutat ion des let t res d 'ordre deux. 
Proposition 0.0.9 (Folklore) . Soit e : I;* --+ I;* un antimorphisme involutif. 
Alors, il existe une permutation CJ sur l'alphabet I; telle que CJ2 = Id ete = po ey = 
(J 0 p. 
Lorsque le contexte est clair , on note w 
préciser CY . 
e(w) et w 
Démonstration. Comme e est un ant imorphisme involutif, 
Ainsi, 
p(w) plutôt que de 
et la re triction de e aux lettres de I; e t une involution CJ : I; --+ I: . D'où le 
morphisme composé avec l'image miroir pour obtenir e est CJ , une permutation 
involut ive. 0 
C'est à partir de ces défin itions qu 'on peut introduire les CJ-palindromes, parfois 
aussi appelé pseudo palindromes (de Luca et de Luca, 2006). Les CY -palindromes 
11 
sont les mots tels que w = w. Les palindromes habituels sont donc des Id-
palindromes. En général, on suppose que CT est une involut ion fixée. 
Exemple 0.0.10 . Soit l'alphabet { e, n , t} et considérons la permutation CT : n +-+ 
t , e +-+ e. Le mot entente est un CT-palindrome. 
Exemple 0.0.11 . Considérons maintenant CT : l +-+ v . Le mot élevé est un CT-
palindrome. 
Exemple 0.0.12. Si on pose CT {b +-+ r, c +-+ d}, le mot abracadabra est un CT-
palindrome. 
Comme pour les palindromes, l'ensemble des pseudopalindromes est noté Palu(w) 
et le nombre de facteurs CT-palindromes de longueur n dans un mot w est appelé 
complexité CT-palindromique : Pu(w , n) = #(.Ln(w) n Palu(w)) . 
Mots conjugués . Deux mots u et v sont dits conjugués s' il existe des mots x 
et y tels que u = x y et v = yx. Ce résultat classique est abondamment ut ilisé 
dans ce mémoire : 
Proposit ion 0 .0 .13 (Proposit ion 1.3.4, (Lothaire, 1983) ; lemme 2.10, (Labbé, 
2008)) . Soit x, z E I;+ et y E I;* tels que xy = yz. Alors, il existe deux m ots u et 
v et un entier k tels que 
x= uv, z =vu, y= u(vul. 
D e plus, si xy est un CT-palindrome, il en est de même pouru et v . 
Deux cas part iculiers de cette proposit ion sont : 
Proposit ion 0.0.1 4 (Lemme 2.11 , (Labbé, 2008)) . Soit y un CT -palindrome qui 
se chevauche lui-même : xy = yz avec IYI ~ lxi. A lors xy est un CT-palindrome. 
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Proposition 0.0 .15 (Proposit ion 1.3.2, (Lothaire , 1983)) . Deux mots u et v com-
mutent, c'est-à-dire que uv= vu, si et seulement s 'ils sont puissances d 'un même 
mot. 
Finalement , on introduit une dernière proposit ion sur la périodicité des mots qui 
se chevauchent. 
P roposition 0.0.16. Soit w = xy = x'y' avec x , y , x' , y' des CT -palindromes. Si 
w est primitif, alors x = x' et y = y'. 
Démonstration. Si x# x' , on peut supposer sans perte de généralité que Jx J > Jx' J. 
Il est alors facile de voir qu 'il existe un mot z tel que x = x' z et y' = zy (lemme 
de Levi) . Comme x et x' sont des CT-palindromes, 
~ 
x' z = x = x = z x' = zx'. 
Par la proposition 0.0 .13, z est aussi un CT-palindrome et x' z = zx . D'où x' et z 
sont puissances d 'un même mot primitif u (proposit ion 0.0.15). De plus, comme 
y' = z y , on fait le même raisonnement pour t rouver que yz = zy et alors, y et z 
sont des puissances de u . On cont redit ainsi la primitivité de w . Donc x = x' et 
y=~. D 
Mots de retour complet. Soit w un mot et soit u un de ses facteurs. On 
définit l'ensemble des mots de retour complet de u dans w par l'ensemble 
{ 
v E J: (w) débute et termine paru sans autre occurrence de u , 
R(w ,u) = 
JvJ > JuJ } 
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Exemple 0.0.17. Lorsqu 'on se place dans le contexte du mot mentalement, 
quelques-uns de ses mots de retour complet sont dans ce tableau : 
u R (mentalement u) 
ment {mentalement} 
m {mentalem} 
e { entale, erne} 
Tableau 0.1 Quelques mots de retour complet de facteurs du mot mentalement. 
De manière analogue, pour toute involution f sur un mot (pas nécessairement 
un morphisme) , on définit le mot de retour complet de l 'ensemble {u , f(u)} dans 
w comme l'ensemble R(w , {u , f(u)} ) des mots qui débutent et terminent paru 
ou f(u) sans autre occurrence de u ou f(u). Pour simplifier la notation , on note 
R (w ,u) pour R(w, {u}) et, si le contexte est clair , on dit que les mots de retour 
complet de { u , e ( u)} sont les mots de e -retour complet de u. 
Exemple 0.0.18 . Un mot de retour complet de { u , u} dans w est un facteur de w 
qui commence et termine paru ou u sans aut re occurrence de u ou de u. 
Exemple 0.0.19 . Le mot alabama avec la permutation CJ : l +-+ m est tel que 
R(alabama, {la, l-;_}) = R(alabama , {l a , am})= {labam}. 
Enfin , on remarque que la propriété de récurrence est essentielle pour que l'en-
semble des mots de retour complet de chaque facteur soit non-vide. De plus , la 
récurrence uniforme est nécessaire pour que l'ensemble des mots de retour complet 
d 'un langage donné soit fini . 
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Graphes et arbres 
Un graphe simple est une structure définie par un ensemble de sommets S et un 
ensemble d'arêtes A Ç { { s1, s2} E S2 1 s1 =/:. s2 } . 
Figure 0 .1 Un graphe simple, avec (à gauche) et sans (au cent re) cycle. 
Ses sommets sont {1 , 2, 3, 4, 5, 6, 7} et les arêtes du graphe au centre sont 
{{1 , 2} , {2, 3} , {2 , 4} , {4, 5} , {4, 6} , {6 , 7}}. Sur la droite, il est étiqueté par l'al-
phabet {a , b, c}. 
Une chaîne simple dans un graphe est définie par une suite ordonnée d 'arêtes 
adjacentes dan laquelle chaque sommet est présent au plus une fois. Dans le 
cas d 'un graphe orienté, on parlera plutôt de chemin simple. Un cycle est une 
chaîne qui débute et termine au même somment . Si les arêtes du graphe sont 
étiquetées par des lettres de l'alphabet (ou des mots), on définit la trace d'une 
chaîne comme la concaténation des lettres sur ses arêtes. 
Un arbre est un graphe connexe, c'est-à-dire qu 'il exist e une chaîne entre chaque 
paire de sommets, qui ne contient aucun cycle. La proposition suivante est bien 
connue. 
Proposition 0.0.20. Un graphe simple est un arbre si et seulem ent si, pour tout 
couple de sommets ( s1 , s2 ) Ç S2 , il existe une unique chaîne du sommet s1 vers le 
ommet s2 . 
Les sommets d 'un graphe sont appelés nœuds si le graphe est un arbre. Le degré 
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d 'un nœud est donné par le nombre d'arêtes qui lui sont adjacentes. Une f euille 
est un nœud de degré 1. 
Langage d'un arbre On considère un arbre T dont les arêtes sont étiquetées 
par l'alphabet B. Comme il existe dans un arbre une unique chaîne simple entre 
n 'importe quel couple de nœuds, la fonction p(x , y) qui retourne la suite des 
arêtes le long de la chaîne du nœud x au nœud y est bien définie, tout comme la 
suite 1r(x , y) qui est la concaténation des étiquettes de p(x, y) , sa trace. 
Par analogie avec les mots, 1r(x, y) est appelé fa cteur de l'arbre T et l'ensemble 
des facteurs de T est son langage : 
.C(T) = {1r (x ,y) 1 x,y E nœuds(T)} . 
On définit le langage palindrome de T par 
Pal(T) = {w E .C(T) 1 w = w}. 
Bien que la taille d'un arbre T soit généralement définie par son nombre de nœuds, 
on utilise ici cette expression pour désigner le nombre d 'arêtes. Cette notation met 
l'accent sur la relation avec les mots, où la longueur est définie comme le nombre 
de lettres (en comptant toutes les occurrences). 
On note que, comme chaque chaîne non-vide est déterminée par les arêtes initiale 
et finale, la cardinalité du langage de T est bornée : 
1 .C(T ) 1 ::; ITI2 + 1. (0. 1) 
Graphes de Rauzy Le graphe de Rauzy rn d'un mot west un graphe orienté. 
Il a pour sommets .Cn(w) et il existe une arête étiquetée par la lettre a du sommet 
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indexé par u à celui indexé par v si et seulement si u = u 1 .. . Un et v= u2 ... una· 
Le graphe de Rauzy diffère légèrement du graphe simple, puisque les boucles, 
c'est-à-dire les arêtes d 'un sommet vers lui-même, sont admises et puisqu 'il est 
orienté. 
Les graphes de Rauzy sont utiles pour étudier la complexité en facteurs puisque 
C(n) est égal au nombre de sommets et C(n + 1) au nombre d 'arêtes. Une version 
alternative, le graphe de Rauzy réduit , a été élaborée (Balazi et al., 2007) : il est 
construit de la même façon que le graphe de Rauzy original, mais seuls les facteurs 
spéciaux sont considérés. En effet, les autres facteurs correspondent à des sommets 
n 'ayant que deux voisins et les chemins dont ils font part ie sont complètement 
déterminés . Il diffère de plus du graphe de Rauzy original par l'étiquetage des 
arêtes : une arête de u à v a pour préfixe u et pour suffixe v . 
ababa ~ abaaba 
Figure 0.2 Graphe de Rauzy r 3 (Fib) (à gauche) et graphe de Rauzy réduit 
r~(Fib) (à droite) du mot de Fibonacci. 
Notations asymptotiques 
Pour décrire le comportement asymptotique des fonctions, on ut ilise les notations 
8 , 0 et D. 
On dit d 'une fonction f qu 'elle appart ient à l'ensemble O(g(n)) s'il existe des 
constantes positives c et N telles que 
f(n) ::; c · g(n) , Vn > N . 
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De la même façon , on dit que f est dans l'ensemble D(g(n)) s'il existe des 
constantes positives c et N t elles que 
f (n) 2: c · g(n) , Vn > N . 
Enfin , on dit que f (n) E 8 (g(n)) SI f (n) est à la fois dans D(g(n)) et dans 
O(g(n)) : 
3c1, c2 , N tels que c1 · g(n) :S f (n) :S c2 · g(n) , Vn > N . 
Ces notations désignent le comportement asymptotique d 'une fonction. Leur 
ut ilisation vise souvent à simplifier les calculs, ou la lecture, en ne s'attardant qu 'à 
l'ordre de croissance d 'une fonction. On peut , notamment , avec ces notations, ne 
se soucier que des termes d 'ordre supérieur dans une somme. 
Exemple 0.0.21. Soit le polynôme P (x) = anxn + an- lXn- l +an-2Xn-2+ .. . +a1x + 
a0 . Alors, P (x) E 8 (xn). Il est aussi vrai, mais moins précis, que P (x) E D(xn- l ) 
et P (x ) E O (ex ). 
Exemple 0.0.22. La fonction logarit hmique ln( 4x) appart ient aux ensembles 
8(log(x)) , O(y'x) et D(l ). 

CHAPITRE I 
COMPLEXITÉ ET DÉFAUT PALINDROMIQUES DES MOTS 
INFINIS. 
Ce premier chapitre présente des façons de dénombrer les O"-palindromes pour des 
mots arbitrairement longs et infinis. Il introduit pour ce faire une nouvelle mesure , 
le défaut O" -palindromique. 
1.1 Nombre de palindromes et défaut 
Un théorème bien connu sur les palindromes porte sur leur nombre maximal en 
tant que facteurs dans un mot : 
Théorème 1.1.1 (Proposition 1, (Droubay et al. , 2001)) . Le nombre de palin-
dromes distincts dans un mot w est au plus lwl + 1. 
Il est aussi connu que plusieurs mots finis atteignent cette borne, comme en 
témoigne l'exemple ci-dessous. Ces mots font l'objet de remarques aux sections 
1.2 et 1.3. 
Exemple 1.1.2. Les mots de Christoffel sont des mots qui codent les segments 
de droites discrètes de pente rationnelle (voir figure 1.1). Ces mots ont aussi la 
propriété d'avoir le nombre maximal de palindromes. Par exemple, le mot de 
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Christoffel associé au couple d 'entiers premiers entre eux (5, 8) est aabaababaabab. 






{ E,a, b,aa,aba, bab, baab,aabaa,ababa,abaaba, 
aababaa, babaabab, baababaab, abaababaaba } . 
Figure 1.1 Le mot de Christoffel qui code la droite de pente §.. Les mots de 
Christoffel sont construits en prenant le chemin en des ous de la droite , mais le 
plus près de celle-ci possible, avec uniquement des pas horizontaux ou verticaux. 
Pour une pente% (en fraction réduite), le mot de Christoffel associé est de longueur 
a+ b. 
On peut également étudier ce qui se passe dans certains mots infinis en s'at-
tardant à leurs facteurs. D'une part , il existe des mots infinis dont chacun des 
préfixes cont ient le nombre maximal de palindromes. Certains mots périodiques 
constit uent un tel exemple de mots contenant beaucoup de palindromes. 
Exemple 1.1.3. Considérons le mot infini (ab)w. Ses palindromes sont tous de 
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longueur impaire, à l'exception du mot vide , et sont les suivants : 
{c,a, b,aba ,bab,ababa,babab ,abababa ,bababab,ababababa,babababab, . . . } 
on seulement il existe une infinité de tels palindromes, mais en plus , pour 
n 'importe quel préfixe de (ab )w, le plus long palindrome suffixe est soit le préfixe 
au complet (s 'il termine par a) , soit le préfixe auquel on a retiré la première lettre 
(s 'il termine par b) . Il y a donc autant de lettres que de palindromes non-vides. 
D'autre part , il existe des mots contenant une infinité de palindromes, mais qui 
n 'ont pas cette propriété. Le mot de Thue-Morse en est un exemple : 
Exemple 1.1 .4. On peut dénombrer les palindromes distincts dans le préfixe de 
longueur 11 du mot de Thue-Morse (exemple 0.0.6). Il en cont ient 10 : 
{E,a, b,aa, bb,aba ,bab,abba ,baab ,aabbaa} . 
Il n 'est pas difficile de voir que J-L2n(a) est un palindrome pour tout entier n. 
Ainsi, le mot de Thue-Morse contient une infinité de palindromes. Il a cependant 
moins de palindromes que de lettres , contrairement au mot périodique (ab)w , par 
exemple. 
Afin de quantifier cette propriété, Srecko Brlek, Sylvie Hamel, Maurice ivat et 
Christophe Reutenauer ont int roduit la notion de défaut palindromique pour les 
mots finis. Il s'agit de la différence entre le nombre maximal de palindromes qu 'un 
mot w peut contenir (c 'est-à-dire lwl + 1, par le théorème 1.1. 1) et le nombre 
de palindromes qu'il contient effectivement . Plus précisément , le défaut palindro-
mique d 'un mot fini w est donné par la formule, présentée dans (Brlek et al., 
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2004) , 
V (w) = lwl + 1- 1 P al(w)l. 
1.2 Œ-Défaut d es mots finis 
De la même façon que les palindromes se généralisent aux Œ-palindromes, on peut 
étendre la définition du défaut pour quantifier la saturation en Œ-palindromes. 
Pour ce faire, on doit établir le nombre maximal de Œ-palindromes qu 'un mot 
peut contenir. 
Proposition 1.2.1 (Proposition 8, (Starosta, 2011) ). Pour tout mot fini w, soit 
k le nombre de transpositions de Œ dont au moins une des lettres apparaît dans 
w. Alors, 
1 Palu(w)l :S lwl + 1- k. 
On peut d 'ailleurs remarquer que le théorème 1.1.1 est un corollaire de la 
proposition; k vaut alors O. 
Exemple 1.2 .2. Pour voir que des mots atteignent la borne de la proposition 1.2.1 , 
on peut par exemple étudier le mot ombrelle pour Œ : { o +-+ r , m +-+ b, e +-+ e, l +-+ 
l}. Les Œ-palindromes de ombrelle sont alors : 
{ é , e, l , ll , mb, elle, ombr }. 
Ce mot contient donc 7 Œ-palindromes et 8 lettres et la permutation Œ, 2 
transpositions. 
Avant de procéder à la démonstrat ion , on définit une Œ-lacune d 'un mot w. Soit 
i un entier strictement positif. Soit u le plus long suffixe de w1 . .. W i qui est un 
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a--palindrome. On dit que i est une a--lacune si u apparaît dans w1 . . . wi_ 1 . 
Exemple 1.2.3. Le mot institution comporte les lacunes 5 et 11 : 
1 2 3 4 5 6 7 8 9 10 11 
i n s t 1 t u t 1 0 n 
IPLP S 1 0 1 1 1 1 * 3 1 3 5 1 * 
Tableau 1.1 Lacunes et longueurs des plus longs a--palindromes suffixes des pré-
fixes d'institution. Les lacunes sont ident ifiées par des ast érisques. 
Démonstration de la proposition 1. 2. 1. Pour toute lettre a et pour tout mot u, 
1 Palcr(ua) i ~ 1 P alcr (u)l + 1. Autrement , deux a--palindromes terminant par la 
dernière occurrence de a seraient ainsi créés et le plus court est certainement 





Figure 1.2 L'ajout d 'une lettre à un mot crée au plus un a--palindrome original. 
De plus, 1 Palcr(.s) l = 1. Alors le nombre de a--palindromes dans un mot west égal 
au nombre de préfixes u de w pour lesquels le préfixe de w de longueur lu i + 1 
cont ient un a--palindrome de plus : ce nombre vaut au plus lwl + 1. 
Finalement , pour toute t ransposit ion a +-+ b dans o- , la première occurrence de a 
ou de b est une a--lacune. Supposons que a apparaît pour la première fois avant b. 
Alors, le a--palindrome terminant à la première occurrence de a doit débuter par b, 
24 
qui n 'a pas d 'occurrence dans le préfixe de w. Donc pour toute transposition dont 
au moins une des lettres apparaît dans le mot , il existe au moins une a-lacune, ce 
qui termine la preuve. 0 
Exemple 1.2.4 (Proposition 2, (Blondin Massé, 2008)). La seule permutation qui 
ne soit pas l'identité sur l'alphabet {a , b} échange les deux lettres; notons-la E. 
Elle a une unique transposit ion (a +--7 b) et donc, pour tout mot , w E {a , b}+, 
1 PalE(w)l::; lwl. otons par ailleurs que PalE(ak) = {.s} pour toute lettre a , et 
tout kEN. 
On définit le a -défaut comme la différence 
'D(I(w) = lwl + 1 -1 Pal(I(w)l. 
1.2.1 Un algorithme pour calculer le a -défaut 
Comme l'explicite en partie la preuve de la proposition 1.2.1 , pour tout mot fini , 
la différence entre a longueur plus 1 et le nombre de a-palindromes qu 'il contient , 
autrement dit , son O"-défaut , est le nombre de a-lacunes. On peut donc imaginer 
un algorithme qui calcule le défaut en comptant le nombre de a-lacunes, comme 
l'ont présenté Alexandre Blondin Mas é, Sr cko Brlek, Ariane Garon et Sébastien 
Labbé pour a = Id (Blondin Massé et al., 2008b). Cet algorithme procède en 
deux étapes : pour chaque préfixe u du mot , on trouve son plus long a-palindrome 
suffixe, qu 'on note PLaPS(u). C'est le seul nouveau a-palindrome qui peut appa-
raître (voir, par exemple, la pr uve de la proposition 1.2.1). Ensuite, on examine 
si ce palindrome est uni-occurrent , c'est-à-dire s 'il apparaît ailleurs dans le préfixe. 
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Algorithme 1.1 Plus long a-palindrome suffixe d 'un mot fini w 
1: fonction PLa PS ( w) 
2: pour ide 1 à lwl faire 
3: si Wi ... Wiwi = B(wi . .. Wlwl) alors 
4: retourner wi ... Wlwl 
5: fin si 
6: fin pour 
7: retourner é 
8: fin fonction 
Algorithme 1.2 Le a-défaut d'un mot fini w 
1: fonction Da(w) 
2: d +- 0 
3: pour i de 1 à lwl faire 
4: s +- PLaPS(w1 ... wi) 
5: si s est un facteur de w1 ... wi-l alors 
6: d +- d + 1 
7: fin si 
8: fin pour 
9: retourner d 
10: fin fonction 
Cet algorithme n'est pas optimal. En effet , sa complexité est O( lw l3 ) si la ligne 5 
de l'algorithme pour le a-défaut est implémentée de façon optimale, c'est-à-dire 
avec un arbre préfixe ou une bonne fonction de hachage. En revanche, on peut 
construire un algorithme en O (lw l2 ) , sous la même condition, en adoptant le 
principe élaboré par Johan Jeuring (Jeuring, 2013). 
Le dernier algorithme permet de calculer le a-défaut des mots finis et de déduire 
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le résultat : 
Proposition 1.2.5 (Lemme 1, (Blondin Massé et al., 2008b)) . Soit w un mot 
fini et soit u un fa cteur de w. Alors, Da(u) ~ Da(w). 
Bien que ces algorithmes ne fonctionnent que pour les mots finis, on peut s 'en 
servir pour calculer le <J-défaut des préfixes finis des mots infinis, par exemple. La 
prochaine section détaille la façon de faire. 
1.3 <J-Défaut des mots infinis 
Ainsi, la propriété énoncée plus haut pour (ab)w (exemple 1.1.3) , c'est-à-dire 
que chacun de ses préfixes contient le nombre maximal de palindromes, peut se 
traduire par « le défaut de chaque préfixe de (ab)w est nul » . 
On peut étendre la notion de défaut aux mots infinis. Pour un tel mot w , son 
défaut est la limite des défauts de ses préfixes : 
Les mots de défaut nul ont été largement étudiés , et diverses terminologies ont 
été employées : ils ont principalement été appelés pleins (Brlek et al., 2004; 
Blondin Massé et al. , 2008a; Blondin Massé et al. , 2008b) et riches (Bu cci 
et al. , 2009 ; Glen et al., 2009 ; Balkovâ. et al., 201lb; Starosta, 2011 ; Balkovâ. 
et al., 2013). Les prochaines pages étudient le <J -défaut des mots infinis. Les mots 
à l'étude sont les mot périodiques, le mot sturmiens et le mot de Thue-Morse. 
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1.3.1 a-Défaut des mots périodiques 
Les mots périodiques sont des mots dont les propriétés combinatoires sont plus 
faciles à étudier. C'est un cas particulier de points fixes de morphismes (celui où 
chaque lettre a pour image un préfixe du point fixe de longueur un multiple de la 
période) et de mots uniformément récurrents. 
Les palindromes des mots périodiques ont été largement étudiés dans un article 
(Brlek et al. , 2004) où les auteurs et auteure ont donné une caractérisation simple 
des mots ayant un nombre infini de palindromes. Celle-ci s'étend , par le même 
raisonnement , aux a-palindromes : 
Théorème 1.3.1 (Théorème 4, (Brlek et Lafrenière, 2014)). Soit a une involu-
tion E ---7 E et w un mot primitif non-vide. Les deux conditions suivantes sont 
équivalentes : 
1. w est le produit de deux a -palindromes; 
Démonstration. 1 ===? 2: Supposons que w =uv avec u et v deux a-palindromes 
tels que uv i= E: . Alors , pour tout entier n , le préfixe (uv)nu de ww est un a-
palindrome. 
2 ===? 1 : Puisque le nombre de a-palindromes est infini , il en existe qui sont 
arbitrairement grands. Soit p un facteur a-palindrome de ww de longueur supé-
rieure à 2lwl. Cela implique qu 'il existe x et y tels que p = xwky pour un certain 
ent ier k ~ 1. Comme p = fi = ywkx, w est facteur de ww, et donc il existe des 
facteurs x' et y' de w tels que ww = x'wy' , avec lx'l + IY'I = lwl. Ainsi, w = x'y' 
et y' x' = w = i}? , et donc x' et y' sont des a-palindromes. 0 
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On note que la première condition du t héorème précédent , soit d 'être un produit 
de deux O"-palindromes, peut s 'exprimer par rapport à la conjugaison. En effet , 
un produit de deux O"-palindromes est soit conjugué à un O"-palindrome ou à un 
produit d 'un O"-palindrome et d 'une lettre. Or , les puissances infinies d 'un mot et 
de ses conjugués partagent les mêmes facteurs. Il n 'est donc pas surprenant que 
cette condition apparaisse. 
L'équivalence des deux énoncés permet de caractériser précisément les mots pé-
riodiques ayant un ensemble infini (respectivement , fini) de O"-palindromes . Afin 
d 'ajouter un peu de précision à l'énoncé, le lemme suivant fournit les complexités 
en facteurs et O"-palindromique de ces mots. 
Lemme 1.3.2 . Soit w un mot primitif qui soit la concaténation de deux (}-
palindromes. Soit w = ww. On rappelle que C(w , n) désigne la complexité en 
fa cteurs de w et P (w , n) , sa complexité palindromique. Alors pour tout n 2:: lwl , 
C(w ,n) = lwl (1.1) 
et 
Pa(w , n) + Pa(w , n + 1) = 2. (1.2) 
Avant de présenter la preuve, on donne deux exemples de mots périodiques 
satisfaisant les hypothèses du lemme. 
Exemple 1.3.3. Regardons le mot ( aquaplane)w pour la permutation O" : {a +--+ 
a,q +--+ l ,u +--+ p,n +--+ e}. Le mot primitif de la longueur de la plus petite période 
est le produit de deux O"-palindromes : aquapla ·ne. 
Pour chaque longueur supérieure à 9, il existe d~ns ( aquaplane)w neuf facteurs de 
cette longueur. Ils commencent par chacun des neuf conjugués du mot aquaplane. 
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C o m m e  c e  m o t  e s t  p r i m i t i f  ( c ' e s t - à - d i r e  q u ' i l  n ' e s t  p a s  l a  r é p é t i t i o n  d ' u n  a u t r e  
m o t ) ,  c e s  n e u f  m o t s  s o n t  d i s t i n c t s .  
L e  c e n t r e  d e  c e s  Œ - p a l i n d r o m e s  e s t  l a  l e t t r e  a  ( o u  p l u t ô t ,  s a  d e u x i è m e  o c c u r r e n c e )  
d a n s  l e  p r e m i e r  c a s ,  e t  l ' e s p a c e  e n t r e  l e s  l e t t r e s  n  e t  e  d a n s  l e  s e c o n d .  C e  s o n t  
l e s  s e u l s  c e n t r e s  d e  s y m é t r i e  p o s s i b l e s .  P o u r  l e  v o i r ,  o n  p e u t  p l a c e r  l e  m o t  s u r  
u n  c e r c l e  e t  o b s e r v e r  q u ' i l  n ' a  q u ' u n  a x e  d e  s y m é t r i e  p o u r  l a  p e r m u t a t i o n  Œ  ( v o i r  
f i g u r e  1 .  3 )  .  
I l  y  a  d o n c  u n  a - p a l i n d r o m e  d e  c h a q u e  l o n g u e u r  :  p o u r  l e s  l o n g u e u r s  i n f é r i e u r e s  à  
9 ,  o n  p e u t  l e s  é n u m é r e r .  I l  s ' a g i t  d e  
{ E,  a ,  n e ,  u a p ,  a n e ·  a ,  q u a p l ,  l a n e ·  a q ,  a q u a p l a ,  p l a n e ·  a q u ,  e ·  a q u a p l a n } .  
P o u r  l e s  m o t s  d e  l o n g u e u r  s u p é r i e u r e ,  o n  r e m a r q u e  q u e  t o u s  c e u x  q u i  o n t  c o m m e  
c e n t r e  l a  l e t t r e  a  s o n t  d e  l o n g u e u r  i m p a i r e .  I l  y  e n  a  u n  p o u r  c h a q u e  l o n g u e u r  
i m p a i r e  ( c a r  o n  p e u t  t o u j o u r s  a j o u t e r  u n e  l e t t r e  d e  c h a q u e  c ô t é ) .  O n  f a i t  d e  m ê m e  
p o u r  l e s  Œ - p a l i n d r o m e s  q u i  o n t  p o u r  c e n t r e  l ' e s p a c e  e n t r e  n e t  e  e t  o n  t r o u v e  q u ' i l  
y  e n  a  u n  p o u r  c h a q u e  l o n g u e u r  p a i r e .  A i n s i ,  
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F i g u r e  1 . 3  L e s  m o t s  a q u a p l a n e  e t  o m b r e l l e  v u s  c o m m e  m o L s  c i r c u l a i r e s .  O n  
p e u t  o b s e r v e r  l ' u n i q u e  a x e  d e  s y m é t r i e  p o u r  Œ  :  { q  + - t  l , u  + - t  p , n  + - t e }  e t  
Œ :  {  o  + - t  r ,  m  + - t b } ,  r e s p e c t i v e m e n t .  
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Exemple 1.3.4. Considérons maintenant le mot ( ombrelle)w et l'involution 
cr : { o +-+ r , m +-+ b, e +-+ e, l +-+ l}. Le mot ombrelle est primitif et se décompose 
en deux cr-palindromes : ombr · elle. 
À l'except ion des lettres l et e, les cr-palindromes sont tous de longueur paire. 
On constate en effet que les seuls cent res de symétrie de ombrelle pour cr sont les 
espaces entre les lettres met b et ent re les deux occurrences de l (voir la figure 1.3) . 
Pour chaque longueur paire .(non-nulle), il y a donc deux cr-palindromes de (om-
brelle r et alors ) 
P ,A (ombrelle )w, n ) + Pa ( (ombrelle )w , n + 1) = 2, '\ln ~ 2. 
Démonstration du lemme 1. 3.2. L'ident ité (1.1) résulte de la primit ivité de w. 
En effet , il y a au plus lwl fact eurs de longueur n, étant donné que lwl est une 
période de w. La primit ivité assure que c'est la plus pet ite période, et qu 'il y a 
lwl facteurs distincts de longueur n . 
Il re te à observer les troi cas possibles pour les cent res des palindromes (toujours 
une lettre, alternat ivement une et deux lettres, toujours deux lettres). Soit w = uv 
la factorisat ion en cr-palindromes telle que u = xax, v = y{3fj avec x, y , a, {3 E ~*, 
où a et {3 sont soit le mot vide ou une lettre qui est fixée par cr. Cet te factorisation 
existe nécessairement (théorème 1.3.1) . Ainsi, pour tout m ~ 1~ 1, 
- si lai + 1!31 = 0, alors Pa(w , 2m) = 2 et Pa(w , 2m + 1) =O . 
- si lai + 1!31 = 1, alors Pa(w , 2m) = 1 et Pa(w , 2m + 1) = 1. 
- si lai+ 1!31 = 2, alors Pa(w , 2m) = 0 et Pa(w , 2m + 1) = 2. 
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Cela permet d 'observer qu 'il y a au moins deux il-palindromes de chaque paire 
de longueurs consécutives. Supposons qu 'il y en ait plus : cela implique que w 
ait d'autres centres de symétrie que a et f3 et que uv = xy, où x et y sont 
des il-palindromes et x -=J u. Par la proposition 0.0 .16, w ne peut être primitif, 
contredisant ainsi les hypothèses du lemme. 0 
Il découle du théorème 1.3.1 que les mots périodiques qui sont répétitions d 'un 
mot qui n 'est pas le produit de deux il-palindromes ont un il-défaut infini , 
puisqu 'ils possèdent un nombre fini de il-palindromes et une longueur infinie. 
On peut également calculer explicitement le il-défaut des mots périodiques qui 
contiennent un nombre infini de il-palindromes. 
Théorème 1.3.5 (Théorème 8, (Brlek et Lafrenière, 2014)) . Soit w =uv un mot 
primitif qui est le produit de deux il-palindromes u et v tels que lui 2: lvi, et soit 
w = ww. Alors, le il-défaut de w est fini et vaut : 
D17 (w) = D17 (x) , où x est le préfixe de w de longueur luvl + lllul; lviiJ. 
Démonstration. On doit montrer que pour n'importe quel préfixe p de w de 
longueur supérieure à luvl + ll lul~lvii J , le plus long il-palindrome suffixe de p 
n'apparaît qu 'une fois dans p. On rappelle que, u et v étant des il-palindromes, 
ils sont de la forme 
u = xax , v= yf3 fj 
avec x , y , a , f3 E E*, a et f3 étant soit le mot vide ou une lettre fixée par il. On 
divise donc la preuve en t rois cas selon la longueur de p : 
• Si IPI > luvuvl. Comme IPI > 2lwl, il existe un entier strictement positif m 
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tel que : 
avec z préfixe de u, 
avec z préfixe de v. 





Ainsi, pour tout IPI > 2lwl , p = s · PLCJPS(p) et lsl < 1 PLCJPS (p)l. Le plus 
long ()-palindrome suffixe est uni-occurrent , car autrement, deux occurrences de 
PLCJPS(p) se chevauchent , ce qui , par la proposition 0.0.14, contredit le choix de 
PLCJPS(p). 
• Si luvul < IPI :S luvuvl . Dans ce cas , pa une des formes suivantes : 
{ 
xcixyf3yxa.xz, 
p = xa.xyj3yxa.xyj3, 
x a. x y j3yx a. x y (3 z' 
avec z préfixe de y , 
avec z préfixe de y. 
Le plus long CJ-palindrome suffixe de J:l est, res.J:lectivement , 
( 
:Zxa.xz, 








On écrit alors p = s · PLCJPS (p). Dans les cas (1.6) et (1.7) , 1 PLCJPS(p)l > lsl et il 
découle d la première partie de la preuve que PLCJPS(p) n'apparaît qu 'une seule 
fois. 
Supposon maintenant que PLCJPS (p) apparaît au moins deux fois dans p. Comme 
lui 2: lvi u doit e chevaucher lui-même. Les propositions 0.0.13 et 0.0.14, de 
33 
concert avec le fait que u est un a-palindrome, impliquent alors qu 'il existe deux 













Figure 1.4 Le chevauchement de a-palindromes implique une structure particu-
lière dans le cas représenté par l'équation (1.5). 
De plus, rqz est un préfixe de v et fêjZ = zqr en est un suffixe. Ainsi, zqr (qr)kq z 
'-v-" 
U=X O'X 
est un a -palindrome suffixe de p, ce qui contredit le choix de PLaPS(p). 
• Si luvl + ll l ul~l vi iJ < IPI ::; luvul. Dans ce cas, p = uvs et s est un préfixe de u 
de longueur supérieure à l l lul~ lv iiJ. Soit r = PLaPS (p). Alors, 
lrl ~ lsl +lvi+ 181 = 2lsl +lvi. 
Supposons qu 'il existe une autre occurrence de r. Par la proposition 0.0.14 et 
puisque r est le plus long a -palindrome suffixe , les deux occurrences de r ne se 
chevauchent pas : 
lrl ::; luvsl - 2lsl - lvi = lui - lsl-
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Ce qui donne le résultat suivant : 
lui - lsl ~ 2lsl + lvi 
==? 3lsl ::::: 1 lui - lvi 1 
==? ls l :::; ll lul ; lvi iJ' 
contredisant de fait les hypothèses sur la longueur de s. 0 
Exemple 1.3.6 . Posons (} : {a +-+ é, i , p, t} , une permutation qui fixe les lettres i , 
p et t. Le mot appétit st un produit de cl ux (}-palindrome : appé· tit. Si l'on 
observe le mot (appétit)w, on se rend compte qu'il n 'a qu 'une (}- lacune, oit 1. 
Elle est indiquée par le ymbole *· 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 .. . 
a p p é t 1 L a p p é t 1 L ... 
IPLPSI 0 * 1 2 4 1 1 3 5 7 9 11 6 8 10 . .. 
Tableau 1.2 Lacunes et longueurs des p lus longs (}-palindromes suffixes des pré-




/\~/\,············· ... \ 
app é 1 itapp é t i ta pp é t i l•• • • ••• 
Figure 1.5 Le mot appétit et sa repr'sentation comme mot circulaire. On peut 
obs rver l'unique axe de symétrie pour(}: {a+-+ é}. 
Exemple 1.3. 7. En revanche, on ne peut pas toujours trouv r une permutation (} 
qui fasse qu 'un mot donné soit un produi t de deux (}-palindromes. Par exemple, 
le mot événement, si l'on ignore les accents, n 'admet aucune telle permutation. 
Autrement, le nombre plu élevé d 'occurrence de n et de e impliquerait que ces 
deux lettres seraient fixées. Les t rois involutions restantes sont : 
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- CJ : t f-tv, avec e, met n fixées. Le mot (evenem ent)w ne cont ient que huit 
Œ-palindromes : {é, e, m, n , eme, ene, tev , nemen}. 
- CJ : m f-t v avec e, n et t fixées. Le mot périodique infini ne cont ient que 
sept Œ-palindromes : {E ,e, n , t ,ene , venem,eveneme} . 
- CJ : m f-t t , avec e, n et v fixées. Le mot ne cont ient aucun Œ-palindrome 
de longueur supérieure à 3: {E,e ,n,v,ene,eve}. 
On peut aussi se servir du calcul des CJ-lacunes pour vérifier si un mot est un 
produit de deux Œ-palindromes. Le théorème 1.3.5 implique que si, dans ww , il 
y a des CJ-lacunes plus grandes que ~[w[ ., w n'est pas un produit de deux Œ-
palindromes. Par exemple, si on prend la permutation CJ qui fixe e, n et v et qui 
échange met t (le dernier exemple de la liste), les CJ-lacunes d'(evenement)w sont 
toutes les posit ions plus grandes ou égales à 6. 
Finalement , la borne donnée par le théorème 1.3.5 n 'est peut-être pas optimale, 
mais elle n'est pas loin de l'être, comme le mont re l'exemple suivant : 
Exemple 1.3.8 ((Brlek et al., 2004)). Soit w = ak+1bakcakbak+1 . cet CJ =Id. Alors, 
ll lul;lviiJ = l ~(k + 1) J, et D(T(w) = 1 et D(T(ww) = D(T(w· ak) = k + 1. 
1.3.2 CJ-Défaut des mots apériodiques 
Mots sturmiens . Les mots sturmiens sont définis comme les mots dont la 
fonction de complexité vaut C(s, n) = n + 1 pour tous les nombres naturels. En 
part iculier , ils sont toujours sur un alphabet binaire. D'aut res définit ions sont 
équivalentes : 
ils possèdent exactement deux facteurs palindromes de longueur impaire, et 
un palindrome de longueur paire, pour toute longueur (Droubay et Pirillo, 
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1999); 
- ils codent les droites discrètes de pente irrationnelle (Morse et Hedlund , 
1940). Cette définition montre qu 'ils sont équivalents aux mots de billard 
en dimension 2 : un mot de billard de dimension n décrit la t rajectoire 
d'une boule de billard qui frappe le côté d 'un cube de dimension n avec un 
angle irrationnel; 
- ils sont les mots équilibrés - c'est-à-dire que pour toute paire de facteurs 
{u,v} C .C(s), llula - lvlal l ::::; 1 et llulb -lvlbl l ::::; 1 - qui ne sont pas 
ultimement périodiques (Morse et Hedlund , 1940). 
Pour plus de caractérisations, voir par exemple (Lothaire, 2002) , chapitre 2. 
Exemple 1.3.9. Le mot sturmien le plus connu est certainement le mot de Fibo-
nacci (suite A003849 de l'OEIS). C'est aussi le point fixe du morphisme primitif 
cp : a t---+ ab, b t---+ a. 
Fib = abaababaabaababaababaabaababaabaababaababaabaababaababaaba ... 
Les E-palindromes de Fib sont {c, ab, ba, abab, baba}. Comme cet en emble est 
fini , il est facile de voir que V e(Fib) est infini . 
Xavier Droubay, Jacques Justin et Giuseppe Pirillo ont démont ré que chaque pré-
fixe d 'un mot st urmien cont ient le nombre maximal de palindromes (Droubay 
et al., 2001), ce qui en fait une large famille d 'exemple de mots infini saturés 
en palindromes. Ce résultat ne peut cependant pas s 'étendre aux a -palindromes 
(théorème 6, (Blondin Massé, 2008)) . Considérons la eule involution non-triviale 
sur un alphabet binaire : E : {a +-+ b}. Comme les mots sturmiens ont exacte-
ment trois facteurs de longueur 2, ils ne peuvent contenir à la fois aa = E(bb) et 
bb = E (aa). Les mots sturmiens sont de plu uniformément récurrents (Morse 
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et Hedlund , 1940) , ce qui fait que tous ses facteurs d 'une certaine longueur 
contiennent soit bb ou aa. Par conséquent , la longueur des facteurs E-palindromes 
est bornée et leur nombre est fini. Le E -défaut de ces mots est donc infini, alors 
que le Id-défaut est nul. 
Mot de Thue-Morse . Comme énoncé une première fois à l'exemple 1.1.4, le 
mot de Thue-Morse est un mot contenant un nombre infini de palindromes. Il 
contient aussi un nombre infini de lacunes. Il en est aussi de même pour les E-
palindromes. En effet , comme mentionné plus tôt , 112n(a) est un palindrome pour 
tout entier n. Alors, 
et 112n+1 (a) est unE-palindrome pour tout entier n . 
Il est donc facile de voir que t contient à la fois une infinité de palindromes et de E-
palindromes. Cependant , autant le Id-défaut que le E-défaut sont infinis. Ce mot 
comporte effectivement une infinité de lacunes et de E-lacunes. Alexandre Blondin 
Massé, Srecko Brlek et Sébastien Labbé ont d 'ailleurs calculé ces positions aux-
quelles le plus long Œ-palindrome suffixe n'est pas uni-occurrent (Blondin Massé 
et al., 2008c) : 
Théorème 1.3.10 (Théorème 2, (Blondin Massé et al., 2008c)) . Les intervalles 
de Œ-lacunes du mot de Thue-Morse sont, pour Œ =Id : 
U ([22n+l + 1, 5 . 22n- l] U [3 . 22n+l + 1, 13 . 22n- ll ) 
n2:;1 
et pour Œ = E : 
{1 , 3} U U ([22n + 1, 5 · 22n-2] U [3 · 22n + 1, 13 · 22n- 2]). 
n:2:1 
En particulier, les intervalles de Id-lacunes et de E-lacunes sont disjoints. 
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Le fait que le mot de Thue-Morse contienne une infinité de O"-palindromes , mais 
un O"-défaut infini, pour les deux involutions sur l'alphabet binaire a amené Edita 
Pelantova et Stepan Starosta à définir les mots G-riches (Pelantova et Starosta, 
2013) , où G est un ensemble d 'ant imorphismes. Un mot G-riche contient alors le 
nombre maximal de O"-palindromes, en additionnant les valeurs pour tout O" op E G. 
Le mot de Thue-Morse est alors un mot {p , E op }-riche. Cet article montre aussi 
que les mots uniformément récurrents qui cont ienn nt un nombre infini de (/-
palindromes pour chaque O" o p E G (comme le mot de Thue-Morse) sont presque 
G-riches, c'est-à-dire que la différence entre le nombre maximal de pseudopalin-
dromes (toutes permutations de G confondues) et le nombre de pseudopalindromes 
atteint est finie. 
La définit ion formelle de la G-richesse est donnée à partir d 'une version modifiée 
du graphe de Rauzy, présenté dans les préliminaires, et est omise ici étant donné 
qu'elle est plutôt technique. 
CHAPITRE II 
UNE IDENTITÉ DE BRLEK ET REUTENAUER. 
Le second chapitre aborde les liens entre palindromes et facteurs. Plus précisément, 
on y présente une équation qui unit les nombres de palindromes et de facteurs et 
le défaut. 
2.1 Complexité palindromique et complexité en facteurs 
À la fois la complexité palindromique et la complexité en facteurs ont été largement 
étudiées. Comme préambule à l'identité de Brlek et Reutenauer , nous présentons 
certains résultats sur celles-là et énonçons deux théorèmes les liant. 
La complexité en facteurs de certaines familles de mots La complexité en 
facteurs est un concept qui a été largement étudiée, notamment pour caractérisé 
certaines familles de mots. Voici quelques exemples : 
Exemple 2.1.1. Les mots sturmiens (présentés à la sous-section 1.3.2) sont juste-
ment définis comme les mots s dont la fonction de complexité vaut C(s , n) = n + 1 
pour tous les nombres naturels. 
Exemple 2.1.2. Les mots périodiques et ultimement périodiques sont les seuls mots 
infinis qui ont une complexité éventuellement constante (théorème 7.3 , (Morse et 
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Hedlund , 1938)). 
En effet ils s'écrivent comme w = u · vw , u , v E ~*. Leur fonction de complexité 
est bornée par lui+ lvi, et elle est croissante (proposit ion 0.0.2). 
Il est de plus connu (théorème 1.3.13, (Lothaire, 2002)) que les mots apé-
riodiques (c'est-à-dire qu 'ils ne sont pas ult imement périodiques) de plus 
petite complexité sont les mots sturmiens. Aut rement dit , certaines fonction de 
complexité ne peuvent pas être atteintes par les mots infinis, comme log(n) ou fo . 
Exemple 2.1.3 ((P ansiot, 1984)) . Soit w un point fixe infini de morphisme. Alors 
il existe des const antes c1 et c2 telles que 
cd ( n) :::; C ( w , n) :::; cd ( n) , 
où f (n) est une des fonctions suivantes : 1, n , n log(log(n )), n log(n) ou n 2 . 
Exemple 2.1.4 . La constante de Champernowne (suite A033307 de l'OEIS) e t 
construite par la concaténation des nombres naturels en base 10 : 
c10 = 12345678910111213141516171819202122232425262728293031 .. . 
Sa fonct ion de complexité vaut donc C ( C10 , n) = 10n, car tous les nombres nat urels 
en base 10 apparaissent dans la suite . 
Complexité palindromique 
Il n 'est pas surprenant que le nombre de palindromes de chaque longueur dans un 
mot donné ait été étudié. 
À cet égard , la complexité palindromique des mots sturmiens est une de leurs 
caractérisations : 
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Théorème 2.1.5 (Théorème 5, (Droubay et Pirillo, 1999)) . Soit w un mot infini. 
Alors, w est un mot sturmien si et seulement si, pour tout entier positif n , 
P (w ,n) ~ { ~ si n est pair; 
si n est impair. 
Bien entendu , la complexité en palindromes est bornée par la complexité en 
facteurs , les palindromes représentant un sous-ensemble des facteurs. 
Des bornes plus intéressantes ont aussi été trouvées pour certaines familles de 
mots. Les deux énoncés qui suivent démontrent un certain intérêt pour des liens 
ent re complexités en facteurs et palindromique : 
Théorème 2.1.6 (Théorème 12, (Allouche et al., 2003)) . Soit w un mot infini 
qui n'est pas ultimement périodique. Alors, pour tout k 2: 1, 
P (w ,k) < 1k6c ( w ,k+ l1J) . 
Lemme 2.1.7 (Théorème 1, (Starosta, 2011)) . Soit w un mot dont le langage est 
f ermé par(). Alors, 
Pa(w , n) + Pa(w , n + 1) :::; .6.C (w , n) + 2, 'ïln EN, 
où .6.C ( w , n) = C ( w , n + 1) - C ( w , n) . 
Le dernier lemme avait été démontré quelques années avant dans le cas où cr = Id 
(Balâzi et al. , 2007). 
2.2 L'identité en question 
Suivant les définitions déjà vues , on considère maintenant la relation entre les 
complexités en facteurs et cr-palindromique d 'un mot . Plus précisément , on 
--------------- -- ---
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étudie une relation proposée par Srecko Brlek et Christophe Reutenauer (Brlek 
et Reutenauer, 2011) qui ut ilise le défaut pour quant ifier la différence entre la 
complexité palindromique et la complexité en facteurs. 
L'équation en question est donnée par 
00 
2Du(w) = L ~C (w , n) + 2- Pu(w , n)- Pu(w, n + 1), (2.1) 
n=O 
où ~C(w , n) = C(w, n + 1)- C(w, n). 
Elle a été démont rée pour a = Id dans le cas des mots fin is et périodiques 
par Srecko Brlek et Christophe Reutenauer (Brlek et Reutenauer , 2011), alors 
que L'ubomfra Balkova, Edita Pelantova et Stepan Starosta ont mont ré que les 
mots uniformément récurrents (Balkova et al., 2011b; Balkova et al., 2011a) et 
ceux dont le langage est fermé par miroir (Balkova et al., 2013) satisfont aussi 
l'équation (2. 1) quand a = Id . 
Une question naturelle semble être d'étendre le théorème aux involut ions a f= Id . 
C'est ce que fait ce chapit re, dans tous les cas déjà connus. 
2.3 Mots finis 
Théorème 2.3.1. Pour tout mot w fini et pour toute involution a sur Falphabet E, 
lwl 
2Du(w) = L ~C (w, n) + 2 - Pu(w , n)- Pu(w, n + 1). 
n=O 
Démonstration. Le mot w étant fini, il est clair que 
Pu(w , lwl + 1) = C(w , lwl + 1) = O. 
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On peut alors réécrire l'équation et ut iliser les propriétés des sommes télesco-
piques : 
lwl 
L b.C (w , n) + 2- Pa(w , n) - Pa(w , n + 1) 
n=O 
lwl 
= C(w, [w [ + 1) - C(w , 0) + 2( fwl + 1) - L (Pa(w , n + 1) 
'-v--' '-v--" 
=0 =1 n=O 
+ Pa(w , n)) 
lwl 
= - 1 + 2([w[ + 1)- 2 L Pa(w , n)- Pa(w , [w[ + 1) + Pa(w , 0) 
n=O =O ~ 
=- 1 + 2([w[ + 1) - 2[ Pala(w)[ + 1 
= 2Da(w) . D 
Pour la suite de ce chapit re, on notera la part ie à l' intérieur de la somme dans 
l'équation 2.1 comme suit : 
Ta(w , n) = b.C (w , n) + 2- Pa(w , n) - Pa(w , n + 1). 
Exemple 2.3. 2. Considérons le mot w =institution. On peut étudier la longueur 
du plus long palindrome suffixe de chacun de ses préfixes, comme le montre le 
tableau 1.2.3. 
On sait donc que le défaut d'institution est 2. On sait aussi combien de palindromes 
de chaque longueur il cont ient. Après avoir calculé le nombre de facteurs distincts , 
on peut calculer les statistiques présentées au tableau 2.3.2. 
Sur la base de ces calculs, on retrouve bien le résultat du théorème 2.3.1 : 
1 institution ! 




n 0 1 2 3 4 5 6 7 8 9 10 11 
C(w , n) 1 6 9 9 8 7 6 5 4 3 2 1 
P (w , n) 1 6 0 2 0 1 0 0 0 0 0 0 
T(w , n) 0 -1 0 -1 0 0 1 1 1 1 1 1 
Tableau 2.1 Complexités palindromique et en facteurs du mot institution. 
Cette propriété ne peut être étendue à tous les mots infinis (Brlek et Reutenauer , 
2011) . Bien que certaine propriété , comme le Œ-défaut , se généralisent plutôt 
bien en prenant la limite de facteurs, ou préfixes , des mots , un problème se pose 
pour la positivité des valeurs Ta ( w , n) . Par exemple , si w est un mot infini non 
récurrent , il est possible que pour certaines valeurs de n , Ta ( w , n) soit strictement 
négatif Dans le cas des mots récurrents , il n 'est pas assuré que ces valeurs soient 
positives si w n'est pas uniformément récurrent ou si l'ensemble des facteurs de 
w n'est pas fermé par e. 
Exemple 2.3.3. La concaténation de la lettre c et du mot de Fibonacci sur l'al-
phabet {a , b} est un mot non-récurrent , car c n'apparaît qu'une fois. 
Ses facteurs de longueur 1 sont a, b et c et ses facteurs de longueur 2 sont aa ab , 
ba et ca. Il contient donc un seul palindrome de longueur 2 et trois de longueur 1. 
Ainsi, 
T1d(c · Fib , 1) = 6.C (c · F ib, 1) + 2- P (c · Fib, 1)- P (c · Fib, 2) = - 1. 
'-v-' '-v-"' '-v-"' 
= 1 =3 = 1 
2.4 Mots périodiques 
Même s'il n'existe pas de preuve générale, il est po sible de démontrer l'identité 
pour certains types de mots, à commencer par les mots périodiques. Afin de 
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démont rer l'ident ité, il est cependant nécessaire de connaître le nombre de 
facteurs a--palindromes dans w2 . 
Lemme 2.4.1 (Analogue au lemme 4 (ii), (Brlek et Reutenauer , 2011)) . S oit w 
un m ot primitif de la form e xax(3, où a et (3 sont soit le mot vide, soit des lettres 
fixées par a- , et x est un m ot. Le nombre de a- -palindrom es de longueur supérieure 
à lw l dans w2 est alors : 
2lwl 2 ~ p ( 2 ) = lwl + Pu(w , lwl) + 2 L...t uW,n 2 . 
n=lwl 
Démonstration. Une fois de plus , la preuve s'obt ient de l'étude des cas possibles : 
- la i = lf31 = 1, w2 = xax(3xax(3, a , (3 E B . La longueur de west alors paire. 
La lectrice ou le lecteur remarquera que, pour lwl + 1 < n :S: 2lwl, 
2 { 0 si n est pair; Pu(w , n) = 
1 si n est impair. 
P our n = lw l + 1, à la fois (3xax(3 et ax(3xa sont des a--palindromes. Par 
le lemme 1.3.2, il n 'y a pas de a--palindrome de longueur lwl. 
la i = 0, lf3 1 = 1, w2 = xx(3xx(3, (3 E B. La longueur de west impaire. 
Comme dans le premier cas, pour lw l :S: n :S: 2lwl, 
2 { 0 si n est pair; Pu(w , n) = 
1 si n est impair, 
à l'except ion de n = lwl + 1 qui est pair et pour lequel (3xx(3 est un 
a--palindrome. 
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Par conséquent , 2 I:~1:11wl P17 (w 2 , n) = lwl +3 et il n'y a qu 'un O"-palindrome 
de longueur lwl. 
Ce cas est analogue à celui où a est une lettre et (3 est le mot vide. Alors, 
w2 = xaxxax, a E ~. 
- lai = 0, 1!31 = 0 (w2 = xxxx). La longueur de w est alors paire. 
Pour n = lwl , il y a deux facteurs O"-palindromes, soit xx et xx. Pour 
lwl < n :S 2lwl , il y a un facteur O"-palindrome pour chaque longueur 
paire, et aucun O"-palindrome de longueur impaire. 
Il en découle donc que, 2 I:~1:iwl P17 (w 2 , n) 
palindromes de longueur lwl. 
lwl + 4 et il y a deux O"-
D 
Exemple 2.4.2. On peut par exemple considérer le mot minima, avec O" = Id. Le 
mot a bien la forme désirée (minim· a) . 
Les palindromes de longueur supérieure à 6 dans ( minima) 2 sont : 
{a· minima, nima ·min, inima ·mini , minima· minim}. 
Il n 'y a parmi eux aucun palindrome de longueur 6. 
Ainsi, 
~ P (( . . ). 2 ) _ !minimal+ P ((minima) 2 6) + 2 L...t mzmma , n - ? . 
n=6 ~ 
L'ensemble des O"-palindromes de longueur lwl dans w2 n 'est pas toujours vide. 
On aurait pu par exemple choisir le mot minimal et l'involut ion O" qui fixe toutes 
----------------------------------------------------------------------------------
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les lettres sauf a et l, qu'elle échange. Les Cl-palindromes de longueur au moins 7 
dans ( minima0 2 sont 
{l ·minima, nimal ·min, al· minimal , inimal · mini , minimal· minim}. 





'Î) (( . . 1\2 ) lminimall + P ((minima0 2 , 7) + 2 5 r m~n~ma.; , n = = . 
2 
n=7 
Les lemmes 1.3.2 et 2.4.1 permettent de conclure avec le théorème suivant : 
Théorème 2.4.3. Les mots périodiques satisfont l 'équation (2. 1). 
Démonstration. Les mots finis satisfont l'équation (2. 1), par le théorème 2.3 .1. 
Pour les mots infinis, on suppose d 'abord que w = ww contient une infinité de 
Cl-palindromes. Alors, w est le produit de deux Cl-palindromes (théorème 1.3. 1) 
et Da(w ) est borné par Da(w2 ) (théorème 1.3.5). Comme pour chaque conjugué 
w' de w , (w')w et w partagent les mêmes facteurs , on peut supposer que w est 
de la forme a.x(3x, où a. et f3 sont de longueur 0 ou 1. Les lemmes 1.3.2 et 2.4.1 
s'appliquent et 
00 00 
L Ta ( w , n) = L ( I::.C ( W , n) + 2 - Pa ( W , n) - Pa ( w , n + 1)) 
n=O n=O 
lwl-1 lwl-1 
= L !::.C (w , n) + 2lwl- L (Pa(w , n) + Pa(w , n + 1)) 
n=O n=O 
lwl-1 
= C(w , lwl) - C(w , 0) + 2lwl - 2 L Pa(w , n) + Pa(w , 0) 
n=O 
lwl-1 
= lwl- 1 + 2lwl- 2 L Pa(w , n) + 1- Pa(w , lwl) 
n=O 
lwl-1 
= 3lwl- 2 L Pa(w , n)- Pa(w , lwl) . 
n=O 
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Parallèlement à cela , le théorème 1.3.5 implique que : 
2lwl 
= 2(lw2 1 + 1)- 2 L Pa(w2 , n) 
n=O 
lwl-1 2lwl 
= 4lwl + 2-2 L Pa(w2 , n)- 2 L Pa(w2 , n) 
n=O n= lwl 
lwl-1 
= 4lwl + 2- 2 L Pa(w2 , n) - lwl - 2- Pa(w2 , lwl) 
n=O 
lwl-1 
= 3lwl- 2 L Pa(w2 , n)- Pa(w2 , lw!). 
n=O 
Puisque les facteurs de longueur inférieure ou égale à lwl sont les mêmes pour w2 
et w , on observe que 2Da(w) = I::~=O Ta(w , n), tel qu'annoncé. 
Il reste cependant à vérifier le cas où w ne cont ient qu'un nombre fini de Cf-
palindromes. Cela signifie que la longueur des Cf-palindromes est bornée par un 
entier N , et il est facile de voir que , pour tout n > min(N, lwl) , 
t:.C (w , n) +2- Pa(w , n) - Pa(w , n + 1) = 2, 
"--v---' '--v--' '-v--" 
=0 =0 =0 
d 'après l'équation (1.1) du lemme 1.3.2. Dans un tel cas , à la fois le CJ-défaut et 
la somme L n2:0 Ta(w , n) sont infinis, ce qui conclut la preuve. 0 
2.5 Mots dont le langage est fermé par e 
On rappelle que e dé igne un antimorphisme involutif. La complexité palindro-
mique des mots dont le langage e t fermé par miroir est une de première à avoir 
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été étudiée. Une des raisons pour cela est que les mots infinis de défaut nul sont 
récurrents exactement lorsqu'ils sont fermés par miroir (Bucci et al., 2009). Plus 
généralement , les mots fermés par e possèdent aussi tous la propriété de récur-
rence, comme l'affirme la proposit ion suivante, analogue à une proposit ion citée 
comme folklore dans (Bu cci et al., 2009). 
Proposition 2.5.1. Les mots dont le langage est fermé par e sont récurrents. 
Démonstration. Soit w un mot qui n 'est pas récurrent. ous allons montrer qu 'il 
existe certainement un facteur de .C( w) dont l'image par e n'est pas dans le 
langage. 
Puisque w n est pas récurrent , il exist e un préfixe u n 'ayant qu 'une occurrence 
dans w (proposition 0.0.5) . 
Si û n'est pas facteur de w , la preuve est terminée. Sinon , soit x le préfixe de w 
t erminant par la première occurrence de û et soit a la lettre suivant le préfixe x 
dans w . Alors, Xci n'apparaît pas dans w . En effet , Xci = âX termine par u et 
il y aurait alors une occurrence de u qui ne soit pas préfixe de w , contredisant 
l 'unicité de l'occurrence de u . 0 
On peut alors en déduire une propriété sur les mots étudiés dans cette section : 
ils ne sont pas ult imement périodiques , à moins d'être périodiques. 
Corollaire 2.5.2. Les mots ultimement périodiques fermés par e sont périodiques. 
Démonstration. Si w est ult imement périodique sans être périodique, il se dé-
compose comme w = uvw, où v est primit if et u n'est pas une puissance entière 
de v. Or, w ne peut être récurrent , car le préfixe uv n 'apparaît qu 'une fois. La 
proposition 2.5.1 implique que son langage n 'est par fermé pare. 0 
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2.5.1 Exemples de mots dans cette classe 
Afin de donner des motivat ions supplémentaires, on décrit quelques mots impor-
tants dont le langage est fermé par une certaine involution e. 
Mots qui ne sont pas uniformément récurrents 
Exemple 2.5 .3 (Mots à fort potentiel , (Ba8ié, 2013)). Une famille de mots, 
les mots à fort potentiel, a été définie par Bojan Basié dans le but de servir de 
contre-exemples (ou d ' xemples) à des conj ct ures. Ces mots ont les propriétés 
suivantes : ils sont récurrents, mais pas uniformément récurrents; ils sont donc 
apériodiques . Leur langage est aussi fermé par miroir et ils satisfont l'équation 
(2. 1) pour Œ = Id (Basié, 2013). 
Ces mots sont définis de manière récursive de la façon suivante : soit w un mot 
qui n 'est pa un palindrome et soit c une lettre n'ayant aucune occurrence dans 
w. Alors , le mot à fort potent iel associé à w, hpw( w) , est défini par 
Wo =w, hpw(w) = lim Wn· 
n-->oo 
Exemple 2.5.4 (Mot de Cantor , (Fogg, 2002)) . Le mot de Cantor est point fixe 
du morphisme (non-primitif) a H aba , b H bbb à partir de la lettre a. Le début 
du mot est donc 
ababbbababbbbbbbbbababbbababbbbbbbbbbbbbbbbbbbbbbbbbbbababbba ... 
Ce mot n'est pas uniformément récurrent : deux occurrences successives de a 
peuvent effectivement être séparées par un nombre arbitrairement grand de b. 
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Son langage est fermé par miroir : c'est effectivement un mot récurrent de défaut 
nul (Glen et al., 2009) . 
Il n 'est cependant pas fermé par E -miroir (E : a +-t b.) En effet, il n 'y a 
jamais deux occurrences consécut ives de la lettre a, alors qu 'il y a des plages 
arbitrairement longues de la lettre b. 
Exemple 2.5.5 (Constante de Champernowne, exemple 2.1.4). La constante 
de Champernowne, présentée plus haut , a aussi son langage fermé par B, et ce, peu 
importe l'involut ion qu'on applique sur les let t res. Ce mot cont ient en effet tous 
les facteurs possibles sur l'alphabet des nombres de 0 à 9 et a donc son langage 
fermé par n 'importe quelle t ransformation {0, . .. , 9}+ ---7 {0, .. . , 9}+. 
Mots uniformément récurrents 
Exemple 2.5.6 (Mots périodiques puissances d 'un produit de deux 
a--palindromes). Les mots périodiques sont uniformément récurrents : la distance 
qui sépare deux occurrences successives d 'un même facteur est au plus la période, 
peu importe la longueur du facteur. 
Comme établi par le théorème 1.3.1, les mots périodiques cont iennent une infinité 
de a--palindromes distincts si et seulement si leur préfixe de la longueur de la 
période est un produit de deux a--palindromes. Leur langage est alors fermé par B. 
Exemple 2.5 .7 (Mot de Thue-Morse, exemple 0.0. 6). Tel que présenté à la 
sous-section 1.3.2, les complexités palindromique et E-palindromique du mot de 
T hue-Morse ont été étudiées (Blondin Massé et al., 2008b). Parmi les résultats 
de cet art icle, on t rouve que P,At ,n) vaut au moins 2 pour tout n pair (excepté 
0), à la fois pour a- = E et pour l'ident ité (c 'est un corollaire de la proposition 7, 
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(Blondin Massé et al., 2008b)). Comme démontré à la sous-section 1.3.2, c'est 
un mot dont le langage est fermé par e, que l'involution soit l'échange de let t res 
ou l' identité. 
En outre, il est connu depuis longtemps que le mot de Thue-Morse est uniformé-
ment récurrent (Morse et Hedlund , 1938). 
Exemple 2.5.8 (Mots sturmiens ) . Les mots sturmiens (sous-section 1.3.2 , puis 
exemple 2.1) sont aussi des mots unifo rmément récurrents (Morse et Hedlund , 
1940). 
Par ailleurs, le comportement des mots sturmiens est complètement différent selon 
l'involut ion choisie (E ou Id) , comme le mont re la sou -section 1.3.2. En effet , ces 
mots cont iennent soit le facteur aa ou bb , mais pas les deux. Ainsi, tout facteur 
d'un mot sturmien s contenant aa (resp. bb) n'est pas unE-palindrome. Comme 
s est uniformément récurrent , la longueur des anti-palindromes est bornée et il 
n 'y en a qu 'un nombre fini . 
En revanche, il est connu que chaque préfixe p d 'un mot sturmien cont ient IPI + 1 
Id-palindromes (Droubay et al., 2001). Leur langag est fermé par miroir , mais 
pas par E-miroir. 
2. 5.2 Théorèm e principa l 
Si les derniers énoncés permettent de saisir l'intérêt pour l'étude de la complexité 
palindromique des mots dont le langage est fermé par e, il reste à montrer le 
théorème cent ral de cette section : 
Théorèm e 2.5.9. L 'équation (2 .1) est satisf aite par les m ots dont le langage est 
f ermé par e . 
53 
Alors que la preuve du théorème peut sembler simple pour les mots périodiques , 
celle pour les mots dont le langage est fermé par () est moins int uitive . La preuve 
du théorème 2.5.9 est largement inspirée par celle connue dans le cas où O" = Id 
(Balkova et al., 2013) . Elle a toutefois été modifiée pour inclure la notion de mots 
de retours complets, présentée dans les préliminaires . 
Comme pour la preuve présentée pour les mots périodiques (théorème 2.4.3) , 
on divise celle-ci en deux scénarios possibles . On suppose d 'abord que les deux 
côtés de l'équation (2.1 ) sont finis. On montre ensuite que le Œ-défaut est infini 
exactement lorsque la somme Ln~o T(J(w , n) l'est. 
Preuve de l'identité (2.1) dans le cas fini 
Nous considérons en premier lieu un mot infini w dont le langage est fermé par () 
et tel que les deux côtés de l'égalité (2.1 ) sont finis. De tels mots existent , comme 
en témoignent les exemples 2.5.3, 2.5.4, 2.5 .6 et 2.5.8. Étant donné que la situat ion 
inverse est présentée à la section 2.4, on peut supposer que w est apériodique. 
Remarque 2.5.10 . Étant donné que V (J(w ) est fini , il existe un ent ier L tel que 
pour toute valeur l supérieure à L , le Œ-défaut du préfixe de w de longueur l 
est égal à celui de w . Par exemple, pour les mots périodiques, le théorème 1.3.5 
implique que L :S lu vi + Ll lu l ~ l viiJ, où uv est primit if, w = (uv )w et u et v sont 
des Œ-palindromes tels que lui 2: lvi. 
Remarque 2.5. 11 . La finit ude de I::=o T(J(w , n) , de concert avec le lemme 2.1.7 
(posit ivité de T(J ( w , n)) , implique qu'il existe un ent ier M tel que, pour tout m 
supérieur à M T(J(w ,m) = O. 
Les deux dernières remarques nous permettent de définir un entier qui satisfait 
les deux condit ions ci-dessus : H = max{ L , M} + 1. Soit q le préfixe de w de 
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longueur H- 1. On remarquera que Da(q) = Da(w ) et que l::~=O Ta(w , n) 
2::~:01 Ta(w , n) . 
Soit p le plus petit préfixe de w qui cont ienne tous les facteurs de longueur H de 
w . Bien entendu, q est un préfixe de p, ce qui implique que Da(P) = Da(w ). 
Le théorème 2.3.1 implique alors 
IPI H - l IPI 
2Da(w ) = 2Da(P) = L Ta(P , n) = L Ta(p,n) + L Ta(P, n) . (2.2) 
n=O n=O n=H 
Par la définit ion de H , on sait que L:~=H Ta(w , n) = O. Le fait que pet w aient 
le même ensemble de facteurs de longueur H permet de conclure la preuve à 
condition que L:~~H Ta(P , n) = O. 
Afin de simplifier cette preuve, deux lemmes auxiliaires sont nécessaires : 
Lemme 2.5.12. Les définitions plus haut entraînent que 
~ ~ H - l 
L Pa(P, n) = IPI- H + 1 + L (Pa(q, n)- Pa(P , n)). 
n=H n=O 
Démonstration . Considérons l'ensemble des CT-palindromes qui apparaissent dans 
p mai pas dans q. Alors : 
IPI H - l 
#(Pala(P)\ Pala(q)) = L Pa(P, n)- L Pa(q, n) . 
n=O n=O 
Puisque Da(P) = Da(q) et q est un préfixe de p, la cardinali té de Pala(P)\ Pala(q) 
doit être au moins IPI - H + 1. Par la proposit ion 1.2.1, on obt ient directement 
que #(Pala(P)\ Pala(q)) = IPI - H + 1. 
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Pour le reste de la preuve, on procède avec la suit e d 'égalités : 
IPI IPI H -1 
L Pu(P, n) = L Pu(p, n) - L Pu(P, n) 
n=H n=O n=O 
H -1 H -1 
= IPI - H + 1 + L Pu(q , n) - L Pu(P, n) 
n=O n=O 
H - 1 
= IPI- H + 1 + L (Pu(q, n) - Pu(P , n)). D 
n=O 
Le deuxième lemme porte sur le nombre de facteurs de longueur H dans w qui 
ne sont pas des cr-palindromes. 
Lemme 2 .5.13. Soit l'ensemble {u E LH(w ) 1 u =!= û} . Alors, sa cardinalité est 
H - 1 
C(w , H)- Pu(w , H ) = 2 L (Pu(P, n) - Pu(q, n)). 
n=O 
Démonstration. On procède en créant une bijection entre les paires { u , û} de 
facteurs distincts et les O"-palindromes de longueur inférieure ou égale à H dans 
p, mais pas dans q. 
- Montrons d'abordque C(w , H ) -Pu (w , H )::; 2~:,:01 (Pu (p , n) -Pu(q , n) ). 
Soit u E L H(w ) qui n 'est pas un O"-palindrome. Soit s le préfixe de w qui 
termine par la première occurrence de u ou û. Puisque u est de longueur 
H , ls l 2':. H et Du(s) = Du(q), ce qui fait que PLcrPS (s) est uni-occurrent. 
Comme u n 'est pas un O"-palindrome, nécessairement, PLO"PS (s) < H . 
Autrement , cela impliquerait s = .. . u . . . û ou s = .. . û . .. u, contredisant 
de fait le choix de s. 
Ainsi, pour toute paire { u , û} de facteurs de longueur H qui ne sont pas 
des cr-palindromes il existe un O"-palindrome de longueur inférieure à 
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H qui apparaît dans p, mais pas dans q; ce qui donne l'inégalité recherchée. 
- Il reste à montrer que 
H -1 
2 l.::: CPa(P, n)- Pa(q, n)) :S C(w , H ) - 'Pa(w , H ). 
n=O 
Soit u un CJ-palindrome de longueur strictement inférieure à H qui a au 
moins une occurrence dans p, mais aucune dans q. Soit s le préfixe de w 
qui termine par la première occurrence de u ou û. Comme 'Da(w ) = 'Da(s) , 
on sait que P LCJPS (s) est uni-occurrent . Soit v le suffixe de s de longueur 
H. Alors u est un suffixe CJ- palindromique de v (différent de v ), et il 
découle de la preuve de la proposition 1.2.1 que u est le seul CJ-paJindrome 
uni-occurrent de s . Ainsi, v =f. v. 
Comme le langage de w est fermé par e, à la fois v et v font partie de 
L. H ( w ) \ Pala ( w ), ce qui permet de conclure la bijection. D 
Théorèm e 2.5 .14 . Soit w un m ot infini apériodique et fermé par B. Si 'Da(w ) 
est fini et si 2::=o Ta(w , n) l 'est, l'équation (2.1) est satisfaite. 
Démonstration. Pour achever cette preuve , il suffit de mont rer que L~~H Ta(P, n) 
est nul. Ensuite, on complète directement à part ir de l'équation (2.2) : 
IPI IPI 
LTer(P , n) = L (6.C(p , n) + 2- Per(P, n + 1) - Per (P, n) ) 
n = H n=H 
IPI 
= C(p , IPI + 1) -C(p , H) + 2(IPI- H + 1)- 2 L Per(P , n) 
'-v--' -
= 0 n-H 




= Per (P , H)- C(p, H ) + 2(IPI - H + 1)- 2 L Per(p, n) 
n=H 
= Per(P H ) - C(p, H) + 2(IPI - H + 1) - 2(IPI - H + 1 
H - l 
- L (Per(p ,n) -Per(q ,n)) 
n=O 
H - l H - l 
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(2.3) 
= - 2 L(Per(P , n)- Per(q, n)) + 2 L (Per(P, n) - Per(q , n)) (2.4) 
n=O n=O 
=O. 
Il est de mise de noter que (2.3) est obtenue par le lemme 2.5.12 et (2 .4) découle 
du lemme 2.5.13. D 
Preuve de l'identité (2. 1) dans le cas infini 
Supposons maintenant que .2.::::~=0 Ter ( w , n) est infini. On doit alors montrer que le 
O"-défaut l'est aussi. Réciproquement, on doit démontrer que lorsque le O"-défaut 
est infini, la somme des Ter ( w , n) , n E N, est aussi infinie. Pour y parvenir, nous 
allons utiliser les notions de mots de retour complet et de graphes de Rauzy, 
introduites dans les préliminaires, puis donner quelques lemmes qui mèneront à 
la preuve. Cette approche n'est pas tout à fait originale, puisque les auteures et 
auteurs de (Balazi et al. , 2007; Starosta, 2011 ) ont ut ilisé les graphes de Rauzy 
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pour présenter une preuve du lemme 2.1.7, puis , plus tard , pour démontrer 
l'identité de Brlek-Reutenauer dans le cas où a-= Id. 
Comme énoncé dans les préliminaires , l'ensemble des mots de retour complet de 
n'importe quel facteur dans un mot infini est bien défini exactement lorsque le 
mot est récurrent . Par la proposition 2.5.1 , c'est le cas des mots étudiés dans 
cette section. De plus, on suppose que tous les mots sont apériodiques; comme 
démontré à la section 2.4, les mots périodiques satisfont l'équation (2 .1). 
Pour la preuve générale du théorème cent ral de cette section (théorème 2.5.9) , on 
doit construire une version légèrement différente du graphe de Rauzy réduit . On 
ut ilisera ainsi le fait que le langage des mots étudiés est fermé par e. 
Soit Gu(w ,n) le graphe non-orienté ayant comme sommets les paires {u ,û} , pour 
tout u E L n ( w ) qui est un facteur spécial (gauche ou droit). Il existe une arête 
ent re deux ommets { u, û} et {v, v} exactement lorsqu'il exi te un ent ier positif 
m tel qu 'il y a dans L n+m ( w ) un facteur spécial (gauche ou droit) s qui débute 
soit par u ou û et termine par v ou v. En conséquence, toute arête correspond à 
une paire de facteurs { s , ~} de L n+m ( w ) et il peut y avoir plusieurs arêtes entre 
deux sommets. 
Les étiquettes d 'une chaîne de { u , û} à {v , v} correspondent à un facteur de w 
ayant pour préfixe u ou û et pour suffixe v ou v. Les lettres entre le pr ' fixe et le 
suffixe sont données par les étiqu tte des arêtes (on écrit les facteurs spéciaux 
une eu le fois). 
Lemme 2. 5 .15. Soit w un mot infini apériodique dont le langage est fermé pare. 
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{abaaba} 
{ abaaba} ~ {a baba} { abab, baba} 
{ababa} 
Figure 2 .1 Graphes G1ct(Fib , 3) (à gauche) et Ge(Fib , 3) (à droite) du mot de 
Fibonacci. La lectrice ou le lecteur alerte remarquera que le graphe de gauche a 
toutes ses arêtes et sommets ét iquetés par des palindromes, alors que le même 
énoncé n 'est pas vrai pour le graphe de droite. Une explication est notamment 
que les mots sturmiens, comme le mot de Fibonacci, satisfont 'D1ct ( s) = 0 et 
V e(s ) = oo, tout comme ils vérifient l'équation (2.1). 
Alors, 
1. Pour une chaîne simple {orientée) et un facteur initial donnés dans 
Ga(w , n) , il existe un unique fa cteur correspondant aux étiquettes de la 
chaîne. 
2. Pour une chaîne simple donnée dans Ga(w , n) , il existe au plus deux mots 
correspondant aux étiquettes de la chaîne. 
Démonstration. Suivant les hypothèses du lemme, on mont re les énoncés dans le 
même ordre: 
1. La preuve se fait par récurrence sur la longueur de la chaîne, c'est-à-dire 
son nombre d'arêtes. Considérons la chaîne simple p de Ga(w , n) qui part 
du sommet { u, û} et termine au sommet {v , v} . 
Si p est de longueur 1, l'unique arête e de la chaîne correspond à un ou 
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deux facteurs de w . S'il y en a deux , chacun est l'image par () de l'autre 
(par construction). otons ces facteurs x et x. 
Considérons le mot , x ou x, qui débute par u . Pour voir que ce mot est 
unique, on suppose au contraire que x et x débutent par u et on remarque 
que le fait qu 'ils soient réciproquement l'image par () de l'aut re force que 
l'arêt e soit une boucle. Or , une boucle n 'est pas une chaîne simple, car elle 
passe deux fois par le même sommet . 
{ uo. û} { e, ê} {v . v} ·--------------~~· 0 
eO~~o 
' u  u e O~ ~0 
u û 
F igure 2 .2 Pour un facteur de longueur net une arête du graphe Gu(w , n) 
donnés, il existe un unique facteur de w correspondant à l'étiquette. 
Pour la suite, on suppose que, pour toute chaîne de longueur inférieure 
ou égale à m , il existe un unique mot correspondant aux étiquettes de la 
chaîne (orientée) et débutant par un fact eur donné. 
Si p est une chaîne de longueur m + 1, elle peut s'exprimer comme la 
concaténation d 'une chaîne de longueur m de { u , û} à { z, z} et d 'une arête 
e de {z,:Z} à {v, v} . 
P ar hypothèse de récurrence, il existe. un seul mot y qui corresponde aux 
étiquet tes de la chaîne de { u, û} à { z, :Z} et qui a pour préfixe u . 
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{ U û} Chaîne de longueur m { Z. z} Arête e {V· v} 0···········································~
Figure 2.3 Une chaîne de longueur m + 1 dans Ga(w , n). 
Comme les n dernières lettres de y sont aussi les n premières du mot 
associé à l'arête e, on utilise le cas de base et on trouve qu'il existe un seul 
mot possible pour étendre y en suivant p. C'est donc le seul mot possible 
commençant par u et suivant la chaîne p. 
2. Le deuxième énoncé est une conséquence du premier. En effet, chaque som-
met de Ga(w , n) correspond à au plus deux facteurs de longueur n dans 
w . Pour chacun de ces facteurs , il existe un unique mot correspondant à 
une chaîne donnée; c'est le premier énoncé. 0 
Si l::=~=O Ta(w , n) est fini : 
À l'aide des graphes de Rauzy et de leurs variantes , Stepân Starosta a montré 
deux lemmes, dont un que nous exprimons en termes de mots de retour complet . 
Lemme 2.5.16 (Corollaire 7, (Starosta, 2011)) . Soit w un mot infini dont le 
langage est f ermé par e et soit n > 0. Alors, Ta ( w , n) = 0 si et seulement si les 
deux conditions suivantes sont rencontrées : 
1. Le graphe obtenu de Ga ( w , n) en enlevant les boucles - les arêtes d 'un 
sommet vers lui-même - est un arbre. 
2. L 'étiquette associée à toute boucle dans Ga ( w , n) est un singleton form é 
d 'un e7 -palindrome. 
_j 
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Lemme 2.5.17 (Analogue au lemme 14, (Starosta, 2011)) . Soit w un mot infini 
dont le langage est f ermé par e. Si Ta ( w , n) = 0 pour un certain entier n , alors 
pour tout u E .Ln ( w ), les occurrences de u et de û s'alternent. 
Ce dernier lemme est exprimé dans l'art icle original (Starosta, 2011) pour le cas 
particulier n = 1, mais la preuve est donnée pour toute valeur de n. 
On peut traduire le lemme 2.5.16 en termes de mots de retour complet : 
Lemm e 2.5 .18 (Conséquence du lemme 2.5.16) . Soit w un mot infini apériodique 
dont le langage est f ermé pare et soit n > O. Alors, Ta(w , n) = 0 si et seulement 
si les deux conditions suivantes sont satisfaites : 
1. Étant donné deux paires distinctes { u , û} et {v ' v} de fa cteurs spéciaux de 
Ln ( w ), il existe ·un 'unique fa cteur de w débutant par u et terminant par 
v ou v, sans autre occurrence de u, û, v ou v et qui ne contienne plus 
d'une occurrence de la paire { z, :Z}, où z est un fa cteur spécial de longueur 
n dans w. 
2. Soit u E .Ln(w ) un fa cteur spécial. Tout mot de 8-retour complet de u qui 
ne contient pas de fa cteur spécial de longueur n , autre que u et û, est un 
CJ -palindrom e. 
Démonstration. Comme les hypothèses des deux lemmes sont identiques, il est 
suffisant de montrer que les énoncés 1 et 2 du lemme 2.5.16 sont équivalents à 
ceux du lemme 2.5.18. 
1. Un graphe est un arbre si et seulement si chaque pau-e de sommets est 
reliée par une unique chaîne (proposition 0.0.20). 
Une chaîne dans un graphe passe au plus une fois par chacun des sommets. 
Dans Ga(w , n) , cela veut dire que pour chaque paire {z, :Z} de facteurs d 
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L n ( w ), il y a au plus une occurrence d 'un de ces facteurs (et donc au plus 
un des deux apparaît). 
Le lemme 2.5.15 implique que pour une chaîne donnée et un préfixe u, il n 'y 
a qu 'une seule possibilité pour les étiquettes des arêtes. Donc le graphe est 
un arbre si et seulement s'il existe un unique facteur de w qui commence 
par u et termine par v ou v sans qu 'il n'y ait plus d 'une occurrence d 'un 
facteur de longueur n ou de son image par e. 
2. Par définition du graphe Gcr(w ,n), les boucles correspondent à des mots 
de 8-retour complet sans facteur spécial de longueur n autre que le préfixe 
et le suffixe. 0 
Théorème 2.5.19. Soit w un mot infini apériodique dont le langage est f erm é 
par 8. Supposons qu'il existe un entier N tel que pour tout n 2: N, Ter ( w , n) = 0. 
Alors, quelque soit u E L n(w ), n 2': N, tout mot de 8-retour complet v de u est 
un O" -palindrome. 
Démonstration. On remarque d 'abord que les hypothèses du lemme 2.5.17 sont 
satisfaites . Ainsi , v commence par u et termine par û. 
Le reste de la preuve se fait en deux cas. 
- Si u est un facteur spécial droit : il y a encore deux cas possibles. Si v ne 
contient pas d 'autre facteur spécial de longueur n , l'énoncé 2 du lemme 
2.5.18 s'applique et v est un Œ-palindrome. 
Sinon, on note u' le premier facteur spécial droit de longueur n à droite 
de u. Soit x le facteur commençant par u et terminant par u', sans autre 
occurrence de u, u' , û ou :(;!. 
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®- x 
--- -- --® 
mot v 
Figure 2.4 Récurrence sur les facteurs spéciaux droits du mot v . 
Puisque lxi > N et que x est un facteur spécial de w , x sati fait les 
hypothèses du lemme 2.5.18 et on applique le même argument sur les 
facteurs de longueur lxi . Si v ne cont ient pas d 'autre fact eur spécial de 
longueur lxi , on ut ilise le premier cas. Sinon, on répète la procédure ut ilisée 
pour u en choisissant x' comme le facteur de v terminant par le facteur 
spécial suivant x . On p ut appliquer cette procédure récursivement jusqu'à 
ce qu 'il n'y ait plus de grand facteur spécial aut re que le préfixe et le suffixe. 
- Si u n'est pas un facteur spécial droit : soit v' le plus court préfixe de v qui 
est un facteur spécial droit et qui est plus long que u . Nécessairement , il 
existe un tel facteur, car w n' st pa ult imement périodique (lemme 2.5 .2) . 
Ainsi, v est aussi le mot de B-retour de v' . Comme iv'i > lui, Ta(w , iv'i ) = 0 
et on peut se ramener au premier cas. 0 
On a maintenant tous les ingrédients pour prouver que le O"-défaut est fini . C'est 
l'objet du prochain théorème. 
Théorème 2.5.20. S oit w un mot infini apériodique dont le langage est f ermé 
par e. Si E :=O Ta(w , n) < oo, alors le () -défaut de w est fini. 
Démonstration. Si E n=O Ta(w , n) < oo , la remarque 2.5.11 indique qu 'il exi te 
un ent ier M tel que Ta(w , m) = 0, pour tout m 2: M . Les hypot hèses du théorème 
2.5 .19 sont alors satisfaites et les mots de B-retour complet de facteurs de longueur 
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m 2": M sont des (/-palindromes. 
Pour montrer que le (/-défaut est fini , on observe d 'abord que le (/-défaut est fini 
si et seulement si, à partir d 'un certain rang L , le plus long (/-palindrome suffixe 
de tout préfixe de w de longueur l 2": Lest uni-occurrent (remarque 2.5.10). 
On suppose que le préfixe p de w de longueur m 2": M est tel que PL(/ PS (p) soit 
apparu à une position antérieure. Puisque m > M , le mot qui débute à l'avant-
dernière occurrence de PL(/PS(p) et qui est suffixe de p est un mot de e-retour 
complet et un (/-palindrome, ce qui contredit la maximalité de PL(/PS(p) . D'où 
PL(/PS(p) doit être uni-occurrent et le défaut de w , nécessairement fini . 0 
Le dernier théorème achève de démontrer que si la somme L::=o TŒ ( w , n) est finie, 
le défaut l'est aussi. Il reste toutefois à montrer la réciproque. 
Si le (/-défaut est fini : 
Pour ce côté de la preuve, on procède dans le sens contraire : on décrit d 'abord 
ce qu 'un (/-défaut fini implique sur les mots de e-retour complet, puis on termine 
avec les conséquences de cela sur les valeurs de TŒ ( w , n). 
-Théorème 2.5.21. Soit w un mot infini apériodique dont le langage est f ermé 
par e et dont le (/-défaut est fini. Alors il existe un entier N tel que, pour tout 
facteur u de longueur supérieure à N, tout mot de e-retour complet de u est un 
(/-palindrom e. 
Démonstration. On procède par contradiction. 
D 'après la remarque 2.5 .10, un (/-défaut fini implique qu'il existe un entier L tel 
que , pour tout préfixe p de longueur supérieure à L dans w , PL(/PS(p) est uni-
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occurrent . On pose N égal à L et u tel que lui > N. Soit v un mot de B-retour 
complet de u dans w . Supposons qu 'il n 'est pas un cr-palindrome. 
Sans perte de généralité , on peut supposer que v est le premier tel facteur qui 
apparaît dans w. On note r le préfixe de w qui termine par la première occurrence 
de v et soit s = PLcrPS(r). Par hypothèse , s doit être uni-occurrent dans r. 
v E R(w ,{u ,û} ) 
'T' 
"-v-" 
u ou û 
'T' 
s=PLaPS(r) 
Figure 2.5 Préfixe de w terminant par le premier mot de G-retour complet de u. 
Ainsi : 
1. Si lsl :S lui , s n'est pas uni-occurrent puisqu'il y a deux occurrences de u 
ou û et s est un cr-palindrome. 
2. Si lui < lsl < lvi , alors v contient au moins trois occurrences de la paire 
{u ,û} (cars est un cr-palindrome) , ce qui contredit l'hypothèse comme 
quoi v est un mot àe G-r:etour àe u. 
3. L'égalité s =v est impossible, puisque cela contredirait le fait que s est un 
cr-palindrome, alors que v n'en est pas un . 
4. Si lvi < lsl , il existe au moins deux occurrences de la paire {v , v} dans s 
(car c'est un cr-palindrome) , ce qui contredit le choix der. 
On en conclut donc que v est un cr-palindrome. 0 
Afin de conclure que la somme L:~=o Ta(w , n) est finie lorsque le défaut l'est , 
on ut ilise le dernier théorème ainsi que le lemme 2.5.18. C 'est ce qu 'explique ce 
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qui suit : 
Théorème 2.5.22. Soit w un mot apériodique dont le langage est f ermé pare . 
Si le cr -défaut est fini , alors 2.::::::=0 Ta ( w , n) est également fini . 
Démonstration. Comme 'Da(w ) est fini , on peut appliquer le théorème 2.5 .21. On 
sait donc que, si u est un facteur suffisamment long de w , tout mot de e-retour 
complet de u est un cr-palindrome. Pour montrer que 2.::::::=0 Ta ( w , n) < oo à partir 
du lemme 2.5 .18, on cherche à montrer que Ga(w , n) satisfait les deux condit ions 
suivantes lorsque n est assez grand : 
1. Étant donné deux paires distinctes { u, û} et {v' v} de facteurs spéciaux de 
Ln ( w ), il existe un unique fa cteur de w débutant par u et terminant par v 
ou v, sans autre occurrence de u , û, v ou v et qui ne contienne plus d 'une 
occurrence de la paire { z, z} , où z est un fa cteur spécial de longueur n 
dans w . 
Soit s un facteur de w débutant par une occurrence de u et terminant par 
v sans autre occurrence de u, û, v ou v. Soit r un facteur de w ayant pour 
préfixes et qui est un mot de e-retour complet de u. Par le théorème 2.5.21, 
r est un cr-palindrome et s est un suffixe de r. De plus, s est le premier 
facteur suivant s qui ait pour préfixe u ou û et pour suffixe v ou v, ou le 
contraire, sans autre occurrence de u ou de û (parce que r E R( w , { u, û})). 
rE R(w , {u ,û}) 
s 
EPalu(w) 
ne contient pas d'occurrence de u ou û 
Figure 2.6 Structure der , un mot de e-retour complet de u dans w. 
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Le mot de B-retour de v (le préfixe de s) est aussi un O"-palindrome, car 
lvi = lui , et il termine par s= s. 
Ceci achève de montrer qu 'il n 'y a qu 'une possibilité pour s, en tant que 
facteur de w débutant par une occurrence de u et terminant par v sans 
autre occurrence de u, û, v ou v. 
De plus, il n 'y a pas de facteur .1: de w débutant par u et terminant par 
v -=f v sans autre occurrence de u, û, v ou v. En effet , on remarque qu'à 
partir de la première occurrence de u , tout ce qui suit est soit part ie d 'un 
mot de e-retour complet de s ou de ~. 
(a) x ne peut faire partie d 'un mot de B-retour de s : Les mots de B-retour 
complet de s sont aussi des mots de B-retour complet de u (parce que 
les mots de B-retour complet de u sont des O"-palindromes). Ainsi, ils 
débutent par u et terminent par û sans autre occurrence de u ou û. La 
première occurrence d 'un facteur de la paire {v , v} en est une de v; c'est 
le suffixe de s. Par conséquent , x n'est pas facteur d 'un mot de B-retour 
complet de s. 
pas d 'occurrence de u 
R(w, { ,s}) 
pas d'occurrence de îi 
R(w , {s ,s}) 
F igure 2. 7 Mots de B-retour complet des et des dans w . 
(b) x ne peut faire partie d 'un mot de B-retour des: On procède de la 
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même façon en remarquant que les mots de B-retour de s sont aussi 
des mots de B-retour de v. Ils débutent alors par v et n 'ont pas 
d 'aut re occurrence de v, car les mots de B-retour complet de v sont des 
palindromes et qu'ils terminent par v. Autrement dit, x = u .. . v ne 
peut être facteur d 'un mot de B-retour de s. 
2. Soit u E .Cn(w ) un facteur spécial. Tout mot de B-retour complet de u qui 
ne contient pas de fa cteur spécial de longueur n , autre que u et û, est un 
Œ -palindrome. 
Comme tout mot de B-retour complet de u est un Œ-palindrome (théorème 
2.5.21), cette condition est satisfaite. 0 
Démonstration du théorème 2.5. 9. C'est une conséquence directe des théorèmes 
2.4.3, 2.5 .14, 2.5.20 et 2.5 .22. D 
2.6 Mots uniformément récurrents 
Théorèm e 2 .6.1. L 'équation (2. 1) est satisfaite par les mots uniformément ré-
currents. 
Une preuve de ce théorème a déjà été donnée dans le cas spécifique où Œ = Id 
(Balkova et al., 2011b ; Balkova et al., 2011a). Cependant , elle pourrait être 
considérablement simplifiée en utilisant le résultat de la section 2.5. La preuve se 
découpe en deux parties. Soit le résultat de la section 2.5 s'applique, soit le défaut 
et I:n~o T(J(w , n) sont infinis. Elle est donnée après ces deux lemmes. 
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Lemme 2.6.2. L 'équation (2.1) est satisfaite pour tout mot contenant un nombre 
fin i de ()-palindrom es. 
Démonstration. Soit w un mot contenant un nombre fini de (]"-palindromes. Si w 
est de longueur finie, on sait qu 'il satisfait l'équation (2.1) par le théorème 2.3 .1. 
Si w est infini, il est nécessairement de défaut infini . De plus, pour tout n à part ir 
d'un certain rang N, PŒ(w , n) = 0 et donc 
TŒ(w , n) = .6.C (w , n) + 2 2: 2, 
car .6.C(w , n) est toujours posit ive (proposit ion 0.0.2). En part iculier, la somme 
I::~=o TŒ(w , n) est infinie, tout comme le défaut . D 
Lemme 2 .6.3. Soit w un mot infini uniformément récurrent. Si son langage n'est 
pas fermé pare, w contient un nombre fini de ()-palindromes . 
Démonstration. Soit u un facteur de w tel que û ~ .C ( w ). 
Comme w est uniformément récurrent, il existe un entier m tel que deux occur-
rences consécut ives de u sont toujours à distance au plus m l'une de l'aut re. Il 
n'existe donc aucun facteur de w de longueur supérieure à m qui soit un palin-
drome. 
Comme l'alphabet est fini, le langage (J"-palindromique l'est aussi. D 
Cela nous mène maintenant à la preuve du t héorème 2.6. 1 : 
Démonstration du théorème 2. 6.1. Soit w un mot infini uniformément récurrent . 
Si le langage de w est fermé par e, on sait par 1 théorème 2.5.9 que l'équation 
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(2. 1) est satisfaite. Autrement , w satisfait les hypothèses du lemme 2.6.3 et ne 
contient qu 'un nombre fini de palindromes. D 'où l'équation (2. 1) est vérifiée. 0 
2.7 Points fixes de morphismes primitifs 
Théorème 2.7 .1. L 'équation (2. 1) est satisfa ite pour les points fixes de mor-
phismes primitifs. 
La preuve de ce théorème repose sur un lemme déjà connu. Nommé « lemme de la 
fenêtre » par ses auteurs, il affirme que tout point fixe de morphisme primitif est 
uniformément récurrent et que la distance entre deux occurrences consécutives de 
n 'importe quel facteur est proportionnelle à sa longueur : 
Lemme 2.7.2 (Lemme 2. 1, (Damanik et Zare, 2000)) . Soit 1Ji un morphisme 
primitif. A lors il existe une constante fini e Cw telle que dans tout point fixe infini 
w de 1Ji , tout facteur u ayant une occurrence dans w est fa cteur de tous les sous-
mots de longueur Cw · lui. 
Autrement dit , les occurrences de tout facteur de w apparaissent à distance bornée 
linéairement (en fonction de la longueur du facteur) l'une de l'autre et le mot est 
par conséquent uniformément récurrent . 
Preuve du théorème 2. 7.1. En ut ilisant le lemme de la fenêtre (lemme 2.7.2) et 
le théorème 2.6.1 , on obtient que, puisqu 'ils sont uniformément récurrents , ils 
satisfont l'identité. 0 
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2.8 Une identité vraie pour les mots récu rrents? 
Les notions des dernières sections montrent que plusieurs types de mots récurrents 
at isfont l'ident ité . Parmi celles-ci, deux grandes familles distinctes en englobent 
d'aut res : les mots uniformément récurrents et les mots dont le langage est fermé 
pare. 
2.8.1 Mots ayant un nombre fini de palindromes 
Il existe au si de mots récurrent atisfaisant l'ident ité en question qui n 'appar-
t iennent à aucune de ces deux familles . Parmi ceux-ci, tous les mots ayant un 
nombre fini de palindromes satisfont l'ident ité , par le lemme 2. 6.2. 
Lorsque CJ = Id , on retrouve notamment les suites obtenues par pliage de pa-
pier , comme la courbe du Dragon (A014707 de l'OEIS). Cette suite est construite 
récursivement n prenant la limiten-t oo de 
Elle est dite suite par pliage de papier régulière parce qu 'elle correspond au résultat 
(vu de côté) d'un papier plié en deux chaque fois dans le même sens. 
Comme le faisaient déjà remarquer Srecko Brlek et Christophe Reutenauer (Brlek 
et Reutenauer , 2011 ), elle satisfont l'équation puisqu 'elles ne cont iennent aucun 
palindrome de longueur supérieure à 14, un résultat dû à J an-Paul Allouche 
( Allouche, 1997) . 
Il faut cependant noter que les mots ayant un nombre fini de palindromes ne sont 
pas nécessairement récurrents. 
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2.8.2 Un problèm e ouvert 
Ce chapitre a présenté plusieurs exemples de mots récurrents satisfaisant l'équa-
t ion (2.1). Il est connu depuis l'énonciation de la conjecture que la condit ion de 
récurrence est nécessaire. Le cont re-exemple suivant démontre que l'égalité de 
l'équation (2.1) n 'est pas toujours satisfaite par les mots qui ne sont pas récur-
rents : 
Exemple 2.8.1 (Similaire à un contre-exemple de (Brlek et Reutenauer , 2011)) . 
Considérons le mot de Fibonacci (sur l'alphabet binaire {a, b} ). 
Il est facile de voir que le mot infini c · Fib n'est pas récurrent lorsque Fib est le 
mot de Fibonacci : il ne contient qu 'une occurrence de la lettre c. 
En outre, il ne satisfait pas l'équation (2.1) . Son défaut est le même que celui 
du mot de Fibonacci : puisque, pour chaque préfixe p de Fib , PLPS (p) est uni-
occurrent dans p, l'ajout d 'une lett re n 'apparaissant pas dans p n 'alt ère pas cette 
propriété (et PLPS ( c) est uni-occurrent). 
En revanche, 
n~O n~O 




C(c · Fib, n) = ' 
C(Fib, n) + 1 
si n = 0; 
sinon. 
{ 
P (Fib, n) + 1 si n= 1; 
P (c · Fib, n) = 
P (Fib, n) sinon 
Néanmoins, il n 'existe pas de cont re-exemple connu de mot récurrent qui ne sa-
tisfasse pas l'équation (2.1). Une question naturelle semble alors être si l'on peut 
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étendre le théorème de Brlek et Reutenauer à l'ensemble des mots récurrents . Une 
telle quest ion a déjà été posée dans un contexte légèrement différent , soit au sujet 
de la positivité de Trd(w , n) (Bucci et al. , 2009). Dans cet art icle, les auteure et 
auteurs disent n 'avoir pu t rouver ni preuve ni contre-exemple de mots récurrents 
pour lesquels Trd ( w , n) est strictement négatif, alors que des cont re-exemples sont 
connus pour les mots non-récurrents , comme celui de c · Fib. 
CHAPITRE III 
LA COMPLEXITÉ PALINDROMIQUE DES ARBRES. 
Le troisième chapitre délaisse l'étude des pseudo-palindromes et se concentre sur 
une toute aut re généralisation de l'étude de la complexité palindromique : on 
examine ici le nombre maximal de palindromes distincts dans des arbres. 
Une paire de mots { u, û} est identifiée avec un arbre composé d 'une unique branche 
(voir figure 3.1). Ainsi, les arbres semblent être des généralisations naturelles des 
mots et s'interroger sur les motifs qui y apparaissent l'est tout autant . 
a @ • lJ. a b • • • b ® 
Figure 3.1 Un arbre filiforme représente une paire formée d 'un mot et de son 
image miroir . 
Il y a deux mot ivations principales : la première est intrinsèque- c'est-à-dire qu 'on 
s 'intéresse au problème en tant que finalité- alors que la seconde est plutôt liée à 
l'étude des plans discrets. 
Langage des arbres. Récemment , le nombre maximal de carrés dans un arbre 
a été investigué (Crochemore et al., 2012). Pour ce faire, les auteurs ont défini le 
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langage d 'un arbre (de la même façon que dans les préliminaires de ce mémoire). 
Ils ont ainsi mont ré que le nombre maximal de carrés pour un arbre T de taille n 
est 
En comparaison, le nombre maximal de carrés dans un mot est linéaire par rap-
port à sa longueur (Fraenkel et Simpson, 199 ). Le problème d'étudier les motifs 
qui apparaissent dans le langage des arbres semble intéressant et compter les pa-
lindromes est un aut re problème qui permet de mieux comprendre le langage des 
arbres . On verra d'ailleurs que, comme pour les carrés, le nombre maximal de 
palindromes dans un arbre est asymptotiquement plus grand que dans un mot de 
même taille. 
Des motivations géométriques ! Si l'on considère les mots comme l'encodage 
d 'objets géométriques, on peut étendre certaines définit ions. Un exemple naturel 
est certainement les mots de Christoffel, d 'abord présentés à l'exemple 1.1.2, qui 
codent les droites discrètes de pente rationnelle. Sébastien Labbé et Christophe 
Reutenauer ont d'ailleurs récemment proposé une définition des « mots » de 
Christoffel multi-dimensionnels (Labbé et Reutenauer , 2015) . Ceux-ci sont vus 
comme des sous-graphes orientés d 'une grille à coordonnées ent ières zn Ils 
représentent aussi le dessus de la discrétisation d'un hyperplan. 
Le graphe d'adj acence de structures obt nues par symétries a été étudié par 
Éric Domenjoud et Laurent Vuillon dans un article où ils détaillent les graphes 
obtenus par clôture palindromique, de manière analogue aux mots sturmiens 
(de Luca, 1997) ou épisturmiens (Droubay et al., 2001 ; Glen et Ju t in , 2009), 
aussi obtenus par clôture palindromique, et ils mont rent qu 'il s 'agit d 'arbres 
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Figure 3 .2 Le domaine fondamental du graphe de Christoffel associé au vecteur 
(2, 3, 5) (Labbé et Reutenauer , 201 5) . 
(Domenjoud et Vuillon, 2012). Leurs palindromes ont été étudiés par les deux 
mêmes auteurs, conjointement avec Xavier Provençal (Domenjoud et al., 2016), 
dans un ar ticle où ils montrent que leur nombre est celui d 'arêtes plus un. Cette 
dernière propriété met en évidence l'analogie avec les mots sturmiens. 
La figure 3.3 présente un exemple d 'un arbre contenant plus de palindromes 
non-vides que d'arêtes, démontrant ainsi que le théorème 1. 1. 1 ne peut s'appli-
quer aux arbres. Cet exemple est d 'a illeurs le plus petit qui cont redise ce théorème. 
b b 
• • 
Figure 3.3 Un arbre avec 6 arêtes et 7 palindromes non-vides 
{a, b, aa, aaa , bab, baab, baaab} (Domenjoud et al., 2016). 
Une part icularité des arbres est, telle que l'exprime la propo it ion 0.0.20, que tout 
couple de nœuds est reliée par une unique chaîne. Ainsi, le nombre de facteurs 
----------------
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non-vides dans le langage d 'un arbre est au plus le nombre de façons de choisir 
un couple de sommets dist incts (si, Sj), et les facteurs correspondent à l'unique 
chaîne de si à Sj. Le nombre de palindromes non-vides ne peut donc excéder le 
carré du nombre de sommets. 
Ce chapitre exhibe d 'abord une famille infinie d 'arbres ayant un nombre de palin-
dromes substantiellement plus grand que la borne indiquée par le théorème 1.1.1. 
On donne ensuite une valeur, à constante près, pour le nombre de palindromes 
dans des arbres ayant un langage d 'une forme part iculière. F inalement , on explique 
pourquoi cette valeur fonctionne en toute généralité. 
Arbres filiformes . D'après les définit ions ci-haut, on peut associer un arbre 
filiforme W à une paire de mots { w , w} . Supposons en effet que x et y soient 
ses feuilles et que les autres nœuds soient de degré 2. Alors, w = 1r(x, y) et 
w = 1r(y, x). La taille de W est égale à lwl = liVI. De manière analogue, 
Pal(W) = Pal( w) = Pal( w). Le langage de W correspond à l'union des langages 
de w et de w. 
Exemple 3.0. 2. La figure 3.1 présente l'arbre filiforme associé au mot ababb. Un 
facteur de l'arbre est soit un facteur du mot 1r(x, y), si les arêtes ont lues de 
gauche à droite, ou de 1r(y , x), sinon. 
3.1 Une famille d 'arbres avec b eaucoup de palindromes 
Cette section présente une famille infinie d'arbres dont le nombre de palindromes 
dépasse largement sa taille. De cette façon, on établit une borne inférieure 
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non-triviale sur le nombre maximal de palindromes qu'un arbre peut avoir . 
Pour ce faire, on présente d 'abord quelques not ions sur les suites de nombres, qui 
seront utiles pour compter les palindromes dans les arbres n « forme de peigne». 
3.1.1 Quelques éléments d e combinatoire additive 
On dit qu'une suite d 'entiers est de Sidon si les sommes de n'importe quelle paire 
de ses éléments sont distinctes deux à deux (Sidon, 1932). Il existe une infinité 
de tels ensembles. Par exemple, les puissances de 2 (ou de n'importe quel entier 
au moins égal à 2) forment un ensemble de Sidon infini. 
Exemple 3.1.1. L'ensemble S = {1 , 2, 4, 6, 10 , 16} est un ensemble de Sidon fini. En 
effet, les sommes de deux éléments distincts de l'ensemble sont toutes différentes : 
3 = 1 + 2 
5 = 1 + 4 
6 = 2 + 4 
7 = 1 + 6 
8 = 2 + 6 
10 = 4 + 6 
11 = 1 + 10 
12 = 2 + 10 
14 = 4 + 10 
16 = 6 + 10 
17 = 1 + 16 
18 = 2 + 16 
20 = 4 + 16 
22 = 6 + 16 
26 = 10 + 16 
Tableau 3.1 La table d 'addit ion de l'ensemble S montre que c'est bien un en-
semble de Sidon, puisque les sommes de deux éléments distincts sont toutes diffé-
rentes . 
Or , bien qu 'il soit relativement facile d 'imaginer des ensembles satisfaisant la 
propriété de Sidon, en t rouver qui soient denses est plus difficile. 
P lusieurs propriétés des ensembles de Sidon sont connues , comme celle-ci : 
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Proposition 3.1.2. Un ensemble est de Sidon si et seulement si les différences 
non-nulles des paires de ses élément sont distinctes deux à deux. 
Démonstration. Soit S un ensemble de Sidon. 
Par définition , pour tout (a , b, c, d) E S4 , avec a -=1 b etc=/= d, 
a + b = c + d => {a , b} = { c, d} . 
Cette définit ion est équivalente à 
a - c = d- b => {a , b} = { c, d}. 
La contraposée de cet énoncé dit que si deux paires d 'éléments sont distinctes, 
leurs différences le sont aussi, d 'où l'équivalence des définit ions. D 
La taille maximale d'un sous-ens mble de Sidon S de {1 , 2, ... , n} est connu à 
constante près (Gowers, 2012). En effet , puisque S est de Sidon, il y a 1~ 2 sommes 
des paires d 'éléments pa nécessairement distincts deS, t les sommes des termes 
sont toutes inférieures à 2n. D'où, 
et alors ISI ::; 2y'n. 
ISI 2 
- <2n 2 -
Un exemple connu d 'ensemble de Sidon de cet ordre est donné par Erd6s et Thran 
(Erdës et Thran , 1941) et consiste en la suite Ap dont les éléments sont 
Ap = (2pk + (k2 mod p))k= l ,2, ... ,p-l, avec p premier. (3. 1) 
On remarque par ailleurs que , comme il existe des nombres premiers arbit raire-
ment grands, il n 'y a pas de longueur maximale pour les suites de cette famille. 
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Proposition 3.1.3 ((Erdos et Turan, 1941)) . La suite Ap est de Sidon quelque 
soit p premier. 
Démonstration. Supposons qu'il existe des entiers i , j , k , l tels que ai+ ai = ak + 
a1. Comme la somme de deux éléments de la suite est toujours la somme d'un 
multiple de 2p et d 'une valeur strictement inférieure à 2p, les sommes de chacun 
des termes du résultat doivent être égales. Ainsi, pour avoir l'égalité des sommes, 
on a 2p(i + j) = 2p(k + l) (ou tout simplement i + j = k + l) et i 2 + j 2 = k2 + l 2 
mod p. On peut reformuler ceci avec 
i - k = l - j et i 2 - k2 = l2 -l mod p. 
Il y a alors deux cas possibles : 
- Si i - k = l - j = 0, alors i = k et l = j . 
- Sinon, i + k = l + j mod p. En additionnant de chaque côté avec 
i - k = l - j , on trouve 2i = 2l mod pet 2k = 2j mod p. Or, puisque 2 
ne divise pas p et que i , j , k et l sont inférieurs à p , l'égalité des paires est 
vérifiée. 
On déduit donc que { i , j} = { k, l} si les sommes des paires sont égales , et Ap est 
bien de Sidon. D 
De plus, la suite Ap est , à constante multiplicative près, le plus dense possible. En 
effet , la valeur maximale d 'un élément de Ap est inférieure à 2p2 et IAPI = p- 1. 
Donc, pour tout p , Ap cont ient p- 1 éléments parmi {1 , 2, ... , 2p2}. Or , on sait 
qu'une suite de Sidon contient au plus 2fo termes où n est la valeur maximale 
de la suite. Pour Ap , la densité est .J8 fois plus petite , et ce , pour tout p. En 
somme, on obtient un ensemble dont la densité est d'ordre maximal. 
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3.1.2 La construction en « forme de p eigne » 
otre objectif est de construire un arbre dont le langage palindromique est 
sub tant iellement plus grand que la taille de l'arbre. Dans cette section, on donne 
la construction d 'une famille d 'arbre { Qv . .B 1 p f3 E N, p premier} arbitraire-
ment grands qui contiennent au plus, à constante près , 1 Qv,.e i.JfQ;fiï palindromes. 
On considère le « peigne » Q p,,B, représenté à la figure 3.4. 
F igure 3.4 Le peigne Q p,,B . Sur la figure , on note bi = ai+1 - ai où A est la uite 
Av donnée à l'équation (3. 1). La notation Ob sur la figure désigne une suite de b 
arêtes étiquetées par O. 
Proposit ion 3 .1.4 (Propo it ion 3, (Brl k et al. , 2015)) . La suite B = 
(b1 , ... , bp_2 ) définie à la figure 3.4 est telle que la somme des termes de chaque 
sous-suite contiguë est distincte. 
Démonstration. On procède par l'ab urde. 
Supposons qu 'il existe des indices k, l , m , n tels que 
l n 
L bi = L bj. 
i=k j=m 
Par la définition de B , 
l l L bi = L (ai+l- ai)= al+l- ak. 
i=k i=k 
En procédant de la même façon, on t rouve que 
Il s'ensuit que 
n L bj = an+l - am. 
j=m 
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Or , la suite Ap est de Sidon. Donc { l + 1, m} = { k, n + 1} et les sommes des termes 
des sous-suites de B sont deux à deux distinctes. D 
Lemme 3.1.5. Le nombre de palindromes de Qp,f3 est dans 8((3p2 ). 
Démonstration. Les palindromes non-vides de Qp,f3 sont de trois différentes 
formes. On note c0 le nombre de palindromes de la forme o+, c1 le nombre de 
ceux de la forme 1 + et c101 le nombre de palindromes de 1 +o+ 1 +. On peut alors 
dénombrer les palindromes de Qp,f3 : 
1 Pal( Qp,f3) 1 = co+ c1 + c101 + 1, 
où l'unité est ajoutée pour le mot vide. Puis , 
l 
= [{x [ 1::; x ::; f3 }[ · [{y 1 y = Lbi pour 1 ::; k ::; l ::; p- 2}[ 
= f3 (p- 2) + f3 (p- 2)(p- 3) . 
2 
i=k 
La dernière égalité vient de la proposit ion 3.1.4, qui garant it que, pour chaque 
choix de paires d 'indices, la somme est différente. Le comportement asymptot ique 
du nombre de palindromes est déterminé par le terme dominant , soit f3p2 . D 
-- -- -------- - --
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Lemme 3.1.6 . La taille de Qp,/3 est dans 8 (p2 + f3p). 
Démonstration. Le nombre d'arêtes d 'étiquettes 0 est h +b2+. . . +bp_2 = 2p2 -4p. 
Pour celles étiquetées par 1, il y a exactement p- 1 suites d'arêtes étiquetées par 
1 et leur longueur est f3 . Le nombre total d 'arêtes est donc 2p2 - 4p + f3 (p- 1). 0 
Pour simplifier la notation, on note QP l'arbre Qp,p· On s'en sert pour exprimer 
le théorème suivant. 
Théorèm e 3.1.7 (Lemmes 4 et 5, (Brlek et al. , 2015)) . Le nombre maximal de 
palindromes de QP est dans 8 ( 1 QP 1 ~). 
De plus, le nombre maximal de palindromes d'un arbre Qp,/3 est dans 0 ( 1 Qp,/3 1 ~) . 
Démonstration. On se sert des lemmes 3.1.5 et 3.1.6 pour calculer 
max(2 , 1 + logp(/3)) ' 
qui est maximal en posant f3 E 8 (p). On peut donc choisir f3 = p pour optimiser 
logiQp,td (l P al(Qp,/3 )1) . Alors , logiQPI (I Pal(Qp)l) tend vers ~ lorsque pest grand et 
le nombre de palindromes de QP est dans 8 (I QPI ~ ). 0 
----- -------------------- - - ----------------
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Exemple 3.1.8. En posant f3 = p , on trouve l'arbre QP : 
Figure 3.5 L'arbre QP . 
Ainsi, le nombre de palindromes dans l'arbre est P3 +v2; 4P+2 et sa taille est 3p2 - 5p. 
D'où 1 Pal(Qp)l E 8(1Qvl ~ ). 
3.2 Vers une borne maximale 
Soit w un mot. On note alors 6..(w) son codage par blocs , c'est-à-dire la suite de 
longueur des blocs d'une même lettre. 
Exemple 3.2.1. Par exemple, le mot de langue française « appelle » a pour codage 
par blocs 6..(appelle) = 12121. De la même façon, pour la suite de nombres w = 
11112111211211, 6.. (w) = 4131212. 
Il est facile de voir que chaque lettre de 6.. ( w) représente la longueur d 'un bloc, 
alors que la longueur de 6..(w) peut être associée avec le nombre de blocs dans w. 
On peut maintenant définir une suite infinie de familles d 'arbres : 
~={arbre T 116..(!)1::; k Vf E ..C(T)}. 
Pour tout entier positif k, on peut compter le nombre maximal de palindromes 
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d'un arbre de ~ en fonction de sa taille. Pour ce faire, on défini t la fonct ion 
Pk(n) = max 1 Pal(T)I. 
TETJ. , ITJ::;n 
Il importe de souligner que Pk(n) est une fonction croissante à la fois par rapport 
à k et à n . Pour le voir , on note que ~ Ç ~+1· 
Exemple 3.2.2. Les arbres Qp,f3, définis à la section précédente, sont dans 73 , car 
leur langage est un sous-ensemble de 1*0*1*. On peut donc dire que P3 (n) E S1(n~). 
En outre , pour tout k > 3, Pk(n) E S1(n~) par la remarque précédente. 
La valeur de Pk(n) est toujours au moins n + 1. Par exemple, le mot an contient 
toujours n + 1 palindromes distincts (un de chaque longueur) et appart ient à 
chacune des classes Ti , 12, 13 , . .. 
Parallèlement , l'équation (0. 1) indique une borne upérieure triviale pour Pk(n) , 
puisqu'elle implique que P00 (n) E O(n2 ). 
Dans ce chapitre , on fournit la valeur asymptot ique, en notation 8 , de Pk ( n) , 
pour k :::; 4. La sous-section 3. 2. 3 détaille pourquoi on a conjecturé que 
Poo (n) E 8(P4 (n)). Pour sa part , la sous-section 3.2.4 élabore une piste de ré-
solut ion exploitée par les chercheurs ayant démont ré la conj ecture. 
3.2.1 Arbres dans Ti et 12 
On rappelle d 'abord que , par définition , chaque facteur non-vide d'un arbre de 
12 a soit un ou deux blocs de lettres distinctes. En d 'autres termes , chaque 
facteur est de la forme a*b*, pour deux lettres a et b. Les palindromes sont donc 
la répétition d'une seule lettre. 
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Cela permet de déduire une valeur pour P2 (n) : 
Proposition 3.2.3 (Proposit ion 2, (Brlek et al., 2015)) . Le nombre maximal de 
palindromes pour les arbres de la famille h est P2 ( n) = n + 1. 
Démonstration . Poür chaque lettre, le nombre de palindromes qui sont puissances 
de cette lettre est la longueur du plus long bloc de cette lettre. Ainsi, le nombre 
total de palindromes non-vides est au plus le nombre d 'arêtes , et P2 (n ) = n+l. D 
Exemple 3.2.4. L'arbre de la figure 3.6 appartient à h · Ses palindromes sont tous 
des répétitions de a, b ou c. Leur nombre est au plus la taille de l'arbre, plus 1. 
• 
1 cm bl 
·---------·------· 
Figure 3.6 Un arbre de h· 
3.2.2 Arbres dans T3 et ~ 
Les arbres de T3 et ~ sont les premiers exemples qui permettent de dépasser le 
nombre de palindromes qu 'on t rouve dans les mots. Par exemple, l'arbre de la 
figure 3.3 appart ient à T3. 
Dans cette part ie, on mont re que {P3(n), P4 (n)} Ç 8 (n~ ) . Pour se faire, on ut ilise 
la construction du peigne, qui fournit des arbres arbitrairement grands dans T3 
dont le nombre de palindromes est suffisant pour montrer que P3 (n) E D(n~ ). La 
part ie plus corsée est de montrer que cette construction est opt imale pour tous 
les arbres de T3 et ~-
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.La valeur de P4 (n) est dans 8(n~) . 
On s'attelle alors à démontrer que la valeur asymptot ique de P4 (n) est atteinte 
par la construction du peigne. 
Théorème 3 .2.5 (Théorème 7, (Brlek et al., 2015)) . P4 (n) E 8 (n~). 
Avant de donner la preuve de ce théorème, on explique certains des arguments qui 
seront utilisés. On justifie d'abord pourquoi on se permet de réduire n'importe 
quel arbre de T4 à un arbre de T3 sur un alphabet binaire. On discute ensuite 
de certaines propriétés de ces arbres , dans le but d 'établir une borne supérieure 
pour P4(n) . 
Lemme 3 .2 .6 (Lemme 8, (Brlek et al. , 2015)) . P our tout arbre T E 74 , il 
existe un arbre S E T3 sur un alphabet binaire et satisfa isant les deux conditions 
suivantes : 
IS I ::; ITI ; 
1 ~~f;l l - ITI :S 1 Pal(S) 1 :S 1 Pal(T ) 1-
Dém onstration . Il y a deux possibilités pour T . Soit il ne contient aucun facteur 
avec t rois blocs de lettre distinctes qui commence et termine par la même lettre, 
soit il en cont ient. Dans le premier cas, les palindromes sont alors tous des 
répétit ions d 'une seul lettre. Supposons que a soit la lettre qui compose le plus 
long palindrome. Elle n 'est possiblement pas unique (ce n 'est pas important) . 
Soit S l'arbre composé uniquement de la plus longue chaîne qui soit étiquetée 
seulement par la lettre a. Alors, 1 Pal(T )I :S 12:;1 1 Pal(S) I :S IL;I I Pal(T ) I. 
Dans l'aut re cas , on peut supposer que a et b sont les lettres telles qu le couple 
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(a , b) maximise I.L: (T )nPal(a+ b+a+)l. On définit l'ensemble des arêtes cont ribuant 
aux palindromes de a+b+a+ 
et soit S le sous-graphe de T qui cont ient exactement les arêtes des chaînes de Es 
et les nœuds qui y sont adjacents. Il y a alors t rois choses à prouver : 
- S est un arbre : Puisque S est un sous-graphe de T , il ne peut y avoir 
de cycle. Il faut cependant montrer qu 'il est connexe. Supposons que S a 
deux composantes connexes, appelées C1 et C2 . Comme elles sont dans S, 
.L: (C1 ) Ç a* b*a* et C1 a au moins un facteur de a+b+a+. Il en est de même 
pour c2· 
Comme T est un arbre, il existe une chaîne de T \S qui rejoigne C1 à part ir 
de C2 . On nomme cette chaîne q. 
Il y a des chaînes dans cl et dans c2 qui partent d 'une extrémité de q 
et dont la trace est a* b+ a+. Ainsi, si w est la t race de q, T cont ient au 
moins un facteur f E a+ b+ a*wa * b+ a+. Par hypothèse, T E ~ et donc 
tout facteur de T cont ient au plus quatre blocs de lettres distinctes. Alors 
f E a+b+wb+ a+ , avec w E b*, ce qui contredit le fait que q appart ient à 
T\S. 
c1 c2 
cE: • b~- -~-~-- -~-~-~ - ~~ ,.. a=v 
Figure 3 . 7 La connexité de l'arbre S est garant ie par le fait que c'est une 
restriction d 'un arbre de ~ . 
- S est un arbre de 73 étiqueté par un alphabet binaire : par construction , 
S ne cont ient que des arêtes étiquetées par a ou b. Il n 'a de plus aucune 
90 
feuille adj acente à une arête b. Cela a pour conséquence que si S cont ient 
un facteur f E a+b+a+b+, f peut être étendu à J' E a+ b+a+b+a+ , qui ne 
peut apparaître dans un arbre de T4 . 




21 Pal(T )I - ITI : on a choisi le couple (a , b) de manière à 
maximiser le nombre de palindromes qui contiennent deux lettres distinctes 
dans T. Le nombre de palindromes qui sont répétit ions d 'une lettre est au 
plus ITI . Ainsi, 
I ~ I 2 1 Pal (T)I-IT I ~ jPal(S)I ~ jPal(T )j. 0 
Lemme 3.2 .7 (Lemme 9, (Brlek et al. , 2015)) . Pour tout T E 73 , T n e peut 
contenir à la fois des facteurs dans a+ b+a+ et dans b+a+b+ 
D ém onstration. On procède par contradiction . Supposons qu 'il existe dans T 
quatre nœuds u ,v,x, y tels que 1r(u,v) E a+ b+a+ et 1r(x , y) E b+a+b+. Puisque T 
est un arbre, il existe une unique chaîne ent re deux nœuds. En part iculier , il y a 
une chaîne de w E {u , v } à w' E { x, y} qui cont ient un facteur de a+b+a+:B*b+, 
ce qui contredit l'hypothèse queT E 7?,. 0 
On définit maintenant la restriction d 'un arbre T , notée R a(T ), aux seules arêtes 
de T associées à la lettre a et aux nœuds qui leur sont adj acents. 
Lemme 3.2 .8 (Lemme 10, (Brlek et al. , 2015)) . Soit T E 7?, . Il existe au moins 
une lettre a E :B telle que R a (T ) est connexe. 
Démonstration. Si T ne cont ient aucun facteur ayant au moins deux lettres dis-
t inctes et qui commence et termine par la même lettre, c'est-à-dire de la forme 
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b+ a+ b+, alors R a (T) est connexe pour t oute lettre a. 
Sinon, supposons que le facteur f E b+a+b+ est dans T. S'il existe une composante 
connexe de R a(T ) disjointe de f , celle-ci doit être reliée par une chaîne p dans T 
qui ne cont ienne pas que des a. Soit w la t race de p. Alors awb*a+b+ E .C(T ), ce 
qui cont redit le fait que T E Tj . 0 
Étant donné un nœud s dans un arbre, on dit que s est une rupture sur la lettre 
a si le degré de s est au moins 3 et qu 'il y a au moins deux arêtes adjacentes à s 
qui sont ét iquetées par a (voir figure 3.8) . 
Lemme 3 .2.9 (Lemme 11 , (Brlek et al., 2015)) . Soit T un arbre de T3 . Alors il 
existe un arbre T' de taille ITI tel que .C(T) Ç .C(T') et il existe une lettre a E ~ 
telle que toutes les ruptures de T ' sont sur la lettre a . 
Démonstration. Si T appart ient à 0_ , on applique la t ransformation suivante 
à chacune des branches. Sinon, on suppose qu 'un facteur de b+a+c+ apparaît 
dans T. Il est ici po sible que b = c. On permettra alors les ruptures sur la lettre a. 
Soit v un nœud de T qui soit une rupture sur une lettre b =1- a. S'il n 'en existe 
pas, on pose T' = T et on a terminé. Par hypothèse sur T , il existe, à part ir de v , 
au moins deux chaînes étiquetées uniquement par des b et menant à des feuilles, 
qui sont notées respectivement x et y . 
Sans perte de généralité, on peut supposer que lw( v, x)i ~ lw( v, y)j . Alors, 
les mots qui ont un préfixe de w(v, y) comme suffixe sont un sous-ensemble 
de ceux ayant comme suffixe un préfixe de w(v, x). Par conséquent, les seules 
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--~~ b' 
----{ V }-- --{ X 
Figure 3.8 La destruction d 'une rupture sur la lettre b. 
contributions au langage de T qui nécessitent 1r(v, y) sont les chaînes qui passent 
à la fois par des arêtes de 1r(v , x) et de 1r(v , y) . Les mots qui nécessitent les deux 
branches ne sont composés que de b et sont de longueur au plus l1r(v, x)l + l1r(v , y) 1· 
On peut déplacer les arêtes entre v et y à l'autre extrémité de x ; on construit alors 
un arbre dont le langage cont ient celui de T et qui a le même nombre de nœuds. 
Finalement , on applique cette procédure jusqu'à ce qu'il ne reste des rupt ures que 
sur la lettre a. L'arbre ainsi créé est T'. 
On peut maintenant démontrer le théorème principal. 
Démonstration du théorème 3.2.5 : P4 (n) E 8(n~) . 
Soit T un arbre de ~ . 
Par hypothèse, chaque facteur de T contient au plus quatre blocs de lettres. 
D 
1. Soit S E T3 un arbre tel que ISI < ITI, L (S) C {a , b}* et 
1 Pl~l~) l - ITI ~ 1 Pal(S) 1 ~ 1 Pal(T) 1. Par le lemme 3.2.6 , on sait qu 'un tel arbre 
existe. 
On sait de plus, par le lemme 3.2.7, que S peut contenir des facteurs de a+b+a+, 
mais pas de b+a+b+ 
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2. Par le lemme 3.2.9, il existe un arbre S' tel que IS'I = ISI, I: (S) Ç !: (S' ) et 
sans rupt ure sur la lettre a. 
3. Finalement , on compte les palindromes dans S' . Ceux qui sont non-vides 
sont soit dans b+, a+ ou a+ b+a+ . Pour les palindromes qui sont des répétitions 
d 'une seule lettre, leur nombre est borné par IS' I + 1. On se concentre donc sur 
les palindromes de a+ b+a+. On note ce nombre Caba· On montre que Caba:::; 2n fo 
lorsque n = IS'I· 
Étant donné que S' n'admet pas de rupture sur la lettre a, chaque composante 
connexe de Ra(S' ) est une branche filiforme ent re une feuille et Rb(S' ). On 
nomme ces composantes connexes u 1 , ... , Um· De plus, par le lemme 3.2.8, on sait 
que Rb(S' ) est connexe. 
Plus de branches 
sur a• •••• ••••• 
·····::: ... ·····: 
.. .. a,"-*···· 
Figure 3.9 La forme de l'arbre S' . 
Soient ui et Uj deux branches de S' . De façon à généraliser .la notation pour une 
chaîne ent re deux nœuds, on note 1r(ui , UJ) le mot défini par l'unique chaîne de ui 
à Uj dans Rb(S' ). Soit ll'ent ier tel que 1r(ui , uJ) = b1 et supposons que jui l :::; iuJ i· 
Alors, pour tout nœud v dans ui, il existe un unique nœud w de Uj , tel que le mot 
1r(v , w) = ak blak est un palindrome. 
De plus, si lui 1 < iuJ 1, il y a des nœuds de Uj qui ne peuvent être couplés à un . 
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autre nœud de ui pour former un palindrome. À partir de cette observation, on 
trouve une première borne supérieure : 
Caba :S L min(luil , lujl). 
l ~i<j~m 
(3.2) 
Une autre façon de borner Caba est de compter les palindromes de a+b+a+ en 
fonction de la longueur du bloc de b. Pour chaque longueur l de 1 à n, il peut 
exister une paire de branche { ui, Uj} qui prad ui e le plu d palindrome ayant 






Pour finalement obtenir la borne désirée sur Caba , on combine les deux dernières 
bornes obtenues. Soit U' l'ensemble des « longues » branches étiquetées par a : 
U' = {i 1 luil 2: fo}. Comme n e t la taille de S' , IU'I ::; v'n et la longueur 
moyenne de ces branches est bornée par n/IU'I· En appliquant la borne à l'équation 
(3.2) aux palindromes formés de deux longues branches de a, on obtient un plafond 
pour le nombre de ces derniers palindromes : 
IU'I(IU'I- 1) n 
min(lu·l lu ·l) < _< n rn. 
t' J - 2 IU'I yn (3.4) 
l ~i<j~m, {i,j} ÇU' 
On remarque qu 'une partie de l'équation vient du fait que la somme des mini-
mums de chaque paire d 'un ensemble de nombres posit ifs est toujours inférieure 
ou égale au nombre de paires multipliées par la moyenne. 
Finalement , il reste à compter le nombre de palindromes qui ont de « courtes » 
suites de a, c'est-à-dire ceux qui sont définis par des paires de branches { ui , Uj} 
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dont soit i ou j n'est pas dans U' . Dans ce cas, on trouve toujours que 
min(lui l, iu11) < ..fiï. Le nombre de palindromes est alors : 
n 
L max (3.5) 
l= l 
Comme chaque palindrome de S' est compté par les équations (3.4) ou (3.5) , on 
obtient , par sommation, que Caba < 2nfo = 2IS' I~ . 
On peut donc en déduire que, pour t out arbre T dans ~ ' le nombre de palindromes 
est borné par 
Comme l'alphabet est de taille fixée , c'est suffisant pour prouver P 4 (n) E O(n~) . 
En combinant ce résultat avec celui donné plus haut (théorème 3.1.7) , on obt ient 
que P3 (n ) et P4 (n ) sont dans 8(n~) . D 
3.2.3 H ypothèses pour la construction d 'arbres avec un grand nombre 
de palindromes distincts 
Soit T un arbre qui maximise le nombre de palindromes pour sa taille. On peut 
s 'attendre à ce qu 'il contienne beaucoup de triplets de nœuds (u , v, w) tels que 
1r (u , v) , 1r(u, w) et 1r(v , w) sont tous des palindromes. Supposons que c'est le cas 
et on définit T' comme la rest rict ion de T aux chaînes entre u , v et w. 
Il y a deux possibilités. Soit T' est un arbre fi liforme, soit T' a trois feuilles ( u , v 
et w) et un unique nœud de degré 3. Le premier cas est sans intérêt part iculier , 
96 
puisqu 'il est équivalent à celui des mots. Le second implique une structure parti-
culière sur les facteurs 1r(u, v) , 1r(u, w) et 1r(v , w). On se concentre sur ce cas et 
on note x l'unique nœud de degré 3 dans T'. 
otons U = 1r(u, x) , V = 1r(v , x), W = 1r(w , x) et , sans perte de généralité , on 
suppose que /U/ :S JV/ :S JWJ. Comme le montre la figure 3. 10, UV , UW et VW 
sont des palindromes. 
v ~Cifx ++-[j ___ w __ ---: 
Œ0__.• ____ _.cl) . •. _____ • ._ ____ • .__~ 
U A B A U 
Figure 3.10 La structure de l'arbre T' . Le fait que UV, UW et VW soient des 
palindromes force que V débute par U alors que W débute à la fois par U et V. 
Soit A le suffixe de V de longueur /V/ -/U/. Par hypothèse , UV est un palindrome, 
et alors V = UA, ce qui veut dire que A en est aussi un . De la même manière , soit 
B le suffixe de longueur JWJ- /V/ de W. Cela implique que W =V B = U AB, 
et à la fois B et AB ont des palindromes . 
La prochaine proposit ion affirme que ABA est périodique et que sa période est au 
plus le pgcd de la différence des longueurs des trois chaînes entre u , v et w. Plus 
formellement , on définit 
p = pgcd ( /1r(u , w)/ -/w(u, v)/ , Jw(v , w)/ -/7r(u, v)/, /1r(v, w)/- /w(u, w)/ ) 
=lEI =IAI+IBI =lAI 
Proposition 3.2.10 (Proposition 13, (Brlek et al. , 2015)) . Il existe un motS et 
deux entiers i , j tels que /S/ divise p, et A= Si et B = S1. 
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Démonstration. Comme A , B et AB sont palindromes, AB= AB= BA= BA. 
Ainsi, par la proposit ion 0.0.15 , il existe un mot S tel que A = Si et B = SJ et 
ISI divise pgcd(IAI , lE I). Par construction, pgcd(IA I, lE I) = p . 0 
Par la proposit ion ci-dessus, on déduit qu 'un t riplet de nœuds non-alignés tels 
que la chaîne d'un nœud à un aut re est un palindrome force une structure lo-
cale isomorphe à celle du peigne de la sous-section 3.1.2 . C'est ce qu 'illustre la 
figure 3 .11 . 
Figure 3.11 Un triplet de nœuds dont les chaînes entre chaque paire forme un 
palindrome est isomorphe à une part ie du peigne. 
De manière plus générale, supposons qu'un arbre contienne m feuilles (uih:=;i::;m, 
et que chaque 1r(ui , uJ) est un palindrome. Soit T'la re t riction de cet arbre aux 
chaînes qui joignent ces feuilles et , pour chaque i , soit vi le premier nœud de 
degré strictement supérieur à 2 accessible à part ir de la feuille ui dans T' . En 
appliquant la proposit ion ci-dessus à chaque t riplet (ui, Uj , uk) , pour tout i of j , 
le mot n (u i , Uj) est de la forme n(ui , Uj ) = us+fJ, où lUI = mini(n(ui, vi)) et ISI 
divise pgcdi#J,k# l ( lin ( Ui , Uj) 1 - ln( Uk, Ut ) Il) . 
Qui plus est , de façon à maximiser le nombre de palindromes par rapport à la taille 
de l'arbre, il semble avisé de choisir pour S une lettre. C'est évidemment possible 
puisque la seule condition pour la longueur de S est de diviser la différence de 
toutes les longueurs entre les chaînes palindromes d 'une feuille à une autre. 
On obt ient de la sorte un arbre analogue à ceux présentés à la sous-section 3.1.2, 
-----------------------------------
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Qp,f3 · Pour ces arbres, IPal(Qp) l E 8 (I QPI~) et QP est l'arbre qui maximise cette 
valeur parmi {Qp,f3 } · D'où on obtient la conjecture suivante : 
Conjecture 3.2.11. (Brlek et al. , 2015) P oo (n) E 8(n~ ). 
3.2.4 La résolution du problème général 
Après la publication de la conjecture 3.2.11 , des chercheurs ont démontré celle-ci 
(Gawrychowski et al. , 2015). Pour ce faire, ils ont utilisé une technique similaire 
à celle ayant permis de résoudre le problème du nombre maximal de carrés dans 
un arbre (Crochemore et al. , 2012). 
Ainsi, les auteurs de ces articles identifient le langage de n 'importe quel arbre à 
celui d'un arbre de taille au plus deux fois supérieure. Ils associent à chaque arbre 
un arbre orienté, au sens d 'un graphe orienté sans cycle, dont tous les chemins 
plus grands qu 'une certaine longueur passent par un nœud distingué. Avec une 
approche récursive, ils montrent que si le nombre de carrés de n 'importe quel 
arbre double et déterministe de taille n est n~ , alors le nombre de carrés de 
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n 'importe quel arbre de taille n e_t au plus n 3. Ils font de même pour démontrer 
que le nombre de palindromes dans n 'importe quel arbre de taille n est au plus 
n~ lorsqu'il en est ainsi pour les arbres doubles et déterministes. 
Arbres doubles et déterministes 
Tels qu 'introduits dans (Crochemore et al. , 2012), un arbre double D = (T1 , T2 , r) 
est un arbre étiqueté composé de deux arbres disjoints T1 et T2 , sauf pour un nœud 
en commun , r. La taille de D est donc IDI = IT1 1 + IT2 I- 1. On définit les chemins 
de D comme seulement le chemins simples débutant dan T1 et terminant dans T2 . 
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On peut donc associer à chaque arbre non-vide T un arbre double D = (T , T , r) , 
où r est un nœud quelconque de l'arbre T. Cet arbre est de taille 2ITI - 1. 
On dit qu 'un t el arbre est déterministe si les arcs (arêtes orientées) sortant d 'un 
nœud de T1 (différent de r) sont étiquetés par des lettres distinctes . La figure 3.12 
illustre un tel arbre. 
• • a-... -"b 
• • 
a-.... a lb•~• 
a-... t a 
. . ...... 
b"r " a 
• b " 'o.b 
•·• a • tal -... a 
••• a • a -... a 
• • b-" -... a 
• • 




Figure 3.12 Un arbre double et déterministe (à gauche) dont le langage est relié 
à celui de l'arbre de droite. 
Le résultat suivant suggère l'intérêt de déterminiser les arbres doubles. 
Lemme 3.2.12 (Lemme 3, (Crochemore et al., 2012)) . Il est possible de déter-
miniser n'importe quel arbre dou ble sans altérer son langage (au sens du langage 
d 'un arbre double, c 'est- à-dire l 'ensemble des m ots allant de T1 vers T2) et sans 
augmenter le nombre de nœuds. 
À part ir de ce lemme, et avec un peu de travail, on peut déduire la proposit ion 
suivante : 
Proposition 3.2.13 (Preuve du théorème 8, (Gawrychowski et al., 2015); 
analogue au lemme 4, (Crochemore et al., 2012)) . Supposons qu 'il existe une 
constante c telle que le nombre de palindromes formés par des chemins passant 
par n'importe quel sommet distingué dans n'importe quel arbre D = (T1 , T2 , r) 
double et déterministe de taille n est inf érieure à cn fo. Alors, P 00 (n) E 8 (nfo) . 
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La preuve est analogue à celle du lemme 4 donnée dans (Crochemore et al., 
2012), qui la présente pour le nombre de carrés dans les arbres. 
L'apport significatif de l'art icle est cependant de montrer que l'hypothèse de la pré-
cédente proposition est satisfaite. Afin d 'obtenir ce résultat , ses auteurs comparent 
les arbres doubles et déterministes aux arbres « en forme de colonne vertébrale», 
qui contiennent un chemin distingué satisfaisant certaines propriétés quant à la 
périodicité de sa trace. Cela leur permet de conclure avec ce lemme et le théorème 
exprimé plus haut comme conjecture (conjecture 3.2.11). 
Lemme 3.2 .14 (Lemme 7, (Gawrychowski et al., 2015)) . Tout arbre double et 
déterministe contient au plus cnfo palindromes, pour une certaine constante c. 
Théorème 3 .2.15 (Théorème 8, (Gawrychowski et al., 2015)) . P00 (n) E 8(n~) . 
Démonstration. Le lemme 3.2.14 démontre que l'hypothèse de la proposition 
3.2.13 est satisfaite. Ainsi , P (n) E 8(n~). D 
CONCLUSION 
Ce mémoire se voulait un survol de certains résultats sur les palindromes et de 
leurs généralisations. C'est pourquoi les chapitres 1 et 2 ont mis l'accent sur les 
O"-palindromes . On a alors défini et calculé le O"-défaut, puis démontré qu'il inter-
agissait avec les complexités palindromique et en facteurs. Au chapitre 3, c'était 
aussi le décompte des palindromes qui était à l'honneur , mais cette fois dans les 
arbres. Cette structure englobe celle d'un mot, qui est vu comme un arbre filiforme 
(à la différence près de 1 'orientation). 
Problèmes ouverts 
Certains problèmes sont cependant toujours ouverts : 
On a largement étudié le nombre maximal de O"-palindromes qu'un mot , ou 
un arbre, peut contenir. Récemment , Gabriele Fici et Luca Zamboni ont 
investigué le nombre minimal de palindromes dans un mot (Fici et Zam-
boni, 2013). Ils ont obtenu un résultat général , ainsi qu 'un résultat propre 
aux mots apériodiques , fermés par miroir ou sur un alphabet binaire. Un 
travail similaire pourrait sûrement être fait pour les O"-palindromes. 
- Qu'arrive-t- il si on omet l'hypothèse que O" est une permutation involutive? 
La fonction e n'est plus involut ive. Par contre, si O" est une permutation 
quelconque des lettres, e est d'ordre fini. On pourrait alors étudier les 
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propriétés combinatoires des pseudopalindromes ainsi générés. 
À la fin du chapit re 2, il est ment ionné qu 'il est toujours inconnu si 
l'équation (2.1) est valide pour n 'importe quel mot récurrent . L'absence de 
structure propre à l'ensemble des mots récurrents semble toutefois rendre 
ce problème difficile à résoudre. 
Dans le but d 'étudier les arbres , il pourrait être intéressant de catégoriser 
les arbres en fonction de familles, comme dans le cas des mots. Pour ce 
faire, on pourrait par exemple utiliser ce qui est connu ur la complexité en 
facteurs des mots. Ainsi, un arbre ultimement périodique serait déterminé 
par une complexité bornée par une constante. En revanche, on ne pourrait 
ainsi que classifier les arbres infinis, qui n 'ont pas fait l'obj et des t ravaux 
de ce mémoire. 
L'étude des palindromes parmi les chaînes simples étiquetées d 'un graphe 
quelconque pourrait être envisageable. Cependant, ce problème se révélerait 
probablement plus complexe que celui des arbres. 
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