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Available online 11 November 2011Abstract Pluripotency is a cellular state of multiple options. Here, we highlight the potential for self-organization to contribute
to stem cell fate computation. A new way of considering regulatory circuitry is presented that describes the expression of each
transcription factor (TF) as a branching process that propagates through time, interacting and competing with others. In a single
cell, the interactions between multiple branching processes generate a collective process called ‘critical-like self-organization’.
We explain how this phenomenon provides a valid description of whole genome regulatory circuit dynamics. The hypothesis of
exploratory stem cell decision-making proposes that critical-like self-organization (also called rapid self-organized criticality)
provides the backbone for cell fate computation in regulative embryos and pluripotent stem cells. Unspecific amplification of
TF expression is predicted to initiate this self-organizing circuitry, where cascades of gene expression propagate and may interact
either synergistically or antagonistically. The emergent and highly dynamic circuitry is affected by various sources of selection
pressure, such as the expression of TFs with disproportionate influence over other genes, and extrinsic biological and physical
stimuli that differentially modulate particular gene expression cascades. Extrinsic conditions continuously trigger waves of tran-
scription that ripple throughout regulatory networks on multiple spatiotemporal scales, providing the context within which
circuitry self-organizes. In this framework, a distinction between instructive and selective mechanisms of fate determina-
tion is misleading because it is the 'interference pattern', rather than any single instructing or selecting factor, that is ulti-
mately responsible for computing and directing cell fate. Using this framework, we consider whether the idea of a naïve
ground state of pluripotency and that of a fluctuating transcriptome are compatible, and whether a ground state like that
captured in vitro could exist in vivo.
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Mouse embryonic stem (ES) cells can give rise to all somatic
cell types and germ cells in a regulative manner and are
thereby defined as pluripotent. They are thought to have
‘no pre-determined programme’. However, whether or not
an ES cell represents a ‘tabula rasa’ (Smith, 2009) depends
upon the design principles that are intrinsic to its decision-
making machinery. Is there a naïve ground state of pluripo-
tency out of which altered activity of key transcription fac-
tors (via external factors and extracellular signalling) leads
to a primed metastable state within which decisions must
then be computed? (Silva and Smith, 2008). Alternatively,
is the nature of pluripotency derived from intrinsic hetero-
geneity of cell states since the ES cell transcriptome fluctu-
ates and interconverts among multiple metastable states?
(Graf and Stadtfeld, 2008; Huang, 2009a; Kalmar et al.,
2009).
Here, we ask whether these views of pluripotency are
compatible and consider whether a ground state like that
captured in vitro could exist in vivo. We apply the hypoth-
esis of exploratory behaviour in stem cell decision-making,
which highlights the possible role of self-organization in
cell fate computation (Halley et al., 2009). This coarse-
grained approach reflects an underlying philosophy that
resonates most strongly with the physical sciences, where
explanations are sought in terms of general principles or
laws that do not depend on specific, sometimes obscuring,
details.
Some models of stem or progenitor cell decision-making
consider cell fates as attractors, and cell fate decisions as
driven by bifurcations that destabilize the stem cell attrac-
tor (Huang, 2009b). Attractors are equilibrium states in the
state space or attractor landscape of possible network con-
figurations towards which a system evolves (Huang, 2009b;
Milnor, 1985). Nonlinear dynamical systems theory, within
which attractor states are typically discussed, simplifies
the complexity of cellular decision-making using differential
equations. For example, a description of a genetic switchmay
comprise a set of ordinary differential equations that pre-
scribe how quantities of two TFs, x1 and x2, change through
time. At any given time, t, the circuit state, S(t), is captured
as a function of x1 and x2, linked by a formal understanding
of how the transcription factors (TFs) influence each other's
expression. This conceptualization gives the circuit state,S(t), position-like properties in state space, with x1 and x2 act-
ing as coordinates (Huang, 2009b). The beauty of this formal-
ization of decision-making circuitry is that known regulatory
interactions translate directly into predicted trajectories of
cellular behaviour. Starting with initial values for x1 and x2,
the trajectory S(t) will move toward one of the system's
attractors, unless it is already within one or balanced precari-
ously on a separatrix between adjacent attractors. Hereafter
S(t) will remain unless perturbed sufficiently by factors exter-
nal to the described circuit or changes occur in regulatory in-
teractions that underpin the attractor's stability.
However, large nonlinear dynamical network models that
involve thousands of regulatory genes require a greater num-
ber of coupled differential equations. While these models
can be developed with modern computing resources, the pa-
rameterization and interpretation of such models is prob-
lematic. Finding appropriate values for the thousands of
model parameters (decay rates, production rates, interaction
strengths etc.) and interpreting complex model behaviour re-
mains a challenge (Bornholdt, 2005). Furthermore, despite a
wealth of some types of data (gene expression profiles, TF lo-
calization data), understanding of most regulatory mecha-
nisms on the molecular level is incomplete.
Given these problems with developing traditional dynami-
cal systems networkmodels for gene regulation, an alternative
type of coarse-grained theoretical model better matched to
available data and more readily interpretable is important.
We argue that there exists another perspective in which the
process of cell fate computation can be described by critical-
like self-organization (also called rapid self-organized critical-
ity) (Halley et al., 2004, 2009). This perspective offers insights
not provided by dynamical systems theory and appears more
natural to describe complex systems that are stable yet flexi-
ble, and able to compute solutions to complex problems, as
epitomized by pluripotent stem cells. It also suggests a way
to consider regulatory networks as whole integrated systems,
which is important if gene expression is highly context depen-
dent. A requirement of this perspective is that the decision-
making system is considered as a dynamic self-organizing phe-
nomenon comprising numerous semi-independent agents,
rather than one that is static and fixed, like the common wir-
ing diagram network representations imply. Hence, our
framework describes a highly dynamic circuitry (in a more ab-
stract sense) that shifts continuously in response to both in-
trinsic and extrinsic factors.
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of chaos’
Self-organization is a key concept in theoretical physics that re-
fers to a state far from thermodynamic equilibrium that arises
when microscopic fluctuations are too great for a system to
contain (Ball, 2001; Chaisson, 2004; Gollub and Langer, 1999;
Nicolis and Prigogine, 1977). Self-organization appears particu-
larly relevant at sub-cellular levels (Denton et al., 2003; Lehn,
2002; Misteli, 2001a, b; Whitesides and Grzybowski, 2002), and
is closely related to ‘edge of chaos’ dynamics (Bonabeau, 1997;
Goodwin, 1994; Kauffman, 1993, 1995; Lewin, 2002), a concept
best illustrated with an iron magnet. Note, however, that
whereas a magnet held at its Curie temperature is an equilibri-
um system, self-organized systems are typically not (reviewed
by Halley and Winkler, 2008a).
Systems that are very ordered, such as a magnet at room
temperature or equilibrium systems more generally, cannot
undergo rapid changes in collective behaviour because pertur-
bations do not readily propagate. At the opposite extreme,
chaotic systems, such as a magnet above its Curie point,
have too little order to change in a coherent way and do not
appear as having recognisable pattern. Systems with dynamics
between order and chaos are said to be at the edge of chaos
and often display striking spatiotemporal pattern formation,
a classic example of which is the pattern of magnetic domains
within an iron magnet held at its Curie temperature (Ball,
2001; Binney et al., 1992; Haken, 1983; Ward, 2001). Here,
the effects of perturbation of a single spin may propagate
through the entire system. Whether or not any particular dis-
turbance does indeed become system spanning is a different
question however, as all spin perturbations have similar po-
tential but exist within the one limited system.
It has been argued that the intrinsic physical dynamics of a
system at the edge of chaos generate the raw ingredients nec-
essary for computation, where computation is defined loosely
as an ability to store, manipulate and transmit information
(i.e., order) (Langton, 1990, 1991). Systems at the edge of
chaos retain a ‘history’ or ‘memory’ of previous behaviour
but are also sensitive to fluctuations because they may propa-
gate. Such systems balance stability or robustness of collective
behaviour with flexibility (Andrecut et al., 2009; Ball, 2001;
Binney et al., 1992; Bonabeau, 1997; Edelstein-Keshet, 1994;
Haken, 1983; Hiett, 1999; Kauffman, 1991, 1995; Langton,
1990, 1991; Nykter et al., 2008; Ward, 2001; Watmough and
Edelstein-Keshet, 1995; Wilson, 1998; Wolfram, 1984a, b).
Although some systems benefit from edge of chaos dy-
namics because they facilitate rapid shifts between distinct
collective behaviours, such dynamics can be neutral or det-
rimental to other systems (Cole, 2002; Parrish et al.,
2002). Edge of chaos dynamics is therefore expected to be
targeted by natural selection within systems that need to
compute good solutions to complex problems (Halley and
Winkler, 2008b), such as embryos that develop via regulative
multilineage specification.
Branching process theory and critical-like
self-organization
Branching process theory was introduced to explain the
propagation of family names in British peerage (Harris,1963; Watson and Galton, 1874) and can be considered as a
class of stochastic processes that model the reproduction
of a population of similar units (Adami and Chu, 2002). The
branching ratio, m, describes how the process propagates
through time and can be simply regarded, in the context of
a family tree for example, as the number of offspring a cou-
ple has. By definition, a process is critical if it has an average
branching ratio, m, equal to 1. If mb1, the branching pro-
cess is subcritical and invariably decays but if mN1, it is su-
percritical and has the potential to propagate indefinitely.
Note that a supercritical branching process does not always
expand in terms of the number of components it engages,
but it must be considered as propagating through time.
We use the term branching process slightly differently
from the way it is employed in traditional branching process
theory in which all branches have independent branching
probabilities (Harris, 1963). We apply the term in the con-
text of a single limited system within which processes are
embedded, interact and may compete. This condition links
branching process theory with that of self-organization to a
‘critical-like’ state, where m approximately equals 1. Critical-
like self-organization was derived from self-organized criticali-
ty, a key concept in complexity science that is closely related to
the notion that biological systems reflect an interplay between
natural selection and self-organization (Goodwin, 1994;
Kauffman, 1993, 1995; Lewin, 1992, 2002; Waldrop, 1992), a
hypothesis that has also been discussed in conjunction with
gene regulatory networks (Huang, 2004, 2009b; Kauffman,
1995). However, self-organized criticality requires the fine-
tuning of an external driving parameter to maintain critical dy-
namics and is therefore not strictly self-organized (Dickman et
al., 1998, 2000; Sornette et al., 1995). In contrast, ‘critical-
like self-organization’ is generated through interference and
competitionwhenever a population of intrinsically supercritical
branching processes (mN1) is embedded in a limited envi-
ronment such that their average branching ratio m is driven
towards 1 (Halley and Winkler, 2008b). In such cases, a
critical-like state where m≈1 becomes an attractor for
the whole system's dynamics.
A model of exploratory decision-making in
pluripotent stem cells
We argued previously that critical-like dynamics self-
organize readily in biological systems and can serve as tem-
plates upon which natural selection builds additional elab-
orations (Halley and Winkler, 2008b). The hypothesis of
exploratory stem cell decision-making proposes a two-step
decision-making process wherein the regulatory circuitry
self-organizes to a critical-like state that primes a diversity
of transcriptional programs, then one cell fate is selected
via interplay with external conditions (Halley et al.,
2009). Originally developed in the context of haematopoie-
tic stem cells, we here extend these principles to pluripo-
tent cells.
In order to understand the hypothesized critical-like state
within the circuitry of a single ES cell, we describe TF ex-
pression using branching process theory. We consider the ex-
pression of each TF species as a distinct branching process
that captures how the population of TF molecules can ‘repro-
duce’ via continuing expression within the entire regulatory
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pathways through which a TF can regulate and amplify its
own expression (i.e., reproduce), we nonetheless refer to
this elementary unit of background self-organizing circuitry
as a ‘transcription factor branching process’. One obvious
way inwhich a TF could reproduce is via auto-regulation. How-
ever, the pleiotropic nature of TFs means that the ‘flow’ of TF
molecules toward target genes could elicit numerous path-
ways that have potential to feedback. Each TF branching pro-
cess therefore comprises the activation of multiple cascades
of downstream genes, products of which may include other
TFs that sustain feedback loops, controlling expression of the
initial TF by either activating or inhibiting it. Feedback loops
are likely to be associated with target genes that are them-
selves TFs, while pathways that cannot feedback probably in-
volve target genes that are not TFs. Hence, each TF branching
process is bounded in some way by its set of target genes and
divided into two portions: (1) a set of pathways that involve
target genes that are themselves TFs and have potential to
feedback and (2) a set of pathways involving target genes
that are not TFs and represent sources of ‘dissipation’ because
they ‘consume’ TF molecules without feeding back into cir-
cuitry (Fig. 1).
Note that we do not include in the TF branching process
model any sources of stabilization that arise from informa-
tion cascades that the TF itself does not participate in. The
reason for this simplification is twofold. First, in ES cells it
is likely that circuitry is highly interconnected such thatFigure 1 Abstract representation of a TF branching process
that highlights the multiple positive and negative feedback
loops that a TF can elicit when activating target genes that
are themselves TFs. In the absence of stabilization by external
factors, this unit of background self-organizing circuitry must
be supercritical for the TF to be stably expressed through
time. That is, the set of positive feedback loops must compen-
sate for all negative feedback loops and sources of dissipation
of TF molecules toward target genes that are not TFs and do
not feedback into the branching process (white arrows).key TFs participate (directly or indirectly) in their own regu-
lation (Jaenisch and Young, 2008). The logic of feedback
should therefore be captured in each TF branching process,
possibly by a particular statistical distribution of feedback
loops. Second, since it is known that extrinsic factors, such
as LIF or FGF4, either stabilize or destabilize pluripotency,
these additional mechanisms are distinct from background
self-organizing circuitry and should be separately added. It
is anticipated that the supercritical status of some TF
branching processes will be dependent upon such external
stimulation.
Unspecific amplification of gene expression exploits infor-
mation intrinsic to cells, initiating a self-organizing circuitry,
where gene expression cascades propagate and interact,
much like the propagation of microscopic fluctuations within
a critical iron magnet. Unlike an iron magnet, the circuitry
of a pluripotent cell comprises a multitude of genetic pro-
grams that can ultimately generate multiple alternative cell
phenotypes. Significantly, each lineage-affiliated genetic pro-
gram should generally promote itself and repress alternatives
to ensure coherence andmutual exclusivity of cell fate options
(Cantor and Orkin, 2001; Swiers et al., 2006). A cell should not
normally assume two different fates simultaneously. The self-
organizing critical-like state of a pluripotent cell circuitry un-
dergoing fate computation may therefore comprise multiple
propagating gene expression cascades that tend to reinforce
and support each other if they drive similar cell fates, but
cross-antagonise each other if they drive opposing cell fates.
The hypothesis of exploratory stem cell decision-making
accommodates both intrinsic and extrinsic mechanisms of
fate determination, and suggests how the two sources of in-
formation are integrated by regulatory networks. Intrinsic
background circuitry self-organization will occur slightly dif-
ferently in each cell not only because of the exquisite sensi-
tivity of critical-like dynamics, but also because of the
particular extrinsic stimuli that cells are exposed to. Extrin-
sic conditions could continuously trigger waves of transcrip-
tion that ripple throughout the transcriptome. This provides
the context within which circuitry self-organizes. The pre-
cise combination of internal and external sources of infor-
mation and selection pressure, including the epigenetic
state of the cell, will alter the differential propagation of
gene expression cascades, as well as influence their interac-
tion. It follows that cell fate computation could arise auto-
matically because the units that participate in the pattern
formation process are the same units that store and propa-
gate information. In other words, the intrinsic physical na-
ture of gene expression and amplification in a limited
system could form a distributed information processing ma-
chinery that continuously integrates intrinsic and extrinsic
information. In this context, a dichotomy between instruc-
tive and selective mechanisms of fate determination could
be misconceived because in reality it might be an interfer-
ence pattern, rather than any single factor that is ultimately
responsible for computing and directing ES cell fate.
The term ‘interference pattern’ employs a metaphor be-
tween the hypothesized circuitry of an ES cell undergoing
cell fate computation and the wave-like properties of light,
as demonstrated by Young's double-slit experiment in the
early 19th century. Prior to this demonstration, light was
considered a particle, but Young showed that it also behaves
as a wave phenomenon, betrayed by an ability to produce
Figure 2 Variability in interference patterns from two coher-
ent light waves that differ in just two parameters (wavelength
and distance between light sources). Each source of light is
analogous to a single TF branching process. Images courtesy of
Kenneth A. Goldberg, Lawrence Berkeley National Laboratory.
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sources of similar frequency interact (Fig. 2). We use the
term ‘interference pattern’ to stress the crucial importance
of multiple gene expression cascades that interact both con-
structively and destructively, much like collision of waves,
to produce an emergent circuitry that could underpin cell
fate computation. Unlike optical interference patterns,
which are affected by variation in wavelength, in self-organizing circuitry, it could be chemical reactivity that de-
termines the nature of interference. For example, if TFs
react to form a complex that prevents feedback into both
branching processes, the two TFs could be said to interfere
destructively.
According to the hypothesis of exploratory stem cell
decision-making, the pluripotent circuitry may comprise
two closely interacting but conceptually distinct portions:
(1) a background critical-like self-organization and (2) a set
of additional mechanisms (elaborated by natural selection)
that fine-tune the self-organizing circuits and control cell
fate computation at the edge of chaos. Such elaborations
could include sensors for external signals, ‘master’ genes
with disproportionate influence over other genes (possibly
to enable efficient cell fate switches (Bar-Yam and Epstein,
2004; Kashiwagi et al., 2006)), or genes that may undergo
oscillation or have distinct kinetics, such as Hes1
(Kobayashi et al., 2009) or Oct4 (Plachta et al., 2011).
If we first consider only the background self-organizing
circuitry, for any TF to be stably expressed through time,
its branching process must have intrinsic supercritical poten-
tial. This is not an unreasonable proposition because all TFs
have the ability to be up-regulated. Up-regulation must
arise from either within the cell's own circuitry (and there-
fore within the TF's own branching process if circuitry is
interconnected), or from some external factor, such as LIF
or FGF4. Furthermore, if all TFs in a single ES cell are consid-
ered, not every TF branching process will realise its poten-
tial to propagate, much like not every microscopic
disturbance within a critical iron magnet will become system
spanning. Because TFs interact and may compete for binding
targets that elicit feedback loops, some TF branching pro-
cesses will become (or remain) subcritical. This means that
if TF expression is described in terms of intrinsically super-
critical branching processes that are embedded in a limited
environment, defining their interplay will define a process
of critical-like self-organization that captures, in some
way, the nature of the entire ES cell regulatory circuitry.Emergence of cell fate computation from ground
state pluripotency
Like all living systems, cells operate far from thermodynamic
equilibrium, although in a metaphoric sense they of course
maintain stable homeostasis or ‘physiological equilibrium’.
Although differentiated cell types are described well as at-
tractor states, and hence often some ‘equilibrium’ character
is attributed to them, one needs to recall the non-
equilibrium nature of regulatory circuits as physical systems.
In the framework discussed above, the entire regulatory
circuitry of an ES cell at any point in time is considered as
a population of interacting TF branching processes, some of
which are supercritical and have been propagating from ear-
lier time points, and others that have been triggered more
recently and must compete efficiently (or synergistically)
in order to become supercritical. Whether or not a new TF
branching process is able to develop amongst others that
are already established will depend upon sources of compe-
tition and/or the presence of sufficient resources to saturate
some of the positive feedback loops and compensate for neg-
ative feedback and sources of dissipation.
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through shielding from differentiation signals that they gen-
erate autonomously or are present in the culture milieu
(Silva and Smith, 2008; Ying et al., 2008). In these condi-
tions, they are postulated to be in a relatively homogeneous
state because many aspects of the cells’ behaviour appear
consistent and stable, including cell morphology and expres-
sion of key pluripotency marker genes such as Nanog, Klfs
and Rex1 (Wray et al., 2010). Importantly, ES cells show no
apparent spontaneous differentiation in defined culture,
which suggests that they are not functionally challenged by
intrinsic noise of sufficient amplitude to trigger exit from
this state (Smith, 2009). Such consistency led to the idea of
a naïve ground state (Silva and Smith, 2008; Ying et al.,
2008).
Theoretical and practical considerations of pluripotency
are not equivalent. This has implications for whether a
ground state like that captured in vitro exists in vivo. Theo-
retical consideration suggests that three broad classes of TF
branching processes are relevant for producing an interfer-
ence pattern that could compute cell fate: (1) pluripotency-
affiliated TF branching processes, (2) TF branching processes
that tend to drive differentiation, and (3) TF branching pro-
cesses that may influence both cell fate options, possibly indi-
rectly. However, it was a practical capability—the ability to
derive ES cells in defined conditions and independent of ge-
netic background (Nichols et al., 2009; Nichols and Smith,
2009; Ying et al., 2008)—that led to the ground state idea.
The ability to derive a ground state has been related to embry-
onic diapause in vivo (Nichols and Smith, 2009), but whether
or not pre-implantation epiblast cells and ES cells are indeed
equivalent remains an open question (Nichols and Smith,
2011; Rossant, 2008). Although the two cell populations show
many similarities, they might do so for different reasons. The
ground state observed in vitro could be preserved through sup-
pression of TF branching processes that tend to drive differen-
tiation and would otherwise compete with pluripotency-
affiliated TF branching processes for supercritical status. The
in vitro ground state may therefore be locked at ‘time zero’,
whereas a pluripotent state in vivo could include incipient
edge of chaos dynamics within differentiation-affiliated regu-
latory circuits, ultimately destined to destabilize pluripotency
in order for development to progress.
If the capability to make a decision must first emerge
from a ground state, possibly with minimal intrinsic noise
(Smith, 2009), the first gene expression cascades that
occur outside of the core pluripotency circuitry could be
fundamental to understanding and controlling subsequent
decision-making events. These first cascades set the scene
for subsequent gene expression activity, and may represent
initial steps toward self-organization to a critical-like state
at the edge of chaos that is capable of cell fate computa-
tion. Significantly, two genes expressed in ES cells (Oct4
and Sox2) promote production of a destabilizing signal, fi-
broblast growth factor 4 (FGF4), which drives ES cells to-
ward differentiation but does not specify lineage (Kunath
et al., 2007; Silva and Smith, 2008). Recent transcriptional
profiling suggests that in vivo newly formed epiblast cells
in the mouse blastocyst have low levels of FGF4 receptor
(Guo et al., 2010) while in ground state ES cell cultures,
the FGF4 receptor signal is specifically blocked (Ying et
al., 2008). Furthermore, ES cells lacking FGF4 (Kunath etal., 2007; Stavridis et al., 2007) or embryos impaired in
FGF4 or downstream mitogen-activated protein kinase Erk1/
2 signalling show a general impairment of commitment
(Chazaud et al., 2006; Nichols et al., 2009; Saba-El-Leil et
al., 2003; Yamanaka et al., 2010). These findings suggest
that the extrinsic FGF/ERK signalling pathway could be a key
trigger that initiates edge of chaos dynamics within decision-
making circuitry. Because naïve epiblast cells in the mouse
blastocyst have low levels of FGF4 receptor (Guo et al.,
2010), they could be unable to initiate edge of chaos dynamics
for cell fate computation. Such a mechanism might reflect
elaboration by natural selection to enable epiblast expansion
to a critical cell number for axis specification and gastrulation,
and to facilitate embryonic diapause (suspended develop-
ment) (Nichols and Smith, 2009).
The instant that differentiation-affiliated TF branching
processes become supercritical will establish edge of chaos
dynamics in circuitry and the potential to leave pluripo-
tency. Edge of chaos circuitry dynamics (regardless of line-
age) must threaten the stability of pluripotency-affiliated
TF branching processes and perhaps the entire pluripotent
circuitry. In this context, it is significant that one of the trig-
gers that appear to set up decision-making capability is ex-
trinsic (the FGF/ERK pathway). ES cells exhibit a unique
degree of autonomy among mammalian cells, with an intrin-
sic ability to self-renew that appears more similar to yeast
cells than to other non-transformed metazoan cells (Silva
and Smith, 2008). Hence, extrinsic control of edge of chaos
dynamics in pluripotent circuitry could reflect an ancient
control mechanism elaborated by natural selection during
the initial evolution of multicellular life.
Ground state pluripotency and heterogeneity in ES
cell populations
If circuitry within a pluripotent cell undergoing fate compu-
tation is considered as a self-organizing critical-like phenom-
enon, differentiation-affiliated TFs could be considered as
sources of selection pressure (Halley and Winkler, 2008b).
Notably, TFs that drive similar cell fate options may share
a substantial portion of target genes such that their branch-
ing processes might ‘link up’ and support each other, inter-
fering constructively or at least not destructively. Hence,
TF branching processes that drive differentiation could auto-
matically trigger feedback loops of gene expression that
drive multiple cell fates. Such autocatalysis would transform
the stochasticity invariably present at molecular scales into
‘modules of computation’ that allow different cell fate op-
tions to interact predictably in order to compute cell fate.
This idea is consistent with the dynamical systems view in
which auto-regulation of fluctuating gene activities operate
genetic switches and drive cell fate decisions. There, feed-
back mechanisms confer robustness to the behaviour of
gene regulatory networks but also, almost inevitably, gener-
ate other dynamical structures, including oscillatory pro-
cesses (limit cycles, strange attractors) and instabilities
that allow for switching between robust states. This coexis-
tence of robustness and instability could be a manifestation
of circuitry operating at the edge of chaos and underlying
coupled feedback circuits (Kauffman, 1993, 1995). Another in-
teresting possibility is that the precipitation of autocatalytic
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sion entrains the intrinsic micro-heterogeneity within cells
and contributes to their slowly fluctuating phenotype (Chang
et al., 2008; Huang, 2009a; Sigal et al., 2006).
It has been argued that the ES cell phenotype is intrinsi-
cally heterogeneous and comprises a multitude of pluripo-
tent microstates that interconvert (Canham et al., 2010;
Graf and Stadtfeld, 2008). In mouse ES cell populations cul-
tured in LIF and serum, the transcriptome fluctuates from
one metastable state to another (Canham et al., 2010;
Chambers et al., 2007; Hayashi et al., 2008; Kalmar et al.,
2009; Toyooka et al., 2008). What is the logic that underpins
pluripotency and results in either functionally heterogeneous
cell populations under LIF and serum conditions, but a ground
state under other conditions? These alternative phenotypes
could result from differences in the capacity for bursts of
gene expression to amplify. In ground state ES cells, only
those TF branching processes involved in the maintenance of
pluripotency, self-renewal, and housekeeping, will collective-
ly realise their supercritical potential. With similar reasoning,
subcritical TF branching processes are probably affiliated with
differentiation or involve pathways unrelated or detrimental
to pluripotency. In ground state pluripotency, edge of chaos
dynamics appear not to apply, with pluripotency-affiliated
TF branching processes dominating, and no further cell fate
decision-making possible until this powerful competitive
edge is neutralized.
In contrast, ES cells grown in serum and LIF could be more
functionally heterogeneous because pluripotency-affiliated
TF branching processes are continuously challenged by con-
structive interference (entrainment) among differentiation-
affiliated TF branching processes. That at least one destabi-
lizing trigger (Oct4 and Sox2 activation of FGF4) is embedded
in the pluripotency circuitry indicates that the pluripotent
circuit is designed to collapse (Smith, 2010). Interestingly,
however, not all pluripotency genes are down-regulated im-
mediately upon exit from ground state (TK, unpublished
data). Although Nanog, Klfs and Rex1 decay rapidly, Oct4 re-
mains relatively constant initially. Thus, the pluripotent cir-
cuitry splits into at least two portions upon exit from ground
state, with one part collapsing immediately but another part
maintaining stability.
If the core pluripotent circuitry is indeed designed to split
readily into at least two portions, a fluctuating transcrip-
tome could be difficult to avoid in ES cells unless all branch-
ing processes that interfere with the core circuitry are
removed, leaving core circuitry to stabilize itself. Whereas
ground state pluripotency appears to exist stably in defined
culture, once released from these conditions the pluripotent
cell circuitry seems prone to operate near the edge of chaos
to set up decision-making capability. Under serum and LIF,
constructive and destructive interference patterns among
populations of pluripotency- and differentiation-affiliated
TF branching processes could cause the continual collapse
and reignition of pluripotent circuitry, resulting in some de-
gree of differentiation and functional heterogeneity among
cells (Graf and Stadtfeld, 2008; Hayashi et al., 2008). In this
context, the pluripotent cell transcriptome appears unstable
and may fluctuate in a way that does not occur in normal
development.
If the core circuitry is designed to collapse, it may do so
‘gracefully’, in a predictable manner. An example of gracefulfailure can be found in sea urchin spines, where cracks at the
millimetre scale are deflected while those at the micrometer
scale are channelled into pre-determined break points
(Presser et al., 2009a, 2009b). What are the pre-determined
break points in the pluripotent circuitry? Moreover, what is
the function of the part of core pluripotent circuitry that
maintains stability during transition to a different cell identi-
ty? Is the relative stability of the Oct4 TF branching process,
for example, to bias edge of chaos dynamics toward particular
cell fate programs?
In principle, the ground state concept could apply to all
mammals. However, the term ‘ground state’ implies an in-
trinsic stability, whereas the process of decision-making is
here hypothesized to occur at the edge of chaos. The simi-
larity between human ES cells and mouse epiblast stem
cells (Brons et al., 2007; Tesar et al., 2007) indicates that
human ES cells have progressed beyond a naive ground
state (Nichols and Smith, 2009; Rossant, 2008). Although ec-
topic expression of Oct4, Klf4, and Klf2 has resulted in
human cells with similarities to mouse ground state cells
(Hanna et al., 2010), whether they can be considered equiv-
alent to mouse ES cells is questionable not least because this
state is only maintained for a few passages. If primates lack
evolved mechanisms to stabilize pluripotency for embryonic
diapause, their pluripotent circuitry could be intrinsically
unstable and designed purely to collapse. If this is the
case, it will be problematic to capture and maintain human
cells that are naïve, i.e. have unrestricted developmental
potential. Moreover, if a naïve state of unrestricted develop-
mental potential can exist only transiently in human embry-
os, it is questionable whether it should be called a ground
state because this implies an intrinsic stability.Conclusion
Our goal here is to provide a conceptual synthesis of key ob-
servations that could ultimately be used to underpin compu-
tational simulations of ES cell regulatory circuitry using a
novel coarse-grained modeling layer. The TF branching pro-
cess framework avoids the intricacies of molecular interac-
tion networks, usually framed as dynamical systems. We
suggest that ES cells entering the decision-making state are
fluctuation-dominated systems that self-organize to the
edge of chaos to set up decision-making capability. Cell fate
computation is hypothesized to occur via an interference pat-
tern where multiple gene expression cascades interfere con-
structively and destructively. This theory accommodates both
an idealised ground state observed in vitro and a similar state
that may exist in vivo. However, in vivo pluripotency may in-
clude from the onset critical-like fluctuations outside the
core circuitry, up until differentiation-affiliated TF branching
processes become supercritical.
The ideas presented are currently being transformed into
a computational model in which TF expression is represented
as a branching process that exhibits RSOC dynamics. Unlike
some models of ES cell behaviour that simplify the complex-
ity of decision-making using differential equations, we argue
that the TF branching process framework will provide valu-
able insight into how critical-like self-organization underpins
ES cell fate computation. Such modeling should be based on
TF localization studies. Although genome location analyses
331Self-organizing circuitry and emergent computation in mouse embryonic stem cellsdetect around 10-fold more target genes than genetic per-
turbation studies, in eukaryotic organisms there is indeed
far more transcription than expected (Struhl, 2007;
Willingham and Gingeras, 2006; Carninci et al., 2005; Ebisuya
et al., 2008; Berretta and Morillon, 2009). A model based on
the TF branching process framework should distinguish be-
tween specific regulatorymechanisms crafted by natural selec-
tion and those that ‘merely’ reflect background self-organizing
circuitry and/or transcriptional noise. Starting with an initial
background self-organizing circuitry, then adding known regu-
latory interactions, we will gain insight into how the core plu-
ripotent circuitry itself wields edge of chaos dynamics within
the decision-making circuitry. We will better understand how
the core pluripotent circuitry collapses upon exit of ground
state, and reveal whether there is anything encoded in TF lo-
calization data to indicate a pre-defined and/or graceful
collapse.
TF localisation data are not yet available for key pluripo-
tency TFs in ground state ES cells. However, such data are
available for ES cells cultured in serum and LIF (Chambers
and Tomlinson, 2009). These data could be used to model
the hypothesised critical-like self-organization within the
ES cell fluctuating transcriptome. Interestingly, whereas
the Nanog TF branching process must be supercritical in
ground state ES cells because Nanog is stably expressed
through time, it appears to transit between subcritical
and supercritical states under serum and LIF conditions in
which Nanog expression fluctuates (Kalmar et al., 2009).
How easily would such dynamics emerge in the suggested
model based on the TF branching process framework? His-
tone modification data could easily be included to influ-
ence RSOC dynamics and distributed information flow. If
the model is approximately accurate, the proportion of
times that the Nanog TF branching process becomes sub-
critical when the model is run repeatedly will be similar
to the rate of spontaneous differentiation observed under
serum and LIF experimentally. We argue that a model
based on the TF branching process framework will be cru-
cial to unveiling the complete process of cell fate computa-
tion if this process is indeed underpinned by critical-like
self-organization.Acknowledgments
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