This work is concerned with subband processing of finite length signals using tree-structured filter banks. In many applications the subband transform is required to be orthogonal. For this purpose, the filter bank must be paraunitary, and the signal borders must be processed via either orthogonal boundary filters or via orthogonal signal extension methods. Periodization is an orthogonal extension technique, but introduces undesired artificial discontinuities or spurious high frequencies in the transform vector. Boundary filter design techniques do not solve this problem either. The solution we provide is a new algorithm for the generation of alternative orthogonal signal extensions which do not introduce spurious high frequencies in the subband signals. Some experimental results illustrate the effectiveness of the proposed design method in comparison to other existing techniques.
INTRODUCTION AND NOTATION
It is well known that the use of tree-structured PR or paraunitary filter banks for processing finite length signals needs of specific techniques for handling the boundaries in order to ensure perfect reconstruction [1, 2, 6, 7, 9] . The solutions proposed in the literature are of two kinds: signal extension methods [1, 7] and boundary filters [6, 8] .
In some applications such as audio coding and digital communications, it is also desirable that the transform leads to the orthogonality among the subbands. Therefore, only paraunitary filter banks may be considered. Besides, in order to overcome the problem of the border reconstruction, in this case only orthogonal signal extensions or boundary filters can be applied. Among the traditional signal extensions, the only one that defines an orthogonal transform is periodization. But the main drawback of the periodic extension is that it introduces artificial discontinuities or spurious high frequencies, which produce coefficients of great amplitude at the borders of the transform domain, a very annoying effect in many applications. On the other hand, the recent advances on boundary filters design techniques provide alternative orthogonal solutions [8] , but the problem of the appearance of spurious high frequencies seems to remain unsolved.
In our previous work [3, 4] we proposed the general algorithm for the design of all orthogonal extensions different to the classical periodization, but the new solutions do not necessarily avoid these undesired discontinuities. To this aim, in [5] we provided an efficient scheme for the design of smooth orthogonal extensions, i.e., which do not introduce artificial discontinuities in the transform domain.
In this paper, we propose an alternative algorithm which generates new smooth orthogonal extensions. Some illustrative examples will show that the new proposed technique yields even better results than the one given in [5] , and than the optimized orthogonal boundary filters obtained in [8] .
Let us first summarize the notation and recall a few results from our previous papers which are necessary to follow the development of the new algorithm. We will consider only real valued signals and filters. Boldface lowercase letters will denote vectors and boldface uppercase ones will denote matrices: H m×n represents an m rows n columns matrix; 0N and IN denote the N thorder null and identity matrices, respectively.
We will consider the paraunitary filter bank given by the low
, assuming that L = 2K + 2, with K even. From these filters we can construct the block-Toeplitz matrix H m×(m+2K) as explained in [6] :
where, for all j = 0, . . . , K,
. D and F are, respectively, upper and lower block triangular matrices [3] . They can be written as D = Q1K D P1, F = Q0K F P0 and
where [Q 0 Q 1 ] and [P 0 T P 1 T ] are orthogonal, and K F , K D and C are square matrices of order K/2.
Let us consider a finite signal x of even length N ≥ 4K:
T , where x a and x b contain, respectively, the first and last K components of x, and xc the remaining central ones. We define an extension of x as the vector
T . We will study linear extensions of the type
are, respectively, the left and right extension matrices.
Throughout this paper we study the transformation of the extended vector, i.e., y e = H N ×(N +2K) x e . This amounts to processing the signal x e by means of the analysis filter bank given by h and g, only retaining the N central output samples. The whole transformation of the original signal x can be expressed as ye = Gx. It has been proven [3] that the transformation is orthogonal if and only if
and there exists a unitary matrix U = U1 U2
U3 U4
of order K such that
(2)
DESIGN OF SMOOTH ADAPTIVE ORTHOGONAL TRANSFORMS
Our aim is to construct an orthogonal extension which does not introduce artificial discontinuities at the boundaries of each subband in the transform domain. In other words, we would like, in each subband, that the transform coefficients appended at each border were of the same order as the adjacent coefficients at the center of the subband. Thus, we assume that the samples extended by linear prediction in each subband verify this property. Therefore, we will set the problem as the search of the orthogonal extension whose transform vector best approximates the original transform vector extended in each subband by linear prediction. The difference between this new approach and the one given in [5] lies is the definition of the target vector to be approximated: in [5] the considered smooth target vector is computed by linear prediction of the original signal in the time domain, followed by the application of the filter bank; in the new approach, the original signal is first processed via the filter bank, and then the transform vector is extended by linear prediction in each subband, obtaining this way the corresponding target smooth vector. As our insterest is focused in the performance of the coefficients in the transform domain, the definition of the new target vector seems closer to the intuitive idea of smoothness in the transform domain; thus, we expect that the new algorithm provides better results.
Design of the smooth transformation matrix
Considering an original signal x, the solution of the problem that we have just formulated is achieved in three steps:
by processing x through the analysis filter bank.
2) Consider each subband of y (low pass branch and high pass branch), and extend each one K/2 samples per border by linear prediction. The extended vector is denoted y ps , of length N .
3) Find an N th-order orthogonal transform G which minimizes the error E tr = Gx − y ps .
Let us detail steps 2) and 3). For the step 2), if we write
T (where ya, y b have length K), by linear prediction -as explained in [5] -we obtain two matrices Ca, C b of order K such that
For the step 3), if we denote
where x a , x a , x b , x b have also K coefficients, then
Vectors ye and yps differ only on their K first and K last components, so the error is
As the transform G is orthogonal, the extension matrices C l,a , C l,b , C r,a , C r,b must be written as in Equations (2), by means of a unitary matrix U of order K. Thus, the first term of the error turns out to be
by using the orthogonality of [Q 1 Q 0 ], we can express C a = Q 1 Q 1 T C a + Q 0 Q 0 T C a , and the first term can be computed as
Analogously, the second term is
We finally express the error E 2 tr in the following way:
where E 2 0 is the default error, which only depends on the signal and the prototype filters:
For finding the optimal solution of step 3), it just remains to solve the minimization problem
The Cauchy-Schwartz inequality and the fact that U is unitary assure that
This means that the minimum value is ( a − c ) 2 , and it is reached by any unitary matrix U of order K such that
Once we build this unitary matrix U -for instance, via a GramSchmidt procedure-, it suffices to substitute it in Equations (2); the associate matrix G given by the expression (1) is the orthogonal one for which the error Etr = Gx − yps is minimum. Remark: There exist infinite orthogonal matrices U which verify (3), so there are infinite orthogonal smooth adaptive transforms G. If we notice that their K first and last orthonormal rows correspond to associated left and right border filters, we conclude that the proposed solution can be considered as a new method for the design of adaptive smooth orthogonal boundary filters.
Computation of the smooth orthogonal transform vector
Despite the last observation, it is easy to prove that the infinite smooth orthogonal matrices G lead to the same transform vector ye = Gx: let U be any unitary matrix satisfying (3); by substitution in the expression of ye, its first K components turn out to be a c
and the last K components are
This way, we have obtained the explicit expression of the smooth orthogonal transform vector, which depends only on the original signal and the prototype filters, not on the selected orthogonal matrix U that satisfies (3).
Error computation
We have derived that the minimum value of the error is
Notice that it can also be computed directly from the signal and the prototype filters, regardless the unitary matrix U verifying (3).
EXPERIMENTAL RESULTS
Some of the results that illustrate the good performance of our method are shown in the figures presented here. The first test signal corresponds to the cubic spline depicted in Figure 1 (a), considering Daubechies filters of length 10 as prototype filters: the output of the two channel cell obtained using periodization is displayed in Figure 1(b) ; in Figure 1 (c) we can observe the transform vector obtained by means of the optimized orthogonal boundary filters designed in [8] ; Figure 1(d) shows the transform vector using the orthogonal extension method proposed in [5] , while Figure  1 (e) corresponds to the smooth orthogonal extension proposed in this paper. It can be clearly observed that no artificial discontinuities appear when using our smooth orthogonal techniques, neither at the borders of the low pass branch nor in the high pass branch.
On the other hand, the output vector obtained via optimized orthogonal boundary filters presents good performance only in the high pass branch, but not at the borders of the low pass branch. In this example, we conclude that our smooth orthogonal extension methods provide the best results. A more realistic signal, corresponding to an audio frame, is shown in Figure 3 (a). Considering length 26 Daubechies filters, in Figure 3 (b) we display the transform vectors obtained through periodization, our smooth orthogonal extension algorithms, and the optimized boundary filters presented in [8] . These four vectors only differ at the borders of both subbands, so it suffices to compare such border coefficients in Figure 3(b) . It is clear that the performance of the periodic extension method is overcome by the rest of the orthogonal techniques; but in this case we also observe that the output of the new algorithm presents smaller high pass coefficients than the one presented in [5] , and smaller low pass coefficients than the ones obtained through the algorithm described in [8] . This means that the new smooth orthogonal technique presents the best performance in the transform domain.
CONCLUSIONS
In this paper we have developed a new technique for processing finite length signals via paraunitary tree-structured filter banks, which preserves the orthogonality of the transform without introducing artificial discontinuities in the subband signals. The design of the optimal transformation matrix is formulated as an optimization problem that can be analytically solved; the corresponding transform vector and the approximation error are also determined explicitly. The absence of artificial discontinuities in the transform domain is clear from our tests, providing a great improvement in relation to existing orthogonal signal extension methods and orthogonal boundary filters. 
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