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Abstract
Forward and Inverse Born Series for Diffuse, Scalar, and Electromagnetic Waves
Kimberly Nolan
Advisor: Shari Moskow, PhD
In this thesis, we study the forward and inverse scattering problems for three
different cases: diffuse, scalar, and electromagnetic waves. We utilize the so called
Born series to model solutions to the direct problems and the related inverse Born
series as an inversion method. We analyze the convergence of the Born series and
the inverse Born series in all cases. We also study some numerical simulations of
solutions to these problems. In particular, for the case of electromagnetic waves, we
prove several estimates which allow us to find bounds for the Born series operators.
We also code a 3-D Maxwell forward solver using a new integral formulation.

11. Introduction
1.1 Forward and Inverse Problems
One main focus of the research presented within is the theory of forward and
inverse problems in mathematics. Typically (see [14, 19]), the forward problem is to
determine the solution of a model equation. Conversely, the inverse problem is to de-
termine the model from knowledge of the solution. We provide a simple introductory
example to illustrate this concept below.
Example 1.1.1. Forward problem: Solve the equation
4x2 − 20x+ 24 = 0.
The solutions to this problem are x1 = 2 and x2 = 3.
Inverse problem: Find a polynomial p(x) of degree 2 whose zeros are given by x1 = 2
and x2 = 3. The solution to the inverse problem is p(x) = c(x− 2)(x− 3), where c is
a constant.
Often, inverse problems arise when attempting to study and model a physical
system. A mathematical model for a physical reality can be developed which has
certain parameters that can be changed. Changing these parameters affects the data
we are able to observe. In this instance, the inverse problem would be to relate the
observed data to model parameters, which in turn can give insight into the physical
system. Consider the following example taken from Chapter 3, which will be studied
in much greater detail there.
Example 1.1.2. (Optical Tomography)
Let Ω be a bounded domain in R3 where a diffuse wave is propagating. We assume
2the energy density u satisfies the following equation:
−∇2u(x) + k2(1 + η(x))u(x) = 0 , x ∈ Ω.
Here, k is the wavenumber and η is the absorption coefficient.
Forward problem: Determine u for a given absorption coefficient η.
Inverse problem: Let φ = ui− u, where ui is the energy density of the incident wave.
Determine the value of η within Ω given measurements of φ taken on ∂Ω× ∂Ω.
One important thing to note is that oftentimes an inverse problem of interest leads
to an ill-posed problem, while the forward problem is well-posed. That is, the inverse
problem lacks one or more of the properties of existence, uniqueness, and stability of
solutions. This is one reason inverse problems are an interesting and challenging area
of study.
1.2 Forward and Inverse Born Series
The forward and inverse problems studied in this body of research will be solved
using the Born series. The Born series and Born approximation are widely used
in scattering theory. [15, 16, 20–22, 24, 25] We begin by writing the solution u to a
particular forward series problem as an integral equation. Then, using this equation,
we can apply a fixed point iteration to obtain an infinite series for the solution. This
infinite series is called the Born series. The linear term in the series is known as the
Born approximation. It is also possible to invert this series and obtain what is called
the inverse Born series. We will illustrate this with an example that will be further
examined in Chapter 3.
Example 1.2.1. (Optical Tomography)
Consider the forward problem presented in Example 1.1.2. Solutions u to the forward
3problem can be shown to be solutions of the integral equation
u(x) = ui(x)− k2
∫
Ω
G(x, y)u(y)η(y)dy , x ∈ Ω,
where ui is the energy density of the incident wave and G is the Green’s function.
Then, using fixed point iteration beginning with ui, we can write u as the series
u(x) = ui(x)− k2
∫
Ω
G(x, y)η(y)ui(y)dy
+ k4
∫
Ω×Ω
G(x, y)η(y)G(y, y′)η(y′)ui(y′)dydy′ + · · · .
This series is the Born series for the forward problem of optical tomography. The
linear term in η is the Born approximation.
1.3 Outline of Thesis
The remainder of the thesis will be organized as follows. Chapter 2 will give an
introduction to Bessel functions, which will be important in later analysis. Chapter
3 will consider both the forward and inverse scattering problem for diffuse waves.
In particular, the forward and inverse Born series for the problem will be presented,
and the convergence of the inverse series will be analyzed. Numerical results for
several radially symmetric domains are given. Next, Chapter 4 will look at the same
problems for scalar waves. Again, results are proven on the convergence of the inverse
Born series. Numerical simulations using the series are also shown and analyzed
in both two and three dimensions. Chapter 5 will focus primarily on the forward
problem for Maxwell’s equations. The Born series will be analyzed and theorems on
the convergence of the series will be proven. Chapter 6 will discuss a method for
numerically solving the forward scattering problem for Maxwell’s equations in three
dimensions. This algorithm consists of using the finite element method and Gaussian
4quadrature to solve integral equations on a 3D mesh. The MATLAB code used
to implement this algorithm is shown explicitly in Appendix A. Finally, Chapter 7
summarizes the work and gives some conclusions and ideas for furthering this research.
52. Bessel Functions
2.1 Scalar Waves in Two Dimensions
In Chapter 4, when studying the propagation of scalar waves, we will need to
use Bessel functions. To illustrate how these Bessel functions arise, consider the
Helmholtz equation in two dimensions given by
∇2u(x, y) + k2u(x, y) = 0. (2.1)
We begin by making the change to polar coordinates. Let x = r cos θ and y = r sin θ.
The Jacobian of this transformation is given by
J =
 ∂x∂r
∂y
∂r
∂x
∂θ
∂y
∂θ
 =
 cos θ sin θ−r sin θ r cos θ
 .
Therefore, the inverse
J−1 =
 ∂r∂x ∂θ∂x
∂r
∂y
∂θ
∂y
 =
 cos θ − sin θr
sin θ cos θ
r
 .
Then, we have by the chain rule,
∂u
∂x
= ∂u
∂r
cos θ − ∂u
∂θ
sin θ
r
,
and
∂u
∂y
= ∂u
∂r
sin θ + ∂u
∂θ
cos θ
r
.
6From this, we can calculate
∂2u
∂x2
= cos2 θ∂
2u
∂r2
+ sin
2 θ
r2
∂2u
∂θ2
+ sin
2 θ
r
∂u
∂r
+ 2 sin θ cos θ
r2
∂u
∂θ
− 2 sin θ cos θ
r
∂2u
∂r∂θ
,
and
∂2u
∂y2
= sin2 θ∂
2u
∂r2
+ cos
2 θ
r2
∂2u
∂θ2
+ cos
2 θ
r
∂u
∂r
− 2 sin θ cos θ
r2
∂u
∂θ
+ 2 sin θ cos θ
r
∂2u
∂r∂θ
.
Then, note that
∇2u(x, y) = ∂
2u
∂x2
+ ∂
2u
∂y2
= ∂
2u
∂r2
+ 1
r
∂u
∂r
+ 1
r2
∂2u
∂θ2
.
Thus, (2.1) becomes
∂2u
∂r2
+ 1
r
∂u
∂r
+ 1
r2
∂2u
∂θ2
+ k2u = 0.
Using separation of variables with
u = R(r)Θ(θ),
we have that
R
′′ + 1
r
R
′ + 1
r2
R
Θ′′
Θ + k
2R = 0.
Then, Θ
′′
Θ = −n2 must be an integer constant due to periodicity. Therefore, we can
write,
r2R
′′ + rR′ + (k2r2 − n2)R = 0.
Using the change of variables x = kr, the previous equation becomes,
x2
d2R
dx2
+ xdR
dx
+ (x2 − n2)R = 0. (2.2)
7The equation given in (2.2) is known as the Bessel differential equation. Bessel func-
tions [1, 10] are defined to be solutions to this equation. Here, n ∈ R,C denotes the
order of the Bessel function.
Bessel functions are divided into several types. Bessel functions of the first kind,
typically denoted by Jn(x), are solutions to (2.2) which are nonsingular at x = 0.
Meanwhile, Bessel functions of the second kind, Yn(x), are those that are singular at
the origin. We can use the Taylor series expansion around x = 0 to write Jn(x) as
Jn(x) =
∞∑
m=0
(−1)m
m!Γ(m+ n+ 1)
(
x
2
)2m+n
,
where Γ(z) is the gamma function. The Bessel functions of the second kind can be
written in terms of those of the first kind by the following relation:
Yn(x) =
Jn(x) cos(npi)− J−n(x)
sin(npi) .
Finally, the third type of Bessel functions, known as Hankel functions, are linear
combinations of the first two types. They are denoted by H(1)n (x) and H(2)n (x), and
are given by the equations
H(1)n (x) = Jn(x) + iYn(x)
and
H(2)n (x) = Jn(x)− iYn(x).
2.2 Scalar Waves in Three Dimensions
When we consider in Chapter 4 the same problem in three dimensions, we can
follow a similar derivation as above using spherical coordinates instead of polar co-
8ordinates. In doing so, we arrive at the spherical Bessel equation, which is given
by
z2R
′′ + 2zR′ +
[
z2 − n(n+ 1)
]
R = 0.
The solutions to this equation are known as the spherical Bessel functions of the first
and second kind, denoted by jn(z) and yn(z), respectively. These can be written in
terms of the Bessel functions, where we have
jn(z) =
√
pi
2zJn+1/2(z).
and
yn(z) =
√
pi
2zYn+1/2(z).
Analogous to the Hankel functions are the spherical Hankel functions, h(1)n and h(2)n .
These are linear combinations of the spherical Bessel functions of the first and second
kind. As before, we have the relations
h(1)n (z) = jn(z) + iyn(z)
and
h(2)n (z) = jn(z)− iyn(z).
2.3 Diffuse Waves in Two Dimensions
In Chapter 3, we will consider the propagation of diffuse waves. For this, we will
look at the following equation in two dimensions
−∇2u(x, y) + k2u(x, y) = 0. (2.3)
9Following the same argument as in the above case for scalar waves, we can use polar
coordinates to arrive at what is known as the modified Bessel equation. This equation
is given by
x2
d2R
dx2
+ xdR
dx
− (x2 + n2)R = 0. (2.4)
Solutions to this equation are known as the modified Bessel functions of the first and
second kind, which are typically denoted as In(x) and Kn(x), respectively. In(x) can
be written in terms of the Bessel function of the first kind by the following relation
In(x) = i−nJn(ix).
It can also be written as the series
In(x) =
∞∑
m=0
1
m!Γ(m+ n+ 1)
(
x
2
)2m+n
.
The modified Bessel function of the second kind, Kn(x), can be written in terms of
the first kind by
Kn(x) =
pi
2
I−n(x)− In(x)
sin(npi) .
2.4 Diffuse Waves in Three Dimensions
As was the case for scalar waves, when we consider diffuse waves in three dimen-
sions in Chapter 4 and make use of spherical coordinates in place of polar coordinates,
we arrive at what is known as the modified spherical Bessel differential equation. This
equation is given by
z2R
′′ + 2zR′ −
[
z2 + n(n+ 1)
]
R = 0. (2.5)
10
As one might expect, the solutions to this equation are known as the modified spheri-
cal Bessel functions of the first and second kind. These solutions are denoted by in(z)
and kn(z). They are related to the modified Bessel functions seen in the previous
section by the equations
in(z) =
√
pi
2z In+1/2(z),
and
kn(z) =
√
2
piz
Kn+1/2(z).
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3. Inverse Born series for diffuse waves
3.1 Introduction
Optical tomography is an emerging biomedical imaging modality that uses diffuse
light to probe structural variations in the optical properties of tissue [9]. The associ-
ated inverse scattering problem for diffuse waves consists of recovering the spatially-
varying absorption of the interior of a domain from boundary measurements. The
standard approach to this problem is formulated in terms of the minimization of a
nonlinear functional. Such an approach gives rise to image reconstruction algorithms
that, at present, are not well understood mathematically. In previous work, it was
shown that, to some extent, it is possible to fill this gap by employing methods which
invert the Born series [21]. The resulting image reconstruction algorithms are fast,
direct, and have analyzable convergence, stability and approximation error [24].
The remainder of this chapter is organized as follows. In Section 3.2, we develop
the scattering theory of diffuse waves in an inhomogeneous medium—this corresponds
to the forward problem of optical tomography. The inversion of the Born series is
taken up in Section 3.3, where we give the main result on the convergence of the
inverse series. In Section 3.4, we consider the forward problem in the radial case,
compute the scattering data for an annular inhomogeneity and present the results of
numerical reconstructions.
3.2 Forward Problem
3.2.1 Diffuse waves
As briefly introduced in Example 1.1.2, we consider a bounded domain Ω in R3
with a smooth boundary ∂Ω, in which a highly scattering medium leads to diffusion.
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The energy density u of the wave is taken to satisfy the time-independent diffusion
equation
−∇2u(x) + k2(1 + η(x))u(x) = 0 , x ∈ Ω , (3.1)
where the diffuse wavenumber k is a positive constant and η(x) ≥ −1 for all x ∈ Ω.
The function η is the spatially varying part of the absorption coefficient which is
assumed to be supported in a closed ball Ba of radius a. The energy density is also
taken to obey the boundary condition
u(x) + `ν · ∇u(x) = 0 , x ∈ ∂Ω , (3.2)
where ν is the unit outward normal to ∂Ω and the extrapolation length ` is a non-
negative constant. Note that k and η are related to the absorption and reduced
scattering coefficients µa and µ′s by k =
√
3µ¯aµ′s and η(x) = δµa(x)/µ¯a, where
δµa(x) = µ¯a − µa(x) and µ¯a is constant [22].
The forward problem of optical tomography is to determine the energy density u
for a given absorption η. If the medium is illuminated by a point source, the solution
to the forward problem is given by the integral equation
u(x) = ui(x)− k2
∫
Ω
G(x, y)u(y)η(y)dy , x ∈ Ω . (3.3)
Here ui is the energy density of the incident diffuse wave which obeys the equation
−∇2ui(x) + k2ui(x) = δ(x− x1) , x ∈ Ω , x1 ∈ ∂Ω (3.4)
and G is the Green’s function for the operator −∇2 +k2, where G obeys the boundary
condition (3.2).
The integral equation (3.3) has a unique solution. If we apply fixed point iteration
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(beginning with ui), we obtain an infinite series for u of the form
u(x) = ui(x)− k2
∫
Ω
G(x, y)η(y)ui(y)dy
+ k4
∫
Ω×Ω
G(x, y)η(y)G(y, y′)η(y′)ui(y′)dydy′ + · · · . (3.5)
We will refer to (3.5) as the Born series and the approximation to u that results from
retaining only the linear term in η as the Born approximation.
It will prove useful to express the Born series as a formal power series in tensor
powers of η of the form
φ = K1η +K2η ⊗ η +K3η ⊗ η ⊗ η + · · · , (3.6)
where φ = ui − u. Physically, the scattering data φ(x1, x2) is proportional to the
change in intensity measured by a point detector at x2 ∈ ∂Ω due to a point source
at x1 ∈ ∂Ω [21]. Each term in the series is multilinear in η and the operator Kj is
defined by
(Kjη ⊗ · · · ⊗ η) (x1, x2) =
(−1)j+1k2j
∫
Ba×···×Ba
G(x1, y1)G(y1, y2) · · ·G(yj−1, yj)G(yj, x2)
·η(y1) · · · η(yj)dy1 · · · dyj , (3.7)
for x1, x2 ∈ ∂Ω. It is shown in [24] that the operator 1
Kj : L2(Ba)⊗ · · · ⊗ L2(Ba) −→ L2(∂Ω× ∂Ω) (3.8)
1We note that in [24], Lemma 2.2 is formulated in terms of the space L2(Ba × · · · × Ba) which
contains L2(Ba)⊗ · · · ⊗ L2(Ba) as a subspace.
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is bounded and
‖Kj‖ ≤ νµj−1 , (3.9)
where
µ = sup
x∈Ba
k2‖G(x, ·)‖L2(Ba) , (3.10)
ν = k2|Ba|1/2 sup
x∈Ba
‖G(x, ·)‖2L2(∂Ω) . (3.11)
3.3 Inverse Series
The inverse scattering problem is to determine the absorption coefficient η every-
where within Ω from measurements of the scattering data φ on ∂Ω × ∂Ω. Towards
this end, we formally express η as a series in tensor powers of φ of the form
η = K1φ+K2φ⊗ φ+K3φ⊗ φ⊗ φ+ · · · , (3.12)
where, as shown in [24], the operators Kj are given by
K1 = K+1 , (3.13)
K2 = −K1K2K1 ⊗K1 , (3.14)
K3 = − (K2K1 ⊗K2 +K2K2 ⊗K1 +K1K3)K1 ⊗K1 ⊗K1 , (3.15)
Kj = −
 j−1∑
m=1
Km
∑
i1+···+im=j
Ki1 ⊗ · · · ⊗Kim
K1 ⊗ · · · ⊗ K1 . (3.16)
We will refer to (3.12) as the inverse scattering series. Here we note several of its
properties. First, K+1 is the regularized pseudoinverse of the operator K1. Since
the operator K1 is unbounded, regularization of K+1 is required to control the ill-
posedness of the inverse problem. Second, the coefficients in the inverse series have
a recursive structure. Third, the operator Kj is determined by the coefficients of the
15
Born seriesK1, K2, . . . , Kj. Finally, inversion of only the linear term in the Born series
is required to compute the inverse series to all orders. Thus an ill-posed nonlinear
inverse problem is reduced to an ill-posed linear inverse problem plus a well-posed
nonlinear problem, namely the computation of the higher order terms in the series.
We now proceed to study the convergence of the inverse series. We begin with an
estimate on the norm of the operator Kj.
Lemma 1. Let (µ+ ν)‖K1‖ < 1. Then the operator
Kj : L2(∂Ω× ∂Ω)⊗ · · · ⊗ L2(∂Ω× ∂Ω) −→ L2(Ba)
defined by (3.16) is bounded and
‖Kjφ⊗ · · · ⊗ φ‖L2(Ba) ≤ C(µ+ ν)j‖K1φ‖jL2(Ba) ,
where C = C(µ, ν, ‖K1‖) is independent of j.
Proof. Using (3.16), we see that
‖Kjφ⊗ · · · ⊗ φ‖L2(Ba) ≤
j−1∑
m=1
∑
i1+···+im=j
‖Km‖p‖Ki1‖p · · · ‖Kim‖p‖K1φ‖jL2(Ba)
≤ ‖K1φ‖jL2(Ba)
j−1∑
m=1
∑
i1+···+im=j
‖Km‖ (3.17)
·νµi1−1 · · · νµim−1 ,
where we have used (3.9) to obtain the second inequality. Next, we define Π(j,m) to
be the number of ordered partitions of the integer j into m parts. It can be seen that
Π(j,m) =
(
j − 1
m− 1
)
. (3.18)
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It follows that
‖Kjφ⊗ · · · ⊗ φ‖L2(Ba) ≤ ‖K1φ‖jL2(Ba)
j−1∑
m=1
‖Km‖Π(j,m)νmµj−m
≤ ‖K1φ‖jL2(Ba)
 j−1∑
m=1
‖Km‖
 j−1∑
m=1
Π(j,m)νmµj−m

≤ ν‖K1φ‖jL2(Ba)
 j−1∑
m=1
‖Km‖
 j−1∑
m=0
(
j − 1
m
)
νmµj−1−m

= ν‖K1φ‖jL2(Ba)(µ+ ν)j−1
j−1∑
m=1
‖Km‖ . (3.19)
Thus
‖Kjφ⊗ · · · ⊗ φ‖L2(Ba) ≤ (µ+ ν)j‖K1φ‖jL2(Ba)
j−1∑
m=1
‖Km‖p . (3.20)
In [24] it was shown that
‖Kj‖ ≤ C[(µ+ ν)‖K1‖]j‖K1‖ , (3.21)
where C is independent of j. Thus
‖Kjφ⊗ · · · ⊗ φ‖L2(Ba) ≤ C(µ+ ν)j2‖K1φ‖jL2(Ba)
‖K1‖
1− (µ+ ν)‖K1‖ . (3.22)
This completes the proof.
The following theorem establishes the convergence of the inverse series. A similar
result with stronger hypotheses was given in [24].
Theorem 1. The inverse scattering series converges in the L2 norm if ‖K1‖ < 1/(µ+
ν) and ‖K1φ‖L2(Ba) < 1/(µ+ ν).
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Proof. The series ∑j Kjφ⊗ · · · ⊗ φ converges in norm if
∑
j
‖Kjφ⊗ · · · ⊗ φ‖Lp(Ba) ≤ C
∑
j
[
(µ+ ν)‖K1φ‖L2(Ba)
]j
, (3.23)
converges, which follows from Lemma 1. The right hand side of (3.23) is a geometric
series which converges when
(µ+ ν)‖K1φ‖L2(Ba) < 1 . (3.24)
3.4 Numerical Reconstructions
3.4.1 Radial problem
We now consider the forward problem for the case of three-dimensional media
which vary only in the radial direction. In this case, Ω is assumed to be a sphere of
radius R centered at the origin, and the coefficient η = η(r), where r is the radial
coordinate in spherical coordinates. By using the modified spherical Bessel functions
il, kl introduced in Chapter 2, the Green’s function is then given by [22]
G(x, y) =
∞∑
l=0
l∑
m=−l
gl(x, y)Ylm(xˆ)Y ∗lm(yˆ) . (3.25)
Here Ylm are spherical harmonics, x = (|x|, xˆ), y = (|y|, yˆ), r< = min(|x|, |y|) and
r> = max(|x|, |y|). The radial Green’s function is given by
gl(x, y) =
2k
pi
(
kl(kr>)il(kr<)− kl(kR) + k`k
′
l(kR)
in(kR) + k`i′l(kR)
il(k|x|)il(k|y|)
)
. (3.26)
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Note that when y ∈ ∂Ω, the functions gl have the simplified form
gl(x, y) = gl(x)
= `
R2
il(k|x|)
il(kR) + k`i′l(kR)
.
We can now calculate the first term in the Born series. Employing spherical
coordinates on the boundary, with x1 = (R, xˆ1) and x2 = (R, xˆ2), we obtain
φ(1)(xˆ1, xˆ2) = k2
∫
Ω
∑
l1,m1
l2,m2
Yl1m1(xˆ1)Y ∗l2m2(xˆ2)gl1(x)gl2(x)η(x)dx . (3.27)
From this we find the generalized Fourier coefficients
φ
(1)
l1,m1,l2,m2 = k
2
∫
S2×S2
Y ∗l1m1(xˆ1)Yl2m2(xˆ2)φ
(1)(xˆ1, xˆ2)dxˆ1dxˆ2
= k2δl1l2δm1m2
∫ R
0
gl1(r)gl2(r)r2η(r)dr , (3.28)
where we have used the orthogonality of the spherical harmonics and the radial de-
pendence of η. Note that the above expression is independent of m1 and m2, so that
we can define a singly indexed family of coefficients
φ(1)m = φ(1)m,m1,m,m2
= k2
∫ R
0
(gm(r))2r2η(r)dr . (3.29)
We now rescale the above coefficients and put
ψ(1)m =
(
R2
`
)2
(im(kR) + k`i′m(kR))2φ(1)m . (3.30)
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We thus obtain
ψ(1)m = k2
∫ R
0
(im(kr))2r2η(r)dr . (3.31)
Consider now a general term in the forward series,
φ(n)(x1, x2) = (Knη ⊗ · · · ⊗ η)(x1, x2)
= (−1)n+1k2n
∫
Ω×···×Ω
G(x1, y1) · · ·G(yn, x2) (3.32)
·η(y1) · · · η(yn)dy1 · · · dyn .
Using (3.25) and restricting to the boundary, we can calculate the generalized Fourier
coefficients
φ
(n)
l1,m1,l2,m2 =
∫
S2×S2
Y ∗l1m1(xˆ1)Yl2m2(xˆ2)φ
(n)(xˆ1, xˆ2)dxˆ1dxˆ2
= (−1)n+1k2nδl1,l2δm1,m2
∫ R
0
· · ·
∫ R
0
gl1(r1)gl1(r1, r2) (3.33)
· · · gl1(rn−1, rn)gl2(rn)r21η(r1) · · · r2nη(rn)dr1 · · · drn .
Once again, we singly index the coefficients
φ(n)m = φ(n)m,m1,m,m2 , (3.34)
and using the same rescaling we set
ψ(n)m =
(
R2
`
)2
(im(kR) + k`i′m(kR))2φ(n)m , (3.35)
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so that we have the formula
ψ(n)m = (−1)n+1k2n
∫ R
0
· · ·
∫ R
0
im(kr1)gm(r1, r2)
· · · gm(rn−1, rn)im(krn)r21η(r1) · · · r2nη(rn)dr1 · · · drn . (3.36)
Remark 2. The above formula is equivalent to the nth term in the Born series (3.6)
for radial η.
3.4.2 Scattering data
We now compute the forward scattering data for the annulus by separation of
variables. To proceed, we put
η(r) =

0 0 ≤ r ≤ R1
η1 R1 < r ≤ R2
0 R2 < r ≤ R
. (3.37)
The solution will be constructed in each subdomain of Ω. The first subdomain is the
inner sphere
Ω1 = {x : |x| ≤ R1} , (3.38)
the second is the inner annulus
Ω2 = {x : R1 < |x| ≤ R2} , (3.39)
and the third is the outer annulus
Ω3 = {x : R2 < |x| ≤ R} . (3.40)
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The diffusion equation (3.1) and the boundary condition (3.2) leads to the system of
PDEs:
−∇2u1 + k2u1 = 0 in Ω1 , (3.41)
−∇2u2 + k21u2 = 0 in Ω2 , (3.42)
−∇2u3 + k2u3 = δ(x− x0) in Ω3 , (3.43)
u1 = u2 on ∂Ω1 , (3.44)
u2 = u3 on ∂Ω2 , (3.45)
∂u1
∂ν
= ∂u2
∂ν
on ∂Ω1 , (3.46)
∂u2
∂ν
= ∂u3
∂ν
on ∂Ω2 , (3.47)
u3 + l
∂u3
∂ν
= 0 on ∂Ω3 , (3.48)
where we have imposed the condition that u and ∂u/∂ν must be continuous across
each interface. Here x0 ∈ ∂Ω is a source and k21 = k2(1 + η1).
We can express the solution to the above system as
u1(x) =
∞∑
l=0
l∑
m=−l
alil(kr)Ylm(xˆ)Y ∗lm(xˆ0) , (3.49)
u2(x) =
∞∑
l=0
l∑
m=−l
(blkl(k1r) + clil(k1r))Ylm(xˆ)Y ∗lm(xˆ0) , (3.50)
u3(x) = G0(x, x0) +
∞∑
l=0
l∑
m=−l
(dlkl(kr) + elil(kr))Ylm(xˆ)Y ∗lm(xˆ0) . (3.51)
Here G0 is the fundamental solution to the diffusion equation which is given by
G0(x, x0) =
1
4pi
e−k|x−x0|
|x− x0| (3.52)
= 2k
pi
∞∑
l=0
l∑
m=−l
il(kr)kl(kR)Ylm(xˆ)Y ∗l,m(xˆ0) , (3.53)
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where x = (r, xˆ) and x0 = (R, xˆ0). To determine the coefficients al, bl, cl, dl, el, we
apply the interface and boundary conditions to arrive at the following system of linear
equations:

il(kR1) −kl(k1R1) −il(k1R1) 0 0
ki
′
l(kR1) −k1k′l(k1R1) −k1i′l(k1R1) 0 0
0 kl(k1R2) il(k1R2) −kl(kR2) −il(kR2)
0 k1k
′
l(k1R2) k1i
′
l(k1R2) −kk′l(kR2) −ki′l(kR2)
0 0 0 kl(kR) + klk
′
l(kR) il(kR) + kli
′
l(kR)


al
bl
cl
dl
el

= 2k
pi

0
0
il(kR2)kl(kR)
ki
′
l(kR2)kl(kR)
−il(kR)kl(kR)− klil(kR)k′l(kR)

.(3.54)
To calculate the scattering data φ, we rewrite the series expansion for the Green’s
function in the form
G(x, x0) = G0(x, x0) +
∑
m,l
flil(kr)Ylm(xˆ)Y ∗lm(xˆ0) , (3.55)
where
fl = −2k
pi
il(kR)kl(kR) + k`il(kR)k′l(kR)
il(kR) + k`i′l(kR)
. (3.56)
This yields the data function for x ∈ ∂Ω,
φ(xˆ, xˆ0) =
∑
m,l
((fl − el)il(kR)− dlkl(kR))Y ∗lm(xˆ)Ylm(xˆ3) . (3.57)
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Next, we compute the generalized Fourier coefficients
φl2m2l1m1 =
∫
S2×S2
Yl1m1(xˆ1)Y ∗l2m2(xˆ2)φ(xˆ1, xˆ2)dxˆ1dxˆ2
= δl1l2δm1m2((fl − el)il(kR)− dlkl(kR)) , (3.58)
and set
φm = φmm2mm1
= (fm − em)im(kR)− dmkm(kR) . (3.59)
Finally, we rescale φm as in (3.30) and define
ψm =
(
R2
l
)2
(im(kR) + kli
′
m(kR))2φm (3.60)
=
(
R2
l
)2
(im(kR) + kli
′
m(kR))2((fm − em)im(kR)− dmkm(kR)) . (3.61)
The quantity ψm is the data we will use to reconstruct the coefficient η.
3.4.3 Numerical results
We now present the results of numerical reconstructions for the model system
defined by (3.37). When computing the terms of the inverse series, we use recursion
to implement the formula (3.16). The scattering data is computed from (3.61). The
forward operators are implemented using the formula (3.36). We compute the pseudo-
inverse K1 = K+1 , by using MATLAB’s built-in singular value decomposition. Since
the singular values of K1 are exponentially small, we set all but the largest M = 13
singular values to zero, and make use of only the first M .
We take the domain to be the ball of radius R = 3 cm, the extrapolation length
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Figure 3.1: Illustrating the use of the inverse scattering series for diffuse waves
` = 0.3 cm, and the background wavenumber to be k = 1 cm−1. When computing
both (3.16) and (3.61), we use m = 90 modes and discretize the integral operators
on a spatial grid of 90 uniformly-spaced nodes in the radial direction. We found that
increasing the number of modes did not significantly change the reconstructions.
Figure 3.1 show a series of reconstructions where k1 = 1.5, R1 = 1.5 and R2 =
1.3, 1.5, 1.7, 1.9. In each case, five terms in the inverse series are computed. We also
show the projection of η onto the subspace generated by the first M singular vectors,
which gives a sense for what can be reconstructed at low frequencies, for a particular
regularization. Note that for relatively small inhomogeneities, the series appears to
converge quite rapidly to a reconstruction that is close to the projection. As the size of
the inhomogeneity is increased, the higher order terms make significant improvements
to the linear reconstructions.
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4. Inverse Born Series for Scalar Waves
4.1 Introduction
The inverse scattering problem (ISP) for scalar waves consists of recovering the
spatially-varying index of refraction (or scattering potential) of a medium from mea-
surements of the scattered field. This problem is of fundamental interest and con-
siderable applied importance. There is a substantial body of work on the ISP that
has been been comprehensively reviewed in [11–13]. In particular, much is known
about theoretical aspects of the problem, especially concerning the issues of unique-
ness and stability. There has also been significant effort devoted to the development
of techniques for image reconstruction, including optimization, qualitative and direct
methods. There is also closely related work in which small-volume expansions have
been used to reconstruct the scattering properties of small inhomogeneities. The
corresponding reconstruction algorithms have been implemented and their stability
analyzed as a function of the signal-to-noise-ratio of the data [3–8].
In previous work, a direct method has been proposed to solve the inverse problem
of optical tomography that is based on inversion of the Born series [20,24,25]. In this
approach, the solution to the inverse problem is expressed as an explicitly computable
functional of the scattering data. In combination with a spectral method for solving
the linear inverse problem, the inverse Born series leads to a fast image reconstruction
algorithm with analyzable convergence, stability and error.
In this chapter, we apply the inverse Born series to the ISP for scalar waves. We
characterize the convergence, stability and approximation error of the method. We
also illustrate its use in numerical simulations. We find that the series converges
rapidly for low contrast objects. As the contrast is increased, the higher order terms
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systematically improve the reconstructions until, at sufficiently large contrast, the
series diverges.
The remainder of this chapter is organized as follows. In Section 4.2, we construct
the Born series for scalar waves. We then derive various estimates that are later used
to study the convergence of the inverse Born series. The inversion of the Born series
is taken up in Section 4.3. In Section 4.4, the forward operators in the Born series are
calculated for the case of radially varying media. Exact solutions to the problem of
scattering by spheres and annuli are discussed in Section 4.5. These results are used
as forward scattering data for numerical reconstructions, which are shown in Section
4.6. Finally, our conclusions are presented in Section 4.7.
4.2 Born Series
We consider the propagation of scalar waves in Rn for n ≥ 2. The field u obeys
the equation
∇2u(x) + k2(1 + η(x))u(x) = 0. (4.1)
It will prove useful to decompose the field into the sum of an incident field and a
scattered field:
u = ui + us. (4.2)
The incident field will be taken to be a plane wave of the form
ui(x) = eikx·ξ , (4.3)
where k is the wave number and ξ ∈ Sn−1 is the direction in which the incident wave
propagates. The scattered field us satisfies
∇2us(x) + k2us(x) = −k2η(x)u(x) (4.4)
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and obeys the Sommerfeld radiation condition
lim
r→∞ r
(
∂us
∂r
− ikus
)
= 0 . (4.5)
The function η(x) is the perturbation of the squared refractive index, which is assumed
to be supported in a closed ball Ba of radius a. The solution u can be expressed as
the solution to the Lippmann-Schwinger integral equation
u(x) = ui(x) + k2
∫
Ba
G(x, y)u(y)η(y)dy , (4.6)
where the Green’s function G satisfies the equation
∇2xG(x, y) + k2G(x, y) = −δ(x− y) . (4.7)
Applying a fixed point iteration to (4.6), beginning with the incident wave, gives
the well known Born series for the total field u
u(x) = ui(x) + k2
∫
Ba
G(x, y)η(y)ui(y)dy
+ k4
∫
Ba×Ba
G(x, y)η(y)G(y, y′)η(y′)ui(y
′)dydy′ + · · · . (4.8)
Let us define the scattering data
φ = ui − u. (4.9)
The above series allows us to express this data φ as a power series in tensor powers
of η:
φ = K1η +K2η ⊗ η +K3η ⊗ η ⊗ η + · · · . (4.10)
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The operators {Kj} are defined as
(Kjf)(x1, ξ) = −k2j
∫
Ba×...×Ba
G(x1, y1)G(y1, y2)...G(yj−1, yj)·
· ui(yj)f(y1, ..., yj)dy1...dyj, (4.11)
where x1 is the position at which the field is measured. Note that the dependence of
Kjf on the incident direction ξ is made explicit. The series (4.10) will be referred to
as the Born series.
In order to analyze the convergence of the Born series, we need to find bounds on
the norm of the Kj operators. Assume we measure data on the boundary of a ball of
radius R, ∂BR. By proceeding with the same approach as found in [24], we find that
the operators Kj are bounded in L∞:
Kj : L∞(Ba × · · · ×Ba)→ L∞(∂BR × Sn−1).
Furthermore, if we define
µ∞ = sup
x∈Ba
k2 ‖G(x, ·)‖L1(Ba) (4.12)
and
ν∞ = k2|Ba| sup
x1∈∂BR
sup
y∈Ba
|G(x1, y)ui(y)|, (4.13)
then their operator norms satisfy the estimate
‖Kj‖∞ ≤ ν∞µj−1∞ . (4.14)
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We can calculate µ∞ explicity in three dimensions:
µ∞ =
k2
4pi
∫
Ba
1
|x|dx =
(ka)2
2 . (4.15)
Here we have used the fact that the Green’s function is given by
G(x, y) = e
ik|x−y|
4pi|x− y| . (4.16)
We calculate ν∞ in the next section. As shown in [25] the Born series converges in
the L∞ norm when
‖η‖L∞ <
2
(ka)2 . (4.17)
We can similarly bound the series terms in the L2 norm, if we view Kj as an
operator defined as follows:
Kj : L2(Ba × · · · ×Ba)→ L2(∂BR × Sn−1).
We find, again by the argument in [24], that the operator norms are bounded:
‖Kj‖2 ≤ ν2µj−12 . (4.18)
where
µ2 = sup
x∈Ba
k2 ‖G(x, ·)‖L2(Ba) (4.19)
and
ν2 = k2|Ba| 12 sup
x1∈∂BR
sup
y∈Ba
‖G(x1, y)ui(y)‖L2(∂BR) . (4.20)
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4.3 Inverse Born Series
In the inverse scattering problem we seek to recover the coefficient η within the
domain Ba from boundary measurements of the scattering data φ. Following [24], we
express η as a formal power series in tensor powers of φ of the form
η = K1φ+K2φ⊗ φ+K3φ⊗ φ⊗ φ+ · · · , (4.21)
where
K1 = K+1 ,
K2 = −K1K2K1 ⊗K1,
K3 = −(K2K1 ⊗K2 +K2K2 ⊗K1 +K1K3)K1 ⊗K1 ⊗K1,
Kj = −
 j−1∑
m=1
Km
∑
i1+...+im=j
Ki1 ⊗ ...⊗Kim
K1 ⊗ ...⊗K1. (4.22)
We will refer to equation (4.21) as the inverse Born series. We use K+1 to denote a
regularized pseudoinverse of K1. Since K1 has singular values which decay to zero, it
does not have a bounded inverse. The following theorem on the convergence of the
inverse series was proven in [24] and improved in [15].
Theorem 3. (convergence of the inverse scattering series) The inverse Born series
(4.21) converges in the L∞ norm if ‖K1‖p < 1/(µ+ ν) and ‖K1φ‖Lp(Ba) < 1/(µ+ ν),
where µ and ν are given by (4.12) and (4.13). Similarly, the series converges in the
L2 norm if the analogous inequalities hold with µ and ν instead given by (4.19) and
(4.20). In addition, the following estimate holds for p = 2,∞
∥∥∥∥∥∥η˜ −
N∑
j=1
Kjφ⊗ · ⊗ φ
∥∥∥∥∥∥
Lp(Ba)
≤ C ((µp + νp) ‖K1φ‖Lp(Ba))
N+1
1− (µp + νp) ‖K1φ‖Lp(Ba)
, (4.23)
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where η˜ is the limit of the inverse series and C = C(µp, νp, ‖K1‖p) does not depend
on N or the data φ.
Using the Green’s function (4.16) and setting the measurement radius R = αa for
some constant α, we have that
ν∞ ≤ k2|Ba| 14pidist(BR, Ba) =
(ka)2
3(α− 1) . (4.24)
Then the radius of convergence of the inverse series is given by
1
µ∞ + ν∞
≥ 1(ka)2
3(α−1) +
(ka)2
2
= 6(α− 1)(ka)2(2 + 3(α− 1)) . (4.25)
Note that as α→∞,
1
µ∞ + ν∞
→ 2(ka)2 . (4.26)
The radius of convergence as a function of ka is shown in Figure 7.4 in Chapter 7.
4.4 Forward operators for radially-varying media
4.4.1 Two-dimensional problem.
We now calculate explicitly the terms in the forward series for the two-dimensional
case where Ω = R2. We take BR to be a disk of radius R centered at the origin such
that Ba ⊂ BR. We assume that the coefficient η depends only on the radial coordinate
r = |x|. The fundamental solution is given by
G(x, y) = i4H
(1)
0 (k|x− y|), (4.27)
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which has the Bessel series expansion
G(x, y) = i4
∞∑
n=−∞
ein(θx−θy)gn(x, y), (4.28)
where
gn(x, y) = H(1)n (kr>)Jn(kr<). (4.29)
Here Jn are the Bessel functions of the first kind and H(1)n are the Hankel functions,
which were introduced and defined in Chapter 2. Also, r< and r> are defined as
r< = min(|x|, |y|),
r> = max(|x|, |y|). (4.30)
We take ui to be a plane wave given by
ui(x) = eikx·ξ, (4.31)
which has the series expansion
ui(x) =
∞∑
n=−∞
i|n|ein(θ−θ0)J|n|(kr), (4.32)
where, in polar coordinates, x = (r, θ) and θ0 is the polar angle of the unit vector ξ
on S1. The first term in the forward series is given by
φ(1)(θ, θ0) = −k2
∫
Ba
G(x, x1)ui(x1)η(x1)dx1. (4.33)
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If y ∈ ∂BR, the functions gn become
gn(x, y) = g˜n(x) (4.34)
= Hn(kR)Jn(kr). (4.35)
If we introduce polar coordinates
x1 = (r1, θ1) , (4.36)
take x to be on ∂BR and insert the formulas (4.28), (4.35) and (4.32) into (4.33) and
carry out the angular integral, we obtain
φ(1)(θ, θ0)
= −piik
2
2
∫ R
0
∑
m
eim(θ−θ0)Hm(kR)Jm(kr1)imJm(kr1)η(r1)r1dr1 . (4.37)
We can therefore calculate the Fourier coefficients
φ(1)m1,m2 =
∫ 2pi
0
∫ 2pi
0
e−im1θ−im2θ0φ(1)(θ, θ0)dθdθ0 (4.38)
= −2im+1k2pi3Hm(kR)
∫ R
0
(Jm(kr1))2η(r1)r1dr1, (4.39)
which is only nonzero when m1 = m2, so we put m = m1 = m2. We introduce a
rescaling of the Fourier coefficients of the form
ψ(1)m =
(
1
Hm(kR)2pi3im+1
)
φ(1)m . (4.40)
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Then, the first term in the series is given by
ψ(1)m = −k2
∫ R
0
(Jm(kr1))2η(r1)r1dr1. (4.41)
Repeating this process, we can calculate the second term in the forward series
φ(2)(θ, θ0) = −k4
∫
Ba×Ba
G(x, x1)η(x1)G(x1, x2)η(x2)ui(x2)dx1dx2. (4.42)
As above, we rescale the Fourier coefficients
ψ(2)m =
−ik4pi
2
∫ R
0
∫ R
0
Jm(kr1)η(r1)Hm(kmax(r1, r2))Jm(kmin(r1, r2))
· η(r2)Jm(kr2)r1r2dr1dr2. (4.43)
For the nth term in the series, we have the general formula
ψ(n)m =
−in+1k2npin−1
2n−1
∫ R
0
· · ·
∫ R
0
Jm(kr1)η(r1)Hm(kmax(r1, r2))
Jm(kmin(r1, r2)) · η(r2) · · ·Hm(kmax(rn−1, rn))Jm(kmin(rn−1, rn))
· η(rn)Jm(krn)r1 · · · rndr1 · · · drn. (4.44)
4.4.2 Three-dimensional problem
The setup here is strictly analogous to that of the two-dimensional case. The
Green’s function is given by (4.16) and is expressible as the series expansion
G(x, y) = ik
∞∑
l=0
l∑
m=−l
gl(x, y)Ylm(xˆ)Y ∗lm(yˆ), (4.45)
where
gl(x, y) = h(1)l (kr>)jl(kr<). (4.46)
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Here jl are the spherical Bessel functions and h(1)l are the spherical Hankel functions
of the first kind, both of which were defined in Chapter 2. If y ∈ ∂BR, gl takes the
form
gl(x, y) = g˜l(x) = h(1)l (kR)jl(kr). (4.47)
If the incident wave, ui is a plane wave as in the two dimensional case, then ui has
the series expansion
ui(x) = 4pi
∑
l,m
iljl(kr)Ylm(xˆ)Y ∗lm(ξ). (4.48)
Introducing spherical coordinates with x ∈ ∂BR
x1 = (r1, xˆ1) and x = (R, xˆ), (4.49)
and making use of (4.45), (4.47) and (4.48), we obtain
φ(1)(xˆ, ξ) = −k2
∫
Ba
G(x, x1)ui(x1)η(x1)dx1
= −4piik3
∫ R
0
∑
l,m
Ylm(xˆ)g˜l(r1)iljl(kr1)Y ∗lm(ξ)η(r1)r21dr1 . (4.50)
Now, taking the Fourier transform we have
φ
(1)
l1,m1,l2,m2 =
∫
S2
∫
S2
Y ∗l1m1(xˆ)Yl2m2(ξ)φ
(1)(xˆ, ξ)dxˆdξ (4.51)
= −4piik3δl1l2
∫ R
0
g˜l1(r1)il1jl1(kr1)η(r1)r21dr1. (4.52)
Since the right hand side no longer depends on m1 and m2, we define l = l1 = l2 so
that
φ
(1)
l = −4pik3il+1h(1)l (kR)
∫ R
0
(jl(kr1))2η(r1)r21dr1. (4.53)
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As in the two dimensional case, we can repeat this process for higher order terms,
and find the following generalized form for the nth term in the series:
φ
(n)
l = −4pik3nil+nh(1)l (kR)
∫ R
0
· · ·
∫ R
0
jl(kr1)η(r1)h(1)l (kmax(r1, r2))
· jl(kmin(r1, r2))η(r2) · · ·h(1)l (kmax(rn−1, rn))jl(kmin(rn−1, rn))
· η(rn)jm(krn)r21 · · · r2ndr1 · · · drn. (4.54)
4.5 Exact solutions for spheres and annuli
4.5.1 Spherical scatterer
For the problem of a ball shaped scatterer centered at the origin, the coefficient η
is given by
η(r) =

η1 0 < r ≤ R1
0 R1 < r
. (4.55)
The solution will then be computed on two subdomains. The first is the inner disk
or sphere
B = {x | |x| ≤ R1} , (4.56)
the second is the exterior domain. The system of equations corresponding to (4.1)
with appropriate interface matching conditions is given by:
∇2u1 + k21u1 = 0 in B
∇2u2 + k2u2 = 0 in Rn \B
u1 = u2 on ∂B
∂u1
∂ν
= ∂u2
∂ν
on ∂B
, (4.57)
where k21 = k2(1 + η1) is the coefficient in the inner region.
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4.5.2 Disk in two dimensions.
We use the Bessel series expansion (4.32) for the incident wave ui where θ0 is the
polar angle of the incident direction ξ. We express the solution to (4.57) in a Bessel
series expansion,
u1(x) =
∞∑
n=0
ane
in(θ−θ0)Jn(k1r) (4.58)
u2(x) = ui(x) +
∞∑
n=0
bne
in(θ−θ0)Hn(kr). (4.59)
Applying the interface conditions allows us to obtain the following system to solve
for the coefficients {an, bn}:
 Jn(k1R1) −Hn(kR1)
k1J
′
n(k1R1) −kH ′n(kR1)

 an
bn

= i|n|
 J|n|(kR1)
kJ
′
|n|(kR1)
 .
We thus obtain an expression for φ for x ∈ ∂BR:
φ(θ0, θ) = −
∞∑
n=−∞
ein(θ−θ0)bnHn(kR). (4.60)
Computing its Fourier coefficients gives
φm,n =
∫ 2pi
0
∫ 2pi
0
e−imθ1e−inθ2φ(θ1, θ2)dθ1dθ2 (4.61)
= −(2pi)2δm,−nb−mHm(kR)(−1)m. (4.62)
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Using the fact that the above expression is independent of n we can define
φm = φm,−m (4.63)
= −(2pi)2b−mHm(kR)(−1)m. (4.64)
Using the same rescaling as in equation (4.40) gives
ψm =
(
1
Hm(kR)2pi3im+1
)
φm (4.65)
= −2b−m(−1)
m
piim+1
. (4.66)
4.5.3 Sphere in three dimensions.
In the three-dimensional case, the incident wave ui has the Bessel series expansion
(4.48). The solution to the system (4.57) can be expressed as
u1(x) =
∑
l,m
almjl(k1r)Ylm(xˆ)Y ∗lm(ξ) (4.67)
u2(x) = ui(x) +
∑
l,m
blmh
(1)
l (kr)Ylm(xˆ)Y ∗lm(ξ). (4.68)
After applying the interface boundary conditions, we obtain a system of equations to
solve for the coefficients {alm, blm}:
 jl(k1R1) −h
(1)
l (kR1)
k1j
′
l(k1R1) −k(h(1)l )′(kR1)

 alm
blm

= 4piil
 jl(kR1)
kj
′
l(kR1)
 .
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Now, substituting in x ∈ ∂BR we get a formula for the data function
φ(ξ, xˆ) = −∑
m,l
blmh
(1)
l (kr)Ylm(xˆ)Y ∗lm(ξ). (4.69)
We can compute its Fourier coefficients
φl2m2l1m1 =
∫
S2×S2
Yl1m1(xˆ1)Y ∗l2m2(xˆ2)φ(xˆ1, xˆ2)dxˆ1dxˆ2 (4.70)
= −δl1,l2δm1,m2bl1m1h(1)l1 (kR) (4.71)
and, as before, define
φm = φmm2mm1 (4.72)
= −bmh(1)m (kR). (4.73)
4.5.4 Annular scatterer
The coefficient η is now assumed to be of the form
η(r) =

0 0 < r ≤ R1
η1 R1 < r ≤ R2
0 R2 < r
. (4.74)
The domain is then divided into three subdomains. The first is the inner disk or
sphere
B = {x | |x| ≤ R1} , (4.75)
the second is the middle annulus
A = {x | R1 < |x| ≤ R2} , (4.76)
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and the third is the exterior region. The system of equations corresponding to (4.1)
with interface matching conditions is given by:
∇2u1 + k2u1 = 0 in B
∇2u2 + k21u2 = 0 in A
∇2u3 + k2u3 = 0 in Rn \ (B ∪ A)
u1 = u2 on ∂B
∂u1
∂ν
= ∂u2
∂ν
on ∂B
u2 = u3 on (∂A)+
∂u2
∂ν
= ∂u3
∂ν
on (∂A)+
, (4.77)
where (∂A)+ is the outer boundary of A, and k21 = k2(1 + η1) is the coefficient in the
middle annulus.
4.5.5 Annulus in two dimensions
The incident wave ui is given above in (4.32). The solution to (4.77) can be
expressed as
u1(x) =
∞∑
n=−∞
anJn(kr)ein(θ−θ0) (4.78)
u2(x) =
∞∑
n=−∞
bnJn(k1r)ein(θ−θ0) + cnHn(k1r)ein(θ−θ0) (4.79)
u3(x) = ui(x) +
∞∑
n=−∞
dnHn(kr)ein(θ−θ0). (4.80)
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After applying the interface boundary conditions, we obtain the following system of
equations which can be solved for the four coefficients {an, bn, cn, dn}:

Jn(kR1) −Jn(k1R1) −Hn(k1R1) 0
0 Jn(k1R2) Hn(k1R2) −Hn(kR2)
kJ
′
n(kR1) −k1J ′n(k1R1) −k1H ′n(k1R1) 0
0 k1J
′
n(k1R2) k1H
′
n(k1R2) −kH ′n(kR2)


an
bn
cn
dn

(4.81)
= i|n|

−J|n|(kR1)
J|n|(kR2)
−kJ ′|n|(kR1)
J
′
|n|(kR2)

. (4.82)
The exact solution has the form:
ψm = −2d−m(−1)
m
piim+1
. (4.83)
4.5.6 Annulus in three dimensions
Using the expansion of the incident wave (4.48), the solution to the three dimen-
sional annulus problem can be expressed as
u1(x) =
∑
l,m
almjl(kr)Ylm(xˆ)Y ∗lm(ξ) (4.84)
u2(x) =
∑
l,m
blmh
(1)
l (k1r)Ylm(xˆ)Y ∗lm(ξ) + clmjl(k1r)Ylm(xˆ)Y ∗lm(ξ) (4.85)
u3(x) = ui(x) +
∑
l,m
dlmh
(1)
l (kr)Ylm(xˆ)Y ∗lm(ξ). (4.86)
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In this case, applying the interface boundary conditions, we have the following system
of equations which can be solved for the four coefficients {alm, blm, clm, dlm}:

jl(kR1) −h(1)l (k1R1) −jl(k1R1) 0
0 h(1)l (k1R2) jl(k1R2) −h(1)l (kR2)
kj
′
l(kR1) −k1(h(1)l )′(k1R1) −k1j ′l(k1R1) 0
0 k1(h(1)l )
′(k1R2) k1j
′
l(k1R2) −k(h(1)l )′(kR2)


alm
blm
clm
dlm

(4.87)
= 4piil

−jl(kR1)
jl(kR2)
−kj ′l(kR1)
j
′
l(kR2)

. (4.88)
Again, we can define
φm = −dmhm(kR). (4.89)
4.6 Numerical Results
We now present the results of numerical reconstructions for the four model systems
we have discussed. When computing the terms of the inverse series, we use recursion
to implement the formula (4.22). The scattering data is computed from the formulas
(4.65),(4.83),(4.72) and (4.89). The forward operators are implemented using the
formulas (4.44) and (4.54) . We compute the pseudo-inverse K1 = K+1 by using
MATLAB’s built-in singular value decomposition. Since the singular values of K1
are exponentially small, we set the recipricals of all but the largest M = 6 singular
values to zero. When computing the data (4.44) and (4.54) we use m = 40 modes
and discretize the integral operators on a spatial grid of 40 uniformly-spaced nodes
in the radial direction. We found that increasing the number of modes and spatial
grid points did not significantly change the reconstructions.
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Figure 4.1 shows reconstructions for low contrast with measurements in the near-
field. In each case, five terms in the inverse series are computed. We also show the
projection of η onto the subspace generated by the first M singular vectors, which
gives a sense for what can be reconstructed at low frequencies, for a particular regu-
larization. Note that the series appears to converge quite rapidly to a reconstruction
that is close to the projection. As the contrast is increased, as shown in Figure
4.2, the higher order terms lead to significant improvements compared to the linear
reconstructions.
In Figure 4.3 we present reconstructions for the high contrast case, but with
measurements carried out in the intermediate field. In this situation we make use of
M = 10 modes. Finally, in Figure 4.4 we show reconstructions of the high contrast
case with measurements in the far field using M = 15 modes. In both cases, the
results are comparable to the near-field reconstructions shown in Figure 4.2.
4.7 Discussion
In conclusion, we have studied numerically the convergence of the inverse Born
series for scalar waves. Exact solutions to the forward problem were used as scattering
data and reconstructions were computed to fifth order in the inverse series. We
found that the series appears to converge quite rapidly for low contrast objects in
both two and three dimensions. As the contrast is increased, the higher order terms
systematically improve the reconstructions. We note that the results at high contrast
in both the near, intermediate and far fields are qualitatively similar.
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Figure 4.1: Numerical results for small contrast measured in the near field. From top
left: two dimensional disk, two dimensional annulus, three dimensional sphere, and
three dimensional annulus. Here k1 = 1.03, k = 1, R1 = 1, R2 = 1.5 (for annulus),
and measurements are at R = 3. We take 6 modes in the regularized pseudoinverse
K+1 .
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Figure 4.2: Numerical reconstructions for larger contrast measured in the near field.
From top left: two dimensional disk, two dimensional annulus, three dimensional
sphere, and three dimensional annulus. Here k1 = 1.3, k = 1, R1 = 1, R2 = 1.5
(for annulus), and measurements are at R = 3. We take 6 modes in the regularized
pseudoinverse K+1 .
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Figure 4.3: Numerical reconstructions for larger contrast measured in the interme-
diate field. From top left: two dimensional disk, two dimensional annulus, three
dimensional sphere, and three dimensional annulus. Here k1 = 1.3, k = 1, R1 = 1,
R2 = 1.5 (for annulus), and measurements are at R = 5. We take 10 modes in the
regularized pseudoinverse K+1 .
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Figure 4.4: Numerical reconstructions for larger contrast measured in the far field.
From top left: two dimensional disk, two dimensional annulus, three dimensional
sphere, and three dimensional annulus. Here k1 = 1.3, k = 1, R1 = 1, R2 = 1.5 (for
annulus), and measurements are at R = 10. We take 15 modes in the regularized
pseudoinverse K+1 .
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5. Convergence of the Born Series for Electromagnetic Waves
5.1 Introduction
In this chapter, we consider the forward and inverse scattering problems for elec-
tromagnetic waves. The forward problem attempts to recover the electric field given
the electric permittivity. Conversely, the inverse problem attempts to recover the
electric permittivity, which varies spatially, given data from the scattered wave. Pre-
viously, we have studied the ISPs for both optical tomography and scalar waves by
making use of the inverse Born series [24, 25]. This series gives the solutions to the
inverse problems in terms of the scattered data. Continuing with this work here, we
study the solution to the ISP for electromagnetic waves by inverting the Born series
as before. However, the main contribution of the work presented in this chapter is
to obtain results on the convergence of the forward Born series for electromagnetic
waves.
In Section 5.2, we begin by analyzing the forward Born series for the solution of
Maxwell’s equations. We prove several estimates that allow us find a bound for the
nth operator in the forward series. In turn, this bound allows us to prove a theorem
that gives a sufficient condition for the convergence of the Born series. In Section 5.5,
we next consider the inverse Born series and state a result about its convergence.
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5.2 Description of the Born Series
Consider Maxwell’s equations for an electric field E and a magnetic field H, given
by
∇× E − iωH = 0 (5.1)
∇×H + iωE = 0, (5.2)
where ω is the frequency and  is the electric permittivity. Additionally, let the
incident electromagnetic fields Ei and H i satisfy
∇× Ei − iωH i = 0 (5.3)
∇×H i + iω0E = 0. (5.4)
Combining Maxwell’s equations into one equation for the electric field, we have
∇×∇× E − k
2
0
E = 0, (5.5)
where the wave number k is defined as k2 = ω20.
The total field E can be decomposed into its incident and scattered components,
Ei and Es,
E = Ei + Es. (5.6)
Substituting (5.6) and (5.3) into (5.5), we have
∇×∇× Es + k2Ei − k
2
0
(Es + Ei) = 0. (5.7)
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Letting r = 0 , we have
∇×∇× Es − k2rEs = k2(r − 1)Ei. (5.8)
Then, by [17], [18], equation (5.8), combined with the appropriate radiation conditions
at infinity, is equivalent to the following integral equation for the scattered electric
field
Es = (k2 +∇div)
∫
Ba
[(r − 1)Es + (r − 1)Ei]Φk(x, y)dy, (5.9)
where Φk is the fundamental solution for the Helmholtz equation, given by
Φk(x, y) =
exp(ik|x− y|)
4pi|x− y| (5.10)
and Ba is a ball of radius a which is known to contain the support of the scatterer
(r − 1). Plugging (5.6) into (5.9), we obtain,
E = Ei + (k2 +∇div)
∫
Ba
η(y)E(y)Φk(x, y)dy, (5.11)
where η(y) = r(y) − 1. In the formulation for E given in (5.11), we can take the
initial guess of E(0) = Ei in the integral to obtain the well known Born approximation
E ≈ E(1) = Ei + (k2 +∇xdivx)
∫
Ba
η(y1)Ei(y1)Φk(x, y1)dy1. (5.12)
Now we can use the approximation E(1) in the integral, and continue to do the
iteration in this manner, with
E(i+1) = Ei + (k2 +∇xdivx)
∫
Ba
η(y1)E(i)(y1)Φk(x, y1)dy1. (5.13)
51
If the iterates E(i) converge to E, we have that
E = Ei + (k2 +∇xdivx)
∫
Ba
η(y1)Ei(y1)Φk(x, y1)dy1 (5.14)
+ (k2 +∇xdivx)
∫
Ba
η(y1)
(k2 +∇y1divy1) ∫
Ba
η(y2)Ei(y2)Φk(y1, y2)dy2
Φk(x, y1)dy1
+ . . . .
We will refer to (5.14) as the Born series. We can rewrite the series as a power
series in tensor powers of η.
φ = E − Ei = K1η +K2η ⊗ η +K3η ⊗ η ⊗ η + . . . , (5.15)
where we have defined the operators
(K1η)(x1) = (k2 +∇x1divx1)
∫
Ba
η(y1)Ei(y1)Φk(x1, y1)dy1, (5.16)
(K2η ⊗ η)(x1) =(k2 +∇x1divx1)
∫
Ba
η(y1)Φk(x1, y1)∗
∗
(k2 +∇y1divy1) ∫
Ba
η(y2)Ei(y2)Φk(y1, y2)dy2
 dy1,
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and, in general,
(Knη ⊗ . . .⊗ η)(x1) =(k2 +∇x1divx1)
∫
Ba
Φk(x1, y1)η(y1)(k2 +∇y1divy1)∗
∗
∫
Ba
η(y2)Φk(y1, y2) · · · (k2 +∇yn−1divyn−1)∗ (5.17)
∗
∫
Ba
η(yn)Φk(yn−1, yn)Ei(yn)dy1 · · · dyn.
Here, x1 ∈ ∂BR is the position where the solution is read and measurements are
taken, and in principle can be anywhere in free space. Throughout this chapter, we
assume R > a, and therefore Ba ⊂ BR.
5.3 Parametrices
Section 5.4 will rely on the idea of a parametrix, which we will introduce here.
Following the notation in McLean [23], let P be a second-order partial differential
operator given by
Pu = −
n∑
j=1
n∑
k=1
∂j(Ajk∂ku) +
n∑
j=1
Aj∂ju+ Au.
We define a smoothing operator to be an integral operator K with kernel K : Rn ×
Rn → Cm×m, K ∈ C∞, given by
Ku(x) =
∫
Rn
K(x, y)u(y)dy , x ∈ Rn.
Then, we can define a parametrix of P , denoted by G, to be a linear operator such
that
PGu = u−K1u
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and
GPu = u−K2u,
where K1 and K2 are smoothing operators. The parametrix G is often written as an
integral operator with kernel G(x, y). That is,
Gu(x) =
∫
Rn
G(x, y)u(y)dy , x ∈ Rn.
In this case, G can also be called a parametrix for P . In the special case where
K1 = K2 = 0, and we have
PGu = u = GPu,
the parametrix G and its kernel G are called the fundamental solution for P . For
this reason, a parametrix G can be thought of as an approximation to a fundamental
solution for P . Often, it is easier to construct a parametrix G than a fundametal
solution. In fact, if P has constant coefficients, a parametrix for it can be found using
the Fourier transform by the process described in [23]. If P is allowed to have non-
constant coefficients, it is still possible to construct a parametrix G, but the theory
of pseudodifferential operators must be employed.
5.4 Convergence of the Born Series
Define the operator S : [L2(Ba)]3 → [L2(∂BR)]3 by
S(v) = (k2 +∇x1divx1)
∫
Ba
v(y1)Φk(x1, y1)dy1, (5.18)
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and the operator Aη : [L2(Ba)]3 → [L2(Ba)]3 by
Aη(v) = (k2 +∇xdivx)
∫
Ba
η(y)Φk(x, y)v(y)dy. (5.19)
Then, we note that
(K1η)(x1) = S(ηEi)
(K2η ⊗ η)(x1) = S(η(Aη(Ei))),
and in general,
(Knη ⊗ . . .⊗ η)(x1) = S(η(An−1η (Ei))). (5.20)
Remark 4. While Kn is most naturally defined as a multilinear form with n input
functions of a single variable in R3, it is easily extended to operate on single functions
of n variables. If one replaces the product η(y1) · · · η(yn) in (5.17) by a more arbitrary
function f(y1, . . . , yn) in the innermost integral, we can view Kn as being an operator
on (at least a subset of) L∞(Ba × · · · ×Ba).
Hence, using (5.20), we can get a bound on the operator Kn by estimating the
norm of Aη. We begin by defining the operator V , where
(V f)(x) =
∫
Ba
f(y)Φ(x, y)dy. (5.21)
Note that
(Aηv)(x) = (k2 +∇xdivx)V (ηv)(x). (5.22)
We will use the following lemma:
55
Lemma 2. For a given f ∈ [L2(Ba)]3, define the operator V : [L2(Ba)]3 → [L2(Ba)]3
by (5.21). Then V is bounded and
‖V (f)‖[L2(Ba)]3 ≤
(
a2
2
)
‖f‖[L2(Ba)]3
Proof. From Young’s inequality for convolutions [27], we have
‖V (f)‖[L2(Ba)]3 ≤ ‖Φ‖[L1(Ba)]3 ‖f‖[L2(Ba)]3 .
Evaluating ‖Φ‖[L1(Ba)]3 =
∫
Ba
|Φ|dz using spherical coordinates, we have
‖Φ‖[L1(Ba)]3 ≤
1
(4pi)
∫ pi
0
∫ 2pi
0
∫ a
0
1
r
r2 sinφdrdθdφ
= a
2
2
from which the result follows.
It is well known that V is two orders smoothing, which means that Aη should
be bounded. However, we seek to find explicit constant bounds on derivatives of V ,
which is done through the following theorem.
Theorem 5. The operator Aη : [L2(Ba)]3 → [L2(Ba)]3 defined by (5.22) is bounded,
and furthermore,
‖Aηv‖[L2(Ba)]3 ≤ µ ‖η‖∞ ‖v‖[L2(Ba)]3 ,
where
µ = 172 (ka)
2 + 18(ka) + 110. (5.23)
56
Proof. Recall that
‖Aηv‖[L2(Ba)]3 =
∥∥∥(k2 +∇xdivx)V (ηv)(x)∥∥∥[L2(Ba)]3
≤ k2 ‖V (ηv)(x)‖[L2(Ba)]3 + ‖∇xdivxV (ηv)(x)‖[L2(Ba)]3
From Lemma 2, this yields
‖Aηv‖[L2(Ba)]3 ≤
(ka)2
2 ‖ηv‖[L2(Ba)]3 + ‖∇xdivxV (ηv)‖[L2(Ba)]3 (5.24)
Furthermore, since
‖ηv‖[L2(Ba)]3 ≤ ‖η‖∞ ‖v‖[L2(Ba)]3 , (5.25)
we combine (5.24) with (5.25) to obtain
‖Aηv‖[L2(Ba)]3 ≤
(ka)2
2 ‖η‖∞ ‖v‖[L2(Ba)]3 + ‖∇xdivxV (ηv)‖[L2(Ba)]3 . (5.26)
It is well known that ∇xdivxV is bounded in [L2(Ba)]3. Here we need to find
explicitly a constant C such that
‖∇xdivxV f‖[L2(Ba)]3 ≤ C ‖f‖[L2(Ba)]3 .
To do this, we proceed with the technique used in [23] of smoothing out V by truncat-
ing it in Fourier space. We will use the following definitions of the Fourier transform
uˆ(ξ) = Fu and the inverse Fourier transform u = F∗uˆ in our calculations.
uˆ(ξ) = Fx→ξu(x) =
∫
Rn
e−2piiξ·xu(x)dx for ξ ∈ Rn,
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and,
u(x) = F∗ξ→xuˆ(ξ) =
∫
Rn
e2piiξ·xuˆ(ξ)dξ for x ∈ Rn.
We first note that the Fourier symbol for ∇xdivx is given by the matrix D with
entries (D)ij = 4pi2ξiξj. Then, we can calculate the Euclidean matrix norm of D,
‖D‖2 = 4pi2 |ξ|2 ,
which we will use below.
We will also need the concept of a parametrix, which was introduced in the pre-
vious section. Recall that for a differential operator P , a parametrix G is defined to
be a linear operator such that
PGu = u−K1u and (5.27)
GPu = u−K2u, (5.28)
where K1 and K2 are smoothing operators. In our case, P is given by the Helmholtz
operator ∆ + k2. Then, the Fourier symbol for P , denoted by P , is given by
P (ξ) = 4pi2 |ξ|2 − k2.
We observe that 1/P (ξ) blows up when |ξ| = k/2pi, so we will need to apply a Fourier
cutoff. Note that for |ξ| > k
pi
,
∣∣∣P (ξ)−1∣∣∣ = ∣∣∣∣∣ 14pi2 |ξ|2 − k2
∣∣∣∣∣ ≤ 12pi2 |ξ|2 .
With this in mind, we fix the cutoff function χ, where χ(ξ) = 1 for |ξ| < k
pi
, and then
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define
Gu(x) = F∗
{
[1− χ(ξ)]P (ξ)−1uˆ(ξ)
}
.
One can check that G defines a parametrix for P , that is, it satisfies (5.27) and (5.28)
with
K1u = K2u = F∗ {χuˆ} .
We will therefore denote
Ku = F∗ {χuˆ} . (5.29)
In addition to our frequency cutoff function, we will also require a spatial cutoff
function. Given f ∈ [L2(Ba)]3, we choose a larger ball with twice the radius, denoted
by B2a, and let us extend f by zero to all of B2a. Allow also the definition of V given
in (5.21) to be extended to x outside of Ba. Then,
u = V (f) ∈ H2(B2a), (5.30)
satisfies
Pu = f on B2a. (5.31)
We also choose a third ball B(3a)/2, which is in between Ba and B2a. So, we have
that
Ba ⊂ B(3a)/2 and B(3a)/2 ⊂ B2a.
We denote the outer annulus created by the three balls by
A = B2a \B(3a)/2.
Then, we choose the spatial cutoff function χ1 ∈ H20 (B2a) such that χ1 = 1 on B(3a)/2
and 0 ≤ χ1 ≤ 1. We will construct χ1 explicitly as a radially varying piecewise C1
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cubic function. In particular, we set χ1 = 1 in B(3a)/2, χ1 =
(
4ρ
a
− 5
) (−2ρ
a
+ 4
)2
in
the annulus A, and zero in the exterior. Here, ρ denotes the distance from the origin.
We then can calculate the bounds
|∇χ1| ≤ 3
a
and |∆χ1| ≤ 24
a2
, (5.32)
which we will need below. Note that from (5.27), (5.28), and making the substitution
in (5.31), we have
χ1u−K(χ1u) = GP(χ1u)
= G(χ1Pu) + G[Pχ1u− χ1Pu]
= G(f) + G[Pχ1u− χ1Pu],
since Pu = f and χ1 = 1 on the support of f . Then, we have
‖∇xdivxu‖[L2(Ba)]3 = ‖∇xdivxχ1u‖[L2(Ba)]3
= ‖∇xdivx(K(χ1u) + G(f) + G[Pχ1u− χ1Pu])‖[L2(Ba)]3 . (5.33)
We will examine each part of (5.33) individually. First, we have by (5.29) that
‖∇xdivxK(χ1u)‖[L2(Ba)]3 = ‖∇xdivxF∗(χχ̂1u)‖[L2(Ba)]3 ,
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and
‖∇xdivxF∗(χχ̂1u)‖2[L2(Ba)]3 =
∫
R3
|D(ξ)χχ̂1u|2 dξ
≤
∫
|ξ|<k/pi
(4pi2|ξ|2)2|χ̂1u|2dξ
≤
(
4pi2 k
2
pi2
)2 ∫
|ξ|<k/pi
|χ̂1u|2dξ
≤ (4k2)2 ‖χ̂1u‖2L2(R3)
= (4k2)2 ‖χ1u‖2L2(R3)
≤ (4k2)2 ‖u‖2L2(B2a) .
This shows that
‖∇xdivxK(χ1u)‖[L2(Ba)]3 ≤ 4k2 ‖u‖L2(B2a)
≤ 2(k2a)2 ‖f‖L2(Ba)
= 8(ka)2 ‖f‖L2(Ba) , (5.34)
by Lemma 2 applied to the larger ball B2a and using the fact that the support of f
is on Ba. Also, for the second part of (5.33), we can calculate
‖∇xdivxG(f)‖2[L2(Ba)]3 =
∫
R3
|(1− χ(ξ))|P (ξ)−1D(ξ)f̂(ξ)|2dξ
≤
∫
|ξ|≥k/pi
(4pi2|ξ|2)2|P (ξ)−1f̂(ξ)|2dξ
≤
∫
|ξ|≥k/pi
(4pi2|ξ|2)2
(2pi2|ξ|2)2 |f̂(ξ)|
2dξ
≤ (2)2 ‖f‖2L2(R3)
= (2)2 ‖f‖2L2(Ba) , (5.35)
using again the fact that the support of f is in Ba.
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Finally, consider the third part of (5.33). For this term, we will need the following
lemma.
Lemma 3.
‖∇xdivxG(Pχ1u− χ1Pu)‖L2(Ba)3 ≤ 18(ka+ 6)‖f‖L2(Ba) (5.36)
Proof. By exactly the same argument as in (5.35) we have that
‖∇xdivxG(Pχ1u− χ1Pu)‖L2(Ba)3 ≤ 2‖Pχ1u− χ1Pu‖L2(R3)
= 2‖Pχ1u− χ1Pu‖L2(A) (5.37)
since χ1 only varies in the region A. We can calculate directly that
Pχ1u− χ1Pu = 2∇χ1 · ∇u+ ∆χ1u. (5.38)
By (5.32), we have that
‖2∇χ1 · ∇u+ ∆χ1u‖L2(A) ≤ 24
a2
‖u‖L2(A) + 6
a
‖∇u‖L2(A)
≤ 24
a2
|A|1/2|u|∞ + 6
a
|A|1/2|∇u|∞
≤
[24
a2
|A|1/2|Ba|1/2|Φ|∞ + 6
a
|A|1/2|Ba|1/2|∇Φ|∞
]
‖f‖L2(Ba) .
(5.39)
Recall that A = B2a \B(3a)/2, so
|A|1/2 =
(
4pi
3
(
(2a)3 −
(3
2a
)3))1/2
=
(37pi
6
)1/2
a3/2.
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Similarly,
|Ba|1/2 =
(4pi
3 a
3
)1/2
=
(4pi
3
)1/2
a3/2.
Also, for x ∈ A and y ∈ Ba, we have
|Φ(x, y)|∞ ≤
∣∣∣∣∣ 14pidist(A,Ba)
∣∣∣∣∣ = 12pia,
and
|∇Φ(x, y)|∞ ≤
∣∣∣∣∣ k4pidist(A,Ba) + 14pidist(A,Ba)2
∣∣∣∣∣
≤ k4pi(1/2)a +
1
4pi(1/4)a2
≤ 1
pi
(
k
2a +
1
a2
)
.
Plugging these into (5.39) above, we see that
‖2∇χ1 · ∇u+ ∆χ1u‖L2(A) ≤
[
24api
(74
9
)1/2 1
2pia + 6a
2pi
(74
9
)1/2 ( 1
pi
(
k
2a +
1
a2
))]
‖f‖L2(Ba)
≤
[
3
(74
9
)1/2
ka+ 12
(74
9
)1/2
+ 6
(74
9
)1/2]
‖f‖L2(Ba)
≤ 3
(74
9
)1/2
(ka+ 6) ‖f‖L2(Ba)
≤ 9(ka+ 6) ‖f‖L2(Ba) .
Therefore, we conclude that
‖∇xdivxG(Pχ1u− χ1Pu)‖L2(Ba)3 ≤ 2‖2∇χ1 · ∇u+ ∆χ1u‖L2(A)
≤ 18(ka+ 6) ‖f‖L2(Ba) .
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Combining (5.34), (5.35), Lemma 2, and Lemma 3 into (5.33), we have
‖∇xdivxV (f)‖L2(Ba)3 = ‖∇xdivxu‖L2(Ba)3
≤ ‖∇xdivxK(χ1u)‖L2(Ba)3 + ‖∇xdivxG(χ1f)‖L2(Ba)3
+ ‖∇xdivxG[Pχ1u− χ1Pu]‖L2(Ba)3
≤ (8(ka)2 + 2 + 18(ka+ 6)‖f‖L2(Ba)
=
(
8(ka)2 + 18(ka) + 110
)
‖f‖L2(Ba) . (5.40)
Using this bound (5.40) for the operator V and substituting it into (5.26), we now
have the result stated in Theorem 5.
Finally, we aquire a bound for the nth forward series operator Kn, as shown in
the following theorem.
Theorem 6. A bound in [L2(∂BR)]3 for the Born series operator Kn is given by
‖(Knη ⊗ . . .⊗ η)(x1)‖[L2(∂BR)]3 ≤ νµn−1 ‖η‖
n
∞
where
ν = |Ba|1/2
∥∥∥Ei∥∥∥
[L2(Ba)]3
sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥[L2(∂BR)]3
and
µ = 172 (ka)
2 + 18(ka) + 110.
Proof. We begin first by bounding ‖(K1η)(x1)‖[L2(∂BR)]3 . From (5.18), we have that
(K1η)(x1) = S(ηEi).
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Note that
|S(ηEi)| =
∣∣∣∣(k2 +∇x1divx1) ∫
Ba
η(y1)Ei(y1)Φk(x1, y1)dy1
∣∣∣∣
≤
∥∥∥Ei∥∥∥
[L2(Ba)]3
(∫
Ba
|η(y1)(k2 +∇x1divx1)Φk(x1, y1)|2dy1
)1/2
,
where we have used the Cauchy-Schwarz inequality. Then,
∥∥∥S(ηEi)∥∥∥2
L2(∂BR)
≤
∫
∂BR
∥∥∥Ei∥∥∥2
[L2(Ba)]3
(∫
Ba
|η(y1)(k2 +∇x1divx1)Φk(x1, y1)|2dy1
)
dx1
≤
∥∥∥Ei∥∥∥2
[L2(Ba)]3
|Ba| ‖η‖2∞ sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥2[L2(∂BR)]3 .
Therefore,
∥∥∥S(ηEi)∥∥∥
[L2(∂BR)]3
≤ |Ba|1/2
∥∥∥Ei∥∥∥
L2(Ba)
‖η‖∞ sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥[L2(∂BR)]3 ,
and we have that
‖(K1η)(x1)‖[L2(∂BR)]3 =
∥∥∥S(ηEi)∥∥∥
[L2(∂BR)]3
≤ ν ‖η‖∞ .
From the result in Theorem 5, we have that
‖Aηv‖[L2(Ba)]3 ≤ µ ‖η‖∞ ‖v‖[L2(Ba)]3 . (5.41)
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So,
‖(K2η ⊗ η)(x1)‖[L2(∂BR)]3 =
∥∥∥S(ηAη(Ei))∥∥∥[L2(∂BR)]3
≤ |Ba|1/2
∥∥∥Aη(Ei)∥∥∥
L2(Ba)
‖η‖∞
sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥[L2(∂BR)]3
≤ µ ‖η‖∞ ‖Ei‖[L2(Ba)]3 |Ba|1/2 ‖η‖∞
sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥[L2(∂BR)]3
≤ µν ‖η‖2∞
Applying this bound repeatedly, we see that in general
‖(Knη ⊗ . . .⊗ η)(x1)‖[L2(∂BR)]3 =
∥∥∥S(η(An−1η (Ei)))∥∥∥[L2(∂BR)]3
≤ νµn−1 ‖η‖n∞ .
This result leads us to the following theorem, which gives a sufficient condition
for the convergence of the Born series.
Theorem 7. (Convergence of the Born series for electromagnetic waves.) If the
smallness condition ‖η‖∞ < 1/µ holds, then the Born series given by (5.14) converges
in [L2(∂BR)]3.
Proof. We majorize the sum
∑
j
‖(Kjη ⊗ . . .⊗ η)‖[L2(∂BR)]3
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by a geometric series
∑
j
‖(Kjη ⊗ . . .⊗ η)‖[L2(∂BR)]3 ≤
ν
µ
∑
j
(µ ‖η‖∞)j .
This series converges if µ ‖η‖∞ < 1, which proves our result.
Figure 7.5 in Chapter 7 shows the radius of convergence of the forward Born series
as a function of ka.
5.5 Inverse Born Series
Conversely, in the inverse scattering problem, we desire to recover η given the
scattering data φ. To do so, we first write η as a power series in tensor powers of φ
as follows:
η = K1φ+K2φ⊗ φ+K3φ⊗ φ⊗ φ+ · · · . (5.42)
Equation (5.42) gives the so-called inverse Born series, where
K1 = K+1 ,
K2 = −K1K2K1 ⊗K1,
K3 = −(K2K1 ⊗K2 +K2K2 ⊗K1 +K1K3)K1 ⊗K1 ⊗K1,
Kj = −
 j−1∑
m=1
Km
∑
i1+...+im=j
Ki1 ⊗ ...⊗Kim
K1 ⊗ ...⊗K1.
Here, K+1 denotes the regularized, pseduoinverse of K1.
We now have, as an application of the results in this chapter, the following theorem
regarding the convergence of the inverse Born series for Maxwell. We apply our
general inverse series theorem, which has already been proven in [24]. It states the
given bounds on the forward series operators as in Theorem 6.
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Theorem 8. The inverse Born series (5.42) converges in the L2 norm if ‖K1‖2 <
1/(µ+ ν) and ‖K1φ‖L2(Ba) < 1/(µ+ ν), where
ν = |Ba|1/2
∥∥∥Ei∥∥∥
L2(Ba)
sup
x∈Ba
∥∥∥(k2 +∇x1divx1)Φk(x1, x)∥∥∥[L2(∂BR)]3
and
µ = 172 (ka)
2 + 18(ka) + 110.
68
6. Numerical Solutions of Maxwell’s Equations in Three Dimensions
This chapter focuses on finding numerical solutions to the forward Maxwell’s prob-
lem described in Chapter 5 in three dimensions. The basic discretization and algo-
rithm will be explained here, while the MATLAB code implementing these ideas is
shown explicitly in Appendix A.
We begin, as in the previous chapter, with combining Maxwell’s equations into
one equation for the electric field E ∈ R3 given by
∇×∇× E − k2εrE = 0.
Here εr is the index of refraction and k is the frequency. It is shown in [2] that, for
x ∈ Ω, E(x) then also satisfies the integral equation:
E(x) = Ei(x) + k2
∫
Ω
Φ(x, y)(εr − 1)E(y)dy +
∫
∂Ω
∇yΦ(x, y)(εr − 1)(E(y)− νy)−dσy.
(6.1)
In this equation, Φ denotes the fundamental solution for the Helmholtz equation, Ei
is the incident wave, and (E(y)−νy)− denotes the limit of E(y)−νy from the interior
of Ω. Additionally, if ν is the unit outward normal to ∂Ω and x ∈ ∂Ω, [2] shows that
(E(x) · ν)− satisfies the integral equation
(E(x) · ν)− = Ei(x) · ν + k2ν ·
∫
∂Ω
Φ(x, y)(εr − 1)E(y)dy
−
∫
∂Ω
∂νxΦ(x, y)(εr − 1)−(E(y) · νy)−dσy +
1
2(εr − 1)
−(E(x) · ν)−. (6.2)
Then, to proceed with the discretization of the problem, we let Ω be a 3D rectan-
gular prism, with a fixed length, width, and height. We then subdivide Ω into a mesh
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Figure 6.1: A sample mesh utilized when discretizing the Maxwell’s problem. Here
the domain Ω is a rectangular prism that is 1× 1× 0.1 in size with 11× 11× 5 nodes.
consisting of smaller rectangular prisms. Each of these internal prisms are referred to
as elements, and the corners of these prisms are called nodes, denoted by nj. Most
of the nodes will be in the interior of Ω, and some of them will lie on one of the six
faces of ∂Ω. Figure 6.1 shows an example of a mesh created. Here, Ω is a rectangular
prism with a length and width of 1 and a height of 0.1. The red dots represent the
nodes of the mesh. There are 11× 11× 5 nodes in this example. Therefore, there are
10× 10× 4 elements in the mesh whose corners are the nodes pictured.
Next, we must choose a basis for our discretization. We let φi denote the ith
basis function corresponding to the node ni. This is a piecewise bilinear function
such that φi(ni) = 1 and φi(nj) = 0 for all other nj. Note that, given the setup of
the mesh, φi(x) will have support on exactly 8 elements when ni is in the interior of
Ω. If ni ∈ ∂Ω, φi(x) will have support on fewer elements, depending upon its exact
position on the boundary.
Let N be the number of nodes in the interior of Ω and F be the number of nodes
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lying on one of the six faces of Ω. Then, let M = 3N + F . Set
E(x) =
M∑
i=1
ciφˆi(x).
We have that our discretized system hasM equations andM unknowns, with the jth
equation given by:
M∑
i=1
ciφˆi(nj) =Ei(nj) + k2
∫
Ω
Φ(nj, y)(εr − 1)
M∑
i=1
ciφˆi(y)dy
+
∫
∂Ω
∇yΦ(x, y)(εr − 1)
(
M∑
i=1
ciφˆi(y)− νy
)−
dσy,
if nj ∈ Ω.
For nj ∈ ∂Ω, the jth equation is
(
M∑
i=1
ciφˆi(nj) · ν
)−
= Ei(nj) · ν + k2ν ·
∫
∂Ω
Φ(nj, y)(εr − 1)
M∑
i=1
ciφˆi(y)dy
−
∫
∂Ω
∂νnjΦ(nj, y)(εr − 1)−
(
M∑
i=1
ciφˆi(y) · νy
)−
dσy
+ 12(εr − 1)
−
(
M∑
i=1
ciφˆi(nj) · ν
)−
.
The algorithm then implements Gaussian quadrature to solve the integrals present in
these M equations, using simplifications where possible. In particular, several of the
terms above depend only on |nj − y| and therefore fewer integrals actually need to be
computed. This system of equations can be represented in matrix notation by
~c = ~Ei + ~cA,
where A is an M × M matrix, with entries consisting of integral values from the
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Figure 6.2: An example of E · ν values on the bottom of Ω at z = −0.05.
equations above. We can then write
(I − A)~c = ~Ei,
and solve for the coefficient vector ~c by using the built-in MATLAB function back-
slash. The coefficient values that are found correspond to the values of E for each
interior node nj and E · ν for the nodes on the boundary.
We conclude this section by presenting some examples of numerical results ob-
tained using the algorithm introduced above. Figure 6.2 illustrates the values of the
coefficients solved for along the bottom of Ω, for the mesh shown in Figure 6.1. That
is, these values represent E · ν at z = −0.05. In this example, εr = 5 and k = 1.
Figure 6.3 shows the values of E3 under the same conditions in the interior of Ω when
z is fixed at 0.
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Figure 6.3: An example of a slice of E3 values in the middle of Ω at z = 0.
73
7. Summary and Conclusions
In Chapter 3, we began by looking at the scattering problem for optical tomogra-
phy. We sought a solution u to the time-independent diffusion equation
−∇2u(x) + k2(1 + η(x))u(x) = 0 , x ∈ Ω ,
where k is the wavenumber and η is the absorption coefficient. Through the use of
an integral equation, we were able to express u as an infinite series called the Born
series, given by
u(x) = ui(x)− k2
∫
Ω
G(x, y)η(y)ui(y)dy
+ k4
∫
Ω×Ω
G(x, y)η(y)G(y, y′)η(y′)ui(y′)dydy′ + · · · .
Here, G and ui denoted the Green’s function and incident wave, respectively. In turn,
we presented the inverse to the above problem and the related inverse Born series for
its solution. Results on the convergence of the inverse Born series were proven. These
tools allowed us to complete numerical reconstructions for the problem, using the case
of a radially symmetric scatterer in three dimensions.
Chapter 4 proceeded in a similar way for the case of scalar waves. In this case, u
was taken to be a solution of the equation
∇2u(x) + k2(1 + η(x))u(x) = 0.
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We again determined the Born series for u, which for this problem was given by
u(x) = ui(x) + k2
∫
Ba
G(x, y)η(y)ui(y)dy
+ k4
∫
Ba×Ba
G(x, y)η(y)G(y, y′)η(y′)ui(y
′)dydy′ + · · · .
Similarly, the inversion of the Born series is shown and results about its convergence
are presented. For this problem, numerical results are obtained for radially symmetric
scatterers in both two and three dimensions. We considered spherical as well as
annular scatterers. Several figures are shown to illustrate pertinent results.
The forward problem for Maxwell’s equations was introduced in Chapter 5. In
this case, we sought the electric field E that is a solution to
∇×∇× E − k2εrE = 0.
In this equation, k is the frequency and εr is the index of refraction. This lead to the
Born series for Maxwell’s equations, which was given by
E = Ei + (k2 +∇xdivx)
∫
Ba
η(y1)Ei(y1)Φk(x, y1)dy1
+ (k2 +∇xdivx)
∫
Ba
η(y1)
(k2 +∇y1divy1) ∫
Ba
η(y2)Ei(y2)Φk(y1, y2)dy2
Φk(x, y1)dy1
+ . . . .
Here, Ei is the incident electric field, Φ is the fundamental solution for the Helmholtz
equation, and η = εr − 1. Then, we defined several new integral operators and used
the concept of a parametrix to bound each term in the Born series. This allowed us to
obtain our main result on the convergence of the Born series for electromagnetic waves.
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As an application to this theorem, the inverse problem for Maxwell’s equations was
introduced and a result about the convergence of the inverse Born series was stated.
Finally, Chapter 6 described a procedure for numerically solving the forward
Maxwell’s problem presented in the previous chapter in three dimensions. We did
so by utilizing integral equations for the solution given in [2]. Then, we considered
the domain Ω to be a rectangular prism and discretized this domain by creating a
mesh. The elements of this mesh were themselves smaller rectangular prisms with
nodes sitting at each corner. This discretization resulted in a matrix equation for
our desired solution. We then used Gaussian quadrature to numerically solve the
necessary integrals. Several example results were presented, and the MATLAB code
implementing the described procedure can be found in Appendix A. This algorithm
could be used as a tool for many future applications. For instance, the results given
in [2] for the case of a thin, high-contrast scatterer could be further verified and an-
alyzed numerically. The solutions obtained could also be used as forward data for
numerical simulations of the inverse problem for electromagnetic waves, similar to
what was completed here for the case of diffuse and scalar waves. Further study
is also needed into the effect of the location of the measurements on the solutions
obtained for electromagnetic waves. The convergence of the Born series is clearly
important, but that is not the only thing that determines the accuracy of solutions.
Investigation into the perfermance when measurements taken in the near or far field
would be valuable.
For a comparison of the findings presented in Chapters 3, 4, and 5, we consider
the radius of convergence of both the forward and inverse Born series in each of the
cases. In Chapter 3, when studying the Born series for diffuse waves, we found that
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the smallness condition for convergence of the Born series is given by
‖η‖ < 1/µ,
where
µ = sup
x∈Ba
k2‖G(x, ·)‖L2(Ba),
as given in equation (3.10). In three dimensions, we can explicitly calculate
µ2 = k2e−ka/2
(
sinh(ka)
4pik
)1/2
.
Then, the condition for convergence of the Born series is
‖η‖ < (4pik)
1/2
k2e−ka/2(sinh(ka))1/2 .
The radius of convergence is plotted in Figure 7.1 as a function of ka, where in this,
and all the following plots, we take a = 1.
For the inverse Born series, the radius of convergence is given by
R = 1/(µ+ ν). (7.1)
ν was given in equation (3.11) by
ν = k2|Ba|1/2 sup
x∈Ba
‖G(x, ·)‖2L2(∂Ω),
which can again be calculated in three dimensions as
ν2 =
k2a3/2α2e−2ka(α−1)
2(3pi)1/2(α− 1)2 .
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Figure 7.1: The radius of convergence of the forward Born series for diffuse waves as
a function of ka, where a = 1.
Here, we have assumed that measurements are taken at R = αa. Combining these
equations for µ and ν, we can compute the radius of convergence for the inverse Born
series for diffuse waves. This has been plotted as a function of ka in Figure 7.2, where
we have again set a = 1.
Similarly, in Chapter 4, we had the same conditions on convergence of the forward
and inverse Born series, with a different definition of µ and ν. In this case, we found
that
µ2 =
k2a1/2
2pi1/2 ,
and
ν2 ≤ k
2a3/2α
31/2(α− 1) .
Again, we have assumed that R = αa is the radius where the measurements are taken.
As with the diffuse wave case, we can plot the radius of convergence for the forward
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Figure 7.2: The radius of convergence of the inverse Born series for diffuse waves as
a function of ka, where a = 1 and measurements are taken at R = 2a.
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Figure 7.3: The radius of convergence of the forward Born series for scalar waves as
a function of ka, where a = 1.
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Figure 7.4: The radius of convergence of the inverse Born series for scalar waves as a
function of ka, where a = 1 and measurements are taken at R = 2a.
and inverse series, which we have done in Figure 7.3 and 7.4.
Finally, in Chapter 5, we found that the radius of convergence of the forward Born
series is again given by 1/µ, where this time,
µ = 172 (ka)
2 + 18(ka) + 110.
We can again plot the radius of convergence as a function of ka, as shown in Figure
7.5. This time, we see that the size of µ gives us a small radius of convergence in
comparison to the other two cases. In the Maxwell’s case, ν can be bounded by
ν ≤ (4pi)
3/2αa
3
(
(ka)2
2pi(α− 1) +
ka
2pi(α− 1)2 +
1
2pi(α− 1)3
)
.
This allows us to also plot the radius of convergence of the inverse Born series, which
is given in Figure 7.6. Once again, we set a = 1 and α = 2. The size of µ causes the
radius in the inverse series case to also be much smaller than that of the diffuse and
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Figure 7.5: The radius of convergence of the forward Born series for electromagnetic
waves as a function of ka.
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Figure 7.6: The radius of convergence of the inverse Born series for electromagnetic
waves as a function of ka, where a = 1 and measurements are taken at R = 2a.
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scalar waves.
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Appendix A. MATLAB Code for Solving Maxwell’s Equations in 3D
1 c l a s s d e f cubicMesh
2 %cubicMesh c r e a t e s a mesh with i t s c en te r at the o r i g i n
where
3 %each element i s a r e c t angu l a r prism conta in ing 8 nodes
4
5 p r op e r t i e s ( SetAccess = ’ p r i va t e ’ , GetAccess = ’ pub l i c ’ )
6 l ength % Length o f the mesh
7 width % Width o f the mesh
8 he ight % Height o f the mesh
9 n_Nodes_l % Number o f nodes along the l ength
10 n_Nodes_w % Number o f nodes along the width
11 n_Nodes_h % Number o f nodes along the he ight
12 min_Nodes %Minimum of n_Nodes_l , n_Nodes_w ,
n_Nodes_h
13 mid_Nodes %Middle va lue o f n_Nodes_l , n_Nodes_w ,
n_Nodes_h
14 max_Nodes %Maximum of n_Nodes_l , n_Nodes_w ,
n_Nodes_h
15 coord_length %Coordinate l ength o f the domain
16 coord_width %Coordinate width o f the domain
17 coord_height %Coordinate he ight o f the domain
18 step_l %Distance between nodes in the x d i r e c t i o n
19 step_w %Distance between nodes in the y d i r e c t i o n
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20 step_h %Distance between nodes in the z d i r e c t i o n
21 diag_int % In t e g r a l over one element f o r d iagona l
matrix e n t r i e s
22 int_tab % Table o f i n t e g r a l va lue s f o r populat ing
matrix e n t r i e s
23 nod e l i s t %Vector o f node ob j e c t s in mesh
24 num_inter %Number o f nodes in the i n t e r i o r o f the
mesh
25 num_face %Number o f nodes on a f a c e but not an edge
or corner
26 er %squared index o f r e f r a c t i o n
27
28
29 end
30
31 methods ( S t a t i c )
32 f unc t i on z=phi (k , x , y )
33 % Evaluates the Green ’ s func t i on phi (x , y )
34 z=(1/(4∗ pi ∗norm(x−y ) ) )∗exp (1 i ∗k∗norm(x−y ) ) ;
35 end
36
37 f unc t i on z=gradyphi (k , x , y )
38 % Evaluates the g rad i en t with r e sp e c t to y o f the
Green ’ s f unc t i on
39 z=ze ro s (1 , 3 ) ;
40 z (1 ) =(1/(4∗ pi ) )∗exp (1 i ∗k∗norm(x−y ) ) ∗ ( ( x (1 )−y (1 ) )
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/ ( ( ( x (1 )−y (1 ) )^2+(x (2 )−y (2 ) )^2+(x (3 )−y (3 ) ) ^2)
^(3/2) )−(1 i ∗k∗(x (1 )−y (1 ) ) / ( ( x (1 )−y (1 ) )^2+(x (2 )
−y (2 ) )^2+(x (3 )−y (3 ) ) ^2) ) ) ;
41 z (2 ) =(1/(4∗ pi ) )∗exp (1 i ∗k∗norm(x−y ) ) ∗ ( ( x (2 )−y (2 ) )
/ ( ( ( x (1 )−y (1 ) )^2+(x (2 )−y (2 ) )^2+(x (3 )−y (3 ) ) ^2)
^(3/2) )−(1 i ∗k∗(x (2 )−y (2 ) ) / ( ( x (1 )−y (1 ) )^2+(x (2 )
−y (2 ) )^2+(x (3 )−y (3 ) ) ^2) ) ) ;
42 z (3 ) =(1/(4∗ pi ) )∗exp (1 i ∗k∗norm(x−y ) ) ∗ ( ( x (3 )−y (3 ) )
/ ( ( ( x (1 )−y (1 ) )^2+(x (2 )−y (2 ) )^2+(x (3 )−y (3 ) ) ^2)
^(3/2) )−(1 i ∗k∗(x (3 )−y (3 ) ) / ( ( x (1 )−y (1 ) )^2+(x (2 )
−y (2 ) )^2+(x (3 )−y (3 ) ) ^2) ) ) ;
43
44 end
45 end
46
47
48 methods
49
50 f unc t i on obj = cubicMesh ( length , width , height ,
coord_length , coord_width , coord_height , e r inp )
51 %Class con s t ruc to r . Creates the mesh given the
inputted length ,
52 %width , height , and squared index o f r e f r a c t i o n
e r inp
53
54 % Defau l t va lue s
87
55 i f narg in == 0
56 l ength = 1 ;
57 width = 1 ;
58 he ight = 1 ;
59 e l s e i f narg in == 1
60 width = 1 ;
61 he ight = 1 ;
62 e l s e i f narg in == 2
63 he ight = 1 ;
64 end
65
66 a s s e r t ( i s r e a l ( l ength ) && ( length > 0) ) ;
67 a s s e r t ( i s r e a l ( width ) && (width > 0) ) ;
68 a s s e r t ( i s r e a l ( he ight ) && ( he ight > 0) ) ;
69 a s s e r t ( i s r e a l ( coord_length ) && ( coord_length >
0) ) ;
70 a s s e r t ( i s r e a l ( coord_width ) && ( coord_width > 0) )
;
71 a s s e r t ( i s r e a l ( coord_height ) && ( coord_height >
0) ) ;
72
73 % Set c l a s s v a r i a b l e s
74 obj . l ength = length ;
75 obj . width = width ;
76 obj . he ight = he ight ;
77 obj . n_Nodes_l = length + 1 ;
88
78 obj . n_Nodes_w = width + 1 ;
79 obj . n_Nodes_h = he ight + 1 ;
80 obj . coord_length = coord_length ;
81 obj . coord_width = coord_width ;
82 obj . coord_height = coord_height ;
83 obj . step_l = obj . coord_length / obj . l ength ;
84 obj . step_w = obj . coord_width/ obj . width ;
85 obj . step_h = obj . coord_height / obj . he ight ;
86 obj . e r=er inp ;
87
88 Nodes_vector = [ obj . n_Nodes_l , obj . n_Nodes_w , obj .
n_Nodes_h ] ;
89 Nodes_vector=so r t ( Nodes_vector ) ;
90 obj . min_Nodes=Nodes_vector (1 ) ;
91 obj . mid_Nodes=Nodes_vector (2 ) ;
92 obj .max_Nodes=Nodes_vector (3 )
93
94 %Find the i n t e g r a l va lue needed f o r the d iagona l
e lements o f the
95 %matrix
96 obj . d iag_int=0;
97 k=1;
98 er=obj . e r ;
99 %Set the nodes f o r Gaussian quadrature
100 y=[−0.94910791 −0.74153119 −0.40584515 0
0.40584515 0.74153119 0 . 9 4910791 ] ;
89
101 %Set the weights f o r Gaussian quadrature
102 w=[0.12948497 0.27970539 0.38183005 0.41795918
0.38183005 0.27970539 0 . 1 2948497 ] ;
103
104 numNodes=7;
105 runsum=0;
106 f o r l =1:numNodes
107 xcoord=(obj . step_l /2)∗y ( l )+obj . step_l /2 ;
108
109 f o r m=1:numNodes
110 ycoord=(obj . step_w/2)∗y (m)+obj . step_w /2 ;
111
112 f 1 =[ obj . s i ng fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (1 )+obj .
step_h /2 ] , 1 ) , . . .
113 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (2 )+obj .
step_h /2 ] , 1 ) , . . .
114 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (3 )+obj .
step_h /2 ] , 1 ) , . . .
115 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (4 )+obj .
step_h /2 ] , 1 ) , . . .
116 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (5 )+obj .
90
step_h /2 ] , 1 ) , . . .
117 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (6 )+obj .
step_h /2 ] , 1 ) , . . .
118 obj . s ing fun (k , [ 0 0 0 ] , [ xcoord ,
ycoord , ( obj . step_h /2)∗y (7 )+obj .
step_h /2 ] , 1 ) ] ;
119
120
121 runsum=runsum+w( l )∗w(m)∗dot (w, f 1 ) ;
122 end
123 end
124 obj . d iag_int =(1/8)∗ obj . step_l ∗ obj . step_w∗ obj .
step_h∗runsum+obj . step_l ^2∗1 .19003875 ;
125
126 %Populate the tab l e that s t o r e s the remaining
i n t e g r a l
127 %values needed
128 obj . int_tab = ze ro s ( (1/6 ) ∗(−3∗ obj . mid_Nodes^2∗
obj . min_Nodes+6∗obj . mid_Nodes∗ obj . min_Nodes
∗ obj .max_Nodes+3∗obj . mid_Nodes∗ obj .
min_Nodes+obj . min_Nodes^3−3∗obj . min_Nodes
^2∗ obj .max_Nodes−3∗obj . min_Nodes^2+3∗obj .
min_Nodes∗ obj .max_Nodes+2∗obj . min_Nodes ) ,8 )
;
129 row=0;
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130 f o r j =0: obj . min_Nodes−1
131 f o r f=j : obj . mid_Nodes−1
132 f o r l=f : obj .max_Nodes−1
133 row=row+1;
134 q (1 )=obj . step_l ∗ j ;
135 q (2 )=obj . step_w∗ f ;
136 q (3 )=obj . step_h∗ l ;
137
138 %Determine the f i r s t i n t e g r a l va lue
139 x1=0; y1=0; z1=0;
140 x2=obj . step_l ;
141 y2=obj . step_w ;
142 z2=obj . step_h ;
143
144 runsum=0;
145 f o r n=1:numNodes
146 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
147
148 f o r m=1:numNodes
149 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
150
151 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
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152 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
153 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
154 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
155 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
156 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
157 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
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) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
158
159
160 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
161
162 end
163 end
164 obj . int_tab ( row , 1 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
165
166 %Determine the second i n t e g r a l va lue
167 x2=0; y1=0; z1=0;
168 x1=−obj . step_l ;
169 y2=obj . step_w ;
170 z2=obj . step_h ;
171 runsum=0;
172 f o r n=1:numNodes
173 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
174
175 f o r m=1:numNodes
176 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
177
178 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
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z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
179 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
180 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
181 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
182 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
183 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
95
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
184 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
185
186
187 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
188
189 end
190 end
191 obj . int_tab ( row , 2 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
192
193 %Determine the th i rd i n t e g r a l va lue
194 x1=0; y2=0; z1=0;
195 x2=obj . step_l ;
196 y1=−obj . step_w ;
197 z2=obj . step_h ;
198 runsum=0;
199 f o r n=1:numNodes
200 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
201
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202 f o r m=1:numNodes
203 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
204
205 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
206 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
207 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
208 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
209 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
97
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
210 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
211 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
212
213
214 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
215
216 end
217 end
218 obj . int_tab ( row , 3 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
219
220 %Determine the four th i n t e g r a l va lue
221 x2=0; y2=0; z1=0;
222 x1=−obj . step_l ;
223 y1=−obj . step_w ;
224 z2=obj . step_h ;
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225 runsum=0;
226 f o r n=1:numNodes
227 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
228
229 f o r m=1:numNodes
230 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
231
232 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
233 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
234 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
235 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
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/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
236 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
237 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
238 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
239
240
241 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
242
243 end
244 end
245 obj . int_tab ( row , 4 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
246
247 %Determine the f i f t h i n t e g r a l va lue
100
248 x1=0; y1=0; z2=0;
249 x2=obj . step_l ;
250 y2=obj . step_w ;
251 z1=−obj . step_h ;
252 runsum=0;
253 f o r n=1:numNodes
254 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
255
256 f o r m=1:numNodes
257 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
258
259 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
260 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
261 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
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262 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
263 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
264 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
265 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
266
267
268 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
269
270 end
271 end
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272 obj . int_tab ( row , 5 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
273
274 %Determine the s i x th i n t e g r a l va lue
275 x2=0; y1=0; z2=0;
276 x1=−obj . step_l ;
277 y2=obj . step_w ;
278 z1=−obj . step_h ;
279 runsum=0;
280 f o r n=1:numNodes
281 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
282
283 f o r m=1:numNodes
284 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
285
286 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
287 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
288 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
103
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
289 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
290 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
291 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
292 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
293
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295 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
296
297 end
298 end
299 obj . int_tab ( row , 6 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
300
301 %Determine the seventh i n t e g r a l va lue
302 x1=0; y2=0; z2=0;
303 x2=obj . step_l ;
304 y1=−obj . step_w ;
305 z1=−obj . step_h ;
306 runsum=0;
307 f o r n=1:numNodes
308 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
309
310 f o r m=1:numNodes
311 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
312
313 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
314 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
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EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
315 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
316 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
317 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
318 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
319 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
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, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
320
321
322 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
323
324 end
325 end
326 obj . int_tab ( row , 7 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
327
328 %Determine the e ighth i n t e g r a l va lue
329 x2=0; y2=0; z2=0;
330 x1=−obj . step_l ;
331 y1=−obj . step_w ;
332 z1=−obj . step_h ;
333 runsum=0;
334 f o r n=1:numNodes
335 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
336
337 f o r m=1:numNodes
338 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2 ) /2 ;
339
340 f 2 =[ obj . phi (k , q , [ xcoord , ycoord , ( ( z2−
z1 ) /2)∗y (1 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord , ( ( z2
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−z1 ) /2)∗y (1 )+(z1+z2 ) / 2 ] , [ 0 , 0 , 0 ] )
, . . .
341 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (2 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (2 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
342 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (3 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (3 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
343 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (4 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (4 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
344 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (5 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (5 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
345 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (6 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (6 )+(z1+z2 )
108
/ 2 ] , [ 0 , 0 , 0 ] ) , . . .
346 obj . phi (k , q , [ xcoord , ycoord , ( ( z2−z1
) /2)∗y (7 )+(z1+z2 ) /2 ] ) ∗ obj .
EvalBasisFun ( 1 , [ xcoord , ycoord
, ( ( z2−z1 ) /2)∗y (7 )+(z1+z2 )
/ 2 ] , [ 0 , 0 , 0 ] ) ] ;
347
348
349 runsum=runsum+w(n)∗w(m)∗dot (w, f 2 ) ;
350
351 end
352 end
353 obj . int_tab ( row , 8 ) =(1/8) ∗( x2−x1 ) ∗( y2−
y1 ) ∗( z2−z1 )∗runsum ;
354 obj . int_tab ( row , : )=so r t ( obj . int_tab (
row , : ) , ’ descend ’ ) ;
355
356 end
357 end
358 end
359 rowsum8=sum( obj . int_tab , 2 ) ;
360 rowsum4=sum( obj . int_tab ( : , 1 : 4 ) , 2 ) ;
361 rowsum2=sum( obj . int_tab ( : , 1 : 2 ) , 2 ) ;
362 obj . int_tab=[ obj . int_tab , rowsum8 , rowsum4 ,
rowsum2 ] ;
363
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364 %Create the l i s t o f node ob j e c t s in the mesh
365 nodeidx=1;
366 obj . num_inter=0;
367 obj . num_face=0;
368 f o r i =1: obj . n_Nodes_l∗ obj . n_Nodes_w∗ obj . n_Nodes_h
;
369 p=obj . getPoint ( i ) ;
370 i f isempty ( obj . n o d e l i s t )
371 obj . n o d e l i s t=node ( obj , 1 , ’ cornerx0y0z0 ’ , ’
co rner ’ ) ;
372 end
373 i f (p (1 )==−obj . coord_length /2)
374 i f (p (1 )==−obj . coord_length /2 && p (2)==−
obj . coord_width /2)
375
376 e l s e i f (p (1 )==−obj . coord_length /2 && p (2)
==obj . coord_width /2)
377
378 e l s e i f (p (1 )==−obj . coord_length /2 && p (3)
==obj . coord_height /2)
379
380 e l s e i f (p (1 )==−obj . coord_length /2 && p (3)
==−obj . coord_height /2)
381 e l s e
382 %Node must l i e on f a c e and we add i t
to the l i s t
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383 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
f acex0 ’ , ’ f a c e ’ ) ;
384 nodeidx=nodeidx+1;
385 obj . num_face=obj . num_face+1;
386 end
387 e l s e i f (p (1 )==obj . coord_length /2)
388 i f (p (1 )==obj . coord_length /2 && p (2)==−obj
. coord_width /2)
389
390 e l s e i f (p (1 )==obj . coord_length /2 && p (3)
==−obj . coord_height /2)
391
392 e l s e i f (p (1 )==obj . coord_length /2 && p (3)==
obj . coord_height /2)
393
394 e l s e i f (p (1 )==obj . coord_length /2 && p (2)==
obj . coord_width /2)
395
396 e l s e
397 %Node must l i e on f a c e and we add i t
to the l i s t
398 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
f a c e x l ’ , ’ f a c e ’ ) ;
399 nodeidx=nodeidx+1;
400 obj . num_face=obj . num_face+1;
401 end
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402 e l s e i f (p (2 )==−obj . coord_length /2)
403 i f (p (2 )==−obj . coord_length /2 && p (3)==obj
. coord_height /2)
404
405 e l s e i f (p (2 )==−obj . coord_length /2 && p (3)
==−obj . coord_height /2)
406
407 e l s e
408 %Node must l i e on f a c e and we add i t
to the l i s t
409 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
f acey0 ’ , ’ f a c e ’ ) ;
410 nodeidx=nodeidx+1;
411 obj . num_face=obj . num_face+1;
412 end
413 e l s e i f (p (2 )==obj . coord_width /2)
414 i f (p (2 )==obj . coord_width/2 && p(3)==obj .
coord_height /2)
415
416 e l s e i f (p (2 )==obj . coord_width/2 && p(3)==−
obj . coord_height /2)
417
418 e l s e
419 %Node must l i e on f a c e and we add i t
to the l i s t
420 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
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faceyw ’ , ’ f a c e ’ ) ;
421 nodeidx=nodeidx+1;
422 obj . num_face=obj . num_face+1;
423 end
424 e l s e i f (p (3 ) == −obj . coord_height /2)
425 %Node must l i e on f a c e and we add i t to
the l i s t
426 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
f a c e z0 ’ , ’ f a c e ’ ) ;
427 nodeidx=nodeidx+1;
428 obj . num_face=obj . num_face+1;
429 e l s e i f (p (3 )==obj . coord_height /2)
430 %Node must l i e on f a c e and we add i t to
the l i s t
431 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
f a cezh ’ , ’ f a c e ’ ) ;
432 nodeidx=nodeidx+1;
433 obj . num_face=obj . num_face+1;
434 e l s e
435 %I f none o f the se cond i t i on s are met ,
node must l i e in
436 %the i n t e r i o r o f the mesh and we add i t
to the l i s t
437 obj . n o d e l i s t ( nodeidx ) = node ( obj , i , ’
i n t e r i o r ’ , ’ i n t e r i o r ’ ) ;
438 nodeidx=nodeidx+1;
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439 obj . num_inter=obj . num_inter+1;
440 end
441 end
442 end
443
444
445
446 f unc t i on obj = s e t l e ng th ( obj , l ength )
447 %Method to s e t the l ength o f the mesh manually
448 i f narg in == 1
449 l ength = 1 ;
450 end
451
452 a s s e r t ( i s r e a l ( l ength ) && ( length > 0) ) ;
453
454 obj . l ength = length ;
455 obj . n_Nodes_l = length + 1 ;
456 end
457
458
459 f unc t i on obj = setwidth ( obj , width )
460 %Method to s e t the width o f the mesh manually
461 i f narg in == 1
462 width = 1 ;
463 end
464
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465 a s s e r t ( i s r e a l ( width ) && (width > 0) ) ;
466
467 obj . width = width ;
468 obj . n_Nodes_w = width + 1 ;
469 end
470
471
472 f unc t i on obj = s e th e i gh t ( obj , he ight )
473 %Method to s e t the he ight o f the mesh manually
474 i f narg in == 1
475 he ight = 1 ;
476 end
477
478 a s s e r t ( i s r e a l ( he ight ) && ( he ight > 0) ) ;
479
480 obj . he ight = he ight ;
481 obj . n_Nodes_h = he ight + 1 ;
482 end
483
484
485 f unc t i on n = nElements ( obj )
486 % Cal cu l a t e s the t o t a l number o f e lements in the
mesh
487
488 n = ( obj . l ength ) ∗( obj . width ) ∗( obj . he ight ) ;
489 end
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490
491 f unc t i on n = nNodes ( obj )
492 % Cal cu l a t e s the number o f nodes in the mesh
493
494 n = ( obj . n_Nodes_l ) ∗( obj . n_Nodes_w) ∗( obj .
n_Nodes_h) ;
495 end
496
497 f unc t i on e = element ( obj , n )
498 % Ret r i eve s the nth element
499 % Returns an 8x3 matrix that conta in s the
coo rd ina t e s o f the 8
500 % nodes that are part o f the nth element
501
502 i f narg in == 1
503 n = 1 ;
504 end
505
506 a s s e r t ( (n >= 1) && (mod(n , 1 ) == 0) ) ;
507
508 nodes = obj . e le2nod (n) ;
509
510 e = ze ro s (8 , 3 ) ;
511
512 f o r i = 1 :8
513 e ( i , : ) = obj . getPoint ( nodes ( i ) ) ;
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514 end
515
516 end
517
518 f unc t i on p = getPoint ( obj , n )
519 % Ret r i eve s the coo rd ina t e s o f the nth node in
the mesh
520
521 i f narg in == 1
522 n = 1 ;
523 end
524
525 a s s e r t ( (n >= 1) && (mod(n , 1 ) == 0) ) ;
526
527 d=c e i l (n/( obj . n_Nodes_l∗ obj . n_Nodes_w) ) ;
528 n=n−((d−1)∗ obj . n_Nodes_l∗ obj . n_Nodes_w) ;
529 r=c e i l (n/ obj . n_Nodes_l ) ;
530 n=n−(( r−1)∗ obj . n_Nodes_l ) ;
531 c=n ;
532
533
534 p = [ obj . step_l ∗( c−1)−obj . coord_length /2 , . . .
535 obj . step_w∗( r−1)−obj . coord_width /2 , . . .
536 obj . step_h ∗(d−1)−obj . coord_height / 2 ] ;
537
538 end
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539
540 f unc t i on nodes = ele2nod ( obj , n )
541 % Function r e tu rn ing the 8 node numbers o f the
nodes a s s o c i a t ed
542 % with the nth element o f the mesh
543 numr=obj . n_Nodes_w−1;
544 numc=obj . n_Nodes_l−1;
545 d=c e i l (n/(numr∗numc) ) ;
546 n=n−((d−1)∗numr∗numc) ;
547 r=c e i l (n/numc) ;
548 n=n−(( r−1)∗numc) ;
549 c=n ;
550 nodes = [ ( ( d−1)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r
−1)∗ obj . n_Nodes_l+c , . . .
551 ( ( d−1)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r−1)∗ obj
. n_Nodes_l+c+1, . . .
552 ( ( d−1)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r )∗ obj .
n_Nodes_l+c , . . .
553 ( ( d−1)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r )∗ obj .
n_Nodes_l+c+1, . . .
554 ( ( d)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r−1)∗ obj .
n_Nodes_l+c , . . .
555 ( ( d)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r−1)∗ obj .
n_Nodes_l+c+1, . . .
556 ( ( d)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r )∗ obj .
n_Nodes_l+c , . . .
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557 ( ( d)∗ obj . n_Nodes_l∗ obj . n_Nodes_w)+(r )∗ obj .
n_Nodes_l+c+1] ;
558 end
559
560
561 f unc t i on z=ge tPo s i t i on ( obj , i )
562 % Function r e tu rn ing the coord ina te p o s i t i o n o f
the i t h node o f
563 % the mesh
564 currentnode=obj . n o d e l i s t ( i ) ;
565 z=currentnode . p o s i t i o n ;
566
567 end
568
569 f unc t i on plotElement ( obj , n , type , vara rg in )
570 % Function to p l o t the nth element o f the mesh
571 i f narg in == 1
572 n = 1 ;
573 type = ’−ro ’ ;
574 e l s e i f narg in == 2
575 type = ’−ro ’ ;
576 end
577
578 a s s e r t ( (n >= 1) && (mod(n , 1 ) == 0) ) ;
579
580
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581 e l e = obj . e lement (n) ;
582 f o r i =1:8
583 p lo t3 ( e l e ( i , 1 ) , e l e ( i , 2 ) , e l e ( i , 3 ) , type ,
va ra rg in { : } ) ;
584 end
585 end
586
587 f unc t i on p lo t ( obj , type , vara rg in )
588 % Function that p l o t s the the 3D mesh created
589
590 i f narg in == 1
591 type = ’−ro ’ ;
592 end
593
594 a s s e r t ( i s c h a r ( type ) ) ;
595
596 nElements = obj . nElements ( ) ;
597
598
599 obj . plotElement (1 , type , vara rg in { : } ) ;
600 hold a l l
601
602 f o r i =2: nElements
603 obj . plotElement ( i ) ;
604 end
605 hold o f f
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606
607 f i g u r e ( g c f )
608
609 end
610
611 f unc t i on z=EvalBasisFun ( obj , i , y , p )
612 % Evaluates the i t h ba s i s f unc t i on
613 % i i s the number o f the ba s i s f unc t i on to be
eva luated
614 % p i s the coo rd ina t e s o f the i t h node , at which
the ba s i s
615 % func t i on i s 1
616 % y i s the coo rd ina t e s o f the po int at which the
ba s i s f unc t i on
617 % i s to be eva luated
618
619 i f y==p
620 %i th ba s i s f unc t i on takes va lue 1 at p
621 z=1;
622 r e turn
623 end
624
625 %di s t ance between p and y
626 d = ( ( p (1 )−y (1 ) ) ^2 + (p (2 )−y (2 ) ) ^2 + (p (3 )−y (3 ) )
^2) ^0 . 5 ;
627
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628 %y must be l e s s than t h i s d i s t ance from p f o r
func t i on to be nonzero
629 maxd = ( ( obj . step_l )^2+(obj . step_w)^2+(obj . step_h
) ^2) ^0 . 5 ;
630
631 i f d >= maxd
632 % y must l i e ou t s id e o f the support o f the
i t h ba s i s
633 % func t i on
634 z=0;
635 r e turn
636
637 end
638
639 %i f y i s with in a surrounding element o f p ,
determine which one ,
640 %and determine which po s i t i o n p takes in that
element
641 i f (p (1 )−y (1 ) >= 0) && (p (2)−y (2 )>=0) && (p (3)−y
(3 )>=0)
642 q=1;
643 i =8;
644 e l s e i f (p (1 )−y (1 )>=0) && (p (2)−y (2 )>=0) && (p (3)−
y (3 )<=0)
645 q=5;
646 i =4;
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647 e l s e i f (p (1 )−y (1 )>=0) && (p (2)−y (2 )<=0) && (p (3)−
y (3 )>=0)
648 q=3;
649 i =6;
650 e l s e i f (p (1 )−y (1 )>=0) && (p (2)−y (2 )<=0) && (p (3)−
y (3 )<=0)
651 q=7;
652 i =2;
653 e l s e i f (p (1 )−y (1 )<=0) && (p (2)−y (2 )>=0) && (p (3)−
y (3 )>=0)
654 q=2;
655 i =7;
656 e l s e i f (p (1 )−y (1 )<=0) && (p (2)−y (2 )>=0) && (p (3)−
y (3 )<=0)
657 q=6;
658 i =3;
659 e l s e i f (p (1 )−y (1 )<=0) && (p (2)−y (2 )<=0) && (p (3)−
y (3 )>=0)
660 q=4;
661 i =5;
662 e l s e i f (p (1 )−y (1 )<=0) && (p (2)−y (2 )<=0) && (p (3)−
y (3 )<=0)
663 q=8;
664 i =1;
665
666 end
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667
668 %Depending on p ’ s p o s i t i o n in the element ,
determine the
669 %coord ina t e s o f the other nodes , and determine
the exact form
670 %of the ba s i s f unc t i on with in that element
671 i f i==1
672 x1=p (1) ; y1=p (2) ; z1=p (3) ;
673 x2=p (1)+obj . step_l ;
674 y2=p (2)+obj . step_w ;
675 z2=p (3)+obj . step_h ;
676 X = [ 1 / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
677 −z2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
678 −x2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
679 −y2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
680 ( y2∗z2 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗z1
+ y2∗z2 ) ) ; . . .
681 ( x2∗z2 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗z1
+ x2∗z2 ) ) ; . . .
682 ( x2∗y2 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
683 −(x2∗y2∗z2 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2∗
z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2 +
x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
684 e l s e i f i==2
685 x2=p (1) ; y1=p (2) ; z1=p (3) ;
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686 x1=p (1)−obj . step_l ;
687 y2=p (2)+obj . step_w ;
688 z2=p (3)+obj . step_h ;
689 X = [ −1/((x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
690 z2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
691 x1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
692 y2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
693 −(y2∗z2 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗
z1 + y2∗z2 ) ) ; . . .
694 −(x1∗z2 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗
z1 + x2∗z2 ) ) ; . . .
695 −(x1∗y2 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
696 ( x1∗y2∗z2 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2∗
z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2 +
x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
697
698 e l s e i f i==3
699 x1=p (1) ; y2=p (2) ; z1=p (3) ;
700 x2=p (1)+obj . step_l ;
701 y1=p (2)−obj . step_w ;
702 z2=p (3)+obj . step_h ;
703 X = [ −1/((x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
704 z2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
705 x2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
706 y1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
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707 −(y1∗z2 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗
z1 + y2∗z2 ) ) ; . . .
708 −(x2∗z2 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗
z1 + x2∗z2 ) ) ; . . .
709 −(x2∗y1 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
710 ( x2∗y1∗z2 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2∗
z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2 +
x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
711
712 e l s e i f i==4
713 x2=p (1) ; y2=p (2) ; z1=p (3) ;
714 x1=p (1)−obj . step_l ;
715 y1=p (2)−obj . step_w ;
716 z2=p (3)+obj . step_h ;
717 X = [ 1/(( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
718 −z2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
719 −x1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
720 −y1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
721 ( y1∗z2 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗z1
+ y2∗z2 ) ) ; . . .
722 ( x1∗z2 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗z1
+ x2∗z2 ) ) ; . . .
723 ( x1∗y1 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
724 −(x1∗y1∗z2 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2
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∗z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2
+ x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
725
726 e l s e i f i==5
727 x1=p (1) ; y1=p (2) ; z2=p (3) ;
728 x2=p (1)+obj . step_l ;
729 y2=p (2)+obj . step_w ;
730 z1=p (3)−obj . step_h ;
731 X = [ −1/((x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
732 z1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
733 x2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
734 y2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
735 −(y2∗z1 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗
z1 + y2∗z2 ) ) ; . . .
736 −(x2∗z1 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗
z1 + x2∗z2 ) ) ; . . .
737 −(x2∗y2 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
738 ( x2∗y2∗z1 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2
∗z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2
+ x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
739
740
741 e l s e i f i==6
742 x2=p (1) ; y1=p (2) ; z2=p (3) ;
743 x1=p (1)−obj . step_l ;
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744 y2=p (2)+obj . step_w ;
745 z1=p (3)−obj . step_h ;
746 X = [ 1/(( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
747 −z1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
748 −x1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
749 −y2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
750 ( y2∗z1 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗z1
+ y2∗z2 ) ) ; . . .
751 ( x1∗z1 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗z1
+ x2∗z2 ) ) ; . . .
752 ( x1∗y2 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
753 −(x1∗y2∗z1 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2
∗z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2
+ x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
754
755 e l s e i f i==7
756 x1=p (1) ; y2=p (2) ; z2=p (3) ;
757 x2=p (1)+obj . step_l ;
758 y1=p (2)−obj . step_w ;
759 z1=p (3)−obj . step_h ;
760 X = [ 1/(( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
761 −z1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
762 −x2 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
763 −y1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
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764 ( y1∗z1 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗z1
+ y2∗z2 ) ) ; . . .
765 ( x2∗z1 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗z1
+ x2∗z2 ) ) ; . . .
766 ( x2∗y1 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
767 −(x2∗y1∗z1 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗
y2∗z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗
z2 + x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
768
769
770 e l s e i f i==8
771 x2=p (1) ; y2=p (2) ; z2=p (3) ;
772 x1=p (1)−obj . step_l ;
773 y1=p (2)−obj . step_w ;
774 z1=p (3)−obj . step_h ;
775 X = [−1/(( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
776 z1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
777 x1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
778 y1 /( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) ) ; . . .
779 −(y1∗z1 ) / ( ( x1 − x2 ) ∗( y1∗z1 − y1∗z2 − y2∗
z1 + y2∗z2 ) ) ; . . .
780 −(x1∗z1 ) / ( ( y1 − y2 ) ∗( x1∗z1 − x1∗z2 − x2∗
z1 + x2∗z2 ) ) ; . . .
781 −(x1∗y1 ) / ( ( x1 − x2 ) ∗( y1 − y2 ) ∗( z1 − z2 ) )
; . . .
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782 ( x1∗y1∗z1 ) /( x1∗y1∗z1 − x1∗y1∗z2 − x1∗y2∗
z1 − x2∗y1∗z1 + x1∗y2∗z2 + x2∗y1∗z2 +
x2∗y2∗z1 − x2∗y2∗z2 ) ] ;
783
784
785 end
786
787 % Evaluate the i t h ba s i s f unc t i on at the po int y
and return
788 z=X(1) ∗y (1 ) ∗y (2 ) ∗y (3 ) + X(2) ∗y (1 ) ∗y (2 ) + X(3) ∗y
(2 ) ∗y (3 )+ X(4) ∗y (1 ) ∗y (3 ) + X(5) ∗y (1 ) + X(6) ∗y
(2 ) + X(7) ∗y (3 ) + X(8) ;
789 end
790
791
792 f unc t i on z=s ing fun ( obj , k , q , h , n )
793 % Evaluates the func t i on needed to compute the
i n t e g r a l va lue s
794 % fo r the d iagona l e lements o f the matrix
795 norm(q−h) ;
796 pos=obj . getPoint (n) ;
797 z=(exp (1 i ∗k∗norm(q−h) )∗ obj . EvalBasisFun (n , h , pos )
−1)/norm(q−h) ;
798 end
799
800
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801 f unc t i on z=A( obj , i , j , nodeidxi , node idxj )
802 % Determines the f i r s t o f two i n t e g r a l va lue s
needed to populate
803 % the j i entry o f the matrix
804 % This func t i on uses the t ab l e o f i n t e g r a l values ,
int_tab , s e t
805 % up when c r e a t i n g the mesh
806 k=1;
807 er=obj . e r ;
808 p=obj . n o d e l i s t ( node idx i ) . ca r t coord ; %p i s the
coo rd ina t e s o f the i t h node at which the i t h
ba s i s f unc t i on i s 1
809 q=obj . n o d e l i s t ( node idxj ) . ca r t coord ; %q i s the
coo rd ina t e s o f the j th node
810 i n t =0;
811
812 %Determine the row o f the i n t e g r a l t ab l e we want
to look at
813 w(1)=abs (p (1 )−q (1 ) ) / obj . step_l ;
814 w(2)=abs (p (2 )−q (2 ) ) / obj . step_w ;
815 w(3)=abs (p (3 )−q (3 ) ) / obj . step_h ;
816 w=so r t (w) ;
817 row=0;
818 f o r r=1:w(1)
819 f o r idx=r : obj . mid_Nodes
820 row=row+(obj .max_Nodes−idx+1) ;
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821 end
822 end
823 f o r r=w(1) +1:w(2)−1
824 row=row+obj .max_Nodes−r ;
825 end
826 row=int32 ( row+w(3)−w(2)+1) ;
827
828
829
830 pos=obj . n o d e l i s t ( node idx i ) . g enpo s i t i on ;
831 i f ( i~=j )
832 %There are 8 e lements on which the i n t e g r a l i s
nonzero , but
833 %depending on the nodes po s i t i on , i t ’ s p o s s i b l e
not a l l 8 are a
834 %part o f the mesh
835
836 i f ( strcmp ( pos , ’ i n t e r i o r ’ ) )
837 %I f the i t h node i s in the i n t e r i o r , we
want to inc lude
838 %a l l 8 e lements
839 i n t=obj . int_tab ( row , 9 ) ;
840 e l s e i f ( strcmp ( pos , ’ f a c e ’ ) )
841 %Otherwise , i f the node i s on a face , we
want to inc lude
842 %only 4 e lements
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843 i n t=obj . int_tab ( row , 1 0 ) ;
844 e l s e i f ( strcmp ( pos , ’ edge ’ ) )
845 %I f the node i s l y i ng on an edge , we want
to inc lude
846 %only 2 e lements
847 i n t=obj . int_tab ( row , 1 1 ) ;
848 e l s e
849 %The node must be in a corner , and so we
want to inc lude
850 %only 1 element
851 i n t=obj . int_tab ( row , 1 ) ;
852 end
853
854
855
856 i n t=k^2∗( er−1)∗ i n t ;
857 end
858
859
860 i f i==j
861 %I f i t h node and j th node are the same , we
want to use the
862 %sp e c i a l l y c a l c u l a t ed i n t e g r a l va lue f o r the
d iagona l
863 %elements o f the matrix
864 i n t=obj . d iag_int ;
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865 i f ( strcmp ( pos , ’ edge ’ ) )
866 %I f the node i s on the edge , we want to
in c lude 2
867 %elements
868 i n t=2∗ i n t ;
869 end
870 i f ( strcmp ( pos , ’ f a c e ’ ) )
871 %I f the node i s on a face , we want to
in c lude 4 e lements
872 i n t=4∗ i n t ;
873 end
874 i f ( strcmp ( pos , ’ i n t e r i o r ’ ) )
875 %I f the node i s in the i n t e r i o r o f the
mesh , we want to
876 %inc lude a l l 8 e lements
877 i n t=8∗ i n t ;
878 end
879 i n t=(k^2∗( er−1) ) /(4∗ pi )∗ i n t ;
880 end
881 z=in t ;
882
883 end
884
885 f unc t i on i n t=B( obj , i , j , nodeidxi , nodeidxj , b a s i s d i r )
886 %Evaluates the second o f two i n t e g r a l va lue s
needed to populate the
134
887 %j i entry o f the matrix
888 k=1;
889 er=obj . e r ;
890 p=obj . n o d e l i s t ( node idx i ) . ca r t coord ; %p i s the
coo rd ina t e s o f the i t h node at which the i t h
ba s i s f unc t i on i s 1
891 q=obj . n o d e l i s t ( node idxj ) . ca r t coord ; %q i s the
coo rd ina t e s o f the j th node
892 i n t =[0 0 0 ] ;
893 numterms=0;
894 genpos=obj . n o d e l i s t ( node idx i ) . g enpo s i t i on ;
895 pos=obj . n o d e l i s t ( node idx i ) . p o s i t i o n ;
896
897 %Set the nodes f o r Gaussian quadrature
898 y=[−0.94910791 −0.74153119 −0.40584515 0
0.40584515 0.74153119 0 . 9 4910791 ] ;
899 %Set the weights f o r Gaussian quadrature
900 w=[0.12948497 0.27970539 0.38183005 0.41795918
0.38183005 0.27970539 0 . 1 2948497 ] ;
901
902 numNodes=7;
903
904 i f ( strcmp ( genpos , ’ i n t e r i o r ’ ) )
905 %I f the i t h node i s in the i n t e r i o r , the re are
no
906 %boundary terms and i n t e g r a l i s 0
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907 i n t =[0 0 0 ] ;
908 r e turn ;
909 e l s e i f ( strcmp ( genpos , ’ f a c e ’ ) )
910 i f ( strcmp ( pos , ’ f acex0 ’ ) )
911 nu=[−1 0 0 ] ;
912 xcoord=−obj . coord_length /2 ;
913
914 y1vec=[p (2 ) ,p (2 )−obj . step_w , p (2 )−obj .
step_w , p (2 ) ] ;
915 z1vec=[p (3 ) ,p (3 ) ,p (3 )−obj . step_h , p (3 )−obj .
step_h ] ;
916
917 y2vec=[p (2 )+obj . step_w , p (2) ,p (2 ) ,p (2 )+obj .
step_w ] ;
918 z2vec=[p (3 )+obj . step_h , p (3 )+obj . step_h , p
(3 ) ,p (3 ) ] ;
919 i n t =0;
920
921 f o r s=1:4
922 y1=y1vec ( s ) ;
923 y2=y2vec ( s ) ;
924 z1=z1vec ( s ) ;
925 z2=z2vec ( s ) ;
926 runsum=0;
927 f o r n=1:numNodes
928 ycoord=((y2−y1 ) /2)∗y (n)+(y1+y2 ) /2 ;
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929
930 f o r m=1:numNodes
931 zcoord=((z2−z1 ) /2)∗y (m)+(z1+z2
) /2 ;
932
933 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
934 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
935
936 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
937 % i f ( i==j )
938 % f=f−obj . s inggradyph i (k ,
q , [ xcoord , ycoord , zcoord ] ) ;
939 % end
940
941 runsum=runsum+w(n)∗w(m)∗ f ;
942
943
944 end
945 end
946 % i f ( i==j )
947 % in t=in t+(er−1)∗(1/4) ∗( y2−y1 ) ∗( z2
−z1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [ 0 .9273 ,−0 .6389 ,−0 .6389 ] ;
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948 % e l s e
949 i n t=in t+(er−1)∗(1/4) ∗( y2−y1 ) ∗( z2−
z1 )∗runsum ;
950 % end
951
952 end
953 r e turn ;
954 end
955
956
957 i f ( strcmp ( pos , ’ f a c e x l ’ ) )
958 nu=[1 0 0 ] ;
959 xcoord=obj . coord_length /2 ;
960
961 y1vec=[p (2 ) ,p (2 )−obj . step_w , p (2 )−obj .
step_w , p (2 ) ] ;
962 z1vec=[p (3 ) ,p (3 ) ,p (3 )−obj . step_h , p (3 )−obj .
step_h ] ;
963
964 y2vec=[p (2 )+obj . step_w , p (2) ,p (2 ) ,p (2 )+obj .
step_w ] ;
965 z2vec=[p (3 )+obj . step_h , p (3 )+obj . step_h , p
(3 ) ,p (3 ) ] ;
966 i n t =0;
967
968 f o r s=1:4
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969 y1=y1vec ( s ) ;
970 y2=y2vec ( s ) ;
971 z1=z1vec ( s ) ;
972 z2=z2vec ( s ) ;
973 runsum=0;
974 f o r n=1:numNodes
975 ycoord=((y2−y1 ) /2)∗y (n)+(y1+y2 ) /2 ;
976
977 f o r m=1:numNodes
978 zcoord=((z2−z1 ) /2)∗y (m)+(z1+z2
) /2 ;
979
980 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
981 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
982 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
983 % i f ( i==j )
984 % f=obj . s inggradyphi (k , q
, [ xcoord , ycoord , zcoord ] ) ∗basdotnu ;
985 % end
986
987
988 runsum=runsum+w(n)∗w(m)∗ f ;
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990
991 end
992 end
993 % i f ( i==j )
994 % in t=in t+(er−1)∗(1/4) ∗( y2−y1 ) ∗( z2
−z1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [−0.9273 ,−0.6389 ,−0.6389] ;
995 % e l s e
996 i n t=in t+(er−1)∗(1/4) ∗( y2−y1 ) ∗( z2−
z1 )∗runsum ;
997 % end
998 end
999 r e turn ;
1000 end
1001
1002 i f ( strcmp ( pos , ’ f acey0 ’ ) )
1003 nu=[0 −1 0 ] ;
1004 ycoord=−obj . coord_width /2 ;
1005
1006 x1vec=[p (1 ) ,p (1 )−obj . step_l , p (1 )−obj .
step_l , p (1 ) ] ;
1007 z1vec=[p (3 ) ,p (3 ) ,p (3 )−obj . step_h , p (3 )−obj .
step_h ] ;
1008
1009 x2vec=[p (1 )+obj . step_l , p (1 ) ,p (1 ) ,p (1 )+obj .
step_l ] ;
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1010 z2vec=[p (3 )+obj . step_h , p (3 )+obj . step_h , p
(3 ) ,p (3 ) ] ;
1011 i n t =0;
1012
1013 f o r s=1:4
1014 x1=x1vec ( s ) ;
1015 x2=x2vec ( s ) ;
1016 z1=z1vec ( s ) ;
1017 z2=z2vec ( s ) ;
1018 runsum=0;
1019 f o r n=1:numNodes
1020 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
1021
1022 f o r m=1:numNodes
1023 zcoord=((z2−z1 ) /2)∗y (m)+(z1+z2
) /2 ;
1024
1025 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
1026 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
1027
1028 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
1029 % i f ( i==j )
1030 % f=obj . s inggradyphi (k , q
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, [ xcoord , ycoord , zcoord ] ) ∗basdotnu ;
1031 % end
1032
1033 runsum=runsum+w(n)∗w(m)∗ f ;
1034
1035
1036 end
1037 end
1038 % i f ( i==j )
1039 % in t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( z2
−z1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [−0 .6389 ,0 .9273 ,−0 .6389 ] ;
1040 % e l s e
1041 i n t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( z2−
z1 )∗runsum ;
1042 % end
1043 end
1044 r e turn ;
1045 end
1046
1047
1048 i f ( strcmp ( pos , ’ faceyw ’ ) )
1049 nu=[0 1 0 ] ;
1050 ycoord=obj . coord_width /2 ;
1051 x1vec=[p (1 ) ,p (1 )−obj . step_l , p (1 )−obj .
step_l , p (1 ) ] ;
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1052 z1vec=[p (3 ) ,p (3 ) ,p (3 )−obj . step_h , p (3 )−obj .
step_h ] ;
1053
1054 x2vec=[p (1 )+obj . step_l , p (1 ) ,p (1 ) ,p (1 )+obj .
step_l ] ;
1055 z2vec=[p (3 )+obj . step_h , p (3 )+obj . step_h , p
(3 ) ,p (3 ) ] ;
1056 i n t =0;
1057
1058 f o r s=1:4
1059 x1=x1vec ( s ) ;
1060 x2=x2vec ( s ) ;
1061 z1=z1vec ( s ) ;
1062 z2=z2vec ( s ) ;
1063 runsum=0;
1064 f o r n=1:numNodes
1065 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
1066
1067 f o r m=1:numNodes
1068 zcoord=((z2−z1 ) /2)∗y (m)+(z1+z2
) /2 ;
1069
1070 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
1071 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
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1072
1073 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
1074 % i f ( i==j )
1075 % f=obj . s inggradyphi (k , q
, [ xcoord , ycoord , zcoord ] ) ∗basdotnu ;
1076 % end
1077
1078
1079 runsum=runsum+w(n)∗w(m)∗ f ;
1080
1081
1082 end
1083 end
1084 % i f ( i==j )
1085 % in t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( z2
−z1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [−0.6389 ,−0.9273 ,−0.6389] ;
1086 % e l s e
1087 i n t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( z2−
z1 )∗runsum ;
1088 % end
1089 end
1090 r e turn ;
1091 end
1092
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1093 i f ( strcmp ( pos , ’ f a c e z0 ’ ) )
1094 nu=[0 0 −1];
1095 zcoord=−obj . coord_height /2 ;
1096
1097 x1vec=[p (1 ) ,p (1 )−obj . step_l , p (1 )−obj .
step_l , p (1 ) ] ;
1098 y1vec=[p (2 ) ,p (2 ) ,p (2 )−obj . step_w , p (2 )−obj .
step_w ] ;
1099
1100 x2vec=[p (1 )+obj . step_l , p (1 ) ,p (1 ) ,p (1 )+obj .
step_l ] ;
1101 y2vec=[p (2 )+obj . step_w , p (2)+obj . step_w , p
(2 ) ,p (2 ) ] ;
1102 i n t =0;
1103
1104 f o r s=1:4
1105 x1=x1vec ( s ) ;
1106 x2=x2vec ( s ) ;
1107 y1=y1vec ( s ) ;
1108 y2=y2vec ( s ) ;
1109 runsum=0;
1110 f o r n=1:numNodes
1111 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
1112
1113 f o r m=1:numNodes
1114 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2
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) /2 ;
1115
1116 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
1117 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
1118
1119 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
1120 % i f ( i==j )
1121 % f=obj . s inggradyphi (k , q
, [ xcoord , ycoord , zcoord ] ) ∗basdotnu ;
1122 % end
1123
1124
1125 runsum=runsum+w(n)∗w(m)∗ f ;
1126
1127
1128 end
1129 end
1130 % i f ( i==j )
1131 % in t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( y2
−y1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [−2 .8090 ,−2 .8090 ,1 .5002 ] ;
1132 % e l s e
1133 i n t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( y2−
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y1 )∗runsum ;
1134 % end
1135 end
1136 r e turn ;
1137 end
1138
1139
1140 i f ( strcmp ( pos , ’ f a cezh ’ ) )
1141 nu=[0 0 1 ] ;
1142 zcoord=obj . coord_height /2 ;
1143
1144 x1vec=[p (1 ) ,p (1 )−obj . step_l , p (1 )−obj .
step_l , p (1 ) ] ;
1145 y1vec=[p (2 ) ,p (2 ) ,p (2 )−obj . step_w , p (2 )−obj .
step_w ] ;
1146
1147 x2vec=[p (1 )+obj . step_l , p (1 ) ,p (1 ) ,p (1 )+obj .
step_l ] ;
1148 y2vec=[p (2 )+obj . step_w , p (2)+obj . step_w , p
(2 ) ,p (2 ) ] ;
1149 i n t =0;
1150
1151 f o r s=1:4
1152 x1=x1vec ( s ) ;
1153 x2=x2vec ( s ) ;
1154 y1=y1vec ( s ) ;
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1155 y2=y2vec ( s ) ;
1156 runsum=0;
1157 f o r n=1:numNodes
1158 xcoord=((x2−x1 ) /2)∗y (n)+(x1+x2 ) /2 ;
1159
1160 f o r m=1:numNodes
1161 ycoord=((y2−y1 ) /2)∗y (m)+(y1+y2
) /2 ;
1162
1163 ba s i s=obj . EvalBasisFun ( i , [
xcoord , ycoord , zcoord ] , p ) ;
1164 basdotnu=dot ( ( ba s i s ∗ b a s i s d i r )
, nu ) ;
1165
1166 f=obj . gradyphi (k , q , [ xcoord ,
ycoord , zcoord ] ) ∗basdotnu ;
1167 % i f ( i==j )
1168 % f=obj . s inggradyphi (k , q
, [ xcoord , ycoord , zcoord ] ) ∗basdotnu ;
1169 % end
1170
1171
1172 runsum=runsum+w(n)∗w(m)∗ f ;
1173
1174
1175 end
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1176 end
1177 % i f ( i==j )
1178 % in t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( y2
−y1 )∗runsum +(er−1)∗(1/(4∗ pi ) )∗ obj . step_l
^2∗ [−2.8090 ,−2.8090 ,−1.5002] ;
1179 % e l s e
1180 i n t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( y2−
y1 )∗runsum ;
1181 % end
1182 end
1183 r e turn ;
1184 end
1185
1186 e l s e i f ( strcmp ( pos , ’ edge ’ ) )
1187
1188 e l s e
1189
1190 i n t=in t+(er−1)∗(1/4) ∗( x2−x1 ) ∗( y2−y1 )∗
runsum ;
1191 r e turn
1192 end
1193
1194
1195 end
1196
1197
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1198 f unc t i on A = popMatrix ( obj )
1199 %This func t i on popu lates the matrix o f i n t e g r a l
va lue s needed to
1200 %so l v e our system
1201 %I t takes an ob j e c t o f type cubicMesh as input and
re tu rn s a
1202 %matrix A
1203 er=obj . e r ;
1204
1205 row=0;
1206 facerow=3∗obj . num_inter ;
1207
1208 A=ze ro s (3∗ obj . num_inter+obj . num_face ) ;
1209 f o r j =1: l ength ( obj . n o d e l i s t )
1210 t i c
1211 c o l =0;
1212 f a c e c o l=3∗obj . num_inter ;
1213 doInnerLoop = f a l s e ;
1214 pos=obj . n o d e l i s t ( j ) . p o s i t i o n ;
1215 genpos=obj . n o d e l i s t ( j ) . g enpo s i t i on ;
1216 nodenum=obj . n o d e l i s t ( j ) . number ;
1217 i f ( strcmp ( genpos , ’ i n t e r i o r ’ ) )
1218 doInnerLoop = true ;
1219 e q f l a g=’ i n t e r i o r ’ ;
1220 row=row+3;
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1222 e l s e i f ( strcmp ( genpos , ’ f a c e ’ ) )
1223 e q f l a g=’ boundary ’ ;
1224 doInnerLoop = true ;
1225 facerow=facerow+1;
1226 %Determine the d i r e c t i o n o f the normal
vec to r
1227 i f ( strcmp ( pos , ’ f acex0 ’ ) )
1228 nu=[−1 0 0 ] ;
1229 e l s e i f ( strcmp ( pos , ’ f a c e x l ’ ) )
1230 nu=[1 0 0 ] ;
1231 e l s e i f ( strcmp ( pos , ’ f acey0 ’ ) )
1232 nu=[0 −1 0 ] ;
1233 e l s e i f ( strcmp ( pos , ’ faceyw ’ ) )
1234 nu=[0 1 0 ] ;
1235 e l s e i f ( strcmp ( pos , ’ f a c e z0 ’ ) )
1236 nu=[0 0 −1];
1237 e l s e
1238 nu=[0 0 1 ] ;
1239 end
1240
1241 end
1242
1243 i f ( doInnerLoop )
1244 f o r i =1: l ength ( obj . n o d e l i s t )
1245 pos i=obj . n o d e l i s t ( i ) . p o s i t i o n ;
1246 genpos i=obj . n o d e l i s t ( i ) . g enpo s i t i on ;
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1247 nodenumi=obj . n o d e l i s t ( i ) . number ;
1248 i f ( strcmp ( pos i , ’ i n t e r i o r ’ ) )
1249 c o l=co l +3;
1250 ava l = obj .A( nodenumi , nodenum , i , j )
;
1251 f o r k=2:−1:0
1252
1253 i f ( k==2)
1254 b a s i s d i r = [ 1 0 0 ] ;
1255 e l s e i f ( k==1)
1256 b a s i s d i r = [ 0 1 0 ] ;
1257 e l s e
1258 b a s i s d i r = [ 0 0 1 ] ;
1259 end
1260
1261 i f ( strcmp ( eq f l ag , ’ i n t e r i o r ’ ) )
1262 b=obj .B( nodenumi , nodenum , i
, j , b a s i s d i r ) ;
1263 a=aval ∗ b a s i s d i r ;
1264 i f ( row−2==col−k )
1265 A(row−2, co l−k ) = 1−a
(1 )−b (1) ;
1266 e l s e
1267 A(row−2, co l−k ) = −a (1 )
−b (1) ;
1268 end
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1269 i f ( row−1==col−k )
1270 A(row−1, co l−k ) = 1−a
(2 )−b (2) ;
1271 e l s e
1272 A(row−1, co l−k ) = −a (2 )
−b (2) ;
1273 end
1274 i f ( row==col−k )
1275 A(row , co l−k ) = 1−a (3 )−
b (3) ;
1276 e l s e
1277 A(row , co l−k ) = −a (3 )−b
(3) ;
1278 end
1279 end
1280 i f ( strcmp ( eq f l ag , ’ boundary ’ ) )
1281 b=dot ( obj .B( nodenumi ,
nodenum , i , j , b a s i s d i r ) ,
nu ) ;
1282 a=dot ( ava l ∗ ba s i s d i r , nu ) ;
1283 i f ( facerow==col−k )
1284 A( facerow , co l−k ) = 1−a
+b+0.5∗( er−1) ; %%%%
CHANGED TO +0.5
from −0 . 5 ! ! !
1285 e l s e
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1286 A( facerow , co l−k ) = −a+
b ;
1287 end
1288 end
1289 end
1290 e l s e i f ( strcmp ( genposi , ’ f a c e ’ ) )
1291 f a c e c o l=f a c e c o l +1;
1292 i f ( strcmp ( pos i , ’ f acex0 ’ ) )
1293 nui=[−1 0 0 ] ;
1294 e l s e i f ( strcmp ( pos i , ’ f a c e x l ’ ) )
1295 nui=[1 0 0 ] ;
1296 e l s e i f ( strcmp ( pos i , ’ f acey0 ’ ) )
1297 nui=[0 −1 0 ] ;
1298 e l s e i f ( strcmp ( pos i , ’ faceyw ’ ) )
1299 nui=[0 1 0 ] ;
1300 e l s e i f ( strcmp ( pos i , ’ f a c e z0 ’ ) )
1301 nui=[0 0 −1];
1302 e l s e
1303 nui=[0 0 1 ] ;
1304 end
1305 ava l = obj .A( nodenumi , nodenum , i , j )
;
1306 f o r k=2:−1:0
1307
1308 i f ( k==2)
1309 b a s i s d i r = [ 1 0 0 ] ;
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1310 e l s e i f ( k==1)
1311 b a s i s d i r = [ 0 1 0 ] ;
1312 e l s e
1313 b a s i s d i r = [ 0 0 1 ] ;
1314 end
1315 i f ( dot ( ba s i s d i r , nui )~=0)
1316 i f ( strcmp ( eq f l ag , ’ i n t e r i o r
’ ) )
1317 b=obj .B( nodenumi ,
nodenum , i , j ,
b a s i s d i r ) ;
1318 a=aval ∗ b a s i s d i r ;
1319 i f ( row−2==f a c e c o l )
1320 A(row−2, f a c e c o l ) =
1−a (1 )−b (1) ;
1321 e l s e
1322 A(row−2, f a c e c o l ) =
−a (1 )−b (1) ;
1323 end
1324 i f ( row−1==f a c e c o l )
1325 A(row−1, f a c e c o l ) =
1−a (2 )−b (2) ;
1326 e l s e
1327 A(row−1, f a c e c o l ) =
−a (2 )−b (2) ;
1328 end
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1329 i f ( row==f a c e c o l )
1330 A(row , f a c e c o l ) =
1−a (3 )−b (3) ;
1331 e l s e
1332 A(row , f a c e c o l ) = −
a (3 )−b (3) ;
1333 end
1334 end
1335 i f ( strcmp ( eq f l ag , ’ boundary
’ ) )
1336 b=dot ( obj .B( nodenumi ,
nodenum , i , j ,
b a s i s d i r ) , nu ) ;
1337 a=dot ( ava l ∗ ba s i s d i r , nu
) ;
1338 i f ( facerow==f a c e c o l )
1339 A( facerow , f a c e c o l )
= 1−a+b+0.5∗(
er−1) ; %%%%
CHANGED TO +0.5
from −0 . 5 ! ! !
1340 e l s e
1341 A( facerow , f a c e c o l )
= −a+b ;
1342 end
1343 end
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1344 end
1345 end
1346 end
1347 end
1348
1349 end , toc
1350 j
1351 end
1352
1353 end
1354
1355
1356
1357 f unc t i on Ei = inc identwave ( obj )
1358 %Evaluates the i n c i d en t wave at a l l o f the nodes
o f the mesh
1359 %Returns a vec to r that appears on the r i g h t hand
s i d e o f the
1360 %system we want to s o l v e
1361 d= [0 , 1 , 0 ] ;
1362 k=1;
1363 row=0;
1364 facerow=3∗obj . num_inter ;
1365 f o r j =1: l ength ( obj . n o d e l i s t )
1366 p=obj . n o d e l i s t ( j ) . ca r t coord ;
1367 pos=obj . n o d e l i s t ( j ) . p o s i t i o n ;
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1368 genpos=obj . n o d e l i s t ( j ) . g enpo s i t i on ;
1369 i f ( strcmp ( genpos , ’ i n t e r i o r ’ ) )
1370
1371 row=row+3;
1372
1373 e l s e i f ( strcmp ( genpos , ’ f a c e ’ ) )
1374
1375 facerow=facerow+1;
1376 i f ( strcmp ( pos , ’ f acex0 ’ ) )
1377 nu=[−1 0 0 ] ;
1378 e l s e i f ( strcmp ( pos , ’ f a c e x l ’ ) )
1379 nu=[1 0 0 ] ;
1380 e l s e i f ( strcmp ( pos , ’ f acey0 ’ ) )
1381 nu=[0 −1 0 ] ;
1382 e l s e i f ( strcmp ( pos , ’ faceyw ’ ) )
1383 nu=[0 1 0 ] ;
1384 e l s e i f ( strcmp ( pos , ’ f a c e z0 ’ ) )
1385 nu=[0 0 −1];
1386 e l s e
1387 nu=[0 0 1 ] ;
1388 end
1389
1390 end
1391 i f ( strcmp ( genpos , ’ i n t e r i o r ’ ) )
1392 Ei ( row−2)=exp (1 i ∗k∗dot (p , d) ) ;
1393 Ei ( row−1)=0;
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1394 Ei ( row )=exp (1 i ∗k∗dot (p , d) ) ;
1395
1396 e l s e i f ( strcmp ( genpos , ’ f a c e ’ ) )
1397 Ei ( facerow )=dot ( [ exp (1 i ∗k∗dot (p , d) ) 0
exp (1 i ∗k∗dot (p , d) ) ] , nu ) ;
1398
1399 end
1400 end
1401 Ei=Ei ’ ;
1402 end
1403
1404 f unc t i on c = so lvesystem ( obj ,A)
1405 %Function to s o l v e the system Ac=Ei
1406 %Returns a vec to r o f c o e f f i c i e n t values , which
correspond to
1407 %the va lue s o f our s o l u t i o n E at the nodes o f our
mesh
1408 Ei=obj . inc identwave ( ) ;
1409 c=A\Ei ;
1410 end
1411
1412
1413 %%Functions to p l o t our s o l u t i o n va lue s
1414
1415
1416 f unc t i on p lo t zbot ( obj , c o e f f )
159
1417 %Function to p l o t the s l i c e o f E when z=−he ight /2
1418 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1419 Y=obj . step_w−obj . coord_width /2 : obj . step_w : obj .
coord_width−obj . step_w−obj . coord_width /2 ;
1420 k=3∗obj . num_inter+1;
1421 f o r i =1: obj . n_Nodes_w−2
1422 f o r j =1: obj . n_Nodes_l−2
1423 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1424 k=k+1;
1425 end
1426 end
1427 s u r f (X,Y,Z) ;
1428 f i g u r e ( g c f )
1429 end
1430
1431 f unc t i on p lo tz s t ep_hint ( obj , c o e f f , comp)
1432 %Function to p l o t the s l i c e o f E when z=−he ight /2
+ step_h
1433 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1434 Y=obj . step_w−obj . coord_width /2 : obj . step_w : obj .
coord_width−obj . step_w−obj . coord_width /2 ;
1435 k=comp ;
1436 f o r i =1: obj . n_Nodes_w−2
1437 f o r j =1: obj . n_Nodes_l−2
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1438 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1439 k=k+3;
1440 end
1441 end
1442 s u r f (X,Y,Z) ;
1443 f i g u r e ( g c f )
1444 end
1445
1446 f unc t i on p lo t z0 ( obj , c o e f f , comp)
1447 %Function to p l o t the s l i c e o f E when z=0
1448 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1449 Y=obj . step_w−obj . coord_width /2 : obj . step_w : obj .
coord_width−obj . step_w−obj . coord_width /2 ;
1450 k=comp+((( obj . n_Nodes_h−1)/2−1) ∗3∗ (( obj . n_Nodes_l
−2)∗( obj . n_Nodes_w−2) ) ) ;
1451 f o r i =1: obj . n_Nodes_w−2
1452 f o r j =1: obj . n_Nodes_l−2
1453 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1454 k=k+3;
1455 end
1456 end
1457 s u r f (X,Y,Z) ;
1458 f i g u r e ( g c f )
1459 end
1460
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1461 f unc t i on p lotzh ( obj , c o e f f )
1462 %Function to p l o t the s l i c e o f E when z=he ight /2
1463 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1464 Y=obj . step_w−obj . coord_width /2 : obj . step_w : obj .
coord_width−obj . step_w−obj . coord_width /2 ;
1465 k=length ( c o e f f )−(( obj . n_Nodes_l−2)∗( obj . n_Nodes_w
−2) )+1;
1466 f o r i =1: obj . n_Nodes_w−2
1467 f o r j =1: obj . n_Nodes_l−2
1468 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1469 k=k+1;
1470 end
1471 end
1472 s u r f (X,Y,Z) ;
1473 f i g u r e ( g c f )
1474 end
1475
1476 f unc t i on p loty0 ( obj , c o e f f )
1477 %Function to p l o t the s l i c e o f E when y=−width/2
1478 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1479 Y=obj . step_h−obj . coord_height /2 : obj . step_h : obj .
coord_height−obj . step_h−obj . coord_height /2 ;
1480 k=3∗obj . num_inter+(( obj . n_Nodes_l−2)∗( obj .
n_Nodes_w−2) )+1;
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1481 p=0;
1482 f o r i =1: obj . n_Nodes_h−2
1483 f o r j =1: obj . n_Nodes_l−2
1484 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1485 i f p<obj . n_Nodes_l−2−1
1486 k=k+1;
1487 p=p+1;
1488 e l s e
1489 k=k+(obj . n_Nodes_l−2)+(2∗( obj .
n_Nodes_w−2) )+1;
1490 p=0;
1491 end
1492 end
1493 end
1494 s u r f (X,Y,Z) ;
1495 f i g u r e ( g c f )
1496 end
1497
1498 f unc t i on plotyw ( obj , c o e f f )
1499 %Function to p l o t the s l i c e o f E when y=width/2
1500 X=obj . step_l−obj . coord_length /2 : obj . step_l : obj .
coord_length−obj . step_l−obj . coord_length /2 ;
1501 Y=obj . step_h−obj . coord_height /2 : obj . step_h : obj .
coord_height−obj . step_h−obj . coord_height /2 ;
1502 k=3∗obj . num_inter+(( obj . n_Nodes_l−2)∗( obj .
n_Nodes_w−2) )+(obj . n_Nodes_l−2)+(2∗( obj .
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n_Nodes_w−2) )+1;
1503 p=0;
1504 f o r i =1: obj . n_Nodes_h−2
1505 f o r j =1: obj . n_Nodes_l−2
1506 Z( i , j )=r e a l ( c o e f f ( k ) ) ;
1507 i f p<obj . n_Nodes_l−2
1508 k=k+1;
1509 p=p+1;
1510 e l s e
1511 k=k+(obj . n_Nodes_l−2)+(2∗( obj .
n_Nodes_w−2) )+1;
1512 p=0;
1513 end
1514 end
1515 end
1516 s u r f (X,Y,Z) ;
1517 f i g u r e ( g c f )
1518 end
1519
1520
1521 end
1522
1523
1524 end
1 c l a s s d e f node
2 % node c r e a t e s a s i n g l e node with in a mesh
164
3
4
5 p r op e r t i e s
6 number %Global number o f the node with in the mesh
7 po s i t i o n %Pos i t i on o f node with in the mesh (
s p e c i f i c f a c e or i n t e r i o r )
8 coord %( i , j , k ) 3−tup l e o f the node ’ s p o s i t i o n
with in the mesh
9 car t coord %Car t i s i an coo rd ina t e s o f the node ’ s
p o s i t i o n
10 genpo s i t i on %General p o s i t i o n o f the node ( e i t h e r
f a c e or i n t e r i o r )
11 end
12
13 methods
14 f unc t i on obj = node (mesh , i , pos , genpos )
15 obj . number = i ;
16 obj . p o s i t i o n = pos ;
17 obj . g enpo s i t i on = genpos ;
18 obj . ca r t coord = mesh . getPoint ( i ) ;
19
20 z=c e i l ( i /(mesh . n_Nodes_l∗mesh . n_Nodes_w) ) ;
21 i=i −((z−1)∗mesh . n_Nodes_l∗mesh . n_Nodes_w) ;
22 y=c e i l ( i /mesh . n_Nodes_l ) ;
23 x=i −((y−1)∗mesh . n_Nodes_l ) ;
24 obj . coord = [ x , y , z ] ;
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25
26 end
27 end
28
29 end
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