In this paper we present how to extract fuzzy association rules involving both the presence and the absence of items using a fuzzy rule mining procedure introduced by the authors in previous works. The rule mining procedure is based on the GUHA logical model, fuzzified via a recently proposed representation of gradualness. We present some results obtained with real datasets.
Introduction
Fuzzy association rules have been developed as a powerful tool for obtaining meaningful and interesting information from databases. Fuzzy rules offer a good representation of gradual concepts, providing comprehensive results for the user. We have recently proposed a formal model for mining fuzzy rules [10] intended to preserve the main properties of crisp rules and to provide a formal framework for analyzing the accuracy measures and their properties. The formalization uses the basic notions of four fold table (4ft for short) and 4ft-quantifier which represents the measure for evaluating association rules, and the representation of fuzziness using levels [19] . The main idea is to apply a crisp mining method in every considered level from a fixed set and then to summarize the obtained results.
In the setting of association rule mining, several authors have motivated the task of mining for new and useful relations considering not only the presence but also the absence of items [5, 21, 22, 30] . The formalization of this idea has been made by means of a negation operator which represents the complement of the occurrence of an item in a transactional database, that is, its absence. Formally, in these situations the set of items I has both positive (i 1 , . . . , i m ) and negative (¬i 1 , . . . , ¬i m ) items, where ¬i k means that i k is not present in a transaction. Therefore, a negative association rule is a rule that contains a negative item (i.e. a rule for * The research reported in this paper was partially supported by the Andalusian Government (Junta de Andalucía) under project P07-TIC03175 and from the Spanish Ministry for Science and Innovation by the project grants TIN2006-15041-C04-01 and TIN2009-08296.
which either its antecedent and/or its consequent can contain a conjunction of both present and absent items). The rationale behind this is that a rule like sugar ⇒ ¬sweetener (those purchasing sugar are not purchasing sweetener) in market baskets can be as useful as a rule like burguer ⇒ ketchup. We humans make use of this kind of rules in our everyday life for making decisions and/or for pure understanding of what's going on. The same can be claimed in the case of fuzzy rules.
In this paper we extend the fuzzy rule mining framework developed in [10] for mining fuzzy rules that also involve absent items. An algorithm following the model philosophy is presented and we perform several experiments in some real fuzzy databases, analyzing the performance of our proposal and comparing it with Han and Beheshti approach [13, 14] , which is the one closer to ours, in the sense that it mines fuzzy rules involving negative items. Our objective is to show the feasibility of the approach.
The paper is organized as follows: Section 2 introduces some preliminary concepts about rule mining and reviews the existent approaches dealing with the absence of items from the crisp to the fuzzy case. In section 3 we include a brief overview of our proposal for mining fuzzy rules as well as different ways of representing the obtained results. Section 4 applies our approach for mining rules involving both present and absent items. It also contains the algorithmic implementation and the results obtained in some real fuzzy databases. We finish with some conclusions and possible lines for future research.
Background Concepts and Related Work

Association Rules
Given a set I ("set of items") and a database D constituted by set of transactions, each one being a subset of I, association rules [1] The ordinary measures proposed in [1] to assess association rules are confidence (the conditional probability P (B|A)) and support (the joint probability P (A ∪ B) ). An alternative framework was proposed in [4] where the accuracy is measured by means of Shortliffe and Buchanan's certainty factors [23] , defined as:
when Conf(A → B) > supp(B), and
when Conf(A → B) < supp(B), and 0 otherwise. The certainty factor yields a value in the interval [-1, 1] and measures how our belief that B is in a transaction changes when we are told that A is in that transaction. Positive values indicate that our belief increases, negative values mean that our belief decreases, and 0 means no change. Certainty factor has better properties than confidence, and helps to solve some of its drawbacks [4, 6] , like eliminating rules corresponding to statistical independence or negative dependence.
Fuzzy Association Rules
Different approaches and semantics have been proposed for fuzzy association rules, for instance [15, 6, 11] . In [6] , the model for association rules is extended in order to manage fuzzy values in databases. The approach is based on the definition of fuzzy transactions as fuzzy subsets of items.
Definition 1.
[6] Let I = {i 1 , . . . , i m } be a finite set of items. A fuzzy transaction is a non empty fuzzy subsetτ ⊆ I.
For every item i ∈ I and every transactionτ , an item i will belong toτ with grade 1τ (i) whereτ (i) is a real number in the interval [0, 1]. Let A ⊆ I be an itemset. The membership grade of A to the fuzzy transactionτ is defined asτ (A) = min i∈Aτ (i).
According to definition 1 a crisp transaction is a special case of fuzzy transaction where every item in the transaction has membership grade equal to 1 or 0 depending on if they are in the transaction or not. On the basis of this definition, the rule A ⇒ B holds iff A ⊆τ implies B ⊆τ . In our case this can be translated toτ (A) ≤τ (B). In this way, since a crisp transaction is a special case of fuzzy transaction, a crisp association rule will be a special case of fuzzy association rule.
Related Work dealing with Absent Items
We can distinguish several approaches for taking into account both the presence and the absence of items. We can classify them in two different groups. The first class contains those approaches that formalize the concept of absence by means of the complementary or the negation of items. In this case the set of items I contains both positive and negative items (i 1 , ¬i 1 , . . . , i m , ¬i m ) where ¬i k means that i k is not present in a transaction. The approaches in the second class are those that search a group of rules with a predefined meaning considering for that the absence of items too. In this class we can stress some important types of rules like exception rules (a set of three or two rules where the second one involves the absence of an item meaning that the second rule is an exception to the first one) [25] or anomalous rules [7] (a set of three rules meaning that the second rule represents an anomalous behavior that deviates from the usual one, represented by the first rule). Some problems arise when considering the absence of items: the density of data is higher, the complexity may increase significantly in terms of the number of data items and some prune strategies used to restrict the search space and to guarantee the efficiency in classical AR mining algorithms cannot be used. This is due to the fact that the absence of items does not fulfil the upward closure property of frequent itemsets. For this reason, the authors have addressed the task of mining negative association rules using several perspectives.
Some of them obtain negative associations using a predefined taxonomy or graph-based structure, but this is not available in all cases. In this group we can find a novel approach presented by Savasere et al. [21, 22] where the domain knowledge is given in the form of a taxonomy which is then used to mine the negative associations, and the approach of Yuan et al. [30] which employs a hierarchical graphstructured taxonomy containing classification information about the similarity between items.
Another alternative is that of considering a measure stronger than confidence. These approaches obtain a smaller set of negative rules. Wu et al. [28] use a principle introduced by Piatetsky-Shapiro for discarding uninteresting rules, and with a minimum interestingness threshold for a better pruning of the frequent items generated. Yan et al. [29] mine positive and negative fuzzy rules using the support-confidence framework and they incorporate in the process a new measure called degree of implication for measuring the relative fraction of transactions which are not negative examples of the rule. Teng et al. [26] focus in searching substitution rules (which contain negative items) employing the chisquare and the negative correlation measures.
The last alternative that we have found in literature consists on considering only those negative items whose positive is frequent in the mining process. With this imposition the set of candidates to be in a rule is pruned, and therefore the number of extracted rules is substantially reduced. To our knowledge this type of imposition was first used in [26] where the negative rules are mined among the set of frequent positive items, measuring their negative correlation. This idea has been also employed in [2] by Antonie et al. where the rho correlation measure is employed to divide the mining process in two parts: if two items X, Y are positively correlated, rules X → Y or ¬X → ¬Y can be found, and if X, Y are negatively correlated they search for rules ¬X → Y or X → ¬Y .
Han and Beheshti formalized this idea in [13, 14] to mine fuzzy positive and negative rules by defining a valid negative rule A → ¬B such as the one that fulfils the following conditions 2 :
Wang et al. [27] also propose some pruning strategies by defining two new measures based on the fulfilment or not of (1)∼(5). Nevertheless, in this work the authors propose an algorithm that uses X and Y and their negations directly, where I only contains positive items. In this case, the mined rules involve the disjunction of items, since for instance, if X = i 1 ∧ i 2 then ¬X = ¬i 1 ∨ ¬i 2 . We have to be careful in these situations where the disjunction of items appears, as the user may not be interested in such kind of rules.
Formal Model for Mining Fuzzy Rules
This section is devoted to present a summary of the formal model developed in [8, 10] . This model allows us to mine fuzzy rules in a straightforward way, extending the accuracy measures from the crisp case. Its formalization basically underlies in two concepts: the representation by levels (RL) associated to a fuzzy property (called restriction level representation in previous works [19] and closely related to gradual sets [12] ) and the four fold table associated to the items A and B noted by M = 4f t (A, B, D) , where D denotes the database and X, Y ∈ I are two itemsets that could be pairs of the form ⟨attribute, value⟩.
A RL associated to a fuzzy property A in a universe X is defined as a pair (Λ A , ρ A ) where Λ A = {α 1 , . . . , α m } is a finite set of levels verifying that
is a function which applies each α i into a crisp realization in this level [19] . The set of crisp representatives of A is the set
The values of Λ A can be interpreted as values of possibility for a possibility measure defined for all ρ A (α i ) ∈ Ω A as P os(ρ A (α i )) = α i . Following this interpretation we define the associated probability distribution m : Ω A → [0, 1] as in equation (1) which give us information about how representative is each crisp set of the property A in Ω A .
For each Y ∈ Ω A , the value m A (Y ) represents the proportion to which the available evidence supports claim that the property A is represented by Y . From this point of view, a RL can be seen as a random set, i.e., a basic probability assignment in the sense of the theory of evidence on sets, plus a structure indicating dependencies between the possible representations of different properties. [18, 9] . Note that |D| = a + b + c + d = n is the total number of transactions of D. The validity of an association rule is assessed by using M by means of the so-called 4ft-quantifier ≈ which is an operator (interestingness measure) that measures the strength of the association between itemsets A and B according to some validity criteria. In particular the known measures of support and confidence are 4ft-quantifiers defined as follows:
The four fold table associated to the itemsets involved in a rule
Using these two models we have proposed [10] a framework that enables us to extend the interestingness measures for their validation from the crisp to the fuzzy case. Let us considerD a fuzzy database (where an item is satisfied with a certain degree in the unit interval in each transaction), and A, B two itemsets inD. The main idea consists in considering a fixed set of levels and defining the associated four fold table for each level [10] .
Let us consider the fuzzy sets associated to A and B asΓ A (τ ) =τ (A) andΓ B (τ ) =τ (B) respectively, whereτ represents a transaction ofD and τ (A) = min i∈Aτ (i). The obtained fuzzy sets could be represented by (ΛÃ, ρÃ), (ΛB, ρB). Analogously to the crisp case, we consider the four possible conjunctions between A and B and their negations. For each level, ρ A (α) is a crisp set, so we can compute its cardinality (the set of transactions that A has membership greater or equal than α) in the usual way. In the same manner we can proceed with the cardinality of ρ A∧B (α), . . . , ρ ¬A∧¬B (α). These computations produce the frequencies a, b, c and d in each level, giving as a result a four fold table for each level M αi = 4f t(Γ A ,Γ B ,D, α i ) = (a i , b i , c i , d i ) defined as follows [10] :
Using M αi and the probability distribution of equation (1) we extend the accuracy measures for fuzzy rules from the crisp case [10] :
In [10] we prove that this model is a good generalization of the crisp case. In particular we define the fuzzy support and confidence of a fuzzy rule as:
.
Previous definition has the inconvenience of presenting indeterminations of the form " we will take the value 1 for that indetermination.
Several works have pointed out some drawbacks of the support/confidence framework to assess association rules (see for instance [24] ). In general, the same problems occur when dealing with fuzzy rules. In this paper we shall employ the certainty factor for the validation of association rules [4] .
which is conveniently generalized to the fuzzy case, called FCF(A → B), as follows:
where the representations of both itemsets must be normalized to fulfil the definition of fuzzy rule.
Representation of the results
The proposed formalization for fuzzy rules by levels allows the user to choose several options in order to manage the obtained results. In the previous section we have dealt with the standard option, i.e. we evaluate the accuracy of fuzzy rules by a crisp number given by the value of the associated 4f tquantifier (equation (2)). This approach is equal to achieve a crisp mining in each level and then summarize it by the accuracy measure of equation (2) extracting only those rules that satisfy the imposed thresholds for the fuzzy measure. But other kinds of results could be obtained by considering a different perspective: (1) obtaining a crisp result for each level or only for the level of interest and (2) summarizing the results using a gradual number 3 . LetD 1 be the fuzzy database of Table 1 . We can analyze rules at different levels, for example by centering our interests in those rules satisfying the thresholds for support and confidence/CF in levels greater than 0.6. If we look at Table 2 we can see that rule {i 1 , i 3 } → {i 4 } does not have a high value in levels 0.6, 0.8 and 1 so, it would not be interesting for the user. Rule {i 1 , i 2 } → {i 3 } would be extracted at levels 0.6 and 0.8 but not at level 1. For each rule, the assignment of support (resp. certainty factor) values to levels gives a gradual number. For a fuzzy rule A → B:
where Supp α (A → B) and CF α (A → B) represent respectively the support and the CF of A → B at level α. This option provides to the user the measurement values of each rule at each level.
Another interesting issue of our method is that we can summarize the obtained set of fuzzy association rules in terms of the random set view (evidence). We obtain all crisp rules in each level and then we reduce the number of existent rules by discarding those less interesting according to the associated thresholds at each level. So, the resulting set of association rules in terms of evidence could be showed by the following expression:
where, for instance, (4) shows that rules i 1 → i 3 and i 2 → i 4 exceed the imposed thresholds with evidence 0.6. It could be also helpful for the user to rank the obtained rules at each level by the relevance measure used, for instance by certainty factor, obtaining in this case that rule i 1 → i 3 is more certain that i 2 → i 4 with evidence 0.6. And of course, if the user is interested in knowing the associated values for the accuracy measures they could be showed at the same time by using the following modification of the previous expression: Notice that the previous expressions are not actually fuzzy sets, but still can be very helpful in order to interpret the set of results, as we relate the relevance degree and the basic probability assignment for each rule or set of rules.
Application in Managing the Absence of Items
In most of works, the absence of items has been formalized by considering the negation operator ¬ which represents the complement of the occurrence of an item, that is, its absence. In the proposed model we considered the logic operators ∧ and ¬ between items. In particular, the negation has an active role as it has been used for computing the four frequencies involved in the four fold tables M α . LetD be a set of fuzzy transactions and I = {i 1 , . . . , i m , ¬i 1 , . . . , ¬i m } be a set of items inD. We want to remark that when dealing with a conjunction of two or more items, being negative at least one of them, the subsequent level set may not correspond necessarily to a fuzzy set 4 .
Employing our approach it is easy to prove that the obtained measures for negative items are the ones that we expect. Let A, B ⊂ I be two itemsets with associated 4f t-table for each
(6) In consequence, it is not necessary to compute extra frequencies when the negation of items is involved.
Finally, contrary to the fuzzy sets case, it is not possible to find itemsets containing both items i and ¬i whilst, at the same time, both items may appear in the representation of a transaction (but always in different levels).
Algorithm
Implementation is one of the crucial stages in the data mining area. Nowadays, research about new and fast algorithms for large databases is constantly growing. Our proposal consists in extracting fuzzy rules by means of parallelizing a particular crisp mining process. Then, any crisp mining algorithm could be used for mining fuzzy association rules by applying it in every level in a straightforward way. Afterwards, we summarize the obtained results by means of one of the several methods proposed in Section 3.1.
The proposed algorithm is a variation of Apriori, modified for dealing with a set of items represented by means of BitSets [17] . The general framework for mining fuzzy rules is described in algorithm 4.1 whose main steps are:
Steps 1.1 and 1.2 are conjunctly processed in order to read the database only once. For computing the frequencies of itemsets we use the cardinality function implemented in the BitSet java class. Then the frequencies in M α are computed using the cardinalities of the antecedent A, the consequent B and their conjunction A ∧ B without increasing the computational cost of the algorithm:
In our experiments, we have considered support and certainty factor but other types of measures can also be implemented immediately by means of the appropriate quantifiers representing the type of association the user wants to extract from the data.
The Algorithm 4.1 has three different parts. The overall complexity of our approach will depend on the complexity of each part. In the Apriori case the complexity of the second part is O(n2 i ), where n is the number of transactions and i the number of items (twice the number of positive items). Our algorithm repeats the mining process for each level. If we note with k the number of RLs, we have a theoretic complexity of O(kn2 i ) but we can reduce it to O(n2 i ) by a suitable parallelization, using one separate thread for each level. The third step is the most time consuming as it depends on the number of rules in each level.
Concerning space, the size of memory requirements for standard databases is acceptable. For a database with 61810 transactions and 33 items the memory occupied by the vector of BitSets is around 1 MB which must be multiplied by the number of levels considered.
Experiments and Results
The main problem of existing approaches is that the absence of an item tends to be always frequent as its occurrence usually has low support. Most of times the considered approach is that proposed by Han and Beheshti [14] which consists in taking only negative items whose positive is frequent [14] .
In order to see if this condition is adequate or not we have taken into account two different approaches, one that only considers those items in It is worth to mention that in the mining rule process a rule of the form i k → ¬i k cannot be found as i k ∧ ¬i k is the null itemset and its cardinality is equal to zero and consequently its support too (remember that in a given level it is impossible that both i k and ¬i k appear simultaneously).
In our experiments we took a fixed set of levels Λ = {1, 0.9, . . . , 0.2, 0.1} with just ten elements which is sufficient to obtain reliable fuzzy rules. For testing the performance of our algorithm we have carried out several experiments over the databases in table 3. The first one has been used in [20] to obtain information about olive agriculture in the south of Spain. The second database is Auto-mpg from the known UCI machine learning repository [3] , where we have fuzzified continuous attributes using the following set of linguistic labels: low, medium and high. The Forest Cov-type databases are reduced versions originating from the database used in [16] where we have excluded the binary attributes and we have fuzzified the remaining attributes using two different methods: equi-depth intervals and the K-means clustering for reducing their numeric domains to linguistic ones employing the labels low, medium, high. The last database is a random choice of Soil database transactions in order to obtain a fuzzy database with a higher number of transactions. To illustrate the complexity in time we discussed before and to show the performance of both proposals, we have carried out an extensive battery of experiments over the mentioned databases in a 2.13GHz Intel Core i3 notebook with 4GB of main memory, running Windows 7.
We have run diverse experiments in order to study (1) the suitability of using confidence or certainty factor measures when mining negative rules, (2) to see the differences between the use of the imposition proposed by Han and Beheshti [13] for the confidence and the certainty factor, and (3) to study the time consumed in the third part of the algorithm in function on the number of mined rules.
We have executed the algorithm imposing only one item in both parts of the rule (antecedent and Tables 4 and 5 . We refer to the imposition proposed by Han and Beheshti [13] when we mention "with restriction (R)" in previous tables (WR, without restriction, is used for representing our approach). We observed a high decrease in the number of extracted rules when considering the certainty factor. Relative to the second point, when carrying the same experiments imposing the condition proposed by Han and Beheshti [13] , i.e. the absence of items must have their positive frequent, we found that this imposition reduces the total number of mined rules but it can leave behind some interesting rules, and sometimes by only imposing a measure stronger than confidence it is enough to obtain a manageable set of rules. Summarizing the results to answer the second point, we observed that it would be convenient to use some pruning strategy (like the one in [13] ) in order to obtain a manageable set of rules in some cases, but in other cases it would be enough to use a strong accuracy measure with appropriate properties like the certainty factor.
Regarding the execution time of our approach, we observed that the most consuming time part is the third one. As it summarizes the results it depends on the total number of extracted rules. In figure 1 we show some of the times resulted in our experimentation regarding the number of rules obtained in the summary. When the number of rules to be processed exceeds 100 000 in every level, the time is highly increased. As, in real world cases, the user is usually interested in obtaining a reduced set of rules easier to manage, we think that the obtained times are reasonable.
Conclusions and Future Works
Mining association rules involving absent items, as well as mining fuzzy association rules, are extensions of the association rule mining task that have been shown to be very interesting in the literature. We have proposed a novel approach for mining fuzzy association rules involving absent items, taking advantage of the representation by levels in that crisp properties and measures can be easily translated to the fuzzy case, and experimenting in both real and synthetic fuzzy databases. Our objective has been to show that the approach is feasible, and our first obtained results suggest that this is the case, specially in those cases where the user can guide the mining process, for example, by specifying the associations he is interested in. We have also compared our approach with imposition-based models, concluding that the more items appear in one of the rule sides, the more the imposition drastically reduces the number of extracted rules. In this respect, we plan to consider stronger measures, different impositions or distinct methods to obtain a suitable set of rules involving the "negation" of items. Another promising line is to study a predefined group of rules involving the absence of items having significant semantics for the user. Some efforts have been already done when mining exceptions or anomalous rules [7] . Finally, we are already applying our techniques on databases with real data, in order to show that the approach is useful in practice.
