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ABSTRACT (in English) 
Mass spectrometry (MS) techniques have, over the last twenty years, found their 
stable place in the structural biology toolkit. They are not only employed to provide 
information on the protein primary sequence, but are increasingly used to probe higher 
orders of protein structure as well. They may not boast the atomic resolution and the ability 
to directly provide structural coordinates, but on the other hand suffer from very few 
experimental limitations as they are able to work under native conditions in solution, 
provide data fast, with low sample consumption and for proteins and complexes of vastly 
differing sizes. Perhaps most importantly, they may often be employed to study 
conformational dynamics of proteins and can thus complement other methods with higher 
spatial resolution in integrative structural biology approaches. 
The main focus of this Ph.D. thesis was hydrogen / deuterium exchange coupled to 
MS (HXMS), which is one of the most widespread structural MS methods. Recombinantly 
produced aspartic protease nepenthesin-1 from Nepenthes pitcher plants was characterized, 
immobilized and extensively tested with the intention to expand the portfolio of aspartic 
proteases in HXMS workflow and to improve the spatial resolution of the technique. 
Following successful implementation of nepenthesin-1 into the HXMS protocol, it 
was used in combination with rhizopuspepsin in analyses of a challenging highly-flexible 
cellulolytic enzyme cellobiose dehydrogenase (CDH). This biotechnologically interesting 
protein was studied in order to obtain structural explanation for the regulation of its activity 
by pH and divalent cations. For this, HXMS was complemented by native MS with ion 
mobility and protein surface electrostatics calculations. 
Together, the structural MS and computational techniques brought some interesting 
observations concerning the analyses of transient protein complexes. Moreover, they 
provided a direct experimental proof that repulsion of negative charge patches close to 
interdomain interface in CDH is the key mechanism governing its functioning in solution.  
 
Keywords: Structural mass spectrometry, nepenthesin-1, hydrogen / deuterium exchange 
mass spectrometry (HXMS), native mass spectrometry with ion mobility (IMMS), aspartic 
protease, protein immobilization, cellobiose dehydrogenase (CDH), protein surface 
electrostatics, flavocytochrome, direct electron transfer. 
  




ABSTRAKT (in Czech) 
Hmotnostně spektrometrické (MS) techniky si v průběhu posledních dvou desetiletí 
našly své trvalé místo mezi nástroji strukturní biologie. Kromě získání informace o 
primární sekvenci proteinů jsou stále častěji využívány i pro studium vyšší strukturní 
organizace bílkovin. Nedosahují sice atomárního prostorového rozlišení, jsou ale naopak 
prosty řady experimentálních omezení. MS strukturní techniky tak jsou schopny studovat 
molekuly za nativních podmínek v roztoku, jsou rychlé, mají nízkou spotřebu vzorku a 
jsou použitelné pro molekuly a jejich komplexy s velmi širokým rozsahem velikostí. 
Možná nejdůležitější je však jejich schopnost poskytnout informace o konformační 
dynamice proteinů, které tak mohou doplnit data získaná jinou strukturní technikou 
s vyšším prostorovým rozlišením v rámci integrativní strukturní biologie. 
V této disertační práci byla hlavní pozornost věnována technice vodík / deuteriové 
výměny v kombinaci s hmotnostní spektrometrií (HXMS), která je jednou z nejvíc 
rozšířených strukturních MS metod. Rekombinantně připravená aspartátová proteasa 
nepenthesin-1 z láčkovek rodu Nepenthes byla charakterizována, imobilizována a 
podrobně testována s cílem rozšířit portfolio proteas dostupných pro HXMS experimenty a 
zvýšit prostorové rozlišení této techniky. 
Po úspěšné implementaci do HXMS experimentálního protokolu byl nepenthesin-1 
využit v kombinaci s rhizopuspepsinem při analyticky náročném studiu vysoce flexibilního 
proteinu celobiosadehydrogenasy (CDH). Tento biotechnologicky zajímavý protein byl 
zkoumán s cílem strukturně objasnit mechanismy regulace jeho aktivity pomocí pH a 
divalentních kationtů. Za tímto účelem byla metoda HXMS doplněna nativní hmotnostní 
spektrometrií s iontovou mobilitou a výpočetním modelováním distribuce elektrostatického 
náboje na povrchu proteinů. 
Společně tyto strukturní MS a výpočetní techniky přinesly zajímavé poznatky o 
analýze transientních proteinových komplexů. Zejména ale poskytly přímý experimentální 
důkaz, že repulse oblastí negativního náboje v blízkosti mezidoménového rozhraní CDH je 
klíčovým mechanismem řídícím fungování tohoto enzymu. 
 
Klíčová slova: Strukturní hmotnostní spektrometrie, nepenthesin-1, vodík / deuteriová 
výměna s MS (HXMS), nativní hmotnostní spektrometrie s iontovou mobilitou (IMMS), 
aspartátové proteasy, imobilizace proteinů, celobiosadehydrogenasa (CDH), elektrostatika 
povrchu proteinu, flavocytochrom, přímý přenos elektronů.  
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CDH cellobiose dehydrogenase 
CNBr cyanogen bromide 
cryo-EM cryogenic electron microscopy 
CYT cytochrome domain of CDH 
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DH dehydrogenase domain of CDH 
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FRET Förster resonance energy transfer 
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MALDI matrix-assisted laser desorption / ionization 
MtCDH cellobiose dehydrogenase from Myriococcum thermophilum 
MS mass spectrometry 
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NcCDH cellobiose dehydrogenase from Neurospora crassa 
Nep-1 nepenthesin-1 
NMR nuclear magnetic resonance 
Pep porcine pepsin A 
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SAXS small-angle X-ray scattering 
SDS-PAGE polyacrylamide gel electrophoresis in the presence of sodium dodecylsulphate 
TCEP tris(2-carboxyethyl)phosphine 
TOF time-of-flight mass analyzer 







Figure 1: Four levels of protein structure. 
Scheme representing protein structures from a 
chain of amino acids to supramolecular non-
covalent assemblies. Source: wikimedia.org. 
1. INTRODUCTION 
1.1. Proteins and their structure 
Proteins are probably the most versatile molecules in nature. They evolved to 
function almost everywhere in cells and their biological roles range widely from purely 
structural, through biocatalytic and regulative to providing interactions and communication 
with the cells’ environment. This impressive variability is allowed by their polymeric 
structure and the vast number of possibilities how to combine their twenty (or twenty two) 
amino acid building blocks. 
Furthermore, the order of amino acids 
(protein primary structure) is not the only 
level of protein organization (Figure 1). 
Directly determined by the order of amino 
acids and their properties is so-called 
secondary structure, where parts of 
polypeptide chains form into sub-structures. 
These are alpha-helices or individual beta-
strands, which in turn interact to form 
larger beta-sheets. In both alpha-helices and 
beta-sheets extensive hydrogen bond 
networks exist between C=O carbonyl and 
N-H secondary amine groups in peptide 
backbone. These bonds are weak, but in 
large enough numbers greatly stabilize the 
protein secondary structural elements and 
make them less polar. This is important for 
folded proteins, which most often have a 
non-polar core, where ordered elements of 
secondary structure are usually buried to 
minimize their contact with surrounding 
water. The relative three-dimensional arrangement of secondary structure elements is then 
termed protein tertiary structure and is mainly stabilized by interactions of amino acid side 





structure), which are key for many biological processes involving concerted actions of 
several proteins.1 
As the structure of protein is crucial to determine its function, it is conversely true 
that problems in the structural organization of a protein can affect its functional properties 
as well, which can lead to a range of diseases. Such diseases, generally termed 
proteopathies or proteinopathies, may involve point mutations in protein amino acid 
sequence resulting in the loss of function of enzymes or receptors – e.g. glucocerebrosidase 
in Gaucher’s disease2 or lipoprotein receptor in familial hypercholesterolemia3. Mutated 
proteins may also be misfolded and aggregate as insoluble plaque deposits in cells – such 
is the case for Aβ and τ proteins in Alzheimer’s disease4,5, α-synuclein in Parkinson’s 
disease6 or prion proteins in Creutzfeld-Jacob’s disease7. Alternatively, conformation 
changes may result in a range of other less common effects in proteins, such as improper 
localization, incorrect degradation or gain of toxic function.8 
However, even correct static protein structure is often not enough for a protein to 
properly play its role. Most biological processes require movement within proteins or 
between their subunits. Protein movements can be of varying nature and range from 
localized conformational changes in enzyme active site during catalysis9, through allosteric 
effects modulating proteins’ affinities to ligands such as in hemoglobin10 or regulating their 
activity as observed in dimeric protein kinases11. Some protein movements even 
encompass large scale rearrangements of whole protein assemblies - with the most 
complex being proteins participating in active membrane translocation12 or so-called 
molecular motors13. Protein conformational changes can also occur on very different time 
scales often ranging from microseconds to milliseconds14, but sometimes even 
considerably longer such as in the case of slow biological processes15. 
Therefore, to properly understand proteins, it is necessary to study them in terms of 
their atomic structures as well as in the context of their conformational dynamics.16 
 
1.2. Experimental methods to study protein structure and dynamics 
In order to study both protein structures and dynamics a range of experimental 
methods was developed. These various biophysical properties of molecules, differ in 







1.2.1. Protein crystallography with X-ray diffraction 
Since the first three-dimensional structure of protein determined in 1958 for sperm-
whale myoglobin by Sir John Kendrew17, X-ray diffraction analysis of protein crystals has 
been the most successful method for determining high-resolution structures of proteins.18 It 
utilizes the scattering of powerful X-ray radiation beams by electrons in sample. The 
diffraction reflections produced by individual molecules are very weak, therefore it is often 
necessary to work with protein monocrystals, where the molecules are arranged in a 
periodical lattice. This hugely increases the intensities of reflections in particular directions 
by constructive interferences of photons diffracting from repeating individual molecules in 
the crystal grid. From the observed reflections it is possible to deduce the three-
dimensional map of electron density in the crystal, after experimentally or computationally 
finding complex phases of individual signals, which are necessary to deconvolute 
contributions of individual atoms in molecule by Fourier transform. Finally, atomistic 
protein structure is modelled into the electron density to provide experimental protein 
structure.18,19 
One major advantage of X-ray crystallography is the fact that under favorable 
conditions the technique is able to provide structure with single atom resolution (in best 
cases close to or even less than 1Å)18 and can work with a broad range of molecule sizes. 
Moreover, thanks to the long time the technique has been used, the theory underlying the 
experiments is well described, software is readily available and also the measurements and 
data interpretation are largely automated.19 
On the other hand, common bottlenecks in X-ray crystallography are the processes of 
signal phase determination and the crystal preparation itself.19 In many cases, proteins will 
not easily crystallize, which is often due to their heterogeneity or structural flexibility. And 
even when crystallization conditions are found, it is not common for the user to freely 
choose the solution conditions the protein crystallizes from. These are often far from native 
with very high protein concentrations, various additives and precipitants or non-optimal pH 
and ionic strengths. All this can in some cases lead to structures containing experimental 
artifacts when compared with structures in solution.20,21 Last but not least, crystallography 
almost always provides static pictures of protein systems with strong preference for 







1.2.2. Nuclear magnetic resonance spectroscopy 
Another technique, which supports determination of atomic resolution of structures is 
nuclear magnetic resonance (NMR). Contrary to X-ray crystallography, this technique 
most often works in solution (albeit highly concentrated) and utilizes a completely 
different biophysical principle. In NMR, atomic nuclei having uneven spin numbers (in 
biological samples namely 1H, 13C, 15N and 31P) may be studied, because energy levels of 
nuclei with opposite spin angular momentums can be separated in high external magnetic 
field. It is then possible to excite all the nuclei to the higher energy state through radio 
frequency pulses and then measure signal as energy is released by nuclear relaxation. By 
utilizing ingenious sequences of excitation pulses22 it is then possible to deduce from the 
measured signals information about the chemical surroundings of individual “visible” 
atoms, their connectivities and interatomic distances. These are provided as spatial distance 
constraints, which are then in high enough numbers used to model the three-dimensional 
structure of the studied molecule.19,22 
Major advantage of NMR for studying proteins lies in its ability to determine atomic-
level structures of molecules in solution and most importantly to study their dynamics. It 
can also sample lower occupancy states of molecules and not only the most energetically 
favorable conformations. This leads to protein structures reported as ensembles of multiple 
conformations with structural factors describing conformational flexibility of their 
regions.19 
Despite the ability to study protein dynamics and structure in solution there are still 
some limiting factors in protein NMR. Similar to protein crystallography, sample 
consumption and high protein concentrations during analyses can be problematic. 
Additionally, the acquisition of data necessary for generating three-dimensional structures 
takes considerable amounts of time, which may be an issue with less stable samples. 
Moreover, routine NMR experiments have usually been limited to proteins smaller than 
30-40 kDa due to broadening of spectral peaks and overlapping of signals.23 This has 
partially been overcome with recent developments of specialized experimental setups such 
as methyl-TROSY (transverse relaxation optimized spectroscopy)24, but this techniques is 
still far from routine. Also, there is the problem of preparing multiply isotopically labelled 
samples as the natural abundance of NMR-compatible isotopes of biogenic elements 
(except for 1H) is very low. The isotope enrichment is usually achieved with protein 





carbon and nitrogen, respectively. Moreover, large proteins often require perdeuteration to 
limit the signal complexity. Therefore, production of such isotopically modified proteins 
can easily become financially prohibitive. 
 
1.2.3. Electron microscopy (EM) techniques 
The last of common techniques, which aspire to provide atomic resolution of 
molecular structures, are methods utilizing electron beams. These can basically be 
differentiated into electron diffraction and electron microscopy approaches. Electron 
diffraction is very similar to X-ray diffraction, only the sample damage caused by electrons 
is much higher than that caused by photons. Therefore, the technique is mainly limited to 
two-dimensional crystals and the provided resolution is lower.19 Microscopic approaches 
utilizing electrons are nowadays much more promising. In transmission electron 
microscopy samples can be fixed onto carbon grids and stained by thin layers of heavy 
atoms such as gold or platinum, which have many electrons and thus interact more strongly 
with electron beams and increase resolution. Alternatively, unstained biological samples in 
thin solution films may be cryogenically vitrified.25 Electron beams, which are passed 
through such films then interact with electrons in studied proteins, are scattered and carry 
the image information. In contrast to X-rays, electron beams can be manipulated using 
electromagnetic lenses and therefore the image is reconstructed and visualized directly, 
thus eliminating problems with phase determination.19,26 As vitrified samples in cryo-EM 
are not arranged periodically in identical orientations such as proteins are in crystal, large 
amounts of individual particles need to be imaged. The individual 2D images are then 
computationally classified according to their rotation and following extensive 
computational processing 3D electron densities of molecules can be reconstructed by 
tomographic approaches.26 In favorable conditions and when enough single particles are 
imaged, the resolution provided by cryo-EM can be near-atomic (below 4-5 Å)27 even 
though most commonly the resolution obtained tends to be around 10 Å.19 Such medium-
resolution data are however usually complemented by X-ray structures of fragments of the 
studied structure. These can then be fitted into the cryo-EM electron density envelope and 
lead to so-called pseudo-atomic structural model.19 
Apart from approaching single-atomic resolution, the ability of cryo-EM to study 
hydrated macromolecules in low concentration solutions is very beneficial. The image 





concurrently present in solution, even though this increases computational demands and 
requires large enough sets of single particle images.26 On the other hand, as single-particle 
images are very weak, cryo-EM is most effective on large structures ideally with high 
levels of symmetry, such as viral capsids or large protein assemblies typically bigger than 
several hundred kDa.19 Consequently, oligomeric states of protein with largely different 
sizes are not monitored with equal efficiency – large amounts of small monomer may not 
be visible at all in EM images, while a minor population of large oligomers may be the 
only resolvable cryo-EM structure. Finally, when directly competing with crystallography, 
the resolution obtainable with cryo-EM is significantly lower. Nevertheless, it is not 
limited by crystallization issues and is therefore very powerful emerging technique for 
structural biology. 
 
1.2.4. Lower resolution approaches 
In addition to high-resolution techniques, a range of other approaches to study 
protein structures and dynamics exists. These are sometimes slightly overlooked in favor 
of their aforementioned high-resolution cousins as they either do not provide direct 
molecular coordinates or generate just vague structural information with low resolution. 
Among these, small-angle scattering of X-ray radiation (SAXS) or spectroscopic methods 
such as Förster resonance energy transfer (FRET) are probably the most commonly known 
and used. These methods have benefits such as the fact that they can study heterogeneous 
and highly dynamic systems. SAXS allows the users to determine ratios of various 
conformers occurring in the system together and their shapes, albeit with resolution of only 
50-100Å.28,29 FRET on the other hand can help to study distances between molecules in 
solution and their dynamics in time-resolved manner.30 However, this depends on the 
presence of suitable fluorophores in the molecule or on the possibility to introduce these 
without affecting protein structure and behavior. 
Although these and other (usually spectral) low-resolution techniques are not 
powerful enough to describe protein structure on their own, they can nicely complement 
high-resolution techniques to allow better understanding of protein structure and 
functioning. Thus, by combining data from different structural techniques an approach 






1.3. Mass spectrometric structural techniques 
Among experimental approaches, which contribute significantly to integrative 
structural biology, are methods based on mass spectrometry (MS).31 Originally a purely 
analytical chemistry method identifying atoms (and later molecules) based on their 
molecular weight32, mass spectrometry has in the last three decades evolved significantly 
in the structural analysis of biologically-relevant systems.33 Nowadays it can provide 
information on all levels of protein structure ranging from amino acid sequence to 
dynamics of huge non-covalent protein assemblies.33 Although not able to provide atomic 
coordinates per se, structural MS can provide distance constraints, which may be used in 
computer modelling to derive structures. Furthermore, it can quickly generate data with 
minute sample amounts, analyze very heterogeneous samples and even study dynamics of 
macromolecular systems in solution. Also, in contrast to many other low resolution 
techniques, structural MS can often provide localized structural information. 
 
1.3.1. Soft ionization for protein analyses 
No overview of structural MS techniques would be complete without at least a brief 
mention of ionization techniques used. Since its discovery in 1913 by J.J. Thomson32, mass 
spectrometry has been used for analyses of small molecules. Factor preventing the analyses 
of biomacromolecules was the ionization process necessary to transfer proteins from 
solution into vacuum inside mass spectrometer and to charge them so they could be 
manipulated in the gas phase. The early methods used for producing ions such as electric 
glow discharge or bombardment of samples by electrons proved too energetic for fragile 
molecules such as biopolymers. This limitation was overcome in 1980s when two “soft” 
ionization techniques were discovered simultaneously. First was matrix-assisted laser 
desorption ionization (MALDI), which employs energy transfer between UV-laser 
irradiated organic acid matrix molecules and sample to ionize it and aids in its transfer to 
the gas phase.34–36 The other was electrospray ionization (ESI), which is nowadays the 
most commonly used technique to generate ions of biopolymers in structural studies. It 
disperses small charged solvent droplets with analyte into the gas phase through a Taylor 
cone formed at the tip of a highly charged emitter. The droplets gradually desolvate in the 
vacuum inside mass spectrometer until only charged analyte molecules remain.37,38 
Utilizing MALDI and ESI, it is currently possible to gently ionize a vast range of 





1.3.2. Native mass spectrometry with ion mobility 
Through properly tuned ESI process it is even possible to ionize protein assemblies 
without breaking non-covalent interactions between protein and its ligand or those holding 
together non-covalent protein complexes.39,40 Despite some initial controversies, it has now 
become widely accepted due to mounting evidence in literature, that proteins may retain 
significant amounts of their secondary, tertiary and quaternary structure in the vacuum 
inside mass spectrometer, at least on the time scale of milliseconds.41–44 Assuming, of 
course, that instrument parameters and ionization process are carefully optimized to be as 
gentle as possible. This is to prevent extensive “ion activation” by increased internal 
energy of analyte ions, which would lead to their denaturation and unfolding.45 Therefore, 
under such experimental conditions the technique has been frequently referred to as 
“native” mass spectrometry. 
  
 
Figure 2: Instrumentation for native MS with ion mobility. 
(A) Separation of protein conformers by interactions with inert gas 
in an ion mobility cell and (B) location of the cell within an ESI – 
quadrupole – ion mobility – orthogonal time-of-flight mass 





Native MS often employs miniaturized ESI interface (so-called nanoelectrospray) to 
generate analyte ions.46 Even though it has recently been shown that carefully tuned 
classical electrospray source can provide similarly gentle ionization process as 
nanospray47, the latter is usually preferred. That is because it produces smaller droplets, 
which are easier to evaporate, and the sample consumption as well as the amount of salt 
adducts present is lower. Native MS is also commonly combined with ion mobility 
spectrometry (IMMS). (Figure 2, p. 17) In this technique ions travel (“drift”) through a 
cell with low pressure of inert gas molecules (usually helium or nitrogen). There, analyte 
ions separate not according to their mass to charge ratio (m/z), but based on their overall 
shape. Therefore, ions of the same m/z but with extended conformation interact more with 
the gas molecules, are more slowed down and arrive later than compact ions.42,45,48 The 
time the ions take to travel through the cell may then be converted into collisional cross 
sections, which reflect the size and shape of ions in a rotationally-averaged value. These 
values may be compared with candidate structure models or experimental high resolution 
structures.49 Overall, the IMMS process is sometimes likened to electrophoretic or analytic 
ultracentrifugation separation, but occuring in the gas phase, on millisecond timescales and 
with significantly less sample. 
By combining native MS and ion mobility it is possible to obtain information about 
conformations of proteins and their conformational flexibility. The techniques can as well 
report on proteins’ oligomeric states, strength of their interactions with ligands or subunit 
composition of complexes. Through destabilization of complexes either by chaotropic 
agents in solution50 or by fragmentation methods in the gas phase51 it is even possible to 
deduce complex topologies and connectivity between individual complex subunits. 
Furthermore, probably the most interesting aspect of native MS analyses of whole proteins 
is the fact that analyte size as well as sample heterogeneity are not big limitations. Using 
the separation power of both IM and MS, it is possible to analyze various protein forms or 
ligand-bound states in parallel52,53 as well as protein assemblies of very different sizes.54,55 
 
1.3.3. Chemical cross-linking 
Apart from analyses of intact proteins, mass spectrometry can provide structural 
information of more localized nature such as experimental spatial restraints. These limit 
distances between amino acid side chains in the molecule or between interacting protein 






Figure 3: Some examples of chemical cross-linking reagents with their linker lengths. Amino-reactive 
agents – N-hydroxysuccinimide ester DSG (disuccinimidyl glutarate) and imidoester DMA (dimethyl 
adipimidate). Carboxyl-reactive cross-linkers – dihydrazide ADH (adipic acid dihydrazide) and 
carbodiimide EDC (1-ethyl-3-(3-dimethylaminopropyl)carbodiimide. 
approaches. To obtain the restraints, proteins are reacted with bifunctional chemical 
reagents, which covalently link functional groups (most commonly primary amines or 
carboxyl groups) in proteins.56 Primary amines are targeted by N-hydroxysuccinimide 
esters57 or imidoesters58, whereas dihydrazides can be used to react carboxy groups pre-
activated by carbodiimides.59 (Figure 3) Alternatively, specific amino acids in protein 
sequence may be substituted with their structural analogs bearing photo-activatable labile 
groups. These upon UV irradiation form highly reactive carbene intermediates which 
attack any residue in their vicinity.60,61 After the cross-linking reaction, studied proteins are 
enzymatically digested and individual cross-linked amino acids are identified in the 
resulting peptides by LC-MS analyses. Restraints determining the maximum distance 
between the identified residues in protein structure are then derived from the length of 
inflexible linker arm between the reactive groups of the used cross-linker. 
Information obtained from chemical cross-linking can be used to study 3D structures 
of proteins62 or to refine structures provided by other high-resolution techniques20. It can 
also define structural contacts between proteins in large assemblies63 or even study 
interaction networks in living cells64. Additionally, through the use of isotopically labelled 
cross-linking reagents, quantitative information can be obtained describing the ratios of 
protein conformers in solution.65 
 
1.3.4. Surface labeling approaches 
The last category of MS-based structural biology techniques studies the solvent 





hydroxyl radical protein footprinting and hydrogen exchange. The latter will, as a main 
research tool employed in this thesis, be covered in a dedicated chapter. 
Protein footprinting is a rather young technique, which probes surface solvent 
accessibility of proteins by exposing them to short pulses of hydroxyl radicals OH•. These 
are extremely reactive and unstable species, which quickly react with any amino acid in 
their vicinity (even though some amino acids react faster – namely those containing 
sulphur).66 The reaction with label generates stable oxidation modification, which can then 
be detected and localized through the use of LC-MS/MS approaches. 
The main premise of the method is, that as hydroxyl radicals have similar size as 
water molecules, they constitute a good probe to study what parts of protein are exposed to 
solvent. In order for the method to function, it is necessary to generate significant 
concentrations of hydroxyl radicals on very fast time scales to prevent unfolding of the 
studied molecule during labeling. This is achieved by short synchrotron X-ray pulses 
which directly fragment water molecules to radicals.67 Alternative experimental setup is 
based on fast UV laser pulses which decompose minute amounts of hydrogen peroxide 
mixed with protein solution in a fluidic device just prior to labeling.68 Both approaches 
claimed that with the use of capillary fluidics and addition of radical scavengers, the 
labeling reaction could be limited to low microsecond time scales.67,68 This claim has 
however just recently been challenged by work of Prof. Konermann’s group, which 
showed the reaction to generate secondary radicals that may last much longer in solution 
than expected (up to tens of milliseconds).69 Nevertheless, despite this argument about the 
radical life times, the technique has successfully been used to probe protein organization in 
membrane as well as fast protein transitions during folding/unfolding experiments.70–72  
 
1.4. Hydrogen/deuterium exchange 
The other structural MS technique utilizing water-like probes to monitor which parts 
of the studied molecule are exposed to solvent, is hydrogen/deuterium exchange coupled to 
mass spectrometry (HXMS). Since its introduction in 1991 by Katta and Chait73, HXMS 
has rapidly evolved into one of the most powerful and widely used structural MS 
techniques. Owing to its ability to work under virtually any solution conditions, it has 
successfully been applied to study a vast range of biological problems. These for example 
included adding solution dynamics information to static X-ray protein structures21,74, 






Figure 4: Types of hydrogen atoms in proteins. Hydrogens are divided based on the rate of their 
exchange for hydrogen in solvent. Very slow are C-H bonded atoms (blue), fast are atoms at carboxyl 
groups, hydroxyls and sulfhydryls (green). Peptide backbone hydrogens exchange with intermediate 
speeds (red) and can be monitored analytically. Proline has no peptide amide hydrogen (purple). 
G-proteins77, mapping binding epitopes of antibodies and monitoring conformations of 
biopharmaceuticals78,79 or probing amyloid aggregation80. Moreover, as HXMS is able to 
work with heterogeneous samples and proteins of vastly differing sizes, it enabled studies 
of structure and dynamics of big protein complexes81,82 or even viral capsid assemblies83,84. 
 
1.4.1. Basic principles of protein hydrogen exchange 
HXMS is based upon principles first observed in 1950s by Kaj Linderstrøm-Lang 
and his students Aase Hvidt and Sigurd Nielsen.85,86 They noticed that hydrogen atoms in a 
protein can spontaneously exchange with surrounding water molecules and also, that not 
all hydrogen atoms in protein behave equally.85,86 (Figure 4) Hydrogens attached directly 
to carbon atoms are bonded too strongly and do not exchange at all. On the other hand, 
very labile protons in carboxyl groups, primary amines as well as in hydroxyl and 
sulfhydryl groups exchange too fast to be of any analytical use in standard experimental 
setups. Finally, owing to the partial double nature of peptide bond, protein backbone amide 
hydrogens exchange on intermediate time scales (seconds to days) compatible with 
biophysical analyses. The analyses exploits the fact that the exchange can be monitored 
when heavy water (D2O) is used to prepare the buffer proteins are incubated in. Thanks to 
the different nuclear spin or increased atomic mass, exchange of hydrogen for deuterium 
can be detected by analytical methods such as NMR87,88 or mass spectrometry73,89, 
respectively. Using these techniques, it is possible to monitor the exchange kinetics of 







Figure 5: HXMS exchange kinetics. Real 
data81 showing mixed exchange with clearly 
distinguishable EX2 and EX1 components as 
discussed in text. “un” – undeuterated control.  
It is also known, that amide hydrogens in unstructured protein regions exchange 
much more rapidly than those buried inside the structure and those involved in 
intramolecular hydrogen bonds.86,90 This is because regions with bonded amides first need 
to get into a transient unfolded state to exchange. Such transitions occur on local level in 
protein naturally through protein breathing and fast localized structural fluctuations.86,90 
After the temporary breaking of hydrogen bonds, exchange can occur and then regions 



















where N-H and N-D represent a hydrogenated and deuterated backbone amide, 
respectively. Kinetic constants kop and kcl define the rate of local structural unfolding and 
refolding, respectively, and kHD is a constant reflecting the speed of deuterium exchange 
itself. Finally, the deuteration reaction is showed as irreversible in the above equation. This 
is not caused by the chemistry behind the process as, of course, the amide deuteration is a 
fully-reversible reaction. Rather it reflects the fact that during the labeling protein is placed 
in a buffer composed of vast excess of D2O. Therefore, even though some protons are 
introduced from the protein itself, the overwhelming amount of buffer in the system makes 
the probability of deuterium back exchange during the labeling negligible. 
Depending on the ratio between kinetic 
constants kHD and kcl, two situations can occur 
during the labeling. (Figure 5) Most 
commonly, transient unfolding fluctuations in 
proteins are only localized and very short-
lived (kcl >> kHD). In such cases overall 
deuteration kinetics is governed by kHD, which 
results in gradually incrementing deuterium 
content during the course of deuteration – such 
deuteration regime is called EX2.86,90,92 In 
relatively rare cases, where slow, large scale 
concerted rearrangements of protein occur, 
some regions in protein can remain longer in 





Deuteration rate is then defined by the rate of structural rearrangement kcl, which results in 
deuteration regime EX1 and typical two-state data profiles.86,90,92 Even though the 
observation of pure EX1 kinetics is rather uncommon, mixed EX1/EX2 behavior can 
sometimes be detected in raw NMR or HXMS data and in such cases it can provide 
valuable additional information about the conformational dynamics of protein and/or about 
the presence of populations of different conformers in the system.92 
 
1.4.2. Factors influencing hydrogen/deuterium exchange 
The task of hydrogen exchange analyses of proteins is to monitor changes in kHD for 
an analyte under various conditions. This rate constant is primarily determined by the 
accessibility of amide hydrogens to solvent molecules and by their involvement in 
hydrogen bonding. Therefore, analyses can provide information about secondary structures 
in proteins, their conformational changes, interactions with various ligands and interaction 
partners and about overall dynamics of protein in solution.79 Usually, if protein interacts 
with a partner or ligand, this leads to deuteration decrease in protein regions, where the 
interaction takes place. This is commonly explained by solvent exclusion from the 
interface and by formation of new stabilizing hydrogen bonds between interacting partners. 
Despite this being the most common outcome of HX analyses, it is not the only possibility 
as demonstrated by recent works of Prof. Konermann’s group.91,93 In the case when 
unfavorable structural changes in protein are necessary for ligand binding or if the 
interaction with ligand does not perturb free energy levels of protein molecule, much more 
uncommon scenarios may occur leading to backbone deprotection or no changes 
observable by hydrogen exchange.91,93 Sometimes, the scenarios may even occur together 
in distinct parts of the protein – such as in the case of allosteric effects in hemoglobin.93 
Apart from solvent exposure and hydrogen bonding, which are directly probed by 
HX analyses, there are other factors, which influence the deuteration behavior of proteins 
and kHD. These are mainly pH, temperature and the effects of neighboring amino acids.
94 
To a smaller extent the rates also depend on isotopic effects caused by deuterium, but these 
are commonly considered to be negligible.95 Neighboring amino acids influence backbone 
amide exchange by steric side chain shielding and by inductive effects caused by polar 
residues.94 However, primary structure of a protein does not change during the analyses. It 
basically may come into consideration only in the case of studying mutated proteins or 






Figure 6: Influence of pH on the H/D 
exchange kinetics (kex = kHD). Conditions of 
minimal exchange are around pH 2.5 for an 
average unstructured polypeptide.94,97 
pH and temperature are key parameters, which are set and controlled during analyses. 
Alternatively, if the effects of these factors on proteins are to be studied, it is necessary to 
appropriately compensate for their intrinsic effect on H/D exchange.96 
The effect of temperature can be determined by the classical Arrhenius equation: 











where k is deuteration rate constant, T is the experimental temperature, R is universal gas 
constant and Ea denotes activation energy, which depends on the mode of catalysis 
according to reaction pH. For base catalysis prevailing at the most commonly used 
physiological pH: Ea(kB) = 17 kcal/mol.
94 Overall, H/D exchange kinetics is approximately 
10× slower at 0°C than at 22°C.97 
The influence of pH on kHD is even stronger and depends on the catalysis mode of 
H/D exchange reaction at the experimental pH. Under physiological pH, the reaction is 
mainly mediated by OH-, whereas at extremely acidic conditions H+ catalysis is 
predominant. Also, pH-independent catalysis by undissociated water molecules takes place 
as well, but is very slow and only significant at 
the pH of minimal exchange.86,94,97 The rate can 





where kint is intrinsic rate constant for acid (A), 
base (B) and water (w) catalysis.94,97 Research 
has shown that kint,B is much higher than both 
kint,A and kint,w.
94 Even though pH where kHD is 
minimal depends on the sequence of peptide, for 
an average random unfolded peptide it is 
considered to be around pH 2.5 (Figure 6). 
Increase of one pH unit then results in 10× faster 
H/D exchange rate.94,97  
 
1.4.3. Experimental approaches to HXMS analyses 
Historically, many methods were used for deuterium incorporation determination, 
including H2O/D2O density measurements, infrared spectroscopy or radiography when 






Figure 7: Experimental setup of a bottom-up H/D exchange analysis by mass spectrometry. Protein 
amide backbone hydrogens (blue spheres) exchange for deuterium from solution (red spheres) depending 
on their solvent accessibility and hydrogen bonding. Following labeling, the deuteration is “quenched” 
by rapid pH and temperature decrease and protein is digested to peptides. These are separated by LC, 
analyzed by MS and the observed mass increase is converted to deuterium uptake curves. Steps where 
gas-phase fragmentation may be employed for top-down or middle-down HXMS are shown in grey. 
importantly MS are exclusively used. NMR has the advantage of directly determining 
kinetics for each backbone amide, but suffers from the usual protein size, sample 
concentration and data interpretation issues as discussed in chapter 1.2.2. Coupling MS to 
hydrogen/deuterium exchange (HXMS) on the other hand offers fast and high-throughput 
analyses with small sample consumption, easy data interpretation and virtually no protein 
size limitations.73,89 On the other hand, HXMS has lower structural resolution than NMR, 
providing information on a short peptide instead of single residue level. Nevertheless, this 
detail is usually sufficient for structural conclusions. Alternatively, gas-phase 
fragmentation MS techniques can be employed to enhance spatial resolution to near single 
residue level.99,100 
Although some experiments to study protein stability and folding utilize pulsed 
deuterium labeling80,101–103, most often used is continuous labeling approach. (Figure 7) 
In this setup protein deuteration is initiated by its dilution into an excess of D2O-based 
buffer. The exchange is then left to proceed and at predetermined time points, aliquots are 
removed from the labeling reaction. From this moment, speed of the sample analysis is of 
essence. This is because deuterium label is not stable and as further analytical step are 
performed in normal H2O-based solvents, the deuterium introduced into protein would 





and temperature on the H/D exchange rate (discussed in the previous chapter) are used as 
tools to prolong the time window for analysis. This is achieved by a process called 
“quenching”, during which the pH in sample is quickly dropped to around 2.5, where the 
H/D exchange is minimal.90,94 Additionally, the sample is cooled to 0°C to further slow 
down the deuterium back-exchange. By doing this the half-life of deuterium label increases 
dramatically (approximately by a factor of 106 compared with the usual labeling conditions 
of pH 7.4 and 22°C). The low back-exchange conditions (pH 2.5, 0°C) are kept during the 
rest of sample analysis. Moreover, to compensate for the amount of back-exchange 
encountered during analyses, two types of experimental controls can be performed. First is 
done by analyzing a non-deuterated sample and is used to provide initial mass 
measurements before the deuterium incorporation analysis. Second, which compensates for 
the loss of deuterium during sample handling and LC-MS, analyzes the studied protein in 
which all backbone amide hydrogens have been exchanged for deuterium.89 From this the 
maximal deuteration level practically achievable by HXMS can be determined for each 
peptide. This is often crucial when directly comparing the data against theoretically 
calculated exchange values, especially when studying, which parts of a molecule are 
involved in secondary structures. 
Following the quenching, further sample analysis usually involves fast protein 
digestion into peptides – often employing a small flow-through column with immobilized 
protease to increase the effectivity of proteolysis and limit the time necessary for 
digestion.104 Following the digestion, sample is online desalted and separated by a liquid 
chromatography (LC) coupled to an ESI source of a mass spectrometer. Mass increase 
caused by deuteration is then monitored for individual peptides by MS analysis. Measured 
deuterium content in the peptides is in the end plotted against labeling time to construct 
deuterium uptake plots, based on which the behavior of proteins under different conditions 
(e.g. active / inactive, alone / with ligand) is compared.  
As dictated by the low pH quench conditions necessary to minimize deuterium back-
exchange, sample proteolysis cannot be carried out by specific proteases such as trypsin, 
which are commonly used in MS-based proteomic experiments. Therefore, aspartic 
proteases which have their pH optima in strongly acidic pH are employed instead. The 
most commonly used protease is porcine pepsin. However, pepsin and pepsin-like 
proteases do not have well defined cleavage specificities. On one hand this is beneficial, as 





enable monitoring of H/D exchange with higher spatial resolution. On the other hand this 
means that it is impossible to predict the cleavage sites in the analyzed protein. It is 
therefore necessary to first subject its digest by the utilized protease to an LC-MS/MS 
analysis. This is done in order to identify what peptides the protease produces and what 
signals to search for in LC-MS analyses of deuterium uptake. 
 
1.4.4. Increasing spatial resolution of HXMS 
From the overall scheme of HXMS experimental setup it is obvious that the length of 
peptides produced by proteolysis is the key factor, which determines the spatial resolution 
of HXMS. The shorter the analyzed peptides, the bigger the precision in localizing 
structural changes in a protein detected through H/D exchange behavior. Some analyte 
proteins, however, do not provide sufficiently short peptides in digestion or cannot be 
completely digested by porcine pepsin at all. In such cases there are two approaches to 
increasing the spatial resolution of HXMS. 
First, gas-phase fragmentation MS/MS techniques may be used to (a) fragment the 
intact deuterated protein or (b) to fragment the peptides produced by proteolysis. Direct 
top-down HDX-MS/MS has been successful for some small proteins105,106, even though for 
large disulfide bond stabilized proteins its usefulness is only limited107. So-called middle-
down approach, where only protease-produced peptides get fragmented in the gas phase 
has shown great promise, providing almost single-residue monitoring of deuterium 
uptake.100,108–110 The most important analytical consideration of gas phase fragmentation 
HXMS approaches is the use of electron-based fragmentation techniques such as ETD 
(electron transfer dissociation) or ECD (electron capture dissociation) to prevent deuterium 
atoms from scrambling (changing positions in a peptide) during the fragmentation.111 
However, not all mass spectrometers support these fragmentation techniques. Moreover, 
both ETD and ECD require at least triply charged peptides for optimal fragmentation and 
some peptides also do not fragment well. Therefore, despite their undisputed powers, it is 
necessary to not only depend on fragmentation techniques and to actively seek in parallel 
other means of increasing HXMS spatial resolution. 
Second, aspartic proteases other than the gold standard porcine pepsin can be used to 
optimize the digestion and provide shorter peptides for analysis. Short overlapping 
peptides are beneficial for HXMS as computational approaches can then be used to 





resolution.112,113 Although all pepsin-like aspartic proteases have somewhat similar broad 
cleavage preferences, the exact cleavage sites in a specific protein often vary between 
individual proteases. Therefore, several alternative proteases have so far been tried for 
HXMS-compatible digestion in the place of the most commonly used porcine pepsin. 
These included aspergillopepsin (protease XIII from Aspergillus saitoi) and rhizopuspepsin 
(protease XVIII) from  Rhizopus chinensis.114,115 Both were shown to be complementary to 
pepsin as they showed higher preference for cleavage after basic amino acid residues.116,117 
Other, more exotic sources of acidic proteases were investigated as well – including 
plasmepsin118, pepsins from Antarctic rock cod119 and pepsin from rice field eel120. 
However, these did not find much use in HXMS, probably due to their inconvenient 
sourcing. 
Most recent addition to the HXMS protease 
portfolio is represented by acidic digestive fluid 
from carnivorous plants of genus Nepenthes121 
(Figure 8) These fluids exhibit interesting 
behavior, namely their high activity and unique 
cleavage preferences. In addition to typical pepsin-
like nonspecific cleavage, proteolytic activity of 
pitcher fluids also exhibited strong preference to 
cleave after basic amino acids and uniquely after 
proline.121 Since the discovery of proteolytic 
activity of Nepenthes pitcher fluids back in 1874, 
much controversy remained to the origin of this 
activity – whether it originated form microbial 
contamination or from proteases produced by the 
plants themselves.122,123 It has since been discovered that pitcher plants indeed produce into 
their traps at least two proteases nepenthesins-1 and 2.124,125 These were identified to be 
aspartic proteases, but interestingly showed unique tolerance to high pH values and in the 
case of nepenthesin-1 low stability in denaturing agents, completely unlike porcine 
pepsin.126,127 Due to the unique cleavage preferences of pitcher fluids and interesting 
enzymatic properties of nepenthesins, we set out to study these in more detail with the aim 
to produce them recombinantly, characterize them and ultimately to test them for the use in 
HXMS digestion setup.   
 
Figure 8: Nepenthes sp. pitcher plant. 
One of plants in a greenhouse of Prague 






1.5. Cellobiose dehydrogenase enzymatic system 
One protein system, which is due to its heterogeneity, high flexibility and 
conformational dynamics challenging to study using structural biology approaches is 
cellobiose dehydrogenase (CDH). In this thesis, CDH is used to demonstrate how 
integrative structural MS can be used to complement X-ray crystallography and study this 
enzyme’s dynamics in solution. 
CDH - cellobiose:(acceptor) 1-oxidoreductase, E.C. 1.1.99.18 - is the only known 
extracellular flavocytochrome. It is produced by a number of wood-degrading and 
phytopathogenic fungi from the Basidiomycota and Ascomycota phyla, which utilize CDH 
for lignocellulose degradation.128 The enzyme is also highly relevant in the field of 
biotechnology as it forms a component of promising third generation biosensors and 
biofuel cells based on direct electron transfer.129,130 Additionally, CDH is a crucial enzyme 
in the process of cellulose depolymerization to shorter saccharides that are foreseen as a 
potential source of renewable energy in place of fossil-based fuels.131 
From a structural point of view, CDH is a monomeric enzyme consisting of two 
domains joined by a flexible linker region. The larger dehydrogenase (DH) domain carries 
FAD as a cofactor while the smaller cytochrome (CYT) domain contains a heme b. During 
its catalytic cycle (Figure 9) cellobiose dehydrogenase oxidizes β-D-cellobiose to 
δ-cellobionolactone.132 Electrons obtained at FAD by the reaction are then due to redox 
 
 
Figure 9: CDH / LPMO cellulolytic system. Electrons obtained by the oxidation of cellobiose are 
transferred between FAD (yellow) and heme (magenta) cofactors in CDH via a direct electron transfer 
mechanism. They subsequently end up on terminal acceptor - polysaccharide monooxygenase, which 
fragments cellulose chains. For the electron transfer a temporary close contact between the cofactors is 





potential difference delivered to heme b in the CYT domain. From the heme cofactor, the 
electrons are finally channeled to a terminal electron acceptor, which can be either a small 
molecule or a protein partner such as lytic polysaccharide monooxygenase (LPMO).133 For 
such electron flow to proceed, the key reaction is the interdomain electron transfer (IET) 
between FAD and heme within the CDH molecule. This transfer occurs in CDHs 
spontaneously only under acidic solution conditions. Dependence of the IET on the pH has 
been observed since early studies.134 While both FAD and heme are reduced rapidly at 
slightly acidic pH in the presence of cellobiose, at neutral pH only FAD reduction is fast, 
while the IET and heme reduction is extremely slow.134,135 Moreover, it has also recently 
been found that the presence of divalent cations in mM concentrations can induce enzyme 
activity even at pH 7.5, where it is otherwise completely inactive.136,137 Based on these 
observations a theory of CDH functioning was proposed, in which the close contact of the 
two domains is necessary for the electrons to be transferred directly between the cofactors. 
Physical separation of CDH domains on the other hand prevents the IET and stops the 
enzyme’s functioning.138  
Detailed knowledge of the structure and dynamics of CDH is a prerequisite to 
improve its biotechnological potential and to tailor its enzymatic properties. Most likely 
due to its dynamic nature and high degree of post-translational modification, the only 
known high resolution structures for CDH were until recently derived from isolated 
dehydrogenase139 and cytochrome140 domains from Phanerochaete chrysosporium. Until 
recently, these structures thus served as a modelling template for the full length protein. 
However, in 2015 a breakthrough paper describing high-resolution X-ray structures of two 
conformations of CDH was published after more than a decade of attempts to crystallize 
the enzyme. The study characterized two different full-length CDH molecules (proteins 
originating from Myriococcum thermophilum - MtCDH and Neurospora crassa - 
NcCDH).141 Crystals were obtained from pH~6.5, which is for NcCDH close to its pH 
optimum while for MtCDH this is an intermediate value between its most active and 
inactive form.137 Interestingly, the enzymes crystallized in different conformations, each 
representing one conformational state predicted to occur during pH mediated inter-domain 
cross-talk in CDH. The static pictures of X-ray structures were further complemented by 
small angle X-ray scattering data, which allowed estimating the representation of different 
conformers occurring in the system. This analysis showed that both the closed and open 





simultaneously present among other conformers.141 Finally, molecular modelling and 
domain docking approaches suggested that the molecular mechanism preventing the 
domain interaction and IET at neutral pH is the repulsion of negative charge patches at the 
domain-domain interface.137 
In order to structurally validate the theory of domain charge repulsion and to better 
understand the mechanisms involved in controlling the IET, we focused our structural MS 
studies presented in this thesis on determining what effects the pH and divalent cations 
have on the conformation and conformational dynamics of CDH in solution. For this, we 
selected MtCDH, which was successfully crystallized in its closed (IET-capable) form141, 
as a suitable model system.  




2. AIMS OF THE THESIS 
 
The overall aims of this Ph.D. dissertation were to (1) contribute to ongoing 
development of novel tools for hydrogen / deuterium exchange mass spectrometry and (2) 
to apply structural MS techniques to study conformational dynamics of cellobiose 
dehydrogenase in solution. 
 
The specific goals then were: 
 To characterize the enzymatic behavior of recombinantly expressed aspartic 
protease nepenthesin-1 in solution. 
 
 To immobilize nepenthesin-1 onto perfusion resin and test its usability in an 
HXMS-compatible online digestion setup. 
 
 To study the conformational dynamics of cellobiose dehydrogenase in 
solution using structural mass spectrometry techniques with main focus on 
elucidating the mechanism of its ion- and pH-mediated regulation. 
 
 To contribute to the development of novel computational tools for processing 








The research papers included in this Ph.D. thesis provide a detailed description of all 
methods and experimental procedures used together with details necessary for the 
reproduction of the presented results. Therefore, this chapter only lists experimental 
techniques used throughout the thesis. 
 
List of used research methods: 
 Protein sample preparation for MS analyses 
 Non-denaturing enzymatic deglycosylation 
 UV/VIS spectrophotometric determination of aspartic protease activity 
 Enzyme immobilization 
 MS-based analysis of protein primary structure and post-translational modifications 
(MALDI-TOF, ESI-FTICR directly or in LC-MS and LC-MS/MS setup) 
 Hydrogen / deuterium exchange coupled to mass spectrometry 
 Native mass spectrometry with ion mobility (ESI-qTOF) 
 Protein homology modeling 
 Protein surface electrostatics computational simulations 
  




4. RESULTS AND DISCUSSION 
The aims of this thesis involved both HXMS method development as well as the 
application of this structural MS technique in an integrative structural biology approach to 
address questions involving protein conformational dynamics in solution. Therefore the 
first part of the results section will discuss the development of a novel aspartic protease 
nepenthesin-1 as a potential addition to the portfolio of HXMS proteolytic enzymes. In the 
second part, nepenthesin-1 will be used during the analyses of cellobiose dehydrogenase 
cellulolytic enzyme, which were performed in order to explain the mechanisms underlying 
its regulation in solution. 
 
4.1. Developing aspartic protease nepenthesin-1 as a tool for HXMS 
One of the factors limiting the spatial resolution of HXMS structural studies of 
proteins is the efficiency of protein digestion (see section 1.4.4). If short peptides with 
many overlaps can be generated, it is ultimately possible to achieve almost single residue 
resolution in localizing the deuterium uptake and structural changes in the studied protein 
molecule.112,113 For this reason, proteases complementary to the most commonly used 
porcine pepsin may be utilized.114 Recent work described the use of pitcher fluid from 
carnivorous plants of genus Nepenthes as a viable approach to achieve better spatial 
resolution of HXMS.121 In spite of this, pitcher fluids are not very convenient for routine 
uses and also their enzymatic composition cannot be guaranteed to be stable. Moreover, 
the low amounts of proteases present in the pitcher fluid together with their glycosylation 
prevented their efficient immobilization for online HXMS-compatible digestion using a 
protease column. (M. Rey – personal communication) 
Therefore, the interesting properties of pitcher fluids prompted us to recombinantly 
prepare and study nepenthesin-1 – the major protease present in Nepenthes pitcher fluid. 
 
4.1.1. Recombinant expression and characterization of nepenthesin-1 
Results in this section were included in the attached paper I – Kadek, A. et al. 
Expression and characterization of plant aspartic protease nepenthesin-1 from Nepenthes 
gracilis. Protein Expr. Purif. 95, 121–128 (2014). 
Recombinant expression protocol for nepenthesin-1 (Nep-1) from Nepenthes gracilis 
was developed in our laboratory by Dr. Hynek Mrázek and consisted of gene expression in 
E. coli cells followed by in vitro renaturation of Nep-1 from inclusion bodies according to 




a modified protocol of Flentke.142 It consisted of gradual lowering of pH and denaturant 
concentration by dialysis. After the final acidification to pH 2.5 the solution contained 
nearly pure Nep-1 as contaminants either precipitated upon acidification or were digested 
by the active protease. Yield of active rNep-1 was usually within 30-60 mg per liter of the 
production culture, which was much more than the reported 1.8 mg of naturally occurring 
Nep-1 isolated from approximately 30 litres of pitcher fluid.143 Protease used in the 
following work for enzymatic characterization and immobilization was produced by 
undergraduate students Vyacheslav Tretyachenko and Jan Kukla. 
Following the protein production, sequential identity of Nep-1 was confirmed by 
enzymatic and CNBr digestion followed by LC-MS and LC-MS/MS analyses. SDS-PAGE 
and MALDI-TOF analyses were used to monitor its autoactivation upon solution 
acidification as well as to confirm its ability to digest other proteins. The mechanism of 
autoactivation was shown by MALDI MS to involve the cleavage of Nep-1 propeptide, 
which proceeded sequentially from protein N-terminus. First, a slightly longer form (75-
437) is formed quickly, which is further processed to the theoretically expected mature 
polypeptide (79-437) in the range of hours. The results were in agreement with the 
previously published partial N-terminal sequence of nepenthesin-1 obtained by Edman 
sequencing of protein purified from pitchers of N. distillatoria.143 
Upon confirmation of Nep-1 identity and functionality, enzymatic properties of the 
mature protease were then studied in solution by spectrophotometric activity assays. The 
behavior of rNep-1 was compared with porcine pepsin and with results published for 
nepenthesin-1 isolated from pitcher fluid.127,143 For this a modified version of the activity 
assay developed in 1938 by Anson144 was used. It was based on incubating bovine 
hemoglobin with the tested protease at pH 2.5 and 37°C, followed by precipitation of 
undigested protein by trichloroacetic acid. Enzymatic activity was then derived from UV 
spectrophotometric absorbance measurements at 280 nm, which measured the amount of 
TCA-soluble peptides released into solution by proteolysis. 
Recombinantly produced nepenthesin-1 showed characteristics very similar to its 
naturally occurring form isolated from plants. The only difference was lower stability of 
recombinant protein at high temperatures. This was probably caused by missing 
glycosylation, which is not present in protein expressed in bacteria, but seems to stabilize 
naturally occurring enzyme in plants.143 However, this did not compromise the proteolytic 
activity of the enzyme. Comparison of enzymatic properties between rNep-1 and porcine 




pepsin provided more interesting results. Optimal pH for the activity of both proteases was 
found in strongly acidic solutions around pH 2.0, whereas at pH > 4 both enzymes were 
virtually inactive. Interestingly, rNep-1 was found to be very stable in basic pH during long 
term stability assays. Even after 30 days at pH 8.0 it retained close to 75% of its activity. 
Such behavior is in striking contrast with porcine pepsin, which becomes rapidly 
irreversibly denatured even after short exposure to pH above 6. 
Finally, recombinant Nep-1 demonstrated its typical feature127 – high sensitivity to 
denaturing agents in solution. (Figure 10) In the presence of guanidine, Nep-1 rapidly lost 
its activity. This became even more pronounced when reducing agents such as 
tris-(2-carboxyethyl)phosphine (TCEP) were added into solution. This pointed at the 
presence of disulfide bonds in the Nep-1 molecule and proved their necessity for the 
stabilization and activity of the protease. Such behavior was in contrast to porcine pepsin, 
which could withstand even high concentrations of both the denaturing agents and also the 
addition of TCEP did not seem to have any significant effect on its stability. 
This observation might be discussed in the context of numbers and locations of 
disulfide bonds involved in the stabilization of each of the two proteases. Nepenthesins are 
 
Figure 10: High sensitivity of rNep-1 to denaturing and reducing agents in solution. Proteolytic 
activity towards hemoglobin measured at 37 °C and pH 2.4 in the presence of guanidine (A) and urea (B) 
alone or in combination with 100 mM TCEP (C, D). Values are means of independent replicates with 
standard deviations. For comparison, porcine pepsin data are plotted as well, while relative activities 
(normalized individually for each of the enzymes) are shown. 




supposed to contain more disulfide bonds in the N-terminal lobe of the protein (five 
disulfides versus one for nepenthesin and porcine pepsin respectively).127 It has also been 
shown that the thermal denaturation of pepsin starts by melting of this N-terminal lobe, 
followed by structural rearrangements of the rest of the molecule.145 Provided that 
nepenthesin unfolds along a similar pathway starting with the N-terminal domain, its 
higher dependence on the disulfide stabilization can explain the more severe effects of 
reduction on its function.127 
 
4.1.2. Immobilization of recombinant nepenthesin-1 for HXMS online digestion 
Results in this section were included in the attached paper II – Kadek, A. et al. 
Aspartic protease nepenthesin-1 as a tool for digestion in hydrogen/deuterium exchange 
mass spectrometry. Anal. Chem. 86, 4287–94 (2014). 
Large amounts of active Nep-1 protease available through recombinant expression 
together with the interesting reported cleavage properties of Nepenthes pitcher fluids121 
prompted us to test the suitability of recombinant Nep-1 for HXMS workflow. During 
bottom-up HXMS analyses it is beneficial to use protease immobilized onto resin and 
filled into small protease columns.104 This “online” digestion has many advantages over 
the digestion by protease added into solution. First and foremost, it increases digestion 
efficiency by enhancing the local protease/substrate ratio. As the protease is immobilized, 
it is less liable to autolysis and does not produce autolytic peptides, which would otherwise 
elevate analytical background in LC-MS.104 Also, online digestion is better suited for 
robotics-based automated HXMS analyses by eliminating additional pipetting and mixing 
steps. Finally, as the immobilization of an enzyme to resin usually increases its stability, 
the prepared immobilized protease column can be used repeatedly without deterioration of 
its enzymatic activity. 
Therefore, we followed a protocol previously used for porcine pepsin to immobilize 
recombinantly prepared Nep-1 onto perfusion resin.104 We used commercially available 
POROS-20AL resin, which has 20 μm porous particles functionalized on their surface by 
aldehyde groups. Onto these groups activated Nep-1 molecules were attached via one of 
their two primary amines. The resulting Schiff base was then softly reduced by 
cyanoborohydride to form a stable –CH–NH– linkage. In the protease coupling step 
previously characterized pH stability of Nep-1 was utilized as it allowed performing the 
coupling reaction in pH 7.0. At this pH the reaction proceeds much more effectively than 




at pH 5.0, which must be used for porcine pepsin. Resin with the attached protease was 
then filled into a 2×20 mm column, which could then be coupled to an online HXMS 
experimental setup. 
We tested the activity of the Nep-1 column and showed that it digests proteins 
efficiently under HXMS-compatible conditions (pH 2.5, 0°C). Nevertheless, as some 
protein structures are very compact and not accessible to protease digestion without 
denaturation and/or reduction, digestion under such harsh conditions is essential to render 
these proteins amenable to H/D exchange studies. However, Nep-1 has been shown to not 
function in solution under denaturing conditions.127,146 Therefore, we needed to test 
whether the immobilization influenced this behavior of nepenthesin.  
To study in detail the cleavage behavior of Nep-1 under HXMS conditions, we 
employed a test based on LC-MS/MS mass spectrometric monitoring of horse myoglobin 
digestion by pepsin or nepenthesin in a pH 2.5 buffer alone or in the presence of 
2 M guanidine with 0.4 M TCEP. To clearly identify the effect of these conditions on the 
protease we selected a model substrate protein – myoglobin, which does not require 
denaturation or reduction for proper 
digestion. Thus, it allowed us to 
observe the effect of the denaturing 
conditions on the protease action. To 
obtain a reference point, myoglobin 
was first digested under the tested 
conditions by non-immobilized 
nepenthesin-1 and porcine pepsin in 
solution. Resulting LC-MS/MS 
chromatographic traces clearly 
corroborated our previous findings 
that pepsin digestion is not affected 
much by the denaturing and reducing 
conditions. (Figure 11 - A, B) On the 
other hand the activity loss observed 
for nepenthesin-1 was dramatic 
(Figure 11 - C, D). 
 
Figure 11: Effect of denaturants on in-solution 
digestion of myoglobin by porcine pepsin and rNep-1. 
Horse myoglobin was digested in solution by pepsin A 
(A, B) or rNep-1 (C, D) either in glycine buffer pH 2.3 
(A, C) or in the same buffer supplemented with 2 M 
Gnd and 0.4 M TCEP (B, D). Samples were analyzed 
by LC-MS/MS – normalized base-peak chromatograms 
were plotted to visualize the impact of denaturing and 
reducing agents on each protease. 




We then proceeded with analyses of the online digestion using the columns filled 
with immobilized proteases. Here, the immobilization resulted in a striking difference as 
the digestion by nepenthesin was maintained even in the presence of denaturants, albeit 
with some differences apparent in the chromatogram. (Figure 12 - E, F) These were 
apparent as a chromatogram shift towards higher retention times meaning that larger 
peptides were produced (e.g. peptide 19-29 vs. 12-40). Porcine pepsin was affected as well, 
although to a smaller extent. (Figure 12 - A, B) Importantly, the protein sequence 
coverage was preserved under all conditions tested, albeit under denaturing conditions it 
was accomplished with slightly longer peptides. With this in mind, it is important to note 
that the changes to the cleavage pattern of immobilized enzymes were shown to be 
reversible (original activity was restored upon removal of denaturing conditions). When, 
after analyzing myoglobin under denaturing conditions, we injected the next sample, 
consisting of myoglobin in the glycine buffer alone, the resulting digests for both proteases 
(Figure 12 - C, G) were similar to digests before denaturant injection (Figure 12 - A, E). 
Moreover, we tested the stability of Nep-1 column by 40 injections of buffer containing 
3M guanidine and 0.4M TCEP, which was once again followed by the analysis of 
myoglobin alone. The chromatogram showed (Figure 12 - H) that the column easily 
withstood this treatment and its activity was virtually unperturbed. A precise mechanism 
for the observed protease stabilization by immobilization is not yet definitely known but is 
supposed to be the result of multiple effects including limited conformational flexibility of 
 
Figure 12: Effect of denaturing and reducing conditions on on-line digestion on columns with 
immobilized pepsin (A-D) and immobilized rNep-1 (E-H). Myoglobin was analyzed by LC-MS/MS after 
online digestion in glycine buffer (A, E), in the same buffer with 2 M Gnd, 0.4 M TCEP (B, F), in glycine 
buffer after denaturing/reducing run (C, G) and in glycine buffer after 40 injections of 3 M Gnd, 0.4 M 
TCEP (D, H). The arrows point on example peptide which is present in normal digest (19-29) only and on 
longer peptide covering this region (12-40) in denaturing/reducing digest. 





Figure 13: Plots summarizing cleavage preferences after 
(A) – position P1, and before (B) – position P1’, 
individual amino acids. Digestion of 8 model proteins 
was done using immobilized pepsin A (blue), immobilized 
rNep-1 (red) and pitcher fluid (green). Significant 
differences in P1 preferences (K, R, H, P) are highlighted. 
the immobilized protein.147–149 We also assume that one of the main factors involved in our 
case is, among other effects, the short time during which the protease is in contact with the 
quenched sample buffer. In the case of immobilized proteases the online digestion 
typically only takes around 40 seconds, whereas the in solution digestion normally lasts 
several minutes.  
Further, we used both pepsin 
and Nep-1 columns to digest a panel 
of “real-world” protein substrates, 
which had been previously studied in 
our laboratory. For comparison, we 
digested the same proteins in solution 
by concentrated pitcher fluids isolated 
from Nepenthes plants as described 
by Rey et al.121 Generated peptides 
(more than 1300 for each protease) 
were identified by LC-MS/MS and 
processed by an in-house developed 
script to identify all the unique 
cleavage sites for the proteases. The 
data were statistically normalized 
according to Keil150 for the 
occurrence of individual amino acids 
in the sequences of the substrates and 
were used to construct plots 
summarizing the cleavage preferences 
of the used proteases. (Figure 13) 
All the proteases or protease 
columns exhibited somewhat similar preferences for the substrate in P1′ position with no 
apparent differences present (panel B). Although, this was not the case for P1 position 
(panel A). Here, although generally similar in behavior to porcine pepsin, immobilized 
rNep-1 showed lower preferences to cleave after phenylalanine and glutamic acid. 
Moreover, a huge drop in cleavage C-terminal to tryptophan was observed, which 
contrasted nicely with pepsin. On the other hand, both immobilized rNep-1 and pitcher 




fluid cleaved extremely efficiently after all three basic residues, lysine, arginine and 
histidine. This cleavage pattern was consistent with behavior reported previously for the 
pitcher fluid.121 The only striking difference, which we have observed when comparing 
cleavage preferences of rNep-1 with those of the pitcher fluid obtained by both us and by 
Rey et al.121, was the missing cleavage activity C-terminal to proline residues. The exact 
reason for this behavior remained elusive at the time, although we later in collaboration 
with the group of Prof. David Schriemer ruled out nepenthesin-2 as the source of this 
activity151 and attributed it instead to a newly discovered prolyl endopeptidase, which was 
named neprosin152. 
Overall, the immobilization protocol for nepenthesin-1 enabled us to use it in an 
HXMS online digestion. It also dramatically increased the tolerance of the enzyme to 
denaturing and reducing agents. Most importantly, by having cleavage preferences 
different from porcine pepsin, immobilized Nep-1 has shown promise as a tool to increase 
the digestion efficiency of proteins in HXMS and thus to increase the spatial resolution of 
the method. 
 
4.2. Structural MS studies of CDH conformational dynamics 
Results in this section were included in the attached paper III – Kadek, A. et al. 
Structural insight into the calcium ion modulated interdomain electron transfer in 
cellobiose dehydrogenase. FEBS Lett. 589, 1194–1199 (2015) as well as in the manuscript 
of paper IV – Kadek, A. et al. Interdomain electron transfer in cellobiose dehydrogenase is 
governed by surface electrostatics. - submitted. 
Cellobiose dehydrogenase is a key enzymatic system involved in cellulose 
depolymerization in nature.133 Additionally, it is being studied extensively by 
biotechnologists with the aim to harness its enzymatic activity for the construction of 
biosensors and fuel cells.129,130 During its enzymatic cycle, CDH oxidizes mono- and 
disaccharides to lactones. Electrons obtained from this reaction are then channeled by 
CDH to a terminal electron acceptor.133 However, for this process to occur, electrons first 
need to be internally transferred between FAD and heme cofactors in its two domains. This 
is supposed to occur through a direct interdomain electron transfer, for which the CDH 
domains need to get into close contact.138 The IET has been described to be modulated by 
both pH and divalent cations in solution134,136,137 and the process has been supposed to 
involve dynamic protein motions. As the CDH enzyme is quite large and at the same time 





Figure 14: Optimization of HXMS-compatible digestion conditions of MtCDH. Three different digestion 
conditions are compared: (A) - native MtCDH; (B) – MtCDH after reduction and deglycosylation; (C) – 
deglycosylated protein subjected to reduction and digestion in 3 M guanidine. Regions covered under 
individual conditions are shown in red. Green highlights sites where a flexible linker connects the two 
domains. The orientation of the domains is purely schematic and does not reflect their natural position. 
Sequence coverage for the individual conditions for each domain separately as well as for the whole 
protein is shown below. 
very flexible, the studies of its function in solution proved to be challenging. Therefore, 
this motivated us to employ structural MS techniques to study CDH’s conformational 
dynamics with the aim to experimentally explain the mechanisms underlying its 
functioning and modulation of its activity. 
 
4.2.1. Optimization of HXMS conditions for CDH analyses 
In order to provide insight into the conformational dynamics of CDH in solution, 
HXMS was selected as a suitable structural approach. However, experimental conditions 
of the method needed to be optimized to provide us with as much detail in structural data 
as possible. We started by tuning the process of MtCDH enzymatic digestion since 
proteolysis is the key factor determining the spatial resolution of HXMS. 
For this, MtCDH was digested under various HXMS-compatible conditions (pH 2.5, 
0°C), while the resulting peptides were analyzed using LC-MS/MS. (Figure 14)  
In paper III we showed that when it was digested by immobilized porcine pepsin in 




glycine buffer pH 2.5 alone, the identified peptides covered only about 42% of the whole 
protein and no coverage was obtained for the CYT domain whatsoever. (Figure 14a, p. 42) 
It then became obvious that post-translational modifications are present in the molecule 
and hamper its analysis. Therefore, we used Endo Hf endoglycosidase to remove N-linked 
glycans from the MtCDH molecule, while preserving the proximal N-acetylhexosamine 
attached to the molecule. This was deliberately chosen in order to not perturb the amino 
acid structure of MtCDH and the distribution of charge on its surface. This would happen if 
the glycans were removed completely and asparagines were thus converted to aspartates 
(e.g. by the action of PNGase F glycosidase). For the Endo Hf deglycosylation, we utilized 
non-denaturing conditions, so that the enzymatic activity of CDH was not compromised.153 
The non-denaturing nature of the deglycosylation process was later confirmed 
experimentally, as our HXMS analyses comparing the N-deglycosylated and fully 
glycosylated enzyme showed no significant structural changes in MtCDH molecule. 
(paper IV) Following the deglycosylation we once again digested MtCDH under HXMS 
conditions, but this time also in the presence of reducing agent TCEP, as we suspected 
disulfide bonds to be present in the CDH molecule. This led to partial increase in its 
sequence coverage, but still, the digestion efficiency of the tightly folded CYT domain was 
insufficient. (Figure 14b, p. 42) In the end, quenching buffer resulting in a final 
concentration of 3 M guanidine with 0.45 M TCEP was needed to achieve almost complete 
peptide coverage of MtCDH. (Figure 14c, p. 42) The only region we missed was the 
flexible interdomain linker, where we identified O-glycosylation at multiple sites. This 
then prevented the identification of peptides produced by non-specific proteolysis. 
Regardless, the overall sequence coverage of 93% already provided a very solid base for 
HXMS structural studies.  
Later, as we prepared immobilized recombinant nepenthesin-1 and rhizopuspepsin 
for the use in HXMS, we tested their efficiency in CDH digestion under the denaturing 
conditions identified with porcine pepsin. In paper IV we demonstrated that the best 
results were obtained with combined digestion utilizing sequentially coupled nepenthesin 
and rhizopuspepsin (Rpn) protease columns. Cleavage sites partially complementary to 
those provided by porcine pepsin resulted in more efficient digestion of MtCDH with more 
peptide overlaps and generally shorter produced fragments. The practical benefit of this 
can be demonstrated on the example of the ultimate N-terminus of CYT domain. There 





Figure 15: Alternative aspartic proteases increase the spatial resolution of HXMS. (a) Peptide mapping 
of the ultimate N-terminus of MtCDH. Individual peptides are drawn as blue bars (immobilized pepsin - 
Pep) and red bars (combined digestion by immobilized nepenthesin-1 – Nep-1 and rhizopuspepsin - Rpn). 
The additional cleavage sites enabled more precise localization of deuteration changes at the N-terminus 
of CYT domain (red and orange regions) with the combined irNep-1+irRpn digestion (c) compared to 
porcine pepsin (b). 
deuteration changes identified by HXMS could only be localized into two rather long 
peptides (orange and red color) when porcine pepsin was used (Figure 15b). However, the 
complementary cleavage sites introduced by Nep-1 and Rpn allowed us to localize the 
deuteration differences more precisely to the two loops in the structure (Figure 15c). 
In conclusion of this section, HXMS-compatible proteolysis conditions were 
optimized for MtCDH, which provided reasonable spatial resolution and enabled analyzing 
the behavior of almost all the regions in the studied protein. The immobilization of Nep-1 
here proved to be critical. It enabled the use of Nep-1 for the digestion of CDH, which 
probably due to its very stable β-fold and seven disulfide bonds in its molecule necessitated 
the use of harsh denaturing conditions during the quenching of H/D exchange reaction. 
Furthermore, together with Dr. Petr Man and Dr. Daniel Kavan, who wrote the computer 
code, we designed, beta-tested and have been actively developing a novel software tool 
DeutEx for dealing with raw HXMS data. (as yet unpublished, but with a demonstration 
video available at http://ms.biomed.cas.cz/SWD/DeutExCDH.wmv) It enabled rapid 
processing of large dataset with the possibility to manually validate all peak assignments in 




an interactive graphical user interface. Also it provided means to easily correct for the 
influence of pH or other factors. Overall, the software led to much faster and less 
ambiguous HXMS workflow than previously utilized script-based or manual approach154. 
This development later proved invaluable for dealing with complex CDH datasets. 
 
4.2.2. Mechanism of CDH modulation by pH and cations studied by HXMS 
New software tools and optimized experimental procedures for HXMS analyses of 
MtCDH allowed us to study the mechanisms of its modulation in solution. In paper III we 
focused on the recently described activation of MtCDH in slightly alkaline pH by the 
presence of divalent cations.137 We approached this by analyzing the protein in solution at 
pH 7.4 alone or in the presence of 30 mM calcium cations. For comparison, we also tested 
calcium-free conditions, where the exactly same ionic strength was instead set by 
potassium ions or chelating agent EDTA anions. Structural changes observed on both CYT 
(Figure 16) and DH (Figure 17, p. 46) domains were localized around the proposed 
interdomain interface in the enzyme and could be distinguished into two categories. 
 
Figure 16: Influence of calcium ions on the MtCDH cytochrome domain at pH 7.4. A) HXMS results 
(below) visualized as colored regions on the homology model of CYT domain. The heme b cofactor is 
shown in magenta. Observed changes can be attributed mainly to the ionic strength itself (blue colors), to 
the presence of divalent calcium ions (red colors) or to the combination of the two factors (44-50, 80-90 
or 171-183; coloring according to the more prominent component). B) Calculated surface electrostatics 
at pH 7.4 - colored as a gradient from red to blue (-4 to +4 kT/e, respectively). Patches of negative 
charge correlate with regions of calcium interaction identified by the HXMS. Domain size is not to scale 
with DH domain in Figure 17, p. 46. 





Figure 17: Influence of calcium ions on the MtCDH dehydrogenase domain at pH 7.4. A) HXMS 
results (below) visualized as colored regions on the homology model of DH domain. Part of the cellobiose 
molecule is visible in the substrate entry channel close to the buried FAD cofactor. Observed changes can 
be attributed mainly to the ionic strength itself (blue colors; region 294-308), to the presence of divalent 
calcium ions (red colors; 257-285 or 422-433) or to the combination of the two factors (e.g. 638-653; 
coloring according to the more prominent component). B) Calculated surface electrostatics at pH 7.4 - 
colored as a gradient from red to blue (-4 to +4 kT/e, respectively). Patches of negative charge correlate 
with regions of calcium interaction identified by the HXMS. 
In some parts of the protein, changes were mostly caused by ionic strength (blue regions), 
while in others calcium ions caused even stronger effect than the ionic strength alone (red). 
Comparing these regions with protein surface electrostatics simulations calculated by 
Adaptive Poisson-Boltzmann Solver algorithm155,156, we noticed that regions of increased 
calcium influence collocalized well with patches of negative charge on the surfaces of 
MtCDH domains. This confirmed a role of divalent cations in shielding these to enable 
domain contacting and thus experimentally validated previous mechanism predictions 
based on molecular docking approaches.137 




In paper IV we observed similar high importance of negatively charged regions 
when studying the modulation of CDH activity by pH. Using HXMS we compared 
MtCDH at pH 5.4, where the enzyme is close to its pH optimum and pH 7.4, where it is 
completely inactive.137,157,158 In this analysis, we again observed that the regions perturbed 
by the change in pH were mostly localized close around the domain interface. (Figure 18, 
p. 48) The difference in deuteration behavior can for these experiments be observed in the 
overlapping regions of HXMS curves, as in this case the curves for pH 5.4 and 7.4 
conditions are offset. This is in order to correct for the intrinsic effect of pH on the 
deuteration rate. As at higher pH the exchange is faster by a factor of 10ΔpD, the difference 
of 2 pH units results in one curve being offset by a factor of 100 on the logarithmic time 
axis. Similarly as with the calcium ion modulation, we correlated the HXMS data with 
surface electrostatics simulations of the protein in solution at the two studied pH values. 
This led to the observation that the most pronounced HXMS changes are in regions, where 
negative charge on protein surface gets neutralized when the solution is acidified. 
Furthermore, we repeated the experiment working with the two separated MtCDH domains 
and it was shown that the individual CYT and DH domains behaved virtually identically as 
the full-length protein. Therefore, we concluded that the changes observed by HXMS at 
the two different pH values were not in fact caused by the interaction of the two CDH 
domains at the lower pH, but were rather caused by the neutralization of charge due to 
protonation. 
Together, our results from both the ion modulation (paper III) and pH regulation 
(paper IV) experiments thus provided direct structurally localized experimental support 
for the theory of charge repulsion in CDH. According to this theory the electrostatic 
repulsion between domains at higher pH prevents their contacting and successful IET.137,138 
According to HXMS data, divalent cations can shield and/or bridge the patches of negative 
charge and enable the domain contacting even at slightly alkaline pH. Alternatively, when 
the pH of solution is lowered, the charge around the edge of domain interface on DH gets 
neutralized by protonation. Both these mechanisms ultimately enable the IET between 
domains and CDH functioning. 
  





Figure 18: HXMS detected changes at the MtCDH interdomain interface between pH 5.4 (active) and 
7.4 (inactive). (a) DH domain with the most intense changes around the cusp of FAD cavity. Some 
perturbance was also seen for the fungal carbohydrate binding module (shown in teal color). (b) CYT 
domain with strongest pH effects detected around the heme cofactor at the DH-binding surface. For the 
sake of clarity the domains were rotated by 90° in opposite directions from their natural orientation 
(inset). MtCDH structure (PDB ID: 4QI6) was colored according to the detected changes in deuteration. 
Grey means no difference while different shades of blue mark the deprotected regions with dark blue 
showing the biggest difference. Red regions show the connecting points of interdomain linker. (c) HDX-
MS curves for the individual regions of full-length MtCDH at pH 5.4 and 7.4 (red and dark blue curves, 
respectively). Separated domains (black, dark green, magenta and orange) and their mixture (light 
green and cyan) behave similarly as full-length protein. MtCDH regions unaffected by pH show no 
difference (5, 7), while in the perturbed regions there is significant deprotection at the lower pH. 
Interestingly, we did not observe any “classical” decrease of deuteration at the 
interdomain interface when the two domains interacted in the presence of calcium ions or 
at the lower pH. The interaction should theoretically have led to solvent exclusion from the 




interface, to formation of stabilizing interprotein hydrogen bonds and to decrease in the 
deuteration level of affected peptides. However, in HXMS we exclusively saw increased 
levels of deuterium incorporation in all the affected regions. This can be explained by two 
contributing factors: (1) The CDH is highly flexible and its IET competent closed complex 
is only very short-lived, transient and not very stable in solution. This is in agreement with 
previously published SAXS data141, which showed CDH to be present in a range of semi-
open states in solution with only a small amount of the conformers actually being in the 
closed active state. (2) The increased deuteration itself is then the result of protonation- or 
ion-mediated reorganization of hydrogen bonding and charge networks present in the 
molecule, which are however necessary for successful transient domain interaction. This 
for some protein backbone amides led to their increased solvent accessibility. 
Alternatively, the affected regions around the MtCDH interdomain interface might have 
slightly loosened structurally to better accommodate the transient domain-domain contact. 
The results proved to be rather non-canonical in the field of HXMS. Nevertheless, 
taken into account the highly dynamic nature of CDH enzymatic action, they fit well into 
the current concept of different possible outcomes observable in HXMS.91,93,159 Our data 
thus emphasize the need to look beyond the most common deuteration scenarios when 
interpreting dynamic behavior of complex protein systems – especially of those that 
involve side chain-mediated transient interactions with no distinct transition between active 
and inactive states. 
 
4.2.3. Electrostatic stability of CDH ions probed in the gas phase 
Finally, we validated our HXMS findings about the identified electrostatic repulsion 
in CDH by a complementary structural MS method – native MS coupled with ion mobility. 
(paper IV) Although this technique studies molecules in the gas phase, it has been shown 
that when properly tuned, it can gently transfer proteins into vacuum while preserving 
significant features of their tertiary and quaternary structures.44 Ion mobility then provides 
information about the size and shape of studied ions by measuring the time ions take to 
traverse through a cell filled with inert gas. 
MtCDH was ionized by nanoelectrospray from solutions of pH 5.4 as well as 7.4. In 
the raw MS data collected, identical protein charge state was studied for ions from both 
studied pH solutions. Comparison of ion mobility “drift time” profiles extracted for these 
ions (Figure 19, p. 50) under carefully tuned experimental conditions initially did not 




show any difference in the behavior of ions. However, intentional gradual “activation” of 
the studied ions in the gas phase (collisional increasing of their internal energy) showed 
that they collapse to more compact structures. Most importantly, we observed that the ions 
produced from pH 5.4 required less activation energy and collapsed easier than those from 
pH 7.4.  
Such collapse of ions is not the most common scenario upon collisional activation of 
proteins, which normally tend to unfold and dissociate.160,161 Nevertheless, it has been 
previously observed for molecules containing internal cavities.161 Therefore, this led us to 
propose an explanation that as CDH is very flexible, it gets transferred into the gas phase 
in similarly-sized partially open conformations from solutions of both pH values. Only 
when the energy of ions is increased through collision with gas, the molecules are forced 
into a more closed conformation, where CYT domain of CDH might be protruding into the 
cavity of DH domain. The observed differences in how easily this occurs then reflect for 
ions the amount of repulsion between negative charges at their domain-domain interface. 
Our observation that the energy necessary to compact MtCDH molecules ionized from 
pH 5.4 is less than for those from pH 7.4 is then consistent with both our surface 
electrostatics calculations and enzymatic activity pH profile of MtCDH.137 Although the 
strength of electrostatic interactions is slightly overestimated in vacuo and cannot be 
directly compared with the strength of forces acting in solution162, the clear difference in 
 
Figure 19: Native IM-MS shows different electrostatic stability of MtCDH ionized from pH 5.4 (red) 
and pH 7.4 (blue). (a) Ions of fully-glycosylated MtCDH generated from lower pH collapse more easily 
with increasing sample cone voltage (SCV) than ions of the same charge state from higher pH. 
Conformer ratio R = C2 / (C1+C2), where C1 and C2 are areas-under-curve in drift time distributions 
for individual activation voltages (b). d.t. - “drift” time through the ion mobility cell. 




electrostatic stability of MtCDH ions observed by native IMMS corroborated the results 
obtained by HXMS and computational surface electrostatics modeling. 
In conclusion of this thesis, novel recombinantly produced aspartic protease 
nepenthesin-1 was characterized in solution. Following its successful immobilization onto 
perfusion resin, it was shown to be active even in the presence of high concentrations of 
denaturing and reducing agents, which are otherwise incompatible with its use in solution. 
Immobilized Nep-1 was then used for online digestion of substrates in an HXMS bottom-
up workflow and it was shown to significantly differ in its cleavage preferences from 
classical porcine pepsin. Specifically, combined online digestion by immobilized Nep-1 
column sequentially coupled to rhizopuspepsin column proved beneficial for increasing the 
digestion efficiency of MtCDH and the spatial resolution of its HXMS analyses. These 
analyses provided structurally localized information about the effects of calcium ions as 
well as changes of solution pH on the structure of MtCDH. Together with IMMS, which 
probed CDH ion electrostatics in the gas phase, and computational protein surface 
electrostatics calculations, HXMS provided an insight into the dynamics of MtCDH. In the 
context of existing SAXS data and a static high resolution structure of this enzyme 
obtained by crystallography, structural MS techniques experimentally confirmed that 
surface electrostatic repulsion at the interdomain interface is the key factor governing its 
functioning in solution. This showcased the power of integrative structural biology 
approaches combining data from different experimental techniques to structurally explain 







The aims of this doctoral thesis were (1) to contribute to the development of 
structural mass spectrometric techniques for studies of protein conformational dynamics 
and (2) to apply these techniques to study enzymatic system of cellobiose dehydrogenase. 
Following results were obtained and included in the four scientific publications attached to 
directly support this thesis: 
 Recombinant aspartic protease nepenthesin-1 was shown to behave similarly 
as the enzyme isolated directly from plants. 
 Nep-1 was shown to be highly susceptible to the presence of denaturing and 
reducing agents in solution. 
 The denaturation and reduction sensitivity of Nep-1 was overcome by its 
immobilization onto perfusion resin. 
 Immobilized Nep-1 was successfully tested for HXMS-compatible online 
digestion of proteins. 
 Proteolytic preferences of Nep-1 differed significantly from porcine pepsin 
by cleavages after basic residues. 
 The combined use of immobilized Nep-1 with rhizopuspepsin increased 
spatial resolution of HXMS in studies of MtCDH structure and dynamics. 
 The effect of divalent cations on the activity of MtCDH was shown to involve 
bridging and shielding of opposing patches of negative charge at the 
interdomain interface. 
 The pH regulation of MtCDH activity was showed to similarly be based on 
the negative charge neutralization by protonation at slightly acidic pH. 
 Native MS with ion mobility showed different gas phase electrostatic stability 
of MtCDH ions produced from acidic or neutral pH. 
 Integration of structural MS data provided direct experimental support for the 
charge repulsion theory of CDH functioning in solution. 
 Additionally, powerful software for handling HXMS datasets has been 
co-developed during the work on this thesis to streamline data evaluation and 
processing for MtCDH and other projects.  
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