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L'utilisation d'un zoom en vision monoculaire, en vue de la reconstruction
tridimensionnelle d'un univers observé, nous paraît une idée intéressante
.
En effet les propriétés optiques d'un objectif à focale variable permettent
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tion de l'axe optique et du plan image, mais également de concevoir une
reconstruction par triangulation . Dans cet article, nous montrons que
l'approximation de cet objectif par le modèle sténopé nécessite de ne plus
considérer la distance entre l'objet et le plan image comme un paramètre
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fixe. Afin d'appréhender plus globalement les phénomènes optiques mis
en jeu par la variation de distance focale, il est alors nécessaire de recourir
au modèle optique épais .
Des résultats expérimentaux de reconstruction d'objets polyédriques,
provenant d'images réelles, montrent qu'il est possible d'inférer des
informations tridimensionnelles relatives à une scène statique, sans
déplacement de la caméra dès lors que l'on utilise un objectif à focale
variable
.
Using a zoom Zens in monocular vision seems to be an interesting idea.
The principal aim of this article is to prove that it is possible to infer 3D
information from a set of images tak'en with a zoom lens . In the first part
of this article, a precise study of the optical properties of such a lens gives
the two following major results
- The intersection between the optical axis and the image plane can be
independently and accurately determined,
- the pin-hole model can be used for the zoom lens only if the object-to-
image distance is not considered as fixed .
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Introduction
Un des problèmes majeurs, en vision artificielle, est
d'inférer des informations tridimensionnelles à partir de
l'analyse d'images de luminance . Dans le domaine de la
vision pour la robotique, la technique couramment utilisée
est basée sur la mise en correspondance des projetées d'une
même entité spatiale (point, droite, courbe gauche, . . .)
extraites dans différentes images et la reconstruction de
cette primitive 3D par triangulation . Ces images sont
acquises soit par des systèmes binoculaires, voire trinocu-
laires, soit par déplacement d'un système de vision mono-
culaire .
Le but de cet article est de montrer que l'utilisation d'un
objectif à focale variable (zoom), monté sur une caméra
fixe, permet, également par triangulation, d'obtenir des
données tridimensionnelles relatives à la scène observée
supposée fixe. De plus la modélisation de cet objectif
complexe est abordée .
Le zoomage ou zooming peut être assimilé à un déplace-
ment virtuel de la caméra selon une trajectoire particulière .
En effet le changement de focale se traduit, si on considère
le modèle sténopé, par une translation if du centre optique
le long de l'axe optique et donc par une modification de la
distance entre l'objet et ce centre . D'après la figure 1 [9j,
on peut noter qu'à une augmentation de focale doit
correspondre un rapprochement de l'objet .
Pour utiliser un objectif de façon précise il faut, avant toute
chose, réaliser une étape de calibrage afin de déterminer
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avec exactitude les paramètres intrinsèques du système de
prise de vue, dont le modèle couramment utilisé sera
rappelé dans la première partie . Dans le cas d'un zoom,
cette étape doit être réalisée pour les différents réglages de
focale et de mise au point .
Nous démontrons dans la deuxième partie qu'il est possi-
ble, à partir de l'analyse des propriétés des points de fuite
en projection perspective, de déterminer de façon simple et
robuste l'intersection de l'axe optique, supposé fixe, avec
le plan image . Ce point particulier (uo, vo ) fait partie des
paramètres intrinsèques de la caméra .
Une méthode de calibrage originale sera développée dans
la troisième partie . Sa mise en ceuvre, sur des images
réelles, montrera que la modélisation du changement de
distance focale par le modèle sténopé, telle qu'elle est
présentée sur la figure 1, ne permet pas d'expliquer les
résultats obtenus .
Figure
1 . - Modèle sténopé pour deux focales différentes
.
Pour appréhender l'ensemble des phénomènes optiques, il
sera nécessaire de modéliser le zoom par un système
optique épais, présenté dans la quatrième partie, utilisant la
notion des plans dits principaux ou unitaires .
Un processus de triangulation, prenant en compte les
déplacements virtuels induits par l'utilisation du zoom,
volume 9 - n° 6
sera développé en dernière partie . Sa mise en oeuvre
montrera que la reconstruction d'un univers, ici polyédri-
que, à partir d'un zoom est alors envisageable .
1 . Modélisation d'un système de prise de vue
Trouver le modèle d'un système de prise de vue consiste à
évaluer la transformation permettant de passer des coordon-
nées 3D de la scène observée définies dans un référentiel
quelconque Rm : (0m , Xm , Ym , Zm), aux coordonnées 2D
liées au référentiel de l'image R n : (on, un , v n ) .
Ce calcul se décompose en deux phases
- la première revient à estimer le changement de repère
permettant d'exprimer les données, formulées dans le
repère R m , dans un repère lié à la caméra Rc
(0c , X, , Yc , Z,) . L'origine de ce dernier est le centre
optique de la caméra O c , son axe z est perpendiculaire au
plan image et confondu avec l'axe optique, ses axes
x et y sont respectivement parallèles aux lignes et aux
colonnes de l'image . Le passage du repère Rm au repère
Rc peut être décomposé en une rotation [R, Ry ] suivie d'une
translation
[T1X,1 y, Iz]
respectivement autour et le long des





Y I Y i
Zi
= [R,, ]' [Tlx,ly,lz]
Zm
c m
- la deuxième phase consiste à modéliser la projection
perspective [F] et les caractéristiques de l'échantillonnage
de la caméra [J] pour estimer la transformation permettant
de passer du repère R c au repère R,, lié au plan image .
Les paramètres dx, dy prennent en compte la forme de la
cellule élémentaire de la matrice CCD et la fréquence
d'échantillonnage du signal vidéo . On posera fX = fldx et
fy = fldy .
La figure 1 .1 montre que, contrairement à la représentation
du modèle sténopé de la figure 1, on place arbitrairement le
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(Rc)
Figure 1 .1 . - Les différents repères utilisés .
plan image devant le centre optique de manière à obtenir
une image non inversée de la scène . Cette convention et le
fait que l'origine du repère image se situe en haut et à
gauche conduisent à des valeurs positive pour fx et
négative pour fy .
Les paramètres uo et v o sont les coordonnées du centre de
l'image C, intersection de l'axe optique et du plan image .
Au lieu de calculer de façon globale les paramètres
intrinsèques de la caméra, nous allons montrer que l'utilisa-
tion du zoom permet de déterminer indépendamment et
facilement u o et v o .
2. Détermination, à l'aide d'un zoom, des
coordonnées du centre de l'image
De nombreux auteurs ont étudié les propriétés des points de
fuite en projection perspective [13] . Leurs propriétés
permettent la détermination des paramètres intrinsèques et
extrinsèques d'une caméra . Nous allons démontrer, qu'en
utilisant les propriétés des points de fuite et une séquence
d'images prises à des distances focales différentes, il est
possible de calculer de façon simple et robuste l'intersec-
tion de l'axe optique et du plan image .
La détermination des coordonnées du centre de l'image
(uo , v o ), par une variation de la distance focale a été
proposée par Lenz et Tsai [4] . Comme les auteurs ne
possédaient pas de zoom adaptable sur leur caméra lors de
leur expérimentation, la modification de focale a été
obtenue soit par la variation de la mise au point soit par un
changement d'objectifs. Dans le premier cas, les valeurs de
variation de focale sont très faibles, dans le second, le
changement d'objectif en cours de manipulation suppose
que la caméra soit solidement fixée et que les axes optiques
des deux systèmes soient confondus .
Dans leur conclusion les auteurs soulignent le fait que le
centre des lentilles ne se déplace pas précisément le long de
l'axe optique quand la distance focale est modifiée . La
nature du déplacement observé s'apparente à celui d'une
spirale .
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L'utilisation d'un objectif à focale variable apporte une
nette amélioration et nous verrons au cours de l'interpréta-
tion de nos résultats expérimentaux comment prendre en
compte les remarques formulées par Lenz et Tsai .
2.1. POINTS DE FUITE
Soit un ensemble S de droites L parallèles dans l'espace
(fig . 2.1), définies dans le repère caméra et de vecteur
directeur V
	
(A, B, C ) .
Figure 2.1 . - Point de fuite.
Pour chaque droite L de S on peut écrire l'équation
paramétrique suivante
Xc (t) = X,(0) + A * t
Y,(t)=Yc(0)+B*t ; tE[-oo,+ao] .
Zc (t) = Z,(0) + C * t
En projection perspective, le projeté m,, du point de fuite
M,,,> de L sur le plan image, est
xc = lira f
Zc(t) - f C











Il résulte que le vecteur passant par le centre optique et le
projeté m,,, du point de fuite s'écrit
xc







Ce vecteur est donc parallèle à l'ensemble des droites (L) .
Ce résultat est exprimé sous la forme de la propriété 1 .
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Propriété 1 : Le vecteur passant par le centre optique et le
projeté du point de fuite d'un ensemble de droites parallè-
les, est colinéaire au vecteur directeur de ces droites .
Une démonstration analogue peut être faite en utilisant les
coordonnées homogènes en projection perspective. En
effet, m c représente la projection de M . situé à l'infini
dans la direction (A, B, C), les coordonnées de M . sont
donc (A, B, C, 0) . En supposant _que la coordonnée en Z
de m., soit égale à f, le vecteur Oc m,,, est équivalent à
f A
Oc MM = C B
C
2.2 . DÉTERMINATION DES COORDONNÉES DU CEN-
TRE OPTIQUE
Par convention, l'axe optique coupe le plan image en son
centre, de coordonnées (0, 0, f) dans le repère caméra et
(uo , vo ) dans le repère image . Ce centre n'est autre, d'après
la propriété 1, que le projeté du point de fuite d'un faisceau
de droites parallèles à l'axe optique .
Propriété 2 : Le point de coordonnées (u 0, vo ) dans le
repère image, correspond au projeté du point de fuite d'un
faisceau de droites parallèles à l'axe optique .
Supposons qu'un objet subisse une translation selon
Oc Z c (fig . 2.2) ; tout point de cet objet se déplace sur une
droite parallèle à l'axe optique . La projetée de cette droite
passe par le centre de l'image . La connaissance d'au moins
deux projetées permet alors de déterminer, par le calcul de
leur intersection, les coordonnées (uo, vo ) du centre de
l'image .
Pratiquement, ces projetées sont calculées en suivant des
points caractéristiques d'un objet à travers une séquence
d'images prises à différentes focales .
uo
M
Figure 2.2. - Détermination de (u
0, u o ).
2.3 . RÉSULTATS EXPÉRIMENTAUX
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Nous avons utilisé un zoom T 14 x 9 B1ESM d'ANGE-
NIEUX monté sur une caméra CIDTEC CID2250 . Les
spécificités de la variation de distance focale et de l'ouver-
ture sont respectivement de 9 à 140 mm et f/1,6 . La
résolution de l'ensemble d'acquisition est de 512 x 512 et
la taille du pixel de 15 µm x 15 µm . Chaque pixel dans la
technologie CID (Charge Injection Device) est adressé et
digitalisé de façon individuelle . Contrairement à la caméra
CCD les données ne sont pas échantillonnées à partir du
Recherches
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La distance moyenne entre la position du centre de l'image
et les différentes droites est de 0,007 pixel pour un écart-
type de 0,090 pixel .
2.4. STABILITÉ DE (uo , v o )
Afin de tenir compte des remarques formulées par Lenz et
Tsai sur la stabilité du centre de l'image, nous avons réalisé
deux expérimentations pour voir si le centre des lentilles se
déplaçait réellement le long de l'axe optique .
L'étude de la stabilité des coordonnées (u 0 , v o ) sera
réalisée pour une variation de la distance focale, à mise au
point constante. En effet pour un zoom parfaitement réglé,
la défocalisation n'entraîne aucune modification de la
netteté de l'image .
La première expérience consiste à évaluer les coordonnées
du centre de l'image pour une faible variation de distance
focale à partir de deux images . Si on se réfère aux
considérations mathématiques faites précédemment, on
peut noter que le faisceau de droites convergentes ne sera
pas estimé, dans ce cas-là, avec une grande précision. En
effet, pour deux images données, seulement deux points
p l et p2 seront utilisés pour estimer la projection de la
translation virtuelle d'un point particulier. De plus si la
variation de focale est petite, la distance entre les deux
points p l et
P2
sera faible .
A partir de la même séquence d'images de grille, nous
avons combiné les images deux à deux pour des distances
focales croissantes (voir tahlean 9,'2)
Tableau 2 .1
. -
Coordonnées de (a.. v„)
signal vidéo composite mais représentent l'énergie des
photons collectée sur chaque site élémentaire .
La détermination de (u o , v o ) a été effectuée pour une
séquence d'images, figure 2.3, d'une grille carrée de
dimension 100 mm. Nous avons utilisé comme points
caractéristiques les projetés de toutes les intersections des
lignes et des colonnes de la grille .
Figure 2
.3. -
Séquence d'images de grille.
Pour un point caractéristique donné, ses différentes projec-
tions sont repérées sur l'ensemble des images. Un proces-
sus de moindres carrés nous permet alors d'estimer la
droite passant par ces points, correspondant à la projetée de
la trajectoire virtuelle et parallèle à l'axe optique, du point
pendant la séquence de zoom .
Ce processus est réitéré pour toutes les intersections de la
grille . Le point le plus proche, au sens des moindres carrés,
des différentes droites ainsi obtenues, nous donne les
coordonnées (u 0 , v 0 ) du centre de l'image .
La vue 2.4 montre l'intersection de la projection des droites
correspondant aux translations de chacune des intersections
de la grille dans l'espace (image de 512 x 512 pixels) .
Cette séquence a été réalisée à partir d'une variation de
distance focale de 25 à 80 mm .
Figure 2 .4. - Résultat du calcul de (un, v o).
Tableau 2.2. -














uv3-uv4 263.401 253.717 0.0008 0.0289






uv6-uv7 263.999 254.096 -0.0103 0.1399







uv3 30 uv7 70
uv4 40 uv8 80
uv5 50 - -
echerches
Utilisation d'un objectif à focale variable en vision monoculaire
de deux blocs mobiles de lentilles. Cette translation n'est
couplée à aucune rotation ce qui n'est généralement pas le
cas pour des zoom de qualité standard. Nous pensons que
c'est la raison pour laquelle Lenz et Tsai ont observé un
déplacement du centre de l'image en forme de spirale
pendant leurs expérimentations .
Nous supposerons donc au cours des développements à
venir que le changement de distance focale est équivalent à
une translation du centre optique le long de l'axe optique .
3. Calibrage
La plupart des méthodes de calibrage utilisent la mise en
correspondance entre des points tridimensionnels d'un
modèle connu et des points bidimensionnels détectés dans
une image . Peu de méthodes utilisent comme primitive des
droites . La méthode que nous présentons a été développée
dans un premier temps pour la localisation de modèle
connu, en vision monoculaire, puis généralisée à la calibra-
tion de caméra .
3.1. MÉTHODE DE CALIBRAGE
Cette méthode permet de déterminer à la fois les paramètres
intrinsèques et extrinsèques de la caméra . Nous suppose-
rons que parmi les dix paramètres a, (3, y, lx, ly,
lz, fX, fy, u o, v o , les deux derniers ont été précédemment
déterminés . Cette méthode nécessite la connaissance d'un
modèle polyédrique de l'objet observé et l'appariement des
arêtes de ce dernier aux segments détectés dans l'image .
Elle reprend le principe de la procédure de localisation
spatiale présentée par Lowe [8], mais en minimisant un
critère différent (calculs plus simples) et en estimant
conjointement certains paramètres intrinsèques de la
caméra. En résumé, si on appelle plan d'interprétation le
plan passant par le centre optique et s'appuyant sur un
segment de l'image, cette méthode calcule itérativement
fx , fy et l'attitude spatiale du modèle qui minimisent la
somme des distances des arêtes de ce dernier au plan
d'interprétation des segments associés . L'algorithme de
minimisation adopté est celui de Newton-Raphson .
3.2 . Formulation généralee du problème
Soient n segments l' de l'image appariés respectivement
avec n arêtes L` du modèle .
Supposons que chaque segment l` soit caractérisé, dans le
repère caméra Rc, par son vecteur unitaire v, et un point
pé, nous pouvons facilement calculer la normale unitaire









= bi Op, =
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o ~ f / Ci
rtgure 2.J . - l osltlon des annrentes coordonnées (u0, V 0 ) dans l'image (taille
de la fenêtre : 2 x 2 pixels).
Comme nous pouvons le noter, sur la figure 2 .5 et le
tableau 2.1, aucun modèle de déplacement particulier
semble se dégager. Les erreurs rencontrées sur les coordon-
nées de (uo , v o ) sont dues au bruit sur la localisation des
points nécessaires au calcul .
Dans une seconde expérience, tableau 2 .3, toutes les
combinaisons de deux, trois, . . . n images parmi les sept
images, sont testées afin d'estimer une valeur moyenne de
(u0, vo) .
Nous pouvons noter que les écarts-types (Y .0, cr,O et le
paramètre « dist » qui représente la distance moyenne du
point estimé (u o, v o ) au faisceau de droites convergentes,
décroissent en fonction du nombre d'images et que
l'ensemble des résultats donne une stabilité satisfaisante .
L'hypothèse que nous avions émise sur la stabilité du
centre de l'image semble vérifiée .




La stabilité des résultats que nous avons obtenue nous
semble principalement due à la qualité du matériel utilisé .
En effet la précision mécanique du déplacement des blocs
mobiles de lentilles, à l'intérieur d'un zoom, est primordial .
Le changement de focale pour l'objectif ANGENIEUX
que nous avons utilisé, est réalisé par une translation pure
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Il est clair, à travers cette écriture, que les paramètres
intrinsèques de la caméra n'interviennent que dans le calcul
du vecteur N' . De même pour les paramètres extrinsèques
qui se retrouvent dans le calcul de Pl'
Notons Â, le vecteur d'état solution composé des trois
paramètres de rotation u, (3, y, des trois paramètres de
translation lx, l y, l z, et des focales fx., fy recherchés et
A: le veCteiir d'état nhtenn ?i l'étane k An nrneeSSi1 itératif
Ecrivons le développement limité à l'ordre 1 de la fonction
F(a, [3, y, lx, ly,' lz, f x, fy, P;,,) au voisinage de Ak
En supposant que Â soit la solution recherchée
(F (A, P,,,) - 0 pour i e [1, n]), nous pouvons faire
l'approximation suivante
L'équation (1) ayant huit inconnues, il est nécessaire de
considérer au minimum 8 équations. Étant donné que nous
obtenons une équation pour chaque extrémité d'une arête
du modèle, il faut apparier au moins quatre arêtes du
modèle avec quatre segments de l'image (n _ 4) .
Pour obtenir des résultats plus robustes il est préférable
d'apparier plus de quatre arêtes. Dans ce cas le problème
Considérons la fonction F(u, (3, -y, lx, ly, lz, f x, fy, P;,,)
qui associe à tout point P ;,,, appartenant à une arête
L;,, la distance de P, au plan d'interprétation I' . Comme
N, est un vecteur unitaire, nous avons
F(cY_ B_ v_ 1x_ Iv_ lz f _ f Pi
)
= A . Xi + R . Y` + C . 7i
où di = a i y' - b i xi est la distance de la droite support de
1` au centre de l'image (uo, v o ) .
Le plan d'interprétation l' a pour équation
Ai x c +B i y c +C i z c =O .
Considérons les points Pl i et Pm i comme étant les extrémi-
tés de l'arête L i . Le but, comme il est montré figure 3 .1, est
de trouver la rotation [R a, p , ,, ], la translation
[T1x, 1y ,1, ]
et
les focales fx, fy qui minimisent la somme suivante
nous obtenons
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Le tableau 3 .2 montre les valeurs des différentes focales,
elles correspondent à l'ordre de grandeur des valeurs
fournies par le constructeur . On peut noter que le rapport
fylfX reste stable pour l'ensemble des images .
La représentation d'un changement de distance focale par
le modèle sténopé de la figure 3.2 montre qu'à une
augmentation de distance focale doit correspondre un
rapprochement de même valeur de l'objet. En revanche, la
comparaison de AT, et de Af indique qu'à une augmenta-
tion de distance focale correspond une augmentation de la
distance entre le centre optique de la caméra et l'objet . Ceci
démontre que la représentation du changement de distance
focale par le modèle sténopé, telle qu'elle est représentée
figure 3 .2, ne permet pas de rendre compte des résultats de
calibrage . Afin d'analyser ces phénomènes nous avons été
amenés à prendre en compte un modèle optique plus
complet .
est surdimensionné et nous avons choisi, afin de résoudre
le système, un critère quadratique Sk de telle sorte que
La minimisation de S k fournit à chaque itération les
compensations Da 1,Da2
,
. . ., La8 à partir desquelles un
nouveau vecteur solution Ak est estimé. Cette procédure est




devienne inférieure à un seuil, fixé au cours de nos
expérimentations à 1 mm . Rappelons que l'erreur calculée
donne la distance moyenne, ici en millimètre, des extrémi-
tés des arêtes du modèle aux plans d'interprétations consi-
dérés .
3.3. RÉSULTATS DE CALIBRAGE
Le tableau 3 .1 ci-dessous, représente les résultats de
calibrage obtenus pour le zoom ANGENIEUX . Nous
avons réalisé une séquence d'images, à mise au point fixe,
en tournant la bague de réglage de la focale des repères 30 à
80. La mire utilisée pour cette phase de calibration est un
cube de 50 mm de côté placé à environ 1 mètre de la
caméra. Les valeurs de (uo, vo ) sont celles déterminées
précédemment : (u o = 263,78, vo = 253,70) .
L'étude détaillée du tableau 3 .1 montre d'une part la
stabilité des valeurs des trois rotations R ., Rp , R, et des
deux translations T1,,, T ly , d'autre part la variation de la
translation T 1 . Elle indique un déplacement virtuel
AT, d'environ 500 mm, parallèle à l'axe optique, qui
correspond à un éloignement du centre optique de la
caméra par rapport à l'objet .
4. Utilisation du modèle épais d'un zoom
Le calibrage du zoom a montré que les translations
virtuelles de l'objet, observées à travers une séquence
d'images, ne correspondent pas à la seule variation de
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ce qui conduit à la relation connue : G t Ga = 1 si les indices
de réfraction des différents milieux sont identiques .
En utilisant la propriété des plans principaux où G t = 1,
nous obtenons que GA = 1 (i .e . uo = u i ) .
Ce qui se traduit par le fait que tout rayon passant par le
point Ho ressort au point H i avec un angle d'émergence
égal à son angle d'incidence .
De cette dernière remarque et de la propriété 3, il est
possible d'établir une relation entre le modèle épais et le
modèle sténopé, en fusionnant les points H
op, et Hi xy soit en
déplaçant l'objet et le plan principal objet, soit en déplaçant
l'image et le plan principal image . La première transforma-
tion correspond à une translation virtuelle de l'objet suivant
l'axe optique, la seconde à une translation virtuelle du
centre optique de la caméra (ou point d'observation)
m,üront la marna .wa
dans l'étude des systèmes optiques épais . Toutes les
hypothèses développées par la suite seront faites sous
l'approximation de Gauss [10], c'est-à-dire pour les rayons
lumineux proches de l'axe optique : les rayons paraxiaux .
4.1. POSITION DES PLANS PRINCIPAUX DANS UN
MODÈLE ÉPAIS
Lorsqu'un système optique est composé d'une succession
importante de dioptres, ses dimensions ne rendent plus
acceptable son approximation par le modèle sténopé sans
précautions au préalable . Il faut alors prendre en compte la
position des plans principaux à l'intérieur du modèle,
figure 4 .1 .
Figure 4.1. - Modèle épais .
4.1.1. Définitions
- Plans conjugués : Un système optique fait converger les
rayons issus d'un point objet A o vers un point A i . On dit
alors que Ai est l'image ou le conjugué de Ao .
- Grandissement transversal Gt : Soit xAo et xAi les
distances respectives des points Ao et Ai à l'axe optique, le
grandissement transversal Gt est égal au rapport x Ai/XAo .
- Plans et points principaux : Les plans principaux objet
et image sont des plans conjugués, perpendiculaires à l'axe




égal à l'unité (i .e . xo = x i ) . Ces plans, notés
H,Xy
et
HiXy , sont les plans unitaires de la littérature anglo-saxonne .
Ho et H i sont les points principaux objet et image ; ils
correspondent à l'intersection des plans principaux et de
l'axe optique (x = 0, y = 0) .
D'après la définition des plans principaux, nous pouvons
en déduire
Propriété 3 : Dans un modèle optique épais, l'ensemble
des rayons optiques se propageant entre les plans princi-
paux sont parallèles à l'axe optique .
- Grandissement angulaire : On appelle grandissement
angulaire Ga, le rapport des angles d'incidence et d'émer-
gence (a o , ai ) du rayon optique passant par deux points







- Invariant de Lagrange : La formule de l'invariant de
Lagrange indique que pour deux plans conjugués le produit
(nux) est invariant. Donc,
no uo xAo = ni ui
XAi
Figure 4.2 . - Passage du modèle épais au modèle sténopé
.
Notez que ce que nous appelons distance focale fx prend en
compte le tirage de l'objectif . Elle est représentée sur la
figure ci-dessus par pi et ne correspond pas à la distance
focale définie par les opticiens H i Fi .
Remarque : La distance focale des opticiens Hi Fi est
reliée à fx et T
x par la relation de Descartes
1 _ 1 1
f fX
+ TZ .
4.2. VARIATION DES PLANS PRINCIPAUX
Pour un zoom, le changement de focale est réalisé par le
déplacement d'au moins un bloc de lentilles . Nous avons
simulé un second zoom ANGENIEUX, à partir d'informa-
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Ce logiciel nous donne pour chaque dioptre : la focale, le
tirage, le tirage pupillaire, les angles et les hauteurs
d'ouverture et de champ . Ceci nous permet de déterminer
les positions des plans principaux par rapport aux dioptres
d'entrée E et de sortie S .
A partir de ce tableau, il est facile de dessiner l'épure des
deux systèmes ontiaues .
tions provenant d'un brevet industriel [1], en introduisant
dans le logiciel optique SOLORD [7] les caractéristiques
de chacun de ses dioptres (diamètre, rayon de courbure,
épaisseur et indice des verres) (tableau 4 .1) .
La figure 4 .3 montre les configurations du bloc optique
mobile pour les focales minimum et maximum et les
rayons extrêmes provenant d'un objet centré sur l'axe
optique à 1 mètre du dioptre d'entrée et de dimension
voisine de celle du cube utilisé lors de la phase de
La figure 4.4 représente respectivement les modèles épais
et sténopés pour les focales extrêmes du zoom . Sur les
schémas a-b, la distance entre l'objet Ao et l'image
Ai reste fixe et les emplacements des plans principaux sont
ceux calculés avec le logiciel optique (tableau 4 .2) . Les
schémas c-d représentent les modèles sténopés équivalents
obtenus en confondant Ho et Hi . Les résultats obtenus
montrent,
- premièrement, un déplacement du point principal image
Hi voisin de la variation de distance focale, compte tenu du
petit déplacement du dioptre de sortie S,
- deuxièmement, une variation en sens inverse bien plus
importante du point principal objet Ho .
Nous avons volontairement choisi de laisser le plan image
fixe, l'objet subissant, entre les deux représentations, une
translation virtuelle selon l'axe optique . Le raisonnement
inverse (objet fixe, centre optique du modèle sténopé
mobile) conduit aux mêmes conclusions
A une augmentation de la distance focale du modèle
sténopé correspond une augmentation de la distance entre
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Afin d'obtenir une localisation précise de la projection
perspective d'une primitive tridimensionnelle, nous avons
tracé des lignes blanches caractéristiques sur des objets
polyédriques noirs. La détection de tels amers se fait
directement dans l'image de luminance sans recourir au
détecteur de contour. Les algorithmes utilisés calculent les
paramètres de localisation et d'amplitude d'un modèle de
luminance des lignes blanches dans l'image [11] .
La figure 5.1 représente un détail de la superposition des
points de contour à l'image de luminance . Le carré
élémentaire représente un pixel et on peut noter la bonne
localisation, au sous-pixel, des points détectés correspon-
dant aux lignes blanches .
Figure 5.1 . -
Superposition des points détectés à l'image de luminance .
5.1. PRINCIPE DE RECONSTRUCTION
Le principe de reconstruction est fondé sur un processus de
triangulation . Comme le montre la figure 5 .2, le déplace-
ment des plans principaux, au cours d'une séquence
d'images prises en modifiant la distance focale, entraîne un
déplacement des centres optiques des modèles sténopés
équivalents et permet de mettre en rouvre la reconstruction .
Cette technique est équivalente à de la stéréovision axiale .
A ce titre une étude complète sur les avantages, inconvé-
nients, mais surtout sur les erreurs de triangulation de cette
technique de reconstruction a été réalisée dans [2] .
Le processus de reconstruction, que nous avons développé,
s'applique aux objets polyédriques . Il revient, comme le
montre la figure 5 .3, à calculer l'intersection des différents
plans d'interprétation, relatifs à une même arête de l'objet,
dans chacune des images de la séquence . Afin de faciliter
la résolution, nous avons utilisé une minimisation sous
contrainte .
Soit l~ la projection de l'arête L i dans la j-ième image de la
séquence. L'équation de son plan d'interprétation, plan
passant par l'origine, dans le repère caméra R, au moment
de la prise de vue peut s'écrire sous la forme suivante
aux+b,y+c1, z=0 .
Pour résoudre le problème de la triangulation, il est
nécessaire d'exprimer l'ensemble des plans d'interprétation
dans un même repère. Nous avons choisi de nous placer
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Pour le zoom simulé le sens de variation de la translation
virtuelle est en accord avec les résultats de calibrage
obtenus avec notre objectif ANGENIEUX .
La translation virtuelle maximale est égale à
AT, = Tz2 - Tzj ,
elle correspond à la variation du point principal objet .
Ces résultats permettent d'expliquer les données de cali-
brage que nous avons obtenues au paragraphe 3 .3 .
Remarque : L'approximation du système optique d'un
zoom, par le modèle équivalent sténopé, suppose que la
distance entre l'objet et l'image ne soit plus considérée
fixe .
5 . Reconstruction d'un objet polyédrique
L'idée de reconstruction à partir d'images issues d'une
séquence de zoom n'est pas nouvelle. En effet Ma a
expérimenté cette technique en combinant la variation de
focale et l'analyse des flots optiques [9] et a abordé
également, dans cet article, la reconstruction des segments
de droites. Les deux principales remarques que nous
formulons à l'encontre de ce travail sont :
- d'une part, que la formulation mathématique proposée
est basée sur une translation de l'objet égale à la variation
de focale . Nous avons montré que cette approximation
n'était pas acceptable dans le cas d'un zoom,
- d'autre part, que les résultats présentés ne concernent
que des images de synthèse .
Les difficultés majeures que nous avons rencontrés durant
nos expériences sont venues du manque de fiabilité dans la
localisation des segments détectés dans les images . En
effet et nous reviendrons sur ce point dans quelques
paragraphes, une telle méthode de reconstruction nécessite
un calcul des primitives à une précision inférieure au pixel .
Or les expériences que nous avons pu réaliser nous ont
montré que, pour l'instant, on ne pouvait pas obtenir de
façon fiable une localisation précise d'un contour, corres-
pondant à un changement de niveau de gris dans une
image, à partir des détecteurs de contour classiques . C'est
la raison pour laquelle nos efforts ont porté essentiellement
sur deux points .
- pouvoir tenir compte des déformations optiques intro-
duites par le zoom,
- utiliser des primitives de reconstruction plus fiables
dans les images .
L'ensemble des expériences décrites dans cet article prend
en compte la distorsion géométrique. En effet le construc-
teur du zoom (ANGENIEUX) a pu nous fournir, pour
l'ensemble des combinaisons du réglage de la focale et de
la mise au point, la distorsion géométrique théorique
introduite par le système optique . Le déplacement des
points s'avère important puisqu'il peut atteindre 3 %, soit
un déplacement de 6 pixels pour un point situé à 200 pixels
du centre de l'image .
echerches






où chaque élément de la somme représente la distance entre
le point recherché et le plan d'interprétation considéré,
sous la contrainte que ce point appartienne au plan
Pel , ce qui conduit, en introduisant la contrainte, à minimi-







.Jy+cJi z+d I pour JE [1, n] .
=1 y
D'une façon similaire, nous pouvons déterminer les coor-
données du point E2 qui se projette, dans l'image, au point
e2.
Nous obtenons ainsi les coordonnées des deux extrémités
d'une arête, reconstruite dans le repère caméra et référencée
dans la première image .
Le calibrage fournit, outre les paramètres de formation





donnant la position spatiale de la mire compatible avec
l'image, dans le repère caméra. La transformation de
l'arête reconstruire L ., par T-1 et R-1 permet de replacer le
segment reconstruit dans le repère original de la mire .
5.2. RÉSULTATS EXPÉRIMENTAUX SUR DES
SÉQUENCES D'IMAGES RÉELLES
Les résultats expérimentaux que nous présentons, concer-
nent deux objets polyédriques distincts (fig . 5 .4) recons-
truits à partir d'images réelles. Il s'agit du cube de 5 cm de
côté, qui nous a également servi d'étalon de calibrage, et
d'un polyèdre quelconque dont les dimensions sont voisi-
nes de celles du cube .
5.2 .1 . Processus expérimental
Le processus expérimental de la reconstruction se déroule
selon le schéma suivant
- une saisie d'une séquence d'images pour des distances
focales et des mises au point soigneusement repérées sur
l'objectif,
- un traitement de bas niveau, qui consiste à extraire les
différents amers dessinés sur les surfaces de l'objet . Dans
le cas du cube, nous avons utilisé une détection d'amers de
type croix et dans le cas du polyèdre une détection de type
ligne [11 ],
- une prise en compte des déformations introduites par le
système optique . La connaissance des conditions de prise
de vue, distance focale et mise au point, permet de
compenser chaque point de contour du facteur de distorsion
radiale, à partir des tables de correction fournies par le
constructeur de l'objectif,
- une phase de segmentation,
- une mise en correspondance entre les projetées d'un
même amer sur les différentes images de la séquence,
- une reconstruction par triangulation de l'ensemble des
segments appariés .
Figure 5.3 .
- Intersection des plans d'interprétation .
repère, le plan d'interprétation de l~ est défini par l'équa-
tion
ai x+bliy+c;z+d;=0 avec d~=-cJ, Zo
Zô définit, dans le repère R', la position du centre optique
pour la j-ième image .
La reconstruction de l'arête L i est réalisée par le calcul de
deux de ses points E 1, E2 . Soit le point e t de coordonnées
(x el , y el ) correspondant à une des extrémités du segment
1
1
! . Soit le plan Pet contenant l'axe optique et passant par
e 1 ; nous recherchons alors le point E 1 dont les coordonnées
(x, y, z) minimisent le critère suivant
n
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Figure 5.6 . -
Superposition du modèle reconstruit et du modèle théorique pour
différents points de vue .
Afin d'évaluer les erreurs de reconstruction du cube, nous
avons calculé la distance e„ (i = 1, 2) de chaque extrémité
des segments reconstruits aux arêtes associées du modèle
(fig . 5 .7) . Le tableau 5 .1 présente les résultats numériques
de la reconstruction pour quelques-uns des segments . Les
coordonnées (Xm, Y,n , Z,n ) correspondent aux mesures de
référence des deux extrémités d'une arête du modèle, les
Figure 5 .4 . -
Images de luminance de deux objets étudiés et leur modele
associé .
5 .2 .2. Reconstruction du cube à partir des données de
calibrage
La première séquence d'images que nous présentons a été
utilisée dans un premier temps pour le calibrage de la
caméra et de l'objectif, puis pour la reconstruction . La
figure 5 .5 montre les images segmentées du cube étalon,
placé à environ 0,8 m de la caméra, pour quatre distances
focales différentes. Nous avons utilisé sur les lignes des
grilles internes (8 x 8) à chaque face du cube comme
primitives d'étalonnage .
La reconstruction est réalisée à partir des six segments par
face les plus éloignés du centre de l'image, étant donné que
la stéréovision axiale ne permet pas d'inférer des informa-
tions 3D fiables pour des primitives proche de l'axe
optique. La figure 5 .6 montre les 18 segments reconstruits,
superposés au modèle du cube pour différents points de
vue .
Il est possible d'évaluer également l'écart angulaire entre
deux segments quelconques qui sur l'objet sont soit
parallèles, soit orthogonaux . L'erreur â est estimée à partir
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La figure 5 .9 représente le cube reconstruit dans différentes
attitudes . L'allure générale est satisfaisante puisque nous
reconstruisons des segments sensiblement coplanaires dans
les trois plans de référence du cube . Les valeurs angulaires
entre chaque segment sont globalement respectées .
Figure 5 .9 . - Différents points de vue du cube reconstruit .
L'algorithme de reconstruction calcule les coordonnées des
extrémités des segments reconstruits dans le repère du
modèle utilisé pour la séquence de calibrage. La comparai-
son entre les deux modèles n'est donc pas immédiate . Nous
avons de ce fait mis-au-point un processus itératif qui
permet de déterminer l'attitude 3D du modèle reconstruit,
minimisant un critère de distance par un rapport au modèle
de référence .
Nous pouvons noter sur la figure 5 .9 que le modèle
reconstruit est proche de celui calculé à partir des données
de calibrage . Les erreurs de reconstruction que nous avons
obtenues sont les suivantes
é = 3,17 mm , avec
oe
= 1,46 mm
L'erreur moyenne angulaire à est égale à
â = 0,029 , avec c r, = 0,021
ce qui équivaut à un écart angulaire moyen de 1 .66' .
Au vu de ces résultats, nous pouvons constater que l'erreur
de positionnement des segments é s'est légèrement dégra-
dée et que l'écart angulaire moyen augmente modérément .
Ceci est très certainement dû aux incertitudes de reposition-
nement du zoom, lors de l'acquisition de la nouvelle
séquence d'images .
5.2.4. Reconstruction du polyèdre
Le dernier exemple de reconstruction concerne le polyèdre
représenté sur la figure 5 .4. De la même façon que pour la
reconstruction précédente, nous avons réalisé une séquence
d'images (fig . 5.10) en accord avec les données de
calibrage .
de la somme des produits scalaires de toutes les combinai-
sons entre les arêtes reconstruites
â = 1 Yaij avec,
n






ail= (1- IL i .Lj 1) si [IL 1 .L,I X0,5] .
Nous pouvons noter que les valeurs de reconstruction
(X„ Y„ Z r ) du tableau 5 .1 sont proches des valeurs
théoriques (X,,,, Y, Z11 ) et que l'écart angulaire (â ci-
dessous) entre les segments reconstruits est faible . Ces
résultats de reconstruction montrent qu'il est bel est bien
possible d'inférer des informations de profondeur, à partir
d'un zoom. Les résultats ne sont cependant pas parfaits,
nous pouvons noter dans le deuxième exemple de recons-
truction du tableau 5 .1, un écart de positionnement de
4,23 mm .
Il est clair qu'utiliser les mêmes segment pour calibrer et
reconstruire n'apporte rien en soi . Cette démarche permet
toutefois de se rendre compte de la précision qu'il est
possible d'atteindre par ce processus de reconstruction,
sachant qu'une reconstruction réelle conduira inéluctable-
ment à une dégradation de ces résultats .
L'erreur moyenne entre les lignes reconstruites et les
données mesurées sur le cube, pour les 18 segments est
égale à
é = 2,18 mm, avec c r, = 1,02 mm .
L'erreur moyenne angulaire â, est quand à elle égale à
â = 0,019, avec UQ = 0,015,
ce qui équivaut à un écart angulaire moyen de 1 .09' .
5.2 .3. Reconstruction du cube
La seconde expérience de reconstruction, figure 5 .8, cor-
respond à une nouvelle séquence d'images du cube, prise
pour une attitude différente . Les données de calibrage
nécessaires à l'algorithme sont celles déterminées à partir
de la première séquence d'images. Cette reconstruction est
donc totalement déconnectée de la phase d'étalonnage et
nous nous sommes repositionnés le plus près possible des
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Les résultats du calibrage, en accord avec l'analyse du
modèle optique épais, montre qu'à travers une séquence
d'images prises à l'aide d'un zoom, le centre optique du
modèle équivalent sténopé subit une translation non négli-
geable selon l'axe optique . Ce déplacement n'est pas
proportionnel à la variation de focale, mais à la variation du
plan principal objet.
Des perspectives de reconstruction à partir d'un zoom sont
alors envisageables . Cependant, il est clair que cette
méthode est sensible aux erreurs de localisation des
primitives dans les images .
L'objectif de nos recherches est de continuer à explorer les
possibilités de reconstruction offertes par un zoom . Entre
autre, nous avons développé une méthode de reconstruc-
tion, qui permet de s'affranchir d'un calibrage explicite . Le
principal atout de ces nouveaux travaux est de ne plus
émettre de contrainte sur la nature du déplacement à
réaliser au cours de la séquence d'images, ce qui conduit,
dans notre cas, à supprimer l'hypothèse du déplacement
parfait du centre optique le long de l'axe optique .
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On peut noter que ce type de reconstruction nous donne des
résultats encourageant, mais nous pensons que certaines
améliorations doivent être apportées . Il faut toutefois
souligner qu'il n'est pas possible d'obtenir ces résultats
sans tenir compte, entre autre, de la distorsion radiale .
La figure 5 .12 montre qu'une faible erreur dE sur la
détection des points dans les images entraîne des erreurs
importantes dX, dY, dZ sur la localisation des points dans
l'espace . L'erreur dZ sera d'autant plus importante que le
point reconstruit sera plus proche de l'axe optique [2] .
CONCLUSION
L'utilisation d'un zoom en vision monoculaire est un
phénomène qui tend à se développer . De plus en plus
d'équipes se penchent sur les propriétés optiques d'un tel
objectif.
Son utilisation triviale permet, sans avoir à se déplacer,
d'obtenir des images de tailles différentes d'un centre
d'intérêt de la scène observée . A travers cet article, nous
tentons d'aller plus loin en extrayant des informations
tridimensionnelles à partir des propriétés optiques du
zoom .
Par ailleurs, nous mettons en garde le lecteur sur les
conclusions hâtives qu'entraîne une modélisation trop
simpliste du changement de focale engendré par cet
objectif. Afin d'analyser clairement les phénomènes opti-
ques mis en jeu par ce changement, il est nécessaire de
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