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Zusammenfassung
Fu¨r die modellgetriebene Softwareentwicklung werden Werkzeuge beno¨tigt, die das Ar-
beiten mit Modellen unterstu¨tzen. Ein besondere Stellung nehmen Vergleichswerkzeuge
ein, die dem Entwickler nicht nur veranschaulichen, was sich zwischen zwei Versionen
eines Modells gea¨ndert hat, sondern auch Differenzen liefern, auf deren Grundlage zwei
Versionen miteinander zu einem Dokument verschmolzen werden ko¨nnen. Vergleichsver-
fahren arbeiten u¨blicherweise in zwei Schritten. Zuna¨chst werden die korrespondierenden
Modellelemente bestimmt, bevor dann im zweiten Schritt die Unterschiede auf Basis der
Korrespondenzen ermittelt werden. Die vorliegende Arbeit bescha¨ftigt sich mit dem ers-
ten, schwierigeren Schritt, der Korrespondenzberechnung, mit einem Schwerpunkt auf
Klassendiagrammen, die das Kernstu¨ck der objektorientierten Modellierung darstellen.
In diesem Rahmen wurden zwei Korrespondenzberechnungsverfahren fu¨r den Vergleich
von Ecore-Klassendiagrammen entwickelt, die strukturbasiert arbeiten und keine ein-
deutigen Objektbezeichner verwenden.
Wa¨hrend die bisher bekannten Vergleichsverfahren fu¨r Klassendiagramme, die keine
eindeutigen Objektbezeichner verwenden, die Korrespondenzen u¨ber A¨hnlichkeitsheuris-
tiken bestimmen, wurde fu¨r das erste Verfahren ein neuartiger Ansatz verfolgt. Analog
zu der Definition eines Edierabstandes fu¨r Ba¨ume oder Graphen wurde ein Edierkos-
tenmodell in Verbindung mit einer Menge zula¨ssiger A¨nderungsoperationen auf Klas-
sendiagrammen entworfen. Auf diese Weise kann die Berechnung der Korrespondenzen
zwischen zwei Klassendiagrammen als Optimierungsproblem dargestellt werden, eine
Zuordnung mit minimalen Edierkosten zu bestimmen. Aufgrund der kontextabha¨ngigen
Kosten fu¨r die Edieroperationen auf Assoziationen und Vererbungskanten wu¨rde eine
Bestimmung der optimalen Lo¨sung die Bewertung aller O(n!) verschiedenen Kombina-
tionsmo¨glichkeiten der Klassenpaare erfordern. Daher wird in dem vorgestellten Verfah-
ren stattdessen ein relaxiertes Optimierungsproblem gelo¨st. Mit Hilfe der Abscha¨tzung
der Kosten fu¨r Assoziationen und Vererbungsbeziehungen durch eine untere Schranke
la¨sst sich das Optimierungsproblem auf ein Netzwerkflussproblem reduzieren, das mit
Hilfe eines Verfahrens aus der Graphentheorie mit polynomiellem Aufwand gelo¨st wer-
den kann. In einem Teil der Fa¨lle la¨sst sich u¨ber ein leicht u¨berpru¨fbares hinreichendes
Optimalita¨tskriterium nachweisen, dass die so berechnete Lo¨sung fu¨r das relaxierte Op-
timierungsproblem auch fu¨r das urspru¨ngliche Optimierungsproblem optimal ist. Ent-
sprechend den Ergebnissen einer durchgefu¨hrten Evaluation weichen die berechneten
Edierkosten nur wenig von den optimalen Edierkosten ab. Das Verfahren unterscheidet
sich von allen heuristischen Verfahren dadurch, dass ein objektives Kriterium, die Edier-
kosten der berechneten Zuordnung, existiert, mit dem beurteilt werden kann, inwieweit
das Verfahren die vorgegebenen Ziele erreicht hat.
Als zweites Verfahren zum Vergleich wurde ein a¨hnlichkeitsbasiertes, heuristisches
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Verfahren entwickelt, das fu¨r die mo¨glichen Korrespondenzpaare A¨hnlichkeitswerte be-
rechnet und mit Hilfe eines heuristischen Auswahlverfahrens die korrespondierenden Ele-
mente u¨ber die Maximierung der Gesamta¨hnlichkeit bestimmt. Beide Verfahren wurden
in einem Plugin fu¨r Eclipse implementiert, das zusammen mit Komponenten des Eclipse
Modeling Frameworks ein Rahmenwerk zum Modellieren und Vergleichen von Ecore-
Klassendiagrammen bildet. Dabei wurde der Vergleich von Klassendiagrammen mit Pa-
keten in zwei Stufen unterteilt. U¨ber einen Vergleich aller Klassenpaare unabha¨ngig von
deren Lage in der Pakethierarchie werden zuna¨chst die Korrespondenzen auf Klassen-
ebene gebildet. Darauf aufsetzend werden die korrespondierenden Pakete unter der Vor-
gabe der Klassenkorrespondenzen bestimmt. Das Rahmenwerk bietet eine Auswahlsicht,
in der verschiedene Klassen- und Paketebenenverfahren kombiniert werden ko¨nnen.
Die Vergleichsergebnisse des edierkostenbasierten und des a¨hnlichkeitsbasierten Ver-
fahrens wurden in einer Evaluation einander gegenu¨bergestellt. Die vorliegende Arbeit
erweitert den Stand der Technik in diesem Gebiet somit nicht nur um Korrespondenz-
berechnungsverfahren, sondern liefert auch Erkenntnisse u¨ber die Eignung des Edierab-
standes zwischen Modellen als Kriterium fu¨r die Bewertung von Modelldifferenzen und




In the field of model-driven software development tools are needed which supply the
work on models, especially the comparison of models. With such a tool a developer can
visualize the changes between two versions of a model and use the differences to merge the
two versions. Usually the comparison of models consists of two steps, the identification
of the corresponding model elements and the interpretation of the differences based
on the computed correspondences. The present study deals with the computation of the
correspondences - which is the more difficult step of both - and focuses on class diagrams
since class diagrams are the most relevant type of diagram in object-oriented modeling.
In this context, two algorithms for the computation of correspondences between Ecore
class diagrams have been developed. Both are structure-based and do not make use of
unique object identifiers.
While all known differencing algorithms for class diagrams which do not rely on uni-
que object identifiers use heuristic similarity values, the approach of our first algorithm
is new. On the analogy of edit distance for trees or graphs, a set of edit costs and feasi-
ble edit operations have been defined for class diagrams. This way the computation of
corresponding elements is treated as an optimization problem to find correspondences
associated with minimal edit costs. As the costs for edit operations on association ed-
ges and inheritance edges of classes depend on how the other classes are matched, a
computation of the optimal solution requires the evaluation of all O(n!) possibilities to
combine the class correspondences. Therefore the presented edit costs-based algorithm
solves a relaxation of the original optimization problem instead. An estimation of the
costs for association and inheritance edges with a lower bound enables the reduction of
the problem on a network flow problem solvable with a graph algorithm in polynomial
time. In some cases a sufficient optimality criterion - which can be easily verified - pro-
ves that the optimal solution for the relaxed problem holds for the original problem too.
According to the results of our evaluation there is a small deviation of the computed
edit costs from the optimal edit costs. This algorithm differs from all existing heuristic
approaches in that there exists an objective criterion - the edit costs - to check the
resulting correspondences for optimality.
A second similarity-based algorithm has been developed, in order to compare the two
different approaches. The algorithm computes similarity values for all possible correspon-
dences and finally selects the corresponding elements with the largest total similarity
using a heuristic greedy strategy. Both algorithms have been implemented as an Eclip-
se plug-in, which - together with several plug-ins of the Eclipse Modeling Framework -
form a framework for modeling and differencing Ecore class diagrams. The comparison
of class diagrams which also contain packages is divided in two parts. First all classes
of all packages are compared and the correspondences on the class level are determined.
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Based on these correspondences the correspondences on the package level are computed.
The framework offers a view to select different matching algorithms for the class and
the package level.
The results of the two differencing algorithms have been compared in an evaluation.
Thus the contribution of the present study consists not only in two differencing algo-
rithms for class diagrams but also in insights on the suitability of edit distance for the
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In der modellbasierten Softwareentwicklung werden Modelle zur Beschreibung der Soft-
waresysteme in der Planungsphase vor der eigentlichen Implementierung eingesetzt, um
die Qualita¨t und Wartbarkeit der resultierenden Software zu verbessern. Mit zunehmen-
der Komplexita¨t der zu entwickelnden Softwaresysteme erho¨ht sich der mo¨gliche Nut-
zen einer Produktivita¨tssteigerung, der durch eine Automatisierung im Softwareentwick-
lungsprozess erreicht werden kann. Die modellgetriebene Sofwareentwicklung schließt die
Lu¨cke zwischen der abstrakten Problembeschreibung durch Modelle und der Implemen-
tierung, indem aus ausfu¨hrbaren Modellen Quellcode erzeugt werden kann [FR07]. Damit
erreicht die Entwicklung von Software einen ho¨heren Abstraktionsgrad, wobei gleichzeitig
die Modelle im Softwareentwicklungsprozess eine zentrale Rolle einnehmen: Sie werden
von begleitenden Modellen zu Analyse- und Dokumentationszwecken zu
”
first-class“-
Artefakte aufgewertet [FV09]. Die Vorteile der modellgetriebenen Softwareentwicklung
sind offensichtlich: Die Codegenerierung aus den Modellen spart nicht nur Zeit, sondern
senkt auch die Fehleranzahl im Vergleich zu einer manuellen Programmierung.
Da wa¨hrend des modellgetriebenen Softwareentwicklungsprozesses insbesondere bei
verteilter Entwicklung verschiedene Versionen von Modellen entstehen, ist es sinnvoll,
die Modelle genauso wie den Quellcode bei herko¨mmlicher Implementierung unter Ver-
sionsverwaltung zu stellen. Eine gute Werkzeugunterstu¨tzung fu¨r die Versionierung von
Modellen, die auch die Differenzberechnung zwischen Modellen und das Verschmelzen
zweier Modelle beinhaltet, ist fu¨r einen effizienten Softwareentwicklungsprozess unver-
zichtbar [ELH+05] und eine Voraussetzung dafu¨r, dass sich die modellgetriebene Soft-
wareentwicklung in der Zukunft weiter durchsetzt.
Die Differenzberechnung von Modellen beantwortet nicht nur die Frage, was sich zwi-
schen zwei Modellversionen gea¨ndert hat, sondern stellt auch die Basis fu¨r das Ver-
schmelzen zweier Versionen dar. Um zwei Modelle, die unabha¨ngig voneinander erstellt
wurden, zu einer gemeinsamen Version zusammenzufu¨hren, was als Verschmelzen be-
zeichnet wird, werden die Unterschiede der beiden Versionen beno¨tigt. Differenzen zwi-
schen Modellen ko¨nnen in Versionsverwaltungssystemen auch dazu verwendet werden,
um verschiedene Versionen platzsparend zu speichern, indem eine Basisversion und ent-
sprechende Deltas gespeichert werden [CW98]. Doch die Differenzberechnung ist nicht
nur innerhalb von Versionsverwaltungssystemen nu¨tzlich, wie die nachfolgenden wei-
teren Anwendungsgebiete belegen. Die Differenzberechnung stellt ein Analysewerkzeug
dar, mit dem die Entwicklung von Modellen im Verlauf einer Historie nachvollzogen
werden kann [WHK]. Auch falls Modelle nicht zur Generierung von Quellcode, sondern
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1 Einfu¨hrung
nur zur Dokumentation verwendet werden, kann es interessant sein, die durch Rever-
se Engineering gewonnenen Modelle zu einem spa¨teren Zeitpunkt des Projekts mit der
anfa¨nglichen Modellbeschreibung zu vergleichen. In [XS06] werden Modelle aus Quellco-
de gewonnen, die gezielt mittels Differenzberechnung untersucht werden, um komplexere
Umstellungen im Quellcode, sogenannte Refactoringmaßnahmen, zu erkennen. Eine wei-
tere mo¨gliche Anwendung ist der Bereich des Model Transformation Testings [KPP06],
in dem die Differenzberechnung dazu verwendet wird, um die exakte Ausfu¨hrung von
Modelltransformationsregeln zu u¨berpru¨fen, die ein Ausgangsmodell in ein Zielmodell
u¨berfu¨hren sollen. Ferner wird die Differenzberechnung in [BHE09] auch eingesetzt, um
hinreichend a¨hnliche Software Cases aufzufinden, die wiederverwendet werden ko¨nnen.
1.2 Vergleich von Klassendiagrammen
Die vorliegende Arbeit befasst sich mit dem Vergleich von Klassendiagrammen, da das
Klassendiagramm in der Objektorientierung die grundlegende Diagrammart zur Model-
lierung von Datenaspekten darstellt. Klassendiagramme werden als teilweise ausfu¨hrba-
re Modelle bezeichnet, da aus ihnen wie zum Beispiel im Eclipse Modeling Framework
(EMF) [SBPM09] Klassen mit Feldern und elementaren Operationen wie Zugriffs- und
A¨nderungsmethoden fu¨r Werte und Links generiert werden ko¨nnen. Manche Werkzeuge
bieten daru¨ber hinaus die Mo¨glichkeit, auch die Inhalte von Methoden zu generieren,
wobei dazu die Klassendiagramme meist um eine weitere Diagrammart zur Modellierung
der Methodenru¨mpfe erweitert werden (z. B. Storydiagramme in Fujaba [Zu¨n01]).
Die Verfahren, die in dieser Arbeit vorgestellt werden, wurden fu¨r Klassendiagramme
konzipiert und implementiert. Dennoch beziehen sich die Definitionen und Aussagen in
dieser Arbeit teilweise auf Modelle, falls sich diese verallgemeinern lassen. Im letzten
Kapitel dieser Arbeit wird auch darauf eingegangen, inwieweit sich die beschriebenen
Verfahren fu¨r Klassendiagramme auf allgemeine Modelle u¨bertragen lassen.
Modell vs. Diagramm Ein Modell bezeichnet in dieser Arbeit eine Struktur von getyp-
ten Elementen, die eine Kompositionsstruktur bilden1. Ein Element kann Eigenschaften
besitzen und durch getypte Beziehungen mit anderen Elementen verknu¨pft sein. Die
zula¨ssigen Typen, deren Eigenschaften und Beziehungen werden meist in einem Meta-
modell festgelegt. Ein Diagramm hingegen bezeichnet eine Darstellung eines Modells,
wobei es zu einem Modell verschiedene Darstellungsformen geben kann.
Da zu einem Modell beliebig viele Diagramme erstellt werden ko¨nnen, die sich zwar in
der Darstellung, aber nicht in der Semantik unterscheiden und die Diagramme daru¨ber
hinaus oft zusa¨tzlich technische Details speichern, die der Repra¨sentation dienen, wie
z. B. Positionen der Diagrammelemente, werden in dieser Arbeit keine Diagramme,
sondern die zugrunde liegenden Modelle verglichen. Die Klassendiagramme mu¨ssten in
1Die Forderung einer Kompositionsstruktur stellt keine Einschra¨nkung der Allgemeinheit dar, da sich
fu¨r jedes Modell eine Kompositionsstruktur durch Erga¨nzung eines Wurzelknotens, der mit jedem
Modellelement verbunden ist, einfu¨hren la¨sst.
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Modell A Modell B
Differenz-
modell
Abbildung 1.1: Die zwei Stufen der Differenzberechnung
dieser Arbeit daher streng genommen als Klassenmodelle bezeichnet werden. Da die Ver-
wendung des Begriffs Klassenmodell jedoch nicht u¨blich ist und im Kontext der Arbeit
klar ist, dass die Modelle und nicht ihre Repra¨sentationen verglichen werden, wird im
Folgenden weiterhin von Klassendiagrammen oder kurz Diagrammen gesprochen.
Einteilung der Vergleichsverfahren in Phasen Vergleichsverfahren, auch als Diffe-
renzberechnungsverfahren bezeichnet, fu¨r Modelle lassen sich in zwei Phasen untertei-
len. In einem ersten Schritt werden die korrespondierenden Modellelemente bestimmt.
Dabei wird entschieden, welche Elemente aus den beiden Modellen miteinander identi-
fiziert werden, d. h. als gleich oder hinreichend a¨hnlich betrachtet werden. Im zweiten
Schritt werden anhand der Korrespondenzbeziehungen die Unterschiede in Form von
A¨nderungsoperationen abgeleitet. Diejenigen Elemente, die im anderen Modell kein kor-
respondierendes Element besitzen, werden als gelo¨scht oder eingefu¨gt interpretiert. Wei-
terhin werden alle korrespondierenden Elemente auf Unterschiede in ihren Eigenschaften
und Beziehungen u¨berpru¨ft.
In einem modellorientierten Ansatz bietet es sich an, die Ergebnisse beider Stufen
jeweils als Modell abzuspeichern. Die Ergebnisse der Korrespondenzberechnung bilden
ein Korrespondenzmodell, die ermittelten Unterschiede werden in einem Differenzmodell
dargestellt (vgl. Abbildung 1.1). Der Aufwand der ersten Phase kann je nach verwende-
tem Verfahren sehr unterschiedlich sein. Liegen die Informationen u¨ber die korrespondie-
renden Elemente bereits vor, da sie u¨ber eindeutige Objektbezeichner in den Modellen
gespeichert sind, oder da die durchgefu¨hrten A¨nderungsoperationen zwischen den beiden
Versionen protokolliert wurden, fa¨llt fu¨r diese erste Phase kaum Aufwand an. Wenn die
Korrespondenzen andernfalls berechnet werden, kann mit beliebigem Aufwand nach den
besten Korrespondenzbeziehungen gesucht werden. Diese Arbeit behandelt die erste und
schwierigste Phase der Differenzberechnung, die Berechnung der Korrespondenzen. Fu¨r
das Ableiten der Unterschiede wird in den vorgestellten Verfahren der Differenzalgorith-
mus von EMF Compare [MSW09a] eingesetzt.
1.2.1 Herausforderung bei der Korrespondenzberechnung zwischen
Klassendiagrammen
Die Korrespondenzberechnung auf Klassendiagrammen stellt in Hinblick auf den Auf-
wand ein schwieriges Problem dar. Klassendiagramme enthalten nicht nur eine Baum-
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Abbildung 1.2: Klassendiagramm A
Abbildung 1.3: Klassendiagramm B
struktur, die durch die Kompositionsbeziehungen der Klassen und deren Unterelemente
gebildet wird, sondern auch Querverbindungen in Form von Assoziationen und Verer-
bungskanten, die diesen Baum zu einem allgemeinen Graphen erweitern. Daher sind
Vergleichswerkzeuge, die auf flachen Strukturen wie Textdateien arbeiten, oder Baum-
vergleichsverfahren nicht ausreichend, um Klassendiagramme zu vergleichen. Der exakte
Vergleich von Graphen stellt jedoch in der Mathematik ein komplexes Problem dar, fu¨r
das keine effizienten Lo¨sungsverfahren bekannt sind.
Die Korrespondenzberechnung bildet die Grundlage fu¨r das Ableiten der Differen-
zen. Das folgende Beispiel veranschaulicht, wie sich die berechneten Korrespondenzen
auf die anschließende Differenzbildung auswirken. In den Abbildungen 1.2 und 1.3 sind
zwei Klassendiagramme zur Modellierung von Kaufauftra¨gen abgebildet, die auf einem
Beispielmodell aus [SBPM09, S. 70] basieren. In Diagramm A werden Liefer- und Rech-
nungsadresse mit der Klasse USAddress modelliert. In Diagramm B wurde die Modellie-
rung von Adressen verallgemeinert. Die Klasse Address entha¨lt fast alle Attribute der
alten Klasse USAddress, die nun als Unterklasse von Address definiert wird und das fu¨r
US-Adressen spezifische Attribut state entha¨lt.
Die beiden Klassendiagramme werden mit zwei verschiedenen Vergleichsverfahren ver-
glichen, die sich nur in den Korrespondenzberechnungsverfahren unterscheiden und je-
weils den gleichen Algorithmus zum Ableiten der Differenzen verwenden. Das EMF
Compare Verfahren [MSW09a], das im Eclipse Modeling Framework integriert ist und
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in Abschnitt 3.2.2 genauer beschrieben wird, ordnet die beiden gleichnamigen Klassen
USAddress und USAddress einander zu. Dies fu¨hrt zur Ableitung folgender Differenzen:
1. Hinzufu¨gen der Klasse Address mit den fu¨nf Attributen name, street, city, zip
und country
2. A¨nderung des Referenzziels der Assoziation shipTo
3. A¨nderung des Referenzziels der Assoziation billTo
4. Einfu¨gen einer Vererbungsbeziehung zwischen USAddress und Address
5. Lo¨schen der fu¨nf Attribute name, street, city, zip und country in der Klasse
USAddress
Das eigenentwickelte edierkostenbasierte Verfahren, das in Abschnitt 4.2 dargestellt
wird, identifiziert die Klasse USAddress aus Diagramm A mit der Klasse Address aus
Diagramm B und ermittelt folgende Differenzen:
1. Umbenennen der Klasse USAddress in Address
2. Lo¨schen des Attributs state
3. Einfu¨gen der Klasse USAddress als Unterklasse von Address mit Attribut state
Der Vollsta¨ndigkeit wegen zeigen die Abbildungen 1.4 und 1.5 die beiden resultieren-
den Differenzberichte visualisiert im EMF Compare UI Editor, der in Abschnitt 5.4.3
genauer behandelt wird. Beim Vergleich der beiden Vergleichsergebnisse fa¨llt auf, dass
das edierkostenbasierte Verfahren Korrespondenzen berechnet, die im Vergleich zum Er-
gebnis des EMF Compare Verfahrens zu der kleineren Differenz gemessen an der Anzahl
der A¨nderungsoperationen fu¨hren. Dies ist darauf zuru¨ckzufu¨hren, dass das edierkos-
tenbasierte Verfahren eine minimale Distanz zwischen den beiden Diagrammen sucht,
wobei die Diagrammelemente in Hinblick auf ihre strukturellen A¨hnlichkeiten verglichen
werden. Das EMF Compare Verfahren verwendet hingegen eine A¨hnlichkeitsheuristik,
die sich vergleichsweise stark an den Namen der Elemente orientiert.
Da beide Verfahren den gleichen Algorithmus zum Ableiten der Differenzen verwenden
und sich nur in der ersten Phase, der Korrespondenzberechnung, unterscheiden, wird an-
hand des Beispiels deutlich, wie wichtig eine gute Korrespondenzberechnung ist, um auch
gute Differenzen zu erhalten. Daher erscheint es sinnvoll, die relevanten Kriterien fu¨r gu-
te Differenzen bereits in der Phase der Korrespondenzberechnung mit einzubeziehen. Die
bisherigen Evaluationen von Vergleichsergebnissen (siehe z. B. [MGMR02, KWN05]) ba-
sieren lediglich auf der Befragung von Testpersonen, die die Qualita¨t der berechneten
Unterschiede beurteilen. Da meines Erachtens noch kein formalisierbares Kriterium fu¨r
die Gu¨te von Differenzen bekannt ist und dieses daher nicht in die Korrespondenzberech-
nung einfließen kann, wird in dieser Arbeit das Problemfeld von der anderen Seite aus
angegangen. Der Ansatz besteht darin, ein formales Kriterium fu¨r die Berechnung von
Korrespondenzen u¨ber den minimalen Edierabstand einzufu¨hren und zu u¨berpru¨fen, ob
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Abbildung 1.4: EMF Compare: Vergleichsergebnis der Klassendiagramme A und B
Abbildung 1.5: ECVerfahren: Ergebnis des Vergleichs der Klassendiagramme A und B
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dies zu besseren Differenzen fu¨hrt. Die Korrespondenzberechnung wird auf diese Weise
als Optimierungsproblem aufgefasst.
Bevor auf die Anforderungen eingegangen wird, die Vergleichsverfahren idealerweise
erfu¨llen, wird ein kursorischer U¨berblick u¨ber bisherige Vergleichsverfahren fu¨r Klassen-
diagramme gegeben. Eine ausfu¨hrlichere Darstellung und Bewertung folgt in Kapitel 3
dieser Arbeit.
1.2.2 Kurzu¨berblick u¨ber den Stand der Technik
Die bisher bekannten Vergleichsverfahren fu¨r Klassendiagramme lassen sich in zwei Ka-
tegorien einteilen. Die Verfahren der ersten Gruppe verzichten auf die eigentliche Korre-
spondenzberechnung und verwenden stattdessen eindeutige Objektbezeichner zur Iden-
tifikation korrespondierender Elemente. Jedem Element, im Folgenden auch als Objekt
bezeichnet, wird bei dessen Erzeugung ein unvera¨nderlicher Bezeichner zugeordnet, wo-
bei jeder Bezeichner jeweils nur einmal vergeben und auch nicht wiederverwendet wird,
falls das Objekt gelo¨scht wird. Beim Kopieren eines Objekts wird auch dessen Bezeich-
ner kopiert. Wird jedoch ein Objekt gelo¨scht und ein gleiches Objekt erneut erstellt,
unterscheiden sich die beiden Objekte in ihren Bezeichnern. Bei der Bestimmung der
korrespondierenden Elemente werden genau diejenigen Elemente miteinander identifi-
ziert, deren Bezeichner identisch sind. Dies besitzt den Nachteil, dass die Korresponden-
zen in Abha¨ngigkeit der Entstehungsgeschichte der zu vergleichenden Modelle gebildet
werden. Meines Erachtens sollte ein Korrespondenzberechnungsverfahren jedoch ledig-
lich die aktuellen Zusta¨nde der beiden Modelle vergleichen und damit auch Elemente als
korrespondierend identifizieren, die semantisch gleich sind, auch wenn sie verschiedene
Bezeichner besitzen. Beispiele fu¨r Verfahren, die eindeutige Objektbezeichner verwenden,
sind [AP03, OWK03, MGH05].
Verfahren, die nicht auf eindeutigen Objektbezeichnern basieren, ermitteln die Korre-
spondenzen stattdessen u¨ber A¨hnlichkeitsheuristiken. Beispiele fu¨r solche Verfahren sind
[KWN05, XS05, LGJ07, BP08, RV08]. Diese Verfahren unterscheiden sich im Wesentli-
chen in den verwendeten A¨hnlichkeitsheuristiken und den Strategien, wie die Modelle auf
der Suche nach korrespondierenden Elementen traversiert werden. Heuristische Verfah-
ren fu¨r den Vergleich von Klassendiagrammen scheinen gut akzeptiert zu sein. Allerdings
verlassen sich diese Verfahren, soweit sie im Rahmen dieser Arbeit getestet wurden, zu
sehr auf die Identifikation von korrespondierenden Elementen u¨ber Namen und weisen
daher Schwa¨chen auf, falls Diagramme mit vielen Umbenennungen verglichen werden.
Es existieren somit bereits Vergleichsverfahren fu¨r Klassendiagramme, die Verfahren
mit eindeutigen Objektbezeichnern liefern jedoch meines Erachtens keine befriedigen-
den Lo¨sungen. Auch die getesteten heuristischen Verfahren weisen Defizite auf, da sie
die Namen von Elementen zu stark gewichten oder nicht alle mo¨glichen Klassenkorre-
spondenzen beru¨cksichtigen. Ein weiterer Kritikpunkt der heuristischen Verfahren be-
steht darin, dass die Gesamtlo¨sung u¨ber eine Folge einzelner guter Korrespondenzen
gebildet wird, wobei bei diesen lokalen Einzelentscheidungen nicht die globale Situation
betrachtet wird und auch bereits getroffene Entscheidungen nicht mehr revidiert werden.
Daru¨ber hinaus bin ich der Ansicht, dass vor der Anwendung von heuristischen Verfah-
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Tabelle 1.1: Anforderungen an Differenzberechnungsverfahren fu¨r Modelle
(A1) Genauigkeit
(A1a) Korrektheit
(A1b) Gu¨te der Ergebnisse in Hinblick auf ein vorgegebenes Kriterium
(A2) Hoher konzeptioneller Level
(A3) Doma¨nenunabha¨ngigkeit
(A4) Werkzeugunabha¨ngigkeit
(A5) Unabha¨ngigkeit von der Ediergeschichte
(A6) Effizienz
(A7) Benutzerfreundliche Darstellung der Unterschiede
(A8) Leichtgewichtiger Ansatz
ren zuna¨chst untersucht werden sollte, ob das Problem nicht auch mit einem exakten
oder approximativen Verfahren gut lo¨sbar ist und vielleicht die besseren Differenzen
berechnet.
1.2.3 Anforderungen
Differenzberechnungsverfahren auf Modellen sollten allgemein acht grundlegende Anfor-
derungen erfu¨llen, die in Tabelle 1.1 aufgelistet sind. Im Vergleich zu der urspru¨nglichen
Beschreibung der Anforderungen in [FW07] ist die erste Anforderung in dieser Darstel-
lungsform in zwei Teilanforderungen untergliedert.
Ein Differenzberechnungsverfahren soll die Unterschiede zwischen zwei Modellversio-
nen so genau wie mo¨glich berechnen (A1). Dies beinhaltet zum einen, dass ein vollsta¨ndi-
ger Differenzbericht erstellt wird, der in Hinblick auf die betrachteten Eigenschaften der
Modelle keine Unterschiede unberu¨cksichtigt la¨sst sowie keine widerspru¨chlichen Unter-
schiede oder nicht vorhandene Unterschiede meldet (A1a). Damit ist die Grundvoraus-
setzung gegeben, dass die berechnete Differenz fu¨r weitere Verwendungszwecke, wie das
Verschmelzen zweier Versionen, eingesetzt werden kann. Neben der Korrektheit ist es
wu¨nschenswert, dass die berechnete Differenz in Hinblick auf vorgegebene Qualita¨tskri-
terien mo¨glichst gut ist (A1b). Was als solches Kriterium herangezogen werden kann,
das sich formalisieren und auch messen la¨sst, daru¨ber existiert noch Unklarheit. Als ein
Aspekt dieser Arbeit wird untersucht, ob der Edierabstand zwischen zwei Klassendia-
grammen als Kriterium geeignet ist.
Das Verfahren soll außerdem auf einem hinreichend hohen konzeptionellen Level arbei-
ten (A2), der fu¨r den Vergleich von Modellen angemessen ist. Wie in Kapitel 2 erla¨utert
wird, sind Vergleichsverfahren, die auf Text- oder Baumebene angesiedelt sind, fu¨r den
Vergleich von Modellen nicht zufriedenstellend, da sie die Korrektheit des Ergebnis-
ses im Sinne der Anforderung (A1a) nicht gewa¨hrleisten ko¨nnen. Da eine Projektion
der Modelle auf eine niedrigere konzeptionelle Ebene zur Differenzberechnung und eine
Ru¨ckfu¨hrung der Ergebnisse auf Modellebene die in Kapitel 2 beschriebenen Nachtei-
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le mit sich bringt, werden die Korrespondenzen idealerweise bereits auf Modellebene
berechnet, da die daraus resultierenden Unterschiede auch auf Modellebene dargestellt
werden mu¨ssen.
Domainenunabha¨ngige Differenzberechnungsverfahren (A3) sind flexibler einsetzbar,
da sie nicht fu¨r eine spezielle Diagrammart konzipiert wurden. Dieser Vorteil steht aller-
dings dem Nachteil gegenu¨ber, dass bei diesen unabha¨ngigen Verfahren modellspezifische
Besonderheiten nicht ausgenutzt werden ko¨nnen, was unter Umsta¨nden zu schlechteren
Laufzeiten oder schlechteren Ergebnissen fu¨hren kann. Außerdem sollte das Differenzbe-
rechnungsverfahren unabha¨ngig von den verwendeten Werkzeugen einsetzbar sein (A4).
Damit entfa¨llt die Mo¨glichkeit, A¨nderungsoperationen im Werkzeug zu protokollieren
und fu¨r die Differenzberechnung zu nutzen. In enger Verbindung mit der Werkzeug-
unabha¨ngigkeit steht auch die na¨chste Anforderung (A5), die eine Unabha¨ngigkeit von
der Ediergeschichte fordert. Die Nachteile von Verfahren, die auf eindeutigen Objektbe-
zeichnern basieren, werden in Abschnitt 3.1.2 behandelt.
Eine klassische Anforderung an Verfahren stellt die Effizienz (A7) dar. An dieser Stel-
le ist offensichtlich, dass die genannten Anforderungen teilweise miteinander in Konflikt
stehen und wohl nicht gleichzeitig erreicht werden. So stehen die bereits genannten An-
forderungen (A1) Genauigkeit und (A7) Effizienz mit der letzten Anforderung (A8), dem
leichtgewichtigen Ansatz, in einem klassischen Spannungsdreieck zueinander.
1.3 Zielsetzung und Beitrag der Arbeit
1.3.1 Begriffliche Grundlagen
Im Folgenden werden die in dieser Arbeit wesentlichen Begriffe der Themenbereiche
Korrespondenz und Differenz festgelegt.
Korrespondenz Fasst man Modelle als Mengen von Modellelementen auf, kann der
Begriff der Zuordnung wie folgt eingefu¨hrt werden.
Definition 1 (Zuordnung). Seien A = {a1, . . . an} und B = {b1, . . . bm} Modelle. Eine
Zuordnung M ist eine 2-stellige Relation (ai, bj) ∈ A × B. Die Elemente ai ∈ A und
bj ∈ B korrespondieren, falls (ai, bj) ∈M .
Zwischen korrespondierenden Elementen (sogenannten Korrespondenzelementen) be-
steht eine Korrespondenz(beziehung). Gilt (ai, bj) ∈ M , wird ai auch als Korrespon-
denzpartner von bj bezu¨glich M bezeichnet und umgekehrt. Diejenigen Modellelemente,
die mit keinem Element korrespondieren, werden als nichtkorrespondierend oder Einzel-
elemente bezeichnet. Die nichtkorrespondierenden Elemente werden somit indirekt u¨ber
die Auswahl der korrespondierenden Elemente festgelegt. Beim Ableiten einer Differenz




Beispiel 1. Die Abbildung 1.6 zeigt die Mengen der Modellelemente der Modelle A
und B. Fu¨r eine Zuordnung M = {(a1, b1), (a3, b5), (a4, b2)} ergeben sich die Mengen der
nichtkorrespondierenden Elemente UA = {a2} und UB = {b3, b4}.









Abbildung 1.6: Korrespondenzbeziehungen zwischen Modellelementen
U¨ber den Begriff der Zuordnung werden noch keine Kriterien vorgegeben, wie die
korrespondierenden Elementpaare bestimmt werden. Der Vorgang der Bestimmung der
korrespondierenden Elementpaare wird als Korrespondenzberechnung bezeichnet. Die
Auswahl der korrespondierenden Elemente erfolgt in einem Korrespondenzberechnungs-
verfahren, dessen Aufgabe es ist, nach vorgegebenen Kriterien eine mo¨glichst gute Zu-
ordnung zu ermitteln. Dabei ist die Grundentscheidung zu treffen, ob ausschließlich
identische oder auch a¨hnliche Elemente korrespondieren ko¨nnen. Im letzten Fall wer-
den zugeordnete nicht identische Elemente beim Ableiten der Differenz als gea¨nderte
Elemente interpretiert.
Je nach Anwendungsfall kann es sinnvoll sein, die Menge der zula¨ssigen Zuordnungen
durch weitere Anforderungen zu beschra¨nken. Definition 1 erlaubt es, dass Elemente
mehreren Korrespondenzpartnern zugeordnet werden. So ist M2 = {(a1, b1), (a1, b2),
(a2, b4), (a3, b5)} eine alternative Zuordnung fu¨r Beispiel 1. Die Mehrfachzuordnung von
a1 kann gewu¨nscht sein und beim Ableiten der Differenzen als Kopieren des Elements
interpretiert werden. Fu¨r die eigenentwickelten Korrespondenzberechnungsverfahren in
Kapitel 4 wurde hingegen die Entscheidung getroffen, die Menge der zula¨ssigen Zuord-
nungen dahingehend zu beschra¨nken, dass jedes Element ho¨chstens einen Korrespon-
denzpartner besitzen darf. Eine Zuordnung, bei der jedes Element ho¨chstens zu einem
anderen Element korrespondiert, wird als eindeutige Zuordnung bezeichnet. Die Festle-
gung der zula¨ssigen Zuordnungen bildet die Basis fu¨r die Ableitung der Differenzen in
der zweiten Phase der Differenzberechnung.
Abgrenzung von Zuordnung und Matching aus der Graphentheorie Da das spa¨ter
vorgestellte edierkostenbasierte Verfahren das Optimierungsproblem zur Bestimmung
eines minimalen Edierabstands mit Hilfe eines Verfahrens aus der Graphentheorie lo¨st,
werden grundlegende mathematische Definitionen eingefu¨hrt. Insbesondere wird dadurch
auch die in Definition 1 angegebene Zuordnung von dem Begriff Matching aus der Gra-
phentheorie abgegrenzt.
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Definition 2 (Graph). Ein (ungerichteter) Graph G = (V,E) besteht aus zwei endlichen
Mengen V und E. Die Knotenmenge V darf nicht leer sein. Ein Element a ∈ V wird als
Knoten bezeichnet. Die Kantenmenge E entha¨lt zweielementige Mengen von Elementen
aus V . Ein Element e = {a, b} ∈ E wird als Kante bezeichnet. Eine Kante {a, b} ist
inzident zu Knoten a und Knoten b . (nach [Jun08, S. 2])
Ein Matching beschreibt eine Auswahl an Kanten aus der Kantenmenge eines Gra-
phen, so dass jeder Knoten ho¨chstens zu einer ausgewa¨hlten Kante inzident ist.
Definition 3 (Matching). Sei G = (V,E) ein Graph. Ein Matching T ist eine Teilmenge
von E, so dass jeder Knoten aus V zu ho¨chstens einer Kante aus T inzident ist. (nach
[Jun08, S. 129])
Der Zusammenhang zur Berechnung einer Zuordnung nach Definition 1 erschließt sich
auf einem bipartiten Graphen. Ein bipartiter Graph ist ein Graph, dessen Knotenmenge
sich in zwei disjunkte Teilmengen aufteilen la¨sst, so dass Kanten nur zwischen Knoten der
beiden verschiedenen Mengen, nicht aber zwischen Knoten der gleichen Menge existieren.
Definition 4 (Bipartiter Graph). Ein Graph G = (V,E) heißt bipartit, falls es eine
Partition V = A ∪ B, A ∩ B = ∅ der Knotenmenge V gibt, so dass jede Kante e ∈ E




























Abbildung 1.7: Links: Bipartiter Graph G1 zu Beispiel 1, Mitte: Matching auf G1, rechts:
kein zula¨ssiges Matching
Die Abbildung 1.7 (links) zeigt zu Beispiel 1 einen bipartiten Graphen G1 = (V,E)
mit V = A ∪ B, A = {a1, a2, a3, a4}, B = {b1, b2, b3, b4, b5}, der fu¨r jede mo¨gliche
Korrespondenzbeziehung zwischen den Modellelementen aus A und B, repra¨sentiert
durch die Knoten, eine Kante entha¨lt. Die Menge der ausgewa¨hlten Korresponden-
zen M = {(a1, b1), (a3, b5), (a2, b4)} entspricht in diesem Fall einem Matching T auf
G1 (vgl. Abbildung 1.7 (Mitte)). Die alternative, nicht eindeutige Zuordnung M2 =
{(a1, b1), (a1, b2), (a2, b4), (a3, b5)} verletzt jedoch die Bedingung eines Matchings, dass
jeder Knoten nur zu einer ausgewa¨hlten Kante inzident sein darf (vgl. Abbildung 1.7








Abbildung 1.8: Gerichtetes Delta aus [CW98]
so dass die eindeutige Zuordnung ein Matching auf diesem Graphen darstellt. Die Begrif-
fe Matching und Zuordnung sind jedoch nicht a¨quivalent, da dies einerseits nicht fu¨r eine
nicht eindeutige Zuordnung gilt, und andererseits ein Matching auch auf einem allgemei-
nen Graphen existieren kann. Dennoch werden die Korrespondenzberechnungsverfahren
umgangssprachlich gerne als Matchverfahren bezeichnet.
Differenz In dieser Arbeit bezeichnet eine Differenz zwischen zwei Modellen A und B
eine Folge zula¨ssiger A¨nderungsoperationen, die angewandt auf das Modell A dieses in
das Modell B u¨berfu¨hren. Die Differenz ha¨ngt somit von der Menge der zula¨ssigen A¨nde-
rungsoperationen ab und ist gerichtet. In [CW98] wird diese Differenz auch als gerichtetes
Delta bezeichnet (vgl. Abbildung 1.8). Da die Reihenfolge der A¨nderungsoperationen re-
levant sein kann, wird das Delta als Folge und nicht als Menge von A¨nderungsoperationen
dargestellt. Als A¨nderungsoperationen ko¨nnen nur die Basisoperationen Lo¨schen bzw.
Einfu¨gen eines Elements und A¨ndern einer Elementeigenschaft zugelassen werden oder
auch komplexere A¨nderungen, z. B. Verschiebungen oder Teilbaumlo¨schung, beru¨cksich-
tigt werden. Komplexere A¨nderungsoperationen sind zwar nicht zwingend no¨tig, da sie
sich auf eine Folge von Basisoperationen zuru¨ckfu¨hren lassen, reduzieren jedoch den Um-
fang der dargestellten Differenz. Bei der Auswahl der zula¨ssigen A¨nderungsoperationen
ist es sinnvoll, auch zu beru¨cksichtigen, welche A¨nderungsoperationen im verwendeten
Modelleditor mo¨glich sind.
1.3.2 Verfahren zur Korrespondenzberechnung
Da alle in der Literatur bekannten Verfahren zum Vergleich von Klassendiagrammen,
die keine eindeutigen Objektbezeichner zum Identifizieren korrespondierender Elemente
verwenden, einen a¨hnlichkeitsbasierten Ansatz verfolgen, startete die vorliegende Arbeit
mit der Ausgangsfragestellung, ein edierkostenbasiertes Korrespondenzberechnungsver-
fahren fu¨r Klassendiagramme zu entwickeln, das die Bestimmung einer Zuordnung als
Optimierungsproblem betrachtet und fu¨r dieses Optimierungsproblem mit akzeptablem
Aufwand eine optimale oder anna¨hernd optimale Lo¨sung berechnet. Um zu untersuchen,
ob die aufwa¨ndiger ermittelten Differenzen des edierkostenbasierten Verfahrens Vorteile
gegenu¨ber den Differenzen eines schnelleren a¨hnlichkeitsbasierten Verfahrens besitzen,
wurde ein weiteres a¨hnlichkeitsbasiertes Korrespondenzberechnungsverfahren konzipiert.
Es wurden somit zwei verschiedene Korrespondenzberechnungsverfahren in verschie-
denen Varianten fu¨r Klassendiagramme entwickelt und als Eclipse-Plugin fu¨r Ecore-
Klassendiagramme implementiert. Beide Verfahren arbeiten unabha¨ngig von eindeuti-
gen Objektbezeichnern und strukturbasiert. Bei dem ersten Verfahren handelt es sich
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um ein edierkostenbasiertes Verfahren, das das Identifizieren korrespondierender Ele-
mente als Optimierungsproblem auffasst. Gesucht wird eine Zuordnung mit minimalen
Edierkosten, die beno¨tigt werden, um das eine in das andere Modell zu u¨berfu¨hren.
Das Kostenmodell des edierkostenbasierten Verfahrens kann angepasst werden, wobei
sichergestellt wird, dass die gea¨nderten Kostenbewertungen den Kriterien einer Metrik
entsprechen. Um den Aufwand des Verfahrens polynomiell zu begrenzen, werden die
Kosten der kontextabha¨ngigen Eigenschaften durch eine untere Schranke abgescha¨tzt.
Nach Berechnung der Zuordnung la¨sst sich u¨berpru¨fen, ob ein hinreichendes, aber nicht
notwendiges Optimalita¨tskriterium erfu¨llt ist. In diesem Fall wurde die minimale Zu-
ordnung nachweislich gefunden. Andernfalls kann, aber muss die Lo¨sung nicht optimal
sein. Neben dem edierkostenbasierten Verfahren mit den abgescha¨tzten Kosten (EC-
Verfahren) wurde außerdem eine Brute-Force-Variante des Verfahrens (BFVerfahren)
implementiert. Das BFVerfahren la¨sst sich aufgrund des Aufwands zwar nur fu¨r kleine
Klassendiagramme einsetzen, es bestimmt jedoch in jedem Fall eine exakte Lo¨sung und
liefert damit Vergleichswerte fu¨r die Evaluation des edierkostenbasierten Verfahrens mit
abgescha¨tzten Kosten. Die Ergebnisse der Evaluation zeigen, dass das Verfahren mit
abgescha¨tzten Kosten in vielen Fa¨llen die kostenoptimale Lo¨sung bestimmt und dass
die Kosten von den Kosten der optimalen Lo¨sung nur wenig abweichen.
Das a¨hnlichkeitsbasierte Verfahren bestimmt hingegen eine Zuordnung unter Maxi-
mierung der A¨hnlichkeiten, wobei die Gewichtung der A¨hnlichkeitswerte vor Ausfu¨hrung
des Vergleichs angepasst werden kann. Das Verfahren verfolgt einen Greedy-Ansatz, der
nicht zur optimalen Lo¨sung fu¨hren muss, aber eine deutlich geringere Komplexita¨t auf-
weist. Im Evaluationsteil werden die Ergebnisse des a¨hnlichkeitsbasierten mit denen des
edierkostenbasierten Verfahrens verglichen.
Die Verfahren erkennen nativ keine Verschiebungen von Unterelementen der Klassen,
es wurde jedoch ein optionaler Nachbearbeitungsschritt entwickelt, der in beschra¨nktem
Umfang verschobene Attribute oder Methoden identifizieren kann. Die bisher beschriebe-
nen Verfahren zur Korrespondenzberechnung auf Klassendiagrammen arbeiten zuna¨chst
auf flachen Klassendiagrammen, deren Klassen alle in einem gemeinsamen Grundpaket
liegen. Um auch Klassen in verschiedenen Paketen zu beru¨cksichtigen, wurde das Verfah-
ren auf Klassenebene zu einem mehrstufigen Ansatz erweitert. Durch einen modularen
Ansatz sind Klassen- und Paketebenenverfahren unabha¨ngig voneinander wa¨hlbar. In
dem anschließenden a¨hnlichkeitsbasierten Paketebenenverfahren werden die Korrespon-
denzen der Pakete unter Beru¨cksichtigung der gefundenen Klassenzuordnung gebildet
und die jeweilige Zuordnung der Pakete und Klassen in ein gemeinsames Korrespon-
denzmodell u¨berfu¨hrt.
Fu¨r das anschließende Ableiten des Differenzenmodells aus den berechneten Korre-
spondenzen und die Visualisierung der Differenzen in einer Baumsicht werden bereits
existierende Komponenten genutzt. Das eigenentwickelte Plugin mit den Korrespondenz-
berechnungsverfahren und Sichten zur Konfiguration und Auswahl der Verfahren bildet
mit einem beliebigen Ecore-Editor und dem Differenzberechnungsverfahren von EMF
Compare sowie dem EMF Compare UI Editor ein Eclipse-basiertes Rahmenwerk zum

































































Bestimmung der korrespondierenden Modellelemente Ableitung und 
Visualisierung
der Unterschiede
Abbildung 1.9: Vergleich von Klassendiagrammen
1.4 Aufbau dieser Arbeit
Neben der folgenden textuellen Beschreibung des Aufbaus der vorliegenden Arbeit gibt
die Abbildung 1.10 einen graphischen U¨berblick u¨ber die Struktur der Kapitel. Abschnit-
te, die die wesentlichen Beitra¨ge dieser Arbeit enthalten (Eigener Beitrag) oder die sich
auf verwandte Arbeiten beziehen (Related Work), sind in dieser Abbildung besonders
gekennzeichnet.
Nach dem einleitenden Kapitel, das bereits die Anforderungen an Differenzberech-
nungsverfahren sowie grundlegende Begriffe eingefu¨hrt hat, folgen zwei Kapitel, die
im weiteren Sinne verwandte Arbeiten behandeln. Kapitel 2 gibt einen kurzen, nicht
vollsta¨ndigen U¨berblick u¨ber Vergleichsverfahren aus verwandten Bereichen, dem Ver-
gleich von Textdokumenten, Baumstrukturen, Graphen sowie andere Diagrammarten.
Dabei wird jeweils kurz darauf eingegangen, warum eine direkte U¨bertragung dieser
Verfahren auf den Bereich der Klassendiagramme nicht sinnvoll ist. In Kapitel 3 folgt
eine Darstellung der bisherigen Ansa¨tze fu¨r den Vergleich von Klassendiagrammen, die
sich im Wesentlichen in Verfahren mit eindeutigen Objektbezeichnern und heuristische
Verfahren gliedern lassen. Dabei wird auch darauf eingegangen, weshalb die bisherigen
Korrespondenzberechnungsverfahren fu¨r Klassendiagramme nicht ausreichen.
Im Hauptkapitel 4 dieser Arbeit wird in Abschnitt 4.1 zuna¨chst das zugrunde liegende
Datenmodell fu¨r Klassendiagramme eingefu¨hrt, das beide eigenentwickelten Verfahren
verwenden. Danach folgt in Abschnitt 4.2 eine ausfu¨hrliche Beschreibung des edierkos-
tenbasierten Verfahrens. Wie die Berechnung einer Zuordnung zwischen Klassen zweier
Modelle u¨ber die Einfu¨hrung einer Menge an zula¨ssigen A¨nderungsoperationen und zu-
geho¨rigen Kosten als Optimierungsproblem aufgefasst werden kann, wird in Abschnitt
4.2.1 hergeleitet. Der Abschnitt 4.2.2 entha¨lt fu¨r dieses Optimierungsproblem ein nicht-
polynomielles exaktes Lo¨sungsverfahren, das im Folgenden als Brute-Force-Variante be-
zeichnet wird und in der Praxis aufgrund des Aufwands jedoch nicht einsetzbar ist. Daher
wird in Abschnitt 4.2.3 eine Verfahrensvariante mit polynomiellen Aufwand, das ECVer-
fahren, vorgestellt, das mit durch eine untere Schranke abgescha¨tzten kontextabha¨ngigen
Kosten arbeitet und so eine optimale Lo¨sung fu¨r ein relaxiertes Problem bestimmt. Da-
zu wird das Optimierungsproblem auf ein Netzwerkflussproblem u¨bertragen (Abschnitt
4.2.4), das schließlich mit einem Verfahren aus der Graphentheorie, dem Algorithmus
von Busacker und Gowen gelo¨st wird (Abschnitt 4.2.5). Der Zusammenhang zwischen
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Abbildung 1.10: Graphische U¨bersicht des Aufbaus der Arbeit mit Kennzeichnung der
Abschnitte, die Related Work bzw. eigene Beitra¨ge enthalten.
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dem relaxierten und dem urspru¨nglichen Optimierungsproblem wird in Abschnitt 4.2.6
behandelt. U¨ber ein hinreichendes Optimalita¨tskriterium kann in manchen Fa¨llen nach-
gewiesen werden, dass die Lo¨sung des relaxierten Problems auch eine optimale Lo¨sung
des urspru¨nglichen Problems ist. In Abschnitt 4.2.7 wird letztlich beschrieben, wie durch
die Definition einer Schwellenwertregel in das Kostenmodell eingegriffen werden kann,
um bestimmte Zuordnungen zu verhindern. Eine abschließende Zusammenfassung in
Abschnitt 4.2.9 grenzt das Verfahren auch von verwandten Arbeiten ab, die bereits in
Kapitel 3 vorgestellt wurden.
Das zweite Verfahren, das a¨hnlichkeitsbasierte Verfahren, wird in Abschnitt 4.3 behan-
delt. Wie die A¨hnlichkeitswerte zweier Klassen berechnet werden, wird in Abschnitt
4.3.1 angegeben. Aus den A¨hnlichkeitswerten wird u¨ber ein Auswahlverfahren, das in
Abschnitt 4.3.2 beschrieben wird, die Menge der korrespondierenden Klassen bestimmt.
Neben der einfachen Variante wird auch ein Auswahlverfahren mit Anpassung der A¨hn-
lichkeiten vorgestellt. Nachdem zwei Klassen als korrespondierend identifiziert wurden,
werden die A¨hnlichkeitswerte angrenzender Klassen angepasst, die mit den korrespondie-
renden Klassen u¨ber Vererbungsbeziehungen oder Assoziationen verbunden sind. Auch
hier folgt abschließend eine Zusammenfassung des Verfahrens mit einer Abgrenzung zu
verwandten Arbeiten. In den letzten beiden Abschnitten des Kapitels 4 wird auf Erweite-
rungen eingegangen. Der Abschnitt 4.4 behandelt die Mo¨glichkeit, in einer Nachbearbei-
tungsphase verschobene Klassenunterelemente in eingeschra¨nktem Umfang zu erkennen.
In Abschnitt 4.5 wird das a¨hnlichkeitsbasierte Verfahren auf die Paketebene angepasst.
Das Kapitel 5 befasst sich mit der Integration dieser Verfahren in das Eclipse-basierte
Rahmenwerk zum Vergleich von Korrespondenzberechnungsverfahren, wobei dargestellt
wird, wie die eigenentwickelten Komponenten mit Plugins von EMF Compare zusam-
menspielen. Nach einem U¨berblick u¨ber das gesamte Rahmenwerk und das eigenentwi-
ckelte Plugin in Abschnitt 5.1, werden in den nachfolgenden Abschnitten die verwendeten
Datenmodelle beschrieben. Dies beinhaltet das interne Datenmodell in Abschnitt 5.2,
sowie das Korrespondenzmodell und das Differenzenmodell von EMF Compare in den
Abschnitten 5.3 und 5.4. In Abschnitt 5.5 wird beschrieben, wie weitere Verfahren in
dieses Rahmenwerk eingebunden werden ko¨nnen.
Das Kapitel 6 entha¨lt eine Evaluation der Verfahren in Hinblick auf die Laufzeiten
und die Ergebnisse. Dabei wurde das edierkostenbasierte Verfahren auf die Optimalita¨t
der Ergebnisse untersucht. Außerdem wurden jeweils die verschiedenen Varianten, das
edierkostenbasierte Verfahren mit und ohne Schwellenwert sowie das a¨hnlichkeitsbasierte
Verfahren mit und ohne Anpassung der A¨hnlichkeiten im 1-Kontext der Klassen, einan-
der gegenu¨bergestellt. Die Evaluation beinhaltet weiterhin eine qualitative Beurteilung
der Ergebnisse durch den Anwender.
Das letzte Kapitel 7 schließt diese Arbeit mit einer Zusammenfassung ab, die auch
einen Ausblick auf die U¨bertragbarkeit der beiden Verfahren auf andere Diagrammarten
bzw. Instanzen beliebiger Ecore-Modelle sowie auf zuku¨nftige Arbeiten entha¨lt.
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In diesem Kapitel werden Vergleichsansa¨tze aus verwandten Bereichen vorgestellt, die
aber nicht direkt auf Klassendiagramme u¨bertragbar sind. Da Werkzeuge zur Modellie-
rung von Klassendiagrammen oft einen Serialisierungsmechanismus der Klassendiagram-
me ins XML-Format anbieten, wird untersucht, ob der einfache Textvergleich (Abschnitt
2.1) oder ein strukturierter Vergleich (Abschnitt 2.2) der XML-Dokumente fu¨r die Diffe-
renzberechnung zwischen Klassendiagrammen sinnvoll ist. Aufgrund des hierarchischen
Aufbaus eines XML-Dokuments basieren die strukturbezogenen Vergleichsverfahren fu¨r
XML-Dokumente auf Baumalgorithmen. Außerdem werden allgemeinere Vergleichsver-
fahren fu¨r Graphen (Abschnitt 2.3) sowie ausgewa¨hlte Verfahren fu¨r den Vergleich von
anderen Diagrammarten vorgestellt. Die Aufza¨hlung der Verfahren in diesem Kapitel
erhebt keinen Anspruch auf Vollsta¨ndigkeit, soll jedoch einen U¨berblick vermitteln und
vor allem auch aufzeigen, warum spezifische Verfahren fu¨r den Vergleich von Modellen,
insbesondere Klassendiagrammen, beno¨tigt werden.
2.1 Einfache Textdateien
In diesem Abschnitt werden Vergleichsverfahren fu¨r einfache Textdokumente behandelt,
wobei mit deren kleinsten Bausteinen, den Zeichenketten, begonnen wird.
2.1.1 Zeichenketten
Der Vergleich von Zeichenketten ist nicht ausreichend, um ganze Klassendiagramme
miteinander zu vergleichen. Die Zeichenkettenvergleichsverfahren ko¨nnen jedoch fu¨r den
Vergleich von Bezeichnern, wie z. B. Klassennamen, eingesetzt werden. So bilden die
beiden im Folgenden vorgestellten Ansa¨tze Longest Common Subsequence (LCS) sowie
die Levenshtein-Distanz die Basis fu¨r den Zeichenkettenvergleich der eigenentwickelten
Verfahren, die in Kapitel 4 beschrieben werden.
Zeichenkettenvergleich mit der Longest Common Subsequence
In [HS77] wird ein Verfahren zur Berechnung der la¨ngsten gemeinsamen Teilfolge von
Zeichen zweier Zeichenketten angegeben. Das Verfahren bezieht sich zwar auf Textzeilen
eines Dokuments, ist aber auch auf Zeichen einer Zeichenkette u¨bertragbar. Seien allge-
mein A = a1, . . . , an und B = b1, . . . , bm endliche Folgen der La¨nge n bzw. m von Zeichen
eines Alphabets. So ist U = u1, . . . , uk eine gemeinsame Teilfolge von A und B, falls zwei
monoton steigende Folgen von ganzen Zahlen r1, . . . , rk und s1, . . . , sk existieren, so dass
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ar1 , . . . , ark ⊆ a1, . . . , an und bs1 , . . . , bsk ⊆ b1, . . . , bm existieren, so dass uj = arj = bsj
fu¨r alle 1 ≤ j ≤ k. Die la¨ngste gemeinsame Teilfolge von A und B ist eine gemeinsame
Teilfolge mit gro¨ßtmo¨glicher La¨nge. Die Teilfolge muss dabei in den zu vergleichenden
Zeichenketten nicht zusammenha¨ngend enthalten sein. Die La¨nge der la¨ngsten gemein-
samen Teilfolge wird durch die Anzahl der Zeichen der ku¨rzeren Zeichenkette begrenzt.
Listing 2.1 zeigt eine einfache Implementierung eines LCS-Verfahrens in Java, das die
la¨ngste gemeinsame Teilsequenz mit Aufwand O(nm) in Abha¨ngigkeit der La¨ngen n und
m der Zeichenketten bestimmt (vgl. auch [CLRS07, S. 351]). Fu¨r den Vergleich zweier
Zeichenketten A = a1, . . . , an und B = b1, . . . , bm wird zuna¨chst eine (n+ 1)× (m+ 1)-
Matrix aufgebaut, die zeilenweise wie folgt gefu¨llt wird: Die Eintra¨ge der 0. Zeile sowie
der 0. Spalte sind 0. Beginnend in der 1. Zeile werden nun die Eintra¨ge berechnet. Falls
die Zeichen der Positionen i in A und j in B u¨bereinstimmen, wird an der Stelle [i] [j] der
Matrix die bis zur Position [i− 1] [j − 1] gefundene La¨nge der Teilfolge um 1 erho¨ht. An-
sonsten wird das bisher gefundene Maximum aus [i− 1] [j] und [i] [j − 1] u¨bernommen.
Nach Konstruktion der Matrix kann die la¨ngste gemeinsame Teilsequenz beginnend bei
Position [n] [m] ausgelesen werden. Dabei kommt ein rekursives Verfahren zum Einsatz:
Falls die Zeichen an den entsprechenden Positionen [n− 1] [m− 1] u¨bereinstimmen, wird
das aktuelle Zeichen hinten an die LCS angeha¨ngt, die ab Position [n− 1] [m− 1] aus-
gelesen werden kann. Ansonsten ist das aktuelle Zeichen nicht Teil der LCS und es wird
entweder an Stelle [i] [j − 1] oder [i− 1] [j] der Matrix weiter gesucht, in Abha¨ngigkeit
davon, welcher Eintrag den gro¨ßten Wert besitzt. Der rekursive Abstieg endet, sobald
einer der beiden Indizes den Wert 0 erreicht.
Listing 2.1: LCS-Verfahren in Java
double [ ] [ ] LCS Matrix ( S t r ing a , S t r ing b){
int l a = a . l ength ( ) ;
int lb = b . l ength ( ) ;
double [ ] [ ] mx = new double [ l a + 1 ] [ lb + 1 ] ;
for ( int i = 1 ; i < l a + 1 ; i++)
for ( int j = 1 ; j < lb + 1 ; j++)
i f ( a . charAt ( i −1) == b . charAt ( j −1))
mx[ i ] [ j ] = mx[ i −1] [ j −1] + 1 ;
else mx[ i ] [ j ] = Math . max(mx[ i ] [ j −1] , mx[ i −1] [ j ] ) ;
return mx;
}
St r ing aus l e s en (double [ ] [ ] mx, S t r ing a , S t r ing b , int i , int j ){
i f ( i == 0 | | j == 0)
return ”” ;
i f ( a . charAt ( i −1) == b . charAt ( j −1))
return LCSauslesen (mx, a , b , i −1, j−1) + a . charAt ( i −1);
i f (mx[ i ] [ j −1] > mx[ i −1] [ j ] )
return LCSauslesen (mx, a , b , i , j −1);




Beispiel 2 (La¨ngste gemeinsame Teilfolge von Stunde und Student). Die la¨ngste ge-
meinsame Teilfolge von Stunde und Student ist Stude. Die obere Matrix in Abbildung
2.1 stellt die von Methode LCS Matrix aus Listing 2.1 berechnete LCS-Matrix zu den
beiden Zeichenketten dar. Die Pfeile in der unteren Matrix der Abbildung zeigen die
Reihenfolge, in der die la¨ngste gemeinsame Teilfolge aus der Matrix ausgelesen wird.
S t u d e n t
0 0 0 0 0 0 0 0
S 0 1 1 1 1 1 1 1
t 0 1 2 2 2 2 2 2
u 0 1 2 3 3 3 3 3
n 0 1 2 3 3 3 4 4
d 0 1 2 3 4 4 4 4
e 0 1 2 3 4 5 5 5
S t u d e n t
0 0 0 0 0 0 0 0
S 0 ↖ 1 1 1 1 1 1 1
t 0 1 ↖ 2 2 2 2 2 2
u 0 1 2 ↖ 3 3 3 3 3
n 0 1 2 ↑ 3 3 3 4 4
d 0 1 2 3 ↖ 4 4 4 4
e 0 1 2 3 4 ↖ 5 ← 5 ← 5
Abbildung 2.1: LCS-Matrix des Vergleichs Stunde, Student
Zeichenkettenvergleich mit der Levenshtein-Distanz
Einen anderen Ansatz zum Vergleich von Zeichenketten verfolgt die Levenshtein-Distanz.
Eine Beschreibung der von Vladimir Igor Lewenstein 1965 zuna¨chst in russischer Spra-
che vero¨ffentlichten Edierdistanz findet sich zum Beispiel in [SK83, S. 18-29]. Bei der
Levenshtein-Distanz zweier Zeichenketten a und b wird eine Folge von Edieroperationen
bestimmt, die die Zeichenkette a in b u¨berfu¨hrt. Dabei sind nur elementare Operationen
auf einzelnen Zeichen zugelassen. Ein Zeichen kann eingefu¨gt werden, gelo¨scht werden
oder gea¨ndert werden. Jeder dieser drei mo¨glichen Edieroperationen werden nichtnega-
tive Kosten zugeordnet. Die Kosten einer Folge von Edieroperationen ergibt sich aus
der Summe der Kosten der in der Folge enthaltenen Edieroperationen. Die Levenshtein-
Distanz zweier Zeichenketten a und b entspricht den minimalen Kosten aller Folgen von
Edieroperationen, die a in b u¨berfu¨hren.
Listing 2.2 zeigt eine Implementierung in Java zur Bestimmung der Levenshtein-
Distanz zweier Zeichenketten, bei der die Edieroperationen Einfu¨gen, Lo¨schen und A¨n-
dern eines Zeichens alle gleichgewichtet mit 1 bewertet werden. Ebenso wie bei der
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Berechnung der la¨ngsten gemeinsamen Teilfolge entsteht auch hier durch die Konstruk-
tion einer (n + 1) × (m + 1)-Matrix ein Aufwand von O(nm). Die Eintra¨ge der Matrix
werden im Einzelnen wie folgt berechnet: Die Eintra¨ge der 0. Spalte entsprechen den
Zeilenindizes. Ebenso wird die Zeile 0 mit den Spaltenzahlen belegt. Die inneren Werte
der Matrix werden wieder zeilenweise bestimmt. Fu¨r den Eintrag an der Stelle [i, j] wird
der Eintrag an der Stelle [i− 1, j − 1] u¨bernommen, falls die Zeichen an den Stellen i
in a und j in b u¨bereinstimmen. Andernfalls wird der Eintrag [i, j] auf den niedrigsten
Vorga¨ngereintrag [i− 1, j − 1],[i− 1, j] oder [i, j − 1] gesetzt und um 1 erho¨ht, da, falls
die Zeichen an der aktuellen Position nicht korrespondieren, eine A¨nderungsoperation
no¨tig ist. Nachdem die Eintra¨ge fu¨r alle Zeilen berechnet sind, befindet sich der gesuchte
Edierabstand im letzten Eintrag der Matrix an Position [n,m].
Fu¨r den Vergleich von Zeichenketten der eigenentwickelten Verfahren in Kapitel 4
ist die Berechnung des Edierabstands ausreichend. Aus der erstellten Matrix kann bei
Bedarf auch eine Folge der Edieroperationen abgelesen werden. Dazu werden begin-
nend bei dem letzten Eintrag mx [n,m] der Matrix die Entscheidungen des Verfahrens
in einem rekursiven Verfahren nachvollzogen, bis der Eintrag [0, 0] erreicht wird. Falls
mx [i− 1, j] + 1 = mx [i, j] gilt, entspricht dies dem Einfu¨gen des j-ten Zeichens in b.
Falls mx [i, j − 1] + 1 = mx [i, j] gilt, entspricht dies dem Lo¨schen des j-ten Zeichens
in b. Ansonsten wird der diagonale Pfad mx [i− 1, j − 1] weiterverfolgt. Falls dabei
mx [i− 1, j − 1]+1 = mx [i, j] gilt, entspricht dies einer A¨nderungsoperation, die das i-te
Zeichen aus a in das j-te Zeichen von b transformiert. Der Einsatz von Zeigern bei der Be-
rechnung der Matrix im ersten Schritt zur Markierung der getroffenen Entscheidungen,
erleichtert das Nachvollziehen der Pfade (vgl. [SK83]). In einem Backtracking-Verfahren
ko¨nnen bei Bedarf so alle mo¨glichen Lo¨sungen bestimmt werden.
Listing 2.2: Levenshtein-Abstands-Verfahren in Java
double l e v e n s h t e i n ( S t r ing name , S t r ing name2) {
int n = name . l ength ( ) ;
int m = name2 . l ength ( ) ;
int [ ] [ ] mx = new int [ n+1] [m+1] ;
for ( int i = 0 ; i <= n ; i++)
mx[ i ] [ 0 ] = i ;
for ( int j = 0 ; j <= m; j++)
mx [ 0 ] [ j ] = j ;
for ( int j = 1 ; j <= m; j++){
for ( int i = 1 ; i <= n ; i ++){
i f ( name . charAt ( i −1) == name2 . charAt ( j −1))
mx[ i ] [ j ] = mx[ i −1] [ j −1] ;
else {
// Lo¨schen oder Einf u¨gen








return mx[ n ] [m] ;
}
Beispiel 3 (Levenshtein-Distanz zwischen Stunde und Student). Abbildung 2.2 entha¨lt
die Levenshtein-Matrix, die fu¨r den Vergleich der Zeichenketten Stunde und Student
konstruiert wird. Der letzte Eintrag entha¨lt die Edierdistanz in Ho¨he von 3. Die drei
beno¨tigten Edieroperationen fu¨r die Transformation (Stunde→Student) sind das Lo¨schen
von n und das Einfu¨gen von n und t.
S t u d e n t
0 1 2 3 4 5 6 7
S 1 0 1 2 3 4 5 6
t 2 1 0 1 2 3 4 5
u 3 2 1 0 1 2 3 4
n 4 3 2 1 1 2 2 3
d 5 4 3 2 1 2 3 3
e 6 5 4 3 2 1 2 [3]
S t u d e n t
↖ 0 1 2 3 4 5 6 7
S 1 ↖ 0 1 2 3 4 5 6
t 2 1 ↖ 0 1 2 3 4 5
u 3 2 1 ↖ 0 1 2 3 4
n 4 3 2 ↑ 1 1 2 2 3
d 5 4 3 2 ↖ 1 2 3 3
e 6 5 4 3 2 ↖ 1 ← 2 ← [3]
Abbildung 2.2: Levenshtein-Matrix des Vergleichs Stunde, Student
2.1.2 Textdateien
Auf den Vergleich von Zeichenketten lassen sich Verfahren zum Vergleich einfacher Text-
dokumente aufbauen, indem diese als eine Folge von Zeilen betrachtet werden. Das Ver-
fahren von Hunt [HS77] basiert auf der la¨ngsten gemeinsamen Teilfolge, wa¨hrend das
Verfahren von Tichy [Tic84] zusa¨tzlich Blockverschiebungen beru¨cksichtigt. Neben zei-
lenbasierten Ansa¨tzen existieren auch feingranularere Verfahren, die Zeichen als kleinste,
atomare Einheiten eines Textdokuments betrachten. Die Vergleichsverfahren fu¨r Textdo-
kumente sind bereits lange im Einsatz, vielseitig einsetzbar und bewa¨hrt und berechnen
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schnell einen exakten Edierabstand zwischen zwei Dokumenten, ohne auf eindeutige Ob-
jektbezeichner oder protokollierte A¨nderungsoperationen zuru¨ckzugreifen [FW07].
Da sich Klassendiagramme als XML-Serialisierung in einer Textrepra¨sentation darstel-
len lassen, stellt sich die Frage, ob der Vergleich der serialisierten Klassendiagramme mit
zeichenbasierten Textvergleichsverfahren sinnvoll ist. Fu¨r die serialisierten Klassendia-
gramme aus den Abbildungen 1.2 und 1.3 wurde ein Vergleich mit dem Textvergleichs-
verfahren aus Eclipse durchgefu¨hrt. Die Abbildung 2.3 zeigt das Ergebnis des Vergleichs,
wobei korrespondierende, nichtidentische Textblo¨cke zwischen identischen Textblo¨cken
farblich hinterlegt und durch Linien verbunden sind. Eine Korrespondenz unterschied-
licher Textblo¨cke kann je nach Wahl der zula¨ssigen Edieroperationen als Differenz in-
terpretiert werden, bei der der eine Block durch den anderen Block ersetzt oder der
eine Block gelo¨scht und der andere Block eingefu¨gt wird. Das Vergleichsergebnis der
beiden serialisierten Klassendiagramme in Abbildung 2.3 zeigt entscheidende Nachteile
des Textvergleichs auf. Obwohl die Reihenfolge der Elemente innerhalb von Klassendia-
grammen keine Bedeutung hat, fu¨hrt die A¨nderung in der Reihenfolge der Klassen, die
Klasse Item befindet sich im linken Dokument am Ende des Dokuments und im rechten
Dokument in der Mitte, zu Differenzen. Auch Leerzeilen ohne semantische Bedeutung
fu¨r das Klassendiagramm verursachen Differenzen. Da das textbasierte Vergleichsverfah-
ren zeichenbasiert bzw. zeilenbasiert arbeitet, identifiziert es korrespondierende Blo¨cke
von Zeilen, ohne auf die Zugeho¨rigkeit der Zeilen zu Klassen Ru¨cksicht zu nehmen. Im
angegebenen Beispiel wird die Zeile 16 auf der linken Seite mit dem Block von Zeile 16
bis 29 als korrespondierend identifiziert, wobei in der linken Auswahl nur die Kopfzei-
le der Klasse USAddress enthalten ist, wa¨hrend sich die rechte Auswahl aus der Klasse
Item und Teilen der Klasse USAddress zusammensetzt. Auch wenn der textbasierte Ver-
gleich von serialisierten Klassendiagrammen bei einer geringen Zahl an A¨nderungen in
Einzelfa¨llen ausreichend sein kann, sind die ermittelten Differenzen im Allgemeinen je-
doch nicht zum Verschmelzen geeignet. Das Verschmelzen zweier Klassendiagramme auf
Basis der auf diese Weise berechneten Unterschiede kann zu syntaktisch nicht korrekten
Klassendiagrammen fu¨hren (vgl. auch [ASW09]).
2.2 Hierarchische Strukturen (Ba¨ume und
XML-Dateien)
Im Gegensatz zu einfachen Textdokumenten liegt den XML-Dokumenten eine hierar-
chische Struktur von Elementen verschiedener Typen zugrunde, die durch Attribute ge-
nauer charakterisiert werden ko¨nnen. In der serialisierten Form von Klassendiagrammen
werden die Kompositionsbeziehungen von Klassen und deren Unterelementen als Baum-
struktur abgebildet. Querverweise auf Modellebene, wie zum Beispiel Vererbungskanten
bei Klassendiagrammen, werden in dieser Darstellungsform als Referenzen in Attribut-
form gespeichert. Vor den speziellen Verfahren fu¨r XML-Dokumente wird zuna¨chst auf
allgemeinere Baumvergleichsverfahren eingegangen. In beiden Fa¨llen werden nur Ver-
fahren betrachtet, die ohne eindeutige Objektbezeichner arbeiten.
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2 Ansa¨tze aus anderen Bereichen
2.2.1 Baumvergleichsverfahren
Ein Baum ist ein zusammenha¨ngender Graph, der keine Zyklen entha¨lt und bei einer
Anzahl von n Knoten genau n − 1 Kanten besitzt (vgl. [Jun08, S. 7]). Wir betrachten
im Folgenden Wurzelba¨ume, die einen ausgezeichneten Knoten, die Wurzel enthalten,
der bei einer hierarchischen Anordnung auf Ebene i = 0 angeordnet wird. Ein Knoten c
der Ebene i > 0 besitzt lediglich eine Kante zu einem Knoten der Ebene i − 1. Dieser
Knoten wird als Vaterknoten von c bezeichnet. Alle Knoten der Ebene i, die mit dem
Knoten v aus der Ebene i− 1 u¨ber eine Kante verbunden sind, werden als Kindknoten
des Knotens v bezeichnet. Von einem geordneten Baum spricht man, wenn die Reihen-
folge der Kindknoten jedes Knotens relevant ist. Knoten ohne Kindknoten werden als
Blattknoten und alle Knoten, die weder Wurzelknoten noch Blattknoten sind, als innere
Knoten bezeichnet. Falls die Knoten jeweils einen Namen (engl. label) besitzen, handelt
es sich um einen attributierten Baum (engl. labeled tree).
Die Vergleichsverfahren fu¨r solche attributierte, ungetypte Ba¨ume lassen sich in zwei
Gruppen unterteilen, von denen die Verfahren der einen Gruppe lediglich geordne-
te Ba¨ume vergleichen, wa¨hrend die anderen allgemeineren Verfahren auf diese Ein-
schra¨nkung verzichten. Fu¨r beide Gruppen sind sowohl Ansa¨tze, die eine Zuordnung mit
minimalen Kosten im Sinne des Edierabstands berechnen, sowie Alignment-Verfahren
bekannt.
Edierdistanz auf Ba¨umen
Das Tree-Editing Problem zur Berechnung eines kostenminimalen Editskripts zur Trans-
formation eines Baums T1 in einen Baum T2 wird in der Literatur auch als Tree-To-Tree-
Correction Problem bezeichnet. Die zula¨ssigen Edieroperationen umfassen in den im
Folgenden beschriebenen Ansa¨tzen von Zhang und Shasha das Lo¨schen und Einfu¨gen
von Knoten und das A¨ndern von Knotennamen. Wie in Abbildung 2.4 zu sehen ist,
weisen die Einfu¨ge- und Lo¨schoperationen innerer Knoten dabei eine Besonderheit auf:
Beim Einfu¨gen eines Knotens a als Kindknoten des Knotens b kann beispielsweise auch
eine Teilmenge der bisherigen Kindknoten von b als neue Kindknoten von a nach unten
verschoben werden. Analog werden die Kindknoten eines gelo¨schten Knotens als Kind-
knoten dessen ehemaligen Vaterknotens nach oben verschoben. Bei geordneten Ba¨umen
muss dabei jeweils die Reihenfolge eingehalten werden; die Teilmenge der Kindknoten,
die verschoben wird, besteht jeweils aus direkt aufeinanderfolgenden Knoten und deren
Reihenfolge wird auch durch die Verschiebung nicht gea¨ndert.
In [ZS89] beschreiben Zhang und Shasha einen Abstandsbegriff auf geordneten Ba¨u-
men. Die zula¨ssigen Edieroperationen werden dabei mit Kosten bewertet, die die Be-
dingungen einer Abstandsmetrik erfu¨llen. Zur Berechnung des Abstands zwischen zwei
Ba¨umen wird eine eindeutige Zuordnung mit minimalen Kosten gesucht, die sowohl
die Reihenfolge der Kindknoten von links nach rechts als auch die hierarchische Ord-
nung der Knoten erha¨lt. Das Verfahren zur Berechnung des minimalen Abstands basiert
auf dynamischer Programmierung und beno¨tigt einen Zeitaufwand von O(|T1| ∗ |T2| ∗
min(tiefe(T1), blattknotenzahl(T1))∗min(tiefe(T2), blattknotenzahl(T2))). Mit gleicher
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This paper presents an inexact tree matching system, called 
Approximate-Tree-By-Example (ATBE), developed at New 
York University, USA. ATBE is designed to support construct- 
ing, comparing, and querying sets of trees. Given a pattern 
(tree), the system allows users to retrieve (approximately) 
matched trees to the pattem from a database, or to extract 
information from trees pertinent to the ~ a t t e m . ~  
ATBE has many salient features, described below. 
I )  It can support a wide variety of applications. ATBE 
provides a query language for tree comparison based 
on a relational database language [33]. The system 
is customizable. Users can tailor the system to meet 
the needs of their applications by inserting application- 
specific trees and application-specific distance metrics 
and operations. 
2) It manipulates trees in a uniform manner. There are 
numerous ways to represent or describe a tree [27], [43]. 
However, once a tree is input, ATBE manipulates, stores, 
and displays them in standardized forms. 
3 j It is user-friendly. ATBE provides substantial graphical 
devices to facilitate users to input queries. It gives users 
flexibility to edit trees at any time instead of using 
templates. The system has a multiple window display 
that makes effective use of the screen, and uses on- 
screen and pop-up menus as alternatives for typing most 
commands. 
4) It is machine-independent. ATBE is implemented in C 
and X-windows 1441. The X-based implementation per- 
mits the system to be used on a variety of workstations. 
The paper gives an overview of the ATBE system. In 
Section 11, we introduce terminology and background for tree 
comparison. Section 111 presents the query language. Section 
IV describes the system’s architecture. Section V discusses 
some underlying algorithms. In two companion papers, [41] 
and [42], we describe in detail the graphical interface and the 
use of the system. 
11. BACKGROUND 
A .  Edit Operations 
The trees with which we are concemed are ordered, labeled 
ones. Each node in a tree has a label and possibly some 
additional information. (This information is referred to as node 
contents. j Node contents could be size properties, like those in 
RNA secondary structures [30], or lexical features for grammar 
parses [ 101. Fig. 1 illustrates a grammar parse representing the 
sentence, “The boy reads the book.” 
Many algorithms have been developed for exact tree com- 
parison [14], 1171. Our system is based on the inexact algo- 
rithms presented in [45]-[47]. The algorithms are a generaliza- 
We include the term approximate in naming the system for two reasons. 
First, i t  states that the system can perform inexact tree matching; i.e., it  allows 
certain inaccuracy or dissimilarity to exist when comparing trees. Second, the 
approximate string matching operation, which allows a prefix of strings to 
be removed when comparing strings, is important in many applications [18], 
1371. ATBE has analogous operations, allowing certain subtrees to be removed 
when comparing trees. The term by-example refers to the way users query the 
database, which is described in Section 111. 
nP VP 
/\ / \  
I I I / \ 
I I 
det n v nP 
The boy reads det n 
the book 




Ad via A + c 
(C) 
Fig. 2. Examples illustrating the edit operations. (a) Relabeling to change 
one node label ( b )  to another (c ) .  (b) Deletion of a node. (All children of the 
deleted node b become children of the parent T.) (c) Insertion of a node. (A 
consecutive sequence of siblings among the children of T (here a,  e, and f) 
become the children of c.) 
tion of those used for determining the editing distance between 
sequences [4]. There are three types of edit operations: relabel, 
delete, and insert a node. We represent these operations as 
U + w, where each of U and ‘U is either a node or the null 
node (A). We call U 4 w a relabeling operation if U # A and 
v # A, a delete operation if U # A and w = A, or an insert 
operation if U = A and w # A. Let T2 be the tree that results 
from the application of an edit operation U + v to tree TI; 
this is written as TI + T2 via U + ‘U. Fig. 2 illustrates the 
edit operations. 
Let S be a sequence s 1 , ~ 2 , ‘ . . , s k  of edit operations. S 
transforms tree T to tree T’ if there is a sequence of trees 
To, T I , .  ‘ . , Tk such that T = To, T’ = T k  and Ti-1 T, via 
si for 1 5 i 5 k. Our definition of edit operations is really a 
shorthand for the specification. Here is the specification in 
full detail. Consider a single edit operation, e.g., one that 
transforms Ti-1 to Ti. If it is a relabeling operation, we specify 
the node to be relabeled in z-1. The same holds for a delete 
Abbildung 2.4: Darstellung der Edieroperationen auf attributierten Ba¨umen (entnom-
men aus [WZJS94]): (a) Umbenennung eines Knotens (b) Lo¨schen eines
Kno en (c) Ein u¨gen eines Knotens
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Komplexita¨t ist auch die Berechnung der Zuordnung mo¨glich1, aus der eine Folge von
Edieroperationen abgeleitet werden kann.
Der Abstandsbegriff auf ungeordneten Ba¨umen ist analog definiert, wobei im Ge-
gensatz zu geordneten Ba¨umen nun die Einfu¨ge- und Lo¨schoperationen sowie die ge-
suchte Zuordnung nicht die Reihenfolge der Kindknoten von links nach rechts beachten
mu¨ssen. Aufgrund dieser Ausweitung der Kombinationsmo¨glichkeiten ergibt sich eine
deutlich ho¨here Komplexita¨t der Vergleichsverfahren. Zhang, Statman und Shasha wei-
sen in [ZSS92] nach, dass der Vergleich ungeordneter Ba¨ume NP-vollsta¨ndig ist. In der
Praxis werden daher approximative bzw. heuristische Verfahren mit deutlich besserem
Laufzeitverhalten eingesetzt oder bei exakten Verfahren zusa¨tzliche Einschra¨nkungen
der Zuordnung gefordert, die die Komplexita¨t des Problems reduzieren. So berechnet
das Verfahren, das in [Zha93] beschrieben wird, auf ungeordneten Ba¨umen eine struk-
turerhaltende Zuordnung, die getrennte Teilba¨ume auch auf getrennte Teilba¨ume abbil-
det. Der Ansatz basiert auf dynamischer Programmierung, wobei die Berechnung der
Edierdistanz - a¨hnlich wie bei dem eigenentwickelten edierkostenbasierten Verfahren -
in ein Netzwerkflussproblem transformiert wird, einen maximalen Fluss mit minimalen
Kosten zu bestimmen. Da das in Abbildung 2.5 dargestellte Netzwerk Lo¨schkanten nur
fu¨r die Elemente der linken Seite des bipartiten Graphen vorsieht, ist es ein geschichtetes
Netzwerk, auf dem schnellere Lo¨sungsverfahren eingesetzt werden ko¨nnen. Die Komple-
xita¨t wird mit O(m ∗ |f ∗| ∗ log2+m
n
n) bei einem Graph mit n Knoten, m Kanten und
einer optimalen Flusssta¨rke von f ∗ angegeben.
Im Gegensatz zu den vorgestellten Verfahren von Zhang und Shasha werden in den
folgenden beiden Verfahren von Chawathe, Garcia-Molina et. al. erweiterte Edieropera-
tionen betrachtet. Chawathe und Garcia-Molina entwickelten mit MH-Diff [CGM97] ein
heuristisches Verfahren fu¨r ungeordnete Ba¨ume, das ebenfalls auf Edierkosten basiert.
Die Menge der zula¨ssigen Edierkosten entha¨lt neben Einfu¨gen, Lo¨schen und Update,
wie in den Ansa¨tzen von Shasha und Zhang beschrieben, auch das Verschieben und
Kopieren von Teilba¨umen, wobei die Kosten der Edieroperationen vom Benutzer vorge-
geben werden ko¨nnen. Die gesuchte nichteindeutige Zuordnung wird in diesem Verfahren
als kostenminimale Kantenu¨berdeckung eines bipartiten Graphen berechnet, wobei je-
der Knoten zu mindestens einer ausgewa¨hlten Kante inzident sein muss, aber auch zu
mehreren ausgewa¨hlten Kanten inzident sein kann. Um den Aufwand zu reduzieren,
werden aus dem aufgestellten bipartiten Knotengraphen Kanten nach heuristischen Re-
geln entfernt. Damit ergibt sich fu¨r eine Knotenzahl von n ein Worst-Case-Aufwand von
O(n3), wobei in [CGM97] angegeben wird, dass das Verfahren in vielen Fa¨llen eher einen
quadratischen Zeitaufwand beno¨tigt.
Das Verfahren von Chawathe, Rajaraman, Garcia-Molina und Widom fu¨r geordne-
te Ba¨ume, das in [CRGMW96] beschrieben wird, wurde unter anderem als LaDiff zur
Differenzberechnung von Latex-Dokumenten implementiert und verwendet als Modell
einen geordneten Baum, dessen Knoten einen Namen und einen Wert besitzen. Neben
den Basisoperationen werden auch Verschiebungen von Teilba¨umen beru¨cksichtigt. Das
1In [ZS89] fehlen die Details fu¨r das Verfahren zur Berechnung einer Zuordnung, das laut Zhang und
Shasha jedoch implementiert ist.
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261 
5.1 Algorithm 
From the definition of PF( i , j )  and 7(PF( i , j ) ) ,  it is clear that this problem is 
related to the minimum cost bipartite matching problem. If ni = nj, then this is 
exactly the minimum cost bipartite matching problem. If ni ?6 nj, then we have 
to consider those extra trees in one of the forests. Suppose that ni > nj. One way 
to solve this problem is to add ni - nj empty trees to F[j] and then use bipartite 
matching. However this will result in redundant computation. We will reduce this 
problem directly to the minimum cost maximum flow problem by adding only one 
empty tree to F[j]. 
Given FI[i] and F2[j], w.l.o.g., we assume that ni > nj. Let I = {il, i2, ...in,} and 
J = {Jl, j2, ...jn,}, where ik, 1 < k < ni, represents tree T~[ik], and jz, 1 < l < nj, 
represents tree T~[jl]. 
We construct a graph G = (V, E) as follows: 
vertex set: V = {s, t, e} U I U J, where s is the source, t is the sink and e 
represents an empty tree; 
edge set: [s, ik], [jl, t], [e, t] with cost zero, [ik, jl] with cost D(T1 [ik], T2[jt]), 
and [ik, e] with cost D(T1 [ik], 0). All the edges have capacity one except [e, t] 
whose capacity is ni - nj. 
G is a network with integer capacities, nonnegative costs, and the maximum flow 
f* = ni = max{nl, nj }, see figure 1. 
i 
i~.. 1, D(T,[i~], T2[jd) 
10 
1,0 
l, D(rt [h], 0) 
Fig. 1. Reduction to the minimum cost flow problem. 
Now let us examine the meaning of 7(PF( i ,  j)). It is easy to see that given a 
PF( i ,  j) ,  7(PF( i ,  j)) represents the cost of the following maximum flow on G: for 
Abbildung 2.5: U¨bertragung der Teilbaumzuordnung auf ein Netzwerkflussproblem (ent-
nommen aus [Zha93]): Die Knoten i1, . . . , i4 repra¨sentieren die Teilba¨ume
des linken Baums, die Knoten j1 und j2 die Teilba¨ume des rechten
Baums. Der Knoten e steht fu¨r eine Teilbaumlo¨schung.
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Einfu¨gen und Lo¨schen von Knoten bezieht sich hier, anders als in den Ansa¨tzen von
Zhang und Shasha, nur auf Blattknoten. Sollen innere Knoten eingefu¨gt oder gelo¨scht
werden, erfordert dies eine zusa¨tzliche Verschiebung. A¨nderungsoperationen werden le-
diglich fu¨r den Wert des Knotens angeboten, die Namen, die z. B. Typen repra¨sentieren
ko¨nnen, bleiben unvera¨ndert. Es wird eine eindeutige kostenminimale Zuordnung mit
folgenden Einschra¨nkungen gesucht:
• Nur Knoten mit gleichem Namen ko¨nnen korrespondieren.
• Es wird eine Ho¨chstgrenze fu¨r die Edierkosten zwischen Blattknoten angegeben,
bei deren U¨berschreitung keine Korrespondenz der Knoten mehr mo¨glich ist.
• Innere Knoten ko¨nnen nur dann korrespondieren, wenn ein bestimmter Anteil ihrer
Kindknoten korrespondieren.
Weiterhin wird angenommen, dass eine Ordnung der Namen existiert, so dass die ver-
schiedenen Namen nicht in beliebiger Reihenfolge entlang der Hierarchie auftreten ko¨nnen,
und dass die gewa¨hlte Methode zum Vergleichen der Werte in den Blattknoten diese
hinreichend gut in a¨hnliche und una¨hnliche Werte unterteilt. Unter diesen Umsta¨nden
la¨sst sich eine gute Zuordnung auf Basis von Longest Common Subsequence-Verfahren
mit einem Aufwand von O(ne + e2) bei einer Anzahl von n Blattknoten und einer ge-
wichteten Edierdistanz in Ho¨he von e berechnen. Dazu werden jeweils Ketten der von
links nach rechts angeordneten Elemente mit gleichen Namen gebildet und darauf eine
la¨ngste gemeinsame Teilfolge berechnet, um erste Zuordnungen zu finden. Die restlichen
Korrespondenzen werden mittels linearer Suche gebildet.
Tree-Alignment
Tree-Alignment Verfahren werden als spezielle Form der Berechnung der Edierdistanz
auf Ba¨umen betrachtet, bei der alle Einfu¨geoperationen den Lo¨schungen vorausgehen
[JWZ94]. In [JWZ94] wird jeweils ein Tree-Aligment Verfahren fu¨r geordnete und fu¨r
ungeordnete attributierte Ba¨ume beschrieben. Das Verfahren fu¨r zwei geordnete Ba¨ume
Ti mit einer Knotenzahl von |Ti| und einem Knotengrad von deg(Ti), i = 1, 2, beno¨tigt
einen Zeitaufwand von O(|T1| ∗ |T2| ∗ (deg(T1) + deg(T2))2). Im Gegensatz zu dem Tree-
Edit-Distance Problem auf ungeordneten Ba¨umen ist das Tree-Aligment Problem auf
ungeordneten Ba¨umen mit polynomiellen Algorithmen exakt lo¨sbar, falls die Zahl der
Kindknoten begrenzt ist [JWZ94]. Ohne Einschra¨nkung des Knotengrads ist die Pro-
blemstellung NP-schwierig (engl. NP-hard).
Anwendbarkeit der beschriebenen Baumvergleichsverfahren auf Klassendiagramme
Es ist mo¨glich, ein Klassendiagramm als Baum darzustellen, indem die Kompositions-
struktur als Kanten eines spannenden Baums dargestellt werden und Querverbindungen
als kontextunabha¨ngige Eigenschaften aufgelo¨st werden. Abbildung 2.6 zeigt eine solche
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mo¨gliche Darstellung des Klassendiagramms aus Abbildung 1.3, wobei das urspru¨ngliche
Klassendiagramm um die Methode getBillingAmount erweitert wurde.2
Ein Grundpaket dient als Wurzelelement des Baums. Falls alle Klassen und Interfaces
wie in Abbildung 2.6 im Grundpaket liegen, bilden diese Klassenelemente die Kindkno-
ten der ersten Ebene. Deren Attribute, Methoden und Assoziationen bilden jeweils die
na¨chste Unterebene. Die Ziele von Assoziationen werden als kontextunabha¨ngige Eigen-
schaften, z. B. als Zeichenketten behandelt. Vererbungsbeziehungen zwischen Klassen
oder Interfaces ko¨nnen entweder als Eigenschaft der Klasse, bzw. des Interfaces oder als
kontextunabha¨ngiges Unterelement behandelt werden. Im Fall von Methoden existiert
fu¨r U¨bergabeparameter eine weitere Ebene. Wa¨hrend alle bisherigen Unterelementbezie-
hungen des Baums ungeordnet sind, ist die Reihenfolge der U¨bergabeparameter von Me-
thoden relevant. Insgesamt ergibt sich auf diese Weise fu¨r ein Klassendiagramm, dessen
Klassenelemente alle in einem Paket liegen, ein Baum mit dem Grundpaket als Wurzel-
element auf Ebene 0 mit maximal 3 Unterebenen. Falls weitere Unterpakete existieren,
bilden die Unterpaketbeziehungen die Kompositionsstruktur und die Klassenelemente
liegen als Teilba¨ume wie beschrieben jeweils in ihrem umgebenden Paket. Entsprechend
dem Typ besitzt jedes Element, das einen Knoten darstellt, eine Reihe von Eigenschaf-
ten. So besitzt beispielsweise ein Attribut die Eigenschaften Name und Typ.
Eine mo¨gliche Menge zula¨ssiger Edieroperationen auf dem Klassendiagrammbaum be-
steht aus typspezifischen Einfu¨ge- und Lo¨schoperationen sowie A¨nderungsoperationen.
Das Einfu¨gen von Elementen ist fu¨r jeden Elementtyp nur an bestimmten Stellen des
Baumes erlaubt. So kann beispielsweise ein Attribut nur als Unterelement einer Klas-
se eingefu¨gt werden. Auch die Lo¨schoperationen mu¨ssen auf den Elementtyp angepasst
werden. Das Lo¨schen einer Klasse beinhaltet sinnvollerweise das Lo¨schen des kompletten
Teilbaums, fu¨r den die zu lo¨schende Klasse das Wurzelelement darstellt. Typspezifische
A¨nderungsoperationen erlauben Werta¨nderungen der Eigenschaften, wie zum Beispiel
das A¨ndern eines Klassennamens. Neben diesen grundlegenden Operationen sind auf
Paketebene zusa¨tzlich Verschiebeoperationen sinnvoll, so dass einzelne Klassenelemente
oder Unterpakete mit enthaltenen Klassen und Unterpaketen in andere Pakete verscho-
ben werden ko¨nnen.
Die Vergleichsverfahren fu¨r geordnete Ba¨ume skalieren zwar wesentlich besser als die
Verfahren fu¨r ungeordnete Ba¨ume, ein Vergleichsverfahren fu¨r geordnete Ba¨ume liefert
im Allgemeinen jedoch keine optimale Lo¨sung fu¨r ungeordnete Ba¨ume, auch wenn fu¨r
diese eine ku¨nstliche Ordnung erzeugt wird. Im Gegensatz zu allgemeinen ungeordne-
ten Ba¨umen, deren Knoten lediglich Namen besitzen, entha¨lt die Kompositionsstruktur
von Klassendiagrammen verschiedene Knotentypen und ist teilweise ungeordnet und
teilweise geordnet. Die fu¨r allgemeine Ba¨ume definierten Edieroperationen sind daher
nicht direkt auf die Baumstruktur von Klassendiagrammen u¨bertragbar, da abha¨ngig
vom Knotentyp nur bestimmte Edieroperationen zula¨ssig sind. So kann ein U¨bergabe-
parameter beispielsweise nicht als direktes Unterelement einer Klasse eingefu¨gt werden.
2Dabei ist zu beachten, dass der in Abbildung 2.6 gezeigte Baumeditor das Klassendiagramm zwar als
Baum visualisiert, das Klassendiagramm aber nicht als solchen behandelt. Die im Editor angebotenen
Edieroperationen operieren auf einem Modell mit Querverbindungen.
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Abbildung 2.6: Das Klassendiagramm aus Abbildung 1.3 erweitert um die Methode
getBillingAmount im Ecore-Baumeditor der Entwicklungsumgebung
Eclipse
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Auch ist die Auffassung von Einfu¨ge- und Lo¨schoperationen innerer Knoten, wie in
[ZS89, Zha93, CGM97], bei denen Kindknoten in der Hierarchie nach unten bzw. oben
mitverschoben werden, auf Ebene der Klassen und ihrer Unterelemente nicht sinnvoll.
Die vorgestellten Ansa¨tze sind daher nicht auf Klassendiagramme anwendbar. Weiter-
hin kann die Projektion eines Klassendiagramms auf eine Baumstruktur die Querver-
bindungen nicht ausreichend beru¨cksichtigen, wie im folgenden Abschnitt u¨ber XML-
Vergleichsverfahren deutlich wird.
2.2.2 XML-Vergleichsverfahren
Differenzberechnungsverfahren fu¨r XML-Dokumente basieren nach [RPB09] u¨blicher-
weise entweder auf Tree-To-Tree Correction oder Sequence-Alignment Verfahren. Da-
mit stellen XML-Vergleichsverfahren spezielle Baumalgorithmen dar, die die spezifische
XML-Syntax beru¨cksichtigen. So werden Elementknoten, Attribute und Textknoten un-
terschiedlich behandelt. Der Großteil dieser Verfahren arbeitet auf einem geordneten
Baummodell, da nach der Document Object Model (DOM) Spezifikation die Reihenfol-
ge der Elemente innerhalb von XML-Dokumenten von Bedeutung sein kann [WDC03]
und, wie in Abschnitt 2.2.1 erwa¨hnt, die Verfahren fu¨r geordnete Ba¨ume deutlich bessere
Laufzeiten aufweisen3.
Beispiele fu¨r XML-Vergleichsverfahren, die auf Tree-To-Tree Correction basieren, sind
DocTreeDiff [RPB09] und XyDiff [CAM02] fu¨r geordnete XML-Dokumente und X-Diff
[WDC03] fu¨r ungeordnete XML-Dokumente. Das Verfahren DocTreeDiff [RPB09] ver-
wendet als Menge zula¨ssiger Edieroperationen neben Einfu¨ge- und Lo¨schoperationen von
Teilba¨umen und A¨nderungsoperationen auch Teilbaumverschiebungen. Das Verfahren
wurde fu¨r die XML-Darstellung von Office-Dokumenten entworfen und geht davon aus,
dass die Ba¨ume sehr viele identische innere Knoten enthalten, die die Struktur des Do-
kuments beschreiben, und der eigentliche Inhalt in den Blattknoten abgelegt ist. Daher
wird zuna¨chst eine gro¨ßte gemeinsame Teilfolge auf einer reihenfolgetreuen Hashdarstel-
lung der Blattknoten berechnet und daru¨ber die ersten Blattknoten als korrespondierend
identifiziert. Ausgehend von diesen Korrespondenzen werden die Baumstrukturen beider
Dokumente bis zur Wurzel parallel in einem dynamischen Programmieransatz durchlau-
fen. Das Verfahren beno¨tigt einen Aufwand von O(leaves(T ) ∗ D + n), wobei D die
Anzahl der durchgefu¨hrten Editoperationen auf Blattebene und n die Anzahl innerer
Knoten darstellt.
Das Verfahren XyDiff beru¨cksichtigt Lo¨schoperationen, Einfu¨geoperationen und Ver-
schiebungen von Teilba¨umen sowie A¨nderungen der Werte von Textknoten und Attribu-
ten. Zur Bestimmung korrespondierender Knoten verfolgt das Verfahren eine heuristi-
sche Greedy-Strategie: U¨ber einen Signaturvergleich werden mo¨glichst große identische
Teilba¨ume identifiziert. Ausgehend von den korrespondierenden Teilba¨umen werden die
Korrespondenzen auf Nachfolgerknoten und Vorga¨ngerknoten erweitert. Da nicht alle
mo¨glichen Paare von Teilba¨umen miteinander verglichen werden, sondern die Gro¨ße der
3Diese Aussage basiert auf dem Vergleich der exakten Lo¨sungsverfahren des Tree-To-Tree Correction
Problems nach Zhang und Shasha fu¨r geordnete und ungeordnete Ba¨ume bei gleichen zula¨ssigen
Edieroperationen ohne Verschiebungen.
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Teilba¨ume beru¨cksichtigt wird, ergibt sich fu¨r das XyDiff-Verfahren ein Aufwand von
O(n ∗ log(n)).
Der Tree-to-Tree Correction Algorithmus X-Diff fu¨r XML-Dokumente, der in [WDC03]
beschrieben ist, basiert auf dem vorgestellten Verfahren [Zha93] von Zhang fu¨r ungeord-
nete Ba¨ume. Es wird vorausgesetzt, dass nur Elemente des gleichen Typs korrespondieren
ko¨nnen. Neben Einfu¨ge- und Lo¨schoperationen fu¨r Blattknoten, werden auch Teilbaum-
einfu¨gungen und -lo¨schungen, aber keine Verschiebungen betrachtet. Wie in [Zha93]
basiert der Ansatz auf dynamischer Programmierung. Der Berechnung der Edierdistanz
zwischen eventuell korrespondierenden Teilba¨umen als Netzwerkflussproblem analog zu
[Zha93] wird jedoch eine Hashphase vorangestellt. U¨ber den Vergleich von Hashwerten
werden identische Teilba¨ume in verschiedenen Ebenen der Ba¨ume im Vorfeld identifi-
ziert, um die Komplexita¨t der Berechnung der Zuordnung zu reduzieren.
Das Verfahren Faxma, das in [LKT06] beschrieben wird, berechnet die korrespondie-
renden Elemente zwischen geordneten XML-Dokumenten mit einem Sequence-Alignment
Ansatz, dessen Worst-Case-Aufwand in O(n2) liegt. Das Verfahren transformiert den
XML-Baum in ein Token-Sequence-Modell und wendet darauf einen heuristischen zei-
chenbasierten Vergleich an: U¨ber Hashvergleiche wird in einem Greedy-Verfahren die
la¨ngste gemeinsame Teilfolge bestimmt. Als Operationen auf den Sequenzen sind Ein-
fu¨ge-, Lo¨sch- und Verschiebeoperationen zugelassen; Update-Operationen sind nicht ent-
halten. Der Nachteil, den Baum zuna¨chst in eine Zeichenfolge zu u¨bertragen und darauf
die Differenzberechnung durchzufu¨hren, liegt darin, dass nicht ohne Weiteres sicherge-
stellt werden kann, dass das Ergebnis der Differenzberechnung nach der Ru¨ckabbildung
auf die Baumebene syntaktisch korrekt ist. In [RPB09] wird kritisch angemerkt:
”
Due to the linearization of the XML documents in sequences, faxma neglects
the XMl hierarchy [...]“
Bei Tests mit dem Verfahren Faxma zeigt sich, dass die Differenzberechnung oder der
Differenzbericht nicht feingranular genug ist. Eine A¨nderung des Zieltyps einer Refe-
renz fu¨hrt zum Einfu¨gen der gesamten Zeile, in der die Referenz enthalten ist. Da die
Zuordnung der Unterelemente unabha¨ngig von den Elementen stattfindet, ko¨nnen bei
mehreren gleichen Attributen verschiedener Klassen vertauschte Zuordnungen auftreten.
Anwendung der XML-Vergleichsverfahren auf serialisierte Klassendiagramme
Im Folgenden wird betrachtet, inwieweit die Anwendung von XML-Vergleichsverfahren
auf die XML-Dokumente serialisierter Klassendiagramme sinnvoll ist. Dabei wurden die
Ergebnisse dreier XML-Vergleichsverfahren, die kommerziellen Softwareprodukte von
Oxygen4 und Altova5 sowie die frei verfu¨gbare Implementierung des Faxma Verfahrens
[LKT06] untersucht.
Diejenigen Verfahren, denen Baumvergleichsverfahren fu¨r geordnete Ba¨ume zugrunde





den Vergleich serialisierter Darstellungen von Klassendiagrammen weniger geeignet, da
die Reihenfolge der Elemente in der Regel nicht relevant ist und lediglich bei den U¨ber-
gabeparametern von Methoden eine Beru¨cksichtigung der Reihenfolge sinnvoll ist. So
ko¨nnen zwei XML-Dokumente mit einer abweichenden Reihenfolge der Klassen dennoch
zwei semantisch gleiche Klassendiagramme repra¨sentieren (vgl. Abbildung 2.7). Die an-
gezeigte Differenz wu¨rde in diesem Fall jedoch nicht mit einem Unterschied im Modell
u¨bereinstimmen. Wa¨hrend die Software von Oxygen lediglich die Mo¨glichkeit bietet, die
Reihenfolge der Attribute von Elementen unberu¨cksichtigt zu lassen, kann das Verfahren
von Altova so konfiguriert werden, dass Reihenfolgea¨nderungen der Elemente nicht ange-
zeigt werden. Ob das Verfahren in diesem Fall einen Algorithmus fu¨r ungeordnete Ba¨ume
verwendet oder aber die angezeigten Differenzen lediglich filtert, ist nicht bekannt.
Auch wenn unklar bleibt, welche Algorithmen in den kommerziellen Werkzeugen ver-
wendet werden, zeigen alle drei Vergleichsergebnisse gemeinsame Fallstricke, deren Ur-
sache auf die Projektion der Modelle auf eine Baumstruktur zuru¨ckzufu¨hren ist. Als
Beispiel werden hier zwei Klassendiagramme verglichen, die sich nur im Namen einer
Klasse unterscheiden, die eine Oberklasse zweier anderer Klassen ist. Die Abbildung 2.8
zeigt das Ergebnis des Modellvergleichs, das nur einen Unterschied, die Umbenennung,
meldet. Die Abbildungen 2.9 und 2.10 zeigen die Vergleichsergebnisse der Verfahren von
Altova und Oxygen, die beide jeweils drei Unterschiede berichten6. Neben der Umbenen-
nung der Klasse werden auch die A¨nderungen der Referenzen als Unterschiede erkannt,
da die Textdarstellungen der referenzierten Objekte verglichen werden.
Die Repra¨sentation der Unterschiede auf der Ebene der XML-Serialisierung ist von sich
aus bereits sehr unu¨bersichtlich. Werden zudem neben den Unterschieden auf Modell-
ebene auch viele nicht relevante Unterschiede angezeigt, die auf Reihenfolgea¨nderungen
basieren oder darauf zuru¨ckzufu¨hren sind, dass die Referenzen nicht inhaltlich gepru¨ft
wurden, ist das Vergleichsergebnis fu¨r den Betrachter nicht hilfreich. Auch fu¨r das Ver-
schmelzen von Klassendiagrammen ist der Differenzbericht aus dem XML-Vergleich der
serialisierten Darstellung nicht ohne weitere Verarbeitung einsetzbar. In beiden Fa¨llen
mu¨ssen die berechneten Unterschiede zuna¨chst auf die Modellebene zuru¨ckgefu¨hrt wer-
den, bevor sie weiterverwendet bzw. visualisiert werden.
2.3 Graphen
Da Vergleichsverfahren fu¨r Baumstrukturen fu¨r den Vergleich von Klassendiagrammen
nicht ausreichen, da diese auch Querverbindungen besitzen, werden nun allgemeine Gra-
phen betrachtet. Der Begriff Graph Matching wird in [CFSV04] wie folgt definiert:
”
Graph matching is the process of finding a correspondence between the
nodes and the edges of two graphs that satisfies some (more or less stringent)
constraints ensuring that similar substructures in one graph are mapped to
similar substructures in the other.“
6Das Faxma-Verfahren liefert als Ergebnis ein erweitertes XML-Dokument zuru¨ck, das neu eingefu¨gte
Knoten sowie Querverweise auf Knoten der verglichenen Dokumente entha¨lt. Auf die Abbildung des
Vergleichsergebnisses wird an dieser Stelle aus Gru¨nden der Unu¨bersichtlichkeit verzichtet.
45










































































































































Abbildung 2.8: Modellvergleich der Klassendiagramme A und B
Abbildung 2.9: Ergebnis des XML-Vergleichs mit Altova
Abbildung 2.10: Ergebnis des XML-Vergleichs mit Oxygen Diff Files 3.0
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In [CFSV04] wird ein U¨berblick u¨ber bekannte Graph Matching Verfahren aus Sicht
der Mustererkennung gegeben, wobei zwischen exact graph matching und inexact graph
matching unterschieden wird. An dieser Stelle beschra¨nken sich die Ausfu¨hrungen auf
einige wenige ausgewa¨hlte Verfahren des nichtexakten Graph Matchings, die neueren
Datums als die in [CFSV04] beschriebenen Verfahren sind [NRB06, RNB07], bzw. im
Bereich des Modellvergleichs ha¨ufig zitiert werden [MGMR02].
2.3.1 Exaktes Graph Matching
Zu den Fragestellungen des exakten Graph Matchings za¨hlen der Test auf Graphisomor-
phismus, Teilgraphisomorphismus und Homomorphismus zwischen zwei Graphen sowie
die Suche nach dem gro¨ßten gemeinsamen Teilgraphen zweier Graphen [CFSV04]. Der
Test auf Graphisomorphismus u¨berpru¨ft, ob zwei gegebene Graphen gema¨ß Definition 5
zueinander isomorph sind.
Definition 5 (Isomorphe Graphen). Zwei Graphen G=(V,E) und G’=(V’,E’) sind iso-
morph wenn eine bijektive Abbildung α: V → V’ existiert, so dass gilt {a,b} ∈ E ⇔
{α(a),α(b)} ∈ E’ ∀ a,b ∈ V. (nach [Jun08, S. 21])
Ein Teilgraphisomorphismus liegt dann vor, wenn ein Graph zu einem knotenindu-
zierten Teilgraphen eines anderen Graphen isomorph ist. Ein Homomorphismus stellt
eine Abschwa¨chung des Isomorphismus dar, bei dem die in Definition 5 genannte Ab-
bildung nicht bijektiv sein muss. Als gro¨ßter gemeinsamer Teilgraph zweier Graphen




1 ⊆ V1, E ′1 ⊆ E1)
und G′2() = (V
′
2 ⊆ V2, E ′2 ⊆ E2) gesucht, die zueinander isomorph sind G′1 ∼= G′2, wobei
entweder die Zahl der Knoten oder die Zahl der Kanten des gemeinsamen Teilgraphen
maximiert wird.
Die Verfahren des exakten Graph Matchings bestimmen somit kantenerhaltende Zu-
ordnungen. Gilt G1 ∼= G2 und (x, y) ∈ E1, so muss auch (α(x), α(y)) ∈ E2 gelten. Falls
die Graphen G1 und G2 nicht isomorph, sondern nur homomorph sind, gilt die abge-
schwa¨chte Bedingung (α(x), α(y)) ∈ E2 oder α(x) = α(y). Laut [CFSV04] wurde fu¨r
alle diese Probleme, mit Ausnahme des Graphisomorphismus, der Beweis gefu¨hrt, dass
sie NP-vollsta¨ndig sind. Fu¨r das Isomorphismus-Problem sind polynomielle Verfahren
nur fu¨r spezielle Graphen, wie z. B. Ba¨ume oder planare Graphen, bekannt. Als typische
Lo¨sungsansa¨tze fu¨r exakte Graph Matching Probleme werden in [CFSV04] Tiefensuche-
verfahren bzw. Branch-and-Bound Verfahren genannt.
Eine Ausweitung der Graphisomorphismus-Definition auf Klassendiagramme, die aus
Knoten und Kanten unterschiedlicher Typen mit verschiedenen Eigenschaften beste-
hen, ist meines Erachtens nicht sinnvoll. Ein Test auf Isomorphie zweier Klassendia-
gramme ist, da meist unterschiedliche Klassendiagramme verglichen werden, wenig aus-
sagekra¨ftig. Auch der Test auf Teilgraphisomorphismus ist, wie im Folgenden gezeigt
wird, nur bedingt hilfreich, da die knoteninduzierten Teilgraphen aufgrund der Anfor-
derung der Kantenerhaltung fu¨r den Vergleich von Klassendiagrammen ungeeignet sind.
Die Graphen A und B in Abbildung 2.11 repra¨sentieren jeweils ein Klassendiagramm.
Diese Klassendiagramme unterscheiden sich darin, dass zwischen der Klasse Klasse1
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und der Klasse Klasse2 eine Assoziation entfernt und zwischen den Klassen Klasse2
und Klasse3 eine Assoziation eingefu¨gt wurde. Da ein knoteninduzierter Teilgraph als
gro¨ßter gemeinsamer Teilgraph bestimmt wird und zwei Knoten nur dann im gemein-
samen Teilgraphen liegen, falls auch alle Kanten zwischen diesen beiden Knoten u¨ber-
einstimmen, entha¨lt der gro¨ßte gemeinsame Teilgraph fu¨r das Beispiel nur drei Knoten.
Die in der Abbildung dargestellten Graphen C1 und C2 stellen die beiden mo¨glichen
Lo¨sungen fu¨r den gro¨ßten gemeinsamen Teilgraphen der beiden Graphen A und B dar.
Hilfreicher wa¨re vielleicht eine Menge disjunkter mo¨glichst großer gemeinsamer Teilgra-
phen im Sinne eines unzusammenha¨ngenden gro¨ßten gemeinsamen Teilgraphen. Fu¨r das
Beispiel enthielte diese Menge die Graphen C1 und C2. Die Berechnung ist jedoch zu
komplex und vermutlich fu¨r Klassendiagramme auch nicht besonders gut geeignet, da
die in Klassendiagrammen u¨blichen A¨nderungen an Assoziationen und Vererbungskanten
die gemeinsamen Teilgraphen unter Umsta¨nden auf sehr kleine Fragmente reduzieren.
Je kleiner die gemeinsamen Teilgraphen werden, desto mehr Informationen u¨ber den
Kontext der Elemente geht dabei verloren.
2.3.2 Nichtexaktes Graph Matching
Die zweite Gruppe der nichtexakten Graph Matching Verfahren besteht aus Verfah-
ren, die auch nichtidentische Teilgraphen zuordnen ko¨nnen. Statt die Zuordnung zweier
Knoten zu verhindern, deren Kanten nicht vollsta¨ndig aufeinander abgebildet werden
ko¨nnen, wird eine solche Zuordnung stattdessen zum Beispiel mit Strafkosten belegt.
Optimales nichtexaktes Graph Matching basiert auf einer Minimierung der Edierkosten
und beno¨tigt unter Umsta¨nden nicht weniger Rechenzeit als exaktes Graph Matching.
Ein Edierkostenproblem zwischen zwei Graphen ist, wie in [BK00] gezeigt wurde, unter
bestimmten Bedingungen mit der Suche nach dem gro¨ßten gemeinsamen Teilgraphen
identisch.7 In [CFSV04] werden die Verfahren des nichtexakten Graph Matchings sogar
als gewo¨hnlich deutlich aufwa¨ndiger als vergleichbare exakte Graph Matching Verfahren
eingescha¨tzt. Daher werden vor allem suboptimale8 Verfahren fu¨r nichtexaktes Graph
Matching eingesetzt.
Im Folgenden werden zwei suboptimale Verfahren vorgestellt, die auf einer Minimie-
rung der Edierkosten basieren. Das Verfahren Similarity-Flooding, das im Anschluss
daran behandelt wird, verfolgt stattdessen die heuristische Strategie, A¨hnlichkeitswerte
von Knoten innerhalb des Graphen an benachbarte Knoten zu propagieren. Alle diese
vorgestellten Verfahren basieren auf einem Graph-Modell mit gerichteten Kanten und
Kanten- und Knotenbeschriftungen.
7In [BK00] werden Korrespondenzen nur zwischen identischen Knoten bzw. Kanten erlaubt, indem die
Kosten fu¨r A¨nderungen an Knoten- und Kantenbezeichnungen als ∞ festgelegt werden.
8Der Begriff suboptimal wird hier als Oberbegriff fu¨r approximative und heuristische Verfahren ver-
wendet.
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Im Gegensatz zu den Edierdistanzberechnungen auf Ba¨umen, bei denen sich die A¨nde-
rungsoperationen nur auf Knoten beziehen, ko¨nnen die A¨nderungsoperationen auf Gra-
phen sowohl Knoten als auch Kanten betreffen. Eine ga¨ngige Festlegung von Edieropera-
tionen auf Graphen findet sich zum Beispiel in [KN05, S. 343]. Dort werden vier elemen-
tare Edieroperationen festgelegt: Das Lo¨schen einer Kante, das Einfu¨gen einer Kante,
das Einfu¨gen eines Knotens sowie das Lo¨schen eines Knotens. Hierbei ist allerdings zu
beachten, dass die Operationen Lo¨schen eines Knotens und Einfu¨gen eines Knotens nicht
zueinander invers sind, da mit dem Lo¨schen eines Knotens gleichzeitig alle inzidenten
Kanten ebenfalls gelo¨scht werden.9 Auch hier wird eine Folge D von Edieroperationen opi
gesucht, die einen Graphen in einen anderen u¨berfu¨hrt D(G) = opn(...(op2(op1(G)))...).
Jede Operation wird mit Kosten c(opi) bewertet, so dass sich fu¨r die Transformations-
folge Gesamtkosten in Ho¨he von c(D) ergeben. Ein Paar aus einer Transformationsfolge
und einem Graphisomorphismus wird in [KN05] als fehlerkorrigierender Graphisomor-
phismus bezeichnet und die Kosten der Transformationsfolge als Graph-Edit-Distanz,
sofern sie minimal ist, wie der folgenden Definition 6 zu entnehmen ist.
Definition 6. (Fehlerkorrigierender Graph-Isomorphismus und Graph-Edit-Distanz)
Ein Tupel (D,α) heißt fehlerkorrigierender Graphisomorphismus (fkgI), falls D eine Fol-
ge von Edit-Operationen auf G1 mit Kosten c(D) und α ein Graphisomorphismus von
D(G1) nach G2 ist. Die Graph-Edit-Distanz d(G1, G2) ist dann definiert durch
d(G1, G2) := min(D,α){c(D)|(D,α) ist fgkI von G1 nach G2}
(nach [KN05, S. 345])
In [NRB06] werden von Neuhaus, Riesen und Bunke zwei Varianten desA∗-Algorithmus
[HNR68] zur Berechnung der Edierdistanz zwischen zwei Graphen angegeben. Der A∗-
Algorithmus stellt eine Familie von Suchverfahren dar, die einen kostenminimalen Pfad
in einem Graphen bestimmen. Zur Lo¨sung des Zuordnungsproblems wird in [NRB06]
ein Suchbaum im Lo¨sungsraum aufgespannt, dessen Kanten Teilentscheidungen, d. h.
die Korrespondenz von Elementen, repra¨sentieren. Diesen Kanten sind Kosten zugeord-
net, die den Kosten der dazu no¨tigen Edieroperationen entsprechen. So ko¨nnen zu jedem
Knoten v im Suchbaum die bisher entstandenen Kosten ermittelt werden, die als g(v)
bezeichnet werden. Das Erga¨nzen weiterer Knoten als Kindknoten eines anderen Kno-
tens in dem Suchbaum wird im Folgenden als Weiterentwickeln bezeichnet und steht
fu¨r die Festlegung weitere Korrespondenzen in der bisherigen Teillo¨sung. Ein Blattkno-
ten, der nicht mehr weiterentwickelt werden kann, repra¨sentiert eine Gesamtlo¨sung. In
dem Suchbaum wird jeweils der vielversprechendste Pfad, d. h. mit geringsten aktuel-
len Kosten, weiterverfolgt und weiterentwickelt. Fu¨r innere Knoten werden die Kosten
9In [KN05] werden diese vier Edieroperationen als elementare Operationen bezeichnet, obwohl das
Lo¨schen eines Knotens auch dessen inzidenten Kanten betrifft. Meines Erachtens sollten die ele-
mentaren Edieroperationen jeweils nur einen Knoten oder eine Kante des Graphen manipulieren,
da ohne diese Einschra¨nkung die Symmetrie der berechneten Edierdistanz im Allgemeinen nicht
gewa¨hrleistet ist.
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abgescha¨tzt und setzen sich aus bereits bekannten Kosten g durch die getroffenen Teil-
entscheidungen sowie den abgescha¨tzten Kosten h fu¨r noch notwendige Edieroperationen
zusammen. Die abgescha¨tzten Kosten bilden hierbei eine untere Schranke der tatsa¨chli-
chen Kosten. Wird ein Blattknoten erreicht und bleiben die Kosten im Vergleich zu den
anderen Prognosen minimal, endet das Verfahren mit dieser Lo¨sung. Bei der vollsta¨ndi-
gen Ausfu¨hrung des Verfahrens kann es sein, dass alle Knoten bis in die Blattebene
entwickelt werden mu¨ssen, so dass im ungu¨nstigsten Fall kein Aufwand gegenu¨ber einer
Brute-Force-Methode eingespart werden kann. In [NRB06] werden daher zwei verschie-
dene Strategien verfolgt, um mit geringerem Aufwand eine mo¨glichst gute suboptimale
Lo¨sung zu erhalten. In der Variante A∗-Beamsearch wird nur eine bestimmte Anzahl an
Baumknoten mit sehr geringen aktuellen Kosten in der Menge der potentiell weiterzuver-
folgenden Knoten behalten. Dadurch werden voraussichtlich weniger erfolgreiche A¨ste
des Suchbaums im Vorfeld ausgedu¨nnt. In der zweiten Variante, A∗-Pathlength, wer-
den die aktuellen Kosten eines Baumknotens ins Verha¨ltnis zur La¨nge des Edierpfades
gesetzt, um gezielt la¨ngere und trotzdem kostengu¨nstige Pfade weiterzuverfolgen.
In [RNB07] wird von Riesen, Neuhaus und Bunke ein weiteres nichtexaktes Graph
Matching Verfahren beschrieben, das das Problem einer maximalen Zuordnung der Kno-
ten zweier Graphen unter minimalen Kosten a¨hnlich wie das eigenentwickelte edierkos-
tenbasierte Verfahren auf einem bipartiten Graphen lo¨st. Zur Bestimmung der Zuord-
nung wird auf einer Matrix, die den bipartiten Graphen repra¨sentiert, der Algorith-
mus von Munkres [Mun57], eine Variante der Ungarischen Methode, mit einem Zeit-
aufwand von O(n3) eingesetzt, wobei n der Zahl der Knoten des gro¨ßeren Graphen
entspricht. In [RNB07] werden zwei verschiedene Varianten angegeben: In der Version
des PLAIN-MUNKRES werden ausschließlich die Kosten fu¨r die Edieroperationen der
Knoten beru¨cksichtigt. Als ADJACENCY-MUNKRES wird die andere Version bezeich-
net. Diese beru¨cksichtigt die Kosten fu¨r Kantenoperationen bei der Bestimmung eines
optimalen Knoten-Matchings insoweit, dass zur Berechnung der Edierkosten zwischen
zwei Knoten jeweils ein analoges Matching-Problem fu¨r die Zuordnung der Kanten gelo¨st
werden muss. Das Verfahren liefert nach Aussage der Autoren suboptimale Lo¨sungen,
die im Bereich der Mustererkennung brauchbare Ergebnisse darstellen.
In beiden vorgestellten Ansa¨tzen der Autoren Riesen, Neuhaus und Bunke wird nicht
darauf eingegangen, ob die Kosten der Kantenzuordnungen in den Modellen von der
Zuordnung der anderen Knoten abha¨ngig sind und wie dies gegebenenfalls gelo¨st wird.
In [RNB07] wird jedoch von nur lokaler Beru¨cksichtigung der Kantenoperationen ge-
sprochen.
Graph Matching u¨ber die Propagierung von A¨hnlichkeitswerten
Similarity Flooding, dargestellt in [MGMR02], bezeichnet sich als flexibler Graph Mat-
ching Algorithmus, der basierend auf einer Fixpunktberechnung eine Abbildung zwischen
den korrespondierenden Elementen zweier Modelle ermittelt. Modelle werden dabei als
beliebige Datenstrukturen verstanden, die als gerichtete attributierte Graphen aufge-
fasst werden. Das Verfahren geht davon aus, dass zwei Elemente a¨hnlich sind, falls die
Elemente in ihrer Nachbarschaft a¨hnlich sind. Daher werden die A¨hnlichkeiten von Ele-
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menten in deren Nachbarschaft propagiert, woraus sich auch der Name des Verfahrens
ableitet.
Die Vorgehensweise des Verfahrens wird in Abbildung 2.12 dargestellt: Aus den beiden
Graphen der zu vergleichenden Modelle wird zuna¨chst ein pairwise connectivity graph
(PCG) erstellt, wobei jeder Knoten aus dem PCG einem 2-Tupel aus den Knoten der
Modelle entspricht. Im PCG der Modelle A und B sind die Knoten (x, y) und (x’y’) mit
einer Kante von (x, y) zu (x′, y′) mit der Beschriftung p genau dann enthalten, falls im
Modell A eine p-Kante von x nach x′ und in Modell B eine Kante p von y zu y′ exis-
tiert (vgl. Formel 2.1). Somit werden meines Erachtens in den PCG nur Knotenpaare
mit ausgehenden oder eingehenden Kanten des gleichen Typs eingefu¨gt und andere Paa-
re, die isolierte Knoten in diesem Graphen darstellen wu¨rden, nicht beru¨cksichtigt. Da
die A¨hnlichkeitswerte isolierter Knoten wa¨hrend der nachfolgenden Fixpunktiteration
konstant bleiben, ist die U¨bertragung dieser Paare in den PCG nicht notwendig. Es ist
davon auszugehen, dass diese A¨hnlichkeitswerte beim Ablesen der Zuordnung am Ende
dennoch beru¨cksichtigt werden, auch wenn dies aus der Vero¨ffentlichung in [MGMR02]
nicht explizit hervorgeht.
((x, y), p, (x′, y′)) ∈ PCG(A;B)⇐⇒ (x, p, x′) ∈ A ∧ (y, p, y′) ∈ B (2.1)
Aus dem PCG wird schließlich der propagation graph abgeleitet, in dem zu den gerichte-
ten Kanten des PCGs auch entgegengerichtete Kanten eingefu¨hrt werden und alle Kanten
Gewichte erhalten. Das Gewicht einer Kante liegt im Intervall [0, 1] und entspricht dem
Faktor, mit dem die A¨hnlichkeit entlang der Kante weitergereicht wird. Diese Gewichte
ko¨nnen wie im Beispiel dadurch bestimmt werden, dass der Faktor 1 fu¨r jeden Kno-
ten zu gleichen Teilen auf alle ausgehenden Kanten des gleichen Typs aufgeteilt wird.
Außerdem wird fu¨r jeden Knoten ein Ausgangswert fu¨r die A¨hnlichkeit bestimmt, zum
Beispiel durch eine Stringvergleichsmethode. Die A¨hnlichkeitswerte der Knoten werden
anschließend im Rahmen einer Fixpunktiteration aktualisiert. Da nicht sichergestellt ist,
dass die Fixpunktberechnung terminiert, wird diese beendet, falls die Anpassung einen
bestimmten Wert unterschreitet oder eine bestimmte Zahl an Iterationen u¨berschritten
ist. Aus den berechneten A¨hnlichkeitswerten der verschiedenen Knoten des propagation
graphs werden nun mit Hilfe von Filtern die korrespondierenden Elemente abgelesen.
Je nach Wahl des Filters kann die ermittelte Zuordnung eindeutig sein oder aber auch
Elemente enthalten, die zu mehreren Elementen korrespondieren. Das Verfahren bietet
somit eine Vielzahl an Konfigurationsmo¨glichkeiten: die Berechnung der initialen A¨hn-
lichkeitswerte, die Bestimmung der Gewichte im propagation graph, die Auswahl der
Formel fu¨r die Fixpunktberechnung sowie die Wahl des Filters.
Die Ermittlung der Korrespondenzen verla¨uft nicht vollautomatisch, sondern erfordert
es, dass das Ergebnis manuell u¨berpru¨ft und gegebenenfalls korrigiert wird. Im Rahmen
einer Evaluation des Verfahrens wurde die Anzahl der no¨tigen Korrekturen als Maß fu¨r
die Genauigkeit des Verfahrens herangezogen. In [MGMR02] wird außerdem angegeben,
dass die Voraussetzung, dass die Graphen gerichtet und attributiert sind, wichtig ist, da
sonst keine guten Ergebnisse erzielt werden.
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Abbildung 2.12: Ablauf des Similarity Flooding Algorithmus (entnommen aus
[MGMR02])
Bewertung der nichtexakten Graph Matching-Verfahren Prinzipiell sind Graphen
zur Abbildung von Klassendiagrammen wesentlich besser geeignet als Ba¨ume, jedoch
lassen sich bestehende Vergleichsverfahren fu¨r Graphen meines Erachtens nur zum Teil
und auch nicht ohne Anpassung auf Klassendiagramme u¨bertragen. Teilweise entspricht
die verwendete Menge an Edieroperationen nicht den Anforderungen, wie sie fu¨r den
Vergleich von Klassendiagrammen oder anderen Software-Modellen beno¨tigt wu¨rde, so
enthalten diese z. B. Spalten und Verschmelzen von Knoten. Je nach Modellierung eines
Klassendiagramms als Graph ist weiter zu beachten, dass mo¨gliche Mehrfachkanten,
falls man Assoziationen durch Kanten darstellt, nicht in jedem Verfahren beru¨cksichtigt
werden ko¨nnen. Alternativ ko¨nnte man Mehrfachkanten umgehen, indem Assoziationen
als Kante-Knoten-Kante-Konstruktion eingefu¨hrt werden. Es ist auf jeden Fall no¨tig, die
Menge der Edieroperationen auf die verschiedenen Typen der Klassendiagrammelemente
anzupassen und spezifische Eigenschaften auszunutzen, wie z. B. die Tatsache, dass
Attribute und Operationen nur als Kindknoten von Klassenelementen existieren du¨rfen.
2.4 Andere Diagrammarten mit graphartigen Strukturen
Im Bereich der Softwarearchitektur werden Architekturmodelle bzw. Sichten auf Archi-
tekturmodelle verglichen. Dies stellt eine besondere Herausforderung dar, da sich diese
Modelle stark in den Namen der Modellelemente unterscheiden ko¨nnen und die Modell-
elemente nicht immer getypt sein mu¨ssen. Nach [MKY06] werden in dem Bereich in
der Praxis auch informale Diagramme verwendet, die lediglich aus Ka¨sten und Linien
bestehen. Auch wenn eine direkte U¨bertragung dieser Verfahren auf Klassendiagramme
nicht mo¨glich ist, da die Klassendiagramme in der Syntax sta¨rker festgelegt sind, liefern
diese beiden Verfahren interessante Ideen.
In [AAAN+06] wird ein Ansatz zum Vergleich von hierarchisch aufgebauten Architek-
tursichten, Component&Connector-Views, beschrieben, der einen polynomiellen Tree-
to-Tree-Correction Algorithmus [THRP05] fu¨r ungeordnete attributierte Ba¨ume10 nutzt,
um die korrespondierenden Elemente zu identifizieren. Die Edieroperationen umfassen
10Durch die Verwendung einer abweichenden Metrik, die zusa¨tzliche Annahmen trifft, wird die polyno-
mielle Laufzeit erreicht, wa¨hrend das allgemeine Edierproblem in [ZSS92] NP-vollsta¨ndig ist.
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Umbenennungen, das Einfu¨gen von Knoten und Lo¨schen von Knoten, wobei bei den
Lo¨sch- und Einfu¨geoperationen die Kindknoten betroffener Knoten ebenso wie in [ZS89]
verschoben werden. Fu¨r den Anwendungsbereich der Architektursichten sind diese hier-
archischen Verschiebungen gut geeignet. Daru¨ber hinaus wird das in [THRP05] vorge-
stellte Verfahren insoweit erweitert, dass nun auch Verschiebungen in einem beschra¨nk-
ten Umfang erkannt werden ko¨nnen. Das Verfahren beinhaltet einen Branch-and-Bound-
Backtracking Algorithmus. Dabei ko¨nnen die Typen der Elemente, soweit vorhanden,
beru¨cksichtigt und Korrespondenzen nur zwischen Elementen kompatibler Typen zuge-
lassen werden. Der Suchradius fu¨r Verschiebungen ist durch eine obere Schranke be-
grenzt, um die Komplexita¨t zu beschra¨nken. Ebenso wird empfohlen, bei gro¨ßeren Ba¨u-
men die Zahl der rekursiven Aufrufe zu begrenzen. Mit einem Suchradius, der groß genug
ist, und einer unbegrenzten Zahl mo¨glicher Aufrufe bestimmt das Verfahren die exakte
Lo¨sung. Die Besonderheit dieses Ansatzes besteht in der Umsetzung der Abbildung einer
Graphstruktur auf eine Baumstruktur. C&C Sichten sind nicht nur hierarchisch aufge-
baut, sondern besitzen auch Querverbindungen, die Zyklen schließen. Die Sichten werden
in Ba¨ume transformiert, indem Knoten, zwischen denen nichthierarchische Querverbin-
dungen bestehen, als Kopien mehrfach in den Baum eingefu¨gt werden. Die kopierten
Elemente verweisen dabei u¨ber Verbindungskanten zuru¨ck zu ihrem ersten Auftreten.
Die eigentliche Korrespondenzberechnung findet in zwei Schritten statt: In einem ersten
Schritt wird eine Zuordnung der streng hierarchischen Strukturen ohne Querverbindun-
gen ermittelt. Dabei ko¨nnen die kopierten Knoten allerdings widerspru¨chlich zugeordnet
werden. Daher wird der zweite Schritt beno¨tigt, der die u¨brigen Kanten, die nicht Teil
der hierarchischen Struktur sind, bearbeitet.
Ein weiteres Verfahren zum Vergleich von Modellen aus dem Bereich der Architek-
turmodelle ist der in [MKY06] vorgestellte Ansatz, der nicht mit einem Edierabstand,
sondern mit A¨hnlichkeitswahrscheinlichkeiten rechnet. Als Elemente eines Diagramms
werden neben attributierten Knoten und optional attributierten Kanten, die zwei oder
mehr Knoten miteinander verbinden, auch Container und Gruppen verarbeitet. Als Con-
tainer wird ein Knoten bezeichnet, der wiederum weitere Knoten enthalten kann. Auch
Gruppen fassen Knoten zusammen, jedoch kann ein Knoten mehreren Gruppen an-
geho¨ren, aber nur in einem Container liegen. Gruppen ko¨nnen ebenso wie Knoten u¨ber
Beziehungen verbunden sein. Es werden verschiedene Eigenschaften (engl. features) fest-
gelegt, die fu¨r die Korrespondenzbildung beru¨cksichtigt werden sollen. Dies kann zum
Beispiel die Beschriftung eines Knotens sein. Es wird eine A¨hnlichkeitsfunktion festge-
legt, die die A¨hnlichkeit zweier Merkmale im Intervall [0, 1] bewertet. Damit eine ho¨he-
re Aussagekraft der A¨hnlichkeitswerte erreicht wird, werden diese unter Vorgabe einer
Wahrscheinlichkeitsverteilung mit Hilfe von Bayesscher Statistik (engl. Bayesian infe-
rence) in Wahrscheinlichkeiten umgewandelt. Ein Tripel aus Eigenschaft, A¨hnlichkeits-
metrik und Wahrscheinlichkeitsverteilung bildet einen Evidencer. Die Aussagen verschie-
dener Evidencer werden zu einer Aussage kombiniert. Daraus la¨sst sich dann mit einem
Greedy-Verfahren die Zuordnung der Knoten ableiten, die indirekt auch die Zuordnung
der Kanten bestimmt. Im Gegensatz zu [AAAN+06] werden hier mehrfache Korrespon-
denzen zugelassen, die dem Spalten oder Verschmelzen von Knoten entsprechen. Fu¨r
gute Ergebnisse werden geeignete A¨hnlichkeitsfunktionen und Wahrscheinlichkeitsver-
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teilungen, die trainiert werden mu¨ssen, beno¨tigt.
2.5 Zusammenfassung und Schlussfolgerungen
Es wurde anhand eines Beispiels gezeigt, dass die Anwendung von Textvergleichsverfah-
ren auf serialisierte Klassendiagramme nicht sinnvoll ist. Einerseits werden Unterschiede
berichtet, die zwar auf Textebene auftreten, aber fu¨r die Semantik von Klassendiagram-
men nicht relevant sind, wie beispielsweise Leerzeilen oder Reihenfolgea¨nderungen un-
geordneter Elemente. Andererseits sind die Informationen u¨ber korrespondierende Text-
blo¨cke fu¨r den Vergleich von Klassendiagrammen zu wenig feingranular, da sie insbeson-
dere die klassendiagrammspezifische Syntax unberu¨cksichtigt lassen.
Die vorgestellten edierkostenbasierten Baumvergleichsverfahren sind auf Klassendia-
gramme ebenfalls schlecht u¨bertragbar, da ihre Edieroperationen ungeeignet sind. Fu¨r
Klassendiagramme werden stattdessen syntaxgesteuerte Edieroperationen auf getypten
Ba¨umen beno¨tigt, die teilweise geordnet und teilweise ungeordnet sind. Ein grundsa¨tzli-
cher Nachteil aller vorgestellten Baumvergleichsverfahren besteht darin, dass durch die
Projektion der Klassendiagramme auf eine Baumstruktur die Querverbindungen nicht
ausreichend beru¨cksichtigt werden ko¨nnen. Dieses Problem zeigt sich auch beim Einsatz
von XML-Vergleichsverfahren fu¨r die serialisierten Darstellungen von Klassendiagram-
men, bei denen die Ziele von Assoziationen lediglich als Text verglichen werden.
Klassendiagramme lassen sich gut als getypte attributierte Graphen darstellen, ohne
dass, wie bei der U¨bertragung auf Ba¨ume, Informationen verloren gehen. Verfahren des
exakten Graph Matchings identifizieren jedoch im besten Fall eine Menge identischer
Teilgraphen. Weichen die zu vergleichenden Graphen von Klassendiagrammen an vielen
Stellen voneinander ab, ist zu erwarten, dass das Ergebnis nicht mehr aussagekra¨ftig ist,
um die Unterschiede zwischen den beiden Klassendiagrammen abzuleiten. Verfahren des
nichtexakten Graph Matchings ko¨nnen u¨ber einen fehlerkorrigierenden Graphisomor-
phismus auch abweichende Elemente als korrespondierend identifizieren. Dafu¨r liegt der
Aufwand fu¨r die Berechnung der optimalen Lo¨sungen des nichtexakten Graph Matchings
oft sogar u¨ber dem Aufwand eines vergleichbaren Verfahrens des exakten Graph Mat-
chings [CFSV04]. Weiterhin erscheinen mir die gewa¨hlten elementaren Edieroperationen
in der Hinsicht als ungeeignet, dass das Lo¨schen eines Knotens auch das Lo¨schen der
Kanten beinhaltet. Wenn dem Lo¨schen eines Knotens ein konstanter Kostenwert zuge-
ordnet wird, unabha¨ngig davon, wieviele Kanten ebenfalls gelo¨scht werden, widerspricht
dies einer symmetrischen Edierdistanz, da der zugeho¨rigen inversen Operation, die dem
Einfu¨gen des Knotens und dem Einfu¨gen der Kanten entspricht, unter Umsta¨nden ab-
weichende Kosten zugeordnet sein ko¨nnen.
Folglich werden fu¨r den Vergleich von Klassendiagrammen eigene, strukturbasierte
Verfahren beno¨tigt. Die Schwierigkeit bei der Konstruktion der Verfahren liegt darin,
die kontextabha¨ngigen Eigenschaften der Klassendiagramme zwar einerseits zu entkop-
peln, um den Aufwand der Verfahren zu begrenzen, die Querverbindungen aber dennoch
ausreichend zu beru¨cksichtigen. Dies stellt im Grunde einen Balanceakt zwischen der
Behandlung der Klassendiagramme als Baum und als Graph dar. Diese Hybridbehand-
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lung einer graphartigen Diagrammstruktur wurde meines Erachtens auch im Verfahren
[AAAN+06] im Bereich der Architektursichten umgesetzt, die eigenentwickelten Verfah-
ren verwenden jedoch eine andere Vorgehensweise. Bevor die eigenentwickelten Verfahren
in Kapitel 4 vorgestellt werden, wird im na¨chsten Kapitel zuna¨chst der Stand der Technik
bei Vergleichsverfahren von Klassendiagrammen behandelt.
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3 Stand der Technik bei der
Korrespondenzberechnung auf
Klassendiagrammen
Im vorherigen Kapitel wurden Ansa¨tze aus anderen Bereichen behandelt, die nicht fu¨r
den Vergleich von Klassendiagrammen geeignet sind bzw. noch nicht fu¨r Klassendia-
gramme angepasst wurden. Dieses Kapitel befasst sich mit Verfahren, die zum Vergleich
von Klassendiagrammen verwendet werden ko¨nnen, da sie entweder speziell fu¨r Klassen-
diagramme konzipiert wurden oder auf der Meta-Ebene ansetzen und beliebige Instanzen
von Modellen vergleichen, die auf einem bestimmten Metamodell basieren.
Abbildung 3.1 zeigt eine U¨bersicht mo¨glicher Kriterien zur Klassifikation von Diffe-
renzberechnungsverfahren auf Klassendiagrammen, dargestellt als Feature-Modell. Die
mit einem Sternchen versehenen Optionen stellen Erweiterungspunkte dar, bei denen
auf eine Verfeinerung der Kriterien verzichtet wurde, da diese fu¨r den betrachteten Be-
reich der Differenzberechnung von Klassendiagrammen relevant sind. Im Gegensatz zu
der u¨blichen Einsatzweise von Feature-Modellen im Bereich der Konfiguration von Pro-
duktlinien sind die aufgelisteten Optionen nicht als bina¨re Auspra¨gungen, sondern als
Einordnungshilfen bei fließenden U¨berga¨ngen zu verstehen. Die Kriterien sind in die Be-
reiche Domaine, Zuordnung, Korrespondenzberechung, Differenzen und Visualisierung
unterteilt.
Zum Vergleich von Klassendiagrammen sind, wie bereits erwa¨hnt, sowohl doma¨nenspe-
zifische Verfahren, die fu¨r Klassendiagramme entwickelt wurden, als auch generische Ver-
fahren einsetzbar. Die generischen Verfahren lassen sich weiterhin darin unterscheiden,
ob sie u¨ber eine Konfiguration fu¨r spezielle Diagrammarten angepasst werden mu¨ssen
oder ob sie beliebige Modelle eines Metamodells vergleichen. Ein weiteres Kriterium ist
die Art der Zuordnung. Die grundlegende Entscheidung, ob das Verfahren eine eindeu-
tige Zuordnung berechnet, in der jedes Element aus dem Modell A zu ho¨chstens einem
Element aus Modell B korrespondiert oder ob auch mehrfache Zuordnungen zugelassen
werden, wirkt sich auf die Menge der nativ erkennbaren Edieroperationen aus. Nur im
letzten Fall lassen sich Kopier- und Verschmelzungsoperationen bereits bei der Korre-
spondenzberechnung beru¨cksichtigen. Bislang bekannte Verfahren, die zum Vergleich von
Klassendiagrammen eingesetzt werden ko¨nnen, lassen sich in Hinblick auf die Korrespon-
denzberechnung in von der Ediergeschichte abha¨ngige und zustandsbasierte Verfahren
einteilen. Verfahren der ersten Kategorie vermeiden eine aufwa¨ndige Bestimmung der
korrespondierenden Elemente, indem Unterschiede aus Edierprotokollen abgelesen wer-
den oder die korrespondierenden Elemente u¨ber eindeutige Objektbezeichner festgelegt
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werden. Die Verfahren der zweiten Kategorie vergleichen die Modelle unabha¨ngig von
der Ediergeschichte und fu¨hren dabei einen semantischen oder syntaktischen Vergleich
durch. Die semantischen Ansa¨tze, wie z. B. [MRR10], beru¨cksichtigen beim Vergleich
die durch die Klassendiagramme beschriebene Sprache; im Fall von Klassendiagrammen
wird untersucht, welche Objektdiagramme sich aus dem Klassendiagramm ableiten las-
sen. Im Folgenden werden jedoch nur diejenigen Verfahren betrachtet, die ebenso wie
unsere Verfahren einen syntaktischen Vergleich der Modelle vornehmen. Dabei existiert
ein fließender U¨bergang von namensbasierten Verfahren, die die Namen von Objekten
anstelle eindeutiger Objektbezeichner verwenden, u¨ber signaturbasierte Verfahren, die
neben dem Namen weitere Eigenschaften, beispielsweise den Typ, miteinbeziehen, zu den
strukturbasierten Verfahren. Die strukturbasierten Ansa¨tze verwenden zwar ebenfalls
den Namen von Elementen und deren Eigenschaften zur Bestimmung der korrespon-
dierenden Elemente, basieren jedoch nicht ausschließlich darauf. Die namensbasierten
und signaturbasierten Ansa¨tze finden vor allem im Bereich der aspektorientierten Mo-
dellierung Anwendung. Die Kernfunktionalita¨ten und Zusatzfunktionalita¨ten eines Sys-
tems werden in zwei verschiedenen Modellen, einem aspect model und einem core model
modelliert, die schließlich u¨ber model composition zu einem Modell verbunden werden
[RFG+05]. Da diese Ansa¨tze eher im Bereich des Verschmelzens von Modellen als im
Bereich der Differenzberechnung einzuordnen sind, werden die namensbasierten und si-
gnaturbasierten Ansa¨tze in dieser Arbeit nicht weiter betrachtet. Fu¨r den syntaktischen
Vergleich von Klassendiagrammen sind exakte Verfahren, approximative Verfahren sowie
heuristische Verfahren denkbar, wobei alle aus der Literatur bekannten Ansa¨tze in den
Bereich der Heuristiken fallen. Als Kriterium fu¨r die Korrespondenzberechnung werden
stets A¨hnlichkeitswerte berechnet, wohingegen das eigenentwickelte ECVerfahren zeigt,
dass auch der Edierabstand zwischen zwei Klassendiagrammen zur Bestimmung der
Korrespondenzen herangezogen werden kann. Die bekannten heuristischen Verfahren ar-
beiten a¨hnlichkeitsbasiert und unterscheiden sich neben den verwendeten A¨hnlichkeits-
funktionen im Wesentlichen durch die verwendete Durchlauftechnik der baumartigen
Datenstruktur und darin, ob ein globaler Vergleich aller Elemente durchgefu¨hrt wird
oder ob nur die Elemente lokal begrenzter Bereiche verglichen werden. In Hinblick auf
die dargestellten Differenzen ist es interessant, ob und in welchem Umfang ein Verfahren
verschobene Elemente erkennen kann. Dabei kann unterschieden werden, ob mo¨gliche
Verschiebungen bereits bei der Korrespondenzberechnung beru¨cksichtigt werden oder
ob diese erst in einem Nachbearbeitungsschritt identifiziert werden. Um dem Benutzer
die berechneten Differenzen zu veranschaulichen, ist sowohl eine textuelle Beschreibung
als auch eine graphische Darstellung mo¨glich. Gerne werden beide Darstellungsformen
auch kombiniert. Die A¨nderungen ko¨nnen in einer Baumsicht graphisch dargestellt wer-
den. Ausfu¨hrlichere Visualisierungen stellen die beiden verglichenen Diagramme in zwei
Fenstern gegenu¨ber oder fassen die A¨nderungen in einem gemeinsamen Diagramm, dem
sogenannten Vereinigungsdokument1 zusammen.
Im Folgenden werden nun einzelne Verfahren beschrieben, wobei leider nicht zu jedem
Verfahren ausreichende Informationen vorliegen, um dieses vollsta¨ndig in das Klassifika-
1Eine Beschreibung eines Vereinigungsdokuments findet sich in [Kel09, S. 12].
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tionsschema einzuordnen.
3.1 Von der Ediergeschichte abha¨ngige Verfahren
3.1.1 Protokollbasierte Verfahren
Falls Protokolle der durchgefu¨hrten A¨nderungen vorliegen, ist es mo¨glich, die Unter-
schiede direkt abzuleiten. Als Beispiel eines Werkzeugs, das die durchgefu¨hrten A¨nde-
rungsoperationen protokolliert, wird hier das Concurrent Object Replication frAmework
(CoObRA)[Sch03, SZN04] angefu¨hrt, das in Kassel und Siegen entwickelt wurde und in
das CASE-Tool Fujaba integriert ist. Es handelt sich dabei um ein allgemeines Verfah-
ren, das fu¨r beliebige Objektstrukturen, damit auch fu¨r Klassendiagramme, geeignet ist
und jede A¨nderung an einem Objekt in Form von elementaren A¨nderungsoperationen so-
fort speichert. Die Listen von A¨nderungsoperationen werden fu¨r die Unterstu¨tzung der
undo- und redo-Funktionalita¨t und fu¨r den Persistenzmechanismus genutzt. Daru¨ber
hinaus wa¨re es denkbar, die Unterschiede zweier aufeinanderfolgenden Versionen aus
der Edieroperationsliste abzuleiten, was eine explizite Differenzberechnung u¨berflu¨ssig
macht. Diese Funktionalita¨t war in einer fru¨heren Version von CoObRA angedacht, mei-
nes Wissens jedoch nicht realisiert.
Anhand von protokollierten A¨nderungsoperationen ko¨nnen die Unterschiede zwischen
zwei Versionen leicht ermittelt werden. Fu¨r den Vergleich zweier Modelle, die nicht im
gleichen Werkzeug modelliert wurden oder deren Protokolle nicht verfu¨gbar sind, ist ein
derartiges Verfahren jedoch nicht einsetzbar. Daru¨ber hinaus werden die Unterschiede
immer in Abha¨ngigkeit der Ediergeschichte bestimmt. Zusammenfassend erfu¨llen derar-
tige Verfahren die Anforderungen (A4) und (A5) der Anforderungsliste aus Abschnitt
1.2.3 nicht.
3.1.2 Verfahren mit eindeutigen Objektbezeichnern
Die im Folgenden beschriebenen Ansa¨tze zur Differenzberechnung auf Modellen set-
zen voraus, dass die Modellelemente eindeutige, unvera¨nderliche Bezeichner besitzen,
u¨ber die dann leicht eine Zuordnung korrespondierender Elemente erfolgen kann. Als
eindeutige, unvera¨nderliche Objektbezeichner werden eindeutige Kennungen bezeichnet,
die einem Modellelement beim Erzeugen zugewiesen und nicht mehr vera¨ndert werden.
Auch wenn ein Objekt gelo¨scht wird, bleibt dessen Objektbezeichner eindeutig, da Ob-
jektbezeichner gelo¨schter Elemente nicht wiederverwendet werden. Beim Kopieren von
Objekten werden die eindeutigen Bezeichner u¨bernommen. Mit Hilfe dieser Objektbe-
zeichner ko¨nnen korrespondierende Modellelemente einfach identifiziert werden, wenn
zwei korrespondierende Elemente genau dann als korrespondierend betrachtet werden,
wenn die eindeutigen Objektbezeichner der beiden Modellelemente identisch sind. Neben
den drei im Folgenden vorgestellten Verfahren verwenden auch kommerzielle Werkzeu-
ge wie der IBM Rational Software Architect [Let05] oder Visual Paradigm2 eindeutige
2http://www.visual-paradigm.com
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 Klassifikationskriterien für Differenzberechnungsverfahren 
   Differenzberechnungsverfahren für Klassendiagramme
     Domaine
       
         domänenspezifisch
         generisch
           
             Konfigurierung nötig
             für beliebige Modelle eines Metamodells
     Zuordnung
       
         eindeutige Zuordnung
         mehrere Korrespondenzpartner möglich
     Korrespondenzberechnung
       
         von der Ediergeschichte abhängig
           
             protokollbasiert (*)
             eindeutige Objektbezeichner (*)
         zustandsbasiert
           
             semantisch (*)
             syntaktisch
               
                 namensbasiert (*)
                 signaturbasiert (*)
                 strukturbasiert
                   Art des Verfahrens
                     
                       exakt
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Abbildung 3.1: Feature-Modell: Kriterien zur Einordnung von Differenzberechnungsver-
fahren auf Klassendiagrammen
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Objektbezeichner zur Bestimmung der korrespondierenden Elemente.
Ansatz von Alanen und Porres Von Alanen und Porres wird in [AP03] ein Verfah-
ren zum Vergleichen und Verschmelzen fu¨r MOF-basierte Modelle beschrieben, das sich
auf beliebige Instanzen von MOF-Modellen anwenden la¨sst und so auch auf Klassendia-
gramme. Die Modelle werden dabei als Mengen von miteinander verlinkten Elementen
aufgefasst. Als Ergebnis des Vergleichsverfahrens wird das gerichtete Delta der A¨nde-
rungsoperationen bestimmt, wobei die zula¨ssigen A¨nderungsoperationen die Basisopera-
tionen Erzeugen eines Elements, Lo¨schen eines Elements sowie das A¨ndern einer Eigen-
schaft (engl. Feature) sind. Alle Elemente des Modells besitzen einen unvera¨nderlichen
Typ. Die Differenzberechnung wird in Alanen und Porres [AP03] als 4-stufiger Pro-
zess beschrieben. Die erste Stufe map entspricht der ersten Stufe der in Abschnitt 1.2
vorgestellten zwei Phasen der Korrespondenzberechnung, die u¨ber die Zuordnung der
eindeutigen Objektbezeichner erfolgt. Die zweite Stufe aus Abschnitt 1.2, das Ableiten
der Korrespondenzen, wird in diesem Ansatz [AP03] hingegen noch feiner in die drei
Phasen Create, Delete und Change unterteilt. In den jeweiligen Phasen werden entspre-
chende A¨nderungsoperationen fu¨r das Delta erzeugt. Der Ansatz beru¨cksichtigt dabei
sogar geordnete mehrwertige Attributmengen. Daru¨ber hinaus wird auch ein Verschmel-
zungsverfahren angegeben, das das ermittelte Delta verwendet.
Verfahren von Ohst Im Ansatz von Ohst [OWK03] wie auch im neueren Ansatz in
[KWN05](vgl. Abschnitt 3.2.1) werden die zu vergleichenden Klassendiagramme als Gra-
phen aufgefasst, die aus einem spannenden Baum aus Kompositionsbeziehungen beste-
hen, wobei die enthaltenen Elemente außerdem untereinander durch Beziehungen ver-
knu¨pft sind. In einem Top-down-Durchlauf werden, beginnend bei der Wurzel, auf jeder
Ebene die korrespondierenden Teilba¨ume u¨ber die eindeutigen Objektbezeichner iden-
tifiziert. Korrespondierende Elemente werden in Hinblick auf ihre Eigenschaften und
Beziehungen verglichen. Die Differenzinformation wird dabei als symmetrische Differenz
gespeichert. Eine Verschiebeoperation wird als zusammengesetzte Operation umgesetzt,
die ein Objekt lo¨scht und ein anderes Objekt mit dem gleichen Objektbezeichner einfu¨gt.
Teilba¨ume, zu denen auf gleicher Ebene kein Korrespondenzpartner gefunden wird, wer-
den in einer Menge gespeichert, deren Elemente spa¨ter erneut auf eindeutige Objektbe-
zeichner verglichen werden. Auf diese Weise ko¨nnen auch verschobene Teilba¨ume erkannt
werden. Alle u¨brig gebliebenen Elemente wurden gelo¨scht oder erzeugt. Die Differenzen
werden in einem Vereinigungsdokument (engl. Unified Document) dargestellt. Dieses
Dokument entha¨lt sowohl die korrespondierenden Modellelemente der beiden vergli-
chenen Modelle sowie die Einzelelemente, die je nach Zugeho¨rigkeit in gru¨n oder rot
dargestellt werden. Beispiele fu¨r Vereinigungsdokumente finden sich in Abschnitt 3.2.1
(z. B. Abbildung 3.2), in dem ein a¨hnlichkeitsbasierter Differenzberechnungsalgorithmus
beschrieben wird, der zur Visualisierung der Unterschiede ebenfalls ein Vereinigungsdo-
kument verwendet.
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Pounamu Mit dem Meta-CASE-Tool Pounamu [MGH05] lassen sich graphische Ent-
wicklungswerkzeuge spezifizieren und generieren. Dabei unterstu¨tzt das Werkzeug auch
die Versionierung, die Differenzberechnung und das Verschmelzen von Diagrammen ver-
schiedener Diagrammtypen, die in dem Werkzeug definiert sind und allgemein aus En-
tita¨ten und Assoziationen bestehen. Diese Modellelemente werden graphisch als Figuren
(engl. shapes) und Konnektoren dargestellt. Die Differenzberechnung wird nicht auf Mo-
dellebene, sondern zwischen deren graphischen Repra¨sentationen, die als Sichten bezeich-
net werden, durchgefu¨hrt, so dass auch graphische Informationen wie, z. B. die Gro¨ße
oder Position einer Figur, in die Differenzberechnung einbezogen werden. Der Ansatz zur
Differenzberechnung grenzt sich von anderen Ansa¨tzen außerdem dadurch ab, dass nicht
die Graphstruktur der Modelle durchlaufen wird, sondern die korrespondierenden Ele-
mente der Diagramme u¨ber die eindeutigen Objektbezeichner in zwei Stufen bestimmt
werden. Zuerst werden die korrespondierenden Figuren ermittelt. Als Ergebnis entsteht
ein gerichtetes Delta, das A¨nderungsoperationen fu¨r unterschiedliche Eigenschaften kor-
respondierender Figuren sowie Lo¨sch- oder Einfu¨geoperationen fu¨r Einzelelemente der
Figuren entha¨lt. Fu¨r gelo¨schte Figuren werden auch Lo¨schoperationen fu¨r alle mit der
gelo¨schten Figur verbundenen Konnektoren erzeugt. Analog werden Einfu¨geoperationen
fu¨r die Konnektoren eingefu¨gter Figuren erstellt. Im zweiten Schritt werden diejenigen
Konnektoren betrachtet, die im ersten Schritt noch nicht behandelt wurden, und ent-
sprechende Operationen in das Delta eingefu¨gt.
Bei diesem Ansatz werden die Konnektoren als Eigenschaft bzw. Bestandteil von Fi-
guren betrachtet. Falls eine der an den Konnektor angrenzenden Figuren gelo¨scht wird,
wird auch der Konnektor gelo¨scht. Die Edieroperationen sind auf elementare Operatio-
nen beschra¨nkt, Verschiebeoperationen werden nicht erkannt.
3.1.3 Bewertung der Verwendung von eindeutigen
Objektbezeichnern
Die Bestimmung korrespondierender Elemente mit Hilfe eindeutiger Objektbezeichner
besitzt den Vorteil, dass sie wenig aufwa¨ndig ist. Daru¨ber hinaus ist das Ergebnis ein-
deutig und exakt in dem Sinne, dass keine Interpretationsspielra¨ume existieren, welche
Zuordnung besser ist. Der schnellen und eindeutigen Identifikation der korrespondie-
renden Elemente steht jedoch die eingeschra¨nkte Einsatzmo¨glichkeit der Verfahren ge-
genu¨ber. Die Verfahren sind dann nicht einsetzbar, falls keine eindeutigen Bezeichner
vorhanden sind. So ko¨nnen zwei Modelle, die unabha¨ngig voneinander, gegebenenfalls in
zwei verschiedenen Werkzeugen entwickelt wurden, nicht einfach miteinander verglichen
werden. Auch wenn der Austausch von eindeutigen Objektbezeichnern u¨ber Werkzeug-
grenzen hinweg realisiert werden kann, bleibt der Vergleich zweier Modelle, die im glei-
chen Werkzeug unabha¨ngig voneinander entwickelt wurden, mit derartigen Verfahren so
nicht mo¨glich.
Ein weiterer, wesentlicher Nachteil besteht darin, dass Verfahren mit eindeutigen Ob-
jektbezeichnern die Differenzen zweier Modelle immer in Abha¨ngigkeit der Entstehungs-
geschichte dieser beiden Modelle interpretieren. Erfolgt die Identifikation korrespondie-
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render Elemente ausschließlich u¨ber die eindeutigen Objektbezeichner, werden auch Un-
terschiede in inhaltlich identischen Modellen festgestellt, die lediglich durch unterschied-
liche Bezeichner verursacht werden. So wird der Fall, dass ein Element verschoben wird,
anders behandelt, als wenn es stattdessen gelo¨scht und an einer anderen Stelle wieder
eingefu¨gt wird (vgl. [Ohs04]). Dies ist darauf zuru¨ckzufu¨hren, dass verschobene Objek-
te ihre eindeutigen Bezeichner beibehalten, beim Lo¨schen und erneuten Einfu¨gen eines
Objekts mit identischen Eigenschaften sich das neue Element von dem alten Element
jedoch im Bezeichner unterscheidet. Eine a¨hnliche Situation ergibt sich, wenn ein Objekt
zuna¨chst gelo¨scht und dann mit gleichen Eigenschaften an gleicher Position neu erzeugt
wird. Verfahren, die Korrespondenzen u¨ber eindeutige Objektbezeichner identifizieren,
sind im Vergleich zu Verfahren, die im Werkzeug protokollierte A¨nderungen verwenden,
immerhin schon etwas weniger abha¨ngig von der Entstehungsgeschichte, da im ersten
Fall nur der aktuelle Zustand der Modelle beru¨cksichtigt wird, wa¨hrend im Edierskript
auch zueinander inverse Operationen enthalten sein ko¨nnen.
3.2 Heuristische Verfahren
Verfahren, die sich bei der Differenzberechnung nicht auf eindeutige unvera¨nderliche
Bezeichner beziehen, stellen der Differenzberechnung eine Phase voran, in der die Kor-
respondenzen mittels Heuristiken bestimmt werden.
3.2.1 Strukturbezogene heuristische Verfahren
Unter den strukturbasierten Verfahren werden im Folgenden das SiDiff- und das UMLDiff-
Verfahren fu¨r den Vergleich von Klassendiagrammen vorgestellt.
SiDiff
Bei dem SiDiff-Verfahren [KWN05] handelt es sich um einen generischen Algorithmus,
der sich u¨ber eine Konfigurationsdatei fu¨r verschiedene Diagrammarten konfigurieren
la¨sst. Der Algorithmus u¨bertra¨gt die in XMI gespeicherten Klassendiagramme in ein
proprieta¨res Datenmodell, das im Wesentlichen einem Baum aus Kompositionsbezie-
hungen entspricht, in dem die Elemente aber zusa¨tzlich durch Querverweise verbunden
sein ko¨nnen. Das Verfahren ist in zwei Phasen unterteilt: Die Matching-Phase beginnt
Bottom-up (a¨hnlich wie in [CRGMW96]) in den Bla¨ttern des Baums und vergleicht die
Elemente typweise. Dazu wird eine A¨hnlichkeitsfunktion verwendet, die die A¨hnlichkeit
in Abha¨ngigkeit des Elementtyps anhand mehrer Kriterien berechnet und zueinander
gewichtet. Im Fall von Klassen werden beispielsweise die A¨hnlichkeit des Klassenna-
mens, der Attribute, Methoden, Vererbungsbeziehungen und des Pakets betrachtet. Da
die Matching-Phase in den Bla¨ttern beginnt, stehen zum Zeitpunkt des Vergleichs von
Klassen die A¨hnlichkeitswerte der Attribute bereits zur Verfu¨gung. Ko¨nnen Elemen-
te eindeutig zugeordnet werden, werden die A¨hnlichkeitswerte noch nicht zugeordneter
So¨hne auf dieser Basis neu berechnet, wodurch weitere Zuordnungen erfolgen ko¨nnen.
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Dies stellt die Top-down-Phase dar, in der die a¨hnlichsten Elemente zugeordnet werden.
Der A¨hnlichkeitswert muss dabei jedoch einen Schwellenwert erreichen. Der Name von
Elementen spielt eine besondere Rolle im Rahmen der A¨hnlichkeitsfunktion. Besitzen
zwei Klassen einen identischen Klassennamen, erreicht der A¨hnlichkeitswert bereits den
geforderten Schwellenwert fu¨r die Mindesta¨hnlichkeit eines Korrespondenzpaares (vgl.
[KWN05]). Die Berechnung der Zuordnung ist dann beendet, wenn alle Elemente im
Bottom-up-Durchlauf der ersten Phase betrachtet und die gefundenen Korrespondenzen
Top-down propagiert worden sind. Anschließend kann aus den gefundenen Korrespon-
denzen eine Differenz abgeleitet werden, wobei auch Verschiebungen erkannt werden. Als
Komplexita¨t des Verfahrens wird die Ordnung O(n2) angegeben, wobei die Gro¨ße n der
Gesamtzahl der Elemente der zu vergleichenden Modelle entspricht. Da die Datentypen
auf der Blattebene von Klassendiagrammen selten eindeutig korrespondieren, wird der
Bottom-up-Phase noch eine Hash-Phase vorangestellt, die die Elemente inklusive ihrer
Pfadnamen vergleicht. Der Ablauf dieser Hash-Phase a¨hnelt der des Verfahrens X-Diff
[WDC03] fu¨r XML Dokumente.
Eine a¨ltere Version des SiDiff-Verfahrens ist als frei verfu¨gbares Plugin3 fu¨r die a¨lte-
re Fujaba Version 4.3.2 erha¨ltlich, so dass das Verfahren an einigen Beispielen getestet
werden konnte. Die in Fujaba modellierten Klassendiagramme werden dabei zuna¨chst
nach XMI exportiert. Die beiden XMI-Dateien dienen als Input fu¨r das Differenzbe-
rechnungsverfahren, das wiederum ein Vereinigungsdokument im XMI-Format erstellt.
Dieses Vereinigungsdokument la¨sst sich mit Hilfe eines Integrator-Plugins in Fujaba vi-
sualisieren. Die Abbildung 3.2 zeigt das Ergebnis des Vergleichs der beiden Modelle
aus den Abbildungen 1.2 und 1.3, die analog in Fujaba modelliert wurden. Das SiDiff-
Verfahren identifiziert hier die beiden gleichnamigen Klassen USAddress miteinander.4
Ein Tippfehler im Bezeichner der Klasse USAdress statt USAddress fu¨hrt zu einer an-
deren Zuordnung der Elemente, wie sie in Abbildung 3.3 zu sehen ist. Die Sensitivita¨t
des Verfahrens gegenu¨ber Namensa¨nderungen demonstriert auch das na¨chste Beispiel.
Die Abbildungen 3.4 und 3.5 enthalten zwei Klassendiagramme, die bis auf die U¨ber-
setzung der Namen vom Englischen ins Franzo¨sische identisch sind. Wie die Abbildung
3.6 zeigt, reichen die strukturellen Gemeinsamkeiten dem SiDiff-Verfahren nicht aus,
um die umbenannten Klassen zuzuordnen. Die nicht umbenannte Klasse EDate wird als
einzige Korrespondenz identifiziert. Inzwischen gibt es bereits eine neuere Version des
SiDiff-Verfahrens, die jedoch nicht frei verfu¨gbar ist. Durch den Einsatz von mehrdimen-
sionalen Suchba¨umen [Tre07] bzw. Finger-Print-Verfahren [Pie08] wurden die Laufzeiten
sowie die Ergebnisse verbessert.
3http://www.fujaba.de/projects/differences-with-sidiff.html
4Warum im Differenzbericht in Abbildung 3.2 die Kompositionsbeziehungen shipTo und billTo nicht
als gea¨ndert gekennzeichnet sind, obwohl sich durch die Zuordnung der Klassen USAddress fu¨r die
Assoziationen eine A¨nderung des Zieltyps ergibt, ist unklar. Laut Beschreibung in [KWN05] mu¨sste
der Unterschied als reference difference gekennzeichnet werden:
”
Corresponding elements, whose




Abbildung 3.2: SiDiff-Plugin fu¨r Fujaba: Vergleich der Modelle A und B
Abbildung 3.3: SiDiff-Plugin fu¨r Fujaba: Vergleich der Modelle A und B2 (Tippfehler
USAdress statt USAddress)
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Abbildung 3.4: Modell E (modelliert in Fujaba)
Abbildung 3.5: Modell F (modelliert in Fujaba)
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Abbildung 3.6: SiDiff-Plugin fu¨r Fujaba: Vergleich der Modelle E und F
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UMLDiff
Das UMLDiff-Verfahren [XS05, XS07] wurde speziell fu¨r den Vergleich von UML-Klas-
sendiagrammen, die durch Reverse-Engineering aus Java-Quellcode gewonnen werden,
konzipiert und ist als Eclipse-Plugin im JDEvAn-Tool (Java Design Evolution and Ana-
lysis)5 implementiert. Da auch der Java-Quellcode der zu vergleichenden Klassendia-
gramme vorhanden ist, ko¨nnen bei der Bestimmung der Korrespondenzen viel mehr
Informationen genutzt werden, als es beim Vergleich modellierter Klassendiagramme
mo¨glich ist. So ko¨nnen auch die Implementierungen der Methoden, Zugriffe auf gleiche
Variablen usw. beru¨cksichtigt werden. Das Verfahren ist zwar fu¨r Java implementiert,
la¨sst sich aber auch auf eine andere objektorientierte Programmiersprache anpassen.
Die Klassendiagramme werden in ein UML 1.0 konformes Metamodell u¨bertragen und
als gerichtete Graphen mit einem spannenden Baum aus Kompositionsbeziehungen be-
trachtet. Die Elemente der Klassendiagramme, die den gleichen Typ besitzen, werden
in zwei verschiedenen Stufen des Verfahrens u¨ber zwei verschiedene Kriterien als korre-
spondierend identifiziert:
1. Namensa¨hnlichkeit:
Falls zwei Elemente den gleichen Namen besitzen oder ihre Namen gema¨ß einer
Namensa¨hnlichkeitsheuristik a¨hnlich sind, gelten diese Elemente als sicher korre-
spondierend.
2. Strukturelle A¨hnlichkeit:
Falls zwei Elemente a¨hnliche Beziehungen zu bereits korrespondierenden Elemen-
ten besitzen, ko¨nnen diese als korrespondierend betrachtet werden.
Nachdem in Stufe 1 die ersten korrespondierenden Elemente anhand des Namens iden-
tifiziert sind, werden diese Korrespondenzen als Orientierungspunkte (engl. landmarks)
verwendet, um umbenannte und verschobene Elemente zu erkennen. Schwellenwerte fu¨r
die A¨hnlichkeitswerte legen dabei fest, wann zwei Elemente noch als verschoben oder um-
benannt betrachtet werden. Neu gefundene Korrespondenzen in Stufe 2 werden ebenfalls
als Orientierungspunkte verwendet, mit deren Hilfe gegebenenfalls weitere Korrespon-
denzen identifiziert werden ko¨nnen.
Die Suche nach korrespondierenden Elementen beginnt bei den Wurzelelementen der
beiden Diagramme. Die Durchlauftechnik des UMLDiff-Verfahrens wird in Abbildung 3.7
der Durchlauftechnik des SiDiff-Verfahrens gegenu¨bergestellt. Das UMLDiff-Verfahren
vergleicht in einem Top-down-Durchlauf lediglich diejenigen Elemente miteinander, die
sich in Teilba¨umen befinden, deren Wurzeln bereits als korrespondierend erkannt wurden.
Dadurch bleiben weitere Elemente in diesen Teilba¨umen unberu¨cksichtigt. Das Verfah-
ren verla¨sst sich dabei darauf, dass eine ausreichende Menge von Orientierungspunkten
existiert, deren Namen nicht vera¨ndert wurden. In der Vero¨ffentlichung von UMLDiff in
[XS05] wird angegeben:




















































































Abbildung 3.7: Verschiedene Durchlauftechniken des SiDiff-Verfahrens (oben) und des
UMLDiff-Verfahrens (unten)
”
[...] if a substantial number or a complex set of changes are made to a
particular version before it is stored back in the version management system,
the accuracy of UMLDiff will most likely suffer[.]“
3.2.2 Metamodellunabha¨ngige Verfahren
Mit dem SiDiff-Verfahren wurde ein Vertreter der generischen Verfahren vorgestellt, die
fu¨r eine Diagrammart konfigurierbar sind. Bei UMLDiff handelt es sich um einen spezi-
fischen Ansatz zum Vergleich von UML-Klassendiagrammen. Daru¨ber hinaus existieren
weitere Ansa¨tze, die nicht auf eine Diagrammart spezialisiert sind, sondern als meta-
modellunabha¨ngige Verfahren fu¨r alle Modelle eines Metamodells geeignet sind, ohne
dass eine spezifische Anpassung no¨tig ist. Zu diesen Ansa¨tzen geho¨ren DSMDiff und
EMF Compare, die beide auf Grund der Traversierungsstrategie als eine Art Verallge-
meinerung des UMLDiff-Verfahrens einzuordnen sind, sowie das Vergleichsverfahren der
Entwicklungsumgebung Maudeling.
DSMDiff
Die Generic Modeling Environment (GME) [LMB+01] erlaubt die Definition doma¨nen-
spezifischer Sprachen u¨ber Metamodelle. Das darin integrierte Differenzberechnungsver-
fahren DSMDiff [LGJ07] vergleicht doma¨nenspezifische Modelle dieser Umgebung. Die
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Knoten werden Top-down, beginnend bei den Wurzelknoten der Modelle, ebenenweise
anhand der Kriterien Signatura¨hnlichkeit und Struktura¨hnlichkeit verglichen. Bei der
Signatura¨hnlichkeit handelt es sich um eine erweiterte Form der Namensa¨hnlichkeit, bei
der zum Beispiel auch der Typ einbezogen wird. Ko¨nnen Knoten nicht aufgrund ihrer
Signatura¨hnlichkeit zugeordnet werden, wird die Struktura¨hnlichkeit berechnet, die auf
den Signatura¨hnlichkeiten der Verbindungen basiert. Nach der Zuordnung der Knoten
ist auch die Zuordnung der Kanten mo¨glich.
EMF Compare
Das Eclipse Modeling Framework stellt auch ein metamodellunabha¨ngiges Verfahren zur
Differenzberechnung zur Verfu¨gung [MSW09a, BP08]. Die Bestimmung der korrespon-
dierenden Elemente und das anschließende Ableiten der Differenzen werden von zwei
getrennten Modulen, der MatchEngine und der DiffEngine, durchgefu¨hrt. Der Mecha-
nismus zur Ableitung der Differenzen wird als Teil des Rahmenwerks zum Vergleich von
Korrespondenzberechnungsverfahren in Kapitel 5 beschrieben. An dieser Stelle soll ledig-
lich das EMF Compare Korrespondenzberechnungsverfahren genauer betrachtet werden.
Um korrespondierende Elemente zu identifizieren, findet ein Baumvergleich statt, bei
dem beide zu vergleichende Modelle, beginnend bei den Wurzelelementen, in einer Top-
down-Strategie durchlaufen werden. Dabei wird fu¨r ein Modellelement aus dem linken
Element jeweils das a¨hnlichste Modellelement aus denjenigen Elementen des rechten
Modells bestimmt, die auf gleicher Hierarchieebene liegen. Die Menge der dabei be-
trachteten Kandidaten wird durch einen Parameter OPTION SEARCH WINDOW begrenzt,
der standardma¨ßig 100 Elemente in den Vergleich einbezieht.
Um die A¨hnlichkeit zweier Elemente zu bewerten, werden bis zu vier Kriterien einge-
setzt:
• A¨hnlichkeit des Namensattributs
• A¨hnlichkeiten der Attribute
• A¨hnlichkeiten der Referenzen
• A¨hnlichkeit der Elementtypen (bei unterschiedlichen Metamodellen)
Die A¨hnlichkeitswerte zweier Elemente in Bezug auf die Attribute und Referenzen wer-
den berechnet, indem je eine Darstellung des Inhalts als Zeichenkette ermittelt wird, die
dann u¨ber eine Stringvergleichsmethode verglichen werden. Fu¨r die Auswertung dieser
Kriterien gilt die folgende Regel: Sobald die Namen zweier Elemente identisch sind, gel-
ten diese beiden Elemente als a¨hnlich. Unterscheiden sich die Namen, gelten die Elemente
nur dann als a¨hnlich, wenn sowohl die Namensa¨hnlichkeit als auch die A¨hnlichkeiten der
Attribute und Referenzen jeweils einen bestimmten Schwellenwert u¨berschreiten. Werden
zwei Elemente als korrespondierend identifiziert, werden die jeweiligen Unterelemente des
Paares betrachtet und gegebenenfalls ebenfalls zugeordnet.
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Da EMF Compare frei verfu¨gbar ist, wurde das Korrespondenzberechnungsverfahren
zum Teil in die Evaluation in Kapitel 6 einbezogen. Das Korrespondenzberechnungsver-
fahren von EMF Compare beru¨cksichtigt beim Vergleich zwar die Struktur der Modelle,
stu¨tzt sich dabei jedoch auf die Namen der Unterelemente. Wie das Vergleichsergebnis
des Fremdsprachenbeispiels, das auf Seite 69 auch schon mit dem SiDiff-Verfahren ver-
glichen wurde, in Abbildung 3.8 zeigt, werden komplett umbenannte Elemente jedoch
schlecht erkannt. Von den 8 Klassen werden durch EMF Compare nur diejenigen 4 Klas-
sen richtig zugeordnet, deren Klassennamen und Namen der Unterelemente trotz Um-
benennung hinreichend a¨hnlich sind (EDate, EDate), (Client, client), (Agent, agent),
(Bus, autobus). Außerdem wird der Teilbaum unter einem nicht zugeordneten Element
nicht weiter betrachtet. Die Nachteile, die dadurch entstehen, dass nicht alle Elemente
fu¨r eine potentielle Korrespondenz beru¨cksichtigt werden, werden in den Evaluationser-
gebnissen in Kapitel 6 deutlich.
Maudeling
In die Eclipse-basierte Entwicklungsumgebung Maudeling6 ist ein metamodellunabha¨ngi-
ges Korrespondenzberechnungsverfahren [RV08] integriert, das in Maude7 implementiert
ist. Die Umgebung bietet die Identifikation korrespondierender Elemente wahlweise u¨ber
eindeutige Objektbezeichner oder u¨ber einen strukturellen, a¨hnlichkeitsbasierten Ver-
gleich an. In den strukturellen, nichtsignaturbasierten Vergleich zweier Elemente werden
deren Metaklassen, Namen und strukturelle Eigenschaften miteinbezogen. Fu¨r den A¨hn-
lichkeitswert der Metaklassen werden drei Fa¨lle unterschieden: identische Metaklassen,
es existiert eine Vererbungsbeziehung zwischen den beiden Metaklassen oder die bei-
den Metaklassen gelten als verschieden. Fu¨r die strukturellen Eigenschaften werden in
Abha¨ngigkeit des Datentyps verschiedene A¨hnlichkeitsberechnungen verwendet. Handelt
es sich bei der strukturellen Eigenschaft um eine Referenz, werden die Ziele der Refe-
renz verglichen, wobei auf den Vergleich weiterer Referenzen der Referenzziele verzichtet
wird. Bei nichtidentischen Metaklassen wird in dem A¨hnlichkeitswert ein Abzug fu¨r
strukturelle Eigenschaften eingerechnet, die nur in einer der beiden Metaklassen existie-
ren. Die berechneten einzelnen A¨hnlichkeitswerte der Metaklasse, des Namens und der
strukturellen Eigenschaften werden schließlich gewichtet und zu einem A¨hnlichkeitswert
aggregiert. Ein Schwellenwert verhindert, dass Elemente mit verschiedenen Metaklassen
als korrespondierend identifiziert werden. Aus den A¨hnlichkeitswerten wird schließlich ei-
ne eindeutige Zuordnung bestimmt, indem die Summe der A¨hnlichkeitswerte maximiert
wird. Die genaue Vorgehensweise wird in [RV08] nicht beschrieben:
”
At the end of the process, a sieve is applied to all potential matches in order
to pair only those objects that together obtain the biggest rate, taking into
account that a specific object can only belong to one match relationship.“
Im Gegensatz zu DSMDiff und EMF Compare werden hier alle Objekte miteinander ver-
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auch Elemente als korrespondierend erkannt, die u¨ber mehrere Ebenen der Kompositi-
onshierarchie verschoben wurden. Auch Kindelemente nichtkorrespondierender Elemente
werden auf diese Weise beru¨cksichtigt.
3.2.3 Bewertung der heuristischen Verfahren
Wa¨hrend, wie in Kapitel 2 beschrieben, in anderen Bereichen edierkostenbasierte Verfah-
ren existieren, die eine optimale Zuordnung der Elemente unter Vorgabe eines Edierkos-
tenmodells berechnen, stu¨tzen sich die Verfahren fu¨r den Vergleich von Klassendiagram-
men, die nicht auf eindeutigen Objektbezeichnern basieren, auf A¨hnlichkeitsheuristiken.
Wa¨hrend in den meisten aufgefu¨hrten Verfahren nur lokale A¨hnlichkeitsentscheidungen
getroffen werden, berechnen lediglich die Ansa¨tze [RV08, KWN05] die A¨hnlichkeiten auf
globaler Ebene. Die heuristischen Verfahren, zu denen Beispiele gezeigt werden konnten,
reagieren außerdem sehr empfindlich auf Umbenennungen der Modellelemente.
Da die heuristischen Verfahren nicht auf einem mathematisch definierten Optimie-
rungskriterium basieren, kann u¨ber die Optimalita¨t der berechneten Lo¨sung keine Aus-
sage getroffen werden. Dies erschwert die Bewertung der Verfahren erheblich, zumal
keine allgemein akzeptierten Benchmarks zur Verfu¨gung stehen. Dem bisherigen Stand
der Forschung entsprechend gibt es keine Untersuchungen, ob eine Korrespondenzbe-
rechnung auf der Basis von Edierkosten nicht bessere Ergebnisse liefert. In [Kel09, S.
88f.] wird als ein Qualita¨tskriterium fu¨r Differenzen zwar
”
eine mo¨glichst kleine Zahl
von Edieroperationen“ und
”
mo¨glichst kleine Parameter“ angegeben,
”
das einzig wirk-
liche Maß fu¨r die Qualita¨t einer Differenz“ sei jedoch,
”
wie gut sie einem Betrachter
die Unterschiede zwischen zwei Dokumenten vermittelt und wie sehr sie damit zusam-
menha¨ngende Arbeitsschritte erleichtert“.
3.3 Zusammenfassung
Die in diesem Kapitel vorgestellten Verfahren zum Vergleich von Klassendiagrammen
basieren entweder auf eindeutigen Objektbezeichnern oder A¨hnlichkeitsheuristiken. Die
Nachteile dieser Ansa¨tze, die bereits in den Abschnitten 3.1.3 bzw. 3.2.3 beschrieben
wurden, werden nun den in Abschnitt 1.2.3 angegebenen Anforderungen fu¨r Differenz-
berechnungsverfahren auf Modellen gegenu¨bergestellt.
Verfahren, die auf eindeutigen Objektbezeichnern basieren, sind zwar sehr effizient
(A7), die Umsetzung der Werkzeugunabha¨ngigkeit (A4) ist jedoch schwer umsetzbar und
die Unabha¨ngigkeit von der Ediergeschichte (A5) ist keinesfalls realisierbar. Die Verfah-
ren, die A¨hnlichkeitsheuristiken verwenden, ko¨nnen die Unabha¨ngigkeit von Werkzeugen
(A4) und der Ediergeschichte (A4) hingegen leicht gewa¨hrleisten. Kritisch ist fu¨r diese
Verfahren die Anforderung (A1b). In Hinblick auf die Gu¨te der berechneten Korrespon-
denzen werden teilweise Abstriche zu Gunsten der Effizienz (A7) gemacht, indem nicht
alle mo¨glichen Korrespondenzbildungen beru¨cksichtigt werden [XS05, BP08, LGJ07].
Die getesteten Ansa¨tze weisen daru¨ber hinaus eine zu hohe Sensibilita¨t gegenu¨ber Na-
mensa¨nderungen auf [BP08, KWN05].
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Den Klassendiagrammvergleichsverfahren, die auf A¨hnlichkeitsheuristiken basieren,
fehlt ein vorgegebenes Kriterium fu¨r die Gu¨te der berechneten Zuordnung. Es wa¨re
sinnvoll, die Qualita¨t von Zuordnungen zu objektivieren, so dass diese Kriterien bereits
bei der Berechnung der Zuordnung beru¨cksichtigt werden ko¨nnen [Fo¨r07]. Um zu u¨ber-
pru¨fen, ob die Edierdistanz zwischen zwei Modellen als solches Kriterium herangezogen
werden kann, wurde in dieser Arbeit ein edierkostenbasiertes Verfahren entwickelt, das
einen Optimierungsalgorithmus aus der Graphentheorie verwendet, und einem ebenfalls
entwickelten a¨hnlichkeitsbasierten Verfahren gegenu¨bergestellt, das auf einem heuristi-
schen Greedy-Ansatz beruht.
Weitere Zielvorgaben, die bei den beiden entwickelten Verfahren umgesetzt wurden,
sind, dass sie strukturbasiert und unabha¨ngig von eindeutigen Objektbezeichnern ar-
beiten, die Korrespondenzen auf globaler Ebene bestimmen und relativ unempfindlich
gegenu¨ber Namensa¨nderungen sein sollen. Beiden Verfahren liegt ein gemeinsames Da-
tenmodell zugrunde, das wie in [OWK03, KWN05] einer erweiterten Baumstruktur mit
Querverbindungen entspricht. Das Modell wird in Hinblick auf die Differenzen ebenso
wie in [AP03] als eine Menge von Elementen betrachtet. Daru¨ber hinaus wird, wie bei
den Konnektoren in [MGH05], eine homomorphe Abbildung der Assoziationen unter-
stellt, so dass Assoziationen nicht verschoben werden ko¨nnen. Die beiden entwickelten
Verfahren werden im folgenden Kapitel ausfu¨hrlich beschrieben.
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In diesem Kapitel werden zwei eigenentwickelte Verfahren zur Berechnung einer Zu-
ordnung sowie Varianten dieser Verfahren beschrieben. Die Verfahren verlassen sich bei
der Identifikation der Korrespondenzen weder auf eindeutige Objektbezeichner noch auf
die Namensgleichheit der Elemente, sondern beru¨cksichtigen die Struktur der Modelle.
Dabei verfolgen die Verfahren unterschiedliche Strategien: Die Bestimmung korrespon-
dierender Elemente erfolgt bei dem in Abschnitt 4.2 dargestellten Verfahren u¨ber die
Unterschiede der Elemente, die als Edierkosten formalisiert werden. Die Korrespondenz-
berechnung des Verfahrens in Abschnitt 4.3 basiert im Gegensatz dazu auf den A¨hnlich-
keiten der Elemente, die u¨ber A¨hnlichkeitsfunktionen ermittelt werden. Beide Verfahren
wurden fu¨r den Vergleich von Klassendiagrammen konzipiert, die Ansa¨tze sind jedoch
auch auf andere Modelle u¨bertragbar (vgl. Abschnitt 7.1). Die Grundformen dieser Ver-
fahren arbeiten auf Klassenebene und beru¨cksichtigen zuna¨chst keine Verschiebungen
von Elementen. In Abschnitt 4.4 wird ein Nachverarbeitungsschritt beschrieben, der es
im Nachhinein ermo¨glicht, auf Klassenebene verschobene Elemente zu erkennen. Um
auch Klassendiagramme vergleichen zu ko¨nnen, deren Klassen in verschiedene Pakete
gegliedert sind, wird in Abschnitt 4.5 ein zweistufiger Ansatz eingefu¨hrt, bei dem die
Zuordnung der Pakete unter Beru¨cksichtigung der Klassenzuordnung erfolgt. Dazu wird
das a¨hnlichkeitsbasierte Verfahren auf die Paketebene u¨bertragen.
4.1 Grundlegende Entscheidungen fu¨r beide Verfahren:
Das Datenmodell
Um die Vergleichbarkeit der Ergebnisse zu gewa¨hrleisten, wurde fu¨r beide Verfahren
das gleiche konzeptionelle Datenmodell fu¨r Klassendiagramme zugrunde gelegt, das Ab-
bildung 4.1 zeigt. In Kapitel 5 wird das implementierte Datenmodell genauer behan-
delt, an dieser Stelle wird lediglich der grundlegende Aufbau eines Klassendiagramms
fu¨r das Versta¨ndnis der im Folgenden beschriebenen Verfahren beno¨tigt. Die Komposi-
tionsbeziehungen der Klassen zu ihren Unterelementen, den Attributen und Methoden
bilden zusammen mit der Modellwurzel einen Baum. Dieser Baum wird durch Querver-
bindungen zwischen Klassen, die gerichtete Assoziationen und Vererbungsbeziehungen
darstellen, zu einem Graphen erga¨nzt (siehe Abbildung 4.2). Im Wesentlichen stellt
das konzeptionelle Datenmodell eine vereinfachte Version des Ecore-Metamodells [Ecl09]
dar. Die sechs nachfolgenden Einschra¨nkungen wurden wa¨hrend der Konstruktion des
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Abbildung 4.1: Das konzeptionelle Datenmodell
kostenbasierten Verfahrens entwickelt, um die Komplexita¨t des Problems auf ein ver-
tretbares Maß zu reduzieren. Um die Vergleichbarkeit zu gewa¨hrleisten, wurden diese
Einschra¨nkungen auch fu¨r das a¨hnlichkeitsbasierte Verfahren u¨bernommen.
Einschra¨nkungen
1. Eindeutige Zuordnung
Jedes Element korrespondiert zu ho¨chstens einem Element.
2. Typkonforme Korrespondenzen
Elemente ko¨nnen nur dann korrespondieren, falls der Typ u¨bereinstimmt. Die kor-
respondierenden Elemente du¨rfen sich jedoch hinsichtlich ihrer Eigenschaften un-
terscheiden.
3. Vollsta¨ndige Teilbaumzuordnung fu¨r Klassen
Falls die Klassen a und b korrespondieren, ko¨nnen die Unterelemente von a nur
mit den Unterelementen von b korrespondieren. Fu¨r jeden Typ der Unterelemente
wird jeweils eine eigene Zuordnung bestimmt.
4. Bedingte Zuordnung
Assoziationen und Vererbungsbeziehungen ko¨nnen nur dann korrespondieren, falls
die Klassen der Assoziationsenden bzw. Vererbungskantenenden korrespondieren.
Daraus ergibt sich, dass Korrespondenzen fu¨r Assoziationen und Vererbungskanten
erst nach Zuordnung der Klassen ermittelt werden ko¨nnen.
5. Behandlung der Datentypen als Zeichenketten
Die Typen von Attributen, Parametern und Ru¨ckgabetypen von Methoden werden
nicht als Referenz auf einen anderen Datentyp, sondern als Zeichenkette behandelt.
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Abbildung 4.2: Die Kompositionsstruktur der Klassen und ihrer Unterelemente bilden
zusammen mit der Diagrammwurzel einen Baum, der durch Assozia-
tionen (blau) und Vererbungsbeziehungen (rot) zu einem Graphen er-
weitert wird.
6. Zuordnung der U¨bergabeparameter entsprechend ihrer Reihenfolge
Die Parameter von Methoden werden positionsweise zugeordnet.
Mit Ausnahme von Einschra¨nkung 6, die eine Umgehungslo¨sung darstellt, da das ver-
wendete Ecore-Datenmodell bzw. das Korrespondenzmodell von EMF Compare keine
Reihenfolgeverschiebung in der Liste der U¨bergabeparameter erkennt (siehe Abschnitt
4.4), wu¨rde das Aufheben einer dieser Einschra¨nkungen wesentliche A¨nderungen in den
Verfahren erzwingen. Insbesondere das edierkostenbasierte Verfahren aus Abschnitt 4.2
nutzt diese Einschra¨nkungen gezielt aus.
Die Einschra¨nkungen 2 bis 5 wurden eingefu¨hrt, um den Aufwand des Vergleichs deut-
lich zu reduzieren. Die Einschra¨nkung 2 bewirkt, dass nur Elemente vom gleichen Typ
miteinander verglichen werden mu¨ssen. Da Typa¨nderungen fu¨r die Elemente eines Klas-
sendiagramms, wie z. B. die Umwandlung einer Methode in eine Klasse, unu¨blich sind,
handelt es sich dabei um eine sinnvolle Einschra¨nkung.
Beim Vergleich zweier potentiell korrespondierender Klassen fließen die Ergebnisse des
Vergleichs der Unterelemente je nach Verfahren in Form von Kosten bzw. A¨hnlichkeits-
werten ein. Statt alle Unterelemente aller Klassen flach miteinander zu vergleichen, wer-
den aufgrund von Einschra¨nkung 3 jeweils nur die Unterelemente der beiden Klassen
miteinander verglichen. Daraus ergibt sich ein 2-Ebenen-Ansatz, bei dem die Probleme
der Zuordnung der Unterelemente kleinere, einfachere Versionen der Zuordnungspro-
bleme darstellen. Diese kleineren Probleme werden jeweils mit dem gleichen Verfahren
zuerst gelo¨st, so dass die Ergebnisse des Vergleichs der Unterelemente fu¨r die Bewertung
der Korrespondenz auf Klassenebene verwendet werden ko¨nnen. Die Einschra¨nkung 3
reduziert zwar den Aufwand des Vergleichs auf ein vertretbares Maß, verhindert aber
auch, dass Verschiebungen von Unterelementen von einer zu einer anderen Klasse nativ
erkannt werden ko¨nnen. Die Einschra¨nkung 4 ist das Pendant zu Einschra¨nkung 3 und
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stellt sicher, dass Assoziationen und Vererbungskanten nicht verschoben werden du¨rfen.
Aufgrund von Einschra¨nkung 5 kann der Vergleich von Attributen und Operationen als
kontextfrei aufgefasst werden. Dies stellt einen mo¨glichen Erweiterungspunkt dar, der in
die entwickelten Verfahren noch sinnvoll eingearbeitet werden ko¨nnte.
Fu¨r das Erkennen der Basisoperationen Einfu¨gen, Lo¨schen und A¨ndern ist eine eindeuti-
ge Zuordnung ausreichend. Eine Zuordnung, bei der ein Element zu mehreren Elementen
korrespondieren kann, ist erst fu¨r das Erkennen von Klassen-u¨bergreifendem Verschie-
ben und Kopieren von Elementen interessant, wie sich in Beispiel 15 aus Abschnitt 4.4
zeigen wird. In Verbindung mit der vollsta¨ndigen Teilbaumzuordnung (Einschra¨nkung
3) und der bedingten Zuordnung (Einschra¨nkung 4), bei der nur die Unterelemente und
Beziehungskanten korrespondierender Klassen verglichen werden, stellt die Forderung
nach einer eindeutigen Zuordnung (Einschra¨nkung 1) jedoch keine große zusa¨tzliche
Einschra¨nkung mehr dar.
4.2 Korrespondenzberechnungsverfahren basierend auf
Edierkosten
In dem Verfahren, das als erste Idee in [Uhr08] vero¨ffentlicht wurde, wird die Korre-
spondenzberechnung als Optimierungsproblem aufgefasst. Dabei werden alle zula¨ssigen
Zuordnungen mit Kosten bewertet und diejenige Zuordnung mit den geringsten Kosten
bestimmt.
4.2.1 Kosten der Zuordnung
Um die Kosten einer Zuordnung zu ermitteln, werden alle mo¨glichen Korrespondenz-
beziehungen zwischen den Elementen a ∈ A und b ∈ B mit Kosten c(a, b) bewertet.
Außerdem werden fu¨r jedes Element Kosten bestimmt, die beru¨cksichtigt werden, falls
das Element ein Einzelelement der Zuordnung darstellt. Diese werden fu¨r ein Element
a ∈ A als c(a, ), fu¨r ein Element b ∈ B als c(, b) bezeichnet. Die Gesamtkosten C(M)
einer Zuordnung M ergeben sich als Summe der Kosten aller Korrespondenzbeziehungen











Als Kosten einer Korrespondenzbeziehung (i, j) werden die minimalen Kosten al-
ler Folgen von A¨nderungsoperationen betrachtet, die das Element i in das Element j
u¨berfu¨hren (Formel 4.2). Analog werden die Kosten fu¨r das Lo¨schen oder Einfu¨gen be-
rechnet, wobei  in der Schreibweise das leere Element bezeichnet.
∀i ∈ A ∪ {}, j ∈ B ∪ {} : c(i, j) = min∆(i→j)(C(∆(i→ j))) (4.2)
Die Kosten einer Folge von A¨nderungsoperationen werden dabei als Summe der Kosten
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Die Bildung des Minimums in Formel 4.2 ist no¨tig, da eine Folge von A¨nderungsopera-
tionen beispielsweise durch das Einfu¨gen von Operationen, die sich gegenseitig neutrali-
sieren, beliebig verla¨ngert werden kann.
Zula¨ssige Edieroperationen und deren Kosten Um die Kosten zwischen zwei Model-
len als Abstand im Sinne einer Metrik verwenden zu ko¨nnen, wird fu¨r das in Abschnitt
4.1 vorgestellte Modell nun ein konfigurierbares Kostenmodell definiert, das die folgenden
Bedingungen einer Metrik erfu¨llt:
Definition 7 (Metrischer Raum). Eine Menge X, deren Elemente im Folgenden Punkte
genannt werden, heißt ein metrischer Raum, wenn je zwei beliebigen Punkten p und q
von X eine reelle Zahl d(p, q) - als Abstand von p und q bezeichnet - zugeordnet ist, so
dass gilt
d(p, q) ≥ 0 (4.4)
d(p, q) = 0⇐⇒ p = q (4.5)
d(p, q) = d(q, p) (4.6)
d(p, q) ≤ d(p, r) + d(r, q) ∀ r ∈ X (4.7)
Eine Funktion, die diese vier Eigenschaften hat, wird Distanzfunktion oder Metrik ge-
nannt (nach [Rud05, S. 34]).
Fu¨r das Kostenmodell bedeuten die Bedingungen 4.4 und 4.5, dass die Kosten zwi-
schen zwei identischen Modellen 0 sein mu¨ssen und jeder Edieroperation, die das Modell
vera¨ndert, positive Kosten zugeordnet sein mu¨ssen. Außerdem muss das Kostenmodell
nach Bedingung 4.6 symmetrisch sein, was bedeutet, dass inverse Operationen wie das
Lo¨schen und Einfu¨gen von Elementen gleich gewichtet sein mu¨ssen. Als Letztes muss
das Kostenmodell auch die Dreiecksgleichung aus Bedingung 4.7 erfu¨llen. Das Lo¨schen
eines Elements muss daher mindestens so teuer wie das A¨ndern aller seiner Eigenschaf-
ten sein. Im Folgenden werden nun zuna¨chst die zula¨ssigen A¨nderungsoperationen und
Kosten des Kostenmodells eingefu¨hrt, bevor wir am Ende des Abschnitts wieder auf die
Frage zuru¨ckkommen, ob es sich bei dem beschriebenen Kostenmodell um eine Metrik
handelt.
Dazu werden fu¨r das Modell elementare Einfu¨ge-, Lo¨sch- und A¨nderungsoperationen
definiert, die in Tabelle 4.1 nach den verschiedenen Elementtypen aufgeschlu¨sselt aufge-
listet sind. Die Operationen sind elementar, da jede Operation jeweils ein leeres Element
erzeugt oder lo¨scht oder eine einzelne Elementeigenschaft setzt. So bezieht sich die Ope-
ration lo¨scheLeereKlasse(Klasse) auf das Lo¨schen einer Klasse, deren Eigenschaften
nicht gesetzt sind und die keine Unterelemente (Attribute, Methoden) oder Querver-
bindungen (Vererbungsbeziehungen oder Assoziationen) besitzt. Soll beispielsweise eine
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Klasse mit Attributen und Assoziationen gelo¨scht werden, mu¨ssen zuerst die Klassenei-
genschaften zuru¨ckgesetzt und die Attribute und Assoziationen gelo¨scht werden, bevor
die Lo¨schoperation auf der Klasse ausgefu¨hrt werden kann. Das gleiche Prinzip gilt auch
fu¨r Methoden. Vor dem Lo¨schen einer Methode mu¨ssen der Name der Methode und
der Ru¨ckgabetyp zuru¨ckgesetzt und vorhandene U¨bergabeparameter gelo¨scht werden.
Bedingung 3 aus Abschnitt 4.1 entsprechend, werden Attribute und Operationen als
Unterelemente einer Klasse erzeugt. Da keine Verschiebungen von Attributen oder Me-
thoden unterstu¨tzt werden, gibt es keine Edieroperation, die das Vaterelement eines
Attributs oder einer Methode manipuliert. Das Gleiche gilt fu¨r Parameter von Metho-
den. Vererbungskanten bzw. Assoziationen werden mit festgelegter Quell- und Zielklasse
erzeugt. Gema¨ß Bedingung 4 aus Abschnitt 4.1 existieren fu¨r Assoziationen und Verer-
bungskanten keine Edieroperationen, die das Quell- oder Zielelement a¨ndern.
Fu¨r die Einfu¨geoperationen und die A¨nderungsoperationen werden Kosten festgelegt.
Die Kosten fu¨r die Lo¨schoperationen werden, um die Symmetrie des Kostenmodells zu
gewa¨hrleisten, nicht festgesetzt, sondern aus den Kosten der entsprechenden inversen
Einfu¨geoperationen abgeleitet. Fu¨r Edieroperationen mit abgeleiteten Kosten, die in der
zweiten Spalte der Tabelle 4.1 mit einem / gekennzeichnet sind, wird in der Kostenspalte
angegeben, wie die Kosten berechnet werden.
Das Erzeugen bzw. das Lo¨schen eines leeren Elements besitzt in der Praxis keine Be-
deutung, da alle Eigenschaften des Elements bei dessen Erzeugung mit Standardwerten
initialisiert werden. So wird beispielsweise beim Erzeugen einer Klasse im Editor auch
der Name der Klasse und der Typ (konkrete Klasse, abstrakte Klasse oder Interface)
festgelegt. Beim Einfu¨gen einer Methode wird ferner der Name und der Ru¨ckgabetyp
festgelegt. Als Einfu¨geoperationen werden stattdessen also zusammengesetzte Operatio-
nen verwendet, die sich in eine Einfu¨geoperation eines leeren Elements und die einzel-
nen Initialisierungen aller Eigenschaften dieses Elements zerlegen ließen. Es ist dennoch
sinnvoll, zuna¨chst fu¨r die elementaren Operationen Kosten festzulegen und die Kosten
fu¨r zusammengesetzte Operationen aus der Summe der Kosten der darin enthaltenen
elementaren Operationen abzuleiten, da so gewa¨hrleistet werden kann, dass das Kos-
tenmodell die Dreiecksungleichung 4.7 erfu¨llt. Tabelle 4.2 zeigt weitere auf dem Modell
zugelassene Edieroperationen, die aus den elementaren Operationen zusammengesetzt
wurden. Die Bedingungen 4.4 und 4.5 einer Metrik verlangen positive Kosten fu¨r alle
Edieroperationen, die das Modell vera¨ndern, was dadurch erreicht wird, dass fu¨r die ele-
mentaren A¨nderungsoperationen einzelner Eigenschaften in Tabelle 4.1 positive Kosten
und fu¨r die elementaren Einfu¨geoperationen von leeren Elementen nichtnegative Kosten
festgesetzt werden.1 Dadurch ergeben sich auch fu¨r die zusammengesetzten Operationen
aus Tabelle 4.2 positive Kosten.
Wahl des Zeichenkettenvergleichsverfahrens Fu¨r den Vergleich von Namen ko¨nnen
verschiedene Methoden zum Vergleich von Zeichenketten eingesetzt werden, die als Er-
gebnis Edierkosten innerhalb des Intervalls [0, 1] ∈ R liefern. Folgende drei Varianten
1Da die Einfu¨ge- und Lo¨schoperationen von leeren Elementen nur in Kombination mit anderen A¨nde-
rungsoperationen auftreten, ist die Bedingung der Nichtnegativita¨t ausreichend.
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Tabelle 4.1: Zula¨ssige elementare Edieroperationen: Die mit Fragezeichen angegebenen
Kosten mu¨ssen fu¨r die Konfiguration des Kostenmodells festgelegt werden,
so dass die jeweils vorgegebenen Bedingungen > 0 bzw. ≥ 0 erfu¨llt werden.
Element Edieroperation Kosten
Klasse k1 erzeugeLeereKlasse () ? ≥ 0
/k2 lo¨scheLeereKlasse (Klasse) k1
k3 setzeKlassenname (Klasse, neuerName) ? > 0
k4 setzeEigenschaftInterface (Klasse, istInterface) ? > 0
k5 setzeEigenschaftAbstrakt (Klasse, istAbstrakt) ? > 0
Attribut a1 erzeugeLeeresAttribut (Klasse) ? ≥ 0
/a2 loescheLeeresAttribut (Attribut) a1
a3 setzeAttributname (Attribut, neuerName) ? > 0
a4 setzeAttributtyp (Attribut, neuerTyp) ? > 0
Methode m1 erzeugeLeereMethode (Klasse) ? ≥ 0
/m2 lo¨scheLeereMethode (Methode) m1
m3 setzeMethodenname (Methode, neuerName) ? > 0
m4 setzeRu¨ckgabetyp (Methode, neuerTyp) ? > 0
Parameter p1 erzeugeLeerenParameter (Methode) ? ≥ 0
/p2 lo¨scheLeerenParameter (Parameter) p1
p3 setzeParametername (Parameter, neuerName) ? > 0
p4 setzeParametertyp (Parameter, neuerTyp) ? > 0
Vererbungskante v1 erzeugeVererbungskante (Klasse, Klasse) ? > 0
/v2 lo¨scheVererbungskante (Vererbungskante) v1
Assoziation r1 erzeugeLeereAssoziation (Klasse, Klasse) ? ≥ 0
/r2 lo¨scheLeereAssoziation (Assoziation) r1
r3 setzeAssoziationsname (Assoziation, neuerName) ? > 0
r4 setzeUntereMultiplizita¨t (Assoziation, Untergrenze) ? > 0
r5 setzeObereMultiplizita¨t (Assoziation, Obergrenze) ? > 0
r6 setzeEigenschaftOpposite (Assoziation, Assoziation) ? > 0
r7 setzeEigenschaftKomposition (Assoziation, istKomposition) ? > 0
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Tabelle 4.2: Kosten der zusammengesetzten Edieroperationen
Element Edieroperation Kosten
Klasse /k6 erzeugeKlasse (Name, istInterface, istAbstrakt) k1+k3+k4+k5
/k7 lo¨scheKlasseOhneUnterelemente (Klasse) k6
/k8 erzeugeKlasseMitUnterelemente (Klasse, n1 Attribute,
n2 Methoden, n3 Assoziationen, n4 Vererbungskanten)
k6+n1a5+n2m7
+n3r8+n4v1
/k9 lo¨scheKlasseMitUnterelemente (Klasse) k8
Attribut /a5 erzeugeAttribut (Klasse, Name, Typ) a1+a3+a4
/a6 loescheAttribut (Attribut) a5
Methode /m5 erzeugeMethode (Klasse, Name, Ru¨ckgabetyp) m1+m3+m4
/m6 lo¨scheMethodeOhneParameter (Methode) m5
/m7 erzeugeMethodeMitParameter (Methode, n5 Parameter) m5+n5p5
/m8 lo¨scheMethodeMitParameter (Methode) m7
Parameter /p5 erzeugeParameter (Methode, Name, Typ) p1+p3+p4
/p6 lo¨scheParameter (Parameter) p5




/r9 lo¨scheAssoziation (Assoziation) r8
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stehen bislang zur Auswahl:
1. Test auf Gleichheit
Die einfachste Mo¨glichkeit, zwei Zeichenketten zu vergleichen, ist der Test auf
Gleichheit. Falls die beiden Zeichenketten identisch sind, betragen die Edierkosten
0, ansonsten 1.
2. La¨ngste gemeinsame Teilfolge (LCS)
Zwei Zeichenketten, von denen mindestens eine nicht leer ist, werden mit einem
LongestCommonSubsequence-Verfahren (z. B. [HS77], vgl. auch Abschnitt 2.1.1)
verglichen. Die Anzahl derjenigen Zeichen der beiden Zeichenketten, die nicht Teil
der gro¨ßten gemeinsamen Zeichenfolge sind, wird in Relation zur Gesamtla¨nge
beider Zeichenfolgen gesetzt (siehe Formel 4.8).
lcs = 1− 2 ∗ lcs.length
a.length+ b.length
(4.8)
Im Fall zweier leerer Zeichenketten werden die Edierkosten auf 0 gesetzt, da die
Formel 4.8 fu¨r diesen Fall nicht definiert ist. Dass die Ergebnisse der Formel 4.8 im
Intervall [0, 1] liegen, wird durch Betrachtung der beiden Extremfa¨lle offensicht-
lich. Bei zwei disjunkten Zeichenketten besitzt die la¨ngste gemeinsame Teilfolge
die La¨nge 0, woraus sich Edierkosten in Ho¨he von 1 ergeben. Fu¨r zwei identi-
sche Zeichenketten entspricht die La¨nge der la¨ngsten gemeinsamen Teilfolge genau
der La¨nge der beiden Zeichenketten, so dass die Formel den Wert 0 annimmt.
Da die La¨nge der la¨ngsten gemeinsamen Teilfolge maximal die La¨nge der ku¨rze-
ren Zeichenkette erreichen kann, liegt das Ergebnis fu¨r alle teilweise identischen
Zeichenketten zwischen diesen beiden Extremwerten.
3. Levenshtein-Abstand
Bei der Berechnung des Levenshtein-Abstands [SK83, S. 18-29] (vgl. auch Ab-
schnitt 2.1.1) wird eine minimale Folge von Lo¨schoperationen, Einfu¨geoperationen
und A¨nderungsoperationen auf einzelnen Zeichen ermittelt, die eine Zeichenkette
in die andere Zeichenkette transformiert. Um eine Normierung auf das Intervall
[0, 1] zu erhalten, wird wie in [YB07] die doppelte Levenshtein-Distanz in Relation
zur Summe der beiden Zeichenkettenla¨ngen und der Levenshtein-Distanz gesetzt
(siehe Formel 4.9).
lstN =
2 ∗ lst(a, b)
a.length+ b.length+ lst(a, b)
(4.9)
Da die Levenshtein-Distanz zwischen zwei identischen Zeichenketten 0 betra¨gt,
nimmt auch Formel 4.9 in diesem Fall den Wert 0 an. Anders als Formel 4.8
erreicht die Formel 4.9 den Extremwert 1 jedoch nur fu¨r den Vergleich einer leeren
Zeichenkette mit einer anderen beliebigen Zeichenkette. Auch hier gilt die Formel
nur, falls mindestens eine Zeichenkette nicht leer ist. Der Vergleich zweier leerer
Zeichenketten wird mit 0 bewertet.
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Mo¨chte man ein Einheitskostenmodell verwenden, bei dem eine Namensa¨nderung mit
Kosten 1 bewertet werden soll, unabha¨ngig davon, wie verschieden die beiden zu ver-
gleichenden Zeichenketten sind, ist die Verwendung der ersten Variante sinnvoll. In den
meisten Fa¨llen ist der Test auf Gleichheit jedoch zu wenig differenziert, da somit Tippfeh-
ler in Namen zu einem unverha¨ltnisma¨ßig großen Edierabstand fu¨hren. In diesen Fa¨llen
ist es ratsam, Variante 2 oder 3 zu verwenden. Die Varianten 2 und 3 unterscheiden
sich in der Gewichtung der Unterschiede. Wie bereits erwa¨hnt, zeigt sich dieser Unter-
schied in der Extremwertbetrachtung sehr unterschiedlicher Zeichenketten. Damit die
minimalen Kosten der Zuordnung als Abstand verwendet werden ko¨nnen, muss auch
der Zeichenkettenvergleich die Kriterien einer Metrik erfu¨llen. Der Test auf Gleichheit
erfu¨llt die Kriterien der Metrik inklusive Dreiecksungleichung offensichtlich. Fu¨r die nor-
mierte Levenshtein-Distanz (Formel 4.9) wird in [YB07] der Nachweis gefu¨hrt, dass die
Kriterien einer Metrik erfu¨llt werden.2 Die Variante 2 auf Basis der la¨ngsten gemeinsa-
men Teilfolge (Formel 4.8) erfu¨llt die Dreiecksungleichung jedoch nicht, wie im folgenden
Beispiel gezeigt wird.
Beispiel 4 (Gegenbeispiel zur Dreiecksungleichung).
Fu¨r die Berechnung der Edierkosten zwischen Zeichenketten mit Hilfe der la¨ngsten ge-
meinsamen Teilsequenz nach Formel 4.8 ist fu¨r die Zeichenketten a = “a“, b = “ab“ und
c = “b“ die Dreiecksungleichung nicht erfu¨llt. Mit c(a, b) = 1
3
, c(b, c) = 1
3
und c(a, c) =
1 gilt c(a, b) + c(b, c) < c(a, c).
Die dritte Variante besitzt damit gegenu¨ber der zweiten Variante den Vorteil, dass sie
den Kriterien einer Metrik entspricht. Falls die Kostenbewertung des gewa¨hlten Zeichen-
kettenvergleichs die Kriterien der Metrik erfu¨llt und in dem Kostenmodell aus Tabelle
4.1 die konfigurierbaren Kosten gema¨ß den angegebenen Bedingungen positiv bzw. nicht-
negativ sind, ko¨nnen die Kosten einer Zuordnung als Abstand zwischen den verglichenen
Modellen aufgefasst werden. Die Bedingung (4.4) wird erfu¨llt, indem jeder elementaren
A¨nderungsoperation positive Kosten und den elementaren Einfu¨geoperationen nichtne-
gative Kosten zugeordnet werden. c(i, j) ≥ 0 ∀ i ∈ A ∪ {}, j ∈ B ∪ {} und aus Formel
4.1 folgt fu¨r M(A,B) damit C(M) ≥ 0; insbesondere gilt C(M) = 0 ⇐⇒ A = B,
da c(i, j) = 0 ⇐⇒ i = j. Damit ist die Bedingung 4.5 erfu¨llt. Die Symmetrie (4.6)
wird durch symmetrische Kostenbewertungen inverser Operationen sichergestellt: Falls
c(i, j) = c(j, i) gilt, gilt auch C(M(A,B)) = C(M(B,A)). Um die Dreiecksungleichung
(4.7) zu erfu¨llen, muss c(i, j) ≤ c(i, k) + (k, j) gelten. Gilt die Dreiecksungleichung fu¨r
alle Einzela¨nderungen, gilt sie wegen Formel 4.1 auch fu¨r die Kosten der Zuordnung:
C(M(A,C)) ≤ C(M(A,B)) + C(M(B,C)). Die Bedingungen einer Metrik sind damit
erfu¨llt.
Die Konfiguration des Kostenmodells Die Abbildung 4.3 zeigt das Konfigurations-
fenster des Vergleichsrahmenwerks mit der Kostenkonfiguration, die fu¨r die Korrespon-
denzberechnung in den Beispielen der Arbeit verwendet wird. Dabei handelt es sich nicht
2In [YB07] wird der Beweis fu¨r eine verallgemeinerte Levenshtein-Norm gefu¨hrt. Dieser Beweis ist auch
fu¨r den Spezialfall gleichgewichteter Kosten der A¨nderungsoperationen Einfu¨gen/Lo¨schen/A¨ndern
eines Zeichens gu¨ltig (α = 1).
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Abbildung 4.3: Konfiguration des Kostenmodells
um ein Einheitskostenmodell, bei dem jeder elementaren Operation die Einheitskosten
in Ho¨he von 1 zugeordnet werden. Die Operationen wurden stattdessen nach vernu¨nf-
tigen U¨berlegungen gewichtet. So wurden fu¨r A¨nderungen boolescher Eigenschaften die
Kosten 0,5 angesetzt, da der Wertebereich 2-elementig ist, wa¨hrend die Kosten fu¨r das
A¨ndern von Namen oder Typen die maximalen Kosten 1 betragen ko¨nnen. Fu¨r das
Lo¨schen bzw. Erzeugen eines leeren Elements wurden dabei keine zusa¨tzlichen Kosten
berechnet. Wa¨hrend fu¨r alle anderen Operationen konkrete Kosten angegeben werden,
entspricht der Wert fu¨r die A¨nderung eines Namenattributs einem Faktor, der mit dem
Ergebnis des Zeichenkettenvergleichs aus [0, 1] ∈ R multipliziert wird. Bei den angege-
ben Kosten handelt es sich um einen Vorschlag, der, wie die Ergebnisse der Evaluation
in Kapitel 6 zeigen, zu guten Resultaten fu¨hrt. Das Kostenmodell ist konfigurierbar
und kann auch zur Laufzeit des Vergleichsrahmenwerks u¨ber das Parameterkonfigura-
tionsfenster gea¨ndert werden (vgl. Abschnitt 5). Falls beispielsweise Namensattribute
eine besondere Rolle bei der Zuordnung von Modellelementen spielen sollen, kann das
A¨ndern von Namen durch einen ho¨heren Faktor sta¨rker gewichtet werden. Wie bei vielen
anderen Vergleichsverfahren mit zahlreichen Konfigurationsmo¨glichkeiten stellt sich die
Frage, wie gut die Parameter eingestellt sind und wie sich eine A¨nderung der Parame-
ter auswirkt. Die angegebenen Grundeinstellungen wurden mit logischen U¨berlegungen
gefunden, wobei nur begrenzter Aufwand investiert wurde. Mit einer zeitaufwa¨ndigen
Feinjustierung der Parameter ließen sich die Ergebnisse eventuell noch verbessern. Das
folgende Beispiel zeigt, wie mit dieser Kostenkonfiguration die Edierkosten zwischen zwei
Methoden berechnet werden.
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Beispiel 5 (Kostenberechnung beim Methodenvergleich). Es seien folgende zwei Metho-
den a1 und b1 gegeben, fu¨r die die Edierkosten berechnet werden, wobei fu¨r den Vergleich
von Zeichenketten die zweite Variante, der LCS-Vergleich, verwendet wird:
a1: void berechne(int i, String s)
b1: double berechneWert(double s)
Die Kosten fu¨r das Lo¨schen der Methode a1 betragen:
c(a1, ) = 2 (Lo¨schen der Methode) + 2*2(Lo¨schen zweier U¨bergabeparameter) = 6
Die Kosten fu¨r das Einfu¨gen der Methode b1 betragen:
c(, b1) = 2 (Lo¨schen der Methode) + 2 (Lo¨schen eines U¨bergabeparameters) = 4
Fu¨r die Korrespondenz der beiden Methoden ergeben sich die Kosten:
c(a1, b1) = 0,2 (Namensa¨nderung) + 1 (A¨ndern des Ru¨ckgabetyps) + 2 (A¨ndern des
Namens und des Typs des 1. Parameters) + 2 (Einfu¨gen eines Parameters) = 5,2
In diesem Fall ist die Korrespondenz (a1, b1) mit Kosten in Ho¨he von 5,2 gu¨nstiger als
das Lo¨schen von a1 und das Einfu¨gen von b1 mit Gesamtkosten in Ho¨he von 10.
U¨ber ein definiertes Edierkostenmodell ko¨nnen jeder Zuordnung Kosten zugeordnet
werden. Die Kosten der Zuordnung ko¨nnen nun als Vergleichskriterium herangezogen
werden, um eine mo¨glichst gute Zuordnung im Sinne niedriger Kosten zu bestimmen.
4.2.2 Brute-Force-Verfahren
Die Problemstellung, eine kostenminimale Zuordnung M fu¨r die Modelle A und B zu
bestimmen, kann wie folgt als Optimierungsproblem formuliert werden:
Optimierungsproblem 1 (Kostenminimale Zuordnung).
Bestimme M∗(A,B) mit C(M∗(A,B)) ≤ C(M(A,B)) ∀ M(A,B).
Die Kosten fu¨r die Korrespondenz zweier Klassen beinhalten auch die Kosten fu¨r die
Zuordnung ihrer Unterelemente, insbesondere ihrer Assoziationen und Vererbungskanten
(vgl. Abschnitt 4.2.1). In Abschnitt 4.1 wurde die Einschra¨nkung formuliert, dass Asso-
ziationen und Vererbungsbeziehungen nur dann korrespondieren, falls beide beteiligten
Klassen entsprechend korrespondieren. Die Kosten einer Korrespondenz zweier Klassen
sind in diesem Fall von der Zuordnung anderer Klassen abha¨ngig. Daher kann die mini-
male Zuordnung nur dadurch in jedem Fall exakt bestimmt werden, dass die Kosten der
Zuordnung fu¨r alle Kombinationsmo¨glichkeiten der Klassen der beiden Modelle explizit
berechnet werden. Fu¨r die m Klassen in Modell A und n Klassen in Modell B werden
folgende zwei Fa¨lle unterschieden:
1. Maximale Zahl an Korrespondenzen In dieser Variante wird angenommen,
dass genau min(m,n) Korrespondenzen und |m−n| Einzelelemente ermittelt wer-
den. Falls m ≥ n gilt, existieren ( m
m−n
) ∗ n! Kombinationsmo¨glichkeiten. Diese
ergeben sich folgendermaßen: Auf m Positionen sind m− n -Symbole zu positio-





Mo¨glichkeiten. Fu¨r jede dieser Mo¨glichkeiten gibt es
n! Mo¨glichkeiten, die Elemente aus B auf den restlichen Pla¨tzen zu verteilen.
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2. Beru¨cksichtigung aller mo¨glichen Zuordnungen Es gibt keine Einschra¨nkung
fu¨r die Anzahl der Einzelelemente, so dass durch die Zuordnung im maximalen









Kombinationsmo¨glichkeiten, da m Positionen mit i = 0, . . . , n
verschiedenen und (m− i) identischen -Elementen besetzt werden ko¨nnen.
Der Aufwand ist in beiden Fa¨llen nicht vertretbar, da fu¨r das Optimierungsproblem
1 kein polynomielles Lo¨sungsverfahren bekannt ist. Hauptverursacher der Komplexita¨t
des Problems sind die kontextabha¨ngigen Kosten. In den nachfolgenden Abschnitten
wird beschrieben, wie mit Hilfe abgescha¨tzter Kosten die Abha¨ngigkeit der Kosten ei-
ner Korrespondenz von den anderen Korrespondenzen entkoppelt und der Aufwand da-
mit reduziert wird. Das daraus resultierende Verfahren wird in seinen Einzelschritten
beschrieben und schließlich in Abschnitt 4.2.8 zusammengefasst. Die Lo¨sung des Op-
timierungsproblems 1 mittels vollsta¨ndiger Enumeration der Kombinationen wurde als
Brute-Force-Variante (BFVerfahren) dennoch implementiert, um das Verfahren mit den
abgescha¨tzten Kosten in Hinblick auf die Optimalita¨t der berechneten Ergebnisse zu vali-
dieren (vgl. Kapitel 6). Die Standardvariante entspricht der oben beschriebenen Variante
1, die Variante 2 wird in der Implementierung als BFVerfahren mit allen Epsilonkombi-
nationen bezeichnet.
4.2.3 Abscha¨tzung der kontextabha¨ngigen Kosten
Die Kosten einer Zuordnung zweier Klassen lassen sich in kontextabha¨ngige und kon-
textunabha¨ngige Kosten unterteilen. Die Kosten der Korrespondenzberechnungen fu¨r
Attribute und Methoden sind kontextunabha¨ngig, die fu¨r Assoziationen und Vererbungs-
kanten kontextabha¨ngig.
Die kontextabha¨ngigen Kosten werden entkoppelt, indem die exakten Kosten, die nur
im Kontext ermittelt werden ko¨nnen, durch abgescha¨tzte Kosten ersetzt werden. Die
Kosten werden unter der optimistischen Annahme abgescha¨tzt, dass der Kontext eines
Modellelements passend abgebildet wird. Dadurch stellen die gescha¨tzten Kosten clb eine
untere Schranke fu¨r die tatsa¨chlichen Kosten creal dar.
clb ≤ creal (4.10)
Die Kosten fu¨r die Zuordnung einer Assoziation oder Vererbungskante werden dabei
den beiden angrenzenden Klassen jeweils zur Ha¨lfte angerechnet.
Beispiel 6 (Abgescha¨tzte Kosten beim Vergleich zweier Klassen). Die Abbildungen
4.4 und 4.5 zeigen zwei Versionen eines Klassendiagramms fu¨r die Modellierung eines
Bestellsystems, die bereits aus Abschnitt 1.2.1 bekannt sind. Modell B entsteht aus
Modell A, indem das Attribut state der Klasse USAddress in eine neue Unterklasse
USAddress ausgelagert wird. Die urspru¨ngliche Klasse wird in Address umbenannt. Mit
Hilfe der Edierkosten wird nun ermittelt, zu welcher Klasse die urspru¨ngliche Klasse
USAddress aus Modell A korrespondiert.
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Die kontextunabha¨ngigen Kosten der Zuordnung (USAddress, USAddress) betragen
5*2 = 10, da in der Klasse des Modells A 5 Attribute mehr vorhanden sind. Die kon-
textabha¨ngigen Kosten werden wie folgt berechnet: 2*1,5 (Assoziationen) + 1 (Verer-
bungskante) = 4. Damit ergeben sich Gesamtkosten von c(USAddress, USAddress) =
14. Analog werden folgende Kosten berechnet:
c(, USAddress) = 2 (Klasse) + 2 (Attribut) + 1 (Vererbungskante) = 5
c(USAddress,) = 2 (Klasse) + 6*2 (Attribute) + 2*1,5 (Assoziationen) = 17.
c(, Address) = 2 (Klasse) + 5*2 (Attribute) + 2*1,5 (Assoziationen) = 15
c(USAddress, Address) = 0,125 (Namensa¨nderung) + 2 (Attribut) + 1 (Vererbungskan-
te) = 3,125
Fu¨r die gu¨nstigste Zuordnung M gilt M = {(Item, Item), (PurchaseOrder, Purchase-
Order), (USAddress, Address)} mit C(M) = 3, 125 + 5 = 8, 125.
Abbildung 4.4: Modell A fu¨r Beispiel 6
Abbildung 4.5: Modell B fu¨r Beispiel 6
Durch die Abscha¨tzung der Kosten entsteht eine Relaxation des urspru¨nglichen Op-
timierungsproblems aus Problem 1. Wie die Lo¨sung des relaxierten Problems mit dem
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urspru¨nglichen Problem zusammenha¨ngt, wird in Abschnitt 4.2.6 erla¨utert. In den fol-
genden Abschnitten wird das relaxierte Problem als Netzwerkflussproblem formuliert
und ein Verfahren angegeben, mit dem dieses Problem gelo¨st werden kann. Das Ver-
fahren zur Korrespondenzberechnung wurde in der Klasse ECVerfahren implementiert
(siehe Kapitel 5).
4.2.4 Das Netzwerkflussproblem des relaxierten Problems
Nach Abscha¨tzung der kontextabha¨ngigen Kosten kann das relaxierte Problem als Frage-
stellung auf einem Netzwerkgraphen formuliert werden. Ein Netzwerkgraph stellt einen
Spezialfall eines gerichteten Graphen dar. Ein gerichteter Graph ist ein Graph, dessen
Kanten nicht durch eine 2er-Menge sondern durch ein 2er-Tupel von Knoten beschrieben
werden. In den weiteren Ausfu¨hrungen handelt es sich bei allen Kanten um gerichtete
Kanten, auch wenn dies nicht explizit angegeben wird. Ein Netzwerkgraph wird wie folgt
definiert:
Definition 8 (Netzwerkgraph). Ein Netzwerkgraph ist ein gerichteter Graph N =
(V,E), der eine ausgezeichnete Quelle r ∈ V und eine ausgezeichnete Senke s ∈ V
entha¨lt. Den gerichteten Kanten e = (i, j) sind als Minimal- und Maximalkapazita¨ten
natu¨rliche Zahlen λij ≤ κij sowie nichtnegative reellwertige Kosten cij zugeordnet. Die
Flusssta¨rke der Kante (i, j) wird mit φij bezeichnet. Auf den Kanten des Netzwerkgra-
phen ko¨nnen u¨ber die gerichteten Kanten Einheiten von der Quelle zur Senke transpor-
tiert werden, wobei die Minimal- und Maximalkapazita¨ten der Kanten beru¨cksichtigt
werden mu¨ssen.
λij ≤ φij ≤ κij, (i, j) ∈ E (4.11)
Das Kirchhoffsche Gesetz besagt, dass die Summe der Einheiten, die auf den eingehenden
Kanten eines Knotens transportiert werden, mit der Zahl der Einheiten identisch sein
soll, die auf den ausgehenden Kanten des Knotens transportiert werden. Dies gilt fu¨r alle
Knoten bis auf zwei Ausnahmen: die Quelle und die Senke. Das Kirchhoffsche Gesetz








n falls i = r
−n falls i = s
0 ∀i ∈ V \{r, s}
(4.12)
Ein Fluss auf dem Netzwerk, der die Bedingungen 4.11 und 4.12 erfu¨llt, wird als zula¨s-
siger Fluss bezeichnet (vgl. [NM02]).
Aufbau des Vergleichsgraphen
Fu¨r den Vergleich der Modellelemente a1,. . . ,an eines Modells A mit den Elementen
b1,. . . ,bm eines Modells B mit n ≥ m ist ein Netzwerkgraph, im Folgenden auch als
Vergleichsgraph bezeichnet, nach folgenden Regeln zu konstruieren, wobei fu¨r die Kosten
die abgescha¨tzten Kosten verwendet werden. Falls n < m gilt, sind die Modelle o. B. d. A
zu vertauschen. Ein Beispiel eines Netzwerkgraphen ist in Abbildung 4.6 abgebildet.
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Abbildung 4.6: Netzwerkgraph fu¨r den Vergleich von A = {a1, a2, a3, a4} und B =
{b1, b2, b3}
1. Erzeuge einen Quellknoten r und einen Zielknoten s.
2. Fu¨ge fu¨r alle Modellelemente aus A und B entsprechende Knoten ein. Die Kno-
tenmengen seien im Folgenden mit VA und VB bezeichnet.
3. Fu¨ge fu¨r jeden Knoten a ∈ VA eine Kante (r, a) mit Markierung (0, 1, 0) ein (Mi-
nimalkapazita¨t, Maximalkapazita¨t, Kosten).
4. Fu¨ge fu¨r jeden Knoten b ∈ VB eine Kante (b, s) mit Markierung (0, 1, 0) ein.
5. Fu¨ge fu¨r jedes Knotenpaar (a, b) ∈ VA×VB eine Kante mit Markierung (0, 1, c(a, b))
ein, die die Ersetzung von a durch b mit Kosten c(a, b) repra¨sentiert.
6. Fu¨ge einen Knoten  ein und erzeuge Lo¨schkanten (a, ) mit Markierung (0, 1, c(a, )
bzw. Erzeugungskanten (, b) mit Markierung (0, 1, c(, b)) fu¨r alle a ∈ VA und
b ∈ VB. Verbinde den Knoten  auch mit dem Zielknoten s mit einer Kante der
Markierung (0, n−m, 0), falls die Kapazita¨t n−m der Kante positiv ist.
Der Netzwerkgraph beinhaltet einen bipartiten Graphen aus den Partitionen der Elemen-
te der beiden Modelle, der um einen Quell- und Zielknoten sowie den Knoten  erga¨nzt
wird. Diejenigen Kanten, die nicht zur Quelle oder Senke inzident sind, werden auch
als innere Kanten bezeichnet. Fu¨r die Minimalkapazita¨ten aller Kanten gilt λij = 0.
Die eingehenden Kanten des -Knotens werden zum Lo¨schen und dessen auslaufende
Kanten zum Einfu¨gen von Modellelementen beno¨tigt. Die Fragestellung, eine kostenmi-
nimale Zuordnung fu¨r das relaxierte Problem zu berechnen, entspricht nun der Suche
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eines kostenminimalen maximalen Flusses auf dem konstruierten Netzwerkgraphen. Ein
maximaler Fluss besitzt die Sta¨rke n.
Da alle von r ausgehenden Kanten eine Maximalkapazita¨t von 1 besitzen, wird bei ei-
nem Fluss der Sta¨rke n fu¨r jedes a ∈ A genau eine auslaufende Kante beschickt. Dadurch
wird festgelegt, ob a zu einem Element b ∈ B korrespondiert oder als gelo¨scht interpre-
tiert wird. Die Balancierungsregeln des Kirchhoffschen Gesetzes garantieren ferner, dass
jedes b ∈ B entweder als erzeugt dargestellt wird oder zu einem a ∈ A korrespondiert.
Durch die Konstruktion des Netzwerkgraphen wird somit sichergestellt, dass es sich bei
der Lo¨sung des Netzwerkflussproblems um eine zula¨ssige Lo¨sung des Korrespondenzbe-
rechnungsproblems handelt.
Falls das Kostenmodell die Dreiecksungleichung erfu¨llt, sind die Kosten, ein Element
ai in ein Element bj zu transformieren, immer gu¨nstiger als ai zu lo¨schen und bj zu
erzeugen. Ein derartiger Pfad ist folglich nur dann im kostenminimalen maximalen Fluss
enthalten, falls die Kostenbewertungen die Dreiecksungleichung nicht erfu¨llen, wie z. B.
nach Erho¨hung der Kosten einzelner Kanten entsprechend einer Schwellenwertregel, wie
sie in Abschnitt 4.2.7 beschrieben wird.
Formal la¨sst sich das Problem wie folgt beschreiben:













n falls i = r
−n falls i = s
0 ∀i ∈ V \{r, s}
(4.13)
0 ≤ φij ≤ κij, (i, j) ∈ E (4.14)
Da der -Knoten zu mehr als einer ausgewa¨hlten Kante inzident sein darf und der Netz-
werkgraph ohne Quelle und Senke aufgrund der Kanten des -Knotens zu den Knoten
der Modellelemente aus B nicht mehr bipartit ist, kann fu¨r die Lo¨sung kein Summen-
Matching-Verfahren fu¨r bipartite Graphen, wie z. B. das Glover-Klingman-Verfahren aus
[NM02, S. 299], verwendet werden. Fu¨r Ausfu¨hrungen zu allgemeinen Optimierungspro-
blemen wird auf [NM02] verwiesen. Im na¨chsten Abschnitt wird ein Lo¨sungsverfahren fu¨r
dieses Netzwerkflussproblem dargestellt. Auf die Wahl des Verfahrens wird in Abschnitt
4.2.6 eingegangen.
4.2.5 Lo¨sung des Netzwerkflussproblems mit dem Verfahren von
Busacker und Gowen
Die Lo¨sung des Netzwerkflussproblems besteht darin, n Einheiten von der Quelle r auf
dem gu¨nstigsten Weg zur Senke s zu transportieren. Dazu wurde der Algorithmus von
Busacker und Gowen [BG61] implementiert (dargestellt z. B. in [NM02, S. 288] und
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[Jun08, S. 299]). Dieses Verfahren lo¨st beliebige Netzwerkflussprobleme, die folgende
Voraussetzungen erfu¨llen:
• nichtnegative Kosten
cij ≤ 0 ∀ (i, j) ∈ E
• verschwindende Miminalkapazita¨ten
λij = 0 ∀ (i, j) ∈ E
• positive Maximalkapazita¨ten
κij > 0 ∀ (i, j) ∈ E
• antisymmetrisches Netzwerk
Das Netzwerk entha¨lt kein Paar entgegengesetzt gerichteter Pfeile.
Die aufgeza¨hlten Anforderungen sind weniger als Beschra¨nkungen denn als technische
Anforderungen zu betrachten, da sich alle Bedingungen durch eine Umformulierung des
Problems erreichen lassen. So zum Beispiel die Antisymmetrie: Falls sowohl die Kante
(a, b) als auch die Ru¨ckkante (b, a) im Netzwerk N enthalten sind, fu¨hrt dies im Fall, dass
auf einer der beiden Kanten ein Fluss fließt, zu parallelen Kanten im Inkrementnetzwerk.
Dies la¨sst sich jedoch gegebenfalls durch Einfu¨gen von Zwischenknoten beheben [NM02].
Bei der Konstruktion unseres Netzwerkgraphen werden alle genannten Anforderungen
beru¨cksichtigt, so dass das Verfahren eingesetzt werden kann.
Das Verfahren wird in den nachfolgenden Abschnitten beschrieben. Daru¨ber hinaus
zeigt Algorithmus 1 eine Darstellung des Verfahrens in Pseudocode, die in modifizier-
ter Form aus [NM02, S. 288] u¨bernommen wurde. Auf dem Netzwerk, das mit einem
0-Fluss initialisiert ist, wird eine Folge von Flussvergro¨ßerungen durchgefu¨hrt, bis die
Zielkapazita¨t ω∗ des Netzwerkproblems erreicht ist. Dazu wird ein flussvergro¨ßernder
kostenminimaler Pfad von r zu s mit Hilfe eines Ku¨rzeste-Wege-Verfahrens bestimmt
(Prozedur A). Wird kein derartiger Pfad gefunden, kann die gesuchte Flusssta¨rke auf
dem Netzwerk nicht erreicht werden. Ansonsten findet entlang des markierten Pfads eine
Flussvergro¨ßerung statt (Prozedur B).
In Prozedur A wird ein Ku¨rzeste-Wege-Verfahren auf einem sogenannten Inkrement-
netzwerk3 N ′ durchgefu¨hrt, um nicht nur einen beliebigen, sondern den Pfad mit den
geringsten Kosten zu bestimmen, der den Netzwerkfluss erho¨ht. Das Inkrementnetzwerk
N ′(φ) zu einem Netzwerk N ist vom aktuellen Fluss φ auf dem Netzwerk abha¨ngig und
entha¨lt alle Knoten aus N , sowie diejenigen Kanten aus N , deren Kapazita¨t durch den
Fluss φ noch nicht ausgelastet ist. Die Maximalkapazita¨ten der u¨bernommenen Kanten
entsprechen den noch freien Kapazita¨ten der Kanten aus N . Diese Kanten, die in gleicher
Richtung sowohl im Inkrementnetzwerk N ′(φ) als auch in N enthalten sind, werden im
Folgenden auch als Vorwa¨rtskanten bezeichnet. Weiterhin wird fu¨r jede Kante in N , die
mindestens eine Einheit transportiert, in das Inkrementnetzwerk eine entgegengerichtete
3Die Bezeichnung Inkrementnetzwerk wurde aus [NM02] u¨bernommen. In [Jun08] wird es als auxiliary
network bezeichnet.
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Algorithmus 1 Busacker-Gowen-Algorithmus
Gesucht wird ein kostenminimaler Fluss der Sta¨rke ω∗ im Netzwerk N .
Verwendete Notationen:
S(i): Menge der Nachfolgerknoten des Knoten i; M(i): Menge der markierbaren Nach-
folgerknoten von i; Q(i): Menge neu markierter Knoten (Schlange); di: ku¨rzeste bisher
gefundene La¨nge des Weges; pi: Vorga¨ngerknoten auf dem ku¨rzesten Weg von r zu i
Initialisierung: ∀ i = 1, . . . ,n setze M(i) := S(i) und φij := 0 ∀ j ∈ S(i)
Hauptschritt:
Solange ω < ω∗
Prozedur A zur Markierung des kostenminimalen flussvergro¨ßernden Pfads
Falls s = 0
Ende: Es existiert kein Fluss der Sta¨rke ω′ auf N .
Andernfalls Prozedur B zur Durchfu¨hrung der Flussvergro¨ßerung
Prozedur (A): Markierung eines flussvergro¨ßernden kostenminimalen Pfads
von der Quelle zur Senke auf dem Hilfsnetzwerk N ′ (Erweiterter LC-
Algorithmus A aus [NM02, S. 208])
Setze dr := 0, pr := r, r :=∞, s := 0,
Schlange Q := {r}, dj := ∞ ∀ j = 1 . . .n mit j 6= r
Solange Q 6= ∅
Entferne i aus Q
∀ j ∈ M(i) mit dj > di + cij
Falls j ∈ S(i) (Vorwa¨rtsmarkierung)
setze dj := di + cij, pj := i, j := min(i, κij − φij)
Andernfalls (Ru¨ckwa¨rtsmarkierung)
setze dj := di - cij, pj := −i, j := min(i, φij)
Falls j /∈ Q, fu¨ge j in Q ein.
s = min(s, ω
∗ − ω)
Prozedur (B): Durchfu¨hrung der Flussvergro¨ßerung entlang des markierten
Pfades um s
Setze i := s, ω := ω + s
Wiederhole bis i = r
Setze j := i, i := |pj|, M(j) := M(j) ∪ {i}
Falls pj > 0 (Flussvergro¨ßerung)
Setze φij := φij + s
Falls φij = κij, setze M(i) := M(i) \ {j}
Andernfalls (Ru¨ckflussverkleinerung)
Setze φji := φji - s
Falls φji = 0, setze M(i) := M(i) \ {j}
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Kante eingefu¨gt. Diese Kanten werden als Ru¨ckwa¨rtskanten bezeichnet. Die Maximal-
kapazita¨t der Ru¨ckwa¨rtskante entspricht der Flusssta¨rke der urspru¨nglichen Kante in
N . Die Kostenbewertungen der Vorwa¨rtskanten werden u¨bernommen, fu¨r die Kosten c′
der Ru¨ckwa¨rtskanten (j, i) gilt c′ji = −cij. Die Minimalkapazita¨ten aller Kanten bleiben
0. Das Inkrementnetzwerk muss nicht als separater Graph gespeichert werden, sondern
kann innerhalb N durch eine weitere Kantenmenge dargestellt werden. So bezeichnet die
Menge M(i) in Algorithmus 1 die Menge der ausgehenden Kanten des Knotens i, die im
Inkrementnetzwerk enthalten sind.
Das Ku¨rzeste-Wege-Verfahren fu¨hrt Knotenmarkierungen durch. Die Knotenmarkie-
rung dj eines Knotens j bezeichnet den Abstand des bislang ku¨rzesten Weges von der
Quelle r zu j. Die La¨nge eines Pfades ergibt sich als Summe der Kosten der verwende-
ten Kanten. Um einen ku¨rzesten Weg rekonstruieren zu ko¨nnen, wird zu dem Knoten
j auch der Vorga¨ngerknoten von j auf dem ku¨rzesten Weg von r zu j in der Variablen
pj gespeichert. Die maximale verfu¨gbare Kapazita¨t auf diesem ku¨rzesten Weg von r zu
j wird in j gespeichert. Sie betra¨gt das Minimum der maximalen Kapazita¨ten der im
Pfad enthaltenen Kanten. Die Knotenmarkierung im Ku¨rzeste-Wege-Verfahren beginnt
bei der Quelle r mit dr := 0 und pr := r. Fu¨r alle Nachfolgerknoten j von r, die im
Inkrementnetzwerk enthalten sind, werden nun die Markierungen durchgefu¨hrt, falls der
Knoten noch nicht markiert war, bzw. aktualisiert, falls der Weg von r u¨ber i zu j ku¨rzer
als der bislang markierte Weg zu j ist. Die Eintra¨ge in dj, pj und j werden neu berech-
net, wobei beru¨cksichtigt werden muss, ob es sich bei der Kante (i, j) um eine Vorwa¨rts-
oder eine Ru¨ckwa¨rtskante handelt (vgl. Vorwa¨rtsmarkierung und Ru¨ckwa¨rtsmarkierung
in Algorithmus 1, Prozedur A). Der Knoten j wird, falls sich seine Markierung gea¨ndert
hat, in die Menge M(i) der neu markierten Knoten aufgenommen, die als Schlange rea-
lisiert ist. Aus dieser Menge wird der na¨chste Knoten i entnommen, fu¨r den ebenfalls
die Markierungen der Nachfolgerknoten j u¨berpru¨ft und gegebenenfalls aktualisiert wer-
den. Dies wird so lange festgesetzt, bis alle A¨nderungen beru¨cksichtigt wurden, d. h. die
Schlange Q keine weiteren Knoten entha¨lt. Der in Prozedur B bestimmte ku¨rzeste Pfad
von r nach s liegt nun implizit in den Markierungen vor. Beginnend bei der Senke i =
s kann u¨ber pi der jeweilige Vorga¨ngerknoten bestimmt und so der ku¨rzeste Weg abge-
lesen werden. Die maximale Kapazita¨t dieses Weges entspricht s. Dies legt die Sta¨rke
der Flussvergro¨ßerung in Prozedur B fest, wobei beachtet werden muss, dass durch die
Flussvergro¨ßerung nicht die vorgegebene Zielflusssta¨rke ω u¨berschritten wird. Bei unse-
rem Optimierungsproblem wird der Fluss in jedem Schritt um genau eine Einheit erho¨ht,
da die Kanten, die von der Quelle r ausgehen, laut Konstruktionsvorschrift jeweils die
Maximalkapazita¨t 1 besitzen.
In Prozedur B wird eine Flussvergro¨ßerung in Ho¨he von s durchgefu¨hrt, falls in
Prozedur A ein flussvergro¨ßernder Pfad gefunden wurde. Dazu wird der markierte Pfad
beginnend bei der Senke in Richtung Quelle durchlaufen, wobei einerseits die Flu¨sse
auf den Kanten in N angepasst und andererseits die Kanten des Inkrementnetzwerks
fu¨r den na¨chsten Schritt aktualisiert werden. Der Iterationsschritt der Prozedur B in
Algorithmus 1 bezieht sich auf die markierte Kante (i, j), wobei j = r im ersten Itera-
tionsschritt gilt. Da auf der Kante (i, j) mindestens eine Einheit transportiert wird, kann
die entgegengerichtete Kante (j, i) in die Kanten des Inkrementnetzwerks aufgenommen
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werden. Fu¨r die nachfolgenden Anweisungen muss der Fall unterschieden werden, ob die
Kante vorwa¨rts oder ru¨ckwa¨rts markiert wurde. Im Falle der Vorwa¨rtsmarkierung wird
der Fluss auf der Kante (i, j) um den Betrag s erho¨ht. Falls damit die Maximalkapazita¨t
der Kante (i, j) erreicht ist, steht sie fu¨r weitere Flussvergro¨ßerungen nicht mehr zur
Verfu¨gung und wird daher aus dem Inkrementnetzwerk entfernt. Falls die Kante (i, j)
stattdessen ru¨ckwa¨rts markiert wurde, wird der Fluss der Kante (j, i) in N um den
Betrag s reduziert. Falls dabei die Minimalkapazita¨t 0 der Kante (j, i) erreicht wurde,





























Abbildung 4.7: N(0): Netzwerk mit 0-Fluss ⇔ N ′(0): Inkrementnetzwerk zu N(0)
Der Ablauf des Busacker-Gowen-Verfahrens wird im nachfolgenden Beispiel verdeut-
licht, wobei auf die Darstellung des Ku¨rzeste-Wege-Verfahrens, das auf jedem Inkre-
mentnetzwerk auszufu¨hren ist, an dieser Stelle verzichtet wird, da dies im anschließenden
Beispiel 8 behandelt wird.
Beispiel 7 (Ablauf des Busacker-Gowen-Verfahrens). Zu dem Beispielgraphen in Ab-
bildung 4.7 soll ein kostenminimaler Fluss der Sta¨rke 4 bestimmt werden. Fu¨r die im
Beispiel abgebildeten Netzwerke wurde dabei folgende Notation verwendet: schwarze,
dickgedruckte Pfeile bezeichnen aktive Kanten, auf denen genau eine Einheit transpor-
tiert wird. Alle anderen Pfeile entsprechen inaktiven Kanten mit Flusssta¨rke 0. Blaue
bzw. rote Pfeile dienen lediglich der Markierung derjenigen Kanten, die auf dem Inkre-
mentnetzwerk fu¨r einen ku¨rzesten Weg ausgewa¨hlt wurden bzw. Kanten im Netzwerk,
die an der Flussvergro¨ßerung beteiligt sind. Die Werte neben den Kanten bezeichnen die
Kosten, wobei fu¨r Kanten (i, j) ohne Angabe der Kosten c(i, j) = 0 gilt.
Schritt 1: N(0) → N(1)
Der Ausgangsgraph mit Flusssta¨rke 0 wird mit N(0) bezeichnet und ist, da alle Kanten
inaktiv sind, identisch mit dem Inkrementnetzwerk N ′(0). Auf dem Inkrementnetzwerk
N ′(0) wird ein ku¨rzester Weg von r nach s bestimmt. Dieser verla¨uft u¨ber die Kanten
(r, a1),(a1, b1) und (b1, s) und besitzt die La¨nge 0 + 1,5 + 0 = 1,5. Da das Minimum der
Maximalkapazita¨ten der verwendeten Kanten 1 betra¨gt, kann auf diesem Pfad nur eine
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Einheit transportiert werden. Da aufgrund der Konstruktion des Graphen die Maximal-
kapazita¨ten aller flussvergro¨ßernder Pfade 1 betragen, wird darauf im Weiteren nicht
mehr eingegangen. Die Flussvergro¨ßerung in Ho¨he von 1 wird auf N(0) durchgefu¨hrt,
indem auf den Kanten (r, a1),(a1, b1) und (b1, s) der Fluss jeweils von 0 auf 1 gesetzt
wird (vgl. Abbildung 4.8). Damit ergeben sich Gesamtkosten von c = 1, 5 bei einer


















































































































Abbildung 4.9: Netzwerk N(1) (links) und dazugeho¨riges Inkrementnetzwerk N ′(1)
(rechts)
Schritt 2: N(1) → N(2)
Das InkrementnetzwerkN ′(1) wird ausN(1) konstruiert, indem anstatt der aktiven Kan-
ten (r, a1),(a1, b1) und (b1, s), die ihre Maximalkapazita¨t bereits erreicht haben, jeweils
eine entgegengerichtete Kante (a1, r),(b1, a1) und (s, b1) eingefu¨gt wird. Die Kapazita¨ten
der neuen Kanten werden jeweils auf 1 gesetzt. Die Vorzeichen der Kosten werden ge-
spiegelt, so dass die Kosten fu¨r den Transport einer Einheit auf der Kante (b1, a1) nun
−1, 5 betragen (vgl. Abbildung 4.9). Die Bestimmung eines ku¨rzesten Pfads auf N ′(1)
liefert den Weg (r, a3),(a3, b1), (b1, a1), (a1, b2), (b2, s) (vgl. Abbildung 4.10, ausfu¨hrliche
Herleitung in Beispiel 8). Auf den ausgewa¨hlten Vorwa¨rtskanten wird die Flussvergro¨ße-
rung durchgefu¨hrt, indem die Flussta¨rke der Kanten jeweils um 1 erho¨ht wird. Bei der
98
4.2 Korrespondenzberechnungsverfahren basierend auf Edierkosten
Kante (b1, a1) handelt es sich hingegen um eine Ru¨ckwa¨rtskante. Daher wird in N(1) die
Flusssta¨rke der Kante (a1, b1) um 1 reduziert. Durch die Flussvergro¨ßerung entstehen
zusa¨tzliche Kosten in Ho¨he von 0 + 2 - 1,5 + 2 + 0 = 2,5 und es ergeben sich Gesamt-
kosten von 4 fu¨r den Fluss der Sta¨rke φ = 2 auf N(2). An dieser Stelle zeigt sich, dass
bereits getroffene Entscheidungen im Laufe des Verfahrens wieder revidiert werden, um
eine global optimale Lo¨sung zu erhalten. Der berechnete Fluss auf N(1) war zwar fu¨r


















































































































Abbildung 4.11: Links: N(2): Netzwerk N mit 2-Fluss
Rechts: N ′(2): Inkrementnetzwerk zu N(2)
Schritt 3: N(2) → N(3)
Abbildung 4.11 zeigt das Netzwerk mit φ = 2 und das dazugeho¨rige Inkrementnetz-
werk N ′(2). Die Kante (a1, b1) ist wieder in N ′(2) enthalten, da sie aufgrund der Fluss-
sta¨rke 0 erneut als Vorwa¨rtskante fu¨r einen flussvergro¨ßernden kostenminimalen Weg zur
Verfu¨gung steht. Als ku¨rzester Weg auf N ′(2) wird die Kantenfolge (r, a2), (a2, ), (, s)
bestimmt (vgl. Abbildung 4.12). Bei der anschließenden Flussvergro¨ßerung auf N(2)
entstehen Kosten in Ho¨he von 3, womit sich Gesamtkosten in Ho¨he von 7 fu¨r den Fluss
der Sta¨rke φ = 3 auf dem Netzwerk N(3) ergeben.
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Abbildung 4.12: Links: Ku¨rzester Pfad auf N ′(2)
Rechts: Flussvergro¨ßerung auf N(2)
Schritt 4: N(3) → N(4)
Das Netzwerk N(3) sowie das zugeho¨rige Inkrementnetzwerk N ′(3) sind in Abbildung
4.13 dargestellt. Als ku¨rzester Weg werden die Kanten (r, a4), (a4, ), (, b3), (b3, s) er-
mittelt (vgl. Abbildung 4.14). Bei der Flussvergro¨ßerung entstehen Kosten in Ho¨he von
7, womit sich die Gesamtkosten fu¨r den Fluss der Sta¨rke φ = 4 auf 14 erho¨hen. Die Ziel-
flusssta¨rke ist damit erreicht. Das Netzwerk N(4), dargestellt in Abbildung 4.15, entha¨lt

























































Abbildung 4.13: Links: Netzwerk N(3) mit 3-Fluss
Rechts: Inkrementnetzwerk N ′(3)
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Abbildung 4.14: Links: Ku¨rzester Pfad auf N ′(3)





























Abbildung 4.15: N(4): Netzwerk mit 4-Fluss
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Beispiel 8 (Ku¨rzeste-Wege-Berechnung). Zur Veranschaulichung des Label-Correcting-
Verfahrens wird beschrieben, wie der ku¨rzeste Pfad auf dem Inkrementnetzwerk N ′(1)
aus Abbildung 4.9 berechnet wird. Abbildung 4.17 zeigt die Wertetabellen der im Fol-
genden beschriebenen Schritte.
Nach der Initialisierung in Schritt 1, wird in Schritt 2 Knoten r bearbeitet. Ausgehend
von r sind die Knoten a2 bis a4 erreichbar. Da die von r ausgehenden Kanten nicht mit
Kosten versehen sind, werden die Absta¨nde da2, . . . , da4 auf 0 gesetzt. Als Vorga¨ngerkno-
ten auf dem bislang ku¨rzesten Weg wird bei allen drei Knoten jeweils r eingetragen. Die
erreichten Knoten werden am Ende der Schlange Q eingefu¨gt. Im 3.Schritt wird a2 aus
der Schlange entfernt. U¨ber den Knoten a2 ko¨nnen die Knoten b1 bis b3 sowie  erreicht
werden. Als Vorga¨ngerknoten aller vier Knoten wird a2 eingetragen. Außerdem werden
jeweils die Absta¨nde zu r berechnet. Der Wert d fu¨r den Knoten bi ergibt sich aus der
Summe da2 + ca2bi . In Schritt 4 werden die Nachfolger von Knoten a3 betrachtet. a3
besitzt 4 Nachfolgerknoten. Da die Wege von r u¨ber a3 nach b3 oder  nicht ku¨rzer als
die bereits gefundenen Wege von r u¨ber a2 nach b3 und  sind, werden nur die ku¨rzes-
ten Wege nach b1 und b2 aktualisiert. Da sowohl b1 als auch b2 bereits in der Schlange
enthalten sind, werden sie nicht erneut eingefu¨gt. Aus der Bearbeitung der Nachfolger
von a4 in Schritt 5 ergeben sich keine Verbesserungen der bislang gefundenen Wege. In
Schritt 6 werden die Nachfolger von Knoten b1 betrachtet. U¨ber die Kante (b1, a1) wird
nun erstmals Knoten a1 erreicht. Die Berechnung des Weges von r u¨ber b1 nach a1 ergibt
2−1, 5 = 0, 5. Bei der Bearbeitung von b2 in Schritt 7 wird schließlich auch ein Weg zur
Senke s ermittelt. Bei der anschließenden Bearbeitung von b3 und  in den Schritten 8
und 9 ergeben sich keine Verbesserungen. In Schritt 10 kann der Weg von r nach b2 u¨ber
a1 verku¨rzt werden. Dadurch wird b2 erneut in die Schlange eingefu¨gt. In den Schritten
11 und 12 werden die beiden letzten Elemente s und b2 abgearbeitet, ohne dass sich die
bereits ermittelten Werte vera¨ndern.
Der ku¨rzeste Weg von r nach s besitzt die La¨nge 3 und kann aus der Tabelle des letzten
Schritts ausgelesen werden (vgl. Abbildung 4.16). Er ergibt sich aus der Verknu¨pfung
der Vorga¨ngerbeziehungen. s← b2 ← a1 ← b1 ← a3 ← r.
d
p










Abbildung 4.16: Ablesen des ku¨rzesten Pfades
Der beschriebene Label-Correcting-Algorithmus berechnet die ku¨rzesten Verbindungen
von der Quelle r des Netzwerks zu allen anderen Knoten. Dabei wird ein spannender
Baum mit Wurzel r konstruiert, der diejenigen Kanten entha¨lt, welche die ku¨rzesten
Wege bilden (vgl. Abbildung 4.18). Die Suche nach dem ku¨rzesten Pfad ist jedoch nicht
a¨quivalent zu dem Aufbau eines minimalspannenden Baums. Ein minimalspannender
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d
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r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
1.  Initialisierung: Q={r}
d
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r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
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r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
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r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r








r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
5. Bearbeitung von a4: Q={b1,b2,b3,   }
0 0 0
r r r





r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
6. Bearbeitung von b1: Q={b2,b3,  ,a1}
0 0 0
r r r







r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
7. Bearbeitung von b2: Q={b3,  ,a1,s}
0 0 0
r r r







r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
8. Bearbeitung von b3: Q={  ,a1,s}
0 0 0
r r r








r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
9. Bearbeitung von   : Q={a1,s}
0 0 0
r r r







r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
10. Bearbeitung von a1: Q={s,b2}
0 0 0
r r r







r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
11. Bearbeitung von s: Q={b2}
0 0 0
r r r






r sa1 a2 a3 a4 b1 b2 b3 ɛ
0
r
12. Bearbeitung von b2: Q={}
0 0 0
r r r





Abbildung 4.17: Markierungen des Ku¨rzeste-Wege-Verfahrens. Die A¨nderungen des ak-
tuellen Schritts sind gelb hinterlegt. Die Menge Q bezeichnet den Inhalt
der Schlange.
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Baum minimiert die Summe der Kosten aller in dem Baum enthaltenen Kanten. Bei der
Suche nach dem ku¨rzesten Pfad wird hingegen fu¨r jeden Knoten i einzeln der ku¨rzeste
Weg von r nach i gesucht.
Aufwand des Busacker-Gowen-Verfahrens Der Aufwand des Busacker-Gowen-Ver-
fahrens la¨sst sich fu¨r einen Netzwerkgraphen mit |V | Knoten und |E| Kanten wie folgt
abscha¨tzen: Im Falle ganzzahliger Maximalkapazita¨ten werden maximal ω∗ Iterations-
schritte durchgefu¨hrt. Jeder Iterationsschritt besteht ho¨chstens aus jeweils einem Aufruf
der Prozeduren A und B. Die Prozedur A besitzt die gleiche Laufzeitkomplexita¨t wie
das Ku¨rzeste-Wege-Verfahren LC-Algorithmus A aus [NM02], das mit O(|V ||E|) ange-
geben wird. Es fallen maximal |V | − 1 Iterationsschritte mit Aufwand O(|E|) an, da
in jedem Iterationsschritt jede Kante des Netzwerks ho¨chstens einmal mit konstantem
Aufwand bearbeitet wird sowie der la¨ngste Weg in einem Netzwerk mit |V | Knoten auf
|V | − 1 Kanten beschra¨nkt ist. Der Aufwand der Flussvergro¨ßerung in Prozedur B ist
von der Zahl der Kanten abha¨ngig, da jede Kante maximal einmal mit konstantem Auf-
wand bearbeitet wird, und betra¨gt O(|E|). Insgesamt liegt die Laufzeitkomplexita¨t des
Busacker-Gowen-Algorithmus daher fu¨r allgemeine Netzwerkprobleme in O(|V ||E|ω∗).
Da die Flusssta¨rke ω∗ im allgemeinen Fall nicht von der Zahl der Kanten und Kno-
ten im Netzwerk abha¨ngt, handelt es sich bei dem Busacker-Gowen-Verfahren um ein
pseudopolynomielles Verfahren [NM02]. Bei Netzwerkgraphen, die nach obiger Vorschrift
konstruiert werden, la¨sst sich die Komplexita¨t jedoch als Funktion von n ausdru¨cken,
wobei n die Anzahl der Knoten auf der linken Seite des bipartiten Graphen bezeichnet:
ω∗ = n, |V | ≤ 2n + 3, und |E| ≤ n2 + 4n. Damit ergibt sich eine polynomielle Laufzeit
mit O(n4) als obere Schranke.
Ablesen der Korrespondenzen aus dem Vergleichsgraphen Nach Berechnung des
maximalen kostenminimalen Netzwerkflusses wird aus der Lo¨sung des Optimierungs-
problems eine zula¨ssige Zuordnung M abgelesen. In Hinblick auf die aktiven inneren
Kanten werden fu¨r jedes Modellelement ai aus A und bj aus B die folgenden Fa¨lle
unterschieden:
1. Die Kante (ai, bj) ist aktiv (siehe Abbildung 4.19)
Die Elemente ai und bj korrespondieren, es gilt (ai, bj) ∈ M . Die Gesamtkosten
der Zuordnung erho¨hen sich um c(ai, bj).
2. Die Kante (ai, ) ist aktiv.
Das Element ai aus Modell A ist ein Einzelelement. Die Gesamtkosten erho¨hen
sich um c(ai, ). Das Element ai wird bei der folgenden Ableitung der Differenzen
als gelo¨schtes Element interpretiert.
3. Die Kante (, bj) ist aktiv. Das Element bj aus Modell B ist ein Einzelelement.
Die Gesamtkosten erho¨hen sich um c(, bj). Das Element bj wird bei der folgenden
Ableitung der Differenzen als eingefu¨gtes Element interpretiert.
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Schritt 2 Schritt 3
Schritt 4 Schritt 6
Schritt 7 Schritt 10
Abbildung 4.18: Zwischenschritte des Ku¨rzeste-Wege-Verfahrens zu Beispiel 8: Die gru¨n
markierten Kanten bilden jeweils die bislang gefundenen ku¨rzesten We-
ge.
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Abbildung 4.19: Auslesen der Korrespondenzen aus dem Netzwerkfluss: Die Modellele-




















Abbildung 4.21: Auslesen der Korrespondenzen aus dem Netzwerkfluss: a2 wird gelo¨scht,
b3 wird erzeugt.
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Aufgrund der angegebenen Minimal- und Maximalkapazita¨ten wird sichergestellt, dass
jedes Modellelement genau zu einer inneren aktiven Kante inzident ist. Daher ist die
resultierende Zuordnung M eindeutig. Die Flusssta¨rke ω∗ = n stellt sicher, dass fu¨r
jedes Element entschieden wird, ob es sich um ein Korrespondenzelement oder ein Ein-
zelelement handelt. Dadurch werden alle Kosten der Zuordnung beru¨cksichtigt. Bei der
Konstruktion des Netzwerkgraphen werden die Elemente des gro¨ßeren Modells auf der
linken Seite des bipartiten Graphen angeordnet. Die Kapazita¨t der Kante (, s) = n−m
verursacht, dass n−m Elemente aus Modell A gelo¨scht werden (siehe Abbildung 4.20).
Werden in Modell A mehr als n−m Einzelelemente identifiziert, muss fu¨r jedes weitere
Element auch ein Element aus B erzeugt werden (siehe Abbildung 4.21), da nach Aus-
lastung der Kante (, s) jede weitere Einheit u¨ber eine Kante (, bj) transportiert werden
muss. Weitere Details zur technischen Umsetzung folgen in Abschnitt 5.3.2, nachdem
das verwendete Korrespondenzmodell eingefu¨hrt wurde.
Nachdem der Aufbau eines Vergleichsgraphen, die Lo¨sung des Netzwerkflussproblems
und das Ablesen der Zuordnung auf allgemeiner Ebene behandelt wurden, wird im na¨chs-
ten Abschnitt darauf eingegangen, welche Untergraphen fu¨r den Vergleichsgraphen im
Fall von Klassendiagrammen erstellt werden.
Die Untergraphen des Vergleichsgraphen Fu¨r den Vergleichsgraphen auf Klassen-
ebene mu¨ssen die abgescha¨tzten Kosten fu¨r die inneren Kanten ermittelt werden. Die
Kosten fu¨r das Lo¨schen und Erzeugen von Klassen ko¨nnen direkt abgescha¨tzt und an
die entsprechenden Kanten ai →  bzw.  → bj als Bewertung eingetragen werden.
Die Kostenbewertungen der Kanten ai → bj werden aufwa¨ndiger ermittelt: Fu¨r jede
Kante, die einer Zuordnung zweier Klassen entspricht, werden Untergraphen fu¨r die Zu-
ordnungen der Attribute, Methoden und Assoziationen erstellt (siehe Abbildung 4.22).
Fu¨r die Assoziationen werden getrennte Untergraphen fu¨r eingehende und ausgehen-
de Assoziationen gebildet, da jeweils nur gleichgerichtete Assoziationen korrespondieren
ko¨nnen. Beim Vergleich zweier Assoziationen werden fu¨r die abgescha¨tzten Kosten nur
die Eigenschaften der Assoziationen (Name, Multiplizita¨ten etc.) verglichen, da nicht
bekannt ist, auf welche Klassen die Enden der Assoziationen zugeordnet werden. Die
Kostenbewertung der Verbingungskante zweier Klassenknoten ergibt sich dann aus der
Summe der Kosten der Zuordnungen der Unterelemente der Klassen und den Kosten
fu¨r die Zuordnung der Klassen selbst. Letztere beinhalten die Kosten fu¨r die A¨nderung
von Klasseneigenschaften, wie z. B. den Namen, sowie die abgescha¨tzten Kosten fu¨r die
Zuordnung von Vererbungsbeziehungen. Da eine Vererbungskante außer Quelle und Ziel
keine weiteren Eigenschaften besitzt, wird lediglich die Anzahl der Vererbungskanten
jeder Klasse miteinander verglichen. Daraus ergibt sich die Abscha¨tzung, wieviele Verer-
bungskanten mindestens gelo¨scht oder erzeugt werden mu¨ssen. Nachdem die Unterpro-
bleme mit dem Busacker-Gowen-Verfahren gelo¨st sind, stehen die Kosten der Kanten
auf Klassenebene fest, so dass dann auch die Zuordnung auf Klassenebene mit dem
Busacker-Gowen-Verfahren bestimmt werden kann.
Dass nicht fu¨r jedes Paar von Klassen alle Untergraphen erstellt werden mu¨ssen, de-
monstriert das folgende Beispiel.
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Abbildung 4.22: Unterprobleme einer Korrespondenzkante
Beispiel 9 (Korrespondenzberechnung auf Klassendiagrammen). Fu¨r die Modelle A
(Abbildung 4.4) und B (Abbildung 4.5) des Bestellsystems aus Beispiel 6 soll nun
eine Zuordnung aller Elemente bestimmt werden. Da das Modell A weniger Klassen
als das Modell B besitzt, wird der Graph mit vertauschten Rollen von A und B kon-
struiert. Der Vergleichsgraph auf Klassenebene entspricht dem in Abbildung 4.6, wobei
die Modellelemente a1, . . . , a4 auf der linken Seite des bipartiten Graphen den Klassen
PurchaseOrder, Address, Item und USAddress des Modells B entsprechen. Die Modell-
elemente b1, . . . , b3 entsprechen den Klassen PurchaseOrder, USAddress und Item des
Modells A. Die durch das Verfahren berechnete Zuordnung der Klassen und ihrer Unter-
elemente la¨sst sich aus Listing 4.1 entnehmen, das eine Auflistung aller aktiven Kanten
des Vergleichsgraphen und dessen Untergraphen mit zugeho¨rigen Kosten entha¨lt. Aus
dem Listing ist auch ablesbar, welche Untergraphen jeweils erstellt wurden. Fu¨r den
Vergleich der Klassen PurchaseOrder und PurchaseOrder wurden Untergraphen fu¨r
ausgehende Assoziationen sowie fu¨r Attribute erstellt. Die Untergraphen fu¨r eingehen-
de Assoziationen und Methoden werden fu¨r den Vergleich dieser beiden Klassen nicht
beno¨tigt, da beide Klassen weder eingehende Assoziationen noch Methoden besitzen.
Listing 4.1: Aktive Kanten des Vergleichsgraphen zu Beispiel 9. Im Gegensatz zu Bei-
spiel 9 wurde fu¨r den Zeichenkettenvergleich hier nicht das LCS-Verfahren,
sondern das Levenshtein-Verfahren angewandt.
Gesamtkosten ( ECVerfahren ( Levenshte in ) ) : 8 .222222222222221
Matching :
PurchaseOrder − PurchaseOrder ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching :
shipTo − shipTo ( 0 .0 )
b i l l T o − b i l l T o ( 0 .0 )
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i tems − i tems ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching :
comment − comment ( 0 .0 )
orderDate − orderDate ( 0 . 0 )
Address − USAddress ( 3.2222222222222223 )
In Re fe renzen ( 0 .0 )
Matching :
shipTo − shipTo ( 0 .0 )
b i l l T o − b i l l T o ( 0 .0 )
Attr ibut ( 2 . 0 )
Matching :
name − name ( 0 .0 )
s t r e e t − s t r e e t ( 0 . 0 )
c i t y − c i t y ( 0 . 0 )
e − s t a t e ( 2 .0 )
z ip − z ip ( 0 . 0 )
country − country ( 0 .0 )
Item − Item ( 0 .0 )
In Re fe renzen ( 0 .0 )
Matching :
i tems − i tems ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching :
productName − productName ( 0 .0 )
quant i ty − quant i ty ( 0 . 0 )
USPrice − USPrice ( 0 . 0 )
comment − comment ( 0 .0 )
shipDate − shipDate ( 0 . 0 )
partNum − partNum ( 0 .0 )
USAddress − e ( 5 . 0 )
Attr ibut ( 2 . 0 )
Matching :
s t a t e − e ( 2 . 0 )
Aus der Zuordnung la¨sst sich ablesen, dass die Klasse USAddress aus Modell B neu
eingefu¨gt wurde. Dabei entstehen gescha¨tzte Kosten in Ho¨he von 5, von denen 2 auf
das Einfu¨gen der Klasse selbst, 1 auf das Einfu¨gen der Vererbungskante und 2 auf das
Einfu¨gen des Attributs state zuru¨ckzufu¨hren sind. Die Klasse USAddress wurde in
Address umbenannt (Kosten in Ho¨he von 0,2222222222222223) und das Attribut state
wurde entfernt (Kosten in Ho¨he von 2). Damit ergeben sich Gesamtkosten in Ho¨he
von 8,2222222222222223 mit einem Anteil an kontextunabha¨ngigen Kosten in Ho¨he von
6,2222222222222223. Abbildung 4.23 zeigt das Ergebnis des Vergleichs, wie es im EMF
Compare UI Editor des Rahmenwerks angezeigt wird. Die verglichenen Modelle werden
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Abbildung 4.23: Ergebnis des ECVerfahrens beim Vergleich der Modelle aus den Abbil-
dungen 4.4 und 4.5
im unteren Teil des Fensters in einer Baumsicht gegenu¨bergestellt, wobei erzeugte Ele-
mente gru¨n, gelo¨schte Elemente rot und gea¨nderte Elemente blau markiert sind. In der
Anzeige von EMF Compare gelten Unterelemente von gelo¨schten Elementen ebenfalls
als gelo¨scht, werden aber nicht mehr extra mit einer roten Markierung als gelo¨scht ge-
kennzeichnet. Analog gelten auch Unterelemente von erzeugten Elementen als ebenfalls
einfu¨gt, obwohl sie nicht gru¨n markiert werden. Der obere Teil des Fensters entha¨lt eine
textuelle Beschreibung der Unterschiede. Fu¨r eine genauere Beschreibung dieser Sicht
wird auf Abschnitt 5.4.3 verwiesen.
Repra¨sentierung des Vergleichsgraphen in der Implementierung
Der Vergleichsgraph wird in der Implementierung durch eine Instanz der Klasse Graph
repra¨sentiert (siehe Abbildung 4.24). Eine erste Version des Vergleichsgraphen wurde
von Diana Rausch im Rahmen ihrer Zulassungsarbeit [Rau08] entwickelt. Das Attribut
typ beschreibt die Ebene des Graphen, z. B. Klassenebene oder Attributebene. Der
boolesche Wert istGedreht gibt an, ob der Graph in Bezug auf seinen Vatergraphen
gedreht ist. Die Gesamtkosten, die sich nach Lo¨sung des Netzwerkflussproblems ergeben,
werden im Attribut kosten gespeichert. Ein Graph besitzt eine Liste von Knoten, die
u¨ber ihre id charakterisiert werden. Die ids entsprechen den Knotennummern im darge-
stellten Busacker-Gowen-Verfahren. Positive Knotennummern gewa¨hrleisten die Unter-
scheidbarkeit der Markierungen i und −i in Algorithmus 1, Prozedur A. Mit Ausnahme
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Abbildung 4.24: Modell eines Vergleichsgraphen
der Grundknoten fu¨r die Quelle, die Senke sowie den Epsilon-Knoten repra¨sentieren die
Knoten jeweils ein Diagrammelement, auf das u¨ber die Referenz inhalt verwiesen wird.
Um den Graphen in Flussrichtung von der Senke zur Quelle traversieren zu ko¨nnen,
besitzt jeder Knoten eine Liste der Kanten, die von dem Knoten ausgehen. Die Kante
selbst kennt ihren Quell- und Zielknoten und besitzt eine Reihe von Eigenschaften, die
fu¨r das Lo¨sen des Netzwerkflussproblems beno¨tigt werden: Die minimale und maximale
Kapazita¨t, die Anzahl transportierter Einheiten und die Kosten, die je transportierter
Einheit anfallen. Um den hierarchischen Aufbau der Vergleichsgraphen zu modellieren,
kann einer Kante Untergraphen angeheftet werden, die wiederum Instanzen der Klas-
se Graph darstellen. Fu¨r die Durchfu¨hrung des Busacker-Gowen-Verfahrens mit dem
Label-Correcting-Verfahren zur Berechnung der ku¨rzesten Wege werden fu¨r jeden Kno-
ten noch zwei weitere Listen beno¨tigt: Die unvera¨nderliche Menge der Nachfolgerknoten
im Netzwerkgraphen (S(i)) und die variierende Menge der markierbaren Nachfolgerkno-
ten (M(i)) im Inkrementnetzwerk des Busacker-Gowen-Verfahrens.
4.2.6 Zusammenhang des relaxierten und des urspru¨nglichen
Optimierungsproblems
Die Lo¨sung des relaxierten Problems (Optimierungsproblem 2) stellt in jedem Fall eine
zula¨ssige Lo¨sung fu¨r das Originalproblem (Optimierungsproblem 1) dar. Sei M die Zu-
ordnung, die durch die optimale Lo¨sung des relaxierten Problems mit den abgescha¨tzten
kontextabha¨ngigen Kosten ermittelt wurde. Da nun bekannt ist, welche Klassen kor-
respondieren, ko¨nnen die Kosten dieser Zuordnung exakt berechnet werden C(M)∗real.
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Da die Kosten durch eine untere Schranke abgescha¨tzt wurden, folgt aus Gleichung 4.1
(S. 80) und Ungleichung 4.10 (S. 89) sicher Ungleichung 4.15.
C(M)∗real ≥ C(M)∗lb (4.15)
Falls die tatsa¨chlichen Kosten der Zuordnung mit den abgescha¨tzten Kosten der Zuord-
nung u¨bereinstimmen, ist die optimale Lo¨sung des relaxierten Optimierungsproblems




Die Gleichung 4.16 liefert ein hinreichendes Optimalita¨tskriterium. Dieses Kriterium ist
jedoch nicht notwendig, da die tatsa¨chlichen Kosten der berechneten optimalen Lo¨sung
fu¨r das relaxierte Problem ho¨her als die berechneten Mindestkosten sein ko¨nnen. In
diesem Fall (Ungleichung 4.17) ist nicht bekannt, ob die ermittelte Lo¨sung fu¨r das ur-




Fu¨r kleine Beispiele kann die Optimalita¨t der Ergebnisse mit Hilfe der Brute-Force-
Implementierung u¨berpru¨ft werden. Auf die Fragen, wie oft mit dem Verfahren die op-
timalen Kosten erreicht werden und wie weit die Kosten im Fall einer nicht optimalen
Lo¨sung von den optimalen Kosten abweichen, wird im Rahmen der Evaluierung in Ka-
pitel 6 eingegangen.
Beispiel 10 (Tatsa¨chliche Kosten des Beispiels 9). Listing 4.2 zeigt die berechneten
tatsa¨chlichen Kosten der Zuordnung, die in Beispiel 9 mit dem ECVerfahren bestimmt
wurde. Das mehrfache Auftreten der Untergraphen vom Typ Out Referenzen ist darauf
zuru¨ckzufu¨hren, dass Assoziationen nur dann korrespondieren ko¨nnen, falls beide Asso-
ziationsenden identisch sind. Da die Klasse PurchaseOrder ausgehende Assoziationen
zu zwei verschiedenen Unterklassen besitzt, werden auch zwei Unterprobleme gelo¨st. Die
tatsa¨chlichen Kosten der gefundenen Lo¨sung sind mit den gescha¨tzten Kosten identisch.
Das hinreichende Optimalita¨tskriterium ist in diesem Fall erfu¨llt.
Listing 4.2: Aktive Kanten des Vergleichsgraphens zu Beispiel 9
Gesamtkosten ( Tat s a¨ ch l i che Kosten ) : 8 .222222222222221
Matching :
PurchaseOrder − PurchaseOrder ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching :
comment − comment ( 0 .0 )
orderDate − orderDate ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching :
i tems − i tems ( 0 .0 )
Out Referenzen ( 0 .0 )
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Matching :
shipTo − shipTo ( 0 .0 )
b i l l T o − b i l l T o ( 0 .0 )
Address − USAddress ( 3.2222222222222223 )
In Re fe renzen ( 0 .0 )
Matching :
shipTo − shipTo ( 0 .0 )
b i l l T o − b i l l T o ( 0 .0 )
Attr ibut ( 2 . 0 )
Matching :
name − name ( 0 .0 )
s t r e e t − s t r e e t ( 0 . 0 )
c i t y − c i t y ( 0 . 0 )
e − s t a t e ( 2 .0 )
z ip − z ip ( 0 . 0 )
country − country ( 0 .0 )
Item − Item ( 0 .0 )
In Re fe renzen ( 0 .0 )
Matching :
i tems − i tems ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching :
productName − productName ( 0 .0 )
quant i ty − quant i ty ( 0 . 0 )
USPrice − USPrice ( 0 . 0 )
comment − comment ( 0 .0 )
shipDate − shipDate ( 0 . 0 )
partNum − partNum ( 0 .0 )
USAddress − e ( 5 . 0 )
Attr ibut ( 2 . 0 )
Matching :
s t a t e − e ( 2 . 0 )
Wahl des Ku¨rzeste-Wege-Verfahrens Das Verfahren von Busacker und Gowen mit
dem darin eingebundenen Label-Correcting-Verfahren A wurde von Diana Rausch im
Rahmen ihrer Zulassungsarbeit [Rau08] implementiert. Das gewa¨hlte Verfahren zur
Berechnung der ku¨rzesten Wege kann durch ein anderes geeignetes Ku¨rzeste-Wege-
Verfahren, z. B. das Verfahren von Dijkstra [Dij59] ersetzt werden. Dieses Verfahren
setzt in seiner urspru¨nglichen Form voraus, dass alle Kantenbewertungen des Netzwerkes
nichtnegativ sind. Dies ist zwar im Inkrementnetzwerk N(0) erfu¨llt, in den nachfolgen-
den Inkrementnetzwerken sind jedoch die Ru¨ckwa¨rtskanten mit negativen Kosten ver-
sehen. In [Gal87] bietet eine abgewandelte Form des Verfahrens eine Lo¨sung fu¨r dieses
Problem: Das Inkrementnetzwerk wird vor der Ku¨rzeste-Wege-Bestimmung jeweils in
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ein Netzwerk mit ausschließlich positiven Kantenbewertungen transformiert. Mit die-
sem Dijkstra-Verfahren ließe sich bei unserem Netzwerkgraphen der Aufwand fu¨r das
Ku¨rzeste-Wege-Verfahren im Vergleich zum Label-Correcting-Verfahren A von O(n3)
auf O(n2) reduzieren. Dies bewirkt eine Reduktion des Gesamtaufwands des Busacker-
Gowen-Verfahrens auf O(n3), was eine signifikante Verbesserung darstellt.
Wahl des Lo¨sungsverfahrens fu¨r das Netzwerkflussproblem Das Busacker-Gowen-
Verfahren, das hier als Lo¨sungsverfahren fu¨r das Optimierungsproblem 2 auf dem von uns
konstruierten Netzwerkgraphen verwendet wird, kann auch durch ein anderes Verfahren
ersetzt werden. Argumente fu¨r den Austausch ko¨nnten auf der einen Seite die Aussicht
auf andere Ergebnisse sowie auf der anderen Seite die Erwartung ku¨rzerer Laufzeiten
sein.
Die Lo¨sung, die vom Busacker-Gowen-Verfahren berechnet wird, ist fu¨r das Opti-
mierungsproblem 2 optimal. Ein anderes Verfahren ko¨nnte lediglich im Falle mehrerer
optimaler Lo¨sungen zu einer anderen minimalen Lo¨sung fu¨hren. Da diese optimalen
Lo¨sungen zwar die gleichen abgescha¨tzten Kosten besitzen, sich die realen Kosten der
Lo¨sungen jedoch unterscheiden ko¨nnen, kann sich das auf die Qualita¨t des Ergebnisses
auswirken. Ausgehend von einer optimalen Lo¨sung des Optimierungsproblems 2 ist es
leider nicht mo¨glich, mit vertretbarem Aufwand die anderen optimalen Lo¨sungen zu be-
stimmen. Dazu mu¨ssten na¨mlich auf dem Netzwerkgraphen mit maximaler Flusssta¨rke
alle kostenneutralen Zyklen bestimmt werden.
Inwieweit das Optimierungsproblem mit einem anderen Verfahren in der Praxis schnel-
ler gelo¨st werden kann, wurde noch nicht u¨berpru¨ft, da bei der Arbeit bislang die Qualita¨t
der berechneten Korrespondenzen im Vordergrund stand. Bislang ist mir jedoch noch
kein Verfahren bekannt, das auf den angegebenen Vergleichsgraphen anwendbar ist und
eine geringere Komplexita¨t als O(n3) besitzt.
4.2.7 Einfu¨hrung von Schwellenwerten
Die Zuordnung kann nicht nur u¨ber die Gestaltung der Kostenfunktion, sondern auch
u¨ber zusa¨tzliche Schwellenwerte gesteuert werden, die auf dem Netzwerkgraphen mit
den abgescha¨tzten Kosten eingesetzt werden ko¨nnen. Auf diese Weise ko¨nnen weite-
re Kriterien in die Gewichtung der Kanten einfließen. Ist man zum Beispiel an einem
Edierskript mit minimalen Kosten interessiert, so ist die A¨nderung eines Modellelements
kostengu¨nstiger, als das Quellelement zu lo¨schen und das Zielelement einzufu¨gen. Sind
die Modellelemente jedoch nicht hinreichend a¨hnlich, so kann es fu¨r den Benutzer intui-
tiver sein, eine Zuordnung zu vermeiden, da der Benutzer die Differenz nicht (nur) auf
der Ebene von Elementaroperationen bildet. Solche aus Sicht des Nutzers nicht ange-
messenen Zuordnungen lassen sich u¨ber eine geeignete Festlegung von Schwellenwerten
ausschließen.
Dabei wurden zwei verschiedene Arten von Schwellenwerten fu¨r das ECVerfahren
umgesetzt:
1. Erho¨hung einzelner Kantengewichte Die Zuordnung der Elemente a und b
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kann dadurch erschwert werden, dass das Kantengewicht c(a, b) erho¨ht wird. Seien
clb(a, b) die abgescha¨tzten Kosten der Zuordnung (a, b) und c+(a, b) > clb(a, b)
das erho¨hte Kantengewicht. Solange c+(a, b) ≤ c(a, ) + c(, b) gilt, ist es dennoch
mo¨glich, dass die Kante von dem Lo¨sungsverfahren als Teil der optimalen Lo¨sung
ausgewa¨hlt wird. Sobald das Lo¨schen von a und Erzeugen von b gu¨nstiger ist als die
Transformation von a in b, wird u¨ber die Kante (a, b) sicher kein Fluss transportiert
werden.
2. Entfernen einzelner Kanten aus dem Netzwerkgraphen Soll eine Zuord-
nung definitiv verhindert werden, was dem Fall c+(a, b) > c(a, ) + c(, b) ent-
spricht, empfiehlt es sich, die Kante (a, b) einfach aus dem Netzwerkgraphen zu
entfernen. Dies reduziert den Aufwand des Lo¨sungsverfahrens fu¨r die Suche eines
kostenminimalen, maximalen Flusses.
Zu beachten ist, dass sich durch beide Varianten die Gesamtkosten des kostenminima-
len, maximalen Netzwerkflusses erho¨hen ko¨nnen. Insbesondere bei dem aufwa¨ndigen
BFVerfahren kann es sinnvoll sein, bestimmte Zuordnungen im Vorhinein auszuschlie-
ßen.
Beispiel 11 (Schwellenwerte). Die Abbildungen 4.25 und 4.26 zeigen zwei Versionen
eines Klassendiagramms zur Modellierung einer Autovermietung. Ohne den Einsatz
von Schwellenwerten werden die Klassen durch das ECVerfahren (Stringvergleich LCS)
wie folgt zugeordnet: M1 = {(Agent, Agent), (Person, Person), (Client, Client),
(Vehicle, Vehicle), (Contract, ReservationContract), (EDate, Contract)}, UA = ∅,
UB = {Car, Bus}. Dabei zeigt sich eine Sta¨rke des Verfahrens im Gegensatz zu ande-
ren Verfahren, die korrespondierende Elemente u¨ber Namen identifizieren: Obwohl die
Namen der Klassen Contract aus Modell A und B identisch sind, werden sie nicht als
korrespondierend identifiziert, da die strukturellen Unterschiede zu groß sind. Da das
Verfahren jedoch so viele Korrespondenzen wie mo¨glich identifiziert, um den Edierkos-
tenabstand gering zu halten, werden die Klassen EDate und Contract als korrespondie-
rende Klassen identifiziert, was nicht erwu¨nscht ist. Fu¨r die Kosten gilt:
c(EDate, ) = 2 + 3*2 (Attribute) = 8
c(, Contract) = 2 + 2 (Attribut) + 3*2 (Methoden) + 1 (Vererbungsbeziehung)= 11
c(EDate, Contract) = 11
13
(Namensa¨nderung) + 0,5 (A¨ndern von istAbstrakt) + 7
9
(Namensa¨nderung year → resNo) + 3*2 (Methoden) + 1 (Vererbungsbeziehung) ≈
9,12
Damit ist die Korrespondenz (EDate, Contract) gu¨nstiger als das Lo¨schen von EDate
und Erzeugen von Contract. Da diese Korrespondenz fu¨r den Benutzer nicht intuitiv
ist, kann durch eine Schwellenwertregel verhindert werden, dass solch unterschiedliche
Klassen korrespondieren. Dies wird z. B. mit folgender Regel erreicht:
Falls die Namen der Klassen a und b nicht u¨bereinstimmen und fu¨r die kon-
textunabha¨ngigen Kosten cfix(a, b) ≥ min(cfix(a, ), cfix(, b)) gilt, wird die
Kante (a, b) aus dem Graphen entfernt.
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Da cfix(EDate, Contract) ≈ 8,12 > min(8,10) wird die Kante (EDate, Contract) aus
dem Netzwerkgraphen entfernt und es ergibt sich die Zuordnung M2 = {(Agent, Agent),
(Person, Person), (Client, Client), (Vehicle, Vehicle), (Contract, Reservation-
Contract)}, UA = {EDate}, UB = {Car, Bus, Contract}. Der Differenzbericht des
ECVerfahrens sowie die Ergebnisse des EMF Verfahrens fu¨r das gleiche Beispiel sind
in Anhang A.3.1 abgebildet. Das ECVerfahren erkennt dabei auch die Umwandlung der
unidirektionalen Assoziationen hasArranged/arrangedBy und has/ownedBy aus Modell
A in bidirektionale Assoziationen des Modells B.
Abbildung 4.25: Modell A zu Beispiel 11
Abbildung 4.26: Modell B zu Beispiel 11
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4.2.8 Zusammenfassung des ECVerfahrens
Die Schritte des ECVerfahrens zur Korrespondenzberechnung auf Klassendiagrammen
lassen sich wie folgt zusammenfassen:
1. Konstruktion des Netzwerkgraphen N
Fu¨r die Zuordnungsmo¨glichkeiten der Klassen wird ein Netzwerkgraph auf Klas-
senebene, wie in Abschnitt 4.2.4 beschrieben, zuna¨chst ohne Kostenbewertungen
konstruiert. Die Kostenbewertung einer Kante, die einer Zuordnung zweier Klassen
entspricht, ergibt sich aus den Kosten fu¨r die Zuordnung der Klassen selbst sowie
den Kosten der Zuordnung ihrer Vererbungsbeziehungen, Assoziationen, Attribute
und Methoden. Dafu¨r werden kleinere Optimierungsprobleme auf Untergraphen
der Kante fu¨r die Zuordnung der Attribute, Methoden sowie fu¨r eingehende und
ausgehende Assoziationen gelo¨st. Fu¨r die Bestimmung der Kosten der Kanten fu¨r
das Einfu¨gen bzw. Lo¨schen von Klassen wird hingegen kein zusa¨tzliches Optimie-
rungsproblem beno¨tigt, da diese direkt abgescha¨tzt werden ko¨nnen.
2. Wahlweise Anwendung von Schwellenwerten
Bei Bedarf ko¨nnen die Kosten einzelner Kanten durch die Anwendung von Schwel-
lenwertregeln erho¨ht werden (vgl. Abschnitt 4.2.7).
3. Bestimmung eines kostenminimalen maximalen Flusses auf N
Mit dem Busacker-Gowen-Verfahren, das in Algorithmus 1 beschrieben ist, wird
ein kostenminimaler maximaler Fluss mit Kosten C∗lb bestimmt, der eine optimale
Lo¨sung des relaxierten Problems (Optimierungsproblem 2) darstellt.
4. Ablesen der Korrespondenzen
Die bestimmte Zuordnung der Klassen la¨sst sich aus den aktiven Kanten des Netz-
werkgraphen auf Klassenebene ablesen (vgl. Abschnitt 4.2.5). Die Zuordnungen der
Attribute und Methoden ergeben sich analog aus den aktiven Kanten der Unter-
graphen der aktiven Kanten auf Klassenebene. Da nun alle Kontextinformationen
vorliegen, ko¨nnen die Zuordnungen der Assoziationen und Vererbungsbeziehungs-
kanten ermittelt werden. Fu¨r die Assoziationen werden dabei wieder Unterproble-
me erzeugt, wobei diesmal nicht nur in eingehende und ausgehende Assoziationen
sondern auch in Hinblick auf die unterschiedlichen Assoziationsenden differenziert
wird. Dabei werden auch die tatsa¨chlichen Kosten C∗real berechnet.
5. U¨berpru¨fung des hinreichenden Optimalita¨tskriteriums
Falls C∗real = C
∗
lb gilt, ist die optimale Lo¨sung des relaxierten Optimierungsproblems
2 auch eine optimale Lo¨sung des urspru¨nglichen Optimierungsproblems 1 (vgl.
Abschnitt 4.2.6).
4.2.9 Bewertung und Abgrenzung zu verwandten Arbeiten
In diesem Abschnitt wurde ein Verfahren zum Vergleich von Klassendiagrammen vorge-
stellt, das unabha¨ngig von eindeutigen Objektbezeichnern oder eindeutigen Namen die
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Korrespondenzen auf Basis eines strukturellen Vergleichs bildet. Die Berechnung der kor-
respondierenden Modellelemente wird dabei als Optimierungsproblem interpretiert, un-
ter Vorgabe der Kostenbewertung der elementaren Edieroperationen eine kostenminima-
le Zuordnung zu bestimmen. Das Kostenmodell ist im Rahmen der Metrik-Konformita¨t
konfigurierbar.
Da die exakte Lo¨sung des Optimierungsproblems aufgrund der Abha¨ngigkeiten der
Klassen untereinander nicht mit einem polynomiellen Verfahren berechenbar ist, wur-
de ein Verfahren mit abgescha¨tzten Kosten, das ECVerfahren, entwickelt. Dies trennt
die Kosten in kontextunabha¨ngige und kontextabha¨ngige Kosten und verwendet fu¨r
die Abscha¨tzung der kontextabha¨ngigen Kosten, die Zuordnung der Assoziationen und
Vererbungskanten, eine untere Schranke. Damit reduziert sich die Komplexita¨t. Das re-
laxierte Optimierungsproblem wird auf ein Netzwerkflussproblem u¨bertragen, das mit
einem Algorithmus aus der Graphentheorie, z. B. dem Verfahren von Busacker und
Gowen, gelo¨st werden kann. Mit den in Abschnitt 4.2.6 vorgeschlagenen A¨nderungen
liegt der Aufwand fu¨r die Lo¨sung des Netzwerkflussproblems auf Klassenebene in O(n3).
Fu¨r die ausgewa¨hlte Zuordnung lassen sich nun, da alle Klassenkorrespondenzen fest-
gelegt sind, die tatsa¨chlichen kontextabha¨ngigen Kosten der Zuordnung ermitteln. Da
das Verfahren, um die Komplexita¨t zu reduzieren, eine optimale Lo¨sung fu¨r ein relaxier-
tes Optimierungsproblem mit abgescha¨tzten kontextabha¨ngigen Kosten berechnet, muss
die bestimmte Lo¨sung nicht in allen Fa¨llen fu¨r das urspru¨ngliche Optimierungsproblem
optimal sein. Da jedoch mit einer unteren Schranke der kontextabha¨ngigen Kosten gear-
beitet wurde, kann ein hinreichendes Optimalita¨tskriterium abgeleitet werden, das auch
ohne großen Aufwand u¨berpru¨ft werden kann. Falls die tatsa¨chlichen Gesamtkosten der
Zuordnung die vorher abgescha¨tzten Gesamtkosten nicht u¨bersteigen, ist garantiert, dass
die Lo¨sung des relaxierten Problems auch fu¨r das urspru¨ngliche Problem optimal ist. Die
mo¨gliche Definition von Schwellenwertregeln erlaubt ein nachtra¨gliches Eingreifen in das
Kostenmodell.
Die Edieroperationen des ECVerfahrens sind anders als bei den in Kapitel 2 beschrie-
benen Tree-To-Tree-Correction Verfahren auf Klassendiagramme abgestimmt und um-
fassen sowohl A¨nderungen an Kanten als auch Knoten. A¨hnlich wie in dem in [Zha93]
beschriebenen Baumvergleichsverfahren wird das Zuordnungsproblem auf ein Netzwerk-
flussproblem u¨bertragen, jedoch entha¨lt der eigene Ansatz zusa¨tzliche Kanten zwischen
dem -Knoten und den Knoten der rechten Seite des bipartiten Graphen. Von den
Ansa¨tzen von Bunke, Riesen und Neuhaus in [RNB07] und [NRB06] unterscheidet sich
der eigene Ansatz nicht nur durch die andere Lo¨sungsstrategie, sondern meines Erach-
tens von Grund auf durch die Verwendung eines unterschiedlichen Graph-Edit-Modells,
das Kantenoperationen anders behandelt. Wie das Verfahren fu¨r den Vergleich von Ar-
chitektursichten aus [AAAN+06], das jedoch auch wieder eine andere Menge an Edier-
operationen betrachtet, wird das Klassendiagramm zuna¨chst auf hierarchische Ba¨ume
abgebildet. Die Querverbindungen werden im ECVerfahren jedoch u¨ber abgescha¨tzte
Kosten beru¨cksichtigt. In beiden Verfahren, dem Verfahren aus [AAAN+06] ebenso wie
in dem ECVerfahren, ist die exakte Zuordnung der Querverbindungen bzw. Assoziatio-
nen erst nach Zuordnung der Knoten der Baumhierarchie bzw. Klassen mo¨glich.
Das ECVerfahren arbeitet nicht landmarkenbasiert, sondern revidiert auf der Suche
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nach einer globalen Lo¨sung gegebenenfalls vorher lokal getroffene Teilentscheidungen
wieder, wodurch es sich von den Ansa¨tzen [KWN05, XS05, BP08] abgrenzt. Das Ver-
fahren unterscheidet sich weiterhin von allen in Kapitel 3 vorgestellten heuristischen
Verfahren darin, dass ein objektives Qualita¨tskriterium, die Edierkosten der berechneten
Zuordnung, existiert, mit dem beurteilt werden kann, wie gut das Verfahren die vorgege-
benen Ziele erreicht. Falls die berechneten kostenoptimalen Lo¨sungen den Erwartungen
des Anwenders besser als die a¨hnlichkeitsbasierten Lo¨sungen entsprechen, ko¨nnte der so
berechnete Abstand zwischen zwei Klassendiagrammen als Referenzmaßstab fu¨r andere
heuristische Verfahren herangezogen werden.
4.3 Korrespondenzberechnungsverfahren basierend auf
A¨hnlichkeiten
Alternativ zu dem edierkostenbasierten Verfahren wurde ein weiteres heuristisch aus-
gerichtetes Verfahren entwickelt, das die Korrespondenzen auf Basis von A¨hnlichkeiten
bestimmt und damit eine geringere Komplexita¨t auf Klassenebene erreicht. Bei dem
zweiten Verfahren stehen somit nicht die Unterschiede in Form von Edierkosten, son-
dern die A¨hnlichkeiten im Fokus. Ziel des Verfahrens ist es, eine Zuordnung mit einer
mo¨glichst großen Gesamta¨hnlichkeit zu finden, wobei die A¨hnlichkeitswerte aller korre-
spondierenden Elemente summiert werden und A¨hnlichkeitswerte von Einzelelementen




sim(i, j), (i, j) ∈ A×B (4.18)
Da die A¨hnlichkeiten der Klassen durch die A¨hnlichkeiten ihrer Unterelemente mitbe-
stimmt werden, werden die Korrespondenzen ebenfalls in einem zweistufigen Ansatz
ermittelt. Zur Auswahl der korrespondierenden Elemente wird bei diesem Verfahren
kein Optimierungsverfahren, sondern eine heuristische Greedy-Strategie verwendet. Das
Verfahren besteht aus zwei Phasen:
1. Berechnung der A¨hnlichkeiten Fu¨r jede mo¨gliche Korrespondenz, d. h. fu¨r
jedes Paar (i, j) mit i ∈ A, j ∈ B, wird ein A¨hnlichkeitswert im Intervall [0, 1]
bestimmt. Der Extremwert 1 besagt, dass die beiden Elemente in Hinblick auf alle
Kriterien u¨bereinstimmen. Die A¨hnlichkeitswerte bilden eine A¨hnlichkeitsmatrix,
die im Folgenden auch als Vergleichsmatrix bezeichnet wird. In Abschnitt 4.3.1
wird dargestellt, wie die Vergleichswerte ermittelt werden.
2. Auswahl der Zuordnung Aus der berechneten A¨hnlichkeitsmatrix werden die
korrespondierenden Elementpaare ausgelesen. Ein solches Auswahlverfahren wird
in Abschnitt 4.3.2 beschrieben.
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4.3.1 Berechnung der A¨hnlichkeiten
Die A¨hnlichkeit zweier Elemente wird durch die A¨hnlichkeiten ihrer Eigenschaften so-
wie die A¨hnlichkeiten ihrer Unterelemente bestimmt. Daher wird der A¨hnlichkeitswert
als gewichtete Summe der A¨hnlichkeitswerte der Einzelkriterien berechnet und auf das
Intervall [0, 1] normiert. Die Gewichtung der Einzelkriterien kann u¨ber Parameter ge-
steuert werden. Fu¨r die jeweiligen A¨hnlichkeitswerte der verschiedenen Typen wurden
im Einzelnen folgende Berechnungen festgelegt:
A¨hnlichkeit eines Klassenpaares/Interfacepaares (a, b): Der A¨hnlichkeitswert
fu¨r Klassen oder Interfaces ergibt sich, wie in Formel 4.19 dargestellt, aus den gewichteten
A¨hnlichkeitswerten der Klassennamen (sn), der Klassentypen (skt), der Attribute (s
′
at),
der Methoden (s′m), der Assoziationen (s
′




(w1sn(a, b) + w2skt(a, b) + w3s
′
at(a, b) + w4s
′
m(a, b) + w5s
′





Die A¨hnlichkeit der Namen kann analog zu den Edierkosten zweier Zeichenketten des
ECVerfahrens mit verschiedenen Methoden ermittelt werden (vgl. dazu Formel 4.8 oder
4.9 des ECVerfahrens, S. 85). Die Edierkosten, die im Intervall [0, 1] liegen, werden in
einen A¨hnlichkeitswert im Intervall [0, 1] umgewandelt, indem sie vom Wert 1 subtrahiert
werden.
Als Klassentyp wird zwischen der konkreten Klasse, der abstrakten Klasse und dem
Interface unterschieden. Der Wert skt(a, b) betra¨gt 1, falls der Klassentyp der beiden
Klassen u¨bereinstimmt, ansonsten 0.
skt(a, b) =
{
1 falls a.klassentyp = b.klassentyp
0 sonst
(4.20)
Die Formel 4.19 zur Berechnung der A¨hnlichkeitswerte eines Paares von Klassen oder In-
terfaces entha¨lt auch die aggregierten A¨hnlichkeitswerte s′ fu¨r die Attribute, Methoden,
Assoziationen und Vererbungsbeziehungen. Um den Gesamta¨hnlichkeitswert fu¨r eine
Menge von Unterelementen des gleichen Typs, wie zum Beispiel Attribute, zu berechnen,
wird eine weitere A¨hnlichkeitsmatrix konstruiert und mit einem Auswahlverfahren eine
Zuordnung bestimmt. Die Einzela¨hnlichkeiten der korrespondierenden Attribute werden
summiert und durch die Zahl der Elemente der gro¨ßeren der beiden Elementmengen
geteilt. Auf diese Weise wird eine Normierung der aggregierten A¨hnlichkeitswerte auf
das Intervall [0, 1] erreicht.
A¨hnlichkeit eines Attributpaares (a, b): Die A¨hnlichkeit zweier zu vergleichender
Attribute ergibt sich aus der Namensa¨hnlichkeit und der A¨hnlichkeit des Typs (siehe For-
mel 4.21). Die Namensa¨hnlichkeit wird mit einem Vergleichsverfahren fu¨r Zeichenketten
bewertet. Die A¨hnlichkeit des Typs wird nach Regel 4.22 bewertet, wobei unterschieden
wird, ob der Typ identisch ist, oder zumindest der gleichen Kategorie angeho¨rt. Als
Kategorien werden hier Zeichenkette, ganzzahlige Zahl und Gleitkommazahl verwendet.
sat(a, b) =
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st(a, b) =

1 falls a.typ = b.typ
0, 5 falls kat(a.typ) = kat(b.typ)
0 sonst
(4.22)
Das nachstehende Beispiel veranschaulicht, wie aus den einzelnen A¨hnlichkeitswerten sat
die Gesamta¨hnlichkeit s′at berechnet wird.
Beispiel 12 (Berechnung der Attributsa¨hnlichkeit).
Es seien die Klassen a und b mit folgenden Attributen gegeben:
Attribute der Klasse a: int i, String s, double d
Attribute der Klasse b: int i, String s, float f, double d
s′at(a, b) = (1+1+1)/4 = 0,75
A¨hnlichkeit eines Methodenpaares (a, b): Methoden werden in Hinblick auf den
Methodennamen, den Ru¨ckgabetyp und die U¨bergabeparameter verglichen (vgl. Formel
4.23), wobei die Namensa¨hnlichkeit mit einem Vergleichsverfahren fu¨r Zeichenketten und
die Typa¨hnlichkeit nach Regel 4.22 berechnet werden.
sm(a, b) =
w9sn + w10st(a, b) + w11s
′
p(a, b)
w9 + w10 + w11
(4.23)
A¨hnlichkeit eines U¨bergabeparameterpaares (a, b): Die A¨hnlichkeit von Para-
metern wird analog zur A¨hnlichkeit von Attributen berechnet:
sp(a, b) =
w12sn(a, b) + w13st(a, b)
w12 + w13
(4.24)
A¨hnlichkeit eines Vererbungsbeziehungspaares (a, b): Zur Berechnung der A¨hn-
lichkeit zweier Klassen wird auch eine Abscha¨tzung der A¨hnlichkeit der Vererbungsbezie-
hungskanten beno¨tigt. Da Vererbungsbeziehungen keine weiteren Eigenschaften besitzen
und nur durch die Quell- und Zielklasse charakterisiert werden, wird fu¨r die A¨hnlichkeit
ausgehender Vererbungskanten svaus(a, b) ein Wert verwendet, der sich aus der A¨hn-
lichkeit der Namen der Zielklassen und der A¨hnlichkeit der Klassentypen der Zielklassen
zusammensetzt (vgl. Formel 4.25). Analog setzt sich der Wert fu¨r eingehende Vererbungs-
kanten svein(a, b) aus der A¨hnlichkeit der Namen der Quellklassen und der A¨hnlichkeit
der Klassentypen der Quellklassen zusammen (siehe Formel 4.26).
svaus(a, b) =




w14sn(a.quelle, b.quelle) + w15(skt(a.quelle, b.quelle)
w14 + w15
(4.26)
A¨hnlichkeit eines Assoziationspaares (a, b): Folgende Vergleichskriterien bilden
den A¨hnlichkeitswert fu¨r gerichtete Assoziationen (siehe Formel 4.27): Vergleich der
Assoziationsnamen u¨ber ein Stringvergleichsverfahren (sn(a, b)), Vergleich der Multipli-
zita¨ten (su(a, b)), Vergleich der Quellklasse sq(a, b), Vergleich der Zielklasse sz(a, b) sowie
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der Vergleich der Assoziationseigenschaften opposite-Link (so(a, b)) und Komposition
(sc(a, b)). Die A¨hnlichkeiten fu¨r den Vergleich der Quell- und Zielklasse berechnen sich
analog zu Formel 4.26 bzw. 4.25. Fu¨r den A¨hnlichkeitswert der Multiplizita¨ten werden
die unteren und die oberen Grenzen getrennt voneinander verglichen, wobei eine U¨ber-
einstimmung dem Wert 1 und eine Abweichung dem Wert 0 entspricht. Der Gesamtwert
setzt sich zu gleichen Teilen aus den beiden Einzelwerten zusammen.
sa(a, b) =
w16sn(a, b) + w17su(a, b) + w18sq(a, b) + w19sz(a, b) + w20so(a, b) + w21sc(a, b)∑21
i=16wi
(4.27)
Fu¨r den A¨hnlichkeitswert aller Assoziationen, der fu¨r die A¨hnlichkeitsbewertung der
Klassen in Formel 4.19 verwendet wird, werden die A¨hnlichkeiten der eingehenden und
ausgehenden Assoziationen jeweils nach der Formel 4.27 berechnet, gewichtet summiert










Auch die A¨hnlichkeiten der ein- und ausgehenden Vererbungskanten einer Klasse werden










Die Gewichtung der A¨hnlichkeitswerte kann zur Laufzeit des Vergleichsrahmenwerks
u¨ber eine Sicht eingestellt werden. Die Abbildung 4.27 zeigt die Konfiguration der Ge-
wichte, mit denen in den Testla¨ufen des Kapitels 6 gearbeitet wurde.
4.3.2 Auswahlverfahren
Zur Auswahl der Korrespondenzen aus der Vergleichsmatrix wird ein heuristisches Ver-
fahren verwendet, das die na¨chste Korrespondenz jeweils u¨ber den maximalen Eintrag
der A¨hnlichkeitsmatrix bestimmt. Daher wird das Verfahren in dieser Arbeit auch als
Maxwertverfahren bezeichnet. Es wird zuna¨chst die Grundform des Verfahrens ange-
geben, wie sie fu¨r die A¨hnlichkeitsberechnung der Unterelemente von Klassen, z. B.
Attribute oder Methoden, verwendet wird. Nach einem kurzen Beispiel wird eine Vari-
ante des Verfahrens vorgestellt, die auf Klassenebene wahlweise anstatt des einfachen
Auswahlverfahrens eingesetzt werden kann.
Das einfache Auswahlverfahren la¨uft wie folgt ab: Zuna¨chst wird der Eintrag mit dem
ho¨chsten Wert in der Vergleichsmatrix bestimmt. Falls der Eintrag nicht eindeutig ist,
wird das erste Vorkommen verwendet (willku¨rliche Regelung). Der ausgewa¨hlte Eintrag
in Zeile i und Spalte j entspricht der Korrespondenz zweier Elemente. Da Mehrfach-
zuordnungen nicht zugelassen werden und jedes Element nur in einer Korrespondenz
enthalten sein darf, wird nicht nur der ausgewa¨hlte Eintrag sondern alle Eintra¨ge der
Zeile i und Spalte j aus der Matrix mit den A¨hnlichkeitswerten entfernt. Auf die gleiche
122
4.3 Korrespondenzberechnungsverfahren basierend auf A¨hnlichkeiten
Abbildung 4.27: Konfiguration der Gewichte fu¨r die A¨hnlichkeitswerte
Weise werden auch die weiteren Korrespondenzen bestimmt, bis die maximale Anzahl
an Korrespondenzen gefunden wurde.
Beispiel 13 (Maxwertverfahren). Es sei die Vergleichsmatrix aus Abbildung 4.28 gege-
ben, die die paarweisen A¨hnlichkeitswerte der Elemente der Mengen A = {a1, a2, a3, a4}
und B = {b1, b2, b3} entha¨lt. Der Eintrag in Zeile i und Spalte j entspricht dabei dem
A¨hnlichkeitswert der Korrespondenz (ai, bj). Da die Anzahl der Elemente der kleineren
der beiden Mengen 3 betra¨gt, wird die maximale Zahl an mo¨glichen Korrespondenzen
innerhalb von 3 Schritten bestimmt:
1. Schritt: Der Maximalwert betra¨gt 0,9 und befindet sich in Zeile 2, Spalte 2. Dies
entspricht einer Korrespondenz der Elemente a2 und b2. Die Eintra¨ge der Zeile 2 sowie
die Eintra¨ge der Spalte 2 werden aus der Vergleichsmatrix entfernt.
2. Schritt: Als na¨chster Maximalwert wird 0,5 an Position 1,1 bestimmt. Die Elemente
a1 und b1 werden daher als korrespondierend betrachtet, die Eintra¨ge der Zeile 1 sowie
der Spalte 1 werden aus der Matrix entfernt.
3. Schritt: Nun ist der Wert 0,45 in Zeile 4, Spalte 3 maximal, was einer Korrespondenz
von a4 und b3 entspricht.
Damit gilt M = {(a1, b1), (a2, b2), (a4, b3)}.
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   0,5    0,1     0,3
    0,15
    0,4
0,34  0,1 0,45
   0,7 0,42
  0,9     0,7
   0,5     0,3






Abbildung 4.28: Vergleichsmatrix zu Beispiel 13 und der Zusammenhang mit der Suche
nach einem Matching auf einem bipartiten Graphen
Um zu verhindern, dass sehr verschiedene Elemente einander zugeordnet werden, ist es
sinnvoll, eine Grenze fu¨r den A¨hnlichkeitswert als vorzeitiges Abbruchkriterium vorzu-
geben. Liegt die A¨hnlichkeit des bestimmten Eintrags unterhalb des Grenzwertes, wird
das Korrespondenzberechnungsverfahren ohne Festlegung der Korrespondenz abgebro-
chen, da alle weiteren Eintra¨ge den Grenzwert ebenfalls unterschreiten werden. Fu¨r die
Beispiele in dieser Arbeit wurde ein Grenzwert von 0,5 fu¨r die Korrespondenzbildung auf
Klassenebene verwendet. Bei Anwendung dieses Schwellenwerts auf Beispiel 13 wu¨rden
nur die beiden Korrespondenzen (a1, b1) und (a2, b2) identifiziert werden.
Wie in Abbildung 4.28 (unten) zu sehen ist, ist die hier verwendete Vergleichsmatrix
die Repra¨sentationsform eines bipartiten Graphen. Jeder Eintrag (i, j) der Vergleichs-
matrix entspricht im Graphen einer Kante zwischen den Knoten fu¨r die Elemente i und j
und die Ho¨he des Eintrags dem A¨hnlichkeitswert der beiden Elemente. Beim Lo¨schen von
Eintra¨gen aus dieser Vergleichsmatrix fallen auch die entsprechenden Kanten im bipar-
titen Graphen weg. Um den Aufwand fu¨r dieses Verfahren mit dem Aufwand des edier-
kostenbasierten Verfahrens zu vergleichen, wird auch hier der Aufwand fu¨r die Lo¨sung
der Korrespondenzberechnung auf Klassenebene in Abha¨ngigkeit von n, der Klassenan-
zahl des gro¨ßeren Klassendiagramms, angegeben. Die Konstruktion der Vergleichsmatrix
verursacht einen Aufwand, der durch die Gro¨ßenordnung O(n2) begrenzt wird. Da bei
der derzeitigen Implementierung in jedem Iterationsschritt noch auf alle Eintra¨ge der
Matrix zugegriffen wird und die Anzahl der Iterationsschritte auf n begrenzt ist, da
ho¨chstens n Korrespondenzen gebildet werden ko¨nnen, ergibt sich eine obere Schranke
fu¨r den Gesamtaufwand von O(n3).
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Das Maxwertverfahrens fu¨r die Klassenebene
In der bisher beschriebenen Variante des Verfahrens sind die einmal berechneten A¨hnlich-
keitswerte in der Vergleichsmatrix konstant. Wa¨hrend diese Grundform fu¨r die Bestim-
mung der Zuordnungen der Unterelemente wie zum Beispiel Attribute und Methoden
eingesetzt wird, wird fu¨r die Klassenebene eine weitere Variante eingefu¨hrt, bei der die
A¨hnlichkeitswerte in der Vergleichsmatrix aktualisiert werden ko¨nnen.
Nach jeder einzelnen Korrespondenzbildung werden die kontextabha¨ngigen A¨hnlich-
keitswerte der angrenzenden Klassen angepasst, um bereits identifizierte Korresponden-
zen bei den nachfolgenden Entscheidungen zu beru¨cksichtigen. Die Anpassung betrifft
beispielsweise die A¨hnlichkeitsberechnung von Assoziationen. Sind die Assoziationsen-
den durch bereits gebildete Korrespondenzen fixiert, kann die A¨hnlichkeit der Assozia-
tionen und damit auch die A¨hnlichkeit der beteiligten Klassen genauer bestimmt werden.
Das Gleiche gilt auch fu¨r Vererbungsbeziehungen. Die Aktualisierung der Werte ist nur
fu¨r die Klassenebene relevant, da dem Datenmodell entsprechend nur fu¨r Klassen kon-
textabha¨ngige A¨hnlichkeiten berechnet werden. Um Aufwand zu vermeiden, werden nach
der Zuordnung zweier Klassen nicht alle A¨hnlichkeitswerte neu berechnet, sondern nur
die A¨hnlichkeitswerte im betroffenen 1-Kontext aktualisiert. Als 1-Kontext einer Klasse
werden dabei diejenigen Klassen bezeichnet, die u¨ber eine Kante mit der Klasse verbun-
den sind. Dies betrifft die Vererbungsbeziehungen zu Ober- und Unterklassen sowie die
jeweils anderen Assoziationsenden eingehender und ausgehender Assoziationen. Da nur
die A¨hnlichkeitswerte von Paaren, deren Klassen noch nicht korrespondieren, fu¨r den
weiteren Verlauf des Verfahrens relevant sind, wird auf die Anpassung der Werte bereits
korrespondierender Paare verzichtet.
Das Maxwertverfahren auf Klassenebene mit Grenzwert und iterativer Anpassung der
kontextabha¨ngigen Kosten besteht aus den in Algorithmus 2 angegebenen Schritten. Der
Unterschied zwischen dem Auswahlverfahren mit und ohne Anpassung wird im folgenden
Beispiel demonstriert.
Algorithmus 2 Maxwertverfahren auf Klassenebene
Berechne die A¨hnlichkeitsmatrix V ∈ R|A|×|B|
Solange weniger als min(|A|, |B|) Korrespondenzen identifiziert sind
Bestimme V [i][j] als gro¨ßten Eintrag der Matrix V
Falls (V [i][j] < schwelle) Ende
Die Klassen ai und bj korrespondieren
Bei der Anpassungsvariante: aktualisiere die A¨hnlichkeiten im 1-Kontext in V
Lo¨sche alle Eintra¨ge der Zeile i und der Spalte j in V .
Beispiel 14 (Auswahlverfahren mit und ohne Anpassung im Vergleich). Die Model-
le der Abbildungen 4.29 und 4.30, die das Gesellschaftsspiel Ludo modellieren, sollen
mit dem a¨hnlichkeitsbasierten Verfahren verglichen werden. Dazu werden zuna¨chst die
A¨hnlichkeitswerte fu¨r die mo¨glichen Klassenpaare in Tabelle 4.3 erstellt, wobei fu¨r den
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Abbildung 4.29: Modell A fu¨r Beispiel 14
Abbildung 4.30: Modell B fu¨r Beispiel 14
Zeichenkettenvergleich die Variante auf Basis der Levenshtein-Metrik verwendet wur-
de. Tabelle 4.4 zeigt das Ergebnis des einfachen Auswahlverfahrens ohne Anpassung
der A¨hnlichkeitswerte. Es identifiziert die Korrespondenzen (TokenPool, TokenPool),
(StartingSpace, Start), (GameBoard, GameBoard), (Ludo, Ludo), (GoalSpace, Goal),
(Token, Token) und (Player, Team) in dieser Reihenfolge. Die na¨chste mo¨gliche Korre-
spondenz Place, Space wird nicht mehr gebildet, da der A¨hnlichkeitswert bereits unter
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GameBoard 0,75 0,4205 0,553 0,4375 0,5054 0,7059 0,6466 0,4468
Ludo 0,4128 0,6048 0,3173 0,481 0,3773 0,4796 0,4395 0,4571
Goal 0,5403 0,3535 0,601 0,3465 0,4424 0,7199 0,5427 0,3925
SimpleSpace 0,488 0,2756 0,5444 0,3012 0,3985 0,7025 0,4722 0,2884
Space 0,3212 0,1795 0,2889 0,2444 0,477 0,4307 0,3345 0,1948
Start 0,5492 0,3493 0,558 0,3313 0,4289 0,7502 0,4883 0,3419
TokenPool 0,6068 0,4235 0,527 0,4402 0,519 0,6775 0,7583 0,4946
Token 0,5776 0,4365 0,4967 0,4799 0,5541 0,6546 0,6586 0,579
Team 0,4172 0,4482 0,3215 0,5551 0,3912 0,4762 0,4375 0,556
dem Grenzwert von 0,5 liegt. Auch die Klasse SimpleSpace bleibt ein Einzelelement.
Im Vergleich dazu zeigen die Tabellen 4.5 bis 4.12 die Schritte des a¨hnlichkeitsbasier-
ten Verfahrens mit Anpassung der A¨hnlichkeitswerte im 1-Kontext, die im Folgenden
beschrieben werden. Die aktualisierten Werte sind in den Tabellen kursiv gedruckt.
Schritt 1: Das Auswahlverfahren mit Anpassung der A¨hnlichkeitswerte wa¨hlt eben-
falls (TokenPool, TokenPool) als erste Korrespondenz aus. Da in Modell A zwischen der
Klasse TokenPool und den Klassen Ludo, Player und Token und in Modell B zwischen
der Klasse TokenPool und den Klassen Ludo, Team und Token Assoziationen bestehen,
werden die A¨hnlichkeitswerte der Paare aus {Ludo, Player, Token} × {Ludo, Team,
Token} aktualisiert. Dabei werden die eingehenden und ausgehenden Assoziationen ge-
trennt betrachtet. In der ersten Bewertung der A¨hnlichkeiten der Referenzen wurde
jeweils eine A¨hnlichkeit von 0 fu¨r das unbekannte Assoziationsende angenommen. Da
nun bekannt ist, dass je nach Orientierung nun nicht nur die Quelle, sondern auch das
Ziel der Assoziation identisch ist - oder umgekehrt-, werden die A¨hnlichkeitswerte fu¨r
die Referenzen entsprechend der oben angegebenen Konfiguration um 1
6
erho¨ht. Auf der
aktualisierten Vergleichsmatrix fu¨r Referenzen wird die Gesamta¨hnlichkeit aller Refe-
renzen neu berechnet und in die A¨hnlichkeit des Klassenpaares eingerechnet. Dass sich
dadurch nicht immer eine Erho¨hung der A¨hnlichkeitswerte zweier Klassen ergeben muss,
zeigt der Wert an der Stelle Team, Token. Hier ist die Erho¨hung der A¨hnlichkeit der ein-
zelnen Referenzen nicht hoch genug, um die Zuordnung der Referenzen zu beeinflussen.
Da die A¨hnlichkeit aller Referenzen einer Richtung 1
12
des A¨hnlichkeitswertes zweier
Klassen bestimmt, kann sich im Idealfall, falls je nur eine Assoziation der Richtung exis-
tiert, eine A¨nderung in Ho¨he von 1
72
durch die Propagierung der A¨hnlichkeit u¨ber eine
unidirektionale Assoziation ergeben.
127
4 Eigene Verfahren zur Korrespondenzberechnung


























































































GameBoard 0,75 0,4205 0,553 0,4375 0,5054 0,7059 0,4468
Ludo 0,4128 0,6145 0,3173 0,4899 0,3773 0,4796 0,4612
Goal 0,5403 0,3535 0,601 0,3465 0,4424 0,7199 0,3925
SimpleSpace 0,488 0,2756 0,5444 0,3012 0,3985 0,7025 0,2884
Space 0,3212 0,1795 0,2889 0,2444 0,477 0,4307 0,1948
Start 0,5492 0,3493 0,558 0,3313 0,4289 0,7502 0,3419
TokenPool (1) 0,7583
Token 0,5776 0,4427 0,4967 0,4874 0,5541 0,6546 0,5831
Team 0,4172 0,4475 0,3215 0,5626 0,3912 0,4762 0,556
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GameBoard 0,75 0,4205 0,553 0,4375 0,5054 0,4468
Ludo 0,4128 0,6145 0,3173 0,4899 0,3773 0,4612
Goal 0,5403 0,3535 0,601 0,3465 0,4424 0,3925
SimpleSpace 0,488 0,2756 0,5444 0,3012 0,3985 0,2884
Space 0,3212 0,1795 0,2889 0,2444 0,4855 0,1948
Start (2) 0,7502
TokenPool (1) 0,7583
Token 0,5776 0,4427 0,4967 0,4874 0,5541 0,5831
Team 0,4203 0,4475 0,3215 0,5701 0,3912 0,556
Schritt 2: Der na¨chste Maximalwert ist 0,7502 und fu¨hrt zur Korrespondenzbildung
von (StartingSpace, Start). Da die Klassen StartingSpace und Start jeweils eine
Oberklasse, Place bzw. Space, besitzen, a¨ndert sich in V2 der A¨hnlichkeitswert des Paa-
res Place, Space. Ihre Unterklassen StartingSpace, Start sind nun als identisch zu
betrachten, weshalb der A¨hnlichkeitswert, der vorher bei 0,6923 lag, auf 1 gesetzt wird.
Da Space drei Unterklassen besitzt und alle Unterklassen ein Zwo¨lftel der Klassena¨hn-
lichkeit bestimmen, fu¨hrt dies mit dem Faktor 1
36
zu einer Erho¨hung des Gesamtwerts
um 0,0085. Weitere Erho¨hungen der A¨hnlichkeitswerte werden durch die eingehenden
Assoziationen {GameBoard, Player} × {Team} und die ausgehenden Assoziationen nach
Player bzw. Team verursacht.
Schritt 3: In der neuen A¨hnlichkeitsmatrix wird nun der Wert 0,75 an der Stelle
GameBoard, GameBoard als gro¨ßter Wert bestimmt. Nach der Bildung der Korrespondenz
wird im 1-Kontext der Klassen die A¨hnlichkeitswerte fu¨r alle Paare aus {Ludo, Place}
× {Ludo, Space} erho¨ht, da diese Klassen jeweils u¨ber eine Assoziation mit GameBoard
aus Modell A bzw. aus Modell B verbunden sind. Die Klasse StartingSpace aus Modell
A wa¨re ebenfalls von den Aktualisierungen betroffen. Da die Klasse bereits zugeord-
net wurde und damit die A¨nderungen keine Auswirkungen mehr auf andere mo¨gliche
Zuordnungen haben, wird auf die Durchfu¨hrung der Anpassung verzichtet.
Schritt 4: Als na¨chstes Korrespondenzpaar wird Ludo, Ludo gebildet. Da die Klassen
GameBoard und TokenPool ebenfalls bereits zugeordnet sind, beschra¨nken sich die Ak-
tualisierungen auf die Klassenpaare aus {Token, Player} × {Token, Team}, die jeweils
u¨ber Assoziationen mit Ludo aus Modell A bzw. Modell B verbunden sind.
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Ludo 0,6187 0,3173 0,4899 0,3815 0,4612
Goal 0,3535 0,601 0,3465 0,4424 0,3925
SimpleSpace 0,2756 0,5444 0,3012 0,3985 0,2884
Space 0,1829 0,2889 0,2444 0,4888 0,1948
Start (2) 0,7502
TokenPool (1) 0,7583
Token 0,4427 0,4967 0,4874 0,5541 0,5831
Team 0,4475 0,3215 0,5701 0,3912 0,556











































Goal 0,601 0,3465 0,4424 0,3925
SimpleSpace 0,5444 0,3012 0,3985 0,2884
Space 0,2889 0,2444 0,4888 0,1948
Start (2) 0,7502
TokenPool (1) 0,7583
Token 0,4967 0,4907 0,5541 0,5873
Team 0,3215 0,5735 0,3912 0,5594
Schritt 5: Ebenso werden nach der Korrespondenzbildung von GoalSpace, Goal die
A¨hnlichkeitswerte nur noch fu¨r die Klassenpaare {Player, Place} × {Team, Space}
aktualisiert.
Schritt 6: Als na¨chstes Korrespondenzpaar werden die Klassen Token, Token identi-
fiziert. Nach den Anpassungen in {Player, Place} × {Team, Space} u¨berschreitet der
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SimpleSpace 0,3012 0,3985 0,2884
Space 0,2521 0,4977 0,1948
Start (2) 0,7502
TokenPool (1) 0,7583
Token 0,4907 0,5541 0,5873
Team 0,581 0,3943 0,5594
Wert an der Stelle Place, Space den Schwellenwert in Ho¨he von 0,5.
Schritt 7: Die Klassen Player und Team werden als korrespondierend identifiziert,
woraus sich aber keine weiteren Anpassungen ergeben.
Schritt 8: Aufgrund der Anpassung der A¨hnlichkeitswerte ko¨nnen nun im 8.Schritt
die Klassen Place und Space zugeordnet werden. Damit wurde die maximale An-
zahl an mo¨glichen Korrespondenzen identifiziert und die Klasse SimpleSpace bleibt
ein Einzelelement. Das Verfahren ist an dieser Stelle beendet. Mit den Aktualisierun-
gen zwischen den Schritten sind in der berechneten Zuordnung die Korrespondenzpaare
(TokenPool, TokenPool), (StartingSpace, Start), (GameBoard, GameBoard), (Ludo,
Ludo), (GoalSpace, Goal), (Token, Token), (Player, Team) und (Place, Space) enthal-
ten.
Diskussion des Verfahrens Die Auswahl der Kanten erfolgt hier anhand eines Greedy-
Verfahrens. In [Tur04, S. 40] werden Greedy-Verfahren wie folgt charakterisiert:
”
[Greedy-Verfahren] versuchen eine global optimale Lo¨sung zu finden, in-
dem sie iterativ lokal optimale Lo¨sungen erweitern. Bei der Erweiterung ei-
ner partiellen Lo¨sung wird nur die aktuelle Situation betrachtet, d. h. es
erfolgt keine Analyse der globalen Situation. Ferner werden einmal getrof-
fene Entscheidungen zur Erweiterung einer partiellen Lo¨sung nicht wieder
revidiert [...]“
Dass getroffene Entscheidungen nicht mehr revidiert werden, bedeutet im Fall des Max-
wertverfahrens, dass die in den einzelnen Schritten ausgewa¨hlten Kanten auch in der
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endgu¨ltigen Zuordnung enthalten sind. Der Vorteil der Greedy-Lo¨sung besteht darin,
dass der Aufwand fu¨r die Auswahl eines Korrespondenzpaares u¨berschaubar gering ist.
Die erreichte Lo¨sung ist in vielen Fa¨llen jedoch nicht optimal. Dies bedeutet, dass eine an-
dere Zuordnung existieren kann, deren Gesamta¨hnlichkeit ho¨her ist. Statt des beschriebe-
nen Maxwertverfahrens ko¨nnen auch andere Greedy-Auswahlstrategien eingesetzt wer-
den. Alternativ ko¨nnte die Suche einer Zuordnung mit maximaler Gesamta¨hnlichkeit
wieder als Optimierungsproblem aufgefasst werden (vgl. Optimierungsproblem 3).
Optimierungsproblem 3 (A¨hnlichkeitsmaximale Zuordnung).
Bestimme M∗(A,B) mit sim(M∗(A,B)) ≥ sim(M(A,B)) ∀ M(A,B)
Da es sich in diesem Fall im Gegensatz zu dem Optimierungsproblem 2 des EC-
Verfahrens um ein einfaches Summen-Matching-Problem auf einem bipartiten Graphen
handelt, kann das Problem z. B. mit dem Glover-Klingman-Verfahren aus [NM02, S. 299]
gelo¨st werden. Dies ist jedoch nur fu¨r die nicht iterative Variante sinnvoll, bei der die
Zuordnung nicht in Einzelschritten gebildet wird, zwischen denen die A¨hnlichkeitswerte
angepasst werden. Durch den Austausch des Auswahlverfahrens kann sich die Komple-
xita¨tsklasse des Verfahrens erho¨hen. Im Fall des Glover-Klingman-Verfahrens mit einer
theoretischen Komplexita¨t der Ordnung O(mn2) fu¨r einen bipartiten Graphen mit n
Knoten und m Kanten liegt der Aufwand des Verfahrens fu¨r die Klassenebene statt in
O(n3) mit dem einfachen Auswahlverfahren wieder in O(n4).
133
4 Eigene Verfahren zur Korrespondenzberechnung
4.3.3 Bewertung des Verfahrens und Abgrenzung zu verwandten
Arbeiten
Das a¨hnlichkeitsbasierte Verfahren arbeitet wie das andere bereits vorgestellte Verfah-
ren strukturbasiert, ohne eindeutige Objektbezeichner zu verwenden. Es verwendet die
gleiche Baumstruktur der Klassendiagramme und unterstellt ebenfalls eine homomor-
phe Abbildung der Assoziationen. Die Variante mit Anpassung nutzt daru¨ber hinaus die
Querverbindungen. Das a¨hnlichkeitsbasierte Verfahren besitzt im Vergleich zum edier-
kostenbasierten Verfahren eine geringere Komplexita¨t. Dies wird dadurch erkauft, dass
bei dem Greedy-Ansatz lokal getroffene Entscheidungen nicht wieder revidiert werden
und u¨ber die errechnete Lo¨sung keine Aussage in Bezug auf die Optimalita¨t getroffen
werden kann.
Der Ablauf unterscheidet sich von SiDiff [KWN05] und UMLDiff [XS05] und la¨sst
sich nicht in eine klare Top-down- oder Bottom-up-Strategie einteilen. Auf Klassen-
ebene werden die A¨hnlichkeitswerte aller mo¨glichen Klassenpaare bestimmt, wobei im
Vorfeld potentielle Zuordnungen der Unterelemente berechnet werden. Werden Klassen
tatsa¨chlich zugeordnet, werden die vorberechneten Zuordnungen der kontextunabha¨ngi-
gen Unterelemente u¨bernommen. Die Zuordnung der kontextabha¨ngigen Elemente wird
erst nach Feststellung aller Korrespondenzen durchgefu¨hrt. Im Gegensatz zu den Verfah-
ren mit Top-down-Vergleich ([LGJ07, XS05, BP08]) werden hier alle Klassen miteinander
verglichen. Das Verfahren verwendet ebenso wie die anderen in Kapitel 3 vorgestellten
Verfahren direkte A¨hnlichkeitswerte, ohne diese im Sinne einer Bayesschen Statistik wie
in [MKY06] zu bewerten.
In der Variante mit Anpassung der A¨hnlichkeiten werden, a¨hnlich wie bei dem Si-
milarity Flooding Algorithmus [MGMR02], der auf allgemeinen attributierten Graphen
arbeitet, A¨hnlichkeiten propagiert. Die Propagierung der A¨hnlichkeiten findet hier je-
doch in einer anderen Phase des Verfahrens statt, da sie jeweils durch die Bildung einer
Korrespondenz ausgelo¨st wird. Als korrespondierend identifizierte Klassen werden als
identisch betrachtet, was zur Aktualisierung der kontextabha¨ngigen A¨hnlichkeitswer-
te im 1-Kontext fu¨hrt. Die Propagierung der A¨hnlichkeit ist damit auf den Anteil der
kontextabha¨ngigen A¨hnlichkeitswerte und auch lokal auf die direkten Nachbarklassen
begrenzt. Inwieweit die Variante mit Anpassung der A¨hnlichkeitswerte zu einer Verbes-
serung der Ergebnisse fu¨hrt, wird in Kapitel 6 untersucht. Der Evaluationsteil befasst
sich außerdem mit der Frage, welches der beiden eigenentwickelten Verfahren aus Sicht
des Benutzers die besseren Ergebnisse liefert.
4.4 Erkennung von Verschiebungen auf Klassenebene
In den beiden beschriebenen Verfahren werden aufgrund der vollsta¨ndigen Teilbaum-
zuordnung, die die Komplexita¨t des Problems reduziert, nativ keine Verschiebungen
erkannt. Da Verschiebungen eine ku¨rzere Darstellung der Differenz ermo¨glichen, wurde
eine Methode entwickelt, wie verschobene Elemente in beschra¨nktem Umfang dennoch
in der Nachbearbeitung der bestimmten Zuordnung erkannt werden ko¨nnen. Bevor die
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Vorgehensweise erla¨utert wird, wird zuna¨chst unterschieden, welche Arten von Verschie-
bungen auf unserem Datenmodell zugelassen werden.
Fu¨r Klassendiagramme sind drei Arten von Verschiebungen denkbar:
• Verschiebung eines Unterelements in Bezug auf die Kompositionsstruktur von ei-
nem Element zu einem anderen Element des gleichen Typs
• Verschiebung von Vererbungskanten oder Assoziationen durch A¨nderung des Quell-
und/oder Zielelements
• Verschiebung von Elementen innerhalb der Reihenfolge einer geordneten Liste
Inwieweit diese in der Nachbearbeitungsphase umgesetzt wurden, wird im Folgenden
beschrieben.
Die Kompositionsstruktur besitzt relativ zur Klassenebene zwei Unterebenen: Attri-
bute und Methoden sind direkte Unterelemente von Klassen und die Methoden besitzen
ihrerseits Unterelemente, die U¨bergabeparameter darstellen. Verschiebungen von Attri-
buten oder Methoden von einer Klasse in eine andere Klasse zu erkennen, ist durchaus
hilfreich. So ist es im Rahmen von Refactoringmaßnahmen nicht unu¨blich, dass ein Attri-
but oder eine Methode einer Klasse in deren Oberklasse verschoben wird. Die Darstellung
von Methoden-u¨bergreifenden Verschiebungen von U¨bergabeparametern wu¨rde hingegen
meines Erachtens keine relevante Verbesserung des Differenzberichts bewirken. Das Ver-
schieben von Vererbungsbeziehungen erscheint nicht sinnvoll, da eine Vererbungskante
außer der Quelle und dem Ziel keine weiteren Eigenschaften besitzt.4 Assoziationen be-
sitzen hingegen neben der Ziel- und Quellklasse weitere Eigenschaften, wie den Namen
und Multiplizita¨ten etc., so dass das Verschieben einer Assoziation sinnvoll sein kann.
Als dritte Variante kommen Verschiebungen von Elementen in Listen, deren Reihenfolge
relevant ist, in Frage. In diesem Punkt ist die Realisierung des von EMF Compare zur
Verfu¨gung gestellten Datenmodells leider nicht in allen Fa¨llen mit dem konzeptionellen
Datenmodell konform (vgl. Abschnitt 5.2). Auf der einen Seite werden technisch-bedingt
Verschiebungen erkannt, die auf Modellebene semantisch nicht relevant sind. Dies betrifft
z. B. die Reihenfolge von Interfaces, die eine Klasse implementiert. An anderer Stelle wer-
den Verschiebungen nicht unterstu¨tzt, wo sie gewu¨nscht wa¨ren. Wie in Abbildung 4.31
zu sehen ist, werden Verschiebungen innerhalb der Parameterlisten in der EMF Compare
Version 1.0.0 nicht unterstu¨tzt. Aus diesem Grund werden die Eingabeparameter zweier
zu vergleichender Methoden in beiden beschriebenen Verfahren positionsweise zugeord-
net, um eine Reihenfolgea¨nderung dieser Parameter im Differenzreport visualisieren zu
ko¨nnen (vgl. Abbildung 4.32).
Fu¨r die Implementierung der Nachverarbeitungsphase wurde von den beschriebenen
Arten von Verschiebungen das Erkennen von Klassen-u¨bergreifenden Attributverschie-
bungen beispielhaft herausgegriffen und wie folgt realisiert: Die Mengen der Einzelobjek-
te der Klassenzuordnung werden durchlaufen. Falls in beiden Mengen jeweils ein Attribut
4Daru¨ber hinaus wu¨rden die verwendeten Korrespondenz- und Differenzmodelle von EMF Compare
die Anzeige einer derartigen Differenz nicht direkt unterstu¨tzen, da wie in der Darstellung des
verwendeten Datenmodells in Abschnitt 5.2 zu sehen ist, eine Vererbungsbeziehung lediglich eine
Referenz einer Klasse und kein eigenes Element im Ecore-Baumeditor darstellt.
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Abbildung 4.31: EMF Compare: die Reihenfolgea¨nderung in der Liste der U¨bergabepa-
rameter wird nicht erkannt (EMF Compare Version 1.0.0).
Abbildung 4.32: ECVerfahren: die Reihenfolgea¨nderung in der Liste der U¨bergabepa-
rameter wird durch positionsweise Zuordnung erkannt, aber nicht als
Verschiebung dargestellt.
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mit gleichem Namen vorhanden ist, werden die beiden Elemente aus den Einzelobjekt-
listen entfernt und bilden eine Korrespondenz. Die Entscheidung, welche korrespondie-
renden Einzelobjekte zu einem Korrespondenzobjekt umgewandelt werden, wird nach
einem Greedy-Prinzip getroffen: Im Fall von mehreren gleichnamigen Einzelelementen
eines Modells wird fu¨r das erste gefundene Paar ein Korrespondenzobjekt erstellt.
Beispiel 15 (Verschobene Attribute).
Die Abbildungen 4.33 und 4.34 zeigen zwei Differenzberichte des Vergleichs zweier Klas-
sendiagramme. Das Modell auf der rechten Seite ist aus dem Modell der linken Sei-
te entstanden, indem die Attribute firstname und lastname der Klassen Agent und
Client in die gemeinsame Oberklasse Person verschoben wurden. Die Korresponden-
zen wurden in beiden Fa¨llen mit dem ECVerfahren berechnet, im ersten Fall ohne und
im zweiten Fall mit nachtra¨glichem Erkennen von Verschiebungen. Die Auswahl, welches
der gleichnamigen Attribute verschoben und welches gelo¨scht wurde, erfolgt willku¨rlich.
Bewertung Analog zum Erkennen von Verschiebungen von Attributen, lassen sich auch
verschobene Methoden und Assoziationen erkennen. Mit dieser Option kann der Anwen-
der entscheiden, ob die Darstellung der Differenzen auf Basis der Elementaroperationen
Einfu¨gen, Lo¨schen und A¨ndern angezeigt werden soll oder ob ein Teil der Operationen zu
Verschiebungen gruppiert werden soll. Dieses nachtra¨gliche Erkennungsverfahren arbei-
tet unabha¨ngig von dem vorher eingesetzten Verfahren auf der Liste der Einzelobjekte
der Klassenzuordnung. Da die Verschiebeoperationen nicht nativ in das Kostenmodell
des edierkostenbasierten Verfahrens aufgenommen werden, entspricht die Kostenbewer-
tung einer Verschiebung immer den Kosten der entsprechenden Einfu¨ge- und Lo¨schope-
rationen. Auf der anderen Seite gewinnt das Verfahren dadurch auch an Flexibilita¨t.
Verschobene Unterelemente einer Klasse ko¨nnen auch dann erkannt werden, falls sich die
beiden beteiligten Klassen in verschiedenen Paketen befinden (vgl. mehrstufiges Verfah-
ren in Abschnitt 4.5). Die Identifikation der korrespondierenden Einzelelemente erfolgt
bislang u¨ber den Namen, das Kriterium kann aber relativ frei gewa¨hlt werden. Dabei
lassen sich auch zusa¨tzliche Einschra¨nkungen realisieren, wie z. B. Verschiebungen nur
fu¨r Elemente zuzulassen, die u¨ber eine Assoziation oder Vererbungskante miteinander in
Verbindung stehen.
Da bislang die Liste der Einzelelemente des Korrespondenzmodells als Menge der
Verschiebungskandidaten verwendet wird und die Unterelemente gelo¨schter oder ein-
gefu¨gter Elemente darin nicht enthalten sein du¨rfen (vgl. Abschnitt 5.3), werden derzeit
Verschiebungen nur zwischen Elementen erkannt, deren Vaterelemente nicht eingefu¨gt
oder gelo¨scht wurden. Fu¨r das Beispiel aus Abbildung 4.23 auf Seite 110 kann daher
keine Verschiebung des Attributs state erkannt werden.
Betrachtet man die nachtra¨glich erkannten Verschiebungen aus Beispiel 15, wird deut-
lich, dass in diesem Fall das willku¨rliche Erkennen einer Verschiebung kein zufrieden-
stellendes Ergebnis ist. Um eine Refactoringmaßnahme zu erkennen, bei der aus zwei
Klassen das gleiche Attribut in eine gemeinsame Oberklasse verschoben wird, ist es
zielfu¨hrender, eine Mehrfachverschiebung zu identifizieren, anstatt eine Verschiebung
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Abbildung 4.33: Differenzbericht des Vergleichs mit dem ECVerfahren ohne nachtra¨g-
liches Erkennen von Verschiebungen
Abbildung 4.34: Differenzbericht des Vergleichs mit dem ECVerfahren mit nachtra¨g-
lichem Erkennen von Verschiebungen
138
4.5 Ein Korrespondenzberechnungsverfahren fu¨r die Paketebene
Abbildung 4.35: Differenzbericht des Vergleichs mit dem ECVerfahren mit nachtra¨g-
lichem Erkennen von Mehrfachverschiebungen
und eine Lo¨schoperation zu deuten. Auch das Erkennen von Mehrfachzuordnungen ist
in dem Nachbearbeitungsschritt in begrenztem Umfang mo¨glich, auch wenn im verwen-
deten Korrespondenzberechnungsverfahren eine eindeutige Zuordnung bestimmt wurde.
Abbildung 4.35 zeigt das Ergebnis einer kleinen Codea¨nderung in der Nachverarbei-
tungsphase: nachdem zu einem Element aus der Kandidatenliste ein korrespondierendes
Element gefunden wurde, wird dennoch nach weiteren Korrespondenzpartnern gesucht.
Das Erzeugen mehrerer Korrespondenzobjekte zu einem Element ist im verwendeten
Korrespondenzmodell von EMF Compare (siehe Abschnitt 5.3) mo¨glich. Dieses erwei-
terte Verschiebeszenario wird in dieser Arbeit jedoch nicht beru¨cksichtigt. Um komplexe-
re A¨nderungsoperationen wie Kopieren oder Mehrfachverschiebungen gut zu erkennen,
wird meines Erachtens ein Verfahren beno¨tigt, das Mehrfachzuordnungen von Elementen
nativ beru¨cksichtigt.
4.5 Ein Korrespondenzberechnungsverfahren fu¨r die
Paketebene
In den bisherigen Ansa¨tzen wurde angenommen, dass alle Klassen flach in einem Paket
liegen, das als Grundpaket bezeichnet wird, und die Grundpakete der beiden Modelle
korrespondieren. Um Klassendiagramme vergleichen zu ko¨nnen, deren Klassen sich in
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Abbildung 4.36: Erweitertes Datenmodell mit Paketen
verschiedenen Ebenen einer Pakethierarchie befinden, wird das Datenmodell um Pakete
erweitert (vgl. Abbildung 4.36). Pakete ko¨nnen andere Pakete sowie Klassen enthalten.
Jedes Paket und jede Klasse liegt in ho¨chstens einem Paket. Pakete und Klassen, die in
keinem anderen Paket liegen, liegen in dem Grundpaket des Modells. Die Grundpakete
der zu vergleichenden Modelle werden weiterhin als korrespondierend betrachtet.
In den beiden vorgestellten Ansa¨tzen zum Vergleich von Elementen auf Klassenebene
gelten Unterelemente von gelo¨schten oder eingefu¨gten Klassen aufgrund der vollsta¨ndi-
gen Teilbaumzuordnung ebenfalls als gelo¨scht bzw. eingefu¨gt. In diesem Aspekt stim-
men die vorgestellten Ansa¨tze mit dem Vergleichsverfahren von EMF Compare u¨berein.
Wa¨hrend diese Einschra¨nkung fu¨r den Vergleich von Klassen und deren Unterelementen
akzeptabel ist, zeigen sich beim Vergleich von Paketen deutliche Nachteile, wie in den
na¨chsten zwei Beispielen zu sehen ist.
Beispiel 16 (Paketevergleich mit EMF Compare). Um die Auswirkungen der vollsta¨ndi-
gen Teilbaumlo¨schung auf Paketebene zu demonstrieren, werden nun zwei Modelle mit
dem Vergleichsverfahren von EMF Compare verglichen. Das Modell B in diesem Beispiel
ist identisch zu dem Modell aus Abbildung 4.25 auf Seite 116. Bei Modell A handelt es
sich um eine zweite Version des Modells, die sich von der anderen lediglich darin un-
terscheidet, dass die Klassen Client, Agent und Person nicht im Grundpaket, sondern
in einem Unterpaket Persons liegen. In Abbildung 4.37, die den Differenzbericht des
Vergleichs zeigt, ist zu sehen, dass EMF Compare die drei Unterklassen des Pakets
Persons als gelo¨scht und die gleichen Klassen im Grundpaket als neu eingefu¨gt identifi-
ziert. Aufgrund der nicht erkannten Korrespondenzen werden zwei weitere Unterschiede,
A¨nderungen des Zieltyps zweier Assoziationen, identifiziert.
Dieses Problem im EMF Compare Verfahren zeigt sich nicht nur beim Verschieben
von Klassen aus einem gelo¨schten Paket, sondern kann auch dann auftreten, wenn ein
Paket und eine darin enthaltene Klasse an zwei verschiedene Stellen verschoben werden,
wie im folgenden Beispiel gezeigt wird.
Beispiel 17 (Paketevergleich mit EMF Compare (2.Teil)). Die Abbildung 4.38 zeigt das
Vergleichsergebnis zweier Diagramme mittels EMF Compare. Im linken Diagramm liegt
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Abbildung 4.37: Differenzbericht von EMF Compare zum Vergleich der Klassendiagram-
me aus Beispiel 16: Die Verschiebung der Klassen Client, Agent und
Person in ein Unterpaket Persons wird nicht erkannt. Da die Klas-
sen Agent und Client nicht als korrespondierend erkannt wurden,
wird außerdem berichtet, dass sich die Referenzziele der Assoziationen
arrangedBy und ownedBy gea¨ndert ha¨tten.
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Abbildung 4.38: Differenzbericht von EMF Compare: gleichzeitiges Verschieben der
Klasse Klasse2 und des Pakets c wird nicht erkannt.
die Klasse Klasse2 im Paket c, das ein Unterpaket des Pakets b darstellt. Im rechten
Diagramm wurden im Vergleich dazu sowohl das Paket c als auch die Klasse Klasse2
um eine Stufe in der Pakethierarchie nach oben verschoben. Das Paket c liegt damit auf
gleicher Ebene wie das Paket b, die Klasse Klasse2 liegt im Paket b. Das EMF Compare
Verfahren erkennt zwar die Verschiebung des Pakets, nicht jedoch die Verschiebung der
Klasse, die stattdessen als gelo¨scht und an anderer Stelle wieder eingefu¨gt erkannt wird.
Wie die Beispiele 16 und 17 zeigen, erkennt EMF Compare nur einen Teil der Verschie-
beoperationen. Da das Verschieben von Klassen in andere Pakete sowie das Einfu¨gen und
Lo¨schen von Paketen zu den ga¨ngigen A¨nderungen in Klassendiagrammen za¨hlen, ist es
wu¨nschenswert, diese A¨nderungen auch zuverla¨ssig als solche zu erkennen. Um dies zu
gewa¨hrleisten, werden im eigenen Ansatz alle Klassen des Klassendiagramms sowie alle
Pakete unabha¨ngig von deren Lage in Paketen miteinander verglichen, woraus sich ein
zweistufiger Ansatz ergibt.
Bei dem zweistufigen Ansatz werden zuna¨chst alle Klassen miteinander verglichen,
danach erfolgt auf Basis der Klassenkorrespondenzen eine Zuordnung der Pakete. Dabei
werden die Pakete des Modells A paarweise mit den Paketen des Modells B verglichen,
unabha¨ngig von der hierarchischen Struktur der Pakete. Dieser flache Vergleich der Pake-
te ermo¨glicht es, auf Paketebene Verschiebungen von Klassen und von Paketen in andere
Pakete nativ zu erkennen. Die Verschiebungen werden dabei wie folgt gedeutet: Bei der
Verschiebung einer Klasse wird der vollsta¨ndige Teilbaum der Kompositionsstruktur mit
der Klasse als Wurzel verschoben. Wird ein Paket in ein anderes Paket verschoben, wer-
den die enthaltenen Elemente, d. h. Klassen und Pakete, nicht zwangsweise auch in das
neue Paket verschoben, sondern bleiben gegebenenfalls Elemente des ehemaligen Vater-
pakets des verschobenen Pakets. Im EMF Compare UI Editor wird die Visualisierung so
umgesetzt, dass die Unterelemente gelo¨schter bzw. eingefu¨gter Pakete weiterhin eben-
falls als gelo¨scht bzw. eingefu¨gt gelten, sofern sie nicht als verschoben gekennzeichnet
sind. Weiterhin gelten die Unterelemente verschobener Pakete als gemeinsam mit dem
Paket verschoben (siehe Abbildung 4.39), sofern sie nicht anderweitig als verschoben,
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Abbildung 4.39: Verschiebung eines Pakets mit Klassen im Differenzbericht des eigen-
entwickelten Verfahrens. Die fehlende Referenz (null) in der textuellen
Beschreibung der Verschiebungen ist darauf zuru¨ckzufu¨hren, dass das
Paket neu in dem Diagramm auf der rechten Seite nicht existiert.
Abbildung 4.40: Der fu¨r das a¨hnlichkeitsbasierte Korrespondenzberechnungsverfahren
auf Paketebene relevante Ausschnitt des Modells aus Abbildung 4.36
gelo¨scht oder eingefu¨gt markiert sind.
Anpassung des a¨hnlichkeitsbasierten Verfahrens
Zur Korrespondenzberechnung auf Paketebene wird das a¨hnlichkeitsbasierte Verfahren
aus Abschnitt 4.3 verwendet, wobei lediglich die A¨hnlichkeitsberechnungen fu¨r die neuen
Elemente angepasst werden. Da die Korrespondenzen fu¨r die Klassen und deren Unter-
elemente bereits vorliegen, ist fu¨r die Korrespondenzberechnung auf Paketebene nur
ein kleiner Ausschnitt des Datenmodells aus Abbildung 4.36 relevant (siehe Abbildung
4.40). Die A¨hnlichkeit von Paketen berechnet sich, wie in Formel 4.30 angegeben, zu
gleichen Teilen aus der A¨hnlichkeit des Paketnamens (simn(a, b)), der A¨hnlichkeit der
darin enthaltenen Klassen (simk(a, b)), der A¨hnlichkeit der darin enthaltenen Pakete
(simsubP (a, b)) sowie der A¨hnlichkeit der Vaterpakete (simsuperP (a, b)).
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sim(a, b) = (simn(a, b) + simk(a, b) + simsubP (a, b) + simsuperP (a, b))/4 (4.30)
Wie die Formel 4.30 zeigt, ha¨ngt die Berechnung der A¨hnlichkeitswerte zweier Pakete
a und b von den A¨hnlichkeiten ihrer Vater- und Kindpakete ab. Um diese Abha¨ngigkei-
ten aufzulo¨sen, werden fu¨r die Berechnung der Werte simsubP und simsuperP lediglich
kontextfreie Eigenschaften der Pakete beru¨cksichtigt. In der ersten Implementierung des
Verfahrens werden nur die Namen der Pakete verglichen. Es bietet sich jedoch an, zusa¨tz-
lich zu den Paketnamen auch die A¨hnlichkeitswerte der darin enthaltenen Klassen zu
beru¨cksichtigen.
Die A¨hnlichkeit der Namen kann wie fu¨r das Klassenebenenverfahren u¨ber verschiede-
ne Methoden zum Vergleich von Zeichenketten ermittelt werden (siehe dazu Abschnitt
4.3.1). Die A¨hnlichkeit zweier Klassen betra¨gt 1, falls die beiden Klassen korrespondie-
ren, ansonsten 0. Die A¨hnlichkeit zweier Pakete wird u¨ber den Vergleich der Namen
berechnet. Analog zum a¨hnlichkeitsbasierten Verfahren auf Klassenebene werden beim
Vergleich zweier Elementmengen die Einzela¨hnlichkeiten der Zuordnungen summiert und
durch die Zahl der Elemente der gro¨ßeren der beiden Elementmengen geteilt, damit der
A¨hnlichkeitswert im Intervall [0, 1] liegt. Auch hier ist eine unterschiedliche Gewichtung
der Einzelkriterien mo¨glich. Als Auswahlverfahren wird das in Abschnitt 4.3.2 beschrie-
bene Maxwertverfahren verwendet, wobei auf eine Anpassung der A¨hnlichkeiten im 1-
Kontext verzichtet wird. Die Abbildungen 4.41 und 4.42 zeigen die Ergebnisse, wenn die
Unterschiede der Modelle aus den Beispielen 16 und 17 jeweils mit diesem Verfahren
berechnet werden.
Zusammenfassung der Vorgehensweise
Der Ablauf der Korrespondenzberechnung fu¨r Klassendiagramme mit Paketen la¨sst sich
wie folgt zusammenfassen:
1. Korrespondenzberechnung auf Klassenebene:
Die korrespondierenden Klassen werden unabha¨ngig davon, in welchem Paket sie
sich befinden, mit einem Klassenebenenverfahren, wie in Abschnitt 4.2 oder 4.3
beschrieben, berechnet.
2. Korrespondenzberechnung auf Paketebene:
Unter Einbeziehung der korrespondierenden Klassen in die A¨hnlichkeitsberechnung
der Pakete werden die korrespondierenden Pakete mit dem in diesem Abschnitt
beschriebenen Verfahren bestimmt. Alternativ ko¨nnen aber auch andere Verfahren
entwickelt und in dieser Stufe eingesetzt werden.
3. Zusammenfu¨hrung der Ergebnisse
Die getrennt berechneten Korrespondenzen der Klassen und der Pakete mu¨ssen
abschließend in einer gemeinsamen Zuordnung zusammengefu¨hrt werden. Dieser
Schritt wird in Abschnitt 5.3.2 nach Einfu¨hrung des verwendeten Korrespondenz-
modells beschrieben.
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Abbildung 4.41: Differenzbericht des zweistufigen Verfahrens (ECVerfahren + a¨hnlich-
keitsbasiertes Paketebenenverfahren) fu¨r den Vergleich der Modelle aus
Beispiel 16. Die Verschiebungen der Klassen Person, Client und Agent
werden erkannt. Die fehlenden Referenzen (null) in der textuellen Be-
schreibung der Verschiebungen sind darauf zuru¨ckzufu¨hren, dass das
Paket Persons gelo¨scht ist.
Abbildung 4.42: Differenzbericht des eigenen Paketebenenverfahrens zu Beispiel 17 bei
doppelter Namensgewichtung
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Um die verschiedenen Ansa¨tze vergleichen zu ko¨nnen, ist ein Rahmenwerk hilfreich, in
dem Klassendiagramme erstellt und verglichen sowie die Ergebnisse des Vergleichs visua-
lisiert werden ko¨nnen. Damit ko¨nnen die Verfahren auf die gleichen Beispiele angewandt
werden und die unterschiedlichen Ergebnisse betrachtet werden. Bei der Wahl der Umge-
bung fiel die Entscheidung aus folgenden Gru¨nden auf Eclipse und das Eclipse Modeling
Framework [SBPM09].
Open-Source-Projekt mit großer Community Bei der Entwicklungsumgebung Eclip-
se fu¨r Java handelt es sich um ein Open-Source-Projekt. Dies bedeutet, dass der Quell-
code der Umgebung frei zuga¨nglich ist und die Mitarbeit am Projekt ausdru¨cklich
gewu¨nscht ist. So wird Eclipse nicht nur von vielen Anwendern genutzt, sondern es
hat sich auch eine sehr aktive Community gebildet, die Eclipse pflegt und in verschiede-
nen Projekten Komponenten mit neuer Funktionalita¨t entwickelt. Da Eclipse sich mit
seiner Vielzahl an Komponenten zu einem Allesko¨nner zu entwickeln scheint, ist davon
auszugehen, dass Eclipse auch in Zukunft eine bedeutende Rolle als Entwicklungsum-
gebung einnehmen wird. Eine U¨bersicht u¨ber die aktuellen Projekte findet sich unter
http://www.eclipse.org.
Baukastensystem Eclipse besteht aus einem Kernpaket, das, basierend auf dem OS-
Gi Framework Equinox, weitere Komponenten, sogenannte Plugins, einbinden kann. So
wird die Eclipse Plattform durch die beiden Plugins Java Development Tooling (JDT)
und Plug-in Developer Environment (PDE) zur Entwicklungsumgebung fu¨r Java mit
Unterstu¨tzung zur Plugin-Entwicklung erweitert (siehe Abbildung 5.1). Weitere auch ei-
gene Komponenten lassen sich an vordefinierten Anknu¨pfungspunkten (extension points)
hinzufu¨gen ([SBPM09, Kapitel 1]), so dass sich der Umfang und die Funktionalita¨t gut
anpassen lassen.
Nutzen vorhandener Komponenten Ein Teil der Komponenten, die fu¨r das Rah-
menwerk beno¨tigt werden, sind dank des Eclipse Modeling Projekts bereits als Eclipse-
Plugins vorhanden. Dazu za¨hlen verschiedene Editoren fu¨r Ecore-Dateien sowie Teile des
Vergleichsverfahrens EMF Compare (siehe Abschnitt 3.2.2). Das EMF Compare Projekt
startete 2007 als Teil der EMFT (Eclipse Modeling Framework Technology) [Bru] und
wurde im Juni 2009 in das EMF Projekt aufgenommen. Seitdem wird EMF Compare
147
5 Implementierung im EMF-Rahmenwerk
Abbildung 5.1: Architektur der Eclipse Plattform [Ecl09, Platform Plug-in Developer
Guide, Programmer’s Guide, Platform architecture]
zusammen mit den Eclipse Modeling Releases ausgeliefert. Durch das Verwenden be-
stehender Komponenten ist es mo¨glich, sich auf die Kernfunktion, das Berechnen der
Korrespondenzen zu konzentrieren. Daru¨ber hinaus ist es interessant, das generische Ver-
fahren von EMF Compare mit den eigenentwickelten Verfahren zu vergleichen. Welche
Komponenten fu¨r das Rahmenwerk genutzt werden, wird in Abschnitt 5.1 beschrieben.
Erweiterbarkeit fu¨r andere Diagrammarten Bei einer zuku¨nftigen Erweiterung der
Vergleichsverfahren auf andere Diagrammarten kann es von Vorteil sein, dass in Eclipse
fu¨r eine Vielzahl an Diagrammarten bereits eine Editor-Unterstu¨tzung vorhanden ist.
Daru¨ber hinaus ko¨nnen mit EMF und der Metamodellsprache Ecore leicht Modelle fu¨r
eigene Diagrammarten erstellt und dazugeho¨rige Baumeditoren generiert werden (sie-
he [Rau08]). Unter Verwendung der GMF-Werkzeuge des Graphical Modeling Projects
[GEF] lassen sich zu den erstellten Modellen mit begrenztem Aufwand graphische Edi-
toren bauen [Gro09].
Nach einem U¨berblick u¨ber den Aufbau des Rahmenwerks werden im Folgenden die
beteiligten Komponenten und deren Zusammenspiel genauer beschrieben. Der Schwer-
punkt liegt dabei auf den verschiedenen Modellen, die im Laufe des Vergleichprozes-
ses entstehen. Abbildung 5.2 zeigt die Transformationskette der extern und intern ver-
wendeten Modelle: Die beiden zu vergleichenden Klassendiagramme liegen im Ecore-
Datenmodell vor, das fu¨r die Durchfu¨hrung der Korrespondenzberechnungsverfahren in
ein internes Datenmodell DDiagramm u¨berfu¨hrt wird (Abschnitt 5.2). Zwischen den Kor-
respondenzberechnungsverfahren der Klassen- und Paketebene wird ein Objekt der Klas-
se Zuordnung als internes Austauschformat fu¨r die berechneten korrespondierenden Ele-
mente verwendet. Schließlich wird das Gesamtergebnis als EMF-Korrespondenzmodell
(Abschnitt 5.3) exportiert und daraus ein EMF-Differenzmodell (Abschnitt 5.4) abge-
leitet.
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Abbildung 5.2: Transformationskette der Modelle
5.1 Aufbau des Rahmenwerks
Die in Kapitel 4 beschriebenen Korrespondenzberechnungsverfahren wurden als Plug-
in implementiert, das die Entwicklungsumgebung Eclipse u¨ber den Anknu¨pfungspunkt
org.eclipse.ui.views um eine Sicht erweitert. Die neue Sicht stellt eine Benutzer-
schnittstelle zur Verfu¨gung, u¨ber die die zu vergleichenden Klassendiagramme sowie das
zu verwendende Korrespondenzberechnungsverfahren ausgewa¨hlt werden ko¨nnen. Fu¨r
das Rahmenwerk werden verschiedene Eclipse-Plugins von EMF und EMF Compare
benutzt. Das betrifft folgende Bereiche:
• beliebige Ecore-Editoren zur Modellierung der Klassendiagramme
• die Datenstruktur MatchModel zur Speicherung eines Korrespondenzmodells
• den 2-Wegevergleich von EMF Compare sowie das Differenzmodell DiffModel
• den EMF Compare UI Editor zur Visualisierung der Differenzen in der Baumsicht
Abbildung 5.3 zeigt einen U¨berblick, wie diese Komponenten mit dem eigenentwickel-
ten Plugin ein Rahmenwerk zum Vergleich von Klassendiagrammen bilden. Wie dieses
Rahmenwerk benutzt wird, wird im na¨chsten Abschnitt beschrieben, wobei fu¨r ausfu¨hr-
liche Screenshots auf den Anhang A.1 verwiesen wird. Die Bezeichnungen Korrespon-
denzmodell sowie Differenzmodell beziehen sich in diesem Kapitel, soweit nicht anders
angegeben, auf das MatchModel und das DiffModel von EMF Compare.
5.1.1 Einsatz des Rahmenwerks
Zur Modellierung der Ecore-Klassendiagramme ko¨nnen beliebige Ecore-Editoren genutzt
werden. Als Beispiele werden hier der Ecore Tree Editor, der mit einer Baumsicht auf
der Kompositionsstruktur der Ecore-Datei arbeitet, und der graphische Ecore Diagram
Editor von Ecore Tools1 genannt. Fu¨r den Vergleich zweier Diagramme wird die Sicht
1http://www.eclipse.org/modeling/emft/?project=ecoretools
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Abbildung 5.3: Aufbau des Rahmenwerks zum Vergleich von Korrespondenzberech-
nungsverfahren
des eigenentwickelten Plugins beno¨tigt. Falls diese Sicht in Eclipse noch nicht offen ist,
kann sie u¨ber das Menu¨ Windows → Show view geo¨ffnet werden. U¨ber diese Benut-
zerschnittstelle, die in Abbildung 5.4 zu sehen ist, kann der Anwender die beiden zu
vergleichenden Diagramme auswa¨hlen und entscheiden, mit welchem Verfahren die Kor-
respondenzen berechnet werden sollen.





fige Ansa¨tze“ unterteilt. Als einstufiger Ansatz wurde das Korrespondenzberechnungs-
verfahren von EMF Compare angebunden. Bei dem mehrstufigen Ansatz sind jeweils ein
Korrespondenzberechnungsverfahren auf Klassenebene und das anschließende Paketebe-
nenverfahren auszuwa¨hlen. Als Klassenebenenverfahren wurden das edierkostenbasierte
ECVerfahren, dessen Brute-Force-Variante BFVerfahren und das a¨hnlichkeitsbasierte
Verfahren aus Kapitel 4.3 implementiert. Als Paketebenenverfahren steht bislang die
a¨hnlichkeitsbasierte Variante aus Abschnitt 4.5 zur Auswahl. Je nach Verfahren existie-
ren zusa¨tzliche Optionen. So kann z. B. beim ECVerfahren das nachtra¨gliche Erkennen
von Verschiebungen auf Klassenebene und/oder ein Schwellenwert aktiviert werden (vgl.
Abschnitte 4.4 und 4.2.7). Fu¨r alle mehrstufigen Verfahren kann festgelegt werden, mit
welchem Verfahren Zeichenketten verglichen werden.
Lo¨st der Anwender einen Diagrammvergleich aus, werden die Ecore-Klassendiagramme
gegebenenfalls2 in ein von dem ausgewa¨hlten Verfahren beno¨tigtes internes Modell u¨ber-
fu¨hrt (siehe Abschnitt 5.2.2). Im Anschluss daran werden die korrespondierenden Ele-
2Bei dem einstufigen Ansatz EMF Compare wird dies nicht beno¨tigt.
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Abbildung 5.4: View in Eclipse zur Auswahl des Korrespondenzberechnungsverfahrens.
mente der beiden Diagramme durch das gewa¨hlte Verfahren bestimmt und in das Kor-
respondenzmodell von EMF, das MatchModel (siehe 5.3) u¨bertragen. Das so erstellte
Modell dient zusammen mit den beiden Diagrammen als Eingabe fu¨r die GenericDiff-
Engine von EMF Compare, die die Differenzen ableitet. Unabha¨ngig vom ausgewa¨hlten
Verfahren zur Berechnung der Korrespondenzen wird zur Ableitung der Differenzen aus
dem Korrespondenzmodell das gleiche Differenzberechnungsverfahren verwendet. Dies
stellt die Vergleichbarkeit der erzielten Ergebnisse sicher. Stimmen zwei Korrespondenz-
modelle u¨berein, sind auch deren Differenzmodelle identisch. Umgekehrt steht fest, dass
Unterschiede in Differenzmodellen auch auf Unterschiede in den Korrespondenzmodellen
zuru¨ckzufu¨hren sind. Als Ergebnis der Differenzberechnung entsteht ein Differenzmodell,
das DiffModel von EMF.
Beide entstandenen Modelle, das Korrespondenzmodell und das Differenzmodell, wer-
den dem EMF Compare UI Editor u¨bergeben (fu¨r den Aufruf siehe Listing 5.6, S. 176)
und die berechneten Unterschiede in einer Baumsicht angezeigt (siehe Abbildung 5.24,
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S. 178). Eine graphische Visualisierung der Unterschiede ist bereits in Entwicklung und
fu¨r nachfolgende Eclipse-Versionen angeku¨ndigt ([Ja¨h08, S. 55]). Die berechnete Diffe-
renzdatei, die das MatchModel und das DiffModel entha¨lt, la¨sst sich u¨ber einen Save-
Button als *.emfdiff nach XML serialisieren.
5.1.2 Aufbau des Match-Plugins
Nach Beschreibung der Funktionsweise des Rahmenwerks soll nun ein U¨berblick u¨ber den
Aufbau des Korrespondenzberechnungs-Plugins gegeben werden. Die Implementierung
gliedert sich in drei Pakete: in die fu¨r die Schnittstelle nach außen relevanten Klassen,
die verwendete Datenstruktur und die Verfahren (siehe Abbildung 5.5).
Das Paket view stellt die Schnittstelle des Plugins zur Außenwelt dar. U¨ber die
Aktivator-Klasse des Plugins und die Eclipse-Sichten in den Klassen DiffView, ECPara-
meterView und SimParameterView wird das Plugin an die Eclipse Plattform angebun-
den. Die DiffView stellt die Benutzerschnittstelle zur Verfu¨gung, in der die Vergleiche
ausgelo¨st werden. Die Klassen ECParameterView und SimParameterView repra¨sentie-
ren weitere Sichten, u¨ber die A¨nderungen am Kostenmodell des ECVerfahrens bzw. an
der Gewichtung der A¨hnlichkeitswerte des A¨hnlichkeitsverfahrens vorgenommen werden
ko¨nnen. Der Zugriff auf die Ressourcen der zu vergleichenden Diagramme und das Erstel-
len der DDiagramm-Objekte wurde in die Hilfsklasse Diagrammfinder ausgelagert. In der
Klasse DiffView werden die Diagramme dem ausgewa¨hlten Verfahren u¨bergeben. Die
Implementierungen der Verfahren befinden sich im Paket verfahren, was im nachfol-
genden Abschnitt beschrieben wird. Letztendlich wird zu dem berechneten MatchModel
ein Objekt der Klasse DiffAnzeige erstellt, das fu¨r das Erstellen des DiffModels aus
dem MatchModel sowie fu¨r das O¨ffnen des EMF Compare UI Editors verantwortlich ist.
Das Paket datenstruktur entha¨lt die Klassen der intern verwendeten Datenstruktur,
die im Abschnitt 5.2.2 behandelt wird.
Strukturierung der Verfahren im Paket de.uni.bayreuth.uhrig.ecorediff.verfahren
Das Paket verfahren beinhaltet die verschiedenen Korrespondenzberechnungsverfah-
ren, die sich in Klassenebenenverfahren, Paketebenenverfahren und Einstufiges-
Verfahren unterteilen lassen. Ein Klassenebenenverfahren berechnet eine Zuordnung fu¨r
den Vergleich von Klassendiagrammen, die lediglich ein Grundpaket besitzen, in dem
alle Klassen liegen. Diese Verfahren ko¨nnen eigensta¨ndig genutzt werden, die Ergeb-
nisse in ein Korrespondenzmodell u¨bertragen und visualisiert werden. Daru¨ber hinaus
ko¨nnen die Klassenebenenverfahren auch als Vorstufe zu einem Paketebenenverfahren
eingesetzt werden. Dabei werden alle Klassen unabha¨ngig davon, in welchem Paket sie
sich befinden, miteinander verglichen. Ein Paketebenenverfahren ordnet unter Vorgabe
einer Zuordnung der Klassen die Pakete zweier Diagramme zu, wobei korrespondierende
Klassen sich nicht im gleichen Paket befinden mu¨ssen (vgl. Abschnitt 4.5). Als dritte
Variante sind Anbindungen von einstufigen Verfahren mo¨glich, die das Berechnen der
Korrespondenzen fu¨r Klassen und Pakete in einem Schritt behandeln.
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Abbildung 5.5: U¨bersicht u¨ber die Pakete des Plugins mit den wichtigsten import-
Anweisungen.
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Abbildung 5.6: Vererbungshierarchie der Verfahren
Gemeinsame Eigenschaften dieser Verfahren, wie der Name des Verfahrens, die beiden
Diagramme und die Signatur der Startmethode wurden in einer abstrakten Oberklasse
Verfahren zusammengefasst. Einen U¨berblick u¨ber die Vererbungshierarchie der Verfah-
ren zeigt die Abbildung 5.6. In der Klasse Klassenebenenverfahren wird in der Metho-
de transformiereDaten() die Umwandlung des Ecore-Datenmodells in das von allen
Klassenebenenverfahren verwendete interne Datenmodell realisiert. Falls zusa¨tzliche ver-
fahrensspezifische Vorbereitungen no¨tig sind, werden diese in der redefinierten Methode
der Unterklasse nach einem super()-Aufruf umgesetzt. Die Datenstruktur Zuordnung
dient als Schnittstelle zur Weitergabe der Zuordnung der Klassen an das nachfolgende
Paketebenenverfahren. Wa¨hrend sich die abstrakten Klassen der Verfahren direkt im
Paket befinden, liegen die Implementierungen der verschiedenen Verfahren im Unterpa-
ket verfahren.impl. Die beiden weiteren Unterpakete graph und sim werden jeweils
nur von den edierkostenbasierten bzw. a¨hnlichkeitsbasierten Verfahren verwendet. Im
Unterpaket verfahren.stringvergleich liegen gemeinsam genutzte Klassen zum Ver-
gleich von Zeichenketten. Dies beinhaltet ein Interface Stringvergleich und die Klas-
sen LCS, Levenshtein und Gleichheitstest, die das Interface mit den in Abschnitt
4.2.1 beschriebenen Verfahren zum Vergleich von Zeichenketten implementieren. Das In-
terface beinhaltet eine Methode zur Berechnung eines A¨hnlichkeitswerts, der von den
a¨hnlichkeitsbasierten Verfahren genutzt wird, sowie eine Methode zur Berechnung der
Edierkosten, die von den edierkostenbezogenen Verfahren verwendet wird (siehe Abbil-
dung 5.7).
Die Klassen des Unterpakets de.uni.bayreuth.uhrig.ecorediff.verfahren.graph
Sowohl das ECVerfahren als auch das BFVerfahren arbeiten mit dem in Kapitel 4.2.4
beschriebenen Netzwerkgraphen. Die dabei verwendeten Klassen Graph, Knoten und
Kante wurden bereits in Abbildung 4.24 auf Seite 111 dargestellt. Die Graphen der
beiden Verfahren unterscheiden sich im Wesentlichen durch unterschiedliche Kostenbe-
wertungen der Kanten. Der Aufbau der Vergleichsgraphen wird daher von einer Instanz
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Abbildung 5.7: Zusammenhang zwischen den Verfahren und den verschiedenen Metho-
den des Zeichenkettenvergleichs
Abbildung 5.8: Graphkonstruktor
der Klasse Graphkonstruktor u¨bernommen, der die Berechnung der Kantenkosten an
einen Kostenprovider delegiert.
Abbildung 5.8 zeigt die verschiedenen o¨ffentlichen Methoden der Klasse Graphkon-
struktor zum Aufbau verschiedener Graphen. Dies beinhaltet das Erstellen eines Ver-
gleichsgraphen zu zwei Objektlisten, die Erstellung eines Untergraphen fu¨r eine Kante
zu zwei gegebenen Objektlisten, die Zuordnung der U¨bergabeparameter fu¨r zwei Arrays
von Parametern und das Erstellen eines leeren Untergraphen fu¨r die Unterobjekte ei-
nes gelo¨schten Objekts. Fu¨r die Kostenkontrolle der berechneten Zuordnung bzw. das
BFVerfahren wird noch eine weitere Methode angeboten, die zu einer vorgegebenen Zu-
ordnung von Objekten einen Netzwerkgraphen aufbaut, um die Kosten dieser Zuordnung
zu berechnen.
Fu¨r die unterschiedlichen Kosten der Verfahren existieren im Unterpaket graph.kost-
en zwei verschiedene Implementierungen des Interfaces Kostenprovider. ECKosten und
BFKosten erben gemeinsame Methoden, wie die Berechnung der kontextfreien Kosten,
von der gemeinsamen abstrakten Oberklasse Standardkosten (vgl. Abbildung 5.9). Da
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Abbildung 5.9: Kostenprovider
die kontextabha¨ngigen Kosten bei beiden Verfahren unterschiedlich berechnet werden,
wird dafu¨r jeweils eine eigene Implementierung beno¨tigt. Die Methoden rechnen jedoch
nicht mit explizit in der Implementierung vorgegebenen Kosten, z. B. fu¨r das Lo¨schen
einer Klasse, sondern beziehen sich auf die Kosten, die von einem Objekt der Klasse
Edierkosten vorgegeben werden. Neue Konfigurationen der Edierkosten lassen sich so
einfach u¨ber ein anderes Objekt der Klasse Edierkosten in den Kostenprovider ein-
binden. Die Einstellung der Parameter kann auch zur Laufzeit u¨ber die in Abbildung
5.10 dargestellte Sicht vorgenommen werden
Außerdem entha¨lt das Paket graph.kosten die Klasse BusackerGowen, die eine Im-
plementierung des in Abschnitt 4.2.5 beschriebenen Verfahrens zur Lo¨sung des Netzwerk-
problems darstellt. In dem Unterpaket graph.schwelle, das in Abbildung 5.5 vereinfacht
dargestellt ist, liegen die Klassen zur Realisierung von Schwellenwerten.
Die Klassen des Unterpakets de.uni.bayreuth.uhrig.ecorediff.verfahren.sim
Das Paket sim entha¨lt die fu¨r die a¨hnlichkeitsbasierten Verfahren beno¨tigten Klassen
und Interfaces, differenziert nach Klassenebenenverfahren und Paketebenenverfahren in
zwei verschiedenen Unterpaketen. Auf oberster Ebene des Pakets befinden sich ledig-
lich zwei abstrakte Hilfsklassen, die von den Verfahren gemeinsam genutzte Metho-
den zur Verfu¨gung stellen. Die Abbildungen 5.12 und 5.11 zeigen jeweils die Verbin-
dungen der Klassen in den Unterpaketen sim.klassen und sim.pakete. In den Klassen
Klassenvergleich bzw. Paketevergleich sind die Einzelvergleiche zweier Klassen bzw.
Pakete als nichto¨ffentliche Vergleichsmethoden realisiert. Die Gewichtung der A¨hnlich-
keitswerte kann dabei u¨ber eine Sicht (vgl. Abbildung 4.27, Seite 123) angepasst werden.
Objekte der Klassen Klassenvergleichsmatrix bzw. Paketevergleichsmatrix fassen
die Einzelvergleiche in einer Matrix zusammen und binden ein geeignetes Auswahlver-
fahren vom Typ KlassenAuswahlverfahren bzw. PaketeAuswahlverfahren ein. Das
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Abbildung 5.10: Sicht zur Konfiguration der Kosten des ECVerfahrens und der Brute-
Force-Variante
Auswahlverfahren legt fest, wie aus der Vergleichsmatrix mit den berechneten A¨hn-
lichkeitswerten Paare von korrespondierenden Elementen ausgewa¨hlt werden. Da fu¨r
die Berechnung einer Zuordnung der Klassen auch eine iterative Variante vorgesehen
ist (vgl. Abschnitt 4.3), enthalten die Klassen Klassenvergleich bzw. Klassenver-
gleichsmatrix entsprechende weitere Methoden zum Aktualisieren der Zwischenergeb-
nisse zwischen den Iterationsschritten sowie eine Methode zum Speichern der tempora¨ren
Teilzuordnungen.
5.2 Das interne Datenmodell
Wie bereits in Abschnitt 5.1 erwa¨hnt, ist es fu¨r die Durchfu¨hrung der Klassenebenen-
verfahren no¨tig, die Klassendiagramme, die verglichen werden sollen, in ein internes
Datenmodell zu u¨berfu¨hren. Bevor die Gru¨nde und die Umsetzung in Abschnitt 5.2.2
beschrieben werden, soll im na¨chsten Abschnitt zuna¨chst der Zusammenhang zwischen
den Ecore-Klassendiagrammen und dem Ecore-Metamodell dargestellt werden.
5.2.1 Das Ecore-Metamodell als Modell fu¨r Klassendiagramme
Modelle des Eclipse Modeling Frameworks sind Instanzen von Ecore-Modellen, die mit
der Sprache Ecore modelliert werden. Das Ecore-Metamodell, das die Modellierungsspra-
che Ecore beschreibt (vgl. Abbildung 5.13), wurde urspru¨nglich auf dem Meta Object
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Abbildung 5.11: Klassenvergleich
Abbildung 5.12: Paketevergleich
Facility-Standard der Object Management Group OMG [Obj06] aufgebaut und ist in
etwa mit Essential MOF (EMOF) vergleichbar ([Gro09, S. 663]). Da Klassendiagramme
den Ecore-Modellen hinreichend a¨hnlich sind, wurde in diesem Ansatz darauf verzichtet,
mit der Sprache der Metaebene ein Ecore-Modell fu¨r Klassendiagramme zu erstellen.
Als Metamodell fu¨r die Klassendiagramme wird im Vergleichsrahmenwerk stattdessen
eine Teilmenge des Ecore-Metamodells verwendet (siehe Abbildung 5.14). Diese Teil-
menge ist in Abbildung 5.15 dargestellt, wobei folgende Zuordnung zwischen den Ecore-
Metamodellelementen und den Elementen eines Klassendiagramms stattfindet:
• EPackage. Modellelemente vom Typ EPackage entsprechen Paketen. Diese be-
sitzen einen Namen und sind u¨ber die bidirektionale Assoziation eSubPackages/
eSuperPackages mit den Unterpaketen und dem Oberpaket verbunden. Außerdem
kann ein Paket Elemente vom Typ EClass enthalten (bidirektionale Assoziation
eClassifiers/ ePackage u¨ber EClassifier zu EClass).
• EClass. Ein Element vom Typ EClass besitzt einen Namen und stellt eine kon-
krete Klasse dar, falls die Attribute abstract und interface false sind. Falls
abstract true ist, handelt es sich um eine abstrakte Klasse. Falls das Attribut
interface true ist, liegt ein Interface vor. Außerdem verweist eine unidirektionale
Assoziation eSuperTypes gegebenenfalls auf weitere Elemente vom Typ EClass.
Ist das Ziel der Assoziation eine (abstrakte) Klasse, wird die Beziehung als Verer-
bungskante zur Oberklasse interpretiert. Im Fall eines Interfaces handelt es sich um
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Abbildung 5.14: Die Metamodellebenen des Vergleichrahmenwerks
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eine implements-Beziehung. In der Liste der eSuperTypes eines EClass-Elements
ko¨nnen sich daher mehrere Elemente befinden, allerdings wird Einfachvererbung
bei Klassen unterstellt. Ein EClass-Element kann außerdem Attribute (unidirek-
tionale Assoziation eAttributes zu EAttribute) und Methoden (bidirektionale
Assoziation eOperations/ eContainingClass zu EOperation) besitzen. Unidi-
rektionale Assoziationen sind von der Klasse bzw. dem Interface u¨ber die unidi-
rektionale Assoziation eReferences zu EReference navigierbar. Fu¨r die Attribu-
te und unidirektionale Assoziationen ist die entsprechende Ru¨ckrichtung u¨ber die
Assoziation eContainingClass navigierbar, die von EStructuralFeature geerbt
wird.
• EAttribute. Ein EAttribute-Element entspricht einem Attribut einer Klasse oder
eines Interfaces. Ein Attribut besitzt einen Namen und einen Typ (eType). Die
Eigenschaften lowerBound und upperBound des ETypedElements werden fu¨r At-
tribute nicht beru¨cksichtigt.
• EOperation. Methoden von Klassen oder Interfaces werden durch Objekte der
Klasse EOperation dargestellt. Eine Methode besitzt einen Namen, einen Ru¨ck-
gabetyp (eType) sowie mo¨glicherweise U¨bergabeparameter vom Typ EParameter.
Zu den U¨bergabeparametern besteht eine in beide Richtungen navigierbare Asso-
ziation eOperation/eParameters. Auch fu¨r Methoden werden die Eigenschaften
lowerBound und upperBound nicht beru¨cksichtigt.
• EParameter. Dieses Element besitzt lediglich einen Namen und einen Typ (eType)
und entspricht einem U¨bergabeparameter einer Methode.
• EReference. Eine EReference wird auf eine unidirektionale Assoziation abgebil-
det. Die Referenz eReferenceType3 verweist auf das Assoziationsende, das eine
Klasse oder ein Interface sein kann. Eine bidirektionale Assoziation entspricht in
dem Modell zwei entgegengerichteten unidirektionalen Assoziationen, deren oppo-
site-Link auf die jeweils andere Assoziation gesetzt ist. Bei einem EReference-
Element entsprechen die Eigenschaften lowerBound und UpperBound den Kar-
dinalita¨ten der Assoziation. Eine Assoziation kann eine Kompositionsbeziehung
darstellen (containment).
Beim Vergleich der Diagramme wird jedoch nur ein Teil der Elemente und Eigenschaf-
ten des Ecore-Metamodells beru¨cksichtigt. Das Ecore-Metamodell entha¨lt eine Reihe
abgeleiteter Eigenschaften und Assoziationen, wie eAllAttributes oder eAllSuper-
Types. In diesem Fall werden nicht nur die in der Klasse angegebenen Attribute zuru¨ck-
geliefert, sondern auch Attribute, die von Oberklassen geerbt werden. Analog liefert
eAllSuperTypes nicht nur die direkten Obertypen, sondern auch alle Typen, zu de-
nen indirekt eine Vererbungsbeziehung besteht. Da sich der Vergleich nur auf in den
Elementen gespeicherten Informationen bezieht, werden die abgeleiteten Eigenschaften
3ein Verweis auf das eType-Element von ETypedElement, allerdings als EClass gecastet (vgl.
[SBPM09])
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Abbildung 5.15: Das reduzierte Ecore-Metamodell
nicht verwendet. Daru¨ber hinaus wurden weitere Elemente wie Annotationen und Daten-
typen nicht in den Ansatz miteinbezogen, um die Komplexita¨t der Implementierung zu
reduzieren. Die wesentlichen Bestandteile von Klassendiagrammen wurden umgesetzt,
wobei bestimmte Eigenschaften exemplarisch herausgegriffen wurden. Der Umfang des
gewa¨hlten Modellausschnitts la¨sst sich jedoch bei Bedarf erweitern, insbesondere ist es
leicht, weitere kontextunabha¨ngige Eigenschaften in das Edierkostenmodell sowie in die
A¨hnlichkeitsberechnung der a¨hnlichkeitsbasierten Verfahren miteinzubeziehen. Andere
noch fehlende Elemente von Klassendiagrammen lassen sich durch das Ecore-Metamodell
nicht intuitiv darstellen. Beispielsweise ist das Modellieren abstrakter Methoden oder von
Sichtbarkeiten nur u¨ber Annotationen mo¨glich.
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Abbildung 5.16: Das interne Datenmodell
5.2.2 Kapselung des Ecore-Modells in eine interne Datenstruktur
Da die Assoziationen der Kompositionsstruktur im Ecore-Metamodell bidirektional rea-
lisiert sind, kennt ein Element nicht nur seine Unterelemente, sondern es kann auch auf
sein Oberelement zugreifen. Der Zugriff auf das sogenannte Parentelement wird zum Bei-
spiel bei der Erstellung des Differenzmodells verwendet (siehe Abschnitt 5.4.2). Andere
Assoziationen wie eSuperTypes und eReferenceType sind unidirektional umgesetzt.
Sofern diese Referenzen nur in eine Richtung verwendet werden, handelt es sich da-
bei um eine effiziente Lo¨sung. Da wir beim Vergleich auch eingehende Assoziationen
und Unterklassen einer Klasse in die A¨hnlichkeitsberechnung miteinbeziehen, entsteht
an dieser Stelle jedoch zusa¨tzlicher Aufwand: Vor dem eigentlichen Aufruf des Ver-
gleichsverfahrens werden die beiden Ecore-Modelle jeweils in ein internes Modell u¨ber-
tragen, das zusa¨tzliche Informationen entha¨lt, die fu¨r die Berechnung der Korrespon-
denzen beno¨tigt werden. Dabei werden alle Elemente vom Typ EClass, EPackage und
EReference jeweils in einem neuen eigenen Typ gekapselt. Dieser entha¨lt neben den
zusa¨tzlichen Werten als Objektfeld auch eine Referenz auf das urspru¨ngliche Ecore-
Modellelement und erfu¨llt u¨ber eine implements-Vereinbarung die Schnittstelle der ur-
spru¨nglichen Klasse. Damit sind die Objekte des neuen Typs u¨berall dort einsetzbar,
wo ein Objekt der Ecore-Modellelementklasse erwartet wird. Abbildung 5.16 zeigt die
Zusammenha¨nge der neuen Typen DKlasse, DPaket und DReferenz im Paket de.
uni.bayreuth.uhrig.ecorediff.datenstruktur.
Fu¨r jedes der beiden zu vergleichenden Diagramme wird das interne Modell in einem
DDiagramm-Objekt gespeichert. Dieses speichert den Namen des Diagramms und eine Re-
ferenz auf die zugeho¨rige Ressource im Eclipse Ressourcenmodell sowie Listen aller im
Diagramm enthaltenen Pakete und Klassen. Das Grundpaket ist in der Liste der Pakete
nicht enthalten, sondern wird als Wurzelelement des internen Modells extra gespeichert.
Die neuen Typen DPaket, DKlasse und DReferenz besitzen neben weiteren Assozia-
tionen auch eindeutige ids und matchids zum schnelleren Objektvergleich und zum
leichteren Identifizieren von Korrespondenzpartnern, sowie andere technische Hilfsfelder
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fu¨r den Aufbau des Korrespondenzmodells, die in der Abbildung 5.16 nicht dargestellt
sind. Nachdem die Korrespondenzen berechnet wurden, wird das urspru¨ngliche Modell
wieder entkapselt, so dass die originalen Modellelemente in das Korrespondenzmodell
u¨bertragen werden.
Die nachfolgenden Ausfu¨hrungen u¨ber das EMF MatchModel und DiffModel beziehen
sich auf den Quellcode der verwendeten EMF Compare Version 1.0.0. Entsprechende
Dokumentationen zu EMF Compare stehen leider nicht zur Verfu¨gung.
5.3 Das Korrespondenzmodell
Die ermittelten Korrespondenzen werden in einer EMF Compare eigenen Datenstruk-
tur, dem MatchModel gespeichert. Dieses verknu¨pft die korrespondierenden Elemente
zweier Diagramme paarweise miteinander. Nach [BP08] handelt es sich bei dem Kor-
respondenzmodell von EMF um eine Sonderform des Weaving Modells. Dabei werden
keine Kopien der Elemente erzeugt, sondern mit Verweisen auf die Modellelemente ge-
arbeitet. Dies liefert ein schlankes Modell, dessen Aussage nur in Verbindung mit den
beiden zu vergleichenden Diagrammen vollsta¨ndig erfasst werden kann. Das Korrespon-
denzmodell ist unabha¨ngig von dem verwendeten Metamodell und wird im Rahmen des
EMF Compare Verfahrens fu¨r alle Ecore-basierten Modelle eingesetzt. Die Abbildung
5.17 zeigt eine leicht vereinfachte Darstellung des Metamodells fu¨r Korrespondenzmo-
delle aus dem Paket org.eclipse.emf.compare.match.metamodel, das im folgenden
Absatz genauer beschrieben wird.
5.3.1 Aufbau des Korrespondenzmodells
Ein Korrespondenzmodell entha¨lt neben den Ressourcen der beiden verglichenen Mo-
delle eine Liste der Korrespondenzen und eine Liste der Einzelelemente auf oberster
Ebene. Fu¨r die Verknu¨pfung der korrespondierenden Elemente wird ein Element vom
Typ Match2Elements4 eingefu¨hrt. Ein Objekt dieser Klasse stellt eine Implementierung
einer Korrespondenz dar und wird im Folgenden auch als Korrespondenzobjekt bezeich-
net. Ein Korrespondenzobjekt besitzt Referenzen auf die beiden korrespondierenden
Modellelemente aus dem linken und aus dem rechten Klassendiagramm. Die Kompo-
sitionsstruktur der Diagramme wird auch im Korrespondenzmodell nachgebildet. Dazu
verweisen die Korrespondenzobjekte u¨ber eine Referenz getSubmatchedElements auf
die entsprechenden Korrespondenzobjekte ihrer Unterelemente. Einzelelemente werden
in einer Liste von Objekten des Typs UnmatchElement verwaltet, die im Folgenden auch
als Einzelobjekte bezeichnet werden. Ein Einzelobjekt verweist auf ein nichtkorrespon-
dierendes Modellelement aus dem rechten oder linken Klassendiagramm. Das Attribut
Side gibt mit LEFT bzw. RIGHT an, ob das Einzelelement aus dem linken oder rechten
Modell stammt.
4Im Gegensatz zur Klasse Match3Elements zur Realisierung einer Korrespondenz aus dem 3-Wege-
Vergleich
163
5 Implementierung im EMF-Rahmenwerk
Abbildung 5.17: Aufbau des Korrespondenzmodells
Das nachstehende Listing 5.1 beschreibt die initialen Schritte bei der Erstellung ei-
nes Korrespondenzmodells. Nachdem ein MatchModel u¨ber die MatchFactory erzeugt
wurde, werden die Ressourcen der beiden Diagramme festgelegt. Danach wird fu¨r die
Wurzelelemente der beiden Diagramme ein Korrespondenzobjekt erstellt. Beim Vergleich
von Klassendiagrammen entsprechen die Wurzelelemente den beiden Grundpaketen, von
denen angenommen wird, dass diese auf jeden Fall korrespondieren. Die Referenzen auf
das linke und rechte Element werden dementsprechend auf die beiden Grundpakete ge-
setzt. Das so erstellte Korrespondenzobjekt wird u¨ber den add-Befehl der EFactory ins
Korrespondenzmodell eingetragen. Alle nachfolgenden Korrespondenzobjekte werden als
Unterelemente dieses ersten Korrespondenzobjekts hinzugefu¨gt.
Listing 5.1: Erzeugung und Initialisierung eines MatchModels
MatchModel m = MatchFactory . eINSTANCE. createMatchModel ( ) ;
m. getLe f tRoots ( ) . addAll ( r e s1 . getContents ( ) ) ;
m. getRightRoots ( ) . addAll ( r e s2 . getContents ( ) ) ;
Match2Elements e = MatchFactory . eINSTANCE. createMatch2Elements ( ) ;
e . setLe f tElement ( package1 ) ;
e . setRightElement ( package2 ) ;
EFactory . eAdd(m, ”matchedElements” , e ) ;
Beim Einfu¨gen korrespondierender Elemente in das Korrespondenzmodell muss die
Kompositionsstruktur des rechten Diagramms beru¨cksichtigt werden. Dabei ergeben
sich folgende Besonderheiten: Unterelemente von gelo¨schten Elementen, die ebenfalls
gelo¨scht werden, werden dabei nicht mehr separat als gelo¨schte Elemente aufgefu¨hrt, da
EMF Compare das Lo¨schen eines Elements als Lo¨schen inklusiv des darunter liegenden
Teilbaums deutet. Falls Unterelemente von gelo¨schten Elementen jedoch nicht gelo¨scht
werden, sondern mit Unterelementen eines anderen Elements korrespondieren, wird fu¨r
sie an der entsprechenden Stelle des Korrespondenzmodells ein Korrespondenzobjekt
eingefu¨gt. In diesem Fall handelt es sich um verschobene Elemente, die auch daran zu




5.3.2 U¨bertragung der Korrespondenzen ins Korrespondenzmodell
Fu¨r den mehrstufigen Ansatz dienen Objekte der Klasse Zuordnung als Austauschformat
zwischen dem Klassenebenenverfahren und dem Paketebenenverfahren. Bei den a¨hnlich-
keitsbasierten Verfahren werden die ermittelten Korrespondenzen direkt in das Aus-
tauschformat eingetragen. In den edierkostenbasierten Klassenebenenverfahren ist hin-
gegen noch ein Zwischenschritt no¨tig, der im na¨chsten Abschnitt beschrieben wird. Im
Anschluss daran wird erkla¨rt, wie die Ergebnisse des Klassenebenenverfahrens und des
Paketebenenverfahrens zu einer hierarchischen Zuordnung zusammengesetzt werden.
Auslesen der Zuordnung aus dem hierarchischen Vergleichsgraphen
Nach Durchfu¨hrung des ECVerfahrens oder des BFVerfahrens liegen die Informationen
u¨ber die ermittelten Korrespondenzen in Form des Netzwerkflusses im Vergleichsgraphen
vor und mu¨ssen in das interne Austauschformat Zuordnung exportiert werden. Dies
entha¨lt jeweils eine Liste der Korrespondenzobjekte auf Klassenebene und eine Liste der
Einzelobjekte aus beiden Modellen. Die im Folgenden beschriebene U¨bertragung findet
in der Objektmethode public Zuordnung GraphtoSubMatch() der Klasse Graph statt.
Wie in Abschnitt 4.2.5 beschrieben, legt jede innere Kante, die eine Einheit des Netz-
werkflusses transportiert, eine Korrespondenz zwischen zwei Elementen fest oder iden-
tifiziert ein Element als Einzelelement. Beginnend auf der Klassenebene des Graphen
wird daher zu jeder inneren Kante mit Flusssta¨rke 1 entweder ein Korrespondenzobjekt
oder ein Einzelobjekt des Korrespondenzmodells erstellt.
Falls die Kante den Epsilonknoten des Netzwerkgraphen inzidiert, wird ein Einzelob-
jekt erzeugt, das auf die Klasse des anderen inzidenten Knotens verweist. Fu¨r das Setzen
des Side-Attributs, das die Zugeho¨rigkeit zum linken oder rechten Modell ausdru¨ckt, ist
es relevant, ob die Kante vom Epsilonknoten ausgeht oder in den Epsilonknoten ein-
geht. Dabei muss auch der Drehsinn des Graphen beru¨cksichtigt werden, der angibt,
ob die Diagramme zu Beginn des Verfahrens vertauscht wurden. In einem nicht gedreh-
ten Graphen entsteht aus einer Kante a →  ein linkes Einzelelement. Falls der Graph
gedreht ist, fu¨hrt die gleiche Kante zu einem rechten Einzelelement. Eine vollsta¨ndige
Fallunterscheidung ist in Abbildung 5.18 aufgestellt. Die erstellten Einzelelemente der
Klassenebene werden in der Liste der Einzelobjekte der Zuordnung abgespeichert. Da
nur die Wurzelelemente gelo¨schter Teilba¨ume im Korrespondenzmodell beru¨cksichtigt
sind, werden die Untergraphen der Kante nicht durchlaufen.5
Zu einer Kante, die zwei normale Knoten verbindet, wird ein Korrespondenzobjekt
erzeugt, wobei bei der Festlegung des rechten und linken Elements die Orientierung des
Graphen beru¨cksichtigt wird. Um fu¨r die Erstellung des Korrespondenzmodells die Navi-
gation durch die korrespondierenden Klassen zu erleichtern, werden die beiden Klassen
gegenseitig mit ihrem Korrespondenzpartner verlinkt. Fu¨r jedes Korrespondenzobjekt
erfolgt ein rekursiver Abstieg in die Untergraphen der Kante. Dabei wird der Unter-
5Anmerkung: Dadurch lassen sich aus einem gelo¨schten Teilbaum verschobene Elemente im nachtra¨gli-
chen Verfahren zur Identifikation von Verschiebungen nicht erkennen. Siehe Beispiel am Ende dieses
Kapitels.
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Abbildung 5.18: Zusammenhang zwischen den inneren Kanten des Netzwerkgraphen auf




































Abbildung 5.19: Zusammenhang zwischen den inneren Kanten des Netzwerkgraphen auf
der ersten Unterebene und den Elementen des Korrespondenzmodells
graph fu¨r eingehende Referenzen jedoch nicht beru¨cksichtigt. Da die Assoziationen so-
wohl in einem Untergraphen der ausgehenden Klasse als auch in einem Untergraphen der
Zielklasse enthalten sind, wird so verhindert, dass die Assoziationen zweimal ins Kor-
respondenzmodell u¨bertragen werden. Im Gegensatz zu den anderen Elementen werden
die Referenzen an dieser Stelle bereits entkapselt, da die in der Kapselung enthaltenen
Zusatzinformationen im weiteren Verlauf des Verfahrens nicht mehr beno¨tigt werden.
Korrespondenzobjekte, die in tieferen Ebenen entstehen, werden nach dem Ru¨cksprung
aus der Rekursion als Unterelement an das Korrespondenzobjekt der aufrufenden Ebene
angeha¨ngt. Einzelobjekte aller Ebenen werden direkt in die Zuordnung u¨bertragen.
Aufgrund des verwendeten Modells ergibt sich eine maximale Rekursionstiefe von 2
u¨ber den Abstieg Klassenebene → Methodenebene → Ebene der Methodeneingabepa-
rameter. Beim Auslesen der Korrespondenzen aus dem Vergleichsgraphen der ersten
Unterebene muss die Orientierung des Graphen beru¨cksichtigt werden. Eine Vertau-
schung der Seiten ist dann no¨tig, falls der Graph auf Klassenebene und der Graph der
Unterebene entgegengesetzt orientiert sind (siehe Abbildung 5.19). Der Vergleichsgraph
der zweiten Unterebene fu¨r U¨bergabeparameter besitzt den Orientierungssinn seines di-
























Abbildung 5.20: Zwei Klassendiagramme in der Baumdarstellung: Korrespondierende
Elemente werden mit identischen Namen bezeichnet. Das Modell B ent-
steht aus dem Modell A durch Lo¨schen der Klassen KlasseB, KlasseC
und des Pakets c sowie durch Einfu¨gen des Attributs attC.
Zusammensetzen der hierarchischen Zuordnung
Unabha¨ngig vom eingesetzten Klassenebenenverfahren wird das Ergebnis der Zuord-
nung der Klassen in Form einer Zuordnung an das nachfolgende Paketebenenverfahren
weitergereicht. In diesem Abschnitt wird das Verfahren beschrieben, das entwickelt wur-
de, um die Zuordnung der Pakete und die Zuordnung der Klassen zu einer gesamten
Zuordnung zusammenzusetzen, die in das bereits beschriebene Korrespondenzmodell
u¨berfu¨hrt wird. Dies wird zuna¨chst an einem Beispiel motiviert, bevor die allgemeine
Vorgehensweise erla¨utert wird.
Abbildung 5.21 zeigt die Ergebnisse der Zuordnung auf Klassen- und Paketebene fu¨r
den Vergleich zweier Klassendiagramme, die in Abbildung 5.20 dargestellt sind, sowie
die zusammengesetzte Zuordnung. Alle drei Zuordnungen sind als Objekte der Klas-
se Zuordnung realisiert und bestehen jeweils aus einer Liste der Korrespondenzobjekte
und Einzelobjekte. Die Korrespondenzobjekte der Klassenzuordnung sind bereits hier-
archisch organisiert, wa¨hrend die Korrespondenzobjekte in der Paketezuordnung flach
ohne Beru¨cksichtigung der Kompositionsstruktur vorliegen. Das Korrespondenzobjekt
fu¨r die korrespondierenden Pakete (d,d) liegt ebenso wie das Korrespondenzobjekt der
korrespondierenden Oberpakete (b,b) auf oberster Ebene. In der zusammengesetzten
Zuordnung wird der Modellstruktur entsprechend das Korrespondenzobjekt (d,d) als
Unterelement des Korrespondenzobjekts (b,b) aufgefu¨hrt. Außerdem ist dort das Kor-
respondenzobjekt fu¨r die (KlasseA,KlasseA) als Unterelement des Korrespondenzob-
jekts (a,a) eingefu¨gt. Die Liste der Einzelelemente der Gesamtzuordnung entspricht
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Abbildung 5.21: Ergebnisse der Paketezuordnung (oben) und der Klassenzuordnung
(Mitte) fu¨r das Beispiel aus Abbildung 5.20 und die entsprechende zu-
sammengesetzte hierarchische Zuordnung (unten)
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der Zusammenfu¨hrung der Einzelelemente der Klassen- und der Paketezuordnung, wo-
bei das Einzelobjekt der Klasse KlasseC nicht u¨bernommen wurde, da es als gelo¨schtes
Unterelement eines gelo¨schten Elements nicht ins Korrespondenzmodell aufgenommen
wird.
Allgemein wird durch das Zusammensetzen der einzelnen Zuordnungen die Komposi-
tionsstruktur der Pakete u¨ber die Korrespondenzobjekte und deren Unterelemente nach-
gebaut und die Korrespondenzobjekte der Klassen an den entsprechenden Stellen der
Pakethierarchie eingefu¨gt. Die Korrespondenzobjekte aus der Klassenzuordnung, die ver-
schobene Klassen oder verschobene Klassenunterelemente wie Attribute repra¨sentieren,
werden auf die oberste Ebene der Korrespondenzobjekte der Gesamtzuordnung u¨ber-
nommen. Die Einzelobjekte der beiden einzelnen Zuordnungen werden in einer Liste
vereinigt, wobei die Einzelobjekte von Klassen in nichtkorrespondierenden Paketen so-
wie die Einzelobjekte nichtkorrespondierender Unterpakete von nichtkorrespondierenden
Paketen entfernt werden.
Algorithmus 3 zeigt den Ablauf des Verfahrens: Im ersten Schritt werden die
Einzelobjekte aus der Klassenzuordnung in die Liste der Einzelobjekte der Gesamtzu-
ordnung u¨bertragen. Die Einzelobjekte ko¨nnen gelo¨schte Klassen, Attribute, Methoden,
U¨bergabeparameter oder Assoziationen repra¨sentieren. Die Einzelobjekte fu¨r Klassen
werden nur dann in die Gesamtzuordnung u¨bernommen, falls das Vaterpaket einen Kor-
respondenzpartner besitzt. Die anderen Einzelobjekte ko¨nnen ohne weitere Kontrolle
u¨bertragen werden, da durch Aufbaukriterien der Klassenzuordnung bereits sicherge-
stellt wurde, dass gelo¨schte Klassenunterlemente von gelo¨schten Klassen nicht in der
Klassenzuordnung enthalten sind. Im zweiten Schritt werden die Einzelobjekte der
Paketezuordnung durchlaufen. Alle Einzelobjekte beziehen sich auf Pakete und werden
nur dann in die Gesamtzuordnung u¨bernommen, falls das Vaterpaket einen Korrespon-
denzpartner besitzt.
Schritt 3 baut die Kompositionsstruktur der Korrespondenzobjekte auf. Dazu wer-
den alle Pakete des rechten Modells mittels einem Tiefensucheverfahren beginnend im
Grundpaket bearbeitet. Falls das aktuelle Paket einen Korrespondenzpartner besitzt,
wird das zugeho¨rige Korrespondenzobjekt in die Gesamtzuordnung u¨bertragen. Falls
mindestens eines der korrespondierenden Pakete im Grundpaket liegt oder die Vaterele-
mente der korrespondierenden Paketelemente nicht oder zu unterschiedlichen Elementen
korrespondieren, wird das Korrespondenzobjekt auf der obersten Ebene der Korrespon-
denzobjekte der Gesamtzuordnung eingetragen. Andernfalls wird das Korrespondenzob-
jekt als Unterelement des Korrespondenzobjekts der Vaterpakete eingetragen. Bei einem
korrespondierenden Paket werden die Unterklassen des Pakets betrachtet. Fu¨r korre-
spondierende Unterklassen werden die entsprechenden Korrespondenzobjekte in die Ge-
samtzuordnung u¨bertragen: Falls die Vaterpakete der korrespondierenden Klassen korre-
spondieren, wird das Korrespondenzobjekt als Unterelement des Korrespondenzobjekts
der Vaterpakete eingetragen. Ansonsten wird es auf oberster Ebene der Korresponden-
zobjekte der Gesamtzuordnung eingefu¨gt. Fu¨r jedes korrespondierende und nichtkorre-
spondierende Paket erfolgt der rekursive Abstieg in die Unterpakete, wobei fu¨r jedes
Unterpaket ebenfalls Schritt 3 ausgefu¨hrt wird. Da auch ein nichtkorrespondierendes
Paket ein korrespondierendes, verschobenes Unterpaket enthalten kann, das wiederum
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Abbildung 5.22: Aufbau des Differenzmodells
korrespondierende Unterpakete beinhalten kann, wird durch den rekursiven Durchlauf
aller Pakete sichergestellt, dass auch die Kompositionsstruktur verschobener Teilba¨ume
in der Struktur der Korrespondenzobjekte abgebildet wird.
In Schritt 4 werden all diejenigen Korrespondenzobjekte aus der Klassenzuordnung
in die Gesamtzuordnung u¨bertragen, die noch nicht bearbeitet wurden. Damit werden
verschobene Attribute und Methoden u¨bernommen, die bereits fu¨r die Klassenzuordnung
ermittelt wurden. Auch Korrespondenzobjekte, deren rechte Klassen im Grundpaket prb
liegen, werden somit abschließend auf die oberste Ebene der Korrespondenzobjekte der
Gesamtzuordnung u¨bernommen.
Diese Vorgehensweise liefert eine hierarchische Gesamtzuordnung, die sich in ein kor-
rektes Korrespondenzmodell u¨berfu¨hren la¨sst, wobei die in Kapitel 4.5 vorgestellte In-
terpretation von Verschiebungen auf Paketebene umgesetzt wird. Dies la¨sst zu, dass
die Elemente gelo¨schter Pakete nicht im Sinne eines Teilbaumlo¨schens mitgelo¨scht wer-
den, sondern dennoch mit anderen Paketen oder Klassen korrespondieren ko¨nnen. Da-
her werden auch korrespondierende Klassen gelo¨schter Pakete ins Korrespondenzmodell
u¨bertragen.
Bei der Zusammensetzung der Zuordnung wird noch mit den gekapselten Elemen-
ten des internen Datenmodells gearbeitet. Dies ermo¨glicht die Verwendung von Markie-
rungen, die angeben, ob eine Klasse bereits bearbeitet worden ist, sowie eine erleich-
terte Navigation zum Vaterelement, zum Korrespondenzpartner und zum zugeho¨rigen
Korrespondenzobjekt. Die Elemente werden nach dem Aufbau der hierarchischen Zu-
ordnung durch einen rekursiven Durchlauf aller Elemente und deren Unterelemente ent-
kapselt, bevor sie schließlich ins Korrespondenzmodell u¨bertragen werden. Dazu wird
ein MatchModel wie in Abschnitt 5.3.1 erzeugt, die Liste der Korrespondenzobjekte als
Unterelemente des Korrespondenzobjekts der Grundpakete eingefu¨gt und die Liste der
Einzelobjekte u¨bernommen.
5.4 Das Differenzmodell
Liegen die Korrespondenzen in Form eines EMF-Korrespondenzmodells vor, ko¨nnen die
Unterschiede mit der GenericDiffEngine aus org.eclipse.emf.compare.diff.engine
bestimmt und in ein Differenzmodell u¨bertragen werden. Ein EMF Compare DiffModel
(siehe Abbildung 5.22) entha¨lt neben Verweisen auf die Diagrammelemente der ver-
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Algorithmus 3 Das Zusammensetzen der Klassen- und der Paketezuordnung
Verwendete Notationen:
UK , UP , UG: Menge der Einzelobjekte der Klassenzuordnung, der Paketezuordnung bzw. der
Gesamtzuordnung; MK , MP , MG: Menge der Korrespondenzobjekte der Klassenzuordnung,
der Paketezuordnung bzw. der Gesamtzuordnung; M(a, b): das Korrespondenzobjekt des Korre-
spondenzpaares (a,b); S(m): Menge der SubmatchElements des Korrespondenzobjekts m; U(a):
das Einzelobjekt des Einzelelements a; v(a): das Vaterelement (Paket) von a; mp(a): das kor-
respondierende Element zu a (mp(a)= ∅ falls a Einzelelement); pi, pj: Pakete; pra, prb: das
Grundpaket des linken bzw. rechten Modells
Schritt 1: U¨bertragung der Einzelobjekte aus der Klassenzuordnung
∀ U(e) ∈ UK :
Falls (e !instanceof DKlasse oder mp(v(e)) 6= ∅) setze UG := UG ∪ {U(e)}
Schritt 2: U¨bertragung der Einzelobjekte aus der Paketezuordnung
∀ U(e) ∈ UP :
Falls mp(v(e)) 6= ∅ setze UG := UG ∪ {U(e)}
Schritt 3: U¨bertragung der Korrespondenzobjekte des rechten Grundpakets
Setze pi := prb
Falls (mp(pi) 6= ∅ und pi 6= prb)
Falls (v(mp(pi)) = pra oder v(pi) = prb oder mp(v(mp(pi))) = ∅
oder mp(v(pi)) = ∅ oder v(mp(pi)) 6= mp(v(pi)))
setze MG := MG ∪ {M(mp(pi), pi)}
andernfalls
setze S(M(v(mp(pi)), v(pi))) := S(M(v(mp(pi)), v(pi))) ∪ {M(mp(pi), pi)}
∀ {k | k instanceof DKlasse und v(k) = pi und mp(k) 6= ∅}
Markiere mp(k) und k als bearbeitet.
Falls (mp(v(k)) 6= ∅ und mp(v(k)) = v(mp(k)))
setze S(M(mp(pi), pi) := S(M(mp(pi), pi) ∪ {M(mp(k), k)}
andernfalls setze MG := MG ∪ {M(mp(k), k)}
∀ {pj | pj instanceof DPaket und v(pj) = pi}:
wiederhole Schritt 3 mit pi := pj
Schritt 4: U¨bertragung der unerreichten Einzelobjekte
∀ M(a,b) ∈ MK :
Falls(a !instanceof DKlasse oder a, b noch nicht abgearbeitet)
setze MG := MG ∪ {M(a, b)}
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Abbildung 5.23: Arten von Differenzen
glichenen Diagramme nur die A¨nderungen in Form von DiffElement-Objekten. Diese
werden im Folgenden als Differenzobjekte bezeichnet. Differenzobjekte, die sich auf das
gleiche Modellelement beziehen, werden in Differenzgruppen, vom Typ DiffGroup, zu-
sammengefasst, die hierarchisch geschachtelt werden. Diese kompakte Darstellungsform
besitzt den Vorteil, dass vorhandene Informationen auch hier nicht vervielfa¨ltigt werden
[BP08]. Falls keine Differenzen vorliegen, entha¨lt das Modell auch keine Differenzobjek-
te. Falls die Abha¨ngigkeiten von den Vergleichsmodellen jedoch unerwu¨nscht sind, lassen
sich das EMF MatchModel und DiffModel z. B. mit dem Ansatz aus [Ko¨n09] auch in
modellunabha¨ngige Korrespondenz- und Differenzmodelle u¨berfu¨hren.
Bevor auf die Vorgehensweise der GenericDiffEngine eingegangen wird, die zum
Ableiten der Differenzen verwendet wird, soll zuna¨chst durch einen Blick ins Paket
org.eclipse.emf.compare.diff.metamodel gekla¨rt werden, welche Arten von Diffe-
renzen von der GenericDiffEngine erkannt werden.
5.4.1 Arten von Differenzen
Die Differenzen werden als Objekte vom Typ DiffElement realisiert und lassen sich,
wie in der Vererbungshierarchie in Abbildung 5.23 zu sehen ist, in Bezug auf die be-
troffenen Elemente in die drei Kategorien ModelElementChange, AttributeChange und
ReferenceChange unterteilen. In unserem Modell za¨hlen Pakete, Klassen, Attribute und
Methoden zu den Modellelementen. Eigenschaften von Klassen, Attributen, Methoden
und Referenzen werden als Attribute behandelt. Vererbungsbeziehungskanten, Assozia-
tionskanten (und eType-Verweise) stellen Referenzen dar. Der Vollsta¨ndigkeit wegen
werden alle Arten von Differenzobjekten angegeben, auch wenn nicht alle der im Folgen-




ModelElementChange Als Differenzen auf Modellelementen werden das Einfu¨gen,
Lo¨schen und Verschieben von Modellelementen betrachtet. Ist ein Modellelement nur im
linken Diagramm vorhanden, gilt es als eingefu¨gt. Dazu wird ein Differenzobjekt vom
Typ ModelElementChangeLeftTarget erstellt, das Referenzen auf das neu eingefu¨gte
Element (leftElement) im linken Modell und auf das Modellelement im rechten Mo-
dell entha¨lt, als dessen Kind das neue Element eingefu¨gt wird (rightParent). Falls ein
Modellelement nur im rechten Diagramm enthalten ist, gilt es als gelo¨scht und es wird
ein Differenzobjekt vom Typ ModelElementChangeRightTarget erstellt. In diesem Fall
werden Referenzen auf das gelo¨schte Element (rightElement) im rechten Diagramm und
das Element im linken Diagramm gehalten, dem das entsprechende Unterelement fehlt
(leftParent). Falls ein Modellelement zwar in beiden Diagrammen vorhanden ist, aber
die Vaterelemente nicht korrespondieren, handelt es sich um ein verschobenes Element.
In solchen Fa¨llen wird ein Differenzobjekt vom Typ MoveModelElement erzeugt. Dies
entha¨lt Referenzen auf die korrespondierenden Modellelemente im linken und rechten
Diagramm (leftElement bzw. rightElement), sowie Referenzen auf die korrespondie-
renden Elemente ihrer Vaterelemente im jeweils anderen Diagramm (leftTarget bzw.
rightTarget). Ein Beispiel fu¨r ein MoveModelElement zeigt Listing 5.2 in Form eines
Ausschnitts aus dem serialisierten Differenzmodell.
Listing 5.2: XML Darstellung eines MoveModelElements:
Das Attribut att3 wurde von Klasse1 nach Klasse2 verschoben.
<subDif fElements x s i : t y p e=” diff :MoveModelElement ”>
<r ightElement h r e f=” p l a t f o rm : / r e sou r c e / . . / A1 . eco re#//Klasse2 / at t3 ”/>
<l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / . . / A2 . eco re#//Klasse1 / att3 ”/>
< l e f t T a r g e t h r e f=” p l a t f o rm : / r e sou r c e / . . / A2 . eco re#//Klasse2 ”/>
<r i ghtTarge t h r e f=” p l a t f o rm : / r e sou r c e / . . / A1 . eco re#//Klasse1 ”/>
</ subDif fElements>
AttributeChange Bei den Differenzen auf Attributen wird unterschieden, ob es sich um
ein Attribut handelt, das genau einen Wert besitzt oder mehrere Werte besitzen kann.
Im Fall eines einfachen Attributes fu¨hren A¨nderungen zur Erzeugung eines Differenzob-
jekts vom Typ UpdateAttribute. Dies entha¨lt eine Referenz auf das Attribut, das sich
gea¨ndert hat, und Referenzen auf das linke und rechte Modellelement, die das betroffene
Attribut besitzen. Ein solches Differenzobjekt wird zum Beispiel dann erzeugt, wenn der
Klassenname zweier korrespondierender Klassen nicht u¨bereinstimmt (siehe Listing A.2,
S. 245, Zeile 6-10). Bei mehrwertigen Attributen wird ein Attributwert entweder ein-
gefu¨gt (AttributeChangeLeftTarget) oder gelo¨scht (AttributeChangeRightTarget).
Diese Differenzobjekte besitzen neben den Referenzen auf das betroffene Attribut und
das linke und rechte Modellelement noch eine weitere Referenz auf den eingefu¨gten Wert
(leftTarget) bzw. auf den gelo¨schten Wert (rightTarget). Fu¨r eine Reihenfolgea¨nde-
rung der Werte eines mehrwertigen Attributs gibt es kein Differenzobjekt. Bei allen in
den Ecore-Klassendiagrammen relevanten Eigenschaften handelt es sich um einwerti-
ge Attribute, so dass die Differenzobjekte fu¨r mehrwertige Attribute hier keine Rolle
spielen.
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ReferenceChange Als dritte Variante werden Differenzen betrachtet, die sich auf Re-
ferenzen beziehen. Eine UpdateReference tritt dann auf, wenn zwei korrespondierende
Referenzen auf verschiedene Modellelemente zeigen. Die Objektfelder rightElement und
leftElement des Differenzobjekts verweisen auf die Elemente im rechten bzw. linken
Diagramm, die die betroffene Referenz besitzen, auf die selbst mit reference verlinkt
wird. Die Referenzen leftTarget und rightTarget zeigen auf die beiden unterschiedli-
chen, nicht korrespondierenden Ziele der Referenzen im linken bzw. rechten Diagramm.
Eine solche Differenz tritt bei einwertigen Referenzen auf, wenn zum Beispiel der eType
einer Assoziation gea¨ndert wird, wie in Listing 5.3, oder das eOpposite-Element einer
Assoziation gea¨ndert oder entfernt wird.
Listing 5.3: XML Darstellung einer UpdateReference:
Die Referenz ass zeigt nun nicht mehr auf Klasse1, sondern auf Klasse2.
<subDif fElements x s i : t y p e=” d i f f :Upda t eRe f e r ence ”>
<r e f e r e n c e h r e f=” h t t p : //www. e c l i p s e . org /emf /2002/ Ecore#//
ETypedElement/eType”/>
<r ightElement h r e f=” p la t f o rm : / r e sou r c e / . . / A1 . eco re#//Klasse1 / as s ”/>
<l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / . . / A2 . eco re#//Klasse1 / as s ”/>
< l e f t T a r g e t h r e f=” p l a t f o rm : / r e sou r c e / . . / A2 . eco re#//Klasse1 ”/>
<r i ghtTarge t h r e f=” p l a t f o rm : / r e sou r c e / . . / A1 . eco re#//Klasse2 ”/>
</ subDif fElements>
Bei mehrwertigen Referenzen, die nicht nur auf ein Modellelement verweisen, wird zwi-
schen dem Einfu¨gen eines Elements und dem Lo¨schen eines Elements unterschieden. Die
dazugeho¨rigen Differenzobjekte ReferenceChangeLeftTarget und ReferenceChange-
RightTarget sind symmetrisch und enthalten als Objektfeld neben dem Verweis auf
die betroffene Referenz (reference) und die Modellelemente im linken und rechten
Diagramm (leftElement bzw. rightElement) eine Referenz auf das neu eingefu¨gte Re-
ferenzziel (leftTarget) bzw. das gelo¨schte Referenzziel (rightTarget). Mehrwertige
Referenzen kommen zum Beispiel bei Vererbungsbeziehungen vor, da eine Klasse meh-
rere Interfaces implementieren kann.
Ein Differenzobjekt vom Typ ReferenceOrderChanged wird erzeugt, falls sich die
Reihenfolge der Zielelemente einer mehrwertigen Referenz gea¨ndert hat. Dies ist bei-
spielsweise dann der Fall, falls die Elemente der eSuperTypes einer Klasse in der Rei-
henfolge vertauscht sind (siehe Listing 5.4), aber auch dann, wenn sich die Reihenfolge
der U¨bergabeparameter einer Methode a¨ndert6.
Listing 5.4: XML Darstellung einer ReferenceOrderChanged-Differenz:
Die Reihenfolge der Klassen K1 und K2 in der Liste der eSuperTypes der
Klasse K3 hat sich gea¨ndert.
<subDif fElements x s i : t y p e=” di f f :Re fe renceOrderChange ”>
<r e f e r e n c e h r e f=” h t t p : //www. e c l i p s e . org /emf /2002/ Ecore#//EClass /
eSuperTypes”/>
6Erst ab Version 1.0.1. Bei der verwendeten Version 1.0.0. wurde eine gea¨nderte Reihenfolge der
U¨bergabeparameter noch nicht erkannt.
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<r ightElement h r e f=” p l a t f o rm : / r e sou r c e / . . /My2 . eco re#//K3”/>
<l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / . . /My. ecore#//K3”/>
< l e f t T a r g e t h r e f=” p l a t f o rm : / r e sou r c e / . . /My. ecore#//K2”/>
< l e f t T a r g e t h r e f=” p l a t f o rm : / r e sou r c e / . . /My. ecore#//K1”/>
<r i ghtTarge t h r e f=” p l a t f o rm : / r e sou r c e / . . /My2 . eco re#//K1”/>
<r i ghtTarge t h r e f=” p l a t f o rm : / r e sou r c e / . . /My2 . eco re#//K2”/>
</ subDif fElements>
Außerdem existiert ein Differenzobjekt vom Typ UpdateContainmentFeature, dessen
Verwendungszweck an dieser Stelle unklar bleibt, da bei der A¨nderung der containment-
Eigenschaft einer Referenz in den Versionen 1.0.0 und 1.0.1 ein Differenzobjekt vom Typ
UpdateAttribute erzeugt wird.
5.4.2 Ableitung der Differenzen aus dem Korrespondenzmodell
Aus dem selbst erstellten Korrespondenzmodell sollen mit Hilfe der GenericDiffEngine
die Differenzen abgeleitet werden. Dazu ist der Aufruf einer DiffEngine erforderlich,
fu¨r den es zwei Mo¨glichkeiten gibt (siehe Listing 5.5). Ist man sich unschlu¨ssig, wel-
che DiffEngine geeignet ist, wendet man sich am besten an den DiffService. Dieser
entscheidet im Fall mehrerer zur Auswahl stehenden DiffEngines anhand der Ressour-
ce, welche DiffEngine verwendet wird. Der boolesche U¨bergabeparameter der Methode
doDiff() bestimmt, ob eine 3-Wege-Differenzberechnung stattfinden soll. In unserem
Rahmenwerk wird gezielt die GenericDiffEngine, die fu¨r den Vergleich von Ecore-
Modellen verwendet wird, mit dem Standard-2-Wege-Differenzberechnungsverfahren auf-
gerufen.
Listing 5.5: Zwei Alternativen fu¨r den programmatischen Aufruf der DiffEngine
DiffModel d1 = D i f f S e r v i c e . doDi f f ( matchmodel , fa l se ) ;
Dif fModel d2 = new Gener i cDi f fEng ine ( ) . doDi f f ( matchmodel ) ;
Bei der Ermittlung der Differenzen aus dem Korrespondenzmodell werden in einem
ersten Schritt die Korrespondenzobjekte und im zweiten Schritt die Einzelobjekte verar-
beitet. Die Korrespondenzobjekte werden beginnend bei der Wurzel des Korrespondenz-
modells nach dem Tiefensucheverfahren durchlaufen. Jedes Korrespondenzobjekt wird
auf Differenzen in den Kategorien Attributa¨nderungen, Referenza¨nderungen, Modell-
elementverschiebung (und ContainmentUpdate) u¨berpru¨ft. Falls die Vaterelemente der
korrespondierenden Elemente zum Beispiel nicht korrespondieren, wird an dieser Stel-
le eine Verschiebung identifiziert. Die entsprechenden Differenzobjekte werden erzeugt
und zusammen in einer Differenzgruppe am Korrespondenzobjekt des rechten Modell-
elements verankert.
Nachdem alle Korrespondenzobjekte des Korrespondenzmodells abgearbeitet sind,
wird die Liste der Einzelobjekte durchlaufen. Dabei werden die Einzelobjekte je nach
Seitenangabe als gelo¨scht oder erzeugt identifiziert. Besitzt das Attribut Side den Wert
RIGHT, wird u¨ber die DiffFactory ein Differenzobjekt vom Typ ModelElementChange-
RightTarget erzeugt. Ansonsten stammt das Modellelement aus dem linken Diagramm
und es wird ein ModelElementChangeLeftTarget erzeugt. Um das Differenzobjekt in
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der Hierarchie der Differenzgruppen richtig einzuordnen, werden die erstellten Differenz-
gruppen nach der entsprechenden Gruppe durchsucht. Im Fall eines linken Modellele-
ments ist der Owner der Differenzgruppe das ContainerElement, im Fall eines rechten
Modellelements muss nach dem Korrespondenzpartner seines ContainerElements ge-
sucht werden. Eine Ausnahme stellt ein gelo¨schtes bzw. erzeugtes Wurzelelement dar, da
hier kein ContainerElement vorhanden ist. In diesem Fall wird das Differenzobjekt auf
oberster Ebene eingeordnet. Im Differenzmodell werden gelo¨schte Unterelemente eines
gelo¨schten Elements nicht einzeln als Unterschiede dargestellt. Dies reduziert die An-
zahl der gemeldeten Differenzen. Beim Aufbau des Korrespondenzmodells muss jedoch
beachtet werden, dass nur die Wurzel eines gelo¨schten Teilbaums als Einzelobjekt ein-
zufu¨gen ist. Da innerhalb des gelo¨schten Teilbaums das entsprechende korrespondierende
ContainerElement nicht zur Verfu¨gung steht, ka¨me es ansonsten zu einem Fehler im
Differenzberechnungsprozess.
Das hier vorgestellte Differenzenmodell stellt fu¨r die Ecore-Metamodelelemente Basis-
differenzen zur Verfu¨gung, die sich mit zwei Ausnahmen, dem MoveModelElement und
dem ReferenceOrderChanged, auf atomare Operationen beziehen. Bei Bedarf la¨sst sich
dieses generische Differenzmodell erweitern. Einerseits ist es mo¨glich, die Differenzen auf
spezifische Modelle anzupassen. Andererseits lassen sich auch mehrere Basisdifferenzen
zu zusammengesetzten Differenzen zusammenfassen, wie es zum Beispiel fu¨r die Dar-
stellung von Refactoringmaßnahmen sinnvoll ist. Alternativ kann das erstellte Differenz-
modell auch mit Model-to-Model-Transformationen nachverarbeitet werden. Daru¨ber
hinaus ko¨nnen Model-to-Text-Transformationen eingesetzt werden, um aus dem Dif-
ferenzmodell spezifische Differenzberichte z. B. im Html-Format (siehe [MSW09b]) zu
generieren.
5.4.3 Darstellung der Differenzen
Zur Visualisierung der Differenzen wird der EMF Compare UI Editor aus dem Paket
org.eclipse.emf.compare.ui.editor verwendet. Um das Differenzmodell eines Ver-
gleichs in diesem Editor zu o¨ffnen, muss zuna¨chst ein ComparisonResourceSnapshot
erzeugt werden, der das MatchModel und das DiffModel entha¨lt. Aus diesem Snapshot
wird dann ein ModelCompareInput-Objekt erzeugt, mit dem der Editor schließlich geo¨ff-
net werden kann (siehe Listing 5.6). Dies erfolgt in unserem Rahmenwerk in der Klasse
DiffAnzeige des Pakets view.
Listing 5.6: Aufruf des Compare UI Editors
1 ComparisonResourceSnapshot snapshot = Di f fFacto ry . eINSTANCE.
createComparisonResourceSnapshot ( ) ;
2 snapshot . setMatch ( matchmodel ) ;
3 snapshot . s e t D i f f ( d i f fmode l ) ;
4 ModelCompareEditorInput e = new ModelCompareEditorInput (
snapshot ) ;
5 e . s e t T i t l e ( t i t e l ) ;
6 CompareUI . openCompareEditor ( e ) ;
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Der Bildschirmausschnitt in Abbildung 5.24 zeigt den zweigeteilten EMF Compare UI
Editor. Im oberen Teil wird eine textuelle Zusammenfassung der strukturellen Unter-
schiede geliefert, wa¨hrend im unteren Teil die beiden verglichenen Diagramme in einer
Baumsicht gegenu¨bergestellt werden. Die Beschreibung der strukturellen Unterschiede
bezieht sich zwar auf A¨nderungsoperationen, diese sind jedoch nicht immer elementar. So
wird zum Beispiel das Lo¨schen einer Klasse als ein struktureller Unterschied angegeben,
dieser kann jedoch auch das Lo¨schen der Attribute dieser Klasse einschließen. In beiden
Fa¨llen werden die Differenzen gerichtet dargestellt, wobei das rechte Diagramm als Aus-
gangsdiagramm und das linke Diagramm als dessen neue Version behandelt wird. Die
identifizierten Unterschiede werden in der graphischen Ansicht mittels farbiger Verbin-
dungslinien repra¨sentiert, wobei eine gru¨ne Linie fu¨r das Erzeugen und eine rote Linie
fu¨r das Lo¨schen eines Elements steht. Blaue Verbindungslinien zeigen, dass zwei Ele-
mente als korrespondierend betrachtet werden, diese jedoch nicht in allen Eigenschaften
identisch sind. In diesem Fall spricht man auch von einer Modifikation oder A¨nderung.
Was gea¨ndert wurde, erschließt sich am besten u¨ber die Properties-Seite, die alternativ
zur Baumsicht angezeigt werden kann und die Wertebelegungen aller Eigenschaften der
markierten Modellelemente auflistet.
Abbildung 5.24 greift nochmal das Vergleichsergebnis mit dem ECVerfahren fu¨r das
Beispiel aus Abschnitt 1.2.1 auf, fu¨r das auch das dazugeho¨rige serialisierte MatchModel
im Anhang A.2 abgedruckt ist. Die Klasse Address wurde in USAddress umbenannt und
um ein neues Attribut (String state) erweitert. Die Klasse USAddress wurde gelo¨scht.
In diesem Fall wa¨re es nicht mo¨glich, mit dem Nachbearbeitungsschritt aus Abschnitt
4.4 eine Verschiebung des Attributs state zu erkennen, da die Elemente des gelo¨schten
Teilbaums nicht als Einzelobjekte in das Korrespondenzmodell aufgenommen werden.
Die textuelle Darstellung der Differenzen im oberen Teil des EMF Compare Editors
folgt dem hierarchischen Aufbau der Differenzgruppen, die sich auch im serialisierten
Differenzmodell (siehe Listing im Anhang A.2) zeigt. Die Differenzgruppe, die am Wur-
zelelement des rechten Diagramms verankert ist, entha¨lt ein Differenzobjekt fu¨r das
Lo¨schen der Klasse USAddress und eine untergeordnete Differenzgruppe, die an der
Klasse Address verankert ist. Diese Gruppierung entha¨lt die Differenzobjekte fu¨r die
Namensa¨nderung sowie das Einfu¨gen des Attributs. Klickt man auf ein Differenzobjekt
der textuellen Darstellung, wird das entsprechende Element in der Baumdarstellung
markiert.
5.5 Integration eines neuen Verfahrens
Das Rahmenwerk wurde mit dem Ziel konzipiert, dass sich weitere Verfahren gut einbin-
den lassen. Je nach Art des zu integrierenden Verfahrens wird eine Unterklasse der Klas-
se EinstufigesVerfahren, Klassenebenenverfahren oder Paketebenenverfahren er-
stellt (siehe Abbildung 5.25). Dabei ist die abstrakte Methode starteVerfahren() der
Klasse Verfahren zu implementieren.
Fu¨r die Implementierung von Klassenebenenverfahren und Paketebenenverfahren, die
flexibel mit anderen Verfahren im mehrstufigen Ansatz eingesetzt werden sollen, muss die
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Abbildung 5.24: Screenshot des EMF Compare UI Editors zur Visualisierung der Un-
terschiede in der Baumsicht
Abbildung 5.25: Einbettung neuer Verfahren in das Rahmenwerk
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in Abschnitt 5.2.2 vorgestellte interne Datenstruktur DDiagramm (DPaket, DKlasse)
verwendet werden. Diese Anforderung ist darauf zuru¨ckzufu¨hren, dass das Paketebenen-
verfahren als Ergebnis des Klassenebenenverfahrens eine Zuordnung mit den noch ge-
kapselten Diagrammelementen erwartet. Diese Klassenzuordnung kann entweder direkt
ins Korrespondenzmodell u¨bertragen oder an das nachfolgende Paketebenenverfahren
weitergereicht werden. Der Export der Klassenzuordnung direkt ins Korrespondenzmo-
dell erfolgt u¨ber die Methode zuordnung2MatchModel() der Klasse Klassenebenenver-
fahren. Falls an das Klassenebenenverfahren noch ein Paketebenenverfahren anschließt,
erstellt die Methode zuordnung2MatchModel() der Klasse Paketebenenverfahren die Ge-
samtzuordnung und fu¨hrt sie in ein Korrespondenzmodell u¨ber. In beiden Fa¨llen wird
die Ableitung des Differenzmodells aus dem Korrespondenzmodell sowie das O¨ffnen des
EMF Compare UI Editors in der Methode show() der Klasse Klassenebenenverfah-
ren bzw. Paketebenenverfahren durchgefu¨hrt, die ein entsprechendes Objekt der Klasse
DiffAnzeige erstellt.
Fu¨r ein einstufiges Verfahren gibt es keine Vorgaben, wie zu den ausgewa¨hlten Ecore-
Dateien ein EMF-Korrespondenzmodell zu erstellen ist. Zum Ableiten der Differenzen
und O¨ffnen des EMF Compare UI Editors kann eine Instanz der Klasse DiffAnzeige
verwendet werden. Fu¨r jedes neue Verfahren muss außerdem die graphische Oberfla¨che
der DiffView um entsprechende Auswahlmo¨glichkeiten erweitert werden.
5.6 Zusammenfassung
Die beiden eigenentwickelten Verfahren, das edierkostenbasierte und das a¨hnlichkeits-
basierte Verfahren aus Kapitel 4, und ihre Varianten wurden in einem Eclipse-Plugin
implementiert, das zusammen mit weiteren Plugins des Eclipse Modeling Frameworks
ein Rahmenwerk zum Vergleich von Ecore-Klassendiagrammen bildet. Das Rahmenwerk
wurde so konzipiert, dass sich neue Verfahren gut einbinden lassen. Insbesondere bietet es
die Mo¨glichkeit, verschiedene Klassenebenen- und Paketebenenverfahren miteinander zu
kombinieren. Daru¨ber hinaus werden auch Variationspunkte innerhalb eines Verfahrens
als Auswahlmo¨glichkeit an die Oberfla¨che weitergereicht, wie zum Beispiel die mo¨gliche
Aktivierung von Schwellenwerten im Rahmen des ECVerfahrens. Eine Feineinstellung
des Kostenmodells des edierkostenbasierten Verfahrens oder eine Anpassung der Ge-
wichtung der A¨hnlichkeitswerte des a¨hnlichkeitsbasierten Verfahrens sind u¨ber weitere
Sichten mo¨glich.
Die Integration der Verfahren in die Entwicklungsumgebung Eclipse erleichtert das
flu¨ssige Arbeiten, da zum Vergleichen der Modelle innerhalb der Entwicklungsumge-
bung lediglich eine neue Sicht geo¨ffnet werden muss. Das Rahmenwerk kann zum Evalu-
ieren von verschiedenen Korrespondenzberechnungsverfahren verwendet werden. Da im
Anschluss das gleiche Differenzberechnungsverfahren, die EMF Compare DiffEngine,
verwendet wird, ko¨nnen die Auswirkungen verschiedener Zuordnungen auf die Differenz-
berechnung gut untersucht werden. Die graphische Darstellung des Vergleichsergebnisses
u¨ber die Baumsicht des EMF Compare UI Editors erleichtert das Erkennen und Ver-
stehen der Unterschiede. Die Nutzung der DiffEngine und des DiffModels von EMF
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Compare ist mit kleineren Abstrichen in Hinblick auf die Visualisierung verbunden. So
entspricht die umgesetzte Interpretation der Reihenfolgea¨nderung bei U¨bergabeparame-
tern und der Referenzen in der Liste der eSuperTypes nicht ganz den Erwartungen. Im
Austausch fu¨r die Vergleichbarkeit der Ergebnisse, da nicht fu¨r jedes Verfahren ein ei-
genes angepasstes Differenzmodell und Differenzberechnungsverfahren verwendet wird,
sind diese Einschra¨nkungen jedoch akzeptabel. Im Bedarfsfall la¨sst sich die Differenzbe-
rechnung und Visualisierung auch gut austauschen. Eine graphische Visualisierung der
Unterschiede ist von EMF Compare bereits in Entwicklung und kann erga¨nzt werden.
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In diesem Kapitel werden die Ergebnisse der durchgefu¨hrten Evaluation vorgestellt.
Trotz der eingeschra¨nkten Verfu¨gbarkeit von echten Fallstudien und Testpersonen soll
dabei ein Eindruck u¨ber die Arbeitsweise der Verfahren vermittelt werden, wobei aus-
gewa¨hlte Beispiele die Besonderheiten der Verfahren verdeutlichen. Neben den Laufzei-
ten der Verfahren und der qualitativen Evaluation der Ergebnisse, wurde das edierkos-
tenbasierte Verfahren auch in Hinblick auf die Optimalita¨t der Lo¨sung untersucht. Dabei
wurden die Fragestellungen betrachtet, wie gut das hinreichende Optimalita¨tskriterium
ist, in wievielen Fa¨llen die optimale Lo¨sung erreicht wird und wie weit die Kosten der
gefundenen Lo¨sungen von den optimalen Kosten abweichen. Fu¨r das a¨hnlichkeitsbasier-
te Verfahren wurde weiterhin getestet, in wievielen Fa¨llen die Ergebnisse der Variante
mit Anpassung der A¨hnlichkeitswerte, die in Abschnitt 4.3.2 beschrieben wird, von den
Ergebnissen der Standardvariante abweichen.
Bei der Evaluation dieses Kapitels stand der Test der eigenentwickelten Verfahren
im Vordergrund. Die gezogenen Vergleiche zu dem generischen Vergleichsverfahren von
EMF Compare sollen dem Leser lediglich veranschaulichen, wie die bisherige Werkzeug-
unterstu¨tzung zum Vergleichen von Klassendiagrammen in Eclipse aussieht, ohne dass
spezielle Verfahren installiert wurden. Fu¨r einen fairen Vergleich des generischen EMF
Compare Verfahrens mit den eigenentwickelten doma¨nenspezifischen Verfahren mu¨ssten
auch mo¨gliche Anpassungen der Parameter in Betracht gezogen werden, die sich zwar
nicht u¨ber die Benutzerschnittstelle, aber im frei zuga¨nglichen Quellcode des Verfahrens
einstellen lassen.
6.1 Methodisches Vorgehen
Die Evaluation basiert auf sechs verschiedenen Testmengen, deren Eckdaten in Tabelle
6.1 zusammengefasst sind. Die Klassendiagramme der Gruppen A, B und C enthalten
jeweils ein Grundpaket, in dem alle Klassen des Modells liegen. Die Klassendiagramme
dieser Testgruppen bestehen aus jeweils bis zu 11 Klassen, so dass die Testfa¨lle auch
mit der Brute-Force-Variante des edierkostenbasierten Verfahrens noch in vertretbarer
Zeit gerechnet werden ko¨nnen. Die Testfa¨lle der Mengen A, B und C stellen jeweils
Varianten eines Ausgangsmodells dar, wobei die drei Ausgangsmodelle unterschiedliche
Schwerpunkte besitzen. Die Klassendiagramme der Testmenge A modellieren das Gesell-
schaftsspiel Ludo und enthalten vergleichsweise viele Methoden. In den Beispielen der
Testmenge C wird ein Workflow modelliert, wobei die Klassen durch vergleichsweise viele
Assoziationen miteinander verbunden sind. Die Beispiele der Testmenge B, die das in die-
ser Arbeit schon mehrfach verwendete Thema des Autovermietungsystems behandeln,
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Tabelle 6.1: Die Testmengen der Evaluation
Name Diagramme Vergleiche Klassen Pakete Thema
A 75 2775 5-10 (∅ 8) 1 Ludo
B 100 4950 4-10 (∅ 6,1) 1 Autovermietung
C 70 2415 5-11 (∅ 8,47) 1 Workflow
E 12 66 6-9 (∅ 7,42) 6 FSWorkspaceManager
F 15 105 17-20 (∅ 18,6) 5 FSListener
M 15 105 65-80 (∅ 70,73) 24-30 MOD2-SCM
sind in Hinblick auf die Verteilung der kontextunabha¨ngigen und kontextabha¨ngigen
Klasseneigenschaften eher ausgewogen. Wa¨hrend die 245 Beispiele der Testmengen A, B
und C manuell konstruiert wurden, handelt es sich bei den weiteren drei Testmengen E,
F und M um echte Fallstudien des Lehrstuhls. Die gro¨ßte der drei Fallstudien, die Test-
menge M, besteht aus 15 verschiedenen Versionen, die 65 bis 80 Klassen verteilt auf 24
bis 30 Pakete enthalten. Innerhalb einer Testmenge werden alle verschiedenen Modelle






Bis kurz vor Ende dieser Arbeit standen im Rahmen des Projekts MOD2-SCM fu¨r
die Testmenge M nur Klassendiagramme zur Verfu¨gung, in denen keine Namensa¨nde-
rungen durchgefu¨hrt wurden. Um die Effekte der Verfahren bei Umbenennungen zu
testen, erschien es daher sinnvoll, zusa¨tzlich eigene Testbeispiele in den Testmengen A,
B und C zu erzeugen. Auf die zufa¨llige Generierung von Klassendiagrammen wurde ver-
zichtet, um die Option offen zu halten, dass eine Versuchsperson beim Betrachten des
Vergleichsergebnisses entscheiden kann, ob die berechnete Zuordnung sinnvoll ist. Die
Testbeispiele der Mengen A, B und C wurden daher per Hand konstruiert. Dabei wurden,
ausgehend von einem Klassendiagramm, verschiedene Teilmengen an Klassen gelo¨scht
und durch geringfu¨gige Eingriffe sichergestellt, dass es sich bei dem Ergebnis um ein
Klassendiagramm ohne unvollsta¨ndige Assoziationen handelt, denen ein Assoziations-
ende fehlt. Aus diesen Klassendiagrammen wurden weitere Klassendiagramme erzeugt,
indem wieder neue andere Klassen hinzugefu¨gt wurden. Weitere Beispiele der Testmen-
ge sind dadurch entstanden, dass vorhandene Klassendiagramme kopiert und durch eine
beliebige Auswahl an Edieroperationen vera¨ndert wurden. Dabei wurden A¨nderungen
der Namen, der Klassentypen, der Attribute, der Methoden, der Assoziationen und/oder
Vererbungsbeziehungen durchgefu¨hrt sowie Attribute, Methoden, Assoziationen und/o-
der Vererbungsbeziehungen gelo¨scht oder eingefu¨gt. Alle Klassendiagramme wurden zu
einer Menge zusammengefasst; die Anzahl der darin enthaltenen Diagramme ergab sich
mehr oder weniger zufa¨llig.
Vor den Ergebnissen werden zuna¨chst die Laufzeiten der Verfahren betrachtet.
182
6.2 Laufzeitverhalten der Verfahren
6.2 Laufzeitverhalten der Verfahren
Die eigenentwickelten Verfahren wurden bislang nicht auf eine mo¨glichst kurze Lauf-
zeit optimiert, da im Fall einzelner Vergleiche weniger die Laufzeit als die Qualita¨t des
Ergebnisses im Vordergrund steht. Anders stellt sich die Situation jedoch dar, wenn Mas-
sentests durchgefu¨hrt werden sollen. An dieser Stelle werden die Laufzeiten jedoch eher
in Hinblick darauf untersucht, ob der Benutzer mit den Verfahren gut arbeiten kann,
ohne dass er zu lange auf das Ergebnis warten muss.
Die Laufzeiten wurden auf einem Rechner mit einem Intel Core 2 Extreme Prozes-
sor Q9300 mit 2,53 GHz und 4 GB RAM ermittelt, wobei fu¨r die Berechnung nur ein
Prozessorkern genutzt wurde. Fu¨r die Testla¨ufe wurde die Testmenge M verwendet, da
diese die gro¨ßten Klassendiagramme aller Testmengen entha¨lt. Um Schwankungen aus-
zugleichen, wurden die Laufzeittests je dreimal durchgefu¨hrt. Die gemessenen Zeiten
beinhalten bei den eigenentwickelten Verfahren auch den Zeitaufwand fu¨r die Transfor-
mation der Ecore-Klassendiagramme in das interne Format. Die Zeitmessung wurde fu¨r
alle Klassenebenenverfahren beendet, sobald die Berechnung der Zuordnung auf Klas-
senebene abgeschlossen war. Der Aufwand fu¨r das Ableiten der Differenzen aus dem
Korrespondenzmodell, das O¨ffnen des EMF Compare UI Editors und die Anzeige der
Differenzen ha¨ngt nicht von dem verwendeten Verfahren, sondern von den berechneten
Korrespondenzen und der Gro¨ße der zu vergleichenden Klassendiagramme ab und ist
mit ca. 1,5 Sekunden anzusetzen.
Die Tabelle 6.2 entha¨lt die Ergebnisse fu¨r die Laufzeittests der Klassenebenenverfah-
ren. Aus den Zahlen wird ersichtlich, dass das a¨hnlichkeitsbasierte Klassenebenenverfah-
ren weniger als ein Siebtel der Zeit des edierkostenbasierten Verfahrens beno¨tigt. Das
edierkostenbasierte Verfahren mit Schwellenwertregel beno¨tigt weniger als zwei Drittel
der Laufzeit der urspru¨nglichen Variante und zeigt damit ein deutlich besseres Laufzeit-
verhalten. Die Zeit ist aber dennoch mehr als viermal so hoch wie die Zeit des a¨hnlich-
keitsbasierten Verfahrens.
Wie in Tabelle 6.3 zu sehen ist, beno¨tigt das darauf aufbauende Paketebenenverfahren
unabha¨ngig von dem darunterliegenden Klassenebenenverfahren durchschnittlich nur 6
Millisekunden fu¨r die Berechnung der Zuordnung der Pakete und der Kombination der
Ergebnisse auf Klassen- und Paketebene zu einer gemeinsamen Zuordnung. Die Zeit
fu¨r das O¨ffnen des EMF Compare UI Editors mit der Anzeige des Ergebnisses wurde
auch hier in den Messungen nicht beru¨cksichtigt. Tabelle 6.4 zeigt im Vergleich dazu
die ermittelte Laufzeit des einstufigen Verfahrens von EMF Compare. Auch hier wur-
de nur die Zeit fu¨r die Berechnung und nicht die Zeit fu¨r die Anzeige des Ergebnisses
beru¨cksichtigt. Es zeigt sich, dass das einstufige EMF Compare Verfahren bei der aus-
gepra¨gten Pakethierarchie der Testgruppe M sehr unterschiedliche Laufzeiten von 0,05
bis 3,6 Sekunden aufweist. Im Durchschnitt liegt das EMF Compare Verfahren mit 0,99
Sekunden vor dem Edierkostenverfahren mit anschließenden Paketebenenverfahren. Das
zweistufige a¨hnlichkeitsbasierte Verfahren beno¨tigt im Durchschnitt jedoch nur 0,288
Sekunden fu¨r einen Vergleich aus dieser Testmenge. Um die Laufzeit auch auf flachen
Klassendiagrammen zu vergleichen, wurde eine Testmenge M’ erstellt, indem in den
Modellen jeweils alle Klassen in das Grundpaket verschoben und die anderen Pakete
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Tabelle 6.2: Laufzeiten der verschiedenen Verfahren auf Klassenebene (in Sekunden)
Klassenebenenverfahren Testgruppe Minimum Maximum ∅
Edierkostenverfahren (EC) M 1,803 2,750 2,179
Edierkostenverfahren mit Schwelle
(ECTH)
M 1,024 1,508 1,327
A¨hnlichkeitsverfahren M 0,202 0,493 0,282
Tabelle 6.3: Laufzeiten des Paketebenenverfahrens (in Sekunden)
Paketebenenverfahren Testgruppe Minimum Maximum ∅
A¨hnlichkeitsverfahren M 0,004 0,008 0,006
Tabelle 6.4: Laufzeiten des EMF Compare Verfahrens (in Sekunden)
Gesamtverfahren Testgruppe Minimum Maximum ∅
EMF Compare (Version 1.0.0) M 0,05 3,6 0,99
EMF Compare (Version 1.0.0) M’ 0,254 30,470 4,744
gelo¨scht wurden. Wa¨hrend diese A¨nderung fu¨r die eigenentwickelten Klassenebenenver-
fahren keine messbare Auswirkung auf die Laufzeiten besitzt und das Paketebenenver-
fahren sogar etwas schneller arbeitet, da keine Pakete verglichen werden mu¨ssen, zeigt
das EMF Compare Verfahren auf den flachen Klassendiagrammen deutlich schlechtere
Ergebnisse in der Laufzeit. Dies ist darauf zuru¨ckzufu¨hren, dass EMF Compare in einem
Top-down-Verfahren im Wesentlichen nur die Klassen bereits korrepondierender Pakete
miteinander vergleicht. Liegen alle Klassen in dem gleichen Paket, mu¨ssen alle Klassen-
kombinationen beru¨cksichtigt werden, was bei den großen Diagrammen die Laufzeit auf
bis zu 30,47 Sekunden erho¨ht. Im Durchschnitt beno¨tigt der Vergleich zweier Klassen-
diagramme der Testmenge M’ 4,744 Sekunden. Dies entspricht mehr als der doppelten
durchschnittlichen Laufzeit des ECVerfahrens fu¨r die gleiche Testmenge.
Da in den Gesamtaufwand der eigenentwickelten Verfahren auch der Aufwand fu¨r das
Lo¨sen der kleineren Teilprobleme, wie die Zuordnung der Attribute und Methoden, ein-
fließt, ist die Laufzeit nicht nur von der Anzahl der Klassen, sondern auch von der Anzahl
der Klassenunterelemente und deren Verteilung abha¨ngig. Um das Laufzeitverhalten des
ECVerfahrens und des A¨hnlichkeitsverfahrens in Abha¨ngigkeit von der Zahl der Klas-
sen, die in den zu vergleichenden Modellen enthalten sind, zu visualisieren, wurde eine
Testmenge L konstruiert, bei der der Vergleich zweier Klassen als konstant betrachtet
werden kann. Dies wird dadurch erreicht, dass jede Klasse genau drei Attribute und drei
Methoden entha¨lt. Es wurden fu¨r verschiedene Klassenzahlen Klassendiagramme kon-
struiert, wobei fu¨r die Laufzeittests je zwei identische Klassendiagramme miteinander
verglichen wurden. Die Laufzeiten ergeben sich aus dem Mittel von drei Testla¨ufen. Die
Diagramme 6.1 und 6.2 zeigen das Laufzeitverhalten des edierkostenbasierten bzw. des
a¨hnlichkeitsbasierten Verfahrens im Einzelnen. Das Diagramm 6.3 stellt die Laufzeiten
der beiden Verfahren gegenu¨ber, wobei die Laufzeit des edierkostenbasierten Verfahrens
mit zunehmender Klassenzahl deutlich schneller als die Laufzeiten des a¨hnlichkeitsba-
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Tabelle 6.5: Laufzeiten des BFVerfahrens
Anzahl Klassen 5 6 7 8 9 10
Laufzeit (Sekunden) 0,077 0,473 3,686 33,952 358,394 3865,354
sierten Verfahrens ansteigt.
Fu¨r die Brute-Force-Variante wurden ebenfalls Laufzeitstest durchgefu¨hrt, aufgrund
der hohen Komplexita¨t des Verfahrens jedoch in einem weniger ausfu¨hrlichen Umfang.
Fu¨r die 66 Testfa¨lle der Testmenge E beno¨tigt die Brute-Force-Variante insgesamt un-
gefa¨hr 38 Minuten, wa¨hrend das ECVerfahren das Ergebnis bereits nach ca. 0,25 Se-
kunden liefert. Die Tabelle 6.5 gibt die Laufzeiten fu¨r den Vergleich zweier Klassendia-
gramme der Testmenge L wieder. Wa¨hrend der Brute-Force-Vergleich zweier Klassen-
diagramme mit je 9 Klassen ca. 6 Minuten beno¨tigt, wird fu¨r je 10 Klassen schon mehr
als eine Stunde beno¨tigt. Aufgrund der Komplexita¨t des Aufwands fu¨r das Kombinieren
der mo¨glichen Klassenkorrespondenzen ist zu erwarten, dass die Laufzeit des Vergleichs
zweier Klassendiagramme mit n Klassen n-mal la¨nger dauert als der Vergleich zweier
Klassendiagramme mit n− 1 Klassen.
Die Brute-Force-Variante mit Schwellenwertregel ist deutlich schneller als die Stan-
dardvariante. Bei einem Vergleich zweier Klassendiagramme mit je 11 Klassen, der in
der Brute-Force-Variante ca. 160 Minuten dauert, konnten beispielsweise 52 Kanten aus
dem Vergleichsgraphen entfernt werden, so dass die Berechnung nur noch ca. 9 Minu-
ten beno¨tigte. Durch das Entfernen einzelner Kanten aus dem Vergleichsgraphen auf
Klassenebene reduziert sich die Komplexita¨t im Allgemeinen jedoch nicht so stark, dass
die Schwellenwertvariante des Brute-Force-Verfahrens damit fu¨r die großen Testfa¨lle der
Menge M mit vertretbarem Aufwand einsetzbar wa¨re.
Wie die Laufzeittests zeigen, liegen die Rechenzeiten des a¨hnlichkeitsbasierten Verfah-
rens und des edierkostenbasierten Verfahrens mit Schwellenwertregel fu¨r die betrachteten
Modellgro¨ßen unter der Zeit, die fu¨r das O¨ffnen des EMF Compare UI Editors beno¨tigt
wird. Daher ist davon auszugehen, dass ein Anwender, der in Eclipse arbeitet und einen
Einzelvergleich manuell auslo¨st, die Wartezeit als unproblematisch einstuft. Wenn das
edierkostenbasierte Verfahren die besseren Ergebnisse liefert, ist sicherlich auch eine
Wartezeit von wenigen Sekunden fu¨r den Vergleich zweier Klassendiagramme mittlerer
Gro¨ße zu vertreten.
6.3 Evaluation des edierkostenbasierten Verfahrens
unter dem Aspekt der Optimalita¨t
Bei dem edierkostenbasierten Verfahren handelt es sich im Gegensatz zu dem a¨hnlich-
keitsbasierten Verfahren um kein Greedy-Verfahren, bei dem eine Reihe lokal getroffener
Entscheidungen zur Lo¨sung fu¨hrt. Stattdessen ist es in jedem Schritt mo¨glich, vorherige
Entscheidungen wieder zu revidieren, um schließlich eine global optimale Lo¨sung des
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Abbildung 6.3: Laufzeit der Verfahren im Vergleich (Sekunden)
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Revisionen der Zwischenlo¨sungen auch in der Praxis durchgefu¨hrt werden, wurden die
Testfa¨lle der Menge A auch dahingehend untersucht, ob im Busacker-Gowen-Verfahren
bereits ausgewa¨hlte Kanten des Netzwerkflussproblems in einem spa¨teren Schritt als
Ru¨ckwa¨rtskanten durchlaufen werden. Bei den 2775 Vergleichen der Testmenge A fin-
den in 1328 Fa¨llen eine oder mehrere Revisionen der Entscheidungen auf Klassenebe-
ne statt, was einem Anteil von 47,86% entspricht. Bezieht man die darunterliegenden
Ebenen der Attribute, Methoden etc. ein, wird sogar in jedem Testfall der Menge A
mindestens einmal eine Flussvergro¨ßerung u¨ber Ru¨ckwa¨rtskanten ausgefu¨hrt. Da das
edierkostenbasierte Verfahren eine optimale Lo¨sung fu¨r das relaxierte Verfahren berech-
net, werden im Folgenden die Ergebnisse des Verfahrens in Hinblick auf die Optimalita¨t
fu¨r das urspru¨ngliche Optimierungsproblem untersucht.
In Kapitel 4 wurde fu¨r das edierkostenbasierte Verfahren, das mit den abgescha¨tzten
Kosten des relaxierten Problems arbeitet, ein hinreichendes Optimalita¨tskriterium an-
gegeben. Falls die tatsa¨chlichen Kosten des relaxierten Problems mit den abgescha¨tzten
Kosten identisch sind, ist die optimale Lo¨sung des relaxierten Problems auch fu¨r das
urspru¨ngliche Optimierungsproblem optimal. Die zweite Spalte der Tabelle 6.6 entha¨lt
fu¨r die verschiedenen Testmengen die Prozentsa¨tze, in wie vielen Fa¨llen das hinreichende
Optimalita¨tskriterium erfu¨llt ist, wobei die sehr unterschiedlichen Ergebnisse von 12,92%
bis zu 100% reichen.
Da das Optimalita¨tskriterium zwar hinreichend aber nicht notwendig ist und auch in
Fa¨llen, wenn die tatsa¨chlichen Kosten die abgescha¨tzten Kosten u¨bersteigen, eine op-
timale Lo¨sung gefunden worden sein kann, wurden mit Hilfe der Brute-Force-Variante
die Kosten der optimalen Lo¨sungen ermittelt und mit den Kosten der Lo¨sungen des ab-
gescha¨tzten Verfahrens verglichen. Die Ergebnisse dieses Vergleichs in der dritten Spalte
von Tabelle 6.6 zeigen, dass die optimale Lo¨sung in deutlich mehr Fa¨llen erreicht wurde.
Fu¨r die Testmenge A wird das hinreichende Optimalita¨tskriterium nur in 17,77% der
Fa¨lle erfu¨llt, die optimale Lo¨sung jedoch dennoch in 91,96% erreicht. Folglich stellt das
hinreichende Optimalita¨tskriterium im Allgemeinen einen relativ schlechten Indikator
fu¨r die Optimalita¨t der Ergebnisse dar.
Daru¨ber hinaus fa¨llt auf, dass fu¨r die Testmenge C die optimale Lo¨sung nur in 21,24%
der Fa¨lle erreicht wird, wa¨hrend die ermittelten Trefferquoten fu¨r die anderen Testmen-
gen bei 89,25% bis 100% liegen. Da die Klassendiagramme in Testmenge C im Gegensatz
zu den Klassendiagrammen der Testmengen A und B einen gro¨ßeren Anteil an kon-
textabha¨ngigen Informationen enthalten, ist dies ein Hinweis darauf, dass das Verfahren
dann besser abschneidet, wenn viele kontextunabha¨ngige Informationen in den Modellen
zur Verfu¨gung stehen.
Mit den Ergebnissen der Brute-Force-Variante la¨sst sich weiterhin untersuchen, wie
stark die Kosten des ECVerfahrens von den optimalen Kosten abweichen. Die Spal-
ten 4 und 5 der Tabelle 6.6 zeigen die Gesamtkosten aller Ergebnisse des Brute-Force-
Verfahrens bzw. des Verfahrens mit abgescha¨tzten Kosten.1 Die letzte Spalte der Tabelle
1Die Brute-Force-Variante la¨sst sich leider nur bis zu Modellgro¨ßen von 11 Klassen einsetzen. Die Ho¨he
der Gesamtkosten der Brute-Force-Variante entspricht im Fall der Menge F, da das hinreichende
Optimalita¨tskriterium zu 100% erfu¨llt ist, den Gesamtkosten des ECVerfahrens.
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A 17,77% 91,96% 265415,04 271191,97 102,18%
B 64,69% 89,25% 192671,36 193879,95 100,63%
C 12,92% 21,24% 157165,22 166970,04 106,24%
E 100% 100% 1539,62 1539,62 100%
F 100% 100% (885,25) 885,25 100%
M 36,19% ? ? 18706,44 ?
entha¨lt das Verha¨ltnis der Gesamtkosten beider Verfahren. Mit einem Verha¨ltnis von
100% bis 106,24% ist die Abweichung der Kosten der Lo¨sung des ECVerfahrens von den
optimalen Kosten im Schnitt sehr gering, wobei auch hier fu¨r die Testmenge C die gro¨ßte
Abweichung erreicht wird.
In Kapitel 4 wurde bereits ein Beispiel angegeben, bei dem das hinreichende Opti-
malita¨tskriterium erfu¨llt ist (Beispiel 10). Es folgen nun zwei weitere Beispiele fu¨r die
anderen beiden Situationen. Beispiel 18 demonstriert, dass das Optimalita¨tskriterium
nur hinreichend, aber nicht notwendig ist. Beispiel 19 zeigt im Anschluss mit einem Fall,
in dem die kostenoptimale Lo¨sung des urspru¨nglichen Problems nicht gefunden wird, die
Grenzen des ECVerfahrens.
Beispiel 18 (Hinreichendes Optimalita¨tskriterium wird nicht erfu¨llt, die Lo¨sung ist den-
noch optimal). Der Unterschied der beiden Klassendiagramme aus Abbildung 6.4 besteht
in der gerichteten Assoziation reservedBy der Klasse Vehicle, die in einem Fall auf die
Klasse ReservationContract und in dem anderen Fall auf die Klasse Client verweist.
Die Listings 6.1 und 6.2 zeigen die relevanten Ausschnitte aus den berechneten gescha¨tz-
ten Kosten bzw. den im Nachhinein berechneten tatsa¨chlichen Kosten. Die gescha¨tzten
Kosten der Korrespondenz (ReservationContract, ReservationContract) betragen
1,5, was den anteiligen Kosten des Lo¨schens/Einfu¨gens einer Assoziation entspricht, da
nur eine der beiden Klassen eine eingehende Assoziation reservedBy besitzt. Analog
ergeben sich die Kosten fu¨r (Client, Client) in Ho¨he von 1,5. Durch die optimisti-
sche Annahme, dass die beiden ausgehenden Assoziationen reservedBy der Klassen
Vehicle korrespondieren, fallen fu¨r die Korrespondenz (Vehicle, Vehicle) keine wei-
teren Kosten an. Die gescha¨tzten Gesamtkosten betragen somit 3. Bei der Berechnung
der tatsa¨chlichen Kosten bei bekanntem Kontext ergeben sich Kosten in Ho¨he von 6.
Die Kosten fu¨r die Zuordnungen (ReservationContract, ReservationContract) und
(Client, Client) entsprechen den tatsa¨chlichen Kosten. Da nun bekannt ist, dass die
Assoziationsenden der Assoziationen reservedBy nicht korrespondieren, fallen zusa¨tz-
liche Kosten in Ho¨he von 3 fu¨r das anteilige Lo¨schen/Einfu¨gen zweier Assoziationen
an. Damit u¨bersteigen die tatsa¨chlichen Kosten die abgescha¨tzten Kosten und das hin-
reichende Optimalita¨tskriterium ist nicht erfu¨llt. Das Ergebnis entspricht jedoch der
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Lo¨sung der Brute-Force-Variante und ist damit optimal. In diesem Fall entspricht die
kostenoptimale Lo¨sung auch dem Vergleichsergebnis, das der Benutzer erwartet.
Abbildung 6.4: Differenzbericht des ECVerfahrens fu¨r zwei Klassendiagramme, die sich
nur im Ziel der unidirektionalen Assoziation reservedBy unterscheiden.
Die Assoziation wird als gelo¨scht und mit anderem Zieltyp neu eingefu¨gt
identifiziert.
Listing 6.1: Ausschnitt aus den gescha¨tzten Kosten (Gesamtkosten: 3)
Reservat ionContract − Reservat ionContract ( 1 . 5 )
In Re fe renzen ( 1 .5 )
Matching :
e − reservedBy ( 1 .5 )
C l i en t − Cl i en t ( 1 . 5 )
In Re fe renzen ( 1 .5 )
Matching :
reservedBy − e ( 1 . 5 )
Veh ic l e − Vehic l e ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching :
reservedBy − reservedBy ( 0 .0 )
Listing 6.2: Ausschnitt aus den tatsa¨chlichen Kosten (Gesamtkosten: 6)
Reservat ionContract − Reservat ionContract ( 1 . 5 )




e − reservedBy ( 1 .5 )
C l i en t − Cl i en t ( 1 . 5 )
In Re fe renzen 1 ( 1 .5 )
Matching :
reservedBy − e ( 1 . 5 )
Veh ic l e − Vehic l e ( 3 . 0 )
Out Referenzen 2 ( 1 .5 )
Matching :
e − reservedBy ( 1 .5 )
Out Referenzen 1 ( 1 .5 )
Matching :
reservedBy − e ( 1 . 5 )
Beispiel 19 (Die optimale Lo¨sung wird nicht erreicht). Die Abbildungen 6.5 und 6.6
zeigen zwei Modelle, fu¨r die das ECVerfahren nicht die kostenoptimale Lo¨sung findet.
Der Differenzbericht in Abbildung 6.7 zeigt das Ergebnis des Vergleichs mit dem ECVer-
fahren. Die gescha¨tzten Kosten betragen 35,126351072985884, die tatsa¨chlichen Kosten
der Lo¨sung 37,947206687959145. Die Kosten der optimalen Lo¨sung, die mit Hilfe der
Brute-Force-Variante ermittelt wurde, betragen jedoch nur 37,328947368421055 und lie-
gen damit knapp unter den tatsa¨chlichen Kosten der Lo¨sung des ECVerfahrens. Der
Differenzbericht des BFVerfahrens ist in Abbildung 6.8 abgebildet. Die berechneten
Korrespondenzen der beiden Lo¨sungen unterscheiden sich in der Zuordnung der Klassen
Client und bus. Wa¨hrend bei der Lo¨sung des Brute-Force-Verfahrens die beiden Klassen
Client als korrespondierend identifiziert werden und die Klasse bus gelo¨scht wird, ordnet
das ECVerfahren (, Client) und (Client, bus) zu. Dies ist darauf zuru¨ckzufu¨hren, dass
diese Lo¨sung aufgrund der abgescha¨tzten Kosten gu¨nstiger erscheint (siehe Tabelle 6.7).
Die Differenz in Ho¨he von 2,820855614973261 zwischen den tatsa¨chlichen Kosten und
den abgescha¨tzten Kosten des ECVerfahrens ist wie folgt zustande gekommen: aufgrund
des Lo¨schens der Klasse Client fallen zusa¨tzliche Kosten in Ho¨he von 2 fu¨r das Lo¨schen
der Vererbungskante Client → Person an. Ebenso ist die Korrespondenz der Klassen
Contract-ReservationContract um 0,8208556149732623 teurer als abgescha¨tzt, wie
die relevanten Ausschnitte aus den berechneten gescha¨tzten Kosten bzw. den im Nach-
hinein berechneten tatsa¨chlichen Kosten zeigen (Listings 6.3 und 6.4). Die vollsta¨ndigen
Kostenlisten sowie die Kostenliste des BFVerfahrens sind in Anhang A.3.2 abgedruckt.
Die a¨hnlichkeitsbasierte Variante liefert in diesem Fall das gleiche Resultat wie die
Brute-Force-Variante. Unter der Einschra¨nkung, dass eine eindeutige Zuordnung be-
rechnet wird, ist diese Lo¨sung auch aus Sicht des Benutzers optimal. Bei erlaubter
Mehrfachzuordnung wa¨re es mo¨glich, die beiden Refactoringmaßnahmen besser abzu-
bilden. In diesem Fall ko¨nnte die Klasse Vehicle mit den beiden Klassen bus und car
korrespondieren. Analog ko¨nnten die Attribute firstname und lastname der Klassen
Client und Agent jeweils auf die Attribute firstname und lastname der Klasse Person
abgebildet werden, was jedoch schon in Kapitel 4.4 behandelt wurde.
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Abbildung 6.5: Modell A aus Beispiel 19
Abbildung 6.6: Modell B aus Beispiel 19
Tabelle 6.7: Werte der abgescha¨tzten Kosten des Vergleichsgraphen auf Klassenebene.
Die abweichenden tatsa¨chlichen Kosten sind gegebenenfalls in Klammern
angegeben.
Person Agent Contract Client Vehicle EDate 
Person 6(8) 10,705 16,976 8,666 12,776 10,167 10
Agent 8,705 4 15,084 7,602 11,445 9,254 8
ReservationContract 22,75 17,494 3,578(4,399) 16,065 19,054 18,962 22
Client 10,666 7,602 13,575 4 10,875 11,337 10
car 17,714 10,927 16,346 8,797 2,75 13,723 17
EDate 8,705 8,791 15,833 10,874 11,723 0 8
bus 17,714 10,927 16,41 8,797 2,823 13,826 17
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Abbildung 6.7: Differenzbericht des ECVerfahrens zu Beispiel 19
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Abbildung 6.8: Differenzbericht des BFVerfahrens zu Beispiel 19
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Listing 6.3: Gescha¨tzte Kosten der Korrespondenz Contract-ReservationContract
Contract − Reservat ionContract ( 3.5789473684210527 )
In Re fe renzen ( 1 .5 )
Matching :
hasArranged − hasArranged ( 0 .0 )
has − has ( 0 .0 )
reservedBy − reservedBy ( 0 .0 )
reservedBy − e ( 1 . 5 )
Out Referenzen ( 1 .5 )
Matching :
arrangedBy − arrangedBy ( 0 .0 )
f o r − f o r ( 0 . 0 )
ownedBy − ownedBy ( 0 .0 )
f o r − e ( 1 . 5 )
Listing 6.4: Tatsa¨chliche Kosten der Korrespondenz Contract-ReservationContract
Contract − Reservat ionContract ( 4.399802983394315 )
In Re fe renzen 1 ( 1 .5 )
Matching :
has − e ( 1 . 5 )
In Re fe renzen ( 0 .0 )
Matching :
reservedBy − reservedBy ( 0 .0 )
In Re fe renzen ( 0.4090909090909091 )
Matching :
reservedBy − has ( 0.4090909090909091 )
In Re fe renzen ( 0 .0 )
Matching :
hasArranged − hasArranged ( 0 .0 )
Out Referenzen ( 0 .0 )
Matching :
arrangedBy − arrangedBy ( 0 .0 )
Out Referenzen ( 0 .0 )
Matching :
f o r − f o r ( 0 . 0 )
Out Referenzen ( 0.4117647058823529 )
Matching :
f o r − ownedBy ( 0.4117647058823529 )
Out Referenzen 1 ( 1 .5 )
Matching :
ownedBy − e ( 1 . 5 )
Auch wenn die Kosten der nicht optimalen Lo¨sung des ECVerfahrens fu¨r das Beispiel
19 nur 101,66% der optimalen Kosten betragen, entha¨lt das Ergebnis bei 6 erwarteten
Zuordnungen auf Klassenebene eine falsche Zuordnung (Client, bus) und eine daraus
resultierende fehlende Zuordnung (Client, Client). Bei dem edierkostenbasierten An-
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Tabelle 6.8: Evaluation des edierkostenbasierten Verfahrens mit Schwellenwert (EC-S)









A 13,77% 265415,04 409965,00 154,46%
B 34,16% 192671,36 259191,59 134,53%
C 10,02% 157165,22 219928,20 139,93%
satz zeigt sich allgemein die Problematik, dass eine optimale Lo¨sung von einer Lo¨sung
mit fast optimalen Kosten in den Korrespondenzen sehr stark abweichen kann. Weiter-
hin ist es mo¨glich, dass verschiedene Lo¨sungen mit optimalen Kosten existieren, die aus
Sicht des Benutzers nicht alle gleich gut sind.
Evaluation des edierkostenbasierten Verfahrens mit Schwellenwert unter dem
Aspekt der Optimalita¨t
Die Fehlzuordnung (Client, bus) des ECVerfahrens in Beispiel 19 la¨sst sich mit der
Einfu¨hrung einer Schwellenwertregel verhindern, so dass auch das ECVerfahren die op-
timale Lo¨sung berechnet. Im Fall von Beispiel 19 verbessert sich die Lo¨sung durch die
Schwellenwertregel nicht nur aus Sicht des Nutzers, sondern auch in Hinblick auf die
Kosten. Die berechnete Lo¨sung stimmt sogar mit der kostenminimalen Lo¨sung des ur-
spru¨nglichen Problems u¨berein. Dieser Effekt ist im Allgemeinen jedoch nicht zu erwar-
ten. Da nur ein Teil des Lo¨sungsraums durchsucht wird und damit bestimmte Kombi-
nationen von Klassen ausgeschlossen werden, liegen die Kosten der gefundenen Lo¨sung
meist u¨ber den Kosten der Brute-Force Variante. Die Werte in Tabelle 6.8 belegen, dass
das edierkostenbasierte Verfahren mit Schwellenwertregel deutlich seltener die kosten-
optimale Lo¨sung berechnet. Wa¨hrend das ECVerfahren in der Standardvariante fu¨r die
drei Testmengen A, B und C durchschnittlich in 67,48% der Fa¨lle die optimale Lo¨sung
berechnet, wird die kostenoptimale Lo¨sung vom ECVerfahren mit Schwellenwertregel
nur in 19,32% der Fa¨lle gefunden. Auch die durchschnittlichen Gesamtkosten der be-
rechneten Lo¨sungen in Ho¨he von 142,97% u¨bersteigen die Gesamtkosten des ECVer-
fahrens in der Standardvariante in Ho¨he von 103,02% deutlich. Fu¨r das ECVerfahren
mit Schwellenwertregel sind im Gegensatz zu dem Verfahren in der Standardvariante
zwei Einschra¨nkungen zu beru¨cksichtigen, die fu¨r die Praxis jedoch nicht relevant sind.
Die U¨bereinstimmung der gescha¨tzten Kosten mit den tatsa¨chlichen Kosten ist in die-
sem Fall kein hinreichendes Kriterium, ob die Lo¨sung des relaxierten Problems auch fu¨r
das urspru¨ngliche Problem optimal ist. Weiterhin wird durch die Schwellenwertregel in
das Kostenmodell eingegriffen, so dass nicht mehr gewa¨hrleistet ist, dass die Kosten des
Vergleichsergebnisses einem Abstand zwischen den beiden Modellen entsprechen, der die
Kriterien einer Metrik erfu¨llt.
Fu¨r die Beispiele 18 und 19 liefert das Brute-Force-Verfahren ebenso wie das a¨hnlich-
keitsbasierte Verfahren eine identische und aus Sicht des Benutzers korrekte Lo¨sung. Je-
doch bedeutet das Erreichen der kostenoptimalen Lo¨sung nicht immer, dass diese Lo¨sung
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Tabelle 6.9: Vergleich der Ergebnisse des a¨hnlichkeitsbasierten Verfahrens mit (A) und
ohne Anpassung (O) der kontextabha¨ngigen A¨hnlichkeiten sowie des edier-
kostenbasierten Verfahrens (EC) auf identische Korrespondenzmodelle
Testmenge (Gro¨ße) O = A O = EC A = EC
A (2775) 2580 (92,97%) 670 (24,14%) 696 (25,08%)
B (4950) 4852 (98,02%) 2185 (44,14%) 2243 (45,31%)
C (2415) 2135 (88,41%) 413 (17,10%) 439 (18,18%)
Tabelle 6.10: Ergebnisse des a¨hnlichkeitsbasierten Verfahrens mit (A) und ohne (O) An-
passung in Relation zu den Kosten des Brute-Force Verfahrens
Testmenge (Gro¨ße) Kosten O (Verha¨ltnis BF-
Kosten)
Kosten A (Verha¨ltnis BF-
Kosten)
A (2775) 324595,50 (122,30%) 319660,03 (120,44%)
B (4950) 215659,19 (111,93%) 214027,34 (111,08%)
C (2415) 191266,64 (121,70%) 185481,22 (118,02%)
auch den Erwartungen des Benutzers entspricht. Insgesamt ist eine Untersuchung der
Optimalita¨t der Ergebnisse nicht ausreichend, um die Qualita¨t der berechneten Zuord-
nungen beurteilen zu ko¨nnen. Daher wird in Abschnitt 6.5 der Benutzer zur Bewertung
der Ergebnisse beider eigenentwickelten Verfahren miteinbezogen. Doch zuna¨chst wird
im folgenden Abschnitt das a¨hnlichkeitsbasierte Verfahren dahingehend u¨berpru¨ft, ob
sich die Version mit der iterativen Anpassung der A¨hnlichkeiten von der Grundversion
unterscheidet.
6.4 Evaluation des a¨hnlichkeitsbasierten Verfahrens mit
Anpassung der A¨hnlichkeiten auf Klassenebene
Um zu untersuchen, inwieweit sich die Ergebnisse durch die in Abschnitt 4.3.2 vorgestell-
te Anpassung der A¨hnlichkeitswerte im 1-Kontext der Klassen unterscheiden, wurden
zwei Hilfsmethoden implementiert: eine Methode, die u¨berpru¨ft, ob zwei Korrespondenz-
modelle identisch sind sowie eine Methode, die ein vorgegebenes Korrespondenzmodell
mit Kosten bewertet, die dem Kostenmodell des edierkostenbasierten Verfahrens ent-
sprechen. Auch wenn das a¨hnlichkeitsbasierte Verfahren Korrespondenzen nicht unter
Beru¨cksichtigung der Edierkosten, sondern nach A¨hnlichkeitswerten bildet, liefert diese
Kennzahl dennoch einen Eindruck u¨ber die Unterschiedlichkeit der Ergebnisse.
Beim Vergleich der a¨hnlichkeitsbasierten Verfahren mit und ohne Anpassung stim-
men die berechneten Korrespondenzmodelle fu¨r die Testmengen A, B und C im Schnitt
in 93,13 % der Fa¨lle u¨berein (vgl. Tabelle 6.9). Die Korrespondenzmodelle des a¨hn-
lichkeitsbasierten Verfahrens ohne Anpassung und des edierkostenbasierten Verfahrens
stimmen hingegen nur in durchschnittlich 28,46 % der Fa¨lle u¨berein. Der Prozentsatz
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der u¨bereinstimmenden Korrespondenzmodelle erho¨ht sich leicht auf 29,52%, wenn das
a¨hnlichkeitsbasierte Verfahren mit Anpassung verwendet wird (vgl. Spalte 4 der Tabel-
le 6.9). Insgesamt zeigt sich jedoch, dass sich die Ergebnisse des a¨hnlichkeitsbasierten
Verfahrens mit und ohne Anpassung relativ wenig voneinander unterscheiden, sich aber
deutlich von denen des edierkostenbasierten Verfahrens abgrenzen. Dieser Eindruck spie-
gelt sich auch wieder, wenn die Ergebnisse der Verfahren in Hinblick auf die Kosten
betrachtet werden. Tabelle 6.10 zeigt die Gesamtkosten der berechneten Zuordnungen
aller Testfa¨lle der Mengen A, B bzw. C. In jeder Testgruppe sinken durch Anpassung der
A¨hnlichkeitswerte die Gesamtkosten gegenu¨ber den Gesamtkosten des Standardverfah-
rens ohne Anpassung leicht. Geringere Kosten einer Zuordnung deuten darauf hin, dass
mehr Korrespondenzen gebildet wurden. Vergleicht man das durchschnittliche Verha¨ltnis
der Gesamtkosten zu den Gesamtkosten des Brute-Force-Verfahrens, liegt das a¨hnlich-
keitsbasierte Verfahren ohne Anpassung mit 118,64% knapp hinter dem a¨hnlichkeitsba-
sierten Verfahren mit Anpassung (116,51%). Der Durchschnitt u¨ber die Verha¨ltnisse der
Gesamtkosten der gleichen Testmengen liegt fu¨r das edierkostenbasierte Verfahren bei
103,02% (vgl. Tabelle 6.6, S. 188).
Wie der Tabelle zu entnehmen ist, a¨ndert sich das Ergebnis durch die Anpassung der
A¨hnlichkeitswerte nur in wenigen Fa¨llen. Wie in Beispiel 14 auf Seite 125 demonstriert
wurde, kann die Anpassung der A¨hnlichkeiten das erzielte Ergebnis verbessern, indem
zusa¨tzliche Korrespondenzen gebildet werden. Das folgende Beispiel behandelt jedoch
den anderen Fall, in dem durch Anpassung der A¨hnlichkeiten weniger Korrespondenzen
gebildet werden und diese aus Sicht des Benutzers sogar ungu¨nstiger sind.
Beispiel 20 (Anpassung verschlechtert das Ergebnis aus Sicht des Benutzers). Die Ab-
bildungen 6.9 und 6.10 zeigen zwei Klassendiagramme der Testmenge C, die in diesem
Beispiel verglichen werden. Das a¨hnlichkeitsbasierte Verfahren ohne Anpassung berech-
net, wie in Tabelle 6.11 zu sehen ist, die Korrespondenzen (Edge, Edge), (Task, Task),
(Workflow, Workflow), (InputPort, Input), (WorkflowElement, WorkflowElement),
(WorkflowNode, WorkflowNode), (OutputPort, Output) und (Choice, Comment) in die-
ser Reihenfolge. Die Klassen Transformation und ConditionalOutputPort aus Modell
A werden als Einzelelemente identifiziert. Dies entspricht bis auf eine Ausnahme, die
Zuordnung der Klassen Choice und Comment, den Erwartungen des Benutzers. Der A¨hn-
lichkeitswert von (Choice, Comment) in Ho¨he von 0,6839 ist darauf zuru¨ckzufu¨hren, dass
der Klassentyp u¨bereinstimmt, beide Klassen weder Attribute noch Methoden noch Un-
terklassen besitzen, die Klassennamen in Ho¨he des Werts 0,444 a¨hnlich sind und jeweils
eine Vererbungsbeziehung zu einer Oberklasse mit einem A¨hnlichkeitswert von 0,3181
besitzen.2
Auch das a¨hnlichkeitsbasierte Verfahren mit Anpassung der kontextabha¨ngigen A¨hn-
lichkeiten im 1-Kontext identifiziert die Klassen und Edge und Edge als erste Korre-
spondenz. Nach der Korrespondenzbildung erho¨hen sich die A¨hnlichkeitswerte der Paa-
re {Workflow, InputPort, OutputPort} × {Workflow, Input, Output} aufgrund von
2An dieser Stelle zeigt sich eventuell eine Verbesserungsmo¨glichkeit in Form einer dynamischen Ge-
wichtung der einzelnen A¨hnlichkeitswerte. So ko¨nnte der Einfluss der A¨hnlichkeiten der Attribute
und Methoden reduziert werden, falls keine derartigen Elemente existieren.
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Abbildung 6.9: Modell A zu Beispiel 20
Abbildung 6.10: Modell B zu Beispiel 20
198
6.4 Evaluation des a¨hnlichkeitsbasierten Verfahrens mit Anpassung


















































0,6941 0,295 0,2291 0,2555 0,2812 0,2752 0,196 0,2165
Workflow-
Node (6)
0,3273 0,6416 0,2989 0,392 0,292 0,2419 0,2817 0,3036
Transfor-
mation
0,496 0,425 0,3219 0,332 0,2708 0,4152 0,3141 0,4176
Conditional-
OutputPort
0,4936 0,4114 0,3024 0,3007 0,2685 0,3657 0,2966 0,476
Workflow (3) 0,2756 0,3554 0,7335 0,8743 0,675 0,6639 0,7263 0,5659
Edge (1) 0,292 0,2627 0,6834 0,6806 0,9555 0,6568 0,6687 0,4949
Task (2) 0,3216 0,2419 0,7006 0,6609 0,6568 0,9333 0,6855 0,5129
Choice (8) 0,2892 0,2408 0,6839 0,6553 0,6388 0,75 0,6588 0,4987
InputPort (4) 0,2318 0,3095 0,7397 0,7461 0,6705 0,6626 0,8009 0,605
OutputPort
(7)
0,24 0,3168 0,6523 0,6587 0,5834 0,5767 0,6775 0,5583
Assoziationen (vgl. Tabelle 6.12). Als na¨chste Korrespondenz wird (Task, Task) identi-
fiziert. Dies fu¨hrt zu einer Anpassung der A¨hnlichkeitswerte fu¨r (Workflow, Workflow),
da jeweils eine unidirektionale Assoziation zwischen Task und Workflow existiert (vgl.
Tabelle 6.13). Außerdem wird der A¨hnlichkeitswert fu¨r (WorkflowNode, WorkflowNode)
aufgrund der gemeinsamen Unterklasse Task angepasst, was sich hier im Gesamta¨hnlich-
keitswert jedoch nicht auswirkt. Im dritten Schritt wird die Korrespondenz (Workflow,
Workflow) gebildet. Bei der Anpassung der A¨hnlichkeitswerte erho¨hen sich die Wer-
te fu¨r {WorkflowNode, Comment} × {WorkflowNode} aufgrund von Assoziationen (vgl.
Tabelle 6.14). Die Klassen Task und Edge werden in die Anpassung nicht mehr mit-
einbezogen, da sie bereits als korrespondierend identifiziert sind. Der A¨hnlichkeitswert
fu¨r (WorkflowElement, WorkflowElement) wird ebenfalls angepasst, was den Wert je-
doch nicht mehr erho¨ht. Als na¨chste Korrespondenz wird (InputPort, Input) gebildet.
Dies verursacht, wie in Tabelle 6.15 zu sehen ist, eine Erho¨hung der A¨hnlichkeitswer-
te fu¨r (WorkflowNode, WorkflowNode) wegen einer Assoziation und (WorkflowElement,
WorkflowElement) wegen einer Vererbungsbeziehung. Das Verfahren identifiziert die
Klassen (WorkflowElement, WorkflowElement) als na¨chstes Korrespondenzpaar. Die
A¨hnlichkeitswerte fu¨r deren noch nicht korrespondierende Unterklassen {WorkflowNode,
OutputPort} × {WorklowNode, Comment, Output} werden in Tabelle 6.16 erho¨ht. Als
na¨chstes wird die Korrespondenz (WorkflowNode, WorkflowNode) gebildet. Dies stei-
gert den A¨hnlichkeitswert von (OutputPort, Output) von 0,6166 auf 0,625 (vgl. Tabel-
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Tabelle 6.12: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-















































WorkflowElement 0,6941 0,295 0,2291 0,2555 0,2752 0,196 0,2165
WorkflowNode 0,3273 0,6416 0,2989 0,392 0,2419 0,2817 0,3036
Transformation 0,496 0,425 0,3219 0,332 0,4152 0,3141 0,4176
Conditional-
OutputPort
0,4936 0,4114 0,3024 0,3007 0,3657 0,2966 0,476
Workflow 0,2756 0,3554 0,7335 0,884 0,6639 0,7402 0,5798
Edge (1) 0,9555
Task 0,3216 0,2419 0,7006 0,6609 0,9333 0,6855 0,5129
Choice 0,2892 0,2408 0,6839 0,6553 0,75 0,6588 0,4987
InputPort 0,2318 0,3095 0,7397 0,7558 0,6626 0,8175 0,6217
OutputPort 0,24 0,3168 0,6523 0,6684 0,5767 0,6942 0,575
Tabelle 6.13: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-















































WorkflowElement 0,6941 0,295 0,2291 0,2555 0,196 0,2165
WorkflowNode 0,3273 0,6416 0,2989 0,392 0,2817 0,3036
Transformation 0,496 0,425 0,3219 0,332 0,3141 0,4176
Conditional-
OutputPort
0,4936 0,4114 0,3024 0,3007 0,2966 0,476
Workflow 0,2756 0,3554 0,7335 0,8881 0,7402 0,5798
Edge (1) 0,9555
Task (2) 0,9333
Choice 0,2892 0,2408 0,6839 0,6553 0,6588 0,4987
InputPort 0,2318 0,3095 0,7397 0,7558 0,8175 0,6217
OutputPort 0,24 0,3168 0,6523 0,6684 0,6942 0,575
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Tabelle 6.14: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-















































WorkflowElement 0,6941 0,295 0,2291 0,196 0,2165
WorkflowNode 0,3273 0,6527 0,3101 0,2817 0,3036
Transformation 0,496 0,425 0,3219 0,3141 0,4176
Conditional-
OutputPort




Choice 0,2892 0,2408 0,6839 0,6588 0,4987
InputPort 0,2318 0,3095 0,7397 0,8175 0,6217
OutputPort 0,24 0,3168 0,6523 0,6942 0,575
Tabelle 6.15: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-

















































0,6978 0,295 0,2291 0,2165
Workflow-
Node
0,3273 0,6583 0,3101 0,3036
Transfor-
mation
0,496 0,425 0,3219 0,4176
Conditional-
OutputPort




Choice 0,2892 0,2408 0,6839 0,4987
InputPort (4) 0,8175
OutputPort 0,24 0,3168 0,6523 0,575
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Tabelle 6.16: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-






























































Choice 0,2408 0,6839 0,4987
InputPort (4) 0,8175
OutputPort 0,3585 0,694 0,6166
le 6.17). Dies kann jedoch nicht verhindern, dass im na¨chsten Schritt die Korrespondenz
(Comment, Output) mit dem A¨hnlichkeitswert 0,694 ausgewa¨hlt wird. Eine Anpassung
wird nicht durchgefu¨hrt und da die restlichen A¨hnlichkeitswerte unterhalb des Schwel-
lenwerts von 0,5 liegen, ist das Verfahren damit beendet. Das Ergebnis unterscheidet
sich wie folgt von dem Ergebnis des Verfahrens ohne Anpassung: OutputPort bildet mit
Comment eine Korrespondenz und Output und Choice werden stattdessen als weitere Ein-
zelelemente identifiziert. Dies stellt eine Verschlechterung des Ergebnisses dar, da neben
der Fehlzuordnung (OutputPort,Comment) die erwartete Korrespondenz (OutputPort,
Output) fehlt. Der Unterschied zu der Lo¨sung des a¨hnlichkeitsbasierten Verfahrens ohne
Anpassung ist darauf zuru¨ckzufu¨hren, dass durch die Anpassung der A¨hnlichkeitswert
von (Comment, Output) gro¨ßer als der A¨hnlichkeitswert von (Comment, Choice) gewor-
den ist. Betrachtet man die Edierkosten der beiden Lo¨sungen, liegen die Kosten der
Variante mit Anpassung der A¨hnlichkeitswerte in Ho¨he von 59,64 u¨ber den Kosten der
Variante ohne Anpassung in Ho¨he von 38,4. In beiden Fa¨llen wurde nicht das vom
Benutzer erwartete Ergebnis berechnet, das lediglich aus den Korrespondenzen (Edge,
Edge), (Task, Task), (Workflow, Workflow), (InputPort, Input), (WorkflowElement,
WorkflowElement), (WorkflowNode, WorkflowNode) und (OutputPort, Output) besteht.
Fu¨r das Beispiel 20 ist die Variante mit Anpassung in dieser Form nicht sinnvoll. Die
Anpassung der A¨hnlichkeitswerte kann jedoch fu¨r andere Beispiele zu einer Verbesserung
der Ergebnisse fu¨hren. In den Fa¨llen, in denen durch die Anpassung der A¨hnlichkeits-
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Tabelle 6.17: Beispiel 20: A¨hnlichkeitsverfahren mit Anpassung nach der Korrespondenz-

































































werte zusa¨tzliche Referenzen gebildet werden ko¨nnen, kann als Alternative auch eine
Absenkung des Schwellenwerts in Betracht gezogen werden. So ließe sich in Beispiel 14
das Ergebnis der Variante mit Anpassung auch dadurch erreichen, dass der Schwellen-
wert fu¨r die Zuordnung von Klassen von 0,5 auf 0,47 gesenkt wird.
6.5 Evaluation der beiden Verfahren in Hinblick auf die
Qualita¨t der Ergebnisse
Die Evaluation durch den Benutzer wurde auf Testfa¨llen durchgefu¨hrt, die aus einem
versionierten Softwareentwicklungsprojekt fu¨r ein modulares Softwarekonfigurationsma-
nagementsystem [BDW08] des Lehrstuhls stammen, das mit dem CASE-Werkzeug Fu-
jaba [Zu¨n01] entwickelt wurde. Die modellierten Fujaba-Klassendiagramme wurden mit
einem Fujaba-Plugin [GBD07], das ebenfalls am Lehrstuhl entwickelt wurde, als Ecore-
Klassendiagramme exportiert. In Anlehnung an die Evaluation in [KKK+07] wird die
Menge der berechneten Korrespondenzen (K) mit der Menge der vorgegebenen Korre-
spondenzen (K∗) verglichen, wobei folgende zwei Arten von Fehlern unterschieden wer-
den: Eine Korrespondenz, die in K, aber nicht in K∗ existiert, wird als α-Fehler (engl.
false positive) bezeichnet. In diesem Fall wurden zwei Klassen, die manuell nicht zuge-
ordnet wurden, von dem Verfahren fa¨lschlicherweise als korrespondierend identifiziert.
Als β-Fehler (engl. false negative) werden diejenigen Korrespondenzen geza¨hlt, die in
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Tabelle 6.18: Anzahl der Klassen in den Klassendiagrammen aus M
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
65 65 65 67 69 72 72 72 80 73 78 71 70 71 71
K∗, aber nicht in K enthalten sind. Eine Klasse, die bei der manuellen Zuordnung einen
Korrespondenzpartner besitzt, wurde in diesem Fall vom Verfahren als Einzelelement
identifiziert.
Die qualitative Evaluation der eigenentwickelten Verfahren besteht aus zwei Teilen.
Wa¨hrend im ersten Teil die α- und β-Fehler programmatisch ermittelt werden konn-
ten, da die Testfa¨lle keine Umbenennungen enthalten, wurden die Ergebnisse im zweiten
Teil manuell evaluiert. Die Testfa¨lle wurden in beiden Fa¨llen jeweils mit dem edierkos-
tenbasierten Verfahren, dem a¨hnlichkeitsbasierten Verfahren sowie mit EMF Compare
verglichen.
Teil 1: Fallbeispiele ohne Umbenennung der Klassennamen Die 15 Klassendiagram-
me der Testmenge M sind verschiedene aufeinanderfolgende Versionen des MOD2-SCM
Projekts, die 65 bis 80 Klassen in 24 bis 30 Paketen enthalten. Tabelle 6.18 zeigt die
mengenma¨ßige Entwicklung der Klassen des Gesamtmodells im Verlauf der verschiede-
nen Versionen. Da nach Aussage der Entwickler des Projekts in den Klassendiagrammen
der Testgruppe M keine Klassennamen gea¨ndert wurden, wird im Rahmen der Benutzer-
evaluation vereinfacht untersucht, ob Klassen mit unterschiedlichen Namen zugeordnet
werden oder Klassen als Einzelelemente identifiziert werden, zu denen eine gleichnamige
Klasse im anderen Klassendiagramm existiert. Auf diese Weise lassen sich die α- und
β-Fehler programmatisch auswerten.
Das edierkostenbasierte Verfahren wurde zuna¨chst mit der in Kapitel 4 angegebenen
Standardkonfiguration ohne Schwellenwertregel eingesetzt. Tabelle 6.19 zeigt die Ergeb-
nisse des Verfahrens, das fu¨r die Teilmenge (M1,. . .,M9) zwar fehlerfreie Zuordnungen
berechnet, in den anderen Vergleichen jedoch teilweise mit bis zu 10 α-Fehler abschnei-
det, was im Verha¨ltnis zu der Klassenzahl eine sehr hohe Fehlerquote darstellt. Es treten
dabei deutlich mehr α- als β-Fehler auf. Das Verfahren identifiziert die maximale An-
zahl an Korrespondenzen. Dies entspricht in vielen Fa¨llen sehr gut den Erwartungen des
Anwenders. Zum Beispiel, wenn das Klassendiagramm A aus dem Klassendiagramm B
durch das Modifizieren von Elementen hervorgeht, wie im Fall der Umbenennung aller
Bezeichner des Klassendiagramms (vgl. Beispiel 21). Auch funktioniert es sehr gut, wenn
das eine Modell durch das Lo¨schen von Elementen aus dem anderen Modell entsteht,
wobei die ungelo¨schten Elemente dabei ebenfalls modifiziert werden du¨rfen. Analog gilt
die Aussage auch fu¨r den symmetrischen Fall, wenn ein Klassendiagramm durch das
Einfu¨gen weiterer Elemente aus dem anderen Klassendiagramm entstanden ist. Proble-
matisch wird es dann, wenn als A¨nderungsoperationen sowohl Einfu¨gungen als auch
Lo¨schungen von Elementen des gleichen Typs (z. B. Klasse oder Attribute) vorgenom-
men wurden. Diese Einfu¨ge- und Lo¨schoperationen werden von dem Verfahren aus Sicht
der Minimierung der Edierkosten zu einer A¨nderungsoperation zusammengefasst, was
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Tabelle 6.19: Edierkostenbasiertes Verfahren: Anzahl der α/β-Fehler der Testfa¨lle in M
M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 0 0 0 0 0 0 0 0 0 0 8/0 9/0 9/0 9/0
M2 - 0 0 0 0 0 0 0 0 0 8/0 9/0 9/0 9/0
M3 - - 0 0 0 0 0 0 0 0 8/0 9/0 9/0 9/0
M4 - - - 0 0 0 0 0 0 0 8/0 9/0 9/0 9/0
M5 - - - - 0 0 0 0 0 0 8/0 10/1 10/1 10/1
M6 - - - - - 0 0 0 0 0 7/0 7/0 8/0 8/0
M7 - - - - - - 0 0 0 0 7/0 7/0 8/0 8/0
M8 - - - - - - - 0 0 0 9/2 7/0 8/0 8/0
M9 - - - - - - - - 2/1 6/0 10/2 8/1 9/1 9/1
M10 - - - - - - - - - 0 9/3 7/1 8/1 8/1
M11 - - - - - - - - - - 3/2 5/4 6/4 6/4
M12 - - - - - - - - - - - 1/1 2/1 2/1
M13 - - - - - - - - - - - - 0 0
M14 - - - - - - - - - - - - - 0
fu¨r den Benutzer teilweise unintuitive Zuordnungen zur Folge haben kann. Da die Kos-
ten fu¨r das Lo¨schen bzw. Einfu¨gen von Elementen auch die Kosten fu¨r das Umbenennen
des Klassennamens umfassen, a¨ndert auch eine Erho¨hung der Kosten fu¨r die Umbenen-
nung nichts daran, dass es immer gu¨nstiger ist, zwei Klassen als korrespondierend zu
identifizieren als beide Klassen als Einzelelemente zu identifizieren. Mit einer einfachen
Anpassung des Edierkostenmodells durch eine andere Gewichtung der Edieroperationen
la¨sst sich die Zuordnung der maximalen Anzahl an Klassen daher nicht verhindern.
Dieselbe Testmenge wird nun auch mit dem edierkostenbasierten Verfahren in der
Schwellenwertvariante verglichen. Durch den Einsatz einer Schwellenwertregel, die bei
unterschiedlichen Klassennamen zwei Klassen nur dann als Korrespondenzpartner in
Betracht zieht, wenn die Transformationskosten maximal 25% der Lo¨sch/-Einfu¨gekos-
ten der kleineren der beiden Klassen betra¨gt, lassen sich verbesserte Ergebnisse er-
zielen (siehe Tabelle 6.20). In nur 12 von 105 Fa¨llen treten jeweils ein α- und ein
β-Fehler auf, die restlichen Ergebnisse sind fehlerfrei. Mit der Schwellenwertregel wer-
den die sieben α-Fehler des Vergleichs M8 vs. M13 auf einen α- und einen β-Fehler
reduziert. Diese beiden Fehler sind auf die Zuordnung der Klassen (ComplexVersioned-
ItemFactory, SingleVersionedItemFactory) zuru¨ckzufu¨hren, die die Klasse Single-
VersionedItemFactory als Einzelelement u¨brig la¨sst. Stattdessen fehlt die erwartete Zu-
ordnung (SingleVersionedItemFactory, SingleVersionedItemFactory). Der Unter-
schied zwischen den Klassen ComplexVersionedItemFactory und SingleVersioned-
ItemFactory aufgrund des unterschiedlichen Namens ist geringer als der Unterschied
zwischen den beiden gleichnamigen Klassen (vgl. Abbildungen 6.11 und 6.12), die sich
um eine Assoziation factory unterscheiden. Bei diesen sehr a¨hnlichen Factory-Klassen
zeigt sich die Schwierigkeit der Konfiguration des Verfahrens. Das optimale Ergebnis ent-
spricht in dieser Fallstudie der Zuordnung aller Elemente, die einen identischen Namen
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Abbildung 6.11: Die Klasse SingleVersionedItemFactory des Klassendiagramms M13
Abbildung 6.12: Die Klassen ComplexVersionedItemFactory und SingleVersioned-
ItemFactory des Klassendiagramms M8
besitzen. Es la¨sst sich die Schwellenwertregel zwar derart anpassen, dass nur gleichna-
mige Klassen korrespondieren sollen, dies entspricht jedoch einer Zuordnung, die sich
auf eindeutige Namen anstelle von eindeutigen Objektbezeichnern verla¨sst. Eine solche
Korrespondenzbildung ist im Allgemeinen jedoch nicht gewu¨nscht und la¨sst sich daru¨ber
hinaus auch mit deutlich weniger aufwa¨ndigen Verfahren erreichen.
Mit der in vorherigen Kapiteln verwendeten Standardeinstellung liefert das a¨hnlich-
keitsbasierte Verfahren α- und β-Fehler, wie sie in Tabelle 6.21 angegeben sind. Die
α- und β-Fehler konzentrieren sich auch hier in etwa auf die gleichen Testfa¨lle wie bei
dem edierkostenbasierten Verfahren, liegen aber zahlenma¨ßig knapp unter den Werten
des edierkostenbasierten Verfahrens. Nach einer Anpassung der Namensgewichtung auf
4
9
und einer Schwelle von 0,73 liefert das a¨hnlichkeitsbasierte Verfahren fehlerfreie Er-
gebnisse.
Zum Vergleich wurden die Testfa¨lle auch mit dem Verfahren von EMF Compare ver-
glichen, die α- und β-Fehler bestimmt und in Tabelle 6.22 angegeben. α-Fehler treten
bei den Ergebnissen des EMF Compare Verfahrens kaum auf. Dies u¨berrascht nicht,
da in den Klassendiagrammen keine Umbenennungen von Klassen auftreten und EMF
Compare korrespondierende Elemente prima¨r u¨ber die Namen zuordnet. Auffallend ist
jedoch die hohe Anzahl von β-Fehlern, die darauf zuru¨ckzufu¨hren sind, dass die Klassen
gelo¨schter/eingefu¨gter Pakete nicht auf mo¨gliche Korrespondenzen untersucht werden.
Insbesondere fallen die Vergleiche mit dem Klassendiagramm M3 durch eine sehr hohe
Zahl von β-Fehlern auf. Dies ist darauf zuru¨ckzufu¨hren, dass in M3 im Gegensatz zu den
anderen Klassendiagrammen eine andere Paketstruktur realisiert ist. Die Klassen und
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Tabelle 6.20: Edierkostenbasiertes Verfahren mit Schwelle: Anzahl der α/β-Fehler der
Testfa¨lle in M
M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M2 - 0 0 0 0 0 0 0 0 0 0 0 0 0
M3 - - 0 0 0 0 0 0 0 0 0 0 0 0
M4 - - - 0 0 0 0 0 0 0 0 0 0 0
M5 - - - - 0 0 0 0 0 0 0 0 0 0
M6 - - - - - 0 0 0 0 0 0 0 0 0
M7 - - - - - - 0 0 0 0 0 0 0 0
M8 - - - - - - - 0 0 0 0 1/1 1/1 1/1
M9 - - - - - - - - 0 0 0 1/1 1/1 1/1
M10 - - - - - - - - - 0 0 1/1 1/1 1/1
M11 - - - - - - - - - - 0 1/1 1/1 1/1
M12 - - - - - - - - - - - 0 0 0
M13 - - - - - - - - - - - - 0 0
M14 - - - - - - - - - - - - - 0
Tabelle 6.21: A¨hnlichkeitsbasiertes Verfahren (ohne Anpassung): Anzahl der α/β-Fehler
der Testfa¨lle in M
M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 0 0 0 0 0 0 0 0 0 0 7/1 7/0 7/0 7/0
M2 - 0 0 0 0 0 0 0 0 0 7/1 7/0 7/0 7/0
M3 - - 0 0 0 0 0 0 0 0 7/1 7/0 7/0 7/0
M4 - - - 0 0 0 0 0 0 0 6/0 6/0 7/0 7/0
M5 - - - - 0 0 0 0 0 0 6/0 6/0 7/0 7/0
M6 - - - - - 0 0 0 0 0 6/0 6/0 7/0 7/0
M7 - - - - - - 0 0 0 0 6/0 6/0 7/0 7/0
M8 - - - - - - - 0 0 0 8/1 8/1 9/1 9/1
M9 - - - - - - - - 1/0 5/0 7/1 7/1 8/1 8/1
M10 - - - - - - - - - 1/1 7/2 6/0 7/1 7/0
M11 - - - - - - - - - - 2/1 2/1 3/1 3/1
M12 - - - - - - - - - - - 0 0 0
M13 - - - - - - - - - - - - 0 0
M14 - - - - - - - - - - - - - 0
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Tabelle 6.22: EMF Compare: Anzahl der α/β-Fehler der Testfa¨lle in M
M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15
M1 0 0/59 0 0 0 0 0 0 0 0 0/7 0 0 0/7
M2 - 0/59 0 0 0 0 0 0 0 0 0/7 0 0 0/7
M3 - - 0/59 0/59 0/59 0/59 0/59 0/59 0/59 0/59 0/51 0/50 0/50 0/50
M4 - - - 0 0 0 0 0 0 0 0/7 0/7 0/7 0/7
M5 - - - - 0 0 0 0 0 0 0/7 0/7 0/7 0/7
M6 - - - - - 0 0 0 0 0 0/7 0/7 0/7 0/7
M7 - - - - - - 0 0 0 0 0/7 0/7 0/7 0/7
M8 - - - - - - - 0 0 1/0 2/7 3/7 1/7 1/7
M9 - - - - - - - - 0 0 0/7 0/7 0/7 0/7
M10 - - - - - - - - - 0 2/7 3/7 0/7 0/7
M11 - - - - - - - - - - 0/7 0/7 0/7 0/7
M12 - - - - - - - - - - - 0 0 0
M13 - - - - - - - - - - - - 0 0
M14 - - - - - - - - - - - - - 0
Pakete des Projekts liegen hier direkt im Grundpaket anstatt in de.ubt.ai1.3
Teil 2: Fallbeispiele mit Refactoring Zur qualitativen Beurteilung der Verfahren
durch den Benutzer wurden drei Paare verschiedener spa¨terer Versionen des Projekts
durch den Entwickler ausgewa¨hlt, die markante A¨nderungen aufweisen. Die ersten beiden
Klassendiagramme Mref1 und Mref2 enthalten je 123 bzw. 133 Klassen und unterschei-
den sich im Wesentlichen darin, dass ein Kommunikationsinterface eingefu¨hrt wurde.
Dabei wurden drei Klassen umbenannt und 10 Klassen hinzugefu¨gt. Das Klassendia-
gramm Mref4 (139 Klassen) entstand aus dem Klassendiagramm Mref3 (134 Klassen)
durch eine gro¨ßere Refactoringmaßnahme, bei der nicht nur Klassen umbenannt, son-
dern auch in verschiedenen Paketen je eine Factory- und eine Manager-Klasse durch
eine Module-Klasse ersetzt wurden. Die beiden letzten Versionen Mref5 und Mref6 ent-
halten je 160 Klassen und unterscheiden sich im Wesentlichen durch A¨nderungen in der
Pakethierarchie.
Fu¨r die ausgewa¨hlten Modell-Paare wurden mit dem edierkostenbasierten und dem
a¨hnlichkeitsbasierten Korrespondenzberechnungsverfahren, beide in der Standardkon-
figuration, sowie mit EMF Compare die Unterschiede ermittelt. Die Differenzberichte
wurden dem Entwickler des Systems vorgelegt, wobei hauptsa¨chlich die Zuordnungen
der Klassen untersucht wurden. Tabelle 6.23 gibt einen U¨berblick u¨ber die identifizierten
α- und β-Fehler der Vergleichsergebnisse. Das edierkostenbasierte Verfahren berechnet in
dem ersten und in dem dritten Beispiel eine korrekte Zuordnung der Klassen. Das Ergeb-
nis des zweiten Beispiels entha¨lt 6 falsch zugeordnete Korrespondenzen zwischen Factory-
und Modul-Klassen, aus denen 6 fehlende erwartete Zuordnungen resultieren. Das a¨hn-
3Vermutlich wurde bei der Generierung der Ecore-Dateien nicht das Grundverzeichnis, sondern ein
tieferliegendes Verzeichnis ausgewa¨hlt.
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Tabelle 6.23: Vergleichsergebnisse der Fallbeispiele: α- und β-Fehler auf Klassenebene
Mref1 vs. Mref2 Mref3 vs. Mref4 Mref5 vs. Mref6
ECVerfahren 0 6/6 0
A¨hnlichkeitsverfahren 0 0 0
EMF Compare 0/5 0/9 0/13
EMF Compare (bereinigt) 0/1 0/7 0/0
lichkeitsbasierte Verfahren liefert in allen drei Testfa¨llen eine aus Sicht des Entwicklers
korrekte Zuordnung der Klassen. Im ersten Fall unterscheidet sie sich von der Zuordnung
des edierkostenbasierten Verfahrens insoweit, dass die Klasse IWorkspaceManager auf
IWorkspaceModule zugeordnet wurde und nicht auf AbstractWorkspaceManager. Es
sind nach Angabe des Entwicklers jedoch beide Varianten korrekt, da hier zwei Klassen
zu einer zusammengefu¨hrt wurden. In den Differenzberichten des EMF Compare Ver-
fahrens wurden sehr viele β-Fehler identifiziert, die nicht nur auf die A¨nderungen an
der Pakethierarchie zuru¨ckzufu¨hren sind. Die letzte Zeile der Tabelle 6.23 entha¨lt die
bereinigten Fehlerzahlen des EMF Compare Verfahrens, bei denen fehlende Klassen-
Zuordnungen aufgrund von nichtzugeordneten Paketen herausgerechnet wurden. Die
fehlenden Zuordnungen beziehen sich dabei alle auf Klassenpaare mit unterschiedlichen
Namen.
Der befragte Entwickler bewertet die Konfigurationsmo¨glichkeit der eigenentwickel-
ten Korrespondenzberechnungsverfahren positiv, da so das Vergleichsverfahren an Spe-
zialfa¨lle angepasst werden kann. Die Zuordnung der U¨bergabeparameter von Methoden
anhand ihrer Reihenfolge u¨berzeugt hingegen in den Fa¨llen nicht, wenn ein zusa¨tzlicher
Parameter an erster oder an einer mittleren Position eingefu¨gt wird, da fu¨r alle nach-
folgenden Parameter damit A¨nderungsoperationen entstehen. Da das Problem, weshalb
diese Umgehungslo¨sung eingebaut wurde, in den neueren EMF Compare Versionen beho-
ben wurde, wa¨re es sinnvoll, die Implementierung der Korrespondenzberechnungsverfah-
ren dahingehend umzustellen. Da Factory-Klassen leichter zu unterscheiden sind, wenn
der Name ihres Pakets miteinbezogen wird, ko¨nnte es fu¨r diese Testfa¨lle sinnvoll sein,
die strikte Trennung der Klassenebene von der Paketebene aufzuweichen und den Pa-
ketnamen bereits bei der Zuordnung der Klassen zu beru¨cksichtigen. Dies wu¨rde jedoch
vermutlich in anderen Fa¨llen, wenn Klassen in verschiedene Pakete verschoben werden,
wieder zu ungu¨nstigen Effekten fu¨hren.
Der Benutzer bewertete auch die Zuordnung der Pakete im Testfall Mref5 vs. Mref6 .
Da beide eigenentwickelten Verfahren fu¨r das Beispiel eine identische Zuordnung auf
Klassenebene berechnen und das gleiche a¨hnlichkeitsbasierte Paketebenenverfahren ver-
wenden, stimmt auch die Zuordnung der Pakete fu¨r beide Verfahren in diesem Fall u¨ber-
ein. Aus dem Differenzbericht in Abbildung 6.13 ist abzulesen, dass das Paket history in
server umbenannt und ein neues Oberpaket history eingefu¨hrt worden ist. Der Benut-
zer erwartet an dieser Stelle jedoch eine andere Darstellung der Differenz, na¨mlich dass
ein neues Unterpaket server eingefu¨gt wurde und alle Klassen aus history in dieses
neue Unterpaket verschoben wurden, wie in Abbildung 6.14 zu sehen ist. Die Differenz
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aus Abbildung 6.13 entspricht jedoch der tatsa¨chlichen Edierfolge, wie das Unterpaket
in Fujaba eingefu¨gt worden ist, so dass mo¨glichst wenig A¨nderungen durchzufu¨hren wa-
ren. Die angezeigte Differenz ist fu¨r den Benutzer damit nachvollziehbar, auch wenn die
andere Darstellung aus Abbildung 6.14 intuitiver ist. Dieser verbesserte Differenzbericht
la¨sst sich mit einer anderen Gewichtung der A¨hnlichkeitswerte im Paketebenenverfahren
erreichen, indem der Name des Pakets im Vergleich zu den anderen Kriterien (A¨hnlich-
keit des Vaterpakets, A¨hnlichkeit der Unterpakete und A¨hnlichkeit der Unterklassen)
dreifach gewichtet wird. Abbildung 6.15 zeigt den entsprechenden Ausschnitt aus dem
Differenzbericht von EMF Compare. EMF Compare identifiziert das Paket server in-
klusive Unterklassen als neu eingefu¨gt und die drei Klassen aus dem history Paket als
gelo¨scht. Dies ist darauf zuru¨ckzufu¨hren, dass die Klassen, die in nicht korrespondie-
renden Paketen enthalten sind, nicht weiter auf mo¨gliche Korrespondenzen untersucht
werden. Leider ist es in dieser Darstellungsform fu¨r den Benutzer nicht ersichtlich, ob die
eingefu¨gten und gelo¨schten drei Klassen identisch sind oder darin ebenfalls A¨nderungen
enthalten sind.
Die von den eigenen Verfahren berechnete Paketezuordnung in der Standardvariante
entspricht daher nicht ganz den Erwartungen des Benutzers, schneidet aber auch ohne
Anpassung der Gewichte deutlich besser als das Ergebnis von EMF Compare ab, da auch
die Klassen gelo¨schter oder eingefu¨gter Pakete verglichen werden und dadurch nicht so
viele Informationen verloren gehen.
Abbildung 6.13: Ausschnitt aus dem Differenzbericht des eigenentwickelten Paketebe-
nenverfahrens fu¨r den Vergleich von Mref5 und Mref6
Abbildung 6.14: Ausschnitt aus dem Differenzbericht des Paketebenenverfahrens nach
Anpassung der Gewichtungen fu¨r den Vergleich von Mref5 und Mref6
Abbildung 6.15: Ausschnitt aus dem Differenzbericht von EMF Compare fu¨r den Ver-
gleich von Mref5 und Mref6
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Um den Vorteil der geringen Sensitivita¨t der eigenentwickelten Verfahren gegenu¨ber
Namensa¨nderungen zu demonstrieren, wird erneut das Fremdsprachenbeispiel aufgegrif-
fen, bei dem ein Modell vom Englischen ins Franzo¨sische u¨bersetzt wurde.
Beispiel 21 (Geringe Sensitivita¨t gegenu¨ber Namensa¨nderungen). Die Modelle der Ab-
bildungen 6.16 und 6.17 sind bis auf Umbenennungen der Bezeichner identisch. Wie
bereits in Kapitel 3 gezeigt wurde, erkennen EMF Compare und das SiDiff-Plugin fu¨r
Fujaba die korrespondierenden umbenannten Klassen nicht vollsta¨ndig. Wie die Abbil-
dung 3.8 auf Seite 74 zeigt, werden von EMF Compare nur diejenigen 4 von 8 Klassen
richtig zugeordnet, deren Klassennamen und Namen der Unterelemente trotz Umbenen-
nung hinreichend a¨hnlich sind (EDate, EDate),(Client, client), (Agent, agent), (Bus,
autobus). Das SiDiff-Plugin identifiziert sogar nur 1 Klasse als korrespondierend, die
Klasse EDate, deren Namen nicht gea¨ndert wurde (vgl. Abbildung 3.6, Seite 69). Beide
eigenentwickelten Verfahren, sowohl das edierkostenbasierte als auch das a¨hnlichkeits-
basierte Verfahren, erkennen alle korrespondierenden Elemente trotz Umbenennungen
korrekt. Die in Abbildung 6.18 angezeigten 33 A¨nderungen beziehen sich ausschließlich
auf Namensa¨nderungen.
6.6 Parametrisierung
Der im Interview mit dem Entwickler genannte Vorteil der Konfigurierbarkeit kann sich
auch als Nachteil erweisen, wenn das Verfahren fu¨r jedes Paar an Klassendiagrammen
neu zu konfigurieren ist. In der qualitativen Evaluation der Testmenge M konnten die
Ergebnisse fu¨r beide Verfahren durch eine Nachjustierung der Konfiguration u¨ber einen
Schwellenwert bzw. u¨ber die Gewichtung der A¨hnlichkeitswerte deutlich verbessert wer-
den. Dabei stellt sich die Frage, wie sich die gea¨nderte Konfiguration auf andere Testfa¨lle
auswirkt. Ausfu¨hrliche Tests in Hinblick auf die Sensitivita¨t der Verfahren gegenu¨ber Pa-
rametera¨nderungen wurden noch nicht durchgefu¨hrt. Stattdessen werden die Beispiele
dieses Kapitels und des Kapitels 4 nochmal aufgegriffen und mit den Konfigurationen aus
dem ersten Teil der qualitativen Evaluation verglichen. Das edierkostenbasierte Verfah-
ren wird hier mit der verscha¨rften Schwellenwertregel von 0,25 bei Namensungleichheit,
das a¨hnlichkeitsbasierte Verfahren ohne Anpassung der A¨hnlichkeitswerte mit einer Na-
mensgewichtung von 4
9
und einem Schwellenwert von 0,73 auf Klassenebene eingesetzt.
Aus den Fehlerwerten des Vergleichsverfahrens EMF Compare wurden diejenigen Feh-
ler herausgerechnet, die darauf zuru¨ckzufu¨hren sind, dass die Klassen gelo¨schter bzw.
eingefu¨gter Pakete nicht auf mo¨gliche Korrespondenzen untersucht wurden.
Wie in Tabelle 6.24 zu sehen ist, liefern alle Verfahrensvarianten in denjenigen Fa¨llen
die korrekte Lo¨sung, wenn die Testfa¨lle keine Umbenennungen enthalten und nicht in
beiden Modellen Einzelelemente existieren, die unzugeordnet bleiben sollen. Die Tabelle
6.25 zeigt fu¨r die kleineren Beispiele jeweils die Menge der Korrespondenzen, die der
Benutzer erwartet, die nachfolgenden Tabellen 6.26 bis 6.31 enthalten die jeweiligen
Fehlzuordnungen und fehlenden Korrespondenzen fu¨r die einzelnen Verfahrensvarianten.
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Abbildung 6.16: Modell A aus Beispiel 21
Abbildung 6.17: Modell B aus Beispiel 21
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6.6 Parametrisierung
Abbildung 6.18: Differenzbericht des Vergleichs der Modelle A und B aus Beispiel 21
mit dem ECVerfahren (Levenshtein)
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Beispiel 9 x - 0 0 j 0 0 0 1/1
Beispiel 11 x x 1/0 1/0 j 1/1 2/1 0/1 1/1
Beispiel 14 x - 0 0 j 0/4 0/1 0/5 0/3
Beispiel 15 - - 0 0 j 0 0 0 0
Beispiel 16 - - 0 0 j 0 0 0 0
Beispiel 18 - - 0 0 j 0 0 0 0
Beispiel 19 x - 1/1 0 n 0 0 0/2 0/1
Beispiel 20 x x 2/1 1/0 n 0/2 1/0 0/2 0/1
Beispiel 21 x - 0 0 j 0/3 0 0/4 0/4
Mref1 vs. Mref2 x - 0 ? ? 0/1 0 0 0/1
Mref3 vs. Mref4 x x 6/6 ? ? 0/18 0 0/12 0/7
Mref4 vs. Mref5 - - 0 ? ? 0 0 0 0∑
10/8 1/29 3/2 0/26 2/19
Das ECVerfahren ohne Schwellenwertregel liefert in allen Beispielen, die Einzelelemen-
te auf beiden Seiten besitzen, α-Fehler, da stets die maximale Anzahl an Korresponden-
zen gebildet wird. Der Einsatz der verscha¨rften Schwellenwertregel, die die Korrespon-
denzbildung derjenigen Klassen erschwert, die verschiedene Namen besitzen, reduziert
zwar in drei der vier Fa¨lle die Zahl der α-Fehler, fu¨hrt bei den Beispielen mit Umbenen-
nungen jedoch in fu¨nf von acht Fa¨llen zu einer Verschlechterung und nur in zwei Fa¨llen
zu einer Verbesserung des Gesamtergebnisses. Auch die Modifizierung des A¨hnlichkeits-
verfahrens mit einer sta¨rkeren Gewichtung der Namen verschlechtert die Fehleranzahl
in fu¨nf von acht Fa¨llen der Beispiele, die Umbenennungen enthalten.
Das BFVerfahren liefert bis auf Beispiel 19 und 20 fu¨r die kleinen Beispiele die gleiche
Lo¨sung wie das ECVerfahren, was bedeutet, dass das ECVerfahren eine kostenoptimale
Lo¨sung bestimmt hat. Im Fall von Beispiel 19 berechnet das BFVerfahren im Gegensatz
zum ECVerfahren die korrekte Lo¨sung, im Fall von Beispiel 20 wird nur eine Fehlzuord-
nung, (Choice, Comment), berechnet. Damit schneidet das BFVerfahren fu¨r die kleinen
Beispiele mit dem besten Ergebnis der aufgefu¨hrten Verfahren ab. Fu¨r die drei gro¨ßeren
Beispiele ist es jedoch aus Gru¨nden des Aufwands nicht einsetzbar.
In allen betrachteten Fa¨llen, in denen Klassen umbenannt wurden, entha¨lt die Lo¨sung
des EMF Compare Verfahrens einen oder mehrere β-Fehler. Eine falsche Zuordnung in
Form eines α-Fehlers wird vom EMF Compare Verfahren hingegen nur in zwei Fa¨llen
bestimmt. In Beispiel 9 wird die Umbenennung der Klasse Address nach USAddress
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nicht erkannt und stattdessen die Klasse USAddress als korrespondierend zu USAddress
identifiziert. Eine analoge Fehlzuordnung ergibt sich fu¨r das Beispiel 11 mit (Contract,
ReservationContract). Betrachtet man die Gesamtfehlerzahlen der letzten Zeile in Ta-
belle 6.24, zeigt sich, dass das a¨hnlichkeitsbasierte Verfahren in der Standardvariante
unter denjenigen Verfahren, die auch fu¨r gro¨ßere Testfa¨lle einsetzbar sind, fu¨r die aus-
gewa¨hlten Beispiele mit Abstand die besten Lo¨sungen berechnet.
Die Ergebnisse besta¨tigen das, was zu vermuten war. Die verscha¨rfte Schwellenwertre-
gel des ECVerfahrens sowie die Konfiguration des a¨hnlichkeitsbasierten Verfahrens mit
erho¨hter Gewichtung des Namens in Verbindung mit einem ho¨heren Schwellenwert fu¨hrt
fu¨r die betrachteten Beispiele, in denen Klassennamen gea¨ndert wurden, eher zu einer
Verschlechterung als zu einer Verbesserung der Ergebnisse. Die Schwierigkeit besteht
darin, eine Einstellung der Parameter zu finden, die fu¨r mo¨glichst viele Vergleiche zu
mo¨glichst guten Lo¨sungen fu¨hrt. Daru¨ber hinaus zeigen sich auch die Grenzen der auto-
matischen Korrespondenzerkennung, ohne die Bedeutung der Namen mit einzubeziehen.
Die a¨hnliche Bedeutung zweier Bezeichner, die der Anwender bei der Bestimmung korre-
spondierender Elemente intuitiv beru¨cksichtigt, la¨sst sich nicht ausschließlich u¨ber Ver-
gleichsmethoden erfassen, die den Edierabstand zwischen zwei Zeichenketten berechnen.
Dies ist nur mo¨glich, wenn Wo¨rterbu¨cher fu¨r Synonyme miteinbezogen werden.
6.7 Abschließende Zusammenfassung der Evaluation
6.7.1 Ergebnisse der Laufzeittests
Vertretbare Laufzeiten des ECVerfahrens und des a¨hnlichkeitsbasierten Verfahrens
Fu¨r den interaktiven Einsatz kleiner bis mittlerer Beispiele sind sowohl das edierkos-
tenbasierte Verfahren als auch das a¨hnlichkeitsbasierte Verfahren gut einsetzbar. Fu¨r
gro¨ßere Klassendiagramme oder Massentests empfiehlt es sich, bei dem ECVerfahren
durch eine Schwellenwertregel bestimmte Kombinationen im Voraus auszuschließen, um
die Laufzeit zu beschleunigen. Das a¨hnlichkeitsbasierte Verfahren hingegen ist auch fu¨r
gro¨ßere Modelle gut einsetzbar und skaliert deutlich besser als das edierkostenbasierte
Verfahren.
Zeitlicher Vorteil der eigenentwickelten Verfahren gegenu¨ber EMF Compare nur
bei Klassendiagrammen mit flacher Paketstruktur Der vollsta¨ndige Vergleich aller
Klassen unabha¨ngig von deren Lage in der Pakethierarchie ist etwas zeitaufwa¨ndiger
als der Teilvergleich in EMF Compare, bei dem nur die Unterelemente jeweils korre-
spondierender Elemente beru¨cksichtigt werden. Bei flachen Klassendiagrammen wandelt
sich der Vorteil fu¨r das auf tiefe Pakethierarchien spezialisierte Verfahren sogar in einen
Nachteil um. In diesem Fall zeigen die eigenentwickelten Verfahren bessere Laufzeiten.
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Tabelle 6.25: Menge der als korrekt vorgegebenen Korrespondenzen fu¨r die kleinen Bei-
spiele aus Tabelle 6.24
Beispiel 9 S. 107 (PurchaseOrder, PurchaseOrder), (Item, Item), (Address,
USAddress)
Beispiel 11 S. 115 (Agent, Agent), (Person, Person), (Client, Client),
(Vehicle, Vehicle), (Contract, ReservationContract)
Beispiel 14 S. 125 (TokenPool, TokenPool), (StartingSpace, Start),
(GameBoard, GameBoard), (Ludo, Ludo), (GoalSpace,
Goal), (Token, Token), (Player, Team), (Place, Space)
Beispiel 15 S. 137 (Agent, Agent), (Person, Person), (Client, Client)
Beispiel 16 S. 140 (Agent, Agent), (Person, Person), (Client, Client),
(Vehicle, Vehicle), (Contract, Contract), (EDate, EDate)
Beispiel 18 S. 188 (Agent, Agent), (Person, Person), (Client, Client),
(Vehicle, Vehicle), (ReservationContract, Reservation-
Contract)
Beispiel 19 S. 190 (Agent, Agent), (Person, Person), (Client, Client), (EDate,
EDate), (Contract, ReservationContract), (Vehicle, car)
Beispiel 20 S. 197 (Edge, Edge), (Task, Task), (Workflow, Workflow),
(InputPort, Input), (WorkflowElement, WorkflowElement),
(WorkflowNode, WorkflowNode), (OutputPort, Output)
Beispiel 21 S. 211 (EDate, EDate), (Client, client), (Agent, agent),
(Bus, autobus), (Car, voiture), (Person, personnage),
(ReservationContract, reservation), (Vehicle,
vehicule)
Tabelle 6.26: Fehler des ECVerfahrens fu¨r die kleinen Beispiele aus Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
11 115 (EDate, Contract)
19 190 (bus, Client) (Client, Client)
20 197 (ConditionalOutputPort, Output),
(OutputPort, Comment)
(OutputPort, Output)
Tabelle 6.27: Fehler des BFVerfahrens fu¨r die kleinen Beispiele aus Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
11 115 (EDate, Contract)
20 197 (Choice, Comment)
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Tabelle 6.28: Fehler des ECVerfahrens mit Schwellenwert fu¨r die kleinen Beispiele aus
Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
11 115 (Contract, Contract) (Contract, ReservationContract)
14 125 (StartingSpace, Start), (Place,
Space), (Player, Team), (GoalSpace,
Goal)
20 197 (OutputPort, Output),(InputPort,
Input)
21 211 (Agent, agent), (ReservationContract,
reservation), (Car, voiture)
Tabelle 6.29: Fehler des A¨hnlichkeitsverfahrens fu¨r die kleinen Beispiele aus Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
11 115 (Person, Bus), (EDate, Car) (Person, Person)
14 125 (Place, Space)
20 197 (Choice, Comment)
Tabelle 6.30: Fehler des A¨hnlichkeitsverfahrens mit erho¨hter Namensgewichtung fu¨r die
kleinen Beispiele aus Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
11 115 (Contract, ReservationContract)
14 125 (StartingSpace, Start), (GoalSpace, Goal), (Token,
Token), (Player, Team), (Place, Space)
19 190 (Contract, ReservationContract), (Vehicle, car)
20 197 (InputPort, Input),(OutputPort, Output)
21 211 (Bus, autobus), (Car, voiture), (Person,
personnage), (ReservationContract, reservation)
Tabelle 6.31: Fehler von EMF Compare fu¨r die kleinen Beispiele aus Tabelle 6.24
Beispiel Seite α-Fehler β-Fehler
9 107 (USAddress, USAddress) (Address, USAddress)
11 115 (Contract, Contract) (Contract, ReservationContract)
14 125 (GoalSpace, Goal), (Player, Team),
(Place, Space)
19 190 (Vehicle, car)
20 197 (OutputPort, Output)





6.7.2 Erkenntnisse bei der Untersuchung der Ergebnisse des
edierkostenbasierten Verfahrens
Geringe Aussagekraft des nicht erfu¨llten hinreichenden Optimalita¨tskriteriums Das
hinreichende Optimalita¨tskriterium der U¨bereinstimmung der gescha¨tzten Kosten mit
den tatsa¨chlichen Kosten stellt einen relativ schlechten Indikator fu¨r die Optimalita¨t
der Ergebnisse dar, da das edierkostenbasierte Verfahren in vielen Fa¨llen eine optimale
Lo¨sung fu¨r das urspru¨ngliche Problem berechnet, auch wenn das hinreichende Optima-
lita¨tskriterium nicht erfu¨llt ist.
Geringe Kostenabweichung vom Optimum bei ausreichendem Anteil an kontext-
unabha¨ngigen Informationen Die Gesamtabweichung von den optimalen Kosten ist
durchschnittlich sehr gering, wobei die Ergebnisse des Verfahrens fu¨r Testfa¨lle, in denen
ausreichend viele kontextunabha¨ngige Informationen vorliegen, besser sind. In Hinblick
auf die Optimalita¨t der Kosten ist das Verfahren mit Kostenabscha¨tzung jedoch weniger
geeignet, wenn Modelle u¨berwiegend kontextabha¨ngige Informationen enthalten.
Die Ho¨he der Kosten ist als alleiniges Kriterium zur Beurteilung der Qualita¨t einer
Zuordnung ungeeignet. Die Evaluation veranschaulicht an Beispielen, dass die Kos-
tenoptimalita¨t nicht das eine entscheidende Kriterium fu¨r die Qualita¨t der Vergleichs-
ergebnisse ist. Zum einen kann eine Zuordnung mit fast optimalen Kosten trotzdem
deutlich von der Lo¨sung mit optimalen Kosten abweichen. Zum anderen zeigt die Be-
trachtung der Vergleichsergebnisse, dass eine kostenminimale Zuordnung nicht immer
den Erwartungen des Nutzers entspricht.
Begrenzte Anpassbarkeit des Kostenmodells Ein Kostenmodell, das die Kriterien
einer Metrik erfu¨llen soll, ist nicht flexibel genug anpassbar, um zu verhindern, dass
das edierkostenbasierte Verfahren die maximal mo¨gliche Anzahl an Korrespondenzen
identifiziert.
Bewertung der Schwellenwertregel Die Bildung der maximalen Zahl an Korrespon-
denzen kann in vielen Fa¨llen jedoch u¨ber eine Schwellenwertregel verhindert werden. Da
die Schwellenwertregel den Lo¨sungsraum verkleinert, bestimmt das ECVerfahren mit
Schwellenwertregel seltener eine optimale Lo¨sung, das Ergebnis kann dennoch aus Sicht
des Benutzers besser sein.
6.7.3 Erkenntnisse bei der Untersuchung der Ergebnisse des
a¨hnlichkeitsbasierten Verfahrens
Geringe Unterschiede der Varianten mit und ohne Anpassung der A¨hnlichkeiten
im 1-Kontext Die Ergebnisse des a¨hnlichkeitsbasierten Verfahrens mit und ohne An-
passung stimmen in den meisten Fa¨llen u¨berein. Falls beide Varianten unterschiedliche
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Ergebnisse liefern, zeigt das aufwa¨ndigere Verfahren mit Anpassung nicht eindeutig bes-
sere Ergebnisse.
Vor- und Nachteil der Parametrisierung Das konservativere Identifizieren von Kor-
respondenzen, das vom Nutzer besser akzeptiert wird, la¨sst sich leicht mit dem a¨hnlich-
keitsbasierten Verfahren realisieren, da die Gewichte der A¨hnlichkeitskriterien sowie die
Grenze des A¨hnlichkeitswertes fu¨r die Korrespondenzbildung frei wa¨hlbar sind. Aller-
dings fu¨hren auf eine bestimmte Menge an Testfa¨llen optimierte Parametereinstellungen
bei anderen Gruppen von Testfa¨llen unter Umsta¨nden zu sehr schlechten Ergebnissen.
Letztlich stellt sich, wie bei allen konfigurierbaren Verfahren, die Frage nach der Fein-
justierung der Parameter, so dass das Verfahren in mo¨glichst vielen verschiedenen Situa-
tionen mo¨glichst gute Ergebnisse berechnet.
6.7.4 Sta¨rken beider eigenentwickelten Verfahren
Geringe Sensitivita¨t gegenu¨ber Namensa¨nderungen Die strukturbasierte Arbeits-
weise der eigenentwickelten Verfahren, die den Schwerpunkt nicht auf die Bezeichner der
Modellelemente setzt, ist vor allem dann von Vorteil, wenn viele Elemente umbenannt
wurden, so dass fu¨r andere Verfahren kaum Orientierungspunkte zum Identifizieren wei-
terer Elemente zur Verfu¨gung stehen.
Vollsta¨ndiger Klassenvergleich Der Vergleich aller Klassen, unabha¨ngig von deren
Lage in der Paketstruktur, liefert aus Sicht des Benutzers wertvolle Informationen u¨ber
A¨nderungen an Klassen in gelo¨schten oder eingefu¨gten Paketen.
6.7.5 Abschließendes Fazit
Die Vorteile des a¨hnlichkeitsbasierten Verfahrens gegenu¨ber dem edierkostenba-
sierten Verfahren mit abgescha¨tzten Kosten u¨berwiegen. Fu¨r die betrachteten Bei-
spiele besitzt die Berechnung einer kostenminimalen Zuordnung in der abgescha¨tzten
Variante keinen entscheidenden Vorteil, der den ho¨heren Aufwand im Vergleich zu dem
a¨hnlichkeitsbasierten Verfahren rechtfertigt. Auf Grundlage der durchgefu¨hrten Evalua-
tion ist das a¨hnlichkeitsbasierte Verfahren dem edierkostenbasierten Verfahren vorzuzie-
hen, da es nicht nur schnellere, sondern aus Sicht des Anwenders auch bessere Ergebnisse
liefert.
Allgemeine Bewertung von edierkostenbasierten Differenzen Da das ECVerfahren
nicht in allen Fa¨llen die kostenoptimale Lo¨sung erreicht, kann u¨ber die Betrachtung der
Ergebnisse des ECVerfahrens keine allgemeine Aussage u¨ber die mo¨glichen Ergebnisse
eines exakten edierkostenbasierten Verfahrens, wie das BFVerfahren, getroffen werden.
Zur sicheren Beurteilung, ob die optimalen edierkostenbasierten Zuordnungen oder die
a¨hnlichkeitsbasierten Zuordnungen aus Sicht des Nutzers besser abschneiden, fehlt der-
zeit noch die Datenbasis, da von einer manuellen Pru¨fung der Ergebnisse der u¨ber 10000
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Testfa¨lle aus A, B und C fu¨r die verschiedenen Verfahren aufgrund des damit verbunde-
nen Aufwands Abstand genommen wurde. Die Evaluation la¨sst jedoch folgende Schlu¨sse
zu:
• Das metrik-konforme Kostenmodell eines edierkostenbasierten Verfahrens, das ei-
ne Bildung der maximal mo¨glichen Korrespondenzen erzwingt, entspricht nicht
den Erwartungen des Anwenders, der die Existenz von Einzelelementen in beiden
Modellen der Korrespondenz zweier recht verschiedener Elemente vorzieht.
• Der Lo¨sungsraum der Zuordnungen ist in dem Sinne schwierig, dass kostenma¨ßig
fast optimale Lo¨sungen dennoch keine akzeptablen Lo¨sungen aus Sicht des Benut-
zers darstellen ko¨nnen. Dies deutet darauf hin, dass approximative Verfahren, die
die Lo¨sung anna¨hern, nicht hilfreich sind.
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Fu¨r die weitere Verbreitung und Akzeptanz der modellgetriebenen Softwareentwicklung
sind Werkzeuge, die ein komfortables Arbeiten mit Klassendiagrammen ermo¨glichen,
eine Grundvoraussetzung. Insbesondere bei verteilter Entwicklung sind gute Vergleichs-
verfahren entscheidend, um A¨nderungen zwischen verschiedenen Versionen von Klassen-
diagrammen erkennen und visualisieren zu ko¨nnen. Diese Unterschiede bilden auch die
Grundlage fu¨r das Verschmelzen zweier Klassendiagramme.
Die aus der Literatur bekannten Vergleichsverfahren fu¨r Klassendiagramme verwenden
entweder eindeutige Objektbezeichner oder A¨hnlichkeitsheuristiken fu¨r die Identifizie-
rung der korrespondierenden Elemente. Die Verfahren der ersten Kategorie sind jedoch
nur eingeschra¨nkt einsetzbar und liefern Ergebnisse, die auf der Ediergeschichte der Klas-
sendiagramme basieren. Die anderen Verfahren setzen auf A¨hnlichkeitsheuristiken und
verwenden sehr a¨hnliche Elemente als Orientierungspunkte fu¨r weitere mo¨gliche Korre-
spondenzen. Die Verfahren verlassen sich dabei meines Erachtens zu sehr auf die Namen
der Elemente und beru¨cksichtigen teilweise auch nicht alle mo¨glichen Korrespondenzen.
Inspiriert von Vergleichsverfahren auf Ba¨umen, wurde in dieser Arbeit ein edierkosten-
basiertes Korrespondenzberechnungsverfahren fu¨r Klassendiagramme konzipiert und im-
plementiert, das anstelle von A¨hnlichkeitsheuristiken mit einem Edierabstand zwischen
Klassendiagrammen arbeitet. Dazu werden die Klassendiagramme als Ba¨ume betrachtet,
wobei jedoch die Edierkosten der Querverbindungen u¨ber eine Abscha¨tzung beru¨cksich-
tigt werden. Das Verfahren berechnet nicht in allen Fa¨llen die optimale Lo¨sung des
Problems, im Gegensatz zu den von vornherein heuristischen Verfahren existiert jedoch
ein leicht u¨berpru¨fbares, hinreichendes Optimalita¨tskriterium. Im Rahmen der durch-
gefu¨hrten Evaluation zeigte sich, dass die berechneten Edierkosten relativ nahe an den
optimalen Kosten liegen.
Als Vergleichsmo¨glichkeit wurde ein weiteres a¨hnlichkeitsbasiertes Verfahren entwi-
ckelt. Die beiden Verfahren und deren Varianten wurden in ein Rahmenwerk zum Ver-
gleich von Ecore-Klassendiagrammen integriert. Dieses basiert auf verschiedenen Plug-
ins des Eclipse Modeling Frameworks und ermo¨glicht es, in der Entwicklungsumgebung
Eclipse Ecore-Klassendiagramme zu modellieren und mit den verschiedenen Vergleichs-
verfahren zu vergleichen. Mit Hilfe dieses Rahmenwerks wurde auch die Evaluation
durchgefu¨hrt. Diese zeigte als wesentliches Ergebnis, dass Differenzberichte mit niedri-
geren Edierkosten im Vergleich zu anderen Differenzberichten mit ho¨heren Edierkosten
vom Benutzer nicht immer als besser, sondern teilweise auch als schlechter eingestuft
werden. Dies ist ein Hinweis darauf, dass der Edierabstand nicht als das alleinige Kri-
terium fu¨r die Gu¨te von Zuordnungen betrachtet werden kann. Insgesamt lieferte das
einfachere, a¨hnlichkeitsbasierte Verfahren in Bezug auf die gewa¨hlten Testfa¨lle nicht nur
schnellere, sondern aus Sicht des Benutzers auch bessere Ergebnisse als das edierkosten-
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basierte Verfahren mit den abgescha¨tzten Kosten.
Gemessen an den in Abschnitt 1.2.3 vorgestellten Kriterien fu¨r Vergleichsverfahren,
arbeiten beide Verfahren auf Modellebene (A2) mit einem Schwerpunkt auf der Korrekt-
heit (A1a) und Gu¨te (A1b) der Ergebnisse. Als Umsetzung des Kriteriums (A1b) wurden
fu¨r beide Verfahren ein vollsta¨ndiger Vergleich der Klassen sowie eine geringe Sensitivita¨t
gegenu¨ber Namensa¨nderungen realisiert. Im edierkostenbasierten Ansatz wird eine Mi-
nimierung der Edierkosten als weiteres Kriterium verwendet, im a¨hnlichkeitsbasierten
Ansatz eine Maximierung der A¨hnlichkeitswerte. Auf die Umsetzung der Domainen-
unabha¨ngigkeit (A3) wurde verzichtet, um klassendiagrammspezifische Besonderheiten
auszunutzen. Eine mo¨gliche Verallgemeinerung der Ansa¨tze bzw. deren U¨bertragbar-
keit auf andere Diagrammarten wird noch anschließend in Abschnitt 7.1 diskutiert. Die
Unabha¨ngigkeit von spezifischen Werkzeugen (A4) wurde weitestgehend umgesetzt, da
beliebige in Ecore modellierte Klassendiagramme verglichen werden ko¨nnen, ohne dass
spezielle Editoren verwendet werden mu¨ssen. Des Weiteren verzichten beide Verfahren
auf die Verwendung von eindeutigen Objektbezeichnern und vergleichen die Klassendia-
gramme stattdessen unabha¨ngig von der Ediergeschichte (A5). Das Kriterium der Effizi-
enz (A6) wurde insoweit umgesetzt, dass beide Ansa¨tze interaktiv in der Entwicklungs-
umgebung Eclipse eingesetzt werden ko¨nnen. Die Ergebnisse der Differenzberechnung
werden dem Benutzer nicht nur textuell, sondern auch graphisch in der Baumsicht ange-
zeigt (A7), eine zusa¨tzliche Verbesserung der Darstellung wird sich ergeben, sobald das
Rahmenwerk um eine Visualisierungsmo¨glichkeit der Unterschiede in einer Diagramm-
sicht erga¨nzt wird. Beide Ansa¨tze sind flexibel in das Rahmenwerk integriert, so dass
einzelne Komponenten leicht ausgetauscht werden ko¨nnen (A8).
7.1 Generischer Ansatz
Bei beiden eigenentwickelten Ansa¨tzen handelt es sich um generische Verfahren, die
grundsa¨tzlich auch auf andere Diagrammarten u¨bertragbar sind. Die Abbildung 7.1 ver-
mittelt einen U¨berblick u¨ber die no¨tigen Schritte zur Durchfu¨hrung des Modellvergleichs
am Beispiel des edierkostenbasierten Ansatzes, wobei zwischen den drei verschiedenen
Ebenen der Metamodell-Ebene, Modell-Ebene und Graph-Ebene (vgl auch [UW10]) un-
terschieden wird. Die Metamodell-Ebene der Werkzeugentwicklung beinhaltet die Schrit-
te, die lediglich einmal zur U¨bertragung des Ansatzes auf eine neue Diagrammart durch-
gefu¨hrt werden mu¨ssen. Diese Schritte sind abha¨ngig vom Metamodell und auch von dem
Speicherformat der Modelle zu entwickeln. In dem realisierten Ansatz fu¨r Klassendia-
gramme werden die Klassendiagramme im Rahmen der Vorverarbeitung in das interne
Datenmodell u¨bertragen, das in Abschnitt 5.2 beschrieben wurde. Außerdem wird hier
festgelegt, wie der Vergleichsgraph konstruiert werden soll. Auf den Vergleichsgraphen
wird ein generischer Graphalgorithmus zur Bestimmung eines kostenoptimalen maxi-
malen Netzwerkflusses angewendet, der die Lo¨sung des Optimierungsproblems darstellt.
Die Ru¨ckabbildung transformiert den Netzwerkfluss, der auf der Graph-Ebene berech-
net wurde, in eine Zuordnung der Modellelemente auf Modell-Ebene. Damit ist bekannt,
welche Modellelemente in A und B korrespondieren. Die Ru¨cku¨bertragung beinhaltet in
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diesem Fall auch die Entkapselung der Daten und die U¨bertragung der Korresponden-
zen in das Korrespondenzmodell von EMF Compare. Aus der Zuordnung wird schließlich
die Modell-Differenz berechnet. Auf die Entwicklung eines Algorithmus zur Differenzbe-
rechnung wurde in dieser Arbeit verzichtet, da auf das Plugin von EMF Compare zur
Ableitung der Differenzen zuru¨ckgegriffen werden kann.
Eine analoge Darstellung fu¨r den a¨hnlichkeitsbasierten Ansatz wu¨rde sich von der Dar-
stellung in Abbildung 7.1 nur in wenigen Punkten unterscheiden. In den ersten Schritt
der Werkzeugentwicklung fließt nicht ein Kostenmodell, sondern ein A¨hnlichkeitsmodell
ein. Statt einem Graphen wird in der bisherigen Umsetzung des a¨hnlichkeitsbasierten
Verfahrens lediglich eine Matrix von A¨hnlichkeitswerten erzeugt, die jedoch ebenfalls
einen bipartiten Graphen repra¨sentiert (vgl. Abbildung 4.28, Seite 124). In der bisherigen
Realisierung des a¨hnlichkeitsbasierten Verfahrens wird die Zuordnung aus der A¨hnlich-
keitsmatrix nicht u¨ber ein optimales, sondern u¨ber ein heuristisches Auswahlverfahren
bestimmt.
Wa¨hrend der generische Graphalgorithmus zur Lo¨sung des Optimierungsproblems
nicht von dem Metamodell abha¨ngt, auf dem die zu vergleichenden Modelle basieren,
sind die auf der Modellebene angeordneten Schritte des Verfahrens dagegen vom Meta-
modell abha¨ngig. Die dafu¨r beno¨tigten Algorithmen sind fu¨r jedes Metamodell spezi-
fisch zu entwickeln, wobei der kritische Schritt die Konstruktion des Vergleichsgraphen
ist. In beiden vorgestellten Ansa¨tzen zum Vergleich von Klassendiagrammen wurde ein
hierarchischer Vergleichsgraph bzw. eine hierarchische A¨hnlichkeitsmatrix konstruiert,
wobei die in Abschnitt 4.1 genannten Annahmen, wie z. B. die vollsta¨ndige Teilbaum-
zuordnung, getroffen wurden. Dadurch ließen sich die kontextabha¨ngigen Kosten bzw.
A¨hnlichkeiten weitgehend entkoppeln und das Problem auf mehrere Ebenen aufteilen.
Die U¨bertragung eines der Korrespondenzberechnungsverfahren auf eine andere Dia-
grammart ist daher mit Entwicklungsarbeit in erheblichem Umfang verbunden. Da bei-
spielsweise fu¨r die 13 verschiedenen Diagrammarten der Unified Modeling Language
(UML) [Obj07] ein sehr hoher Gesamtaufwand entsteht, wenn das Verfahren fu¨r jede
Diagrammart einzeln angepasst wird, ist auch eine U¨bertragung des Ansatzes auf eine
allgemeinere Ebene in Betracht zu ziehen. So wa¨re eine metamodellunabha¨ngige Umset-
zung des Verfahrens von Vorteil, da so mit dem gleichen Verfahren alle Modellinstanzen
miteinander verglichen werden ko¨nnen, deren Metamodelle mit Hilfe des gleichen Meta-
Metamodells, z. B. Ecore oder MOF [Obj06], beschrieben wurden. Es ist zu erwarten,
dass die domainenspezifische, angepasste Variante eines Vergleichsverfahrens etwas bes-
sere Ergebnisse als die allgemeine, metamodellunabha¨ngige Variante berechnet. Dennoch
wa¨re es interessant, die Ergebnisse beider Varianten fu¨r die gleiche Diagrammart mit-
einander zu vergleichen, um zu untersuchen, inwieweit sich der Mehraufwand fu¨r die
Anpassung des Verfahrens auf diese Diagrammvariante lohnt. Im Folgenden wird die
U¨bertragbarkeit fu¨r jedes der beiden Verfahren einzeln diskutiert.
U¨bertragbarkeit des abstandsbasierten Ansatzes Bei der Evaluation des abstands-
basierten Ansatzes in Abschnitt 6.3 zeigte sich, dass bei Klassendiagrammen, in denen






















































Abbildung 7.1: Graphbasierter Ansatz zum Vergleich von Modellversionen
zug auf die Optimalita¨t der Ergebnisse erzielt wurden. Da die allgemeinste Form eines
Modells ein Graph ohne Knoten- und Kantenbeschriftungen ist und bei diesem u¨ber-
wiegend kontextabha¨ngige Informationen vorliegen, kann meines Erachtens nicht fu¨r
beliebige Modelle sichergestellt werden, dass die Resultate des edierkostenbasierten Ver-
fahrens in Hinblick auf die Optimalita¨t u¨berzeugen. Fu¨r Diagrammarten, die a¨hnlich wie
Klassendiagramme grundsa¨tzlich hierarchisch aufgebaut sind, aber zusa¨tzliche Querver-
bindungen besitzen, kann eine a¨hnliche Transformation auf den Vergleichsgraphen ver-
wendet werden. Fu¨r Diagrammarten, bei denen hingegen die wesentlichen Informationen
in der Reihenfolge der Elemente liegen, wie zum Beispiel bei Sequenzdiagrammen, ist
es meines Erachtens erforderlich, ein anderes Konzept fu¨r die Abbildung der Elemente
auf den Vergleichsgraphen zu entwickeln. Zusammenfassend sind bei der Verallgemeine-
rung des abstandsbasierten Verfahrens auf Instanzen beliebiger Metamodelle vor allem
in Hinblick auf die Optimalita¨t keine guten Ergebnisse zu erwarten, wa¨hrend ich die
Chancen fu¨r die Anpassung des abstandsbasierten Ansatzes auf andere hierarchische
Diagrammarten als gut beurteile.
U¨bertragbarkeit des a¨hnlichkeitsbasierten Ansatzes Das a¨hnlichkeitsbasierte Ver-
fahren ist leichtgewichtiger als das edierkostenbasierte Verfahren und daher auch leich-
ter auf andere Diagramme u¨bertragbar. So wurde das a¨hnlichkeitsbasierte Verfahren im
Rahmen der zweistufigen Korrespondenzberechnung mit Trennung der Klassen- und der
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Paketebene, wie in Abschnitt 4.5 beschrieben, bereits fu¨r den Vergleich von Paketen
angepasst. Da die A¨hnlichkeiten der Elemente im Gegensatz zu Edierkosten beliebig
berechnet werden ko¨nnen, da sie nicht auf Edieroperationen basieren und auch keine
Abstandsmetrik beru¨cksichtigen mu¨ssen, ist der Ansatz flexibler. So ist beispielsweise
vorstellbar, das a¨hnlichkeitsbasierte Verfahren generisch zu entwickeln, indem die Be-
rechnung der A¨hnlichkeitswerte in Abha¨ngigkeit der Elementeigenschaften durchgefu¨hrt
werden, die durch das Metamodell vorgegeben werden. Dies setzt voraus, dass das Me-
tamodell verfu¨gbar ist und als Eingabe fu¨r die Generierung eines Korrespondenzbe-
rechnungsverfahrens verwendet werden kann. Bei der Umsetzung sind zwei Varianten
denkbar, die sich darin unterscheiden, wie stark das Metamodell die Berechnung der
A¨hnlichkeitswerte beeinflusst. Eine Mo¨glichkeit besteht darin, alle Eigenschaften und
Referenzen, die durch das Metamodell vorgegeben sind, in die Berechnung der A¨hnlich-
keitswerte einzubeziehen. Alternativ ko¨nnte sich das Verfahren die tatsa¨chlich verwen-
deten Modellelementeigenschaften und -referenzen, die nicht auf Standardwerte gesetzt
sind, aus den beiden zu vergleichenden Modellen auslesen und nur diese Eigenschaften
und Referenzen beru¨cksichtigen. Diese Filterung kann dann von Vorteil sein, wenn in
den Modellen viele Eigenschaften und Referenzen auf Standardwerte gesetzt sind, da die
Berechnung der A¨hnlichkeiten auf diese Weise sowohl schlanker ist als auch sta¨rker die
Unterschiede der Modellelemente betont. Mit beiden vorgeschlagenen Varianten ließen
sich dann Instanzen beliebiger Ecore-Modelle vergleichen.
7.2 Ausblick
Laufende Arbeiten betreffen einerseits die Laufzeitverbesserung des edierkostenbasier-
ten Verfahrens und andererseits das Auswahlverfahren des a¨hnlichkeitsbasierten Verfah-
rens. Wie in Abschnitt 4.2.6 angegeben, kann der Aufwand des Busacker-Gowen Verfah-
rens auf Klassenebene auf O(n3) reduziert werden, indem ein anderes Ku¨rzeste-Wege-
Verfahren eingesetzt wird. Wird in dem Netzwerkflussproblem auf die Kanten vom -
Knoten zu den Knoten der rechten Seite des bipartiten Graphen verzichtet, ko¨nnen noch
weniger komplexe Verfahren zur Lo¨sung des Netzwerkproblems eingesetzt werden. Dies
besitzt allerdings den Nachteil, dass die Schwellenwertregel in der beschriebenen Form
nicht mehr umgesetzt werden kann. Das a¨hnlichkeitsbasierte Verfahren, das bislang nur
ein heuristisches Auswahlverfahren nutzt, wird um ein weiteres Auswahlverfahren er-
weitert, das aus der A¨hnlichkeitsmatrix eine optimale maximale Zuordnung bestimmt.
Nach Integration des neuen Auswahlverfahrens in das Rahmenwerk soll getestet werden,
inwieweit sich die Lo¨sungen des heuristischen und des optimalen Auswahlverfahrens
unterscheiden. Da sich das a¨hnlichkeitsbasierte Verfahren bei der durchgefu¨hrten Eva-
luation in Hinblick auf die Laufzeit und die Beschaffenheit der Ergebnisse gegen das
abstandsbasierte Verfahren durchgesetzt hat, la¨uft derzeit eine Arbeit zur U¨bertragung
des a¨hnlichkeitsbasierten Ansatzes auf Instanzen beliebiger Ecore-Modelle.
Weitere zuku¨nftige Arbeiten wa¨ren im Bereich der Evaluation denkbar. Fu¨r die u¨ber
10.000 Differenzberichte der Testmengen A, B und C pro Verfahrensvariante wurde noch
keine Bewertung der Ergebnisse durch den Benutzer durchgefu¨hrt. Um eine gro¨ßere
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Datenbasis fu¨r die Beurteilung der Qualita¨t der Vergleichsergebnisse zu erhalten, ko¨nnten
die α- und β-Fehler der Vergleichsergebnisse fu¨r die verschiedenen Verfahren bestimmt
werden. Insbesondere die Untersuchung der Ergebnisse des BFVerfahrens wa¨re fu¨r die
Frage interessant, ob sich die Erwartungen von Nutzern formalisieren lassen. Jedoch wa¨re
diese Erkenntnis leider nur von theoretischem Interesse, da das BFVerfahren aufgrund
der Komplexita¨t nicht einsetzbar ist. Auch zeigten die Ergebnisse des ECVerfahrens, dass
der Lo¨sungsraum in dem Sinne schwierig ist, dass kostenma¨ßig fast-optimale Lo¨sungen
dennoch keine akzeptablen Lo¨sungen aus Sicht des Benutzers darstellen. Dies deutet
darauf hin, dass approximative Verfahren, die die Lo¨sung anna¨hern, nicht hilfreich sind.
Diese Arbeit zeigt am Rande auch die Grenzen der Korrespondenzberechnungsverfah-
ren auf, die den menschlichen Entscheidungsprozess, welche Elemente korrespondieren,
nur bedingt nachbilden ko¨nnen. Vielleicht ist es sinnvoll, den Vergleich von Zeichen-
ketten durch die Verwendung von Wo¨rterbu¨chern zu verbessern und den Nutzer sta¨rker
in den Korrespondenzberechnungsprozess einzubinden. So ist ein Szenario denkbar, in
dem der Benutzer nach dem berechneten Vorschlag der Zuordnung die Mo¨glichkeit hat,
gebildete Korrespondenzen zu verhindern oder andere Korrespondenzen zu erzwingen.
Auf diese Weise wird ein Teil der Zuordnung bereits vorgegeben und die u¨brigen noch
nicht festgelegten Korrespondenzen ko¨nnten erneut berechnet werden. Auch fu¨r diesen




A.1 Benutzung des Rahmenwerks in Screenshots
Dieser Abschnitt entha¨lt eine Reihe von Bildschirmausschnitten, die zeigen, wie das
Rahmenwerk zum Vergleich von Ecore-Klassendiagrammen eingesetzt werden kann. Die
Ecore-Klassendiagramme werden als *.ecore-Dateien in einem Projekt verwaltet. Wie ein
Eclipse-Projekt angelegt wird, zeigt die Abbildung A.1. Wie in dem Projekt eine neue
Ecore-Datei erstellt wird, wird in der Abbildung A.2 dargestellt. Die Screenshots A.3
bis A.6 geben einen kurzen Eindruck, wie im Ecore-Baumeditor ein Klassendiagramm
modelliert werden kann. Alternativ kann dazu auch der Ecore Diagrammeditor verwen-
det werden. Wie aus einer Ecore-Datei eine Ecore-Diagramm-Datei erzeugt wird und
wie die graphische Modellierung funktioniert, wird aus den Abbildungen A.7 bis A.10
ersichtlich. Die Screenshots A.11 bis A.14 befassen sich schließlich mit dem Vergleich von
Ecore-Klassendiagrammen. Sie zeigen, wie die DiffView geo¨ffnet, der Vergleich ausgelo¨st
und das Ergebnis repra¨sentiert wird.
Tabelle A.1: U¨bersicht u¨ber die Screenshots
Thema Abb.-Nrn Seiten
Anlegen eines Projekts A.1 S. 228
Erstellen eines Ecore-Klassendiagramms A.2 S. 229
Modellieren im Ecore-Baumeditor A.3 - A.6 S. 230 - S. 233
Modellieren im Ecore-Diagrammeditor A.7 - A.10 S. 234 - S. 237






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A.2 Serialisierung des Korrespondenzmodells und des
Differenzmodells
Listing A.1: XML-Darstellung des MatchModels
1 <?xml version=” 1 .0 ” encoding=”Cp1252”?>
2 <match:MatchModel xmi :ve r s i on=” 2 .0 ” xmlns:xmi=” h t t p : //www. omg . org /
XMI” xmlns :x s i=” ht t p : //www. w3 . org /2001/XMLSchema−i n s t anc e ”
xmlns:match=” h t t p : //www. e c l i p s e . org /emf/compare/match /1 .1 ”>
3 <matchedElements x s i : t y p e=”match:Match2Elements”>
4 <subMatchElements x s i : t y p e=”match:Match2Elements”>
5 <subMatchElements x s i : t y p e=”match:Match2Elements”>
6 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder /comment”/>
7 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
PurchaseOrder /comment”/>
8 </subMatchElements>
9 <subMatchElements x s i : t y p e=”match:Match2Elements”>
10 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder / orderDate ”/>
11 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
PurchaseOrder / orderDate ”/>
12 </subMatchElements>
13 <subMatchElements x s i : t y p e=”match:Match2Elements”>
14 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder / shipTo”/>
15 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
PurchaseOrder / shipTo”/>
16 </subMatchElements>
17 <subMatchElements x s i : t y p e=”match:Match2Elements”>
18 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder / b i l l T o ”/>
19 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
PurchaseOrder / b i l l T o ”/>
20 </subMatchElements>
21 <subMatchElements x s i : t y p e=”match:Match2Elements”>
22 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder / items ”/>
23 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
PurchaseOrder / items ”/>
24 </subMatchElements>
25 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
PurchaseOrder ”/>
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28 <subMatchElements x s i : t y p e=”match:Match2Elements”>
29 <subMatchElements x s i : t y p e=”match:Match2Elements”>
30 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress/name”/>
31 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address /name”/>
32 </subMatchElements>
33 <subMatchElements x s i : t y p e=”match:Match2Elements”>
34 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress/ s t r e e t ”/>
35 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address / s t r e e t ”/>
36 </subMatchElements>
37 <subMatchElements x s i : t y p e=”match:Match2Elements”>
38 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress/ c i t y ”/>
39 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address / c i t y ”/>
40 </subMatchElements>
41 <subMatchElements x s i : t y p e=”match:Match2Elements”>
42 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress/ z ip ”/>
43 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address / z ip ”/>
44 </subMatchElements>
45 <subMatchElements x s i : t y p e=”match:Match2Elements”>
46 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress/ country ”/>
47 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address / country ”/>
48 </subMatchElements>
49 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//
USAddress”/>
50 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Address ”/>
51 </subMatchElements>
52 <subMatchElements x s i : t y p e=”match:Match2Elements”>
53 <subMatchElements x s i : t y p e=”match:Match2Elements”>
54 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/productName”/>
55 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/productName”/>
56 </subMatchElements>
57 <subMatchElements x s i : t y p e=”match:Match2Elements”>
58 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/ quant i ty ”/>
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59 <r ightElement h r e f=” p la t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/ quant i ty ”/>
60 </subMatchElements>
61 <subMatchElements x s i : t y p e=”match:Match2Elements”>
62 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/USPrice”/>
63 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/USPrice”/>
64 </subMatchElements>
65 <subMatchElements x s i : t y p e=”match:Match2Elements”>
66 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/comment”/>
67 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/comment”/>
68 </subMatchElements>
69 <subMatchElements x s i : t y p e=”match:Match2Elements”>
70 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/ shipDate ”/>
71 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/ shipDate ”/>
72 </subMatchElements>
73 <subMatchElements x s i : t y p e=”match:Match2Elements”>
74 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item
/partNum”/>
75 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//
Item/partNum”/>
76 </subMatchElements>
77 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#//Item”/
>
78 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#//Item”
/>
79 </subMatchElements>
80 <l e f tE l ement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#/”/>
81 <r ightElement h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#/”/>
82 </matchedElements>
83 <unmatchedElements>
84 <element h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . e co re#//USAddress/
s t a t e ”/>
85 </unmatchedElements>
86 <unmatchedElements s i d e=” Right ”>
87 <element h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . e co re#//USAddress”/>
88 </unmatchedElements>
89 < l e f t R o o t s h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo1 . eco re#/”/>
90 <r ightRoots h r e f=” p l a t f o rm : / r e sou r c e / t e s t /ppo2 . eco re#/”/>
91 </match:MatchModel>
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Listing A.2: XML-Darstellung des DiffModels
1 <?xml version=” 1 .0 ” encoding=”Cp1252”?>
2 <d i f f : D i f f M o d e l xmi :ve r s i on=” 2 .0 ” xmlns:xmi=” ht t p : //www. omg . org /XMI”
xmlns :x s i=” h t t p : //www. w3 . org /2001/XMLSchema−i n s t anc e ” x m l n s : d i f f
=” h t t p : //www. e c l i p s e . org /emf/compare/ d i f f /1 .1 ”>
3 <ownedElements x s i : t y p e=” d i f f : D i f f G r o u p ”>
4 <subDif fElements x s i : t y p e=” d i f f : D i f f G r o u p ”>
5 <subDif fElements x s i : t y p e=” d i f f : D i f f G r o u p ”>
6 <subDif fElements x s i : t y p e=” d i f f : U p d a t e A t t r i b u t e ”>
7 <a t t r i b u t e h r e f=” h t t p : //www. e c l i p s e . org /emf /2002/ Ecore#//
ENamedElement/name”/>
8 <l e f tE l ement h r e f=” p l a t f o rm : / . . / ppo1 . e co re#//USAddress”/>
9 <r ightElement h r e f=” p l a t f o rm : / . . / ppo2 . eco re#//Address ”/>
10 </ subDif fElements>
11 <subDif fElements x s i : t y p e=” di f f :ModelElementChangeLeftTarget ”>
12 <r i ghtParent h r e f=” p l a t f o rm : / . . / ppo2 . eco re#//Address ”/>
13 <l e f tE l ement h r e f=” p l a t f o rm : / . . / ppo1 . e co re#//USAddress/ s t a t e ”/>
14 </ subDif fElements>
15 <r i ghtParent h r e f=” p la t f o rm : / . . / ppo2 . eco re#//Address ”/>
16 </ subDif fElements>
17 <subDif fElements x s i : t y p e=” dif f :ModelElementChangeRightTarget ”>
18 < l e f t P a r e n t h r e f=” p la t f o rm : / . . / ppo1 . eco re#/”/>
19 <r ightElement h r e f=” p la t f o rm : / . . / ppo2 . eco re#//USAddress”/>
20 </ subDif fElements>
21 <r i ghtParent h r e f=” p l a t f o rm : / . . / ppo2 . eco re#/”/>
22 </ subDif fElements>
23 </ownedElements>
24 < l e f t R o o t s h r e f=” p l a t f o rm : / . . / ppo1 . e co re#/”/>
25 <r ightRoots h r e f=” p l a t f o rm : / . . / ppo2 . e co re#/”/>
26 </ d i f f : D i f f M o d e l>
A.3 Erga¨nzungen zu Beispielen
In diesem Abschnitt werden Differenzberichte und Kostenlisten zu Beispielen erga¨nzt, die
aus Platzgru¨nden und aus Gru¨nden der Lesbarkeit nicht direkt im Kapitel des Beispiels
abgedruckt sind.
A.3.1 Differenzberichte zu Beispiel 11
Die Abbildungen A.15 und A.16 zeigen eine textuelle und eine graphische Beschreibung
der Ergebnisse der Differenzberechnung zu Beispiel 11, wie sie im EMF Compare UI
Editor visualisiert werden. Abbildung A.17 zeigt das Ergebnis, wenn die beiden Modelle
stattdessen mit EMF Compare verglichen werden. EMF Compare identifiziert neben den
vier Einzelelementen, die auch das ECVerfahren (mit Schwelle) identifiziert hat, zwei wei-
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Abbildung A.15: Textuelle Beschreibung der Unterschiede im EMF Compare UI Editor:
Ergebnisse zu Beispiel 11 (ECVerfahren mit Schwelle)
tere Einzelelelemente, da die Klassen Contract aus Modell A und ReservationContract
aus Modell B nicht als korrespondierend betrachtet werden.
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Abbildung A.16: Visualisierung der Unterschiede in der Baumsicht des EMF Compare
UI Editors: Ergebnisse zu Beispiel 11 (ECVerfahren mit Schwelle)
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Abbildung A.17: Ergebnis des Vergleichs der Modelle aus Beispiel 11 mit EMF Compare
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A.3.2 Die vollsta¨ndigen Kostenlisten zu Beispiel 19
Es folgen die Kosten der aktiven Kanten des Vergleichsgraphen auf Klassenebene und
der jeweiligen Untergraphen.
Listing A.3: Gesamtkosten des ECVerfahrens (gescha¨tzte Kosten)
Gesamtkosten ( ECVerfahren ( Levenshte in ) ) : 35.126351072985884
Matching:
Person − Person ( 6 .0 )
Attr ibut ( 4 . 0 )
Matching:
f i r s tname − e ( 2 . 0 )
lastname − e ( 2 . 0 )
Methoden ( 2 .0 )
Matching:
pr intData − e ( 2 . 0 )
Agent − Agent ( 4 . 0 )
In Re fe renzen ( 0 .0 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
Out Referenzen ( 0 .0 )
Matching:
hasArranged − hasArranged ( 0 .0 )
Attr ibut ( 4 . 0 )
Matching:
agentNo − agentNo ( 0 .0 )
e − f i r s tname ( 2 .0 )
e − lastname ( 2 .0 )
Contract − Reservat ionContract ( 3.5789473684210527 )
In Re fe renzen ( 1 .5 )
Matching:
hasArranged − hasArranged ( 0 .0 )
has − has ( 0 .0 )
reservedBy − reservedBy ( 0 .0 )
reservedBy − e ( 1 . 5 )
Out Referenzen ( 1 .5 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
f o r − f o r ( 0 . 0 )
ownedBy − ownedBy ( 0 .0 )
f o r − e ( 1 . 5 )
Attr ibut ( 0 . 0 )
Matching:
periodFrom − periodFrom ( 0 .0 )
periodTo − periodTo ( 0 .0 )
resNo − resNo ( 0 .0 )




pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )
e − Cl i en t ( 10 .0 )
In Re fe renzen ( 1 .5 )
Matching:
ownedBy − e ( 1 . 5 )
Out Referenzen ( 1 .5 )
Matching:
has − e ( 1 . 5 )
Attr ibut ( 2 . 0 )
Matching:
c l i en tNo − e ( 2 . 0 )
Methoden ( 2 .0 )
Matching:
pr intData − e ( 2 . 0 )
Veh ic l e − car ( 2 .75 )
In Re fe renzen ( 0 .0 )
Matching:
f o r − f o r ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching:
reservedBy − reservedBy ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching:
numberofSeats − numberofSeats ( 0 . 0 )
c o l o r − c o l o r ( 0 . 0 )
type − type ( 0 .0 )
Methoden ( 2 .0 )
Matching:
i s F r e e − i s F r e e ( 0 .0 )
Eingabeparameter ( 0 . 0 )
Matching:
d − d ( 0 .0 )
Rueckgabetyp ( 0 .0 )
Matching:
EBoolean − EBoolean ( 0 .0 )
printData − e ( 2 . 0 )
EDate − EDate ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching:
day − day ( 0 .0 )
month − month ( 0 .0 )
year − year ( 0 . 0 )
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Cl i en t − bus ( 8.79740370456483 )
In Re fe renzen ( 0.4117647058823529 )
Matching:
f o r − ownedBy ( 0.4117647058823529 )
Out Referenzen ( 0.4090909090909091 )
Matching:
reservedBy − has ( 0.4090909090909091 )
Attr ibut ( 2.176548089591568 )
Matching:
numberofSeats − c l i en tNo ( 0.7272727272727273 )
c o l o r − f i r s tname ( 0.782608695652174 )
type − lastname ( 0.6666666666666666 )
Methoden ( 4 .0 )
Matching:
i s F r e e − e ( 4 . 0 )
pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )
Listing A.4: Gesamtkosten des Vergleichsgraphen (tatsa¨chliche Kosten):
Gesamtkosten ( t a t s a¨ c h l i c h e Kosten ( Levenshte in ) ) : 37.947206687959145
Matching:
Person − Person ( 8 .0 )
Attr ibut ( 4 . 0 )
Matching:
f i r s tname − e ( 2 . 0 )
lastname − e ( 2 . 0 )
Methoden ( 2 .0 )
Matching:
pr intData − e ( 2 . 0 )
Agent − Agent ( 4 . 0 )
In Re fe renzen ( 0 .0 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
Attr ibut ( 4 . 0 )
Matching:
agentNo − agentNo ( 0 .0 )
e − f i r s tname ( 2 .0 )
e − lastname ( 2 .0 )
Out Referenzen ( 0 .0 )
Matching:
hasArranged − hasArranged ( 0 .0 )
Contract − Reservat ionContract ( 4.399802983394315 )




reservedBy − reservedBy ( 0 .0 )
In Re fe renzen ( 0.4090909090909091 )
Matching:
reservedBy − has ( 0.4090909090909091 )
In Re fe renzen 2 ( 1 .5 )
Matching:
has − e ( 1 . 5 )
In Re fe renzen ( 0 .0 )
Matching:
hasArranged − hasArranged ( 0 .0 )
Out Referenzen ( 0 .0 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching:
periodFrom − periodFrom ( 0 .0 )
periodTo − periodTo ( 0 .0 )
resNo − resNo ( 0 .0 )
Out Referenzen ( 0.4117647058823529 )
Matching:
f o r − ownedBy ( 0.4117647058823529 )
Out Referenzen 2 ( 1 .5 )
Matching:
ownedBy − e ( 1 . 5 )
Methoden ( 0 .0 )
Matching:
pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching:
f o r − f o r ( 0 . 0 )
e − Cl i en t ( 10 .0 )
In Re fe renzen ( 1 .5 )
Matching:
ownedBy − e ( 1 . 5 )
Out Referenzen ( 1 .5 )
Matching:
has − e ( 1 . 5 )
Attr ibut ( 2 . 0 )
Matching:
c l i en tNo − e ( 2 . 0 )
Methoden ( 2 .0 )
Matching:
pr intData − e ( 2 . 0 )
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Vehic l e − car ( 2 .75 )
In Re fe renzen ( 0 .0 )
Matching:
f o r − f o r ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching:
numberofSeats − numberofSeats ( 0 . 0 )
c o l o r − c o l o r ( 0 . 0 )
type − type ( 0 .0 )
Methoden ( 2 .0 )
Matching:
i s F r e e − i s F r e e ( 0 .0 )
Eingabeparameter ( 0 . 0 )
Matching:
d − d ( 0 .0 )
Rueckgabetyp ( 0 .0 )
Matching:
EBoolean − EBoolean ( 0 .0 )
pr intData − e ( 2 . 0 )
Out Referenzen ( 0 .0 )
Matching:
reservedBy − reservedBy ( 0 .0 )
EDate − EDate ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching:
day − day ( 0 .0 )
month − month ( 0 .0 )
year − year ( 0 . 0 )
C l i en t − bus ( 8.79740370456483 )
In Re fe renzen ( 0.4117647058823529 )
Matching:
f o r − ownedBy ( 0.4117647058823529 )
Attr ibut ( 2.176548089591568 )
Matching:
numberofSeats − c l i en tNo ( 0.7272727272727273 )
c o l o r − f i r s tname ( 0.782608695652174 )
type − lastname ( 0.6666666666666666 )
Methoden ( 4 .0 )
Matching:
i s F r e e − e ( 4 . 0 )
pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )




reservedBy − has ( 0.4090909090909091 )
Listing A.5: Gesamtkosten des Vergleichsgraphen (Brute-Force)
Gesamtkosten Brute−Force ( Levenshte in ) : 37.328947368421055
Matching:
Person − Person ( 6 .0 )
Attr ibut ( 4 . 0 )
Matching:
f i r s tname − e ( 2 . 0 )
lastname − e ( 2 . 0 )
Methoden ( 2 .0 )
Matching:
pr intData − e ( 2 . 0 )
Agent − Agent ( 4 . 0 )
In Re fe renzen ( 0 .0 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
Attr ibut ( 4 . 0 )
Matching:
agentNo − agentNo ( 0 .0 )
e − f i r s tname ( 2 .0 )
e − lastname ( 2 .0 )
Out Referenzen ( 0 .0 )
Matching:
hasArranged − hasArranged ( 0 .0 )
Contract − Reservat ionContract ( 3.5789473684210527 )
In Re fe renzen ( 0 .0 )
Matching:
reservedBy − reservedBy ( 0 .0 )
In Re fe renzen 3 ( 1 .5 )
Matching:
reservedBy − e ( 1 . 5 )
In Re fe renzen ( 0 .0 )
Matching:
has − has ( 0 .0 )
In Re fe renzen ( 0 .0 )
Matching:
hasArranged − hasArranged ( 0 .0 )
Out Referenzen ( 0 .0 )
Matching:
arrangedBy − arrangedBy ( 0 .0 )
Attr ibut ( 0 . 0 )
Matching:
periodFrom − periodFrom ( 0 .0 )
periodTo − periodTo ( 0 .0 )
resNo − resNo ( 0 .0 )
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A.3 Erga¨nzungen zu Beispielen
Out Referenzen 3 ( 1 .5 )
Matching:
f o r − e ( 1 . 5 )
Out Referenzen ( 0 .0 )
Matching:
ownedBy − ownedBy ( 0 .0 )
Methoden ( 0 .0 )
Matching:
pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching:
f o r − f o r ( 0 . 0 )
C l i en t − Cl i en t ( 4 . 0 )
In Re fe renzen ( 0 .0 )
Matching:
ownedBy − ownedBy ( 0 .0 )
Attr ibut ( 4 . 0 )
Matching:
c l i en tNo − c l i en tNo ( 0 .0 )
e − f i r s tname ( 2 .0 )
e − lastname ( 2 .0 )
Methoden ( 0 .0 )
Matching:
pr intData − printData ( 0 . 0 )
Rueckgabetyp ( 0 .0 )
Matching:
void − void ( 0 . 0 )
Out Referenzen ( 0 .0 )
Matching:
has − has ( 0 .0 )
Veh ic l e − car ( 2 .75 )
In Re fe renzen ( 0 .0 )
Matching:
f o r − f o r ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching:
numberofSeats − numberofSeats ( 0 . 0 )
c o l o r − c o l o r ( 0 . 0 )
type − type ( 0 .0 )
Methoden ( 2 .0 )
Matching:
i s F r e e − i s F r e e ( 0 .0 )




d − d ( 0 .0 )
Rueckgabetyp ( 0 .0 )
Matching:
EBoolean − EBoolean ( 0 .0 )
printData − e ( 2 . 0 )
Out Referenzen ( 0 .0 )
Matching:
reservedBy − reservedBy ( 0 .0 )
EDate − EDate ( 0 . 0 )
Attr ibut ( 0 . 0 )
Matching:
day − day ( 0 .0 )
month − month ( 0 .0 )
year − year ( 0 . 0 )
e − bus ( 17 .0 )
In Re fe renzen ( 1 .5 )
Matching:
f o r − e ( 1 . 5 )
Out Referenzen ( 1 .5 )
Matching:
reservedBy − e ( 1 . 5 )
Attr ibut ( 6 . 0 )
Matching:
numberofSeats − e ( 2 . 0 )
c o l o r − e ( 2 . 0 )
type − e ( 2 . 0 )
Methoden ( 6 .0 )
Matching:
i s F r e e − e ( 4 . 0 )
printData − e ( 2 . 0 )
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