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Abstract
We obtain sharp Lp and Ho¨lder estimates for the Neumann function of the operator
∇ · γ∇ − ik on a bounded domain. We also obtain quantitative description of its
singularity. We then apply these estimates to quantitative photo-acoustic imaging in
inhomogeneous media. The problem is to reconstruct the optical absorption coefficient
of a diametrically small anomaly from the absorbed energy density.
AMS subject classifications. 31B20, 35J25, 35J08
Key words. Neumann function, variable coefficients, quantitative photo-acoustic imaging, asymptotic
expansion, diffusion approximation
1 Introduction and motivation
The purpose of this paper is to derive sharp estimates of the Neumann function of the
operator ∇ · γ∇− ik and its derivatives, where γ is an (scalar) elliptic coefficient defined on
a bounded domain Ω ⊂ Rd (d ≥ 3) and k is a positive constant. The Neumann function of
∇ · γ∇− ik in Ω is the function N : Ω× Ω→ C ∪ {∞} satisfying{
−(∇ · γ∇− ik)N(·, y) = δy in Ω,
γ∇N(·, y) · n = 0 on ∂Ω, (1.1)
for all y ∈ Ω, where δy is the Dirac mass at y and n is the outward unit normal vector
field on ∂Ω (see subsection 2.2 for a precise definition of the Neumann function). The
function N(x, y) has a singularity at x = y. We are particularly interested in describing in
a quantitative manner the singularity of N(x, y) and its dependence on the parameter k.
The investigation of this paper is motivated by quantitative photo-acoustic imaging,
particularly by the recent work [2].
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The purpose of quantitative photo-acoustic imaging is to image the optical absorption
coefficient from the absorbed energy. The absorbed energy is obtained from boundary
measurements of the pressure wave induced by the photoacoustic effect. We refer to [1] and
references therein for recent development on this inverse problem. Reconstruction of the
optical absorption coefficient, µa, from the absorbed energy, A, is more delicate than the
reconstruction of the absorbed energy from the pressure wave since µa is related to A in
an implicit and non-linear way (see Section 3). One direction of research in quantitative
photo-acoustic imaging is to reconstruct the absorption coefficient of diametrically small
unknown anomalies. In [2, 3], efficient methods to reconstruct µa from A are proposed
and implemented numerically when there is a small absorbing anomaly in the background
medium. The methods use in an essential way an asymptotic expansion of A in terms of µa
when the diameter of the anomaly tends to 0. The asymptotic expansion is derived using
estimates of the Neumann function under the assumption that the scattering coefficient of
the medium is constant. In order to extend the results of [2, 3] to inhomogeneous media,
we shall derive sharp estimates of the Neumann function of problem (1.1), which is exactly
what this paper aims at.
To describe the kinds of results obtained in this paper, let us fix a point z ∈ Ω (z indicates
the location of the anomaly), and let γ∗ := γ(z). Let Γ(x) := −1/(4π|x|) be a fundamental
solution of the Laplacian in three dimensions. Then, we will show by precise estimates
depending on k that the singularity of N(x, z) for x near z is of the form 1γ∗Γ(x − z). We
also show that the singularity of the derivatives of N(x, z) is given by the derivatives of
1
γ∗Γ(x − z). We also derive Lp, pointwise, and Ho¨lder estimates of the Neumann function
N . We then use these estimates to derive an asymptotic expansion in inhomogeneous media
where the scattering coefficient µs is not constant.
This paper is organized as follows. In Section 2, we derive Lp and pointwise estimates
of the Neumann function N . In Section 3, we show how these estimates can be used for
reconstructing the absorption coefficient of a small absorbing anomaly.
2 Estimates for Neumann functions
This section is devoted to the study of the Neumann function for the operator L given by
Lu = ∇ · (γ∇u)− iku
in a bounded domain Ω ⊂ Rd with d ≥ 3. Here, we assume that k is a positive constant
satisfying k ≥ k0 for some k0 > 0 and γ : Ω→ R satisfies the uniform ellipticity condition
ν ≤ γ(x) ≤ ν−1, ∀x ∈ Ω, (2.1)
for some constant ν ∈ (0, 1].
We first introduce some (standard) notation and definitions that will be used throughout
the paper. Let Ω ∈ Rd (d ≥ 3) be a bounded Lipschitz domain. We call diam(Ω) the least
upper bound of the distances between pairs of points in Ω. We say that a function f on Ω
admits a modulus of continuity θ if θ : R+ → R+ is a nondecreasing function such that
|f(x)− f(y)| ≤ θ(|x− y|), ∀x, y ∈ Ω.
For 0 < λ < 1 and f ∈ C0,λ(Ω), we let [f ]0,λ;Ω denote the λ-Ho¨lder seminorm of f in Ω; i.e.,
[f ]0,λ;Ω = sup
x,y∈Ω;x 6=y
|f(x)− f(y)|
|x− y|λ .
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For p ≥ 1 and m a non-negative integer, we define the space Wm,p(Ω) as the family of
all m times weakly differentiable functions in Lp(Ω), whose weak derivatives of orders up to
m are functions in Lp(Ω). We let Wm,p0 (Ω) to be the closure of C∞c (Ω) in Wm,p(Ω), where
C∞c (Ω) is the set of all infinitely differentiable functions with compact supports in Ω. We
use C0,λloc (Ω) and Wm,ploc (Ω) to denote the local spaces of functions belonging respectively to
C0,λ(Ω′) and Wm,p(Ω′) for all Ω′ ⊂⊂ Ω. We write u ∈ Lp(Ω;C) (or u ∈ Wm,p(Ω;C), etc.)
to emphasize that u is a complex valued function. We recall that for m = 1 and p = 2, the
spaces W 1,2(Ω;C) and W 1,20 (Ω;C), equipped with the inner product
〈u, v〉 :=
∫
Ω
∇u · ∇v + uv dx,
are Hilbert spaces. Finally, for p > 1 and q being its conjugate exponent, i.e., 1/p+1/q = 1,
we use W−1,q(Ω;C) and W−1,q0 (Ω;C) to respectively denote the dual spaces to W
1,p
0 (Ω;C)
and W 1,p(Ω;C).
Our main result in this section is the following.
Theorem 2.1 Let Ω ⊂ Rd be a bounded C1 domain. Let γ ∈ C0,λ(Ω) for some λ ∈ (0, 1).
Let N be the Neumann function of L in Ω. For y ∈ Ω, denote γ0 = γ(y) and let N0 be the
Neumann function for L0 = ∇ · γ0∇− ik in Ω. Then we have
|N(x, y)−N0(x, y)| ≤ C|x− y|2−d+λ, ∀x ∈ Ω, x 6= y, (2.2)
where C is a constant depending only on d, ν, k0, λ,Ω, and [γ]0,λ;Ω. Also, if 0 < |x − y| <
dy/2, where dy = dist(y, ∂Ω), then we have
|∇x(N(x, y)−N0(x, y))| ≤ C
(|x− y|1−d+λ + k|x− y|3−d+λ) , (2.3)
where the constant C depends on diamΩ as well. Moreover, if we assume further that
γ ∈ C1,λ(Ω), then for all x ∈ Ω satisfying 0 < |x− y| < dy/2, we have
|∇x(N(x, y)−N0(x, y))| ≤ C|x− y|1−d+λ, (2.4)
|∇2x(N(x, y)−N0(x, y))| ≤ C
(|x− y|−d+λ + k|x− y|2−d+λ) , (2.5)
where C depends only on ‖γ‖C1,λ(Ω), d, ν, k0, λ,Ω, and diamΩ.
In this section, we first consider the Neumann boundary value problems for the operators
L and its adjoint L∗ given by
L∗ := ∇ · γ∇+ ik. (2.6)
Then we give a definition of a Neumann function. Next, we construct Neumann functions, N
and N∗, of respectively L and L∗ in Ω. Our construction of N and N∗ holds for a Lipschitz
bounded domain Ω and a coefficient γ uniformly continuous on Ω¯. If we further assume
that Ω is of class C1, then we are able to derive Lp estimates for the operators L and L∗
with Neumann boundary conditions on ∂Ω. Finally, based on the following global pointwise
bound for the Neumann function N :
|N(x, y)| ≤ C|x− y|2−d for all x, y ∈ Ω with x 6= y, (2.7)
where C depends only on d, ν,Ω, k0, and θ (a modulus of continuity of γ), we describe the
local behavior of N such as (2.2). Assuming that γ ∈ C0,λ(Ω¯), for 0 < λ < 1, we prove that
estimates (2.2)–(2.5) hold.
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Estimates of (2.7)-type were derived for the Dirichlet Green’s function of L with k = 0
and γ ∈ L∞(Ω) in [18, 12]. Under the further assumption that the principal coefficients
are uniformly continuous of belong to the class VMO, they were generalized to the vectorial
case in [9, 7, 13, 15] and to the periodic case in [5, 16].
2.1 Neumann boundary value problem
We begin with the weak formulation of the Neumann boundary value problem{
−Lu = f +∇ · F in Ω,
(γ∇u+ F ) · n = g on ∂Ω, (2.8)
where f ∈ L1loc(Ω;C), F ∈ L1loc(Ω;Cd), and g ∈ L1loc(∂Ω;C). We say that u ∈ W 1,1loc (Ω) is a
weak solution of problem (2.8) if the following identity holds:∫
Ω
(γ∇u · ∇φ+ ikuφ) dx =
∫
Ω
(fφ− F · ∇φ) dx+
∫
∂Ω
gφ dσ, ∀φ ∈ C∞(Ω;C).
Let H = W 1,2(Ω;C). We define the sesquilinear form B(·, ·) : H ×H → C, associated to
the operator L, as
B(u, v) :=
∫
Ω
(γ∇u · ∇v + ikuv) dx.
It is easy to check that B is bounded and coercive.
Let f ∈ L2d/(d+2)(Ω;C), F ∈ L2(Ω;Cd), and g ∈ L2(∂Ω;C). Then by the Sobolev
embedding and the trace theorem, we find that
F(v) :=
∫
Ω
(fv − F · ∇v) dx+
∫
∂Ω
gv dσ
is a bounded skew-linear functional on H . Therefore, by the Lax-Milgram lemma, we find
that there exists a unique u ∈ H such that
B(u, v) = F(v), ∀v ∈ H.
We have thus shown that if f ∈ L2d/(d+2)(Ω;C), F ∈ L2(Ω;Cd), and g ∈ L2(∂Ω;C), then
problem (2.8) has a unique weak solution u in W 1,2(Ω;C). Since C∞(Ω;C) is dense in
W 1,2(Ω;C), we find that u satisfies following identity:∫
Ω
(γ∇u · ∇v + ikuv) dx =
∫
Ω
(fv − F · ∇v) dx+
∫
∂Ω
gv dσ, ∀v ∈W 1,2(Ω;C). (2.9)
Let L∗ be given by (2.6). By the same reasoning, we find that there exists a unique weak
solution u in W 1,2(Ω;C) of problem{
−L∗u = f +∇ · F in Ω,
(γ∇u+ F ) · n = g on ∂Ω,
provided f ∈ L2d/(d+2)(Ω;C) , F ∈ L2(Ω;Cd), and g ∈ L2(∂Ω;C); i.e.,∫
Ω
(γ∇u · ∇v − ikuv) dx =
∫
Ω
(fv − F · ∇v) dx+
∫
∂Ω
gv dσ, ∀v ∈W 1,2(Ω;C). (2.10)
4
2.2 Definition of the Neumann function
We say that a function N : Ω×Ω→ C∪ {∞} is a Neumann function of L in Ω if it satisfies
the following properties:
i) N(·, y) ∈ W 1,1loc (Ω) and N(·, y) ∈W 1,2(Ω \Br(y)) for all y ∈ Ω and r > 0.
ii) N(·, y) is a weak solution of{
−LN(·, y) = δy in Ω,
γ∇N(·, y) · n = 0 on ∂Ω,
for all y ∈ Ω in the sense∫
Ω
(γ(x)∇xN(x, y) · ∇φ(x) + ikN(x, y)φ(x)) dx = φ(y), ∀φ ∈ C∞(Ω;C).
iii) For any f ∈ C∞c (Ω;C), the function u given by
u(x) :=
∫
Ω
N(y, x)f(y) dy (2.11)
is the unique solution in W 1,2(Ω) of problem{
−L∗u = f in Ω,
γ∇u · n = 0 on ∂Ω. (2.12)
We remark that part iii) of the above definition gives the uniqueness of a Neumann
function. Indeed, let N˜(x, y) be another function satisfying the above properties. Then by
the uniqueness of a solution in W 1,2(Ω;C) of problem (2.12), we have∫
Ω
(N − N˜)(y, x)f(y) dy = 0, ∀f ∈ C∞c (Ω;C),
and thus we conclude that N = N˜ a.e. in Ω× Ω.
2.3 Local boundedness estimates
Let BR = BR(x0) be the ball of radius R centered at x0, and let u ∈ W 1,2(BR) be a weak
solution of −Lu = 0 in BR. For 0 < ρ < R, let η be a smooth cut-off function satisfying
0 ≤ η ≤ 1, supp η ⊂ BR, η ≡ 1 on Bρ, and |∇η| ≤ 2/(R− ρ).
By taking η2u as a test function, we get∫
BR
γη2|∇u|2 dx = −
∫
BR
2γηu∇u · ∇η dx− ik
∫
BR
η2|u|2 dx.
By taking real parts in the above and using Cauchy’s inequality, we get∫
BR
γη2|∇u|2 = −ℜ
∫
BR
2γηu∇u · ∇η dx ≤ 1
2
∫
BR
γη2|∇u|2 dx+ 2
∫
BR
γ|∇η|2|u|2 dx.
(2.13)
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Therefore, we obtain Caccioppoli’s inequality∫
Bρ
|∇u|2 dx ≤ C
(R− ρ)2
∫
BR
|u|2 dx, (2.14)
where C = C(ν).
Next, we consider the operator L0 defined by
L0u = ∇ · (γ0∇u)− iku = γ0∆u− iku, (2.15)
where γ0 is a constant satisfying the condition (2.1). Let u ∈ W 1,2(B1) be a weak solution
of −L0u = 0. Since L0 has constant coefficients, we may apply (2.14) to derivatives of u
iteratively to get
‖u‖Wm,2(B1/2) ≤ C(m, ν)‖u‖L2(B1), m = 1, 2, . . . .
By the Sobolev embedding theorem, we then have
sup
B1/2
|u| ≤ C(d)‖u‖Wm,2(B1/2) ≤ C(d, ν)‖u‖L2(B1),
wherem = [d/2]+1. Here and throughout this paper [s] denotes the smallest integer not less
than s. Since the above estimate does not depend on k, by a scaling argument we conclude
that if u ∈ W 1,2(BR) is a weak solution of −L0u = 0 in BR, then we have
sup
BR/2
|u| ≤ C(d, ν)R−d/2‖u‖L2(BR).
Similarly, if u ∈W 1,2(BR) is a weak solution of −L0u = 0 in BR, then we have
sup
BR/2
|∇u| ≤ CR−d/2‖∇u‖L2(BR). (2.16)
It follows from the above estimate that for all 0 < ρ < r ≤ R, we have∫
Bρ
|∇u|2 dx ≤ C(ρ/r)d
∫
Br
|∇u|2 dx, (2.17)
where C = C(d, ν). Indeed, in the case when ρ < r/2, we utilize (2.16) to get the above
estimate; otherwise, then we may simply take C = 2d in (2.17).
Observe that the same estimates are valid for u ∈W 1,2(BR) satisfying −L∗0u = 0 weakly
in BR, where L
∗
0 is defined as L
∗
0 = ∇ · γ0∇+ ik.
Lemma 2.2 Assume that γ ∈ C0(Ω) and let θ be a modulus of continuity of γ. Let BR =
BR(x0) ⊂ Ω and let u ∈ W 1,2(BR;C) be a weak solution of either −Lu = f + ∇ · F or
−L∗u = f + ∇ · F in BR, where f ∈ Lq(BR;C) with q > d/2 and F ∈ Lp(BR;Cd) with
p > d. Then u is locally Ho¨lder continuous in BR and the following estimate holds:
Rλ0 [u]0,λ0;BR/2 ≤ C0
(
R−d/2‖u‖L2(BR) +R2−d/q‖f‖Lq(BR) +R1−d/p‖F‖Lp(BR)
)
, (2.18)
where λ0 ∈ (0, 1) and C0 are constants depending on d, ν, p, q, and θ, and [u]0,λ0;D denotes
the λ0-Ho¨lder seminorm of u in D. Moreover, for any p0 > 0 and 0 < ρ < R, we have
sup
Bρ
|u| ≤ C
(
(R− ρ)−d/p0
(∫
BR
|u|p0 dx
)1/p0
+R2−d/q‖f‖Lq(BR) +R1−d/p‖F‖Lp(BR)
)
,
(2.19)
where C depends on d, ν, p, q, p0, and θ.
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Proof. We consider the case when u is a weak solution of
− Lu = f +∇ · F in BR. (2.20)
The proof for the other case is identical. Let R0 > 0 be a number to be fixed later. Let
y ∈ BR and 0 < r ≤ R0 be arbitrary but fixed. Denote γ0 = γ(y) and let L0 be defined as
in (2.15). Observe that u is a weak solution of
−L0u = f +∇ · F +∇ · ((γ − γ0)∇u) in BR.
Let w ∈ W 1,20 (Br(y)) be the unique weak solution of{
−L0w = f +∇ · F +∇ · ((γ − γ0)∇u) in Br(y),
w = 0 on ∂Br(y).
Then w satisfies the following identity:∫
Br(y)
(γ0|∇w|2 + ik|w|2) dx =
∫
Br(y)
(fw − F · ∇w − (γ − γ0)∇u · ∇w) dx.
Taking the real parts in the above and using Sobolev embedding, Poincare´ inequality, and
Ho¨lder’s inequalities, we may deduce that∫
Br(y)
γ0|∇w|2 dx ≤ Crd/2+1−d/q‖f‖Lq(Br(y))‖∇w‖L2(Br(y))
+ Crd/2−d/p‖F‖Lp(Br(y))‖∇w‖L2(Br(y)) + θ(r)‖∇u‖L2(Br(y))‖∇w‖L2(Br(y)).
Denote λ1 = 2− d/q and λ2 = 1− d/p. From the above inequality, we obtain
‖∇w‖2L2(Br(y)) ≤ Crd−2+2λ1‖f‖2Lq(Br(y)) + Crd−2+2λ2‖F‖2Lp(Br(y)) + Cθ(r)2‖∇u‖2L2(Br(y)).
On the other hand, observe that v := u−w satisfies −L0v = 0 weakly in Br(y). Therefore,
by (2.17), for 0 < ρ < r, we get∫
Bρ(y)
|∇u|2 dx ≤ 2
∫
Bρ(y)
|∇v|2 dx+ 2
∫
Bρ(y)
|∇w|2 dx
≤ C
(ρ
r
)d ∫
Br(y)
|∇v|2 dx+ 2
∫
Br(y)
|∇w|2 dx
≤ C
(ρ
r
)d ∫
Br(y)
|∇u|2 dx+ C
∫
Br(y)
|∇w|2 dx
≤ C
[(ρ
r
)d
+ θ(r)2
] ∫
Br(y)
|∇u|2 dx+ Crd−2+2λ1‖f‖2Lq(Br(y)) + Crd−2+2λ2‖F‖2Lp(Br(y)).
By Campanato’s iteration argument (see, for instance, [10, Lemma 2.1, p. 86]), we find that
if θ(R0) is small enough, then for all 0 < ρ < r ≤ R0 we have∫
Bρ(y)
|∇u|2 dx ≤ C
(ρ
r
)d−2+2λ0 ∫
Br(y)
|∇u|2 dx
+ Cρd−2+2λ0r2(λ1−λ0)‖f‖2Lq(Br(y)) + Cρd−2+2λ0r2(λ2−λ0)‖F‖2Lp(Br(y)),
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where 0 < λ0 < min(λ1, λ2) = min(2−d/q, 1−d/p). The above estimate (via Morrey’s char-
acterization of Ho¨lder continuous functions in terms of Dirichlet integrals; see, for instance,
[20, Theorem 3.5.2]) implies that u is locally Ho¨lder continuous in BR and, in particular, we
have the estimate
R2λ0 [u]20,λ0;BR/4 ≤ C
(
R2−d
∫
BR/2
|∇u|2 dx+R2(2−d/q)‖f‖2Lq(BR) +R2(1−d/p)‖F‖2Lp(BR)
)
.
(2.21)
Let η be a smooth cut-off function satisfying
0 ≤ η ≤ 1, supp η ⊂ BR, η ≡ 1 on BR/2, and |∇η| ≤ 4/R.
By taking η2u as a test function in (2.20), we get
∫
BR
γη2|∇u|2 dx+ ik
∫
BR
η2|u|2 dx
= −
∫
BR
2γηu∇u · ∇η dx +
∫
BR
η2fu dx+
∫
BR
η2F · ∇udx +
∫
BR
2ηuF · ∇η dx.
By taking the real parts in the above and using Cauchy’s inequality, we get∫
BR/2
|∇u|2 dx ≤ CR−2
∫
BR
|u|2 dx+ CR2
∫
BR
|f |2 dx+ C
∫
BR
|F |2 dx.
By Ho¨lder’s inequality, we then obtain∫
BR/2
|∇u|2 dx ≤ CR−2
∫
BR
|u|2 dx+ CR2+d−2d/q‖f‖2Lq(BR) + CRd−2d/p‖F‖2Lp(BR).
By combining (2.21) and the above inequality, we get (2.18) via a standard covering argu-
ment.
Observe that for any x ∈ BR/2, we have
|u(x)| ≤ |u(x′)|+ |u(x)− u(x′)| ≤ |u(x′)|+Rλ0 [u]0,λ0;BR/2 , ∀x′ ∈ BR/2.
By taking average with respect to x′ in BR/2 and then using (2.18) and Ho¨lder’s inequality
we get
sup
BR/2
|u| ≤ C
(
R−d/2‖u‖L2(BR) +R2−d/q‖f‖Lq(BR) +R1−d/p‖F‖Lp(BR)
)
.
By using a standard iteration argument (see [11, pp. 80–82]), we obtain (2.19) from the
above inequality. This completes the proof. ✷
2.4 Construction of Neumann functions
The aim of this subsection is to construct Neumann functions of L and L∗ in Ω and derive
their basic properties. The following theorem holds.
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Theorem 2.3 Assume γ ∈ C0(Ω). Then there exist Neumann functions N(x, y) and N∗(x, y)
of respectively L and L∗ in Ω. Moreover, there exists λ0 ∈ (0, 1) such that N(·, y), N∗(·, y) ∈
C0,λ0loc (Ω \ {y}) for all y ∈ Ω and the identity,
N∗(x, y) := N(y, x), ∀x, y ∈ Ω, x 6= y, (2.22)
holds. Furthermore, the following estimates hold uniformly in y ∈ Ω, where we denote
dy = dist(y, ∂Ω):
i) ‖N(·, y)‖L2d/(d−2)(Ω\Br(y)) + ‖∇N(·, y)‖L2(Ω\Br(y)) ≤ Cr1−d/2 for all r ∈ (0, dy).
ii) ‖N(·, y)‖Lp(Br(y)) ≤ Cr2−d+d/p for all r ∈ (0, dy), where p ∈ [1, dd−2 ).
iii) |{x ∈ Ω : |N(x, y)| > t}| ≤ Ct−d/(d−2) for all t > d2−dy .
iv) ‖∇N(·, y)‖Lp(Br(y)) ≤ Cr1−d+d/p for all r ∈ (0, dy), where p ∈ [1, dd−1 ).
v) |{x ∈ Ω : |∇xN(x, y)| > t}| ≤ Ct−d/(d−1) for all t > d1−dy .
vi) |N(x, y)| ≤ C|x− y|2−d whenever 0 < |x− y| < dy/2.
vii) |N(x, y)−N(x′, y)| ≤ C|x− x′|λ0 |x− y|2−d−λ0 if 2|x− x′| < |x− y| < dy/2.
In the above, C is a constant depending on d, ν, k0,Ω, and θ; it depends on p as well in ii)
and iv). The estimates i) – vii) are also valid for N∗(x, y). Finally, if q > d/2 and p > d,
then for any f ∈ Lq(Ω,C), F ∈ Lp(Ω;Cd) and g ∈ L2(∂Ω;C), the function u given by
u(x) :=
∫
Ω
(N(x, y)f(y)−∇yN(x, y) · F (y)) dy +
∫
∂Ω
N(x, y)g(y) dσ(y) (2.23)
is the unique solution in W 1,2(Ω) of problem (2.8).
Proof. We follow the strategy used in [6], which in turn is based on [13]. Let us fix a
function Φ ∈ C∞c (Rd) such that Φ is supported in B1(0), 0 ≤ Φ ≤ 2, and
∫
Rd
Φ dx = 1. Let
y ∈ Ω be fixed but arbitrary. For any ǫ > 0, we define
Φǫ(x) = ǫ
−dΦ((x− y)/ǫ).
Let vǫ,y be the unique weak solution in W
1,2(Ω;C) of problem{
−Lv = Φǫ in Ω,
γ∇v · n = 0 on ∂Ω. (2.24)
We define the “averaged Neumann function” N ǫ(·, y) by
N ǫ(·, y) = v = vǫ,y.
Then N ǫ(·, y) satisfies the following identity (c.f. (2.9)):∫
Ω
(γ∇N ǫ(·, y) · ∇φ+ ikN ǫ(·, y)φ) dx =
∫
Ω∩Bǫ(y)
Φǫφdx, ∀φ ∈W 1,2(Ω;C). (2.25)
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By taking φ = N ǫ(·, y) = v in (2.25), we get∫
Ω
γ|∇v|2dx = ℜ
∫
Ω
(γ|∇v|2 + ik|v|2) dx = ℜ
∫
Ω∩Bǫ(y)
Φǫv dx ≤ Cǫ(2−d)/2‖v‖W 1,2(Ω),
where the last inequality follows from the Sobolev embedding, namely,∣∣∣∣∣
∫
Ω∩Bǫ(y)
Φǫv dx
∣∣∣∣∣ ≤ C‖Φǫ‖L2d/(d+2)(Bǫ(y))‖v‖W 1,2(Ω) ≤ Cǫ(2−d)/2‖v‖W 1,2(Ω).
Similarly, we get∫
Ω
k|v|2dx = ℑ
∫
Ω
(γ|∇v|2 + ik|v|2) dx = ℑ
∫
Ω∩Bǫ(y)
Φǫv dx ≤ Cǫ(2−d)/2‖v‖W 1,2(Ω).
Therefore, we have
‖N ǫ(·, y)‖W 1,2(Ω) ≤ Cǫ(2−d)/2, (2.26)
where C = C(d, ν, k0).
Let R ∈ (0, dy) be arbitrary, but fixed. Assume that f ∈ C∞c (Ω;C) is supported in
BR = BR(y) ⊂ Ω. Let u be a unique weak solution in W 1,2(Ω;C) of problem (2.12). We
then have the following identity (c.f. (2.10)):∫
Ω
(γ∇w · ∇u + ikwu) dx =
∫
Ω
wf dx, ∀w ∈W 1,2(Ω;C). (2.27)
Then by setting φ = u in (2.25) and setting w = N ǫ(·, y) = v in (2.27), we get∫
Ω
N ǫ(x, y)f(x) dx =
∫
Ω∩Bǫ(y)
Φǫudx. (2.28)
Also, by taking w = u in (2.27), we see that∫
Ω
γ|∇u|2 dx+ ik
∫
Ω
|u|2 dx =
∫
Ω
uf dx.
Taking the real and imaginary parts in the above and using the Sobolev embedding and
Ho¨lder’s inequality∫
Ω
γ|∇u|2 dx = ℜ
∫
Ω
uf dx ≤ C‖f‖L2d/(d+2)(Ω)‖u‖W 1,2(Ω),
k
∫
Ω
|u|2 dx = ℑ
∫
Ω
uf dx ≤ C‖f‖L2d/(d+2)(Ω)‖u‖W 1,2(Ω).
Therefore, we obtain
‖u‖W 1,2(Ω) ≤ C‖f‖L2d/(d+2)(Ω), (2.29)
where C = C(d, ν, k0). From (2.19) in Lemma 2.2 with p0 = 2d/(d− 2), it follows that
‖u‖L∞(BR/2) ≤ C
(
R1−d/2‖u‖L2d/(d−2)(Ω) +R2‖f‖L∞(BR)
)
.
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Furthermore, (2.29) yields
‖u‖L2d/(d−2)(Ω) ≤ CR1+d/2‖f‖L∞(BR),
provided that f is supported in BR. Therefore, by combining the above two inequalities, we
have
‖u‖L∞(BR/2) ≤ CR2‖f‖L∞(BR), (2.30)
where C depends on d, ν,Ω, and θ. By (2.28) and (2.30), we find that for all ǫ ∈ (0, R/2)
and R ∈ (0, dy), ∣∣∣∣∣
∫
BR
N ǫ(·, y)f dx
∣∣∣∣∣ ≤ CR2‖f‖L∞(BR), ∀f ∈ C∞c (BR;C).
Therefore, by duality, we conclude that
‖N ǫ(·, y)‖L1(BR(y)) ≤ CR2, ∀ǫ ∈ (0, R/2), ∀R ∈ (0, dy).
Now, for any x ∈ Ω such that 0 < |x − y| < dy/2, let us take R := 2|x − y|/3. Notice
that if ǫ < R/2, then N ǫ(·, y) ∈ W 1,2(BR(x)) and satisfies −LN ǫ(·, y) = 0 in BR(x). Then
by (2.19) in Lemma 2.2, we have
|N ǫ(x, y)| ≤ Cr−d‖N ǫ(·, y)‖L1(Br(x)) ≤ Cr−d‖N ǫ(·, y)‖L1(B3r(y)) ≤ Cr2−d.
We have thus shown that for any x, y ∈ Ω satisfying 0 < |x− y| < dy/2, we have
|N ǫ(x, y)| ≤ C|x − y|2−d, ∀ǫ < |x− y|/3. (2.31)
Next, fix r ∈ (0, dy/2) and ǫ ∈ (0, r/6). Let η be a smooth function on Rd satisfying
0 ≤ η ≤ 1, η ≡ 1 on Rd \Br(y), η ≡ 0 on Br/2(y), and |∇η| ≤ 4/r. (2.32)
We set φ = η2v = η2N ǫ(·, y) in (2.25) to get∫
Ω
γη2|∇v|2 dx+ ik
∫
Ω
η2|v|2 dx = −
∫
Ω
2γηv∇v · ∇η dx.
By taking the real part in the above and using Cauchy’s inequality, we get (c.f. (2.13))∫
Ω
γη2|∇N ǫ(x, y)|2 dx ≤ 4
∫
Ω
γ|∇η|2|N ǫ(x, y)|2 dx.
We then use (2.31) to obtain∫
Ω
η2|∇N ǫ(x, y)|2 dx ≤ Cr−2
∫
Br(y)\Br/2(y)
|x− y|2(2−d) dx ≤ Cr2−d.
Therefore, for all 0 < ǫ < r/6, we have
‖∇N ǫ(·, y)‖L2(Ω\Br(y)) ≤ Cr(2−d)/2.
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In the case when ǫ ≥ r/6, we obtain from (2.26) that
‖∇N ǫ(·, y)‖L2(Ω\Br(y)) ≤ ‖∇N ǫ(·, y)‖L2(Ω) ≤ Cr(2−d)/2.
By combining the above two inequalities, we obtain
‖∇N ǫ(·, y)‖L2(Ω\Br(y)) ≤ Cr(2−d)/2, ∀r ∈ (0, dy/2), ∀ǫ > 0. (2.33)
Observe that (2.31) also implies
‖N ǫ(·, y)‖L2d/(d−2)(Ω\Br(y)) ≤ Cr(2−d)/2, ∀ǫ ∈ (0, r/6).
On the other hand, if ǫ ≥ r/6, then (2.26) implies
‖N ǫ(·, y)‖L2d/(d−2)(Ω\Br(y)) ≤ C‖N ǫ(·, y)‖W 1,2(Ω) ≤ Cr(2−d)/2.
By combining the above two estimates, we obtain
‖N ǫ(·, y)‖L2d/(d−2)(Ω\Br(y)) ≤ Cr(2−d)/2, ∀r ∈ (0, dy/2), ∀ǫ > 0. (2.34)
From the obvious fact that dy/2 and dy are comparable to each other, we find by (2.33) and
(2.34) that for all 0 < r < dy and ǫ > 0, we have
‖N ǫ(·, y)‖L2d/(d−2)(Ω\Br(y)) + ‖∇N ǫ(·, y)‖L2(Ω\Br(y)) ≤ Cr(2−d)/2. (2.35)
From (2.35) it follows that (see [13, pp. 147–148])
|{x ∈ Ω : |N ǫ(x, y)| > t}| ≤ Ct−d/(d−2), ∀t > d2−dy , ∀ǫ > 0, (2.36)
|{x ∈ Ω : |∇xN ǫ(x, y)| > t}| ≤ Ct−d/(d−1), ∀t > d1−dy , ∀ǫ > 0. (2.37)
It is routine to derive the following strong type estimates from the above weak type estimates
(2.36) and (2.37) (see, for instance, [13, p. 148]):
‖N ǫ(·, y)‖Lp(Br(y)) ≤ Cr2−d+d/p, ∀r ∈ (0, dy), ∀ǫ > 0, ∀p ∈ [1, dd−2), (2.38)
‖∇N ǫ(·, y)‖Lp(Br(y)) ≤ Cr1−d+d/p, ∀r ∈ (0, dy), ∀ǫ > 0, ∀p ∈ [1, dd−1). (2.39)
From (2.33), (2.38), and (2.39), it follows that there exists a sequence {ǫn}∞n=1 tending to
zero and a function N(·, y) such that N ǫn(·, y) converges to N(·, y) weakly in W 1,p(Br(y))
for 1 < p < d/(d− 1) and all r ∈ (0, dy) and also that N ǫn(·, y) converges to N(·, y) weakly
in W 1,2(Ω \ Br(y)) for all r ∈ (0, dy); see [13, p. 159] for the details. Then it is routine to
check that N(·, y) satisfies the properties i) and ii) at the beginning of Section 2.2, and also
the estimates i) – v) in the theorem; see [13, Section 4.1].
We now turn to the pointwise bound for N(x, y). For any x ∈ Ω such that 0 < |x− y| <
dy/2, set R := 2|x−y|/3. Notice that (2.35) implies that N(·, y) ∈W 1,2(BR(x)) and satisfies
−LN(·, y) = 0 weakly in BR(x). Then, by (2.19) in Lemma 2.2 and the estimate ii) in the
theorem, we have
|N(x, y)| ≤ CR−d‖N(·, y)‖L1(BR(x)) ≤ CR−d‖N(·, y)‖L1(B3R(y)) ≤ C|x− y|2−d.
We have thus shown that the estimate vi) in the theorem holds. Then, it is routine to
see that the estimate vii) in the theorem follows from (2.18) in Lemma 2.2 and the above
estimate.
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Next, let x ∈ Ω \ {y} be fixed but arbitrary, and let N˜ ǫ′(·, x) ∈ W 1,2(Ω;C) be the
averaged Neumann function of the adjoint operator L∗ in Ω, where 0 < ǫ′ < dx. Then we
have ∫
Ω
(γ∇N˜ ǫ′(z, x) · ∇ψ(z)− ikN˜ ǫ′(z, x)ψ(z)) dz =
∫
Ω∩Bǫ′ (x)
Φǫ′(z)ψ(z) dz, (2.40)
for all ψ ∈ W 1,2(Ω;C). By setting φ = N˜ ǫ′(·, x) in (2.25) and ψ = N ǫ(·, y) in (2.40) and
then taking complex conjugate, we obtain∫
Ω∩Bǫ′ (x)
Φǫ′N
ǫ(·, y) dz =
∫
Ω∩Bǫ(y)
ΦǫN˜ ǫ
′(·, x) dz.
Let N∗(·, x) be a Neumann function of L∗ in Ω obtained from N˜ ǫm(·, x), where {ǫm}∞m=1 is
a sequence tending to 0. Then, by following the same steps as in [13, p. 151], we conclude
N(x, y) = N∗(y, x),
which obviously implies the identity (2.22). We remark that by following similar lines of
reasoning as in [13, p. 151], we find
N ǫ(x, y) = ǫ−d
∫
Ω
Φ
(
z − y
ǫ
)
N(x, z) dz,
and thus we have in fact the following pointwise convergence:
lim
ǫ→0
N ǫ(x, y) = N(x, y), ∀x, y ∈ Ω, x 6= y. (2.41)
Now, let u be the unique solution in W 1,2(Ω;C) of problem (2.12) with f ∈ C∞c (Ω;C).
By Lemma 2.2, we find that u is continuous in Ω. By setting w = N ǫ(·, y) in (2.27) and
setting φ = u in (2.25), we get∫
Ω
N ǫ(x, y)f(x) dx =
∫
Ω∩Bǫ(y)
Φǫudx.
We take the limit ǫ→ 0 above and then take complex conjugate to get
u(y) =
∫
Ω
N(x, y)f(x) dx,
which is equivalent to (2.11). We have shown that N(x, y) satisfies the property iii) in
Section 2.2, and thus that N(x, y) is the unique Neumann function of the operator L in Ω.
Finally, let f ∈ Lq(Ω;C) with q > d/2 and g ∈ L2(∂Ω;C), and let u be the unique weak
solution in W 1,2(Ω;C) of problem (2.8); see Section 2.1. Then u satisfies the identity (2.9).
By setting v = N˜ ǫ
′
(·, x) in (2.9) and setting ψ = u in (2.40), we get∫
Ω
(
N˜ ǫ′(z, x)−∇N˜ ǫ′(z, x)
)
f(z) dz +
∫
∂Ω
N˜ ǫ′(z, x)g(z) dσ(z) =
∫
Ω∩Bǫ′ (x)
Φǫ′u dz.
By Lemma 2.2, we again find that u is Ho¨lder continuous in Ω. Then by proceeding similarly
as above and using (2.22), we obtain
u(x) =
∫
Ω
(N(x, y)f(y)−∇yN(x, y) · F (y)) dy +
∫
Ω
N(x, y)g(y) dσ(y),
which is the formula (2.23). The proof is complete. ✷
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2.5 Lp estimates
We now assume that Ω is a bounded C1 domain. In the following lemma we obtain Lp
estimates for the operator L with uniformly continuous coefficient γ.
Lemma 2.4 Let Ω ⊂ Rd be a bounded C1 domain and assume that γ ∈ C0(Ω). Let q ∈ (1, d),
p ∈ (1,∞), and s = min(q∗, p), where q∗ = dq/(d − q). For each f ∈ Lq(Ω;C) and
F ∈ Lp(Ω;Cd), there is a unique weak solution u ∈W 1,s(Ω) to{
−Lu = f +∇ · F in Ω,
(γ∇u+ F ) · n = 0 on ∂Ω. (2.42)
Moreover, the following estimate holds:
‖u‖W 1,s(Ω) ≤ C
(‖f‖Lq(Ω) + ‖F‖Lp(Ω)) , (2.43)
where C depends on d, ν, k0, p, q,Ω, and θ.
Proof. Note that in the case when f ≡ 0, the proof for estimate (2.43) reduces to
‖u‖W 1,p(Ω) ≤ C‖F‖Lp(Ω). (2.44)
In this case the proof for the existence and uniqueness of weak solution u ∈W 1,p(Ω) as well
as the estimate (2.44) follow essentially from the same argument as in [17].
We consider the case when f is not identically zero. Observe that Lq(Ω) ⊂ W−1,q∗0 (Ω)
with the estimate
‖f‖W−1,q∗ (Ω) ≤ C‖f‖Lq(Ω), where C = C(d,Ω).
Then by [8, Corollary 9.3], there exists a unique weak solution v inW 1,q
∗
(Ω) of the Neumann
problem 
∆v = f −
1
|Ω|
∫
Ω
f dy in Ω,
∂v/∂n = 0 on ∂Ω,
where |Ω| is the volume of Ω. Moreover, v satisfies the estimate
‖∇v‖Lq∗ (Ω) ≤ C‖f −
1
|Ω|
∫
Ω
f dy‖
W−1,q
∗
0 (Ω)
≤ C‖f‖Lq(Ω). (2.45)
Then, we apply estimate (2.44) with F +∇v+( 1d|Ω|
∫
Ω f dy)x and s in place of F and p,
respectively, and use Ho¨lder’s inequality to get estimate (2.43). ✷
We denote by Lp,∞(Ω) the usual weak Lp space. The following lemma is a variant of
Lemma 2.4 in the weak Lebesgue spaces.
Lemma 2.5 Let Ω ⊂ Rd be a bounded C1 domain and assume that γ ∈ C0(Ω). Let q ∈
(1, d), p ∈ (1,∞), and s = min(q∗, p), where q∗ = dq/(d − q). If f ∈ Lq,∞(Ω;C) and
F ∈ Lp,∞(Ω;Cd), there is a weak solution u of problem (2.42) that satisfies an estimate
‖∇u‖Ls,∞(Ω) ≤ C
(‖f‖Lq,∞(Ω) + ‖F‖Lp,∞(Ω)) ,
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and, for s < d, the following estimate as well:
‖u‖Ls∗,∞(Ω) ≤ C
(‖f‖Lq,∞(Ω) + ‖F‖Lp,∞(Ω)) .
Moreover, there is uniqueness of weak solutions to (2.42) in the sense that if u˜ is a solution
in W 1,t(Ω) for some t > 1, then u = u˜.
Proof. The lemma follows immediately from Lemma 2.4 by applying [7, Lemma 1] to the
solution operator T : F 7→ u as well as to the map f 7→ v in (2.45). ✷
Lemma 2.6 Let Ω and γ satisfy the same assumptions as in Lemma 2.4. There exists a
constant C1 > 0 such that the following holds: For any f ∈ C∞c (Ω;C), let u ∈W 1,2(Ω;C) be
the unique weak solution of{
−Lu = f in Ω
γ∇u · n = 0 on ∂Ω or
{
−L∗u = f in Ω
γ∇u · n = 0 on ∂Ω.
Then for all x ∈ Ω and 0 < R < diam(Ω), we have
‖u‖L∞(Ω∩BR/2(x)) ≤ C1
(
R−d/2‖u‖L2(Ω∩BR(x)) + R2‖f‖L∞(Ω∩BR(x))
)
.
The constant C1 depends on d, ν,Ω, and θ.
Proof. We will only consider the case when u is a weak solution of −Lu = f with zero
conormal data. By Lemma 2.4, we find that u ∈ W 1,p(Ω) for all p ∈ (1,∞) and
‖∇u‖Lp(Ω) ≤ C‖f‖Lpd/(p+d)(Ω) ≤ C‖f‖L∞(Ω).
Let v = ζu, where ζ : Rd → R is a smooth function to be chosen later. Observe that v is a
weak solution of the problem {
−Lv = f˜ +∇ · F˜ in Ω,
(γ∇v + F˜ ) · n = 0 on ∂Ω,
where
f˜ := ζf − γ∇ζ · ∇u, F˜ := −γu∇ζ.
Let x ∈ Ω and 0 < R < diam(Ω) be arbitrary but fixed. For any y ∈ Ω ∩ BR(x) and
0 < ρ < r ≤ R, we choose the function ζ to be such that
0 ≤ ζ ≤ 1, supp ζ ⊂ Br(y), ζ ≡ 1 on Bρ(y), and |∇ζ| ≤ 2/(r − ρ).
For any p ∈ (1,∞), we set q = pd/(p + d) and apply Lemma 2.4 together with Ho¨lder’s
inequality to get
‖∇u‖Lp(Ωρ) ≤ C
(
r1+d/p‖f‖L∞(Ωr) + (r − ρ)−1‖∇u‖Lpd/(p+d)(Ωr) + (r − ρ)−1‖u‖Lp(Ω)
)
,
(2.46)
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where we use the notation Ωr = Ωr(y) = Ω ∩ Br(y). Now, fix p > d, and let m =
[d(1/2− 1/p)],
pj =
pd
d+ pj
and rj = ρ+
(r − ρ)j
m
, j = 0, . . . ,m.
Then we apply (2.46) iteratively to get
‖∇u‖Lp(Ωρ) ≤
m∑
j=1
Cj
(
m
r − ρ
)j−1
r
1+d/pj−1
j ‖f‖L∞(Ωrj )
+
m∑
j=1
Cj
(
m
r − ρ
)j
‖u‖Lpj−1(Ωrj ) + Cm
(
m
r − ρ
)m
‖∇u‖Lpm(Ωrm ).
Notice that 1 < pm ≤ 2. By using Ho¨lder’s inequality we then obtain
ρ−d(1/2−1/p)‖∇u‖L2(Ωρ) ≤ C
(
r
r − ρ
)m−1
r1+d/p‖f‖L∞(Ωr)
+ C
(
r
r − ρ
)m
r−1‖u‖Lp(Ωr) + C
(
r
r − ρ
)m
rd(1/p−1/2)‖∇u‖L2(Ωr).
If we take r = R/4 and ρ < r/2 = R/4 in the above, then for all y ∈ ΩR/4(x), we get
(
ρ−(d−2+2(1−d/p))
∫
Ωρ(y)
|∇u|2 dz
)1/2
≤ CR1+d/p‖f‖L∞(ΩR(x))
+ CR−1‖u‖Lp(ΩR(x)) + CRd(1/p−1/2)‖∇u‖L2(ΩR/2(x)) =: A(R). (2.47)
Hereafter in the proof, we shall denote ΩR = ΩR(x). Then by Morrey-Campanato’s theorem
(see [11, Section 3.1]), for all z, z′ ∈ ΩR/4, we have
|u(z)− u(z′)| ≤ CR1−d/pA(R),
where A(R) is as defined in (2.47). Therefore, for any z ∈ ΩR/4 we have
|u(z)| ≤ |u(z′)|+ |u(z)− u(z′)| ≤ |u(z′)|+ CR1−d/pA(R), ∀z′ ∈ ΩR/4.
By taking average over z′ ∈ ΩR/4 in the above and using the definition of A(R), we obtain
sup
ΩR/4
|u| ≤ 1
ΩR/4|
∫
ΩR/4
|u(z′)| dz′+CR2‖f‖L∞(ΩR)+CR−d/p‖u‖Lp(ΩR)+CR1−d/2‖∇u‖L2(ΩR/2).
Then by using Ho¨lder’s inequality and Caccioppoli’s inequality, we get
sup
ΩR/4
|u| ≤ CR2‖f‖L∞(ΩR) + CR−d/p‖u‖Lp(ΩR) + CR−d/2‖u‖L2(ΩR).
By using a standard argument (see [11, pp. 80–82]), we derive from the above inequality
sup
ΩR/2
|u| ≤ CR2‖f‖L∞(ΩR) + CR−d/2‖u‖L2(ΩR).
The proof is complete. ✷
16
2.6 Global estimates for Neumann function
The next theorem provides global pointwise bound for the Neumann function N .
Theorem 2.7 Let Ω ⊂ Rd be a bounded C1 domain and assume that γ ∈ C0(Ω). Let
N(x, y) be the Neumann function of L in Ω as constructed in Theorem 2.3. Then we have
the following global pointwise bound for the Neumann function:
|N(x, y)| ≤ C|x− y|2−d for all x, y ∈ Ω with x 6= y, (2.48)
where C depends on d, ν,Ω, and θ. Moreover, for all y ∈ Ω and 0 < r < diam(Ω), we have
i) ‖N(·, y)‖L2d/(d−2)(Ω\Br(y)) + ‖∇N(·, y)‖L2(Ω\Br(y)) ≤ Cr1−d/2.
ii) ‖N(·, y)‖Lp(Ω∩Br(y)) ≤ Cr2−d+d/p for p ∈ [1, dd−2 ).
iii) |{x ∈ Ω : |N(x, y)| > t}| ≤ Ct−d/(d−2) for all t > 0.
iv) ‖∇N(·, y)‖Lp(Ω∩Br(y)) ≤ Cr1−d+d/p for p ∈ [1, dd−1).
v) |{x ∈ Ω : |∇xN(x, y)| > t}| ≤ Ct−d/(d−1) for all t > 0.
vi) |N(x, y) − N(x′, y)| ≤ C|x − x′|λ0 |x − y|2−d−λ0 if |x − x′| < |x − y|/2 for some
λ0 ∈ (0, 1).
In the above, C is a constant depending on d, ν, k0,Ω, and θ; it depends on p as well in ii)
and iv). Estimates i) – vi) are also valid for the Neumann function N∗(x, y) of the adjoint
L∗.
Proof. Let y ∈ Ω be arbitrary, but fixed. Assume that f ∈ C∞c (Ω;C) is supported in
ΩR(y) = Ω ∩BR(y) and let u be the unique weak solution in W 1,2(Ω;C) of problem (2.12).
Then we have the identities (2.27) and (2.28) as in the proof of Theorem 2.3. Also, we have
estimate (2.29), and thus by Sobolev embedding theorem, we get
‖u‖L2d/(d−2)(Ω) ≤ C‖f‖L2d/(d+2)(Ω) ≤ CR(2+d)/2‖f‖L∞(ΩR(y)), (2.49)
where C = C(d, ν,Ω). Then by Lemma 2.6 and (2.49), we obtain
‖u‖L∞(ΩR/2(y)) ≤ CR2‖f‖L∞(ΩR(y)). (2.50)
Hence, by (2.28) and (2.50), we conclude that∣∣∣∣∣
∫
ΩR(y)
N ǫ(x, y)f(x) dx
∣∣∣∣∣ ≤ CR2‖f‖L∞(ΩR(y)), ∀f ∈ C∞c (ΩR(y);C), ∀ǫ ∈ (0, R/2).
(2.51)
Therefore, by duality, we conclude from (2.51) that
‖N ǫ(·, y)‖L1(ΩR(y)) ≤ CR2, ∀ǫ ∈ (0, R/2). (2.52)
Next, recall that the v = N ǫ(·, y) is the unique weak solution in W 1,2(Ω;C) of problem
(2.24). Let x ∈ Ω, r > 0, and ǫ > 0 be such that Bǫ(y) ∩ Br(x) = ∅. Then Lemma 2.6
implies that
‖N ǫ(·, y)‖L∞(Ωr/2(x)) ≤ Cr−d/2‖N ǫ(·, y)‖L2(Ωr(x)). (2.53)
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By a standard iteration argument (see [11, pp. 80–82]), we then obtain from (2.53) that
‖N ǫ(·, y)‖L∞(Ωr/2(x)) ≤ Cr−d‖N ǫ(·, y)‖L1(Ωr(x)). (2.54)
Now, for any x ∈ Ω \ {y}, take R = 3r = 3|x− y|/2. Then by (2.54) and (2.52), we obtain
for all ǫ ∈ (0, r) that
|N ǫ(x, y)| ≤ Cr−d‖N ǫ(·, y)‖L1(Ωr(x)) ≤ Cr−d‖N ǫ(·, y)‖L1(Ω3r(y)) ≤ C|x− y|2−d.
Therefore, by using (2.41), we may take the limit ǫ→ 0 in the above and obtain (2.48).
To derive estimates i) – vi) in the theorem, we need to repeat some steps in the proof
of Theorem 2.3 with a little modification. Let v = N ǫ(·, y), where 0 < ǫ < min(dy , r)/6 and
0 < r < diam(Ω). Let η be a smooth function on Rd satisfying the conditions (2.32). We
set φ = η2v in (2.25) and obtain∫
Ω
(γη2∇v · ∇v + ikvv) dx+
∫
Ω
2ηγv∇v · ∇η dx = 0,
where we used the fact that η2Φǫ ≡ 0. By using Cauchy’s inequality we get∫
Ω
η2|∇N ǫ(·, y)|2 dx ≤ C
∫
Ω
|∇η|2|N ǫ(·, y)|2 dx.
By using the pointwise bound for N ǫ(x, y) obtained above, we get∫
Ω\Br(y)
|∇N ǫ(·, y)|2 dx ≤ Cr−2
∫
Br(y)\Br/2(y)
|x− y|4−2d dx ≤ Cr2−d.
By taking the limit ǫ→ 0 in the above, we get
‖∇N(·, y)‖L2(Ω\Br(y)) ≤ Cr(2−d)/2, 0 < ∀r < diam(Ω).
Observe that the pointwise bound (2.48) together with the above estimate yields
‖N(·, y)‖L2d/(d−2)(Ω\Br(y)) + ‖∇N(·, y)‖L2(Ω\Br(y)) ≤ Cr(2−d)/2, 0 < ∀r < diam(Ω),
(2.55)
where C depends on d, ν,Ω, and θ.
By following literally the same steps used in deriving (2.36) – (2.39) from (2.35), and
using the fact that |Ω| <∞, we obtain estimates i) – v) from (2.48) and (2.55).
Finally, we remark that the proof of Lemma 2.6 in fact implies that there exist constants
λ0 ∈ (0, 1] and C1 > 0, which depend on d, ν,Ω, and θ, such that for all x ∈ Ω and
0 < R < diam(Ω), the following holds: Let u be a weak solution in W 1,2(ΩR(x)) of either
−Lu = 0 in Ω ∩BR(x), γ∇u · n = 0 on ∂Ω ∩BR(x)
or − L∗u = 0 in Ω ∩BR(x), γ∇u · n = 0 on ∂Ω ∩BR(x),
then we have
Rλ0 [u]0,λ0;ΩR/2 ≤ C1R−d/2‖u‖L2(ΩR).
By utilizing the above estimate and modifying the proof for estimate vii) in Theorem 2.3,
we have vi), and the proof is complete. ✷
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2.7 Proof of Theorem 2.1
We are now ready to prove Theorem 2.1.
Let u = N(·, y) − N0(·, y). Observe that Theorem 2.7 implies that u ∈ W 1,q(Ω) for
1 ≤ q < d/(d− 1), and also that we have∫
Ω
(γ∇u∇φ+ ikuφ) dx =
∫
Ω
(γ − γ0)∇N0(·, y)∇φdx, ∀φ ∈ C∞(Ω;C).
In other words, u is a weak solution in W 1,q(Ω) of the problem{
−Lu = −∇ · F in Ω,
(γ∇u+ F ) · n = 0 on ∂Ω,
where F = (γ − γ0)∇N0(·, y).
Note that
|∇xN0(x, y)| ≤ C|x− y|1−d, ∀x, y ∈ Ω, x 6= y. (2.56)
Indeed, for any x ∈ Ω with x 6= y, we set R = |x− y|/2 and apply (2.16) and estimate i) in
Theorem 2.7 to obtain
|∇xN0(x, y)| ≤ CR−d/2‖∇N0(·, y)‖L2(Ω\BR(y)) ≤ CR1−d,
which obviously implies (2.56). Moreover, by repeating the same argument, we have
|∇kxN0(x, y)| ≤ C|x − y|2−d−k, ∀x, y ∈ Ω, x 6= y, k = 1, 2, . . . . (2.57)
We then obtain
|F (x)| ≤ C[γ]0,λ;Ω |x− y|−d/α, ∀x ∈ Ω, x 6= y, (2.58)
where α = d/(d−1−λ), and hence F ∈ Lq(Ω) for all q < α. It then follows from Lemma 2.4
that u ∈ W 1,q(Ω) for all q ∈ (1, α). In fact, by Lemma 2.5 we have
‖u‖Lα∗,∞(Ω) + ‖∇u‖Lα,∞(Ω) ≤ C. (2.59)
Let v = ζu, where ζ : Rd → R is a smooth function to be fixed later. Observe that v is
a weak solution of the problem{
−Lv = f˜ +∇ · F˜ in Ω,
(γ∇v + F˜ ) · n = 0 on ∂Ω,
where
f˜ := −∇ζ · F − γ∇ζ · ∇u, F˜ := ζF − γu∇ζ.
Notice that if ζ ≡ 0 on a neighborhood of y, then we have f˜ ∈ Lq(Ω) and F˜ ∈ Lq∗(Ω) for all
q ∈ (1, α). By Lemma 2.4, we have v ∈W 1,q∗(Ω) and thus, we find that u ∈W 1,q∗loc (Ω\ {y}).
By repeating the above argument, if necessary, we conclude that u ∈W 1,sloc (Ω\{y}) for some
s > d, and thus we have u ∈ L∞loc(Ω \ {y}).
Next, for x ∈ Ω with x 6= y, let R = |x−y|/2. For any x′ ∈ Ω∩BR(x) and 0 < ρ < r ≤ R,
we choose the function ζ to be such that
0 ≤ ζ ≤ 1, supp ζ ⊂ Br(x′), ζ ≡ 1 on Bρ(x′), and |∇ζ| ≤ 2/(r − ρ).
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Notice that for all q ∈ (1, d), we have the following estimates, where we write Ωρ = Ωρ(x′) =
Ω ∩Bρ(x′) for the simplicity of notation,
‖∇u‖Lq∗,∞(Ωρ) ≤ ‖∇v‖Lq∗,∞(Ω),
‖∇ζ · F‖Lq,∞(Ω) ≤ ‖∇ζ‖L∞‖F‖Lq,∞(Ωr) ≤ C(r − ρ)−1rd/q‖F‖L∞(Ωr),
‖∇ζ · ∇u‖Lq,∞(Ω) ≤ ‖∇ζ‖L∞‖∇u‖Lq,∞(Ωr) ≤ C(r − ρ)−1‖∇u‖Lq,∞(Ωr),
‖ζF‖Lq∗,∞(Ω) ≤ ‖F‖Lq∗,∞(Ωr) ≤ Crd/q−1‖F‖L∞(Ωr),
‖u∇ζ‖Lq∗,∞(Ω) ≤ ‖∇ζ‖L∞‖u‖Lq∗,∞(Ωr) ≤ C(r − ρ)−1‖u‖Lq∗,∞(Ωr).
Therefore, by Lemma 2.5 applied to v, we have for all t ∈ (d/(d− 1),∞)
‖∇u‖Lt,∞(Ωρ) ≤ C
(
(r − ρ)−1r1+d/t‖F‖L∞(Ωr) + (r − ρ)−1‖∇u‖Ltd/(t+d),∞(Ωr)
+rd/t‖F‖L∞(Ωr) + (r − ρ)−1‖u‖Lt,∞(Ωr)
)
. (2.60)
Now, fix s > d and let m = [d(1/α− 1/s)],
sj =
sd
d+ sj
and rj = ρ+
(r − ρ)j
m
, j = 0, . . . ,m.
Recall that if E is a bounded set and 0 < q < p <∞, then
‖f‖Lq,∞(E) ≤ ‖f‖Lq(E) ≤
√
p
p− q |E|
1/q−1/p ‖f‖Lp,∞(E). (2.61)
With the aid of (2.61), we apply (2.60) repeatedly and argue as in the proof of Lemma 2.6
to obtain
ρ−d(1/2−1/s)‖∇u‖L2(Ωρ) ≤ C
(
r
r − ρ
)m
rd/s‖F‖L∞(Ωr) + C
(
r
r − ρ
)m−1
rd/s‖F‖L∞(Ωr)
+ Cr−1
(
r
r − ρ
)m
‖u‖Ls(Ωr) + C
(
r
r − ρ
)m
rd(1/s−1/α)‖∇u‖Lα,∞(Ωr).
If we take r = R/4 and ρ < r/2 = R/4 in the above, then for all x′ ∈ ΩR/4(x), we get
(
ρ−(d−2+2(1−d/s))
∫
Ωρ(x′)
|∇u|2 dz
)1/2
≤ CRd/s‖F‖L∞(ΩR(x))
+ CR−1‖u‖Ls(ΩR(x)) + CRd(1/s−1/α)‖∇u‖Lα,∞(Ω), (2.62)
which is analogous to (2.47) in the proof of Lemma 2.6. Then by utilizing (2.59) and
proceeding as in the proof of Lemma 2.6, we obtain
sup
ΩR/4
|u| ≤ CR−d‖u‖L1(ΩR) + CR‖F‖L∞(ΩR) + CR1−d/α, ΩR = ΩR(x).
By Lemma 2.5 and (2.61) again, we get
‖u‖L1(ΩR) ≤ CR2+λ‖u‖Ls∗,∞(ΩR) ≤ CR2+λ.
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Combining the above two inequalities and using (2.58), we get
|N(x, y)−N0(x, y)| = |u(x)| ≤ CR2−d+λ + CR1−d/α ≤ C|x− y|2−d+λ.
This completes the proof of (2.2).
Next, we turn to the proof of (2.3). Let u = N(·, y)−N0(·, y) as before. Observe that u
satisfies
−L0u = ∇ · (F + (γ − γ0)∇u) in Ω.
Let x ∈ Ω satisfy 0 < |x− y| < dy/2 and let R = |x− y|/2 as before. For any x′ ∈ BR/2(x)
and 0 < r ≤ R/2, let w be the unique weak solution in W 1,20 (Br(x′)) of the problem{
−γ0∆w = −iku+∇ · (F + (γ − γ0)∇u) in Br(x′),
w = 0 on ∂Br(x
′).
Then w satisfies the following identity:∫
Br(x′)
γ0∇w · ∇w dz = −
∫
Br(x′)
(ikuw − (F − Fr) · ∇w − (γ − γ0)∇u · ∇w) dz, (2.63)
where we use the notation
Fr = Fx′,r =
1
|Br(x′)|
∫
Br(x′)
F dz.
Notice that by Ho¨lder’s inequality and the Sobolev inequality, we have∣∣∣∣∣
∫
Br(x′)
ikuw
∣∣∣∣∣ ≤ Ck
(∫
Br(x′)
|u|2d/(d+2)
)(d+2)/2d(∫
Br(x′)
|∇w|2
)1/2
≤ Ckr(d+2)/2‖u‖L∞(BR)
(∫
Br(x′)
|∇w|2
)1/2
.
Also, by Ho¨lder’s inequality, we have∣∣∣∣∣
∫
Br(x′)
(F − Fr) · ∇w
∣∣∣∣∣ ≤
(∫
Br(x′)
|F − Fr|2
)1/2(∫
Br(x′)
|∇w|2
)1/2
≤ [F ]0,λ;BRrλ|Br|1/2
(∫
Br(x′)
|∇w|2
)1/2
≤ C[F ]0,λ;BRrλ+d/2
(∫
Br(x′)
|∇w|2
)1/2
.
Similarly, we estimate∣∣∣∣∣
∫
Br(x′)
(γ − γ0)∇u · ∇w
∣∣∣∣∣ ≤ ‖γ − γ0‖L∞(Br(x′))
(∫
Br(x′)
|∇u|2
)1/2(∫
Br(x′)
|∇w|2
)1/2
≤ [γ]0,λ;BRrλ
(∫
Br(x′)
|∇u|2
)1/2(∫
Br(x′)
|∇w|2
)1/2
.
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Therefore, by using Cauchy’s inequalities, we derive from (2.63) and the above estimates
that∫
Br(x′)
|∇w|2 dz ≤ Ck2rd+2‖u‖2L∞(BR) + Crd+2λ[F ]20,λ;BR + Cr2λ[γ]20,λ;BR
∫
Br(x′)
|∇u|2 dz,
(2.64)
where we use abbreviation BR = BR(x).
Notice that v = u− w satisfies
∆v = 0 in Br(x
′).
By well-known estimates for harmonic functions (see, for instance, [10, p. 78]), we get∫
Bρ(x′)
|∇v − (∇v)ρ|2 dz ≤ C(ρ/r)d+2
∫
Br(x′)
|∇v − (∇v)r |2 dz, ∀ρ ∈ (0, r).
Then by using the triangle inequality, we get for all 0 < ρ < r that∫
Bρ(x′)
|∇u − (∇u)ρ|2 dz ≤ 2
∫
Bρ(x′)
|∇v − (∇v)ρ|2 dz + 2
∫
Bρ(x′)
|∇w − (∇w)ρ|2 dz
≤ C(ρ/r)d+2
∫
Bρ(x′)
|∇v − (∇v)r |2 dz + 2
∫
Bρ(x′)
|∇w|2 dz
≤ C(ρ/r)d+2
∫
Bρ(x′)
|∇u− (∇u)r|2 dz + C
∫
Br(x′)
|∇w|2 dz,
where we have used the well known fact that
inf
c∈R
∫
Br(x)
|f − c|2 dz =
∫
Br(x)
|f − fr|2 dz.
By combining the above inequality and (2.64), we get for all 0 < ρ < r that
∫
Bρ(x′)
|∇u − (∇u)ρ|2 dz ≤ C
(ρ
r
)d+2 ∫
Br(x′)
|∇u − (∇u)r|2 dz
+ Ck2rd+2‖u‖2L∞(BR) + Crd+2λ[F ]20,λ;BR + Cr2λ[γ]20,λ;BR
∫
Br(x′)
|∇u|2 dz. (2.65)
On the other hand, by setting ǫ = d/s and ρ = r in (2.62), we get
(
r−(d−2ǫ)
∫
Br(x′)
|∇u|2 dz
)1/2
≤ CRǫ‖F‖L∞(BR) + CRǫ−1‖u‖L∞(BR) + CRǫ−d/α.
Combining the above inequalities, for all x′ ∈ BR/2(x) and 0 < ρ < r ≤ R/2, we get
∫
Bρ(x′)
|∇u−(∇u)ρ|2 ≤ C
(ρ
r
)d+2 ∫
Br(x′)
|∇u−(∇u)r|2+Ck2rd+2‖u‖2L∞(BR)+C[F ]20,λ;BR rd+2λ
+ C[γ]20,λ;BR r
d+2λ−2ǫ
(
Rǫ‖F‖L∞(BR) +Rǫ−1‖u‖L∞(BR) +Rǫ−d/α
)2
.
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By Campanato’s iteration lemma, for all x′ ∈ BR/2(x) and 0 < r ≤ R/2, we have
∫
Br(x′)
|∇u−(∇u)r|2 ≤ C
( r
R
)d+2β ∫
BR
|∇u|2+Ck2rd+2βR2−2β‖u‖2L∞(BR)+C[F ]20,λ;BR R2λ−2βrd+2β
+ C[γ]20,λ;BR r
d+2βR2λ−2β
(
‖F‖L∞(BR) + R−1‖u‖L∞(BR) +R−d/α
)2
,
where we set β := λ− ǫ ∈ (0, 1). Therefore, by Campanato’s theorem, we obtain
Rβ[∇u]0,β;BR/2 ≤ CR−d/2‖∇u‖L2(BR) + CkR‖u‖L∞(BR) + CRλ[F ]0,λ;BR
+ C[γ]0,λ;BRR
λ
(
‖F‖L∞(BR) +R−1‖u‖L∞(BR) +R−d/α
)
.
By Caccioppoli’s inequality, we estimate
‖∇u‖L2(BR) ≤ CR−1‖u‖L2(B3R/2) + C‖F‖L2(B3R/2) ≤ CRd/2R1−d+λ.
Also, observe that
[F ]0,λ;BR ≤ Rλ[γ]0,λ;BR [∇N0(·, y)]0,λ;BR + [γ]0,λ;BR‖∇N0(·, y)‖L∞(BR) ≤ CR1−d,
where C depends on d, ν, λ,Ω, and [γ]0,λ;Ω. Therefore,
Rβ [∇u]0,β;BR/2 ≤ C
(
R1−d+λ + kR3−d+λ +R1−d+2λ
) ≤ CR1−d+λ(1 + kR2), (2.66)
where we used the assumption that Ω is bounded in the last step. By proceeding as in the
proof of Lemma 2.6, we derive from (2.66) that
sup
BR/4
|∇u| ≤ CR1−d+λ(1 + kR2).
This completes the proof of (2.3).
Now, let us assume that γ ∈ C1,λ(Ω). Let x ∈ Ω satisfy 0 < |x − y| < dy/2. We again
set R = |x− y|/2 and write BR = BR(x). Observe that u satisfies
−γ∆u = f in BR,
where
f := ∇γ · ∇u− iku+ ikγ−10 (γ − γ0)N0(·, y) +∇γ · ∇N0(·, y).
We claim that f ∈ C0,λ(BR). Indeed, observe that by feeding estimate (2.3) back to (2.65)
and repeating the above steps, we obtain an improved version of estimate (2.66), namely,
[∇u]0,λ;BR/2 ≤ CR1−d(1 + kR2).
Therefore, we obtain
[∇γ · ∇u]0,λ;BR ≤ [∇γ]0,λ;Ω‖∇u‖L∞(BR) + ‖∇γ‖L∞(Ω)[∇u]0,λ;BR
≤ CR1−d+λ(1 + kR2) + CR1−d(1 + kR2) ≤ CR1−d(1 + kR2),
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where we have used the assumption that Ω is bounded. Also, by taking s = d/(1 − λ) in
(2.62), we find that for all x′ ∈ BR/2 and ρ ≤ R/4, we have(
ρ−(d−2+2λ)
∫
Bρ(x′)
|∇u|2 dz
)1/2
≤ CR1−λ‖F‖L∞(BR)+CR−λ‖u‖L∞(BR)+CR2−d ≤ CR2−d.
From the above inequality and a standard covering argument, we find that
[iku]0,λ;BR = k[u]0,λ;BR ≤ CkR2−d.
In a similar fashion, with the aid of (2.57), we also estimate
[ikγ−10 (γ − γ0)N0(·, y)]0,λ;BR ≤ CkR2−d,
[∇γ · ∇N0(·, y)]0,λ;BR ≤ CR1−d−λ.
Combining all together, we find
[f ]0,λ;BR ≤ CR1−d(1 + kR2) + CkR2−d + CR1−d−λ ≤ CR−d(1 + kR2),
where we again used that diamΩ <∞. Then the interior Schauder estimate yields
[∇2u]0,λ;BR/2 ≤ C
(
[f ]0,λ;BR +R
−2−λ‖u‖L∞(BR)
) ≤ CR−d(1 + kR2).
On the other hand, by the standard L2 estimates, we have
‖∇2u‖L2(BR/2) ≤ C
(
R−1‖∇u‖L2(BR) + ‖∇u‖L2(BR) + ‖∇F‖L2(BR)
)
≤ C
(
(R−2 +R−1)‖u‖L2(B3R/2) + (R−1 + 1)‖F‖L2(B3R/2) + ‖∇F‖L2(BR)
)
≤ CRd/2R−d+λ(1 +R1−λ +R) ≤ CRd/2R−d+λ.
Therefore, we have
sup
BR/4
|∇2u| ≤ CR−d/2‖∇2u‖L2(BR/2) + CRλ[∇2u]0,λ;BR/2
≤ CR−d+λ + CR−d+λ(1 + kR2) ≤ CR−d+λ(1 + kR2).
We have thus proved (2.5). Finally, we prove (2.4) as follows. Notice that v := ∂u/∂xi, for
i = 1, . . . , d, satisfies
−Lv = ∇ · F˜ , where F˜ = (∂γ/∂xi)∇u + ∂F/∂xi.
Let R = |x− y|/2 as before and applying (2.19) in Lemma 2.2 to v, we obtain
sup
BR/2
|v| ≤ C
(
R−d/2‖∇u‖L2(BR) +R1−d/2‖F˜‖L2(BR)
)
.
Notice that
‖F˜‖L2(BR) ≤ C‖∇γ‖L∞(Ω)
(‖∇u‖L2(BR) + ‖∇N0(·, y)‖L2(BR) +R‖∇2N0(·, y)‖L2(BR))
≤ C‖∇u‖L2(BR) + CRd/2R1−d.
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On the other hand, by (2.62), we find
R−d/2‖∇u‖L2(BR) ≤ C
(
‖F‖L∞(B3R/2) +R−1‖u‖L∞(B3R/2) +R−d/α
)
≤ CR1−d+λ.
Combining together, we obtain
sup
BR/2
|∇u| ≤ C (R1−d+λ +R2−d+λ +R2−d) ≤ CR1−d+λ,
where C depends on ‖∇γ‖L∞(Ω) and diamΩ as well as on d, ν, k0, λ,Ω. This proves estimate
(2.4). The proof of Theorem 2.1 is now complete.
Remark 2.8 We remark that for z ∈ Ω fixed, we may choose ǫ = ǫ(z) > 0 so small that
for all y ∈ Bǫ(z), we have dy > 4ǫ. Then all x, y ∈ Bǫ(z) should satisfy the relation
|x − y| < dy/2, and hence (2.2)-(2.5) hold for all x, y ∈ Bǫ(z). We also note that in the
proof of (2.4), it is enough to assume that γ ∈ C1(Ω) not γ ∈ C1,λ(Ω). Also, if we assume
γ ∈ C2(Ω), then instead of (2.5), we have
|∇2xN(x, y)−∇2xN0(x, y)| ≤ C|x− y|−d+λ, ∀x ∈ Ω satisfying 0 < |x− y| < dy/2, (2.67)
where C depends on ‖γ‖C2(Ω) and diamΩ as well as on d, ν, k0, λ,Ω. The proof for (2.67)
is analogous to that for (2.4). Moreover, if d ≥ 4, then we may take γ = 1 in (2.2), (2.4),
and (2.67) since in that case, we may take α = d/(d− 2) < d in (2.59).
3 Applications to quantitative photo-acoustic imaging
In this section we deal with the problem of quantitative photo-acoustic imaging to recon-
struct the optical absorption coefficient from the absorbed energy density. The absorbed
energy density can be reconstructed using the measurements of the acoustic wave on the
boundary of the medium. See, for instance, [1, 21].
Reconstruction of the optical absorption coefficient, µa, from the absorbed energy density,
A(x), is subtle since µa is related to A(x) in a nonlinear and implicit way. In fact, µa is
related to A(x) by
A = µaΦ (3.1)
Here Φ is the light fluence which depends on the distribution of scattering and absorption
within Ω, as well as the light sources. Let µs be the scattering coefficient. The function Φ
is related to µa through the diffusion equation(
iω
c
+ µa(x) − 1
3
∇ · 1
µa(x) + µs(x)
∇
)
Φ(x) = 0 in Ω, (3.2)
with the boundary condition
1
3(µa(x) + µs(x))
∂Φ
∂ν
= g on ∂Ω, (3.3)
where g denotes the light source and ω is a given frequency. Equation (3.2) is derived
based on the diffusion approximation to the transport equation which holds when µs ≫ µa.
See, for instance, [4, 14]. Note that in [2], the boundary condition is a Robin boundary
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condition. However, it is easy to check that all the estimates derived in [2, Section 2] hold
for the Neumann boundary condition (3.3).
We restrict ourselves to the three-dimensional case and suppose that the medium contains
a small absorbing anomaly whose absorption coefficient is to be reconstructed. The small
unknown anomaly D is modeled as
D = z + ǫB, (3.4)
where z represents the location of D, B is a reference domain which contains the origin,
and ǫ is a small parameter representing the diameter of the anomaly. We assume that the
anomaly is away from the boundary ∂Ω, namely
dist(z, ∂Ω) ≥ C0 (3.5)
for some constant C0. Since D is small and absorbing, and the background absorption is
quite small compared to the scattering, we may assume that
µa(x) = µaχD(x) (3.6)
where µa is a constant and χD is the characteristic function of D. Then, (3.2) and (3.3)
may be approximated by

(
iω
c
+ µaχD(x)− 1
3
∇ · 1
µs(x)
∇
)
Φ(x) = 0 in Ω,
1
3µs(x)
∂Φ
∂ν
= g on ∂Ω.
(3.7)
Since D is small, we may regard Φ as a perturbation of Φ(0) which is the solution of

(
iω
c
− 1
3
∇ · 1
µs(x)
∇
)
Φ(0)(x) = 0 in Ω,
1
3µs(x)
∂Φ(0)
∂ν
= g on ∂Ω.
(3.8)
The reconstruction methods in [2] deeply rely on the following asymptotic formula Φ−
Φ(0), which was obtained under the assumption that µs is constant:
(Φ− Φ(0))(z) ≈ 3ǫ2µaµsΦ(0)(z)NˆB(0)− ǫµa
µs
SB [ν](0) · ∇Φ(0)(z), (3.9)
where NˆB be the Newtonian potential of B, which is given by
NˆB(x) :=
∫
B
Γ(x− y) dy, x ∈ R3, (3.10)
and SB is the single layer potential associated to B, which is given for a density ψ ∈ L2(∂B)
by
SB[ψ](x) :=
∫
∂B
Γ(x− y)ψ(y) dσ(y), x ∈ R3.
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Here Γ is the fundamental solution to the Laplacian in three dimensions, i.e.,
Γ(x) := − 1
4π|x| .
The purpose of this section is to show that the asymptotic expansion (3.9) holds even
when µs is variable. The following theorem holds.
Theorem 3.1 Let Ω be a bounded C1-domain in R3. Let D = z + ǫB, where B is a
bounded Lipschitz domain in R3 containing the origin. Suppose that µa is given by (3.6)
and µs ∈ C1,λ(Ω), λ ∈ (0, 1), and set µ¯s := µs(z). Then, as ǫ→ 0, we have
(Φ− Φ(0))(z) ≈ 3ǫ2µaµ¯sΦ(0)(z)NˆB(0)− ǫµa
µ¯s
SB [ν](0) · ∇Φ(0)(z), (3.11)
where the error term is less than
C
(
ǫ1+1/pµaµ¯
3/2
s (1 + ǫ
√
µ¯s)
(
ǫ2µaµ¯s +
µa
µ¯s
)
+ ǫ
√
µ¯s
(
ǫ2µaµ¯s + (
µa
µ¯s
)2
)
+ ǫ2µa
)
,
for p > 3 and some constant C depending on ||µs||C1,λ , λ,Ω, ω/c, and g.
Since the proof is essentially the same as that in [2], we only outline the proof without
much details.
Let N(x, y) be the Neumann function of the operator iωc − 13∇ · 1µs(x)∇ on Ω. Then one
can show by following the same lines of the proof of [2, Lemma 2.1] that for any x ∈ Ω,
(Φ− Φ(0))(x) = µa
∫
D
Φ(y)N(x, y) dy
+
1
3
∫
D
(
1
µa + µs(y)
− 1
µs(y)
)∇Φ(y) · ∇yN(x, y) dy.
(3.12)
Let N0(x, y) be the Neumann function of
iω
c − 13µ¯s∆ on Ω. We suppose that
µ¯s
3µs
satisfy the
ellipticity condition (2.1). It follows from Theorem 2.1 that there is a constant C such that
|N(x, y)−N0(x, y)| ≤ Cµ¯s|x− y|−1+λ,
|∇x(N(x, y)−N0(x, y))| ≤ Cµ¯s|x− y|−2+λ,
|∇2x(N(x, y)−N0(x, y))| ≤ C
(
µ¯s|x− y|−3+λ + µ¯2s|x− y|−1+λ
)
,
for all x, y ∈ D provided that ω is bounded. On the other hand, it is proved in [2, Lemma
2.2] that there is a constant C such that
|N0(x, y)− 3µ¯sΓ(x− y)| ≤ Cµ¯3/2s ,
|∇x(N0(x, y)− 3µ¯sΓ(x− y))| ≤ C
(
µ¯2s + µ¯
3/2
s |x− y|−1
)
,
|∇2x(N0(x, y)− 3µ¯sΓ(x− y))| ≤ C
(
µ¯5/2s + µ¯
3/2
s |x− y|−2
)
,
for all x, y ∈ D provided that ǫ√µ¯s is sufficiently small. Therefore, if we put
R(x, y) = N(x, y)− 3µ¯sΓ(x− y), (3.13)
we obtain the following lemma.
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Lemma 3.2 Let R be defined by (3.13). There exists a constant C such that
|R(x, y)| ≤ C
(
µ¯3/2s + µ¯s|x− y|−1+λ
)
, (3.14)
|∇xR(x, y)| ≤ C
(
µ¯2s + µ¯
3/2
s |x− y|−1 + µ¯s|x− y|−2+λ
)
, (3.15)
|∇2xR(x, y)| ≤ C
(
µ¯5/2s + µ¯
3/2
s |x− y|−2 + µ¯s|x− y|−3+λ + µ¯2s|x− y|−1+λ
)
. (3.16)
We introduce some notation following [2]. Let
n(x) :=
∫
D
N(x, y) dy, x ∈ D, (3.17)
and define a multiplier M by
M[f ](x) := µan(x)f(x). (3.18)
We then define two operators N and R by
N [f ](x) := 3µaµ¯s
∫
D
(f(y)− f(x))Γ(x − y) dy
+ µ¯s
∫
D
(
1
µa + µs
− 1
µs
)∇f(y) · ∇yΓ(x− y) dy, (3.19)
R[f ](x) := µa
∫
D
(f(y)− f(x))R(x, y) dy
+
1
3
∫
D
(
1
µa + µs
− 1
µs
)∇f(y) · ∇yR(x, y) dy. (3.20)
Then, (3.12) can be rewritten as
(I −M)[Φ]− (N +R)[Φ] = Φ(0) on D, (3.21)
where I is the identity operator.
For η > 0, define
Tη[f ](x) =
∫
D
f(y)
|x− y|3−η dy, x ∈ D.
Then one can show using Ho¨lder’s inequality that
‖Tη[f ]‖Lp(D) ≤ Cǫη‖f‖Lp(D) (3.22)
for all p > 3η .
We fix λ so that λ > 12 . Suppose that ǫ
√
µ¯s and
µa
µ¯s
. Using (3.22) one can show that
‖N [f ]‖W 1,p(D) ≤ C
(
ǫ2µaµ¯s +
µa
µ¯s
)
‖∇f‖Lp(D) . (3.23)
One can also show using (3.14)-(3.16) and (3.22) that
‖R[f ]‖W 1,p(D) ≤ Cǫ√µs
(
µaµsǫ
2 +
µa
µs
)
‖∇f‖Lp(D). (3.24)
Therefore, the following lemma holds.
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Lemma 3.3 Let p > 3. Then there exists a constant C such that (3.23) and (3.24) hold.
The rest of derivation of (3.9) is exactly the same as in [2]. But we briefly describe it for
the readers’ sake. From (3.21), we get
Φ =
∞∑
j=0
(
(I −M)−1(N +R))j (I −M)−1[Φ(0)], (3.25)
which converges in W 1,p(D) for all p > 3. We then obtain
Φ(x) = (I −M)−1[Φ(0)](x) + (N +R)(I −M)−1[Φ(0)](x) + E(x), x ∈ D, (3.26)
where the error term E satisfies
‖E‖W 1,p(D) ≤ Cǫµ¯sµa(1 + ǫ
√
µ¯s)
(
ǫ2µaµ¯s +
µa
µ¯s
)
‖Φ(0)‖W 1,p(D). (3.27)
Then (3.9) follows from (3.26) and the error of the approximation is bounded by a constant
times
ǫ1+1/pµaµ¯
3/2
s (1 + ǫ
√
µ¯s)
(
ǫ2µaµ¯s +
µa
µ¯s
)
+ ǫ
√
µ¯s
(
ǫ2µaµ¯s + (
µa
µ¯s
)2
)
+ ǫ2µa.
We emphasize that approximation (3.9) is valid under the assumption that ǫ
√
µ¯s and
µa
µ¯s
are small, which indicates that the size and absorption coefficient of the anomaly are much
smaller than the scattering coefficient.
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