Abstract. This paper considers a free energy functional and corresponding free boundary problem for multilayered structures which arise from a mixture of a block copolymer and a weak solvent. The free boundary problem is formally derived from the limit of large solvent/polymer segregation and intermediate segregation between monomer species. A change of variables based on Legendre transforms of the effective bulk energy is used to explicitly construct a family of equilibrium solutions. The second variation of the effective free energy of these solutions is shown to be positive. This result is used to show more generally that equilibria are local minimizers of the free energy.
limits of small domain interface width in section 2. This problem serves as a basis for a rigorous study of equilibria and their stability. We note a similar problem has been analyzed by Fife and Hilhorst [19] in the simpler solvent-free case. We also propose a reduced free energy functional and show that it serves as a Lyapunov function for the dynamic free boundary problem.
• Multilayered equilibria are shown to exist over a range of parameters in section 3. These are constructed explicitly by a change of variables that allows the use of dynamical systems arguments.
• Stability of equilibria (in the one-dimensional sense) is considered in section 4. This is done (section 4.1) by reducing the question of positivity of the second variation of the free energy to a finite dimensional linear problem, whose associated quadratic form is shown to be positive.
• Equilibria are shown to be local minimizers of the reduced energy in section 4.2. This involves using the second variation in conjunction with straightforward estimates on higher order contributions.
Model formulation
Density functional models of polymer systems describe the free energy as a function of composition variables φ i , i = 1, 2, 3, . . .. For a system with physical domain Ω (here Ω = R), these have a generic structure The first term is a bulk energy potential W with minima corresponding to bulk phases (where only one φ j is nonzero), which by itself promotes phase separation. The gradient terms typically penalize sharp interfaces and promote phase mixing. The final term is a nonlocal energy
where G is a nonlocal interaction kernel (taken to be the Laplacian Green's function here) and φ i is the average volume fraction of species i.
The present system under consideration has three species A, B, C where A and B comprise components of a copolymer and C is a distinct molecular species. A typical assumption is incompressibility φ A + φ B + φ C = 1, which allows for one compositional variable to be eliminated. Ohta and Nonomura [20] reformulated this model by diagonalizing the nonlocal interaction matrix by setting
where f is the fraction of A-monomer compared to the total copolymer volume. Note the compositional variable Ψ measures the presence of polymer, whereas Φ represents the relative preponderance of each monomer. The resulting free energy can be written 2 |∇Ψ| 2 dx + α 2 Ω Ω G(x, x )Φ(x)Φ(x ) dx dx .
The potential W (Φ, Ψ) has minima at (Φ, Ψ) = (0, 0), corresponding to pure solvent, and (Φ, Ψ) = (1 − f, f ) and (−f, 1 − f ) corresponding to pure A or B monomer, respectively. Figure (1) illustrates the type of configurations we shall study, which turn out to be approximated by local minimizers of a reduced energy. The figure shows a bilayer equilibrium, in which the B-rich subdomain is surrounded by two A-rich subdomains. In general, we will show that equilibria can be constructed to have any number of subdomains larger than one.
1.1. Formulation for equilibria and dynamics. In finite domains, global energy minimizers are typically studied in conjunction with constraints which preserve total volume of each polymer species (e.g. [12] ). In contrast, our interest is an infinite domain, where volume-constrained energy minimizers do not exist (see section 5.1). The formulation used here supposes that localized equilibria are in thermodynamic equilibrium with their environment. This means that rather than prescribing the polymer volume, the associated chemical potential µ Ψ = δE/δΨ is prescribed at infinity instead. In the present case, this means that equilibrium solutions satisfy the Euler-Lagrange system (− 2 11 Φ xx − 12 Ψ xx + W Φ ) xx = αΦ (3)
The relevant far-field conditions are chosen by supposing that layered copolymer domains occupy a spatially localized region and that only a small uniform concentration of polymer is present far away. This is encoded by the conditions lim x→±∞ Φ = 0, lim
The last expression means that specifying the far field polymer concentration Ψ ∞ is equivalent to choosing µ Ψ .
We will also briefly consider a time dependent problem which leads to equilibrium. Dynamical models typically arise from diffusion driven by gradients of the generalized chemical potentials δE/δΦ and δE/δΨ; this leads to
where M Φ , M Ψ are mobility coefficients. Consideration of the dynamics is limited to the case where polymer/solvent phase segregation is rapid compared to segregation of polymers. With a suitable choice of timescale, we can make M Φ = 1 and M Ψ 1. The latter results in
The systems (6-7) or (3-4) represent a coupling of the Ohta-Kawasaki [8] equation describing microscopic phase segregation, and the Cahn-Hillard equation [10] describing macroscopic phase segregation.
1.2. Properties of the bulk potential. For purposes of this paper, W : R 2 → R is in C 2 with bounded derivatives. The three minima of W will be assumed to be equal, and for convenience set to zero. Note this can always be achieved by addition of a linear function of Φ and Ψ, which does not alter the form of the governing equations (6-7). The other technical properties which are needed are listed below.
(P1) For each µ Ψ in the interval 0 < µ Ψ < µ max Ψ ≡ W Ψ (0, Ψ max ), there exist unique values Φ t+ > 0, Φ t− < 0, Ψ a± , Ψ b± (defined so that Ψ a± < Ψ b± ), so that the following relations hold:
The motivation for this statement is the internal layer problem (12) , whose solution is a diffuse interface for Ψ connecting asymptotic values Ψ a+ and Ψ b+ (or Ψ a− and Ψ b− ), and simultaneously selects the value Φ ∼ Φ t± within the layer (see figure 4 ). (P2) There are continuously differentiable functions
where max
We suppose that Ψ 1 and Ψ 2 are the only functions satisfying (8) . As long as µ Ψ is small, the curve Ψ = Ψ 1 (Φ; µ Ψ ) passes near the minimum of W at the origin, whereas Ψ = Ψ 2 (Φ; µ Ψ ) passes near the other two minima (see figure 5 ). (P3) It will be useful to define an effective potential by
Using property P1, it follows thatW is continuous at Φ t± . In addition, it is easily checked thatW (Φ) = W Φ (Φ, Ψ 1,2 (Φ; µ Ψ )). It is supposed thatW is convex in the three intervals delineated by Φ t− and Φ t+ (see figure 3 ). Analogous to property P1, if 0 < µ Ψ < µ max Ψ it is supposed that there exists constants Φ a± , Φ b± , Φ ± , µ Φ± and µ Φ so that
and the following hold:
These conditions will be used for the internal layer problems in equations (14) and (16) . Properties P1 and P3 are "common tangent" relations, which arise as a result of local thermodynamic equilibrium of a material interface. Their relation to the Cahn-Hilliard interfaces studied in this paper is recalled in the appendix. We remark that the upper bound on µ Ψ is not a mere technicality; dynamical behavior which does not lead to equilibrium can ensue if this parameter is too large (see fig. 8 ).
It is not difficult to construct a polynomial-type function which satisfies these requirements. Illustrations and simulations which appear in this paper employ the potential
Free boundary reduction for strong polymer-solvent segregation
Here we formally derive a free boundary problem for the location of internal layers which constitute a multilayered structure. The parameter 11 controls the amount of phase separation between A and B monomers, whereas 22 controls phase separation between polymer and solvent. The physically typical case is where the latter is a stronger effect; this suggests considering the limiting case 22 11 1.
In addition, it is supposed that the 12 ∼ 2 22 (note this is a mathematical necessity: if 12 is too large, the gradient terms in the functional (2) may not be coercive in H 1 , and the corresponding variational problems could be ill-posed).
We remark that the parameter α is considered O(1). This is in stark contrast to the more common scaling α = O( 11 ) chosen for the sharp interface limit of the uncoupled Ohta-Kawasaki equation (equation (6) with the dependency on Ψ suppressed) , which has been considered by Nishiura and Ohnishi [21] in deriving a free boundary evolution, as well as in the Γ-convergence results of Ren and Wei [22] . If we replace α with 11 α in our problem, multilayer domain sizes would scale as
The limiting problem for small 11 can be obtained by a straightforward application of matched asymptotic expansions. The details are similar to those found throughout the literature on diffuse interfaces (e.g. [21, 23, 24] ). The regions for the expansion are shown in figure 2. There are two types of internal layers, associated with edge interfaces and interior interfaces between monomer domains (region V). The former type is actually a double layer: there is a rapid transition layer in Ψ (region III) residing within the Φ transition layer (regions IIa and IIb). The regions delineated by internal layers are of two types: interior domains (region IV), which may be numerous, and two unbounded exterior domains (region I). The non-constant solution in region I describes the extension of polymer chains into the solvent. To avoid a surplus of notation, subscripts associated with asymptotic expansions are omitted until subdominant terms are required in section (2.3).
2.1. Internal layer solutions. We first consider the finest internal layers in region III. Supposing this transition layer is located where x ≈ x j . Using the stretched variable z = (x − x j )/ 22 the leading order equations for either (3) (4) or (6-7) are
The second equation arises in the dynamic case from the assumption that M Ψ 1. Asymptotic matching at leading order implies that Φ(z) ∼ C as z → ±∞, where C is a constant. It follows that Φ(z) is identically constant.
The interface problem (12) is essentially the same as for the classical Cahn-Hilliard equation, and it is understood to have a unique solution (up to translation) which simultaneously yields values for Ψ(z = ±∞) and µ Ψ (see [23] and references therein). These quantities are related by the first property of W , so that Φ(z) ≡ Φ t+ or Φ t− , and
This is the same as the usual common tangent relation (c.f. [23] ), however in our case, µ Ψ is fixed and Φ t± is selected.
Region II has two parts divided by region III: IIa is adjacent to region I and IIb is adjacent to region IV. In terms of the stretched variable y = x/ 11 , the leading order equations are
The second equation in (13) is simply the nullcline relation (8) . By construction, region IIa refers to smaller values of Ψ, therefore Ψ = Ψ 1 (Φ; µ Ψ ) in this region. Similarly, Ψ = Ψ 2 (Φ; µ Ψ ) in region IIb. The third equation implies (again by leading order matching) that µ(y) is equal to a constant.
Since the effective potential (9) was defined to be continuous and so thatW (Φ) = W Φ (Φ, Ψ 1,2 (Φ; µ Ψ )), the problems for regions IIa and IIb can be combined into a single integrable equation (14) −Φ yy +W (Φ) = µ.
Using property P3, the constant µ = µ Φ± and the far field behavior is (see figure 4) (15) lim
where the choice of signs depends on the sign of Φ in region IV. The phase-plane trajectories (Φ(x), Ψ(x)) of the internal layer solutions in regions II and III are sketched in figure 5 , along with the contours of the potential. Finally, region V uses the same stretched coordinate as region II, and the leading order solution satisfies
As above, leading order matching implies that µ(y) must be a constant. Furthermore, equation (16) is the same as −Φ yy +W Φ = µ, where the modified effective potential isW ≡ W (Φ, Ψ 2 (Φ, µ Ψ )) − µ Ψ Ψ 2 (Φ, µ Ψ ), which coincides withW when Φ > Φ t+ or Φ < Φ t− . Property P3 then yields (17) lim Figure 3 . The effective potentialW (solid) and the corresponding common tangent construction (dotted) for the solution in region II. The convex extensions W +,−,0 (dash-dot) are used for analytic convenience later on. where the choice of ± and ∓ alternates from one interior interface to the next.
Bulk region solutions.
Regions I and IV have potentially dynamic leading order solutions. These satisfy a parabolic nonlinear equation
In terms of the effective potential, this equation reads Φ t =W (Φ) xx − αΦ. This equation is supplemented by Dirichlet-type boundary conditions provided at each interface by (15) and (17), well as the far-field conditions Φ(±∞) = 0.
Motion of interfaces.
We have not yet determined how the motion or location of the internal layers is specified, which require expansions in the small parameter 11 . For an internal layer (either region II or V -type) located at x j (t), we consider the situation where the velocity dx j /dt = O(1). This reflects the timescale where balance with leading order derivatives of µ is achieved (faster scales would lead to inconsistencies and slower ones would simply give a time-independent problem). Defining µ(y) = −Φ yy +W (Φ) and expanding µ = µ 0 + 11 µ 1 + O( 2 11 ) leads to
In region III, µ 1zz = 0, and therefore µ 1 is continuously differentiable throughout region II. Asymptotic matching conditions at the next order in the expansion (c.f. [24] or [23] ) mean that the derivative of µ 1 (y) matches the derivative of the outer leading order solution µ 0 (x) ≡ W (Φ(x)), and therefore
where on the right Φ = Φ(x) is the leading order solution in regions I and IV. It follows from integration of (18) that the interface velocity satisfies
f (x) will be used throughout. We will also use the notation f (x ± j ) to denote the limits from the left and right at the interfaces.
2.4.
Free boundary problem. The calculation made above can be summarized as a free boundary problem. We suppose that a multilayered solution has N internal domains separated by interfaces located at x j with x 0 < x 1 < . . . < x N . Without loss of generality, the sign of Φ alternates +, −, +, −, . . . between subdomains. The dynamic free boundary problem therefore reads
The subscript sign for boundary conditions at x N is positive if N is odd and negative if N is even. The equilibrium free boundary problem is obtained by suppressing time derivatives, leading tõ
We note that the interface relations (10) and (11) implyW is continuous across interfaces and
The problems (F1-F3) and (F1',F2,F3') serve as a point of departure for the remainder of the paper. Note that the independent variable can be scaled x = √ αx so as to eliminate the parameter α. Significantly, this means that 1/ √ α defines a lengthscale proportional to the size of internal domains. Note this is different than the uncoupled Ohta-Kawasaki equation, where the domain size of energy minimizers scales like α −1/3 [22] . Because of the scale invariance, from this point forward α will be set to one.
Limiting free energy.
A natural candidate for the sharp interface free energy can be obtained by replacing W withW and suppressing gradient terms in (2), leading to
This is restricted to Φ in the admissible class
It can be shown that E 0 is a Lyapunov function for the free boundary evolution.
Proposition 1. Suppose that Φ(·, t) ∈ A for t ∈ R + , and Φ is a solution to (F1-F3). Then dE 0 /dt ≤ 0, where equality holds only when Φ satisfies (F1',F2,F3').
Proof. Write
where x −1 = −∞ and x N +1 = +∞. A direct calculation gives
Integration by parts on each subdomain produces
One finds
Thanks to the boundedness of Φ t (via equation F1) and the continuity of Φ on each subinterval,
and it follows that [
dt . Using this, the interface motion condition (F3) and the relations (19) give
If dE 0 /dt = 0 thenW (Φ) − v must be a constant on each subdomain. This implies that both Φ t = 0 and
Construction of multilayered equilibria
We now address the existence of solutions to the problem (F1',F2,F3'). This is done by first reformulating the problem by a change of variables which stems from Legendre transforms of each convex part of the effective potentialW . To this end it is convenient to define C 2 convex extensions (see figure 3) , called W + , W − , and W 0 so that
The domains of W +,−,0 can be extended to the whole real line so that W +,−,0 are one-to-one mappings from R to R. The Legendre transforms U +,−,0 are convex functions defined via
with similar definitions for U − and U 0 . The inverse transforms are given by W 0,± (Φ) = µΦ − U 0,± (µ) and imply Φ = U 0,± (µ). The interface boundary conditions can be written using (10) and (11) as
They also imply that µ is continuous across edge interfaces x 0 and
The free boundary problem (F1',F2,F3') can now be reformulated as
Note by virtue of (19) , µ(x) will be continuously differentiable throughout R.
The solution to (33) on each subdomain is now straightforward. In the region x < x 0 , the phase plane for this equation has a single saddle at (µ ∞ , 0) (see figure 6 ). The desired solution is along the unstable manifold where µ Φ+ < µ < µ ∞ and µ x < 0. The first integral of (33) defines this curve implicitly as
For the edge domain x 0 < x < x 1 , the phase plane has a saddle at µ s+ , where U + (µ s+ ) = 0. The corresponding value is Φ = 0, and therefore µ s+ = W + (0). Since the convex extension W + for Φ < Φ t+ is arbitrary, one can always ensure that µ s+ < µ Φ+ by choosing W + (0) sufficiently negative. Note that on the interval µ > µ s+ , U + (µ) is strictly increasing and has a unique inverse U −1 + (η) for η > U + (µ s+ ). The solution to (33) satisfying (35) for j = 0 is therefore given implicitly by Figure 6 . Left: phase plane contours for the exterior domains x < x 0 and x > x N (blue/dotted), and the solution curve for the domain x < x 0 (here µ ∞ = 0). Right: phase plane contours for interior domains, where the equation µ xx = U + is used for the portion left of the µ x axis, and µ xx = U − is used to the right. Also shown are solution curves (arrows) for x 0 < x < x 1 (left part) and x 1 < x < x 2 (right part). In these figures µ ∞ and µ Φ are both zero.
where the last equality follows from (32) and (36). By the preceding observation, the desired solution curve can be written as a graph over the phase plane variable ν ≡ µ x as
Since dν/dx = U + (µ), the domain size is given via (38)
.
For the domain x 1 < x < x 2 , the phase plane has a saddle at µ s− > 0 (see figure 6 ), and therefore for µ < µ s− , U − (µ) is strictly decreasing with an inverse whose domain is η > U − (µ s ). As in the preceding case, the solution is obtained implicitly as
where (32) and (37) were used. By induction, solutions for domains x j < x < x j+1 have the implicit form
where + is chosen for j even and − for j odd. Finally, for x > x N , the solution is along the stable manifold of the saddle of µ xx = U 0 (µ). Since
an appropriate choice of sign of µ will ensure that µ x is continuous at x N , i.e. that (35) holds for all j. Finally, we address the issue of returning to the Φ variables. Provided Φ = U 0,± (µ) is in the domain of the proper convex part ofW , then a solution of (33-35) can be transformed back to a solution of (F1',F2,F3' ). For the exterior domains x < x 0 and x > x N , the maximum value of µ is achieved at µ = µ Φ± , which corresponds to the values Φ = U 0 (µ Φ± ) = Φ a± . From the definition of Φ a± in property P3, it follows that Φ = U 0 (µ) ∈ (Φ t− , Φ t+ ). For interior domains which use U + , µ min ≤ µ < µ Φ and the minimum value is achieved (by using (40)) where U + (µ min ) = U 0 (µ ∞ ). It follows from the Legendre transform relations that U + (µ min ) = µ min Φ min − W + (Φ min ) and U 0 (µ ∞ ) = −W 0 (0), where Φ min ≡ U + (µ min ). As a consequence
since Φ min > 0 and µ min < 0 in this case. By the definition ofW , this can only happen when Φ > Φ t+ . A similar argument shows that Φ < Φ t− for domains using U − . The argument above can be summarized:
there is an equilibrium solution with N + 1 interfaces solving (F1',F2,F3' ).
Stability of multilayered solutions
We now address the question of whether equilibrium solutions are local minimizers of the effective free energy E 0 . First, the second variation of the energy is shown to represent a nonnegative quadratic form. This result is then used to develop rigorous bounds which show that equilibria have lower energy than nearby admissible states. 4.1. Second variation. The second variation of the energy (20) can be computed formally from expanding Φ, v, and interface locations x j . The resulting expression is analyzed to obtain a non-negativity result.
Let Φ 0 be an equilibrium solution with N + 1 interfaces located at positions x j . Denote by v 0 the corresponding nonlocal potential so that v 0xx = Φ 0 and v 0 (±∞) = 0. Consider small perturbations of both interface locations x j = x j + εx j and perturbations of Φ away from interfaces of the form Φ = Φ 0 + εΦ. The total perturbation of Φ combinesΦ and distributional contributions arising from moving discontinuities:
Expanding the potential v = v 0 + εṽ, one has
Substituting into E 0 in (20) and identifying terms proportional to ε 2 results in a quadratic expression representing the second variation of the energy
It is convenient to reformulate this expression in terms of the variable u ≡ṽ x so that u x =Φ away from interfaces. This results in the quadratic form
so that F (u, u) is the same as (41).
We will show that F (u, u) is non-negative, and can only be zero if δ j /[Φ 0 ] j are the same for all j, corresponding to perturbations which stem from uniform translation in space. The strategy is to first find a lower bound for fixed δ j , by minimizing the quadratic functional subject to this constraint. The resulting finite dimensional quadratic form is then shown to be nonnegative.
The constrained minimizer u * is given by the following linear problem
The construction of u * proceeds as follows. The second order equation (P u x ) x − u = 0 has two linearly independent solutions, u = Φ 0 and by reduction of order,
where the lower bound of the integral can be chosen arbitrarily. Now set
Proposition 2. There exists a unique solution to (44) having the form (46).
Proof. For any function u defined by (46), let
is a linear mapping from R 2N +2 → R 2N +2 . It suffices to show that this mapping has a trivial kernel. Suppose a function u(x) of the form (46) yields γ j = 0 for all j. Then the function defined by (46) solves (44a) and is in C 1 (R). Multiplying the equation in (44) by u and integrating results in
It follows that u ≡ 0 so that a j = 0 = b j for all j.
We may now show that u * provides a lower bound on F .
Proposition 3. Suppose that u ∈ H 1 ([x j , x j+1 ]) for each j and u ∈ C 0 (R/{x j }). Let δ j = [u] j and define u * as above. Then F (u, u) ≥ F (u * , u * ).
Proof. From the definition of F and integration by parts,
The lower bound F (u * , u * ) can be written explicitly in terms of {δ j }. From integration by parts on each subdomain, the remaining integral vanishes and we are left with boundary terms only,
where Q is a linear mapping from R N +1 → R N +1 defined by (50)
for j = 0, 1, 2, . . . and b 0 = 0 = b N +1 . Note that the coefficients a j , b j are implicitly linear functions of (δ 0 , δ 1 , . . . , δ N ). For reasons of symmetry, it is helpful to rescale using ∆ j = β j δ j so that
Proposition 4. The quadratic form given by (51) is non-negative. Moreover, it is only zero when ∆ is proportional to the translational eigenvector with components
Proof.
Step 1 (eigenvalue problem for Q ). Let λ be an eigenvalue for Q and let ∆ j be components of the corresponding eigenvector. There is a corresponding solution to (44) of form (46) with δ j = ∆ j / β j , with coefficients still labeled a j , b j . The interface conditions on u imply
. . , N. These equations represent linear systems for each pair (a j , b j ), whose solutions are
where
where the latter results from (45). Since (P Φ 0 )(x 
Inserting (54-55) into (52) leads to a system of equations
for j = 1, 2, . . . , N − 1, with similar expressions for j = 0, N . Thanks to the identity Φ 0 P Φ 1 − Φ 1 P Φ 0 = 1 which is easily derived from (45), the coefficients in (57) simplify considerably, leading to a symmetric system
Showing that λ ≥ 0 is therefore equivalent to showing that the eigenvalues of M are in [0, 1].
Step 2 (eigenvalues of M ). The quadratic form associated with M simplifies into the compact expression
and therefore the eigenvalues of M are non-negative. Applying the inequality 2
For j = 2, 3, . . . , N − 2, the coefficients β j , D j , and jumps [Φ 0 ] j are all the same. Expressions (56) and (43b) imply the bounds
where the signs ±, ∓ alternate with j. It follows
We will subsequently show that M L and M R have eigenvalues of at most one, which together with (61) and (64) implies
so that the eigenvalues of M are ≤ 1 as desired.
Step 3 (eigenvalues of M L and M R ). For any symmetric matrix of the form a c c b , the larger eigenvalue is
). By direct differentiation, this can be shown to be an increasing function of c. It follows that the largest eigenvalue of M L is bounded from above by the largest eigenvalue of
Let T M be the trace and D M be the determinant of M L . An upper bound on T M is established by using (56) which gives both
, so that
Using this, it is straightforward to show that the larger eigenvalue of M L ,
Writing
which is precisely D M + 1 ≥ T M . A similar calculation can be performed for M R . This ensures that eigenvalues of M L , M L , and M itself all are bounded above by one, and λ ≥ 0.
Step 4 (Uniqueness of the principal eigenvector of Q ). The eigenvalue λ = 0 corresponds to the zero eigenvalue of M . Supposing that M ∆ = 0, one can arbitrarily set
The remaining components are determined uniquely from forward substitution by
Finally, a lower bound on F (u, u) depending only on the interface displacements can be established.
Proposition 5. Suppose that u satisfies the hypothesis of proposition 3, and
there is a constant K so that
Proof. The condition (68) guarantees that the vector with components ∆ j = β j δ j is orthogonal to the nullspace of Q . If λ 1 > 0 is the next smallest eigenvalue for Q then
Equilibria as local minimizers.
We can now utilize the bound established in the previous section to show that equilibrium solutions are in fact local minimizers of the effective energy. This is done by first minimizing the energy subject to fixed interface locations. The energy of these constrained minimizers can then be estimated in terms of the second variation.
For interface positions x 0 < x 1 < . . . < x N , consider the problem
If x j = x j for all j, then a solution of (70) is just the equilibrium solution Φ * = Φ 0 . We can show that Φ * provides a lower bound on the energy.
Proposition 6. Suppose Φ ∈ A, with discontinuities at x j , j = 0, 1, . . . , N , and Φ * satisfies (70). Then E 0 (Φ * ) ≤ E 0 (Φ).
Proof. Let v * xx = Φ * with v * (±∞) = 0. Using convexity of each term in E 0 and integrating by parts on each subinterval x j < x < x j+1 gives
The construction of the constrained minimizers Φ * can be accomplished by regarding x j as perturbations of the equilibrium interface locations x j and applying an implicit function theorem argument. From this point on, the notation O(δ) is employed in a strict sense: if a quantity Q(Φ * ) = O(δ) there exists some C > 0, independent of Φ * , so that |Q| < Cδ where δ ≡ max j |x j − x j |.
Moreover, for each interval max(x j , x j ) < x < min(x j+1 , x j+1 ), the estimate Φ * − Φ 0 = O(δ) holds, and for intervals x < min(x 0 , x 0 ) and x > max(x N , x N ), there are constants C 1 , C 2 so that
Step 1 (mapping to unperturbed interface locations). Let ϕ(x) ∈ C ∞ 0 (R) be some smooth function with support in (−l, l) , where l = 1 4 min i,j |x i − x j | and where R ϕ dx = 1. A smooth change of variables is given by x = g(x ; x 0 , x 1 , . . . , x N ) where g satisfies
in a neighborhood of each interface at x j . Since g(x 0 ) = x 0 , and in general g(x j ) − g(x j−1 ) = x j − x j−1 , by induction g(x j ) = x j for all j. It is easily checked that
As in section 3, the problem (70) can be written in terms of the Legendre transform variable µ, giving
where U = U 0 or U ± depending on which subinterval x lies in. Applying the change of independent variable x = g(x ; ·) means that µ(x) = µ(g(x )) solves
where derivatives of g are evaluated at x = g −1 (x). Note that
Step 2 (evolution of the unstable manifold's graph). The solution of (79) for x < x 0 or x > x N is a trajectory along the unstable and stable manifolds, M u and M s respectively, of the first order system
whereas for x 0 < x < x N , the corresponding first order system is
Finding a solution to (79) therefore involves showing the existence of a continuous solution (µ, ν)(x) of (81) for which (µ, ν)(x 0 ) and (µ, ν)(x N ) are on M u and M s , respectively (see figure  7) . Note that if the interface locations are unperturbed (x j = x j for all j), then the equilibrium solution (µ 0 (x), ν 0 (x)) where ν 0 = µ 0x is such a trajectory. For some open neighborhood B ⊂ R 2 of (µ 0 , ν 0 )(x 0 ), the unstable manifold is described by a smooth graph ν = h 0 (µ) where h 0 > 0. It will be shown that for each x, the set Figure 7 . A local portion T (x 0 ) of the unstable manifold M u evolves according to (81) for x 0 < x < x N . It is shown that T (x) persists as a monotone increasing graph, and therefore must intersect the stable manifold M s transversally.
where h solves a nonlinear transport equation
A straightforward application of the method of characteristics reveals that characteristic curves solve µ x = h and h evolves along characteristics as
, which is precisely the system (81) with ν(x) = h(µ(x), x). It follows by standard theory that h(µ, x) exists on the domain {(x, µ)|x 0 < x < x N , µ ∈ T µ (x)}, and is twice differentiable except possibly at the discrete values x = x j . Differentiating (82) with respect to µ gives
Using this fact, the slope of the graph h µ evolves along trajectories as
Since U 1 = O(δ) and U ± are convex, if δ is small enough then U 1µ < U ± (µ). It follows that dh µ /dx > −h 2 µ , and integration of this inequality gives 1
which means that h µ remains positive and T (x N ) and M s intersect transversally.
Step 3 (implicit function theorem). Solutions to (80-81) depend in a continuously differentiable fashion with respect to x 0 , x 1 , . . . via the dependence of U 1 on g. The stable manifold M s can be written as a graph ν = h s (µ) where h s < 0. The function
is defined on an open neighborhood of µ 0 (x N ). From the previous step, it follows that q µ > 0 for µ close to µ 0 (x N ) and q(µ 0 (x N ), x 0 , x 1 , . . . , x N ) = 0. Provided δ is small enough, the implicit function theorem guarantees the existence of µ N so that q(µ N , x 0 , x 1 , . . . , x N ) = 0. This means the trajectory µ * (x) with µ * (x N ) = µ N will solve (79) throughout R. In addition,
Step 4 (returning to original variables). For each subinterval x j < x < x j+1 , let Φ * * (x) = U 0,± (µ * (x)), where the choice of ±, 0 corresponds to the subinterval type of the equilibrium solution. Then Φ * (x) = Φ * * (g(x)) solves (70). On the interior intervals where x 0 < x < x N , µ * − µ 0 = O(δ) and therefore Φ * * (x) − Φ 0 = O(δ) also. For x between max(x j , x j ) and min(x j+1 , x j+1 ), both Φ * * (x) and Φ * (x) are continuously differentiable, and (77a) implies
For the exterior intervals x < min(x 0 , x 0 ) and x > max(x N , x N ), Φ 0 and Φ * are the same up to translation. Therefore Φ * (x) = Φ 0 (x + x t ) for some x t = O(δ). It follows that
for some constant C 1 . Since both µ 0 and Φ 0 decay exponentially in x as |x| → ±∞, the estimate (74) follows.
Theorem 2. If δ = max j |x j − x j | is sufficiently small, then for any Φ ∈ A with jump discontinuities at
. Moreover, equality occurs only in the case where
Step 1 (translation of Φ). Choose
so that ifx = x j −x j −x t , (68) holds. Note that x t ≤ O(δ) and therefore δ ≡ max j |x j −x j −x t | ≤ 2δ. Using proposition 6, it suffices to estimate E 0 (Φ * )−E 0 (Φ 0 ), where Φ * has jump discontinuities at the translated interfaces x j − x t . To simplify notation, we will replace x j − x t with x j in what follows. To estimate the integral in (20) , R will be subdivided into 'interface" intervals I j = (min(x j , x j ), max(x j , x j )) and "subdomain" intervals R j = (max(x j−1 , x j−1 ), min(x j , x j )), where x −1 = −∞ and x N +1 = +∞.
Step 2 (estimates on R j ). By proposition 7, Φ * − Φ 0 = O(δ ) on each interior R j , while (74) holds for intervals R 0 and R N +1 . Consequently, using v * xx = Φ * and integration by parts,
By virtue of v 0 =W (Φ 0 ), the first term is zero.
Step 3 (estimates on I j ). Without loss of generality, suppose that x j < x j and Φ 0 is positive on the interval (x j , x j+1 ) so thatW and W + coincide. Expand
and
Using (84), (85), and the fact v 0 (x j ) = W ± (Φ 0 (x ± j )),
The nonlocal energy term in E 0 is estimated as
Note that the boundary terms will cancel those in (83). Expanding
and using (84) and (85) gives
Step 4 (Complete estimate). Combining (83),(86),(87) and (88) gives
Now define
Note that u is continuous on R/{x j } and [u] j = [Φ 0 ] j (x j − x j ) ≡ δ j , so that it fulfills the hypothesis of proposition 3.
We will now show that u and u x are O(δ ) on the I j subintervals, and therefore
for all x ∈ R, and in particular
where the second to last equality follows from subtracting (84) and (85) to give
Combining (89) and (91), it follows from proposition 5 that
At this point, δ , and therefore δ, can be chosen so that E 0 (Φ) − E 0 (Φ 0 ) > 0 unless x j = x j for all j. In this case, the convexity of the functional E 0 on each subinterval (x j , x j+1 ) implies that
Discussion and conclusion
This work establishes the basic structure and properties of copolymer/solvent multilayers. It is, of course, not comprehensive in scope and suggests many further questions. A variety of connections to other studies and future prospects are discussed below.
5.1.
Comparison to the sharp interface model [12] . Our results should be contrasted with those of van Gennip and Peletier [12] , who study global energy minimizers in a somewhat different sharp interface model of copolymer mixtures. Their model assumes that each subdomain exhibits only a pure phase, whereas ours allows for incomplete segregation, where some B-monomer is allowed to exist within an A-rich domain, for example. A second difference is that [12] employs a constraint for total polymer volume, which in our notation would read
This is considerably different than specifying the far-field chemical potential µ Ψ in the diffuse interface model. Indeed, if one was interested in minimizing (2) with constraint (94), it would be seen that there is no global minimizer at all. Consider the sequences Ψ n = M n 1 − |x/n|, |x| < n 0, |x| > n and Φ n ≡ 0. Since W (Φ, Ψ) is quadratic near the minimum at (0, 0), then E(Φ n , Ψ n ) ∼ 1/n as n → ∞. The infimum of E is therefore zero under this constraint, but the minimum approached by the minimizing sequence {Φ n , Ψ n } cannot be obtained. This is reflective of physical reality: if a finite volume of polymer was placed in an infinite domain of solvent, the free energy would be minimized by having the polymer spread to infinity so that its concentration goes to zero. Notice that, for fixed chemical potential µ Ψ , the effective multilayer volume
Ψ(x)dx exhibits a quantization phenomenon, since only a discrete set of values of M N are allowed.
5.2. Self-replication phenomenon. In addition to describing multilayers of varying width, the parameter µ Ψ also provides a threshold for dynamic behavior. For large enough µ Ψ , theorem 1 does not hold. Numerical evidence suggests that this is not just an artifact of the analysis, but an indication of a bifurcation which produces qualitatively different behavior. Figure ( 8) shows the evolution of a bilayer initial condition when µ Ψ is made sufficiently large. Pattern propagation ensues because the creation of new polymer subdomains is preferred over the supercritical mixture of solvent and polymer in the far field. This phenomenon is analogous to pattern self-replication which has been observed in many different systems [25, 26] .
5.3.
Outlook. Density functional models like (2) have been frequently utilized to study bulk and localized pattern formation in heterogeneous polymer systems. Numerical evidence [3] [4] [5] [6] suggests that localized, layered structures should be widely observed in polymer systems exhibiting both microscopic and macroscopic phase separation. This paper provides a rigorous understanding of why this is the case, by showing that multilayered equilibria are, in a particular sense, energy minimizers.
Other limiting cases of the diffuse interface model are currently under investigation. These include a treatment where macroscopic segregation between polymer and solvent is a weaker, rather than stronger, effect. In addition, a dual scaling limit for α and Ψ ∞ results in a linearized version of equation (F1') which forms a tractable basis for the study of multidimensional stability.
We expect that multilayered structures are possible in higher dimensional settings also. In that case, various morphologies, such as spheres, tubes, and networks, might be expected. In addition, there are likely a variety of instabilities and dynamic behaviors worthy of theoretical investigation.
Appendix: common tangent relations and diffuse interfaces
Suppose that W (φ) is a smooth potential and has two local minima. Consider the constrained minimization problem
where Q is the set of piecewise constant functions φ(x) = φ 1 0 < x < x 0 φ 2 x 0 < x < L.
Here L is the fixed domain size (which is arbitrary here) and x 0 ∈ (0, L). Letting µ be the Lagrange multiplier, it is straightforward to check that the minimizer satisfies This system of algebraic equations has a simple graphical solution, given by letting µ be the slope and φ 1,2 the intersection points of a line doubly tangent to the graph of W (φ) (e.g. figure  3 ).
Consider now a diffuse interface described by the smooth profile φ(x), solving (96) −φ xx + W (φ) = µ, φ(−∞) = φ 1 , φ(+∞) = φ 2 .
The first relation in (95) holds immediately by taking the limits as x → ±∞. The second relation in (95) arises from the first integral of (96).
