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Digital-analog quantum computation aims to reduce the currently infeasible resource requirements
needed for near-term quantum information processing by replacing sequences of one- and two-qubit
gates with a unitary transformation generated by the systems’ underlying Hamiltonian. Inspired by this
paradigm, we consider superconducting architectures and extend the cross-resonance effect, up to first
order in perturbation theory, from a two-qubit interaction to an analog Hamiltonian acting on one-
dimensional (1D) chains and two-dimensional (2D) square lattices, which, in an appropriate reference
frame, results in a purely two-local Hamiltonian. By augmenting the analog Hamiltonian dynamics with
single-qubit gates we show how one may generate a larger variety of distinct analog Hamiltonians. We
then synthesize unitary sequences, in which we toggle between the various analog Hamiltonians as needed,
simulating the dynamics of Ising, XY, and Heisenberg spin models. Our dynamics simulations are Trotter
error-free for the Ising and XY models in 1D. We also show that the Trotter errors for 2D XY and 1D
Heisenberg chains are reduced, with respect to a digital decomposition, by a constant factor. In order to
realize these important near-term speedups, we discuss the practical considerations needed to accurately
characterize and calibrate our analog Hamiltonians for use in quantum simulations. We conclude with a
discussion of how the Hamiltonian toggling techniques could be extended to derive new analog Hamil-




Classical computers are ill suited for simulating quan-
tum systems due to their exponentially growing Hilbert
spaces. Feynman [1] therefore suggested that it would be
more efficient to simulate a quantum system using other,
controllable, quantum systems. This idea gave birth to the
research area of quantum simulation [2].
The simulation of purely quantum features, such as
entanglement and superposition, is very costly to represent
on classical computers, whereas on a quantum system
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these features arise naturally. A quantum simulator is
a quantum platform, such as trapped ions [3] or cold
atoms [4], over which we have great controllability. Simu-
lators are typically categorized as either digital or analog.
An analog simulator makes use of the simulator’s under-
lying Hamiltonian in order to mimic the target system’s
dynamics, whereas a digital simulator approximates the
target system’s Hamiltonian evolution through a compo-
sition of one- and two-qubit gates drawn from a universal
gate set. Nevertheless, there are other possible realizations
of quantum simulators. A quantum annealer uses quan-
tum fluctuations to efficiently solve optimization problems,
but it can also be used as an adiabatic quantum simulator
[5,6].
Going beyond this distinction, a novel paradigm
for digital-analog (DA) quantum computation [7–10]
and simulation [11–16] has been proposed. These DA
schemes combine the application of fast digital single-
qubit gates with multiqubit interactions provided by an
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underlying analog Hamiltonian [17]. Leveraging the nat-
ural interaction between qubits as an analog resource,
DA schemes for the quantum approximate optimiza-
tion algorithms and the quantum Fourier transform have
been shown to be more error resilient, especially as the
size of the simulation scales up [8,9]. Therefore, the
DA quantum-computation paradigm provides an attrac-
tive near-term solution to alleviate the current difficulties
associated with implementing useful quantum algorithms
with near-term devices. Despite this promise, the success
of the DA approach relies on having a quantum plat-
form with well-defined qubits, controllable pulses, and
an accurate characterization of the underlying interaction
Hamiltonian.
At the moment, superconducting circuits have been
established as a leading quantum platform in terms of
controllability and scalability, mainly caused by the intro-
duction of the transmon qubit [18]. Implementations con-
trolled by microwave pulses have achieved very low
errors on single-qubit gates [19], and the most com-
mon two-qubit gate for fixed frequency transmons is
based on the cross-resonance (CR) interaction [20–22].
The CR gate uses a single microwave pulse to entan-
gle a pair of fixed-frequency qubits, making use of a
static coupling. Despite some success, constructing high-
fidelity controlled-NOT operations with the CR gate in
multiqubit devices remains a field of active research
[23–27].
In this paper, we consider a CR gate interaction
between two superconducting qubits in order to obtain a
purely nonlocal, in a particular frame, effective interaction
Hamiltonian. Further, we consider a multiqubit extension
and derive the generalized effective multiqubit two-local
Hamiltonian. Next, we consider how the multiqubit Hamil-
tonian may be toggled into a variety of forms using digital
single-qubit gates. Utilizing the resulting set of Hamilto-
nians we design DA protocols to simulate Ising, XY, and
Heisenberg spin models. The resulting DA sequences are
in some cases Trotter-error-free in 1D. We compute the
Trotter error when it is present and find that it is reduced
by a constant factor with respect to a digital decomposition
of the same model.
II. DERIVING THE EFFECTIVE
CROSS-RESONANCE HAMILTONIAN
In this section we present the effective CR Hamilto-
nians, derived in the manner described in Ref. [21]. We
first introduce the two-qubit scenario, in order to develop
an intuition for the effective coupling, and then general-
ize the results to the case of N qubits. Further details of
the calculations, supporting the main text, can be found in
Appendix A. Note that, in this paper, we are working with
 = 1.
A. Two qubits
Our starting point is the laboratory-frame Hamiltonian,
written as
Hlab = 12 (ω
q
1z1 + ωq2z2)+1x1 cos(ω1t + φ1)
+2x2 cos(ω2t + φ2)+ g2 x1x2, (1)
where xi, yi, zi are the Pauli matrices supported on site i,
ω
q
k and ωk are the resonance and the driving frequencies
of qubit k, respectively. k represents the amplitude of the
driving field, while g denotes the strength of the interaction
between the qubits.
The effective Hamiltonian is derived by applying a
series of unitary transformations—described in detail in
Appendix 1—to Eq. (1). First, we apply a double rota-
tion into the frame corotating at the driving frequency
of the qubits (ω1,ω2). After this, we apply the rotating-
wave approximation (RWA), valid forω1,ω2  δi = ωq1 −
ω1,i, g, to drop fast terms rotating with frequency
±2ω1, ±2ω2, ±(ω1 + ω2). We then proceed by applying
two new rotations in order to express the Hamiltonian in
a more convenient frame, named the quad frame (QF). In
this frame, all local terms are eliminated and the result is a
purely two-local Hamiltonian. The next step is to consider
the case in which we drive the first qubit at the resonance
frequency of the second qubit, ω1 = ωq2, while the second
one is not driven, as can be seen in Fig. 1(a). After a final
RWA, valid for 1  g or δ  g, we end up with the
effective Hamiltonian
HQF = g14δ (cosφ1x1x2 + sinφ1x1y2). (2)
As φ1 is a controllable phase, we can set φ1 = 0,
resulting in
HQF = g14δ x1x2. (3)
B. N qubits



















We proceed by moving to the QF by means of appropri-
ate rotations (see Appendix 2 for details). The driving field
is then applied to all qubits at the resonance frequency of
their neighbor to the right, as shown in Fig. 1(c), except
for the case of open boundary conditions in which case
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FIG. 1. Graphical representation of the cross-resonance effect:
(a) Two qubits, the first one being the control qubit with res-
onance frequency ωc and the second one the target qubit with
resonance frequency ωt, are interacting with strength g. The con-
trol qubit is driven at the resonance frequency of the target qubit,
with driving amplitude (t). (b) State space representation of
the transitions between levels of the control and target qubits, in
the presence of a driving of amplitude (t) on the control qubit.
The effective cross-resonance interaction is described by strength
J (g,). (c) N qubits with nearest-neighbor interaction, all of
them are driven at the resonance frequency of their neighbor to
the right, illustrating the scenario we describe in Sec. II B.
the last qubit is not driven. Similar to the two-qubit case,
the frame transformations re-express the Hamiltonian in a
purely two-local form. Keeping only terms linear in i/δi,
and neglecting fast oscillating terms δ  g by RWA, we






xk[yk+1 sin(φk − φk+1)
− zk+1 cos(φk − φk+1)]. (5)
Once again, we have the freedom to set φk = φ for all k.





where we define Jk = −gkk/4δk. As seen in the two-
qubit case, the Hamiltonian only contains two-qubit inter-
action terms. In the next sections we discuss the use of
this Hamiltonian to generate the analog dynamics of a DA
computation.
III. DIGITAL-ANALOG COMPUTING
We take Eq. (6) as a starting point, and consider k =
, δk = δ, gk = g, Jk = J , for simplicity. Then, we write






Given that the effective Hamiltonian is the center piece
of the simulation protocols, we need to estimate the synthe-
sis error associated to the fact that it is an approximation
of the original Hamiltonian. In the weak-driving regime
k  δk, the original Hamiltonian without the QF RWA is





(zkzk+1 + ykyk+1) cos δt













which provides an upper bound for the spectral norm. Let
us compute the norm for the difference between the two






(zkzk+1 + ykyk+1) cos δt
+ (ykzk+1 − zkyk+1) sin δt
− 
δ
(zk cos 2δt + yk sin 2δt)xk+1
}
. (10)
The latter part of this operator contributes with 2/δ2
to the Frobenius norm, so we neglect that part in the






(zk cos δt + yk sin δt)zk+1
+ (yk cos δt − zk sin δt)yk+1
}
, (11)
which corresponds to the result of a rotation given by
Uk = e−iδtxk/2. This norm can be computed analytically by
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U†k(zkzk+1 + ykyk+1)Uk. (12)







× (zk′zk′+1 + yk′yk′+1)Uk′ (13)
are those that satisfy k = k′. Consequently, we obtain















where 1 actually represents
⊗N
k=11k. We want to set the
normalization to tr(1) = 1, which corresponds to a factor










Then, we find the Frobenius norm for N qubits (N ≥ 2) to
be





N − 1. (16)
See that this norm diverges with the square root of the
number of qubits. Notice however that the Frobenius norm
per qubit decreases with N . Furthermore, we compute the











N − 1. (17)
Here, the propagators are computed up to first order in
the Dyson series. Again, the norm of the difference of
propagators per qubit decreases with N . Note that, for
δt  1,
||P̂||F ≈ t · ||H ||F . (18)
The synthesis errors corresponding to the Hamiltonians
derived in further sections can be found in Appendix C.
B. Hamiltonian toggling
Let us now consider DA quantum simulations of the
spin-1/2 Ising, XY, and Heisenberg models in one and
two dimensions. We designate the effective Hamiltonian
in the QF, given in Eq. (6), as our fundamental DA Hamil-
tonian from which all others will be generated. Rotating
to the reference frame where the Hadamard transforma-
tion is applied to all even qubits, i.e., Ue = ⊗iW2i, the
Hamiltonian transforms into









From this reference frame, Hadamard transforming all
qubits will toggle the Hamiltonian into its odd form, i.e.,
translating the Hamiltonian by one site,










Let us also consider the extension of the Hamiltonian to
two dimensions. Consider a single target qubit in a two-
dimensional lattice that is driven at the frequencies of its
neighbors in the +î and +ĵ directions. This realizes a xczt
interaction between the control qubit located at (i, j ) and
target qubits at sites (i + 1, j ) and (i, j + 1). The extension
of H o in Eq. (20) is






























x2i,2j −1(x2i,2j + x2i+1,2j −1)
]
, (21)
where summations run over repetitions of the unit cell
illustrated in Fig. 2. Likewise, the extension of H e in
Eq. (19) is H e2D = H o2D(x ↔ z), which is easily realized by
applying a Hadamard on each site of the lattice. Applying
a global Rx(π/2) = e−iπx/4 transformation on Hamiltonian
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(x2i−1,2j −1x2i,2j −1 + y2i,2j −1y2i+1,2j −1
+ y2i−1,2j y2i,2j + x2i,2j x2i+1,2j
+ x2i−1,2j −1x2i−1,2j + y2i,2j −1y2i,2j
+ y2i−1,2j y2i−1,2j +1 + x2i,2j x2i,2j +1), (22)
where we simplify the summation limits by consider-
ing that the Hamiltonian acts on a system with periodic





(y2i−1,2j −1y2i,2j −1 + x2i,2j −1x2i+1,2j −1
+ x2i−1,2j x2i,2j + y2i,2j y2i+1,2j
+ y2i−1,2j −1y2i−1,2j + x2i,2j −1x2i,2j
+ x2i−1,2j x2i−1,2j +1 + y2i,2j y2i,2j +1). (23)
Note that HII is just a translation of HI by the vector (1, 1).
The interactions described by these Hamiltonians are rep-
resented in Fig. 2, where HI ’s and HII ’s interactions are
illustrated by the green and red edges, respectively. In both
cases, the solid (dashed) edges correspond to xx (yy) inter-
actions between adjacent qubits, and the summations in
Eqs. (22) and (23) correspond to a tiling of the 2D lattice
using the unit cell, highlighted in blue in Fig. 2.
IV. MANY-BODY COMPILATION
We now discuss how to simulate a variety of paradig-
matic spin models with the Hamiltonians discussed above.
A. Ising model
So far we consider a multiqubit framework in which we
drive all qubits at the resonance frequency of their neigh-
bors to the right. For this particular case, let us now explore
a scenario in which we drive only odd or even qubits,
which can be achieved by tuning the system’s parameters
in the following way:
k control →
{
ωk = ωqk+1,ϕk(t) = δk+1t + φk − φk+1,




k target → {ϕk(t)= (ωk − ωk+1)t −φk+1,k = 0, δk = 0,
ηk = 0,φk = 0, sin ξk = 0, cos ξk = 1}, (24)
where the qubit we drive is the control qubit and its neigh-






FIG. 2. Illustration of analog Hamiltonian interactions on a
two-dimensional lattice. The green (red) lattice represents the
Hamiltonian given by Eqs. (22) and (23). Vertices correspond to
qubits in a 2D lattice and the solid and dashed edges correspond
to the xx and yy interactions, respectively.
we drive only odd qubits, the choice of parameters leads to







where U(k)QF is the QF transformation applied on qubit k (this
transformation is discussed in Appendix B), and U(k+1)I =
e−(it/2)ω
q
k+1zk+1 is the transformation to the interaction pic-
ture of qubit k + 1. After applying a RWA by keeping the
static terms, we write the Hamiltonian in the QF as




x2k−1(x2k cosφ + y2k sinφ), (26)
after setting δ2k−1 = δ, 2k−1 = , g2k−1 = g, φ2k−1 = φ,
and defining J = g/4δ. See that this is a straightforward
multiqubit extension of the Hamiltonian in Eq. (2). If we













x2k(x2k+1 cosφ + y2k+1 sinφ). (28)
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Considering φ = 0, these Hamiltonians become











and we see that [H oddQF , H
even
QF ] = 0. If we rotate all qubits
by a Hadamard gate, we obtain
U†WH
odd


















This sequence for simulating the evolution of HZZ can be
interpreted as the combination of two blocks: the first one
represents the evolution given by P̂1 = e−iH1t, where we
only drive odd qubits, and the second one represents the
evolution given by P̂2 = e−iH2t, where we only drive even
qubits, both in a frame rotated by Hadamard gates. The
integrity of these simulation blocks relies on the fact that
[H1, H2] = 0, meaning that the pairwise combination of
propagators is exact. Then, the propagators corresponding
to the two blocks can exactly describe the evolution of the
whole,
P̂ZZ = e−iHZZ t = e−i(H1+H2)t = P̂1P̂2. (32)
The propagator corresponding to HZZ is computed as
P̂ZZ |ψ〉 = P̂1P̂2|ψ〉 = U†WP̂oddQF UWU†WP̂evenQF UW|ψ〉, (33)
where P̂oddQF and P̂
even
QF are the propagators generated by
H oddQF and H
even
QF , respectively. The former is achieved by
rotating all qubits by UoddQF , and the latter is achieved
by rotating all qubits by UevenQF . Furthermore, UW =
⊗
kWk,
where Wk = eiπ/2e−iπyk/4e−iπzk/2 represents the application
of a Hadamard gate on qubit k. The simulation protocol is
as follows:
1. Prepare an initial product state ⊗k|ψk〉.
2. Apply Hadamard gates W on all qubits.
3. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂evenQF (τ )
for time τ .
4. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂oddQF (τ )
for time τ .
5. Apply Hadamard gates W on all qubits.
Note that operations that consist on the application of a
unitary U, followed by their inverse U†, render the identity
as the result, and thus are not mentioned in the simulation
protocol steps. However, these operations are included in
the figures for illustrative purposes. Due to the idiosyn-
crasies of the Hamiltonians derived in this protocol, we
benefit from the absence of Trotter error, which implies
no limits on application time, τ , of the block. This block is
represented in Fig. 3. To evolve a state |ψ〉 with Hamilto-
nian HZZ , one must reapply the block M times where the
total evolution time is T = Mτ . Gate-based quantum cir-
cuits describe the application of quantum gates following
the usual flow of time. That is, from left to right, following
the order in which the operators are applied on a quantum
state represented by a ket.
B. XY model
Let us now describe a protocol to simulate a XY model
in which all adjacent spins interact by xx + yy terms.
W⊗k|ψk〉
P̂1P̂2
P̂ evenQF (τ) P̂
odd
QF (τ)
FIG. 3. Digital-analog quantum circuit to simulate the evo-
lution under Hamiltonian HZZ for a time τ . This simulation is
carried out by transforming all qubits by UevenQF , which entails
transforming even qubits to the QF (UQF) and odd qubits to
the interaction picture (UI ), in a setup in which only even
qubits are being driven. In this scenario, the analog propagator
P̂evenQF —which describes the evolution under analog Hamiltonian
H evenQF —is then conjugated by Hadamard gates (W) on all qubits.
This segment of the circuit is highlighted in a dashed-dotted
red line, and it simulates the evolution given by P̂2(τ ). The cir-
cuit is repeated with the QF transformation being applied to odd
qubits and the interaction picture transformation to even qubits
(UoddQF ), while only odd qubits are being driven. This segment,
highlighted by a dotted green line, simulates the evolution given
by P̂1(τ ).
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1. 1D simulation
In the 1D case we start from the Hamiltonians in Eqs.
(19) and (20). By performing a global x-π/2 rotation, i.e.,
the same Rx(π/2) ≡ R about each qubit, we find
H o




















which, upon summing, realize the 1D XY chain Hamilto-
nian
HXY = H e′ + H o′ = J
N−1∑
k=1
(xkxk+1 + ykyk+1). (35)




] = R†[H e, H o]
R = 0, which implies
P̂XY = e−iHXYt = e−i(Ho
′+He′ )t = P̂o′ P̂e′ . (36)
This allows us to decompose the total XY propagator into
the product of two toggled Hamiltonians, which results
in a Trotter-error-free dynamics simulation protocol. The
propagator P̂XY is further decomposed as
P̂XY|ψ〉 = P̂o′ P̂e′ |ψ〉 = Uo′†P̂AUo′Ue′†P̂AUe′ |ψ〉, (37)
where P̂A is the original analog propagator generated
by HA, of Eq. (7), and Uo
′ = ⊗k oddWkRkRk+1, Ue
′ =⊗
k evenRk−1WkRk. Wk and Rk represent the application of a
Hadamard gate and a π/2 x rotation, respectively, on qubit
k. The simulation protocol is as follows:
1. Prepare an initial product state ⊗k|ψk〉.
2. Apply a x-π/2 rotation on all qubits with Rx(π/2).
3. Apply Hadamard gates W on even qubits.
4. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂A(τ )
for time τ .
5. Apply Hadamard gates W on all qubits.
6. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂A(τ )
for time τ .
7. Apply Hadamard gates W on odd qubits.
8. Undo the x-π/2 rotation on all qubits by R†x(π/2).
The entire sequence of operations needed to evolve by the
XY Hamiltonian is depicted in Fig. 4. To evolve for a total
time T with Hamiltonian HXY, one must reapply the block















FIG. 4. Digital-analog quantum circuit to simulate the evolu-
tion of an initial quantum state under Hamiltonian HXY for a
time τ . This simulation is carried out by conjugating the ana-
log propagator P̂A—which describes the evolution under analog
Hamiltonian HA—by Hadamard gates (W) on even qubits, com-
bined with x rotations by Rx(π/2) on all qubits. This segment of
the circuit is highlighted in a dashed-dotted red line, and it sim-
ulates the evolution given by P̂e
′
(τ ). The circuit is then repeated
with Hadamard gates being applied to odd qubits, and this seg-




rotations in between evolution by the analog propagators
simplify into the product of single-qubit gates, which in
this case simplifies to R†WR = (x + y)/√2.
2. 2D simulation and digital versus digital-analog
Trotter errors
The same two-Hamiltonian decomposition may be per-
formed in two dimensions, taking the Hamiltonians in
Eqs. (22) and (23), such that H 2DXY = HI + HII . However,
since [HI , HII ] = 0 in two dimensions, we must resort to
an approximate Trotter decomposition of the 2D XY prop-
agator. If we compute [HI , HII ] we find 16 noncommuting
terms, as shown in Table I.
Let us now compare the errors arising from a first-
order Trotter decomposition of our target evolution unitary.
Overall, our goal is to determine the gate complexity
of an approximate product decomposition UPD such that
||UT(τ )− UPD(τ )|| ≤ ε for an ε of our choosing. Here
the target propagator is generated by exponentiating the
target Hamiltonian H 2DXY while UPD is generated by a first-
order Trotter decomposition, which may be implemented
through our DA Hamiltonians or through a digitized
decomposition.
A first-order Trotterization approximates an operator
exponential of two generally noncommuting operators, α
and β, as etαetβ = et(α+β) + O(t2[α,β]) by discard-
ing the t2 terms in the small t regime. This quantity
can be made arbitrarily small by breaking up the total
evolution time into sufficiently small pieces t = τ/N .
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TABLE I. Table containing the commutators between the different toggled two-body interactions described in HI and HII , up to a
global factor of 2i. The extension of the toggled Hamiltonians from a one-dimensional chain to a two-dimensional lattice implies that
there will be some noncommuting terms, as is reflected in this table. The objects Tij refer to the table elements from the ith row and j th
column. Note that Eqs. (38) and (39) correspond to a summation over the elements of the bottom left (top right) blocks of this table.
HI HII
x2i′−1,2j ′ x2i′−1,2j ′ x2i′ ,2j ′−1 x2i′ ,2j ′−1 y2i′−1,2j ′−1 y2i′−1,2j ′−1 y2i′ ,2j ′ y2i′ ,2j ′
x2i′−1,2j ′+1 x2i′ ,2j ′ x2i′ ,2j ′ x2i′+1,2j ′−1 y2i′−1,2j ′ y2i′,2j ′−1 y2i′ ,2j ′+1 y2i′+1,2j ′
x2i−1,2j −1
x2i−1,2j 0 0 0 0 0 T25(x ↔ y) 0 T45(x ↔ y)
x2i−1,2j −1 x2i,2j −1
y2i−1,2j
x2i,2j −1 0 0 0 0 z2i−1,2j −1 0 T36(x ↔ y) 0
x2i,2j x2i,2j
y2i−1,2j +1
x2i,2j +1 0 0 0 0 0 z2i,2j +1 0 T47(x ↔ y)
x2i,2j x2i,2j x2i+1,2j
y2i+1,2j −1 y2i,2j +1
x2i+1,2j 0 0 0 0 z2i+1,2j 0 z2i,2j 0
y2i−1,2j −x2i,2j −x2i,2j +1
y2i−1,2j +1 y2i+1,2j
y2i−1,2j +1 0 z2i−1,2j 0 z2i+1,2j +1 0 0 0 0
y2i−1,2j −x2i,2j −1
y2i−1,2j
y2i,2j T52(x ↔ y) 0 z2i,2j 0 0 0 0 0
y2i,2j −1 −x2i+1,2j −1
y2i,2j
y2i,2j 0 T63(x ↔ y) 0 z2i,2j −1 0 0 0 0
y2i,2j −1
y2i+1,2j −1 T54(x ↔ y) 0 T74(x ↔ y) 0 0 0 0 0
Bounding the error in the DA case reduces to computing
||[HI , HII ]||. Breaking down each Hamiltonian into its X
and Y components, such that Hi = H XXi + H YYi , simplifies
the commutator norm to ||[H YYI , H XXII ] + [H XXI , H YYII ]|| =
||A + B||. See that A is composed by the terms given in
the 4 × 4 grid in the bottom left of Table I, whereas B is
composed by those terms in the top right 4 × 4 grid. These
operators are





[y2i,2j −1y2i+1,2j −1 + y2i−1,2j y2i,2j + y2i,2j −1y2i,2j + y2i−1,2j y2i−1,2j +1,




[x2i,2j +1y2i+1,2j z2i+1,2j +1 + x2i+1,2j −1y2i,2j z2i,2j −1 + x2i,2j y2i−1,2j +1z2i−1,2j
+ x2i,2j −1y2i−1,2j z2i,2j + (y ↔ x)], (38)





[x2i−1,2j −1x2i−1,2j + x2i−1,2j −1x2i,2j −1 + x2i,2j x2i,2j +1 + x2i,2j x2i+1,2j ,




[x2i,2j y2i−1,2j +1z2i,2j +1 + x2i+1,2j y2i,2j +1z2i,2j + x2i,2j y2i+1,2j −1z2i+1,2j
+ x2i,2j −1y2i−1,2j z2i−1,2j −1 + (y ↔ x)]. (39)
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Alternatively, from visually inspecting supports and the
Pauli character of the Hamiltonians HI and HII denoted in
red and green in Fig. 5, we can see that there are eight terms
per unit cell in A and that there are likewise eight similar,
but differently supported, terms in B. Summing over the
two sets of terms in the bulk, we obtain
||[HI , HII ]|| = ||2iJ 2
∑
i,j




||(−1)i+j zi,j [(xi−1,j yi,j −1 − xi,j +1yi+1,j )+ (x ↔ y)]||
= 2J 2N 2||zi,j [(xi−1,j yi,j −1 − xi,j +1yi+1,j )+ (x ↔ y)]|| ≤ 8J 2N 2, (40)
where we use the triangle inequality on the spectral norms
of the operators.
In order to get a better insight on the performance of
the DA computation of the two-dimensional XY model,
we need to compare the Trotter error of both digital and
DA approaches. This error is proportional to the commu-
tator of [HI , HII ] given in Eq. (40) in the DA case. In the





, where Hxx contains all xx qubit interactions
and Hyy all the yy interactions. Independent of the order
in which the gates are implemented, the digital error is
bounded by
||[Hxx, Hyy]|| = ||J 2
∑
i,j
[(xi,j xi+1,j + xi,j xi,j +1), (x ↔ y)]||
≤ 24J 2N 2, (41)
where the final factor arises from a product of the factor
of 2 for the N 2 vertical and horizontal edges, a factor of
6 counting all the noncommuting yy neighbors of each
xx interaction, and a final factor of 2 arising from the
Pauli commutation relations. Alternatively, by analyzing
the forms of Eqs. (38) and (39) we note that the A and
B components of the commutator can be identified with
free Fermions hopping along the diagonal loops of the two-
dimensional lattice as defined by the blue arrows in Fig. 5.
Next we Jordan-Wigner transform to a majorana repre-
sentation, take periodic boundary conditions, and Fourier
transform along the loops. As a result, the spectral norm
of A and B is tightened from O(NJ )2 → O(J )2, which
removes the extensive factor. This tighter bound is proved
in Appendix D. Likewise we may use similar techniques
to decompose the digital commutator of Eq. (41) into a
sum of 3 times as many free fermion Hamiltonians. The
resulting ratio of purely digital to digital-analog commu-
tator norms is still a factor of 3. In either case, the DA
protocol improves the Trotter-error bound by a constant
factor of 3 This constant factor speedup can be used to
extend the simulation time by the same factor.
C. Heisenberg model
We now consider the task of simulating the more com-
plex Heisenberg spin model. The Hamiltonian describing
the Heisenberg chain in one dimension is HHeis =
∑
i Si ·
Si+1, with S = (x, y, z). Consider the Bloch-sphere rota-
tion UE = e−iθ(x+y+z). We can set the angle θ such that
this rotation becomes cyclic; that is, θ = π/3√3 leads
to a cyclic permutation x → z, y → x and z → y. This








[1 − i(x + y + z)], (42)
which can easily be implemented on individual qubits
by the Euler decomposition UE = e−iy(π/4)e−iz(π/4). The
cyclic nature of this transformation is manifested through
the property U3E = −1. Applying this transformation on all
qubits on the Hamiltonian in Eq. (19) 0, 1, and 2 times,
leads to the following Hamiltonians:
































HII [HYYI ,HXXII ] ≠ 0
(a)
(b) [HXXI ,HYYII ] ≠ 0
FIG. 5. Lattice representation of the interactions featured
on HI (green) and HII (red), where the blue arrows indi-
cate the noncommuting terms between HI and HII . These
Hamiltonians are split into xx- and yy-terms, Hi = H XXi +
H YYi , in order to identify the two noncommuting operators:
(a) Nonzero terms of [H YYI , H
XX
II ], (b) nonzero terms of
[H XXI , H
YY
II ]. Jointly, these terms estimate the total Trotter error
of the DA decomposition.
Summing them together, we obtain the Heisenberg Hamil-
tonian,




(xkxk+1 + ykyk+1 + zkzk+1). (44)
In this case, the Hamiltonians do not commute with each








FIG. 6. Digital-analog quantum circuit to simulate the evolu-
tion of an initial quantum state under Hamiltonian HHeis for a
time τ . This simulation is carried out by conjugating the ana-
log propagator P̂A—which describes the evolution under analog
Hamiltonian HA—by Hadamard gates (W) on even qubits. It is
additionally conjugated by U2E = −U†E , where UE is a cyclic
transformation that allows us to obtain all SiSi+1 interactions.
This segment of the circuit is highlighted in red, and it simulates
the evolution given by P̂
′′
E(τ ). The first repetition of the circuit is
highlighted in a dashed-double dotted green line and it simulates
the evolution given by P̂
′
E(τ ). This is done by conjugating PA(τ )
by Hadamard gates on even qubits, followed by a permutation
by UE . Then, the circuit is repeated a final time, solely conju-
gating the analog propagator by Hadamard gates on even qubits,
to simulate the evolution given by P̂E(τ ). This last segment is
highlighted in a dotted blue line.
will include Trotter error (analyzed below),
P̂Heis = e−iHHeist = e−i(HE+H ′E+H ′′E )t
= P̂EP̂′EP̂′′E + O(J 2t2). (45)




where P̂A is the analog propagator generated by HA, and
Ue = ⊗k even1k−1Wk = Ue†. Wk represents the applica-
tion of a Hadamard gate on qubit k. This protocol is as
follows:
1. Prepare an initial product state ⊗k|ψk〉.
2. Apply the cyclic transformation twice with U2E ,
which is equivalent to U†E , on all qubits.
3. Apply Hadamard gates W on even qubits.
4. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂A(τ )
for time τ .
5. Apply Hadamard gates W on even qubits.
6. Undo the double cyclic transformation by applying
UE on all qubits.
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7. Apply the cyclic transformation with UE on all
qubits.
8. Apply Hadamard gates W on even qubits.
9. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂A(τ )
for time τ .
10. Apply Hadamard gates W on even qubits.
11. Undo the cyclic transformation with U†E on all
qubits.
12. Apply Hadamard gates W on even qubits.
13. Let the states evolve according to the underlying
analog Hamiltonian with analog propagator P̂A(τ )
for time τ .
14. Apply Hadamard gates W on even qubits.
This sequence of quantum gates constitutes a block, which
can be seen in Fig. 6. To evolve with Hamiltonian HHeis for
a total time T, one must reapply the block M = T/τ times.
1. Digital versus digital-analog synthesis errors
In order to quantify the computational benefit of this
method, let us compute and compare the above Trotterized
error against that of a digitized two-local decomposition.
A digitized decomposition we employ alternating layers of
xx, yy, and zz interactions applied to all even bonds, fol-
lowed by the same operator action on odd bonds. Such a
decomposition is based on the fact that all interactions, on
a single bond, commute, but the interactions on adjacent
bonds, which share a single spin, do not commute. To first
order, the Trotter error is given as














= 2J 2 ‖Si−1 · Si × Si+1‖
≤ 12J 2, (47)
where we use the fact that Si−1 · Si × Si+1 contains six
Pauli terms. For a 1D Heisenberg chain the total commu-




E+H ′′E ) = e−itHE e−it(H ′E+H ′′E )
+ O(t2[HE , H ′E + H ′′E ])
= e−itHE e−itH ′E e−itH ′′E
+ O(t2([HE , H ′E + H ′′E ] + [H ′E , H ′′E ])).
(48)
These commutators are








[H ′E , H
′′




and their sum can be bounded by








||xk−1zkyk+1 − zk−1xkyk+1 + zk−1ykxk+1||
≤ 6J 2N . (50)
We again find that the bound on the error in the DA pro-
tocol is smaller by a constant factor than in the digital
approach.
V. PRACTICAL IMPLEMENTATION
In order to experimentally realize our DA simulation
protocols in an accurate manner further practical exper-
imental steps are required. The critical steps for doing
so, whose details depend on the user’s specific goals, are
broadly partitioned as either (i) characterization or (ii)
Hamiltonian optimization. Since each of these steps brings
its own theoretical and experimental challenges, we now
describe promising paths forward for each step.
A critical step towards validating the accuracy of DA
simulations, thereby quantifying their error, is to accu-
rately characterize the analog many-body Hamiltonian at
the center of our protocols. While conceptually simple,
the characterization of a many-body Hamiltonian is not
scalable (with exponentially growing complexity) by naive
process tomography [28]. To aid in the scalable charac-
terization of our Hamiltonians, we note that all of the
expected interactions are geometrically local and, using
this information, one should take advantage of Hamilto-
nian tomography schemes with polynomial growing model
spaces as constricted by locality [29–32]. Hamiltonian
estimation is further complicated by interactions coupling
the principle system to unwanted environmental degrees
of freedom and, to address this complication, we point
the interested reader to recently developed open-quantum-
system characterization techniques [33,34]. Additionally,
Bayesian Hamiltonian learning [35] techniques may also
be considered, although efficient importance sampling is
required to adequately update models in this case.
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After experimentally identifying the dominant inter-
actions, a natural next step is to eliminate unwanted
couplings. Our analog Hamiltonian arises from a model
relying on a two-level approximation and perturbation the-
ory in /δ. However, it is known that the CR operation
comes with a variety of additional terms [23–25], such as
z2, y2, z1z2 as well as spectator phase errors, in practice.
One may consider a few routes in order to combat these
additional terms. For example, tailoring echo sequences
can eliminate certain unwanted interactions [27] and, in
addition, it has been shown that residual single-qubit
interactions can be removed by applying active cancella-
tion tones [23]. Another promising avenue for removing
residual interactions comes from judiciously arranging,
or actively controlling, qubit frequencies or their rela-
tive anharmonicities. For example, Ref. [25] provides a
detailed analysis of the role qubit frequencies play and
has shown that certain bands in the space of frequency
detunings [see regions I and IV in Fig. 4(f)] maximize the
signal-to-noise ratio |(zx/zz)|. Even more recent work [36]
has highlighted how additional fixed-frequency coupling
elements, which dress the qubit level spacings, may also
remove unwanted zz interactions.
Lastly, instead of removing the residual couplings, one
may leverage the additional interactions to define new
classes of analog Hamiltonians. These analog Hamiltoni-
ans would be useful in simulating the dynamics of different
spin models. In the limit that these additional terms are
sufficiently small, one would expect them to contribute as
disorder or small fluctuations in the system parameters.
In this case, the (low-energy theory and effective) model
is expected to still lie in the parent model’s universality
class. Alternatively, outside this limit the presence of the
additional terms may potentially enrich the computational
capability of the analog Hamiltonian as applied to more
complex spin models.
VI. DISCUSSIONS
In this work, we start from a Hamiltonian based on
the Rabi model describing two superconducting qubits
interacting through the cross-resonance effect, and pro-
pose an extension to a multiqubit scenario. The resulting
Hamiltonian is transformed to a reference frame where
only two-body interactions remain, resulting in our analog
Hamiltonian. With it, we assemble a Hamiltonian toolbox
through toggling by different single-qubit gates.
The variety of Hamiltonians we obtain are efficiently
combined to simulate Ising, XY, and Heisenberg spin mod-
els on a one-dimensional chain, as well as the XY model
on a two-dimensional lattice. For the 1D Ising and XY
models, our simulation protocols are Trotter-error-free up
to first order in /δ, meaning that the full time evolu-
tion is given by a single DA block. For the 2D XY and
1D Heisenberg chain, we are able to reduce the error in
a first-order Trotter approximation by a constant factor
of 3 for 2D XY and of 2 for the Heisenberg chain. Our
techniques therefore extend the duration of possible time
evolutions by a constant factor. While the constant fac-
tor improvement does not provide a polynomial speedup
in the asymptotic limit, it does provide a meaningful
and practical advantage for near-term, noisy, simulations.
A natural avenue of future research could be to explore the
possible reach of quantum computation by offering a larger
collection of analog Hamiltonians, which naturally arise
in superconducting platforms. Going beyond our simple
Trotter analysis, it would also be interesting to investigate
the scaling improvements resulting from the use of the DA
Hamiltonians within more advanced product formulas [37]
or alternative Hamiltonian simulation techniques [38].
Finally we provide a succinct discussion regarding the
steps that are necessary to implement our DA protocols in
practice. In doing so we outline promising routes towards
scalable characterization and tailoring the precise nature of
the analog interactions. Another issue that must be tack-
led is the problem of geometrically designing the qubit
detunings such that all qubits are kept within a particular
range. Then, given these detunings, one should increase
or decrease the individual driving to maintain a constant
ratio /δ for all neighboring pairs. In reality, one must
go beyond this simple approximation and will need to cali-
brate each of the individual drivings as the cross-resonance
interaction may be highly sensitive to resonances, which
depend not only on the detuning but also on the qubit’s
anharmonicities [25].
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APPENDIX A: CR HAMILTONIAN
In this appendix we provide the details of the derivation
of the effective Hamiltonians described in Sec. II.
1. Two-qubit case
The transformation that takes the Hamiltonian in Eq. (1)





[(ω1t + φ1)z1 + (ω2t + φ2)z2]
}
. (A1)
This operation results in
H2 = 12 (δ1z1 + δ2z2)+1 cos(ω1t + φ1)[x1 cos(ω1t + φ1)− y1 sin(ω1t + φ1)]
+2 cos(ω2t + φ2)[x2 cos(ω2t + φ2)− y2 sin(ω2t + φ2)]
+ g
2
[x1 cos(ω1t + φ1)− y1 sin(ω1t + φ1)][x2 cos(ω2t + φ2)− y2 sin(ω2t + φ2)], (A2)
with δk = ωqk − ωk. Next a rotating-wave approximation is performed by dropping terms proportional to e±2iω1 , e±2iω2 , and
e±i(ω1+ω2). The validity of this approximation relies on a time average of the Hamiltonian and noting that/(ωi + ωj )  1
and g/(ωi + ωj )  1, ∀i, j . The remaining terms are either static, or rotating at ±(ω1 − ω2):
H2 = 12 (δ1z1 + δ2z2)+
1
2
(1x1 +2x2)+ g4 [cosϕ12(t)(x1x2 + y1y2)+ sinϕ12(t)(x1y2 − y1x2)] , (A3)

















{cosϕ12(t)[(x1 cos ξ1 − z1 sin ξ1)(x2 cos ξ2 − z2 sin ξ2)
+ y1y2] + sinϕ12(t)[(x1 cos ξ1 − z1 sin ξ1)y2 − y1(x2 cos ξ2 − z2 sin ξ2)]}, (A5)










δ2k +2k , such that ηk = k/ cos ξk = δk/ sin ξk. This takes our Hamiltonian into the quad frame,
H4 = g4 {cosϕ12(t)[x1x2 cos ξ1 cos ξ2 − x1 cos ξ1 sin ξ2(z2 cos η2t + y2 sin η2t)
− (z1 cos η1t + y1 sin η1t)x2 sin ξ1 cos ξ2 + (z1 cos η1t + y1 sin η1t)(z2 cos η2t + y2 sin η2t) sin ξ1 sin ξ2
+ (y1 cos η1t − z1 sin η1t)(y2 cos η2t − z2 sin η2t)] + sinϕ12(t)[x1 cos ξ1(y2 cos η2t − z2 sin η2t)
− (z1 cos η1t + y1 sin η1t)(y2 cos η2t − z2 sin η2t) sin ξ1 − (y1 cos η1t − z1 sin η1t)x2 cos ξ2
+ sin ξ2(y1 cos η1t − z1 sin η1t)(z2 cos η2t + y2 sin η2t)]}. (A7)
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Now, we consider the scenario in which we drive the first qubit at the resonance frequency of the second qubit by
imposing that ω1 = ωq2, while the second qubit is not driven, i.e., 2 = 0, η2 = 0, δ2 = 0, ω2 = ωq2, ξ2 = 0, φ2 = 0,
which implies ϕ12(t) = φ1. The resulting Hamiltonian is
H4 = g4 {cosφ1[x1x2 cos ξ1 − (z1 cos η1t + y1 sin η1t)x2 sin ξ1 + (y1 cos η1t − z1 sin η1t)y2]
+ sinφ1[x1y2 cos ξ1 − (z1 cos η1t + y1 sin η1t)y2 sin ξ1 − (y1 cos η1t − z1 sin η1t)x2}, (A8)
where we see that static terms have developed from the slowly rotating terms we kept in the RWA, since with the cross-
resonant driving ω1 − ω2 = ωq2 − ω2 = 0. Finally, we perform a second RWA by dropping any term proportional to
e±iη1t, and keep only the static terms. Additionally, we consider the weak-driving regime (1/δ1  1), which simplifies
cos ξ1 ≈ 1/δ1. Then, we arrive at the Hamiltonian
H4 = g14δ1 (x1x2 cosφ1 + x1y2 sinφ1), (A9)
presented in Eq. (2). The validity of this approximation relies on g/η1 ≈ g/δ1  1, which is enforced in the weak-
coupling regime. See that the remaining terms after this second RWA are those we kept as slow rotating after the first
RWA, and the terms neglected in this case oscillate with δ1 = ωq1 − ω1 = ωq1 − ωq2.
2. N -qubit case
We start with the N -qubit Hamiltonian in the laboratory frame, given by Eq. (4) in the main text. We can move to the


























Now, as stated in the main text, we drive all qubits at the resonance frequency of their neighbor to the right (except for
the last one when applicable). This implies that ωk = ωqk+1, ϕk(t) = δk+1t + φk − φk+1 and, in the weak-driving regime















sin[(δk + δk+1)t + φk − φk+1]ykxk+1
+ cos[(δk + δk+1)t + φk − φk+1]zkxk+1
]}
. (A11)
The next step is to perform the RWA by neglecting all fast oscillating terms, with frequencies δk and δk + δk+1, while






xk[yk+1 sin(φk − φk+1)− zk+1 cos(φk − φk+1)], (A12)
as appears in Eq. (5).
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APPENDIX B: UNITARY TRANSFORMATION TO THE QUAD FRAME
In order to perform a quantum simulation on the QF, we need to translate the state of our circuit to this frame. Then, con-
sidering a simulation scenario in any IBM superconducting chip, we want to find a simple expression for the combination



















k=1 ηkxk , (B1)













k=1 ηkxk , (B2)





















2 ηkxk , (B4)
and we can use the Euler form for Pauli matrices,
eiθσ = cos θ 1 + i sin θ σ , (B5)


















1k − i sin ηkt2 xk
)
. (B6)
Recall that, working in the regime   δ, we approximate η ≈ δ, sin ξ ≈ 1, and cos ξ ≈ /δ. Knowing that sin θ/2 =√




















1k + iyk + k2δk [(1k − iyk) cos δkt + i(zk − xk) sin δkt]
}
, (B8)
which we denote by UQF. Let us check the unitarity of this operator by computing
UQFU
†






The previous calculations are set in the weak-driving regime (/δ  1), considering terms up to first order in /δ and
neglecting higher orders. This is consistent with the approximations we make here, and thus the unitarity of UQF relies on
these approximations.
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APPENDIX C: SYNTHESIS ERRORS
In this appendix, we want to show the synthesis errors corresponding to the toggled Hamiltonians. For the XY model,










+ (xkyk+1 + ykxk+1 − 2zkzk+1) cos δt + [zk(yk+1 − xk+1)+ (xk − yk)zk+1] sin δt
+ 
δ
[zk(yk+1 − xk+1) sin 2δt − (ykyk+1 + xkxk+1) cos 2δt]
}
. (C1)





(xkyk+1 + ykxk+1 − 2zkzk+1) cos δt + [zk(yk+1 − xk+1)+ (xk − yk)zk+1] sin δt
+ 
δ
[zk(yk+1 − xk+1) sin 2δt − (ykyk+1 + xkxk+1) cos 2δt]
}
, (C2)
constitutes the error we want to estimate. We find the Frobenius norm is given by
||HXY||F = g2
√
N − 1. (C3)










− xk cos δt + yk sin δt
]








− xk+1 cos δt + yk+1 sin δt
)









− xk+1 cos δt + yk+1 sin δt
)] }
, (C4)













− xk+1 cos δt + yk+1 sin δt
)









− xk+1 cos δt + yk+1 sin δt
)]}
. (C5)
The Frobenius norm is then given by







2 + cos δt cos[ϕk(t)− δt] + 
δ
sin δt sinϕk(t). (C6)
APPENDIX D: 2D XY MODEL
In this appendix, we describe the transformation from a spin lattice to a string of fermions with two-site hopping, which
allows us to estimate more accurately the Trotter error associated to the simulation of the XY model in two dimensions.
This error is given by the commutator [HI , HII ], split into A = [H yyI , H xxII ] and B = [H xxI , H yyII ]. Both A and B include eight
terms, each one having the form x-z-y at three different vertices, as we can see in Fig. 7. Assembling pairs of these terms,
020328-16
DIGITAL-ANALOG QUANTUM SIMULATIONS– PRX QUANTUM 2, 020328 (2021)
joining xizi+1yi+2 with yi+2zi+3xi+4 or yizi+1xi+2 with xi+2zi+3yi+4, either in A or in B, we can construct diagonal strings in
the lattice, which we also represent in Fig. 7. These diagonals can then be thought of as 1D strings, and given this outline,
we can apply a Jordan-Wigner transformation and introduce Majorana fermion operators. Let us take a couple of terms (1
and 7) in B to illustrate this issue:
∑
i,j
(x2i,2j −1z2i−1,2j −1y2i−1,2j + x2i,2j +1z2i,2j y2i+1,2j ), (D1)
can be turned into a string as
∑N 2/4
j =1 (x4j −3z4j −2y4j −1 + y4j −1z4j x4j +1). (D2)
The Jordan-Wigner transformation, followed by defining Majorana operators γ (1)i = ci + c†i and γ (2)i = −i(c†i − ci),
transforms spins as
xj zj +1yj +2 = −iγ (2)j γ (2)j +2 (D3)
and
yj zj +1xj +2 = iγ (1)j γ (1)j +2. (D4)









4j −1 − γ (1)4j −1γ (1)4j +1
)
. (D5)



















































































k − γ (2)k γ (1)k + γ (1)k γ (2)−k + γ (2)k γ (1)−k
) ]
, (D7)



















−k + γ (2)k γ (1)−k
)]
. (D8)
The resulting matrix is block diagonal, and it has two types of blocks. The first block, 1, contains the elements
cos 2k for k ∈ [−π ,π ], and the second block, 2, contains the elements sin 2k. Both blocks have elements only along the
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B
FIG. 7. Representation of the
spin triplets, grouped in A and B,
which constitute Table I. These
triplets, inside either A or B, can
be grouped in pairs, which can
be used to tile the entire lattice
with staircase patterns. These
tilings form strings with periodic
boundary conditions along the
diagonals of the lattice, which we
transform from spins to fermions
in order to estimate ||A|| + ||B||,
the Trotter error associated to the
digital-analog simulation of the
XY model in 2D.


















for λ+ = λ and λ− = −λ. Given that the determinant of
this matrix is − det(1 + 2−11 2) det1 = 1, we have a
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= (1 − λ2)N 2/2 = 0.
(D11)
As we can see, the eigenvalues of this matrix are λj = ±1.
Then, the spectral norm of this pair of elements in the com-
mutator is equal to one, for any lattice size. Since there are
four total pairs in B, we get that the norm can be estimated
as ||B|| ≤ 8J 2, taking into account the 2i factor from Pauli
commutation relations, and the J 2 from the analog Hamil-
tonian. Given that the norm of A can be estimated in the
same way, we have
||[HI , HII ]|| = || − A + B|| ≤ ||A|| + ||B|| ≤ 16J 2,
(D12)
where we eliminate the dependence on the system size.
[1] R. Feynman, Simulating physics with computers, Int. J.
Theor. Phys. 21, 467 (1982).
[2] I. M. Georgescu, S. Ashhab, and F. Nori, Quantum simula-
tion, Rev. Mod. Phys. 86, 153 (2014).
[3] R. Blatt and C. F. Roos, Quantum simulation with trapped
ions, Nat. Phys. 8, 277 (2012).
[4] I. Bloch, J. Dalibard, and S. Nascimbène, Quantum sim-
ulations with ultracold quantum gases, Nat. Phys. 8, 267
(2012).
[5] R. Babbush, P. J. Love, and A. Aspuru-Guzik, Adiabatic
quantum simulation of quantum chemistry, Sci. Rep. 4,
6603 (2015).
[6] M. Roth, N. Moll, G. Salis, M. Ganzhorn, D. J. Egger, S.
Filipp, and S. Schmidt, Adiabatic quantum simulations with
driven superconducting qubits, Phys. Rev. A 99, 022323
(2019).
[7] A. Parra-Rodriguez, P. Lougovski, L. Lamata, E. Solano,
and M. Sanz, Digital-analog quantum computation,
Phys. Rev. A 101, 022305 (2020).
[8] A. Martin, L. Lamata, E. Solano, and M. Sanz, Digital-
analog quantum algorithm for the quantum Fourier trans-
form, Phys. Rev. Res. 2, 013012 (2020).
[9] D. Headley, T. Müller, A. Martin, E. Solano, M. Sanz, and
F. K. Wilhelm, Approximating the Quantum Approximate
Optimisation Algorithm, arXiv:2002.12215 (2020).
[10] A. Galicia, B. Ramon, E. Solano, and M. Sanz, Enhanced
connectivity of quantum hardware with digital-analog con-
trol, Phys. Rev. Res. 2, 033103 (2020).
[11] A. Mezzacapo, U. Las Heras, J. S. Pedernales, L. DiCarlo,
E. Solano, and L. Lamata, Digital quantum rabi and dicke
models in superconducting circuits, Sci. Rep. 4, 7482
(2014).
[12] M.-H. Yung, J. Casanova, A. Mezzacapo, J. McClean,
L. Lamata, A. Aspuru-Guzik, and E. Solano, From tran-
sistor to trapped-ion computers for quantum chemistry, Sci.
Rep. 4, 3589 (2014).
[13] I. Arrazola, J. S. Pedernales, L. Lamata, and E. Solano,
Digital-analog quantum simulation of spin models in
trapped ions, Sci. Rep. 6, 30534 (2016).
[14] L. Lamata, A. Parra-Rodriguez, M. Sanz, and E. Solano,
Digital-analog quantum simulations with superconducting
circuits, Adv. Phys. X 3, 1457981 (2018).
[15] O. Kyriienko and A. S. Sørensen, Floquet Quantum Sim-
ulation with Superconducting Qubits, Phys. Rev. Appl. 9,
064029 (2018).
[16] N. N. Hegade, K. Paul, Y. Ding, M. Sanz, F. Albarrán-
Arriagada, E. Solano, and X. Chen, Shortcuts to Adi-
abaticity in Digitized Adiabatic Quantum Computing,
arXiv:2009.03539 (2020).
[17] J. L. Dodd, M. A. Nielsen, M. J. Bremner, and R. T. Thew,
Universal quantum computation and simulation using any
entangling hamiltonian and local unitaries, Phys. Rev. A 65,
040301(R) (2002).
[18] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. I. Schuster,
J. Majer, A. Blais, M. H. Devoret, S. M. Girvin, and R. J.
Schoelkopf, Charge-insensitive qubit design derived from
the Cooper pair box, Phys. Rev. A 76, 042319 (2007).
[19] D. C. McKay, C. J. Wood, S. Sheldon, J. M. Chow, and
J. M. Gambetta, Efficient Z gates for quantum computing,
Phys. Rev. A 96, 022330 (2017).
[20] G. S. Paraoanu, Microwave-induced coupling of supercon-
ducting qubits, Phys. Rev. B 74, 140504 (2006).
[21] C. Rigetti and M. Devoret, Fully microwave-tunable uni-
versal gates in superconducting qubits with linear couplings
and fixed transition frequencies, Phys. Rev. B 81, 134507
(2010).
[22] J. M. Chow et al., Simple All-Microwave Entangling Gate
for Fixed-Frequency Superconducting Qubits, Phys. Rev.
Lett. 107, 080502 (2011).
[23] S. Sheldon, E. Magesan, J. M. Chow, and J. M. Gam-
betta, Procedure for systematically tuning up cross-talk
in the cross-resonance gate, Phys. Rev. A 93, 060302
(2016).
[24] E. Magesan and J. M. Gambetta, Effective hamiltonian
models of the cross-resonance gate, Phys. Rev. A 101,
052308 (2020).
[25] M. Malekakhlagh, E. Magesan, and D. C. McKay, First-
principles analysis of cross-resonance gate operation,
Phys. Rev. A 102, 042605 (2020).
[26] N. Sundaresan, I. Lauer, E. Pritchett, E. Magesan, P. Jurce-
vic, and J. M. Gambetta, Reducing unitary and spectator
errors in cross resonance with optimized rotary echoes,
PRX Quantum 1, 020318 (2020).
[27] J. Ku, X. Xu, M. Brink, D. C. McKay, J. B. Hertzberg,
M. H. Ansari, and B. L. T. Plourde, Suppression of
Unwanted ZZ Interactions in a Hybrid Two-Qubit System,
Phys. Rev. Lett. 125, 200504 (2020).
[28] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
Cambridge, 2000).
[29] A. Shabani, M. Mohseni, S. Lloyd, R. L. Kosut, and
H. Rabitz, Estimation of many-body quantum hamiltoni-
ans via compressive sensing, Phys. Rev. A 84, 012107
(2011).
[30] M. P. da Silva, O. Landon-Cardinal, and D. Poulin,
Practical Characterization of Quantum Devices Without
Tomography, Phys. Rev. Lett. 107, 210404 (2011).
020328-19
TASIO GONZALEZ-RAYA et al. PRX QUANTUM 2, 020328 (2021)
[31] X.-L. Qi and D. Ranard, Determining a local hamiltonian
from a single eigenstate, Quantum 3, 159 (2019).
[32] E. Bairey, I. Arad, and N. H. Lindner, Learning a Local
Hamiltonian from Local Measurements, Phys. Rev. Lett.
122, 020504 (2019).
[33] E. Bairey, C. Guo, D. Poletti, N. H. Lindner, and I. Arad,
Learning the dynamics of open quantum systems from their
steady states, New J. Phys. 22, 032001 (2020).
[34] E. F. Dumitrescu and P. Lougovski, Hamiltonian assign-
ment for open quantum systems, Phys. Rev. Res. 2, 033251
(2020).
[35] C. E. Granade, C. Ferrie, N. Wiebe, and D. G. Cory, Robust
online hamiltonian learning, New. J. Phys. 14, 103013
(2012).
[36] A. Kandala, K. X. Wei, S. Srinivasan, E. Magesan,
S. Carnevale, G. A. Keefe, D. Klaus, O. Dial, and D.
C. McKay, Demonstration of a High-Fidelity CNOT for
Fixed-Frequency Transmons with
Engineered ZZ Suppression, arXiv:2011.07050
(2020).
[37] M. C. Tran, S.-K. Chu, Y. Su, A. M. Childs, and A.
V. Gorshkov, Destructive Error Interference in Product-
Formula Lattice Simulation, Phys. Rev. Lett. 124, 220502
(2020).
[38] D. W. Berry, A. M. Childs, R. Cleve, R. Kothari, and
R. D. Somma, Simulating Hamiltonian Dynamics with a
Truncated Taylor Series, Phys. Rev. Lett. 114, 090502
(2015).
020328-20
