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GENERALIZED SYNCHRONIZATION IN A SYSTEM OF SEVERAL
NON-AUTONOMOUS OSCILLATORS COUPLED BY A MEDIUM
ROGÉRIO MARTINS AND GONÇALO MORAIS
Abstract. An abstract theory on general synchronization of a sys-
tem of several oscillators coupled by a medium is given. By general-
ized synchronization we mean the existence of an invariant manifold
that allows a reduction in dimension. The case of a concrete sys-
tem modeling the dynamics of a chemical solution on two containers
connected to a third container is studied from the basics to arbi-
trary perturbations. Conditions under which synchronization occurs
are given. Our theoretical results are complemented with a numeri-
cal study.
1. Introduction
We will introduce a general framework of generalized synchronization
of periodic oscillators coupled by a medium. Consider a very general
coupling framework $’’’’&’’’’%
9x1 “ f1px1, y, tq
...
9xm “ fmpxm, y, tq
9y “ gpx1, . . . , xm, y, tq
(1)
of the oscillators xi P Rn, i “ 1, . . . ,m through a medium y P Rp.
Throughout this paper is assumed the system is T´periodic in t, i.e,
for all t P R we have fipxi, y, t ` T q “ fipxi, y, tq for i “ 1, . . . ,m and
gpx1, . . . , xm, y, t ` T q “ gpx1, . . . , xm, y, tq. This coupling scheme is
rather natural, just imagine a group of cells immersed in a common
medium, each cell interacts chemically with all the other cells trough the
medium. We can find this type of coupling in several situations (see for
example [4] and [5]).
By generalized synchronization we mean the existence of an invariant
time dependent manifold At , that can be seen as graph over certain
subspaces and that attracts the orbits in the future, i.e., given a metric d
and a solution Zptq “ px1, x2, . . . , xn, yqT of system (1),
d pZptq,Atq Ñ 0
as t Ñ `8. In this case we will call At the synchronization manifold.
If we assure the existence of At , with certain characteristics, this can
allow us, for example, to know the asymptotic state of some oscillators
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from the state of the others. Depending on the type of synchronization
we have, the particular geometry of the synchronization manifold will
change. For example, the existence of an attracting manifold of the type
At “ tx1 “ x2 “ . . . “ xnu
is a very special case of synchronization, that we call identical synchro-
nization. In this case, we can predict the asymptotic behavior of all the
oscillators from the knowledge of any one of them and the respective
synchronization manifold will be of diagonal type.
The existence of invariant synchronization manifolds will be, in gen-
eral, obtained from a general theory introduced by Russell Smith in [7].
Similar ideas were used by Martins and Margheri in [6] in order to iden-
tify generalized synchronization of coupled oscillators. The novelty of
our case is that the coupling is done by the medium, the nature of this
coupling will introduce some new aspects to the geometrical structure
of the synchronization manifold that will, somehow, differ from the one
given in [6].
All these ideas will be applied to a system modelling two containers
with some chemical solution. These containers are connected trough a
semi-permeable membrane to another container. We assume that the
concentration of the chemical in the three containers is measured by
the variables x1, x2 and y respectively. Then the evolution of these
concentrations is described by the linear system of differential equations$’&’%
9x1 “ k py ´ x1q
9x2 “ k py ´ x2q
9y “ k px1 ´yq ` k px2 ´yq .
(2)
In the second part of this paper we study the perturbations of this sys-
tem, giving conditions under which there occurs generalized synchro-
nization. The option to study this particular example is rather arbitrary.
Our goal is to give an example of the kind of results derived from the so
called Theorem of Generalized Synchronization, introduced in section 2,
whose proof is refered to section A. Analogous results could be obtained
to a larger number of oscillators with a similar coupling. With our choice
we just want to increase the intuition level of the results presented here.
2. Generalized Synchronization
The system (1) may be written in a more condensed form, defining X “
px1, . . . , xmqT and FpX,y, tq “ pf1px1, y, tq, . . . , fmpxm, y, tqqT . Hence,
the system (1) can be rewritten as#
9X “ FpX,y, tq
9y “ gpX,y, tq. (3)
Throughout this paper is assumed that it is valid the assumption of
existence and uniqueness of solutions of system (1) and that all its so-
lutions are defined in R. In the same condensed form we denote by
pXptq, yptqq “ pXpt;X0, y0, t0q, ypt;X0, y0, t0qq the solution of (1) so that
pXpt0q, ypt0qq “ pX0, y0q.
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In a more geometric flavor, for a system like the one presented in (1),
we pretend to identify a k-dimensional invariant submanifold At Ă
Rmn`p, with k ă nm`p, that can be seen as a graph over a k-dimensional
subspace that attracts the solutions of system (1). In the literature, the
typical case exposed is the identical synchronization. In this case, the
dimension of the synchronization manifold is equal to the dimension of
a single oscillator, whose behavior rigidly catches the overall behavior of
the system.
Definition 1. If At is a k-dimensional invariant submanifold of Rnm`p,
for each t P R, that is a graph over a k-dimensional subspace, and attracts
all the (bounded) orbits in the future, i.e., given a metric d, for every
(bounded) solution Zptq “ px1, x2, . . . , xn, yqT of system (1),
d pZptq,Atq Ñ 0
as t Ñ`8, then we call At a synchronization manifold and we say that
there is (bounded) generalized synchronization.
The existence of a candidate for synchronization manifold will be ob-
tained directly from considerations of symmetry, from Lyapunov func-
tion, or using a general result introduced by Russel Smith in [7]. In our
framework, the hereafter called Russel Smith’s condition is equivalent to
the existence of a symmetric matrix P P Mpnm`pqˆpnm`pqpRq, with pre-
cisely k negative eigenvalues, and positive constants ε, λ, so that for any` X
y
˘
,
`
Q
w
˘ P Rnm`p and t P R we haveˆ
X ´Q
y ´w
˙T
P
„ˆ
FpX,y, tq ´ FpQ,w, tq
gpX,y, tq ´ gpQ,w, tq
˙
` λ
ˆ
X ´Q
y ´w
˙
ď ´ε
››››ˆX ´Qy ´w˙
››››2 (4)
Let V be the quadratic form associated with matrix P . The Russel Smith’s
condition is equivalent to say that, for any pair of solutions
` X
y
˘
and
`
Q
w
˘
of system (1), the map e2λtV
` X´Q
y´w
˘
is strictly decreasing. Indeed is valid
the inequality
d
dt
"
e2λtV
ˆ
X ´Q
y ´w
˙*
ď ´2e2λtε
››››ˆX ´Qy ´w
˙››››2 .
This inequality shows that the Russell Smith’s condition may be seen as
a dissipative condition over the set of solutions of system (1). Intimate
related with it are the amenable points.
Definition 2. A point
`
X0, y0, t0
˘T P Rnm`p ˆR is an amenable point
if it gives rise to a solution
´
Xptq
yptq
¯
so that
ż t0
´8
e2λt
››››ˆXpt;X0, y0, t0qypt;X0, y0, t0q
˙››››2 dt ă `8.
Solutions for which the initial conditions are amenable points are
called amenable solutions and its locus amenable orbits. Obviously the
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bounded solutions are amenable. In sequence of this definition we de-
fine the set
At0 “
$&%
ˆ
X0
y0
˙
P Rnm`p :
¨˝
X0
y0
t0
‚˛ is an amenable point
,.- .
For the matrix P defined in (4), consider the respective eigenvalues,
counted with multiplicities,
λ´1 , . . . , λ
´
k , λ
`
k`1, . . . , λn`m`p,
with λ´i ă 0 and λ`j ą 0 for all i “ 1, . . . , k and j “ k ` 1, . . . , nm `
p. By symmetry of matrix P we know that there are nm ` p linearly
independent eigenvectors respectively
v´1 , . . . , v
´
k , v
`
k`1, . . . , vn`m`p.
We can then define the k-dimensional subspace V´ Ă Rnm associated to
the negative eigenvalues of P
V´ “ spantv´1 , . . . , v´k u.
From the previous points we are in conditions to state the main theorem
of this paper, adapted from [6] to the case where the coupling is pro-
duced through the medium. The proof of this theorem will be given in
appendix A. A different proof can also be obtained following the ideas
in [7].
Theorem 1 (Theorem of Generalized Synchronization). Suppose that the
system (1) satisfies the Russell Smith’s condition and there is at least one
amenable point. Then there is bounded generalized synchronization with
At as a synchronization manifold. Moreover, for each t P R, At can be
seen as a graph over V´.
There are two important points about this theorem. First, we notice
that the dimension of the synchronization manifold is equal to the di-
mension of the subspace V´, which is given by the number of the neg-
ative eigenvalues of matrix P . On the other hand, for the same system,
we can use Russel Smith’s condition with different values for λ and this
give us At ’s of different dimensions. So, in general, we can look for dif-
ferent levels of synchronization in the same system, as we will have the
opportunity to see in the next sections.
3. A linear example
In this section, we will consider the case of a linear system (1) that can be
solved by direct methods. In the next sections we will study a nonlinear
perturbation of this system.
We consider a system of three containers, say containers 1, 2 and 3.
All the containers have the same capacity, say 1 liter. The containers 1
and 2 are connected to the container 3 through a semi-permeable mem-
brane. There is a chemical solution diluted in the containers and we
assume that the concentration of the chemical in the three containers is
measured by the variables x1, x2 and y respectively. Then the evolution
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of these concentrations is described by the linear system of differential
equations p2q where k is a constant that depends on the permeability of
the membrane. We can also write this equation in the condensed formˆ 9X
9y
˙
“ kA
ˆ
X
y
˙
where
A “
¨˝´1 0 1
0 ´1 1
1 1 ´2
‚˛.
The matrix A has eigenvalues ´3, ´1, and 0 with corresponding eigen-
vectors ¨˝
1
1
´2
‚˛,
¨˝
1
´1
0
‚˛,
¨˝
1
1
1
‚˛.
So the structure of the phase portrait of this system is very clear: there
is a one-dimensional stable central manifold, the subspace generated
by p1,1,1q, and there is an invariant two-dimensional stable subspace
spanned by the vectors p1,´1,0q and p1,1,1q.
This system is linear. Being so it can be easily integrated. However
we will study it from the point of view of the tools introduced in last
section. Doing so, it will give us an useful intuition when we introduce
nonlinear perturbations in section 4 and it also illustrates the ideas given
in section 2.
A question that naturally arises is: how can we find the matrix P in the
Russel Smith’s condition? To answer this question we need to go back a
little bit and recall the notion of the Lyapunov’s Equation. The following
theorem is adapted from the Corollary (4.4.7) of Theorem (4.4.6), page
270 of [3], where is presented in full generality.
Theorem 2. Given a square matrix D, for every square matrix C the
Lyapunov’s equation
DTP ` PD “ C
has an unique solution P if and only if σ pDq X σ p´Dq “ H, where σ pDq
is the spectrum of matrix D.
Actually, when C is a positive definite matrix there is a relation be-
tween the eigenvalues of D and P . This is a consequence of another
result from matrix analysis known as general inertia theorem (see page
105 of [3]). If all the eigenvalues of matrix D have non-zero real part
and C is a positive definite matrix we may guarantee that the matrix P ,
solution of the above Lyapunov’s equation, has the same inertia of the
matrixD, meaning that the number of eigenvalues with positive real part
is equal in both matrix D and P . In the case that the matrix C is negative
definite, as will be our case, it is not difficult to show that the number of
eigenvalues of matrix D with negative real part are exactly the same as
the number of eigenvalues of the matrix P with positive real part.
This theorem, for the case where D is negative definite, guarantees
the existence of a Lyapunov function for the linear system
9x “ Dx.
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Just choose any negative definite C and obtain a positive definite P by
the results above. Then V pxq “ xTPx is a Lyapunov function because
the Lie derivative of V along the solutions verifies
9V pxq “ xT pDTP ` PDqx “ xTCx ă 0.
In our case, in order to guarantee that the matrix D in the Lyapunov’s
equation does not have eigenvalues with null real part, we introduce a
positive parameter λ and we replace the matrix kA by the perturbed
matrix kA`λI in the Lyapunov’s equation. Assuming that λ is chosen in
such a way that σ pkA`λIqXσ p´kA´ λIq “ H, the matrix P that comes
up as the solution of Lyapunov’s Equation
pkA` λIqTP ` PpkA` λIq “ ´I, (5)
is a symmetric matrix, with a number of eigenvalues with positive real
part equal to the number of eigenvalues of matrix kA`λI with negative
real part. Both points are easy to prove. The last assumption comes
directly from the previous observation while the symmetry of matrix P
is a direct consequence of the uniqueness and the fact that both P and
PT are solutions of the Lyapunov’s equation.
The matrix kA`λI has eigenvalues ´3k`λ, ´k`λ, and λ. We would
like to study the dynamic in the situation where one or two of its eigen-
values are positive, but in order to P be well defined we must choose λ
so that σ pkA` λIq X σ p´kA´ λIq “ H. So we have two different quali-
tative scenarios, if λ P p0, kqztk2u then kA` λI has one positive and two
negative eigenvalues, if λ P pk,3kqzt32k,2ku then kA`λI has two positive
eigenvalues and one negative eigenvalue. In both cases we can compute
the solution P of equation (5) for each λ, and we obtain the not so much
friendly matrix
P “
¨˚
˚˝´ k
2´3kλ`λ2
2λpλ´3kqpλ´kq ´ k
2
2λpλ´3kqpλ´kq
k
2λpλ´3kq
´ k22λpλ´3kqpλ´kq ´ k
2´3kλ`λ2
2λpλ´3kqpλ´kq
k
2λpλ´3kq
k
2λpλ´3kq
k
2λpλ´3kq
k´λ
2λpλ´3kq
‹˛‹‚. (6)
Although from the matrix theory we can only guarantee existence and
uniqueness of a solution of Lyapunov equation for λ P p0, kqztk2u and
λ P pk,3kqzt32k,2ku, we see that the matrix P above is defined and is also
solution for λ P p0, kq and λ P pk,3kq, so from now on we consider this
solution for λ in those intervals. We can even compute the eigenvalues
of P . They are
´ 1
2pλ´ 3kq ,´
1
2pλ´ kq ,´
1
2λ
,
with corresponding eigenvectors¨˝
1
1
´2
‚˛,
¨˝
1
´1
0
‚˛,
¨˝
1
1
1
‚˛.
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In any case, if we make ˆ
FpX,y, tq
gpX,y, tq
˙
“ kA
in (4), then we obtainˆ
X ´Q
y ´w
˙T
PpkA` λIq
ˆ
X ´Q
y ´w
˙
“ ´1
2
››››ˆX ´Qy ´w
˙››››2
so Russel Smith’s condition is satisfied with ε “ 1{2. Then Theorem 1
with λ P p0, kq says that there is an invariant one-dimensional synchro-
nization manifold, that we know to be the central subspace spanned by
p1,1,1qT and if λ P pk,3kq we get a two-dimensional synchronization
manifold that we know to be the subspace spanned by p1,1,1qT and
p1,´1,0qT .
4. General conditions for synchronization of a nonlinear
perturbation
In this section, we will study a perturbation of the linear system of sec-
tion 3 and we will see what Russel Smith’s theory tell us about it. Con-
sider the nonlinear non-autonomous time-periodic perturbation of sys-
tem (2) $’&’%
9x1 “ k py ´ x1q ` f1px1, tq
9x2 “ k py ´ x2q ` f2px2, tq
9y “ k px1 ´yq ` k px2 ´yq ` hpy, tq.
(7)
The functions f1, f2, and h are assumed sufficiently regular, in such a
way that there is existence and uniqueness of solutions of (7) and that
all the solutions are defined in R. Moreover they are T -periodic in t for
some T ą 0.
Our idea will be to see when this perturbed system still satisfies Russel
Smith’s condition with the matrix P computed in the last section, that is
a matrix that suits the linear part. The general problem in its matricial
form is written by¨˝
9x1
9x2
9y
‚˛“ k
¨˝´1 0 1
0 ´1 1
1 1 ´2
‚˛¨˝x1x2
y
‚˛`
¨˝
f1px1, tq
f2px2, tq
hpy, tq
‚˛
Given two solutions of the last systemˆ
X
y
˙
“
¨˝
x1
x2
y
‚˛ and ˆQw
˙
“
¨˝
q1
q2
w
‚˛,
the inequality in the Russel Smith’s condition is thus given by´
X ´Q
y ´w
¯T
P
„ˆ
f1px1, tq ´ f1pq1, tq
f2px2, tq ´ f2pq2, tq
hpy, tq ´ hpw, tq
˙
` pkA` λIq
´
X ´Q
y ´w
¯
ď ´ε
›››´X ´Qy ´w¯›››2
Considering the bilinear form associated to the matrix PpkA ` λIq, and
assuming that P is the solution of the Lyapunov equation pkA`λIqTP `
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PpkA` λIq “ ´I, we can rewrite the last inequality byˆ
1
2
´ ε
˙››››ˆX ´Qy ´w
˙››››2 ´ˆX ´Qy ´w
˙T
P
¨˝
f1px1, tq ´ f1pq1, tq
f2px2, tq ´ f2pq2, tq
hpy, tq ´ hpw, tq
‚˛ě 0
On the other hand, if x1 ‰ q1, x2 ‰ q2, and y ‰ w, defining α “
αpx1, q2, tq “ f1px1,tq´f1pq1,tqx1´q1 , β “ βpx2, q2, tq “
f2px2,tq´f2pq2,tq
x2´q2 , and γ “
γpy,w, tq “ hpy,tq´hpw,tqy´w , we can write the second term in the left hand
side of the last inequality asˆ
X ´Q
y ´w
˙T
P
¨˝
α 0 0
0 β 0
0 0 γ
‚˛ˆX ´Q
y ´w
˙
.
So the inequality in Russel Smith’s condition is equivalent toˆ
X ´Q
y ´w
˙T »–ˆ1
2
´ ε
˙
I ´ P
¨˝
α 0 0
0 β 0
0 0 γ
‚˛fiflˆX ´Q
y ´w
˙
ě 0. (8)
Consider the symmetric matrix Ω of the associate quadratic form
Ω “ 1
2
˜„ˆ
1
2
´ ε
˙
I ´ P
ˆ
α 0 0
0 β 0
0 0 γ
˙T
`
ˆ
1
2
´ ε
˙
I ´ P
ˆ
α 0 0
0 β 0
0 0 γ
˙¸
. (9)
This matrix, written in an explicit form, is given by
Ω “
¨˚
˝ 12 ´ ε` αpk
2´3kλ`λ2q
2λpλ´3kqpλ´kq
pα`βqk2
4λpλ´3kqpλ´kq
pα`γqk
4λp3k´λq
pα`βqk2
4λpλ´3kqpλ´kq
1
2 ´ ε` βpk
2´3kλ`λ2q
2λpλ´3kqpλ´kq
pβ`γqk
4λp3k´λq
pα`γqk
4λp3k´λq
pβ`γqk
4λp3k´λq
1
2 ´ ε` γpk´λq2λp3k´λq
‹˛‚.
So all the discussion about the inequality in Russel Smith’s condition is
therefore equivalent to study under which circumstances the quadratic
form defined by matrix Ω is positive definite. The result of the last
observations can be resumed in the following theorem that is a direct
consequence of Theorem 1.
Theorem 3. Suppose that there is λ P p0, kq Y pk,3kq and ε for whichΩ is positive definite for all x1, x2, y, q1, q2,w, with x1 ‰ x2, q1 ‰ q2,
y ‰ w, where P is the solution of the Lyapunov equation pkA` λIqTP `
PpkA ` λIq “ ´I given by (6). Then there is bounded generalized syn-
chronization for system (7). If λ P p0, kq, the synchronization manifold
At is one-dimensional and can be seen as a graph over the subspace
spanned by p1,1,1qT , if λ P pk,3kq, the synchronization manifold At is
two-dimensional and can be seen as a graph over the subspace spanned
by p1,´1,0qT and p1,1,1qT
We can try to see in what conditions Ω is positive definite. This can
be done in two ways, computing the eigenvalues and see if they are all
positive or studying the minors. Since the former is unmanageable, we
use the second. Consider the coeficients a, b, c, and d given as function
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of parameters λ and k
a “ pk
2 ´ 3kλ` λ2q
2λpλ´ 3kqpλ´ kq “
1
12
ˆ
2
λ
` 1´3k` λ `
3
´k` λ
˙
,
b “ k
2
4λpλ´ 3kqpλ´ kq ,
c “ k
4λp3k´ λq ,
d “ λ´ k
2λpλ´ 3kq .
(10)
Then the matrix Ω is thus given by
Ω “
¨˚
˝12 ´ ε `αa pα` βqb pα` γqcpα` βqb 12 ´ ε ` βa pβ` γqc
pα` γqc pβ` γqc 12 ´ ε ` γd
‹˛‚,
where the three minors of matrix Ω are respectively
m1pαq “1
2
´ ε `αa;
m2pα,βq “
ˆ
1
2
´ ε `αa
˙ˆ
1
2
´ ε ` βa
˙
´ b2pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε ` γd
˙
m2pα,βq ` 2c2bpα` βqpα` γqpβ` γq
´ c2pm1pαqpβ` γq2 `m1pβqpα` γq2q,
(11)
Our intuition says that if the difference quotients α, β, and γ, are
bounded and if k is sufficiently large then the system synchronizes as
the linear part does. These ideas are explicitly stated and proved in the
following theorem.
Theorem 4. Suppose that the following quotients
α “ αpx1, q2, tq “ f1px1, tq ´ f1pq1, tqx1 ´ q1 ,
β “ βpx2, q2, tq “ f2px2, tq ´ f2pq2, tqx2 ´ q2 ,
γ “ γpy,w, tq “ hpy, tq ´ hpw, tq
y ´w ,
are bounded. Then if k is sufficiently large, there is bounded generalized
synchronization for system (7), with a one-dimensional synchronization
manifold At that can be seen as a graph over the subspace spanned by
p1,1,1qT , or with a two-dimensional synchronization manifold At that
can be seen as a graph over the subspace spanned by p1,´1,0qT , and
p1,1,1qT
Proof. If we specify a concrete value for λ in (11), the expressions became
much simpler. We will choose λ “ k{2, that will give the one-dimensional
manifold, and λ “ 2k that will give a two dimensional manifold. Those
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values were chosen arbitrarily, given that they growth linearly with k.
For the first value of λ the four expressions in (10) are given by
a “ 2
5k
, b “ 2
5k
, c “ 1
5k
, d “ 1
5k
.
So the minors in (11) become
m1pαq “1
2
´ ε `α 2
5k
;
m2pα,βq “
ˆ
1
2
´ ε `α 2
5k
˙ˆ
1
2
´ ε ` β 2
5k
˙
´ 4
25k2
pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε ` γ
5k
˙
m2pα,βq ` 4
125k2
pα` βqpα` γqpβ` γq
´ 1
25k2
`
m1pαqpβ` γq2 `m1pβqpα` γq2
˘
.
Now it is clear that if α, β and γ are bounded, we can find a sufficiently
large k, and a sufficiently small ε, that make the last expressions always
positive. For these values of k and ε, Ω is positive definite and the result
follows from the last Theorem.
When λ “ 2k the proof is similar, in this case four expressions in (10)
are given by
a “ 1
4k
, b “ ´ 1
8k
, c “ 1
8k
, d “ ´ 1
4k
.
So the minors in (11) become
m1pαq “1
2
´ ε ` α
4k
;
m2pα,βq “
ˆ
1
2
´ ε ` α
4k
˙ˆ
1
2
´ ε ` β
4k
˙
´ 1
64k2
pα` βq2;
m3pα,β, γq “
ˆ
1
2
´ ε ´ γ
4k
˙
m2pα,βq ` 1
256k2
pα` βqpα` γqpβ` γq
´ 1
68k2
`
m1pαqpβ` γq2 `m1pβqpα` γq2
˘
.
Using the same reasoning of the case when λ “ k{2 we can establish the
desired result. 
5. Identical synchronization if f1 “ f2
In this section we consider the special case where the perturbations
are identical in each oscillator, i.e. we assume that f1 “ f2 “ f . In
fact, when the nonlinear perturbation is identical on both oscillators,
the qualitative behavior of the perturbed system is relatively simple.
This symmetry allows us to find an explicit Lyapunov function for
the system. First we notice that in this case the subspace spanned by
p1,1,1qT and the two-dimensional subspace spanned by p1,1,1qT and
p1,´1,0qT , are not invariant. However the two-dimensional subspace
orthogonal to p1,´1,0qT , the subspace tx1 “ x2u, is still invariant. Ac-
tually, we can give conditions under which it attracts all the solutions.
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If we let z “ x1 ´ x2, and if x1 ‰ x2, then
9z “ ´kpx1 ´ x2q ` f px1, tq ´ f px2, tqx1 ´ x2 px1 ´ x2q
“ ´pk´ apx1, x2, tqqz1,
with apx1, x2, tq “ pf px1, tq ´ f px2, tqq{px1 ´ x2q. So if a ă k1 ă k, for
k1 P R, and for all x1, x2, t, x1 ‰ x2, then zptq Ñ 0 as t Ñ `8, which is
equivalent to say that tx1 “ x2u is a synchronization manifold.
Theorem 5. If f1 “ f2 “ f and for some k1 P R
f px1, tq ´ f px2, tq
x1 ´ x2 ă k1 ă k
for all x1, x2, t, x1 ‰ x2, then the system (7) synchronizes where tx1 “
x2u is a two-dimensional synchronization manifold.
This is what we can call identical synchronization. In this case, the as-
ymptotic behavior of one oscillator can be determined by the asymptotic
behavior of the other. Notice that in this situation we can prove that all
the orbits, bounded or not, converge to the synchronization manifold.
On the other hand, the two-dimensional manifold given by Theorem 4
is a graph over the subspace spanned by p1,´1,0qT and p1,1,1qT , so in
general it is other kind of synchronization.
6. About the ranges that α, β and γ can assume
In Theorem 4 we saw that if α, β and γ are bounded then we can assure
the existence of a sufficiently large k in order Theorem 3 holds. In this
section we try to find optimal values to bound the parameters α, β, γ
and k. As we will see, it is not easy to give analytic results about these
bounds. However, we will be able to give some numerical results that
will give us the necessary insight about them.
In order to make some graphical representations we must consider
some restrictions on the parameters. We start by the case where f1 “
f2 “ f and h “ 0. In this case Ω only depends on ε, α, λ and k. On
the other hand, the ε only introduces an arbitrary small perturbation onΩ, which means that if Ω is positive definite for ε “ 0 then it is also
positive definite for ε sufficiently small. So, in the following figures we
make ε “ 0. In Figure 1, on the left, we make k “ 1 and draw the region
in the plane λ ´ α where Ω is positive definite. This figure was drawn
using the expressions in (11).
We only draw this figure for λ P p0,3kq, this is the relevant interval
in Russel Smith’s condition. For λ P p0, kq, if the range of values of α
falls in the shaded region for this λ then we have an one-dimensional
manifold accordingly to Theorem 3. On the other hand, for λ P pk,3kq,
if the range of values of α falls in the shaded region for this λ then we
have a two-dimensional manifold accordingly to the same Theorem.
This picture can give us an idea of the kind of ranges α can span
in order to guarantee synchronization. Notice that in general we must
choose a different λ for each interval. When k grows, this shaded region
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33
00
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33
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11
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Figure 1. On the left, the region where Ω is positive definite in the
plane λ´ α and on the right, the region where Ω is positive definite
in the plane λ´ γ.
has a similar shape but tends to become larger in the α direction, this is
essentially what makes Theorem 4 come true.
We can draw an analogous figure for the case where there is only
a perturbation on de medium and no perturbation on the oscillators,
f1 “ f2 “ 0 (see Figure 1 on the right). In this case we can show a
shaded region on the plane λ´ γ. In this scenario we can make similar
observations as we did for the last case.
When the nonlinear perturbations on the oscillators are non-identical,
the treatment of the problem is not so simple since we need one extra di-
mension. In Figure 2(a)–2(c) we make h “ 0 and draw the shaded region
where Ω is positive definite, on the α´ β plane, for k “ 1 and a sample
of values of λ in the open interval p0, kq. On the other hand, in figure
(a) λ “ 0.1 (b) λ “ 0.5 (c) λ “ 0.9
Figure 2. Several examples of the domains Dk,λ, for k “ 1 and λ P
p0,1q. The contours represents the border of the domains, beyond
those explicitly represented, for λ P t0.2,0.4,0.7u.
3(a)–3(c) we consider a sample of values of λ in the open interval pk,3kq.
We would like to do a slightly deeper study of this case. From now on
we will consider γ “ 0. First of all, this is the natural choice to obtain
a two dimensional bifurcation diagram. This fact is an important to ex-
plain the underlying idea involving the generalized synchronization. On
the other hand, in [4] it is considered a system with identical oscillators
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(a) λ “ 1.1 (b) λ “ 2.1 (c) λ “ 2.9
Figure 3. Several examples of the domains Dk,λ, for k “ 1 and λ P
p1,3q. The contours represents the border of the domains, beyond
those explicitly represented, for λ P t1.6,1.9,2.5u.
and the general case, that we study in here, it is produced via nonlinear
pertubations that do not have any effect on the medium. To simplify the
notation, we write m3pα,β,0q “ m3pα,βq. For fixed values of k and λ,
we define Dk,λ as the set where Ω is positive definite:
Dk,λ “ tpα,βq P R2 : m1pαq ą 0^m2pα,βq ą 0^m3pα,βq ą 0u.
In the figures we see that the domains Dk,λ are not contained on each
other for different values of λ. In general, given two intervals of values
where the range of α and β are contained, we obtain a rectangle and the
system synchronizes if this rectangle is a subset of one of this shaded
region for some value of k and λ. Again, these regions tend to get larger
as k increases. This is what makes Theorem 4 possible.
Notice also that if α, β and γ are contained in a compact set that is
contained in the interior of the shaded area for some k and λ then we can
find a sufficiently small ε in order that Russel Smith’s condition holds,
so there is essentially no loss of generality in considering these shaded
regions for ε “ 0.
7. Convexity and regularity of the boundary of Dk,λ
We now give some analytical results about the domains Dk,λ. We prove
that they are convex and in which cases they have a smooth boundary.
In a forthcoming paper we will use these properties to construct an algo-
rithm to find the largest area isothetic rectangle, i.e. a rectangle with its
sides parallel to the axis, that is contained in one of these regions. This
allows us to, given a value of k, find concrete bounds on the nonlineari-
ties, where synchronization occurs.
Theorem 6. Fix a value for λ, ε and k. The region Dk,λ where Ω is positive
definite is convex.
Proof. Fix a value for λ, ε and k and consider the set Dk,λ. Now consider
pα1, β1q and pα2, β2q in Dk,λ. We will show that if ξ P p0,1q and
pα,βq “ p1´ ξqpα1, β1q ` ξpα2, β2q
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then pα,βq P Dk,λ. Notice that a point pα,βq is in Dk,λ if and only if (8)
holds. Given
` X
y
˘
and
`
Q
w
˘
in R3,ˆ
X ´Q
y ´w
˙T »–ˆ1
2
´ ε
˙
I ´ P
¨˝p1´ ξqα1 ` ξα2 0 0
0 p1´ ξqβ1 ` ξβ2 0
0 0 0
‚˛fiflˆX ´Q
y ´w
˙
“ p1´ ξq
ˆ
X ´Q
y ´w
˙T »–ˆ1
2
´ ε
˙
I ´ P
¨˝
α1 0 0
0 β1 0
0 0 0
‚˛fiflˆX ´Q
y ´w
˙
` ξ
ˆ
X ´Q
y ´w
˙T »–ˆ1
2
´ ε
˙
I ´ P
¨˝
α2 0 0
0 β2 0
0 0 0
‚˛fiflˆX ´Q
y ´w
˙
ě 0
We conclude that pα,βq satisfies (8), so it belongs to Dk,λ. 
With the next set of lemmas we prepare the proof of the smoothness
of the boundary of the sets Dk,λ. Considering ε “ 0, the set Dk,λ can be
seen as the intersection of three regions where each one of the following
polynomials are positive:
m1pαq “1
2
`αa;
m2pα,βq “
ˆ
1
2
`αa
˙ˆ
1
2
` βa
˙
´ b2pα` βq2;
m3pα,βq “1
2
m2pα,βq ` c2
ˆ
p2b ´ aqpα` βqαβ´ α
2 ` β2
2
˙
,
(12)
with the parameters given by (10). In general, if we intersect three reg-
ular domains with a smooth boundary, the intersection may produce
singular points. In the case we have here, the three sets are sequentially
contained in each other in a very specific way.
The behavior of the first minor m1pαq is very simple. From the equa-
tions (12) we see that m1pαq ą 0 is generically a semi-plane. If a ‰ 0 i.e.
if λ ‰ 3˘
?
5
2 k then the boundary of this semi-plane is given by α “ ´ 12a .
If λ “ 3˘
?
5
2 k, then m1pαq ą 0 is the whole plane.
The second minor is a quadratic form. First we notice that the region
m2pα,βq ą 0 is non-empty, since it clearly contains a neighborhood
of the origin, so the conic section associated is non-degenerate. After
expanding the expression in (12), the quadratic matrix of m2pα,βq, M ,
is given by
M “
«
´b2 a2´2b22
a2´2b2
2 ´b2
ff
.
Without to much effort we can show that the determinant ofM , is given by
|M| “ a2p4b2 ´ a2q{4 “ pλ´ 2kqpk
2 ´ 3kλ` λ2q2
64λ3p3k´ λq3pλ´ kq3 ,
that is positive if λ P p0, kq or λ P p2k,3kq and negative if λ P pk,2kq.
This means that m2pα,βq “ 0 is an ellipse if λ P p0, kq or λ P p2k,3kq, is
a hyperbola if λ P pk,2kq and is a parabola if λ “ 2k. It is straightforward
to see that the line α “ ´1{2a, provided that λ ‰ 3˘
?
5
2 k, is tangent to
the curve m2pα,βq “ 0.
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We define Dk,λ,mi “ tpα,βq P R2 : mipα,βq ą 0u for i “ 1,2,3. A very
simple argument shows that Dk,λ,m2 Ă Dk,λ,m1 . Indeed, it is true that
m1p0,0q ą 0 and m2p0,0q ą 0. Due to the tangency stated above and
that Dk,λ,m2 is a union of convex components, we can therefore state the
following lemma.
Lemma 1. If λ P p0, kqz
!
3´?5
2 k
)
then Dk,λ,m2 is an interior of an ellipse
and Dk,λ,m2 Ă Dk,λ,m1 . If λ P pk,2kq then Dk,λ,m2 has two connected com-
ponents bounded by the hyperbola. In this case one of these components
is contained in Dk,λ,m1 . If λ P p2k,3kqz
!
3`?5
2 k
)
then Dk,λ,m2 is again an
interior of an ellipse and Dk,λ,m2 Ă Dk,λ,m1 . If λ “ 3˘
?
5
2 k then Dk,λ,m2 is
the region between the two lines α ` β “ ˘ 12b and Dk,λ,m1 is the whole
plane, so clearly Dk,λ,m2 Ă Dk,λ,m1 .
When we move ourselves to understand what are the geometric and
analytical consequences to put in scene the third minorm3, we acknowl-
edge that the problem becomes much more difficult. We start by study
the points where the boundary of Dk,λ,m2 and Dk,λ,m3 intersect, i.e., the
solution of the following nonlinear system#
apα`βq
2 ` a2αβ´ b2pα` βq2 ` 14 “ 0
p2b ´ aqαβpα` βq ´ α2`β22 “ 0.
(13)
This system is not easily solvable, so we consider the change of variables
α “ ξ ´ η and β “ ξ ` η. This transforms the system (13) into#
pa2 ´ 4b2qξ2 ` aξ ´ a2η2 ` 14 “ 0
2p2b ´ aqξ3 ´ 2p2b ´ aqη2ξ ´ ξ2 ´ η2 “ 0. (14)
To solve this system we start by looking for solutions with η “ 0 and
we find
pα0, β0q “
ˆ
1
2p2b´ aq ,
1
2p2b´ aq
˙
.
Notice that 2b´a “ 12pk´λq ‰ 0. Then, solving the first equation in order
to η2 and substituting it in the second equation yields
8p2b ´ aqb2ξ3 ´ 4bpa´ bqξ2 ´ 2b ´ a
2
ξ ´ 1
4
“ 0.
Now we have one root of this equation, ξ “ 12p2b´aq and we can factorize
the second equation and obtain
8b2
ˆ
ξ ´ 1
2p2b ´ aq
˙ˆ
ξ ` 1
4b
˙2
p2b ´ aq “ 0.
For ξ “ ´ 14b , we obtain η2 “ apa´4bq4b2a2 and two more solutions
pα1, β1q “
˜
´a´aapa´ 4bq
4ab
,
´a`aapa´ 4bq
4ab
¸
,
pα2, β2q “
˜
´a`aapa´ 4bq
4ab
,
´a´aapa´ 4bq
4ab
¸
,
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for a ą 0, i.e. for λ P
´
3´?5
2 k, k
¯
and λ P
´
3`?5
2 k,3k
¯
. Actually, some
computations show that a´ 4b ą 0 for λ P p0,3kqztku.
The solution pα0, β0q belongs to the line α “ β and the solutions
pα1, β1q and pα2, β2q are the reflection of each other from the same line.
This is not at all surprising because the system is indeed symmetric
about this line. Symmetry is by all means an important property and is
established in the next lemma.
Lemma 2. The domain Dk,λ is symmetric in relation to the line α “ β.
Now we prove that at pαi, βiq, for i P t0,1,2u, the algebraic varieties
m2pα,βq “ 0 and m3pα,βq “ 0 are indeed tangent to each other. A
straightforward computation shows that
∇m3pα0, β0q “
ˆ
1
2
´ c
2
4bp2b ´ aq
˙
∇m2pα0, β0q,
which means that at pα0, β0q the gradients are parallel. Necessarilly the
algebraic varieties are tangent at pα0, β0q. Following the same method,
for i “ 1,2 we have
∇m3pαi, βiq “
ˆ
1
2
` c
2
2ab
˙
∇m2pαi, βiq
and so at the points pα1, β1q and pα2, β2q the algebraic varieties are also
tangent to each other. We conclude that:
Lemma 3. The algebraic varieties m2pα,βq “ 0 and m3pα,βq “ 0 are
tangent at their intersection points and are not singular.
Next, we will study the regularity of curve m3pα,βq “ 0. In the coor-
dinates ξ and η, m2 and m3 are given by
m2pξ, ηq “ pa2 ´ 4b2qξ2 ` aξ ´ a2η2 ` 1
4
,
m3pξ, ηq “ 1
2
m2pξ, ηq ` 2c2p2b´ aqξ3 ´ 2c2p2b´ aqη2ξ ´ c2ξ2 ´ c2η2.
In order to find the points where m3 is non-singular (see [1], pag. 33),
we have to find the points where the gradient ∇m3pξ, ηq “ p0,0q. The
last condition is equivalent to have#
pa2 ´ 4b2 ´ 2c2qξ ` 2c2p2b ´ aqp3ξ2 ´ η2q ` a2 “ 0
pa2 ` 2c2qη` 4c2p2b ´ aqηξ “ 0. (15)
Take notice that along the line η “ 0 the solutions of the system (15)
are the solutions of
Bm3
Bξ pξ,0q “ 6c
2p2b ´ aqξ2 ` pa2 ´ 4b2 ´ 2c2qξ ` a
2
“ 0, (16)
and we get a singular point if a solution of (16) is also solution of
m3pξ,0q “ 0, i.e.
m3pξ,0q “ 2c2p2b´ aqξ3 ` 1
2
pa2 ´ 4b2 ´ 2c2qξ2 ` a
2
ξ ` 1
8
“ 0.
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(a) λ “ 7´2
?
11
5 k (b) λ “ 4´
?
7
3 k
Figure 4. Representation of the non-regular cases of Dk,λ.
The roots of this polynomial are
ξ1 “ ´ 1
2pa´ 2bq , ξ˘ “
a` 2b˘apa` 2bq2 ` 8c2
8c2
It is obvious that the two solutions of (16) are between the last three
roots. Then the solutions of ∇m3pξ, ηq “ p0,0q along the line η “ 0
are the values of ξ where two of the last roots coincide. Since c ‰ 0
then ξ` ‰ ξ´ for all λ P p0,3kqztku. On the other hand, after some
computations we find that
b1 “ b˘ ô c2 ` 2bpa´ 2bq “ 0ô λ “
ˆ
7˘ 2?11
5
˙
k.
Looking now for solutions where η ­“ 0 and going back to the sys-
tem (15), the second equation gives us immediately
ξs “ a
2 ` 2c2
4c2pa´ 2bq . (17)
Using this information in the first equation of system (15) we get
2pa´ 2bqc2η2 ´ pa
2 ` 2c2qpa2 ` 8b2 ` 10c2q
8pa´ 2bqc2 `
a
2
“ 0.
It is not surprising that the value of ξs found in (17) will produce the two
symmetric values for η
η˘ “ ˘
d
pa2 ` 2c2qpa2 ´ 8b2 ´ 10c2q
16c2pa´ 2bq2 `
a
4c2pa´ 2bq .
This is of course result of the symmetry of the domains stated in
lemma 2. The change of variables just produced a change of the axis
of symmetry of the domains. This symmetry implies that m3pξs , η´q “
m3pξs , η`q. Again, for the points pξs , η˘q belong to BDk,λ,m3 it is neces-
sary thatm3pξs , η`q “ 0. Writing the last equation in the variables pk, λq
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we get1
m3pξs , η`q “ ´p3k
2 ´ 8kλ` 3λ2q2p2k4 ´ 8k3λ` 12k2λ2 ´ 6kλ3 ` λ4q
8λ2pk´ λq4pλ´ 3kq2
“ 0.
So the solutions of the equation m3pξs , η`q “ 0 will be also solution of
3k2 ´ 8kλ` 3λ2 “ 0 _ 2k4 ´ 8k3λ` 12k2λ2 ´ 6kλ3 ` λ4 “ 0.
Again, with a computer algebra system, its possible to show that the
only solutions of the last equations are
λ “
ˆ
4˘?7
3
˙
k.
In figures 4(a)-4(b) we represent two examples of the values where BDk,λ
is not smooth. In all other cases, the implicit function theorem give us
the guarantee that the domains are of class C8.
(a) λ “ 0.1 (b) λ “ 0.5 (c) λ “ 0.7
(d) λ “ 1.3 (e) λ “ 2.15 (f) λ “ 2.75
Figure 5. Relation between m2pα,βq ě 0 and the third minor.
So far, we have proved that our domain is convex and we have shown
in which situations they are regular. We have one last property that
comes out a little bit surprising. As stated before, the origin is contained
in all domains Dk,λ,m1 , Dk,λ,m2 and Dk,λ,m3 . We already showed that
at these points the borders of the domains are tangent to each other.
This proves that the intersections do not produce singularities. What
is more surprising is the fact that the connected component of Dk,λ,m3
1The following computations are elementar but to long to be made by hand. We
used a computer algebra system.
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that contains the origin is totally contained in Dk,λ,m2 . This can be seen
through the figures 5(a)-5(f). The next theorem states precisely this.
Theorem 7. If λ P p0,3kqz
!
k, 4˘
?
7
3 k,
7˘2?11
5 k
)
the boundary of Dk,λ
is C8. Moreover, for the connected component of Dk,λ,m3 , call it D0k,λ,m3 ,
that contains p0,0q we have D0k,λ,m3 “ Dk,λ.
Proof. We have already shown that the algebraic variety m3 “ 0 is C8.
As we have seen from the previous observations, there are two distinct
situations: BDk,λ,m3 and BDk,λ,m2 intersect in one or three points. We
concentrate first in the case when the intersection occurs in three dis-
tinct points. Using the coordinates pξ, ηq, when ξ “ 0 and m2pξ, ηq “ 0
we have η “ ˘ 12a . We obtain a point of intersection pξ˚, η˚q “ p0, 12aq
and another one that is symmetric with this one. On the other hand, the
intersection point pξ1, η1q is given by
pξ1, η1q “
˜
´ 1
4b
,
a
apa´ 4bq
2ab
¸
.
Knowing that ´ 14b “ ´ pk´λqp3k´λqλk2 and that the value of ξ for pα0, β0q is
1
2p2b´aq “ k´ λ it is easy to see that we have both#
´ 14b ă 0^ 12p2b´aq ą 0, λ P p0, kq
´ 14b ą 0^ 12p2b´aq ă 0, λ P pk,3kq.
A simple computation shows that
m3pξ˚, η˚q “m3
ˆ
0,
1
2a
˙
“ ´ c
2
4a4
ă 0. (18)
Putting all this together, we have shown that the point pξ˚, η˚q is between
pα0, β0q and pα1, β1q and that pξ˚, η˚q R Dk,λ,m3 . This shows that for
ξ between ´ 12a and 12p2b´aq , the connected component of Dk,λ,m3 that
contains p0,0q does not get out Dk,λ,m2 . By symmetry, we know that
the same situation happens between the points pα0, β0q and pα2, β2q.
A similar argument, done along the line η “ 0 could be used to show
that this is exactly the same situation between pα2, β2q and pα1, β1q.
When there is only one intersection point, a similar argument could be
done to show that the connected component of Dk,λ,m3 containing the
point p0,0q is totally contained in Dk,λ,m2 . 
With this theorem we just finish the geometric characterization of the
domains Dk,λ. The property that it exhibits, the inclusion
D0k,λ,m3 Ă Dk,λ,m2 Ă Dk,λ,m1
is by all means remarkable. A complete understanding of this phenom-
ena remains open and is certainly important enough to be object of fu-
ture work.
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Appendix A. Proof of Theorem of generalized Synchronization
In order to keep this paper as self contained as possible, we present a
proof of Theorem of Generalized Synchronization (theorem 1). To sim-
plify the notation, we will consider a simplified version of system (1)
written as
x1 “ f px, tq, x P RN ,
where N “ nm`p. Without loss of generality, we assume that the origin
is an amenable point. Indeed, if
`
x0, t0
˘
is an amenable point, consider
the change of variables x˜ptq “ xptq´xptq, with xptq “ x `t;x0, t0˘. Then
xpt; t0, x0q is solution of the equation (1) if and only if x˜pt; t0, x0q, with
x˜0 “ x0 ´ x0, is solution of the equation
9˜xptq “ f px˜ptq ` xptq, tq ´ 9xptq– f˜ px˜ptq, tq . (19)
The next lemma establishes the relation among the amenable points of
both equations.
Lemma 4. The point px˜0, t0q is amenable for equation (19) if and only
if px0, t0q “ px˜0 ` xpt0q, t0q is an amenable point for equation (1). In
particular have
A˜t0 “At0 ´ xpt0q.
Proof. By the inequality }A ˘ B}2 ď 2}A}2 ` 2}B}2, using the change of
variables x˜ptq “ xptq ´ xptq it follows the inequalityż t0
´8
e2λt}xpt;x0, t0q}2dt ď 2
ż t0
´8
e2λt}x˜pt; x˜0, t0q}2dt`
` 2
ż t0
´8
e2λt}xptq}2dt.
This shows that if px˜0, t0q is an amenable point for equation (19) then
px0, t0q “ px˜0 ` x0, t0q is amenable for equation (1). In the opposite
direction we haveż t0
´8
e2λt}x˜pt; x˜0, t0q}2dt ď 2
ż t0
´8
e2λt}xpt;x0, t0q}2dt`
` 2
ż t0
´8
e2λt}xptq}2dt,
which is enough to show the reciprocal implication. 
From the previous lemma we have that At0 is a graph of a function
over V´ if and only if A˜t0 also is. On the other hand, if the origin is
an equilibrium point, i.e. f p0, tq “ 0 for all t P R, then any p0, tq with
t P R is also an amenable point for equation (1). From this point on, we
will assume this in all further developments. The next lemma gives a
characterization of the quadratic form V on the amenable points.
Lemma 5. If the Russel Smith’s condition (4) is valid then, given an ame-
nable point pα0, t0q, any other point pα1, t0q is amenable if and only if for
all t P R we have V px1pt;α1, t0q ´ x0pt;α0, t0qq ă 0.
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Proof. Integrating (2) in the interval pα,τq we have
e2λτV px1pτq ´ x0pτqq ď e2λαV px1pαq ´ x0pαqq´
´ 2ε
ż τ
α
e2λt}x1ptq ´ x0ptq}2dt,
(20)
with x1ptq “ x1pt;α1, t0q and x0ptq “ x0pt;α0, t0q. Assuming that pα1, t0q
is amenable observe thatż t0
´8
e2λt}x1ptq ´ x0ptq}2dt ď 2
ż t0
´8
e2λt}x1ptq}2dt`
` 2
ż t0
´8
e2λt}x0ptq}2dt ă 8.
Then there is a sequence tn Ñ´8 such that e2λt }x1ptnq ´ x0ptnq}2 Ñ 0.
Assigning α “ tn in (20) and if we let nÑ8 we get
e2λτV px1pτq ´ x0pτqq ď ´2ε
ż τ
´8
e2λt}x1ptq ´ x0ptq}2dt
which means that V px1ptq ´ x0ptqq ă 0 for all t P R. Reciprocally, again
by (20), we have
0 ď 2ε
ż t0
´8
e2λt}x1ptq ´ x0ptq}2dt ď ´e2λt0V px1pt0q ´ x0pt0qq.
Then necessarily
şt0
´8 e2λt}x1ptq ´ x0ptq}2dt ă 8, wherebyż t0
´8
e2λt}x1ptq}2dt ď 2
ż t0
´8
e2λt}x1ptq ´ x0ptq}2dt`
` 2
ż t0
´8
e2λt}x0ptq}2dt ď 8.
This proves that pα1, t0q is amenable. 
By the symmetry of matrix P , we know that RN admits an orthonormal
base made by eigenvectors of this matrix. We represent it by
v´1 , . . . , v
´
k , v
`
k`1, . . . , v
`
N .
Hence M “
”
v´1 . . . v
´
k v
`
k`1 . . . v
`
N
ı
is an orthogonal matrix and therefore
Q “ MTPM “ diag
!
λ´1 , . . . , λ
´
k , λ
`
k`1, . . . , λ
`
N
)
.
Thus, to represent V by the matrix Q we have to produce the change of
variables
MTX “ Ξ “
¨˚
˝ξ1...
ξN
‹˛‚.
We define the projection of RN over V´ by
pi´ : RN Ñ V´
pi´pXq “ pξ1 . . . ξk 0 . . .0qT .
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In the variables Ξ, the quadratic form V is given by
V pXq “ XTPX “XTMMTPMMTX “
“pMTXqTMTPMpMTXq “ λ´1 ξ21 ` ¨ ¨ ¨ ` λ`Nξ2N .
This observation is useful to show the following lemma.
Lemma 6. There are δ ą 0 and λ such that, for all X P RN
λ
“
δV pXq ` }pi´pXq}2
‰ ą }Ξ}2 ě }pi´pXq}2.
Proof. For a sufficiently small δ for which is valid the inequality
´1 ă δλ´i ă 0 ă δλ`j
and another λ that also check the inequalities
λ ą 1
1` δλ´i
e λ ą 1
δλ`j
for i “ 1, . . . , k e j “ k` 1, . . . , n, we will get successively
λ
“
δV pXq ` }pi´pXq}2
‰ “
“ λ
”
p1` δλ´1 qξ21 ` ¨ ¨ ¨ ` p1` δλ´k qξ2k ` δλ`k`1ξ2k`1 ` ¨ ¨ ¨ ` δλ`Nξ2N
ı
ą
ą ξ21 ` ¨ ¨ ¨ ` ξ2k ` ξ2k`1 ` ¨ ¨ ¨ ` ξ2N “ }Ξ}2 ě
ě ξ21 ` ¨ ¨ ¨ ` ξ2k “ }pi´pXq}2,
which is the point that we wanted to prove. 
The inequality proved above is fundamental to show the next result.
Lemma 7. Given t0 P R and the correspondent manifold At0 , the func-
tion pi´ : At0 Ñ pi´pAt0q Ă V´ is one-to-one, continuous and globally
Lipchitz.
Proof. For the usual topology we know that a projection in a vector space
is a continuous map. Given two amenable points x1 ‰ x2 in At0 , by
lemma 5 we get V px1 ´ x2q ă 0. By lemma 6, with the correspondence
MTxi “ Ξi, we obtain
λ}pi´px1 ´ x2q}2 ą }Ξ1 ´ Ξ2}2 ě }pi´px1 ´ x2q}2,
which is enough to assure pi´px1q ‰ pi´px2q. Otherwise we would have
either Ξ1 “ Ξ2 and x1 “ x2. On the other hand, by the same inequality
we also get
}pi´px1 ´ x2q} ď }Ξ1 ´ Ξ2} ď }M}}X1 ´X2}.
This means that pi´ : At0 Ñ V´ is }M}-Lipchitz. 
To proceed in the direction of our goal we need to introduce the
Wazewski’s Topological Principle (see [9] for full details). To do that
we need to set up some concepts.
Definition 3. Let X be a topological space and A Ă X. A continuous map
r : X Ñ A such that r paq “ a for all a P A is called a retraction. The set
A is called a retract of X if there exists a retraction r : X Ñ A.
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A classical result of Algebraic Topology shows that in Rn the border
of unit disk BDn “ tx P Rn : |x| “ 1u is not a retraction of Dn “ tx P
Rn : |x| ď 1u (see [2], pag. 114 for full details). Consider a continuous
vector field f on a open set A Ă Rn and a Cauchy problem#
9x “ f px, tq
xpt0q “ x0, (21)
for which the existence and uniqueness of solutions holds. Let xpt; t0, x0q
be the flux of f and Ω an open set in Rn ˆR.
Definition 4. Apoint pt0, x0q P BΩ is called an ingress point for the equa-
tion (21) if there is ε ą 0 such that pxpt, t0, x0q, tq P Ω for all t P pt0, t0`εs.
Furthermore, if pxpt; t0, x0q, tq R Ω for any t P pt0 ´ ε, t0q then pt0, x0q is
called a strict ingress point.
We represent by Ωi and Ωsi, respectively, the sets of ingress and
strictly ingress points. We are in conditions to state the so called Waze-
wski’s Topological Principle as presented in [9].
Theorem 8 (Wazewski’s Topological Principle). Assuming that Ωi “ Ωsi,
let S Ă Ω Y Ωi such that S X Ωi is a retract of Ωi and S X Ωi is not a
retract of S. Then there is a point pt0, x0q P SXΩ such that the respective
solution of (21) verifies pt, xpt; t0, x0qq P Ω for all t P pαpt0, x0q, t0s, where
αpt0, x0q is the lower bound of the maximal interval of existence for the
solution xpt; t0, x0q.
We are now in condition to complete the prove that At0 is a graph
over V´.
Lemma 8. Consider the sets At0 e V´ given before. The map pi´ : At0 Ñ
V´ is onto.
Proof. Let C be the cone associated to V
C “  x P RN : V pxq ă 0( “  x P RN : λ´1 ξ21 ` ¨ ¨ ¨ ` λ`Nξ2N ă 0( ,
and Ω the subset of RN ˆR defined by
Ω “  px, tq P RN ˆR : V pxq ă 0( .
If Ωt0 “ tpx, tq P Ω : t “ t0u, px0, t0q P BΩ and x0 “ 0 then px0, t0q R Ωi.
In alternative, if px0, t0q P BΩ and x0 ­“ 0, by (2) we get
d
dt
 
e2λtV pxpt;x0, t0qq
(ˇˇˇˇ
t“t0
ď ´2e2λt0ε}x0}2 ă 0.
Hence, in a neighborwood t0, with t ă t0 we have V pxptqq ą 0 and
xptq R Ω. In a neighborhood of t0, with t ą t0 we have V pxptqq ă 0 e
xptq P Ω. From these points we get
Ωi “ Ωsi “ BΩztp0, tq : t P Ru. (22)
Given ξ P V´, our task is to find a x0 PAt0 such that
pi´px0q “ ξ “
`
ξ1, . . . , ξk,0, . . . ,0
˘
.
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To apply the Wazewski’s Topological Principle we define the set
S “  px, t0q P RN ˆR : pi´pxq “ ξ e V pxq ď 0( “
“  px, t0q P RN ˆR : λ`k`1ξ2k`1 ` ¨ ¨ ¨ ` λ`Nξ2N ď
ď ´λ´1 ξ
2
1 ´ ¨ ¨ ¨ ´ λ´k ξ
2
k ^pi´pxq “ ξ
)
It is easy to show that S and DN´k are homeomorphic. On the other
hand we have that
S X BΩ “  px, t0q P RN ˆR : λ`k`1ξ2k`1 ` ¨ ¨ ¨ ` λ`Nξ2N
“ ´λ´1 ξ
2
1 ´ ¨ ¨ ¨ ´ λ´k ξ
2
k ^pi´pxq “ ξ
)
is homeomorphic to SN´k´1 “ BDN´k. Therefore, SXBΩ is not a rectract
of S. Hence, the set of ingress point may be written as
Ωi “
$&%px, t0q P RN ˆR : λ´1 ξ21 ` ¨ ¨ ¨ ` λ`Nξ2N “ 0^ Nÿ
j“1
ξ2k ą 0
,.-
Is easy to show that S X Ωi “ S X BΩ. We will now show that S X Ωi is
a retract of Ωi. Following the same arguments given in [6], adapted to
our framework, it is easy to find a retraction of r1 : Ωi Ñ BpΩt0ztp0, t0quq.
Consider the set T “ tx P BΩt0 : V ppi´pxqq “ V pξqu. Is direct to show
that r2 : BpΩt0ztp0, t0quq Ñ T defined by
r2pxq “ V pξqV ppi´pxqqx
is a retraction. Defining pi` – I ´pi´, the set T can also be given by the
equalities
V ppi´pxqq “ V pξq e V ppi`pxqq “ ´V pξq.
The first defines a set that is diffeomorphous to Sk´1 Ă V´ and the
second a set diffeomorphous to SN´k´1 Ă V`. Therefore T is given by
the cartesian product T1ˆT2 diffeomorphic to Sk´1ˆSN´k´1. Finally we
may define a retraction r3 : T Ñ S X BΩi by r3pxq – ξ `pi`pxq. Follows
immediately that r3 ˝ r2 ˝ r1 is a retraction of Ωi in S XΩi.
By Wazewski’s Topological Principle there is a point px0, t0q P S XΩ such that xpt;x0, t0q P Ω for all t P R. This equivalent to say that
V pxpt;x0, t0qq ă 0 for all t P R. By lemma 5 the point px0, t0q is amenable
and pi´px0q “ ξ. 
To finish the proof of Theorem 1 we still need to show that the amenable
manifold At is the assymptotic limit of the bounded orbits.
Lemma 9. If xptq for all t ą 0 is a bounded solution of (1) then
dpxptq,Atq ÝÝÝÑ
tÑ`8 0.
Proof. By assuming that the system (1) is T -periodic, the Poincaré stro-
boscopic map P : RN Ñ RN
Ppx0q “ xpT ;x0,0q
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is well defined. Because the sequence txpcT ; 0, x0qucPN is bounded, its
ω-limit, represented by the set A, is non-empty, compact and invariant
for the Poincaré map. Consider a solution yptq “ ypt;y0,0q such that
y0 P A. As yptq is contained in a compact set
txpt;A,0q : t P r0, T su ,
then yptq is bounded and therefore py0,0q is an amenable point. With
an analogous argument we may show that the ω-limit of the sequence
txpcT ` tqucPN is a subset of At for all t P R. In order to obtain a
contradiction, suppose that there is a sequence tc Ñ`8 such that
d pxptcq,Atq ą ε ą 0.
Let tc “ lc ` hcT , with lc P r0, T s and hc P Z. Because tlcu and txptcqu
are both bounded we may assume the existence of l P r0, T s and P P RN
such that lc Ñ l and xptcq Ñ P . We will then get
}xphcT ` lq ´ P} ď }xptc ´ lc ` lq ´ xptcq} ` }xptcq ´ P}
ďmax
tą0 }x
1ptq}}lc ´ l} ` }xptcq ´ P} ÝÝÝÑ
kÑ`8
0.
Then necessarilly either xphcT ` lq Ñ P and P PAl. On the other hand,
by the time periodicity of the system (1), we have At0`T “ At0 and
therefore
0 ă ε ă d pxptcq,Atc q “ d
`
xptcq,Alc
˘
.
However, we also have
d
`
xptcq,Alc
˘ ă }xplc ;P, lq ´ xptcq}
ď }xplc ;P, lq ´ P} ` }P ´ xptcq} ÝÝÝÑ
kÑ`8
0
which results in a contradiction. Then dpxptq,Atq ÝÝÝÑ
tÑ`8 0. 
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