Abstract. The existence of singularities of the solution for a class of Lax equations is investigated using a development of the factorization method first proposed by Semenov-Tian-Shansky and Reymann [11], [9]. It is shown that the existence of a singularity at a point t = t i is directly related to the property that the kernel of a certain Toeplitz operator (whose symbol depends on t) be non-trivial. The investigation of this question involves the factorization on a Riemann surface of a scalar function closely related to the above-mentioned operator. An example is presented and the set of singularities is shown to coincide with the set obtained by classical methods. This comparison involves relating the two Riemann surfaces associated to the system by these methods.
Introduction
In this paper we investigate the existence of singularities of the solutions of Lax equations for a class of equations that applies to most finite-dimensional dynamical systems such as e.g. classical tops (see e.g. [3] , [9] , [10] ). To that end we consider the time variable t to be a complex variable and determine the singularities of the solution in the complex plane. This is tied to the question of global existence of solutions for real t as the non-existence of singularities for real t implies global existence of the solution. Also, it is likely that full knowledge of the location of complex singularities may eventually give more insight into the dynamics of the system.
Our approach is a development of the factorization method first proposed by Semenov-Tian-Shansky and Reymann [11] , [9] which in turn may be seen as a generalization of the AKS (Adler-Kostant-Symes) theorem that applies to finite dimensional algebras [1] .
To the best of our knowledge the first application of this method in the setting of an infinite-dimensional algebra appeared in [4] , which focused on a restricted class of Lax equations. The absence in the literature of more fully computed examples of application of this method is probably due to the fact that it involves the factorization of a continuous function on a contour in a Riemann surface (for a general treatment of this problem see [5] ).
Considering t as a complex variable and extending the class of Lax equations requires a new analysis of the results of [4] , where we were able to avoid making some delicate assumptions like the differentiability of the factors in the Wiener-Hopft factorization (see definition below) of the matrix function exp(tL 0 ), where L 0 is the value of the Lax matrix L t at t = 0. This is done in Section 2 and continued in Section 3 for the question of location of the singularities of the solution. Our approach makes the treatment fully rigorous and, in our view, is crucial for the treatment in the context of a complex t.
The main result is Theorem 3.1, which we state next. For this we note that the space [C µ (S 1 )] n of Hölder continuous n×n matrix-valued functions has a direct sum decomposition 
has a solution in a neighbourhood of the point t i iff T G is injective at the point t i . In the above equation
n×n is a bounded linear operator. In the calculation of the singularities we need the notion of a WienerHopf factorization. Let G :
We say that G possesses a Wiener-Hopf factorization (also called Riemann-Hilbert factorization and Birkhoff factorization [7] , [8] ) if G can be represented in the form
where G ± and their inverses belong to C ± µ n×n and D = diag(r k 1 , . . . , r kn ) with k 1 ≥ k 2 ≥ · · · k n and r is a rational function with a zero in D and a pole in C \ D. The factorization is said to be canonical if D = I n , where I n denotes the identity matrix. The above definition applies to functions belonging to other spaces (see e.g. [6] ). In [C µ ] n×n G possesses a Wiener-Hopf factorization (1.3) iff G is invertible on S 1 . We recall from [6] that the operator T G is invertible iff the factorization (1.4) is canonical. This is the basic result from operatior theory that will be used to locate the singularities of the solution of the Lax equations. A direct consequence of Theorem 3.1 is Proposition 3.2 which states that the solution of equation (1.3) has a singularity at t = t i iff the Riemann-Hilbert problem
has a nontrivial solution at t = t i . This is equivalent to saying that the Wiener-Hopf factorization of G is noncanonical for t = t i . The paper ends with an example of a dynamical system that belongs to the standard Lax class considered in [4] . For this example it is possible to obtain the solution to the Lax equation by classical methods (integration of the system of ordinary differential equations) and thus obtaining its set of singularities. This enables us to compare it with the set of singularities derived by our method. A rather interesting point is that the classical approach and the Lax equation one lead to different Riemann surfaces. The two surfaces are closely related, as shown in Proposition 4.2, but the fact that they are different led us to derive several intermediate results in order to show that the sets of singularities obtained by the two approaches coincide.
The study of the example given in Section 4 takes a large part of the paper but we believe that it not only illustrates the theory that we present here but also sheds some light into the relation between the classical methods and those based on the Lax equation -a point that may be obscure in the study of other finite-dimensional integrable systems, for example, in the study of some classical tops.
Lax equation and Riemann-Hilbert problems
In this section we generalize the results of [4, §2] replacing a neighborhood of the origin in the real variable t by a neighborhood of the origin in the now complex variable t (for what follows it is necessary to consider t as complex variable) and extending the class of equations considered. In [4] we studied a class of Lax equations of the form
where the dynamical variables L + t , L t depend on a parameter λ varying on the unit circle S 1 , L t is a matrix-valued Laurent polynomial in λ and L + t is the part of L t analytic in the unit disc D. In [4] we called the above class the standard Lax class (it includes e.g. a special case of the Lagrange top). In this paper we study a class of Lax equations more general than the above one. It includes most finite-dimensional integrable systems. We write the equations of this class in the form
where L + t is defined as above and A 0 = P 0 L t , with P 0 being a bounded linear operator from the space [C 1 (Ω)] n×n of matrix-valued Hölder functions on S 1 to the space C n×n of constant matrix functions on S 1 (depending on t as a parameter).
To state the first result in a rigorous way we need the definition that follows
n×n be the space of continuously differentiable matrix functions with respect to t in a region Ω ⊂ C and define
n×n to be a Laurent polynomial of the form
where We can now state our first result which is a generalization of [4, Theorem 2.3] extending the applicability of known formulas (see e.g. [9] ) for L t . Theorem 2.3. Let L t be an n×n matrix-valued function satisfying the Lax equation (2.2) in a simply-connected region Ω containing the origin (in the variable t). Then L t is given in the region Ω by the formulas
subject to the initial conditions G + | t=0 = G − | t=0 = I n , where I n is the identity n × n matrix.
Proof. The proof goes along the same lines as the proof of [4, Theorem 2.3] with L ± t replaced by L ± t ± A 0 . We note only that the condition on the connectivity of Ω is needed to ensure that equations (2.6) have well defined solutions throughout Ω.
Proposition 2.4. If the singularities of L t with respect to t are isolated then there exists a simply connected region Ω = C \ B s where B s is the union of two cuts joining the singularities.
Proof. If the singularities are isolated we can denote them by t n with n ∈ Z. Furthermore we can enumerate them in lexicographic order (t ≤ t ′ iff Re t < Re t ′ or Re t = Re t ′ and Im t ≤ Im t ′ ). Consider two consecutive points of this sequence, say t k , t k+1 . Define one cut (B s + ) as the union of line segments [t r−1 , t r ] for r < k. Similarly, define the second cut (B s − ) as the union of segments [t r , t r+1 ] for r ≥ k. Then
in a simply connected region Ω containing the origin (in the variable t) and the condition G| t=0 = I n . Then
Proof.
From equations (2.6)
where we have introduced the expression for L 0 resulting from the second of formulas (2.5)
− . Formula (2.7) now follows from the above equation.
Wiener-Hopf factorization in the region Ω of Theorem 2.5. (ii) Let G − G + be another Wiener-Hopf factorization. Then
This is a canonical Wiener-Hopf factorization of G in view of the properties of G − , G + resulting from equations (2.6).
(ii) Let G − G + be another (canonical) Wiener-Hopf factorization of G, obtained e.g. by solving a Riemann-Hilbert problem with coefficient G ( GΦ + = Φ − ). Then we have (2.9)
In the above relation both factorizations have factors that with their inverses are bounded analytic in their domains of existence, G − , G + , because it is assumed to be a Wiener-Hopf factorization and G − , G + because the factors are assumed to satisfy equations (2.6).
From (2.9) we have
which implies that both sides equal a constant in λ, but since we have a relation (2.10) for each t, both sides must equal a function of t, independent of λ. We write
F t plays the role of a normalization factor at the point t for G − , G + .
Theorem 2.7. Let F t satisfy the linear differential equation
Then the function L t given by
Proof. We show that L t given by (2.12) with F t satisfying (2.11) is a solution to equation (2.2). We have
where P 0 is a linear bounded operator as assumed in the definition of the right-hand side of equation (2.2). Define
Noting that F t is independent of λ, F t commutes with P 0 which leads toÂ
Introducing in equation (2.11) the definition (2.14) ofÂ 0 we obtain
Remark 2.9. Equation (2.13) is more convenient for calculating the solution of equation (2.2) sinceÂ 0 is known explicitly whereas A 0 is not. Proposition 2.10. G = exp(tL 0 ) has a canonical factorization at a point t i ∈ Ω with factors differentiable w.r.t. t in a neighborhood of t i iff equation (2.2) has a solution at the point t i .
Proof. Sufficiency: Assume that equation (2.2) has a solution at a point t i ∈ Ω. Then by Theorem 2.3 there exist functions G − , G + satisfying (2.6) in a neighborhood of t i (Ω is open) which give the solution to
t G + where F t satisfies the differential equation (2.11). Since G − , G + and F t are differentiable in a vicinity of t i it follows that the factors G − , G + are differentiable too. Necessity: Assume that the factors 
which is equation (2.2).
Singularities via the Riemann-Hilbert approach
In this section we present our main result which enables us to locate the singularities of the solution to equation (2.2) without obtaining the explicit solution of the associated Riemann-Hilbert problem. Here the use of the factorization method is crucial since it allows us to translate the problem of the existence of singularities into an operator theory problem.
We recall from the Introduction the direct sum decomposition of
is the subspace of analytic functions in C \ D that vanish at infinity. We let
n denote the projection associated to this decomposition (so that ker
n×n the corresponding multiplication operator in C + µ n is denoted GI + . The composite
is a Topelitz operator (with symbol G [6, Ch.1]) whose properties are closely related to those of its symbol G. We recall from [6, Ch.1] that the operator P + GI + is invertible iff G has a canonical Wiener-Hopf factorization
. We are now ready to state the main result of this section.
Theorem 3.1. Let T G be the Toeplitz operator P + GI + defined above, where G = exp(tL 0 ).
Then equation (2.2) has a solution in a neighborhood of a point t = t i iff the operator T G is injective at that point, i.e., ker T G is trivial.
Proof. Sufficiency: We begin by proving that if ker T G is trivial T G is invertible. Firstly we note that G = exp(tL 0 ) ∈ C µ (S 1 ) (in fact G ∈ C ∞ (S 1 )) for every t ∈ C. Thus a factorization of G of the general form
where D is a diagonal nonsingular rational matrix, exists for all t ∈ C (see e.g.
for all λ ∈ S 1 , it follows that T G is Fredholm of zero index. This means that codim im T G = dim ker T G .
It follows that, if ker T G is trivial at t = t i , T G is invertible at this point.
It is easy to see that this is true in a neighborhood of t i . Hence G has a canonical factorization
in a neighborhood of t i . By Proposition 2.10 this implies that equation (2.2) has a solution at this point. Necessity: Assume that a solution to equation (2.2) exists at t = t i . Then, by Proposition 2.10, G possesses a canonical factorization at t = t i , i.e.,
This is equivalent to the invertibility of T G in a neighborhood of t i and thus ker T G is trivial.
In the next two propositions we express the condition of Theorem 3.1 in terms of the existence of solutions to a certain Riemann-Hilbert problem, which has the advantage of being easier to analyse. Proposition 3.2. Let T G be the operator defined in Theorem 3.1. Then ker T G is nontrivial iff the Riemann-Hilbert problem
with Φ − (∞) = 0, has non-trivial solutions.
Proof. ker T G being non-trivial means that the equation
has non-trivial solutions. Keeping in mind the direct sum decomposition (3.1), we see that this is equivalent to saying that the Riemann-
has non-trivial solutions. where ∞ 1 , ∞ 2 are the poles of the meromorphic function given by the projection Σ → P 1 (C), (x, w) → x ( i.e., ∞ 1 , ∞ 2 are the points of Σ "at infinity").
Proof. It is proven in [5] that the Riemann-Hilbert problem (3.2) is equivalent, for n = 2, to a scalar Riemann-Hilbert problem on Σ (3.3). The condition (3.4) is the translation of the condition Φ − (∞) = 0 in (3.2) to the Riemann surface.
Example
In this section we study a dynamical system for which the solution and, consequently, its singularities can be obtained by classical methods and compare the result obtained with that given by the method of Section 3.
4.1. Dynamical system. We take the example presented in [4] which is given by the equations
and L + t being the polynomial part of L t (with respect to λ). It can easily be seen that equation (4.1) together with (4.2) and (4.3) is equivalent to the following nonlinear system of differential equations
for the dynamical variables x, y, z. This system admits two integrals of the motion, namely,
That these are invariants is easily checked by differentiating both sides of relations (4.5) and using equations (4.4).
Classical solution.
To obtain an equation of the movement in the variable x we begin with the first of equations (4.4)
. Using relations (4.5) yields
from which we get
where
The above equation means that (ẋ, x) lies in an elliptic curve, i.e., the orbits of the dynamics lie in an elliptic Riemann surface.
Before we integrate (4.6) we note that if we derive equations for the variables y, z we obtain equation (4.6) after an elementary transformation on these variables as was to be expected.
Integration of (4.6) gives (4.7)
where x 0 is the value of x at t = 0, and the path of integration is understood to be on the Riemann surface Σ defined by
2 ) with the zeros of p(x), ±x 1 , ±x 2 , given by
It is useful to write (4.8) in the normalized form
where x = x/x 1 and k
. From now on we take as a definition of the Riemann surface Σ the following equation (4.10)
which corresponds to making the change of variables x → x/x 1 , w → w/(x 1 x 2 ). With this notation, (4.7) takes the form
It is convenient to write the above integral as a difference of two integrals as follows
We are looking for the singularities of the solution to equation (4.6) so we let x → ∞ which leads to
where K, K ′ are, respectively, the complete elliptic integral and the complementary complete elliptic integral of the first kind (see e.g. [2] ). Hence from (4.11), keeping in mind that (4.11) is an equation on Σ, we obtain
where (4.12)
The above formulas for t are equivalent to the single formula From this equation we obtain (4.18)
or, introducing the invariants A and B,
The explicit formulas for the zeros of p 1 (λ), ±λ 1 , ±λ 2 , are given in (4.33) below. Relation (4.18) defines an elliptic Riemann surface, which is associated with L 0 (or L t as it is independent of the dynamics). We denote by Σ 1 the compact Riemann surface obtained by adding two points at infinity ∞ 1 , ∞ 2 .
Going back to (4.15) it follows from it that
where D = diag(exp(tλ −1 µ), exp(−tλ −1 µ)). Hence (4.14) may be written as
which, in terms of the components of Φ ± , denoted (φ
, is written as (4.20)
The above system is equivalent to the following single scalar equation (for more details see [4] or [5] ) on a contour Γ that is the preimage of S 1 under the projection ̺ : (λ, µ) → λ,
Note that Γ has two connected components; we put d = d 1 on one of these components and d = d 2 on the other. In view of the expressions for d 1 and d 2 we have
Concerning equation (4.21), it is also useful to note that setting q 2 (λ) = aλ 2 − x 0 λ + y 0 , we have
. It follows that, as a meromorphic function on Σ 1 , q 1 (λ) has four zeros, two of which are zeros of µ + z 0 and the other two are zeros of µ − z 0 .
To solve (4.21) we note that d can be factorized on the Riemann surface as
where (d + ) ±1 ∈ C µ (Γ) extends holomorphically to the preimage Ω + of D under the projection ̺ and, similarly, (d − ) ±1 ∈ C µ (Γ) admits a holomorphic extension to the preimage Ω − of P(C) \ D. Finally, r is a rational function on Σ 1 . See [4] or [5] for more details.
Note that all three factors in the above factorization depend on t. Introducing this factorization in (4.21), we get
where R is a rational function on Σ 1 .
For the computations that follow it is convenient to rewrite the Riemann surface Σ 1 using the normalized equation
where k 1 = λ 1 /λ 2 and ±λ 1 , ±λ 2 are the roots of p 1 (λ) (cf. (4.18)) given in (4.33) below. This corresponds to making a change of variables
Also, from now on we identify Σ 1 with its Jacobian, using the Abel map
i.e., we consider all equations relating points of Σ 1 as written on the quotient of C by the lattice of periods of the holomorphic form dλ/µ. Hence, keeping in mind that Σ 1 is an elliptic Riemann surface (p 1 is a fourth degree polynomial), R can be expressed in elliptic theta functions. To this end we recall that we are solving (4.24) with the conditions φ − i (∞ j ) = 0, for i, j = 1, 2, where ∞ 1 , ∞ 2 are the two points at infinity 3 in Σ 1 , which correspond to ∞ under the projection ̺ : (λ, µ) → λ. Denoting by ψ + , ψ − the expression within parentheses in both sides of (4.24), these conditions correspond to
Before introducing these conditions we note that, using the Jacobi theta function ϑ 1 that satisfies ϑ 1 (0) = 0, R has the expression (4.28)
where γ ∈ C and the zeros and poles of R are determined by the following conditions:
(i) R has a pole at the point u 0 corresponding to the pole of r in Ω + (see [4, Appendix B] ); (ii) R has a zero at the point v 0 corresponding to the zero of r in Ω + (see [4, Appendix B] ); (iii) R has two poles u 1 , u 2 at the zeros of q 1 that do not coincide with the zeros of aλ 1 λ 2 µ + z 0 (which is µ + z 0 in (4.24) written in the normalized coordinates of (4.25)); (iv) R has two zeros at points v 1 , v 2 imposed by condition (4.27), i.e.,
(v) The zeros and poles of R must satisfy Abel's condition:
(mod 2iK where u 1 , u 2 are the images under Abel's map of the zeros of q 1 that do not coincide with zeros of aλ 1 λ 2 µ + z 0 , i.e., corresponding to the factors of the canonical factorization of G, G = G − G + , although these functions can easily be obtained from (4.24), replacing condition (iv) by the imposition of a zero at a chosen point v 1 . Then Abel's condition (v) gives the zero v 2 (see [4] for the details). The solution thus obtained gives the factors G − , G + of G providing t does not satisfy (4.31), a result that could not be obtained in [4] .
(ii) Formulas (4.31) and (4.13) are not easily compared since they involve different Riemann surfaces. The appearance of distinct surfaces when using different methods to study integrable systems is an intriguing phenomenon that occurs in other examples [3] .
We show next that the two Riemann surfaces are closely related and that the two expressions for the singularities coincide.
4.4.
Comparison of solutions. We start by showing that the two Riemann surfaces Σ and Σ 1 are related and this will enable us to express both formulas (4.13) and (4.31) on the same Riemann surface thus allowing for a comparison of the two results.
The Riemann surface Σ is defined by the equation
2 ) and k = x 1 /x 2 , where
The Riemann surface Σ 1 is defined by the equation
2 ), where
From the expression for p(x) and (4.32) we have
. Introducing these relations in (4.33) gives
which leads to
where the sign in the square root is determined by a direct check on (4.33). From (4.35) we now get the relation between the moduli of the two surfaces (4.36)
k where k and k 1 denote the elliptic moduli of Σ and Σ 1 , respectively (see [2] ). This shows that the surfaces are closely related as claimed at the end of Section 4.3.
Having obtained equality (4.36) we are now in a position to state the following proposition relating Σ and Σ 1 . (i) For the elliptic moduli of Σ and Σ 1 , respectively k, k 1 , we have
(iii) Under the map ϕ of (ii) the points at infinity of Σ are mapped to Proof. (i) was proven in (4.36). The formula in (ii) is obtained by composing the two Gauss transformations corresponding in terms of elliptic moduli to k → k ′ 1 and k ′ → k 1 (see [2, §39] ). That it defines a map Σ → Σ 1 can be directly checked by a substitution of (4.36) in µ 2 = (1 − λ 2 )(1 − k 2 1 λ 2 ). We note that this map is not injective; in fact it is 2 to 1. (iii) is easily obtained by direct substitution in formula (ii).
The expression (iv) follows directly from (ii) by differentiation.
Before we attempt to formulate expression (4.13) in Σ 1 we are going to write u 1 + u 2 of (4.31) as a single integral as in (4.13) in order to make it possible to compare the two results. From (4.31) To obtain ξ 0 we make use of the formula for the sum of arguments of the elliptic function sn (see [2] ), (4.38) sn(u 1 + u 2 ) = sn u 1 cn u 2 dn u 2 + sn u 2 cn u 1 dn u 1 1 − k where we have used the resultλ 1 +λ 2 = x 0 /a. We shall now transform the terms on the right-hand side of (4.13) into the surface Σ 1 . We first take the expression for u 0 given in (4.12) .
For the sake of simplicity in the calculations instead of trying to transform λ 0 into ξ 0 we prefer to take ξ 0 in (4.41) and transform it as follows: (1 + k) = λ 0 .
where we have used formula (4.45) and the relation w(x 0 /x 1 ) = 2iaz 0 /(x 1 x 2 ), which is a consequence of (4.4) and (4.6) for t = 0. 
