We give a general condition for a discrete spin system with nearest-neighbor interactions on the Z d lattice to exhibit long-range order. The condition is applicable to systems with residual entropy in which the long-range order is entropically driven. As a main example we consider the antiferromagnetic q-state Potts model and rigorously prove the existence of a broken sub-lattice symmetry phase at low temperature and high dimension -a new result for q ≥ 4. As further examples, we prove the existence of an ordered phase in a clock model with hard constraints and extend the known regime of the demixed phase in the lattice Widom-Rowlinson model.
q 2 states dominant on one sublattice and q 2 dominant on the other (though there are excitations even at zero temperature). Kotecký [20] further argued for the existence of the BSS phase by relating the model to the ferromagnetic case. The BSS phase is an example of an entropically-driven long-range order, in which spins tend to take values in a restricted set of possibilities on one sublattice in order to allow more possibilities for the spins on the other sublattice.
It is expected that for each lattice L there is a value q c (L) such that the AF Potts model orders at low temperatures for q < q c (L) and is disordered at all temperatures for q > q c (L). However, it is difficult to rigorously establish the existence of entropically-driven long-range order, as the standard Peierls argument is obstructed by the fact that domain walls have no energetic contribution but rather serve only to reduce the entropy of the configuration around them. Thus, a rigorous proof of existence of the BSS phase on the Z d lattice is available only for q = 3 and d large [10, 16, 31] (so that q c (Z d ) ≥ 3 for d large). Irregularities in the lattice L, i.e., having different sublattice densities, promote ordering. The q = 3 (q = 4) model is disordered at all temperatures on the honeycomb lattice [34, 37] and has a zero-temperature critical point on the square [25, 36] (triangular [3, 27, 28] ) lattice, but orders at low temperatures on the so-called diced [12, 21, 22] (union-jack [6]) lattice. More extreme irregularities can increase q c to arbitrary large values on planar lattices [18] . However, irregularities also modify the nature of the resulting phase, leading to long-range order in which a single spin value appears on most of the lower-density sublattice [22] , or to partially ordered states [33] .
In this letter, we study the AF Potts model on the hypercubic lattice and give a rigorous proof of existence of a BSS phase for any number of states q, when the dimension is taken sufficiently high. More precisely, we prove that q c (Z d ) ≥ c d 1/20 log −2/5 d for a universal constant c > 0. Together with the bound q c (Z d ) ≤ 4d [35] this shows power-law growth of q c in high dimensions. Our techniques apply more generally to discrete spin systems with nearest-neighbor isotropic interaction possessing certain symmetries and our main result is an explicit condition on such systems ensuring the existence of longrange order.
Model.-We consider a general spin system on Z d with spins taking values in a set S of size q. The temperaturedependent probability of a configuration f : Λ → S in a finite domain Λ ⊂ Z d can be expressed as further imposed. This abstract model is very general, allowing any discrete spin system with external magnetic fields, temperature parameter and nearest-neighbor symmetric interactions. Models with hard-core interaction, as arise at zero temperature, are included, by setting some of the λ i,j to zero. The q-state AF Potts model at inverse temperature β > 0 is obtained when
where 1 E equals 1 when E holds and equals 0 otherwise. As discussed, our main result is a condition for such a system to exhibit long-range order. We start by explaining the type of ordering which may arise. Set
A pattern is a pair (A, B) of subsets of S such that λ a,b = λ max for all a ∈ A and b ∈ B. The weight of a pattern (A, B) is λ A λ B , where λ U := u∈U λ u for U ⊂ S. Set
A pattern is dominant if it has weight w max . The system will exhibit an ordering of the following kind: in a typical realization, a dominant pattern (A, B) is chosen and then most spins on one sublattice take values in A and most spins on the other sublattice take values in B. As an example, the BSS phases occuring for the AF Potts model are of this type with (A, B) forming a partition of the q states into q 2 and q 2 . Conditions.-We postulate that the internal symmetry group of the system acts transitively on the dominant patterns and a quantitative inequality involving the activities, interaction and dimension ensuring that excitations of the dominant patterns are sufficiently suppressed.
The system satisfies (SYM) if any two dominant patterns (A, B) and (A , B ) are equivalent in the sense that there exists a bijection ϕ : S → S such that
for all i, j ∈ S. We emphasize that if (A, B) is a dominant pattern with A = B, then (A, B) and (B, A) are two equivalent, albeit distinct, dominant patterns.
The system satisfies (GAP), with constants C 0 , c 0 , if
where ρ a , ρ i and ρ p := max{ρ Results.-A vertex of Z d is even or odd according to the parity of the sum of its coordinates. Given a configuration f , a vertex v follows the (A, B)-pattern if v is even and f (v) ∈ A, or v is odd and f (v) ∈ B. A set of vertices is an (A, B)-cluster if it is a maximal connected set of vertices following the (A, B)-pattern. Theorem 1. There exist C 0 , c 0 > 0 such that the following holds. Suppose d ≥ 2 and the spin system satisfies (SYM) and (GAP). Then for any dominant pattern (A, B), the system exhibits an ordered phase characterized by having, almost surely, a unique infinite (A, B)-cluster and having no infinite (A , B )-cluster for any other dominant pattern (A , B ). These phases are extreme equilibrium states, invariant to automorphisms preserving the two sublattices, and the system has no other extreme, periodic, equilibrium states. Examples.-The lattice Widom-Rowlinson model at activity λ is given by
The dominant patterns are ({0, 1}, {0, 1}) and ({0, −1}, {0, −1}), and Theorem 1 shows that when λ ≥ Cd −1/8 log d, there are two extremal periodic Gibbs states, characterized by an unequal density of ±1. This was previously known only when λ ≥ e Cd [5, 24] .
The Z q -clock model with 'hammock' potential of width m is obtained when
When m < q 4 , the dominant patterns are (i + A, i + A), i ∈ S, A := {0, 1, . . . , m}. Theorem 1 then shows that when m 2 q 3 ≤ cd 1/4 log −2 d, each extremal maximalentropy Gibbs state is characterized by an interval of size m + 1 in which most spins take values. This was previously known only when m = 1 [31] .
, ∂U the set of edges between U and U c , and ∂ •• U the endpoints of ∂U . U is called Proofs.-We describe the proof for the AF Potts model at zero temperature (proper q-colorings), as it already contains the essential ideas and is technically simpler to present (full details will appear elsewhere [32] ). We take q ≤ c d 1/20 log −2/5 d so that (GAP) is satisfied. The proof is an involved variant of the Peierls argument, relying on an information-theoretic inequality of Shearer to control entropy loss, and a coarse-graining technique for odd sets to control the entropy of domain walls.
We work in a finite box Λ ⊂ Z d containing the origin 0. Fixing a dominant pattern P 0 = (A 0 , B 0 ), we let f be a uniformly sampled proper q-coloring of Λ + subject to the constraint that v follows P 0 for all v ∈ ∂ • Λ. Our goal is to show that 0 then follows P 0 with high probability.
Step 1: breakup.-In the first step, we identify ordered and disordered regions in the configuration. We aim to associate a subset X P ⊂ Z d with each dominant pattern P = (A, B) with the idea that the vertices in X P are ordered according to the P pattern. Our definitions allow the X P to overlap. A first naive idea is to say that v ∈ X P if v follows the P pattern. However, every vertex follows several different dominant patterns and this will not lead to a useful notion of ordering. It turns out to be more useful to associate a vertex with the P pattern if the neighbors of the vertex follow the P pattern (though the definition of X P is still more complicated).
Forming an interface between regions U and U c associated to different dominant patterns leads to a loss of entropy. One checks that the entropic loss is at least |∂ •• U | log( q−2 q ) for even q and at least 1 2d |∂U | log( q−1 q+1 ) for odd q. In the odd q case, this bound is attained only when U is even or odd, with the smaller side of its dominant pattern on its boundary (see Fig. 1 ). As 1 d |∂U | ≤ |∂ •• U |, the odd q case is more delicate. With this in mind, we shall define the X P to be even or odd (for any q), and this choice will be of use also in step 3 below.
Let P = (A, B) be a dominant pattern with |A| ≤ |B| (|A| > |B|). Let I P be the set of odd (even) vertices associated to P and set Y P := I c . Together, these yield
A domain wall for the AF Potts model is a connected component of Y * [29] . Domain walls may encompass a significant volume due to Y bad and Y overlap , and their complement may consist of several connected components. The definitions ensure that the vertices in each connected component of Y c * are associated to a single dominant pattern.
As we are only interested in the domain walls surrounding 0, we set X * to be the outermost connected component of Y * surrounding 0. The breakup is the collection X = (X P ) P defined by letting v ∈ X P if v ∈ X * ∩ Y P or if v ∈ X c * and the boundary of the connected component of v in X c * is ordered according to P . We also set X bad := X * ∩ Y bad and X overlap := X * ∩ Y overlap , so that (1) remains true with X in place of Y .
Step 2: entropic cost of the domain wall.-Say that X has size (L, M ) if | ∪ P ∂X P | = L and |X bad ∪ X overlap | = M . Our next goal is to show that any specific breakup X of size (L, M ) is entropically unfavorable:
To establish this, we apply the following one-to-many operation to every configuration having X = X: (i) Delete the spin values at all vertices of X * .
(ii) For each connected component D of X P \ X * , apply the bijection ϕ taking P to P 0 (given by (SYM)) to the spin values at D, and also, if ϕ maps A to B 0 , shift the configuration in D by a single lattice site in the (1, 0, . . . , 0) direction [9] . (iii) Fill spin values following P 0 in all remaining vertices. Noting that the resulting configuration is always a proper coloring, and that no entropy is lost in step (ii), it remains to show that the entropy gain in step (iii) is much larger than the entropy loss in step (i). The gain in step (iii) is either log q 2 or log q 2 per vertex according to its parity. We proceed to bound the loss in step (i).
We make use of a basic information-theoretic inequality, first used in a similar context by Kahn [19] , followed by Galvin-Tetali [17] . Let H denote Shannon entropy. Shearer's inequality [7] : Let Z 1 , . . . , Z n be discrete random variables. Let I be a collection of subsets of {1, . . . , n} such that |{I ∈ I : j ∈ I}| ≥ k for every j. Then
Let Ω be the set of configurations having X = X and let f ∈ Ω be uniformly chosen. Let F be the configuration coinciding with f on X * and equaling a new symbol on Z d \ X * . Let E and O be the even and odd vertices in Z d . Applying Shearer's inequality to (F v ) v∈E with
Averaging this with the inequality obtained by reversing the roles of O and E shows that H(f X * ) is at most
where F U , F U denote the values of F on U taken as an ordered vector or as an unordered set, respectively. Of course, the terms corresponding to vertices v at distance 2 or more from X * equal zero as F is deterministic in their neighborhood. The advantage of this bound is that it is local, with each term involving only the values of F on a vertex and its neighbors. Each term admits the simple bound I ≤ q log 2 2d
and II ≤ log( q 2 q 2 ), which only takes into account the fact that
The main contribution to I + II comes from the possibility that for some dominant phase (A, B), F N (v) = B and F (v) and F N (v) are approximately uniformly distributed in A and B 2d , respectively. To improve upon this, we use additional information implied by having X = X, captured by the following notions.
A vertex v has unbalanced neighborhood in f , if some
is not a dominant pattern, where
i.e., if knowing f N (v) guarantees that v and u cannot take all possible values of a dominant pattern. A vertex v has a unique pattern if there exists A ⊂ S such that for every g ∈ Ω, either g N (v) = A, or v has unbalanced neighborhood in g, or all edges (v, u) are restricted in g.
Letting p v denote the probability that v has unbalanced neighborhood in f and r v denote the expected number of restricted edges (v, u) in f , we obtain the improved bound,
A more modest improvement is obtained by knowing that v has a unique pattern, leading to
It is easily checked that every vertex in X * \ X bad has a unique pattern. Therefore, the entropy of f X * will be sufficiently small to imply the bound (2) when
Every edge between two different X P and every edge incident to X overlap is necessarily restricted in f . Unfortunately, X bad need not contain enough vertices having unbalanced neighborhood or many restricted edges -the main reason being that X bad may contain isolated even (odd) vertices associated to a dominant pattern (A, B) having |A| ≤ |B| (|A| > |B|). However, there exists a
increases the number of restricted edges in X bad enough to make (3) hold. The entropy of this additional information is negligible with our assumptions.
The above discussion does not take into account the entropic contribution to I + II of vertices at distance 1 from X * . These can be handled with careful bookkeeping at the boundary vertices ∂ •• X * . We do not elaborate on this point further as it does not rely on new ideas.
Step 3: structure of breakups and coarse-graining.-It is temping to conclude that domain walls are unlikely by summing the bound (2) over all possible breakups. This approach applies to spin systems in which the ratios ρ p , ρ i and 1 ρa appearing in (GAP) are sufficiently close to 0, as this leads to an improvement in the analogous bound to (2). Unfortunately, it does not apply to the AF Potts model, as the number of possible breakups of size (L, M ) exceeds the reciprocal of the bound (2). Here, an analysis of the structure of possible breakups is required, as we discuss now.
Consider first the case in which a single droplet of the dominant pattern P is inside a sea of P 0 , i.e., X P = ∅ for P / ∈ {P 0 , P }, X bad = X overlap = ∅ and X P is connected, with connected complement. The crucial feature of X P is that its boundary vertices all have the same parity. The number of such droplets with |∂X P | = L boundary plaquettes grows as 2
. This is to be contrasted with a similar count when the boundary parity constraint is removed, i.e., the number of connected sets with connected complement and L boundary plaquettes, which grows faster, as e 23] . The different growth rates are indicative of a deeper structural difference. A typical connected set in high dimensions with no parity constraints scales to integrated super-Brownian excursion [26, 38] , while a typical odd set has a well-defined macroscopic shape (e.g., an axis-parallel box) on which it adds microscopic fluctuations. This is akin to the breathing transition undergone by random surfaces [13, Section 7.3 ]. This phenomenon has been exploited in previous works [10, 15, 31] to provide a natural coarse-graining scheme for odd sets, grouping them according to their rough macroscopic shape, which have significantly less entropy in high dimensions (of order L log d d 3/2 ) than the odd sets themselves. We proceed in the same manner here, extending the previous schemes from droplets to breakups. The remaining task is then to bound the prob-ability of the breakup belonging to a given group and this is achieved with a suitable modification of step 2. This leads to the Peierls-type estimate,
Standard techniques, pioneered by [14] , allow to pass from such estimates to the characterization of all equilibrium states. Further information is obtained such as the exponential decay of truncated correlation in each of the extreme equilibrium states.
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