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ABSTRACT 
Let 8, denote the convex polyhedron of all Nan doubly stochastic (d.s.) 
matrices. The purpose of this paper is to investigate some of the numerical 
properties of the maximum and the minimum diagonal sums of the matrices in 8,. 
A few conjectures that naturally arise will be mentioned. 
1. INTRODUCTION AND PRELIMINARIES 
Let A = (a,) be a real n X n matrix. Lot S,, denote the full symmetric group 
of degree n. For (I E S,, the sequence of elements a,,~,~,~,,~,~, . . . ,a,(,,) is called 
the diagonal of A corresponding to u and will also be denoted by (I. A diagonal 
u of A is a maximum (minimum) diagonal if its sum ZT_iu,(,) is a maximum 
(minimum) among all n! diagonal sums. The value of the maximum and 
minimum diagonal sum of A will be denoted by h(A) and k(A) respectively 
and in case the matrix under consideration is fixed, simply by h and k 
respectively. Throughout this paper, we denote by 3, the convex polyhedron 
of all n x n doubly stochastic (d.s.) matrices. 
*The results announced here constitute part of a doctoral dissertation written under the 
guidance of Professor Ft. Westwick at the University of British Columbia. 
f Present address: Department of Pure Mathematics, University of Waterloo, Waterloo, 
Ontario, Canada. 
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PROPOSITION 1.1. Let A E 3,. Then (i) h(A) > 1 with equality if and only 
if A = I,, and (ii) k(A) Q 1 with equality if and only if A = J,, where I, denotes 
the n x n d.s. matrix all of whose entries equal l/n. 
Proof. It has been shown [lo] that for A E a,,, there exists u E S, such that 
Z= ,a,(,) > Z;i_ia,12. Since it is clear that for A E 8, we have ZziWlaii2 > 1 
with equality if and only if aii= l/n for all i,i= 1,2,. . .,n. (i) is clear. (ii) 
follows by applying (i) to the d.s. matrix B = (nl, - A)/(n - 1). 
Occasionally, we are concerned only with the positions in a matrix rather 
than the actual entries and we find it convenient to extend the notion of 
diagonal as follows. 
DEFINITION 1.1. Let u E S,. By a diagonal we mean the set of ordered 
pairs {(&a(i)); i=1,2 ,..., n}. Two diagonals u and r are said to be disjoint, 
denoted by an r =+, if for all i=l,2,...,n we have u(i)#r(i). 
DEFINITION 1.2. A collection E of diagonals is said to cover an n x n array 
A if u mEE{(i,u(i)); i=1,2 ,..., n}= u{(i,i); i,i=1,2 ,..., n}, i.e., if each posi- 
tion in A belongs to at least one diagonal in E. If, in addition, the diagonals in 
E are mutually disjoint, then E is said to cover A exactly. 
Note that a collection E of mutually disjoint diagonals covers A exactly if 
and only if 1E I= n. 
2. THE COVERING THEOREM AND ITS CONSEQUENCES 
In this section, we find the bounds for some simple functions of h and k. 
The key will be the following theorem: 
THEOREM 2.1. (THE COVERING THEOREMS). Let A be a given n x n array, 
and let u u 1, 2,. . . ,a,, be p given mutually disjoint diagonals of A, 1 Q p < n - 1. 
Then one can select n-p mutually disjoint diagonals u,+~,u,+~, . . . ,u,, such 
that {ui; i=l,2 , . . . ,n} cover A exactly. (Definition 1.2.) 
‘The author is indebted to Prof. H. J. Ryser of California Institute of Technology for 
pointing out that this theorem can also be obtained by a suitable application of the assertion 
that a (0, 1)-matrix with line sums k is a sum of k permutation matrices. The assertion itself is 
a special case of the P. Hall theorem on SDR’s. 
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Proof. Since each diagonal corresponds to a permutation on the set 
S={l,2,..., n}, the assertion is equivalent to saying that given p mutually 
disjoint permutations ur, ua, . . . , ap on S, 1 d p < n - 1, one can always exhibit 
another permutation u on S such that u n a, = cp for all i = 1,2,. . . ,p. Let 
sl=s- II; {“i(l)}, 
i=l 
s,= s- 6 { Ui(2)} ,...,s,=s- It; {o&r)}, 
i=l i=l 
where - denotes the set theoretic difference. Let m be an integer such that 
l<m<n. We claim that IS,,USOpU--* US,l>m for all sequences {w} 
such that l<~~<w,<..* <w,<n. Since for all ifj; i,i=l,2 ,..., p, uinu, 
= cp, we have (Sit= n - p for all i = 1,2,, . . ,n, and hence the number of 
elements, counting repetitions, in the set SW1 U SW*. f . S, is m(n - p). 
Furthermore, each index from S appears exactly p times in 
U 1_1 ~~,,{c+(i)}, and hence exactly n-p times in u~_~S,. Therefore, each 
index from S appears at most n-p times S,, u S,+U * * * S,. Consequently, 
IS& SopU . . . u Sq,l > m, and by a well-known theorem of P. Hall on SDR’s 
(system of distinct representatives) [e.g., 12, p. 481, there exists an SDR for 
S,, Ss, *. . , S,; i.e., there exist dj E Si, i = 1,2, . . . ,n, that form an SDR. Define the 
permutation u on S by u(i) = d, for all i = 1,2,. . . ,n. It is then clear from the 
construction of S, that u n ui =+ for all i = 1,2,, . . ,p. This completes the proof. 
As an immediate consequence, we get the following corollary. 
COROLLARY 2.1. Let A ED,. Then 
(i) h + (n - 1) k < n with equality if and only if for any set of n diagonals 
u1,u2,. . . ,a,, that vcover A exactly where uI is a maximum diagonal, uz,. . . ,a,, 
are all minimum diagonals. 
(ii) (n - 1)h + k > n with equulity if and only if fur any set of n diagonals 
r1,r2.. . . ,r,, that co& A exactly where r1 is a minimum diagonal, r2,. . . ,r,, are 
all maximum diagonals. 
REMARK. Both equalities in Corollary 2.1. hold if A = J,. This is, however, 
not the only case for equality, e.g., if A is a permutation matrix, then 
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h+(n-l)k=n, and ifA=(l/n-l)(nZ,,-Z,,), where Z,, denotes the identity 
matrix of order n, then (n-l)h+k=n. 
PRoPosInoN 2.1. Let A E!&. Then h + k < n with equality if and only if 
n = 2 or A is a permutation matrix. 
Proof. For n = 2, h + k =2 always holds. We assume that n > 3. By 
Corollary 2.1, h+k<h+(n-l)k<n. If h+k=n, then h+k=h+(n-l)k=n. 
Hence k = (n - 1) k and so k = 0. Therefore h = n and A is a permutation matrix. 
The converse is obvious. 
PnoPosrnoN 2.2. Let A EC?,. Then h + k > n/n- 1 with equality if and 
only if n=2 or there exist permutation matrices P and Q such that 
PAQ=-&(nJ,-L,)= 
0 - 1 . . . - 1 
n-l n-l 
1 0 1 . . . _ 
n-l n-l 
0 
Proof. For n =2, equality always holds. We assume that n > 3. By 
Corollary 2.1, (n-l)(h+ k)>(n-1) h+k>n. Hence h+k>n/(n-1). If 
h+k=n/(n-1), then (n-l)k=k fr om which k=O. Hence h = n/(n- 1). 
Furthermore, let T be any minimum (zero) diagonal and ua be any diagonal 
disjoint from T. Then the Covering Theorem implies the existence of n -2 
diagonals ugr 04,. . . ,a,, such that {r,u,;i=2,3 ,..., n} cover A exactly. Since 
(n-l)h+k=n, we get from Corollary2.1. (ii) that X;,ia,,(,,=h=n/(n-1) 
for all i=2,3,..., n. In other words, if h + k = n/(n - l), then there is a zero 
diagonal T such that any diagonal disjoint from T is a maximum diagonal with 
sum h = n/(n- 1). We claim that this implies the existence of permutation 
matrices P and Q such that PAQ=(l/(n- l))(nJ,- I,); i.e., A has a zero 
diagonal T and all entries off T are equal to l/(n - 1). The proof of this must 
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be split into several steps and will follow from the subsidiary results contained 
in Lemma 3.1, Theorem 3.1, and Theorem 3.2. 
Since h + k < n by Proposition 2.1, we get hk < n2/4. Hence there exists a 
smallest constantP(n)such that hk < ap(n)vz”. We claim that/?(n)= l/(n-I), 
PROPOSITION 2.3. Let A E 8,. Then hk < n2/4(n - 1) with equality if and 
only if h = n/2 and any diagonal dbjoint from a maximum diagonul is a 
minimum diagonal with sum k = n/2(n - I). 
Proof. Since n2-4nh+4h2=(n-2h)2> 0, we get 
h(n-h)=hn-h2< $. (1) 
Also, from Corollary 2.1. (i), we get 
(n-l)k<n-h (2) 
From (1) and (2), we get (n - l)hk < n2/4 or hk < n2/4(n - 1). If equality 
holds it must hold in.both (1) and (2). H ence h = n/2 and the equality case in 
Corollary 2.1. (i) implies that any diagonal disjoint from a maximum diagonal 
is a minimum diagonal with sum n/2(n - 1). The converse is obvious. This 
completes the proof. 
We have, from Proposition 1.1. (i), that for any AEQ”, h + k- hk > 1 with 
equality if and only if A=_&. The next proposition gives the upper bound for 
the corresponding quantity h + k + hk. 
PROPOSITION 2.4. Let A E 3,. Then h + k + hk < n + 1 /(n - 1) with equal- 
ity if and only if h = n - 1 and any diagonal disjoint from a maximum 
diagonal is a minimum diagonal with sum k = l/(n - 1). 
Proof. Let B = +(A + JJ. Then I3 E 52, and the maximum diagonals and 
minimum diagonals of A and B correspond to each other. Applying Proposi- 
tion 2.3 to B gives ((n + 1)/2)((k+ 1)/2) < n2/4(n - l), or h + k+ hk < 
(n”/(n - 1)) - 1= n + (l/(n - 1)). If equality holds, then by Proposition 2.3, 
(h + 1)/2 = n/2 or h = n - 1 and any diagonal disjoint from a maximum 
diagonal is a minimum diagonal with sum k such that (k + 1)/2 = n/2(n - 1) or 
k = l/(n - 1). The converse is obvious. 
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3. THE EQUALITY h + k= n/(n- 1) AND A CONJECTURE 
LEMMA 3.1. Zf an n X n matrix A has the property that there i-s a certain 
diagonal r such that evey diagonal disjoint from T has a constant sum, then 
euey 2 X 2 submatrix that does not contain any entry from r must have both 
diagonal sums equal. 
Proof. Without loss of generality, we may assume that r is the main 
diagonal. For n = 2,3, there is no 2 X 2 submatrix that does not contain any 
entry from the main diagonal. We assume that n > 4. Consider any 2 X2 
submatrix A[i, i’] /,i’] that does not contain any entry from the main diagonal. 
Interchanging the 1st row with the ith row, the 2nd row with the i’ row, the 1st 
column with the jth column, and the 2nd column with the j’th column, we can 
bring A[i,i’] i,i’] to the upper left comer. On the 1st and 2nd row, there is an 
entry from the original main diagonal at the (1, k) and (2,l) positions, say, 
k > 2,Z > 2. Interchanging the 3rd column with the kth column, the 4th 
column with the Zth column, we can bring an and asl into the submatrix 
A[l,213,4]. Similarly, we can bring the two main diagonal entries on the 1st 
and 2nd column into the submatrix A [3,4] 1,2]. Consequently, the matrix takes 
the form: 
: 
aii aji * 
aiPi airi 
* 
* a 
* P Y 
s 
B 
where * denotes an entry from the original main diagonal of A. Now, in the 
(n-4) x (n-4) submatrix B= A(1,2,3,4]1,2,3,4), we can choose any diagonal 
u such that (I and r (to be precise, r restricted to B) are disjoint. Consider the 
diagonals (I u (c~,~,a~~,a,~~} and u u {a,& ait.,a,Tt }. (This choice of u is not 
possible when n= 5 in which case we consider instead the diagonals 
{a, y, 6, av, aiff} and {a, y, 6, aif, arPr }.) By assumption, they have the same sum, 
and hence ari + ajTi, = aii, + a,,i. 
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THEOREM 3.1. If an n x n(n f3) metrix A has the property that there is a 
certain diagonal r such that evey 2 X 2 submutrix that does not contain any 
enty from r has both diagonal sums equal, then for some permutation 
matrices P and Q, PAQ takes the form: 
B=PAQ= 
* P2 P3 . . . A - 
a,+& * a,+& ... a,+P, 
a,+& a3+P2 * . . . a3+Pn 
%I+& %+P2 s+P3 .-. * 
Here, bi, = a, + pi for all i #i, i, j = 1,2, . . . , n and for convenience, a1 = 0, and a 
* denotes an enty from 7. 
Proof. We prove this by induction on n. For n = 2,3, there is no 2 X 2 
submatrix satisfying the assumed condition and clearly the assertion is true for 
n =2.’ We start with the case n =4. Without loss of generality, we may 
assume that T is the main diagonal. If we put 
a,=o, a2 = aa - a14, a3 = a31 - a21 + a24 - a14. 
a4 = a41 -a,,+a,-aa,,, PI = azl - a, + a14, 
P2= a12, P3= a13, and P4= a14, 
then from the assumption, one can verify easily that a,, = ai + $ for all i #i. 
Now assume that the assertion is true for n > 4. Let A be an (n + 1) X (n + 1) 
matrix with the described property. As usual, assume that T is the main 
diagonal. Since the n X n submatrix A (n + lln + 1) also has the described 
2The assertion is, however, false for n=3. 
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A= 
property, the induction hypothesis implies that A takes the form: 
_ 
* 
a2+P1 
a3+P1 
a,+& 
P2 P3 . . . P” 
* a,+& . . . a,+& 
a,+P2 * . . . %+P” 
%-2+ k-1 G-2+ P” 
l %-1+P* 
s+P2 %I+& **- %&+P,-1 * 
a n+ll a n+12 a n+13 *** an+1 “-1 a”+l” 
al,+1 
a2”+1 
a3"+1 
3”-2”+ 
X,-l n+ 
a”“+1 
* 
Let &+l=al ,,+I. For each a, n+l, i=2,3,...,n-1, consider the 2x2 sub- 
matrix A[ l,i(n,n+l]. By assumption,/3,+a,,+l=a,,+,+a,+/3,, and hence 
a,.+, =o,+ol.+r =ui+P,,+r. For onn+l, consider the 2 x 2 submatrix A [n - 
2,n]n-l,n+l]. By assumption, a,,_2+&_l+a,, n+l=an_2 n+l+%+P,_,, 
andhencea,,+,=a,-2,+,+cw,-q-2=~-2+P,+1+(Y,-_-2=(Y,+Pn+l. 
Similarly, define a,, + r = a, + 1 1 - &. For each a, + l,i, j = 2,3, . . . ,n - 1, consider 
the 2x2 submatrix A[n,n+l]l,j]. By assumption, a,,+&+a,,+li=a,,+/3t+ 
a,+l 1, and hence a,+l i=/3~+a,,+l I-P~=~“+I+P~. Finally, for a,+l “, 
consider the 2 ~2 submatrix A[n-2,n+ l]n- l,n]. By assumption, a,,_~+ 
&r+o,+r n =a,,-2+&++,,+r n--l, and hence a,+1 n=an+l ,-I+&,- 
/3- 1 + a,,+ 1 + @,,. Therefore aii = ai + /3/ for all i #i, i, j = 1,2,. . . ,n + 1 where 
we set a1 = 0 for notational convenience. 
THEOREM 3.2. If A E Q, has a zero diagonal r such that eve y diagonal 
disjoint from r has a constant sum, then all entries off r are equul to 
l/(n - 1). 
Proof. For n = 2,3, this is clear. We assume that n > 4 and that r is the 
main diagonal. By Lemma 3.1 and Theorem 3.1, A takes the form: 
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A= 
Clearly, any diagonal disjoint from r has the constant sum C;, r( a, + /3J where 
we set a1 =0 as before. Let a =Z;_,q,p =X7_, /3,. Since by the Covering 
Theorem, we can always select n - 1 diagonals such that together with 7, they 
cover A exactly, we have a + p = n/(n - 1) or 
(n-l)a+(n-l)/?=n. (3) 
Since the 1st row sum and the 1st colwnn sum are one, we have 
and 
P-/%=1 (4) 
From (4) and (5), we get 
a+(fl-l)/?r=l. 
a+(n-l)P=n. 
(5) 
(6) 
From (3) and (6), we get (n-2)a=O from which a=O. Hence P=n/(n-1) 
and from (4), & = p - 1 = l/(n - 1). Since the ith row sum and the ith column 
sum are one, i=2,3,...,n, we get (n-l)a,+/3-&=l and a-a,+(n-l)/?, 
= 1, Hence 
and 
(n-l)q-&=1-P= -l/(n-1) (7) 
a,- (n-l)&=a-l= -1. (8) 
From(7)and(8),weget[(n-1)2-l]a,=Oorn(n-2)(u,=O,fromwhicha;=O 
for all i=2,3 ,..., n.Therefore,from(7),&=l/(n-l)foralli=2,3 ,..,, n.This 
completes the proof. 
The proof of Proposition 2.2 is thus also completed. 
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Theorem 3.2 has a generalized form which we shall state as a conjecture 
since we have not been able to prove it completely. 
CONJECTURE 3.1. Let A E a,, and let T~,T~, , . . ,T,,, be m mutually disjoint 
zero diagonals of A, 1 <m <n - 1. If every diagonal disjoint from each TV, 
i=1,2 , . . .,m has a constant sum (this constant sum is n/(n - m) by the 
Covering Theorem), then all entries off the m zero diagonals are equal to 
l/(n- m). 
We remark that this conjecture is clearly true for m = n - 1 since A is 
then a permutation matrix. Also, Theorem 3.2 is the special case where 
m = 1. Furthermore, the arguments used in the proof of Lemma 3.1 and 
Theorem 3.1 do not yield an answer for Conjecture 3.1 since for arbitrary n 
and m, there may not be any 2 X 2 submatrix that does not contain any entry 
from the given m zero diagonals. The next proposition shows that Conjecture 
3.1 is true for m=n-2 also. 
PROPOSITION 3.1. Let A E!&, and let ~~,r~, . . . ,rn_2 be n -2 mutually 
disjoint zero diagonals of A. lf evey diagonal disjoint from each r,, i = 1,2,. . . , 
n -2, has a constant sum, then all entries off the n -2 zero diagonals are 
equal to l/2. 
Proof. It is clear that in each row and each column, there are exactly two 
entries off every ri, i = 1,2,. . . , n - 2. For convenience, we call any such entry a 
“star.” By the Covering Theorem, the constant sum in the hypothesis must be 
n/2. Permuting the rows and columns, we can assume that there are stars at 
the (1, l)th, (1,2)th, and (2,2)th positions. If the other star on the 2nd row is at 
the (2,1)th positions, then we get a direct sum. Otherwise, by permuting the 
columns, we can assume that it is at the (2,3)th position, and by permuting the 
rows, we can assume that the other star on the 3rd column is at the (3,3)th 
position. Repeat this process. Eventually, we can write A as a direct sum, 
A = @Z;,iA,, where A, ~a,,,, ~~=,n, = n, each n, > 2; and each Aj has two 
diagonals consisting of stars only-the main diagonal and the diagonal corres- 
ponding to the permutation (1,2,. . . , q). Since each A, is d.s., we can write xi 
for all entries on the main diagonal and 1 -xi for all entries on the other 
diagonal. For each i = 1,2,. . , ,T, we have, by assumption, that n1xl + 
n,xz + * * . +nixi+... +n,x,=n/2 and n,x,+n,x,+... +ni(l-x,)+... + 
np, = n/2. Hence xi = 1 - xi or x, = i. This completes the proof. 
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In view of Theorem 3.2 and Proposition 3.1, Conjecture 3.1 is true for 
n-2,3,4. 
4. THE h-FUNCTION AND THE k-FUNCTION ON !i&, 
Let M, denote the vector space of all nX n matrices over the reals. In the 
sections that follow, we shall view h and k as two functions defined on M, in 
the natural way and study their properties when restricted to W,. We note first 
that in M,,, the function h is convex and the function k is concave. Indeed, if 
A, E M,,, where i = 1,2,. . . , m, then (i) h(Zy=;=A,) Q Xy_,h(Ai) with equality if 
and only if all A,‘s have a corresponding maximum diagonal, and (ii) k(ZT_ ,A,) 
> Zy_‘,,k(Ai) with equality if and only if all Ai’s have a corresponding mini- 
mum diagonal. 
It is clear that nothing much can be said about the functions h and k if 
there is no further restriction on the entries of the matrices considered. It 
turns out, however, that h and k do possess some interesting properties if we 
restrict the domain to be 8,. 
THEOREM 4.1. Let A,B EO,. Then (i) h(AB)<min{h(A),h(B)} (ii) 
k(AB) > max{ k(A), k(B)). 
Proof. By the well-known theorem of Birkhoff [I], B=Zy_‘,,&P,, where 
X, > 0 such that 27_ I& = I, and Pi is a permutation matrix, i = 1,2,. . . ,m. Since 
h(AP,) = h(A) for all i, we have 
h(AB)=h 
Similarly, h(AB) < h(B). The proof of (ii) is similar. 
COROLLARY 4.1. Let A l n,. Then for all positive integers m, (i) h(A”) 
<h(A), and (ii) k(A”) > k(A). 
Proof. This follows from Theorem 4.1. and the fact that A EO, implies 
Am E 52, for all positive integers m. 
REMARK. To determine completely the conditions for equality in 
Theorem 4.1 seems quite difficult. For example, h(AB) = h(A) holds if A = I,, 
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or if B is a permutation matrix. These are, however, not the only cases for 
equality. In fact, for all n > 3, there exist fully indecomposable matrices 
A,B E&I”, A#_l”, B#J,, such that h(AB)=h(A), e.g., let 
A=B= ~w”-r)=~ 
Then 
AB= 
Hence h(AB)=n/(n-l)=h(A)=h(B). 
0 1 
1 0 
. . 
. . 
. . 
1 1 
n-l 
n-2 
n-2 
. . . 
. . . 
. . . 
n-2 
n-l 
n-2 
1 
1 I 0 
We also observe another condition for equality as follows. Let /3(B) denote 
the minimum number of permutation matrices necessary to represent B as a 
convex combination [7]. Then in view of the proof of Theorem 4.1, A must 
have at least /3(B) maximum diagonals in order that h(AB)=h(A) can 
possibly hold. 
COROLLARY 4.2. Let A,B pi&. Then (i) h(AB) < h(A)h(B) with equality 
if and only if A= B=J”, and (ii) k(AB) > k(A)k(B) with equulity if and only 
if A= B=J,,. 
Proof. (i) Since for any d.s. matrix X, we have, by Proposition 1.1(i), that 
h(X) > 1 with equality if and only if X=.J,, (i) follows from Theorem 4.1(i). 
The proof of (ii) is similar. 
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5. THE CONJECTURE h(A) + h(B) - h(AB) < n 
Let A,B EQ,. Since h(A)> 1 and h(AB) <h(B) by Proposition 1.1 and 
Theorem 4.1(i), it follows that 1 < h(A) + h(B) - h(AB) with equality if and 
only if A = B = J,,. The problem of determining the corresponding best possible 
upper bound for h(A) + h(B) - h(AB) seems to be a difficult one. Certainly 
2n - 1 is always an upper bound, but this bound is clearly too rough. The 
following conjecture which seems plausible is exactly the analogue of the 
Sylvester’s law for the rank function [6, p. 281. 
CONJECTURE 5.1. Let A,BEO,. Then h(A)+h(B)-h(AB)<n. 
REMARKS. With a little computation, Conjecture 5.1 can be verified to be 
true for n = 2. However, even for n = 3, the manipulations get too involved to 
give any answer. The difficulty of this problem can perhaps be seen from the 
fact that the equality will not be attained uniquely. Equality clearly holds if 
either A or B is a permutation matrix. This is, however, not the only case for 
equality. In fact, for all n > 4, there exist A, B E!i&, neither a permutation 
matrix, such that h(A)+h(B)-h(AB)=n. Let 
A=[+], B=[dII,l. 
I 1 0 
Then 
12 
AB= In_4 H+l 12 
Since h(A)=h(B)=n-1, and h(AB)=n-2, we have h(A)+h(B)- 
h(AB)= n. One of the reasons for making Conjecture 5.1 is the similarities 
between the h-function and the rank function p which we shall list below: 
(1) If A # 0, then 1 < p(A) < n. 
(1)’ If A E8,, then 1 < h(A) < n. (Proposition 1.1(i)) 
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(2) 
(2)’ 
(3) 
(3)’ 
(4) 
(4)’ 
(5) 
(5)’ 
(6) 
(6)’ 
~(4 = P(A 7. 
h(A) = h(A ‘). (Trivial) 
o(A+B)Go(A)+/@). 
h(A+B)<h(A)+h(B) forA,BEM,,. (Trivial) 
If A = @Zy_;,A,, then p(A)=Xy_‘,,p(A,). 
If A = @Zy_‘,A,, then h(A)=ZT;,,h(A,). (Trivial) 
P(AB) G minMA),o(B)]. 
h(AB) < min{h(A),h(B)} for A,B ES&. (Theorem 4.1(i)) 
If P and Q are nonsingular matrices, then p(A) =p(PAQ). 
If P and Q are permutation matrices, then h(A)= h(PAQ). (Trivial) 
The above similarities, in case Conjecture 5.1 is true, will tempt us to make 
the following stronger conjecture which is exactly the analogue of the Fro- 
benius inequality for the rank function [6, p. 271. 
CONJECTURE 5.2. Let A,B,C EQ,. Then h(AB)+ h(BC) c h(B)+ 
h(ABC). (Conjecture 5.1 is the special case for B = I,.) 
6. THE h-FUNCTION AND THE k-FUNCTION ON THE KRONECKER 
PRODUCT 
We now study the behaviors of the h-function and the k-function on the 
Kronecker product [3] A X B of d.s. matrices A and B. The fact that A E&,, 
B E 9, implies that A X B E&,,” makes the consideration of h(A X B) and 
k(A X B) quite natural. 
To simplify the notations, we shall assume that m = n. The results could, 
however, go through for the general case with the obvious modification. The 
following propositions are all easy to prove (c.f. [2]). 
PROPOSITION 6.1. Let A, B EM,. Then (i) h(A x B)= h(B X A), and (ii) 
k(A x B) = k(B x A). 
PROPOSITION 6.2. Let A,BEM,,, and let P,Q,P,Q’ be any nxn permu- 
tation matrices. Then (i) h(PAQ X P’BQ’)= h(A X b), and (ii) k(PAQ x PBQ’) 
= k(A x B). 
The next proposition presents a strong contrast between the Kronecker 
product and the ordinary product of d.s. matrices (c.f. Corollary 4.2). 
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PROPOSITION 6.3. Let A,B Ei12,. Then (i) h(A XB) > h(A)h(B) and (ii) 
k(A x B) < k(A)k(B). 
As an immediate consequence, we have the following corollary. 
COROLLARY 6.1. LetA,BEQ,.ThenAXB=J,,~~fanonlyifA=B=J,,. 
REMARK. The case for equality in proposition 6.3 is of some interest. It 
can be verified directly that for n=Z, equality holds in both (i) and (ii). For 
n > 3, however, the next example shows that the inequality could be strict. Let 0 2 2 
A=B=+ 2 1 1 E&. 
[ 1 2 1 1 
Then h(A)= h(B)= t and h(A)h(B)= E. NOW 
1 
AxB=E 
0 0 0 0 4 4 
0 0 0 4 2 2 
0 0 0 4 2 2 
0 4 4 0 2 2 
422211 
4 2 2 2 1 1 
0 4 4 0 2 2 
422211 
422211 
- 
0 4 4 
4 2 2 
4 2 2 
0 2 2 
2 1 1 
2 1 1 
0 2 2 
2 1 1 
2 1 1 
E q). 
If we consider the diagonal of A X B, consisting of the boldfaced entries, we 
seethat h(AxB)>f$>>h(A)h(B). 
The next two propositions show that we do have equalities if one of A and 
B is a permutation matrix or 1,. 
PROPOSITION 6.4. Let A EO,, and let P be any permutation matrix. Then 
(i) h(AXP)=h(PXA)=h(P)h(A)=n.h(A), and (ii) k(AXP)=k(PXA) 
= k(P)k(A)=O, n > 2. 
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Proof. In view of Proposition 6.1, it suffices to consider P x A. Let u be 
the permutation corresponding to P. Then P XA has a copy of A in the 
(i, u (i))th block, where i = 1,2 , . . . ,n, and all other blocks are 0. Hence h (P x 
A)=&(A) and k(PxA)=O. 
PROPOSITION 6.5. Let A E a,. Then (i) h(A X J,) = k(J,, X A) = h(A), uti 
(ii) k(A x J,) = k(J, x A) = k(A). 
Proof (i) In view of Proposition 6.1(i) and 6.3(i) it suffices to show that 
h(J,,XA)<h(A). We have 
A A ..a A 
A A ‘a. A 
. . 
Let (I be any diagonal of J, X A. Consider the following sets of indices (mod n) 
taken from the set {1,2,...,n}: 
~,={a(kn+l), (modn);k=O,l,..., n-l}, 
I’,= { u(kn+2), (mod n); k=O,l,..., n- l}, 
A A ... A 
I’,= {u(kn+n), (modn); k=O,l,..., n-l}. 
In other words, T, consists of the 2nd indices (mod n) of all entries of u which 
lie on the ith row of each block, where i = 1,2,, . . ,n. Note that the elements in 
each T, are not necessarily distinct. We claim that there is an SDR (system of 
distinct representatives) [12] for the sets T,, Ifs.. . . , Tn. Let m be an integer such 
that 1 Q m < n. Let w be an increasing sequence of m terms, 1 < oi < oa < * * * 
<a,,, < n. We claim that 1 To,u To,u * * . u Z’,I > m. Since each T,, where 
i=1,2 , . . . ,m, has n elements counting repetition, To, u To, u * * * u T_ has mn 
elements counting repetition. Furthermore, it is clear from the definition of 
diagonal that each index (mod n) occurs precisely n times in u y_ rTi and 
hence can occur at most n times in u r;, 1 T,, . Therefore, 
IT& To,u ** * u T%l z m. Now, the theorem of P. Hall [12, p. 481 implies 
the existence of an SDR for the sets T r, 2 ,..., T,; u(k,n+i)ET, say, where T 
i=1,2 ,..., n, O<k,<n-1. Consider the set S={U~~+,,~~++,~; f=l,2 ,..., n}. 
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We identify the rows of 1, X A that are the same rows of A, and the columns 
of J, X A that are the same columns of A. Since Ic,n + i # +n + j (mod n), and 
a(~n+i)#u(+n+i) (mod n) for i#j, i,j=l,2,...,n, the elements of S lie on 
distinct rows and columns even under the identification. Hence they consti- 
tute a diagonal for A. Now we permute the (+n + i)th row with the ith row, 
where i = 1,2, . . . , n. Since these two rows are the same row under the 
identification, this permutation will not affect the block structure of J,, X A. 
Furthermore, since (a(k,n+i), (mod n); i=1,2 ,..., n}={1,2 ,..., n}, there 
exists, for each i, a unique i (depending on i) such that u($n + i) = i(mod n), 
i=l2 , , . . . ,n. Hence permuting the ith column with the u($n + j)th (mod n) 
column, where i = 1,2,. . . , n, will not affect the block structure of J,,XA. In 
this manner, we can bring the above found diagonal into the (l,l)th block of 
J, X A. Since there are no entries of u left on the first n rows and columns, we 
can consider the (n” - n)-square matrix H obtained by deleting the first n rows 
and columns of J, x A, and the remaining n2- n entires of u will form a 
diagonal for H. Now, we can repeat the above process and eventually bring 
the entries of u into the (1, l)th, (2,2)th,. . . , and (n, n)th block such that each 
block has n entries from u that form a diagonal for that block (namely, A) and 
such that the block structure of J, X A remains unchanged. Hence h (J, X A) 
< (l/n){&(A)} = h(A). The proof of (ii) is similar. 
The Birkhoff theorem can be applied to yield an upper bound for h(A X B) 
in terms of h(A) and h(B). 
PROPOSITION 6.6. Let A,B E&. Then h(A XB) < min{nh(A),nh(B)} 
with equality if A or B is a permutation matrix. 
Proof. By the Birkhoff theorem, B = Zy_‘,,&Pi, where hi > 0 such that 
Zy_ J, = 1, and each P, is a permutation matrix, i = 1,2,. . . ,m. Since the 
Kronecker product is distributive over the summation [3, p. 821, we get from 
Proposition 6.4(i), that 
=h 
=nh(A) 5 &=nh(A). 
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Similarly, h(A X B) < A(B). The assertion for equality is obvious from Propo- 
sition 6.4(i). 
7. UPPER BOUND FOR THE PERMANENT FUNCTIONS IN TERMS OF 
THE h-FUNCTION 
In this section, we study the relation between h(A) and per(A), the 
permanent of A, where A EGO. The motivation is the similarities between the 
h-function and the rank function p which we listed in Sec. 5, and the 
following result of Marcus and Mint [4]. 
THEOREM 7.1 (MARCUS AND MING). Let A ES&. Then per(A) < {p(A)/ 
n> ‘1’ with equality if and only if A is a permutation matrix, and in addition, 
ifA is mrmal, then per (A) < o(A)/ n with equality if and only if A is a 
permutation matrix ur n = 2 and A = Jz. 
Our main result will be to show that Theorem 7.1 remains true if we 
replace p(A) by h(A) and that the new upper bound is an improvement on the 
old one. 
THEOREM 7.2. Let A ELI”. Then per(A) < {h(A)/n>‘/” with equality if 
and only if A is a permutation matrix, and in addition, if A is normal, then 
per(A) < h(A)/n with equulity if and only if A is a permutation matrix or 
n=2 and A=.12. 
Proof Assume first that A is normal. By a result of Marcus and Mint [4, 
Theorem 11, per (A) < (l/ n)E?= $$I”, where h,, h,, . . . ,A,, denote the eigenva- 
lues of A. Since it is well known that each eigenvalue of a d.s. matrix does not 
exceed one in modulus, we have IX,]” < ]&I2 for all i = 1,2,. . . ,n, and hence 
per(A) < (l/n)Xt=i];\i]2. S ince A is normal, the classical Schur’s inequality 
gives that 
and hence 
i$,lh12= i,$ll%12= i: adj i,j=l 
per(A) < (l/n) 2 qt. 
i,i-1 
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Furthermore, by a result of Marcus and Ree [lo], there exists a diagonal (I 
such that X~,i_iuii2 4 X~=la,(j) and, consequently, per(A) G (l/n)Z~,,a,(,) 
<h(A)/n. If equality holds, then for all i=1,2,...,n, ]&]“=]&]2. If n>3, this 
implies that I&] = 1 for all i = 1,2,. . . , n. Hence by a result of Perfect and 
Mirsky [ll, Theorem 51, we conclude that A is a permutation matrix. If n = 2, 
and per (A) = h(A)/2, th en it can be checked readily that A is a permutation 
matrix or A =_I,. The converse is obvious. For general A, we apply the 
inequality (per (AB))’ < per (AA ‘) per (B VI) of Marcus and Newman [9, 
Theorem 51 to get, by putting B = I,, that (per(A))’ < per(AA “), Since 
AA t E 8, and is normal, the above results and Theorem 4.1(i) together imply 
that (per(A))2 Q h(A)/ n or per(A) < {h(A)/n} ‘I2 If equality holds, it must . 
hold in the inequality (per (Al?))’ < per (AA ‘) per (B ‘B). Equality implies that 
either (i) a row of A or a column of B consists of zeros or (ii) A ‘= BDP where 
D is a diagonal matrix and P is a permutation matrix. In our case, since B = I,, 
and since (i) is impossible, we get A * = DP or D = A ‘P’ E 3, and hence D = 2,. 
Therefore A ’ = P or A = Pf is a permutation matrix. The converse is obvious. 
As an immediate consequence, we obtain the following well-known upper 
bound for per(A) [e.g., 8, Lemma 11. 
COROLLARY 7.1. Zf A EO,, then per(A) < 1 with equality if and only if A 
is a permutation matrix. 
The next theorem shows that Theorem 7.2 is indeed an improvement on 
Theorem 7.1. 
THEOREM 7.3. Let A EO,. Then h(A) < p(A). 
Proof. Let hi, ha,. . . ,h, be th e nonzero eigenvalues of A. Then o(A) > r. 
Since A is ds., ]&I < 1 for all i=1,2 ,..., r. Hence trace (A)=A,+h,+ *. . +X, 
=/A,+... +&,I < /A,( + IX,J + . . . + [A,/ < T s p(A). Now choose permutation 
matrices P and Q such that B=PAQ h as the main diagonal as one of its 
maximum diagonals. Then, since B E a,,, we have h(A) = h(B) = trace( B) 
G p(B) = p(A). 
As an immediate consequence, we get the following well-known fact. 
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COROLLARY 7.2. Zf A E 9, has rank one, then A = _l,,. 
Proof. This follows from Theorem 7.3 and Proposition 1.1. 
COROLLARY 7.3. Let A E 52,. Zf h(A) > n - 1, then A is rwnsingular. 
Concerning Theorem 7.2, we do not know whether the square root can be 
removed in general. The following propositions answer this question partially. 
PROPOSI-ITON 7.1. Let A E&,. Zf for some permutation matrices P and Q, 
PAQ=@Z;,iAj, where r>l, A,E&+, i=1,2 ,..., r, and Z;,,n,=n, and if 
per(A,)<h,/n, for all i=l,2,...,r, where h,=h,(A,), then per(A)<h(A)/n 
with equality if and only if A is a permutution matrix. 
Proof. Since 
i-1 
where- denotes the deletion of that factor, we have 
i-l 
’ h &h’ h(A) 
per(A)=per(PAQ)= fiper(Ai)< II<<-&=-. 
i==l 
i-l xni n 
i-1 
If equality holds, then for all i=l,2,...,r, n,...ii,...n,=h,...~~...h,. 
Hence II; _ in, = II:, ,hi. Since h, < n,, we get h, = n, for all i = 1,2,. . . ,r. Hence 
each Ai is a permutation matrix and therefore so is A. The converse is obvious. 
PROPOSITION 7.2. Let A E 3,. Zf there exists a normal matrix B E 8, such 
that per(A) Q per(B) and h(B) Q h(A), then per(A) < h(A)/n with equality 
if and only if A is a permutation mat& or n = 2 and A = Ia. 
Proof. The inequality is clear from Theorem 7.2. If equality holds, then 
either (i) B is a permutation matrix or (ii) n = 2, and B = Jz. In case (i), h(B) = n 
implies that h(A)= n and hence A is a permutation matrix. In case (ii), 
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per(A) < per(B) = f. Since the van der Waerden conjecture [13] is true for 
n = 2, we get A = J2. The converse is obvious. 
It was once conjectured that for A E L!,, per(A) 
> max {per (AA t),per (A ‘A)} (e.g., [5], Conjecture 2). Newman has given 
counterexamples to this. It turns out that if A EO, is such that the above 
inequality is reversed, then the square root can be removed from Theorem 7.2. 
COROLLARY 7.4. Zf A EO, satisfies per(A) < max (per(AA’),per(A!A)}, 
then per (A) Q h(A)/ n, with equality if and only if A is a permutation matrix 
or n=2, and A=_lz2. 
Proof. This is clear from Theorem 4.1(i) and Proposition 7.2. 
COROLLARY 7.4. Zf A E 3, satisfies per(A) < per((A + A ‘)/2), then 
per(A) < h(A)/n, with equality if and only if A is a symmetric permutation 
matrix or n=2 and A=.&. 
Proof. Since h((A+A’)/2)=ih(A+Af)<i{h(A)+h(A’)}=h(A), the 
assertion except “symmetric” follows from Proposition 7.2. Clearly if 
(A +A ‘)/2 is a permutation matrix, then A is a symmetric permutation 
matrix. The converse is obvious. 
We close this section by giving some upper bounds for per (A X B) in terms 
of h(A) and h(B). In [2], the upper bound for per(AXB) was studied by 
Brualdi. 
PROPOSITION 7.3. Let A,B E 3,. Then per(A X B) < min {(h(A)/ 
n)‘/“,(h(B)/n)‘/“}. Zf, in addition, A and B are normal, then per(A x B) 
< min { h(A)/n, h(B)/n}. Equality holds in either inequality if and only if A 
and B are both permutation matrices. 
Proof. Since A X B E 3,~ we have by Theorem 7.2 and Proposition 6.6 that 
per(AxB)< { h(An;B) } “‘< { min[n+d,nh(B)l }“’ 
=min { ( !d$!)l’z,(!$-l_)l”}~ 
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If, in addition, A and B are normal, then so is A X B, and hence, by the same 
argument, we get per(AXB)<h(AXB)/n2<min{h(A)/n,h(B)/n}. If 
equality holds in either inequality then, since n2 22, A x B must be a 
permutation matrix. Hence both A and B are permutation matrices. The 
converse is obvious. 
REMARKS. In [2], Brualdi proved that per(AX B) dK,,,,(perA)“(perB)” 
where A and B are nonnegative matrices of order n and m respectively, and 
Kmn is a certain constant depending on m and n. He conjectured that 
ZC,,,“=(mn)!/(ml)“(n!)m. If we restrict A and B to be d-s. matrices and put 
m = n, then it is natural to compare the bound given by this conjecture and 
that given in Proposition 7.3. We remark that in general, they are not 
comparable. For example, if A and B are permutation matrices, then Proposi- 
tion 7.3 yields per(A X B) < 1 while Brualdi’s conjecture yields per (A X B) 
4 (n2)!/(n!)2”, and it is known that (n2)!/(n!)2” > 1 with equality if and only if 
n = 1 [2, Sec. 3.71. On the other hand, if A = B = J,,, then Proposition 7.3 yields 
per(A X B) < l/ n while Brualdi’s conjecture yields per (A X B) < (n2)l/ 
(n!)2”*(n!/n”)“(n!/n”)“=(n2)!/(n2)”e. Since per(A X B)=per(J,,XJ,) 
-per&e)= (n2)!/(n2y’, clearly (n”)!/(n”)“‘< l/n. 
I like to thank Professors R. Westwick and M. Marcus for their many 
helpful suggestions. Z am especially grateful to the referee fin- his valuable 
comments concerning the writing of this revised version, in particular, the 
proofs of Lemma 3.1 and Theorem 3.1. 
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