Introduction
One of the frequently used operations in digital image processing is a change of the resolution. Interpolation method is usually used during this operation, e.g., as a function of brightness or colour value of digital images. In general, interpolated function can be given through the functional Á j on the function f, i.e., Â(f) = {Á j (f), j = 0, 1,...., n}. The interpolation task is to find, in the defined class, the estimate g of the given function f for which the functionals Â adopt the same values Á j (f) = Á j (g) for j = 0, 1, 2,...., n., i.e., Â(f) = Â(g) [1] . Examples of interpolations are algebraic, trigonometric polynomials, and catenated functions.
Such operations are performed, for example, in all digital cameras, video cameras, and scanners. The effects of interpolation are magnification or reduction of a digital picture or change of the aspect ratio. For example, during the change of the width of an image from 600 to 800 pixels, the number of pixels in each line should be increased by 200. The mechanisms of interpolation can be used to calculate the value of new pixels.
Algorithms of interpolation of digital images
Algorithms of interpolation can be divided into adaptive and non-adaptive ones. The characteristic feature of the first group of algorithms is that they interpolate in the manner defined in advance, independently from the processed image. These algorithms are computationally uncomplicated and easy to implement.
Second group of algorithms is characterized by the ability to detect local, characteristic areas in the neighbourhood of the processed pixel and, taking this into consideration, calculation of the value of the interpolated pixel. These algorithms make possible obtaining better result quality. The price of the better visual effects of images obtained with this method, is greater mathematical complexity of the algorithms themselves and of the programmatic implementations and, what follows, need for the greater calculating power which can result in slower image processing.
Three basic methods of non-adaptive interpolation are presented below, the nearest neighbour, bilinear, bicubic, and then a sample adaptation method is discussed. At the end, the hybrid method is presented. The hybrid method is the authors' suggestion of solution of the problem of image's quality improvement in interpolation to the higher resolution.
Non-adaptive algorithms of monochromatic images interpolation. The nearest neighbour interpolation method
The nearest neighbour interpolation method [2, 3] consists of enlarging an image by copying, in place of the supplemented pixel, values of a neighbour pixel. In case of scaling other than multiple of 100% inserting of additional pixels is applied, e.g., insertion of every third one, and filling it with a value of its neighbour. It is the simplest method that requires the least processor capacity. This interpolation is infrequently used because in this case big blown-ups groups of identical pixels coming from the same "neighbours-parents" are clearly visible, and boundaries among them are distinct and sharp. This method can be used for the most contrasting images and for images with the patterns clearly designed on the grid. Decision should be taken through an experiment, depending on expected results. 
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unfortunately rarely occurs in real images, and hence when using the method of the nearest neighbour results are not too good. Figure 1 presents the "Fruit" picture in 256×256 pixels resolution. As one can expect that this method does not generate good results when interpolating pictures with tonal transitions, see Fig. 2 , where on the left side a fragment of the original is presented (marked with a frame in Fig. 1) , and on the right side the same fragment is enlarged four times. Because the picture has been enlarged four times, "single squares" in the final picture have the size of 4×4 pixels, it is a characteristic feature of "the nearest neighbour" method.
Bilinear interpolation
It can be said that the bilinear interpolation [2] [3] [4] [5] is an indirect method, and it has the bigger computational complexity (in comparison to the nearest neighbour method), but it gives to an observer better and softer effect of increased resolution.
Pixels are multiplied or reduced taking into account the values of four neighbouring pixels adjacent to the given pixel by their sides. The bilinear interpolation calculates the output cell's value as a result of arithmetic mean of four neighbour input pixels. A value of the processed cell is a result of the weighted mean calculated from a value of adjacent cells. As a result, the smoothered version of the input raster is achieved. 
Bicubic interpolation
The bicubic interpolation [2] [3] [4] [5] generates the best final result, it is a default option in the majority of graphic software. Edges are naturally, softly blurred, and among these three methods, the image after transformation, reminds the initial image the most. The bicubic interpolation is the arithmetic mean of the interpolated pixel and all pixels that are immediate neighbour to this one. Squares presented in Fig. 4 represent the pixels of a digital image. Numbers on pixels indicate the level of brightness. In order to simplify the example, it was assumed that resolution would be increased two-fold. This method can be divided into two stages, the first one consists in enlarging resolution through the nearest neighbour method, and the second one relates to modifying value of the pixels after consideration of the neighbouring pixels' values, according to the formula presented below where E -new ij is the value of a pixel at the coordinates i, j after interpolation, rounded to the nearest integer, n is the total number of pixels taken, x is the row number, and y is the column number.
In the example presented in Fig. 4 , the value of the marked pixel is calculated accordingly to the above formula E -new = round((220+220+220+220+160+160+120+ 60+60)/9) = 160 (for more details see for example Refs. 6-8).
In the example presented above, in the second stage of interpolation, to make it more clear, only the pixels which have all eight neighbours with the fixed values of brightness were processed.
Proposals of new methods improving quality
of an image interpolated to higher resolution
Interpolation with edge detection
One of the known ideas of improving quality of images interpolated to the higher resolution is to apply adaptive methods. Depending on local characteristics of an image's fragment (in this case, edges that have been detected), pixels are processed in different way creating the image in higher resolution [3] . In this approach, brightness of pixels in the sampled region is evaluated in more natural way. Individual regions of an image, which are separated by the detected edges, are processed differently than the spots on regions' contact. In the simplest version, the algorithm for detection of characteristic patterns (edges) will have the following definition:
• for all pixels of an image, vertical and horizontal gradients are calculated. During calculations, the values of a point with the index (x, y) should be taken into consideration, for which a gradient is calculated in relation to neighbours with the indexes (x-1, y) and (x, y-1). In the simplest case, absolute values of gradients are considered. They serve to indicate direction (in this case just horizontal and vertical) of bigger changes taking place in the image's brightness. • defining and comparing the gradients only, is not enough to make a decision in what way the values of the completed points in a new larger image should be calculated. The situation may occur in which the majority of areas in the image would be classified as edges. Thus, it is advisable to introduce the threshold value T which, if crossed by the given gradient, informs that the dynamic change of an image's brightness takes place in the given direction. In the case when both gradients do not cross the threshold values, then the points' brightness is calculated as an average brightness of points between which the calculated pixel is located. In the tests performed by the authors, the value T was chosen experimentally and took different values accordingly to the characteristics of the processed images, see the comments below. In general, it has to be noted that the T value by nature is to be user adjusted, like for example the threshold value commonly used in implementations of unsharp mask algorithm (see for example Ref. After testing the algorithm with the images of different kinds, it can be said that choice of the threshold value T depends on characteristics of the processed image and it can have different optimal values depending on the changing environment. In general, by increasing the value T, adaptability of this interpolation method is reduced.
Visual results of the "Fruit" image interpolated through this method, with the threshold value T = 30 are promising. Images generated in this way are sharper than images obtained with standard, well known, bicubic method (in our tests, as the bicubic function we have used interp2 from Matlab library). Clear difference can be seen, for example, at the resolution of 1024×1024 interpolated from 256×256. Enlarged fragments of the "Fruit" image are shown below to illustrate the obtained improvement in image quality ( The biggest difference in image quality is visible for the images with dynamic tonal passages, for example, containing a text (see Fig. 6 ).
In the images generated through bicubic method, a distinct difference is visible in most edges, in favour of the image obtained through the edge-based interpolation method we proposed. However, it has to be noted that after pasting images into the text of the paper, in most cases the differences are less visible, because they are attenuated by transformations (like scaling and compression) within the word processor image processing software.
Effects of using the described method can also be improved by checking the gradients' signs towards decreasing and increasing indexes (difference sign of individual spots can be tested). It will facilitate evaluation of direction of brightness passages and hence will allow calculating the pixels' value located directly along the edges in a more "intelligent" way. A disadvantage of this method is fast growing complexity of algorithms in case of detecting and considering specific fields in an image, e.g., corners, lines preceding edges, lines located just after edges, etc, Only separate processing of all specific spots of this type (and while considering possible directions of diagonal edges one can find a great number of them) can allow for eliminating local artifacts at higher resolution.
Summing an image and its edges
Another idea to improve quality (sharpness) of images interpolated to higher resolution is application of the method of images' sharpness increasing through summation of the image with the edges detected in it. This method is known and successfully used in increasing quality of an image without changing its resolution [9] . Effects of this solution (without resolution change) are presented in Fig. 8 . In order to present the results in a better way it was decided to show a fragment of the original image only ("Fruit") and corresponding fragment of the image sharpened by the described method. The edges were detected in the image used Laplacian convolution operator presented in Fig. 7 (see also for example Ref. 8) .
The summing effect is clearly visible in the framed part of the "Fruit" image in Fig. 8 . Additionally, sharpening effects can be changed by appropriate matching of pixels' brightness weights in the summated images -original and edges. The image presented in Fig. 8 was created by using the edge's weight coefficient equal to 1. For the sake of comparison, in Fig. 9 there are presented the results of image summation with its edges, using weights 2 and 0.5 respectively.
In the search for a way to improve quality of images interpolated into higher resolution, we have investigated the mechanisms of summation of the original image and detected edges. In this case, the goal is to improve the quality of an image in the higher resolution. A twofold approach to this problem can be used (both images must be in the target resolution, i.e., higher resolution). In the first version, the image can be interpolated into higher resolution, and only then one can search for edges in it, and afterwards perform the summation (in higher resolution) of the image and its edges. In the second case, edges are detected in an image in its original resolution, and then they are interpolated into higher resolution and are summated with the interpolated image.
The effect of the first method's application has not brought the expected results. The reason to this is a problem with edges' detection in the interpolated image. In the experiment, the original image has been interpolated through bilinear method. Then, the edges have been detected in it. It occurs that in this case local operation of popular methods of edges' detection is an obstacle. Because they only compare neighbouring pixels, the detected edges do not represent edges from the original image but only the changes of pixels' values resulting from interpolation. Detected edges in this case consist of short straight sections or are highly non-continuous lines which reduce the image sharpness after summation with such edges.
In the case of interpolation through the nearest neighbour method, one can say that the borders between pixels are detected, that come from other "parents", from an image of the nominal resolution. The result of summation of the edges detected this way, with the image in higher resolution, does not bring any positive outcomes.
The second idea, we investigated, is to sum the image of higher resolution with the edges detected in the original image, which are subsequently "transferred" to a new resolution. Experiences based on such an approach have generated good results. In this test case, as the first element for the sum operation, an image interpolated into 1024×1024 from 256×256 was used using bicubic method (interp2 Matlab library function), the second element was the image containing the detected edges.
Opto-Electron. Rev., 16, no. 1, 2008 Z. OEwierczyñski 81 Fig. 9 . Sum with edges -weight 2 (left side) and sum with edges -weight 0.5 (right side). In the case of real-world images, the degree of their quality improvement depends on properties of a given image. The image presented in Fig. 10 is characterized by dynamic changes of brightness when crossing different areas. This characteristic has caused that application of this method improved significantly the sharpness in relation to images interpolated through classical method, see Fig. 11 . When trying to apply this method to the "Fruit" image, relative improvement in the image's quality was less noticeable (Fig. 12) .
It follows from our observations that the edges used in the summation process, in most cases, should be not too thin, e.g., single-pixel, because the effect of adding them up to the interpolated image is hard to notice. On the other hand, they shouldn't be too wide and blured, because after summing up it leads to the effect that can be seen in Fig. 12 . Applying the edges of adequate width, and additionaly reducing less distinct edges can eliminate unwanted grey scale transitions in the neighbourhood of edges introduced by traditional interpolation and reduce excessive noise sharpening. Building up on this experience, we decided to obtain the edges of higher resolution in different way, so they would be of adequate width while retaining sharp edges and in the same time reducing less distinct edges.
A simple method of generating good quality high resolution edges consists of two steps. First step is to detect the edges in the image of primary resolution (in our examples 256×256), and interpolate them into the higher resolution (in our examples 1024×1024) with the use of standard methods, e.g., through the bicubic method. Edges generated in this way will be blurred, so here, it comes the second step, after application of binarisation with proper sequence of thresholds, sharp edges will be generated with the width dependent upon a threshold value. The threshold size determines which value of a pixel will be recognized as an edge. In the case of assigning a given pixel to an edge, its value is changed to 255 (on a grey scale from 0 to 255). A value of the pixels that were not classified as edges is set to 0 (see Fig. 13 ). Using this approach to superresolution, we can avoid both overblurring and excessive noise sharpening. Positive effect of the proposed new method can be seen in the examples "Fruit" and "Test" presented in Figs. 14 and 15.
Increasing resolution of digital images using edge-based approach
In Fig. 15 , it can be seen positive influence of our new method on sharpness of the higher resolution image. It can be noticed, that the method is not artifacts free, small problems appear in the neighbourhood of sharp corners, see Fig. 16 . Remaining unwanted pixels in the image can be eliminated through further filtering (using for example rank filters, Ref. 8) . But this problem is not essential to the method described in this article. However, it will be investigated further in our future research.
The proposed new method has generated good visual results and we decided to verify its application to realworld images in further research promising, although improvement in sharpness is not such significant as in the case of the "Test" image containing a text. One can say that the method provides the best effects when there are sharp distinctive edges in the image.
Conclusions
In this paper, the known methods for increasing resolution of digital images were presented. Their extensions were proposed in order to obtain final image characterized by better sharpness with simultaneous fidelity in the presentation of the image's details, obtained through interpolation. Examples presented in this paper confirm superiority of adaptive methods over non-adaptive ones. Usability of the proposed methods is, to a large extent, dependable on characteristics of interpolated image. The methods presented here use the information about edges detected in the original image to improve the final image quality. More clear effects of an image quality improvement can be observed when the image interpolated is characterized by dynamic changes of brightness.
As it can be seen from our experiments, the summation of the image interpolated to the higher resolution with its properly processed edges produces good visual results, better than traditional approach like bicubic interpolation. Using our method, we can avoid blurring inherent to standard methods and obtain sharp object edges, also without sharpening noise artifacts. Final results of interpolation depend, to a large extent, on proper selection of a method for a given image and on parameters controlling its application. The automatic selection and matching of methods and parameters values will be the subject of our further investigations.
