Abstract-The use of noninvasive techniques to evaluate the larynx and vocal tract helps the speech specialists to perform accurate diagnose of diseases. In this study, a method to distinguish among 21 different pathologies using speech signals was developed. Through inverse filtering (Kalman and Wiener filters) of the voice signal, the residue was estimated and seven acoustic features were extracted from it to evaluate the laryngeal diseases. As time-invariant inverse filtering was used, the nonstationary nature of dysphonic voices was also considered. Together with the estimation of the acoustic features using a robust statistical method, this technique also allowed us to discriminate among pathologies with very close perceptual characteristics. The results from a Mann-Whitney test indicated that the best measurement for pathological discrimination was JITTER with 54.79% ability to cluster the voice types and the worst one was spectral flatness of residue (SFR) with 36.41%.
I. INTRODUCTION
T HE PATHOLOGICAL diagnosis of the vocal tract is a field which still demands further investigation due to the difficulty to standardize the diagnose of the speech pathologists. The currently available tools, such as indirect laryngoscopy, videolaryngoscopy, stroboscope light, and the professional's ear, require subjective identification of problems in the larynx and vocal folds, resulting in a qualitative assessment of these structures. In addition, some speakers may present a reflex action in the supraglottal cavity when the above instruments are used, producing wrong assessments.
Due to its quantitative and noninvasive nature, acoustic analysis of the human voice represents an important tool for clinicians in the prediagnosis of larynx diseases, and also allows that organic growth located on the posterior part of the vocal folds be identified. The basis of such a method is the extraction of features (or measurements) from speech signals and their correlation with disease characteristics or pathologies themselves.
Studies related to acoustic analysis are mainly based on the periodicity of vocal fold vibration and on the volume of air that escapes through the glottis during speech. The periodicity perturbations are made up of measurements of jitter (variation be-tween successive fundamental periods) and shimmer (variation between successive magnitudes in the fundamental periods). Researchers defined acoustic measurements and related them to pathologies and acoustic perception of breathiness, hoarseness, and harshness [1] - [10] . Using correlation coefficients of magnitude measurements of fundamental frequency (or pitch), Koike [11] and Iwata [12] defined a voice pattern for normal speakers and patients with unilateral paralysis and carcinoma. Pinto and Titze [12] tried to unify the measurements of jitter and shimmer by analysis of high-order differences using the median and standard deviation. These statistical measurements have presented satisfactory pathological classification of voice signals. On the other hand, Wendhal [14] , [15] synthesized jitter and shimmer in order to represent a harsh voice for comparison with a dysphonic voice.
The turbulence in glottal flow resulting from malfunction of the vocal folds can be quantified by the noise in spectral components of speech. Diseases like polyps, cysts, and Reinke's edema reduce the energy of the harmonic structure of the spectrum and increase that of the nonharmonic structure ones. This distortion is related to the disease extension and several spectral measurements have been proposed in order to assess it. The relationship between harmonic components and the remaining ones [16] - [22] , the difference among the low-frequency harmonics [23] , the amount of spectral energy starting from a specific frequency [24] , and the analysis of the least spectral magnitude at specific frequency intervals [25] - [28] are some of the spectral measurements proposed in the literature.
Using another approach, some authors have analyzed the residues of inverse filtering of the speech signal [29] - [32] which correspond to an estimate of the excitation signal from a mathematical model of the vocal tract. Some features from signal residues are extracted to distinguish between normal speakers and dysphonic patients. The use of the residue signal instead of glottal pulse estimation is due to the former brings information like abnormal movement of vocal folds and turbulence noise [30] .
The present work follows the latter approach incorporating robust adaptive techniques which allow a better estimate of the residue signal over all samples (approximately 5 s of sustained speech) even in nonstationary conditions which occur for involuntary movements of the supraglottal apparatus.
The combined use of Wiener's and Kalman's filters allows an optimum discrimination of diseases with similar acoustic characteristics. The arrangement of these algorithms in order to determinate acoustic measurements along the three Brazilian Portuguese phonemes (/a/, /e/, and /i/) results in the discrimination (distinction) of 21 different pathologies of the larynx. This paper is organized in the following way. First, the method for obtaining the voices for analysis is introduced. Next, the techniques for adaptive inverse filtering to produce the residue signal are developed and the acoustic measurements (or features) extracted from such a signal are presented, showing their relationship to disease characteristics. Next, the statistical method to quantify the ability of each measurement for pathological discrimination are presented. Finally, the obtained results and conclusions based on them are shown.
II. DATA ACQUISITION METHOD
The analyzed voices were obtained from 73 speakers divided into 48 dysphonics and 25 normal speakers. The former were patients who reported more than one disease. The utterances of the normal speakers constituted the control group. The total number of voice types was 22 (21 pathologies and the normal group) shown in Table I .
All patients were diagnosed by speech pathologists from the Otolaryngology sector and the Head and Neck Surgery sector of the Clinical Hospital of the Faculty of Medicine at Ribeirao Preto, Brazil. The mens' ages varied between 6 and 80 yr (mean = 41.5 yr) and the womens' ages varied between 21 and 71 yr (mean value = 40.9 yr). Video-laryngoscope and stroboscope light were used for the diagnosis. The control group (nonsmokers) was submitted to the same clinical procedure for confirmation of the absence of any organic or functional diseases.
For recording the patient's voices, a unidirectional microphone (LeSon SM58), with dynamic gain control was used. The voice signal were stored directly on a digital computer using a SoundBlaster SB16 data-acquisition and reproduction board. The sampling rate was 22 050 Hz according to the consideration of temporal resolution of Horii [5] , the sample quantization level was 16 bits and automatic gain control was used to avoid saturation of the analog-digital converter. The use of this equipment was justified by its portability and low cost compared to professional equipment.
Each speaker was asked to pronounce the Brazilian Portuguese phonemes /a/, /e/, and /i/ for nearly 5 s in comfortable levels of pitch and magnitude which corresponded to his conversational natural voice. If the patient could not cope with the phonation interval, he was asked to stop uttering. This was necessary because by increasing the air flow through the glottis, the maintenance of the utterance is caused by higher tension of vocal folds which produces an inherent increase of the fundamental frequency and an artificial stability on the speech production [34] . The microphone was maintained 5 cm from the mouth. All recording was preceded by an explanation to the speaker about the recording procedure in order to avoid psychological influences in the speaker's voice. Some recordings were remade because a perceptual difference between the utterance for the analysis and normal utterance used by speaker in daily conversation occurred.
III. RESIDUE SIGNAL ESTIMATION AND ACOUSTICAL FEATURES
The inverse filtering technique described in the literature was developed over the most stationary portion of the sustained [33] . The coefficients of the fourteen-order autoregressive (AR) filter were estimated using the Levinson algorithm [35] . High-frequency preemphasis was not used because there is no improvement in the performance of pathological discrimination [30] . The residue signal was obtained by applying the inverse filter over the signal. Such a signal corresponds to the excitation signal of the vocal tract model [36] . The main drawback of the above technique is the stationary requirement of the signal by the mathematical definition of the AR filter [35] which requires a time-invariant vocal tract for a few milliseconds. In this way, the tongue movements during sustained speech may be reflected in residue signals and cause an erroneous perception of a laryngeal disease.
Another problem is the definition of "the most stationary portion" of the voice signal. Its specification is related to the difference in the phonation onset among different speakers (normal and pathological) and maintenance of the sustained utterance, demanding a speaker-dependent algorithm to find the frame of analysis.
To overcome these difficulties, three adaptive algorithms for AR model estimation were used: gradient-descent Wiener filtering, recursive least square (RLS) Wiener filtering, and Kalman filtering.
Once the residue signal was calculated, some features were extracted to perform the pathological discrimination or perceptual assessment of the patients' glottal structure. These features correspond to the acoustic measurements and were used to evaluate the abnormal variation in the glottal signal (jitter and shimmer) and the amount of air flow turbulence through the vocal folds.
A. Gradient Descent
The first technique considers that the prediction errors (or residue signal) are obtained by the difference between an actual sample and a linear combination of past samples (1) It can be shown that the adaptation expression of the coefficients for the Wiener filter is given by [37] , [38] ( 2) where is the convergence rate of the coefficients and can be defined taking into account the number of analyzed samples, , that is
These definitions for convergence rate and variance estimate of the voice signal guarantee the algorithm stability.
B. RLS
The adaptive estimate of the -coefficients AR model by the RLS technique is determined using the same procedure as above. The estimate of these coefficients is given by (4) The autocovariance matrix which is derived from is calculated by a recursive equation. Using the matrix inversion lemma, this matrix is given by [39] (5) Therefore, the equation which governs the coefficient adaptations is (6) where (7) Using (6), the excitation signal of the speech production model for each interaction can be obtained, and is given by (8)
C. Kalman Filter
The last algorithm is the estimation of a Kalman filter over the voice signal and the evaluation of its prediction error for each sample. This method needs the state-space equations of the vocal tract in order to apply the Kalman filter algorithm. The space-state estimate was built from an ARX model using the least square method. Thus, the system coefficients can be determined by (9) (9) Once the past samples are known, the coefficient matrices and can be determined and the estimate error equation is (10) Using the least square criterion in (10) (via a recursive process), the ARX model coefficients can be obtained [40] , [41] . In each iteration, the matrices and are used in the filtering process using the Kalman filter. First, a transformation of the difference (9) is carried out with the parameters already evaluated to a state-space representation (canonical form), producing the following system [39] 
where is a white noise with unitary variance. From this time-variant system and based on its stochastic nature represented by (11) , it follows that a best linear estimate for the voice signal can be found. First, a posteriori space-state estimate is determined by the Kalman filter, by the (12) (12) The covariance matrix is obtained recursively using the Riccati equation, (13) (13) From these iterations for each new sample, the estimated error is evaluated and corresponds to the best excitation signal of the vocal tract. Thus (14) Once these algorithms have been established, the number of coefficients is determined. Based on Davis' work [30] , an AR model with more than 14 coefficients does not significantly improve the results in the discrimination of laryngeal diseases. This statement is justified by another study [42] in which the least mean square error of parametric estimation is constant above 12 coefficients. So, for the gradient descent and RLS algorithms, 12 coefficients were considered for the vocal tract model. For the Kalman filter, seven coefficient combinations for the autoregressive and exogenous parts of the ARX model were used. Therefore, the following variations were used in order to evaluate its efficiency: {(1, 1), (3, 3) , (6, 4) , (6, 8) , (8, 4) , (8, 6) , (12, 6 )}.
D. Acoustic Features
The acoustic measurements were carried out over all voiced portions of normalized sustained speech which corresponded to 120 000 samples. Seven measurements were extracted from the residue signals and represented spectral and temporal characteristics [30] which allowed us to differentiate between normal and dysphonic speakers.
• The median value of first-order perturbation. First, an autocorrelation is carried out in order to determine the frequency interval where is. A peak-picking algorithm is used to find the time of the highest absolute magnitude difference in the frequency interval. The fundamental frequency is synchronously extracted using the difference between the current "pitch time" and the previous one. These periods are used to calculate the first-order perturbation.
• PEAK: The median of the highest absolute differences of residue signal magnitudes which are determined by the previous extraction algorithm.
• Peak of Autocorrelation (P/A): The median value of the second peak of normalized autocorrelation [30] . Except for the MSR, all other parameters were evaluated over 4096 sample windows. The JITTER and PEAK measurements were similar to APQ and PPQ parameters as defined by Davis [30] and Koike and Markel [32] . Instead of the mean, the median was used as the central tendency measurement because it is more robust than mean and is insensitive to rapid disturbances which occur in perturbation measurements [13] . JITTER and PEAK, together with P/A, are useful to assess the roughness level of the voice because the pathologies (as unilateral paralysis) which are related to this perceptual characteristics are caused by abnormal movements in the vocal folds.
The remaining measurements allowed us to evaluate the pathologies that affect glottal constriction during sustained speech. It is possible to determine the noise quantity arising from incorrect adduction of vocal folds which produces inadequate levels of breathiness. Such perceptual levels is found in larynx diseases as polyps, cysts, and nodules.
As adaptive methods require a time to converge, two approaches were adopted to avoid the incorrect identification of pathologies by the measurements. The first one was to begin the measure estimation 20 ms apart from the first residue sample. This value corresponds to a pitch period of a deep voice (50 Hz).
For hoarse voices, characterized by periodicity loss, the decrease of energy from the second formant and the increase of high-frequency noise, another approach must be used because the convergence time may be insufficient and spurious values may spoil the measurements. Therefore, the coefficients of Wiener filter were precalculated using the autocorrelation method (Levinson algorithm) over the first 1024 voice signal samples. This approach was not applied to the Kalman filter because this uses the ARX model estimate instead of the AR model.
E. Statistical Evaluation
In order to evaluate the existence of differences among the voice types, the Mann-Whitney test [41] was applied over the acoustical measurements. Its use, instead of a -test, is due to the restrictions of the set size of pathology samples and the lack of knowledge of distribution which governs the acoustic measurements. Since the number of signals for each disease was small, the statistical test was performed with a low significance level [ ]. Three parameters were used to measure the ability of acoustic measurements in disease discrimination: Number of discrimination (ND), level of clustering (LC), and average of clustering (AC). The ND relied on the quantity of rejection of the Mann-Whitney test, which corresponds to the percentage of rejections for this statistical test of mean differences among all pairs of pathologies for a specific acoustic measurement.
When a rejection occurred, the distance between the critical value (found in statistical tables) and the value obtained from the acoustic measurement was calculated. The LC parameter corresponds to the average of such a distance for all disease pairs. As the clusters of two pathologies are separated as the value of LC is increased.
In order to compute the tradeoff between these parameters, the AC parameter was defined as the ratio between LC and ND, allowing us to determine the distance among the clusters.
This test procedure allowed us to evaluate which acoustic parameters are the best features for pathological discrimination. Instead of using multidimensional techniques for classification and clustering, this statistical method allowed us to choose which acoustic features produced more information for multivariate classifiers in order to improve their results.
IV. RESULTS
In Section IV-A, the performed discrimination of the voice types is based on acoustic features independent of the algorithms used to produce the residue signal. Next, in Section IV-B, the algorithms for inverse filtering are effectively evaluated, in order to find the best technique for pathological discrimination. Finally, Section IV-C presents the results which describe the ability of the acoustic measurements to identify pathologies correctly like cysts, polyps, and nodules which present very similar perceptual characteristics.
A. Acoustic Features
In order to evaluate the efficiency of the acoustical measurements, all algorithms were applied to 231 combinations of pathological types (22 voice types combined two-by-two). Table II shows the measurements with the best and worst performance of pathology discrimination when the /a/ phoneme was used.
The value which appears between parentheses represents the percentage for ND and the values for LC and AC. The results provided by LC indicate the closeness of the pathological clusters (and normal cluster). Clearly, as this value is the average distance of the cluster, it is necessary to evaluate the LC distribution along the amount of correctly discriminated pathologies. Therefore, the larger the LC value, the more reliable is the tested acoustic measurement.
From Table II , JITTER provided the best result in the assessment of pathological conditions, whereas SFR and PEAK were not indicated for this discrimination when the /a/ phoneme was analyzed. These results are affected by pathologies with large roughness characteristics like high-level of pitch perturbation (chronic laryngitis and leukoplakia).
The presence of SFR as the worst measure is justified by similarities in the spectral flatness of the residue signal among several pathologies. Despite these outcomes, JITTER correctly identified 42% more pathologies than SFR. If the results of SFF are compared to SFR, it is concluded that the masking measurement of the formant structure by noise from turbulent air flow in the glottis is more significant for acoustic analysis. Table III presents the results obtained by applying the statistical method on the acoustic parameters in phoneme /e/.
Again, JITTER provided good outcomes. Jointly with P/A which evaluates the perturbation degree of pitch periods along the sustained speech, these measurements indicate that the clusters of pathologies with harshness characteristics are more differentiable than others.
With similar results for both /a/ and /e/ phonemes, the PEAK measurement indicates that the calculation method used to evaluate the shimmer characteristic needs to be improved in order to obtain more reliable results. This is also true for SFR which presented poor results on the disease discrimination.
Finally, the /i/ phoneme was analyzed. Table IV shows again that JITTER is a good measurement for distinguishing among dysphonias, followed by SFF.
The poor results for P/A indicates that the natural hyperfunctionality of the glottis during the utterance of the /i/ phoneme produces a high tension on the vocal folds, causing an artificial stability of the vocal fold movements.
Related to the phonemes, the discriminatory results indicate that /a/ and /e/ are more reliable for differentiating a voice among several pathologies. Phoneme /a/ provided the highest number of discrimination (ND) and /e/ kept the clusters apart adequately. 
B. Adaptive Algorithms
The analysis of the inverse filtering algorithms concerning the pathological separation can be evaluated from Table V. All measurements versus all phonemes used to compare the inverse filters and the best algorithm to distinguish among laryngeal diseases are presented. In the case of the Kalman filters, the number of coefficients for the AR and exogenous parts are presented in order to distinguish between these filters.
Based on Table V , the Wiener filters presented the best discrimination of the dysphonias for the /a/ phoneme. This fact is more evident for evaluations of degree of periodicity of the residue signal (EX, P/A, and JITTER) and the SFR measurement. The Kalman filter provided the best results for /e/ and /i/ phonemes, particularly when six or eight coefficients for AR portions were used. This fact indicates that pathological discrimination requires different algorithms to evaluate the sustained voice. The results show that acoustic measurements to estimate JITTER, PEAK, and MSR produced the best results when Kalman filters were used to determine the residue signal.
The synchronous-asynchronous algorithm applied over the residue signal evaluated by Kalman filtering produced good results in the identification of pathologies from fundamental frequency perturbation. This probably arises from the robustness of this filter.
C. Discrimination among Similar Pathologies
Some pathologies presented similar acoustic characteristics. This occurs because the dysphonias which affect the larynx are evaluated by the abnormal movements of the vocal folds and incomplete adduction of them. In particular, the previous results indicate that the measurements of perturbation are good discriminators for several pathologies (carcinoma, granuloma, chronic laryngitis, dysarthria, cordectomy, contact ulcer, leukoplakia, and unilateral paralysis). These pathologies produce extreme hoarseness perception, i.e., a large extension of abnormal movement along the vocal folds.
However, some dysphonias based on incomplete closure at the glottis due to organic growth in the vocal folds (cysts, polyps, and nodules), alteration in their constitutions (Reinke's edema) or simply the abnormal function of these structures (laryngeal cleft) produce a speech signal with similar acoustic characteristics.
In order to verify the behavior of the inverse filters and acoustic measurements over the signal produced by these diseases, pairs of these pathologies were analyzed to verify the ability of each algorithm and each measurement to discriminate them. The numbers in Table VI correspond to the times in which the specific measurement were able to distinguish between the two evaluated clusters. Blank spaces represent zero times.
The total values for each measurement show that JITTER and P/A were the most reliable for discriminating among the pathological pairs. Based on Table V this was a direct consequence of the use of Kalman filters. EX follows these measurements indicating that the evaluation of the signal periodicity is very important to identify the larynx diseases. The MSR and PEAK measurements produced the worst results, showing that they need to be improved or substituted by others.
It is important to say that these pathologies are acoustically very similar and that the results do not invalidate the acoustic measurements because they are quite important for multivariate classification.
In Table VII , the letter K corresponds to the Kalman filter and the numbers for the times in which the specific measurement was able to distinguish between the two evaluated clusters. Corroborating the results from Section IV-B, the RLS and gradient-descent algorithms for Wiener filtering produced the highest number of pathological discrimination for diseases with very similar perceptual characteristics.
The results for Kalman filtering approached those for Wiener filtering. It can be inferred that some information about the pathologies are in the exogenous portion of them. This statement is justified because measurements for this filter, like SFF and SFR which are used to evaluate the noise levels in speech, may not produce significant values for pathological discrimination.
Regarding diseases, Reinke's edema presented the lowest number of discrimination of their clusters.
Laryngeal cleft is a disease in which the vocal folds are in perfect condition but present air escaping at the anterior or posterior aperture of the glottis. So, these characteristics enable acoustic measurements to be better discriminated among the analyzed pairs of Table V . However, the algorithms work better when the speaker has no dysphonia. These results indicate that the presented method is reliable in this situation.
V. CONCLUSION
The presented techniques showed that it is possible to make a low-cost, portable piece of equipment using adaptive filtering and acoustic measurements, helping the speech pathologist to evaluate the extent of the larynx diseases and identify them. The use of robust statistical parameters like the median instead of the mean to evaluate the central tendency estimation of the acoustic measurements allows a great number of them to distinguish acoustically similar pathologies.
Another important factor is the convergence rate of the algorithms and the definition of the first analyzable speech sample from which acoustical features will be extracted. The use of preestimation of AR adaptive filters through the autocorrelation method allows the analysis to begin 15 ms apart from first sample of voice signal instead of the 20 ms previously considered. This is only valid for Wiener filters.
From the results given in the tables, JITTER and P/A provide the best means of identification of the dysphonias, whereas PEAK and SFR are unable to do this task well. This indicates that the information about the vocal fold movement, like fundamental frequency ( ) perturbation, is strongly related to pathological conditions. These conditions are found in carcinoma, chronicle laryngitis, and unilateral paralysis (perceptually defined as hoarseness) and hyperfunctional dysphonia and hyperemia (defined as harshness), as well as others.
Also, the choice of phonemes to be analyzed is important in pathological identification. The /a/ and /e/ phonemes are more reliable for discriminating diseases than /i/. For the /e/ phoneme the vocal folds are in intermediary conditions between /a/ and /i/ which justify the results for PEAK, SFF and MSR. To evaluate the turbulence level of the air flow through the glottis, the /a/ phoneme enable the EX and P/A measurements to present the best results. The /i/ phoneme is used to evaluate pathologies that act on the vocal folds movements because of their high-tension condition during the sustained speech.
The influence of the algorithms for inverse filtering are justified because some of them have a high computational cost and finding a filter with the best tradeoff between ability to diagnose and process time becomes very important.
Some algorithms are very useful when applied over a specific phoneme. The /e/ and /i/ phonemes provide the best results for the Kalman filtering, whereas the Wiener filtering can be applied to the /a/ phoneme. Also the pathological discrimination by acoustic measurements is influenced by the residue signal from the inverse filters. For jitter and shimmer features, the Kalman filters (intrinsically robust) are best able to identify among the pathological clusters, probably because the method to extract the synchronous pitch over their residues are very reliable.
Nevertheless, Kalman filters produce the worst results when they are used to measure the noise level of the voice signal. For this, the Wiener filters are more reliable for estimating EX, P/A, and SFR measurements.
This property of Kalman filters suggests that some important information for distinguishing among the pathological clusters may be in the AR and exogenous portions of ARX model estimation. Therefore, the study of such coefficients may help to construct more efficient algorithms for the automatic identification of the larynx diseases. This is also valid for coefficients of the Wiener filters.
Analyzing the speed of the algorithms in order to extract the residue signal, the Wiener filters are faster than Kalman filters. More specifically, the gradient descent is the fastest algorithm and demands the lowest computational cost, being five times faster than RLS. Given these results, this algorithm provides the best tradeoff in the acoustic voice analysis.
We conclude that pathological discrimination using only acoustic analysis is possible even when similar dysphonias like cysts and nodules are analyzed. However, more studies are required in order to make the inverse filtering technique more reliable. Some measurements like PEAK and SFR need to be improved or substituted by others.
Using the statistical analysis to evaluate the acoustic features, some measurements like JITTER, EX, P/A, and SFF can be used in multivariate analysis for a more accurate diagnosis, mainly when very similar dysphonias like laryngeal cleft, nodules, and polyps need to be diagnosed. His interests are in the field of digital signal processing, voice signal analysis, and simulation of the laryngeal dynamics. 
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