In this paper we consider the worst-case model risk approach described in Glasserman and Xu (2014) . Portfolio selection with model risk can be a challenging operational research problem. In particular, it presents an additional optimisation compared to the classical one. We find the analytical solution for the optimal mean-variance portfolio selection in the worst-case scenario approach. In the minimum-variance case, we prove that the analytical solution is significantly different from the one found numerically by Glasserman and Xu (2014) and that model risk reduces to an estimation risk. A detailed numerical example is provided.
1 Introduction Markowitz (1952) was the first to introduce an optimal portfolio selection according to the mean and the variance. Since that seminal paper, this problem has been extensively studied (see e.g. Li and Ng 2000, and references therein) . This criterion is at the base of modern portfolio theory and it is widely used in finance due to its simplicity given that it models asset returns as Gaussian random variables. The accuracy of this portfolio selection crucially depends on the reliability of this model, which is named nominal model. Model risk is the risk arising from using an insufficiently accurate model. A quantitative approach to model risk is the worst-case approach, which was introduced in decision theory by Gilboa and Schmeidler (1989) . According to this methodology, one considers a class of alternative models and minimises the loss encountered in the worst-case scenario. The literature distinguishes between estimation and misspecification risk (see e.g. Kerkhof et al. 2010) . In general, it is interesting to identify vulnerabilities to model error that result not only from parameter perturbations (estimation risk) but also from an error in the joint distribution of returns (misspecification risk). The deviation between statistical distributions can be measured by the Kullback and Leibler (1951) relative entropy, which is also known as KL divergence, as proposed by Hansen and Sargent (2008) in the context of model risk. The problem of determining an optimal robust portfolio under KL divergence has been studied by Calafiore (2007) ; he proposed two numerical schemes to find an optimal portfolio in the mean-variance and the mean-absolute deviation cases, considering a discrete setting. This approach has been studied by Glasserman and Xu (2014) in a continuous setting in the minimum-variance case, where the authors identified the worst-case alternative models in the nominal model and numerically found the optimal portfolio selection in these cases. More recently, Penev et al. (2019) have analyzed the mean-standard deviation case in detail with a semi-analytic solution, and have also shown an extension to the multi-period case.
Let us briefly summarise the portfolio selection problem in presence of model risk. Let X denote the stochastic asset returns. The p.d.f., associated with X, f (X) corresponds to the nominal model, while the p.d.f.f (X) corresponds to the alternative model. The KL divergence between the two models is R(f , f ) := E [m(X) ln m(X)]
where m(X) :=f (X)/f (X) is the change of measure and E[•] denotes the expectation w.r.t. f (X). In particular, we are interested in the alternative models within a ball P η of radius η > 0 around the nominal model; i.e., characterised by a KL divergence lower or equal to η. Let V a (X) denote a quadratic utility function with the sign changed (hereinafter either quadratic utility or utility) associated with X, that depends on the portfolio weights a ranging over a set A; the classical optimal portfolio selection problem is
while the worst-case portfolio selection corresponds to
It has been shown by Glasserman and Xu (2014) that (2) is equivalent to the dual problem
Thus, in the worst-case portfolio selection, one has to solve three nested optimisation problems where the inner problem is an infinite dimensional optimisation. While the inner optimisation problem is a standard one in functional analysis and a closed form solution can be found (see e.g. Lam 2016) , the presence of the other two makes the optimal selection a challenging operational research problem. Glasserman and Xu (2014) propose a numerical approach to solve this problem.
In this study, we show that the problem can be challenging from a numerical point of view.
This paper makes three main contributions. First, we analytically solve the model risk optimisation problem in the worst-case approach. This result is achieved for a class of problems that are even wider than those proposed by Glasserman and Xu (2014) . In particular, we consider
• A generic mean-variance selection, and not just the minimum-variance portfolio (cf. Glasserman and Xu 2014, pp.31-36);
• All possible values of θ, which allow a well-posed problem and we do not limit the analysis to small values of θ; i.e., values that correspond to small balls P η (cf. Glasserman and Xu 2014, p.31) .
Second, in the minimum-variance case, we prove that the optimal worst-case portfolio is the same as the optimal nominal portfolio. This solution differs from the numerical one found in Glasserman and Xu (2014) (see e.g. Figure 1 , p.37). The analytical solution allows us to understand the reason why the optimisation problem (3) cannot be trivial from a numerical point of view, especially in presence of a large portfolio of assets. Third, we prove that in the worst-case minimum-variance portfolio selection, model risk and estimation risk coincide. In particular, we show that any alternative model within the ball P η can be obtained through a parameter change.
The rest of this paper is structured as follows. In Section 2, we recall the problem formulation. In Section 3, we present model risk analytical solution in the mean-variance framework. In Section 4, we prove that the optimal portfolio in the worst-case minimum-variance approach is the same as the one obtained without model risk. We also analyze in detail a subcase-the symmetric case-and provide a numerical example. Section 5 concludes this paper.
Problem formulation
In this section we recall the worst-case approach for model risk. Let X denote the stochastic element of a model and a the parameters' vector ranging over the set A; the nominal model corresponds to solve the optimisation problem (1) in the nominal measure, while the alternative model corresponds to the same problem with respect to an alternative measure, chosen within a KL-ball P η with R(f , f ) < η; i.e., within all models with a KL-divergence from the nominal model lower than a positive constant η. In the best and in the worst cases, the optimisation problem becomes
In portfolio selection, to have a robust measure, we are more interested in the worst-case approach, so hereafter we focus, unless stated differently, on the second problem in (4) that corresponds to the highest possible value of the utility; mutatis mutandis similar results hold in the other case.
The rest of this section is organised as follows. First, to clarify the notation used in the case of interest, we summarise the classical mean-variance portfolio theory with its main results (Markowitz 1952 , Merton 1972 . Then, we sum up the main results for the worst-case model risk approach in a rather general setting, following Glasserman and Xu (2014) notation.
Classical portfolio theory
In this study, the nominal model is characterised by n risky securities that are modeled as a vector of asset returns X ∈ R n distributed as a multivariate normal X ∼ N (µ, Σ), with Σ ∈ R (n×n) a positive definite matrix with strictly positive diagonal elements. Let a be the vector of portfolio weights, defined in the set A = {a : a T 1 = 1}, where 1 is the vector in R n of all 1s.
In the mean-variance framework, one considers a quadratic utility (also called measure of risk in Glasserman and Xu 2014); i.e., the difference between the variance (multiplied by γ, a positive risk aversion parameter) and the expected return of the portfolio
The expected utility (also called the value of the risk measure) is
The problem consists in minimising the expected utility on all portfolios a with weights summing to 1. Using a Lagrange multiplier, the mean-variance portfolio selection problem can be written as min
where α is the multiplier. Following Merton (1972) , we introduce the notation
it is straightforward to show that B, C, D > 0 (see, e.g. Merton 1972 ). The optimal mean-variance portfolio (see, e.g. Merton 1972 , equation (9), p.1854) is
Any optimal portfolio a nom is the linear combination of two portfolios in the optimal frontier a 1 := Σ −1 µ/A and a 0 := Σ −1 1/C, where the latter is the portfolio of minimum variance. This important result is also known as the two mutual fund theorem.
Worst case model risk
We briefly recall the model risk formulation for the construction of the alternative model. In particular we focus on the second problem in (4) that corresponds to the worst case approach; i.e., the one that considers the maximum utility within the KL-ball P η . Glasserman and Xu (2014) show that the worst-case problem (4) is equivalent to the dual problem (3) with V a (X) defined in (5); mutatis mutandis the same result holds in the best-case with θ < 0. Thus, we have to consider three nested optimisation problems. The inner optimisation problem is standard in functional analysis. For a given θ > 0 and for a given a ∈ A, the solution of the internal maximisation problem on the variable m(X) in (3) is
This result is known in the literature (see e.g. Glasserman and Xu 2014, Hansen and Sargent 2008) . For a complete proof, the interested reader can refer to Lam (2016, proposition 3.1) . Unfortunately, the other two optimisations are more challenging and closed form solutions cannot be found in the literature for the case of interest.
To apply this method and to work directly on θ, the standard technique is to exchange the order of the other two minimisation problems in (3). Glasserman and Xu (2014) prove that, under certain conditions, it is possible to exchange the two infimums in (3) and subsequently to solve the optimisation problem in the variable a numerically.
To find the optimal portfolio in the alternative measure and the corresponding optimal change of measure, we recall Proposition 2.1 of Glasserman and Xu (2014) for the portfolio selection.
Lemma 1 The optimisation problem (3) is equivalent to
with V a (X) defined in (5); the optimal portfolio a (θ) in the alternative measure is
and the worst-case change of measure is
Proof. See Glasserman and Xu (2014) , noting that the two main assumptions (cf. Glasserman and Xu 2014, pp. 57-58) are satisfied in the mean-variance case ♣ This lemma is an important result known from literature about the worst-case model risk. As in Glasserman and Xu (2014) , we follow the same approach in this paper. We first find the optimal worst-case portfolio a given θ > 0 and then select the optimal value of θ within the KL-ball P η . It is straightforward to prove that in the best-case approach the same equations of Lemma 1 hold with θ < 0. Let us also underline two relevant properties of the objective function ln E [exp(θV a (X))]/θ. It is convex and it is continuous both in θ and a. In particular, the optimal portfolio when θ approaches zero is the nominal optimal portfolio (see, e.g. Glasserman and Xu 2014, p.32) .
3 Analytical solution for the worst-case portfolio selection
In this section, we solve analytically the optimisation problem (11) and find the optimal portfolio in the alternative model; i.e., the robust portfolio in the mean-variance framework.
As already stated in the introduction, in this paper we consider X distributed as a multivariate normal X ∼ N (µ, Σ) and the general mean-variance framework (i.e. with the utility defined as in (5)). First, we deduce the distribution of X in the alternative model for any portfolio a ∈ A. Then, we find the optimal portfolio in the alternative model and finally we compute the corresponding relative entropy.
Proposition 2 The change of measure m θ,a (X) in (9) is well-defined if and only if θ ∈ [0, θ max (a)) where
Moreover, for any a ∈ A, in the alternative modelf (X) corresponding to m θ,a (X), X is distributed as a multivariate normal r.v., i.e. X ∼ N (μ,Σ), wherẽ
Proof. The change of measure (9) is well-defined if and only if E [exp(θV a (X))] is finite. We consider X ∼ N (µ, Σ) and V a (X) as in (5), thus after some computations we get 
Thus, the determinant ofΣ −1 is positive if and only if the condition (13) holds. If detΣ −1 is positive, thenΣ −1 is also invertible; we defineΣ as its inverse. Using (15), it is trivial to verify that condition (13) is necessary to haveΣ −1 , thusΣ, positive-definite. We now prove that the condition θ < θ max (a) is sufficient to have the matrixΣ −1 positive-definite. Let λ i be the eigenvalues of Σ. The eigenvalues of the inverse matrix Σ −1 are the reciprocals 1/λ i . Let us define 1/λ i the eigenvalues ofΣ −1 . The following inequalities hold (see e.g. Gantmacher and Kreȋn 1960, theorem 17, pp. 64-66) 
Because the matrix Σ −1 is positive-definite, 1/λ i are all positive, thusΣ −1 has n − 1 positive eigenvalues. Also havingΣ −1 a positive determinant (cf. (15)), we conclude that it is positivedefinite and condition (13) is necessary and sufficient to have the whole problem well defined. In this case, after a completion of the square, we get
For any a ∈ A, the density of X in the alternative model is
where the change of measure is given in (9). The alternative model is well-defined if and only if E [exp(θV a (X))] is finite and the new density measure is a well defined p.d.f. Both conditions are satisfied if and only ifΣ −1 is a positive-definite matrix. In this case,f (X) is the density of a Gaussian r.v. with mean and variance (14) ♣
In the rest of this paper, in the worst-case approach we consider a positive θ satisfying condition (13). We notice that in the best-case approach, with θ < 0, it is not necessary to impose any additional condition for θ; i.e., the alternative measure is well defined ∀θ ∈ − : this is the only difference that should be considered when dealing with the best-case approach. We also notice that imposing condition (13) is equivalent to work with all possible values of θ that allow a well-posed problem, not limited to only small values of θ and to asymptotic results, as in Glasserman and Xu (2014, p.31).
Theorem 3 In the alternative worst-case approach, the optimal portfolio a (θ) and the quantity S (θ) := a (θ)
T Σ a (θ) are the unique solution of
where A, C, D have been defined in (7) and
Proof. In the alternative measure, it is possible to find the optimal portfolio solving (11) with the constraint that the sum of portfolio's weights is equal to one. We can apply Sherman and Morrison (1950) formula to getΣ
then we obtain
Introducing a Lagrange multiplier, (11) is equivalent to
Following the same method as in the nominal model, we get the equation (16a) for a, where
By substituting (16a) in (20), we get the equation (16b) for S.
Let us study the solutions of equation (16b) given Γ(S; θ, γ) in (17). The domain of S is s.t. S must be included in the interval 1
because i) S = 1/C corresponds to the minimum-variance case and ii) (13) holds. First, let us consider S as a function of 1/Γ in equation (16b) in the domain (21), which is one branch of a parabola (and then monotone increasing) with a minimum in (0, 1/C). Then, consider 1/Γ as a function of S in equation (17) in the same domain for S, which is equal to a positive value in S = 1/C and it is derivable in the domain of S with a derivative always strictly negative and it tend to zero in the limit S → 1/(θγ). Hence, Equation (16b) has a unique solution, as shown in Figure 1 ♣ Depending on θ, the worst-case mean-variance optimal portfolio is the (unique) analytical solution in equations (16). In the mean-variance framework, the optimal worst-case portfolio is similar to the optimal nominal one (8). Also in the worst-case approach a two mutual fund theorem holds: the optimal portfolio is the linear combination-with a different weight-of the same two portfolios a 1 and a 0 of the nominal problem. The solution in the alternative model has exactly the same form of the nominal one with an increased risk aversion "parameter" Γ in the worst-case approach (Γ > γ for θ > 0) and a decreased risk aversion in the best-case approach (Γ < γ for θ < 0).
Given the optimal portfolio a (θ), we are now able to find the corresponding relative entropy; i.e., the KL-divergence between the nominal and the alternative model.
Proposition 4
In the alternative worst-case approach, the relative entropy is
where Γ(S; θ, γ) is defined in (17).
Proof. Relative entropy corresponding to the optimal portfolio a (θ) of Theorem 3, is
By substituting the optimal change of measure (12), after some computations, we get
whereX is a Gaussian r.v. with mean −θΣ a (θ) and variance (14). Finally, using Equation (18), the thesis follows ♣
In the optimal worst-case portfolio, the analytical expression of the relative entropy w.r.t. θ makes it simple to numerically verify the monotonicity property in each application considered, as suggested in (Glasserman and Xu 2014, Section 2.2); thus, in general it is possible to avoid the numerical optimisation in the parameter θ and to identify the optimal θ, corresponding to the divergence η, as the value on the surface of the ball P η . This solves the problem (10).
Minimum-variance and symmetric cases
In this section, we analyze in detail the minimum-variance problem considered by Glasserman and Xu (2014) . This case is an interesting subcase of the mean-variance portfolio selection because it is a purely risk-based approach to portfolio construction. This corresponds to selecting a very large risk adversion parameter γ in (5). In this case, the utility is
In the minimum-variance case, there are two interesting analytical results. On the one hand, we prove that the optimal portfolio in the worst-case approach is exactly the same as the nominal model. On the other hand, we analytically verify that the relative entropy is monotone in θ. These analytical results enable a simple comparison with the numerical ones obtained in Glasserman and Xu (2014) .
In this framework, we notice that we can adapt Proposition 2 to the minimum-variance case, obtaining that, in the alternative model, X is distributed as a multivariate normal r.v. with the same mean µ as the nominal model and varianceΣ as in (14), if and only if the same condition (13), with γ = 1, holds. Moreover, let us notice that, as in mean-variance framework, the exponential change of measure stays in the family of multivariate normal distributions with just a change in the parameters of the Gaussian distribution. It seems that model error is completely absorbed by estimation error in this case. We return to this point in the following.
We are now able to find the optimal portfolio in the alternative model.
Proposition 5
The optimisation problem (11) is equivalent to
thus, the optimal portfolio in the alternative modelf (X) is the same as the one of the nominal model f (X), i.e. a (θ) = a 0 .
Proof. The optimal portfolio is found solving optimisation problem (11). After some computations and using (15), we get
Hence, the worst-case problem (11) is equivalent to the classical problem. Then, the solution is the same of the nominal model and it is unique ♣ We are able to compute the relative entropy corresponding to the optimal portfolio and to prove its monotonicity.
Proposition 6
The relative entropy corresponding to the optimal portfolio a (θ) in the alternative modelf (X) is
and it is a monotone increasing function of θ for θ > 0 and a decreasing function for θ < 0.
Proof. See proof of Proposition 4. To check the monotonicity property, we can compute the derivative w.r.t. θ of (24)
whose sign depends on the sign of θ ♣ As already introduced in the previous section, this monotonicity property allows us to solve in an elementary way the optimisation w.r.t. θ for both the worst-case and the best-case approach. Let us mention here that, with a similar technique, a more general result can be proven about the monotonicity property of the relative entropy: it holds every time that the utility V a (θ) (X) does not depend on θ.
In the remaining part of this section, we focus our attention on the symmetric case, as considered by Glasserman and Xu (2014) in their numerical example. We give a possible explanation for the non-convergence of the numerical algorithm to the correct analytical solution. Finally, we show that model risk can be explained simply as estimation risk, which is in contrast to what is stated in Glasserman and Xu (2014, p.37) .
In the symmetric case, all assets have the same mean , i.e. X ∼ N (µ, Σ) where
In this case the optimal mean-variance portfolio in the nominal model (8) and in the alternative model (16a) is Σ −1 1/C, i.e. a (θ) = a nom = a 0 as in the minimum-variance case.
In particular, let us consider, as in Glasserman and Xu (2014) , the case of minimum-variance and with a fully symmetric variance; i.e.,
with ρ > −1/(n − 1). This case presents the advantage of a complete detailed solution and it is an interesting example of what can happen in the numerical determination of the optimal solution in the alternative case. In this case, the optimal portfolio in the nominal model and in the alternative model is the equally weighted one a 0 = 1/n. It is also possible to explicitly compute the eigenvalues of the variance-covariance matrix Σ (see, e.g. Lemma 7 in Appendix A), which are:
(1 + (n − 1)ρ) with multiplicity 1 and eigenvector with constant weights
We also have an explicit expression for condition (13) for the optimal portfolio in the alternative model a 0 = 1/n. Using (25), it becomes Glasserman and Xu (2014) . We notice that the expected utility obtained varying both the parameters (black circles) is the same as that obtained in the alternative model (black line). Model risk in this case reduces simply to estimation risk.
We now consider the same numerical example as that in Glasserman and Xu (2014, pp.36-37) with n = 10 assets, µ i = 0.1, Σ ii = 0.3 ∀i = 1, . . . , 10 and ρ = 0.25.
We then reproduce a plot of the expected utility as a function of the maximum allowed relative entropy η (cf. Figure 1 Glasserman and Xu 2014, Sec. 2.2). The left-hand plot in Figure 2 shows, for a set of maximum relative entropy values η ∈ [0, 0.25], the expected utility in the alternative model in the worst-case approach (continuous black line) and in the best-case approach (dotdashed black line). Using (18), the expected utility in this framework simply becomes
In their article, Glasserman and Xu (2014) claim that "model error does not correspond to a straightforward error in parameters" (cf. p.37). To illustrate this idea-because in the minimumvariance framework the alternative model differs from the nominal model just for the variance matrix-these authors studied the value of the expected utility obtained by varying just two parameters: the common correlation parameter ρ and a parameter k that multiplies the variance matrix. In particular, they let the correlation parameter vary between ρ = 0.05 and ρ = 0.49, and the parameter k vary between k = 0.70 and k = 1.36. The result obtained by varying k and ρ individually is shown in Glasserman and Xu (2014, figure 1, p.37) and it is in agreement with blue crosses and green stars in the right-hand panel of Figure  2 . The new result is that the perturbation of both parameters ρ and k, in the same range as before, modifies the expected utility that reaches the value obtained in the alternative measure (see black circles in Figure 2) ; i.e., in this framework model error can be completely explained as estimation error, differently from what is stated in Glasserman and Xu (2014) .
Furthermore, because we have in this case a complete analytical solution, we can understand the reason why the numerical approach proposed by Glasserman and Xu (2014) can be slow. Solving Figure 3 : Evolution of a gradient descent algorithm in the minimisation of a quadratic function in two dimensions. Similar results hold for other first order optimisation algorithms. We notice that the algorithm is slow in reaching the correct optimum in the flatter dimension. In more dimensions, this behaviour is amplified and the algorithm often cannot reach the optimum with a reasonable precision.
the optimisation problem (23) is equivalent to selecting the minimum of a paraboloid. A first order algorithm decreases faster in the direction of higher eigenvalues and more slowly when eigenvalues are lower. For example, Figure 3 shows the evolution of the gradient descent numerical algorithm used in the minimisation of a quadratic function in two dimensions: the algorithm is fast in the direction with maximum variability but varies slowly in the direction of minimum variability; i.e., in the direction of the eigenvector of the matrix Σ corresponding to the minimum eigenvalue. In our case, for every η in the interval of interest, we have to solve an optimisation problem. Each optimisation has two main features: i) the largest eigenvalue is almost n times larger than the other ones and ii) there are n − 1 minimum eigenvalues. Thus, the numerical algorithm becomes slow in the direction of minimum variability and it can stop before it reaches the correct optimum. For real portfolios (where typically n > 10 3 ), this behaviour is even more evident because both features are amplified and a gradient descent method either does not always reach the correct optimum with a reasonable precision or it is too slow. Similar arguments hold even for other first order optimisation algorithms.
Conclusions
In this paper, we have studied the effect of model risk on the optimal portfolio in the meanvariance selection problem. Model risk is measured through the worst-case methodology, taking the relative entropy as measure of the divergence between the nominal and the alternative model. This approach is studied in detail by Glasserman and Xu (2014) in the minimum-variance case and they find the optimal portfolio numerically.
We propose an analytical approach to solve the optimisation problem and find the optimal portfolio in the alternative model because solving three nested problems (cf. problem (3)) can be challenging from a numerical point of view. We have thus found the optimal portfolio in the alternative model analytically in the more general mean-variance framework. We have also considered in detail the minimum-variance one to compare our results with the numerical ones of Glasserman and Xu (2014) . In this case, we have shown that the optimal worstcase portfolio is the same as the optimal nominal portfolio, this result differs from the numerical one found by Glasserman and Xu (2014) . This detailed solution helps us to understand the reason why the three nested optimisation problems can be non-trivial to be solved with a numerical approach, which could not converge to the correct optimum in a reasonable time. Moreover, we have shown that, in contrast to Glasserman and Xu (2014) , in a minimum-variance framework, model risk and estimation risk coincide. Indeed we have found a change of parameters in the nominal model that allows us to get the same value of the expected utility as the one obtained in the alternative model. Let us mention here that this approach can be extended to the model risk in the multi-period selection problem. In this case, the problem reduces into a sequence of single period portfolio selection problems, where each can be solved as described in this paper. This multi-period extension has not only a practical implication-since portfolio optimisation is in general multi-period-but also a theoretical one. As already underlined by Penev et al. (2019) in the context of mean-standard deviation, if one considers short-term portfolio re-balancing (e.g. weekly), then the assumption of considering not heavy tailed returns is acceptable in several markets.
