The timely sharing and interoperation of multi-source cross-sectoral information is an important issue for a Geographic Information System (GIS). To study this issue, a real-time and open GIS model called GeoSensor is proposed in this work. GeoSensor integrates the real-time GIS model, real-time computation framework, and Open Geospatial Consortium services. This paper illustrates the system architecture and the implementation methods of the GeoSensor. One of the methods developed is the conceptual mapping of a real-time GIS data model to open GIS models and services and a real-time computation framework. The other method developed is the integration of open GIS services, a real-time computation framework, and hybrid databases. The GeoSensor was tested in a case study of building a smart river. In the case study, a comprehensive sensor web was constructed and integrated with the real-time information on rainfall, beacon, channel, sediment, and water levels derived from space-based sensors, air-borne sensors, and underground sensors from multiple sectors in the Yangtze River basin. The GeoSensor manages the comprehensive sensor web with 32 types of sensors and more than 10 billion observation records. Three application systems were developed based on the GeoSensor to manage flood control, hydropower production, and navigation of the Yangtze River. The results of the three application systems show that the real-time and open system improves the management efficiency of the Yangtze River. This system is promising for managing smart rivers.
Introduction
With the development of information technologies and application requirements, Geographic Information System (GIS) technology is undergoing profound changes. One profound change is the development of real-time GIS. Real-time geographic information is acquired by omnipresent space-based sensors, air-borne sensors, underground sensors, and human observers [1] . Thus, geographic information and its services become real-time, dynamic, and online [2] . Some researchers have claimed that GIS has evolved from static GIS to temporal GIS and then to real-time GIS from the perspective of time [3, 4] . Real-time GIS is a type of GIS that can acquire, manage, share, process, and service real-time or near real-time geographic objects/information as well as simulate and process dynamic geographic processes [5] . Goodchild [6] noted that real-time GIS is an important component for the future of GIS modelling. Another profound change is the development of an open GIS. In reality, the requirements of an application are usually very complex. processing frameworks, including Apache Storm, Apache Samza, Apache Spark, and Apache Flink [23] . Apache Spark is a large data processing framework built around speed, ease of use, and complex analysis. Compared with other big data and MapReduce technologies, such as Hadoop [24] and Storm [25] , Spark has the following advantages: it provides a comprehensive and unified framework for managing the large data processing needs of data sets and data sources (batch data or real-time streaming data) with different properties (text data, chart data, etc.). Some studies show that Spark can increase the running speed of Hadoop cluster applications [26] . Since Spark has outstanding processing capabilities for massive real-time data, Spark has attracted greater attention among developers. Meanwhile, the current trend is to use real-time computation technologies in a GIS [27] . Therefore, Spark also supports real-time and open GIS.
The objective of this paper is to integrate the real-time GIS data model, the Spark framework, and some OGC specifications to develop a real-time and open GIS. Meanwhile, we apply the real-time and open GIS for constructing a smart river. The contributions of this paper are as follows: (1) designing and implementing a real-time and open GIS, called GeoSensor and (2) providing a case study for constructing the Yangtze River into a smart river with the GeoSensor.
The rest of this paper is organized as follows: methods are introduced in Section 2, useful cases of the system are described in Section 3, the results and discussions are offered in Section 4, and conclusions are summarized in Section 5 along with outlooks for future work.
Methods

System Architecture
A GIS is a layer-based system for processing logical data information, services, and applications. and Storm [25] , Spark has the following advantages: it provides a comprehensive and unified framework for managing the large data processing needs of data sets and data sources (batch data or real-time streaming data) with different properties (text data, chart data, etc.). Some studies show that Spark can increase the running speed of Hadoop cluster applications [26] . Since Spark has outstanding processing capabilities for massive real-time data, Spark has attracted greater attention among developers. Meanwhile, the current trend is to use real-time computation technologies in a GIS [27] . Therefore, Spark also supports real-time and open GIS. The objective of this paper is to integrate the real-time GIS data model, the Spark framework, and some OGC specifications to develop a real-time and open GIS. Meanwhile, we apply the realtime and open GIS for constructing a smart river. The contributions of this paper are as follows: (1) designing and implementing a real-time and open GIS, called GeoSensor and (2) providing a case study for constructing the Yangtze River into a smart river with the GeoSensor.
Methods
System Architecture
A GIS is a layer-based system for processing logical data information, services, and applications. In the sensor and infrastructure layer, space-based sensors, air-borne sensors, and underground sensors are increasingly important infrastructures for capturing real-time information. The distributed data, models, and systems are the resources required and could be integrated with realtime and open services.
The presentation and application layer displays the data, information, and knowledge that result from the application systems of the real-time and open information system with a 2D, a 3D, and a mobile client for users (e.g., governmental sectors, experts, and citizens). In the sensor and infrastructure layer, space-based sensors, air-borne sensors, and underground sensors are increasingly important infrastructures for capturing real-time information. The distributed data, models, and systems are the resources required and could be integrated with real-time and open services.
The presentation and application layer displays the data, information, and knowledge that result from the application systems of the real-time and open information system with a 2D, a 3D, and a mobile client for users (e.g., governmental sectors, experts, and citizens).
The service and function layer is the core of the system. The real-time GIS data model manages heterogeneous resources and their relationships and helps design the storage structure of the database. The hybrid database stores the real-time data stream from sensors and data systems by a relational database and a Not only SQL (NoSQL) database. Real-time computation frameworks support the rapid processing of real-time data. With the help of a real-time GIS data model, professional models, hybrid databases, and real-time computation frameworks, the functions (acquire, manage, store, process, and service) of the system are developed and exposed to many OGC specifications, e.g., OGC services. The OGC services are WMS, WFS, WCS, SOS, WPS, etc.
Integrating the real-time GIS data model, hybrid databases, and real-time computation frameworks is the core of the service and function layer. In the next section, the integrated methods will be illustrated. The proposed real-time GIS data model is a conceptual model. To manage and process real-time resources and processes in practice, the model requires mapping within the real-time GIS data model, the open GIS models and services, and the real-time computation framework. After careful study, the abstract mapping principles of the real-time GIS data model to open GIS services and the real-time computation framework are as follows (as in Figure 2 ):
• Sensor mapping to the SensorML and the SOS: The SensorML described Sensor information, and the SOS serviced the observation result of a sensor.
•
Spatiotemporal process mapping to the WPS and Spark: A spatiotemporal process is encapsulated as a service by the WPS with the Spark computing framework.
• Observation mapping to the O&M model and the SOS: An observation is encoded by O&M, and the observation is provided by the SOS.
• Simulation mapping to the WPS and Spark: The simulation is the result of a spatiotemporal process. The simulation can be encoded by the O&M model and serviced by the SOS.
• GeoObject mapping to the Geography Markup Language (GML): A GeoObject is encoded by using the GML, and then it becomes the Object.
Change function mapping to the WPS and Spark: A change function is a process, and it can be encapsulated as a service by the WPS with the Spark computing framework.
The proposed real-time GIS data model is a conceptual model. To manage and process real-time resources and processes in practice, the model requires mapping within the real-time GIS data model, the open GIS models and services, and the real-time computation framework. After careful study, the abstract mapping principles of the real-time GIS data model to open GIS services and the real-time computation framework are as follows (as in Figure 2 ): • Sensor mapping to the SensorML and the SOS: The SensorML described Sensor information, and the SOS serviced the observation result of a sensor.
• GeoObject mapping to the Geography Markup Language (GML): A GeoObject is encoded by using the GML, and then it becomes the Object. 
The Integration of Open GIS Services, Real-Time Computation Framework, and Hybrid Databases
With the development of information technology, the sharing and interoperation of resources have always used the web service method. OGC services have certain applications, but many of them are mainly developed for single servers or service static resources [28, 29] . The integration of open GIS services, real-time computation frameworks, and hybrid databases needs to be studied.
OGC open services expose their interfaces to users, while users do not know and do not need to know how they are implemented. Therefore, the key problem of implementing a real-time OGC service is choosing a real-time computing framework and a suitable database to support its basic implementation, as shown in Figure 3 . Integrating the OGC services seamlessly with a real-time computation framework and hybrid databases requires the design of a system architecture, in which the "shell" is an OGC service interface and the "kernel" is a real-time computation framework and a hybrid database. Each OGC service may need to adapt a hybrid database. Chen describes an adaptation method [30] . The adapter includes configuration files and an abstract factory design pattern intended to "provide an interface for creating families of related or dependent objects without specifying their concrete classes" [30] .
In Figure 3 , the choice of the real-time computation framework depends on the developer. The system adopts Apache Spark to address high-frequency, massive-volume, stream-based sensor data since it is one of the best distributed real-time computation systems [23] . For the processing function, the key issue is how to integrate Spark with the WPS. The WPS defines standard interfaces for geospatial processing services. Following the architecture of the real-time computation framework-supported OGC service in Figure 3 , WPS exposes standard interfaces, such as GetCapabilities, DescribeProcess, and Execute, to the client. Spark is responsible for logic processing and saves real-time data with the hybrid database organization method.
The core processes of integrating the WPS with Spark are shown in Figure 4 . One of the mandatory inputs of the WPS is real-time data streaming from live sensors or the SOS. Another mandatory input of the WPS is a processing job. Real-time data streaming is divided into several DStream data fragments according to the specified size. DStream is the basic abstraction of Spark Streaming and consists of a series of resilient distributed datasets (RDDs). The logic of a processing job for WPS should be developed by executing RDD transformations in the Spark framework. In the Spark framework, the directed acyclic graph (DAG) scheduler splits a job's logical graph into stages of tasks. The tasks were collected as the task set and then submitted to the TaskScheduler by DAGScheduler. DAGScheduler monitors the process, and if there is a failure in the scheduling phase, it will be resubmitted. TaskScheduler receives the task set that was sent by DAGScheduler and distributes the task set as a task to an Executor on the cluster worker nodes for execution. If a specific task fails, the TaskScheduler is responsible for retrying, and the TaskScheduler may schedule other executors to perform the same task. Executor in the worker node receives tasks sent by the TaskScheduler that run in a multi-threaded manner, where one thread is responsible for one task.
have always used the web service method. OGC services have certain applications, but many of them are mainly developed for single servers or service static resources [28, 29] . The integration of open GIS services, real-time computation frameworks, and hybrid databases needs to be studied.
OGC open services expose their interfaces to users, while users do not know and do not need to know how they are implemented. Therefore, the key problem of implementing a real-time OGC service is choosing a real-time computing framework and a suitable database to support its basic implementation, as shown in Figure 3 . Integrating the OGC services seamlessly with a real-time computation framework and hybrid databases requires the design of a system architecture, in which the "shell" is an OGC service interface and the "kernel" is a real-time computation framework and a hybrid database. Each OGC service may need to adapt a hybrid database. Chen describes an adaptation method [30] . The adapter includes configuration files and an abstract factory design pattern intended to "provide an interface for creating families of related or dependent objects without specifying their concrete classes" [30] . In Figure 3 , the choice of the real-time computation framework depends on the developer. The system adopts Apache Spark to address high-frequency, massive-volume, stream-based sensor data since it is one of the best distributed real-time computation systems [23] . For the processing function, the key issue is how to integrate Spark with the WPS. The WPS defines standard interfaces for geospatial processing services. Following the architecture of the real-time computation frameworksupported OGC service in Figure 3 , WPS exposes standard interfaces, such as GetCapabilities, DescribeProcess, and Execute, to the client. Spark is responsible for logic processing and saves realtime data with the hybrid database organization method. The core processes of integrating the WPS with Spark are shown in Figure 4 . One of the mandatory inputs of the WPS is real-time data streaming from live sensors or the SOS. Another mandatory input of the WPS is a processing job. Real-time data streaming is divided into several DStream data fragments according to the specified size. DStream is the basic abstraction of Spark Streaming and consists of a series of resilient distributed datasets (RDDs). The logic of a processing job for WPS should be developed by executing RDD transformations in the Spark framework. In the Spark framework, the directed acyclic graph (DAG) scheduler splits a job's logical graph into stages of tasks. The tasks were collected as the task set and then submitted to the TaskScheduler by DAGScheduler. DAGScheduler monitors the process, and if there is a failure in the scheduling phase, it will be resubmitted. TaskScheduler receives the task set that was sent by DAGScheduler and distributes the task set as a task to an Executor on the cluster worker nodes for execution. If a specific task fails, the TaskScheduler is responsible for retrying, and the TaskScheduler may schedule other executors to perform the same task. Executor in the worker node receives tasks sent by the TaskScheduler that run in a multi-threaded manner, where one thread is responsible for one task. The performance of Spark was tested in an example. A Spark cluster with Moderate Resolution Imaging Spectroradiometer (MODIS) data (6634 files, a total of 1000 gigabytes(GB)) was designed to retrieve sea surface temperatures by using the split window algorithm with a common master server and five slave servers [31] . In stand-alone mode, a server can achieve approximately 0.04 GB per second. With the help of the Spark real-time processing framework, the clusters can achieve The performance of Spark was tested in an example. A Spark cluster with Moderate Resolution Imaging Spectroradiometer (MODIS) data (6634 files, a total of 1000 gigabytes (GB)) was designed to retrieve sea surface temperatures by using the split window algorithm with a common master server and five slave servers [31] . In stand-alone mode, a server can achieve approximately 0.04 GB per second. With the help of the Spark real-time processing framework, the clusters can achieve approximately 0.40 GB per second. The efficiency of image processing in a cluster mode is approximately 10 times that in a single machine. When the data volumes are small, the processing efficiency of the Spark is not clear. However, when the data volumes are large, the advantage of efficiency is clear.
The SOS provides standard interfaces to manage and retrieve metadata and observations from heterogeneous sensor systems. The SOS exposes the standard interfaces, such as GetCapabilities, DescribeSensor, InsertObservation, and GetObservation, to the client. MongoDB [32] is responsible for saving real-time data. The performance of the MongoDB SOS was tested using floating car sensor data. The software information and the computer server parameters were in Tables 1 and 2 , respectively. A floating car sensor records four observations at one time, with an average request size of 3.8 kilobytes (KB) and an average response size of 0.6 KB. For the SOS InsertObservation operation, the performance comparisons of the PostgreSQL SOS and the MongoDB SOS are shown in Table 3 . The speed of the PostgreSQL [33] SOS decreases with increasing data volume. When the data volume reaches 10 million insertions, the insertion speed drops to approximately 146 times per second, which is approximately 10% of 1555 times per second at the beginning. However, the InsertObservation performance of the MongoDB SOS is basically consistent from 0 to 300 million insertions, and there is no clear decline in speed. The InsertObservation performance of the MongoDB SOS is basically stable between 50 and 70 ms, and the total insertion speed at this time is maintained at more than 4000 times/s.
For the GetObservation operation, the performance comparisons of the PostgreSQL SOS and the MongoDB SOS are shown in Table 4 . The MongoDB SOS stores 300 million observations, and the PostgreSQL SOS stores 10 million observations. When 1, 10, 100, 200, and 1000 users request the GetObservation operation concurrently, the response time of the MongoDB SOS is 35.14%, 15.28%, 2.18%, 2.75%, and 3.48%, respectively, but the basic data volume is 30 times that of the PostgreSQL SOS. The MongoDB SOS has a shorter response time than the PostgreSQL SOS.
Therefore, the GeoSensor can provide real-time open GIS services by integrating a real-time computation framework and hybrid databases.
System Implementation
The GeoSensor was implemented based on the ideas proposed in Sections 2.1 and 2.2. The GeoSensor is a service-oriented architecture and has four sub-systems known as the GeoSensorRegistry, GeoSensorManager, GeoSensorService, and GeoSensorViewer, as shown in Figure 5 . Therefore, the GeoSensor can provide real-time open GIS services by integrating a real-time computation framework and hybrid databases.
The GeoSensor was implemented based on the ideas proposed in Section 2.1 and Section 2.2. The GeoSensor is a service-oriented architecture and has four sub-systems known as the GeoSensorRegistry, GeoSensorManager, GeoSensorService, and GeoSensorViewer, as shown in Figure 5 . The GeoSensorRegistry is a registry center for sensor, observation, and event registry. The GeoSensorManager is responsible for the integrated management of sensors, observations, models, and services. The GeoSensorService is an OGC service server for WMS, WFS, WCS, SOS, WPS, and The GeoSensorRegistry is a registry center for sensor, observation, and event registry. The GeoSensorManager is responsible for the integrated management of sensors, observations, models, and services. The GeoSensorService is an OGC service server for WMS, WFS, WCS, SOS, WPS, and so on. The GeoSensorViewer is a 2D/3D/mobile client for dynamically displaying the requests and responses of common GIS functions, such as acquisition, manage, store, process, and service. The system was developed by the Java [34] programming language and the Java Spring Framework. The NoSQL database and the relational database are composed of MongoDB [32] and PostgreSQL [33] , respectively. The real-time computation framework is used in Apache Spark. The GeoSensor is not only an integrated management system for sensor network resources but also a platform for geographic information services and a platform for analysis and simulation assisted by OGC service technologies and real-time computing technologies. The GeoSensor has the following features:
•
Integrates with professional observation systems and integrates heterogeneous sensors from many industries, observation platforms, and protocols.
• Shares the whole process of observation and implements the real-time sharing of the observation environment, observation platform, observation data, and observation products in the web environment.
Integrates domain applications with geography information systems through data, models, events, and services.
Has the functions of assistant decision-making and simulation and implements the simulation of complex processes by combining professional assistant decision-making models.
Case Study
The Yangtze River has the largest watershed in China, and the total length of the river is more than 6300 km. The Yangtze River is the "Golden Waterway" that crosses the eastern, central, and western parts of China and poses three great challenges including flood control, hydropower production, and navigation. These challenges require a real-time and open information system that can fully manage the information on water, rain, sediment, navigation aids, and more in the whole river in a timely manner and the results are derived from the information. The temporal frequency of information collection and maintenance is daily or monthly, which cannot meet the daily or hourly requirements. Different missions are managed by different governmental sectors. The resources, e.g., the data, sensors, models, and systems, are heterogeneous and dispersed in different governmental sectors, usually with too little sharing and interoperation. Most existing systems are traditional information systems with many artificial interventions, and their results lack real-time and efficient processing capacity. Governments and experts think that there is an urgent need to adopt advanced open and real-time GIS technology to manage and analyze real-time dynamic resources to solve problems. They think that it is time to construct a smart river. A smart river is a vision similar to that of a smart city that adopts emerging information technologies to solve problems that could not or were not easily solved before. Therefore, several governmental sectors, universities, scientific research institutions, and companies are working together to build a smart river with the GeoSensor.
In keeping with the smart river concept, a comprehensive web-based sensor based on the GeoSensor was constructed and integrated with the real-time information on rainfall, beacon, channel, sediment, and water levels derived from space-based sensors, air-borne sensors, and underground sensors in the Yangtze River basin, as shown in Figure 6 . There are 32 types of sensors, more than 5000 navigation aids, 300 hydrologic stations, and 100 river basin-monitoring satellites. The number of observation records is more than 10 billion. Based on the comprehensive sensor web and the GeoSensor, three application systems were developed to meet the challenges. The systems are a hydrology and sediment database and an information management analysis system for the cascade hydropower stations in the lower reaches of the Jinsha River, which is an information sharing system of reservoirs in the upper reaches of the Yangtze River, and the Yangtze River channel dynamic monitoring system (shown in Figure 6 ). In the systems, the SOS collects real-time data, the SPS controls sensors that observe real-time data, the Sensor Event Service (SES) filters real-time observations, and the WPS encapsulates models from experts. All operations are performed in open ways. 
Results and Discussions
Applications for Hydropower Production
The real-time and open system has been applied to manage and analyze the hydrology and sediment data and information of cascade hydropower stations in the lower reaches of the Jinsha River. The real-time and open system can perform a number of actions: accessing more than 300 hydrological and meteorological stations in the Jinsha River in real time, integrating dynamic hydrological, sediment, meteorological, and remotely sensed observation data, encapsulating the hydrology and sediment analysis and calculation model, the hydrodynamic model calculation, and the river evolution prediction model from different experts, e.g., from the Changjiang Bureau of Hydrology and Wuhan University, as shown in Figure 6 . It can also support the analysis of river 
Results and Discussions
Applications for Hydropower Production
The real-time and open system has been applied to manage and analyze the hydrology and sediment data and information of cascade hydropower stations in the lower reaches of the Jinsha River. The real-time and open system can perform a number of actions: accessing more than 300 hydrological and meteorological stations in the Jinsha River in real time, integrating dynamic hydrological, sediment, meteorological, and remotely sensed observation data, encapsulating the hydrology and sediment analysis and calculation model, the hydrodynamic model calculation, and the river evolution prediction model from different experts, e.g., from the Changjiang Bureau of Hydrology and Wuhan University, as shown in Figure 6 . It can also support the analysis of river evolution, sedimentation, and flood evolution by 3D visualization and simulation in a timely manner and in an open way, as shown in Figure 7 . The real-time and open system plays an important role in monitoring and providing early warnings for the waterpower generation of the Wudongde, Baihetan, Xiluodu, and Xiangjiaba hydropower stations in the downstream Jinsha River. For example, the Xiluodu and the Xiangjiaba scouring and silting power generation realized real-time scouring, silting from scouring, and silting at regular times. In the flood seasons of 2013, 2014, and 2015, 0.8 billion, 1.6 billion, and 1.8 billion cubic meters of water were saved ahead of schedule, respectively. The economic benefit was remarkable. 
Application for Flood Control
The real-time and open system has been applied to share the information of the reservoirs in the upper reaches of the Yangtze River, which is shown in Figure 8 . The system provides integrated, remotely sensed data from meteorological satellites and dynamic observation data. It can access the rainfall and flow rates of the sensor data in a timely manner in an open way from more than 8000 hydrological and meteorological stations in the 21 reservoir groups. It uses Spark models to enable 
The real-time and open system has been applied to share the information of the reservoirs in the upper reaches of the Yangtze River, which is shown in Figure 8 . The system provides integrated, remotely sensed data from meteorological satellites and dynamic observation data. It can access the rainfall and flow rates of the sensor data in a timely manner in an open way from more than 8000 hydrological and meteorological stations in the 21 reservoir groups. It uses Spark models to enable the real-time calculation of the observation information, forecasting, and dispatching information, and rainfall information of the large controlled reservoirs in the upper reaches of the Yangtze River. All of the comprehensive real-time information can be sent to the Yangtze River Flood Control and Drought Relief Headquarters in less than 20 min and to the National Flood Control and Drought Relief Headquarters in less than 30 min. Real-time calculations and information sharing helps with making flood control decisions by the joint operation of the 21 reservoirs in the upper reaches of the river, which meets the demand for flood control. 
Application for Navigation
The real-time and open system has been applied to monitor and analyze the main channel of the Yangtze River, as shown in Figure 9 . 
The real-time and open system has been applied to monitor and analyze the main channel of the Yangtze River, as shown in Figure 9 . The GeoSensor integrates 5034 sets of telemetry monitoring systems and 132 sets of water level remote sensing report systems along 2328.2 km of the Yangtze River from Lanjiatuo to Liuhekou. The systems have the following characteristics: access to real-time information from water level buoys, telemetry monitors and alarm systems, water level prediction and automatic alarms for abnormal levels, channel maintenance scale monitoring and early warning systems, and navigation channel evolution analysis. The system provides certain advantages, such as transforming the beacon routing inspection into unattended monitoring, shortening the average mark recovery time from 8 hours to 2 hours, improving the water level sampling frequency from once per day to once per hour, and changing the Yangtze River waterway management mode from traditional to the "Internet Plus" mode. The system enhances the efficiency of the daily management of the Yangtze River waterway, the public service level, and emergency response capabilities, which meet the demands for navigation safety.
A Way to Have a Real-Time and Open GIS
The GeoSensor offers a way to have a real-time and open GIS. From the aspect of theory, the proposed methods can support the realizations of real-time GIS functions. A real-time GIS data model was proposed to organize real-time GIS features and resources. Compared with general data models, the real-time GIS data model considers sensor and spatio-temporal processes, where the sensor is the most important way to derive real-time data and the spatio-temporal process is the most important characteristic of a geographic phenomenon. With the explosion of geographic information, a real-time GIS captures and stores geographic information and faces great challenges since information becomes highly efficient and has a large volume and diverse data structure. Thus, any kind of database cannot meet the requirements of the real-time GIS, and hybrid databases should be used. The hybrid database method makes full use of the advantages of the relational database and the NoSQL database and integrates them to meet these challenges. The real-time computation framework synthetically supports the acquisition, the process, and the service functions of a real-time GIS. In the GeoSensor, the Apache Spark, which is known as a kind of real-time computation framework, is used to implement three functions with real-time characteristics. Meanwhile, all the data services and processing services are encapsulated by using OGC standards. The GeoSensor is an organic integration of real-time computing technology and OGC standard services.
From the aspect of experiments, the Yangtze River use case is shown, and the results exhibit the real-time and open features of the GeoSensor. In the comprehensive observation network of the Yangtze River basin, the GeoSensor captured and managed the real-time information of rainfall, beacon, channel, sediment, and water levels derived from space-based sensors, air-borne sensors, and underground sensors. The GeoSensor reconciles the contradiction among flood control, hydropower production, and navigation, according to comprehensive real-time information. As shown in Figures 7-9 , the GeoSensor visualizes the hydrology and sediment data in a 3D scene in a timely manner, shares real-time information on the reservoirs, and monitors the main channel of the Yangtze River with real-time beacon and water information.
Conclusions and Outlooks
This paper describes the design and implementation of a real-time and open GIS system called the GeoSensor. The GeoSensor can manage and process real-time data in web applications with open services. The GeoSensor is used to address information sharing and interoperation in flood control, hydropower production, and navigation applications in the Yangtze River. The used cases illustrate an example of constructing a smart river. The results show that the system improved the management efficiency of the Yangtze River and that real-time and open systems would be promising for smart rivers.
The GeoSensor mainly integrates the real-time Apache Spark computation framework. Future work will focus on integrating other real-time computation frameworks and comparing their application scopes, advantages, and disadvantages. 
