We present an overview of novel numerical methods for chemical equilibrium and kinetic calculations for complex non-ideal multiphase systems. The methods we present for equilibrium calculations are based either on Gibbs energy minimization (GEM) calculations or on solving the system of extended law of mass-action (xLMA) equations. In both methods, no a posteriori phase stability tests, and thus no tentative addition or removal of phases during or at the end of the calculations, are necessary. All potentially stable phases are considered from the beginning of the calculation, and stability indices are immediately available at the end of the computation to determine which phases are actually stable at equilibrium. Both GEM and xLMA equilibrium methods are tailored for computationally demanding applications that require many rapid local equilibrium calculations, such as reactive transport modeling. The numerical method for chemical kinetic calculations we present supports both closed and open systems, and it considers a partial equilibrium simplification for fast reactions. The method employs an implicit integration scheme that improves stability and speed when solving the often stiff differential equations in kinetic calculations. As such, it requires compositional derivatives of the reaction rates to assemble the Jacobian matrix of the resultant implicit algebraic equations that are solved at every time step. We present a detailed procedure to calculate these derivatives, and we show how the partial equilibrium assumption affects their computation. These numerical methods have been implemented in Reaktoro (reaktoro.org), an open-source software for modeling chemically reactive systems. We finish with a discussion on the comparison of these methods with others in the literature.
Introduction
Chemical equilibrium and kinetic calculations are essential for modeling chemical processes in a wide range of industrial, environmental, and geological applications. These include, for example, combustion and reactive flow in engines [1, 2] , pore-scale reactive transport phenomena [3] [4] [5] [6] , speciation calculations in aquatic systems [7, 8] , cement chemistry [9] , polluted groundwater remediation [10] , hydrothermal geochemistry and ore forming processes [11] [12] [13] [14] , biochemical processes in cells [15] [16] [17] , plotting of phase equilibria diagrams in petrology and metallurgy [18] [19] [20] , reactive transport simulations at nuclear waste disposal sites [21, 22] , geologic carbon storage in deep saline aquifers and other formations [23] [24] [25] [26] [27] [28] , geothermal energy utilization [29] , combinations of the latter two [30] [31] [32] [33] [34] [35] [36] , and enhanced oil recovery [37, 38] .
Given the complexity of the coupled physical and chemical processes of interest nowadays, in which several thousands of chemical equilibrium and kinetic calculations might be needed in a computer simulation, the computational methods for such chemical calculations need to be efficient and robust. For example, in geochemical systems, chemical species in possibly more than one fluid phase (e.g. aqueous and gaseous phases) react with each other and with solid mineral phases (e.g. minerals in a porous/fractured rock) while they are transported in a medium (e.g. via advection and/or diffusion). The solid minerals, in turn, dissolve and/or precipitate, affecting the dynamics of how the species in the fluid phases are transported (e.g. changes in rock porosity and permeability) in the fluid phases. For such reactive transport simulations, hundreds to thousands of equilibrium and kinetic calculations are required at every time step of the simulation, so that they need to be fast, to ensure feasible computational simulation times, and numerically robust, to ensure the overall simulation is not compromised because of failed chemical calculations.
In this work, we provide an overview of the computational methods for chemical equilibrium and kinetic calculations proposed in Leal et al. [39] [40] [41] [42] [43] . These methods are generally applicable, as they do not presume any specific details of the chemical system (e.g. the methods are unaware of the types of phases in the chemical system and they are invariant to the equations of state and activity models used for the calculation of thermodynamic properties of phase and species). We use this opportunity to not only provide an improved presentation and clearer description of such algorithms, but also to present and discuss important updates of these numerical methods. Following their presentation, we discuss their relationship to other methods in the literature, what are their advantages and disadvantages, and what are their optimal scope of application. The numerical methods for chemical equilibrium and kinetic calculations presented in Leal et al. [39] [40] [41] [42] [43] have been implemented in Reaktoro 1 , a unified framework for modeling chemically reactive systems. This paper is structured as follows: In Section "Definitions and notation", we define terms and introduce notations and symbols used throughout the paper. In Sections "Chemical equilibrium: Basic concepts and mathematical formulation" and "Chemical kinetics: Basic concepts and mathematical formulation" we introduce, respectively, basic concepts of chemical equilibrium and chemical kinetics as well as their mathematical formulation and governing equations. In Section "Computational methods for chemical equilibrium calculations" we present the computational methods for chemical equilibrium calculations, based either on the framework of Gibbs energy minimization (GEM) or on extended law of mass action (xLMA) equations. In Section "Computational methods for chemical kinetic calculations" we present the numerical method for integrating the differential equations for the chemical kinetics problem in which the system can be either open or closed and may be in partial chemical equilibrium, using an implicit scheme with adaptive time steps that requires compositional derivatives of the reaction rates. In Section "Discussion" we compare the algorithmic features and strategies of the methods presented in the previous sections with other methodologies in the literature. In Section "Summary and concluding remarks" we summarize the main attributes of the numerical methods and finalize with some concluding remarks.
Definitions and notation
The presentation of the methods for chemical equilibrium and kinetic calculations in Sections "Computational methods for chemical equilibrium calculations" and "Computational methods for chemical kinetic calculations" requires the definition of a chemical system. In this work, a chemical system is defined as a col-lection of chemical species (henceforth shortened to simply species), composed of one or more components and distributed among one or more phases.
The 4 (s)], and even complex organic molecules such as proteins, lipids, carbohydrates, and vitamins. The phases are composed of one or more chemical species with homogeneous properties within their boundaries and they can be aqueous, gaseous, liquid, solid solutions, a pure mineral, plasma, etc. The components are chemical elements (e.g. H, O, C, Na, Cl, Ca, Si) and electrical charge (Z), but it can also be a linear combination of these, commonly known as primary species 2 [e.g. H + (aq), H 2 O(l), CO 2 (aq)]. We remark in passing that systems with different phases containing electrically charged species require one independent charge component for each of these phases (e.g. Z(aq) as a charge component for species in an aqueous phase, and Z(g) as charge component for species in a gaseous phase). Table 1 presents an example of a chemical system with species composed of up to six components and distributed among an aqueous phase, a gaseous phase, and a solid phase consisting of a single mineral species. The components are the chemical elements: H (hydrogen), O (oxygen), C (carbon), Na(sodium), and Cl (chlorine). Since some aqueous species also have electrical charge, the component Z (electrical charge) is also considered. Note that chemical species with the same chemical formula but in different phases are distinct species [e.g. H 2 O(l) and H 2 O(g), as well as CO 2 (aq) and CO 2 (g), are different chemical species in Table 1 ]. We remark that the selection of the list of species is part of the process of modeling the chemical problem of interest.
Every species needs a unique name to be distinguished from each other. A descriptive name for a species includes (i) its chemical formula, (ii) its physical state, and (iii) the name of the phase in which it exists. The name of the ith species is denoted by the symbol α i , as seen in Table 1 , and the vector of the species names is denoted by α = [α 1 , …, α N ] T , where N is the number of species in the system. Note that species α 11 = NaCl(s, halite) includes all three attributes of a species name: its formula NaCl; its physical state, the symbol s indicating solid state; and the phase in which it exists, halite. For other species, however, it would be redundant to indicate both its physical state and the phase where it exists. For example, there can only be one aqueous phase and one gaseous phase in a chemical system because of their mixing capabilities, so that the names of aqueous and gaseous species need not contain their phase names [e.g. CO 2 (g, gaseous) and CO 2 (aq, aqueous) are redundant forms for CO 2 (g) and CO 2 (aq), respectively]. Note we adopt the common naming convention in the chemical literature for the physical states of aqueous solvent and solutes: "l" is used for solvent liquid water, i.e. H 2 O(l), and "aq" is used for dissolved solutes, e.g. Na + (aq), CO 2 (aq). Although different physical state symbols are used, they are all in the same aqueous phase. [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] for traditional equilibrium and speciation methods using primary species and the law of mass-action equations.
The chemical formula of the ith species describes its composition in terms of components, including the number of these components per molecule of the substance. For example, species α 6 = CO 2 (aq) contains one atom of C and two of O. The formula of the ith species can be denoted in general as follows:
where ε j is the jth component, with ε = [ε 1 , …, ε C ] T denoting the vector of components in the system and C the number of components; and ,
j i
A is the coefficient of the jth component in the ith species. Alternatively, the chemical formula of the ith species can be mathematically represented by its formula vector, A i , as follows: 
For example, species 
or, according to Eq. (2), it can be alternatively represented as a formula vector: Note that the ordering of the species, components, and phases in the definition of a chemical system is arbitrary.
We remark that the word component has many meanings in the literature. Quite often it is used as a synonym for chemical species, rather than as defined here as the basic entities of which they are composed. Therefore, in this work we henceforth generally use the word elements rather than components, since the former has a more explicit meaning than the latter when it refers to actual chemical elements and electrical charge. We thus say that chemical species are composed of elements. In a general sense, this can even imply a chemical species defined in terms of other species (i.e. a species defined in terms of primary or master species, which are a combination of chemical elements and electrical charge. Such elements need not even be present in the chemical system as chemical species. For example, for the chemical system with species α 1 = CO(g), α 2 = O 2 (g), and α 3 = CO 2 (g), the components may be defined as ε 1 = CO and ε 2 = O 2 , in which case the chemical formulae of the species are:
Alternatively, the components may be defined to be ε 1 = CO 3 and ε 2 = C 2 O, which are neither chemical elements nor species in the system, and thus resulting in the following chemical formulae for the species:
An important construct in a chemical system is its formula matrix [58] . This matrix, denoted here by A, is defined so that its ith column is the chemical formula vector of the ith species, A i , which can be written as:
where N is the number of species in the system. Equivalently, the formula matrix A can be defined as a matrix whose entry (j, i) is the coefficient of the jth element, ε j , in the ith species, α i :
A chemical system can exist in infinitely many chemical states. A chemical state is here defined as the triplet (T, P, n), where T is temperature, P is pressure, and n = [n 1 , …, n N ] T is the vector of molar amounts of the species, with n i denoting the molar amount of the ith species. For a given chemical state, (T, P, n), a set of chemical properties of the system can be calculated, such as chemical potentials, activities, mole fractions, concentrations, etc. For example, to calculate the activity coefficients of the species in the πth phase, (T, P, n π ) must be specified, where
is the vector of molar amounts of the species in the πth phase and N π is the number of species in the πth phase. The simplest way to extract n π from n is to organize it as
where Π is the total number of phases in the system. The mole fractions of the species in the πth phase, 
which is known as the element conservation equation or the mass-balance equation. This mass-balance equation is used in equilibrium calculations, and, for numerical reasons, it is important that A be full-rank, i.e. that rank(A) = C and hence that all rows of A are linearly independent. We also assume that rank(A, b) = rank(A), so that Eq. (9) has solutions, which is always the case if b = An° for some vector n° of molar amounts of species corresponding to an initial condition of the system. Finally, in order to exclude the trivial case of nonreacting systems (i.e. the case in which there are no reactions), we assume that N − rank(A) > 0. A simple example of a case for which a formula matrix is not of full-rank is the following:
For this chemical system, rank(A) = 3 (i.e. only three rows of A are linearly independent) and it can be verified that:
and the assumption that rank(A, b) = rank(A) yields:
This implies that we only need to explicitly account for the mass conservation of any three chemical elements, rather than all four, since the amount of the fourth element is implicitly conserved, which can be determined from the above linear relationship. We remark that the chemical formulae of all species still require all four elements to be unambiguously defined. However, we stress that the mass conservation of the elements can be expressed by considering only linearly independent elements/components. In this case, some possible sets of linearly independent elements are (H, O, C), (H, O, Z), (O, C, Z), and (H, C, Z). To modify the formula matrix A in Eq. (10) to ensure that it is of full rank, one of its rows needs to be removed (e.g. the row corresponding to Z). Alternatively, the components/elements can be chosen as three primary species (i.e. three species in the system with linearly independent formula vectors), for example, H 2 O(l), H + (aq), and CO 2 (aq). This will change the formula matrix to:
Either way, note that the chemical system requires only three linearly independent components to account for their mass conservation. In our subsequent discussions and derivations, the formula matrix of the chemical system is always assumed to be full-rank and that the components are linearly independent. We remark in passing that different choices of components simply reflect different linear combinations of chemical elements and electrical charge, with each choice having a different, but equivalent, system of mass-balance equations in Eq. (9).
Chemical equilibrium: Basic concepts and mathematical formulation
In this section, we briefly explain the basic concepts of chemical equilibrium, its fundamental mathematical problem represented as a Gibbs energy minimization (GEM) problem, and how this problem can be converted into a system of non-linear equations that govern the equilibrium state of a general multiphase chemical system.
Fundamental chemical equilibrium problem
Consider a closed chemical system at constant temperature and pressure, denoted by T and P, respectively. Since the system is closed, the amounts of the elements,
, are also constant. However, the amounts of the species, n = [n 1 , …, n N ]
T can change as a result of chemical reactions. The closed chemical system is in a state of chemical equilibrium if the forward and reverse rates of all possible chemical reactions among the species are balanced (i.e. the net rates of the reactions are zero). From thermodynamics, this state corresponds to a state of minimum Gibbs energy, which is independent of any kinetics considerations (see Smith and Missen [58] for a more in-depth discussion). Hence, the equilibrium problem can be posed as a mathematical problem in which the unknowns are the non-negative amounts of species n = [n 1 , …, n N ] T that minimize the Gibbs energy of the system, G, at the prescribed temperature T, pressure P, and elemental
where
T is the vector of chemical potentials of the species.
The chemical potential of the ith species in the chemical system, belonging to the πth phase, is defined 3 as:
,
where G π is the Gibbs energy of the πth phase. This definition can also be equivalently stated from the perspective of the whole chemical system, using the Gibbs energy of the system, G:
since the Gibbs energy of a phase, G π , depends only on the amounts of the species in its own phase, n π . The functional form for the chemical potential is expressed in general as:
where i µ is the standard chemical potential of the ith species, R is the universal gas constant, and a i is the activity of the ith species. We consider standard chemical potentials, , i µ as functions of temperature, T, pressure, P, and a reference concentration, ,
( , ; ).
The species activities, a i , are functions of temperature, pressure, and concentrations of the species in the same phase, so that ( , , / ),
is the vector of species concentrations in the πth phase and / π π ξ ξ are the normalized concentrations. Furthermore, a i can be expressed as:
is the activity coefficient of the ith species. The usual choice for the reference concentration is 1 π ξ = with some appropriate unit (e.g. 1 π ξ = molal for aqueous phases, 1 π ξ = bar for gaseous phases), and it is often omitted in the notation. We will follow this practice in the remainder of the paper.
The following examples show how activities are typically defined for some species for certain types of phases. For solute species in an aqueous solution, a i : = m i γ i , where m i and γ i are the molality and the HenryLaw-based activity coefficient of the ith species, respectively, with the stipulation that γ i →1 as m i →0. The water activity is expressed as a i : = x i γ i , where x i and γ i are the mole fraction and Raoult-based activity coefficient, respectively. For many other chemical potential models, a i : = x i γ i for all species, where an ideal solution is represented by γ i = 1 for all its species. For a gas in a gaseous mixture, a i : = x i ϕ i P/P°, where P° is a reference pressure, typically P° = 1 bar; and ϕ i is the fugacity coefficient of the gas, with ϕ i = 1 in the case of an ideal gas mixture. For a phase containing only a single species (e.g. a pure mineral phase), a i = 1.
In general, species activities are defined in terms of different concentration measures (e.g. mole fraction, molality, molarity). The choice of concentration measure can vary not only among phases, but also among species in the same phase [e.g. molality for aqueous solutes and mole fraction for solvent water species H 2 O(l)]. This lack of uniformity in how activities are defined can result in mathematical formulations that are not general (i.e. not applicable to all possible chemical systems) because they might contain activityrelated terms that correspond to specific phases (e.g. the sum in Eq. 14, to calculate the Gibbs energy, could be defined with explicit contributions from different and specific phases, such as gaseous, aqueous, solidsolutions, etc.), potentially resulting in formulations and/or algorithms that are only applicable to chemical systems containing those specific phases. Because species concentrations in a phase can always be calculated from the species amounts in that phase, 
This form is applicable to all species in all phases, and it permits a general presentation of the mathematical formulations and algorithms in this paper. The Gibbs energy minimization problem (Eq. 14) is a constrained optimization problem [59, 60] . The presence of phases with multiple species and the often complex dependency of the species activities, a i , on the species amounts, n, make the Gibbs energy minimization problem non-linear and thus more challenging to solve. The linear equality constraints, An = b, are the mass-balance equations, which enforce the closedsystem constraint. The inequality constraints, n ≥ 0, ensure that the amount of each species at equilibrium is non-negative. These constraints and the non-linear behavior of the Gibbs energy function, make the chemical equilibrium problem considerably more complicated, especially when the calculation considers a chemical system with hundreds of species and dozens of potential phases to ensure the correct phase assemblage at equilibrium is identified [58, 61] .
Chemical equilibrium equations
The Gibbs energy minimization problem (Eq. 14) can be transformed into a system of non-linear equations. One way of doing this is to first write its Lagrange function:
T is the vector of Lagrange multipliers corresponding to the elemental mass balance equations An = b (i.e. one Lagrange multiplier y j for each element). The next step involves invoking the necessary conditions for a local minimum at a local stationary point of L [58] :
where ∂L/∂n and ∂L/∂y are given by:
It is important to interpret the above equations in the context of chemical equilibrium. First, note that Eq. (21c), combined with Eq. (22b), is actually the mass conservation condition for the elements (Eq. 9). The equality condition in Eq. (21a), coupled with Eq. (21c), represents a compositional state in which an infinitesimal change in the amount of a species with a positive amount at equilibrium, n i > 0, neither increases nor decreases the Gibbs energy of the system (i.e. the species is stable), which represents a stationary point condition for n i . For a convex Gibbs energy function, this stationary point is a global minimum, while for a non-convex Gibbs energy function, the stationary point can be either a local minimum, a local maximum, or a saddle point [59] . The inequality condition in Eq. (21b) is a result of the non-negativity constraints on the species amounts and it represents a condition in which no further minimization of the Gibbs energy is possible by increasing n i , i.e. G is at a minimum on the bound n i = 0.
For convenience, and also for algorithmic reasons discussed later, we transform Eqs. (21b) and (21b) to a single common form involving only equality equations. This is done by introducing slack variables 4 , z i , as follows:
with the condition that z i ≥ 0 and n i z i = 0. These conditions imply that: 1. n i > 0 and z i = 0, and thus Eq. (23) is consistent with Eq. (21a); or 2. n i = 0 and z i ≥ 0, and thus Eq. (23) is consistent with Eq. (21b).
The Gibbs energy minimization problem (Eq. 14) can now be formulated as an algebraic problem that consists of finding (n, y, z) for given (T, P, b) that solves the following system of non-linear equations:
These equations are also known as the Karush−Kuhn−Tucker (KKT) conditions for a local minimum of the Gibbs energy function [59, 60] . They are also necessary, but not sufficient, conditions for a global minimum.
Computational methods for solving these equations are presented in Section "Computational methods for chemical equilibrium calculations". 
Lagrange multipliers and element chemical potentials
This shows that, at equilibrium, the Gibbs energy, G eq , can be calculated from y, instead of μ, using:
As in Eq. (16), it follows that the multipliers y j can be defined as [63] [64] [65] :
: .
Therefore, we refer to y as the chemical potentials of the elements.
Lagrange multipliers and stability indices of species
A phase is unstable at equilibrium if (i) its amount is zero and (ii) increasing its amount infinitesimally, while conserving electrical charge and elemental amounts in the system, results in an increase of the Gibbs energy of the system for all possible molar compositions of that phase. In other words, there is no possibility to further decrease the Gibbs energy of the system by transferring infinitesimal amounts of electrical charge and chemical elements from one or more stable phases to the unstable one, independently of its internal composition state (e.g. the mole fractions of the species).
The partial molar derivatives of the Lagrange function, ∂L/∂n i , can be interpreted as indicators of stability of the species for a calculated local or global equilibrium state. In an equilibrium state, the partial molar derivative ∂G/∂n i represents how the Gibbs energy of the system changes with an infinitesimal change in the amount of the ith species. The difference between ∂L/∂n i and ∂G/∂n i is that the former accounts for the conservative increase of the amount of the ith species (i.e. electrical charge and elemental masses are conserved with the increase of the amount of the ith species), while the latter does not. For this reason, assessing the stability of individual species with respect to a calculated equilibrium state needs to be done by inspecting the value of ∂L/∂n i , or alternatively the Lagrange multiplier z i = ∂L/∂n i (see Eq. 23). Thus, we can mathematically state that the ith chemical species is unstable with respect to the calculated local or global equilibrium state if: 0 and 0.
Remark: If the calculated equilibrium state corresponds to a local minimum of the Gibbs energy, the above stability conditions are not conclusive for the actual stability of the species and its phase at the global equilibrium state. The Lagrange multipliers z i thus have an intrinsic relationship to the stability of the species at equilibrium. Because of this, we refer to z i as the equilibrium stability index of the ith species. From the individual stability indices of the species, we define phase stability as follows: a phase is stable in a calculated equilibrium state if at least one of its species is stable, and it is unstable otherwise. This definition conforms with the demonstration of Jiang et al. [66] , who showed that when one species is stable in a solution phase, all other species in the same phase are also stable, a result that follows from the thermodynamic condition that Table 2 summarizes the possible stability conditions for the species and their implications with respect to the species amounts at equilibrium. We remark in that table that the ith species can still be stable, and thus z i = 0, while having zero amounts, n i = 0. Such a species is then in its limit of stability. Consider, for example, a chemical system with an aqueous solution and a pure mineral phase, in which both phases are stable: the solution is saturated and in equilibrium with the solid phase present in positive amount. If all remaining undissolved solid particles were removed from the mixture, the aqueous solution would still remain saturated with respect to that mineral. The mineral, in its turn, would be at its limit of stability with zero amount.
Lagrange multipliers and stability indices of phases
We can use the stability indices of the species, z i , to define the stability indices of the phases, Ω π , as follows:
e xp , 
Condition Requirement Implications
Stable z i = 0 the ith species is stable with positive amounts, n i > 0, or the ith species is in the limit of stability with n i = 0. Unstable z i > 0 the ith species is unstable and its amount is zero, n i = 0.
These conditions are useful to determine the stability of species and phases, the latter containing either a single or many species, with respect to a calculated equilibrium state. However, they are not conclusive for the case of an equilibrium state corresponding to a local minimum of the Gibbs energy.
where k x π and k z π are the mole fraction and the stability index of the kth species in the πth phase, and N π is the number of species in the πth phase. When the πth phase is stable, it follows from our previous stability discussion that 0 k z π = for all species in the πth phase, so that Ω π = 1. If the πth phase is unstable, then 0 k z π > for all species in that phase, so that 0 < Ω π < 1. We remark again that, for an equilibrium state at local minimum of Gibbs energy, the stability condition of a phase determined using Eq. (29) is not conclusive. We also note that our definition of stability index of a phase, Ω π , given by Eq. (29), is inspired by the one given in Kulik et al. [67] .
Law of mass-action (LMA) equations
Consider the following reactions taking place in a multiphase chemical system:
where α i is the ith chemical species [e.g.
, ν mi is the stoichiometric coefficient of the ith species in the mth reaction (positive for products and negative for reactants), N is the number of species, and M is the number of reactions. We assume that all reactions are linearly independent and that M = N − C, where N and C are the number of species and components, respectively, with C = rank(A) if the formula matrix, A, is full-rank (see Smith and Missen [58] , Chapter 2, for details). The reactions in Eq. (30) represent both homogeneous and heterogeneous reactions (i.e. reactions with reacting species in the same or different phases, respectively).
The equilibrium state of a chemical system can be described as a state in which all reactions in Eq. (30) have equal forward and reverse rates 5 (i.e. their net rates are zero). Thus, at equilibrium, and considering that all species in the chemical system are stable, the following law of mass-action (LMA) equations must be satisfied for each reaction in Eq. (30) :
where K m (T, P) denotes the equilibrium constant of the mth reaction. These LMA equations can also be formulated as a Gibbs energy minimization problem (see Smith and Missen [58, 61] ), but we use here a conventional chemical approach.
The use of the law of mass-action equations (Eq. 31) for equilibrium calculations is known as the method of equilibrium constants, the law of mass-action method, or the stoichiometric method [58, 68, 69] . In the geochemistry literature, this method is more frequently used than Gibbs energy minimization methods, especially for modeling aquatic systems [see 44-57, 70, 71] . The law of mass-action equations (Eq. 31) can be combined with the mass balance equations (Eq. 9) to calculate the equilibrium state of the system, but we will discuss in the next section that this approach can be numerically inconvenient for multiphase systems.
Note that it suffices to have only linearly independent reactions in Eq. (30) . This is because a reaction that is linearly dependent on other reactions has a corresponding mass-action equation that is a linear combination of other mass-action equations. Therefore, this dependent mass-action equation provides a superfluous equilibrium condition that is implicitly enforced by the linearly independent reactions. From now on, we assume that the system of reactions in Eq. (30) is linearly independent with M = N − C (see Smith and Missen [58] ).
Extended law of mass-action (xLMA) equations
The use of the conventional law of mass-action equations (Eq. 31) for multiphase chemical equilibrium calculations results in some algorithmic difficulties and inconveniences. First, note that a mass-action equation is only valid when all participating species in the corresponding reaction are stable at equilibrium. Thus, it follows that, at some iteration during the equilibrium calculation, mass-action equations might have to be removed from, or added to, the set of current valid mass-action equations in use. This addition/removal of equations in most cases must happen during the course of the calculation, as, in general, it is not possible to predict in advance the set of stable phases at equilibrium. The addition or removal of mass-action equations can be done using rigorous phase stability tests [72, 73] or based on ad-hoc criteria for the stability of phases, which in most cases presume specific characteristics of the chemical system (e.g. the use of saturation indices for the estimation of the stability of pure minerals in aquatic/geochemical systems [50, 57] ).
These algorithmic difficulties have motivated the derivation of the extended law of mass-action (xLMA) equations:
where w i is a stability factor needed for each species to permit the xLMA equations to be valid even when their corresponding reactions have unstable species at equilibrium. We refer to Leal et al. [43] for a detailed derivation of the xLMA equations from the Gibbs energy minimization problem.
The following identity is a result of the derivation of the xLMA equations (Eq. 32) from the GEM equations (Eq. 24):
: exp .
Moreover, recall that at equilibrium, n i z i = 0 and z i ≥ 0, which are equivalent to n i ln w i = 0 and 0 < w i ≤ 1, respectively. Thus, when the ith species is stable at equilibrium, it follows that z i = 0, which implies that w i = 1. Consequently, if all species are stable at equilibrium, then the extended law of mass-action equations (Eq. 32) reduce to their conventional form (Eq. 31). We note that the phase stability indices given by Eq. (29) can be equivalently stated in terms of the species stability factors, w i , as:
where k x π and k w π are the mole fraction and stability factor of the kth species in the πth phase. Note that if the πth phase is a pure phase with only one species with global index i, then Ω π reduces to w i . To show in practice how w i is related to the stability of the ith species at equilibrium, consider the example of a H 2 O−CaCO 3 system and the aqueous-solid reaction:
CaCO (s) Ca (aq) CO (aq),
with the equilibrium constant .
K
If the aqueous solution is stable at equilibrium, then w i = 1 for all aqueous species. In this case, the stability factor of the mineral species CaCO 3 can be written as (using the xLMA equation, given by Eq. 32, for the above reaction, and isolating Ca (aq) CO (aq) CaCO (s)
where IAP is the ion activity product of the mineral reaction. In what follows, we use the symbol z i to denote the quantity z i normalized by RT. Therefore, z i = − ln w i and the extended law of mass-action equations (Eq. 32) can be equivalently written as:
The system of non-linear equations describing the equilibrium state can then be written as:
which is similar to Eqs. (24a)-(24d), except that Eq. (24a) has been replaced by Eq. (37) in matrix form, with
T denoting the vector of equilibrium constants of the reactions. Note that Eqs. (38a)−(38d) are actually equivalent to Eqs. (24a)−(24d), but more convenient for computer codes that rely on the use of reactions and their equilibrium constants to calculate multiphase chemical equilibria rather than on the use of standard chemical potentials of species. Section "Extended law of mass-action (xLMA) method" presents an algorithm for solving the equilibrium equations in xLMA form (Eq. 38).
Chemical kinetics: Basic concepts and mathematical formulation
Chemical kinetics is the study of how the composition of a chemical system changes over time as a result of chemical reactions [74] . Thus, chemical kinetic calculations are usually performed to understand more about the behavior of a chemical system (e.g. how its state evolves with time) when the use of chemical equilibrium calculations alone are not enough. The possibility of a more detailed transient description of a chemical system requires, however, more knowledge about the underlying chemical reaction mechanisms involved.
As a result, more input data are needed for modeling chemical kinetics than for modeling chemical equilibrium. For example, reactions in equilibrium require only their equilibrium constants to fully resolve the chemical state of the system. However, for reactions in disequilibrium (i.e. reactions controlled by kinetics), many more parameters are required to compute their rates, such as a rate constant at some reference temperature, activation energy, reactive surface area for reactions involving species across different phases (i.e. heterogeneous reactions), and possibly some parameters to incorporate rate dependency on pH, the fugacity of a gas, or some other condition.
In addition to more extensive input data, a complete and accurate model description of kinetic processes can be difficult to determine. For example, mineral-water reactions (e.g. mineral nucleation, dissolution, growth) involve many reaction steps at different time and spatial scales [75] . For such kinetic processes, simplifications are needed in which an effective reaction rate combining several additive concurrent mechanisms is devised (e.g. dissolution steps under acidic, basic, or neutral pH conditions lumped into a single mineral reaction rate [76] ). For mineral growth processes that occur at the atomic scale, in which even geometric considerations are needed for its understanding and prediction, upscaling is required to calculate the effective rate of mineral precipitation using macroscopic quantities such as ionic strength, pH, and saturation index [77, 78] .
Furthermore, chemical kinetics often translates into a more challenging mathematical and numerical problem than that of chemical equilibrium. While chemical equilibrium is modeled using algebraic equations, chemical kinetics is modeled using differential equations. The numerical solution of these differential equations can be difficult to compute both efficiently and in a stable manner. One reason for this is the usual wide range in the orders of magnitude of the reaction rates. For example, while most homogeneous aqueous reactions can equilibrate on the order of microseconds, some mineral dissolution reactions might need days or years instead [75, 79] . As a result, very fast reactions demand shorter time steps during the numerical integration of the differential equations to ensure both accuracy and numerical stability. Thus, hundreds, thousands, or even millions of short integration steps may be needed for certain problems to advance the state of the chemical system from a given initial condition to the condition at some time of interest -a typical numerical behavior of stiff systems of differential equations [80] .
In this section, we briefly present basic concepts of chemical kinetics, considering both closed and open systems 6 , followed by a presentation of the governing equations that describe the compositional evolution of the chemical system undergoing a network of chemical reactions, with some of them controlled by equilibrium (i.e. relatively fast reactions that are assumed to equilibrate instantaneously). We are concerned about chemical kinetics problems in which temperature, pressure, and/or volume may change over time due to internal or external causes. However, the governing equations describing such changes (e.g. energy conservation equation) are not strongly coupled with the equations for chemical kinetics.
In Section "Computational methods for chemical kinetic calculations" we present the numerical method for the solution of this chemical kinetics problem with equilibrium constraints. In reactive transport simulations, this method can be combined with other methods for solving conservative differential equations to account for the overall combined effects of heat transfer, fluid flow, mass transport, and chemical reactions.
Fundamental chemical kinetics problem
To illustrate a chemical kinetics problem, we consider first a simple chemical system with three species reacting in a closed system according to the following reversible reaction 
where α i is the chemical formula of the ith species; and r f and r r are the forward and reverse rates of the reaction in units of mol/s. Let r = r f − r r be the net rate of the reaction, or simply the rate of the reaction. The reaction rate r is defined so that it is related to the rate of appearance and disappearance of the species amounts, dn i /dt, as follows [81] :
Note the negative sign for the reactant species, α 1 and α 2 , and the positive sign for the product species, α 3 . The governing equations that describe the time evolution of the amounts of the species can then be written as:
These differential equations, representing an initial value problem, are well defined as long as initial conditions for the amounts of the species are given. The initial conditions are the known amounts of each species at some point in time. We denote by
[ , , ] n n n n = the vector of amounts of the species at some time t = t°, where, typically, but not necessarily always, t° = 0.
In most chemical applications, dozens to thousands of species and reactions are usually needed to realistically describe the chemical processes in the system [79] . In most of such cases, the chemical species participate in more than one reaction. Because of this, the overall rate of appearance and disappearance of a species must account for the combined rates of all reactions in which it participates. For example, consider the following case with four species and two reactions:
where r 1 and r 2 denote the rates of their respective reactions. The kinetic equations for each species are:
Note that the rates of consumption/production of species α 2 and α 3 are affected by both reactions. While species α 2 is consumed in both reactions (assuming both r 1 and r 2 are positive), species α 3 is produced by the first reaction with rate r 1 and consumed with rate r 2 by the second.
In the mathematical formulation of chemical kinetics problems, it can be more convenient to work with matrix equations instead of individual equations for each species. To convert Eq. (43) 
T denote the vector of species amounts and reaction rates, respectively. Let the stoichiometric matrix, ν, of the reactions in Eq. (42) be constructed as follows:
with ν mi denoting the stoichiometric coefficient of the ith species in the mth reaction, following the convention that ν mi is negative for reactants and positive for products [81] . Eq. (43) can now be conveniently written as follows:
This equation can be applied to the case of any number of species and reactions in a closed system. In general, it can also be more convenient to write the reactions in a chemical system in matrix form:
which are individually represented as: (47) with N and M denoting the number of species and reactions, respectively; r m the rate of the mth reaction; and
T the vector of reaction rates. We remark that, differently from an equilibrium problem, the system of reactions in Eq. (47) does not necessarily need to be linearly independent [82] . The number of reactions, M, do not necessarily need to satisfy M = N − C either, and it can actually be less or greater than this. The reason for this is that the kinetics problem is governed by a system of differential equations (Eq. 45) and not by a system of algebraic equations (Eq. 24). Thus, there can be many parallel reactions contributing to the simultaneous consumption and production of the same chemical species in the system. Assume now that the chemical system is open to mass inflow and outflow, for example, when the system under analysis is subject to constant titration of an acidic solution over time. Let q i denote a given rate of inflow of the ith species in the system, in units of mol/s, with q = [q 1 , …, q N ]
T denoting the vector of inflow rates, or source rates, of the species. The composition of the chemical system, n = [n 1 , …, n N ] T , evolves kinetically according to the following system of ordinary differential equations:
This equation is an extension of Eq. (45) for the case of an open system.
The chemical kinetics problem in Eq. (48) is typically non-linear. As a result, it is usually difficult to integrate analytically, so that numerical methods are needed for its solution, which is presented later in Section "Computational methods for chemical kinetic calculations". The non-linearity of Eq. (48) is a result of the non-linear dependency of the reaction rates, r m , on the species amounts, n i . This dependency can be indirect and/or direct. It is indirect when the reaction rates depend on the activities of the species, a i , or other activityrelated quantities (e.g. pH, affinities), which are functions of concentrations, which in turn are functions of species amounts. The direct dependency happens, for example, when the rate of a solid-fluid reaction is normalized by surface area. In this case, the evaluation of the rate requires the multiplication of a specific surface area by the amount of the solid phase. We remark that reaction rates, r m , are, in general, strongly dependent on temperature and, to some extent, on pressure [74, 79] .
We use the notation r m = r m (T, P, n, a) to conveniently denote the mathematical dependency of the reaction rates, r m , on temperature, T, pressure, P, species amounts, n = [n 1 , …, n N ] T , and species activities, a = [a 1 ,
. This abstract representation is important, for example, to implement flexible and generic computer codes. It is equally important in the development of computational algorithms that can be applicable to all types of reactions and chemical systems. In the computer implementation of these rates, the inputs (T, P, n, a) can be used, for example, to calculate a temperature correction for a known reaction rate constant at a reference temperature using an Arrhenius equation; to calculate the affinity of the reaction, or its ion activity product, using the activities of the reacting species; and also to calculate the catalytic and inhibition contributions from other species by using their activities and/or their partial pressures or fugacities in case of gasses. We give examples of reaction rates and their dependency on (T, P, n, a) in the next section.
Example of rate law: Mineral reaction rates
So far, the reaction rates, r m , have only been considered in an abstract functional form given by r m = r m (T, P, n, a). The motivation of this section is to give an example of a concrete reaction rate law so that we can see how the rate inputs: temperature, T, pressure, P, species amounts, n, and species activities, a can be used to evaluate the reaction rate, r m . For this, we consider the following rate law for mineral dissolution and precipitation [52, 53, 75, 76, [83] [84] [85] :
where n i is the current molar amount of the mineral, either dissolving or precipitating; σ is the current specific reactive surface area of the mineral (usually assumed constant), in units of m which act like catalysts or inhibitors of the mineral reaction, with ξ l,s and η l,g being empirical exponents to control such catalytic/inhibition effects. The rate constant k l is calculated using the Arrhenius equation [75] :
where l k and E l are the reaction rate constant at 25 °C and the activation energy of the mineral reaction, respectively. The saturation index Ω of the mineral is calculated using:
where IAP and K are the ion activity product and the equilibrium constant or solubility product constant of the mineral reaction; and ν i is the stoichiometric coefficient of the ionic species i in the respective reaction that defines K and IAP. The dissolution and precipitation of minerals are complex phenomena that proceed according to a system of reaction steps with a wide range of time and spatial scales. In geochemical modeling, however, these parallel effects, or reaction mechanisms, are usually lumped into a single rate equation, as approximated by the sum in Eq. (49) and the parameters with subscript l. As reaction mechanisms differ as a function of pH, we collectively distinguish those active at acidic, neutral, and basic conditions. In Table 3 we present the parameters for the mineral rate given by Eq. (49) taken from Palandri and Kharaka [76] . Note that, under acidic conditions, calcite can react ten orders of magnitude faster than K-feldspar, as seen by the difference in their log l k values. Evaluation of the rate function r m for mineral dissolution and precipitation depends on both model parameters and chemical state variables. The model parameters include, for example, the reaction rate constant, , l k and activation energy, E l , for each reaction mechanism l, which are usually invariant during the simulation. The chemical state variables, on the other hand, are the quantities (T, P, n, a), which are constantly varying as the chemical system evolves kinetically. These chemical state quantities are needed, for example, in the calculation of the rate constant k l at the actual system temperature T (Eq. 50) or in the calculation of the ion activity product IAP, using the activities of the species, a, for the current composition of the aqueous solution.
Partial equilibrium simplification
In many modeling scenarios, the kinetic problem in Eq. (48) can be simplified by first classifying the reactions in Eq. (47) into two groups: fast and slow reactions. One can then assume that the fast reactions are continuously in chemical equilibrium (i.e. they are instantaneously equilibrated after any chemical, thermal, or mechanical perturbation), while the slow reactions are in disequilibrium, and thus controlled by chemi- cal kinetics, in the same way as proposed by Ramshaw [86] . The chemical system is then said to be in partial equilibrium, a simplification that can result in more efficient calculations at the expense of less complexity, as there are fewer differential equations to integrate over time.
The partial equilibrium assumption also offers other computational advantages. It can, for instance, permit the use of larger time steps during the numerical integration of the kinetic differential equations. This follows from the fact that reactions with very fast rates require smaller time steps to accurately describe their behavior, but since they are modeled as equilibrium reactions, their rates no longer impose numerical constraints on the choice of time-step lengths. For example, fast reactions that are equilibrated on the order of microseconds (e.g. most aqueous reactions), are no longer considered to be controlled by kinetics together with slow reactions that are equilibrated on much larger time scales (e.g. days, years, or even millennia), such as some mineral dissolution or growth reactions. As a result, time steps on the order of days or months could be used instead of microseconds or nanoseconds.
Assuming partial equilibrium in a chemical system results in the chemical species being classified as either equilibrium species or kinetic species. The equilibrium species are all those chemical species that participate in one or more equilibrium-controlled reactions, while the kinetic species are the remaining species, whose amounts vary as a direct result of rates of kinetically controlled reactions (Ramshaw [86] ). Thus, we split a chemical system into an equilibrium partition and a kinetic partition, where mass can be freely exchanged between them as a result of the kinetic reactions (Leal et al. [41] ).
Consider, for example, the reactions in Table 4 involving both aqueous and mineral species split into two groups: equilibrium and kinetic reactions. Figure 1 shows the corresponding partitioning of the chemical species into equilibrium and kinetic species. In this example, all aqueous species are equilibrium species because all of them participate in equilibrium reactions (i.e. they react instantaneously). The mineral NaCl(s) is also considered in equilibrium, since its rates of dissolution and precipitation are usually considerably higher than the rates of the other minerals. Figure 1 also illustrates the mass transfer between the two partitions: chemical elements common to both partitions can be transferred as a result of the dissolution/precipitation of the kinetically controlled minerals. The overall mass conservation of such elements together with the rates of the kinetic reactions will be used next to derive the governing equations for the evolution of the compositional state of both partitions.
The formulation of the chemical kinetics problem with the partial equilibrium assumption requires the introduction of additional symbols. Here we denote by n e and n k the vectors of the amounts of the equilibrium and the kinetic species, respectively; and b e and b k the vectors of the amounts of the elements in the equilibrium and the kinetic partitions, respectively. Without loss of generality, we assume the following order of the chemical species:
Moreover, let A e and A k denote the formula matrices of the equilibrium and kinetic species, respectively, and ν e and ν k denote the matrices formed from the columns of the stoichiometric matrix, ν, corresponding to the equilibrium and the kinetic species, respectively. As a result, both formula matrix, A, and stoichiometric matrix, ν, can be represented as:
Because of the partial equilibrium assumption, it follows that, at any time t, the amounts of the equilibrium species, n e , correspond to an equilibrium state of minimum Gibbs energy with prescribed amounts of elements in the equilibrium partition, b e , and not the total amounts of the elements, b, in the system. This can be mathematically represented as:
where ϕ denotes a chemical equilibrium function that encapsulates the specific algorithmic steps to solve the equilibrium problem given by Eq. (14) restricted to the equilibrium partition:
e T e e e e e e e e ( ): argmin subject to , 0
where G e is the Gibbs energy of the equilibrium partition, μ e is the vector of chemical potentials of the equilibrium species; and y = argmin x f(x) means that y is the value of x that minimizes the function f, so that ϕ(b e ) evaluates to the amounts of the equilibrium species, n e , corresponding to a minimum of G e . The equilibrium function, ϕ, can thus represent any equilibrium method, such as, for example, the Gibbs energy minimization (GEM) method presented later in Section "Gibbs energy minimization (GEM) method" or the extended law of mass-action (xLMA) method presented in Section "Extended law of mass-action (xLMA) method". This abstraction is important for flexibility and simplicity reasons, and it contributes to a clearer presentation of our proposed solution methodology for the chemical kinetics problem with equilibrium constraints. In the formulation we will present next for the chemical kinetics problem with partial equilibrium, there is no explicit need for the equations of the equilibrium reactions. We remark, therefore, that no equilibriumcontrolled reaction is then considered in Eq. (47) Fig. 1: The partition of the chemical system into equilibrium and kinetic species when the partial equilibrium assumption is considered. Chemical elements are transferred from one partition to another according to the rates of the kinetically controlled reactions.
reactions can still be needed in case ϕ represents an equilibrium function that implements a method based on a law of mass-action (LMA) approach. However, this is a specific detail for the equilibrium function ϕ that should not interfere with the formulation of the governing equations for the chemical kinetics problem with partial equilibrium assumption. The amounts of the kinetic species, n k , evolve through kinetic mechanisms, rather than through equilibrium conditions, according to:
where r are the rates of the kinetically controlled reactions; q k denotes the vector of inflow/outflow rates of the kinetic species and k n the initial amounts of the kinetic species. Our interest now is to find an equation for db e /dt that describes the evolution of the amounts of elements in the equilibrium partition. By using such an equation, b e can be first calculated at any time t and then be used in n e = ϕ(b e ) for the calculation of the corresponding amounts of the equilibrium species, n e .
An alternative approach that consists of only differential equations and requires no inner equilibrium calculation using n e = ϕ(b e ), was proposed by Ramshaw [86] .
The derivatives dn e /db e are the sensitivities of the equilibrium composition with respect to the amounts of elements in the equilibrium partition, which will be discussed in-depth in Section "Equilibrium sensitivity derivatives". Such a pure differential approach does not need the algebraic equilibrium constraints in Eq. (54). However, this method has some disadvantages. For example, it causes the chemical kinetics problem to have substantially more differential equations, which can be more challenging or more computationally expensive to solve than algebraic equilibrium equations. In addition, this purely differential approach does not strongly and accurately enforce the equilibrium conditions imposed by Eq. (54) over time. Therefore, as the numerical integration proceeds, the equilibrium partition might not be in an accurate state of minimum Gibbs energy, i.e. n e ≠ ϕ(b e ). A correction approach was also devised in Ramshaw [86] to alleviate this, but the problem still requires many more differential equations to be solved. Thus, we advocate here a formulation in which the chemical state of the system evolves in terms of differential kinetic equations for b e and n k , and algebraic equilibrium equations for n e . From the fundamental law of mass conservation, it follows that the amounts of chemical elements and electrical charge in the system must satisfy the conservation equation: . The mass conservation equation (Eq. 58) can be equivalently written as:
where q e and q k denote the given inflow/outflow rates of the equilibrium and kinetic species, respectively. By multiplying the differential equation in Eq. (56) by A k , and remarking that b k = A k n k , it follows that:
which can be combined with Eq. (59) to obtain:
An alternative and equivalent equation for db e /dt can be obtained by considering the stoichiometric balance condition:
which ensures that the number of elements on both sides of every reaction is the same. Thus, it follows that:
which can be combined with Eq. (53) to determine that:
This result can then be combined with Eq. (61) to write the alternative equation:
Thus, the chemical state of a system subject to a combination of kinetic and equilibrium reactions evolves according to the following differential-algebraic problem: 
where e k ( , ) n n n = is a given initial condition for the amounts of all species, from which the amounts of the elements in the equilibrium partition can be calculated using b e = A e n e .
Section "Computational methods for chemical kinetic calculations" presents a numerical method for the solution of this mathematical problem using implicit integration schemes and adaptive time-stepping strategies for more accurate, efficient, and stable calculations.
Computational methods for chemical equilibrium calculations
In this section we present two methods for solving the chemical equilibrium problem for a multiphase system. In Section "Gibbs energy minimization (GEM) method" we present an equilibrium method based on a Gibbs energy minimization (GEM) approach, while in Section "Extended law of mass-action (xLMA) method" we present a method that solves the extended law of mass-action (xLMA) equations presented earlier in Section "Extended law of mass-action (xLMA) equations".
Common to both methods is the use of an interior-point perturbation approach [87] combined with Newton's method [59, 60] for solving the non-linear chemical equilibrium equations (Eq. 24), i.e. the equations that describe the necessary conditions for a local minimum of the Gibbs energy. Thus, we remark that both GEM and xLMA methods presented next are equivalent, since (i) they solve the same fundamental equations describing the conditions of minimum Gibbs energy (ii) using the same algorithmic strategies.
However, while the GEM method requires standard chemical potentials of the species, , i µ the xLMA method requires equilibrium constants of reactions, K m . Therefore, choosing which method to calculate chemical equilibrium will depend on the type of available thermodynamic data for a chemical system of interest. However, see Section 9.4 of Smith and Missen [58] , and the paper of Cheluget et al. [88] , who showed how to inter-convert between the two types of thermochemical data. In addition, Leal et al. [89] details an approach to enable Gibbs energy minimization algorithms to use equilibrium constants of reactions. This is done by using the equilibrium constants of reactions to calculate the apparent standard chemical potentials of the species, which is the opposite of the more common conversion approach that enables LMA codes to use GEM data [90] .
Both GEM and xLMA methods presented next were devised for computationally demanding applications in general, and for reactive transport modeling in particular [42, 43] . In a reactive transport calculation, the domain is discretized in many cells (e.g. thousands to millions of cells) and time is discretized in many steps. For each time step, equilibrium calculations must be performed for each cell, so that thousands to millions of such calculations are needed before advancing the simulation to the next time step. If each individual equilibrium calculation is not sufficiently rapid, the simulation can become considerably slow.
Because of the above performance constraint, our proposed GEM and xLMA methods are based on a local minimization of Gibbs energy. This is because the calculation of the global minimum is in general extremely expensive, possibly requiring many local minimization calculations with different initial guesses, which would not fit in the context of reactive transport modeling, for example. We remark that most existing geochemical and reactive transport simulators rely on LMA methods for equilibrium calculations. Since LMA equations are also equations that describe the necessary conditions for a state of local minimum Gibbs energy, it follows that all these simulators also perform local chemical equilibrium calculations. Examples of such reactive transport simulators include PFLOTRAN [91, 92] , TOUGHREACT [56] , CrunchFlow [55] , and examples of widely used geochemical simulators also relying on local equilibrium calculations are PHREEQC [71] , The Geochemist's Workbench [57] , and EQ3/6 [93] .
It is important to realize, however, that a local equilibrium method can, under some circumstances, calculate the global equilibrium state. This is always the case when only one such global equilibrium state exists, such as when the phases in the system have ideal thermodynamic behavior (e.g. ideal solutions, ideal gasses), because the resultant Gibbs energy function is convex over the constraint set (Smith and Missen [58] ). A local equilibrium method can calculate the global equilibrium state when the Gibbs energy function is non-convex (i.e. when phases are non-ideal so that the Gibbs energy function has possibly multiple minima), but some care is needed. For example, one can start the equilibrium calculation from an initial estimate for the species amounts that are relatively close to species amounts at the global equilibrium state. This should cause the local equilibrium method to more likely converge to the global minimum state of the Gibbs energy. Thus, in a reactive transport simulation, in which the previous equilibrium state, in a cell, is used as an initial guess for the equilibrium calculation in the next time step, a local equilibrium method should suffice to produce global equilibrium states for all cells at all time steps. This would require, however, that the chemical perturbations from one time step to another are sufficiently small. This means that one would only need to ensure that the initial condition of the simulation (i.e. the amounts of the species at time zero in each cell) corresponds to a global equilibrium state.
Gibbs energy minimization (GEM) method
The method we present here is based on the Gibbs energy minimization (GEM) algorithm by Leal et al. [40, 42] . It relies on the framework of a perturbed interior-point Newton method for constrained non-linear programming problems [59, 60, 62, 87, [94] [95] [96] [97] [98] [99] [100] [101] . Its application for the minimization of Gibbs energy has been appropriately adapted to permit more accurate and stable chemical equilibrium calculations, especially when the amounts of species at equilibrium can differ by many orders of magnitude. These adaptations are described below; a complete discussion can be found in Leal et al. [42] .
In what follows, we consider μ, y, z, G, and any other potential variable derived from these to be normalized by RT. We use the same symbols for convenience of notation and we emphasize this normalization condition whenever necessary. Such scaling of the problem is convenient for the presentation of the method as well as numerically important in minimization calculations [59] .
Following Fiacco and McCormick [87] , the conditions n i z i = 0 (see Eq. 24c) are perturbed/relaxed as follows:
where τ > 0 is a sufficiently small number. The numerical optimization literature usually suggests τ = 10 −8 [62, 95] , which was demonstrated in Leal et al. [40] to not always be accurate enough for chemical equilibrium calculations (e.g. equilibrium problems with trace elements or involving redox reactions with very low amounts of species). The reason is that when a species is unstable at equilibrium, it follows from the interiorpoint relaxation or perturbation above that n i = O(τ), i.e. n i is on the order of τ, instead of n i = 0. In other words, the relaxation introduced in Eq. (67) results in all unstable species having amounts on the same order of magnitude as τ.
In Leal et al. [42] , therefore, the use of τ ≤ 10 −25 was recommended. The reason for this choice is based on the Avogadro constant (≈6.02 × 10 23 mol −1 ) to ensure that, at equilibrium, the amount of an unstable species represents less than one molecule in a normalized system with one mole in total. Another important decision taken in Leal et al. [42] for improved Gibbs energy minimization algorithms employing the perturbed interiorpoint method was to keep τ constant throughout the calculation, instead of changing it adaptively from a relatively small initial value, τ 0 , to a sufficiently small value τ ∞ = τ 0 at the end of the calculation [62, 99, 102] .
Using Newton's method, the chemical equilibrium problem (Eq. 24) can be formulated as a multidimensional root-finding problem: 
where H is the Hessian matrix of the Gibbs energy function, normalized by RT:
Newton's method requires the solution of the linear system:
at every iteration k to calculate the Newton steps Δn, Δy, and Δz to be used in the update equations [62] :
where, for convenience, the variables in Eq. (72) without the iteration superscript are understood to be on the current Newton iteration k. The coefficients α n and α z are step-length factors used to ensure both nonnegativity conditions n i ≥ 0 and z i ≥ 0 are satisfied at every iteration. They are calculated as follows: Given vectors v > 0 and Δv, compute the step-length α v using:
with a length reduction parameter δ = 0.9999. At every iteration, we check if the calculation has converged to the equilibrium state of the chemical system. For this, we consider the system of non-linear equations in Eq. (68) has been successfully solved if:
where ||v|| ∞ is the infinity norm of vector v, defined as ||v|| ∞ = max{|v i |}; and ε tol is the numerical tolerance for the convergence checking (e.g. ε tol = 10
). The dimension of the linear system in Eq. (72) is 2N + C. We reduce its dimensions to N + C by noting that Δz can be explicitly calculated using:
after Δn and Δy have been implicitly calculated using:
This matrix equation is often referred to as KKT equation in the numerical optimization literature [103] [104] [105] [106] [107] . Several methods and techniques exist for the solution of the matrix equation in Eq. (77) [see [103] [104] [105] [106] [107] . In many cases, however, these methods presume matrices H and A are large sparse matrices derived from optimization problems containing thousands to millions of unknowns. In chemical equilibrium calculations, however, the matrices H and A are usually relatively small, as chemical systems are often composed of a few dozen species and in rare cases a few hundreds. Thus, it is preferable to use dense linear algebra solvers rather than sparse solvers, since sparse operations have computational overhead that is only negligible for large sparse linear systems with several thousands to millions of equations.
The Bunch−Kaufman decomposition method [108] for dense symmetric indefinite linear systems is often recommended for solving the KKT equation (Eq. 77) [see 105, [109] [110] [111] [112] . This method is implemented in LAPACK [113] under the routine name dsytrf. However, we remark that the Bunch−Kaufman method is not recommended in chemical equilibrium calculations in general, because the Hessian matrix, H, might not always be symmetric. This happens, for example, when the non-ideal behavior of a phase is modeled by an equation of state that does not satisfy the Gibbs−Duhem equation at every composition point, n, during the equilibrium calculation. Note that the Gibbs−Duhem condition is, however, implicitly enforced in the final equilibrium state when the definition of μ i in Eq. (16) 
where H π is defined as:
with a π and n π denoting the vector of activities and amounts of the species in phase π, respectively. In this case, we propose to compute the solution of the KKT equation (Eq. 77) using an LU decomposition with partial pivoting (which is faster than full pivoting), although it would certainly be more efficient if the particular sparse structure, shown in Eq. (78), was taken into account.
If the Hessian approximation of Leal et al. [42, 43] is used instead, then matrix H is diagonal with entries H ii given by:
where x i is the mole fraction of the ith species in its phase. In this case, let
Z, where D is also a diagonal matrix. Then the solution of Eq. (77) can be efficiently performed by considering the following equivalent equation instead:
where r and s corresponds to the right-hand side terms in Eq. (77) . Then, we can explicitly compute Δn using:
after we have implicitly computed Δy using:
Therefore, the diagonal Hessian approximation, given by Eq. (80) allows the linear system of dimension N + C in Eq. (77) to be reduced to a linear system of dimension C in Eq. (83) . In practice, this drastically reduces the dimension of the linear systems solved at every Newton iteration, as the number of species, N, can be one order of magnitude higher than the number of elements, C, in complex chemical systems with many phases. We remark, however, that the use of Eqs. (82) and (83) 114] . A stable and efficient alternative approach is detailed in Appendix A and also in Leal et al. [42] .
Extended law of mass-action (xLMA) method
The extended law of mass-action (xLMA) method we present here was first proposed in Leal et al. [43] . In this method, we use the perturbed interior-point Newton's method presented in Section "Gibbs energy minimization (GEM) method" to solve the xLMA equations (Eq. 38). This includes, therefore, the replacement of the sharp condition n i z i = 0 to its relaxed form, n i z i = τ, with τ being a sufficiently small number (e.g. τ ≤ 10
) as discussed before.
The numerical problem to solve the non-linear xLMA equations (Eq. 38) can be formulated as the following multidimensional root-finding problem: T . Because we use Newton's method to solve Eq. (84), the Jacobian function, J, of the residual function, f, is needed, which is given by:
where H is defined as:
Note that matrix H can be interpreted as the Hessian of the Gibbs energy function normalized by RT. At the kth Newton iteration, we update the current state of n k and z k to n k+1 and z k+1 , respectively, using:
where α n and α z are step-length factors used to maintain both n and z inside their feasible domain (i.e. n i , z i ≥ 0). Both step-length factors, α n and α z , are calculated using Eq. (74) at every iteration. We consider the system of non-linear equations in Eq. (84) as having been successfully solved if, at the kth iteration:
for some small enough tolerance value ε tol (e.g. ε tol = 10 −6
). The steps Δn and Δz are calculated using Newton's method:
where we assume again for simplicity that the variables without the iteration superscript correspond to the current kth Newton iteration. Note that the chemical potentials of the elements, y, are no longer considered in the extended law of mass-action (xLMA) method. Thus, Eq. (90) has dimension 2N compared to 2N + C in Eq. (72) . The solution of Eq. (90) can be further simplified by first realizing that Δz can again be explicitly calculated using:
after Δn has been implicitly calculated using:
which is a linear system of dimension N.
Recall from Section "Gibbs energy minimization (GEM) method" that the Hessian matrix, H, can be calculated exactly or approximately. We showed in Eq. (78) that H is a sparse matrix with dense matrix blocks on the diagonal when it is calculated exactly. In this case, a LU decomposition with partial pivoting would be used for solving Eq. (92) for the same reasons already explained in Section "Gibbs energy minimization (GEM) method". We also showed that if H is calculated using the diagonal approximation given by Eq. (80), then the linear system of dimension N in Eq. (92) Z, which is also diagonal. We then rewrite Eq. (92) as:
and we note that the upper matrix νD is sparse, a feature that we can take advantage of for further simplification. However, its sparsity pattern is irregular, with non-zeros scattered throughout, making it more difficult to simplify. As shown in Leal et al. [43] , the simplification of Eq. (92) where α p and α s denote the pth and sth primary and secondary species, respectively, ν is the canonical stoichiometric matrix, with ˆs p ν denoting the canonical stoichiometric coefficient of the pth primary species in the sth canonical reaction (or in the sth secondary species), and N P and N S are the numbers of primary and secondary species, respectively, with N = N P + N S . In fact, it follows from our previous assumption that N S = M and N P = C.
We assume, without loss of generality, the following order of the species in the chemical system:
where α S and α P are disjoint sets of secondary and primary species respectively. This order permits the general stoichiometric matrix, ν, in Eq. (30) to be defined in terms of the canonical stoichiometric matrix, ˆ, ν in Eq. (94) as:
and the formula matrix, A, can be defined using primary species as components, in which case A has the following structure:
where I S and I P are the identity matrices of dimensions M and C, respectively.
In order to elucidate the concept of canonical reactions and primary species, as well as the structure of matrices ν and A in Eqs. (96) and (97) 
where only primary species are found on their right-hand sides. The canonical stoichiometric matrix, ˆ, ν is then given by:
the general stoichiometric matrix, ν, is:
and the formula matrix, A, using the primary species 
Compare the structure of matrices ν and A above with Eqs. (96) and (97) . We now return to the solution of Eq. (93). This matrix equation has dimension N, but we can now take advantage of the sparsity of matrix νD and find an equivalent system of equations of dimension C. By taking into account the above considerations of canonical reactions and primary species, it follows that Eq. (93) can be written as:
where Δn = (Δn S , Δn P ), while D S and D P are the upper-left and lower-right diagonal matrices in D:
if we consider the order of the species given by Eq. (95).
We can now proceed similarly as in the solution of Eq. 81 in Section "Gibbs energy minimization (GEM) method". To solve Eq. (102), one can calculate Δn S explicitly using:
after Δn P has been implicitly calculated using:
) .
As discussed in Leal et al. [43] , this simplified procedure to solve Eq. (102) using Eqs. (104) and (105) does not always produce accurate and stable results. This is because D s might contain very small values that cannot be used as pivots in the solution of the algebraic equations, since their reciprocal in
− will be very large and produce round-off errors in the calculated steps Δn S and Δn P . In Appendix A, we discuss a slightly different calculation procedure that is more stable and accurate than the one above with comparable efficiency.
Computational methods for chemical kinetic calculations
In this section, we present an efficient and robust numerical method for solving the combined chemical kinetics problem with partial equilibrium constraints, which is mathematically formulated using Eq. (66). This method was first proposed by Leal et al. [41] , and it consists of integrating the differential kinetic equations using an implicit integration scheme due to their stiff nature caused by reaction rates with different orders of magnitude (see Section "Chemical kinetics: Basic concepts and mathematical formulation"). For this, a detailed procedure to calculate the required derivatives of the kinetic rates is presented, which is needed during the Newton method used to solve the resultant implicit algebraic non-linear equations after the differential equations are discretized in time, as discussed in more details next.
Solving the combined equilibrium-kinetics problem
The mathematical literature contains a vast number of algorithms for solving systems of both non-stiff and stiff ordinary differential equations [115] [116] [117] [118] such as those arising from chemical kinetics (Eq. 66).
The number of open-source computer codes dedicated to the numerical solution of such equations is also large, which include, for example, CVODE [119, 120] ; GNU Scientific Library, or GSL, [121] ; Odeint [122] ; and there is also commercial scientific software such as MATLAB ® and its open-source alternative GNU Octave [123] .
In all such numerical methods and associated computer codes, a system of ordinary differential equations is required in the form:
where u° is a given initial condition for the unknown variables u. From the formulation for the chemical kinetics problem with partial equilibrium conditions, we have determined that b e and n k evolve according to:
which motivates us to define u and f as:
and
The initial condition e k ( , ) u u u = can be constructed from the given initial condition of species amounts e k ( , ) n n n = using:
The evaluation of f(t, u) requires first the calculation of the equilibrium state of the equilibrium partition using n e = ϕ(b e ) for a given u = (b e , n k ). Then, n = (n e , n k ) is used in the evaluation of the reaction rates r(T, P, n, a) and inflow rates q(t, n). Even though the partial equilibrium assumption simplifies the chemical kinetics problem, the numerical integration of Eq. (106) can still be computationally challenging and expensive. Consider, for example, many minerals dissolving/precipitating simultaneously in an aqueous solution. The assumption that the reactions among aqueous species are continuously in equilibrium certainly improves considerably the performance of the kinetic calculation. This is because the rates of the homogeneous aqueous reactions are many orders of magnitude higher than those of mineral dissolution/precipitation reactions. Thus, if the aqueous reactions were kinetically controlled, this would demand tiny time steps for stable and accurate integration, ultimately making the simulation very slow. Nevertheless, the dissolution rates among minerals can still be several orders of magnitude apart (see Section "Example of rate law: Mineral reaction rates"). To provide an example, calcite (CaCO 3 ) dissolves at a rate of 10 −5.8 mol/(m 2 · s), while quartz (SiO 2 ) at a rate of 10 −13.4 mol/ (m 2 · s) at 25 °C in a neutral pH solution [76] , a difference of about eight orders of magnitude. The different orders of magnitude among reaction rates contribute to the stiffness of the chemical kinetics problem. There seems to be no common agreement in the literature for the definition of stiffness, but stiff ordinary differential equations are usually understood as equations for which their numerical integration tend to be unstable unless excessively short time steps are used. Instability is aggravated for these problems when explicit integration methods are used, such as the forward Euler and the family of explicit Runge-Kutta methods [117] . Implicit schemes of integration, on the other hand, such as the family of schemes based on the backward differentiation formula (BDF), are considerably more stable [118] and should be preferred for chemical kinetics modeling in general.
An efficient, stable, and accurate algorithm for Eq. (106) also requires an adaptive time stepping approach. This is essential when modeling, for example, most fluid-rock chemical interactions, as mineral dissolution reactions can proceed relatively fast at the beginning and then slowly near equilibrium. If a constant time step is adopted, then it must be small enough to ensure accuracy and stability when initial steep compositional changes take place. However, the required initial time step (e.g. 1 ms) can be orders of magnitude smaller than what could be used near equilibrium (e.g. 1 day, or even 1 year). The adaptive control of the time steps should, however, be based on rigorous error estimations rather than on ad-hoc techniques.
The computer code CVODE [119, 120] has both the capabilities discussed above: it solves stiff differential equations with an implicit integration scheme and adaptive time stepping. CVODE is based on the classical VODE algorithm [124] that uses the Adams-Moulton method for non-stiff ordinary differential equations and the BDF method for stiff ones. Both methods are multi-step methods (i.e. they use more than one previous state during the numerical integration) with an adaptive variable-order scheme (i.e. the number of previous states in use change according to the calculation behavior). CVODE ensures sufficiently small steps in steeper regions (i.e. strong variations) and larger time steps in smoother regions (i.e. weak variations). This provides both accuracy and efficiency throughout the calculation. The CVODE algorithm is the one currently implemented in Reaktoro [125] for solving the chemical kinetics problem with partial equilibrium constraints (Eq. 66).
Jacobian of the reaction and inflow rates
An implicit integration of Eq. (106) using a BDF method requires the Jacobian of the rate function f:
This Jacobian matrix is used in a Newton method to calculate the state of u at the next time step t k+1
. For example, a backward Euler method integrates Eq. (106) using the equation:
Eqs. (121) and (122) should then be used to compute the Jacobian matrix J in Eq. (117). However, a few more steps are needed to compute the molar derivatives of r and q (i.e. dr/dn and dq/dn), which is covered in Section "Automatic computation of compositional derivatives". Also needed for the computation of J is the calculation of the sensitivity matrix dn e /db e found in both Eqs. (121) and (122), which is covered in Section "Equilibrium sensitivity derivatives".
Automatic computation of compositional derivatives
As shown in the previous section, the compositional derivatives of the reaction rates, dr/dn, and inflow rates, dq/dn, are needed in our proposed numerical method to integrate the differential equations of the chemical kinetics problem. These derivatives can be calculated from the individual definitions of the rate functions r and q, which can be performed analytically or numerically. Analytical evaluation of such derivatives can be quite efficient, but also a daunting task and error prone for very complex models, as their computations rely on manual derivation. Thus a numerical derivative calculation is preferred, which provides more implementation convenience and reliability, albeit at the expense of computational cost. This cost, however, depends strongly on the numerical approach chosen to calculate the derivatives. There are two common ways of computing numerical derivatives: finite differences and automatic differentiation. In the finite difference approach, the derivative f ′(x) of a single variable function f(x) is performed as:
where ε is a chosen, small enough positive value. Press et al. [116] discusses very well this calculation process and provides a rigorous analysis for determining the ideal value for ε that minimizes the round-off errors in the numerical calculation of f ′(x). Yet, the finite difference method is far from being an adequate choice for numerical derivative calculations, since (i) it is computationally expensive because of an extra evaluation of f in the single-variable case and multiple such evaluations in the multidimensional case; and (ii) it can fail to compute an accurate enough numerical derivative, even when an appropriate choice for ε is made to minimize round-off errors. Automatic differentiation is a superior approach towards efficient and accurate calculation of numerical derivatives [126] . A common misconception is that automatic differentiation is the same as symbolic differentiation, which can be performed by mathematical software such as MATLAB ® , Maple™, Mathematica™. The automatic differentiation approach consists of using a special scalar variable type in the definition of the rate functions, instead of regular floating-point variable types, such as float and double in the C/C++ programming language. This special type can be defined so its instances are aware of all mathematical operations that are executed on them, so that both value and derivatives of a function can be carried out simultaneously 8 . This can be achieved, for example, by using operator overloading, in which arithmetic operators and mathematical functions (e.g. exp, log, pow, sin, etc.) can be defined for the special scalar type.
Thus, there is no need in the automatic differentiation approach to evaluate the same function several times. Furthermore, the calculated derivatives are not sensitive to round-off errors as in the finite difference approach. The computer code, implementing a complex thermodynamic model for a non-ideal phase or an intricate kinetic rate model for a reaction, can, by simply switching to a different scalar type and by making some adaptations if needed, be transformed to a code that calculates not only chemical properties but also their derivatives with respect to temperature, pressure, and composition. Automatic differentiation is thus the chosen approach of derivative computation in Reaktoro [125] and our preferred approach for calculation of both dr/dn and dq/dn in Eqs. (121) and (122) .
Equilibrium sensitivity derivatives
As seen in Eqs. (121) and (122), the derivatives dn e /db e are also needed, in addition to dr/dn and dq/dn, for the evaluation of both dr/du and dq/du. From Eq. (54), it follows that: 
which is the sensitivity matrix of the equilibrium state at a prescribed temperature, T, pressure, P, and the amounts of elements in the equilibrium partition, b e . These are special derivatives that can be interpreted as sensitivity measures, describing how the equilibrium state would respond to a perturbation in the amounts of elements, b e . Analogous interpretations can be made if the derivatives are calculated with respect to temperature or pressure. The calculation of such sensitivities, and their application to chemical equilibrium-related problems, have been the subject of many investigations in the past [58, 61, [127] [128] [129] [130] [131] . The chemical kinetics algorithm presented here, and proposed previously in [41] , relies on such derivatives for stable and efficient chemical kinetic calculation.
Consider the equilibrium equations Eqs. (24a)−(24d), which are restricted to the equilibrium partition of the chemical system as a result of the partial equilibrium assumption. To calculate the sensitivity matrix, dn e /db e , we compute the total derivative of every term in Eqs. (24a)−(24d) with respect to b e : 
where N e = diag(n e ) and Z e = diag(z e ), μ e is the vector of chemical potentials of the equilibrium species, y e is the vector of chemical potentials of the elements in the equilibrium partition, and z e is the vector of stabilities of the equilibrium species. Since the chemical potentials μ e are actually functions of n e , it follows from the chain rule of differentiation that:
e e e e e e e e e
where H e is the Hessian of the normalized Gibbs energy function, G e , restricted to the equilibrium partition only:
e e e e e d ln :
with a e denoting the activities of the equilibrium species. We assume here that μ e , y e , and z e are all normalized by RT.
Similarly to what was shown in Section "Gibbs energy minimization (GEM) method", dz e /db e can be explicitly computed using: 
after dn e /db e and dy e /db e are implicitly calculated using: 
Note that Eq. (129) actually represents C linear systems, one for each element, and all with the same coefficient matrix. Thus, these equations can be efficiently solved by computing the decomposition of such matrices only once (e.g. using an LU decomposition) and applying it to solve all C linear systems. One could also reuse the last LU decomposition at the end of the equilibrium calculation to compute approximate sensitivity derivatives, since the coefficient matrix in Eq. (77) should be close enough to the one in Eq. (129) .
Discussion
In this section, we put the numerical methods for chemical equilibrium and kinetics presented above in context with the literature. We split this section into two discussion parts that overview past and recent advances in such numerical methods for chemical equilibrium calculations (Section "Chemical equilibrium") and for chemical kinetic calculations (Section "Chemical kinetics").
Chemical equilibrium
The scientific literature contains a wide variety of computational methods for chemical equilibrium calculations. As we saw in Section "Chemical equilibrium: Basic concepts and mathematical formulation", chemical equilibrium calculations are used to determine the amounts of the species in a closed chemical system that minimizes its Gibbs energy. The constraints we considered for these calculations were only prescribed temperature, pressure, and the amounts of elements (i.e. chemical elements and electrical charge).
In what follows, we provide a brief overview of some equilibrium methods presented in the scientific literature. We comment on their classification and we discuss their main differences with respect to the two chemical equilibrium methods we presented before in Sections "Gibbs energy minimization (GEM) method" and "Extended law of mass-action (xLMA) method", namely, the GEM and xLMA methods.
Stoichiometric and nonstoichiometric classification
Smith and Missen [58] distinguish equilibrium methods as stoichiometric and nonstoichiometric. Stoichiometric methods are based on the use of a stoichiometric matrix of a system of reactions assumed to be in equilibrium. The variables corresponding to the amounts of species are replaced by reaction progress variables to decrease the number of unknowns in the equilibrium calculation. Nonstoichiometric methods are based on the Karush−Kuhn−Tucker (KKT) conditions for constrained optimization problems [59, 60] . As such, the unknown variables are not only the amounts of species at equilibrium, but also the Lagrange multipliers introduced in the problem.
Both methods are theoretically equivalent and can be derived from the same fundamental equilibrium problem of minimum Gibbs energy [58, 68, 69, 132] . However, they are structurally different in terms of how the equilibrium equations are formulated and also different in terms of the number of unknown variables to resolve. For example, the stoichiometric method has N − C unknown variables, which are the reaction progress variables mentioned before. The nonstoichiometric method, on the other hand, has N + C unknown variables, namely, the amounts of species and the Lagrange multipliers, one for each element.
From this discussion, one might conclude that stoichiometric methods, which have fewer unknowns than nonstoichiometric methods, are computationally more efficient. However, this is not necessarily always true, as this also depends on the structure of the Hessian matrix of the Gibbs energy, which can be calculated either exactly or approximately. For example, assume both algorithms rely on Newton's method for linearization of the non-linear equilibrium equations, so that a linear system has to be solved at every iteration. The dimensions of these linear systems are then N − C and N + C for the stoichiometric and nonstoichiometric methods, respectively. As shown for both the GEM and xLMA methods in Sections "Gibbs energy minimization (GEM) method" and "Extended law of mass-action (xLMA) method", respectively, but also presented in [42, 43] , the dimensions of such linear systems can be substantially reduced to C, the number of elements, which can also be achieved in the context of a stoichiometric method. This can be obtained when the Hessian matrix is diagonally approximated or completely zero (e.g. when only pure or single-species phases are considered). For complex multiphase systems, with considerably more species than elements, so that C = N, this simplification results in huge performance gains.
Gibbs energy minimization (GEM) methods
Chemical equilibrium methods based on GEM approaches have been an active area of research for many decades now. Many methods prior to 1980 have already been reviewed in [61] and many others published after that for a wide variety of applications [19, 37, 40, 42, 63, 66, 73, 89, . Some of these GEM algorithms are used in scientific software packages for generating phase diagrams and geochemical modeling, such as ChemSage [139, 154] , THERIAK [20, 137] , HCh [135, 136] , FactSage [155, 156] , PERPLEX [18, 19] , GEMSelektor [63, 67, 141, 142, 157] , and Reaktoro [125] . Here we limit ourselves to a brief review of just a few of these GEM methods, and we comment on their differences with respect to our proposed GEM algorithm presented in Section "Gibbs energy minimization (GEM) method".
Harvie et al. [138] describe a GEM algorithm for non-ideal multiphase systems that introduces quadratic slack variables to transform the non-negative constraints on the species amounts into equality constraints. Feasible directions are computed to restrict the amounts of species to satisfy the mass-balance equations at every iteration. Active-set strategies [59] are used to consider only currently stable phases in the calculation. Phase addition and removal are performed when it is detected to further minimize the Gibbs energy. The addition of a multi-species phase in the calculation occurs if a sub-minimization calculation indicates that there is a certain composition for the species in that phase that causes a further decrease in the total Gibbs energy.
The main differences between our equilibrium algorithms and the one of Harvie et al. [138] are that in our algorithm: (i) the mass-balance equations are only required to be satisfied at the end of the calculation, which gives more flexibility for the calculated Newton direction; (ii) a perturbed interior-point strategy is adopted, instead of an active-set strategy, so that there is no need to add/remove phases during our calculations and, thus, there is also no need to perform inner sub-minimization calculations; (iii) all phases are assumed in the calculation and their individual stability indices are readily determined at the end; (iv) the major computational cost of our Newton iterations is the solution of a linear system of dimension C when the Hessian matrix is approximated, or N + C when it is exactly calculated (with the possibility to reduce to N − C if reaction progress variables are introduced), where N and C are the number of species and elements, respectively. We remark, however, that even in the case of an exact Hessian calculation, stability indices of the phases at a Newton iteration can be used to substantially decrease the N + C dimension of the linear systems. A detailed presentation of this simplification procedure will be published in another paper.
Harvey et al. [151] present an equilibrium algorithm based on the sequential quadratic programming (SQP) algorithm [59, 158] that uses an exact Hessian matrix for faster and more robust Newton convergence. They compared their method with the general-purpose optimization packages IPOPT [62] , KNITRO [159] , and SNOPT [160, 161] and identified the need for specific procedures to improve the efficiency and robustness of chemical equilibrium calculations in particular, which are not usually provided by general-purpose solvers. Moreover, they observed that using standard quasi-Newton approximations for the Hessian matrix, an approach adopted by the general optimization solver SNOPT, results in inefficient chemical equilibrium calculations. In their algorithm, all phases and species are initially assumed to exist at equilibrium, allowing a simplification of the KKT equations by eliminating the complementarity equations. However, phases are excluded during the calculation if they are detected as unstable. The authors identify a phase as being unstable if, for a certain number of past iterations, a full Newton step would bring the amounts of its species to a negative value. At the end of the calculation, phase stability tests are performed to identify any excluded phase that should be added to the system, or any phase at equilibrium that should be removed.
In our proposed algorithms, and in their computer implementation, both exact-Newton or quasi-Newton approaches can be used. Our quasi-Newton approach results from a specific diagonal approximation of the Hessian matrix that, in most cases, converges within 1-3 iterations when good/warm initial guesses are provided, as demonstrated by the reactive transport simulations in [42, 43] . The implementation of our exactNewton method relies on automatic differentiation [126] to compute the partial molar derivatives of activities used in the exact calculation of the Hessian matrix. However, the exact-Newton method, with computationally more expensive iterations, is only used if the quasi-Newton method, with substantially less expensive iterations, fails or takes more than a certain number of iterations to converge.
In ChemSage [154] , a GEM algorithm for non-ideal multiphase systems is proposed in which the Hessian of the Gibbs energy function is approximated with partial molar derivatives of mole fractions, as if the thermodynamic behavior of the phases were ideal. Convergence is not an issue in most cases, since quasi-Newton methods can converge with artificial derivatives that are considerably different from their real values [59, 60] . However, this approach can fail under certain thermodynamic conditions in which exact derivatives are essential to provide an improved description of the curvature of the Gibbs energy function. In such cases, exact derivatives would then produce more stable and accurate Newton steps. Eriksson and Hack [154] point out a strategy to refine the initial guesses used in ChemSage to improve the efficiency of the algorithm. However, this improvement does not change the convergence rate of the method nor its behavior when challenging equilibrium states must be computed (e.g. those near critical points or near phase boundaries).
In GEM-Selektor and GEMS3K codes [63, 67, 141, 142, 157] , an interior-point algorithm is used to minimize the Gibbs energy of complex heterogeneous multiphase systems. This method, however, uses neither the logarithmic barrier function of Fiacco and McCormick [87] nor the KKT perturbation approach of ElBakry et al. [94] , which are practices commonly adopted in several non-linear programming packages and algorithms [62, 95, 99, 100, 159, [162] [163] [164] [165] [166] [167] [168] . Each iteration of the GEM algorithm of Karpov et al. [63] consists of two main steps. First, a convex minimization algorithm is used to find a feasible descent direction. Second, the Gibbs energy is minimized along this direction, using a one-dimensional golden section search algorithm [116] . These two steps are repeated until the calculation converges to a local equilibrium state. The algorithm satisfies the mass-balance equations at every iteration (i.e. at every iteration, the amounts of the species satisfy the mass balance equations). The algorithm is not based on Newton's method, and thus no Hessian matrix is calculated nor are the partial molar derivatives of the activities.
Law of mass-action (LMA) methods
In the aquatic geochemistry literature, law of mass-action (LMA) methods, or stoichiometric methods according to Smith and Missen [58] , are commonly used for equilibrium/speciation calculations [57, 169] . As the name suggests, the method is based on the use of mass-action equations to describe the equilibrium state of the reactions (more in-depth details about LMA equations were provided in Section "Law of mass-action (LMA) equations"). Such methods also rely on the use of stoichiometric matrices of reactions, like the stoichiometric method of Smith [61] . However, they are rarely formulated in terms of reaction progress variables as in Smith [61] , but rather in terms of the amounts or concentrations of species.
The law of mass-action was proposed by Waage and Gulberg [170, 171] more than 150 years ago to describe both the equilibrium and kinetic state of reactions. However, in the geochemical literature, it was only after the pioneering work of Garrels and Thompson [44] , on the use of mass-action equations for speciation calculation of major dissolved species in a seawater sample, that the LMA method started to evolve to what is known today. This happened at the same time when digital computers were becoming more powerful and more easily available. The LMA methodology has been improved over time, with Morel and Morgan [172] applying Newton's method to solve both mass-balance and mass-action equations simultaneously in a chemical system that contained both aqueous and pure mineral species. Other prominent algorithmic and technical improvements were devised by Reed [50] , Crerar [173] , Wolery and Walters [174] ; and further advances in this research area are ongoing [39, 43, 152, [175] [176] [177] .
The LMA method tends to be the preferred choice for most geochemical and reactive transport simulators mainly for historical reasons and convenience [43] . One strong reason for this is the fact that many thermodynamic databases for geochemical systems tend to be in the form of equilibrium constants of reactions, as discussed in [89] . Another reason is that, for many decades now, aquatic chemistry and geochemistry has been taught in terms of reactions and mass-action equations rather than in terms of Gibbs energy minimization [7, 8, 10, [178] [179] [180] .
The geochemical software using LMA methods include WATEQ [181] , MINEQL [182] , WATEQ4F [183] , MINTEQA2 [184] , EQ3/6 [93] , MINEQL + [185] , CHESS [186] , The Geochemist's Workbench [57] , CHILLER [187] , CHIM-XPT [188] , SOLVEQ-XPT [189, 190] , and PHREEQC [70, 71] . The law of mass-action method is also used in most reactive transport simulators, as reviewed by Steefel et al. [191] , which include MIN3P [192] , HYDRO-GEOCHEM [193] , TOUGHREACT [56] , CrunchFlow [55] , and PFLOTRAN [91, 92] .
Our proposed xLMA method in Section "Extended law of mass-action (xLMA) method" differs from the conventional LMA methods in many aspects. The xLMA method uses the conventional law of massaction equation extended with stability factors that account for the stability of species at equilibrium (see Eq. 32). These stability factors contribute to the development of simpler and more general equilibrium algorithms (e.g. no need to add or remove mass-action equations according to the current stability of the phases during the calculation, which often requires specific stability rules for each phase, such as saturation indices for pure minerals). Furthermore, the xLMA method we propose uses an interior-point algorithm in which all species and phases in the system are considered throughout the calculation and stability indices for them are readily available at the end of the computation to determine which phases are stable at equilibrium. The xLMA method is also tailored for computationally demanding applications, such as reactive transport modeling, which requires faster convergence in a few iterations when good initial guesses are provided (i.e. using the equilibrium state from a previous time step in a cell as the initial guess for a new equilibrium calculation at the same cell).
Chemical kinetics
The method we presented in Section "Computational methods for chemical kinetic calculations" for chemical kinetics employs partial equilibrium assumption for its simplification [129, [194] [195] [196] . This assumption is reasonable when, for some time scale of interest, some reactions are so fast, compared to others, that they behave as if they were in instantaneous equilibrium, immediately after any thermal, mechanical, or compositional perturbation occurred in the system. The partial equilibrium assumption has been successfully applied to a wide range of simulations. Examples include combustion modeling [86, [194] [195] [196] [197] [198] , biochemical modeling [199, 200] , reactive fluid flow simulations employing lattice-Boltzmann methods [201] [202] [203] , and geochemical and reactive transport modeling [42, 43, 51-55, 191, 204-210] . The partial equilibrium assumption in chemical kinetics can be seen as a specific case of the more general model simplification approach called rate-controlled constrained-equilibrium (RCCE) [197, [211] [212] [213] .
A few other strategies exist in the literature, however, that can be used to simplify the chemical kinetics problem so that it can be solved in a rapid and stable manner. The quasi-steady-state approximation (QSSA) [214] [215] [216] [217] , for example, is usually applied when some species are known to be in a quasi-steady state after some initial time (i.e. when the consumption/production of some species are substantially smaller than their current masses). The differential equations for such species in a quasi-steady state then become algebraic equations, which reduces the overall numerical complexity of the numerical integration.
The discussed simplifications so far require insights into chemical reactions to permit an appropriate selection of the fast reactions. The computational singular perturbation (CSP) approach of Lam and Goussis [218] , however, automatically identifies fast and slow reactions according to their calculated characteristic time scales and transforms the chemical kinetics problem into a system of differential-algebraic equations that are more amenable to solve. It is, therefore, a powerful and versatile methodology to automatically and dynamically reduce complexity and improve computational performance of chemical kinetics simulations. Unlike the partial equilibrium approach, CSP does not require knowledge and insight into the rates of the reactions, because it can autonomously identify a fast reaction during one time interval and identify the same reaction as being slow during a later time interval. This would result in a new modified system of equations. The partial equilibrium assumption, on the other hand, requires reactions that are assumed to be fast reactions to remain fast throughout the entire time interval of interest.
However, these two approaches, partial equilibrium and computational singular perturbation, could be combined into a single method for chemical kinetic calculations. In this combined approach that we envision, some reactions would be required to be fast at all times, and thus in instantaneous equilibrium throughout the calculation. The remaining reactions would be controlled by kinetic rates and would thus be subject to the computational singular perturbation approach. There would then be algebraic equations as a result of both equilibrium controlled reactions and those generated by the computational singular perturbation method. By imposing a partial equilibrium assumption on the chemical system, the computational singular perturbation can then be applied to a smaller subset of reactions, rather than to all of them, which further accelerates simulations.
This combined approach would be suitable for geochemical systems. In such systems, most aqueous reactions (except for some oxidation-reduction, or redox, reactions) are considerably faster, by many orders of magnitude, than mineral dissolution or precipitation reactions. Thus, it would be safe to assume that the chemical system is in partial equilibrium at all times with respect to homogeneous aqueous reactions. The mineral reactions (and possibly some aqueous redox reactions), on the other hand, would be controlled by kinetics. However, even such mineral reactions could exhibit rates that are orders of magnitude apart, so that the computational singular perturbation approach should be applied to dynamically identify which of these reactions could be assumed to be in equilibrium. Another advantage of this combined approach would be that a complete kinetic description model is not needed as in the computational singular perturbation approach alone, since no kinetic rates are needed for the reactions continuously in equilibrium. This would also considerably simplify the modeling setup, as only the kinetic rate laws for the mineral reactions would be needed in the geochemical system just discussed.
Summary and concluding remarks
We have presented an overview of numerical methods for chemical equilibrium and kinetic calculations. These methods are applicable to general chemical systems containing any number of phases, where each phase can contain one or more species, and have either ideal or non-ideal thermodynamic behavior. Furthermore, the phases do not necessarily have to contain the same number of species and species with the same chemical formula are not required to be found in all phases, as is the case in phase equilibrium problems and in flash equilibrium calculations [37, 72, 219] .
In Sections "Gibbs energy minimization (GEM) method" and "Extended law of mass-action (xLMA) method", we presented, respectively, equilibrium methods based on a Gibbs energy minimization (GEM) formulation and on an extended law of mass-action (xLMA) formulation. These methods are equivalent, since they are derived from the same fundamental problem of Gibbs energy minimization, but they solve algebraic equations with different forms. In the equations for the GEM method, thermodynamic data are expected in terms of standard chemical potentials of species, while the xLMA method requires equilibrium constants of reactions.
Thus, there are practical and convenience reasons why one method may be chosen over another. For example, as discussed in Section "Discussion", many numerical simulators for geochemical and reactive transport modeling rely on thermodynamic databases containing equilibrium constants of reactions. As a result, LMA methods have been the preferred choice for these simulators, over GEM methods, for many decades. To improve such codes, therefore, our proposed xLMA method should be more appropriate than our proposed GEM method, because the former depends on thermodynamic data (i.e. equilibrium constants of reactions) that are readily available in those simulators. We remark, however, that one can use the algebraic conversion approach presented in Smith and Missen [58] , Cheluget et al. [88] , or Leal et al. [89] to compute standard chemical potentials of species from equilibrium constants of reactions, and thus enabling the combined use of GEM methods and LMA databases.
The perturbed interior-point method of Fiacco and McCormick [87] is used in both our GEM and xLMA methods to relax the stability-related conditions in the chemical equilibrium problem. As a result, our proposed GEM and xLMA methods can be used with all phases in the calculation, without addition or removal of phases or the need for phase stability tests during, or at the end of, the computation. One could argue that, with such an approach, the linear systems solved at each Newton iteration, are considerably larger, as they consider the amounts of all species, even those that could have been detected as unstable during the calculation. However, we presented strategies that simplify the dimension of these linear systems to the order of the number of elements that make up all species instead of the number of species themselves. Thus, even with hundreds of species in the calculation, the linear systems would still be efficiently solved, as the number of elements is usually much smaller than the number of species.
In Section "Computational methods for chemical kinetic calculations" we presented a method for chemical kinetics with partial equilibrium constraints. Our formulation for the chemical kinetics problem considers both open and closed systems. Thus, mass inflow and outflow can be modeled, if needed, together with chemical reactions by specifying source/sink rates for the chemical species. This possibility was not considered earlier in Leal et al. [41] . We advocate the use of implicit integration schemes for chemical kinetic calculations. In this regard, we presented a detailed algorithm to calculate the derivatives of the reaction rates, which are used in a Newton method to solve an implicit algebraic equation at every time step. Furthermore, we showed how the partial equilibrium assumption affects the calculation of the reaction rates and the need for the computation of the sensitivity derivatives at the equilibrium state. These reaction rate derivatives might seem overly complicated. However, they are essential when solving complicated chemical kinetics problems with reaction rates that vary by several orders of magnitude.
All the proposed methods in this paper have been implemented in Reaktoro [125] , a unified framework for modeling chemically reactive systems. Reaktoro is an open-source project implemented in the C++ programming language for efficiency reasons. Reaktoro can be used from a Python interface for a more convenient and user-friendly experience in the modeling of many chemical processes described by chemical equilibrium and/or kinetics. A series of comprehensive modeling examples of varying complexity using Reaktoro (reaktoro.org), besides those published before, will be a matter of future publications.
Nomenclature
Chemical system N The number of species in the system. E
The number of elements (chemical elements and charge) in the system. C
The number of linearly independent elements in the system. Π
The number of phases in the system. N π The number of species in the πth phase. M
The number of kinetically-controlled reactions in the system. N P
The number of primary species in the system, N P = C. N S
The number of secondary species in the system, N S = N − C. π k
The name of the kth phase in the system. ε j
The name of the jth element in the system. α i
The name of the ith species in the system. α p
The name of the pth primary species in the system. α s
The name of the sth secondary species in the system. The formula matrix of the equilibrium partition of the system. A k
The formula matrix of the kinetic partition of the system. ν
The stoichiometric matrix of the kinetically-controlled reactions. ν mi
The stoichiometric coefficient of the ith species in the mth reaction. ν
The stoichiometric matrix of the reactions in canonical form. 
Subscripts and superscripts j
The index of the jth element in the system. i
The index of the ith species in the system. k
The index of the kth species in a phase of the system. π
The index of the πth phase in the system. m
The index of the mth kinetically-controlled reaction in the system. p
The index of the pth primary species in the system. s
The index of the sth secondary species in the system.
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and the implicit calculation of y using: 
