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1. Introduction
The quadratic Chabauty method is the first nonabelian step of Kim’s program for achieving an
algorithmic determination of the set X(Q) of rational points on a nice1 curve X/Q of genus g of 2 or
more. The quadratic Chabauty set X(Qp)2 ⊃ X(Q) is a finite subset of X(Qp) for those curves with
good reduction at p and Jacobian J having Mordell–Weil rank r and Néron–Severi rank ρ(J) satisfying
the hypothesis
r < g + ρ(J)− 1.
In these notes2, we develop tools for carrying out the quadratic Chabauty method in the case when
r = g and ρ(J) ≥ 2, with a focus on algorithmic and computational3 aspects. The goal of these notes
are two-fold: first, to serve as a user’s guide for those interested in getting started with the quadratic
Chabauty method, and second, to highlight some interesting problems along the way.
Kim’s nonabelian Chabauty program is a vast generalization of the Chabauty–Coleman method.
The latter solely uses abelian geometric data: the structure of the Jacobian, as well as p-adic abelian
integrals. It applies to curves satisfying the hypothesis r < g and relies on the construction of an
annihilating differential, which essentially can be computed using p-adic linear algebra.
Since the classical Chabauty–Coleman method motivates some of our framing of the quadratic
Chabauty method, we begin our discussion by giving a survey of the tools used to carry out the former
method, where there are still a number of tractable computational challenges. The main construction
here is how p-adic (Coleman) integrals can be computed using p-adic cohomology. Then when the
Chabauty–Coleman hypothesis is satisfied, one can use the calculation of Coleman integrals to compute
a finite set of points X(Qp)1 ⊃ X(Q).
We also describe how n-fold iterated Coleman integrals can be computed, which in the case of n = 2,
provides input into computations involving p-adic heights. We then survey a few constructions of p-
adic heights in various settings, which leads into the quadratic Chabauty method. We briefly describe
how this fits into Kim’s nonabelian Chabauty program, though a more comprehensive treatment of
the theory will be covered in Kim’s lecture course. Finally, we combine the algorithms for quadratic
Chabauty to carry out an example to determine rational points on the Atkin–Lehner quotient modular
curve X0(167)+, which has genus 2 and rank 2.
Throughout, we illustrate our techniques with examples, and where possible, we include or link to
code snippets for carrying out computations in SageMath [The20] or Magma [BCP97].
1Throughout, by a nice curve, we mean one that is smooth, projective, and geometrically irreducible.
2These are lecture notes for the course “Computational tools for quadratic Chabauty”, taught by JB at the 2020
Arizona Winter School on Nonabelian Chabauty. They were originally planned as a combined set of lecture notes for this
course and an additional course, “Quadratic Chabauty”, taught by SM at the 2020 AWS. SM withdrew his participation
after realizing that, in contrast to previous editions, the 2020 edition of the school would be supported by the NSA.
3While computations of p-adic objects are usually not exact, one can analyze the precision necessary to produce
provably correct results.
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1.1. A question about triangles. We start with a question from Euclidean geometry that leads to
an interesting Diophantine problem. We say that a rational triangle is one all of whose side lengths are
rational.
Question. Does there exist a rational right triangle and a rational isosceles triangle that have the same
area and the same perimeter?
This would mean that we have a pair of triangles with the following side lengths:





Let us rescale so that we may assume ` = 1. We further suppose that k, t, u ∈ Q, 0 < t, u < 1 and
k > 0. By equating areas and perimeters, we obtain the following system of equations:
k2t(1− t2) = 2u(1− u2)
k + kt = 1 + 2u+ u2
Let x = 1 + u. After some algebra, we see that there is x ∈ Q∩(1, 2) such that
2xk2 + (−3x3 − 2x2 + 6x− 4)k + x5 = 0.
Then noting that the discriminant of the polynomial in k is a rational square, we have that
y2 = (−3x5 − 2x2 + 6x− 4)2 − 4(2x)x5,
and simplifying, this gives us a genus 2 curve
X : y2 = x6 + 12x5 − 32x4 + 52x2 − 48x+ 16.
We would like to compute the set of rational points X(Q) on X. Some useful input now is knowing
the Mordell–Weil rank of the Jacobian of X: it turns out that the rank is equal to 1. In general,
computing the rank of a Jacobian is a difficult problem, but Magma has an implementation of 2-descent






The output of RankBounds is a lower bound on rank, followed by an upper bound on rank, which
are both equal to 1. Consequently, the Chabauty–Coleman bound (more on this in a bit; see Theorem
1.4 if you’d like to skip ahead) gives
#X(Q) ≤ 10.
Are there rational points on X? After searching in a box, we find
{∞±, (0,±4), (1,±1), (2,±8), (12/11,±868/113)} ⊆ X(Q),
and we have found precisely 10 points. So we have determined X(Q), and the rational point
(12/11, 868/113) gives us a unique pair of triangles.
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Theorem 1.1 (Hirakawa–Matsumura [HM19]). Up to similitude, there exists a unique pair of a ratio-
nal right triangle and a rational isosceles triangle which have the same perimeter and the same area.
The unique pair consists of the right triangle with side (377, 135, 352) and isosceles triangle with sides
(366, 366, 132).
We begin with some context for these results. It was conjectured by Mordell in 1922 that nice curves
of genus 2 or more have only finitely many rational points. This was proved by Faltings:
Theorem 1.2 (Faltings [Fal83]). Let X/Q be a nice curve of genus ≥ 2. Then the set X(Q) is finite.
How do we determine the set X(Q)? Faltings’ proof is not constructive. There is another proof
due to Vojta [Voj91] (also revisited by Bombieri [Bom90]), but it is also not effective. We note that
the recent proof of Mordell’s conjecture by Lawrence and Venkatesh [LV18] gives another approach to
finiteness, see also [BBB+19].
One method that allows us to compute the set X(Q) in some cases is due to Coleman [Col85b], who
re-interpreted earlier work of Chabauty, who proved Mordell’s conjecture in the following special case:
Theorem 1.3 (Chabauty, 1941). Let X/Q be a nice curve of genus g ≥ 2. Suppose the Mordell-Weil
group of J has rank r < g. Then X(Q) is finite.
Coleman gave an effective version of Chabauty’s theorem:
Theorem 1.4 (Coleman [Col85a]). Let X/Q be a nice curve of genus at least 2. Suppose the Mordell-
Weil rank of J(Q) is less than g. If p > 2g is a prime of good reduction for X,
#X(Q) ≤ #X(Fp) + 2g − 2.
This result comes from bounding the number of zeros of a p-adic (Coleman) integral. We will say a
bit more about this later.
Going back to the triangle problem: recall that we have the genus 2 curve
X : y2 = x6 + 12x5 − 32x4 + 52x2 − 48x+ 16.
The curve X has good reduction at p = 5, and we compute the set of F5-rational points:
X(F5) = {∞±, (0,±1), (1,±1), (2,±2)},
so #X(F5) = 8. Thus by Coleman’s theorem, we have
#X(Q) ≤ 8 + 2 · 2− 2 = 10.
Since the Chabauty–Coleman method involves p-adic integration of certain differentials, we first set
some notation on differentials and then discuss p-adic integration. We assume throughout that p is a
prime of good reduction for a nice curve X.
Definition 1.5. Let X be a nice curve over a field k. The set of differentials on X over k is a
1-dimensional k(X)-vector space Ω1(k).
Definition 1.6. Let 0 6= ω ∈ Ω1(k) and P ∈ X(k). Let t ∈ k(X) be a uniformizer at P , and use this
to write ω = ω(t)dt. Then vP (ω) := vP (ω(t)) is the valuation of ω at P .
Definition 1.7. If vP (ω) ≥ 0 (or ω = 0), then ω is regular at P and ω is regular if it is regular at
all points P ∈ X(k̄). This is also known as a differential of the first kind. A differential of the second
kind is a differential that has residue zero at all points P ∈ X(k̄). A differential of the third kind has
at most simple poles at all points.
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so every regular differential can be uniquely written as p(x)dx2y with a polynomial p of degree deg(p) ≤
g − 1.
Now we begin with an introduction to Coleman’s theory of p-adic line integration.
Theorem 1.9 (Coleman). Let X/Qp be a nice curve with good reduction at p. Then the p-adic integral∫ Q
P
ω ∈ Qp






(1) The integral is Qp-linear in ω.




, then we call the integral a tiny integral. It
can be evaluated by writing ω = ω(t)dt with t a uniformizer at P reducing to a uniformizer
at P̄ and ω a power series, then integrating formally and obtaining a power series ` such that



































(5) The integral is compatible with the action of Gal(Qp/Qp).





, then the set of points P ∈ X(Qp) reducing to a
fixed point on X(Fp) such that
∫ P
P0
ω = 0, is finite.
Remark 1.10. The integral above is known as the Coleman integral [Col82, Col85b]. The statement
that the curve has good reduction is not necessary but simplifies the statement of (2). The theory of
Coleman integration of forms of the second and third kind was developed by Coleman [Col85b] and
Coleman–de Shalit [CdS88], respectively.
Remark 1.11. There are a number of closely related approaches to p-adic integration, by Berkovich
[Ber07], Zarhin [Zar96] Colmez [Col98], Besser [Bes02], and Vologodsky [Vol03]. See also the excellent
survey of Besser [Bes12].
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Corollary 1.12. Given the hypothesis of the previous theorem, let b ∈ X(Qp), let J be the Jacobian of
X, and
i : X → J
P 7→ [P − b]













for D ∈ Div0X(Qp). In particular, for P ∈ X(Qp), we have the Abel-Jacobi morphism AJb that takes P
to the linear functional
〈i(P ), ω〉 =
∫ P
b
ω =: AJb(P ).
Remark 1.13. If P ∈ J(Qp) has finite order, then 〈P, ω〉 = 0 for all ω ∈ H0(XQp ,Ω1). To see this, if
nP = 0, then 〈P, ω〉 = 1n 〈nP, ω〉 = 0. In fact, one can show that the torsion points are the only points
with this property. On the other hand , if ω has the property that 〈P, ω〉 = 0 for all P ∈ J(Qp), then
ω = 0.
In the Chabauty–Coleman method, we will make use of a certain subspace of the space of regular
1-forms. Throughout, we will assume that b ∈ X(Q) and use it to embed X into J :
Definition 1.14. Let A =
{
ω ∈ H0(X,Ω1) : for all P ∈ J(Q), 〈P, ω〉 = 0
}
be the subspace of annihi-
lating differentials.
The embedding i induces an isomorphism of vector spaces H0(JQp ,Ω
1) ' H0(XQp ,Ω1) and we











which induces a homomorphism













)∗ ' H0(XQp ,Ω1)∗log
AJb
Remark 1.15. In general, since we are only considering the case of good reduction, we will identify
the p-adic abelian integral on the Jacobian with the abelian integral given by p-adic integration on the
curve. In the case of bad reduction (as will be discussed in Zureick-Brown’s lecture course), there is a
difference in the two integrals, as noted by Stoll [Sto19] and Katz–Rabinoff–Zureick-Brown [KRZB16].
See also the work of Besser–Zerbes [BZ17] for a discussion of Vologodsky integration in the semistable
case.
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From now on, we will assume basic familiarity with rigid geometry, see for instance [Sch98, FvdP04].
Definition 1.16. Let Xan denote the rigid analytic space over Qp associated to X/Qp. There is a











Figure 1. Residue disks in Xan
Corollary 1.17. Let X/Q be a nice curve of genus g whose Jacobian has Mordell-Weil rank r less
than g. Then #X(Q) is finite.
Proof. If X(Q) = ∅, then the claim is trivially true. Fix a prime p of good reduction for X and fix
b ∈ X(Q) to define i : X → J . Let A be the subspace of annihilating differentials. By additivity of
integration pairing in the first argument, this condition is equivalent to requiring 〈Pj , ω〉 = 0 for a basis
{Pj}rj=1 of the free part of J(Q). So it leads to at most r linear constraints and dim(A) ≥ g − r > 0.
Thus there is some 0 6= ω ∈ A. Since i(P ) ∈ J(Q) for all P ∈ X(Q) it follows that
∫ P
b
ω = 0 for all
P ∈ X(Q). By Theorem 1.9 (6), the number of such P is finite in each residue disk of X(Qp). Since
the number of residue disks (i.e., #X(Fp)) is finite, the total number of points in X(Q) is finite as well.

Remark 1.18. By computing rational points via the Chabauty–Coleman method, we mean that we com-
pute the finite set of p-adic points
X(Qp)1 := {z ∈ X(Qp) :
∫ z
b
ω = 0 for ω ∈ A}.
By construction, this set contains X(Q). One potential difficulty is that X(Qp)1 might be strictly larger
than the set of known rational points, so more work must be done to provably extract X(Q); see Section
5.3.3 for one approach to address this, known as the Mordell–Weil sieve.
We can use results about the number of zeros of p-adic power series (studied via Newton polygons)
to refine the bound in the proof above. Combining this with Riemann–Roch gives Coleman’s result,
that for X satisfying the hypotheses of Corollary 1.17 and p > 2g a good prime, we have (Theorem
1.4):
#X(Q) ≤ #X(Fp) + 2g − 2.
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Remark 1.19. Here are some related results:
(1) Stoll [Sto06] showed that one can choose the “best” ω for each residue disk, which improves the
bound if r < g and p > 2r + 2 is a good prime:
#X(Q) ≤ #X(Fp) + 2r.
Stoll also showed that one can weaken the assumption that p > 2r + 2; if p > 2, then






(2) Katz–Zureick-Brown [KZB13] extended Stoll’s result to the case of bad reduction. If p > 2g
and X is the minimal proper regular model for X over Zp, then
#X(Q) ≤ #Xsm(Fp) + 2r
where Xsm(Fp) is the set of smooth Fp-rational points in the special fiber of X .
As will be discussed in Zureick-Brown’s lecture course, the Chabauty–Coleman method can be used
to prove uniform bounds on the number of rational points on a nice curve. The first result along these
lines was given by Stoll, for hyperelliptic curves:
Theorem 1.20 (Stoll [Sto19]). Let X/Q be a hyperelliptic curve of genus g with Jacobian of Mordell-
Weil rank r. If r ≤ g − 3, then
#X(Q) ≤ 8rg + 33(g − 1)− 1 if r ≥ 1 and #X(Q) ≤ 33(g − 1) + 1 if r = 0 .
This was generalized by Katz–Rabinoff–Zureick-Brown to nice curves:
Theorem 1.21 (Katz–Rabinoff–Zureick-Brown [KRZB16]). If X/Q is a nice curve of genus g with
r ≤ g − 3, then
#X(Q) ≤ 84g2 − 98g + 28.
1.2. The Chabauty–Coleman method and explicit Coleman integration. Here we discuss how
to construct an annihilating differential in the Chabauty–Coleman method, using explicit Coleman
integration.
Example 1.22. Consider
X : y2 = x5 − 2x3 + x+ 1
4
,
which has LMFDB label 971.a.971.1 [LMF20b]. Here are some facts about this curve:
• Searching for rational points in a box, we find that the set of rational points X(Q) contains
{∞, (0,±1/2), (−1,±1/2), (1,±1/2)}.
• The Jacobian is simple, and its Mordell–Weil group has the structure J(Q) ' Z. The point
[(−1,−1/2)− (0, 1/2)] ∈ J(Q)
has infinite order, as can be seen by computing Coleman integrals on regular 1-forms (see below).
• The conductor N is 971, which is prime. So X has good reduction at p = 3, and we compute
that #X(F3) = 7. Using Stoll’s refinement of the Chabauty–Coleman bound gives






so this bound by itself will not prove4 that we have all of the Q-points.
4Note that we know that we have all of the Q-points, but we suspect we do, and we would like to prove this.
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XK.coleman_integrals_on_basis(XK(0,1/2),XK(-1,-1/2)) #basis is {x^i*dx/(2y)}, i = 0,...,3
(3 + 3^2 + 3^4 + 3^5 + 2*3^6 + 2*3^7 + 2*3^8 + 3^10 + O(3^11),
2 + 2*3 + 2*3^3 + 3^4 + 3^6 + 2*3^8 + 2*3^9 + O(3^10),
2*3^-1 + 2*3 + 2*3^2 + 3^3 + 3^5 + 3^6 + 3^7 + O(3^9),





ω0 = 3 + 3




ω1 = 2 + 2 · 3 + 2 · 33 + 34 + 36 + 2 · 38 + 2 · 39 +O(310).
With a slightly different choice of basis5, we can also do these computations in Magma (using the
package [BTb], available on GitHub) as follows:
> load "coleman.m";
> data:=coleman_data(y^2-(x^5-2*x^3+x+1/4),3,10);
> P1:= set_point(0,1/2, data);
> P2:= set_point(-1,-1/2,data);
> coleman_integrals_on_basis(P1,P2,data); //8 times the integrals above




βω0 − αω1 = 0, and we take
η = βω0 − αω1
as our annihilating differential.
In order to use η to compute X(Q), or more precisely the finite set X(Q3)1, that by construction,




5In this example, the Magma basis is the SageMath basis rescaled by a factor of 8.
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where Pt ranges over all residue disks, and solve for all z ∈ X(Q3) such that
∫ z
(0,1/2)
η = 0. Note that
to compute these indefinite Coleman integrals, we can take P0 a lift of an F3-point in the same residue









where the first is some 3-adic constant, and the latter is a tiny integral computed using a power series.
So to compute α, β and
∫ P0
(0,1/2)
η, we need to compute Coleman integrals between points not in the
same residue disk.
Now we explain how to compute these integrals on the curve, using the action of Frobenius on p-adic
cohomology.
Remark 1.23. Before we go on, we should note that there is a standard alternative approach to the one
presented below for computing Coleman integrals of regular 1-forms between points not in the same
residue disk that goes as follows.
Suppose we want to compute the Coleman integral
∫ Q
P
ω, where P,Q ∈ X(Qp). Letting J denote
the Jacobian of X, we first compute an integer k such that the point k(P −Q) is trivial in J(Fp): for
instance, we could take k to be the order of J(Fp). Then computing D := [k(P −Q)] as an element in









This has worked well in a number of examples in the literature, though there are a few potential
limitations. First, implementations of Jacobian arithmetic over Qp are currently restricted to very
special curves, such as those that are hyperelliptic. Secondly, while the Chabauty–Coleman method
only uses integrals of regular 1-forms, there are other applications for which integrals of forms of the
second or third kind are useful. Moreover, since this approach uses properties of the Jacobian, it does
not have an obvious generalization to iterated integrals. So from the perspective of the nonabelian
Chabauty method, where iterated integration is needed, we present the following approach.
We will integrate over a wide open subspace of Xan:
Definition 1.24. A wide open subspace of Xan is the complement in Xan of the union of a finite




Figure 2. A wide open subspace of Xan
Here are some further properties of Coleman integrals that we will need:
Theorem 1.25 (Coleman [Col85b]). Let η and ξ be 1-forms on a wide open subspace V of Xan, and
P,Q,R ∈ V (Qp). Let a, b ∈ Qp. The definite Coleman integral has the following properties:
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(1) Linearity: ∫ Q
P
















(3) Change of variables: if V ′ ⊂ X ′ is a wide open subspace of the rigid analytic space X ′, ω′ a






(4) Fundamental Theorem of Calculus:∫ Q
P
df = f(Q)− f(P )
for f a rigid analytic function on V .




We would first like to integrate
∫ Q
P
ω for ω a 1-form of the second kind, where P,Q ∈ V (Qp). We
first discuss how to do this in the case when X is a hyperelliptic curve and then present a more general
construction in Section 1.4. (In our discussion of p-adic heights in Section 2.2, we will also describe how
to compute integrals of forms of the third kind.)
The idea is to do the following:
(1) Take φ to be a lift of p-power Frobenius from the special fiber.
(2) Compute a basis {ωi} of 1-forms of the second kind.
(3) Compute φ∗ωi via Kedlaya’s zeta function algorithm [Ked01, Ked03] and use properties of






ωi and other terms we can compute.




To do this, we introduce some p-adic cohomology as in Kedlaya’s algorithm. For further details, two
standard references for rigid analytic geometry are the books by Fresnel and van der Put [FvdP04] and
Bosch, Güntzer, and Remmert [BGR84]. See also [Edi] for a nice exposition by Edixhoven of Kedlaya’s
algorithm.
1.3. Some p-adic cohomology. In [Ked01], Kedlaya gave an algorithm to compute the zeta function
of a hyperelliptic curve over a finite field, using Monsky–Washnitzer cohomology. Here is a brief outline
of Kedlaya’s algorithm:
(1) Work in an affine piece of the hyperelliptic curve, given by deleting Weierstrass points.
(2) Take φ to be a lift of p-power Frobenius from the special fiber, sending x → xp and Hensel
lifting to find the image of y.
(3) Compute the action of Frobenius on a basis of de Rham cohomology (of a lift of the curve) and
reduce the pole order of each resulting differential using relations in cohomology.
It turns out that Kedlaya’s algorithm produces a few other outputs that can be assembled into an
algorithm for Coleman integration on hyperelliptic curves, as given by Balakrishnan–Bradshaw–Kedlaya
[BBK10]. In this section, we give an overview of Kedlaya’s algorithm and the corresponding Coleman
integration algorithm.
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For simplicity, we will assume that we start with a genus g hyperelliptic curve X̃ defined over Q,
given by y2 = P̃ (x), where P̃ (x) is a monic polynomial of degree 2g+ 1. Let p 6= 2 be a prime at which
X̃ has good reduction, and consider X/Fp, with affine equation y2 = P (x). Take X = X\{∞, y = 0}.
Let A = Zp[x, y, y−1]/(y2 − P̃ (x)). First, we form the weak completion A† of A, which can be



























Monsky–Washnitzer cohomology is a p-adic cohomology theory which takes smooth affine varieties
over fields of characteristic p > 0 as input, and outputs finite-dimensional Qp-vector spaces. There is a
comparison theorem due to the work of Berthelot [Ber97, Prop. 1.10] (comparing Monsky–Washnitzer
and rigid cohomology) and Baldassarri–Chiarellotto [BC94] (comparing rigid cohomology with de Rham
cohomology), which relates Monsky–Washnitzer cohomology groups with algebraic de Rham cohomol-
ogy groups:
Theorem 1.26 (Special case of Baldassarri–Chiarellotto and Berthelot). Let Y be a smooth affine
variety over Fp and Ỹ a smooth affine variety over Qp that is a lift of Y . Then the Monsky–Washnitzer
cohomology of Y coincides with the algebraic de Rham cohomology of Ỹ :
H1dR(Ỹ ) = H
1
MW(Y ).
The Monsky–Washnitzer cohomology groups are equipped with an action of Frobenius, hence The-
orem 1.26 tells us that we can compute the action of Frobenius on de Rham cohomology.
Proposition 1.27. The first de Rham cohomology of A splits into two eigenspaces under the hyperel-
liptic involution
X → X, (x, y) 7→ (x,−y).
The first eigenspace H1(A)+ is the positive eigenspace generated by{
xidx
y2
: i = 0, · · · , 2g
}
,
and the second eigenspace H1(A)− is the negative eigenspace generated by{
xidx
y
: i = 0, · · · , 2g − 1
}
,
Moreover, passing to A† does not change the cohomology, and we compute the action of Frobenius
on H1(A†)−. We lift p-power Frobenius to an endomorphism σ of A† in the following manner: On
polynomials in Zp[x], we send
(2) σ : x 7→ xp.
Since y2 = P̃ (x) inside A and A†, we see that the action of σ on y must satisfy the following:
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We have











































The reason we write the expansion for 1yσ in this way is to see the p-adic convergence, since P̃ (x)
σ−P̃ (x)p
is divisible by p, so as j →∞, the summands go to 0.
This expansion will be used below, and perhaps now it is more clear why we removed Weierstrass
points from our curve: given our choice of Frobenius lift, we cannot divide by y.
Finally, we extend the p-power Frobenius action to differentials by sending
(4) σ∗ : dx 7→ d(xp) = pxp−1dx.
















as elements in H1MW(X).











= (2ixi−1yj+1 + jxiP̃ ′(x)yj−1)
dx
2y
(So the highest monomial of d(xiyj) is xi−1yj+1 if 1 ≤ i < 2g + 1 and x2gyj−1 if i = 0. The lowest
monomial of d(xiyj) is of the form xkyj−1 with 0 ≤ k < 2g+ 1.) As a special case of this computation,
we have











proving the second reduction lemma:
Lemma 1.29 (Kedlaya [Ked01, p. 5]). If Q(x) = xm−2g, then




as elements in H1MW(X).




σ, we expand using (2), (3), (4) and reduce using the relations (5) and (7). The
reduction process is subtracting appropriate linear combinations of d(xiyj) and using the relationship




























To implement the expansion and reduction on a computer, we have to take a truncation of this infinite
sum, and thus we need to know how many terms we need to take to get a provably correct result (more







Here is how we use the reduction relations: we eliminate the j = L2 term, then j = L2−1 term. Iterate
this procedure until no terms with j > 0 remain. Repeat the same thing for j = −L1,−(L1 − 1), . . .











and as dhi ∼ 0 in cohomology, this gives us the matrix of Frobenius M .
Precision is lost when we divide by p in the reduction algorithm. We need to measure the loss of
precision at each step to know how many provably correct digits we have. Let R(x) ∈ Zp[x] be a
polynomial of degree at most 2g and m ≥ 0.










Fk having degree at most 2g. The first precision result is:
Lemma 1.30 ([Ked01, Lemma 2], [Edi, §4.3.4]). In the above setting6, we have
pbLogp(2m−1)cB(x) ∈ Zp[x].




is ω = B(x)dxy + df for some B(x) ∈ Qp[x] with degree at most 2g − 1, and





6In this chapter, Logp will denote the base p logarithm, to disambiguate from logp in subsequent chapters, which will
denote the p-adic logarithm.
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with C ∈ Qp and each Fk having degree at most 2g.
Lemma 1.31 ([Ked03]). In the above setting, we have
pbLogp((2g+1)(2m+1))cB(x) ∈ Zp[x].
Putting Lemmas 1.30 and 1.31 together, one gets the following:
Proposition 1.32 ([Cha16, p. 34]). To get N correct digits in the matrix of Frobenius M , we start
with precision
N1 = N + max{bLogp(2N2 − 3)c, bLogp(2g + 1)c}+ 1 + bLogp(2g − 1)c,
in which N2 is the smallest integer such that
N2 −max{bLogp(2N2 + 1), bLogp(2g + 1)c} ≥ N.

















Algorithm 1.33 (Kedlaya’s algorithm).
Input:
• The basis of differentials {ωi = xidx/y}2g−1i=0 of H1dR(XQp) for a genus g hyperelliptic curve X
given by a monic odd degree model, with good reduction at p.
• The desired precision N .
Output: The 2g× 2g matrix M of a p-power lift of Frobenius φ, as well as functions hi ∈ A† such that




ijωj to precision O(pN )
(1) Compute the working precision N1 as in Proposition 1.32, so that all computations will be done
mod pN1 .




the ci,k,j ∈ Zp[x] have degree less than or equal to 2g + 1.
(3) Compute a list of differentials d(xiyj), where 0 ≤ i < 2g + 1 and j ≡ 1 (mod 2).
(4) If Fi has a term (xiyj)dx/y with j < 0, consider the term (ci,k,jyj)dx/y where j is minimal.
Take the unique linear combination of the d(xky1+j) such that when this linear combination is
subtracted off of Fi and re-initialize this as Fi. Do this until Fi no longer has terms of the form
(xmyj)dx/y with j < 0.
(5) If Fi has terms with j ≥ 0, let (xmyj)dx/y be the term with the highest monomial of Fi. Let
(xkyl)dx/y be the term such that d(xkyl) has highest term (xmyj)dx/y and subtract off the
appropriate multiple of d(xkyl) such that the resulting sum no longer has terms of the form
(xmyj)dx/y with j ≥ 0. Re-initialize this as Fi and repeat this process until the resulting Fi is
of the form
(
M0i +M1ix + · · ·+M2g−1ix2g−1
)
dx/y.
(6) For each i, return the expression




Remark 1.34. Analyzing p-adic precision is a delicate task. We illustrate this in one example found
by Chan [Cha16] below, where the previously published bounds contained a small inaccuracy. For the
remainder of these notes, we do not say much more about p-adic precision analysis of the relevant
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constructions and instead give relevant pointers to the literature. We encourage the reader to keep the
issue of p-adic precision in mind as they work through the algorithms.
Example 1.35 ([Cha16, Remark 13]). Consider the elliptic curve over Q defined by
y2 = P̃ (x) = x3 + x+ 1.
This curve has good reduction at the prime p = 5. We wish to obtain N = 2 correct digits of expansion.
Proposition 1.32 tells us that taking N2 = N1 = 3 suffices. Consider the two differentials dxy ,
xdx
y . We










75x2 + 100x+ 25
y13
+





















100x2 + 100x+ 75
y15
+
25x2 + 50x+ 75
y13
+
50x2 + 100x+ 100
y11
+






85x2 + 90 + 50
y5
+
15x2 + 30x+ 85
y3
+




Let Fk denote the polynomial in x in the numerator in each of the summands: i.e., writing them as
Fk(x)dx
y2k+1
modulo 53. Compute the sequence Sk for k = 7, 6, · · · , 0 inductively by first setting S7 = F7,
and afterwards, given Sk+1, find polynomials Bk+1, Ck+1 such that Sk+1 = Bk+1P̃ +Ck+1P̃ ′, and then
set Sk(x) = Fk(x) +Bk+1(x) +
2C′k+1(x)




















with N = 2 correct digits of expansion. Note that taking N1 = 3 is necessary as well, as taking N1 = 2





Now here is the application to Coleman integration, as carried out by Balakrishnan–Bradshaw–
Kedlaya [BBK10]. Below we let φ denote the lift of p-power Frobenius described earlier.
Algorithm 1.36 (Coleman integration on a hyperelliptic curve [BBK10]).
Input:
• A prime p > 2 of good reduction for a hyperelliptic curve X
• Points P,Q ∈ X(Qp) not contained in a Weierstrass residue disk
• A 1-form ω of the second kind
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(1) Since ω is of the second kind, we may write it as a linear combination of a basis {ωi}2g−1i=0 for
H1dR(X) together with an exact form. Use Kedlaya’s algorithm to write ω = dh+
∑2g−1
i=0 aiωi,
which allows us to specialize to the case of Coleman integrals of basis differentials.
(2) Use Kedlaya’s algorithm to write, for each basis differential ωi, the reduced form



















































































The left hand side of the equality becomes
∫ Q
P




ωi a tiny integral and therefore computable via its power series expansion.
The same is true for the pair φ(Q) and Q. The hi are given to us explicitly from Kedlaya’s algorithm,
and we can evaluate them on Q and P . Notice that M t − 1 is invertible since, by the Weil conjectures,
the eigenvalues of M have norm √p 6= 1. Therefore we can compute the left hand side by solving the
linear equation.
Remark 1.38. For Weierstrass residue disks, the lift of Frobenius is not defined over the entirety of
the disc, but due to overconvergence it is defined near the boundary of the residue disk. So if W is a
Weierstrass point and we would like to compute
∫ P
W
ωi, we choose a point S close to the boundary of
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On the right hand side, the first term is a tiny integral while the second term can be computed using the
above method. However, this is computationally expensive, as we have to work over a totally ramified
extension of Qp to compute the integral.
Remark 1.39. For precision estimates in Algorithm 1.36, see [BBK10, §4.1]. Roughly speaking, there
is some loss of precision from truncations of power series giving the necessary tiny integrals, as well as
from the valuation of the determinant of the matrix M t − 1.
Remark 1.40. In the case of p-adic integration for a bad prime p, Katz and Kaya [KK20] recently gave
an algorithm to compute p-adic abelian integrals on hyperelliptic curves. They do this by covering a
hyperelliptic curve with bad reduction at p by annuli and basic wide open sets, and then reduce the
computation of Berkovich–Coleman integrals to the known algorithms for integration of a 1-form of the
second or third kind on a hyperelliptic curve with good reduction [BBK10, BB12] and to integration in
annuli.
Remark 1.41. For a genus g hyperelliptic curve over Fpn , Kedlaya’s algorithm computes the matrix of p-
power Frobenius mod pN in time Õ(pN2g2n), where Õ(X) denotesO(X(logX)k) for some k ≥ 0. Harvey
[Har07] showed that one could interpret the reductions in cohomology in terms of linear recurrences
to reduce the dependence on p in the runtime of the algorithm to √p. This was later generalized by
Minzlaff [Min10] to superelliptic curves. Best showed that similar ideas can be used to improve the
runtime of Coleman integration algorithms, first in the case of hyperelliptic curves over Qp [Bes19] and
superelliptic curves over unramified extensions of Qp [Bes20].
Now we return to the Chabauty–Coleman method for a nice curve X/Q.
Example 1.42. Recall the set-up of Example 1.22, with the genus 2 curve
X : y2 = x5 − 2x3 + x+ 1
4
,
with known rational points
X(Q)known = {∞, (0,±1/2), (−1,±1/2), (1,±1/2)}.
We computed an annihilating differential





ω0 = 3 + 3




ω1 = 2 + 2 · 3 + 2 · 33 + 34 + 36 + 2 · 38 + 2 · 39 +O(310),
and these values of α and β were produced using Algorithm 1.36.
Now we would like to determine the set
X(Q3)1 := {z ∈ X(Q3) :
∫ z
(0,1/2)
η = 0} ⊃ X(Q).
We begin by enumerating the points in X(F3):
X(F3) = {∞, (0,±1), (1,±1), (2,±1)},
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which indexes the residue disks. Now we would like to compute the power series expansions of the





, where Pt ranges over all residue disks, and
solve for all z ∈ X(Q3) such that
∫ z
(0,1/2)
η = 0. Note that to compute these indefinite Coleman











where the first integral on the right-hand side of (11) is some 3-adic constant, and the second is a tiny
integral computed using a local coordinate at P0. However, since each residue disk contains one rational
point, we may take P0 to be the rational point in the residue disk. This sets the constant of integration
to 0 in each disk, by construction of the annihilating differential. Thus the computation is now purely
local. Moreover, using the hyperelliptic involution, we need only to consider the residue disk of P0 and
not the disk of i(P0) as well.
So we carry out the computation in the residue disks of ∞, (0,1/2), (1,1/2), and (−1, 1/2). For
instance, in the residue disk of (1, 1/2), a local coordinate is given by




+ 4t2 + 8t3 − 11t4 − 63t5 + 24t6 + 680t7 + 695t8 − 7210t9 − 19881t10 + 64544t11 + 374802t12 − 301946t13
− 5872722t14 − 5265422t15 + 78467963t16 + 210631116t17 − 840861878t18 − 4667976084t19 +O(t20)






η is given by
(






























































+ · · · ,
which just has a simple zero at t = 0, corresponding to (1, 1/2).
Repeating this for each residue disk, we find that each residue disk has a simple zero at the rational
point and no others, which gives that
X(Q3)1 = X(Q)known = {∞, (0,±1/2), (−1,±1/2), (1,±1/2)},
and proves that
X(Q) = {∞, (0,±1/2), (−1,±1/2), (1,±1/2)}.




K = Qp(p,15) #some amount of precision loss
XK = X.change_ring(K)
a,b,_,_ = XK.coleman_integrals_on_basis(XK(0,1/2),XK(-1,-1/2))













coeffval = min(c.valuation() for c in I.list())
I = I/p^coeffval
r = (I).truncate(20).roots()
[rt for rt in r if (rt[0]).valuation() > -1]
We note that Magma has an implementation of the Chabauty–Coleman method for genus 2 curves of
ranks 0 and 1 (with an additional Mordell–Weil sieve step):
> R<x> := PolynomialRing(Rationals());
> X := HyperellipticCurve(x^5-2*x^3+x+1/4);
> C := IntegralModel(X);
> RationalPoints(C:Bound:=1000);
{@ (1 : 0 : 0), (-1 : -1 : 1), (-1 : 1 : 1), (0 : -1 : 1), (0 : 1 : 1), (1 : -1
: 1), (1 : 1 : 1) @}
> J := Jacobian(C);
> P := J!(C![0,1] - C![-1,-1]); //a point of infinite order
> Chabauty(P);
{ (1 : 1 : 1), (0 : -1 : 1), (0 : 1 : 1), (1 : 0 : 0), (-1 : 1 : 1), (1 : -1 :
1), (-1 : -1 : 1) }
{ 11, 19, 41, 43, 83, 179, 211 }
[ 2, 7, 23, 3, 13, 3 ]
1.4. More p-adic cohomology. We saw how Kedlaya’s zeta function algorithm played a crucial role in
computing Coleman integrals on hyperelliptic curves. It would certainly be useful to compute Coleman
integrals on curves beyond those that are hyperelliptic. And indeed, in the years since Kedlaya’s
algorithm, a number of related zeta function algorithms were given: for superelliptic curves by Gaudry–
Gürel [GG01], hyperelliptic curves given by an even degree model by Harrison [Har12], hyperelliptic
curves in characteristic 2 by Denef–Vercauteren [DV06b], Cab curves by Denef–Vercauteren [DV06a],
and nondegenerate curves by Castryck–Denef–Vercauteren [CDV06]. However, the more general of
these algorithms were not obviously practical and were not implemented.
More recently, Tuitman [Tui16, Tui17] gave an efficient algorithm to compute the action of Frobenius
on rigid cohomology on smooth curves, by using a plane model with a map to P1. We give a survey of
Tuitman’s algorithm and show how it can be turned into an algorithm to compute Coleman integrals
on plane curves.
First, we set up Tuitman’s algorithm from the point of view of explicit Coleman integration, as done
by Balakrishnan–Tuitman [BTa]. Let X be a nice curve over Q of genus g, birational to
Q(x, y) = ydx +Qdx−1y
dx−1 + · · ·+Q0 = 0,
such that Q(x, y) is irreducible and Qi(x) ∈ Z[x] for i = 0, . . . , dx − 1. Here is a rough outline of
Tuitman’s algorithm:
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(1) Consider the map: x : X → P1 and remove the ramification locus r(x) of x. (This is the
analogue of removing the Weierstrass points in Kedlaya’s algorithm.)
(2) Choose a lift of Frobenius sending x 7→ xp and compute the image of y via Hensel lifting.
(3) Compute the action of Frobenius on differentials and reduce pole orders using relations in
cohomology via Lauder’s fibration algorithm.
Then for a basis {ωi}2g−1i=0 of H
1
rig(X ⊗Qp), Tuitman’s algorithm computes




and, as before, this algorithm for computing the action of Frobenius on cohomology can be used to give
an algorithm for Coleman integration.
We let ∆(x) ∈ Z[x] be the discriminant of Q with respect to y, and let r(x) = ∆/ gcd(∆, d∆/dx).
Note that r(x) is squarefree and divides ∆(x).
Set
S = Zp〈x, 1/r〉, S† = Zp〈x, 1/r〉†,
R = Zp〈x, 1/r, y〉/(Q), R† = Zp〈x, 1/r, y〉†/(Q),
where 〈 〉† denotes the ring of overconvergent functions given by weak completion of the corresponding
polynomial ring.
Definition 1.43. Let W 0 ∈ GLdx(Q[x, 1/r]) and W∞ ∈ GLdx(Q[x, 1/x, 1/r]) denote matrices such










for all 0 ≤ j ≤ dx − 1, then
(1) [b00 , . . . , b0dx−1] is an integral basis for Q(X) over Q[x],
(2) [b∞0 , . . . , b∞dx−1] is an integral basis for Q(X) over Q[1/x],
where Q(X) denotes the function field of X. Moreover, let W ∈ GLdx(Q[x, 1/x]) denote the change of
basis matrix W = (W 0)−1W∞.
Example 1.44. Let X/Q be an odd degree monic hyperelliptic curve of genus g given by the plane
model















This means that b0 = [1, y] and b∞ = [1, y/xg+1] are integral bases for the function field of X over Q[x]
and Q[1/x], respectively.
Definition 1.45. We say that the triple (Q,W 0,W∞) has good reduction at a prime number p if the
conditions below (taken from [Tui17, Assumption 1]) are satisfied.
Assumption 1 ([Tui17, Assumption 1]).
(1) The discriminant of r(x) is contained in Z×p .
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(2) If we let Fp(x, y) be the field of fractions of Fp[x, y]/(Q), then:
(a) The reduction modulo p of [b00 , . . . , b0dx−1] is an integral basis for Fp(x, y) over Fp[x].
(b) The reduction modulo p of [b∞0 , . . . , b∞dx−1] is an integral basis for Fp(x, y) over Fp[1/x].
(3) W 0 ∈ GLdx(Zp[x, 1/r]) and W∞ ∈ GLdx(Zp[x, 1/x, 1/r]).
(4) Denote:
R0 = Zp[x]b00 + . . .+ Zp[x]b0dx−1,
R∞ = Zp[1/x]b∞0 + . . .+ Zp[1/x]b∞dx−1.
Then the discriminants of the finite Zp-algebras R0/(r(x)) and R∞/(1/x) are contained in Z×p .
Definition 1.46. We say that a point of Xan is very infinite if its x-coordinate is ∞ and very bad if
it is either very infinite or its x-coordinate is a zero of r(x).
Definition 1.47. We say that a residue disk (as well as any point inside it) is infinite or bad if it
contains a very infinite or a very bad point, respectively. A point or residue disk is called finite if it is
not infinite and good if it is not bad.
We let U denote the complement of the very bad points in Xan.
Definition 1.48. Let {ωi}i=0,...,2g−1 be p-adically integral 1-forms on U such that
(1) ω0, . . . , ωg−1 form a basis for H0(XQp ,Ω
1),
(2) ω0, . . . , ω2g−1 form a basis for H1rig(X ⊗Qp),
(3) ordP (ωi) ≥ −1 for all i at all finite very bad points P ,
(4) ordP (ωi) ≥ −1 + (ord0(W ) + 1)eP for all i at all very infinite points P .
In [Tui16, Tui17], it is explained how 1-forms satisfying properties (2)-(4) can be computed. Briefly,
one computes a basis for H1rig(U) and uses the kernel of a residue map to extract those 1-forms of the
second kind, to produce a basis for H1rig(X ⊗ Qp). The algorithm can be easily adapted so that (1) is
satisfied as well, which is the convention we take.
Definition 1.49. The p-th power Frobenius φ acts on H1rig(X ⊗ Qp), so there exist a matrix M ∈
M2g×2g(Qp) and functions h0, . . . , h2g−1 ∈ R† ⊗Qp such that




for i = 0, . . . , 2g − 1.
After we compute the action of Frobenius on a 1-form, we need to reduce the pole order using relations
in cohomology. Tuitman’s algorithm uses Lauder’s fibration algorithm, which solves for a cohomologous
differential of lower pole order using a linear system. Tuitman applies it first to points not lying over
infinity:
Proposition 1.50. Let r′ denote dr/dx for points not over infinity. For all ` ∈ N and every w ∈
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Proof. Since r is separable, r′ is invertible in Qp[x]/r. We check that there is a unique solution v to the
dx × dx linear system
(M/r′ − `I) v ≡ w/r′ mod r
over Qp[r]/(r): take
u =






For reducing pole orders at points over infinity, we have the following proposition:
Proposition 1.51. For every vector w ∈ Qp[x, 1/x]⊕dx with ord∞(w) ≤ −deg r, there exist u, v ∈




























Here is Tuitman’s algorithm for computing the matrix M and the functions h0, . . . , h2g−1:
Algorithm 1.52 (Tuitman’s algorithm [Tui16, Tui17]).
Input:
• A prime p > 2 of good reduction (in the sense of Definition 1.45) for a nice curve X/Q
• A basis {ωi} of H1rig(X ⊗Qp)




(1) Compute the Frobenius lift: set φ(x) = xp and determine the elements φ(1/r) ∈ S† and
φ(y) ∈ R† by Hensel lifting.
(2) Finite pole order reduction: For i = 0, . . . , 2g − 1, find hi,0 ∈ R† ⊗Qp such that






where Gi ∈ R⊗Qp only has poles at very infinite points.
(3) Infinite pole order reduction. For i = 0, . . . , 2g − 1, find hi,∞ ∈ R⊗Qp such that






where Hi ∈ R⊗Qp still only has poles at very infinite points P and satisfies
ordP (Hi) ≥ (ord0(W )− deg(r) + 2)eP
at all these points.
(4) Final reduction: For i = 0, . . . , 2g − 1, find hi,end ∈ R⊗Qp such that




where M ∈M2g×2g(Qp) is the matrix of φ∗ on H1rig(U ⊗Qp) with respect to the basis {ωi}
2g−1
i=0 .
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The matrix M and the functions
hi := hi,0 + hi,∞ + hi,end
are exactly what we need from [Tui16, Tui17] to compute Coleman integrals, giving the necessary input
into Algorithm 1.53.
Algorithm 1.53 (Coleman integration on a plane curve [BTa]).
Input:
• A prime p > 2 of good reduction (in the sense of Definition 1.45) for a nice curve X/Q
• Points P,Q ∈ X(Qp) not contained in very bad residue disks
• A 1-form ω of the second kind




(1) Since ω is of the second kind, we may write it as a linear combination of a basis {ωi}2g−1i=0
for H1rig(X ⊗ Qp) together with an exact form. Use Tuitman’s algorithm to write ω = dh +∑2g−1
i=0 aiωi, which allows us to specialize to the case of Coleman integrals of basis differentials.
(2) Compute the action of Frobenius on H1rig(X ⊗ Qp) using Algorithm 1.52 and store M and
h0, . . . , h2g−1.






ωi for i = 0, . . . , 2g − 1 using local coordinates and
tiny integrals.
(4) Compute hi(P )− hi(Q) for i = 0, . . . , 2g − 1 and use the system of equations
2g−1∑
j=0
















Remark 1.54. As in the case of integrating from a Weierstrass point on a hyperelliptic curve, to integrate
















ωi using a tiny integral.
Remark 1.55. For precision estimates in Algorithm 1.53, see [BTa, §4].
Example 1.56. We show how the algorithm above can be used to show that a Jacobian of a non-
hyperelliptic genus 55 curve has positive rank (for more details, including timing data, see [BTa, §6.4]).
We consider the genus 55 curve X with plane model given by Q(x, y) = 0 below:
Q(x, y) = x11y − x7y5 − x6y6 − x4y8 + xy11 + y12 + x11 − x10y + x8y3 − x6y5 + x5y6 + x3y8 − x2y9 − xy10+
y11 + x10 + x9y − x8y2 + x7y3 + x6y4 + x5y5 − x4y6 + xy9 + y10 − x9 + x8y + x7y2 + x6y3 + x5y4+
x4y5 + x3y6 − x2y7 + y9 + x8 − x7y + x6y2 − x5y3 + xy7 + y8 + x7 + x6y + x5y2 − x2y5 − xy6+
y7 − x6 − x4y2 − x2y4 + xy5 − x5 + x3y2 − x2y3 + y5 − x4 + x3y + x2y2 + xy3 + y4 − x2y − xy2+
y3 − x2 − xy + x+ y.
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for the basis {ωi} of H1rig(X ⊗Qp) constructed as in Definition 1.48
with N = 5 as our precision. We find that∫ P2
P1
ω1 = 5 · 7 +O(72),
and thus the Jacobian of X has positive rank.
The Magma code for this example is available at ./examples/g55.m in [BTb].
Project 1.57 (Coleman integration for curves over number fields). Give an algorithm to compute
Coleman integrals on curves over number fields and implement the algorithm. To start, see the Github
repository of Balakrishnan–Tuitman [BTb] for plane curves defined over Q. Before implementing, it
would be good to think through the current scope of curves and number fields that are practical.
Project 1.58 (A Chabauty–Coleman solver). Use the project above as well as estimates on precision
of p-adic power series to give a Chabauty–Coleman solver for curves over number fields that would take
as input a genus g curve X defined over a number field K with r = rk J(K) < g, a prime p of good
reduction, and r generators of the Mordell–Weil group modulo torsion and output the set X(Kp)1. To
start, see the Github repositories of Balakrishnan–Tuitman [BTb] and Hashimoto–Morrison [HM].
1.5. Iterated Coleman integrals. Let X/Q be a nice curve of genus g with a plane model and let p
be a prime of good reduction. In [Col82], Coleman described a construction of iterated p-adic integrals
on P1 \ {0, 1,∞} with applications to Beilinson’s conjecture. This was extended by Coleman–de Shalit
[CdS88] to any curve and by Besser [Bes02] to higher-dimensional varieties. (For the classical theory of
iterated integrals, see the work of Chen [Che71].)












fn(tn) . . . f1(t1)dtn . . . dt1.
We will henceforth use notation on the left hand side of (12) to describe iterated integrals, where the
















The main idea is to apply an algorithm for computing the action of Frobenius on p-adic cohomology
(e.g., Kedlaya or Tuitman) to produce the relationship




observe that the eigenvalues ofM⊗n, are not 1, and reduce the computation of an n-fold iterated integral
to a computation of an (n − 1)-fold iterated integral. For instance, in writing down a linear system
for computing single Coleman integrals, we used the fundamental theorem of calculus to produce the
constants ∫ Q
P
dhi = hi(Q)− hi(P ),
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and now we will apply this idea inductively. As before, iterated integrals between points in the same
residue disk can be computed using a local coordinate at one point and (iteratively) integrating power
series.
More formally, here is how we compute a tiny iterated integral:
Algorithm 1.59 (Tiny iterated integral on a plane curve X).
Input:
• A prime p > 2 of good reduction (in the sense of Definition 1.45) for a plane curve X/Q
• Points P,Q ∈ X(Qp) in same residue disk.
Output: The tiny iterated integral
∫ Q
P
η1 . . . ηn
(1) Compute a local coordinate (x(t), y(t)) at P .
(2) For each k, write ηk(x, y) as ηk(t)dt.
















To compute more general iterated Coleman integrals, we will use the following properties.



















ωi1 . . . ωin = (−1)n
∫ P
Q
ωin . . . ωi1













The following lemma gives the analogue of additivity in endpoints:
Lemma 1.62. Let P, P ′, Q ∈ X(Qp). Then∫ Q
P





ωi1 . . . ωij
∫ P ′
P
ωij+1 . . . ωin
Now for ease of exposition, we will focus our attention on the case of n = 2, the double Coleman
integrals [Bal13, Bal15].
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We can directly compute double integrals using a linear system. Indeed, using Lemma 1.62, we take














































































































Algorithm 1.63 (Double Coleman integrals [Bal13, Bal15]).
Input:
• A prime p > 2 of good reduction (in the sense of Definition 1.45) for a plane curve X/Q
• Points P,Q ∈ X(Qp) in the region of overconvergence for the lift of p-power Frobenius













ωi for all i.






ωiωk for all i, k
(3) Compute the constants cik for all i, k using single integrals.
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Remark 1.64. In [Bal13, Bal15], Algorithm 1.63 was described and implemented for hyperelliptic curves,
as it used Kedlaya’s algorithm (and Harrison’s generalization) for the Frobenius step. With Tuitman’s
algorithm in place of Kedlaya’s, one can run the algorithm for (a plane model of) a nice curve.
Example 1.65. Let X/Q be the genus 2 curve
y2 = x5 − 2x4 + 2x3 − x+ 1
which is [LMF20a] and has good reduction at p = 5.
Using Algorithm 1.63, we compute 5-adic double Coleman integrals between the points P = (0, 1)







































3 · 52 + 3 · 53 + 54 + 4 · 55 + 56 +O(58)
3 · 52 + 3 · 53 + 2 · 54 + 2 · 55 + 56 + 3 · 57 +O(58)
2 · 5 + 4 · 52 + 53 + 3 · 54 + 4 · 55 +O(57)
4 · 5 + 52 + 4 · 53 + 54 + 3 · 55 + 2 · 56 +O(57)
53 + 3 · 54 + 2 · 55 + 4 · 56 + 57 +O(58)
2 · 52 + 53 + 4 · 54 + 56 +O(58)
2 · 52 + 4 · 53 + 54 + 3 · 55 + 56 +O(57)
1 + 4 · 5 + 2 · 52 + 53 + 54 + 4 · 55 + 3 · 56 +O(57)
4 · 53 + 3 · 54 + 3 · 55 + 3 · 56 +O(57)
5 + 2 · 52 + 4 · 53 + 4 · 54 + 55 +O(57)
2 + 4 · 5 + 4 · 52 + 53 + 2 · 54 + 4 · 55 +O(56)
3 + 2 · 5 + 2 · 52 + 4 · 53 + 3 · 54 + 4 · 55 +O(56)
4 · 5 + 52 + 3 · 53 + 4 · 54 + 3 · 55 + 3 · 56 +O(57)
4 + 4 · 5 + 52 + 4 · 53 + 3 · 55 + 4 · 56 +O(57)
3 + 4 · 5 + 4 · 52 + 2 · 55 +O(56)
2 + 3 · 5 + 4 · 52 + 54 + 4 · 55 +O(56)

.









Project 1.66. There is a certain amount of redundancy that allows one to express double (or higher
iterated) integrals in terms of single integrals. For instance, looking at double integrals in the case























Can these relations be used to give a more efficient algorithm to compute double (or higher iterated)
integrals?
1.6. An application (preview). Let E /Z be the minimal regular model of an elliptic curve. Let
X = E \O. Let ω0 = dx2y+a1x+a3 , ω1 = xω0 in Weierstrass coordinates.
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Let b be a tangential basepoint at the point at infinity or an integral 2-torsion point. (For more
about tangential basepoints, see Deligne [Del89] or Besser [Bes12, §1.5.4]. Roughly, the issue is that
ω1 has a pole at the point at infinity, so to make sense of an integral from the point at infinity, we
must normalize with respect to a choice of tangent vector, which essentially means that we are fixing









One can think of log(z) as the Coleman integral extending log on the formal group of E /Zp. The
function D2 is labeled as such to suggest a dilogarithm.
Theorem 1.67 ([Kim10, BKK11]). Suppose P is a point of infinite order in E(Z). Then X (Z) ⊆ E(Z)
is in the zero set of
f(z) = (log(P ))2D2(z)− (log(z))2D2(P ),
or in other words, D2(z)(log(z))2 is constant on integral points.
We will return to this result and discuss how it is related to p-adic height pairings in the following
section.
2. p-adic heights on Jacobians of curves
From a computational point of view, the main idea of quadratic Chabauty is to replace the lin-
ear relations that make it possible to cut out rational points among p-adic points in the method of
Chabauty–Coleman by bilinear relations. This can be achieved using the theory of p-adic heights,
developed in various degrees of generality by Bernardi [Ber81], Néron [Nér76], Perrin-Riou [PR83],
Schneider [Sch82], Mazur–Tate [MT83], Zarhin [Zar90], Iovita–Werner [IW03], Coleman–Gross [CG89],
and Nekovář [Nek93].
Most of these constructions are quite similar to constructions of the real valued (or Néron-Tate)
height pairing. Recall that this is a symmetric bilinear pairing A(K) × A(K) → R, where A is an
abelian variety over a global field K, such that the associated quadratic form ĥ : A(K)→ R satisfies the
Northcott property: for all real numbers B the set of points P ∈ A(K) such that ĥ(P ) < B is finite.
The latter property has no analogue in the p-adic world, but the bilinearity carries over.
2.1. p-adic heights on elliptic curves. We begin with a discussion of p-adic heights on elliptic curves
defined over the rationals, following the work of Mazur–Stein–Tate [MST06]. In this context already,
we can see a hint of some objects that will show up in explicit quadratic Chabauty.
Let E/Q be an elliptic curve, given by a Weierstrass equation with integral coefficients, and let O
be the point at infinity. let p ≥ 5 be a prime of good ordinary reduction for E. Let P ∈ E(Q) be a
nonzero point. Write










a(P ), b(P ), d(P ) ∈ Z, d(P ) ≥ 1, gcd(a(P ), d(P )) = 1 = gcd(b(P ), d(P )).
We call d(P ) the denominator of P . Suppose that P satisfies two conditions:
(i) P reduces to O in E(Fp);
(ii) P reduces to a nonsingular point of E(F`) for all bad primes `.
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Fix a branch logp : Q
∗
p → Qp of the p-adic logarithm.










where σ(P ) is the p-adic sigma function associated to E/Zp.
Remark 2.2. More generally, p-adic heights depend on a choice of idèle class character, see Remark
2.11. Over Q, up to scalars, this is uniquely determined and is the cyclotomic character.
Mazur and Tate gave 11 different characterizations of the p-adic sigma function [MT91]. We will
describe one characterization, which is particularly useful for computations.
Let x(t) = t−2 + · · · ∈ Zp((t)) be x in the formal group of E/Zp; then y(t) = t−3 + · · · ∈ Zp((t)).
Theorem 2.3 (Mazur–Tate [MT91]). There is exactly one odd7
σ(t) = t+ · · · ∈ tZJtK.
and constant c ∈ Zp that together satisfy the p-adic differential equation:









where ω is the invariant differential associated to the chosen Weierstrass model for E
ω =
dx
2y + a1x+ a3
, and c =
a21 + 4a2 −E2(E,ω)
12
.
We will return to E2(E,ω) in a bit.
Lemma 2.4. The height function h extends uniquely to the full Mordell-Weil group E(Q) so that
h(nP ) = n2h(P ) for all n ∈ Z and P ∈ E(Q). For P,Q ∈ E(Q) setting
(P,Q) = h(P ) + h(Q)− h(P +Q),
we get a symmetric bilinear pairing on E(Q).
To compute h(Q) for arbitrary Q ∈ E(Q) \ {O}, let n1 = #E(Fp) and n2 = lcm({cv}), where the cv
are the Tamagawa numbers. Let n = lcm(n1, n2). Then P := nQ satisfies (i) and (ii) needed earlier, so








One reason why the p-adic height is interesting is that, in analogy with canonical height, one can
define the p-adic regulator Regp of E/Q as the determinant of the matrix of pairings on E(Q)/E(Q)tors.
Then the p-adic regulator fits into a p-adic Birch and Swinnerton-Dyer conjecture. The simplest instance
of this is as follows:
Conjecture 2.5 (Mazur–Tate–Teitelbaum [MTT86]). Suppose E has good ordinary reduction at p. Let
Lp(E, T ) be the p-adic L-function attached to E/Q. Then we have
(1)
ordT=0 Lp(E, T ) = rkE(Q)
7By odd, we mean that σ(I(t)) = −σ(t) where I(t) = −t− a1t2 + · · · is the formal inverse law.
COMPUTATIONAL TOOLS FOR QUADRATIC CHABAUTY 31







where εp = (1− α−1)2, and α is the unit root of x2 − apx+ p = 0.
Remark 2.6. For numerical methods for the computation of the quantities appearing in the conjecture
and applications, see the work of Stein–Wuthrich [SW13].
Remark 2.7. For a precision analysis of computation of p-adic heights on elliptic curves, see the work
of Harvey [Har08, Theorem 3].
Example 2.8. Both SageMath and Magma have implementations of p-adic heights on elliptic curves over Q
for good ordinary primes p ≥ 5 (with SageMath more generally handling semistable reduction). Beware
that the normalizations8 may be slightly different! In SageMath, the normalization9 is chosen for the
p-adic Birch–Swinnerton-Dyer conjecture to hold as stated in [MTT86], so differs from [MST06] by a
factor of 2p:
sage: E = EllipticCurve([1,1])
sage: p = 5
sage: h = E.padic_height(p,8)
sage: P = E(0,1)
sage: for i in range(1,4):
....: 1/i^2*h(i*P)
....:
2*5 + 4*5^3 + 4*5^4 + 5^6 + 5^7 + O(5^8)
2*5 + 4*5^3 + 4*5^4 + 5^6 + 5^7 + O(5^8)
2*5 + 4*5^3 + 4*5^4 + 5^6 + 5^7 + O(5^8)
Magma’s normalization10 is that of [Har08] and is 2p (or −2p in some cases) times that in other papers.





Using the Northcott property, it is easy to see that the canonical height of a point P ∈ E(Q) vanishes
if and only if P is torsion. Similarly, we have
Conjecture 2.9 (Schneider [Sch82]). The cyclotomic p-adic height pairing is nondegenerate. Equiva-
lently, Regp is nonzero.
For elliptic curves with complex multiplication, Bertrand [Ber75] proved using p-adic transcendence
theory that the p-adic height of a non-torsion point is nonzero, which proves Schneider’s conjecture if
the curve has rank 1, but this is still all we know.
8This is something to be aware of regarding the literature on heights as well.
9http://doc.sagemath.org/html/en/reference/curves/sage/schemes/elliptic_curves/ell_rational_field.html
10https://magma.maths.usyd.edu.au/magma/handbook/text/1485#16955
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Remark 2.10. It is also of interest to study the p-adic height in families of elliptic curves, as initiated
by Wuthrich [Wut04], who used this to derive interesting results in view of Schneider’s conjecture.
Recently, Bianchi [Bia19b] gave an algorithm using p-adic cohomology to compute p-adic heights in
families of elliptic curves.
To complete our construction of the p-adic height, we now discuss how to compute the special value
E2(E,ω). Katz [Kat73, App. 2] gives an interpretation to E2(E,ω) as the “direction” of the unit root
eigenspace W of Frobenius acting on Monsky–Washnitzer cohomology for E. Fix an affine model for
E/Zp of the form y2 = f(x) and let φ∗ be the usual lift of p-power Frobenius from the residue field



























What does this have to do with integral points on E? Here is a rough idea. We fix an affine minimal
model for E/Zp of the form y2 = f(x) and recall the p-adic differential equation satisfied by the p-adic
sigma function:









in the formal group of E/Zp. Rewriting, we have








and letting ω0 := ω and ω1 := xω, this implies that∫






(ω1 + cω0) = −
dσ
σ
= −d log σ∫




















(log)2 = − log σ.
Now suppose we may interpret the left hand side of (15) as a Coleman function. Note that the right
hand side of (15) is essentially the global p-adic height without a denominator contribution. Then in
the case of a rank 1 elliptic curve, if we are able to impose hypotheses (say we restrict to considering
integral points and curves with Tamagawa product 1) under which the denominator does not contribute,
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is constant, which would give Theorem 1.67. Of course, one needs to be more careful at various points
of this sketch, but this is essentially our first approach toward a fragment of the quadratic Chabauty
method (for integral points on rank 1 elliptic curves), as given by Balakrishnan–Besser [BB15]. To say
more, we introduce p-adic heights on Jacobians of curves.
2.2. p-adic heights on Jacobians of curves. Let X/Q be a nice curve with genus g ≥ 1, and p be
a prime of good reduction for X. As above, we fix a branch logp : Q
∗
p → Qp. We also fix the following
data:
(a) an idèle class character χ : A∗Q/Q
∗ → Qp (see Remark 2.11 below),
(b) a splitting s of the Hodge filtration on H1dR(X/Qp) such that ker(s) is isotropic with respect to the
cup product pairing.
Remark 2.11. Here we mention briefly the role of idèle class characters. More generally, suppose X is




χv : A∗K/K∗ → Qp
is a continuous homomorphism that decomposes as a sum of local characters χv. Below are some
properties:
• For any prime q - p we have χq(O∗Kq) = 0 because of continuity. So if πq is a uniformizer in Kq,
then χq is completely determined by χq(πq).
• For any p | p, there is a Qp-linear map t
χ









because χp takes values in the torsion-free group (Qp,+).
If a continuous idèle class character χ is ramified at p, that is, if the local character χp does not




in such a way that the diagram (16) remains commutative.
Remark 2.12. A splitting of the Hodge filtration on H1dR(X/Qp) corresponds to fixing a subspace






The isotropy condition on W is necessary in order to obtain a symmetric height pairing below.
In this subsection, we will construct a height pairing h on the Jacobian J of X. Everything can be
generalized to number fields K, making choices as above.
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Definition 2.13. (Coleman–Gross [CG89]) The (cyclotomic) p-adic height pairing is a symmetric bi-
additive pairing
Div0(X)×Div0(X)→ Qp, (D1, D2) 7→ h(D1, D2),

















where the integral is a Coleman integral, the sum is finite andmv ∈ Q is an intersection multiplicity.
(ii) For β ∈ Q(X)∗, we have
h(D,div(β)) = 0.
By (ii), h defines a symmetric bilinear pairing J(Q)× J(Q)→ Qp.
This construction of the p-adic height is similar to the Arakelov-theoretic description of the canonical
height due to Faltings and Hriljac.
2.2.1. Local heights at p. We will now provide more detail on the local height pairings hv, beginning
with the case v = p, as described by Coleman–Gross [CG89] and computed by Balakrishnan–Besser in
the case of hyperelliptic curves [BB12, BB19].
We first discuss the construction of the differential ωD1 in (i). Let {ω0, · · · , ω2g−1} be a basis for
H1dR(X) with {ω0, · · · , ωg−1} ∈ H
0(XQp ,Ω
1). Fix a lift φ of Frobenius.
Let T (Qp) be the group of differentials of the third kind on X. In this section, we take this to
mean something stronger than in the previous section: that they have at most simple poles and integer
residues.
We have a residue divisor homomorphism




which induces a short exact sequence
(17) 0→ H0(XQp ,Ω
1)→ T (Qp)
Res→ Div0(X)→ 0.
The differential ωD1 will be a differential of the third kind with Res(ωD1) = D1. Here is an example:
Example 2.14. Suppose that X is a hyperelliptic curve with affine model y2 = f(x), and D1 is the
divisor (P ) − (Q) with non-Weierstrass points P,Q ∈ X(Q). We want to write down a differential ω





y + y(P )
x− x(P )
− y + y(Q)
x− x(Q)
)
has residue divisor equal to D1, as desired. However, adding any holomorphic differential η to ω, and
taking the residue divisor map of η + ω will again give us D1, as we can see by (17). So we must make
some choice, which we do below.
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We can fix a normalized differential with a given residue divisor using the complementary subspaceW





and Resdff = divf , from the short exact sequence (17) we get a new short exact sequence
0→ H0(XQp ,Ω
1)→ T (Qp)/Tl(Qp)→ J(Qp)→ 0.
Proposition 2.15. There is a canonical homomorphism
Ψ : T (Qp)/Tl(Qp)→ H1dR(X)
with the following properties:
(1) Ψ is the identity on differentials of the first kind;
(2) Ψ sends third kind differentials to second kind modulo exact differentials.
Proof. See [CG89, §2]. 
Definition 2.16. Let D ∈ Div0(X). Then we define ωD to be the unique differential of the third kind
with Res(ωD) = D and Ψ(ωD) ∈W .
In fact, Ψ can be extended to general meromorphic (and even rigid analytic) forms. Having fixed
our normalized differential ωD, we can now define:





As in Section 2.1, we can take W to be the unit root subspace if p is ordinary. It can be computed
as follows:
Proposition 2.18. If φ is a lift of Frobenius, then {(φ∗)nωg, · · · , (φ∗)nω2g−1} is a basis for the unit
root subspace modulo pn.
For the following algorithm, recall that H1dR(X/Qp) is equipped with the cup product: a canonical,














Remark 2.19. Note that since µ2 is of the second kind, it has residue zero everywhere, and so the result
above does not depend on a choice of constant of integration for
∫
µ1.
Algorithm 2.20 (Coleman integral of differentials of the third kind [BB12]).
Input:
• A differential ω with Res(ω) = (P )− (Q) such that P,Q ∈ X(Qp) are non-Weierstrass points.
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(1) Compute Ψ(ω) ∈ H1dR(X): suppose Ψ(ω) =
∑2g−1
i=0 bi[ωi]. Then by taking the cup products
Ψ(ω)∪[ωj ] for all j, one can solve for the coefficients bi by computing residues. Let α := φ∗ω−pω.
Use Frobenius equivariance to get
Ψ(α) = φ∗Ψ(ω)− pΨ(ω).
(2) Let β be a 1-form with Res(β) = (R)− (S). Compute Ψ(β).
















. (This is more involved since there are more poles that are
not defined over Qp.)





















Remark 2.21. We introduce this auxiliary differential α in Step (1) above, because α is almost of the
second kind, meaning that the sum of residues of α in each annulus in 0.
Algorithm 2.22 (The local height at p of the global p-adic height, hp(D1, D2) [BB12]).
(1) Let ω be a differential in T (Qp) with Res(ω) = D1.
(2) Compute Ψ(ω) =
∑2g−1




i=0 aiωi ∈W . Let









Remark 2.23. For the precision needed in Algorithm 2.22, see [BB12, §6.2].
Example 2.24 ([BBM17, Example 9.2]). Consider the genus 3 curve
X : y2 = (x3 + x+ 1)(x4 + 2x3 − 3x2 + 4x+ 4).
This is a new modular curve CJ496 studied by Baker–González-Jiménez–González–Poonen [BGJGP05].
For this curve, J(Q) ' Z3⊕Z /2. Let P = (−1, 2), Q = (0, 2), R = (−2, 12), S = (3, 62) and let w
denote the hyperelliptic involution.
We take p = 7 and use Algorithm 2.22 to compute the local height h7(D2, D3) where D2 = (S) −
(w(Q)) and D3 = (w(S))−(R). Let ω be the differential (18) constructed in Example 2.14 using residue
divisor D2. Using Algorithm 2.20, we find∫
D3
ω = 7 + 4 · 72 + 6 · 73 + 74 + 3 · 75 + 3 · 76 + 3 · 77 +O(710).
Let η :=
∑2
i=0 aiωi where Ψ(ω) =
∑5
i=0 aiωi. We calculate that
η = (4 + 5 · 7 + 2 · 72 + 2 · 73 + 5 · 74 + 5 · 75 + 2 · 78 + 79 +O(710))ω0+
(1 + 4 · 7 + 6 · 72 + 73 + 6 · 74 + 5 · 76 + 5 · 77 + 3 · 78 + 79 +O(710))ω1+
(5 + 7 + 2 · 72 + 6 · 73 + 74 + 4 · 76 + 2 · 77 + 3 · 78 + 5 · 79 +O(710))ω2,
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and using Algorithm 1.36, we find∫
D3
ω0 = 2 · 7 + 4 · 72 + 73 + 6 · 74 + 75 + 5 · 76 + 77 + 5 · 78 + 4 · 79 +O(710)∫
D3
ω1 = 4 · 7 + 4 · 72 + 3 · 73 + 2 · 74 + 6 · 75 + 4 · 76 + 2 · 77 + 5 · 78 +O(710)∫
D3
ω2 = 7
2 + 3 · 73 + 3 · 74 + 3 · 75 + 5 · 76 + 3 · 77 + 78 + 4 · 79 +O(710),
so we have ∫
D3
η = 5 · 7 + 3 · 72 + 3 · 73 + 4 · 74 + 6 · 75 + 76 + 77 + 6 · 78 + 4 · 79 +O(710).







η = 3 · 7 + 3 · 73 + 4 · 74 + 3 · 75 + 76 + 2 · 77 + 78 + 4 · 79 +O(710).
Likewise we may compute h7(D3, D2) =
∫
D2
ωD3 and numerically verify that h7(D2, D3) =
h7(D3, D2).
Using SageMath code available on GitHub [Bal], here is how to compute the above values:
R.<x> = QQ[]










Remark 2.25. Forthcoming work of Gajović will give an extension of Algorithm 2.22 to more general nice
curves, based on Tuitman’s algorithm. The main issue is the computation of the normalized differential
ωD.
Remark 2.26. The construction of Coleman–Gross local heights can be extended to curves with bad
reduction, replacing Coleman integration with Vologodsky integration; see for instance [Bes17]. Kaya is
currently working on an extension of Algorithm 2.22 to hyperelliptic curves with semistable reduction.
Since the global p-adic height respects linear equivalence, it can be extended to pairs of divisors
with common support. The local height pairings can also be extended in a non-canonical way. We
first discuss this for the pairing at p. This uses the following idea of Gross [Gro86]. At each point x
in the common support of our divisors, choose a basis t := tx of the tangent space. Let z := zx be






where m is the order of f at x. This depends only on t, but not on z.
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For an odd degree hyperelliptic curve, we will let ωi be x
idx
2y and we let ωi denote the dual of ωi with
respect to the cup product pairing.
Proposition 2.27 ([BB15]). Let X/Q be a hyperelliptic curve given by a monic odd degree model.
Then there is a natural choice of tangent vectors such that the local height hp(P −∞, P −∞) can be
written as a double integral






where b is a tangential base point at ∞.
The proof uses p-adic Arakelov theory, as developed by Besser [Bes05]. In this theory, the local
height is given by a p-adic Green function. One shows equality in the proposition by first computing
the curvature of this p-adic Green function, then proving that the two values are the same up to a
constant which one can then show to be 0.
As a consequence, we have that
θ(z) := hp((z)− (∞), (z)− (∞))
extends to a locally analytic function on X(Qp) \ {∞}, where we fix the choice of tangent vectors as in
Proposition 2.27.
2.3. An application to integral points. For certain curves, we can use p-adic heights to study
integral points.
Theorem 2.28 (Quadratic Chabauty for integral points on hyperelliptic curves [BBM16, Theorem 3.1]).
Let f(x) ∈ Z[x] be a monic separable polynomial of degree 2g+1 ≥ 3. Let U = Spec(Z[x, y]/(y2−f(x))
and let X be the normalization of the projective closure of the generic fiber of U . Let J be the Jacobian of
X and assume that rk J(Q) = g. Choose a prime p of good reduction and suppose that log : J(Q)⊗Qp →
H0(XQp ,Ω












takes values in an explicitly computable finite set S ⊂ Qp for all z in U (Z[ 1p ]).
Proof. The key idea is that the global height h((P )− (∞), (P )− (∞)) can be decomposed in two ways:
(i) Because of the assumption on log, and since the global height h is a symmetric bilinear pairing
we can find αij ∈ Qp such that for all P ∈ X(Q) we have









and this extends to a locally analytic function on X(Q̄p) away from the residue disk at infinity.
(ii) We have
h((P )− (∞), (P )− (∞)) = θ(P ) +
∑
6̀=p
h`(P −∞, P −∞).
11If this fails, we can simply use Chabauty–Coleman to compute the rational points.





h`(P −∞, P −∞)
for all P ∈ X(Q). The proof of the theorem now follows from
Proposition 2.29 ([BBM16, Proposition 3.3]). Let ` 6= p be prime. There is a proper regular model
X of X ⊗ Q` over Z` such that if z ∈ X(Q`) is integral then h`((z) − (∞), (z) − (∞)) depends solely
on the component of the special fiber X ` that the section in X (Z`) corresponding to z intersects, and is
explicitly computable. If the sections corresponding to z and ∞ intersect the same component, then the
local height is 0.
We will not prove this here, but see Section 2.3.1 below. 
As a special case of Theorem 2.28, we have the following extension of Theorem 1.67.
Corollary 2.30. Let f , p, U and X satisfy the conditions of Theorem 2.28. Suppose that there exists
a regular model X /Z of X such that, for every bad prime `, all Q`-rational points on X reduce to
the same irreducible component of the special fiber of X ×Z`. Then there exists explicitly computable











vanishes on U (Z[ 1p ]).
We can use Theorem 2.28 to compute the integral points on a curve X satisfying the conditions in
practice. We give some more computational details here; for more, see [BBM17]. For an extension to




f0, . . . , fg−1 restrict to linearly independent functionals on J(Q)⊗Qp by assumption.
Algorithm 2.31 (The set of integral points on a curve X/Q satisfying the assumptions of Theo-
rem 2.28).
(1) Let D1, . . . , Dg ∈ Div0(X) be representatives of a basis for J(Q) ⊗ Q. Then compute the
global height pairings h(Di, Dj). A basis for the space of bilinear forms on J(Q) ⊗ Q is given






(2) In order to compute {ωi} for 0 ≤ i ≤ g − 1 such that [ωi] ∪ [ωj ] = δij we proceed as follows:
(i) Compute a splitting of H1dR(XQp) = H
0(XQp ,Ω
1) ⊕ W , isotropic with respect to the
cup product. For instance, when p is ordinary we can take W to be the unit root
eigenspace of Frobenius. In this case, modulo pn, we have a basis for W is given by
{(φ∗)nωg, . . . , (φ∗)nω2g−1}.
(ii) For j = 0, . . . , g − 1, let ω̃j be a projection on W along H0(XQp ,Ω1), i.e., ω̃j = ωj −∑g−1
i=0 aiωi for some ai ∈ Qp.
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for j = 0 to g − 1.




ωiωi into a power series in each residue disk D not containing ∞,













































where b is a tangential basepoint at infinity.
(4) Use intersection theory to compute the finite set S` of possible values of h`((z)−(∞), (z)−(∞))
for bad primes ` and integral X(Q`). Obtain a finite set S ⊂ Qp such that
∑
` 6=p h`(P −∞, P −
∞) ∈ S for P ∈ U (Z[ 1p ]).
(5) Now proceed similar to the classical Chabauty–Coleman method: We can expand ρ in each
disk, set it equal to each value in S, solve for all z ∈ U (Zp) such that ρ(z) ∈ S. Take the
collection of all such points, we will call that solution set Z.
(6) If Z is strictly larger than the known points in U (Z), we can run the Mordell-Weil sieve [BS10]
(see also Section 5.3.3), possibly after re-running steps (1)-(4) on a collection of good primes p.
2.3.1. Local heights away from p. We say a few more words about the local heights at ` 6= p. Given
divisors D1, D2 ∈ Div0(X) with disjoint support, we can express h`(D1, D2) as an intersection multi-
plicity
h`(D1, D2) = (D1 · D2)χ`(`),
where χ`(`) = logp(`), see the beginning of the present subsection. Here Di is an extension of Di to
a regular model X of XQ` such that Di has trivial intersection with all vertical divisors. For instance,
we can pick a regular model that dominates the Zariski closure of X. We can extend the local height
pairing to divisors with common support via tangent vectors as above. Then we find that for z ∈ X(Q`),
h`(z −∞, z −∞) decomposes into
• terms which only depend on the irreducible component of the special X ` that the section
zX ∈ X (Z`) corresponding to z intersects,
• the intersection multiplicity between zX and ∞X .
The latter term vanishes if z is integral. In general, it is determined by the denominator of x(P ), which
is why it’s not obvious how to go beyond integral points using this construction.








on a certain finite index subgroup of the Mordell–Weil group, as well as the Coleman–Gross p-adic
height




Extending appropriately, we have 1p log(σ(P )) = hp(P −∞) and −
1
p logp(D(P )) =
∑
v 6=p(P −∞).
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To compute local heights h` for ` 6= p, we need to compute regular models (implemented in Magma
by Donnelly, see also recent work of Dokchitser [Dok18]) and Gröbner bases of ideals of divisors. For
more details, see [Hol12, Mül14, VBHM20].
Example 2.33 ([BBM17, Example 9.2]). Let X : y2 = (x3 + x+ 1)(x4 + 2x3 − 3x2 + 4x+ 4) be the new
modular curve CJ496 discussed in Example 2.24. Recall that the Mordell–Weil group of the Jacobian is
J(Q) ' Z3⊕Z /2.
Let P = (−1, 2), Q = (0, 2), R = (−2, 12), S = (3, 62). We want to show that up to the hyperelliptic
involution w, these are the only integral points. Generators for J(Q) ⊗ Q are given by {P1 = [P −
∞], P2 = [S − w(Q)], P3 = [w(S)−R]}. Then the set S in Theorem 2.28 is
S = {a logp 2 + b logp 31 : a ∈ {0, 15/4, 7/4}, b ∈ {0, 1/2}}.
We can carry out quadratic Chabauty for p = 7, 17, and 37 and apply the Mordell-Weil sieve (see
Section 5.3.3) to conclude the desired result.
3. Nekovář’s p-adic heights
The quadratic Chabauty method uses p-adic heights to cut out rational points on certain nice curves
X/Q using bilinear relations. We showed in Section 2.3 that the construction of Coleman and Gross
leads to an algorithm to compute the integral points on certain hyperelliptic curves, and we mentioned
why this approach does not extend easily to rational points.
As explained below in Section 4, we will in fact cut out a subset X(Qp)U ⊇ X(Q) of X(Qp),
depending on a certain non-abelian unipotent quotient U of the Qp-étale fundamental group of XQ.
The set X(Qp)U is defined using a non-abelian generalization of Chabauty’s method due to Kim, which
we briefly summarize in Section 4.1. Kim’s philosophy suggests that our construction should not use the
geometry of the Jacobian, but rather a “motivic” version (but see Remark 5.5 below). In this section,
we recall such a motivic construction of p-adic heights, due to Nekovář [Nek93].
3.1. p-adic Hodge theory. We begin by briefly recalling some notions from p-adic Hodge theory. A
good reference for most of what we need in this section is [Bel09], but [Nek93, §1] recalls the relevant
background in a concise way. See [Ber04, And03, BC09] for other accounts of p-adic Hodge theory. In
Section 4.1 we will also use results from Olsson’s non-abelian p-adic Hodge theory [Ols11].
Fix a prime p. For any prime v, let Gv denote the absolute Galois group of Qv. Let V be a p-adic
Galois representation, by which we mean a finite dimensional Qp-vector space with a continuous action
of Gp. Fontaine defined p-adic period rings Bcris ⊂ BdR and functors Dcris, DdR:
Dcris(V ) = (Bcris ⊗Qp V )
Gp , DdR(V ) = (BdR ⊗Qp V )
Gp .
We always have
dimQp Dcris(V ) ≤ dimQp(V ).
If equality holds, then we say that V is crystalline. Similarly, V is called de Rham if
dimQp DdR(V ) = dimQp(V ).
If V is crystalline, then it is also de Rham. Note that V is crystalline if it is unramified; in fact the
p-adic notion unramified is too strong to be useful; the “right” p-adic analogue of the `-adic notion
unramified turns out to be crystalline.
An element ξ ∈ H1(Gp, V ) corresponds to an isomorphism class of extension of Qp by V
0→ V → E → Qp → 0;
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here ξ is the image of the neutral element of H0(Gp,Qp) under the connecting homomorphism
H0(Gp,Qp)→ H1(Gp, V ). We call ξ crystalline, provided that the Galois representation E is.
Definition 3.1. The local Bloch–Kato Selmer group H1f (Gp, V ) be the set of crystalline classes in
H1(Gp, V ). The (global) Bloch–Kato Selmer group H1f (GQ, V ) is the group of ξ ∈ H
1(GQ, V ) whose
image locv(V ) ∈ H1(Gv, V ) is crystalline for v = p and unramified for all v 6= p.
Example 3.2. Suppose that K is a finite extension of Qp. Then Kummer theory gives an isomorphism
κ : K̂∗ ⊗Zp Qp
'−→ H1(GK ,Qp(1)),
where K̂∗ = lim←−K
∗ ⊗ Z /pn Z is the p-adic completion. According to [Bel09, Proposition 2.9], this
isomorphism identifies O∗K ⊗Zp Qp with H
1
f (Gp,Qp(1)).
Example 3.3. Let K be a number field. Then, by [Bel09, Proposition 2.12] we have
H1f (GK ,Qp(1)) ' O∗K ⊗Z Qp .
Remark 3.4. More generally, when G is a topological group and V,W are finite-dimensional continuous
Qp-representations of G, we can identify H1(G,V ∗⊗W ) with the group Ext1(V,W ), and we can define
and identify H1f (G,V ∗ ⊗ W ) and Ext
1
f (V,W ), where the former contains crystalline torsors and the
latter crystalline extensions.
Nekovář’s approach is inspired by a motivic construction due to Scholl [Sch94] of archimedean local
height pairings arising in Beilinson’s extension of canonical heights to Chow groups based on mixed
Hodge structures.
3.2. Nekovář’s construction of p-adic heights. Fix a prime p and a finite set of primes T0. Let
T := T0∪{p}. For “good”12 p-adic Galois representations V , Nekovář constructs a bilinear p-adic height
pairing on Bloch–Kato Selmer groups




This global p-adic height depends only on
(a) the choice of an idèle class character χ : A×Q/Q
× → Qp,
(b) a splitting s of the Hodge filtration on VdR := Dcris(V ).
For everything that follows, we let X/Q denote a nice curve of genus g ≥ 2 such that X has good
reduction at p and such that T0 contains the set of primes of bad reduction for X. We set V = H1ét(XQ)
∗,
This V is “good” in the sense of Nekovář; in particular V is crystalline and VdR = H1dR(XQp)
∗ by a
theorem of Faltings [Fal89]. Note that the choices (a) and (b) are exactly the choices required in the
construction of Coleman and Gross.
In [Nek93, Section 2], Nekovář presents a global construction of the height pairing h. We will not
discuss it here, but rather focus on a construction of local heights hv, so that we have




See [Nek93, §4] for more details. See also [BDM+19, §3], [BD18a, §4.2] for similar treatments, and
a reformulation in terms of non-abelian cohomology. A generalization of Nekovář’s construction is
discussed in [BD18b].
12The conditions for being “good” are spelled out in [Nek93, 2.1.2]. In particular, we want V to be crystalline at p and
unramified outside T .
COMPUTATIONAL TOOLS FOR QUADRATIC CHABAUTY 43
Recall that, starting with two points in J(Q), the local Coleman–Gross heights are defined by first
choosing divisors of degree 0 representing these points. The local heights then depend on these choices,
whereas the global height does not. In our present setting, the idea is to interpret classes e1 ∈ H1f (GQ, V )
and e2 ∈ H1f (GQ, V ∗(1)) as extensions
0→ V → E1 → Qp → 0
0→ Qp(1)→ E2 → V → 0,
where we identify H1f (GQ, V ) with crystalline extensions of V by Qp with a continuous GQ-action.
Nekovář shows [Nek93, Proposition 4.4] that one can lift these extensions to form a mixed extension




0 Qp(1) E2 V 0





and having a weight filtration by GQ-subrepresentations
0 = W−3E ⊆W−2E ⊆W−1E ⊆W0E = E ,
so that W−1E ' E2 and W0E/W−2E ' E1. In other words, the mixed extension E has a block matrix
representation 1 0 0∗ ρV 0
∗ ∗ χp

where the representation ρV corresponds to V and χp is the p-adic cyclotomic character.
Given any mixed extension E of GQ-representations with graded pieces Qp, V and Qp(1), we can
define projections
(20) π1(E) := [W0E/W−2E] ∈ H1(GQ, V ), π2(E) := [W−1E] ∈ H1(GQ, V ∗(1)) .
For a mixed extension E of E1 and E2 as above, we then have πi(E) = ei.
For every prime v, we can define local mixed extension of Gv-representations with graded pieces
Qp, V and Qp(1) in an analogous way. We say a global mixed extension E is crystalline if locp(E) is
crystalline. If E is crystalline, the projections πi(E) are crystalline as well.
Nekovář defines a local height hv on mixed extension of Gv-representations with graded pieces Qp, V
and Qp(1). We will assume it is of the form locv(E) for a global mixed extension E. The local height
is not well-defined on H1f (GQ, V ) × H
1
f (GQ, V
∗(1)), it depends on the chosen mixed extension (in fact
44 JENNIFER S. BALAKRISHNAN AND J. STEFFEN MÜLLER
on its equivalence class). Such mixed extensions can be added via the Baer sum; the local heights are
then bi-additive in the sense of [BD18a, Definition 4.4]. By [Nek93, Theorem 4.11],




is independent of the choice of E and defines a bilinear pairing




By Poincaré duality, we have V ' V ∗(1), so we in fact get a bilinear pairing
h : H1f (GQ, V )×H
1
f (GQ, V )→ Qp .
Remark 3.5. If ker(s) is isotropic with respect to the dual of the cup product, then this pairing is
symmetric by [Nek93, Theorem 4.11 (4)].
Remark 3.6. One can associate a mixed extension as above to a pair of divisors D1, D2 ∈ Div0(X)
with disjoint support via an étale Abel-Jacobi map, see [Nek93, Section 5]. Besser [Bes04] shows that
for our choice of V , the local Coleman–Gross and Nekovář heights (with respect to these choices) are
equivalent.
3.3. Local heights. The construction of the local heights hv is not particularly intuitive. The rough
idea is to construct a class c ∈ H1(Gv,Qp(1)) (crystalline when v = p) from a local mixed extension
Ev. One can then use the Kummer isomorphism
κv : Q̂∗v ⊗Zp Qp
'−→ H1(Gv,Qp(1))
to define a p-adic number
(22) hv(Ev) := χv(c) ∈ Qp,
where χv is the map
(23) χv : H1(Gv,Qp(1))→ Q̂∗v ⊗Qp → Qp
induced by the local component χv : Q∗v → Qp of our chosen idèle class character and by κ−1v . Our
exposition follows [BDM+19, §3] closely.
3.3.1. Local heights away from p. First consider a prime ` 6= p. Our main focus will be on algorithms
for hp, so we will only discuss this case briefly. Not that χ`(Z∗` ) = 0 because of continuity, hence the
second map in (23) factors through the valuation ord` : Q∗` → Z for v = `.
It is explained in [BDM+19, §3.2] that we have H1(G`, V ) = H1(G`, V ∗(1)) = 0, essentially since (by
the weight-monodromy conjecture for curves) H0(G`, V ) = H0(G`, V ∗(1))∗ = 0. Hence, if E` is a mixed
extension of G`-representations with graded pieces Qp, V and Qp(1), then, from the local version of the
diagram (19), we obtain a splitting E` ' V ⊕N , where N is an extension
0→ Qp(1)→ N → Qp → 0 ,
so the class c := [N ] lies in H1(G`,Qp(1)), and we define h`(E`) as in (22). See [Nek93, §4.6]
and [BDM+19, §3.2]. If E` is unramified, then h`(E`) = 0, so the sum in (21) is finite. More gen-
erally, a simple argument shows:
Remark 3.7. Suppose that E` is potentially unramified. Then h`(E`) is trivial by [BDM+19,
Lemma 3.2]. This implies that the local heights at ` of interest to us are trivial when X has po-
tentially good reduction at `.
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3.3.2. Local heights at p. We now describe the main object we will need to compute in order to apply
quadratic Chabauty for rational points: the local height hp(Ep), where Ep is a crystalline mixed exten-
sion Ep of Gp-extensions with graded pieces Qp, V and Qp(1). The construction is in terms of p-adic
Hodge theory. More precisely, the local height hp(Ep) is defined in terms of Dcris(Ep), which turns out
to be a mixed extension of filtered φ-module, defined below. For the mixed extensions of interest to
us, we will show later that we can construct Dcris(Ep) explicitly, by solving differential equations and
applying linear algebra.
The definition of hp(Ep) is similar to the construction of local heights away from p, but the con-
struction of the class c ∈ H1f (Gp,Qp(1)) is more involved, because we do not have H
1(Gp, V ) =
H1(Gp, V
∗(1)) = 0. We will end this section by making the construction rather explicit, in terms
of splittings of filtered φ-modules.
Definition 3.8. A filtered φ-module (over Qp) is a finite dimensional Qp-vector space W , equipped
with an exhaustive and separated decreasing filtration Fili and an automorphism φ. Recall
• exhaustive means W = ∪iFili,
• separated means ∩iFili = 0,
• decreasing means Fili+1 ⊆ Fili.
Example 3.9. Here are some examples of filtered φ-modules:
(1) Qp with Fil0 = Qp, Filn = 0 for all n > 0, and φ = id.
(2) Qp(1) = Dcris(Qp(1)) with Fil−1 = Qp, Filn = 0 for all n > −1, and φ = 1/p.
(3) By Faltings’ comparison theorem [Fal89], we have H1dR(XQp) = Dcris(H
1
ét(XQ,Qp)) and
H1ét(XQ,Qp) is crystalline. Frobenius φ on crystalline cohomology and the Hodge filtration
endow H1dR(XQp) with the structure of a filtered φ-module.
(4) VdR := H1dR(XQp)
∗ = Dcris(V ) with the dual filtration and action.
(5) The direct sum of Qp, V and Qp(1) has the structure of a filtered φ-module as well.
In general, we think of the filtration as a Hodge filtration and of the automorphism as a Frobenius
action coming from comparison theorems.
Remark 3.10. To be precise, all filtered φ-modules below are admissible (i.e. they come from p-adic
Galois representations), but we drop the adjective for simplicity.
The following construction will be used several times, so we state it as a
Lemma 3.11. For any filtered φ-module W for which
Wφ=1 = 0
we have an isomorphism
Ext1Fil,φ(Qp,W ) 'W/Fil
0 .
Proof. Given an extension of Qp by W in the category of filtered φ-modules
0→W → E → Qp → 0
choose a splitting sφ : Qp → E which is φ-equivariant. Furthermore, choose a splitting sFil : Qp → E
which respects the filtration. Then, since Wφ=1 = 0, sφ is unique, while sFil is only determined up to
an element of Fil0W , so
sφ − sFil + Fil0W ∈W/Fil0W
is independent of choices.
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The inverse of this map is the Bloch–Kato exponential. See [Nek93, Theorem 1.15] and [BK90,
§3.8]. 
The condition Wφ=1 = 0 will be satisfied by most filtered φ-modules we encounter. For instance, it
holds trivially for W = Qp(1), and the Weil conjectures imply that it holds for W = VdR.
The filtered φ-module Qp⊕V ⊕Qp(1) has a weight filtration, just like the mixed extensions of Galois
representations we encountered above. We call such objects mixed extensions of filtered φ-modules with
graded pieces Qp, V and Qp(1).
Now let Ep be a crystalline mixed extension of Gp-representations with graded pieces Qp, V and
Qp(1). Then EdR := Dcris(Ep) is a mixed extension of filtered φ-modules with graded pieces Qp, V and
Qp(1). In analogy with the case of Galois-representations, we can define crystalline extensions
E1 := EdR/Qp(1)
and
E2 := ker(EdR → Qp).
of filtered φ-modules:
0→ VdR → E1 → Qp → 0
0→ Qp(1)→ E2 → VdR → 0,
fitting into a commutative diagram (19) of filtered φ-modules.
By Lemma 3.11, we have
Ext1Fil,φ(Qp, E2) ' E2/Fil
0 .
Hence we can map the extension EdR of Qp by E2 into VdR/Fil0 via the exact sequence
(24) 0→ Qp(1)→ E2/Fil0 → VdR/Fil0 → 0,
and the image of EdR is [E1].
Let γ : VdR → E2 be the unique Frobenius equivariant splitting of




γ−→ E2 → E2/Fil0 .
Then [EdR] and δ([E1]) have the same image in VdR/Fil0; hence [EdR]−δ([E1]) ∈ Qp(1) by (24). Recall
that our goal was to construct a class in H1f (Gp,Qp(1)). But since
Qp(1) ' Ext1Fil,φ(Qp,Qp(1)) ' H
1
f (Gp,Qp(1))
by Lemma 3.11, we can think of this difference as a class
c := [EdR]− δ([E1]) ∈ H1f (Gp,Qp(1)).
As above, we define the height of Ep by
(25) hp(Ep) := χp(c).
In order to apply quadratic Chabauty in practice, it will be crucial to compute (25). To this end,
we now give a more explicit version, based on splittings of EdR. Namely, suppose that we are given a
vector space splitting
s0 : Qp⊕VdR ⊕Qp(1)
∼−→ EdR.
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We choose two further splittings
sφ : Qp⊕VdR ⊕Qp(1)
∼−→ EdR
sFil : Qp⊕VdR ⊕Qp(1)
∼−→ EdR,
where sφ is Frobenius-equivariant and sFil respects the filtrations. As in the proof of Lemma 3.11, we
have that sφ is unique and sFil is not.
Now choose bases for Qp, VdR,Qp(1) such that with respect to these bases we have
s−10 ◦ sφ =





s−10 ◦ sFil =





(the point is to make the “αFil-term“ in s−10 ◦ sFil zero).
Finally, the splitting s of the Hodge filtration defines idempotents




components, respectively. A computation shows
Proposition 3.12. We have
hp(Ep) = χp(γφ − γFil − βTφ s1(αφ)− βTFils2(αφ)).
4. Quadratic Chabauty: theory
In this section we discuss the theoretical justification for the quadratic Chabauty method. Since we
focus on computational methods in this course and the foundations of non-abelian Chabauty, of which
quadratic Chabauty is a special case, are covered in Kim’s lectures, we will be brief. Kim’s approach
relies on choosing a unipotent quotient U of the Qp-étale fundamental group of a curve and defining a
subset of p-adic points containing the rational points using local conditions. The hope is that this set
can be proved to be finite and can be computed explicitly.
Our main situation of interest is when the Chabauty condition is not satisfied, but the curve satisfies
the quadratic Chabauty condition (29). In particular, this condition holds when the Mordell-Weil rank
is equal to the genus and the Picard number is greater than 1, a situation frequently encountered for
modular curves, as shown by Siksek [Sik17]. In this case, we can construct a non-abelian quotient U
such that the corresponding set of p-adic points is finite and, we can indeed compute it. In the present
section, we show finiteness.
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4.1. Chabauty–Kim theory. Let X be a nice curve over Q of genus g > 1, and let J be its Jacobian.
Assume X(Q) 6= ∅ and fix b ∈ X(Q). We fix a prime p of good reduction, we let T0 denote the set of
bad primes for X, and we set T := T0 ∪ {p}.
We begin by reformulating classical Chabauty in terms of p-adic Hodge theory, see also [Cor19] and
Zureick-Brown’s lectures. As in the previous section, we let V := H1ét(XQ,Qp)
∗, and VdR := H1dR(XQp)
∗,
viewed as a filtered vector space with the dual filtration to the Hodge filtration, so that there is an
isomorphism VdR/Fil0 ' H0(XQp ,Ω1)∗. Let GT be the maximal quotient of GQ unramified outside T .
The étale formulation of classical Chabauty can be summarized in the following commutative diagram:
(26)
X(Q) X(Qp)
J(Q) J(Qp) H0(XQp ,Ω
1)∗
H1f (GT , V ) H
1









We give a very brief summary of Kim’s generalization, referring to [Kim09] and Kim’s lectures
for more details. Choose a Galois-stable unipotent quotient U of πét1 (XQ)Qp , the unipotent Qp-étale
fundamental group of XQ with base point b. The latter is the Qp-pro-unipotent completion of π
ét
1 (XQ).
We also want U to be motivic, in the sense that it also has a de Rham realization. In fact we will
assume that U is a quotient of the maximal n-unipotent (i.e. having unipotency index ≤ n) quotient
of πét1 (XQ)Qp , which we denote by Un.












where jU and jU,v denote the global, respectively local, unipotent Kummer maps defined in [Kim05,
Kim09]. It is a highly nontrivial result due to Kim [Kim05, Kim09] that the nonabelian pointed
continuous cohomology sets H1(GT , U) and H1(Gv, U) are affine algebraic varieties over Qp. Kim
also shows that the localization maps are variety morphisms and that the crystalline torsors have the
structure of (the Qp-points on) a subvariety.
In analogy with the classical theory of Selmer groups, we can cut down H1(GT , U) by local conditions
to find a pointed set containing the images of the rational points, which we hope to be able to compute.
Definition 4.1 ([BD18a, Definition 2.2]). We define the Selmer variety Sel(U) to be the reduced scheme
associated to the subscheme of H1(GT , U) containing those classes c such that
• locp(c) is crystalline,
• loc`(c) ∈ jU,`(X(Q`)) for all ` 6= p,
• the projection of c to H1(GT , V ) comes from an element of J(Q)⊗Qp.
See Kim [Kim09] for a proof that H1f (Gp, U) is a subvariety of H
1
f (Gp, U); it also follows from loc. cit.
and [KT08] that Sel(U) is a subvariety of H1(GT , U) (see [Kim12]) for an explanation why the conditions
above might not produce a reduced scheme). The relation between our (slightly non-standard) definition
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of the Selmer variety and other definitions in the literature is discussed in [BD18a, Remark 2.3]. Our
version has the convenient feature that our results will not depend on finiteness of the p-primary part
of the Shafarevich-Tate group of J .
Since jU,p(X(Qp)) ⊂ H1f (Gp, U) by Olsson’s comparison theorem [Ols11, Theorem 1.4] in non-abelian
p-adic Hodge theory, we obtain another commutative diagram
(27)
X(Q) X(Qp)
Sel(U) H1f (Gp, U).
jU jU,p
locp
Remark 4.2. Note that under our definitions, Sel(U) need not be contained in H1f (GT , U), because
jU,`(z) need not be unramified for all ` 6= p and z ∈ X(Q`). In contrast to Bloch–Kato’s foundational
paper [BK90] and much of the subsequent literature, many papers in non-abelian Chabauty do not
require unramified away from p in their definition of the global H1f . Following [BD18b], we will try to
avoid confusion by writing H1f,S(GT , U) to mean those classes that are crystalline at p and unramified
at all primes ` that are not in S, where we will always choose S to be a subset of T0. In this notation,
we have H1f,∅(GT , U) = H
1
f (GT , U) and Sel(U) ⊂ H
1
f,T0(GT , U) (but see Remark 4.4 below).
Although the image of jU,` can be unramified, we have the following result about its image.
Theorem 4.3 (Kim–Tamagawa [KT08]). Suppose that ` 6= p. Then the image jU,`(X(Q`)) is finite.
For a prime ` of good reduction for X, the image is trivial.
This crucial result will enable us to control certain local heights away from p in a manner somewhat
similar to Proposition 2.29. In fact we will use the following generalization of the second statement.
Remark 4.4 ([BD18a, Lemma 5.4]). If X has potentially good reduction at `, then jU,`(X(Q`)) is trivial.
Hence
Sel(U) ⊂ H1f,T ′0(GT , U),
where T ′0 is the set of bad primes of X where X has potentially good reduction.
We define
X(Qp)U := j−1p (locp Sel(U)) ⊂ X(Qp).
By commutativity of the diagram (27), we have that X(Q) ⊂ X(Qp)U . Since U is a quotient of the
maximal n-step unipotent quotient Un of the Qp-étale fundamental group of XQ with base point b, we
obtain
(28) X(Q) ⊂ X(Qp)n := X(Qp)Un ⊂ X(Qp)U .
Of course this is only useful for the purpose of computing rational points if X(Qp)U is finite and can
be computed in practice. Kim conjectured that the first condition is eventually satisfied:
Conjecture 4.5 (Kim [Kim09]). For n 0, X(Qp)n is finite.
There is very strong evidence for this conjecture, as shown in [Kim09, Section 3]. It is implied by a
special case of the conjecture of Bloch–Kato (and other standard conjectures on motives).
For computational purposes this is sufficient, once we can compute X(Qp)n as in Conjecture 4.5. The
reasons is that the Mordell–Weil sieve, discussed in Section 5.3.3 can often be used to show that given p-
adic points do not come from a rational point. However, one of the most exciting potential applications
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of Kim’s ideas would be an effective version of the Mordell conjecture. But while heuristics imply that
the Mordell-Weil sieve should always work eventually [Poo06], it is not effective. The following stronger
conjecture circumvents this issue.
Conjecture 4.6 (Kim [BDCKW18]). For n 0, X(Qp)n = X(Q).
The n in Conjecture 4.6 may not be the n of Conjecture 4.5. They can differ already for the
Chabauty–Coleman case n = 1. See recent work of Bianchi [Bia19a] along these lines in the case of
punctured elliptic curves.
Project 4.7 (Quadratic Chabauty and Kim’s conjecture). When X/Q is a genus g curve with r =
rk J(Q) = g − 1, then typically the set of p-adic points X(Qp)1 cut out by the Chabauty–Coleman
method strictly contains X(Q). In this project, we will first give an algorithm to compute the quadratic
Chabauty setX(Qp)2 under these hypotheses. Then we will investigate whether the quadratic Chabauty
set, which satisfies
X(Q) ⊂ X(Qp)2 ⊂ X(Qp)1 ⊂ X(Qp),
is equal to X(Q). (See [Bia19a] for the case of integral points on punctured elliptic curves.) If X(Q) 6=
X(Qp)2, we would like to characterize the points in X(Qp)2 \X(Q). This project could be carried out
on a database of genus 2 and 3 curves [The19].
Generalizing the étale formulation of classical Chabauty, Kim’s approach is to show finiteness of
X(Qp)U using p-adic Hodge theory. He obtains the following amendment of diagram (27):
X(Q) X(Qp)




We refer to [Kim09] and Kim’s lectures for the definitions of UdR := Dcris(U) (a quotient of Deligne’s
de Rham fundamental group πdR1 (XQp , b)), the isomorphism H
1
f (Gp, U) → UdR/Fil
0 (coming from
Olsson’s comparison theorem [Ols11, Theorem 1.4]), and the locally analytic maps jdRU (these are
iterated Coleman integrals).
Note that this diagram specializes to Diagram (26) for U = V .
The analogue of the analytic properties of AJb (specifically that if there exists a nonzero functional
we can construct that vanishes on J(Q) with Zariski dense image, given by a convergent p-adic power
series then there are finitely many zeros on each residue disk of X(Qp)) is as follows:
Theorem 4.8 (Kim [Kim09]). The map jdRU has Zariski dense image and is given by convergent p-adic
power series on every residue disk.
The analogue of the Chabauty–Coleman hypothesis of r < g is the non-density of locU,p.
Theorem 4.9 (Kim [Kim09]). Suppose locU,p is non-dominant. Then X(Qp)U is finite.
All known finiteness results come from bounding the dimension of Sel(U). For instance, Coates and
Kim used Iwasawa theory to obtain dimension bounds in the following setting:
Theorem 4.10 (Coates–Kim [CK10]). Let X/Q be a nice curve of genus g ≥ 2 and suppose that J is
isogenous over Q to a product
∏
Ai of abelian varieties, with Ai having CM by a number field Ki of
degree 2 dimAi. Then X(Qp)n is finite for n 0.
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Example 4.11. Theorem 4.10 shows eventual finiteness in many nontrivial settings. For instance, Ellen-
berg and Hast use it to prove finiteness of rational points on solvable covers of P1 over Q, see [EH17].
4.2. Quadratic Chabauty. Suppose that the set X(Qp)1 cut out by classical Chabauty–Coleman is
infinite. The goal of the quadratic Chabauty method is to
(a) show that X(Qp)2 is finite
(b) construct explicit functions on X(Qp) cutting out (a finite set containing) X(Qp)2.
In this section, we tackle (a), using Theorem 4.9. We will focus on (b) in Section 5.
Let ρ(J) denote the Picard number of J , that is, the rank of NS(J), the Néron-Severi group of J (as
a variety over Q). In this section, we will prove the following fundamental result.
Theorem 4.12 ([BD18a, Lemma 3.2]). Suppose that
(29) rk(J(Q)) < g + ρ(J)− 1 .
Then X(Qp)2 is finite.
We call (29) the quadratic Chabauty condition. The rough idea of the proof is to show that, assuming
(29), there exists a Galois-stable quotient U of U2 such that dim Sel(U) < dim H1f (Gp, U). The result
then follows from (28) and Theorem 4.9.
In fact, we will first prove a simpler, but important special case.
Proposition 4.13. Suppose that X has potentially good reduction everywhere. If rk(J(Q)) = g and
ρ(J) > 1, then X(Qp)2 is finite.
For instance, this suffices to prove finiteness of X(Qp)2 for the split (or non-split) Cartan modular
curve at level 13 [BDM+19].
4.3. Dimension counts. From now on, suppose that U is a Galois-stable quotient of U2 which sits in
a Galois-equivariant short exact sequence
(30) 1→ [U,U ]→ U → V → 1 ,
where V = H1ét(X̄,Qp). We want to choose U so thatX(Qp)U is finite. Of course we cannot take U = V ,
since that would only recover Chabauty’s result. The idea is to choose U only “slightly non-abelian”. In
order to do so, we first compute dim H1f (Gp, U) and bound dim Sel(U) in terms of data depending only
on [U,U ]; this will then suggest find a quotient U such that [U,U ] ' Qp(1) (or a direct sum thereof).
We start with the local computation.
Lemma 4.14. We have
dim H1f (Gp, U) = dim H
1
f (Gp, [U,U ]) + g.
Proof. Note that all representations in (30) are de Rham. Hence, we obtain a short exact sequence
(31) 1→ DdR([U,U ])/F 0 → DdR(U)/F 0 → DdR(V )/F 0 → 1 .
Now we have an isomorphism of schemes (algebraic by [Kim05, Section 1])
H1f (Gp,W ) ' DdR(W )/F 0
for W ∈ {[U,U ], V, U} (since φ = 1 on these; compare Lemma 3.11) and therefore we deduce
(32) dim H1f (Gp, U) = dim H
1
f (Gp, [U,U ]) + dim H
1
f (Gp, V )
from (31). But H1f (Gp, V ) ' H
0(XQp ,Ω
1), so the result follows. 
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We now turn to the dimension of Sel(U). We have that H0(GT ,W ) = 0, for all terms in (30), so the
corresponding six-term exact sequence of non-abelian Galois cohomology (see Proposition A.2) induces
an exact sequence
H1(GT , [U,U ])→ H1(GT , U)→ H1(GT , V ) .
It is shown in [Kim05] that this is an exact sequence of pointed varieties, inducing another exact sequence
(33) H1f (GT , [U,U ])→ H
1
f (GT , U)→ H
1
f (GT , V )
of pointed varieties (note that this is in general weaker than the local version leading to (32)).
For now let’s assume that X has potentially good reduction everywhere. This implies that a class
c ∈ Sel(U) satisfies loc`(c) = 0 (and, in particular, is unramified) for all ` 6= p; hence
(34) Sel(U) ⊂ H1f,∅(GT , U) = H
1
f (GT , U).
This is where we use the third requirement in Definition 4.1: we may now conclude
(35) dim Sel(U) ≤ rk(J(Q)) + dim H1f (GT , [U,U ])
from (33) and (34) without any finiteness assumptions on the Shafarevich-Tate group.
To prove non-density of the localization map, we want H1f,∅(GT , U) (or H
1
f,T ′0
(GT , U) if we don’t
have potentially good reduction) to be small, and H1f (Gp, U) to be large. Hence it is natural to look
for quotients U such that [U,U ] ' Qp(1), since in this case Example 3.2, Example 3.3, Lemma 4.14
and (35) imply:
Lemma 4.15. Suppose that X has potentially good reduction everywhere. If rk(J(Q)) ≤ g and [U,U ] '
Qp(1), then X(Qp)U is finite.
We will generalize Lemma 4.15 below. For now, let us note:
Corollary 4.16. Suppose that X has potentially good reduction everywhere and that rk(J(Q)) ≤ g. If
there exists a Galois stable quotient U of U2 such that [U,U ] ' Qp(1), then X(Qp)2 is finite.
4.4. Constructing a Qp(1)-quotient of U2. We will now show that a quotient of U2 as in Corol-
lary 4.16 exists when the Picard number of J is strictly greater than 1.
Lemma 4.17. Suppose that ρ(J) > 1. Then there exists a Galois-stable quotient U of U2 surjecting
onto V such that [U,U ] = Qp(1).
Combining Corollary 4.16 and Lemma 4.17, we deduce Proposition 4.13.
All known methods to construct such a quotient U use a geometric approach. We will fol-
low [BDM+19] in phrasing the construction in terms of a correspondence Z ⊂ X × X. See [Smi05,
Chapter 3] for background on correspondences and [Mil80, Chapter VI.9] for background on cycle
classes. Applying the Künneth projector to the cycle class in H2(X̄ × X̄) of Z, we obtain
ξZ ∈ H1(X̄,Qp)⊗H1(X̄,Qp)(1) ' End H1(X̄,Qp).
Definition 4.18. A nontrivial correspondence Z ⊂ X ×X is nice if
(i) there are c1, c2 ∈ Pic(X) such that the pushforward of the class [Z] ∈ Pic(X × X) under the
canonical involution (x, y) 7→ (y, x) is [Z] +π∗1c1 +π∗2c2 where π1, π2 are the canonical projections,
(ii) the class ξZ , viewed as an endomorphism of H1(X̄,Qp), has trace zero.
Note that a correspondence satisfying (i) induces an endomorphism of J fixed by the Rosati involu-
tion, i.e. a nontrivial element of NS(J). This proves the first part of the following result. The second
part follows from (ii), since the trace factors through the cup product.
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Lemma 4.19 ([BDM+19, Lemma 2.4]). Suppose J is absolutely simple, and let Z ⊂ (X × X) be a
correspondence satisfying (i) above. Then ξZ lies in the subspace
2∧
H1(X̄,Qp)(1) ⊆ H1(X̄,Qp)⊗H1(X̄,Qp)(1).
Moreover Z is nice if and only if the image of ξZ in H2(X̄,Qp)(1) under the cup product is zero.
Composing the cycle class map with the Künneth projector, we therefore get a morphism






for every nice correspondence Z.
Proof of Lemma 4.17. Let U [2] := ker(U2 → U1 = V ), so that we have an exact sequence
1→ U [2]→ U2 → V → 1.
A Galois-stable quotient of U2 surjecting onto V is therefore of the form U2/W , where W is a Galois-
stable subrepresentation of U [2]. So if we have a Galois-equivariant morphism γ : U [2] → Qp(1), then




Qp(1) U V 1
γ =
To describe the representation U [2], note that there is an anti-symmetric pairing
V × V = U1 × U1 → U [2]
induced by the commutator map. It is surjective with kernel equal to the image of H2ét(X̄,Qp) inside
∧2V under the dual of the cup product ∪ : ∧2 H1(X̄,Qp)→ H2ét(X̄,Qp)∗, so the Galois representation
U [2] can be described via an exact sequence
1→ H2ét(X̄,Qp)
∪∗−−→ ∧2V → U [2]→ 1.
Hence we want a morphism
γ : Coker(∪∗ : H2ét(X̄,Qp)→ ∧2V )→ Qp(1).
By Lemma 4.19, if Z is a nice correspondence, then we can take γ := c(Z)∗(1), where c∗Z is the dual of
the map in (36). Then U := U2/ ker c(Z)∗(1) has the desired properties. Lemma 4.19 also implies that
the subspace of Pic(X ×X)⊗Q consisting of 0 and the classes of nice correspondences has dimension
ρ(J)− 1, completing the proof. 
In the following, we will denote the quotient U2/ ker c(Z)∗(1) associated to a nice correspondence Z
by UZ .
Remark 4.20. By the above, we can think of U as coming from a nontrivial cycle Z ∈ ker(ÃJ*), where
ÃJ*: NS(J)→ NS(X ×X)→ NS(X)
is as in [DF19, Section 2].
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Remark 4.21. Another construction of UZ is described in [BBB+19, §4.2]. It closely resembles the
approach of Edixhoven–Lido [EL19]. Roughly speaking, we start with a cycle Z ∈ ker ÃJ* as above,
lift it to a line bundle LZ on J whose restriction to X is trivial and we let UZ denote the Qp-étale
fundamental group of the Gm-torsor L∗Z . This yields the same UZ as the one in the proof above, and
probably (after taking a multiple and extending to the Néron model) the same Gm-torsor LZ as in
Edixhoven-Lido. Betts [Bet] constructs local p-adic heights on LZ(Qp), factoring through H1f (Gp, UZ);
his results could be used as an alternative way to our approach for computing local p-adic heights on
H1f (Gp, UZ) discussed below.
4.5. Beyond potentially good reduction: the twisting construction. To finish the proof of
Theorem 4.12, we need to generalize Lemma 4.15 by
• allowing [U,U ] ' Qp(1)⊕n, where 0 < n < ρ(J), rather than requiring [U,U ] ' Qp(1);
• removing the condition that X has potentially good reduction everywhere.
The first of these is trivial, since we have
dim H1f (Gp,Qp(1)⊕n) = n
by Example 3.2 and
dim H1f (GT ,Qp(1)⊕n) = 0
by Example 3.3. Moreover, the proof of Lemma 4.17 can be amended easily to show that we can always
construct a suitable quotient [U,U ] ' Qp(1)⊕ρ(J)−1. Hence the proof of Theorem 4.12 is complete once
we show the following result:
Lemma 4.22. Let U be a Galois-stable quotient of U2 which sits in a Galois-equivariant short exact
sequence (30). Then we have
(37) dim Sel(U) ≤ rk(J(Q)) + dim H1f (GT , [U,U ]).
Proof. Note that (37) is a generalization of (35). Recall that to prove (35), we used that Sel(U) ⊂
H1f (GT , U), which might not hold in general, see Remark 4.2. To remedy this, suppose that α = (α`)` ∈∏
`∈T0 j`(X(Q`)) is a set of local conditions such that α` ∈ j`(X(Q`)) is ramified for some `. Let Sel(U)α
denote the preimage of α under
∏
`∈T0 loc` and let β ∈ Sel(U)α. The idea is to to use the twisting
construction in non-abelian cohomology (see Appendix A) to show that Sel(U)α is isomorphic to a
subvariety H1f (GT , U (β))′ of H
1
f (GT , U
(β)). There is an analogue of the exact sequence (33) for U (β),
leading to an upper bound
(38) dim H1f (GT , U
(β))′ ≤ dim H1f (GT , U (β)) ≤ dim H
1
f (GT , V ) + dim H
1
f (GT , [U,U ])
and hence
dim Sel(U)α ≤ rk(J(Q)) + dim H1f (GT , [U,U ]).
Since Sel(U) is the disjoint union of finitely many Sel(U)α by Theorem 4.3, this proves the lemma.
We give a bit more detail. Letting U act on itself by conjugation, we form the twist U (β) of U by
the U -torsor β. Let
f : H1(GT , U)→ H1(GT , U (β))
denote the bijection from Proposition A.3, sending β to the trivial class. Then f maps crystalline classes
to crystalline classes and preimages of J(Q)⊗Qp to preimages of J(Q)⊗Qp, see the proof of [BD18a,




• locp(c) is crystalline
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• loc`(c) = 0 for all ` 6= p
• the projection of c to H1(GT , V ) comes from an element of J(Q)⊗Qp
(compare with Definition 4.1). By the first two items, we have H1f (GT , U (β))′ ⊂ H
1
f (GT , U
(β)), and the
discussion above shows that f(Sel(U)α) ⊂ H1f (GT , U (β))′. 13
Now consider the twists [U,U ](β) and V (β), where, as above, U acts by conjugation. Since this
action is unipotent, the two twisting morphisms are Galois-equivariant group isomorphisms. Hence the
twisting construction turns (33) into a Galois-equivariant exact sequence
1→ [U,U ]→ U (β) → V → 1,
resulting, via Kim’s arguments in [Kim05] as in the discussion following Lemma 4.14, in an exact
sequence of pointed varieties
H1(GT , [U,U ])→ H1(GT , U (β))→ H1(GT , V )
and, via [Kim09], in another exact sequence of pointed varieties
(39) H1f (GT , [U,U ])→ H
1
f (GT , U
(β))→ H1f (GT , V ) .
In the above, we are using by Remark A.4 the twisting morphism f is an isomorphism of schemes,
since H1(GT ,W ) and H1(GT ,W (β)) are affine schemes for W ∈ {[U,U ], U, V } by [Kim09]. Finally, (38)
follows from (39) just like (35). 
4.6. Extending the quadratic Chabauty Lemma. Theorem 4.12 has been extended in several
ways. First, there is an obvious extension to curves over imaginary quadratic fields, and in fact [BD18a,
Lemma 3.2] already includes this case. One needs to restrict to such fields because of the crucial use of
Example 3.3.
In [DF19], Dogra and Le Fourn extend Theorem 4.12 for Jacobians admitting an isogeny J → A×B
defined over Q such that Hom(A,B) = 0 and satisfying a condition similar to the quadratic Chabauty
condition, but phrased in terms of A and B. See [DF19, Proposition 1.6] for the precise statement.
They use this result to show that X(Qp)2 is finite for the nonsplit Cartan modular curve at prime level
N 6= p, whenever this curve has genus at least 2 and at least one rational point.
In [BD18b], Balakrishnan and Dogra weaken the rank condition by replacing ρ(J) by ρ(J) +
rk(NS(JQ̄)
c=−1), where c denotes complex conjugation. In this setting, one needs to allow more general
[U,U ]. This essentially exhausts the Artin-Tate part of [U2, U2], so new ideas are needed to prove
finiteness of X(Qp)2 for more general curves.
We expect that X(Qp)2 is finite for rk(J(Q)) < g2, independently of NS(JQ). In fact Balakrishnan–
Dogra show in [BD18b, Lemma 2.6] that this would follow from a special case of the Bloch–Kato
conjecture [BK90, Conjecture 5.3(i)], applied to X × X. In the proof, they work directly with U2,
rather than a quotient.
5. Computing with quadratic Chabauty
Let X/Q be a nice curve of genus g ≥ 2. In the previous section, we showed that when X satisfies
the quadratic Chabauty condition (29), then there is a Galois-stable quotient U = UZ of U2, depending
on a nice correspondence Z, such that X(Qp)U is finite (and hence X(Qp)2 is finite as well). We now
discuss how to compute X(Qp)U in practice.
13It can be shown that f is indeed an isomorphism, but we don’t need this in our argument.
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Recall the situation discussed in Section 2.3, in particular Corollary14 2.30: When X is hyperelliptic
and satisfies some additional conditions, then we use the Coleman–Gross construction of the p-adic
height pairing
h(P −∞, P −∞) = hp(P −∞, P −∞) +
∑
6̀=p
h`(P −∞, P −∞)
for P ∈ X(Q). We showed that
(i) the function P 7→ hp(P −∞, P −∞) extends to a locally analytic function θ : X(Qp)→ Qp;
(ii) h`(z −∞, z −∞) = 0 for integral15 points z ∈ X(Q`) ;
(iii) h is a symmetric bilinear pairing on J(Q)⊗Qp, and hence can be written as a linear combination
of a basis of such pairings.
More precisely, the local height hp had an interpretation as a sum of double Coleman integrals, which
can be thought of as a solution to a p-adic differential equation. Since we assumed in Corollary 2.30
that log restricts to an isomorphism J(Q) ⊗ Qp → H0(XQp ,Ω1)∗, we can construct a basis in (iii) via
products of single integrals. These are restrictions of locally analytic functions, so we get a function
ρ : X(Qp)→ Qp from (i) and (iii) with finitely many zeros which vanishes on integral points P ∈ X(Q)
(ii).
Remark 5.1. The presence of double Coleman integrals suggest that we have found some part of X(Zp)2,
the “quadratic” or depth 2 part of Kim’s nonabelian Chabauty, since X(Qp)n or X(Zp)n are cut out by
n-fold iterated integrals [Kim09, BDCKW18].
The difficulty in extending this construction to rational points is that we do not have a good way
to control
∑
` 6=p h`(P −∞, P −∞) (or a similar local height in the non-hyperelliptic case) for general
P ∈ X(Q). This is where we use Chabauty–Kim: Recall that for ` 6= p, the image jU,`(X(Q`)) inside
H1(G`, U) is finite by Theorem 4.3, and is trivial if X has potentially good reduction at ` by Remark 4.4.
Therefore we want (local and global) p-adic heights which factor through Kim’s unipotent Kummer maps
jU,v. It turns out that Nekovář’s construction of p-adic heights discussed in Section 3, based on p-adic
Hodge theory, makes this possible, via the twisting construction in non-abelian cohomology.
Recall that for a prime v the local Nekovář-height hv is defined on mixed extensions of p-adic Gv-
representations with graded pieces Qp, V and Qp(1). We will see below that we can take a torsor
P ∈ H1(Gv, U) and produce such a mixed extension τv(P ) (depending on Z). In fact, the same
construction produces a global mixed extension τ(P ) for P ∈ H1(GT , U). We deduce that the function
(40) Sel(U)→ Qp ; P 7→ h`(τ`(loc`(P )))
has finite image, and if X has potentially good reduction at `, then the image of the map (40) is trivial.
To ease notation, we write
A(x) := τ(jU,p(x))
for x ∈ X(Qv). This assigns a mixed extension of Gv-representations with graded pieces Qp, V and
Qp(1) to a Qp-rational point on X.
We now use this to give an analogue of Theorem 2.28 in the simplest situation covered by Theo-
rem 4.12, namely
(i) r = g > 1,
(ii) log : J(Q)⊗Qp → H0(XQp ,Ω1)∗ is an isomorphism
16, and
14More generally, see Theorem 2.28.
15See Proposition 2.29 for a more general statement.
16If this fails, we can simply use Chabauty–Coleman to compute the rational points.
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(iii) ρ(J) > 1.
Under these assumptions,
H1f (GQ, V )
locp−−−−−→ H1f (Gp, V )
log−−−−→ H0(XQp ,Ω
1)∗
is an isomorphism, so by Poincaré duality we may view the global height h as a bilinear pairing
h : H0(XQp ,Ω
1)∗ ×H0(XQp ,Ω
1)∗ → Qp .
By abuse of notation, we may replace the target of the projection maps π1, π2 introduced in (20) by
H0(XQp ,Ω
1)∗.
As in Section 3.2, we fix
(a) an idèle class character χ : A∗Q/Q
∗ → Qp,
(b) a splitting s of the Hodge filtration on VdR such that ker(s) is isotropic with respect to the dual of
the cup product pairing.
Recall from Remark 3.5 that the isotropicity condition implies that h is symmetric. The following result
sums up the theoretical foundation for our approach to computing rational points via p-adic heights:
Theorem 5.2 (Quadratic Chabauty for rational points [BD18a, Proposition 5.5]). Let X/Q be a nice
curve, let J be the Jacobian of X, assume that rk J(Q) = g > 1, and that ρ(J) > 1. Choose a prime
p of good reduction for X such that log : J(Q) ⊗ Qp → H0(XQp ,Ω1)∗ is an isomorphism. Choose a








αiψi ◦ (π1, π2)(A(x))
has finitely many zeros and takes values in a finite set S ⊂ Qp on X(Qp)U .
If X has everywhere potentially good reduction, then this holds for S = {0}.
Proof. By the above, ρ(X(Qp)U ) is contained in the finite subset of Qp coming from the possible values
of the functions in (40). To show that ρ only has finitely many zeros, we use that by [BD18b, Lemma 3.7],
(π∗, hp ◦ τp) : H1f (Gp, U) −→ H
1
f (Gp, V )×Qp
is an isomorphism of schemes. Because jU,p has Zariski dense image [Kim09], the result follows. 
To fill in the gaps in the discussion above, we will construct τ (and τp) in the next subsection. This
will be done by first constructing a mixed extension AZ as a quotient of the universal enveloping algebra
of the Lie algebra of πét1 (XQ)Qp , following the construction of U itself. Then we define τ via the twisting
construction in non-abelian cohomology.
In Section 5.2, we discuss how to compute π1(A(x)), π2(A(x)) and hp(A(x)) for x ∈ X(Qp). Further
computational issues are addressed in Section 5.3; there, we also give an algorithmic version of Theo-
rem 5.2 (Algorithm 5.27), and we describe how the set S can be computed and how the coefficients αi
can be derived for a suitable basis {ψi}. In particular, this will show:
Corollary 5.3. In the situation of Theorem 5.2, the function ρ and the set S are explicitly computable.
Finally, we give a worked example, determining rational points on the modular curve X0(167)/w67
in Section 5.4, and we discuss some possible future directions in Section 5.5.
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Remark 5.4. In Theorem 5.2, the dependence on Z is hidden by our notation. In fact, both the mixed
extensions A(x) (and thus the function ρ) and the set S depend on Z. Due to our crucial use of local
heights, ρ depends on the choices of χ and s, and S depends on χ.
Remark 5.5. In [BD18a, Section 6], Balakrishnan and Dogra show that for z ∈ X(Qv), the mixed
extension A(x) can be expressed geometrically, as the mixed extension associated to the divisors z − b
and DZ(b, z) on X of degree 0 as in [Nek93, Section 5]. They use this to compute the rational points
on a bielliptic genus 2 curve over Q and the Q(i)-rational points on the bielliptic genus 2 curve X0(37),
answering a question of Daniels and Lozano-Robledo. Here
DZ(b, z) = ∆
∗(Z)− i∗1,b(Z)− i∗2,z(Z) ,
where i1,b(x) = (x, b) ∈ X ×X, i2,z(x) = (z, x) and ∆: X → X ×X is the diagonal embedding. One
needs that Z does not intersect (∆−X×x1−x2×X) for any pair (x1, x2) ∈ X×X. In particular, this
approach requires that we have explicit equations for Z as a divisor on X ×X. When X is a bielliptic
curve of genus 2, then Z is a sum of sections, and the heights can be computed on the corresponding
elliptic curves.
In work in progress of Besser, Müller, and Srinivasan, a version of Theorem 5.2 is proved by applying
the construction of Coleman–Gross and p-adic Arakelov theory [Bes05] directly to the divisors z − P
and DZ(b, P ) without relying on fundamental groups or p-adic Hodge theory. This also leads to an
alternative way to compute the function ρ and the set S.
Remark 5.6. What if we have two nice correspondences Z,Z ′? Under our assumptions, the correspond-
ing sets X(Qp)UZ and X(Qp)UZ′ are the same if and only if Z and Z
′ are dependent17, see [BD18a,
Remark 5.7].
Remark 5.7. In the remainder of these notes, we discuss how Theorem 5.2 can be turned into a method
for computing the rational points for a given curve X. However, it is also possible to bound #X(Q) for
curves X satisfying our assumptions; see [BD19a]. See also [DF19] for an extension.
5.1. Twisting and mixed extensions. In this section, we first construct a mixed extension AZ of
Galois representations with graded pieces Qp, V and Qp(1), depending on a nice correspondence Z on
X, which we fix. The idea is to mimic the construction of UZ , but on the Lie algebra side. For more
details, see [BD18a, Section 5], and see [BD18b, Sections 3,4] for a generalization.
Recall that UZ is a unipotent quotient of πét1 (XQ, b)Qp , the unipotent Qp-étale fundamental group of
XQ. We first define
Zp[[πét,(p)1 (XQ, b)Qp ]] := lim←−Zp[π
ét
1 (XQ, b)]/N
where the limit is over all group algebras of finite quotients of p-power order [Qui69, Appendix A].
Letting I denote the augmentation ideal of Qp⊗Zp[[π
ét,(p)
1 (XQ, b)Qp ]], we define the algebra
An := An(b) := Qp⊗Zp[[πét1 (XQ, b)Qp ]]/I
n+1.
Then An is a quotient of the enveloping algebra of Un; in fact the limit of the An is (isomorphic to)
the pro-universal enveloping algebra of πét1 (XQ, b)Qp , see [CK10, §2]. Moreover, there is an action of
πét1 (XQ, b)Qp on An which factors through Un.
For n = 1, 2, we can describe An as follows:
1→ V → A1 → Qp → 1,
17as elements of the space of nice correspondences (together with 0); i.e. as elements of ker(NS(J)→ NS(X))
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and, similar to the situation18 considered in Section 4.4, there is an exact sequence
(41) 1→ coker(Qp(1)
∪∗−−→ V ⊗2)→ A2 → A1 → 1,
coming from the isomorphism I2/I3 ∼= coker(Qp(1)
∪∗−−→ V ⊗2). Following the argument in Lemma 4.17,
we can define a quotient of A2 using Z as follows.
Definition 5.8. The representation AZ := AZ(b) is the pushout of A2 by
cl∗Z : coker(Qp(1)
∪∗−−→ V ⊗2)→ Qp(1).
Note that UZ acts faithfully on AZ on the left; the action is unipotent with respect to the I-adic
filtration. In fact we have:
Lemma 5.9. The I-adic filtration gives AZ the structure of a crystalline mixed extension of GT -
representations with graded pieces Qp, V,Qp(1).
To show that AZ is crystalline, one first proves that A2 is crystalline using [Ols11, Theorem 1.4].
Recall that we want to construct a mixed extension with graded pieces Qp, V,Qp(1) from a given
torsor P ∈ Sel(UZ). Via the action of UZ on AZ , this can now be achieved by twisting AZ (see
Appendix A).
Definition 5.10. For P ∈ H1(GT , U) we define
τ(P ) := P ×UZ AZ .
When x ∈ X(Q) and P is the path torsor P (b, x) := πét1 (XQ, b, x), then we define A(x) := τ(P ).
The most important features of the twisting map τ are summarized in the following lemma. Since
we want to focus on computational methods, we refer to [BD18a, §5.1] and [BD18b, §3.3] for proofs of
these assertions.
Lemma 5.11. Let P ∈ H1(GT , U). Then we have the following:
(i) τ(P ) is a mixed extension of GT -representations with graded pieces Qp, V,Qp(1).
(ii) The map τ is injective.
(iii) If P is crystalline at p, then τ(P ) is crystalline at p as well.
(iv) We have π1(τ(P )) = P ×UZ A1 and π2(τ(P )) = P ×UZ IAZ .
Remark 5.12. Similarly, we can construct a mixed extension τv(P ) of Gv-representations from a local
torsor P ∈ H1(Gv, U), with the special case A(x) for x ∈ X(Qv). The analogue of Lemma 5.11 remains
valid for τv.
For our algorithm, we need to describe πi(A(x)) explicitly for i = 1, 2 and x ∈ X(Q). See [BD18a,
§ 5.2] and [BD18b, Lemma 3.5] for more details. We find that on H0(XQp ,Ω
1)∗, we have
π1(A(x)) = log([x− b])
(similar to Section 2.3), but π2(A(x)) is more difficult to describe, since it depends on Z. In
Ext1(V,Qp(1)) we have
[P (b, x)×UZ IAZ ] = EZ(π1(A(x))) + [IAZ ],
18Note that coker(Qp(1)
∪∗−−→ V ⊗2) ∼= coker(Qp(1)
∪∗−−→ ∧2V )⊕Sym2V ; in Section 4.4 there was no Sym2V summand.
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where EZ is the endomorphism of H1f (GT , V ) induced by Z. So let cZ ∈ H
0(XQp ,Ω
1)∗ be the constant
functional corresponding to [IAZ ]. This is a p-adic logarithm of the Chow-Heegner point associated to
Z, see [BDM+19, Remarks 3.11 and 5.6] and [DRS12]. Then, in H0(XQp ,Ω
1)∗, we find
(42) π2(A(x)) = EZ(log([x− b])) + cZ ,
where, by abuse of notation, EZ denotes the endomorphism of H0(XQp ,Ω
1)∗ induced by Z.
In practice, we can read off πi(A(x)) directly from our explicit description of A(x), see (48) below.
5.2. Algorithms for the local height at p. To compute X(Qp)U , we need to compute hp(A(x)), so
we need to choose a nice correspondence Z and write the locally analytic function
θ : X(Qp)→ Qp
x 7→ hp(A(x))
as a power series on every residue disk of X(Qp). In this section, we follow [BDM+19] closely.
By Proposition 3.12 we have the formula
(43) hp(A(x)) = χp(γφ − γFil − βTφ · s1(αφ)− βTFils2(αφ)),
for the local height of the mixed extension A(x). The quantities on the right hand side only depend on
the filtered φ-module Dcris(A(x)), so it suffices to compute an explicit description of this. In particular,
we do not need to construct the representation A(x) at all.
We will utilize the de Rham realization of AZ : this is a filtered connection AZ with Frobenius struc-
ture (more precisely, a unipotent isocrystal), and Olsson’s comparison theorem [Ols11, Theorem 1.4]
then implies the following isomorphism of filtered φ-modules:
Lemma 5.13 ([BDM+19, Lemma 5.4]). We have
x∗AZ = Dcris(A(x)), for all x ∈ X(Qp).
Hence it suffices to construct the Hodge filtration and Frobenius structure of AZ . We will construct
the filtered connection AZ as a quotient of a universal connection AdR2 via push-out, similar to the
construction of UZ and AZ . The universal properties of AdR2 then allow us to determine the Hodge
filtration and Frobenius structure of AZ uniquely. The Hodge filtration is determined by the Hodge
filtration on its graded pieces, as well as its global nature: that starting with an affine piece Y , it
extends nicely to X, by work of Hadian. The Frobenius structure is determined by its action on the
unit vector [BDM+19, Lemma 5.2], which is essentially an initial condition for our p-adic differential
equation that we can extend via parallel transport.
Definition 5.14. A filtered connection (V,∇) is a connection on X together with an exhaustive,
descending filtration
· · · ⊇ Fili V ⊇ Fili+1 V ⊇ · · ·
satisfying Griffiths transversality
∇(Fili V ) ⊆ Fili−1 V ⊗ Ω1.
We use the Tannakian formalism, see [Del90, DM82]. Let CdR(X) be the category of unipotent vector
bundles19 with connection on X. The fiber functor b∗ at the base point b ∈ X(Q) gives CdR(X) the
structure of a neutral Tannakian category. Its fundamental group πdR1 (X, b) is pro-unipotent (it is the
direct limit of its n-step unipotent quotients UdRn (b)), so we obtain a unipotent Tannakian category.
19In general, one would also require flatness, but this is automatic for curves.
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For n 6= 1, we define
AdRn (b) := A(CdR(X, b∗))/In+1,
where A(CdR(X, b∗)) is the pro-universal enveloping algebra with augmentation ideal I. For x ∈ X(Qp),
we have associated path torsors
AdRn (b, x) := A
dR
n (b)×πdR1 (X,b) π
dR
1 (X; b, x).
The theory of universal objects in unipotent Tannakian categories (see [BDM+19, Appendix A.1]
and [BD18b, Appendix A]) shows that there is a universal n-step unipotent object (see [BDM+19,
Definition A.2, Lemma A.3])
AdRn := AdRn (b)
associated to the πdR1 (X, b)-representation AdRn (b). In other words, if V is an n-step unipotent connection
on X and v ∈ b∗V, then there is a unique morphism of connections f : AdRn → V such that b∗(f)(en) = v
(en being the unit element). As discussed in [Kim09], AdRn carries a Hodge filtration Fil
• satisfying the
following universal property.
Theorem 5.15 (Hadian [Had11]). For all n > 0 the Hodge filtration Fil• on AdRn (b) is the unique
filtration such that
(1) Fil• makes (AdRn (b),∇) into a filtered connection.
(2) The natural maps induce a sequence of filtered connections:
V ⊗ndR ⊗OX → A
dR
n (b)→ AdRn−1(b)→ 0.
(3) The identity element of AdRn (b) lies in Fil
0AdRn (b).
In analogy with (41), we obtain an exact sequence of filtered vector bundles
0→ coker(H2dR(X)∗
∪∗−−→ V ⊗2dR )⊗O(X)→ A
dR
2 → AdR1 → 0.
Recall the discussion of nice correspondences in Section 4.4; the statements there have natural de Rham
analogues. We will denote the Tate class in H1dR(X/Q)⊗H
1
dR(X/Q) induced by a nice correspondence
Z (and its matrix representation with respect to the basis {ωi}) also by Z; in analogy with (36), Z
induces a map
(44) coker(H2dR(X)
∗ ∪∗−−→ V ⊗2dR )→ Qp(1).
As before, we can now form a quotient by push-out, noting that it carries the structure of a filtered
connection.
Definition 5.16. The filtered connection AZ := AZ(b) is the pushout of AdR2 by the map (44).
Remark 5.17. The important part of Theorem 5.15 is the uniqueness. Below, the sub-bundle Fil0 of the
quotient AZ of AdR2 is determined in an explicit trivialization on Y , by writing down a general form for
a basis, solving for the coefficients using the fact that it extends uniquely to X and satisfies the three
conditions.
Remark 5.18. In our setting, Griffiths transversality is actually an empty condition, since Fil1AZ = 0
and Fil−1AZ = AZ .
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5.2.1. Computing the Hodge filtration. The Hodge filtration on AZ is determined by the Hodge filtration
on its graded pieces, via the universal property in Hadian’s theorem.
We first determine it on an affine open Y ⊆ X. This is easier than working directly on X, since
unipotent vector bundles on Y are trivial. Let b ∈ Y (Q) and suppose
#(X r Y )(Q) = d
and let L/Q be a finite extension over which all points of D = X r Y are defined.
Choose differentials ω0, . . . , ω2g+d−2 ∈ H0(YQ,Ω1) such that
(1) The differentials ω0, . . . , ω2g−1 are of the second kind on X and form a symplectic basis of
H1dR(XQ) with respect to the cup product pairing.
(2) The differentials
ω2g, . . . , ω2g+d−2
are of the third kind on X, by which we mean that all poles are simple; in this section, we do
not require integer residues.
The connection AdRn (X)|Y can be obtained as a quotient of a connection A
dR
n (Y ) having similar
universal properties, but on Y . More precisely AdRn (X)|Y is the maximal quotient of A
dR
n (Y ) which
extends to a holomorphic connection on X. The connection AdRn (Y ) can be computed explicitly via a
universal property due to Kim (see [BDM+19, Section 4.2]). It follows from this and from [BDM+19,
Remark 4.9] that we may choose a trivialization
s0(b, ·) : (Q⊕VdR ⊕Q(1))⊗OY
∼−→ AZ |Y
such that the connection ∇ on AZ via this trivialization is given by
s−10 ∇s0 = d + Λ,
where
Λ = −
0 0 0~ω 0 0
η ~ωTZ 0

for some η of the third kind on X, and where
~ω = {ω0, . . . , ω2g−1}.
This is to be understood with respect to a basis
{1, T0, . . . , T2g−1, S}
of the 2-step unipotent filtration, where T0, . . . , T2g+d−2 is the basis of VdR(Y ) = H1dR(Y )∗ dual to
ω0, . . . , ω2g+d−2.
Lemma 5.19 ([BDM+19, Lemma 4.10]). The differential η in Λ is the unique differential satisfying
the following two conditions:
(1) η is in the span of
{ω2g, . . . , ω2g+d−2}.
(2) The connection ∇ extends to a holomorphic connection on the whole of X.
The proof uses a unipotent gauge transformation Cx at all x ∈ D = X \Y , which we now introduce.
In a formal neighborhood of a point x ∈ X \ Y with local coordinate tx, we can find a trivialization of
AZ
sx : ((Q⊕VdR ⊕Q(1))⊗ L[[tx]],d)
∼−→ (AZ |L[[tx]],∇)
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dΩx = −~ω dgx = ΩTxZ dΩx − η.
We now describe the Hodge filtration on AZ with respect to s0, i.e. we give an explicit isomorphism
(45) sFil : ((Q⊕VdR ⊕Q(1))⊗OY )
∼−→ AZ
that respects the Hodge filtration on both sides.
It suffices to describe Fil0AZ ; define
γFil ∈ OY , bFil = (bg, . . . , b2g−1)T ∈ Qg
by the requirement that
γFil(b) = 0
and for all x ∈ D:
gx + γFil − bTFilNTΩx − ΩTxZNNTΩx ∈ L[[tx]]
where
N = (0g, 1g)
T ∈M2g×g(Q).
Theorem 5.20 ([BDM+19, Theorem 4.11]). We can choose sFil in (45) such that the restriction of
s−10 s





From this result, we obtain the following algorithm for computing γFil and bFil, as desired for (43).
Algorithm 5.21 (The Hodge filtration on AZ).
(1) Compute local coordinates tx at each x ∈ D.
(2) For each x ∈ D compute Laurent series expansions of the elements in ~ω at x to large enough
precision, which is at least mod tdxx , where dx is the order of the largest pole occurring.
(3) Compute the vector Ωx, defined by
dΩx = −~ωx.
(4) Solve for η as the unique linear combination of ω2g, . . . , ω2g+d−2 such that dΩTxZΩx − η has
residue zero at all x ∈ D.
(5) Solve the system of equations for gx such that dgx = ΩTxZdΩx − η.
(6) Compute the vector of constants bFil = (bg, . . . , b2g−1) ∈ Qg and the function γFil characterized
by γFil(b) = 0 and
gx + γFil − bTFilNTΩx − ΩTxZNNTΩx ∈ L[[tx]],
where N = (0g, 1g)T ∈M2g×g(Q). Set βFil = (0, . . . , 0, bg, . . . , b2g−1)T.
Remark 5.22. If X is hyperelliptic, then we have that η = 0 and βFil = (0, . . . , 0)ᵀ by [BD18b, Lemma
6.5].
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5.2.2. Computing the Frobenius structure. The importance of the filtered connection discussed above
is that we can base change AZ to Qp. This base change has a Frobenius structure and we get an
isomorphism of filtered φ-modules
x∗AZ = Dcris(A(x))
for all x ∈ X(Qp). We will describe the Frobenius structure on the isocrystal A
rig
Z (b).
For now, we will focus on the affine story. For details on the rigid structure, see the appendix
of [BDM+19]. Let A be an affinoid algebra over K, a complete discrete valuation field of characteristic
0, and let A† be its weak completion. Let A = A†/π where π is a uniformizer of R, the ring of integers
of K.
The main idea behind isocrystals and their relation to iterated Coleman integrals is that the integrals
can be seen as solutions to certain p-adic differential equations. For instance, the iterated Coleman
integral ∫
ωn . . . ω1
is the yn-coordinate of a solution to the following system of p-adic differential equations:
dy0 = 0, dy1 = ω1y0, . . . , dyn = ωnyn−1,
or equivalently,
d~y = Ω~y, where Ω :=

0 0 · · · 0 0
ω1 0 · · · 0 0






0 0 · · · 0 0
0 0 · · · ωn 0

,
with y0 = 1. This is a unipotent differential equation.
Definition 5.23. A unipotent isocrystal on A is an A†-module M together with an (integrable) con-
nection
∇ : M →M ⊗A† Ω1(⊗K)
that is an iterated extension of trivial connections, where the trivial connection is 1 = (A†, d).
A morphism of unipotent isocrystals is a map of A†-modules that is horizontal (i.e. commutes with
connection).
There is an analogous category of unipotent isocrystals via rigid triples (see [BDM+19, Appendix
A]). Let Crig(XFp) be the category of (rigid) unipotent isocrystals on the special fiber of X. This has an
action of Frobenius on path torsors πrig1 (XFp , b, x) of π
rig
1 , and hence on the n-step unipotent quotients:
φn : An(b, x)→ An(b, x).





of overconvergent unipotent isocrystals, where φ is a lift of Frobenius from the special fiber.
There is a corresponding de Rham realization pullback Frobenius on XFp , which gives a Frobenius
action on πdR1 (XQp , b, x) and a Frobenius operator on the n-step unipotent quotients
φn(b, x) : A
dR
n (b, x)→ AdRn (b, x).
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Theorem 5.24 (Chiarelletto-Le Strum [CLS99]). There is an equivalence of categories
CdR(XQp)
∼−→ Crig(XFp)
given by the analytification functor (·)an.
For any x ∈ X(Qp) with reduction x, we have a canonical isomorphism of fiber functors
ix : x
∗ ◦ (·)an ≡ x∗
such that if x, y ∈ X(Qp) belong to the same residue disk, the canonical isomorphism ix ◦ i−1y is given
by parallel transport Tx,y along the connection.
Let b0 and x0 be Teichmüller representatives of b and x, respectively. We relate the Frobenius
operator φn(·) to the isocrystal Arign (b) by defining
φn(b, x) = τb,x ◦ φn(b0, x0) ◦ τ−1b,x







g 7→ Tx,x0 ◦ g ◦ Tb0,b.
We can describe τb,x on AdRn (b, x) via formal integration on residue disks. Since AdRn (b, x) is a quotient
of AdRn (Y )(b, x), it suffices to describe the parallel transport here.





⊗i ∼−→ AdRn (b, x).









w(ω0, . . . , ω2g+d−2)
where the sum is over all words w in {T0, . . . , T2g+d−2} of length at most n, making substitution of Ti
with ωi. Here, the integrals are given by formally integrating power series.










v 7→ I(x0, x)vI(b, b0).(46)
By Besser’s theory of Coleman integration on unipotent connections [Bes02], we have that for any
points b, b0, x, x0 ∈ Y (Qp), the map (46) describes the unique Frobenius-equivariant isomorphism
AdRn (b0, x0)
∼−→ AdRn (b, x) if I(·, ·) is interpreted using Coleman integration.
By taking quotients of the various A∗Z by our nice correspondence Z, we get Frobenius operators
φZ(b, x) : A
dR
Z (b, x)→ AdRZ (b, x)
and a quotient ArigZ (b) of the universal 2-step object.
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We have the following equations:
φZ(b0, x0) = x
∗
0ΦZ
φZ(b, x) = τb,x ◦ φZ(b0, x0) ◦ τ−1b,x
which is how we compute φZ(b, x).
The connections on φ∗AdRZ (b) |Y are described with respect to s0 and are equal to d+ Λ (as before)
and d+ Λφ where
Λφ := −
 0 0 0φ∗~ω 0 0
φ∗η φ∗~ωTZ 0
 .
So to make the Frobenius structure explicit, we need to compute G (which is equal to Φ−1Z , the inverse
of the Frobenius structure) such that ΛφG+ dG = GΛ.
Proposition 5.25. We can take G as follows:
G =




φ∗~ω = F~ω + d~f (with ~f(b0) = 0)
d~gT = d~fTZF
dh = ~ωTZ ~f + d~fTZ ~f − ~gω + φ∗η − η (with h(b0) = 0).
Algorithm 5.26 (The Frobenius structure on AZ).
(1) Use Tuitman’s algorithm (Algorithm 1.52) to compute the matrix20 of Frobenius F and the
overconvergent function f such that φ∗~ω = F~ω + d~f .
(2) Compute the matrix L = I(x, x0)+I(b0, b)−, where we define for any pair x1, x2 ∈ X(Qp) the
following parallel transport matrices:
I±(x1, x2) =
 1 0 0∫ x2
x1










(3) Solve the p-adic differential equation of Proposition 5.25, then compute
M(b0, x0) =
 1 0 0(I − F )−1 ~f 1 0
1
1−p (g
T (I − F )−1 ~f + h) gT (F − p)−1 1
 (x0)
(using the same notation as in Proposition 5.25).
(4) Compute the matrix
s−10 (b, x) ◦ sφ(b, x) = L ·M(b0, x0)
=
 1 0 0~αφ(b, x) 1 0
γ(b, x) ~βφ(b, x) 1
 .
20In Section 1, this was denoted by M , but we rename it here to F to avoid the clash in notation; likewise f was
previously denoted as h.
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and the entries are exactly the ingredients for our formula (43) for the local height hp(A(x)).
5.3. Algorithms for quadratic Chabauty. Theorem 5.2 suggests the following method for comput-
ing X(Qp)U , where U = UZ is associated to a nice correspondence Z as above.
Algorithm 5.27 (Quadratic Chabauty for rational points).
(1) Write the function x 7→ hp(A(x)) as a convergent power series on every residue disk in X(Qp).
(2) Compute the finite set S of possible values of ρ.
(3) Compute the constants αi.
(4) Write the function x 7→ ψi ◦ (π1, π2)(A(x)) as a convergent power series on every residue disk
in X(Qp) and solve for its zero set X(Qp)U .
(5) Show that X(Qp)U \X(Q)known = ∅.
We have already discussed the first step of Algorithm 5.27. In this section we describe algorithms
for the other steps.
Note that we might have to repeat this for several affine patches Y covering X (but see Section
5.4 for a worked example, where we get away with only one affine patch Y ). Moreover, we cannot
use the algorithm directly for a residue disk D in which Tuitman’s lift of Frobenius is not defined.
If there are no small rational points in such a disk, then we can try to show that there are none at
all using the Mordell-Weil sieve, see Section 5.3.3. Otherwise, we can pick an affine patch such that
Frobenius is defined in this disk or we can use a trick described in [BDM+19, §5.5], essentially reducing





If ρ(J) > 2, then we can run the algorithm above for several independent nice correspondences, and
we expect that this suffices to prove X(Q)known = X(Q) (provided this is indeed the case, of course).
Remark 5.28. As suggested by the notation, the set of points cut out by the condition ρ(x) ∈ S in
Theorem 5.2 does not depend on the choices of s or χ (note that we are working over Q, so χ is
well-defined up to a scalar multiple). See [BDM+19, Remark 3.12].
5.3.1. Local heights away from p. Let ` 6= p be prime. We already know that by Theorem 4.3 the
function
(47) Sel(U)→ Qp ; P 7→ h`(τ`(loc`(P )))
takes values in a finite set S`, and that S` is trivial when X has potentially good reduction at `. For
our intended application, we need to be able to compute S`. This problem was solved recently by Betts
and Dogra.
Lemma 5.29 (Betts–Dogra [BD19b]).
(1) The functions jU,` and (47) are constant on preimages of components of a regular semistable
model of X/Q`.
(2) The function (47) and the set S` can be computed explicitly [BD19b, §12.1].
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Betts and Dogra express (47) in terms of harmonic analysis on the reduction graph of X at ` in the
sense of Zhang [Zha93]. To make this explicit, it is necessary to compute the endomorphism induced by
Z on the reduction graph. For interesting examples, such as nice correspondences on modular curves
derived from Hecke correspondences, this is often known. An algorithmic version of Lemma 5.29 will
appear in [BDM+].
The lemma implies, in particular, that S` is often trivial, even when X does not have potentially
good reduction at `. For instance, if X : y2 = f(x) is hyperelliptic, ` > 2 and the discriminant ∆(X)
satisfies ord`(∆(X)) = 1, then this holds.
We give a slightly more elaborate example. This was used in [BBB+19, Section 6]; a proof will
appear in [BDM+].
Example 5.30. Let N > 2 be prime and let wN be the Atkin–Lehner involution on X0(N). Then the
curve X0(N)+ = X0(N)/wN has good reduction away from N . At N , there is a regular semistable
model (over an extension) whose special fiber is a projective line intersecting itself g(X0(N)+) times.
Therefore the local heights at N are all trivial on Sel(U), although X0(N)+ does not have potentially
good reduction at N .
5.3.2. Fitting the height pairing. The third step of Algorithm 5.27 consists of writing the height pairing
in terms of a given basis {ψi} of the space (H0(XQp ,Ω1)∗ ⊗ H
0(XQp ,Ω
1)∗)∗ of bilinear pairings on
H0(XQp ,Ω
1)∗. This is similar to the computation of an annihilating differential in the classical method
of Chabauty–Coleman. In order to do so, we need to pick a basis {ψi} and we need to evaluate ψi and
the height pairing on sufficiently many elements to determine it. Since the height pairing is symmetric
by construction, we can restrict to symmetric bilinear pairings.
One source of elements of H0(XQp ,Ω
1)∗⊗H0(XQp ,Ω1)∗ comes from representations A(x) for rational
points x ∈ X(Q). The advantage is that we already know how to compute h(A(x)) for these. So if




π1(A(x))⊗ π2(A(x)) = log([x− b])⊗ (EZ(log([x− b])) + cZ) ,
(see (42) and the discussion preceding it) then we can compute the coefficients of h in terms of the
dual basis {ψi}. Computationally, we can read off πi(A(x)) from our explicit description of the Hodge
filtration and Frobenius structure on A(x). Namely, for x ∈ Y (Q), we have













The required number of rational points can be decreased by working with End0(J)-equivariant
heights. If the splitting s of the Hodge filtration on VdR commutes with the endomorphisms on J ,





We still need (at least) g + 1 rational points on X.
Example 5.31. Let X = XS4(13) be the modular curve associated to the pullback of S4 ⊂ PGL2(F13)
to GL2(F13), as studied by Banwait–Cremona [BC14]. Then g = r = ρ(J) = 3, and there are 4 obvious
rational points on X. In [BDM+] we apply the method just discussed and a nice correspondence
constructed from the action of the Hecke operator T23 on H1dR(XQ23) to determine the equivariant
23-adic height pairing using
log([x− b])⊗ EZ(log([x− b])) + cZ
for the known rational points x ∈ X(Q). Applying Algorithm 5.27, we prove that indeed #X(Q) = 4.
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Remark 5.32. If p is ordinary and s is the unit root splitting, then the height is equivariant.
However, even if we use equivariant heights, it is often the case that we do not have enough rational
points on X for this approach. Instead, we can use the fact that the construction of Coleman–Gross and
Nekovář result in the same height, see Remark 3.6. We can then determine the height pairing in terms
of a basis of bilinear pairings on J(Q)⊗Qp ' H0(XQp ,Ω1)∗ given by products of single integrals as in
Section 2.3. In other words, we use the approach already employed in the first step of Algorithm 2.31,
computing the heights of pairs of divisors on X of degree 0 with disjoint support via the Coleman–Gross
construction as discussed there. This approach is currently restricted to hyperelliptic curves having an
odd degree model at p.
5.3.3. The Mordell-Weil sieve. We briefly review the Mordell-Weil sieve. The original idea is due to
Scharaschkin [Sch99], see [BS10] for an implementation-oriented account. Let M > 1 be an integer, let









Commutativity gives us a way to exclude the existence of rational points satisfying certain local con-
ditions, by choosing the set S and the integer M carefully. When X(Q) is empty, heuristics due to
Poonen [Poo06] predict that there should always be a choice of S and M so that the images of αS and
βS do not intersect.
We can use the Mordell-Weil sieve to show that for a fixed prime p, a given residue class in X(Qp)
does not contain a rational point. For this application we choose M = M ′ · p for some auxiliary integer
M ′ and we choose S to be a set containing the prime divisors q of pM ′, and additional primes ` so that
gcd(#J(F`),#J(Fq)) is large for some of these q.
In our setting, we can also apply this method as follows: Suppose we have a point P ∈ X(Qp)U ,
computed to finite precision pN , and we want to show that it does not come from a rational point.
Assume that it does, so there are integers a1, . . . , ag such that
[P − b] = a1P1 + . . .+ agPg,
where P1, . . . , Pg generate J(Q) ⊗ Q. We can compute (for instance using linearity of single Coleman
integrals), (ã1, . . . , ãg) ∈ Z /pN Z so that ai ≡ ãi (mod pN ) for all i ∈ {1, . . . , g}. We can then use
the Mordell-Weil sieve to show that the corresponding coset of pNJ(Q) does not contain the image
of a rational point on X. We can also apply quadratic Chabauty with several primes p or choose
M = pnM ′, where M ′ is a small auxiliary integers as above. For more details on the combination of
quadratic Chabauty and the Mordell-Weil sieve see [BBM17] and [BBB+19, §6.7].




is a nice curve whose non-cuspidal points classify unordered pairs {E1, E2} of elliptic curves admitting
an N -isogeny between them.
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In this section we illustrate the quadratic Chabauty method by computing the rational points on
X := X0(167)
+. It was shown by Galbraith [Gal96] that X has genus 2 and that
y2 = x6 − 4x5 + 2x4 − 2x3 − 3x2 + 2x− 3
is a model for X. There are four small rational points on X, namely the two points at infinity and
(1,±1). For reasons explained below, we prefer a model without rational points at infinity, so we instead
use the model
(49) X : y2 = −3x6 + 2x5 − 3x4 − 2x3 + 2x2 − 4x+ 1
with small rational points (0,±1) and (−1,±1). The Jacobian J = J0(167)+ of X is geometrically
irreducible. It has real multiplication, so the Picard number is 2. Using Magma, we compute that the
rank of J(Q) is also 2. We can do this in two different ways:
• via a 2-descent on J ;
• by computing that analytic rank of the unique (up to conjugation) newform of level 167 and
weight 2 invariant under w167 is equal to 1; we may conclude rk(J(Q)) = 2 by the work of
Gross–Zagier and Kolyvagin–Logachev.
We fix the prime p = 7 of good ordinary reduction. Then the logarithm gives an isomorphism J(Q)⊗
Q7 → H0(XQ7 ,Ω1))∗. According to Theorem 5.2, all requirements for quadratic Chabauty are satisfied,
and we may follow Algorithm 5.27 to compute a finite set of 7-adic points containing X(Q).
5.4.1. Step (1): Expand h7(A(x)). The most involved step is the computation (and expansion) of the
local height h7(A(x)) for a nice correspondence Z via the explicit formula (43). See [BBB+19, Section 6]
for a more detailed description of the analogous computation for X0(67)+. We fix the unit root splitting
s of the Hodge filtration and the standard idèle class character χ having χ7 = log7, the Iwasawa branch
of the 7-adic log.















(−1− x2 + 4x3) dx
y
,
constructed so that the cup product is the standard symplectic form with respect to (ω0, . . . , ω3). Our
subsequent computations will be in terms of this basis. Via Tuitman’s algorithm (Algorithm 1.52), we
determine the matrix Φ7 of Frobenius on H1dR(X/Q7). Eichler–Shimura 21 then allows us to compute
the matrix representing the Hecke operator on H1dR(X/Q7):
T7 = Φ
ᵀ





−1 1/2 0 −1/12
1/2 −3/2 1/12 0
0 0 −1 1/2
0 0 1/2 −3/2
 .
From this we obtain the following matrix representing the endomorphism on H1dR(X/Q7) corresponding
to a nice correspondence
Z = (Tr(T7) · I4 − 4T7)C−1 =

0 −1/3 −1 −2
1/3 0 −2 1
1 2 0 0
2 −1 0 0
 ,
where C is the matrix of the cup product on our basis {ωi}.
21There are of course other methods for the computation of Hecke operators, but we have to compute Φ7 anyway, so
we might as well use it.
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The next step is the computation of the Hodge filtration (see Section 5.2.1). We use the base point
b = (−1,−1) and the affine patch Y cut out by our defining equation (49), so we only need a single
differential ω4 of the third kind, having a pole of order 1 at the two points at infinity. Since X is
hyperelliptic, we have that η and βFil are trivial by Remark 5.22. Applying Algorithm 5.21, we find
γFil = 2x+ 2.
We compute the Frobenius structure based on the matrix Φ7 as discussed in 5.2.2. Equation (43)
then allows us to expand the function x 7→ h7(A(x)) into a 7-adic power series on those residue disks
of X(Q7) where our lift of Frobenius is defined.
5.4.2. Step (2): Find the possible values of ρ. This step requires us to find the possible values of h`(A(x))
for ` 6= 7 and x ∈ X(Q`). Fortunately these are all trivial by Example 5.30.
5.4.3. Step (3): Determine the height pairing as a bilinear pairing. Since X(Q) consists of two pairs of
points swapped by the hyperelliptic involution, we do not have enough rational points onX to determine
the height pairing as a bilinear pairing using only 7-adic heights of the form h(A(x)) for x ∈ X(Q), even
taking End0(J)-equivariance into account. Instead we determine the height pairing between points in
J(Q) via the Coleman–Gross construction.
A basis of J(Q) is given by the points with Mumford representation P = (x2 − x + 1, x − 1) and
Q = (x2,−2x+ 1); this can be computed using the methods22 of [Sto02, MS16].
For our computations, we use the following representatives
D1 = D0 − div0(x− 4), D′1 = div0(x− 6)−D′0
D2 = 2(0, 1)− div0(x− 6), D′2 = div0(x− 4)− 2(0,−1),
where D0 (resp. D′0) is the divisor cut out by x2 + x + 1 and y − (x − 1) (resp. y − (1 − x)). Then
we can compute the local height pairings hv(D1, D2) and hv(Di, D′i) for i = 1, 2, noting that their base
changes to X(Q7) split as sums of Q7-rational points.
The model (49) is regular outside 2. While the curve X has good reduction at 2, the model (49) does





1) = 2 log 2− log 13− log 31,∑
6̀=p




2) = −4 log 2− 2 log 3.
In order to compute the local height pairings at 7, we move the unique Weierstrass point in X(Q7) to
infinity and work with the corresponding odd degree model of X over Q7 as required by our current
Sage-implementation. Algorithm 2.22 gives
h7(D1, D
′
1) = 3 · 7 + 6 · 72 + 74 + 6 · 75 + 5 · 76 + 3 · 77 + 3 · 78 + 2 · 79 +O(710)
h7(D1, D2) = 4 · 7 + 6 · 72 + 4 · 73 + 5 · 74 + 5 · 75 + 76 + 5 · 77 + 2 · 78 + 3 · 79 +O(710)
h7(D2, D
′
2) = 2 · 7 + 6 · 72 + 3 · 73 + 5 · 74 + 5 · 75 + 4 · 76 + 4 · 77 + 78 + 5 · 79 +O(710).
22Strictly speaking, a basis of a finite index subgroup is enough, as long as we can show that a given prime does not
divide the index.
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As described in step (1) of Algorithm 2.31, we can now express the height h in terms of products of
single integrals with coefficients
α00 = 5 · 7−1 + 4 + 4 · 7 + 4 · 72 + 2 · 74 + 2 · 75 + 76 + 2 · 77 + 3 · 79 +O(710)
α01 = 5 · 7−1 + 5 + 6 · 7 + 2 · 72 + 4 · 73 + 6 · 74 + 4 · 75 + 4 · 76 + 5 · 77 + 2 · 78 + 6 · 79 +O(710)
α11 = 6 · 7−1 + 1 + 7 + 3 · 72 + 5 · 73 + 5 · 74 + 6 · 75 + 5 · 76 + 2 · 77 + 2 · 78 + 3 · 79 +O(710).
Hence we obtain our desired function
ρ : X(Q7)→ Q7
as in Theorem 5.2. We find that it indeed vanishes on the four known rational points; we also see that
it has the additional zeros
(2 · 7 + 6 · 72 + 73 + 74 + 2 · 75 +O(76),±(1 + 3 · 7 + 4 · 72 + 3 · 73 + 5 · 74 + 4 · 75 +O(76)))
(6 + 6 · 7 + 2 · 72 + 3 · 73 + 3 · 74 + 75 +O(76),±(6 + 6 · 7 + 2 · 72 + 4 · 73 + 2 · 74 + 2 · 75 +O(76)))
(5 + 2 · 7 + 4 · 72 + 6 · 73 + 75 +O(76)),±(4 + 2 · 7 + 6 · 72 + 73 + 2 · 74 + 2 · 75 +O(76)))
(5 + 4 · 7 + 6 · 72 + 3 · 73 + 3 · 74 + 75 +O(76),±(4 + 5 · 7 + 2 · 72 + 4 · 73 + 2 · 75 +O(76))).
This means that we have computed X(Q7)U ∩ Y (Q7) \ Dbad, where Dbad is the residue disk of the
unique Weierstrass point (1, 0) ∈ X(F7) (where our Frobenius lift is not defined). Since the Picard
number is 2, we cannot show that these do not come from a rational point using an additional nice
correspondence, see Remark 5.6. Instead we apply the Mordell-Weil sieve with the auxiliary integer 95
and the primes v ∈ {3, 5, 19, 31}, noting that
#J(F3) = 19, #J(F5) = 72, #J(F19) = 22 · 5 · 19, #J(F31) = 22 · 11 · 19.
So now we have shown that X0(167)+ consists only of the four known rational points – almost. We
still have to deal with the disks at infinity and the disk Dbad. But since we do not expect any rational
points in these disks, we can use the Mordell-Weil sieve to prove this. Since J(F7) ∼= Z /109Z, we need
primes v such that 109 | #J(Fv), which does not happen too often and makes the computation quite
involved 23. But using the auxiliary integer 60, we finally succeed in proving that none of these disks
contain a rational point. Comparing with [Gal96, Table 7], we obtain the following:
Theorem 5.33. There are exactly four rational points on X0(167)+, and they are all cusps or CM-
points.
For N = 67, 73, 103 the rational points on X0(N)+ were computed in [BBB+19]; these all have genus
2. In [BDM+] we compute the rational points for all other prime values of N such that X0(N)+ has
genus 2 or 3. See [BGX19] for recent results on the rational points on X0(N)+ for several composite
squarefree values of N such that X0(N)+ has genus 2, based on a combination of elliptic curve Chabauty
with covering techniques.
Project 5.34 (Quadratic Chabauty on modular curves X0(N)+). Galbraith [Gal96, Gal99, Gal02] has
constructed models for all modular curves X0(N)+ = X0(N)/wN of genus ≤ 5 (with the exception of
N = 263) and has conjectured that he has found all exceptional points on these curves. This project
will use quadratic Chabauty to prove as much as possible about Galbraith’s conjecture. Another goal
is to investigate whether we can use p-adic Gross-Zagier to carry out quadratic Chabauty for X0(N)+,
starting with the case of such curves of genus 2.
23We end up using 5-digit primes.
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5.5. Future directions. So far, all curves whose rational points have been computed using quadratic
Chabauty are either bielliptic of genus 2 ([BD18a, BD18b, EL19]) or modular [BDM+19, BBB+19,
BDM+]. For instance, in joint work [BDM+19] with Dogra, Tuitman and Vonk we use quadratic
Chabauty to compute the rational points on the non-split Cartan modular curve X+ns(13) (or the split
Cartan curve of the same level, which is isomorphic to it).
It would be interesting to extend the practical scope of the method. As a first step, one could
consider (modular) curves satisfying r = g whose Jacobians have complex multiplication. Possible
examples include twisted Fermat curves axm+bym+czm or van Wamelen’s list of genus 2 curves whose
Jacobians have CM and are simple [vW99].
Also note that [BD18a] contains a general recipe for quadratic Chabauty when the quadratic
Chabauty condition is satisfied, but r > g. This has not been used in practice yet. More generally, the
Bloch–Kato conjecture predicts that quadratic Chabauty should be applicable when r < g2, without
any assumptions on ρ (see [BD18b]), and it would be very interesting to make this explicit.
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Appendix A. Some nonabelian cohomology
We collect some results on nonabelian cohomology, closely following Serre [Ser02, §I.5].
Let G be a profinite group. Consider the category of G-sets: an object E in this category is a discrete
topological space on which G acts continuously, and a morphism between G-sets E1 and E2 is a map
f : E1 → E2 that commutes with the action of G. If s ∈ G and x ∈ E, the image of x under s will be
denoted by sx. A G-group A is a group in the category of G-sets. This means that A is a G-set, with
a group structure that is invariant under G, so that s(xy) = sx sy. (Note that when A is commutative,
one gets a G-module.)
If E is a G-set, we let
H0(G,E) = EG,
the set of elements of E fixed by G. If E is a G-group, H0(G,E) is a group. If A is a G-group, a
1-cocycle of G in A is a map s 7→ as of G to A that is continuous and such that ast = as sat for s, t ∈ G.
We denote the set of these cycles as Z1(G,A). Two cocycles a and a′ are cohomologous if there exists
b ∈ A such that a′s = b−1as sb. This is an equivalence relation ∼ in Z1(G,A), and the quotient set is
denoted as
H1(G,A) = Z1(G,A)/ ∼ .
We now give another useful interpretation of H1(G,A) for a G-group A. We say that A acts on the
left on a G-set E if it acts on E in the usual way and if s(a · x) = sa· sx for a ∈ A, x ∈ E. An action on
the right is defined analogously. A G-equivariant (left24) A-torsor is a non-empty G-set P , on which A
acts on the left, so that for each pair x, y ∈ P , there exists a unique a ∈ A such that y = a · x. We have
the following:
24Right A-torsors are defined analogously.
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Proposition A.1 ([Ser02, Prop. 33]). Let A be a G-group. There is a bijection between the equivalence
classes of G-equivariant A-torsors and the set H1(G,A).
Note that while H0(G,A) is a group, H1(G,A) is merely a pointed set when G is non-abelian: it
has no group structure, but a distinguished element, given by the class of the unit cocycle. Moreover,
the association A 7→ Hi(G,A) is functorial for i = 0, 1. We can talk about exact sequences of pointed
sets (where the image of a map is the inverse image of the neutral element). For instance, we get the
following important result:
Proposition A.2 (Six-term exact sequence in non-abelian cohomology [Ser02, Prop. 38]). Let
1→ A→ B → C → 1
be a short exact sequence of G-groups. The following sequence of pointed sets:
1→ H0(G,A)→ H0(G,B)→ H0(G,C)→ H1(G,A)→ H1(G,B)→ H1(G,C)
is exact.
However, some desirable features are lacking: for instance, injectivity does not follow from hav-
ing a trivial kernel. More generally, we would like to determine fibers of maps between pointed sets
H1(G,A) → H1(G,B). Serre’s twisting construction, motivated by the theory of fiber bundles, and
described below, makes it possible to turn fibers into kernels.
There are analogous constructions when G and A are topological groups, and G acts continuously
on A. Considering continuous cocycles and continuous G-equivariant A-torsors yields the continuous
cohomology set H1(G,A), and the results of [Ser02, §I.5.3] remain valid. Henceforth, we shall assume
that we are in this setting, and we shall mostly omit the word “continuous”.
A.1. The twisting construction. Let G be a topological group, let A be a topological group with
a continuous G-action, and let P be a continuous G-equivariant A-torsor. Let F be a G-set on which
A acts on the right. We form the twist of F by P as follows: consider the equivalence relation that
identifies an element (f, p) with (a · p, fa−1), for a ∈ A. This relation is compatible with the action of
G, and the quotient F ×A P is a G-set. An element of F ×A P can be written as f · p for p ∈ P, f ∈ F ,
and one has f(ap) = (fa)p. Note that for all p ∈ P, the map f 7→ f · p is a bijection of F onto F ×A P
For this reason, one says that F ×A P is obtained from F by twisting it using P . This construction
gives P the structure of a G-equivariant F ×A P -torsor. We write A(P ) := A ×A P , where A acts on
itself by conjugation. This construction is easily seen to be functorial in A.
Proposition A.3 ([Ser02, Prop. 35]). Let P be a G-equivariant A-torsor. Then there is a bijection
H1(G,A)→ H1(G,A(P )), mapping the class of P in H1(G,A) to the neutral element of H1(G,A(P )).
So if we have a map H1(G,A) → H1(G,B) of pointed sets, coming from a G-group homomorphism
A → B, and we want to determine the fiber above the image of some G-equivariant A-torsor P , then
we can do this using the induced diagram
H1(G,A) H1(G,A(P ))
H1(G,B) H1(G,B(P×AB))
which commutes due to functoriality of the twisting construction [Ser02, §5.4]. This approach is used
in [Ser02, §I.5.5] to determine information about images and fibers of the maps in the six-term exact
sequence in Proposition A.2.
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Remark A.4. We record some additional useful properties of the twisting construction:
(1) Alternatively, the twisting construction can also be described in terms of cocycles, see [Ser02,
§I.5.3] and [Bet, §4.0.1].
(2) IfH1(G,A) andH1(G,A(P )) are representable by schemes, then the twisting bijection in Propo-
sition A.3 is an isomorphism of schemes.
(3) If v is a prime and U/Qv is the representation of the absolute Galois group Gp of Qp on a
finitely generated pro-unipotent group in the sense of [Bet, Section 4], then we can describe
H1(Gp, U(Qv)) via finite-dimensional Gp-equivariant quotients: Writing U = lim←−Un as an in-
verse limit of such quotients, we have a natural bijection
H1(Gp, U(Qv)) = lim←−H
1(Gp, Un(Qv)).
In particular, this includes pro-unipotent fundamental groups, such as the ones considered by
Kim.
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