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Abstract
In this paper we propose dynamic algorithms for maintaining a breadth-rst search tree from
a given source vertex of a directed graph G in either an incremental or a decremental setting.
During a sequence of q edge insertions or a sequence of q edge deletions the total time required
is O(m minfq; ng), where n is the number of vertices of G, and m is the nal number of edges
of G in the case of insertions or the initial number of edges of G in the case of deletions. This
gives O(n) amortized time for each operation if the sequence has length 
(m). Our algorithms
require O(n + m) space. These are the rst results in the literature concerning the dynamic
maintenance of a breadth-rst search tree for directed graphs. As a straightforward application
of such algorithms we can maintain a shortest path tree for a directed graph in the case of unit
edge weights within the same time bounds. In this case distance queries can be answered in
constant time, while shortest path queries can be answered in time linear in the length of the
retrieved path. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Breadth-rst search tree; Incremental algorithms; Decremental algorithms;
Shortest paths; Amortized analysis
1. Introduction
In this paper we study the problem of maintaining a breadth-rst search tree (bfs-
tree for short) of a directed graph (digraph) G while sequences of edge insertions or
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sequences of edge deletions are performed on G, and its applications to the shortest-
paths problem. A bfs-tree is a spanning tree consisting of the edges traversed by a
breadth-rst visit of a digraph, as dened for example in [22]. Breadth-rst visit is a
well-known graph traversal technique that represents the basic step for several network
ow algorithms (see for example [2] for a wide variety of application settings). It is
possible to compute a bfs-tree for a digraph in time linear in the number of edges of
the graph.
Great research eorts have been dedicated to the study of dynamic graph problems in
the last decade (e.g., see [4, 5, 8{10, 15, 20, 21, 25{27]), justied by theoretical as well
as practical applications. In fact, dynamic graph algorithms are very useful in practice:
for instance, if the graph represents a communication or a transportation network, then
the edge update operations reect the real network changes as links going up and down
during the lifetime of the network.
The dynamic model most used in the literature is the following: we are given a
graph G and we want to answer queries on a property P of G, while the graph is
changing due to insertions and deletions of edges. A naive approach consists in making
fast updates, and in answering to each query by recomputing the information over P
from scratch using the best known o-line algorithm. Indeed, for some important graph
problems nothing better is known, as in the case of breadth-rst search and network
ow problems. For other problems, in order to give fast answers to queries, dynamic
algorithms have been devised, that update the solution any time a modication on the
structure of the problem is required, without recomputing it from scratch after each
update, but taking advantage of the previous solution. If both insertions and deletions
of edges are supported then we refer to the fully-dynamic problem; if only insertions
(only deletions) of edges are allowed then we refer to the semi-dynamic incremental
(decremental) problem.
While a wide literature is available for dynamic problems on undirected graphs
(see [7] for a survey), very little is known for directed graphs. In fact, no result
is known for maintaining a bfs-tree of a digraph in any dynamic or semi-dynamic
setting; related results are proposed in [9, 12, 19, 25]. In [9] an algorithm is given
that maintains the bfs-structure of an undirected graph under edge deletions in O(n)
amortized time per deletion, where a bfs-structure can be viewed, assuming the graph
has unit edge weights, as the union of all possible shortest paths from a xed set of
source vertices, one for each connected component of the graph. Note that the approach
in [9] does not maintain a bfs-tree within the same time bounds. In [12], an algorithm
is given for the incremental maintenance of a depth-rst search tree of a directed
acyclic graph, requiring O(n) amortized time per edge insertion. An approach similar
to that of [12] has been used in [25] for the incremental maintenance of a topological
sort of a directed acyclic graph. Randomized algorithms for transitive closure on di-
rected graphs in a fully dynamic setting are given in [19], where a query is answered
in O(n= log n) time. Updates are managed in O(m
p
n log2 n + n) or O(nm0:58 log2 n)
time. If only edge deletions are allowed, then the update time becomes O(n log2 n)
(amortized).
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We propose ecient algorithms for maintaining a bfs-tree of a digraph G, in either
an incremental or a decremental setting. We represent a bfs-tree by associating to
each vertex, its parent and its level on the current tree. During a sequence of q edge
insertions or a sequence of q edge deletions our algorithms explicitly update the parent
and the level of each vertex, and require O(m  minfq; ng) total time, where n is the
number of vertices of G and m is the nal number of edges of G in the case of
insertions, or the initial number of edges of G in the case of deletions. This gives
a O(n) amortized time for each operation on sequences of length 
(m). These are
the rst results concerning the dynamic maintenance of a bfs-tree for digraphs that
are better than applying a breadth-rst visit from scratch after each update, which can
be accomplished in O(mq) total time over a sequence of q updates. The proposed
algorithms require optimal O(n+ m) space.
In the case of unit edge weights a bfs-tree of G actually is a shortest path tree (sp-tree
for short), plus some additional topological constraints. Hence, as a rst straightforward
application of our algorithms, we maintain a sp-tree of a digraph G with unit edge
weights during a sequence of q edge deletions or a sequence of q edge insertions,
within the same time bounds stated above. It is sucient to observe that, in the case
of unit edge weights, the level of a vertex in the bfs-tree represents its shortest distance
from the source.
The shortest-paths problem is one of the most important combinatorial optimization
problems, and has been widely studied in computer science, operation research and
applied mathematics, since it is not only interesting on its own, but also its solution
provides answers to many other relevant problems (see, e.g. [2]). Furthermore, shortest
paths problems are probably the most commonly encountered problems in communica-
tion networks, where not only the nature of a network is usually dynamic, but real-time
updates are required.
The best-known static solution for the single-source shortest-path problem on undi-
rected graphs with positive real edge weights is given in [30], and requires time linear
in the number of edges of the graph. In the case of digraphs the best-known static so-
lution is the implementation of Dijkstra’s algorithm [6] by using Fibonacci heaps [13],
that gives a time bound of O(m + n log n). In the case of unit edge weights the log-
arithmic factor of the previous bound disappears, while in the case of integer edge
weights in [1; C] the best solution is given in [1] and requires O(m+ n
p
logC) time.
Despite the extensive research done in the last years for nding ecient dynamic
solutions for the shortest paths problem (see e.g., [4, 8, 10, 14, 15, 20, 21, 26, 27]), nei-
ther a fully dynamic solution nor a decremental solution for the single source short-
est path problem is known on digraphs in the standard cost models (worst case and
amortized [29]), that is asymptotically better than recomputing the new solution from
scratch. This applies even in the case of unit edge weights.
In fact, ecient solutions for this problem are known only in some restricted cases.
For instance, when the graph is planar several ecient algorithms have been proposed
(see, e.g., [10, 20, 21]), but most of them rely on a topological partition of the graph
based on recursive application of the planar separator theorem by Lipton and Tarjan
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[23], leading to algorithms that are complex and far from being practical. Another
dynamic solution has been proposed in [5] for bounded tree-width graphs when the
weight of edges might change, but without considering insertion and deletion of edges.
An ecient solution for the all-pairs incremental problem has been proposed in [4],
assuming that edge weights are restricted in the range of integers in [1; C]. Other dy-
namic solutions for the single-source shortest-path problem are provided in [14, 15, 26]
whose performances are evaluated in terms of output complexity; more precisely, the
complexity of an update operation is measured as a function of both the instance size
and the number of changes in the output. In particular, if the graph admits a k-bounded
ownership function, in [15] a fully dynamic solution is proposed for digraphs with pos-
itive real edge weights running in O(k log n) time per vertex update, where a vertex is
updated if it changes its distance from the source as a consequence of an input change.
For each edge (x; y) of the graph, an ownership function determines either x or y as
the owner of the edge; it is k-bounded if k is the maximum number of edges owned by
each vertex. For example, k63 for planar graphs, and k =O(
p
m) for general graphs.
In [26] a fully dynamic solution is proposed requiring O(kk log kk) time, where kk
is the number of vertices updated by the input change  plus the number of edges with
at least one updated endpoint. In the case of arbitrary edge weights the rst solution
which is better than recomputing the shortest paths tree from scratch has been proposed
in [16], running in O(m log n) worst case time per insert=weight-decrease operation, and
in O(n
p
m log n) worst case time per delete=weight-increase operation.
We extend the algorithms proposed for bfs-tree to the maintenance of a sp-tree of a
digraph with integer edge weights in [1; C]. The total cost is O(m minfq; Cng) during
a sequence of q edge deletions or a sequence of q edge insertions, thus giving O(Cn)
amortized time per operation. Distance queries can be answered in constant time, while
shortest path queries are answered in time linear in the number of edges in the retrieved
path.
As a further application, our technique allows us to decrementally maintain the
shortest paths between all pairs of vertices of a digraph with unit edge weights in
O(n2) amortized time for each deletion, and O(Cn2) amortized time per deletion in
the case of integer edge weights in [1; C]. In the case of unit edge weights, this is
an improvement on the time bounds given in [8], where insertions and deletions are,
respectively, performed in O(n2) and O(mn + n2 log n) worst case time, and on the
time bounds of the best o-line solutions [3, 28] which are strongly related to the
time needed to multiply two matrices of small integers. Finally, our algorithms use
very simple data structures that are actually suitable for a practical and straightforward
implementation.
The paper is structured as follows. In Section 2 we give preliminary concepts and
notations, and a novel characterization of bfs-trees. In Section 3 we describe our data
structure. In Section 4 we study the semi-dynamic maintenance of a bfs-tree. In Sec-
tion 5, we study the applications of the proposed algorithms to the maintenance of
shortest paths. Finally, in Section 6 we give some nal remarks and outline possible
future research directions.
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2. The breadth-rst search tree
We assume the reader familiar with the standard graph terminology as contained,
for example, in [18]. Let G=(V; E) be a directed graph with n vertices and m edges,
and let s 2 V be a xed source vertex. In the following, for the sake of clarity we
assume that all vertices of G are reachable from s, the extension being straightforward.
A breadth-rst search tree of G rooted in s (bfs-tree for short) is a spanning tree
consisting of the edges traversed by a breadth-rst visit of G starting from s. A breadth-
rst visit is a well known graph traversal technique, dened in several textbooks (see
for example [22, p. 539]), that scans all vertices of the graph one level at a time and,
for each scanned vertex, traverses all outgoing edges leading to unvisited vertices. The
classical breadth-rst visit algorithm is reported in Fig. 1; here, before each iteration
of the repeat cycle, set Thislevel contains all visited vertices whose outgoing edges
have not been examined yet.
The resulting tree T =(VT ; ET ) strongly depends on the order in which vertices in
each level are considered in line 1. The breadth-rst visit algorithm in Fig. 1 is often
implemented by extracting vertices from Thislevel in line 1 in the same order as
they were inserted into Nextlevel in line 2, that is, using a queue. This leads to a
proper subclass of bfs-trees, with respect to the denition given in [22]. Actually, in
some papers concerning breadth-rst visits only this subclass is considered; for this
subclass a structural characterization is provided in [24] for undirected graphs, and can
be easily extended to digraphs.
If graph G has unit edge weights the length of a path P in G is the number of
edges in P. The distance function dist : V !f1; : : : ; ng associates to each vertex x the
length dist(x) of the shortest path from s to x in G. A spanning tree T (s)= (V; ET )
of G rooted in s is a shortest path tree (sp-tree for short) from s if, for any vertex x,
the path from s to x in T (s) has length dist(x).
It is easy to see that, in the case of unit edge weights, a bfs-tree is always a sp-tree.
However, note that the opposite is not true, since there are sp-trees that cannot be
obtained by the algorithm in Fig. 1. In Fig. 2 we show three spanning trees of the
same digraph G : T1 is a sp-tree but not a bfs-tree; T2 is a bfs-tree but it cannot be
obtained by using a queue, while T3 is a bfs-tree that can be obtained by using a
queue.
In the following we refer to bfs-trees as dened in [22]. We give here a novel
characterization of such bfs-trees as follows.
Lemma 1. Given a digraph G=(V; E) and a source vertex s; a spanning tree
T =(V; ET ) for G rooted in s is a bfs-tree if and only if the following conditions
hold:
(1) for each edge hx; yi 2ET ; dist(y)=dist(x) + 1;
(2) it is possible to order vertices of G in such a way that; if hx; yi 2E − ET; hz; yi
2ET; and dist(x)=dist(z); then z precedes x in this order.
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ET := ;
VT := fsg
Thislevel := fsg
repeat
Nextlevel := ;
1. for each x2 Thislevel do
for each hx; yi do
if y =2VT then
insert hx; yi into ET
insert y into VT
2. insert y into Nextlevel
end if
end do
end do
Thislevel := Nextlevel
until Thislevel= ;
Fig. 1. A breadth-rst visit algorithm.
Fig. 2. Dierent spanning trees of a graph.
Proof (Only if ). Since algorithm in Fig. 1 visits all vertices ordered by distance,
Property 1 is a necessary condition for a spanning tree in order to be a bfs-tree.
Property 2 is fullled by the ordering in which vertices are considered in line 1.
(If ). Spanning tree T can be generated by algorithm in Fig. 1 if vertices in the same
level are considered in line 1 according to the ordering provided by Property 2.
Note that only Property 1 in Lemma 1 is needed to characterize sp-trees in the case
of unit edge weights.
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3. The data structure
In this section we describe the simple data structures that we use to represent the
digraph G and a bfs-tree T (s) for G. For any x2V; S(x) denotes the set of vertices
in the subtree of T (s) rooted in x. Any vertex x2V has one parent (except for source
vertex s), and a (possibly empty) set of children in T (s). We represent G by storing
for each vertex x the following information:
 bs(x)= the list of edges hy; xi 2E, (the backward star of x);
 fs(x)= the list of edges hx; yi 2E, (the forward star of x).
In order to represent the bfs-tree T (s), we also store, for each vertex x:
 p(x)= the parent of x (according to the current bfs-tree);
 ch(x)= the list of children of x (according to the current bfs-tree);
 d(x)= an integer labeling representing distances.
Since bfs-trees are characterized by a suitable ordering of the vertices, we also need
to represent such a total ordering; this is accomplished by a one to one ranking function
rank : V ! [1; n]. The rank of a vertex is xed before the rst update takes place and
never changes. For each vertex y, edges hx; yi in bs(y) and vertices x in ch(y) are
sorted by increasing value of rank(x).
Before and after applying our update procedures, the value of d(x) coincides with
dist(x). Furthermore, the algorithms explicitly update parent pointers p(x), but not
children lists ch(x). In fact, as we will see, children lists are needed only at the start
of each update processing, before any modication of the bfs-tree is performed. They
can all be rebuilt in O(n) worst case time after each update as follows:
(1) for each vertex x, set ch(x) to the empty set;
(2) scan vertices by increasing rank and, for each vertex y, append y to ch(p(y)).
4. Semi-dynamic bfs-tree
In this section we study the problem of maintaining a bfs-tree for a digraph, in either
an incremental or a decremental setting. Edges are inserted by Procedure Insert, and
are deleted by procedure Delete. More specically, we maintain two functions p()
and d(), and the ordering of the edges inside backward stars and of vertices inside
children lists, according to the rank function.
After inserting or deleting an edge, the information on p() and d() is still correct
for a subset of the vertices (we will call this set a rooted set), while parents and=or
distances of the other vertices have to be recomputed. Note that, there could be vertices
whose distances do not change, but might change their parents in the bfs-tree; in the
case of edge insertions, this may happen when the old parent a0 of a vertex is replaced
by a new parent a whose distance has decreased to that of a0 due to the insertion, and
such that rank(a)<rank(a0); in the case of edge deletions, this may happen when the
old parent a0 increases its distance and a new parent a at the same distance as a0 was
already available, but it was not the parent because rank(a)>rank(a0).
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The basic idea underlying our solution consists in nding a linking set, i.e., a suitable
subset of edges connecting vertices in the rooted set to the other vertices, which
allows us to expand the current bfs-tree according to the properties in Lemma 1.
These concepts are formalized by the following denitions.
Denition 1. Given a digraph G=(V; E), a source vertex s2V , a parent function p()
and an integer function d() on V , a set of vertices RV is a rooted set if there exists
a bfs-tree T of G rooted in s such that the following conditions hold:
 d(s)= 0;
 x2R− fsg , hp(x); xi 2T ^ d(x)=dist(x);
 8x2 R; d(x)>dist(x) _ (d(x)=dist(x) ^ hp(x); xi =2T ).
Note that if V is a rooted set then p() denes a bfs-tree, and d() gives the correct
distance for all vertices. The above denition takes into account the fact that anytime
we have to choose among several parents for a vertex x, we select the one having
minimum rank among those having the minimum value of d(), according to Property 2
in Lemma 1.
Denition 2. Given a digraph G = (V; E) and a rooted set R, a set of edges LE
is a linking set for R if there exists a bfs-tree T =(V; ET ) s.t. ET \ (R R)LE \
(R R).
The above denition says that a set L of edges from R to R is a linking set if for
at least one bfs-tree T , all edges of T from R to R are in L. This ensures that if we
want to expand a rooted set R by adding a vertex x2 R adjacent to a vertex in R, an
edge connecting it to a suitable parent can be found in the linking set.
In the following we rst introduce Procedure Propagate, shown in Fig. 3, which
is used in order to propagate the distance values from vertices in the rooted set to
vertices whose distance and=or parent has to be changed.
Lemma 2. Given a digraph G=(V; E); if Procedure Propagate is invoked on a link-
ing set LE for some rooted set RV; then when it terminates V is a rooted set.
Proof. We rst show that when a new vertex is added to R Procedure Propagate
updates L accordingly. By Denition 2, before the execution of Procedure Propagate
there exists a bfs-tree T = (V; ET ) rooted in s such that all vertices in R can be reached
from s without using edges in (R R)− L.
Since ha; bi is selected from L in line 1 as the edge for which dist(a) is minimum
and a has minimum rank, then if vertex b decreases its distance from the source, i.e.,
d(b)>dist(b), then all vertices in R have distance at least dist(a) + 1. This implies
that dist(b)=dist(a) + 1, and b is correctly added to R. On the other side, i.e., if
d(b)=dist(b), vertex b is added to R, since Procedure Propagate assigns it a new
parent having the same distance, but a lower rank.
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procedure Propagate(L: set of edges)
begin
while L 6= ; do
1. let ha0; bi be an edge in L having minimum d(a0) + 1
2. select ha; bi from L s.t. d(a)= d(a0) and a has minimum rank
3. remove all edges ha00; bi from L
p(b) := a
if d(b)>d(a) + 1 then
d(b) := d(a) + 1
for each edge hb; ci 2 fs(b) s.t. d(c)>d(b) + 1
or (d(c)= d(b) + 1 and rank(b)<rank(p(c))) do
4. insert hb; ci into L
end do
end if
end do
end
Fig. 3. Procedure propagate.
When vertex b is moved from R to R, we have to update L properly; in line 3 of
the procedure we remove from L all edges from R to b (these edges are no longer in
R R); in line 4 we insert into L all edges hb; ci such that:
(1) either d(c)>d(b) + 1: in this case, since dist(c)6dist(b) + 1= d(b) + 1, we have
d(c)>dist(c), and Denition 1 ensures that c2 R.
(2) or d(c)= d(b) + 1 and rank(b)<rank(p(c)): in this case, since rank(b)<
rank(p(c)) then we are sure that vertex c can get a parent with better rank (pos-
sibly b), and hence c2 R.
It is easy to see that all other edges in fs(b) cannot appear in the new bfs-tree.
Finally, by Denition 2, a linking set is empty if and only if the corresponding
rooted set consists of all the vertices. This implies that when Procedure Propagate
stops, all the vertices have been moved to R. The lemma follows from Lemma 1.
Let us denote as mq the number of edges initially in L, and by W  R the set
of all vertices x initially having d(x)>dist(x). The following lemma gives the time
requirements of Procedure Propagate.
Lemma 3. Procedure Propagate requires O(n+ mq +
P
x2W jfs(x)j) time.
Proof. We represent L by means of an array of edge sets, one for each possible value
of d(). Each edge set L[k] is stored as a doubly linked list containing all edges ha; bi
such that d(a) + 1= k. This implies that each edge can be inserted in L in constant
time.
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procedure Insert(hx; yi: edge)
begin
insert hx; yi into fs(x)
insert hx; yi into bs(y)
if d(y)>d(x)+ 1 or (d(y)= d(x)+ 1 and rank(x)< rank(p(y))) then
Propagate (hx; yi)
end if
end
Fig. 4. Procedure insert.
Edges ha; bi are extracted from L by nondecreasing d(a). Since any time we extract
ha; bi in line 1, each edge hb; ci inserted in L in line 4 has d(b)>d(a), then the
total time needed for inserting and extracting edges in lines 1 and 4, respectively, is
O(mq + number of edges inserted into L), plus O(n) for scanning the array L for all
possible distance values.
Furthermore, we maintain links from each vertex b to all the edge entries ha0; bi
currently in L. This allows us to remove those edges from L in line 2 in constant time
per edge. The selection step in line 2 can be performed within the same time bound
of the removal in line 3. If x2 R and it does not change the distance then fs(x) is not
examined, so the number of edges inserted into L is bounded by
P
x2W jfs(x)j, and
the lemma follows.
4.1. Incremental bfs-tree
In this section we describe how to update a bfs-tree for a directed graph G under
edge insertions. Suppose to have a bfs-tree T (s) for G, and that edge hx; yi is in-
serted in G. Procedure Insert, shown in Fig. 4, works as follows: rst it adds hx; yi
into fs(x) and into bs(y); then, if the distance of y decreases, or the distance of y
remains unchanged but rank(x)<rank(p(y)), Procedure Propagate is called on the
set consisting of the single edge hx; yi, since in both the above cases p(y) has to be
updated.
It is easy to see that fhx; yig is a linking set for the set R of vertices whose distance
and=or parent does not change due to the insertion. In fact, if d(y)= d(x)+1 and
rank(x)<rank(p(y)) then R= fyg and x is a better parent for y, hence fhx; yig is
a linking set. On the other hand, if d(y)>d(x)+1, then fhx; yig is a linking set for
R, since all vertices whose distance or parent changes must have all their possible
shortest paths passing through edge hx; yi. So the algorithm basically passes this edge
to Procedure Propagate.
Theorem 4. Procedure Insert correctly maintains a bfs-tree.
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Proof. Let R be the set of vertices whose distance and parent do not change after the
insertion of edge hx; yi: R is a rooted set with respect to functions d() and p().
If either d(y)= d(x)+1 and rank(x)<rank(p(y)), or d(y)>d(x)+1 then x is a
better parent for y, so p(y) has to be changed to x.
Moreover, fhx; yig is a linking set for R, since any vertex whose distance changes
must have all its new shortest paths passing through edge hx; yi.
The theorem now follows from Lemma 2.
Theorem 5. The total time required by Procedure Insert to handle a sequence of q
edge insertions is O(m minfq; ng).
Proof. Due to an edge insertion, vertices cannot increase their distance. For each edge
insertion, let W be the set of vertices whose distance decreases: since the distance of a
vertex can decrease at most n times, each vertex can be in W at most n times during
any sequence of edge insertions.
In this case term mq in Lemma 3 is equal to 1, thus the total time spent by Procedure
Propagate is O(nq+minfq; ng Px2W jfs(x)j)=O(nq+m minfq; ng). Since nq6mq
and nq6nm, we have nq6minfq; ng  m. The theorem follows.
Moreover, the only operation in Procedure Insert requiring more than constant time
is the initialization of L, which can be accomplished in O(n) worst case time.
4.2. Decremental bfs-tree
In this section we describe Procedure Delete, which maintains a bfs-tree of a digraph
during a sequence of edge deletions. Some considerations are worth noting: when an
edge hx; yi is deleted, distances cannot decrease; furthermore, vertices whose distance
increases and/or whose parent changes can only be in S(y).
The algorithm works in two phases: in the rst phase a parent is assigned to all
vertices in S(y) whose distance from s does not increase due to the deletion of edge
hx; yi. In addition we assign a distance equal to +1 to all the remaining vertices
in S(y) (in order to fulll Denition 1). In the second phase a temporary parent is
assigned to the vertices in S(y) whose distance from the source increases; this is
done by computing a linking set, and calling Procedure Propagate. The algorithm
is shown in detail in Fig. 5. When we assign a new parent to a vertex, it must be
chosen as the vertex having minimum rank among those having minimum distance,
thus fullling Property 2 in Lemma 1. Note that, for the sake of clarity, we do not
specify what to do when a vertex becomes disconnected from the source, the extension
being straightforward.
A crucial consideration is that the relative position in which edges are stored in each
backward star does not change under edge deletions. We assume that edges are stored
in each backward star by increasing rank. Moreover, we require that, before any edge
deletion, the parent of each vertex is the rst one according to that ordering; more
formally, edge hp(x); xi is stored in bs(x) in a position such that there is no edge
ha; xi with d(a)= d(p(x)) preceding hp(x); xi in that order.
212 P.G. Franciosa et al. / Theoretical Computer Science 250 (2001) 201{217
procedure Delete(hx; yi: edge)
begin
remove hx; yi from fs(x)
remove hx; yi from bs(y)
if x= p(y) then
set p(y) to the next vertex appearing in bs(y)
R := ;
for each vertex b in S(y), scanned by increasing tree level, do
1. search the rst edge ha; bi in bs(b) s.t. d(a)+1= d(b),
starting from edge hp(b); bi
if such an edge ha; bi exists then
p(b) := a
else
d(b) :=+1
add b to R
end if
end do
if R 6= ; then
L := ;
for each vertex b in R do
2. select the rst edge ha; bi in bs(b) s.t. d(a) is minimum
if d(a) 6= +1 then
insert ha; bi into L
end if
end do
Propagate(L)
end if
end if
end
Fig. 5. Procedure delete.
Let us prove the correctness of Procedure Delete. The following property is guar-
anteed by line 1.
Lemma 6. Given a digraph G=(V; E) and a vertex b2V , for each edge hz; bi stored
in bs(b) before hp(b); bi, d(z)>d(p(b)) holds.
Proof. We assume that the thesis is true before processing a deletion. While processing
a deletion the following cases may occur:
 if p(b) preserves its distance from the source then the thesis still holds, since vertices
appearing before p(b) in bs(b) cannot decrease their distance after the deletion;
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 else, let a be the rst vertex with d(a)+1= d(b) appearing after p(b) in bs(b). If
such vertex exists then it is found by procedure Delete in line 1, and p(b) is set to
a; otherwise procedure Delete scans all bs(b) from the beginning (line 2), setting
p(b) to the rst vertex found with minimum distance. In both cases the lemma still
holds.
Theorem 7. Procedure Delete correctly maintains a bfs-tree.
Proof. After deleting edge hx; yi, only the distance or the parent of vertices in S(y)
might change. Procedure Delete nds the set U of all vertices in S(y) whose distance
remains unchanged (line 1), and assigns a parent to them, as described in Lemma 6.
Since backward stars are sorted by increasing rank, the chosen parent has minimum
rank among those having minimum distance.
Set U is built by scanning vertices in S(y) by increasing tree level using children
lists. When a vertex b is scanned, if its distance does not change then any vertex in
any shortest path from s to b either is in S(y) or in the already scanned portion of
S(y), and its distance has not changed, too. Hence, the portion of the new bfs-tree
leading to vertices whose distance is preserved is found by the rst loop of Procedure
Delete.
Note that, since d(b) has been set to +1 for each vertex in S(y)− U , at the end
of the rst cycle R= S(y) [ U is a rooted set. Thus, we still have to assign correct
p() and d() to vertices in R.
A linking set for R is determined by scanning the whole backward star of each
vertex in R, and selecting for each vertex b the rst edge ha; bi such that a2R and
d(a) is minimum. Since backward stars are sorted by increasing rank, the chosen edge
has minimum rank among those having minimum d().
It is easy to see that any edge in the new tree connecting a vertex in R to a vertex
in R must be in L. In fact, distances of vertices in R are correct, so edges chosen in
line 2 are the best available starting from R. Note that the new parent of a vertex in
R could be a vertex in R, but by Denition 2 these edges cannot be taken in account
while building a linking set, and will be found by Procedure Propagate.
The theorem now follows from Lemma 2.
If we denote as bsi(b) the backward star of a vertex b before the rst deletion in a
sequence of edge deletions is performed, then the following Lemma provides a bound
for the time spent in lines 1 and 2 of Procedure Delete during the whole sequence
of deletions.
Lemma 8. Given a vertex b, the total time required by Procedure Delete for scan-
ning bs(b) during a sequence of q edge deletions is O(minfq; ng  jbsi(b)j+q).
Proof. The backward star of a vertex b is completely scanned at most twice for each
value assumed by d(b). In fact, when b’s distance assumes a new value k, the rst
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parent p in bs(b) having distance k−1 is found by a simple sequential scan in line 2,
while line 1 scans the portion of bs(b) following p during a subsequence of deletions
that do not aect b’s distance.
Since on a sequence of edge deletions d(b) is nondecreasing, and at any time
jbs(b)j6jbsi(b)j, the lemma follows.
Theorem 9. The total time required by Procedure Delete to handle a sequence of q
edge deletions is O(m minfq; ng).
Proof. When Procedure Propagate is invoked, R consists of all vertices whose dis-
tance changes due to an edge deletion. Since the distance of a vertex can increase
at most minfn; qg times, each vertex can be in R at most minfn; qg times during
any sequence of q edge deletions. Moreover, for each vertex b at most one edge
ha; bi is inserted into L, so term mq in Lemma 3 is bounded by n. Hence the to-
tal time spent by Procedure Propagate during a sequence of q edge deletions is
O(nq+minfq; ng  (Px2 R jfs(x)j))=O(nq+m minfq; ng).
Finally, the total time spent by Procedure Delete in lines 1 and 2, which can be
derived by applying Lemma 8 to all vertices, sums up to O(minfq; ng  (Px2V jbs(x)j)
+qn)=O(m minfq; ng+qn). Since qn6qm and qn6mn, we have qn6minfq; ng m,
and the theorem follows.
5. Applications to the dynamic shortest-paths problem
As already mentioned in the introduction, since in the case of unit edge weights a
bfs-tree is always a sp-tree, we actually maintain a shortest-path tree of a digraph with
unit edge weights. Our algorithm for edge deletions represents the rst decremental
solution for digraphs that is asymptotically better than recomputing the sp-tree from
scratch after each deletion. Distance queries can be answered in constant time, while
shortest-path queries can be answered in time linear in the number of edges in the
retrieved path, by following the parent pointers p().
As a further application, our technique allows us to maintain the shortest paths be-
tween all pairs of vertices of a digraph with unit edge weights in O(n2) amortized time
for each deletion, by simply maintaining n sp-trees, one for each vertex of the graph.
In the case of unit edge weights, and in the decremental case, this is an improvement
on the time bounds given in [8], where insertions and deletions are performed in O(n2)
and O(mn+n2 log n) worst case time, respectively, and on the time bounds of the best
o-line solutions [3, 28], which are strongly related to the time needed to multiply two
matrices of small integers.
In the following we give the main ideas that allow us to deal with graphs with
non-unit edge weights. In particular, we consider the case in which each edge hx; yi
of the graph has an integer weight w(hx; yi)2 [1; C]; in this case the length of a path
is given by the sum of the weights of the edges contained in that path.
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In Procedures Propagate, Insert and Delete all the occurrences of the value 1
must be replaced by the weight of the appropriate edge, as for example w(ha0; bi) in
line 1 of Propagate, and w(ha; bi) in line 1 of Delete, and any time we assign a
new distance to a vertex.
Let us now evaluate the total time complexity of a sequence of q edge deletions.
A special remark is concerned with the implementation of L, since the priority of a
generic edge ha; bi in L is now d(a) + w(ha; bi). When the initial linking set is built
by Procedure Delete, it is assumed to be sorted according to the priorities of the
edges, before passing it to Procedure Propagate. In order to sort elements of L in
O(n+C+mq) worst case time and space, where mq is the number of edges initially
in L, we represent a priority value p2 [1; nC] as a pair (bp=Cc; p mod C). We proceed
as follows: we rst apply a radix sort according to the second element of each priority
pair and then we apply a stable radix sort according to the rst element of each
pair.
Moreover, in Procedure Propagate, when we insert edges from fs(b) into L, the
priority values are in the range [d(b); d(b)+C], and d(b) is the current top value of
L. Thus, if we separately manage the mq elements initially in L and elements that are
inserted into L by Procedure Propagate, we can easily extend Lemma 3 to the case
of integer edge weights and show the following theorem.
Theorem 10. Procedure Propagate, in the case of edge weights in [1; C], requires
O(Cn+mq+
P
x2 R fs(x)) worst case time and O(n+C+mq+
P
x2 R fs(x)) space.
The O(m minfq; ng) total time bound shown in Theorem 9 mainly derives from the
fact that the distance of each vertex changes at most n times during a sequence of q
edge deletions; since distances between vertices are now integers in [0; Cn], it is easy
to extend Theorem 9 as follows.
Theorem 11. The total time required by Procedure Delete to handle a sequence of
q edge deletions, in the case of edge weights in [1; C], is O(m  minfq; Cng), using
O(n+C+m) space.
6. Conclusions and open problems
In this paper we have proposed incremental and decremental algorithms for main-
taining a bfs-tree for a digraph in O(n) amortized time per operation. These are the
rst results known in the literature for the dynamic maintenance of a bfs-tree of a di-
graph. The proposed technique has interesting applications to the dynamic maintenance
of shortest path information for digraphs.
Some of the arguments developed in this paper deserve further consideration: rst,
it should be worth investigating whether our techniques can yield results in terms
of output complexity [14, 15], or if they can be applied in order to maintain a
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Lexicographic BFS order, as dened in [17]; this appears to be a useful proper subclass
of the visiting orders dened by breadth-rst search visits.
Other obvious elds of investigation could be the denition of a fully dynamic
algorithm which is asymptotically faster than recomputing a bfs-tree from scratch after
each update, and the extension of the decremental algorithm for maintaining a sp-tree
to digraphs with positive real edge weights.
Finally, it would be interesting to study the problem of decrementally maintaining the
reachability information from a given source vertex; in the incremental case, this can be
done in O(1) amortized time. Although it is unlikely that the same complexity bound
could be obtained in the decremental case, it might be that decremental reachability
for general digraphs is substantially simpler than maintaining shortest paths.
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