This study illustrates the benefits of data pre-processing through supervised data-mining techniques and utilizing those processed data in an artificial neural networks (ANNs) for streamflow prediction. Two major categories of physical parameters such as snowpack data and time-dependent trend indices were utilized as predictors of streamflow values. Correlation analysis of different models indicate that, for the period of January to June, using fewer predictors led to simpler modeling with equivalent accuracy on daily prediction models. This did not hold in all periods. For monthly prediction models, accuracy was improved compared to earlier works done to predict monthly streamflow for the same case of Elephant Butte Reservoir (EB), NM. Overall, superior prediction performance was achieved by utilizing datamining techniques for pre-processing historical data, extracting the most effective predictors, correlation analysis, extracting and utilizing combined climate variability indices, physical indices, and employing several developed ANNs for different prediction periods of the year.
Introduction
Elephant Butte Reservoir, a multi-objective reservoir, provides electrical power and water for south-central New Mexico and West Texas, including irrigation water for 68,708.25 ha (169, 650 acres) of farmland. Caballo Reservoir, located 40.25 km (25 miles) downstream of Elephant Butte Reservoir, is fed primarily by water released from Elephant Butte Reservoir and provides direct release of irrigation water downstream into the Rio Grande Project during the primary cropping season. Consequently, the two reservoirs can be represented as an integrated control volume, whose streamflows, outflows, and storage volume can be simulated simultaneously. A reliable release plan from Caballo Reservoir to meet existing water demands downstream in the Rio Grande Project directly depends on the Caballo Reservoir's storage level, whose optimal operation plan must be developed under uncertain conditions. In addition, providing the optimal storage levels in both reservoirs can minimize total evaporation loss from both reservoirs. Such optimization requires accurately estimating streamflow volume to the reservoir and considering the control volume elements in both reservoirs. Based on the geometric characteristics of both Elephant Butte and Caballo Reservoirs, increasing the water storage volume has different effects on the surface areas of each reservoir. Therefore, since water surface area directly correlates to evaporation loss, selecting the appropriate reservoir to store specific water volumes in operational periods is a critical decision. In addition, the streamflows to the reservoirs should be predicted to anticipate the storage level variation in the reservoirs. The initial operation plans based on optimization are defined for seven days ahead, 15 days ahead, and one month ahead, based on the predicted values for streamflow to the Elephant Butte Reservoir and related parameters of the control volume. These parameters include evaporation volumes from both Elephant Butte and Caballo Reservoir; tributary streamflows to the reservoirs; and seepage volume from both reservoirs. The developed prediction models are incorporated in a decision support system that uses the predicted values for 7 days ahead, 15 days ahead, and one month ahead to provide the optimal release plans from Elephant Butte Reservoir into the Caballo Reservoir. The study area has been shown in Figure 1 .
Neural networks are widely used to predict dependent variables and they are suitable for addressing objectives identified in this study. Liao et al. (2012) investigated applied data mining techniques through research from 2000 to 2011, and their study shows that artificial intelligence has been utilized significantly and successfully for different types of prediction models. Generally, neural networks utilize several effective criteria (observations) for a dependent target parameter to conclude its value [1] . The application of neural networks has been widely studied by several researchers who investigate how different neural network characteristics would change the processing cost and computational time [1, 2, and 3] .
Neural networks are mainly used for linear and nonlinear regressions and as classification methods where prediction is done based on the linear and nonlinear combinations of the input variables. After the training process which optimizes the ANNs, the output values are estimated as a non-linear function of the weighted sum of the input values. Labadie's review study (2004) shows that ANNs have been widely used as an alternative to multiple regression models, and ANNs are an appropriate method for finding patterns in data and classifying nonlinear systems [4] . Although some classification techniques such as Decision Trees (DTs) produce decision rules, which are more transparent for categorizing and prediction purposes, ANNs are more powerful in mapping nonlinear relationships between the effective parameters and the dependent target values [4, 5] .
ANN models have long been used by several researchers to predict daily streamflow, monthly streamflow, water quality, water level on the river, rainfall-runoff relationships, calculating solitary wave run-up, and several specific hydraulic characteristics [4, [6] [7] [8] [9] [10] [11] [12] [13] [14] . Researching the same study area of this study, utilized ANN to forecast monthly streamflow for Rio Grande basin through spring-summer runoff season. Stedinger et al. (1984) found that utilizing a long period of historical data results in more accurate streamflow prediction models. In addition, they showed that adding the snowpack data significantly improves the prediction accuracy [15] . Along with the ANN, hybrid models have been widely used to predict the streamflow and future strategic planning of different resources [16] [17] [18] [19] [20] . Humphery et al. (2016) utilized a hybrid approach of Bayesian networks and neural networks for streamflow prediction [12] . Faruk (2010) used a hybrid ARIMA and neural networks to predict the water quality time series data [21] .
In most of the previous studies, where an ANN were applied, the effective parameters on the target values were recognized and utilized as predictors. Since there are hundreds of available potential input variables for stream streamflow forecasting, more robust and complex statistical analysis are required in selecting the effective parameters as predictors and designing the structure of the neural networks to improve prediction accuracy. In this study, we utilized physically-based conceptual relationships between the effective parameters on the target values and extracted the existing time-dependent's trend parameters through the historical stream streamflow data. Applying these two concepts improved the prediction accuracy. Different configurations of predictors were utilized to build dozens of Artificial Neural Networks models, and the predictors included daily observed stream streamflow values; temperature; month number; season number; snowpack indices, including snow telemetry precipitation data and snow water equivalent (measured in 12 snow telemetry stations); previous year's streamflow (previous year for the predicted year); average streamflow of previous 2 years (previous 2 years for the predicted year; the average streamflow of previous 5 years (previous 5 years for the predicted year); and number of days in the predicted month. In the materials and methods section, the procedure of extracting the trend parameters is described. Finally, the effective parameters including physical parameters, time parameters, and trend parameters were utilized to develop the streamflow prediction models. Extracting and utilizing the climate variability indices along with neural networks led us to a superior prediction performance for stream flow values through different times of the year. In addition, prediction analysis for a specific period of the year is crucially important: having an annually accurate prediction model does not mean it is an accurate model for each specific period of the year (each individual month). Most of the time, because of agricultural, environmental and industrial purposes, a separate model should be developed for each individual prediction period. Therefore, this study develops several prediction functional models for several considered prediction periods. We utilized Artificial Neural Networks (ANN) as an appropriate forecast model for this case of study since reviewed ANN studies that produced superior modeling results. We employ ANNs to develop prediction models that forecast the daily (7 days ahead and 15 days ahead) and monthly stream flows to Elephant Butte Reservoir. The developed prediction model builds on a large body of work in data mining techniques, which are utilized to classify, predict or extract existing knowledge from historical data. The remainder of the paper is organized as follows. Section 2 describes the material and methods. Then we report the numerical results in Section 3. In the last two sections we present our discussions and conclusions.
Material and Methods
After considering the conceptual relationships between the physical parameters and the streamflow magnitude, we applied several data mining techniques to select the most appropriate predictors and prediction models. Neurosolution 6.0 was utilized to develop the ANN as predictive models. To develop the ANN model, the effective variables were selected through both correlation analysis and a network modeling process. Historical data from 1961 to 2015 were processed and utilized to develop both monthly and daily streamflow prediction models for the Elephant Butte Reservoir. Two major physical parameters and time-dependent trend indices were utilized as predictors of streamflow values. Timedependent trend indices were extracted through data processing and data mining techniques. The selected physical variables were snow water equivalent (SWE), temperature, precipitation indices, and daily and monthly streamflow values; the temporal variables were the month and the day of the month. Additionally, to model the existing trend in the historical data, three additional indices were defined, based on the magnitudes of the yearly streamflow of the past year, the average streamflow of the past 2 years, and the average streamflows of past 5 years. The magnitudes for these indices were classified through 10 different classes. The values of 10 and 1 represent the highest streamflow magnitude and the lowest streamflow magnitude, respectively. Based on the feedforward NN, the input variables were fed to the nodes (neurons) on the input layer. Considering the accuracy analysis, the optimal network was designed for different prediction models, for which a more detailed procedure is described in sections 2.1, 2.2, and 3.
Artificial Neural Networks
Neural networks are computational prediction models, which were developed based on inspiration from functionality of the human brain, which can identify the complex relationships between input and output values and recognize patterns among the input and output values [22] [23] [24] [25] [26] . In prediction models, neural networks are generally presented through interconnected neurons, which utilize portion of some data as training data to compute future values. In this context, historical data may be used to train the model to predict future outcomes. To develop an accurate neural network, the most meaningful information should be utilized. Depending on the simplicity or complexity of the relationships, simple and complex models can be examined to find the best model representing the relationships between the predictors and predicted values [22, 23] . Basically, the best model of the network depends on not just the quality of the utilized data, but on informed trial and error process to obtain the best model that reveals the hidden relationships in the data. Considering these requirements, we utilized a feed-forward network of ANN, which is the most commonly used ANN model. Figure 2 illustrates a typical structure of an ANN model with one input layer, one hidden layer, and one output layer. The output values in three-layered feedforward neural networks (FFNNs) are generally driven based on the nonlinear transformation of linear combinations of input parameters as described by Kim and Valdes (2003) , in which the output values explicitly expressed as follows [23, 24] :
Where w ji is the assigned weight that connects the ith neuron from input layer to the jth neuron of the hidden layer; w j0 is the bias value assigned to the jth neuron in the hidden layer; f h is the assigned activation function applied on the hidden neurons; w kj is the assigned weight that connects the jth neuron of the hidden layer to the kth neuron of the output layer; w k0 is the bias value assigned to the kth neuron in the output layer; and f 0 is the assigned activation function applied on the output neurons:
Where N is the number of inputs (observations); L is the number of predicted outputs; ( ) is the actual or desired target values; and ̂( ) is the value predicted by the network for the th neuron through th iteration [22, 23] .
The Characteristics of Developed ANNs
In this study, we utilized available daily and monthly data from 1961 to 2015. In most of the analysis, 60%, 15%, and 25% of data were used as training, cross validation (CV), and testing datasets, respectively. The hyperbolic tangent function was utilized as activation function through the hidden layer, and a linear function was selected as the activation function in the output layer. Considering the convergence speed, stability in the learning process, and learning error values, the Momentum was selected as a learning rule for updating the weights through all the designed networks. For the training process, step size and momentum were taken as 1 and 0.7, respectively. In most of the designed ANNs, defining one hidden layer derived higher accuracy. Based on the training process monitoring, the maximum number of epochs were selected as 1000 to 5000 epochs in separate models. The appropriate number of nodes (neurons) on the hidden layer was obtained through a trial and error process. Then, based on the accuracy performance (error magnitude), in most of the designed ANNs, 12 to 15 nodes were assigned to the hidden layer. Based on the accuracy performance of the developed models, training, cross validation, and testing procedures, the optimal ANN prediction models were selected. Finally, three categories of daily prediction models for the annual period, the January to June season, and the March to April season were introduced.
Numerical Results

Correlation analysis
Regression analysis were performed between each individual predictor and predicted future daily streamflow values to investigate the existing significant correlation between the predictors and the future predicted values [22, 23] . To investigate the effectiveness of different predictors on predicted streamflow values, we analyzed several linear regression models between each individual predictor and the predicted streamflow values as suggested in the literature [23] . Table 1 illustrates the statistical test results of the developed linear regression models. The results indicate whether each individual predictor has a statistical significant effect on the predicted value or not. In addition, the effects of the SWE for the months of January to June on the monthly streamflow values were investigated.
Table 1. Examined T-test analysis for regression analysis between each individual considered predictor and predicted daily streamflow values
Note: the bold values indicate the non-significant correlation between the predictors and the daily streamflow values through different future time steps ahead. The P-values are compared with the Alphalevel of 0.05. P-values less than Alpha-level = 0.05 indicate the significant existing correlation between the predictors and the predicted streamflow values. The P-values greater than the Alpha-level = 0.05 indicate that the evaluated parameter statistically does not have significant correlation with the related predicted streamflow value. Table 2 shows the correlation coefficients between SWE indices through the months of January to June of the basin an monthly streamflow. Note: In Table 2 and 3, the star sign (*) indicates that there is not significant correlation between the SWE values and related daily values in different months.
P-value
Some models can be accurate in the training process with a lower amount of error and a higher regression coefficient amount but exhibit lower accuracy in testing the test dataset. Therefore, the error and regression coefficient from the testing data set should be evaluated for each variable for its inclusion in the final prediction model. Table 3 shows the numerical results (obtained coefficients of determination) of some of developed networks as prediction models with acceptable performances in term of accuracy.
As shown in Figure 1 , the SNOTEL (snow precipitation indices and snow water equivalent) data were obtained and processed from 12 stations on the headwater of the watershed. In the developed hybrid model, the most significant autoregressive lags along with the meaningful predictors of developed ANN models were utilized [22, 23] .
Considering the results from Tables 1, 2 , and 3, the best daily streamflow prediction models for specific prediction periods were obtained as follows (Sabzi et 
+1, +2, +3, +4, +5, +6, +7 = ( , * , −1 , −2 , , , , 5 , 2 , )
+1, +2, +3, +4, +5, +6, +7 = ( , * , * , −1 , −2 , , , , 5 , 2 , )
+1, +2, +3, +4, +5, +6, +7 = ( , * , −2 , )
where indicates the observed daily value at a specific day, SWE represents the snow water equivalent at the first day of the prediction month, SWEE m * represents the snow water equivalent at the first day of the month with higher correlation of the SWE and predicted streamflow values in the prediction month, −2 represents the precipitation index at two previous month of the predicted month, represents season index, stands for the number of the predicted month, P5Y i represents the average of annual streamflow value in the past 5 years of the predicted year, P2Y i represents the average of annual streamflow value in the past 2 years of the predicted year, and PY i represents the average of annual streamflow value in the past year of the predicted year [22, 23] . The hybrid model is defined through Eq. 
Where −1 , −2 , −7 , −8 , −24 , −30 are the lagged daily streamflow values at 1, 2, 7, 8, 24, and 30 days in the past [23] . 
Importance degrees of predictors
The predictors' importance degrees represent the reduction of the target variance for each predictor. Considering the variance of targets, sensitivity measure of the predictors is utilized to rank their importance degrees. Considering a prediction model including k predictors, ( ( | )) is the variance over − ( a (k-1) dimensional vector representing all involved predictors except where is over . As a result, ( ( | )) is an appropriate measure to indicate that how influential is . As a result, smaller amounts of ( ( | )) stand for more influential predictors. Unconditional total variance, is computed as two complement variances through Eq. (8) as follows: Where ( ( | )) stands for main effect of on , and ( ( | )) considers the residuals. The sensitivity measure (importance degree) was introduced by Saltelli et al (2004) and for each predictor, its measure of sensitivity is defined as a ratio of ( ( | )) to the total variance . The sensitivity measure is calculated through Eq. 9) as follows [24] : = = ( ( | )) (9) Where represents the target value, in which is defined as a function of predictors ( = ( 1 , 2 , … , ) ), is the predictor, and is the number of predictors. Then, normalized sensitivities represent the predictors' importance degrees, which are calculated through Eq. (10) as follows:
Where was calculated in previous step through Eq. (9). Tables 5 and 6 represent the importance degrees of predictors in forecasting streamflow values for different time steps ahead based on the models as represented through Eqs. (4) and (6) respectively. Figure 4 shows the desired output and actual output of the network for test dataset based on 6 months' data (January to June). In all developed models, test datasets were selected based on the recent dataset. Testing based on the latest observed data assures the applicability of the developed networks based on recent predictors' values for predicting future datasets. 
Discussion
The predictors' importance degrees for daily and monthly streamflow values are analyzed by both Neurosolution and SPSS software packages. Tables 5 and 6 show that the daily and monthly streamflow values are the most dominant prediction element in predicting the streamflow values seven days one month in advance. This finding confirms Sabzi et al.'s (2017) results {22, 23]. The analysis of importance degrees along with the accuracy performance led us to select the optimal prediction models for each daily prediction period applicable for January to June, March to July, and an annual period (12 months). For example, the correlation analysis showed that precipitation indices of previous two months are more important than the precipitation index of the previous month. Therefore, it is reasonable to use the precipitation indices of the previous two months as one of the key predictors. In contradiction to standard engineering judgment, the incorporation of temperature did not show a significant improvement in model accuracy. This observed independency of streamflow values and average temperature should be explored further.
In this study, along with the developed ANN models, several hybrid models were developed, in which in the hybrid daily prediction models, the significant effects of different preceding time periods (past values of streamflow considering different previous timeframes) were recognized through ARIMA, which is a statistical univariate time series prediction model. As illustrated through Eq. (7), the effective preceding time values (effective lagged streamflow values) were incorporated in the prediction models. The accuracy performance analysis showed that a hybrid model did not improve the performance of the developed prediction models, however. Table 7 shows the accuracy performance of the developed model based on the Eq. (6) 6 versus different predicted streamflow values through different time steps ahead based on the 12 months data. Eq. (11) indicates the developed monthly streamflow prediction based on combination of physical, temporal, and time dependent streamflow trend indices. The time dependent stream flow trend indices were obtained through supervised data mining techniques as suggested in the literature [22, 23] .
I m = f(I m−1 , SWE Em , SWE m , P m−1 , P m−2 , S i , M i , P5Y i , P2Y i , PY i ) (11) where monthly streamflow I m in mth depends on the streamflow I m−1 that is from one month before, SWE Em at first day of the effective month (the month that its SWE index has significant effect on the streamflow at mth month), SWE m at the first day of the predicted month, P m−1 precipitation index of the month before the predicted month, P m−2 precipitation index of the 2 months before the predicted month, S i season number, M i month number, P5Y i average of streamflow of the past 5 years, P2Y i average streamflow of the past 2 years, and PY i average streamflow of the previous year [22] . Table 8 indicates the sensitivity analysis of the mean of the monthly streamflow to the variation of the utilized predictors. Sensitivity analysis of the mean of streamflow to its predictors indicates the importance degree of predictors. In this process, after developing the pre-trained network, through batch testing, each individual predictor is changed by ± one standard deviation while rest of the variables means are fixed. Then, the predicted value is computed based on the limited steps of ± standard deviation (usually 50 steps) below and above the predictor's mean. The same process is done for rest of the predictors. Then, the variability of the predicted value (I m ) affected by variability of the predictors is obtained. Finally, to rank the effectiveness of the input variables on the outputs (predicted values), relative importance indices were developed by normalizing the sensitivity of the variables [8] . Incorporating the time and time dependent trend indices of , , 5 , 2 , improved the prediction accuracy with higher coefficient of determination ( 2 = 0.912) compared to the models with the same data excluding those time dependent trends ( 2 = 0.9). 
Conclusions
Considering the statistical analysis and accuracy performance, the key predictors in most of the developed streamflow prediction models were found to be daily observed streamflow value, SNOTEL precipitation indices, and SWE amounts. As shown in tables 1, 2, and 3, for the developed comprehensive daily streamflow prediction model applicable throughout the year (12 months), the effective SWE indices were utilized as a predictor along with other effective predictors. For example, for the months of July, November and December, the SWE indices are zero, but according to the correlation analysis results in table 2, the SWE amount in May has a significant correlation with the streamflow values in July, November, and December. Therefore, SWE of May would be an effective predictor of the streamflow amount in July, November and December. As a result, incorporating the results of correlation analysis as shown in tables 1 and 2 enabled us to utilize effective SWE (SWEE) and SWE along with other effective predictors in the prediction model. Accuracy performances along with the higher coefficient of determination were two key elements in selecting the optimal prediction models for each specific prediction period. The correlation analysis, along with the accuracy performance analysis, led us to select the relatively parsimonious model that used fewer predictors. Comparison of the hybrid ANN with regular ANN showed that hybrid models of ANN with the statistical univariate ARIMA model did not improve the prediction performances. This can be because of the parsimonious concept of the model, where using fewer predictors can lead to a simpler model with equivalent prediction accuracy. Therefore, in this case, ANN would be a better prediction model than hybrid ANN. Cumulatively, the pre-processing of data with data mining techniques improved the prediction accuracy of the developed models. Although the prediction accuracy improvement was not significant for daily prediction models, the prediction accuracy improvement was significant for monthly streamflow predictions. Table 8 provides crucially beneficial importance degrees of the predictors which developed time dependent streamflow trend indices of 5 , 2 , improved prediction accuracy compared to the previous studies performed on the same case study. This suggests that prediction accuracy in ANNs depends on the optimal structure of ANNs, the intelligent selection of predictors, and the pre-processing of those predictors using supervised data mining techniques.
Developing the importance degrees of predictors provides an intelligent basis for optimal selection of predictors considering the availability of data on predictors. Finally, providing detailed correlation analysis and accuracy performances of the developed daily streamflow models in Tables 3 along with developed importance degrees, as shown  in Tables 5, 6 , and 8, provides the valuable basis for developing diverse models for different periods of the year; the same utilized approach in this study is applicable and extendible for similar hydrological case studies.
