Abstract. We consider the equation
Introduction
The Hénon equation [12] was proposed as a model to study stellar distribution in a cluster of stars with the presence of a black hole located at the center of the cluster. Besides its application to astrophysics, Hénon-type equations also model steady-state distributions in other diffusion processes; see the introduction in [9] and the references therein for a more precise description on applications. Apart from its applications, the Hénon equation is an excellent prototype for the study of some important problems on the qualitative analysis of solutions of elliptic partial differential equations. For example, the symmetry of least energy solutions and least energy nodal solutions [16, 4, 15] and some concentration phenomena [6, 5, 9] . In this paper we present some results on the Morse index of radially symmetric solutions.
Consider the equation −∆u = g(|x|, u) in Ω, u = 0 on ∂Ω.
where Ω ⊂ R N , N ≥ 2, is either a ball or an annulus centered at the origin, g : [0, +∞) × R → R is such that r → g(r, u) is C 0,β on bounded sets of [0, +∞) × R, u → g u (r, u) is C 0,γ on bounded sets of [0, +∞) × R, where g u denotes the derivative of g with respect to the variable u. Given any continuous function u : Ω → R we will denote by n(u) the number of nodal sets of u, i.e. of connected components of {x ∈ Ω; u(x) = 0}. The Morse index m(u) of a solution u of (1) is the maximal dimension of a subspace of H 1 0 (Ω) in which the quadratic form
is negative definite. Since we are considering the case of bounded domains, m(u) coincides with the number of negative eigenvalues, counted with their multiplicity, of the linearized operator L u := −∆ − g u (|x|, u) in the space H 1 0 (Ω). When the solution u is radial, we will denote by m rad (u) the radial Morse index of u, i.e. the maximal dimension of a subspace of H 1 0,rad (Ω) in which the quadratic form Q u is negative definite or, alternatively, m rad (u) is the number of negative eigenvalues, counted with their multiplicity, of L u in the space H 1 0,rad (Ω). In case the nonlinear term g does not depend on the space variable, Aftalion and Pacella [1] obtained some lower bounds on the Morse index of sign changing radial solutions of (1), which recently were improved by De Marchis, Ianni and Pacella [8, Theorem 2.1].
Theorem A (Autonomous problems). Let u be a radial nodal solution of (1) with g(|x|, u) = f (u), f ∈ C 1 . Then
Moreover, if f is superlinear, i.e. satisfies the condition
In this paper we consider the non-autonomous equation
where Ω ⊂ R 2 is either a ball or an annulus centered at the origin, α > 0 and f : R → R is C 1,β on bounded sets of R. We recall the following estimates obtained in [14, Theorems 1.1 and 1.2], which were used to prove that least energy nodal solutions of (3) are not radially symmetric.
Theorem B. Let u be a radial sign changing solution of (3). Then u has Morse index greater than or equal to 3. Moreover, if (2) holds, then the Morse index of u is at least n(u) + 2. In case α is even, then these lower bounds can be improved, namely they become α + 3 and n(u) + α + 2, respectively.
Very recently these lower bounds were improved in [2, Theorem 1.1] by characterizing the Morse index in terms of a singular one dimensional eigenvalue problem. We also mention the paper [13] where its proved that the Morse index of radial solutions goes to infinity as α → ∞. Given any β ∈ R, we set [β] := max{n ∈ Z; n ≤ β}.
Theorem C. Let α ≥ 0 and u be a radial nodal solution of (3). Then
Moreover, if (2) holds, then
We obtain an improvement for these lower bounds.
Theorem 1.1. Let α ≥ 0 and u be a radial nodal solution of (3). Then
where u 0 is a radial solution with n(u 0 ) = n(u) of the autonomous problem
Indeed, the above inequality is equivalent to
and this is guaranteed by Theorem A. Also observe that this inequality can be strict in case
Next, we consider the particular case of the Hénon equation
where B ⊂ R 2 is the unit open ball centered at the origin, α ≥ 0 is a parameter and p > 1. Fixed the number of nodal sets n, we prove that the Morse index of a radial nodal solution of (P α ) with n nodal sets is monotone non-decreasing with respect to α.
Theorem 1.2 (Monotonicity of the Morse indices).
Let u α and u β be radial solutions of (P α ) and (P β ), respectively, with the same number n ≥ 1 of nodal sets.
The case of N = 2 is special. We may use the change of variables (8) with κ = β+2 α+2 to establish a correspondence between the radial solutions of (P α ) with the radial solutions of (P β ) with the same number of nodal sets. Although such transformation is not available for dimensions higher than two, we conjecture that Theorem 1.2 should also hold for N ≥ 3.
An auxiliary eigenvalue problem
In this section we recall an important decomposition for some singular eigenvalue problems. Let N ≥ 2 and consider the sphere S N −1 ⊂ R N . We recall that the spherical harmonics on S N −1 are the eigenfunctions of the Laplace-Beltrami operator −∆ S N −1 . Indeed, the operator −∆ S N −1 admits a sequence of eigenvalues 0 = λ 0 < λ 1 ≤ . . . and corresponding eigenfunctions (Y k ) which form a complete orthonormal system for L 2 (S N −1 ). More precisely, each Y k satisfies
and each eigenvalue λ k is given by the formula
whose multiplicity is
Let Ω ⊂ R N be either a ball or an annulus centered at the origin and consider the problem
where a(x) is a radial function in L ∞ (Ω). Set
H 0 is a Hilbert space. We say that ψ ∈ H 0 \{0} is an eigenfunction of (6), if
We recall the following result on the decomposition of eigenvalues of (6) 2 be an eigenvalue of (6). Then, there exists k ≥ 0 such that
where λ rad is a radial eigenvalue of (6) and λ k as in (5). Conversely, if (7) holds and ψ rad is an eigenfunction associated to λ rad , then ψ = ψ rad (r)Y k (θ) is an eigenfunction of (6) associated to λ.
Proofs of the main results
Given κ > 0, set
We perform the change of variable x ↔ y putting x = T κ (y) and we observe that, see [14, Lemma 2.1], T κ has the following properties: (i) T κ is a diffeomorphism between R 2 \{0} and R 2 \{0} whose inverse is
(ii) In cartesian coordinates,
Let Ω ⊂ R 2 be either a annulus or a ball centered at the origin and set Ω κ := T −1 κ (Ω). Lemma 3.1 (Lemma 2.4 in [14] ). The map
Given a radial function u : Ω → R, set v : Ω κ → R by v(y) = u(T κ y). Then v is radially symmetric and, by [14, eq. (2.13)],
Thus, if u is a radial solution of (3), then v : Ω κ → R satisfies
Now, given any β ≥ 0, we choose κ so that 2κ − 2 + κα = β, i.e. κ := β + 2 α + 2 .
and so
In the particular case with f (s) = |s| p−1 s, setting w(y) = β+2 α+2
Therefore, we have proved the following result.
Lemma 3.2. u α is a radial solution of (P α ) in Ω with n nodal sets if, and only if,
is a radial solution of (P β ) in Ω κ with n nodal sets.
Given α ≥ 0, n ∈ N, we know that there exists a unique solution of (P α ) (up to multiplication by −1) with n nodal sets; see [14, Theorem 1.3 (i) ]. Let u α and u β be radial solutions of (P α ) and (P β ), respectively, with n(u α ) = n(u β ). Then u α and u β are related by (13) and m(u α ) is the maximal dimension of a subspace of H 1 0 (B) in which the quadratic form
is negative definite. Similarly we can compute m(u β ). The crucial point for the proof of Theorem 1.2 is the following result.
where w κ (y) = w • T κ (y), T κ is defined as in (8) with κ = β+2 α+2 . Proof. By (13), up to multiplication by −1,
Since κ ≥ 1, it follows from Lemma 3.1 that
Now, putting x = T κ (y), it follows from (9) and (10) that dy = κ −1 |x|
and
Proof of Theorem 1.2. Let u α and u β be radial solutions of (P α ) and (P β ), respectively, with n(u α ) = n(u β ) = n, α ≤ β. From Proposition 3.1, we have
. Therefore, if V is a subspace of H 1 0 (B) in which the quadratic form Q α is negative definite, then Q β is also negative definite in the subspace V κ := {w • T κ ; w ∈ V }. Moreover, Q α is negative definite in a subspace V of H 1 0,rad (B) if, and only if, Q β is negative definite in subspace V κ . Since V and V κ have the same dimension, we infer that m(u α ) ≤ m(u β ) and m rad (u α ) = m rad (u β ). Finally, we know from [11, Proposition 2.9 ] that m rad (u 0 ) = n and we conclude the proof of Theorem 1.2.
To prove Theorem 1.1, we start with the particular case with α even. Proposition 3.2. Let α > 0 be even and let u be a radial nodal solution of (3). Then
where u 0 is a radial solution of (4) with n(u 0 ) = n(u). If in addition (2) holds, then
Proof. Let u be a radial nodal solution of (3) and, by (12) (β = 0 in this case), the function u 0 = u • T κ is a radial nodal solution of the autonomous problem [10, Lemma 2.6] , the singular eigenvalue problem
has m(u 0 ) − m rad (u 0 ) negative eigenvalues associated to nonradial eigenfunctions, counted with their multiplicity. We count the negative radial eigenvalues of (14) as λ 1 = λ rad 1 < λ rad 2 < . . . < λ rad m rad (u 0 ) whose corresponding eigenfunctions we denote by ψ rad n . By Proposition 2.1, every negative nonradial eigenvalue of (14) has the decomposition λ rad n + k 2 , for some n = 1, . . . , m rad (u 0 ) and k ∈ N. For each n = 1, . . . , m rad (u 0 ), consider N n := {k ∈ N; λ rad n + k 2 < 0}. Thus
Moreover, using eq. (11) with κ = 
with λ = m 2 λ rad n < 0. Then m rad (u) = m rad (u 0 ) and with N α n := {k ∈ N; m 2 λ rad n + k 2 < 0},
We claim that #N
Indeed, if k ∈ N n , then λ rad n + k 2 < 0, whence m 2 λ rad n + (mk) 2 < 0. The latter shows that mk ∈ N α n and this proves (17). Therefore, from (15), (16) , (17), we infer that
Now, with respect to the radially symmetric eigenfunctions, it is proved [8, Theorem 2.1] that (14) has at least n(u) − 1 negative eigenvalues associated to radial eigenfunctions, and this number becomes n(u) if (2) holds. Again using eq. (11) with κ = 2 α+2 , we have that λ → m 2 λ is a bijection between radial eigenvalues of (14) and we obtain the lower bounds for m rad (u).
Next we use Proposition 3.2 to prove Theorem 1.1.
Proof of Theorem 1.1. Let α > 0 and u be a radial nodal solution of (3). Then, by (12) , for all γ ≥ 0, the function v = u • T κ is a radial nodal solution of −∆v = κ 2 |y| γ f (v) in Ω κ , v = 0 on ∂Ω κ , with κ = γ + 2 α + 2 .
Hence, if γ ≤ α, i.e. κ ≤ 1, setting w κ = w • T κ , it follows from Lemma 3.1 and (10) that where u 0 is radial solution of (4) with n(u 0 ) = n(u).
Remark 3.1. Observe that the key argument in the proof of Theorem 1.1 is the monotonicity of the Morse indices m(u) ≥ m(v) proved above, thanks to γ ≤ α.
