Abstract-A new approach, in a framework of an eigenstructure method using a Hankel matrix, is developed for sinusoidal signal retrieval in white noise. A closed-form solution for the singular pairs of the matrix is defined in terms of the associated sinusoidal signals and noise. The estimated sinusoidal singular vectors are applied to form the noise-free Hankel matrix. A pattern recognition technique is proposed for partitioning signal and noise subspaces based on the singular pairs of the Hankel matrix. Three types of cluster structures in an eigen-spectrum plot are identified: well-separated, touching, and overlapping. The overlapping, which is the most difficult case, corresponds to a low signal-to-noise ratio (SNR). Optimization of Hankel matrix dimensions is suggested for enhancing separability of cluster structures. Once features have been extracted from both singular value and singular vector data, a fuzzy classifier is used to identify each singular component. Computer simulations have shown that the method is effective for the case of "touching" data and provides reasonably good results for a sinusoidal signal reconstruction in the time domain. The limitations of the method are also discussed.
I. INTRODUCTION

F
ULL sinusoidal signal retrieval involves the estimation of frequencies, amplitudes (or energies), and phases of each sinusoidal component in a finite set of signal observations. This is a very important procedure in various sensor-based studies, including radar and sonar detection, speech and image processing, modal analysis, and condition monitoring of engineering structures and systems. Using real-world observation data, this procedure becomes very difficult if the useful information, which is assumed to be sinusoidal, has been corrupted by broadband background and sensor noise. The mathematical description of the problem can be written as
where is a stationary stochastic observation composed of the sum of sinusoids (1b) where unknown constant amplitudes; unknown angular frequencies; independent variables uniformly distributed over the interval (0, ). A broad band noise is described by
where denotes the statistical expectation operator, and is a zero mean white noise process with a variance The asterisk denotes complex conjugation.
Up to now, a variety of techniques have been investigated to solve this problem. Spectral estimation approaches include DFT and high-resolution analyses such as the smallest eigenvector method [1] , maximum entropy method [2] , MUSIC [3] , and minimum-norm method [4] . Phase estimation approaches include a cross-correlation estimator, a maximum likelihood estimator, a finite impulse response filter, and eigenstructure analysis [5] . Eigenstructure-based approaches are being used more frequently for extensive data analysis of the problem described by (1) . However, to our knowledge, there are no closed-form solutions to the singular values and singular vectors related to the problems derived from the associated Hankel matrix. Moreover, most high-resolution methods [1] - [5] are effective only for a good separation of the signal and noise subspaces. In other words, "The noise subspace is the subspace associated with the smallest eigenvalue of [correlation matrix] ; the signal subspace is the subspace spanned by the eigenvectors of corresponding to the largest eigenvalues" [7] . This leads to a fundamental question in the applications. How do we obtain separation of two subspaces if there are no dominant eigenvalues (or singular values) corresponding to the signals? A great amount of research has been reported on the detection of sinusoids. Important studies are found on information criteria for determining the number of signals [8] , such as the Akaike information criterion (AIC) [9] and the minimum descriptive length (MDL) criterion [10] , [11] . Limited investigations, however, have been made to solve the problem of separation of two subspaces using pattern recognition techniques.
In this work, a new approach, in a framework of an eignestructure method, is developed. First, we present the theoretical derivation of the singular values of a two-dimensional (2-D) Hankel matrix related to a one-dimensional (1-D) data that consists of sinusoidal signals and noise. Estimating the noise-free Hankel matrix, we can reconstruct the sinusoidal signal in the time domain. For the separation of two spaces, we propose an application of pattern recognition using a fuzzy classifier. The advantages of the method include the possibility of realizing an automatic function for sinusoidal detection when using eigenstructure methods and the possibility for partitioning the subspaces in cases that do not have dominant eigenvalues. Numerical simulations are conducted to examine the performance of the proposed method. While the method has shown a promising solution in intelligent signal processing, its limitations, as well as the refinement for the future work, are also discussed in the summary.
II. THEORY: IDEAL SIGNAL AND NOISE SUBSPACES
For the observation data in (1), a Hankel matrix with columns is defined as
where is the row number of the matrix. is a -bycomplex matrix, and its element can be found by substitution of (1)
Because it is realized from complex time series data containing the uncorrelated sinusoidal signals and white noise as expressed in (1) (4) Substituting (1), in which we take for convenience, into (4), we obtain
where is a Delta function, and can be written in a form of (5b) where SNR is the signal-to-noise ratio at the th sinusoidal frequency SNR (5c)
In order to obtain a closed-form solution, we have assumed to be infinite (this indicates to be infinite but not necessarily ) and applied the following relations in deriving (5).
Equation (6) implies that the sources of the signals and noise are independent. It is interesting to note that matrix in (5) exhibits a similar expression to that of the correlation matrix that consists of a complex sinusoid corrupted by additive noise [6] . However, while the size of the correlation matrix -byis fixed by the length of its associated observation data, the size of matrix -by-, can be changed in a certain range. In Section IV, we will discuss the advantages of this flexibility in changing the size of It should be understood that the closed-form expressions of both matrices related to the sine waves and noise are based on the principle of orthogonality [6] in which an infinite length of stationary process data is required (6) . In other words, for a finite set of data, those expressions present approximation arguments.
The matrix is Hermitian and nonnegative definite, and it has the same rank as Eigenvectors and their associated eigenvalues are readily found for the matrix
In signal subspace, The two subspaces are disjoint sets, and together they form a full space spanned by They are called the ideal signal and noise subspaces in (7) and (8) because (6) is never satisfied in a finite set of observation data. Therefore, (7) and (8) provide approximate solutions for a short data record. In order to see the physical interpretation of the theory, let us consider two simple cases in the problem that are similar to the analysis in [6] .
Case 1-White Noise Only, : The matrix will be a diagonal matrix It is a full-rank matrix but has a single degenerated eigenvalue. Any -by-1 random vector therefore qualifies as the associated eigenvector, confirming the random nature of white noise. Since the eigenvector represents a white noise series, we call its associated singular vector a white-noise singular vector (or eigenvector). The eigenvalues are all the same and are proportional to the variance of the white noise. In this case, the signal subspace is null.
Case 2-Complex Sinusoids Only, : The matrix has rank if (1-b) has distinct frequencies. From (7a) and (7b), we can see the eigenvector corresponding to a signal subspace is a vector of single sinusoidal series for the noiseless case. We call its associated singular vector the sinusoidal singular vector (or eigenvector). In the signal subspace, each eigenpair corresponds to its associated sinusoid. The eigenvector has the same frequency as its associated sinusoid. The eigenvalues are proportional to the associated sinusoidal powers (7c) and arranged in a descending order in SVD method. In the noise subspace, the eigenvalues are zeros (8c). Their associated eigenvectors (in a generalized sense) from the relation of the eigenvalue problem (9) can be any orthogonal -by-1 random vectors for This feature indicates that eigenvectors in the noise subspace may be thought of as white-noise eigenvectors.
In practice, we encounter general cases of the problem in which the sinusoidal signals are always corrupted by noise. As a result, any singular vector in the signal subspace is also corrupted as expressed by (7a). In this case, we call it a corrupted sinusoidal singular vector. The main idea of the new method, which is presented in the next section, is to obtain the estimate of the noncurrupted sinusoidal singular vectors, then to reconstruct the associated noise-free Hankel matrix, and finally to retrieve the time-domain signal data. Moreover, the covariance of white noise is estimated. This component has been subtracted from the singular values for the estimation of the noise-free sinusoidal singular values. This operation will roughly eliminate the noise component that has the same spectra as the signals.
III. ESTIMATION AND ALGORITHM
In this section the task is to estimate the parameters characterizing the observation model (1), i.e., and from a finite set of signal observations. Generally, the number of sinusoids is also unknown. The following algorithm represents a new method for time-domain sinusoidal retrieval.
1) Use the observation data (1) to set up the Hankel matrix (2). Choose to be greater than the total number of sinusoids. The discussion of the optimal number of can be found in Section IV. 2) Compute the and using the SVD method (3). 3) Conduct the spectral analysis using the DFT method [6] on each eigenvector of 4) Apply pattern recognition to partition the signal and noise subspaces and (see Section VII). The estimated frequency of the th sinusoidal singular vector and the total number of sinusoids will be obtained. If
, go back step 1).
5) Estimate the noise covariance (10) from the singular values in noise subspaces (10) 6) FOR DO (Here we only show a sinusoidal retrieval on
The similar retrieval computations are also made to ) 7) Due to the zero means and orthonormal properties of sinusoidal eigenvectors, compute the initial amplitude to the th sinusoidal eigenvector (11a)
where is the Euclidian norm of a vector. Choose initial value of phase (11b) (11b) 8) Estimate the phase of the th eigenvector (which is different from ) in the optimization of the least squares problem (12) .
where (12b) 9) Estimate the final value of the amplitude (13b) by imposing the orthonormal property. We will then get the final estimation of in a form of (13a). By obtaining the estimated multiple sinusoids in a time domain, the above algorithm will also provide an estimation of the sinusoidal frequencies. The estimation of the associated amplitudes and phases can be made using the following algorithm. 14) FOR DO 15) Compute the estimated noiseless Hankel matrix (17) corresponding to the th sinusoid (17) 16) Compute the associated estimated signal series by means of (16). 17) Estimate the amplitude, and phase, using the least squares method similar as (12) . 18) END FOR .
IV. SOME REMARKS ON EIGEN-SPECTRUM
A. Cluster Structures
Up to now, most high-resolution methods apply the SVD or other eigenstructure algorithm as a principal-componentdomain transformation to obtain the separation information of the signal and noise subspaces. The decision is generally based on the eigenspectrum of the matrix, which can be in the form of either the Hankel or a correlation matrix of the observation data. A typical eigenspectrum, as shown in Fig. 1 , is a 2-D plot. The axis corresponds to the order number of the singular values, and the -axis corresponds to the magnitudes. The singular value data are arranged in a descending order. Three cases of cluster structures can be found in an eigenspectrum plot (Fig. 1) , namely, well-separated (having distinct clusters), touching (losing distinction between the classes), and overlapping (mixing the classes). The cluster features are strongly related to the SNR (Fig. 1 ). Among these, the last two cases are more difficult to deal with. Obviously, the conventional separation method, which is based on human visual inspection of the eigenspectrum, can only be effective for a well-separated case.
B. Enhancement of Separability
In Section II, we derived the ideal signal and noise subspaces. According to (7c) and (8c), it always exists as and (18) As a result, any eigenvalue corresponding to a signal will be always greater than the eigenvalue of noise. In real-world problems, however, this cannot always be true due to many factors (e.g., a finite set of observation data). If (18) is not satisfied, an overlapping feature in Fig. 1(d) will be the case. Equations (7c) and (8c) provide useful information for the enhancement of separability of the two subspaces in the eigenspectrum by a selection of the size of the Hankel matrix. The maximum enhancement can be obtained by setting the where and are constants. Equation (19) suggests that the Hankel matrix, or matrix , should be about half the size of the correlation matrix. This suggestion is also appropriate in this method because the large size of both dimensions of the Hankel matrix will achieve a better approximation of (7) and (8) .
The flexibility of the size selection of the Hankel matrix provides two advantages over a correlation matrix. First, the separability of two subspaces in the eigenspectrum data can be enhanced by the optimal selection of the matrix size. This feature is not shared by a correlation matrix. Second, the method is able to control the computational costs by arranging a small size of the matrix. However, it should be noted that a correlation matrix usually presents a better approximation of the closed-form expression related to the sinusoids and noise than a Hankel matrix. This is attributed to the larger size of the correlation matrix.
V. FEATURE EXTRACTION
In this work, we suggest the use of pattern recognition for the separation of the signal and noise subspaces. Generally, this technique consists of preprocessing, feature extraction, and classification. If we consider the SVD and DFT in steps (2) and (3) of Section III to be the preprocessing, the feature extraction presented in this section is a process to transform the preprocessing data into new pattern features that are most effective for preserving class separability. In this way, classification can be speeded up by using a smaller amount of data. Let be the feature data, and let be the feature vector with respect to where is the center of gravity of calculated by (27) Since the applied features may have different units, it is suggested that each row vector of should be normalized. This implies an equal weighting for each feature. If some feature produces the significant effect on the separability of the two subspaces, a higher value of the associated weighting can be multiplied by the normalized row vector corresponding to the specific feature. It can be seen that only a single feature (RMSV) is extracted from the singular value data.
All other features are obtained based on the singular vectors. It is understandable that the singular-vector-related features play a key role in the method to separate the subspaces in the touching and overlapping cases. We will demonstrate that in Section VIII, the elimination of the singular-value-related feature (RMSV) becomes necessary in the case of overlapping since an inclusion of this feature will worsen classification performance.
VI. A FUZZY CLASSIFIER
Various classification algorithms have been developed, such as conventional statistical [12] , fuzzy [13] , and neural network [14] classifiers. In this work, we apply the Fuzzy c-Means [13] algorithm to implement unsupervised classification of the subspaces since the information of two classes is the only a priori knowledge of the problem. We use a fuzzy concept because the two subspaces may include a fuzzy boundary, although they are theoretically disjoint sets. The feature data is the input to this level. The fuzzy -means algorithm is then used to determine the cluster centres using the following optimization procedure. where is a scalar, , and the Euclidean distance between point and a prototype vector is the fuzzy grade of membership of pattern with class is a matrix, and is an matrix. Bezdek [13] gave the following necessary conditions to minimize . Choose an initial cluster guess Set C-5) Calculate using (29). C-6) Calculate the fuzzy clusters using (30).
C-7)
Calculate IF THEN go to Step C-3). ELSE set update to and and go to Step C-5).
C-8) END FOR C-9) FOR DO C-10)
Determine the maximum grade of membership (31) for a crisp decision. maximum (31) C-11) Set to be the th class.
C-12) END FOR
At this point, all are labeled. is the estimated number of sinusoids. C-13) Reorder the singular values (as well as their associated singular vectors) in two subspaces, respectively. The first number singular values correspond to the signal subspace, but it is not necesary for them to be greater than the singular values in the noise subspace.
VIII. NUMERICAL SIMULATIONS
Numerical studies have been made to examine the performance of the proposed method. The investigations are divided into two parts. One is on the pattern recognition study, and the other is on the time-domain signal estimation. All simulations are conducted on a PC using Matlab [15] .
A. Pattern Recognition Study
The first example is using Hz and This is a single sinusoid case. However, this signal produces two principal components according to the Euler theorem. This can also be found by its two dominant singular values in an eigenspectrum plot when noise is zero. For a sine wave signal, the SNR is defined as SNR (32) 
where -and -are the total numbers of signal-to-noise (or missing detection) misclassification and noise-to-signal (or false alarm) misclassification, respectively.
In the calculation of spectrum data for feature extraction, we select frequency resolution Hz when using the DFT method. Only six features are used in the simulation based on the singular values and singular vectors of
The features based on have not been used because of a short length of the eigenvectors. The weighting for each feature assigned to be the same unless it is specified. Table I shows the classification errors with different SNR values over the 100 simulation trials in each test. The proposed method gives reasonably good results for SNR (when most are touching) in the present example, but poor results for SNR dB (when overlapping may occur). Using a larger number for , the separability in the eigenspectrum can be obtained as discussed in Section IV. For example, overlapping for is changed to touching for when using the same data from one of the simulation trials (Fig. 2) . From the performance analysis, we found that the best means of improving the classification accuracy is to increase the number of [up to the value in (19)]. Suppose the size of the matrix is fixed to the problem. Feature extraction then plays a crucial role of the classification performance. The initial selection of the features is a "trial and error" approach. At the beginning, we select a single feature (RMSV) based on the singular value data for the classification. This is the same feature used in the conventional method that employs a visual inspection of the eigenspectrum plot. Table II lists the classification errors in using the single feature. In this case, the error for missing detection is significant even for SNR dB Observing the eigenspectrum plot, we found that the second singular value, which corresponded to the signal subspace, became closer to the singular values of the noise subspace. This situation makes the classifier miss the detection of the second singular value of the signal subspace. This investigation demonstrates that a single feature using singular value data is not sufficient for the separation of the two subspaces when some singular value of the signal subspace is not dominant. Fig. 3 shows the plots when SNR dB This is a typical touching case for the classification in this example
The difference between the plots of sinusoidal singular vectors [ Fig. 3(a) ] and white-noise singular vectors [ Fig. 3(b) ] is obvious. This difference verifies the strategy we proposed in the application of the pattern recognition technique. Since singular vectors may provide significant information for partitioning the signal and noise subspaces, some features can be extracted from the singular vector data for the classification. Specific knowledge will be a useful basis for feature selection. In this work, we select the features of singular vectors based on their time-domain [plots in Fig. 3(a) and (b) are considered to be time-domain data here] as well as the frequency-domain data. For example, white-noise singular vector data may have a larger spread, defined in (21), than sinusoidal singular vector data. Other features from the timedomain vectors have been considered for the performance analysis. One feature is based on the definition of information entropy. This has not given better results than the spread feature (SLSV). However, we obtain better results by replacing the spread-value feature (SLSV) with a new feature defined by Feature 2A.
Feature 2A-Cross-zero Number of (CZNU):
CZMU cross-zero number of (34) The results in this test are listed in Table III for in which replaces and has a high weighting The simulations using the new feature show improved classification accuracy than that in Table I .
Further investigation is made by removing the first feature (RMSV) when SNR dB since we know some overlapping may occur to this case. Inclusion of the singularvalue-related feature in this situation may provide wrong information for the classification [ Fig. 2(a) ]. In this test, we apply only five features as listed in Table III . The simulation results are given in Table III for SNR  dB The  improvement is achieved compared to Table I . Therefore, the selection of the singular-value-related feature is also clusterdata dependent.
The performance analysis of this work suggested that further investigation into feature extraction, based on more sophisticated feature selection approaches [12] , is necessary to guide the refinement of the present method. The present work, however, concentrates on the comparison between the proposed method and the conventional method in the separation of the two subspaces.
B. Time-Domain Signal Estimation
Numerical simulations are conducted to retrieve the timedomain signal. Two examples are tested. In order to examine the performance of the method, an estimation error of the retrieval signal is calculated by
In each example, we also conduct 100 independent simulation trials to obtain the statistical data, average, and standard deviation of the errors. However, if the classification fails to detect the singular components correctly, it will have a significant influence on the result of the average error over all trials. In order to measure the performance of the estimation algorithms proposed in Section III, we employ those 100 trials with successful classifications for the calculation of the average error.
Example 1 is used again in the investigation. In order to visualize the effect of using the estimated sinusoidal singular vectors in the signal retrieval, the test is made by using two different sets of the sinusoidal singular vectors: corrupted and estimated. Table IV presents the comparison results of the estimation error over 100 trials. The estimation accuracy is significantly improved by using the estimated sinusoidal singular vectors in this example. Fig. 3(c) shows one of the simulation trials
The plots are presented only in time series for It is clear that excellent retrieval of one sinusoid, including the amplitude, frequency, and phase, has been achieved using this method. The noise component that is overlapping with the signal spectra is also greatly reduced. This is impossible using a conventional narrow pass filter. The corresponding spectral estimates of and are shown in Fig. 4 . The second example is a corrupted signal consisting of two sine waves. We set Hz Hz SNR dB SNR dB , and
In over 100 independent simulation trials, the comparison results of the estimation error are given in Table V . Using the estimated sinusoidal singular vectors, we improve estimation accuracy in this example. Figs. 5 and 6 are the time series plots and spectral estimates in one of the trials , respectively. Compared with Example 1, we find that the present simulation results show a larger estimation error. This is partially attributed to the frequency resolution in using DFT. In the present trial (Fig. 5) , we get Hz because of Hz This result indicates that the method needs to be refined by incorporating other high-resolution methods. The purpose of this work, however, is to demonstrate different estimation strategies in the construction of the noise-free Hankel matrix when using the eigenstructure method.
IX. SUMMARY
In this paper, an analytical solution for the ideal signal and noise subspaces using the Hankel matrix from 1-D timeseries data was derived. As a result, the physical meaning of the singular pairs becomes clear for both subspaces. While the singular values are proportional to the energies of the data multiplied by the size of the Hankel matrix, the singular vectors are corrupted sinusoidal vectors in the signal subspace and white-noise vectors in the noise subspace.The present method is based on a Hankel matrix, and it has a number of preferable features compared with a correlation matrix. These include a reconstruction of the estimated signals in a time domain, selection of the matrix size (the fixed-size feature of a correlation matrix may lead to a great amount of calculation for a large size of data), and ability to control separability of two subspaces in the eigenspectrum data. The proposed eigenstructure method presents the following two characteristics in the applications.
1) The eigenstructure methods are reinforced by the estimation of sinusoidal singular vectors to form the estimate of the noiseless Hankel matrix. As the result, the sinusoidal signals can be reconstructed with an improved accuracy in the time domain. The method is applicable to estimate three basic parameters (i.e., frequency, amplitude and phase) for each sinusoid. Therefore, the information of phases can also be estimated for multiple sinusoidal signals. 2) Pattern recognition, using a fuzzy classifier, is applied to detect and partition the signal and noise subspaces. The use of singular vector data for feature extraction is proposed in the implementation of the method. This becomes particularly imperative in the cases where the dominant singular values do not exist. The application of pattern recognition provides a means for automatic detection/separation of signal and noise subspaces. The method has great potential for applications in various scientific fields, especially extensive data analysis with noisy data. There are limitations with this approach.
1) The estimation accuracy is strongly dependent on the length of a data set. The closed-form expressions of the eigenpair data related to the sinusoids and noise only provide an approximate solution for a finite set of data.
2) The SVD method is computationally demanding and time consuming in its execution. The cost is also increased by using the patten recognition algorithm. Therefore, this method may have limitations for real-time applications due to its computational burden.
3) The pattern recognition technique involves a trial-anderror approach. Additional knowledge may be necessary for the system design and applications. For example, the present cluster analysis always makes two clusters , even in the case where there are no signal components in the data. Numerical simulations were completed to examine the performance of the method. Three clustering structures were identified in the eigenspectrum with respect to SNR. The separability of two subspaces in an eigenspectrum plot is explicitly related to the size of the Hankel matrix. An optimum selection of the size is proposed to enhance the separability. The classification test was made on 100 independent trials for partitioning the signal and noise subspaces. The method showed the effectiveness even for the "touching" data in the eigenspectrum plot. It was also found that the singular-valuerelated feature should be removed from the feature space when the "overlapping" case occurs. The performance analysis showed that the selection of features played an important role in the classification. More work on pattern recognition is needed for the refinement of the method. Reasonably good results were obtained for sinusoidal signal retrieval as long as the classification succeeded. The advantages and disadvantages of the method are discussed.
