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Low Response Variability in Simultaneously
Recorded Retinal, Thalamic, and Cortical Neurons
Visual responses of retinal ganglion cells (RGCs) can
be less variable than a Poisson process (FF , 1) in
isolated rabbit and salamander retinas (Berry et al.,
Prakash Kara, Pamela Reinagel,
and R. Clay Reid*
Department of Neurobiology
1997). Low variability has also been reported in the retinaHarvard Medical School
of the anesthetized cat (Levine et al., 1992, 1996; ReichBoston, Massachusetts 02115
et al., 1997), in some cases using an indirect method of
recording RGC activity from synaptic S potentials in the
lateral geniculate nucleus (LGN). Thus, both in vitro and
Summary in vivo studies generally agree that RGCs can have low
spike count variability under some conditions (but see
The response of a cortical cell to a repeated stimulus Hartveit and Heggelund, 1994).
can be highly variable from one trial to the next. Much In mammals, RGCs project to relay cells in the LGN
lower variability has been reported of retinal cells. We of the thalamus, which in turn project to visual cortex.
Some studies have found high spike count variabilityrecorded visual responses simultaneously from three
(FF . 1) in visual responses in the LGN of anesthetizedsuccessive stages of the cat visual system: retinal
cat (Sestokas and Lehmkuhle, 1988; Hartveit and Heg-ganglion cells (RGCs), thalamic (LGN) relay cells, and
gelund, 1994; Levine et al., 1996) and alert primate (Oramsimple cells in layer 4 of primary visual cortex. Spike
et al., 1999). However, in other studies, low spike countcount variability was lower than that of a Poisson pro-
variability has been observed (FF 5 0.3–0.4) in the LGNcess at all three stages but increased at each stage.
of anesthetized cat (Reinagel and Reid, 2000) and alertAbsolute and relative refractory periods largely ac-
monkey (Gur et al., 1997).counted for the reliability at all three stages. Our
In visual cortex, variability has usually been computedresults show that cortical responses can be more reli-
from the number of spikes per cycle or “trial” of a peri-
able than previously thought. The differences in reli- odic stimulus, typically 100–500 ms. Numerous studies
ability in retina, LGN, and cortex can be explained by in the visual cortex of anesthetized cat and anesthetized
(1) decreasing firing rates and (2) decreasing absolute and alert monkey have found high variability of evoked
and relative refractory periods. responses (FF 5 1–3) (Heggelund and Albus, 1978; Dean,
1981; Tolhurst et al., 1983; Skottun et al., 1987; Vogels
et al., 1989; Snowden et al., 1992; Swindale and Mitchell,Introduction
1994; Geisler and Albrecht, 1997; Bair and O’Keefe,
1998; Buracˇas et al., 1998; McAdams and Maunsell,The variability of evoked neural discharges is of central
1999; Oram et al., 1999). To date, only two studies (bothimportance in the study of sensory systems. Reliable
in the alert primate) have shown trial-by-trial variabilitytransmission of information depends not only on the
(FF) of less than unity for a population of cells in a givenaverage response to each different stimulus, but also
cortical area. The first of these two studies showed thaton the variability of the response to any one stimulus.
the variability in inferior temporal cortex (IT) (FF 5 0.82)The discrimination of sensory stimuli is ultimately limited
was less than that in cortical area V1 (FF 5 1.18–1.43)by the noise in neural responses. Neurons in the sensory
(Gershon et al., 1998). In the second study (Gur et al.,periphery can have machine-like reliability (Rieke et al.,
1997), after selecting trials in which eye movements were1997), whereas neurons in cortex often have highly vari-
negligible, V1 neurons had low variability (FF < 0.4).able responses (Shadlen and Newsome, 1998). It is
Despite these counter-examples, the dogma persiststempting to assume that reliable sensory responses in
that high variability is a fundamental characteristic ofthe periphery acquire noise as a result of neural pro-
cortical responses, although it has been speculated thatcessing and become variable in cortex. This has only
input layers with “privileged” connections may be anbeen a conjecture, however, as no one has ever demon-
exception (Shadlen and Newsome, 1998).strated low variability in peripheral responses in an ex-
The apparent differences in variability along succes-periment also measuring high variability in cortical re-
sive stages in the visual pathway are difficult to interpret,sponses to the same stimulus. Thus, it has not been
however, because previous retinal, thalamic, and corti-possible to exclude the alternative interpretation that
cal studies have been done separately, often with differ-differences between periphery and cortex were due to
ent species, stimuli, and states of anesthesia. Thus, fromdifferences in stimuli or other experimental parameters.
the available literature, it is not possible to evaluateWhen the same sensory stimulus is presented repeat-
whether there is a dramatic increase in variability fromedly, the number of evoked spikes will vary from trial to
retina to LGN to cortex or whether cortical variability
trial. In studies of the visual system, spike count variabil- could be as low as in retinal cells if the firing rates of
ity is often quantified by the ratio of the variance to cortical neurons were strongly modulated with effective
mean spike count, defined as the Fano factor (FF). This stimuli.
measure has a value of 1 if responses are as variable To compare the trial-by-trial variability of visually
as a Poisson process, in which individual action poten- evoked responses across different areas, we have made
tials are generated at random times according to a time- simultaneous single unit recordings from three succes-
varying firing rate. sive stages of the cat visual system in vivo: (1) direct
intraocular recording from RGCs, (2) from relay cells of
the LGN, and (3) from simple cells in layer 4 of primary*To whom correspondence should be addressed (e-mail: clay_reid@
hms.harvard.edu). visual cortex, which receive direct synaptic input from
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LGN relay cells. Visual responses were obtained using
a drifting sine-grating stimulus. This experiment allowed
us to compare variability of responses at all three levels
under strictly identical conditions. In this study, we focus
on the reliability (or variability) of spike count, but spike
timing can also be highly reliable (e.g., Lankheet et al.,
1989; Berry et al., 1997; de Ruyter van Steveninck et al.,
1997; Reich et al., 1997; Reinagel and Reid, 2000).
We found that for simple cells in visual cortex, spike
count variability was significantly lower than expected
of a Poisson process. On average, the trial-by-trial vari-
ability doubled from retina to LGN and again from LGN
to visual cortex. In some LGN cells, high variability was
associated with bursting, which occurred at the onset
of the visual response. Variability was inversely related
to the overall mean firing rate in the three populations.
Further, in individual cells at all three stages, variability
decreased as firing rate increased within the stimulus
cycle. A Poisson model with both absolute and relatively
refractory properties largely accounted for the observed
reliability of evoked responses, with the exception of the
variability associated with LGN bursting. The increase
in variability can therefore be ascribed to the decrease Figure 1. Simultaneous Spike Isolation in Retina, Thalamus, and
Visual Cortexin the effects of refractoriness among neurons in the
retina, LGN, and layer 4 of primary visual cortex. (A) Schematic illustrating simultaneous recordings of an RGC, an
LGN relay cell, and a layer 4 simple cell in primary visual cortex (V1).
(B) Action potential waveforms from an example simultaneous re-Results
cording. The primary discriminated unit (action potential) on each
electrode (RGC, LGN, V1) is shown in red. LGN electrode has a
Variability of visually evoked responses was measured second discriminated unit (shown in green). Nondiscriminated units
in a total of 54 neurons from nine animals (RGC, n 5 or background noise is shown in white. Several hundred action
17; LGN, n 5 17; cortical simple cells, n 5 20). The potentials are superimposed on each trace.
placement of electrodes in the three visual areas is illus- (C) Action potential waveforms from a simultaneous recording in a
different animal.trated in Figure 1A. Great care was taken to record only
from well-isolated single units (Figures 1B and 1C), as
described in the Experimental Procedures. In two LGN
and two cortical recordings, a pair of well-isolated units and V1 FF 5 0.33), compared with a Poisson process
were recorded on a single electrode (e.g., Figure 1B, (FF 5 1). Although variability was low, it increased at
LGN). Data were collected from (1) five simultaneous each successive recording site along the primary visual
recordings from retina, LGN, and primary visual cortex pathway.
(V1); (2) twelve simultaneous recordings from retina and The majority of our simultaneous recordings showed
visual cortex; and (3) ten recordings from LGN alone and low variability in all cells, with a progressive increase in
one from striate cortex alone. In all of our simultaneous variability from retina through cortex (Figures 3A and
recordings, we identified a spatial frequency and orien- 3B). RGCs had the lowest trial-by-trial variability (FF 5
tation of the drifting sine grating that evoked strong 0.05–0.52). Variability in the LGN was somewhat higher
responses from all cells. (FF 5 0.13–0.95). Cortical cells had the highest variability
but were always less variable than a Poisson process
(FF 5 0.28–0.94). Two LGN cells with uncommonly highVariability Is Low in Retina, LGN, and Cortex
We recorded from cells with overlapping receptive variability (FF 5 0.87 and 0.95) were a simultaneously
recorded pair (open symbols in Figure 3A). These cellsfields, for example, an off-center RGC, an off-center
LGN relay cell, an on-center LGN relay cell, and a simple had receptive field properties and bursting frequencies
typical of the population. The only unusual feature wecell from striate cortex (Figure 2A). Our analysis was
based on the simultaneous responses of the cells to a noted was a high level of background firing by the LGN
cell with the higher variability.drifting sinusoidal grating (Figures 2B and 2C). The reti-
nal and cortical cells’ firing rate changed smoothly We pooled the data from all recordings to calculate
the mean trial-by-trial variability for retinal, thalamic, andthrough the course of each stimulus cycle. By contrast,
both LGN cells fired a burst of spikes at the onset of firing cortical cell populations (Figure 3C). The average vari-
ability significantly increased (approximately doubled)in nearly every stimulus cycle. These bursts resulted in
a sharp transient peak in the peristimulus time histogram from retina to thalamus (mean FF 5 0.15 versus 0.32,
p , 0.005, Mann-Whitney [MW] test) and from thalamus(PSTH) at the onset of the response. Other LGN cells
that did not burst (n 5 8/17) showed smooth variations to cortex (FF 5 0.32 versus 0.55, p , 0.0005, MW test).
We also found that the mean firing rate significantlyin firing rate, similar to retinal and cortical cells.
Our first measure of trial-by-trial variability was the decreased from retina to LGN (from 36 to 18 spikes/s,
p , 0.005, MW test) and from LGN to cortex (18 to 8variance of the spike count in each 250 ms stimulus
cycle divided by the mean (FF). For the example shown spikes/s, p , 0.001, MW test), suggesting a general
relationship between firing rate and reliability (Figurein Figure 2, the trial-by-trial variability was low in all three
visual areas (RGC FF 5 0.11, LGN FF 5 0.20 and 0.24, 3D). We investigated the dependence of firing rate on
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Figure 2. Simultaneous Recording from Retina, Thalamus, and Visual Cortex
(A) Receptive field maps of an off-center RGC, an off- and an on-center LGN cell, and a simple cell from striate cortex recorded simultane-
ously. Spike waveforms of these cells are shown in Figure 1B. Receptive fields centers from the various sites were overlapped to within 18.
Color codes for response sign (red for on responses and blue for off responses), and brightness codes for response strength. Scale bar, 1
pixel (0.88).
(B) Responses of cells shown in (A) to a drifting sine-grating stimulus. Each vertical line on the raster plot represents an action potential. Each
row represents the response to one cycle of the periodic stimulus. Only 15 of the 800 cycles are represented. Both LGN responses have
bursts of spikes at the onset of firing in each cycle. Such bursts were absent in retinal and cortical recordings.
(C) Raster plots as in (B), but showing responses to all 800 cycles (400 samples of two stimulus cycles), with each spike represented by a
dot. Responses for the two LGN cells are out of phase from each other because of the opposite sign of their receptive field centers. Beneath
the rasters are the PSTHs of the same data. The variability of the spike count in single cycles of the visual stimulus (250 ms) is given by the FF.
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(Figure 4A). If the variance were proportional to the mean
count, as for a rate-modulated Poisson process, the FF
would be constant throughout the cycle. Instead, we
found that the FF varied throughout the trial (Figure 4B).
For the retinal and cortical cells shown, the variability
was lowest when the firing rate was highest, and vice
versa. Specifically, in the RGC, the mean spike count
changed gradually from 0 spikes to 3.4 spikes/50 ms
window (68 spikes/s), and the variability (FF) reached a
minimum of 0.08 during times of maximum firing. Simi-
larly, the cortical response reached a minimum FF of
0.23 in the time bin with the highest firing rate (mean
count, 2.4, or 48 spikes/s). LGN responses sometimes
deviated from such a smooth relationship between firing
rate and variability.
For the two LGN cells shown, the onset of firing in each
cycle coincided with very high, supra-Poisson variability
(peak FF 5 1.73 and 2.07; Figures 4A and 4B). This peak
in variability at response onset was found only for LGN
cells that fired bursts. Thalamic relay neurons fire bursts
of spikes due to low-threshold calcium spikes (Jahnsen
and Llina´s, 1984; Steriade and Llina´s, 1988; McCormick
and Feeser, 1990). These bursts are unitary firing events
that can be stimulus evoked (Sherman, 1996; Reinagel
et al., 1999). If we retained only the first spike of each
burst in our analysis (see Experimental Procedures), the
variability was sub-Poisson at all times in the trial. FF
then varied inversely with firing rate, as found for retinal,
cortical, and nonbursting LGN cells (data not shown).
Figure 3. Variability of Spike Count in One Stimulus Cycle We considered three specific ways that bursts could
(A) Variability (Fano factor [FF]) of responses from simultaneous have caused high variability: (1) the stimulus evoked a
recordings in retina, thalamus, and cortex. Symbols connected by burst in some trials, but single spikes in other trials, (2)
lines represent cells that were recorded simultaneously. Spikes were the number of spikes within the burst was variable from
counted in a 250 ms window, comprising one cycle of the sinusoidal
trial to trial, and (3) the bursts occurred at different timesstimulus. With the exception of two thalamic (LGN) cells (open sym-
in each trial. The two LGN responses shown in Figurebols), variability at all three recording sites was much lower than
4 had a single burst at the onset of nearly every stimulusthat of a Poisson process (FF , 1).
cycle (92% and 89% of cycles). The numbers of spikes(B) FF of responses from simultaneous recordings in retina and
cortex, analyzed as in (A). Retinal cells were less variable than were in the identified bursts were also reliable (spikes per
simultaneously recorded V1 neurons. burst: 2.53 6 0.6 for LGN1 and 2.56 6 0.7 for LGN2,
(C) FF significantly increased (approximately doubled) from retina mean 6 SD). To test whether variable timing caused the
to thalamus (p , 0.005) and from thalamus to visual cortex (p , high variability, we aligned the responses by the first
0.0005). Vertical error lines represent standard deviations, and spike in each cycle. The first 50 ms of the aligned LGN
smaller horizontal error lines represent standard errors of the mean. response included the entire burst on each trial and had
(D) The overall mean firing rate in spikes/s (Hz) significantly de-
sub-Poisson spike count variability for the two LGN cellscreased by z2-fold from retina to thalamus (p , 0.005) and from
shown (FF 5 0.14 and 0.16). Thus, response variabilitythalamus to cortex (p , 0.001). Error bars as in (C).
at the onset of the LGN response was primarily due to
the variable onset time of the burst. Despite this compli-
cation at the onset of firing, later in the trial these LGN
variability further by exploring whether variability changes responses followed the same trend as retinal and corti-
within the course of a stimulus cycle in the responses cal responses did. Variability decreased as firing rate
of individual cells. increased to its maximum (90 and 116 spikes/s) for a
minimum FF of 0.15 and 0.16 in the two LGN cells.
Thus, in general variability was inversely related to
Variability Is Anticorrelated with Firing Rate firing rate in individual neurons’ responses. In the previ-
Previous studies have observed that retinal cells fire ous section, we showed that the mean firing rate per
more regularly as their firing rate increases (Rodieck, stimulus cycle decreased from retina to LGN to cortex,
1967; Barlow and Levick, 1969; Frishman and Levine, while average variability increased from one stage to
1983). In our experiments, we used a drifting sinusoidal the next (Figure 3). To test if these differences in firing
grating stimulus, and the firing rate of each cell was rate were sufficient to account for the differences in
modulated through the course of the stimulus cycle (Fig- variability, we compared the variability of responses as
ure 2C). We therefore tested the dependence of reliabil- a function of firing rate (spike count). For each popula-
ity on firing rate by examining how the FF changed over tion of cells, we compared the variance in spike count
time within a trial as firing rate varied between zero and to the mean spike count in overlapping 50 ms windows
maximum firing. throughout the stimulus cycle (Figure 4C). In all three
We calculated the FF in a 50 ms sliding window (see populations of cells, many 50 ms windows had variance
Experimental Procedures). The mean spike count in this well below the mean count, and therefore FF , 1. RGC
responses approached the minimum possible variancewindow represents a smoothed version of the PSTH
Low Variability in Retina, Thalamus, and Cortex
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Figure 4. Variability Depends on Firing Rate through the Course of the Stimulus Cycle
(A) Mean spike count (firing rate) in a sliding 50 ms counting window for retinal (red trace), LGN (green traces), and cortical (blue trace) data.
Each point on this curve plots the spike count in a 50 ms window versus the time of the center of that counting window. Data are from the
same four cells shown in Figure 2. For comparison, black histograms show PSTH using 3 ms bins scaled to the same units on all four plots
(spikes/50 ms window on left axis or firing rate in spikes/s on right axis).
(B) Fano factor (FF) through the course of a stimulus cycle. Time axis, same as in (A). FF was lowest at the peak of the evoked response of
each cell. Both LGN cells showed high variability at response onset, as was found for all LGN cells that fired bursts. Tick marks on the time
axis indicate the start and stop of the portion of the data shown in Figures 5A, 5B, and 6A.
(C) Mean spike count versus variance for all cells in the population. Each point represents the mean and variance of the spike count in a
given 50 ms window at a fixed time, t, relative to the stimulus cycle, computed from 200 samples from a single cell. Results are shown for
sliding 50 ms counting windows that overlapped by 25 ms. Retinal data shown in red, LGN in green, cortical data in blue. The first 50 ms
window of the visual response of bursting LGN cells is shown in closed green symbols. Data for a Poisson process would fall on the line of
mean 5 variance (FF 5 1), diagonal line. The minimum possible variance (from integer spike counts) is shown by the scalloped curve. The
shaded area shows the range of spike counts (1.8 to 2.4 spikes) analyzed in (D).
(D) FF increases from retina to cortex even when firing rate is matched. Each bar shows the average FF over all cells in the population, in
sample windows that had spike counts between 1.8 and 2.4 spikes (firing rate, z40 spikes/s). Error bars show standard error of the mean.
(scalloped curve, see Figure 4 legend) over a wide range At a given mean count (e.g., shaded area in Figure
4C), retinal data were less variable on average than LGN,of mean counts (firing rates). Responses of LGN neurons
sometimes had variance exceeding the mean (and and LGN less variable than cortex. For example, we
averaged the FF of all 50 ms windows that had a meantherefore FF . 1), in many cases attributable to bursting
(closed symbols). Nonetheless, samples from other spike count between 1.8 and 2.4 spikes (firing rate of
z40 spikes/s; Figure 4D). Even when firing rate was thephases of the response and from other LGN cells had
variance closer to the minimum than the mean. Typically, same, variability significantly increased from retina (FF 5
0.14) to LGN (FF 5 0.27) to cortex (FF 5 0.54) (p ,cortical responses also had variances less than the
mean but higher than the theoretical minimum. 0.0001, Kruskal Wallis; Mann-Whitney comparisons, p ,
Neuron
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Figure 5. Fano Factor throughout the Trial in
Model Responses
(A) Fano factor (FF) in 50 ms windows during
the visual response of each cell, where the
time axis is shifted in phase and expanded
from between the tick marks on the time axis
of Figure 4B (red, green, and blue traces).
Dashed line indicates FF 5 1, the variability of
any Poisson process in any counting window.
Thin black curves represent FF of models that
matched the time-varying rate (PSTH) and
also the estimated absolute refractory period
of each neuron. Thick black curves represent
FF of Poisson models that matched the PSTH
and the estimated absolute and relative re-
fractory periods of the neurons. For details of
both models, see Experimental Procedures.
(B) Quality of the fit of the model with a relative
refractory period, as judged from comparing
the model FF to the data FF at the time in
the cycle when data variability was lowest
(minima of colored lines in [A]). Fit is defined
as 100 3 (1 2 model)/(1 2 data). A perfect fit
has a value of 100%, and values less than this indicate that the spike count of the model cell was not as reliable as the data. All populations
had a fit of 80% or better. Retinal results based on n 5 17 cells. Cortical results based on n 5 16 cells; the remaining four cortical cells had
too few spikes for the estimation of the refractory period (see Experimental Procedures). LGN cells that did not fire bursts were modeled
exactly as retinal and cortical cells (open bar, n 5 9). For LGN cells with bursts, estimation of the refractory period was based on data in the
nonbursting part of the stimulus cycle, if any existed (gray bar, n 5 7). If refractory periods were estimated instead from a mixture of burst
and nonburst interspike intervals, the resulting model fit poorly (asterisk, n 5 8). Error bars show standard error of the mean.
(C) Recovery functions from the models, w(t), averaged over all retinal (red), LGN (green), or cortical (blue) cells. The duration of the estimated
relative refractory period decreased at successive stages of the visual pathway. For bursting LGN neurons, these recovery functions were fit
to the nonburst epochs of the responses.
0.0001). Therefore, firing rate alone did not predict vari- to account for the least variable part of each cell’s re-
sponse (compare the minima of the red, green, and blueability.
lines with the thick line at the same time point, Figure
5A). We expressed the fit of this model as 100 3 (1 2Refractory Periods Account for Neural Reliability
FFmodel)/(1 2 FFdata) (%). The discrepancy between theRefractory periods are expected to make neural re-
model and the data was ,10% for RGCs, ,20% forsponses more regular, particularly when firing rate is
both bursting and nonbursting LGN cells, and ,5% forhigh (Teich et al., 1978; Teich and Diament, 1980; Berry
cortical cells (Figure 5B). Thus, refractoriness accountedand Meister, 1998; Barberini et al., 2000). We therefore
for much of the observed reliability of our data.tested whether refractoriness could account for the high
The model of each cell was based on its estimatedreliability in our data. First, we modeled the response
recovery following a spike (see Experimental Proce-of each cell by a Poisson process modified to enforce
dures). This recovery function was slowest for retinala dead time following each spike. Each model was deter-
cells and fastest for cortical cells (Figure 5C). The recov-mined by the observed time-varying firing rate and the
ery function of LGN neurons often appeared to haveestimated absolute refractory period of the neuron and
two components. These two components were seen fortherefore had no free parameters (see Experimental Pro-
most but not all individual LGN neurons. We note that
cedures). Unlike a pure Poisson process (FF 5 1 in all the absolute and relative refractory periods of the model
counting windows), the model with an absolute refrac- could reflect any form of refractoriness, not only that
tory period had lower variability at times in the trial when arising from the active conductances of the neuron. For
firing rate was high (thin black lines in Figure 5A). The example, refractoriness in synaptic transmission could
model nevertheless had dramatically higher variability also contribute to the refractoriness observed at the
than the real data from retina, LGN, and cortex (red, level of spiking statistics.
green, and blue lines in Figure 5A). The one aspect of the data not fit by the model was the
Our second model incorporated both an absolute re- high variability associated with LGN bursts. This is not
fractory period and a longer relative refractory period surprising, since adding refractoriness to any model only
(Teich and Diament, 1980; Berry and Meister, 1998). The increases its regularity, whereas this part of the LGN re-
rate of the underlying Poisson process was uniquely sponse was already more variable than the Poisson start-
determined by the constraint of matching the observed ing model. For bursting LGN cells, we used the nonbursty
firing rate of the neuron. The time course of recovery of part of the response in each cycle to estimate the refrac-
spiking after each action potential was estimated from tory period and then used this refractory period to model
the observed interspike interval distribution (see Experi- the entire response (see Experimental Procedures).
mental Procedures). Thus, this model also had no free
parameters. The model with a relative refractory period Variability Is Sub-Poisson for Counting Window
was much better at matching the time-varying FF of both Lengths from 1 to 1000 ms
retinal and cortical cells (thick black lines in Figure 5A). In general, the FF depends on the size of the window
in which spikes are counted (T) (Thurner et al., 1997). InOne measure of the quality of the model is its ability
Low Variability in Retina, Thalamus, and Cortex
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Figure 6. Fano Factor Depends on the Size
of Counting Window
(A) FF(T,t) through the visual response, com-
puted in counting windows T 5 1, 5, 10, 25,
and 50 ms. Dotted line indicates Fano factor
(FF) 5 1. Thick curve shows results for T 5
50 ms (as in Figure 5A). In each panel, the
uppermost thin curve in the sub-Poisson re-
gime shows results for T 5 1 ms, and lower
curves correspond to progressively larger
counting windows. As in Figure 5A, each
point plots the FF in window of length T ver-
sus the time of the center of the counting
window. Over this range of small counting
windows, FF was ,1 in all epochs of retinal
and cortical responses and in the nonburst
portion of LGN responses. Note that the ep-
och of high variability in the LGN is associated
with burst onset, and the time (t) of the first
counting window to capture burst onset is
necessarily later for smaller windows.
(B) FF(T,t) of model with relative refractory
period for each cell, plotted as in (A). The
model qualitatively reproduced the depen-
dence of FF on counting window T.
(C) Minima of FF(t) for data and models shown
in (A) and (B) at each counting window size
(T). Data shown in closed color circles, mod-
els shown as open circles. At the shortest
counting window (T 5 1 ms), the minimum FF
is close to unity. With larger counting win-
dows (T 5 5 to 250), the minimum FF progressively decreases. For retinal ganglion (red) and cortical (blue) cells, model closely matched data
at all counting windows. For LGN cells containing bursts (green), model deviated from data for some counting windows (see text).
our experiments, we found FF to change as a function 1998) or for T 5 0.001 to 770 s (Teich et al., 1996).
Both studies found that FF was greater than unity andof both counting window, T, and time within the stimulus
cycle, t (Figure 6A). In very small counting windows increased with T over the range explored. Therefore,
although we obtained FF , 1 in small counting windows,(1 ms), FF was near 1 at all times throughout the stimulus
cycle. This result is expected from any model, because we considered the possibility that our cortical cells might
have supra-Poisson FFs in larger counting windows.the mean spike count in any 1 ms window is small, and
the count in any individual window can only be 0 or 1. When we used T 5 1 s (four stimulus cycles), we still
obtained sub-Poisson variability in our populations ofThe modulation of FF through the stimulus cycle emerged
and progressively increased as the counting window cells: FF 5 0.26 6 0.07 (mean 6 SEM) for RGCs (n 5
17), FF 5 0.37 6 0.08 for LGN (n 5 17), and FF 5 0.68 6increased up to T 5 50 ms, such that spike counts were
high enough to observe the regularity of the responses. 0.07 for V1 (n 5 19). For most cells, we analyzed only
200 s of data and counting windows up to 1 s. In general,The model with both absolute and relative refractory
periods reproduced the detailed dependence of FF(t) we therefore cannot exclude the possibility that we
might have found FF . 1 if we had considered muchon the counting window size T, other than the effects
of LGN bursts (Figure 6B). For the retinal cell shown in longer recording times or used longer counting win-
dows. In the few cases in which we had very long re-Figure 6A, the small oscillations in FF were also repro-
duced by the model (Figure 6B). These reflect oscillatory cordings (up to 50 min), however, the variability over the
entire data set at T 5 250 ms was sub-Poisson, as waspeaks in firing rate that were phase locked to the refresh
rate of the video stimulus (not evident at the temporal the FF in counting windows of up to T 5 8 s (data not
shown).resolution shown in Figure 2C). We found no significant
correlation between the FF and the presence of such Although FF depended on the size of the counting
window, our main conclusions held over a wide rangephase-locked peaks. In fact, the lowest FF in our sample
(FF 5 0.05) was for a retinal cell that completely lacked of windows: (1) FF was ,1 for all three cell types; (2) FF
was lowest in retina, intermediate in LGN, and highest insuch oscillatory peaks.
To summarize the effect of the counting window on cortex; and (3) a Poisson model with a relative refractory
period reproduced the FF throughout the stimulus cycle,our estimates, we compared the minimum FF for a range
of counting windows (closed symbols in Figure 6C). The except for LGN bursts.
minimum FF decreased as the size of the counting win-
dow increased from 1 to 50 ms. This trend is reproduced
Discussionby the model (open symbols in Figure 6C). For compari-
son, we also show the minimum FF in a full stimulus
cycle (T 5 250). We have shown that trial-by-trial response variability of
cortical cells can be much lower than previously be-Two previous cortical studies reported FF as a func-
tion of T, either for T 5 1 to 1000 ms (Buracˇas et al., lieved. We recorded from 20 simple cells in layer 4 of
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primary visual cortex during visual stimulation and found al., 1998; Shadlen and Newsome, 1998; Barberini et al.,
2000). Therefore, previous findings of much higher vari-low variability was the rule rather than the exception.
Regardless of the size of the counting window (up to 1 ability in cortex cannot generally be explained by stimu-
lus differences.s), we found that the FF was below 1 for all cells in this
sample. We have demonstrated that variability is lower One study of eight cells from the medial temporal
area (area MT) in monkeys reported Poisson variabilityin the LGN than in cortex, and lower still in RGCs. Thus,
neural responses became more variable as they tra- (FF < 1) in 100 ms counting windows but low variability
(FF < 0.6) in 10 ms counting windows (Barberini et al.,versed these synaptic levels. By recording simultane-
ously at multiple levels of the visual system, we have 2000). By comparison, our cortical responses had sub-
Poisson variability in both short and long counting win-been able to show that this increase can be found in
individual animals under literally identical visual stimula- dows (up to at least 1000 ms). Although FF depends on
the size of the counting window, we do not think thistion and physiological conditions. We have shown that
Poisson models modified with relative and absolute re- is the reason our results differ from previous cortical
studies, as we found FF , 1 for counting windows rang-fractory periods can account for most aspects of neural
reliability in all three cell populations. The only major ing from 5 to 1000 ms, covering the range of windows
used in nearly all previous studies that found FF . 1 infeature of the data not captured by the model was the
variability associated with LGN bursting. cortex.
Our study also differs from many others in that we
used a longer (200 s) continuous recording time withSub-Poisson Variability in Cortex
a given visual stimulus. This provided many samplesOur finding of low variability in cortical neurons goes
(n 5 200–800) for estimation of the mean and varianceagainst the general belief that cortical neurons are al-
of the spike count. In addition, any effects of adaptationways noisy (Softky and Koch, 1993; Ferster, 1996; de-
to the stimulus would occur in the first few secondsCharms and Zador, 2000). The main difference between
and affect only a small fraction of the samples. Someour study and previous studies in cortex is that we have
previous studies may have obtained high variability be-specifically targeted layer 4 simple cells in primary visual
cause estimates were based on few samples or becausecortex, whereas most other studies have recorded from
samples were taken from short, interleaved trials inall cortical layers. Thus, we have selected a population
which cells never attained a steady-state response.of cells that receives direct monosynaptic input from
Finally, variability in neural responses could be intro-relay cells of the LGN. In layer 4, thalamocortical syn-
duced by any source of experimental variability, suchapses onto layer 4 neurons are both stronger and more
as fluctuations in anesthesia (Kisley and Gerstein, 1999),reliable than synapses from intracortical neurons (Ta-
small eye movements in alert animals (Gur et al., 1997),naka, 1983; Reid and Alonso, 1995; Alonso et al., 1996;
and neuromodulators (Hartveit and Heggelund, 1994;Stratford et al., 1996). Therefore, it is possible that layer
Kara and Friedlander, 1999). Such stimulus-indepen-4 simple cells have much lower variability than cells in
dent variables would be expected to affect the reliabilityother layers or cortical areas, as had been previously
of responses as early as the LGN. Simultaneous re-postulated (Shadlen and Newsome, 1998). Two previous
cordings with low variability in the LGN could thereforestudies have reported low variability in a population of
serve as a useful internal control against many of thesecortical neurons. One study reported low variability in
factors in future studies of cortical variability.responses of V1 neurons in alert monkeys after trials
Of all the factors considered above, the most consis-with eye movements were excluded from analysis (Gur
tent difference between our experiment and previouset al., 1997). Interestingly, most of the cells in that study
studies is that we recorded only from cells that receivewere also recorded in layer 4. The second study reported
strong feedforward input from the thalamus, namely,high variability in layer 2/3 of V1, with somewhat lower
layer 4 simple cells of primary visual cortex.variability in unidentified layers in IT (Gershon et al.,
1998).
Some previous cortical studies may have also differed Variability Increases from Periphery to Cortex
We found that variability increased from retina to LGNfrom ours in the effectiveness of the stimulus, which
can affect response variability. In four cortical cells, we to cortex in simultaneous recordings (Figures 3A and
3B) and on average over the population (Figure 3C).calculated variability of responses to each of 16 different
orientations of a drifting sinusoidal grating. We found Comparing the three populations of cells, average vari-
ability (FF) was inversely related to mean firing rate (Fig-that for any given cell, variability was lowest (sub-Pois-
son) for the grating that drove the cell best and higher ures 3C and 3D). The different mean rates, however, did
not account for all differences in variability. Even whenfor less effective orientations, reaching FF . 1 for some
orientations (data not shown). When two cortical cells we compared epochs of the response with the same
firing rate, we found that variability increased from retinawith different orientation preferences were recorded si-
multaneously, a single orientation produced high vari- through cortex (Figures 4C and 4D). We attribute this to
differences in refractoriness (see below).ability in one unit at the same time that it produced low
variability in the other. We interpret the dependence Our finding of low variability in RGCs is consistent
with most previous reports. For the LGN, the low variabil-on the stimulus as arising from the greater effects of
refractoriness when firing rate is high. Berry et al. (1997) ity we found with gratings is comparable to that reported
for responses to full-field white-noise stimuli in anesthe-provided the same explanation as to why RGCs had
reliable responses to high-contrast stimuli and more tized cat (Reinagel and Reid, 2000). Low variability was
also reported in the LGN of alert primate, when trialsvariable responses to lower contrast visual stimuli.
Nonetheless, at least some previous cortical studies with eye movements were excluded (Gur et al., 1997).
In several other studies, supra-Poisson variability washave found high variability even when average firing
rates were high (e.g., Tolhurst et al., 1983; Buracˇas et found in LGN responses (Sestokas and Lehmkuhle,
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1988; Hartveit and Heggelund, 1994; Oram et al., 1999). between retina, LGN, and cortex could be an indirect
effect of their different long-term activity. Indeed, in-In these studies, stimuli were flashed in the center of
creasing levels of maintained discharge in the retinathe LGN receptive field, whereas all studies (including
(Barlow and Levick, 1969) led to estimated refractoryours) that found low variability used moving or dynamic
periods of increasing duration (Teich et al., 1978). How-stimuli that extended far outside the receptive field cen-
ever, we were not able to demonstrate any dependenceters. It would be interesting therefore to explicitly test
on firing rate on short time scales; refractory periodsthe effects of these stimulus parameters on variability
estimated from different phases of the stimulus cyclefor a given cell.
were indistinguishable (data not shown).
We found that a model with only an absolute refractoryBursts in the LGN
period was inadequate to match the reliability in ourSome LGN cells fired bursts at the onset of firing and
data (Figure 5A). The inadequacy of this “dead time”exhibited high spike count variability through part of the
model was much more pronounced for retinal cells thanstimulus cycle. We found that this was primarily due to
for cortical cells. Barberini et al. (2000) also exploredvariability in the time of the burst from trial to trial, rather
dead time models to explain the sub-Poisson variabilitythan variability in the occurrence of the burst or the
in their MT data when they used 10 ms counting win-number of spikes in the burst. However, this is not to
dows. They report that the MT data were only moder-say that bursts were any more variable than other spikes
ately less variable than a dead time modified Poissonin their timing. Our results are consistent with previous
process, whereas data from fly H1 neurons were dramat-findings that the timing of LGN bursts is reliable (Guido
ically less variable than a dead time model. These deadand Sherman, 1998). We attribute the high spike count
time models took into account that H1 neurons havevariability to the abrupt change in firing rate, from 0
longer absolute refractory periods than monkey MT neu-spikes/s before the burst to .200 spikes/s within the
rons do. Thus, the authors concluded that differencesburst. In small counting windows early in the response,
in reliability between MT and H1 were not explained bysome trials contain the burst (and thus many spikes),
differences in refractoriness. The results just summa-while other trials do not (no spikes), leading to a variance
rized from MT and H1 are qualitatively similar to ourmuch higher than the mean count. The transition from
results from dead time models in cortical cells andthe burst to a moderate firing rate afterward is less
RGCs, respectively. We found that a more completeabrupt, giving rise to a small but detectable second
model of refractoriness, with a relative as well as abso-peak in variability (Figure 4A). Bursting did not affect lute refractory period, could fit both retinal and cortical
our measure of variability in 250 ms counting windows, responses comparably (Figure 5B). Therefore, we think
because the counting window included the entire burst that differences in the duration of both absolute and
in every trial, regardless of its exact timing. relative refractory periods can explain the differences
between our cell populations and could potentially ex-
Refractoriness Can Account for Reliability plain the differences between MT and H1, as well. An
Poisson model spike trains incorporating relative and extreme hypothesis would be that cortical cells are no
absolute refractory periods accounted for the most reli- more “noisy” than retinal cells are, once refractoriness
able part of the response, with models differing from is taken into account. A complementary way to put this
data by 5%–20% in all three types of cells (Figure 5B). is that retinal cells are just as noisy as cortical cells,
It was previously shown that the same model could before their responses are regularized by refractoriness.
largely account for the reliability of spike count in RGCs Thus, the noise introduced by neural processing could
of the salamander (Berry and Meister, 1998). In that be just as great in the retina as in cortex.
study, ganglion cells were also slightly more reliable In conclusion, at least one class of cortical cells (layer
than predicted by the model. Our results replicate their 4 simple cells in striate cortex) can exhibit low, sub-
finding for the retina and extend it to LGN and cortex. Poisson spike count variability. Along the first few
Spiking statistics can also be captured in a mathemat- stages of the primary visual pathway, variability in-
creased at each processing stage. The simplest expla-ically simpler model, at the expense of biophysical real-
nation of our data is that the reliability of spike count isism. For example, a gamma model of order N is obtained
a consequence of the refractory properties of neurons.by taking every Nth spike of a Poisson process (see
Simultaneous measurement of variability across as-Experimental Procedures). Such a model depends only
cending levels in the visual hierarchy will continue to beon the time-varying firing rate and a single free parame-
useful in future studies of the origins and extent of neuralter, the order. Gamma models have some properties in
variability.common with refractory cells, including low spike count
variability (Stein, 1965). We found that a gamma model
Experimental Proceduresof sufficient order (generally 3–6) could also match FF
as a function of counting window (T) and time in the
Preparation and Anesthesia
cycle (t) about as well as an explicit refractory model Experiments were performed on nine anesthetized, paralyzed adult
could (data not shown). We did not explore gamma mod- cats (2.5–3.5 kg). Animals received dexamethasone (z1 mg/kg, i.m.)
els of time-varying order (but see Gaze`res et al., 1998). 12–14 hr before surgery and again at time of surgery along with
atropine sulfate (0.1 mg/kg, subcutaneous). Anesthesia was inducedWe have suggested that differences in refractoriness
with ketamine HCl (10 mg/kg, i.m.) and maintained with thiopentalcould explain the fact that even in epochs of similar
sodium (20 mg/kg, i.v., supplemented as needed). All pressurefiring rate, variability increased from retina to cortex
points and incision sites were treated with a topical anesthetic (2%(Figure 4D). In agreement with this interpretation, the
lidocaine HCl). A tracheotomy was performed and the animal trans-
duration of the estimated relative refractory periods was ferred to a Horsley-Clarke stereotaxic frame. Body temperature
longer for RGCs, intermediate for LGN cells, and short- (388C), electrocardiogram, and expired CO2 were monitored continu-
est for cortical cells (Figure 5C). If the refractory period ously and maintained within normal limits. The electroencephalo-
gram over the frontal lobes was monitored to assess anesthesia.itself depends on firing rate, the difference we found
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Pupils were dilated with 1% atropine sulfate and nictitating mem- was made possible by using the narrow diameter high impedance
Ainsworth recording electrode, a headstage amplifier, and a stablebranes retracted with 10% phenylephrine. Craniotomies were made
over the left hemisphere of the brain corresponding to LGN and electrode carrier. LGN electrodes were advanced with a Kopf 650
hydraulic microdrive (David Kopf Instruments, Tujunga, CA). Corticalprimary visual cortex (area 17). A metal ring was glued to surgically
exposed lateral sclera of the right (contralateral) eye and attached electrodes were advanced with an MP 285 optically encoded
stepper motorized micromanipulator (Sutter, Novato, CA).to a post to prevent small eye drifts that may otherwise occur even
with adequate anesthesia and paralysis. The metal ring also facili-
tated the insertion of an intraocular recording electrode (see below). Data Collection
A fiberoptic light source was used to reflect retinal landmarks onto All spike times and waveforms were recorded at 0.1 ms resolution
a tangent screen placed 114 cm in front of the eyes (Pettigrew and stored on the hard drive of a PC running Discovery data collec-
et al., 1979). Optical refraction was achieved with gas-permeable tion software (Datawave Technologies, Longmont, CO). All data
contact lenses (12.0 to 14.0 diopters) such that surface retinal were reanalyzed offline to confirm single unit isolation via waveform
blood vessels were focused on the tangent screen. analysis, cluster cutting, and the presence of an absolute refractory
After all surgical procedures were complete, anesthesia was main- period in the autocorrelogram or interspike interval histogram.
tained with thiopental sodium (2–3 mg/kg/hr, in 0.9% saline, i.v.). Second units on a single electrode were never discriminated in
Paralysis was achieved by vecuronium bromide (0.2–0.3 mg/kg/hr, any of our retinal recordings, as they were nonexistent or too close
in 0.9% saline with 5% dextrose, i.v.). Animals were mechanically to background noise. For our LGN cells, in only 2 of 17 cases was
ventilated, and expired CO2 was regulated at 3.8%–4.2%. All surgical a second unit discriminated on a single electrode. For our cortical
and experimental procedures were in accordance with National In- recordings, only 2 of 20 cells were second units from a single elec-
stitutes of Health and United States Department of Agriculture trode. We only used second units that fired out of phase with the
guidelines and were approved by the Harvard Medical Area Standing primary unit because the receptive fields were of opposite sign (off
Committee on Animals. versus on) or completely spatially offset. Thus, when we resolved
two well-isolated units from a single electrode, the recording was
Electrophysiology, Visual Stimulation, and Receptive Fields free of contamination by spikes that could have otherwise fired in
Simultaneous recordings from RGCs, LGN cells, and simple cells synchrony.
in striate cortex were made with platinum-plated tungsten-in-glass
electrodes (Merrill and Ainsworth, 1972). Electrodes in each area Numerical Analysis
were positioned so that receptive field centers across all three areas Fano Factor
shared similar eccentricity (z28–58 from area centralis) and were We measured trial-by-trial variability by the FF, which is defined as
completely or partially overlapped with one another (within 28 of the variance of the spike count divided by the mean:
visual angle). Similar procedures were used in experiments with only




.Typically, a recording session began with retinotopic mapping of
the A laminae of the dorsal LGN (Sanderson, 1971a, 1971b). We
avoided recording from the medial interlaminar nucleus by the meth- In all cases, we analyzed data from a single continuous 200 s presen-
ods of Malpeli (Lee et al., 1984, 1992). After the retinotopy of the tation of a drifting grating, beginning with the response to the first
LGN was mapped, we searched for simple cells along the medial cycle of the stimulus. For FF values given in Figures 2C and 3, the
bank of the striate cortex. We recorded from simple cells with at spike count was taken as the number of spikes in each stimulus
least one on and one off spatially segregated subfield with either cycle (250 ms) for the 800 cycles. When FF was analyzed as a
two subregions (S2) or three (S3). The LGN electrode was then function of time (t) in the stimulus cycle (Figures 4–6), the spike
positioned according to the map such that the LGN cell’s receptive trains were divided into 200 nonoverlapping “repeats” of four stimu-
field overlapped with that of the simple cell. Finally, we targeted our lus cycles (1 s) each. This allowed us to consider counting windows
retinal recording electrode via a rotating X-Y-Z stage and a rotating of up to 1 s. We then counted the number of spikes per repeat in
microelectrode carrier. We required that the receptive fields of the a sliding counting window of width T, evaluated at times t separated
retinal, geniculate, and cortical units were at a similar eccentricity. by 1 ms. Thus, the FF was a function of the counting window T, as
In most experiments, small electrolytic lesions were made through- well as the time in the repeat, t. A Poisson process has the property
out the cortical penetration, and subsequent histology always veri- that FF(T,t) 5 1 for any counting window T at all times t, regardless
fied that our simple cell recordings were confined to cortical layer of the fact that the firing rate is varying with time within each trial.
4 (the primary recipient zone of geniculate input). We emphasize that any given calculation of FF was based on sam-
Quantitative characterization of receptive fields was achieved with ples taken from the same phase in the stimulus cycle (same epoch
visual stimuli generated with an AT-Vista graphics card (Truevision, in PSTH), as opposed to samples taken from sequential windows
Indianapolis, IN). Stimuli were displayed on a 15 inch Nokia of different phases (Vannucci and Teich, 1978; Teich et al., 1996).
Multigraph 4473 RGB monitor at a distance of 114 cm, with a frame We also calculated variability by an alternative measure, the Allan
(refresh) rate of 128 Hz and mean luminance of 90 cd/m2. The monitor Factor (AF) (Thurner et al., 1997). The AF is similar to the FF except
was linearized over the range of contrasts we used. A binary spatio– that instead of computing variability from the squared difference
temporal white noise stimulus was used to obtain spatio–temporal between each individual trial and the mean over all trials, we com-
receptive field maps (e.g., Figure 2A), as described previously (Reid pute it from the squared difference between the number of spikes,
et al., 1997). Individual stimulus pixels were either 0.48 or 0.88 wide, N, in each individual trial (i) and the previous trial (i 2 1):
and the stimulus was updated every z16 or 32 ms. We used the





frequencies and orientations to set the optimal parameters for the
stimulus used to assess trial-by-trial (or cycle-by-cycle) variability.
The factor of 2 arises because the average squared difference ofWe chose a 4 Hz drifting sinusoidal grating of 50% contrast, as this
two samples is equal to twice the variance for a Poisson process.stimulus was effective in driving cortical simple cells, as well as
The AF effectively compares each trial with a temporally local meanboth X and Y neurons in the retina and LGN. The orientation of the
count, so slow drifts in the mean do not affect the measure. Thegrating was matched to the optimal orientation of the simple cell.
AF produced the same results as the FF for the range of countingBecause the receptive field eccentricity of retinal, thalamic, and
window sizes we used (up to 1 s), indicating that the variability ascortical cells was similar, responses at all three levels were typically
measured by the FF was not significantly affected by drifts in firingstrongly modulated by the same spatial frequency of the grating.
rate (data not shown).The stimulus extended well beyond the classical receptive fields of
Model Spike Trainsall recorded neurons. Between 800 and 10,000 cycles of the grating
Our data had lower variability than a time-varying Poisson process,stimulus were presented for each recording.
for which FF 5 1 in any counting window. To account for the reliabil-Our experiments required intraocular, high signal-to-noise re-
cordings from single RGCs for extended periods (30–90 min). This ity of our spike trains, we considered models with absolute and
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