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RÉSUMÉ. Nos activités de recherches visent à mettre en place un réseau hybride IEEE 802.11e/AFDX (Avionics
Full DupleX switched Ethernet) pour des applications de maintenance au sol des avions. Notre objectif est de
véhiculer un trafic de type AFDX sur un support de communication sans fil IEEE 802.11e et de ce fait garantir
les exigences des trafics AFDX en terme de QoS (Quality of Service). Ces exigences de l’AFDX sont liées : à une
garantie de bande passante, à une latence de bout à bout et une gigue bornée. Dans ce papier, nous présentons
un ordonnanceur HCCA appelé AWS (AFDX Wireless Scheduler) qui a pour objectif d’ordonnancer les diffé-
rents flux AFDX, tout en garantissant leurs exigences. AWS améliore les performances de l’ordonnanceur de
référence (RS, Reference Scheduler) en se basant sur : la classification des VLs, la définition de plusieurs états
de chaque VL, un ordonnancement individuel des VLs, la définition d’une politique de gestion de la retrans-
mission des trames perdues et le contrôle de la gigue. Nous proposons aussi deux méthodes (OAWS, Optimized
AWS et AWS-RB, AWS with Release Bandwidth) pour une meilleure gestion de la bande passante libre dans
chaque TXOP.
ABSTRACT. Our research activities aim to design an IEEE 802.11e/AFDX (Avionics Full Duplex Switched Eth-
ernet) hybrid network for ground maintenance applications. Indeed, our goal is to transmit an AFDX traffic on
a wireless medium based on IEEE 802.11e standard and for guaranteeing traffic AFDX requirements in terms
of QoS. The requirements of AFDX are related to: a guarantee of bandwidth and a bounded latency and jitter.
In this paper, we present a HCCA scheduling called AWS (AWS AFDX Wireless Scheduler) that aims for man-
aging the access to wireless medium between flows AFDX and for ensuring their requirements. AWS improves
the performance of the Reference Scheduler RS based on: the classification of VLs, the definition of several
states of each VL, the individual treatment of each VL, the definition of a retransmission management policy
of lost frames, the jitter control and the control of the sporadic aspect of VLs. We also propose two methods
(OAWS, Optimized AWS and AWS-BR AWS Release With Bandwidth) for a better management of the available
bandwidth in each TXOP.
MOTS-CLÉS : HCCA ; 802.11e ; Qualité de Service ; AFDX ; Ordonnancement.
KEY WORDS: HCCA; 802.11e; Quality of Service; AFDX; Scheduling.
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1. Introduction
Les systèmes avioniques sont soumis à des contraintes très strictes pour garantir la sûreté de fonc-
tionnement des ressources matérielles et logicielles. De ce fait, plusieurs tests de maintenance au sol
sont effectués sur les équipements de bord afin de détecter de possibles dysfonctionnements. Cepen-
dant certains équipements sont difficiles d’accès ou nécessitent d’être démontés, ce qui représente
généralement un surcoût de main-d’œuvre. Pour cela, nous proposons un support de communication
sans fil basé sur la norme IEEE 802.11e [IEE 07], permettant d’effectuer des tests de maintenance
et en limitant le démontage de ces équipements.
Les réseaux embarqués avioniques civils s’appuient sur les réseaux de communication multi-
plexés de type AFDX (Avionics Full DupleX switched Ethernet). Il s’agit d’une extension du réseau
Ethernet Full Duplex, fiabilisé et standardisé par les industriels de l’aéronautique (norme ARINC
664, partie 7) [AER 04]. Les réseaux AFDX sont confrontés à des exigences de déterminisme ; de
latence et de gigue faibles et bornées, d’absence de perte de données et de garantie de bande pas-
sante. Utiliser un réseau sans fil IEEE 802.11e dans un contexte aéronautique représente un véritable
chalenge en regard des contraintes induites par la nature même du médium radio. La norme IEEE
802.11e offre un support de QoS avec l’HCF (Hybrid Coordination Function) qui utilise deux mé-
thodes d’accès au médium ; l’une appelée EDCA (Enhanced Distributed Channel Access) basée sur
un accès avec contention et l’autre appelée HCCA (HCF Controlled Channel Access) qui utilise une
phase d’accès contrôlée et une phase d’accès avec contention. Pour des raisons évidentes de garantie
de la bande passante, nous nous intéressons uniquement à la méthode d’accès centralisée HCCA.
Elle offre un déterminisme d’accès au médium avec une QoS paramétrable, alors que la méthode
EDCA est distribuée et basée sur un accès probabiliste. La norme prévoie un ordonnanceur de ré-
férence HCCA adapté aux trafics CBR (Constant Bit Rate) mais pas prévue pour la gestion de la
gigue maximale et de l’aspect critique des flux. Les principales contributions visent à améliorer le
mode HCCA pour les applications multimédia (voix et vidéo) dont les pertes et les retransmissions
ne sont jamais considérées. Ainsi dans ce papier, nous proposons une méthode d’ordonnancement
appelée AWS (AFDX Wireless Scheduler) qui améliore l’ordonnanceur de référence afin de véhi-
culer un trafic AFDX et de garantir ses exigences. Les principaux objectifs d’AWS sont de garantir
une bande passante à tous les flux admis, de satisfaire les exigences de gigue et de latence bornées
pour chaque flux et de confiner toutes anomalies de fonctionnement d’un flux.
Nous définissons dans la section 2 le réseau l’AFDX, puis dans la section 3 nous présentons la
norme IEEE 802.11e avec l’HCCA. Dans la section 4, l’architechture hybride 802.11e/AFDX est
décrite. Dans la section 5, nous présentons notre contribution ; l’ordonnanceur AWS ainsi que les
méthodes de gestion de la bande passante libre. Les résutats de l’évaluation de performance sont
présentés dans la section 6, puis nous concluons ce papier dans la section 7.
2. Le réseau AFDX
Le réseau AFDX est défini comme étant la version avionique de l’Ethernet commuté Full-
Duplex. Il a l’avantage de disposer d’un d’accès déterminisme au support de communication et
part conséquent de ne pas avoir de pertes de trames dûe aux collisions. L’une des particularités de
l’AFDX est la connaissance et la maitrise du trafic à l’entrée du réseau. Ses exigences sont liées
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d’une part aux contraintes temporelles (latence de bout à bout et gigue bornée), et d’autre part à
une garantie de bande passante et une absence de perte de trames et de propagation d’erreurs. La
topologie du réseau AFDX est définie à partir de trois entités [AER 04] (Figure 1) : l’End System
(ES), le Virtual Link (VL) et le commutateur AFDX (AFDX Switch).
Figure 1. Architecture d’un réseau AFDX Figure 2. Caractéristiques de communication
d’un VL
L’ES représente le terminal final du réseau, il a pour rôle principal de fournir des services
d’échanges de données sûrs et fiables pour les applications logicielles des couches supérieures. L’ES
utilise la notion de VL pour réguler les flux de trafic des données produites par les différentes ap-
plications. Ainsi à la sortie de chaque ES, chaque trame est associée à un VL particulier qui est
caractérisé par trois paramètres : (1) un BAG (Bandwidth Allocation Gap), (2) une gigue maximale
autorisée, (3) une taille de trame maximale. Le BAG représente le temps minimum entre deux émis-
sions de trames consécutives. La norme prévoit les valeurs de BAG = 2kms, k ∈ [0..7]. La gigue
d’un VL représente le décalage de l’instant de transmission de la trame par rapport à son BAG. Le
VL transmet un flux périodique et sporadique (Figure 2). Cela signifie que chaque VL transmet au
plus une trame par intervalle de BAG. Le BOR (BAG Occupation Rate) est le taux d’occupation des
BAG. Lorsqu’un ES a plusieurs VL en transmission, il utilise un ordonnanceur pour multiplexer tous
ses VL pour ainsi former un unique flux multiplexé en sortie. Ce qui induit une gigue sur les trames
à leur sortie du ES.
3. La norme IEEE 802.11e et l’ordonnaceur de référence HCCA
La norme IEEE 802.11e [IEE 07] offre un support de QoS avec le mécanisme d’accès au médium
HCF (Hybrid Coordination Function). L’HCF utilise deux méthodes d’accès ; l’EDCA et l’HCCA.
Avec l’HCF, chaque station accèdant au support de communication a droit à un temps de trans-
mission appelé TXOP (Transmission Opportunity). L’HCCA est une méthode d’accès centralisée
seulement utilisable sur des configurations de réseaux en mode infrastructure. Cette méthode de
transfert est sans contention et est basée sur un schéma de polling contrôlé par un coordinateur HC
(Hybrid Coordinator) qui opère au niveau du point d’accès QAP (QoS Access Point) du BSS (Basic
Service Set). Grâce à son accès prioritaire l’HC prend le contrôle du canal et interroge une à une
les stations présentes dans sa liste de polling. Pour être dans la liste de polling la station doit en
faire la demande à l’aide d’une trame d’association ou de réassociation (utilisation du sous-champ
Pollable du champ Capability Information). Dans le mode HCCA, il existe deux périodes d’accès au
médium : la période CFP (Contention Free Period), contrôlée par le HC, et la période CP (Conten-
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tion Period) fonctionnant selon les principes de l’EDCA. Il existe également des phases d’accès
contrôlées appelées CAP (Controlled Access Phase) et non préemptives (Figure 3) .
Figure 3. Principe d’ordonnancement HCCA
L’ordonnancement HCCA consiste à découper l’espace temps en plusieurs intervalles égaux, ap-
pelés intervalle de service SI (Service Interval). A chaque début de SI, l’HC interroge une à une
l’ensemble des QSTAs (QoS Station) présentes sur sa liste de polling. Chaque QSTA interrogée
reçoit un TXOP calculé par le HC. Le SI est déterminé de la manière suivante. Premièrement, l’or-
donnanceur calcule le minimum de tous les maximums d’intervalles de service pour tous les flux
admis. Soit m ce minimum. Deuxièmement, l’ordonnanceur choisi un nombre inferieur à m qui
est un sous multiple de l’intervalle Beacon. Cette valeur représente l’intervalle de service de toutes
les QSTAs ayant au moins un flux admis. La durée du TXOP du flux est calculée par le HC selon
l’équation (1),
TXOPi = max(
(Ni × Li)
R
+O,
M
R
+O) (1)
avec Ni le nombre de paquets arrivés durant le SI, Li la taille nominale d’un MSDU, R le débit
physique, M la taille maximum autorisée pour un MSDU, i.e., 2304 octets, et O représentant les
Overheads de la couche MAC.
4. Une nouvelle architecture hybride de réseaux IEEE 802.11e/AFDX
Pour faciliter la maintenance au sol des équipements, nous proposons de fournir un support de
communication sans fil basé sur la norme IEEE 802.11e HCCA. Pour une zone de maintenance sans
fil, il s’agit de substituer les liens filaires des ES vers le commutateur AFDX par un lien sans fil
partagé entre un QAP/HC et les QSTA (Figure 4). Le QAP est responsable de la gestion de l’accès
au médium sans fil et du lien avec le coeur de réseau AFDX. Chaque QSTA transmet ses VL en
garantissant leurs exigences temporelles.
Figure 4. Réseau hybride IEEE 802.11e/AFDX
802.11e AFDX
Support de communication Sans fil Filaire
Mode de communication Half-Duplex Full-Duplex
BER [10−7 · · · 10−4] ≈ 0
Débit physique (Mbits/s) 54 100
Partage du médium Oui Non
Collisions MAC Non avec HCCA Non
Variation du débit physique Oui Non
Contraintes de distance Oui Non
Tableau 1. IEEE 802.11e vs AFDX
Ordonnancement AFDX/802.11e HCCA 5
Les caractéristiques physiques (Tableau 1) du lien sans fil vont entrainer, un partage du médium
radio, une gigue, une latence plus grandes et une réduction de la bande passante. L’ordonnanceur
de référence RS (Reference Scheduler) HCCA proposé par la norme IEEE 802.11e ne garantit pas
la gigue et la transmission de données critiques (deadline). De même, les contributions proposées
pour améliorer l’HCCA de référence ne satisfont pas nos exigences. Par exemple dans les travaux
HCCA multimédia [CIC 07a], [ANS 06], [FLO 08], [SHI 08], [CIC 07b], [ZHU 08], [HIG 07] et
[LUO 09], les auteurs ne prennent pas en considération la gigue maximale et l’aspect critique de
certaines données. Dans ces travaux, les paquets audio et vidéo perdus ne sont généralement pas
retransmis. Leurs utilisations ne garantiraient pas le respect de la gigue maximale et de la latence
maximale des messages critiques. Il faut noter que le protocole HCCA de référence est basés sur
le principe ARQ (Automatic Repeat Query) pour gérer le contrôle d’erreur de transmisions avec
acquittements. Si l’émeteur ne reçoit pas d’acquitement dans un temps impartit, il retransmet la
trame jusqu’à le recevoir ou arriver à un nombre maximum de retransmissions. Dans notre cas plu-
sieurs retransmissions concécutives d’une trame peuvent facilement entrainer le deadline des trames
suivantes dans les files. Ceci devient problématique dans la mesure où le réseau AFDX exige l’iso-
lement et l’absence de propagation des erreur. Pour répondre à ces exigences, nous proposons une
méthode d’ordonnancement appelée AWS.
5. AFDX Wireless Scheduler
L’ordonnancement des flux avioniques du réseau AFDX sur un support IEEE 802.11e nécessite
le respect des contraintes temporelles et de qualité de service que nous venons d’énoncer. Nous dé-
taillons dans cette section chacune de nos contributions pour répondre à ces contraintes en proposant
ainsi un nouvel ordonnanceur AWS (AFDX Wireless Scheduler) implémentable sur les QSTA.
Traitement individuel des VLs : Nous considérons indépendamment chaque VL. Ainsi, chaque
VL est considéré comme un nœud dans le réseau avec un trafic périodique et sporadique qui reçoit
un TXOP qui lui est propre.
Garantie de bande passante : Chaque VL dispose de son propre intervalle de service qui est
égal à son BAG. Le TXOP de chaque VL est calculé en utilisant l’équation (1) (TXOPmax =
0.362ms). Nous définissons la période d’ordonnancement comme étant la plus petite période durant
laquelle tous les VLs doivent être ordonnancés au moins une fois. Cette période correspond au plus
grand BAG de tous les VLs. Ainsi, si n est le nombre de VL, pour garantir une bande passante à
tous les VLs nous devons satisfaire à l’équation (2). Le nombre de TXOP ni alloué au V Li pour
chaque période d’ordonnancement est donné par l’équation (3). A partir des équations (2) et (3) pour
garantir une bande passante à chaque nœud/VL, nous devons satisfaire à l’équation (4).
n∑
i=1
ni · TXOPi ≤ BAGmax (2)
ni =
BAGmax
BAGi
(3)
n∑
i=1
TXOPi
BAGi
≤ 1 (4)
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Pour chaque VL, le TXOP est calculé à partir de l’équation (1) selon la norme IEEE 802.11e. Cepen-
dant le VL transmet une seule frame par TXOP. Donc, le TXOP maximum pour les VLs est donné
par l’équation (5).
TXOPmaxV L =MTxTime +O (5)
O = PIFS + CFPollTxTime +ACKTxTime + 2× SIFS (6)
MTxTime est le temps de transmission d’une trame de taille maximum M égale à 1554 octets.
O represente les Overheads (polling, acquittement et temps inter-trames) donné par l’équation (6).
ACKTxTime est le temps de transmission d’une trame ACK. Le paramètre CFPollTxTime est le
temps de transmission de la trame CFpoll utilisée par le HC pour intéroger la station. Les temps
intertrames (PIFS, PCF InterFrame Space et SIFS, Short InterFrame Space) sont utilisés par le QAP
pour respectivement accéder au médium et pour traiter deux trames de la même séquence.
Classification des VLs : Nous proposons dans l’ordonnanceur AWS la classification des VLs
par BAG. Les niveaux de priorité entre les VLs sont définis à partir de leurs BAGs. Un VL avec un
plus petit BAG est prioritaire sur un VL avec un plus grand BAG. Le but de cette politique est de
transmettre en premier les VLs avec les plus petites gigues maximales. Cette priorité est gérée par
8 files d’attente ; une pour chaque BAG (Figure 5). Au sein d’une QSTA, les VLs ayant un BAG
identique, seront traités dans une même file. Leurs ordonnancements suivront le mode FIFO de la
file.
Définition des états : Un VL peut être dans l’un des quatre états (Idle, Active, Retransmission,
Critical). Un VL est à l’état "Idle", lorsqu’il attend le début de son prochain BAG. Un VL est dans
l’état "Active" lorsqu’il dispose d’une trame à transmettre au début de son BAG. L’état "Retransmis-
sion" est réservé aux VLs ayant subi une erreur de transmission. Un VL est dans un état "Critical"
lorsqu’il atteint son seuil (BAG + Gmax-∆) où ∆ est la période critique du VL, Gmax est la gigue
maximale. La définition de ces états nous permet d’éviter que les VLs avec des grands BAG ne
transmettent jamais, de gérer les VLs en retransmission et d’identifier les VLs dans l’urgence de
transmission (Figure 6).
Figure 5. Classification des VLs Figure 6. Processus des états des VLs
Gestion de la retransmission : La politique de retransmission d’AWS intervient lorsqu’une trame
d’un VL est perdue ou erronée. La retransmission de cette trame n’est pas automatique. AWS va
la ré-ordonnancer avec l’ensemble des trames dèjà présentes. La trame sera insérée dans la file
"Retransmission" en fonction de son deadline suivant l’algorithme d’ordonnancement d’AWS.
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Contrôle de la gigue : Selon la norme AFDX, la gigue est concidérée comme le décalage de
l’instant de transmission d’une trame par rapport au début du BAG de son VL (Figure 2). L’instant
de transmission t d’un VL dépend des caratéristiques des VLs en instance de transmission à l’instant
ρ où il entre dans l’état "Active". Si on considère Qi 6= 0, la quatité de trafic prioritaire en instance
de transmission à l’instant ρ, Qnew(t) la quantité de trafic prioritaire arrivée entre ρ et l’instant t et
Qrm(t) la quantité de trafic prioritaire supprimée entre ρ et l’instant t pour cause de deadline atteint,
on a :
t = ρ+ TQi + TQnew(t) − TQrm(t) (7)
avec TQi le temps de transmission de Qi, TQnew(t) le temps de transmission de Qnew(t) et TQrm(t)
le temps de transmission de Qrm(t). La gigue pour ce VL est donc donnée par :
gigueVL = t− ρ = TQi + TQnew(t) − TQrm(t) (8)
Il faut noter que si Qi est nulle, on aura forcément t égal à ρ et le VL transmettra sa trame de suite
et sa gigue sera nulle.
Qi = 0⇒ {Qrm(t) = 0 et Qnew(t) = 0} ⇒ t = ρ⇒ gigueV L = 0 (9)
Pour contrôler la gigue et éviter que t soit supérieur à la gigue maximale (Gmax) autorisée, nous
utilisons un compteur appelé Deadline Counter (DC). Chaque VL a un DC qui s’initialise lorsque
ce dernier entre dans l’état "Active". Sa valeur initiale est égale à Gmax et elle se décrémente au
cours du temps. Le VL entre dans l’état "Critical" lorsque son DC atteint un seuil nommé ∆. Ce
seuil est atteint lorsque :
TQi + TQnew(∆) − TQrm(∆) ≥ Gmax −∆ (10)
Un VL dans l’état "Critical" aura sa trame dans la file de plus haute priorité. Cependant cette priorité
n’est pas péemptive d’où le choix d’un ∆ qui doit prendre en compte le temps de la transmission en
cours. Ainsi ∆ doit être supérieur au temps de transmission d’une trame de taille maximale.
A partir de ces considérations, TQi et TQnew(t) sont donnés par les équations (11) et (12), où
TQi =
cp∑
i=1
TXOPi +
c∑
j=1
TXOPj +
rp∑
k=1
TXOPk (11)
TQnew(t) =
cp,new(t)∑
i=1
TXOPi +
cnew(t)∑
j=1
TXOPj +
rp,new(t)∑
k=1
TXOPk (12)
cp est le nombre de VL en instance de transmission à l’instant ρ ayant un plus petit BAG, c est le
nombre de VL dans l’état "Critical" à l’instant ρ, rp représente le nombre de VL en retransmission
à l’instant ρ ayant un plus proche deadline, cp,new(t) est le nombre de nouveaux VLs arrivés entre
les intants ρ et t ayant un plus petit BAG, cnew(t) est le nombre de VL ayant un plus grand BAG qui
passe à l’état "Critical" entre les intants ρ et t, et enfin rp représente le nombre de nouveaux VLs en
retransmission entre les instants t et ρ ayant un plus proche deadline.
Les étapes d’ordonnancement : Après chaque fin de chaque transmission, AWS choisi le pro-
chain VL qui doit transmettre sa trame en suivant les étapes suivantes :
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– Etape 1 : AWS vérifie s’il existe au moins un VLs à l’état "Critical". Si oui, AWS autorise le
VL1 de l’état "Critical" ayant le plus petit DC à transmettre sa trame et passe à l’étape 6. Sinon
AWS passe à l’étape 2.
– Etape 2 : AWS vérifie s’il existe des VLs dans les état "Active" et "Retransmission". Si oui,
AWS compare le deadline du VL en retransmission ayant le plus petit DC avec celui du VL ayant
le plus petit BAG parmi les VLs à l’état "Active". Puis, AWS autorise le VL ayant le plus petit DC
parmi les deux à transmettre sa trame et passe à l’étape 6. Sinon AWS passe à l’étape 3.
– Etape 3 : AWS vérifie s’il existe uniquement des VLs à l’état "Active". Si oui, AWS autorise le
VL à l’état "Active" ayant le plus petit BAG à transmettre sa trame et passe à l’étape 6. Sinon AWS
passe à l’étape 4.
– Etape 4 : AWS vérifie s’il existe uniquement des VLs à l’état "Retransmission". Si oui, AWS
autorise le VL à l’état "Retransmission" ayant le plus proche deadline à transmettre sa trame et passe
à l’étape 6. Sinon AWS passe à l’étape 5.
– Etape 5 : Aucun VL n’a de trame à transmettre2. La trame QoSNull est sélectionnée. On passe
à l’étape 6.
– Etape 6 : Le VL sélectionné est transmis dans une trame QoSData dans le TXOP. AWS met à
jour la liste des VLs dans l’état critique. Cette mise à jour consiste à déplacer les VLs ayant atteint
leur seuil ∆ de l’état "Active" à l’état "Critical", et à supprimer ceux qui ont atteint leur deadline.
Les VLs sont ordonnés selon le plus petit deadline.
6. Utilisation optimisée de la bande passante libre des TXOPs
L’ordonnanceur AWS que nous avons proposé transmet chaque flux/VL dans des TXOPs distints,
comme le prévoit l’ordonnanceur de référence RS (Reference Scheduler) de la norme [IEE 07]. Le
TXOP est calculé à partir de la taille maximale des MSDUs car une seule trame est prévue par TXOP
(cf. Equation (1)). Cependant, la plupart des VLs ont des trames de petite taille (57% entre 0 et 150
octets, cf. Tableau 3) et n’utilise pas toute leur bande passante. Nous proposons donc une amélio-
ration supplémentaire du modèle de référence avec deux stratégies pour gérer cette bande passante
libre et permettre aux trames d’être transmises plus tôt. La Figure 7 présente les chronogrammes de
l’ordonnanceur AWS et des deux stratégies d’amélioration OAWS et AWS-RB. Sont indiqués sur la
figure, les instants d’arrivée des trames de données (Datai), des trames retransmises (R-Datai) ainsi
que leurs Deadline respectifs.
La première solution appelée Optimized Solution (OAWS et ORS), consiste à utiliser la bande
passante libre du TXOP pour transmettre les trames dans les états "Critical" et "Retransmission".
Ainsi à la fin de chaque transmission dans un TXOP donné, s’il reste suffisamment de temps pour
transmettre une trame d’un VL dans l’état "Critical" ou "Retransmission", le VL ayant le plus proche
deadline transmet sa trame. Sinon OAWS attends la fin du TXOP et continue son ordonnancement.
Cette solution limite considérablement le nombre de paquets dropés dûs à l’arrivée de l’échéance du
deadline. A la Figure 7 ((a) et (b)), l’ordonnanceur OAWS (Optimized AWS) parvient à retrans-
mettre la trame (R-Data2) alors qu’elle rejetée avec l’ordonnanceur AWS. Ces résultats sont très
1. Si deux VLs ont le même de DC, alors AWS utilise le principe FIFO.
2. C’est l’aspect sporadique.
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satisfaisant en simulation (Figure 9) avec 17% de paquets rejetés en moins dans le pire cas. Dans le
cas de l’ordonnancement de référence RS, nous avons contribué au modèle ORS (Optimized RS),
seulement sur les paquets en retransmission ; puisqu’il n’existe pas de mécanisme de classification
des flux et de notion d’état critique.
Data1 Data2AWS
(a)
R-Data1
Data1 Data2R-Data1 Data4R-Data2 Data3
Data1 Data2R-Data1 Data4R-Data2 Data3
Data2
R-Data1
Data3
R-Data2
Data4
Deadline Data2
Deadline Data1
Deadline Data3
Drop
Data3
Data2
R-Data1
Data3
Data4
Deadline Data2
Deadline Data1
Deadline Data3
R-Data2
Data2
R-Data1
Data3
Data4
Deadline Data2
Deadline Data1
Deadline Data3
R-Data2
TXOP
TXOP
TXOP TXOP TXOP
TXOP TXOP TXOP TXOP
TXOP TXOP TXOP TXOP TXOP
OAWS
(b)
AWS-RB
(c)
Figure 7. Solutions d’optimisation de la bande passante libre des TXOPs
La deuxième solution, appelée Release Bandwidth Solution (RS-RB et AWS-RB), consiste à
libérer la bande passante non utilisée du TXOP après chaque fin de transmission d’un VL. Cette
stratégie utilise la trame QoSNull (27.74µs), prévue par la norme IEEE 802.11e, pour libérer la
bande passante non occupée de chaque TXOP. Cette stratégie nous permet de gagner en bande
passante et d’avancer les instants de transmission de certaines trames et ainsi réduire le nombre de
paquets rejetés (deadline atteint) (Figure 7 (c)).
7. Simulations et des résultats
Les ordonnanceurs RS et AWS ainsi spécifiés ont été modélisés avec Opnet Modeler ainsi que
leurs versions optimisées (ORS, RS-RB, OAWS et AWS-RB). Dans cette section, nous présentons
l’évaluation de performance de ces six ordonnanceurs en terme de taux de paquets rejetés, de débit
utile et de délais d’accès. A l’issu de nos travaux préliminaires [SAM 10] avec un seul scénario sim-
plifié, nous avons bâti trois scénarii basés sur un cas d’application réel fourni dans l’article [SCH 09].
Les trois scénarii que nous avons retenu correspondent à des charges différentes du réseau. Dans le
premier scénario nous avons 30 VLs, cela signifie que 60% de la bande passante du support sans
fil est réservé aux TXOPs. Le deuxième scénario avec 40 VLs (77% de la bande passante) et le
dernier avec 50 VLs (95% de la bande passante). Pour chacun de ces scénarii, le réseau est composé
de quatre QSTAs et d’un QAP. Les VLs sont répartis équitablement sur les quatre QSTAs. Les or-
donnanceurs sont implémentés sur les QSTAs, évalués à tour de rôle, mais tous identiques pour une
simulation donnée. Le QAP implémente le contrôle d’admission de référence décrit dans la norme,
organisant son polling avec une nombre de flux et de stations connus. Nous avons retenu comme
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hypothèses de contraindre fortement la gigue maximale au seuil de BAG/4 en sans fil, alors que
l’AFDX prévoit BAG/2. Les paramètres utilisés pour le calcul des TXOPs sont donnés au Tableau
2. Ils prennent en considération les propriétés des couches physique et MAC pour la résolution des
équations (5) et (6). Le côté gauche du Tableau 3 montre la distribution des VLs par rapport à la
valeur des BAGs. Nous notons que les grands BAG sont les plus utilisés dans cette configuration. La
partie droite du Tableau 3 représente la distribution des VLs par rapport à la taille des trames.
Paramètres Valeurs
MDATARATE 54Mbits/s IEEE 802.11a
FLENGTH [1..1554] octets
TPREAMBLE 16µs
TSIGNAL 4µs
TSYM 4µs
TCF _POLL 27.74µs
TACK 24.5µs
PIFS 25µs
SIFS 16µs
Tableau 2. Paramètres 802.11 MAC et PHY
BAG (ms) VL Trames (octets) VL
2 2.03% 1-150 57%
4 4.06% 151-300 20.53%
8 7.93% 301-600 11.59%
16 14.43% 601-900 5.79%
32 23.27% 901-1200 1.22%
64 22.36% 1201-1500 3.56%
128 25.91% ≺ 1500 0.3%
Tableau 3. Distribution des VLs
Figure 8. Paquets rejetés (mode RS) BER=10−4 Figure 9. Paquets rejetés (mode AWS) BER=10−4
Nous avons modélisé et simulé les trois scénarii en fonction du BER et du BOR. Nous présentons
les résultats de pire cas (BER=10−4, BOR=100%) obtenus avec le troisième scénario (50 VLs) pour
les six ordonnanceurs. Dans les Figures 8 et 9, nous présentons, le taux de perte de paquets (deadline
atteint) respectivement pour RS (ORS et RS-RB) et AWS (OAWS et AWS-RB) en fonction du BOR.
Les taux de RS, ORS, AWS et OAWS augmentent en même temps que le BOR et atteignent leur
maximum lorsque le BOR atteint 100% ((RS (23.7%) et AWS (20.89%)), (ORS (17.5%) et OAWS
(5.0%)), (RS-RB (1.6%) et AWS-RB (0.43 %))). Les taux les plus faibles obtenus sont ceux avec
RS-RB et AWS-RB, grâce à l’avancement des instants de transmission des trames avec la méthode
de libération de la bande passante libre (Figure 7). Nous notons que cette méthode permet d’obtenir
un taux quasi constant malgré l’augmentation du BOR. AWS-RB est le meilleur ordonnanceur avec
un taux inférieur à 0.5%.
A la Figure 10, nous présentons le débit utile de RS, ORS, RS-RB, AWS, OAWS et AWS-RB en
fonction du BER [0 . . . 0.0005]. Le débit utile est défini comme le nombre de bits utiles correctement
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reçus par unité de temps. Si toutes les trames sont correctement reçues, le débit utile théorique calculé
est donné par l’équation (13) où n est le nombre de VLs.
Throughput =
n∑
i=1
PSDUsize,i
BAGi
(13)
A partir de cette équation, on en déduit le débit théorique qui est compris entre [6.95 . . .11.35]Mbits/s
avec un BER = 0. Dans ce cas, on obtient pour RS et ORS ont un débit utile inférieur à ceux de
AWS et OAWS. Les ordonnanceurs RS et ORS subissent des pertes de trame par deadline même avec
un BER = 0. L’ordonnanceur AWS-RB a le meilleur débit utile avec un maximal de 7.54Mbits/s,
suivi par RS-RB, puis OAWS, ORS, AWS et RS. Pour un BER allant de 3∗10−5 à 5∗10−4 (médium
dégradé), nous avons une forte augmentation des pertes de paquets, néanmoins AWS-RB détient le
meilleur débit utile comparé aux autres.
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Figure 10. Débit utile (BOR=100%) Figure 11. Délai d’accès maximum (BAG=2ms)
A la Figure 11, nous présentons le délai d’accès maximum MAD (Maximum Access Delay)
pour les BAG les plus contraints (2ms) du scénario. Nous distinguons deux groupes de courbes :
RS et ORS, et les autres. Dans le premier groupe, les courbes sont peu constantes mais croissantes
avec l’augmentation du BOR. Elles dépassent largement le deadline (BAG/4) = 0.5ms que nous
nous sommes fixé comme hypothèse. Dans le deuxième groupe de courbes, AWS et OAWS satisfont
le deadline jusqu’à un BOR = 70%. La version RS-RB est moyennement identique aux versions
AWS et OAWS mais ne garantit pas un MAD inférieur au deadline. L’ordonnanceur AWS-RB a une
valeur de MAD quasi constante et inférieure au (BAG/8) = 0.25ms malgré l’augmentation du
BOR, ce qui est largement satisfaisant par rapport au deadline.
8. Conclusion
Cet article présenté une partie de notre contribution pour la conception d’un réseau hybride IEEE
802.11e/AFDX. L’objectif est d’acheminer un trafic AFDX sur un réseau sans fil IEEE 802.11e en
garantissant le niveau de qualité de service exigé par l’AFDX. Dans cet article nous proposons
un algorithme d’ordonnancement AWS qui améliore l’ordonnanceur de référence HCCA (RS) en
se basant sur la classification des flux, sur le deadline des trames, sur la gigue maximale, sur le
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traitement individuel des flux, sur une politique de gestion de la retransmission des paquets perdus et
sur une garantie de bande passante. Les résultats des simulations montrent que l’ordonnanceur AWS
offre de meilleurs résultats que celui de référence, mais n’optimise pas la bande passante disponible.
Pour répondre à cette problématique, nous avons également présenté dans cet article deux stratégies
de gestion de la bande passante libre dans chaque TXOP. Ainsi, nous montrons que les versions
optimisées d’AWS, en particulier AWS-RB, permettent une réduction du nombre de paquets rejetés,
une nette amélioration du débit utile et surtout un respect des contraintes temporelles du deadline
imposées par l’AFDX même avec un taux d’erreurs binaires élevé. Nous notons enfin qu’avec un
réseau surchargé et un médium sans fil dégradé, les performances de RS-RB peuvent être aussi une
alternative à la version OAWS qui dont l’implémentation est plus complexe.
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