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Finding a causal model for a set of classical variables is now a well-established task—but what
about the quantum equivalent? Even the notion of a quantum causal model is controversial. Here, we
present a causal discovery algorithm for quantum systems. The input to the algorithm is a process
matrix describing correlations between quantum events. Its output consists of different levels of
information about the underlying causal model. Our algorithm determines whether the process is
causally ordered by grouping the events into causally-ordered non-signaling sets. It detects if all
relevant common causes are included in the process, which we label Markovian, or alternatively
if some causal relations are mediated through some external memory. For a Markovian process, it
outputs a causal model, namely the causal relations and the corresponding mechanisms, represented
as quantum states and channels. Our algorithm provides a first step towards more general methods
for quantum causal discovery.
I. INTRODUCTION
The discovery of causal relations is a basic and univer-
sal task across all scientific disciplines. The very nature
of causal relations, however, has been a long-standing
subject of controversies with the central question being
what, if anything, distinguishes causation from correla-
tion.
It is only recently that a rigorous framework for causal
discovery has been developed [1, 2]. Its core ingredients
are causal mechanisms that are responsible for correl-
ations between observed events, with the possibility of
external interventions on the events. The possibility of
interventions is what provides an empirically well-defined
notion of causation, distinct from correlation: an event
A is a cause for an event B if an intervention on A res-
ults in a change in the observed statistics of B. A causal
model is typically defined as a set of direct-cause rela-
tions and a quantitative description of the corresponding
causal mechanisms. The causal relations are represented
as arrows in a graph and the causal mechanisms are usu-
ally described in terms of transition probabilities (Fig-
ure 1).
Among the most important achievements of causal
models is the development of algorithms for causal dis-
covery. The objective of such algorithms is to infer a
causal model based on observational and interventional
data. Such algorithms have found countless applications
and constitute one of the backbones in the rising field of
machine learning.
It is a natural question whether similar algorithms can
be developed for quantum systems. In simple quantum
experiments, causal relations are typically known and
well under control. However, the fast growth of quantum
technology goes towards the development of networks of
increasing size and complexity. Hence, appropriate tools
to recover causal relations might become necessary for
the functioning of large, distributed quantum networks,
as it is already the case for classical ones [3]. Causal
Figure 1. Causal relations: An example of a causal relation
and its representation in a graph.
discovery might further detect the presence of “hidden
common causes”, namely external sources of correlations
that might introduce systematic errors. Finally, from
a foundational perspective, the possibility of discovering
causal relations from empirical data opens the possibil-
ity to recover causal structure from more fundamental
primitives.
Classical causal discovery algorithms, however, fail to
discover causal relations in quantum experiments [4]. A
considerable effort has been recently devoted to solve
this tension and transfer causal modeling tools to the
quantum domain [5–14], leading to the formulation of
a quantum causal modeling framework [15, 16]. (See
Refs. [17, 18] for a broader philosophical context.)
Here we introduce a first algorithm for the discovery of
causal relations in quantum systems. The starting point
of the algorithm is a description of a quantum experiment
(or “process”) that makes no prior assumption on the
causal relations or temporal order between events [19].
Given such a description, encoded in a process matrix,
the algorithm extracts different levels of causal inform-
ation for the events in the experiments. It determines
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2whether or not they are causally ordered, namely whether
they can be organized in a sequence where later events
cannot influence earlier ones. If a causal order exists,
the algorithm finds if all common causes are modeled as
events in the process matrix—a property expressed by
the condition of Markovianity, as defined in Ref. [15]. If
the process is Markovian, the algorithm outputs a causal
model for it: a causal structure (depicted as arrows con-
necting events) together with a list of quantum channels
and states that generate the process.
The complexity of our algorithm scales quadratically
with the number of events, although the size of the prob-
lem itself (the dimension of the process matrix) is expo-
nential. This suggests that the algorithm can be used
efficiently given an efficient encoding of the input to the
code. We further comment on possible extensions of the
algorithm to deal with processes that are not markovian,
not causally ordered, or that follow a different definition
of markovianity [16]. We provide the implementation of
the algorithm, written on MatLab, together with the re-
quired functions, some examples, and a Manual [20]. The
code uses some functions developed by Toby Cubitt [21].
II. QUANTUM CAUSAL MODELS
A. Process framework
We will use a formulation of quantum mechanics that
can assign probabilities to quantum events with no prior
knowledge of their causal relations [19]. This formula-
tion is based on the “combs” formalism for quantum net-
works [22], with the main difference that the causal order
between events is not assigned in advance.
In this framework, a quantum event A can be thought
to be performed by a party inside a closed laborat-
ory (Figure 2)—which is associated with an input and
an output Hilbert space, HAI and HAO respectively—
and is represented by a completely positive (CP) map
MAI→AO : L(HAI ) → L(HAO ), where L(HS) is the
space of linear operators over the Hilbert space of sys-
tem S. A quantum instrument is the collection of CP
maps J A = {MA}, such that ∑
MA∈JA
MA is a CP and
trace-preserving (CPTP) map.
It was found that, for a set of parties {A1, · · · , An}, the
joint probability of their CP maps to be realized, given
their instruments, is a function of their maps and some
matrix that mediates their correlations:
p(MA1 , · · · ,MAn |J A1 , · · · ,J An) =
Tr[WA
1
IA
1
O···AnIAnO (MA
1
IA
1
O ⊗ · · · ⊗MAnIAnO )]. (1)
Using a version of the Choi-Jamiolkovsky (CJ) isomorph-
ism [23, 24], the CJ matrix MAIAO ∈ L(HAI ⊗ HAI ),
isomorphic to a CP map MA : L(HAI ) → L(HAO ) is
defined asMAIAO := [I⊗M(|φ+〉〈φ+|)]T , where I is the
Figure 2. Lab-event: A picture of a quantum event, consist-
ing of a measurement stage of the input system and a prepar-
ation stage for the output system. It may also be simply a
unitary transformation.
identity map, |φ+〉 = ∑dAIj=1 |jj〉 ∈ HAI ⊗ HAI , {|j〉}dAIj=1
is an orthonormal basis on HAI and T denotes matrix
transposition in that basis and some basis of HAO . Fi-
nally,WA1IA1O,··· ,AnIAnO ∈ L(HA1I⊗HA1O⊗· · ·⊗HAnI⊗HAnO )
is a positive semi-definite matrix that lives on the com-
bined Hilbert space of all input and output systems of the
parties and is called process matrix. Equation (1) can be
seen as a generalization of the Born rule, and the process
matrix as a generalization of the quantum state, as it
is the resource that allows calculating joint probabilities
for all possible events. Just as the Born rule is the only
non-contextual probability assignment for POVM meas-
urements [25], Equation (1) is the only non-contextual
probability rule for CP maps [26].
Here we are interested in situations where causal re-
lations define a partial order, which we call causal or-
der. We identify causal relations with the possibility of
signaling: if the probability of obtaining an outcome in
laboratory B can depend on the settings in laboratory
A, we say that A causally precedes B, and write A ≺ B.
(We write A||B if no signaling is possible and say A and
B are causally independent.) The process matrices that
define a causal order between the events are called caus-
ally ordered.
B. From mathematical to graphical representation
The causal structure encoded in the process mat-
rix can be represented by a Directed Acyclic Graph
(DAG). A directed graph is a pair G = 〈V, E〉, where
V = {V1, ..., Vn} is a set of vertices (or nodes) and
E ⊂ V × V is a set of ordered pairs of vertices, repres-
enting directed edges. A directed path is a sequence of
directed edges where, for each edge, the second vertex is
the first one in the next edge. Figure 3 (α) shows a dir-
ected path from V1 to V3. A directed cycle is a directed
3path that ends up in a vertex already used by the path,
as shown in Figure 3 (β). A DAG is a directed graph
with no directed cycles, as shown in Figure 3 (γ). We
refer to edges as causal arrows.
Figure 3. Examples: Figure (α) shows a DAG with a dir-
ected path from V1 to V3, (β) an example of a directed cycle
and (γ) another example of a DAG.
Following Ref. [15], we define a quantum causal model
by associating a specific type of process matrix to a DAG.
We associate a party, with input and output spaces, to
each node of the DAG. If the node has more than one
outgoing arrow, the output space is composed of subsys-
tems, with one subsystem for each arrow. We refer to
them as output subsystems. We define the parent space
ΓA of a node A as the tensor product of all output sub-
systems associated with an arrow ending in A. A Markov
quantum causal model is then defined by a collection of
quantum channels, one for each node A, connecting the
parent space of A to its input space.
Now let us see how a process matrix whose causal
structure is represented by a DAG looks like. It will
be a tensor product of three types of factors: input
states for the set of parties with no incoming arrow in
the DAG, channels connecting each input system of a re-
maining party with its parent space, and finally the iden-
tity matrix 1 for the output systems of the set of parties
with no outgoing arrows in the DAG. For example, if
{F 1, F 2, ...,M1,M2, ...L1, L2, ...} is a set of parties where
F , M and L is the label for the three set of parties de-
scribed above (first, middle, and last), respectively, then
their process matrix would be
WF
1
I F
1
O... = ρF
1
I
1 ⊗ρF
2
I
2 ⊗· · ·TΓ
M1M1I⊗TΓM
2
M2I⊗...1L1OL2O...,
(2)
where TΓM
j
Mj
I is a matrix representing a CPTP map T
from ΓMj to M jI via the isomorphism1 TΓ
MjMj
I := I ⊗
T (|φ+〉〈φ+|) ∈ HΓMj ⊗HMjI . From now on we identify a
channel with its matrix representation. A representation
1 This isomorphism is the same as the one used to describe the CP
maps of the parties, but without transposition.
of Markovian processes as Equation (2) is also employed
in the study of open quantum systems [27].
The above condition for the causal structure of the
process matrix to be described by a DAG is a quantum
generalisation of the Markov condition for classical vari-
ables and so it can be called the quantum Markov con-
dition [15]. (We will comment below on a slightly dif-
ferent possible definition [16].) Such a process matrix
is also causally ordered, with a partial order defined by
the DAG. However, the class of causally ordered pro-
cess matrices is strictly broader than Markovian ones,
and they are represented by quantum combs [22]. As
we will see later, causally ordered processes that are
not Markovian can be understood as processes involving
correlations with some unobserved systems—called ‘lat-
ent’ variables. The algorithm we present here detects
whether a process matrix is causally ordered and if it
is, it outputs the causal order of sets of parties that are
causally independent. It further detects Markovianity
and for a Markovian process it outputs the DAG asso-
ciated with the process matrix. We discuss in section
“Non-Markovian processes” possible extensions of the al-
gorithm that could output a DAG for a non-Markovian
process.
III. QUANTUM CAUSAL DISCOVERY
The input to the code is a process matrix, which can be
obtained from experimental data. The procedure is sim-
ilar to quantum state tomography: one can reconstruct
the process matrix given the probabilities arising from
informationally instruments [15].
A. The linear constraints
A process matrix of the form of Equation (2) satisfies
a set of linear constraints. This set identifies a DAG—in
fact, each constraint corresponds to a particular element
in the DAG. There are two types of constraints.
Open output: A party A has an open output when
in the process matrix W there is an identity matrix on
the corresponding output system AO. This translates to
the following linear constraint:
1˜AO ⊗ TrAO W = W (3)
where 1˜AO = 1AO/dAO and dAO is the dimension of the
system AO. When this condition is satisfied, the party A
cannot signal to any party and is considered last. In the
case where the output system of the party is decomposed
into output subsystems AOi , i = 1, · · · , n, then the cor-
responding identity matrix in the process matrix lives on
the Hilbert space of that output subsystem AOi . We also
call this subsystem open and the linear constraint is
1˜AOi ⊗ TrAOi W = W. (4)
4Channel: A quantum channel between the input of
a party A and its parents space ΓA is represented by a
factor TΓAAI in the process matrix, as we have already
mentioned. It is a positive matrix that lives on the tensor
product of the Hilbert spaces of the output and input
systems involved, and has the property that upon tra-
cing out the output of the channel (the input of A) what
remains is identity on the input (the space of output sys-
tems ΓA):
TrAI TΓ
AAI = 1Γ
A
. (5)
This property is necessary and sufficient for the channel
to be trace preserving and we use it to discover channels
in the process matrix: we trace out the input of A, AI ,
and we check whether in the remaining process matrix
there is identity on the output system of a given party,
say, B. This describes a linear constraint that a process
matrix satisfies when there is a channel from the output
of B to the input of A.
1˜BO ⊗ TrBO (TrAI W ) = TrAI W (6)
If the output of party B is decomposed into subsystems,
then we use the above constraint for each subsystem sep-
arately, by replacing BO with every output subsystem
BOi .
1˜BOi ⊗ TrBOi (TrAI W ) = TrAI W (7)
Note that conditions (6) and (7) are also satisfied for open
systems and subsystems, respectively. However, the al-
gorithm checks conditions (3) and (4) first and does not
consider again those (sub)system that have been tagged
“open”. Therefore, it will not associate a channel to
open (sub)systems.The maximal set of output systems
and subsystems for which conditions (6) and (7) holds is
the parent space of A, ΓA.
In the concrete implementation of the algorithm, the
above equalities are tested up to some precision defined
by a small number , which can be adjusted depending on
the working precision. When testing examples generated
numerically, this permits one to take into account the
different numerical rounding of non-integer numbers that
might otherwise lead to errors—for example,
√
2 defined
up to some digit will be different to
√
22/
√
2 as the round-
ing of the last digit in different steps of the calculation
will cause a different result. Naturally, the number  can
also be adjusted to account for experimental inaccuracies,
when the process matrix is obtained from experimental
data.
B. The code
The causal discovery code subjects the process matrix
to the above types of linear constraints and the set of
them that are satisfied define the DAG.
The code takes as input: the number of parties, the
dimension of each input system, output system, output
subsystem, and the process matrix. The code assumes
that the process matrix is positive semi-definite. Hence,
its output is meaningful only if this assumption is satis-
fied.
Briefly the procedure of causal discovery goes as fol-
lows: First the code identifies and traces out any open
output subsystems. Then it determines whether the pro-
cess matrix is causally ordered. If it is, it outputs a
possible causal order and proceeds to determine if the
process is Markovian. For a Markovian process, it out-
puts the DAG, and the represented mechanisms. Below
we expand on these three stages. In the Appendix, we
show how the code works using an example of a 4-partite
process matrix. We present the causal information ex-
tracted in the different stages for that example, as well
as the final output of the code.
a. Tracing out open output subsystems: The code
checks each output subsystem to identify if it is open,
using the linear constraint in Equation (4). Each found
open subsystem is traced out from the process matrix,
keeping track of the label of the party and the label of the
subsystem, for example, subsystem 3 of party 2. Keeping
track of open subsystems is what allows the algorithm to
find a minimal DAG, namely without extra arrows, as
discussed below.
b. Checking if W is causally ordered: Let us call a
non-signaling set, a set of parties that are causally in-
dependent, namely that cannot signal to each other. A
non-signaling set is maximal if it is not a proper subset
of another non-signaling set. The first output of the al-
gorithm is all the maximal non-signaling sets and their
causal order. This is done through the linear constraint
that detects open output systems, in Equation (3). The
set of parties whose output systems satisfy the constraint
is labeled as last set. Note that the constraint has to be
satisfied by the whole output system and not only by
some subsystems. To determine the next set, the second
last, the code traces out the last set from the process mat-
rix and, using the same constraint, it identifies the new
last set, and so on. Note that the partition into maximal
non-signaling sets does not uniquely identify the partial
order of the parties, in the sense that it is not guaran-
teed that parties in different non-signaling sets can signal
to each other. What is guaranteed is that at least one
party from a set X can signal to at least one party in a
succeeding set Y (Figure 4). Note also that the partition
into maximal non-signaling sets is not unique, much like
a foliation of space-time into space-like hypersurfaces.
The process matrix is causally ordered if and only if
the algorithm succeeds in grouping all parties in max-
imal non-signaling sets. This is because, given the non-
signaling sets, we can define a total order among the
parties by adding arbitrary order relations among mem-
bers of each set. For example, we can order the parties
in different time steps where: when A ≺ B, A occurs
at a time before B and, when A||B, we pick an arbitrary
5Figure 4. Maximal non-signaling sets: The first output
of the code is a grouping of the parties into maximal non-
signaling sets. The solid arrows represent a DAG compatible
with this grouping. Not all parties in different sets are linked
by causal arrows; the dashed arrows are examples of these
missing links.
time ordering (Figure 5). With the parties ordered in this
way, the process matrix satisfies the condition defining a
quantum comb [22]. This is a recursive version of Equa-
tion (3), that holds for the output of each system after all
systems that come after it are traced out. A central res-
ult in the theory of quantum networks is that, whenever
this condition holds, the corresponding process can be
realized as a channel with memory [22, 28, 29]. Thus,
this part of the algorithm determines whether the input
process matrix has a physical realisation as a causally
ordered process.
Figure 5. Total causal order: Starting from the DAG in
Figure 4, we can order all events in time, obtaining a total
order of the parties, by putting an arbitrary order between
parties in the same non-signaling set.
c. Causal discovery and Markovianity: After the al-
gorithm has traced out all open output subsystems and
has established the maximal non-signaling sets of the
parties, it is time to determine the DAG. The algorithm
checks all possible causal arrows—compatible with the
previously found causal order—between pairs of an in-
put system of a party and an output system of another
party, using Equation (6). If a party’s output system is
divided into subsystems, then each subsystem is checked
using the linear constraint in Equation (7). To check if
these constraints are satisfied, the algorithm has to check
each possible one individually. In particular, for each in-
put system that is traced out, it checks whether the con-
straint holds for each output system or subsystem that
has not been associated yet with a causal arrow. Every
time the constraint is satisfied, an causal arrow is asso-
ciated with the corresponding systems and the output
system or subsystem is marked as used and is not being
checked again. The collection of all output systems and
subsystems that satisfy the constraints for a single input
system of a party A uniquely identifies the parent space
of A, ΓA. Figure 6 shows the information input to the
code, and the output information that obtains during the
three staged described above.
Figure 6. Stages of the algorithm: As part of the in-
put, we depict the parties and the information about their
output systems and subsystems. Stage one traces out the
open output subsystems, depicted in blue. The rest of the
systems in black are output systems and subsystems. For a
causally ordered process, stage two groups the parties into
maximal non-signaling sets. For a Markovian process, stage
three provides the causal model. There is no arrow for the
output system of party 4 as it is last.
At this stage, the code outputs the DAG if the pro-
cess is Markovian, namely if the process matrix is of the
form of Equation (2). To determine this, the code con-
structs a test-matrix that is Markovian with respect to
the found DAG: it contains all (and only) the factors
as in Equation (2) that correspond to the elements of
the DAG. There are three kinds of these elements: first
parties, causal arrows, and last parties; the correspond-
ing terms on the process matrix are input states for the
first parties, channels that live on the input and output
systems and subsystems of the associated parties, and
identity matrices on the output system of the last parties,
6respectively. To construct the test process matrix, these
factors are extracted from the original process matrix by
tracing out all systems except from the desired ones. If
the process is Markovian, then the test-matrix will be
equal to the original process matrix that was input to
the code.
C. Minimality
The code is guaranteed to give a unique and minimal
DAG for a Markovian process. A process matrix is said
to be Markov with respect to the DAG if every chan-
nel (found by Equation (6) and Equation (7)) in the
process matrix is represented by an arrow in the DAG.
However, a W can be Markov to more than one DAG—
some DAGs will have arrows allowed by the causal or-
der but there is no actual channel in the W correspond-
ing to this arrow. In other words, a W can be in the
tensor product form (2), but with some factor of the form
TΓ
MMI = 1ΓM ⊗ ρMI , for some normalized density mat-
rix ρ. This represents a channel that always produces
the state ρ. Hence, this W is Markovian with respect
to a DAG with arrows representing such channels, from
ΓM toMI , but is also Markovian to a DAG without such
arrows.
If every arrow in the DAG corresponds to a non-trivial
channel in the process matrix, the DAG is called min-
imal. From another perspective, a DAG is minimal if, by
removing any arrow from it, then the W is not any more
Markov with respect to the resulting DAG.
The fact that the output of the code is always the
minimal DAG is guaranteed by the first step of the
algorithm, where the open subsystems are established
and discarded. Indeed, an “extra arrow” in a non-
minimal DAG would necessarily be associated with an
open subsystem—an identity tensor factor in the process
matrix.
Note also that, in [15], it was proven that a DAG can
be in principle recovered under the additional assumption
of faithfulness. Our algorithm does not require such an
extra assumption, proving that causal discovery is always
possible for a quantum Markov causal model.
IV. COMPLEXITY OF THE ALGORITHM
The dimension of the process matrix is given by the
product of input and output dimension of each party.
Thus, the size of the process matrix would generally scale
exponentially with the number of parties. This is expec-
ted, as also the dimension of ordinary density matrices
would scale exponentially with the number of parties.
One can however consider situations where, under ap-
propriate assumptions and approximations, the physical
scenario under consideration is described by a polyno-
mial number of parameters. Then, the main cost of the
algorithm lies in two parts: the one that establishes the
non-signaling sets and the one that searches for causal
arrows between parties. The first step tests condition
(3) for all parties, to determine each non-signaling set,
and the second step tests condition (6) (or (7)) for pairs
of nodes—in both cases the number of tests required is
thus quadratic in the number of parties. Therefore, given
an efficient encoding of the input process matrix, the al-
gorithm scales quadratically with the number of parties.
V. NON-MARKOVIAN PROCESSES
A Markovian process is one with a process matrix of
the form of Equation (2), and is represented by a DAG.
In a non-Markovian process the process matrix is not of
that form, i.e. it is not a tensor product of factors rep-
resenting input states for the parties with no incoming
arrows, channels, and identity matrices for the output
of the parties in the last set. In other words, in a non-
Markovian process, these factors alone—or their repres-
entation in a DAG—cannot account for the observed cor-
relations between the events.
A. Latent nodes
If the code outputs that the process is causally
ordered but non-Markovian, it can be represented as a
quantum circuit compatible with the causal order, where
the parties are connected with quantum channels with
memory [22, 29], as we depict in Figure 7 (α). In the lan-
guage of causal modelling, such a process can be repres-
ented by an extended DAG with additional nodes, called
latent, and channels connecting them to the rest of the
parties, so that the extended process is Markovian and re-
duces to the original one for a particular choice of CPTP
maps applied in the extra nodes [15], as depicted in Fig-
ure 7 (β). The intuition is that the correlations obtained
from the original process cannot be produced by consid-
ering the original nodes and channels without memory.
Therefore, there are extra nodes, not considered in the
process, which affect the local outcomes of the nodes con-
sidered.
For example, the outcomes of quantum measurements
performed in some measurement stations (nodes) in a
laboratory, may be affected by the temperature or maybe
another system is leaking into one of the stations, like
stray light affecting the detection part and causing cor-
related noise. If these are producing significant change in
the data—higher than the noise tolerance in the code—
the process will appear non-Markovian.
To recover a causal model by introducing latent nodes
we would need to extend the algorithm such that it adds
nodes and arrows until it finds that is Markovian. Com-
putationally, this task can be hard because the code has
to find the right combination of the number of nodes
needed, their position in the DAG and the exact chan-
nels around them. However, although the original pro-
7Figure 7. Non-Markovian vs Markovian process: In
figure (α), we represent a causally ordered non-Markovian
process as a quantum circuit where the channels connecting
the parties are quantum channels with memory. In figure (β),
the same process can be represented as a Markovian process
for the extended number of nodes. The new nodes introduced
are the latent nodes.
cess is non-Markovian, the code still outputs the causal
order of the parties for a causally ordered process matrix.
From that, one could make guesses about the right causal
model, by introducing nodes with specific input and out-
put systems and channels connecting them to the rest of
the parties. To do this, one should add the correspond-
ing factors into the current test matrixWtest and run the
code using as input the updated number of parties, di-
mensions of systems and Wtest as the process matrix and
see if now the process is Markovian.
B. Mixture of causal orders
Another possible reason why the process is non-
Markovian is that it might be the case that the it rep-
resents a probabilistic mixture of two or more Markovian
processes with different causal orders, resulting in a non-
causally ordered process matrix2. There is a Semidefinite
Program (SDP) for this problem, that finds the right de-
composition [30]. For instance, for a bipartite process,
the SDP would look like the following.
given W
find q (8)
such that W = qWA≺B + (1− q)WB≺A
0 ≤ q ≤ 1
2 A mixture of processes with the same causal order can be
modeled as a causally ordered, non-Markovian process with lat-
ent nodes acting as “classical common causes” [31, 32]
where WX≺Y denotes a valid process matrix where Y is
last and therefore has a factor 1YO . In the case with more
parties, one simply has to write a decomposition that in-
cludes all different causal orders for the given parties.
Given the result, one can apply the causal discovery al-
gorithm to each term in the decomposition.
C. Dynamical and indefinite causal order
So far, we have seen that when events have a definite
causal order, they can be represented either by a fixed
causal order process or by a mixture of causal orders.
However, it may be the case that the process matrix rep-
resents a situation of more than two parties, where the
causal order of some parties depend on the operations of
parties in their past. That is, a party may influence the
causal order of future parties. Such a dynamical causal
order was studied in [33] where a definition of causality
was proposed, compatible with such dynamical causal or-
der. For the tripartite case, it was found that the process
matrix describing such a situation should obey certain
conditions. However similar conditions were not found
for the case of arbitrary parties. In such cases, the no-
tion of causal discovery is not clear, as depending on
some events in the past, the DAG of future ones would
change. Hence the output would be different DAGs for
different operations of certain parties. We do not know
if the discovery of those DAGs is possible.
D. Different definitions of Markovianity
Our algorithm relies on the definition of quantum
Markov causal model of Ref. [15]. A different definition
was proposed in Ref. [16], where the output systems of
the parties are not assumed to factorize into subsystems
in the presence of multiple outgoing arrows. In Ref. [16],
arrows in the DAG are still associated with a quantum
channel from the output space of the parent nodes to
the input space of the child but, rather than defining a
factorization in subsystems of the output space, multiple
outgoing arrows are more generally associated with com-
muting channels. For example, in a tripartite scenario
where A is a parent of both B and C, a Markovian pro-
cess matrix would have the form
WAIAOBIBOCICO
= ρAI ⊗
(
TAOBI1 · TAOCI2
)
⊗ 1BOCO , (9)
with the condition TAOBI1 · TAOCI2 = TAOCI2 · TAOBI1 .
Thus, according to Ref. [16], a Markovian process matrix
does not need to be a tensor product but can more gener-
ally be a product of commuting matrices. To distinguish
the two definitions, we will call tensor-Markovian and
commuting-Markovian a process matrix that satisfies the
8condition of Ref. [15] (used in our code) and Ref. [16], re-
spectively. Note that all tensor-Markovian processes are
commuting Markovian, but the converse is not true3.
Our algorithm could be adapted to discover the causal
structure of commuting-Markovian processes. Note that
the strategy used in our code, to detect the parent space
of each node by checking (5), would not work. Indeed,
tracing out BI from matrix (9) does not result in a matrix
with identity on AO. A possible approach could be to
instead detect all the children of each node A, namely
all the nodes with an incoming arrow departing from A.
The children are then identified as the smallest subset of
parties C1, . . . , Ck such that
1˜AO ⊗ TrAO
(
TrC1
I
,...,Ck
I
W
)
= TrC1
I
,...,Ck
I
W. (10)
As this condition must be checked for subsets of parties,
the number of tests is exponential in the number of
parties for the worst-case scenario. In contrast, we have
seen that to discover a tensor-Markovian causal struc-
ture a quadratic number of tests is sufficient. Another
potential complication is that our test for Markovianity
relies on the tensor-product form of the process matrices;
it is not clear if there is a simple way to test whether a
process is commuting-Markovian.
An alternative approach is to retain the definition
of tensor-Markovian processes and model commuting-
Markovian processes as non-Markovian ones. In-
deed, since a commuting-Markovian process is caus-
ally ordered, it can always be recovered from a tensor-
Markovian one by adding an appropriate number of lat-
ent nodes [15]. An extension of our code to detect latent
nodes could thus be used to detect the causal structure of
a commuting-Markovian process. In figure 8 we show an
example of a DAG of a commuting-Markovian process
(left) and how that would be represented as a tensor-
Markovian (right) with a latent node.
VI. CONCLUSIONS
We have presented an algorithm (whose implementa-
tion we provide) that can discover an initially unknown
causal structure in a quantum network. The first of
its type, it is an important proof of principle: it shows
that causal structure has a precise empirical meaning in
quantum mechanics. Just as other physical properties,
it can be unknown and discovered. This is of particu-
lar significance for foundational approaches where causal
3 In Ref. [16] it is further assumed that input and output spaces
of each node are isomorphic. Thus, strictly speaking, not all
tensor-Markovian process considered here satisfy the definition
of Ref. [16], but only those with input and output of equal di-
mension. This difference is of little consequence from the point
of view of a causal discovery algorithm, since in any case the
dimension of each space has to be specified as input to the code.
Figure 8. Different definitions of Markovianity: A pro-
cess that is Markovian according to Ref. [16], e.g. for the DAG
on the left, is generally described by a DAG with a latent node
(filled node in the DAG on the right) according to the defin-
ition of Markovianity of Ref. [15] on which our algorithm is
based.
structure is seen as emergent from more fundamental
primitives. Causal discovery provides the methodology
to determine when and how causal structure emerges.
Causal discovery can also have broad applications for
protocols based on large and complex quantum networks.
Our algorithm is guaranteed to find a minimal causal
model for any Markovian process, namely a process in
which all causally relevant events are under experimental
control, with no extra assumptions; this improves on the
results of Ref. [15], where the additional condition of
faithfulness was invoked. Even for non-Markovian pro-
cesses, the algorithm still recovers important causal in-
formation, namely a causal order of the events.
Another important use of our algorithm is to tackle
the difficult problem of non-Markovianity. An extens-
ive body of research is currently devoted to the prob-
lem of detecting non-Markovianity [34]. Our algorithm
finds a concrete solution: it allows discovering when
some external memory is affecting the correlations in the
observed system. Detecting non-Markovianity can also
have important practical applications for large quantum
networks: the presence of “latent nodes”, can indicate a
possible source of systematic correlated noise in a pro-
cess, that might affect the working of a quantum pro-
tocol. It can further have applications in cryptography
for detecting the presence of an eavesdropper.
Finally, our algorithm has promising possible exten-
sions. A natural extension is an algorithm that can
make “good guesses” for causal structure in the presence
of latent nodes. Promising is also the extension of causal
discovery to mixtures of causal order, dynamical and
indefinite causal structure.
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VII. APPENDIX
In this section we provide an example of how the code
works for a particular process matrix, and how the dif-
ferent levels of causal information are extracted. In our
example we have four parties {1, 2, 3, 4}, with dimensions
dim =
 d1I d1Od2I d2Od1I d1O
d2I d2O
 =
 2 42 82 2
2 4
 .
Party 1 has two output subsystems with a dimension of
2 each, and party 2 has three output subsystems with
a dimension of 2 each, denoted as subdim{1} = [2 2],
subdim{2} = [2 2 2]. The process matrix is of the fol-
lowing form
W 1I1O2I2O3I3O4I4Oinput =
ρ3I ⊗ T 3O1I ⊗ T 1O12I ⊗ T 2O31O24I ⊗ 12O12O24O , (11)
where ρ is some input state for party 3, and 1Oi and 2Oi
denote the i-th output subsystem of party 1 and 2 re-
spectively. Note that the above form of the input process
matrix to the code is of course not known in advance.
We remind that the input to the code is the above matrix
dim, the arrays subdim{1}, subdim{2} and the process
matrix Winput, in its numerical form, in which the
systems are ordered as 1I1O11O22I2O12O22O33I3O4I4O.
In the following, we describe the calculations that take
place. The various procedures can be grouped into three
stages.
Stage 1 - tracing out the open output subsystems. In
this stage, the code looks at the elements subdim{X}. In
our example, X = 1, 2. Knowing that these parties have
output subsystems, it checks if those are open—if on the
process matrix there is identity on those subsystems. To
do that, the code checks the following equality for each
output subsystem
1˜AOi ⊗ TrAOI Winput = Winput. (12)
The code displays on the command window (see Fig-
ure 9) the output subsystems for which this constraint is
satisfied, and traces it out from the process matrix. In
our example, it outputs “There are open subsystems: 1
of party 2 of dimension 2” and “2 of party 2 of dimension
2”. The remaining process matrix is now
W 1I1O2I2O3I3O4I4O =
ρ3I ⊗ T 3O1I ⊗ T 1O12I ⊗ T 2O31O24I ⊗ 14O , (13)
and will be used as the input process matrix for the rest
of the code.
Stage 2 - checking if W is causally ordered. In this
stage, the maximal non-signaling sets are established, as
well as their causal order. To establish the ‘last set’,
which is the set of parties that have no outgoing arrow,
the code checks the constraint
1˜AO ⊗ TrAO W = W, (14)
for all parties A = {1, 2, 3, 4}. The set of parties that sat-
isfy this constraint comprise of the ‘last set’. To establish
the next set, the last set is traced out from the process
matrix and the remaining process matrix undergoes the
same above constraint for the remaining parties. In this
way, all the maximal sets are established, together with
their causal order. If the code completes this task with all
the parties grouped into maximal sets, then the process
matrix is causally ordered. In our example the maximal
sets and their causal order are: {3} ≺ {1} ≺ {2} ≺ {4}.
This is shown on the command window as (see also Fig-
ure 9)
the_sets =
 421
3
 .
Stage 3 - causal discovery and Markovianity. In this
stage the code discovers the causal arrows that connect
the parties. Once the all the causal arrows have been
found, it checks if the process is Markovian. If it is,
it outputs the DAG corresponding to the process. If it
is not Markovian, then the discovered causal arrows are
not reliable and hence a DAG is not provided. Now let
us see how the code goes about discovering the causal
arrows. The causal arrows are between an input system
of a party, say A and an output system or subsystem of
another party, say B. This is done by the following two
constraints for output system or subsystem respectively
1˜BO ⊗ TrBO (TrAI W ) = TrAI W, (15)
1˜BOi ⊗ TrBOi (TrAI W ) = TrAI W. (16)
To check whether this constraint is satisfied, the code
must check each pair of [input system - output system] or
[input system - output subsystem] individually. An input
system can be involved with more than one causal arrow,
but an output system or subsystem can be involved with
only one causal arrow. Hence, once an output system or
subsystem has been associated with a causal arrow, it is
not checked again in the rest of the code. The code out-
puts on the command window the causal arrows found.
In our example that would be “Link from subsystem 3
of party 2 to party 4.”, “Link from subsystem 1 of party
1 to party 2.”, “Link from party 3 to party 1.”, “Link
from subsystem 2 of party 1 to party 4.”, as is shown on
Figure 9.
Now the code proceeds with the Markovianity check.
This involves constructing a process matrix that is
Markovian with respect to the found DAG; specific-
ally, a matrix composed out of input states for the first
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parties, channels for the found causal arrows and iden-
tity matrices for the last parties. For the first parties, it
extracts from the process matrix their input states. In
our example, party 3 is first and its input state is extrac-
ted from the process matrix by tracing out all the other
systems
ρ3I = Tr3˜I W, (17)
where 3˜I denotes the space of input and output systems
that is complementary to 3I . To extract the channels,
the code similarly traces out all systems except the ones
involved in the channels. Note that for an input sys-
tem that is involved with many arrows the corresponding
channel would be represented from the parent space of
the party—all the systems that have an arrow to that
party—to the input of the party. In our example, there
are the simple channels from systems 3O to 1I , from 1O1
to 2I , and from {1O2 ,2O3} to 4I . The corresponding
channels are
T 3O1I = Tr3˜O1I W (18)
T 1O12I = Tr1˜O12I W (19)
T IO22O34I = Tr ˜IO22O34I W (20)
The code is then adding identities to the output systems
of the last parties. In our example we have 14O . Finally,
the code constructs the following test matrix
W 1I1O2I2O3I3O4I4Otest =
ρ3I ⊗ T 3O1I ⊗ T 1O12I ⊗ T 2O31O24I ⊗ 14O . (21)
After rearranging the systems in the order of the original
process matrix, that is [1I1O2I2O3I3O4I4O], the code
tests if Wtest = W . If this is true, which it is in our ex-
ample, the code outputs on the command window “the
process is Markovian” and outputs the DAG correspond-
ing to the found causal arrows, shown in Figure 10.
In the given repository [20], we provide the code
presented in this paper, written in MatLab, together with
the set of necessary functions. We also provide a code
written in Mathematica, where valid process matrices of
arbitrary causal structures can be generated, given the
number of parties. These process matrices can be used
as examples of input to the code. Finally, we provide a
Manual on how to use both codes.
Figure 9. Output of command window: The command
window, for the given example, showing the output of the
code regarding the maximal non-signaling sets, the open sub-
systems and the causal arrows. Primal_arrows refers the the
causal arrows from successive maximal non-signaling sets and
secondary_arrows refers to all the other causal arrows. Time
refers to the time that lapsed to evaluate the step just above.
Figure 10. Output DAG: The DAG that the code outputs
for the given example.
