The main purpose of this study was to develop and apply a neural network (NN) approach and an adaptive neuro-fuzzy inference system (ANFIS) model for forecasting the attendance rates at soccer games. The models were designed based on the characteristics of the problem. Past real data was used. Training data was used for training the models, and the testing data was used for evaluating the performance of the forecasting models. The obtained forecasting results were compared to the actual data and to each other. To evaluate the performance of the models, two statistical indicators, Mean Absolute Deviation (MAD) and mean absolute percent error (MAPE), were used. Based on the results, the proposed neural network approach and the ANFIS model were shown to be effective in forecasting attendance at soccer games. The neural network approach performed better than the ANFIS model. The main contribution of this study is to introduce two effective techniques for estimating attendance at sports games. This is the first attempt to use an ANFIS model for that purpose.
Introduction
Sports attendance has attracted substantial attention in the fields of sports economics and marketing. Team managers, regulators, and sporting league administrators use demand information when making decisions [1] . Additionally, as a promising pricing strategy, dynamic ticket pricing models require effective demand forecasting. Therefore, understanding sports demand and its determinants is important, as is accurately forecasting the demand.
Research about sports demand is important for sports economics. Therefore, an abundance of studies exist about attendance at sports games or demand for sports games. The majority of these studies are econometric studies whose goal was to reveal determinants of the demand. Some of the studies are as follows: García and Rodríguez [2] analyzed data from seasons 1992-1993 to 1995-1996 of the Spanish Football League to estimate an attendance equation. Weather conditions, day of the game, and quality of both home and away teams were found to be significant factors affecting demand. Forrest and Simmons [3] found that home team performance had a greater impact on attendance than away team performance, as Bruggink and Eaton [4] and Rascher [5] found for Major League Baseball. Hart et al. [6] constructed a model to estimate the attendance for four English First Division clubs. The geographical distance between the stadiums of home and away teams was considered a significant factor. This factor allowed the local derby effect on attendance. In addition, highly ranked away teams attracted more spectators. Dobson and Goddard [7] analyzed disaggregated game attendance data for the English Football League to investigate the attendance determinants. The geographical distance between away and home teams and the league ranking of the home team were considered significant determining factor. Lastly, the performance of neural networks was compared to the ANFIS that was used for the first time for that purpose in this study.
Neural networks, by using a supervised learning approach, learn from training data, and adjust weights to reduce the error between the actual data and the forecasting result produced by the model [26] . Since the feed-forward neural network models are adaptable extensions to the standard regression models, they are an alternative for use in prediction and exploratory analysis with larger data sets [29] . Neural networks can be an alternative to linear regression or time-series analysis [30] . Neural networks have been used in sports areas, and have produced better results than regression models [22, 25] .
The ANFIS model is proposed for predicting the attendance at soccer games. The ANFIS combines the advantages of both artificial neural networks and fuzzy inference systems. The ANFIS has some advantages, including the ability to capture the nonlinear structure of a process, adaptation capability, and rapid learning capacity. The ANFIS has been applied to many areas including economics [31] , passenger demand forecasting [32] , energy [33] , and the environment [34] . However, it has been underused in sports, having only been used for simulated soccer agents [35] .
The proposed models were trained by real data from soccer games. The attendance rates of soccer games were forecasted by considering the day of the game, the distance, and the performance of the home and away teams. These determinants were chosen after comprehensive research and interviewing with experts. For example, one of the points supporting the performance of the away team as a determining factor is that Hart et al. [6] analyzed the effect of current league rankings of the home and away teams, and found that highly placed away teams attracted higher attendance.
Materials and Methods

Neural Networks
Neural networks, also called artificial neural networks, are an Artificial Intelligence technique that mimics human brain behavior [36] . Due to its learning and generalization capabilities, neural networks can be expressed as a mathematical representation of the human neural architecture [37] . In this study, the terms neural network and artificial neural network are used interchangeably. Neural networks have been used in different areas, such as sports, finance, space, energy, education, sales and marketing, human resources, and so on. They have been applied to problems of medical diagnosis [37] , credit ratings [38] , pattern recognition [39] , predicting student performance [40] , sales forecasting [41] , staff scheduling [42] , electrical load forecasting [43] , and predicting sports results.
Wherever a relationship exists between explanatory variables (inputs) and explained variables (outputs), neural networks can be applied [27] . They are especially applicable where the input-output relationship is complex or unknown [22] . An artificial neural network includes three layers: input, hidden (invisible), and output. The input layer is expected to receive data from the external environment. The input data may be normalized to improve the results. The hidden layer, which is comprised of neurons, is expected to transform the input to a form that the output can use. The output layer is also comprised of neurons and is expected to produce and present the final outputs. Depending on how the neurons are interconnected, the composition of the layers, and the disposition of neurons, the main architecture of artificial neural networks can be classified as single layer feedforward neural network, multilayer feedforward network, recurrent network, or mesh network [44] . Multilayer Perceptron (MLP) is one of the main networks using the multilayer feedforward architecture. The general structure of MLP is shown in Figure 1 .
In this study, the network has three hidden layers with nine neurons each providing the optimal forecasting results. The structure of the proposed neural network model is shown in Figure 2 . There are some advantages of using artificial neural networks. First, they are data driven and do not require any restrictive assumptions on the form of the model. Second, they have the ability to generalize. After training by using real data, the NN responds to new data that has not been used in the training phase. Third, they have the ability to detect complex nonlinear relationships between dependent and independent variables [45] .
No certain method exists to determine the most appropriate neural network structure prior to training, so the neural network model is generally designed through a trial and error procedure [46] . In other words, all possible neural network model structures are trained by using the training data set and tested by using the testing data set. The neural network model structure providing the best results, with the smallest error, is eventually selected.
Neural network architectures can be grouped into supervised and unsupervised networks. Supervised neural networks are trained to produce outputs by using sample inputs. They are well-suited for modeling and controlling dynamic systems, and predicting future events. Some of the supervised networks include feedforward, radial basis, and learning vector quantization. Feedforward networks are most commonly used for prediction and pattern recognition and include feedforward backpropagation, cascade feedforward backpropagation, and perception networks. Unsupervised neural networks, such as self-organizing maps, are able to adjust themselves to new inputs [47] . For the purpose of this study, the feedforward backpropagation network was chosen based on the properties of the problem and after experimenting with different network types.
Neural networks are retrained until the desired accuracy has been reached. Different training functions exist, and are chosen depending on the type of a problem. For example, Scaled Conjugate Gradient and Resilient Backpropagation are appropriate for training large networks and pattern recognition networks [48] . Levenberg-Marquardt is the fastest training function, being suitable for training small-and medium-sized networks. Being one of the most efficient algorithms, Levenberg-Marquardt is highly recommended for neural networks [49] . Considering the features of the problem in this study, Levenberg-Marquardt was chosen as the training function.
Adaptive Neuro-Fuzzy Inference System
ANFIS was introduced by Jang [50] . ANFIS is used for modeling, controlling, and parameter estimation in complex systems [51] . ANFIS is a combination of artificial neural network (ANN) and fuzzy inference system (FIS). Combining the ANN and fuzzy-set theory can provide advantages and overcome the disadvantages in both techniques. The ANFIS model can be trained without relying There are some advantages of using artificial neural networks. First, they are data driven and do not require any restrictive assumptions on the form of the model. Second, they have the ability to generalize. After training by using real data, the NN responds to new data that has not been used in the training phase. Third, they have the ability to detect complex nonlinear relationships between dependent and independent variables [45] .
ANFIS was introduced by Jang [50] . ANFIS is used for modeling, controlling, and parameter estimation in complex systems [51] . ANFIS is a combination of artificial neural network (ANN) and fuzzy inference system (FIS). Combining the ANN and fuzzy-set theory can provide advantages and overcome the disadvantages in both techniques. The ANFIS model can be trained without relying solely on expert knowledge sufficient for a fuzzy logic model. The ANFIS model has the advantage of having both numerical and linguistic knowledge. ANFIS also uses the ANN's ability to classify data and identify patterns. Compared to the ANN, the ANFIS model is more transparent to the user and causes less memorization errors. Consequently, several advantages of the ANFIS exist, including its adaptation capability, nonlinear ability, and rapid learning capacity [32] .
This approach is essentially a rule-based fuzzy logic model whose rules are developed during the training process of the model [52] . The training process is data-based. ANFIS constructs a fuzzy inference system (FIS) whose membership function parameters are derived from the training examples. The most commonly used fuzzy inference systems are Mamdani and Sugeno. The main difference between Mamdani and Sugeno is that the output membership functions of the Sugeno system are either linear or constant [53] . However, the output membership functions of the Mamdani system can be triangular, Gaussian, etc. In this study, the Sugeno-type fuzzy inference system was used, because the Sugeno-type system is more computationally efficient than the Mamdani type. The Mamdani type is more reliant on expert knowledge. However, the Sugeno type is trained by real data.
In order to explain the ANFIS architecture, we assumed that there are two inputs: x and y. Two fuzzy if-then rules for a first-order Sugeno fuzzy model can be expressed as follows: where A i and B i are the fuzzy sets, f i is the output, and p i , q i , and r i are the design parameters that are determined during the training process. The ANFIS architecture used to implement the two rules is shown in Figure 3 . solely on expert knowledge sufficient for a fuzzy logic model. The ANFIS model has the advantage of having both numerical and linguistic knowledge. ANFIS also uses the ANN's ability to classify data and identify patterns. Compared to the ANN, the ANFIS model is more transparent to the user and causes less memorization errors. Consequently, several advantages of the ANFIS exist, including its adaptation capability, nonlinear ability, and rapid learning capacity [32] . This approach is essentially a rule-based fuzzy logic model whose rules are developed during the training process of the model [52] . The training process is data-based. ANFIS constructs a fuzzy inference system (FIS) whose membership function parameters are derived from the training examples. The most commonly used fuzzy inference systems are Mamdani and Sugeno. The main difference between Mamdani and Sugeno is that the output membership functions of the Sugeno system are either linear or constant [53] . However, the output membership functions of the Mamdani system can be triangular, Gaussian, etc. In this study, the Sugeno-type fuzzy inference system was used, because the Sugeno-type system is more computationally efficient than the Mamdani type. The Mamdani type is more reliant on expert knowledge. However, the Sugeno type is trained by real data.
In order to explain the ANFIS architecture, we assumed that there are two inputs: x and y. Two fuzzy if-then rules for a first-order Sugeno fuzzy model can be expressed as follows:
Rule 1: If x is A1 and y is B1, then f1 = p1x + q1y + r1, Rule 2: If x is A2 and y is B2, then f2 = p2x + q2y + r2, Where Ai and Bi are the fuzzy sets, fi is the output, and pi, qi, and ri are the design parameters that are determined during the training process. The ANFIS architecture used to implement the two rules is shown in Figure 3 . The structure of ANFIS includes five layers that can be explained as follows, where O represents the output of the ith node and jth layer [54] :
Layer 1: In this layer, each node represents a node function:
Where x is the input to the ith node. Ai is the linguistic label (cold, warm, etc.) characterized by proper membership functions. Some of the membership functions are triangular, trapezoidal, and Gaussian.
Layer 2: In this layer, each node calculates the firing strength of a rule by multiplication:
Layer 3: In this layer, firing strengths that were evaluated in the previous layer are normalized to distinguish between the firing strengths of each rule from the total firing strengths of total rules: 
where x is the input to the ith node. A i is the linguistic label (cold, warm, etc.) characterized by proper membership functions. Some of the membership functions are triangular, trapezoidal, and Gaussian. Layer 2: In this layer, each node calculates the firing strength of a rule by multiplication:
Layer 4: In this layer, node i calculates the contribution of ith rule to the overall output:
where w i is the output of Layer 3, and the parameter set is {p i , q i , r i }. Layer 5: In this layer, the single node calculates the overall output as the total contribution from each rule:
The ANFIS has two learning algorithms, back-propagation and hybrid methods, which try to minimize the error between the observed and predicted data [55] . An effectively designed ANFIS is able to solve any nonlinear and complex problems with high precision [56] . In this study, an ANFIS was designed for estimating attendance at soccer games.
Methodology
This was the first attempt to use the ANFIS models for predicting the attendance rate at soccer games. The neural network and ANFIS are believed to be able to capture the relationships among the determinants of the attendance after training with real data.
In this study, designing the models occurred in several steps. First, the determinants of the demand of soccer games were analyzed in detail. The more accurate the selected determinants are, the more realistic the attendance forecasting will be. Second, the most effective determinants were chosen, and the required data was collected from different sources. Day of game, distance, and performance of home and away teams were selected as inputs after conducting comprehensive research in sports literature and interviews with sports managers. The first input represented the day of the week of the game. Days are represented by numbers from 1 to 7. Monday was represented by 1, Tuesday was 2, and so on. The second input was the ground distance in miles, between stadiums of both the home and away clubs. The third input was the performance of the home team. After collecting the needed data, some calculations were made. The points the home team had earned were divided by possible total points up until the game day in the season. The fourth input was the performance of the away team, which was calculated using the same method as the performance of the home team. The attendance rate was used as the output. Third, for use by the neural network and the ANFIS, the day of the game and distance input variables were standardized into the interval [0, 1]. This was achieved by dividing the value of the input by the maximum value of the input. This method is called "maximum linear standardization" [57] . The summary of this step is shown in Table 1 . The performance of the home team is measured as the ratio of points that the home team has earned to possible total points to the game day.
Performance of Away Team 0-1
The performance of the away team is measured as the ratio of points that the away team has earned to possible total points to the game day.
Fourth, the network was created and configured using the MATLAB 2015b Neural Network tool. Considering the characteristics of the problem, the most suitable network type was selected after a trial and error procedure. After experimenting with different training functions, the most appropriate training function was chosen for the problem. The number of hidden layers and number of neurons were determined through trial and error. The properties of the proposed neural network are shown in Table 2 . Fifth, the network was trained several times until the desired accuracy level was reached and the error minimized. The training data was used for training the neural network model, and the testing data was used for evaluating the performance of the forecasting model. In this study, five seasons' data were used for training and one season's data were used for testing. Sixth, the ANFIS model was designed and trained by using the MATLAB 2015b ANFIS designer. The parameters were optimized after several trials. Finally, the model was validated. The properties of the proposed ANFIS model are shown in Table 3 . The structure of the proposed ANFIS model is shown in Figure 4 . Fourth, the network was created and configured using the MATLAB 2015b Neural Network tool. Considering the characteristics of the problem, the most suitable network type was selected after a trial and error procedure. After experimenting with different training functions, the most appropriate training function was chosen for the problem. The number of hidden layers and number of neurons were determined through trial and error. The properties of the proposed neural network are shown in Table 2 . Fifth, the network was trained several times until the desired accuracy level was reached and the error minimized. The training data was used for training the neural network model, and the testing data was used for evaluating the performance of the forecasting model. In this study, five seasons' data were used for training and one season's data were used for testing. Sixth, the ANFIS model was designed and trained by using the MATLAB 2015b ANFIS designer. The parameters were optimized after several trials. Finally, the model was validated. The properties of the proposed ANFIS model are shown in Table 3 . The structure of the proposed ANFIS model is shown in Figure 4 . 
Results and Discussion
The proposed neural network and ANFIS-based soccer attendance forecasting approaches were applied to the attendance data of FC Barcelona, a Spanish football club. Five seasons' data, from the 2011-2012 and 2015-2016 seasons, were analyzed and used for forecasting the attendance rates for the 2016-2017 season. The required data for the day of games and performance of home team were collected from the club's website, https://www.fcbarcelona.com. The required data for the performance of the away team were collected from the away teams' websites. The data for distance were collected from the website https://www.distancecalculator.net. After collecting all required data, the needed calculations were made. The input data of distance and day of game were standardized for better results. For the neural network model, the five seasons' data were used for training the model. After determining the properties of the network, the network was trained several times until reaching a certain accuracy level. Then, the input data for the 2016-2017 season were used for simulation to obtain the predicted attendance rates for this season. For the ANFIS model, the five seasons' data were used for training the model. All obtained results from the two models were compared to the real data for the 2016-2017 season, as shown in Table 4 . As seen in Table 4 , the forecasted values are generally close to the actual data. However, some variation does exist. For instance, the NN model produced the closest values to the actual data in periods 1, 3, 5, 11, 12, 15, and 18 . The ANFIS model produced the best estimates in periods 5, 10, 13, and 18. The comparisons of the estimates week-by-week are shown in Figure 5 .
According to the results, we inferred that the proposed models produce effective and competitive results. In order to evaluate the performance of the models statistically, Mean Absolute Percent Error (MAPE) and Mean Absolute Deviation (MAD) were used as error measures. The formulae of MAPE and MAD are as follows:
where F t is the expected value for period t, A t is the actual value for period t, and n is the total number of periods. The smaller the value of MAPE, the better the forecasting results.
The calculated MAPE and MAD values are shown in Table 5 . The MAD values of the NN and ANFIS models were 0.06 and 0.08, respectively. Likewise, the MAPE values were 0.07 and 0.1, respectively.
The calculated MAPE and MAD values are shown in Table 5 . The MAD values of the NN and ANFIS models were 0.06 and 0.08, respectively. Likewise, the MAPE values were 0.07 and 0.1, respectively. The MAPE and MAD values were generally under 10%. These values are in the acceptable range. However, the neural network model provided better results than the ANFIS model. Both the NN MAD and MAPE values were lower than those of the ANFIS model. Still, we concluded that both the proposed neural network and ANFIS-based approaches provided highly effective and competitive results. Both of these models could be used for predicting the attendance at soccer games as alternatives to the classical regression models.
Conclusions
Attendance information is used for decision makers in a variety of fields. Public policy makers, team owners and managers, and sports league administrators are unable to make correct evaluations about crucial issues without having demand information. Demand information may also be required for deciding on the right pricing models for the club. Therefore, understanding attendance and its determinants is important. Forecasting attendance is as important as understanding it. In this study, a unique neural network and an ANFIS model, based on attendance parameters, were developed for forecasting attendance rates at soccer games. Neural networks are capable of finding internal representations of interrelations within data. ANFIS has the advantages of both artificial neural networks and fuzzy inference systems. The success of both models can also be inferred by reviewing the results obtained in this study.
After completing comprehensive research and conducting interviews with experts, day of game, distance, and performance of home and away teams were used as input parameters. Based on the forecasting results, the selection and number of the inputs appeared to be appropriate. The output parameter was the attendance rate. Since the stadium of each soccer club has a different size, the attendance rate was preferred over attendance. We believe this increases the applicability of the The MAPE and MAD values were generally under 10%. These values are in the acceptable range. However, the neural network model provided better results than the ANFIS model. Both the NN MAD and MAPE values were lower than those of the ANFIS model. Still, we concluded that both the proposed neural network and ANFIS-based approaches provided highly effective and competitive results. Both of these models could be used for predicting the attendance at soccer games as alternatives to the classical regression models.
After completing comprehensive research and conducting interviews with experts, day of game, distance, and performance of home and away teams were used as input parameters. Based on the forecasting results, the selection and number of the inputs appeared to be appropriate. The output parameter was the attendance rate. Since the stadium of each soccer club has a different size, the attendance rate was preferred over attendance. We believe this increases the applicability of the model among different clubs. The actual data, from the 2011-2012 to the 2015-2016 seasons, of the soccer club were used for training and testing the models. The size of the data appeared sufficient for the purpose of this study. After ensuring a certain level of performance was reached, the 2016-2017 season's data were simulated to obtain the forecasted attendance rates. The accuracy level of the predicted values was evaluated by comparison with past real data. The simulation results revealed that the neural network and ANFIS models were able to favorably forecast the attendance rate at soccer games. Both the MAPE and MAD values were within an acceptable range. Therefore, these models can be used by pricing models in addition to sports managers, administrators, and so on.
Even though some other forecasting techniques may be used for the same purpose, this approach is valuable. As this is the first time this method has been used, additional value is created and the proposed approaches provide competitive and effective results. Neural networks and ANFIS can be used as alternatives to linear regression or time-series analysis.
Future research could extend these findings by using a larger data set to examine if better predictions can be obtained. Likewise, the number of inputs in terms of attendance determinants may be increased for the same purpose.
