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Uvod
Softverski inzenjering podrazumeva proizvodnju kvalitetnog softverskog sistema, pa je od
velikog znacaja razvoj teorijskih i prakticnih metoda koje mogu proveriti i poboljsati
kvalitet softverskog sistema. Kriterijumi kvaliteta softverskog sistema su mnogobrojni i
mogu se podeliti na unutrasnje i spoljasnje kriterijume [77]. Spoljasnji kriterijumi (brzina,
jednostavnost koriscenja softvera i sl.) su spolja vidljivi i obicno predstavljaju predmet
interesovanja krajnjih korisnika, koji nisu profesionalni programeri. Medutim, profesion-
alnog programera vise ce interesovati unutrasnji kriterijumi kvaliteta (visekratna upotreba,
prosirivost, robustnost, korektnost i sl.), jer kljuc za postizanje kvaliteta po spoljasnjim
kriterijumima, lezi u postizanju kvaliteta po unutrasnjim kriterijumima. Drugim recima,
da bi krajnji korisnici mogli da uzivaju u vidljivim kvalitetima jednog softverskog sis-
tema, potrebno je da projektanti i programeri prethodno obezbede skrivene kvalitete tog
softverskog sistema, sto podrazumeva postizanje kvaliteta po unutrasnjim kriterijumima.
Kriterijumi kvaliteta su raznovrsni i nalaze se u stalnom sukobu, stoga je neophodno
da se profesionalni programer odluci za optimalnu varijantu i napravi kompromis izmedu
sukobljenih kriterijuma kvaliteta u zavisnosti od namene softverskog sistema koji projek-
tuje. Medutim, ma koliko bilo neophodno da se takvi kompromisi prave, postoji jedan
kriterijum kvaliteta koji predstavlja izuzetak, a to je korektnost [53]. Ne postoji opravdanje
za profesionalnog programera koji zbog postizanja boljeg kvaliteta na osnovu drugih kri-
terijuma dovede u pitanje korektnost softverskog sistema, pa se zbog toga moze zakljuciti
da korektnost predstavlja jedan od primarnih kriterijuma kvaliteta softverskog sistema.
 Korektnost neke programske jedinice (program, klasa, potprogram, metoda) jeste
njena sposobnost da funkcionise prema svojoj specikaciji, pri cemu se pod speci-
kacijom podrazumeva precizan opis sta data programska jedinica treba da radi.
Primetimo da je korektnost relativan pojam, jer jedna programska jedinica sama za
sebe nije ni korektna ni nekorektna. Programska jedinica je korektna, odnosno nekorektna
samo u odnosu na neku specikaciju. Postupak utvrdivanja korektnosti programske je-
dinice u odnosu na zadatu specikaciju naziva se verikacija. Drugim recima, verikacija
obuhvata opisivanje semantike date programske jedinice, odnosno dobijanje semantickog
opisa, a zatim proveru da li je dobijeni semanticki opis ekvivalentan zadatoj specikaciji.
Nasuprot slobodnoj formi i velikoj izrazajnoj moci, ali i nepreciznosti i dvosmis-
lenosti prirodnih jezika [25] [58] [92] [59], formalni jezik cini skup reci na nekom konacnom
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alfabetu, izgradenih pomocu strogih pravila koja cine formalnu gramatiku [45]. U ovom
izlaganju paznju cemo usmeriti na dva formalna jezika, a to su: predikatski racun i pro-
gramski jezik. Predikatski racun predstavlja formalni jezik koji predstavlja uopstenje
matematickog jezika i cije izrazajne moci su vece. Programski jezici jesu formalni jezici
koji obezbeduju vezu coveka sa masinom. Glavni motiv ovog izlaganja jeste cinjenica da se
program, i to kako strukturirani, tako i objektni, moze posmatrati kao predikatski trans-
formator, odnosno da se dokazivanje korektnosti programa svodi na dokazivanje valjanosti
odgovarajuce predikatske formule.
Najzad, treba napomenuti da verikacija softvera predstavlja aktuelnu oblast i to
ne samo u teoriji, vec i u programerskoj praksi. Nekorektan softver u raznim naucnim i
strucnim oblastima moze napraviti ogromne, a nekad i fatalne stete [83]. Tako na primer,
nekorektan softver u biomedicinskom inzenjeringu [60] [89] moze ugroziti ljudski zivot,
u industrijskoj proizvodnji [40] i optimizaciji upravljanja u industriji [50] [52] moze iza-
zvati ogromne gubitke, u algoritamskoj trgovini moze napraviti pogresnu procenu rizika
ulaganja, sto je narocito opasno kod ulaganja na berzama u razvoju, koje odlikuje velika
nestabilnost i nepredvidivost [28], u kriptograji moze ugroziti tajnost podataka [75] itd.
Poglavlje 1 prikazuje razvoj S-programskog racuna (krace S-racuna) koji predstavlja
specijalnu podvrstu racuna predikatske logike prvog reda [57]. U osnovi S-racuna nalaze
se aksiome i teoreme predikatske logike prvog reda. S-racun jeste racun S-formula koje
su zadate nad apstraktnim skupom stanja neke virtuelne masine. S-formule predstavljaju
opstiji mehanizam za analizu programske semantike. Horove formule totalne i parcijalne
korektnosti jesu dve specijalne S-formule i sva pravila Horove logike mogu se izvesti samo
uz koriscenje aksioma i teorema predikatske logike prvog reda. U ovom poglavlju cemo
razmotriti vezu izmedu formula totalne i parcijalne korektnosti. Horova aksioma dodele i
pravila o specijalnim sintaksnim jedinicama nisu potrebni u S-racunu, vec dodela i ostale
specijalne sintaksne jedinice se razmatraju kroz denisanje odgovarajucih S-formula. S-
racun jeste mocan mehanizam kako za dokazivanje korektnosti programa tako i za dokazi-
vanje novih teorema S-racuna, koji koristi samo aksiome i teoreme predikatske logike
prvog reda. U oba slucaja, dokazivanje se svodi na dokazivanje valjanosti odgovarajuce
S-formule, pa se za izvodenje svih dokaza mogu koristiti i automatski dokazivaci (u ovom
izlaganju cemo koristiti Coq), sto daje poseban znacaj S-racunu. Kao primer primene
S-racuna, na kraju ovog poglavlja bice izvedeni dokazi Dajkstrinih teorema o najsirem
preduslovu wp [26]. Dajktra je formulisao cetiri teoreme o najsirem postuslovu i dokazao
ih na nacin, za koji se ne moze reci da je sa matematickog gledista strogo formalan [27]
[33]. U ovom poglavlju, primenom S-racuna dokazacemo na strogo formalan nacin sve
cetiri Dajstrine teoreme, a zatim cemo formulisati i dokazati jos i novu, petu teoremu, a
to je zakon negacije najsireg postuslova wp.
Postuslove koji su logicke funkcije pocetnog i zavrsnog stanja zovemo dinamickim
postuslovima. U poglavlju 2 razmotricemo osnovne osobine dinamickih postuslova u okviru
S-racuna, sa ciljem da razvijemo matematicki alat koji ce nam kasnije koristiti za anal-
izu semantike objektno orijentisanog programa. Posebnu paznju cemo posvetiti analizi
osobina najuzeg postuslova sp i najuzeg dinamickog postuslova ^sdp.
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Usled velike ekspanzije i brzog razvoja objektno orijentisanog programiranja, kao
bocni efekat nastali su problemi u sa^mom znacenju pojmova i termina, pa cak i onih fun-
damentalnih, kao sto su objekat, klasa i invarijanta. Terminologija objektne metodologije
cesto je u koliziji sa vec ustaljenom terminologijom u drugim naucnim oblastima (posebno
u lozoji). Zbog toga se namece potreba da se znacenje pojmova i upotreba termina
usaglase i na taj nacin stvori jedan konzistentan konceptualno{terminoloski sistem, koji je
temelj svake naucne oblasti, pa tako i objektno orijentisanog programiranja. U poglavlju
3 cemo izloziti konceptualne denicije klase, objekta i invarijante, bazirane na pojmu
(konceptu).
Invarijante u klasi zauzimaju centralno mesto kada se govori o verikaciji objek-
tno orijentisanog programa, jer postoji korepodencija izmedu semantike objektno orijen-
tisanog programa i semantike klase [67]. U poglavlju 4 cemo se baviti statickom mod-
ularnom analizom klase, odnosno prikazacemo analizu invarijanata u klasi primenom di-
namickih postuslova ili krace DP -analizu. DP -analiza predstavlja mocan mehanizam za
izracunavanje invarijanata, koji se bazira iskljucivo na predikatskom racunu prvog reda.
DP -analiza koristi dinamicke postuslove metoda u klasi, koji predstavljaju logicke funkcije
pocetnog i zavrsnog stanja. Centralno mesto u ovom poglavlju zauzima operacija gener-
alizovane supstitucije pomocu koje izvodimo rekurzivne algoritme za izracunavanje stroge
invarijante, odnosno ostalih invarijanata objekta i klase. Da bi primena DP -analize bila
sveobuhvatna, razmotricemo izracunavanje invarijante vlasnika i komponente u razlicitim
situacijama, zatim nadklase i potklase, i najzad objekata sa varijabilnom strukturom, cija
polja su pokazivaci/reference koji pokazuju na memorijski prostor izvan objekta. Na taj
nacin, pokazacemo da se DP -analiza moze koristiti za analizu kako nasledivanja, tako i
razlicitih klijentskih veza. Cilj ovoga izlaganja jeste da prikaze i demonstrira nov nacin
izracunavanja invarijanata u klasi za koji je dovoljno poznavati predikatsku logiku prvog
reda.
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Glava 1
S-programski racun
Stvari treba pojednostavljivati koliko god je to moguce, ali ne i vise od toga.
Albert Ajnstajn (1879{1955)
1.1 Uvod
Jedan od glavnih motiva za razvijanje S-programskog racuna (krace S-racuna) jeste ideja
da se program moze razmatrati kao predikat i/ili logicki izraz [87] [44] [36] [103] [43] [37]
[38]. Ideja o razmatranju veze izmedu Flojd{Horove logike [32] [41] i predikatske logike
prvog reda postoji u radovima Kuka [18], Blesa i Gurevica [12], sa ciljem da se analizira
kompletnosti Horove logike [5]. Blass i Gurevich govore o potrebi da se u Horovu logiku
uvede predikatska logika prvog reda, ali oni ujedno smatraju da bi to znacajno povecalo
slozenost Horove logike. Nasuprot tome, mi smatramo da upravo ta veza moze uprostiti
dokazivanje i istovremeno uopstiti ideje Horove logike na apstraktnom skupu stanja, ali
je pre svega potrebno jasno razdvojiti domen interpretacije od domena apstraktnog skupa
stanja. U svojim radovima Bek, Akademi i fon Vrajt su razvili ideju o posebnom program-
skom racunu (renement calculus [7]) koji bi spojio Horove ideje sa predikatskom logikom
prvog reda. Medutim, pitanje determinizma programa u formulama totalne i parcijalne
korektnosti Bek i fon Vrajt su resili uvodenjem dodatnih formula andeoske i demonske ko-
rektnosti (angelical i demonical correctness [6]), ali su time istovrememo povecali slozenost
njihovog racuna. Povecana slozenost i nejasno razdvajanje domena interpretacije od dom-
ena apstraktnog skupa stanja smanjile su dokazivacku moc njihog racuna. Nasa ideja je
bila da razvijemo takav programski racun koji ce spojiti Horove ideje sa predikatskom
logikom prvog reda, jasno razdvojiti domen interpretacije od domena apstraktnog skupa
stanja (slicno kao [82]), kome nece predstavljati problem pitanje determinizma programa
i koji ce moci direktno da razmatra totalnu i parcijalnu korektnosti programa, odnosno
bez novih pojmova i uvodenja dodatnih formula.
Ovde cemo prikazati razvoj S-racuna, koji predstavlja matematicki alat za opisi-
vanje i analizu programske semantike [73] [57]. Opstost S-racuna pri analizi programske
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semantike je ocigledna, s obzirom na cinjenicu se on bazira na S-formulama denisanim
nad apstraktnim skupom stanja, a ne na nekoj interpretaciji tog skupa. Zbog toga je ovaj
racun i dobio naziv S (pocetno slovo engleske reci state). Cilj ovog izlaganja je da prikaze
razvoj S-racuna i istovremeno da argumentuje i sledecih sest stavova:
1.) S-racun koristi apstraktni skup stanja i predstavlja opstiji alat za opisivanje pro-
gramske semantike.
2.) Horove formule totalne i parcijalne korektnosti jesu dve specijalne S-formule.
3.) S-racun se zasniva na aksiomama i teoremama predikatske logike prvog reda, a
naredbu dodele i specijalne sintaksne jedinice (if-then, if-then-else, while itd.) razma-
tra kroz denisanje odgovarajucih S-formula, pa S-racunu nisu potrebni ni aksioma
dodele ni pravila o specijalnim sintaksnim jedinicama iz Horove logike.
4.) S-racun otvara mogucnost da se deklaracija programske promenljive razmatra kao
specijalna sintaksna jedinica, odnosno kroz denisanje odgovarajuce S-formule.
5.) Opsta pravila Horove logike jesu teoreme S-racuna i mogu se izvesti samo uz koriscenje
aksioma i teorema predikatske logike prvog reda.
6.) Dokazivanje u S-racunu je jednostavno (potrebno i dovoljno je znati predikatsku
logiku prvog reda), a ujedno, S-racun omogucava i to da se korektnost programa i
nove teoreme S-racuna mogu dokazivati primenom nekog od automatskih dokazivaca.
Aksiomatski sistem S-racuna cine aksiome predikatske logike prvog reda [45] [47], a
svaka teorema predikatske logike prvog reda jeste teorema S-racuna i obrnuto. U poglavlju
1.2 cemo prikazati osnovne komponente, aksiome i neke od osnovnih teorema S-racuna.
Horova logika obuhvata formule totalne i parcijalne korektnosti, aksiomu dodele i
brojna pravila [3] [35]. Horove formule totalne i parcijalne korektnosti se obicno oznacavaju
oznakama fPgSfQg i PfSgQ, pri cemu je njihovo znacenje denisano u opisnoj formi.
Nasuprot tome, S-racun za denisanje znacenja formula totalne i parcijalne korektnosti
koristi strogu matematicku formu. U poglavlju 1.2 cemo pokazati da su Horove formule
totalne i parcijalne korektnosti dve specijalne S-formule.
U poglavlju 1.3 cemo pokazati da opsta pravila Horove logike jesu teoreme S-racuna
i da se mogu izvesti koriscenjem samo aksioma i teorema predikatske logike prvog reda. Na
taj nacin doci cemo do zakljucka da je Horova logika specijalan slucaj, odnosno uproscenje
S-racuna, a sa^mim tim i specijalan slucaj, odnosno uproscenje predikatske logike prvog
reda. Poglavlje 1.4 razmatra vezu izmedu formula totalne i parcijalne korektnosti.
Horova aksioma dodele i pravila o specijalnim sintaksnim jedinicama nisu potrebni
u S-racunu. U S-racunu dodela i ostale specijalne sintaksne jedinice se razmatraju kroz
denisanje odgovarajucih S-formula, tacnije denisanjem odgovarajucih S-relacija, gde
termin ,,S-relacija" oznacava binarnu relaciju na apstraktnom skupu stanja. Na primer,
naredba dodele a := e; jeste interpretacija odgovarajuce S-relacije Sa:=e; koju uvodimo
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denicijom. U poglavlju 1.5 ovog rada bice prikazane denicije S-relacija cije interpretacije
su naredbe: no-operation, dodela, if-then-else, if-then, while, sekvenca, abort and random.
Determinizam se u S-racunu razmatra kao poseban slucaj indeterminizma, pa ce se pri-
likom analize while petlje posmatrati potencijalno i garantovano terminiranje. Termini-
ranje, determinizam i indeterminizam u S-racunu detaljnije cemo analizirati kroz nekoliko
primera. Pored toga, u poglavlju 1.5 cemo prikazati deniciju S-relacije cija interpretacija
jeste deklaracija programske promenljive. Zbog svoje opstosti, S-racun otvara mogucnost
da se deklaracija programske promenljive moze razmatrati kao specijalna sintaksna je-
dinica, sto predstavlja problem teorijama koje se bave analizom semantike programa, a
koriste interpretirani skup stanja [15] [23] [34] [35] [95]. Mogucnost razmatranja deklaracije
programske promenljive je, pre svega, znacajno za analizu semantike programa napisanih
u programskim jezicima kod kojih deklaracija programske promenljive jeste naredba (npr.
u Javi [30] [98]), jer otvara mogucnost za automatsko dokazivanje korektnosti programa
[82].
Dajkstra je formulisao cetiri teoreme o najsirem preduslovu wp, a to su redom zakon
iskljucenja cuda, zakon monotonosti, zakon konjunkcije i zakon disjunkcije wp. Sve cetiri
teoreme Dajkstra je dokazao na nacin, za koji se sa matematickog gledista, ne moze reci
da je strogo formalan [27] [33]. U poglavlju 1.6, kao primer primene S-racuna, dokazacemo
na strogo formalan nacin sve cetiri Dajkstrine teoreme o najsirem postuslovu wp. Pored
toga, uz pomenute cetiri teoreme formulisacemo i dokazacemo novu, petu teoremu, a
to je zakon negacije wp. Na kraju cemo prikazati jos i strogo formalan dokaz Dajkstrine
teoreme o totalnoj korektnosti. Dajkstra je 1975. godine uveo predikatski operator wp [26]
i denisao ga na interpretiranom skupu stanja, cime je otvoren problem egzistencije wp.
Posto S-racun koristi apstraktni skup stanja i strogo razlikuje potencijalno i garantovano
terminiranje, time omogucava da wp, kao jedan S-predikat, uvek postoji.
Cilj ovog izlaganja nije da umanji znacaj Horove logike, vec naprotiv, pravi cilj
ovog izlaganja jeste da uopsti i pokaze univerzalnost i primenjivost Horovih ideja na ap-
straktnom skupu stanja. S-racun treba shvatiti kao matematicki most koji na strogo
formalan nacin spaja Horove ideje sa klasicnom predikatskom logikom prvog reda. Spa-
janje Horovih ideja sa predikatskom logikom prvog reda ima veliki znacaj. U takvom
spoju Horova logika predstavlja pogodan mehanizam za opisivanje semantike programa,
dok se u njenoj pozadini nalazi predikatska logika prvog reda sa mocnim matematickim
aparatom za dokazivanje. Shodno tome, dokazivanje korektnosti programa [24] [8], kao
i dokazivanje nove teoreme u S-racunu se svodi na dokazivanje valjanosti odgovarajuce
S-formule. Na osnovu toga, mozemo zakljuciti da nam je za dokazivanje korektnosti pro-
grama ili nove teoreme S-racuna dovoljan skroman matematicki aparat, odnosno, da ce za
dokazivanje biti potrebno i dovoljno poznavanje aksioma, teorema i postupaka dokazivanja
u predikatskoj logici prvog reda [16] [21] [48] [94] [73]. S-racun dobija poseban znacaj,
ako se uzme u obzir i to da se za dokazivanje valjanosti S-formula mogu koristiti razni au-
tomatski dokazivaci, pa cemo neke od teorema dokazati pomocu automatskog dokazivaca
Coq [11] [101].
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1.2 Osnovne komponente S-programskog racuna
Osnovne komponente S-racuna su:
1.) Skup apstraktnih stanja (apstraktni skup stanja) A,
2.) Promenljive stanja (S-promenljive) x; y; z; : : : ,
3.) Konstante stanja (S-konstante) s1; s2; s3; : : : ,
4.) n-arne S-formule F1; F2; F3; : : : ,
5.) 1-arne S-formule ili S-predikati P;Q;R; : : : ,
6.) 2-arne S-formule ili S-relacije S1; S2; S3; : : : ,
7.) Programske promenljive a; b; c; : : : ,
8.) Programske konstante c1; c2; c3; : : : ,
9.) Skup logickih operacija f:;^;_;);,g, gde je : negacija, ^ konjunkcija, _ dis-
junkcija, ) imlikacija i , ekvivalencija,
10.) Skup kvantikatora f8;9g, gde je 8 univerzalni, a 9 egzistencijalni kvantikator,
11.) Skup logickih konstanti f>;?g, gde > predstavlja tacno, a ? predstavlja netacno,
12.) Zagrade ( ) i [ ] koristimo za promenu prioriteta operacija.
Svaka S-konstanta opisuje neko apstraktno stanje virtuelne masine. Apstraktni skup
stanja A je skup svih S-konstanti. S-predikati su logicke funkcije na apstraktnom skupu
stanja, tj. P : A! f>;?g. Uvodimo dva posebna S-predikata  and  na ovaj nacin
(TAU) 8x 2 A; (x) = >,
(PHI) 8x 2 A; (x) = ?.
S-relacije su binarne relacije na apstraktnom skupu stanja, tj. S  AA. Drugim
recima, S-relacije su logicke funkcije na skupu A  A, tj. S : A  A ! f>;?g. Logicke
konstante f>;?g ili n-arne S-formule (tj. logicke funkcije F : AA    A| {z }
n
! f>;?g)
jesu atomicke S-formule.
Denicija 1.2.1 S-formule se dobijaju na sledeci nacin:
a.) Svaka atomicka S-formula je S-formula.
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b.) Ako su F1 i F2 S-formule, tada su :F1; F1 ^ F2; F1 _ F2; F1 ) F2; F1 , F2 takode
S-formule.
c.) Svaka formula dobijena konacnom primenom koraka pod a.) i b.) jeste S-formula.
Neka je fv1; v2; : : : ; vng skup programskih promenljivih, koje redom uzimaju vred-
nost iz skupova D1; D2; : : : ; Dn. Neka je A
0 podskup skupa A, koji ima kardinalitet
Card(A0) = Card(D1  D2      Dn). Interpretacija skupa A u odnosu na skup
fv1; v2; : : : ; vng je bijekcija koja svakoj S-konstanti iz skupa A0 dodeljuje odgovarajuci
vektor programskih konstanti iz skupova D1; D2; : : : ; Dn (tzv. vektor stanja programa). S-
relacija S(x; y) sadrzi uredene parove (x; y), gde je x 2 A pocetno stanje, a y 2 A konacno
stanje. Interpretirana restrikcija S-relacije na skupu A0 se naziva sintaksna jedinica u kojoj
guriraju programske promenljive fv1; v2; : : : ; vng. Sintaksna jedinica moze biti zapisana
na razne nacine, a jedan od najpoznatijih nacina je svakako programski ko^d. Sintaksna je-
dinica moze biti naredba, blok naredbi, potprogram ili program. Termin ,,predikat" cemo
koristiti za interpretiranu restrikciju S-predikata na skupu A0, koji zapravo jeste logicki
izraz u kojem guriraju programske promenljive fv1; v2; : : : ; vng. To znaci da cemo raz-
matrati dva odvojena domena: domen apstraktnih stanja, u kojem postoje S-konstane,
S-promenljive, S-predikati i S-relacije i domen interpretacije, u kojem postoje vektori pro-
gramskih konstanti, programske promenljive, predikati i sintaksne jedinice. Jednostavnije
receno, S-konstantu interpretiramo odgovarajucim vektorom programskih konstanti iz
skupa D1; D2; : : : ; Dn, S-predikate interpretiramo kao logicke izraze, a S-relacije interpre-
tiramo kao sintaksne jedinice u kojima guriraju programske promenljive fv1; v2; : : : ; vng.
Interpretaciju cemo oznaciti sa ,,:". Na primer, x : a > 0^ b = 5 znaci da S-promenljiva x
predstavlja sva stanja u kojima programske promenljive a i b zadovoljavaju uslove a > 0 i
b = 5.
Simbol $ cemo koristiti kao  $ F , gde je  neka oznaka, a F neka S-formula,
pa ce  $ F znaciti da je oznaka  skraceni zapis za S-formulu F . Ako su F1 i F2 dve
S-formule identicne kao nizovi simbola, tada cemo reci da su one sintaksno jednake i pisati
F1 = F2. Ako pak F1 i F2 imaju isto znacenje, a nisu identicne kao nizovi simbola, tada
cemo reci da su one semanticki ekvivalentne i pisati F1  F2.
S-racun koristi S-formule, a zasniva se jedino na aksiomama i teoremama predikatske
logike prvog reda. Horove formule fPgSfQg i PfSgQ posmatramo kao dve specijalne S-
formule, koje uvodimo na ovaj nacin:
 Formula totalne korektnosti (FTK):
8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))] :
 Formula parcijalne korektnosti (FPK):
8x[(P (x) ^ 9yS(x; y))) 8z(S(x; z)) Q(z))] :
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Prilikom pisanja S-formula pridrzavacemo se konvencije iz predikatske logike prvog
reda, po kojoj prioriteti logickih operacija od najveceg do najmanjeg su redom: negacija
: , konjunkcija ^ , disjunkcija _ , implikacija ) i ekvivalencija ,, a zagradama ( ) ili [ ]
se taj prioritet moze promeniti.
Koristeci S-formule (FTK) i (FPK) mozemo precizno denisati totalnu i parcijalnu
korektnost S-relacije S u odnosu na S-predikate:
Denicija 1.2.2 S-relacija S je totalno korektna u odnosu na preduslov P i postuslov Q
akko je S-formula 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))] valjana.
Denicija 1.2.3 S-relacija S je parcijalno korektna u odnosu na preduslov P i postuslov
Q akko je S-formula 8x[(P (x) ^ 9yS(x; y))) 8z(S(x; z)) Q(z))] valjana.
Horova formula totalne korektnosti, u oznaci fPgSfQg, denise se recenicom:
 ako sintaksna jedinica S zapocinje izvrsavanje u stanju koje zadovoljava predikat P ,
tada ona terminira u stanju koje zadovoljava predikat Q [35].
Veza izmedu ove recenice i S-formule (FTK) je ocigledna { ako za svako stanje x vazi
S-predikat P , tada vazi S-formula 8x9yS(x; y)^ 8x8z(S(x; z)) Q(z)). Za stanje x tada
kazemo da je to pocetno stanje. Smisao S-formule 8x9yS(x; y) je u tome da za svako
pocetno stanje x postoji stanje y takvo da za ureden par stanja (x; y) vazi (x; y) 2 S i
tada za stanje y kazemo da je to zavrsno stanje. Smisao S-formule 8x8z(S(x; z)) Q(z))
je u tome da ako za svako pocetno stanje x i svako zavrsno stanje z vazi (x; z) 2 S, tada
u zavrsnom stanju z vazi S-predikat Q.
Horova formula parcijalne korektnosti, u oznaci PfSgQ, denise se recenicom:
 ako sintaksna jedinica S zapocinje izvrsavanje u stanju koje zadovoljava predikat P
i ako ona terminira, tada zavrsno stanje zadovoljava predikat Q [42][35].
U S-racunu cemo reci na ovaj nacin { ako je u stanju x tacan predikat P i ako postoji
zavrsno stanje y, takvo da vazi (x; y) 2 S, tada je formula 8x8z(S(x; z)) Q(z)) valjana.
Kada je rec o pitanju indeterminizma, u S-racunu nisu potrebne nikakve dodatne
formule, kao sto su formule andeoske i demonske korektnosti [7], jer formule (FTK) i
(FPK) sadrze 8x8z(S(x; z) ) Q(z)). Na taj nacin, S-racun u sebi sadrzi formalno
implementiranu Dajkstrinu ideju: ,,Eventually I came to regard nondeterminacy as the
normal situation, determinacy being reduced to a - not even very interesting - special
case" [27].
S-racun je posebna vrsta predikatske logike prvog reda, odnosno mozemo reci da je
to racun predikatske logike prvog reda nad S-formulama. Aksiomatski sistem S-racuna
cine aksiome predikatske logike prvog reda, s tom napomenom da u aksiomama S-racuna
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sada guriraju S-formule F , G i H:
(A1) F ) (G) F )
(A2) (F ) (G) H))) ((F ) G)) (F ) H))
(A3) (:F ) :G)) (G) F )
(A4) 8xF (x)) F (t) (term t je slobodan za x u F (t))
(A5) 8x(F ) G)) (F ) 8xG) (promenljiva x nije slobodna u F )
S-racun koristi pravila izvodenja iz predikatske logike prvog reda, u kojima sada
guriraju S-formule F i G:
a.) Modus ponens (MPN):
F; F ) G
G
b.) Generalizacija (GEN) :
F
8xF
Sve teoreme, odnosno valjane formule predikatske logike prvog reda su istovremeno
teoreme S-racuna i obrnuto. Ovde cemo ukratko navesti samo neke od vec dokazanih
teorema predikatske logike koje ce nam trebati za dalja izvodenja dokaza u ovom radu, s
tim da u njima sada guriraju S-formule F , G, H i K i vec pomenuti S-predikati  i 
(koji su redom denisani u (TAU) i (FI)):
(T1) 8x8yF , 8y8xF
(T2) 9x8yF ) 8y9xF
(T3) 8xF , F
(T4) 8x(F ^G), 8xF ^ 8xG
(T5) 8xF _ 8xG) 8x(F _G)
(T6) :8xF , 9x:F
(T7) 8xF , 8x(F , )
(T8) 8x( ) F ), 8xF
(T9) 8x:F , 8x(F , )
(T10) 8x(F , F ^ F )
(T11) 8x(F , F _G)
(T12) 8x(:F _ :G), 8x:(F ^G)
(T13) 8x(:F ^ :G), 8x:(F _G)
(T14) 8x(F ) G)) (8xF ) 8xG)
(T15) 8x(F ) G), 8x(:F _G)
(T16) 8x[(F ) H) ^ (H ) G)]) 8x(F ) G)
(T17) 8x[(F ) G) ^ (H ) K)]) 8x[(F _H)) (G _K)]
(T18) 8x[(F ) G) ^ (H ) K)]) 8x[(F ^H)) (G ^K)]
(T19) 8x[(F ) G) ^ (F ) H)], 8x(F ) G ^H)
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(T20) 8x[(F ) G) ^ (F ) H)], 8x(F ) G _H)
(T21) 8x[(F ) H) ^ (G) H)], 8x(F _G) H)
(T22) 8x[(F ) G) _ (H ) K)]) 8x[(F ^H)) (G _K)]
Dokazivanje korektnosti programa ili nove teoreme S-racuna svodi se na dokazivanje
valjanosti odgovarajuce S-formule za sta nam je dovoljan skroman matematicki aparat,
odnosno, za dokazivanje u S-racunu dovoljno je poznavati aksiome, teoreme i postupke
dokazivanja u predikatskoj logici prvog reda. Sada cemo dokazati jednu teoremu, koja
predstavlja alternativni oblik formule totalne korektnosti (FTK) i koja ce nam biti od
velike koristi za pojednostavljenje pojedinih dokaza koji slede u dalje izlaganju.
Teorema 1.2.4 (Alternativni oblik (FTK)) Sledeca S-formula je validna:
fPgSfQg , 8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z)].
Dokaz.
Posto je:
fPgSfQg $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))],
na osnovu teoreme (T19), desna strana ekvivalencije postaje:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x)) (S(x; z)) Q(z))],
a na osnovu teoreme (T15), postaje:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x)) (:S(x; z) _Q(z))]
 8x[P (x)) 9yS(x; y)] ^ 8x8z[:P (x) _ (:S(x; z) _Q(z))].
Zatim, na osnovu teoreme (T12), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[:(P (x) ^ S(x; z)) _Q(z)]
i konacno, na osnovu teoreme (T19), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z)].

Vezivanje S-racuna za apstraktni skup stanja A predstavlja vazan detalj u ovom
izlaganju, jer dolazimo do zakljucka da za upotrebu Horove logike nije nuzno raspolagati
jednoznacnim opisom svakog apstraktnog stanja ponaosob. Odatle mozemo zakljuciti da
nema potrebe za uvodenjem vektora stanja programa (vektora vrednosti svih program-
skih promenljivih u programu). Poznato je da vektor stanja programa unosi poteskoce
u modelovanje, jer je nejasno kako ga tumaciti kada neke od programskih promenljivih
nisu denisane [27]. Pored toga, vektor stanja je vezan iskljucivo za dati program i ni na
koji nacin ne moze se vezati za skup stanja virtuelne masine kada program nije aktivan.
Dodatne probleme unose potprogrami sa sopstvenim vektorima stanja koji postoje samo
dok je potprogram aktivan. S druge strane, apstraktni skup stanja A se odnosi na neku
virtuelnu masinu, tako da je aktuelan u svakom trenutku, bez obzira na to da li je posma-
trani program aktivan ili nije. U S-racunu apstraktni skup stanja nekog programa A0 jeste
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podskup apstraktnog skupa stanja A, odnosno A0  A, a sa^m program jeste restrikcija na
skupu A0 odgovarajuce S-relacije za koju vazi S  AA.
1.3 Opsti zakoni Horove logike
U ovom poglavlju cemo razmotriti opste zakone Horove logike [3] [35], kao sto su zakoni
konsekvencije, konjunkcije, disjunkcije i negacije. Opsti zakoni su u Horovoj logici dati
u vidu pravila, a u ovom izlaganju mi ih razmatramo kao teoreme S-racuna. Pojedine
teoreme cemo dokazati i pomocu automatskog dokazivaca Coq.
Teorema 1.3.1 (Zakoni konsekvencije) Sledece S-formule su valjane:
a.) 8x(P (x)) R(x)) ^ fRgSfQg ) fPgSfQg,
b.) fPgSfRg ^ 8z(R(z)) Q(z)) ) fPgSfQg,
c.) 8x(U(x)) P (x)) ^ 8z(Q(z)) V (z)) ^ fPgSfQg ) fUgSfV g.
Dokaz.
a.) Posto je:
fRgSfQg $ 8x[R(x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))],
leva strana implikacije se moze napisati ovako:
8x(P (x)) R(x)) ^ 8x[R(x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))]
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q(z)))],
tj.
fPgSfQg.
b.) Na osnovu teoreme 1.2.4, leva strana implikacije moze se napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) R(z)] ^ 8z(R(z)) Q(z))
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z)],
tj.
fPgSfQg.
c.) Na osnovu teoreme 1.3.1:a:), leva strana implikacije se moze napisati ovako:
8z(Q(z)) V (z)) ^ fUgSfQg
i na osnovu teoreme 1.3.1:b:), dobijamo:
fUgSfV g.

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Teoreme 1.3.1 se mogu dokazati automatskim dokazivacem Coq, sto je dato u prilogu
A. Najzad, na osnovu Teoreme (T3), iz teorema 1.3.1 dobijamo poznata Horova pravila
konsekvencije [3] [35]:
(P ) R); fRgSfQg
fPgSfQg ;
fPgSfRg; (R) Q)
fPgSfQg i
(U ) P ); (Q) V ); fPgSfQg
fUgSfV g :
Teorema 1.3.2 (Zakoni konjunkcije) Sledece S-formule su valjane:
a.) fPgSfQg ^ fRgSfWg ) fP _RgSfQ _Wg,
b.) fPgSfQg ^ fRgSfWg ) fP ^RgSfQ ^Wg.
Dokaz.
a.) Na osnovu teoreme 1.2.4, leva strana implikacije se moze napisati ovako:
8x[P (x) ) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z) ) Q(z)] ^ 8x[R(x) ) 9yS(x; y)] ^
8x8z[R(x) ^ S(x; z))W (z)].
Na osnovu teoreme (T17), dobijamo:
8x[(P (x)_R(x))) 9yS(x; y)]^8x8z[((P (x)^S(x; z))_(R(x)^S(x; z)))) (Q(z)_
W (z))]
 8x[(P (x) _ R(x)) ) 9yS(x; y)] ^ 8x8z[((P (x) _ R(x)) ^ (S(x; z) _ S(x; z))) )
(Q(z) _W (z))]
 8x[(P (x)_R(x))) 9yS(x; y)]^ 8x8z[(P (x)_R(x))^ S(x; z)) (Q(z)_W (z))],
tj.
fP _RgSfQ _Wg.
b.) Na osnovu teoreme 1.2.4, leva strana implikacije se moze napisati ovako:
8x[P (x) ) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z) ) Q(z)] ^ 8x[R(x) ) 9yS(x; y)] ^
8x8z[R(x) ^ S(x; z))W (z)].
Na osnovu teoreme (T18), dobijamo:
8x[(P (x)^R(x))) 9yS(x; y)]^8x8z[((P (x)^S(x; z))^(R(x)^S(x; z)))) (Q(z)^
W (z))]
 8x[(P (x)^R(x))) 9yS(x; y)]^ 8x8z[(P (x)^R(x))^ S(x; z)) (Q(z)^W (z))],
tj.
fP ^RgSfQ ^Wg.

Posledica 1.3.3 (Zakon rezolucije) Sledeca S-formula je valjana:
fPgSfQg ^ f:PgSfWg ) fgSfQ _Wg.
Dokaz.
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Ako u teoremi 1.3.2:a:) zamenimo R sa :P dobijamo:
fPgSfQg ^ f:PgSfWg ) fP _ :PgSfQ _Wg,
tj.
fPgSfQg ^ f:PgSfWg ) fgSfQ _Wg.

Teorema 1.3.4 (Zakoni disjunkcije) Sledeca S-formula je valjana:
fPgSfQg _ fRgSfWg ) fP ^RgSfQ _Wg.
Dokaz.
Na osnovu teoreme 1.2.4, leva strana implikacije se moze napisati ovako:
(8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z)]) _ (8x[R(x)) 9yS(x; y)] ^
8x8z[R(x) ^ S(x; z))W (z)])
 (8x[P (x) ) 9yS(x; y)] _ 8x[R(x) ) 9yS(x; y)]) ^ (8x8z[P (x) ^ S(x; z) )
Q(z)] _ 8x8z[R(x) ^ S(x; z))W (z)]).
Na osnovu teoreme (T22), dobijamo:
8x[(P (x)^R(x))) 9yS(x; y)] ^ 8x8z[(P (x)^S(x; z))^ (R(x)^S(x; z))) (Q(z)_
W (z))]
 8x[(P (x)^R(x))) 9yS(x; y)] ^ 8x8z[(P (x)^R(x))^S(x; z)) (Q(z)_W (z))],
tj.
fP ^RgSfQ _Wg.

Teoreme 1.3.2:a), 1.3.2:b) i 1.3.4 se mogu dokazati automatskim dokazivacem Coq,
sto je dato u prilogu A.
Teorema 1.3.5 (Zakoni konjunkcije i disjunkcije) Sledece S-formule su valjane:
a.) fP _RgSfQg , fPgSfQg ^ fRgSfQg,
b.) fPgSfQ ^Rg , fPgSfQg ^ fPgSfRg,
c.) fP _ UgSfQ ^Wg , fPgSfQg ^ fUgSfWg ^ fPgSfWg ^ fUgSfQg,
d.) fPgSfQg _ fPgSfWg ) fPgSfQ _Wg.
Dokaz.
a.) Leva strana ekvivalencije se moze napisati ovako:
8x[(P (x) _R(x))) 9yS(x; y) ^ 8z(S(x; z)) Q(z))]
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i na osnovu teoreme (T21), dobijamo:
8x[(P (x) ) 9yS(x; y) ^ 8z(S(x; z) ) Q(z))) ^ (R(x) ) 9yS(x; y) ^ 8z(S(x; z) )
Q(z)))],
tj.
fPgSfQg ^ fRgSfQg.
b.) Na osnovu teoreme 1.2.4, leva strana ekvivalencije se moze napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z) ^R(z)]
i na osnovu teoreme (T18), dobijamo:
8x[P (x)) 9yS(x; y)]^8x8z[P (x)^S(x; z)) Q(z)]^8x8z[P (x)^S(x; z)) R(z)]
 8x[P (x) ) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z) ) Q(z)] ^ 8x[P (x) ) 9yS(x; y)] ^
8x8z[P (x) ^ S(x; z)) R(z)],
tj.
fPgSfQg ^ fPgSfRg.
c.) Na osnovu teoreme 1.3.5:a:) i leve strane ekvivalencije dobijamo:
fP _ UgSfQ ^Wg , fPgSfQ ^Wg ^ fUgSfQ ^Wg
i na osnovu teoreme 1.3.5:b:), dobijamo:
fPgSfQ^Wg ^ fUgSfQ^Wg , fPgSfQg ^ fUgSfWg ^ fPgSfWg ^ fUgSfQg.
d.) Ako u teoremi 1.3.4 zamenimo R sa P dobijamo:
fPgSfQg _ fPgSfWg ) fP ^ PgSfQ _Wg
i na osnovu teoreme (T10), dobijamo:
fPgSfQg _ fPgSfWg ) fPgSfQ _Wg.

Teorema 1.3.6 (Opsti zakon iskljucenja cuda) Sledeca S-formula je valjana:
fPgSfg , (P , ), i.e. fPgSfg , :P .
Dokaz.
Leva strana ekvivalencije se moze napisati ovako:
8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) (z)))].
Posto je S-formula 8x8z(S(x; z) ) (z)) valjana akko je 8x8z:S(x; z) valjana,
dobijamo:
8x[P (x)) (9yS(x; y) ^ 8z:S(x; z))]  8x[P (x)) (x)]
i na osnovu teoreme (T9), dobijamo:
8x:P (x),
tj.
:P .

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Teorema 1.3.7 (Zakoni negacije) Sledece S-formule su valjane:
a.) fPgSfQg ^ fRgSf:Qg ) :(P ^R),
b.) fPgSfQg ^ fPgSf:Qg , 8x:P (x),
c.) [fPgSf:Qg ) :fPgSfQg] , 9xP (x),
d.) fPgSfQg ^ f:PgSfQg , 8x9yS(x; y) ^ 8x8z(S(x; z)) Q(z)),
e.) 9x9zS(x; z) ^ :Q(z) ) [f:PgSfQg ) :fPgSfQg].
Dokaz.
a.) Ako u teoremi 1.3.2:b:) zamenimo W sa :Q, dobijamo:
fPgSfQg ^ fRgSf:Qg ) fP ^RgSfQ ^ :Qg
 fPgSfQg ^ fRgSf:Qg ) fP ^RgSfg
i na osnovu teoreme 1.3.6, dobijamo:
fPgSfQg ^ fRgSf:Qg ) :(P ^R).
b.) Ako u teoremi 1.3.5:b:) zamenimo R sa :Q, dobijamo:
fPgSfQg ^ fPgSf:Qg , fPgSfQ ^ :Qg
 fPgSfQg ^ fPgSf:Qg , fPgSfg
i na osnovu teoreme 1.3.6, dobijamo:
fPgSfQg ^ fPgSf:Qg , :P ,
tj.
fPgSfQg ^ fPgSf:Qg , 8x:P (x).
c.) Na osnovu teoreme (T15), leva strana ekvivalencije postaje:
:fPgSf:Qg _ :fPgSfQg
a zatim, na osnovu teoreme (T12), dobijamo:
:[fPgSf:Qg ^ fPgSfQg].
Nakon toga, na osnovu teoreme 1.3.7:b:), dobijamo:
:[8x:P (x)]
i najzad, na osnovu teoreme (T6), dobijamo:
9xP (x).
d.) Ako u teoremi 1.3.5:a:) zamenimo R sa :P dobijamo:
fP _ :PgSfQg
 fgSfQg.
Posto je:
fgSfQg $ 8x[(x)) 9yS(x; y) ^ 8z(S(x; z)) Q(z))],
na osnovu teoreme (T8), dobijamo:
8x[9yS(x; y) ^ 8z(S(x; z)) Q(z))].
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e.) Na osnovu teoreme (T15), desna strana ekvivalencije se moze napisati ovako:
:f:PgSfQg _ :fPgSfQg
i na osnovu teoreme (T12), dobijamo:
:[f:PgSfQg ^ fPgSfQg].
Zatim, na osnovu teoreme 1.3.7:d:), dobijamo:
:8x[9yS(x; y) ^ 8z(S(x; z)) Q(z))]
 9x:[9yS(x; y) ^ 8z(S(x; z)) Q(z))].
Na osnovu teoreme (T13), dobijamo:
9x[:9yS(x; y) _ :8z(S(x; z)) Q(z))]
 9x[8y:S(x; y) _ 9z:(S(x; z)) Q(z))]
i na osnovu teoreme (T15), dobijamo:
9x[8y:S(x; y) _ 9z:(:S(x; z) _Q(z))].
Nakon toga, na osnovu teoreme (T12), dobijamo:
9x[8y:S(x; y) _ 9z(S(x; z) ^ :Q(z))]
 9x8y:S(x; y) _ 9x9z(S(x; z) ^ :Q(z))
i najzad, na osnovu teoreme (T11), dobijamo:
9x9z(S(x; z) ^ :Q(z))) 9x9z(S(x; z) ^ :Q(z)) _ 9x8y:S(x; y).

Teoreme 1.3.6, 1.3.7:a) i 1.3.7:b) se mogu dokazati automatskim dokazivacem Coq,
sto je dato u prilogu A.
Posledica 1.3.8 Sledeca S-formula je valjana:
fPgSfQg ^ fPgSf:Qg , (P , ).
Dokaz.
Na osnovu teoreme 1.3.7:b:), dobijamo:
8x:P (x),
tj.
P , .

Posledica 1.3.9 Sledeca S-formula je valjana:
[fPgSf:Qg ) :fPgSfQg] , :(P , ).
Dokaz.
Na osnovu teoreme 1.3.7:c:), dobijamo:
9xP (x)
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 :(8x:P (x)),
tj.
:(P , ).

1.4 Veza totalne i parcijalne korektnosti
Neka su:
A  8xP (x),
B  8x9yS(x; y),
C  8x8z(S(x; z)) Q(z)).
Sada S-formule (FTK) i (FPK) mozemo napisati u ovom obliku:
fPgSfQg $ A) B ^ C,
PfSgQ $ A ^B ) C.
S-formule A ) B ^ C i A ^ B ) C cemo napisati u savrsenoj konjunktivnoj i
savrsenoj disjunktivnoj normalnoj formi. Savrsena konjunktivna normalna forma izgleda
ovako:
fPgSfQg $ (:A _ :B _ C) ^ (:A _B _ :C) ^ (:A _B _ C)
 (:A _ :B _ C) ^ ((:A _B) _ :C) ^ ((:A _B) _ C)
 (:A _ :B _ C) ^ ((:A _B) _ (:C ^ C))
 (:A _ :B _ C) ^ ((:A _B) _ ?)
 (:A _ :B _ C) ^ (:A _B)
 (:A _ :B _ C) ^ (A) B),
PfSgQ $ (:A _ :B _ C),
odakle ocigledno vazi:
fPgSfQg , PfSgQ ^ (A) B);
odnosno
fPgSfQg , PfSgQ ^ 8x(P (x)) 9yS(x; y)):
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Savrsena disjunktivna normalna forma izgleda ovako:
fPgSfQg $ (A^B^C)_(:A^B^C)_(:A^B^:C)_(:A^:B^C)_(:A^:B^:C),
PfSgQ $ fPgSfQg _ (A ^ :B ^ C) _ (A ^ :B ^ :C)
 fPgSfQg _ ((A ^ :B) ^ (C _ :C))
 fPgSfQg _ ((A ^ :B) ^ >)
 fPgSfQg _ (A ^ :B)
 fPgSfQg _ :(:A _B)
 fPgSfQg _ :(A) B),
odakle ocigledno vazi:
PfSgQ , fPgSfQg _ :(A) B);
odnosno
PfSgQ , fPgSfQg _ :8x(P (x)) 9yS(x; y)):
1.5 Specijalne S-relacije
U Horovoj logici, tzv. specijalne sintaksne jedinice, kao sto su if-then, if-then-else, while
itd. se uvode pravilima, dok se dodela uvodi aksiomom [3] [35]. S-racun sve specijalne
sintaksne jedinice razmatra kroz denisanje odgovarajucih S-formula. Drugim recima, u
S-racunu za svaku specijalnu sintaksnu jedinicu (npr. dodelu) denisemo odgovarajucu
S-relaciju, koja jeste neki podskup skupa A  A, gde je A apstraksni skup stanja. Raz-
motrimo sada smisao ove ideje za sintaksnu jedinicu dodela. Neka je data programska
promenljiva a tipa integer. Sintaksna jedinica a := 5; jeste interpretacija S-relacije Sa:=5;
koja virtuelnu masinu prebacuje iz stanja x u stanje y, gde stanje x interpretiramo kao
stanje u kojem programska promenljiva a ima neku vrednost iz njenog domena Dinteger,
tj. x : a 2 Dinteger, a stanje y interpretiramo kao stanje u kojem programska promenljiva
a ima vrednost 5, tj. y : a = 5. Dakle, S-relaciju Sa:=5; denisemo kao skup uredenih
parova (x; y), x; y 2 A za koje vazi x : a 2 Dinteger i y : a = 5 ili pomocu S-formule
8x8ySa:=5;(x; y), x : a 2 Dinteger ^ y : a = 5.
Neka x; y; y1; y2; : : : ; yn; z 2 A, gde je A apstraktni skup stanja i neka je a program-
ska promenljiva tipa Type. Sada cemo prikazati denicije specijalnih S-relacija abort,
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no-operation, dodela, if-then-else, if-then:
Denicija 1.5.1 (Abort) S-relacija Sabort se denise:
a.) kao skup Sabort = ;, ili
b.) S-formulom 8x8ySabort(x; y) , (x).
Denicija 1.5.2 (No-operation) S-relacija Snop se denise:
a.) kao skup Snop = f(x; y)jx = yg, ili
b.) S-formulom 8x8ySnop(x; y) , x = y.
Denicija 1.5.3 (Dodela) S-relacija Sa:=e; se denise:
a.) kao skup Sa:=e; = f(x; y)jx : a 2 DType ^ y : a = eg, ili
b.) S-formulom 8x8ySa:=e;(x; y) , x : a 2 DType ^ y : a = e.
Denicija 1.5.4 (If-then-else) S-relacija Sif then else se denise:
a.) kao skup Sif then else = f(x; y)j(B(x) ^ S1(x; y)) _ (:B(x) ^ S2(x; y))g, ili
b.) S-formulom 8x8ySif then else(x; y) , (B(x) ^ S1(x; y)) _ (:B(x) ^ S2(x; y)).
Denicija 1.5.5 (If-then) S-relacija Sif then se denise:
a.) kao skup Sif then = f(x; y)j(B(x) ^ S(x; y)) _ (:B(x) ^ Snop(x; y))g, ili
b.) S-formulom 8x8ySif then(x; y) , (B(x) ^ S(x; y)) _ (:B(x) ^ Snop(x; y)).
Denicija 1.5.6 (Sekvenca) S-relacija S[S1;S2] se denise:
a.) kao skup S[S1;S2] = f(x; y)j9z(S1(x; z) ^ S2(z; y))g, ili
b.) S-formulom 8x8yS[S1;S2](x; y) , 9z(S1(x; z) ^ S2(z; y)).
Determinizam u S-racunu se posmatra kao specijalan slucaj indeterminizma. De-
terministicku sintaksnu jedinicu opisuje S-relacija u kojoj za svaka dva uredena para
stanja (x1; y1) 2 S i (x2; y2) 2 S vazi (x1 = x2) ) (y1 = y2). Drugim recima, S-
relacija opisuje indeterministicku sintaksnu jedinicu akko S nije funkcija. Posmatrajmo
sada funkciju random() koja predstavlja jednostavan generator slucajnih brojeva iz skupa
f0; 1g. Povratnu vrednost funkcije cemo oznaciti sa retV alue, a stanja y0 i y1 cemo inter-
pretirati sa y0 : retV alue = 0 i y1 : retV alue = 1.
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Denicija 1.5.7 (Random) S-relacija Srandom se denise:
a.) kao skup Srandom = f(x; y0); (x; y1)g, ili
b.) S-formulom 8x8ySrandom(x; y) , y : retV alue = 0 _ retV alue = 1.
Razmatranje petlji je nesto komplikovanije, a uzrok tome je cinjenica da postoje tri
vrste ponasanja while petlje:
1.) Petlja ne terminira pocev od inicijalnog stanja x.
2.) Petlja potencijalno terminira pocev od inicijalnog stanja x (npr. kada terminiranje
petlje zavisi od neke indeterministicke sintaksne jedinice koja se nalazi u njenom
telu).
3.) Petlja garantovano terminira pocev od inicijalnog stanja x.
Denicija 1.5.8 (While petlja { potencijalno terminirajuca)
S-relacija SPwhile se denise:
a.) kao skup SPwhile = f(x; y)j[:B(x)^Snop(x; y)]_[B(x)^S(x; y)^:B(y)]_[9y19y2 : : :9yn
B(x)^S(x; y1)^B(y1)^S(y1; y2)^B(y2)^S(y2; y3)^  ^B(yn)^S(yn; y)^:B(y)]g,
ili
b.) S-formulom 8x8ySPwhile(x; y) , [:B(x) ^ Snop(x; y)] _ [B(x) ^ S(x; y) ^ :B(y)] _
[9y19y2 : : :9ynB(x) ^ S(x; y1) ^B(y1) ^ S(y1; y2) ^B(y2) ^ S(y2; y3) ^    ^B(yn) ^
S(yn; y) ^ :B(y)].
Denicija 1.5.9 (While petlja { garantovano terminirajuca)
S-relacija SGwhile se denise:
a.) kao skup SGwhile = f(x; y)j[:B(x)^Snop(x; y)]_[B(x)^S(x; y)^:B(y)]_[8y18y2 : : :8yn
B(x)^S(x; y1)^B(y1)^S(y1; y2)^B(y2)^S(y2; y3)^  ^B(yn)^S(yn; y)^:B(y)]g,
ili
b.) S-formulom 8x8ySGwhile(x; y) , [:B(x) ^ Snop(x; y)] _ [B(x) ^ S(x; y) ^ :B(y)] _
[8y18y2 : : :8ynB(x) ^ S(x; y1) ^B(y1) ^ S(y1; y2) ^B(y2) ^ S(y2; y3) ^    ^B(yn) ^
S(yn; y) ^ :B(y)].
S-formule koje denisu S-relacije SPwhile i S
G
while u sebi sadrze tri disjunkta. Prvi
dusjunkt 8x8y:B(x) ^ Snop(x; y) pokriva slucaj kada se telo petlje uopste nece izvrsiti.
Drugi disjunkt 8x8yB(x)^S(x; y)^:B(y) pokriva slucaj kada ce se telo petlje izvrsiti tacno
jedanput. Treci disjunkt je n + 2-arna S-formula gde je n broj medustanja y1; y2; : : : ; yn
kroz koja petlja prolazi. S-formule SPwhile i S
G
while se razlikuju u trecem disjunktu, u kojem
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SPwhile sadrzi egzistencijalne kvantikatore (tj. 9y19y2 : : :9yn) dok SGwhile sadrzi univerzalne
kvantikatore (tj. 8y18y2 : : :8yn).
Ocigledno, S-relacija SGwhile je strozija od S
P
while, tj. vazi S
G
while  SPwhile, odnosno
8x8ySGwhile(x; y) ) SPwhile(x; y). Drugim recima, ako (x; y) 2 SGwhile, tada (x; y) 2 SPwhile,
a obrnuto ne vazi. Ako sada analiziramo jednu while petlju, koristeci obe S-relacije,
dobijamo kompletnu sliku o njenom ponasanju:
1.) Ako inicijalo stanje x zadovoljava 8z; (x; z) =2 SPwhile tada petlja ne terminira pocev
od stanja x.
2.) Ako inicijalo stanje x zadovoljava 9z; (x; z) 2 SPwhile ^ (x; z) =2 SGwhile tada petlja
potencijalno terminira pocev od stanja x.
3.) Ako inicijalo stanje x zadovoljava 9z; (x; z) 2 SGwhile tada petlja garantovano ter-
minira pocev od stanja x.
Razmatranja petlji koje potencijalno terminiraju i koje ne terminiraju imaju vise
teorijski znacaj, dok za programersku praksu najznacajnije je razmatranje petlji koje
garantovano terminiraju. Pored garantovanog terminiranja, vazno je da i vremenski in-
terval terminiranja bude prihvatljiv [37]. U Primeru 1.5.3 cemo pokazati da beskonacnoj
petlji odgovara S-relacija koja je prazan skup, sto po deniciji 1.5.1 odgovara naredbi
abort. U Primeru 1.5.6 cemo razmatrati potencijalno terminirajucu petlju, gde postoji
ocigledna razlika izmedu S-formula SPwhile i S
G
while. S-formula S
G
while eliminise sva inici-
jalna stanja pocev od kojih petlja potencijalno terminira i tako obezbeduje da terminiranje
bude garantovano. Takode, S-formula SGwhile eliminise problem postojanja Dajkstrinog op-
eratora wp i obezbeduje da u S-racunu on uvek postoji, sto cemo ilustrovati u Primeru
1.6.1.
U prethodnom poglavlju dokazane su teoreme koje predstavljaju opste zakone Horove
logike. U ovom poglavlju, specijalne sintaksne jedinice razmatramo pomocu odgovarajucih
specijalnih S-relacija koje smo uveli denicijama. Na ovaj nacin razvili smo mehanizam
pomocu kojeg se moze dokazati korektnost sintaksne jedinice u odnosu na zadatu speci-
kaciju. Svaka sintaksna jedinica se posmatra kao interpretacija odgovarajuce S-relacije,
a programska specikacija kao ureden par S-predikata (P;Q), gde je P preduslov, a Q
postuslov. Ocigledno, dokazivanje kako totalne tako i parcijalne korektnosti sintaksne je-
dinice u odnosu na zadatu specikaciju svodi se na dokazivanje valjanosti odgovarajuce
S-formule u kojoj guriraju S-relacija S i S-predikati P i Q. Glavne prednosti ovakvog
pristupa dokazivanja korektnosti su opstost i jednostavnost. Opstost se postize iz same
cinjenice da je S-racun baziran na apstraktnom skupu stanja neke virtuelne masine. Jed-
nostavnost S-racuna je u tome sto za dokazivanje nije potrebno poznavati narocito slozen
matematicki aparat. Da bi se dokazala korektnosti programa ili nova teorema S-racuna
dovoljno je poznavati predikatsku logiku prvog reda.
Razne teorije, koje se bave opisivanjem i analizom programske semantike, a koriste
interpretirani skup stanja ne razmatraju deklaracije programskih promenljivih. Razlog
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je u tome sto kod interpretiranog skupa stanja svako stanje je opisano vektorom stanja,
pa bi pokusaj razmatranja deklaracije programske promenljive izazvao probleme, jer je
nejasno kako tumaciti vektor stanja u trenutku kada neke od programskih promenljivih
jos nisu denisane. Cinjenica da S-racun koristi apstraktni skup stanja se moze iskoristiti
za razmatranje semantike deklaracije programske promenljive. U S-racunu za deklaraciju
programske promenljive posmatramo odgovarajucu S-relaciju, koju uvodimo denicijom:
Denicija 1.5.10 (Deklaracija) S-relacija Sa:Type; se denise:
a.) kao skup Sa:Type; = f(x; y)jy : a 2 DTypeg, ili
b.) S-formulom 8x8ySa:Type;(x; y) , y : a 2 DType.
Mogucnost razmatranja deklaracije programske promenljive, takode, predstavlja
prednost S-racuna i ima poseban znacaj za opisivanje i analizu semantike programskih
jezika kod kojih se deklaracija programske promenljive tretira kao naredba (npr. C/C++
[99] [29] [70] [71]) ili kod kojih se cak moze pojaviti bilo gde unutar ko^da (npr. Java
[30] [98]). Na taj nacin, S-racun otvara mogucnost za automatsku verikaciju takvih
programa.
1.5.1 Primer
Dokazacemo da je data S-relacija S:
S : a : integer; a := 5; if a > 0 then a := 10 else a := 100;
korektna u odnosu na specikaciju, koja je data kao ureden par S-predikata (P;Q), gde
je preduslov P : >, a postulsov Q : a = 10.
Dakle, treba dokazati valjanost S-formule fPgSfQg. Pored P , S i Q, uvodimo i
sledece oznake:
S1 : a : integer;
S2 : a := 5; if a > 0 then a := 10 else a := 100;
S3 : a := 5;
S4 : if a > 0 then a := 10 else a := 100;
S5 : a := 10;
S6 : a := 100;
R : a 2 Dinteger
T : a = 5
B : a > 0
W : a = 10
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U : a = 100
Dokazacemo totalnu korektnost S-relacije S u odnosu na specikaciju (;W ), tj.
dokazacemo valjanost S-formule fgSfWg. S-relacija S je sekvenca [S1;S2], pa na os-
novu denicije 1.5.6 sledi da je sledeca S-formula valjana:
8x8yS(x; y), 9zS1(x; z) ^ S2(z; y). (1)
Sada cemo dokazati da je S-relacija S1 totalno korektna u odnosu na specikaciju
(;R), tj. dokazacemo valjanost S-formule fgS1fRg. S1 je deklaracija programske
promenljive a : integer, pa prema deniciji 1.5.10 sledi da su sledece S-formule valjane:
8x8yS1(x; y), y : a 2 Dinteger, (2)
fgS1fRg. (3)
Zatim cemo dokazati da je S-relacija S2 totalno korektna u odnosu na specikaciju
(R;W ), tj. dokazacemo valjanost S-formule fRgS2fWg. S-relacija S2 je sekvenca [S3;S4].
Na osnovu denicije 1.5.6 sledi da je sledeca S-formula valjana:
8x8yS2(x; y), 9zS3(x; z) ^ S4(z; y) (4)
S-relacija S3 je dodela. Na osnovu denicije 1.5.3 sledi da su sledece S-formule val-
jane:
8x8zS3(x; z), x : a 2 Dinteger ^ z : a = 5, (5)
fRgS3fTg, (6)
B(z). (7)
S-relacije S5 i S6 su dodele. Na osnovu denicije 1.5.3 S-formule (8) - (11) su valjane:
8z8yS5(z; y), z : a 2 Dinteger ^ y : a = 10, (8)
fRgS5fWg, (9)
8z8yS6(z; y), z : a 2 Dinteger ^ y : a = 100, (10)
fRgS6fUg. (11)
Posto T ) R, na osnovu teoreme 1.3.1:a:) sledece S-formule su valjane:
fTgS5fWg, (12)
fTgS6fUg. (13)
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S-relacija S4 je if-then-else, pa na osnovu denicije 1.5.4 sledece S-formule su valjane:
8z8yS4(z; y), (B(z) ^ S5(z; y)) _ (:B(z) ^ S6(z; y)). (14)
Na osnovu (7), (12) i (14) dobijamo:
fTgS4fWg. (15)
Na osnovu (4), (6) i (15) dobijamo:
fRgS2fWg. (16)
Na osnovu (1), (3) i (16) dobijamo:
fgSfWg.
Posto P )  i W ) Q, na osnovu teoreme 1.3.1:c:) zakljucujemo da je S-formula
fPgSfQg
valjana, sto je i trebalo dokazati.
1.5.2 Primer
Dokazacemo da je data S-relacija S:
S : while i <= n do begin f := f  i; i := i+ 1 end;
korektna u odnosu na specikaciju (P;Q), gde je preduslov P : i = 2 ^ n = 4 ^ f = 1 i
postuslov Q : f = 24.
Drugim recima, treba dokazati valjanost S-formule fPgSfQg. Pored S, P i Q,
uvodimo i sledece oznake:
R : i = 5 ^ n = 4 ^ f = 24
B : i <= n
S1 : f := f  i; i := i+ 1;
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S2 : f := f  i;
S3 : i := i+ 1;
Na osnovu denicije 1.5.3, sledece S-formule su valjane:
8x8z1S2(x; z1) , x : i = 2 ^ n = 4 ^ f = 1 ^ z1 : i = 2 ^ n = 4 ^ f = 2,
8z18y1S3(z1; y1) , z1 : i = 2 ^ n = 4 ^ f = 2 ^ y1 : i = 3 ^ n = 4 ^ f = 2,
pa na osnovu denicije 1.5.6, dobijamo:
8x8y1S1(x; y1) , x : i = 2 ^ n = 4 ^ f = 1 ^ y1 : i = 3 ^ n = 4 ^ f = 2. (17)
Iz S-formule (17) zakljucujemo da su sledece S-formule valjane:
8xB(x), (18)
8y1B(y1). (19)
Na osnovu denicije 1.5.3, sledece S-formule su valjane:
8y18z2S2(y1; z2) , y1 : i = 3 ^ n = 4 ^ f = 2 ^ z2 : i = 3 ^ n = 4 ^ f = 6,
8z28y2S3(z2; y2) , z2 : i = 3 ^ n = 4 ^ f = 6 ^ y2 : i = 4 ^ n = 4 ^ f = 6,
pa na osnovu denicije 1.5.6, dobijamo:
8y18y2S1(y1; y2) , y1 : i = 3 ^ n = 4 ^ f = 2 ^ y2 : i = 4 ^ n = 4 ^ f = 6. (20)
Iz S-formule (20) zakljucujemo da je sledeca S-formula valjana:
8y2B(y2). (21)
Na osnovu denicije 1.5.3, sledece S-formule su valjane:
8y28z3S2(y2; z3) , y2 : i = 4 ^ n = 4 ^ f = 6 ^ z3 : i = 4 ^ n = 4 ^ f = 24,
8z38yS3(z3; y) , z3 : i = 4 ^ n = 4 ^ f = 24 ^ y : i = 5 ^ n = 4 ^ f = 24,
pa na osnovu denicije 1.5.6, dobijamo:
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8y28yS1(y2; y) , y2 : i = 4 ^ n = 4 ^ f = 6 ^ y : i = 5 ^ n = 4 ^ f = 24. (22)
Iz S-formule (22) zakljucujemo da je sledeca S-formula valjana:
8y:B(y). (23)
Iz S-formula (17) - (23) zakljucujemo da je sledeca S-formula valjana:
8x8yS(x; y) , 8y18y2B(x) ^ S1(x; y1) ^B(y1) ^ S1(y1; y2) ^B(y2) ^ S1(y2; y) ^ :B(y)
i da terminiranje S pocev od inicijalnog stanja x je garantovano (denicija 1.5.9). Za-
kljucujemo da je sledeca S-formula valjana:
fPgSfRg.
Posto R) Q, na osnovu teoreme 1.3.1:b:) zakljucujemo da je S-formula:
fPgSfQg
valjana, sto je i trebalo dokazati.
1.5.3 Primer (Beskonacna petlja)
Dokazimo 8x8yS(x; y), (x), gde je:
S : while > do S1;
Neka je:
B : >
Ocigledno
8xB(x).
Neka je:
8x8y1S1(x; y1)
8y18y2S1(y1; y2)
: : :
8yk 18ykS1(yk 1; yk)
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8yk8yk+1S1(yk; yk+1)
: : :
Matematickom indukcijom cemo dokazati da program ne terminira pocev od inici-
jalnog stanja x. Nakon prvog prolaza virtuelna masina se nalazi u stanju y1 i vazi B(y1),
pa ocigledno program ne terminira nakon prvog prolaza. Pretpostavimo da program nije
terminirao nakon k-tog prolaza i da se virtuelna masina nalazi u stanju yk i vazi B(yk),
tada nakon k+1-og prolaza masina ce biti u stanju yk+1 i vazice B(yk+1). Dakle, program
nece terminirati ni nakon k + 1-og prolaza. Na osnovu denicije 1.5.8 zakljucujemo da
nasa S-relacija ne sadrzi nijedan ureden par (x; y), gde je x pocetno, a y zavrsno stanje.
Dakle, dokazali smo da za bilo koje pocetno stanje x zavrsno stanje ne postoji, odnosno
zakljucujemo da je S prazan skup. Nas dokaz smo izveli tako sto smo S razmatrali kao
potencijalno terminirajucu petlju, ali s obzirom da vazi SGwhile  SPwhile, a to znaci kada bi
istu petlju razmatrali kao garantovano terminirajucu (denicija 1.5.9) opet bi dobili isti
rezultat, tj. S = ;. Najzad, zakljucujemo
8x8yS(x; y) , (x),
sto je i trebalo dokazati.
1.5.4 Primer
Dokazimo 8x8yS(x; y), [x : a  0 ^ y : a  0], gde je:
S : while a > 0 do a := a+ 1;
Neka je:
S1 : a := a+ 1;
B : a > 0
Ocigledno
8x : a > 0; B(x),
8x : a  0; :B(x).
Na osnovu denicije 1.5.9, dobijamo:
8x : a  0;8yS(x; y), :B(x) ^ Snop(x; y), >^ Snop(x; y), Snop(x; y),
odnosno
8x8yS(x; y), x : a  0 ^ y = x,
tj.
8x8yS(x; y), x : a  0 ^ y : a  0.
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Oznakama a0; a00; : : : ; a(k) cemo oznaciti vrednosti programske promenljive a nakon
prvog, drugog,..., k-tog prolaza. S-relacija S1 je dodela (denicija 1.5.3), pa dobijamo
sledece S-formule:
8x8y1S1(x; y1) , x : a > 0 ^ y1 : a0 = a+ 1
8y18y2S1(y1; y2) , y1 : a0 > 0 ^ y2 : a00 = a0 + 1
: : :
8yk 18ykS1(yk 1; yk) , yk 1 : a(k 1) > 0 ^ yk : a(k) = a(k 1) + 1
8yk8yk+1S1(yk; yk+1) , yk : a(k) > 0 ^ yk+1 : a(k+1) = a(k) + 1
: : :
Dokaz da program ne terminira pocev od pocetnog stanja x : a > 0 izvescemo in-
dukcijom. Nakon prvog prolaza virtuelna masina se nalazi u stanju y1 : a
0 = a + 1 i
vazi B(y1), pa ocigledno program ne terminira nakon prvog prolaza. Pretpostavimo da
program nije terminirao nakon k-tog prolaza i da se virtuelna masina nalazi u stanju
yk : a
(k) = a(k 1) + 1 i vazi B(yk), tada nakon k + 1-og prolaza masina ce biti u stanju
yk+1 : a
(k+1) = a(k) + 1 i vazice B(yk+1), pa zakljucujemo da ni nakon k + 1-og prolaza
program nece terminirati. Na osnovu denicije 1.5.8 (slicno kao u Primeru 1.5.3), dobi-
jamo:
8x : a > 0;8yS(x; y), (x).
Dakle, dokazali smo da pocev od stanja x : a  0 petlja garantovano terminira, a da
pocev od stanja x : a > 0 ne terminira. Najzad, dobijamo:
8x8yS(x; y) , [x : a  0 ^ y : a  0] _ (x),
tj.
8x8yS(x; y) , [x : a  0 ^ y : a  0],
sto je i trebalo dokazati.
1.5.5 Primer
Uovom primeru cemo dokazati 8x8yS(x; y), [x : a = 0 ^ y : a = 1] _ [x : a 6= 0 ^ y = x],
gde je:
S : while a = 0 do a := a+ 1;
Neka je:
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S1 : a := a+ 1;
B : a = 0
Ocigledno
8x : a = 0; B(x),
8x : a 6= 0; :B(x).
S-relacija S1 je dodela (denicija 1.5.3), pa dobijamo sledece S-formule:
8x : a = 0;8yS1(x; y), x : a = 0 ^ y : a = 1.
Na osnovu denicije 1.5.9, dobijamo:
8x : a = 0;8yS(x; y), :B(x) ^ :B(y) ^ S1(x; y), >^> ^ [x : a = 0 ^ y : a = 1],
tj.
8x8yS(x; y), x : a = 0 ^ y : a = 1.
S druge strane, dobijamo i ovo:
8x : a 6= 0;8yS(x; y), :B(x) ^ Snop(x; y), >^ [x : a 6= 0 ^ y = x],
tj.
8x8yS(x; y), x : a 6= 0 ^ y = x.
Dokazali smo da pocev od stanja x : a 2 DType petlja garantovano terminira, pa
dobijamo:
8x8yS(x; y) , [x : a = 0 ^ y : a = 1] _ [x : a 6= 0 ^ y = x],
sto je i trebalo dokazati.
1.5.6 Primer
Dokazacemo 8x8yS(x; y), [x : a  0 ^ y : a  0], gde je:
S : while a > 0 do begin r := random(); if r = 1 then a := a+ 1 else a := a  1 end; 1
Neka je:
S1 : r := random(); if r = 1 then a := a+ 1 else a := a  1;
S2 : r := random();
S3 : if r = 1 then a := a+ 1 else a := a  1;
S4 : a := a+ 1;
S5 : a := a  1;
1U literaturi se ova sintaksna jedinica krace zapisuje: while a > 0 do a := (a+ 1 or a  1);.
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B : a > 0
B1 : r = 1
Ocigledno
8x : a > 0; B(x),
8x : a  0; :B(x).
Na osnovu denicije 1.5.9, dobijamo:
8x : a  0;8yS(x; y), :B(x) ^ Snop(x; y), >^ Snop(x; y), Snop(x; y),
odnosno
8x8yS(x; y), x : a  0 ^ y = x,
tj.
8x8yS(x; y), x : a  0 ^ y : a  0.
S-relacija S2 je dodela (denicija 1.5.3), pa na osnovu denicije S-relacije Srandom
(denicija 1.5.7), dobijamo sledece S-formule:
8x : a > 0;8zS2(x; z), (x : a > 0 ^ r 2 f0; 1g) ^ (z : a > 0 ^ (r = 0 _ r = 1)).
S-relacija S3 je if-then-else (denicija 1.5.4), pa dobijamo
8z8yS3(z; y), (B1(z) ^ S4(z; y)) ^ (:B1(z) ^ S5(z; y)).
S-relacija S1 je sekvenca [S2;S3] (denicija 1.5.6), pa dobijamo
8x : a > 0;8yS1(x; y), (x : a > 0 ^ r 2 f0; 1g) ^ (y : (r = 0 _ r = 1) ^ (a0 = a+ 1 _ a0 =
a  1)).
Na osnovu toga, dobijamo sledece S-formule:
8x8y1S1(x; y1) , (x : a > 0^r 2 f0; 1g)^ (y1 : (r = 0_r = 1)^ (a0 = a+1_a0 = a 1))
8y18y2S1(y1; y2) , (y1 : a0 > 0 ^ r 2 f0; 1g) ^ (y2 : (r = 0 _ r = 1) ^ (a00 = a0 + 1 _ a00 =
a0   1))
: : :
8yk 18ykS1(yk 1; yk) , (yk 1 : a(k 1) > 0 ^ r 2 f0; 1g) ^ (yk : (r = 0 _ r = 1) ^ (a(k) =
a(k 1) + 1 _ a(k) = a(k 1)   1))
8yk8yk+1S1(yk; yk+1) , (yk : a(k) > 0 ^ r 2 f0; 1g) ^ (yk+1 : (r = 0 _ r = 1) ^ (a(k+1) =
a(k) + 1 _ a(k+1) = a(k)   1))
: : :
Indukcijom cemo dokazati da program potencijalno terminira pocev od pocetnog
stanja x : a > 0. Nakon prvog prolaza virtuelna masina se nalazi u stanju y1 : (r =
0 _ r = 1) ^ (a0 = a + 1 _ a0 = a   1) i moze i ne mora da vazi B(y1), pa program
moze i ne mora da terminira. Ako pretpostavimo da program nije terminirao nakon k-
tog prolaza i da virtuelna masina se nalazi u stanju yk : (r = 0 _ r = 1) ^ (a(k) =
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a(k 1) + 1 _ a(k) = a(k 1)   1), tada nakon k + 1-og prolaza masina ce biti u stanju
yk+1 : (r = 0 _ r = 1) ^ (a(k+1) = a(k) + 1 _ a(k+1) = a(k)   1), gde opet B(yk+1) moze i
ne mora da vazi. Ocigledno, program moze i ne mora da terminira, pa zakljucujemo da
pocev od pocetnog stanja x : a > 0 program potencijalno terminira. Drugim recima, na
osnovu denicije 1.5.8, dobijamo:
8x : a > 0;8yS(x; y) , (x):
Medutim, istovremeno na osnovu denicije 1.5.9, dobijamo:
8x : a > 0;8yS(x; y) , (x):
Dokazali smo da pocev od pocetnog stanja x : a  0 petlja garantovano terminira.
Najzad, dobijamo:
8x8yS(x; y) , [x : a  0 ^ y : a  0] _ (x),
tj.
8x8yS(x; y) , [x : a  0 ^ y : a  0],
sto je i trebalo dokazati.
1.5.7 Primer
Dokazimo 8x8yS(x; y), [(x : a 2 DType1 ^ b 2 DType2)^ (y : a  0^ b 2 DType2)], gde je:
S : while a > 0 do begin a := a   1; r := random(); if r = 1 then b := b + 1 else b :=
b  1 end; 2
Neka je:
S1 : a := a  1; r := random(); if r = 1 then b := b+ 1 else b := b  1;
B : a > 0
Kao u Primeru 1.5.6, na osnovu denicije 1.5.9, dobijamo:
8x : a  0 ^ b 2 DType2 ;8yS(x; y), :B(x) ^ Snop(x; y), >^ Snop(x; y), Snop(x; y),
odnosno
8x8yS(x; y), (x : a  0 ^ b 2 DType2) ^ (y = x),
tj.
8x8yS(x; y), (x : a  0 ^ b 2 DType2) ^ (y : a  0 ^ b 2 DType2).
Zatim, dobijamo sledece S-formule:
8x8y1S1(x; y1) , (x : a > 0 ^ r 2 f0; 1g ^ b 2 DType2) ^ (y1 : a0 = a   1 ^ (r = 0 _ r =
1) ^ (b0 = b+ 1 _ b0 = b  1))
2U literaturi se ova sintaksna jedinica krace zapisuje: while a > 0 do a := a 1; b := (b+1 or b 1) end;.
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8y18y2S1(y1; y2) , (y1 : a0 > 0 ^ r 2 f0; 1g ^ b0 2 DType2) ^ (y2 : a00 = a0   1 ^ (r =
0 _ r = 1) ^ (b00 = b0 + 1 _ b00 = b0   1))
: : :
8yk 18ykS1(yk 1; yk) , (yk 1 : a(k 1) > 0 ^ r 2 f0; 1g ^ b(k 1) 2 DType2) ^ (yk : a(k) =
a(k 1)   1 ^ (r = 0 _ r = 1) ^ (b(k) = b(k 1) + 1 _ b(k) = b(k 1)   1))
8yk8yk+1S1(yk; yk+1) , (yk : a(k) > 0 ^ r 2 f0; 1g ^ b(k) 2 DType2) ^ (yk+1 : a(k+1) =
a(k)   1 ^ (r = 0 _ r = 1) ^ (b(k+1) = b(k) + 1 _ b(k+1) = b(k)   1))
: : :
Na osnovu denicije 1.5.9 sledi:
8x : a > 0 ^ b 2 DType2 ;8yS(x; y);
tj.
8x8yS(x; y) , [(x : a > 0 ^ b 2 DType2) ^ (y : a = 0 ^ b 2 DType2)]:
Dokazali smo da pocev od stanja x : a 2 DType1 ^ b 2 DType2 petlja mora da ter-
minira. Najzad, dobijamo:
8x8yS(x; y) , [(x : a  0 ^ b 2 DType2) ^ (y : a  0 ^ b 2 DType2)] _ [(x : a > 0 ^ b 2
DType2) ^ (y : a = 0 ^ b 2 DType2)],
a zatim
8x8yS(x; y) , [(x : a 2 DType1 ^ b 2 DType2) ^ (y : a  0 ^ b 2 DType2)],
sto je i trebalo dokazati.
1.6 Teorema o najsirem preduslovu wp
U prethodnom izlaganju pokazano je kako se S-racun moze koristiti za dokazivenje korek-
tnosti programa. U ovom poglavlju, pokazacemo kako se u S-racunu na strogo formalan
nacin mogu dokazivati nove teoreme. Prvo cemo dati deniciju najsireg preduslova, a
odmah zatim dokazati njegovu jedinstvenost do nivoa ekvivalencije. Posle toga, raz-
motricemo i dokazacemo Dajkstrine teoreme o najsirem preduslovu wp, a to su redom
zakon iskljucenja cuda, monotonosti, konjunkcije i disjunkcije. Iako korektni, originalni
dokazi ovih teorema nisu strogo formalni [27] [33], pa ce nas zadatak biti da ih izvedemo na
strogo formalan nacin. Pored pomenutih teorema, uvescemo i dokazacemo jednu novu teo-
remu, a to je zakon negacije (teorema 1.6.7), da bi tako dobili kompletnu sliku o ponasanju
operatora wp. Na kraju ovog poglavlja dokazacemo Dajkstrinu teoremu o totalnoj korek-
tnosti. Pojedine teoreme cemo dokazati automatskim dokazivacem Coq.
U poglavlju 1.5, denisali smo potencijalno i garantovano terminiranje. Takode,
pokazali smo da petlji koja ne terminira odgovara prazan skup. U S-racunu, operator wp
je zapravo jedan S-predikat koji opisuje sva pocetna stanja pocev od kojih data S-relacija
garantovano terminira i daje ocekivani rezultat. Na taj nacin postizemo da u S-racunu
wp uvek postoji (Primer 1.6.1). Problem postojanja wp u Dajkstrinoj analizi nastao je
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kao posledica koriscenja interpretiranog skupa stanja, pa je Dajkstra deklarativno svoja
razmatranja ogranicavao na stanja u kojima wp postoji [26].
Denicija 1.6.1 (Najsiri preduslov) Neka je S garantovano terminirajuca S-relacija.
Najsiri preduslov S-relacije S u odnosu na postuslov Q jeste S-predikat wp(S;Q) ako vazi:
(WP1) fwp(S;Q)gSfQg,
(WP2) fPgSfQg ) 8x(P (x)) wp(S;Q)(x)).
Teorema 1.6.2 (Teorema o jedinstvenosti najsireg preduslova) Najsiri preduslov
S-relacije S u odnosu na postuslov Q, u oznaci wp(S;Q), je jedinstven do nivoa ekviva-
lencije.
Dokaz.
Pretpostavimo suprotno, odnosno pretpostavimo da za S-relaciju S postoje dva najsira
preduslova u odnosu na postuslov Q za koja vazi:
wp1(S;Q), wp2(S;Q)  ?.
Na osnovu (WP1) iz denicije 1.6.1, dobijamo:
fwp1(S;Q)gSfQg  >,
fwp2(S;Q)gSfQg  >.
Na osnovu (WP2), dobijamo:
wp1(S;Q)) wp2(S;Q),
wp2(S;Q)) wp1(S;Q),
odakle zakljucujemo da vazi:
wp1(S;Q), wp2(S;Q)  >,
sto je suprotno polaznoj pretpostavci, pa osnovu toga zakljucujemo da polazna teo-
rema vazi.

1.6.1 Primer
U ovom primeru cemo odrediti wp za sledece S-relacije:
a.) Sabort,
b.) S iz Primera 1.5.3 (beskonacna petlja),
c.) S iz Primera 1.5.6 za dati postuslov Q : a = 0,
d.) S iz Primera 1.5.7 za date postuslove Q : a = 0 ^ b = 6 i R : a = 0 ^ b 2
f0; 2; 4; 6; 8; 10g,
e.) S : while a < 10 do begin b := 100=a; a := a+ 1 end; za dati postuslov Q : a = 10.
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Resenja:
a.) Na osnovu denicije 1.5.1, dobijamo 8x8ySabort(x; y), (x), pa na osnovu (WP1),
dobijamo:
fwp(Sabort; Q)gSabortfQg $ 8xwp(Sabort; Q)(x)) 9yS(x; y)^8z(S(x; z)) Q(z)),
pa je
wp(Sabort; Q)  ? (sto je u saglasnosti sa [27]).
b.) U Primeru 1.5.3 pokazali smo da za beskonacnu petlju vazi 8x8yS(x; y), (x), pa
je wp(S;Q)  ?.
c.) U Primeru 1.5.6 smo dokazali da petlja potencijalno terminira za svako stanje x : a 2
DType, a da garantovano terminira samo za pocetna stanja x : a  0. Ako razma-
tramo petlju kao garantovano terminirajucu (denicija 1.6.1), dobijamo wp(S;Q) :
a = 0, sto je i prihvatljivo resenje. Medutim, kada bi istu petlju razmatrali kao po-
tencijalno terminirajucu (denicija 1.6.1) dobili bi wp(S;Q) : a  0, sto je svakako
neprihvatljivo resenje.
d.) Resenja su wp(S;Q)  ? i wp(S;R) : a = 5 ^ b = 5, posto je:
x : a = 5 ^ b = 5
y1 : a = 4 ^ b 2 f4; 6g
y2 : a = 3 ^ b 2 f3; 5; 7g
y3 : a = 2 ^ b 2 f2; 4; 6; 8g
y4 : a = 1 ^ b 2 f1; 3; 5; 7; 9g
y : a = 0 ^ b 2 f0; 2; 4; 6; 8; 10g
e.) Posto je:
8x8yS(x; y) , [(x : a  10 ^ b 2 DType) ^ (y = x)] _ [(x : 0 < a < 10 ^ b 2
DType) ^ (y : a = 10 ^ b 2 DType)],
dobijamo resenje:
wp(S;Q) : 0 < a  10.
Teorema 1.6.3 (Dajkstrin zakon iskljucenja cuda) Sledeca S-formula je valjana:
wp(S; ), .
Dokaz.
Na osnovu (WP1) iz denicije 1.6.1, dobijamo:
fwp(S; )gSfg,
pa na osnovu teoreme 1.3.6, zakljucujemo da vazi:
wp(S; ), .

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Teorema 1.6.4 (Dajkstrin zakon monotonosti) Sledeca S-formula je valjana:
(Q) R) ) (wp(S;Q)) wp(S;R)).
Dokaz.
Na osnovu (WP1) iz denicije 1.6.1, dobijamo:
fwp(S;Q)gSfQg,
pa na osnovu teoreme 1.3.1:b:), zakljucujemo da vazi:
fwp(S;Q)gSfQg ^ 8x(Q(x)) R(x)) ) fwp(S;Q)gSfRg.
Na osnovu (WP2) iz denicije 1.6.1, dobijamo:
wp(S;Q)) wp(S;R).

Teorema 1.6.5 (Dajkstrin zakon konjunkcije) Sledeca S-formula je valjana:
wp(S;Q) ^ wp(S;R) , wp(S;Q ^R).
Dokaz.
Prvo, dokazimo implikaciju s leva u desno:
wp(S;Q) ^ wp(S;R) ) wp(S;Q ^R).
Na osnovu (WP1) iz denicije 1.6.1, dobijamo sledece S-formule:
fwp(S;Q)gSfQg,
fwp(S;R)gSfRg.
Na osnovu teoreme 1.3.2:b:), dobijamo:
fwp(S;Q)gSfQg ^ fwp(S;R)gSfRg ) fwp(S;Q) ^ wp(S;R)gSfQ ^Rg,
pa na osnovu (WP2) iz denicije 1.6.1, dobijamo:
wp(S;Q) ^ wp(S;R) ) wp(S;Q ^R)
i zakljucujemo da implikacija s leva u desno vazi.
Zatim, dokazimo implikaciju s desna u levo:
wp(S;Q ^R) ) wp(S;Q) ^ wp(S;R).
Na osnovu (WP1) iz denicije 1.6.1, dobijamo sledecu S-formulu:
fwp(S;Q ^R)gSfQ ^Rg.
Na osnovu teoreme 1.3.5:b:), dobijamo:
fwp(S;Q ^R)gSfQg ^ fwp(S;Q ^R)gSfRg,
pa na osnovu (WP2) iz denicije 1.6.1, dobijamo:
(wp(S;Q ^R)) wp(S;Q)) ^ (wp(S;Q ^R)) wp(S;R)).
Nakon toga, na osnovu teoreme (T19), dobijamo:
wp(S;Q ^R) ) wp(S;Q) ^ wp(S;R)
i zakljucujemo da implikacija s desna u levo vazi.

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Teorema 1.6.6 (Dajkstrin zakon disjunkcije) Sledeca S-formula je valjana:
wp(S;Q) _ wp(S;R) ) wp(S;Q _R).
Dokaz.
Na osnovu teoreme 1.3.2:a:), dobijamo:
fwp(S;Q)gSfQg ^ fwp(S;R)gSfRg ) fwp(S;Q) _ wp(S;R)gSfQ _Rg,
pa na osnovu (WP2) iz denicije 1.6.1, dobijamo:
wp(S;Q) _ wp(S;R) ) wp(S;Q _R).

Teorema 1.6.7 (Zakon negacije) Sledeca S-formula je valjana:
:(wp(S;Q) ^ wp(S;:Q)).
Dokaz.
Na osnovu (WP1) iz denicije 1.6.1, zamenom P sa wp(S;Q) i R sa wp(S;:Q) u
teoremi 1.3.7:a:), dobijamo:
:(wp(S;Q) ^ wp(S;:Q).

Teorema 1.6.8 (Dajkstrina teorema o totalnoj korektnosti) Sledeca S-formula je
valjana:
fPgSfQg , (P ) wp(S;Q)).
Dokaz.
Prvo, dokazimo implikaciju s leva u desno:
fPgSfQg ) (P ) wp(S;Q)).
Na osnovu (WP2) iz denicije 1.6.1, zakljucujemo da implikacija s leva u desno vazi.
Zatim, dokazimo implikaciju s desna u levo:
(P ) wp(S;Q)) ) fPgSfQg.
Na osnovu (WP1) iz denicije 1.6.1, dobijamo sledecu S-formulu:
fwp(S;Q)gSfQg.
Zamenom R sa wp(S;Q) u teoremi 1.3.1:a:), dobijamo:
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8x(P (x)) wp(S;Q)(x)) ^ fwp(S;Q)gSfQg ) fPgSfQg
i zakljucujemo da implikacija s desna u levo vazi.
Posto obe implikacije vaze, zakljucujemo da i pocetna ekvivalencija vazi.

Teoreme 1.6.3, 1.6.7 i 1.6.8 se mogu dokazati automatskim dokazivacem Coq, sto je
dato u prilogu A.
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Glava 2
Dinamicki postuslovi u
S-programskom racunu
Ne moze se dva puta uci u istu reku, jer uvek pritice sveza voda.
Heraklit (oko 535-475 p.n.e.)
2.1 Uvod
Za pocetak razmotrimo jedan primer. Posmatrajmo S-relaciju S : a := a+ 1; i preduslov
P : a 2 DType. Postavlja se pitanje kako u ovakvoj situaciji odrediti postuslov? Na prvi
pogled deluje nemoguce, ali jedno resenje jeste da postuslov bude logicka funkcija ne samo
zavrsnog stanja, vec i pocetnog stanja. Uvedimo oznaku a0 kojom cemo oznaciti vrednost
programske promenljive a u zavrsnom stanju. Dakle, moguce resenje za trazeni postuslov
jeste Q^ : a0 = a + 1 i tada ocigledno vazi fPgSfQ^g. Postuslov Q^(x; z) koji je logicka
funkcija pocetnog stanja x 2 A i zavrsnog stanja z 2 A zovemo dinamicki postuslov. Da
bismo u daljem tekstu jasno razlikovali dinamicki postuslov koristimo oznaku ^ , pa cemo
pisati npr. Q^(x; z) ili krace Q^. Obican postuslov R(z) koji je logicka funkcija zavrsnog
stanja z 2 A, cemo ovde nazvati statickim postuslovom.
Sada formula totalne korektnosti fPgSfQ^g dobija drugaciji oblik:
 Dinamicka formula totalne korektnosti (DFTK):
8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))] :
Razlika izmedu (FTK) i (DFTK) je u tome sto se druga ne odnosi na zavrsna stanja
vec na prelaze. Interpretacija dinamicke formule totalne korektnosti, u oznaci fPgSfQ^g,
jeste drugacija:
 ako sintaksna jedinica S zapocinje izvrsavanje u stanju koje zadovoljava preduslov
P , tada ona terminira i bice izvrsen prelaz koji zadovoljava dinamicki postuslov Q^.
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U daljem izlaganju, razmotricemo osnovne osobine dinamickih postuslova, sa ciljem
da razvijemo matematicki alat koji ce nam kasnije biti od velikog znacaja za analizu
semantike objektno orijentisanog programa.
2.2 Osobine dinamickih postuslova
U ovom poglavlju cemo dokazati zakone dinamicke konsekvencije, kontingencije, kon-
junkcije, disjunkcije i negacije. Na taj nacin cemo pokazati da opsti Horovi zakoni vaze
ne samo u statickom, vec i u dinamickom ambijentu.
Teorema 2.2.1 (Alternativni oblik (DFTK)) Sledeca S-formula je validna:
fPgSfQ^g $ 8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)].
Dokaz.
Posto je:
fPgSfQ^g $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))],
na osnovu teoreme (T19), desna strana ekvivalencije postaje:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x)) (S(x; z)) Q^(x; z))],
a na osnovu teoreme (T15), postaje:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x)) (:S(x; z) _ Q^(x; z))]
 8x[P (x)) 9yS(x; y)] ^ 8x8z[:P (x) _ (:S(x; z) _ Q^(x; z))].
Zatim, na osnovu teoreme (T12), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[:(P (x) ^ S(x; z)) _ Q^(x; z)]
i konacno, na osnovu teoreme (T19), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)].

Teorema 2.2.2 (Zakoni dinamicke konsekvencije) Sledece S-formule su valjane:
a.) 8x(P (x)) R(x)) ^ fRgSfQ^g ) fPgSfQ^g,
b.) fPgSfR^g ^ 8x8z(R^(x; z)) Q^(x; z)) ) fPgSfQ^g,
c.) fPgSfR^g ^ 8x8z(R^(x; z)) Q(z)) ) fPgSfQg,
d.) fPgSfRg ^ 8x8z(R(z)) Q^(x; z)) ) fPgSfQ^g,
e.) 8x(U(x)) P (x)) ^ 8x8z(Q^(x; z)) V^ (x; z)) ^ fPgSfQ^g ) fUgSfV^ g.
Dokaz.
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a.) Posto je:
fRgSfQ^g $ 8x[R(x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))],
leva strana implikacije se moze napisati ovako:
8x(P (x)) R(x)) ^ 8x[R(x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))]
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))],
tj.
fPgSfQ^g.
b.) Na osnovu teoreme 2.2.1, leva strana implikacije moze se napisati ovako:
8x[P (x)) 9yS(x; y)]^ 8x8z[P (x)^ S(x; z)) R^(x; z)] ^ 8x8z(R^(x; z)) Q^(x; z))
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)],
tj.
fPgSfQ^g.
c.) Na osnovu teoreme 2.2.1, leva strana implikacije moze se napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) R^(x; z)] ^ 8x8z(R^(x; z)) Q(z))
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q(z)],
tj.
fPgSfQg.
d.) Na osnovu teoreme 1.2.4, leva strana implikacije moze se napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) R(z)] ^ 8x8z(R(z)) Q^(x; z))
i na osnovu teoreme (T16), dobijamo:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)],
tj.
fPgSfQ^g.
e.) Na osnovu teoreme 2.2.2:a:), leva strana implikacije se moze napisati ovako:
8x8z(Q^(x; z)) V^ (x; z)) ^ fUgSfQ^g
i na osnovu teoreme 2.2.2:b:), dobijamo:
fUgSfV^ g.

Teorema 2.2.3 (Zakoni dinamicke kontingencije) Sledece S-formule su valjane:
a.) [fRgSfQ^g ^ 8x8z((P (x) ^ Q^(x; z))) R(z))] ) fPgSfRg,
b.) [fPgSfRg ^ 8x8z(R(z)) (P (x) ^ Q^(x; z)))] ) fPgSfQ^g.
Dokaz.
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a.) Pretpostavimo suprotno, tj. pretpostavimo da vazi:
[fRgSfQ^g ^ 8x8z((P (x) ^ Q^(x; z))) R(z))] ) fPgSfRg  ?. (1)
S-formula (1) je valjana akko:
[fRgSfQ^g ^ 8x8z((P (x) ^ Q^(x; z))) R(z))]  >, (2)
fPgSfRg $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) R(z)))]  ?. (3)
S-formula (2) je valjana akko:
fPgSfQ^g $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))]  >, (4)
8x8z((P (x) ^ Q^(x; z))) R(z))  >. (5)
Iz S-formule (3) sledi:
8xP (x)  >, (6)
8x[9yS(x; y) ^ 8z(S(x; z)) R(z))]  ?. (7)
S obzirom na (5), iz S-formule (4) dobijamo:
8x[9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))]  >, (8)
S-formula (8) je valjana akko:
8x9yS(x; y)  >, (9)
8x8z(S(x; z)) Q^(x; z))  >. (10)
S obzirom na (9), iz S-formule (7) dobijamo:
8x8z(S(x; z)) R(z))  ?. (11)
S-formula (11) je valjana akko:
8x8zS(x; z)  >, (12)
8zR(z)  ?. (13)
S obzirom na (12), iz S-formule (10) dobijamo:
8x8zQ^(x; z)  >. (14)
S obzirom na (6) i (14), iz S-formule (5) dobijamo:
8zR(z)  >, (15)
gde dolazimo do kontradikcije, jer S-formula (13) je u suprotnosti sa (15). Time
smo dokazali da pretpostavka (1) ne vazi, pa zakljucujemo da polazna teorema vazi.
b.) Pretpostavimo suprotno, tj. pretpostavimo da vazi:
[fPgSfRg ^ 8x8z(R(z)) (P (x) ^ Q^(x; z)))] ) fPgSfQ^g  ?. (1)
S-formula (1) je valjana akko:
[fPgSfRg ^ 8x8z(R(z)) (P (x) ^ Q^(x; z)))]  >, (2)
fPgSfQ^g $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) Q^(x; z)))]  ?, (3)
S-formula (3) je valjana akko:
8xP (x)  >, (4)
8x[9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))]  ?. (5)
S-formula (2) je valjana akko:
fPgSfRg $ 8x[P (x)) (9yS(x; y) ^ 8z(S(x; z)) R(z)))]  >, (6)
8x8z(R(z)) (P (x) ^ Q^(x; z)))  >. (7)
S obzirom na (4), iz S-formule (6) dobijamo:
8x[9yS(x; y) ^ 8z(S(x; z)) R(z))]  >. (8)
S-formula (8) je valjana akko:
8x9yS(x; y)  >, (9)
8x8z(S(x; z)) R(z))  >. (10)
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S obzirom na (10), iz S-formule (5) dobijamo:
8x8z(S(x; z)) Q^(x; z))  ?. (11)
S-formula (11) je valjana akko:
8x8zS(x; z)  >, (12)
8x8zQ^(x; z)  ?. (13)
S obzirom na (12), iz S-formule (10) dobijamo:
8zR(z)  >. (14)
S obzirom na (4) i (13), iz S-formule (7) dobijamo:
8zR(z)  ?, (15)
gde dolazimo do kontradikcije, jer S-formula (14) je u suprotnosti sa (15). Time
smo dokazali da pretpostavka (1) ne vazi, pa zakljucujemo da polazna teorema vazi.

Teoreme 2.2.3:a:) i 2.2.3:b:) imaju veliki znacaj, jer ih mozemo koristiti za prelazak iz
rezima rada sa statickim postuslovom u rezim rada sa dinamickim postuslovom, a pri tom
da se ne narusi totalna korektnost. Sada cemo dokazati zakone koji objedinjuju dinamicku
konsekvenciju i kontigenciju i te cemo nazvati mesovitim zakonima.
Teorema 2.2.4 (Mesoviti zakoni) Sledece S-formule su valjane:
a.) [8x(U(x)) P (x)) ^ 8x8z((P (x) ^ Q^(x; z))) V (z)) ^ fPgSfQ^g] ) fUgSfV g,
b.) [8x(U(x)) P (x)) ^ 8x8z(Q(z)) (U(x) ^ V^ (x; z))) ^ fPgSfQg] ) fUgSfV^ g.
Dokaz.
a.) Na osnovu teoreme 2.2.3:a:), leva strana implikacije se moze napisati ovako:
8x(U(x)) P (x)) ^ fPgSfV g,
odakle na osnovu teoreme 1.3.1:a:), dobijamo:
fUgSfV g.
b.) Na osnovu teoreme 1.3.1:a:), leva strana implikacije se moze napisati ovako:
8x8z(Q(z)) (U(x) ^ V^ (x; z))) ^ fUgSfQg,
odakle na osnovu teoreme 2.2.3:b:), dobijamo:
fUgSfV^ g.

Primenom teoreme (T3) iz mesovitih zakona dobijamo sledeca pravila:
U ) P; (P ^ Q^)) V; fPgSfQ^g
fUgSfV g
U ) P; Q) (U ^ V^ ); fPgSfQg
fUgSfV^ g
46 GLAVA 2. DINAMICKI POSTUSLOVI U S-PROGRAMSKOM RACUNU
Prvo pravilo nam omogucava da napravimo lanac dokaza koji nam moze koristiti za analizu
sekvence [S1;S2; : : : ;Sn]:
P ) U1; (U1 ^ V^1)) R1; fU1gS1fV^1g
fPgS1fR1g
R1 ) U2; (U2 ^ V^2)) R2; fU2gS2fV^2g
fR1gS2fR2g
: : :
Rn 1 ) Un; (Un ^ V^n)) Q; fUngSnfV^ng
fRn 1gSnfQg
odakle zakljucujemo da vazi:
fPgSfQg
gde je S sekvenca [S1;S2; : : : ;Sn].
U daljem tekstu cemo razmotriti zakone dinamicke konjunkcije, disjunkcije i ne-
gacije.
Teorema 2.2.5 (Zakoni dinamicke konjunkcije) Sledece S-formule su valjane:
a.) fPgSfQ^g ^ fRgSfW^g ) fP _RgSfQ^ _ W^g,
b.) fPgSfQ^g ^ fRgSfW^g ) fP ^RgSfQ^ ^ W^g.
Dokaz.
a.) Na osnovu teoreme 2.2.1, leva strana implikacije se moze napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)] ^ 8x[R(x)) 9yS(x; y)] ^
8x8z[R(x) ^ S(x; z)) W^ (x; z)].
Na osnovu teoreme (T17), dobijamo:
8x[(P (x)_R(x))) 9yS(x; y)]^8x8z[((P (x)^S(x; z))_(R(x)^S(x; z)))) (Q^(x; z)_
W^ (x; z))]
 8x[(P (x) _ R(x)) ) 9yS(x; y)] ^ 8x8z[((P (x) _ R(x)) ^ (S(x; z) _ S(x; z))) )
(Q^(x; z) _ W^ (x; z))]
 8x[(P (x) _ R(x)) ) 9yS(x; y)] ^ 8x8z[(P (x) _ R(x)) ^ S(x; z) ) (Q^(x; z) _
W^ (x; z))],
tj.
fP _RgSfQ^ _ W^g.
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b.) Na osnovu teoreme 2.2.1, leva strana implikacije se moze napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z)] ^ 8x[R(x)) 9yS(x; y)] ^
8x8z[R(x) ^ S(x; z)) W^ (x; z)].
Na osnovu teoreme (T18), dobijamo:
8x[(P (x)^R(x))) 9yS(x; y)]^8x8z[((P (x)^S(x; z))^(R(x)^S(x; z)))) (Q^(x; z)^
W^ (x; z))]
 8x[(P (x) ^ R(x)) ) 9yS(x; y)] ^ 8x8z[(P (x) ^ R(x)) ^ S(x; z) ) (Q^(x; z) ^
W^ (x; z))],
tj.
fP ^RgSfQ^ ^ W^g.

Posledica 2.2.6 (Zakon dinamicke rezolucije) Sledeca S-formula je valjana:
fPgSfQ^g ^ f:PgSfW^g ) fgSfQ^ _ W^g.
Dokaz.
Ako u teoremi 2.2.5:a:) zamenimo R sa :P dobijamo:
fPgSfQ^g ^ f:PgSfW^g ) fP _ :PgSfQ^ _ W^g,
tj.
fPgSfQ^g ^ f:PgSfW^g ) fgSfQ^ _ W^g.

Teorema 2.2.7 (Zakoni dinamicke disjunkcije) Sledeca S-formula je valjana:
fPgSfQ^g _ fRgSfW^g ) fP ^RgSfQ^ _ W^g.
Dokaz.
Na osnovu teoreme 2.2.1, leva strana implikacije se moze napisati ovako:
(8x[P (x)) 9yS(x; y)]^8x8z[P (x)^S(x; z)) Q^(x; z)]) _ (8x[R(x)) 9yS(x; y)]^
8x8z[R(x) ^ S(x; z)) W^ (x; z)])
 (8x[P (x) ) 9yS(x; y)] _ 8x[R(x) ) 9yS(x; y)]) ^ (8x8z[P (x) ^ S(x; z) )
Q^(x; z)] _ 8x8z[R(x) ^ S(x; z)) W^ (x; z)]).
Na osnovu teoreme (T22), dobijamo:
8x[(P (x)^R(x))) 9yS(x; y)] ^ 8x8z[(P (x)^S(x; z))^(R(x)^S(x; z))) (Q^(x; z)_
W^ (x; z))]
 8x[(P (x) ^ R(x)) ) 9yS(x; y)] ^ 8x8z[(P (x) ^ R(x)) ^ S(x; z) ) (Q^(x; z) _
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W^ (x; z))],
tj.
fP ^RgSfQ^ _ W^g.

Teorema 2.2.8 (Zakoni dinamicke konjunkcije i disjunkcije) Sledece S-formule su
valjane:
a.) fP _RgSfQ^g , fPgSfQ^g ^ fRgSfQ^g,
b.) fPgSfQ^ ^ R^g , fPgSfQ^g ^ fPgSfR^g,
c.) fP _ UgSfQ^ ^ W^g , fPgSfQ^g ^ fUgSfW^g ^ fPgSfW^g ^ fUgSfQ^g,
d.) fPgSfQ^g _ fPgSfW^g ) fPgSfQ^ _ W^g.
Dokaz.
a.) Leva strana ekvivalencije se moze napisati ovako:
8x[(P (x) _R(x))) 9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))]
i na osnovu teoreme (T21), dobijamo:
8x[(P (x)) 9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))) ^ (R(x)) 9yS(x; y) ^ 8z(S(x; z))
Q^(x; z)))],
tj.
fPgSfQ^g ^ fRgSfQ^g.
b.) Na osnovu teoreme 2.2.1, leva strana ekvivalencije se moze napisati ovako:
8x[P (x)) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z)) Q^(x; z) ^ R^(x; z)]
i na osnovu teoreme (T18), dobijamo:
8x[P (x) ) 9yS(x; y)] ^ 8x8z[P (x) ^ S(x; z) ) Q^(x; z)] ^ 8x8z[P (x) ^ S(x; z) )
R^(x; z)]
 8x[P (x)) 9yS(x; y)]^ 8x8z[P (x)^ S(x; z)) Q^(x; z)]^ 8x[P (x)) 9yS(x; y)]^
8x8z[P (x) ^ S(x; z)) R^(x; z)],
tj.
fPgSfQ^g ^ fPgSfR^g.
c.) Na osnovu teoreme 2.2.8:a:) i leve strane ekvivalencije dobijamo:
fP _ UgSfQ^ ^ W^g , fPgSfQ^ ^ W^g ^ fUgSfQ^ ^ W^g
i na osnovu teoreme 2.2.8:b:), dobijamo:
fPgSfQ^^ W^g ^ fUgSfQ^^ W^g , fPgSfQ^g ^ fUgSfW^g ^ fPgSfW^g ^ fUgSfQ^g.
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d.) Ako u teoremi 2.2.7 zamenimo R sa P dobijamo:
fPgSfQ^g _ fPgSfW^g ) fP ^ PgSfQ^ _ W^g
i na osnovu teoreme (T10), dobijamo:
fPgSfQ^g _ fPgSfW^g ) fPgSfQ^ _ W^g.

Teorema 2.2.9 (Zakoni dinamicke negacije) Sledece S-formule su valjane:
a.) fPgSfQ^g ^ fRgSf:Q^g ) :(P ^R),
b.) fPgSfQ^g ^ fPgSf:Q^g , 8x:P (x),
c.) [fPgSf:Q^g ) :fPgSfQ^g] , 9xP (x),
d.) fPgSfQ^g ^ f:PgSfQ^g , 8x9yS(x; y) ^ 8x8z(S(x; z)) Q^(x; z)),
e.) 9x9zS(x; z) ^ :Q^(x; z) ) [f:PgSfQ^g ) :fPgSfQ^g].
Dokaz.
a.) Ako u teoremi 2.2.5:b:) zamenimo W^ sa :Q^, dobijamo:
fPgSfQ^g ^ fRgSf:Q^g ) fP ^RgSfQ^ ^ :Q^g
 fPgSfQ^g ^ fRgSf:Q^g ) fP ^RgSfg
i na osnovu teoreme 1.3.6, dobijamo:
fPgSfQ^g ^ fRgSf:Q^g ) :(P ^R).
b.) Ako u teoremi 2.2.8:b:) zamenimo R sa :Q^, dobijamo:
fPgSfQ^g ^ fPgSf:Q^g , fPgSfQ^ ^ :Q^g
 fPgSfQ^g ^ fPgSf:Q^g , fPgSfg
i na osnovu teoreme 1.3.6, dobijamo:
fPgSfQ^g ^ fPgSf:Q^g , :P ,
tj.
fPgSfQ^g ^ fPgSf:Q^g , 8x:P (x).
c.) Na osnovu teoreme (T15), leva strana ekvivalencije postaje:
:fPgSf:Q^g _ :fPgSfQ^g
a zatim, na osnovu teoreme (T12), dobijamo:
:[fPgSf:Q^g ^ fPgSfQ^g].
Nakon toga, na osnovu teoreme 2.2.9:b:), dobijamo:
:[8x:P (x)]
i najzad, na osnovu teoreme (T6), dobijamo:
9xP (x).
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d.) Ako u teoremi 2.2.8:a:) zamenimo R sa :P dobijamo:
fP _ :PgSfQ^g
 fgSfQ^g.
Posto je:
fgSfQ^g $ 8x[(x)) 9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))],
na osnovu teoreme (T8), dobijamo:
8x[9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))].
e.) Na osnovu teoreme (T15), desna strana ekvivalencije se moze napisati ovako:
:f:PgSfQ^g _ :fPgSfQ^g
i na osnovu teoreme (T12), dobijamo:
:[f:PgSfQ^g ^ fPgSfQ^g].
Zatim, na osnovu teoreme 2.2.9:d:), dobijamo:
:8x[9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))]
 9x:[9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))].
Na osnovu teoreme (T13), dobijamo:
9x[:9yS(x; y) _ :8z(S(x; z)) Q^(x; z))]
 9x[8y:S(x; y) _ 9z:(S(x; z)) Q^(x; z))]
i na osnovu teoreme (T15), dobijamo:
9x[8y:S(x; y) _ 9z:(:S(x; z) _ Q^(x; z))].
Nakon toga, na osnovu teoreme (T12), dobijamo:
9x[8y:S(x; y) _ 9z(S(x; z) ^ :Q^(x; z))]
 9x8y:S(x; y) _ 9x9z(S(x; z) ^ :Q^(x; z))
i najzad, na osnovu teoreme (T11), dobijamo:
9x9z(S(x; z) ^ :Q^(x; z))) 9x9z(S(x; z) ^ :Q^(x; z)) _ 9x8y:S(x; y).

Posledica 2.2.10 Sledeca S-formula je valjana:
fPgSfQ^g ^ fPgSf:Q^g , (P , ).
Dokaz.
Na osnovu teoreme 2.2.9:b:), dobijamo:
8x:P (x),
tj.
P , .

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Posledica 2.2.11 Sledeca S-formula je valjana:
[fPgSf:Q^g ) :fPgSfQ^g] , :(P , ).
Dokaz.
Na osnovu teoreme 2.2.9:c:), dobijamo:
9xP (x)
 :(8x:P (x)),
tj.
:(P , ).

2.3 Najuzi postuslovi sp i ^sdp
Sada cemo denisati S-predikate sp i ^sdp koje redom nazivamo najuzim statickim i najuzim
dinamickim postuslovima.
Denicija 2.3.1 (Najuzi staticki postuslov) Neka je S garantovano terminirajuca S-
relacija. Najuzi staticki postuslov S-relacije S u odnosu na preduslov P jeste S-predikat
sp(S; P ) ako vazi:
(SP1) fPgSfsp(S; P )g,
(SP2) fPgSfQg ) 8z(sp(S; P )(z)) Q(z)).
Denicija 2.3.2 (Najuzi dinamicki postuslov) Neka je S garantovano terminirajuca
S-relacija. Najuzi dinamicki postuslov S-relacije S u odnosu na preduslov P jeste S-
predikat ^sdp(S; P ) ako vazi:
(SDP1) fPgSf ^sdp(S; P )g,
(SDP2) fPgSfQ^g ) 8x8z( ^sdp(S; P )(x; z)) Q^(x; z)).
Teorema 2.3.3 (Veza izmedu sp i ^sdp) Neka je ^sdp(S; P ) najuzi dinamicki, a sp(S; P )
najuzi staticki postuslov S-relacije S u odnosu na preduslov P . Tada vazi:
^sdp(S; P ), sp(S; P ).
Dokaz.
Na osnovu (SP1) iz denicije 2.3.1, vazi:
fPgSfsp(S; P )g.
Na osnovu (SDP1) iz denicije 2.3.2, vazi:
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fPgSf ^sdp(S; P )g.
Na osnovu osobine (SP2) iz denicije 2.3.1 i osobine (SDP2) iz denicije 2.3.2
dobijemo:
sp(S; P )) ^sdp(S; P ),
^sdp(S; P )) sp(S; P ).
Posto smo dokazali implikacije u oba smera, zakljucujemo da vazi ekvivalencija, cime
je polazna teorema dokazana.

Teorema 2.3.4 (Teoreme o najuzim postuslovima) Neka je data S-relacija S i pre-
duslov P i neka S garantovano terminira pocev od svakog pocetnog stanja x u kojem vazi
P (x). Tada vazi:
a.) P ^S  ^sdp(S; P ), gde je ^sdp(S; P ) najuzi dinamicki postuslov S-relacije S u odnosu
na preduslov P .
b.) P ^ S  sp(S; P ), gde je sp(S; P ) najuzi staticki postuslov S-relacije S u odnosu na
preduslov P .
Dokaz.
a.) Dokazacemo da P ^ S zadovoljava osobine (SDP1) i (SDP2) iz denicije 2.3.2:
(SDP1) Posto S garantovano terminira pocev od stanja x u kojem vazi P (x), tada vazi:
8x[P (x)) 9yS(x; y)]  >.
Na osnovu teoreme 2.2.1, dobijamo:
fPgSfP ^Sg $ 8x[P (x)) 9yS(x; y)]^8x8z[P (x)^S(x; z)) P (x)^S(x; z)]
 > ^ 8x8z[P (x) ^ S(x; z)) P (x) ^ S(x; z)]
 8x8z[P (x) ^ S(x; z)) P (x) ^ S(x; z)]
 >,
cime je dokazana osobina (SDP1).
(SDP2) Pretpostavimo suprotno, odnosno pretpostavimo da vazi:
fPgSfQ^g ) 8x8z(S(x; z)) Q^(x; z))  ?, (1)
odakle sledi:
fPgSfQ^g  >, (2)
8x8z(S(x; z)) Q^(x; z))  ?. (3)
Na osnovu S-formule (2), dobijamo:
fPgSfQ^g $ 8x[P (x)) 9yS(x; y) ^ 8z(S(x; z)) Q^(x; z))]  >. (4)
Iz S-formule (4) dobijamo:
8xP (x)  >, (5)
8x9yS(x; y) ^ 8x8z(S(x; z)) Q^(x; z))  >, (6)
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Iz S-formule (6) dobijamo:
8x9yS(x; y)  >, (7)
8x8z(S(x; z)) Q^(x; z))  >, (8)
gde dolazimo do kontradikcije, jer S-formula (3) je u suprotnosti sa (8). Time
smo dokazali da pretpostavka (1) ne vazi, pa zakljucujemo da osobina (SDP2)
vazi.
b.) Na osnovu teoreme 2.3.3 vazi:
^sdp(S; P ), sp(S; P ).
Na osnovu teoreme 2.3.4:a:) dobijamo:
(P ^ S), sp(S; P ):

Teorema 2.3.5 (Zakon jedinstvene konsekvencije) Sledeca S-formula je valjana:
8x[(P (x)) 9yS(s; y)) ^ 8z((P (x) ^ S(x; z))) Q(z))] ) fPgSfQg.
Dokaz.
Na osnovu teoreme 2.3.4:a:) sledi:
8x(P (x)) 9yS(s; y)) ) fPgSfP ^ Sg.
Nakon toga, iz S-formule:
fPgSfP ^ Sg ^ 8x8z((P (x) ^ S(x; z))) Q(z)),
zamenom P ^ S sa R^ u teoremi 2.2.2:c:), dobijamo:
fPgSfQg.

Teorema 2.3.6 (Teoreme o S-relacijama) Sledece S-formule su valjane:
a.) fPgS1fP ^ S1g ^ 8x[P (x)) 9y(S1(x; y)) S2(x; y))] ) fPgS2fP ^ S2g,
b.) fP1gS1fP1 ^ S1g ^ 8x9y[(P1(x)) S1(x; y))) (P2(x)) S2(x; y))] )
fP2gS2fP2 ^ S2g,
c.) fP1gS1fP1^S1g^8x19y18x29y2[(P1(x1)) S1(x1; y1))) (P2(x2)) S2(x2; y2))] )
fP2gS2fP2 ^ S2g.
Dokaz.
a.) Na osnovu aksiome (A2) leva strana implikacije se moze napisati ovako:
fPgS1fP ^ S1g ^ 8x9y[(P (x)) S1(x; y))) (P (x)) S2(x; y))],
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odakle sledi:
8x9y(P (x)) S1(x; y)) ^ [8x9y(P (x)) S1(x; y))) 8x9y(P (x)) S2(x; y))]:
Na osnovu pravila modus ponens (MPN) zakljucujemo da vazi:
8x9y(P (x)) S2(x; y));
odakle, na osnovu teoreme 2.3.4:a:), vazi:
fPgS2fP ^ S2g.
b.) Leva strana implikacije se moze napisati ovako:
8x9y(P1(x)) S1(x; y)) ^ 8x9y[(P1(x)) S1(x; y))) (P2(x)) S2(x; y))].
Na osnovu pravila modus ponens (MPN) zakljucujemo da vazi:
8x9y(P2(x)) S2(x; y));
odakle, na osnovu teoreme 2.3.4:a:), vazi:
fP2gS2fP ^ S2g.
c.) Leva strana implikacije se moze napisati ovako:
8x19y1(P1(x1) ) S1(x1; y1)) ^ 8x19y18x29y2[(P1(x1) ) S1(x1; y1)) ) (P2(x2) )
S2(x2; y2))].
Na osnovu pravila modus ponens (MPN) zakljucujemo da vazi:
8x29y2(P2(x2)) S2(x2; y2));
odakle, na osnovu teoreme 2.3.4:a:), vazi:
fP2gS2fP ^ S2g.

2.4 Teoreme o najuzem statickom postuslovu sp
Analogno sa izlaganjem o wp u poglavlju 1.6, ovde cemo dokazati osnovne osobine najuzeg
statickog postuslova sp. Pre svega, dokazacemo jedinstvenost sp do nivoa ekvivalen-
cije, a zatim, teoreme o najuzem postuslovu sp, a to su redom zakon iskljucenja cuda,
monotonosti, konjunkcije, disjunkcije i negacije. Pomocu sp dokazacemo teoremu o total-
noj korektnosti i najzad, teoremu koja opisuje vezu izmedu wp i sp.
Teorema 2.4.1 (Teorema o jedinstvenosti najuzeg postuslova) Najuzi postuslov S-
relacije S u odnosu na preduslov P , u oznaci sp(S; P ), je jedinstven do nivoa ekvivalencije.
Dokaz.
Pretpostavimo suprotno, odnosno pretpostavimo da za S-relaciju S postoje dva najuza
postuslova u odnosu na preduslov P za koja vazi:
sp1(S; P ), sp2(S; P )  ?.
Na osnovu (SP1) iz denicije 2.3.1, dobijamo:
fPgSfsp1(S; P )g  >,
fPgSfsp2(S; P )g  >.
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Na osnovu (SP2), dobijamo:
sp2(S; P )) sp1(S; P ),
sp1(S; P )) sp2(S; P ),
odakle zakljucujemo da vazi:
sp1(S; P ), sp2(S; P )  >,
sto je suprotno polaznoj pretpostavci, pa osnovu toga zakljucujemo da polazna teo-
rema vazi.

Teorema 2.4.2 (Zakon iskljucenja cuda) Sledeca S-formula je valjana:
sp(S; )  .
Dokaz.
Na osnovu teoreme 2.3.4:b:), dobijamo:
sp(S; )   ^ S,
odnosno
sp(S; )  .

Teorema 2.4.3 (Zakon monotonosti) Sledeca S-formula je valjana:
(P ) R) ) (sp(S; P )) sp(S;R)).
Dokaz.
Na osnovu teoreme 2.3.4:b:), dobijamo:
(P ) R) ) ((P ^ S)) (R ^ S)).
Na osnovu teoreme (T18), dobijamo:
(P ) R) ) ((P ) R) ^ (S ) S))
 (P ) R) ) ((P ) R) ^ >)
 (P ) R) ) (P ) R)
 (P ) R) ) (P ) R)
 >.

Teorema 2.4.4 (Zakon konjunkcije) Sledeca S-formula je valjana:
sp(S; P ) ^ sp(S;R), sp(S; P ^R).
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Dokaz.
Na osnovu teoreme 2.3.4:b:), dobijamo:
sp(S; P ) ^ sp(S;R), (P ^ S) ^ (R ^ S)
 sp(S; P ) ^ sp(S;R), (P ^ S ^R ^ S)
 sp(S; P ) ^ sp(S;R), ((P ^R) ^ S),
odakle, opet na osnovu teoreme 2.3.4:b:), dobijamo:
sp(S; P ) ^ sp(S;R), sp(S; P ^R).

Teorema 2.4.5 (Zakon disjunkcije) Sledeca S-formula je valjana:
sp(S; P ) _ sp(S;R), sp(S; P _R).
Dokaz.
Na osnovu teoreme 2.3.4:b:), dobijamo:
sp(S; P ) _ sp(S;R), (P ^ S) _ (R ^ S)
 sp(S; P ) ^ sp(S;R), ((P _R) ^ (S _ S)),
 sp(S; P ) ^ sp(S;R), ((P _R) ^ S),
odakle, opet na osnovu teoreme 2.3.4:b:), dobijamo:
sp(S; P ) ^ sp(S;R), sp(S; P _R).

Teorema 2.4.6 (Zakon negacije) Sledeca S-formula je valjana:
:(sp(S; P ) ^ sp(S;:P )).
Dokaz.
Na osnovu teoreme 2.3.4:b:), dobijamo:
:((P ^ S) ^ (:P ^ S))
 :(P ^ S ^ :P ^ S),
 :(P ^ :P ^ S),
 :(? ^ S),
 :(?),
 >.

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Teorema 2.4.7 (Teorema o totalnoj korektnosti) Sledeca S-formula je valjana:
fPgSfQg , (sp(S; P )) Q).
Dokaz.
Implikacija s leva u desno direktno sledi iz osobine (SP2) iz denicije 2.3.1. Potrebno
je jos dokazati implikaciju s desna u levo. S obzirom da na osnovu (SP1) vazi:
fPgSfsp(S; P )g  >,
iz S-formule:
fPgSfsp(S; P )g ^ (sp(P; S)) Q),
sledi
fPgSfQg,
cime je dokazana implikacija s desna u levo. Posto smo dokazali implikacije u oba
smera, zakljucujemo da vazi ekvivalencija, cime je polazna teorema dokazana.

Teorema 2.4.8 (Veza izmedu wp i sp) Sledeca S-formula je valjana:
[P , wp(S;Q)], [Q, sp(S; P )].
Dokaz.
Na osnovu osobina (WP1) iz denicije 1.6.1 i (SP1) iz denicije 2.3.1 vazi:
[P , wp(S;Q)] ) fPgSfQg,
[Q, sp(S; P )] ) fPgSfQg,
odakle dobijamo:
fPgSfQg , fPgSfQg
 >.

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Glava 3
Klasa, objekat i invarijanta
Misao cini covekovu velicinu.
Blez Paskal (1623{1662)
3.1 Uvod
Proucavanje neke nove naucne i strucne oblasti pocinje sa upoznavanjem osnovnih poj-
mova i termina, odnosno sa proucavanjem njihovih denicija. Nazalost, objektno orijen-
tisano programiranje je nastajalo evolutivnim putem, kao odgovor sa jedne strane na sve
vece zahteve softverskog trzista, a sa druge strane zbog sa^mog progresa u nauci i nacinu
razmisljanja. Prema tome, u toku izgradivanja teorije i prakse uspostavljeno je fakticko
stanje u kojem postoje razliciti pogledi na fundamentalne koncepte objektne metodologije
{ objekat i klasu. Takode, ni terminologija u objektnoj metodologiji nije zadovoljavajuca,
jer cesto za isti pojam postoji nekoliko termina (npr. objekat se cesto naziva i instan-
com klase). Pored sinonimije, u objektnoj metodologiji postoji jos veci problem, a to je
neoprezna upotreba termina koji su preuzeti iz drugih naucnih oblasti (npr. najcesce iz lo-
zoje), sto moze da izazove pogresnu asocijaciju [71]. Tipican primer jeste termin objekat
koji obicno oznacava stvar, predmet ili korelat subjektu [74]. U objektnoj metodologiji za
termin objekat postoji vise razlicitih denicija [68], kao sto su:
 Objekat predstavlja individuu, pojedinost koja se moze identikovati, jedinicu ili
entitet, realan ili apstraktan, sa dobro denisanom ulogom u domenu problema [96],
 Objekat je bilo sta sto poseduje ostre i jasno denisane granice [20],
 Objekat je stvar koja se moze identikovati i koja igra odredenu ulogu u odnosu na
zahtev za izvrsavanje operacija [71],
 Objekat je kolekcija operacija koje dele stanje [71],
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 Objekat je inkapsulacija skupa operacija koje se mogu eksterno pobudivati i stanja
koje pamti efekte primene metoda [71],
 Objekat je instanca klase u vreme izvrsavanja [76],
 Objekat je model entiteta koji ima identitet, stanje i ponasanje, gde se pod entitetom
podrazumeva postojanje neceg [71][70].
Slicna situacija je kada je u pitanju termin klasa i mogu se uociti tri osnovna aspekta
klase [71]:
 Klasa po deniciji sluzi za grupisanje objekata,
 Klasa ima namenu da opredeli strukturu i ponasanje svih objekata koji joj pripadaju
(tj. klasa ima prirodu seme ili sablona),
 Klasa sluzi kao generator objekata.
Ocigledno, navedene denicije imaju prilicno ,,slobodnu" formu, a posebna mana im
je sto ne omogucavaju da se termini objekat i klasa denisu nezavisno jedan od drugog.
Denicija koja denise objekat kao model entiteta je jos najprikladnija, ali otvara pitanje
sta je to entitet, a sta je model i kako koristiti te termine, a ne doci u koliziju sa vec
usvojenom terminologijom u lozoji. Medutim, cak i ta denicija ima jedan ocigledan
problem, a to je da softverski inzenjer, prilikom pisanja programa, ne barata konkretnim
jedinicama posmatranja (entitetima), vec barata mislima o njima i njih modeluje.
U ovom izlaganju cemo izloziti konceptualne denicije klase i objekta, koje omogu-
cavaju da se termini objekat i klasa denisu nezavisno jedan od drugog. Nase izlaganje
pocinje i bazira se na deniciji pojma ili koncepta, koji predstavlja misao o bitnim karakter-
istikama jedinice posmatranja i na taj nacin dobijamo realniju sliku o procesu modelovanja.
Takode, zahvaljujuci ovakvom pristupu mozemo jasno denisati sta je to softverski model
pojma koji projektant stvara u odnosu na domen problema.
3.2 Individualni i klasni pojam
Prilikom stvaranja objektno orijentisanog programa softverski inzenjeri najvise vremena
ce posvetiti analizi i modelovanju. Medutim, ovde treba napomenuti cinjenicu da se soft-
verski inzenjeri bave mislima o ucesnicima u informacionom sistemu, odnosno jedinica
posmatranja se tretira preko misli o njoj, tacnije preko misli o njenim bitnim karakteris-
tikama. Na primer, projektanti informacionog sistema fakulteta ne barataju sa konkret-
nim studentima i nastavnicima, vec koriste misli o njima, odnosno misli o njihovim bitnim
karakteristikama. Na osnovu toga, zakljucujemo da su klasa i objekat direktno vezani
za misli i da nije potreban nikakav posrednik u vidu entiteta ili neceg treceg, pa ce ovo
izlaganje zapoceti sledecom denicijom:
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 Misao o bitnim karakteristikama predmeta jeste pojam ili koncept [85],
pri cemu se rec ,,predmet" ovde koristi u najsirem smislu i oznacava predmet posmatranja
i/ili razmisljanja. Svaki predmet u najsirem smislu poseduje odredene karakteristike koje
mozemo podeliti na bitne i nebitne. Misao o bilo kojoj karakteristici se naziva oznaka,
a specijalno, misao o bitnim karakteristikama se naziva bitna oznaka. Nebitne karak-
teristike se mogu izvesti iz bitnih karakteristika. Na primer, bitne karakteristike pojma
TROUGAO jesu biti konveksni mnogougao i imati tri stranice, dok jednakost visina kod
jednakostranicnog trougla nije bitna karakteristika, jer sledi iz osobine jednakosti stranica.
Pojam ima sadrzaj i opseg [85]. Sadrzaj pojma je skup njegovih bitnih karakteristika.
Na primer, sadrzaj pojma FUNKCIJA cine osobine biti relacija i ako (a; b) i (a; c) pripadaju
funkciji, tada vazi b = c. Neka su A i B dva pojma. Ako za pojam B mozemo reci
svako B je istovremeno i A, tada je A genericki (visi) pojam u odnosu na B, a B je
vrsni (nizi) pojam u odnosu na A. Opseg pojma jeste skup njegovih vrsnih pojmova.
Na primer, opseg pojma TROUGAO cine pojmovi JEDNAKOSTRANICNI TROUGAO,
JEDNAKOKRAKI TROUGAO, PRAVOUGLI TROUGAO itd.
Sadrzaj i opseg pojma se nalaze u obrnutoj srazmeri, odnosno nizi pojam ima manji
opseg, ali mu je sadrzaj veci od viseg pojma i obrnuto, visi pojam ima veci opseg, ali mu
je sadrzaj manji od nizeg pojma. Ovaj zakljucak je logican, jer se nizi pojmovi dobijaju iz
visih dodavanjem semantike u vidu oznaka, ali istovremeno se na taj nacin suzava opseg,
jer je nizi pojam specicniji.
Pojmove mozemo klasikovati na razne nacine, ali za nase dalje izlaganje vazna je
podela na individualne i klasne pojmove. Individualni pojmovi se odnose na individ-
ualne predmete. Individualni predmeti koji imaju zajednicke oznake cine klasu, a misao
o datoj klasi jeste klasni pojam. Na primer, individualni pojmovi HAJDN, MOCART i
BETOVEN jesu misli o poznatim kompozitorima, kojima je zajednicko to da pripadaju
periodu klasicizma i da je njihov stvaralacki rad vise ili manje vezan za grad Bec. Na
osnovu zajednickih oznaka, oni cine klasu, a misao o toj klasi jeste klasni pojam BECKI
KLASICAR.
Ocigledno, individualni pojmovi mogu i ne moraju biti realni, dok klasni pojmovi
nikada nisu realni. Na primer, klasni pojam BECKI KLASICAR nije realan pojam, dok
individualni pojam MOCART je realan (kompozitor Mocart je postojao u periodu 1756{
1791 godine). Medutim, i individualni i klasni pojam TROUGAO nisu realni.
Metodom apstrakcije od klasnih pojmova mogu se dobiti jos apstraktniji klasni poj-
movi. Na taj nacin se dobija hijerarhija klasnih pojmova, koja po obliku podseca na stablo.
Na primer, klasni pojam BECKI KLASICAR pripada opsegu klasnog pojma KOMPOZI-
TOR, a ovaj opet pripada opsegu klasnog pojma UMETNIK itd.
Ustaljena praksa je da ucenje objektno orijentisanog programiranja pocinje sa raz-
matranjem entiteta. Po ISO deniciji entitet je bilo koja konkretna ili apstraktna stvar
koja postoji, koja je postojala ili je mogla postojati, ukljucujuci i veze izmedu ovih stvari.
U ovom izlaganju entitet se tretira kao sinonim za jedinicu posmatranja i smatra se da
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nema potrebe stavljati ga u prvi plan, jer kao sto je na pocetku ovog poglavlja receno,
projektant informacionog sistema barata pojmovima, tj. mislima. Zbog toga, u ovom
izlaganju u prvom planu se nalazi pojam. Najzad, mozemo reci da svet u najopstijem
smislu, koji projektant razmatra, cine pojmovi, koji imaju oznake i koji medusobno stoje
u nekom odnosu, tj. u nekoj vezi.
3.3 Modelovanje
U prethodnom poglavlju smo rekli sta je to sadrzaj pojma, ali cemo ovde reci da odredivanje
sadrzaja pojma nije nimalo lak posao. Na primer, pojam GRA-DANIN ima bitne oznake
ime i prezime, maticni broj, adresu i broj licne karte, ali isto tako svaki gradanin ima
visinu, tezinu, boju kose, broj cipela itd. Upravo ovde se pokazuje opravdanost uvodenja
domena problema. Naime, za razliku od logicara, projektant softvera ne mora voditi
racuna o svim bitnim oznakama pojma, vec samo o onima koje su relevantne, tj. one koje
su od interesa za dati domen problema koji je predmet analize. Na primer, projektant
informacionog sistema poreske uprave ce za pojam GRA-DANIN izabrati ime i prezime,
maticni broj, adresu, podatke o prihodima i sl., ali sigurno nece izabrati visinu ili tezinu,
iako svaki gradanin poseduje pomenute osobine. S druge strane, projektant informacionog
sistema zdravstvene ustanove ce pored imena i prezimena, maticnog broja, adrese i sl.,
sigurno izabrati i visinu i tezinu, jer ove osobine su neophodne lekaru prilikom odredivanja
terapije, ali nece izabrati podatke o prihodima.
 Oznake pojma koje su od interesa u datom domenu problema zovu se relevantne
oznake pojma [51][71].
Uvodenjem relevantnih oznaka, umesto bitnih oznaka, resava se problem donosenja
odluke da li je neka oznaka bitna ili ne. Na primer, maticni broj gradanina je oznaka koja je
bitna u zemljama u kojima ona postoji, ali postoje zemlje u kojima ona ne postoji pa samim
tim nije ni bitna. Dakle, uvodenje relevantnih oznaka koje su vezane za dati domen prob-
lema igra kljucnu ulogu da nase izlaganje dobije i praktican karakter, sto je narocito vazno
za softverski inzenjering, koji podrazumeva resavanje prakticnih (inzenjerskih) problema.
Sada mozemo denisati model, pri cemu treba istaci da sa^m termin model, kao homo-
morfna slika neceg, ima upotrebu u raznim situacijama (npr. maketa zgrade predstavlja
model zgrade koja ce biti sagradena), medutim, softverski inzenjer bavi se modelovanjem
pojma, tj. modelovanjem misli. Prema tome, ovde cemo denisati softversko modelovanje
(krace modelovanje) i softverski model (krace model):
 Postupak izbora konacnog broja relevantnih oznaka pojma u odnosu na dati domen
problema naziva se softversko modelovanje, a dobijeni konacni skup relevantnih
oznaka naziva se softverski model.
Iz prethodne denicije mozemo zapaziti da je modelovanje postupak kojim se dobija
uproscena slika pojma u datom domenu problema, pri cemu taj postupak nije jednoznacno
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odreden, tj. isti pojam se moze modelovati na vise razlicitih nacina. Na primer, pojam
GRA-DANIN se moze modelovati konacnim skupom oznaka fime i prezime, maticni brojg,
ali isto tako bi se mogao modelovati konacnim skupom fime i prezime, maticni broj, adresa,
broj pasosag. Drugim recima, projektant je taj koji donosi odluku kako ce modelovati neki
pojam. Veoma je vazno da dobijeni skup relevantnih oznaka bude potrebno i dovoljno
deskriptivan, jer to je jedan od kljucnih preduslova da softver, kao nalni proizvod, bude
kvalitetan. Zbog toga projektant vise vremena posvecuje modelovanju, a ne sa^mom pisanju
ko^da.
3.4 Klasa i objekat
U ovom poglavlju cemo navesti konceptualne denicije klase i objekta, ali cemo prvo
skrenuti paznju na to da ove denicije imaju dve velike prednosti u odnosu na sve denicije
koje smo spomenuli u uvodnom delu ovog izlaganja. Naime, konceptualne denicije su
zasnovane na pojmovima (konceptima), tj. na dobro razradenom i jasnom sistemu termina
i njihovih znacenja. Pored toga, konceptualne denicije klase i objekta su ravnopravne u
semantickom smislu, tj. klasa se ne denise preko objekta niti obrnuto. Prvo cemo navesti
konceptualnu deniciju klase:
 Klasa objekata (krace klasa) jeste softverski model klasnog pojma.
Oznake klasnog pojma cemo podeliti u dve grupe: oznake u uzem smislu i oznake
tipa ,,sadrzi klasni pojam". Oznake u uzem smislu cemo ovde zvati odlikama. Klasni
pojam moze u svom sastavu da sadrzi i druge klasne pojmove, a njih cemo ovde nazvati
fragmentima. Na primer, klasni pojam DUZ ima dva fragmenta (dva temena) koja
jesu dva klasna pojma TACKA. Na primer, klasni pojam AUTOMOBIL ima odliku boja.
Odlike mogu biti deskriptivne, kao sto su boja, masa i sl., ali i operacione, kao sto
su mogucnost kretanja, mogucnost letenja i sl. Sada cemo navesti konceptualnu deniciju
objekta:
 Objekat je softverski model individualnog pojma.
Ocigledno, konceptualni pogled postavlja klasu i objekat u ravnopravni polozaj.
Razlika je samo u tome sto klasa odgovara klasnom, a objekat individualnom pojmu.
Klasa i objekat povezani su jednom pretpostavkom koja zapravo ima snagu postulata i
glasi:
 Za svaki objekat postoji klasa koja poseduje sve njegove relevantne oznake i tada
kazemo da objekat pripada datoj klasi.
Na primer, svaki pojedinacni objekat jednakokraki trougao (sa konkretnim vred-
nostima duzina stranica) pripada klasi Jednakokraki trougao. Fragmenti i odlike klasnog
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pojma se pojavljuju u klasnoj varijanti, a fragmenti i odlike individualnog pojma u indivi-
dualnoj varijanti. Na primer, ako je odlika klase boja, tada kod individue se ona pojavljuje
kao bela ili zelena.
Pojmovi mogu biti slozeni sto znaci da njihovi fragmenti mogu imati svoje frag-
mente, a ovi opet svoje itd. Na primer, udzbenik se sastoji od poglavlja, poglavlja sadrze
pasuse, pasusi linije, a linije sadrze znake. Skup sastavljen od pojma, njegovih fragme-
nata, pa dalje njihovih fragmenata itd., ureden relacijom ,,biti fragment" cini strukturu
takvog pojma. Ukoliko pojam ne sadrzi fragmente, vec samo odlike, tada kazemo da je
takav pojam jednostavne strukture. Ukoliko pak pojam sadrzi bar jedan fragment, tada
kazemo da je takav pojam slozene strukture. Na primer, pojam AUTOMOBIL sadrzi frag-
ment MOTOR, pa kazemo da ima slozenu strukturu. Na primer, pojam TACKA sadrzi
samo odlike, a to su vrednosti koordinata, pa kazemo da ima jednostavnu strukturu. S
obzirom da je objekat model individualnog pojma, tada modelovanjem od strukture pojma
dobijamo strukturu objekta. Analogno tome, posto klasa predstavlja model klasnog po-
jma, modelovanjem od strukture klasnog pojma dobijamo strukturu klase. Prema tome,
mozemo govoriti o jednostavnoj i slozenoj strukturi objekta, odnosno klase.
Esencijalne osobine objekta su da ima identitet, stanje i ponasanje. Konceptualna
denicija nije u koliziji sa navedenim esencijalnim osobinama. Naime, posto svaki in-
dividualni pojam ima identitet koji ga jednoznacno odreduje, ta osobina se preslikava i
na objekat, kao njegov model, odnosno svaki objekat ima identitet koji ga jednoznacno
odreduje. Stanje objekta sa jednostavnom strukturom odreduju njegove deskriptivne od-
like. Stanje objekta sa slozenom strukturom odreduju njegove deskriptivne odlike, ali i
stanja njegovih fragmenata. Ako sada ovaj zakljucak razmotrimo sa druge tacke gledista,
tj. ako za objekat posmatramo skup stanja, tada zakljucujemo da se deskriptivne odlike
izvode iz stanja, tj. odlike su funkcije stanja. Najzad, dosli smo do faze realizacije u
nekom od objektno orijentisanih programskih jezika. U fazi realizacije deskriptivne odlike
predstavljace podatke-clanove objekta, dok ce fragmenti predstavljati objekte-clanove
objekta. Operacione odlike determinisu ponasanje objekta, koje ce biti opisano u njegovim
metodama. Podatke-clanove i objekte-clanove obicno zovemo jednim imenom polja.
Objekti, odnosno klase sa jednostavnom strukturom sadrze iskljucivo podatake-
clanove. Podaci-clanovi imaju odgovarajuci tip, pa posto svi programski jezici barataju
sa konacnim tipovima, zakljucujemo da je i njihov apstraktni skup stanja konacan. Od
objekata, odnosno klasa sa jednostavnom strukturom su izgradeni objekti, odnosno klase
sa slozenom strukturom, a ovih jos slozeniji itd. Na osnovu toga, zakljucujemo da je i
njihov apstraktni skup stanja konacan. Drugim recima, bez obzira na slozenost strukture,
apstraktni skup stanja objekta, odnosno klase je konacan.
Kada se iz klasnog pojma izuzmu oznake nivoa klase, dobija se skup oznaka (frag-
menata i odlika) koje poseduje svaki individualni pojam vezan za tu klasu. Imajuci u vidu
deniciju objekta, logicno sledi da objekti iste klase imaju istu strukturu i isto ponasanje.
Klasa i objekat stoje u identicnom odnosu u kojem su tip podataka i promenljiva u stan-
dardnim programskim jezicima. Na primer, promenljive tipa int predstavljaju primerke
(pojave) tog tipa, kao sto objekti predstavljaju primerke (pojave, instance) svoje klase.
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Odavde je ocigledno da konceptualna denicija klase i ovo izlaganje nisu u koliziji sa
kljucnim aspektima klase koji su navedeni u uvodnom delu ovog rada.
Najzad, u literaturi iz objektno orijentisanog programiranja cesto se koristi termin
atribut, nazalost, ne na sasvim ispravan nacin. Atribut po deniciji oznacava bitnu oznaku.
U ovom izlaganju pokazali smo da postoje deskriptivne i operacione oznake. Pojedini
autori atributima nazivaju samo deskriptivne odlike, iako se sustina objektne metodologije
sastoji upravo u izjednacavanju svih odlika, kako deskriptivnih tako i operacionih. Na
primer, operaciona odlika mogucnost letenja je bitna oznaka pojma AVION. Naravno, ima
autora koji eksplicitno navode da atributi obuhvataju sve bitne oznake, kako deskriptivne
tako i operacione [2].
3.5 Invarijanta
Od svih oznaka pojma, i to kako deskriptivnih, tako i operacionih, uocavamo one invari-
jantne. Na primer, za pojam TROUGAO, pri cemu je ovde svejedno da li se radi o indi-
vidualnom ili klasnom pojmu, oznaka a+ b > c je invarijantna, gde su a, b i c deskriptivne
oznake koje predstavljaju duzine stranica trougla. Isto tako, oznaka ++ = 180, gde
su ,  i  deskriptivne oznake koje predstavljaju unutrasnje uglove trougla. Ocigledno,
bez obzira na promene (transformacije) koje pojam pretrpi, invarijantna oznaka uvek je
vazeca. Ocigledno postoji beskonacno mnogo invarijantnih oznaka, a sve one zajedno
grade sustinu ili esenciju pojma.
Modelovanjem se bira konacan skup relevantnih oznaka, i to kako deskriptivnih,
tako i operacionih. Ujedno, to povlaci i izbor svih invarijantnih oznaka koje su relevantne
za dati model. Takve oznake cemo zvati invarijantnim relevantnim oznakama, a
ocigledno moze ih biti beskonacno mnogo. Sve invarijantne relevantne oznake opisuju
sustinu pojma u datom domenu problema. Na primer, rekli smo da su oznake a + b > c
i  +  +  = 180 invarijantne oznake, medutim, ukoliko modelujemo trougao tako da
model cine jedino duzine stranica a, b i c, tada oznaka a+ b > c je relevantna invarijantna
oznaka, dok +  +  = 180 nije.
U fazi realizacijom dobijamo objekat, odnosno klasu, sa konacnim apstraktnim
skupom stanja. Medutim, invarijantna relevantna oznaka pojma i dalje ostaje vazeca,
samo ovaj put u obliku restrikcije nad usvojenim konacnim skupom apstraktnih stanja.
 Invarijanta u objektu predstavlja restrikciju invarijantne relevatne oznake individu-
alnog pojma na usvojenom skupu apstraktnih stanja.
 Invarijanta u klasi predstavlja restrikciju invarijantne relevatne oznake klasnog po-
jma na usvojenom skupu apstraktnih stanja.
Na osnovu cinjenice da invarijantna oznaka moze biti kako deskriptivna, tako i op-
eraciona, nakon modelovanja, dobijamo nekoliko vrsta invarijanata [72]:
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 Invarijante polja { poticu od invarijantnih deskriptivnih relevatnih oznaka, a nakon
modelovanja predstavljaju relaciju denisanu nad poljima. Na primer, a + b > c je
invarijanta polja, gde polja a, b i c predstavljaju duzine stranica trougla.
 Funkcionalne invarijante { poticu od invarijantnih operacionih relevantnih oznaka,
a nakon modelovanja povezuju metode u smislu primene. Na primer, uzastopna
primena metoda push i pop ostavlja stek u stanju u kojem je bio pre primene.
 Invarijante odnosa { tipican primer jeste kardinatilet veza izmedu pojmova, pa tako
na primer, kardinalitet veze izmedu pojmova DUZ i TACKA jeste 1 : 2.
 Mesoviti oblici.
Posmatrajmo sada objekat jednostavne strukture, koji sadrzi samo podatke-clanove
nekog tipa. Na primer, ako podatak-clan a predstavlja duzinu stranice trougla tipa realan
broj, postavlja se pitanje { da li taj tip odgovara odgovarajucoj relevantnoj oznaci pojma?
Iako sve deluje logicno, nazalost, odgovor je odrican, jer duzina stranice trougla moze biti
jedino tipa duzina. Takav tip, nazalost, ne postoji ni u jednom programskom jeziku, vec
moramo improvizovati i reci da je podatak-clan a tipa pozitivan realan broj. Medutim,
tu nije kraj problemu, jer postavlja se pitanje { da li bilo koja tri pozitivna realna broja
predstavljaju duzine stranica trougla? Opet je odgovor odrican, jer ta tri broja moraju
zadovoljavati teoremu o nejednakosti duzina stranica trougla. Drugim recima, invarijantna
relevantna oznaka pojma TROUGAO mora se ocuvati. Sada je potpuno jasan problem,
sa jedne strane imamo zahteve koji poticu od sa^me prirode oznaka pojma, a druge strane
imamo realnost koju namece deskriptivna moc programskih jezika. Zbog toga, potpuno
opravdano je podeliti konacni skup apstraktnih stanja na dva disjunktna podskupa, a to su
skupovi validnih i invalidnih stanja. Na primer, kada je u pitanju trougao, stanje (3; 4; 5)
je validno, dok stanja ( 3; 4; 5) ili (5; 1; 1) su invalidna.
Invarijanta jeste svaki predikat koji je tacan u svakom validnom stanju, dok u in-
validnom stanju moze i ne mora biti tacan. Posebno, predikat koji jednoznacno razdvaja
skup validnih od skupa invalidnih stanja, zvacemo stroga invarijanta. Drugim recima,
stroga invarijanta jeste svaki predikat koji je tacan u svakom validnom stanju, a netacan
u svakom invalidnom stanju. Invarijanata i strogih invarijanata ima beskonacno mnogo.
Medutim, posto sve stroge invarijante jednoznacno razdvajaju skupove validnih i invalid-
nih stanja, zakljucujemo da su sve stroge invarijante jedinstvene do nivoa ekvivalencije.
Do sada smo govorili o invarijantama koje poticu od invarijantnih relevantnih oznaka
pojma, tj. poticu iz domena problema. Medutim, postoje i invarijante koje nastaju u fazi
realizacije, iako ih ne mora biti u domenu problema. Na primer, kod steka koji je realizovan
sekvencijalno sa kapacitetom C postoji ogranicenje da ne moze imati vise elemenata od
C, dok kod steka koji je realizovan spregnuto takvo ogranicenje ne postoji.
Centralno mesto u statickoj analizi semantike objektno orijentisanog programa za-
uzima semantika klase i postoji korepodencija izmedu njih [67]. Mi cemo se fokusirati na
static class-level modular analysis [14] [88] [65], koja se moze se kretati u dva pravca:
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 as prescribed { invarijanta je unapred zadata, a korektnost ponasanja objekta, odnosno
klase se dokazuje u odnosu na tako zadatu invarijantu [77] [61].
 as described { smatra se da se objekat, odnosno klasa korektno ponasaju, pa se iz
semantickog opisa metoda izvodi invarijanta [1] [31] [90] [66] [67].
U daljem izlaganju fokusiracemo se na as described razmatranje invarijanata polja
u klasi i razviti dve analize:
 analizu primenom statickih postuslova ili krace SP -analizu, koja se bazira na najuzim
statickim postuslovima metoda, odnosno na validnim zavrsnim stanjima.
 analizu primenom dinamickih postuslova ili krace DP -analizu, koja se bazira na
najuzim dinamickim postuslovima metoda, odnosno na validnim prelazima stanja.
68 GLAVA 3. KLASA, OBJEKAT I INVARIJANTA
Glava 4
Analiza invarijanata polja u klasi
Pojam invarijante, po mom misljenju, jedan je od najsvetlijih koncepata koji mogu da se nauce
iz objektno orijentisane metodologije. Jedino kada izvedemo invarijantu (klase koju pisemo) ili
kada procitamo i razumemo invarijantu (klase koju je neko drugi napisao), tada zaista osecamo
da znamo koja je namena klase.
Bertrand Mejer (1950{)
4.1 Uvod
U ovom izlaganju bavicemo se as decribed analizom i koristeci jedinstven pristup bazi-
ran na promenama apstraktnih stanja, pokazacemo kako se invarijante izracunavaju iz
dinamickih postuslova metoda, a sa^mu analizu nazvacemo analiza invarijanata u klasi
primenom dinamickih postuslova ili krace DP -analiza. DP -analiza jeste specijalan slucaj
S-programskog racuna [57], odnosno specijalan slucaj predikatske logike prvog reda [16]
[48] [94]. S-racun povezuje Horovu logiku [32] [41] [35] sa predikatskom logikom i pokazuje
da se Horova logika moze izvesti iz aksioma i teorema predikatske logike prvog reda.
Odavde zakljucujemo da DP -analiza, kao specijalan slucaj S-racuna, prezentuje primenu
Horove logike u objektno orijentisanom ambijentu.
Za razliku od obicnog postuslova Q(z), kojeg cemo ovde nazvati statickim pos-
tuslovom i koji predstavlja funkciju samo zavrsnog stanja, dinamicki postuslov Q^(x; z)
predstavlja funkciju i pocetnog i zavrsnog stanja. Da bi se videla ocigledna prednost
ovakvog pristupa, prvo cemo razmotriti analizu invarijanata primenom statickih pos-
tuslova ili krace SP -analizu i kroz primere objasniti njene mane. Naime, pokazacemo
da staticki postuslov nije pogodan za opisivanje semantike medudejstva metoda u klasi.
Nakon toga, razmotricemo DP -analizu, u okviru koje centralno mesto zauzima operacija
generalizovane supstitucije. Primenom generalizovane supstitucije i teoreme Tarskog [102]
pokazacemo da se invarijanta moze racunati kao nepokretna tacka na apstraktnom skupu
stanja klase. Da bi izlaganje imalo i praktican karakter formulisacemo rekurzivne algo-
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ritme za izracunavanje razlicitih vrsta invarijanata i demonstrirati njihov rad kroz nekoliko
primera.
Invarijanta se moze posmatrati kroz ponasanje pojedinacnog objekta ili kroz pona-
sanje cele klase i predstavlja neki predikat koji je tacan u svakom stanju koje se smatra
validnim, nezavisno od toga sta smatramo za stanje. Dakle, najcelishodnije je invarijante
razmatrati prvo na apstraktnom prostoru stanja, a kasnije interpretirati prostor stanja na
vrednostima polja. Zbog toga, SP i DP analize cemo razviti na apstraktnom prostoru
stanja, gde cemo invarijante posmatrati kao predikate na apstraktnom prostoru stanja [44]
[43] [57], a u interpretaciji na poljima klase pretvoricemo ih u logicke izraze [37] [38].
Centralno mesto u as described analizi, odnosno u izracunavanju invarijante zauz-
ima teorema Tarskog o nepokretnoj tacki [102] [22], pa se ranije ideje o izracunavanju
invarijante u programu [17] ili u while petlji [39] mogu dovesti u vezu sa izracunavanjem
invarijante u klasi. Ideju o nepokretnoj tacki na putanji stanja programa [19] koristi
Francesko Logozzo i u svojim radovima [65] [66] [67] iznosi mogucnost da se invarijanta
u klasi moze racunati kao nepokretna tacka na putanji dostupnih stanja. Gledano sa as-
pekta S-racuna, Logozzovo izracunavanje invarijante bazira se na izracunavanju najuzeg
statickog postuslova sp. Ako se za sve metode izracuna najuzi postuslov pocev od inici-
jalnih stanja S0, dobijaju se dostupna stanja S0, odakle formiramo skup S1 = S0 [S0.
Slicno, od skupa S1 se moze dobiti skup S2 itd. Ako se ovaj postupak rekurzivno ponavlja
dobijamo putanju skupova dostupnih stanja. Ocigledno, nepokretna tacka na ovoj putanji
opisuje sva dostupna stanja, odnosno to je stroga invarijanta.
Ovde treba primetiti jedan vazan detalj - najuzi staticki postuslov sp opisuje samo
zavrsna stanja i ako se on koristi tada se javlja problem opisa semantike medudejstva
metoda (Primer 4.2.2). Posmatrajmo klasu:
public class K f
public int n;
public K() f n=0; g
public void incN() f n++; g
g
Metoda incN terminira za n 2 f: : : ; 2; 1; 0; 1; 2; : : : g. Metoda incN ,,ne zna"
da konstruktor ostavlja objekat u stanju u kojem je n = 0. Ako se uzastopno aktivira
metoda incN , tada sledbenik ,,ne zna" u kojem stanju je njegov prethodnik ostavio ob-
jekat. Posto Logozzo razmatra putanje skupova dostupnih stanja na taj nacin indirektno
problem medudejstva je resen. Takvo resenje jeste prihvatljivo, ali treba napomenuti da
se ono nalazi u okviru operacione semantike [69].
Nasa ideja jeste da problem opisivanja semantike medudejstva metoda resimo uvode-
njem dinamickih postuslova. Nas doprinos jeste u tome sto cemo pokazati da se invarijante
u klasi mogu izracunavati u okviru predikatske logike prvog reda. Korist od toga je velika,
jer predikatska logika predstavlja klasicnu i sirokoprihvacenu oblast matematike i kao takva
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poseduje mocan matematicki aparat.
Polazna pretpostavka u Logozzo-vom radu jeste da apstraktni skup stanja klase
moze biti beskonacan [67], a odatle sledi da i putanje skupova dostupnih stanja mogu
biti beskonacne, odnosno da se invarijanta, u opstem slucaju ne moze izracunati, vec je
potrebno uvoditi odredene aproksimacije.
Nasa polazna pretpostavka jeste da je apstraktni skup stanja klase UK konacan i
particijom ga delimo na skup validnih VK i skup invalidnih NK stanja. Opravdanje za
takvu pretpostavku jeste cinjenica da se u ovom radu bavimo as described analizom. Kao
sto smo ranije rekli, as described analiza podrazumeva korektno ponasanje klase, a to
znaci da svaka metoda garantovano terminira. Pocev od takve pretpostavke, uvodenjem
i primenom generalizovane supstitucije razvicemo jedinstven matematicki mehanizam iz
kojeg se direktno izvode rekurzivni algoritmi za izracunavanje razlicitih invarijanata (ciste
invarijante objekta i klase, kao i mesovite invarijante). Time cemo pokazati da je nase
resenje opstije, odnosno da Logozzovo resenje predstavlja specijalan slucaj nase analize.
U poglavlju 4.2 prikazacemo SP -analizu i kroz primere objasniti problem opisi-
vanja semantike medudejstva metoda, a zatim, u poglavlju 4.3 razvicemo DP -analizu
i rekurzivne algoritme za automatsko izracunavanje invarijante. Poglavlje 4.4 razmatra
primenu rekurzivnih algoritama za izracunavanje razlicitih invarijanata (ciste invarijante
objekta i klase, kao i mesovite invarijante) na interpretiranom skupu apstraktnih stanja
i kroz konkretne primere demonstrira njihov rad. Takode, ovo Poglavlje razmatra slucaj
kada metode imaju parametre. U poglavlju 4.5 razmatramo izracunavanje invarijante
vlasnika i komponente u razlicitim situacijama (slucaj kada jedan vlasnik sadrzi jednu
komponentu, odnosno slucaj kada vise vlasnika dele jednu komponentu), a u poglavlju 4.6
izracunavanje invarijante natklase i potklase. Ujedno, analiziracemo veze invarijanata kada
su klase povezane klijentskim vezama, odnosno nasledivanjem. Najzad, u poglavlju 4.7
prikazacemo izracunavanje invarijante objekata sa varijabilnom strukturom, tj. objekata
koji sadrze pokazivace/reference kojima se ostvaruje veza sa memorijskim prostorom koji
se nalazi izvan objekta, odnosno negde na hipu. Ovakvim izborom i redosledom tema,
nasa analiza dobija kompletnu formu i moze se koristi za analizu klasa i sa jednostavnom
i sa slozenom strukturom.
4.2 Osnovni elementi SP -analize
Klasi K se pridruzuje konacan apstraktni skup stanja UK . Skup svih polja klase K
oznacavamo sa K i podrazumevamo da u klasi K postoji bar jedno polje, tj. da vazi
K 6= ;, pa prema tome vazi i UK 6= ;.
Denicija 4.2.1 (Apstraktni skup stanja) Apstraktni skup stanja UK je neprazan ko-
nacan skup apstraktnih stanja pridruzen klasi K.
Neka su 1; 2; : : : ; n polja klase K. Neka je Di skup vrednosti ili domen polja
i, gde je i = 1; 2; : : : ; n. Ako je polje klasnog tipa, tada se pod skupom vrednosti po-
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drazumevaju odgovarajuci objekti, kao i vrednost null. Interpretacija apstraktnog skupa
stanje jeste bijekcija koja svakom stanju iz skupa UK dodeljuje odgovarajuci vektor iz
skupa D1 D2     Dn .
Skup svih metoda u klasi K oznacavamo sa MK i podrazumevamo da vazi MK 6= ;.
U ovoj analizi podrazumevamo da svaka promena stanja nastaje iskljucivo aktiviranjem
neke metode, odnosno da ne postoje operacije tipa obj:field = expression, koje su inace
neobjektne [77] [78] [79]. Takode, podrazumevamo da su promene stanja svakog objekta
(ili klase) diskretne i da se odvijaju u vremenu. To znaci da tokom prelaza iz stanja u stanje
invarijanta moze i da se narusi, da bi tek po zavrsenom transferu bila ponovo uspostavljena,
a to vodi ka problemima vezanim za tzv. call-back ili reentrancy, gde do narusavanja
invarijante moze doci zbog rekurzivnih poziva [77]. Podrazumevamo da su konstruktori u
klasama potpuni, tj. da izvrsavaju celu proceduru kreiranja i podrazumevamo da nema
alijasa [78].
Apstraktni skup stanja UK particijom delimo na skup dostupnih i skup nedostupnih
stanja. Skup dostupnih stanja klase cine sva stanja u kojima se objekat ili klasa mogu
naci u toku svog zivotnog veka [84] [61]. Stanja koja nisu dostupna zovemo nedostupnim.
Skup UK particijom delimo na jos jedan nacin na skup stacionarnih i skup nestacionarnih
stanja. Objekat se nalazi u stacionarnom stanju kada nijedna metoda nad tim objek-
tom nije aktivna. Klasa se nalazi u stacionarnom stanju kada nijedna metoda klase nije
aktivna. Stanja koja nisu stacionarna zovemo nestacionarna stanja. Za potrebe nase anal-
ize neophodna su stanja koja se nalaze u preseku skupa dostupnih i skupa stacionarnih
stanja. Stanje je validno ako i samo ako je dostupno i stacionarno. Stanje koje nije validno
nazivamo invalidnim. Ako sa VK oznacimo skup validnih stanja, a sa NK skup invalidnih
stanja, tada vazi UK = VK
S
NK ^ VK
T
NK = ;. U nasem razmatranju podrazumevamo
da je skup validnih stanja VK neprazan.
U S-racunu virtuelna masina radi sa apstraktnim skupom stanja A. Kao sto smo
svako stanje virtuelne masine interpretirali preko vrednosti programskih promenljivih,
ovde cemo interpretirati preko stanja objekata (klase). Posmatrajmo objekat obj klase
K. Neka objekat u sebi sadrzi polje  celobrojnog tipa. Na primer, tada x : (s :  = 0)
oznacava da se virtuelna masina nalazi u stanju x 2 A u kojem se objekat obj nalazi u
stanju s 2 UK , koje je takvo da za polje  vazi  = 0. Drugim recima, ovde povlacimo
jasnu razliku izmedu skupa apstraktnih stanja virtuelne masine A i skupa apstraktnih
stanja klase UK .
Denicija 4.2.2 (Nulto stanje objekta) Nulto stanje, u oznaci o, je validno kvazis-
tanje u kojem se objekat nalazi pre konstruisanja, odnosno posle destruisanja. Nulti
predikat, u oznaci O, je predikat koji je tacan samo u nultom stanju.
Gledano sa aspekta klase K, nulto stanje o ne pripada skupu UK , zato smo nulto
stanje proglasili za validno kvazistanje i prudruzili ga skupu UK .
Neka je m(in; io; out) metoda u kojoj su in ulazni parametri, io ulazno-izlazni
parametri i out izlazni parametri. Oznacimo sa u apstraktni ulaz kojeg formiraju in i
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io, a sa i apstraktni izlaz kojeg formiraju io i out. Neka je s apstraktno stanje. Ocigledno,
preduslov metode zavisi u i s, a postuslov od i i s. Medutim, ne gubeci opstost u daljem
izlaganju, prvo cemo iz analize izostaviti apstraktni ulaz u i izlaz i, tj. razmatranje cemo
ograniciti iskljucivo na metode koje nemaju parametre i povratnu vrednost. Na taj nacin
ce nasa analiza biti jednostavnija, a zatim cemo pricu prosiriti na metode koje imaju
parametre i povratnu vrednost (poglavlje 4.4.1). S obzirom da cemo na pocetku anal-
ize razmatrati samo metode koje nemaju parametre i povratnu vrednost, stanje virtuelne
masine x 2 A mozemo poistovetiti sa stanjem objekta (klase) s 2 UK . Shodno tome,
Hoareova formula totalne korektnosti (FTK) ce u objektnom ambijentu izgledati ovako:
(OFTK) fPgSfQg $ 8s[P (s)) 9tS(s; t) ^ 8r(S(s; r)) Q(r))],
gde su s; t; r 2 UK , P i Q su predikati (u daljem tekstu predikati) na skupu UK , tj.
P : UK ! f>;?g, a m su relacije (u daljem tekstu metode) na skupu UK , tj. m :
UK  UK ! f>;?g. Predikat cemo interpretirati logickim izrazom u kojem guriraju
polja, na primer, P : n > 0. Nulti predikat interpretiramo ovako O : (this = null). Dakle,
nulto stanje je validno kvazistanje u kojem objekat-predstavnik this ima vrednost null.
Metode cemo interpretirati ko^dom, a specijalno u ovom izlaganju koristicemo Java ko^d
[30] [98]. Interpretacija formule fPgmfQg jeste
 ako je pre izvrsenja metode m objekat (klasa) bio u stanju u kojem je predikat P
bio tacan, tada m terminira i objekat (klasa) ce se naci u stanju u kojem je predikat
Q tacan.
Uocimo da smo na ovaj nacin analizu dovoljno uprostili, a opet sa druge strane, nismo
izgubili opstost u razmatranju.
Najzad, u objektnom ambijentu, terminiranju metode mora se dati poseban znacaj,
ali ne zbog eventualnih neizvodljivih operacija ili beskonacnih ciklusa, nego zbog postovanja
protokola klase. Uvodimo reinterpretaciju neterminiranja i kazemo da metoda ne ter-
minira:
 Ako se u toku izvrsenja zahteva neizvodljiva operacije (npr. deljenje nulom),
 Ako se u toku izvrsenja pojavi beskonacni ciklus,
 Ako metoda generise izuzetak ili bi trebalo da generise, samo to ne cini zbog slabe
zastite.
Uocimo odmah da ovakva reinterpretacija neterminiranja ni na koji nacin ne ugrozava
opstost razmatranja jer je, sa stanovista invarijante, svejedno da li je izvrsenje metode
prekinuto ili je doslo do (nepozeljnog) zavrsetka.
Kod as prescribed analize specikacija klase se predstavlja kao skup uredenih parova
(Pi; Qi) gde je Pi preduslov, a Qi postuslov metode mi i onda se dokazuje korektnost
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napisane klase u odnosu na zadatu specikaciju. Medutim, s obzirom da ovde govorimo
o as described analizi invarijante, koja polazi od klase koju smatramo korektnom, speci-
kacija ce biti data kao skup tacnih predikata fPigmifQig.
Denicija 4.2.3 (Specikacija klase) Specikacija klase K, u oznaci SpecK , jeste skup:
SpecK = ffPigmifQigji = 1; :::; ng ;
gde su fPigmifQig tacni predikati, a n je broj metoda.
Denicija 4.2.4 (Invarijanta) Invarijanta u klasi K je svaki predikat I denisan nad
njenim apstraktnim skupom stanja UK , koji je tacan u svakom validnom stanju.
Primetimo da se od invarijante zahteva da mora biti tacna u validnim stanjima,
a moze i ne mora biti tacna u invalidnim stanjima. Takva denicija je u skladu sa za-
kljuckom: "invariant must hold every time control leaves a method of a class" [46]. S
obzirom da je po deniciji skup validnih stanja VK neprazan, invarijanta uvek postoji.
Denicija 4.2.5 (Stroga invarijanta) Stroga invarijanta u klasi K je svaki predikat
ISK denisan nad skupom UK sa sledecim svojstvima:
(SIK1) ISK je invarijanta u klasi K,
(SIK1) Ako je I invarijanta u klasi K tada vazi (8s 2 UK)ISK(s)) I(s).
Ocigledno, skup svih invarijanata =K u klasi K je beskonacan, ali se iz njega mogu
izdvojiti konacni podskupovi koje zovemo baze invarijanata.
Denicija 4.2.6 (Baza invarijanata) Baza invarijanata u klasi K je svaki konacan
podskup BK = fI1; I2; : : : ; Ing skupa svih invarijanata =K u klasi K koji ima sledece
osobine:
(B1) Za svaku strogu invarijantu ISK vazi ISK , I1 ^ I2 ^    ^ In,
(B1) Ako iz skupa BK izbacimo bilo koju invarijantu tada osobina (B1) vise ne vazi.
Teorema 4.2.7 U klasi K stroga invarijanta ISK uvek postoji i jedinstvena je do nivoa
ekvivalencije, odnosno sve stroge invarijante su ekvivalentne.
Dokaz.
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Posto je skup validnih stanja VK neprazan, stroga invarijanta (razlicita od ?) uvek
postoji. Pretpostavimo da su I1 i I2 stroge invarijante, za koje vazi (I1 , I2)  ?.
Posto su I1 i I2 stroge invarijante, na osnovu osobine (SIK1) iz denicije 4.2.5
one su i invarijante, pa na osnovu (SIK2) iz denicije 4.2.5 vazi I1 ) I2  > i
I2 ) I1  >, odakle dobijamo I1 , I2  >, sto je suprotno polaznoj pretpostavci,
pa je time teorema dokazana.

Teorema 4.2.8 Vazi (8s 2 UK)ISK(s), s 2 VK .
Dokaz.
Na osnovu osobine (SIK1) iz denicije 4.2.5 i na osnovu denicije 4.2.4 vazi (8s 2
VK) ) ISK(s), cime je dokazana implikacija s desna u levo. Pretpostavimo da
je t 2 UK takvo da vazi ISK(t)  > i t =2 VK . Posmatrajmo neki predikat W
takav da vazi W (t)  > i (8s 2 VK)W (s)  ?. Kako je (8s 2 VK):W (s) 
>, sledi da je :W invarijanta u klasi i da na osnovu (SIK2) iz denicije 4.2.5
vazi (8s 2 UK)ISK(s) ) :W (s), a to znaci da mora da vazi i ISK(t) ) :W (t).
Medutim, s obzirom na nase pretpostavke da je ISK(t)  > i W (t)  >, dobijamo
ISK(t)) :W (t)  ? i dolazimo do kontradikcije, pa je time dokazana i implikacija
s leva u desno. Posto smo dokazali implikacije u oba smera, zakljucujemo da polazna
ekvivalencija vazi, pa je time teorema dokazana.

Posledica 4.2.9 Stroga invarijanta u celosti denise skup validnih stanja klase, tj.
VK = fsj(s 2 UK)ISK(s)g:
Dokaz. Direktno sledi iz teoreme 4.2.8. 
U nasoj analizi koristimo predikat  (m), koji zovemo zastitni preduslov ili gard
(guard) i koji opisuje skup svih pocetnih stanja pocev od kojih metoda m garantovano
terminira [26].
Denicija 4.2.10 (Zastitni preduslov) Zastitni preduslov ili gard (guard) metode m,
u oznaci  (m), je predikat za koji vazi:
(G1) f (m)gmf>g, tj. ako je zadovoljen preduslov  (m) tada metoda m garantovano
terminira,
(G2) fPgmf>g ) (P )  (m)).
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Osobina (G2) iz denicije 4.2.10 znaci da je  (m) najsiri preduslov iz kojeg metodam
garantovano terminira, tj. vazi  (m), wp(m;>), gde je wp najsiri preduslov (Denicija
1.6.1). Zastitni preduslov i najsiri preduslov su bliske, ali ne i identicne kategorije. Naime,
 (m) opisuje sva pocetna stanja pocev od kojih metoda m garantovano terminira, dok
wp(m;Q) opisuje sva pocetna stanja pocev od kojih metoda m garantovano terminira u
zavrsno stanje u kojem vazi predikat Q. U nastavku, dajemo nekoliko teorema vezanih za
osnovne osobine zastitnog preduslova.
Teorema 4.2.11 Zastitni preduslov uvek postoji.
Dokaz.
Ocigledno, ako postoji bar jedno pocetno stanje s za koje metoda m terminira tada
postoji i  (m). Ako takvog stanja nema, tada je  (m)  ?.

Teorema 4.2.12 Ako za neki preduslov R vazi fRgmfQg tada R)  (m).
Dokaz.
Na osnovu teoreme 1.3.1:b:), iz fRgmfQg i Q) >, dobijamo fRgmf>g, pa prema
osobini (G2) iz denicije 4.2.10 sledi R)  (m).

Dokaz teoreme 4.2.12 moze da se izvede i direktnim rezonovanjem. Naime, iz tacnosti
fRgmfQg sledi da stanja opisana sa R obezbeduju terminiranje metode m, dakle, formi-
raju neki podskup od skupa stanja kojeg opisuje predikat  (m), pa prema tome vazi
R)  (m).
Teorema 4.2.13 Ako za neki predikat Q vazi f (m)gmfQg tada je wp(m;Q),  (m).
Dokaz.
Ako vazi f (m)gmfQg, tada po osobini (WP2) iz denicije 1.6.1 vazi  (m) )
wp(m;Q). Dalje, prema teoremi 4.2.12 za svaki predikat R za koji vazi fRgmfQg
dobijamo R)  (m), pa na osnovu toga vazi i wp(m;Q))  (m). Prema tome, vazi
wp(m;Q),  (m).

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Sada mozemo uraditi postavku SP -analize, tako sto cemo kroz teoreme razmotriti
vezu izmedu zastitnog preduslova i invarijante. Na pocetku napominjemo da polazna tacka
u SP -analizi jeste pretpostavka:
Pretpostavka 4.2.14 Klasa K je zadata specikacijom SpecK = ff (mi)gmifQigji =
1; 2; :::; ng, gde su f (mi)gmifQig; i = 1; 2; :::; n tacni predikati.
Teorema 4.2.15 Data je klasa K u skladu sa pretpostavkom 4.2.14. Neka je predikat I
takav da za svaku metodu m 2MK klase K vazi f (m)gmfIg, tada je I invarijanta u klasi.
Dokaz.
Na osnovu pretpostavke 4.2.14, za svaku metodu m 2 MK vazi da pocev od bilo
kog stanja s 2 UK ; (m)(s)  > metoda m terminira i zavrsno stanje s0 je validno,
odnosno s0 2 VK . Posto je zavrsno stanje s0 validno po deniciji 4.2.4 vazi I(s0)  >.
Na osnovu toga zakljucujemo da vazi f (m)gmfIg.

Teorema 4.2.16 Data je klasa K u skladu sa pretpostavkom 4.2.14. Neka je M =
fm1;m2; : : : ;mkg neki podskup skupa svih metoda, odnosno M MK . Tada za predikat
Z , Q1 _Q2 _    _Qk
vazi f (mi)gmifZg; i = 1; 2; : : : ; k.
Dokaz.
Iz pretpostavke 4.2.14, zatim, iz cinjenice da vazi Qi ) Z i najzad, iz teoreme
1.3.1:b:) neposredno sledi f (mi)gmifZg.

Teorema 4.2.17 Data je klasa K u skladu sa pretpostavkom 4.2.14. Tada vazi
I_ , O _Q1 _Q2 _    _Qn;
gde je I_ jedna od invarijanata klase K.
Dokaz.
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Iz pretpostavke 4.2.14, zatim, iz cinjenice da vazi Qi ) I_, i najzad, iz teoreme
1.3.1:b:) sledi f (mi)gmifI_g. Na osnovu teoreme 4.2.15 I_ je invarijanta u klasi
K.

Lema 4.2.18 Data je klasa K u skladu sa pretpostavkom 4.2.14 koja sadrzi metodu m.
Neka je sp(m; (m)) najuzi postuslov za  (m). Tada skup stanja odreden sa sp sadrzi sva
validna stanja u koja se dolazi posle primene m i samo njih.
Dokaz.
Neka je fs1; s2; : : : ; skg skup svih stanja za koja vazi sp(m; (m))  >. Pokazacemo
da ne moze postojati stanje s0 koje je invalidno, a za koje je sp(m; (m))  >.
Naime, ako je s0 invalidno stanje tada postoji predikat Z koji ovo stanje zadovoljava,
dok ga ostala stanja iz skupa fs1; s2; : : : ; skg ne zadovoljavaju. Tada bi, medutim,
sva validna stanja zadovoljavala predikat sp(m; (m))^:Z pa stoga sp(m; (m)) ne
bi bio najuzi postuslov.

Teorema 4.2.19 Data je klasa K u skladu sa pretpostavkom 4.2.14 koja sadrzi metode
mi; i = 1; 2; : : : ; n. Tada vazi
ISK , O _ sp(m1; (m1)) _ sp(m2; (m2)) _    _ sp(mn; (mn))
gde je ISK stroga invarijanta u klasi K.
Dokaz.
Predikat O_sp(m1; (m1))_sp(m2; (m2))_  _sp(mn; (mn)) odreduje skup svih
stanja u kojima se objekat moze naci posle primene bilo koje metode klase K. Po
Lemi 4.2.18 ovaj skup ne moze sadrzati invalidno stanje.

Posledica 4.2.20 Skup validnih stanja klase K je
VK = fsjO(s) _ sp(m1; (m1))(s) _ sp(m2; (m2))(s) _    _ sp(mn; (mn))(s)g:
Dokaz. Direktno sledi iz teoreme 4.2.19. 
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Ovim teoremama je koncipirana SP -analiza i sada nam preostaje jos da elaboriramo
njene karakteristike. Na prvi pogled, SP -analiza deluje zahvalno, jer na osnovu date klase,
koju smatramo korektnom, odredujemo njene invarijante. Medutim, ova analiza koristi
najuze staticke postuslove sp(m; (m)) i zasnovana je na pretpostavci 4.2.14. Drugim
recima, to znaci da je svaka metoda napisana tako da ako terminira ona proizvodi validno
stanje, inace ne terminira. Na sledecim primerima cemo videti sta to zapravo znaci u
praksi.
4.2.1 Primer
Odredicemo stroge invarijante za klase K1 i K2, koje imaju isti skup validnih stanja
VK = fs0g, gde je s0 stanje u kojem vazi n = 0.
public class K1 f
public int n;
public K1() f n=0; g
public void saveN() f
if(n!=0) throw RuntimeException();
n=n;
g
g
public class K2 f
public int n;
public K2() f n=0; g
public void saveN() f n=n; g
g
Za klasu K1 vazi:
 (K1) : (this = null);
 (saveN) : (n = 0)
sp(K1; (K1)) : (n = 0);
sp(saveN; (saveN)) : (n = 0);
odakle dobijamo:
ISK1 : (this = null) _ (n = 0) _ (n = 0)  (this = null) _ (n = 0);
sto je tacan rezultat.
Za klasu K2 vazi:
 (K2) : (this = null);
 (saveN) : (n 2 Dn); gde je Dn domen polja n,
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sp(K2; (K2)) : (n = 0);
sp(saveN; (saveN)) : n 2 Dn;
odakle dobijamo:
ISK2 : (this = null) _ (n = 0) _ (n 2 Dn)  (this = null) _ (n 2 Dn);
sto je netacan rezultat.
Sada se postavlja pitanje zasto je za klasu K1 dobijen tacan rezultat, a za klasu
K2 nije. Primetimo da u klasi K1 vazi  (saveN) : (n = 0), odnosno metoda saveN je
napisana tako da terminira jedino u validno stanje, inace ne terminira, sto je u skladu
sa nasom polaznom pretpostavkom 4.2.14, pa smo zato i dobili tacan rezultat. Dalje,
primetimo da u klasi K2 vazi  (saveN) : (n 2 Dn), odnosno da metoda terminira kako u
validna tako i u invalidna stanja, pa zbog toga je dobijen natacan rezultat.
Iz ovog primera zakljucujemo da bi SP -analiza ispravno radila potrebno je da klasa
bude napisana u skladu sa pretpostavkom 4.2.14. Medutim, ukoliko bi se klasa pisala u
skladu sa pretpostavkom 4.2.14, tada bi takav stil programiranja izgubio objektno orijen-
tisani karakter. Tacnije, metode bi dobile toliko veliku autonomiju, da bi mogle postojati
kao slobodne funkcije koje koriste istu strukturu podataka (record u Pascal-u, odnosno
struct u C-u) u kojoj bi se sada nalazila polja. To znaci da bi klasa K1 veoma jednos-
tavno mogla da se pretvori u skup slobodnih funkcija, pa pisanje takve klase gubi smisao.
Zbog toga SP -analiza ima vise teorijski znacaj u objektno orijentisanom programiranju.
4.2.2 Primer
U ovom primeru cemo videti da najuzi staticki postuslov sp(m; (m)) nije pogodan za
opis semantike medudejstva metoda. Posmatrajmo klasu K:
public class K f
public int n;
public K() f n=0; g
public void incN() f n++; g
g
Ocigledno, SP -analiza bi ponovo dala netacan rezultat ISK : (this = null) _
(n 2 Dn). SP -analizom, u opstem slucaju, ne moze se realno odrediti najuzi postuslov
sp(m; (m)) metode m u ambijentu cele klase K, jer taj postuslov skoro uvek zavisi od
medudejstva ostalih metoda. Na primer, za metodu incN vazi sp(m; (m)) : (n 2 Dn), ali
realna situacija u klasi K je drugacija, jer ako bi uzeli u obzir dejstvo konstruktora tada
bi trebalo da je sp(m; (m)) : (n > 0).
Dakle, trebalo bi razviti matematicki mehanizam kojim bi mogli opisati prelaze,
tj. cinjenicu da metoda incN premesta objekat u stanje u kojem je n vece za 1 (npr.
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n0 = n + 1, gde n0 oznacava vrednost promenljive n u zavrsnom stanju) i svaki takav
prelaz bi bio validan. Takode, taj mehanizam bi uzimao u obzir cinjenicu da konstruktor
ostavlja objekat u validnom stanju s0 u kojem je n = 0 i da jedino stanje s0 moze biti
pocetno za metodu incN , koja zatim obavlja validne prelaze n0 = n + 1. Tako bi se iz
s0 : n = 0 preslo u validno stanje s1 : n = 1, iz s1 : n = 1 u validno stanje s2 : n = 2 itd.
Intuitivno, vec sada je jasno da bi takav mehanizam opisao sva validna stanja i najzad,
odredio da je ISK : (this = null) _ (n  0), sto je tacan rezultat. Takav matematicki
mehanizam cemo nazvati DP -analiza, sto je i nasa glavna tema u nastavku izlaganja.
4.3 Osnovi elementi DP -analize
U ovom poglavlju cemo razviti DP -analizu koja razmatra validne prelaze. Ovde cemo
koristiti dinamicku formulu totalne korektnosti (DFTK) u objektnom ambijentu, koja
sada izgleda ovako:
(ODFTK) fPgmfQg $ 8s[P (s)) (9tS(s; t) ^ 8r(S(s; r)) Q^(s; r)))],
gde su s; t; r 2 UK . Rekli smo da predikat Q^ nazivamo dinamicki postuslov i on pred-
stavlja funkciju pocetnog i zavrsnog stanja metode, odnosno funkciju prelaza. Takode,
da ne bi dolazilo do zabune, i ovde cemo dinamicke postuslove oznacavati oznakom " ^ ".
Interpretacija formule fPgmfQ^g jeste sledeca:
 ako je u nekom stanju predikat P tacan, tada metoda m terminira i bice izvrsen
prelaz koji zadovoljava dinamicki predikat Q^.
Na primer, ako za metodu incN vazi f:OgincNfQ^g  >, gde je Q^ : n0 = n+1, tada
zakljucujemo da metoda incN bezuslovno povecava vrednost polja n za 1. Apostrofom
cemo oznacavati vrednost polja posle izvrsenja metode, na primer, u prethodnom primeru
oznaka n0 oznacava vrednost programske promenljive n posle izvrsenja metode incN , pa
se dinamicki predikat Q^ : n0 = n+ 1 interpretira na sledeci nacin { nova vrednost polja n
je za 1 veca nego sto je bila. Prelaz posmatramo kao ureden par (s; s0), gde su s; s0 2 UK ,
a skup svih prelaza jeste UK  UK . Dinamicki postuslov Q^ predstavlja logicku funkciju
na skupu UK  UK , tj. Q^ : UK  UK ! f>;?g i time opisuje neki podskup skupa svih
prelaza UK  UK . Prelaze delimo na validne i invalidne, pri cemu ovde napominjemo da
validne prelaze ne treba vezivati za validna stanja. Na primer, posmatrajmo klasu K:
public class K f
public int n;
public K() f n=0; g
public void incN() f n++; g
g
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Ocigledno, validni prelaz jeste (s0; s1), gde je s0 : n = 0, a s1 : n = 1, ali je isto
tako validan prelaz i (s 5; s 4), gde je s 5 : n =  5, a s 4 : n =  4, iako su s 5 i s 4
invalidna stanja. Medutim, prelaz (s0; s2), gde je s2 : n = 2 je invalidan, iako su s0 i s2
validna stanja. Zakljucujemo da je prelaz validan akko ga metode mogu ostvariti, tj. ako
metode posmatramo kao relacije na skupu UK  UK , tada je prelaz (s; s0) validan akko
(s; s0) 2 m;m 2MK .
Polazna tacka u DP -analizi jeste pretpostavka da svako terminiranje svake metode
ostvaruje validan prelaz:
Pretpostavka 4.3.1 Klasa K je zadata specikacijom SpecK = ff (mi)gmifQ^igji =
1; 2; :::; ng, gde su f (mi)gmifQ^ig; i = 1; 2; :::; n tacni predikati.
Posmatrajmo opet metodu incN koja bezuslovno povecava vrednost polja n za 1.
Ocigledno, vazi:
f:OgincNfQ^g;
f:OgincNfR^g;
gde su:
Q^ : n0 = n+ 1;
R^ : n0 > n:
Primetimo da dinamicki postuslov Q^ opisuje samo validne prelaze metode incN , dok
postuslov R^ opisuje i validne i invalidne, jer ocigledno vazi (n0 = n + 1) ) (n0 > n),
ali i (n0 = n + 2) ) (n0 > n). Drugim recima, dinamicki postuslov R^ opisuje siri skup
prelaza, pa zato obuhvata i prelaze koji nisu validni. Zato cemo se sada pozabaviti najuzim
dinamickim postuslovom metode m u odnosu na preduslov  (m), u oznaci ^sdp(m; (m))
(denicija 2.3.2).
Teorema 4.3.2 Data je klasa K u skladu sa pretpostavkom 4.3.1 koja sadrzi metodu m.
Tada dinamicki predikat ^sdp(m; (m)) odreduje skup svih validnih prelaza koje moze ost-
variti metoda m i samo njih.
Dokaz.
Neka je f(s1; s01); (s2; s02); :::; (sk; s0k)g skup svih prelaza za koje vazi ^sdp(m; (m)) 
>. Pokazacemo da ne moze postojati invalidan prelaz (s; s0), a za koji je ^sdp(m; (m)) 
>. Naime, ako je (s; s0) invalidan prelaz tada postoji dinamicki predikat Z^ koji
ovaj prelaz zadovoljava, dok ga ostali prelazi iz skupa f(s1; s01); (s2; s02); :::; (sk; s0k)g ne
zadovoljavaju. Tada bi, medutim, svi validni prelazi zadovoljavali dinamicki predikat
^sdp(m; (m)) ^ :Z^ pa stoga ^sdp(m; (m)) ne bi bio najuzi dinamicki postuslov.

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Na primer, neka je data metoda incN koja povecava vrednost polja n za 1, ali pod
uslovom da je n > 0:
public void incN() f
if(n<=0) throw RuntimeException();
n++;
g
Tada je  (m) : n > 0, a ^sdp(m;P ) : (n0 = n + 1) ^ (n > 0). Iz ovog primera
zakljucujemo da najuzi dinamicki postuslov ^sdp ce uvek ima takvu formu da vazi:
^sdp(m; (m))   (m) ^ ^(m; (m));
gde ^ predstavlja minimalni predikat prelaza, a konkretno u prethodnom primeru vazi
^ : n0 = n+ 1.
Denicija 4.3.3 (Dinamicka stroga invarijanta) Data je klasa K u skladu sa pret-
postavkom 4.3.1. Dinamicki predikat
J^SK 
^
m2MK
^sdp(m; (m))
se naziva stroga dinamicka invarijanta.
Teorema 4.3.4 Data je klasa K u skladu sa pretpostavkom 4.3.1. Dinamicki predikat
J^SK 
^
m2MK
^sdp(m; (m))
opisuje sve validne prelaze ostvarljive metodama klase K, i samo njih.
Dokaz.
Na osnovu teoreme 4.3.2 za svaku metodu m 2 MK vazi da ^sdp(m; (m)) opisuje
skup svih mogucih prelaza koje moze ostvariti metoda m. Unijom svih tih skupova
dobija se skup koji sadrzi sve validne prelaze ostvarljive metodama klase K, a taj
skup opisuje predikat
V
m2MK
^sdp(m; (m)).

Denicija 4.3.5 (Dinamicka invarijanta) Data je klasa K u skladu sa pretpostavkom
4.3.1. Svaki dinamicki predikat J^K za koji vazi J^SK ) J^K naziva se dinamicka invari-
janta.
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Teorema 4.3.6 Data je klasa K u skladu sa pretpostavkom 4.3.1. Neka je dinamicki
predikat J^ takav da za svaku metodu m 2MK klase K vazi
f (m)gmfJ^g:
Tada je J^ dinamicka invarijanta u klasi K.
Dokaz.
Na osnovu pretpostavke 4.3.1, za svaku metodu m 2 MK vazi da pocev od bilo kog
stanja s 2 UK ; (m)(s)  > metoda m terminira i ostvaruje validan prelaz (s; s0),
pa po teoremi 4.3.4 vazi J^SK(s; s
0)  >, odakle zakljucujemo da vazi J^SK ) J^ , pa
je J^ dinamicka invarijanta klase K.

Teorema 4.3.7 Data je klasa K u skladu sa pretpostavkom 4.3.1. Tada vazi
J^_ , Q^1 _ Q^2 _    _ Q^n;
gde je J^_ jedna od dinamickih invarijanata klase K.
Dokaz.
Iz pretpostavke 4.3.1, zatim iz cinjenice da vazi Q^i ) J^_, i = 1; 2; ; n, i najzad, iz
Teoreme 2.2.2:b:) sledi f (mi)gmifJ^_g. Na osnovu Teoreme 4.3.6 J^_ je dinamicka
invarijanta u klasi.

4.3.1 Generalisana supstitucija
Denicija 4.3.8 (Generalisana supstitucija) Neka su A(s) i B^(s; s0) predikati den-
isani respektivno nad UK i UK UK . Pod generalisanom supstitucijom (krace supstituci-
jom), u oznaci A
 B^, podrazumevamo predikat C(s0) sa sledecim karakteristikama:
(GS1) 8s8s0[A(s) ^ B^(s; s0)) C(s0)],
(GS2) za svaki predikat D(s
0) za koji vazi (GS1), vazi i C ) D.
Smisao generalisane supstitucije je sledeci: ako u nekom stanju s vazi A(s) i ako
postoji prelaz (s; s0) koji zadovoljava predikat B^(s; s0), tada zavrsno stanje s0 zadovoljava
predikat A 
 B^. Supstitucija uvek postoji, jer osobina (GS1) iz denicije 4.3.8 vazi za
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C , >. Supstitucija je jedinstvena do nivoa ekvivalencije, jer ako je A 
 B^  C1, zatim
A 
 B^  C2 i najzad :(C1 , C2), tada C1 i C2 nisu vrednosti supstitucije nego je to
C1^C2. Osobinu (GS2) iz denicije 4.3.8 cemo zvati minimalnost supstitucije. Usvojicemo
da se po prioritetu operacija 
 nalazi odmah iza operacije negacije :, odnosno da operacije
^, _, ) i , imaju manji prioritet.
Teorema 4.3.9 Neka je s trenutno stanje koje zadovoljava predikat W . Tada supstitucija
W 
 J^SK obuhvata sva zavrsna stanja dostupna iz s i samo njih.
Dokaz.
Neka je Q  W 
 J^SK i neka je s stanje za koje vazi W (s). Prvo, prema teoremi
4.3.4, za svako stanje s0 dostupno iz s mora da postoji prelaz (s; s0) koji zadovoljava
J^SK . Shodno deniciji 4.3.8 vazi predikat Q(s
0). Neka je s00 stanje u kojem vazi
Q(s00), ali koje nije dostupno iz s. Tada ne vazi J^SK(s; s00). Neka je Z predikat koji
je tacan samo za s00, odnosno vazi Z(s00) ^ 8s0; s0 6= s00;:Z(s0). Iz ovog sledi da vazi
8s8s0(W (s) ^ J^SK(s; s0)) Q(s0) ^ :Z(s0)), tj. :(Q W 
 J^SK).

Teorema 4.3.10 Za svako A, B^1 i B^2 vazi
(B^1 ) B^2)) (A
 B^1 ) A
 B^2):
Dokaz.
1. Neka je (s0; s
0
0) prelaz za koji vazi B1(s0; s
0
0)  >. Ako je tacno (B^1 ) B^2) mora
biti tacno i B^2(s0; s
0
0). Ako je A(s0)  > mora biti i [A 
 B^1](s0; s00)  >, kao i
[A
 B^2](s0; s00)  >. Ako je pak A(s0)  ? tada je, zbog minimalnosti supstitucije,
[A
 B^1](s0; s00)  ?.
2. Neka vazi B^1(s0; s
0
0)  ?. Tada, zbog minimalnosti supstitucije, vazi [A
B^1](s0; s00) 
?.

Teorema 4.3.11 Za A1, A2 i B^ vazi
(A1 ) A2)) (A1 
 B^ ) A2 
 B^):
Dokaz.
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1. Neka je s0 stanje za koje je A(s0)  >. Po antecedenti teoreme mora biti tacno i
A2(s0). Ako postoji prelaz (s0; s
0
0) takav da je B^(s0; s
0
0)  >, mora vaziti i [A1 

B^](s0; s
0
0) kao i [A2
B^](s0; s00). Ako takav prelaz ne postoji, tada, zbog minimalnosti
supstitucije, vazi [A1 
 B^](s0; s00)  ?.
2. Neka je A1(s0)  ?. Tada, zbog minimalnosti supstitucije, vazi [A1
B^](s0; s00)  ?.

Teorema 4.3.12 (Monotonost supstitucije) Za A1, A2, B^1 i B^2 vazi
[(A1 ) A2) ^ (B^1 ) B^2)]) [A1 
 B^1 ) A2 
 B^2]:
Dokaz.
Na osnovu teorema 4.3.10 i 4.3.11 direktno sledi
(A1 ) A2) ^ (B^1 ) B^2)
) (A1 
 B^1 ) A2 
 B^1) ^ (A2 
 B^1 ) A2 
 B^2)
) (A2 
 B^1 ) A2 
 B^2).

Teorema 4.3.13 Za A1, A2 i B^ vazi
(A1 ^A2)
 B^ , A1 
 B^ ^A2 
 B^:
Dokaz.
a.) Neka je (s0; s
0
0) prelaz za koji vazi B^(s0; s
0
0)  >, tada vazi:
 ako je A1(s0)^A2(s0)  >, tada zbog minimalnosti supstitucije vazi (A1^A2)

B^  >, A1 
 B^  > i A2 
 B^  >,
 ako je A1(s0) ^ A2(s0)  ?, tada zbog minimalnosti supstitucije vazi (A1 ^
A2) 
 B^  ?, a s obzirom da vazi (A1(s0)  ?) _ (A2(s0)  ?), dobijamo
A1 
 B^ ^A2 
 B^  ?.
b.) Neka je (s0; s
0
0) prelaz za koji vazi B^(s0; s
0
0)  ?, tada, zbog minimalnosti supstitu-
cije, vazi (A1 ^A2)
 B^  ?, A1 
 B^  ? i A2 
 B^  ?.

Teorema 4.3.14 Za A1, A2 i B^ vazi
(A1 _A2)
 B^ , A1 
 B^ _A2 
 B^:
Dokaz.
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a.) Neka je (s0; s
0
0) prelaz za koji vazi B^(s0; s
0
0)  >, tada vazi:
 ako je A1(s0) _ A2(s0)  >, tada zbog minimalnosti supstitucije vazi (A1 _
A2) 
 B^  >, a s obzirom da vazi (A1(s0)  >) _ (A2(s0)  >), dobijamo
A1 
 B^ _A2 
 B^  >,
 ako je A1(s0)_A2(s0)  ?, tada zbog minimalnosti supstitucije vazi (A1_A2)

B^  ?, (A1 
 B^  ?) i (A2 
 B^  ?).
b.) Neka je (s0; s
0
0) prelaz za koji vazi B^(s0; s
0
0)  ?, tada zbog minimalnosti supstitucije,
vazi (A1 _A2)
 B^  ?, A1 
 B^  ? i A2 
 B^  ?.

Teorema 4.3.15 Za A, B^1 i B^2 vazi
A
 (B^1 ^ B^2), A
 B^1 ^A
 B^2:
Dokaz.
a.) Neka je (s0; s
0
0) prelaz za koji vazi B^1(s0; s
0
0) ^ B^2(s0; s00)  >, tada vazi:
 ako je A(s0)  >, tada zbog minimalnosti supstitucije vazi A
 (B^1 ^ B^2)  >,
A
 B^1  > i A
 B^2  >,
 ako je A(s0)  ?, tada zbog minimalnosti supstitucije vazi A
 (B^1 ^ B^2)  ?,
A
 B^1  ? i A
 B^2  ?.
b.) Neka je (s0; s
0
0) prelaz za koji vazi B^1(s0; s
0
0)^ B^2(s0; s00)  ?, odnosno (B^1(s0; s00) 
?) _ (B^2(s0; s00)  ?), pa zbog minimalnosti supstitucije zakljucujemo da vazi A 

(B^1 ^ B^2)  ? i A
 B^1 ^A
 B^2  ?.

Teorema 4.3.16 Za A, B^1 i B^2 vazi
A
 (B^1 _ B^2), A
 B^1 _A
 B^2:
Dokaz.
a.) Neka je (s0; s
0
0) prelaz za koji vazi B^1(s0; s
0
0)_ B^2(s0; s00)  >, odnosno (B^1(s0; s00) 
>) ^ (B^2(s0; s00)  >), pa zbog minimalnosti supstitucije zakljucujemo:
 ako je A(s0)  >, tada vazi A
 (B^1 _ B^2)  > i A
 B^1  > i A
 B^2  >,
 ako je A(s0)  ?, tada vazi A
 (B^1 _ B^2)  ? i A
 B^1  ? i A
 B^2  ?.
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b.) Neka je (s0; s
0
0) prelaz za koji vazi B^1(s0; s
0
0)_ B^2(s0; s00)  ?, odnosno (B^1(s0; s00) 
?) _ (B^2(s0; s00)  ?), pa zbog minimalnosti supstitucije zakljucujemo da vazi A 

(B^1 _ B^2)  ?, A
 B^1  ? i A
 B^2  ?.

Na kraju, sledece dve jednostavne teoreme mogu da posluze prilikom odredivanja
supstitucije.
Teorema 4.3.17 Predikat Q je supstitucija B^(s; s0) iz A(s) ako i samo ako vazi [A^B^ )
Q] ^ [8s09sQ(s0)) A(s) ^ B^(s; s0).
Dokaz.
Neka je Q  A 
 B^. Ako je drugi deo konjunkcije netacan, znaci da postoji stanje
s00 za koje nema stanja s0 takvog da je A(s0) ^ B^(s0; s00) tacno. Neka je stanje s00
jednoznacno odredeno predikatom R. U tom slucaju, medutim, mora vaziti A^ B^ )
Q^:R, sto znaci Q 6= A
B^. Obrnuto, neka je drugi deo konjunkcije tacan. Neka je
R predikat za koji vazi A
 B^ ) R, R) Q i :(R, Q). Neka je s00 stanje u kojem
je R(s00)  ? i Q(s00)  >. Ako je Q(s00)  > tada, po pretpostavci, postoji stanje
s0 za koje vazi A(s0) ^ B^(s0; s00)  >. No, tada formula A(s0) ^ B^(s0; s00) ) R(s00)
nije tacna, te tako nije tacna ni formula A
 B^ ) R.

Teorema 4.3.18 Neka je
A(s) ^ B^(s; s0), Wni=1 i(s) ^ i(s0), (1)
gde su i(s) i i(s
0); i = 1; 2; : : : ; n predikati denisani nad prostorom stanja. Neka vazi
i(s) ^ i(s0)) i(s0); i = 1; 2; : : : ; n, (2)
pri cemu je i(s
0) minimalni predikat po s0 za koji vazi (2). Tada je
A
 B^ , Wni=1 i(s0). (3)
Dokaz.
Prvo, iz (1) i (2) sledi
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8s8s0A(s) ^ B^(s; s0)) Wni=1 i(s0), (4)
Neka je (s0) predikat za koji vazi
8s8s0A(s) ^ B^(s; s0)) (s0);
tj.
8s8s0[
n_
i=1
i(s) ^ i(s0)]) (s0):
No, tada je
8s8s0[
n^
i=1
i(s) ^ i(s0)) (s0)]:
Po deniciji i(s
0), to znaci
8s8s0[
n^
i=1
i(s
0)) (s0)];
odakle sledi
8s8s0[Vni=1 i(s0)]) (s0). (5)
Konacno, iz (4) i (5) sledi (3) sto smo i zeleli da dokazemo.

4.3.2 Algoritam za izracunavanje stroge invarijante
Neka je S0 neki podskup skupa stanja UK . Pocev od skupa S0 pravimo sledecu sekvencu:
S0  S1  S2  : : :
tako da je Si = Si 1[Si 1, i = 1; 2; : : : , gde je Si 1 skup svih stanja koja su dostupna
iz skupa Si 1, odnosno Si 1 = fs0j(s0 2 UK) ^ (s 2 Si 1) ^ J^SK(s; s0)g. Skup svih tako
dobijenih skupova Si, i = 1; 2; : : : oznacicemo sa S, odnosno S = fS0; S1; : : : g. Neka su
Z0; Z1; Z2; : : : predikati koji opisuju redom skupove stanja S0; S1; : : : , sto znaci da vazi
Z0 ) Z1 ) Z2 ) : : :
i neka je Z = fZ0; Z1; : : : g. Skup S je kompletan lanac s obzirom na to da svaki njegov
podskup ima najvecu donju i najmanju gornju granicu. Posmatrajmo preslikavanje 0 :
Z ! Z oblika
0(z) = z _ z 
 J^SK ; z 2 Z:
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Lema 4.3.19 Vazi Zi+1 , 0(Zi); i = 0; 1; 2; : : : .
Dokaz.
Na osnovu teoreme 4.3.9, zakljucujemo da za predikate iz skupa Z vazi
Zi+1 , 0(Zi); i = 0; 1; 2; : : : :

Lema 4.3.20 Funkcija 0 je monotona na lancu Z.
Dokaz.
S obzirom na monotonost supstitucije (teorema 4.3.12) vazi
(z ) y)) (0(z)) 0(y)); z; y 2 Z;
tj. funkcija 0 je monotona na lancu Z.

Lema 4.3.21 Funkcija 0 ima najmanju nepokretnu tacku na lancu Z.
Dokaz.
Iz teoreme Tarskog [102] i leme 4.3.20 sledi da funkcija 0 na kompletnom lancu Z
ima najmanju nepokretnu tacku Zfix za koju vazi
0(Zfix), Zfix:

Na osnovu leme 4.3.21 kojom smo pokazali da postoji nepokretna tacka Zfix, za-
kljucujemo da vazi
(8j  fix)Zj , Zfix;
gde fix; j 2 0; 1; 2; : : :, a odatle zakljucujemo da dobijeni predikat Zfix opisuje sva stanja
dostupna iz S0 i samo njih.
Neka predikat IS0K opisuje sva inicijalna stanja objekta i samo njih. Posmatramo
specijalan slucaj, a to je da skup S0 sadrzi inicijalna stanja i samo njih, odnosno da vazi
Z0  IS0K . U cilju jednostavnijeg izrazavanja, uvodimo funkciju fixp na ovaj nacin:
Zfix , fixp(Z0; 0):
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Teorema 4.3.22 Predikat fixp(IS0K ; 0) jeste stroga invarijanta u klase K.
Dokaz.
Posto vazi Z0 , IS0K , predikat Z0 opisuje inicijalna stanja objekta i samo njih, pa na
osnovu Lema 4.3.19 i 4.3.21 postoji najmanja nepokretna tacka Zfix koja opisuje sva
dostupna stanja pocev od stanja koja opisuje Z0. Sada cemo dokazati ekvivalenciju
8sZfix(s), (s 2 VK).
Skup S0 sadrzi validna inicijalna stanja objekta i samo njih, pa prema tome sva
stanja koja su dostupna pocev od njih posle fix prelaza, takode jesu validna. Na os-
novu toga zakljucujemo da vazi implikacija s leva u desno, odnosno da vazi 8sZfix(s))
(s 2 VK).
Pretpostavimo sledece 9t 2 VK , takvo da vazi Zfix(t)  ?. To znaci da stanje t nije
dostupno posle fix prelaza pocev od inicijalnih stanja iz skupa S0, pa ne moze biti
validno. Na osnovu toga zakljucujemo da vazi implikacija s desna u levo, odnosno
vazi 8sZfix(s)) (s 2 VK).
Posto smo dokazali implikaciju u oba smera zakljucujemo da vazi ekvivalencija 8sZfix(s),
(s 2 VK) i time je teorema dokazana.

Uvedimo skracenicu J^S
i
K na ovaj nacin:
J^S
i
K $ J^SK 
 J^SK 
    
 J^SK| {z }
i
i neka je po deniciji J^S
i
K  >. Tada vazi
ISK , O _
fix_
i=0
(IS0K 
 J^S
i
K);
gde je redosled izvodenja operacije 
 s leva u desno, tj. A
B
C  ((A
B)
C). Iz ove
formule direktno se izvodi rekurzivni algoritam za odredivanje stroge staticke invarijante:
Algoritam 4.3.23
Z0 W0  IS0K
            
REPEAT
Wi+1 Wi 
 J^SK
Zi+1  Zi _Wi+1
i = 0; 1; : : :
UNTIL Zi+1 , Zi
            
fix = i
ISK  Zi
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4.3.3 Algoritam za izracunavanje invarijante koja nije nuzno stroga
Neka je S0 neki podskup skupa stanja UK . Pocev od skupa S0 pravimo sledecu sekvencu:
S0  S1  S2  : : :
tako da je Si = Si 1 [ Si 1, i = 1; 2; : : : , gde je Si 1 skup svih stanja koja su
dostupna iz skupa Si 1, odnosno Si 1 = fs0j(s0 2 UK) ^ (s 2 Si 1) ^ J^K(s; s0)g. Skup
svih tako dobijenih skupova Si, i = 1; 2; : : : oznacicemo sa S, odnosno S = fS0; S1; : : : g.
Neka su Z0; Z1; Z2; : : : predikati koji opisuju redom skupove stanja S0; S1; : : : , sto znaci
da vazi
Z0 ) Z1 ) Z2 ) : : :
i neka je Z = fZ0; Z1; : : : g. Skup S je kompletan lanac s obzirom na to da svaki njegov
podskup ima najvecu donju i najmanju gornju granicu. Posmatrajmo familiju preslika-
vanja ciji su clanovi oblika
y(z) = z _ y; z; y 2 Z:
gde vazi z ^ J^K ) y.
Lema 4.3.24 Vazi Zi+1 , yi(Zi), i = 0; 1; 2; : : : .
Dokaz.
Na osnovu teoreme 4.3.9, zakljucujemo da za predikate iz skupa Z vazi
Zi+1 , yi(Zi); i = 0; 1; 2 : : : :

Lema 4.3.25 Svaka funkcija oblika y je monotona na odgovarajucem lancu Z.
Dokaz.
Neka je tacno Zi ) Zj. To znaci da je i  j i da je
Zj , Zi _ yi _ yi+1 _    _ yj 1;
te je
yj (Zj), Zj_yj , Zi_yi_  _yj , (Zi_yi)_(yi+1_  _yj), yi(Zi)_(yi+1_  _yj);
odakle dobijamo
yi(Zi)) yj (Zj):

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Lema 4.3.26 Svaka funkcija oblika y ima najmanju nepokretnu tacku na lancu Z.
Dokaz.
Iz teoreme Tarskog i Leme 4.3.25 sledi da funkcija y ima na lancu Z najmanju
nepokretnu tacku Zfix za koju vazi
y(Zfix), Zfix:

Na osnovu Leme 4.3.26 kojom smo pokazali da postoji nepokretna tacka Zfix, za-
kljucujemo da vazi
(8j  fix)Zj , Zfix;
gde fix; j 2 f0; 1; 2; : : : g.
Neka skup S0 sadrzi inicijalna stanja objekta i samo njih, odnosno vazi Z0  IS0K .
U cilju jednostavnijeg izrazavanja, uvodimo funkciju fixp na ovaj nacin:
Zfix , fixp(Z0; y):
Teorema 4.3.27 Predikat fixp(IS0K ; y) jeste invarijanta u klasi K koja ne mora nuzno
biti stroga.
Dokaz.
Posmatrajmo lanac predikata Z = fZ0; Z1; : : : g, gde je Z0 , IS0K i Zi+1 , Zi _ yi,
i = 0; 1; 2; : : : . Prvo, Z0 opisuje validna inicijalna stanja.
Dalje, neka predikat Zi; i  0 opisuje sva validna stanja, a pored njih eventualno jos
i neka invalidna stanja. Za sledeci predikat u lancu Zi+1 vazi
Zi+1 , Zi _ yi;
gde
Zi 
 J^K ) yi:
Kako vazi J^SK ) J^K , prema teoremi 4.3.12 (ili 4.3.10) bice
Zi 
 J^SK ) Zi 
 J^K ;
odnosno
Zi 
 J^SK ) yi:
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Prema teoremi 4.3.9 supstitucija Zi 
 J^SK obuhvata sva stanja dostupna iz Zi u
jednoj promeni stanja, pa stoga yi obuhvata bar sva validna stanja. Dakle, ako Zi
opisuje bar sva validna stanja dostupna u i-tom koraku tada Zi _ yi opisuje bar sva
validna stanja dostupna u i+ 1-vom koraku, cime je teorema dokazana.

Iz teoreme 4.3.27 neposredno se izvodi rekurzivni algoritam za odredivanje staticke
invarijante koja nije nuzno stroga:
Algoritam 4.3.28
Z0 W0  IS0K
            
REPEAT
Wi+1 )Wi ^ J^K
Zi+1 ) Zi _Wi+1
i = 0; 1; : : :
UNTIL Zi+1 , Zi
            
fix = i
IK  Zi
4.4 Interpretacija
Apstraktni prostor stanja UK interpretiramo na skupu polja K = f1; : : : ; kg koja
mogu biti kako nestaticka tako i staticka. Interpretaciju izvodimo tako sto svakom ap-
straktnom stanju iz skupa UK pridruzujemo vektor polja  = (1; : : : ; k). Predikat P
kojeg smo denisali na apstraktnom skupu stanja sada interpretiramo kao bulov izraz
P (). Na osnovu skupa polja K , skupa metoda MK i njihovih dinamickih postuslova, a
primenom Algoritama 4.3.23 i/ili 4.3.28 mozemo formirati razlicite vrste invarijanata. U
ovom poglavlju cemo razmotriti primenu DP -analize na konkretnim primerima.
Prvo cemo reci nesto o interpretaciji najuzeg dinamickog postuslova. Neka je ap-
straktni prostor stanja klase interpertiran na skupu polja klase K = f1; : : : ; kg. Neka je
mmetoda koja referencira polja Fm = ff1; : : : ; frg i ne referencira poljaGm = fg1; : : : ; gsg,
Fm
S
Gm = K , Fm
T
Gm = ;. Posmatrajmo vektor polja f = (f1; : : : ; fr). Bulov izraz
za strogi dinamicki postuslov preduslova  (m) jeste
^sdp(m; (m))(; 0)   (m)( f) ^ ^(m; (m))( f; f 0) ^
^
g2Gm
(g0 = g);
, a bulov izraz za minimalni predikat prelaza je
^(m; (m))(; 0)  ^(m; (m))( f; f 0) ^
^
g2Gm
(g0 = g):
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Teorema 4.3.18 neposredno omogucuje primenu supstitucije na intepretiranom pros-
toru stanja. Neka je prostor stanja interpretiran na skupu polja  = f1; : : : ; kg. Neka
su Dj , j = 1; : : : ; k domeni polja 1; : : : ; k respektivno. Uvedimo sledece oznake:
 = (1; : : : ; k);
D = D1     Dk ;
Ci  D;
i  D D;
i = 1; : : : ; n, gde je n neki prirodan broj.
Teorema 4.4.1 (Primena supstitucije) Neka je A ^ B^ oblika
A() ^ B^(; 0),
n_
i=1
i() ^ i(0)
i neka je
C 0i = fc0j(c 2 Ci) ^ ((c; c0) 2 i)g; i = 1; : : : ; n;
tada je
A
 B^ ,
n_
i=1
(0 2 C 0i);
gde je n neki prirodan broj.
Dokaz.
Direktno, iz teoreme 4.3.18. Prvo, po deniciji C 0i sledi
( 2 Ci) ^ ((; 0) 2 i)) (0 2 C 0i); i = 1; : : : ; n:
Neka je 0
0
vrednost 0 za koju ne postoji  2 Ci; i = 1; : : : ; n takvo da vazi
( 2 Ci) ^ ((; 00) 2 i); i = 1; : : : ; n:
Tada, na osnovu denicije C 0i mora vaziti
0
0
=2 C 0i; i = 1; : : : ; n;
sto znaci da je 0 2 C 0i; i = 1; : : : ; n minimalna konsekventa izraza
( 2 Ci) ^ ((; 0) 2 i):

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Evo nekoliko primera primene teoreme 4.4.1:
(x = 1)
 (x0 = x+ 1), (x0 = 2),
(1  x  a)
 (x0 < x+ 1), (x0 < a+ 1),
(1  x  a)
 (x0 > x+ 1), (x0 > 2).
U osnovi, invarijante se dele na invarijante objekta i invarijante klase. Invarijanta
objekta podrazumeva da se sve metode aktiviraju preko jednog i samo jednog objekta-
predstavnika (tzv. this) i opisuju sva validna stanja u kojima se taj objekat moze naci.
Invarijanta objekta moze biti cista kada su sva polja i metode nestaticke, odnosno mesovita
kada medu poljima i metodama ima i statickih. Invarijanta klase opisuje sva validna stanja
u kojima se moze naci data klasa. Takode, invarijanta klase moze biti cista (promene stanja
vrse se statickim modikatorima, konstruktorima i destruktorom) ili mesovita (promene
stanja izazivaju svi modikatori, konstruktori i destruktor). Konacno, invarijanta moze
biti parcijalna kada interpretirani prostor stanja obuhvata samo neka polja i totalna kada
ih obuhvata sva.
Invarijanta objekta
Cista invarijanta objekta dobija se na sledeci nacin:
1.) Skup polja K sadrzi iskljucivo nestaticka polja od kojih formiramo vektor polja .
2.) Skup metoda MK sastoji se od nestatickih modikatora.
3.) Nulti predikat se interpretira bulovim izrazom O()  (this = null).
4.) Struktura dinamickog postuslova za konstruktor c 2 CK ima oblik
^sdp(c; (c))  O() ^ :O(0) ^ ^(; 0):
5.) Struktura dinamickog postuslova za destruktor d ima oblik
^sdp(d; (d))  :O() ^O(0):
6.) Struktura dinamickog postuslova za modikator m 2MK jeste
^sdp(m; (m))  :O() ^ :O(0) ^  (m)( f) ^ ^( f; f 0) ^
^
g2Gm
(g0 = g);
gde je f vektor polja koja m referencira i koja cine skup Fm, a Gm je skup polja
koje m ne referencira, Fm [Gm = K , Fm \Gm = ;.
7.) Stroga dinamicka invarijanta jeste:
J^SK 
^
m2MK
^sdp(m; (m)):
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8.) Bulov izraz IS0K(
) opisuje sva inicijalna stanja i samo njih.
9.) Uzimamo da vazi Z0 W0  IS0K() i dalje primenjujemo Algoritam 4.3.23.
Postupak za odredivanje invarijante koja nije stroga dobija se zamenom J^SK sa J^K
i primenom Algoritma 4.3.28.
Mesovita invarijanta objekta dobija se ovako:
1.) Skup polja K sadrzi nestaticka i staticka polja od kojih formiramo vektor polja .
2.) Skup metoda MK sastoji se od nestatickih i statickih modikatora.
3.) Nulti predikat se interpretira bulovim izrazom O()  (this = null).
4.) Koraci 4:), 5:), 6:) i 7:) su isti kao kod ciste invarijante objekta.
5.) Bulov izraz IS0K(
) opisuje sva inicijalna stanja i samo njih (opisuje inicijalne vred-
nosti statickih i nestatickih polja).
6.) Uzimamo da vazi Z0 W0  IS0K() i dalje primenjujemo Algoritam 4.3.23.
Postupak za odredivanje invarijante koja nije stroga dobija se zamenom J^SK sa J^K
i primenom Algoritma 4.3.28.
Invarijanta klase
Invarijanta klase odnosi se na njena staticka polja koja se mogu modikovati statickim,
ali i nestatickim metodama. Invarijanta klase dobija se sledecim postupkom:
1.) Skup polja K sadrzi samo staticka polja od kojih formiramo vektor polja .
2.) Skup metoda MK sadrzi modikatore ukljucujuci, po potrebi, i konstruktore i de-
struktor.
3.) Struktura postuslova svih modikatora ukljucujuci i konstruktore i destruktor oblika
je
^sdp(m; (m))   (m)( f) ^ ^( f; f 0) ^
^
g2Gm
(g0 = g);
gde je f vektor statickih polja koja m referencira i koja cine skup Fm, a Gm je skup
statickih polja koje m ne referencira, Fm [Gm = K , Fm \Gm = ;.
4.) Bulov izraz IS0K(
) opisuje inicijalne vrednosti svih statickih polja.
5.) Uzimamo da vazi Z0 W0  IS0K() i dalje primenjujemo Algoritam 4.3.23.
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Postupak za odredivanje invarijante koja nije stroga dobija se zamenom J^SK sa J^K
i primenom Algoritma 4.3.28.
4.4.1 Parametri metoda
Parametri metoda ponesto usloznjavaju postupak dinamicke analize. Glavni razlog jeste
cinjenica da su njihovi stvarni oblici (tj. argumenti) poznati tek u trenutku poziva, a da
sami parametri imaju prirodu lokalnih promenljivih. Njihova osnovna osobina u odnosu
na modelovanje dinamickog postuslova metode jeste to sto nisu deo opisa stanja, sto
znaci da se moraju na neki nacin eliminisati iz dinamickog postuslova. Pokazacemo kako
se primenjuje teorema 4.3.2 za slucaj da metoda ima parametre. Neka je apstraktni
prostor stanja klase K interpretiran na skupu polja K = f1; : : : ; kg i neka je  =
(1; : : : ; k). Posmatrajmo metodu m() gde je  vektor (formalnih, ulaznih i ulazno-
izlaznih) parametara. Neka je  (m)(; ) zastitni preduslov te metode. Najuzi dinamicki
postuslov metode odeduje se u dva koraka. U prvom koraku se iz izvornog koda odreduje
najuzi dinamicki postuslov Q^sdp(; ; 
0), pri cemu se parametri metode tretiraju kao
parametri postuslova. U drugom koraku eliminisu se parametri putem restrikcije (; ; 0)
na (; 0). Neka je () izraz koji opisuje sve moguce vrednosti parametara metode,
odnosno opisuje tip svakog parametra pojedinacno. Tada vazi
^sdp(m; (m))  ( ^ Q^sdp)[(; ; 0)n(; 0)];
gde [(; ; 0)n(; 0)] oznacava restrikciju (; ; 0) na (; 0), tj. (^Q^sdp)[(; ; 0)n(; 0)]
je minimalna konsekvenca  ^ Q^sdp koja ne zavisi od .
Analogno teoremi 4.3.2, Q^sdp(; ; 
0) opisuje sve dozvoljene kombinacije (; ; 0)
koje ostvaruje metoda m. Dalje, ako je (0; 
0
0) prelaz koji se ne moze ostvariti iz
preduslova  (m), tada odgovarajuci izraz nije minimalna konsekvenca i treba ga suziti
iskljucivanjem tog prelaza (opet analogno teoremi 4.3.2).
Ilustrovacemo postupak jednostavnim primerom. Neka je add(L obL) metoda klase
K, koja uvecava polje int y za iznos obL:getX(), gde je int x polje klase L za koje znamo
da je vece od 0, tj.
public void add(L obL) f
if(obL==null) throw RuntimeException();
y=y+obL.getX();
g
U prvom koraku odredujemo Q^sdp, najuzi dinamicki postuslov koji sadrzi obL kao
parametar:
Q^sdp(; ; 
0)  :O() ^ :O(0) ^ (obL 6= null) ^ (y0 = y + obL:getX());
gde je  = (obL) i  = (y). Iz cinjenice da obL pripada klasi L, tj. vazi predikat () 
(L obL), sledi da je obL:getX() > 0. Ocigledno, vazi  (add)(; )  :O()^(obL 6= null).
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Svodenjem prostora stanja (; ) na () dobijamo
^sdp(add; (add))()  :O() ^ :O(0) ^ (y0 > y):
4.4.2 Osvrt na interpretirani prostor stanja
Posmatrajmo neku klasu K koja sadrzi dva celobrojna polja, a i b. Posmatrajmo metodu
m:
public void m() f
if(a!=b) throw RuntimeException();
a++;
b++;
g
Neka se prostor stanja UK interpretira pomocu vektora  = (a), a polje b cemo
pokusati da tretiramo kao parametar, tako da vazi
^sdp(m; (m))  :O() ^ :O(0) ^ (a = b) ^ (a0 = a+ 1);
gde je  = (b).
Svodenjem prostora stanja (; ) na () naziru se dva problema:
 Ne moze se u svakoj situaciji ustanoviti da li vazi (a = b), s obzirom na cinjenicu da
je b parametar.
 U interpretaciji pomocu vektora  = (a) ne moze se detektovati promena vrednosti
b metodom m.
Neka je potrebno odrediti strogu invarijantu objekta za klasuK. Neka je cak poznato
da u nekom stanju vazi a = b. Primena metode m dace za rezultat
(:O() ^ (a = b))
 ^sdp(m; (m))  :O() ^ (a = b+ 1):
Vec sledeca primena iste metode dace
(:O() ^ (a = b+ 1))
 ^sdp(m; (m))  ?;
sto nije korektan rezultat jer nije uzeta u obzir i promena vrednosti polja b, tj. cinjenica
da posle prve primene m i da i dalje vazi (a = b), a ne (a = b+ 1). Inace, situacija moze
biti jos i gora { naime, moze se dogoditi da se pre primene metode m uopste ne zna da
li vazi (a = b) ili ne, sto znaci da je supstitucija neprimenljiva. Da bismo izbegli ovakav i
slicne probleme, moramo prihvatiti jos jednu, logicnu, pretpostavku:
Pretpostavka 4.4.2 Interpretacija prostora stanja UK mora biti zatvorena u odnosu na
metode, sto znaci da sva polja koja se referenciraju u J^SK moraju pripadati vektoru .
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4.4.3 Primer: klasa IntFactory
Posmatrajmo klase IntFactory i MyInt:
class IntFactory f
private myInt[] ints;
public IntFactory() f
ints= new MyInt[1000];
g
public MyInt get Int(int x) f
if(ints[x] == null)
ints[x] = new MyInt(x);
return ints[x];
g
g
class MyInt f
private int x;
public MyInt(int x) f
this.x = x;
g
public boolean equals(MyInt i) f
return i==this;
g
g
Odredicemo cistu invarijantu objekta. S obzirom na cinjenicu da se prostor stanja
moze proizvoljno interpretirati, odlucicemo se za vektor koji sadrzi polja ints[a] i ints:length,
gde je ints[a] proizvoljan element niza ints, pri cemu se a tretira kao konstanta i po-
drazumeva da je 0  a  ints:length. Neka je
 = (ints[a]; ints:length):
Za nulti predikat vazi:
O()  (this = null):
Prvo, iz izvornog koda konstruktora IntFactory i metode getInt zakljucujemo
 (IntFactory)  O(),
^sdp(IntFactory;O)  O() ^ :O(0) ^ (ints[a]0 = null) ^ (ints:length0 = 1000);
IS0K(
)  :O() ^ (ints[a] = null) ^ (ints:length = 1000);
 (getInt)  :O();
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^sdp(getInt; (getInt))  :O() ^ :O(0) ^ (ints:length0 = ints:length) ^ [(ints[a]0 =
ints[a]) _ ((ints[a] = null) ^ (ints[a]0 = i(a)))];
gde je i(a) objekat klase MyInt konstruisan sa argumentom a. Na osnovu toga dobijamo:
J^S  ^sdp(IntFactory; (IntFactory)) _ ^sdp(getInt; (getInt))
 fO() ^ :O(0) ^ (ints[a]0 = null) ^ (ints:length0 = 1000)g _ f:O() ^ :O(0) ^
(ints:length0 = ints:length) ^ [(ints[a]0 = ints[a]) _ ((ints[a] = null) ^ (ints[a]0 = i(a)))]g
Usvajamo da je:
Z0 W0  IS0K()
i primenom algoritma 4.3.23 odredujemo strogu invarijantu:
Z0 W0  IS0K()
W0^J^S  :O()^:O(0)^(ints:length = 1000)^(ints:length0 = ints:length)^(ints[a] =
null) ^ [(ints[a]0 = ints[a]) _ ((ints[a] = null) ^ (ints[a]0 = i(a)))]
W1 W0 
 J^S  :O() ^ (ints:length = 1000) ^ [(ints[a] = null) _ (ints[a] = i(a))]
Z1  Z0 _W1
W1 ^ J^S  :O() ^ :O(0) ^ (ints:length = 1000) ^ (ints:length0 = ints:length) ^
[(ints[a] = null) _ (ints[a] = i(a))] ^ [(ints[a]0 = ints[a]) _ ((ints[a] = null) ^ (ints[a]0 =
i(a)))]
W2 W1 
 J^S  :O() ^ (ints:length = 1000) ^ [(ints[a] = null) _ (ints[a] = i(a))]
Z2  Z1 _W2
Posto vazi Z1  Z2 zakljucujemo da je nepokretna tacka predikat Z1 i da vazi
Z1  Z2  Z3  Z4 : : :
pa je:
ISIntFactory  Z1
ISIntFactory  O()_f:O()^(ints:length = 1000)^ [(ints[a] = null)_(ints[a] = i(a))]g
ISIntFactory  (this = null) _ f(this 6= null) ^ (ints:length = 1000) ^ [(ints[a] =
null) _ (ints[a] = i(a))]g:
Uocimo da je ova invarijanta nesto preciznija od one date u [86], jer potonja ne obuhvata
slucaj ints[a] = null.
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4.4.4 Primer: klasa Singleton
Razmotrimo strogu invarijantu za patern Singleton koji je analiziran u [86]:
class Singleton f
private static Singleton unique;
private Singleton();
public static Singleton getInstance() f
if(unique == null)
unique=new Singleton();
return unique;
g
g
Osnovna osobina paterna Singleton jeste ta da u klijentu klase moze da egzistira
najvise jedna i to stalno ista instanca klase. Prostor stanja interpretira vektor koji sadrzi
staticko polje unique. Neka je
 = (unique):
U ovom primeru odredujemo cistu invarijantu klase. Bulov izraz IS0K opisuje inicijalnu
vrednost statickog polja unique, odnosno:
IS0K(
)  (unique = null):
Prvo, zakljucujemo
 (Singleton)  (unique = null),
^sdp(Singleton; (Singleton))  (unique = null) ^ (unique0 = null),
 (getInstance)  (unique = null),
^sdp(getInstance; (getInstance))  (unique = null) ^ (unique0 = null) ^ [((unique =
null) ^ (unique0 = ob)) _ ((unique = ob) ^ (unique0 = unique))],
odakle dobijamo:
J^S  f(unique = null) ^ (unique0 = null)g _ f(unique = null) ^ (unique0 = null) ^
[((unique = null) ^ (unique0 = ob)) _ ((unique = ob) ^ (unique0 = unique))]g
 ((unique = null) ^ (unique0 = ob)) _ ((unique = ob) ^ (unique0 = unique)).
Usvajamo da je:
Z0 W0  IS0K()
i primenjujemo algoritam 4.3.23:
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Z0 W0  IS0K()
W0 ^ J^S  (unique = null) ^ [((unique = null) ^ (unique0 = ob)) _ ((unique = ob) ^
(unique0 = unique))]
W1 W0 
 J^S  (unique = ob)
Z1  Z0 _W1
W1^J^S  (unique = ob)^[((unique = null)^(unique0 = ob))_((unique = ob)^(unique0 =
unique))]
W2 W1 
 J^S  (unique = ob)
Z2  Z1 _W2
Posto vazi Z1  Z2 zakljucujemo da je nepokretna tacka predikat Z1 i da vazi
Z1  Z2  Z3  Z4 : : :
pa je:
ISSingleton  Z1
ISSingleton  (unique = null) _ (unique = ob);
gde je ob = const. Ocigledno, klasa Singleton je ili u stanju u kojem ne postoji nijedan
kreirani objekat ili je u stanju sa kreiranim jednim i to uvek istim objektom.
4.4.5 Primer: klasa Stack
Razmotricemo sekvencijalni stek sa najvise CAPACITY elemenata. Realizacija steka
ima sledeci oblik:
/**
Sequential stack.
*/
public class Stack f
private int t, c;
private Object[] body;
/**
Constructs an instance of the class Stack.
@param CAPACITY Stack c (max. number of elements).
@throws RuntimeException if CAPACITY <= 0.
*/
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public Stack(int CAPACITY) f
if(CAPACITY<=0) throw new RuntimeException("Stack constructor underflow.");
body=new Object [CAPACITY];
c=CAPACITY;
t= -1;
g
/**
Checks if stack is empty.
*/
public boolean empty() f return t<0; g
/**
Checks if stack is full.
*/
public boolean full() f return t==c; g
/**
Reads the top element.
@throws RuntimeException if the stack is empty.
*/
public Object top() f
if(empty()) throw new RuntimeException("Stack underflow.");
return body[t];
g
/**
Pops the stack.
@throws RuntimeException if t<0.
*/
public void pop() f
if(empty()) throw new RuntimeException("Stack underflow.");
t--;
g
/**
Pushes an element into the stack.
@throws RuntimeException if t=c.
*/
public void push(Object el) f
if(full()) throw new RuntimeException("Stack overflow");
body[++t]=el;
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g
g
Odredicemo cistu invarijantu objekta za prostor stanja interpretiran poljima t i c.
Neka je
 = (t; c):
Svrha ovog primera je da se prikaze slucaj kada metode imaju parametre. Naime, kon-
struktor ima parametar CAPACITY . Za nulti predikat vazi:
O()  (this = null):
Za pocetak, zakljucujemo:
 (Stack)  O() ^ (CAPACITY > 0),
^sdp(Stack; (Stack))  O()^(CAPACITY > 0)^:O(0)^(t0 =  1)^(c0 = CAPACITY ),
odakle uvodenjem restrikcije vektora (CAPACITY; t; c) na (t; c), kao sto je opisano u
poglavlju 4.4.1, dobijamo:
^sdp(Stack; (Stack))  O() ^ :O(0) ^ (t0 =  1) ^ (c0 > 0),
IS0K(
)  :O() ^ (t =  1) ^ (c > 0).
Dalje, zakljucujemo:
 (pop)  :O() ^ (t >  1),
^sdp(pop; (pop))  :O() ^ (t >  1) ^ :O(0) ^ (t0 = t  1) ^ (c0 = c),
 (push)  :O() ^ (t < c  1),
^sdp(push; (push)  :O() ^ (t < c  1) ^ :O(0) ^ (t0 = t+ 1) ^ (c0 = c);
odakle dobijamo:
J^S  [O()^:O(0)^(t0 =  1)^(c0 > 0)]_[:O()^(t >  1)^:O(0)^(t0 = t 1)^(c0 =
c)] _ [:O() ^ (t < c  1) ^ :O(0) ^ (t0 = t+ 1) ^ (c0 = c)].
Usvajamo da je:
Z0 W0  IS0K()
i primenjujemo algoritam 4.3.23:
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Z0 W0  IS0K()
W0^J^S  :O()^(t =  1)^(t < c 1)^(c > 0)^(t < c 1)^:O(0)^(t0 = t+1)^(c0 = c),
W1 W0 
 J^S  :O() ^ (t = 0) ^ (t < c) ^ (c > 0)
Z1  Z0 _W1
ocigledno, dalje bi dobili sledece:
W2 W1 
 J^S  :O() ^ ((t =  1) _ (t = 1)) ^ (t < c) ^ (c > 0)
Z2  Z1 _W2
W3 W2 
 J^S  :O() ^ ((t = 0) _ (t = 2)) ^ (t < c) ^ (c > 0)
Z3  Z2 _W3
W4 W3 
 J^S  :O() ^ ((t =  1) _ (t = 1) _ (t = 3)) ^ (t < c) ^ (c > 0)
Z4  Z3 _W4
W5 W4 
 J^S  :O() ^ ((t = 0) _ (t = 2) _ (t = 4)) ^ (t < c) ^ (c > 0)
Z5  Z4 _W5
Indukcijom dokazujemo
W2j  :O() ^ (t 2 f0; 2; : : : ; 2j   2g) ^ (t < c) ^ (c > 0);
W2j+1  :O() ^ (t 2 f 1; 1; 3; : : : ; 2j   1g) ^ (t < c) ^ (c > 0);
odakle dobijamo
Zn  :O() ^ (c > 0) ^ (t 2 f 1; 0; 1; 2; : : : ; c  1g):
Posto vazi Zn  Zn+1 zakljucujemo da je nepokretna tacka predikat Zn i da vazi
Zn  Zn+1  Zn+2  Zn+3 : : :
pa je
ISStack  (this = null) _ [(this 6= null) ^ (c > 0) ^ (t 2 f 1; 0; 1; 2; : : : ; c  1g)]:
4.5 Vlasnik i komponente
Neka je  skup polja klase relevantnih za odredivanje invarijante. U ovaj skup mogu se
ukljuciti i polja koja pripadaju komponentama klase, ali pod odredenim uslovima dik-
tiranim dostupnoscu komponente. Pre nego sto razmotrimo te uslove dokazacemo dve
teoreme.
Teorema 4.5.1 Dat je skup polja  = (f1; :::; fn; g1; : : : ; gk), gde je k  1. Neka je
 = (f1; : : : ; fn; g1; : : : ; gk) uredena (n + k)-torka i neka je g = (g1; : : : ; gk) uredena k-
torka polja klase K. Neka su ISK() i ISK(g) stroge invarijante u klasi u prostorima
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stanja odredenim redom sa  i g. Neka je ng restrikcija (n + k)-torki  na k-torke g.
Tada vazi:
ISK(ng) = ISK(g):
Dokaz.
Dokaz direktno sledi iz denicije validnog stanja, kao stanja u kojem se objekat nalazi
kada ni jedna metoda nije aktivna, pri cemu denicija ne zavisi od interpretacije
apstraktnog skupa stanja. Shodno tome, svakom validnom stanju odgovara tacno
jedna k-torka (g1; : : : ; gk). Kako ISK(ng), odnosno ISK(g) opisuju sva validna
stanja i samo njih, svaka od pomenutih k-torki obuhvacena je kako sa ISK(ng)
tako i sa ISK(g).

Teorema 4.5.2 Za vektore  i g iz prethodne teoreme vazi
ISK()) ISK(g):
Dokaz.
Direktno, iz teoreme 4.5.1 i cinjenice da za svaku restrikciju ng vazi ISK() )
ISK(ng).

Neka je data klasa K koja sadrzi polje p klase L i cije se metode referisu na staticke
clanove klase N , pri cemu L i N moze i ne mora biti ista klasa. Neka je stroga invarijanta
u klasi K oblika
ISK(f1; : : : ; fm; p:g1; : : : ; p:gn; N:h1; : : : ; N:ht);
gde su f1; : : : ; fm polja klase K, p:g1; : : : ; p:gn nestaticka polja klase L i N:h1; : : : ; N:ht
staticka polja klase N . Medusobni odnos invarijanata u klasama K, L i N diktiran je
dostupnoscu klasa L odnosno N . U zavisnosti od toga da li se radi o polju p ili statickim
clanovima klase N razlikujemo 4 slucaja:
1. Polje p je nedostupno za trecu stranu ukljucujuci i rekurzivni pristup iz klase K.
2. Polje p je dostupno za trecu stranu.
3. Klasa N je nedostupna za trecu stranu ukljucujuci i rekurzivni pristup iz metoda
klase K.
4. Klasa N je dostupna za trecu stranu.
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Slucaj 1.
U ovom slucaju smatra se da je svaki objekat klase K, u oznaci obK, ekskluzivni vlasnik
objekta obK:p, tj. p predstavlja rep eld [9] [84]. Objekat p je jako inkapsuliran postujuci
Demetrin zakon [13] [62] [63] ili je pak zasticen packing mehanizmom [9] [61].
S obzirom na to da invarijanta u klasi L mora biti postovana, a da invarijanta u
klasi K ne moze biti narusena od trece strane (jer treca strana ne postoji), invarijanta u
klasi K moze poostriti invarijantu u klasi L. Neka je
 = (f1; : : : ; fm; p:g1; : : : ; p:gn; N:h1; : : : ; N:ht);
p:g = (p:g1; : : : ; p:gn):
N:h = (N:h1; : : : ; N:ht):
Zbog napred navedenog vazi
ISK(np:g)) ISL(p:g):
S obzirom na teoremu 4.5.1 dobija se ISK(p:g) ) ISL(p:g), odnosno na osnovu teorema
4.5.2 dobijamo:
ISK()) ISL(p:g):
Do sada prikazane relacije ne uzimaju u obzir (realnu) pretpostavku da je rep komponenta
p inkapsulirana u klasu. Inkapsuliranje ove komponente, u stvari, ima za posledicu to da
pozivi metoda klase L kojoj pripada komponenta nisu proizvoljni, nego su locirani unutar
metoda klase K. Dakle, postoji podskup MKL skupa MK metoda klase K koje koriste
metode klase L i koji ne mora da se poklopi sa skupom MK .
Komponenta p denisana u klasi K moze i ne mora biti konstruisana unutar klase,
odnosno moze biti prosledena i kao argument neke metode. Da bismo dobili sto opstiju
formulu uvescemo predikat Qp(p:g) koji opisuje sva pocetna stanja (i nulto, po potrebi) u
kojima se objekat p moze naci kada je u ulozi komponente klase K. Najzad, neka je
J^SKL =
_
m2MKL
^sdp(m; (m)):
Sada mozemo neznatno modikovati Algoritam 4.3.23 tako da zapocne od predikataQp(p:g).
Algoritam 4.5.3
Z0 W0  Qp(p:g)
            
REPEAT
Wi+1 Wi 
 J^SKL(p:G)
Zi+1  Zi _Wi+1
i = 0; 1; : : :
UNTIL Zi+1 , Zi
            
fix = i
ISKL  Zi
4.5. VLASNIK I KOMPONENTE 109
Sada predikat ISKL(p:g) obuhvata sva stanja u kojima se komponenta p moze naci,
a s obzirom na prostor stanja odreden vektorom p:g i, shodno do sada recenom, mora da
vazi
ISK()) ISKL(p:g):
Slucaj 2.
Ako je komponenta dostupna za trecu stranu (ukljucujuci i rekurzivni pristup), tada in-
varijanta u klasi K ne sme da poostri invarijantu u klasi L (videti [9]). To znaci da mora
vaziti ISK(np:g), ISL(p:g) tj.
ISK(p:g), ISL(p:g)
Drugim recima, vazi ISK()) ISL(p:g), ali ne postoji predikatQ(p:g) razlicit od ISL(p:g)
takav da bude
[ISK()) Q(p:g)] ^ [Q(p:g)) ISL(p:g)]:
Ovde treba zapaziti da gornji uslov obezbeduje sigurnost, ali nije uvek ostvarljiv. Naime,
komponenta p moze biti inkapsulirana u vlasniku K sto znaci da metode u klasi K mogu
aktivirati samo neke od metoda u klasi L. Samim tim, posto nema mogucnosti izbora,
nema ni nacina da se obezbedi uslov ISK(np:g), ISL(p:g).
U posebnom slucaju, kada su svi vlasnici komponente p unapred poznati, resenje
nalazimo u postizanju tzv. ekvilibrijuma svih vlasnika [51] [54] [56]. Neka su klase
K1; : : : ;Kr vlasnici istog objekta p iz klase L. Tada su vlasnici u ekvilibrijumu ako vazi
ISKi(
i)) ISK1(p:g) ^    ^ ISKr(p:g);
ISKi(p:g)) ISL(p:g); i = 1; : : : ; r:
Slicno slucaju 1, a pod pretpostavkom da je komponenta p inkapsulirana u svim vlasnicima,
mozemo stanje ekvilibrijuma uciniti nesto preciznijim. Neka je MfKgL skup svih metoda
klasa-vlasnicaK1; : : : ;Kr koje pozivaju metode klase L kojoj pripada komponenta p. Neka
je ISfKgL predikat dobijen iz MfKgL Algoritmom 4.5.3 na osnovu predikata
J^SfKgL =
_
m2MfKgL
^sdp(m; (m)):
Predikat ISfKgL u potpunosti denise skup stanja u kojima se moze naci objekat p kao
zajednicka komponenta svih navedenih vlasnika. Shodno tome, ekvilibrijum se postize
kada je ispunjeno
ISKi(
i)) ISfKgL(p:g); i = 1; : : : ; r;
pri cemu ISfKgL(p:g)) ISL(p:g).
Treba, ipak, imati na umu da se uvodenjem zavisnosti invarijante u klasi od in-
varijante deljene komponente narusava modularnost i da vredi razmisliti o tome da se
invarijanta ISL radije ukljuci u invarijantu programa [81].
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Slucaj 3.
U ovom slucaju nedostupnost klase N iz trecih klasa znaci da je klasa N u celosti inkapsuli-
rana u klasu K, odnosno da je zasticena od pristupa trece strane mehanizmom expose [61].
Tipican slucaj je unutrasnja klasa koja je u celosti inkapsulirana u spoljasnju. Postupkom
koji je u potpunosti analogan slucaju 1 dobijamo
ISK(nN:h)) ISN (N:h);
gde je N:h = (N:h1; : : : ; N:ht). Isto tako,
ISK(N:h)) ISN (N:h);
ISK()) ISN (N:h):
Ako je MKN skup metoda klase K koje referenciraju staticka polja klase N , i ako je
J^SKN =
_
m2MKN
^sdp(m; (m));
postupkom analognim slucaju 1 dobija se
ISK()) ISKN (N:h);
gde se staticka invarijanta ISKN (N:h) dobija iz J^SKN Algoritmom 4.5.3.
Slucaj 4.
Klasa N je dostupna za trecu klasu. Ovaj slucaj moze biti od interesa kada je sistem
klasa koji obuhvata K i N unapred poznat, tj. kada su unapred poznate sve klase koje
su vlasnici klase N . Primer za to jeste slucaj kada je klasa N nalazi inkapsulirana u neki
modul (jedinicu u Pascalu, Javin paket ili C++ biblioteku), tj. kada je dostupna samo
klasama iz istog modula. Tada postoji potpuna analogija sa deljenom komponentom iz
slucaja 2, te slede prakticno istovetni zakljucci. Prvo, za svaku klasu K koja je vlasnica
klase N vazi ISK(nN:h), ISN (N:h) odakle
ISK(N:h), ISN (N:h):
Neka skup vlasnika klaseN cini skup fK1; : : : ;Krg. Stanje ekvilibrijuma vlasnika u odnosu
na staticka polja N:h odredeno je implikacijama
ISKi(
i)) ISK1(N:h) ^    ^ ISKr(N:h);
ISKi(N:
h)) ISN (N:h); i = 1; : : : ; r:
Pod pretpostavkom da se statickim poljima N:h pristupa iskljucivo putem (statickih i
nestatickih) metoda klase N , mozemo i u ovom slucaju precizirati uslov ekvilibrijuma,
slicno slucaju 2. Neka je MfKgN skup svih metoda klasa K1; : : : ;Kr koje referenciraju
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staticka polja N:h. Neka je ISfKgN predikat dobijen iz MfKgN Algoritmom 4.5.3 na
osnovu predikata
J^SfKgN =
_
m2MfKgN
^sdp(m; (m)):
Kao i u slucaju 2, predikat ISfKgN u potpunosti denise sve vrednosti koje mogu dobiti
polja iz N:h pod dejstvom klasa-vlasnica K1; : : : ;Kr. Dakle, ekvilibrijum se postize kada
vazi
ISKi(
i)) ISfKgN (N:h); i = 1; : : : ; r;
pri cemu ISfKgN (N:h)) ISN (N:h).
Rezime.
Zapazamo da se svi navedeni slucajevi mogu sazeti u jedan jedini. Neka je data klasa
Y i neka je fX1; : : : ; Xrg skup svih klasa koje koriste usluge klase Y . Neka je, dalje,
a = (a1; : : : ; an) uredena n-torka ciji je svaki element ili polje objekta p koji dele klase
X1; : : : ; Xr ili staticko polje klase Y . Neka je i torka polja klase Xi; i = 1; : : : ; r koja
opisuje njen prostor stanja, pri cemu i obuhvata sve elemente torke a. Neka je MfXgY
skup svih metoda klasa-vlasnica X1; : : : ; Xr koje pozivaju metode klase Y i neka je ISfXgY
predikat dobijen iz MfXgY Algoritmom 4.5.3, na osnovu predikata
J^SfXgY =
_
m2MfXgY
^sdp(m; (m)):
Tada mora da vazi
ISXi(
i)) ISfXgY (a); i = 1; : : : ; r;
pri cemu ISfXgY (a)) ISY (a).
Ownership
U odredenim slucajevima komponente imaju pristup vlasniku (vlasnicima). Ovde je
situacija ista kao u slucaju 2, jer se moze smatrati da je vlasnik uvek dostupan trecoj
strani. Neka vlasnik objekta klase K pripada klasi Z i neka je dostupan kroz polje owner
klase K. Neka su polja owner:i1; : : : ; owner:ij ukljucena u postuslove metoda klase K.
Tada mora da vazi
ISK(nowner:i), ISZ(owner:i);
gde je sada
owner:i = (owner:i1; : : : ; owner:ij);
F = (f1; : : : ; fm; p:g1; : : : ; p:gn; N:h1; : : : ; N:ht; owner:i1; : : : ; owner:ij):
Analognim rezonovanjem kao u slucaju 2 dolazimo do formule
ISK(owner:i), ISZ(owner:i)
iz koje sledi ISK() ) ISZ(owner:i). Inace, ovaj slucaj bitno se razlikuje od prethodna
cetiri zahvaljujuci cinjenici da je potpuno nerealno pretpostaviti da je vlasnik nedostupan.
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Neka je IS0K() invarijanta u klasi K dobijena Algoritmom A1. Ako  obuhvata sva polja
iz torke owner:i na osnovu upravo izvedenog mora vaziti IS0K()) ISZ(owner:i), a da bi
se obezbedila jos i ekvivalencija ISK(owner:i) , ISZ(owner:i) za invarijantu ISK treba
usvojiti
ISK() = IS
0
K(
) ^ ISZ(owner:i):
4.5.1 Primer
Posmatrajmo sledece klase:
public class K f
private int x;
public K() f x=0; g
public void setX(int xx) f x=xx; g
public int getX(int xx) f return x; g
g
public class L1 f
private K p;
public L1(K pp) f p=pp; p.setX(10); g
public void incX() f int xx=p.getX(); p.setX(xx+1) g
g
public class L2 f
private K p;
public L2(K pp) f p=pp; p.setX(5); g
public void incX() f int xx=p.getX(); p.setX(xx+1) g
g
Usvojicemo da je
 = (k; x);
p:g = (x):
Primenom algoritma 4.3.23 iz klase K dobijamo:
ISK  O(p:g) _ (:O(p:g) ^ (x 2 Dint)).
Dalje, ocigledno vazi:
J^SKL1  (O() ^ :O(0) ^ (x0 = 10)) _ (O() ^ :O(0) ^ (x 2 Dint) ^ (x0 = x+ 1)),
J^SKL2  (O() ^ :O(0) ^ (x0 = 5)) _ (O() ^ :O(0) ^ (x 2 Dint) ^ (x0 = x+ 1)).
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Uzimamo da je Qp  (x = 10) i pomocu predikata J^SKL1 iz algoritma 4.5.3 dobijamo:
ISKL1  O() _ (:O() ^ (x  10)).
Uzimamo da je Qp  (x = 5) i pomocu predikata J^SKL2 iz algoritma 4.5.3 dobijamo:
ISKL2  O() _ (:O() ^ (x  5)).
Predikat
ISfKgL  ISKL1 ^ ISKL2
ISfKgL  [O() _ (:O() ^ (x  10))] ^ [O() _ (:O() ^ (x  5))]
ISfKgL  O() _ (:O() ^ (x  10))
opisuje sva stanja u kojima se komponenta p moze naci kao zajednicka komponenta.
4.6 Natklasa i potklasa
Na pocetku ovog poglavlja uvescemo sledece pretpostavke:
1. Nasledivanje je jednostruko.
2. Nema redenisanih polja.
Samo po sebi, nasledivanje - onakvo kako je realizovano u programskim jezicima - ne
postavlja nikakva ogranicenja u pogledu stvarnog odnosa klasa koje vezujemo nasledivanjem.
Koriscenjem private nasledivanja u C++ [29] [49] ili kombinovanjem nasledivanja i imple-
mentacije interfejsa u Javi [98] [30] moguce je svaku klasu tehnicki povezati nasledivanjem
sa svakom drugom klasom.
Zbog toga je neophodno traziti ogranicenja na drugoj strani. Resenje nalazimo
u Zakonu supstitucije [64], odnosno u subtyping-u [10] [46] gde se insistira na tom da
polimorfna zamena pretka potomkom ne sme izazvati nikakvu promenu u klijentskom soft-
veru. Takode, Mejer [77] navodi da redenisana metoda moze oslabiti preduslov originala,
kao i pojacati postuslov - i to je sve.
Neka klasa L nasleduje klasu K. Neka je ISK stroga invarijanta u klasi K nad
poljima f = (f1; : : : ; fm). Neka je prostor stanja klase L denisan nad poljima g =
(g1; : : : ; gn) koja sadrze sva polja iz f . Dokazimo da tada mora vaziti
ISL(gn f)) ISK( f):
Neka je s stanje koje zadovoljava ISL(gn f) i ne zadovoljava ISK( f). Ako se objekat klase
L, na primer obL, nade u tom stanju i izvrsi polimorfna dodela
obK = obL
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gde je obK objekat klase K, tada ce se obK naci u invalidnom stanju. Dalje, na osnovu
teoreme 4.5.2 vazi
ISL(g)) ISL(gn f);
odakle
ISL(g)) ISK( f):
Kao specijalan slucaj g = f , sledi poznata relacija [55]:
ISL( f)) ISK( f):
4.6.1 Dinamicka analiza
Poslednja implikacija ne garantuje da ce se klase K i L ponasati korektno, jer ne uzima
u obzir inkluzioni polimorzam u dinamickim uslovima. Da bismo analizirali ponasanje
metoda, podelicemo ih u tri grupe:
 redenisane metode sto cine skup M1L,
 preuzete (nasledene) metode, skup M2L,
 dodate metode, skup M3L,
 konstruktori iz skupa CL.
Neka je mL redenisana metoda, a mK njena verzija iz natklase K. Posmatrajmo
sledece dve klase:
public class K f
private int x;
public K() f
x= 1;
g
public void incX() f
x++;
g public int getX() f
return x;
g
g
public class L extends K f
public void incX() f
x+= 2;
g
g
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Lako se uocava da vazi
ISK = (x  1);
ISL = (x  1) ^ (x je neparno) = ISK ^ (x je neparno);
sto znaci da vazi ISL ) ISK i naizgled je sve u redu. Nazalost, to nije tacno. Neka je obL
objekat klase L, a obK objekat klase K. Posmatrajmo neku rutinu f proizvoljnog tipa T
koja za parametar ima objekat klase K, i takode lokalni objekat loc iste klase:
T f(K ob) f K loc = ob; ... g
U opstem slucaju, a u zavisnosti od toga da li je rutina pozvana sa f(obK) ili sa
f(obL), lokalni objekat loc se ne ponasa jednako jer se verzije incX ponasaju razlicito.
Ovo, dalje, izaziva promenu ponasanja cele rutine, sto je u direktnoj suprotnosti sa Za-
konom supstitucije. Ako malo vise obratimo paznju na to sta se desava u ovom slucaju,
zapazicemo da redenisana verzija metode incX() menja ponasanje ne zato sto uvodi
eventualno nova zavrsna stanja (ne uvodi ih) nego uvodi nove prelaze.
Redefinisane metode
Podimo od glavnog problema { redenisanih metoda. Neka je, ponovo, klasa L izvedena iz
klase K i neka je mL redenisana verzija metode mK . Neka su obK i obL instance redom
klasa K i L. Da bi se obezbedilo korektno ponasanje redenisane metode mL potrebno je
voditi racuna o dve, medusobno povezane, pojedinosti:
 polimorzmu operacije pridruzivanja, gde se mora garantovati da, neposredno posle
pridruzivanja potomka obL pretku obK, stanje obK bude validno (validno u klasi
K),
 dinamickom povezivanju, gde se mora garantovati da ce se metoda mL ponasati
korektno u odnosu na objekat obK preko kojeg je aktivirana posle polimorfnog
pridruzivanja.
Da bi se ovi uslovi postigli potrebno je postovati tradicionalno pravilo (navedeno
npr. u [77]), naravno primenjeno na preduslov  (m) i najuzi dinamicki postuslov ^sdp:
 (mK))  (mL);
^sdp(mL; (mL))) ^sdp(mK ; (mK)):
Razmotrimo ove uslove na nivou prostora stanja klasa. Prvo, pocicemo od notorne
cinjenice da izvedena klasa preuzima polja od bazne klase i da, shodno tome, ima smisla
govoriti o deljenju prostora stanja. Neka je UK jedan prostor stanja klase K i neka je on
denisan i za klasu L. Neka je UL prostor stanja klase L takav da postoji homomorzam
hLK : UL ! UK ;
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takav da ako u UL postoji prelaz (s; s
0), tada u UK postoji prelaz (hLK(s); hLK(s0)). Inace,
prostor stanja UK opisan poljima (f1; : : : ; fm) koja postoje u obe klase i prostor stanja
UL opisan poljima (f1; : : : ; fm; g1; : : : ; gn) zadovoljavaju navedeni uslov uz homomorzam
oblika
hLK(f1; : : : ; fm; g1; : : : ; gn) = (f1; : : : ; fm):
Gore navedeno pravilo sada dobija nesto precizniji oblik
(RM1)  (mK)[UK ])  (mL)[UL],
(RM2) ^sdp(mL; (mL))[UL]) ^sdp(mK ; (mK))[UK ],
gde suksi [UK ] i [UL] oznacavaju prostor stanja u odnosu na koji se zadaju predikati i
vazi mL 2M1L.
Neka je s 2 UL validno stanje klase L takvo da je hLK(s) stanje koje je validno u pros-
toru stanja UK . Neka je (s; s
0) prelaz ostvaren metodom mL. Implikacija (RM2) garantuje
da se medu validnim prelazima verzije mK mora nalaziti prelaz (hLK(s); hLK(s
0)), iz cega
sledi da je i hLK(s
0) validno stanje u klasi K. Drugim recima,
fISK ^  (mL)gmL()fISKg;
tj. iz implikacije (RM2) sledi da redenisana metoda cuva invarijantu bazne klase.
Implikacija (RM1) garantuje da ce posle polimorfnog pridruzivanja, redenisana
verzija sigurno terminirati ako terminira i osnovna. Dakle, u ma kojem stanju obK iz
kojeg mK terminira, posle pridruzivanja npr. obK = obL, terminirace i mL.
Neka metoda mL uzrokuje prelaz (s; s
0) gde s; s0 2 UL. Prema deniciji homomor-
zma hKL, u klasi K postoji prelaz (hKL(s); hKL(s
0)). U uslovima inkluzionog polimor-
zma treba ispitati dva slucaja:
Slucaj 1:
Neposredno pre polimorfnog pridruzivanja oblika obK = obL izvrsena je operacija obL:mL()
te se, dakle, objekat obL nalazi u stanju s0 koje je validno u prostoru stanja UL. Tada stanje
hLK(s
0) mora biti validno u prostoru stanja UK , da bi objekat obK posle pridruzivanja
bio u validnom stanju. Posto redenisana metoda mL cuva invarijantu u klasi K, sve
sto je potrebno jeste da mL otpocne u stanju koje postuje ISK . Uocimo, da ovaj uslov
nije sa^m po sebi zadovoljen jer zavisi od primene drugih metoda pre operacije obK:mL().
Na primer, ako konstruktor klase L ostavi objekat obL u stanju t takvom da hLK(t) nije
validno stanje u UK , tada nema garancije da ce hLK(t
0) biti validno u UK .
Slucaj 2:
Posle polimorfnog pridruzivanja obK = obL izvrsava se operacija obK:mL(). Ako je obK
pre primene mL bio u stanju koje je validno u UK , tada, zbog implikacije (2), on ostaje u
stanju koje je validno u UK .
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Preuzete metode
Preuzete (nasledene u smislu Amadi-Kardeli [2]) metode iz skupa M2L mogu promeniti
ponasanje u klasi L i to zbog dinamickog povezivanja, u slucaju da koriste neku od metoda
iz skupa M1L. Dokaz za ovo je sledeca jednostavna situacija. Neka je n() metoda koja se
preuzima u klasu L i neka je m metoda koja se redenise, dakle metoda sa verzijama mK
i mL. Neka metoda n ima sledeci oblik:
tip n() f m(); g
Ocigledno je da, usled dinamickog povezivanja (zamene mK sa mL) metoda n()
menja ponasanje, kao da je redenisana. Shodno tome, i od preuzetih metoda ocekuje se
da ispune uslove analogne redenisanim:
(PM1)  (m)[UK ])  (m)[UL],
(PM2) ^sdp(m; (m))[UL]) ^sdp(m; (m))[UK ],
za m 2M2L.
Dodate metode
Dodate metode iz M3L mogu, naravno, uvoditi nove prelaze jer nisu direktno dostupne
metodama klase K, te tako ne postoje problemi sa dinamickim povezivanjem. Medutim,
time nije resen drugi problem: problem polimorfnog pridruzivanja. Neka je m() 2 M3L
dodata metoda i neka je neposredno pre polimorfnog pridruzivanja obK = obL izvrsena
operacija obL:m(). Da bi objekat obK posle pridruzivanja bio u validnom stanju metoda
m mora postovati strogu invarijantu u klasi K, tj.
(DM1) fISK ^  (m)gm()fISKg,
za m 2M3L.
Konstruktori
U svrhu postovanja inkluzionog polimorzma, objekat klase L odmah posle kreiranja mora
biti u stanju s takvom da je hLK(s) validno stanje u klasi K. Dakle, za sve konstruktore
mora vaziti
(K1) ^sdp(c;O)) ISK ,
gde c 2 CL.
118 GLAVA 4. ANALIZA INVARIJANATA POLJA U KLASI
Algoritam za izracunavanje stroge invarijante potklase
Neka je klasa L izvedena iz klase K uz postovanje svih prethodno navedenih pravila.
Uvodimo predikat:
J^SL ,
_
m2M1L
^sdp(m; (m)) _
_
m2M2L
^sdp(m; (m)) _
_
m2M3L
^sdp(m; (m)):
Predikat IS0L opisuje sva inicijalna stanja potklase. Sada se moze formulisati algo-
ritam za izracunavanje stroge invarijante potklase:
Algoritam 4.6.1
Z0 W0  IS0L
            
REPEAT
Wi+1 Wi 
 J^SL
Zi+1  Zi _Wi+1
i = 0; 1; : : :
UNTIL Zi+1 , Zi
            
fix = i
ISL  Zi
Primenom teoreme 4.3.15 se moze uprostiti izracunavanje supstitucije A
 J^SL tako
sto dobijamo:
A
J^SL , A
[
_
m2M1L
^sdp(m; (m))]_A
[
_
m2M2L
^sdp(m; (m))]_A
[
_
m2M3L
^sdp(m; (m))]
A
 J^SL ,
_
m2M1L
A
 ^sdp(m; (m))_
_
m2M2L
A
 ^sdp(m; (m))_
_
m2M3L
A
 ^sdp(m; (m)):
Matematickom indukcijom cemo pokazati da stroga invarijanta potklase L dobijena
algoritmom 4.6.1 povlaci strogu invarijantu njene natklase K:
 S obzirom da za konstruktore klase L vazi pravilo K1, sledi da u svim stanjima koja
opisuje predikat Z0 vazi ISK .
 Pretpostavimo da u svim stanjima koja opisuje predikat Zn vazi ISK , gde je predikat
Zn dobijen algoritmom 4.6.1 posle n-prelaza.
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 Na osnovu pravila (RM1), (PM1) i (DM1) sledi da ce sve metode iz skupova M1L,
M2L i M
3
L terminirati, a na osnovu pravila (RM2), (PM2) i (DM2) sledi da ce sve
metode iz skupova M1L, M
2
L i M
3
L proizvesti stanja u kojima vazi ISK . Dakle, sledi
da ce u svim stanjima koja opisuje predikat Zn+1 vaziti ISK .
Dakle, zakljucujemo:
a.) Zbog polimorzma moraju da vaze pravila (RM1), (RM2), (PM1), (PM2), (DM1)
i (K1).
b.) Posto pomenuta pravila vaze, onda mora da vazi ISL ) ISK ili drugim recima, ako
je nasledivanje izvedeno korektno, tada nuzno vazi ISL ) ISK .
4.6.2 Primer
Posmatrajmo sledece klase:
public class K f
protected int x;
public K() f x=1; g
public void m() f x++; g
g
public class L extends K f
protected int y;
public L() f super(); y=1; g
public void n() f y++; g
public void m() f x+=2; g
g
Usvajamo da je:
g = (x);
f = (x; y):
Primenom algoritma 4.3.23 dobijamo:
ISK  O(g) _ [:O(g) ^ (x  1)]:
Iz klase L dobijamo:
^sdp(L; (L))  O( f) ^ :O( f) ^ (x = 1) ^ (y = 1),
IS0L(
f)  (x = 1) ^ (y = 1),
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^sdp(n; (n))  :O( f) ^ :O( f) ^ (x0 = x) ^ (y0 = y + 1),
^sdp(m; (m))  :O( f) ^ :O( f) ^ (x0 = x+ 2) ^ (y0 = y),
odakle je:
J^SL  ^sdp(L; (L)) _ ^sdp(n; (n)) _ ^sdp(m; (m)).
Usvajamo da je Z0 W0  IS0L, primenjujemo algoritam 4.6.1 i dobijamo:
ISL  O( f) _ [:O( f) ^ (x  1) ^ (x je neparanbroj) ^ (y  1)]:
Ocigledno, vazi ISL ) ISK .
4.6.3 Veza dinamickih invarijanata natklase i potklase
Uocimo odmah najvaznije { s obzirom na to da konstruktori klase L uspostavljaju invari-
jantu u klasi K i da sve ostale metode klase L cuvaju invarijantu u klasi K sledi
ISL ) ISK :
Zanimljivija je situacija sa dinamickom invarijantom. Prvo, ne postoji garancija da vazi
J^SL ) J^SK . Dokaz za to su sledece klase K i L:
public class K f
protected int x;
public K() f
x=1;
g
public void m() f
x++;
g
g
public class L extends K f
protected int y;
public L() f
y=1;
g
public void n() f
y++;
g
g
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Ipak veza izmedu dinamickog ponasanja klasa K i L postoji. Neka je M skup svih
metoda klase L osim dodatih, tj.
M =M1L [M2L [ CL
Neka je J^SLK predikat oblika
J^SLK =
_
m2M
^sdp(m; (m)):
Na osnovu izvedenih relacija za konstruktore, redenisane i nasledene metode lako se
pokazuje da vazi
J^SLK ) J^SK :
Drugo, razmotricemo ideju da se invarijanta potklase racuna bez ukljucivanja nasledenih
metoda i pokazati da je, u opstem slucaju, to neizvodljivo. Naime, neka je M skup svih
metoda klase L osim nasledenih. Neka je J^L predikat oblika
J^L =
_
m2M
^sdp(m; (m)):
Neka je, dalje, IL stroga invarijanta klase L dobijena na osnovu J^L (dakle, bez ukljucivanja
nasledenih metoda). Konacno, neka je ISK originalni oblik stroge invarijante natklase K.
U opstem slucaju ne vazi
ISL , ISK ^ IL;
gde bi I^SL bila stroga invarijanta klase L (u prostoru stanja UL). Dokazacemo ovo kon-
traprimerom. Posmatrajmo sledeci par klasa, K i L gde je L potklasa:
public class K f
protected int x;
public K() f
x=1;
g
public void m inh() f
x=0;
m ovr();
g
public void m ovr() f
x=1;
g
g
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obL.m_inh()
x=0;
m_ovr();
(x=0) /\ (y=1)
movr()
y=x-1;
super.m_ovr();
(x=0) /\ (y=-1)
super.m_ovr()
x=1;
(x=1) /\ (y=-1)
(x=1) /\ (y=-1)
Slika 4.1: Primer 4.6.2.
public class L extends K f
protected int y;
public L() f
y=1;
g
public void m ovr f //overriden method
y=x-1;
super.m ovr();
g
g
Lako se uocava da vazi
ISK = (x = 0)
IL = (x = 1) ^ (y 2 f0; 1g)
sto bi znacilo da je
ISK ^ IL = (x = 1) ^ (y 2 f0; 1g):
ali to nije stroga invarijanta klase L. Posmatrajmo sledeci par naredbi:
L obL = new L(); // sada je obL:x = obL:y = 1
obL.m inh();
kojima se kreira objekat i poziva nasledena metoda (koja poziva redenisanu metodu
m ovr). Ono sto se desava prikazano je na slici 4.1.
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Kako vidimo, na kraju gornjeg segmenta bice (x = 1) ^ (y =  1), sto je validno
stanje, ali ne zadovoljava predikat ISK ^ IL.
4.7 Varijabilna struktura objekta (pokazivaci/reference)
Normalno je da se, u toku izvrsenja programa, dati objekat povezuje (pokazivacima ili
referencama) sa drugim objektima kao posledica postojanja razlicitih veza: asocijacije,
agregacije, pa i kompozicije [97] [80]. Rezultat toga je da se struktura objekta moze
menjati u toku izvrsenja programa, a neki od takvih slucajeva proucavani su u Odeljku
4.5, kao i u [4] [100] [79].
Ono sto nas ovde interesuje nisu objekti sto se u toku izvrsenja programa povezuju
sa drugim objektima i razvezuju od njih. Poseban i sasvim drukciji slucaj predstavljaju
objekti koji nisu povezani sa drugim objektima, nego kod kojih reference (pokazivaci)
povezuju delove istog objekta u logicku celinu. Posmatrajmo objekat klase List koji pred-
stavlja jednostruko spregnutu listu (slicna situacija je i kod drugih kontejnerskih klasa).
U osnovnom memorijskom prostoru objekta ove klase nalazi se samo referenca na prvi
element (mozda i nista drugo), dok se lista, u stvari, nalazi na hipu, kao spregnuta struk-
tura. Sam objekat nije nista vise do zaglavlje (header) liste i dobija smisao tek kada se
logicki objedini u celinu sa preostalim delom. Moze se, dakle, uociti da ovakvi i slicni ob-
jekti u logickom smislu menjaju strukturu u toku izvrsenja programa i da je ta struktura
rekurzivna, sto je uocio Mejer govoreci o "run-time object structure", [79].
Objekti sa varijabilnom strukturom ne mogu se kvalitetno analizirati samo na osnovu
sadrzaja polja. Kao sto smo rekli, objekat klase List sadrzi samo referencu na prvi element,
pa bi se sva analiza svela na to da li ta referenca ima vrednost null ili nema. Takode,
ni analiza proizvoljnog elementa liste ne moze pruziti mnogo vise podataka: sve sto bi se
moglo ustanoviti jeste da je neki element prvi ili poslednji u listi, odnosno da je negde
u sredini. Sustinski, ovaj problem je posledica sireg problema lokalnosti (locality, Mejer
[78]) i treba ga napasti upravo na toj tacki.
Da bismo resili problem lokalnosti iskoristicemo ponovo cinjenicu da se apstraktni
prostor stanja moze interpretirati proizvoljno, pod uslovom da bude zatvoren za dinamicku
invarijantu. Ovo znaci da apstraktni prostor stanja ne moramo interpretirati preko vred-
nosti stvarnih, zickih, polja - mozemo ga interpretirati i logicki, prema ideji iz [46], gde
se takode koriste logicka polja.
Izlozicemo, bez pretenzija na opstost, jednu mogucnost za analizu invarijanata u
klasama poput List, tj. u klasama sa rekurzivnom strukturom. S obzirom na to da zelimo
da analiziramo strukturu objekta, kao prirodno resenje za interpretaciju, a koje eliminise
problem lokalnosti, jeste interpretacija apstraktnog prostora stanja na skupu nelabeliranih
konacnih digrafa. Neka je GN skup svih konacnih digrafa bez petlji sa najvise N cvorova
(pri cemu se ne pravi razlika izmedu izomorfnih digrafa) i neka je G skup svih takvih
skupova. Tada apstraktni prostor stanja interpretiramo kao element skupa G. Dalje,
neka je first clan klase List koji predstavlja referencu ili pokazivac na prvi element liste.
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Osnovna ideja jeste da se polje first zameni logickim poljem, npr. LST sto pripada
intepretiranom prostoru stanja (tj. LST jeste konacni digraf). Mejer [79] tvrdi: "To
study the semantics of O-O computation, it seems more productive to start by modeling
the run-time object structure, and the associated operations such as feature call, then
work our way up - in a second step of the eort, only sketched in the present article - to
classes and other program-level mechanisms such as inheritance."
Upravo uvodenjem logickih polja, kakvo je LST mi, u stvari, objedinjujemo pomenuta
dva koraka u jedan: umesto da prvo modelujemo run-time strukturu objekata, pa iz nje
modelujemo klasu, primenom logickih polja mi unapred prenosimo run-time strukturu
objekta na klasu.
Skup linearnih, aciklicnih digrafa sa N;N  0 cvorova cemo oznaciti sa LN . Neka
je
 = (LST ):
Odredujemo cistu invarijantu objekta. Za nulti predikat vazi:
O()  (this = null):
Pretpostavicemo da je klasa List realizovana tako da konstruktor konstruise praznu
listu, tj. listu za koju vazi LST 2 L0:
^sdp(List; (List))  O() ^ :O(0) ^ (LST 0 2 L0);
IS0K(
)  :O() ^ (LST 2 L0):
Takode, pretpostavicemo da je klasa List realizovana tako da ako metode za doda-
vanje/uklanjanje ne mogu da se izvrse, onda ostavljaju listu u zatecenom stanju:
^sdp(add; (add))  :O() ^ :O(0) ^ [((LST 2 LN ) ^ (LST 0 2 LN )) _ ((LST 2 LN ) ^
(LST 0 2 LN+1)) _ ((LST =2 LN ) ^ (LST 0 2 G))];
^sdp(remove; (remove))  :O() ^ :O(0) ^ [((LST 2 LN ) ^ (LST 0 2 LN )) _ ((LST 2
LN ) ^ (LST =2 L0) ^ (LST 0 2 LN 1)) _ ((LST =2 LN ) ^ (LST 0 2 G))];
J^S  ^sdp(List; (List)) _ ^sdp(add; (add)) _ ^sdp(remove; (remove));
gde je add zajednicko ime za sve metode za dodavanje, a remove zajednicko ime za sve
metode za uklanjanje. Clan (LST 0 2 G) nije minimalna konsekventa, ali to nema uticaja
jer, kao sto cemo videti, nece nigde biti koriscen, posto uslov (LST =2 LN ) nece biti
ispunjen.
Usvajamo da je:
Z0 W0  IS0K()
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i primenom algoritma 4.3.23 odredujemo strogu invarijantu:
Z0 W0  IS0K()
W0 ^ J^S  :O() ^ :O(0) ^ (LST 2 L0) ^ [(LST 0 2 L0) ^ (LST 0 2 L1)]
W1 W0 
 J^S  :O() ^ :O(0) ^ (LST 2 L0) ^ [(LST 0 2 L0) ^ (LST 0 2 L1)]
Z1  Z0 _W1
W1 ^ J^S  :O() ^ :O(0) ^ [(LST 2 L0) _ (LST 2 L1)] ^ [(LST 0 2 L0) ^ (LST 0 2
L1) ^ (LST 0 2 L2)]
W1 W0
 J^S  :O()^:O(0)^ [(LST 2 L0)_ (LST 2 L1)]^ [(LST 0 2 L0)^ (LST 0 2
L1) ^ (LST 0 2 L2)]
itd.
Lako se dokazuje da je invarijanta:
ISList  (this = null) _ [(this 6= null) ^ (LST 2
N[
i=0
Li)]:
Zahvaljujuci ovakvom pristupu, mozemo analizirati cak i objekte sa veoma slozenom
strukturom, kakvi inace mogu biti u programerskoj praksi, sto ilustruje naredni primer.
4.7.1 Primer
Posmatrajmo klase Akcija, Ivestitor i Berza, ciji objekti imaju varijabilnu strukturu i
gde koristimo logicka polja. Klasa Akcija sadrzi polja:
 naziv tipa String,
 vlasnik je referenca na objekat klase Investitor,
 vrednost je logicko polje koje predstavlja jednostrukospregnutu listu realnih pozi-
tivnih brojeva (neka su to objekti klase PositiveDouble).
Stroga invarijanta klase Akcija jeste:
ISAkcija  (this = null) _ [(this 6= null) ^ (vlasnik 6= null) ^ (naziv 2 DString) ^
(vrednost 2 SNi=0 LPositiveDoublei )]:
Klasa Investitor sadrzi polja:
 naziv tipa String,
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 akcije je logicko polje koje predstavlja jednostrukospregnutu listu objekata klase
Akcija, koji predstavljaju akcije koje su u vlasnistvu investitora,
 prodaja je logicko polje koje predstavlja jednostrukospregnutu listu objekata klase
Akcija, koji predstavljaju akcije koje investitor zeli da proda.
Klasa Investitor sadrzi metode:
 proceniBerzu(Berza b) u kojoj se procenjuje opravdanost ulaganja na berzi b i na
osnovu njenog indeksa b:indeks, vrednosti akcija koje se prodaju i koje se nalaze u
listi b:prodaja, kao i na osnovu vrednosti faktora faktor1; : : : ; faktorn. Izbor rele-
vantnih faktora rizika, njihove znacajnosti, kao i formulisanje sa^mog algoritma koji
obavlja procenu rizika jeste predmet razmatranja vestacke inteligencije. Na primer,
u radu [28] se razmatraju faktori: rizik drzave (sovereign risk), oscilatornost trzista
(market volatility), stopa inacije (ination rate), likvidnost trzista (market liquid-
ity), nivo korupcije (corruption level), BDP po glavi stanovnika (GDP per capita)
i broj stanovnika (demography). Specijalno, kada se razmatraju berze zemalja u
razvoju, koje odlikuje nestabilnost i nepredvidivost, vazan faktor jeste koecijent
linerne korelacije datog indeksa u odnosu na najznacajniji berzanski indeks na svetu
S&P 500. Sledeca tabela pokazuje rezultate koecijenata linearnih korelacija za
parove berzanskih indeksa drzava u nasem regionu (Rumunija { BET, Madarska {
BUX, Bugarska { SOFIX, Srbija { BELEX LINE, Hrvatska { CROBEX i Slovenija
{ SBI20) i berzanskog indeksa S&P 500 [28].
Tabela 4.1: Koecijenti linearne korelacije rxy
Berzanski indeks x Berzanski indeks y rxy
BET S&P 500 0.9725
BUX S&P 500 0.9574
SOFIX S&P 500 0.9463
BELEX LINE S&P 500 0.9448
CROBEX S&P 500 0.9374
SBI20 S&P 500 0.9011
 oglasiProdaju(Akcija a; Berza b) u kojoj investitor oglasava prodaju akcije a na
berzi b, odnosno akcija a se ubacuje u liste prodaja i b:prodaja.
Stroga invarijanta klase Investitor jeste:
ISInvestitor  (this = null)_ [(this 6= null)^(naziv 2 DString)^(akcije 2
SN
i=0 L
Akcija
i )^
(prodaja 2 SNi=0 LAkcijai )]:
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Klasa Berza sadrzi polja:
 naziv tipa String,
 indeks je logicko polje koje predstavlja jednostrukospregnutu listu realnih pozitivnih
brojeva.
 faktor1; : : : ; faktorn predstavljaju faktore rizika ulaganja i faktore ekonomskog rasta,
koji su redom tipa Type1; : : : ; T ypen,
 prodaja je logicko polje koje predstavlja jednostrukospregnutu listu objekata klase
Akcija, koji predstavljaju akcije koje se prodaju na berzi.
Klasa Berza sadrzi metodu:
 realizujProdaju(Akcija a; Investitor prodavac; Investitor kupac) koja uklanja
akciju a iz lista prodaja, prodavac:prodaja i prodavac:akcije i ubacuje u listu
kupac:akcije.
Stroga invarijanta klase Berza jeste:
ISBerza  (this = null)_[(this 6= null)^(naziv 2 DString)^(indeks 2
SN
i=0 LPozitiveDoublei )^
((faktor1 2 DType1) ^    ^ (faktorn 2 DTypen)) ^ (prodaja 2
SN
i=0 L
Akcija
i )]:
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Zakljucak
U ovom izlaganju prikazan je razvoj S-racuna u cijoj osnovi se nalaze aksiome i teoreme
predikatske logike prvog reda i prikazana njegova primena u analizi semantike strukturi-
ranih programa. Pokazano je da Horova logika predstavlja specijalan slucaj S-racuna,
odnosno predikatske logike prvog reda. Prikazan je nacin na koji se opsti Horovi zakoni
mogu dokazivati automatski (koriscen je automatski dokazivac Coq). Uvedene su S-formule
koje denisu garantovano i potencijalno terminirajucu while petlju, koje omogucavaju da
se while petlja moze razmatrati u okviru predikatske logike prvog reda. Zatim, u S-racun
uvedeni su dinamicki postuslovi, koji predstavljaju logicke funkcije pocetnog i zavrsnog
stanja, odnosno logicke funkcije prelaza i pokazano je da opsti Horovi zakoni vaze i onda
kada se u tripletima nalaze dinamicki postuslovi. Detaljno su ispitane osobine najuzeg
statickog sp i najuzeg dinamickog ^sdp postuslova.
Primenom dinamickih postuslova razvijena je DP -analiza invarijanata u klasi. U
okviru DP -analize formulisani su rekurzivni algoritmi za izracunavanje razlicitih invari-
janata u klasi. Razmatrano je izracunavanje invarijante vlasnika i komponente, natklase i
potklase, kao i objekata sa varijabilnom strukturom koji sadrze pokazivace/reference koji
pokazuju na neki memorijski prostor izvan objekta. Time je otvorena mogucnost za raz-
matranje semantike klasa koje su povezane klijentskim vezama, odnosno nasledivanjem.
Ovo izlaganje predstavlja zaokruzenu celinu, jer prikazuje mogucnost analize semantike
kako strukturiranih, tako i objektno orijentisanih programa.
Glavni naucni doprinos ovog izlaganje jeste u tome sto argumentuje da se kompletna
analiza semantike strukturiranih i objektno orijentisanih programa moze izvesti u okviru
predikatske logike prvog reda. Buduca istrazivanja ce se kretati u pravcu proucavanja
invarijanata objektno orijentisanog programa i mogucnosti automatizacije celog postupka.
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Prilog A
Dokazivanje opstih Horovih
zakona automatskim dokazivacem
Coq
Teorema 1.3.1:a:):
Variable A: Set.
Variables P Q R: A->Prop.
Variable S: A->A->Prop.
Theorem t131a :
((forall x:A,(P x->R x)) =n
(forall x:A, (R x ->((exists y:A, S x y)=n(forall z:A, (S x z ->Q z ))))))
-> (forall x, (P x ->((exists y, S x y)=n(forall z, (S x z ->Q z ))))).
firstorder.
Teorema 1.3.1:b:):
Variable A: Set.
Variables P Q R: A->Prop.
Variable S: A->A->Prop.
Theorem t131b :
((forall x:A, (P x ->((exists y:A, S x y)=n(forall z:A, (S x z ->Q z )))))
=n (forall z:A,(Q z->R z)))
-> (forall x, (P x ->((exists y, S x y)=n(forall z, (S x z ->R z ))))).
firstorder.
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Teorema 1.3.1:c:):
Variable A: Set.
Variables P Q U V: A->Prop.
Variable S: A->A->Prop.
Theorem t131c :
((forall x:A,(U x->P x)) =n
(forall x:A, (P x ->((exists y:A, S x y)=n(forall z:A, (S x z ->Q z )))))
=n (forall z:A,(Q z->V z)))
-> (forall x, (U x ->((exists y, S x y)=n(forall z, (S x z ->V z ))))).
firstorder.
Teorema 1.3.2:a:):
Variable A: Set.
Variables P R Q W: A->Prop.
Variable S: A->A->Prop.
Theorem t132a :
((forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z )))))
=n
(forall x:A, (R x -> ((exists y:A, S x y)=n(forall z:A, (S x z->W z ))))))
->
(forall x:A, ((P x n= R x) -> ((exists y:A, S x y)=n(forall z:A, (S x z->(Q
z n= W z)))))).
firstorder.
Teorema 1.3.2:b:):
Variable A: Set.
Variables P Q R W: A->Prop.
Variable S: A->A->Prop.
Theorem t132b :
((forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z )))))
=n
(forall x:A, (R x -> ((exists y:A, S x y)=n(forall z:A, (S x z->W z ))))))
->
(forall x:A, ((P x =n R x) -> ((exists y:A, S x y)=n(forall z:A, (S x z->(Q
z =n W z)))))).
firstorder.
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Teorema 1.3.4:
Variable A: Set.
Variables P Q R W: A->Prop.
Variable S: A->A->Prop.
Theorem t133 :
((forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z )))))
n=
(forall x:A, (R x -> ((exists y:A, S x y)=n(forall z:A, (S x z->W z ))))))
->
(forall x:A, ((P x =n R x) -> ((exists y:A, S x y)=n(forall z:A, (S x z->(Q
z n/W z)))))).
firstorder.
Teorema 1.3.6:
Variable A: Set.
Variables P : A->Prop.
Variable S: A->A->Prop.
Definition phi (x:A) := False.
Theorem t136 :
(forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->phi z)))) <->
(P x<->phi x)).
firstorder.
Teorema 1.3.7:a):
Variable A: Set.
Variables P Q R: A->Prop.
Variable S: A->A->Prop.
Theorem t137a :
((forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))))
=n
(forall x:A, (R x -> ((exists y:A, S x y)=n(forall z:A, (S x z->(Q z)))))))
->
(forall x:A, ((P x =n R x))).
firstorder.
133
Teorema 1.3.7:b):
Variable A: Set.
Variables P Q: A->Prop.
Variable S: A->A->Prop.
Theorem t137b :
((forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))))
=n
(forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->(Q z)))))))
<-> (forall x:A, ((P x))).
firstorder.
Teorema 1.6.3:
Variable A: Set.
Variables P wpSphi: A->Prop.
Variable S: A->A->Prop.
Definition phi (x:A) := False.
Axiom wpSphi1 :
forall x:A, (wpSphi x -> ((exists y:A, S x y)=n(forall z:A, (S x z->phi z)))).
Axiom wpSphi2 :
forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->phi z)))) ->
(P x->wpSphi x).
Theorem t163 : forall x:A, (wpSphi x <-> phi x).
firstorder using wpSphi1 wpSphi2.
Teorema 1.6.7:
Variable A: Set.
Variables P Q R wpSQ wpSNQ: A->Prop.
Variable S: A->A->Prop.
Axiom wpSQ1 :
forall x:A, (wpSQ x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))).
Axiom wpSQ2 :
forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))) ->
(P x->wpSQ x).
Axiom wpSNQ1 :
forall x:A, (wpSNQ x -> ((exists y:A, S x y)=n(forall z:A, (S x z->((Q z)))))).
Axiom wpSNQ2 :
forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->((Q z))))))
-> (P x->wpSNQ x).
Theorem t167 : forall x:A, (((wpSQ x)=n(wpSNQ x))).
firstorder using wpSQ1 wpSQ2 wpSNQ1 wpSNQ2.
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Teorema 1.6.8:
Variable A: Set.
Variables P Q wpSQ: A->Prop.
Variable S: A->A->Prop.
Axiom wpSQ1 :
forall x:A, (wpSQ x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))).
Axiom wpSQ2 :
forall x:A, (P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))) ->
(P x->wpSQ x).
Theorem t168 :
forall x:A, ((P x -> ((exists y:A, S x y)=n(forall z:A, (S x z->Q z)))) <->
((P x)->(wpSQ x))).
firstorder using wpSQ1 wpSQ2.
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