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Abstract
The Frank-Wolfe method and its extensions are well-suited for delivering solutions
with desirable structural properties, such as sparsity or low-rank structure. We
introduce a new variant of the Frank-Wolfe method that combines Frank-Wolfe
steps and steepest descent steps, as well as a novel modification of the “Frank-
Wolfe gap” to measure convergence in the non-convex case. We further extend
this method to incorporate in-face directions for preserving structured solutions
as well as block coordinate steps, and we demonstrate computational guarantees
in terms of the modified Frank-Wolfe gap for all of these variants. We are partic-
ularly motivated by the application of this methodology to the training of neural
networks with sparse properties, and we apply our block coordinate method to the
problem of `1 regularized neural network training. We present the results of several
numerical experiments on both artificial and real datasets demonstrating significant
improvements of our method in training sparse neural networks.
1 Introduction
The Frank-Wolfe method (also called the conditional gradient method) and its extensions are often
especially applicable in several areas of machine learning due to their low iteration costs and
convenient structural properties. The Frank-Wolfe method has classically been applied and analyzed
in the setting of smooth, constrained convex optimization problems; for a partial list of references in
this setting, see [11, 9, 10] for older references and see [23, 18, 12, 13] and the references therein for
more recent work. At each iteration, the basic Frank-Wolfe method relies only on a single gradient
evaluation and a single call to a linear optimization subroutine, wherein the method computes a
minimizer of the linear approximation of the objective function over the feasible region and then
updates the next iterate as a convex combination of this minimizer and the current iterate.
In this paper, we consider variants of the Frank-Wolfe method for non-convex stochastic optimization
problems with mixed constrained and unconstrained variables. Our problem of interest is:
F ∗ := min
x,y
F (x, y) := Ez∼D[f(x, y, z)]
s.t. x ∈ S, y ∈ Rq , (1)
where S ⊆ Rp is a compact and convex set, z is a random variable in a probability space Z with
(possibly unknown) distribution D, and f(·, ·, ·) : S × Rq × Z → R is differentiable in (x, y) for
each fixed z ∈ Z . Note that we allow for the possibility of either p = 0 or q = 0, in which case only
one of the two sets of variables x and y would be present in (1). Herein, we develop and analyze
several stochastic gradient algorithms that utilize Frank-Wolfe “style” steps in the x variables and
standard steepest descent steps in the y variables.
Preprint. Under review.
ar
X
iv
:1
90
6.
03
58
0v
1 
 [m
ath
.O
C]
  9
 Ju
n 2
01
9
In many core machine learning methodologies, such as the setting of training neural networks, non-
convexity is ubiquitous. Moreover, due to large training set sizes, stochastic algorithms (or related
strategies) are also a necessity. For several reasons, including increased interpretability, memory
efficiency, and improved computation at prediction/inference time, structured models (such as sparse
networks, low-rank models, etc.) are often highly desirable. In order to induce a structured model,
one might consider a strategy such as pruning [4, 32, 17] that modifies the model after the training
procedure or one might consider a strategy that induces structured models throughout the training
procedure. In this paper, we consider a method that falls into the latter approach based on extending
the Frank-Wolfe method to problem (1). The Frank-Wolfe method, which falls into the more general
class of “structure-enhancing” algorithms, is particularly attractive because the dynamics of the
algorithm directly helps to promote near-optimal well-structured (e.g, sparse, low-rank) solutions. In
some optimization formulations, such well-structured solutions also lie on low-dimensional faces
of the feasible region, which was a key motivation for the development of “in-face” directions (also
referred to as alternative directions herein), including away steps [16, 27], and the in-face extended
Frank-Wolfe method developed in [13] for the case of deterministic, smooth convex optimization and
particularly matrix completion.
In this paper, we extend the methodology of the Frank-Wolfe method with in-face directions to
the setting of stochastic non-convex optimization, and we also allow for the possibility of mixed
structured and unstructured variables. In other words, the x variables in (1) represent the variables
that we would like to be well-structured (e.g., sparse edges in a neural network) and the y variables
are completely “free.” In Section 2, we develop a “hybrid” Frank-Wolfe steepest descent (FW-SD)
method with alternative in-face direction steps that promote structured solutions in the x variables.
Although we refer to this as a single method, we prove computational guarantees for two versions:
the simple version without alternative direction steps, and the version with alternative direction steps.
In the non-convex setting, the “Frank-Wolfe gap” function is often used to measure convergence
(see, e.g., [26, 38]). We introduce a novel modification of the Frank-Wolfe gap that accounts for
the mixed constrained and unconstrained variable structure, and all of our theoretical computational
guarantees are stated in terms of the modified Frank-Wolfe gap. In particular, if K denotes the total
number of iterations and when the number of samples per iteration is O(K), we demonstrate O(1/K)
convergence in terms of the expected squared modified Frank-Wolfe gap (i.e., its second moment) for
the methods developed herein. In Section 3, we extend our method to problems with block coordinate
structure. The computational guarantees for the block version is in the worst-case the same as the
guarantee for the non-block method, however in practice the block method is effective due to its
ability to use different step-sizes for each block. Section 4 presents the results of some numerical
experiments on the MNIST and CIFAR-10 datasets demonstrating the viability of our algorithm.
Stochastic gradient methods (also stochastic approximation) dates back to [39]. For recent works
related to stochastic gradient descent and its variants see, e.g., [33], [5], [29], [6], and the references
therein. Mostly closely related to our work, at least in terms of the theoretical computational
guarantees developed herein, is perhaps [38] who study stochastic Frank-Wolfe methods with and
without variance reduction in the non-convex setting. In Section 2 we comment on how our results
relate to [38]. [14] also studies Frank-Wolfe type methods for stochastic non-convex problems with
a composite structure. [21] also studies, in the case of convex and related variational inequality
problems, Frank-Wolfe type methods with a related “semi-proximal” decomposable structure. Block
coordinate Frank-Wolfe type methods have been studied in several contexts beginning with [28]. Some
other related references examining variants and extensions of Frank-Wolfe method in the deterministic
setting are [26, 24, 25, 34, 37, 27, 7], and in the stochastic convex setting are [20, 15, 31].
Illustrative application: sparse neural network training. Let us conclude the introduction by
describing an illustrative application to sparse neural network training. In general, it has been
observed that structured neural networks are practically advantageous for several reasons. Networks
with desirable structural properties, that are often tailored to the application in mind, are more efficient
– both computationally and statistically – than general purpose feedforward networks. A general
approach for conceptualizing and training well-structured networks is through edge weight sparsity.
Indeed, a feedforward network with sparse edges offers a number of benefits including increased
interpretability, reduced memory footprint, and reduced computation at prediction/inference time. In
fact, in practical applications, inference time and memory footprint are sometimes major bottlenecks
that are often overlooked during the training/designing of deep neural networks [8]. Finally, sparse
networks offer a conceptual advantage in that they encompass several popular representations, such
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as the widely popular convolutional layers. For more discussion on the benefits of sparse networks
and approaches for constructing them, see [40, 30], for example.
The formulation for training a sparse neural network considered herein is based on `1 regu-
larization, which is a natural and widely popular idea for promoting sparsity as well as other
benefits of regularization [19]. For simplicity, let us consider training a fully connected feed-
forward network in the general setting of supervised learning. (This model can easily be ex-
tended to an arbitrary directed acylic graph.) We consider a per-node regularization model
where including an `1 regularization constraint is optional for each node, hence we define the
set NR := {(t, i) : node i in layer t imposes a regularization constraint} and we let δt,i denote the
corresponding regularization parameter. The optimization model we consider is:
min
w
1
n
n∑
i=1
`(yˆw(xi), yi) , s.t. ‖wt−1i ‖1 ≤ δi,t for all (t, i) ∈ NR , (2)
where (x1, y1), . . . , (xn, yn) is the training data (in this section only we use x and y to refer to data,
in later sections they refer to the optimization variables), yˆw(·) : Rd → Rl denotes the prediction
function of the model parameterized by the collection of weights w, and `(·, ·) : Rl × Rl → R is a
differentiable loss function. Here wt−1i is the vector of incoming edge weights at node i in layer t.
We note that a very closely related model, albeit with less flexibility, has been studied in the improper
learning setting by [41]. Let us now point out a few salient features of the optimization model (2).
First, note that the variables of (2) can be partitioned into constrained variables and unconstrained
variables, corresponding to x and y in (1), respectively. Furthermore, the constrained variables in
(2) have a block coordinate decomposable structure, wherein each vector wt−1,i for (t, i) ∈ NR is
constrained only to lie in its own `1 ball of radius δi,t. This type of block coordinate decomposable
structure is considered herein in Section 3. Note that the `1 ball constraints are intended to promote
sparsity, and therefore algorithmic schemes that also promote sparsity, such as in-face directions, are
highly desirable in this context. It is possible to also model additional types of network structures with
different types of convex constraints that are amenable to the Frank-Wolfe method and its extensions.
For example, node level sparsity can be modeled with group `1 constraints and low-rank weight
matrices between can be modeled with nuclear norm constraints.
2 Stochastic Frank-Wolfe steepest descent method with in-face directions
Let us now return to studying the generic non-convex stochastic optimization problem (1) where x is
constrained to lie in a compact and convex set S and y is unconstrained. As mentioned, our algorithm
is based on using Frank-Wolfe steps in the x variables and steepest descent steps in the y variables
(both with stochastic versions of the partial gradients). Let us first review some useful notation.
Notation. Let ‖ · ‖X be a given norm on the variables x ∈ Rp, and let ‖ · ‖Y be a given norm
on the variables y ∈ Rq. The diameter of S is diam(S) := maxx,x¯∈S ‖x − x¯‖X , and recall that
diam(S) < +∞ since S is bounded. The dual norms associated with ‖ · ‖X and ‖ · ‖Y are denoted
by ‖ · ‖X∗ and ‖ · ‖Y ∗, respectively. Recall that ‖ · ‖X∗ is defined by ‖s‖X∗ := maxx:‖x‖≤1 sTx and
‖ · ‖Y ∗ is defined analogously. We also use ‖ · ‖ to denote the “Euclidean combination” of the two
norms ‖ · ‖X and ‖ · ‖Y as the norm on (x, y) ∈ Rp × Rq, whereby ‖(x, y)‖ :=
√‖x‖2X + ‖y‖2Y .
Note that the dual norm of ‖ · ‖ is also the “Euclidean combination” of ‖ · ‖X∗ and ‖ · ‖Y ∗, whereby
‖(s, t)‖∗ =
√‖s‖2X∗ + ‖t‖2Y ∗. The standard inner product between s ∈ Rp and x ∈ Rp is denoted
by sTx, and that the inner product on Rp ×Rq is the sum of the inner products on the two spaces, i.e,
(s, t)T (x, y) := sTx+ tT y. The notation∇ refers to gradients with respect to (x, y), and∇x and∇y
refers to partial gradients with respect to x and y, respectively. For a scalar α, sgn(α) is the sign of α,
which is equal to −1 if α < 0, +1 if α > 0 and 0 if α = 0. The notation “v˜ ← arg maxv∈S{f(v)}”
denotes assigning v˜ to be an arbitrary optimal solution of the problem maxv∈S{f(v)}.
Assumptions. Note that the choice of the norm ‖ · ‖Y directly affects the form of the steepest descent
step. For example, if ‖ ·‖Y is the `2 norm then the steepest descent step becomes a standard stochastic
gradient step. Another relevant example is when ‖ · ‖Y is the `1 norm, in which case the steepest
descent step becomes a stochastic variant of a greedy coordinate descent step (see, e.g., [35]). On the
other hand, the choice of the norm ‖ · ‖X does not affect the direction of the Frank-Wolfe step in the
x variables but it does affect the step-size strategy employed herein.
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We make the following assumptions regarding problem (1):
(A1) The objective function F (·, ·) is smooth, i.e., there is a constant L∇ > 0 such that
‖∇F (x, y)−∇F (x¯, y¯)‖∗ ≤ L∇‖(x, y)− (x¯, y¯)‖ for all x, x¯ ∈ S and y, y¯ ∈ Rq .
(A2) The partial gradient with respect to x is uniformly bounded, i.e., there is a constant Lf > 0
such that ‖∇xf(x, y, z)‖X∗ ≤ Lf for all x ∈ S, y ∈ Rq , and z ∈ Z .
(A3) The stochastic gradient has bounded variance, i.e., there is a constant σ ≥ 0 such that
Ez∼D
[‖∇f(x, y, z)−∇F (x, y)‖2∗] ≤ σ2 for all x ∈ S and y ∈ Rq .
(A4) We have knowledge of the constant L∇ as well as a constant C¯ > 0 satisfying C¯ ≥
max
{
2L∇ · diam(S)2, Lf · diam(S)
}
.
Modified Frank-Wolfe gap. Since (1) is generally a non-convex problem, we measure convergence
in terms of a modified version of the “Frank-Wolfe” gap function. Let us first define the function
G˜(·, ·) : S × Rq → R+ by G˜(x¯, y¯) := maxx∈S
{∇xF (x¯, y¯)T (x¯− x)}. Note that when the y
variables are not present, this is exactly the definition of the “gap function” due to [22] and studied in
the recent literature on Frank-Wolfe. Definition 2.1 presents our modified gap function that accounts
for both the x and y variables.
Definition 2.1. The modified Frank-Wolfe gap function G(·, ·) : S × Rq → R+ is the function given
by
G(x¯, y¯) := G˜(x¯, y¯)
√
2L∇
C¯
+ ‖∇yF (x¯, y¯)‖Y ∗ ,
where G˜(x¯, y¯) := maxx∈S
{∇xF (x¯, y¯)T (x¯− x)}.
Note that Definition 2.1 depends on the particular specification of the parameters L∇ and C¯, which is
a slightly undesirable property. However, in the case when C¯ = 2L∇ · diam(S)2, then we have that√
2L∇
C¯
= 1diam(S) , which is a natural way to normalize the function G˜(·, ·). Note again that when
the y variables are not present then the modified Frank-Wolfe gap reduces to a scaled version of the
standard Frank-Wolfe gap, and when the x variables are not present then it reduces to the norm of the
gradient (which is also a standard metric in unconstrained non-convex optimization). The use of the
modified Frank-Wolfe gap is justified by Proposition 2.1 below, which states that G(x¯, y¯) = 0 is a
necessary condition for any locally optimal solution (x¯, y¯).
Proposition 2.1. Suppose that (x¯, y¯) is a locally optimal solution of problem (1). Then, it holds that
G(x¯, y¯) = 0.
The proof of Proposition 2.1, as well as all other omitted proofs, is included in the supplementary
materials. In the convex case, we can also use the modified Frank-Wolfe gap to bound the objective
function value optimality gap, as demonstrated by Proposition 2.2 below.
Proposition 2.2. Suppose that F (·, ·) is convex on S × Rq, and let (x∗, y∗) denote an optimal
solution of (1). Consider a given feasible solution (x¯, y¯) ∈ S × Rq, and let R ≥ 0 be a constant
such that ‖y¯ − y∗‖Y ≤ R. Then, it holds that:
F (x¯, y¯)− F ∗ ≤ max
{√
C¯
2L∇
, R
}
·G(x¯, y¯) .
Note that Proposition 2.2 requires existence of a constant R ≥ 0 such that ‖y¯ − y∗‖Y ≤ R. In the
case that (x¯, y¯) corresponds to the iterate of some algorithm that is guaranteed to lie in a bounded
initial level set of the function F (·, ·), then this constant R is guaranteed to exist. For example, this
is always the case for deterministic steepest descent. This level set condition is not guaranteed to
hold for the stochastic algorithms that we study herein but we would expect this condition to hold in
practice (with high probability) after sufficiently many iterations. We also utilize Lemma 2.1 below,
which relates a stochastic estimate of the modified gap function to the above definition.
Lemma 2.1. Let (x¯, y¯) ∈ S × Rq be given and let (gˆ, hˆ) denote an unbiased stochastic estimate of
∇F (x¯, y¯) such that E[gˆ] = ∇xF (x¯, y¯) and E[hˆ] = ∇yF (x¯, y¯). Define the random variables:
G˜ := max
x∈S
{
gˆT (x¯− x)} , and Gˆ := G˜√2L∇
C¯
+ ‖hˆ‖Y ∗ .
Then, it holds that E[Gˆ] ≥ G(x¯, y¯).
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2.1 Stochastic Frank-Wolfe steepest descent (FW-SD) method with in-face directions
We are now ready to present our stochastic Frank-Wolfe steepest descent method for problem (1),
which possibly incorporates “alternative directions” and is formally presented below in Algorithm 1.
Algorithm 1 includes a true/false variable, called AlternativeDirections, which indicates whether
to use the alternative direction step in the x variables or not. Each iteration of Algorithm first uses
a stochastic estimate of the gradient ∇F (xk, yk) based on bk i.i.d. samples to perform standard
Frank-Wolfe and steepest descent steps in the variables x and y, respectively. Note that the step-sizes
α¯k and αk are dynamic random variables depending on the stochastic gradients gˆk and hˆk, which is
in contrast to the step-sizes (such as constant step-sizes in [38]) that have been previously considered
in the literature on stochastic Frank-Wolfe methods in the non-convex setting. The dynamic step-sizes
employed by Algorithm 1 are more “adaptive” than constant step-sizes and hence can have better
practical performance. If alternative directions are not used, then xk+1 is simply determined by the
stochastic Frank-Wolfe step. Otherwise, for the version with alternative directions, Step (4.) is the
computation of the stochastic alternative direction step, which is based on a fresh stochastic gradient
estimate in Step (4a.). Then, Step (4b.) represents the computation of a generic alternative direction
dk and the corresponding step, which we elaborate on further below. Finally, note that the output
of Algorithm 1 is chosen uniformly at random from all past iterates, which is also equivalent to
randomly sampling the total number of iterations prior to starting the algorithm.
Algorithm 1 Stochastic Frank-Wolfe steepest descent (FW-SD) Method with alternative directions
Initialize at x0 ∈ S, y0 ∈ Rq k ← 0, set AlternativeDirections ∈ {TRUE,FALSE}.
At iteration k:
1. Choose number of samples bk, sample zk,1, . . . , zk,bk i.i.d. from D and compute:
gˆk ← 1bk
∑bk
i=1∇xf(xk, yk, zk,i)
hˆk ← 1bk
∑bk
i=1∇yf(xk, yk, zk,i)
2. Do Stochastic Frank-Wolfe Step:
x˜k ← arg min
x∈S
{gˆTk x}
G˜k ← gˆTk (xk − x˜k)
x¯k ← xk + α¯k(x˜k − xk) where α¯k := G˜k/C¯
If AlternativeDirections = FALSE, then set xk+1 ← x¯k
3. Do Stochastic steepest descent Step:
y˜k ← arg max
y∈Rq
{hˆTk y : ‖y‖Y ≤ 1}
yk+1 ← yk − αky˜k where αk := ‖hˆk‖Y ∗/2L∇
4. If AlternativeDirections = TRUE, then do Stochastic Alternative Direction Step:
4a. Sample zˇk,1, . . . , zˇk,bk i.i.d. from D and compute
gˇk ← 1bk
∑bk
i=1∇xf(x¯k, yk+1, zˇk,i)
4b. Compute a stochastic alternative direction dk (formally a measurable function of gˇk)
satisfying gˇTk dk < 0 and ‖dk‖X ≤ diam(S), and set:
Ak := −gˇTk dk
αstopk := arg maxα≥0
{α : x¯k + αdk ∈ S}
xk+1 ← x¯k + β¯kdk where β¯k := min
{
Ak/C¯, α
stop
k
}
After K total iterations:
Output: (xˆk, yˆk) chosen uniformly at random from (x0, y0), . . . , (xK , yK)
Theorem 2.1 below presents our main computational guarantee for the stochastic Frank-Wolfe steepest
descent method for the non-convex optimization problem (1). The statement of the theorem involves
the maximum ratios between the Euclidean norm ‖ · ‖2 and the given norm ‖ · ‖, defined by:
κ1 := max
(x,y) 6=0
‖(x, y)‖2/‖(x, y)‖ , κ2 := max
(x,y)6=0
‖(x, y)‖/‖(x, y)‖2 .
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(Note that ‖(x, y)‖2 is simply defined by ‖(x, y)‖2 :=
√
‖x‖22 + ‖y‖22.) Let us also define κ := κ1κ2.
Note that norm equivalence on finite dimensional vector spaces ensures that κ is finite, and in the
case that ‖ · ‖X and ‖ · ‖Y are both the `2 norm then κ = 1. We also define a constant αAD that is
useful in the statement of the theorem as well as later results. Specifically, we define αAD := 1 if
AlternativeDirections = FALSE and αAD := 2 if AlternativeDirections = TRUE.
Theorem 2.1. Consider the Stochastic FW-SD Method, possibly with alternative directions (Algo-
rithm 1). Under assumptions (A1)-(A4), it holds for all K ≥ 0 that:
E[G(xˆK , yˆK)2] ≤ 8L∇(F (x0, y0)− F
∗)
K + 1
+
4αADκ
2σ2
K + 1
K∑
k=0
1
bk
.
Based on Theorem 2.1, setting bk = K at each iteration of Algorithm 1 leads to an O(1/K)
convergence bound whereas setting bk = k would lead to an O(ln(K)/K) bound. Note that, as
compared to previous related results for the Frank-Wolfe method in the non-convex case developed
in [38], Theorem 2.1 obtains a similar bound but has a few differences. In addition to the novel
extensions herein of including steepest descent steps in the y variables and possibly incorporating
alternative direction steps in x variables, note that Theorem 2.1 holds for the dynamic step-size rule
of Algorithm 1 whereas [38] studies a constant step-size rule. Also note that Theorem 2.1 bounds
the second moment of the modified Frank-Wolfe gap whereas [38] bounds the first moment of the
Frank-Wolfe gap. The proof of Theorem 2.1 is included in the supplement.
Examples of alternative “in-face” directions. Step (4b.) of Algorithm 1 is written in a purposefully
generic way that does not specify precisely how to compute the alternative direction dk so that we
may consider a wide framework that accommodates several computationally advantageous choices.
At the same time, the intuitive idea of the role of alternative directions in the convergence analysis of
Algorithm 1 is that alternative directions should do no harm in terms of the modified Frank-Wolfe
gap convergence. Let us now present several concrete examples of alternative directions, which all
have the property of also being in-face directions. Given any feasible x ∈ S, we denote FS(x) as the
minimal face of S that contains the point x. Given x¯k computed in Step (2.) of Algorithm 1, dk is
an in-face direction if x¯k + αdk ∈ FS(x¯k) for all α ∈ [0, αstopk ]. One possible in-face direction is
the “away step” direction introduced in [16] obtained by choosing dk ← xk − xˇk , where xˇk ←
arg maxx∈FS(x¯k){gˇTk x}. Due to the facial structure of S, in-face directions often preserve certain
types of solution structures. For example, when S is an `1 ball, then an in-face step preserves
sparsity so that xk+1 has the the same signed sparsity pattern as x¯k. In-face directions, including
away steps, are also often as simple to compute or even simpler to compute than the Frank-Wolfe
directions. Another example of an in-face directions pertinent to the non-convex setting include
a regular Frank-Wolfe direction inside FS(x¯k). Additional discussion of how to compute in-face
directions in the case where S is an `1 ball is included in the supplementary materials.
3 Block coordinate extension
In this section, we extend the previously developed stochastic FW-SD method with alternative
directions to the block coordinate setting. We consider an extension of problem (1) where the
variables x as well as the feasible region S for x have a block coordinate structure. Specifically, we
presume that x ∈ S ⊆ Rp has a decomposable block coordinate structure across N ≥ 1 total blocks,
whereby x = (x(1), . . . , x(N)), S = S1×· · ·×SN , and each x(i) ∈ Si ⊆ Rpi where Si is a compact
and convex set and with
∑N
i=1 pi = p. For each i ∈ {1, . . . , N}, let ‖ · ‖X,i denote the given norm
on the space of variables x(i) ∈ Rpi with dual norm denoted by ‖ · ‖X∗,i. The norm ‖ · ‖X on the
overall space of x = (x(1), . . . , x(N)) variables is now taken to be the Euclidean combination of all
of the block norms, i.e., we define ‖x‖X :=
√∑N
i=1 ‖x(i)‖2X,i. Note that the overall norm on the
entire space of variables (x, y) is the same as before, i.e., ‖(x, y)‖ := √‖x‖2X + ‖y‖2Y . Furthermore,
recall that diam(Si) := maxx(i),x¯(i)∈S ‖x(i) − x¯(i)‖X,i. We use the notation∇(i)x to refer to partial
gradients with respect to x(i) for each i ∈ {1, . . . , N}.
In this block coordinate setting, we retain the earlier assumptions (A1) and (A3) and modify assump-
tions (A2) and (A4) as follows:
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(A2-B) For each block i ∈ {1, . . . , N}, the partial gradient with respect to x(i) is uniformly
bounded, i.e., there is a constant Lf,i > 0 such that ‖∇(i)x f(x, y, z)‖X∗,i ≤ Lf,i for all
x ∈ S, y ∈ Rq , and z ∈ Z .
(A4-B) We have knowledge of the constant L∇ as well as constants C¯i > 0 satisfying C¯i ≥
max
{
2L∇ · diam(Si)2, Lf,i · diam(Si)
}
for each block i ∈ {1, . . . , N}.
Notice that the decomposable structure of S, i.e., S = S1× · · · ×SN implies that linear optimization
problems are completely separable across the N different blocks and that the modified Frank-Wolfe
gap also has a similar decomposable structure. For each block i ∈ {1, . . . , N}, let us define G˜i(·, ·) :
S × Rq → R+ by G˜i(x¯, y¯) := maxx(i)∈Si
{
∇(i)x F (x¯, y¯)T (x¯(i) − x(i))
}
. Then, the function G˜(·, ·)
defined in Section 2 satisfies G˜(x¯, y¯) =
∑N
i=1 G˜i(x¯, y¯) for all x ∈ S and y ∈ Rq . Moreover, in light
of Assumption (A4B), we have that
∑N
i=1 C¯i ≥ 2L∇
∑N
i=1 diam(S)
2
i = 2L∇diam(S)
2. Hence, we
define C¯ :=
∑N
i=1 C¯i, which is needed to specify the modified Frank-Wolfe gap function.
The main idea of the block coordinate version of Algorithm 1 is to replace the stochastic Frank-Wolfe
step in Step (2.) and the alternative direction step in Step (4.) with block coordinate versions that use
different step-sizes in each of the different blocks. Subroutines 2 and 3 below precisely describe how
the block variants of these two steps work.
Subroutine 2 Block Coordinate Stochastic Frank-Wolfe Step
For each i = 1, . . . , N , set:
x˜
(i)
k ← arg min
x(i)∈Si
{(gˆ(i)k )Tx(i)}
G˜ik ← (g˜(i)k )T (x(i)k − x˜(i)k )
x¯
(i)
k ← x(i)k + α¯ik(x˜(i)k − x(i)k ) where α¯ik := G˜ik/C¯i.
Subroutine 3 Block Coordinate Stochastic Alternative Direction Step
4a. Sample zˇk,1, . . . , zˇk,bk i.i.d. from D and compute
gˇk ← 1bk
∑bk
i=1∇xf(x¯k, yk+1, zˇk,i)
4b. Compute a stochastic alternative direction dk (formally a measurable function of gˇk) satisfying
(gˇ
(i)
k )
T d
(i)
k < 0 and ‖d(i)k ‖X,i ≤ diam(Si) for all i ∈ {1, . . . , N}. For each i ∈ {1, . . . , N}, set:
Aik := −(gˇ(i)k )T d(i)k
αstop,ik := arg maxα≥0
{α : x¯(i)k + αd(i)k ∈ Si}
x
(i)
k+1 ← x¯(i)k + β¯ikd(i)k , β¯ik := min
{
Aik/C¯i, α
stop,i
k
}
Theorem 3.1. Consider the Block Coordinate Stochastic FW-SD Method, possibly with alternative
directions, i.e., Algorithm 1 with Step (2.) replaced with Subroutine 2 and Step (4.) replaced with
Subroutine 3. Under assumptions (A1), (A2B), (A3), and (A4B), it holds for all K ≥ 0 that:
E[G(xˆK , yˆK)2] ≤ 8L∇(F (x0, y0)− F
∗)
K + 1
+
4αADκ
2σ2
K + 1
K∑
k=0
1
bk
,
where the modified Frank-Wolfe gap G(·, ·) (Definition 2.1) is defined using C¯ := ∑Ni=1 C¯i.
4 Numerical Experiments
Let us now discuss our illustrative numerical experiments wherein we applied the block coordinate
version Algorithm 1 studied in Section 3 to the `1 regularized neural network training problem (2)
on both synthetic and real datasets. We used PyTorch [36] to write an optimizer that partitions the
layers into: (i) Frank-Wolfe layers whose weights correspond to the x variables in (1), and (ii) SGD
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layers whose weights correspond to the y variables in (1) and with the `2 norm used for the steepest
descent steps. For the type of in-face direction in the Frank-Wolfe layers, we used away steps on the
`1 ball as described earlier and elaborated on further in the supplementary materials. We initialize the
weights of the Frank-Wolfe layers in such a way that each node has at least one non-zero edge coming
in and another coming out. Since the Lipschitz constant may not be known in practice, we used
cross validation on a held out validation set to tune the parameter L∇ over the range L∇ = 4i with
i ∈ {−1, 0, . . . , 6}. Finally, since our method is not much more complex than SGD and is supported
by rigorous computational guarantees, our experiments are intended to be illustrative. In particular, we
would like to illustrate the potential advantages of incorporating Frank-Wolfe layers on top of layers
that use standard SGD or SGD variants (e.g., momentum). Therefore, we only perform comparisons
with the basic SGD method which uses the standard PyTorch initialization. We also try both variants
of the block coordinate version of Algorithm 1, referred to as SFW (Stochastic Frank-Wolfe Steepest
Descent without alternative in-face directions) and SFW-IF (Stochastic Frank-Wolfe Steepest Descent
with alternative in-face directions) herein. (Note that, out of fairness with respect to the number of
stochastic gradient calls, we allow SFW to have twice as many iterations as SFW-IF by counting
each iteration of Algorithm 1 as two iterations in the case when AlternativeDirections = TRUE.)
Finally, note that all methods were run for 25 epochs using a batch size of 250 data points.
We experimented with a multilayer perceptron and a convolutional network for MNIST and a
convolutional network for CIFAR-10. The convolutional networks for MNIST and CIFAR-10 were
taken from PyTorch tutorials [3, 2], while the multilayer perceptron is simply a three layer network
taken from a Keras tutorial [1]. For the multilayer perceptron MNIST example, we treat the first two
layers as Frank-Wolfe layers. For the convolutional CIFAR-10 and MNIST examples, we treated
the convolutional layers as SGD layers and the next two dense layers after the convolutional layers
as Frank-Wolfe layers. The bias terms are always incorporated into the SGD variables. For SFW
and SFW-IF, we cross validated δ separately for each layer on a grid of values {1, 5, 10, 50, 100}.
Each of the examples has two Frank-Wolfe layers, and for each of these layers we report the average
percent of non-zero edges going into each node (we consider any value less than 0.001 to be 0) of the
solutions returned after 25 epochs by the three methods. For the same solutions returned by the three
methods, we examined how the test accuracy is affected when we do hard thresholding to retain only
the top θ% of largest magnitude edges in the Frank-Wolfe layers. The results are displayed in Table 4,
which shows that SFW-IF and SFW outperform SGD in these two metrics. All experiments show that
SFW and SFW-IF are more robust to hard-thresholding than SGD. For example, when we zero out
95% of the entries in MNIST-MLP the solution found by SFW-IF only losses 0.4% of accuracy, while
SGD loses more than 17%. Interestingly, on the convolutional networks, SFW can be more robust
than SFW-IF for very small values of the hard-thresholding parameter θ. Also, the results show that
both SFW and SFW-IF find solutions in which most of the weight entries have very small values
(< 0.001), while SGD simply does not promote this behaviour. We also performed experiments on
synthetically generated data which are described in detail in the supplementary materials.
MNIST and CIFAR-10 Results
MNIST-MLP MNIST-Conv CIFAR-10
Metric SFW-IF SFW SGD SFW-IF SFW SGD SFW-IF SFW SGD
Layer 1 Avg. NNZ (%) 10.05 7.26 97.28 9.71 1.69 97.23 29.27 15.12 98.08
Layer 2 Avg. NNZ (%) 1.55 0.73 97.79 27.34 13.08 98.78 7.27 13.26 98.90
Accuracy (%) w/ Top 100% 96.88 96.49 98.25 98.79 98.50 99.11 54.72 53.12 57.76
Accuracy (%) w/ Top 50% 96.88 96.49 98.12 98.79 98.50 99.07 54.71 53.12 55.69
Accuracy (%) w/ Top 25% 96.88 96.46 97.73 98.82 98.50 98.63 54.33 53.12 49.04
Accuracy (%) w/ Top 10% 96.73 96.22 96.80 98.58 98.49 96.44 44.82 52.57 37.08
Accuracy (%) w/ Top 5% 96.49 94.52 81.12 90.8 98.06 84.38 32.68 49.5 23.63
Table 1:
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Supplementary Materials
A Proofs in Section 2
A.1 Proof of Proposition 2.1
Proof. It is easily verified that G˜(x¯, y¯) ≥ 0 and hence G(x¯, y¯) ≥ 0 for all (x¯, y¯) ∈ S × Rq. Now
suppose that G(x¯, y¯) > 0. Then, either G˜(x¯, y¯) > 0 or ‖∇yF (x¯, y¯)‖Y ∗ > 0. In the case that
G˜(x¯, y¯) > 0, let x˜ ∈ arg maxx∈S
{∇xF (x¯, y¯)T (x¯− x)} and define a direction d ∈ Rp × Rq by
d := (x˜ − x¯, 0). Then, d is a feasible descent direction for (1) and therefore (x¯, y¯) is not locally
optimal. Likewise, if ‖∇yF (x¯, y¯)‖Y ∗ > 0, let y˜ ∈ arg max
y∈Rq
{∇yF (x¯, y¯)T y : ‖y‖Y ≤ 1} and define
d := (0,−y˜). Then d is also a descent direction and therefore (x¯, y¯) is not locally optimal.
A.2 Proof of Proposition 2.2
Proof. By the gradient inequality for differentiable convex functions, it holds that:
F (x¯, y¯)− F ∗ ≤ ∇xF (x¯, y¯)T (x¯− x∗) +∇yF (x¯, y¯)T (y¯ − y∗)
≤ G˜(x¯, y¯) + ‖∇yF (x¯, y¯)‖Y ∗‖y¯ − y∗‖Y
≤
√
C¯
2L∇
· G˜(x¯, y¯)
√
¯2L∇
C¯
+R‖∇yF (x¯, y¯)‖Y ∗
≤ max
{√
C¯
2L∇
, R
}
·G(x¯, y¯) ,
where the second inequality uses the definition of G˜(x¯, y¯) as well as Hölder’s inequality.
A.3 Proof of Lemma 2.1
Proof. Let σS(·) denote the support function of the set S, i.e., σS(g) = maxx∈S
{
gTx
}
. Consider
the function ψ(·, ·) : Rp×Rq → R defined by ψ(g, h) := (gT x¯+σS(−g))
√
2L∇
C¯
+ ‖h‖Y ∗, which
is a convex function of (g, h). Note that G(x¯, y¯) = ψ(∇xF (x¯, y¯),∇yF (x¯, y¯)). Finally, Jensen’s
inequality yields:
E[Gˆ] = E[ψ(gˆ, hˆ)] ≥ ψ(∇xF (x¯, y¯),∇yF (x¯, y¯)) = G(x¯, y¯) .
B Proofs in Section 2.1
B.1 Useful Lemmas
We use the following Lemma to prove the results in this section.
Lemma B.1. Suppose that (g1, h1), . . . , (gb, hb) are i.i.d. random vectors in Rp × Rq with mean 0
and satisfying E[‖(gi, hi)‖2∗] ≤ σ2 for all i = 1, . . . , b. Define gˆ := 1b
∑b
i=1 gi and hˆ =
1
b
∑b
i=1 hi.
Then, it holds that:
E[‖(gˆ, hˆ)‖2∗] ≤
κ2σ2
b
.
Proof. Recall that κ1 := max(x,y)6=0 ‖(x, y)‖2/‖(x, y)‖ = max(s,t)6=0 ‖(s, t)‖∗/‖(s, t)‖2 as well
as κ2 := max(x,y) 6=0 ‖(x, y)‖/‖(x, y)‖2 = max(s,t) 6=0 ‖(s, t)‖2/‖(s, t)‖∗. Hence, for any (s, t) ∈
Rp × Rq , it holds that:
‖(s, t)‖∗ ≤ κ1‖(s, t)‖2 ≤ κ1κ2‖(s, t)‖∗ = κ‖(s, t)‖∗ .
Now we have that:
E[‖(gˆ, hˆ)‖2∗] ≤ κ21 · E[‖(gˆ, hˆ)‖22] =
κ21
b
· E[‖(g1, h1)‖22] ≤
κ2
b
· E[‖(g1, h1)‖2∗] ≤
κ2σ2
b
,
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where the equality in the above chain uses the fact that (g1, h1), . . . , (gb, hb) are i.i.d. with mean
0.
The proof of Theorem 2.1 is based on the following key lemma that bounds the expected progress per
iteration.
Lemma B.2. For each k ≥ 0, let Fk denote the σ-field of all information gathered after
completing iteration k − 1 of Algorithm 1, i.e., right before starting iteration k, and define
∆k := 8L∇(F (xk, yk)− F (xk+1, yk+1)). Then, at every iteration k ≥ 0, it holds that:
E[∆k | Fk] ≥ G(xk, yk)2 − 4αADκ
2σ2
bk
.
Proof.
Case 1: AlternativeDirections = FALSE. Let us first consider the case of not using alternative
directions, i.e., AlternativeDirections = FALSE. By Assumption (A1), it is well-known and follows
easily from the fundamental theorem of calculus that:
F (x, y) ≤ F (x¯, y¯)+∇F (x¯, y¯)T ((x, y)−(x¯, y¯))+L∇2 ‖(x, y)−(x¯, y¯)‖2 for all (x, y), (x¯, y¯) ∈ S×Rq .
(3)
In the case of AlternativeDirections = FALSE, we have that xk+1 = x¯k = xk + α¯k(x˜k − xk).
Applying the above inequality to the iterates of Algorithm 1 yields deterministically:
F (xk+1, yk+1) ≤ F (xk, yk) +∇F (xk, yk)T ((xk+1, yk+1)− (xk, yk)) + L∇2 ‖(xk+1, yk+1)− (xk, yk)‖2
= F (xk, yk) +∇xF (xk, yk)T (xk+1 − xk) + L∇2 ‖xk+1 − xk‖2X
+∇yF (xk, yk)T (yk+1 − yk) + L∇2 ‖yk+1 − yk‖2Y
= F (xk, yk) + α¯k∇xF (xk, yk)T (x˜k − xk) + L∇α¯
2
k
2 ‖x˜k − xk‖2X
− αk∇yF (xk, yk)T y˜k + L∇α
2
k
2 ‖y˜k‖2Y
≤ F (xk, yk) + α¯k∇xF (xk, yk)T (x˜k − xk) + L∇diam(S)
2α¯2k
2
− αk∇yF (xk, yk)T y˜k + L∇α
2
k
2
= F (xk, yk) + α¯kgˆ
T
k (x˜k − xk) + α¯k(∇xF (xk, yk)− gˆk)T (x˜k − xk) + L∇diam(S)
2α¯2k
2
− αkhˆTk y˜k + αk(hˆk −∇yF (xk, yk))T y˜k + L∇α
2
k
2
= F (xk, yk)− α¯kG˜k + α¯k(∇xF (xk, yk)− gˆk)T (x˜k − xk) + L∇diam(S)
2α¯2k
2
− αk‖hˆk‖Y ∗ + αk(hˆk −∇yF (xk, yk))T y˜k + L∇α
2
k
2 .
Recall that for any γ > 0 and vectors s, x ∈ Rp, it holds that sTx ≤ 12γ ‖s‖2X∗ + γ2 ‖x‖2X . Applying
this inequality with γ ← L∇, s← ∇xF (xk, yk)− gˆk and x← α¯k(x˜k − xk) yields:
F (xk+1, yk+1) ≤ F (xk, yk)− α¯kG˜k + 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗ +
L∇α¯2k
2 ‖x˜k − xk‖2X + L∇diam(S)
2α¯2k
2
− αk‖hˆk‖Y ∗ + αk(hˆk −∇yF (xk, yk))T y˜k + L∇α
2
k
2
≤ F (xk, yk)− α¯kG˜k + 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗ +
C¯α¯2k
2
− αk‖hˆk‖Y ∗ + αk(hˆk −∇yF (xk, yk))T y˜k + L∇α
2
k
2 ,
where the second inequality uses C¯ ≥ 2L∇ · diam(S)2. Applying the same reasoning on the space
of y variables with norms ‖ · ‖Y and ‖ · ‖Y ∗ yields:
F (xk+1, yk+1) ≤ F (xk, yk)− α¯kG˜k + 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗ +
C¯α¯2k
2
− αk‖hˆk‖Y ∗ + 12L∇ ‖∇yF (xk, yk)− hˆk‖2Y ∗ +
L∇α2k
2 ‖y˜k‖2Y + L∇α
2
k
2
F (xk+1, yk+1) ≤ F (xk, yk)− α¯kG˜k + 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗ +
C¯α¯2k
2
− αk‖hˆk‖Y ∗ + 12L∇ ‖∇yF (xk, yk)− hˆk‖2Y ∗ + L∇α2k ,
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where the second inequality uses ‖y˜k‖Y ≤ 1. Using α¯k = G˜k/C¯, and αk = ‖hˆk‖Y ∗/2L∇ yields:
F (xk+1, yk+1) ≤ F (xk, yk)− G˜
2
k
2C¯
− ‖hˆk‖
2
Y ∗
4L∇
+
1
2L∇
‖∇xF (xk, yk)− gˆk‖2X∗ +
1
2L∇
‖∇yF (xk, yk)− hˆk‖2Y ∗
Multiplying the above inequality by 8L∇ and rearranging terms yields:
∆k ≥ 4L∇G˜
2
k
C¯
+ 2‖hˆk‖2Y ∗ − 4‖∇xF (xk, yk)− gˆk‖2X∗ − 4‖∇yF (xk, yk)− hˆk‖2Y ∗
=
4L∇G˜2k
C¯
+ 2‖hˆk‖2Y ∗ − 4‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗
≥
(
G˜k
√
2L∇
C¯
+ ‖hˆ‖Y ∗
)2
− 4‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ ,
where the second inequality uses (a+b)2 ≤ 2(a2 +b2). By combining assumption (A3) with Lemma
B.1, we have that
E
[
‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ | Fk
]
≤ κ
2σ2
bk
.
Furthermore, by combining Lemma 2.1 with Jensen’s inequality on t 7→ t2 we have:
G(xk, yk)
2 ≤
(
E
[
G˜k
√
2L∇
C¯
+ ‖hˆ‖Y ∗ | Fk
])2
≤ E
[(
G˜k
√
2L∇
C¯
+ ‖hˆ‖Y ∗
)2
| Fk
]
.
Combining the previous inequalities together yields:
E[∆k | Fk] ≥ G(xk, yk)2 − 4κ
2σ2
bk
,
which proves the result for Case 1.
Case 2: AlternativeDirections = TRUE. First notice that we can decompose ∆k as:
∆k = 8L∇(F (xk, yk)− F (x¯k, yk+1)) + 8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) . (4)
By the exact same reasoning as above, we have that
E[8L∇(F (xk, yk)− F (x¯k, yk+1)) | Fk] ≥ G(xk, yk)2 − 4κ
2σ2
bk
. (5)
Let Gk denote the σ-field of all information gathered after completing Step (3.) of iteration k of
Algorithm 2, i.e., right before starting Step (4.) (the alternative direction step). Note that Fk ⊂ Gk.
Applying (3) at Step (4.) of Algorithm 2, we have deterministically:
F (xk+1, yk+1) ≤ F (x¯k, yk+1) +∇F (x¯k, yk+1)T ((xk+1, yk+1)− (x¯k, yk+1)) + L∇2 ‖(xk+1, yk+1)− (x¯k, yk+1)‖2
= F (x¯k, yk+1) +∇xF (x¯k, yk+1)T (xk+1 − x¯k) + L∇2 ‖xk+1 − x¯k‖2X
= F (x¯k, yk+1) + β¯k∇xF (x¯k, yk+1)T dk + L∇β¯
2
k
2 ‖dk‖2X
≤ F (x¯k, yk+1) + β¯k∇xF (x¯k, yk+1)T dk + L∇diam(S)
2β¯2k
2
= F (x¯k, yk+1) + β¯kgˇ
T
k dk + β¯k(∇xF (x¯k, yk+1)− gˇk)T dk + L∇diam(S)
2β¯2k
2
= F (x¯k, yk+1)− β¯kAk + β¯k(∇xF (x¯k, yk+1)− gˇk)T dk + L∇diam(S)
2β¯2k
2
Applying the inequality sTx ≤ 12γ ‖s‖2X∗ + γ2 ‖x‖2X with γ ← L∇, s← ∇xF (x¯k, yk+1)− gˇk and
x← β¯kdk yields:
F (xk+1, yk+1) ≤ F (x¯k, yk+1)− β¯kAk + 12L∇ ‖∇xF (x¯k, yk+1)− gˇk‖2X∗ +
L∇β¯2k
2 ‖dk‖2X + L∇diam(S)
2β¯2k
2
≤ F (x¯k, yk+1)− β¯kAk + 12L∇ ‖∇xF (x¯k, yk+1)− gˇk‖2X∗ +
C¯β¯2k
2 ,
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where the second inequality uses C¯ ≥ 2L∇ · diam(S)2. Notice that β¯k = min
{
Ak/C¯, α
stop
k
}
minimizes the quadratic function β 7→ −βAk + C¯β
2
2 on the interval [0, α
stop
k ]. Hence, in particular
we have that −β¯kAk + C¯β¯
2
k
2 ≤ 0 and therefore:
F (xk+1, yk+1) ≤ F (x¯k, yk+1) + 12L∇ ‖∇xF (x¯k, yk+1)− gˇk‖2X∗ . (6)
Multiplying the above inequality by 8L∇ and rearranging terms yields:
8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) ≥ − 4‖∇xF (x¯k, yk+1)− gˇk‖2X∗
= − 4‖(∇xF (x¯k, yk+1),∇yF (x¯k, yk+1))− (gˇk,∇yF (x¯k, yk+1))‖2∗ .
Using the definition of the dual norm ‖·‖∗ as well as assumption (A3), we have for all (x, y) ∈ S×Rq
that:
Ez∼D
[‖(∇xf(x, y, z),∇yF (x, y))− (∇xF (x, y),∇yF (x, y))‖2∗] =
Ez∼D
[‖(∇xf(x, y, z)−∇xF (x, y)‖2X∗ + ‖0‖2Y ∗] ≤
Ez∼D
[‖(∇xf(x, y, z)−∇xF (x, y)‖2X∗ + ‖∇yf(x, y, z)−∇yF (x, y)‖2Y ∗] =
Ez∼D
[‖∇f(x, y, z)−∇F (x, y)‖2∗] ≤ σ2
Hence, by combining the above with Lemma B.1, we have that
E
[‖(∇xF (x¯k, yk+1),∇yF (x¯k, yk+1))− (gˇk,∇yF (x¯k, yk+1))‖2∗ | Gk] ≤ κ2σ2bk .
Combining the previous inequalities together yields:
E[8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) | Gk] ≥ − 4κ
2σ2
bk
.
Using the tower property of conditional expectation we have that
E[8L∇(F (x¯k, yk+1)−F (xk+1, yk+1)) | Fk] = E [E[8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) | Gk] | Fk] ≥ −4κ
2σ2
bk
.
Finally combining the above with (5) and and (4) yields:
E[∆k | Fk] ≥ G(xk, yk)2 − 8κ
2σ2
bk
,
which proves the result in Case 2.
B.2 Proof of Theorem 2.1
By combining Lemma B.2 with the law of iterated expectations, it holds for each k ∈ {0, . . . ,K}
that:
E[∆k] = E [E[∆k | Fk]] ≥ E[G(xk, yk)2]− 4αADκ
2σ2
bk
.
Recalling that E[∆k] = 8L∇E[F (xk, yk)]−8L∇E[F (xk+1, yk+1)] and summing the above inequal-
ity over all k ∈ {0, . . . ,K} yields:
K∑
k=0
E[G(xk, yk)2] ≤ 8L∇(F (x0, y0)− E[F (xK+1, yK+1)]) + 4αADκ2σ2
K∑
k=0
1
bk
.
Then, using F ∗ ≤ E[F (xK+1, yK+1)] and dividing by K + 1 yields:
1
K + 1
K∑
k=0
E[G(xk, yk)2] ≤ 8L∇(F (x0, y0)− F
∗)
K + 1
+
4αADκ
2σ2
K + 1
K∑
k=0
1
bk
.
Finally, since (xˆk, yˆk) is chosen uniformly at random from (x0, y0), . . . , (xK , yK), another iterated
expectations argument implies that E[G(xˆK , yˆK)2] = 1K+1
∑K
k=0 E[G(xk, yk)2], from which the
desired result follows.
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C Example of In-Face Direction Computation
In this section, we briefly describe how to compute an in-face direction in the case where S = {x :
‖x‖1 ≤ δ} is an `1-ball. Let x¯ ∈ S be a given point representing our current iterate. In particular, let
us discuss the complexity of a solving a linear optimization problem minx∈F(x¯) cTx over the minimal
face F(x¯) containing x¯ for some given c ∈ Rp, which is required in the “away step" direction (3), for
example.
Let us consider two cases: (i) x¯ ∈ int(S) and (ii) x¯ ∈ ∂S, where ∂S represents the boundary of
S. In case (i), we simply have that F(x¯) = S and the linear optimization problem is simply that
of minimizing cTx over S, which is the same subproblem as the Frank-Wolfe step as is equivalent
to computing ‖c‖∞ = maxj=1,...,p |cj |. Otherwise, if x¯ ∈ ∂S, then we have that ‖x¯‖1 = δ and let
J+(x¯) = {j : x¯j > 0}, J−(x¯) = {j : x¯j < 0}, J0(x¯) = {j : x¯j = 0}. Then, it is straightforward to
see that
F(x¯) = {x : xj > 0 if j ∈ J+(x¯),
xj < 0 if j ∈ J−(x¯),
xj = 0 if j ∈ J0(x¯),∑
j∈J+(x¯)
xj −
∑
j∈J−(x¯)
xj = δ} .
(Note that we clearly have ‖x‖1 =
∑
j∈J+(x¯) xj −
∑
j∈J−(x¯) xj in the above.) Then, in order to
solve minx∈F(x¯) cTx, we can simply follow an argument that enumerates the extreme points of the
above polytope, from which we obtain that:
j∗ ∈ arg min
j∈J+(x¯)∪J−(x¯)
sgn(x¯j)cj =⇒ sgn(x¯j∗)δej∗ ∈ arg min
x∈F(x¯)
cTx .
Thus, as in the case when x¯ ∈ int(S), we can solve minx∈F(x¯) cTx efficiently in time that is linear in
p.
D Proofs in Section 3
Let us first state and prove the following lemma, which is the “block coordinate” version of Lemma
B.2 and will be critical proving Theorem 3.1.
Lemma D.1. For each k ≥ 0, let Fk denote the σ-field of all information gathered after completing
iteration k − 1 of the Block Coordinate variant of Algorithm 1, i.e., right before starting iteration k,
and define ∆k := 8L∇(F (xk, yk)− F (xk+1, yk+1)). Then, at every iteration k ≥ 0, it holds that:
E[∆k | Fk] ≥ G(xk, yk)2 − 4αADκ
2σ2
bk
.
where the modified Frank-Wolfe gap G(·, ·) (Definition 2.1) is defined using C¯ := ∑Ni=1 C¯i.
Proof. Case 1: AlternativeDirections = FALSE. Let us define Θk := 8L∇(F (xk, yk) −
F (x¯k, yk+1)). We first bound Θk following the same general structure as in the proof of Lemma B.2
in Section B.1.
Applying (3) at Steps (2.)/(3.) of the block coordinate version of Algorithm 2, we have deterministi-
cally:
F (x¯k, yk+1) ≤ F (xk, yk) +∇F (xk, yk)T ((x¯k, yk+1)− (xk, yk)) + L∇2 ‖(x¯k, yk+1)− (xk, yk)‖2
= F (xk, yk) +∇xF (xk, yk)T (x¯k − xk) + L∇2 ‖x¯k − xk‖2X (7)
+∇yF (xk, yk)T (yk+1 − yk) + L∇2 ‖yk+1 − yk‖2Y
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For ease of notation, define Γk := ∇xF (xk, yk)T (x¯k − xk) + L∇2 ‖x¯k − xk‖2X . Utilizing the block
coordinate structure, we have that:
Γk = ∇xF (xk, yk)T (x¯k − xk) + L∇2 ‖x¯k − xk‖2X
=
N∑
i=1
∇(i)x F (xk, yk)T (x¯(i)k − x(i)k ) + L∇2
N∑
i=1
‖x¯(i)k − x(i)k ‖2X,i
=
N∑
i=1
[
∇(i)x F (xk, yk)T (x¯(i)k − x(i)k ) + L∇2 ‖x¯(i)k − x(i)k ‖2X,i
]
=
N∑
i=1
[
α¯ik∇(i)x F (xk, yk)T (x˜(i)k − x(i)k ) + L∇(α¯
i
k)
2
2 ‖x˜(i)k − x(i)k ‖2X,i
]
≤
N∑
i=1
[
α¯ik∇(i)x F (xk, yk)T (x˜(i)k − x(i)k ) + L∇diam(Si)
2(α¯ik)
2
2
]
=
N∑
i=1
[
α¯ik(gˆ
(i)
k )
T (x˜
(i)
k − x(i)k ) + α¯ik(∇(i)x F (xk, yk)− gˆ(i)k )T (x˜(i)k − x(i)k ) + L∇diam(Si)
2(α¯ik)
2
2
]
=
N∑
i=1
[
−α¯ikG˜ik + α¯ik(∇(i)x F (xk, yk)− gˆ(i)k )T (x˜(i)k − x(i)k ) + L∇diam(Si)
2(α¯ik)
2
2
]
≤
N∑
i=1
[
−α¯ikG˜ik + 12L∇ ‖∇(i)x F (xk, yk)− gˆ
(i)
k ‖2X∗,i + L∇(α¯
i
k)
2
2 ‖x˜(i)k − x(i)k ‖2X,i + L∇diam(Si)
2(α¯ik)
2
2
]
≤
N∑
i=1
[
−α¯ikG˜ik + 12L∇ ‖∇(i)x F (xk, yk)− gˆ
(i)
k ‖2X∗,i + C¯i(α¯
i
k)
2
2
]
=
N∑
i=1
[
−α¯ikG˜ik + C¯i(α¯
i
k)
2
2
]
+ + 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗ .
The second as well as the final equality above uses the Euclidean structure of ‖·‖X and ‖·‖X∗, namely
‖x‖2X :=
∑N
i=1 ‖x(i)‖2X,i and ‖s‖2X∗ :=
∑N
i=1 ‖s(i)‖2X∗,i. The second inequality uses (s(i))Tx(i) ≤
1
2γ ‖s(i)‖2X∗,i + γ2 ‖x(i)‖2X,i with γ ← L∇, s← ∇(i)x F (xk, yk)− gˆ(i)k and x← α¯ik(x˜(i)k − x(i)k ) for
each i ∈ {1, . . . , N}, and the third inequality uses C¯i ≥ 2L∇diam(Si)2. Now, combining (7) with
the above as well as the same reasoning on the space of y variables that was used in the proof of
Lemma 2.2 yields:
F (x¯k, yk+1) ≤ F (xk, yk) +
N∑
i=1
[
−α¯ikG˜ik + C¯i(α¯
i
k)
2
2
]
+ 12L∇ ‖∇xF (xk, yk)− gˆk‖2X∗
− αk‖hˆk‖Y ∗ + 12L∇ ‖∇yF (xk, yk)− hˆk‖2Y ∗ + L∇α2k .
Using α¯ik = G˜
i
k/C¯i, and αk = ‖hˆk‖Y ∗/2L∇ yields:
F (x¯k, yk+1) ≤ F (xk, yk)−
N∑
i=1
(G˜ik)
2
2C¯i
− ‖hˆk‖
2
Y ∗
4L∇
+
1
2L∇
‖∇xF (xk, yk)− gˆk‖2X∗ +
1
2L∇
‖∇yF (xk, yk)− hˆk‖2Y ∗
= F (xk, yk)−
N∑
i=1
(G˜ik)
2
2C¯i
− ‖hˆk‖
2
Y ∗
4L∇
+
1
2L∇
‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ .
Letting Θk := 8L∇(F (xk, yk) − F (x¯k, yk+1)) and multiplying the above inequality by 8L∇ and
rearranging terms yields:
Θk ≥ 4L∇
N∑
i=1
(G˜ik)
2
C¯i
+ 2‖hˆk‖2Y ∗ − 4‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ . (8)
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Recall that for any two sequences {gi}Ni=1 and {ci}Ni=1 with gi ≥ 0 and ci > 0, Cauchy-Schwartz
yields: (
N∑
i=1
gi
)2
=
(
N∑
i=1
gi
√
ci√
ci
)2
≤
(
N∑
i=1
g2i
ci
)(
N∑
i=1
ci
)
.
Recall that C¯ =
∑N
i=1 C¯i and let us define G˜k :=
∑N
i=1 G˜
i
k. Then, applying the above to (8) with
gi ← G˜ik and ci ← C¯i yields:
Θk ≥ 4L∇G˜
2
k
C¯
+ 2‖hˆk‖2Y ∗ − 4‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗
≥
(
G˜k
√
2L∇
C¯
+ ‖hˆk‖Y ∗
)2
− 4‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ ,
where the second inequality uses (a+b)2 ≤ 2(a2 +b2). By combining assumption (A3) with Lemma
B.1, we have that
E
[
‖(∇xF (xk, yk),∇yF (xk, yk))− (gˆk, hˆk)‖2∗ | Fk
]
≤ κ
2σ2
bk
.
Furthermore, note that the decomposable structure of S implies that G˜k = maxx∈S
{
gˆTk (x¯− x)
}
.
Therefore, we may apply Lemma 2.1 along with Jensen’s inequality on t 7→ t2 to yield:
G(xk, yk)
2 ≤
(
E
[
G˜k
√
2L∇
C¯
+ ‖hˆ‖Y ∗ | Fk
])2
≤ E
[(
G˜k
√
2L∇
C¯
+ ‖hˆ‖Y ∗
)2
| Fk
]
.
Combining the previous inequalities together yields:
E[Θk | Fk] ≥ G(xk, yk)2 − 4κ
2σ2
bk
,
which proves the result in Case 1 since xk+1 = x¯k in that case.
Case 2: AlternativeDirections = TRUE. Now notice that we can decompose ∆k as:
∆k = 8L∇(F (xk, yk)− F (x¯k, yk+1)) + 8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) . (9)
Let us define Λk := 8L∇(F (x¯k, yk+1)− F (xk+1, yk+1)) so that ∆k = Θk + Λk.
Let us now work on bounding Λk using the same general structure as that of Case 2 of Lemma B.2
in Section B.1. Let Gk denote the σ-field of all information gathered after completing Step (3.) of
iteration k of the block coordinate version of Algorithm 2, i.e., right before starting Step (4.) (the
alternative direction step). Note that Fk ⊂ Gk. Applying (3) at Step (4.), we have deterministically:
F (xk+1, yk+1) ≤ F (x¯k, yk+1) +∇F (x¯k, yk+1)T ((xk+1, yk+1)− (x¯k, yk+1)) + L∇2 ‖(xk+1, yk+1)− (x¯k, yk+1)‖2
= F (x¯k, yk+1) +∇xF (x¯k, yk+1)T (xk+1 − x¯k) + L∇2 ‖xk+1 − x¯k‖2X
= F (x¯k, yk+1) +
N∑
i=1
[
∇(i)x F (x¯k, yk+1)T (x(i)k+1 − x¯(i)k ) + L∇2 ‖x(i)k+1 − x¯(i)k ‖2X,i
]
= F (x¯k, yk+1) +
N∑
i=1
[
β¯ik∇(i)x F (x¯k, yk+1)T d(i)k + L∇(β¯
i
k)
2
2 ‖d(i)k ‖2X,i
]
≤ F (x¯k, yk+1) +
N∑
i=1
[
β¯ik∇(i)x F (x¯k, yk+1)T d(i)k + L∇diam(Si)
2(β¯ik)
2
2
]
= F (x¯k, yk+1) +
N∑
i=1
[
β¯ik(gˇ
(i)
k )
T d
(i)
k + β¯
i
k(∇(i)x F (x¯k, yk+1)− gˇ(i)k )T d(i)k + L∇diam(Si)
2(β¯ik)
2
2
]
= F (x¯k, yk+1) +
N∑
i=1
[
−β¯ikAik + β¯ik(∇(i)x F (x¯k, yk+1)− gˇ(i)k )T d(i)k + L∇diam(Si)
2(β¯ik)
2
2
]
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Applying the inequality (s(i))Tx(i) ≤ 12γ ‖s(i)‖2X∗,i + γ2 ‖x(i)‖2X,i with γ ← L∇, s ←
∇(i)x F (x¯k, yk+1)− gˇ(i)k and x← β¯ikd(i)k yields:
F (xk+1, yk+1) ≤ F (x¯k, yk+1) +
N∑
i=1
[
−β¯ikAik + 12L∇ ‖∇(i)x F (x¯k, yk+1)− gˇ
(i)
k ‖2X∗,i + L∇(β¯
i
k)
2
2 ‖d(i)k ‖2X,i + L∇diam(Si)
2(β¯ik)
2
2
]
≤ F (x¯k, yk+1) +
N∑
i=1
[
−β¯ikAik + 12L∇ ‖∇(i)x F (x¯k, yk+1)− gˇ
(i)
k ‖2X∗,i + C¯i(β¯
i
k)
2
2
]
= F (x¯k, yk+1) +
N∑
i=1
[
−β¯ikAik + C¯i(β¯
i
k)
2
2
]
+ 12L∇ ‖∇xF (x¯k, yk+1)− gˇk‖2X∗ ,
where the second inequality uses ‖d(i)k ‖X,i ≤ diam(Si) and C¯i ≥ 2L∇ · diam(Si)2.
Notice that β¯ik = min
{
Aik/C¯i, α
stop,i
k
}
minimizes the quadratic function β 7→ −βAik + C¯iβ
2
2 on the
interval [0, αstop,ik ]. Hence, in particular we have that −β¯ikAik + C¯i(β¯
i
k)
2
2 ≤ 0 and therefore:
F (xk+1, yk+1) ≤ F (x¯k, yk+1) + 12L∇ ‖∇xF (x¯k, yk+1)− gˇk‖2X∗ .
The remainder of the proof is now exactly the same as that of Lemma B.2 starting at (6).
D.1 Proof of Theorem 3.1
Given Lemma D.1, the proof of Theorem 3.1 follows the exact same logic as that of Theorem 2.1 in
Section B.2.
E Additional numerical results on synthetic data
In this set of experiments, we generated artificial data from a model that is described by an artificially
generated sparse network. In particular, the network is composed of three layers of sizes 50× 50,
50× 50 and 50× 1, and the activation functions are either ReLU or sigmoid (notice that sigmoid is
smooth, but ReLU is not). We did not add bias terms for this experiment. For the first two layers of
the true network, we randomly generated m edges going into each node where m ∈ {5, 10, 15} and
the weight on each randomly sampled edge is either -1 or 1 with equal probability. All edges that are
not selected have their weight equal to 0, and the last layer is fully connected. We treated this as a
regression problem with mean squared error loss, the feature matrix is composed of elements that are
sampled i.i.d. from a standard Gaussian distribution, and the dependent variable values y are chosen
in a way to control the signal to noise ratio (SNR) in the set SNR ∈ {1, 5, 10}. Our train, validation,
and test sets are composed of 100,000, 20,000, and 100,000 data points, respectively. For SFW and
SFW-IF, the first two layers are treated as Frank-Wolfe layers and the last layer is fully dense and
treated as an SGD layer.
For each combination of m ∈ {5, 10, 15} and SNR ∈ {1, 5, 10}, we ran 30 trials over randomly
generated true networks and datasets as described above. Figures 1 and 2 show box plots over these
30 trials, with three performance metrics of interest: average number of non-zero edges (here average
number of non-zeros per edge can be at most 50) going into each node in layers 1 and 2 (every
value below 0.001 is considered to be 0), and the test set mean squared error. All Figures show
that SFW and SFW-IF recover solutions that are sparser than SGD, which does not not promote
this behaviour. SFW-IF is also able to consistently recover a solution that is sparser than SFW due
to the incorporation of in-face directions (except for layer 2 using ReLU). Interestingly, using the
sigmoid activation, the gap between the sparsity of SFW-IF and SFW is larger for layer 2 than layer 1;
however, using the ReLU activation, this pattern is reversed. Also, SFW-IF and SFW have comparable
test set MSE to SGD, and for the sigmoid experiment they even have lower test MSE for the case
of m ∈ {10, 15}. Figures 3 and 4 also consider a single instance with m = 10 and SNR = 10,
using the sigmoid activiation, and display the evolution of the per layer average non-zeros and also
the modified Frank-Wolfe gap. (Since we are only able to compute a stochastic estimate of the
18
modified Frank-Wofle gap, we also display a smoothed version of this plot.) Notice that, throughout
all iterations, SFW-IF consistently maintains a sparser solution than SFW. Interestingly, it appears
that SFW-IF is also able to reduce the modified Frank-Wolfe gap faster than SFW.
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Figure 1: Results using sigmoid activation function
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Figure 2: Results using ReLU activiation function
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Figure 3: Modified Frank-Wolfe gap vs. iterations for SFW and SFW-IF, on an instance from a
network generated using the sigmoid activation function with m = 10 non-zeros and SNR = 10.
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Figure 4: Average number of non-zeros (NNZ) per layer for SFW and SFW-IF, on an instance from a
network generated using the sigmoid activation function with m = 10 non-zeros and SNR = 10.
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