The main purpose of this paper is to present three distinct methods for computing the non-relativistic Feynman propagator applied to the same problem, so that the reader will be able to analyse the advantages and difficulties of each one. We chose the harmonic oscillator propagator because, apart of its intrinsic interest, it is the first non-trivial calculation after the free particle. The three methods to be presented are: (i) a method employed by Schwinger half a century ago, but that has rarely been used in non-relativistic problems since then; (ii) an algebraic method and (iii) the path integral method. Despite of its pedagogical character, this paper also contains some original material, namely, the application of Schwinger's method to the harmonic oscillator, a slight modification in the usual algebraic approach to this problem and the recurrence formula used to compute the Feynman path integral. 
Introduction
Recently, in this Journal there appeared a paper dealing with different calculations for the harmonic oscillator propagator [1] . There is no novelty in the result for the harmonic oscillator propagator itself but its interest resides on the methods themselves which can help teachers and students learn different aspects of calculation of Feynman propagators. The methods discussed in [1] are all related to the original Feynman's path integral idea, although only in one of them the path integral is calculated explicitly, without resourcing to other auxiliary methods as the calculation of determinants. The method of determinants for example has also been used together with the zeta function method to calculate the harmonic oscillator propagator [2] .
It is the purpose of this paper to present three different methods to calculate the Feynman propagator, but applied to the same problem, so that they can be compared by the reader.
We chose the harmonic oscilator problem because besides its intrinsic value, it is the first non-trivial problem after the free particle one. Among the methods we shall present, two of them are not based on path integrals, but on an operatorial formalism. The third method is a genuine path integral, but which differs from the usual approach known in the literature for the one-dimensional harmonic oscillator.
The first method we discuss was developed by Schwinger five decades ago [3] to treat effective actions in quantum electrodynamics and it is based on the solutions of the Heisenberg operatorial equations of motion. After proper operator ordering and the use of subsidiary and initial conditions the propagator is found. The second method is based on algebraic techniques which consist of factorizing the time evolution operator using the Baker -Campbell -Hausdorff (BCH) formulae [4, 5] . After factorization, use of completeness relations and the value of the matrix element x | p lead us to the propagator. This method is close to the one presented in [6, 7] however we used here the BCH formulae in a way which leads to the propagator in a straightforward manner. The third method is a path integral calculation which is based on a recurrence relation for the product of infinitesimal propagators. Up to the authors' knowledge, this recurrence relation has not appeared in previous discussions on the literature of the onedimensional harmonic oscillator path integral, although it is inspired in a similar relation of the three-dimensional problem [8] which uses Bessel functions. However, in the one-dimensional case there is no need for these functions.
Let us finish this section just setting up some notation. For a time independent non-relativistic system, whose hamiltonian operator isĤ, the Feynman propagator can be written in the form:
whereÛ (τ ) is the time evolution operator:
and θ(τ ) is the step function defined by:
Schwinger's Method
This method was introduced in 1951 by Schwinger in the context of relativistic quantum field theory [3] and since then it has been employed mainly to relativistic problems, as for example in the computation of fermionic Green's functions in external fields [9, 10] . However, this is a powerful and very elegant method that is also well fitted to non-relativistic problems, though it has rarely been used in the computation of non-relativistic Feynman propagators. Up to the present authors' knowledge, only a few papers have used Schwinger's method in this context [11, 12, 13] . Since this method is not widely known, before applying it to the harmonic oscillator we shall make a brief review of its main steps.
Firstly, observe that for τ > 0, Eq.(1) leads to the differential equation for the Feynman propagator:
Now, using the general relation between operators in the Heisenberg and Schrödinger pictures,
it is not difficult to show that if |x is an eigenvector of the operatorX with eigenvalue x then it is also true thatX
and |x, t is defined as
Using this notation, the Feynman propagator can be written as:
where
Besides, the differential equation for the Feynman propagator, Eq.(4), takes the form
Last equation is very suggestive and, in fact, it is the starting point for the very elegant operatorial method introduced by Schwinger long ago [3] . The main idea is to compute the matrix element on the right hand side of this equation by writingĤ in terms of the operatorŝ X(τ ) andX(0), appropriately ordered. Schwinger's method can be summarized by the following three steps:
(1) First, one solves the Heisenberg equations for the operatorsX(τ ) andP (τ ), which are given by (they follow directly from Eq.(5)):
(2) Then, one uses the solutions obtained in step (see Eq.(26) bellow). We shall refer to the hamiltonian operator written in this way as the ordered hamiltonian operatorĤ ord (X(τ ),X(0)). After ordering, the matrix element on the rhs of Eq.(11) can be readily evaluated:
where we defined the function H. It is worth emphasizing that H(x ′′ , x ′ , τ ) is a c-number and not an operator. Substituting this result in (11) and integrating over τ , we obtain:
where C(x ′′ , x ′ ) is an arbitrary integration constant.
(3) The last step is devoted to the computation of C(x ′′ , x ′ ). Its dependence on x ′′ and x ′ can be determined by imposing the equations:
These equations come from the definitions (10) together with the assumption that the usual commutation relations hold at any time:
After using Eqs. (15) and (16) , there is still a multiplicative factor to be fixed in C(x ′′ , x ′ ). This can be done simply by imposing that the propagator initial condition holds:
This concludes the discussion of the main steps of the Schwinger's method on general grounds. Now one is ready to apply this method to a large class of interesting problems. In particular here, for pedagogical reasons, we shall compute the Feynman propagator for the harmonic oscillator.
The hamiltonian operator for harmonic oscillator can be written aŝ
orĤ
since the hamiltonian operator is time independent, despite the fact that the operatorsP (τ ) andX(τ ) are explicitly time dependent. It is matter of choice to work with the hamiltonian operator given by Eq. (19) or by Eq. (20) . For simplicity we choose the second one.
As stated in step (1), we start by writing down the corresponding Heisenberg equations:
whose solutions permit us to write for t = τ that:
For later convenience, let us also write the corresponding expression forP (τ ):
In order to go through step (2) we need to rewriteP (0) in terms ofX(τ ) andX(0), which can be done directly from Eq. (22):
Substituting this result into Eq. (20), we obtain:
Note that the third term in the above expression is not written within the appropriate order.
Using the commutation relation
it follows immediately thatX
Substituting Eq. (27) into Eq. (25), we obtain the ordered hamiltonian:
Once the hamiltonian operator is appropriately ordered, we can find the function
directly by its definition, given by Eq. (13):
. (29) Using Eq. (14) the propagator is written in the form:
The integration over τ ′ in the above expression can be readily evaluated:
is an arbitrary integration constant to be determined accordingly to step (3).
This is done with the aid of equations (15), (16) and (18) . However, we need to rewrite the operatorsP (0) andP (τ ) in terms of operatorsX(τ ) andX(0), appropriately ordered. For P (0) this task has already been done (see Eq. (24)), and forP (τ ), after substituting (24) into (23), we get:
Then, inserting (32) and (31) into Eq. (15) it is not difficult to show that:
Analogously, inserting (24) and (31) into Eq. (16) we have that:
, it is a constant independent of x ′′ and x ′ . In order to determine the value of C we first take the limit τ → 0 + on x ′′ , τ | x ′ , 0 . Using Eq. (31) we find that:
Comparing this result with the initial condition, Eq. (18), we get C = mω 2πih . Substituting this value for C into Eq. (31), we finally obtain the desired Feynman propagator for the harmonic oscillator:
In section 5 we shall see how to extract from the above expression the eigenfunctions and energy eigenvalues for the harmonic oscillator and also how to obtain, starting from the Feynman propagator, the corresponding partition function.
We finish this section by mentioning that Schwinger's method can be applied to timedependent hamiltonians as well [11, 12] . Further, it also provides a natural way of establishing the midpoint rule in the path integral formalism (see section 4) when electromagnetic fields are present [13] .
Algebraic Method
The origin of the algebraic method dates back to the beginning of quantum mechanics, with the matrix formulation of Jordan, Heisenberg and Pauli among others. Here, we present an algebraic method for computing Feynman propagators which involves manipulations with momentum and position operators [4, 14, 15, 16, 17] . This is a powerful method since it is connected with the dynamical symmetry groups of the system at hand. Knowledge of the underlying Lie algebra can be used to calculate eigenvalues without explicit knowledge of eigenfunctions [7, 14, 15] . It can also be used to calculate propagators for a wide range of problems [6, 18, 19, 20, 21, 22] . A coherent-state version of the algebraic method for different problems has been discussed too [19, 23] . However, use of these mathematical tools can be a bit cumbersome at first reading. Then, with pedagogical reasons in mind, we prefer to explore a simpler version of this method, which is close to that appearing in ref. [6] , to get the reader directly to its kernel. For this purpose, the calculation of the propagator for the one dimensional harmonic oscillator is excellent.
Usually for a non-relativistic system the hamiltonian operatorĤ can be written as a sum of terms involving the operatorsP andX which do not commute. Then, the factorization of the time evolution operatorÛ(τ ) = exp(− iτĤ/h), into a product of simpler exponential operators, involves some algebraic work. This algebraic work deals basically with the commutation relations among these non-commuting operators, and uses formulas generically known as BCH (see Eq. (36) bellow). The use of that formulae is the essence of the algebraic method, once it is easier to calculate the action of these simpler exponential operators on the states | x or | p , than to calculate the action on these same states of the original time evolution operator. The algebraic method can be summarized in the following two steps:
(1) First, one rewrites the evolution operatorÛ (τ ) as a product of exponentials of operatorŝ X,P , andPX. (Note that, in contrast with Schwinger's method discussed before, here the operatorsP andX are time independent, i. e., they are in the Schrödinger representation.) The factorization can be done with the help of Baker-Campbell-Hausdorff (BCH) formulae [4, 5] 
where A, B and C are operators (for simplicity we are omitting the over hat on them) and
valid for any A and B. The above formula can be iterated as:
. . .
Expanding exp(C) and identifying each power C n with the above equation, one finds
which can be inverted to give:
Then, identifying B = − iτĤ/h, one finds a factorized form of the evolution operator for a conveniently chosen operator A. The specific choice for A depends on the explicity form of the hamiltonian. This factorization can be repeated as many times as needed. Note that, in general, the operator C, Eq.(37), which is an infinite series with B and multiple commutators of A and B, is more complicated than the operator B alone, which is proportional to the hamiltonian.
However, if one chooses the operator A conveniently, this series can terminate and the remaining terms from the commutators can possibly cancel some of those terms originally present in B. A more systematic way of doing this factorization is to use the Lie algebra related to the problem under study. This will be sketched at the end of this section. Let us now go to the next step.
(2) Second, one substitutes the factorized hamiltonian into the definition of the Feynman
. (1), and calculates the action of the exponential of the operatorŝ X,P andPX on the state | x . For the operatorX this is trivial and forP one just needs to use the closure relation 1l = dp | p p | and the matrix element x | p = (1/2πh ) 1/2 exp(ixp).
For the mixed operatorPX one needs to use the formula:
where γ is an arbitrary parameter to be adjusted later. This formula comes from the equation
This concludes the general steps of the algebraic method.
Before we apply it to a specific problem let us demonstrate the above equation. To prove this we first note that
This equation can be rewritten as
so that one can use the BCH formulae (36) to rewrite the term in the square brackets as:
Substituting the above result into Eq. (44) we have:
which shows that exp(− iγPX/h) | p is an eigenstate of the operatorP with eigenvalue pe −γ .
This eigenstate can be written as | e −γ p , up to a constant C γ , so that
To fix this constant we note that:
Using the relation [XP ,PX] = 0, and equation (40) we have:
so that
This determines C γ = e −γ and gives finally Eq.(42).
Now we are ready to apply the algebraic method to solve the quantum mechanical problems.
For the harmonic oscillator the time evolution operator (2) becomes:
Following step (1), choosing A = αX 2 where α is an arbitrary parameter and B = − iτĤ/h, we have from equations (37) and (39) exp(αX
Note that despite the BCH formulae has an infinite number of terms, the number of nonvanishing commutators betweenĤ andX 2 is finite. Accordingly to the general idea of the algebraic method, one wants to factorize the time evolution operator. In this case, a step towards this direction corresponds to cancel the term withX 2 in the rhs of the above equation.
This is easily achieved with the choice
Then, using the commutation relation [X,P ] = ih , we have:
We can repeat step (1) to reduce the above operator containingP 2 between brackets into a product of simpler terms. This time we need to use products ofP 2 instead ofX 2 . Using equations (36) and (37) we have:
and to eliminate the term proportional toP 2 in its rhs we take:
which gives from Eqs. (40) and (55) exp
Substituting the above equation into Eq.(54) we have that:
This is the expression for the time evolution operator written as a product of simpler operators obtained by applying the step (1) of the algebraic method.
Following step (2), we insert this result into the definition of the Feynman propagator
Eq.(1). Then, one has:
Using Eq.(41) with γ = iωτ , and the definitions (53) and (56) we have:
This integral has a Gaussian form and can be easily done giving the harmonic oscillator propagator:
where we used that (1 − e −2iωτ ) = 2ie − iωτ sin ωτ and Euler's formula e iωτ = cos ωτ + i sin ωτ .
This result naturally coincides with the one obtained in the previous section using Schwinger's method.
Before we finish this section, we want to comment that the algebraic method can be discussed on more formal grounds, identifying the underlying Lie algebra and using it to explicitly solve the problem of interest. For the one dimensional harmonic oscillator one can find a set of operators
so that the hamiltonian operator can be written asĤ
This algebra is isomorphic to the usual SU(2) Lie algebra of the angular momenta and can be used to construct specific BCH formulae [16, 17] , so that given the algebra the solution comes up naturally [6] . If one considers three-dimensional problems, which become more involved because of the presence of centrifugal terms proportional to 1/r 2 , this algebra can still be used to find the propagator, however the operators have to be improved [14, 15] . These improved operators can also be used to solve a wide range of problems [18, 19, 20, 21, 22] .
Path Integral Method
The path integral formalism was introduced by Feynman [24] in 1948, following earlier ideas developed by Dirac [25] . In the last decades, path integral methods have become very popular in the literature, mainly in the context of quantum mechanics, statistical physics and quantum field theory. Since the pioneering textbook of Feynman and Hibbs [26] , many others have been written on this subject, not only in quantum mechanics [8, 27, 28, 29, 30] , but also in condensed matter [31] as well as quantum field theory [32, 33, 34] , to mention just a few.
In this section we shall apply Feynman's method to reobtain the harmonic oscillator quantum propagator already established in the previous sections using Schwinger's and algebraic methods. The purpose here is to evaluate the corresponding path integral explicitly, without making use of the semiclassical approach, which is exact for quadratic lagrangians, as it is quite often in the literature. Of course this kind of direct calculation already exists in the literature, see for example references [1, 34, 35] . However, we shall present an alternative and very simple procedure.
The path integral formula for the quantum propagator is formally given by:
where S(x) is the functional action:
and [Dx] is the functional measure. According to Feynman's prescription, we have that:
where Nε = τ . Within this prescription, the scenario is the following: summation over all the functions x means to sum over all the polygonals in the plane (t, x(t)), starting at (x 0 , t 0 ) and finishing at (x N , t N ), which gives rise to the integrations over the variables x j := x(t j ) from −∞ to ∞, where t j = t 0 + jε, with j = 1, 2, 3, . . . , N − 1. Hence, to evaluate a path integral means to compute an infinite number of ordinary integrals, which requires some kind of recurrence relation.
When electromagnetic potentials are absent, and this will be precisely our case, it is not necessary to adopt the midpoint rule for the potential V (x) as given by Eq.(66), and other choices can also be made. For convenience, instead of using the midpoint rule we shall write for the discretized version of the action that:
where here for generality we take τ j as the j-th infinitesimal time interval so that τ = N j=1
τ j .
Then, we write the Feynman propagator in the form:
where the propagator for an infinitesimal time interval is given by:
Using the lagrangian for the harmonic oscillator, namely,
the infinitesimal propagator, given by Eq.(69), takes the form:
Now we shall define new variables φ j such that:
Further, we introduce the function F by:
From equations (68), (71), (72) and (73) we can write that:
The function F has an interesting property:
This can be seen by a simple direct calculation. From its definition (73), we have that:
where we defined:
Completing the square in the integrand of (76) and computing the Fresnel integral, we obtain:
Using the definitions written in Eq.(77), as well as some trivial manipulations with trigonometric functions, it is straightforward to show that:
which is precisely Eq.(75). Now defining x ′′ = x N , x ′ = x 0 , using the fact that lim
and the above result in Eq. (74) we finally obtain the desired propagator:
This result coincides with the ones obtained in the previous sections for the harmonic oscillator.
Let us now review some of its applications.
Eigenfunctions, Eigenvalues and the Partition Function
In this section we will show how to obtain the stationary states and the corresponding energy levels, as well as the partition function of the quantum harmonic oscillator, directly from the expression of the Feynman propagator computed in the previous sections. Though these tasks are well known in the literature (see for instance references [34, 36] ), we shall present them here just for completeness.
In order to obtain the energy eigenstates and eigenvalues, we must recast the propagator (80) in an appropriate form, which permits a direct comparison with the so called spectral representation for the Feynman propagator, given by:
Defining the variable z = e −i ωτ , we can write:
Further, defining ξ ′ := mω/h x ′ and ξ ′′ := mω/h x ′′ , the harmonic oscillator propagator can be put into the form:
where we used that
Now we consider Mehler's formula [37] :
However, some care must be taken in order to use it in Eq.(83), since |z| = 1 and Mehler's formula (84) requires |z| < 1. This problem can be circumvented if we add some imaginary part to ω, namely, if we make ω → ω − iε, taking ε → 0 after the calculations. Hence, using (84), Eq.(83) takes the form:
where we recovered the variables x = ξ ′′ = mω/h x ′′ and y = ξ ′ = mω/h x ′ .
Comparing the above equation with the spectral representation (81), we finally obtain the well known results for the energy eigenfunctions (apart from a phase factor of course) and energy levels, respectively:
Let us finish this section by computing the partition function for the harmonic oscillator.
With this purpose in mind, recall that the partition function in general can be written as:
The trace operation can be taken over a discrete basis, as the eigenfunctions os the hamiltonian itself (eigenstates |n ), or, as it is more convinient here, over the continuous set of eigenstates 
Then, from the harmonic oscillator propagator Eq.(80), we readily get:
K(x, x; − ih β) = mω 2πh sinh (ωβh) exp − mω h sinh(ωβh) (cosh(ωβh) − 1)
where we used that sin(− iα) = − i sinh α and cos(iα) = cosh α. Substituting Eq. (91) 
where we used the identities cosh α − 1 = 2 sinh 2 (α/2) and sinh(α) = 2 sinh(α/2) cosh(α/2).
The above result is precisely the partition function for the one dimensional harmonic oscillator found in textbooks on statistical mechanics.
Conclusions
We have rederived the one-dimensional harmonic oscillator propagator using three different techniques. Firstly, we used a method developed by Schwinger generally used in quantum field theory but also well suited for non-relativistic quantum mechanical problems although rarely used in the literature. We hope that our presentation of this method will help it become better known among physics teachers and students. Secondly, we presented an algebraic method which deals basically with the factorization of the time evolution operator using BCH formulae. The algebraic method presented here was almost intuitive, but we hope that our presentation will motivate teachers and students to learn more about such powerful methods, which are closely connected with the use of Lie algebras. It is worth mentioning that they can be applied not only in non-relativistic quantum mechanics, but also in the context of relativistic theories. Thirdly, we presented a direct computation of the Feynman path integral for the one-dimensional harmonic oscillator using a simple but very convenient recurrence relation for the composition of infinitesimal propagators. We also hope that the presentation of these three methods together for calculating the Feynman propagator will help the readers in comparing the advantages and difficulties of each of them.
