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The main goal of CMU’s ReadTheWeb project is to build a new kind of machine learning system
that continuously reads the web, 24 hours per day, 7 days per week. This system is called the
Never-Ending Language Learner (NELL) [Carlson et al., 2010a]. While this goal is not necessarily
unheard-of, NELL stands out as being capable of improving the way it learns over time, that is
to say, it learns to read the web better than it did the day before. To succeed in such an arduous
quest, NELL combines several subsystem components that implement complementary knowledge
extraction methods and for the same task, is able to use different extraction methods. However,
the performance of the components that use such methods, that is the quality of the extracted
knowledge for different topics, will however change over time. Futhermore, the evaluation of
the produced knowledge is not immediate, and can, sometimes, take days or even months to be
performed. This means that the approach of monitoring the system to identify models that are
not performing as well as expected is far from optimal, as any corrective measure will be made
long after it was required. We follow a predictive approach, in which we try to how good or
bad the quality of the produced knowledge is, at any given time. A preliminary approach to use
metalearning to address this issue was proposed by dos Santos [2014]. This approach sought to
relate the innate (meta)features of the data produced and the performance of the models generated
with it. In this project, we extend this work. In order to do so, the range of components studied was
expanded and new metafeatures, that needed to to fit every component, developed. An extensive
emperical study, comprised of an exploratory data analysis and two experiments with different sets
of metafeatures, was then performed. The created metalearning system proposed in this work, is
able to, for different components, predict the quality of the data produced for different topics with





O principal objetivo do projeto ReadTheWeb da CMU é desenvolver um novo tipo de sistema
de aprendizagem que lê a web continuamente, 24 horas por dia, 7 dias por semana. Este sis-
tema é chamado de "Never-Ending Language Learner" (NELL) [Carlson et al., 2010a]. Embora
este objetivo não seja necessariamente novo, a NELL destaca-se como sendo capaz de melhorar
a forma como aprende ao longo do tempo, o que equivale a dizer que lê a web melhor hoje do
que leu no dia anterior. Para ser bem sucedido nesta árdua tarefa, a NELL combina vários com-
ponentes de subsistema que implementam métodos de extração de conhecimento complementares
e para uma mesma tarefa, é capaz de usar diferentes métodos de extração. A performance, no
entanto, dos componentes que usam tais métodos, isto é a qualidade do conhecimento extraído
para diferentes tópicos, irá variar ao longo do tempo. Por outro lado, a avaliação do conhecimento
produzido não é imediata e pode, por vezes, levar dias ou até meses a ser efectuada. Isto im-
plica que técnicas de monitorização do sistema para identificar os modelos que não se comportam
como esperado está longe de ser óptima já que qualquer medida correctiva será efectuada muito
depois de ser necessária. Neste trabalho usamos técnicas preditivas em que tentamos, a qualquer
momento, estimar quão bom ou mau é o conhecimento produzido. Uma abordagem preliminar
usando meta-aprendizagem para combater este problema foi já proposta por dos Santos [2014].
Nessa abordagem procurou-se relacionar as (meta)características dos dados e a performance dos
modelos gerados por ela. Este projeto propõe-se a estender esse trabalho. Para isso, o número de
componentes estudados foi aumentado e novas metacaracterísticas, que conseguissem representar
os diferentes componentes, desenvolvidas. De seguida, foi então efectuado um trabalho empírico
que passou por uma primeira análise dos dados seguida de duas experiências com diferentes con-
juntos de metacaracteristicas. O sistema de meta-aprendizagem proposto neste trabalho é capaz,
para diferentes componentes, prever a qualidade da informação proposta para diferentes tópicos
com precisão satisfatória. De uma forma geral, os nosso resultados mostram que as técnicas usadas
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In the last decade the increase of available online information and the advances of machine learn-
ing and natural language brought forth new opportunities in the field of information extraction
from text. Due to the amount and diversity of the information, extracting knowledge from such a
source requires an ongoing and complex learning process. This process if often referred as lifelong
learning or never-ending learning, and has been explored by NELL [Carlson et al., 2010a, Mitchell
et al., 2015], a computer system developed at Carnegie Mellon University (CMU). In a different
line of research, a new paradigm of machine learning, Metalearning, has shown real potential with
dealing with vast amounts of information [Brazdil et al., 2008]. Metalearning is capable of em-
powering learning systems by exploiting previous experiences and adapting the learning process to
the available data at hand. In this project, the two areas are combined. In this chapter, we will start
by summarizing the problems of lifelong learning systems and how one could use metalearning to
improve them and give an overview of the structure of the report.
1.1 Motivation
The paradigm of lifelong learning was first introduced to shorten the distance between machine
and human learning abilities [Silver et al., 2013]. However, the developed systems tend to increase
in complexity over time and require multiple learning tasks to work simultaneously. This increase
in complexity and the everlasting amount of knowledge to be learned are serious obstacles that
must be overcome.
In particular, the complexity of the system makes it hard to ensure that all of the models it uses
are performing in a satisfactory way. At the time, NELL still lacks the ability to correctly assess
the performance of its components over different topics in real time [Mitchell et al., 2015]. That is
to say that, the information produced at one moment might take several days (maybe even months)
to be assessed as true or not.
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It is thus necessary to invest in a solution that is capable of monitoring the different components
of these systems and make intelligent decisions without jeopardizing valuable computing time.
1.2 Project
An approach that has been used to monitor and update learning models is metalearning. Metalearn-
ing consists of using a machine learning approach to create models that relate the characteristics
of a learning problem with the performance of a learning algorithm [Brazdil et al., 2008]. By
leveraging on the huge amount of information produced by NELL, a metalearning solution will be
devised so as to evaluate the quality of information produced by the system. With this new found
power, NELL will be able to self-regulate and better manage its different components.
A preliminary approach to using metalearning in the context of a state-of-the-art lifelong learn-
ing system, NELL, was proposed by dos Santos [2014]. In this project, we seek to extend this
work. Our solution, however, covers more than one component (four to be exact) and presents
new metafeatures that fit the data produced by such components in a generalized fashion. Further-
more, an extensive empirical study was performed that encompassed a preliminary data analysis
followed by two separate experiments with different sets of metafeatures.
1.3 Structure of the Report
The next four chapters of this report will explore these above mentioned topics and the work
that needs to be performed. In chapter 2 we review the field of knowledge extraction and its
influence in machine learning techniques. In this same chapter, we will then introduce NELL
and its architecture as well as concepts of metalearning and their connection with knowledge
extraction. In chapter 3 we will explore the basis of our solution and in chapter 4 we will discuss
its implementation and results. Finally, in chapter 5 we will conclude on the work done and present




In this chapter, we will begin with an overview of Knowledge Extraction and its algorithms, with
reference to its applications in machine learning tasks. We will then review NELL and its indi-
vidual components and introduce Metalearning in the context of algorithm selection. Lastly, a
previous attempt at mixing the aforementioned fields will be shortly described.
2.1 Knowledge Extraction
Throughout the last decades researchers have tried to coin several terms for knowledge extrac-
tion. Such terms include the popularized "data-mining" as well as less common ones like "pattern
analysis" and "data dredging". In Jiawei Han et all the authors describe the process of knowledge
extraction as
“...the process of discovering interesting patterns and knowledge from large amounts
of data. The data sources can include databases, data warehouses, the Web, other
information repositories, or data that are streamed into the system dynamically ” [Han
et al., 2011]
2.1.1 Knowledge Extraction tasks
While there is a multitude of different algorithms used in knowledge extraction we can find four
major groups of tasks shared between them. Those are classification, regression, clustering and
association. As a whole, these tasks can be described as either descriptive or predictive. Descrip-
tive tasks deal with characterizing the properties of data and predictive tasks use data to make
predictions about unlabeled data [Flach, 2012].
Classification is probably the most common task among the four described above. In a classi-
fication task one tries to construct a classifier (also referred as a model) which distinguishes data
classes. This classifier uses training data (previously known instances) so that future instances
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where the class label is unknown can be identified. In the simplest case where there are only two
classes (True or False, for example) it is called it binary classification. For any given instance,
this classifier must be able to estimate the correct target class as best as possible. While there are
many types of classifiers, linear, Bayesian and distance-based classifiers should be acknowledged
as being the most used [Flach, 2012]. These can take the form of neural networks [Cheng and Tit-
terington, 1994], support vector machines [Hearst et al., 1998] and k-nearest-neighbors [Friedman
et al., 1975] to name a few.
Decision trees can also be seen classifiers, although there are various ways of representing such
knowledge (such as classification rules or mathematical equations). In decision trees each node
represents a test on a feature value and the branch represents the outcome of such test. Finally the
leaves of the structure represent the class prediction. As in classification, in regression one tries to
to create a model capable of making a prediction based on previously given data. However, while
classification deals with discrete labels, in regression labels take the form of a numerical value
[Han et al., 2011].
While classification and regression tasks are concerned with analyzing data labels, clustering
deals with grouping data without considering previously defined labels. In clustering the instances
of data are bundled together in groups that maximize intraclass similarity and minimize the inter-
class similarity. That is to say that the objects in each cluster are more alike to each other than the
others in any other computed cluster. It is then up to the analyst to label each cluster according to
its properties and extract useful knowledge from the result. Clustering methods can take the form
of partitioning, hierarchical, density-based and grid-based. In the first method, the challenge is to
create partitions which are then iteratively improved over an objective function. An example of
such method is k-means [Jain et al., 1999].
In hierarchical clustering one aims, as indicated by the name, at decomposing a given set of
data objects in a hierarchical fashion. This can lead to improvements in computation cost at the
cost of being unable to correct erroneous decisions. Density-base methods introduce the notion
of arbitrarily shaped clusters that are not present in other partitioning methods (whose clusters are
only spherical-shaped). Lastly, grid based methods try to form a grid-like structure over the object
space which can then be used in other clustering methods. This reduces the computational cost
involved, since the methods are now dependent only on the number of cells and not the number of
data objects [Han et al., 2011].
In an association task one tries to identify items that frequently occur together [Flach, 2012].
One simple example of association rules lies in the prediction of what items go together in a market
basket. In this case the algorithm tries to identify which product will be bought next considering
a set of already bought products. In classification this could be compared to a case where at
any given time one has to predict, for every object, the likelihood of that product being bought
considering any combination of different (previously) selected products. While association rules
can be seen in many different areas such as Web site navigation analysis [Cooley et al., 1999]
and medical diagnosis [Delgado et al., 2001] this task as been widely associated with product
recommendation [Kotsiantis and Kanellopoulos, 2006].
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2.1.2 Machine learning applications
While discussing knowledge extraction, it is important to cover its applications in machine learn-
ing. Most learning tasks in this area can be classified as unsupervised, supervised, semisupervised
or active learning. In unsupervised learning our data is not class labeled and one strives to find
potential labels that match our problem. This is usually done by clustering. In supervised learning
we provide labeled examples, hence the term supervised. This kind of learning is often associated
with classification tasks where from an initial training set (labeled data) one tries to create a model
which can then infer the correct labeling of future instances. Semi-supervised learning tries to
make use of both labeled and unlabeled data, using the second to refine the model created from
the first. One example of this kind of learning is bootstrap learning. This is commonly used in
relation extraction on the web where we have large amounts of unlabeled data and only a couple
of known instances known as seeds [Chen et al., 2006]. This model, however, is prone to errors
which will be further discussed in section 2.2. Lastly, in active learning, the user is expected to
label a number of given instances in order to optimize the quality of the model. In section 2.2 we
will discuss a type of active learning aptly named "Conversing Learning".
2.1.3 Evaluation
Finally, it is important to discuss how the performance of the models created by the above men-
tioned algorithms is measured and how to deal with problems like overfitting (where a model
performs very well over the given training data but is incapable of generalizing for unknown data).
It is thus good practice to separate the available data over a training set with which one creates a
model and a testing set on which one evaluates the model performance. There are many ways one
could divide the training and testing sets [Han et al., 2011] but the following are the most common:
Hold-out
Training and testing sets are simply separated according to a fixed ratio (usually two thirds
of the available data are used for training) and the performance is scored over the remaining
data.
Cross-validation
With cross-validation one repeatedly follows the same procedure of Hold-out for different
sets and averages the resulting performances. In k Fold cross-validation one divides the
original set in k folds and uses one fold at a time for testing (and every other fold for
training).
Leave-one-out
This technique, useful for smaller datasets, focuses on leaving only one instance of the
dataset for testing and using every other instance for training. This is done for every instance
and is considerably more expensive computationally wise.
These techniques allow us to have a more detailed perspective about possible overfitting prob-
lems but still required standardized measures of performance. Most of these measures relate in
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one way or another to the difference between the expected and predicted values [Willmott, 1982].
In regression these are, but not limited to: Mean Bias Error (MBE) which is simply the average of
the difference between predicted and target value for every instance; Mean Square Error (MSE),
the squared MBE; Root Mean Square Error (RMSE), the root squared MBE and Mean Absolute
Error (MAE) which uses the absolute value of the difference between predicted and target values.
While the last two measures have been widely used, there is still some debate on whether it is best
to use one over the other [Willmott and Matsuura, 2005].
It is also important to notice that these measures, on their own, are either hard to interpret
or bring no usable information. While a value of zero is ideal, in different contexts, some errors
could be described as very high or very low. It is thus common practice to compare these mea-
sures against measures of very simple models (like the average or median of the training data)
that represent the most human like model one could create without recourse to machine learning






Where RMSEmodel is the RMSE of the model created and RMSEbase the RSME of the base
model we just described. Following this formula, a RRMSE value closer to one means that our
model is not much better than the base model and a result closer to zero means a good prediction
compared to that made by human like prediction. If, however, the value of RRMSE is higher than
1, then our model predicts worse than the base model and should be discarded. In [Gangemi,
2013] the authors review the available tools for knowledge extraction on the semantic web. This
area will be further explored in section 2.2 where we will also discuss knowledge extraction when
dealing with lifelong learning [Banko and Etzioni, 2007]. Automatic knowledge extraction has
also been proposed by [Alani et al., 2003] in the creation of Artequakt, a system capable of ex-
tracting information about artists from multiple documents based on a predefined ontology.
2.2 NELL
In this section we will cover NELL, a semi-supervised computer system that learns to read the
web. NELL, also known as Never-Ending Language Learner, is part of a research project aptly
named "Read the Web" at Carnegie Mellon University. The main goal of this project is to develop
a never-ending machine learning system that runs 24 hours per day, 7 days per week and is able to,
not only extract information from unstructured web pages, but also to learn how to perform this
task better each day [Carlson et al., 2010a]. While the concept of never ending machine learning
is not new [Silver et al., 2013, Small and Medsker, 2014], NELL faces practically no competition
from other systems since it started running, in 2010. In [Banko and Etzioni, 2007] the authors
describe a lifelong learning agent called ALICE that is able to build a collection of concepts from
large volumes of web data which can then be used to focus its search for additional information.
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Figure 2.1: NELL’s architecture. Information gathered by its modules is proposed as candidate
beliefs with are then promoted (or not) to beliefs by the knowledge integrator. From Mitchell, T
et al [Mitchell et al., 2015]
NELL has also been used as inspiration in many other areas such as face recognition [Subercaze
and Gravier, 2014] and translation [Vieira and de Medeiros Caseli, 2014].
NELL’s knowledge is organized into categories (cities, companies, etc.) and relationships be-
tween pairs of such categories such as "player plays for team". In order to gather such information
NELL uses several extraction components which submit new instances to its knowledge base.
These are then gathered and analyzed by a knowledge integrator that decides if they should be
promoted to actual beliefs [Carlson et al., 2010a, Mitchell et al., 2015]. This process is detailed in
Figure 2.1. The extraction modules use previously collected information from NELL’s knowledge
base to extract new knowledge that will, in the end, be provided (if accepted) as feedback for a
new extraction iteration.
Like any lifelong learning system, NELL faces several obstacles such as data inconsistency
and semantic drift causing labeling errors to accumulate. These obstacles have been described
in bootstrap learning approaches [Curran et al., 2007] and can be mitigated by constraining the
learning process. As has been stated, NELL uses several extraction components that can be forced
to agree with each other. This coupled constraining process can be further exploited by inferring
that instances can be mutually exclusive or part of larger supersets. Relations can be also typed
checked to ensure that the instances of the proposed relations do in fact belong to the categories
marked for those relations. Lastly, one can use Horn clause rules (from components like PRA) to
further constrain the learning system [Mitchell et al., 2015].
In order to detail the workings of the mentioned modules one must first delve into one impor-
tant field that has experienced exponential growth over the last few years. That field is Information
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Extraction on the web [53]. Information extraction deals with adding structure to previously un-
structured, or semi-structured, data. This can be done in any number of ways, but usually relies
on patterns related to syntactic and semantic constraints on the position of entities within a text.
Much like in knowledge extraction, information extraction makes use of several machine learning
concepts. In fact, both areas share common ground and their integration has been shown to be
mutually beneficial in areas like text mining [Nahm and Mooney, 2000].
In NELL, information extraction is done in a semi-supervised way known as bootstrapping
where instances of a category are used as seeds to further extract new information about that same
category [Wang and Cohen, 2009, Carlson et al., 2009]. In [Riloff et al., 1999] the authors describe
a similar technique for creating dictionaries from a corpus of web pages
The very first step of information extraction deals, as expected, with information retrieval. In
NELL this is done over a static corpus of 500 million web pages and internet queries on Google
[Mitchell et al., 2015]. A common second step deals with transforming such information into
structured knowledge. This can be done using Part of Speech (POS) techniques which divide
sentences into known speech structures like nouns, verbs and adjectives or semantic features like
subject, object and predicate. At this point, the content of the extracted information still suffers
from a problem called co-reference. Co-reference relates to the fact that words can represent
different concepts (for example the word "fired" can have many different meanings). In [Flach,
2012] the authors tackle this problem using a supervised learning approach. In NELL, however,
this problem is resolved in a semi-supervised fashion by Concept Resolver [Krishnamurthy and
Mitchell, 2011](this module will be referenced later in the report).
NELL components use, in one way or another, techniques from both information and knowl-
edge extraction. The tasks of such components can be characterized as either Category classifica-
tion, Relation classification, Entity Resolution or Inference Rules. These components are analyzed
in Table 2.1. This table gives an overview of when the algorithms have been introduced to NELL
and what kind of information is supplied and extracted by them. It then describes the model, that
is to say the kind of patterns used to extract information, and what information is extracted and
saved from each analysis. Finally, in the last two rows, one can see if these patterns are saved
for reuse in future iterations (that is, if they are global or not), and considerations upon their main
advantages on the overall system are laid.
2.2.1 NELL’s components
The first analyzed component is Coupled Pattern Leaner (CPL). CPL uses co-occurrence statistics
between noun phrases and contextual patterns to learn extraction patterns for each predicate of
interest and then uses those patterns to find additional instances of each predicate [Carlson et al.,
2009, 2010b].
The second algorithm, Coupled Set Expander for Any Language (CSEAL), uses wrappers of
known instances to infer new instances surrounded by these same wrappers. While both these
methods seem similar, in CPL we focus on textual patterns such as "X plays for Y" while in
CSEAL we consider patterns that take the form of HTML code [Wang and Cohen, 2009, 2007].
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It is exactly because of this that CSEAL is capable of extracting patterns from any language. It is
also important to mention that while CPL extracts patterns from a static web corpus of web data,
CSEAL uses Google queries to fetch information.
The third component in the table is the Coupled Morphological Learner (CML). CML classi-
fies noun phrases based on morphological features such as affixes. One example of such features
is the suffix "burgh" which is usually associated with city names like "Petersburg" or "Johannes-
burg". This component usually takes the role of a support algorithm by confirming facts proposed
by other modules.
The fourth algorithm, Concept Resolver, does both sense induction and synonym resolution.
Sense induction deals with creating pairs of instances and senses from the known instances that
belong to more than one category (for example: "apple" belongs to both fruit and company and as
such two senses should be created). Synonym Resolution on the other hand takes into considera-
tion not only string similarity, but also relation patterns shared between instances [Krishnamurthy
and Mitchell, 2011].
Path Ranking Algorithm (PRA) deals with extracting knowledge directly from the knowledge
base using random walks to infer possible new beliefs [Gardner et al., 2013, Lao et al., 2011]. This
algorithm largely replaced Rule Learner. Rule learner used Horn clauses to extract information
much in the same way as done in FOIL [Quinlan and Cameron-Jones, 1993]. However, due to
NELL’s ever expanding knowledge base, this method became obsolete.
The sixth component, Ontology Extension (OntExt) was added to fill the gap of discovering
new relations, something that NELL had been unable to do until then. To do so, OntExt first
extracts sentences that contain instances of two categories. It then uses these sentences to build
a context co-occurrence matrix to which K-means clustering is applied. The resulting clusters
represent the new relationships to be proposed [Mohamed et al., 2011]. At the moment these need
to be reviewed manually by a human expert before being introduced into the system.
OpenEval, much like CML, works mostly as a support algorithm for ensuring the precision of
other systems. In a nutshell, OpenEval gathers seed instances of the involved category and uses
them to query the web. It then extracts Context-Based instances and related keywords from the
returned information in order to assess the truthfulness of the proposed fact [Samadi et al., 2013].
The eighth algorithm described in the table is Prophet. Prophet was proposed in 2011 but
it is still being introduced into the system. It has, however, proved itself to be able to not only
predict new relationships, but also identify those that were sometimes incorrectly added to the
system. It does so by discovering open triangles over the already known relationships in NELL.
The more open triangles found between two predicates the more evidence there is that these pred-
icates should share a relationship. In a similar fashion, relationships which are unable to provide
these same triangles should prove themselves to be incorrect [Appel and Hruschka Jr, 2011]. This
process needs, however, to be monitored before acting on its own. It was this need that gave origin
to NELL’s conversing learning system. In order to verify its conclusions, Prophet turns to the wis-
dom of crowds. Using a Question and Answer system based on that of [Pedro and Hruschka Jr,
2012], Prophet is able to submit its prediction to a large number of users and assess its accuracy.
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At the moment this process is done over Yahoo! Answers and Twitter (@cmunell) [Pedro et al.,
2013].
The last component, Never Ending Image Learner (NEIL), has somewhat distanced itself from
NELL and has a separate project website (http://neil-kb.com/). NEIL takes a different approach
to NELL’s information extraction techniques. Instead of web text NEIL focus its attention in
visual imagery and the relationships observed between different objects identified in these images.
Much like in the other components, relationships between instances can be forced to satisfy new
relationships. In labeling instances of cars, for example, we expect wheels to be present in the
extracted image since the relationship "Wheel is a part of Car" has been previously established.
The semantic acquisition of images is done over text-based indexing tools such as Google Image


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.2: NELL’s subsystem components input sources. The dotted arrows represent seed in-
stances required by the algorithms while full arrows represent direct input from sources that can
also include seed instances.
While not explicitly declared in Table 2.1 these algorithm take advantage of several external
input sources. These are described in Figure 2.2. The dotted arrows represent seed instances
required by the algorithms while full arrows represent direct input from sources that can also
include seed instances. As discussed in [Mitchell et al., 2015], NELL still lacks a mechanism
to monitor its performance and progress over different categories. At the same time, different
modules perform better or worse for each category. Due to the amount of data present in NELL’s
knowledge base, monitoring the performance of different modules over different categories should
be no easy feat. In the next section we will discuss Metalearning, a new field of machine learning
that might provide an answer to this problem.
2.3 Metalearning for Algorithm Selection
As seen in the last chapter, the enormous amount of data collected by some machine learning
applications can hinder the choice of algorithms that are best suited to deal with a learning task.
One possible way of tackle this problem would be to test a small number of different algorithms,
which would imply a considerably high computing time, as well as the presence of a skilled expert
to hand pick the set of algorithms to be tested [Brachman and Anand, 1996]. Metalearning comes
as a solution by steering the user in the algorithm selection task while taking into account the
domains of application [Smith-Miles, 2008].
12
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In order to do so, metalearning focus its attention on the underlying qualities of the learning
process. This is usually described as metaknowledge. Metaknowledge can contain information
about not only the performance of algorithms over datasets similar to the one under analysis, but
also about models that characterize such algorithms and metrics to compute similarity between
tasks or datasets. It is thus possible to describe metalearning as
“...the study of principled methods that exploit metaknowledge to obtain efficient
models and solutions by adapting machine learning and data mining processes.” [Brazdil
et al., 2008]
The process of algorithm selection can also be expanded to cover operations (such as dis-
cretization or thresholding) that must be done before and/or after the use of such algorithms. In
this case, the problem is viewed as a selection of plans that contain the sequence of events rather
than the algorithm by itself. In a similar fashion this can be applied to model combination for
problems such as boosting [Chan and Stolfo, 1993].
In the process of algorithm recommendation, the role of metalearning is to generate meta-
knowledge that can map the characteristics of the problem at hand with the expected performance
of algorithms over this same problem. By doing this we expect to minimize the number of alterna-
tive algorithms to be tested without compromising the quality of the results. One can further im-
prove this process by ranking the possible algorithms accordingly to their expected performance.
This can be done by using machine learning algorithms such as k-Nearest Neighbors [Brazdil
et al., 2001]. We start by selecting a set of datasets that are similar to the one being analyzed and
then combine their target values to generate a prediction for the new example (dataset). Since the
performance of different algorithms for these datasets is known (they have been previously com-
puted), one can extrapolate that a similar performance should be accounted for this new example.
It is also clear that this performance can be used to rank different algorithms instead of just nam-
ing the best one. Other algorithms beside k-Nearest Neighbors can be used for algorithm recom-
mendation. In [Alexandros and Melanie, 2001], for example, decision tree-based algorithms are
considered. In regression the problem is somewhat more complex and one has to generate as many
metamodels as there are algorithms in order to correctly estimate their expected performance. The
algorithms for metalearning described so far imply that the extractable metaknowledge is propo-
sitional. This might not hold for many problems. FOIL [Quinlan and Cameron-Jones, 1993], a
system that is also explored in NELL, manages to exploit nonpropositional descriptions of the
datasets using inductive logic programming. The choice of what algorithm to use in meta-level
learning needs to consider not only the task in hand (that is if the approach matches the problem),
but also the evaluation measures used to differentiate separate ranking algorithms [Brazdil et al.,
2008].
Ranking accuracy can be estimated using Spearman’s rank correlation coefficient [Spearman,
1904]. One must, however, compare this measure with an appropriate baseline in order to un-
derstand if the model is useful or not. A commonly used baseline for this type of problems is
the default ranking. This baseline consists of the averaging of all the target rankings considered.
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Some other methods have been proposed such as the Success Rate Ratios and Significant Wins
[Brazdil and Soares, 2000]. It is important to note that just comparing a ranking method with
another or even with its baseline is not sufficient. In order to properly compare ranking methods
there needs to be a statistical significance between them. This can be done using a combination
of Friedman’s test and Dunn’s multiple comparison technique as in [Brazdil et al., 2003]. The
evaluation described suffers from the fact that we are comparing every base-algorithm ranked. In
most situations it is more useful to only consider those algorithms that have the best score. This
is called Top-N evaluation where N is the number of algorithms (to be considered) with the best
overall ranking. It is also important to consider multiple performance metrics. Execution time can
be a very important factor when deciding between algorithms. In fact, in some cases, one could
sacrifice accuracy in order to lower execution time. In the end, it is up to the user to define the
importance of each metric in the final ranking of each algorithm. It is also useful to consider the
worst-case performance of a ranking method. That is to say that in a top-N solution, only the
dataset with the lowest accuracy should be considered rather than the average of the N datasets
[Brazdil et al., 2008].
The ranking of algorithms needs, at the same time, to take into account the choice of parame-
ters for each algorithm. This, in itself, can be considered another ranking problem. In fact, if we
consider each parameter configuration as a separate algorithm, then the methods described above
can be applied in the very same way [Soares and Brazdil, 2006]. Pairing algorithm recommen-
dation with parameter settings recommendation implies that the amount of metaknowledge to be
computed grows exponentially.
One must thus devise a strategy for picking the appropriate base-algorithms and their respec-
tive parameter configurations. In order to select base-algorithms one has to consider both avail-
ability (that is if the user has access to implementations of this algorithm) and applicability. This
last factor deals with the goal of the problem itself. That is to say that, if, for example, we want
to predict a continuous variable then only regression algorithms should be considered. We can
further constrain the set of available algorithms by taking into account their assumptions over
the considered dataset. Naive Bayes, for example, assumes that variables are independent [Rish,
2001]. One can exclude this method by proving a correlation between variables. It is also useful
to perform heuristic experiments on the set of base-algorithms so as to make sure that they meet
some basic standards. The algorithms must be both relevant (must perform better than the base-
line) and competitive (expanding the set of parameter settings brings no significant improvement).
Individually, there cannot be a set of parameters such that one setting performs better in every
dataset and, at the same time, every setting must be the best alternative for at least one dataset
[Brazdil et al., 2008].
It is also important to consider the actual format of the provided algorithm ranking. This can
take the shape of a single algorithm (the best one) or a subset of the best algorithms (according to
a performance threshold). Alternatively, one can consider sets of rankings that can be either linear
and complete (when there are no ties between algorithms), weak and complete (when there are
ties or performances that are not significantly different) and linear and incomplete (when there is
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not enough data to correctly identify the algorithm performance). These types of ranking can be
visually represented using Hasse diagrams [Pavan and Todeschini, 2004].
While the relative ranking of algorithms is informative, there is a need to understand the actual
performance of each algorithm rather than its relative performance over others. In order to do this,
one needs to turn the task of recommendation into one of regression where each base-algorithm is
represented by a regression model. The performance outputted by such methods still needs some
context. While a high accuracy is hard to achieve in some datasets, in others it might be trivial.
In order to contextualize the performance one much turn to relative measures such as the distance
of performance to the best algorithm or baseline, or simply normalize the obtained performances
[Brazdil et al., 2008].
The whole process of algorithm ranking in metalearning is dependent on the data character-
istics (metafeatures) of the datasets involved. These features can take many forms, but must also
follow some patterns. First, they must be discriminative, that is to say that they should contain in-
formation that distinguishes the dataset between base-algorithms. This is particularly challenging
when the base-algorithms represent the same algorithm with different parameter settings. In these
cases algorithm-specific metafeatures might be needed [Soares and Brazdil, 2006]. The metafea-
tures should also not be computationally heavy, otherwise the savings from using metalearning
become redundant. Lastly, the number of metafeatures should not be too large when compared
to the amount of available metadata so as to prevent overfitting. The characterization of a dataset
needs not to be related to its actual features. Information about the base-algorithms used might
also be used to generate metafeatures such as the type of data they are able to deal with or the
sensitivity to irrelevant attributes to name a few [Brazdil et al., 2008].
2.3.1 Data Characterization and Data quality
In the context of metalearning there are three different approaches to data characterization. The
most common one is to use simple, statistical and information-theoretic measures. Simple mea-
sures consist of easy to calculate descriptive quantities such as the number of examples or number
of features in a dataset [Rendell et al., 1987]. Statistical measures include properties like mean
skewness of numeric features and information theory provides measures such as class entropy. A
second type of approach to data characterization is to induce metafeatures from models that fit
the data [Hilario and Kalousis, 2001]. A simple example would be to analyze the morphological
properties of a decision-tree (such as number of leaf nodes) that models the dataset. Yet another
approach is the use of landmarkers [Bensusan and Giraud-Carrier, 2000]. Landmarkers are esti-
mates of algorithm performances which can be obtained by either running simplified versions of
the algorithms or subsampling the data. As has been stated, measures that identify correlations
between features can also be quite useful in that they constrains the subset of base-algorithms that
can be selected.
One issue with metalearning is the lack metadata available. Most of the data involved in
machine learning are either of private domain or simply not published. While there are some
repositories of datasets available online, such as the one at the University of California at Irvine
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(UCI), the amount of information needed for a metalearning study is simply not available nor
easily accessible. Some have proposed a technique of generating synthetic datasets [Vanschoren
and Blockeel, 2006] that mimic natural data. Others have proposed the creation of new datasets
by manipulating existing ones by changing the distribution of data or the structure of the problem
[Hilario and Kalousis, 2000]. In some areas like datastreams and extreme data mining [23], the
number of meta-examples are so large that we can simply subsample the data to create different
datasets and avoid this issue.
Lastly, it is important to reflect on the quality of metadata obtained. The first problem when
dealing with datasets relates to their representativeness. Some argue, for example, that because
datasets within the UCI repository have been heavily preprocessed, the data no longer represents a
real world problem [Saitta and Neri, 1998]. Another issue of metadata quality involves missing or
unreliable performance data. In order to perform metalearning over a set of datasets, information
about the performance of the selected base-algorithms over these datasets needs to be readily
available. This also means that, when adding a new dataset, one needs to compute the performance
of each base-algorithm over that same dataset. The same can be said when adding a new base-
algorithm. In this case we need to compute its performance over the pool of all available datasets.
There is also the problem of not being able to compute an algorithm’s performance over a dataset.
In this case, one approach is to assign a baseline performance such as "predicting the most frequent
class" (in a classification problem). Finally, the values of metafeatures may also be missing or
simply impossible to compute. This is the case of mean skewness which is not applicable if there
are no numeric features over the dataset [Brazdil et al., 2008].
In [Kadlec and Gabrys, 2009] the authors describe a lifelong learning architecture that suc-
cessfully applies metalearning concepts to improve its performance. In the next section a previous
approach to metalearning in NELL will be described.
2.4 Previous work
In [dos Santos, 2014], a possible implementation of metalearning in NELL was described. In this
study the author explored the idea of using metalearning for algorithm prediction and focused his
attention on a single component, CML. The main objective of this work was to predict the perfor-
mance of CML over different categories using metalearning. In order to do this, several algorithms
were used such as Recursive Partitioning and Regression Trees, SVM, Neural Networks and Par-
tial Least Squares Regression. A preprocessing step was needed to reduce the dimensionality of
the received data. This was done using Principal Component Analysis. While not entirely suc-
cessful, this work represents a good first step into the realms of metalearning in an unusual context





As mentioned before, NELL still lacks the ability of self-reflection. That is to say that, at any given
time, NELL is unable to detect those categories at which it is learning less or worse. Indeed, in
some categories such as zipcode, it is possible that NELL simply won’t be able to learn anything
new from some point on because there is nothing more to learn about the subject. The ability
to detect these outliers would allow NELL to focus on the categories that it finds most desirable.
While not the main focus of this report, we suggest three ways on how this could be implemented
on the system:
Firstly, when a category seems to be under-performing (on one or more components) we could
downgrade the score of the instances proposed by the components (marked as "p" in Figure 3.1)
for this particular category so that they are less likely to be promoted by the system (specifically
by the Knowledge Integrator).
Secondly, the system could also detect whether the performance of categories has been declin-
ing over time and launch an alert. This alert could then be interpreted by NELL and, if needed,
introduced to human interaction over the conversing learning system described in section 2.2.
Finally, NELL could simply ignore the under-performing categories for a time period and only
extract new information on the remaining categories reducing the computational time for each
iteration.
One might also propose that, because we can estimate the overall performance of each com-
ponent, we could value the proposed facts by one component more highly than those proposed by
another. Due to the non-competitive nature of the components this is probably not a good idea. As
already mentioned the components not only extract information from different sources, but also
do so in a very different manner and should be seen as complementary rather than competitive.
In this section we will describe a metalearning approach to solve this self-reflection gap on
NELL’s learning system. We will start by describing the model behind our solution and how it
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was created.
3.1 The Model
As pictured in Figure 3.1, we start out by creating a metamodel. This is done by computing
metafeatures from the set of proposed instances from previous iterations. Since we know how
many of these instances have been promoted to beliefs by the Knowledge Integrator, we can pair
these metafeatures with their acceptance ratio and create a metamodel that relates the two. For
each component, the source of information can be completely different (as discussed in Figure
2.2) and is thus simply represented as "Data Source".
Figure 3.1: Creation of the Metamodel. Proposed facts are introduced by each component and
metafeatures extracted. These are then paired up with the acceptance ratio(y) from the Knowledge
Integrator and a meta database is created. This database can be then used to create a metamodel.
From then on, as seen in Figure 3.2, at any moment, we can compute the metafeatures of the
current proposed facts and predict how many of these will be accepted before they are passed on
to the Knowledge Integrator.
3.2 Data Preparation
The candidate facts represented in the model were not directly available to us and had to be heavily
parsed from the documents available on NELL’s project page at http://rtw.ml.cmu.edu/
rtw/resources. At the moment of parsing the document contained the first 890 iterations ran
by NELL. These documents provided all instances proposed by every algorithm over all iterations
(initial header represented in Figure 3.3). The first step was to separate instances proposed by
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Figure 3.2: Newly available data is fed into the previously created metamodel so as to predict how
many instances will be accepted in the future(yˆ).
different components and then filter them by category. Later, these instances were further divided
by iteration.
Figure 3.3: Header of the initial file containing every proposed instance.
Unfortunately, this file did not provide information over whether the instances had been pro-
moted or not. A separate file with a similar structure provided this information and cross-checking
had to be performed.
Since some of the information provided by the file was either repeated or unhelpful, the se-
lected fields were reduced and summarized into the following structure:
Figure 3.4: Header of a typical file describing instances proposed by a component for a category
in a single iteration.
A typical example of this kind of structure could be (ignoring parenthesis):
University of Porto (Primary Instance), University (Primary Category), 12 (Proposed
In), 15 (Accepted In), CPL (Proposed By), 0.95 (Probability), relation (Type), univer-
sityincity (Relation Name), Porto (Secondary Instance), City (Secondary Category)
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Since these files are already divided by component (ex: CPL, SEAL, etc.) one might question
the existence of the field "Proposed By". However, one instance can be proposed by more than
one component and at different iterations. In order to solve this problem, in those cases, fields like
"Proposed In", "Accepted In" and "Proposed By" were allowed to have multiple values separated
by commas.
While not obvious in the initial file, the now parsed information clearly separates the two types
of instances present on NELL’s KB: category instances and relation instances.
This last notation not only contains more information but is also more easily parsable and
intuitive. In the event of an instance of type category, the last 3 fields will appear as empty. It is
also important to note that the field probability represents not the actual probability of promoting
the instance, but the score given by the component to that same instance. This score is calculated
independently by each component. In CPL, for example, the score is proportional to the number
of times an instance is found by the algorithm on the web corpus.
Figure 3.5: An example of a possible set of proposed instances related to category University.
The blue circles represent category type instances while the red arrows constitute relation type
instances.
Since we are dividing instances into different categories, some redundancy had to be intro-
duced. In the case of instances representing relations (between categories) these had to be placed
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in both categories involved, doubling the number of relation instances. In the example shown in
Figure 3.5 both "university in city" and "city universities" would count as relation instances in
University and City.
3.3 Metafeatures
From the fields described above, one can distill several metafeatures. These can be loosely divided
into 3 categories: General, Involving Relations and Activity. In the final dataset each line will
correspond to a set of metafeatures summarizing one iteration worth of instances of one category
as described in Figure 3.1.
3.3.1 General Metafeatures
The metafeatures in this category relate to common fields between category and relation type
instances.
Number of Instances
Represents the number of proposed instances on an iteration for a category. Different be-
haviours might be expected from different ranges of number of instances.
Percentage of Category Instances
Represents the percentage of category type instances over all proposed instances. The per-
centage of relation instances will be thus redundant.
Average Probability & deviation
Represents the average score given to instances by the component. Since the Knowledge In-
tegrator takes this into account when promoting instances into beliefs this variable might be
extremely important. It should be noted that a high score on this variable does not guarantee
that instances are promoted, since they can still fail typechecking and mutual exclusivity
constrains created by the system.
Category and Relation probability & deviations
Represents the average score for instances of different types and their corresponding stan-
dard deviations.
3.3.2 Relation oriented Metafeatures
The metafeatures in this category rely on the graph like structure of NELL’s relation type instances.
Number of Mutual Exclusive Relations
Represents the number of mutual exclusive relations between this category and others. This
is the only static variable in the metafeature set. Since the number of possible related cate-
gories is inversely proportional to this value, this might affect the overall relevance of other
relation oriented metafeatures
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Number of relations with other categories
Represents the number of relations with other categories. If there exists at least one relation
type instance between categories then those categories are related. If however there is more
than one relation type instance relating two categories this will not increase the number of
relations between these categories.
Input & Output relations with other categories
Since relations are directional (the relation "athleteplayssport" relates "athlete" with "sport"
but not the other way around) we can divide the number of relations into those which re-
late other categories with this (input) and those with which this category relates to others
(output).
Total number of unique relations
Represents the total number of individual relations proposed on this iteration. If one or more
instances share the same relation then we only account for one relation. Having this variable
as well as the number of relations with other categories means that one can determine the
average number of instances that relate the analyzed category with others.
Average Number of unique Input/Output relations & deviations
Separately evaluates the average number of unique relations for input and output in the same
way as described above and also scores their deviations for each particular scenario.
3.3.3 Activity related Metafeatures
The metafeatures in this category focus on the behaviour of past iterations and the activity of other
components so far.
Average number of repeated instances
Represents the average number of instances proposed in this iteration that have already been
proposed in the past by this or other components.
Average number of already accepted instances
Represents the average number of instances in this iteration that have already been accepted
before. Sometimes an instance is proposed even though it has already been accepted, by this
or another component, in the past.
Average number of instances proposed and accepted in the last 14 iterations
Represents the instances that have been proposed and accepted in the last 14 iterations. If a
component is actively proposing instances that are immediately accepted, then there might
be a higher chance that those proposed in this iteration might also be accepted. There is also
the chance that its instances are never accepted.
Percentage of iterations with no proposed instances in the last 14 iterations
Represents those iterations where no instances have been proposed. This might point out
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that the system has been unable to find new facts (maybe because there are none left to be
found) and thus that instances have a lower chance of being accepted.
Average number of instances proposed on past iterations
Represents the average number of instances the component proposes on each iteration for
the considered category. A sudden increase or decrease of the number of instances proposed
might mean that the algorithm is being less or more specific, which can directly affect the
chance of its instances being promoted.
Average number of instances proposed on the last 14 iterations
While similar to the last metafeature, this opens the possibility to detect local anomalous
behavior and correct the assumptions made before.
Average number of category/relation instances proposed on past iterations
Represents exactly the same information has the last two metafeatures but for each type of
instance considered (making it a total of 4 metafeatures).
Decrease/Increase of the number of instances proposed on the last 14 iterations
Represents the slope of the linear regression of the last two iterations that have proposed
instances. If, in the last 14 iterations, no instances have been proposed in more than one
iteration, then this takes the value of zero.
Decrease/Increase of the number of category/relation instances proposed on the last 14 iterations
Represents exactly the same information as the last metafeature but for each type of in-
stance considered (making it a total of 2 metafeatures).
Ratio of proposed instances on this iteration over all categories
Represents the ratio of proposed instances by one category over the number of proposed
instances for all categories in one iteration.
Ratio of proposed category/relation instances on this iteration over all categories
Represents exactly the same information as the last metafeature but for each type of instance
considered (making it a total of 2 metafeatures).
The metafeatures described above could be further explored. In the case of relation oriented
metafeatures a multitude of graph related features could still be computed. However, since relation
instances account for only a share of the total instances proposed by each algorithm, these features
might not bring anything new to the table. Indeed, some components like CML only propose
instances of type category. In fact, in this case, those metafeatures must simply be ignored.
In the next chapter, we will explore in greater detail the data and the exploratory analysis
performed. We will then discuss the two experiments performed over different sets of metafeatures
described in this chapter. Lastly, we will evaluate the results of such experiments and discuss their
importance and implications on NELL.
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In this chapter, we will discuss the details of implementation of the designed solution. We will
start by describing the exploratory analysis made over the available data and the consequences
of such analysis. We will then describe the experimental methodology and the two experiments
performed over different metafeatures. Finally, we will discuss the results obtained on this two
experiments and what future work could be done.
4.1 Exploratory Data Analysis
To have a feel of the amount of information provided by the individual components, the first step
was to plot the number of proposed instances by each of them. In Figure 4.1 we can see that CPL
produces much more instances than every other component. This is due, in part, to a restructuring
of its algorithm that we will discuss later. Other components like Ontology Extension, PRA and
OE have proposed less instances simply because they were added to the system later than the other
components. It is also worth noting that components like CMC and OE, that take a more support
like role in the system, would necessarily have proposed less instances than SEAL or CPL since
they only confirm/support the instances proposed by them.
While analysing the number of accepted instances (Figure 4.2) it is worth to point out that,
while CPL produces much more instances than SEAL, the instances it proposes have a much
lower chance of being accepted. As expected, CMC could not produce more accepted instanced
than any other component.
In Figure 4.3, the behaviour discussed before is easier to discern. The observed behaviour
of CMC was expected since it defaults to the role of confirming instances proposed by other
components.
The behaviours we just described, however, vary with time. Figure 4.4 illustrates the number
of proposed instances of each algorithm over the 890 iterations.
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Figure 4.1: Number of proposed instances by every component over the first 890 iterations of
NELL’s run.
Figure 4.2: Number of accepted instances by every component over the first 890 iterations of
NELL’s run.
It is clear that some odd behaviours occur, which can, in most part, be explained from system
changes that occurred at the time. At iteration 490, for example, the system suffered a redesign
to deal with polysemy and the number of proposed instances at the time raised in more than one
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Figure 4.3: Acceptance rate of instances proposed by every component over the first 890 iterations
of NELL’s run.
Figure 4.4: Average number of instances proposed by category in each iteration over 890 itera-
tions.
component. At the same time CPL began to be able to resubmit previous instances, which led
to an increase of proposed instances. On the other hand, at around iterations 660, many instances
were deleted thus removing many constraints that held back CPL from proposing instances. At the
same time, new predicates and seeds were added to the system at around iteration 700 and 729. At
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iteration 724 and 799 some alterations related to case-sensitivity and internal scoring were made
in CPL, improving its overall performance. These changes forced CPL to re-learn and re-propose
instances already learned. In SEAL’s case, some of the observed spikes have a more practical
nature. At iteration 200 some new predicates and seeds were added due to a competition where
NELL was participating. At the same time, the whole system started to allow different concepts
for one same instance (prior to this point, NELL would not allow "apple" to be both a company
and a fruit even thought it had the ability to differentiate between the two). From there on, there
was a big drop in proposed instances which corresponds to a period of inactivity related to a
problem with the Google query system (which ended up being switched to Bing). The high values
observed in the CMC plot are related to the spikes of activity of CPL and also to the introduction
of a newer version of CMC at around 837. Lastly, the outliers in Ontology Modifier correspond to
the addition of predicates and seeds for various competitions such as the TAC KBP competition at
iteration 425 and 830-84.
By analysing how many instances were accepted in each iteration (Figure 4.5) it is easy to see
that the burst of proposed instances by CPL and others, around iteration 650, leads to a higher
number of instances being promoted not only at CPL but also in other components.
Figure 4.5: Average number of instances accepted by category at each iteration over 890 iterations
This effect is particularly clear when plotting how many iteration it takes for an instance to be
promoted over time (Figure 4.6).
In Figure 4.6 we plotted the third percentile of the number of iterations that it takes for an
instance to be promoted. The third percentile was again scored to average the whole space of
categories. The red line represents the worst case scenario (that in which every instance took
the maximum number of iterations, in our time period, to be promoted - if an instance has been
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Figure 4.6: Third percentile of the third percentile of iterations waited by an instance to be pro-
moted by category over each iteration for the totality of NELL’s run.
promoted, then the number of iteration this instance had would have to wait would necessarily
have to be less than 890 minus whatever iteration we are in).
While it is not extremely clear why we observe such high waiting periods, when reducing our
timeframe to the first 500 iterations we face a completely different scenario (4.7).
In this new timeframe it is clear that instances took a lot less time to be promoted and a
maximum waiting time can be deduced. In order to fit most components, we proposed that in the
first 250 iterations, instances take at most 250 iterations to be promoted (if they don’t then they
will probably never be promoted). From here on when referring to an instance being promoted we
are referring to it being promoted in the next 250 iterations.
4.2 Experimental Methodology
As mentioned before, we reduced our data to the first 500 iterations of NELL’s run. From the
exploratory analysis, we found that in the first 250 iterations most instances promoted are so in an
interval of around 250 iterations. In our analysis, we will thus focus our attention in the first 250
iterations so that we can be sure that instances have enough time to be promoted. In order to test
the performance of our models on unknown data we will further divide this 250 iterations into a
training set and a testing set as described in Figure 4.8.
As described in the last chapter, we performed two separate experiments with different sets
of metafeatures. Our first experiment focused on common variables between components such as
number of instances proposed or ratios of category and relation type instances. The metafeatures
used in this experiment are listed bellow.
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Figure 4.7: Third percentile of the third percentile of iterations waited by an instance to be pro-
moted by category over each iteration for the first 500 iterations. Since both PRA and OE have
been added after iteration 500, they are not represented in this figure.
Figure 4.8: Time frame of our experiments. Considering only the first 500 iterations of NELL we
consider only the first 250 iterations and divide them into training(70%) and testing(30%).
• Number of Instances
• Percentage of Category Instances
• Average Probability & deviation
• Category and Relation probability & deviations
• Number of Mutual Exclusive Relations
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• Number of relations with other categories
• Input & Output relations with other categories
• Total number of unique relations
• Average number of unique Input/Output relations & deviations
• Average number of repeated instances
• Average number of already accepted instances
Our second experiment considered all the above metafeatures plus those related with the ac-
tivity of the component beforehand. Those additional metafeatures are listed bellow.
• Average number of instances proposed and accepted in the last 14 iterations
• Percentage of iterations with no proposed instances in the last 14 iterations
• Percentage of iterations with no accepted instances in the last 14 iterations
• Average number of instances proposed on iterations (so far)
• Average number of instances proposed on the last 14 iterations
• Average number of category/relation instances proposed on iterations
• Decrease/Increase of the number of instances proposed on the last 14 iterations
• Decrease/Increase of the number of category/relation instances proposed on the last 14 iter-
ations
• Ratio of proposed instances on this iteration
• Ratio of proposed category/relation instances on this iteration
The last step was to run several well known machine learning algorithms over the described
dataset and evaluate their performance. Since we are facing a regression problem the chosen
measure was RMSE. As described in 2.1, this error, by itself, does not allow us to evaluate the
effectiveness of our models. The mean and median of the training set were thus used as base
algorithms and compared to our models using the formula:
RRMSE = RMSEmodelRMSEbase
We further explored the performance of our models over each category using as base model
the mean and median of that same category on its training data. Those categories that did not
propose instances in the training set, but did so in the test set, were discarded (<0.1%). Until now,
we were giving the same importance to categories with different amounts of instances proposed.
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However, since we are predicting the acceptance rate of each iteration, it is important to factor in
the number of instances proposed at each iteration (after all, predicting that 70% of instances will
be promoted for a small number of instances is very different than doing so for a large number
of instances). In order to take this into account, a weighted averaged was added to the evaluation
procedure.
The machine learning algorithms used in this work were chosen not only for their remarkably
good predictive capability in other areas, but also for their availability, ease of use and overall
popularity. They are:
Multiple Linear Regression
Multiple Linear Regression is an extension of linear regression where more than two at-
tributes are used and the data is made to fit a multidimensional surface. This method has the
advantage of being fast and easily interpretable.
SVM
SVM, or Support Vector Machine, is a more elaborate method that uses nonlinear mapping
to transform the data into higher dimensions. It then searches for a linear hyperplane that
separates classes in this new dimension. This hyperplane uses support vectors (tuples) and
has a variable margin that allows him to deal with overfitting to a certain extent. Although
slower than the last method, SVM is able to model complex non-linear problems.
KNN (with and without feature selection)
KNN, or K Nearest-neighbors, is a machine learning algorithm that creates a n-dimensional
space (where n is the number of attributes of our dataset) and uses it to find the nearest
neighbors of unknown tuples. Using these known nearest neighbors the algorithm then ex-
trapolates the target value for the new tuple. Since the distance function used in determining
the nearest neighbors uses every feature available, those features that are irrelevant will fac-
tor in as much as those who are not. In order to avoid this issue, RRelieF was applied prior
to its use.
Neural Networks
Neural networks define a type of machine learning algorithms that mimic the neurotic grids
present on our brains. The most common form of this algorithms is Backpropagation. In
a nutshell a neural network is comprised of a set of units (neurons) which are connected to
each other with associated weights. During the training phase these weights are adjusted
so as to predict the correct class or value for the input values. While very promising, this
algorithm as the setback of producing models (the network) which are very hard if not
impossible to understand.
CART
CART is part of a set of algorithms that make use of the decision tree models used in
classification. In these cases, however, the leaf nodes consist of continuous values rather




Random Forest is a boosting method for the just mentioned algorithm. In this case, several
regression trees are created for randomly selected sets of attributes from the original attribute
space. While usually more effective than CART, this algorithm is obviously considerably
more computationally heavy.
PPR
Projection Pursuit Regression [Friedman and Stuetzle, 1981], combines techniques from
the above mentioned algorithms. Basically PPR tries to model a regression surface as a
progressive sum of general functions of linear combinations of the available attributes (much
like other boosting methods). Due to its computational weight, this algorithm has been
unrightfully ignored until recently.
M5
Much like CART, M5 makes use of tree-based models, but is able to stipulate multivariate
linear models both at its leaves and their parent nodes.
Parameter tuning was performed using carets tuneLength parameter of 4 and 8 as well as its
default value. As seen in Figure 4.9, parameter tuning did not yield significantly higher results.
However the training time of these 3 situations is considerably different (2.7, 3.5 and 6.1 hours
respectively). To save time, without jeopardizing the potential benefits of parameter tuning, every
experiment was run with a tuneLength value of 4.
Figure 4.9: RMSE of Random Forest for CPL with different parameter values. Runtime for each
situation was 2.7, 3.5 and 6.1 hours respectively.
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The algorithms were run on R (v3.1.3), using the caret library and other smaller auxiliary
libraries such as hydroGOF, SDMTools and CORElearn. The results for both experiments are
presented and discussed in the next section.
4.3 Results and Discussion
As described above, in the first experiment, we tested several machine learning algorithms over a
subset of the described metafeatures. The results of such tests can be found in greater detail on A.1,
A.5, A.9, A.13. From these results we selected the algorithm that, for each component, performed
better. The metric used for the selection was the average difference of the RMSE for our model
versus that of the RMSE for the base model (both Mean and Median) over each category and
considering the number of instances involved (vs Mean (per category) - Weighted and vs Median
(per category) - Weighted respectively). In annex, it is possible to find how these models scored
over the entire dataset without considering each category individually. In these cases, the base
model is the mean or median of the acceptance rate of every category and iteration. Since this
value somewhat misrepresents the actual performance of our models, we decided to focus on the

















































































Table 4.1: Results of each component for the 1o experiment. RMSE of each model is compared
against RMSE of base methods (Mean and Median) for each category.
From Table 4.1 it is clear that there are some categories which are affecting our results. For
CPL, for example, the average performance, considering the number of instances, is 16.575102
while most of its categories have a median performance of just 0.795580 (Median of the perfor-
mance).
When plotting the performance of each component versus its acceptance rate (Figure 4.10) it




Figure 4.10: Average acceptance rate of the testing set compared to the performance of the model
for the first experiment.
In light of this unexpected behaviour, it became important to find out what was causing such
poor performance values. In Figure 4.11 we plotted the acceptance rate of the training set against
that of the testing set. As can be seen, there is a large number of categories, in CPL and SEAL, that
have an acceptance rate close to zero in both the training and testing set. Furthermore, it seems
that having an acceptance rate of zero (or very close to zero) in the training set implies that you
will find an acceptance rate of zero in the testing set. It seems that, for some reason, NELL is
unable to find instances that are accepted for these categories no matter what.
One could attribute this lack of acceptance to a lower number of instances proposed. Indeed,
if the algorithm proposes 500 instances in one iteration, we would expect at least one of these
instances to be accepted. If, however, only one instance is proposed then it is reasonable that we
will find an acceptance rate of zero in that iteration. In Figure 4.12 we plot the average number of
instances proposed by each category versus its acceptance rate. If the just described behaviour was
to be true, we would expect to see a lower acceptance rate when categories propose less instances.
In fact, the opposite behaviour is observed.
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Figure 4.11: Average acceptance rate of the training set compared to average acceptance rate of
the testing set.
It seems that, no matter what, some categories experience a very low acceptance rate. It might
be that the initial seeds used for those categories are not good enough to coldstart NELLs learning
procedure. On the other hand, it is also likely that the instances proposed for one category, by
different components, have very different acceptance rates. Indeed, while CPL is very good at
extracting instances for one category, SEAL might be unable to do so and vice-versa. In the future,
it might be interesting to see how many of these categories overlap amongst different components.
Some other odd behaviours are also worth exploring. Not unexpectedly, CMC not only pro-
motes a very high number of instances, but also does so in a predictable manner. In fact the higher
the acceptance rate in the training set, the higher it will be in the testing set. Since our base model
operates by that same principle it is no suprise that it performs very well in this situation. Our
model, that takes no assumption over what category is being analysed or how it fared on it so far,
is thus easily outperformed. Lastly, in Figure 4.11, Ontology Extension displays an abnormal be-
haviour. Probably by chance, instances proposed on the testing set have almost no chance of being
promoted even though, in the past, iterations have had high/normal acceptance rates. A model
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Figure 4.12: Average acceptance rate compared to number of instances proposed in the testing set.
prone to lower values of acceptance rate would easily outperform our base model and it is very
likely that this is what is happening.
Armed with the knowledge that some categories are bound to have an acceptance rate of zero,
we divised a model that would treat categories with very low acceptance rates differently than
those with higher/normal acceptance rates. In a nutshell, the pseudo-code for such model would
be:
Algorithm 1 Threshold Method
1: procedure PREDICTTESTACCEPTANCERATE




From Figure 4.11 one can extrapolate the value of threshold (in our case we used an acceptance
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rate of 0.054) but it should be noted that this is not entirely acceptable. Since we are solely using
the testing set for measuring performance, we should not use it to define a model beforehand. One
possible way of finding the value of this threshold would be to divide the training set in much the
same way as we divided the original set (70/30) and correlate those categories that show a very
low acceptance rate in both sets. However, some precautions should be taken in order to properly
identify those categories in which instances are never promoted. Firstly, if instances are proposed
on a small number of iterations in the training set, it is unwise to think that, even if these instances
are never promoted, this behaviour is representative of an inability to produce acceptable instances.
In the very same way, even if there are a lot of iterations where instances are proposed, if, in these
iterations, the median number of instances is very small, then it is likely that we observe a mean
lower acceptance rate.
It is also worth noting that, by separately evaluating categories that are unable to propose
promotable instances than those who are, we are implicity stating that these categories will never
amount to anything in the future. It is very likely, however, that that does not stay true for very
long since NELL is constantly learning and being improved.
The results for our alternative model are detailed on Table 4.2 and can be found in greater

















































































Table 4.2: Results of each component for the first experiment considering the threshold method.
RMSE of each model is compared against RMSE of base methods (Mean and Median) for each
category.
As expected, this new method yields much better results. For both CPL and SEAL, there are
still, however, some categories on which our model is under-performing. As can be seen in Figure
4.13, specially for CPL, these categories are still associated with lower acceptance rates.
From this first experiment, it is clear that, were we able to detect those categories for which
no instance is ever promoted, our model would be able to perform much better. Coupled with the
fact that CMC (the component with worst performance) is only capable to deal with category type
4To save time the value of threshold was manually extrapolated from the plots.
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instances, we decided to focus our attention on metafeatures that described the past activity of the
components rather than explore graph related features as we had done so far.
The results of the second experiment can are detailed on Table 4.3. Since we are already aware
of the presence of outliers, the results presented in 4.3 are those of our threshold method. As in
the first experiment the results of each algorithm over every component can be found in A.3, A.4,
A.7, A.8, A.11, A.12, A.15, A.16.
Figure 4.13: Acceptance Rate versus Performance (Top) and Acceptance Rate of Training set
versus Acceptance Rate of Testing set (Bottom), for CPL and SEAL, after removing categories
with an acceptance rate, in the training set, bellow 0.05.
As can be seen in Table 4.3, the performance of our models for each component did not im-
prove significantly. In fact, many, if not most, models created in the second experiment yield worse
results than those in the first. This is a good indicator that the activity of a component in the past
does not significantly affect its present behaviour. One clear objective of these new metafeatures
(such as the average number of instances proposed and accepted in the last 14 iterations) was to
try and predict which categories did not produce promotable instances. It is likely that an interval
of 14 iterations is not enough time to correctly predict if instances are being accepted or not. One
could propose that this interval be expanded so as to correctly represent the activity of the system.
However, the introduction of these metafeatures introduces a lag in the system (at this point we can
only start counting from iteration 14 while before we could use every iteration from 0 to 250). It is
also worth noting that the algorithms that suffered less from the addition of new metafeatures are
those that are better suited to handle feature selection (such as regression tree and random forest).
Since the addition of activity related metafeatures brought little improvement to our system, it
is likely that graph related features are the safest bet so far. As can be seen in 4.3 our models were
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unable to produce better results than the base models for CMC even after adding new metafeatures.
Since CMC shares not only a different role than the other 3 algorithms, but is also only able to
deal with category type instances, it is probable that we won’t be able to improve these results
with our current strategy. Ontology Modifier on the other hand, seems to perform very well, but,
as we seen before, it is likely being misrepresented because of our base model. On the other hand,
both CPL and SEAL show promising results even though they are seemingly being held back by



















































































Table 4.3: Results of each component for the second experiment considering the threshold method.
The RMSE of each model is compared against RMSE of base methods (Mean and Median) for
each category. The values in bold represent those which outperformed the first experiment.
At the moment, the safest route would be to first improve our threshold method to guarantee
that we are currently identifying the just mentioned categories. As can be seen in Table 4.3, the
threshold method brings little improvement to CMC and Ontology Modifier (probably because
these components explicitly focus on a sub set of categories).
A second improvement to our system could be to tweak the predictions made by the models
to correctly represent the number of instances accepted. A prediction of an acceptance rate of
42% for an iteration where only 3 instances have been proposed is not accurately representing our
model. Rounding up the value of our prediction to whatever value makes sense (in this case the
acceptance rate could only take the value of 0%, 33%, 66% or 100%) could improve our prediction
model.
It is also important to note that the training of our model is done considering all categories
without any previous knowledge. Since we have shown that some categories behave very differ-
ently to what is to be expected, the training of a new model could be done with a new training set
that does not include these categories. However, since at the moment we are unable to precisely
identify the misbehaving categories, this new training set could be lacking examples where accep-
tance rates are very low and thus not be able to generalize for such cases. Lastly, it is important to
debate what new metafeatures should be added in the future. As discussed, graph-related features
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seem to be our best bet. As mentioned in chapter 2.2, Prophet searches for open and close triangles
to assess the accuracy of promoted instances. In very much the same way, we could take every
proposed instance of every category for an iteration and create a graph on which we could search
for cyclic paths. It is likely that categories involved in these cycles have instances with a higher





Conclusions and Future Work
In this work we focused on filling a gap in NELL’s monitoring ability. As it stands NELL is
unable to evaluate the performance of its components in real time. On the other hand, the amount
and diversity of the information involved calls for a new method of measuring such performance.
Our goal for this project was to lean on the capabilities of metalearning to quickly analyze and
predict the performance of such components. In doing so, we created prediction models for each
components based on metafeatures of the data proposed by them. With these models, one can
predict the quality, that is, the future acceptance rate of the information proposed by a component
without waiting for confirmation from other components or even itself. The evaluation of these
models was made by comparing the error of the prediction against the error of simpler models
such as the average and median accuracy of the component.
However, as discussed in chapter 4, the models show very different results (the most promising
being CPL and SEAL). For these components, our metalearning system was able to predict the
future acceptance of the facts proposed better than both the median and average overall. For other
components like CMC, this was not observed. For Ontology Extension, however, we observe a
very high predictive capability, but, as we have shown, this is simply due to an erratic behavior of
NELLs rather than a triumph of our model.
These preliminary results show that our metalearning approach is, at least for some compo-
nents, a viable option to enhance NELL’s learning capabilities. In the future, when more data
is available, our solution could be applied to newer iterations, and encompass other components
such as PRA and OpenEval. Furthermore, new metafeatures could be added to our model such
has features regarding open triangles as used by prophet. Lastly new machine learning algorithms
could be added and parameter variation could be further explored.
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