Functions of several octonion variables are investigated and integral representation theorems for them are proved. With the help of them solutions of the∂-equations are studied. More generally functions of several Cayley-Dickson variables are considered.
Introduction
In previous papers functions of one quaternion and Cayley-Dickson variables were investigated [19, 20] . In them superdifferentiability of functions was studied and the theory of holomorphic functions was investigated. It was done with the help of line integration introduced and studied there. This line integration restricted on complex functions gives ordinary Cauchy integral, but ordinary Cauchy integral can not be in the usual manner extended on continuous functions of Cayley-Dickson numbers.
This line integral is additive by rectifiable paths and continuous functions in open domains in Cayley-Dickson algebras A p , it is also R-homogeneous and left and right linear over quaternions, but generally nonlinear relative to quaternions or octonions or Cayley-Dickson algebras of higher order. Over Cayley-Dickson algebras of higher order than quaternions left or right linearity of operators certainly undermines relations between ordered (associated) products of generators of Cayley-Dickson numbers, for example, (ij)l = −i(jl) for generators of the octonion algebra O, where {1, i, j, k} are standard generators of the quaternion algebra H, l is the generator of doubling procedure of the construction of O from H [1, 12] . The line integral over Cayley-Dickson algebras for z-superdifferentiable (that is, A p -holomorphic) functions in corresponding domains U depends only on specific homotopy classes of rectifiable paths with given initial and final points and also satisfies at least locally (∂[ γz f (ξ)dξ]/∂z).1 = f (z), for example, in a ball B in U, where γ z : [0, 1] → U, γ(0) and γ z (1) = z ∈ B.
The Cayley-Dickson algebra is Z 2 -graded, that is, superalgebra. In the theory of superalgebras it was traditionally used the notion of superdifferentiabilty (left or right superlinear) [8] . It causes strong restrictions on the types of admissible functions. For example, over Grassman algebras it produces functions only linear in odd arguments [2, 4] . In general it leads to conditions analogous to Cauchy-Riemann.
Cayley-Dickson algebras such as quaternion and octonion algebras have found applications in quantum mechanics and noncommutative geometry [3, 5, 13, 21, 24] . The latter is especially valuable in conjunction with operator algebras, which permits to consider quantization. On the other hand, Cayley-Dickson algebras are not central over the field of complex numbers C. Moreover, the octonion algebra and Cayley-Dickson algebras of higner order can not be written as matrices with entries in the field of real or complex numbers, though their centre is R.
It is necessary to note, that apart from the real or complex case derivatives of superdifferentiable functions of Cayley-Dickson numbers are operators even in the case of one variable. Therefore, a superderivative of the line integral by a final point of the path is an operator. To work with rings of superdifferentiable functions it was introduced the condition of A padditivity instead of right or left superlinearity of a superdifferential [19, 20] . It is natural, since if to start from the family F of all right superlinearly superdifferentiable functions f : U → A p , p ≥ 2, then the using of Leibnitz rule for finite ordered (associated) products {f 1 , ..., f m } q(m) of f 1 , ..., f m ∈ F gives only R-homogeneous A p -additive superdifferential, where U is open in A n p , a vector q(m) indicates on the order of multiplication. This superdifferential operator can be extended on the corresponding family of converging series arising from such final products and hence on locally analytic functions of z 1 , ..., z n ∈ A p . Since there are many embeddings of C into A p , p ≥ 2, then to encompass the case of complex holomorphic functions in such theory it was introduced the condition analogous to holomorphicity: ∂f /∂z = 0, where zz = |z| 2 ,z denotes the adjoint of a Cayley-Dickson number z.
To make it accurately it was used the notions of words and phrases and germs of functions and the Stone-Weierstrass theorem. On the other hand, such formalized definition of superdifferentiability does not impose from the beginning the condition of local analyticity. It was proved in [19, 20] under definite conditions equivalence of Cayley-Dickson holomorphicity, independence of the line integral over A p of holomorphic function from the rectifiable paths with common beginning and final points, local analyticity of functions. If f : U → A p is superdifferentiable, where U is open in A n p , then there exists an A p -superdifferentiable g : U → A p such that (∂g(z)/∂z).1 = f (z) andf(z) := (∂g(z)/∂z). Then the path integral is defined with the help of the operatorf. The line integral along each rectifiable path γ has the continuous extension from C 1 (U, A p ) onto C 0 (U, A p ). Thus there can be given the following.
1. Definitions. Definef as a generalized function for each f ∈ C 0 (U, A p ) in the sense of distributions: (φ,f) γ := γ φ(z)f (z)dz, where φ is infinite A p -superdifferentiable, γ is a rectifiable path in a subset U open in A n p . Denotef (0) (z) :=f(z). Define the k-th
for each γ and each infinite A p -superdifferentiable φ on U and equal to zero in neighborhoods of γ(0) and γ(1), where
.., k h),f α ) γ converges for each infinite A p -superdifferentiable function φ on U and each rectifiable path γ in U and each 1 h, ..., k h, where 0 ≤ k ∈ Z, φ has the corresponding support, Y is a directed set. The same type of generalized derivatives of a continuous function f and their convergence in the sense of distributions we adopt for f instead off using the identity f (k) (z) =f (k) (z).1. This article is devoted to functions of several Cayley-Dickson variables and investigations of integral representation formulas for them. Moreover, such formulas are also obtained for differential forms over A p , p ≥ 2, where A 2 = H, A 3 = O. There are well-known integral formulas of the Martinelli-Bochner, Leray, Koppelman type widely used in complex analysis.
Here new generalized formulas are proved for functions of Cayley-Dickson variables instead of complex. Moreover, analogs of Stein manifolds over Cayley-Dickson graded algebras are defined and investigated.
The results of this paper it is possible to apply for further investigations of transformation (super)groups and corresponding to them (super)algebras of manifolds over Cayley-Dickson algebras as well as loop spaces, measures and stochastic processes on them, continuing previous studies of groups of loops and groups of diffeomorphisms of Riemannian and complex manifolds [15, 16, 17, 18] , for they are widely used in mathematical physics and gauge theories.
2 Differentiable functions of several Cayley-Dickson variables [20] , where I r := {z ∈ A r : z +z = 0}. Then
for ζ varying along a path γ, where for short f (z) = f (z,z), since there is the bijection of z withz on A r . There exists Rhomogeneous A r -additive operator-valued function q(ζ, z) such that ∂ ζ Ln(ζ −z) = q(ζ, z).dζ (see also § §2.1, 2.2, 2.6 and 2.7 [20] ). As in [19, 20] f (z,z) := ∂g(z,z)/∂z, where g(z,z) is an A r -valued function such that (∂g(z,z)/∂z).1 = f (z,z). Since ζ 1 varies along the path γ 1 , then dζ 1 ∧ dζ 1 | ζ 1 ∈γ 1 = 0. Consider z ∈ U and ǫ > 0 such that the torus T(z, ǫ, A r ) is contained in U, where ∂T(z, ǫ, A r ) = ψ m × ... × ψ 2 × ψ 1 , ψ j are of the same form as γ j but with z instead of a j and with ρ j = ǫ. Applying Stokes formula for regions in R 2 r and componentwise to A r -valued differential forms we get
dw, where
From this formula (1) follows.
2.1.1. Remark. Formula (2.1) is the Cayley-Dickson algebras' analog of the (complex) Cauchy-Green formula. Since in the sence of distributions ∂f /∂z = ∂(∂g/∂z)/∂z (see Definition 1), then from ∂f /∂z = 0 it follows, that ∂f .1/∂z = ∂f /∂z = 0. If ∂f /∂z = 0, then g can be chosen such that ∂g/∂z = 0 [20] . Therefore, from Formula (2.1) it follows, that f is A r -holomorphic in U if and only if ∂f /∂z = 0 in U.
2.2.1. Remark. Instead of curves γ of Theorem 2.1 above or Theorems 3.9, 3.23 [20] it is possible to consider their natural generalization γ(θ) + z 0 = z 0 + ρ(θ) exp(2πS(θ)), where ρ(θ) and S(θ) are continuous functions of finite total variations, θ ∈ [0, 1] ⊂ R, ρ(θ) ≥ 0, S(θ) ∈ I r , 2 ≤ r ≤ ∞. Therefore, γ is a rectifiable path. If S(0) = S(1) mod(S r ) and ρ(0) = ρ(1), then γ is a closed path (loop): γ(0) = γ(1), where S r := {z ∈ I r : |z| = 1}, I r := {z ∈ A r : z +z = 0}. Consider S absolutely continuous such that there exists T (τ )dτ (see also Formula (3.7) and §3.8.3 [20] ). In view of Theorem 3.8.3 [20] for each loop γ : ∆Arg(γ) ∈ ZS r . For each ǫ > 0 for the total variation there is the equality
Therefore, Theorems 3.9, 3.23, 3.28 and Formulas (3.9, 3.34.i) [20] and Theorem 2.1 above are true for such paths γ also and Formula (3.9) [20] takes the form
where 0 = n ∈ Z for a closed path γ, M ∈ S r , Formula (1) generalizes Formula (3.9), when |n| > 1. WhenÎn(0, γ) = 0, then ( ψ f (ζ)(ζ − z) −1 dζ) = 0 (see also §3.23 [20] ). 2.2.2. Note and Definition. Let Λ denotes a Hausdorff topological space with nonnegative measure µ on a σ-algebra of all Borel subsets such that for each point x ∈ Λ there exists an open neighborhood U ∋ x with 0 < µ(U) < ∞. Consider a set of generators with real algebra {i x : x ∈ Λ} such that i x i y = −i y i x for each x = y ∈ Λ \ {0} and i 2 x = −1 for each x ∈ Λ \ {0}, where 0 is a marked point in Λ. Add to this set the unit 1 =: i 0 such that ai x = i x a for each a ∈ R and x ∈ Λ. In the case of a finite set Λ the Cayley-Dickson algebra generated by such generators is isomorphic with A N −1 , where N = card(Λ) is the cardinality of the set Λ.
For the infinite subset of generators {i 0 , i x j : j ∈ N, x j ∈ Λ} the construction from §3.6.1 [20] produces the algebra isomorphic with A ∞ . Therefore, consider the case card(Λ) > ℵ 0 . Due to the Kuratowski-Zorn lemma we can suppose, that Λ is linearly ordered and this linear ordering gives intervals (a, b) := {x ∈ Λ : a < x < b} being µ-measurable, for example, Λ = R n × (R/Z) m has the natural linear ordering induced by the linear ordering from R and by the lexicographic ordering in the product, where n, m ∈ N.
Then consider a finite partition Λ into a disjoint union Λ = p j=0 A j , where x < y for each x ∈ A j and y ∈ A l for j < l ≤ p, p ∈ N, 0 ∈ A 0 . The family of such partitions we denote Z. Let T ∈ Z, x j ∈ A j be marked points. Then there exists a step function
The algebra which is the completion by the norm * Λ of the minimal algebra generated by the family of elements z f T for f T from the family F of all step functions and all their ordered final products we denote by A Λ .
2.2.3. Theorem. The set A Λ is the power-associative noncommutative nonassociative algebra over R complete relative to the norm * Λ with the centre Z(A Λ ) = R, moreover, there are embeddings A ∞ ֒→ A Λ for card(Λ) ≥ ℵ 0 . The set of generators of the algebra A Λ has the cardinality card(Λ) for card(Λ) ≥ card(N). There exists the function
Proof. For card(Λ) ≤ ℵ 0 the algebra A Λ is isomorphic with A N −1 or A ∞ . Thus it remains to consider the case card(Λ) > ℵ 0 . For each f T ∈ F it can be defined the ordered integral exponential product
with q(p + 1) corresponding to the left order of brackets. Thus there exist the embeddings of A ∞ into A Λ . Then Z(A Λ ) = R. The completion of the family F contains all functions of the type
relative to * Λ . From exp(πi x /2) = i x for each x ∈ Λ \ {0} it follows, that the family of all elements of the type −→ exp( Λ f (x)µ(dx)), f ∈ F contains all generators of the embedded subalgebra A ∞ generated by the countable subfamily {i x j : j ∈ N}. The completionF of the family F by the norm * Λ is the infinite dimensional linear subspace over R in A Λ . All possible final ordered products fromF and the completion of their R -linear span by the norm * Λ produces A Λ . Then for each element from A Λ there exists the representation in the form of the ordered integral exponential product. Since A Λ is the algebra over R and card(Λ) ℵ 0 = card(Λ), then the family of generators of the algebra A Λ has the cardinality card(Λ).
2.2.4. Note. Evidently Propositions 2.2.1, 2.3, 2.6 and Corollary 2.4, Lemma 2.5.1 [20] are accomplished in the case of A Λ with b = b Λ instead of b = b r . Definition 2.5 has the meaning also for A Λ . Theorem 2.7 is also accomplished for A Λ , since for each z ∈ A Λ there exists the embedded subalgebra isomorphic with A ∞ and containing z. A path γ is rectifiable, hence it has a countable dense subset. For each ǫ > 0 there exists a subalgebra isomorphic with A ∞ the projection ψ(t) on which of the path γ differs from γ(t) no more than on ǫ for each t ∈ [a, b], where γ : [a, b] → A Λ . For A ∞ with the help of the projections P r we have ψ = lim r→∞ P r (ψ), P r (ψ) ⊂ U r , {P r (γ) : r ∈ N}, converges to ψ uniformly on the compact segment [a, b] ⊂ R, where U r = P r (U). Take a sequence of such path ψ n with sup t∈[a,b] |ψ n (t) − γ(t)| < 1/n. Then ψn f (z)dz forms the Cauchy sequence in A Λ , which is complete. Thus there exists lim n→∞ ψn f (z)dz = γ f (z)dz. Consequently, the integral along the path has the unique continuous extension on C In Note 2.8 it can be used l 2 (R) m instead of R 2 r m and represent the differential forms η over A ∞ as the pointwise limits (or to use the uniform converegence on compact subsets) of differential forms over A r for r tending to the infinity, since z r → z while r tends to the infinity, where z ∈ A ∞ , z r := P r (z). In the case of A Λ when card(Λ) > ℵ 0 this can be used pointwise, since for each z ∈ A Λ there exists a subalgebra isomorphic with A ∞ and containing z. In the general case: In Note 2.10 [20] define A Λ,s,p an use projections π s,p,t for each s = p ∈ b. Theorems 2.11, 2.15 and Corollaries 2.13, 2.15.1 are transferrable on A Λ with card(Λ) ≥ ℵ 0 by imposing the condition of (2 r − 1)-connectedness P r (U) =: U r for each r ≥ 3 and every embedding of
Then Definitions 2.12, 2.14 and Theorem 2.16, Notes 2.17, 3.1 are also accomplished for A Λ . Corollary 3.3 in this case follows from Theorem 3.6.2 [20] .
As for A ∞ the algebra A Λ with card(Λ) > ℵ 0 has not any finite and even countable set of constants {a s , b s } in A Λ such that z * = s a s zb s for each z ∈ A Λ could be written in as such series or sum. That is the algebraic antiautomorphism of order two θ(z) := z * with θ • θ = id is not internal in A Λ and indeed z and z * are algebraically independent variables in such infinite dimensional Cayley-Dickson algebra. 
Proof. Using embeddings of A p , 2 ≤ p ∈ N, into A Λ it is sufficient to prove this statement for arbitrary 2 ≤ p ∈ N. Take 2 ≤ p ∈ N and A p one-forms dζ l expressible through dζ as
U →Â p is a function nonzero and finite almost everywhere on U relative to the Lebesgue measure. Then there exist dζ 2 p and ν such that the continuous function
is a solution of equation (1) . To demonstrate this take closed curves (paths) γ j in U as in §2.1 and §2.2.4, for example, such that ζ j ∈ γ j satisfy conditions: (ζ 2s−1 − ζ 2s ) = η 2s−1 for each s = 1, ..., 2 p−1 − 1, ζ 2 p −1 = −rη * 2 p −1 with 0 < r < 1, where η 2s−1 and η 2s belong to the
These variables are expressible as ζ l = k(l) j=1 P j,1,l ζP j,2,l (see § §3.7 and 3.28 [19] ). Therefore, there exists a subgroup of the group of all A p -holomorphic diffeomorphisms of U preserving Conditions (ii) and the construction given above has natural generalizations with the help of such diffeomorphisms.
Supoose at first, that f is continuously differentiable in U. Each ζ j is expressible in the form
In view of Theorem 2.1 applied tof .S for each S ∈ {i 0 , i 1 , ..., i 2 p −1 } we have (∂u 1 /∂z) =f in V , consequently, (∂u/∂z) =f in a neighbourhood of z 0 .
Taking a sequence f n of continuously differentiable functions uniformly converging to f on U we get the corresponding u n such that in the sence of distributions (∂u/∂z) = lim n→∞ (∂u n /∂z) = lim nf n =f. Consider the family of all embeddings θ of A p to A Λ , 2 ≤ p < ∞. There exists the generalized function (operator)f on U, hence there exists the restrictionf p,θ on U ∩ θ(A p ) for each (p, θ). As the function this restriction evidently exists. For distributions it is possible to take them on a base space of cylindrical functions on the algebra of cylindrical subsets with bases in the projection θ(A p ). Each rectifiable path γ is the limit of the uniformly converging net of paths γ p,θ , since γ([0, 1]) is compact. Therefore, such restriction exists in the sence of distributions.
Thus there exists the solution u p,θ of (1) given by (2) 
converges tof in the sense of distributions by the ultrafilter of the set {(p, θ)}, then u p,θ converges to the solution u on U, since there exists ∂u(z)/∂z =f (z). [19] (see also [20] ) analogously to Theorem 1.1.13 and Corollary 1.1.14 [7] .
Theorem. Let U be an open subset in
2.6. Definitions. Let U be an open subset in A n p and f : U → A m p be an A p -holomorphic function, then the matrix: J f (z) := (∂f j (z)/∂z k ) is called the A p -Jacobi matrix, where j = 1, ..., m, k = 1, ..., n. To this operator matrix there corresponds a real (2 p m) × (2 p n)-matrix while 2 ≤ p ∈ N or operator from X m into X n of the underlying real Hilbert space X of A p for infinite p = Λ. Denote by rank R (J f (z)) a rank of a real matrix or operator corresponding to J f (z). This rank may be infinite. Then f is called regular at 
Proof. In view of Definition 2.2 and Theorems 2.15 and 3.10 [20] Proof. From Proposition 2.7 it follows, that the condition of regularity of f on U is necessary. Prove the sufficiency. In view of Definition 2.2, Theorems 2.15 and 3.10 and Note 3.11 [20] an incerement of f can be written in the form 
The operator f ′ (η) is continuous by η on U, hence there exists a neighbourhood V of z such that f is regular on V , since f ′ (η) is R-homogeneous and A p -additive and f
2.9. Corollary. Let X be a subset in A n p , 2 ≤ p < ∞ or p = Λ, and k ∈ {1, 2, ..., n − 1}, then the following conditions are equivalent:
(i) for each ζ ∈ X there exists an A p -biholomorphic map f = (f 1 , ..., f n ) in some neighbourhood U of ζ such that f is regular on U and X ∩U = {z ∈ U : f k+1 (z) = 0, ..., f n (z) = 0};
(ii) for each ζ ∈ X there exists a neighbourhood V of ζ and a regular
To prove implication (ii) ⇒ (i) take ζ ∈ X, g and V as in (ii). There exists the R-linear operator continuusly (Frechét) differentiable on a neighborhood W of (P ⊕ g)(ζ).
Put f (z) = (P z, g(z)) for z ∈ V . By Theorem 2.8 f is A n p -biholomorphic in some neighborhood U ⊂ V of ζ. Then X ∩ U = {z ∈ U : f k+1 (z) = 0, ..., f n (z) = 0}, since (f k+1 , ..., f n ) = g and X ∩ U = {z ∈ U : g(z) = 0}. An A p -holomorphic manifold of A p -dimension n is a real 2 p n-dimensional or card(Λ)-dimensional C ∞ -manifold X together with a family {(U j , φ j ) : j ∈ Ψ} of charts such that (i) each U j is an open subset in X and j∈Ψ U j = X, where Ψ is a set; (ii) for each j ∈ Ψ a mapping φ j :
. Such system is called an A p -holomorphic atlas At(X) := {(U j , φ j ) : j ∈ Ψ}. Each chart (U j , φ j ) provides a system of A p -holomorphic coordinates induced from A n p . For short we shall write A p -manifold instead of A p -holomorphic manifold and A p -atlas instead of A p -holomorphic atlas if other will not be specified.
For two A p -manifolds X and Y with atlases At(X) := {(U j , φ j ) : j ∈ Ψ X } and At(Y ) : (ii) ∂u/∂z j =f j , j = 1, ..., n; in particular, (∂u/∂z j ).1 = f j .
Proof. Using the beginning and the end of the proof of Theorem 2.3 we reduce the proof of Theorem 2.11 to the case of finite p mentioning, that the intersection A ∩ θ(A p ) n of a closed bounded subset A in A n Λ for finite p is compact. We put
. By changing of variables we get
In view of Theorem 2.1 and the condition ∂f 1 /∂z k = ∂f k /∂z 1 the following equality is satisfied
hence ∂u/∂z k =f k for k = 2, ..., n, that is, u satisfies equations (ii). From this it follows, that u is A p -holomorphic in A n p \(supp(f 1 )∪...∪supp(f n )). In view of formula (iii) it follows, that there exists 0 < r < ∞ such that (iv) u(z) = 0 for each z ∈ A 
Proof. Take any infinite (z,z)-differentiable function χ on U with bounded closed support such that χ| V = 1 on some (open) neighbourhood V of K. Then consider a family of functions f j such thatf j (z,z).S = −{(∂χ/∂z).S}h in U \ K and f j = 0 outside U \ K for each S in the set of generators of A p , where j = 1, ..., n, f j (z) =f j (z).1. Therefore, conditions of Theorem 2.11 are satisfied and it gives a function u ∈ C 1 0,(z,z) (A n p , A p ) such that ∂u/∂z j =f j for each j = 1, ..., n. A desired function H can be defined by the formula H := (1 − χ)h − u such that H is A p -holomorphic in U. Since χ has a bounded closed support, then there exists an unbounded connected subset W in A n p \ supp(χ). Therefore,
2.13. Remark. In the particular case of a singleton K = {z} Theorem 2.12 gives nonexistence of isolated singularities, that is, each A p -holomorphic function in U \ {z} for U open in A n p with n ≥ 2 can be A p -holomorphically extended to z. Theorem 2.12 is the A p -analog of the Hartog's theorem for C n . 2.14. Corollary. Let U be an open connected subset in A n p , 2 ≤ p < ∞ or p = Λ and n ≥ 2. Suppose that f is a right superlinearly A p -superdifferentiable function f : U → A p and N(f ) := {z ∈ U : f (z) = 0}, then
Proof. Reduce the proof of this corollary to the case of finite p using the beginning and the end of the proof of Theorem 2.3. Since if statements (i, ii) are true in the projection from A Λ on θ(A p ), then they are true for A Λ . (i). Write f in the form f = 
. Then from Corollary 1.2.4 [7] for complex holomorphic functions (i) follows.
(ii). Suppose that N(f ) is bounded closed (compact for finite p). In view of (i) and Theorem 2.12 the function 1/f can be A p -holomorphically extended on N(f ). This is the contradiction, since f = 0 on N(f ).
2.14.1. Note. Corollary 2.14 is not true for arbitrary A p -holomorphic functions, for ex- Proof. Using the beginning and the end of the proof of Theorem 2.3 reduce the proof of this theorem to finite p. Suppose that the theorem is true for f m+1 = ... = f n = 0 on U. The case m = 0 is trivial. Assume that the theorem is proved for m − 1. Consider 
where a differential form ν is given in §2.3 with ζ 1 , ζ 2 , ..., ζ 2 p −1 ∈ U ′ m and m z here for ν instead of z in §2.3. By changing of variables as in §2.3 we get
where the differential form ψ is the same as in §2.11. Consequently, ∂η/∂z m =f m in U". In view of Conditions 2.11(i) and differentiating under the sign of the integral, since the support of χ is compact, we get ∂η(z)/∂z =f j = 0 on U ′ for j = m + 1, ..., n, since f j = 0,f j .1 = f j , f j is the partial (super)derivative of some function ξ j by z. Thus functions g j := f j − ∂η/∂z for j = 1, ..., n fulfil the compatibility conditions 2.11(i), consequently, g m , ..., g n = 0 in U". And inevitably by the induction hypothesis there exists a function v ∈ C ∞ (P, A p ) such that ∂v/∂z j = g j in P for which u = v + η is the required solution. 
Proof. Reduce the proof to the case of finite p using §2.3.
I. Consider at first the H(A
is the A p -holomorphic function in A n p such that |f (z)| < 1 for each z ∈ K and |f (w)| = 1 for the marked point w above (see Corollary 3.3 [19] ), since i
where each function g l is holomorphic in complex variables y k (see §2.14).
The set K has projection K k on the complex subspaces C n corresponding to variables 
iv) (αζ, z) = α(ζ, z) = (ζ, αz) for each α ∈ R and (ζα, ζ) =α(ζ, ζ) for each α ∈ A p , (v) (ζ, z)˜. = (z, ζ) for each ζ, ξ and z ∈ A n p , n ∈ N. Then this function is called the scalar product in A n p . The corresponding norm is: (vi) |ζ| = {(ζ, ζ)} 1/2 . In particular, it is possible to take the canonical scalar product:
p−1 − 1, where q 0 (s) means the associated product in definite order corresponding to the left preferred order of brackets, {b 1 
for each k = 0, ..., 2 p−1 − 1, where we can expressζ andz in the ζ and z-representations respectively:z = (2 p −2) −1 {−z+ s∈b s(zs)} for each 2 ≤ p ∈ N. With the help of them construct differential forms on A n p :
where
and f is a bounded A p -differential form on U, then by the definition:
for each z ∈ A n p . If in addition U is with a continuous piecewise C 1 -boundary (by the corresponding real variables) and f is a bounded differential form on ∂U, then by the definition:
that f is a continuous function on cl(U) and∂f is continuous on U in the sense of distributions and has a continuous extension on cl(U). Then
where B U and B ∂U are the A p -integral operators given by Equations 3.1. (13, 14) .
Proof. Write the variable z in the form z =
From Equations (1 − 7) and dz
for each k > 0. The differential form w 2 p is of degree 2 p in real coordinates x 0 , y 0 , ..., x 2 p−1 −1 , y 2 p−1 −1 , hence it may contain only the multiplier dx 0 ∧ dy 0 or may contain only dα 0 ∧ dᾱ 0 , hence all terms in w 2 p arising from the term (dα 0 − dᾱ 0 ) ∧ ( q>0 i 2q dα q ) in φ p,0 (z) cancel, since φ p,k (z) contains dα 0 ∧ dᾱ 0 for each k > 0. Then from (3 − 5) it follows, that all terms arising from the term ((2i 2k dᾱ k ) ∧ ( l>0,l =k i 2l dα l )) in φ p,k (z) for k > 0 cancel in w 2 p . Thus for a choice of the multiplier dα 0 ∧ dᾱ 0 in w 2 p there are (2 p−1 − 1) possibilities among φ p,q (z) with q = 1, .., 2 p−1 − 1 in the graded external product. After a choice of dα 0 ∧ dᾱ 0 for some q > 0 it remains (2 p − 2)(2 p − 3)/2 variants for a choice of the multiplier dα 1 ∧ dᾱ 1 = (i 2 dα 1 ) ∧ (i 2 dα 1 ). Then by induction after choices of the
Hence w 2 p is the volume element on A p equal to the Lebesgue measure µ on the underlying Euclidean space
where Υ q (ζ, z) is the A p -differential form with all terms of degree 2 p n − q − 1 by ζ andζ and their multiples on A p constants and of degree q by z andz and their multiples on A p constants. The differential form f (ζ) has the decomposition
where m = deg(f ), f r (ζ) is with all terms of degree r by ζ andζ and their multiples on A p constants. Then f r ∧ Υ q = 0, when r > q + 1. By the definition of integration ζ∈U f r (ζ) ∧ Υ q (ζ, z) = 0 for r < q + 1. If f is a function, then ζ∈∂U f (ζ)Υ q (ζ, z) = 0 for each q > 0, since ∂U has the dimension 2 p n − 1, hence
In particular, there are identities in H: dξ ∧ jdζ = dξj ∧ dζ and (ξdζ)˜.
Re is the centre of the quaternion algebra H, α and β ∈ C commute with dα, dᾱ, dβ and dβ, where ζ = αe + βj. From (i − iii) with the help of bijective surjective mappings ζ → jζ and ζ → ζj it follows, that
Write ξ ∈ A p in the form ξ = α + βl, thenξ =α − βl, where α ∈ A p−1 and β ∈ A p−1 , l is the generator of the doubling procedure of A p from A p−1 [1] , since there is the identity βl = lβ. The decomposition ξ = α + βl is unique for each ξ ∈ A p , where α = α(ξ) and β = β(ξ) depend on ξ in general. Put κ p,0 (z) := dz ∧ dz and κ p,q (z) := (i 2q (dzi 2q )) ∧ (i 2q (dzi 2q )) for each 1 ≤ q ≤ 2 p−1 − 1. From Formulas (1 − 9) or from Formulas (i − vi) and induction by p with the help of doubling procedures it follows, that φ p,u ( 3.4(3 − 7, 9, 11) on∂ s ζ . On the other hand, with the help of Formulas 3.2(1 − 9, 15) each A p external derivative∂ s ζ can be replaced on d s ζ inφ ζ,λ (ψ(ζ, z); ζ) in Formula (4). For φ ζ,z there is the decomposition:
is a differential form with all terms of degree q by z andz and their multiples on A p constants and of degree 2 p n − q − 1 by ζ andζ and their multiples on A p constants. Therefore, , z) ; ζ), where φ ζ (ψ(ζ, z)), is obtained from φ ζ,z (ψ(ζ, z); ζ) by substituting all∂ ζ,z in Formulas 3.4.(3− 10) on∂ ζ .
In view of Formula 3.2(1) it remains to prove, that
For each ζ in a neighborhood of ∂U there is the identity: (4), (9), (10) it follows, that (13, 14) respectively are valid as well forθ(ζ, z) instead of θ z (ζ), where d ζ,zθ (ζ, z) = 0 for each ζ = z. A choice of φ p,s and w 2 p is not unique, for example, dζ ∧ dζ ∧ dζ ∧ dζ may be taken in H, since it gives up to a multiplier Ce, where C is a real constant, the canonical volume element in H and dζ ∧ dζ ∧ dζ ∧ dζ = 0. In the A p case the algebra of differential forms bears the additional gradation structure and have another properties, than in the complex case (see also § §2.8 and 3.7 [19] A C v -function ρ on an A p manifold M is called a strictly plurisubharmonic exhausting C v -function for M, 2 ≤ v ∈ N, if ρ is a strictly plurisubharmonic C v -function on M and for each α ∈ R the set {z ∈ M : ρ(z) < α} is bounded in M.
(ii) for each z ∈ M there are (2)∇ X Y (u) = DY (u).X(u) + Γ(u)(X(u), Y (u)), where X(u) and Y (u) are the principal parts of X and Y on (U a , φ a ), u = φ a (z), z ∈ U a . In this case it is said that M possesses a covariant derivation.
4.11. Remark. Certainly for an A p manifold there exists a neighbourhood V of M in T M such that exp : V → M is A p holomorphic (see the real case in [9] ).
4.12. Theorem. Let f be an A p holomorphic function such thatf is A p (right) superlinear on a compact A p manifold M, where 2 ≤ p ∈ N. Then f is constant on M.
Proof. By the supposition of this theorem (f • φ b (y + (z − y)w), where w is the A p variable. Then for each z ∈ V there exists ǫ z > 0 such that the function g(w) is A p holomorphic on the set W z := {w : w ∈ A p , |w| < 1 + ǫ z } and |g(w)| attains its maximum at w = 0. In view of Theorem 3.15 and Remark 3.16 [19, 20] g is constant on W z , hence f is constant on U b . By the A p holomorphic continuation f is constant on M.
