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In this thesis, a unified error analysis for discretizations of nonlinear first- and second-order wave-type
equations is provided. For this, the wave equations as well as their space discretizations are considered
as nonlinear evolution equations in Hilbert spaces. The space discretizations are supplemented with
Runge–Kutta time discretizations. By employing stability properties of monotone operators, abstract
error bounds for the space, time, and full discretizations are derived.
Further, for semilinear second-order wave-type equations, an implicit-explicit time integration scheme is
presented. This scheme only requires the solution of a linear system of equations in each time step and
it is stable under a step size restriction only depending on the nonlinearity. It is proven that the scheme
converges with second order in time and in combination with the abstract space discretization of the
unified error analysis, corresponding full discretization error bounds are derived.
The abstract results are used to derive convergence rates for an isoparametric finite element space dis-
cretization of a wave equation with kinetic boundary conditions and nonlinear forcing and damping terms.
For the combination of the finite element discretization with Runge–Kutta methods or the implicit-explicit
scheme, respectively, error bounds of the resulting fully discrete schemes are proven. The theoretical re-
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Wave equations are fundamental models in physics that describe the propagation of various types of
waves. One example is the acoustic wave equation which models the propagation of sound waves or the
vibration of a membrane. If the wave propagation is modeled in a bounded domain, further conditions
have to be imposed on the boundary. Usually, these boundary conditions simply prescribe the value or
derivatives of the solution at the boundary. In the case of a vibrating membrane, prescribing the value
would simply model that the membrane is fixed at the boundary.
In contrast to standard boundary conditions, kinetic boundary conditions model the propagation of the
wave on the boundary. For example, they can be derived by considering a vibrating membrane which is
not fixed, but where its boundary carries a mass density and is subject to linear tension (cf. [Goldstein,
2006, Section 5]). This leads a wave equation in the interior domain coupled to a wave equation on the
boundary. Kinetic boundary conditions also can serve as an effective model for the interaction of an
acoustic wave with a thin boundary layer with distinctive elastic or damping properties, and where the
wave length is large compared to the width of the boundary layer (cf. [Nicaise, 2017, Section 3.2]).
Analysis and numerics of wave equations with kinetic boundary conditions have developed significantly in
recent years. The analysis of the continuous problem already includes problems with nonlinear damping
and forcing (cf. Vitillaro [2013, 2017]). However, to our knowledge, there are only results for the numerical
analysis of linear (cf. Hipp [2017]) and semilinear problems (cf. Hochbruck and Leibold [2020]), so far.
In this thesis, we aim at proving error bounds for suitable space and time discretizations of wave equations
with kinetic boundary conditions including nonlinear forcing and damping terms.
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Thereby, two main difficulties arise:
• Nonlinearities: The nonlinear forcing and damping terms appearing in the equations render the
numerical discretization as well as the error analysis and the implementation much more involved:
One has to use suitable space and time discretization schemes that preserve properties of the
nonlinear operators which yield stability of the equations. Furthermore, the error analysis of space
and time discretization schemes involves nonlinear error terms that have to be bounded. In addition,
to run a numerical method, nonlinear systems of equations have to be solved, which makes the
implementation more involved and is computationally expensive.
• Non-conforming space discretizations: Equations with dynamic boundary conditions are usu-
ally posed on domains with smooth and possibly curved boundaries. Hence, numerical schemes
as, e.g., finite element schemes, have to approximate the boundary of the domain which renders
the discretization non-conforming. This significantly complicates the error analysis of the spatial
discretization.
The main goal of this thesis is to present tools and techniques to tackle these difficulties in a systematic
way. In the following, we outline our main contributions.
Unified error analysis
To analyze non-conforming space discretizations in a systematic way, a unified error analysis for first- and
second-order linear wave-type equations was introduced in Hipp [2017] and Hipp et al. [2019]. Thereby,
the differential equations as well as their space discretizations are considered in a framework of abstract
linear evolution equations in Hilbert spaces. The authors employ stability bounds from semigroup theory
to derive abstract error bounds in terms of interpolation, data, and conformity errors of the method.
These abstract error bounds can then be used to derive convergence rates for a large class of problems in
a simple, systematic and modular way by plugging in approximation properties of the corresponding space
discretization. Thus, the main advantage of this unified approach is that one does not have to perform
the error proof from scratch for every single problem, but gains precise insights into which terms have
to be bounded. In particular, this applies to errors caused by the non-conforming space discretizations.
For instance, in Hipp [2017], the unified error analysis was used to prove error bounds for finite element
discretizations of wave equations with various types of boundary conditions on smooth domains and for
discontinuous Galerkin discretizations of Maxwell equations. Further, it was used in Hochbruck et al.
[2019] to prove error bounds for a heterogeneous multiscale method for linear Maxwell equations.
A first step towards nonlinear problems was made in the Master’s thesis Leibold [2017], where the
unified error analysis was extended to semilinear problems. To consider more general nonlinear problems,
we extend the framework of the unified error analysis to abstract space discretizations of nonlinear
evolution equations with maximal (quasi-)monotone operators. Using analytical stability properties of
such evolution equation, we derive abstract error bounds in this nonlinear setting. Thus, our analysis
shows which properties must be preserved when discretizing the nonlinearities and which nonlinear error
terms must be estimated to derive convergence rates for specific examples.
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It is also possible to combine the abstract space discretizations with time discretization schemes and
to derive corresponding abstract time and full discretization error bounds. In this thesis, we show this
exemplary for algebraically stable and coercive Runge–Kutta methods based on an error analysis from
Hansen [2006b], where time discretization errors were analyzed in a similar framework as the one we use
here. The combination with the unified error analysis has again the advantage that these results apply
to all equations that fit into the framework.
We are not aware of other results that allow one to analyze non-conforming space and full discretizations
of wave-type equations that involve nonlinear damping terms. Nevertheless, we should mention the
following works, which go in the same direction. In Emmrich et al. [2015], an abstract full discretization
in a framework similar to the one used in this thesis was considered. However, only a conforming space
discretization was analyzed and no error bounds but only weak convergence of the discretization was
shown. A related framework for quasilinear equations was introduced in Hochbruck and Maier [2021],
Maier [2020], covering both quasilinear wave and Maxwell equations. But the error analysis in this work
relies on properties of quasilinear operators that cannot be used for nonlinear damping terms.
Efficient time integration via implicit-explicit (IMEX) schemes
The time integration of nonlinear problems suffers from the necessity that, in general, nonlinear systems
of equations have to be solved in each time step. IMEX time integration schemes overcome this problem
in the case of semilinear equations. By semilinear we mean that the equation can be splitted into an
unbounded, stiff linear and a (locally) Lipschitz continuous, nonstiff nonlinear part. In this case, the
idea of IMEX schemes is to integrate the stiff linear part implicitly while the non-stiff part is treated
explicitly. If done properly, this leads to stable schemes, where the time step size is only restricted by
the Lipschitz constant of the nonlinearity. In particular, they do not suffer from a CFL condition when
they are applied to spatial discretizations of partial differential equations. Additionally, the schemes are
efficient, since due to the explicit treatment of the nonlinear part, only linear systems of equations have
to be solved.
IMEX schemes are widely used in applications, e.g., in structural dynamics and fluid-structure interaction
(van Zuijlen and Bijl [2005]), hydrodynamics (Kadioglu et al. [2010]), sea-ice dynamics (Lemieux et al.
[2014]), or atmospheric dynamics (Gardner et al. [2018]).
There is a rich literature on IMEX schemes for first-order equations, in particular, there is a well-
developed theory for IMEX multistep schemes (Akrivis et al. [1999], Ascher et al. [1995], Frank et al.
[1997], Hundsdorfer and Ruuth [2007]) or IMEX Runge–Kutta schemes (Ascher et al. [1997], Boscarino
[2007]). In Boscarino [2007], Hundsdorfer and Ruuth [2007], an error analysis for ordinary differential
equations is presented, while Akrivis et al. [1999] contains discretization errors for IMEX schemes applied
to conformal space discretizations of quasilinear parabolic evolution equations.
In contrast, there are only few articles on IMEX schemes that take advantage of the special structure of
second-order equations. We refer to Stern and Grinspun [2009], Zhang and Skeel [1997], where IMEX
schemes for undamped second-order ordinary differential equations are considered.
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In this thesis, we propose a very efficient IMEX scheme which is tailor-made for semilinear second-order
differential equations including linear damping terms. It is a combination of the explicit leapfrog method
and the implicit Crank–Nicolson scheme.
We show that our scheme is unconditionally stable in the sense that the time step size is only restricted
by the Lipschitz constant of the explicitly treated nonlinearity. Further, we prove a second-order error
bound. We then combine the scheme with the abstract space discretization of the unified error analysis
and prove an error bound that is second-order in time and contains the abstract space-discretization errors
of the unified error analysis. This result allows us to derive full discretization error bounds for specific
equations and space discretizations. To our knowledge, such a general and rigorous full discretization
error analysis for IMEX schemes has also not been considered in the literature so far.
We emphasize that, although there already exists a so-called Crank–Nicolson-leapfrog IMEX scheme
which is obtained from a combination of the Crank–Nicolson and the leapfrog scheme for first-order
equations (cf. Layton and Trenchea [2012], Layton et al. [2016], and references therein), this scheme is
not equivalent to the scheme we present in this thesis. This is due to the fact that the leapfrog schemes
for first- and second-order equations are not equivalent and indeed have completely different stability
properties. More precisely, the Crank–Nicolson-leapfrog scheme is only stable if the explicitly treated
part is linear and skew symmetric, which is not the case in our setting.
The results on the IMEX scheme contained in this dissertation were already published in the paper
Hochbruck and Leibold [2021].
Numerical analysis of a wave equation with kinetic boundary conditions
As an application of our abstract theory we study wave equations with kinetic boundary conditions. In
Hipp [2017], based on the bulk-surface finite element method from Elliott and Ranner [2013], a non-
conforming isoparametric finite element space discretization was introduced for linear wave equations
with kinetic boundary conditions. In this thesis, we extend the discretization to nonlinear forcing and
damping terms. Then, by using the results of the unified error analysis, we derive novel convergence rates
for the space discretization and full discretization error bounds for suitable Runge–Kutta methods.
Further, we apply our IMEX scheme to the wave equation in the semilinear case and combine it with the
finite element discretization. This yields a very efficient fully discrete scheme for which we also obtain
error bounds using the abstract results in the framework of the unified error analysis.
Finally, we illustrate our theoretical results with some numerical experiments.
Conclusion
The main contributions of this thesis are:
• A unified error analysis for space and time discretizations of nonlinear first- and second-order
wave-type equations in a quite general framework of nonlinear evolution equations with maximal
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monotone operators.
• A novel, efficient IMEX time integration scheme for semilinear second-order wave equations and its
stability and error analysis in the general framework of the unified error analysis.
• The numerical analysis of the wave equation with kinetic boundary conditions and nonlinear forcing
and damping terms, consisting of an isoparametric finite element space discretization, Runge–Kutta
or IMEX time discretization, and a full discretization error analysis.
Outline
This thesis is organized as follows. We introduce the unified error analysis for first- and second-order
nonlinear wave-type equations in Chapter 2. More precisely, we define the analytical framework, introduce
general non-conforming space discretizations, and perform the abstract space discretization error analysis.
In Chapter 3, we analyze Runge–Kutta methods applied to first- and second-order nonlinear wave-type
equations. We prove wellposedness and time discretization error bounds.
Chapter 4 is devoted to an IMEX scheme for second-order semilinear evolution equations. We present
the construction of the scheme, show stability, and prove a second-order error bound.
In Chapter 5, the time discretization error analyses of the Runge–Kutta methods and the IMEX scheme
are combined with the unified space discretization error analysis to obtain abstract full discretization
error bounds for first- and second-order wave-type equations.
Finally, we consider the numerical analysis of the wave equation with kinetic boundary conditions in
Chapter 6. We introduce an isoparametric finite element space discretization and prove space, time and
full discretization error bounds by employing the abstract theory from Chapters 2 to 5. Furthermore, we
illustrate the theoretical results with some numerical experiments.
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Preliminaries
Here, we introduce some conventions and notion that we use throughout this thesis.
Hilbert spaces Let X be a real Hilbert space with norm ‖·‖X . If p is a scalar product on X we use













for the norm induced by p.
We denote the dual space of X by X∗ and the corresponding dual pairing by
〈φ, x〉X∗×X := φ(x), φ ∈ X∗, x ∈ X.






∈ X × Y.
Linear operators We denote by L(X;Y ) the space of all bounded linear operators from X to Y and





, B ∈ L(X;Y ).
By D(A) ⊂ X, we denote the domain of an operator A : D(A)→ X on X.
The identity operator on X is denoted by I. We refrain from adding an additional X to the notation
since the space should be clear from the context in each case.
Hilbert space valued functions By C([0, T ];X) we denote the space of all continuous functions and
by Ck([0, T ];X), k ∈ N, the spaces of all k-times (Fréchet) differentiable functions from a time interval
[0, T ], T > 0, to X.
The Hilbert space valued Lebesgue spaces Lq([0, T ];X), q ∈ [1,∞], consist of all measurable functions
f : [0, T ]→ X with







ess supt∈[0,T ]|f(t)|, q =∞.
(1.1)
The spaces Lqloc([0,∞);X) contain all measurable functions f : [0,∞) → X which satisfy (1.1) for all
0 < T <∞.
We make also use of the Hilbert space valued Sobolev spaces
W 1,q([0, T ];X) :=
{
f : [0, T ]→ X | f(t) = f(0) +
∫ t
0
g(s) ds, g ∈ Lq([0, T ];X)
}
and
W 1,qloc ([0,∞);X) :=
{
f : [0,∞)→ X | f
∣∣
[0, T ] ∈W




Differential equations Time dependent differential equations in this thesis are usually posed on the
infinite time interval [0,∞). We consider solutions of differential equations on compact time intervals
[0, T ] for some T ∈ (0, t∗), where t∗ ∈ (0,∞] denotes the maximal existence time of the solution.
Partial derivatives Derivatives in this thesis are always understood in the sense of distributions.
Let Ω ⊂ Rd, d ∈ N, be an open and bounded domain and T > 0. For a function u : [0, T ] × Ω → R, we
denote the temporal derivative by ut. By ∇u and ∆u, we denote the gradient and the Laplacian of u
w.r.t. the spatial variables.
For a function f : Ω × R, we use the notation ∂2f for the derivative of f w.r.t. the second variable, i.e.,
∂2f(x, ξ) = ∂ξf(x, ξ).
Lebesgue and Sobolev spaces Let Ω have a Lipschitz boundary Γ = ∂Ω. For q ∈ [1,∞], we denote
the usual Lebesgue spaces over Ω and Γ by Lq(Ω) and Lq(Γ), respectively. The Lebesgue measures of Ω
and Γ are denoted by σ(Ω) and σ(Γ), respectively.
The usual Sobolev spaces of order k ∈ N over Ω are denoted by Hk(Ω) = W k,2(Ω).
We also make use of the corresponding boundary Sobolev spaces Hk(Γ) = W k,2(Γ) which can be defined
if Γ is at least Ck regular (cf. [Grisvard, 2011, Section 1.3]).
Dirichlet trace We denote the usual Dirichlet trace operator by γ : H1(Ω)→ L2(Γ) and define
H10 (Ω) := {v ∈ H1(Ω) | γ(v) = 0}.
Normal vector and surface integrals We denote the unit normal vector of Γ by n : Γ→ Rd and the
surface integral of a function ϕ ∈ L1(Γ) by ∫
Γ
ϕds.
Surface differential operators Let Γ be C1 regular. For the normal derivative of a function v ∈
H1(Ω) we write ∂nv := n · ∇v.
Further, we define the surface gradient by
∇Γv := (∂i,Γv)di=1 := (I−nnᵀ)∇v.





by defining them in terms of local variables (cf. Kashiwabara et al. [2015] or
Disser et al. [2015] for details). Now, let Γ be C2 regular. For v ∈ H2(Ω), the surface Laplacian (or
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Constants In the whole thesis, C denotes a generic constant which may have different values at different
occurrences.
All constants with a hat (e.g., ĉ) appear in the context of spatial discretizations which are related to
a discretization parameter h (e.g., the mesh width of a spatial grid). The hat above a constant then
indicates that the constant is independent of h.
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CHAPTER 2
Abstract space discretizations of first- and second-order evolution equations
In this chapter, we present our unified error analysis for first- and second-order wave-type equations. We
introduce a framework to consider both the equations and the corresponding abstract non-conforming
space discretizations as nonlinear evolution equations in Hilbert spaces. As main results of this chapter, we
derive abstract error bounds that can be applied to all equations that fit into the framework, e.g., to wave
equations with kinetic boundary conditions which we consider in Chapter 6. We are mainly interested in
second-order wave-type equations with nonlinear damping. However, we start by considering first-order
equations, since these are easier to analyze. We then transfer the results to the second-order case.
This work generalizes the results from Hipp et al. [2019] for the linear and from Hochbruck and Leibold
[2020] for the semilinear to the nonlinear case. We closely stick to the framework used in these papers.
Outline In Section 2.1 we introduce our setting for first-order evolution equations and corresponding
non-conforming space discretizations and derive abstract error bounds. Afterwards, in Section 2.2, we use
these results to prove error bounds for abstract space discretizations of second-order wave-type equations
with nonlinear damping. We illustrate the application of the abstract results with a basic example.
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2.1 First-order evolution equation with monotone operators
2.1.1 Analytical setting
We consider the following abstract first-order nonlinear evolution equation in a Hilbert space (X, p):
x′(t) + S(x(t)) = G(x(t)) + g(t), t ≥ 0, (2.1a)
x(0) = x0 ∈ D(S). (2.1b)
In the following, we will suppress the t arguments in evolution equations.
Definition 2.1 (Wellposedness).
a) For T > 0 a function x ∈ W 1,∞([0, T ];X) is called strong solution of (2.1) on [0, T ], if
x(t) ∈ D(S) for all t ∈ [0, T ], x(0) = x0, and (2.1a) is satisfied for almost all t ∈ [0, T ].
b) The evolution equation (2.1) is called locally wellposed, if for every initial value there exists a
maximal existence time t∗(x0) ∈ (0,∞], s.t. (2.1) has a unique strong solution on [0, T ] for all
T < t∗(x0).
Remark 2.2. Note that by [Showalter, 1997, Proposition III.1.1], we have that all y ∈ W 1,∞([0, T ];X)
are continuous and weakly differentiable with y′ ∈ L∞([0, T ];X). Thus, all conditions in Definition 2.1
a) and especially point evaluations of strong solutions are well defined. We will use this frequently in this
thesis.
We make the following assumptions on S, G, and g such that (2.1) is locally wellposed.
Assumption 2.3.
a) The nonlinear operator S : D(S)→ X is quasi-monotone and maximal, i.e., there is a cqm > 0 s.t.
p
(
S(y)− S(z), y − z
)
≥ −cqm‖y − z‖2X for all y, z ∈ D(S),
and there exists some λ > cqm s.t. range(λ+ S) = X. Furthermore, D(S) is dense in X.
b) The nonlinearity G : X → X is locally Lipschitz continuous, i.e., for all ρ > 0 there exists a constant
Lρ s.t. for all y, z ∈ X with ‖y‖X , ‖z‖X ≤ ρ we have
‖G(y)−G(z)‖X ≤ Lρ‖y − z‖X .
c) The inhomogeneity satisfies g ∈W 1,1loc ([0,∞);X).
Theorem 2.4. Under Assumption 2.3 the evolution equation (2.1) is locally wellposed.
Proof. The result is stated in [Chueshov et al., 2002, Theorem 7.2] and generalizes the classical result from
[Showalter, 1997, Corollary IV.4.1], which only covers the case of global Lipschitz continuous nonlinearities
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G. Since in [Chueshov et al., 2002, Theorem 7.2] the additional assumption S(0) = 0 is made, we obtain
the assertion by applying this theorem to the equivalent evolution equation
x′ + S̃(x) = G(x) + g̃
with
S̃(x) = S(x)− S(0), g̃(t) = g(t)− S(0), t ≥ 0.
Remark 2.5. Note that in the semilinear setting presented in Hochbruck and Leibold [2020], the Lipschitz-
continuous nonlinearity G is also allowed to depend on the time t. However, the wellposedness results we
mention in the proof of Theorem 2.4 are only stated for time-independent nonlinearities. The generaliza-
tion of these results to time-dependent nonlinearities is out of the scope of this thesis.
Further, we have the following stability result which is essential for the latter error analysis.
Theorem 2.6. Let Assumption 2.3 be satisfied and for a T > 0 and i = 1, 2 let xi ∈W 1,∞([0, T ];X) be
strong solutions of
x′i + S(xi) = G(xi) + gi, t ∈ [0, T ],
xi(0) = x0i
with gi ∈W 1,1([0, T ];X) and ‖xi‖L∞(0,T ;X) ≤ ρ, for some ρ > 0. Then for all t ∈ [0, T ]
‖x1(t)− x2(t)‖X ≤ e(cqm+Lρ)t
(






Proof. The result can be derived with energy estimates as done in [Showalter, 1997, Theorem IV.4.1A].
The difference ∆(t) = x1(t)− x2(t) is the strong solution of the evolution equation
∆′ + S(x1)− S(x2) = G(x1)−G(x2) + g1 − g2, t ∈ [0, T ], (2.2a)
∆(0) = x01 − x02. (2.2b)
The following calculations hold true almost everywhere on [0, T ] and derivatives are meant in the weak
sense. We assume without lost of generality, that ‖∆(t)‖X 6= 0 for almost all t. Taking the inner product
























By using the Cauchy–Schwarz inequality and the properties from Assumption 2.3, we obtain
‖∆‖X
d
dt‖∆‖X ≤ (cqm + Lρ)‖∆‖
2
X + ‖g1 − g2‖X‖∆‖X .
We divide by ‖∆‖X and integrate from 0 to t which yields together with (2.2b)







Finally, the assertion follows from applying Grönwall’s lemma stated in Lemma A.1a).
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2.1.2 Space discretization
We now introduce an abstract space discretization of the evolution equation (2.1). Let (Xh, ph)h be a
family of finite dimensional vector spaces related to a discretization parameter h, e.g., the maximal mesh
width of a finite element discretization. In each Xh ∈ (Xh)h we want to obtain an approximation xh to
the solution x of (2.1). We assume that Sh, Gh and gh are approximations of S,G, and g, respectively,
that satisfy similar properties.
Assumption 2.7.
a) The nonlinear operator Sh : Xh → Xh is quasi-monotone, i.e., there is a ĉqm > 0 s.t.
ph
(
Sh(yh)− Sh(zh), yh − zh
)
≥ −ĉqm‖yh − zh‖2Xh for all yh, zh ∈ Xh. (2.3)
b) The nonlinearity Gh : Xh → Xh is locally Lipschitz continuous, i.e., for all ρ > 0 there exists a
constant L̂ρ s.t. for all yh, zh ∈ Xh with ‖yh‖Xh , ‖zh‖Xh ≤ ρ:
‖Gh(yh)−Gh(zh)‖Xh ≤ L̂ρ‖yh − zh‖Xh .
c) The inhomogeneity satisfies gh ∈W 1,1loc ([0;∞);Xh).
The constants ĉqm and L̂ρ are independent of h.
The discretized version of (2.1) is then given by
x′h + Sh(xh) = Gh(xh) + gh, t ≥ 0, (2.4a)
xh(0) = x0h. (2.4b)
Since the assumptions are similar to the continuous case, we obtain by Theorem 2.4 that (2.4) is locally
wellposed.
In the following, we present a framework for the error analysis of the abstract space discretization that is
similar to the linear case presented in Hipp et al. [2019]. We allow for non-conforming space discretiza-
tions, where Xh * X. To still be able to relate the discrete and the continuous solution, we make the
following assumptions:
Assumption 2.8.
a) There exists a lift operator Lh ∈ L(Xh, X) that satisfies for some constant ĈX > 0
‖Lhyh‖X ≤ ĈX‖yh‖Xh for all yh ∈ Xh. (2.5)









, for all y ∈ X, yh ∈ Xh.
b) Let Z ↪→ X be a densely embedded subspace of X on which a reference operator Jh ∈ L(Z;Xh) is
defined which satisfies for some constant ĈJh > 0
‖Jh‖Xh←Z ≤ ĈJh .
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The constants ĈX and ĈJh are independent of h.
The reference operator should satisfy LhJhz ≈ z for all z ∈ Z in a suitable sense and could, e.g., be an
interpolation or a projection operator.
Definition 2.9 (Remainder terms).
a) The remainder of the nonlinear monotone operator is defined via
Rh : D(S) ∩ Z → Xh, Rh(z) := L∗hS(z)− Sh (Jhz) .
b) The remainder of the Lipschitz continuous nonlinearity is given by
rh : Z → Xh, rh(z) := L∗hG(z)−Gh(Jhz).
We are now able to prove the following abstract error bound.
Theorem 2.10. Let Assumptions 2.3, 2.7 and 2.8 be satisfied and x be the strong solution of (2.1) on
[0, T ] with x, x′ ∈ L∞([0, T ];Z). Furthermore, let xh be the solution of (2.4) on [0, T ], and
ρh := max
{
ĈJh‖x‖L∞([0,T ];X), ‖xh‖L∞([0,T ];Xh)
}
.
Then, for all t ∈ [0, T ] the lifted discrete solution satisfies the error bound















Proof. We split the error via Lhxh(t)− x(t) = Lheh + (LhJh − I)x(t), where
eh(t) = xh(t)− Jhx(t) ∈ Vh
is the discrete error. Thus, the error can be bounded by
‖Lhxh(t)− x(t)‖X ≤ ĈX‖eh‖Xh + ‖(LhJh − I)x(t)‖X (2.8)
and we have to further investigate the discrete error.
Applying the adjoint lift to (2.1a) yields
L∗hx′ + L∗hS(x) = L∗hG(x) + L∗hg.
By adding Jhx′ on both sides we obtain
Jhx
′ + Sh(Jhx) = Gh(Jhx) + gh + φh (2.9)
with
φh = (Jh − L∗h)x′ + Sh(Jhx)− L∗hS(x) + L∗hG(x)−Gh(Jhx) + L∗hg − gh. (2.10)
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The stability estimate from Theorem 2.6 holds also true in the discrete case with ĉqm and L̂ρ instead of
cqm and Lρ, respectively, since we made the same assumptions. Note that due to our assumptions we
have
‖Jhx(t)‖Xh ≤ ĈJh‖x(t)‖Z ≤ ρh.


























Here, we used (2.10) and the definitions of the remainder terms from Definition 2.9. Together with (2.8),
we finally obtain (2.6).
In Theorem 2.10, we assume the existence of the numerical approximation xh on [0, T ]. Under a suitable
consistency assumption, it is possible to ensure the existence and boundedness:
Theorem 2.11. Let Assumptions 2.3, 2.7 and 2.8 be satisfied and x be the strong solution of (2.1) on
[0, T ] with x, x′ ∈ L∞([0, T ];Z). Further, we assume that Eh(t)→ 0 for h→ 0 and for all t ∈ [0, T ].
Then, there exists h∗ > 0 s.t. for all h < h∗ the strong solution xh of (2.6) exists on [0, T ] and satisfies
‖xh‖L∞([0,T ];Xh) ≤ ρ := 2ĈJh‖x‖L∞([0,T ];Z). (2.12)
Additionally, the error bound (2.6) holds true with ρh = ρ. If furthermore
‖(I−LhJh)x(t)‖X → 0 for h→ 0 and all t ∈ [0, T ]
holds, then the lifted numerical solution converges to the continuous solution, i.e.,
lim
h→0
‖Lhxh(t)− x(t)‖X = 0, for all t ∈ [0, T ].
Proof. We only have to show the existence of xh on [0, T ] and the bound (2.12). The other assertions
follow directly by Theorem 2.10.




∣∣ ‖xh‖L∞([0,t];Xh) ≤ ρ}
be the maximal time s.t. the discrete solution is bounded by ρ. Since (2.6) is locally wellposed we have
Th > 0. We now show that for sufficiently small h we have Th ≥ T .
Assume that Th < T . By (2.12) we obtain for all t ≤ Th
‖xh(t)‖Xh ≤ ‖xh(t)− Jhx(t)‖Xh + ‖Jhx(t)‖Xh ≤ ‖xh(t)− Jhx(t)‖Xh +
ρ
2 .









2 , h→ 0.
2.2. Second-order evolution equations with nonlinear damping 15




This is a contradiction to the definition of Th since, due to the continuity of xh in time, there is some
ε > 0 s.t. we have ‖xh(t)‖Xh ≤ ρ for all t ∈ [0, Th + ε]. Hence, Th ≥ T holds true for all h < h∗.
2.2 Second-order evolution equations with nonlinear damping
In this section, we present an abstract framework for second-order differential equations and corresponding
space discretizations. We follow the structure of Section 2.1 and use Theorems 2.10 and 2.11, to prove
abstract error bounds for the second-order case.
We also illustrate how to use the abstract results to prove an error estimate for a finite element discretiza-
tion of a nonlinear damped wave equation.
2.2.1 Analytical setting
Second-order formulation Let V,H be Hilbert spaces and V be densely embedded in H. We consider
the following second-order differential equation in variational form, as it is typical for weak formulations





















, for t ≥ 0 and all ϕ ∈ V,
u(0) = u0, u′(0) = v0,
(2.13)
where we make the following assumptions:
Assumption 2.12.
a) The bilinear form m : H × H → R is a scalar product on H with induced norm ‖·‖m. In the
following, we equip H with m.
b) The bilinear form a : V × V → R is symmetric and there exists a constant cG ≥ 0 s.t.
ã := a+ cGm
is a scalar product on V with induced norm ‖·‖ã. From now on, we equip V with ã.
c) The nonlinearity D : V → H is quasi-monotone, i.e., there is a constant βqm ≥ 0 s.t.
m
(
D(v)−D(w), v − w
)
≥ −βqm‖v − w‖2m for all v, w ∈ V.
Furthermore, we have that D ∈ C(V, V ∗).
d) The nonlinearity F : V → H is locally Lipschitz continuous with Lipschitz constant Lρ, i.e., for all
v, w ∈ V with ‖v‖V , ‖w‖V ≤ ρ we have
‖F (v)− F (w)‖m ≤ Lρ‖v − w‖ã.
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e) The inhomogeneity satisfies f ∈W 1,1loc ([0,∞);H).
By CH,V we denote the embedding constant of V into H, i.e.,
‖v‖m ≤ CH,V ‖v‖ã for all v ∈ V. (2.14)
Example 2.13. To illustrate the abstract results of this section, we apply them to the following basic
example: Let Ω ⊂ Rd be a polygonal domain with boundary Γ. We consider the scalar wave equation with




)3 −∆u(t,x) = (u(t,x))2, t ≥ 0,x ∈ Ω, (2.15a)
u(t,x) = 0, t ≥ 0,x ∈ ∂Ω, (2.15b)
u(0,x) = u0(x), ut(0,x) = v0(x), x ∈ Ω. (2.15c)














L2(Ω), D(v) = v
3, F (v) = v2, and f = 0.
This example fits into the setting of Assumption 2.12. It is straightforward to see that parts a), b), c),
and e) of Assumption 2.12 are satisfied with cG = βqm = 0, while part d) is proven for a more general
application in Lemma 6.4.
To apply the results from Section 2.1, we rewrite (2.13) as a first-order evolution equation.




↪→ H ∼= H∗
d
↪→ V ∗. (2.16)
We define the operator A ∈ L(V, V ∗) associated to the bilinear form a via




for all v, w ∈ V. (2.17)
The equation (2.13) can then be written as an evolution equation in V ∗:
u′′ +D(u′) +Au = F (u) + f, t ≥ 0,
u(0) = u0, u′(0) = v0.
(2.18)
By A : D(A)→ H we denote the restriction of A to H, i.e.,
D(A) = {v ∈ V | Av ∈ H}, and Av = Av for all v ∈ D(A).
The restriction of (2.18) to H is then given by
u′′ +D(u′) +Au = F (u) + f, t ≥ 0,
u(0) = u0, u′(0) = v0.
(2.19)
By construction, a solution of (2.19) is also a solution of (2.18) and hence of (2.13).
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First-order formulation We now rewrite (2.19) as a first-order evolution equation and show that it



























The nonlinear operator S is defined on its domain D(S) = D(A)× V . With X = V ×H, (2.19) has the
form (2.1). Since V is dense in H, D(A) is dense in V and, hence, D(S) is dense in X.




Proof. Let x1 = [u1, v1]ᵀ , x2 = [u2, v2]ᵀ ∈ X = V ×H. Using the definition of A and the properties from
Assumption 2.12 we then calculate
p
(
























v1 − v2, u1 − u2
)
− βqm‖v1 − v2‖2m
≥ −cG‖v1 − v2‖m‖u1 − u2‖m − βqm‖v1 − v2‖2m
≥ −cGCH,V ‖u1 − u2‖ã‖v1 − v2‖m − βqm‖v1 − v2‖2m
≥ −12cGCH,V
(
‖u1 − u2‖2ã + ‖v1 − v2‖2m
)






‖x1 − x2‖2X .
This proves the quasi-monotonicity.
We prove the maximality similar as in the proof of [Vitillaro, 2017, Theorem 4.1]. We have to show that
there exists a λ > cqm s.t. range(λ + S) = X. This is equivalent to proving that for every [h1, h2]ᵀ ∈
V ×H = X there exists a solution [v, w]ᵀ ∈ D(A)× V = D(S) of the stationary problem
λv − w = h1, (2.21a)
λw +Av +D(w) = h2. (2.21b)
From (2.21a) we obtain
v = 1
λ
(w + h1) . (2.22)
We would like to plug this into (2.21b) and solve for w, but since w and h1 are not in D(A), we replace
A by A before doing so. We obtain
λw + 1
λ
Aw +D(w) = h2 −
1
λ
Ah1 := h (2.23)
with h ∈ V ∗.
We will prove that T = λ+ 1λA+D : V → V
∗ is surjective for λ > cqm large enough. In this case, there
exists a w ∈ V s.t. (2.23) is satisfied. By defining v via (2.22), we have that
λw +Av +D(w) = h2 ⇐⇒ Av = h2 − λw −D(w).
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Since h2 − λw −D(w) ∈ H, it follows by definition that v ∈ D(A) and that (2.21b) is satisfied.
Hence, it remains to prove the surjectivity of T . We use [Barbu, 2010, Corollary 2.3] stating that
operators (from a reflexive Banach space to its dual space) that are continuous, monotone, and coercive
are surjective, and hence will show that T has these three properties.
















• T ∈ C(V, V ∗) as the sum of continuous operators,
• T is monotone as the sum of monotone operators,
• T is coercive, i.e.,
〈T (v), v〉V ∗×V
‖v‖ã
→∞ for ‖v‖ã →∞,
which can be seen by the following calculation:
〈T (v), v〉V ∗×V = 〈T1(v), v〉V ∗×V + 〈T2(v), v〉V ∗×V
≥ 1
λ
‖v‖2ã + 〈T2(v)− T2(0), v − 0〉V ∗×V + 〈T2(0), v〉V ∗×V
≥ 1
λ
‖v‖2ã − ‖v‖ã‖T2(0)‖V ∗ ,
where we used that, due to the choice of λ, T1 is coercive and T2 is monotone. Hence, we have




‖v‖ã − ‖T2(0)‖V ∗ →∞ for ‖v‖ã →∞.
The following corollary shows that the first-order formulation of (2.19) fits into the setting of Section 2.1.1.
Corollary 2.15. Assumption 2.12 implies that the first-order formulation of (2.19) satisfies Assump-
tion 2.3.
Proof. By Lemma 2.14, we have that Assumption 2.3 a) is satisfied. Assumption 2.3 b) and c) follow




]ᵀ ∈ D(A)×V . Then, the second-order evolution equation (2.18) and, hence,
(2.13) are locally wellposed.
Proof. Follows with Corollary 2.15 directly by Theorem 2.4.
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2.2.2 Space discretization
Let (Vh)h be a family of finite dimensional vector spaces related to a discretization parameter h. In each





















, for all ϕh ∈ Vh, t ≥ 0
uh(0) = u0h, u′h(0) = v0h.
(2.24)
Here, mh, ah,Dh, Fh and fh are approximations of their continuous counterparts for which we assume
that they satisfy similar properties:
Assumption 2.17. All constants in the following statements are independent of h.
a) The bilinear form mh is a scalar product on Vh. We denote Vh equipped with this scalar product
mh by Hh and the induced norm by ‖·‖mh .
b) The bilinear form ah : Vh × Vh → R is symmetric and there exists a constant ĉG ≥ 0 s.t.
ãh := ah + ĉGmh
is a scalar product on Vh with induced norm ‖·‖ãh . In the following, we equip Vh with ãh.
c) The nonlinearity Dh : Vh → Hh is continuous and quasi-monotone with constant β̂qm.
d) The nonlinearity Fh : Vh → Hh is locally Lipschitz-continuous with constant L̂ρ.
e) The inhomogeneity satisfies fh ∈W 1,1loc ([0,∞);Hh).
f) There exists a constant ĈH,V > 0 s.t.
‖vh‖mh ≤ ĈH,V ‖vh‖ãh for all vh ∈ Vh. (2.25)
Example 2.13 (continued). Let (Th)h be a quasi-uniform family of matching simplicial triangulations
of Ω (cf. Definition C.1). For each Th ∈ (Th)h let Vh be the standard linear finite element space over
Th, i.e., Vh is the space of piecewise linear functions defined on Th. This is a conformal finite element
method since Vh ⊂ V and we set
mh := m, ah := a. (2.26a)

















for all vh, wh ∈ Vh. Note that we can evaluate these integrals exactly by a quadrature formula of order
≥ 5. This discretization fits into the framework of Assumption 2.17. As in the continuous case, it is
easy to see, that the parts a), b), c), e), and f) are satisfied. Part e) is proven in Lemma 6.6 for a more
general example.
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for all vh, wh ∈ Vh.
Then, (2.24) can be written as an evolution equation in Vh:
u′′h +Dh(u′h) +Ahuh = Fh(uh) + fh, t ≥ 0
uh(0) = u0h, u′h(0) = v0h.
(2.27)
As in the continuous case, we can rewrite this as a first-order equation. We define the finite dimensional




























Then, (2.27) has the form (2.4).
Corollary 2.18. Assumption 2.17 implies that the first-order formulation of (2.27) satisfies Assump-
tion 2.7. Furthermore, (2.3) holds true with ĉqm = 12 ĉGĈH,V + β̂qm.
Proof. As in Lemma 2.14, we obtain that Sh satisfies (2.3) with constant ĉqm = 12 ĉGĈH,V + β̂qm. The
other assumptions from Assumption 2.7 follow directly by Assumption 2.17.
As in the first-order case, we require the existence of appropriate operators to relate continuous and
discrete functions:
Assumption 2.19.
a) There exists a lift operator LVh ∈ L(Vh;V ) satisfying
‖LVh vh‖m ≤ ĈH‖vh‖mh , ‖LVh vh‖ã ≤ ĈV ‖vh‖ãh , (2.29)
for all vh ∈ Vh with constants ĈH , ĈV > 0 independent of h.
b) There exists an interpolation operator Ih ∈ L(ZV ;Vh), defined on a dense subspace ZV of V , which
satisfies
‖Ih‖Hh←ZV ≤ ĈIh (2.30)
with a constant ĈIh > 0 independent of h.
Example 2.13 (continued). Since the discretization in our example is conformal, i.e., we have Vh ⊂ V ,
we can set LVh = I. Recall that we have
‖vh‖mh = ‖vh‖m, ‖vh‖ãh = ‖vh‖ã, for all vh ∈ Vh
and hence, Assumption 2.19 a) is trivially satisfied. Further, we choose ZV = H2(Ω) ⊂ C(Ω) and define
Ih : H2(Ω)→ Vh as the standard Lagrange interpolation operator in the basis nodes of the triangulation.
The Lagrange interpolation satisfies (2.30).
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We now analyze the space discretization error by applying the theory of Section 2.1.2. Therefore, we
have to specify the appearing operators.
Definition 2.20.
a) The adjoint lift operators LV ∗h : V → Vh and LH∗h : H → Hh w.r.t. the scalar products of V and









for all v ∈ H,wh ∈ Hh,
ãh
(






for all v ∈ V,wh ∈ Vh.
(2.31)
























on Z = V × ZV d↪→ X.
Remark 2.21. We use Ih instead of LH∗h in the second component of the reference operator because the
adjoint lift operator only leads to suboptimal error bounds.
Lemma 2.22. The first-order lift and reference operators from Definition 2.20 satisfy Assumption 2.8
with ĈX = max{ĈV , ĈH} and ĈJh = max{ĈV , ĈIh}.
Proof. This is a direct consequence of Assumption 2.19.
For z = [v, w]ᵀ ∈ Z, the remainder terms are given by
Rh(z) = L∗hS(z)− ShJh(z) =
[
−(LV ∗h − Ih)w
LH∗h (Av +D(w))−
(
AhLV ∗h v +Dh(Ihw)
)] , (2.33a)
rh(z) = L∗hG(z)−Gh(Jhz) =
[
0
LH∗h F (v)− Fh(LV ∗h v)
]
. (2.33b)
The norm of rh(z) is obviously given by
‖rh(z)‖Xh = ‖LH∗h F (v)− Fh(LV ∗h v)‖mh , z = [v, w]
ᵀ ∈ Z. (2.34)
To bound the remainder of the monotone operator, we make use of the following errors in the scalar




























22 Chapter 2. Abstract space discretizations of first- and second-order evolution equations
Lemma 2.23. Let Assumptions 2.12 and 2.17 be satisfied. Then, for z = [v, w]ᵀ ∈ Z, the remainder of

















i.e., against errors in the scalar products, interpolation errors, and the discretization error of the nonlinear
damping term.




















































































The second summand in (2.37) can be bounded with the definitions of ã, ãh, ‖ψh‖mh ≤ 1 and (2.14),

























LV ∗h v, ψh
))
≤ max{cG, ĉG}
∣∣m(v,LVh ψh)−mh(LV ∗h v, ψh)∣∣
≤ max{cG, ĉG}
(∣∣m((I−LVh Ih)v,LVh ψh)∣∣+ ∣∣∆m(Ihv, ψh)∣∣
+mh
(




ĈHCH,V ‖(I−LVh Ih)v‖ã + max‖ψh‖mh=1
∣∣∆m(Ihv, ψh)∣∣
+ ĈH,V ‖(Ih − LV ∗h )v‖ãh
)
.
We further estimate similar to (2.38)
‖(Ih − LV ∗h )v‖ãh = max‖ϕh‖ãh=1
ãh
(
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and the assertion follows by collecting all terms.
With the results we have already obtained in this section, the following two theorems are now direct
consequences of Theorem 2.10 and Theorem 2.11. The first one is a space discretization error bound
under the assumption, that the numerical approximation uh exists on [0, T ].
Theorem 2.24. Let Assumptions 2.12, 2.17 and 2.19 be satisfied and u be the strong solution of (2.19)
on [0, T ] with u, u′, u′′ ∈ L∞([0, T ];ZV ). Further, assume that the semidiscrete solution uh of (2.27)
exists on [0, T ]. Then, for all t ∈ [0, T ], the lifted semidiscrete solution satisfies the error bound




with a constant C that is independent of h and t. The other constants are given by ĉqm = 12 ĉGĈH,V + β̂qm,
ρh = max
{
ĈV ‖u‖L∞([0,T ];V ), ‖uh‖L∞([0,T ];Vh)
}
,
and the abstract space discretization errors
Eh,1 =‖u0h − LV ∗h u0‖ãh + ‖v0h − Ihv0‖mh + ‖LH∗h f − fh‖L∞([0,T ];H),
Eh,2 =‖LH∗h D(u′)−Dh(Ihu′)‖L∞([0,T ];Hh),
Eh,3 =‖LH∗h F (u)− Fh(LV ∗h u)‖L∞([0,T ];Hh),





































Proof. We apply Theorem 2.10 to the first-order formulations of (2.19) and (2.27). By Corollarys 2.15
and 2.18 and Lemma 2.22 all assumptions are satisfied. Note that (2.12) would also require that u′h and
u′ are bounded by ρh. But, since the nonlinearities G and Gh in the first-order formulations of (2.19)
and (2.27) only depend on the first component, it is sufficient that u and uh are bounded to exploit the
local Lipschitz continuity.
The error estimate (2.6) yields
‖LVh uh(t)− u(t)‖ã + ‖LVh u′h(t)− u′(t)‖m ≤ 2
(











∥∥x0h − Jhx0∥∥Xh + t∥∥(L∗h − Jh)x′∥∥L∞([0,T ];Xh)
+ t‖Rh(x)‖L∞([0,T ];Xh) + t‖rh(x)‖L∞([0,T ];Xh) + t‖L
∗
hg − gh‖L∞([0,T ];Xh).
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It remains to bound the different terms against Eh,i, i = 1, . . . , 5. By the remainder bounds (2.34) and
(2.36) we obtain for all t ∈ [0, T ]
‖Rh(x(t))‖Xh ≤ C(Eh,2 + Eh,4 + Eh,5), ‖rh(x(t))‖Xh ≤ CEh,3,
and by the definition of Jh and L∗h we further have∥∥x0h − Jhx0∥∥Xh + ‖L∗hg − gh‖L∞([0,T ];Xh) ≤ CEh,1.
For the reference error we have for all t ∈ [0, T ]
‖(I−LhJh)x(t)‖X ≤ ‖(I−LVh LV ∗h )u(t)‖ã + ‖(I−LVh Ih)u′(t)‖m (2.41)
where the second summand is bounded by Eh,4. For the first summand, we obtain as in (2.38)
‖(I−LVh LV ∗h )u‖ã ≤ ‖(I−LVh Ih)u‖ã + ‖LVh (Ih − LV ∗h )u‖ã















u‖ã + ĈV max
‖ϕh‖ãh=1
∣∣∆ã(Ihu, ϕh)∣∣
≤ C(Eh,4 + Eh,5).
(2.42)
Similarly, we finally bound








≤ C(Eh,4 + Eh,5).
As in Section 2.1, we can conclude existence and convergence of the numerical solution under an additional
consistency assumption.
Corollary 2.25. Let Assumptions 2.12, 2.17 and 2.19 be satisfied and u be the strong solution of (2.27)
on [0, T ] with u, u′, u′′ ∈ L∞([0, T ];ZV ). We then define
ρ := 2ĈV ‖u‖L∞([0,T ];V ).
Further, let Eh,i → 0 for h → 0, i = 1, . . . , 5. Then, there exists h∗ > 0, s.t. uh exists in [0, T ] for all
h < h∗ with
‖uh‖L∞([0,T ];Vh) ≤ ρ.
Additionally, the error bound (2.39) holds true with ρh = ρ and the lifted semidiscrete solution converges




‖LVh uh(t)− u(t)‖ã + ‖LVh u′h(t)− u′(t)‖m
)
= 0, t ∈ [0, T ].
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Proof. This is a direct consequence of Theorems 2.11 and 2.24.
Finally, we now can prove an error bound for our illustrative example:
Example 2.13 (continued). We now illustrate for our example equation (2.15), with corresponding space
discretization (2.26), the application of Theorem 2.24 and Corollary 2.25 to a concrete equation. Let u ∈
C2([0, T ];H2(Ω)) be the solution of (2.15). In the following, we estimate the error terms Eh,i, i = 1, . . . , 5
from (2.40). Since we are in the case of a conformal discretization with
ãh = ã, mh = m, and LVh = I,
the error term Eh,5, containing the errors in the bilinear forms, vanishes. Further, note that in this case
we have
LH∗h = ΠL2 , LH∗h = ΠH1 ,
where ΠL2 and ΠH1 denote the L2- and H1-orthogonal projections, respectively. We discretize the initial
values via
u0h := Ihu0, v0h := Ihv0.
Then, by usual interpolation and projection error bounds and f = 0, we obtain
Eh,1, Eh,4 ≤ Ch.
It remains to bound the discretization errors of D and F , and we bound exemplary Eh,2. We have by the
definition of Dh and the usual interpolation error bounds for all t ∈ [0, T ]













≤ ‖(u′)3 − (Ihu′)3‖L2(Ω)






Note that ‖u′‖L∞(Ω) is bounded due to the continuous embedding H2(Ω) ↪→ C(Ω), cf. Theorem A.4.
Hence, we obtain Eh,2 ≤ Ch2 and similarly Eh,3 ≤ Ch2.
We already showed in the previous parts of the example, that Assumptions 2.12, 2.17 and 2.19 are satisfied.
Recall that we have V = H1(Ω) and H = L2(Ω). Hence, we can apply Corollary 2.25 and have that, for
h sufficiently small, the linear finite element approximation uh satisfies the error bound
‖uh(t)− u(t)‖H1(Ω) + ‖u′h(t)− u′(t)‖L2(Ω) ≤ CeL̂ρt(1 + t)h,
with a constant C independent of h and t.
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CHAPTER 3
Runge–Kutta time discretization of first- and second-order evolution
equations
In this chapter, we introduce and analyze Runge–Kutta time discretization schemes for abstract evolution
equations in the framework of the unified error analysis from Chapter 2.
The main goal in this chapter is to approximate the solution u of the continuous second-order evolution
equation (2.19). Since Runge–Kutta methods are usually formulated for first-order equations, we start
by considering Runge–Kutta methods applied to the first-order formulation (2.1) of (2.19), cf. (2.20). By
τ > 0 we denote the time step size and set tn := nτ, n ≥ 0. The iterates xn = [un, vn]ᵀ of the Runge–Kutta
method applied to the first-order formulation of (2.19) then satisfy un ≈ u(tn), vn ≈ u′(tn).
Based on results from Hansen [2006b], we prove order q time discretization error bounds for coercive
and algebraically stable Runge–Kutta methods of stage order q (cf. Definitions B.3 to B.5). A short
introduction to Runge–Kutta methods and a summary of the results from Hansen [2006b] that are
necessary for our analysis can be found in Appendix B.
Outline In Section 3.1, we analyze Runge–Kutta methods applied to first-order equations in the frame-
work of the unified error analysis of Section 2.1.1. In Section 3.2, we then use these results to prove error
bounds for Runge–Kutta methods applied to second-order equations in the framework of Section 2.2.1.
28 Chapter 3. Runge–Kutta time discretization of first- and second-order evolution equations
3.1 Runge–Kutta methods for first-order evolution equations
A Runge–Kutta method with coefficients b = (bi)si=1, c = (ci)si=1,Oι = (aij)si,j=1 applied to the evolution
equation (2.1) has the form





− S(Xnj) +G(Xnj) + g(tn + cjτ)
)
, i = 1, . . . , s,





−S(Xni) +G(Xni) + g(tn + ciτ)
)
.
We first prove an error bound under the assumption that bounded Runge–Kutta iterations exist. Af-
terwards, we prove the existence of the iterations for sufficiently small τ . The error bound is a direct
application of the error bound from Hansen [2006b] stated in Theorem B.12, since the framework in this
paper is very similar to our framework.
Theorem 3.1. Let Assumption 2.3 be satisfied, q ∈ N, x ∈ Cq+1([0, T ];X) be the solution of (2.1), and
xn, for tn ∈ [0, T ], be the approximations obtained by an algebraically stable and coercive Runge–Kutta











and assume that τ satisfies the step size restriction
τ(cqm + Lρ) < αRK. (3.2)
Here, αRK is the coercivity constant of the Runge–Kutta method, cf. Definition B.5, and cqm and Lρ are
given in Assumption 2.3.
Then, the error bound






holds true with a constant CRK only depending on the coefficients of the Runge–Kutta method, a constant
C which depends on x, T and the Runge–Kutta method, but is independent of n and τ , and the constant
Cτ,ρ =
(
αRK − τ(cqm + Lρ)
)−1
.
Proof. We use a standard trick and replace G in (2.1) by Gρ, where Gρ is globally Lipschitz continuous
with constant Lρ and satisfies Gρ(y) = G(y) for all ‖y‖X ≤ ρ. Note that due to (3.1), we have that x
is also a solution of the modified equation with corresponding Runge–Kutta approximation xn, i.e., we
now consider (B.1) with F(t, x) = −S(x) + Gρ(x). We then have that Assumption B.6 is satisfied with
cqm,F = cqm + Lρ and can apply Theorem B.12.
This immediately gives the assertion.
Theorem 3.2. Let Assumption 2.3 be satisfied, q ∈ N, and let x ∈ Cq+1([0, T ];X) be the solution of
(2.1). We define
ρ := 2‖x‖L∞([0,T ];X)
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and consider an algebraically stable and coercive Runge–Kutta method of stage order q.
Then, there exists a τ∗ > 0, s.t. for all τ < τ∗ the Runge–Kutta method applied to (2.1) yields unique
approximations xn ∈ X with ‖xn‖X ≤ ρ, tn ∈ [0, T ], which satisfy the error bound (4.7).
Proof. As in the proof of Theorem 3.1, we replace G in (2.1) by a function Gρ that coincides with G
on {y ∈ X | ‖y‖X ≤ ρ} and is globally Lipschitz continuous with constant Lρ. Then, for the modified
equation
x′ + S(x) = Gρ(x) + g (3.3)
Assumption B.6 is satisfied with cqm,F = cqm + Lρ. Due to ‖x(t)‖X ≤ ρ for all t ∈ [0, T ], we further
have that x is also a solution of (3.3). We obtain by Lemma B.8 that under the step size restriction (3.2)
there exist unique Runge–Kutta iterations xn, tn ∈ [0, T ], to (3.3) and by Theorem B.12, that the error
bound (4.7) holds true.
It remains to show that, for τ sufficiently small, we have ‖xn‖X , ‖Xni‖X ≤ ρ for all tn ≤ T and
i = 1, . . . , s, since then, the xn are also the Runge–Kutta approximations to the original equation (2.1).
Using the bound (4.7), we can conclude that for τ∗ > 0 sufficiently small and all τ < τ∗ we have
‖xn‖X ≤ ‖xn − x(tn)‖X + ‖x(tn)‖X ≤ 2
ρ
2 = ρ.
For the inner stages we calculate
‖Xni‖X ≤ ‖Xni −Xni‖+ ‖Xni − x(tn + ciτ)‖+ ‖x(tn + ciτ)‖X .
Here, Xni, i = 1, . . . , s, denote the inner stages of the Runge–Kutta method applied to the modified
equation (3.3) starting from x(tn) at time tn. By the local error and the stability bounds (B.5) and (B.6),
respectively, we obtain
‖Xni − x(tn + ciτ)‖X ≤ CCτ,ρτ q+1,





Hence, by possibly further reducing τ∗, we have for all τ < τ∗ and i = 1, . . . , s
‖Xni‖X ≤ ρ.
3.2 Runge–Kutta methods for second-order evolution equations
We now use Theorems 3.1 and 3.2 to prove error bounds for Runge–Kutta methods applied to the first-
order formulation of the second-order equation (2.19).
Corollary 3.3. Let Assumption 2.12 be satisfied, q ∈ N, and let u ∈ Cq+2([0, T ];H) ∩ Cq+1([0, T ];V )
be the solution of (2.19). Further, let un, vn, for tn ∈ [0, T ], be the approximations obtained by an
algebraically stable and coercive Runge–Kutta method of stage order q applied to the first-order formulation
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where Uni denotes the first component of the inner Runge–Kutta stages. If τ satisfies the step size
restriction
τ(cqm + Lρ) < αRK
with cqm = 12cGCH,V + βqm, the error bound






holds true with a constant CRK only depending on the coefficients of the Runge–Kutta method, a constant
C which depends on x, T and the Runge–Kutta method, but is independent of n and τ , and the constant
Cτ,ρ =
(
αRK − τ(cqm + Lρ)
)−1
.
Proof. This is a direct application of Theorem 3.1, since by Corollary 2.15, we have that the first-order
formulation of (2.19) satisfies Assumption 2.3. Note that we only need bounds on the first components
of the exact and the numerical solution, since G in the first-order formulation of (2.19) only depends on
the first component. Hence, it is sufficient that u, un, and Uni are bounded to exploit the local Lipschitz
continuity.
Corollary 3.4. Let Assumption 2.12 be satisfied, q ∈ N, and let u ∈ Cq+2([0, T ];H)∩Cq+1([0, T ];V ) be
the solution of (4.1). We define
ρ := 2‖u‖L∞([0,T ];V )
and consider an algebraically stable and coercive Runge–Kutta method of stage order q.
Then, there exists a τ∗ > 0, s.t. for all τ < τ∗ the Runge–Kutta method yields unique approximations
un ∈ V, vn ∈ H with ‖un‖ã ≤ ρ, n ≥ 0, tn ∈ [0, T ] which satisfy the error bound (3.4).
Proof. This is a direct application of Theorem 3.2 with the same arguments as in the proof of Corollary 3.3.
Remark 3.5 (BDF methods). The paper Hansen [2006a] contains an error analysis for BDF methods
in the same framework as used in Hansen [2006b] for the analysis of Runge–Kutta methods. This can be
adapted with the same techniques as presented in this chapter to our framework to obtain error bounds
for BDF methods applied to (2.1) and (2.18).
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CHAPTER 4
An implicit-explicit (IMEX) scheme for semilinear second-order evolution
equations
In this section, we present and analyze an efficient IMEX time integration scheme for semilinear second-
order evolution equations in the setting of Section 2.2.1. By semilinear we mean that the nonlinear part
of the evolution equation is Lipschitz continuous. The scheme is a combination of the implicit Crank–
Nicolson method and the explicit leapfrog scheme. We show wellposedness of the scheme, comment on
the efficiency, and, as the main result of this section, prove a second-order error bound.
This chapter mainly presents the content of [Hochbruck and Leibold, 2021, Section 2 (2.2-2.5)]. We
always refer to the corresponding results in this paper.
Outline In Section 4.1, we introduce the analytical framework in which we consider and analyze the
IMEX scheme. Since the construction and analysis of the IMEX scheme is based on the Crank–Nicolson
method, we present the numerical analysis of the Crank–Nicolson method in Section 4.2. Section 4.3 is
devoted to the construction of the IMEX scheme of which we prove wellposedness in Section 4.4. For
the error analysis, it is advantageous to consider a first-order formulation of the IMEX scheme, which we
derive in Section 4.5. Finally, we prove a second-order error bound for the IMEX scheme in Section 4.6.
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4.1 Analytical setting
We consider the evolution equation (2.18) in the setting from section Section 2.2 in the semilinear case,
i.e., where Bv := D(v) is a linear operator. The equation then takes the form
u′′ +Bu′ +Au = F (u) + f, t ≥ 0, u(0) = u0, u′(0) = v0. (4.1)
In the first-order formulation (2.20), we thus have





is a linear operator. The corresponding first-order equation (2.1) in this case is of the form
x′ + Sx = G(x) + g, t ≥ 0, x(0) = x0. (4.2)
Remark 4.1. Note that part c) of Assumption 2.12 translates for (4.1) to: The operator B ∈ L(V ;H)






As in Chapter 3 we set tn := nτ, n ≥ 0, and denote by xn = [un, vn]ᵀ the iterates of a time discretization










F (un) + f(tn)
]
= G(xn) + g(tn).
4.2 Motivation: The Crank–Nicolson scheme
Since we derive the IMEX scheme as an adaption of the Crank–Nicolson scheme, and the error analysis is
based on the Crank–Nicolson error analysis, we start by recalling the Crank–Nicolson scheme and some
of its properties. The Crank–Nicolson scheme is a time integration method for first-order equations, see,
e.g., [Hairer and Wanner, 2010, Section IV.3]. Applied to the first-order formulation (4.2) of (4.1) it is
of the form
xn+1 = xn + τ2
(
− S(xn + xn+1) +Gn +Gn+1
)
(4.4)
and can be written as
R+x






with R± = I ±
τ
2S. (4.5)
The operators R± have the following properties:
Lemma 4.2 ([Hochbruck and Leibold, 2021, Lemma 2.4]). Let Assumption 2.12 be satisfied and cqm =
1
2cGCH,V + βqm with CH,V defined in (2.14). Then, for τcqm < 2, the following assertions hold true:
a) R+ is invertible with ‖R−1+ ‖X←X ≤ 1 and R−1+ x ∈ D(S) for all x ∈ X.
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b) R := R−1+ R− has a continuous extension on X satisfying ‖R‖X←X ≤ eτcqm .
Proof. By Lemma 2.14 we have that S is maximal and quasi-monotone with constant cqm. This implies
the stated properties of R±, as shown in the proof of [Hipp, 2017, Lemma 2.14].
In the following, we assume τcqm < 2, s.t. Lemma 4.2 is valid. This allows us to apply R−1+ to (4.5) and
we obtain







We will now prove an error bound for the Crank–Nicolson scheme. This was done in Hipp [2017] for the
linear and in Leibold [2017] for the semilinear case. The idea of the proof is based on Sturm [2017], where
the Crank–Nicolson scheme applied to Maxwell equations was analyzed.
Theorem 4.3. Let Assumption 2.12 be satisfied, u ∈ C4([0, T ];H) ∩ C3([0, T ];V ) be the solution of
(4.1), and xn = [un, vn]ᵀ, tn ∈ [0, T ], be the approximations obtained by the Crank–Nicolson scheme















with cqm = 12cGCH,V + βqm.
Then, the error bound







holds true with a constant C which depends on x and T but is independent of n and τ .
Proof. We use the notation
x̃n = x(tn), G̃n = G(x̃n) + g(tn),
where x = [u, u′]ᵀ is the exact solution of (4.2), and denote the error by
en = xn − x̃n.
The proof consists of three main steps.
(a) Error recursion. We insert the exact solution into the Crank–Nicolson scheme (4.4) and obtain
x̃n+1 = x̃n + τ2
(
−S(x̃n + x̃n+1) + G̃n + G̃n+1
)
− δn+1CN (4.8)
where δn+1CN is a defect. By the differential equation (4.2) we have
τ
2 (x




−S(x̃n + x̃n+1) + G̃n + G̃n+1
)
,
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Similar to (4.6), we can reformulate (4.8) to






+R−1+ δn+1CN . (4.10)
By subtracting this equation from (4.6), we obtain the error recursion




Gn − G̃n +Gn+1 − G̃n+1
)
+R−1+ δn+1CN . (4.11)



































Since we have ‖u(t)‖ã, ‖un‖ã ≤ ρ for all tn, t ∈ [0, T ], we can employ the local Lipschitz continuity of G



















(c) Defect. The Crank–Nicolson defect (4.9) consists of the quadrature error of the trapezoidal rule,
which is due to our regularity assumptions bounded by
‖δmCN‖X ≤ Cτ3‖x(3)‖L∞([tm,tm−1];X) ≤ Cτ
3
(





Inserting this into (4.12) finally yields
‖un − u(tn)‖ã + ‖vn − u′(tn)‖m ≤
√




















4.3. Construction of the IMEX scheme 35
4.3 Construction of the IMEX scheme
In the following, we explain how the IMEX scheme can be derived by combining the Crank–Nicolson with
the leapfrog scheme. To do so, we state now a formulation of the Crank–Nicolson scheme that exploits
the second-order structure of (4.1).
Lemma 4.4 ([Hochbruck and Leibold, 2021, Lemma 2.5]). The Crank–Nicolson scheme (4.4) can equiv-
alently be rewritten in a half-full-half step formulation
vn+
1




n+ 12 − τ2Bv





un+1 = un + τvn+ 12 , (4.14b)




n+ 12 − τ2Bv













the two components of (4.4) have the form
un+1 = un + τvn+ 12 ,
vn+1 = vn − τ2A(u
n + un+1)− τBvn+ 12 + τ2 (F
n + Fn+1).
The first equation is identical to (4.14b). In the second equation, we eliminate un+1 using the first one
and obtain
vn+1 = vn − τAun − τ
2
2 Av





which can be expressed equivalently by the two half steps (4.14a) and (4.14c).
The leapfrog or Störmer–Verlet scheme is an explicit time integration scheme for second-order differential
equations of the form y′′ = φ(t, y), cf. Hairer et al. [2006]. Applied to (4.1) with A = B = 0, the scheme
can be expressed in a half-full-half step formulation similar to (4.14) via
vn+
1
2 = vn + τ2F
n,
un+1 = un + τvn+ 12 ,
vn+1 = vn+ 12 + τ2F
n+1.
By combining the Crank–Nicolson scheme for the linear part of (4.1) with the leapfrog scheme for the
nonlinear part we obtain the following IMEX scheme:
vn+
1




n+ 12 − τ2Bv
n+ 12 + τ2F
n, (4.16a)
un+1 = un + τvn+ 12 , (4.16b)




n+ 12 − τ2Bv
n+ 12 + τ2F
n+1. (4.16c)
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Remark 4.5 ([Hochbruck and Leibold, 2021, Remark 2.6]). By subtracting (4.16a) from (4.16c), we
obtain an equivalent representation of vn+1





which is computationally more efficient because of the elimination of the operators A and B.
The implementation is comprised by solving the linear system in (4.16a), and then computing (4.16b)
and (4.16d). Altogether, each time step requires the solution of one linear system, one application of A
and one evaluation of the nonlinearity. Note that Fn+1 can be reused in the next time step.
4.4 Wellposedness of the IMEX scheme
The linear system that has to be solved in (4.16a) is of the form
Q+v
n+ 12 = vn − τ2Au
n + τ2F
n, (4.17)






These operators play an important role in the analysis of the IMEX method and satisfy the following
properties:
Lemma 4.6 ([Hochbruck and Leibold, 2021, Lemma 2.7]). Let Assumption 2.12 be satisfied and
τ2
2 cG + τβqm ≤ 1. (4.18)










2 cG+τβqm . (4.19c)









for all v, w ∈ V.
The quasi-monotonicity of B (4.3) transfers directly to b. Together with Assumption 2.12 b) and the











m+ τ2 (b+ βqmm) +
τ2
4 ã : V × V → R
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is coercive, cf. Definition A.2, as the sum of the coercive bilinear form τ
2
4 ã and two monotone bilinear
forms. Hence, by the Lax–Milgram lemma (Theorem A.3), we have that for a given v ∈ H ⊂ V ∗ there



















for all w ∈ V,











v − z − τ2Bz,w
)
= 〈v − z − τ2Bz,w〉V
∗×V for all w ∈ V.
Thus, we have
τ2
4 Az = v − z −
τ
2Bz ∈ H
which implies z ∈ D(A) and Q+z = (I + τ2B +
τ2
4 A)z = v. This proves that Q+ is invertible.
We now show the bounds (4.19): Let v ∈ H and set z = Q−1+ v ∈ D(A). Using Assumption 2.12 b), c),
and the step size restriction (4.18), we obtain
‖v‖2m =
∥∥∥( I +τ2B + τ24 A)z∥∥∥2m
= ‖z‖2m +





2 cG − τβqm
)
‖z‖2m +
∥∥∥(τ2B + τ24 A)z∥∥∥2m
+ 2τ2m
(






(A+ cG I)z, z
)
≥
∥∥∥(τ2B + τ24 A)Q−1+ v∥∥∥2m + τ22 ‖Q−1+ v‖2ã.
This directly implies the bounds (4.19a) and (4.19b).
We further note that B + τ2A is maximal and quasi-monotone with constant βqm +
τ
2 cG. The bound
(4.19c) then follows by Lemma 4.2 with S replaced by B + τ2A.
By Lemma 4.6 we obtain directly the wellposedness of the IMEX scheme:
Corollary 4.7 ([Hochbruck and Leibold, 2021, Corollary 2.8]). The IMEX scheme (4.16) is wellposed
in D(A)×H, i.e., for u0 ∈ D(A) and v0 ∈ H, the numerical approximations satisfy
un ∈ D(A), vn ∈ H, vn+ 12 ∈ D(A), n ≥ 0.
Proof. We prove this by induction over n. The statement holds for n = 0 by assumption. We now assume
that un ∈ D(A) and vn ∈ H for some n ≥ 0. By Lemma 4.6, we have that Q+ is invertible and hence,
(4.17) implies vn+ 12 ∈ D(A). By (4.16b) and (4.16c) we then immediately obtain




n+ 12 − τ2Bv
n+ 12 + τ2F
n+1 ∈ H.
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4.5 IMEX scheme in first-order formulation
To derive an error bound, we rewrite the IMEX scheme (4.16) as a perturbation of the first-order formu-
lation of the Crank–Nicolson scheme (4.6). This formulation of the Crank–Nicolson scheme was used in
Theorem 4.3 to prove an error bound for the Crank–Nicolson scheme; we will adapt this for the IMEX
scheme. A similar idea was used in Hochbruck and Sturm [2016] to analyze the leapfrog scheme and
locally implicit schemes for Maxwell equations.
Lemma 4.8 ([Hochbruck and Leibold, 2021, Lemma 2.10]).






















− I +Q−1+ (2 I +τB) τQ−1+




+ (4 I +2τB) Q−Q−1+
]
. (4.20b)
















c) The IMEX scheme (4.16) is equivalent to the first-order formulation






















Proof. a) First note that by Lemma 4.6 the right-hand side of (4.20a) is a well-defined mapping from
X = V ×H to D(S) = D(A)× V . The identities (4.20) can be verified by straightforward calculations.

































































= −(B + τ2A)Q
−1
+ w.
c) We start by showing the equivalence of the IMEX scheme and (4.22) under the additional assumption
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which differs from the representation of vn+ 12 in the Crank–Nicolson scheme by the contributions of the
nonlinearity F , cf. (4.15). Inserting (4.23) into (4.16b) yields
un+1 = un + τ2 (v







On the other hand, by adding (4.16a) and (4.16c) and inserting (4.16b), we obtain
vn+1 = vn − τ2A(u





Hence, with (4.23) we have
vn+1 = vn − τ2A(u















Using the definition (4.5) of R±, we can express (4.24) and (4.25) simultaneously as
R+x















Note that by (4.23) we have Fn − Fn+1 ∈ V , since we assumed vn, vn+1 ∈ V and have by Corollary 4.7
vn+
1
2 ∈ D(A) ⊂ V . By multiplying (4.26) with R−1+ and using (4.21), we obtain the representation (4.22)
of the IMEX scheme under the additional assumption vn, vn+1 ∈ V . Since the IMEX scheme (4.16) as
well as the equation (4.22) are well defined for vn, vn+1 ∈ H, and since V is dense in H, we also obtain
the equivalence of both formulations for vn, vn+1 ∈ H.
4.6 Error bound for the IMEX scheme
As the main result of this chapter, we now present a second-order error bound for the IMEX scheme.
Theorem 4.9 ([Hochbruck and Leibold, 2021, Theorem 2.9]). Let Assumption 2.12 be satisfied and let
u ∈ C4([0, T ];H)∩C3([0, T ];V )∩C2([0, T ];D(A)) be the solution of (4.1). Then, there exists τ∗ > 0 s.t.
for all τ < τ∗ and all tn ∈ [0, T ] the approximations un from the IMEX scheme (4.16) are bounded by
‖un‖ã ≤ ρ := 2‖u‖L∞([0,T ];V ). (4.27)
Moreover, the approximations un, vn satisfy for all tn ∈ [0, T ] the error bound
‖un − u(tn)‖ã + ‖vn − u′(tn)‖m ≤ CeMtnτ2 (4.28)










, cqm = 12cGCH,V + βqm, and a constant C that only depends on u and
T but is independent of τ and L.
Proof. For the proof of the error bound (4.28) we use the first-order formulation (4.22) of the IMEX











, G̃n = G(x̃n) + g(tn) =
[
0
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for the exact solution u of (4.2). Further, we denote the first-order error by
en = xn − x̃n.
Let τ be sufficiently small, such that the assumptions of Lemmas 4.2 and 4.6 are satisfied. Further, we
assume for the moment that for all approximations un, tn ∈ [0, T ], (4.27) is satisfied. At the end of the
proof, we will show that this is valid for sufficiently small τ .
The proof consists of four main steps, where the first three steps are similar to the error proof of the Crank–
Nicolson scheme from Theorem 4.3. In the last step we show the boundedness of the approximations.
(a) Error recursion. To derive a recursion for the error, we insert the exact solution into the IMEX
scheme in first-order formulation (4.22) and obtain






















with a defect ∆n+1 which is yet to be determined. Comparing (4.29) with (4.10), we can interpret the
defect as a perturbation of the Crank–Nicolson defect δn+1CN via
∆n+1 = R−1+ δn+1CN + δ̃
















Subtracting (4.29) from (4.22) yields the error recursion




















Fn − F̃n − Fn+1 + F̃n+1
)]+ ∆n+1. (4.31)



























Fm−1 − F̃m−1 − Fm + F̃m
)]+ ∆m).
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Since we have ‖u(t)‖ã, ‖un‖ã ≤ ρ for all tn, t ∈ [0, T ], we can further investigate the terms in the first
sum by employing the local Lipschitz continuity of G and F , respectively. We have
∥∥Gm − G̃m∥∥
X
≤ Lρ‖em‖X , (4.33)




∥∥∥(B + τ2A)Q−1+ ∥∥∥
H←H






























































(c) Defects. We bounded the Crank–Nicolson defect already in (4.13) by
‖δmCN‖X ≤ Cτ3
(










































The terms δ̃m1 and δ̃m2 are of order τ2, which is not sufficient to obtain a global error of order two,
since we loose one order of τ when summing the defects up. To gain an additional factor of τ we use a


















− F̃m−2 + 2F̃m−1 − F̃m
)] .
Using this together with the bounds (4.19), the differential equation (4.1), and B ∈ L(V ;H) leads to the
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bound
‖δ̃m1 + R̂δ̃m−12 ‖X ≤ Cτ
∥∥(− F̃m−2 + 2F̃m−1 − F̃m)∥∥
m
≤ Cτ3






































Inserting the bounds of the defects into (4.35) yields
‖en‖X ≤ CeMtnτ2.
This finally gives the error bound (4.28), since
‖un − u(tn)‖ã + ‖vn − u′(tn)‖m ≤
√
2‖xn − x(tn)‖X =
√
2‖en‖X ≤ CeMtnτ2.
(d) Boundedness of numerical solution. It remains to prove that for sufficiently small τ the bound (4.27)
holds true, since only then the error analysis we presented so far is valid. To do so, we proceed similarly
as in the proof of Theorem 3.2.
Let Fρ : V → H be a function that is globally Lipschitz continuous on V with Lipschitz constant Lρ and
satisfies Fρ(v) = F (v) for all v ∈ V with ‖v‖ã ≤ ρ. Further, let unρ be the iterates of the IMEX scheme
(4.16) with F replaced by Fρ. Note that due to the definition of ρ in (4.27) we have
F (u(t)) = Fρ(u(t)) for all t ∈ [0, T ]
and u is also a solution of (4.1) when F is replaced by Fρ. Since Fρ is globally Lipschitz continuous, part
(a) to (c) of the proof hold true for the modified equation independent of ‖unρ‖ã and we obtain similar
to the error bound (4.28)
‖unρ − u(tn)‖ã ≤ CeMtnτ2 (4.37)
for all tn ≤ T . Furthermore, C is independent of τ and we can choose τ∗ > 0 s.t. for all τ < τ∗ we have
‖unρ − u(tn)‖ã ≤
ρ
2
and, hence, by the choice of ρ, we can conclude
‖unρ‖ã ≤ ‖unρ − u(tn)‖ã + ‖u(tn)‖ã ≤
ρ
2 + ‖u(tn)‖ã ≤ ρ.
This implies that for all tn ≤ T the iterates unρ coincide with the original iterates un and thereby
‖un‖ã = ‖unρ‖ã ≤ ρ.
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Abstract full discretization error analysis
In this chapter, we show how the unified space discretization error analysis from Chapter 2 can be
combined with the error analysis of the time discretization schemes from Chapters 3 and 4 to derive fully
discrete error bounds.
As in Chapter 3, we aim at approximating the solution u of the continuous second-order evolution
equation (2.19). We denote the step size of the time discretization by τ > 0 and set tn := nτ, n ≥ 0. The
fully discrete approximations of u and u′ are denoted by unh ≈ u(tn), vnh ≈ u′(tn), respectively, and are
obtained by applying the time discretization schemes from Chapters 3 and 4 to the spatially discretized












where x solves the first-order formulation (2.1) of (2.19), cf. (2.20).
We bound the errors of the fully discrete schemes in terms of the order of the corresponding time dis-
cretization scheme and the abstract space discretization errors from Chapter 2. These error bounds can
be used to derive full discretization error estimates for concrete wave equations as we explain in Chapter 6
for the wave equation with kinetic boundary conditions.
Outline In the first two sections of this chapter, we prove error bounds for fully discrete schemes where
Runge–Kutta methods are used for the time discretization. We analyze discretizations of first-order
evolution equations in Section 5.1 and use these results to prove error bounds for second-order wave-type
equations in Section 5.2. Section 5.3 is devoted to analyze full discretizations of second-order semilinear
wave-type equations where the time discretization is performed with the IMEX scheme from Chapter 4.
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5.1 Runge–Kutta methods for first-order evolution equations
A Runge–Kutta method with coefficients b = (bi)si=1, c = (ci)si=1,Oι = (aij)si,j=1 applied to the spatially
discretized equation (2.4) reads





− Sh(Xnjh ) +Gh(X
nj
h ) + gh(tn + cjτ)
)












To prove full discretization error bounds, we adapt the results from Hansen [2006b], that are summarized
in Appendix B, to the semidiscrete setting presented in Section 2.1.2. By this, we obtain fully discrete
versions of Theorems 3.1 and 3.2. Theorem 5.1 is a fully discrete error bound under the assumption
that the numerical approximations are bounded, while in Theorem 5.2, under additional consistency
assumptions, existence and boundedness of the numerical approximations is shown.
Theorem 5.1. Let Assumptions 2.3, 2.7 and 2.8 be satisfied, q ∈ N, and x ∈ Cq+1([0, T ];X) be the
solution of (2.1) with x, x′ ∈ L∞([0, T ];Z). Furthermore, let xnh, for tn ∈ [0, T ], be the approximations
obtained by an algebraically stable and coercive Runge–Kutta method of stage order q given by (5.1). By











If τ satisfies the step size restriction
τ(ĉqm + L̂ρh) < αRK, (5.3)
then the error bound




(̂cqm+L̂ρh )tn − 1
CRK(ĉqm + L̂ρh)
(Eh(tn) + τ q) + ‖(I−LhJh)x(t)‖X (5.4)
holds true with constants CRK, only depending on the Runge–Kutta method, C, which depends on x, T
and the Runge–Kutta method, but is independent of n and τ , and
Ĉτ,ρh =
(
αRK − τ(ĉqm + L̂ρh)
)−1
.
The term Eh(tn) contains abstract space discretization errors and is defined in (2.7).
Proof. As in the proof of Theorem 2.10, we split the error between the lifted fully discrete approximation
and the exact solution via Lhxnh − x(tn) = Lhenh + (LhJh − I)x(tn), where
enh = xnh − Jhx(tn) ∈ Vh
is the discrete error. We then have by (2.5)
‖Lhxnh − x(tn)‖X ≤ ĈX‖enh‖Xh + ‖(LhJh − I)x(tn)‖X . (5.5)
5.1. Runge–Kutta methods for first-order evolution equations 45
We now proceed as in Appendix B and use the same trick as in the proof of Theorem 3.1. We replace Gh
in (2.4) by Gρh where G
ρ
h(yh) = Gh(yh) for all yh ∈ Xh with ‖yh‖Xh ≤ ρh, and G
ρ
h is globally Lipschitz
continuous with constant L̂ρh . The modified equation then reads
x′h + Sh(xh) = G
ρ
h(xh) + gh, t ≥ 0. (5.6)
By (5.2), we have that xnh are also the Runge–Kutta iterations when the method is applied to (5.6).
Furthermore, (5.6) fits into the setting of Appendix B with X replaced by Xh and
F = −Sh +Gρh : Xh → Xh.
Assumption B.6 is satisfied with cqm,F = ĉqm + L̂ρh .
We cannot apply Theorem B.12 directly, since additionally the space discretization errors enter. There-
fore, we now derive the defects in this fully discrete case. Then, we apply the local error and stability
results from Appendix B to obtain the global error bound of the fully discrete scheme.
For the exact solution x of (2.1) we use the short notation
x̃n = x(tn), X̃ni = x(tn + ciτ).
As in (B.4), we obtain for the exact solution plugged into the Runge–Kutta method





−S(X̃nj) +G(X̃nj) + g(tn + cjτ)
)
+ ∆niRK, i = 1, . . . , s, (5.7a)





−S(X̃ni) +G(X̃ni) + g(tn + ciτ)
)
+ δn+1RK , (5.7b)
where, by Lemma B.9, the defects satisfy
‖∆niRK‖X , ‖δn+1RK ‖X ≤ Cτ
q+1
with a constant C = C(x(q+1)). By applying the adjoint lift operator L∗h to (5.7b), we obtain





−L∗hS(X̃ni) + L∗hG(X̃ni) + L∗hg(tn + ciτ)
)
+ L∗hδn+1RK ,
which can be rewritten as
Jhx̃






ni) + gh(tn + ciτ)
)
+ L∗hδn+1RK + δ
n+1
h ,
where the additional defect is given by
δn+1h = (Jh − L
∗






Sh(JhX̃ni)− L∗hS(X̃ni) + L∗hG(X̃ni)−Gh(JhX̃ni) + L∗hg(tn + ciτ)− gh(tn + ciτ)
)
.
Note that, due to (5.3), we have Gh(JhX̃ni) = Gρh(JhX̃ni). With the identity
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and the definition of the remainders from Definition 2.9 we can bound the defect δn+1h via
‖δn+1h ‖Xh ≤ τC
(
‖(L∗h − Jh)x′‖L∞([tn,tn+1];Xh) + ‖Rh(x)‖L∞([tn,tn+1];Xh)





where C is independent of τ and h. Similarly, we obtain for i = 1, . . . , s for the inner stages
JhX̃






nj) + gh(tn + cjτ)
)
+ L∗h∆niRK + ∆nih
with
‖∆nih ‖Xh ≤ τC
(
‖(L∗h − Jh)x′‖L∞([tn,tn+1];Xh) + ‖Rh(x)‖L∞([tn,tn+1];Xh)





The local error bound from Lemma B.10 translates then to




RK ‖Xh + ‖δ
n+1
h ‖Xh + C (1 + Cτ ) maxi=1,...,s
(
‖L∗h∆niRK‖Xh + ‖∆nih ‖Xh
)
≤ C (1 + Cτ )
(
τ q+1 + τ
(
‖(L∗h − Jh)x′‖L∞([tn,tn+1];Xh) + ‖Rh(x)‖L∞([tn,tn+1];Xh)





In this case, xn+1h is defined as one step of the Runge–Kutta method applied to (5.6) and starting from
Jhx(tn) at time tn. In the second inequality we used the continuity of L∗h and the bounds of the defects.
Following exactly the lines of the proof of Theorem B.12, and by the definition of Eh, we can bound the
discrete error by.










‖(L∗h − Jh)x′‖L∞([0,tn+1];Xh) + ‖Rh(x)‖L∞([0,tn+1];Xh)










(τ q + Eh(tn)) .
Together with (5.5), this gives the assertion.
Theorem 5.2. Let Assumptions 2.3, 2.7 and 2.8 be satisfied, q ∈ N, and x ∈ Cq+1([0, T ];X) be the
solution of (2.1) with x, x′ ∈ L∞([0, T ];Z). Further, we assume that for Eh defined in (2.7) we have
Eh(t)→ 0 for h→ 0 and for all t ∈ [0, T ]. We define
ρ := 2‖x‖L∞([0,T ];X)
and consider an algebraically stable and coercive Runge–Kutta method of stage order q.
Then, there exist τ∗, h∗ > 0 s.t. for all τ < τ∗ and h < h∗ the Runge–Kutta scheme (5.1) yields for all
tn ∈ [0, T ] unique iterations xnh ∈ Xh with ‖xnh‖Xh ≤ ρ which satisfy the error bound (5.4) with ρh = ρ.
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Proof. This can be concluded from Theorem 5.1 by following exactly the lines of the proof of Theorem 3.2.
For proving the boundedness of xnh, Xnih , n ≥ 0, i = 1, . . . , s, one additionally has to use that the space
discretization errors collected in Eh satisfy Eh(t)→ 0 for h→ 0 and all t ∈ [0, T ].
5.2 Runge–Kutta methods for second-order semilinear equa-
tions
Since the first-order formulations of both the continuous second-order equation (2.19) and the corre-
sponding spatially discretized equation (2.27) fit by Corollarys 2.15 and 2.18 and Lemma 2.22 in the
setting of Section 2.1, Theorems 5.1 and 5.2 transfer directly to the second-order case and we obtain the
following results:
Corollary 5.3. Let Assumptions 2.12, 2.17 and 2.19 be satisfied, q ∈ N, and let u ∈ Cq+2([0, T ];H) ∩
Cq+1([0, T ];V ) be the solution of (4.1) with u, u′, u′′ ∈ L∞([0, T ];ZV ). Further, let unh, vnh , tn ∈ [0, T ], be
the approximations obtained by an algebraically stable and coercive Runge–Kutta method of stage order q
applied to the first-order formulation of the semidiscrete equation (2.27). By αRK we denote the coercivity
constant of the Runge–Kutta method, cf. Definition B.5, and we define
ρh := max
{








where Unih denotes the first component of the inner Runge–Kutta stages. If τ satisfies the step size
restriction
τ(ĉqm + L̂ρh) < αRK
with ĉqm = 12 ĉGĈH,V + β̂qm, the error bound
‖LVh unh − u(tn)‖ã + ‖LVh vn − u′(tn)‖m ≤ C
eCRKĈ2τ,ρh (̂cqm+L̂ρh )tn − 1
CRK(ĉqm + L̂ρh)
+ 1





holds true with constants CRK, that only depends on the coefficients of the Runge–Kutta method, C, which
depends on u, T and the Runge–Kutta method, but is independent of n and τ , and
Ĉτ,ρh =
(
αRK − τ(ĉqm + L̂ρh)
)−1
.
The constants Eh,i contain the abstract space discretization errors and are given in (2.40).
Proof. This follows directly from Theorem 5.1. As we mentioned above the corollary, all assumptions are
satisfied and we have ĉqm = 12 ĉGĈH,V + β̂qm. The first-order space discretization errors contained in Eh
and ‖(I−LhJh)x(t)‖X can be bounded against Eh,i, i = 1, . . . , 5, as shown in the proof of Theorem 2.24.
Corollary 5.4. Let Assumptions 2.12, 2.17 and 2.19 be satisfied, q ∈ N, and let u ∈ Cq+2([0, T ];H) ∩
Cq+1([0, T ];V ) be the solution of (4.1) with u, u′, u′′ ∈ L∞([0, T ];ZV ). We then define
ρ := 2ĈV ‖u‖L∞([0,T ];V )
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and consider an algebraically stable and coercive Runge–Kutta method of stage order q. Further let the
space discretization error terms Eh,i defined in (2.40) satisfy Eh,i → 0 for h→ 0, i = 1, . . . , 5.
Then, there exist τ∗, h∗ > 0 s.t. for all τ < τ∗ and h < h∗ the Runge–Kutta method yields for all
tn ∈ [0, T ] unique iterations unh, vnh ∈ Vh with ‖unh‖ãh ≤ ρ which satisfy the error bound (5.9) with ρh = ρ.
Proof. Follows directly by Theorem 5.2 with the same arguments as in the proof of Corollary 5.3.
Remark 5.5 (BDF methods). Based on the time discretization error analysis of BDF methods from
Hansen [2006a], and by using the same techniques as presented in this section, it is also possible to prove
full discretization error bounds for BDF methods in our setting (cf. also Remark 3.5).
5.3 IMEX scheme for semilinear second-order evolution equa-
tions
In this section, we present the results from [Hochbruck and Leibold, 2021, Section 3]. We consider the
IMEX scheme from Chapter 4 applied to the spatially discretized second-order evolution equation (2.27)
in the semilinear case, i.e., where B = D ∈ L(V ;H) and, hence, Bh = Dh ∈ L(Vh;Hh) are linear
operators. The evolution equation (2.27) is then of the form
u′′h +Bhu′h +Ahuh = Fh(uh) + fh, t ≥ 0, uh(0) = u0h, u′h(0) = v0h, (5.10)
and with the first-order operator






in (2.28), the corresponding first-order reformulation for xh = [uh, vh]ᵀ reads
x′h + Shx = Gh(x) + gh, t ≥ 0, xh(0) = x0h.











= Gh(xnh) + gh(tn).
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4 Ah : Vh → Vh,
R̂± := I±
τ
2Sh : Xh → Xh,
R̂ := R̂−1+ R̂−.
Since Assumption 2.17 is similar to Assumption 2.12 in the continuous case with constants independent
of h, Lemmas 4.2 and 4.6 transfer directly to the discrete case with the continuous constants replaced by
the discrete ones.
As for the Runge–Kutta methods, we now first prove an abstract error result that depends on the bound
of the numerical solution. In Theorem 5.8, we then show that, for sufficiently small τ and h and under
additional consistency assumptions for the space discretization, the fully discrete approximations are
bounded in terms of the exact solution only.
Theorem 5.6 ([Hochbruck and Leibold, 2021, Theorem 3.3]). Let Assumptions 2.12, 2.17 and 2.19
be satisfied and let u ∈ C4([0, T ];H) ∩ C3([0, T ];V ) ∩ C2([0, T ];D(A)) be the solution of (4.1) with
u, u′, u′′ ∈ L∞([0, T ];ZV ). Further, let unh, vnh , tn ∈ [0, T ], be the approximations obtained by the fully
discrete IMEX scheme (5.11) and set
ρh := max
{














2 ĉG + τ β̂qm} < 1
with ĉqm = 12 ĉGĈH,V + β̂qm then, for all n > 0 with tn ≤ T , the error bound

















and a constant C that only depends on T and u but which is independent of τ , h, and L̂. The constants
Eh,i contain the abstract space discretization errors and are defined in (2.40).
Proof. This proof follows the lines of the proof of Theorem 4.9 but we additionally have to consider the
errors arising from the space discretization. These errors were already bounded against Eh,i, i = 1, . . . , 5,
in the proof of Theorem 2.24. As in Theorem 4.9, the proof relies on the first-order formulation of the











, G̃nh = Gh(Jhx̃n) + gh(tn) =
[
0








where Jh is the first order reference operator defined in (2.32). The proof consists of four main steps.
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(a) Splitting of the error. As in the proof of Theorem 2.10, we split the error via
Lhxnh − x̃n = Lhenh + (LhJh − I)x̃n, where enh = xnh − Jhx̃n ∈ Xh
is the fully discrete error. Due to the continuity of the lift operator, and by (2.41) and (2.42) we have
‖Lhxnh − x̃n‖X ≤ C‖enh‖Xh + ‖(LhJh − I)x̃n‖X ≤ C (‖enh‖Xh + Eh,4 + Eh,5) . (5.14)
In the next three steps, we proceed as in the proof of Theorem 4.9 to bound the discrete error ‖enh‖Xh .































To derive an error recursion, we insert Jhx into the fully discrete IMEX scheme (5.15) and obtain
Jhx̃






























with a defect ∆n+1h . Similar to (4.30), we can interpret ∆
n+1
h as a perturbation of the defect ∆
n+1
CN,h of








































To determine ∆n+1CN,h, we note that by (4.8) we have




−L∗hS(x̃n + x̃n+1) + L∗hG̃n + L∗hG̃n+1
)
− L∗hδn+1CN . (5.18)
Using the remainder terms from Definition 2.9, we set
δn+1h =− (Jh − L
∗
h) (x̃n+1 − x̃n) +
τ
2Rh(x̃
n+1 + x̃n)− τ2
(
rh(tn+1, x̃n+1) + rh(tn, x̃n)
)
. (5.19)
Then, (5.18) can be expressed equivalently as
Jhx̃




−ShJh(x̃n + x̃n+1) + G̃nh + G̃n+1h
)
































































)]+ ∆n+1h . (5.21)
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(c) Stability. Analogously to part (b) of the proof of Theorem 4.9, we can employ the stability of the






























Note that in contrast to the semidiscrete case we cannot employ e0h = 0 here.
(d) Defects. We now bound the different defects from (5.22). The initial error e0h is bounded by
‖e0h‖Xh ≤ CEh,1.







(Jh − L∗h)x′(s) ds+ 12Rh(x̃
n+1 + x̃n)− 12
(











The Crank–Nicolson defect was bounded in (4.13) and with the continuity of the adjoint lift we obtain
‖L∗hδmCN‖Xh ≤ C‖δmCN‖X ≤ Cτ3
(






























































where we used the additional notation F̃m = F (ũm) + f(tn). Note that δ̃mh,1 and δ̃mh,2 are similar to δ̃m1
and δ̃m2 in the proof of Theorem 4.9 while δ̃mh,0 is an additional defect in the fully discrete case. Using the
bounds from Lemma 4.6 for Q̂−1+ , we have
‖δ̃mh,0‖Xh ≤ Cτ(Eh,1 + Eh,3). (5.23)
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As in the semidiscrete case, the terms δ̃mh,1 and δ̃mh,2 are only of order τ2, and we use a combination of both
terms from two successive time steps to gain an additional factor of τ . With the explicit representation
of R̂ analogous to that of R in (4.20b), we obtain
















− F̃m−2 + 2F̃m−1 − F̃m
)] .
Using this together with the bounds from Lemma 4.6 for Q̂−1+ and Q̂−Q̂−1+ , the continuity of the adjoint
lift operator, and (4.36), leads to the bound
‖δ̃mh,1 + R̂δ̃m−1h,2 ‖Xh ≤ Cτ
∥∥LH∗h (− F̃m−2 + 2F̃m−1 − F̃m)∥∥mh
≤ Cτ3
























δ̃mh,0 + δ̃mh,1 + δ̃mh,2
)∥∥∥
Xh
≤ Cenτĉqm(Eh,1 + Eh,3) +
∥∥∥∥R̂n−1δ̃1h,1 + δ̃nh,2 + n∑
m=2





C(Eh,1 + Eh,3) + ‖δ̃1h,1‖Xh + ‖δ̃nh,2‖Xh +
n∑
m=2




Eh,1 + Eh,3 + τ2
)
.







Finally, the error bound (5.13) follows from
‖LVh unh − u(tn)‖ã + ‖LVh vnh − u′(tn)‖m ≤
√
2‖Lhxnh − x(tn)‖X ,
(5.14), and (5.24).
Remark 5.7.
a) Similar to Theorem 5.6, it is also possible to show a full discretization error bound for the Crank–















+ δn+1h + R̂
−1
+ L∗hδn+1CN
and the assertion of Theorem 5.6 holds with 1 + (3/2)1/2 replaced by 1 in the step size restriction
and the error bound.
b) The step size restriction in Theorem 4.9 is not a CFL condition, since it only depends on constants
that are independent of the mesh width h. Note that in the monotone case, where ĉG = β̂qm = 0,
the step size is only restricted by the Lipschitz constant L̂ρ, which is usual for the time integration
of semilinear problems.
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Theorem 5.8 ([Hochbruck and Leibold, 2021, Corollary 3.5]). Let Assumptions 2.12, 2.17 and 2.19
be satisfied and let u ∈ C4([0, T ];H) ∩ C3([0, T ];V ) ∩ C2([0, T ];D(A)) be the solution of (4.1) with
u, u′, u′′ ∈ L∞([0, T ];ZV ). Further, let the space discretization error terms Eh,i defined in (2.40) satisfy
Eh,i
h→0−→ 0 for i = 1, . . . , 5.




‖unh‖ãh ≤ ρ := 2ĈV ‖u‖L∞([0,T ];V ), (5.25)
and the error bound (5.13) holds true with ρh = ρ.
Proof. We only have to prove the bound (5.25) for τ and h sufficiently small, then the other assertions
follow immediately from Theorem 5.6. This can be proven similar to part (d) in the proof of Theorem 4.9:
Let uρ,nh be the iterates of the IMEX scheme (5.11) with Fh replaced by F
ρ
h , where F
ρ
h : Vh → Hh is a
function that is globally Lipschitz continuous on Vh with Lipschitz constant Lρ and satisfies
F ρh (vh) = Fh(vh) for all vh ∈ Vh with ‖vh‖ãh ≤ ρ.
Due to (5.25), we have




h u(t)) for all t ∈ [0, T ].










for all tn ≤ T . Since C is independent of h and τ , and Eh,i
h→0−→ 0 for i = 1, . . . 5, we can choose h∗, τ∗ > 0








Hence, we obtain together with (5.25)






h‖ãh + ‖LV ∗h ũnh‖ãh ≤
ρ
2 + ĈV ‖ũ
n
h‖ã ≤ ρ.
This implies that for all tn ≤ T we have uρ,nh = unh and therefore also ‖unh‖ãh = ‖u
ρ,n
h ‖ãh ≤ ρ.
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CHAPTER 6
Wave equation with kinetic boundary conditions and nonlinear forcing and
damping
In this chapter, we use the abstract results from the previous chapters for the numerical analysis of
a wave equation with kinetic boundary conditions. We present a non-conforming finite element space
discretization and show that both the equation and the space discretization fit in the setting of the unified
error analysis presented in Chapter 2. By using the abstract error bounds presented there, we prove a
space discretization error bound of order p for a discretization with order p finite elements. Moreover, we
use the abstract time discretization analysis from Chapters 3 to 5 to analyze time and full discretization
errors for the wave equation with kinetic boundary conditions.
On the one hand, these are new results for the numerical analysis of the wave equation with kinetic
boundary conditions. But on the other hand, this chapter also aims to show exemplarily the application
of the abstract theory of this thesis to a concrete example.
The wave equation with kinetic boundary conditions was also considered in Hipp [2017] in the linear case
and in Hochbruck and Leibold [2020, 2021] in the semilinear case. In this thesis, we additionally add
nonlinear damping terms and extend the numerical analysis to this nonlinear case.
Outline We introduce the analytical setting and the wave equation with kinetic boundary conditions
in Section 6.1. In Section 6.2, we present a suitable finite element space discretization for which we prove
an error bound in Section 6.3. Then, in Section 6.4, we study time and full discretization errors for
algebraically stable Runge–Kutta methods and our IMEX scheme. Finally, in Section 6.5, we comment
on the implementation of the different schemes and present numerical experiments.
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6.1 Analytical equation
Let Ω ⊂ Rd be a bounded domain with Cp+1 boundary Γ = ∂Ω for d ∈ {2, 3} and some p ∈ N.
We consider the wave equation with kinetic boundary conditions given by
utt +
(
αΩ(x) + βΩ(x) · ∇
)
ut +DΩ(x, ut)−∆u = FΩ(x, u) + fΩ(t,x), for t ≥ 0,x ∈ Ω, (6.1a)
utt + ∂nu+DΓ(x, ut)−∆Γu = FΓ(x, u) + fΓ(t,x), for t ≥ 0,x ∈ Γ, (6.1b)
u(0,x) = u0(x), ut(0,x) = v0(x), in Ω. (6.1c)
Here, we have suppressed the arguments (t,x) of the unknown u.
Physical motivation A physical example for kinetic boundary conditions in the case d = 2 can
be found in [Goldstein, 2006, Section 5]. In this paper, they were derived by considering a vibrating
membrane where its boundary carries a mass density and is subject to linear tension. An example for
this situation is the membrane of a bass drum with a whole in the interior having a thick border. In
addition to this inner border, Γ then also consist of the outer boundary of the membrane on which, e.g.,
Dirichlet boundary conditions can be posed (cf. also Vitillaro [2017]).
As shown in [Nicaise, 2017, Section 3.2], kinetic boundary conditions can also serve as an effective model
for the interaction of an acoustic wave with a thin boundary layer with distinctive elastic or damping
properties, and where the wave length is large compared to the width of the boundary layer.
In (6.1), DΩ,DΓ are nonlinear damping terms and FΩ, FΓ are nonlinear forcing terms in the interior of
the domain and on its boundary, respectively. Further, (αΩ + βΩ · ∇) is a linear damping term in the
interior.
Remark 6.1.
a) Similar to the linear damping term in the interior, it is possible to add a linear damping term on
the boundary (cf. Hipp [2017]). We do not include it here for the sake of readability.
b) In contrast to Hochbruck and Leibold [2020, 2021], in our case the nonlinear forcing terms are not
allowed to depend on time. This case is not covered by the abstract framework in Section 2.2 (cf.
Remark 2.5).
c) Wellposedness and stability of (6.1), without the linear damping term but in more general spaces
than we consider in this thesis, was analyzed in Vitillaro [2017].
In the following, we rewrite (6.1) in a variational formulation and pose suitable assumptions such that it
fits into the setting of Section 2.2.
Assumption 6.2.
a) The nonlinearities satisfy FΩ ∈ C1(Ω × R;R), DΩ ∈ C(Ω × R;R), FΓ ∈ C1(Γ × R;R), and
DΓ ∈ C(Γ× R;R).
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b) There exist
1 ≤ ζΩ
<∞, d = 2,≤ 3, d = 3, and 1 ≤ ζΓ <∞,
and a constant C > 0 such that for all x ∈ Ω and all ξ ∈ R
|FΩ(x, ξ)| ≤ C(1 + |ξ|ζΩ),
|∂2FΩ(x, ξ)| ≤ C(1 + |ξ|ζΩ−1),
|DΩ(x, ξ)| ≤ C(1 + |ξ|ζΩ),
(6.2)
and for all x ∈ Γ and all ξ ∈ R
|FΓ(x, ξ)| ≤ C(1 + |ξ|ζΓ),
|∂2FΓ(x, ξ)| ≤ C(1 + |ξ|ζΓ−1),
|DΓ(x, ξ)| ≤ C(1 + |ξ|ζΓ),
hold true. Here, ∂2 denotes the derivative w.r.t. the second variable, i.e., w.r.t. ξ.
c) There exists a constant c′ ≥ 0 s.t. for all x ∈ Ω and all ξ ∈ R we have
∂2DΩ(x, ξ) ≥ −c′,
and for all x ∈ Γ and all ξ ∈ R
∂2DΓ(x, ξ) ≥ −c′
holds true.
d) The inhomogeneities satisfy fΩ ∈W 1,1loc ([0,∞);C(Ω)), fΓ ∈W
1,1
loc ([0,∞);C(Γ)).
e) The coefficients satisfy αΩ ∈ C(Ω) is non-negative, βΩ ∈ C1(Ω)d, and
αΩ −
1
2 div βΩ ≥ 0 in Ω, βΩ · n ≥ 0 on Γ.
To derive a weak formulation, we multiply (6.1a) by a test function ϕ ∈ C∞(Ω), integrate over Ω, and






























On Γ, the following version of Gauss’ Theorem holds true for all v ∈ H2(Γ), w ∈ H1(Γ) (cf. [Kashiwabara







∇Γv · ∇Γw ds.
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∇v · ∇ϕdx +
∫
Γ





































To obtain from (6.5) a well-defined weak formulation, we have to specify suitable Hilbert spaces on which
the objects from (6.6) are defined. Therefore, we set
H := L2(Ω)× L2(Γ) and V := H1(Ω; Γ), (6.6f)
where
Hk(Ω; Γ) := {v ∈ Hk(Ω) | γ(v) ∈ Hk(Γ)}, k ≥ 1,
and γ denotes the Dirichlet trace operator. As shown in [Kashiwabara et al., 2015, Lemma 2.5], the












Further, in the proof of [Hipp, 2017, Corollary 6.7] it was shown that V is densely embedded into H via
the embedding
v 7→ [v, γ(v)]ᵀ .
By definition, m is the standard scalar product on H and ã = a+m is the scalar product on V .
Remark 6.3. We use the following conventions:
a) From now on and as in Section 2.2.1, we understand the weak solution u : [0, T ]×Ω→ R of (6.1) on
a time interval [0, T ] as a function u : [0, T ]→ V = H1(Ω; Γ). This is common, when reformulating
a time-dependent partial differential equation into a weak formulation or an evolution equation.












since by the domain of the integral, it is clear which component of v is used. Similarly, we use for
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In the next lemma, we verify that the weak formulation of (6.1) fits into the setting of Section 2.2.1.
Lemma 6.4 (Weak formulation of (6.1)). Let Assumption 6.2 hold true. Then, with the objects defined
in (6.6), the weak formulation of (6.1) is of the form (2.13). Further, Assumption 2.12 is satisfied with
cG = 1, βqm = c′ and
Lρ = C
(
1 + ρζΩ−1 + ρζΓ−1
)
.
Here, ζΩ and ζΓ are given in Assumption 6.2 c), and the constant C is independent of ρ.
Proof. We derived in (6.5), that the weak formulation of (6.1) is of the form (2.13). In the following, we
show that Assumption 2.12 is satisfied.
We already noticed that Assumption 2.12 a) and b) are satisfied. Assumption 2.12 e) follows directly
by Assumption 6.2 d), since C(Ω) ⊂ L2(Ω) and C(Γ) ⊂ L2(Γ). Part d) was proven in [Leibold, 2017,
Lemma 4.2], where the semilinear wave equation with kinetic boundary conditions was considered, but
since it is written in German, we recall the proof here: By Corollary A.6 and the growth conditions from
Assumption 6.2 b), we have that
v 7→ FΩ(·, v) ∈ C(H1(Ω);L2(Ω)), v 7→ FΓ(·, v) ∈ C(H1(Γ), L2(Γ))
and, hence, F ∈ C(V ;H). Now let v, w ∈ V with ‖v‖ã, ‖w‖ã ≤ ρ. By the definition (6.6d) of F we have
‖F (v)− F (w)‖2m = ‖FΩ(·, v)− FΩ(·, w)‖2L2(Ω) + ‖FΓ(·, v)− FΓ(·, w)‖2L2(Γ).
With Hölder’s inequality, the Sobolev embedding theorem (cf. Theorem A.4), and the growth condition
(6.2) we obtain




∂2FΩ(·, w + ξ(v − w))
)






∂2FΩ(·, w + ξ(v − w))
)

















































This proves the Lipschitz continuity.
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It remains to prove Assumption 2.12 c). As for the nonlinear forcing terms, we obtain by Corollary A.6
and the growth conditions from Assumption 6.2 b)
v 7→ DΩ(·, v) ∈ C(H1(Ω);L2(Ω)), v 7→ DΓ(·, v) ∈ C(H1(Γ), L2(Γ)).
Furthermore, we have
v 7→ (αΩ + βΩ · ∇) v ∈ L(H1(Ω);L2(Ω)), (6.7)
and, hence, D ∈ C(V ;H) ⊂ C(V ;V ∗) as a sum of continuous functions.
In [Hipp, 2017, Lemma 6.3] the monotonicity, i.e., the quasi-monotonicity with constant 0, of the linear
damping term (6.7) was shown. We now prove the quasi-monotonicity of the nonlinear damping term
v 7→ [DΩ(·, v),DΓ(·, v)]ᵀ : V → H.
Then, D is quasi-monotone as the sum of two quasi-monotone functions.
For v, w ∈ V we have
m
( [DΩ(·, v)− FΩ(·, w)
DΓ(·, v)−DΓ(·, w)
]
















































=− c′‖v − w‖2m.
Since the linear damping term is monotone, the quasi-monotonicity constant βqm of D is equal to the
quasi-monotonicity constant of the nonlinear damping term given by c′.
By Lemma 6.4 and Corollary 2.16, we have that that the variational formulation of (6.1) is locally
wellposed.
6.2 Finite element space discretization
To discretize (6.1) in space, we use the bulk-surface finite element method with isoparametric elements
of order p. The method was introduced in Elliott and Ranner [2013] and we give a short summary on
the construction and important properties in Appendix C. The bulk-surface finite element method was
also used to discretize the wave equations with kinetic boundary conditions in the linear and semilinear
case (cf. Hipp [2017], Hochbruck and Leibold [2020]).
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Let (Th)h be a quasi-uniform family of triangulations of Ω consisting of isoparametric elements of order p
with corresponding finite element spaces Vh = V Ωh,p as defined in (C.1). We recall that the computational
domain is denoted by Ωh =
⋃
K∈Th K ≈ Ω with boundary Γh ≈ Γ. To discretize the nonlinearities, we
make use of the nodal interpolation operators Ih,Ω : C(Ω) → Vh and Ih,Γ : C(Γ) → V Γh,p, where V Γh,p is
the corresponding surface finite element space (cf. (C.2)). Additionally, we make use of two elementwise
defined quadrature formulas∑
Ωh
·dx : C(Ωh)→ R,
∑
Γh
·ds : C(Γh)→ R




Γh ·ds, respectively. We require that the quadrature formulas












For the discretization of the nonlinear damping terms, we have to pose the additional assumption
DΩ ∈ C(Ω̂× R;R) and DΓ ∈ C(Γ̂× R;R),
where Ω̂, Γ̂ ⊂ Rd are open neighborhoods of Ω and Γ, respectively. This ensures tha for h sufficiently
small we have Ωh ⊂ Ω̂, Γh ⊂ Γ̂ and, hence,
DΩ ∈ C(Ωh × R;R) and DΓ ∈ C(Γh × R;R). (6.9)
The spatial discretization of (6.1) with isoparametric finite elements is then given by (2.24), where we



















∇vh · ∇wh dx +
∫
Γh



















































for all vh, wh ∈ Vh. Here, v`h ∈ C(Ω) denotes the lifted version of vh defined in (C.3).
Remark 6.5.
a) The nodal interpolation only requires function evaluations in the basis nodes a1, . . . , aN of the finite
element space. Since these are invariant under the lift operator, the computation of v`h is not
necessary. The lift is only needed for the definition of Fh since the interpolation operator acts on
functions over Ω.
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b) The definition of Dh relies on (6.9), since the quadrature points are in general not contained in Ω
or Γ, respectively.
c) The use of the quadrature formulas in the definition of Dh is required to prove that Dh is quasi-
monotone (Lemma 6.6). It is possible to discretize F in the same way, but the definition via the
interpolation is more efficient with respect to the implementation. We discuss this in Section 6.5.1.
We now prove, that this discretization fits into the abstract setting of Section 2.2.2.
Lemma 6.6. Let Assumption 6.2 hold true and additionally let
Ih,ΩαΩ ≥ 0, Ih,ΩαΩ −
1
2 div Ih,ΩβΩ ≥ 0 in Ω, Ih,ΩβΩ · n ≥ 0 on Γ. (6.11)
Then, the bulk-surface finite element space discretization of (6.1) satisfies Assumption 2.17 with ĉG = 1,
β̂qm = c′, ĈH,V = 1, and
L̂ρ = C
(
1 + ρζΩ−1 + ρζΓ−1
)
.
Here, ζΩ and ζΓ are from Assumption 6.2 c), and the constant C is independent of ρ.
Proof. Assumption 2.17 a) and b) are trivially satisfied, since we have
Vh ⊂ H1(Ωh; Γh) ↪→ L2(Ωh)× L2(Γh),
and ãh = ah +mh and mh are the corresponding scalar products on these spaces and, hence, also scalar
products on the subspace Vh. Part f) follows directly by the definition of ãh = ah +mh.
Assumption 2.17 d) was proven in Hochbruck and Leibold [2020] where the semilinear case was considered.
Further, Assumption 2.17 e) follows from Assumption 6.2 d) and the continuity of the interpolation
operators, cf. Lemma C.4.
It remains to prove c). As in the continuous case, we can split Dh, in the linear part, that was also
considered in Hipp [2017], and the nonlinear part. For the linear part, given for for vh, wh ∈ Vh by∫
Ωh
((Ih,ΩαΩ)vh + (Ih,ΩβΩ) · ∇vh)wh dx,
it was shown in the proof of [Hipp, 2017, Theorem 7.4], that under the assumption (6.11) it is continuous
and monotone, i.e., quasi-monotone with constant 0.
We now prove the continuity of the nonlinear part of Dh. Since Vh is a finite dimensional vector space,





(DΩ(·, vh)−DΩ(·, wh))ϕh dx +
∑
Γh








(DΩ(·, vh)−DΩ(·, wh))φi dx +
∑
Γh
(DΓ(·, vh)−DΓ(·, wh))φi ds
)
,
where φi, i = 1, . . . , N , are the nodal basis functions of Vh. For vh → wh in Vh, we have for all i = 1, . . . , N∑
Ωh
(DΩ(·, vh)−DΩ(·, wh))φi dx +
∑
Γh
(DΓ(·, vh)−DΓ(·, wh))φi ds→ 0,
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where we used (6.9) and the fact that convergence in Vh implies pointwise convergence. This proves the
continuity of Dh.
The proof of the quasi-monotonicity works similar to the continuous case, cf. the proof of Lemma 6.4.
Let vh, wh ∈ Vh. The nonlinear part of mh
(




(DΩ(x, vh)−DΩ(x, wh)) (vh − wh) dx +
∑
Γh




























(vh − wh)2 dx +
∑
Γh
(vh − wh)2 ds
)
=− c′‖vh − wh‖2mh ,
where we used Assumption 6.2 c) and (6.8). This finishes the proof.
Remark 6.7. Note that by Assumption 6.2 e) and the interpolation error bound (C.7), we have that
(6.11) is at least asymptotically satisfied for h→ 0.
6.3 Space discretization error bound
To apply the abstract error results from Section 2.2, we have to specify the operators appearing in this
context.
Definition 6.8.
a) The lift operator LVh ∈ L(Vh;V ) is defined via
LVh vh := v`h for all vh ∈ Vh
with v`h defined in (C.3).
b) We set ZV := H2(Ω; Γ).
c) We define the interpolation operator via Ih := Ih,Ω.
Lemma 6.9. The operators defined in Definition 6.8 satisfy Assumption 2.19 with
ĈV = max{CΩ,Ωh , CΓ,Γh},
where CΩ,Ωh and CΓ,Γh are given in Lemma C.2.
Proof. This follows directly by Lemma C.2, and Lemma C.5 a) with k = 1.
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In the following, we bound the different error terms arising in the abstract error results of Sections 2.2.2,
5.2 and 5.3. To do so, we first state the required regularity of the exact solution.
Assumption 6.10.
a) Let T > 0, αΩ ∈ Hp(Ω) and βΩ ∈ Hp(Ω)d. For the inhomogeneities and the nonlinear damping










DΩ ∈ Cmax{2,p}(Ω̂× R;R), DΓ ∈ Cmax{2,p}(Γ̂× R;R), (6.12b)
where Ω̂ and Γ̂ are defined as prior to (6.9). Furthermore, we assume that the strong solution u of
(6.1) exists on [0, T ] and satisfies
u, u′ ∈ L∞
(
[0, T ];Hp+1(Ω; Γ)
)
, u′′ ∈ L∞
(
[0, T ];Hmax{2,p}(Ω; Γ)
)
, (6.12c)



















ρ := 2 max{CΩ,Ωh , CΓ,Γh}‖u‖L∞([0,T ];H1(Ω;Γ)) (6.13)
with CΩ,Ωh and CΓ,Γh given in Lemma C.2.
b) Let the discrete initial values satisfy
‖u0h − Ihu0‖H1(Ω;Γ) + ‖v0h − Ihv0‖L2(Ω)×L2(Γ) ≤ Civhp
with a constant Civ independent of h.
Lemma 6.11. Let Assumption 6.10 be satisfied and u be the strong solution of (6.1) on [0, T ]. Then, for
the space discretization with isoparametric finite elements of order p, the error terms defined in (2.40)
satisfy Eh,i ≤ Chp, i = 1, . . . , 5, where the constant C = C(u) is independent of h.
Proof. The terms Eh,i for i = 1, 4, 5 arise already in the linear case and were bounded in [Hipp, 2017,
Theorem 7.4] under Assumption 6.10 by
Eh,i ≤ Chp.
The discretization error of the Lipschitz continuous nonlinearity Eh,3 was bounded in [Hochbruck and
Leibold, 2020, proof of Theorem 2.7]. But since this was based on the additional regularity assumption
u ∈ L∞
(
[0, T ];H4(Ω; Γ), we recall the proof here and show that this assumption is not necessary, if
instead (6.12d) is satisfied.
Since most of the bounds in Assumption 6.10 only hold true for almost all t ∈ [0, T ], we keep in mind
that the following calculations are only valid for almost all t ∈ [0, T ], but this is sufficient for our purpose.
By the local Lipschitz continuity of Fh we have
Eh,3 = ‖LH∗h F (·, u)− Fh(·,LV ∗h u)‖L∞([0,T ];Hh)
≤ ‖LH∗h F (·, u)− Fh(·, Ihu)‖L∞([0,T ];Hh) + ‖Fh(·, Ihu)− Fh(·,L
V ∗
h u)‖L∞([0,T ];Hh)
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In the following, let t ∈ [0, T ] and we use the short notation u = u(t). We start by bounding the second
summand in (6.14). We have with (2.38)

















≤ C(Eh,4 + Eh,5)
≤ Chp.
To bound the first summand in (6.14), we derive using the definition of F and Fh






























































where we used the definition of the nodal interpolation in the first step: The inner interpolation and the
lift can be omitted, since the outer interpolation only depends on the function values at the interpolation
nodes which are invariant under the inner interpolation and the lift.
















∈ V Ωh,p and Ih,Ω ∈
L(H2(Ω);L2(Ωh)), we can bound the second term in (6.15) using (C.4a) by∫
Ω








66 Chapter 6. Wave equation with kinetic boundary conditions and nonlinear forcing and damping
The error term on Γ can be bounded analogously and we obtain
Eh,3 ≤ Chp.
It remains to bound the discretization error of the nonlinear damping term
Eh,2 = ‖LH∗h D(u′)−Dh(Ihu′)‖L∞([0,T ];Hh).

















(αΩ + βΩ · ∇) vw`h dx−
∫
Ωh















We again bound only the error terms in Ω; the surface error terms can be bounded analogously. We start
with the linear term. In [Hipp, 2017, Theorem 7.4] it was proven that for all wh ∈ Vh with ‖wh‖mh = 1
we have under Assumption 6.10∫
Ω
(αΩ + βΩ · ∇) vw`h dx−
∫
Ωh
((Ih,ΩαΩ)Ih,Ωv + (Ih,ΩβΩ) · ∇Ih,Ωv)wh dx
≤ C(hp + ‖αΩ − (Ih,ΩαΩ)`‖L∞(Ω) + ‖βΩ − (Ih,ΩβΩ)`‖L∞(Ω)d).
We can bound the whole term by O(hp) by using the L∞ interpolation result (C.7a) with k + 1 =
max{2, p}.



























for all wh ∈ Vh with ‖wh‖mh = 1. We bound the three terms on the right hand side of (6.16) separately.





(Ih,ΩDΩ(·, v))` w`h dx ≤




where we used DΩ(·, v) ∈ Hmax{2,p}(Ω), the interpolation bound (C.5a), and the continuity of the lift.
The second term in (6.16) is a geometric error that, by (C.4a) and the continuity of the lift, can be
bounded via∫
Ω
(Ih,ΩDΩ(·, v))` w`h dx−
∫
Ωh
Ih,ΩDΩ(·, v)wh dx ≤ Chp‖Ih,ΩDΩ(·, v)‖L2(Ωh) ≤ Ch
p‖DΩ(·, v)‖H2(Ω).
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∈ V Ωh,p, since the inner interpolation












































where σ(Ωh) denotes the measure of Ωh, and we additionally used that the order of the quadrature
formula is greater than 2p and the L∞ interpolation error bound (C.7a).
It remains to bound ‖DΩ(·, Ih,Ωv)‖Hmax{2,p}(K) for all K ∈ Th. Since DΩ is sufficiently smooth (cf. (6.9)),
we have that DΩ and all of its partial derivatives up to order max{2, p} are bounded on bounded sets.
Hence, we obtain by the chain and the product rule









depends on DΩ and its derivatives, and ‖Ih,Ωv‖L∞(K). The constant
is bounded, since we have by the continuity of the interpolation w.r.t. the L∞ norm (cf. Lemma C.4) and
the Sobolev embedding theorem (Theorem A.4)
‖Ih,Ωv‖L∞(K) ≤ C‖v‖L∞(K) ≤ C‖v‖H2(K).




‖(Ih,Ωv)` − v‖Hmax{2,p}(K`) + ‖v‖Hmax{2,p}(K`)
)
≤ C‖v‖Hmax{2,p}(K`).
This concludes the proof.
The space discretization error bound of the finite element space discretization follows now directly from
Corollary 2.25.
Theorem 6.12. Let Assumption 6.2 be satisfied and u be the solution of (6.1) on [0, T ]. Further, let
Assumption 6.10 be satisfied and let the condition (6.11) hold true for all h sufficiently small. Then,
there exists h∗ > 0 s.t. for all h < h∗ the spatial approximation uh of u, obtained with the bulk-surface
finite element method of order p, exists on [0, T ] and satisfies the error bound




with L̂ρ from Lemma 6.6, ρ from (6.13), and a constant C independent of h.
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Proof. We have by Lemmas 6.4, 6.6 and 6.9 that all assumptions of Corollary 2.25 are satisfied with
ĉqm = 12 ĉGĈH,V + β̂qm =
1
2 + c
′. The assertion follows then directly from Corollary 2.25, since we have
shown in Lemma 6.11 that all error terms appearing in the abstract error bound (2.39) are bounded by
O(hp).
6.4 Time and full discretization error bounds
With all the results obtained in Chapter 6 so far, it is now straightforward to prove time- and full-
discretization error bounds for the wave equation with kinetic boundary conditions, using the abstract
results from Chapters 3 to 5.
We first consider the time discretization with Runge–Kutta schemes and afterwards the IMEX time
discretization in the semilinear case.
Theorem 6.13. Let Assumption 6.2 be satisfied and for some q ∈ N
u ∈ Cq+2([0, T ];L2(Ω)× L2(Γ)) ∩ Cq+1([0, T ];H1(Ω; Γ))
be the solution of (6.1). We consider an algebraically stable and coercive Runge–Kutta method of stage
order q. By αRK we denote the coercivity constant of the Runge–Kutta method(cf. Definition B.5).
a) There exists τ∗ > 0 s.t. for all τ < τ∗ the Runge–Kutta method applied to the wave equation with
kinetic boundary conditions (6.1) yields for all tn = nτ ≤ T unique approximations un, vn. Further,
the error bound





CRK(Lρ + 12 + c′)
τ q
is satisfied with the Lipschitz constant Lρ from Lemma 6.4,
ρ = ‖u‖L∞([0,T ];H1(Ω;Γ)),
a constant CRK only depending on the coefficients of the Runge–Kutta method, a constant C which
depends on u, T and the Runge–Kutta method, but is independent of τ , and the constant
Cτ,ρ =
(






b) Let additionally Assumption 6.10 be satisfied and let (6.11) hold true for all h sufficiently small.
Then, there exist τ∗, h∗ > 0 s.t. for all τ < τ∗ and h < h∗ the fully discrete approximations unh, vnh
obtained by the bulk-surface finite element method of order p and the Runge–Kutta method exist
uniquely for all tn = nτ ≤ T and satisfy the error bound





CRK(L̂ρ + 12 + c′)
(τ q + hp)
with L̂ρ from Lemma 6.6 and ρ from (6.13). The constant CRK depends only on the coefficients
of the Runge–Kutta method, the constant C depends on u, T and the Runge–Kutta method, but is
independent of τ , and the constant Cτ,ρ is given by
Cτ,ρ =
(






6.4. Time and full discretization error bounds 69
Proof.
a) This is a direct application of Corollary 3.4. By Lemma 6.4, we have that all assumptions are




b) By Lemmas 6.4, 6.6 and 6.9, we have that all assumptions of Corollary 5.4 are satisfied and that
ĉqm = 12 ĉGĈH,V + β̂qm =
1
2 + c
′. Corollary 5.4 directly implies the assertion, since we bounded the
space discretization error terms appearing in (5.9) in Lemma 6.11 by O(hp).
Theorem 6.14. Let Assumption 6.2 be satisfied and
u ∈ C4([0, T ];L2(Ω)× L2(Γ)) ∩ C3([0, T ];H1(Ω; Γ)) ∩ C2([0, T ];H2(Ω; Γ)) (6.17)
be the solution of (6.1) in the semilinear case, i.e., with DΩ = DΓ = 0.
a) There exists τ∗ > 0 s.t. for all τ < τ∗ the iterations un, vn of the IMEX scheme (4.16) applied to
the wave equation with kinetic boundary conditions (6.1) satisfy for all tn ≤ T the error bound
‖un − u(tn)‖H1(Ω;Γ) + ‖vn − u′(tn)‖L2(Ω)×L2(Γ) ≤ CeMtnτ2










, Lρ from Lemma 6.4,
ρ = ‖u‖L∞([0,T ];H1(Ω;Γ)),
and a constant C that only depends on T and u but is independent of τ .
b) Let additionally Assumption 6.10 be satisfied and let (6.11) hold true for all h sufficiently small.
Then, there exist τ∗, h∗ > 0, s.t. for all τ < τ∗ and h < h∗ the fully discrete approximations unh, vnh
obtained by the bulk-surface finite element method of order p and the IMEX scheme satisfy for all
tn = nτ ≤ T the error bound














, L̂ρ from Lemma 6.6, ρ from (6.13), and a constant C that only
depends on T and u but which is independent of τ and h.
Proof. Note that we have D(A) = H2(Ω; Γ), and, hence, by (6.17) in terms of the abstract framework
u ∈ C4([0, T ];H) ∩ C3([0, T ];V ) ∩ C2([0, T ];D(A)). (6.18)
a) This is a direct application of Theorem 4.9. By Lemma 6.4, we have that all assumptions are
satisfied and, since we are in the semilinear case, DΩ = DΓ = 0 implies cqm = 12cGCH,V + βqm =
1
2 .
b) We apply Theorem 5.8. All assumptions are satisfied by Lemmas 6.4, 6.6 and 6.9 and we have
ĉqm = 12 ĉGĈH,V + β̂qm =
1
2 . This directly implies the assertion, since, in Lemma 6.11 we bounded
the space discretization error terms appearing in (5.9) by O(hp).
70 Chapter 6. Wave equation with kinetic boundary conditions and nonlinear forcing and damping
6.5 Numerical experiments
In this section, we illustrate the theoretical results of this thesis with numerical experiments for the wave
equation with kinetic boundary conditions (6.1) on the unit disc Ω = B1(0) ⊂ R2. Before presenting the
results, we give some details about the implementation.
6.5.1 Implementation details
We used version 9.2 of the C++ finite element library deal.II Arndt et al. [2020], Bangerth et al. [2007])
to implement our numerical experiments. The source code to reproduce the experiments is available on
https://doi.org/10.5445/IR/1000130223. We ran the experiments on a computer with an i5 processor
(3.5 GHz) and 16 GB RAM.
Remark 6.15. The finite element library deal.II supports only quadrilateral and hexahedral elements.
Simplicial elements, for which we prove our results, are not implemented. However, we emphasize that our
theoretical results rely on the construction and approximation properties from Elliott and Ranner [2013,
2020] where only the case of simplicial elements is considered. Thus, if these results can be transfered to
the quadrilateral case, then our results transfer as well, but this it out of the scope of this thesis. Note
that for standard Lagrange finite elements without domain approximation, it is well-known that finite
element spaces consisting of quadrilateral and hexahedral elements have the same approximation orders
as the corresponding spaces consisting of simplicial elements.
Finite element space discretization
Let {φ1, . . . , φN} be the nodal basis of the finite element space Vh with dim(Vh) = N . For a finite element
function vh ∈ Vh we denote the corresponding coefficient by v ∈ RN . Further, we denote by M ∈ RN×N










, i, j ∈ {1, . . . , N}.
The representations of the nonlinearities Dh, Fh, and the inhomogeneity fh with respect to the nodal
basis are denoted by D,F : RN → RN , and f : [0,∞)→ RN , respectively. The spatially discretized wave
equation with kinetic boundary conditions (2.24) is then equivalent to the ordinary differential equation
Mu′′ + D(u′) + Au = F(u) + f , t ≥ 0, (6.19a)
u(0) = u0, u′(0) = v0. (6.19b)
In our implementation, we discretized the initial values via u0h = Ihu0, v0h = Ihv0h and by u0,v0 we denote
the corresponding coefficient vectors. In this case, Assumption 6.10 b) is satisfied.
We shortly comment on how we compute the discretization of the nonlinearities (6.10c) and (6.10d).
Let φΓ1 , . . . , φΓNΓ be the nodal basis functions of the boundary finite element space V
Γ
h,p. Further, let
MΩ ∈ RN×N be the mass matrix corresponding to the L2(Ω) scalar product on Vh and MΓ ∈ RNΓ×NΓ
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be the mass matrix corresponding to the L2(Γ) scalar product on V Γh,p. Then, for v ∈ RN , we compute
F(v) by
F(v) = MΩFΩ(v) + MΓFΓ(v)
with
FΩ(v)i = FΩ(vi), i = 1, . . . , N, FΓ(v)j = FΓ((γv)j), j = 1, . . . , NΓ.
Here, γv ∈ RNΓ is the coefficient vector of vh
∣∣
Γ with respect to the basis φ
Γ




The computation of Dh as in (6.10c) is computationally quite expensive since it requires the application
of quadrature rules to DΩ(vh) and DΓ(vh) and, hence, the evaluation of these functions outside the nodal
basis. Therefore, we implemented the discretization of D similar to the discretization of F via
D(v) = Bv + MΩDΩ(v) + MΓDΓ(v), v ∈ RN , (6.20)
where DΩ and DΓ are defined similarly to FΩ and FΓ, respectively, and B ∈ RN×N is the matrix








((Ih,ΩαΩ)vh + (Ih,ΩβΩ) · ∇vh)wh dx.
Since the nonlinear part has to be evaluated in every time step, this reduces the computational effort
significantly. Despite not being covered by our analysis, our numerical experiments show that using (6.20)
does not decrease the order of convergence.
Note that the numerical computation of the lift of a finite element function is very laborious. Therefore,
in our numerical experiments we refrain from computing the error from the error bound in Theorem 6.12,
but instead consider the discrete error









For computing E, we evaluate the integrals with a quadrature rule of sufficiently high order such that the
quadrature error is negligible. The restriction of u to Ωh is possible since we are running our experiments
on the unit disc and, hence, have Ωh ⊂ Ω for all h > 0.
Runge–Kutta methods
A Runge–Kutta method with coefficients b = (bi)si=1, c = (ci)si=1,Oι = (aij)si,j=1 applied to (6.19) is of
the form









−D(Vnj)−AUnj + F(Unj) + f(tn + cjτ)
)
,
 i = 1, . . . , s,
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Note that for a general implicit Runge–Kutta method the solution of a nonlinear system of equations of
dimension 2sN is required in every time step to compute the inner stages in (6.21). We implemented the
implicit midpoint method, i.e., the 1-stage Gauß method, which can be written in the form
un+1 = un + τ2 (v
n + vn+1),
Mvn+1 = Mvn + τ2 A(u

















This method is algebraical stable, coercive, and of stage order q = 1. Note that by plugging the first





























This equation is solved with the simplified Newton method where we choose the tolerances such that the
total error is not affected. Then, un+1 can be computed explicitly.
For comparison, we also implemented the classical Runge–Kutta scheme. This is an explicit scheme of
order four that is suited for hyperbolic problems because its stability region contains an interval on the

























0 0 1 0
 .
We implemented it using mass lumping (cf. [Zienkiewicz et al., 2013, Section 12.2.4]) to obtain a fully
explicit scheme.
IMEX and Crank–Nicolson scheme in the semilinear case
In the following, we discuss the implementation of the IMEX and the Crank–Nicolson scheme in the
semilinear case, i.e., for DΩ = DΓ = 0. Due to (6.20), we see that in this case the ordinary differential
equation (6.19a) reduces to
Mu′′ + Bu′ + Au = F(u) + f , t ≥ 0. (6.22)
This was already presented in [Hochbruck and Leibold, 2021, Section 4.4].
IMEX scheme The fully discrete IMEX scheme (5.11) applied to the semilinear equation (6.22) reads




n+ 12 − τ2 Bv
n+ 12 + τ2 F
n, (6.23a)
un+1 = un + τvn+ 12 , (6.23b)
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with
Fn = F(un) + f(tn).
The linear system in (6.23a) is of the form
Q+vn+
1
2 = Mvn − τ2 Au
n + τ2 F





Since we perform runtime comparisons between the IMEX and the Crank–Nicolson scheme to compare
the efficiency, we go into more detail about the implementation. We solve the linear system (6.24) with
the GMRES solver provided by deal.II and either a sparse incomplete LU or a geometric multigrid pre-
conditioner. For the measurement of the error in the GMRES iterations, the residual r with corresponding
coefficient vector r is used. A suitable stopping criteria would be
‖r‖ãh ≤ τ2 tol,
where tol is a given tolerance. Then, in (6.23b) the error in un+1 caused by the solution of the linear
system measured in ‖·‖ãh is of order τ3 which corresponds to the local error of the IMEX scheme.
However, the computation of ‖r‖ãh is rather expensive. Thus, we use the stopping criterion
‖r‖h,2 = ‖r‖h,2 ≤ τ2 tol
in the grid dependent scaled Euclidean norm ‖·‖h,2 = hd/2‖·‖2. This is significantly more efficient since
‖r‖h,2 is available within the GMRES algorithm at no additional cost. The criterion worked well in our
numerical experiments as we show in Section 6.5.3. We always use tol = 0.01 in our numerical examples,
which was chosen by experiment s.t. the errors caused by solving the linear systems do not affect the
overall order of convergence.
Note that in the IMEX scheme (6.23) only Mvn+1, n ≥ 0, is required so that we only compute Mvn+1
but not vn+1 itself.
Crank–Nicolson scheme In our experiments, we compare the IMEX scheme with the Crank–Nicolson
scheme (4.4). Applied to the first-order formulation of the semilinear equation (6.22), it is of the form
Mun+1 = Mun + τ2 (Mv
n + Mvn+1), (6.25a)
Mvn+1 = Mvn − τ2 A(u
n + un+1)− τ2 B(v
n + vn+1) + τ2 (F
n + Fn+1) (6.25b)
with Fn = F(un) + f(tn). These are two coupled nonlinear equations. However, by plugging (6.25b)
into (6.25a) to eliminate Mvn+1, and using (6.25a) to replace vn + vn+1 in (6.25b), the scheme can be




n+1 = (M + τ2 B−
τ2
4 A)u




Mvn+1 = Mvn − τ2 A(u





with Q+ given in (6.24). The formulation (6.26) has the advantage that we only have to solve the nonlinear
equation (6.26a) since (6.26b) can then be computed explicitly. We solve the nonlinear equation (6.26a)
with a simplified Newton method where we approximate the Jacobian by Q+ and stop the Newton scheme
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when the update ∆u satisfies ‖∆u‖h,2 ≤ τ3t̃ol with a given tolerance t̃ol. In the numerical examples, we
use t̃ol = 0.1 which is chosen based on experiments such that the Newton errors do not affect the overall
convergence of the Crank–Nicolson scheme. The matrix vector products appearing in (6.26a) and (6.26b)
are computed only once and are stored in temporary vectors. This is also done for all terms that can be
reused in the next time step. As in the IMEX scheme, we only compute and store Mvn+1 and not vn+1.
6.5.2 Experiments for the nonlinear damped case
In this section, we consider the wave equation with kinetic boundary conditions (6.1) on the unit circle
Ω = B1(0) ⊂ R2 with
DΩ(v) = v3, DΓ ≡ 0,





sin(2πt)x1x2 + (2π cos(2πt)x1x2)3 ,
fΓ(t,x) = −4π2 sin(2πt)x1x2 + 6 sin(2πt)x1x2 − (sin(2πt)x1x2)3
for x = [x1,x2]ᵀ. Further, we set αΩ = βΩ = 0 and choose the initial values
u(0,x) = 0, ut(0,x) = 2πx1x2.
In this case, the exact solution is given by
u(t,x) = sin(2πt)x1x2
which can be verified by a straightforward calculation using ∆Γ(x1x2) = −4x1x2 and ∂n(x1x2) = 2x1x2
on the unit circle ∂Ω.
In Figure 6.1, the space discretization error is plotted against the maximal mesh width h when discretizing
with isoparametric elements of orders p = 1 and p = 2. For the time discretization, we use the implicit
midpoint rule with sufficiently small time step size such that the time discretization error is negligible.
One can observe that the space discretization error converges with order p which is consistent with the

















Figure 6.1: Error E(0.8) of the isoparametric finite element discretization with order p = 1 and p = 2
plotted against the maximal mesh width h
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In Figure 6.2, the error of the implicit midpoint rule is plotted against the time step size τ . We observe
that the scheme converges with order two until the plateau of the space discretization error is reached.
Although this is one order larger than predicted by Theorem 6.13, as the stage order of the implicit
midpoint rule is q = 1, this is not a contradiction, since Theorem 6.13 states a worst case error bound.
However, it does raise the question whether the estimate is too pessimistic. For example, in Hochbruck
et al. [2018] an error bound for Runge–Kutta methods applied to quasilinear hyperbolic evolution equa-
tions of order q+1 is proven. However, the framework considered in Hochbruck et al. [2018] is not suitable
for nonlinear damping terms since they are not quasilinear.
As a further test, we perform the same experiment with fΩ = fΓ ≡ 0. In this case, we do not know
the exact solution and, therefore, test against a reference solution that we calculate with a smaller time
step size and on a finer grid. The results are shown in Figure 6.3. We see that in this case the implicit
midpoint rule converges with order one. This might suggest that the error bound from Theorem 6.13 is
sharp. However, note that in this case we do not know whether the exact solution u satisfies the regularity
assumptions of Theorem 6.13. A more detailed analysis under which conditions Runge–Kutta methods

























Figure 6.3: Error E(0.8) of the implicit midpoint rule in the case fΩ = fΓ ≡ 0 plotted against the step
size τ
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6.5.3 Experiments for the IMEX scheme in the semilinear case
The experiments presented in this section are taken from [Hochbruck and Leibold, 2021, Section 4.5]. We
consider the wave equation with kinetic boundary conditions (6.1) on the unit circle Ω = B1(0) ⊂ R2 in
the semilinear case, i.e., with DΩ = DΓ ≡ 0. Further, we set
αΩ ≡ 1, βΩ(x) = x,





sin(2πt)x1x2 + 6π cos(2πt)x1x2,
fΓ(t,x) = −4π2 sin(2πt)x1x2 + 6 sin(2πt)x1x2 − (sin(2πt)x1x2)3 ,
and choose the initial values
u(0,x) = 0, ut(0,x) = 2πx1x2.
As in Section 6.5.2, fΩ and fΓ are chosen such that the exact solution is given by
u(t,x) = sin(2πt)x1x2.
For the following experiments we always use isoparametric elements of order p = 2 for the space dis-
cretization. In Figure 6.4, the errors of the IMEX, the Crank–Nicolson, and the classical Runge–Kutta
scheme are plotted against the time-step size τ for a coarse (h ≈ 0.014) and a fine (h ≈ 0.007) space dis-
cretization, respectively. As predicted by Theorem 6.14, the IMEX and also the Crank–Nicolson scheme
converge with order two until the space discretization error is reached. The classical Runge–Kutta scheme
is only stable under a strong CFL condition and, in this case, the error reaches immediately the space
discretization error plateau. The Crank–Nicolson scheme is only considered for the coarse grid, since on
the fine grid it is computational very expensive.




























Figure 6.4: Error E(0.8) of the IMEX scheme, the Crank–Nicolson scheme, and the classical Runge–Kutta
method plotted against step size τ for coarse space discretization (328 193 degrees of freedom, left) and
fine space discretization (1 311 745 degrees of freedom, right)
We now compare the efficiency of the different schemes for our test case. In Figure 6.5, the errors of the
schemes are plotted against the runtime for the same coarse and fine space discretization as in Figure 6.4.
We observe that the IMEX scheme is significantly faster than the Crank–Nicolson scheme. For obtaining
errors of the magnitude of the space discretization error plateau, the classical Runge–Kutta scheme is
more efficient than the IMEX scheme, but the IMEX scheme is faster than the the Runge–Kutta scheme if
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less accuracy is sufficient. Additionally, the Runge–Kutta method has the disadvantage that the stability
limit in applications is not exactly known and, hence, there is a risk that it will not be stable if the
time step size is chosen too large, or the effort is unnecessarily high if the time step size is too small.
Further, we see that for the fine space discretization and large time step sizes the usage of the multigrid
preconditioner is quite efficient.





























Figure 6.5: Error E(0.8) of the IMEX scheme, solved with GMRES and ILU/multigrid(MG, F-cycle with 8
levels) preconditioner, the Crank–Nicolson scheme, and the classical Runge–Kutta method plotted against
runtime for coarse space discretization (328 193 degrees of freedom, top) and fine space discretization
(1 311 745 degrees of freedom, bottom)
Finally, Figure 6.6 shows a comparison of the runtimes of the IMEX scheme when using the different
stopping criteria for the GMRES solver discussed in Section 6.5.1, namely using ‖r‖ãh or ‖r‖h,2 to
estimate the error, respectively. It can be seen that the effort of computing the (better suited) ‖r‖ãh is
too high and does not pay off. It is noticeable that the runtimes, when using ‖r‖ãh , are not monotonically
decreasing. So far, we are not aware yet where this phenomenon stems from.














Figure 6.6: Error E(0.8) of the IMEX scheme plotted against the runtime when using the two different
error estimates as stopping criteria for the GMRES scheme as discussed in Section 6.5.1 for a coarse space
discretization (328 193 degrees of freedom)




This thesis provides some starting points for further research which we will briefly discuss these here.
We developed a unified error analysis for nonlinear wave-type equations in a general setting. However,
so far, we only applied these results to a specific wave equation with kinetic boundary conditions. We
emphasize that these abstract results can be used in future research to analyze discretizations of other
equations that have not been considered so far. Especially in our CRC project, we are interested in the
numerical analysis of other types of nonlinear and non-trivial boundary conditions. We plan to accomplish
this using the theory developed in this dissertation.
Further, we analyzed a novel and efficient implicit-explicit scheme for semilinear second-order wave-type
equations. As mentioned in the introduction, we are not aware of other implicit-explicit schemes in the
literature that also exploit the structure of such equations. Thus, it would be interesting to investigate
whether it is possible to systematically derive and analyze higher-order implicit-explicit methods which
are tailor-made for this type of equation.
Finally, we encountered in our numerical analysis that under some conditions Runge–Kutta methods
might converge one order faster than predicted by our theory (cf. Section 6.5.2). Thus, the question
arises whether it is possible to refine the error analysis in order to recognize under which conditions this
is the case.
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Collection of auxiliary results
In this chapter we collect some results that are necessary for this thesis.
Lemma A.1 (Grönwall’s lemma).
a) Continuous case: Let Φ: [0, T ]→ R and M,α ≥ 0 s.t. for all t ∈ [0, T ]






holds true for all t ∈ [0, T ].
b) Discrete case: Let τ > 0 and M,α ≥ 0 with ατ < 1. If {εn}n is a non-negative sequence with
εn ≤M + ατ
n∑
j=1
εj for n = 0, . . . , N.
Then,
εn ≤M(1− ατ)−n ≤Me
αnτ
1−ατ
holds true for all n = 0, . . . , N .
Proof.
a) Cf. [Qin, 2016, Theorem 1.1.2].
b) The first inequality follows by induction and the second with (1− s)−1 ≤ e
s
1−s for all s ∈ R \ {1}.
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Definition A.2 (Coercivity). Let V be a Hilbert space. A bilinear form Λ: V ×V → R is called coercive,
if there exits a constant α > 0, s.t. for all v ∈ V
Λ(v, v) ≥ α‖v‖2V .
Theorem A.3 (Lax-Milgram theorem). Let V be a Hilbert space and let Λ: V × V → R be a bounded
and coercive bilinear form. Then, for every ` ∈ V ∗ the equation
Λ(v, w) = 〈l, w〉V ∗×V for all w ∈ V
possess a unique solution v ∈ V .
Proof. Cf. [Brenner and Scott, 2008, Theorem 2.7.7].
Theorem A.4 (Sobolev embedding theorem). LetM⊂ Rd be a bounded domain with Lipschitz boundary
or letM⊂ Rd+1 be a d-dimensional compact C1 manifold. Then, there exist continuous embeddings
H1(M) ↪→ Lq(M) for all q ∈
≤ 2dd−2 , d ≥ 3,<∞, d = 1, 2.
Furthermore, for d ∈ {1, 2, 3}, there exists a continuous embedding
H2(M) ↪→ C(M). (A.1)
Proof. Cf. [Adams and Fournier, 2003, Theorem 4.12] and [Aubin, 1982, Chapter 2].
Theorem A.5 (Continuity of functions in Lq-spaces). Let M ⊂ Rd be a measurable set and let φ ∈
C(M× R;R) satisfy for some q ∈ (1,∞) the growth condition
|φ(x, ξ)| ≤ C(1 + |ξ|
q
2 ) for almost all x ∈M and all ξ ∈ R.
Then,
Φ(v)(x) := φ(x, v(x)), x ∈M.
defines a function Φ ∈ C(Lq(M);L2(M)).
Proof. Cf. [Goldberg et al., 1992, Theorem 4].
As a direct combination of Theorems A.4 and A.5 we obtain the following corollary:
Corollary A.6. Let d ∈ {1, 2, 3} and let M ⊂ Rd be a bounded domain with Lipschitz-boundary or let
M⊂ Rd+1 be a d-dimensional compact C1-manifold. Further let φ ∈ C(M× R;R) satisfy for some
ζ
<∞, d ≤ 2,≤ 3, d = 3.
the growth condition
|φ(x, ξ)| ≤ C(1 + |ξ|ζ) for almost all x ∈M and all ξ ∈ R.
Then
Φ(v)(x) := φ(v(x)), x ∈M,
defines a function Φ ∈ C(H1(M);L2(M)).
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APPENDIX B
Runge–Kutta time discretization of nonlinear dissipative evolution equations
In this chapter, we recall results of Hansen [2006b] that we use for the error analysis of Runge–Kutta
methods in Sections 3.1 and 5.1. Hansen [2006b] generalizes the classical B-convergence theory for Runge–
Kutta approximations of stiff ordinary differential equations (cf. Dekker and Verwer [1984]) to evolution
equations in infinite-dimensional Hilbert spaces.
We start by giving a short introduction of Runge–Kutta methods applied to a first-order initial value
problem
x′ = F(x) + g, t ≥ 0, x0 = x(0), (B.1)
in a Hilbert space X with F : D(F)→ X and g : [0,∞)→ X.
Let τ denote the time step size and tn := nτ for n ∈ N0. A Runge–Kutta method applied to (B.1) has
for n ≥ 0 the form
Xni = xn + τ
s∑
j=1
aijF(Xnj) + g(tn + cjτ), i = 1, . . . , s, (B.2a)
xn+1 = xn + τ
s∑
i=1
biF(Xni) + g(tn + ciτ), (B.2b)
with coefficients Oι = (aij)si,j=1,b = (bi)si=1, c = (ci)si=1.
We recall some basic properties of Runge–Kutta methods.
Definition B.1 (Local error). The local error of a Runge–Kutta method (or more generally of a one
step method) is defined as
xn+1 − x(tn+1),
where xn+1 is obtained by applying one step of the method to (B.1) starting from x(tn) at time tn.
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Definition B.2 (Classical order). A Runge–Kutta method (or in general a one step scheme) has classical
order p ≥ 0, if for sufficiently smooth F and solutions x of (B.1) the local error satisfies
‖xn+1 − x(tn+1)‖X ∈ O(τp+1).
Even for ordinary differential equations, Runge–Kutta methods suffer from order reduction in the stiff
case, i.e., for nonlinearities F with large Lipschitz constants. Since in (B.1) F can even be an unbounded
operator, it is not possible to prove convergence with the full order of the scheme. Instead, in Hansen
[2006b], convergence with the so called stage order is proven.















, k = 1, . . . , q.
Important properties of Runge–Kutta methods, which are required for the analysis in Hansen [2006b],
are algebraic stability and coercivity.
Definition B.4 (Algebraic stability). A Runge–Kutta method is called algebraically stable if
a) bi ≥ 0 for i = 1 . . . , s, and
b) the matrix M = (biaij + bjaji − bibj)si,j=1 is positive semidefinite.
Definition B.5 (Coercivity). We call a Runge–Kutta method coercive if the Runge–Kutta matrix Oι is






is positive definite with smallest Eigenvalue αRK > 0.
In Hansen [2006b], Runge–Kutta methods applied to an equation of the form (B.1) (without inhomogene-
ity g) are analyzed. We now summarize the results and incorporate the presence of the inhomogeneity g.
The analysis in Hansen [2006b] relies on the following assumptions on the continuous equation and the
Runge–Kutta method:
Assumption B.6.
a) The Runge–Kutta method (B.2) given by Oι,b, c is algebraically stable, coercive with constant
αRK > 0, and has stage order q for some q ∈ N.
b) The function −F is quasi-monotone with constant cqm,F ≥ 0 and maximal.
c) There exists a T > 0 s.t. the solution of (B.1) satisfies x ∈ Cq+1([0, T ];X).
d) The step size τ satisfies the step size restriction
τcqm,F < αRK







a) Assumption B.6 a) is satisfied for, e.g., s-stage Gauss and Radau IIA methods with stage order
q = s (cf. Hairer and Wanner [2010]).
b) By part b) of Assumption B.6, we have that (B.1) is globally well posed (cf. [Showalter, 1997,
Theorem IV.4.1]).
We now recall the results presented in Hansen [2006b]. In a first step, the wellposedness of the Runge–
Kutta method (B.2) is shown.
Lemma B.8. Let Assumption B.6 hold true. Then the Runge–Kutta method (B.2) is globally wellposed,
i.e., the approximations xn uniquely exist for all n ∈ N.
Proof. This is shown in [Hansen, 2006b, Lemma 7.1, Theorem 5.2]. Note that the argument, that (B.2a)
can be solved for the inner stages Xni, i = 1, . . . , s, is not affected by the inhomogeneity g, since it only
appears as an additional right-hand side.
In the next step, the defects of the scheme are bounded. The exact solution of (B.1) inserted into (B.2)
reads





F(X̃nj) + g(tn + cjτ)
)
+ ∆niRK, i = 1, . . . , s,









where we used the notation
x̃n = x(tn), X̃ni = x(tn + ciτ),
and ∆niRK, δ
n+1
RK are the defects.
Lemma B.9 (Defects). Let Assumption B.6 hold true. Then, for all i = 1, . . . , s and n ∈ N0 s.t. tn ≤ T ,
with T given in Assumption B.6 c), the defects are bounded by
‖∆niRK‖X , ‖δn+1RK ‖X ≤ Cτ
q+1,
with a constant C only depending on x(q+1) and on the coefficients of the Runge–Kutta method.
Proof. This follows from Assumption B.6 c) by Taylor expansion of the exact solution.
The local error defined in Definition B.1 can be bounded in terms of the defect.
Lemma B.10 (Local error). Let Assumption B.6 be satisfied. Then, for all n ∈ N s.t. tn ≤ T , with T
given in Assumption B.6 c), the local error is bounded by
‖xn+1 − x(tn+1)‖X ≤ ‖δn+1RK ‖X + C (1 + Cτ ) maxi=1,...,s‖∆
ni
RK‖X ≤ C (1 + Cτ ) τ q+1.
Further, the inner stages Xni of xn+1 satisfy for all tn ≤ T and i = 1, . . . , s the bound
‖Xni − x(tn + ciτ)‖X ≤ CCτ max
i=1,...,s
‖∆niRK‖X ≤ CCττ q+1. (B.5)
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The generic constant C depends on x(q+1) and the coefficients of the Runge–Kutta method but are inde-
pendent of n, τ, αRK, and cqm,F . Further, Cτ is given in (B.3).
Proof. This follows from [Hansen, 2006b, Theorem 6.1]. In the notation of this paper we have
mD[A−1] = αRK, hMX [f ] = τcqm,F ,
and LD,X [A−1] only depends on the coefficients of the Runge–Kutta method. Note that the proof in
Hansen [2006b] also works in the presence of the inhomogeneity g, since g vanishes when computing the
difference xn − x(tn) by subtracting (B.4) from the Runge–Kutta scheme (B.2).
As a last step for the proof of a global error estimate, stability of the scheme is shown.
Lemma B.11 (Stability). Let Assumption B.6 hold true and let xn, yn, for some n ∈ N, be the approxi-
mations obtained by a coercive and algebraically stable Runge–Kutta method applied to (B.1) with starting
values x0 and y0, respectively. Then, the stability bound
‖xn+1 − yn+1‖X ≤ (1 + τCRKC2τ cqm,F )‖xn − yn‖X
holds true. Further, the corresponding inner stages satisfy for all tn ≤ T and i = 1, . . . , s
‖Xni − Y ni‖X ≤ CRKCτ‖xn − yn‖X . (B.6)
The constant Cτ is given in (B.3) and CRK depends only on the coefficients of the Runge–Kutta method.
Proof. The result follows by the proof of [Hansen, 2006b, Theorem 7.2]. As in Lemma B.10 we have in
the notation of Hansen [2006b]
mD[A−1] = αRK and hMX [f ] = τcqm,F .
Further, C0 in [Hansen, 2006b, Theorem 7.2] is given by
C0 = CRKC2τ cqm,F .
Additionally, the inhomogeneity does not affect the proof since g vanishes in the difference of the approx-
imations.
Finally, by combining the local error bound of Lemma B.10 with the stability result from Lemma B.11
one obtains a global error bound.
Theorem B.12 (Global error). Let Assumption B.6 hold true and xn be the approximations obtained
by a coercive and algebraically stable Runge–Kutta method applied to (B.1). Then, for all tn ≤ T with T
from Assumption B.6, the error bound
‖xn − x(tn)‖X ≤ C
eCRKC2τ cqm,F tn − 1
CRKcqm,F
τ q
holds true, where the constants CRK and Cτ are given in Lemma B.11 and C is independent of τ and n.
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Proof. The proof can be found in [Hansen, 2006b, Corollary 7.3]. But, since we have a slightly different
representation of the constants in the error bound, we recall it.
We split the error via
‖xn+1 − x(tn+1)‖X ≤ ‖xn+1 − xn+1‖X + ‖xn+1 − x(tn+1)‖X .
By using the local error and the stability bound from Lemmas B.10 and B.11 we obtain
‖xn+1 − x(tn+1)‖X ≤ (1 + τCRKC2τ cqm,F )‖xn − x(tn)‖X + C (1 + Cτ ) τ q+1.
Solving this error recursion using x0 = x(t0) and
n∑
i=0
(1 + CRKC2τ cqm,Fτ)i ≤
eCRKC2τ cqm,F tn+1 − 1
τCRKC2τ cqm,F
yields
‖xn+1 − x(tn+1)‖X ≤ C
eCRKC2τ cqm,F tn+1 − 1
CRKC2τ cqm,F
(1 + Cτ ) τ q
≤ C
(
eCRKC2τ cqm,F tn+1 − 1
)
(αRK − τcqm,F + 1) (αRK − τcqm,F )2









where we additionally used the definition of Cτ (B.3).
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APPENDIX C
Bulk-surface isoparametric finite element method
As in Section 6.2, we assume that for d ∈ {2, 3} and p ∈ N, Ω ⊂ Rd is a bounded domain with Cp+1
boundary Γ = ∂Ω.
Since Γ is smooth, the domain Ω cannot be represented exactly by a polygonal mesh. Instead, it has to
be approximated by a computational domain Ωh with boundary Γh. Isoparametric finite element spaces
of order p are based on piecewise polynomials of order p and the domain Ω is approximated with order
p as well. This is due to the fact that using only piecewise linear, i.e., polygonal approximations of the
boundary would not lead to the desired convergence order p.
For the kinetic boundary conditions considered in Chapter 6, we also need a suitable boundary finite
element space. Such a discretization using a combination of a finite element space for the domain (bulk)
Ω and a corresponding finite element space for the boundary (surface) Γ is called bulk-surface finite
element method.
In this chapter, we give a short introduction to the bulk-surface finite element method with isoparametric
elements that was introduced in Elliott and Ranner [2013]. We recall the construction of the meshes and
the finite element spaces and also some properties that are necessary for our error analysis in Section 6.2.
Some of the results are taken from the more general paper Elliott and Ranner [2020].
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Simplicial and exact Triangulation
The construction of the finite element spaces starts with a family (Ω#h )h of polygonal approximations Ω
#
h







K# with closed simplices K# ∈ T #h .
We denote by
h = max{diam(K#) | K# ∈ T #h }
the maximal mesh width. The analysis relies on the following properties of the triangulations:
Definition C.1 (Quasi-uniform family of matching simplicial triangulations). A triangulation T #h ∈
(T #h )h is called matching triangulation, if for any K# ∈ T
#
h with vertices {a1, . . . ak}, the set ∂K# ∩
∂K̂# for any K̂# ∈ T #h ,K̂# 6= K#, is the convex hull of a (possibly empty) subset of {a0, . . . , ak}.
The family (T #h )h is called quasi-uniform, if there exists a constant ρqu > 0 independent of h such that
for all T #h ∈ (T
#
h )h
min{ρK# | K# ∈ T #h } > ρquh
holds true. Here, ρK# denotes the radius of the largest d-dimensional ball that is contained in K#.
In the following, we require that the family (T #h )h is quasi-uniform and consists of matching triangulations
T #h ∈ (T
#
h )h which further satisfy the following conditions:
• The vertices of T #h that lie on Γ# = ∂Ω
#
h also lie on Γ.
• Each K# ∈ T #h has at most one face on the boundary Γ#.
• The mesh width h is sufficiently small such that for all x ∈ Γ# a unique normal projection πn(x) ∈ Γ
exists, i.e., x−πn(x) is orthogonal to the tangent plane of Γ in πn(x) (cf. [Elliott and Ranner, 2013,
Section 2.1]).
Construction of isoparametric finite element spaces
We now construct the isoparametric finite element spaces starting from a triangulation T #h . Keep in mind
that this is done for all triangulations of the family (T #h )h, we hence obtain a family of finite element
spaces.







Ke = Ω (cf. [Elliott and Ranner, 2013, Section 4.1.2]): All internal mesh elements Ke ∈ T eh ,
i.e., all elements Ke with at most one point on Γ, coincide with the corresponding elements in T #h . The
other elements are modified in such a way that the domain Ω is triangulated exactly. Furthermore, each
elementKe ∈ T eh can be described by a Cp+1-transformation F eKe : K̂ → Ke where K̂ is the d-dimensional
unit simplex.
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The computational domain Ωh is constructed by interpolating the exact triangulation. Let φ̂1, . . . φ̂np
be a Lagrangian basis of the polynomial space Pp(K̂) corresponding to basis nodes â1, . . . ânp . Then, we





and the element K := FKe(K̂) ≈ Ke. By this, we obtain a triangulation Th := {K = FKe(K̂) | Ke ∈ T eh }
with the corresponding computational domain Ωh :=
⋃
K∈Th K.
The isoparametric bulk finite element space of order p is then defined via
V Ωh,p :=
{
vh ∈ C(Ωh) | vh
∣∣
K
= v̂h ◦ (FKe)−1 with v̂h ∈ Pp(K̂) for all K ∈ Th
}
, (C.1)




ϑh ∈ C(Γh) | ϑh = vh
∣∣
Γh
with vh ∈ V Ωh,p
}
. (C.2)
We have that V Γh,p is a finite element space over the triangulation
T Γh := Th
∣∣
Γh
:= {F = K ∩ Γh | K ∈ Th}
of Γh and it is defined in such a way that it satisfies the relation
γ(V Ωh,p) = V Γh,p,
where γ is the usual Dirichlet trace operator. Using the finite element space V Ωh,p together with the
surface finite element space V Γh,p to discretize differential equations in a domain coupled to a boundary
differential equation, as in the situation of Chapter 6, is called the bulk-surface finite element method.
In the following, we denote by φ1, . . . , φN ∈ V Ωh,p, N = dim(V Ωh,p), the nodal basis functions of V Ωh,p and
the set of the corresponding basis nodes by A := {a1, . . . , aN} ⊂ Ω ∩ Ωh. Similarly, φΓ1 , . . . , φΓNΓ ∈ V
Γ
h,p,
NΓ = dim(V Γh,p), are the nodal basis functions of V Γh,p in the basis nodes B := {b1, . . . , bNΓ} ⊂ A.
Lift operator
As in [Elliott and Ranner, 2013, Section 4.2], we define the element-wise smooth homeomorphism




:= F eKe ◦ (FKe)−1 for all Ke ∈ T eh and K = FKe(K̂).
This allows to define for vh ∈ V Ωh,p, ϑh ∈ V Γh,p lifted versions v`h ∈ C(Ω), ϑ`h ∈ C(Γ) via
v`h := vh ◦G−1h and ϑ
`
h := ϑh ◦G−1h . (C.3)
In [Elliott and Ranner, 2020, Lemmas 5.3 and 7.3] the following element-wise norm equivalences related
to the lift are shown.
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Lemma C.2. There exists CΩ,Ωh > cΩ,Ωh > 0, CΓ,Γh > cΓ,Γh > 0 independent of h s.t. for all vh ∈ V Ωh,p,







where K`Ω = Gh(KΩ),K`Γ = Gh(KΓ). By construction, the lift additionally preserves the L∞ norm, i.e.,
‖v`h‖L∞(K`Ω) = ‖vh‖L∞(KΩ),
‖ϑ`h‖L∞(K`Γ) = ‖ϑh‖L∞(KΓ).
We further have the following bounds of the geometric errors stemming from approximating the domain
(cf. [Elliott and Ranner, 2013, proof of Lemma 6.2]).
































∇Γhϑh∇Γhψh dx| ≤ Chp+1‖∇Γhϑh‖L2(Γh)‖∇Γhψh‖L2(Γh). (C.4d)
Interpolation
By Ih,Ω : C(Ω) → V Ωh,p and Ih,Γ : C(Γ) → V Γh,p we denote the usual Lagrange interpolation operators in
the domain and on the boundary, respectively. Note that the interpolations are well defined since, by
construction of the finite element spaces, the Lagrange nodal basis points lie in Ω or on Γ, respectively.
Lemma C.4. The interpolation operators Ih,Ω and Ih,Γ are continuous with respect to ‖·‖∞, i.e., for all
u ∈ C(Ω), ϑ ∈ C(Γ) we have
‖Ih,Ωu‖∞ ≤ C∞‖u‖∞, ‖Ih,Γϑ‖∞ ≤ C∞‖ϑ‖∞
with C∞ = ‖
∑N
i=1|φi|‖∞. This constant is independent of h since the number of non-vanishing basis
functions on each mesh element only depends on the polynomial degree p.
We further have the following interpolation error bounds, which follow from [Elliott and Ranner, 2020,
Theorem 4.28, Theorem 5.9] for the bulk and [Elliott and Ranner, 2020, Theorem 6.24, Theorem 7.10]
for the surface, respectively:
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Lemma C.5. Let 1 ≤ k ≤ p.
a) Globally, the interpolation operators satisfy for all v ∈ Hk+1(Ω), and ϑ ∈ Hk+1(Γ) the error bounds
‖v − (Ih,Ωv)`‖L2(Ω) + h‖v − (Ih,Ωv)`‖H1(Ω) ≤ Chk+1‖v‖Hk+1(Ω), (C.5a)
‖ϑ− (Ih,Γϑ)`‖L2(Γ) + h‖ϑ− (Ih,Γϑ)`‖H1(Γ) ≤ Chk+1‖ϑ‖Hk+1(Γ), (C.5b)
with a constant C independent of h.
b) Locally, on each element KΩ ∈ T Ωh , KΓ ∈ T Γh , the interpolation operators satisfy for all 0 ≤ r ≤ k
and all v ∈ Hk+1(K`Ω), ϑ ∈ Hk+1(K`Γ), the error bounds
‖v − (Ih,Ωv)`‖Hr(K`Ω) ≤ Ch
k+1−r‖v‖Hk+1(K`Ω), (C.6a)
‖ϑ− (Ih,Γϑ)`‖Hr(K`Γ) ≤ Ch
k+1−r‖ϑ‖Hk+1(K`Γ), (C.6b)
with a constant C independent of h.
c) Locally, on each element KΩ ∈ T Ωh , KΓ ∈ T Γh , and for every vh ∈ Hk+1(KΩ), ϑh ∈ Hk+1(KΓ), the
L∞ error bounds
‖vh − Ih,Ωv`h‖L∞(KΩ) ≤ Ch
k+1‖vh‖Hk+1(KΩ), (C.7a)
‖ϑh − Ih,Γϑ`h‖L∞(KΓ) ≤ Ch
k+1‖ϑh‖Hk+1(KΓ) (C.7b)
hold true with a constant C independent of h.
