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Abstract. Two algorithms for finding Fibonacci numbers are presented. They are analyzed both 
from the worst case and average case point of view. The algorithms allow the number of arithmetical 
operations needed for solving the problem to be decreased. 
I. Introduction 
The complexity of the problem of finding Fibonacci numbers and more generally, 
of solving the kth order linear recurrence 
F n+/c = GFn+ GFn+,+. l .+G-,Fn+w 
has widely been studied in the literature. In particular, in [2] this linear recurrence 
is solved in 0( k* log n) steps. More recently, in [l] it was shown that the solution 
can be found in O(k log k log n) steps. 
We stress that because of the asymptotic notation the precise number of arith- 
metical operations used in the algorithms is not stated. 
In this note we restrict ourselves to calculating Fibonacci numbers and we present 
two algorithms for solving this problem. Evaluating the number of arithmetical 
operations, the complexity of the new algorithms compares favourably with the 
algorithms already known in the literature. 
reliminary results 
In order to prove the correctness of the algorithms that we present, we will use 
some relationships between Fibonacci numbers. Some of them are already known 
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in the literature while the others can be easily derived. For the sake of simplicity, 
these relationships are divided into two parts. In the first proposition we have 
collected the relationships we will use in the first algorithm, while in the second 
proposition we study those equalities which are useful for the second algorithm. 
roposition 1. Let Fi be the ith Fibonacci number ( F0 = 0, F, = 1 and in general 
E = Fi_,+F;,_,, ia2) 
(a) Fzi = Ff+, -(Fi+, - Fi)2, 
(b) F2i+l= FT+, + FT, 
(c) F2i+2 =(F,+,+F,)‘-F:. 
Proposition 2. Let Li be the ith Lucas number (Lo = 2, L, = 1 and in general 
Li= Lie*+ Li-2, iZ2) 
(a) F2i = 1;1: 9 Li, 
(b) L2i = Lf--2(-1y, 
(C) F2i+l =[F;:Li+ L:-2(-1)‘]/2, 
(d) L2i+l =[SELi+ L:-2(-1)‘]/2. 
3, A first algorithm for computing the Fibowcci trembers 
We first present an algorithm that computes the Fibonacci numbers. The algorithm 
is divided in two parts. Let FN be the number that we want to compute. We will 
use the relationships between the Fibonacci numbers tated in Proposition I. In the 
second part of the algorithm starting from F0 and F, applying ProposiGon 1 
repetitively we will arrive at an evaluation of FN. Of course the choice, at every 
step, among points (a), (b) and (c) of Proposition 1 depends on the value of N. In 
order to make these choices correctly, we need to know which particular Fibonacci 
numbers between F0 and FN we have to compute. 
This task is accomplished in the first part of the algorithm where we assign a 
value equal to zero or one to the elements of an array A in such a way that using 
these values we will be able to individuate the correct sequence of Fibonacci numbers 
leading to the evaluation of FN. 
We will present he algorithm using the same classical formalism given in [3]. 
We will use an array A of size [log2 NJ + I, while a and b denote, respectively, at 
the beginning, F. and F,, and, during the procedure, adjacent Fibonacci numbers. 
At the beginning every element of A is initialized at zero. 
pos(n)=n>O 
pzero(i)=i>O~A[i]=O 
pone( i) = i > 0 A A[ i] = 1 
reconditions: [2] ,... =N,0,0,1,0,0...} 
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pas(n)+ i:= i+1; 
n, 421 := n div 2, n mod 2 
od 
d0 
pzero(i)+i, a, b:= i-l, b2-(b-a)‘, b2+a2 
pane(i)+ i, a, b:= i-l, b2+a2, @+a)‘-a2 
od 
end 
Postconditions: {a = FN} A (6 = FN+,}. 
Before evaluating the complexity of the algorithm we note that for the assignment 
of the values to the array A, we perform [log, Nj + 1 divisions by 2. The same 
consideration holds in the case -i the algorithm we present in the next paragraph. 
Since the division by 2 corresponds to a shift operation and therefore it is much 
less expensive than arithmetical operations, in the following we will not consider 
these initial steps any further. 
Theorem 1. Algorithm 1 computes the Fibonacci number FN with (3 [log, N ] + 3) 
multiplications and (3 [log2 NJ +3) additions (or subtractions). 
Proof. The correctness of the algorithm is clearly guaranteed by Proposition 1. 
As regards the complexity, we note that, for every i, either pzero(i) or pone( i) 
are verified. This means that, at each step, we have to perform 3 multiplications 
and 3 additions (or subtractions). Since in order to compute FN we have to do 
[log, NJ + 1 steps, the th: 1 is immediately follows. Cl 
4. A second more efficient algorithm 
In this paragra.:. ‘, we present a new algorithm (Algorithm 2) which is slightly 
more complicated than Algorithm 1 but that allows more efficient results to be 
obtained. The structure of Algorithm 2 is similar to Algorithm 1 but, in this case, 
Proposition 2 is exploited. Even now we have two parts. The first part is equal to 
the first one of Algorithm 1. In the second part we have to use more guards because 
in Proposition 2 the computations of Lzi and Lzi+l have to be split in two cases 
depending on whether i is even or odd. Because of this, and a~ in Algorithm 1, 
using an array A to keep trace of the intermediate indices, we have to study, every 
time, two adjacent elements of A. In fact, by only considering a couple of adjacent 
elements, we are able to deci ex we are computing. 
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Formally we have the following algorithm: 
Algorithm 2 
Guards: pos( n) = n > 0 
pOeven(i)=i>OAA[i]=OAA[i+l]=O 
pOodd(i)=i>OAA[i]=O~A[i+l]=l 
pleven(i)~i>OhA[i]=IhA[i3-1]=:0 
plodd(i)=i>O/\A[i]=l/\A[i+l]=l 
Preconditions: (n, i, a, 6, A[l], A[2], . . . = N, 0, 0,2,0,0. . . 
begin 
do 
pas(n)+ i:= i+ 1; 
n, API := n div 2, n mod 2 
od 
do 
pOeven( i) + i, a, b :=i-1,a*b,b2-2 
pOodd(i)+ i, a, b:= i- 1, a* 6, b2+2 
pleven( i) + i, a, b := i-l,(b(a+b)-2)/2, (b(a+b)-2)/2+2ab 
plodd(i)+ i, a, b:= i- 1, (b(a+b)+2)/2,(b(a+b)+2)/2+2ab 
od 
end 
Postconditions: (a = FN) A (6 = LN}. 
We note that, at the beginning of the second part, in every case, as a first step, 
the condition pleven(i) is verified. In this Algorithm 2 we use an array A of size 
[log, N] +2. In the first [log, N] + 1 elements of A we store the remainders of all 
divisions by 2 as in Algorithm 1 while the last element is put to 0 and is required 
to start the second part of the algorithm when we compute F0 and FI. 
Theorem 2. Algorithm 2 computes Fibonacci number F,,, with at most (2 [log, N] + 2) 
multiplications, ( [log, N] + 1) divisions try 2 and (3 [log, N] + 3) additions (or sub- 
tractions ).
roof. In order to prove the correctness of the algorithm we have to note that the 
four conditions ~0% and pl’s can be immediately derived from the four equalities 
of Proposition 2. Conditions PO’S are verified when we need to compute couples 
(F2i, L2i) while ~1’s are true when couples (Fzi+l, Lzi+l) have to be evaluated. 
herefore the correctness i  guaranteed by Proposition 2. 
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Concerning the complexity, we note that in this ease, unlike Algorithm 1,. if 
different conditions are verified, a different computatio;lal effort has to be done. 
More precisely we have the following: 
pOeven( i) requires 2 multiplications, 1 stibtraction, 
pOodd( i) requires 2 multiplications, 1 addition, 
pleven( i) requires 2 multiplications, 1 division by 2,3 additions (or subtractions j, 
pIodd requires the same number of operations as pleven( i). 
Therefore, in this case, we have different complexities for different inputs. Since 
the conditions pleven(l) and plodd(i) are more expensive, the worst case will be 
given when we only use this type of condition. It is easy to see that when N = 2’ - 1, 
at each step, only pleven( i) or plodd( i) are verified. §ince we have [log2 N] + 1 
steps, we obtain the thesis. Cl 
Two remarks have to be made at this point. First of all, since divisions by 2 are 
clearly computationally less expensive than multiplications. Algorithm 2 is more 
efficient than Algorithm 1. 
Morever, while in Algorithm 1 every input has the same complexity, using 
Algorithm 2 we have instructions of different cost and therefore it is interesting to 
analyze the average complexity. This is what is going to be briefly done in the final 
paragraph. 
5. Average case analysis of Algorithm 2 
In order to perform an average case analysis of the complexity of Algorithm 2, 
we have to decide what an average input is. While in many problems this is a very 
difficult task, in our case it seems very reasonable to assume an equiprobability 
hypothesis among the four conditions. 
With this assumption we have the following theorem. 
Theorem 3. Algorithm 2 computes the Fibonacci number FN in the average case with 
(2 llog* Nl + 2) multiplications, ( [Iogz NJ /2+ 1) divisions by 2 and (2 [log2 N] +3) 
additions (or subtractions ). 
Proof. Because of the equiprobability hypothesis, except for the first step, in which 
only the condition pleven can be verified, we may assume that in LlogZ NJ /2 steps 
the conditions PO’S are true while in the other [log2 N j /2 steps the conditions pl’s 
are true. We remind that PO’S require 2 multiplications and 1 additive operation. 
On the other hand pl’s requires 2 multiplications, 1 division by 2, 3 additive 
operations. 
On the whole, taking into account all the [log, NJ f 1 steps we obtain (2 [log* NJ + 
2) multiplications, ( [log2 NJ /2 + 1) divisions by 2 and (2 [log, N] + 3) additions (or 
subtractions). Cl 
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Finally, we note that the best cases for thm 2 are given when N = 2! In 
fact in this case we have to perform the ex sive instructions corresponding to 
conditions pi’s just once while in the othe NJ steps we have the case p0. So, 
the total cost of the algorithm in the most 1 ituation is given by (2 [log, NJ + 2) 
multiplications, 1 division by 2 and ( [log, 3) additions (or subtract&s). 
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