This paper investigates general properties of codes with the rank metric. First, we investigate asymptotic packing properties of rank metric codes. Then, we study sphere covering properties of rank metric codes, derive bounds on their parameters, and investigate their asymptotic covering properties. Finally, we establish several identities that relate the rank weight distribution of a linear code to that of its dual code. One of our identities is the counterpart of the MacWilliams identity for the Hamming metric, and it has a different form from the identity by Delsarte.
I. INTRODUCTION
Although the rank has long been known to be a metric implicitly and explicitly (see, for example, [1] ), the rank metric was first considered for error control codes (ECCs) by Delsarte [2] . The potential applications of rank metric codes to wireless communications [3] , [4] , public-key cryptosystems [5] , and storage equipments [6] , [7] have motivated a steady stream of works [6] - [18] , described below, that focus on their properties.
The majority of previous works focus on rank distance properties, code construction, and efficient decoding of rank metric codes, and the seminal works in [2] , [7] , [8] have made significant contribution to these topics. Independently in [2] , [7] , [8] , a Singleton bound (up to some variations) on the minimum rank distance of codes was established, and a class of codes achieving the bound with equality was constructed.
We refer to this class of codes as Gabidulin codes henceforth. In [2] , [8] , analytical expressions to compute the weight distribution of linear codes achieving the Singleton bound with equality were also derived.
In [6] , it was shown that Gabidulin codes are optimal for correcting crisscross errors (referred to as lattice-pattern errors in [6] ). In [7] , it was shown that Gabidulin codes are also optimal in the sense of a Singleton bound in crisscross weight, a metric considered in [7] , [11] , [19] for crisscross errors.
Decoding algorithms that parallel the extended Euclidean algorithm and the Peterson-Gornstein-Zierler algorithm were introduced for Gabidulin codes in [8] and [7] , respectively. In [2] , the counterpart of the MacWilliams identity, which relates the rank distance enumerator of a code to that of its dual code, was established using association schemes. Following the works in [2] , [7] , [8] , the construction in [8] was extended in [13] and the properties of subspace subcodes and subfield subcodes were considered in [14] , [20] ; the counterparts of the Welch-Berlekamp algorithm and the Berlekamp-Massey algorithm were considered in [21] and [22] respectively for Gabidulin codes; the error performance of Gabidulin codes was investigated in [11] , [16] , [17] .
Some previous works focus on the packing and covering properties of rank metric codes. Both packing and covering properties are significant for ECCs, and packing and covering radii are basic geometric parameters of a code, important in several respects [23] . For instance, the covering radius can be viewed as a measure of performance: if the code is used for error correction, then the covering radius is the maximum weight of a correctable error vector [24] ; if the code is used for data compression, then the covering radius is a measure of the maximum distortion [24] . The Hamming packing and covering radii of ECCs have been extensively studied (see, for example, [25] - [27] ), whereas the rank packing and covering radii have received relatively little attention. It was shown that nontrivial perfect rank metric codes do not exist in [9] , [10] , [15] . In [12] , a sphere covering bound for rank metric codes was introduced.
Generalizing the concept of rank covering radius, the multi-covering radii of codes with the rank metric were defined in [28] . Bounds on the volume of balls with rank radii were also derived [18] .
In this paper, we investigate packing, covering, and rank distance properties of rank metric codes. The main contributions of this paper are:
• In Section III, we establish further properties of elementary linear subspaces (ELS's) [17] , and investigate properties of balls with rank radii. In particular, we derive both upper and lower bounds on the volume of balls with given rank radii that are tighter than their respective counterpart in [18] .
These technical results are used later in our investigation of the sphere covering properties of rank metric codes.
• In Section IV, we study the packing properties of rank metric codes, and also derive the asymptotic maximum code rate for a code with given relative minimum rank distance.
• In Section V, we study the covering properties of rank metric codes, and derive both upper and lower bounds on the minimal cardinality of a code with given length and rank covering radius. Our new bounds are tighter than the bounds introduced in [12] . Using the sphere covering bound, we also establish additional sphere covering properties for linear rank metric codes, and prove that some classes of rank metric codes have maximal covering radius. Finally, we establish the asymptotic rank metric codes. Section VI presents our results on the rank weight distribution of rank metric codes.
II. PRELIMINARIES

A. Rank metric and elementary linear subspaces
Consider an n-dimensional vector x = (x 0 , x 1 , . . . , x n−1 ) ∈ GF(q m ) n . The field GF(q m ) may be viewed as an m-dimensional vector space over GF(q). The rank weight of x, denoted as rk(x), is defined to be the maximum number of coordinates in x that are linearly independent over GF(q) [8] .
Note that all ranks are with respect to GF(q) unless otherwise specified in this paper. The coordinates of x thus span a linear subspace of GF(q m ), denoted as S(x), with dimension equal to rk(x). For all x, y ∈ GF(q m ) n , it is easily verified that d R (x, y) def = rk(x − y) is a metric over GF(q m ) n , referred to as the rank metric henceforth [8] . The minimum rank distance of a code C, denoted as d R (C), is simply the minimum rank distance over all possible pairs of distinct codewords. When there is no ambiguity about C, we denote the minimum rank distance as d R .
In [17] , we introduced the concept of elementary linear subspace (ELS). If there exists a basis set B of vectors in GF(q) n for a linear subspace V ⊆ GF(q m ) n , we say V is an elementary linear subspace and B is an elementary basis of V. We denote the set of all ELS's of GF(q m ) n with dimension v as E v (q m , n). An ELS has properties similar to those for a set of coordinates [17] , and they are summarized as follows. A vector has rank ≤ r if and only if it belongs to some ELS with dimension r. For any V ∈ E v (q m , n), there existsV ∈ E n−v (q m , n) such that V ⊕V = GF(q m ) n , where ⊕ denotes the direct sum of two subspaces. For any vector x ∈ GF(q m ) n , we denote the projection of x on V alongV as x V , and we remark that x = x V + xV .
B. The Singleton bounds
It can be shown that d R ≤ d H [8] , where d H is the minimum Hamming distance of the same code.
Due to the Singleton bound for block codes, the minimum rank distance of an (n, k) block code over GF(q m ) thus satisfies
An alternative bound on the minimum rank distance is also given in [29] :
For n ≤ m, the bound in (1) is tighter than that in (2) . When n > m the bound in (2) is tighter.
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When n ≤ m, a class of codes satisfying (1) with equality was first proposed in [8] and then generalized in [13] . Let g = (g 0 , g 1 , . . . , g n−1 ) be linearly independent elements of GF(q m ), then the code defined by the generator matrix
. . . g
where [i] = q ai with a being an integer prime to m, is called a generalized Gabidulin code generated by
. . , g n−1 ); it has dimension k and minimum rank distance d R = n − k + 1 [13] .
A class of codes satisfying (2) with equality was proposed in [29] . It consists of cartesian products of a generalized Gabidulin code with length n = m.
code over GF(q m ), and let G l def = G × . . . × G be the code obtained by l cartesian products of G. Thus G l is a code over GF(q m ) with length ml, dimension kl, and minimum rank distance d R = m − k + 1 [29] .
C. Covering radius and excess
The covering radius ρ of a code C with length n over GF(q m ) is defined to be the smallest integer ρ such that all vectors in the space GF(q m ) n are within distance ρ of some codeword of C [27] . It is the maximal distance from any vector in GF(q m ) n to the code C. That is, ρ = max x∈GF(q m ) n {d(x, C)}.
Also, if C ⊂ C ′ , then the covering radius of C is no more than the minimum distance of C ′ . Finally, a code C with length n and minimum distance d is called a maximal code if there does not exist any code C ′ with same length and minimum rank distance such that C ⊂ C ′ . A maximal code has covering
Van Wee [30] , [31] derived several bounds on codes with Hamming covering radii based on the excess of a code, which is determined by the number of codewords covering the same vectors. Below are some key definitions and results in [30] , [31] . For all V ⊆ GF(q m ) n and a code C with covering radius ρ, the excess on V by C is defined to be
where B H ρ (c) denotes a ball centered at c with Hamming radius ρ. The excess on GF(q m ) n by C is given by E C (GF(q m ) n ) = |C|·V H ρ (q m , n)−q mn , where V H ρ (q m , n) denotes the volume of a ball with Hamming radius ρ. Also, if {W i } is a family of disjoint subsets of GF(q m ) n , then [30] , i.e., Z is the set of vectors covered by at least two February 1, 2008 DRAFT codewords in C. Note that z ∈ Z if and only if |B
Although the above definitions and properties were developed for the Hamming metric, they are in fact independent of the underlying metric and thus are applicable to the rank metric as well.
D. Notations
In order to simplify notations, we shall occasionally denote the vector space GF(q m ) n as F . We denote the number of vectors of rank u (0 ≤ u ≤ min{m, n}) in GF(q m ) n as N u (q m , n). It can be shown that
The n u term is often referred to as a Gaussian polynomial [32] , defined as n u def = α(n, u)/α(u, u). Note that n u is the number of u-dimensional linear subspaces of GF(q) n . We refer to all vectors in GF(q m ) n within rank distance r of x ∈ GF(q m ) n as a ball of rank radius r centered at x, and denote it as B r (x). Its volume, which does not depend on x, is denoted as V r (q m , n) = 
III. TECHNICAL RESULTS
A. Further properties of ELS's
Lemma 1: Any vector x ∈ GF(q m ) n with rank r belongs to a unique ELS V ∈ E r (q m , n).
Proof: The existence of V ∈ E r (q m , n) has been proved in [17] . Thus we only prove the uniqueness of V, with elementary basis {v i } r−1 i=0 . Suppose x also belongs to W, where W ∈ E r (q m , n) has an elementary basis {w j } r−1 j=0 . Therefore,
By definition, we have S(x) = S(a 0 , . . . , a r−1 ) = S(b 0 , . . . , b r−1 ), therefore b j 's can be expressed as linear combinations of a i 's, i.e., b j = r−1 i=0 c j,i a i where c j,i ∈ GF(q). Hence
where u i = r−1 j=0 c j,i w j ∈ GF(q) n . Now consider X, the matrix obtained by expanding the coordinates of x with respect to the basis {a i } m−1 i=0 . For 0 ≤ i ≤ r − 1, the i-th row of X is given by the vector v i by definition and by the vector u i from Eq. (5). Therefore v i = u i ∈ W, and hence V ⊆ W. However, dim(V) = dim(W), and thus V = W.
Lemma 1 shows that an ELS is analogous to a subset of coordinates since a vector x with Hamming weight r belongs to a unique subset of r coordinates, often referred to as the support of x. ELS's B such that A ⊕ B = V. Furthermore, there are q a(v−a) v a such ordered pairs (A, B). Proof: First, remark that dim(B) = v − a. The total number of sets of v − a linearly independent vectors over GF(q) in V\A is given by
Note that each set of linearly independent vectors over GF(q) constitutes an elementary basis set. Thus, the number of possible B is given by N divided by α(v−a, v−a), the number of elementary basis sets for each B. Therefore, once A is fixed, there are q a(v−a) choices for B. Since the number of a-dimensional Lemma 3 below shows that the situation for vectors with full rank is similar.
It was shown in [17] that the projection u A of a vector u on an ELS A depends on both A and its complement B. The following lemma further clarifies the relationship: changing B always modifies u A , provided that u has full rank.
Lemma 4: Suppose V ∈ E v (q m , n) and u ∈ V has rank v. For any A ∈ E a (q m , n) and B ∈ E v−a (q m , n) such that A ⊕ B = V, define the functions f u (A, B) = u A and g u (A, B) = u B . Then both f u and g u are injective.
Proof: Consider another pair (A ′ , B ′ ) with dimensions a and v − a respectively. Suppose A ′ = A, then u A ′ = u A . Otherwise u A belongs to two distinct ELS's with dimension a, which contradicts
B. Properties of balls with rank radii
Lemma 5: For 0 ≤ r ≤ min{n, m},
where σ(q)
is a decreasing function of q satisfying σ(q) < 2 for q ≥ 2 [17] .
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Proof: The upper bound in (6) was derived in [17, Lemma 13] , and it suffices to prove the lower bound. Without loss of generality, we assume that the center of the ball is 0. For any x ∈ GF(q m ) r , we associate one subspace T of GF(q m ) such that dim(T) = r and S(x) ⊆ T. We consider the vectors y ∈ GF(q m ) n−r such that S(y) ⊆ T. There are q mr choices for x and, for a given x, q r(n−r) choices for y. Thus the total number of vectors z = (x, y) ∈ GF(q m ) n is q r(m+n−r) . Since S(z) ⊆ T, we have
We remark that both bounds in (6) are tighter than their respective counterparts in [18, Proposition 1].
More importantly, the two bounds in (6) differ only by a factor of q σ(q) , and thus they not only provide a good approximation of V r (q m , n), but also accurately describe the asymptotic behavior of V r (q m , n).
The diameter of a set is defined to be the maximum distance between any pair of elements in the set [25, p. 172] . For a binary vector space GF(2) n and a given diameter 2r < n, Kleitman [33] proved that balls with Hamming radius r maximize the cardinality of a set with a given diameter. However, when the underlying field for the vector space is not GF(2), the result is not necessarily valid [27, p. 40] . We show below that balls with rank radii do not necessarily maximize the cardinality of a set with a given diameter.
Proposition 1: For 3 ≤ n ≤ m and 2 ≤ 2r < n, there exists S ⊂ GF(q m ) n with diameter 2r such that |S| > V r (q m , n).
and cardinality q 2mr . For r = 1, we have
The intersection of balls with Hamming radii has been studied in [27, Chapter 2] , and below we investigate the intersection of balls with rank radii.
Proof: First, without loss of generality, we assume c 1 = 0, and we denote rk(c 2 ) = e. We can express c 2 as c 2 = uB, where u = (u 0 , . . . , u e−1 , 0, . . . , 0) ∈ GF(q m ) n has rank e and B ∈ GF(q) n×n has full rank. For any x ∈ B r (0)∩B s (u) we have rk(xB) = rk(x) ≤ r and rk(xB−c 2 ) = rk(x−u) ≤ s.
Thus there is a bijection between B r (0) ∩ B s (uB) and
Since |B r (0) ∩ B s (uB)| is independent of B, we assume B = I n×n without loss of generality henceforth. The nonzero coordinates of u all belong to a basis set
. . , v e−1 , 0, . . . , 0) ∈ GF(q m ) n also has rank e, then the nonzero coordinates of v all belong to a basis set {v i } m−1 i=0 of GF(q m ). We definex = (x 0 , . . . ,x n−1 ) ∈ GF(q m ) n such thatx j = m−1 j=0 a i,j v i for 0 ≤ j ≤ n − 1. We remark that rk(x) = rk(x) ≤ r and rk(x − v) = rk(x−u) ≤ s. Thus there is a bijection between B r (0)∩B s (v) and B r (0)∩B s (u). Hence |B r (0)∩B s (u)| depends on the vector u only through its rank e.
Proof: It suffices to prove (7) when
By Lemma 6, we can assume without loss of generality that
. . , c e , 0, . . . , 0) and c 2 = (c 0 , c 1 , . . . , c e , 0, . . . , 0), where c 0 , . . . , c e ∈ GF(q m ) are linearly independent.
We will show that an injective mapping φ from B r (c 1 )
. We thus have rk(z) ≤ r and rk(u) ≤ s,
. . , z n−1 ). We also definez = (z 1 , . . . , z n−1 ) andū = (u 1 , . . . , u n−1 ). We consider three cases for the mapping φ, depending onz andū.
• Case I:
• Case II: rk(ū) = s and rk(z) ≤ r − 1. In this case, φ(z)
• Case III: rk(ū) = s and rk(z) = r. Since rk(u) = s, we have z 0 − c 0 ∈ S(ū). Similarly, since
and may therefore be uniquely expressed as
We now verify that the mapping φ is injective. Suppose there exists z ′ such that φ(z ′ ) = φ(z). Since φ(z) only modifies the first coordinate of z, the last n − 1 coordinates of z and z ′ are equal and so are the last n − 1 coordinates of z − c 2 and z ′ − c 2 . Hence z and z ′ belong to the same case. It can be easily verified that for each case above, φ is injective. Hence φ(z ′ ) = φ(z) implies that z ′ = z. Therefore φ is injective, and
We now quantify the volume of the intersection of two balls with rank radii for some special cases, which will be used in Section V-B.
The claim holds for r = m trivially, and we assume r < m henceforth. By Lemma 6, assume c 2 = 0 and hence rk(c 1 ) = r without loss of generality. By Lemma 1, the vector c 1 belongs to a unique ELS V ∈ E r (q m , n). First of all, it is easy to check that y = 0 ∈ B r (c 1 ) ∩ B 1 (0). We consider a nonzero vector y ∈ B 1 (0) with rank 1. Firstly, if y ∈ V, then c 1 − y ∈ V. We hence have 
i=0 is a basis set of GF(q m ). Then the matrix C 1 − Y obtained by expanding the coordinates of c 1 − y according to the basis {α i } has row rank r + 1. Therefore rk(c 1 − y) = r + 1, and y / ∈ B r (c 1 ).
Proof: By Lemma 6, we can assume that c 1 = 0, and hence rk(c 2 ) = r. By Lemma 1, c 2 belongs to a unique ELS V ∈ E r (q m , n). We first prove that all vectors y ∈ B s (0) ∩ B r−s (c 2 ) are in V. Let
We now prove that y is necessarily the projection of c 2 onto some ELS A of V. If y ∈ V satisfies rk(y) = s and rk(c 2 − y) = r − s, then y belongs to some ELS A and c 2 − y ∈ B such that A ⊕ B = V.
We hence have y = c 2,A and c 2 − y = c 2,B .
On the other hand, for any A ∈ E s (q m , n) and B ∈ E r−s (q m , n) such that A ⊕ B = V, c 2,A is a vector of rank s with distance r − s from c 2 by Lemma 3. By Lemma 4, all the c 2,A vectors are distinct.
There are thus as many vectors y as ordered pairs (A, B). By Lemma 2, there are q s(r−s) r s such pairs, and hence q s(r−s) r s vectors y. s r-s r As shown in Figure 1 , only the outmost layers of two balls of radii s and r − s intersect when the distance between the two centers is r. Proposition 4 quantifies the volume of the intersection in Figure 1 .
The problem of the intersection of three balls with rank radii is more complicated since the volume of the intersection of three balls with rank radii is not completely determined by the pairwise distances between the centers. We give a simple example to illustrate this point: consider GF(2 2 ) 3 and the vectors
, and c ′ 3 = (α, α + 1, 0), where α is a primitive element of the field. It can be verified that
We remark that this is similar to the problem of the intersection of three balls with Hamming radii discussed in [27, p. 58] , provided that the underlying field GF(q m ) is not GF(2).
IV. PACKING PROPERTIES OF RANK METRIC CODES
Combining (1) and (2) and generalizing slightly to account for nonlinear codes, we can show that the cardinality K of a code C over GF(q m ) with length n and minimum rank distance d R satisfies
In this paper, we call the bound in (9) the Singleton bound 1 for codes with the rank metric, and refer to codes that attain the Singleton bound as maximum rank distance (MRD) codes.
For any given parameter set n, m, and d R , explicit construction for MRD codes exists. For n ≤ m and d R ≤ n, generalized Gabidulin codes can be constructed. For n > m and d R ≤ m, an MRD code can be constructed by transposing a generalized Gabidulin code of length m and minimum rank distance d R over GF(q n ), and this code is not necessarily linear over GF(q m ). Although maximum distance separable (MDS) codes, which attain the Singleton bound for the Hamming metric, exist only for limited block length over any given field, MRD codes can be constructed for any block length n and minimum rank distance d R over arbitrary fields GF(q m ). This has significant impact on the packing properties of rank metric codes as explained below.
The sphere packing problem we consider is as follows: given a finite field GF(q m ), length n, and radius r, what is the maximum number of non-intersecting balls with radius r that can be packed into
The sphere packing problem is equivalent to finding the maximum cardinality A(q m , n, d) of a code over GF(q m ) with length n and minimum distance d ≥ 2r + 1: the spheres of radius r centered at the codewords of such a code do not intersect one another. Furthermore, when these non-intersecting spheres centered at all codewords cover the whole space, the code is called a perfect code.
For the Hamming metric, although nontrivial perfect codes do exist, the optimal solution to the sphere packing problem is not known for all the parameter sets [25] . In contrast, for rank metric codes, although nontrivial perfect rank metric codes do not exist [9] , [10] , we show that MRD codes provide an optimal solution to the sphere packing problem for any set of parameters. For given n, m, and r, let us denote the maximum cardinality among rank metric codes over GF(q m ) with length n and minimum distance
. Note that the maximal cardinality is achieved by MRD codes for all parameter sets. Hence, MRD codes admit the optimal solutions to the sphere packing problem for rank metric codes.
The performance of Hamming metric codes of large block length can be studied in terms of asymptotic bounds on the relative minimum distance in the limit of infinite block length. In this section, we aim to derive the asymptotic form of A R (q m , n, d R ) in the case where both block length and minimum rank distance go to infinity. However, this cannot be achieved for finite m since the minimum rank distance is no greater than m. Thus, we consider the case where lim n→∞ n m = b, where b is a constant.
, where a(δ) represents the maximum possible code rate of a code which has relative minimum distance δ as its length goes to infinity. We can thus determine the maximum possible code rate a(δ) of a code.
Proposition 5: For 0 ≤ δ ≤ min{1, b −1 }, the existence of MRD codes for all parameter sets implies that
V. COVERING PROPERTIES OF RANK METRIC CODES
A. The sphere covering problem
In this section, we are interested in the sphere covering problem for the rank metric. This problem can be stated as follows: given an extension field GF(q m ), length n, and radius ρ, we want to determine the minimum number of balls of rank radius ρ which cover GF(q m ) n entirely. The sphere covering problem is equivalent to finding the minimum cardinality K R (q m , n, ρ) of a code over GF(q m ) with length n and rank covering radius ρ. We remark that if C is a code over GF(q m ) with length n and covering radius ρ, then its transpose code C T is a code over GF(q n ) with length m and the same covering radius. Therefore,
, and without loss of generality we shall assume n ≤ m henceforth in this section.
We remark that K R (q m , n, 0) = q mn and K R (q m , n, n) = 1 for all m and n. Hence we assume 0 < ρ < n throughout this section. Two bounds on K R (q m , n, ρ) can be easily derived.
Proposition 6: For a code over GF(q m ) with length n and covering radius 0 < ρ < n, we have
Proof: The lower bound is a straightforward generalization of the bound given in [12] . Note that the only codes with cardinality q mn Vρ(q m ,n) are perfect codes. However, there are no nontrivial perfect codes for the rank metric [9] . Therefore, K R (q m , n, ρ) > q mn Vρ(q m ,n) . The upper bound follows from ρ ≤ n − k for any (n, k) linear code [27] , and hence any linear code with covering radius ρ has cardinality ≤ q m(n−ρ) .
We refer to the lower bound in (11) as the sphere covering bound.
For a code over GF(q m ) with length n and covering radius 0 < ρ < n, we have
is the minimum cardinality of a (linear or nonlinear) code over GF(q m ) with length n and Hamming covering radius ρ. This is because any code with Hamming covering radius ρ has rank covering radius ≤ ρ. Since K H (q m , n, ρ) ≤ q m(n−ρ) , this provides a tighter bound than the one given in Proposition 6.
Lemma 7:
For all m > 0 and nonnegative n, n ′ , ρ, and ρ ′ , we have
In particular, we have
Proof: First, (12) follows directly from [12, Proposition 4] . In particular, when (n ′ , ρ ′ ) = (1, 1) and
, we obtain (13) and (14) respectively.
B. Lower bounds for the sphere covering problem
We will derive two nontrivial lower bounds on K R (q m , n, ρ). First, we adapt the bound given in [34,
Proposition 7: For all q m , n, and 0 < ρ < n, we have
provided that the denominator on the right hand side (RHS) is positive.
Proof: Suppose C is a code over GF(q m ) with length n and rank covering radius ρ, and let C 0 be a maximal subcode of C with minimum rank distance
would be a nontrivial perfect code) and for any c 1 ∈ C 1 , let f (c 1 ) denote the number of vectors covered by c 1 which are not covered by C 0 . Since C 0 is maximal, there exists at least one codeword c 0 ∈ C 0
ρ , where the equality corresponds to when there is only one such c 0 and d R (c 0 , c 1 ) = 2ρ by Proposition 2. In that case, Proposition 4 implies that there are q ρ 2 2ρ ρ vectors covered by both c 0 and c 1 . Thus, we have
, and the result follows.
We remark that A R (q m , n, 2ρ + 1) is q m(n−2ρ) if 2ρ + 1 ≤ n, or 1 otherwise. Next, we obtain both sufficient and necessary conditions under which the bound is nontrivial, i.e., when the denominator on the RHS of (15) is positive.
Lemma 8:
The denominator on the RHS of (15) is positive if ρ(m + n − 3ρ) ≥ σ(q). Also, the denominator in (15) is positive only if m + n ≥ 3ρ.
Proof:
We first prove the sufficient condition. We need to show V ρ (q m , n) > q ρ 2 2ρ
ρ . By Lemma 5, V ρ (q m , n) ≥ q ρ(m+n−ρ) . By [17, Lemma 1], we have 2ρ ρ < q ρ 2 +σ(q) . Therefore, the denominator in (15) is positive if ρ(m + n − ρ) ≥ 2ρ 2 + σ(q).
We now prove the necessary condition. Note that α(n, ρ) ≤ q nρ and α(2ρ, ρ) ≥ q 2ρ 2 −τ (q) , where
[17, Lemma 2] . Now suppose ρ(m + n − 3ρ) < −τ (q), then q ρ(m+n−3ρ)+τ (q) < 
This implies
Lemma 9: For x ∈ A\Z and 0 < ρ < n, we have
where
Proof: Since x / ∈ Z, there is a unique c 0 ∈ C such that d R (x, c 0 ) = ρ. By Proposition 3 we have
1 . Finally, for all other codewords c 2 ∈ C at distance
The proof is completed by realizing that (q m − q ρ )
) is a non-negative integer.
The proof of Proposition 8, provided in Appendix A, uses the approach in the proof of [31, Theorem 6] and is based on the concept of excess reviewed in Section II-C. We remark that, unlike the bound given in Proposition 7, the bound in Proposition 8 is always applicable. The lower bounds in (15) and (17), when applicable, are at least as tight as the sphere covering bound given in (11).
C. Upper bounds for the sphere covering problem
From the perspective of covering, the following lemma gives a characterization of MRD codes in terms of ELS's.
Lemma 10: Let C be an (n, k) linear code over GF(q m ) (n ≤ m). C is an MRD code if and only if
Proof: Suppose C is an (n, k, n − k + 1) MRD code. It is clear that C ∩ V = {0} and hence
Conversely, suppose C ⊕V = GF(q m ) n for all V ∈ E n−k (q m , n). Then C does not contain any nonzero codeword of weight ≤ n − k, and hence its minimum distance is n − k + 1. Let B = {b i } be a basis of V ∈ E r (q m , n) with vectors of rank one. Then for all i,f (b i ) has rank one and {f (b i )} form a basis, and hencef (V) ⊂ W, where W ∈ E r (q m+ρ , n) with {f (b i )} as a basis.
Proposition 9: Let C be an (n, n − ρ, ρ + 1) MRD code with covering radius ρ. Then the codef (C) is a code of length n over GF(q m+ρ ) with cardinality q m(n−ρ) and covering radius ρ .
Proof:
The other parameters for the code are obvious, and it suffices to establish the covering radius. Let T ρ be a subspace of GF(q m+ρ ) with dimension ρ such that S m ⊕ T ρ = GF(q m+ρ ). Any u ∈ GF(q m+ρ ) n can be expressed as u = v + w, where v ∈ S n m and w ∈ T n ρ . Hence rk(w) ≤ ρ, and w ∈ W for some W ∈ E ρ (q m+ρ , n). By Lemma 10, we can express v as v =f (c + e) =f (c) +f (e), where c ∈ C and e ∈ V, such thatf (V) ⊂ W. Eventually, we have u =f (c) +f (e) + w, wherē f (e) + w ∈ W, and thus d(u,f (c)) ≤ ρ. Thusf (C) has covering radius ≤ ρ. Finally, it is easy to verify that the covering radius off (C) is exactly ρ.
Corollary 2:
We have
Proof: We can construct an (n, n − ρ) MRD code C over GF(q µ ) with covering radius ρ, where µ = max{m − ρ, n}. By Proposition 9,f (C), wheref maps GF(q µ ) n into a subset of GF(q m ) n , has covering radius ρ. Note that |f (C)| = |C| = q µ(n−ρ) .
We can use the properties of K R (q m , n, ρ) in Lemma 7 in order to obtain two tighter bounds when
Proposition 10: Given fixed m, n, and ρ, for any n ≥ l > 0 and (n i , ρ i ) for 0 ≤ i ≤ l − 1 so that 0 < n i ≤ n, 0 ≤ ρ i ≤ n i , and n i + ρ i ≤ m for all i, and l−1 i=0 n i = n and
Proof: By Lemma 7, we have K R (q m , n, ρ) ≤ i K R (q m , n i , ρ i ) for all possible sequences {ρ i } and {n i }. For all i, we have K R (q m , n i , ρ i ) ≤ q (m−ρi)(n−ρi) by Corollary 2, and hence K R (q m , n, ρ) ≤
It is clear that the upper bound in (19) is tighter than the upper bound in (11) . It can also be shown that it is tighter than the bound in (18).
The following upper bound is an adaptation of [27, Theorem 12.1.2].
Proposition 11: For any m, n ≤ m, and ρ < n, there exists a code over GF(q m ) of length n and covering radius ρ with cardinality
Our proof, given in Appendix B, adopts the approach used to prove [27, Theorem 12.1.2].
Proposition 12: For all m, n ≤ m, ρ < n, we have
Proof: Consider the square 0-1 matrix A of order q mn , where each row and each column represents a vector in GF(q m ) n . Set a i,j = 1 if and only if the sphere with rank radius ρ centered at vector i covers the vector j. There are thus exactly V ρ (q m , n) ones in each row and each column of A. Note that any q mn × K submatrix C of A with no all-zeros rows represents a code with cardinality K and covering 
. The tightest bounds on K R (q m , n, ρ) known so far are given in Table I for q = 2, 2 ≤ m ≤ 7, 2 ≤ n ≤ m, and 1 ≤ ρ ≤ 6.
D. Covering properties of linear rank metric codes
For a linear code with given covering radius, the sphere covering bound also implies a lower bound on its dimension.
Proposition 13: An (n, k) linear code over GF(q m ) with rank covering radius ρ satisfies
Proof: The upper bound directly follows the upper bound in (11) . We now prove the lower bound.
By the sphere covering bound, we have q mk > q mn Vρ(q m ,n) . However, by Lemma 5 we have V ρ (q m , n) < q ρ(m+n−ρ)+σ(q) and hence q mk > q mn−ρ(m+n−ρ)−σ(q) .
We do not adapt the bounds in (15) and (17) as their advantage over the lower bound in (22) is not significant. Table II lists the values of the bounds in Proposition 13 on the dimension of a linear code with given covering radius for 4 ≤ m ≤ 8 and 4 ≤ n ≤ m. Note that only 1 < ρ < n − 1 are considered in Table II since, as shown below, the dimension of a linear code with given covering radius can be completely determined when ρ ∈ {0, 1, n − 1, n}.
Proposition 14:
Let C be an (n, k) linear code over GF(q m ) (n ≤ m) with rank covering radius ρ.
generalized Gabidulin code or an ELS.
Proof: The cases ρ ∈ {0, n − 1, n} are straightforward. In all other cases, since k ≤ n − ρ by Proposition 13, it suffices to prove that k ≥ n − ρ. First, suppose ρ = 1, then k satisfies q mk > q mn V1(q m ,n) by the sphere covering bound. However, V 1 (q m , n) < q m+n ≤ q 2m , and hence k > n − 2. Second, if
C is an (n, k, n − k + 1) generalized Gabidulin code with k < n, then there exists an (n, k + 1, n − k) generalized Gabidulin code C ′ such that C ⊂ C ′ . We have ρ ≥ d R (C ′ ) = n − k, as noted in Section II-C, and hence k ≥ n − ρ. The case k = n is straightforward. Finally, if C is an ELS of dimension k, then for all x with rank n and for any c ∈ C, d R (x, c) ≥ rk(x) − rk(c) ≥ n − k.
A similar argument can be used to bound the covering radius of the cartesian products of generalized Gabidulin codes.
Corollary 3:
Let G be an (n, k, d R ) generalized Gabidulin code (n ≤ m), and let G l be the code obtained by l cartesian products of G for l ≥ 1. Then the rank covering radius of
Note that when n = m, G l is a maximal code, and hence Corollary 3 can be further strengthened.
Corollary 4:
Let G be an (m, k, d R ) generalized Gabidulin code over GF(q m ), and let G l be the code obtained by l cartesian products of G. Then ρ(G l ) = d R − 1.
The tightest bounds for the dimension of linear codes with given covering radius known so far are given in Table II for q = 2, 4 ≤ m ≤ 8, 4 ≤ n ≤ m, and 2 ≤ ρ ≤ 6. Table I provides solutions to the sphere covering problem for only small values of m, n, and ρ. Next, we study the asymptotic covering properties when both block length and minimum rank distance go to infinity. As in Section IV, we consider the case where lim n→∞ n m = b, where b is a constant. In other words, these asymptotic covering properties provide insights on the covering properties of long rank metric codes over large fields.
E. Asymptotic covering properties
The asymptotic form of the bounds in (6) are given in the lemma below.
Proof: By Lemma 5, we have
. Taking the logarithm and dividing by n, this becomes δ(
mn . The proof is concluded by taking the limit when n tends to infinity. 
Proof: By Lemma 12 the sphere covering bound in (11) asymptotically becomes k(r) ≥ (1− r)(1− br). Also, from the bound in (21), we have
By Lemma 12, this asymptotically becomes k(r) ≤ (1−r)(1−br). Note that although we assume n ≤ m above for convenience, both bounds in (11) and (21) hold for any values of m and n.
VI. MACWILLIAMS IDENTITY
For all v ∈ GF(q m ) n with rank weight r, the rank weight function of v is defined as f R (v) = y r x n−r .
Let C be a code of length n over GF(q m ). Suppose there are A i codewords in C with rank weight i (0 ≤ i ≤ n), then the rank weight enumerator of C, denoted as W R C (x, y), is defined to be
A. q-product of homogeneous polynomials
Let a(x, y; m) = 
We shall denote the q-product by * henceforth. For n ≥ 0 the n-th q-power of a( We provide some examples to illustrate the concept. It is easy to verify that x * y = yx, y * x = qyx, yx * x = qyx 2 , and yx * (q m − 1)y = (q m − q)y 2 x. Note that x * y = y * x. It is easy to verify that the q-product is neither commutative nor distributive in general. However, it is commutative and distributive in some special cases as described below. 
Lemma 14:
Note that a l (x, y; m) is the rank weight enumerator of GF(q m ) l . The proof of Lemma 14 is given in Appendix C.
Definition 2 (q-transform):
We define the q-transform of a(x, y; m) = is defined as
For any real number a,
For ν ≥ 0, we shall denote the ν-th q-derivative (with respect to x) of f (x, y) as f (ν) (x, y). The 0-th q-derivative of f (x, y) is defined to be f (x, y) itself.
The proof of Lemma 15 is given in Appendix D.
Lemma 16 (Leibniz rule for the q-derivative):
For two homogeneous polynomials f (x, y) = r i=0 f i y i x r−i and g(x, y) = s j=0 g j y j x s−j with degrees r and s respectively, the ν-th (ν ≥ 0) q-derivative of their q-product is given by
The proof of Lemma 16 is given in Appendix E. Lemma 16 gives the ν-th q-derivative of q-products of homogeneous polynomials.
The q −1 -derivative is similar to the q-derivative.
Definition 4 (q −1 -derivative):
For q ≥ 2, the q-derivative at y = 0 of a real-valued function g(y) is defined as
For ν ≥ 0, we shall denote the ν-th q −1 -derivative (with respect to y) of g(x, y) as g {ν} (x, y). The 0-th q −1 -derivative of g(x, y) is defined to be g(x, y) itself.
The proof of Lemma 17 is given in Appendix F.
Lemma 18 (Leibniz rule for the q −1 -derivative):
For two homogeneous polynomials f (x, y; m) = r i=0 f i y i x r−i and g(x, y; m) = s j=0 g j y j x s−j with degrees r and s respectively, the ν-th (ν ≥ 0) q −1 -derivative of their q-product is given by
The proof of Lemma 18 can be found in Appendix G.
B. The dual of a vector
For all u, v ∈ GF(q m ) n , let u·v denote the standard inner product of u and v. For any linear subspace
As an important step toward our main result, we derive the rank weight enumerator of v ⊥ , where v ∈ GF(q m ) n is an arbitrary vector and v def = {av : a ∈ GF(q m )}. Note that v can be viewed as an (n, 1) linear code over GF(q m ) with a generator matrix v. It is remarkable that the rank weight enumerator of v ⊥ depends on only the rank of v.
Berger [36] has determined that the linear isometries for the rank distance are given by the scalar multiplication by a non-zero element of GF(q m ), and multiplication on the right by an nonsingular matrix B ∈ GF(q) n×n . We say that two codes C and C ′ are rank-equivalent if there exists a linear isometry f for the rank distance such that f (C) = C ′ .
Lemma 19:
C is an (r, r − 1, 2) MRD code and × denotes cartesian product.
Proof: We can express v as v =vB, wherev = (v 0 , . . . , v r−1 , 0 . . . , 0) has rank r, and B ∈ GF(q) n×n has full rank. Remark thatv is the parity-check of the code C × GF(q m ) n−r , where C = (v 0 , . . . , v r−1 ) ⊥ is an (r, r − 1, 2) MRD code. It can be easily checked that u ∈ L if and only if
We hence derive the rank weight enumerator of an (r, r − 1, 2) MRD code. Note that the rank weight distribution of linear Class-I MRD codes has been derived in [2] , [8] . However, we will use our results to give an alternative derivation of the rank weight distribution of linear Class-I MRD codes later, and thus we shall not use the result in [2] , [8] here.
Proposition 15: Suppose v r ∈ GF(q m ) r has rank r (0 ≤ r ≤ m). The rank weight enumerator of L r = v ⊥ depends on only r and is given by
Proof: We first prove that the number of vectors with rank r in L r , denoted as A r,r , depends only on r and is given by
by induction on r (r ≥ 1). Eq. (34) clearly holds for r = 1. Suppose Eq. (34) holds for r =r − 1.
We consider all the vectors u = (u 0 , . . . , ur −1 ) ∈ Lr such that the firstr − 1 coordinates of u are linearly independent. Remark that ur −1 = −v Denote the number of vectors with rank p in L r as A r,p . We have A r,p = r p A p,p [8] , and hence
We comment that Proposition 15 in fact provides the rank weight distribution of any (r, r − 1, 2) MRD code.
Lemma 20: Let C 0 ⊆ GF(q m ) r be a linear code with rank weight enumerator W R C0 (x, y), and for s ≥ 0, let W R Cs (x, y) be the rank weight enumerator of C s
Cs (x, y) only depends on s and is given by 
by induction on s. Eq. (36) clearly holds for s = 0. Now assume (36) holds for s =s − 1. For any xs = (x 0 , . . . , x r+s−1 ) ∈ Cs, we define xs −1 = (x 0 , . . . , x r+s−2 ) ∈ Cs −1 . Then rk(xs) = u if and only if either rk(xs −1 ) = u and x r+s−1 ∈ S(xs −1 ) or rk(xs −1 ) = u − 1 and x r+s−1 / ∈ S(xs −1 ). This implies
. Combining Lemma 19, Proposition 15, and Lemma 20, the rank weight enumerator of v ⊥ can be determined at last.
Proposition 16:
For v ∈ GF(q m ) n with rank r ≥ 0, the rank weight enumerator of L = v ⊥ depends on only r, and is given by
C. MacWilliams identity for the rank metric
Using the results in Section VI-B, we now derive the MacWilliams identity for rank metric codes. But first, we give two definitions from [25] that are needed in our derivation.
Definition 5: Let C be the field of complex numbers. Let a ∈ GF(q m ) and let {1, α 1 , . . . , α m−1 } be a basis set of GF(q m ). We thus have a = a 0 + a 1 α 1 + . . . + a m−1 α m−1 , where a i ∈ GF(q) for
Finally, let ζ ∈ C be a primitive q-th root of unity, χ(a) def = ζ a0 provides a mapping from GF(q m ) to C.
Definition 6 (Hadamard transform):
For a mapping f from GF(q m ) n to C, the Hadamard transform of f , denoted asf , is defined to bef
where u · v denotes the inner product of u and v.
Let C be an (n, k) linear code over GF(q m ), and let W R C (x, y) = n i=0 A i y i x n−i be its rank weight enumerator and W R C ⊥ (x, y) = n j=0 B j y j x n−j be the rank weight enumerator of its dual code C ⊥ . Theorem 2: For any (n, k) linear code C and its dual code C ⊥ over GF(q m ),
Proof: We have rk(λu) = rk(u) for all λ ∈ GF(q m ) * and all u ∈ GF(q m ) n . We want to determinê f R (v) for all v ∈ GF(q m ) n . By Definition 6, we can split the summation in Eq. (38) into two parts:
where L = v ⊥ . If u ∈ L, then χ(u·v) = 1 by Definition 5, and the first summation is equal to W R L (x, y). For the second summation, we gather vectors into groups of the form {λu 1 }, where λ ∈ GF(q m ) * and
Hence the second summation is equal to −
By [25, Chapter 5, Lemma 11], any mapping f from
. Applying this result to f R (v), we obtain (39) and (40).
Also, B j 's can be explicitly expressed in terms of A i 's.
Corollary 5:
Proof:
The result follows from Theorem 2.
Note that although (41) is the same as that in [2, (3.14)], P j (i; m, n) in (42) are different from P j (i) in [2, (A10)] and their alternative forms in [37] . We can show that Proposition 17: P j (x; m, n) in (42) are the generalized Krawtchouk polynomials.
The proof is given in Appendix H. Also, it was pointed out in [37] that 
D. Moments of the rank distribution
Next, we investigate the relationship between moments of the rank distribution of a linear code and those of its dual code. Our results parallel those in [25, p. 131] .
Proof: First, apply Eq. (41) to C ⊥ . We obtain A i = q m(k−n) n j=0 B j P i (j; m, n), and hence
We have n i=0 (29)], and the result follows. Proof: First, applying Theorem 2 to C ⊥ , we obtain
B j b j (x, y; m) * a n−j (x, y; m).
Next, we apply the q-derivative with respect to x to Eq. 
n−j (x, y; m).
By Lemma 15, b 
. Applying x = y = 1 to the LHS and rearranging both sides using β(n − i, ν) = n−i ν β(ν, ν), we obtain (43). Proposition 18 can be simplified if ν is less than the minimum distance of the dual code.
Proof: We have B 0 = 1 and B 1 = . . . = B ν = 0.
Using the q −1 -derivative, we obtain another relationship.
The proof of Proposition 19 is similar to that of Proposition 18, and is given in Appendix I. Similarly, when ν is less than the minimum distance of the dual code, Proposition 19 can be simplified.
Proof: We have B 0 = 1 and B 1 = · · · = B ν = 0.
Following [25] , we refer to the LHS of Eq. (43) and (46) as moments of the rank distribution of C.
E. Relation to Delsarte's results
Delsarte [2] also derived the MacWilliams identity for rank metric codes, and below we briefly relate our results to those by Delsarte.
Delsarte [2] considered array codes with the rank metric. In [2] , the inner product between two m × n matrices A and B over GF(q) is defined as A · B between the rank distance enumerator of an array code and that of its dual.
Clearly the definitions of dual codes are different in our work and [2] . However, we show below the two definitions collide when dual bases are used. With a slight abuse of notation, the inner products between two vectors and two matrices are both denoted by · and dual codes of both vector and array codes are denoted by ⊥. For all vectors x ∈ GF(q m ) n , we expand x into a matrix with respect to the basis B = {β i } m−1 i=0 of GF(q m ) over GF(q) and refer to the matrix {x i,j } m−1,n−1 i,j=0,0 as x B . That is,
For a code C of length n over GF(q m ), we denote C B def = {x B ∈ GF(q) m×n |x ∈ C}. Clearly, if C is an (n, k) linear code over GF(q m ), then C B is an (mn, mk) linear array code over GF(q).
Applying the trace function on both sides, we obtain
Proposition 20: For an (n, k) code C over GF(q m ) and dual bases E and P of GF(q m ) over GF(q),
Proof: Let v ∈ C ⊥ , then for any u ∈ C, v · u = 0. Hence v E · u P = 0 by Lemma 21 and
Proposition 20 implies that our identity in Corollary 5 can be derived from Delsarte's identity in [2, Theorem 3.3] . Suppose C is an (n, k) linear code over GF(q m ) with rank weight distribution A i and its dual code C ⊥ has rank distribution B j . Let E and P are dual bases of GF(q m ) over GF(q). Note that C P and (C ⊥ ) E have the same rank distribution as C and C ⊥ , respectively. Also by Proposition 20 C P and (C ⊥ ) E are dual array codes. Thus applying Delsarte's identity to C P results in Corollary 5. Note that the rank distance enumerator and rank weight enumerator are the same for linear codes.
Our results in this section are different from Delsarte's results in several aspects. First, P j (i; m, n)
and their alternative forms in [37] . In Proposition 17, we show that P j (x; m, n) are actually the generalized Krawtchouk polynomials, and hence P j (i; m, n) in (42) are that relate the rank distribution of a linear code to that of its dual.
VII. CONCLUSIONS
In this paper, we investigate the packing, covering, and weight properties of rank metric codes. We show that MRD codes not only are optimal in the sense of the Singleton bound, but also provide the optimal solution to the sphere packing problem. We also derive bounds for the sphere covering problem and establish the asymptotic minimum code rate for a code with given relative covering radius. Finally, we establish identities that relate the rank weight distribution of a linear code to that of its dual code.
APPENDIX
The proofs in this section use some well-known properties of Gaussian polynomials [32] :
A. Proof of Proposition 8
We first establish a key lemma.
Lemma 22:
If z ∈ Z and 0 < ρ < n, then
Proof: By definition of ρ, there exists c ∈ C such that d R (z, c) ≤ ρ. By Proposition 2, |B 1 (z) ∩ B ρ−1 (c)| gets its minimal value for d R (z, c) = ρ, which is q ρ−1 ρ 1 by Proposition 4. A vector at distance ≤ ρ − 1 from any codeword does not belong to A. Therefore, B 1 (z) ∩ B ρ−1 (c) ⊆ B 1 (z)\A, and hence
For a code C with covering radius ρ and ǫ ≥ 1,
where (56) follows from |Z| ≤ |C|V ρ (q m , n) − q mn , given in Section II-C. 
where (58) follows from the fact the second summation is over disjoint sets {x}. Using Lemma 22, we
Combining (59) and (55), we obtain (17).
B. Proof of Proposition 11
Proof: Given a radius ρ and a code C, denote by P ρ (C) the set of vectors in GF(q m ) n that are at distance > ρ from C. To simplify notations, Q def = q mn and p ρ (C)
Let us denote the set of all codes over GF(q m ) of length n and cardinality K as S K . Clearly |S K | = Q K . Let us calculate the average value of p ρ (C) for all codes C ∈ S K :
Eq. (60) comes from the fact that there are Q−Vρ(q m ,n) K codes with cardinality K that do not cover x.
For all K, there exists a code C ′ ∈ S K for which p ρ (C ′ ) is no more than the average, that is:
It follows that |P ρ (C ′ )| < 1, and C ′ has covering radius at most ρ.
C. Proof of Lemma 14
The proof is by induction on l. Clearly all the claims hold for l = 0. Suppose
Suppose Eq. (25) holds for l =l − 1. We have al(x, y; m) = al −1 (x, y; m) * (x + (q m − 1)y) = l u=0 al ,u y u xl −u . By (24), we have
where Eq. (62) follows Eq. (49).
Suppose Eq. (26) holds for l =l−1. We have bl(x, y; m) = bl −1 (x, y; m) * (x−y) = l u=0 bl ,u y u xl −u . By (24), we have
where Eq. (63) also follows Eq. (49).
D. Proof of Lemma 15
The proof is by induction on ν. Clearly all the claims hold for ν = 0. The ν-th q-derivative of x l follows Definition 3. Suppose Eq. (27) holds for ν =ν − 1, then
= β(l,ν − 1)
where Eq. (64) follows Eq. (53).
Similarly, suppose Eq. (28) holds for ν =ν − 1, hence
E. Proof of Lemma 16
We consider homogeneous polynomials f (x, y; m) = 
We now give a proof of Lemma 16.
F. Proof of Lemma 17
Proof: The proof is by induction on ν. Clearly all the claims hold for ν = 0. The ν-th q −1 -derivative of y l follows from Definition 4. Suppose Eq. (30) holds for ν =ν − 1, then
G. Proof of Lemma 18
We consider homogeneous polynomials f (x, y; m) = We now give a proof of Lemma 18.
Proof:
The proof is by induction on ν. For ν = 0, the result is trivial. For ν = 1, we have 
where (73) comes from Lemma 24.
with initial conditions P j (0; m, n) = n j α(m, j). Clearly, our polynomials satisfy these initial conditions. We hence show that P j (i; m, n) satisfy the recurrence in Eq. (77). We have 
where ( 
I. Proof of Proposition 19
Before proving Proposition 19, we need two technical lemmas. 
We now give a proof of Proposition 19.
Proof:
We apply the q −1 -derivative with respect to y to Eq. (44) ν times, and we apply x = y = 1. 
By Lemma 17 the left hand side (LHS) becomes
where (95) = β(ν, ν)q m(n−ν)+ν(1−n)+σν α(m − j, ν − j)q j(ν−j) (−1) j q σj n − j n − ν ,
where (96) follows from Lemma 26. Incorporating this expression for ψ j (1, 1) in the definition of the RHS and rearranging both sides, we obtain the result. 
