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Постановка проблемы. Задачу прогноза результативности спортсменов 
можно решать на базе факторного анализа и динамики развития физических 
параметров и результатов на некотором ограниченном интервале времени 
(например, 10-13 лет) [1-4]. Для этого проводится линейная интерполяция 
результатов и физических параметров спортсменов между годовыми 
аттестационными периодами на более меньшие временные периоды: 
 полугодовые и квартальные. Тогда в задачах синтеза линейной многомерной 
регрессии результативности представляется возможным использовать большое 
число информативных параметров. 
Анализ последних исследований и публикаций. В данной работе 
дается продолжение общего подхода [1] к частной задаче прогноза 
результативности прыгунов в высоту. Поскольку результаты и физические 
параметры спортсменов в группе имеют случайный разброс (дисперсию) [4], то, 
говоря о задаче прогноза результативности, имеет смысл рассматривать 
прогноз средней результативности )(t , как функции средних по группе 
физических параметров PX

, которые будем представлять в виде матрицы 
столбца:  
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где Np – полное число спортивных параметров, включая сам результат (Н). 
Полное множество Р-мерных группировок из (Np-1) по Р равно числу сочетаний 
из (Np-1) по Р: 
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Так для прыгунов в высоту выделяется следующая полная совокупность 
спортивных параметров [1]: 
РАСШИРЕННЫЙ ПЕРЕЧЕНЬ ИЗ 21 ПАРАМЕТРА ПРЫГУНОВ В 
ВЫСОТУ 
1. Спортивный результат (высота) – Целевая функция. 
АНТРОПОМЕТРИЧЕСКИЕ ПАРАМЕТРЫ (2-7) 
2. Рост. 
3. Длина голени. 
4. Длина бедра. 
 5. Окружность бедра. 
6. Окружность икроножной мышцы. 
7. Вес. 
ТЕХНИЧЕСКИЕ ПАРАМЕТРЫ (8-14) 
(Регистрируемые и расчетные показатели технической подготовки) 
8. Скорость разбега перед отталкиванием. 
9. Скорость вылета ОЦТ (в момент отрыва). 
10. Угол вылета ОЦТ. 
11. Длительность фазы отталкивания. 
12. Высота вылета ОЦТ. 
13. Импульс силы отталкивания. 
14. Степень использования силовых возможностей толчка (%). 
СПЕЦИАЛИЗИРОВАННЫЕ ПАРАМЕТРЫ (15-21) 
(Уровень спецфизподготовки) 
15. Бег – 30 м (с). 
16. Скорость спринтерского бега (10 м с хода). 
17. Прыжок вверх в высоту с двух ног с места. 
18. Прыжок в длину с места. 
19. Тройной прыжок с места 
20. Прыжок вверх с толчковой ноги (махом другой). 
21. Прыжок вверх в высоту с трех шагов. 
Информативность различных Р-мерных группировок P

 в задачах 
прогноза результативности будет также различной. Вопрос о выборе 
оптимальной совокупности наиболее информативных параметров из множества 
(1) при различных Р требует самостоятельных глубоких исследований в рамках 
отдельной НИР. В работе [1] предложен один из альтернативных вариантов 
решения задачи, который вполне приемлем с точки зрения точности прогноза. 
В первом приближении рассматривается задача линейного прогноза в рамках 
классической теории линейной регрессии (интерполяции) в математической 
статистике [5-8]. Речь идет о нахождении аппроксимации  
 PPXXX  ...22110  , (2) 
где P ,...,, 10  – неизвестные параметры регрессии, которые требуется оценить 
по данным некоторого количества возрастных групп. В более точной 
постановке приближенная линейная регрессия (2) представляется в виде: 
),(,)()(...)()()( 22110 baTtttXtXtXt PP  , (3) 
где )(t  – ошибка прогноза с нулевым средним ( 0)(  tM ) и неизвестной 
дисперсией 22  M  (M  – оператор математического ожидания – среднего). 
Если в результате решения задачи линейной регрессии на интервале времени T  
получены оценки неизвестных параметров регрессии: 
,,...,2,1),();( ^^00 PnTT nn   
то прогнозное значение средней результативности вне этого интервала 
представляется в виде: 
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где набор физических параметров { PntX n ,...,2,1),( 0  } – задается на 
прогнозируемый момент времени 0t . При этом среднеквадратическая ошибка 
(СКО) прогноза оценивается величиной ).(T  Насколько «удачно» получена 
оценка (4), – зависит от многих факторов и последнее слово здесь за практикой 
(экспериментальной апробации). Проведенная в работе [1] апробация модели 
(4) показывает, что она практически вполне приемлема. СКО при этом не 
превышает 3-х сантиметров, а прогнозируемый рекордный результат 
составляет 250 см. Зависимость (4) прогнозного значения результативности от 
времени (возрастной группы) называется далее прогнозной динамической 
характеристикой результативности (ПДХР). Как показано в работах[1-2], для 
расчета ПДХР требуется выполнить необходимое условие: 2 PN , где N – 
объем временной выборки (число анализируемых возрастных групп). При этом 
точность прогноза возрастает с увеличением числа Р используемых 
информативных спортивных параметров. Следовательно, для получения 
удовлетворительной точности прогноза результативности требуется и 
 достаточно большой объем временной выборки N возрастных результатов и 
усредненных (по группе спортсменов) физических спортивных параметров. К 
настоящему времени наиболее распространена годовая регистрация 
результатов и физических параметров спортсменов (обычно после 
соревнований) в возрасте от 10 до 17 лет. Тогда объем временной выборки 
ограничивается величиной N1=8 или N2=9 (если регистрируются еще и 
результаты мастеров спорта международного класса). В связи с этим 
возможности раннего прогноза результативности, например, по результатам 
анализа в возрастных группах 10-12 (13) лет оказываются довольно 
ограниченными. Как показано в работах [1-2], достаточно удовлетворительный 
прогноз результативности прыгунов в высоту по трем важным информативным 
параметрам (X12, X9, X21) возможен только при N=5 (возрасты от 10 до 14 лет) 
на период до 17 лет.  
Целью настоящего исследования была попытка осуществления более 
раннего прогноза результативности прыгунов высоту по результатам анализа 
возрастных групп до 13 лет. Для этого спортивные результаты и значения 
усредненных физических параметров спортсменов линейно интерполировались 
на полугодовые или квартальные периоды.  
Результаты исследования. Разработана специальная модифицированная 
программа cor2din.pas в среде Turbo Pascal, которая позволяет расчетным 
способом линейной интерполяции увеличить объем временной выборки до 
Nd=17 (17=9*2-1). При этом в случае полугодовой интерполяции для 3-х 
мерной совокупности физических параметров (X12, X9, X21) величина N=5 
соответствует «пороговому» возрасту 12 лет. Однако, как показали расчеты, 
удовлетворительную точность прогноза удается получить не при N=5, а 
начиная с N=6, что соответствует пороговому возрасту 12,5 лет. 
Матричное решение задачи линейной регрессии результативности по 
заданной совокупности наиболее информативных параметров. 
Для оценки параметров регрессии P ,...,, 10  составляется следующая 
система линейных алгебраических уравнений: 
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где N – число возрастных групп (в данной работе N<18). Система (5) 
представляется в матричном виде: 
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Вводя т.н. «сигнальный» регрессионный вектор (СРВ): 
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матричную систему (6) представляем также в стандартном виде: 
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где NMY  – измеримая матрица наблюдений (ИМН); N

 – измеримый вектор 
средних результатов (ВСР).  
Согласно общей теории линейной регрессии система (8) может быть 
решена, если она полностью определена или переопределена: 
MRankYPMN NM  21  . (9) 
 Отметим, что величина (М+1) обусловлена тем, что в число неизвестных 
помимо М=Р+1 неизвестных параметров регрессии необходимо включить 
также и неизвестное СКО  . При выполнения условия (9) статистическое 
решение задачи линейной регрессии представляется в виде: 
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где NMY  – псевдообратная матрица [9]; 
M
NN  – вектор в линейную оболочку из 
базисных векторов { MmY mN ,...,2,1, 

}; MNN  – ортогональный вектор. 
В данной работе наиболее точное решение получено в случае Р=3 при 
различных N с учетом необходимого условия разрешения (9): 
85  N . (12) 
Специфической математической особенностью задачи регрессии 
спортивного результата является то, что в силу довольно однородного состава 
групп столбцовые вектора ИМН NMY оказываются хотя и случайными, но с 
малым угловым расхождением относительно «единичного» вектора 
N1

. 
Последнее обстоятельство требует жесткого контроля точности обращения 
матрицы Грама MMNM
T
NMYY )( , т.к. в случае высокой угловой корреляции 
(«схожести») векторов m
NY

матрица Грама оказывается часто плохо 
обусловленной [9] с большим динамическим диапазоном собственных чисел в 
области малых величин. При этом точность обращения матрицы Грама с 
ростом размерности Р>3 (числа учитываемых информативных параметров) 
начинает резко падать и дальнейшее увеличение размерности Р не 
представляется возможным. 
Отметим также, что в данной работе максимальное число возрастных 
групп с полугодовым периодом Nmax=17. 
 Поэтому в силу условия (9) предельное число наиболее информативных 
параметров ограничивается величиной 15 (в работе [1] – она составляла 6). 
Апробация алгоритмов прогноза результативности прыгунов в высоту по 
различному числу полугодовых возрастных групп 
Программа РЕГРЕССИЯ (cor2din.com) содержит следующие разделы: 
1. Вызов исходных статистических данных (файл g1_21_9.dat) 
2. Шифр файла: ТN-M (x1, x2, …, xM) для годовых периодов и ТNd-M 
(x1, x2, …, xM) для полугодовых периодов, где N – число возрастных групп 
(годовых или полугодовых), по которым проводится прогноз на будущее; М – 
число информативных параметров (N  M+2) 
3. Интерполирование значений физических параметров на полугодовые 
или квартальные периоды. 
4. Выбор М информативных параметров (из номеров 2-21). 
5. Анализ ранга регрессионной матрицы )1( MNY  методом Грама-Шмидта. 
6. Анализ корреляции информативных параметров по годам. 
7. Спектральный анализ матрицы Грама YY T  размером (М+1)*(М+1). 
8. Оценка точности обращения матрицы Грама. 
9. Оценка статистических характеристик информативных параметров 
(средние, СКО, корреляционная матрица). 
10. Решение задачи линейной регрессии. 
11. Оценка дисперсии шума (СКО=s). 
12. Прогнозирование за пределы выбранных возрастных групп, включая 
прогноз рекордных результатов (приводятся соответствующие графики). 
Результаты расчетов и рисунки приводятся ниже. 
Прогноз результативности по годовым периодам 10-14 лет [1] 
Программа РЕГРЕССИЯ_1д (cor2din) 
Статистические ПАРАМЕТРЫ МОДЕЛИ ПРОГНОЗА: 
Имя файла данных: g1_21_9.dat 
Число параметров Nmax=21 
Число возрастных групп (включая мастеров) Mmax= 9 
 Возрастная группа 1 
Исходные данные по 21 параметру (5-годы) и 9-ти годам (9-мастера) 
1=> 1.17 1.38 1.52 1.62 1.72 1.87 1.94 2.01 2.33 
2=> 1.49 1.54 1.59 1.65 1.70 1.77 1.84 1.89 1.93 
3=> 0.34 0.35 0.36 0.37 0.38 0.39 0.40 0.41 0.48 
4=> 0.35 0.36 0.37 0.38 0.39 0.40 0.41 0.42 0.50 
5=> 10.00 11.00 12.00 13.00 14.00 15.00 16.00 17.00 21.00 
6=> 0.27 0.28 0.29 0.30 0.31 0.32 0.33 0.35 0.38 
7=> 38.13 43.46 48.37 53.83 59.38 65.83 71.29 77.42 75.08 
8=> 4.39 4.81 5.15 5.41 5.63 5.87 6.07 6.32 7.67 
9=> 3.02 3.51 3.71 3.92 4.09 4.39 4.57 4.76 5.17 
10=> 48.92 50.03 50.42 51.01 51.37 52.46 52.70 52.94 56.96 
11=> 0.27 0.25 0.24 0.24 0.23 0.22 0.20 0.20 0.14 
12=> 0.26 0.45 0.56 0.62 0.70 0.79 0.87 0.90 1.07 
13=> 106.40 143.17 169.42 200.27 249.09 282.92 320.35 349.93 396.91 
14=> 8.37 11.62 12.66 13.84 15.07 16.71 18.46 19.38 40.37 
15=> 5.28 5.06 4.82 4.67 4.57 4.44 4.31 4.21 3.84 
16=> 6.32 6.71 7.02 7.27 7.57 8.12 8.35 8.60 10.34 
17=> 0.37 0.48 0.53 0.57 0.63 0.68 0.73 0.76 0.91 
18=> 1.75 1.94 2.11 2.25 2.38 2.52 2.63 2.75 3.15 
19=> 6.99 7.49 7.80 8.15 8.47 8.73 8.92 9.16 9.84 
20=> 0.32 0.36 0.40 0.45 0.49 0.55 0.60 0.63 0.87 
21=> 0.43 0.50 0.56 0.61 0.68 0.74 0.79 0.83 1.09 
Программа RegRNm-din 
Шифр цепи: T5_3(12,9,21) 
Объем выборки по годам (или полугодам), Nmin=3 (N>M), N= 5 
Размерность вектора параметров регрессии, вкл. Н0), N>M>1, Mmin=2; 
M=4 
Вектор номеров информативных параметров VN (2-21) 
Число параметров из 21, k=m-1=3 
 2=>12 
3=>9 
4=>21 
Решение системы уравнений регрессии 
I[1]= 0.478508 
I[2]= 0.656906 
I[3]= 0.058276 
I[4]= 0.806569 
Оценка вектора Y^ по регрессии 
Y^[1]= 1.17322 Y=>1.175000 
Y^[2]= 1.38455 Y=>1.379000 
Y^[3]= 1.51626 Y=>1.517000 
Y^[4]= 1.61060 Y=>1.617000 
Y^[5]= 1.72835 Y=>1.725000 
Среднее значение оценки показателя ср (Y^) 1.4825973745E+00 
СКО оценки показателя 1.9143737230E-01 
Несмещенная оценка дисперсии s*s=0.000087; s=0.009310 
СКО оценок параметров регрессии 
1=> 0.393 
2=> 0.394 
3=> 0.167 
4=> 0.252 
Нормированная корр-матрица оценок 
1.000 0.978 -0.985 0.069 
0.978 1.000 -0.936 -0.114 
-0.985 -0.936 1.000 -0.236 
0.069 -0.114 -0.236 1.000 
Прогноз результата мастеров и сам результат: 
Прогнозное значение показателя =>2.359034 H=2.333000 
Прогноз результатов за пределы и сам результат: 
 1 H^=>1.173 H=1.175 
2 H^=>1.385 H=1.379 
3 H^=>1.516 H=1.517 
4 H^=>1.611 H=1.617 
5 H^=>1.728 H=1.725 
6 H^=>1.857 H=1.867 
7 H^=>1.953 H=1.936 
8 H^=>2.015 H=2.008 
9 H^=>2.359 H=2.333 
Графика прогноза на весь диапазон 
Ymax =>2.01 
Ymin =>1.17 
 
Рис. 1. График регрессии H^=H^(t) по трем параметрам (х12, х9, х21); 
экспериментальные точки (вертикальные отрезки) поставлены с учетом 
среднеквадратичного отклонения СКО=0,9см (величина отрезков равна 6 СКО), 
без интерполяции параметров на полугодовые периоды 
 Прогноз результативности по полугодовым периодам 10-13 лет 
Программа RegRNm-din 
Шифр цепи: T7d_3 (12, 9 ,21) 
Объем выборки по годам (или полугодам), Nmin=3 (N>M), N= 7 
Размерность вектора параметров регрессии, вкл. Н0), N>M>1, Mmin=2; 
M=4 
Решение системы уравнений регрессии 
I[1]= 0.354395 
I[2]= 0.461256 
I[3]= 0.050568 
I[4]= 1.270670 
Оценка вектора Y^ по регрессии 
Y^[1]= 1.17495 Y=>1.175000 
Y^[2]= 1.27753 Y=>1.277000 
Y^[3]= 1.38012 Y=>1.379000 
Y^[4]= 1.44705 Y=>1.448000 
Y^[5]= 1.51397 Y=>1.517000 
Y^[6]= 1.56677 Y=>1.567000 
Y^[7]= 1.61956 Y=>1.617000 
Среднее значение оценки показателя ср (Y^) 1.4257077559E+00 
СКО оценки показателя 1.4766658737E-01 
Несмещенная оценка дисперсии s*s=0.000006; s=0.002465 
СКО оценок параметров регрессии 
1=> 0.096 
2=> 0.098 
3=> 0.041 
4=> 0.117 
Нормированная корр-матрица оценок 
1.000 0.965 -0.936 -0.083 
0.965 1.000 -0.824 -0.317 
 -0.936 -0.824 1.000 -0.270 
-0.083 -0.317 -0.270 1.000 
Прогноз результата мастеров и сам результат: 
Прогнозное значение показателя =>2.491044 H=2.333000 
Прогноз результатов за пределы и сам результат: 
1 H^=>1.175 H=1.175 
2 H^=>1.278 H=1.277 
3 H^=>1.380 H=1.379 
4 H^=>1.447 H=1.448 
5 H^=>1.514 H=1.517 
6 H^=>1.567 H=1.567 
7 H^=>1.620 H=1.617 
8 H^=>1.686 H=1.671 
9 H^=>1.753 H=1.725 
10 H^=>1.821 H=1.796 
11 H^=>1.889 H=1.867 
12 H^=>1.939 H=1.901 
13 H^=>1.988 H=1.936 
14 H^=>2.025 H=1.972 
15 H^=>2.062 H=2.008 
16 H^=>2.276 H=2.170 
17 H^=>2.491 H=2.333 
  
Рис. 2. График регрессии H^=H^(t) по трем параметрам (х12, х9, х21); 
экспериментальные точки (вертикальные отрезки) поставлены с учетом 
среднеквадратичного отклонения СКО=0,2см (величина отрезков равна 6 СКО) 
с интерполяцией параметров на полугодовые периоды 
Прогноз результативности по полугодовым периодам 10-12,5 лет 
Программа RegRNm-din 
Шифр цепи: T6d_3 (12, 9, 21) 
Объем выборки по годам (или полугодам), Nmin=3 (N>M), N= 6 
Размерность вектора параметров регрессии, вкл.Н0), N>M>1, Mmin=2; 
M=4 
Решение системы уравнений регрессии 
I[1]= 0.380552 
I[2]= 0.477106 
I[3]= 0.026627 
I[4]= 1.369058 
Оценка вектора Y^ по регрессии 
Y^[1]= 1.17521 Y=>1.175000 
Y^[2]= 1.27714 Y=>1.277000 
 Y^[3]= 1.37908 Y=>1.379000 
Y^[4]= 1.44727 Y=>1.448000 
Y^[5]= 1.51546 Y=>1.517000 
Y^[6]= 1.56883 Y=>1.567000 
Среднее значение оценки показателя ср (Y^) 1.3938314049E+00 
СКО оценки показателя 1.3534175006E-01 
Несмещенная оценка дисперсии s*s=0.000003; s=0.001781 
СКО оценок параметров регрессии 
1=> 0.107 
2=> 0.116 
3=> 0.036 
4=> 0.134 
Нормированная корр-матрица оценок 
1.000 0.984 -0.927 -0.589 
0.984 1.000 -0.856 -0.708 
-0.927 -0.856 1.000 0.244 
-0.589 -0.708 0.244 1.000 
Прогноз результата мастеров и сам результат: 
Прогнозное значение показателя =>2.517349 H=2.333000 
Прогноз результатов за пределы и сам результат: 
1 H^=>1.175 H=1.175 
2 H^=>1.277 H=1.277 
3 H^=>1.379 H=1.379 
4 H^=>1.447 H=1.448 
5 H^=>1.515 H=1.517 
6 H^=>1.569 H=1.567 
7 H^=>1.622 H=1.617 
8 H^=>1.691 H=1.671 
9 H^=>1.759 H=1.725 
10 H^=>1.828 H=1.796 
 11 H^=>1.896 H=1.867 
12 H^=>1.946 H=1.901 
13 H^=>1.996 H=1.936 
14 H^=>2.033 H=1.972 
15 H^=>2.070 H=2.008 
16 H^=>2.294 H=2.170 
17 H^=>2.517 H=2.333 
 
Рис. 3. График регрессии H^=H^(t) по трем параметрам (х12, х9, х21); 
экспериментальные точки (вертикальные отрезки) поставлены с учетом 
среднеквадратичного отклонения СКО=0,2см (величина отрезков равна 6 СКО) 
с интерполяцией параметров на полугодовые периоды 
Прогноз результативности по полугодовым периодам 10-12 лет 
Программа RegRNm-din 
Шифр цепи: T5dm_3 (12, 9, 21) 
Объем выборки по годам (или полугодам), Nmin=3 (N>M), N= 5 
Размерность вектора параметров регрессии, вкл.Н0), N>M>1, Mmin=2; 
M=4 
  
Рис. 4. График регрессии H^=H^(t) по трем параметрам (х12, х9, х21); 
экспериментальные точки (вертикальные отрезки) поставлены с учетом 
недопустимо большого среднеквадратичного отклонения СКО=5,1см (величина 
отрезков равна 6 СКО) с интерполяцией параметров на полугодовые периоды 
Выводы  
1. Задача прогноза результативности спортсменов является задачей 
интерполяции средней (по возрастной группе) результативности ( ) в виде 
линейной комбинации средних значений наиболее информативных физических 
параметров спортсменов ),...,,( 21 Pxxx  с указанием точности (СКО) прогноза: 
22
22110 ,...  PPxxx  , 
где P ,...,,, 210  – параметры регрессии;   – СКО прогноза. 
В условиях априорной неопределенности об СКО прогноза необходимым 
условием решения задачи прогноза является превышение числа используемых 
возрастных групп (NВГ) над числом используемых информативных физических 
параметров (Р), как минимум на две единицы: 
NВГР+2 . 
 Так, при числе информативных физических параметров Р=3 требуются 
средние значения более, чем по 5-ти годовым возрастным группам (10, 11, 12, 
13 и 14 лет) или более, чем по 6-ти полугодовым возрастным группам (10; 10,5; 
11; 11,5; 12 и 12,5 лет). При этом можно дать прогноз результативности не 
только на любой «внутренний» момент времени t0 ( 1410 0  t ) или 
( 5.1210 0  t ), но и на будущие моменты времени 0t >14 или 0t >12.5, включая 
прогноз рекордных результатов. Для этого достаточно в полученную формулу 
регрессии подставить значения прогнозных средних значений физических 
параметров { Pntxn ,...,2,1),( 0  }: 
)()(...)()()( 002201100  txtxtxt PP  . 
В частности, при прогнозе по трем параметрам (х12, х9, х21) по 5-ти 
годовым возрастным группам (10, 11, 12, 13 и 14 лет) получена следующая 
регрессионная функция: 
смsxxxH 9.0,806.0058.0657.0478.0 21912   . 
где х12 – высота вылета ОЦТ; х9 – скорость вылета ОЦТ; х21 – прыжок вверх с 
трёх шагов. При этом прогнозное значение результата для ведущих мастеров 
спорта составляет 2,36 см, что отличается от их среднего результата (2,33 см) 
всего на 3 см. 
При прогнозе по трем параметрам (х12, х9, х21) по 6-ти полугодовым 
возрастным группам (10; 10,5; 11; 11,5; 12 и 12,5 лет) получена следующая 
регрессионная функция: 
смsxxxH 2.0,369.1027.0474.0381.0 21912   . 
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