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ABSTRACT 
This study retrofitted a Diagnostic Classification Model (DCM) known as the Fusion 
model onto non-diagnostic test data from of the University of Chicago School Mathematics 
Project (UCSMP) Algebra and Geometry Readiness test post-test used with Transition 
Mathematics (Third Edition, Field-Trial Version).  The test contained 24 multiple-choice middle 
school math items, and was originally given to 95 advanced 6th grade and 293 7th grade students. 
The use of these test answers for this study was an attempt to show that by using cognitive 
diagnostic analysis techniques on test items not constructed for that purpose, highly predictable 
multidimensional cognitive attribute profiles for each test taker could be obtained. These profiles 
delineated whether a given test taker was a master or non-master for each attribute measured by 
the test, thus allowing detailed diagnostic feedback to be disseminated to both the test takers and 
their teachers.  
The full version of the non-compensatory Fusion model, specifically, along with the 
Arpeggio software package, was used to estimate test taker profiles on each of the four cognitive 
attributes found to be intrinsic to the items on this test, because it handled both slips and guesses 
by test takers and accounted for residual skills not defined by the four attributes and twenty-four 
items in the Q-matrix. The attributes, one or more of which was needed to correctly answer an 
item, were defined as: Skills— those procedures that students should master with fluency; e.g., 
multiplying positive and negative numbers; Properties—which deal with the principles 
underlying the mathematics concepts being studied, such as being able to recognize and use the 
ix 
 
Repeated-Addition Property of Multiplication; Uses—which deal with applications of 
mathematics in real situations ranging from routine "word problems" to the development and use 
of mathematical models, like finding unknowns in real situations involving multiplication; and,  
Representations—which deal with pictures, graphs, or objects that illustrate concepts.   
Ultimately, a Q-matrix was developed from the rating of four content experts, with the 
attributes needed to answer each item clearly delineated. A validation of this Q-matrix was 
obtained from the Fusion model Arpeggio application to the data as test taker profiles showed 
which attributes were mastered by each test taker and which weren’t. Masters of the attributes 
needed to be acquired to successfully answer a test item had a proportion-correct difference from 
non-masters of .44, on average. Regression analysis produced an R-squared of .89 for the 
prediction of total scores on the test items by the attribute mastery probabilities obtained from 
the Fusion model with the final Q-matrix. Limitations of the study are discussed, along with 
reasons for the significance of the study.  
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CHAPTER ONE 
          INTRODUCTION 
  Diagnosing students’ strengths and weaknesses in the learning process with the goal of 
improving learning and instruction is a challenging issue in education. Diagnostic assessment 
models are designed to provide information that goes beyond indicating that a student answered 
a problem correctly or incorrectly to providing “a nuanced profile of the individual with respect 
to his or her characteristics that are of the most interest in the situation at hand” (Rupp, Templin, 
& Henson, 2010, p. 2). Information from the diagnostic assessments can be used to design 
instruction for students who are not learning what they need to, or are not learning at the pace 
they should be; that is, diagnostic information can be used to facilitate students’ learning 
progress.  
  The process of diagnosing individual students’ strengths and weaknesses has evolved 
from formal published diagnostic tests and informal methods of observation used by teachers to 
identify students’ skill mastery and error patterns in responding to problems (Ketterlin-Geller & 
Yovanoff, 2009) to more refined forms of diagnostic measurement, which involve using test 
items matched to the unique combination of cognitive abilities necessary to correctly answer 
items from a particular subject domain (e.g., mathematics). This evolution in diagnostic 
measurement is largely due to new theoretical advances in cognitive psychology, new model 
designs in psychometrics, and major advances in computer software programs that allow 
complex probabilistic models to be estimated and fit to large datasets of examinee item 
responses.  
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These newer approaches to diagnostic assessment are represented in what Rupp et al. 
(2010) refer to as diagnostic classification models (DCMs). These models use categorical latent 
variables to represent the cognitive attributes (skills and abilities) associated with answering test 
items in particular subject areas (e.g., mathematics) with the goal of providing students specific 
profiles of their strengths and weaknesses.    
Rupp et al. (2010) have presented a taxonomy of 18 recently developed DCMs, 
differentiating them by: (a) the scale type of the observed variables (e.g., item responses may be 
dichotomous or polytomous); (b) the scale type of the latent variables (e.g., attributes may be 
dichotomous or polytomous); and (c) whether the latent attribute variables are compensatory or 
non-compensatory. Compensatory models allow for the absence of one of the latent attributes 
needed to correctly answer an item to simply be compensated for by the presence of another, 
thereby, still producing a correct item response. Alternatively, for non-compensatory latent-
variable models the lack of an attribute cannot be compensated in such a way. That is, non-
compensatory latent-variable models cannot typically have an attribute with a weak association 
to an item be compensated by one with a stronger association.  
DCMs are also differentiated by the way they handle unexpected responses; that is, 
whether the parameters for measuring unexpected correct responses (guessing parameters) and 
unexpected incorrect responses (slipping parameters) are at the item level, at the attribute level, 
or at the item-attribute combination level of the constructed model. The non-compensatory 
deterministic-input, noisy-and-gate (DINA) and the compensatory deterministic-input, noisy-or-
gate (DINO) models handle slips and guesses at the item level with attributes fixed to be equal 
across all items. This means that each item has one slipping and one guessing parameter 
associated with it, while no attributes have any such parameters to be measured. The DINA 
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model is a non-compensatory model that uses the conjunctive condensation rule, which says that 
all the latent variables involved in a response to an item are multiplied with one another, 
producing a numerical result of either ‘0’ or ‘1’. A respondent needs to have mastered all 
necessary attributes for an item to answer it correctly (to get a score of ‘1’ on the item). The 
DINO model is a compensatory model that uses the disjunctive condensation rule, which, like 
models using the conjunctive rule, says that all the latent variables involved in a response to an 
item are multiplied with one another, but multiplies them in a more complicated way: 
Answer = 1 – [(1 – Attribute 1) * (1 – Attribute 2) * (1 – Attribute 3) *…*(1 – Attribute n). 
So, if any of the product terms within any of the parentheses within the bracket is ’0’, the 
answer result will be ‘1’. A respondent only needs to have mastered at least one necessary 
attribute to correctly answer an item (and get a score of ‘1’). The term gate refers to the way the 
information from the attributes is condensed in the latent response variable defined for an item 
and the respondents in a class; all information is summarized in the latent variable as if it was a 
“gate in the park that forces all people to exit and enter through the same place” (Rupp, Templin, 
& Henson, 2010, p. 117).  
Conversely, the non-compensatory NIDA and compensatory NIDO models have slipping 
and guessing parameters for each attribute with equality restrictions on items. So, while each 
attribute has both a unique slipping and guessing parameter that can be measured, items are 
without these parameters.  
Finally, the full and reduced versions of both the non-compensatory, reparameterized 
unified model (RUM or Fusion model) and compensatory RUM models contain slipping and 
guessing parameters for each item-attribute combination. An item-level slipping parameter is 
combined with a parameter that estimates the slipping and guessing relationship for each item-
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attribute combination that is constructed. The full version of the model utilizes this continuous 
interaction variable that measures the likelihood of test takers using answering strategies that do 
not conform with the Q-matrix (a table mapping each item with the appropriate attribute(s) 
needed to successfully respond to the item), while the reduced version deletes this term from the 
model as it has proven to be difficult to estimate.  
  DCMs are important in assessing test scores not only because they aid in identifying 
where students’ strengths and weaknesses lie, but because they also go further in providing 
strategic information to teachers that might aid them in providing guidance for remedial or 
supplemental instruction. These models do this by providing information about which latent 
skills and the level of each, that test takers possess. Students with higher level skills in some 
areas will no longer be slowed down and can go on to the next learning level while those who 
have not achieved the highest level of a skill can be given additional instruction in that area. 
Some students will be proficient in some skills that others are not and vice versa. Students’ skill 
mastery profiles will indicate which combination of skills they have mastered. Thus, if the 
diagnostic information from the DCM is understood and applied correctly, even students with the 
same test scores will likely be getting help in distinctly different areas. Overall, students will be 
helped because the information can be used to guide them in focusing in on their learning efforts, 
setting and monitoring appropriate goals, and determining what their next area of concentration 
should be.  
DCM Retrofitting Process 
  Retrofitting can be described as the addition of a new technology or feature to an older 
system. Briefly, diagnostic retrofitting is the application of a new statistical or psychometric 
model, such as a DCM, to student response data from an existing testing system that uses 
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traditional test development procedures and practices (Gierl & Ying, 2008). Diagnostic 
classification models may be constructed for tests that were originally designed for the purpose 
of making diagnostic decisions, or for tests that were originally developed for a non-diagnostic 
purpose (e.g., describing levels of proficiency on a construct) but which are now being used to 
provide diagnostic information.   
The first step in any DCM educational assessment creation process, retrofitting or 
otherwise, is the identification of required cognitive attributes and the creation of a Q-matrix, 
which is essentially a table mapping each item with the appropriate attribute(s) needed to 
successfully respond to the item. More specifically, the Q-matrix delineates attribute-item 
relationships based on the knowledge of content specialists from the subject area being studied, 
who determine which attribute or attributes are needed to produce correct item responses.  
Buck et al. (1998) developed a set of systematic steps for identifying cognitive attributes 
and creating a Q-matrix, which included the following:  
 1) Content specialists define the different attributes needed to successfully answer each item; 
2) They then specify each item-to-attribute relationship by coding each item using 1s and 0s 
to indicate if the attribute is needed or not needed to answer the item, respectively, thereby 
creating the initial Q-matrix. Misspecifications in the Q-matrix can lead to incorrectly identified 
latent variable attributes, which will almost inevitably mean that there will be poor model fit. 
 3) Conduct the diagnostic study with the chosen DCM, and with the item-to-attribute 
specifications from the initial Q-matrix; and, 
 4) Modify the initial Q-matrix, if necessary, based on the statistics for each attribute indicated 
by the DCM diagnostic results and the associated theoretical relationship of each attribute with 
particular items.  
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Steps 3 and 4 can then be repeated until a well-defined Q-matrix has been achieved. After 
obtaining an acceptable Q-matrix, researchers generally go a step further and sometimes make 
additional improvements to it by looking at correlations among attributes—to check for multi-
collinearity among them—until they have created what they deem to be a valid and reliable 
incidence matrix.  
Finally, only after the Q-matrix is finalized can the attribute-item probabilities, and in 
turn the attribute mastery profiles, be estimated. This estimation is done best using the full 
Bayesian model, one of which was used and applied by Tseng (2011). In this way, the 
distribution of the attribute dimensions can be determined a posteriori from distribution samples.  
The Developing Research with DCMs 
  With the increasing recognition of the importance of diagnostic information along with 
the advances in software programs needed to create and apply such models, there has continued 
to be a sharp increase in research developing such models. This research has been in the form of 
simulation studies as well as in the application of these models in educational settings to analyze 
various cognitive (e.g., mathematics, reading, science, language) and non-cognitive (e.g., 
psychological problems) variables.  
Simulation studies have been conducted on a variety of issues. The suitability of various 
measures of absolute and relative model fit (e.g., Rupp & Templin, 2008a; de la Torre, 2005; de 
la Torre & Douglas, 2004) under various conditions of misspecification in either the DCM, the 
Q-matrix, or both the DCM and Q-matrix is an important consideration in choosing the right 
DCM. Measures of fit were examined in a recent simulation study by Chen, de la Torre and 
Zhang (2013). A polytomous extension of the Fusion model and its Bayes estimation procedure 
(Fu, 2005) and an investigation into the effects of guessing on the assessment of attributes on 
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multiple choice tests (Yeh, 2007) are two other recent examples of simulation studies involving 
DCMs. Other simulation studies have focused on the accuracy and consistency of parameter 
estimates from the model based on sample size, correlation of attributes, and difficulty of the 
attributes (a review of these studies will be provided in Chapter Two). 
In addition to the simulation research being conducted with DCMs to examine theoretical 
and technical issues, there has grown an increasing body of research that represents applications 
of these models in real world educational contexts. Most of these applications have involved 
retrofitting a DCM and its associated Q-matrix to existing non-diagnostic test data to attempt to 
extract diagnostic information where none was attained previously. Only occasionally have the 
Q-matrix and the test items been created at the same time. In either case, the steps involved in 
developing these applications are systematic and have not varied much from case to case.   
  Although much diagnostic information has been gleaned from such studies, whenever a 
DCM is retrofitted to an existing assessment, there is an inherent limit to the number of 
conclusions that one can make about diagnoses (Rupp, Templin, & Henson, 2010, p. 4). Reading 
Comprehension and Mathematics assessments, which have initially been designed to measure 
students’ proficiency in these areas, have both been retrofitted for the purpose of providing 
diagnostic information to teachers and students, with mixed results. Jang (2005) and Fall (2009) 
both realized the limitations of their studies but were able to produce constructive diagnostic 
information from these retrofitted tests. Jang used the Fusion model to show that reading 
comprehension test items for ESL students showed a high degree of diagnostic capacity by 
discriminating all the attribute mastery profiles with a high degree of probability. Fall used both 
the DINA and DINO models on 6th grade reading items from three different high stakes tests 
8 
 
after defining six attributes in common to each, but the overuse of a single attribute limited the 
diagnostic information obtained from the model.    
  The DCM field has currently reached the point where the natural next step in the 
evolution of the utilization of DCMs in test assessment is to have more applications of these 
models with real test data, including those tests originally designed for non-diagnostic purposes. 
These applications can help researchers learn what information can be gained from these models 
and what the limits of these models may be.  
  In the present study, the data come from The University of Chicago School Mathematics 
Project (UCSMP). Within this project, there are data from the evaluation of the Transition 
Mathematics, Third Edition, Field-Trial Version text (Year 2), which serves as a pre-algebra 
text, but with significant geometric work integrated with algebra. Algebra and geometric 
concepts are connected to measurement, probability, and statistics. In addition to using variables 
as unknowns, variables are used to generalize patterns. Appropriate technology (e.g., graphing 
calculators, spreadsheets, and interactive geometric software) is used throughout to explore 
mathematics. The test data include 24 items, all of which are common to more than one test from 
the program. Specifically, the items are part of a posttest for advanced 6th grade and regular 7th 
grade students who used the Transition Mathematics text (Thompson, Senk & Yu, 2012). These 
data were chosen because the items were similar in form to those in other high stakes tests, like 
TIMSS (Trends in International Mathematics and Science Study), which also contained 7th grade 
Mathematics and Geometry items. 
The Transition Mathematics items were analyzed with one of the psychometric models in 
the class of non-compensatory diagnostic cognitive models—specifically, the Fusion model 
(DiBello et al., 1995; Hartz, 2002). Also known as the non-compensatory re-parameterized 
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Union model, or NC-RUM, the model deals with cognitive attributes in a non-compensatory 
way. The Fusion model distinguishes itself from other non-compensatory DCMs in the way that 
it handles the inevitable lucky guesses and improbable slip ups from the predicted item responses 
that occur. It provides a more flexible way of dealing with these two parameters in that it neither 
constrains their probabilities across different attributes (like the DINA model) nor across the 
item pool (like the NIDA model). Since the Transition Mathematics test data were not originally 
created for diagnostic purposes, and the attributes in the model are not fine grained, it was not 
known whether the probabilities of the guessing and slipping parameters should be constrained 
across different attributes or all the items. Thus, a flexible model like Fusion was selected for the 
data analysis.    
All the Fusion model’s parameters are able to be re-parameterized and simplified so that 
the number of unidentified parameters usually present when there are such a large number of 
them can be minimized. This prevents uninformative Q-matrix entries (i.e., parameter estimates 
that indicate that an item has trouble discriminating between masters and non-masters of a 
particular skill).  
  The use of any non-compensatory DCM as a diagnostic tool for a mathematics 
assessment with dichotomous items is only appropriate, however, if the test items measuring 
proficiency can be broken down into multiple, separately identifiable attribute components. A 
multiple but unambiguously skilled componential construct is well-suited for a non-
compensatory DCM. In this particular study, the cognitive attributes are the four dimensions of 
understanding (attributes) defined by mathematics content specialists as best being able to 
facilitate the correct responses to Transition Mathematics Algebra and Geometry items. These 
attributes are:  
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(a) Skills, which deal with the procedures used in getting to the correct answers;  
(b) Properties, which deal with the principles behind the mathematics concepts being studied;  
(c) Uses, which deal with applications of mathematics in real situations; and  
(d) Representations, which deal with pictures, graphs, or objects that illustrate concepts.  
(Victora et al., 2005-2006). 
Purpose of the Study 
The purpose of this study was to estimate, using the Fusion Model, sixth and seventh 
grade students’ attribute mastery profiles from the four mathematics cognitive dimensions 
underlying UCSMP’s Algebra and Geometry Readiness test. The UCSMP test was not originally 
intended for diagnostic purposes, and therefore this application represented a reengineering or 
retrofitting of an existing proficiency test for the purpose of providing diagnostic information to 
teachers and students. The dependability of the Fusion model in properly identifying attribute 
profiles and the relations between cognitive attributes and test items was evaluated, thus 
providing information about the validity of the diagnostic inferences derived from UCSMP’s 
Algebra and Geometry Readiness test.  
The Research Questions 
This study used 6th and 7th grade student test data consisting of 24 items measuring 
Algebra and Geometry readiness. These data come from The University of Chicago School 
Mathematics Project (UCSMP) that was focused on evaluating the Transition Mathematics, 
Third Edition, Field Trial version text (Year 2). The following research questions were 
addressed:  
1. How well does the Fusion model perform in estimating the attribute profiles for 
the Algebra/Geometry Readiness Test items? 
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2. Does the Q-matrix reliably relate the cognitive attributes to the items?  
3. What is the posterior probability for mastery of each attribute?  
4. To what extent do the test items from the Algebra/Geometry Readiness Test 
produce valid diagnostic information?  
Significance of the Study 
  This study adds to the research on the practical applications of DCMs by providing 
additional insights to future modelers on the dependability of using coarsely-grained 
mathematics attributes defined by an expert panel, and the associated Q-matrix developed from 
these attributes to diagnose item response patterns. Secondly, any psychometric approach that 
involves using DCMs should be able to provide more finely-detailed diagnostic information than 
more traditional scoring methods. Thus, even if the grain size of the skills used is still not 
optimally minimized, the Fusion model should theoretically still be able to produce more 
diagnostic clarity than would a typical non-diagnostic assessment. The Fusion model should be 
able to provide this finer detail, as long as the large majority of original test items are not so 
difficult as to affect the diagnostic capacity of the model. In fact, another potentially significant 
reason to conduct the current study was to simply overcome the paucity of DCM applications 
across different theoretical disciplines. Overly strict cognitive psychology theories have 
seemingly constrained modelers to applying particular DCMs within certain theoretical 
disciplines and to not stray too far away from those areas (Rupp, Templin & Henson, 2010). It is 
generally thought that each type of DCM has a unique enough structure that it should be used 
only with particular types of data. But, DCMs may have far more potential than to be constrained 
in such a way, especially when, as in the current study, there was sufficient data, a well-suited 
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research design, and an appropriate software program to both validate the model and to 
efficiently and accurately calibrate the data.  
  A third significant aspect to this study was that it would provide a different perspective 
than could be found in the current literature, namely that diagnostic decisions may be able to be 
made from smaller scale tests, and not just high stakes tests, based on the item-attribute mastery 
profiles created. Reliable results, presented in plain language that is universally understood, 
should help educators be more receptive to the findings and help them be more enthusiastic in 
adopting the findings when creating future tests.  
Fourth, by being better able to predict both guesses and slips among the UCSMP 
Transition Mathematics student test taker responses, and, thus, to then be able to create more 
highly probable response patterns for the 24 items of interest, the results of this research should 
show that the Fusion model retrofitted to non-diagnostic data can provide a more comprehensive 
look at the mastery profiles for each student response pattern, and further explain the reasons for 
item responses fitting into a particular attribute mastery class. From these associations, where 
two or more attributes are in each mastery class and the mastery class is determined by a specific 
response pattern, more individualized (attribute mastery class) test questions and related lesson 
plans can be prepared and test items that are problematic for individuals in these mastery 
classescan be revised or eliminated.  
  Finally, this study tested the effectiveness of producing a successful application of a 
DCM to retrofitted data and evaluated the prevailing view that each particular type of DCM 
necessarily has to have specific theoretical requirements as to model-data fit, with items 
originally developed for the purpose of providing diagnostic information, to be viable. 
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Limitations of the Study 
Detailed write-ups by the UCSMP team, taken from the technical report they compiled, 
provided information about the test used in this study and the conditions under which the test 
was administered. These reports included the way the data were collected, whether any data were 
missing when the initial scoring was done, the security of the data, how many students failed to 
complete the study, and possible errors in scoring. All of these would normally be possible 
limitations of a study, as problems with the data could affect parameter estimation, such as 
slipping or guessing probabilities.  
It was also assumed that there was no cheating by students when taking the test.  Since 
this potential issue was not addressed in the Transition Mathematics report there is no way to 
know if test scores were affected by cheating. If there was leakage of information about the test 
bank used or even if a single item was compromised it could have resulted in some examinees 
receiving a score that misrepresented their actual estimates of performance. Of course, the more 
items that were leaked, the greater the threat to the validity of the examination exists (Royal & 
Puffer, 2012). 
The sample size of 388 examinees is relatively small, compared to other studies applying 
the Fusion model, and the sample was not randomly selected, thus possibly limiting the external 
validity of the study.  Jang (2009) used a sample of 2703 test takers who took the LanguEdge 
Reading Comprehension test (an instructional tool for ESL classrooms), while Li (2011) used 
response data from 2019 MELAB (Michigan English Language Assessment Battery) examinees.  
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CHAPTER TWO 
    LITERATURE REVIEW 
Diagnostic classification models (DCMs) are used to analyze test takers’ responses to test 
items in terms of latent multidimensional skills or attributes from a particular subject area. 
Information from these models can then be used to categorize test takers into their mastery status 
for each discrete attribute (Hartz, Roussos, & Stout, 2002). Diagnostic assessment is one of many 
forms of assessment in the broader landscape of educational assessment. To better understand the 
purpose of diagnostic assessment the literature review will begin with a discussion of the 
burgeoning interest in diagnostic test information and its role in various types of decision making 
(e.g., instructional). This is followed by a section on how to determine what to diagnose and how 
to use the diagnostic information. After this discussion, the review will focus on the theory and 
construction of DCMs in general, and the reasons their use should be increased in schools. This 
is followed by a review of practical applications of DCMs, and then, more specifically, 
applications used in Mathematics tests. Then there is a short review of previous applications of 
the Fusion model, an IRT-based cognitive diagnostic model. I then review the process involved 
in creating the loading matrix, called a Q-matrix, for the Fusion model and the software used in 
this study, its parameter estimation method, and how it handles and diagnoses model fit issues. 
Finally, there is a discussion on strengths and limitations of DCMs.  
                                     Importance of Diagnostic Test Information 
In an era of increasing competition for jobs, both in the United States (U.S.) and in the 
global marketplace, U.S. policy makers have focused on the educational system as a vital 
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mechanism for providing U.S. students with the knowledge and skills needed for success in 
college and in finding careers in the global workforce. This continuing focus on the educational 
system in this country has resulted in a persistent push for more rigorous and relevant real-world 
standards. Furthermore, the ubiquitous implementation of these more rigorous standards has led 
these same educators and policy makers to seek to understand how these standards are affecting 
student educational outcomes. Key sources of data informing this understanding are being 
provided from tests at all geographical levels: international, national, state and local. 
Many of these tests are a key part of a burgeoning accountability system that is the basis 
for a newfound emphasis on the gathering of summative information about educational 
outcomes. Subsequently, questions have been raised about whether these tests can also be used 
diagnostically, that is, to better understand students’ learning processes and inform instructional 
decision making. Russell, O’Dwyer and Miranda (2009), in their analysis of state and 
commercially-developed tests, found that many of these summative tests provided limited 
diagnostic information that could be used by teachers to understand why students were 
struggling and what instructional methods would be best suited to address the students’ learning 
needs. In response to the limitations of these tests for diagnostic decision making, Russell et al. 
developed a computer-based diagnostic assessment system with multiple choice answers to 
inform teachers of concept misconceptions in mathematics. The distractors for the multiple- 
choice items were likely answers for those students holding particular misconceptions. Results 
from these assessments were used by teachers to identify the sources of wrong answers and then 
help them create more specific learning modules focused on students’ areas of conceptual 
misunderstanding. Although these tests were shown to have value in identifying students’ 
academic struggles, it should be noted that these tests were developed by a team of researchers 
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and teachers as part of a large grant. Most teachers do not have the time to develop their own 
diagnostic tools, so they use instruments already created and attempt to glean diagnostic 
information from them. As the need for diagnostic information has increased, researchers 
working in the area of cognitive diagnostic assessment have looked at the challenges of teachers 
trying to derive diagnostic information from existing tests and have begun testing the viability of 
applying the methodology of diagnostic cognitive models to existing data to create retrofitted 
diagnostic test instruments.  
Foundation of Diagnostic Classification Models 
  Latent variable models consist of statistical variables that are formulated in order to 
measure abstract cognitive traits of test takers. The first latent variable models came from 
traditional Item Response Theory (IRT) (Lord & Novick, 1968). This type of latent variable 
model has continuous latent variables but categorical response variables (items), and places test 
takers’ abilities along an ordered continuum. The score that is reported for an individual is scaled 
or converted to a more easily interpreted score (e.g., percentile). However, the scores that are 
produced with DCMs, which have both categorical latent and response variables, are different in 
that the test takers are assigned their individualized (from discrete categories) attribute profiles 
that help explain their item responses. DCMs not only assign specific attribute profiles to each 
test taker but are able to do it with a high level of probability. Consequently, test takers can be 
classified into attribute mastery groups, each of which has test takers with identical profiles. The 
different profiles lead to classifications as masters or non-masters of each skill involved in the 
test, with some of the profiles having multidimensional skills (DiBello, Roussos, & Stout, 2007). 
These distinct groups are only able to be seen because of the unique structure and purpose of 
DCMs; that is, they are probabilistic, restricted latent class models intended to unveil related test 
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takers, where no relationship was previously discerned. They are restricted latent class models, 
as opposed to unrestricted ones, because there can be no more possible latent classes than 2A, 
with A representing the number of independent dichotomous (mastery or non-mastery) attributes.  
The current DCM catalog of developed models mentioned by Rupp et al. (2010) 
differentiates them by:  
• whether the items are dichotomous or polytomous;  
• whether the latent attributes are dichotomous or polytomous;  
• whether these same attributes allow for an item to be answered only when all of 
the latent variables supposedly needed to answer that item are possessed by a test 
taker (a non-compensatory model) , or whether a test taker can compensate for 
lacking a needed attribute by possessing another one which compensates for the 
lacked attribute; and, 
• by the way the DCM handles unexpected correct responses (guessing parameters) 
or unexpected incorrect responses (slipping parameters), or both. 
The non-compensatory DINA and the compensatory DINO models handle slips and 
guesses at the item level only. The DINA model uses the conjunctive condensation rule, which 
means that a respondent needs to have mastered all necessary attributes for an item to answer it 
correctly (to get a score of ‘1’ on the item). The DINO model uses the disjunctive condensation 
rule, which requires only that at least one necessary attribute be present to correctly answer an 
item.  
The non-compensatory NIDA and compensatory NIDO models have slip and guess 
parameters for each attribute only and have no such restrictions on items. The non-
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compensatory, reparameterized unified model (RUM or Fusion model) and compensatory RUM 
models possess both slipping and guessing parameters for each item-attribute combination.  
 A typical cognitive diagnostic analysis using DCMs would include each of the following 
procedures (Lee & Sawaki, 2009b): 
• identifying a set of attributes involved in a test;  
• demonstrating which attributes are required for correctly answering each item in the test;  
• estimating the profiles of attribute mastery for individual examinees based on actual test 
performance data using the DCM; and,  
• providing score reporting and/or diagnostic feedback to examinees and other 
stakeholders.  
  Diagnostic feedback can thus be provided to facilitate teaching and learning. Figure 1 
shows the multiple latent variables and items from a prototypical DCM with just a single layer of 
variables (more complex DCM models have multiple layers or orders where some of the latent 
variables are lower order factors of some higher order factor). Although only four attributes and 
four items are shown, the model could be expanded to include as many items as there are on a 
particular test and as many defined attributes needed for the description of all relevant attribute 
profiles. The circles in Figure 1 represent the latent variables, the arrows indicate loadings (the 
loading percentages will be indicated if known), and the rectangles are the items. The horizontal 
lines in the circles and rectangles represent threshold levels, i.e., discrete and item variables. The 
number and types of parameters (item, ability, etc.) are different for each model type, and will be 
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discussed later in this chapter. 
 
Figure 2-1. A DCM with one level of attributes 
  Another key component of DCM model construction is the determination of what level of 
detail (i.e., what grain size) the latent attributes can be described. There has been a more 
coherently defined breakdown of mathematics constructs into specific attributes (i.e., skills) 
compared to the breakdown for reading comprehension constructs, where there is much more 
controversy in how to disentangle certain reading skills from others. For instance, Rupp, Henson 
and Templin (2010) have delineated three distinct levels of grain size for mathematics attributes: 
the largest grain size being defined for eight fairly complex content areas, such as “Solving linear 
equations”; a more restrictive grain size used for eight much more basic mathematical attributes, 
such as “adding and subtracting from 100 to 1000” and “performing inverse operations”; and the 
finest detailed grain size being reserved for the least complex attributes that have very specific 
scopes, such as the eight component attributes within the Fraction/Subtraction construct, 
   Item1 
 
   Item4 
 
   Item3 
 
   Item2 
 
A1 
 
A2 A3 A4 
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originally defined by de la Torre and Douglas (2004) and based on Tatsuoka’s 1990 data from a 
fifth grade fraction subtraction test. These attributes are: 
• Converting a whole number to a fraction 
• Separating a whole number from a fraction 
• Simplifying before subtracting 
• Finding a common denominator 
• Borrowing from a whole number part 
• Column borrowing to subtract 
• Subtracting numerators of fractions 
• Simplifying answers 
  Sometimes this finer grain level of attribute, within the content level, is needed to get at 
the delineation of the relationships between correct item responses and the attributes needed to 
answer items correctly. Standards-based assessments typically would require a more finely 
grained description of attributes (Leighton & Gierl, 2007a), while the most coarsely-grained 
attribute state is more appropriate for creating large scope blueprints of educational assessments.   
The early DCM literature focused primarily upon theoretical issues such as model 
estimation and the psychological nature of the components, or latent skills, needed to correctly 
answer test items. The foundation of the theory underlying the first DCM applications was that 
“traditional assessment determines what an individual has learned, but not what s/he has the 
capacity to learn” (Embretson, et al., 1990, p. 454). The idea was that while traditional tests 
could be used to create a rank order of scores for test takers, they were not able to provide 
individualized information to teachers or test-takers regarding specific attributes in specific 
content areas in a particular subject domain (Chipman, Nichols, & Brennan, 1995). The 
21 
 
development and application of diagnostic assessment instruments, then, addressed this issue by 
both identifying in which specific content areas a test taker lacked the appropriate problem-
solving attributes and by going a step further by providing more specific information about the 
kinds of additional instruction each test taker would need to acquire those attributes. This type of 
cognitive diagnosis “can be used to gauge an individual’s readiness to move on to higher levels 
of understanding and skill” in a particular content domain (Gott, 1990, p. 174). 
  Cognitive diagnostic models use psychologically grounded constructs of test-taker 
abilities to predict item response patterns. Such models, despite their psychological construction, 
have so far been mainly developed for diagnosing educational attributes, such as proficiency in 
reading or doing algebra problems. The level of detail of the attributes being measured runs the 
gamut from the very fine-grained attributes of most small scope mathematics items to the 
substantially more coarsely grained attributes needed to perform well at reading comprehension, 
listening, or understanding large scope mathematical concepts. Whatever the subject matter, a 
DCM analysis should yield something new about the cognitive attributes being used to diagnose 
student profiles, and how to make use of this new information. It may be that one gains 
knowledge about how students are apportioned into attribute mastery categories (obtained from 
the results of running the DCM), or how one attribute needs to be mastered before another one in 
order to correctly answer an item (established a priori to running the model). The new knowledge 
might consist of how two or more attributes need to be mastered to solve one type of item, and 
that one or more of these same attributes is needed to solve a different type of item. The DCM 
might indicate that one or more attributes may be highly correlated with each other, which would 
tend to generate similar item response profiles. In these cases, the intended outcome is that 
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student test takers and educators will gain information about where student weaknesses lie and, 
therefore, what content areas need more attention. 
The psychological theory behind early cognitive diagnosis models required that the 
attributes that were to be combined to form knowledge or skill areas underlying item response 
profiles had to first be definitively identified. These identified cognitive attributes were domain-
specific skills that were needed to demonstrate mastery in a learning domain (Chipman, Nichols, 
& Brennan, 1995; Leighton & Gierl, 2007). The cognitive model developed within these 
domains was a defining feature of the DCM approach, and was seen as “an architecture 
organizing the successive processes involved” in learning (Gregoire, 1997, p. 17). The process of 
identifying the underlying attributes of interest involves painstaking task analyses, expert review, 
verbal protocols, and other inquiry methods for analyzing student thinking processes (Gorin, 
2007). Once the right attribute set for a content area has been created, combinations of attributes 
that define test taker mastery classes can be put together. Theoretically, it is possible to have a 
large, almost infinite number of mastery classes. The larger the number of attributes that are 
defined for the model, the larger the number of possible classes. In reality, however, most 
students have the same major conceptual misunderstandings within a given content area, 
ensuring that there are just a finite number of testable and viable combinations.  
Increasing Usage of DCMs 
  The diagnostic power of DCMs has been more steadily realized in recent years and as a 
result the application of these models has increased (Huebner, 2010). Some of this increased 
usage comes from the shift in interest from theoretical psychological models to issues related to 
more practical applications of the model.   
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  The increased interest in DCMs over the past several years has also been motivated in 
large part by the demand for more formative assessments resulting from the implementation of 
the No Child Left Behind Act of 2001 (No Child Left Behind, 2002), which contains language 
mandating that this type of diagnostic information be a part of the feedback from high stakes 
tests that is provided to teachers, test takers, and parents. The finely detailed information about 
test takers’ attribute mastery profiles provided by DCMs encourages the creation of more 
formative tests, where a student’s weaknesses and strengths in different attribute areas can be 
used to create a diagnostic narrative specific to a student’s needs (Buck & Tatsuoka, 1998; 
DiBello, Stout, & Roussos, 1995; Embretson, 1991, 1998; Frederiksen, Glaser, Lesgold, & 
Shafto, 1990; Hartz, 2002; Nichols, Chipman, & Brennan, 1995; Shohamy, 1992; Tatsuoka, 
1983). In fact, formative tests should be most successfully implemented on mathematics type 
questions that have well defined constructs (Nitko, 2001). A residual effect of having test scores 
diagnosed in this way is that educators will be better able to place students into their appropriate 
competency levels and then work with them in those areas. It is highly likely that a large 
proportion of students will be lacking in the same one or two attributes and so such a diagnosis 
will lead to an overall change in instruction and where necessary, a change in the acceleration of 
learning of those concepts that require more time to assimilate. 
Practical Applications of DCMs 
  Since about 2008, there have been an increasing number of practical applications of 
DCMs.  Jang (2008), for example, defined new cognitive attributes that could be used in 
cognitive diagnostic computer adaptive assessments (CD-CAD) to improve the use of CAD in 
the classroom (n = 2,770). Jang (2009) also evaluated the validity of DCMs when applied to an 
originally non-diagnostic reading comprehension test, determining that the non-compensatory 
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Fusion model she used provided more fine-grained information about reading skill abilities than 
traditional test scoring (n = 2703; 37 items in Form 1 and 39 items in Form 2; 9 attributes).  Li 
(2011) also used the Fusion model with reading comprehension test items, investigating reading 
subskill profiles from the Michigan English Language Assessment Battery (MELAB), which 
evaluates advanced-level English competence among adult non-native English speakers (n = 
2019; 20 items; 5 attribute). The results of this study again showed diagnostic information about 
the test beyond what it was designed to provide.   
      DCMs and Mathematics tests.  DCMs have been successfully retrofitted to many 
different Mathematics tests, created originally for non-diagnostic purposes. Many of these 
applications have concluded that much more specific finely-grained information about students’ 
skill strengths and weaknesses can be identified. Table 1 summarizes some of these applications.  
Most of the applied DCM studies dealing with Mathematics instruments have used the 
DINA model or some variation thereof, because it is a restrictive and simple core DCM that 
involves minimal statistical sophistication and where estimation convergence is relatively easy to 
achieve. (See the Estimation Method section for more on estimation techniques and the 
estimation process). The non-compensatory DINA deals with wrong answers by masters (slips) 
and right answers by non-masters (guesses) at the item level while the associated attributes have 
no such parameters. The DINA model requires the test taker to have mastered all necessary 
attributes for an item in order to answer it correctly.  
The DINA model was fit to a 25-item mathematics test (n = 823; 15 attributes) from the 
2007 Trends in Mathematics and Science Study (TIMSS). The results showed that the students 
who had successfully been shown to be a master of a skill or skills needed to correctly answer an 
item did indeed get significantly more of the associated items correct than did the non-masters of 
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those skills (Lee, Park, & Taylan, 2011). The DINA model was also shown to be a better fit to 
the data than a comparative IRT model, as the BIC and AIC fit statistics were lower than that for 
the IRT models in all three geographic regions where the TIMMS data came from.  
Table 1-1 
Diagnostic Classification Model Applications Involving Mathematics Items 
 
Authors of 
study 
Math subject 
area 
Skills Name of Skill 
or Attribute 
Sample 
Size 
n 
# of 
items 
 
Tatsuoka, 
1983 
8th grade 
Fraction 
/subtraction  
89 Erroneous rules 172 40 
Hartz, 2002 ACT Math  9 Attributes:  
1. Complex 
Symbolic/Numerical  
2. Manipulation  
3. Creative Geometry and 
Trigonometry 
4. Rule-based Geometry 
5. Algebraic Manipulation 
6. Word Problems 
7. Factoring 
8. Arithmetic 
9. Speededness 
585 60 
Montero, 
Monfils, et 
al., 2003 
Geometry 3 Skills: 
A.  Represent and analyze 
2-and 3-dimensional 
figures using tools and 
      technology where 
appropriate. 
B. Apply geometric 
properties and 
relationships to solve 
problems using 
      tools and technology 
where appropriate. 
C. Apply concepts of 
measurement using 
tools and technology 
where appropriate. 
 
2000 32 
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Table 1.1 continued 
de la Torre 
and 
Douglas, 
2004 
8th grade 
fractions 
8 Attributes: 
1. Convert whole #s to 
fractions 
2. Separate whole #s from 
fractions 
3. Simplify before 
subtracting 
4. Find common 
denominator 
5. Borrow from whole # 
part 
6. Column borrow to subt. 
2nd numerator from 1st 
7. Subtract numerators 
8. Reduce answers to 
simplest form 
2144 20 
 
 
 
 
 
 
 
 
Lee, Park 
and Taylan, 
2007 
 
TIMMS 
Math 
15 Attributes:   
1. Representing, 
comparing, and 
ordering whole 
numbers as well as 
demonstrating 
knowledge of place 
value. 
2. Recognize multiples, 
computing with whole 
numbers using the four 
operations, and 
estimating 
computations. 
3. Solve problems, 
including those set in 
real life contexts (for 
example, measurement 
and money problems). 
4. Solve problems 
involving proportions. 
5. Recognize, represent, 
and understand 
fractions and decimals 
as parts of a whole and 
their and equivalents 
823 25 
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Table 1.1 continued 
 
Lee, Park 
and Taylan, 
2007 
TIMMS 
Math 
15 6. Solve problems 
involving simple 
fractions and decimals 
including their 
addition and 
subtraction. 
7. Find the missing 
number or operation 
and model simple 
situations involving 
unknowns in number 
sentence or 
expressions. 
8. Describe relationships 
in patterns and their 
extensions; generate 
pairs of whole 
numbers by a given 
rule and identify a rule 
for every relationship 
given pairs of whole 
numbers. 
9. Measure, estimate, and 
understand properties 
of lines and angles and 
be able to draw them. 
10. Classify, compare, and 
recognize geometric 
figures and shapes and 
their relationships and 
elementary properties. 
11. Calculate and estimate 
perimeters, area, and 
volume.  
12. Locate points in an 
informal coordinate to 
recognize and draw 
figures and their 
movement.  
13. Read data from tables, 
pictographs, bar 
graphs, and pie charts 
 
823 25 
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Lee, Park 
and Taylan, 
2007 
TIMMS 
Math 
15 14. Comparing and 
understanding how to 
use information from 
data. 
15.  Understanding 
different 
representations and 
organizing data using 
tables, pictographs, 
and bar graphs. 
 
823 25 
Leighton 
and Gierl, 
2007 
8th grade 
math 
3 Attributes:   
1. Sets and Numbers (10 
subskills) 
2. Place Value (5 
subskills) 
3. Addition (8 subskills) 
 
 
3016 15 
de la Torre, 
2008 
8th grade 
math 
5 Attributes: 
1. Convert whole #s to 
fractions 
2. Separate whole #s 
from fractions 
3. Simplify before 
subtracting 
4. Reduce answers to 
simplest form 
5. Perform basic fraction-
subtraction operations 
2144 15 
de la Torre, 
2008 
NAEP 8th 
grade math 
5 Attributes: 
1. Convert whole #s to 
fractions 
2. Separate whole #s 
from fractions 
3. Simplify before 
subtracting 
4. Reduce answers to 
simplest form 
 
3823 90 
29 
 
Table 1.1 continued 
 
 
 
 
de la Torre, 
2008 
NAEP 8th 
grade math 
5 5. Perform basic fraction-
subtraction operations 
3823 90 
Su, Choi, 
Lee, Choi 
and 
McAninch, 
2013 
SAT math 15 Attributes:   
1. Understand concepts of 
a ratio and a unit rate 
and use language 
appropriately. 
2. Use ratio and rate 
reasoning to solve real- 
world and mathematical 
problems 
3. Compute fluently with 
multi-digit numbers 
and find common 
factors and multiples. 
4. Apply and extend 
previous understandings 
of numbers to the 
system of rational 
numbers. 
5. Apply and extend 
previous understandings 
of arithmetic to 
algebraic expressions. 
6. Reason about and solve 
one-variable equations 
and inequalities. 
7. Recognize and represent 
proportional 
relationships between 
quantities. 
8. Use proportional 
relationships to solve 
multi-step ratio and 
percent problems. 
9. Apply and extend 
previous understandings 
of operations with 
fractions to add, 
subtract, multiply, and 
divide rational numbers 
740 30 
30 
 
Table 1.1 continued 
 
Su, Choi, 
Lee, Choi 
and 
McAninch, 
2013 
SAT math 15 Attributes:   
10. Solve real-world and 
mathematical problems 
involving using the four 
operations with rational 
numbers. 
11. Solve real-life and 
mathematical problems 
using numerical and 
algebraic expressions 
and equations. 
12. Know and apply the 
properties of integer 
exponents to generate 
equivalent numerical 
expressions. 
13. Compare two fractions 
with different 
numerators and different 
denominators; 
Understand a fraction 
a/b with a > 1 as a sum 
of fractions 1/b. 
14. Solve multi-step word 
problems posed with 
whole numbers and 
having whole-number 
answers using the four 
operations, including 
problems in which 
remainders must be 
interpreted. 
15. Use equivalent fractions 
as a strategy to add and 
subtract fractions.   
740 30 
 
One practical application of DCMs showed that polytomous attributes that are part of the 
test development process can provide more diagnostic information than that taken from 
dichotomous attributes (n = 393; 15 items; 2 attributes, each with three levels-1, 2, and 3. Level 0 
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meant there was no mastery of the attribute by the respondent test taker, with level 3 meaning 
full mastery). (Chen & de la Torre, 2013). This aptly named pG-DINA model used input from 
content experts to specify attribute levels and is a general model that subsumes various reduced 
models.  The results of these studies show that the simplest of DCM models, the DINA, and its 
pG-DINA variation, can accurately diagnose attribute-item matches while being well fitted to the 
data. They did this even though both ‘guessing’ and ‘slipping’ parameters were modeled at the 
item level, while these same parameters were both equally constrained across all attributes. 
The more flexible Fusion model, to be used in this study, models answer “slips” and 
“guesses” without constraints across either items or attributes.  This model should be able to 
achieve an even finer distinction between masters and non-masters of combinations of attributes.   
Some of the better defined cognitive psychological attributes needed to be able to solve 
mathematics problems were defined by Gierl et al. (2007). The attributes are defined in a large 
grain size manner, like the ones in the present study, to reflect the unrestricted scope of the tasks 
being analyzed, and are those needed for solving linear equations. They are: 
• Comprehending the textual description of a problem 
• Understanding the meaning of symbols and mathematical conventions 
• Performing algebraic manipulations 
• Solving Linear Equations 
• Solving Quadratic Equations 
• Solving Multiple Equations Simultaneously 
• Constructing Tables with representative data 
• Constructing graphs with representative data 
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The use of a DCM as a diagnostic tool for a mathematics assessment is only appropriate 
if it can be surmised that the mathematics content area for which the test items are measuring 
proficiency in can be broken down into multiple, separately identifiable attribute components. A 
multiple and unambiguously skilled componential construct creates the appropriate cognitive 
model for the proper application of a DCM. 
  The specific purpose of some DCM mathematics item studies was to help students find 
the optimal paths to learning the attributes needed in mixed-number subtraction tests. De la Torre 
used data from two Tatsuoka studies (1990 and 2002) to model attributes from a mixed number 
subtraction test. He applied both the DINA and NIDA models. Analyses led to the development 
of an 8-skill Q-matrix, a loading matrix that specifies which attributes are measured, and to what 
degree, by each item. In the de la Torre models, it took eight attributes to delineate the problem-
solving methods used to solve items from the content area. The methodology proved successful 
as it was shown that higher-order latent class traits could be used with any latent class model and 
that these traits result in a more parsimonious model and the expression of “more general 
abilities affecting the acquisition of specific knowledge” (de la Torre & Douglas, 2004). This 
addition of knowledge, if properly utilized by educators, should lead to the most optimal path to 
attribute mastery—the hoped-for result of their study.  
Tatsuoka (1983) was the first to create a Q-matrix for a DCM model, her Rule-Space 
Model (RSM), and applied it to 5th grade Fraction-Subtraction items. Attributes were placed in a 
hierarchy in order to reduce the maximum number of permissible attribute profiles. A Q-matrix 
has been used as the starting point of DCM construction ever since. A subsequent hierarchical 
description of the necessary attributes needed to correctly respond to items, in order of their 
importance, was the first attempt to model the multi-dimensionality of the “skill” space in such a 
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way. This Attribute Hierarchy Model (AHM), as it came to be known, was later revised and 
further defined by Templin (2006) and Templin, Henson, and Roussos (2008). The RSM and 
AHM models are non-probabilistic alternatives to the other DCM approaches but important 
precursors. These models are effective when one wants to acquire a more formal description of 
how the relevant attributes in a Q-matrix are related to each other. Otherwise, the core DCMs 
should be used.  
Templin (2006) also did an assessment of mixed number subtraction where he 
experimented with different methods for model comparison, concluding that the DINO model 
was the best fitting model because it discriminated item-attribute cognitive pathways discretely 
enough to be able to determine more of the most optimal paths needed for learning the necessary 
attributes to solve mixed number subtraction problems. By being able to pinpoint the attributes 
that are lacking, better formative models of instruction should be able to be identified.  
Sometimes, evaluating test taker competencies based on an array of attributes is only one 
goal of diagnostic test analysis. If another goal is to analyze the diagnostic capacity of a test and 
its items, and to be able to infer more complex information about test data in general, a more 
complex model such as the Fusion model is more appropriate. 
The Fusion Model (and its Variants) 
In a large-scale testing application, the Fusion model, also known as the non-
compensatory re-parameterized Union model, or NC-RUM, which deals with cognitive attributes 
in a non-compensatory way, has been applied to data from the TOEFL (e.g., see Eignor, Taylor, 
Kirsch, & Jamieson, 1998, for the first study involving the first computer-based version). 
Studying the skills underlying the TOEFL test, Jang (2005) described the process of developing 
the Q-matrix and validation of the skills following the application. Specifically, applying the 
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NC-RUM to the language items of the test, Jang created the Q-matrix by combining the 
characteristics of the items with the results from other cluster analysis procedures. A cohort of 
students was given a pre-test assessment in an ESL course using the instrument and the data were 
analyzed using the NC-RUM, from which each one received a descriptive report detailing their 
strengths and weaknesses. Each student was then assessed with a post-test, with overall gains in 
attribute mastery shown on the post-test score report. The average change in posterior probability 
of mastery was about 0.12, with about 85% of the student test takers showing an overall 
improvement over the attribute set. Furthermore, a large majority of the students in the course 
thought that the attribute report format was a helpful addition to understanding their course of 
study. Jang’s study is further evidence that large-scale applications of attributes assessment 
models should prove to be the norm when planning methods for remediation of test takers in 
high-stakes testing applications. 
There have been other applications of the Fusion model in large-scale tests of educational 
attributes. Roussos et al. (2003) applied a Bayesian version of the Fusion Model, similar to the 
one used in this study, to the mathematics section of the American College Testing’s (ACT) 
assessment, to analyze the attributes involved in successfully answering the mathematics items 
of the test (unpublished ETS Report).  Hartz (2002) applied the Fusion model to the 60-item 
PSAT (n = 585; 7 attributes), hoping that the study results would help to inform students about 
which attributes they should concentrate their time on prior to taking the SAT. Using stepwise 
regression, the attribute parameters in the final model all showed statistically significant 
relationships to their respective item responses, yielding rich substantive information that 
validated the construct of the test; that is, there was good discrimination between masters, high 
non-masters and low non-masters for each distinct item. The Fusion model was also used with 
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data from the National Assessment of Educational Progress (NAEP) to analyze skill differences 
between focal groups, but ETS did not publish the project report results, so in this case, nothing 
can be inferred about whether the different focal groups were indeed different or not, in terms of 
attribute mastery profiles (Henson & Templin, 2004b).  
Overall, these studies have demonstrated that the science and technology of skills 
(attributes) diagnosis with latent class models has advanced to the stage where newer and more 
complex models such as the Fusion model can now be applied in actual educational settings 
under all the limitations and challenges concomitant to such settings. However, whether they can 
and will do all they are theorized to do has not been adequately confirmed from the totality of the 
research so far.  More studies are needed where the data are not from high stakes tests, especially 
in cases of teacher made tests used for formative purposes, and for the subsequent end-of-term 
summative tests the teachers themselves create. A subsequent diagnostic analysis of such tests 
along with relevant feedback to both students and teachers is what is called for. Diagnostic 
feedback to the teachers will help them create even more discriminating tests in their future 
classes by helping them understand what test items require which cognitive attributes to be 
answered correctly. Similar diagnostic feedback to the student test takers will provide them with 
a more finely detailed understanding of what skill areas they are weak in.  In general, there have 
not been enough of these studies done. The present study involved such teacher tests created for 
non-diagnostic purposes, which are used both formatively and summatively, and are then 
analyzed to provide diagnostic information using a DCM (the Fusion model in this case). This 
study was an attempt to address the dearth of such studies.  
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Specification of the Q-matrix 
Content specialists need to specify attributes-item relationships before conducting a study 
using DCMs, and then modify the Q-matrix based on the statistics obtained for each attribute. 
The number of specialists used in the creation of a Q-matrix has varied, however, as has been the 
type of experience they have had. For instance, Jang (2009) recruited five raters who were asked 
to assess the verbal protocol-produced responses of seven English as a second language (ESL) 
students and four graduate students who had all taken a reading comprehension test.  No inter-
rater reliability was calculated because the primary purpose of the ratings was to get substantive 
judgments about the nine skills observed in the think aloud process. Li (2011) used four 
advanced doctoral students who were experts in linguistics and had experience teaching reading 
in English to ESL students. They independently read the test passages and rated them 
accordingly, identifying the attributes for each item. Correlations were calculated between the 
ratings of the experts and a moderate relation between them was found (rs = .30).   
Sawaki, Kim and Gentile (2009) used six content specialists from the Educational 
Testing Service staff who had experience in applied linguistics research and in teaching English 
as a Second Language/English as a Foreign Language. They conceived the attributes and 
developed coding categories. The specialists then used the test specifications they developed to 
compare various features of particular test items reviewed across different test forms. At the 
same time, relevant literature in language assessment was reviewed, and a preliminary task 
analysis of test items on the LanguEdge test forms was conducted.  
Ackerman, Henson, Luecht, Templin, Willse (2010) started the Cumulative Effect 
Mathematics Project. As part of that effort, they applied cognitive diagnostic modeling (CDM) 
to a benchmark test used in an Algebra II course in Guilford County, North Carolina. They 
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explained the concept of a Q-matrix to a group of three Master teachers, and had them write 
items measuring one or more of the attributes.  From this pool of “benchmark” items a pencil and 
paper assessment was created. These items were then pilot tested and the assessment was refined 
using traditional classical test theory (CTT) techniques. A final form was created and the Q-
matrix was further verified by another set of five Master teachers.  
Because the Fusion model is a psychometric model, the extent to which the model is 
useful as a diagnostic tool is tied to the validity of the model. Therefore, it is crucial that the right 
model-data fit is determined by ensuring that there are no misspecifications in the Q-matrix, and 
that there are no inaccuracies in the attribute or sub-attribute specifications.  The sub-attributes 
only need to be checked when examinees who have the same ability on an overall construct are 
shown to have different probabilities of successful performance. Different levels of functioning 
on particular sub-attributes are usually the culprit (Li & Suen, 2013). In other words, if attributes 
are too coarsely grained or are too few in number, there is likely to be a lack of differentiation 
between them (Roussos et al., 2007). In fact, the sub-attributes will only need to be referenced if 
one or more of the attributes is defined at a grain size too coarse to be diagnostic (Gierl, Roberts, 
Alves, & Gotzmann, 2009). If this proves to be the case, attributes identified for just one or two 
items have to be redefined by merging them with another attribute, or more attributes have to be 
defined in hopes of obtaining richer diagnostic information (Lee & Sawaki, 2009b). If an 
attribute is moved to another attribute category, a new and more refined Q-matrix has to be 
constructed, most probably resulting in more attribute categories, defined in finer detail.  
In Jang’s (2009) application of the Fusion model, she removed six item parameters, 
thereby eliminating the ability to measure the diagnostic capacity of the six items for their 
respective attributes, in order to have the other items be more discriminating in their estimation 
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of item-attribute mastery profiles. Typically, four or five content specialists are used in this 
initial Q-matrix development and refinement. Misspecifications in the Q-matrix can lead to 
incorrectly identified latent variable attributes, which will almost inevitably mean that there will 
be poor model fit. Several simulation studies have been performed with the results accentuating 
the warning to future model builders to take care in the creation of the Q-matrix. Rupp and 
Templin (2008a) used a DINA model to check for Q-matrix misspecification for an assessment 
with four independent attributes (15 possible attribute patterns). The Q-matrix was mis-specified 
by changing one ‘0’ or ‘1’ for each item, making some item-attribute combinations non-existent 
in the resulting Q-matrix. The results showed that when attributes were deleted, there was an 
overestimation of slipping parameters; when attributes were added (a ‘0’ was changed to a ‘1’) 
there was an overestimation in the  guessing parameters; and, when attribute combinations were 
deleted from the matrix (more than one attribute had all their ‘1’s turned to ‘0’s) there were 
higher than expected attribute class misspecification rates.  De la Torre and Douglas (2004) 
showed that misspecification of the model led to higher correlations between true and estimated 
ability levels and a lower RMSE fit statistic for the DINA model used (with MCMC simulation).  
Software Used in the Analysis 
 The Arpeggio software program, developed by Dan Bolt, Henry Chen, Lou DiBello, 
Sarah Hartz, Robert Henson, Louis Roussos, William Stout, and Jonathan Templin in 2008 (Bolt, 
2008), is specifically designed to estimate the parameters for the Fusion model. It helps to 
modify the Q-matrix by removing item parameters that aren’t significant by using a stepwise 
reduction program, thereby simplifying the estimation process for the other parameters and 
making the possibility of convergence to the desired posterior probabilities for each attribute 
more likely (Hartz, 2002). The Arpeggio software program uses a Markov Chain Monte Carlo 
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(MCMC) estimation algorithm that iterates through the item and attribute parameters until it 
converges (approaches from both directions a stable estimation of each parameter value) and 
ultimately returns their jointly estimated Bayesian posterior distributions, from which the amount 
of error in model fit for each parameter can be seen. 
Despite using the Arpeggio software program to estimate the parameters in this way, 
there is still no one statistic that is absolutely reliable in determining whether the Markov chain 
for a parameter has converged or not (An explanation of convergence appears in the Bayesian 
Estimation Method section, below). The Fusion model, though, attempts to provide conclusive 
results of convergence in four different ways (Roussos et al., 2007). These statistics are:  chain 
plots, estimates of the posterior distributions, a time series autocorrelation estimate and the 
Gelman and Rubin statistic (Gelman & Rubin, 1995). Jang (2008, 2009) and Li (2011) used the 
Arpeggio software program and its MCMC estimation method to model reading comprehension 
data, each with great success. A comparison of the time-series and density plots for two different 
items in Li’s study are reproduced in Figure 2. The converged item 4-attribute 3 combination in 
the bottom pair of pictures was smooth and stable, associated with precision in estimation of that 
parameter. The upper pair of pictures representing the item 5 to attribute 1 combination showed 
much more fluctuation, indicating possible non-convergence and poor estimation of that 
parameter.  
Skill Mastery  
The reliability of the classification of mastery status for each attribute is an important 
concept. The convergence of the MCMC chain must occur for the results to be reliable. 
However, even if convergence seems to have occurred and the standard errors of the calculated 
item parameters (see below for information on the model parameters that are estimated) are small 
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enough, there will still be some ambiguity about the internal reliability of the test. This is 
because the internal reliability that is obtained from such a process, Cronbach’s alpha coefficient, 
is in fact not appropriate in this context in that it is based on a continuous unidimensional latent 
trait, and not on a discrete multidimensional trait measured by the DCM—in this case, the Fusion 
model. Hartz and Roussos (2005) have developed a program called EM Stats (found within 
Arpeggio) with that in mind, which examines whether test takers who have mastered the 
attributes associated with an item get that item right more often than do non-masters of the 
attributes.   
 
Note: Adapted from “A Cognitive Diagnostic Analysis of the MELAB Test,” by Hongli Li, 
2011, Spaan Fellow Working Papers in Second or Foreign Language Assessment, 9, pp. 28-29. 
Copyright 2011 by the University of Michigan. 
Figure 2-2. Sample time-series chain and density plots 
The particular Fusion model implemented with the Arpeggio software is a non-
compensatory model, in which all the required skills are needed for a correct item response. In 
other words, in order for there to be a high probability of a correct response to an item, all 
attributes needed to answer it must be mastered at the highest level. 
Time–series chain plot of r5.1 Density plot of r5.1 
Time–series chain plot of r4.3 Density plot of r4.3 
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Item Response Theory (IRT) models like the Fusion model calculate test taker ability 
levels and item difficulty parameters in order to define individual probabilities of correct item 
responses. The Fusion model has two ability parameters:  αj, which measures a vector of 
cognitive attribute mastery for test taker j for an attribute k signified in the Q-matrix (αjk  = 1 if 
test taker j has mastered attribute k; and, αjk  = 0 if test taker j has not mastered attribute k); and, 
Øj, unique to the model, which measures unspecified residual attributes that might be important 
and can be used to answer an item.  
The model also contains three item parameters: 𝜋𝑖
∗, 𝑟𝑖𝑘
∗  and ci. The first of these three item 
parameters, 𝜋𝑖
∗, gives the probability that a particular test taker who is a master of all the 
attributes needed to correctly answer an item will actually need all those attributes to get the item 
right. It ranges from 0 to 1, with 0 being the most difficult. 
The second item parameter, 𝑟𝑖𝑘
∗ , is an inverse discrimination statistic that indicates how 
much an item needs a particular attribute in order to be answered properly. The more the item 
requires attribute k the lower the 𝑟𝑖𝑘
∗  will be. If this statistic is near 0, it means that the item 
effectively discriminates non-masters from masters. 
The last item parameter, ci, provides statistical information about whether items are 
answered using any attributes not listed in the Q-matrix. The lower the ci, the more the person 
relied on these so-called residual attributes in correctly answering the item. With the calculation 
and inclusion of this parameter in the Fusion model, a potentially better-defined Q-matrix can be 
constructed.  
The Fusion model, being non-compensatory in nature, makes it necessary for all the 
required attributes for an item to be applied in order for the item to be answered correctly, 
whether the attribute is listed in the Q-matrix or as a ci parameter. A high mastery level for each 
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of the required attributes means there is a concomitantly high probability of a correct response to 
the respective item.  
The Fusion model response function is as follows:  
𝑃(𝑋𝑖𝑗 = 1|𝛼𝑗 , Ø𝑗  ) =  𝜋𝑖
∗ ∏ 𝑟𝑖𝑘
∗(1−𝛼𝑗𝑘) 𝑥 𝑞𝑖𝑘 𝐾
𝑘=1 𝑝𝑐𝑖(Ø𝑖) , 
where qik indicates the degree of requirement of mastery of attribute k for item i, and pci 
references the amount of residual ability used to correctly answer the same item i; 
πi*   = P (correctly applying all item i required attributes given αjk = 1 for all item i required 
attributes) =  
                  (under the assumption of independence for the application of individual attributes); 
𝑟𝑖𝑘
∗ =  
𝑃(𝑌𝑖𝑗𝑘 = 1|𝛼𝑗𝑘 = 0)
𝑃(𝑌𝑖𝑗𝑘 = 1|𝛼𝑗𝑘 = 0)
=
𝑟𝑖𝑘
𝜋𝑖𝑘
; and,  
Pci (Ø𝑗) = P (correctly applying attributes associated with αj to item i , conditional on Ø j ). 
The Pci (Ø𝑗) term refers to the Rasch model (one-parameter logistic model, Rasch, 1961) with a 
difficulty parameter of ci . So, the lower the value of ci, the lower the value of Pci (Ø j). The ranges 
of these three item parameters are 0 < π ∗ < 1, 0 ≤   r ∗ ≤ 1, and 0 ≤   ci ≤ 3. “The upper and lower 
bounds of 0 and 3 on the ci parameter are arbitrary and were not chosen because of any strict 
theoretical or logical constraint” (Roussos et al., 2007, p. 284). 
Bayesian Estimation Method 
The breakdown of the attributes underlying a set of test items into their inherent 
component sub-attributes can best be done using the full Bayesian model, one of which was used 
and applied by Tseng (2011). In this way, the distribution of the attribute dimensions can be 
determined a posteriori from distribution samples.  
The speed of an estimation routine is also related to the estimation algorithm that is used. 
 
 
K 
k 
qtk 
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The full NC-RUM has all of its various residual terms and is estimated within a fully Bayesian 
framework (Gelman, Carlin, Stern, & Rubin, 1995; Rupp, Dey, & Zumbo, 2004), but such 
analyses take many hours to produce convergence, that is, a solution where the estimated values 
are stable from one iteration of the algorithm to the next. Using the full NC-RUM also means 
that the analyst using such a model must have a thorough understanding of Bayes estimation 
theory, which necessitates having knowledge of such advanced concepts as autocorrelation, and 
the size of the appropriate burn-in period for each of the estimated parameters (Sinharay, 2003). 
A burn-in period will always be necessary because one has to make sure that the distribution of 
all the parameters converge in an MCMC algorithm (see, e.g., Brooks & Gelman, 1998). 
Theoretical results suggest that the MCMC algorithms converge in most cases, in the long run 
(e.g., Gelman, Carlin, Stern, & Rubin, 1995, p. 325), but do not suggest how many iterations will 
be needed to do so, thus too few iterations will not allow convergence. The necessary number of 
iterations needed is specific to the application. A non-convergent chain may provide an incorrect 
estimate of the information function of a test and hence a false sense of precision of the test to 
the administrator (Sinharay, 2004).  Furthermore, monitoring only a few parameters of interest 
may lead to a premature convergence conclusion, resulting in incorrect estimates and faulty 
statistical inference. 
Even running such algorithms in Mplus (Muthén & Muthén, 2006) by using the freeware 
CDM interface created by Templin (2006), which is able to estimate many different types of 
models, is much too slow to be useful in the analysis of large data sets. In general, estimation 
algorithms that treat each skill pattern as a unique latent class will take longer to converge. The 
number of computations required for each iteration in the estimation process increases 
exponentially for each additional attribute that is added to a Q-matrix, as the number of latent 
44 
 
classes also increases exponentially. So, only when both the sample size of test takers and the 
number of items are of manageable size, and the number of skills is few, can convergence be 
assured. For example, the enumerative marginal maximum likelihood estimation (MMLE) 
routines in Mplus will only take under 30 minutes to converge when there are 2000 or less test 
takers, only 40 items on the test, and just four skills being fitted, no matter which DCM is being 
used. However, as the number of skills and/or the sample size increases, convergence time 
increases exponentially, and at some point, will not occur at all.  
The appropriateness of the sample size to be used with DCMs has so far not been studied, 
and so the minimum number of test takers that are necessary for such diagnostic analyses has not 
been determined.  So far, except for Tatsuoka’s 1983 study, no sample size has been less than the 
585 in Hartz’s 2002 NC-RUM study, and most are around 2000.  De la Torre had a sample size 
of 3823 in his analysis of 8th grade NAEP mathematics data, but he used a large test with 90 
items (de la Torre, 2008). However, with the increasing availability of the number of viable 
DCMs, the choosing of the appropriate model for one’s study design has become ever more 
difficult. Thus, having an idea what sample size is optimal for a study’s test items would seem to 
be a necessity in making such a decision. Having at least the optimally minimal sample size 
would make for easier convergence and less chance of Type I error when looking at the 
statistical significance of skill-item matches.  
Some studies have addressed the sample size issue.  For instance, the 536 middle school 
students who Tatsuoka (1990) tested in her Rule Space model have been used as the sample in 
various other studies, along with their four associated attributes. De la Torre and Lee (2013) used 
this sample but for just the 10 items that required more than one attribute. They also showed in a 
simulation study that two out of three reduced models had excellent power (.90 or more) and that 
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overestimation of the nominal significance levels across all conditions (the rate of Type I error) 
became less as the sample size increased. Li (2011) used a sample four times as large (2,019 test 
taker sample) with 20 reading test items and had good convergence using the Fusion model, 
except in the estimation of one parameter that had to do with just one skill, or the items 
associated with that skill. The proportion of predicted total scores correlated well with the 
proportion of observed total scores, indicating a good model fit to the data. Jang also used the 
Fusion model and had over 2,000 participants in her study involving the LanguEdge reading 
assessment. She had similar convergence issues as Li (problems with one parameter) and good 
model fit measured by the root mean square error (RMSE) statistic. Chen and de la Torre (2013) 
used two polytomous and two dichotomous attributes and 15 items with their G-DINA model 
and had a sample size of just 392, but they had to use a special beta prior version of the Bayesian 
process to do so. The beta distribution is used as a prior distribution for binomial proportions in 
Bayesian analysis, and dichotomous “right or wrong” answers where the probability of 
answering an item correct doesn’t change from one trial (one test taking) to the next qualify as 
being in a binomial proportion.   
Current Issues in Cognitive Diagnostic Modeling 
There continues to be a dearth of well-developed models from which to glean detailed 
empirical information, with most models continuing to be of the retrofitted variety. Better data 
collection designs and more substantive response theories about mental attributes and the way 
they interact will be needed to create such models. Identifying these component attributes in 
finer detail will allow for a mapping of the correct remedial pathways needed for attribute 
mastery (DiBello, Roussos, & Stout, 2007). 
DCMs can be effectively applied to subject areas outside of educational assessment, as 
46 
 
well. This is because the estimation methods used (even the Bayesian method) doesn’t preclude 
that the latent variables being studied were formally developed from applied cognitive 
psychological theory. If there are multiple latent traits to be uncovered, and statistical 
classifications are to be computed for each test taker, DCMs are appropriate.  
Another area involving DCMs where a lot of work is being done is in model estimation. 
Specifically, there are five issues involving model estimation that continue to have currency. 
First, since all model parameters must be able to be estimated uniquely and separately in order 
for the model to be fit well, sometimes two different but very similar parameters will have to be 
combined in order to get statistically distinct estimates. Also, more extensive Bayesian routines 
may need to be developed. Hartz (2002) was the first to re-parameterize the Fusion model in 
order to estimate it. Better methods for re-parameterizing models and even more extensive 
Bayesian routines will have to be developed as models become even more complex.  
Second, the availability and accessibility of relevant software to handle DCMs is limited 
compared to that of traditional latent variable models. This is an issue that has been somewhat 
ameliorated by the two software platforms R and Ox, which each can estimate even fairly 
complex DCMs, and the freeware interface of Mplus (Muthen & Muthen, 2006). However, R 
and Ox do not have user manuals and aren’t very user-friendly unless one has experience in 
programming. Mplus has an easy to understand manual, and has been the best advancement in 
this area so far. More free interfaces with user-friendly instructions need to be developed to deal 
with increasingly more complex models.  
A third current issue involving the estimation of DCMs is model fit. Lack of theoretical 
meaning for a component attribute can lead to some necessary skills being left out of the Q-
matrix. This means that predicted loading percentages for the constructed model will be off. 
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Better definition of attributes, at a finer grain size, is needed. Rupp and Templin (2008) showed 
with the DINA model, that the sensitivity of item parameters and their related item-attribute 
classification inaccuracies came from misspecifications in the Q-matrix. This method was 
formalized into an item-fit index by de la Torre (2008).  
Fourth, all 2k - 1 attribute profiles have to have a sufficient number of items to create all 
possible item-attribute combinations. Otherwise, all item-attribute classes will not be statistically 
well defined. This happens more in DCMs than in other latent class models (Rupp & Templin, 
2008) so finding more easily distinguishable attributes is an important issue in DCM model 
building.  
Lastly, the most important state-of-the-art model fit approach is called posterior 
predictive model checking (PPMC), where Bayesian predicted data are used to generate 
simulated data sets, each with its own test statistic. A hypothesis test then determines if the 
sample simulated data test statistics are different enough from the original sample distribution, 
and, therefore the null hypothesis of no difference in the data sets can be rejected. There would 
then be evidence of misfit potential (Levy, Mislevy, & Sinharay, 2007; Sinharay, 2005). 
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CHAPTER THREE  
METHOD 
The contents of chapter three are organized in the following way. First, the research 
purpose and questions of the study are presented. Second, participants and instruments used in 
this study are described. The development and validation of the Q-matrix are then discussed. 
Finally, the statistical and analytical approaches used to answer the research questions are 
presented. 
Purpose of the Study 
The purpose of this study was to use the Fusion model to estimate sixth and seventh grade 
students’ attribute mastery profiles consisting of four mathematics cognitive dimensions of 
understanding underlying UCSMP’s Algebra and Geometry Readiness test. The UCSMP’s 
Algebra and Geometry Readiness test consists of items related to the content of the Transition 
Mathematics Pre-algebra text, which integrates a significant amount of geometric work with pre-
algebra concepts. This textbook connects algebraic and geometric concepts to measurement, 
probability, and statistics. The latest software and hardware technologies were employed to allow 
students to explore mathematics concepts in several different ways.  
The UCSMP Algebra and Geometry Readiness test was not originally intended for 
diagnostic purposes, and therefore this application represents a reengineering or retrofitting of an 
existing proficiency test for the purpose of providing diagnostic information to teachers and 
students. The UCSMP Algebra and Geometry Readiness test items were conceptualized for this 
study as representing the cognitive attributes of skills, properties, uses, and representations.  The 
49 
 
dependability of the Fusion model in both identifying attribute profiles and the relations between 
cognitive skills and test items was evaluated, thus providing information about the validity of the 
diagnostic inferences derived from the UCSMP Algebra and Geometry Readiness test. 
Research Questions 
The following research questions were examined: 
1. How well does the Fusion model perform in estimating the diagnostic profiles in terms 
of cognitive attributes?  
2. Does the Q-matrix reliably relate the cognitive attributes to the items?  
3. What is the posterior probability for mastery of each cognitive attribute? 
4. How well do the test items from the Algebra and Geometry Readiness test produce 
valid diagnostic information?  
Participants 
The UCSMP Algebra and Geometry Readiness test that provides the data for this study 
was used as a posttest in the evaluation conducted of the University of Chicago School 
Mathematics Project’s (UCSMP) Transition Mathematics (Third Edition, Field-Trial Version) 
during the 2005-2006 academic year. Six schools in six states participated in the study. Two 
different groups of students comprised the sample: advanced students in sixth grade and on 
grade level students in seventh grade. The former consisted of a group of advanced sixth-grade 
students who used UCSMP Transition Mathematics in two schools (i.e., Schools 02 and 04 in 
Table 2) with a total of five classes (n = 95). They belonged to the experimental group in this 
study because they used UCSMP’s Transition Mathematics (Thompson, Senk, & Yu, 2012). 
The second group of students consisted of a group of eight matched pairs of seventh-
grade classes in four schools (n = 293). In these four schools (i.e., Schools 03, 05, 06, and 07 in 
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Table 2), the study participants were randomly assigned to classes. In each school, a matched 
pair of classes was chosen, with the matches being based on pre-test means on the Terra Nova 
CAT Survey 17C (Pretest), a standardized 32-item multiple-choice test (CTB McGraw-Hill, 
2001) designed for students in grades 6.6 through 8.2, and a UCSMP-designed test. Thus, there 
were 147 seventh grade students, in four different classes, who used UCSMP Transition 
Mathematics as their mathematics curriculum, and there were 146 seventh-graders, in four other 
classes, matched to the first four, but who served as the comparison group (i.e., the control 
group) because they used a different curriculum—the one already in place at each respective 
school. 
Table 3-1 shows students’ distributions in different demographic groups. At sixth grade, 
there were approximately half as many girls as boys in the classes at both schools. There were no 
control males and females in the 6th grade case study classes. At seventh grade, the numbers of 
boys and girls were fairly balanced in the Transition Mathematics group (i.e., in the experimental 
group; n = 75 for males, n = 72 for females). However, in the comparison classes (i.e., in the 
control group) there were more girls (n = 88) than boys (n = 58).  
The UCSMP Algebra and Geometry Readiness Test 
The UCSMP Algebra and Geometry Readiness test items were similar to, and sometimes 
identical to, 8th grade items from well-known tests, like TIMSS and NAEP. The UCSMP 
Mathematics Project directors, Dr. Zalman Usiskin, and Director of Evaluation for the Third 
Edition, Dr. Denisse Thompson, granted permission to the researcher to use these data for this 
study (See Appendix I for the actual letter). There were 24 items derived from the 40-item UCSMP 
Algebra and Geometry Readiness test used in this study. These 24 test items were developed to 
address several sub-content areas. These sub-content areas included: (a) variables and their uses 
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(6 items); (b) equations and inequalities (6 items); (c) measurement, including perimeter, area, and 
volume (10 items); and (d) transformations and symmetry (2 items) (Thompson, Senk, & Yu, 
2012). The internal consistency reliability of the original 40-item test was .86 as measured by 
Cronbach’s alpha. The reliability of the 24-item test was .83 for the current study. 
Table 3-1 
Distribution of Students in Each Group 
 Experimental Group Control Group  
School Male Female  Male Female  Subtotal 
 Grade 6  
02 20 9  0 0  29 
04 42 24  0 0  66 
Subtotal 62 33  0 0  95 
 Grade 7  
03 31 27  27 42  127 
05 4 3  2 6  15 
06 23 28  17 26  94 
07 17 14  12 14  57 
Subtotal 75 72  58 88  293 
Total 137 105  58 88  388 
 
Creation and Development of  Cognitive Attributes and the Initial Q-matrix 
Creation of Cognitive Attributes 
Identifying the cognitive attributes needed to correctly respond to a particular set of test 
items is an important step in deriving diagnostic information from those test items. Originally, the 
UCSMP Algebra and Geometry Readiness test items were developed based on four dimensions of 
understanding, collectively called by the acronym SPUR, because the four dimensions are:  Skills, 
Properties, Uses, and Representations. These four dimensions were reformulated in this study as 
cognitive attributes to diagnostically measure the knowledge, abilities, and skills needed to 
understand and learn Pre-algebra mathematics.  
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The four “dimensions” in the UCSMP study were defined as follows by Thompson and 
Senk (2006): 
Skills represent those procedures that students should master with fluency; they range from 
 applications of standard algorithms to the selection and comparison of algorithms to the 
 discovery or invention of algorithms, including procedures with technology. Properties are 
 the principles underlying the mathematics, ranging from the naming of properties used to 
 justify conclusions to derivations and proofs. Uses are the applications of the concepts to 
 the real world or to other concepts in mathematics and range from routine "word problems" 
 to the development and use of mathematical models. Representations are graphs, pictures, 
 and other visual depictions of the concepts, including standard representations of concepts 
 and relations to the discovery of new ways to represent concepts. (p. 2) 
 
In the UCSMP study, one item belonged to only one dimension; however, Table 3-2 
provides further elaboration (in a generalized way) that the four cognitive attributes, derived from 
these dimensions, can be more finely detailed. That is, an item may require that a person possess 
sub-skills from one or more of the attributes to correctly answer the item.  
However, in this study, the scope of the test questions was not restricted to being able to 
perform basic arithmetic operations like adding and subtracting fractions or solving simple 
geometric angle measurements. Instead, the scope of the test questions was larger, dealing with 
items that required higher level skills to solve more complex problems involving algebraic 
manipulations (beyond just one sub-content area such as fractions), conversions from cubes to 
squares, and being able to discern the shape of an unfolded prism. This larger scope required 
more coarsely-grained attributes to be defined than for an assessment of test items with a more 
restricted scope. A larger number of attributes creates more latent attribute profiles and makes it 
increasingly harder to estimate these profiles or for that matter, the item parameters (Rupp, 
Templin, & Henson, 2010).  
Furthermore, with only 24 items being diagnosed, it was necessary to not have too many 
attributes for fear of having some being matched to only a few or no items. Deconstructing the 
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coarsely grained attributes from the UCSMP study to create latent attributes akin to those seen 
in Table 3-2 would, therefore, cause an unnecessarily complex model for the task at hand.  
Figure 3-1 provides an example of a Transition Mathematics test item for each dimension (cognitive 
attribute) established from the UCSMP study. 
Table 3-2 
SPUR Sub-skills for Multiplication in Algebra 
Cognitive Attribute Label Elaboration 
Skills S1 Multiply positive and negative numbers.  
 S2 Solve and check equations of the form ax = b and ax + b = c. 
  S3 Solve and check inequalities of the form ax + b < c. 
Properties P1 Recognize and use the Repeated-Addition Property of 
Multiplication Properties of 1, 0, -1, and positive and positive and 
negative numbers. 
 P2 Recognize and use the Multiplication Properties of 
Equality and Inequality. 
Uses U1 Apply the Rate-Factor Model for Multiplication. 
  U2 
U2 
Find unknowns in real situations involving multiplication. 
 3 
U3 
Solve inequalities arising from real situations. 
 4 Answer questions involving percents and combined percents. 
 U5 Calculate probabilities of independent events. 
Representations R1 Perform expansions or contractions with negative magnitudes on a 
coordinate graph. 
 R2 Graph equations of the form y = ax + b. 
Note: Taken from the Chapter 8 Review: Multiplication in Algebra within the adapted text.   
Adapted from Transition Mathematics: UCSMP Grades 6-12 (pp. 549-551), by Viktora et al., 
2008, Wright Group/ McGraw-Hill.  
Development of the Initial Q-matrix 
The process of identifying which attributes underlie a set of test items and which 
attributes are needed to answer each item is also a critical part of cognitive diagnostic assessment. 
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This process results in a Q-matrix that depicts the relations between test items and cognitive 
attributes. The developers of the UCSMP Algebra and Geometry Readiness test created each item 
to address one particular SPUR dimension but recognized that more than one dimension could be at play. 
For this study, it was the case that the test items used in this study could be coded for more than 
one attribute (i.e., more than one attribute is needed to correctly solve the item). 
Skills: Solve and check by substitution. 
 1.2 6.5
5
x
    
 
Properties: Suppose x is positive and y is negative. Then –xy is  
 A. always positive. 
 B. zero. 
 C. always negative. 
 D. sometimes positive, sometimes negative. 
 
Uses: Harry ate 30% of a pie. Ted ate 60% of what was left. How much of  
the whole pie did Ted eat? 
 
Representations:   Let K = (0, -6), I = (-2, 0), T = (0, 4), and E = (2, 0). Graph KITE and its 
image under a size change of magnitude
3
4
 .  
 
Adapted from Transition Mathematics Chapter 8 Review: Multiplication in Algebra (pp. 549-
551), by Viktora et al., 2008,  Wright Group/ McGraw-Hill.   
Figure 3-1. Exemplary item-dimension matches from the Transition Mathematics 7th grade 
Algebra and Geometry Readiness test 
      Background of the Expert Panel Members. In existing studies (e.g., Lee, Park & 
Taylan, 2011; Tatsuoka, Corter, & Tatsuoka, 2004) that developed Q-matrices for mathematics 
tests, there were three to five experts recruited in the developing team. In this study, the Q-matrix 
for the 24-item Algebra/Geometry Readiness test items was developed by this researcher, one 
mathematics educator, and two in-service mathematics teachers. This researcher (hereafter labeled 
Coder 1) is a Ph.D. candidate in Measurement and Research and has a background in Applied 
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Statistics and Measurement, having completed a Master’s in Biostatistics and a Ph.D. cognate in 
Mathematics Statistics.  
Coder 1 (this researcher) has written test items for college level mathematics and statistics 
courses over the last five years, and developed an online Statistics course for Business majors. 
Coder 1’s research expertise is in the area of diagnostic classification models. The second expert 
was Dr. Denisse Thompson (hereafter labeled Coder 2), a mathematics educator with more than 
30 years of experience and who helped create the UCSMP test and its items. 
The third and fourth coders were secondary mathematics teachers and doctoral students in 
the mathematics education program—one who has a master’s degree in mathematics education 
with three years of experience teaching mathematics at the college level, and the other who has the 
same degree but with slightly less teaching experience. All four experts participated in the process 
of creating the Q-matrix. (The document describing how the experts were to define item-attribute 
matches is attached as Appendix II).  
Initial Q-matrix Development. Developing the initial Q-matrix in this study began by 
having the content specialists review the purpose of the study, read the prepared documentation 
regarding cognitive attributes used in the study (e.g., a list of cognitive attributes, test items, 
definitions and elaboration of cognitive attributes, and exemplary test items with corresponding 
cognitive attributes), become familiar with the coding instructions (e.g., more than one attribute 
allowed), and begin to understand what the expected final Q-matrix product would look like. 
Once this background information was reviewed, the researcher communicated independently with 
each of the other experts to settle any differences of opinion any of them had regarding the 
dimensions, grain size or cognitive definitions of the attributes. For Dr. Thompson, these 
differences were worked out face-to-face, but for the other two experts, this was done via email. 
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Any ideas about the appropriateness of the attributes for the test items used, or whether additional 
attributes should be defined and used were discussed at this juncture as well. This interactive 
process between the researcher and each of the three coders was used to ensure that each coder 
had the same ideas about how to yield the Q-matrix for the Algebra and Geometry Readiness test 
items. 
Next, all four members of the expert panel coded the items individually to produce their 
own Q-matrix. During this coding period, coders were allowed to ask the researcher any questions 
they had regarding item-attribute matches. One of the coders did ask whether additional attributes 
should be defined due to a perceived lack of item discrimination capacity for the attributes.  It was 
explained that the software would validate or fail to validate the item-attribute matches and that the 
item parameter r* would indicate the diagnostic capacity of an item for an attribute.     
  Ideally, after each coder created their own Q-matrix, the panel would have gotten together 
to discuss their matrices and to see where there were consistencies and differences; individual test 
items would be discussed on a one-on-one basis; and, changes would be made, if necessary, until 
all four coders agreed on the attribute sets for each item. Adding more cognitive attributes to the 
original four attributes was a possible scenario if the coders indicated a need to do so. The actual 
process was somewhat different than this, though.  
Two of the experts, the researcher and Dr. Thompson (Coders 1 and 2, respectively), 
met in person after each of the four coders had independently created their individual Q-matrix. 
Specifically, Coders 1 and 2 started by matching one or more attributes to each item, basing their 
matches on the theoretical strengths of attribute-item matches, and the levels of granularity of 
each attribute.  The two coders discussed all differences in their two Q-matrices to the point of 
arriving at a common matrix. This matrix thereby became the template for the test scoring 
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analysis as Coders 1 and 2 were given more weight than the other two coders. The two matrices 
from Coders 3 and 4 were used to affirm the selections in the first two matrices (a more detailed 
explanation of the process follows in Chapter 4).  
Q-matrix Validation and Data Analysis 
The initial Q-matrix was used to conduct the further validation of the Q-matrix using a 
statistical method (i.e., the Fusion model analyses). Based on the statistical outputs of the Fusion 
model analyses, qualitative reviews of the coding by the researcher and expert panel members 
were conducted. The process of the Q-matrix validation was iterative, whereby just one 
uninformative item-parameter match was eliminated at a time, using the previous run of the 
Arpeggio simulation to determine the non-informative values. The final Q-matrix was obtained 
after several iterations of the validation process. This final Q-matrix was used to conduct the 
Fusion model analyses using the Arpeggio software to obtain students’ diagnostic profiles.  
Since the Q-matrix validation processes involved statistical approaches that were used to 
answer research questions one, two, and three in this study, the detailed validation processes and 
methods can be found in the following section, which explains how the research questions were 
answered in this study. Basically, the iterative process of the Q-matrix validation occurred by 
conducting the Fusion model analyses with the initial Q-matrix using the Arpeggio software to 
obtain parameter estimates and relevant statistics. Based on these parameter estimates and 
statistics, the initial Q-matrix was refined. The refined Q-matrix was then used to conduct the 
Fusion model analysis again. When the final refinements to the Q-matrix were completed, the 
Fusion model was run to obtain a diagnostic attribute profile for each student. 
Analyses for Questions One and Two 
The first research question was “How well does the Fusion model perform in estimating 
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the diagnostic profiles in terms of cognitive attributes?”. The second research question was “Does 
the Q-matrix reliably relate the cognitive attributes to the items?”. The creative process of the Q-
matrix is iterative and highly related to the performance of the Fusion model.  
To estimate attribute profiles, one must obtain stable parameter estimates from the Fusion 
model. To do so, the following statistics were derived and obtained from the Arpeggio software 
and evaluated: (a) the Markov Chain Monte Carlo (MCMC) convergence numbers; (b) the Fusion 
model parameter estimates; and (c) the model-data fit. The MCMC convergence statistics were 
used to answer RQ1. The Fusion model parameter estimates and the model-data fit statistics were 
used to answer RQ2. 
MCMC Convergence.  The Arpeggio software package uses a Bayesian estimation 
procedure with an MCMC algorithm that estimates both the item and examinee parameters. The 
Fusion model run by the software used the MCMC chains of simulated values to estimate these 
parameters, and each time period from the chain produced a different set of simulated parameter 
values. Because it is always hard to tell from the MCMC estimation algorithm if a particular 
parameter’s estimation process has stabilized, convergence is hard to confirm. Therefore, an 
alternate method of validating convergence was needed. This alternate method was to examine 
the time-series chain plots and the density plots, created from the R software platform, using the 
Coda package (Plummer, Best, Cowles, & Vines, 2015; The R Foundation for Statistical 
Computing, 2010). These plots showed which parameters attained convergence and which did 
not. The density plot was used to determine if and when the mean of each estimated parameter 
had stabilized (converged). The convergence was considered to have occurred if the density plot 
appeared unimodal and normalized with a small standard deviation. Non-constant or inconsistent 
spiking in the time-series chain plot would indicate non-convergence of a parameter (See Chapter 
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Two for examples of what the plots look like). 
A burn-in phase of some ample amount of iterations of the MCMC chain, using simulated 
values, was necessary to prime the simulation pump and to provide useful values of the 
parameters in the appropriate Bayesian distribution. The burn-in values were discarded and after 
several subsequent trials the proper length MCMC chain and number of burn-in steps was 
determined. Using two similar studies as a guide, Li (2011) found that a chain length of 60,000 
with 30,000 burn-in steps was acceptable for estimating all the parameters, in a study with five 
cognitive attributes and 20 items, while Jang (2009) was able to use a chain of just 30,000 and a 
burn-in of 13,000 for nine attributes and 37 items. Since there were 24 items with four attributes 
in this study, the Markov chain lengths of 30,000, 40,000, 50,000, and 60,000 with burn-ins of 
15,000 and 30,000 were examined to choose the best combination of each with which to run the 
Fusion model.  
      It is a common practice that the Q-matrix needs to be revisited if the convergence does not 
occur. If the reason for the lack of convergence for one or more parameters is due to too few items 
being matched with a particular attribute (i.e., there is not enough information to estimate the 
attribute’s parameters), that parameter can be combined with another to create a new attribute. A 
set of estimated parameters can be simplified by removing certain parameters whose statistical 
values are not as expected so that the Q-matrix can be refined. The next section, called the Fusion 
model parameter estimates, will discuss this. 
      Fusion Model Item Parameter Estimates. There were three item parameters produced by 
the Arpeggio software that were used in this study to evaluate how well the Fusion model 
performed and to refine the Q-matrix. These item parameters were:  πi*, ci*, and rik*. The πi* 
parameter, ranging from 0 to 1, represents the probability of correctly answering an item i for 
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those who master all the required attributes for that item. A πi* value below 0.6 indicates that the 
item is unduly difficult for the required attributes so either a different set of attributes or more 
difficult attributes are needed for that item. The ci* parameter is an indicator of the probability of 
someone relying on cognitive attributes other than those specified in the Q-matrix. A high value of 
the c parameter (i.e., ci* ≥ 2) means that all the attributes needed to correctly answer the item 
associated with that parameter are already completely specified within the Q-matrix and, therefore, 
the c parameter for that item can be eliminated from the parameter estimation process. The rik* 
parameter, a statistic for entries in the Q-matrix, is an inverse indicator of a diagnostic capacity of 
item i for attribute k. The attribute can be removed from the required item in the Q-matrix (i.e., 1 
changed to a 0) when the rik* parameter has a value greater than 0.9, indicating that the item does 
not require mastery of that attribute to correctly answer the item. However, caution was taken in 
removing such parameters, as removing too many Q-matrix entries with high rik* estimates would 
have almost certainly changed the number and variety of the item-attribute specifications in the 
original Q-matrix, thus, seemingly invalidating it. Therefore, the elements in the Q-matrix were 
not removed unless there was both statistical evidence that they should be (an rik* value > .9, or a 
ci* value > 2) and a solid theoretical foundation for doing so. So, it was the case then, that the 
elements with the largest ci* and largest rik* parameters would have to be deleted from the Q-
matrix; but, this was done one element of the Q-matrix at a time to iteratively check to see when 
and if a particular parameter deletion affected its item-attribute structure. Some of the entries with 
the largest rik* parameters were deleted, simply because they were the only parameters associated 
with a particular item for a particular attribute. Removing these entries under such conditions left 
those items without any way of indicating diagnostic capacity for the only attribute that is 
matched with them (Li, 2011). The definitions, value ranges, and criteria of these item parameters 
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are summarized in Table 3-3.  
Table 3-3 
The Fusion Model Item Parameters, Ranges, and Criteria 
Notation Definition Range Criterion 
πi* 
The probability of solving an item 
when someone has mastered all the 
necessary attributes for that item                      
0 to 1 
A value < .6 means that the item is 
difficult even with the necessary 
acquired attributes for that item 
rik* 
The inverse diagnostic capacity of 
an attribute for a corresponding 
item; that is, the lower value 
indicates a higher diagnostic 
capacity.                                                                      
0 to 1 
A value > .9 indicates that attribute k 
is not required by item i 
ci* 
The degree to which an item 
response function is determined by 
attributes not assigned in the Q-
matrix. 
 0 to 3 
A value > 2 indicates that the item 
response function relies almost 
exclusively on attributes assigned in 
the Q-matrix   
 
An estimate of the probability of mastery for the four SPUR attributes was obtained from 
the Fusion model and estimated using the Arpeggio software. The Arpeggio program (Bolt et al., 
2008) then provided information to help modify the Q-matrix by removing non-significant item 
parameters and increased the overall estimation accuracy of the remaining item parameters, 
thereby, facilitating the process of building a valid Q-matrix. In other words, the Q-matrix was 
modified one parameter at a time, sometimes removing an rik* that indicated a lack of diagnostic 
discrimination between masters and non-masters of an attribute, and other times removing a c 
parameter above 2.0 that was not needed because all the attributes needed to be able to answer an 
item were already specified in the Q-matrix. 
Model-Data Fit. Model-data fit was evaluated by comparing the estimated (or predicted) 
statistics derived from the Fusion model with the observed statistics. In this study, there were 
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several methods used to evaluate model-data fit to answer if the Fusion model performed well in 
estimating the cognitive attribute profiles. These methods included: (1) the mean absolute 
difference (MAD) between observed and estimated examinee total scores as well as between 
observed and estimated item proportion-correct (p-value) scores; (2) the root mean square error 
(RMSE) between observed and estimated examinee total scores as well as between observed and 
estimated item proportion-correct (p-value) scores; (3) a comparison of cumulative probabilities 
for the estimated and observed total scores; and (4) a correlation between the examinees’ 
posterior probabilities of mastery (ppm) and their observed total scores. These model-data fit 
approaches were also used to choose the better Q-matrix (i.e., to compare the model-data fit for 
initial and refined Q-matrices) for diagnostic purposes.  
If the MADs and RMSEs between the observed and estimated statistics were small (close 
to 0), a claim of good model fit was supported. A graph that had a comparison of the observed and 
estimated total scores with cumulative probabilities was plotted. The two lines in the graph were 
expected to be very close to each other to indicate good model-data fit. Finally, correlation 
coefficients between the examinees’ posterior probabilities of mastery (ppm) and their observed 
total scores were computed, and scatter plots were obtained to represent the relationship 
graphically. A high, positive coefficient close to 1 was expected to indicate good model-data fit.  
Using Multiple Regression and the pdiff statistic for Q-matrix refinement. Multiple 
regression was used to validate the Q-matrix. The dependent variable was the test-taker total 
‘score’ statistic and the independent variables were the posterior probability of mastery (PPM) 
statistics measured for each attribute listed in the Q-matrix. The regression coefficient for each 
attribute was checked to see if it significantly predicted the total ‘score’. The coefficient of 
determination, or R2, was also examined from the regression analysis. This statistic was used to 
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measure the percent of the variance in the item difficulty that was determined by the variance in 
each respective cognitive attribute. The larger R2
 
statistic along with significant regression 
coefficients for attributes indicated a good Q-matrix. 
Another measure used to select a better Q-matrix was an observed proportion difference 
(pdiff) of correct answers between mastery and non-mastery groups from the Fusion model for 
each item. Substantial differences across the items indicated good model-data fit. Greater 
differences across the items for the refined Q-matrix compared to the initial Q-matrix indicated a 
better Q-matrix.  
Analyses for Question Three 
The third research question is “What is the posterior probability for mastery of each 
cognitive attribute?”   
The final, refined Q-matrix was used to obtain the posterior probabilities of mastery 
(PPM) for the four cognitive attributes for each examinee by conducting the final round of 
diagnostic classification analyses using the Arpeggio software. This question was answered by 
taking the Bayesian estimates of the item parameters using the Bayesian MCMC procedure. 
Posterior distributions of Markov chains for all the model parameters were obtained when the 
MCMC chains converged to show the completed posterior distributions of each. When 
convergence occurred, the probability of mastery for each cognitive attribute was calculated as 
was the probability of each examinee for possessing each attribute. In this study, the posterior 
probabilities of mastery for the four cognitive attributes for each examinee were calculated, with 
the resulting diagnostic profile indicating the mastery level of each attribute.  
The diagnostic profile included the probability of mastery for each attribute and the 
classification of these posterior probabilities into three categories of mastery, with a ppm of 0.6 
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and above defined as master, a ppm below 0.4 as non-master, and a ppm between 0.4 and 0.6 as 
indifferent. These cutoff probabilities were used by Hartz (2002) and Jang (2005), and further 
justified by simulation studies that compared the reliability of different diagnostic assessment 
classifications when different cutoff values were used (Rupp, Templin, & Henson, 2010). In 
addition, the proportion of examinees estimated by the Fusion model as masters and non-masters for 
each cognitive attribute (Pk) was obtained from the Arpeggio software. The Pk is also used as an 
indication of attribute difficulty. The higher proportions the masters have, the easier the attributes 
are. The congruence of these mastery proportions of cognitive attributes with the experts’ 
expectations indicated the valid diagnostic profiles derived from the Fusion model and the reliability 
of the Q-matrix.   
Analyses for Question Four 
The fourth research question is “How well do the test items from the Algebra and 
Geometry Readiness test produce valid diagnostic information?” 
The fourth research question was answered by examining if the test items could 
discriminate between the masters and non-masters. The diagnostic capacity of the test items was 
determined to be sufficiently robust if the proportion-correct for masters of the attributes needed 
for successful completion of an item was at least 0.4 more than that for non-masters (Hartz & 
Roussos, 2005). The proportion-correct difference between masters and non-masters was 
denoted as pdiff. The Arpeggio software computed the observed proportion-correct for each item 
for both masters and non-masters. A high degree of model data fit was indicated if there was an 
ample pdiff between these two groups. Since the actual test data were used to check the 
authenticity of the simulated data model, the pdiff potentially became the basis for defining a good 
model fit, and, thus, a measure of “internal validity”, as the theoretical effect of attribute mastery 
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is that it causes an increased number of correct responses than lack of attribute mastery does 
(DiBello, Roussos, & Stout, 2007; Li, 2011).  
   Furthermore, a multiple regression analysis was conducted to see how well the total 
scores were predicted by the posterior probabilities of mastery (ppm) of cognitive attributes for 
examinees. The regression coefficients for cognitive attributes and adjusted R2 were checked. The 
significant regression coefficients and larger adjusted R2 were expected to indicate the valid 
diagnostic profiles obtained from the test items. Finally, the correlations among the four cognitive 
attributes were computed. A moderate coefficient (around .5) between the attributes was expected. 
A correlation coefficient closer to ‘1’ would show a high degree of dependence between two 
attributes, indicating that the list of cognitive attributes described as being needed for this study 
would need to be re-examined.  
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 CHAPTER FOUR 
      RESULTS 
Chapter Four presents the results of the data analyses conducted using the Fusion model.  
The chapter begins with a brief explanation of the results based on Classical Test Theory (CTT). 
The rest of the chapter is concerned with the results obtained from the Fusion model, and how 
the analyses answered the four research questions asked in this study. First, how the Q-matrix 
was initially specified is discussed, followed by the iterative process used to arrive at the final Q-
matrix involving the evaluation of MCMC convergence and item parameter estimates. Next, the 
item parameters from the Fusion model are analyzed to see how they relate to the four cognitive 
attributes. Then, the posterior probability of mastery for each test taker for each attribute is 
examined.  Finally, the overall diagnostic capacity of the items, determined by comparing the 
proportion-correct among masters and non-masters, is discussed. 
        Item Descriptive Statistics Based on CTT 
Before presenting the results of the diagnostic cognitive models, the item p-values or item 
difficulties, which measure the proportion of test takers correctly answering an item, and item-
total correlation, or point-biserial correlation (pbis), or the discrimination power of the item for 
the UCSMP Algebra and Geometry Readiness test items, are presented  As can be seen in Table 4-
1, the p-values ranged from .34 (item 32) to .91 (item 9) for the 24 items, an acceptable range 
since less than .2 for an item would indicate it was too difficult and a p-value of .9 or higher 
would indicate that the item was too easy.  The corrected pbis (cpbis) for the 24 items ranged 
from .11 (item 4) to .58 (item 18), where .4 or above indicates very good discrimination by the 
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item, and between .3 and .4 indicates “good” discrimination (DeVellis, 1991). Only 6 of the 24 
items were below .3 in this study, including items 1, 4, 17, 25, 30, and 32. Among these six items, 
items 4, 17, 25, and 32 had the alpha-deleted values over the original test alpha (i.e., .82), 
indicating when deleting these items separately, the overall test alpha increased.    
Table 4-1 
Item Difficulty and Discrimination Based on CTT 
Item p-value pbis. cpbis. alpha-deleted 
1 .65 .37 .27 .82 
3 .85 .50 .44 .81 
4 .59 .22 .11 .83 
6 .73 .43 .35 .81 
8 .72 .56 .49 .81 
9 .91 .47 .42 .81 
10 .66 .58 .50 .81 
11 .64 .48 .39 .81 
12 .89 .43 .37 .81 
13 .65 .48 .39 .81 
16 .51 .42 .33 .82 
17 .44 .12 .01 .83 
18 .79 .64 .58 .80 
21 .74 .59 .53 .81 
23 .86 .49 .43 .81 
24 .72 .51 .44 .81 
25 .45 .33 .23 .82 
26 .86 .42 .36 .81 
30 .52 .35 .25 .82 
31 .86 .50 .44 .81 
32 .34 .29 .20 .82 
33 .80 .58 .52 .81 
34 .58 .47 .39 .82 
37 .74 .61 .55 .82 
Note. Cronbach’s α for internal consistency reliability =.82; N = 388. p-value = Proportion of 
correct; pbis. = Point biserial correlation; cpbis. = Corrected point biserial correlation; alpha-
deleted = Alpha when the item was deleted. 
 
   Q-matrix Specification and the Initial Q-matrix 
The initial Q-matrix was created by four coders, including the researcher (Coder 1), 
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mathematics education emeritus professor (Coder 2), and two secondary mathematics teachers 
(Coders 3 and 4). All four coders independently created their own Q-matrices (see Appendix I for 
all four Q-matrices). The coding of the four raters matching attributes to items is presented in Table 
4-2. Table 4-3 shows the number of raters initially matching an attribute to an item. Based on the 
numbers in Table 4-3, the attribute was considered one required by an item if the number of 
raters was 3 or 4. If the number of raters was 0 or 1 in the cell, then the corresponding attribute 
was judged to be not required by the corresponding item. For instance, Item 4 had the rater 
numbers of 3, 3, 0, 0 for A1 to A4, respectively, indicating that three raters considered A1 
(Coders 1, 2, 4; see Table 4-2) and A2 (Coders 2, 3, and 4), but no one considered A3 (Uses) and 
A4 (Representations) as required attributes to answer Item 4 correctly. Thus, A1 (Skills) and A2 
(Properties) were considered the required attributes for Item 4.  
When exactly two raters considered an attribute required for an item (i.e., the number was 
2 in the cell of Table 4-3), Coders 1 and 2 collaboratively discussed these items and determined if 
the attribute was needed for an item, eventually resulting in the initial Q-matrix shown in Table 4-4 
for conducting the Fusion model analyses using the Arpeggio program.  
The items needing discussion included item 1 with A2, item 3 with A1, item 6 with A1, 
item 8 with A1 and A2, item I9 with A4, item 10 with A1, item 13 with A1 and A2, item 18 with 
A1 and A2, item 23 with A1, item 30 with A1, item 31 with A1, and item 37 with A4. Nine of 
these 12 items were associated with A1 (Skills), 4 items with A2 (Properties), and 2 items with A4 
(Representations).  There are a total of 96 cells in Table 4-3 and only 15 (about 15.6%) cells 
needed further discussion regarding whether the item-attribute relationship was kept or not. In 
other words, approximately 84.4% of the item-attribute relationships had 75% (i.e., the coding of 1 
or 3 in Table 4-3) or 100% (i.e., the coding of 0 or 4 in Table 4-3) matching agreement among the 
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four coders. These 12 items associated with the corresponding attributes and their final decisions 
were discussed one-by-one in detail and are presented below.    
Table 4-2 
The Coding of Four Raters Matching Attributes to Items on the UCSMP 8th Grade Algebra and 
Geometry Test 
Item Coder 1 Coder 2 Coder 3 Coder 4 
1 A1 A1 A2 NONE A1 A2 
3 A1, A3 A1 A3 A3 A2 A3 
4 A1 A1 A2 A2 A1 A2 
6 A1, A4 A1 A2 A4 A2 A4 A2 A4 
8 A1, A3 A1 A3 A2 A3 A2 A3 A4 
9 A2 A1 A2 A4 NONE A2 A4 
10 A2 A1 A2 A2 A1 A2 A4 
11 A2 A2 A3 A2 A4 A2 
12 A1, A2 A1 A2  A1 A2 
13 A1, A2, A3 A1 A3 A3 A2 A4 
16 A2 A2 A2 A1 A2 
17 A2, A4 A1 A2 A4 A2 A4 A2 A4 
18 A1 A2 A3 A1 A3 A3 A2 A3 A4 
21 A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4 A2 A3 A4 
23 A1 A2 A2 A1, A2 A2 
24 A2 A4 A1 A4 A2 A4 A2 A4 
25 A1 A1 A1  A1 A2 
26 A4 A1 A4 A4 A2 A4 
30 A1 A2 A4 A1, A2, A4 A2 A4 A2 A4  
31 A1 A4 A1, A2, A4 A2 A4 A2 A4  
32 A1 A2 A1 A2 A3 A2 A3 A4 A1 A2 A3 
33 A2 A4 A1 A4 A2 A4 A2 A4 
34 A1 A2 A1 A3 A2 A4 A1 A2 
37 A2 A1 A2 A4 NONE A2 A4 
Note. A1 = Skills; A2 = Properties; A3 = Uses; A4 = Representations; Coder 1 = The researcher; 
Coder 2 = Mathematics education emeritus professor; Coder 3 = Secondary mathematics teacher; 
Coder 4 = Secondary mathematics teacher.  
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Table 4-3 
The Number of Raters Initially Matching an Attribute to an Item on the UCSMP 8th Grade 
Algebra and Geometry Test 
Item A1 
(Skills) 
A2 
(Properties) 
A3 
(Uses) 
A4 
(Representations) 
Initial Q-matrix 
1 3 2 0 0 A1, A2 
3 2 1 4 0 A1, A3 
4 3 3 0 0 A1, A2 
6 2 3 0 4 A1, A2, A4 
8 2 2 4 1 A1, A3 
9 1 3 0 2 A2 
10 2 4 0 1 A1, A2 
11 0 4 1 1 A2 
12 3 3 0 0 A1, A2 
13 2 2 3 1 A1, A2, A3 
16 1 4 0 0 A2 
17 1 4 0 4 A2, A4 
18 2 2 4 1 A1, A2, A3 
21 3 4 4 4 A1, A2, A3, A4 
23 2 4 0 0 A1, A2 
24 1 3 0 4 A2, A4 
25 4 1 0 0 A1 
26 1 1 0 4 A4 
30 2 4 0 4 A1, A2, A4 
31 2 3 0 4 A1, A2, A4 
32 3 4 3 1 A1, A2, A3 
33 1 3 0 4 A2, A4 
34 3 3 1 1 A1, A2 
37 1 3 0 2 A2 
 
For items 3, 6, 8, 13, 18, 30, and 31, Coders 1 and 2 initially matched A1 to these items. 
Thus, A1 was kept for these items even though Coders 3 and 4 did not choose it. As for items 10 
and 23, only Coders 2 and 4 assigned A1 to Item 10 while Coders 1 and 3 matched A1 to item 23. 
After discussion between Coders 1 and 2, items 10 and 23 required sufficient skills (A1) as well as 
understanding identity properties (A2) in order to have a high probability of answering the item 
correctly. Thus, A1 was kept for these two items as well. 
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Items 1, 8, 13, and 18 had only two coders to match A2 to these items. In the case of item 
8, neither Coder 1 or 2 assigned A2 to item 8 so A2 was not kept for that item. As for item 1, 
Coders 2 and 4 initially considered A2, but Coders 1 and 3 did not (see Table 4-2). After further 
discussion between Coders 1 and 2, the latent attribute for understanding properties (A2) was 
considered one required to correctly answer item 1, along with the requisite skills (A1). Items 13 
and 18 had similar coding patterns among the four coders. Coders 1 and 4 initially assigned A2 to 
these two items.  After discussion between Coders 1 and 2, understanding the property of the order 
of operations (A2) was considered a necessary attribute for getting these items right with a high 
order of probability. 
For items 9 and 37, the coding patterns were consistent among all four coders, as shown in 
Table 4-2. Coders 2 and 4 considered A4 for these two items, in addition to A2 (75% agreement). 
After further discussion between Coders 1 and 2, only A2 was kept for these two items because the 
item focused on the property of sequences and so what was needed was “understanding a property” 
(A2).  
 The Q-matrix Validation and the Final Q-matrix 
The initial Q-matrix was validated with the Fusion model through the evaluation of item 
parameter estimates and item diagnostic capacity. The item parameter estimates from the initial run 
of the Arpeggio program with the initial Q-matrix (see Table 4-4) are shown in Table 4-5. The 
differences of proportion-correct scores (pdiff) for masters and non-masters are presented in Figure 
4-1. The gap of pdiffs between masters and non-masters for each item represents the item’s 
diagnostic capacity. The larger gap means the better diagnostic capacity for the item. As shown in 
Table 4-5, there were only two r* parameters that had values greater than or equal to .90, 
indicating that those two attributes had a lack of diagnostic capacity for their particular items. 
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These two items and their associated attributes were item 12 with attribute 1 (Skills) and item 17 
with attribute 2 (Uses). Figure 4-1 shows that all the items had diagnostic capacities between 
masters and non-masters except for item 17. Item 17 had a negative diagnostic capacity, meaning 
that there were more non-masters answering item 17 correctly than masters. 
Table 4-4 
The Initial Q-Matrix for the Fusion Model Analyses 
Item A1 
(Skills) 
A2 
(Properties) 
A3 
(Uses) 
A4 
(Representations) 
Total 
1 1 1 0 0 2 
3 1 0 1 0 2 
4 1 1 0 0 2 
6 1 1 0 1 3 
8 1 0 1 0 2 
9 0 1 0 0 1 
10 1 1 0 0 2 
11 0 1 0 0 1 
12 1 1 0 0 2 
13 1 1 1 0 3 
16 0 1 0 0 1 
17 0 1 0 1 2 
18 1 1 1 0 3 
21 1 1 1 1 4 
23 1 1 0 0 2 
24 0 1 0 1 2 
25 1 0 0 0 1 
26 0 0 0 1 1 
30 1 1 0 1 3 
31 1 1 0 1 3 
32 1 1 1 0 3 
33 0 1 0 1 2 
34 1 1 0 0 2 
37 0 1 0 0 1 
Total 16 20 6 8 50 
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Table 4-5 
Item Parameter Estimates for the Initial Q-matrix 
Item π* r*1 r*2 r*3 r*4 c 
1 .77 .67 .87   1.90 
3 .99 .82  .61  2.33 
4 .66 .81 .88   2.34 
6 .90 .71 .87  .88 1.67 
8 .96 .65  .78  1.20 
9 .99  .77   2.37 
10 .94 .62 .65   .96 
11 .89  .75   .85 
12 .98 .90 .81   2.28 
13 .82 .78 .71 .44  2.21 
16 .75  .79   .71 
17 .47  .93  .86 2.62 
18 .99 .55 .81 .76  1.94 
21 .96 .85 .51 .72 .81 1.72 
23 .97 .87 .73   2.11 
24 .93  .56  .63 1.74 
25 .57 .55    1.49 
26 .98    .86 1.75 
30 .66 .83 .64  .33 2.51 
31 .98 .89 .79  .85 2.18 
32 .42 .71 .57 .71  2.31 
33 .97  .54  .57 2.31 
34 .79 0.68 .42   1.60 
37 .96  .38   1.55 
Attribute  A1 A2 A3 A4  
Value  .79 .79 .79 .78  
 Note. π* = probability of correctly answering an item i for those who master all the required 
attributes for that item.  r*1 = diagnostic information for Attribute 1; r*2 = diagnostic information 
for Attribute 2; r*3 = diagnostic information for Attribute 3; r*4 = diagnostic information for 
attribute 4; c = an indicator of relying on cognitive attributes other than those specified in the Q-
matrix. The blank cell represents that an item does not require an attribute; A1 = Skills; A2 = 
Properties; A3 = Uses; A4 = Representations. 
 
The corrected point-biserial correct (cpbis) for item 17 in Table 4-1 was .01 and the alpha 
reliability increased when item 17 was deleted (alpha-deleted = .83 in Table 4-1 and the original 
alpha = .82). Based on the principle of changing parameters one at a time, the entry of item 17 with 
attribute 2 in the initial Q-matrix was removed and the revised Q-matrix with examinees’ 
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responses was used to obtain a new set of item parameters and pdiffs. The diagnostic capacity of 
item 17 was still low (pdiff = .01). Thus, the entry of item 17 with attribute 4 (Representations) was 
removed as well; that is, item 17 was not used for the diagnostic purpose in this study.  
The final Q-matrix in this study is presented in Table 4-6; this did not include two attributes 
for item 17. A more detailed process of the final Q-matrix selection is described in the section on 
evaluation of the fusion model item parameters.            
Table 4-6 
The Final Q-Matrix for the Fusion Model Analyses 
Item A1 
(Skills) 
A2 
(Properties) 
A3 
(Uses) 
A4 
(Representations) 
Total 
1 1 1 0 0 2 
3 1 0 1 0 2 
4 1 1 0 0 2 
6 1 1 0 1 3 
8 1 0 1 0 2 
9 0 1 0 0 1 
10 1 1 0 0 2 
11 0 1 0 0 1 
12 1 1 0 0 2 
13 1 1 1 0 3 
16 0 1 0 0 1 
17 0 0 0 0 0 
18 1 1 1 0 3 
21 1 1 1 1 4 
23 1 1 0 0 2 
24 0 1 0 1 2 
25 1 0 0 0 1 
26 0 0 0 1 1 
30 1 1 0 1 3 
31 1 1 0 1 3 
32 1 1 1 0 3 
33 0 1 0 1 2 
34 1 1 0 0 2 
37 0 1 0 0 1 
Total 16 19 6 7 48 
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 Figure 4-1. Item Proportion-Correct Scores for Masters and Non-masters 
MCMC Convergence Evaluation 
The first research question was: “How well does the Fusion model perform in estimating 
the diagnostic profiles in terms of cognitive attributes?” The software Arpeggio for the Fusion 
model uses a Bayesian approach to estimate item and person parameters, so the first thing that 
must be done after running an MCMC estimation algorithm is to evaluate the MCMC 
convergence. The time series and density plots were applied to help better evaluate whether 
MCMC chain convergence had occurred, determining the stability of parameter estimation. Both 
plots show if the mean of the estimated parameters has stabilized. If a parameter has not 
converged, the time series plots will fluctuate up and down rather violently and the density plots 
will be inflated in size. One of each plot was generated for each item parameter. A chain length of 
30,000 and burn-in steps of 13,000 were used in this study because after several trials, they 
yielded stable and appropriate parameter estimates. 
Almost all the time series and density plots delineated from the test items were stable 
(time series) and smooth (density) but there were some that were not this way. For instance, the 
time series plot from the 30,000-chain length for the r* parameter fluctuated rather violently for 
Attribute 4 (Representations) required by item 17, denoted r*17_4. This fluctuating chain picture 
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was a possible indication that the estimation of the mean for this parameter (i.e., r*17_4) did not 
stabilize. The density plot for the r*17_4 parameter, provided more graphic evidence, as it also 
showed a possible lack of convergence, reflecting higher posterior standard deviations, in what 
should be a Gaussian-like curve, than would be expected with superior convergence. This was the 
reason why attribute 4 for item 17 was removed from the Q-matrix. Parameters π*25 and r*25_1 
also displayed potentially problematic convergence plots. The top of Figure 4-2 shows the 
30,000-chain time series (the left-hand side) and density (the right-hand side) plots for the r*17_4 
parameter. In contrast, at the bottom of Figure 4-2 are the time series and density plots for the π*4 
parameter, which refers to the π* (difficulty) parameter for Item 4. These are shown as an 
example of what the time series and density plots should look like when the convergence was 
seemingly confirmed for that parameter. It should be noted that the Arpeggio output columns for 
these parameters did not look significantly different than any of the other parameters.   
Evaluation of the Fusion Model Item Parameters 
The estimated item parameters can be seen in the Itemparms output file from the Arpeggio 
run. These estimated item parameters help answer the second research question, “Does the Q-
matrix reliably relate the cognitive attributes to the items?”. The item parameter estimates based 
on the final Q-matrix are shown in Table 4-7. The π* parameter measures the probability that a 
test taker who is a master of all skills needed to successfully answer an item will properly apply 
them all in the answering process. The average π* parameter in Table 7 is .84, showing that the 
identified attribute-item matches are more than adequate. However, items 17, 24, and 31 had π* 
values of .46, .55, .43, respectively, which were less than a criterion of .60 (Roussos et al., 2007), 
indicating that these three items are excessively difficult for the attributes assigned to them. These 
three items also had the lowest proportion-correct values (.44, .45, and .34, respectively; see Table 
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4-1). 
 
 
Figure 4-2. Time series and density plots for the r*17_4 (top) and π*4 parameters (bottom)   
The r* parameter measures the diagnostic capacity of an attribute for a particular item. This 
parameter is an inverse indicator of diagnostic capacity; that is, the parameter value is lower for an 
item (closer to 0) when the item requires the mastery of an attribute to be able to answer the item 
correctly. According to Roussos et al. (2007) and Jang (2009), the standard for considering 
removing an attribute from the Q-matrix should be if an r* parameter is greater than 0.9.  Using 
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this standard, only item 31 with attribute 1 (Skills) had an r* value of .90, suggesting that attribute 
1 would be considered as lacking diagnostic capacity in discerning masters from non-masters for 
item 31. A high r* value for attribute 1 required by item 31 also indicated that item 31 probably 
could  have been answered correctly even without mastering attribute 1. If the item is easy, the 
diagnostic capacity should be low, and this is what occurred with item 31. The proportion correct 
and π* for item 31 were .86 and .98, respectively. In this study, attribute 1 was kept for item 31 
because the experts thought it was a crucial attribute. 
The parameters in Table 4-7 were obtained without removing the ‘c’ parameters from 
parameter estimation process (i.e., without constraining the ‘c’ parameter). The ‘c’ parameter is 
the parameter that indicates the degree that the item response function relies on skills not 
explicitly described by the Q-matrix. In the present study, only one r* parameter was greater than 
or equal to 0.9, when ‘c’ was unconstrained, therefore, there was no need to constrain ‘c’ 
parameters. The Fusion model is designed to be able to discern, and to quantify guesses, and it 
should be used in that way if the other parameters are not affected in a large way and the model is 
not much less parsimonious by so doing. With only one diagnostic capacity parameter being 
potentially problematic, it is unlikely the overall item-attribute match integrity of the Q-matrix 
would be altered if they were removed.  The Fusion model is at its best when the ‘c’ is 
unconstrained, as intended, as it can more precisely estimate guessing. As long as using an 
unconstrained ‘c’ doesn’t subsume the power of the r* parameter to predict discrimination 
between masters and non-masters, and as long as the model is not much less parsimonious by 
having the ‘c’ parameter be unconstrained, it should be used this way, and was in this study.  
 
 
79 
 
 
Table 4-7 
Item Parameter Estimates for the Final Q-matrix 
Item π* r*1 r*2 r*3 r*4 c 
1 .77 .71 .88   1.80 
3 .99 .86  .51  2.41 
4 .66 .78 .83   2.45 
6 .89 .72 .88  .86 1.67 
8 .96 .55  .83  1.22 
9 .99  .76   2.40 
10 .93 .50 .66   1.05 
11 .89  .74   .81 
12 .98 .87 .81   2.33 
13 .83 .83 .71 .40  2.07 
16 .77  .84   .58 
17 .46     2.53 
18 .98 .49 .84 .74  2.00 
21 .96 .85 .52 .70 .73 1.76 
23 .97 .86 .69   2.22 
24 .91  .54  .71 1.72 
25 .55 .54    1.69 
26 .98    .88 1.72 
30 .64 .89 .65  .37 2.43 
31 .98 .90 .84  .75 2.20 
32 .43 .74 .58 .67  2.25 
33 .97  .68  .31 2.43 
34 .77 .64 .36   1.78 
37 .97  .36   1.54 
Note. π* = probability of correctly answering an item i for those who master all the required 
attributes for that item.  r*1 = diagnostic information for Attribute 1; r*2 = diagnostic information 
for Attribute 2; r*3 = diagnostic information for Attribute 3; r*4 = diagnostic information for 
attribute 4; c = an indicator of relying on cognitive attributes other than those specified in the Q-
matrix. The blank cell represents that an item does not require an attribute. The black cell 
indicates the entry was removed from the initial Q-matrix. 
 
Jang (2009) had 16 r* parameters that were greater than .90, which would have 
compromised the integrity of her Q-matrix had they all remained in her final model. The ‘c’ 
parameters were soaking up most of the variance in the item responses, so she made them all 
constant (coded ‘10’ in the arpeggio software). By so doing, 38 of her 67 r* parameters were 
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decreased in value, thus, allowing better discrimination power for these parameters on their 
respective item response functions. Only 6 of the 16 r* parameters that were greater than 0.9 had 
to be removed.   
Evaluation of the Fusion Model Fit to the Data 
One way of evaluating the degree that the Fusion model fits to the data was to compare the 
observed statistics with those predicted by the Fusion model. One way of doing this was to 
compare the cumulative frequencies of observed scores versus the estimated scores and see how 
much they differed. Figure 4-3 shows the ogive plot for comparison between the observed and 
estimated score distributions for the final Q-matrix. The curves for estimated and observed scores 
were almost identical at the lower-scoring examinees but showed that the Fusion model 
overestimated scores for moderate-scoring examinees (the scores between 13 and 20) and 
underestimated scores for differences between observed and expected higher-scoring examinees 
(above the score of 20). The average observed total score value was 16.52, while the average 
predicted (expected) total score value was 17.14. Overall, the Fusion model had slightly higher 
total score estimates. Table 4-8 presents the Mean Absolute Differences (MAD), Root Mean 
Square Errors (RMSE), and correlations between the observed and estimated statistics of the 
examinee total scores using the final Q-matrix. The MAD was around 1.47 points and the RMSE 
was 1.82 points; out of 24 points both relatively small. The correlation between both observed and 
estimated total scores was .93.  
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Figure 4-3. The cumulative distributions of the observed and estimated total scores 
 
Table 4-8 
 
The MADs, RMSEs, and Correlations between Observed and Estimated Statistics 
 
 MAD RMSE CORR 
Examinee total score 1.47 1.82 .93 
Item proportion correct .03 .03 1.00 
Note. MAD = Mean absolute difference between observed and estimated statistics; RMSE = 
Root mean square error between observed and estimated statistics; CORR = correlation between 
observed and estimated statistics 
 
In addition, observed and estimated item-proportion correct were checked to examine the 
model-data fit. Table 4-9 shows the observed and estimated proportions of test takers correctly 
answering the items (proportion-correct for items) and an absolute difference between observed 
82 
 
and estimated proportion correct for each item. The absolute differences ranged from 0 to .05 and 
the mean absolute difference (MAD) was .032, less than the suggested value of .05 by Roussos 
(Kim, 2014). The RMSE for item proportion correct estimates was .03 and the correlation 
between observed and estimated item proportion correct was 1. The results supported that the 
Fusion model fits well to the data. 
Table 4-9 
Observed and Estimated Proportions of Test Takers Correctly Answering Items  
Item Observed  
Proportion Correct 
Estimated  
Proportion Correct 
Absolute Difference 
1 .65 .67 .02 
3 .85 .88 .03 
4 .59 .60 .01 
6 .73 .76 .03 
8 .72 .76 .04 
9 .91 .92 .01 
10 .65 .69 .04 
 11 .64 .67 .03 
12 .89 .90 .01 
13 .65 .68 .03 
16 .51 .54 .03 
17 .44 .44 0 
18 .79 .82 .03 
21 .73 .77 .04 
23 .86 .87 .01 
24 .72 .77 .05 
25 .45 .48 .03 
26 .86 .88 .02 
30 .52 .54 .02 
31 .86 .87 .01 
32 .34 .36 .02 
33 .80 .83 .03 
34 .59 .63 .04 
37 .77 .79 .02 
Mean .69 .71 .03 
Note. N = 388. The numbers in the indeterminate groups for each item were not included in the 
table. p-value = Proportion-correct 
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Examinees’ Attribute Mastery Profiles Estimated by the Fusion Model 
 
The third research question is, “What is the posterior probability for mastery of each 
attribute?”  The Fusion model ExamReports output file produced by Arpeggio shows that around 
79% of test takers were masters of each of the four attributes measured in this study (see Pk in 
Table 4-10), indicating that examinees performed extremely well on the four attributes in this 
study.  Nor were any of the attributes more difficult than the other. The standard error of the 
mean, or the expected value of the standard deviation of the mean of the sampling distribution, 
was very small (.01 or .02) for each of the attributes measured.  The Classification Consistency 
Rates (CCR) were calculated between the estimated inferred attribute classifications and the 
observed dataset’s true attribute mastery vectors. The mean CCR for non-masters was somewhat 
lower (.80) than the mean CCR for masters (.97). This is probably attributable to there being far 
fewer non-masters than masters, as smaller sample sizes generally create less reliable results. Jang 
(2009) had 2703 students in her study and had an overall mean for masters of .90 and for non-
masters of .88.   
Table 4-10 
Mastery Proportion Estimates and Classification Consistency Rates for Four Attributes 
Attribute Pk SE 
Overall 
CCR 
Masters 
CCR 
Non-masters 
CCR 
A1: Skills .79 .01 .94 .97 .86 
A2: Properties .79 .01 .98 .99 .94 
A3: Uses .79 .01 .91 .96 .71 
A4: Representations .78 .02 .90 .97 .66 
Mean   .93 .97 .80 
Note. Pk = Attribute Mastery Proportion; SE = Standard error of proportion estimates; CCR = 
Classification consistency rates  
With four attributes in this study, test-takers could have as many as 24 attribute profile patterns, 
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ranging from 0000 to 1111, as shown in Table 4-11. About 60% of examinees mastered all four 
skills (i.e., attribute pattern = 1111), which further verifies that none of the attributes were 
especially difficult to acquire. Further verification of this can be seen by the fact that the three 
next most probable attribute patterns are for the patterns that have three ‘1’s and one ‘0’, 
indicating mastery of three attributes and one non-mastery (i.e., 6%, 6%, and 5% for attribute 
patterns of ‘0111’, ‘1110’ and ‘1101’, respectively).  The proportions of examinees for the rest of 
attribute patterns were from 1% to 3%. 
Table 4-11 
Sixteen Attribute Patterns and Corresponding Probabilities 
Attribute Pattern Probability 
0000 .03 
0001 .02 
0010 .02 
0011 .02 
0100 .01 
0101 .02 
0110 .01 
0111 .06 
1000 .02 
1001 .02 
1010 .02 
1011 .03 
1100 .02 
1101 .05 
1110 .06 
1111 .60 
 
Figure 4-4 shows the frequency distributions of continuous posterior probability of 
mastery for the four attributes. Most examinees had extremely high mastery probabilities for each 
of the four attributes. This was further evidence that the attributes were not especially hard to 
master for these students.  
Table 4-12 shows the correlations among the ppms of the four attributes and the total 
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score. An interpretation of the correlation coefficients showed moderate associations among the 
four attributes, with correlations among them ranging from .47 (Skills versus Representations) to 
.73 (Properties versus Representations). This was not high enough to be of concern for the 
independence of those two attributes. Although there is no standard for what is too high of a 
correlation between two latent variables, the rule of thumb for this type of multicollinearity is that 
anything under .75 is acceptable. All correlations had a significance level less than .001. The 
correlation of the ppms of each of the four attributes with the total score ranged from .74 
(Representations) to .83 (Skills). Skills and Properties had slightly higher correlations with the 
total score than did Uses and Representations.   
  
 
 
 
Figure 4-4. Frequency distributions of continuous posterior probability of mastery for the four 
Attributes 
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Table 4-12 
Correlations among Four Attributes and the Total Score 
 Skills Properties Uses Representations Total 
Skills  .62*** .63*** .47*** .83** 
Properties   .66** .73** .82** 
Uses    .69** .78** 
Representations     .74** 
Note. Total = Total score. *** indicates p < .001.  ** indicates p < .0 
What seems to matter most to teachers, according to a survey by Huff and Goodman 
(2007), are “remedial strategies that both teachers and students can use to aid in the course of 
learning”. With this in mind, students with the same total scores were compared to see if they had 
differing attribute acquisition profiles, in hopes of providing diagnostic information to teachers 
that would pinpoint student strengths and weaknesses in the four attributes modeled for the test 
items. If two students had the same score but different attribute mastery probabilities (PPM), they 
would have some different right answers in obtaining their identical total scores and these 
differences could be matched with their respective attribute profiles to show which attributes 
remedial strategies would be needed.  
Figure 4-5 presents three pairs of examinees, with both members of a pair having the same 
score and each pair having a different score from the other pairs, and a comparison of their 
attribute mastery probabilities. Examinee pairs were picked who had  respective total scores of  
17, 12, and 8. Based on the total score, the students with the score of 17 were considered 
moderate to high performers, and those with the scores of 12 and 8 were moderate and moderate 
to low performers, respectively. To maximize the comparison of diagnostic information obtained 
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from attribute mastery profiles, extremely high and extremely low performance students were 
excluded from the comparisons because of consistently less accurate predictions of high and low 
mastery probabilities for both of those groups of test takers across all four attributes. 
The top row of Figure 4-5 shows students 11 and 133, who had the same total score of 17 but 
slightly different attribute profiles. Student 11 had a weakness for attribute 1 (Skills) while student 
133 had slightly lower performance on attribute 4 (Representations) compared to his/her other 
attributes. Both students had extremely high mastery probabilities for three attributes (A2, A3, A4 
for student 11 and A1, A2, A3 for student 133). For the moderate performance students with the 
total score of 12, i.e., students 80 and 190, student 80 had mastery probabilities between .40 and 
.70 except for A2 (Properties) where this student had a non-mastery score of .34. Student 190 had 
the same total score as student 80 but possessed a different diagnostic profile. This student 
performed much better on A2, A3, and A4, compared to student 80. But he/she had an extremely 
low mastery probability of .20 on A1 (Skills). Students 192 and 292 both had a total score of 8. 
Student 192 had a slightly high probability of .60 to master A3 and extremely low probabilities to 
master A1, A2, and A4, especially for A2. Student 292 had an extremely low mastery probability 
for A3 while their probabilities to master A1, A2, and A4 were around .50, .20, and .40, 
respectively. On average, as would be expected, students with higher total scores had higher 
mastery probabilities across attributes and students with low total scores obtained lower mastery 
probabilities.   
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Figure 4-5. Six examinees’ attribute mastery profiles with the total scores of 17, 12, and 8 
Note. A1 = Skills; A2 = Properties; A3 = Uses; A4 =Representations. 
Predicting Test Performance 
A multiple regression analysis was conducted to explain how well the attribute posterior 
probability of mastery (ppm) for each examinee obtained from the Fusion model, along with the 
Q-matrix, accounted for each examinee’s performance on the test. Regression coefficients were 
checked to examine if attribute mastery probabilities significantly predicted the total score. The R-
squared and adjusted R-squared were checked to indicate the proportion of the variance of the 
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total score accounted for by the variances of the four attribute mastery probabilities.  
Results showed that the overall regression model was statistically significant, F (4, 383) = 
756.41, p < .001. The R-squared and adjusted R-squared were .89, indicating that 89% of the 
variance in total scores on the test items was accounted for by the attribute mastery probabilities 
obtained from the Fusion model with the final Q-matrix. As shown in Table 4-13, the four 
attribute mastery probabilities were all statistically significant predictors (all p-values < .0001). 
Extremely high R-squared and adjusted R-squared values showed the accuracy and precision of 
the attribute mastery probability estimates from the Fusion model, using the final Q-matrix to 
predict the examinees’ performance on the test items.    
Table 4-13 
Multiple Regression of Four Attribute Mastery Probabilities on the Total Score 
Variable df 
Parameter 
Estimate 
Standard 
Error 
t-value p 
Intercept 1 .76 .31 2.45 <.05 
Skills 1 7.94 .42 18.98 <.0001 
Properties 1 4.37 .44 9.89 <.0001 
Uses 1 3.16 .48 6.56 <.0001 
Representations 1 3.73 .52 7.15 <.0001 
Note. df = Degrees of freedom. 
Reliability Evidence  
Since traditional reliability measurements only work well with models that have 
continuous unidimensional latent attributes and CDMs have latent categorical multidimensional 
attributes, another method to determine the reliability of results in CDMs must be used. 
Calculating the classification consistency rate (CCR) for each attribute as to mastery and non-
mastery has proven to be the best way to do so. For cognitive diagnostic assessments, the 
reliability of attribute posterior probability of mastery is indexed by the CCR. In other words, the 
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consistent classification of test-takers as masters and non-masters of an attribute are viewed as an 
important indicator for evaluating the reliability of classification results in cognitive diagnostic 
assessment (Roussos et al., 2007; Wang, Song, Chen, Meng & Ding, 2015).  Wang et al. (2015) 
achieved CCRs of .94, .35, .51, .93, and .97 for five attributes in a simulation study.  Jang (2009) 
had an overall CCR of .90 for one test form, and .88 for another, using the Fusion model with 
language items.  Li (2011) did not report any reliability coefficient. Most early DCM studies 
failed to do so. Hartz and Roussos (2005) and others used Cohen’s Kappa to compute 
classification consistencies between the simulated (estimated) attribute vectors and observed 
responses (and their mastery/non-mastery scores). Arpeggio uses the Fusion model to generate 
parallel sets of simulated data to calculate classification consistency rates (CCR) for the 
proportion of test-takers correctly classified as mastering an attribute (Pk).   
Table 4-10 shows classification consistency rates of each attribute for masters, non-
masters and the overall group. Overall CCRs for the four attributes were from .90 to .98 with an 
average rate of .93; the CCRs for masters were from .96 to .99 with an average rate of .97; and, 
the CCRs for non-masters were .86, .94, .71, and .66 for attributes 1-4, respectively, with the 
average rate of .80. The results for this study showed that the overall CCRs and the CCRs for 
masters were high for all four attributes. The CCRs of non-masters were high for attributes 1 and 
2 but slightly lower than .80 for attributes 3 and 4. The lesser CCRs of non-masters for attributes 
3 and 4 were probably due to there being only 6 items matched with attribute 3 (Uses) and only 7 
items matched with attribute 4 (Representations).  
Validity Evidence  
Validity evidence of diagnostic attribute profiles yielded by the Fusion model can be 
checked from means of the total scores of the three groups of test-takers, separated by mastery 
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levels based on PPMs: master, undetermined, and non-master (see Table 4-14).  
Table 4-14 
Descriptive Statistics and Post hoc Comparisons of Mastery Groups for the Four Attributes 
 n Mean SD Comp. Difference Sig. 
 Skills 
1. Mastery 311 18.09 3.18  1 vs. 2 6.20 *** 
2. Undetermined 29 11.90 3.18 1 vs. 3 9.01 *** 
3. Non-mastery 48 9.08 4.17 2 vs. 3 2.81 *** 
 Properties 
1. Mastery 317 18.14 3.01  1 vs. 2 6.96 *** 
2. Undetermined 44 11.18 2.27 1 vs. 3 12.03 *** 
3. Non-mastery 27 6.11 2.62 2 vs. 3 5.07 *** 
 Uses 
1. Mastery 322 17.88 3.41  1 vs. 2 5.93 *** 
2. Undetermined 43 11.95 2.64 1 vs. 3 11.97 *** 
3. Non-mastery 23 5.91 2.83 2 vs. 3 6.04 *** 
 Representations 
1. Mastery 320 17.77 3.51  1 vs. 2 4.81 *** 
2. Undetermined 47 12.96 3.33 1 vs. 3 12.44 *** 
3. Non-mastery 21 5.33 2.39 2 vs. 3 7.62 *** 
Note. SD = Standard deviation; Comp. = Comparison; Sig. = Significance; 1 = Mastery group; 2 
= Undetermined group; 3 = Non-mastery group; *** means reaching a significant level at alpha 
.05.   
The mastery group included examinees who had posterior probabilities of mastery 
(PPMs) greater than .60 and the non-mastery group had those who possessed PPMs less than .40. 
Examinees with PPMs between .60 and .40 were classified into the undetermined group. As 
shown in Table 4-14, the mastery groups had the highest means of the total scores for the four 
attributes, followed by the undetermined groups and the non-mastery groups. All ANOVA tests 
for overall mean differences of the total scores for the four attributes were statistically significant 
at the alpha level of .001 (i.e., four p-values < .001). Table 4-14 also shows that the three pairs of 
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group mean comparisons were also significant at the alpha level of .05 for each attribute, 
suggesting that the means of the total scores for the mastery groups were greater than those for 
the undetermined and non-mastery groups and the means of the total scores for the undetermined 
groups were greater than those for the non-mastery groups. These findings indicated that 
diagnostic attribute profiles for examinees obtained from the Fusion model and the final Q-
matrix were valid and consistent with examinees’ total scores. Figure 4-6 shows the total score 
distributions for the three mastery groups for all four attributes. All three mastery groups for all 
four attributes had distinguishing total score distributions except for the score distributions 
between the undetermined and non-mastery groups for attribute 1 (Skills).  
 
 
 
 
Figure 4-6 Total score distributions of the three mastery groups for the four attributes 
The Diagnostic Capacity of the Items 
“How well do the test items from the Algebra and Geometry Readiness test produce valid 
diagnostic information?” is the fourth research question.  
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Table 4-15 
Frequencies and Proportions-correct of Masters and Non-masters  
Item 
Masters Non-masters 
pdiff 
n Proportion 
Correct 
n Proportion  
Correct 1 281 .72 65 .38 .34 
3 280 .98 62 .44 .54 
4 281 .64 65 .43 .21 
6 260 .83 68 .49 .34 
8 280 .87 62 .32 .55 
9 317 .98 57 .56 .42 
10 281 .80 65 .26 .54 
11 317 .70 57 .32 .38 
12 281 .96 65 .69 .27 
13 262 .78 70 .30 .48 
16 317 .56 57 .30 .26 
17 The item does not measure any attributes 
18 262 .98 70 .30 .68 
21 248 .90 69 .45 .45 
23 281 .95 65 .58 .37 
24 294 .84 59 .32 .52 
25 311 .51 48 .10 .41 
26 320 .90 45 .62 .32 
30 260 .62 68 .25 .37 
31 260 .95 68 .60 .35 
32 262 .41 70 .23 .18 
33 294 .98 59 .24 .74 
34 281 .72 65 .20 .50 
37 317 .90 57 .09 .81 
Note. N = 388. The number in the indeterminate group for each item was not included in the table. 
Proportion Correct = Proportion of correctly answering items; pdiff = Proportion-correct 
difference between masters and non-masters.  
Table 4-15 shows the frequencies, proportions of students correctly answering items, and 
the differences of proportions-correct (pdiff) between masters and non-masters that were 
obtained from the output called Fitreports yielded by the Arpeggio program. Attributes 
associated with item 17 were removed in the final Q-matrix due to a negative pdiff value and 
unstable MCMC convergence.  
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The average pdiff for the items from the Algebra and Geometry Readiness test was 0.44, 
indicating that the overall test items discriminated well between masters and non-masters. 
However, some items fell below the 0.4 difference between masters and non-masters, cited by 
Jang (2009) and Li (2011) as being descriptive of there being good discrimination between them. 
Using the criterion of the 0.4 pdiff there were 12 out of 23 items that had pdiffs less than 0.4, 
including items 1, 4, 6, 9, 11, 12, 16, 23, 26, 30, 31, and 32. Items 4, 12, 16, and 32 had pdiffs of 
.21, .27, .26, and .18, respectively. The other eight items had pdiffs between .3 and .4. The items 
with the smallest pdiffs between masters and non-masters (i.e., items 4 and 32) showed apparently 
weak matches of one or more of the attributes matched with an item.  
The two items, 4 and 32, with the smallest pdiffs also showed the lowest corrected point-
biserial correlation (cpbis) among the 23 items in the final Q-matrix.  Item 17, the 24th test item, 
removed from the final Q-matrix, had by far the lowest  corrected pbis of .01, and the highest 
alpha-deleted internal reliability value of .83 (See Table 4-1). These CTT statistics indicate that 
poorly discriminating items could have been discovered and removed before running the Fusion 
analysis, and can certainly serve as a validation of the Arpeggio iterative removal process. Figure 
4-7 shows the substantial difference in the proportion-correct scores of masters and non-masters 
when the final Q-matrix, without Item 17, was used.  
Additionally, the Arpeggio software provided the proportion-correct scores for high-
ability non-masters (NMH) who had ppms between .20 and .40 and low-ability non-masters 
(NML) with the ppms equal to or below .20. 
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Figure 4-7 Item Proportion-Correct Scores for Masters and Non-masters 
      Table 4-16 shows frequencies and proportions of correctly answering items for high-
ability non-masters and low-ability non-masters. The average observed proportion-correct for 
high-ability non-masters (NMH) was .49, while the observed proportion-correct for the low-
ability non-masters (NML) was .24. However, the information about the proportion-correct 
statistics for high ability examinees of non-masters versus low ability examinees of non-masters is 
somewhat tempered by the fact that several items (i.e., items 9, 11, 16, 25, 26, and 37) have no 
test takers classified as NMH, decreasing the total number of items that are being compared 
between these two groups.   
Overall, the Bayesian estimates of masters and non-masters not only correctly predicted a 
strong discrimination between the actual (observed) proportion of correct items between masters 
and non-masters, but, also showed that predictions could be made accurately for delineating the 
difference in performance between those with some ability (NMH) and those with little to none 
(NML).  The application of the Fusion model, in this case, shows (with some exceptions 
explained above) that a retrofitted DCM can glean valid diagnostic information from a test not 
designed for that purpose.  
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Table 4-16 
Frequencies and Proportions of Correctly Answering Items for High-ability Non-masters and 
Low-ability Non-masters 
Item 
High-ability Non-masters Low-ability Non-masters 
n Proportion 
Correct 
n Proportion  
Correct 1 41 .49 24 .21 
3 44 .55 18 .17 
4 41 .49 24 .33 
6 43 .63 25 .24 
8 44 .43 18 .06 
9 0 0 57 .56 
10 41 .32 24 .17 
11 0 0 57 .32 
12 41 .78 24 .54 
13 44 .36 26 .19 
16 0 0 57 .30 
17 The item does not measure any attributes 
18 44 .43 26 .08 
21 52 .58 17 .06 
23 41 .73 24 .33 
24 32 .44 27 .19 
25 0 0 48 .10 
26 0 0 45 .62 
30 43 .33 25 .12 
31 43 .79 25 .28 
32 44 .32 26 .08 
33 32 .44 27 0 
34 41 .22 24 .17 
37 0 0 57 .09 
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CHAPTER FIVE 
DISCUSSION 
  
This chapter summarizes the major findings of the study and discusses the implications of 
the results for the creation and use of diagnostic classification models with tests that were 
designed for non-diagnostic purposes (i.e., retrofitted tests). Following this presentation, the 
limitations of the study are discussed and directions for future research are presented. 
Study Overview 
  Diagnosing individual students’ learning strengths and weaknesses is recognized as a 
critical part of the teaching-learning process. Diagnostic assessments have evolved from formal 
published diagnostic tests and informal methods of observation used by teachers to identify 
students’ skill mastery and error patterns in responding to problems (Ketterlin-Geller & 
Yovanoff, 2009) to more refined forms of diagnostic classification models (DCMs) that use 
latent categorical variables to model the cognitive abilities necessary to correctly answer items 
from a particular subject domain (e.g., mathematics). With the increasing use of DCMs there is a 
need to evaluate how these models work with real test data, including those tests originally 
designed for non-diagnostic purposes. An understanding of what information can be gained from 
these models and what the limits of these models may be is critical to the advancement of 
diagnostic assessment.  
This study was designed to make diagnostic inferences from 24 multiple choice, non-
diagnostic UCSMP Algebra and Geometry Readiness test items administered to 95 advanced 
sixth grade and 293 regular seventh grade math students, by retrofitting a particular type of 
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DCM, a Fusion model, to identify attribute profiles and the relations between cognitive attributes 
and test items. Four cognitive attributes were delineated, based on the four non-diagnostic 
dimensions of understanding” described in the UCSMP Transition Mathematics, Third Edition 
text (Year 2), textbook.  These attributes were defined as: 
(A1) Skills—which deal with the internal process used in getting to the correct answers; that is, 
those procedures that students should master with fluency.  
Example: Multiplying positive and negative numbers.  
(A2) Properties—which deal with the principles underlying the mathematics concepts being 
studied. 
Example: Recognize and use the Repeated-Addition Property of Multiplication, or,  
Understanding the Properties of 1, 0, -1, and positive and negative numbers. 
(A3) Uses—which deal with applications of mathematics in real situations ranging from routine 
"word problems" to the development and use of mathematical models. 
Example: Find unknowns in real situations involving multiplication, or  
Solve inequalities arising from real situations. 
And,  
(A4) Representations, which deal with pictures, graphs, or objects that illustrate concepts.   
Example: Graph equations of the form y = ax + b. 
See Table 3-2 and Figure 3-1 for more examples of subskills and representative test items. 
The primary goal for constructing and using this type of model was to provide to test 
takers and their educators not just a total score for the number of correct answers but a more 
calibrated analysis of test taker performance. This analysis resulted in the production of specific 
profiles of each test taker’s cognitive areas of strength and weakness. This was achieved in this 
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study by matching test takers with their mastery of cognitive attributes in four different 
Mathematics content areas, and using their level of mastery to determine their likelihood of 
correctly answering an item.  
A secondary goal of applying DCMs is to provide information to teachers about which 
attribute areas a student is lacking in and which areas the student has attained competency. This 
information comes in the form of attribute mastery profiles for each student that show which 
content areas have been mastered and which have not. This information can aid teachers by 
allowing them to know which students need additional instruction on a topic and which ones 
don’t.   
Discussion of the Q-matrix 
A critical step in using DCMs is the creation of the Q-matrix.  The creation and revision of 
the Q-matrix has been the subject of extensive discussion and research. A retrofitted Fusion model 
was used in this research so the initial Q-matrix used could only have been created as a diagnostic 
tool if the non-diagnostic test items used in the UCSMP Algebra and Geometry Readiness test 
had the appropriate latent cognitive attributes needed to answer these items and if these attributes 
could be correctly identified.  
In the present study, a rather typical methodology for Q-matrix creations was employed. 
That is, in a non-diagnostic test that was retrofitted for diagnostic purposes the operative traits 
(dimensions) used to answer the non-diagnostic test items were already defined extrinsically as to 
their application to the various subject content areas (See the definition of the four attributes used 
in this study, above). The researcher then used these operative traits to define the diagnostic latent 
attributes on a one-to-one basis. According to Dr. Thompson, one of the content experts and co-
author of the UCSMP Transition’s text from which the test items used in this study were 
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originally created, none of the attributes were prerequisite to an acquisition of any other. This fact 
eliminated the need for developing an attribute hierarchy model where certain attribute classes 
would have been excluded from consideration prior to Q-matrix construction.  For example, if 
acquisition of A1 was required before being able to acquire A2, then no item could be matched 
with only A2, as that would make for a misspecified Q-matrix with non-informative parameter 
diagnostics. From these latent attributes, the researcher and three other content experts each first 
developed their own versions of the Q-matrix. Then, abiding by the algorithm of Buck et al. 
(1998) for the construction of the final Q-matrix, a composite initial Q-matrix was created from 
the four individual ones. A diagnostic model (the Fusion model, in this case) was used to diagnose 
the item-attribute matches described in the initial Q-matrix by estimating attribute-mastery 
profiles and modifications were made to this initial Q-matrix based on statistical results obtained 
from running the model. This last step, modifying the Q-matrix, was repeated several times until 
the final Q-matrix was achieved. The diagnostic results from the initial Q-matrix led to its 
subsequent modifications as certain of the initial item parameters seemed to be too high in value 
(r* > .9) to be useful as predictors of item-attribute matches. But, relying on the theoretical 
constructs of the four cognitive attributes used in this study and comparing different models with 
one or more parameters removed, where no appreciable model-fit changes were seen, led to an 
only slightly more refined final Q-matrix, with only two parameters being removed, both from 
Item 17. They were A2 (Properties) and A4 (Representations) (See Figure 5-1). These attributes 
were initially matched with this item but due to the lack of discrimination between masters and 
non-masters by the item containing these two parameters, they were removed, creating a more 
desirable discrimination between the two groups. (See Figures 4-1 and 4-7). A1 (Uses) was 
matched to this item by just one of the four expect panelists and so was not a parameter in the 
101 
 
initial Q-matrix. The few changes made between the initial and final Q-matrices seems to be 
somewhat less than the norm for this type of study, as Jang (2009) removed about 10% of her r* 
parameters (7 out of 67) from her initial Q-matrix and Li (2011) dropped 5 out of 39 r* 
parameters from his initial Q-matrix.  
From this final Q-matrix, a full Bayesian estimation method was used to estimate attribute 
mastery profiles from the probabilistic prediction of item-attribute matches. A full Bayesian 
estimated non-compensatory Fusion model was also used by Tseng (2011), although he was 
applying it to ESL Reading test items.  
17. Consider the two figures below. All of the angles are right angles. How do the perimeters of 
the two figures compare? 
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A. The perimeter of Figure I is larger than the perimeter of Figure II. 
B. The perimeter of Figure II is larger than the perimeter of Figure I. 
C. Both figures have the same perimeter. 
D. There is not enough information given to find the perimeters of Figures I and II. 
Figure 5-1 Item 17 from the UCSMP Algebra and Geometry Readiness Test 
There are always caveats about making predictions when using a retrofitted model to gain 
useful diagnostic information, but most of these trepidations were seemingly overcome by having 
clearly delineated mathematical concepts, i.e., the four dimensions of understanding taken from 
the Transition Mathematics textbook, with which to identify the latent attributes. Despite some 
attributes being used more than others (A1 was used with 16 of the 24 items, A2 was used with 19 
items, A3 was used with 6 items, and A4 was used with 7 items) in the item-attribute matches 
II 
 
 
 
I 
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none was used so little to the point of limiting the amount of useful diagnostic information 
gleaned from the Fusion model.  
The Fusion model, a non-compensatory DCM, was used here because of the nature of the 
latent variables. The well-defined dimensions (See Chapter 1, “The Developing Research with 
DCMs”) in the original UCSMP study allowed for the construction of coarsely-grained latent 
variables where it was clear which attribute or attributes were needed to correctly answer an item. 
Although the attributes were moderately correlated with each other (the highest correlation 
between two attributes was .73 between A2 and A4) as to their effects on the total score, they 
were non-hierarchical as to their difficulty of acquisition, according to Dr. Thompson, the lead 
researcher on the UCSMP study where the test items used in this study came from, and co-author 
of the Transition Mathematics textbook. This attribute property, as well as their large grain size, 
with clearly delineated, separable, cognitive traits defined for each attribute, allowed for test 
takers to master multiple attributes in no particular order while understanding the conceptual 
differences in the traits so obtained.  
A non-compensatory DCM is useful when the latent variables are this clearly defined, i.e., 
there is little to no overlaps in their non-diagnostic dimensions or the latent cognitive attributes 
derived from them. This type of model is designed to be used where a deficit in the acquisition of 
one attribute by a student cannot be compensated by a high level of skill acquisition of another 
attribute or attributes. In fact, use of the full non-compensatory Fusion model, originally 
developed by DiBello et al. (1995) with its inherent flexibility showed this researcher which 
parameter estimates were not discriminating very well between masters and non-masters of an 
attribute, allowing the researcher to make a decision about what, if any, item parameters needed to 
be dropped from the model. Ultimately, it was determined that all but two of these estimated 
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parameters, r*17_1 (Item 17, A1—Skills), and r*17_4 (Item 17, A4—Representations), would be 
kept in the final model, as important diagnostic information was being culled from each of them.  
Construct validity was supported when the item-attribute matches created were used to 
estimate total test scores for each test taker and these scores came within two percentage points 
(.71 to .69) of the observed total scores for each test taker. If the attributes had not been explicit in 
their componential constructs, less distinct item-attribute matches would have been created and 
the usefulness of the diagnostic information obtained from the model would be severely 
diminished.   
Other studies have deviated from the Q-matrix construction process described above.  
Some used more content experts (raters) to define attribute-item matches. Two examples of this 
are Jang (2009), who used five raters and Sawaki, Kim and Gentile (2009), who used six.  
However, there is no statistical evidence that better Q-matrices are created by using more content 
experts to define the ‘1’s and ‘0’s. Furthermore, most studies using diagnostic cognitive models, 
including the two cited above, used Reading test items, where there are more cognitive attributes 
defined and those defined are more fine-grained than needed for the present study. Subsequently, 
there are more attributes typically needed to correctly answer items. In what was almost an 
exception to this model construct, Johnson (2006) initially identified 38 finely grained skills for 
8th grade NAEP Mathematics test items; but, she ultimately took the suggestion of Hartz et al. 
(2002) and went with a more broadly defined coarsely-grained set of five attributes. The Hartz 
‘rule’ is based on there not being enough test items and on the fact that there should be at least 
three items matched with each attribute. Jang also used verbal protocols to define the attributes 
used in her study. Since this study used the secondary data from the UCSMP Algebra and 
Geometry Readiness test, there was no known data from verbal protocols to use to define 
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attributes. The dimensions from the UCSMP study and its associated Transition Mathematics, 
Third Edition text (Year 2), were the only variables used to inform the construction of the 
attributes used in this study.  
  When Mathematics items have been used, much more simple DCM types, such as the 
DINA model have typically been used to diagnose the attribute-item relationships, as the 
attributes were not as finely grained and could be defined more easily; thus, convergence of 
parameter estimates was easier to achieve (Lee, Park, & Taylan, 2011; Chen & de la Torre, 
2013). The first published case of the use of the more complex Fusion model being used with 
dichotomous Math items didn’t occur until 2006 (Johnson, 2006).  
In the present study, a more complex DCM was used, with coarsely-grained attributes 
like in the simpler models. The results affirmed that the final Q-matrix constructed for this study, 
with just four attributes, was sufficient to use with even more complex models like the Fusion 
model; i.e., a simple four attribute-24 item Q-matrix is enough to produce high quality diagnostic 
information about test taker test scores and the latent attributes needed to correctly answer them. 
Redefining the UCSMP test “dimensions” as latent attributes was sufficient to allow for such a 
diagnostic assessment, e.g., “an assessment that is designed to provide classifications of 
respondents” (Rupp, Templin, & Henson, 2010).  
Answering the Questions 
The purpose of this study was to use the Fusion model to identify item-attribute matches 
from the sixth and seventh grade students taking the UCSMP Algebra and Geometry Readiness 
test, by creating and applying attribute mastery profiles for each test student. The dependability of 
the model was validated when the diagnostic information produced by it was shown to be able to 
predict, with a high level of accuracy, the posterior probabilities of mastery for each attribute, for 
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each student; and, subsequently, the predicted total test score for each student. All of this was 
answered from the four research questions at the heart of this study. A discussion involving the 
answers to these questions follows. 
Research Question 1: How well does the Fusion model perform in estimating the diagnostic 
profiles in terms of cognitive attributes?  
Because the software Arpeggio for the inherently complex Fusion model uses a Bayesian 
approach to estimate a fairly large number of item and ability parameters, there must be solid 
evidence that the MCMC convergence has occurred for there to be confidence in the results of 
the test-taker diagnostic profiles. Such solid evidence would also confirm use of the Fusion 
model as a tool for producing a high level of statistical results. Time series and density plots of 
the estimated posterior distributions showed that there was stability of parameter estimation.  
One of each plot was generated for each test item, and, save for four parameters (r*17_1, r*17_4, 
π*25 and r*25_1), where there was a possible indication that the estimation of the mean for these 
parameters did not stabilize, there was no violent fluctuation up and down in the time series plots 
or inflation within the density plots. (See Figure 4-2). If such convergence confirmation was not 
available or otherwise was not observed, it would have been necessary to further revise the Q-
matrix to facilitate convergence.  
Items 17 and 25 were the second and third hardest items, with Item 17 being estimated as 
not discriminating at all between masters and non-masters (See Figure 4-2), while Item 25 was 
matched with only one item and appeared by estimation to discriminate quite well between 
masters and non-masters (r*25_1 = .54). It is likely that the two parameters that were matched with 
Item 17 initially (none were matched with the item in the final Q-matrix) never converged in the 
MCMC estimation algorithm, thus the estimation parameters provided by the software are not 
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accurate. With Item 25, although it appeared to discriminate well between the two mastery levels 
it is likely that the r*25_1 parameter did not converge and the discrimination parameter (π*25) 
displayed in the test results is also a result of this lack of convergence.  
The probable reasons why neither Item 17 or Item 25 converged would seem to differ. 
Item 17 (See Figure 5-1) was a very easy item, correctly answered by a high proportion of non-
masters and masters alike, so it is probable that the overlap in the estimated proportion ranges for 
correct answers for masters and non-masters caused the estimation convergence to never stabilize. 
With Item 25, it is possible that the lack of convergence arose from a misidentified Q-matrix 
entry, where Attribute 2 (Properties) might have been identified as a second matching attribute to 
go with Attribute 1, the only identified attribute match with this item. Since the Properties 
attribute “deals with the principles behind the Mathematics” it is possible, even though none of 
the content experts thought so, that the principle involving “setting an equation equal to zero” or 
“dealing with the opposite sign of a variable” might have been needed to help correctly solve this 
item. Item 25 is shown in Figure 5-2.   
 25. Solve: n – 3 = 2n + 19. 
 
A. -57 
B. -22 
C. -16 
D. 16 
E. 22 
  
Figure 5-2 Item 25 from the UCSMP Algebra and Geometry Readiness Test  
When the Fusion model was run with the initial Q-matrix, only 2 out of 48 r* parameters 
(4.2%) had values > .9, which indicated that they should be removed from the model by adjusting 
the Q-matrix accordingly. Sixteen other r* parameters were > .8, a level of discriminatory 
capacity high enough to indicate that an item had a weak diagnostic capacity for that parameter, 
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thereby, marking those parameters for possible elimination, as well. Instead of removing 
parameters, and eliminating some item-attribute matches purely based on these preliminary 
statistical results, the researcher ran the model again with all the r* parameters intact but made the 
‘c’ parameters constant to see how much of the variance in item responses was being affected by 
test-taker abilities not modeled by the Q-matrix. The same two r* parameters were > .9, with only 
eight other parameters > .8.   
Seeing that this reduced form of the Fusion model didn’t produce significantly different 
results than the full model, the researcher left the ‘c’ parameters unconstrained and instead 
removed the two attributes associated with Item 17 (See Figure 5-1), because this item didn’t 
discriminate among masters and non-masters very well, for either of its associated attributes (A2 
and A4). Because Arpeggio requires the process of the removal of parameters to be iterative in 
nature, the researcher ran two models, the first one with just the A2 (Properties) parameter 
removed, and the second model having the A4 (Representations) parameter removed. The model 
with Item 17 having no attributes matched to it produced an item parameter output with just one 
r* parameter > .9, r*12_1. Since the percentage of problematic parameters was so low, and 
eliminating item-attribute matches is never expedient, further changing the Q-matrix was deemed 
unnecessary. If there had been more problematic parameters (more r* parameters > .9), Q-matrix 
modifications would have been more profound.  
Many students had the same total score with different attribute profiles, and many others 
had different total scores with the same attribute profiles. But, that is one of the purposes of a 
study using the Fusion model—to show that there is more to glean from the test than just the raw 
total score. However, as Jang (2009) reported: 
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The psychometric properties of items in norm-referenced testing may not be relevant to a 
diagnostic test where task/item difficulty is supposed to rest on the instructional 
coverageand cognitive complexity that tasks require.  
 
In my comparison of 3 pairs of students (See Chapter 4, in the section “Examinees’ 
Attribute Mastery Profiles Estimated by the Fusion Model”), where each member of the pair had 
the same total score, and each pair had a different total score than the other pairs it was shown 
that test takers’ attribute profiles, even for a pair of test takers with the same total score, could 
differ appreciably, probably due to the propensity of non-diagnostic test items (items with r* 
values > .8) which provided no real statistical inferences about their attribute acquisition 
abilities.  
Different students get the same score on the test by utilizing the same acquired skills, but 
the Fusion model allows test takers to utilize residual traits, coded as “c”, not coded in the Q-
matrix, thus, some of the test takers will get some right that they shouldn’t have, while others 
who have mastered the same skills will not. The attribute profile is less informative as to the 
prediction of correct items when these residual traits, not described in the Q-matrix, are used to 
answer an item. Less informative attribute profiles result in less information being provided to 
teachers as to how to improve student learning. Since, the ‘c’ parameter describes how much a 
student uses residual skills not indicated in the Q-matrix to respond to an item, this parameter 
should be high (> 2) for all items where the appropriate attributes are matched to them and these 
attributes are all that is necessary to acquire in answering the item correctly. A low ‘c’ parameter 
(< 1) for an item indicates that some cognitive attribute, not in the Q-matrix, is being used to 
answer the item.  In this study, only two items (#11 and #16) had ‘c’ parameters < 1, both being 
matched only with A2 (Properties) in the Q-matrix. However, since residual traits were only used 
to a large extent in answering those two items almost all the attribute profile information was 
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useful to teachers in specifying weak and strong cognitive areas for each student. Although items 
11 and 16 are the only two items with residual ‘c’ values less than ‘1’, neither was a particularly 
difficult item in terms of π* value. However, both items are constructed in such a way that 
residual skills were needed by most test takers to get them right (See Figure 5-3).  
11.Suppose that a measurement of a rectangular box is given as 48 cubic inches. What 
could the measurement represent? 
 
A. the distance around the top of the box 
B.the length of an edge of the box 
C. the surface area of the box 
D. the volume of the box 
16.If m and n are not zero, which of the following is not necessarily true? 
F. m + n = n + m 
G. m – n = n – m 
H. mn = nm 
J. m 2m 
n 2n 
K. 2(m + n) = 2m + 2n 
 Figure 5-3 Items 11 and 16 from the UCSMP Algebra and Geometry Readiness Test  
Both items seemingly required higher level vocabulary or reading skills to solve 
correctly, traits not defined in the Q-matrix. Item 11, an easy item with a π* value of .89 required 
one to know the meaning of volume vs. surface area, while item 16 (π* = .77) required the test 
taker to carefully read the question and to deal with the double negative of “not zero” and “not 
true.”   
Items ‘9’ and ‘37’, were also matched to just the Properties attribute but with differing 
levels of the ‘c’ parameter. These two items are extremely easy, with π* values of .99, and .96, 
respectively. Item 9 discriminated well (pdiff = .42), and had a ‘c’ value of 2.40, while Item 37 
had the highest level of discrimination between master and non-master of any item (pdiff = .81) 
while having a moderate ‘c’ value of 1.54. Item 9 had a rather normal spread between masters and 
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non-masters with almost no use of residual skills needed to correctly answer it. The high pdiff for 
Item 37 breaks down to a .9 proportion correct rate for masters and a .09 proportion correct rate 
for non-masters. The ‘c’ value of 1.54 for this item indicates that some residual trait(s) were used 
to solve this item, and the high pdiff indicates that these traits were only able to be obtained and 
used by masters.  
Item 8, 10 and 4 also presented vocabulary issues to the student test takers. Items 8 and 
10 were both easy items (π* = .96 and .93, respectively) and had the third and fourth lowest ‘c’ 
values (Item 8: c value = 1.05; Item 10: c value = 1.22). These items also had high pdiff 
measurements with Item 8 at .54 and Item 10 at .55, indicating some use of residual traits, but 
mostly by masters, in correctly solving these items. Item 4 was a more difficult item (π* = .66) 
with a low pdiff at .21 and a high ‘c’ value at 2.40, indicating that this item was not easy for either 
mastery group and that there were no relevant residual traits that could be accessed to help find 
the correct answer (See Figure 5-4).    
Research Question 2: Does the Q-matrix reliably relate the cognitive attributes to the 
items?   
The π* parameter estimates, save for the three most difficult items, averaged just over .80, 
indicating that the test questions were, overall, quite easy. An analysis of the r* parameter 
estimates affirmed this as half of the twenty-four test items had values > .8, indicating that those 
items could almost certainly have been answered without having mastered the attribute parameter 
being measured. That is, this lack of being able to discriminate between masters and non-masters 
usually is a sign that test takers of both skill levels can get the item correct without having attained 
the latent cognitive attributes defined in the constructed model and described in the Q-matrix. 
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8.Tetsu rides his bicycle x miles the first day, y miles the second day, and z miles the third day. 
Which of the following expressions represents the average number of miles per day that Tetsu 
travels? 
F. x + y + z 
G. xyz 
H. 3(x + y + z) 
J. 3(xyz)  
K.     x y z 
3 
10.A rectangle has length of 3.6 cm and width of 5 cm. Which numerical expression 
gives the perimeter of the rectangle? 
F. 3.6 + 5 
G. 2(3.6 + 5) 
H. 3.6 5 
J. 2(3.6 5) 
K. 3.6 5 3.6 5 
4.The perimeter of a square is 36 inches. What is the length of one side of the square? 
 
F. 4 inches 
G. 6 inches 
H. 9 inches 
J. 18 inches 
Figure 5-4 Items 8 and 10 from the UCSMP Algebra and Geometry Readiness Test  
This is not an indication that a particular attribute or attributes were somehow not critical to the 
model design, however, as only 17 of the 48 r* parameters were > .8, and each attribute had more 
occurrences of good item discrimination between masters and non-masters (< .8) than items with > 
.8 r* values. Further validation of this construct was shown from the fact that the observed-correct 
proportion for all the items was .80.   
  A possible trouble area for this model was that there might not be enough items in the test 
to be able to sufficiently assess all the latent attributes that were defined and used to create the Q-
matrix. This might have happened, for example, with attribute A3 (Uses), since only 25% (six) of 
the items needed that attribute to be acquired by a test taker to correctly answer it. However, only 
22% (eighty-five) of the test takers failed to acquire that latent skill (attribute), suggesting that this 
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attribute was an easy skill to acquire. The six items matched with A3 may just be too few a number 
of items for that attribute to be properly assessed as to its classification accuracy rate. The same 
thing can be said, to a lesser extent about attribute A4 (Representations), where just 29% (seven) of 
the items required that attribute but only 22% of the test takers failed to acquire it. It is probable 
that all four attributes had the level of difficulty to acquire as the original content dimensions from 
the Transition Mathematics, Third Edition text (Year 2) were not hierarchical in their order of 
difficulty (Thompson, Senk & Yu, 2012). 
However, if the small sample size of both the A3 and A4 groups was problematic to 
attribute profile estimation this lack of convergence would have been seen when the standard 
deviations from the mean attribute mastery proportion estimates for those two groups were 
significantly higher than for the other two groups, and they weren’t, with A1, A2 and A3 having 
standard deviations of .01 and A4 only slightly higher at .02. (See Table 4-10). 
Another possible trouble area for model fit would be if there were not enough or too 
many attributes per item. The average number of attributes/item is 2.0. This number appears to 
be reasonable, as the average number of attributes/item in similar studies was close to this, with 
Li (2011) having an average of 1.62 attributes/item for 37 items and Jang (2009) having an 
average of 1.75 attributes/item for 20 items. There is no evidence from these two studies, or any 
other similar studies, that would indicate that this average is too high. The four non-diagnostic 
dimensions in the original UCSMP study were large in scope and lent themselves to being re-
defined as attributes that were coarsely grained in nature. Also, there was was information about 
the non-diagnostic dimensions regarding their having no particular kind of rank order of 
difficulty in their acquisition by students. So, it was fairly certain that the attributes, thus created 
from these dimensions, would all have similar PPMs .   
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Another way to determine if the Q-matrix is reliable is to check to see if the pdiff statistic  
(the Proportion-correct difference between masters and non-masters) was > .4 for most of the 
items. Items 3, 8, 10, 13, 18, 21, 24, 25, 33, 34 and 37 all had pdiffs > .4, which is the minimum 
standard for good separation between masters and non-masters. Items 4, 12, 16 and 32 had pdiffs 
.27 or lower, indicating that those items did not discriminate that well between masters and non-
masters, based on their matched attributes encoded in the Q-matrix.  
The CTT p-values correlated highly with the π* values from the diagnostic model, with 
an average p - value of .69, and a range of difficulty from .34 to .91, compared to an average π* 
parameter score of .75, ranging from .43 to .99, including the p-values and the π* values of the 
three hardest items. This indicates a level of reliable item difficulty measurement, as both 
classical test and diagnostic cognitive test theories produced similar statistical values for this 
parameter.  
Research Question 3: What is the posterior probability for mastery of each cognitive 
attribute? 
The posterior probabilities of mastery (PPM) for the four attributes estimated in this study 
were .75 (A1), .74 (A2), .77 (A3), and.74 (A4), all of which were very close to the observed 
proportion of masters that were .77 (A1), .75 (A2), .77 (A3), and .75 (A4). These PPM not only 
indicate that the model construction was reliable for a non-diagnostic test of this type but also that 
the attributes were all about equal in their difficulty to acquire, as very few of the test takers had 
posterior probabilities of mastery < .4, which would indicate them being a non-master of an 
attribute (Table 4-10). Of course, the higher the level of discrimination that can be gleaned from 
the attributes, the better their diagnostic value, as non-masters and masters can more easily be 
determined, and, concomitantly, the difference in total score between the two groups on particular 
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items can be more easily understood.  
A possible problem in estimating the PPM of attributes would be if one or more of them 
were too highly correlated with each other. In this study, the highest correlation between 
attributes was between A2 and A4 at .73. None of the literature on the subject defines at what 
point two attributes would be too closely correlated to each other to cause invalid results. What 
has been mentioned is that if the collinearity of two variables (attributes) is too high (> .95) the 
effect size of either variable (in this case, measured by their correlation, r with the total score) 
would be decreased and, concomitantly, the effective sample size of the test (measured by R2) 
would also be decreased. This didn’t happen here, as all the attributes had reasonably high 
positive correlations with the total score (between .74 and .83) and the R2 for the model was 
measured at .89.  
Research Question 4: How well do the test items from the Algebra and Geometry Readiness 
test produce valid diagnostic information?  
Some items had small pdiff values, with the posterior probabilities of mastery for masters 
and non-masters being much closer together than for other items. A thorough perusal of other 
statistics from these items showed that these items were either the easiest or the most difficult 
ones. Some part of this smaller difference can probably be explained by the nature of the original 
test questions, which came from a norm-referenced test, and were retrofitted to fit the DCM 
paradigm. Norm-referenced test questions have items that are designed deliberately to vary only 
moderately in difficulty and to discriminate between high and low achievers on a continuous 
scale. DCMs, while trying to place the level of mastery needed to correctly answer an item into a 
category tend to overestimate the scores of the lowest achieving test takers while underestimating 
the scores of the highest achievers (Jang, 2005). However, since the Fusion model is for 
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calibrating categories of mastery, and not placing scores on a continuum, the underestimation of 
scores of the highest achievers should not have significantly influenced the mastery classification 
for an attribute (Roussos, DiBello et al., 2007). This tendency to underestimate scores is the most 
probable explanation for why the CCR (Classification Consistency Rate) for non-masters was 
only .80 while for masters it was .97. 
  Quality of the items for diagnostic purposes. The most discriminating items are the 
best items. These are not usually the easiest items. In this case, though, the most discriminating 
items, #s 33 and 37, are two of the easiest, with π* values of .97 and .97, respectively. Therefore, 
they are the most accurate items with which to diagnose the difference between masters and non-
masters. With item 33, test takers must know the properties of the area of a rectangle as well as 
being able to interpret how to measure the representation of an area having been shown only a 
rectangle on a grid. For # 37, one must be able to discern a pattern between two sets of numbers 
in order to answer the item correctly. (See Figure 5-5). Items 4, 12, 16, 17, and 32 do not 
discriminate masters from non-masters very well, with pdiffs between .18 and .27. Item 4 is a 
moderately difficult item with a pdiff of just .21. (See Table 4-15 and Figure 5-4). The lack of 
diagnostic capacity for this item is likely due to a lack of access to and utilization of residual 
skills by the mastery group, indicated from a ‘c’ value of 2.40 (See Figure 5-4). Item 12 (See 
Figure 5-5) also has a low pdiff, .27, and a high ‘c’ value, 2.33, but is an easy item (π* =.98). 
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33. Each square on the grid at the right represents 1 square unit. P I 
Find the area of figure PIGS in square units. 
 
 
 
S G 
 
 
 
37.Which expression fits all instances of the pattern below? 
A. n + 4 
B. n + 6 
C. 3n + 4 
D. 4n 
E. 4n + 3 
12.Suppose that 3 × (+ 5) = 30.  The number in the box should be . 
F. 2 
G. 5 
H. 10 
 J. 95 
Figure 5-5 Items 12, 33 and 37 from the UCSMP Algebra and Geometry Readiness Test  
The low level of discrimination for this item represents that even non-masters have a high 
level of success on this item (69 % of non-masters got this one right). Item 16, like Item 12, had a 
low pdiff but with the lowest ‘c’value of all the items (See Figure 5-3), indicating that the item did 
not discriminate well among masters and non-masters and that the probable reason for this was 
from the large use of residual skills that are not able to be measured by the Q-matrix. Item 17 did 
not discriminate at all, and was dropped from the final model (See Figure 5-1). Item 32 had the 
worst discrimination rate (pdiff = .18) but was the hardest item, with three parameters being 
needed to correctly solve it and masters of all three only getting it right 41% of the time. The 
diagnostic capacity of the hardest items generally decreases as neither masters or non-masters 
correctly solve such items at high rates.   The other 17 items have moderate diagnostic capacity 
with pdiffs between .4 and .6. 
A. 3 
B. 6 
C. 7 
D. 10 
E. 12 
 
1 7 
2 11 
3 15 
4 19 
n ? 
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As for item difficulty, 15 of the 24 items have pi* values > or equal to .89, indicating 
they were very easy items. Four items have pi* values between .77 and .83, indicating moderate 
difficulty. Items 4 (See Figure 5-4), 30 (Figure 5-7) and 25 (See Figure 5-2) have pi* values of 
.66, .64 and .55, respectively, a little more difficult, but still in the moderate difficulty range. 
Item 30 is difficult because it requires the acquisition of 3 attributes to solve (Skills, Properties 
and Representations), and it is harder to be a master of three attributes than to be a master of just 
one or two. One must have knowledge of the properties of areas of triangles and squares, the 
skill to compute the appropriate answers and the ability to understand a pictorial representation 
of the problem if one wants to get that item right.  
Item 17 has a pi* value of .46, while Item 32 has a pi* value of .43, making these two 
items the most difficult.   Item 32 requires the acquisition of 3 attributes to solve (Skills, 
Properties and Uses), while Item 17 requires two attributes (Properties and Representations). 
Although there is little correlation between the number of attributes matched to an item and its 
difficulty, it makes sense that these are the two most difficult items. Getting Item 32 correct 
means that only those proficient in the properties of cubes, the skills to perform the necessary 
multiplication and the ability to use the skills in an application would likely get that item correct.  
(See Figure 5-6). 
32.A small plastic cube has a volume of 64 cubic inches. It is going to be covered with soft 
fabric to make a baby toy. How much fabric, in square inches, will be needed to cover the cube 
if the fabric does not overlap? 
 
F. 4 
G. 16 
H. 24 
J. 96 
K. 384 
Figure 5-6 Item 32 from the UCSMP Algebra and Geometry Readiness Test  
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Item 17 requires the test taker to be able to work with representations and to know the 
meaning (property) of perimeters to get the correct answer, C. With this item there also was 
virtually no discrimination between masters and non-masters. This was probably due to a lack of 
understanding of the term ‘perimeter’ by non-masters, along with likely confusion about how to 
add up the sides of the hexagonal figure, thus accounting for a lot of students answering D; while 
the masters probably made simple arithmetical mistakes when adding up the lengths of the sides, 
either under counting to get answer A or over counting to get answer B. (See Figure 5-1). Of the 
388 students who took the post-test version of the UCSMP Algebra Geometry Readiness test 
only 171 (44%) got the right answer, C, “Both figures have the same perimeter.”, while 88 
students (23%) answered A, “The perimeter of Figure 1 is larger than the perimeter of Figure 2.”, 
44 students (12%) answered B, “The perimeter of Figure 2 is larger than the perimeter of Figure 
1.”, and 82 students answered D, “There is not enough information given to find the perimeters 
of Figures 1 and 2.”. 
Items 4, 17, 30, and 33 have the four largest ‘c’ values, indicating almost no residual 
skills were needed to solve these items. However, this seems to be the only thing all four have in 
common. Items 17, 30 and 33 all have attributes 2 and 4 matched with them (although 17 did not 
have any attribute matches in the final model) while 4, 17, and 30 have three of the five highest 
pi* values.  
Also, although four of the six items that have just one attribute match in the Q-matrix 
have A2 as that attribute, only 4 of them are easy items.   
Conclusions 
  This study investigated the validity of using the Fusion cognitive diagnostic model to 
extract diagnostic information from non-diagnostic middle school Mathematics test items. This 
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was done by attempting to accurately describe and estimate the latent cognitive skills test takers 
need to successfully answer those test items.  
  The results of the study show that potentially useful information about the level of 
mastery of math skills provided using this type of model could be beyond what can be provided 
by a classical test theory approach. If the model didn’t at least do this, that would be a 
fundamental limitation of it. (See more about this in the Limitations section, below). In the 
current study results, the estimates of the four attribute mastery probabilities on the total score 
were all statistically significant (all < .0001) and reliable (overall classification consistency rates 
for the four attributes ranged from .90 to .98), The estimated posterior probabilities of mastery 
and total score closely approximated the actual proportion correct per item and the observed total 
score statistics.  
Limitations  
As explained in the previous section, a fundamental limiting factor of using the full Fusion 
model to conduct a diagnostic analysis is that there is limited useful information provided to 
teachers about some items when some residual trait or traits is (are) used in correctly solving those 
items (Items 8, 10, 11, 16 and 37, or 21% of the items from the present study) were problematic in 
this way). Since the purpose of DCMs is to provide information about what cognitive areas a 
student needs to work on, and the use of unknown and undefined residual skills skews the 
interpretation of such information, the full Fusion model is therefore limited if too many items 
require such residual skills to be answered correctly. However, the use of the full Fusion model 
allows for non-masters who guess a correct answer for an item and masters who fail to answer an 
item correctly to be accounted for when predicting posterior probabilities of mastery and total 
scores. Therefore, where there are only a few items where residual skills are applied, the full Fusion 
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model provides useful diagnostic information about an individual’s cognitive skill acquisitions or 
deficits while producing accurate predictions of their test performance.   
The study results probably lost some discriminatory robustness because of the Fusion 
model being retro-fitted to non-diagnostic test items. This mostly seemed to occur with the most 
difficult items, where discrimination between masters and non-masters of particular attributes was 
slight, and the estimation of total score was less accurate at the high and low ends. Benefits that 
could be provided to those that need it the most (those that score low on the test) are diminished 
in this fashion. This type of model misfit is common with the Fusion model, although the problem 
is somewhat obviated by the employment of the residual trait diagnostic, parameterized as ‘c’ in 
the full Fusion model used in this study.   
  The grain size of the attributes may be another limiting factor of this study. The lack of 
number of items in the test did not allow for several more attributes, finer grained in nature, to be 
defined, which would have provided more finely detailed diagnostic information. Since a high 
number of attributes per item makes for an overly constrained statistical model, and there were 
only twenty-four items, a small number of attributes, i.e., coarsely grained attributes, describing 
large cognitive areas were appropriate.  
  Another limitation of the present study was that the multilevel data structure of the 
students’ test data (i.e., students were nested within classes nested within schools) was not 
considered. Most applications of cognitive diagnostic modeling have used single-level models 
and it is only recently that multilevel, DCMs have been used (e.g., Wang & Qiu, 2018). Future 
research should incorporate the multilevel data structure into model estimation for DCMs and 
compare how parameter estimates and model fit differ when one or more levels of the multilevel 
data structure is ignored. 
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Since this study used secondary (pre-existing) data, no verbal protocol observations or 
other nuanced test taker information was available. Such information is used to observe, define, 
and measure the contents of students’ minds as they solve test items. “The individual’s 
verbalizations, which represent his or her focus of attention in relation to solving a task, 
correspond to contents of working memory that can be conveyed verbally” (Leighton, 2009). 
Such methods applied during and immediately after task performance can provide great insight 
into the working memory used in understanding problems and accomplishing tasks. An inherent 
limitation in the use of existing secondary data, applicable to this study, is that this type of data 
was not collected to address the particular research question or questions being currently asked 
or to test the particular hypothesis being posited (Cheng, 2014). In addition, the data may not be 
as diagnostically applicable for all geographic regions of interest, or generalizable to people 
other than those originally studied (external validity may need to be checked). When there are 
too many difficult items, there will be many more low-end scores, and the Fusion model does not 
work as well in estimating scores at the lower and upper bounds.  
   Another possible limitation of the analysis of secondary data is that the researchers doing 
the analyzing typically are not the same researchers who originally collected and used the data. 
Subsequently, such secondary researchers, including this one, can’t possibly know about any 
data subtleties (verbal information about an answer from a verbal protocol or interview) or 
problems in the original data collection process (this didn’t happen here). This information 
would help in the construction of the Q-matrix. In this study, detailed documentation of 
important information about the validity of the data (by the UCSMP Transition textbook author 
and provider of the data) and careful examination of same (by this user) probably tempered the 
potential severity of these problems.  
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  There were two different grades of students, with some being advanced sixth-graders (n = 
95) and others being normal seventh graders (n = 293). In this study, all 388 were lumped 
together without regard for grade or whether they were advanced or regular students. It is 
possible that the two groups would have produced different results.  The sample size here was 
too small already, and so no attempt was made to do this.  
  Other possible limitations of the results from this study include:  
1. All the content experts didn’t meet in person, so there could have been some nuances in 
understanding about one or more of the latent attributes that wasn’t conveyed to the 
others. This may have been something that a face-to-face meeting would have caught. 
There would have probably been more compromises made and the initial and final Q-
matrices could have looked slightly different, affecting the results to an extent that can’t 
be known.  
2. There may not have been enough content experts. Although as noted above, there is no 
real evidence that this is a problem. It is possible that more experts would have produced 
more information which could have more strongly validated the final Q-matrix, but it also 
possible that consensus about where the ‘1’s and ‘0’s should go would have been harder 
to achieve. 
3. The sample size (n = 388) may have been too small to have a high level of confidence in 
the results. However, a calculation of the minimum sample size needed to have 85% 
confidence, and no more than 3% error in the estimation of the mean PPM for the four 
attributes used here indicated that n = 382 would be sufficient.  A higher confidence level 
and/or lower margin of error would have required a larger sample size.   
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Directions for Future Research  
  The Fusion model is not the most recent version of a cognitive diagnostic model, so 
future studies of this nature should be conducted with newer even more complex models using 
more sophisticated software. A non-compensatory model should still be the best kind to use as 
they generally can produce more fine-grained diagnostic information than can their 
compensatory corollaries.  
De la Torre and Chiu (2016) have proposed that the DINA model can be used for 
specifying Q-matrices of other reduced models. This is done by changing the DINA model away 
from its conjunctive condensation structure into a more generalized model (G-DINA). Not 
having to abide by the conjunctive rule means that less attribute patterns, i.e., attribute-item 
matches, are needed to create the Q-matrix. This method would not work in the full NC-RUM 
(Fusion) model used in this study, but could be tried with the reduced version, where the ‘c’ 
parameters are constrained.    
The full-Non-compensatory version of the Fusion model was used in this study. More 
studies should be done that way, as this model is designed to be able to quantify the use of 
residual traits (through estimation of the “c” parameter) in predicting the proportion of correct 
item responses. The results of this study show that constraining this parameter is not necessary in 
obtaining valid diagnostic information.  
More research is needed on estimating the parameters using the MCMC algorithm 
employed here. Since convergence of parameter estimates is never known for sure for some 
parameters, longer simulations are warranted. Also, the Fusion model could be used as a 
validation for item difficulty and discrimination statistics found using CTT methods, and vice 
versa.  It was shown in this study that some parameters could have been dropped from the DCM 
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analysis by first looking at the cpbis of the test items. This method of cross-checking for non-
informative item parameters needs to be extended to future research. Using CTT would also help 
to find the right Q-matrix quicker, which would lead to a more efficient, validated DCM 
structure. Although the iterative process used with Arpeggio eventually determines the right 
model parameters to be included in the final model run, using both CTT and DCM models 
together should lead to more accurate Q-matrices and more valid item parameter estimates.  
  Only one panel of experts was used in this study. Sometimes, in the standard setting 
process for a professional license or certification, two independent panels are created in an 
attempt to validate each other by showing consistency between the two panels. But, this process 
has not been tried in the development of DCMs.  Desmarais and Naceur (2013) developed 
another valid way to map items to skills, using what they called a “data driven, matrix 
factorization approach.” They then compared skills (attributes) to items matches using this 
approach with the expert panel approach, looking at “item outcome prediction” and non-
informative parameters found with using each methodology. It was shown that there was little 
difference in response patterns between the two attribute-item matching approaches. In fact, 
the factorization approach performed a little better when compared with the results coming 
from the expert designed Q-matrix.  More item-matching methods need to be explored as a 
way of both validating the Q-matrix developed by an expert panel and replacing it in cases 
where either an expert panel cannot be assembled or too much misspecification of the Q-matrix 
has occurred. For teachers to be able to benefit from these types of studies, which are technically 
challenging and overly sophisticated, some less opaque results must be rendered. Henson, 
Templin and Douglas (2007) were the first to do something about this by creating a scale score 
calculated from averaging the scores of items associated with a particular attribute. They 
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concluded that these scale scores estimated posterior probabilities of mastery with only slightly 
reduced accuracy in the classification rates. A score of this type would be an easier and almost as 
beneficial a way of conveying valuable diagnostic information to teachers.   
  More interaction between researcher and teacher is also needed to get appropriate 
feedback from the teachers, e.g., teacher questions to the researcher about item difficulty or what 
the operational definition is for the latent attributes defined in the study. As Dr. Denisse 
Thompson, the UCSMP Director of Evaluation for the Third Edition of the Transition textbook 
said about sixth and seventh grade students attempting to learn the Algebra and Geometry 
concepts in the UCSMP curriculum, “All four dimensions are needed for a robust understanding 
of the concept.” Similar logic applies to teachers regarding the diagnostic information coming 
from studies such as this one; that is, teachers must have a detailed understanding of the latent 
variables defined in order to correctly apply their resources to a student’s conceptual weak areas. 
Future studies could attempt to validate the assumption that teachers will be able to use the 
information from this type of research and that students will benefit from it.  
  As a secondary analysis the present study did not have access to the teachers or the 
students who provided the data for this study. Future research is needed that includes teachers 
and students in the analysis and interpretation process involving DCMs. Research is needed to 
evaluate if teachers and students can understand the various score reports that can be created 
from such DCMs, if and how teachers and students use the information from these models, and 
what effect, if any, the use of any of the various score reports generated from them result in 
improved educational outcomes from students. Feedback on these issues should come from not 
only the teachers who need to understand and implement the diagnostic information from DCMs 
but from a coalition of teachers, assessment experts from the school district, Math department 
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chairs, and the DCM engineer/model creator. This DCM expert would be able to elaborate on the 
entire development process with all the key people who might implement the findings from such 
a model. Each of these coalition specialists would have unique views on how to use this 
information, especially teachers who often already have some ideas about which students need 
extra help and where. Work product from these meetings could be perused by the DCM expert to 
determine if the other coalition members are understanding how to resolve important model 
creation issues such as: the grain size of attributes; the number of attributes; how many expert 
panel members will be needed to construct the initial Q-matrix; and whether face-to-face 
interaction among the panel members is necessary.  The collection of such information could be 
done with a version of a standard setting form where each member would record their answers to 
relevant questions about what they think about the Q-matrix construction process (i.e., did they 
understand the Q-matrix development process, did they feel rushed in creating the matrix, etc.) 
and about the kinds of diagnostic information that will be produced.  
  In addition to having the above education stakeholders be involved with the Q-matrix 
construction process, future DCM research should use such stakeholders to get ideas on how to 
implement the diagnostic results. Disseminating the results in ways that would be more 
beneficial to teachers should be a necessary condition in future studies. What parts of the study 
results are meaningful to teachers?  How hard will it be to implement the information from the 
results? Teachers are not likely to actually use the diagnostic information from such studies if 
they do not understand the information. Therefore, time should be allowed for the reports to be 
given to teachers with ample opportunity for them to ask questions about what the results mean 
and how they can help evaluate students in a more comprehensive manner.  
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  Further exploration is needed about the scope of use of score predictions and mastery 
probability levels resulting from DCM analyses. Are such test score predictions transferable to 
other tests, like high stakes end-of-year exams, or AP Final exams? That is, can those students 
who are categorized as masters from research using a DCM be predicted to have the same 
proportion correct on other tests with similar material? If this could be shown, construct validity 
would be enhanced for the DCM model. 
Even with the validity of the model enhanced thusly, it would still behoove teachers to 
not take the results at face value or to use them exclusively to determine a student’s skill level. 
Although some has already has been done, more future research should be done using a 
combination of DCMs to lessen the probability that the results from the first DCM might have 
occurred by chance.  
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Appendix A 
 
Table A1 
Stems of UCSMP Algebra/Geometry Readiness Test: Part One Items by Content Strand and 
SPUR Category 
 
Posttest 
(Pretest) 
Item No. 
SPUR Item Stem 
Variables and Their Uses 
3 (35) U There were x boxes. Each box had s shoes in it. How many shoes are there in 
all? 
8* (40) U Tetsu rides his bicycle x miles the first day, y miles the second day, and z miles 
the third day. Which of the following expressions represents the average 
number of miles per day that Tetsu travels? 
13 (45) U There are x students from a class on school teams. There are y students in the 
class. How many students are not on school teams? 
18* (48) U A plumber charges customers $48 for each hour worked plus an additional $9 
for travel. If h represents the number of hours worked, which of the following 
expressions could be used to calculate the plumber’s total charge in dollars? 
9 (41) P Which expression describes the pattern in the first four rows of the table? 
37 (59) P Which expression fits all instances of the pattern below?   
Equations and Inequalities 
12* (44) S Suppose that 3 × ( + 5) = 30.  The number in the box should be ______. 
25 (53) S Solve: n – 3 = 2n + 19. 
31* (55) R The objects on the scale below make it balance exactly.  According to this 
scale, if             balances                        , then             balances which of the 
following?  
1* (37) S What is the least whole number x for which 2x > 11? 
16 (46) P If m and n are not zero, which of the following is not necessarily true? 
23 (49) P The dot  • stands for multiplication.  Suppose you can replace x by any number 
you wish. Which is not correct? 
14 R Which is the graph of the equation x + y = 10? 
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Posttest 
(Pretest) 
Item No. 
SPUR Item Stem 
39** R The graph below shows the humidity in a room as recorded on a certain 
morning. On the morning shown in the graph, how many times between 6 a.m. 
and 12 noon was the humidity exactly 20 percent? 
Measurement 
4* (36) S The perimeter of a square is 36 inches. What is the length of one side of the 
square? 
10 (42) S A rectangle has length of 3.6 cm and width of 5 cm.  Which numerical 
expression gives the perimeter of the rectangle? 
17 (47) R Consider the two figures below.  All of the angles are right angles. How do the 
perimeters of the two figures compare? 
6* (38) R Which numerical expression gives the area of the rectangle at the right? 
21 (51) R A rectangular pool has dimensions 10 meters by 30 meters. It is surrounded by 
a walkway as shown by the shading in the diagram at right.  Which of the 
following gives the area of the walkway in square meters? 
30* (54) R If the area of the shaded triangle shown at the right is 4 square inches, what is 
the area of the entire square? 
33 (57) R Each square on the grid at the right represents 1 square unit. Find the area of 
figure PIGS in square units. 
11* (43) U Suppose that a measurement of a rectangular box is given as 48 cubic inches.  
What could the measurement represent? 
32 (56) U A small plastic cube has a volume of 64 cubic inches. It is going to be covered 
with soft fabric to make a baby toy. How much fabric, in square inches, will be 
needed to cover the cube if the fabric does not overlap? 
34 (58) S How many cubes 1 cm by 1 cm by 1 cm can be packed in a box measuring 2 
cm by 5 cm by 6 cm? 
Transformations and Symmetry 
26* (50) R Consider the triangle and line shown at the right.  Which of the following 
shows the result of flipping the triangle over the line l? 
24 (52) R Triangle TRY is translated 3 units to the right and 4 units up.  What will be the 
coordinates of the image of point Y? 
36** R The line m is a line of symmetry for figure ABCDE. The measure of angle 
BCD is …          
Geometric Figures and Their Properties 
15** P Of the following, which is NOT true for all rectangles? 
28** S In a quadrilateral, each of two angles has a measure of 115. If the measure of 
a third angle is 70, what is the measure of the remaining angle? 
40** R The figure represents two similar triangles. The triangles are not drawn to 
scale. In the actual triangle ABC, what is the length of side BC? 
20** R In this figure, triangles ABC and DEF are congruent with BC = EF. What is the 
measure of angle EGC? 
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Posttest 
(Pretest) 
Item No. 
SPUR Item Stem 
19* S One of the acute angles in a right triangle measures 28 degrees. What is the 
measure, in degrees, of the other acute angle? 
22* R Which of the following can be folded to form the prism above? 
38* R Which of these shapes are cylinders? 
Arithmetic 
2** P Which of these fractions is smallest? 
27** S 
What is the value of 
4 1 1
5 3 15
  ? 
35** U The total weight of a pile of 500 salt crystals is 6.5 g. What is the average 
weight of a salt crystal? 
5** U Sound travels at approximately 330 meters per second. The sound of an 
explosion took 28 seconds to reach a person. Which of these is the closest 
estimate of how far away the person was from the explosion? 
7* U If the price of a can of beans is raised from 50 cents to 60 cents, what is the 
percent increase in the price? 
29* U Of the following, which is the closest approximation to a 15 percent tip on a 
restaurant check of $24.99? 
Note. * indicates the item is adapted from NAEP. ** indicates the item is adapted from TIMSS. 
Adapted from  An evaluation of the Third Edition of the University of Chicago School Mathematics 
Project: Transition Mathematics, by D. R. Thompson, S. L. Senk, & Y. Yu, 2012, Chicago, IL: 
University of Chicago School Mathematics Project. Copyright 2012 by The University of Chicago 
School Mathematics Project.  Adapted with permission. 
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Appendix B 
Stems of UCSMP Algebra/Geometry Readiness Test: Part One Post-test Items by Actual Item 
Number from Original 40-items Pre-test 
 
1.What is the least whole number x for which 2x > 11? 
 
A. 5 
B. 6 
C. 9 
D. 22 
E. 23 
 
3.There were x boxes. Each box had s shoes in it. How many shoes are there in all? 
 
E. x + s 
 
F. x – s 
 
G. s – x 
 
H. xs 
 
I.  x s 
 
4.The perimeter of a square is 36 inches. What is the length of one side of the square? 
 
I. 4 inches 
J. 6 inches 
K. 9 inches 
J. 18 inches 
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6.Which numerical expression gives the 
area of the rectangle at the right? 6 
F. 4 × 6 
4 4
 
G. 4 + 6 
H. 2(4 × 6) 
J. 2(4 + 6) 6 
K. 4 + 6 + 4 + 6 
 
8.Tetsu rides his bicycle x miles the first day, y miles the second day, and z miles the third day. 
Which of the following expressions represents the average number of miles per day that Tetsu 
travels? 
 
I. x + y + z 
J. xyz 
K. 3(x + y + z) 
J. 3(xyz)  
K.     x y z 
3 
 
9.Which expression describes the pattern in the first four rows of the table? 
 
J. n + 18 
K. n + 10 
L. 6n 
M. 20n 
N. 360 
 
 
10.A rectangle has length of 3.6 cm and width of 5 cm. Which numerical expression 
gives the perimeter of the rectangle? 
 
F. 3.6 + 5 
G. 2(3.6 + 5) 
H. 3.6 5 
J. 2(3.6 5) 
K. 3.6 5 3.6 5 
 
 
2 12 
5 30 
13 78 
40 240 
n ? 
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11.Suppose that a measurement of a rectangular box is given as 48 cubic inches. What 
could the measurement represent? 
 
N. the distance around the top of the box 
O. the length of an edge of the box 
P. the surface area of the box 
Q. the volume of the box 
 
 
12.Suppose that 3 × (+ 5) = 30.  The number in the box should be . 
 
F. 2 
G. 5 
H. 10 
J. 95 
13.There are x students from a class on school teams. There are y students in the class. How 
many students are not on school teams? 
 
R. x + y 
 
S. x – y 
 
T. y – x 
 
U. xy 
V.  
16.If m and n are not zero, which of the following is not necessarily true? 
 
I. m + n = n + m 
 
J. m – n = n – m 
 
K. mn = nm 
 
J. m 2m 
n 2n 
 
K. 2(m + n) = 2m + 2n 
 
y
x
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17.Consider the two figures below. All of the angles are right angles. How do the perimeters of 
the two figures compare? 
 
10 10 
 
6 
6 
 
 
10 2 
 
 
W. The perimeter of Figure I is larger than the perimeter of Figure II. 
X. The perimeter of Figure II is larger than the perimeter of Figure I. 
Y. Both figures have the same perimeter. 
Z. There is not enough information given to find the perimeters of Figures I and II. 
 
 
18.A plumber charges customers $48 for each hour worked plus an additional $9 for travel. If h 
represents the number of hours worked, which of the following expressions could be used to 
calculate the plumber’s total charge in dollars? 
 
F. 48 + 9 + h 
G. 48 × 9 × h 
H. 48 + (9 × h) 
J. (48 × 9) + h 
K. (48 × h) + 9 
 

 
21.A rectangular pool has dimensions 10 meters by 30 meters. It 
is surrounded by a walkway as shown by the shading in the 
40 
diagram at right.  Which of the following gives the area of 
the walkway in square meters? 
 
A. 40 × 18
 18
 
B. 30 × 10 
C. (40 × 18) – (30 × 10) 
D. (40 × 18) + (30 × 10) 
E. (40 – 30) × (18 – 10) 
 
 
 
I
I 
 
 
 
I 
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R 
T 
Y 
23.The dot • stands for multiplication. Suppose you can replace x by any number you wish. 
Which is not correct? 
 
AA. x • 1 = x 
BB. x + 0 = x 
C. x • 0 = 0 
D. x + 1 = x 
E. x – x = 0 
 
24.Triangle TRY is translated 3 units to the right 
and 4 units up. What will be the coordinates of the 
image of point Y? 
 
 
F. (3, 4) 
G. (2, 5) 
H. (4, 5) 
J. (-4, -3) 
K. (4, 3) 
 
 
 
 
25. Solve: n – 3 = 2n + 19. 
 
A. -57 
B. -22 
C. -16 
D. 16 
E. 22 
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26.Consider the triangle and line shown at the right. Which of the following shows 
the result of flipping the triangle over the line l? 
 
F. 
 
 
l 
 
 
l 
 
 
 
 
G. 
 
 
l 
 
 
 
 
 
 
H. 
 
 
l 
 
 
 
 
 
J. 
 
 
 
 
l 
 
K. 
 
 
 
 
 
 
l 
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30.If the area of the shaded triangle shown at the right is 4 square inches, 
what is the area of the entire square? 
 
 
F. 4 square inches 
G. 8 square inches 
H. 12 square inches 
J. 16 square inches 
K. Not enough information given 
 
31.The objects on the scale below make it balance exactly. 
 
 
 
 
According to this scale, if balances , then balances which 
of the following? 
 
A. 
 
B. 
 
C. 
 
D. 
 
 
32.A small plastic cube has a volume of 64 cubic inches. It is going to be covered with soft 
fabric to make a baby toy. How much fabric, in square inches, will be needed to cover the cube 
if the fabric does not overlap? 
 
F. 4 
G. 16 
H. 24 
J. 96 
K. 384 
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33.Each square on the grid at the right represents 1 square unit. P I 
Find the area of figure PIGS in square units. 
 
 
 
S G 
 
 
 
 
 
34.How many cubes 1 cm by 1 cm by 1 cm can be packed in a box measuring 2 cm by 5 cm by 
6 cm? 
 
F. 13 
G. 16 
H. 60 
J. 70 
K. 120 
 
 
37.Which expression fits all instances of the pattern below? 
 
F. n + 4 
G. n + 6 
H. 3n + 4 
I. 4n 
J. 4n + 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A. 3 
B. 6 
C. 7 
D. 10 
E. 12 
 
1 7 
2 11 
3 15 
4 19 
n ? 
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Appendix C 
   Individual Q-matrices from each of the Five Content Experts 
 
Table C1 
 
Q-matrix 1: Initial Q-matrix from Coder 1 
Item Number Attribute 1  
(Skills)                   
 
Attribute 2 
(Properties) 
Attribute 3  
(Uses)            
Attribute 4 
(Representations) 
1 1 0 0 0 
3 1 0 1 0 
4 1 0 0 0 
6 1 0 0 1 
8 1 0 1 0 
9 0 1 0 0 
10 0 1 0 0 
11 0 1 0 0 
12 1 1 0 0 
13 1 1 1 0 
16 0 1 0 0 
17 0 1 0 1 
18 1 1 1 0 
21 1 1 1 1 
23 1 1 0 0 
24 0 1 0 1 
25 1 0 0 0 
26 0 0 0 1 
30 1 1 0 1 
31 1 0 0 1 
32 1 1 0 0 
33 0 1 0 1 
34 1 1 0 0 
37 0 1 0 0 
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Table C2 
 
Q-matrix 2: Initial Q-matrix from Coder 2 
Item Number Attribute 1  
(Skills)                   
 
Attribute 2 
(Properties) 
Attribute 3  
(Uses)           
Attribute 4 
(Representations) 
1 1 1 0 0 
3 1 0 1 0 
4 1 1 0 0 
6 1 1 0 1 
8 1 0 1 0 
9 1 1 0 1 
10 1 1 0 0 
11 0 1 1 0 
12 1 0 0 0 
13 1 0 1 0 
16 0 1 0 0 
17 1 1 0 1 
18 1 0 1 0 
21 1 1 1 1 
23 0 1 0 0 
24 1 0 0 1 
25 1 0 0 0 
26 1 0 0 1 
30 1 1 0 1 
31 1 1 0 1 
32 1 1 1 0 
33 1 0 0 1 
34 1 0 1 0 
37 1 1 0 1 
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Table C3 
 
Q-matrix 3: Initial Combined Q-matrix from Coders 1 and 2 
Item Number Attribute 1  
(Skills)                   
 
Attribute 2 
(Properties) 
Attribute 3  
(Uses)           
Attribute 4 
(Representations) 
1 1 1 0 0 
3 1 0 1 0 
4 1 1 0 0 
6 1 0 0 1 
8 1 0 1 0 
9 0 1 0 0 
10 0 1 0 0 
11 0 1 0 0 
12 1 1 0 0 
13 1 1 1 0 
16 0 1 0 0 
17 0 1 0 1 
18 1 1 1 0 
21 1 1 1 1 
23 1 1 0 0 
24 0 1 0 1 
25 1 0 0 0 
26 0 0 0 1 
30 1 1 0 1 
31 1 1 0 1 
32 1 1 1 0 
33 0 1 0 1 
34 1 1 1 0 
37 0 1 0 0 
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Table C4 
 
Q-matrix 4: Initial Q-matrix from Coder 3 
Item Number Attribute 1  
(Skills)                   
 
Attribute 2 
(Properties) 
Attribute 3  
(Uses)            
Attribute 4 
(Representations) 
1 1 0 0 0 
3 0 0 1 0 
4 0 1 0 0 
6 0 1 0 1 
8 0 1 1 0 
9 0 0 0 0 
10 0 1 0 0 
11 0 1 0 1 
12 0 1 0 0 
13 0 0 1 0 
16 0 1 0 0 
17 0 1 0 1 
18 0 0 1 0 
21 1 1 1 1 
23 1 1 0 0 
24 0 1 0 1 
25 0 1 0 0 
26 0 0 0 1 
30 0 1 0 1 
31 0 1 0 1 
32 0 1 1 1 
33 0 1 0 1 
34 0 1 0 1 
37 0 0 0 0 
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Table C5 
 
Q-matrix 5: Initial Q-matrix from Coder 4 
Item Number Attribute 1  
(Skills)                   
 
Attribute 2 
(Properties) 
Attribute 3  
(Uses)            
Attribute 4 
(Representations) 
1 1 1 0 0 
3 0 1 1 0 
4 1 1 0 0 
6 0 1 0 1 
8 0 1 1 1 
9 0 1 0 1 
10 1 1 0 1 
11 0 1 0 0 
12 1 1 0 0 
13 0 1 0 1 
16 1 1 0 0 
17 0 1 0 1 
18 0 1 1 1 
21 0 1 1 1 
23 0 1 0 0 
24 0 1 0 1 
25 1 1 0 0 
26 0 1 0 1 
30 0 1 0 1 
31 0 1 0 1 
32 1 1 1 0 
33 0 1 0 1 
34 1 1 0 0 
37 0 1 0 1 
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Appendix D 
Individual Time Series and Density Plots from each of the Positive Entries in the Q-matrix  
The plots are listed from the most smooth and most obviously converged to the least 
smooth and least obviously converged parameter estimates, starting from the top left of this page 
and continuing from top to bottom, left to right for this rest of this appendix.  
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Appendix E 
Sample Letter to the Three Members of the Expert Panel 
Hello Dr. Thompson and fellow grad students, 
 First, of all, thank you for being willing to assist me in an important part of my dissertation 
research – the creation of a Q-matrix. I appreciate your help.  I think you will find what you are 
about to do to be interesting and hopefully, fun. 
In the following pages I will: 
 
Explain what a Q-matrix is 
1. Explain why it is important 
2.  Provide a couple of examples of how to create a Q-matrix 
3. Ask you to use your mathematics expertise to create an initial version of a Q-
matrix 
Each person will be independently creating his/her Q-matrix for a 24 item 
Mathematics/Geometry test that was designed for advanced 6th-grade and regular 7th-grade 
students.  I will provide more details later in this document about this test.  Before I talk about 
the mathematics test I want to explain what a Q-matrix is and how to create a Q-matrix. 
A Q-matrix is essentially a table mapping each test item with the cognitive skills needed to 
successfully answer each item on a test. Below are 2 examples that illustrate what a Q-matrix is 
and what it looks like: 
180 
 
Example # 1: A Q-matrix for a Reading test 
To show you what you will need to do to create a Q-matrix I will first use a Reading Test as an 
example (you will follow similar steps for the mathematics and geometry test data that I am 
using).  This Reading test has 20 items, and is designed to assess examinees’ understanding of 
college-level reading texts.  
One of the first steps in developing the Q-matrix is to identify the areas of knowledge 
and the cognitive skills (which we will collectively call “attributes”) possessed by a potential 
test taker and that the test taker needs to have in order to correctly answer the questions on the 
test.  attributes are identified using several procedures that include task analyses, expert review, 
verbal protocols, and other methods for analyzing student thinking processes.  You will not be 
asked to describe these attributes for the mathematics test I am using but I am interested in your 
opinions about what changes you think should be made, if any, in the number or type of attribute 
required to correctly answer the mathematics test items I am analyzing. 
In the aforementioned reading example, experts identified 5 skills (the attributes were 
called “skills” in this Reading study) underlying the Reading Test: 
1. Vocabulary knowledge 
2. Syntax knowledge 
3. Extracting Explicit Information 
4. Connecting and synthesizing 
5. Making Inferences 
 
These 5 skills were identified by the experts and are listed in the columns of the Q- matrix table.  
Each row lists an item.  
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Test Item 
 
Skill 1 
Vocabulary 
knowledge 
 
Skill 2 
Syntax 
knowledge 
 
Skill 3 
Extracting 
Explicit 
Information 
 
Skill 4 
Connecting 
and 
synthesizing 
 
Skill 5 
Making 
Inferences 
 
1      
2      
3      
4      
5      
6      
7      
8      
Etc.      
20      
 
 
To create the Q-matrix for the Reading test, a group of content experts  each read and 
analyzed each test item and determined which skills  were needed to correctly answer the 
question.  Each expert first developed a Q-matrix on their own, as follows: 
If the person felt that a skill was needed the person would put a ‘1’ in the column for that 
item.  If the person did not feel that the skill was needed the person would put a’0’.  (There is 
more than one ‘1’ going across a row if the person felt that to answer the item correctly a test 
taker would need multiple skills.  
Below is a part of the Q-matrix that was made by one person.  For item 1, the person felt 
that Skill 1, Skill 2 and Skill 4 were needed (there are ‘1’s in those columns and ‘0’s in the 
remaining columns). 
For item 2, Skill 1 and Skill 3 were believed to be needed. 
For item 3, only Skill 4 was believed to be needed.  
Some items required a test taker to have 3 different skills to correctly answer that item. Overall, 
one can see by looking at the Column totals that Skills 1 and 3 were most commonly needed, 
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while Skill 5 was needed the least.  Skill 5 (making inferences) is needed the least because it is a 
higher order skill, not needed to answer most reading questions. 
 
Initial Q-Matrix, Reading data 
Item Skill 1  
(Vocabulary) 
Skill 2 
(Syntax) 
Skill 3 
(extracting 
explicit 
information 
Skill 4 
(connecting  
and 
synthesizing) 
Skill 5 
(making 
inferences) 
Row 
Total 
1 1 1 0 1 0 3 
2 1 0 1 0 0 2 
3 0 0 0 1 0 1 
4 0 0 1 0 0 1 
5 1 1 0 0 1 3 
6 1 0 1 0 0 2 
7 0 1 1 0 0 2 
8 1 0 0 1 0 2 
9 0 0 1 0 0 1 
10 1 0 0 0 1 1 
11 0 0 1 0 0 1 
12 1 1 1 0 0 3 
13 0 0 0 1 0 2 
14 1 0 0 1 0 2 
15 1 1 0 0 1 3 
16 1 1 1 0 0 3 
17 0 1 0 1 0 2 
18 0 1 1 0 0 2 
19 1 0 0 1 0 2 
20 0 0 1 0 0 1 
Column 
Total 
11 8 10 7 3  
Initial Q-Matrix (From Li, 2011, Table 7) 
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Example # 2: Mathematics (this is more similar to the task you will be doing) 
 
This test has 20 fraction subtraction test items from 536 middle school students. The content 
experts employed for this study believed that these test items measured the following eight skills or 
attributes:  
1) Convert a whole number to a fraction, (Item K1) 
2) Separate a whole number from a fraction, (Item K2) 
3) Simplify before subtracting, (Item K3) 
4) Find a common denominator, (Item K4) 
5) Borrow from whole number part, (Item K5) 
6) Column borrow to subtract the second numerator from the first, (Item K6) 
7) Subtract numerators, (Item K7) 
8) Reduce answers to the simplest form. (Item K8) 
 In this Q-matrix, it can be seen that items have from 1 to 5 attributes listed as being necessary for 
the item to be answered correctly.   
Initial Q-matrix, Fraction data 
Item K1 K2 K3 K4 K5 K6 K7 K8 Row 
Total 
1 0 0 0 1 0 1 1 0 3 
2 0 0 0 1 0 0 1 0 2 
3 0 0 0 1 0 0 1 0 2 
4 0 1 1 0 1 0 1 0 4 
5 0 1 0 1 0 0 1 1 4 
6 0 0 0 0 0 0 1 0 1 
7 1 1 0 0 0 0 1 0 3 
8 0 0 0 0 0 0 1 0 1 
9 0 1 0 0 0 0 0 0 1 
10 0 1 0 0 1 0 1 1 4 
11 0 1 0 0 0 0 1 0 2 
12 0 0 0 0 0 0 1 1 2 
13 0 1 0 1 1 0 1 0 4 
14 0 1 0 0 0 0 1 0 2 
15 1 0 0 0 0 0 1 0 2 
16 0 1 0 0 0 0 1 0 2 
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17 0 1 0 0 1 0 1 0 3 
18 0 1 0 0 1 1 1 0 4 
19 1 1 1 0 1 0 1 0 5 
20 0 1 1 0 1 0 1 0 4 
Column 
Total 
3 13 3 5 8 2 19 3  
From de la Torre and Douglas, 2004, Table 5 
Below are the actual test items used for this Q-matrix. 
 
   
 
Information about the research I am doing, including the test items I am using in my research  
 
  
In the present proposed study, the data come from The University of Chicago School 
Mathematics Project (UCSMP). Within this project, there are data from the evaluation of the 
Transition Mathematics, Third Edition text (Year 2), which serves as a pre-algebra text, but with 
significant geometric work integrated with algebra. Algebra and geometric concepts are 
connected to measurement, probability, and statistics. In addition to using variables as 
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unknowns, variables are used to generalize patterns. Appropriate technology (e.g., graphing 
calculators, spreadsheets, and interactive geometric software) is used throughout to explore 
mathematics. The test data include 40 items, 24 of which are common to more than one test from 
the program. Specifically, the items are part of a posttest for advanced 6th grade and regular 7th 
grade students who used the Transition Mathematics text (Thompson, Senk & Yu, 2012). These 
data were chosen because the items were similar in form to those in other high stakes tests, like 
TIMSS (Trends in International Mathematics and Science Study). The items appear as an 
addendum at the end of this document.  
The Transition Mathematics items will be analyzed with one of the psychometric models 
in the class of non-compensatory diagnostic cognitive models.   
In order to use any non-compensatory DCM as a diagnostic tool for a mathematics 
assessment with dichotomous items the test items measuring proficiency must be able to be 
broken down into multiple, separately identifiable cognitive attributes needed by the test take to 
answer items correctly. Multiple skills can be identified for some items. 
 In this particular study, the cognitive attributes are the four dimensions of 
understanding (attributes) defined by mathematics content specialists as best being able to 
facilitate the correct responses to Transition Mathematics Algebra and Geometry items. These 
attributes are:  
(a) Skills, which deal with the procedures used in getting to the correct answers;  
(b) Properties, which deal with the principles behind the mathematics concepts being studied;  
(c) Uses, which deal with applications of mathematics in real situations; and  
(d) Representations, which deal with pictures, graphs, or objects that illustrate concepts.   
The item numbers I am using, what SPUR category each item was placed in for the original 
(non-diagnostic) analysis, and the question stems are shown in the figure below, reproduced 
from the Transition Mathematics Technical Report (Thompson, Senk & Yu, 2012). 
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The actual items, as they were seen on the test, are at the end of this document. 
 
 
Figure 9. Stems of UCSMP Algebra/Geometry Readiness Test: Part One Items by Content 
Strand and SPUR Category 
Posttest 
(Pretest) 
Item No. 
SPUR Item Stem 
Variables and Their Uses 
3 (35) U There were x boxes. Each box had s shoes in it. How many shoes are there in 
all? 
8* (40) U Tetsu rides his bicycle x miles the first day, y miles the second day, and z miles 
the third day. Which of the following expressions represents the average 
number of miles per day that Tetsu travels? 
13 (45) U There are x students from a class on school teams. There are y students in the 
class. How many students are not on school teams? 
18* (48) U A plumber charges customers $48 for each hour worked plus an additional $9 
for travel. If h represents the number of hours worked, which of the following 
expressions could be used to calculate the plumber’s total charge in dollars? 
9 (41) P Which expression describes the pattern in the first four rows of the table? 
37 (59) P Which expression fits all instances of the pattern below?   
Equations and Inequalities 
12* (44) S Suppose that 3 × ( + 5) = 30.  The number in the box should be ______. 
25 (53) S Solve: n – 3 = 2n + 19. 
31* (55) R The objects on the scale below make it balance exactly.  According to this 
scale, if           balances                       , then           balances which of the 
following?  
1* (37) S What is the least whole number x for which 2x > 11? 
16 (46) P If m and n are not zero, which of the following is not necessarily true? 
23 (49) P The dot  • stands for multiplication.  Suppose you can replace x by any number 
you wish. Which is not correct? 
Measurement 
4* (36) S The perimeter of a square is 36 inches. What is the length of one side of the 
square? 
10 (42) S A rectangle has length of 3.6 cm and width of 5 cm.  Which numerical 
expression gives the perimeter of the rectangle? 
17 (47) R Consider the two figures below.  All of the angles are right angles. How do the 
perimeters of the two figures compare? 
6* (38) R Which numerical expression gives the area of the rectangle at the right? 
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Posttest 
(Pretest) 
Item No. 
SPUR Item Stem 
21 (51) R A rectangular pool has dimensions 10 meters by 30 meters. It is surrounded by 
a walkway as shown by the shading in the diagram at right.  Which of the 
following gives the area of the walkway in square meters? 
30* (54) R If the area of the shaded triangle shown at the right is 4 square inches, what is 
the area of the entire square? 
33 (57) R Each square on the grid at the right represents 1 square unit. Find the area of 
figure PIGS in square units. 
11* (43) U Suppose that a measurement of a rectangular box is given as 48 cubic inches.  
What could the measurement represent? 
32 (56) U A small plastic cube has a volume of 64 cubic inches. It is going to be covered 
with soft fabric to make a baby toy. How much fabric, in square inches, will be 
needed to cover the cube if the fabric does not overlap? 
34 (58) S How many cubes 1 cm by 1 cm by 1 cm can be packed in a box measuring 2 
cm by 5 cm by 6 cm? 
Transformations and Symmetry 
26* (50) R Consider the triangle and line shown at the right.  Which of the following 
shows the result of flipping the triangle over the line l? 
24 (52) R Triangle TRY is translated 3 units to the right and 4 units up.  What will be the 
coordinates of the image of point Y? 
Note:  * indicates the item is adapted from NAEP; ** indicates the item is adapted from TIMSS. 
Underlined item numbers are those which are common to the pretest and posttest. 
 
 
 
 
WHAT I NEED YOU TO DO 
 
The four SPUR dimensions associated with each item have been redefined as attributes for this 
study.  
For the Transition Mathematics test only one dimension could be defined for each item. 
But, in my study using a diagnostic cognitive model (like the Reading and Math examples shown 
above) an item can have more than one attribute.  Thus, I need you to: 
• read through the entire 24 question test  
• determine which one or more of the four attributes would be needed to correctly answer each 
item.  
• go item by item and construct a Q-matrix with one row for each item, and with each row 
having four columns (one for each attribute) 
• place ‘1’s and ‘0’s in each of the four columns for each of the 24 rows.  Remember each row 
CAN have more than one ‘1’ in it.  
 
Finally, if you are able, I would greatly appreciate it if you could let me know what you think about 
the definitions of the attributes, suggestions to improve the context and sub-context of the attributes, 
188 
 
and whether you think there needs to be more attributes defined for these items (would you split an 
attribute into two, or define a completely different attribute?). 
 
Here is a sample table using a Likert scale to characterize the clarity of attribute definitions. 
 
Attribute List 
definition 
Not at all 
clear 
1 
Slightly 
clear 
2 
Moderately 
Clear 
3 
Very 
Clear 
4 
Extremely 
Clear 
5 
       
       
       
       
       
 
 
Comments about the existing attributes: 
 
Suggestions to improve the existing attributes: 
(Are the components within them defined precisely?)  
 
 
Suggestions for additional attributes and/or removal of existing attributes: 
  
What would be your thoughts on what additional diagnostic information you would expect 
to get from this diagnosis, and what uses could be made of it?  
  
Are there other relevant people who can both be content specialists and verify results, 
when gained?  
 
 
Five of you are doing this independent of each other so that I can determine how universally 
acceptable are the attribute definitions being used and how appropriate these attributes are for 
diagnostic analysis of these items.  From your feedback: 
• I’ll review each of the independently created Q-matrices and see if there is 
agreement.   
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• If there are disagreements I may ask for your thoughts about why you selected 
specific skills.  
• There may be significant differences in the different Q-matrices created; therefore, 
there might be a need for a conference of some kind to make such revisions that will 
provide for a composite (but still initial) Q-matrix.  
o This would amount to clarifying definitions of attributes, determining which 
items need more than one attribute to be answered correctly, redefining 
attributes, defining new attributes, etc.  
 
  
 
If you have any questions please let me know by calling ______ or emailing me at 
rfay@mail.usf.edu. 
Thanks!! 
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IRB Approval Letter 
 
The IRB approval letter for the research is shown below.  
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