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Wind power generation provides opportunities to improve energy security and 
sustainability, but at the same time creates new challenges to electrical power researchers 
and engineers. High penetration of wind energy requires innovations in different areas of 
power engineering. Methods for improving wind energy and power system interconnection, 
control, and operation are proposed in this Ph.D. dissertation. 
Wind turbines using doubly-fed induction generators (DFIGs) have the advantage of 
low cost, but they are sensitive to grid faults. A feed-forward transient compensation control 
scheme is proposed to enhance the low-voltage ride-through capability of DFIGs. Stator-
voltage transient compensation terms are introduced to suppress rotor current overshoots and 
torque ripples resulting from grid faults.  
Wind power generation introduces unexpected fast power variation to power systems. A 
dynamic stochastic optimal power flow (DSOPF) control scheme is proposed to optimally 
reroute real-time active and reactive power flow in the presence of high variability and 
uncertainty. A neurocontrol design method called the Adaptive Critic Designs is adapted to 
implement the DSOPF controllers. The performance of the proposed DSOPF control scheme 
is demonstrated in a 12-bus and a 70-bus power system.  
The limited amount of system reserve may prohibit the increase of wind power 
penetration. A combined energy-and-reserve wind market scheme is thus proposed. The 
additional wind reserve market is designed with a lower deficit penalty and allows wind 
producers to manage their risks of deviation revenue loss. Variable wind reserve products 
are created to absorb part of the wind production variation. These fast wind reserve products 
can then be used to regulate system frequency deviation and improve system security.  
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 CHAPTER 1 INTRODUCTION AND OBJECTIVES OF 
RESEARCH 
 
1.1 Background of Wind Energy Generation  
Renewable energy has received extensive interests over the past decade, resulting from 
increasing concerns about energy security and sustainability. Wind energy generation, in 
particular, has been growing rapidly around the world and has become one of the most 
mature renewable generation technologies.  
The E.U. has set a binding target of 20% of its energy supply coming from wind and 
other renewable resources by the year 2020 [1]. In the U.S., a scenario of wind energy 
contributing 20% of the total energy supply by 2030 is envisioned by the Department of 
Energy [2]. Renewable Portfolio Standard (RPS) mandates (or their equivalents) with 
renewable-production tax credits have been enacted in many countries and states to 
accelerate the development of the wind industry [3]. By the end of 2009, the worldwide 
installed wind capacity reached 159 GW, showing a 31.7 % increase from 2008 [4]. In the 
U.S., nearly 10 GW of wind capacity came online in 2009, bringing the U.S. total installed 
wind capacity to over 35 GW [5], yet the wind energy penetration level in 2009 was only 
around 2% [6]. 
Variable-speed wind energy conversion systems (WECSs) are commonly used to 
maximize the wind energy captured in modern wind power plants. The variable-speed 
operation is achieved by using power electronic converters to decouple the mechanical rotor 
frequency from the electrical grid frequency. Two major configurations of variable-speed 
WECSs have been developed [7], [8]: (1) WECSs equipped with doubly-fed induction 
generators (DFIGs) and partially-rated power electronic converters, as shown in Figure 1.1; 
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and (2) WECSs equipped with synchronous generators (SGs) and fully-rated power 























Figure 1.2 A WECS using a SG and fully-rated converters. 
 
In the first WECS configuration, the power electronic converters are typically rated at 
about 30% of the DFIG power rating. The total system cost is thus reduced. However, the 
partially-rated converters are vulnerable to grid disturbances. A gearbox is normally 
required to increase the rotating speed of the DFIG rotor. Because of the high variability of 
wind, the gearbox is often under high mechanical stress, which requires frequent 
maintenance to prevent mechanical failure. 
In the second WECS configuration, a regular field-excited SG or a permanent-magnet 
SG is used with an optional gearbox. If the gearbox is not used, a large SG with multiple 
poles is required. This large SG incurs additional engineering challenges and costs during 
assembly and installation. 
1.2 Interconnection Requirements and Challenges for Large Wind Plants 
The rapid growth of wind generation capacity has motivated the establishment of grid 
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codes for connecting large wind power plants to the grid [9], [10]. In the U.S., the Federal 
Energy Regulatory Commission (FERC) requires wind plants larger than 20 MW to 1) 
provide supervisory control and data acquisition (SCADA) capability to transmit data to and 
receive instructions from transmission providers; 2) maintain their power factors between  
-0.95 to 0.95, if such a requirement is necessary to ensure system reliability; and 3) 
withstand three-phase faults and remain connected to the grid for at least nine cycles (0.15 s), 
where the voltage measured at the high side of the wind-plant step-up transformer may drop 
to as low as zero volt [12], [13]. 
The low-voltage ride-through (LVRT) requirement, i.e., the third one mentioned above, 
requires large wind plants to be robust against grid disturbances. Figure 1.3 shows the 
measured total wind power production in the Spanish power network on January 18, 2004 
[11], and sudden drops of wind production resulting from grid faults were recorded. A 
successful LVRT solution can minimize these unexpected wind plant outages, and is thus a 
prerequisite for high penetration of wind energy. 
 
 
Figure 1.3 Total wind production in Spain with recorded wind power outages [11]. 
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For wind generation systems equipped with DFIGs and partially-rated power electronic 
converters, the LVRT requirement is difficult to satisfy. Because the stator of a DFIG is 
directly connected to the grid, the whole DFIG system is sensitive to grid disturbances. 
Firstly, an abrupt voltage drop (balanced or unbalanced) at the DFIG stator terminals 
produces a temporary DC component in the stator flux [14], which then induces a large 
transient voltage in the DFIG rotor circuit. If the power electronic converters cannot 
compensate for all of the induced voltage, a large rotor-current overshoot appears in the 
rotor circuit, which may damage the converters and result in disconnection of the wind 
turbine generator. Secondly, an unbalanced-stator-voltage condition produces a negatively-
rotating component in the stator flux [15]. This negatively-rotating stator flux may create 
large second-order-harmonic torque ripples [16], which increase the gearbox mechanical 
stress. Therefore, for lower-cost DFIG-based wind generation systems, it is desired to limit 
the transient current overshoots and torque ripples during abnormal grid conditions. 
1.3 Power System Active and Reactive Power Control and Challenges with High 
Penetration of Wind Power 
Power system real-time active power imbalance resulting from unpredicted short-term 
load variation is typically handled by a simple linear controller, called automatic generation 
control (AGC) [17]. AGC is also referred as load frequency control or secondary frequency 
control. Typical AGC uses a proportional-integral (PI) controller to regulate the control-area 
frequency and inter-area active power exchange by adjusting generation from individual 
generators. Although AGC provides system-wide active power control, it treats a power grid 
as a single-bus system, has no coordination with reactive power control, and does not 
consider system stability and security.  
Reactive power support is typically provided by large generators, switched capacitor 
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banks, and on-load tap-changing (OLTC) transformers. At some critical buses, power-
electronics-based flexible-AC-transmission-system (FACTS) devices [18], such as static 
VAr compensators (SVCs) and static synchronous compensators (STATCOMs), are used to 
provide dynamic reactive power support. For short-term load variation and disturbances, bus 
voltages are regulated by these reactive-power-support devices using local controllers [18]. 
Real-time system-wide coordinated control on reactive power rarely exists in today’s power 
systems. 
The present separate control schemes for active and reactive power are based on the 
assumption that only small variation exists in a power system during a short period of time, 
and any long-term large variation is handled by steady-state optimization processes. This 
assumption is true when the major uncertainty in a power system is the load, which varies 
relatively slowly at transmission levels and is predictable because of the load’s cyclic 
characteristics. However, in a scenario with high penetration of wind power, significant 
power flow redistributions may occur in a short period of time, resulting from the high 
variability and uncertainty associated with wind. A large drop of wind power generation at 
one bus will cause a temporary generation-demand imbalance, followed by generation 
increases at some other buses and a redistribution of power flow across the power network. 
With the existing control schemes for active and reactive power, power-line overload and 
bus over/under-voltage may occur because of the limited control capability of AGC and 
limited local reactive-power resources.  
1.4 Challenges of Power System and Electricity Market Operation with Wind 
Generation Resources 
In both vertically-integrated power companies and electricity markets, power systems 
are operated based on day-ahead/intra-day scheduling and close-to-real-time dispatching 
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(adjustments for the next 5 to 15 minutes) processes [19]. Day-ahead/intra-day schedules are 
generated based on load forecasts, by minimizing the total cost of electricity with different 
constraints [19]. Day-ahead load forecast errors are typically around 2%. During the day-
ahead scheduling process, ancillary reserve services are also planned accordingly to ensure 
secure operation for the next day under a certain level of uncertainty (e.g., inaccurate 
forecasts and grid contingencies). In most electricity markets, an energy market is formed to 
facilitate the energy trading between buyers and sellers, while a reserve market is formed to 
commit reserve services for system security [20]. 
Since the introduction of grid-scale wind plants, wind energy has been simply treated as 
highly-variable negative load with limited predictability. With state-of-the-art wind 
forecasting methods, average day-ahead wind forecast errors are around 25%-30% for a 
single wind plant and 15%-18% for a control region [21]. As a result, system operators 
normally use conservative wind forecasts (forecasts with a high probability of exceedance) 
in the day-ahead scheduling process to ensure having enough generation capacity online 
[22]. This method minimizes the impact of wind uncertainty, but at the same time results in 
under-utilization of wind power. During real-time operation, the actual wind power will 
exceed the schedules most of the time, and a significant amount of balancing reserve would 
be needed to absorb all available wind power because of the relatively slow ramp rates of 
conventional units. Lack of balancing reserve is one of the two major causes (the other one 
being lack of transmission capacity) of wind curtailments [23]. 
Wind curtailments reduce wind plant revenues, since no compensation is paid for 
curtailments in most electricity markets [23]. Moreover, wind producers are subject to 
monetary penalties if their actual outputs deviate from the forecast-based schedules [24], 
[25]. In other words, wind producers are exposed to revenue reductions resulting from both 
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wind forecast errors and conservative supply bids. 
As the wind penetration level continues to increase, balancing reserve from 
conventional units will become scarce, and more wind curtailments and penalties are likely 
to occur. How to better operate power systems for a high-wind-penetration scenario is still 
an unanswered challenging question [26]. 
1.5 Objectives of Research 
High penetration of wind power requires reliable and uninterrupted wind energy 
generation, as well as new methods for power system control and operation that take into 
account the variability and uncertainty associated with wind. Innovations in different layers 
of power engineering are required. Figure 1.4 (adapted from [27]) summarizes different 
enabling technologies for increasing wind energy penetration. 
 
 
Figure 1.4 Technology paradigm for increasing wind energy penetration. 
 
The proposed research focuses on the following three aspects (bold in Figure 1.4) to 
provide solutions for achieving high penetration of wind power: 
• Mechanisms for trading wind power
• Wind production forecasts




• Wide-area monitoring (dynamic security)
• Demand response, storage, FATCS




• Wind plant supervisory control
• Collection system (storage and VAr)




• Material/component  technologies
• Wind turbine and generator technologies





 Low-voltage ride-through (LVRT) enhancement of doubly-fed induction generator 
(DFIG) based wind generation systems: dynamic control of DFIGs is investigated to 
enhance their capability to ride through grid transient disturbances and provide 
uninterrupted active and reactive power generation. 
 Wide-area optimal control of power system AC power flow (both active and reactive 
power flow): the Adaptive Critic Design (ACD) theory [28] is used to provide nonlinear 
optimal control to power systems with high short-term uncertainty and variability. 
 Combined energy-and-reserve wind power market design: fast and variable reserve 
product from wind plants is proposed to absorb wind production variation, increase 
wind producer revenue, and enhance power system security.  
1.6 Dissertation Outline 
The rest of this dissertation is organized as follows: 
Chapter 2 provides a comprehensive literature review on the existing methods and 
techniques pertinent to the proposed research. 
Chapter 3 proposes a feed-forward transient compensation control algorithm for 
enhancing the LVRT capability of DFIGs. Simulation and experimental studies are 
presented to demonstrate effectiveness of the proposed control method. 
Chapter 4 proposes a wide-area optimal power flow control algorithm, called dynamic 
stochastic optimal power flow (DSOPF) control. Design and control performance of a 
DSOPF controller for a small 12-bus power system are presented. 
Chapter 5 applies the DSOPF control algorithm to a 70-bus power system with two 
large wind plants. A two-level DSOPF control design is presented for controlling large 
power networks. 
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Chapter 6 proposes a new combined energy-and-reserve market mechanism for wind 
power trading. Analysis on a single wind plant in a perfectly competitive market is presented 
to demonstrate the benefits of the additional wind reserve market to wind producers. 
Chapter 7 further investigates the combined energy-and-reserve market scheme in a 
single-bus multiple-generator power system. Different wind market schemes are compared 
by solving the energy-reserve co-optimizaiton problem. The benefits of fast wind reserve to 
grid security are evaluated using dynamic simulations. 
Chapter 8 provides the conclusions and contributions of this dissertation work and 
recommendations for future investigations. 
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 CHAPTER 2 REVIEW OF LITERATURE 
 
2.1 Chapter Overview 
This chapter provides a literature review on topics pertinent to this dissertation work, 
including: (1) the modeling and control methods for wind turbines and doubly-fed induction 
generators (DFIGs), (2) the existing low-voltage ride-through (LVRT) techniques for 
enhancing the robustness of the DFIG-grid interconnection, (3) the existing system-level 
control methods for controlling power system real-time active and reactive power, and (4) 
the existing operation methods for procuring wind energy in power markets. 
2.2 Control of DFIG-based Wind Generation Systems 
This section summarizes the control of DFIG-based wind generation systems and 
provides the background for subsequent discussions on DFIG LVRT techniques. 
2.2.1 Modeling and Operation of Wind Turbines 
The wind power captured by a wind turbine is given by [29], [30] 
31( , ) ( , )
2
m wind P r w PP P C A v C
, 
(2.1) 
where Pwind is the wind power in W, CP is the wind-turbine efficiency, ρ is the air density in 
kg/m
3
, Ar is the area swept by the turbine rotor blades in m
2
, and vw is the wind speed in m/s. 








where R is the blade length in m and ωt is the turbine rotating speed in rad/s. The CP-λ-θ 
relationship is a complex nonlinear function that depends on the blade design, and this 
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relationship is usually given by wind-turbine manufacturers. Figure 2.1 shows the Cp curves of a 
3.6 MW wind turbine, where a polynomial is used to approximate the actual CP-λ-θ relationship 
[29]. 
A typical output-power curve of wind turbines is shown in Figure 2.2. For efficiency 
and safety reasons, wind turbines operate only when the wind speed is between the cut-in 
and cut-out speeds. When the wind speed is between the cut-in and rated speeds, wind 
turbines are typically operated in a maximum-power-point-tracking (MPPT) mode, and the 
turbines are controlled such that Cp reaches its peak value. Different MPPT control 
algorithms have been reported, including turbine-characteristic-based methods [31], [32], 
and online-searching-based methods [33], [34]. When the wind speed increases above the 
rated value, a control loop, called pitch angle control, is activated to increase the pitch angle, 
θ, and maintain the captured wind power within the turbine rating. Details of the MPPT 
control used in this dissertation work are included in Appendix A. 
 
 
















Figure 2.2 Typical wind-turbine power curve. 
 
2.2.2 Vector Control for DFIGs 
The power electronic converters of a DFIG wind generation system consist of a rotor-
side converter (RSC) and a grid-side converter (GSC), as shown in Figure 2.3. The RSC AC 
side connects to the rotor outlets of a three-phase wound-rotor induction machine. The GSC 
AC side connects to the machine stator through a step-up transformer. The RSC controls the 
DFIG-stator active and reactive power outputs. The GSC maintains the DC-bus voltage and 
























Figure 2.3 Configuration of a DFIG wind turbine system. 
 
The vector control (or field oriented control) algorithm for electric motors [35] has been 
applied to control DFIGs. In the synchronous dq reference frame, when the d axis is aligned 
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with the stator flux (λs in Figure 2.4), the DFIG-stator active power output (and 
electromagnetic torque) is only related to the q-axis rotor current, and the reactive power 
output is only related to the d-axis rotor current [30], [32]. Thus, the vector control 
algorithm decouples the active and reactive power control of DFIGs. The block diagram of 
the RSC vector control scheme is shown in Figure 2.5. Because the dq rotor currents are 
cross-coupled with the dq rotor voltages, feed-forward current regulars with PI controllers 
[36] are commonly used to decouple the control of dq rotor currents [32].  
The DFIG mathematical model and derivations for the DFIG vector control scheme are 
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Figure 2.5 Vector control scheme for RSC with a feed-forward current regulator. 
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2.2.3 Direct Power Control for DFIGs 
Direct torque control (DTC) [37], or direct power control (DPC), for electrical motors 
and FACTS devices has also been applied to directly control the DFIG-stator active and 
reactive power outputs. The basic principle of DTC/DPC is to generate a voltage space 
vector that controls (increases or decreases) the electromagnetic torque (or active power) 
and magnetic flux (or reactive power) during each sampling period. DTC/DPC has good 
dynamic performance with simple implementation, and requires no knowledge of system 
parameters [38]. However, the main drawbacks of DTC/DPC include higher current and 
torque (or power) ripples and a variable switching frequency [38]. 
The schematic diagram of using DPC to control a DFIG RSC is shown in Figure 2.6, 
where estimating the rotor flux during zero-slip conditions is one of the major challenges. 
Seman et al. [39] uses the estimated stator flux and rotor current to derive the rotor flux 
based on the machine flux equations. In contrast, Xu et al. [40] avoids estimating the rotor 
flux by using the vector control concept, where the RSC switching scheme is directly 
generated based on the estimated stator flux. A DPC scheme with constant switching 
frequency has also been reported for DFIGs, but some knowledge of the machine parameters 























Figure 2.6 Direct power control scheme for RSC. 
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2.3 Low-Voltage Ride-Through (LVRT) Approaches for DFIG Wind Turbines 
This section reviews the different DFIG LVRT techniques that have been developed 
based on the different DFIG control methods introduced in the previous section. The 
limitations of the existing LVRT techniques are then summarized at the end of this section. 
2.3.1 LVRT Approaches for Balanced Grid Faults 
For balanced three-phase grid faults, a large transient current may be induced in the 
DFIG rotor circuit during the transient periods of stator-voltage drop and recovery. The 
primary challenge of riding through balanced grid faults is to limit the transient rotor current 
and the potential DC-bus voltage rise, and protect the power electronic converters from 
over-current and over-voltage. 
2.3.1.1 AC Crowbar Protection Circuit 
One common LVRT solution for DFIGs is to install an AC crowbar circuit across the 
rotor terminals [42]-[44], as shown in Figure 2.7. The crowbar circuit can be implemented 
using either a thyristor-controlled rectifier [43], [44] or a passive diode rectifier with an 
active switch at the DC side [42]. The latter one has active turn-off capability and is also 
referred as an active crowbar. A resistor is often used at the DC side in both crowbar 
implementations to limit the transient rotor current, and dissipate the excessive energy [45]. 
When rotor over-current is detected, the RSC triggering is blocked; the crowbar short-
circuits the rotor terminals with the resistor and isolates the RSC from the DFIG rotor [46]. 
The AC crowbar circuit provides conservative protection to the RSC and at the same time 
changes the DFIG to a regular induction machine, which absorbs reactive power from the 
grid. This event occurs at the exact same time when the grid needs reactive power support. 
As a result, dynamic VAr compensators, such as SVCs or STATCOMs, are often installed at 
the DFIG terminals (or at the wind-plant collection system) to provide reactive power 
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support during grid faults [47]-[49]. Control of the crowbar circuit that minimizes the 












Figure 2.7 DFIG with an active crowbar protection circuit. 
 
2.3.1.2 DC Chopper Protection Circuit 
Another LVRT solution equivalent to the AC crowbar is to use a DC chopper circuit 
with a resistor across the DC bus [44], as shown in Figure 2.8. Instead of adding an extra 
crowbar circuit, this scheme utilizes the existing RSC diode bridge designed with a higher 
current rating. When rotor over-current is detected, the RSC triggering is blocked, and the 
transient current flows throw the RSC diode bridge and charges up the DC-bus capacitor. 
The DC chopper is used to prevent the DC bus from over-voltage, and dissipate the 
excessive energy. Similar to the AC crowbar scheme, once the RSC triggering is blocked, 
the DFIG rotor terminals are short-circuited by the DC-bus capacitor through a passive 













Figure 2.8 DFIG with a DC chopper protection circuit. 
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2.3.1.3 Protection Circuits using Series-Connected Devices 
With an additional series-connected power electronic converter between the DFIG 
stator and the grid, the net stator voltage can be dynamically restored to minimize the effects 
of grid disturbances on the DFIG system [52], [53]. However, this solution has a high 
active-device count and increases the system cost. Alternatively, power-electronics-
controlled dynamic impedances may be connected in series with either the DFIG rotor [54] 
or stator [55] to temporarily increase the impedance seen by the RSC during grid-fault 
transients. 
2.3.2 LVRT Approaches for Unbalanced Grid Faults 
For unbalanced grid faults, besides limiting the rotor current during the transient periods 
of stator-voltage drop and recovery, another important aspect is to limit the torque ripples 
when the stator voltage is unbalanced. Under unbalanced grid conditions, second-order-
harmonic ripples may appear in the electromagnetic torque, stator current, and stator active 
and reactive power outputs. It has been shown [57], [60] that only one of the following three 
conditions can be fulfilled at a time by controlling the RSC: 1) eliminating the stator current 
ripples, 2) eliminating the torque and stator reactive power ripples, and 3) eliminating the 
stator active and reactive power ripples. To reduce the gearbox stresses, eliminating the 
torque ripples is typically selected as the control objective. 
2.3.2.1 Vector-Control-based Approaches 
Based on the RSC vector control scheme shown in Figure 2.4, the sequence component 
decomposition method is often used to minimize the torque and reactive power ripples. The 
dq-rotor-current positive- and negative-sequence components are controlled separately, 
resulting in four current PI regulators, additional phase-locked loops (PLLs) and notch filters 
[56], [57]. Proportional-integral-resonant (PIR) regulators are reported to regulate both the 
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positive- and negative-sequence currents at the same time [58], eliminating the need for 
additional negative-sequence current regulators. However, the current commands for the 
positive- and negative-sequence dq rotor currents need to be generated separately. When the 
RSC is controlled to minimize torque ripples, the GSC may be used to compensate for the 
active power or stator current ripples [59]. 
2.3.2.2 DPC-based Approaches 
To minimize the second-order-harmonic torque ripples, the DPC-based approaches have 
a simpler implementation, as compared to the vector-control-based approaches. The DFIG 
stator active and reactive power outputs due to the positive- and negative-sequence voltages 
are first separated, denoted as P+, P-, Q+ and Q- [60], [61]. Combinations of these four 
power components can be controlled directly by DPC to achieve one of the three above-
mentioned ripple-eliminating conditions [60], [61]. A similar idea is used in [62], where the 
sequence-component calculation is avoided, and P+ and P− are calculated indirectly from the 
active power and estimated electromagnetic torque. 
2.3.2.3 Approaches using Series Connected Devices 
Similar to the LVRT approaches for balanced grid faults, an additional series-connected 
power electronic converter may be used to dynamically restore the unbalanced stator voltage 
[63], but the additional converter increases system cost and complexity. 
2.3.3 Section Summary 
The AC crowbar and DC chopper schemes are two most cost-effective solutions for 
limiting DFIG transient rotor currents. However, both schemes interrupt the normal control 
of the DFIG active and reactive power. An improved method is desired for enhancing the 
transient-rotor-current control capability and minimizing the occurrence of DFIG control 
interruptions. For minimizing the torque ripples, most existing techniques rely on sequence 
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component decomposition that does not consider limiting the transient rotor current.  
Based on the vector control algorithm, a feed-forward transient-compensation control 
scheme for DFIGs is proposed in Chapters 3 to improve the transient-rotor-current control 
capability and minimize the torque ripples during abnormal grid conditions. 
2.4 Power System Wide-Area Control 
The development of wide-area monitoring systems (WAMSs), based on synchronized 
phasor measurement units [64], greatly improves the power grid observability, even during 
transient events [65]. WAMSs enable distributed dynamic state estimation, which can 
dramatically reduce the reporting time of the global system states (from minutes down to 
fractions of a second) and improve the grid visibility from steady states to dynamics [66], 
[67].With the global dynamic information, advanced wide-area control schemes that require 
remote synchronized signals become possible to improve grid dynamics. [68], [69]. This 
section reviews different wide-area control schemes and provides the background for the 
wide-area power flow control algorithm proposed in Chapters 4 and 5 to optimally routing 
variable wind power injections. 
2.4.1 Transient and Small-Signal Stabilizing Control 
This sub-section summarizes different control techniques that have been applied to 
power system oscillations. Local damping controllers are usually ineffective in damping 
inter-area oscillations [70], which are characterized by groups of coherent generators 
swinging against each other. Wide-area coordinated damping controllers at different 
locations are usually needed. Because of the complexity, nonlinearity, and time-varying 
characteristics of a power system, designing a wide-area stabilizing controller over a wide 
operating range is not a trivial task.  
Kamwa et al. [70] decouples the multiple-input multiple-output (MIMO) power system 
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into several single-input single-output (SISO) global stabilizing loops based on the coupling 
between different input-output pairs. These SISO global loops are then sequentially 
optimized. Instead of multiple SISO loops, the observer-based state-feedback (SF) linear 
control [71] and the robust H∞ control using linear matrix inequality (LMI) [72] have been 
applied to design MIMO damping controllers. Because of the linear nature of both the SF 
and H∞-LMI control designs, multiple control loops are designed at different operating 
points. From the multiple control loops, an active one is selected by a probabilistic-model-
reference method in [71] and a fuzzy-inference system in [72]. Others approach the problem 
directly from the nonlinear analytical model of a power system [73], [74], where the 
controller parameters depend on system operating conditions and need to be continuously 
estimated. More advanced computational-intelligence-based stabilizing controllers using the 
Adaptive Critic Design (ACD) technique have been reported [75]-[77], where promising 
control performances are obtained and compared to the observer-based SF and H∞-LMI 
controllers [77].  
2.4.2 Secondary Frequency and Voltage Control 
As discussed in Section 1.3, automatic generation control (AGC) uses a simple PI 
controller to regulate the area control error (ACE) by adjusting generations from individual 
generators. The ACE is typically defined as 
ACE = (Ptie* – Ptie) + B (f – f*), (2.3) 
where Ptie is the total inbound tie-line active power flow, Ptie* is the scheduled inbound tie-line 
flow, f is the actual system frequency, f* is the nominal frequency, and B is a frequency bias 
term [17]. The generation adjustments to different generators are coordinated by some 
predefined ratios or ratios from the economic dispatch [17]. In North America, AGC commands 
are typically updated every 2-4 s [17]. Secondary active power control algorithms that not only 
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regulate active power imbalance but also consider system constraints have not been reported. 
Automatic secondary/regional voltage control for transmission grids is under 
development in some countries, such as Italy. The Italian power system is divided into 
several voltage-regulation regions with each region having its own pilot node (bus) [78], 
[79]. The main generators in each region are used to regulate the pilot-node voltage with PI 
regulators [78]. Voltage regulation measurements and commands in the Italian system are 
updated at intervals not exceeding 2 s [79]. Other researchers propose more sophisticated 
techniques to control system-wide voltages. Wang et al. [80] proposes a finite-state-
machine-coordinated fuzzy controller to control multiple shunt FACTS devices and 
maintain the system voltage profile. Nonlinear model predictive control is reported to 
control system-wide voltages by optimally selecting control commands from a pool of 
possible control actions [81]. However, all these works have not considered the coordination 
with power system active power control. 
2.4.3 Coordinated AC Power Flow Control and Adaptive Critic Designs (ACDs) 
Most of the wide-area control algorithms to date have focused on the transient/small-
signal stabilizing control to mitigate angle instability, and the secondary voltage control to 
mitigate voltage instability. The design of a system-wide coordinated active and reactive 
power flow controller, which dynamically controls a power system to its optimal operating 
point, has received little attention. Fardanesh [82] describes an ideal control scenario for 
power systems, where the optimal operating condition is continuously achieved by some 
closed-loop control algorithm, but how to design such a control algorithm remains 
unanswered. A conceptual framework of applying ACDs to power system optimizations, 
called dynamic stochastic optimizations, has been proposed by Venayagamoorthy [83] and 
Momoh [84] to incorporate prediction and optimization over power system stochastic 
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disturbances. However, detailed designs and analyses have not been reported. To provide the 
control background of the proposed wide-area optimal power flow control, the ACD 
technique is briefly summarized below. 
2.4.3.1 Adaptive Critic Designs 
A family of ACDs was proposed by Werbos as a new optimal control technique 
combining the concepts of reinforcement learning and approximate dynamic programming 
(ADP) [85]. The ACD theory enables nonlinear optimal control without the need of system 
analytical models. Figure 2.9 shows the schematic diagram of the ACD technique, which 
















Figure 2.9 Schematic diagram of ACDs. 
 
Having excellent function approximation capability, neural networks [87] are 
commonly used to implement these three components. As illustrated in Figure 2.9, an action 
network is trained to approximate the optimal controller. A model network is trained to 
approximate the plant dynamics, and provides a nonlinear differentiable plant model. A 
critic network is trained to approximate the cost-to-go function, J, in the Bellman’s equation 
of dynamic programming, as in 
0
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where γ (0 < γ < 1) is a discount factor, and U(k) is the utility function (a present cost to be 
minimized). The optimal control problem is to generate control actions that minimize J(k) at 
each time step k.  
The nonlinear dynamic plant can be described as [86] 
( 1) [ ( ), ( )]
( 1) [ ( 1)] [ ( ), ( )]
x k F x k u k
y k H x k HF x k u k , 
(2.5) 
where x(k) is the plant state vector and y(k) is the plant output vector. When the plant states, x(k), 
are accessible (available as feedback) and the control law is a function (dynamic or static) of the 
plant states, i.e., u(k) = C[x(k)], it has been shown that the cost-to-go function depends only on 
the present plant states, i.e., J(k) = V[x(k)] [86]. The critic network approximates this V function 
with the plant states as its inputs. The action network approximates the optimal control laws, 
Copt[∙], also with the plant states as its inputs. The model network approximates the plant, F[∙], 
and provides sensitivity signals for training the action and critic networks.  
For complex dynamic systems, such as power systems, not all the system states are 
available. As a result, the system states must be estimated from the plant inputs and outputs. 
An autoregressive-moving-average model is commonly used to estimate the plant states 
implicitly and predict the plant outputs at the next step [88], as in 
ˆ     ( ) ~ ( ),..., ( ), ( 1),..., ( )
ˆ ˆ( 1) ~ ( ),..., ( ), ( )
                 ~ ( ),..., ( ), ( ),..., ( )
ˆ( 1) [ ( ),..., ( ), ( ),..., ( )]FF
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y k N y k y k m u k u k m
 
(2.6) 
where ~ denotes “a function of”, m denotes the number of observations needed for state 
estimation, and NFF denotes the autoregressive-moving-average model implemented by static 
feed-forward neural networks. As a result, when the system states are not all accessible, the plant 
outputs are used as inputs to the three ACD networks, and feed-forward neural networks with 
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time-delayed loops are used to provide implicit plant state estimations [76], [89]. More details 
on the mathematical background and training algorithms for ACDs are provided in [86]. 
2.4.4 Section Summary 
The observer-based SF control, robust H∞-LMI control, and other linear control 
techniques result in linear controllers that are not adequate for controlling the AC power 
flow of a complex nonlinear power system. Nonlinear control techniques, such as the 
nonlinear model predictive control, incorporate the power system nonlinearity, but require 
analytical models and detailed parameters that are difficult to obtain for power systems. The 
ACD theory is thus adapted to design the proposed wide-area power flow controller in 
Chapters 4 and 5. 
2.5 Power System and Market Operation with Wind Energy 
This section reviews some existing market operation methods and monetary rules for 
incorporating intermittent wind energy. Previous studies on wind plant optimal bidding 
strategies to minimize deviation penalties are also summarized. 
2.5.1 Electricity Markets 
Most electricity markets are organized in a sequence of overlapping markets [20], 
because of the need of planning generation and reserve in advance and matching production 
and demand in real-time operation. The sequence begins with the long-term forward markets, 
where monthly or weekly scheduling is made. The day-ahead markets follow, with 
commitments being made typically 12 to 36 hours before the actual operating day. Some 
electricity markets also have hour-ahead (or intraday) markets to adjust the hourly (or 
intraday) schedules. The real-time physical markets have shorter intervals usually of 5 
minutes driven by security-constrained economic dispatch software, which determines the 
real-time locational marginal prices. Most electricity markets also have ancillary reserve 
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markets, including products such as the regulation reserve, spinning reserve and non-
spinning reserve. Depending on different market rules, different reserve products may be 
auctioned seasonally, monthly or daily. 
2.5.2 Wind Power in Today’s Electricity Markets 
Wind production forecasting is the first step to incorporate wind energy into the power 
system and market operation. In most U.S. electricity markets, grid-wide wind power 
forecasts are produced by a centralized forecasting process [21], [22]. Based on the wind 
forecasts, wind producers submit their energy supply curves to the day-ahead or intraday 
energy markets. During real-time operation, wind-plant output levels are dispatched from 
the system operator based on the security-constrained economic dispatch or optimal power 
flow (OPF) software. Depending on specific market rules, wind-plant output deviations from 
the dispatched levels may be subject to deviation penalties.  
2.5.2.1 Wind Power in the Texas Nodal Market 
In the Texas nodal market, hourly wind generation forecasts for the next 48 hours 
(updated every hour) are provided by the Electric Reliability Council of Texas (ERCOT) to 
each wind producer [90]. The wind power forecasts with 80% probability of exceedance, 
called the wind generation resource production potentials (WGRPPs), are used for the 
bidding process. When the wind producers submit their day-ahead energy offer curves to 
ERCOT, their hourly maximum offers must be no greater than their hourly WGRPPs [90]. 
In the actual operating day, wind producers are allowed to adjust their energy offers hourly 
when updated wind forecasts are available [90].  
During real-time operation, the security-constrained economic dispatch software 
determines the base operating point for each wind producer and updates the locational 
marginal prices every 5 minutes. If there is no congestion, the base operating point is close 
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to the maximum offers from the wind producers, and no deviation penalty will be charged to 
the wind producers [90]. In case of congestions, the dispatch software lowers the base point, 
and the wind energy is curtailed. In such a case, no penalty is charged for under-generation, 
but any generation more than 10% above the base point is fully penalized (no further 
payment for the excessive generation), unless the grid frequency is lower than 59.95 Hz [91].  
The ancillary reserve market in ERCOT includes up and down regulation reserve, 
spinning reserve, and non-spinning reserve. However, the wind producers in ERCOT are not 
qualified to participate in the reserve market at this moment. 
2.5.2.2 Wind Power in the Spanish Market 
In the Spanish electricity market, mandatory output forecasts are required for wind 
producers [92]. Wind plants are subject to deviation penalties same as other generation 
resources without a dead band [93]. The deviation penalties in the Spanish market depend on 
the system conditions. If the system is short of generation, only under-generation is 
penalized, and vice versa [93]. 
An important technical obligation in the Spanish market is that any wind generation 
facilities above 10 MW are required to connect to a delegate dispatch center. The delegate 
dispatch centers communicate between their wind plants and the upper-level system operator 
in real time [93]. This feature provides observability and controllability to large wind plants, 
as well as infrastructures for wind producers to participate in the reserve market and respond 
to frequency-regulation signals. 
2.5.3 Participation of Wind Producers in Energy Markets 
Because of the significant prediction errors associated with wind power [21], it is 
important for wind producers to minimize their exposure to the deviation penalties. It is 
estimated that in the Spanish market, the total revenue loss in the wind industry due to 
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deviations can represent up to 10% of the total revenue without deviation penalties [94]. 
Assuming a 10% rate of return, this revenue loss is approximately the same as the total wind 
industry profit. For a group of wind producers, one effective way to minimize their deviation 
losses is to use a portfolio approach where multiple wind producers join their forecasts and 
submit one combined bid [94]. Another way is to form a virtual power plant, which 
combines wind with storage resources [95], but the availability of utility-scale storage 
resources is still limited.  
A more general method to minimize the deviation revenue loss is to strategically place 
bids in the day-ahead or intraday energy markets. Bathurst et al. [96] proposes an optimal 
bidding strategy by assuming that the wind production time series is a Markov process, 
while others use probabilistic wind forecasts to design optimal biding strategies [97]-[102]. 
The Nordic market regulatory rules are followed in [97]. Pinson et al. [98] simulates the 
Dutch market and compares the performances of using point predictions with probabilistic 
predictions. The Spanish market regulatory rules on wind plants are described in [99] and 
[100], where revenue losses under different levels of deviation penalties are compared. A 
linear optimization model based on discrete probabilistic forecasts with fuzzy optimization 
is proposed by Xue et al. [101]. An alternative risk-based objective function is proposed by 
Botterud et al. [102].  
2.5.4 Section Summary 
Under the existing market rules for wind power, wind producers only participate in the 
energy market. During real-time operation, the penalty for over-generation is often less than 
the spot market price [97]-[100]. As a result, given any committed output levels, a wind 
producer (having close to zero marginal cost) maximizes its profit by outputting all of its 
available wind power. Consequently, the grid needs to absorb all of the short-term wind 
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variation under such a market model. A new market mechanism for trading wind power in a 
combined energy-and-reserve market is proposed in Chapter 6 to incentivize wind producers 
to regulate their short-term wind power productions. The optimal bidding scheme in this 
combined market is derived. The proposed wind market scheme is then compared with the 
existing market schemes in Chapter 7. 
2.6 Chapter Summary 
This chapter provides a comprehensive literature review on topics pertinent to this 
dissertation work. First, the existing control and low-voltage ride-through (LVRT) 
techniques for doubly-fed induction generator (DFIG) based wind turbine systems, as well 
as the limitations of these LVRT techniques, are summarized. Next, the existing power 
system wide-area control methods for stabilizing oscillations and regulating frequency and 
voltage are reviewed; the Adaptive Critic Design (ACD) technique has been suggested by 
several researchers as a promising technique to realize the next-generation wide-area power 
flow controller. Finally, the existing market mechanisms for incorporating wind power are 
summarized. 
Based on this literature review, the rest of this dissertation proposes new methods to 
improve the interconnection, control, and operation of wind plants and power systems for 
achieving high penetration of wind power. 
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 CHAPTER 3 FEED-FORWARD TRANSIENT 
COMPENSATION CONTROL FOR DFIG WIND TURBINES 
DURING GRID FAULTS 
 
3.1 Chapter Overview 
High penetration of wind power requires reliable and predictable wind energy 
generation. A successful low-voltage ride-through (LVRT) scheme is a key requirement to 
achieve reliable and uninterrupted wind power generation for doubly-fed induction 
generator (DFIG) based wind turbines. In this chapter, a feed-forward transient 
compensation control scheme with proportional-integral-resonant (PIR) current regulators is 
proposed to enhance the LVRT capability of DFIGs during abnormal grid conditions. 
Transient compensation terms are feed-forward injected into both the current and power 
control loops. The feed-forward transient compensation current controller improves the 
transient current control capability and minimizes DFIG control interruptions during grid-
fault transients. Without the need of sequence component decomposition, the torque ripples 
are reduced by injecting 60 Hz and 120 Hz rotor current components during unbalanced 
stator-voltage conditions. The proposed transient compensation control introduces minimal 
additional complexity to a regular DFIG vector control scheme, and shows promising 
enhancements to the LVRT capability of DFIGs. 
3.2 DFIG Transient Model and Dynamics 
3.2.1 DFIG Electromagnetic Model 
The well known dq voltage and flux equations (motor convention, in physical units) for 
slip-ring or wound rotor induction machines in an arbitrary reference frame are [35] 
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where all symbols have their usual meanings and ω is the rotating speed of the arbitrary 
reference frame in rad/s. Equation (3.1) holds in both steady-state and transient conditions. The 
synchronous reference frame is used with the q axis aligned to the positive-sequence stator 
voltage (the d axis aligned to the steady-state positive-sequence stator flux). Compared to the 
stator reactance at the grid frequency, the stator resistance is often negligible. Neglecting Rs and 
substituting the flux equations into the voltage equations in (3.1) yield [103], [104] (see 
Appendix A for detailed derivations) 
( ) +
( )
e e e e
r r s r rdr dr ds r qsm
e e e e
s r r r rqr qr qs r dss
R L p Lv i vL
L R L pv i vL
, 
(3.2) 
where Lr’ is the rotor transient inductance, Lr’ = σLr with σ = 1 - Lm
2 
/ (Ls Lr), and the superscript 
e denotes quantities in the synchronous reference frame.  
Equation (3.2) directly relates the instantaneous values of the stator and rotor terminal 
dq voltages to the dq rotor currents in both steady-state and transient conditions. The stator 
flux can be estimated by integrating the stator voltage. If an abrupt stator-voltage dip occurs, 
the necessary rotor compensating voltage up to the rotor-side converter (RSC) rating could 
be directly generated based on the second term on the right-hand side of (3.2). 
Under steady-state balanced stator voltage conditions [35], 
+ 0,  e e e e eds r qs qs r ds qsv v sv , (3.3) 
where s is slip. Equation (3.2) reduces to  
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(3.4) 
Equation (3.4) provides the analytical basis for the steady-state stator-voltage compensations 
widely used in a conventional feed-forward current regulator (see Figure 2.5) for the DFIG RSC 
control. These steady-state compensations are directly inherited from the traditional motor 
control scheme [35] (a dual system of DFIGs), where no disturbances would normally occur at 
the rotor side. As a result, equation (3.4) offers correct compensations only in balanced steady-
state stator-voltage conditions. For DFIGs, the stator is exposed to different grid disturbances. 
The full transient model, (3.2), is needed to provide correct transient compensations in the 
current control loops during fault transients or unbalanced stator-voltage conditions.  
3.2.2 DFIG Electromagnetic Dynamics during Grid Faults 
Figure 3.1 shows the simulated DFIG stator flux dynamics during a balanced three-
phase-to-ground fault. The stator voltage drops abruptly to about 0.3 pu, resulting in a 
decaying DC component in the stator flux (the center of the stator-flux rotating track is 
temporarily off the origin), as shown in Figure 3.1 (a). In the synchronous reference frame, 
this DC component becomes 60 Hz, as shown in Figure 3.1 (b). Compared to the stator 
voltage, the stator flux decays slower, and equation (3.3) does not hold during the flux 
transient period. As a result, the traditional feed-forward current regulator would result in 
inaccurate stator-voltage compensations. Figure 3.2 shows a typical waveform of the 
magnitude of the rotor current space vector controlled by a traditional feed-forward current 




         (a)                                                                    (b) 
Figure 3.1 Typical DFIG stator flux linkage in (a) stationary and (b) synchronous 
reference frames during a three-phase-to-ground grid fault. 
 
 
Figure 3.2 Typical DFIG rotor current during a balanced three-phase fault (controlled 
by a traditional feed-forward current regulator with crowbar disabled).  
 
Figure 3.3 shows the simulated DFIG stator flux dynamics during an unbalanced single-
phase-to-ground fault. Besides the temporary DC component, the stator flux contains a 
negatively rotating component. Its rotating path becomes an ellipse, as shown in Figure 3.3 
(a). In the synchronous reference frame, this negatively rotating component is a 120 Hz 
signal, which is superimposed on the decaying 60 Hz signal in Figure 3.3 (b). The rotor 
current overshoots during an unbalanced grid fault depends on the initial point-on-wave at 
















































































in a higher rotor-current overshoot [105]. Figure 3.4 shows a typical waveform of the 
magnitude of the rotor current space vector during the same unbalanced single-phase-to-
ground fault. A current overshoot caused by the post-fault DC flux is observed at the fault 
instant, and a 120 Hz component persists during the unbalanced grid fault. 
 
 
         (a)                                                                   (b) 
Figure 3.3 Typical DFIG stator flux linkage in (a) stationary and (b) synchronous 
reference frames during a single-phase-to-ground grid fault.  
 
 
Figure 3.4 Typical DFIG rotor current during an unbalanced single-phase fault 
(controlled by a traditional feed-forward current regulator with crowbar disabled). 
 
3.2.3 DFIG Electromechanical Model 
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where a positive torque means generating positive electric power from the generator to the grid, 
and the coefficient 3/2 comes from the dq transformation. Under steady-state balanced stator-
voltage conditions, λqs
e
 = 0 and λds
e
 is a constant. Thus, Te is only related to iqr
e
.  
However, during stator-voltage transient or unbalanced conditions, λqs
e
 is not equal to 
zero, and λds
e
 varies, as shown in Figure 3.1 (b) and Figure 3.3 (b). To minimize torque 
ripples, both the dq stator flux linkages and dq rotor currents need to be considered 
3.3 Feed-Forward Transient Compensation Control 
3.3.1 Schematic Framework of Feed-Forward Transient Compensation Control 
The schematic framework of the proposed feed-forward transient compensation control 
is shown in Figure 3.5. A synchronous-reference-frame-based three-phase phase-locked loop 
(PLL) is used to provide the dq transformation angle. The q axis is locked to the positive-
sequence stator voltage. Two additional feed-forward transient compensation blocks are 













































































Figure 3.5 Feed-forward transient compensation control for DFIGs.  
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3.3.2 Synchronous-Reference-Frame-based Three-Phase Phase-Locked Loop 
Figure 3.6 shows the general block diagram of a synchronous-reference-frame-based 
three-phase PLL [106], where G(s) is a controller that maintains vds
e
 to be zero, i.e., the q 
axis is locked to the three-phase voltage vector. For most grid-interfacing power electronic 
systems, a PLL that tracks the positive-sequence voltage is desired to avoid the injection of 
negative-sequence current [107]. When a proportional-integral (PI) regulator is used for G(s), 



















where ωn is the natural frequency, ζ is the damping ratio, Vm is the peak phase voltage, Kp and Ki 
are the proportional and integral gains of the PI regulator. In this research, a low natural 






















Figure 3.6 Block diagram of a three-phase PLL. 
 
A laboratory three-phase voltage sag generator [108], as shown in Figure 3.7, is set up 
to test the resulting PLL performance during both balanced and unbalanced grid faults. 
Detailed hardware implementation of the voltage sag generator is described in Appendix B. 
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Figure 3.8 and Figure 3.9 show the experimental PLL performances during a three-phase-to-
neutral and a phase-A-to-neutral grid fault. The angle error (Ang Err in Figure 3.8 and 
Figure 3.9) between the PLL output angle and a synchronously rotating angle is less than 3% 
in both cases. The PI-based PLL is able to provide a good tracking to the positive-sequence 















Figure 3.7 A laboratory voltage sag generator for testing PLL during grid faults. 
 
 
Figure 3.8 PLL performance during a three-phase-to-neutral grid fault. 



































































Figure 3.9 PLL performance during a phase-A-to-neutral grid fault. 
 
3.3.3 Feed-Forward Transient Compensation Design for Current Control Loop 
Based on (3.2), the feed-forward transient compensation scheme for the current control 
loop is shown in Figure 3.10. The complete transient voltages induced from the stator side 
are feed-forward injected into the rotor-current control loop without the assumption on 
steady-state balanced stator voltage. However, because the feed-forward compensations 
depend on the knowledge of system parameters, without accurate compensations, the rotor 
currents may contain 60 Hz and 120 Hz components during abnormal grid-voltage 
conditions. To better regulate the transient rotor currents, proportional-integral-resonant 
(PIR) current regulators [109] are employed, as shown in Figure 3.11, where resonant blocks 
for ωs and 2ωs are added in parallel to a PI regulator. β is the bandwidth (in rad/s) of the 
resonant block, and KR is the gain at the resonant frequency. Figure 3.12 shows the 
equivalent implementation of a resonant regulator in digital processors using proportional 
and integral blocks.  





































































































































































Figure 3.12 Implementation of a resonant regulator block. 
 
In Figure 3.10, the stator flux is estimated by integrating the stator voltage in the 




, obtained from the PLL is then used to transform the stator flux from the stationary 























Figure 3.13 Estimation of stator flux linkage. 
 
Based on the feed-forward transient compensation scheme shown in Figure 3.10, the 
rotor-side converter (RSC) dq output voltages are given by 
*
*
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Substituting (3.7) into (3.2) yields the closed-loop transfer function of the current control loop, 
as in 
* *
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ee
qrdr
dr qr r r
i si s PIR s
i s i s R sL PIR s
. 
(3.8) 
where s in (3.8) is the Laplace operator. Using (3.8), the current control loop can be designed 
using the Bode plot technique. For example, using the 4 MVA, 4.16 kV DFIG parameters listed 
in Appendix A, with a switching frequency of 1k to 2k Hz, the proportional and integral paths 
are first designed to have a cut-off frequency of about 100 Hz, and then the resonant paths are 
added to allow approximately unity gain and zero phase shift at 60 Hz and 120 Hz. The resulting 
Bode plots of the closed-loop current controller with feed-forward transient compensations and 






































































Figure 3.14 Bode plots of close-loop current control system. 
 
3.3.4 Feed-Forward Transient Compensation Design for Power Control Loop 
Based on (3.5), the power-loop feed-forward transient compensation design for 
reducing torque ripples is shown in Figure 3.15. Vpk is the nominal peak phase voltage, and 
Vpk /ωs is the nominal stator flux linkage. The limiting block is used to set the q-axis current 
limits during transient conditions. The q-axis rotor current command before the limiting 
block is then given by 
* *1 [ ( ) ]
max( ,0)
pk e e
qr s s qs dre
ds s
V
i PI P P i
. 
(3.9) 
Abrupt jumps of iqr
*
 between its upper and lower limits may occur when λds
e
 crosses zero during 
the first few cycles of a severe grid fault [see Figure 3.1 (b)]. To avoid instability, only the 
positive λds
e































Figure 3.15 Power-loop feed-forward transient compensation scheme. 
 
During steady-state balanced grid-voltage conditions, λds
e
 = Vpk /ωs and λqs
e
 = 0. The 
feed-forward transient compensation block shown in Figure 3.15 has no effects on iqr*. 
During abnormal grid-voltage conditions, 60 Hz and 120 Hz components are intentionally 
injected into iqr
*
 by the feed-forward terms. Since a good tracking of the rotor current at both 
60 Hz and 120 Hz is achieved by the proposed feed-forward transient compensation current 
controller, when λds
e











The outer power control loop is usually designed with a relatively low bandwidth (usually less 
than one tenth of the current-loop bandwidth). The outputs of the PI power regulators thus have 
minimal 60 Hz and 120 Hz components. As a result, from (3.10), the electromagnetic torque 
ripples are reduced. 
3.4 LVRT Capability of the Feed-Forward Transient Compensation Control 
Considering Converter Ratings 
3.4.1 DFIG Rotor Back EMF during Grid Faults 
The second term on the right-hand side of (3.2) represents the back electromotive force 
(EMF) seen from the DFIG rotor terminals. To simplify the conversion between stator and 
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rotor quantities, the per-unit (pu) system is used in the following discussion. In pu, the 
mutual inductance and the stator inductance are about the same, i.e., Lm/Ls ≈ 1. The 
instantaneous rotor back EMF space vector can be written as a complex number and further 
decomposed into the positive- and negative-sequence components, as in 
        ( ) ( )
        ( ) ( )
           ( ) ( )
e e e
rEMF drEMF qrEMF
e e e e
ds r qs qs r ds
e e e e
ds r qs qs r ds
e e e e







As illustrated in Figure 3.16, if the dq transformation angle is attached to the positive-sequence 






















. Thus, from the stator-
voltage equations in (3.1), the relationship between the steady-state stator voltage and flux is 
given by (neglecting stator resistance) 
,  
,  
e e e e
ds s qs qs s ds
e e e e





From (3.11) to (3.13), the prefault (t = tf
-
) steady-state DFIG rotor back EMF (assuming 








rEMF qs r ds st t
v j v jsv
, 
(3.14) 
where s is the slip. During normal operation, the magnitude of the rotor-side converter (RSC) 
output-voltage is thus approximately sVs in pu. If the exciting current is neglected, the DFIG 
stator and rotor currents are the same in pu. As a result, if the DFIG slip is limited between -0.3 
and 0.3, the RSC requires a rating of only 30% of the generator rating. The actual RSC voltage 
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Figure 3.16 Positive- and negative-sequence stator voltage and flux vectors in pu. 
 
3.4.1.1 DFIG Rotor Back EMF during Balanced Grid Faults 
Since flux cannot change abruptly, at the instant of an abrupt stator-voltage drop, the 
stator flux will be the same as its prefault value, VsPrefault/ωs, where VsPrefault is the magnitude 
of the prefault stator voltage. For a balanced grid fault, neglect the effect of stator voltage 
phase-angle jump, which is usually small for transmission systems [105], [110], and let 
VsFault denote the magnitude of the stator voltage at the first instant after the fault (t = tf
+
). 
From (3.14), the magnitude of the rotor back EMF at t = tf
+ 
is given by 
| ( | ) ( | ) (1 )
f f f
e e
rEMF qs r ds sFault sPrefaultt t t t t t
V v V s V
. 
(3.15) 
Assuming the prefault stator voltage is 1 pu, from (3.15), Figure 3.17 shows the post-fault rotor 
back EMF at t = 0+ as a function of VsFault. The most severe case (highest rotor back EMF) 
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happens when the DFIG is operated at the maximum super-synchronous speed (s = -0.3). In this 




















Figure 3.17 DFIG rotor back EMF at the first instant after an abrupt balanced grid fault. 
 
3.4.1.2 DFIG Rotor Back EMF during Unbalanced Grid Voltage 
When the stator voltage is unbalanced, from (3.11) to (3.13), 
(2 ) (2 )
        (2 )
e e e e
rEMF qs ds qs
e e
s s




The magnitude of the rotor back EMF with an unbalanced grid voltage is thus  
 | | (2 )rEMF s sV s V s V , (3.17) 
where Vs+ is the magnitude of the positive-sequence stator voltage, and Vs- is the magnitude of 
the negative-sequence stator voltage. 
For a single-phase-to-ground fault, assume 0as fV V , 1 120bsV , 1 120csV , 
where Vf is the phase A voltage magnitude in pu during the fault. From the symmetrical 
component transformation [17], the stator-voltage sequence components are given by 
(2 ) / 3,  (1 ) / 3s f s fV V V V . (3.18) 
Substituting (3.18) into (3.17) yields 
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[2 2(1 ) ]/ 3 0









The most severe case happens at the maximum super-synchronous operation (s = -0.3) when the 
phase A voltage becomes zero. In such a case, the peak rotor back EMF is 0.97pu 
For a phase-to-phase grid fault represented by 1asV , 
1 3
2 2
bs fV j V , 
1 3
2 2
cs fV j V , the stator-voltage sequence components are given by, 
(1 ) / 2,  (1 ) / 2s f s fV V V V . (3.20) 
Substituting (3.20) into (3.17), 










The most severe case happens when the DFIG is operated at maximum super-synchronous 
speed (s = -0.3) and Vf  becomes zero. In such a case, the peak rotor back EMF is 1.3 pu. 
Equation (3.15) provides the peak rotor back EMF at the transient period of balanced 
grid voltage drops, and Equation (3.17) provides the peak rotor back EMF during 
unbalanced grid-voltage conditions. During abnormal grid conditions, the rotor back EMF 
needs to be compensated by the RSC to avoid transient rotor current overshoots, as 
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Figure 3.18 Single-phase equivalent of the DFIG rotor circuit. 
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3.4.2 Rotor-Current Overshoot Minimization Capability of Feed-Forward Transient 
Compensation Control 
The rotor-current overshoot is generally higher for a three-phase-to-ground grid fault, 
which has a higher post-fault natural flux component (higher transient rotor back EMF). The 
proposed feed-forward transient compensation control scheme reduces current overshoots by 
directly counteracting the transient rotor back EMF using the additional transient 
compensation terms. The actual current control capability of a voltage source inverter 
depends on the DC-bus voltage, limited by the voltage ratings of the rotor-side converter 
(RSC) power electronic devices and the DC capacitor. Suppose that the maximum RSC 
output voltage is k pu. For a balanced grid fault, from (3.15), the feed-forward transient 
compensation control scheme is capable of eliminating the transient rotor current when 
VsFault  > 1-s-k  pu. (3.22) 
For severe grid faults, the transient back EMF in the rotor circuit may be greater than 
the maximum RSC output, resulting in RSC over-modulation and an uncontrolled transient 
rotor current. However, if the RSC output voltage, rRSCv , is aligned with the rotor back EMF, 












rcmdv : RSC output voltage command
rRSCv : actual RSC output voltage
VRSC_max : RSC maximum output circle
rEMFv : rotor back EMF vector
 
Figure 3.19 Rotor voltage space vectors. 
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With correct compensations in the rotor current controller, the proposed feed-forward transient 
compensation control scheme directly aligns the RSC output voltage with the rotor back EMF 
and results in a minimal transient rotor current overshoot. 
3.4.3 Torque-Ripple Minimization Capability of Feed-Forward Transient 
Compensation Control 
During unbalanced grid faults, to eliminate torque ripples by injecting transient 
compensation terms into the power control loop, the RSC needs to at least compensate for 
the peak rotor back EMF given by (3.17). For severe unbalanced grid faults, it has been 
shown that the rotor back EMF may exceeds the maximum RSC output voltage. Suppose 
that the maximum RSC output voltage is k pu. For example, for a single-phase-to-ground 
fault, from (3.19), the feed-forward transient compensation control scheme is able to 










V s k s
, (3.23) 
where Vf is the phase A voltage in pu during the grid fault. 
3.5 Simulation Studies in a Single-Machine Infinite-Bus Power System 
3.5.1 Simulation System 
A 3.6 MW, 4.16 kV DFIG wind turbine system [29] is simulated in PSCAD/EMTDC to 
demonstrate the effectiveness of the proposed feed-forward transient compensation control 
scheme. The DFIG wind turbine is modeled as a two-mass system. The rotor-side converter 
(RSC) and grid-side converter (GSC) are represented by a switch-level model. The rated 
DC-bus voltage is set to 3.5 kV. With a stator-to-rotor turns ratio of 1, the rated stator and 
rotor currents for this machine are both 0.555 kA in RMS value and 0.785 kA in peak value. 
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The detailed parameters of this DFIG wind turbine system are listed in Appendix A. The 
one-line diagram of the simulated system appears in Figure 3.20. The overall control 
schematics for the RSC and GSC are shown in Figure 3.21 and Figure 3.22. 
An active crowbar circuit (shown in Figure 3.21) with a 0.5 pu resistor [45] is 
implemented to protect the RSC from over-current. The crowbar turns on when the rotor 
current exceeds 0.9 kA, and it turns off when the stator voltage is back to normal conditions. 
When the crowbar is on, the RSC triggering is block. A DC chopper circuit (shown in 
Figure 3.22) with a 0.5 pu resistor is also implemented across the DC bus to protect both the 
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Figure 3.22 Overall control diagram for GSC. 
 
From the analysis in Section 3.4, it is more difficult to ride through faults in super-
synchronous conditions. Thus for evaluation purposes, the DFIG is operated at a super-
synchronous speed at a slip of -0.21. Four different control cases are compared, as listed in 
Table 3.1. Case 1 uses the traditional steady-state compensations with PI current regulators, 
the crowbar protection is disabled, and the RSC continues switching regardless of the 
current level. Case 1 is simulated to show the transient current waveforms during grid faults. 
For Cases 2 to 4, the crowbar protection is enabled. Case 2 uses the same control scheme as 
in Case 1. Case 3 applies the proposed feed-forward transient compensation control to only 
the current loop with PIR current regulators. Case 4 applies the proposed feed-forward 
transient compensation control to both the power and current loops with PIR current 
regulators. 
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Table 3.1 Control cases for comparison during grid faults. 
Case Control Schemes Crowbar 
1 Steady-state compensations with PI current regulators Disabled 
2 Steady-state compensations with PI current regulators Enabled 
3 
Feed-forward transient compensations for only the current loop 
with PIR current regulators 
Enabled 
4 
Feed-forward transient compensations for both power and current 




3.5.2 Simulation Results during a Three-Phase-to-Ground Fault 
In order to compare the control performance during balanced grid faults, a three-phase-
to-ground fault is applied at Line 2 in Figure 3.20 from 1 s to 1.15 s, causing the stator 
voltage to drop to about 0.6 pu. Figure 3.23 and Figure 3.24 show the simulation results for 
the four control cases in Table 3.1.  
For Case 1 with crowbar disabled, the RSC current goes up to 0.95 kA at the instant of 
the grid fault, as shown in Figure 3.23. As a result, in Case 2, the crowbar circuit turns on to 
divert the large transient current. Once the crowbar is on, the DFIG starts to consume 
reactive power from the grid, and further reduces the stator voltage to about 0.55 pu. 
Meanwhile, the generator follows the torque-speed curve of an induction machine, and 
produces much less active power, as shown in Figure 3.23.  
With the proposed feed-forward transient compensation control scheme, Cases 3 and 4 
(see Figure 3.24) show almost the same responses for this balanced grid fault. The transient 
rotor currents are well controlled without any overshoots. The proposed feed-forward 
transient compensation control prevents the occurrence of DFIG control interruption. Both 
Cases 3 and 4 provide good transient current control performance, and result in an 
uninterrupted active and reactive power generation. 
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Figure 3.23 Simulated DFIG responses with different control schemes during a balanced 
three-phase fault: Cases 1 and 2. 
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Figure 3.24 Simulated DFIG responses with different control schemes during a balanced 
three-phase fault: Cases 3 and 4. 



































































































































3.5.3 Simulation Results during a Single-Phase-to-Ground Fault 
In order to evaluate the control performance during an unbalanced grid fault, a phase-A-
to-ground fault is applied at Line 2 in Figure 3.20 from 1 s to 1.3 s. The phase A voltage at 
the point of common coupling (PCC, see Figure 3.20) drops to 0.6 pu, and the DFIG stator 
voltage has a 20% unbalance factor (the ratio between the negative- and positive-sequence 
components). Figure 3.25 and Figure 3.26 show the simulation results for the four control 
cases listed in Table 3.1. 
With regular steady-state compensations in Cases 1 and 2, a large negative-sequence 
current appears at the stator side, as shown in Figure 3.25. The electromagnetic torque 
experiences large second-order harmonic ripples. Again, once the crowbar turns on, the 
generator loses active control over its active and reactive power outputs; the active power 
output drops and the machine starts to absorb reactive power from the grid, as shown in 
Case 2 of Figure 3.25. 
In Case 3, when the feed-forward transient compensation control is applied to the 
current control loop, the transient rotor and stator currents remain under control without any 
overshoots or negative-sequence components, as shown in Figure 3.26. As a result, the 
crowbar circuit does not need to turn on. Both active and reactive power supplies remain 
uninterrupted. The torque ripples are also reduced in this case, as compared to Cases 1 and 2.  
In Case 4, the feed-forward transient compensation control scheme is further applied to 
the power control loop. Second-order harmonic current is intentionally injected, and the 
torque ripples are further reduced, as shown in Case 4 of Figure 3.26. This small amount of 
current harmonics may then be filtered out using the shunt-connected GSC. Case 4 provides 
the best torque performance although with a small amount of current ripple. 
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Figure 3.25 Simulated DFIG responses with different control schemes during an 
unbalanced single-phase fault: Cases 1 and 2. 
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Figure 3.26 Simulated DFIG responses with different control schemes during an 
unbalanced single-phase fault: Cases 3 and 4. 































































































































3.6 Experimental Validation 
3.6.1 Schematic and Layout of the Experimental Test Bench 
A 230 V, 7.5 hp DFIG system, as shown in Figure 3.27 and Figure 3.28, is developed to 
validate the proposed feed-forward transient compensation control scheme in enhancing the 





















































Figure 3.28 Physical system layout of the DFIG LVRT test bench. 
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power to rotate the wound-rotor induction machine (WRIM). Additional inductors are added at 
the rotor-side converter (RSC) and grid-side converter (GSC) AC-side outputs to reduce di/dt. A 
three-phase Y-Y transformer is used to interface the GSC with the grid. 1200 V, 75 A IGBT 
Intelligent Power Modules are used to implement both the RSC and GSC. An additional 
precharge circuit is used to charge the DC-bus capacitor before the DFIG stator is energized. 
The DFIG stator is connected to the grid through a three-phase voltage sag generator, as shown 
in Figure 3.27. 
Figure 3.29 shows the control hardware architecture of this laboratory DFIG system. 
Voltage and current measurements from the RSC and GSC are sampled at 10 kHz and stored 
in the FPGA memory. Rotor speed and position information is updated in the FPGA 
memory N/4 and N times, respectively, per revolution, where N is the pulses per revolution 







































































Figure 3.29 Control hardware architecture for the DFIG LVRT test bench. 
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stored in the FPGA when interrupts are generated by the FPGA. The DSP sends the PWM duty 
cycles and on/off states for the AC crowbar and DC chopper back to the FPGA. The DSP can 
also send grid-fault triggering signals to the voltage-sag-generator controller, so that grid faults 
can be applied at the same point-on-wave for multiple tests. 
The detailed hardware implementation, control algorithm, and start/shut-down 
procedures for this laboratory DFIG system are described in Appendix C. 
3.6.2 Control and Protection Settings for the DFIG Test Bench 
The DFIG rotor speed is regulated by the RSC. The DFIG stator output power then 
depends on the DC motor armature voltage and field current. The GSC maintains the DC-
bus voltage at 180 V. Using the space vector modulation, a maximum of 104 V peak phase 
voltage (0.55 pu) can then be obtained at the AC outputs of both RSC and GSC.  
The reactive power outputs from the GSC and DFIG stator are not directly controlled in 
closed loops. Instead, the GSC reactive current reference is set to zero to have a unity power 
factor at the GSC outputs. The RSC reactive current reference (for DFIG excitation) is set to 
be proportional to the stator voltage, and is set to 15 A in peak value at 1 pu stator voltage. 
The lab DFIG has a relatively large air gap. The no-load stator current (rotor terminals 
shorted) for this machine is 17 A (0.71 pu) in peak value at rated stator voltage. 
The generator has a current rating of 17 A (24 A in peak value) for both the stator and 
rotor. The crowbar, when enabled, activates if any of the three-phase instantaneous rotor 
currents exceed 30 A. Once the crowbar is on, all the RSC IGBTs are turned off. In this 
study, all grid faults are generated for a period of 0.15 s. The crowbar remains on for 0.2 s 
before turning off. Normal operation of RSC resumes after the crowbar turns off. 
The DC-bus dynamic brake turns on when the DC-bus voltage exceeds 210 V, and turns 
off when the DC-bus voltage drops below 190 V. 
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3.6.3 Experimental Results during a Three-Phase Voltage Dip 
A 0.15 s balanced three-phase-to-neutral fault is generated to test different DFIG 
control algorithms. The shunt resistance, Rshunt, in the voltage sag generator (see Figure 3.27) 
is set to 6.2 Ω to generate this fault (If Rshunt is too small, the resulting grid fault will be so 
severe that no matter what control algorithm is used, the crowbar has to turn on; 6.5 Ω is one 
of the values that can distinguish the performance of different control algorithms.). 
3.6.3.1 Balanced Fault during Sub-Synchronous Operation 
Experimental results for sub-synchronous operation (rotor speed command equals 0.85 
pu) are shown in Figure 3.30. The following measurements are compared for the traditional 
PI-based control with steady-state compensations and the proposed feed-forward transient 
compensation control: stator terminal voltage, Vs; stator currents, Iabcs; rotor-side converter 
(RSC) AC-side output currents, IRSC; DC-bus voltage, Vdc; rotor speed; and DFIG stator 
output active and reactive power, Ps and Qs (positive means output into the grid). 
When the traditional PI-based control with steady-state compensations is used, the 
crowbar turns on (point A in Figure 3.30) as soon as the DFIG stator voltage dips. The DFIG 
output power drops to almost zero, and the rotor speed rises during the fault. When the stator 
voltage suddenly recovers (point B in Figure 3.30), the crowbar remains on, and a large in-
rush stator current (point B in Figure 3.30) occurs, which also induces large current in the 
machine rotor. The crowbar fails to turn off and gets reactivated (point C in Figure 3.30) 
because of the large in-rush current. The rotor-side converter (RSC) fails to resume 
operation immediately after the fault in this case. The DFIG starts to absorb active power 
from the grid, since the machine is running in sub-synchronous mode. At the same time, a 
large amount of reactive power (more than 4 kVAr) is drawn from the grid, causing the 
stator terminal voltage to drop slightly (D in Figure 3.30) even though the stator is directly 
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connected to the grid. 
In contrast, when the feed-forward transient compensation control is used, the rotor 
current over-shoots are reduced at both voltage drop (point E in Figure 3.30) and recovery 
(point F in Figure 3.30). Crowbar interruption is prevented in this case with the proposed 
transient compensation scheme. The rotor speed rise is reduced, and the DFIG continues to 
supply active power up to its current rating. 
Notice that the stator voltage sags in Figure 3.30 are different for the two control 
algorithms. This is because the generated voltage sag depends on the current that goes 
through the shunt and series resistors. Although the same resistor setting is used in the 
voltage sag generator, the DFIG stator currents are different depending on the control 
algorithm and crowbar status. For the same reason, the stator voltage tends to drop slower 
when a fault is generated by inserting the shunt resistors (stator current raises the stator 
voltage through the shunt resistors), and to rise faster when the shunt resistors are removed. 
Thus, a higher current overshoot is generally observed when the fault is removed (point F in 
Figure 3.30). 
Also note that the DC-bus voltage drops during the fault, when the feed-forward 
transient compensation scheme is used to ride though the fault. This is because the machine 
operates at sub-synchronous condition, and the RSC outputs active power into the DFIG 
rotor. Meanwhile, the stator voltage drops and reduces the active power input to the DC-bus 
through the grid-side converter (GSC). For a deep voltage sag during sub-synchronous 
operation, even if the RSC control rides though the fault instant, the RSC operation may still 
need to be stopped to maintain the DC-bus voltage and prevent large in-rush current during 




Figure 3.30 Experimental DFIG responses: ωr = 0.85 pu, ABC-N fault. 
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3.6.3.2 Balanced Fault during Super-Synchronous Operation 
For the same balanced grid fault as in Figure 3.30, experimental results for super-
synchronous operation (rotor speed command equals 1.1 pu) are shown in Figure 3.31. 
The traditional PI-based controller survives the transient of stator voltage drop (point A 
in Figure 3.31), but fails to regulate the rotor current at the stator voltage recovery (point B 
in Figure 3.31). After the crowbar turns on (point B in Figure 3.31), the DFIG starts to 
absorb a large amount of reactive power (C in Figure 3.31). The DFIG is only able to 
resume normal operation after the crowbar turns off (point D in Figure 3.31). Notice that 
during the fault, a large under-damped oscillation mode (E in Figure 3.31) is observed. This 
oscillation mode gets excited by the three-phase grid fault, and manifests itself as a 28 Hz 
negative-sequence component in the abc rotor currents and a 38 Hz positive-sequence 
component in abc stator currents. The oscillation mode is well-damped in sub-synchronous 
operation and becomes under-damped in super-synchronous operation. Thus, this oscillation 
mode is likely to be a slip-dependent inherent mode of the induction machine. External 
controllers may change the damping of this mode. As shown in Figure 3.31, the traditional 
PI-based controller with steady-state compensations is not able to damp this mode, although 
good current regulation performance is achieved during normal conditions (before point A 
and after point D in Figure 3.31). However, the proposed feed-forward transient 
compensation control is able to damp out this mode (F in Figure 3.31). 
When the feed-forward transient compensation control is used, the transient rotor 
current is well controlled even at the voltage recovery (point G in Figure 3.31). The DFIG 
system rides through this fault. The DC-bus voltage does not drop in this case, because the 




Figure 3.31 Experimental DFIG responses: ωr = 1.1 pu, ABC-N fault. 









3.6.3.3 Experimental and Simulation Results Comparison under Balanced Fault 
To verify the DFIG simulation model developed in the PSCAD software, the 
experimental system (parameters listed in Appendix C) under the same balanced fault is 
simulated. The traditional PI-based control with steady-state compensations is used for 
comparison. Results for sub-synchronous and super-synchronous operation are shown in 
Figure 3.32 and Figure 3.33, respectively. The current and power responses match well 
between the experiments and simulations, expect that during super-synchronous operation in  
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Figure 3.32 Experimental and simulation results comparison: ωr = 0.85 pu, ABC-N fault. 
 



































































Figure 3.33, the simulated currents do not contain the under-damped oscillation between 0.51 s 
and 0.66 s. At the fault recovery (at about 0.66 s), the experimental stator currents have a 
transient AC component (a larger initial post-fault AC current) that does not seem to appear in 
the simulated stator current waveforms. The phase angles of the experimental and simulated 
rotor currents are different, which is due to the fact that the rotor angles are not synchronized 
between the experimental and simulation systems. 
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Figure 3.33 Experimental and simulation results comparison: ωr = 1.1 pu, ABC-N fault. 
 
 









































































3.6.4 Experimental Results during a Single-Phase Voltage Dip 
To further validate the proposed feed-forward transient compensation control scheme, a 
0.15 s unbalanced phase-A-to-neutral fault is generated to test the different DFIG control 
algorithms. The phase-A shunt resistance in the voltage sag generator (see Figure 3.27) is set 
to 5.8 Ω, while the DFIG stator phases B and C are directly connected to the grid. To have 
the same post-fault flux transient, the inceptions of this unbalanced fault are synchronized at 
the zero crossing of phase A voltage. Note that the rotor angle may be different every time 
this fault is generated. Thus, the transient rotor current may be different in the abc 
coordinates, but will be the same in the dq synchronous frame. 
3.6.4.1 Unbalanced Fault during Sub-Synchronous Operation 
Experimental results for sub-synchronous operation (rotor speed command equals 0.85 
pu) are shown in Figure 3.34 and Figure 3.35. Four control scenarios, same as those listed in 
Table 3.1, are compared for this unbalanced grid fault. The following measurements are 
plotted for comparisons: stator voltages, Vabcs; stator currents, Iabcs; rotor-side converter 
(RSC) AC-side output currents, IRSC; DC-bus voltage, Vdc; estimated torque based on (3.5), 
Torqest; and DFIG stator output active and reactive power, Ps and Qs (positive means output 
into the grid). 
Figure 3.34 shows the experimental results for the traditional PI-based controller with 
steady-state compensations. When the crowbar is disabled (the converters for the lab test 
bench are sized with higher ratings for testing purposes), the RSC/rotor currents exceed 30 
A (points A, B, and C in Figure 3.34) from time to time because of the large negative 
sequence component. When the crowbar is enabled, to bypass the high rotor current peaks 
from the RSC, the crowbar turns on at point D in Figure 3.34, resulting in results shown in 
the second column of Figure 3.34. Although the RSC is now protected from over-current, 
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large negative-sequence currents (E in Figure 3.34) still exist in the machine, resulting in 
large torque ripples. Because the machine is operated in the sub-synchronous mode, once the 
crowbar activates, the machine runs in motoring mode and starts to absorb active power 
from the grid until its speed exceeds the synchronous speed. 
When the feed-forward transient compensation control is used for the current loop, the 
rotor current overshoots (points A and B in Figure 3.35) are reduced, and the negative-
sequence currents (C in Figure 3.35) are well controlled. The crowbar does not need to 
activate, and the torque ripples (D in Figure 3.35) are also reduced. In the second column of 
Figure 3.35, some negative-sequence rotor currents (E in Figure 3.35) are intentionally 
injected following the power-loop feed-forward transient compensation scheme in Figure 
3.15. The torque ripples (F in Figure 3.35) are further reduced without causing over-current 
problems. With the proposed feed-forward transient compensation control, the crowbar does 
not need to turn on, the torque ripples are reduced, and the active power production is 




Figure 3.34 Experimental DFIG responses: ωr = 0.85 pu, A-N fault, PI-based controller 
with steady-state compensations. 
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Figure 3.35 Experimental DFIG responses: ωr = 0.85 pu, A-N fault, feed-forward 
transient compensation control. 
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3.6.4.2 Unbalanced Fault during Super-Synchronous Operation 
Experimental results for super-synchronous operation (rotor speed command equals 1.1 
pu) are shown in Figure 3.36. 
When the traditional PI-based current control with steady-state compensations is used, 
the rotor current overshoot causes the crowbar to turn on (point A in Figure 3.36). The 
torque then experiences large ripples (B in Figure 3.36) because of the large negative-
sequence currents (C in Figure 3.36). The DFIG can only resume normal operation after the 
crowbar turn off (point D in Figure 3.36). 
When the feed-forward transient current control scheme is used, results are shown in the 
second column of Figure 3.36. Both the transient and negative-sequence rotor currents are 
well controlled, resulting in a lower level of torque ripples and uninterrupted power supply 




Figure 3.36 Experimental DFIG responses: ωr = 1.1 pu, A-N fault. 
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3.6.4.3 Experimental and Simulation Results Comparison under Unbalanced Fault 
To further verify the DFIG simulation model developed in the PSCAD software, the 
experimental system (parameters listed in Appendix C) under the same unbalanced fault is 
simulated. The faults in the experimental and simulation systems are generated at the same 
point-on-wave of the stator voltage. The traditional PI-based control with steady-state 
compensations is used for comparison. Results are shown in Figure 3.37 for sub-
synchronous operation and in Figure 3.38 for super-synchronous operation. The current and  
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Figure 3.37 Experimental and simulation results comparison: ωr = 0.85 pu, A-N fault. 
 









































































torque responses between the experimental and simulation systems match well with each other. 
Again, because the rotor angles are not synchronized between the experimental and simulation 
systems, the phase angles of the experimental and simulated rotor currents are different. 
 
























 Time (s) Time (s) 
Figure 3.38 Experimental and simulation results comparison: ωr = 1.1 pu, A-N fault. 
 
3.7 Chapter Summary 
A feed-forward transient compensation control scheme is proposed in this chapter to 
enhance the low-voltage ride-through (LVRT) capability of doubly-fed induction generator 



































































(DFIG) based wind generation systems during both balanced and unbalanced grid faults. 
Transient compensation terms are feed-forward injected into both the current and power 
control loops to improve the transient current control capability and reduce the torque 
ripples resulting from grid faults. Simulation studies and experimental validations confirm 
the effectiveness of the proposed feed-forward transient compensation control algorithms. 
With minimal additional complexity, the proposed control enhances the LVRT capability of 
DFIG wind generation systems. 
The next chapter discusses the power system control layer (see Figure 1.4) for secure 
integration of wind power, and proposes a dynamic stochastic optimal power flow (DSOPF) 
control algorithm for dynamically and optimally coordinating multiple grid-connected 
energy systems. 
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 CHAPTER 4 DYNAMIC STOCHASTIC OPTIMAL 
POWER FLOW CONTROL FOR POWER SYSTEMS WITH 
HIGH UNCERTAINTY AND VARIABILITY 
 
4.1 Chapter Overview 
To achieve a high penetration level of intermittent renewable energy, the control of 
power systems needs to consider the associated high variability and uncertainty. Power 
system stability and security need to be ensured dynamically as the system operating 
condition continuously changes. In this chapter, a dynamic stochastic optimal power flow 
(DSOPF) control algorithm using the Adaptive Critic Designs (ACDs) is proposed to control 
the future smart grid in an environment with high short-term uncertainty and variability. The 
ACD technique, specifically the dual heuristic dynamic programming (DHP) [28], is used to 
provide nonlinear optimal control, where the control objective is explicitly formulated to 
incorporate power system economy, stability and security. The proposed DSOPF controller 
dynamically controls the power system active and reactive power flow based on the control 
objective. A 12-bus test power system is used to demonstrate the success of the proposed 
DSOPF controller.  
4.2 Framework of Dynamic Stochastic Optimal Power Flow (DSOPF) Control 
A power system is a multi-input multi-output, nonlinear, and non-stationary complex 
dynamic plant. A DSOPF controller is designed to replace the traditional automatic 
generation control (AGC) and secondary/regional voltage control, as illustrated in Figure 4.1, 
and to provide nonlinear optimal control to the system-wide AC power flow. The power 
system is assumed to be sufficiently observable with wide-area monitoring systems. Data 
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processing and transmitting, state estimations, and derivations of power system quantities 
are not considered. Continuous snapshots of the dynamic power system are assumed to be 
readily available in the control room. With the snapshots as system feedbacks, the DSOPF 
controller dynamically adjusts the steady-state commands dispatched by the optimal power 
flow (OPF) algorithm, as illustrated in Figure 4.2. In an environment with high short-term 
variability, only those continuously adjustable resources are controlled by the DSOPF 
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Figure 4.1 Traditional power system operation-control structure and the proposed 



























Figure 4.2 General framework of the DSOPF control. 
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devices are not designed to continuously react to fast events. Their lifetimes are typically 
inversely dependent on the number of switching actions. These devices are thus not controlled 
by the DSOPF controller. 
A nonlinear optimal control strategy is necessary to achieve the DSOPF control, where 
an objective function (the cost-to-go function) is minimized in a closed-loop control fashion 
and the nonlinearity is used to handle different operating points and physical control limits. 
Besides the optimality and nonlinearity considerations, the DSOPF control must be able to 
adapt to the time-varying dynamics of the power system, whose topology may change at any 
point in time. To implement the DSOPF, it is thus essential to have a nonlinear optimal 
control strategy that is able to continuously identify the system topology changes and 
accordingly adjust its optimal control laws.  
The Adaptive Critic Design (ACD) technique, introduced in Section 2.4.3.1, is a 
promising candidate, since it requires no knowledge of the power network analytical model. 
A typical ACD scheme consists of three neural networks: a model network, an action 
network, and a critic network, as illustrated in Figure 4.3. The model network can identify 
the time-varying dynamics of the nonlinear power system. The critic network, which 
approximates the cost-to-go control objective, trains the nonlinear action network to create 
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Figure 4.3 Diagram of an ACD scheme. 
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The optimization objective is explicitly formulated in the ACD technique. Thus, the 
total energy cost, frequency deviation, tie-line flow deviations, bus voltage deviations, line 
loadings, line losses, generator stability margins, and/or other indices related to the system 
economy, stability and security can be readily formulated in the control objective. By 
continuously optimizing this objective, the ACD-based DSOPF controller optimally controls 
the system active and reactive power flow. The implementation of the ACD-based 
neurocontrol using recurrent neural networks (RNNs) is discussed in the next section. 
4.3 Recurrent-Neural-Network-based Adaptive Critic Designs 
4.3.1 Recurrent Neural Networks (RNNs) 
As introduced in Section 2.4.3.1, for complex dynamic plants whose states are not all 
accessible, feed-forward neural networks with time-delayed loops are typically used to 
implicitly estimate the plant states and implement the ACD scheme. 
An alternative approach is to directly use a dynamic neural network without time-
delayed loops, such as an RNN shown in Figure 4.4. RNNs have advantages over static 
feed-forward neural networks in modeling and control of dynamic systems because of their 
internal dynamic memories [111], [112]. With RNNs, the internal feedback loops effectively 
provide the time-delayed information for state estimation, as in 
( ) [ ( )]
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(4.1) 
where i(k) is the input vector, o(k) is the output vector, s(k) is the RNN internal state vector, f(·) 
and g(·) are activation functions, and NR denotes the equivalent static nonlinear mapping from 











Figure 4.4 Structure of a hidden-layer-feedback RNN with no bias terms. 
 
The training of an RNN requires more computation effort than an feed-forward neural 
network with the same number of neurons. The gradients of an RNN’s outputs with respect 
to its weights are found by the back-propagation through time algorithm [113]. With a 
truncated depth of one, i.e. back-propagated by one time step, the error gradients for an 
RNN are given by 
( ) ( )
[ ] ( ) '
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[ ] ' [ ] ( 1) '
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(4.2) 
E(k) is an error measurement related the RNN outputs. More details on calculating this error for 
the model, critic and action networks are described in the following sections. [ ]g  and [ ]f
 
are 
diagonal matrices containing the gradients of g(·) and f(·), respectively. The upper-right prime 
symbol means transpose. For the numerical simulations performed in this dissertation, a 
truncated depth of one yields sufficiently good training results and is thus used to calculate the 
gradients of all RNNs in the DSOPF controllers presented in this dissertation. More details on 
the back-propagation through time algorithm and training of RNNs are described in Appendix E. 
After obtaining the gradients, to minimize E(k), the incremental gradient descent 
algorithm is used to update the RNN weights: 
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where ro, rs, and ri are gains controlling the step size of the weight updates. When tansig(·) or 
sigmoid(·) is used for the activation functions, their gradients are small in the saturation regions. 
Thus, rs and ri are usually larger (say five times larger for a truncated depth of one) than ro to 
compensate for the error gradient magnitude drops introduced by . ro could be in the range 
of 0.0001 to 0.01 depending on specific applications.  
The output-to-input derivatives of an RNN is given by 
( )




g W f W
i k
, (4.4) 
which provides the output-input sensitivities for training other networks in an ACD scheme. 
4.3.2 Recurrent Neural Networks for Adaptive Critic Designs (ACDs) 
Figure 4.5 shows the schematic diagram of the dual heuristic dynamic programming 
(DHP, a technique in the ACD family) with RNNs, where the critic network directly 
estimates λ(k), the gradient of J(k) with respect to the plant outputs. 
For the RNN model network, o(k) in (4.1) is replaced by ˆ( 1)y k  to learn the plant 
dynamics, and the inputs to the RNN model network are y(k) and u(k). Thus, 
_ model
ˆ( 1) [ ( ), ( 1),..., ( ), ( 1),..., ]Ry k N y k y k u k u k , (4.5) 
where NR_model is the equivalent static mapping NR produced by the RNN model network, and a 
similar notation applies to NR_action for the action network and NR_critic for the critic network. 
Compared to (2.6), the RNN model network described by (4.5) has the necessary mathematical 



















































Figure 4.5 Schematic diagram of DHP neurocontrol design with RNNs. Brown: signals 
for model training; green: signals for critic training; blue: signals for action training. 
 
For the RNN action network shown in Figure 4.5, 
_action( ) [ ( ), ( 1),...]Ru k N y k y k . (4.6) 
From the self recursion of (4.6), 
( 1) ~ ( 2), ( 3),...
( 2) ~ ( 3), ( 4),...
u k y k y k
u k y k y k  
(4.7) 
where “~” denotes “a function of”. The RNN action network then implements the mapping from 
[y(k), y(k-1),…, u(k-1), u(k-2),…] to u(k). From (2.6), the RNN action network has the 
necessary form to implement the optimal mapping (optimal control laws) from ˆ( )x k  to u(k). 
For the RNN critic network shown in Figure 4.5, 
_ critic




k N y k y k
y k . 
(4.8) 
Since J(k+1) is a function of x(k+1), it is thus a function of [y(k), y(k-1),…, u(k), u(k-1),…]. For 
a controller given by (4.6), J(k+1) is then a function of [y(k), y(k-1),…], and its derivative λ(k+1) 
also becomes a function of the same series. Hence, the RNN critic network, represented by (4.8), 
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has the necessary mathematical form to approximate λ(k). 
4.3.3 Training of a DHP-based Neurocontroller using RNNs 
The training of a DHP-based neurocontroller is done in two steps in this dissertation: 1) 
offline training of the model network; and 2) online training of all three networks. In the 
following discussions, Wim, Wsm, and Wom are weights for the model network, Wic, Wsc, and 
Woc are weights for the critic network, Wia, Wsa, and Woa are weights for the action network. 
4.3.3.1 Offline Training of Model Network 
The plant is first operated without a closed-loop action network. Pseudo-random binary 
signals [30] are injected into the plant inputs, u(k), over a wide operating range. The plant 
responses, y(k), are recorded together with u(k). With the recorded u(k) and y(k) at different 
operating points, the model network is trained offline to minimize the following mean 
squared error (MSE): 
2 2





MSE average E k
, 
(4.10) 
where ŷ(k) is the one-step delay of the model network output. In other words, the model network 
is trained to identify the plant dynamics and provide one-step-ahead prediction.  
Figure 4.6 shows the flowchart for offline training of the RNN model network using the 
incremental gradient descent algorithm. The model network is first initialized with small 
random weights. During the training step, the one-step model prediction error and error 
gradients are calculated based on (4.9) and (4.2), respectively. The model weights are then 
updated based on (4.3). The model training continues until the MSE calculated in the testing 
step drops below a certain level. 
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Initialize model network 
with small random weights
,  ,  im sm omW W W
Load recorded plant I/O 
data
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MSE = 10 MSETarget
MSE < MSETarget
No Testing:
For Operating Point = 1 to end
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    For k = 1 to end
    {
        Calc. ŷ(k+1) based on u(k) and y(k)
        Calc. Em(k) = ||y(k+1) - ŷ(k+1)||
2
    }
}
Calc. MSE based on Em(k)’s
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For Operating Point = 1 to end
{   
    For k = 1 to end
    {
        Calc. ŷ(k+1) based on u(k) and y(k)
        Calc. Em(k) = ||y(k+1) - ŷ(k+1)||
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        Calc. error gradients using (4.2)
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Figure 4.6 Flowchart of RNN model network offline training. 
 
4.3.3.2 Online Training of Model, Critic, and Action Networks 
After the offline training, the model network is used to provide system-wide cross-
coupling sensitivity signals, ∂y(k+1)/∂u(k), over a wide operating range. When training the 
critic and action networks, the model weights are continuously updated with a small learning 
rate to ensure tracking of new operating conditions. 
An RNN DHP critic network is trained online to approximate λ(k+1), the partial 
derivative of J(k+1) with respect to y(k+1), by minimizing the following error [86]: 
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(4.11) 
The training of the critic network is done online with the action network in the loop. The training 
starts with a small discount factor γ, say 0.5. As the critic weights converge, the discount factor 
is gradually increased to 0.8. 
The optimal control objective of the DSOPF controller is to minimize J(k) at every time 
step k, which is accomplished by training an RNN action network. The action network is 
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(4.12) 
During the training, when Ea(k) becomes zero, u(k) is the optimal control action that minimizes 
J(k) in the local region. Global optimal is obtained by exposing the RNN action network to 
different system conditions. 
To minimize the initial impact on the plant, the random initial weights of both the critic 
and action networks are limited to small values (typically in the range of 0.0001 to 0.01 with 
20% connectivity) such that the initial outputs of both the critic and action networks are 
close to zero [76], [119].  
Figure 4.7 shows the flowchart of online training for all three networks. At sampling 
step k, the output-to-input derivatives of the model, critic, and action networks are given by 
(4.4). The model prediction error is given by (4.9), and the model error gradients are given 
by (4.2). The utility derivatives can be calculated based on the utility formulation, which is  
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Figure 4.7 Online training flowchart of RNN model, critic, and action networks. 
 
usually a function of the plant outputs and the control effort. Assuming a linear output activation 
function for the critic network, the DHP critic network output at time k is obtained by 
ˆ ˆ( 1) ( ) [ ( 1) ( 1)]oc c oc c ic sc ck W s k W f W y k W s k , (4.13) 
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where sc(k) is the internal state vector of the critic network, and fc(·) is the hidden layer activation 
function of the critic network. When calculating the critic error, given by (4.11), ˆ( )k  and 
ˆ( 1)k  should be based on the same set of critic weights. With a truncated depth of one, the 
critic error gradient with respect to Woc is given by 
ˆ ˆˆ( ) ( ) ( 1) ( 1)
2 ( ) ' 2 ( ) ' [ ]'
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The critic error gradient with respect to Wsc is given by 
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where [ ]cif ’s are m×m diagonal matrices containing the gradients of fc(·), and the subscript i is 
a time index representing the back-propagation depth (see Appendix E). The critic error gradient 
with respect to Wic is given by 
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(4.16) 
After obtaining the model output-to-input derivatives and critic outputs, the action error is given 
by (4.12). With a truncated depth of one, the action error gradients with respect to its weights 
can be obtained using (4.2). 
During each sampling step, the weights of both the action and critic networks are 
updated. The online training continues until both the critic and action errors converge to zero. 
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4.4 Design of a DHP-based DSOPF Controller for a 12-Bus Power System 
4.4.1 Twelve-Bus Test Power System 
A 12 bus test power system modified from [114], as shown in Figure 4.8, is used to 
demonstrate the design of the DHP-based DSOPF controller. Buses 4 and 5 are two remote 
load buses supplied from three transmission corridors. No infinite bus is used to hold the 
system frequency. All four generators are modeled with full transient dynamics in PSCAD 
and equipped with automatic voltage regulators (AVRs) and speed governors. Generators 2 
to 4 are within one control area, and they are controlled by one automatic generation 
controller, AGC2. Generator 1 is assumed to be an aggregated representation of an 
interconnected area, and it is controlled by AGC1. With AGC1 and AGC2, the system 
frequency and inter-area tie-line power flow, Ptie, can be maintained at the 
nominal/scheduled values. Bus 4 is selected as the pilot bus for a PI-based secondary voltage 










































































































































Figure 4.9 Block diagrams of (a) a PI-based AGC (Ptie is positive with an inbound 
flow), (b) a PI-based pilot bus voltage control, (c) an AVR, and (d) a speed governor. 
 
governors used in this study are shown in Figure 4.9. The dispatch ratios in the AGC, KG1, KG2 
and KG3, are determined by the changing rate of the incremental cost of each generator, so that 
any changes commanded by AGC2 would result in minimum costs [17]. The dispatch ratios in 
the V4Ctrl are set to be equal in this study. All four generators are assumed to be gas-turbine 
based and have a typical ramp rate (both up and down) of 18 MW/min [115]. 
The generator and line parameters are provided in Appendix D [114]. The base case of 
this system, including the scheduled tie-line flow, is defined in Table 4.1. At each load bus, 
half of the load is represented by a constant-impedance load and the other half is represented 
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by a constant-power load, which introduces some load-voltage characteristics [116]. All 
lines are represented by a single lumped π-equivalent model [17]. 
A DSOPF controller is designed below to replace AGC2 and V4Ctrl and provide 
coordinated secondary active and reactive power flow control, as shown in Figure 4.10.  
 
 








Fuel Cost ($/h) Load (MVA) Shunt Cap. 
(MVAr) a b c Const. Imp. Const. Power 
2       140 + j100 140 + j100  
3       160 + j120 160 + j120  
4       160 + j120 160 + j120 160 
5       50 + j30 50 + j30 80 
6       220 + j150 220 + j150 180 
9 (G1) 1000 1.02 480       
10 (G2) 700 1.02 500 700 34.10 0.0117    
11 (G3) 500 1.01 200 670 36.85 0.0135    
12 (G4) 500 1.02 300 650 36.24 0.0130    






































Figure 4.10 Twelve-bus test power system with DSOPF control. 
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AGC2 and V4Ctrl are disconnected during the training and testing of the DSOPF controller. 
Similar to the AGCs, the data update rate for the DSOPF controller is assumed to be 1 s, which 
neglects the transient oscillations but includes the local controller and load dynamics. During the 
online training of the neural networks shown in Figure 4.5, the weights of these neural networks 
are also updated every 1 s. 
4.4.2 Model Network for System Identification 
The nonlinear dynamic plant “seen” by the DSOPF controller is defined in Figure 4.11. 
The following 15 smoothed wide-area measurements are sampled at 1 Hz for the DSOPF 
controller: the system frequency in Hz, f (average rotor speeds of G2, G3 and G4); the RMS 
voltage of the five load buses in pu, V2, V3, V4, V5 and V6; the apparent power flow 
magnitude of four long lines in pu, S25, S16, S64, and S78; the tie-line power import in MW, 
Ptie; the active power outputs from G2 to G4 in MW, PG2, PG3, and PG4; and the total 
network active power loss in MW, Ploss. These 15 measurements are then linearly scaled to 
have the same order of magnitude and form the plant output vector, y(k). 
The plant has six inputs from the DSOPF controller. u1(k) to u3(k) are adjustment 


































 = Scheduled value
mf = 20, mV = 20, mS = 5, 
mPtie = 0.1, mPg = 0.02, mLoss = 0.05
( , , , , ,
, , , , ,
, , , , )
f V V V V
V S S S S
Ptie Pg Pg Pg Loss
diag m m m m m
m m m m m


































































(6) (15)  
Figure 4.11 The nonlinear plant connected to the DSOPF controller 
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signals to change the terminal voltages of G2 to G4. These six inputs are scaled and added to the 
steady-state dispatches, u*, obtained from the traditional OPF algorithm. 
Based on the discussions in Section 4.3, an RNN model network with 30 internal 
neurons is first trained offline to identify the plant dynamics. Pseudo-random binary signals 
(PRBSs) are injected to the plant inputs at eight different dispatch cases, as listed in Table 
4.2. D1 is the base case, D2 to D4 represent line outage conditions, and D5 to D8 represent 
different load conditions. All 8 dispatches are generated using the interior-point OPF 
algorithm with bus-voltage and line-rating constraints in MATPOWER [117]. Small manual 
adjustments are then added to the MATPOWER results to account for load-voltage 
characteristics and local controller errors. The PRBS perturbations applied to the system are  
 
 
Table 4.2 Operating conditions for model network pretraining. 
Disp-
atch 
G2 G3 G4 Line or load changes 
from base case 













D1 500 1.02 200 1.01 300 1.02 None (Base Case) 
D2 490 1.02 220 1.03 330 1.03 Line 2-5 is out 
D3 500 1.03 215 1.04 300 1.02 Line 4-6 is out 
D4 500 1.03 215 1.04 315 1.04 One of lines 3-4 is out 
D5 550 1.05 270 1.04 360 1.02 Const. power loads at 
buses 3&5 become:  
PL3 =210, QL3 = 140 
PL5 =100, QL5 = 50 
D6 505 0.99 180 1.02 285 1.03 Const. power load at 
bus 5 become: 
PL5 = 0, QL5 = 0 
D7 525 1.02 250 1.04 340 1.03 Const. power load at 
bus 4 become: 
PL4 = 210, QL4 = 140 
D8 500 1.01 190 1.02 290 1.02 Const. power load at 
bus 4 become: 
PL4 = 110, QL4 = 100 
PG1*, VG1*, and Ptie* are the same as the base case for all dispatch cases. 
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shown in Figure 4.12. Because of the response-time difference in AVRs and speed governors, 
the perturbations applied to the three generator power commands change sequentially every 20 s, 
and the perturbations applied to the three generator voltage commands change sequentially 
every 2 s. 500 s of data for each dispatch case are recorded and used for model offline training 
[118]. The model network is then trained to minimize the mean squared error defined in (4.10) 
following the steps shown in Figure 4.6. 
 
 
Figure 4.12 PRBS perturbations applied to the 12-bus system. 
 
The testing results of the trained model network (with fixed weights) at D1, D2, D5 and 
D6 under the same PRBS injections are shown in Figure 4.13, where y1 (related to the 
system frequency) is plotted. All 15 outputs from the model network have similar tracking 
performances at all 8 dispatch cases. A mean relative absolute error of 5% is achieved for 
the testing results. The trained model network is table to provide one-step prediction for the 
eight operating conditions listed in Table 4.2. After the offline training, the model network is 
used to provide system-wide cross-coupling sensitivity signals, ∂y(k+1)/∂u(k). When 
training the critic and action networks, the model weights are continuously updated with a 
small learning rate to ensure tracking of new operating conditions. 






































Figure 4.13 Model network testing results at the D1, D2, D5, and D6: plant output 
y1(k+1) and model network output ŷ1(k+1). 
 
4.4.3 Utility and Cost-to-Go Functions 
The control objective for the 12 bus system includes six components: the area control 
error, UACE; the system voltage deviation, UVolt; the system line loading, ULine; the total fuel 
cost, UFuel; the total line loss, ULoss; and the control effort, UCtrl. The utility function, U, is 
thus defined as 
( ) ( ) ( ) ( ) ( ) ( ) ( )ACE Volt Line Fuel Loss CtrlU k U k U k U k U k U k U k , (4.17) 
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where wx’s are various weighting factors (listed in Table 4.3), and mx’s and nx’s are the plant 
input-output scaling factors as shown in Figure 4.11. The weighting factors are heuristically 
selected. A higher weighting factor gives a higher priority to the corresponding component, and 
these weights may be changed according to system conditions and specific design requirements.  
 
Table 4.3 Weighting factors and constants used in the utility function. 
wfreq wtie wvolt wline wfuel F
offset
 wloss wPg wVg 
400 0.01 1600 1 0.001 4e4 0.01 1e-4 200 
 
ULine(k) in (4.18) is designed such that if a line loading is above 1 pu, ULine(k) increases 
dramatically; otherwise, ULine(k) becomes negligible. For example, the pu line loading of 
line 2-5, S25(k), is obtained by 
S25(k)  = [y7(k) /ms + S25
offset
], (4.19) 
where ms and S25
offset
 are a scaling factors shown in Figure 4.11. Similar relationships exist 
between S16(k), S64(k), S78(k) and y8(k), y9(k), y10(k), respectively. In (4.18), FGi(k) is the fuel cost 
of generator i in $/MWh. A quadratic cost function [19] is used, as in 
2
10
( ) ( ) ( )
( ) ( ) /
2,3, 4
Gi i i Gi i Gi
offset
Gi i Pg Gi
F k a b P k c P k
P k y k m P
i , 
(4.20) 
where the coefficients ai, bi and ci for the three generators are listed in Table 4.1. From (4.17) to 
(4.20), the utility function, U(k), depends only on the plant output vector, y(k), and the control 
action vector, u(k). The cost-to-go function, J(k), is then the discounted accumulation of U(k). 
4.4.4 Critic Network for Approximate Dynamic Programming 
A based in the dual heuristic dynamic programming (DHP) critic network is trained 
online to approximate λ(k+1), the partial derivative of J(k+1) with respect to y(k+1), by 
minimizing the critic error defined in (4.11). A recurrent neural network (RNN) with 30 
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internal neurons is used to implement the critic network. The critic network is trained online 
with the action network in the loop, following the online training flowchart shown in Figure 
4.7. The training starts with a small discount factor γ, say 0.5. As the critic weights converge, 
the discount factor is gradually increased to 0.8. Since the training of the action network also 
depends on the critic network, these two networks are trained and converge together [89]. 
4.4.5 Action Network for Optimal Control Law Approximation 
The optimal control objective of the DSOPF controller is to minimize J(k) at every time 
step k, which is accomplished by training the action network. An RNN action network with 
30 internal neurons is trained online to approximate the optimal control law by minimizing 
the action error defined in (4.12). During the online training, when action error converges to 
zero, u(k) is the optimal control action that minimizes J(k) in the local region. Global 
optimal is obtained by exposing the DSOPF controller to different system conditions. 
To minimize the initial impact on the power system, the weights of the critic and action 
networks are randomly initialized between ±0.005 with 20% connectivity [76], [119], i.e., 
20% of the entries in the weight matrices are nonzero and between ±0.005. Starting at D1 
(see Table 4.2) and a discount factor of 0.5, the action and critic networks are connected to 
the 12-bus system and trained simultaneously online. The weights of both the action and 
critic networks are updated at every time step, i.e., 1 s, based on their error signals. Different 
disturbances, such as load ramping and line outages, are then applied to the system. After 
both networks converge at this operating condition, the training process continues at other 
operating points, and the discount factor is slowly increased to 0.8.  
4.5 Simulation Results 
4.5.1 Steady-State Performance 
The steady-state performance of the DSOPF controller is studied at the different 
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dispatch cases listed in Table 4.2. Results for cases D1, D3 and D7 are shown in Table 4.4, 
where the system is controlled by the linear controllers (AGC2+V4Ctrl) and the DSOPF 
controller, respectively. For V4Ctrl, the reference or required voltage at bus 4 is set to 0.97 
pu. The voltages of the two load buses, V4 and V5, and the apparent power loading of the 
three most heavily loaded lines are listed in Table 4.4. 
When using the DSOPF control, the utility function, as an overall index of optimality, is 
lower than that of the linear controllers at all three dispatch cases (lower is better). Lower 
fuel cost, lower line losses, smaller voltage deviations and lower line loadings are achieved 
by the DSOPF control, but with higher control effort and slightly larger frequency and tie-
line flow deviations. 
 



















Utility 7.90 7.21 
 
Utility 9.74 8.81 
 
Utility 10.75 10.12 
Fuel 43.67 43.24 
 
Fuel 44.23 43.61 
 
Fuel 46.18 45.98 
F 60.000 60.001 
 
f 60.000 60.003 
 
f 60 60.003 
Ptie 480.0 479.6 
 
Ptie 480.0 478.9 
 
Ptie 480 479.1 
Ploss 46.3 40.5 
 
Ploss 46.7 39.1 
 
Ploss 48.7 41.9 
UVolt 1.619 1.142 
 
UVolt 2.937 2.391 
 
UVolt 2.14 1.586 
V4 0.970 0.976 
 
V4 0.970 0.967 
 
V4 0.970 0.973 
V5 0.993 1.007 
 
V5 0.979 1.003 
 
V5 0.984 1.007 
ULine 1.904 1.813 
 
ULine 1.868 1.754 
 
ULine 1.900 1.793 
S25 0.76 0.71 
 
S25 0.81 0.75 
 
S25 0.77 0.73 
S16 0.80 0.76 
 
S16 0.55 0.56 
 
S16 0.78 0.71 
S78  0.67 0.63 
 
S78 0.75 0.68 
 
S78 0.69 0.65 
UCtrl 0.244 0.602 
 
UCtrl 0.244 0.668 
 
UCtrl 0.028 0.337 
(Fuel: k$/h, f: Hz, Ptie: MW, Ploss: MW, V: pu, S: pu) 
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4.5.2 Dynamic Performance after Load Tripping 
To demonstrate the excellent performance of the DSOPF controller in regulating the 
system frequency, at dispatch case D1, an unexpected contingency causes the 100 MW 60 
MVAr load at bus 5 to trip at 300 s. To prevent over-voltage, the capacitor bank at bus 5 is 
also tripped at 301 s by over-voltage protection. The system frequency and tie-line flow 
controlled by the linear controllers (AGC2+V4Ctrl) and the DSOPF controller, respectively, 
are shown in Figure 4.14 (a). Results from the linear controllers are shown in black solid 
lines, and results from the DSOPF controller are shown in red dotted lines. The DSOPF 
controller results in a smaller frequency rise and faster frequency recovery than the linear 
controllers. The tie-line flow also has a smaller deviation and faster return to its scheduled 
value of 480 MW, when the DSOPF controller is used. 
Figure 4.14 (b) and (c) show the six controlled quantities, namely the active power 
outputs and terminal voltages of the three generators, during this event. To regulate the 
short-term power imbalance, AGC2 decreases generation from all three generators at their 
maximum ramp rates. In contrast, the DSOPF controller further utilizes the load-voltage 
characteristics and temporarily increases the generator voltages, which creates higher energy 








Figure 4.14 System responses after load tripping at bus 5: (a) frequency and tie-line 
flow, (b) active power outputs of G2 to G4, (c) terminal voltages of G2 to G4. 
 























































































































4.5.3 Dynamic Performance with Large Varying Load 
To simulate the active power variability from intermittent renewable generation 
resources, 50 MW, 10 MVAr of varying constant-power load, as shown in Figure 4.15 (a), 
are added to each of buses 4 and 5. As a result, the system experiences large load ramping 
(both up and down) at a rate of 40 MW/min with a peak of 100 MW. 
With AGC2 and V4Ctrl, the active power outputs and terminal voltages of the three 
generators varies up and down to follow the system load and regulate the bus 4 voltage, as 
shown in Figure 4.15 (g) and (h). Meanwhile, the system consumes more fuel, as shown in 
Figure 4.15 (b), and has higher line losses, as shown in Figure 4.15 (c). The frequency and 
tie-line flow have a maximum deviation of more than 0.04 Hz and 15 MW, respectively, as 
shown in Figure 4.15 (d) and (e). Although the voltage at bus 4 is well regulated by V4Ctrl, 
the voltage at bus 5 drops below 0.95 pu, as shown in Figure 4.15 (f). If this large load 
variation continues, frequent switching of the capacitor bank at bus 5 would be needed to 
avoid under-voltage violations. 
On the contrary, with the DSOPF controller, the three generators are optimally 
coordinated. Lower fuel cost and line loss are achieved, as shown in Figure 4.15 (b) and (c). 
The voltage at both buses 4 and 5 are now kept above 0.95 pu, as shown in Figure 4.15 (f). 
The system frequency and tie-line flow are regulated much closer to their nominal values, as 


















Figure 4.15 System responses during a large load variation: (a) varying load applied to 
buses 4 and 5, (b)-(f): various system responses, (g)-(h): controlled variables. 



































































































































































4.5.4 Dynamic Performance after Line Outage 
To further demonstrate the DSOPF controller’s capability to reroute the system power 
flow, at dispatch case D7 (bus 4 becomes more heavily loaded), line 2-5 is permanently 
tripped 0.15 s after a three-phase-to-ground fault. The fault happens somewhere along line 
2-5 at 400 s. This is a severe event since line 2-5 is heavily loaded at D7 in order to serve the 
load at buses 4 and 5. Tripping of line 2-5 may cause overloading of the other two 
transmission corridors. This event requires a redistribution of power flow in order for the 12-
bus system to survive. Figure 4.16 shows the simulation results of this event with 
AGC2+V4Ctrl and the DSOPF controller, respectively.  
When only AGC2 and V4Ctrl are used, bus 4 voltage (the lowest post-fault voltage) 
drops below 0.94 pu, as shown in Figure 4.16 (a). The PI-based V4Ctrl fails to regulate the 
bus 4 voltage, since the reactive support from G2 is interrupted and the reactive power 
outputs from G3 and G4 are limited by their MVA capacities. As a result, 50 MW 20 MVAr 
of load at bus 4 is tripped at 500 s to bring the bus 4 voltage back to a normal condition. 
However, transmission line 1-6, which has the highest post-fault line loading, remains 
overloaded, as shown in Figure 4.16 (b). Neither AGC2 nor V4Ctrl is capable of relieving 
this line overload. 
In contrast, with the proposed DSOPF controller, both the active and reactive power 
flows are optimally adjusted after the outage of line 2-5. G2 now becomes electrically 
further away from the load center. The DSOPF controller reduces the power generation and 
terminal voltage from G2, as shown in Figure 4.16 (d) and (e). Both V4 and S16 are 
maintained at normal conditions without violating any voltage or line limits. Under-voltage 
load shedding is thus not necessary. The system frequency, as shown in Figure 4.16 (c), also 












Figure 4.16 System responses after line 2-5 outage (load tripping also occurs when 
AGC2 and V4Ctrl are used): (a) bus 4 voltage, (b) line 1-6 loading, (c) system frequency, 
(d) active power outputs of G2 to G4, (e) terminal voltages of G2 to G4. 
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4.6 Chapter Summary 
A dynamic stochastic optimal power flow (DSOPF) control algorithm is presented in 
this chapter as a solution to the future smart grid operation in an environment with high 
short-term uncertainty and variability. The proposed DSOPF control adapts the nonlinear 
optimal control technique from the Adaptive Critic Design (ACD) theory, and provides 
closed-loop dynamic tracking of the optimal operating point of a power system. 
Identifications of system topology changes and local controller/load dynamics are carried 
out by the continuous online learning of the ACD method. The dual heuristic dynamic 
programming (DHP) approach with recurrent neural networks (RNNs) is used to design a 
DSOPF controller for a 12-bus test power system. Simulation results demonstrate the 
promising steady-state and dynamic performances of the DSOPF controller under various 
operating conditions and system disturbances. It is a promising candidate for routing real-
time variable wind energy injections. 
The next chapter further investigates this DSOPF control method on a larger power 
system with different generation resources, including coal, gas, hydro, and wind. A two-
level DSOPF control scheme is proposed to aid scaling up the DSOPF control algorithm and 
make it applicable large practical power systems. 
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 CHAPTER 5 TWO-LEVEL DSOPF CONTROL FOR A 70-
BUS POWER SYSTEM WITH LARGE WIND PLANTS 
 
5.1 Chapter Overview 
The dynamic stochastic optimal power flow (DSOPF) control algorithm proposed in 
Chapter 4 shows promising dynamic power flow control capability for the small 12-bus 
system. To further investigate the potential of the DSOPF control algorithm for large power 
systems, a 70-bus test power system with different generation resources, including large 
wind plants, is developed. A two-level DSOPF control scheme is proposed in this chapter to 
scale up the DSOPF algorithm for this 70-bus system. The lower level consists of two area 
DSOPF controllers, each of which controls its own area power network. The top level 
consists of one global DSOPF controller, which coordinates the area controllers by adjusting 
the inter-area tie-line flows. This two-level architecture distributes the control and 
computation burden to multiple area DSOPF controllers, and reduces the training difficulty 
for implementing the DSOPF control for a large network. Simulation studies on the 70-bus 
power system with large wind variation are shown to demonstrate the effectiveness of the 
proposed two-level DSOPF control scheme. 
5.2 Seventy-Bus Power System 
The 70-bus test power system, as shown in Figure 5.1, is developed by modifying and 
extending a 68-bus test power system [120], [121]. The original 68-bus power system is a 
simplified model of the New England and New York interconnected power systems of the 
1970s. Area 1 with generators G1-G9 represents the New England Test System. Area 2 with 
generators G10-G13 represents the New York Power System (NYPS). Generators G14-G16 
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are aggregated representations of three interconnected areas to the NYPS. Two additional 
buses, buses 69 and 70, are added to connect two wind plants, G17 and G18, to the main 
system. Detailed parameters of the 70-bus power system are listed in Appendix D. A brief 
description on the major system components is given below. 
 
Figure 5.1 The 70-bus power system with different generation resources. 
 
5.2.1 Modeling of the 68-Bus System with Conventional Generator Units 
The 16 generators in the 68-bus system developed in this dissertation consist of eight 
coal plants: G4, G6, G9, G10, G12, G14, G15, and G16; six gas plants: G1, G2, G5, G7, G8, 
and G13; and two hydro plants: G3 and G11. No infinite bus is used to hold the system 
frequency. For all 16 conventional generation units, the 8th order synchronous machine 
model [17] is used. The parameters for each synchronous generator, derived from [120] by 
properly selecting generator ratings, are listed in Appendix D.  
Automatic voltage regulators (AVRs) and speed governors are developed for all 16 
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conventional generation units. Block diagrams of the AVR exciters and turbine speed 
governors are shown in Figure 5.2 (a) and (b). Solid-state exciters are assumed with 
negligible time delays. A feedback block for transient gain reduction is included in the AVR 
model to increase the damping torque [17]. A ramp rate of 1% per minute is assumed for the 
coal plants. For the gas and hydro plants, the ramp rates are assumed to be 5% per minute 
and 5% per second, respectively. Typical AVR and governor parameters for coal, gas, and 





























































Figure 5.2 Models of (a) an AVR exciter and (b) a turbine speed governor. 
 
The 68-bus system experiences 11 local electromechanical oscillation modes and 4 
inter-area oscillation modes [121]. Seven power system stabilizers (PSSs) are added to 
generators G3, G9, G10, G12, G14, G15, and G16 to improve the damping of these 
oscillation modes. The seven PSSs are added one at a time to damp the presently worst 
oscillating mode resulting from eigenvalue analysis [17] of the 68-bus system. The block 
diagram of the PSSs used in this study is shown in Figure 5.3. Parameters for the PSSs are 






























Figure 5.3 Model of a power system stabilizer. 
 
The single-section lumped π model [17] is used to model all transmission lines, i.e., the 
effects of electromagnetic traveling waves are neglected. Accurate load modeling is a 
difficult but important task when studying practical power systems. A typical system load 
usually comprises a large number of diverse load components, and the load composition 
changes with time. For this test system, since no actual load data is available, all loads are 
modeled as impedance loads. 
5.2.2 Addition of Wind Plants 
The 68-bus test system is expanded to a 70-bus system by adding two wind plants (see 
Figure 5.1). Wind plant G17 has a capacity of 1404 MW, and is connected to bus 16 in area 
1 through a transmission line. Wind plant G18 has a capacity of 1836 MW, and is connected 
to bus 39 in area 2 through a transmission line. A typical capacity factor of around 25% is 
assumed for both wind plants. To compensate for the additional generation capacity, the 
loads at buses 16 and 24 in area 1 are each increased by 175 MW, and the loads at buses 33 
and 45 in area 2 are each increased by 240 MW. The line and load data for the final 70-bus 
power network are listed in Appendix D. 
An aggregated DFIG wind turbine system (see Appendix A) is used for both wind 
plants. The power electronic converter is modeled as a three-phase controllable voltage 
source, i.e., harmonic contents are neglected. Both wind plants follow the maximum-power-
point operation up to their maximum power ratings. External control signals for wind 
curtailments in MW are also implemented. Detailed wind turbine control algorithms are 
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described in Appendix A. 
5.2.3 Automatic Generation Controllers (AGCs) for the 70-Bus System 
Five AGCs (one for each area) are implemented for the 70-bus power system to regulate 
the inter-area tie-line power flow and system frequency, as shown in Figure 5.4. For areas 1 
and 2, the AGC controls only the gas and hydro generation units (see Figure 5.1), which 
have fast ramping capability as compared to the coal-based units. For areas 3 to 5, the AGC 
controls the aggregated generator in each area. Figure 5.5 shows the AGC for area 1 as an 
example. The AGCs for other areas have a similar structure but different inputs and outputs. 
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Figure 5.5 AGC for the New England (area 1) system. 
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With the five AGCs, the frequency of the 70-bus system can be controlled when the 
wind power production varies. However, AGCs have no visibility to system line loadings or 
bus voltages, leaving the system vulnerable to insecurity when unexpected fast wind power 
variation occurs. The dynamic stochastic optimal power flow (DSOPF) control algorithm 
introduced in Chapter 4 is then applied to this 70-bus system to control its real-time power 
flow. 
5.3 Two-Level DSOPF Control Architecture 
To apply the DSOPF control algorithm to practical power systems, methods for 
efficiently scaling up the DSOPF controller need to be investigated. For the 70-bus power 
system, hundreds of quantities need to be monitored in order to control its power flow. A 
two-level DSOPF control architecture, as shown in Figure 5.6, is proposed to divide the 
DSOPF controller into multiple area controllers and one global controller. Each area DSOPF 
controller monitors quantities and controls the power flow within its own network, and 
regulates its boundary tie-line flows to the commanded values. The global DSOPF controller 
monitors some critical lines from the whole system, and coordinates the area controllers by 
adjusting the tie-line power flow commands between the areas. This two-level architecture 
distributes the control and computation burden to multiple area DSOPF controllers, reduces 
the training difficulty for implementing the DSOPF control for a large network, and 
potentially makes the whole system more robust to communication failure. 
For the 70-bus system, areas 3 to 5 are single-bus aggregated systems. Thus, the AGCs 
remain in use for regulating the frequencies and tie-line flows for these three areas. Areas 1 
and 2 are two mesh networks, each of which is controlled by one area DSOPF controller, to 
control the area power flow and regulate the frequency and tie-line flow. The global DSOPF 
controller monitors the MVA loading of some critical transmission lines (lines that often get 
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congested), and adjusts the tie-line flow commands to help relieve the congestions in the 
local areas. The design of the two area DSOPF controllers and the global DSOPF controller 
is discussed in the following sections. 
 
Area 1 DSOPF Controller Area 2 DSOPF Controller
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Figure 5.6 Two-level DSOPF control architecture of the 70-bus system. 
 
5.4 Design of Area DSOPF Controllers 
The two area dynamic stochastic optimal power flow (DSOPF) controllers are at the 
same control level and interact with each other. Changes (due to weight updates) to one 
DSOPF controller will affect the plant dynamics “seen” by the other one. To minimize 
instability during the initial training stage, each area DSOPF controller is first designed and 
trained with the rest of the system controlled by fixed automatic generation controllers 
(AGCs), thereby learning the system dynamics with only AGCs present. 
After the initial training stage, the two area DSOPF controllers are connected to the 
system at the same time, but updated sequentially. When one area DSOPF is being trained, 
the other one is fixed (no weight updates). In this step, one area DSOPF controller will learn 
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the system dynamics with the other area DSOPF controller present. 
5.4.1 Initial Training of Area 1 DSOPF Controller 
The area 1 DSOPF controller is designed to replace and expand the function of area 1 
AGC. During the initial training and design of the area 1 DSOPF controller, areas 2 to 5 are 
controlled by AGCs. 
5.4.1.1 Model Network of Area 1 DSOPF Controller 
The nonlinear dynamic plant “seen” by the area 1 DSOPF controller is defined in Figure 
5.7. The following 41 smoothed wide-area measurements are sampled at 1 Hz for the area 1 
DSOPF controller: the area 1 frequency in Hz, f
 A1
 (average rotor speeds of G1 to G9); the 
power exports in the three tie-lines in MW, Ptie8-9, Ptie27-1, and Ptie2-1; the RMS voltage at 
nine buses in per unit (pu), V3, V4, V8, V12, V14, V16, V24, V27, and V28; the apparent power 
loading of 20 transmission lines in pu, S2-3, S2-25, S3-4, S3-18, S4-5, S4-14, S5-6, S5-8, S6-7, S7-8, S13-
14, S14-15, S15-16, S16-17, S16-21, S16-24, S17-18, S17-27, S25-16, and S26-27; the active power outputs 
from six fast-ramping generators in MW, PG1, PG2, PG3, PG5, PG7, and PG8; the active power 
output from the wind plant G17 in MW, Pw17; and the total area 1 active power loss in MW, 
P
A1
loss. The monitored buses and lines are selected such that they cover a large portion of the 
area mesh network. These 41 measurements are then scaled linearly to have the same order 
of magnitude. The plant output for the area 1 DSOPF controller, y
A1
(k), is obtained. 
The plant has 17 inputs, u
A1
(k), from the area 1 DSOPF controller. u
A1
1(k) to u u
A1
6(k) 
are adjustment signals to change the active power outputs of G1, G2, G3, G5, G7, and G8. 
u
A1





17(k) are adjustment signals to change the terminal voltages of G1 to G9, and G17. 
These 17 inputs are then scaled and added to the steady-state dispatches obtained from the 
traditional OPF algorithm. 
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f A1, Pties, 
Vbuses, Slines,  
Pgens, Pw17, 
PA1loss
ΔPG1*, ΔPG2*, ΔPG3*, ΔPG5*, 
ΔPG7*, ΔPG8*, Pw17_curt*, 
ΔVw17*, ΔVG1* ~ ΔVG9*
Area 1  New England Test System  
GGG G WindGasCoal Hydro





f offset = 60, Pties
offset = Pties_ref, Vbuses
offset = 1, 
Slines
offset = 0.5, PG1
offset = 250, PG2
offset = 550, 
PG3
offset = 650, PG5
offset = 500, PG7
offset = 550, 
PG8
offset = 550, Pw17
offset = 400, Ploss
offset = 50








Pties_ref = ΔPties* (fr. global DSOPF) 
            + Pties* (fr. OPF)
∑ 
yA1(k)
diag (mf x1, mPtie x3,
mV x9, mS x20, mPg x6, 
mPw x1, mloss x1)
mf = 25, mPtie = 0.01,
mV = 20, mS =2.5, 




diag (nPg x6, nPw x1, nV x10)




PG1* ~ PG9* (fr. OPF)
VG1* ~ VG9* (fr. OPF)
+
(17)
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Figure 5.7 Nonlinear plant seen by the area 1 DSOPF controller (monitored power 
lines and buses are in red and green). 
 
Based on the dual heuristic dynamic programming (DHP) scheme shown in Figure 4.5, 
a model network, using a recurrent neural network (RNN) with 80 internal weights, is first 
trained offline to identify the plant dynamics (see the model network offline training 
flowchart shown in Figure 4.6). Eight different dispatch cases listed in Table 5.1 are defined 
for training the DSOPF controller at different average wind speeds. Pseudo-random binary 
signal (PRBS) perturbations, as shown in Figure 5.8, are injected into the plant to collect 
date for model network offline training. During PRBS injections, the actual wind power 
outputs have small variation around the average wind power defined in Table 5.1. PRBSs 
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17. Only positive PRBSs are injected 
into u
A1
7 for wind curtailments. 600 s of data are collected at every dispatch case for model 
network offline training. The final testing result of the area 1 model network frequency 
prediction at case D1 is shown in Figure 5.9. A good prediction performance is achieved. 
After this initial offline training, the area 1 model network now learns the plant dynamics 
with AGCs for areas 2 to 5. 
 
Table 5.1 Dispatch cases for 70-bus system DSOPF controller training. 
Gen 
Dispatch Cases (MW) 
D1 D2 D3 D4 D5 D6 D7 D8 
1 250 300 250 250 250 300 250 250 
2 545 400 545 500 545 400 545 500 
3 650 600 750 650 750 600 650 650 
4 632 580 632 600 632 580 632 600 
5 505.2 400 505.2 450 505.2 400 505.2 450 
6 700 600 800 700 800 600 700 700 
7 560 400 560 520 560 400 560 520 
8 540 500 540 500 540 500 540 500 
9 800 700 800 700 800 700 800 700 
10 500 250 500 500 350 500 250 350 
11 1000 850 1000 1000 950 1000 850 950 
12 1350 1100 1620 1620 1150 1350 1100 1150 
13 2888 2596 2858 2878 2908 2865 2618 2908 
14 5785 5785 5785 5785 5785 5785 5785 5785 
15 6000 6000 6000 6000 6000 6000 6000 6000 






































Figure 5.8 PRBS perturbations applied to area 1. 
 
 
Figure 5.9 Testing result of area 1 model network frequency prediction at case D1. 
 
5.4.1.2 Utility Function and Critic Network of Area 1 DSOPF Controller 
Besides the six utility components defined in Chapter 4, an additional component is 
introduced to represent wind curtailment. The utility function for area 1 DSOPF controller is 
defined as 
1 1 1 1 1
1 1 1
( ) ( ) ( ) ( ) ( )
            ( ) ( ) ( )
A A A A A
ACE Volt Line Fuel
A A A
Wind Loss Ctrl
U k U k U k U k U k
U k U k U k , 
(5.1) 
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(5.2) 
wx’s are various weighting factors. mx’s and nx’s are the plant input-output scaling factors shown 












Ctrl in (5.2) have the same meanings 
as those in the utility function for the 12-bus system DSOPF controller defined in Chapter 4. 
U
A1
wind in (5.2) is proportional to the percentage wind power curtailment.  
From (5.1) and (5.2), the utility function for area 1 DSOPF controller, U
A1
(k), is a 
function of the plant output, y
A1
(k), and control action, u
A1











(k), can be analytically obtained from (5.2) and used for 
training of critic and action networks.  
An RNN DHP critic network, with 80 internal weights, is then trained online to 
approximate λ
A1
(k+1), the derivative of J
A1
(k+1) with respect to y
A1
(k+1). The online 
training of the critic network is carried out with the action network in the loop, following the 
flowchart shown in Figure 4.7. 
5.4.1.3 Action Network of Area 1 DSOPF Controller 
An RNN action network, with 80 internal weights, is trained to approximate the optimal 
control laws. The RNN action network uses tansig(·) as the hidden-layer activation functions, 
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needs to be a positive signal representing wind curtailment, the output activation function 
for u
A1
7 is an absolute function, abs(·). The output-layer gradient for u
A1
7 is thus a piecewise 
function of 1 or -1 depending on the sign before the abs(·) operation. 
With the gradient information from the critic and model networks, the action network is 




(k), as shown in Figure 4.7. The online training 
continues until the weights of both the critic and action networks converge. The area 1 
DSOPF controller now becomes an optimal power flow controller for area 1, when areas 2 
to 5 are controlled by AGCs. 
5.4.2 Initial Training of Area 2 DSOPF Controller 
The area 2 DSOPF controller is designed to replace and expand the function of area 2 
AGC. During the initial training and design of the area 2 DSOPF controller, areas 1, 3, 4, 
and 5 are controlled by AGCs. 
5.4.2.1 Model Network of Area 2 DSOPF Controller 
The nonlinear dynamic plant “seen” by the area 2 DSOPF controller is defined in Figure 
5.10. The following 42 smoothed wide-area measurements are sampled at 1 Hz for the area 
2 DSOPF controller: the area 2 frequency in Hz, f
 A2
 (average rotor speeds of G10 to G13); 
the power imports in the six tie lines in MW, Ptie8-9, Ptie27-1, Ptie2-1, Ptie52-50, Ptie52-49, and Ptie41-
40; the RMS voltage at ten buses in per unit (pu), V1, V9, V30, V33, V35, V38, V44, V46, V48, and 
V51; the apparent power loading of 21 transmission lines in pu, S1-30, S1-31, S1-47, S9-30, S9-36, 
S30-31, S30-32, S31-38, S32-33, S33-34, S33-38, S34-36, S35-45, S36-37, S37-43, S38-46, S39-44, S39-45, S43-44, S44-
45, and S45-51; the active power outputs from two fast-ramping generators in MW, PG11 and 
PG13; the active power output from the wind plant G18 in MW, Pw18; and the total area 2 
active power loss in MW, P
A2
loss. The monitored buses and lines are selected such that they 
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cover a large portion of the area mesh network. These 42 measurements are then scaled 
linearly to have the same order of magnitude. The plant output for the area 2 DSOPF 
controller, y
A2
(k), is obtained. 
The plant has eight inputs, u
A2





are adjustment signals to change the active power outputs of G11 and G13. u
A2
3(k) is a 





are adjustment signals to change the terminal voltages of G10 to G13, and G18. These eight 
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Figure 5.10 Nonlinear plant seen by the area 2 DSOPF controller (monitored power 
lines and buses are in red and green). 
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An RNN model network, with 80 internal weights, is trained offline to identify the plant 
dynamics. The same eight dispatch cases listed in Table 5.1 are used for generating training 
data. PRBS perturbations are injected into the plant through u
A2
. Again, wind power 









8 with the same step size as that shown in Figure 5.8. Only 
positive PRBSs are injected into u
A2
3 for wind curtailments. 600 s of data are collected at 
each dispatch case shown in Table 5.1 for offline model network training. The testing result 
of the area 2 model network frequency prediction at case D1 is shown in Figure 5.11. A 
good prediction performance is achieved. After this initial offline training, the area 2 model 
network now learns the plant dynamics with AGCs for areas 1, 3, 4, and 5. 
 
 
Figure 5.11 Testing result of area 2 model network frequency prediction at case D1. 
 
5.4.2.2 Utility Function and Critic Network of Area 2 DSOPF Controller 
Similar to the area 1 DSOPF controller, the utility function of the area 2 DSOPF 
controller has seven components, as in 
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(5.4) 
wx’s are various weighting factors same as those in (5.2). mx’s and nx’s are the plant input-output 
scaling factors shown in Figure 5.10. From (5.3) and (5.4), the utility function for the area 2 
DSOPF controller, U
A2
(k), is a function of the plant output, y
A2













(k), can be analytically obtained from (5.4)  
and used for training of critic and action networks. An RNN DHP critic network, with 80 
internal weights, is then trained online to approximate λ
A2





(k+1), following the online training flowchart shown in Figure 4.7.  
5.4.2.3 Action Network of Area 2 DSOPF Controller 
An RNN action network, with 80 internal weights, is trained to approximate the optimal 
control laws for the area 2 DSOPF controller. To have a non-negative signal at u
A2
3, which is 
the command for wind curtailment, the output activation function for u
A2
3 is an absolute 
function, abs(·). With the gradient information from the critic and model networks, the 





illustrated in Figure 4.7. The online training continues until the weights of both the critic and 
action networks converge. The area 2 DSOPF controller now becomes an optimal power 
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flow controller for area 2, when areas 1, 3, 4, and 5 are controlled by AGCs. 
5.4.3 Sequential Training of Area 1 & 2 DSOPF Controllers 
After the initial training stage, the two area DSOPF controllers are now connected to the 
system at the same time. The area 1 DSOPF controller needs further online adaptation to 
account for changes to the system dynamics introduced by the area 2 DSOPF controller. 
Similarly, the area 2 DSOPF controller also needs further online adaptation.  
This online adaptation is done sequentially for the two area DSOPF controllers, as 
illustrated in Figure 5.12. When one area DSOPF is being trained, the other one is fixed (no 
weight updates). This back and forth training of the two area DSOPF controllers continue 
until the critic and action errors of both area DSOPF controllers drop below a certain level 
and the weights converge. 
 
Online training of area 1 
DSOPF controller;
Area 2 DSOPF 
controller is fixed
Training case D = 0
Start
Critic & action 
errors of both controllers 
< Target?
No
Online training of area 2 
DSOPF controller;
Area 1 DSOPF 
controller is fixed
Testing: Area 1 & 2 DSOPF 
controllers are both fixed
No







Figure 5.12 Flowchart of sequential training of area DSOPF controllers. 
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5.5 Simulation Studies for the Area DSOPF Controllers 
To evaluate the control performance of the trained area dynamic stochastic optimal 
power flow (DSOPF) controllers, large varying wind profiles and wind ramps are applied to 
the system. Responses of the system using the area DSOPF controllers and using only the 
AGCs (see Figure 5.4) are compared. 
5.5.1 Results for Large Wind Variation 
To evaluate the performance of the area DSOPF controllers during large wind variation, 
the system initially operates at dispatch case D1 in Table 5.1, and large wind variation is 
applied to wind plants G17 and G18 starting at 300 s, as shown in the top graph in Figure 
5.13. The responses of the70-bus system controlled by the automatic generation controllers 
(AGCs) and area DSOPF controllers, respectively, are compared below. When the DSOPF 
controllers are used, no wind curtailment command is generated. The wind power 
productions for G17 and G18, as shown in the bottom graph in Figure 5.13, are the same for 
both AGCs and DSOPF controllers. Between 500 s and 600 s, about 1400 MW (5% of total 
system load) of wind power change is applied to the system in one minute. 
 
 
Figure 5.13 Wind variation from wind plants G17 and G18. 
 
The overall utility functions for areas 1 and 2, defined in (5.1) and (5.3), are shown in 


























Figure 5.14. The time accumulation of the utility functions is the optimal control objective 
for the area DSOPF controllers. From Figure 5.14, this overall performance index is always 
lower for both areas when the DSOPF controllers are used. When the wind deviation is high, 
for example at around 580 s, the two area utility functions from the AGCs increase a lot 
more than those from the DSOPF controllers.  
 
 
Figure 5.14 Area 1 & 2 utility functions during the large wind variation. 
 
The frequency response is shown in Figure 5.15, and the active power flows in the three 
tie lines between areas 1 and 2 are plotted in Figure 5.16. During the steady state prior to 
300 s, the AGCs can regulate the frequency to 60 Hz and regulate the tie-line flows to their 
respective commanded values with no error. The DSOPF controllers, in contrast, result in 
small steady-state errors for the frequency and tie-line flows, which is a compromise 
naturally results from the mulit-objective DSOPF controllers. When the wind starts to vary 
at 300 s, the frequency and tie-line flow deviations are higher when the AGCs are used, as 
compared to those from the DSOPF controllers. The area DSOPF controllers are able to 
regulate the frequency and tie-line flows closer to their reference values during large wind 
variation. 
























Figure 5.15 System frequency during the large wind variation. 
 
 
Figure 5.16 Tie-line flows between areas 1 & 2 during the large wind variation. 
 









































































During this event of large wind variation, the voltages at all the buses are kept between 
0.95 pu and 1.05 pu for both AGCs and DSOPFs. However, when the AGCs are used, the 
MVA loading of line 16-17, a transmission line close to the wind plant G17, exceeds 1 pu 
when the wind generation form G17 deviates above the average value. On the contrary, the 
DSOPF controllers are able to maintain this line loading below 1 pu, as shown in Figure 
5.17. Notice that the loadings of line 16-17 are the same for both the AGCs and DSOPF 
controllers, when the wind generation from G17 is low (at around 520 s and 620 s ). When 
the wind generation from G17 becomes higher, the DSOPF controllers are able to reroute 
some of the wind energy and reduce the loading of this line. 
 
 
Figure 5.17 Loading of transmission line 16-17 during the large wind variation. 
 
5.5.2 Results for an Unexpected Rise of Wind Power 
To evaluate the performance of the area DSOPF controllers during an unexpected rise 
of wind power, the following events are applied to the 70-bus system: the system initially 
operates at dispatch case D8 in Table 5.1; the wind speed at wind plant 17 rises at 300 s 
from 11 m/s to 12.5 m/s (about 300 MW rise in 50 s); and the wind speed at wind plant 18 
rises at 450 s from 11 m/s to 13 m/s (about 550 MW rise in 50 s), as shown in the top graph 
of Figure 5.18.  
















The resulting wind power generations from G17 and G18 are shown in the bottom two 
graphs of Figure 5.18. When the area 1 and 2 AGCs are used, the two wind plants output all 
of their available wind power. The AGCs balance the wind power rise by dropping the 
generation from traditional power plants. When the area DSOPF controllers are used, some 
of the wind power (about 30 MW from G17 and 50 MW from G18) is curtailed. This trade-
off yet brings a better overall performance. The area DSOPF controllers result in lower 
(better) overall utilities [defined in (5.1) and (5.3)] than the AGCs do for both the area 
power networks, as shown in Figure 5.19.  
 
 
Figure 5.18 Rise of wind power from wind plants 17 and 18. 















Wind Plant 17 Generation (MW)
 
 

















Figure 5.19 Area 1 and 2 overall utilities during the large wind power rise. 
 
The system frequency response under this event of a large wind power rise is shown in 
Figure 5.28. When the wind power rises, the AGCs cannot mitigate the frequency deviation, 
because the AGCs control only the active power outputs of conventional generation units, 
which have relatively slow ramp rates. In contrast, the area DSOPF controllers coordinate 
both active and reactive power, and leverage the load-voltage characteristics to improve the 
system active power balancing. The area DSOPF controllers result in a smaller frequency 
deviation than that from the AGCs. 
 
 
Figure 5.20 System frequency during the large wind power rise. 






































The DSOPF controllers result in lower (better) utility indices for bus voltages [defined 
in (5.2) and (5.4)] before and after the rise of wind power, as shown in Figure 5.21. Thus, 
the bus voltages across the system are closer to 1 pu when the DSOPF controllers are used. 
When the AGCs are used, the voltage of bus 43 drops below 0.95 pu after the unexpected 
wind power rise, as shown in Figure 5.22. The DSOPF controllers, on the contrary, are able 
to maintain this bus voltage almost unchanged. 
 
 
Figure 5.21 Bus voltage utility indices during the large wind power rise. 
 
 
Figure 5.22 Voltage of bus 43 during the large wind power rise. 









































The DSOPF controllers also result in lower (better) utility indices for line loadings [in 
(5.2) and (5.4)] before and after the large unexpected wind power rise, as shown in Figure 
5.23. Thus, the line loadings across the system are more even when the DSOPF controllers 
are used. Figure 5.24 and Figure 5.25 show the MVA loading of line 16-17 (close to G17) 
and line 37-43 (close to G18), respectively. The DSOPF controllers are able to reduce the 
loading of these two lines after the wind power rise, but at the cost of curtailing some of the 
wind power (see Figure 5.18). 
 
 
Figure 5.23 Line loading utility indices during the large wind power rise. 
 
 
Figure 5.24 Loading of line 16-17 during the large wind power rise. 








































Figure 5.25 Loading of line 37-43 during the large wind power rise. 
 
The area DSOPF controllers are able to improve the security of the 70-bus system by 
mitigating violations of bus-voltage and line-loading constraints in events of unexpected 
wind power changes. However, some wind power may need to be curtailed to achieve 
optimal performance for each local area network. A global DSOPF controller is thus 
designed in the next section to coordinate the area DSOPF controllers, allowing the whole 
70-bus system to achieve a global optimum.  
5.6 Design of Global DSOPF Controller 
A global dynamic stochastic optimal power flow (DSOPF) controller is designed to 
coordinate the area 1 & 2 DSOPF controllers. The goal of the global DSOPF controller is to 
relieve the line loading of transmission line 16-17 in area 1 and line 37-43 in area 2, when 
the wind power from the two wind plants increases unexpectedly. The sampling and control 
frequency of the global DSOPF control is set to 0.1 Hz, one tenth of the sampling and 
control frequency of the area DSOPF controllers. 
5.6.1.1 Model Network of Global DSOPF Controller 
The nonlinear dynamic plant “seen” by the global DSOPF controller is defined in 
Figure 5.26. The apparent power loading of the two critical transmission lines in pu, S16-17 
















and S37-43, are sampled at 0.1 Hz and fed into the global DSOPF controller after a linear 
scaling. The plant output is denoted as y
G
(k). 




6(k), form the global DSOPF controller. Each of the 
six control inputs is an adjustment signal to change one of the tie-line flow commands, as 
shown in Figure 5.26. These six inputs are then scaled and added to the steady-state 
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Figure 5.26 Nonlinear plant seen by the global DSOPF controller. 
 
A recurrent neural network (RNN), with 20 internal weights, is used as the model 
network for the global DSOPF controller. PRBS perturbations, as shown in Figure 5.27, are 
injected into the plant through u
G
. Wind power variation is assumed to be low when PRBSs 
are injected. 1100 s of data are collected at each dispatch case shown in Table 5.1 for offline 
model network training. The testing result of the global model network for line 16-17 
loading prediction at dispatch case D8 is shown in Figure 5.28. After this initial offline 
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training, the global model network captures the plant dynamics with area 1 and 2 DSOPF 
controllers and area 3, 4, and 5 automatic generation controllers (AGCs). 
 
 
Figure 5.27 PRBS perturbations applied to the plant of global DSOPF controller. 
 
 
Figure 5.28 Global model network for line loading prediction at case D8. 
 
5.6.1.2 Utility Function and Critic Network of Global DSOPF Controller 
The utility function of the global DSOPF controller has two components, as in 
( ) ( ) ( )G G GLine CtrlU k U k U k , (5.5) 
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 are two weighting factors are selected heuristically. ms and nPtie are the plant 








































input-output scaling factors shown in Figure 5.26. The utility function for the global DSOPF 
controller, U
G
(k), is then a function of the global plant output, y
G
(k), and the control action, u
G
(k). 










(k), can be analytically obtained from 
(5.6) and used for training of the global critic and action networks. An RNN DHP global critic 
network, with 20 internal weights, is trained online to approximate λ
G
(k+1), the derivative of 
J
G
(k+1) with respect to y
G
(k+1), following the online training flowchart shown in Figure 4.7.  
5.6.1.3 Action Network of Global DSOPF Controller 
An RNN action network, with 20 internal weights, is trained to approximate the optimal 
control laws for the global DSOPF controller. With the gradient information from the global 





(k), as illustrated in Figure 4.7. The online training continues until the 
weights of both the global critic and action networks converge. 
5.7 Simulation Studies for the Global DSOPF Controller 
To evaluate the performance of the global DSOPF controller, the 70-bus system is 
simulated under the same event of a large unexpected wind power rise as presented in 
Section 5.5.2. The system responses with the additional global DSOPF controller (see Figure 
5.6 for the overall control structure) are compared with the results from using only the 
AGCs and using only the area DSOPF controllers without global coordination. 
With the global DSOPF controller, the tie-line flows are now actively controlled, as 
illustrated in Figure 5.29. Compared to the case of using only the area DSOPF controllers, 
the global DSOPF controller reduces the wind power curtailment, as shown in Figure 5.30, 
and at the same time further relieves the two congested line, line 16-17 and line 37-43, as 
shown in Figure 5.31 and Figure 5.32. The global DSOPF controller provides the additional 
coordination between the local areas by adjusting their tie-lie flows. 
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Figure 5.29 Tie-line flows with area and global DSOPF controllers. 
 
 
Figure 5.30 Wind power generation with area and global DSOPF controllers. 
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Figure 5.31 Line 16-17 loading with area and global DSOPF controllers. 
 
 
Figure 5.32 Line 37-43 loading with area and global DSOPF controllers. 
 
When the global DSOPF controller is used, the system frequency has a higher deviation 
than using only the area DSOPF controllers, as shown in Figure 5.33. This is because the 
frequency response is not one of the objectives in the global DSOPF utility function, and 
changing the inter-area tie-line flows disturbs the power balance of each local area. 
 
 
Figure 5.33 Frequency response with area and global DSOPF controllers. 













Area & Global DSOPFs














Area & Global DSOPFs














Area & Global DSOPFs
135 
5.8 Chapter Summary 
A two-level dynamic stochastic optimal power flow (DSOPF) control scheme is 
proposed in this chapter to scale up the DSOPF control algorithm for large power systems. 
Two area DSOPF controllers are first developed to control the dynamic power flow of the 
two local areas in the 70-bus system. With the area DSOPF controllers, the security of the 
local area power networks is improved. Compared to traditional automatic generation 
controllers (AGCs), when the wind power generation varies, the area DSOPF controllers can 
better regulate the system frequency and inter-area tie-line flows, improve the overall system 
voltage profile, and mitigate line overloads, but at the cost of higher control effort and some 
wind power curtailment. An additional global DSOPF controller is designed to further 
coordinate the two area DSOPF controllers by adjusting the inter-area tie-line flows. The 
global coordination further relieves the congested lines, while minimizing wind power 
curtailment. This two-level architecture distributes the control and computation burden to 
multiple area DSOPF controllers, and reduces the training difficulty for implementing the 
DSOPF control for a large network. 
The next chapter discusses the market operation layer (Figure 1.4) for efficient 
integration of wind power, and proposes a combined energy-and reserve market mechanism 
for wind power trading. 
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 CHAPTER 6 COMBINED ENERGY-AND-RESERVE 
MARKET SCHEME FOR WIND POWER TRADING 
 
6.1 Chapter Overview 
To achieve high penetration of wind energy, system operators typically need to 
schedule a significant amount of additional reserve to balance unpredicted wind power 
variation. Meanwhile, wind producers participating in most electricity markets are subject to 
significant deviation penalties during market settlements. In this chapter, a combined 
energy-and-reserve market scheme is proposed for wind power trading. An additional wind 
reserve market is designed with lower deviation penalties, and thus lower risks for 
uncertainties. In the proposed wind market scheme, wind producers can increase their 
revenue by optimally bidding into the combined market and regulating their actual short-
term energy production. The system benefits from facing less wind energy intra-hour 
variation, demanding less fast reserve for balancing wind variation, and having additional 
fast, although variable, reserve from wind plants. These benefits are likely to enhance grid 
security and operation in a scenario with high penetration of wind power. 
6.2 Combined Energy-and-Reserve Market Design for Wind Power Trading 
6.2.1 Existing Energy Market for Wind Power 
With no congestion, a wind producer’s revenue for a certain settling interval is related 
to its committed supply and the actual production, as in [98] 
E E c ER P T , (6.1) 
where RE denotes the revenue from the energy market, πE denotes the market price for energy 
(determined by solving the optimal power flow problem [19]), and Pc denotes the committed 
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output power (the power that the wind plant is supposed to output). TE denotes the additional 
revenue (possibly negative) resulting from actual output power deviation, as in [98] 
( )    




P P P P
T
P P P P
, (6.2) 
where P denotes the actual delivered power from the wind plant, πE+ and πE- are the deviation 
prices for over-generation and under-generation, respectively. In general, 0 ≤ πE+ ≤ πE ≤ πE-. In 
other words, the excessive energy has a lower value and the energy deficits have a higher value. 
Figure 6.1 illustrates that during real-time operation, given a committed output power, 
Pc, a wind producer’s revenue in the energy market is maximized when all the available 
wind power is generated. It is because the wind plant revenue monotonically increases with 
the wind plant output power. The market does not affect the short-term wind plant output 
power. All of the wind power variation must then be absorbed by reserve from other 


















Figure 6.1 Revenue from energy market vs. actual output power. 
 
6.2.2 Additional Reserve Market for Wind Power 
In a reserve market, reserve products, which are distinguished in terms of ramp rates, 
typically include regulation reserve, spinning reserve, and non-spinning reserve [20]. 
Regulation reserve may include up regulation reserve and down regulation reserve, while 
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spinning and non-spinning reserve are up reserve services. Regulation reserve is typically 
most expensive because of its fast-ramping requirement. Since a wind plant has fast ramping 
capability, it may provide any type of reserve provided that the required wind power is 
available. Without loss of generality, in this study, different reserve products are not 
distinguished for wind power. Only up reserve (UR) and down reserve (DR) services are 
discussed below. 
Usually in a reserve market, reserve products are firm with high certainty [20]. Thus, 
wind plants normally do not qualify for providing such firm reserve. In this dissertation, a 
reserve market allowing deviations, but with deviation penalties, is created below to allow 
wind plants to participate into the reserve market. 
Since a wind plant can provide DR (down to its minimum output power) at virtually no 
cost, in a competitive market, the price for DR is expected to be low with the participation of 
wind plants. On the contrary, it depends on the availability of wind for a wind plant to 
provide UR. The price for UR is expected to be high. In the following discussions, the price 
for DR is assumed to be negligible and only the revenue from providing UR is considered. 
The revenue of a wind plant from the energy and reserve markets is then given by 
E UR E c E UR c URR R R P T UR T , (6.3) 
where πUR is the market price for UR (determined by solving the simultaneous energy-and-
reserve optimization problem [127]). URc is the committed UR from the wind plant (the up 
reserve that the wind plant is supposed to provide). TUR denotes the revenue resulting from 
deviation of actual available UR during real-time operation, which is given by 
( )    




UR UR UR UR
T
UR UR UR UR
, (6.4) 
where UR is the actual available UR, πUR+  and πUR- are deviation prices for the excessive UR 
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and UR deficits, respectively. Similar to the energy market, it is expected that the following 
price relationships hold: 
- :0 UR UR URPrice Assumption I  . (6.5) 
Note that monitoring of actual available UR from wind plants is needed to determine 
reserve deviation. Given a committed UR level, URc, Figure 6.2 shows the wind plant 
revenue by providing UR during real-time operation. It is also a monotonically increasing 
function. In other words, the more UR a wind plant provides during real time operation, the 













Figure 6.2 Revenue from reserve market vs. actual provision of up reserve. 
 
For a certain settling interval during real-time operation, the market prices for energy 
and reserve, the deviation prices, and the energy and UR commitments from the wind plant 
are already determined. From (6.2) to (6.4), a wind plant’s total revenue depends only on the 
actual delivered energy and UR. Note that providing either energy or UR requires the 
availability of wind. The next subsection discusses a wind plant’s behavior during real-time 
operation: how to divide its available wind into energy and reserve to maximize its total 
reverne. 
6.2.3 Wind Plant Revenue-Maximizing Operation in the Combined Market 
The prices for energy and up reserve (UR), πE and πUR, are determined by the co-
optimization of the energy and reserve markets [127]. Whenever the actual available wind 
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power deviates during real-time operation, a wind plant’s most profitable operation (whether 
to change the energy output or UR) is determined by: 1) πE- and πE+, the marginal revenue of 
providing energy; and 2) πUR- and πUR+, the marginal revenue of providing UR. 
In an electricity market, producing energy is associated with a fuel cost. The price of 
energy is often higher than the price of reserve [128]. Thus, it is expected that πUR+ ≤ πE+ 
and πUR- ≤ πE-. In most existing reserve markets, the reserve demand is modeled as a single 
block, which tends to keep the reserve price low and create price spikes. It is expected that 
with a smooth demand curve for reserve, the reserve price would be higher and smoother. 
Besides, for example in the Texas nodal market, the price for over-generation is zero (πE+ = 
0) after the generation exceeds a certain dead band. Thus, πE+ ≤ πUR- is likely to be true under 
most circumstances. Assume that the electricity market for trading wind is designed such 
that the following relationships for deviation prices hold:  
- - :0 UR E UR EPrice Assumption II  . (6.6) 
Denote the total available wind power during a certain settlement interval as Pw. Pw is 
then used to provide either energy or UR, as in 
wP P UR . (6.7) 
Under Price Assumption II, when Pw is less than Pc + URc, the wind plant will try to fulfill its 
committed output power first, because it results in a higher marginal revenue of πE-. After the 
wind plant fulfills its committed output power, it will then provide UR for a marginal revenue of 
πUR-. When the total available wind power is more than Pc + URc, the wind plant will output all 
of its excessive power, unless being called to curtail, since additional energy now yields a higher 
marginal revenue (πUR+ ≤ πE+).  
Given a day-ahead commitment of energy and UR, (Pc, URc), if the wind plant operates 
optimally as described above, its maximum revenue during a certain settlement interval 
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depends only on Pw. From (6.1) to (6.4), this optimal revenue is illustrated in Figure 6.3 and 
given by 
max
( | , )
( ) ( )        [ , ]
( ) ( )    [ , )  
( ) ( )       [0, )             
w c c
E w E E c UR E c w c c
UR w UR E c UR UR c w c c c
E w E E c UR UR c w c
R P P UR
P P UR P P UR P
P P UR P P P UR
P P UR P P
， (6.8) 

























Figure 6.3 Maximum revenue vs. available wind power under Price Assumption II. 
 
Under Price Assumption II, when a wind plant operates optimally, wind power variation 
between Pc and Pc + URc appears as varying regulation reserve, and the grid is not directly 
exposed to such variation. Note that the resulting variable reserve from wind, which would 
have appeared in the energy market and required balancing from other conventional energy 
sources, can now be effectively used to counteract system active power imbalance. 
6.3 Wind Plant Bidding Strategies in the Combined Market 
Given a certain amount of available wind power, the amount of reserve provided 
depends on the day-ahead commitments, Pc and URc. This section discusses the wind plant’s 
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optimal bidding scheme given price signals and probabilistic wind forecasts. It is assumed 
that the market prices are available by perfect estimation and both the energy and reserve 
markets are competitive, i.e., bids from any individual wind plant do not affect the market 
prices. 
6.3.1 Wind Plant Revenues with Different Bidding Schemes 
If only a point prediction is available, a simply bidding strategy is to commit the output 
power to be the same as the prediction. If the prediction is perfect, then this simple bidding 
strategy yields maximum revenue. However, in reality, wind power forecasts are subject to 
relatively large errors, especially for a single wind plant. Figure 6.4 shows an example of 
wind plant revenue curves from two bidding strategies. In strategy 1, the wind producer 
participates only in the energy market, resulting in Revenue Curve 1, where the optimal 
committed output power, Pc1, depends on the market prices and probabilistic wind forecast 
[98]. In strategy 2, it participates in both markets with commitments Pc2 and URc2, and 
results in Revenue Curve 2. In this example, if the actual available wind power is around Pc1, 



















Figure 6.4 Example wind plant revenue curves with two different bidding schemes (0 
< πUR+ < πE+ < πUR < πUR- < πE < πE-). 
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6.3.2 Optimal Bidding Scheme with Probabilistic Wind Forecasts 
Given a probabilistic prediction of wind production, the expected revenue in a certain 
settlement interval is given by 
max
0
[ ( , )] ( | , ) ( )
P
c c w c c w wE R P UR R P P UR f P dP
, 
(6.9) 
where f(Pw) is the prediction probability density function with support over the interval [0, Pmax]. 
The optimal bidding strategy is to maximize the expected revenue, i.e., 
max
max [ ( , )]
  s.t. 0









The necessary conditions for optimality are given by the Karush–Kuhn–Tucker (KKT) 
conditions [123]. Define 
,   E UR UR E




Note that under Price Assumption I, B ≤ 1. The optimal bidding scheme is conditional on the 
values of A and B [124] and summarized by the following cases (see Appendix F for detailed 
derivations): 
Case 1: 0 < A < B 
It is optimal to bid in both energy and reserve markets, and the optimal strategy is 
* 1 * 1 *( ),  ( )c c cP F A UR F B P , (6.12) 
where F(Pw) is the cumulative distribution function of f(Pw) and F
-1
(1) = Pmax. Note that when 
πE- is larger (higher penalty for under-generation) and πUR- is smaller (closer to πUR and lower 
penalty for UR deficits), B − A becomes larger. In other words, when bidding in the reserve 
market has less risk of revenue reduction, the region of providing reserve (see Figure 6.3) will be 
wider, and more wind variation will be diverted into the reserve market. 
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Case 2: A > 0 and A ≥ B 
In this case, it is optimal to bid only in the energy market, and the optimal strategy is 





Note that since πE+ ≤ πE ≤ πE-, 0 ≤ (πE − πE+)/(πE- − πE+) ≤ 1 and (6.13) is valid. The optimal 
solution in this case is the same as that shown in [98], where only the energy market was 
considered. To attract wind producers to participate into the reserve marker, it is necessary to 
have a lower deviation penalty πUR- to ensure A < B. 
Case 3: A ≤ 0, i.e., πE ≤ πUR 
In this case, it is optimal to bid only in the reserve market, and the optimal strategy is 
* * 10, ( )c cP UR F B . (6.14) 
Note that A ≤ 0 implies πE+ ≤ πUR. Thus, B ≥ 0 in this case and F
-1
(B) is valid. 
6.4 Simulation Studies 
6.4.1 Wind Plant Probabilistic Forecasts 
A simulated wind plant (site 0195) in north Texas with an installed capacity of 1089 
MW is selected from the National Renewable Energy Laboratory (NREL) Eastern Wind 
Integration and Transmission Study (EWITS) dataset [125]. Day-ahead hourly point 
forecasts and actual outputs are available from the dataset.  
Probabilistic forecasts are generated based on the 2006 data of the wind plant. It is 
assumed that the wind forecast probability distribution follows the beta distribution B(α, β) 
[94], [126], with a finite support between 0 and 1. When α > 1 and β > 1, B(α, β) is a 
unimodal function, where the mode is the value with the highest probability. From the 2006 
data, the forecast variance as a function of the point forecast is approximated by a quadratic 
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curve, as shown in Figure 6.5. For a normalized point forecast, P (0 ≤ P ≤ 1), α(P) and β(P) 
are calculated such that α(P), β(P) >1, P is the mode of B[α(P), β(P)], and the B(α(P), β(P)) 
variance follows the fitted quadratic curve shown in Figure 6.5. Probabilistic forecasts are 
then generated from α, β, and the point forecasts.  
The actual 10 min wind power outputs and the day-ahead hourly probabilistic forecasts 
for a historical day (July 19, 2006) are plotted in Figure 6.6, where the prediction confidence 
intervals are generated from the beta distribution. 
 
 
Figure 6.5 Normalized day-ahead hourly forecasts and actual outputs of wind site 0195 
in year 2006, with sample variance and its fitted quadratic curve. 
 
 
Figure 6.6 Day-ahead hourly wind power forecasts (highest-probability predictions), 
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6.4.2 Wind Plant Bids and Operation 
Assume that any deviation from the dispatched levels is subject to penalties (no dead 
band). In this study, the market prices for energy and up reserve (UR), as shown in Figure 
6.7, are selected from the ERCOT day-ahead nodal market on Dec 5, 2010. High deviation 
penalties are assumed for the energy market. The percentage penalties for over- and under-
generation are 90%, i.e., πE+ = 0.1πE and πE- = 1.9πE. For the UR market, the penalty for 
excessive UR is assumed to be high (πUR+ = 0.1πUR), and the penalty for UR deficits is 
assumed to be lower (πUR- = 1.3πUR) to incentivize wind producers to participate into the 




Figure 6.7 Day-ahead market prices for energy and UR. 
 
Given the day-ahead probabilistic forecasts in Figure 6.6, from (6.12)-(6.14), the hourly 
optimal commitments in the energy and reserve markets, (Pc, URc), are obtained and shown 
in Figure 6.8. For comparison, the optimal commitments in only the energy market, denoted 
as PcE-only, are obtained from (6.13) and plotted in Figure 6.8 as well. 
Figure 6.9 shows the wind plant revenue-maximizing operation during the actual 
delivery day, where the output power and UR levels are updated every 10 min. When the 
wind power is traded only in the energy market, all available wind power is outputted to  
 
























Figure 6.8 Optimal committed energy and UR when bidding in both markets (Pc and 
URc) and in the energy market only (PcE-only). 
 
 
Figure 6.9 Output power and UR during actual delivery day: P and UR result from 
bidding in both markets; PE-only results from bidding in only the energy market. 
 
maximize the revenue, resulting in the PE-only curve following the Pw curve. When the wind 
power is traded in both the energy and reserve markets, the wind power variation that falls 
between Pc and URc appear as system reserve. With the proposed market scheme, the actual 
wind plant output power P has less intra-hour short-term variation, and the inter-hour output 
follows the committed outputs more closely as compared to the energy-market-only case. Less 
variation in P requires less balancing reserve from the system, while the additional fast reserve 
from wind can be used to respond to system frequency deviation. 
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The new additional reserve from wind is less reliable because of its variability, and thus 
can be considered with a lower credit to replace part of the traditional reserve. However, 
because of the fast ramping capability of wind plants, the reserve from wind has better 
quality. A certain amount of reserve from wind can replace a larger amount of the traditional 
slower reserve, since the system reserve requirement also depends on the ramp rates of the 
units that provide the reserve. 
6.4.3 Wind Plant Revenues 
With the day-ahead commitments in Figure 6.8 and the actual delivery in Figure 6.9, the 
wind plant revenues, updated every 10 min, are obtained based on (6.2) to (6.4) and shown 
in Figure 6.10. Although bidding in both markets results in a lower level of output power, 
the revenue does not reduce because of the additional revenue from the reserve market. 
When the actual wind power deviates significantly from PcE-only, such as during hours 8 and 
23-24, bidding in both markets results in a higher revenue. In contrast, when the actual wind 
power is around PcE-only, such as at hours 6 and 18, bidding only in the energy market results 
in a higher revenue. The revenue difference between the two schemes is amplified by the 
price signals.  
 
 
Figure 6.10 Wind plant revenues. Top: revenues when bidding in both markets (RE&UR) 
and in the energy market only (RE-only). Bottom: difference between RE&UR and RE-only. 












































With the same daily prices for the whole year, Table 6.1 compares the monthly average 
revenues from these two bidding schemes. For example in January, the wind plant earns an 
average of $11.23k/h when bidding in both the energy and up reserve (UR) markets, but 
earns only $10.81k/h when bidding in only the energy market; a revenue increase of 3.88% 
is achieved from the combined market. Averaging the monthly revenues, bidding in the 
combined market yields a yearly average of 4.96% revenue increase, which is due to the fact 
that wind production deviates from the committed output significantly most of the time and 
is subject to the corresponding penalties. Suppose the rate of return for this wind project is 
10% under the existing market rules. With the proposed market scheme, if a long-term 
revenue increase of 4.96% can be realized, the resulting rate of return becomes 15.5%, 
representing a 54.4% increase in profit. In reality, the market prices need to be forecasted, 
and the price forecast errors will cause some loss in the revenue. 
 















Jan 11.23 10.81 3.88  Aug 4.96 4.63 7.25 
Feb 9.36 8.99 4.06  Sep 4.92 4.49 9.59 
Mar 13.08 12.70 2.97  Oct 7.80 7.42 5.07 
Apr 13.32 12.96 2.76  Nov 9.02 8.64 4.38 
May 6.53 6.12 6.71  Dec 8.48 8.15 4.12 
Jun 10.06 9.71 3.62  Yearly 
Avg. 
8.82 8.44 4.96 
Jul 7.04 6.69 5.10  
 
6.4.4 Effects of Different Penalties for Up Reserve Deficits 
As discussed in Section 6.3.2, the deviation price for up reserve (UR) deficits, πUR-, 
affects the level of committed UR and thus the output power variation. Different levels of 
πUR- are simulated, and the resulting output power and UR are shown in Figure 6.11. When 
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the penalty for under-provision of UR is low (πUR- = 1.1πUR), the hourly wind plant outputs 
become constant and all the intra-hour wind variation is diverted into the regulation reserve. 
On the other hand, when this penalty is high (πUR- = 1.5πUR), the committed UR is low and 
the wind power variation saturates this reserve level most of the time, resulting in a more 
variable wind power output.  
When πUR- = 1.1πUR, a yearly average revenue increase of 11.70% is observed when 
bidding in both markets. This revenue increase becomes 1.60% when πUR- = 1.5πUR. 
 
 
Figure 6.11 Output power and UR with different levels of πUR-. 
 
6.5 Chapter Summary 
A combined energy-and-reserve wind market scheme is proposed in this chapter to 
incentivize wind producers to regulate their outputs. In the combined market, the penalty for 
up reserve deficit is designed to be low. Wind producers can thus hedge their risks of 
revenue reductions due to forecast errors in the reserve market. It is shown that wind 
producers can increase their revenues by optimally bidding into both the energy and reserve 
markets. As a result, part of the wind power variation is diverted into the system reserve, 
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reducing the need for additional reserve to balance wind power short-term variation. The 
system also benefits from having additional fast reserve from wind plants. These additional 
fast reserves may then be used to respond to system frequency deviations and increase 
system security. The proposed wind market scheme is likely to favor grid operation 
especially with high penetration of wind power. 
The next chapter compares the proposed wind market scheme with two other existing 
wind market schemes in a single-bus power system with high wind penetration. The benefits 
of the proposed market scheme on grid operation and control are further investigated. 
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 CHAPTER 7 COMPARISON OF DIFFERENT WIND 
MARKET SCHEMES IN A SINGLE-BUS POWER SYSTEM 
 
7.1 Chapter Overview 
The combined energy-and-reserve wind market scheme proposed in Chapter 6 is further 
evaluated in a single-bus power system with market operation and control interactions. 
Market operation is modeled by solving the day-ahead unit commitment problem using 
mixed integer quadratic programming. A simplified system dynamic model is developed 
with closed-loop frequency control to study the system dynamic responses. The proposed 
combined market scheme is compared with two existing wind market schemes (using 
conservative and optimal wind forecasts in only the energy market). Percentage wind energy 
generated, percentage load served, energy and reserve prices, and system frequency 
deviations under different wind market schemes are evaluated. The benefit of having fast 
reserve from wind is shown in a contingency study with loss of generation. The proposed 
combined energy-and-reserve wind market scheme provides better grid security and a way 
to adjust the impacts from wind plants on grid operation by changing the deviation prices. 
7.2 Single-Bus Power System for Wind Market Comparison 
The single-bus system under study consists of one aggregated load, one aggregated coal 
plant for supplying the base load, one aggregated gas plant for providing ramping capability, 
and some wind plants, as shown in Figure 7.1. To better represent the behavior of individual 
wind plants in a market environment, no aggregation is applied to wind plants. Each wind 
plant will operate and participate in the market based on the price signals. Transmission loss 
and congestions are not considered in this single-bus system. 
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In this study, only the day-ahead market is considered. Persistent price forecasts (using 
the actual market prices from the previous day) are used for wind plants to submit their 
supply bids. Wind plant bids will now affect the market prices. Load forecasting errors are 
assumed to be zero, since they are relatively small compared to the wind forecasting errors. 
Hourly energy and reserve schedules are first determined for the next day based on the load 
forecasts and supply bids from all generation resources. During real-time operation, up 
reserve (UR) and down reserve (DR) services are then used to balance unpredicted wind 
variation by a frequency control loop. Figure 7.2 shows the overall market operation and 
control process. Different wind power market schemes will be compared. Percentage of load 
served, percentage of wind used, etc. (see Figure 7.2) will be evaluated. The 
implementations of the day-ahead scheduling and frequency control schemes are described 








Figure 7.1 Single-bus system for wind market scheme comparison. 
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Figure 7.2 Overall market operation and control process. 
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7.3 Day-Ahead Scheduling of Energy and Reserve 
The goal of the day-ahead scheduling problem, or the unit commitment problem, is to 
minimize the overall cost to procure energy and reserve services over the scheduling horizon, 
typically hourly for the next day. 
7.3.1 Clearing of Energy and Up Reserve Bids from Wind Plants 
Since the marginal cost of the wind power is close to zero, a wind plant normally 
submits a supply curve (price vs. power) that is low enough to get entirely dispatched. It is 
thus equivalent for the wind plant to submit only the highest supply bid. In this study, the 
energy and up reserve (UR) bids from wind plants are accepted first without market 
optimization. The remaining net load, net UR requirement, and down reserve (DR) 
requirement are then optimized among the conventional generators. 
7.3.2 Co-optimization of Energy and Reserve Bids from Conventional Generators 
based on Mixed-Integer Programming 
For the remaining conventional generation units, their bids are cleared by the co-
optimization of energy and reserve [127]. The optimization objective is described by 
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, (7.1) 
where t is the hourly time index, k is the index for conventional generators, and Ng is the total 
number of conventional generators. Zk(t) is an integer variable indicating the status of generator 
k at time t (1 means on, and 0 means off). Pk(t), URk(t), and DRk(t) are positive variables 
representing the scheduled output power, UR service, and DR service, respectively, for 
generator k. CEk(·), CURk(·), CDRk(·), Conk(·,·), and Coffk(·,·) are functions representing the energy 
supply curve, UR supply curve, DR supply curve, turn-on cost, and turn-off cost, respectively, 
for generator k. 
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7.3.2.1 Power Balance Constraint 
In a lossless power network, the scheduled energy supply should be equal to the 
forecasted energy demand over the scheduling horizon. In this study, since the wind bids are 
cleared first, the net load may be lower than the minimum output power of any thermal plant, 
but sometimes one or more thermal plant(s) may need to be on to meet the active power or 
reserve requirements. The power balance equality constraint is thus relaxed into an 
inequality constraint to first accept all wind power. Any excessive wind power will later be 
curtailed by an over-frequency protection loop during real-time operation. The power 
balance inequality is described by 
,
1 1
( ) ( ) ( ),  
Ng Nw
k i
k cw iP t D t P t t
. 
(7.2) 
D(t) is the forecasted demand at time t. Pcw,i(t) is the energy commitment of wind plant i at time t, 
and Nw is the total number of wind plants. 
7.3.2.2 Reserve Requirement Constraints 
The reserve requirement constraints are inequality constraints to ensure the required 
amounts of up and down reserve capacity are procured. These capacity requirements are 
defined offline based on the load forecasts and security/reliability standards. In this study, 
the load forecast error is assumed to be zero, and all procured reserve is used to balance 
wind variability and uncertainty. These reserve services are evaluated in 10 min, i.e., the 
procured reserve must appear as generator active power outputs in 10 min once it is called 
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where URreq(t) and DRreq(t) are 10 min UR and DR requirements at time t. URcw,i(t) is the UR 
commitment of wind plant i at time t. To account for the uncertainty of wind power, a discount 
factor, GURw,i (0 < GURw,i < 1), is used to commit reserve from each wind plant. GURw,i can be set 
to a value lower than the wind plant capacity factor, which indicates the long-term average 
energy availability of the wind plant. A typical wind plant has a capacity factor of 0.25. In this 
study, GURw,i is set to 0.2 for all wind palnts. 
7.3.2.3 Supply Min/Max Constraints 
The active power output from a power plant is bounded by its physical limits. The total 
output power including both up and down reserve should not exceed these limits [127], as in 
max
min
( ) ( ) ( ),  ,
( ) ( ) ( ),  ,
k k k k
k k k k
P t UR t P Z t k t
P t DR t P Z t k t
. 
(7.4) 
Pmaxk and Pmink are the sustainable maximum and minimum outputs from generator k when it is 
on. When generator k is off, its maximum and minimum outputs become zero. Thus, in (7.4), 
Pmaxk and Pmink are multiplied by Zk(t), the status of generator k. 
7.3.2.4 Supply Ramping Constraints 
Output power changes from a generator are subject to its ramping capability. This 
ramping capability adds two sets of constraints to a generator. Firstly, the 10 min reserve 
services a generator can provide are limited by its ramp rate [127], as in 
max
max
( ) ,  ,
( ) ,  ,
k k
k k
UR t UR k t
DR t DR k t
, 
(7.5) 
where URmaxk and DRmaxk are the maximum up and down reserve generator k can provide in 10 
min. Secondly, the output power change from t-1 to t is also limited by the generator’s ramp rate 
in one hour. If generator k remains on from t-1 to t, 
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max max6 ( ) ( ) ( 1) 6 ,  ,k k k kDR t P t P t UR k t . (7.6) 
In other words, URmax,k and DRmax,k are the maximum up and down output power changes 
generator k can achieve in 10 min; 6URmax,k and 6DRmax,k are the maximum up and down output 
power changes generator k can achieve in one hour, if generator k remains on during the hour. If 
generator k turns on from t-1 to t, Pk(t-1) = 0 and Pk(t) ≥ Pmink. It is assumed that generator k can 
provide Pmink instantly, and Pk(t) is limited by  
max min( ) 6
  , ,  if ( 1) 0
k k k
k
P t UR P
k t P t
. 
(7.7) 
If generator k turns off from t-1 to t, Pk(t-1) ≥ Pmink and Pk(t) = 0. It is assumed that generator k 
can drop its output from Pmink to zero instantly. Pk(t-1) is thus limited by 
max min( 1) 6
  , ,  if ( ) 0
k k k
k
P t DR P
k t P t
. 
(7.8) 
7.3.2.5 Formulation into a Linearly-Constrained Mixed-Integer Quadratic Programming 
Problem 
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where ak, bk, and ck are fixed, linear, and quadratic energy cost coefficients for generator k, bURk, 
and cURk are linear and quadratic UR cost coefficients, and bDRk, and cDRk are linear and quadratic 
DR cost coefficients. 
Assume that these supply curves remain unchanged over the scheduling horizon. The 
energy-reserve co-optimization problem described by (7.1) to (7.8) can then be formulated 
into a linearly-constrained mixed-integer quadratic programming problem, as in 
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(7.10) 
cak and cbk are costs derived from the turn-on cost, conk, and turn-off cost, coffk, as in cak = (conk + 
coffk)/2, and cbk = (conk - coffk)/2. The wind reserve discount factor GURw equals 0.2. It is assumed 
in (7.10) that the up and down reserve requirements, URreq and DRreq, remain unchanged over 
time and are set to 15% of the total installed wind capacity. 
This mixed-integer optimization problem can then be solved using an existing 
optimization software package, such as MOSEK [129]. 
7.3.3 Day-Ahead Market Prices and Real-Time Settlements 
The day-ahead market price for energy or reserve is defined as the price for procuring 
the next MW of energy or reserve [130]. For the studied system, the market price for energy, 
UR, or DR is determined by the highest marginal price, for providing the respective service, 
among all conventional plants, as in 
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(7.11) 
During real-time operation, conventional units have controllable primary energy inputs. 
They will provide the scheduled amounts of energy and reserve, and thus do not involve 
deviation penalties. For wind plants, the realized energy and/or UR may deviate from the 
scheduled values. Any deviations from the schedules are subject to penalties. All wind 
plants are assumed to operate optimally (maximizing their revenues) in real time based on 
their wind availability and the market deviation prices, as described in Section 6.2.3. Wind 
plant revenues are then settled based on (6.3). 
7.4 Dynamic System Model with Frequency Control 
Given the actual realized energy and reserve from coal, gas, and wind plants, the system 
frequency may deviate because of unpredicted wind variation and insufficient ramping 
capability to follow the wind variation. To evaluate the system frequency deviation and the 
benefits of having fast reserve from wind, a simplified dynamic system model is developed, 
as shown in Figure 7.3. 
The system frequency response is modeled as a first-order dynamic process, where M is 
the equivalent system inertia in pu and D is the load-frequency response in pu [17]. Any 
frequency deviation is regulated by an AGC. The dispatch ratios, KCoal, KGas, and KWind, in 
the AGC are proportional to the ramp rates of the respective generation resources. Thus, the 
ramping capabilities of all resources are fully used. 
The output of the AGC is limited by the day-ahead-scheduled and/or actual-available 
reserve from all resources. If a large power unbalance occurs, under-frequency (or over-







































































Figure 7.3 Dynamic system model with frequency control. 
 
7.5 Simulation Studies 
7.5.1 Simulation Data and Parameter Settings 
The aggregated coal and gas plants in Figure 7.1 are rated at 1000 MW and 500 MW, 
respectively. Table 7.1 lists the detailed parameters for the two thermal plants. 10 individual 
wind plants are selected from the NREL EWITS database [125]. The total installed wind 
power capacity is 1000 MW, resulting in 40% capacity penetration. All 10 wind plants are 
located in one geographic region, so they are likely to be within one balancing area and their 
wind profiles are correlated. Figure 7.4 shows the forecasts and actual outputs from the 10 
wind plants for a typical day. Wind probabilistic forecasts are generated using the Beta 
distribution discussed in Section 6.4.1. 
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Figure 7.4 Wind profiles of a typical day. 
 
Some typical load data are selected from an ISO. After scaling, the peak load becomes 
1400MW, equal to 80% of the total installed generation capacity (taking 25% capacity 
factor for wind). Both up and down reserve requirements are set to 15% of the wind capacity, 
i.e., URreq = DRreq = 150 MW. 
The percentage penalties for over- and under-generation are both 70%, i.e., πE+ = 0.3πE 
and πE- = 1.7πE. The percentage penalties for over- and under-provision of UR are 90% 
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In the dynamic model shown in Figure 7.3, the equivalent system inertia, M, is assume 
to be 8 s on a 1500 MVA base. The ramp rates for coal, gas, and wind are assumed to be 
0.8%, 5%, and 50% (based on the installed capacity) per minute, respectively. The 
frequency-based load shedding and wind curtailment schemes are shown in Table 7.2. 
 
Table 7.2 Load shedding and wind curtailment schemes. 
Δf (Hz) Load Shedding (MW)  Δf (Hz) Wind Curtailment (MW) 
-0.7 60  0.7 60 
-0.9 150  0.9 150 
-1.1 250  1.1 250 
-1.3 350  1.3 350 
-1.5 450  1.5 450 
-1.7 550  1.7 550 
-1.9 650  1.9 650 
-2.1 750  2.1 750 
 
7.5.2 Scheduling and Real-time Operation Results 
Three different wind power market schemes are compared: Scheme 1 - using 
conservative wind forecasts (80% probability of exceedance) in only the energy market; 
Scheme 2 - allowing wind plants to place optimal bids in only the energy market; and 
Scheme 3: allowing wind plants to place optimal bids in the combined energy-and-reserve 
market. The wind data shown in Figure 7.4 are used to perform the comparison. The day-
ahead scheduling model is first run for a few days prior to the studied day to allow the price 
forecasts to converge. 
Figure 7.5 shows the total day-ahead wind commitments under different wind market 
schemes. When Schemes 1 and 2 are used, wind plants only participate in the energy market, 
resulting in no URc over the scheduling horizon. With Scheme 1, the wind plant energy bids 
are conservative and much lower than the forecasts. With Scheme 2, the wind plant energy 
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bids are higher and close to the day-ahead forecasts. When Scheme 3 is used, the energy bids 








Figure 7.5 Total wind commitments under different day-ahead wind market schemes: 
(a) Scheme 1, (b) Scheme 2, and (c) Scheme 3. 
 
The scheduling results for Schemes 1 to 3 are shown in Figure 7.6 (a), Figure 7.7 (a), 
and Figure 7.8 (a), respectively. Scheme 1 requires more energy to be scheduled from the 
conventional units than the other two schemes. Scheme 3 allows wind plant to commit UR 
and results in less UR scheduled from conventional units (wind UR is accepted with a 
discount factor of 0.2).  






































































When the actual available wind power is considered, all wind plants are assumed to 
operate optimally to maximize their revenues during real-time operation. All available wind 
energy will be generated in Schemes 1 and 2, as shown in Figure 7.6 (b) and Figure 7.7 (b). 
There is no supply deficit in Scheme 1, but any excessive wind power will need to be 
curtailed after all DR has been exhausted. Scheme 2 uses more wind energy, but has some 
supply deficit. Some of the loads will need to be shed after all UR has been exhausted. 
When Scheme 3 is used, some of the wind power appears as varying UR [see Figure 7.8 (b)]. 
Deviation of wind energy from the day-ahead schedules is reduced. Less supply deficit is 
observed. To better understand and illustrate the effects of Scheme 3, the system dynamic 






Figure 7.6 Energy, UR and DR under wind market Scheme 1: (a) day-ahead schedules 
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Figure 7.7 Energy, UR and DR under wind market Scheme 2: (a) day-ahead schedules 






Figure 7.8 Energy, UR and DR under wind market Scheme 3: (a) day-ahead schedules 
based on wind forecasts, and (b) realized quantities based on actual wind. 
 
The frequency deviation and reserve usage under the three wind market schemes are 
shown in Figure 7.9 to Figure 7.11. Note that since the UR dispatch ratios are set to be 
proportional the ramp rates, when UR is called, most of the UR supply will come from wind. 
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and the scheduled DR is not enough to absorb all excessive wind power. As a result, any 
unabsorbed wind power is curtailed, as shown in Figure 7.9. When Scheme 2 is used, wind 
plants become less reliable. During the hours with wind shortage, some of the loads are shed, 
as shown in Figure 7.10. Scheme 3 results in less frequency deviation (because of less wind 
energy deviation from the day-ahead schedules), and provides a trade-off between the wind 
energy usage and reliability. Table 7.3 summarizes different performance indices for the 
three wind market schemes for the studied day. 99.99% of the loads are served in Scheme 3, 
while only 99.92% of the loads are served in Scheme 2. The percentage wind energy 
generated (based on the actual wind power that can be captured) from Scheme 3 is between 
the other two schemes. The wind energy penetration in Table 7.3 is calculated as the 
generated wind energy over the served load. Over 30% wind energy penetration is obtained 
for the studied day. 
Scheme 3 results in the highest average wind revenue of $16.87k/h, since wind plants 
are allowed to optimally bid into both the energy and reserve markets, and hedge their risks 
of forecast uncertainties. As expected, Scheme 1 results in the least wind revenue and 





Figure 7.9 Frequency deviation and reserve usage under wind market Scheme 1. 
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deviation penalties. The price of UR is lower in Scheme 3, because some of the UR is now 








Figure 7.11 Frequency deviation and reserve usage under wind market Scheme 3. 
 













Avg. UR Price 
($/MWh) 
1 100.00 79.26 30.14 13.55 51.80 37.92 
2 99.92 98.93 37.65 16.66 51.37 37.41 
3 99.99 84.42 32.11 16.87 51.47 34.61 
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7.5.3 Benefit of Fast Wind Reserve during Loss of Generation 
A unique product from the combined energy-and-reserve wind market is the fast reserve 
from wind. The benefit of having this fast wind reserve is evaluated by applying a grid 
contingency, a loss of 75 MW of generation from the coal plant, at the 20
th
 hour. The system 
frequency and reserve responses are shown in Figure 7.12. 
Without the fast wind reserve, simulation results under Scheme 2 show that some of the 
loads need to be shed until UR from the coal and gas plants picks up the supply deficit. On 
the contrary, in Scheme 3, there is about 100 MW of UR available from the wind plants at 
the 20
th
 hour [see Figure 7.8 (b)]. This fast wind reserve responds to the frequency drop 
much faster than the reserve from the coal and gas plants. As a result, the frequency drop is 
corrected right after the contingency and load shedding is not necessary. Scheme 3 results in 






Figure 7.12 System response during sudden loss of 75 MW generation: (a) without fast 
wind reserve (Scheme 2), and (b) with fast wind reserve (Scheme 3). 
 






































































































7.5.4 Sensitivity Analysis of Deviation Penalty Factors 
As mentioned above, the proposed wind market scheme provides a trade-off between 
the wind energy usage and reliability. From the discussions in Chapter 6, the market 
deviation penalties affect the wind plant day-ahead commitments and real-time behavior. 
Thus, this trade-off that Scheme 3 provides depends on the market deviation penalties. 












In the previous analysis, fE = 0.7 and fUR = 0.3. The deviation penalty factor for excessive UR is 
fixed at 0.9, i.e., (1 0.9)UR UR . Thus, excessive UR is valued at a very low price.  
Table 7.4 lists the percentage load served and wind energy generated for the same day 
with different values of fE and fUR. Figure 7.13 (plotted upside down for better illustration) 
and Figure 7.14 plot these two metrics into two 3D graphs. When fE is low (≤ 0.3 in Table 
7.4), wind power is committed into only the energy market, resulting in a lower percentage 
of load served, and Scheme 3 converges to Scheme 2. With a higher fE, different fUR results 
in a different trade-off between the wind energy usage and reliability. In general, a lower fUR 
results in more wind being diverted into the reserve market, a higher percentage of load 
served, but a lower wind energy usage. 
An extreme case happens when fE = 0.9 and fUR = 0.1. Too much wind is committed into 
the reserve market. The system becomes less secure when wind shortage occurs. This 
scenario should be avoided when setting the market deviation penalties. 
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Table 7.4 Deviaiton Penalty Factor Sensitivity. 
fE fUR 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.1 
Load Served (%) 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 
0.2 
Load Served (%) 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 
0.3 
Load Served (%) 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 98.93 
0.4 
Load Served (%) 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 97.01 98.92 98.93 98.93 98.93 98.93 98.93 98.93 98.93 
0.5 
Load Served (%) 99.94 99.95 99.92 99.92 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 86.09 93.05 98.54 98.93 98.93 98.93 98.93 98.93 98.93 
0.6 
Load Served (%) 99.96 99.98 99.98 99.95 99.92 99.92 99.92 99.92 99.92 
Wind Generated (%) 80.57 85.56 91.23 96.69 98.93 98.93 98.93 98.93 98.93 
0.7 
Load Served (%) 100 99.99 99.99 99.99 99.97 99.92 99.92 99.92 99.92 
Wind Generated (%) 70 79.58 84.42 89.57 94.65 98.93 98.93 98.93 98.93 
0.8 
Load Served (%) 100 100 100 100 100 99.99 99.94 99.92 99.92 
Wind Generated (%) 70.15 74.97 78.65 83.15 87.94 92.83 97.81 98.93 98.93 
0.9 
Load Served (%) 99.92 100 100 100 100 100 99.99 99.97 99.92 
Wind Generated (%) 71.92 69.48 73.97 77.68 81.87 86.31 91.02 95.9 98.93 
 
 























Figure 7.14 Percentage wind generated for different deviation penalty factors. 
 
7.6 Chapter Summary 
This chapter investigates the benefits of the combined energy-and-reserve wind market 
scheme on grid operation and control. The day-ahead unit commitment problem is modeled 
and solved using mixed-integer quadratic programming. The system dynamic model is 
simulated with closed-loop frequency control to analyze the system dynamic responses. 
The proposed wind market scheme allows wind producers to participate and hedge their 
forecast uncertainties in the reserve market, which is designed to have a lower penalty for 
reserve deficits. Less wind production deviation from the day-ahead schedules is observed, 
resulting in less frequency deviation during real-time operation. The proposed wind market 
scheme provides a trade-off between the wind energy usage and supply reliability. Changing 
the market deviation penalties changes the wind plant behavior and thereby this trade-off. 
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according to the grid conditions. In addition, the resulting reserve product from wind has a 
high ramping rate and can significantly improve grid security. The proposed wind market 




 CHAPTER 8 CONCLUSIONS, CONTRIBUTIONS, AND 
RECOMMENDATIONS FOR FUTURE WORK 
 
8.1 Conclusions 
Achieving a high penetration level of sustainable renewable energy, most of which 
unfortunately has high uncertainty and variability, is a challenge that has to be conquered. 
The power systems that have been developed for the past century heavily rely on firm 
generation resources, well predictable loads, deterministic operation methods, and linear 
local/suboptimal control. Large-scale integration of wind energy for sustainability requires 
innovations from many different areas of power engineering. The proposed research focuses 
on three aspects of wind power integration: improving the interconnection robustness of 
double-fed induction generator (DFIG) based wind turbine systems, improving the real-time 
dynamic active and reactive power flow control capability of power systems, and better 
handling the wind power forecast uncertainty at the market operation level. 
DFIG-based wind turbines are low cost due to their fractionally rated power electronic 
converters, but they are sensitive to grid faults. The proposed feed-forward transient 
compensation control scheme introduces compensations for the transient impacts of grid 
faults on the DFIG rotor circuit. The impacts from both balanced and unbalanced grid faults 
are considered. This control scheme improves the transient current control capability of 
DFIGs, and reduces the electrical stress on the power electronic converters. Torque ripples 
are also reduced by the proposed feed-forward transient compensation control during 
unbalanced grid conditions. Gearbox mechanical stress is thus reduced. Theoretical analysis, 
simulation studies, and experimental results under different operating conditions with 
different grid faults are presented. The feed-forward transient compensation control scheme 
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can reduce DFIG operation and control interruptions caused by grid faults, and improve the 
low-voltage ride-through capability and reliability of DFIG wind turbines.  
Enhancing the equipment robustness and reliability provides more reliable wind power 
generation, but issues arising from wind variability and uncertainty still need to be solved. 
The dynamic stochastic optimal power flow (DSOPF) control scheme is proposed to handle 
fast unexpected wind power variation by coordinating multiple resources across the power 
system. The DSOPF control is implemented using a nonlinear optimal neurocontrol theory 
called adaptive critic designs. A small 12-bus test system is first used to demonstrate the 
DSOPF control concept. Design procedures are presented in detail. The DSOPF controller 
shows promising steady-state and dynamic performance at different operating conditions. To 
further evaluate the feasibility of implementing the DSOPF control for a large system, the 
dynamic model of a 70-bus test system is developed and used to demonstrate the design and 
performance of a two-level DSOPF control scheme. The DSOPF control scheme opens up 
opportunities to optimally control real-time active and reactive power flow with multiple 
control objectives, and optimally absorb the impacts of short-time fast wind power variation. 
A combined energy-and-reserve wind market scheme is proposed to better handle the 
day-ahead wind forecast uncertainty. The additional reserve market is designed with a lower 
deficit penalty and allows wind producers to manage their risks of revenue loss caused by 
forecasting errors. Compared to participations in only the energy market, numerical studies 
show that wind producers can increase their profits by optimally committing into both the 
energy and reserve markets. As a result, the additional wind reserve market absorbs part of 
the wind power uncertainty and variability, resulting in less actual production deviation from 
the day-ahead schedules. Dynamic simulations show that frequency deviation caused by 
wind variability is reduced during real-time operation. In a scenario with high wind power 
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penetration, the proposed wind market scheme can provide a trade-off between the wind 
energy usage and supply reliability. In addition, the wind reserve products created from the 
proposed market scheme can quickly respond to system frequency deviation and 
significantly improve system security. 
A lot more still need to be done to achieve a high penetration of wind power and energy 
sustainability. The methods and discussions presented in this dissertation provide some 
insights into solving the challenge of large-scale renewable integration. 
8.2 Contributions 
The contributions from this dissertation research are summarized as follows: 
 A feed-forward transient compensation control algorithm is designed to enhance the 
low-voltage ride-though capability of DFIG wind turbines during both balanced and 
unbalanced grid faults. Theoretical analysis on the design steps and ride-though 
capability of the proposed control algorithm is provided. Simulation and experimental 
studies are carried out to verify the effectiveness of the proposed control algorithm. 
 An experimental DFIG system is developed with a three-phase voltage sag generation 
circuit. Experimental measurements on DFIG fault dynamics under different operating 
conditions, different grid fault types, and different control schemes are presented. 
 A dynamic model of a 70-bus power system with two wind plants is developed from 
existing steady-state data. The model can be used to develop and compare control 
algorithms for damping inter-area oscillation and dynamic power flow control. 
 The feasibility of using recurrent neural networks to implement adaptive critic design 
based neurocontrol is analyzed. Detailed training steps and derivations for gradients are 
presented. 
176 
 The dynamic stochastic optimal power flow (DSOPF) control concept is elaborated and 
its feasibility is studied in a small 12-bus test power system. The control of dynamic 
power flow is achieved using an optimal recurrent neurocontoller based on Adaptive 
Critic Designs. Control performances under different operating points and large 
disturbances are presented. 
 The scalability of the intelligent DSOPF controller is investigated in a 70-bus test power 
system. A two-level DSOPF control architecture is proposed and its performance for 
absorbing short-term fast wind variation is demonstrated. 
 A combined energy-and-reserve wind power market is proposed to better integrate 
individual wind plants into power system daily scheduling and dispatching operations. 
Fast variable wind reserve product is created to absorb part of the wind production 
variation. Wind producers can make more profits by optimally participating into the 
combined market. 
 The benefits of the combined energy-and-reserve wind power market on grid operation 
are investigated in a single-bus test system. Different wind market schemes are 
compared using mixed integer programming and dynamic simulations. The combined 
wind market scheme can reduce system frequency deviation caused by wind variation, 
reduce balancing reserve requirements, and improve system security. 
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analysis - a novel application,” in Proc. 2010 International Joint Conference on Neural 
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8.3 Recommendations for Future Work 
The following investigations are recommended for continuing research based on the 
results presented in this dissertation work. 
8.3.1 Small-Signal Analysis of DFIG Systems 
The full nonlinear model of the DFIG system has been derived and presented. 
Experimental results show that there is an under-damped oscillating mode for the lab 
machine at super-synchronous operation with the traditional current control method. This 
under-damped oscillating mode becomes well-damped at sub-synchronous operation or 
when the feed-forward transient compensation control is used. It would be interesting to 
derive the linear models of a DFIG system at different operating conditions and with 
different control methods. Small-signal analysis should be able to identify this oscillation 
179 
mode and show a clear effect of the feed-forward transient compensation control on the 
system eigenvalues. 
8.3.2 Redesign of the DSOPF Control based on Actual Wide-Area Monitoring 
Systems (WAMSs) 
The DSOPF control scheme presented in Chapters 4 and 5 neglects the WAMS and 
simply assumes the availability of various synchronized measurements. It would be 
interesting to consider the signal availability, random communication delays, and other 
limitations of an actual WAMS. There is also critical information that may be available from 
an actual WAMS but is not yet included in the presented DSOPF control design, such as 
generator rotor angles and voltage phasor angles. A new DSOPF control objective can be 
formulated to include such information as a system stability index. 
8.3.3 Coordination of FACTS or Power-Electronics-Augmented Devices for Dynamic 
Power Flow Control 
FACTS (or power-electronics-augmented) devices can be added to the system model 
for better control of dynamic power flow. A FACTS device has a much faster response than 
traditional generator units, and can provide direct control to the power flow of a particular 
line. While generator units are controlled to ensure power balance, better dynamic power 
flow control is expected with additional FACTS devices. With coordination from a DSOPF 
controller, a few FACTS devices in a large power network may provide sufficient control 
capability to reroute variable wind power injections. The wind power transfer capability of 
the power network would thus be increased. 
8.3.4 Adding an Adjustment Market for Wind Market Investigations 
The discussions presented in Chapters 6 and 7 neglect the effects of adjustment markets. 
In most existing electricity markets nowadays, hour-ahead or intra-hour adjustment markets 
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have been implemented to adjust the day-ahead energy (but not reserve) schedules. 
Although the MW volume is smaller in an adjustment market, it can adjust the energy 
schedules based on more accurate wind forecasts. Wind plants can be allowed to adjust their 
commitments in the adjustment market. An additional reserve adjustment market may be 
added, since day-ahead wind reserve is subject to uncertainty. With the adjustment market, 
the electricity market dynamics can be more accurately modeled, and the benefits of the 
combined energy-and-reserve wind market scheme can be better evaluated. 
8.3.5 Investigations of the Combined Energy-and-Reserve Wind Market with Power 
Network Constraints 
The combined energy-and-reserve wind market may be further investigated in a small 
and then a large power system with network constraints. Line congestions and locational 
pricing can then be included. The presented combined wind market design focuses mostly 
on dealing with wind variation and reserve, but has not considered line congestions. 
Modifications to the wind market rules and new market ideas may be needed to handle wind 
variation and reserve in the case of line congestions. 
181 
 APPENDIX A  MODELING AND CONTROL OF DFIG-
BASED WIND TURBINE SYSTEMS 
 
The reference directions for the various quantities discussed in this Appendix A are 
































Figure A.1 A DFIG wind turbine and reference directions for various quantities. 
 
A.1 Modeling of Wind Turbines 
The wind power captured by a wind turbine is given by [29], [30] 
31( , ) ( , )
2
m wind P r w PP P C A v C
, 
(A.1) 
where Pwind is the input wind power, CP is the wind turbine efficiency, ρ is the air density, Ar is 
the area swept by the turbine rotor blades, and vw is the wind speed. The turbine efficiency 
depends on the blade pitch angle, θ, and the tip-speed ratio, λ, defined by 
/t wR v , (A.2) 
where R is the blade length and ωt is the turbine rotating speed. Figure A.2 shows an example 
CP-λ-θ curves of a 3.6 MW wind turbine model used in this dissertation. In Figure A.2, Cp is 









where the coefficients aij’s are listed in Table A.1. 
 
 
Figure A.2 Cp curves of a 3.6 MW wind turbine model [29]. 
 
Table A.1 Coeffiecients of turbine Cp curves [29]. 
i j aij  i j aij  i j aij 
4 4 4.9686E-10  3 0 -8.6018E-04  1 2 -1.3934E-02 
4 3 -7.1535E-08  2 4 2.7937E-06  1 1 6.0405E-02 
4 2 1.6167E-06  2 3 -1.4855E-04  1 0 -6.7606E-02 
4 1 -9.4839E-06  2 2 2.1495E-03  0 4 1.1524E-05 
4 0 1.4787E-05  2 1 -1.0996E-02  0 3 -1.3365E-04 
3 4 -8.9194E-08  2 0 1.5727E-02  0 2 -1.2406E-02 
3 3 5.9924E-06  1 4 -2.3895E-05  0 1 2.1808E-01 
3 2 -1.0479E-04  1 3 1.0683E-03  0 0 -4.1909E-01 
3 1 5.7051E-04         
 
For a certain pitch angle, θ, the optimal λ and the maximum Cp are fixed. Thus from 
(A.1) and (A.2), the maximum turbine output power is proportional to the cube of the wind 
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speed, and the turbine rotor speed, ωt, needs to be proportional to the wind speed to achieve 
this maximum power. Figure A.3 illustrates the turbine output power at a certain pitch angle 
but at various wind speeds and turbine rotor speeds. When the pitch angle is increased, the 
same set of power curves will drop in magnitude. 
 
 
Figure A.3 Wind turbine power curves at different wind and turbine speeds [33]. 
 
A.2 Control of Wind Turbines 
When the wind speed is below the cut-in wind speed, the wind turbine is kept offline. 
When the wind speed is between the cut-in and rated wind speeds, the wind turbine operates 
in the maximum power point tracking (MPPT) region, when the wind speed is between the 
rated and cut-out wind speeds, the turbine operates in the maximum turbine capacity region. 
When the turbine is connected to a DFIG, the rotor speed needs to be maintained between 
0.7 to 1.3 pu. 
A.2.1 Control in MPPT and Maximum Turbine Capacity Regions 
When the turbine operates in the MPPT region, the pitch angle is typically fixed at the 
optimal position (1° for the turbine model shown in Figure A.2). The MPPT control used in 
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this dissertation takes the turbine rotor speed as input, and commands the total electrical 
output power to follow the optimal power line shown in Figure A.3. The block diagram of 
this MPPT control is shown in Figure A.4. At the output of the MPPT control, an under-
speed protection control branch is used to prevent the turbine speed to drop below 0.7 pu. 
In the maximum turbine capacity region, the MPPT control shown in Figure A.4 
continues to operate, but limits the maximum electrical power command to be the turbine 
capacity. When the wind speed is above the rated wind speed, the input wind power will be 
greater than the output electrical power. The pitch-angle control now increases the pitch 
angle (reduces the captured wind power) and maintains the rotor speed at 1.3 pu. The block 
diagram of the pitch-angle control is shown in Figure A.5. The overall turbine operating 





























































Figure A.6 Overall wind turbine operating curve. 
 
A.2.2 Control for Wind Curtailment 
To follow a curtailment command in MW, the output of the turbine power control 
shown in Figure A.4 is subtracted by the curtailment command. The operating curve shown 
in Figure A.6 will then be down shifted by the corresponding MW amount. 
A.3 Derivations for DFIG Dynamic Model and Rotor-Side Converter Vector Control 
The dynamics of a double-fed induction machine can be described by the well known 
dq equations (motor convention) in an arbitrary reference frame [35]: 




ds s ds ds qs
qs s qs qs ds
dr r dr dr r qr
qr r qr qr r dr
v R i p
v R i p
v R i p
v R i p
    
ds s ds m dr
qs s qs m qr
dr m ds r dr
qr m qs r qr
L i L i
L i L i
L i L i
L i L i
, (A.4) 
where all symbols have their usual meanings, and ω is the rotating speed of the arbitrary 
reference frame. Equation (A.4) holds in both steady-state and transient conditions (including 
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stator-voltage transients during grid faults). Neglecting Rs and substituting the flux equations 
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(A.5) 
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v i iL R L p p
. 
(A.6) 
To derive the control algorithm from the rotor side, equation (A.5) is used to replace the dq 
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Substituting (A.7) into (A.6) yield 
+( )
( )
dr dr ds r qsr r r r m
qr qr qs r dsr r r r s
v i vR L p L L
v i vL R L p L
, 
(A.8) 
where Lr’ is the rotor transient inductance, Lr’ = σLr with σ = 1 - Lm
2 
/ (Ls Lr).  
In the synchronous reference frame with the d axis aligned to the stator flux, the 






ds qs s s dsv v v , 
(A.9) 
where the superscript e denotes quantities in the synchronous reference frame, λs and vs are the 
magnitudes of the stator flux and stator voltage vectors. Equation (A.8) is simplified to  
0e e
r r s rdr dr m
ee e
qss r r rqr qr s
R L p s Lv i L
s




where s is slip.  











where a positive torque means generating electrical power. Under the synchronous reference 
frame and steady-state balanced stator-voltage conditions, the torque equation in (A.11) is then 










The instantaneous active and reactive power outputs (generation) from the DFIG stator 







s ds ds qs qs
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P v i v i
Q v i v i
. 
(A.13) 
Under the synchronous reference frame and steady-state balanced stator-voltage conditions, 
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, respectively. From (A.12) and (A.14), the stator active power output or rotor speed 
(torque) can be controlled by changing iqr
e
, and the stator reactive power output can be 




A.4 Derivations for DFIG Grid-Side Converter Vector Control 




ag g ag g ag as T
bg g bg g bg bs T
cg g cg g cg cs T
v R i L pi v K
v R i L pi v K
v R i L pi v K
, 
(A.15) 
where Rg is the equivalent resistance between the GSC and the grid, Lg is the equivalent 
inductance between the GSC and the grid, and KT is the transformer ratio. After the Park 
Transformation with an arbitrary reference frame, equation (A.15) becomes 
1g g gdg dg ds
g g gqg qg qsT
R L p Lv i v
L R L pv i vK
, 
(A.16) 
Define a new synchronous reference frame, where the d axis is aligned to the stator 
voltage vector. During steady-state balanced stator-voltage conditions,  
,  0e eds s qsv v v , (A.17) 
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(A.18) 
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Under the synchronous reference frame and steady-state balanced stator-voltage conditions, 





























, respectively. From (A.20), the GSC active power output can be controlled by 
changing idg
e
, and the GSC reactive power output can be controlled by changing iqg
e
.  
A.5 Parameters of the 3.6 MW DFIG Wind Turbine Model Parameters 
The parameters of the simulation 3.6 MW DFIG wind turbine system are listed in Table 
A.2 and Table A.3. 
 
Table A.2 Parameters for the 3.6 MW wind turbine model. 
Quantity Value 
Prated (MW) 3.6 
Vwind_rated (m/s) 14 
Inertia (s) 4.29 
 
Table A.3 Parameters for the 4 MVA DFIG model. 
Quantity Value  Quantity Value 
MVA Rating 4  Rs (pu) 0.017 
Vrated (kV) 4.16  Rr (pu) 0.015 
Inertia (s) 0.9  Lm (pu) 4.4 
S-to-R Turns Ratio 1  Lls (pu) 0.179 
VDC-Bus (kV) 3  Llr (pu) 0.156 
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 APPENDIX B  LABORATORY IMPLEMENTATION OF A 
VOLTAGE SAG GENERATOR 
 
B.1 Power Stage Schematic of the Three-Phase Voltage Sag Generator 
Figure B.1 shows the power stage schematic of the three-phase voltage sag generator. 
The series triacs are normally on to bypass the current-limiting resistors (12 Ω). To generate 
a fault, all three series triacs are first turned off, and then the three shunt triacs are turned on. 
Depending on the connections and the states of the mechanical switches, the shunt resistor 
networks can have different values for generating different levels of sags. To generate an 
unbalanced fault, the power circuit connections may be manually changed. 
 
Triac 40 A 
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Figure B.1 Power stage of three-phase voltage sag generator. 
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B.2 MCU and Gate Driver Schematic and PCB 
The microcontroller-unit (MCU) and gate-driver PCB, as shown in Figure B.2 was 
originally designed by Dr. Jose Alex Restrepo for controlling and driving IGBTs. The PCB 
is then adapted to control and drive the triacs, as shown in Figure B.3. High commutation 
triacs are used in the power stage. High commutation triacs operate only in quadrants 1, 2, 
and 3, i.e., when the gate current is positive (into the gate), the triac conducts only in the 
positive half cycle (current flows from MT2 to MT1). Thus, a diode (see Figure B.3) is used 
to block positive voltage from the IGBT gate driver. When the IGBT gate driver outputs 
negative voltage, the triac is turned on (conducting in both directions). 5 kHz negative 
gating pulses are generated by the MCU to maintain the triac at “on” state. When the IGBT 







Power supply for 
gate driver circuits
MCU
Interrupt input for 
triggering grid faults
 















Figure B.3 Modification of IGBT gate driver outputs for driving triacs. 
 
B.3 Flowchart of MCU Codes for Controlling Sag Generator 
The Microchip dsPIC30F2010 is used to control the voltage sag generator. Figure B.4 





Initialize INT (external 
positive edge interrupt for 
generating grid fault);
Initialize PWM (turn on series 





Turn off series triacs;
Set Timer2 = 10 ms (wait 
for current commutation);






Turn on shunt triacs;






Turn off shunt triacs;










Figure B.4 Flowchart MCU codes for controlling the voltage sag generator. 
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 APPENDIX C LABORATORY IMPLEMENTATION OF A 
DOUBLY-FED INDUCTION GENERATOR 
 
C.1 Power Electronic Converter Schematic of the 7.5 hp 230 V DFIG 
Figure C.1 and Figure C.2 show the detailed schematics of the DFIG power electronic 
converter hardware. The GSC and DC-bus precharge circuit reside on one heat sink with a 
cooling fan. The RSC, AC active crowbar, and DC dynamic brake reside on another heat 

























































































































Figure C.1 GSC power stage with DC-bus precharge circuit. 
 
A 10 Ω resistor (see Figure C.1) is used to limit the DC-bus precharge current. The 
mechanical switch may be used to bypass this precharge resistor when the GSC works as a 
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regular motor drive without the RSC. The 42 kΩ resistor across the DC bus is used to 
dissipate DC bus energy when the system is deenergized. 
Three small inductors between the RSC AC-side terminals and the AC crowbar 
terminals (see Figure C.2) are required to limit the RSC di/dt. When the DFIG is operated 
around the synchronous speed, the voltage across the DFIG rotor terminals is close to zero, 
and so is the voltage across the snubber capacitor of the AC crowbar IGBT. Without the 
three inductors, current spikes appear when the RSC starts to switch and the DC-bus 
























































































































































Figure C.2 RSC power stage with AC crowbar and DC dynamic brake. 
 
C.2 Gate-Driver, Sensor, and Controller Schematics and PCBs 
The PCBs for the gate-drivers, sensor measurements, and DSP/FPGA controller was 
originally designed by Dr. Jose Alex Restrepo and Siwei Cheng. Their PCB designs are 
adapted in this research to control the DFIG GSC and RSC. The overall control architecture 
is shown in Figure 3.29. The schematic of each PCB is briefly described below. 
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C.2.1 Gate-Driver PCB Design 
The PCB layout for the gate-driver board is shown in Figure C.3, which includes six 
identical gate-driver circuits. The schematic of one gate-driver circuit is shown in Figure C.4. 
Each gate-driver circuit has three outputs connecting to the gate, collector, and emitter, 
respectively, of one IGBT. The TTL control signal input is isolated from the power circuit 
by the gate-driver chip, M57959L.  
 
 
Figure C.3 Gate-driver PCB layout. 
 
 
Figure C.4 Schematic of gate-driver circuitry for one IGBT. 
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A front-end line driver (see Figure C.5) can block all the gate triggering signals from 
the FPGA to the gate drivers by outputting high impedance. One the triggering signals are 
blocked, all six IGBTs are turned off. The blocking signal comes from the sensor board 
when over-current is detected. 
 
 
Figure C.5 Schematic of line driver and over-current block. 
 
C.2.2 Sensor Measurement and Signal Conditioning PCB Design 
Figure C.6 shows the PCB layout of the sensor board, which includes two current-
measurement channels, one voltage-measurement channel, and one extra channel that can be 
used for either voltage or current measurement. Hall-effect sensors are used for isolation. 
The signal conditioning circuit includes amplification, level shifting, and 12-bit A/D 
conversion, as shown in Figure C.7. Two Schottky diodes (D1 and D2 in Figure C.7) are 
used to protect the analog-to-digital conversion (ADC) chip input pin. A comparator logic 
circuit, as shown in Figure C.8, is used to detect over-current and generate blocking signals 
to the gate-driver board.  
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For the GSC sensor board, two of the three GSC output currents and two of the three 
stator voltages are measured. For the RSC sensor board, two of the three RSC output 
currents and the DC-bus voltage are measured. 
 
 
Figure C.6 Sensor measurement PCB layout. 
 
 




Figure C.8 Schematic of over-current protection logics. 
 
C.2.3 FPGA PCB Design 
The PCB layout of the FPGA interfacing board is shown in Figure C.9. It connects to 
the Analog Device ADSP-21369 EZ-KIT through three 90-pin TFC-145-32-F-D-A  
 
 






PWM outputs (3 channels, 




















Figure C.9 FPGA PCB layout. 
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connectors. The FPGA board has eight measurement channels, and three three-phase PWM 
output channels. Two PWM channels are used to control the GSC and RSC. The AC crowbar 
and DC dynamic brake IGBTs are controlled using the output port at the bottom right of Figure 
C.9. 
C.3 Flowchart of DSP Codes 
The flowchart of the DSP codes for RSC and GSC control is shown in Figure C.10. The 
additional computation for implementing the proposed feed-forward transient compensation 





Initialize INT (3 external interrupts: 
A/D, Speed, Stop);
Initialize PWM;




Turn off PWM, AC 




Read iar, ibr, iag, ibg, 
vabs, vbcs, vdc; LPF;
Calc icr, icg, vabcs;
No
Turn on/off AC crowbar;
Turn on/off DC brake;
















vdr = PIR(idr error) + FFTC;
vqr = PIR(iqr error) + FFTC;
(Dar, Dbr, Dcr) = PWM (vdr, vqr);
ivdc == 10?
ivdc = 0;





vdg = PI(idg error) + Comp;
vqg = PI(iqg error) + Comp;
















Figure C.10 Flowchart of DSP codes for RSC and GSC control. 
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C.4 Laboratory DFIG System Parameters 
The parameters for the laboratory DFIG system are listed in Table C.1. 
 
Table C.1 Parameters of the laboratory DFIG system. 
Component Name Value Name Value 
WRIM 
Prated (hp) 7.5 Lm (pu) 1.268 
Vrated (V) 230 Ls (pu) 0.04634 
Israted (A) 17 Lr (pu) 0.04634 
Poles 4 Rs (pu) 0.02247 
S/R Turns Ratio 1 Rr (pu) 0.01035 
GSC Transformer 
(Single Phase) 
Prated (kVA) 3 Lleakage (pu) 0.067 
Vprimary / Vsecondary 480V:115V   
Three-Phase Line 
Inductor 
Irated(A) 60 L (mH) 0.35 
GSC & RSC VDC-bus (V) 160 Fswitch (Hz) 10k 
 
C.5 Experimental Test Results 
C.5.1 Sub-Synchronous Operation 
The DFIG is driven by a DC motor, which is supplied with constant armature and field 
voltage. The DFIG initially rotates at 1700 rpm at no load (RSC and GSC are both off). The 
DSP controller then starts both power electronic converters and changes the speed command. 
Experimental results are shown in Figure C.11. The harmonics (120 Hz) in the dq rotor 
currents are due to the asymmetry of the WRIG and the limited 120 Hz regulation capability 








GSC Output Power 
 
RSC dq Currents 
 
GSC dq Currents 
 
Figure C.11 Experimental results of DFIG sub-synchronous operation. 
 
C.5.2 Super-Synchronous Operation 
The DFIG is again driven by a DC motor and rotates at super-synchronous speed. The 
DSP controller maintains the DFIG speed at 2070 rpm (s = -0.15). The DC motor armature 
voltage is then manually increased and decreased to change the DC motor mechanical power 
output. Experimental results are shown in Figure C.12, where regular PI current controllers 
are used. 







































































































































GSC Output Power 
 
RSC dq Currents 
 
GSC dq Currents 
 
Figure C.12 Experimental results of DFIG super-synchronous operation. 
 
  





























































































































 APPENDIX D PARAMETERS OF THE 12-BUS AND 70-BUS 
POWER SYSTEMS 
 
D.1 Parameters of the 4-Machine 12-Bus Test Power System 
The parameters for the 12-bus test system are modified based on [114]. 
D.1.1 Generator Unit Parameters of the 12-Bus System 
Table D.1 Generator parameters of the 12-bus system. 
Gen Bus kV MVA Rs Xls Xd Xd' Xd'' Tdo' Tdo'' Xq Xq'' Tqo'' H 
1 9 22 1000 0.002 0.15 1.5 0.4 0.35 5.0 0.002 1.20 0.30 0.002 5.0 
2 10 22 700 0.002 0.15 1.5 0.4 0.35 5.0 0.002 1.20 0.30 0.002 5.0 
3 11 22 500 0.002 0.15 1.4 0.3 0.28 6.0 0.002 1.35 0.27 0.002 3.0 
4 12 22 500 0.002 0.15 1.5 0.4 0.35 5.0 0.002 1.20 0.30 0.002 5.0 
 
Table D.2 Parameters of AVRs and speed govenors of the 12-bus system. 
Gen Bus Tr KA TA Efmax Efmin 1/R Tmax Tmin TG T1 T2 T3 
1 9 0.01 20 0.05 5 -5 20 1.1 0 0.2 0.1 2.5 8 
2 10 0.01 20 0.05 5 -5 20 1.1 0 0.2 0.1 2.5 8 
3 11 0.01 20 0.05 5 -5 20 1.1 0 0.2 0.1 2.5 8 
4 12 0.01 20 0.05 5 -5 20 1.1 0 0.2 0.1 2.5 8 
 
D.1.2 Network Parameters of the 12-Bus System 
Table D.3 Bus parameters of the 12-bus power system. 










1 230 0 0  7 345 1 0 
2 230 280 + j200 0  8 345 1 0 
3 230 320 + j240 0  9 22 1.02 480 
4 230 320 + j240 160  10 22 1.02 500 
5 230 100 + j60 80  11 22 1.01 200 
6 230 440 + j300 180  12 22 1.02 300 
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1 2 0.01144 0.09111 0.18261 250  1 7 0 0.01 0 1000 
1 6 0.03356 0.26656 0.55477 250  1 9 0 0.01 0 1000 
2 5 0.03356 0.26656 0.55477 250  2 10 0 0.01 0 1000 
3 4 0.01144 0.09111 0.18261 250  3 8 0 0.01 0 1000 
3 4 0.01144 0.09111 0.18261 250  3 11 0 0.01 0 1000 
4 5 0.03356 0.26656 0.55477 250  6 12 0 0.02 0 500 
4 6 0.03356 0.26656 0.55477 250        
7 8 0.01595 0.17214 3.2853 350        
 
D.2 Parameters of the 18-Machine 70-Bus Test Power System 
The parameters for the 70-bus system are derived from the 68-bus system in  [120]. 
D.2.1 Generator Unit Parameters of the 70-Bus System 
Table D.5 Synchrnous generator dynamic parameters of the 70-bus system. 
Gen Bus kV MVA Rs Xd Xd' Xd'' Tdo' Tdo'' 
1 53 22 800 0.002 0.800 0.248 0.200 10.200 0.050 
2 54 22 850 0.002 2.508 0.592 0.425 6.560 0.050 
3 55 22 1000 0.002 2.495 0.531 0.450 5.700 0.050 
4 56 22 800 0.002 2.096 0.349 0.280 5.690 0.050 
5 57 22 750 0.002 2.475 0.495 0.375 5.400 0.050 
6 58 22 1000 0.002 2.540 0.500 0.400 7.300 0.050 
7 59 22 750 0.002 2.213 0.368 0.300 5.660 0.050 
8 60 22 700 0.002 2.030 0.399 0.315 6.700 0.050 
9 61 22 1000 0.002 2.106 0.570 0.450 4.790 0.050 
10 62 22 875 0.002 1.479 0.400 0.350 9.370 0.050 
11 63 22 1300 0.002 1.664 0.234 0.156 4.100 0.050 
12 64 22 2000 0.002 2.020 0.620 0.500 7.400 0.050 
13 65 345 10000 0.002 1.480 0.275 0.200 5.900 0.050 
14 66 345 10000 0.002 1.800 0.285 0.230 4.100 0.050 
15 67 345 10000 0.002 1.800 0.285 0.230 4.100 0.050 
16 68 345 10000 0.002 1.780 0.355 0.275 7.800 0.050 
 
205 
Table D.5 (continued). 
Gen Bus Xls Xq Xq' Xq'' Tqo' Tqo'' H 
1 53 0.100 0.552 0.224 0.200 1.500 0.035 5.250 
2 54 0.298 2.397 0.510 0.425 1.500 0.035 3.553 
3 55 0.304 2.370 0.500 0.450 1.500 0.035 3.580 
4 56 0.236 2.064 0.320 0.280 1.500 0.035 3.575 
5 57 0.203 2.325 0.450 0.375 0.440 0.035 3.467 
6 58 0.224 2.410 0.450 0.400 0.400 0.035 3.480 
7 59 0.242 2.190 0.338 0.300 1.500 0.035 3.520 
8 60 0.196 1.960 0.350 0.315 0.410 0.035 3.471 
9 61 0.298 2.050 0.500 0.450 1.960 0.035 3.450 
10 62 0.174 1.006 0.394 0.350 1.500 0.035 3.543 
11 63 0.134 1.599 0.195 0.156 1.500 0.035 2.169 
12 64 0.440 1.900 0.560 0.500 1.500 0.035 4.615 
13 65 0.150 1.430 0.250 0.200 1.500 0.035 4.960 
14 66 0.170 1.730 0.250 0.230 1.500 0.035 3.000 
15 67 0.170 1.730 0.250 0.230 1.500 0.035 3.000 
16 68 0.205 1.670 0.300 0.275 1.500 0.035 4.500 
 
Table D.6 AVR and speed govenor parameters of the 70-bus system. 
Gen Bus Tr KA TA KF TF Efmax Efmin 1/R Tmax Tmin TG T1 T2 T3 
1 53 0.01 50 0.02 0.1 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
2 54 0.01 50 0.02 0.1 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
3 55 0.01 50 0.02 0.15 0.5 4 -4 20 1.1 0 0.2 0.5 0 0 
4 56 0.01 50 0.02 0.15 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
5 57 0.01 50 0.02 0.15 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
6 58 0.01 50 0.02 0.15 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
7 59 0.01 50 0.02 0.15 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
8 60 0.01 50 0.02 0.025 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
9 61 0.01 50 0.02 0.1 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
10 62 0.01 50 0.02 0.025 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
11 63 0.01 50 0.02 0.025 0.5 4 -4 20 1.1 0 0.2 0.5 0 0 
12 64 0.01 50 0.02 0.1 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
13 65 0.01 50 0.02 0.1 0.5 4 -4 20 1.1 0 0.1 0.1 0 0 
14 66 0.01 50 0.02 0.05 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
15 67 0.01 50 0.02 0.05 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
16 68 0.01 50 0.02 0.05 0.5 4 -4 20 1.1 0 0.2 0.1 2.5 8 
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Table D.7 PSS parameters of the 70-bus system. 
Gen Bus Gw Tw T1 T2 T3 T4 dVmax dVmin 
3 54 40 1.5 0.24 0.08 0.24 0.08 0.2 -0.2 
9 61 40 1.5 0.25 0.1 0.25 0.1 0.2 -0.2 
10 62 40 1.5 0.21 0.07 0.21 0.07 0.2 -0.2 
12 64 40 1.5 0.24 0.08 0.24 0.08 0.2 -0.2 
14 66 20 1.5 0.6 0.2 0.6 0.2 0.2 -0.2 
15 67 20 1.5 0.36 0.11 0.36 0.11 0.2 -0.2 
16 68 20 1.5 0.69 0.23 0.69 0.23 0.2 -0.2 
 
Table D.8 Wind plant parameters of the 70-bus system. 
Gen Bus kV MVA MW Gen Type Vwrated (m/s) 
17 69 345 1560 1404 3.6 MW DFIG 14 
18 70 345 2040 1836 3.6 MW DFIG 14 
 
D.2.2 Network Parameters of the 70-Bus System 
Table D.9 Bus parameters of the 70-bus system (100 MVA base). 
Bus Volt Pgen Pload Qload  Bus Volt Pgen Pload Qload 
1 1 0 2.527 1.1856  19 1 0 0 0 
2 1 0 0 0  20 1 0 6.8 1.03 
3 1 0 3.22 0.02  21 1 0 2.74 1.15 
4 1 0 2 0.736  22 1 0 0 0 
5 1 0 0 0  23 1 0 2.48 0.85 
6 1 0 0 0  24 1 0 4.84 -0.8 
7 1 0 2.34 0.84  25 1 0 2.24 0.47 
8 1 0 2.088 0.708  26 1 0 1.39 0.17 
9 1 0 1.04 1.25  27 1 0 2.81 0.76 
10 1 0 0 0  28 1 0 2.06 0.28 
11 1 0 0 0  29 1 0 2.84 0.27 
12 1 0 0.09 0.88  30 1 0 0 0 
13 1 0 0 0  31 1 0 0 0 
14 1 0 0 0  32 1 0 0 0 
15 1 0 3.2 1.53  33 1 0 3.52 0.24 
16 1 0 5.04 0.44  34 1 0 0 0 
17 1 0 0 0  35 1 0 0 0 
18 1 0 1.58 0.3  36 1 0 1.02 -0.1946 
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Table D.9 (continued). 
Bus Volt Pgen Pload Qload  Bus Volt Pgen Pload Qload 
37 1 0 60 3  54 0.98 5.45 0 0 
38 1 0 0 0  55 0.983 6.5 0 0 
39 1 0 2.67 0.126  56 0.997 6.32 0 0 
40 1 0 0.6563 0.2353  57 1.011 5.052 0 0 
41 1 0 50 4  58 1.02 7 0 0 
42 1 0 61.5 4  59 1.02 5.6 0 0 
43 1 0 0 0  60 1 5.4 0 0 
44 1 0 2.6755 0.0484  61 1.01 8 0 0 
45 1 0 4.48 0.45  62 1.01 5 0 0 
46 1 0 1.507 0.285  63 1 10 0 0 
47 1 0 2.0312 0.3259  64 1 13.5 0 0 
48 1 0 2.412 0.022  65 1.011 27.96 0 0 
49 1 0 1.64 0.29  66 1 57.85 0 0 
50 1 0 1 -1.47  67 1.01 60 0 0 
51 1 0 3.37 -1.22  68 1.01 55 0 0 
52 1 0 39.7 2.23  69 1.00 Pwind 0 0 
53 1 2.5 0 0  70 1.00 Pwind 0 0 
 













MVA R (pu) X (pu) B (pu) 
Tap 
Ratio 
2 3 500 0.0013 0.0151 0.2572 0  13 14 500 0.0009 0.0101 0.1723 0 
2 25 500 0.007 0.0086 0.146 0  14 15 700 0.0018 0.0217 0.366 0 
3 4 500 0.0013 0.0213 0.2214 0  15 16 700 0.0009 0.0094 0.171 0 
3 18 500 0.0011 0.0133 0.2138 0  16 17 500 0.0007 0.0089 0.1342 0 
4 5 700 0.0008 0.0128 0.1342 0  16 19 700 0.0016 0.0195 0.304 0 
4 14 700 0.0008 0.0129 0.1382 0  16 21 700 0.0008 0.0135 0.2548 0 
5 6 700 0.0002 0.0026 0.0434 0  16 24 700 0.0003 0.0059 0.068 0 
5 8 700 0.0008 0.0112 0.1476 0  17 18 500 0.0007 0.0082 0.1319 0 
6 7 700 0.0006 0.0092 0.113 0  17 27 500 0.0013 0.0173 0.3216 0 
6 11 500 0.0007 0.0082 0.1389 0  19 20 500 0.0007 0.0138 0 1.02 
7 8 500 0.0004 0.0046 0.078 0  21 22 900 0.0008 0.014 0.2565 0 
10 11 700 0.0004 0.0043 0.0729 0  22 23 500 0.0006 0.0096 0.1846 0 
10 13 700 0.0004 0.0043 0.0729 0  23 24 500 0.0022 0.035 0.361 0 
11 12 500 0.0016 0.0435 0 0.9804  25 26 500 0.0032 0.0323 0.531 0 
12 13 500 0.0016 0.0435 0 1.02  26 27 500 0.0014 0.0147 0.2396 0 
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MVA R (pu) X (pu) B (pu) 
Tap 
Ratio 
26 28 500 0.0043 0.0474 0.7802 0  44 45 700 0.0025 0.073 0 0 
26 29 500 0.0057 0.0625 1.029 0  45 51 1100 0.0004 0.0105 0.72 0 
28 29 500 0.0014 0.0151 0.249 0  46 49 500 0.0018 0.0274 0.27 0 
1 2 500 0.007 0.0822 0.34935 0  47 48 500 0.0025 0.0268 0.4 0 
1 2 500 0.007 0.0822 0.34935 0  47 48 500 0.0025 0.0268 0.4 0 
1 27 500 0.032 0.32 0.41 0  50 51 1500 0.0009 0.0221 1.62 0 
8 9 500 0.0046 0.0726 0.1902 0  40 41 900 0.006 0.084 3.15 0 
8 9 500 0.0046 0.0726 0.1902 0  49 52 500 0.0076 0.1141 1.16 0 
1 30 500 0.0008 0.0074 0.48 0  50 52 1500 0.0012 0.0288 2.06 0 
1 31 500 0.0016 0.0163 0.25 0  41 42 500 0.004 0.06 2.25 0 
1 47 500 0.0013 0.0188 1.31 0  42 52 500 0.004 0.06 2.25 0 
9 30 700 0.0019 0.0183 0.29 0  16 69 1600 0.0012 0.0155 0.304 0 
9 30 700 0.0019 0.0183 0.29 0  39 70 2000 0.0008 0.0078 0.36 0 
9 36 900 0.0022 0.0196 0.34 0  2 53 1000 0 0.0181 0 1 
9 36 900 0.0022 0.0196 0.34 0  6 54 1000 0 0.025 0 1.07 
30 31 500 0.0013 0.0187 0.333 0  10 55 1000 0 0.02 0 1.07 
30 32 500 0.0024 0.0288 0.488 0  19 56 1000 0.0007 0.0142 0 1.03 
31 38 500 0.0011 0.0147 0.247 0  20 57 1000 0.0009 0.018 0 1.009 
32 33 1100 0.0008 0.0099 0.168 0  22 58 1000 0 0.0143 0 1.01 
33 34 1100 0.0011 0.0157 0.202 0  23 59 1000 0.0005 0.0272 0 1 
33 38 500 0.0036 0.0444 0.693 0  25 60 1000 0.0006 0.0232 0 1.01 
34 35 700 0.0001 0.0074 0 1  29 61 1000 0.0008 0.0156 0 1.01 
34 36 1100 0.0033 0.0111 1.45 0  31 62 1000 0 0.026 0 1 
35 45 700 0.0007 0.0175 1.39 0  32 63 1500 0 0.013 0 1 
36 37 4000 0.0005 0.0045 0.32 0  36 64 2000 0 0.0075 0 1 
37 43 700 0.0005 0.0276 0 0  37 65 10000 0 0.0033 0 1.02 
38 46 500 0.0022 0.0284 0.43 0  41 66 10000 0 0.0015 0 1 
39 44 1000 0 0.0411 0 0  42 67 10000 0 0.0015 0 1 
39 45 700 0 0.0839 0 0  52 68 10000 0 0.003 0 1 
40 48 900 0.002 0.022 1.28 
 
 16 69 1600 0.0012 0.0155 0.304 0 
43 44 700 0.0001 0.0011 0 0  39 70 2000 0.0008 0.0078 0.36  
 
209 
 APPENDIX E TRAINING OF RECURRENT NEURAL 
NETWORKS 
 
E.1 Recurrent Neural Networks (RNNs) 
An in-depth description on RNNs, RNN training algorithms, and RNN control 
applications is provided in [131]. This appendix is intended to provide a brief summary on  
the RNN structure and training algorithm used in this dissertation work. 
A typical RNN with one hidden layer is shown in Figure E.1, where f(·) is the activation 
function for the hidden layer and g(·) is the activation function for the output layer. For an n-
dimensional input vector, x(k), an m-dimensional internal vector, s(k), and a o-dimensional 
output vector, y(k), an RNN can be expressed as 
( ) [ ( 1) ( )]
( ) [ ( )]
s i
o
s k f W s k W x k
y k g W s k
. 
(E.1) 




( ) { [ ( 1) ( )]}
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o s i
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y k g W f W s k W x k
g W f W f W s k W x k W x k
g W f W f W f W s k W x k W x k W x k
, 
(E.2) 
where the subscript for f(·) is an index for unfolding depth. All fi(·)’s are the same function but 











x(k): n x 1
s(k): m x 1
y(k): o x 1
Wi: m x n
Ws: m x m
Wo: o x m
 




















Figure E.2 An RNN with an unfolded depth of three. 
 
E.2 Calculating the Gradients for an RNN 
Because of the recurrent loop, the gradient of an RNN output with respect to its weights 
may depend on all of the historical inputs. A look-back parameter, the truncated depth h, is 
thus defined when calculating the gradient of an RNN. For an error scalar E(k), the gradient 
of E(k) with respect to Wo is given by 
1
1
( ) ( )
[ ] ( ) '
( )o o mo oo m





where the dimension of each quantity is given behind the “|” symbol, [ ]g  is an o×o diagonal 
matrix of the gradients of g(·), and the upper-right prime symbol means transpose. The gradient 
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where all [ ]if ’s are m×m diagonal matrices containing the gradients of fi(·).The gradient of E(k) 
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A larger truncated depth results in a more accurate gradient, but requires more 
computation effort (although some code optimization can be made to avoid duplicate 
computations). More importantly, for a certain truncated depth h, weights should remain 
unchanged within this backward depth. In other words, weight updates can only be carried 
212 
out every h steps. 
For the numerical simulations performed in this dissertation work, it is found that a 
truncated depth of one can yield sufficiently good training results. A truncated depth of one 
is used for training all the RNNs in the DSOPF controller presented in Chapters 4 and 5. In 
the following derivations, the truncated depth is set to one. 
E.3 Incremental Gradient Descent for Training an RNN 
After obtaining the gradients, to minimize E(k), the incremental gradient descent 
algorithm is used to update the RNN weights. The following weight updates are carried out 
in every samping step k: 
( )
( 1) ( )
( )
( 1) ( )
( )








W k W k r
W
E k
W k W k r
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E k




where ro, rs, and ri are gains controlling the step size of the weight updates. When tansig(·) or 
sigmoid(·) is used for the activation functions, their gradients are small in the saturation regions. 
Thus, rs and ri are usually larger (say five times larger for a truncated depth of one) than ro to 
compensate for the magnitude drops introduced by the additional gradient operations. ro could 




 APPENDIX F WIND OPTIMAL BIDDING IN COMBINED 
ENERGY-AND-RESERVE MARKET 
 
An optimal wind plant bidding scheme is to maximize the expected revenue, as in 
max
max [ ( , )]
  s.t. 0,









Given a probabilistic wind forecast, f(Pw), using the revenue equation (6.8), the 
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The expected revenue’s partial derivatives with respect to Pc and URc are given by 
[ ( , )]
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The optimal bidding scheme problem, (F.1), has three inequality constraints. The 
necessary conditions for optimality are given by the Karush–Kuhn–Tucker (KKT) 
conditions [123], as in 
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(F.5) 
which are solved by the following analysis. Define  
,   E UR UR E




a) If none of the constraints is binding, i.e., Pmax - Pc - URc > 0, Pc > 0, and URc > 0, 
from (F.5), 
[ ( , )] [ ( , )]
0c c c c
c c




From (F.3) and (F.4), solution to (F.7) is given by  
* 1 * 1 *( ) ( )c c cP F A UR F B P， , (F.8) 
In order for the assumption of no binding constraint to be true, from (F.8), it is required that 0 < 
A < B < 1. Note that 
Pc + URc < Pmax    B < 1 
Pc > 0    A > 0 
URc > 0    B - A > 0 
(F.9) 
Also note that under Price Assumption I, B ≤ 1. Thus, the maximum power inequality can only 
be boundary binding, which has the same optimal solution as when it is not binding. From (F.9), 
(F.8) is the optimal strategy when 0 < A < B ≤ 1. In the following analysis, the maximum power 
inequality is not considered as a binding constraint. 
b) If A > 0 and A ≥ B, from (F.9), only URc becomes a binding constraint, i.e., Pmax - Pc - 
URc ≥ 0, Pc > 0, and URc = 0. From (F.5), 
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3
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The solution to URc = 0 and [ ( , )] / 0c c cE R P UR P  is given by  





With (F.11) and A ≥ B, [ ( , )] / 0c c cE R P UR UR  and (F.10) is satisfied. Therefore, (F.11) is 
the optimal strategy when A > 0 and A ≥ B. 
c) If A ≤ 0, from (F.9), Pc becomes a binding constraint, i.e., Pc = 0. Note that when A ≤ 
0, πE+ ≤ πE ≤ πUR and B ≥ 0, which implies A ≤ B. Thus, whenever Pc becomes a binding 
constraint, URc will be either nonbinding or boundary binding. URc can then be treated as 
nonbinding in this case. From (F.5), 
2
[ ( , )] [ ( , )]
0,   0c c c c
c c




The solution to Pc = 0 and [ ( , )] / 0c c cE R P UR UR  is given by 
* * 10, ( )c cP UR F B . (F.13) 
With A ≤ 0, [ ( , )] / 0c c cE R P UR P  and (F.12) is satisfied. Therefore, (F.13) is the optimal 
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