In this Letter, we apply combined linear detector/parallel interference cancellation (PIC) detectors to jointly decode symbols in a multiple access chaotic-sequence spread-spectrum communication system. In particular, three different types of linear detectors, namely single-user detector, decorrelating detector and minimum mean-square-error detector, are used to estimate the transmitted symbols at the first stage of the PIC detector. The technique for deriving the approximate bit error rate (BER) is described and computer simulations are performed to verify the analytical BERs.
Introduction
Spread-spectrum digital modulation schemes based on chaotic sequence was first proposed by HeidariBateni and McGillem [1994] , and Parlitz and Ergezinger [1994] . By assigning different chaotic sequences to different users, multiple access in chaotic-sequence spread-spectrum systems can be accomplished [Yang & Chua, 1997 ]. Since each transmitted symbol is spread by a chaotic sequence of finite length, there exist finite nonzero crosscorrelations between the spread symbols from different users. This introduces interference among the users and limits the performance of the system when the users' symbols are decoded independently.
Multiuser detection is an effective technique to reduce mutual interference between users in a multiple access environment. Multiuser detectors can be broadly categorized into linear and nonlinear types.
For the linear detectors, a linear transformation is performed at the receiver to mitigate the multiuser interference [Lupas & Verdú, 1989; Lupas & Verdú, 1990; Verdú, 1986; Xie et al., 1990] whereas nonlinear detectors cancel the interference in several stages by subtracting the reconstructed signals from the received signals [Hui & Letaief, 1998; Xue et al., 2000; Yoon & Ness, 2002; Yoon et al., 1993] . Recently, two nonlinear multiuser detectors, namely parallel interference cancellation (PIC) and the successive interference cancellation (SIC) detectors, have been applied to a chaotic-sequence spread-spectrum communication system [Argüello et al., 2002] . The performance, however, has only been evaluated by computer simulations and no analytical BER has been derived. Also, the combined effects of the linear and nonlinear multiuser detectors have not been examined. In this Letter, we study three types of linear detectors applied in conjunction with parallel interference cancellation (PIC) detector in a multiple access chaotic-sequence spread-spectrum (MA-CSSS) communication system [Tam et al., 2003] . The linear detectors include conventional single-user detector, multiuser decorrelating detector (DD) and multiuser minimum mean-squareerror (MMSE) detector [Madsen & Cho, 1999; Tam et al., 2002 Tam et al., , 2004 . In Sec. 2, we give an overview of the MA-CSSS system. The structure of the PIC detector is described and the decision-making mechanism is presented. The technique for deriving the approximate bit error rates (BERs) for the PIC detectors (i.e. conventional/PIC, DD/PIC and MMSE/PIC detectors) is also shown. Finally, in Sec. 3, brute-force simulation results are presented and compared with the approximate BER values.
2. System Description 2.1. Multiple access chaotic-sequence spread-spectrum communication system
Consider an N -user multiple access chaoticsequence spread-spectrum (MA-CSSS) communication system shown in Fig. 1 . Denote the lth transmitted symbol for the ith user by d
l , which assumes the value "+1" or "−1" with equal probability. Also, we represent the chaotic sequence used to spread the binary symbol sequence of the ith user by {x
Assuming a spreading factor of γ, the transmitted signal for the ith user at the lth symbol duration, i.e. at time k = (l − 1)γ + 1, (l − 1)γ + 2, . . . , lγ, can thus be expressed as
The overall transmitted signal of the system at time k is thus given by
Assuming a simple additive white Gaussian noise (AWGN) channel, the received signal equals
where ξ k is an AWGN sample with zero mean and variance N 0 /2. Assume that the chaotic spreading sequences can be reproduced exactly at the receiver. It is readily shown that when conventional singleuser detectors are employed, as in Fig. 1 , the output of the jth correlator (j = 1, 2, . . . , N ), denoted by y
l , is equal to and the decoded symbol, denoted byd
where sgn [·] represents the sign function. In (4), the first term represents the desired signal, the second term denotes the inter-user interference and the third term comes from noise. It can be seen that the existence of the inter-user interference, which is nonzero, limits the performance of the system even when the noise power is small.
Parallel interference cancellation (PIC ) detector
A parallel interference cancellation (PIC) detector with multiple stages is shown in Fig. 2 . At the zeroth stage of the PIC detector, the transmitted symbols are first estimated using a linear detector such as a conventional single-user detector, decorrelating detector or MMSE detector [Tam et al., 2002 [Tam et al., , 2004 . At each of the subsequent stages, the interuser interference will be estimated and removed from the decision statistics. The structure of the nth (n ≥ 1) stage of the PIC detector is shown in Fig. 3 . The transmitted symbols estimated by the previous stage are first spread by the corresponding chaotic sequences so as to approximate the transmitted signals for all users. Then, the inter-user interference is reconstructed and subtracted from the received signal for each of the users. At the nth stage, the output of the jth correlator is given by
and the symbol is estimated again according to the sign of y
It can be easily seen that when some symbols are correctly estimated, i.e. d
l,(n−1) for some i ∈ {1, 2, . . . , N }, some of the inter-user interference is eliminated and the estimation process becomes more reliable.
Performance analysis
Consider the nth stage of the PIC detector. Without loss of generality, we consider the jth user in an N -user system and we derive the probability of error for the first symbol, i.e. l = 1. For brevity, we omit the subscript l in the following analysis. Define
where T represents the transpose and
denotes the difference between the transmitted symbol of the ith user and the estimated symbol at the (n − 1)th stage of the PIC detector. The input to the jth threshold detector, Eq. (6), is now rewritten as
Note that if the estimated symbol for the ith user is correct, i.e.
(n−1) becomes zero and the interference from the ith user is eliminated. However, when
Under such a condition, the interference may contribute positively or negatively to the required signal of the jth user, depending on the signs of
Assume that the transmitted symbol is "+1" for the jth user. For a given D (j) (n−1) , the mean and variance of y (j) (n) can be shown equal to, respectively,
where E[·] and var [·] represent the expectation and variance operators, respectively, and cov[A, B] denotes the covariance between A and B. In the derivations of (11) and (12), we have assumed that the chaotic sequences are independent of one another because they are derived from different generators. Also, the mean value of each chaotic sequence is zero in order to avoid transmitting any non-information-bearing dc components. Using a similar procedure, we can derive
(n−1) ) are normal when γ is large, it can be readily shown that the conditional error probabilities of both cases are the same, i.e.
where erfc [·] denotes the complementary error function [Proakis, 1995] . Therefore, the bit error probability for the j user at the nth stage of the PIC detector can be computed from
(n−1) ))
and Prob(D
(n−1) ) is calculated using
denoting the transmitted symbol vector. Note that in (14) and (15), there are a lot of terms to compute because a large number of possible combinations have to be considered. Instead of dealing with such a large number of terms, we make use of a simpler approach to calculate the bit error rate. Suppose that under the given condition D 
With the introduction of N e (j) (n−1) , the bit error probability in (14) can be expressed as
where
By computing the probability of occurrence of N e
(n−1) ∈ {0, 1, . . . , N −1} and using (17)-(19), the bit error rate at the nth stage of the PIC detector, BER (j) (n) , can be found. In addition, Prob(N e (j) (n−1) = u) is only significant when u is very small. Therefore, not more than a few values of u need to be considered.
Results and Discussions
Assume that all users use the cubic map [Geisel & Fairen, 1984] x k+1 = 4x
to generate the chaotic sequences and each user uses a different initial condition. It is readily shown that the mean value of each chaotic sequence is zero. Also, the mean and variance in (19) and (17) can be simplified to, respectively,
and var[y
2 s + γN 0 P s /2 (22) where P s denotes the average power of the chaotic sequence and is given by
For brevity, we define
As a consequence, the bit error probability for the j user at the nth stage of the PIC detector can now be computed using
denotes the average bit energy. Three linear detectors, namely conventional single-user detector, decorrelating detector (DD) and minimum mean-square-error (MMSE) detector, have been applied as the first stage (Stage 0) of the PIC detector. These combined detectors are termed as, respectively, conventional/PIC, DD/PIC and MMSE/PIC detectors. We assume that the cubic map defined as in (20) is used by all users, and each uses a different initial condition. Also, the spreading factor (γ) is 100 and the number of users (N ) is 10. We also assume that Prob(N e (j) (n−1) = u) is small when u is large. Therefore, in our analysis, we assume that Prob(N e (j) (n−1) = u) is negligible under the following circumstances and the corresponding terms are neglected in the computation of (25).
• u ≥ 3 for the conventional/PIC detector at the first stage (n = 1).
• u ≥ 2 for the conventional/PIC detector at the second stage and beyond.
• u ≥ 2 for the DD/PIC detector at the first stage and beyond.
• u ≥ 2 for the MMSE/PIC detector at the first stage and beyond.
Details on the calculations of Prob(N e (j)
(n−1) = u) can be found in the Appendix.
Figures 4-6, respectively, plot the simulated BERs for the conventional/PIC, DD/PIC and MMSE/PIC detectors, at various stages. The BER for a single-user system, which is equivalent to an interference-free system, is also given as a reference. For all the detectors under study, the BERs at Stage 1 are lower than those at Stage 0. For the conventional/PIC detector, the BER at Stage 2 is further reduced compared to that at Stage 1. The BER results for the conventional/PIC detector with three stages, the DD/PIC and the MMSE/PIC detectors with two stages, are close to that of the single-user system. When the number of stages is further increased, no improvement is observed. Overall, the results indicate that the parallel interference cancellation technique can further enhance the performance of linear multiuser detectors. With a low BER at Stage 0 and at subsequent stages, it is well justified that terms corresponding to large value of u can be ignored in the computation of (25).
Figures 7 to 9 plot the approximate BERs (using (25)) and the brute-force (BF) simulated BERs when the PIC detectors are applied. It can be observed that the approximate and the simulated results agree with each other for all the PIC detectors under study. Finally, we compared the simulated BERs for the conventional/PIC, DD/PIC and MMSE/PIC detectors. The results shown in Fig. 10 indicate that the BERs for the DD/PIC and MMSE/PIC detectors are almost the same. At Stage 1 of the PIC detector, the performances of the DD/PIC and MMSE/PIC detectors are better than that of the conventional/PIC detector. With an additional stage (Stage 2), the conventional/PIC can achieve the same performance as the DD/PIC and MMSE/PIC detectors.
Conclusion
In this Letter, we have applied three combined linear detector/parallel interference cancellation (PIC) detectors, namely conventional single-user detector/PIC, decorrelating detector/PIC and minimum mean-square-error/PIC detectors to a multiple access chaotic-sequence spread-spectrum communication system. The technique for deriving the approximate BERs has been described. It is found that the approximate BERs agree with the simulation results. Also, it is shown that the PIC detectors can further improve the bit error performance compared to that of the linear multiuser detectors. With only one or two PIC stages, the bit error performance of the PIC detectors approaches to that of a single-user (interference free) system. Increasing the number of PIC stages further will not enhance the bit error performance because the system is now limited by noise.
Probability that
The probability that N e (j) (n−1) = 1 can be shown equal to [Madsen & Cho, 1999] Prob(N e (j)
We approximate Prob(N e (j) (n−1) = 1) by its upper bound (N −1)BER (j) (n−1) . The approximation is good when the probability of error of each user is small, e.g. less than 0.05. Using the analytical BERs of the linear detectors, namely the conventional singleuser detector, decorrelating detector and MMSE detector [Tam et al., 2002 [Tam et al., , 2004 , as the BER values of the zeroth stage (denoted by BER (j) (0) ), and by applying (A.4) and (25) repeatedly, the probability that N e (j) (n−1) = 1 at the (n − 1)th stage can be found.
Probability that N e (j) (n−1) = 2 Using a similar approach, the probability that N e (j) (n−1) = 2 is given by
In the case where a conventional single-user detector is used as the zeroth stage of the PIC detector, i.e. n = 1, the probability that N e (j) (0) = 2 can be evaluated by
where y (i) (0) and y (v) (0) represent the outputs of the ith and vth correlators, respectively, in the single-user detectors. In (A.6), f (ψ, ω) denotes the two-dimensional (bivariate) normal probability density function (pdf) of ψ and ω and is given by
where ρ is the correlation coefficient between ψ and ω, and is defined as
It is readily shown that
= 2) can be simplified to
, y
. (A.10)
Similar to the case for N e (j) (n−1) = 1, we approximate Prob N e (j) (0) = 2 by its upper bound given in (A.10).
Probability that N e (j) (n−1) ≥ 3
The probability that N e 
(A.14)
The u-dimensional normal pdf of Y for a given vector d is denoted by f (Y|d ). It is represented by .15) where
16) U −1 is the u × u covariance matrix of the random variables ψ (1) , ψ (2) , . . . , ψ (u) , and det[·] denotes the determinant operator. 

