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Figure 1: One can take 1) New Guinea 3264 × 4928 landscape photo, learn 2) a manifold of 2D texture embeddings for this photo,
visualize 3) texture map for the image and perform 4) texture detection for a patch using distances between learned embeddings.
Abstract
We propose a novel multi-texture synthesis model based
on generative adversarial networks (GANs) with a user-
controllable mechanism. The user control ability allows to
explicitly specify the texture which should be generated by
the model. This property follows from using an encoder
part which learns a latent representation for each texture
from the dataset. To ensure a dataset coverage, we use
an adversarial loss function that penalizes for incorrect re-
productions of a given texture. In experiments, we show
that our model can learn descriptive texture manifolds for
large datasets and from raw data such as a collection of
high-resolution photos. Moreover, we apply our method to
produce 3D textures and show that it outperforms existing
baselines.
1. Introduction
Textures are essential and crucial perceptual elements in
computer graphics. They can be defined as images with
repetitive or periodic local patterns. Texture synthesis mod-
els based on deep neural networks have recently drawn a
great interest to a computer vision community. Gatys et
al. [10, 12] proposed to use a convolutional neural network
as an effective texture feature extractor. They proposed to
use a Gram matrix of hidden layers of a pre-trained VGG
network as a descriptor of a texture. Follow-up papers
*equal contribution
[16, 35, 23] significantly speed up a synthesis of texture by
substituting an expensive optimization process in [10, 12]
to a fast forward pass of a feed-forward convolutional net-
work. However, these methods suffer from many problems
such as generality inefficiency (i.e., train one network per
texture) and poor diversity (i.e., synthesize visually indis-
tinguishable textures).
Recently, Periodic Spatial GAN (PSGAN) [2] and Di-
versified Texture Synthesis (DTS) [24] models were pro-
posed as an attempt to partly solve these issues. PSGAN
and DTS are multi-texture synthesis models, i.e., they train
one network for generating many textures. However, each
model has its own limitations (see Table 2). PSGAN has
incomplete dataset coverage, and a user control mechanism
is absent. Lack of dataset coverage means that it can miss
Table 1: Comparison of multi-texture synthesis methods
PSGAN [2] DTS [24] Ours
multi-texture X X X
user control X X
dataset coverage X X
scalability with respect
to dataset size
X X
ability to learn textures
from raw data
X X
unsupervised texture
detection
X
applicability to 3D X X
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Figure 2: Training pipeline of the proposed method
some textures from the training dataset. The absence of a
user control does not allow to explicitly specify the texture
which should be generated by the model in PSGAN. DTS
is not scalable with respect to dataset size, cannot be ap-
plied to learn textures from raw data and to synthesize 3D
textures. It is not scalable because the number of parame-
ters of the DTS model linearly depends on the number of
textures in the dataset. The learning from raw data means
that the input for the model is a high-resolution image as in
Figure 1 and the method should extract textures in an un-
supervised way. DTS does not support such training mode
(which we call fully unsupervised) because for this model
input textures should be specified explicitly. The shortage
of generality to 3D textures in DTS model comes from in-
applicability of VGG network to 3D images.
We propose a novel multi-texture synthesis model which
does not have limitations of PSGAN and DTS methods. Our
model allows for generating a user-specified texture from
the training dataset. This is achieved by using an encoder
network which learns a latent representation for each texture
from the dataset. To ensure the complete dataset coverage
of our method we use a loss function that penalizes for in-
correct reproductions of a given texture. Thus, the generator
is forced to learn the ability to synthesize each texture seen
during the training phase. Our method is more scalable with
respect to dataset size compared to DTS and is able to learn
textures in a fully unsupervised way from raw data as a col-
lection of high-resolution photos. We show that our model
learns a descriptive texture manifold in latent space. Such
low dimensional representations can be applied as useful
texture descriptors, for example, for an unsupervised texture
detection (see Figure 1). Also, we can apply our approach to
3D texture synthesis because we use fully adversarial losses
and do not utilize VGG network descriptors.
We experimentally show that our model can learn large
datasets of textures. We check that our generator learns
all textures from the training dataset by conditionally syn-
thesizing each of them. We demonstrate that our model
can learn meaningful texture manifolds as opposed to PS-
GAN (see Figure 6). We compare the efficiency of our ap-
proach and DTS in terms of memory consumption and show
that our model is much more scalable than DTS for large
datasets.
We apply our method to 3D texture-like porous media
structures which is a real-world problem from Digital Rock
Physics. Synthesis of porous structures plays an important
role [39] because an assessment of the variability in the in-
herent material properties is often experimentally not feasi-
ble. Moreover, usually it is necessary to acquire a number of
representative samples of the void-solid structure. We show
that our method outperforms a baseline [27] in the porous
media synthesis which trains one network per texture.
Briefly summarize, we can highlight the following key
advantages of our model:
• user control (conditional generation),
• full dataset coverage,
• scalability with respect to dataset size,
• ability to learn descriptive texture manifolds from raw
data in a fully unsupervised way,
• applicability to 3D texture synthesis.
2. Proposed Method
We look for a multi-texture synthesis pipeline that can
generate textures in a user-controllable manner, ensure full
dataset coverage and be scalable with respect to dataset size.
We use an encoder network Eϕ(x) which allows to map
textures to a latent space and gives low dimensional repre-
sentations. We use a similar generator network Gθ(z) as in
PSGAN.
The generator Gθ(z) takes as an input a noise tensor z ∈
Rd×hz×wz which has three parts z = [zg, zl, zp]. These
parts are the same as in PSGAN:
• zg ∈ Rdg×hz×wz is a global part which determines the
type of texture. It consists of only one vector z¯g of size
dg which is repeated through spatial dimensions.
• zl ∈ Rdl×hz×wz is a local part and each element
zlkij is sampled from a standard normal distribution
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Figure 3: The architecture of the discriminator on pairs Dτ (x, y).
N (0, 1) independently. This part encourages the di-
versity within one texture.
• zp ∈ Rdp×hz×wz is a periodic part and zpkij =
sin(ak(z
g)·i+bk(zg)·j+ξk) where ak, bk are trainable
functions and ξk is sampled from U [0, 2pi] indepen-
dently. This part helps generating periodic patterns.
We see that for generating a texture it is sufficient to put
the vector z¯g as an input to the generator Gθ because zl is
obtained independently from N (0, 1) and zp is computed
from zg . It means that we can consider z¯g as a latent rep-
resentation of a corresponding texture and we will train our
encoder Eϕ(x) to recover this latent vector z¯g for an input
texture x. Further, we will assume that the generator Gθ(z)
takes only the vector z¯g as input and builds other parts of
the noise tensor from it. For simplicity, we denote z¯g as z.
The encoder Eϕ(x) takes an input texture x and returns
the distribution qϕ(z|x) = N (µϕ(x), σ2ϕ(x)) of the global
vector z (the same as z¯g) of the texture x.
Then we can formulate properties of the generatorGθ(z)
and the encoder Eϕ(x) we expect in our model:
• samples Gθ(z) are real textures if we sample z from a
prior distribution p(z) (in our case it is N (0, I)).
• if zϕ(x) ∼ qϕ(z|x) then Gθ(zϕ(x)) has the same tex-
ture type as x.
• an aggregated distribution of the encoder Eϕ(x)
should be close to the prior distribution p(z), i.e.
qϕ(z) =
∫
qϕ(z|x)p∗(x)dx ≈ p(z) where p∗(x) is
a true distribution of textures.
• samplesGθ(zϕ) are real textures if zϕ is sampled from
aggregated qϕ(z).
To ensure these properties we use three types of adver-
sarial losses:
• generator matching: Lx for matching the distribution
of both samples Gθ(z) and reproductions Gθ(zϕ) to
the distribution of real textures p∗(x).
• pair matching: Lxx for matching the distribution of
pairs (x, x′) to the distribution of pairs (x,Gθ(zϕ(x)))
where x and x′ are samples of the same texture. It will
ensure that Gθ(zϕ(x)) has the same texture type as x.
• encoder matching: Lz for matching the aggregated
distribution qϕ(z) to the prior distribution p(z).
We consider exact definitions of these adversarial losses
in Section 2.1. We demonstrate the whole pipeline of the
training procedure in Figure 2 and in Appendix B.
2.1. Generator & Encoder Objectives
Generator Matching. For matching both samples
Gθ(z) and reproductions Gθ(zϕ) to real textures we use a
discriminatorDψ(x) as in PSGAN which maps an input im-
age x to a two-dimensional tensor of spatial size s× t. Each
elementDijψ (x) of the discriminator’s output corresponds to
a local part x and estimates probability that such receptive
field is real versus synthesized by Gθ. Then a value func-
tion Vx(θ, ψ) of such adversarial game min
θ
max
ψ
Vx(θ, ψ)
will be the following:
Vx(θ, ψ) =
1
st
s,t∑
i,j
[
Ep∗(x) logDijψ (x)+ (1)
+Ep(z) log(1−Dijψ (Gθ(z))) + Eqϕ(z) log(1−Dijψ (Gθ(zϕ)))
]
As in [13] we modify the value function Vx(θ, ψ) for the
generator Gθ by substituting the term log(1 − Dijψ (·)) to
− logDijψ (·). So, the adversarial loss Lx is
Lx(θ) = − 1
st
s,t∑
i,j
[
Ep(z) logDijψ (Gθ(z))+ (2)
+Eqϕ(z) logD
ij
ψ (Gθ(zϕ))
]
→ min
θ
Pair Matching. The goal is to match fake pairs
(x,Gθ(zϕ(x))) to real ones (x, x′) where x and x′ are sam-
ples of the same texture (in practice, we can obtain real pairs
by taking two different random patches from one texture).
For this purpose we use a discriminator Dτ (x, y) of special
architecture which is provided in Figure 3. The discrimi-
nator Dτ (x, y) takes two input images and convolves them
separately with the same convolutional layers. After obtain-
ing embedded tensors with dimensions c × h × w for each
input image, we reshape each tensor to a matrix with size
c × h · w. Each row in these matrices represents an em-
bedding for the corresponding receptive field in the initial
images. Then we calculate pairwise element products of
these two matrices which gives us a tensor with dimension
c × h · w × h · w. We convolve it with two convolutional
layers using 1 × 1 kernels and obtain a two-dimensional
matrix of size h · w × h · w. The element in the i-th row
and j-th column of this matrix represents the mutual simi-
larity between the corresponding receptive field in the first
image and the one in the second image. Then we average
this matrix row-wisely (for x) and column-wisely (for y).
We obtain two vectors of sizes h · w and reshape them into
matrices with dimensions h × w. To simplify the notation,
we concatenate these matrices into a matrix h × 2w, then
we take element-wise sigmoid and output it as a matrix of
discriminator’s probabilities like in PSGAN.
We consider the following distributions:
• p∗xx(x, y) over real pairs (x, y) where x and y are ex-
amples of the same texture;
• pθ,ϕ(x, y) over fake pairs (x, y) where x is a real tex-
ture and y is its reproduction, i.e., y = Gθ(zϕ(x)).
We denote the dimension of the discriminator’s output
matrix as p × q and Dijτ (x, y) as the ij-th element of this
matrix. The value function Vxx(θ, ϕ, τ) for this adversarial
game min
θ,ϕ
max
τ
Vxx(θ, ϕ, τ) is
Vxx(θ, ϕ, τ) =
1
pq
p,q∑
i,j
[
Ep∗xx(x,y) logD
ij
τ (x, y) +
+ Epθ,ϕ(x,y) log(1−Dijτ (x, y))
]
(3)
The discriminator Dτ tries to maximize the value function
Vxx(θ, ϕ, τ) while the generator Gθ and the encoder Eϕ
minimize it.
Then the adversarial loss Lxx is
Lxx(θ, ϕ) = − 1
pq
p,q∑
i,j
Epθ,ϕ(x,y) logD
ij
τ (x, y)→ min
θ,ϕ
(4)
To compute gradients Lxx(θ, ϕ) with respect to ϕ parame-
ters we use a reparameterization trick [18, 30, 34].
Encoder Matching. We need to use encoder matching
because otherwise if we use only one objective Lxx(θ, ϕ)
for training the encoder Eϕ(x) then embeddings for tex-
tures can be very far from samples z that come from the
prior distribution p(z). It will lead to unstable training of
the generator Gθ(z) because it should generate good im-
ages both for samples from the prior p(z) and for embed-
dings which come from the encoder Eϕ.
Therefore, to regularize the encoder Eϕ we match the
prior distribution p(z) and the aggregated encoder distri-
bution qϕ(z) =
∫
qϕ(z|x)p∗(x)dx using the discriminator
Dζ(z). It classifies samples z from p(z) versus ones from
qϕ(z). The minimax game of Eϕ(x) and Dζ is defined as
min
ϕ
max
ζ
Vz(ϕ, ζ), where Vz(ϕ, ζ) is
Vz(ϕ, ζ) = Ep(z) logDζ(z) (5)
+Eqϕ(z) log(1−Dζ(z))
To sample from qϕ(z) we should at first sample some tex-
ture x then sample z from the encoder distribution by z =
µϕ(x) + σϕ(x) ∗ ε, where ε ∼ N (0, I). The adversarial
loss Lz(ϕ) is
Lz(ϕ) = −Eqϕ(z) logDζ(z)→ minϕ (6)
As for the loss Lxx(θ, ϕ), we compute gradients of Lz(ϕ)
with respect to ϕ using the reparameterization trick.
Final Objectives. Thus, for both the generator Gθ and
the encoder Eϕ we optimize the following objectives:
• the generator Gθ loss
L(θ) = α1Lx(θ) + α2Lxx(θ, ϕ)→ min
θ
(7)
• the encoder Eϕ loss
L(ϕ) = β1Lz(ϕ) + β2Lxx(θ, ϕ)→ min
ϕ
(8)
In experiments, we use α1 = α2 = β1 = β2 = 1.
3. Related Work
Traditional texture synthesis models can broadly be di-
vided into two categories: non-parametric and parametric.
Non-parametric methods [7, 8, 19, 40] synthesize new tex-
ture by repeating and resampling local patches from the
given example. Such techniques allow obtaining large tex-
tures. However, these approaches require heavy computa-
tions and can be slow. Parametric approaches [14, 28] con-
sider an explicit model of textures by introducing statistical
measures. To generate new texture, we should run an op-
timization process which matches the statistics of the syn-
thesized image and a given texture. The method [28] shows
good results in generating different textures. The main limi-
tations of this approach are its high time complexity and the
need to define handcrafted statistics for matching textures.
Deep learning methods were shown to be an efficient
parametric model for texture synthesis. Papers of Gatys et
al. [10, 12] are a milestone: they proposed to use Gram ma-
trices of VGG intermediate layer activations as texture de-
scriptors. This approach allows for generating high-quality
images of textures [10] by running an expensive optimiza-
tion process. Subsequent works [35, 16, 23] significantly
accelerate a texture synthesis by approximating this opti-
mization procedure by fast feed-forward convolutional net-
works. Further works improve this approach either by using
optimization techniques [9, 11, 22], introducing an instance
normalization [37, 36] or applying GANs-based models for
non-stationary texture synthesis [42]. These methods have
significant limitations such as the requirement to train one
network per texture and poor diversity of samples.
Multi-texture synthesis methods. DTS [24] was intro-
duced by Li et al. as a multi-texture synthesis model. It
consists of one feed-forward convolutional network which
takes one-hot vector corresponding to a specific texture and
a noise vector, passes them through convolutional layers
and generates an image. Such architecture makes DTS non-
scalable for large datasets because the number of model
parameters depends linearly on the dataset size. It cannot
learn from raw data in a fully unsupervised way because in-
put textures for this model should be specified explicitly by
one-hot vectors. Also, this method is not applicable for 3D
textures because it utilizes VGG Gram matrix descriptors
which are suitable only for 2D images.
Spatial GAN (SGAN) model [15] was introduced by
Jetchev et al. as the first method where GANs [13] are ap-
plied to texture synthesis. It showed good results on certain
textures, surpassing the results of [10]. Bergmann et al. [2]
improved SGAN by introducing Periodic Spatial GAN (PS-
GAN) model. It allows learning multiple textures due to an
input noise in this method has a hierarchical structure. Since
PSGAN optimizes only vanilla GAN loss it does not ensure
the full dataset coverage. It is also known as mode collapse
and it is considered as a common problem in GAN models
[1, 29, 33]. Also this method does not allow conditional
generating of textures, i.e. we cannot explicitly specify the
texture which should be generated by the model.
Our model is based on GANs with an encoder network
which allows mapping an input texture to a latent embed-
ding. There are many different ways to train an autoen-
coding GANs [31, 38, 3, 6, 5, 21, 43]. The main part in
such models is the objective which is responsible for accu-
rate reproduction of a given image by the model. Standard
choices are L1 and L2 norms [31, 38, 43] or perceptual dis-
tances [3]. For textures, the VGG Gram matrix-based loss
is more common [10, 35, 16]. We use the adversarial loss
for this purpose inspired by [41] where it is used for image
synthesis guided by sketch, color, and texture. The benefit
of such loss is that it can be easily applied to 3D textures.
Previous works [27, 39] on synthesizing 3D porous material
used GANs-based methods with 3D convolutional layers in-
side a generator and a discriminator. However, they trained
separate models for each texture. We show that our model
allows to learn multiple 3D textures with a conditional gen-
eration ability.
4. Experiments
In experiments, we train our model on scaly, braided,
honeycomb and striped categories from Oxford Describ-
able Textures Dataset [4]. These are datasets with natural
textures in the wild. We use the same fully-convolutional
architecture for Dψ(x), Gθ(z) as in PSGAN [2]. We used
a spectral normalization [26] for discriminators that signifi-
cantly improved training stability. For Eϕ(x) we used sim-
ilar architecture as for Dψ(x). Global dimension dg was
found to be a sensitive parameter and we choose it sepa-
(a) PSGAN-5D samples (b) Our-2D model samples
(c) Our-2D model reproductions. Columns 1,4,7,10 are real tex-
tures, others are reproductions
Figure 4: Examples of generated/reproduced textures from
PSGAN and our model
rately for different models. The encoder Eϕ network out-
puts a tensor with 2dg channels followed by global average
pooling to get parameters µg , log σg for encoding distribu-
tion q(z | x) = N (µg(x), σ2g(x)). As in PSGAN model we
fix dl = 20 and dp = 4. For the discriminator Dτ (x, y)
we used the architecture described in Figure 3. A com-
plete reference for network architectures can be found in
Appendix C.
4.1. Inception Score for Textures
It is a common practice in natural image generation to
evaluate a model that approximates data distribution p∗(x)
using Inception Score [32]. For this purpose Inception net-
work is used to get label distribution p(t|x). Then one cal-
culates
IS = exp
{
Ex∼p∗(x) KL
(
p(t|x)‖p(t))} , (9)
where p(t) = Ex∼p∗(x)p(t|x) is aggregated label distribu-
tion. The straightforward application of Inception network
does not make sense for textures. Therefore, we train a clas-
sifier with an architecture similar* to Dψ(x) to predict tex-
ture types for a given texture dataset. To do that properly,
we manually clean our data from duplicates so that every
texture example has a distinct label and use random crop-
ping as data augmentation. Our trained classifier achieves
100% accuracy on a scaly dataset. We use this classifier
to evaluate Inception Score for models trained on the same
texture dataset.
4.2. Unconditional and Conditional Generation
For models like PSGAN we are not able to obtain re-
productions, we only have access to texture generation pro-
*The only difference is the number of output logits
(a) PSGAN-5D samples
(b) Our-2D model samples
(c) Our-2D model reproductions
Figure 5: Histogram of classifier predictions on 50000 gen-
erated samples from PSGAN (a) and Our model (b) and for
500 reproductions per class for our model (c). Each bin rep-
resents a separate texture class.
cess. One would ask for the guarantees that a model is able
to generate every texture in the dataset from only the prior
distribution. We evaluate PSGAN and our model on a scaly
dataset with 116 unique textures. After models are trained,
we estimate the Inception Score. We observed that Incep-
tion Score differs with dg and thus picked the best dg sep-
arately for both PSGAN and our model obtaining dg = 5
and dg = 2 respectively. Both models were trained with
Adam [17] (betas=0.5,0.99) with batch size 64 on a single
GPU. Their best performance was achieved in around 80k
iterations. For both models, we used spectral normalization
to improve training stability [26].
Both models can generate high-quality textures from low
dimensional space. Our model additionally can success-
fully generate reproductions for every texture in the dataset.
Figure 5 and Table 2 summarise the results for conditional
(reproductions) and unconditional texture generation. Fig-
ure indicates PSGAN may have missing textures, our model
does not suffer from this issue. Inception Score suggests
that conditional generation is a far better way to sample
Table 2: Inception Scores for conditional and unconditional
generation from PSGAN and our model. Classifier used to
compute IS achieved perfect accuracy on train data.
Model Uncond. IS Cond. IS
PSGAN-5D 73.68±0.6 NA
Our-2D 73.74±0.3 103.96±0.1
(a) PSGAN 2D manifold (b) Our model 2D manifold
Figure 6: 2D manifold for 116 textures from scaly dataset.
Our model gives paces one texture to a distinct location.
Grid is taken over [−2.25, 2.25] × [−2.25, 2.25] with step
0.225
from the model. In Figure 4 we provide samples and tex-
ture reproductions for trained models. A larger set of sam-
ples and reproductions for every texture can be found in
Appendix A.1 along with evaluations on braided, honey-
comb and striped categories from Oxford Describable Tex-
tures Dataset.
4.3. Texture Manifold
Autoencoding property is a nice to have feature for gen-
erative models. One can treat embeddings as low dimen-
sional data representations. As shown in section 4.2 our
model can reconstruct every texture in the dataset. More-
over, we are able to visualize the manifold of textures since
we trained this model with dg = 2. To compare this man-
ifold to PSGAN, we train a separate PSGAN model with
dg = 2. 2D manifolds near prior distribution for both mod-
els can be found in Figure 6. Our model learns visually bet-
ter 2D manifold and allocates similar textures nearby. Visu-
alizations for manifolds while training (for different epochs)
can be found in Appendix A.1.
4.4. Learning Texture Manifolds from Raw Data
The learned manifold in section 4.3 was obtained from
well prepared data. Real cases usually do not have clean
data and require either expensive data preparation or unsu-
pervised methods. With minor corrections in data prepara-
tion pipeline, our model can learn texture manifolds from
raw data such as a collection of high-resolution photos. To
cope with training texture manifolds on raw data, we sug-
gest to construct p∗(x, x′) in equation 3 with two crops from
almost the same location with the stochastic procedure de-
scribed in Algorithm 1. In Figure 7 we provide a manifold
learned from House photo.
4.5. Spatial Embeddings and Texture Detection
As described in sections 4.4 and 4.3, our method can
learn descriptive texture manifold from a collection of raw
Algorithm 1 Obtaining p∗(x, x′) for the training on raw
data
Given: random image I , crop size s, window size w > s
(default w = s · 1.1)
x¯ = RandomCrop(I,size=(w,w))
x = RandomCrop(x¯,size=(s, s))
x′ = RandomCrop(x¯,size=(s, s))
Return: (x, x′)
data in an unsupervised way. The obtained texture embed-
dings may be useful. Consider a large input image X , e.g.
as the first in Figure 1, and the trained G(z) and E(x) on
this image. Note that at the training stage encoder E(x) is
a fully convolutional network, followed by global average
pooling. Applied to X as-is, the encoder’s output would be
”average” texture embedding for the whole image X . Re-
placing global average pooling by spatial average pooling
with small kernel allows E(X) to output texture embed-
dings for each receptive field in the input image X . We
denote such modified encoder as E˜(x).
Z = E˜(X) is a tensor with spatial texture embeddings
for X. They smoothly change along spatial dimensions as
visualized by reconstructing them with generator G˜(Z) (de-
scribed in Appendix C) on the third picture in Figure 1.
One can take a reference patch P with a texture (e.g.,
grass) and find similar textures in image X . This is illus-
trated in the last picture in Figure 1. We picked a patch P
with grass on it and constructed a heatmap M
Mij = exp(−αd(E˜(X)ij , E(P ))2), (10)
where d(·, ·) is Euclidean distance and α = 3 in our exam-
ple. We then interpolated M to the original size of X .
This example shows that E˜(x) allows using learned em-
beddings for other tasks that have no relation to texture gen-
eration. We believe supervised methods would benefit from
adding additional features obtained in an unsupervised way.
4.6. Memory Complexity
In this section, we compare the scalability of DTS and
our model with respect to dataset size. We denote the num-
ber of parameters as M , the dataset size as N . The number
of parameters Mdts of DTS model is*
Mdts ≈ 34816 · (N + 71). (11)
We should note that DTS depends onN which is the size
of the whole dataset while the number of unique textures n
in the dataset can be much more smaller thanN . Therefore,
the method is not scalable to large datasets with duplica-
tions. To reduce memory complexity, DTS requires label-
ing. It will allow the method to find unique textures and
*we use the official implementation from this github page in file
”Model multi texture synthesis.lua”
Figure 7: Merrigum House 3872 × 2592 photo and its
learned 2D texture manifold using our model
set the size of the one-hot vector to the number of different
texture types. Our model learns textures in an unsupervised
way and instead of one-hot vector uses a low dimensional
representation of textures. In Section 4.4 we show that our
method can detect different textures from high-resolution
image without labeling. It means that our model complex-
ity depends mostly on the number of unique textures in the
dataset. The number of parameters of our model (the gen-
erator and the encoder) is
Mours ≈ 25600(d+ 336), (12)
where d is the size of latent vector z in our model, which
consists of three parts d = dg +dl+dp. In experiments, we
show that the dimension d = 26 (dg = 2, dl = 20, dp = 4)
is sufficient to learn 116 unique textures.
For example, let us consider a dataset of size 5000 which
contains 100 unique textures with 50 variations per each
one. Then for our model d will be 26 and the number of
parameters will be 9, 27 ·106. Meanwhile, DTS will require
N = 5000 and 176, 55 · 106 parameters. We see that in this
case, our model memory consumption is less by approxi-
mately 20 times than DTS.
4.7. Application to 3D Porous Media Synthesis
In this section, we demonstrate the applicability of our
model to the Digital Rock Physics. We trained our model
on 3D Porous Media structures* (i.e. see Fig. 8a) of five
different types: Ketton, Berea, Doddington, Estaillades and
Bentheimer. Each type of rock has an initial size 10003
binary voxels. As the baseline, we considered Porous Me-
dia GANs [27], which is deep convolutional GANs with 3D
convolutional layers.
(a) Real (b) Ours (c) Baseline
Figure 8: Real, synthetic (our model) and synthetic (base-
line model) Berea samples of size 1503
*All samples were taken from this site
Table 3: KL divergence between real, our and the baseline distributions of statistics (permeability, Euler characteristic, and
surface area) for size 1603. The standard deviation was computed using the bootstrap method with 1000 resamples
Permeability Euler characteristic Surface area
KL(preal, pours) KL(preal, pbaseline) KL(preal, pours) KL(preal, pbaseline) KL(preal, pours) KL(preal, pbaseline)
Ketton 5.06 ± 0.35 4.68 ± 0.56 3.66 ± 0.73 1.86 ± 0.42 1.85 ± 0.62 7.73 ± 0.18
Berea 0.49 ± 0.07 0.50 ± 0.12 0.34 ± 0.08 1.36 ± 0.25 0.33 ± 0.11 5.91 ± 0.54
Doddington 0.42 ± 0.10 3.41 ± 1.68 2.65 ± 2.29 3.35 ± 1.13 4.83 ± 2.06 7.92 ± 0.27
Estaillades 0.80 ± 0.24 3.41 ± 0.46 1.85 ± 0.29 2.05 ± 1.05 4.62 ± 0.66 6.93 ± 0.39
Bentheimer 0.47 ± 0.08 1.38 ± 0.49 1.24 ± 0.41 3.44 ± 1.91 1.20 ± 0.73 1.25 ± 0.12
Figure 9: Synthetic Berea sample of size 4283 generated
with our model
For the comparison of our model with real samples and
the baseline samples, we use permeability statistics and two
so-called Minkowski functionals [20]. The permeability is
a measure of the ability of a porous material to allow fluids
to pass through it. Minkowski functionals describe the mor-
phology and topology of 3D binary structures. In our ex-
periments, we used two functionals: Surface area and Euler
characteristic. If the considered measures on synthetic sam-
ples are close to that on real ones, it will guarantee that the
synthetic samples are valid for Digital Rock Physics appli-
cations.
We used the following experimental setup. We trained
our model on random crops of size 1603 on all types of
porous structures. We also trained five baseline models on
each type separately. Then we generated 500 synthetic sam-
ples of size 1603 of each type using our model and the base-
line model. We also cropped 500 samples of size 1603 from
the real data. As a result, for each type of structure, we
obtained three sets of objects: real, synthetic and baseline.
The visual result of the synthesis is presented in Fig. 8
for Berea. In the figure, there are three samples: real (i.e.,
cropped from the original big sample), ours and a sample of
the baseline model. Other types of porous materials along
with architecture details are presented in Appendix E. Be-
cause our model is fully convolutional, we can increase the
generated sample size by expanding the spatial dimensions
of the latent embedding z. We demonstrate the synthesized
3D porous media of size 4283 in Figure 9. Then,
1. For each real, synthetic and baseline objects we calcu-
lated three statistics: permeability, Surface Area and
Euler characteristics.
2. To measure the distance between distributions of
statistics for real, our and baseline samples we approx-
imated these distributions by discrete ones obtained us-
ing the histogram method with 50 bins.
3. Then for each statistic, we calculated KL divergence
between the distributions of the statistic of a) real and
our generated samples; b) real and baseline generated
samples.
The comparison of the KL divergences is presented at
Tab. 3 for the permeability and for Minkowski functionals.
As we can see, our model performs better accordingly for
most types of porous structures.
In this section, we showed the application of our model
to Digital Rock Physics. Our model outperforms the base-
line in most of the cases what proves its usefulness in solv-
ing real-world problems. Moreover, its critical advantage
is the ability to generate multiple textures with the same
model.
5. Conclusion
In this paper, we proposed a novel model for multi-
texture synthesis. We showed it ensures full dataset cov-
erage and can detect textures on images in the unsupervised
setting. We provided a way to learn a manifold of train-
ing textures even from a collection of raw high-resolution
photos. We also demonstrated that the proposed model ap-
plies to the real-world 3D texture synthesis problem: porous
media generation. Our model outperforms the baseline by
better reproducing physical properties of real data. In future
work, we want to study the texture detection ability of our
model and seek for its new applications.
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Appendix
A. Additional Experiments
A.1. Results on Datasets: Scaly, Braided, Honeycomb, Striped
In this appendix section, we provide results for all datasets mentioned in the main text as attached files. The below listing
of files is a reference to these files.
1. Scaly Dataset
• scaly ours 2D samples.jpg – 16× 16 grid of samples images for our model with dg = 2
• scaly ours 2D recon.jpg – reconstructions for every texture present in the training dataset for our model
with dg = 2
• scaly ours 40D samples.jpg – 16× 16 grid of samples images for our model with dg = 40
• scaly ours 40D recon.jpg – reconstructions for every texture present in the training dataset for our model
with dg = 40
• movie-2d-plane-ours.gif – a visualization for the training process of the 2D latent space for our model
• movie-2d-plane-psgan.gif – a visualization for the training process of the 2D latent space for PSGAN
model
2. Braided Dataset
• braided ours 2D samples.jpg – 16× 16 grid of samples images for our model with dg = 2
• braided ours 2D recon.jpg – reconstructions for every texture present in the training dataset for our model
with dg = 2
• braided ours 40D samples.jpg – 16× 16 grid of samples images for our model with dg = 40
• braided ours 40D recon.jpg – reconstructions for every texture present in the training dataset for our
model with dg = 40
3. Honeycomb Dataset
• honeycomb ours 2D samples.jpg – 16× 16 grid of samples images for our model with dg = 2
• honeycomb ours 2D recon.jpg – reconstructions for every texture present in the training dataset for our
model with dg = 2
• honeycomb ours 40D samples.jpg – 16× 16 grid of samples images for our model with dg = 40
• honeycomb ours 40D recon.jpg – reconstructions for every texture present in the training dataset for our
model with dg = 40
4. Striped Dataset
• striped ours 2D samples.jpg – 16× 16 grid of samples images for our model with dg = 2
• striped ours 2D recon.jpg – reconstructions for every texture present in the training dataset for our model
with dg = 2
A.2. Results on a Collection of Raw Images
In this part, we train our model with dg = 2 for 5 high-resolution images (see Figure 10) in a fully unsupervised way.
We show that our method learns a descriptive manifold of textures from these images (see Figure 11) which we can use for
texture detection. We demonstrate that we can apply this technique for unseen images (see Figure 12).
(a) Size 1680× 3200 (b) Size 1904× 3648
(c) Size 2394× 4256 (d) Size 2424× 4107
(e) Size 2667× 4000
Figure 10: Training images
Figure 11: Learned manifold from training images
(a) Initial image (1912× 2657) (b) Grass texture is detected
(c) Initial image (1944× 2592) (d) Mountain texture is detected
(e) Initial image (2362× 4200) (f) Field texture is detected
Figure 12: Examples of texture detection by our model for unseen images.
B. Algorithm Description
The main algorithm for the training pipeline is presented in Algorithm 2 and visualised in Figure 2. Additionally, it is
possible to add KL regularization KL(qϕ(zˆ
g
i |xi)‖N (0, I)) for embeddings along with Le that will increase variance of
qϕ(zˆ
g
i |xi) distribution. This term does not worsen the results added with weight 0.1 for dg = 2, or with 1 for dg > 5 but
slightly improves training stability. The improvement is marginal and optional and for this reason we omitted this in the main
text. We also did not use this loss term to train models presented in the main text.
Algorithm 2 The training algorithm of the proposed method.
θ, ϕ, ψ, ζ, τ ← initialize network parameters
repeat
x(1), . . . ,x(N) ∼ p∗(x) . Draw N textures from the dataset
x¯(1), . . . , x¯(N) . For each x(i) draw another example x¯(i) of the same texture
z(1), . . . ,z(N) ∼ p(z) . Draw N noise samples from prior where z(i) = [zgi , zli, zpi ]
q(zˆgi |xi) = Eϕ(x(i)), i = 1, . . . , N
zˆgi ∼ q(zˆgi |xi), i = 1, . . . , N
zˆ(i) = [zˆgi , zˆ
l
i, zˆ
p
i ], i = 1, . . . , N . Sample embeddings for each x
(i) from the encoder distribution
x
(j)
pr = Gθ(z
(j)), j = 1, . . . , N . Sample textures from prior
x
(i)
rec = Gθ(zˆ
(i)), j = 1, . . . , N . Sample reproductions for each real texture x(i)
Lxd ← − 1N
N∑
i=1
1
st
s,t∑
k,l
logDklψ (x
(i))− 1N
N∑
j=1
1
st
s,t∑
k,l
log
(
1−Dklψ (x(j)pr )
)
− 1N
N∑
i=1
1
st
s,t∑
k,l
log
(
1−Dklψ (x(i)rec)
)
. Compute the loss of the discriminator Dψ(x)
Lzd ← − 1N
N∑
i=1
logDζ(z
g
i )− 1N
N∑
j=1
log
(
1−Dζ(zˆgj )
)
. Compute the loss of the discriminator Dζ(zg)
Lxxd ← − 1N
N∑
i=1
1
pq
p,q∑
k,l
logDklτ (x
(i), x¯(i))− 1N
N∑
j=1
1
pq
p,q∑
k,l
log
(
1−Dklτ (x(j),x(j)rec)
)
. Compute the loss of the discriminator Dτ (x, y)
Lg ← − 1N
N∑
i=1
1
st
s,t∑
k,l
logDklψ (x
(i)
pr )− 1N
N∑
i=1
1
st
s,t∑
k,l
logDklψ (x
(i)
rec)− 1N
N∑
j=1
1
pq
p,q∑
k,l
logDklτ (x
(j),x
(j)
rec)
. Compute the loss of the generator Gθ(z)
Le ← − 1N
N∑
i=1
logDζ(zˆ
g
i )− 1N
N∑
j=1
1
pq
p,q∑
k,l
logDklτ (x
(j),x
(j)
rec)
. Compute the loss of the encoder Eϕ(x)
ψ ← ψ −∇ψLxd , ζ ← ζ −∇ζLzd . Gradient update on discriminator networks
τ ← τ −∇τLxxd
θ ← θ −∇θLg, ϕ← ϕ−∇ϕLe . Gradient update on generator-encoder networks
until convergence
C. Network Architectures
C.1. Encoder Network Architecture
The architecture of the encoder Eϕ(x) is similar to the discriminator Dψ(x) architecture. The first difference is that batch
norm layers are added. The second one is that convolutional layers are followed by global average pooling to obtain a single
embedding for an input texture. See Table 4.
Table 4: Architecture description for the encoder Eϕ(x)
Layer Output size Parameters
Input 3× 160× 160
Conv2d 64× 80× 80 kernel=5, stride=2, pad=2
LeakyReLU 64× 80× 80 slope=0.2
Conv2d 128× 40× 40 kernel=5, stride=2, pad=2, bias=False
BatchNorm2d 128× 40× 40 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 128× 40× 40 slope=0.2
Conv2d 256× 20× 20 kernel=5, stride=2, pad=2, bias=False
BatchNorm2d 256× 20× 20 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 256× 20× 20 slope=0.2
Conv2d 512× 10× 10 kernel=5, stride=2, pad=2, bias=False
BatchNorm2d 512× 10× 10 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 512× 10× 10 slope=0.2
Conv2d 2dg × 5× 5 kernel=5, stride=2, pad=2
AdaptiveAvgPool2d 2dg × 1× 1 output size=1
C.2. Generator Network Architecture
The architecture for the generator Gθ(z) is taken from the PSGAN model without any changes. See Table 5.
Details on G˜θ(z)
As mentioned in Section 4.5, we need to modify Gθ(z) to obtain ”reconstructed” picture in Figure 1. This is done modifying
only Compute Period Coefs part in the generator by replacing Linear layer with Conv1x1 with the same weight matrix.
Previously, we had shared period coefficients along spatial dimensions and they were dependent only on one global code
zg . Once we apply E˜ϕ(x) (replacing global pooling with spatial pooling in Eϕ(x)) to an image, we obtain varying ”global”
codes zg along spatial dimension. Conv1x1 allows to efficiently compute periodic coefficients for every spatial position to
obtain zp. zpkij = sin(ak(z
g)ij · i + bk(zg)ij · j), note, that random offset is manually set to zero. Then global tensor zg
is stacked with zp and zl to get [zg, zl, zp] that is passed to the Upsampling part in the generator. As the generator is fully
convolutional, we are free in an input spatial size.
Table 5: Architecture description for the generator Gθ(x)
Layer Output size Parameters
Upsampling part
Input (dg + dl + dp)× 5× 5
ConvTranspose2d 512× 10× 10 kernel=5, stride=2, pad=2, output pad=1, bias=False
BatchNorm2d 512× 10× 10 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 512× 10× 10 slope=0.2
ConvTranspose2d 256× 20× 20 kernel=5, stride=2, pad=2, output pad=1, bias=False
BatchNorm2d 256× 20× 20 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 256× 20× 20 slope=0.2
ConvTranspose2d 128× 40× 40 kernel=5, stride=2, pad=2, output pad=1, bias=False
BatchNorm2d 128× 40× 40 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 128× 40× 40 slope=0.2
ConvTranspose2d 64× 80× 80 kernel=5, stride=2, pad=2, output pad=1, bias=False
BatchNorm2d 64× 80× 80 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 64× 80× 80 slope=0.2
ConvTranspose2d 3× 160× 160 kernel=5, stride=2, pad=2, output pad=1, bias=False
Tanh 3× 160× 160
Compute Period Coefs
Input dg
Linear 40
ReLU 40
Linear 2dp
C.3. Architectures of Discriminator Networks
C.3.1 Discriminator Dψ(x)
The architecture for discriminatorDψ(x) is taken from PSGAN model with added spectral norm in it. Spectral norm improves
the stability of training. See Table 6.
Table 6: Architecture description for the texture discriminator Dψ(x)
Layer Output size Parameters
Input 3× 160× 160
Conv2d 64× 80× 80 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 64× 80× 80 slope=0.2
Conv2d 128× 40× 40 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 128× 40× 40 slope=0.2
Conv2d 256× 20× 20 kernel=5, stride=2, pad=2
LeakyReLU 256× 20× 20 slope=0.2
Conv2d 512× 10× 10 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 512× 10× 10 slope=0.2
Conv2d 1× 5× 5 kernel=5, stride=2, pad=2 + spectral norm
C.3.2 Discriminator Dτ (x, y)
The proposed architecture for the discriminator on pairs Dτ (x, y) the Convolutional part is same as for Dψ(x) except the
last number of channels. The output for two images constructs a matrix of size c× h1 · w1 × h2 · w2 and Conv 1x1 part is
applied to this matrix to obtain spatial predictions for each image. This architecture is symmetric with respect to input order
and can work with different sized images pairs (we did not require this feature in our algorithm). See Table 7.
Table 7: Architecture description for the pair discriminator Dτ (x, y)
Layer Output size Parameters
Convolutional part
Input 3× 160× 160
Conv2d 64× 80× 80 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 64× 80× 80 slope=0.2
Conv2d 128× 40× 40 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 128× 40× 40 slope=0.2
Conv2d 256× 20× 20 kernel=5, stride=2, pad=2
LeakyReLU 256× 20× 20 slope=0.2
Conv2d 512× 10× 10 kernel=5, stride=2, pad=2 + spectral norm
LeakyReLU 512× 10× 10 slope=0.2
Conv2d 96× 5× 5 kernel=5, stride=2, pad=2 + spectral norm
Conv 1x1 part
Input 96× 25× 25
Conv2d 48× 25× 25 kernel=1, stride=1 + spectral norm
LeakyReLU 48× 25× 25 slope=0.2
Conv2d 1× 25× 25 kernel=1, stride=1 + spectral norm
C.3.3 Discriminator Dζ(z)
Following recent works [25] motivated to use adversarial trainign scheme for latent representations. The other benefit from
using an additional discriminator is to make loss terms to be at the same scale. See Table 8.
Table 8: Architecture description for the latent discriminator Dζ(z)
Layer Output size Parameters
Input dg
Linear 512
LeakyReLU 512 slope=0.2
Linear 256
LeakyReLU 256 slope=0.2
Linear 1
D. Hyperparameters
We used the set of hyperparameters to train the model on 116 textures from scaly provided in Table 9 and Table 10.
Table 9: General hyperparameters of the model
Hyperparameter Value
crop size from image (160, 160)
batch size 64
spectral normalization for
discriminators
True
number of steps for discriminator
per 1 step of generator
1
iterations 100000
latent prior N (0, I)
dg 2
dl 20
dp 4
Table 10: Network specific hyperparameters for Gθ(z), Eϕ(x), Dψ(x), Dτ (x, y), Dζ(z)
Hyperparameter Value
initialization for weights N (0, 0.02)
optimizer adam
adam betas 0.5, 0.999
learning rate 0.0002
weight decay 0.0001
E. 3D Porous Media Synthesis
In this section, we describe network architectures, hyperparameters and experiments for the 3D porous media generation.
E.1. Network Architectures
Architectures for 3D porous media synthesis have almost the same structure as for 2D textures. The main differences are
the following:
1. instead of Conv2D (TransposedConv2D) layers we used Conv3D (TransposedConv3D) layers;
2. we do not use periodical latent component since there is no need in periodicity in porous structures.
In order to honestly compare our model with the baseline, we used the same generator and discriminator networks in both
our model and the baseline.
E.1.1 3D Encoder Network Architecture
The architecture of the 3D encoder Eϕ(x) is presented in Table 11.
Table 11: Architecture description for the 3D encoder Eϕ(x)
Layer Output size Parameters
Input 1× 160× 160× 160
Conv3d 16× 80× 80× 80 kernel=4, stride=1, pad=0
LeakyReLU 16× 80× 80× 80 slope=0.01
Conv3d 32× 40× 40× 40 kernel=4, stride=2, pad=1, bias=False
BatchNorm3d 32× 40× 40× 40 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 32× 40× 40× 40 slope=0.01
Conv3d 64× 20× 20× 20 kernel=4, stride=2, pad=1, bias=False
BatchNorm3d 64× 20× 20× 20 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 64× 20× 20× 20 slope=0.01
Conv3d 72× 10× 10× 10 kernel=4, stride=2, pad=1, bias=False
BatchNorm3d 72× 10× 10× 10 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 72× 10× 10× 10 slope=0.01
Conv3d 128× 5× 5× 5 kernel=4, stride=2, pad=1, bias=False
BatchNorm3d 128× 5× 5× 5 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 128× 5× 5× 5 slope=0.01
Conv3d 16× 7× 7× 7 kernel=1, stride=1, pad=0
AdaptiveAvgPool3d 16× 1× 1× 1 output size=1
E.1.2 3D Generator Network Architecture
The architecture of the 3D generatorGθ(z) is presented in Table 12. The same generator architecture was used in the baseline.
Table 12: Architecture description for the 3D generator Gθ(x)
Layer Output size Parameters
Upsampling part
Input (dg + dl)× 7× 7× 7
ConvTranspose3d 512× 10× 10× 10 kernel=4, stride=1, pad=0, output pad=1, bias=False
BatchNorm3d 512× 10× 10× 10 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 512× 10× 10× 10 slope=0.01
ConvTranspose3d 256× 20× 20× 20 kernel=4, stride=2, pad=1, output pad=1, bias=False
BatchNorm3d 256× 20× 20× 20 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 256× 20× 20× 20 slope=0.01
ConvTranspose3d 128× 40× 40× 40 kernel=4, stride=2, pad=1, output pad=1, bias=False
BatchNorm3d 128× 40× 40× 40 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 128× 40× 40× 40 slope=0.01
ConvTranspose3d 64× 80× 80× 80 kernel=4, stride=2, pad=1, output pad=1, bias=False
BatchNorm3d 64× 80× 80× 80 eps=1e-05, momentum=1.0, affine=True
LeakyReLU 64× 80× 80× 80 slope=0.01
ConvTranspose3d 1× 160× 160× 160 kernel=4, stride=2, pad=1, output pad=1, bias=False
Tanh 1× 160× 160× 160
E.1.3 Architectures of the 3D Discriminator Network Dψ(x)
The architecture of the 3D texture discriminator Dψ(x) is presented in Table 13. The same discriminator architecture was
used in the baseline.
Table 13: Architecture description for the 3D texture discriminator Dψ(x)
Layer Output size Parameters
Input 1× 160× 160× 160
Conv3d 64× 80× 80× 80 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 64× 80× 80× 80 slope=0.01
Conv3d 128× 40× 40× 40 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 128× 40× 40× 40 slope=0.01
Conv3d 256× 20× 20× 20 kernel=4, stride=2, pad=1
LeakyReLU 256× 20× 20× 20 slope=0.01
Conv3d 512× 10× 10× 10 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 512× 10× 10× 10 slope=0.01
Conv3d 1× 7× 7× 7 kernel=4, stride=1, pad=0 + spectral norm
E.1.4 Architectures of the 3D Discriminator Network Dτ (x, y)
The architecture of the 3D pair discriminator Dτ (x, y) is presented in Table 14.
Table 14: Architecture description for the 3D pair discriminator Dτ (x, y)
Layer Output size Parameters
Convolutional part
Input 1× 160× 160× 160
Conv3d 16× 80× 80× 80 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 16× 80× 80× 80 slope=0.01
Conv3d 32× 40× 40× 40 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 32× 40× 40× 40 slope=0.01
Conv3d 64× 20× 20× 20 kernel=4, stride=2, pad=1
LeakyReLU 64× 20× 20× 20 slope=0.01
Conv3d 73× 10× 10× 10 kernel=4, stride=2, pad=1 + spectral norm
LeakyReLU 73× 10× 10× 10 slope=0.01
Conv3d 128× 7× 7× 7 kernel=4, stride=1, pad=0 + spectral norm
Conv 1x1 part
Input 128× 49× 49× 49
Conv3d 128× 49× 49× 49 kernel=1, stride=1 + spectral norm
LeakyReLU 128× 49× 49× 49 slope=0.01
Conv3d 64× 49× 49× 49 kernel=1, stride=1 + spectral norm
LeakyReLU 64× 49× 49× 49 slope=0.01
Conv3d 1× 49× 49× 49 kernel=1, stride=1 + spectral norm
E.1.5 Architectures of the 3D Discriminator Network Dζ(z)
The architecture of the 3D latent discriminator Dζ(z) is presented in Table 15.
Table 15: Architecture description for the 3D latent discriminator Dζ(z)
Layer Output size Parameters
Input dg
Linear 16
LeakyReLU 512 slope=0.01
Linear 256
LeakyReLU 256 slope=0.01
Linear 1
E.2. Hyperparameters of 3D model and experimental details
We used the set of hyperparameters to train the model on 5 types of porous media provided in Table 16 and Table 17. For
the baseline, we used the same parameters.
Table 16: General hyperparameters used for training on 5 types of porous media
Hyperparameter Value
crop size from porous media (160, 160, 160)
batch size 8
spectral normalization for
discriminators
True
number of steps for discriminator
per 1 step of generator
1
iterations 25000
latent prior N (0, I)
dg 16
dl 16
dp 0
Table 17: Network specific hyperparameters for 3D Gθ(z), Eϕ(x), Dψ(x), Dτ (x, y), Dζ(z)
Hyperparameter Value
initialization for weights N (0, 0.02)
optimizer adam
adam betas 0.5, 0.999
learning rate 0.0001
weight decay 0.0001
During training of both our and the baseline model we used spatial latent size 7. In other words, our latent tensor had the
dimension [batch size, dg + dl, 7, 7, 7].
E.3. 3D samples
We provide a 3D visualization for other types of porous media. For Bentheimer see Fig. 13, for Doddington see Fig. 14,
for Estaillades see Fig. 15 and for Ketton see Fig. 16. In each figure, there are four samples: real, our, baseline and our big
sample.
In order to increase the synthetic sample size we should increase the spatial size of the latent space. In our case, we trained
the model with the spatial latent size 7, what corresponds to the output samples of size 1603.
For visual comparison we cropped the central cube of size 1503 from the synthetic one both for our model and for the
baseline. This is caused by side effects because of non-zero padding. Considering big samples, we used spatial latent size
25, which resulted in samples of size 4483. However, due to side effects we cropped the synthetic samples to the size 4283
for visual illustration.
(a) Real 1503 (b) Our 1503 (c) Baseline 1503 (d) Our 4283
Figure 13: Bentheimer sample. Real (size 1503), sampled with our model (size 1503), samples with the baseline model
(size 1503), sampled with our model (size 4283)
(a) Real 1503 (b) Our 1503 (c) Baseline 1503 (d) Our 4283
Figure 14: Doddington sample. Real (size 1503), sampled with our model (size 1503), samples with the baseline model
(size 1503), sampled with our model (size 4283)
(a) Real 1503 (b) Our 1503 (c) Baseline 1503 (d) Our 4283
Figure 15: Estaillades sample. Real (size 1503), sampled with our model (size 1503), samples with the baseline model
(size 1503), sampled with our model (size 4283)
(a) Our 1503 (b) Baseline 1503 (c) Our 4283
Figure 16: Ketton sample. Real (size 1503), sampled with our model (size 1503), samples with the baseline model (size 1503),
sampled with our model (size 4283)
E.4. Metrics comparison
As in section 4.7, we provide the comparison of the KL divergences between other Minkowski functionals of real and our
samples and between real and baseline samples. The results for the functionals Volume and Mean Breadth are provided in
Table 18. As we can see, in most of cases our model is better then the baseline.
Table 18: KL divergence between real, our and the baseline distributions of statistics (Volume and Mean Breadth) for size
1603. The standard deviation was computed using the bootstrap method with 1000 resamples
Volume Mean breadth
KL(preal, pours) KL(preal, pbaseline) KL(preal, pours) KL(preal, pbaseline)
Ketton 3.60 ± 0.44 7.28 ± 0.13 4.94 ± 1.14 1.37 ± 0.66
Berea 4.44 ± 1.07 3.80 ± 0.62 2.63 ± 0.80 2.80 ± 0.47
Doddington 6.34 ± 2.10 3.59 ± 0.42 8.24 ± 2.21 8.85 ± 1.64
Estaillades 0.71 ± 0.13 3.11 ± 0.58 5.53 ± 0.70 4.59 ± 0.89
Bentheimer 0.70 ± 0.28 6.20 ± 0.51 0.42 ± 0.16 2.62 ± 1.10
