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INTRODUCTION 
In this paper we discuss a particularly well behaved class of linear rational 
actions G ] V of complex affine reductive algebraic groups G on a complex 
vector space V. 
Let u E V be a vector on a closed G-orbit. We define the subspace 
where 9 is the Lie algebra of G. The orbits through c, thus have “parallel” 
tangent spaces. We show that all orbits intersecting c, are closed 
(Lemma 2.1), thus dim c, < dim C[ V]“. 
For “large” representations, the subspaces c, will consist of scalar 
multiples of u only. We wish to study the representations for which c, is as 
large as possible, i.e., dim c, = dim C ] VI”. Such an action we call polar and 
c, is called a Cartan subspace. 
We show that Cartan subspaces are G-conjugate (Theorem 2.3). Given a 
polar action G ] V and a Cartan subspace c we show that all closed orbits 
intersect c (Proposition 2.2). Moreover, we define the Weyl group 
W= W(G, V) of this action as NG(c)/ZG(c), and show that it is finite and 
that its orbits on c parametrize the closed orbits of G ] V (Theorem 2.8). 
Furthermore, the ring of invariants C [VI’ is isomorphic (via restriction) to 
the ring of invariants C[c] w (Theorem 2.9), and W is a pseudoreflection 
group, and hence C[V]” is a polynomial ring, if G is connected 
(Theorem 2.10). 
We define the rank(G / V) = dim c - dim cf, and construct a decom- 
position of G 1 V into rank 1 actions, similar to the root space decomposition 
for the adjoint action (Theorem 2.12). This allows us to obtain information 
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about the structure of the Weyl group and get estimates on dim I’ 
(Propositions 2.13, 2.14 and 2.16). 
The class of polar representations includes the adjoint actions, the 
representations associated with symmetric spaces studied by Kostant and 
Rallis [8], and, more generally, the representations associated to 
automorphisms of finite order (&groups), see [2, 31 and [ 181. Trivially, all 
representations with dim C [ V]” < 1 are polar. Many of the results on polar 
representations of the present paper are generalizations of results of Kostant 
and Rallis [8] and Vinberg [ 181. Our proofs are more transparent, however. 
In Section 3 we list all polar representations of simple connected G. An 
irreducible action of a connected simple group G is polar if and only if the 
ring of invariants C[ V]” is a polynomial ring. A list of these representations 
was found in [4]. This list (which first appeared in (21) has a number of 
other interesting characterizations, which may be found in [2, 3, 131. If G is 
connected, then a polar action is cofree (Theorem 2.10), i.e., the C [ VI’- 
module C[ I’] is free. For simple connected groups the list of cofree 
(reducible) representations [ 141 is much larger than that of polar represen- 
tations. 
The irreducible visible representations (i.e., having finitely many nilpotent 
orbits) classified in [2] are all polar (we do not know an a priori proof of 
this). In general, polar representations need not be visible (the only examples 
of irreducible polar representations which are not visible, that we know, have 
dimC[V]‘< 1). 
The polar property is inherited by slice representations (Theorem 2.4). We 
give a method for producing vectors having closed orbits (Proposition 1.2) 
which is of independent interest. This makes it quite easy, using Theorem 2.4 
and Proposition 2.6, to determine whether a representation is polar or not. 
To compute the Weyl group Wis harder, however. It is computed for all 
irreducible &groups in [ 181. We have a conjecture and some partial results 
towards it. 
The complete list of all orthogonal polar representations, along with their 
detailed study, appears in [ 11. 
NOTATION AND TERMINOLOGY 
Throughout this paper G will be a linear reductive group over 6, Go the 
connected component of unity in G and 9 its Lie algebra. By G 1 V we denote 
a rational linear representation of G on a complex vector space I’. The 
topology on V we refer to is the Zariski topology. Given v E V, G . v = 
{g . v ] g E G} will denote the orbit of v and G, the stabilizer of v; the 
tangentspacetoG.vatvisv+g.v,whereg.u={X.~IXEg}.Given 
a subset M of I’, the subgroup Z,(M) (resp. N,(M)) = {g E G ] g . v = v 
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(resp. g . v E M)} is called the centralizer (resp. normalizer) of M in G; note 
that Z,(u) = NG(z)) = G,. We denote by p the fixed point set of G on V. 
An element v E V is called semisimple if G . u is closed, and nilpotent if 
G . u 3 0. The set of all nilpotent elements is called the null-cone. A v E V is 
called regular if it is semisimple and dim G . u > dim G . x for all semisimple 
x E V. The action G 1 V is called stable if, for a regular U, 
dim G . u > dim G . x for all x E V. Popov has shown that if G has no non- 
trivial characters, then G ) V is stable if and only if G, is reductive for u E V 
with orbit of maximal dimension. If u E V is semisimple, then G,, is known 
to be reductive; hence, there exists a Go-invariant subspace N, c V, such that 
v=g. v 0 N,. The action G, / N, is called the slice representation. 
Let C [ V] be the polynomial algebra on V, and let C [VI” be the algebra of 
invariants. It is finitely generated and therefore is a coordinate ring of an 
affine algebraic variety denoted by V/G, and called the categorical quotient. 
The embedding C [ V]” --f C [ V] induces a morphism of affine algebraic 
varieties rc: V+ V/G, which is surjective. The zero fiber of rc, i.e., rt-‘(n(O)), 
is the null-cone; every fiber of R contains a unique closed orbit. 
1. CLOSED ORBITS 
We fix a maximal compact subgroup Kc G with Lie algebra k. Let T, be 
a maximal torus of K and it its Lie algebra. Then we have the Cartan 
decomposition G = KTK, where T is a connected real subgroup of G with 
Lie algebra t. We denote by T, the (maximal) complex torus in G 
corresponding to kc = t+ it. The weights of the representation G 1 V thus 
live in t* and we denote by 
the weight space decomposition of V. Finally, let Z c t* be the set of roots 
of 4, so that 
p=tcO 0 8” 
c 1 aez 
is the root space decomposition of 8. 
First we recall a theorem of Kempf and Ness [6]. Fix a K-invariant 
Hermitian form ( , ) on V; 11 v 1)’ will stand for (v, v). 
THEOREM 1.1. Let u E V and consider the function f,(g) = 11 g . u/)‘, 
g E G. Suppose that at g = e this function has a critical point, i.e., 
(9. U, v) = 0. Then: 
(i) v is semisimple. 
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69 Ilg - VII < 11~11 im Pl ies that g E K. In particular, the vectors of 
minimal length on any closed G-orbit form a single K-orbit. 
Proof. Let XE t c ik. We shall examine the function f(s) := 
f,((ew s4 . VI. 
Claim. Either (exp sX) . u = v for all s or f”(s) > 0 for all s E R. 
Proof of Claim. Let u = CAEt* vA be the decomposition of u in terms of 
weight vectors. We have 
= *,Y* alesbAT 
where a, = ]( vA I]* > 0 and b, = 2&Y) E R. 
Consequently, 
f”(s) = Aze a, bi esbn. 
It is thus clear that the only way in which f”(s) can fail to be strictly 
positive is if either u = 0 or if A(X) = 0 for all weights A. But then 
(exp sX) . D = v. 
We now proceed to prove part (i) of the theorem. It follows from the 
claim that for any k E K, X E t, either 
lim k(exp sX) k- ’ . u = v, 
s-00 
or the limit does not exist: Indeed, since f ‘(0) = 0 by assumption, if f u > 0, 
f(s) cannot be bounded at infinity. It then follows from the 
Hilbert-Mumford theorem [ 1 l] that G . u is closed. 
Part (ii) of the theorem follows from the above claim also, once we invoke 
the Cartan decomposition G = KTK. ! 
The following proposition is very useful in finding closed orbits and 
constructing slice representations. 
PROPOSITION 1.2. Assume that the subset of weights {A,, &,..., A,} of 
G I V has the properties: 
(i) Strong orthogonality: Ai + a # Aj for all i #j and all a E 2Y. 
(ii) Zero is an interior point of the convex hull of (A,, A*,..., A,), 
considered as a subset of the aflne span of (A,, A2 . . - A,). 
Let vAiE VAi, i= 1, 2 ,..., k, be any non-zero weight vectors. Then the orbit 
of u = C f=, v,, i is closed. 
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Proof. Let us consider the Tc-orbit of v = C”=, vii. Because zero is in 
the interior of the convex hull of {Izi,..., A,}, this orbit is closed (special case 
of the Hilbert-Mumford theorem). We may as well assume that v is of 
minimal length on its Tc-orbit, since moving v by an element of T, preserves 
the original assumptions. Thus 
(kc . v, v) = 0. 
But by the strong orthogonality assumption, 
(8” * v, v) = 0 
for all ya with aE,?Y. Hence (9.v,v)=O, and by Theoreml.l, G.v is 
closed. I 
Remark. In particular the zero weight space consists entirely of 
semisimple elements ([ 71, Remark 11). 
DEFINITION. A vector v E V is said to be of minimal length if J]g . v ]I2 > 
]]v]]’ for all gE G. 
PROPOSITION 1.3. Let v E V be semisimple and of minimal length. Then: 
(i) a0 = k n ya, + i(A n yJ. In particular gv is reductive. 
(ii) G, = K, . exp(ik,). 
Proof. (i) Evidently it suffices to prove that k . v n iR. v = {O}. We 
argue by contradiction. Suppose for some X E il the curve s + exp(sX) . v is 
tangent at s = 0 to the K-orbit through v; we claim that then, lettingf(x): = 
]] exp(sX) I ZI /‘, we must havef”(0) = 0. But this implies (see the claim in the 
proof of Theorem 1.1) that exp(sX) . v = v, and thus X e v = 0; a 
contradiction. To establish the claim we proceed as follows: Let 
cx, *-’ xk,YI ... yJ be local coordinates on the manifold G . v near 
v = (0,O * *. 0), and assume that x1 =x2 = ... = xk = 0 are the local 
equations for the manifold K . v. Since the square norm function ]] I/* on 
G . v is minimal precisely on the K-orbit we see that the Taylor expansion of 
this function in local coordinates based at v = (O,..., 0) must be 
Il(xl *‘* xk,Yl ***Y,)ll* =11412 + 5 aid 
i=l 
+ higher order terms, where ai > 0. 
By assumption the curve exp(sX) . v is tangent to K . V, and therefore for s 
near s = 0 we have for some Zi E IR, i = 1, 2 .a. k, 
exp(sX) . v = s(X, , X2 . . . Xk, 0 . . . 0) + O(s*). 
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Hence 
proving the claim. 
(ii) Fix g E G,. We can write g = k exp X, k E K, X E ik. Now 
11412 = Ilg. 412 = IIev(X) - ul12. 
Appealing again to the claim in the proof of Theorem 1.1 we conclude that 
exp(sX) . 0 = u for all s E R. I 
Remark 1.4. From Proposition 1.3 it follows that if u E V is s-simple 
and of minimal length, we may take NC, to be the orthocomplement of yl,. 
Then we have 
u E c,, cN,. 
2. POLAR REPRESENTATIONS 
Let G ) V be a rational representation. For any semisimple u E I’, we 
define 
c,,={xEVI~.xc~.v}. 
Note that c, is a linear space and the tangent spaces to the orbits of x E c,. 
are all parallel. 
LEMMA 2.1. Let c, be as defined above. Then: 
(i) The subspace c, consists entirely of semisimple elements. 
(ii) There exists a maximal compact subgroup K, c G and a K,- 
invariant Hermitian form ( , ), on V so that each x E c, is of minimal length. 
(iii) For each x E cu, JZ~ I yu. 
ProojI Since G . v is closed, for some g E G, g . u is of minimal length. 
Let K, = gKg- ’ and define 
(u, w)l: = (gu, gw), u, w E v. 
In the new K,-invariant inner product ( , )i the vector u is of minimal length, 
so we have 
(9. 0, v>, = 0, 
and by the definition of co, 
( g. co, u), = 0. 
Since 9 = R, + iR,, and ( , )i is /,-invariant, we conclude that 
($9 ,y . U>l = 0. 
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Again using 9 . v = y. c, we finally arrive at 
An appeal to Theorem 1.1 now yields parts (i) and (ii). With part (iii) we 
deal as follows: From the definition it can be readily deduced that c, is G, 
stable. On the other hand from the above discussion we know that 
(9, . cU, c,), = 0, so we conclude that gU. c, = {O}, as desired. I 
Generically, i.e., for “large” representations, the subspaces c, will consist 
of the scalar multiples of u only. We wish to study the representations for 
which c, is as large as possible: 
DEFINITION. The representation G ) V is said to be polar if there exists a 
semisimple u such that dim c, = dim V/G. In such a case we call c,, a Carfan 
subspace of V. 
Remark. Note that connectedness of G plays no role in the definition of 
a polar action, i.e., G / V is polar if and only if G” ) V is polar. 
PROPOSITION 2.2. Let G 1 V be an action, and suppose that c c V is a 
subspace consisting of semisimple elements. Then the restriction of the map 
IC: V+ V/G to c is afinite morphism onto z(c) = z(c). In particular an inter- 
section of a (closed) orbit with c is finite. Zf furthermore dim c = dim V/G 
then every closed orbit meets c. 
Proof Let Pi, i= 1, 2 .a* k, deg Pi > 0, be a set of homogeneous 
generators of C[V]“, and denote their restriction to c also by Pi. Since u = 0 
is the only point on the null-cone that is semisimple, we see that u = 0 is the 
only common zero of the Pi, i = 1,2 11. k, on c. The same is true for Py’, 
p;z . . . P;k if ni are positive integers. We now choose n, so that P;l ... Pp are 
of the same degree (and still homogeneous). It then follows from [ 15, 
Chap. I, Sect. 5, Theorem 81 that C[c] is integral over the subring generated 
by P;’ ... Pzk. But then certainly C[c] is integral over the subring generated 
by f’,, P, .. . P,. Thus the map rr: c --f V/G is a finite morphism onto its 
image, which is closed. If dim c = dim V/G, this image must be all of V/G. 
Hence every level variety intersects c, and since c consists of semisimple 
elements only, all closed orbits meet c. 1 
THEOREM 2.3. Let G 1 V be any action. The following are equivalent: 
(i) G 1 V is a polar representation. 
(ii) The subspaces co, with v E V regular, are all G-conjugate. 
(iii) The tangent spaces 9. v, with v E V regular, are all G-conjugate. 
Proof: Assume that G ] V is polar. Fix a Cartan subspace c c V, and let 
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u E V be regular. Since G e v meets c, 9 . v is G-conjugate to a subspace of 
8. c = 8. u for all regular u E c. Thus (i) z= (iii). 
Now the tangent space to v determines c, uniquely, and thus we have 
(iii) + (ii). Finally, assume that all c, (v regular) are G-conjugate. Then any 
closed orbit of maximal dimension meets any such c,. This then implies that 
dim c, > dim V/G and hence G ) V is polar. This demonstrates (ii) 3 (i). I 
Remark. Theorems 1.1 and 2.3 imply that all the Cartan subspaces 
consisting of minimal vectors are K-conjugate. 
We shall now discuss several results useful for determining whether or not 
a given action G ( V is polar. 
THEOREM 2.4. Let G 1 V be a polar representation and let v E V be 
semisimple. Then the slice representation G, ) N, is also polar. Furthermore if 
N, is chosen as in Remark 1.4, then any Cartan subspace for G,, 1 N, is also 
a Cartan subspace for G / V. 
Proof: Let cc V be a Cartan subspace containing v. We may assume 
(by Lemma 2.1) that c consists of vectors of minimal length. In view of 
Proposition 1.3 we may take N, to be the orthocomplement of 9. v. Since by 
assumption ( 9 . c, c> = 0 we conclude that c c N,. We shall now show that 
c is a Cartan subspace for G, / N,. First we claim that 
(8; * c, ,y. v> = 0. (1) 
This is clear since yU . c c N,. Next we claim that for any regular x E c, 
px= f*V@fu.X, orthogonal direct sum. (2) 
Since ~.c=~.x~g.v+yU . x it is enough in view of (1) to verify that 
dim~.x<dimg,~ x + dim 9. v. But this is obvious. 
From (1) and (2) it follows that 9” . c = pU . x. To complete the 
demonstration that c is a Cartan subspace for G, / N, we note that dim c = 
dim V/G = dim N,/G,,. The last equality follows from Luna’s slice theorem 
[91. 
Finally, the last statement of the theorem is clear, since all Cartan 
subspaces of G, / N, are G, conjugate. 1 
COROLLARY 2.5. Let G ) V be any action and let v E V be regular. Let 
U,, be a G,-invariant complement to c, @ 9. v in V. Then G 1 V is polar if 
and only if 
dim UJG, = 0. 
Moreover a polar action G 1 V is stable if and only if U,, = {O}. 
Proof. Assume v E V is regular. Consider the slice representation 
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G, ] (c, @ U,). If G ) I’ is polar, then, by Theorem 2.4, every closed G,-orbit 
meets c,, therefore dim UJG, = 0. Conversely if dim @3,/G, = 0 then 
dim(U, @ c,)/G, = dim c, because, by Lemma 2.1 (iii), gu . c, = 0. Using 
Luna’s slice thorem we conclude that dim c, = dim V/G and hence G ( V is 
polar. The last statement of the corollary is obvious. 
EXAMPLE. The action of SO,, x Sp,, n odd, m > n, by the tensor 
product of the standard actions is unstable, polar and irreducible. The 
Cartan subspace is of dimension dim c = (n - 1)/2 and the action of G,, 
v E c regular, on U, is equivalent to the standard Sp(m - it + 1) action. 
We now give a converse of Theorem 2.4 for stable actions: 
PROPOSITION 2.6. Let G 1 V be a stable representation. Let v E V be 
semisimple and assume that the slice representation G, I N,, chosen as in 
Remark 1.4, is polar with a Cartan subspace c c N,. If 9 . c n c = {O}, then 
G ( V is also polar and c is a Cartan subspace for this representation as well. 
Proof, The stability assumption implies 
dim V/G = dim ND/G,, = dim c = codim, g. x, 
where x is regular. The slice N, must meet orbits in general position, and 
hence there is a regular x E c. But now 9. c n c = 10) actually implies that 
c @ 9. x = V. Hence c = c, is a Cartan subspace. i 
EXAMPLES. 1. Spin,, acting on C64 by the spin representation is a 
polar action: Let e,,..., e6 be the standard basis for R6. Let fe, kej, i #j, 
and fe, be the roots of Spin 1 3, withe,-e,,e,-e,,e,-e,,e,-e,,e,-e,, 
e6 a basis. The highest weight for the spin representation then is 
A = (f, t,..., + ). Let ~=v~+v_~, where V~ (resp. v-&) is a highest [resp. 
lowest) weight vector. By Proposition 1.2, v is semisimple. An easy 
calculation shows that yu N sl, and the action on N, is equivalent to the 
action on A3C6 @ C. Indeed p = (f, f, 4, - +, - 1, - f) is the highest weight 
for the representation of G, on the non-trivial piece of N,. Let w = v, + u-~. 
Since N, = sl, . w @ span{v, w}, the representation G, 1 N, is polar by 
Corollary 2.5, with c = span{v, w} as a Cartan subspace. Evidently we have 
tc. cnc= (01, where tc is the Cartan subalgebra of so13. Since 
,I - a # - 1, f,u, etc., we see that 9” . c n c = {O} for all rootspaces 8” of 9. 
Thus 9 . c n c = {0 ] and Proposition 2.6 shows that the original represen- 
tation is also polar and c is its Cartan subspace. Alternatively we may show 
that for a suitable linear combination u of u and w we have C64 = 9. u @ c. 
This representation was studied in detail in [5]. 
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2. Irreducible representation of G = SL, on ck+ ‘, k = 0, 1, 2,... . This 
action is polar if and only if k < 4. If k = 5, for example, choosing 
v=v,+u_, (here (i Tl ) - ul = Iv,), we see that G; = {e} and 
Nu=van{u,~,,v-,). G,(N, is certainly polar with N, itself a Cartan 
subspace but sl, + N, n N, # {0} so, by Corollary 2.5, SL, 1 G6 is not polar. 
Let G ( V be a polar representation and c c V a Cartan subspace. We shall 
now investigate the intersection of a closed orbit with the Cartan subspace. 
We define the Weyl group W = W(G, V): 
W = Nci(c)IZ&)~ 
We have then an action of W on c. 
LEMMA 2.7. W is a finite group. If a Cartan subspace consists of 
minimal vectors then W = NK(c)/ZK(c). 
Proof. The second statement follows from Theorem 1.1 (ii). To show that 
W is finite it now suffices to show that the Lie algebras of N,(c) and Z,(c) 
coincide. But this is clear since y . c n c = {0} implies that if X e c c c, 
XEg, then X-c= {O}. 
THEOREM 2.8. Let G 1 V be a polar representation, with cc V a Cartan 
subspace, and W its Weyl group. The intersection of any closed G-orbit with 
the Cartan subspace is exactly one W-orbit. 
Proof: Choose a Cartan subspace c c V consisting of vectors of minimal 
length. Suppose now that X, y E c are on the same G-orbit. By Theorem 1.1 
there is k E K such that y = k . x. Let NY be the slice at y orthogonal to 8. y. 
From 9. y = k . (9 f x) and the fact that (c, 9. x) = 0, we see that c and 
k . c are Cartan subspaces both contained in N,. Theorems 2.3 and 2.4 now 
show that c and k e c are G,-conjugate. Hence for some h E G,, hk . c = c, 
i.e., hk E NJc) and hk . x = y. I 
Thus for a polar representation the closed orbits are parametrized by c/W. 
We can now apply Proposition 8 from [5 1 to obtain a Chevalley-type 
restriction theorem: 
THEOREM 2.9. Let G ( V, c and W be as in Theorem 2.8. Then the ring 
of G-invariants G [ V)” is isomorphic via restriction to the ring of W- 
invariants C[c] w. I 
In the case that G is connected we can deduce from [ 121 that W is a 
pseudoreflection group: 
THEOREM 2.10. Let G ( V be a polar representation of a connected G, 
with cc V a Cartan subspace. Then the Weyl group W is generated by 
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unitary reflections In particular, G [ V]” 1~ Cc [c] w is generated by dim c 
algebraically independent elements. Moreover, the ring C [ V] is a free C [ V]’ 
module. 
Proof: Consider the canonical morphism 7~: V -+ V/G. By Lemma 2.1 the 
null-cone N: n-‘(O) intersects the Cartan subspace only at ZI = 0. We 
conclude that 
dim N + dim V/G = dim V 
and by [ 131 this means that 71 is equidimensional. The results of [ 121 now 
shows that W is a pseudoreflection group. By a well-known theorem of 
Shepard and Todd [ 161, C[c] w is a polynomial algebra. Since C[ V]” is a 
polynomial algebra and 7c is equidimensional the last statement of the 
theorem is again a consequence of [ 13). I 
Remark. There is a Zariski open set Xc V/G such that all isotropy 
groups G, for x E V semisimple and z(x) t X are in one conjugacy class, 
here called principal isotropy class. Let v E V be called principal regular if v 
is semisimple and if G, is in the principal isotropy class. 
If v is principal regular then it follows from Luna Richardson theorem and 
above considerations that 
d I I 
V/G = p,,/H = C,$ w, 
where H = NG(GL’)/Gy. In particular C, = p<, and W = H if and only if 
B. V does not contain the trivial representation of G, (equivalently of its Lie 
algebra). 
Remark. At present it is not clear how to calculate W (see Conjectures). 
Often ad hoc methods are sufficient. For example, G, 0 SL, on V ‘v c*’ is a 
polar action with dim c = 2. One can compute the degrees of the generating 
invariants to be 3 and 6. From Proposition 2.13 and the table of Shepard 
and Todd [ 161, one then concludes that the only possibility for W is 
W- G(3, 1,2). On the other hand G, @ SL, acting on V= C28 is not polar 
although the algebra of invariants for this action is canonically isomorphic 
to the algebra of invariants of the above G, 0 SL, action via the “reflection 
functor.” 
For the special case of a polar action, that of the adjoint action of G on its 
Lie algebra, one has a well developed structure theory. We shall now see 
how far we can go with the general case. 
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DEFINITION. Let G 1 V be a polar representation with cc V a Cartan 
subspace. We define 
rank(G 1 I’): = dim c-dim cf. 
Also, define the set of singular elements csinp c c to be the complement of the 
regular elements. 
LEMMA 2.11. Let G / V be a polar representation. If rank(G 1 I’) > 1, 
then the singular set cSing is not empty, and is in fact a union of complex 
hyperplanes c, : 
Csing = U cm (A-an index set). 
CXCA 
Proof. Let rank(G ( V) > 1. We shall first show that csing is of 
codimension one in c: Chose a complementary subspace b to the centralizer 
of c in 8. Think now of any v E c as a linear map from b to y . c: b 3 X-t 
X . v E 8. c. Evidently the map u is one to one and onto if and only if 2) is 
regular. Choosing bases of b and f. c we can define the determinant det(v). 
This is a polynomial function on c (not identically zero, since 
rank G 1 V> 1) and hence its zero set csing is of codimension one. 
Next we show by induction on rank that csinp is a union of hyperplanes. If 
rank(G 1 V) = 1, then clearly csing = c? Suppose now rank(G 1 I’) = I> 1. Fix 
x E Csing \c” and consider the polar action G, ) N,, where we choose a slice 
N, containing the Cartan subspace c, which is thus also a Cartan subspace 
for this action. Let Esing be the singular set with respect to the G,-action. 
Evidently we have 
x E zsing c Csing and rank(G, 1 N,) < 1, 
since x E cgX. Thus, by the induction step, x lies on a hyperplane of singular 
elements. 1 
For each a E A, let ga be the centralizer of c, in y and let G, be the 
corresponding connected subgroup. Let m c 9 be the centralizer of c in 8. 
THEOREM 2.12. Let G 1 V be a polar representation of rank > 1 with 
c c V a Cartan subspace. Let V = c @ (9 . c) @ U be an m-invariant decom- 
position (as in Corollary 2.5). We have: 
(0 gOngb=mm,for a#P. 
(ii) G, I (c 0 fa . c @ U) is a polar action. The set of singular 
elements for this action is precisely c, c c, which is pointwise fixed, i.e., this 
action is of rank one. 
(iii) We have 9 = CaeA 9, (not necessarily a direct sum), 
V=c@U@(@ ya*c) (a direct sum). 
CYEA 
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In particular V%= c9 = neeA c,. 
ProoJ (i) ya n go evidently fixes c, + cq = c. 
(ii) Let x E c,\U~+~ cs. We claim that yX = 8,. and by appealing to 
Theorem 2.4, this will yield the proof of (ii). To prove the claim, we use 
induction on rank. If rank G ( V = 1, then 8 = 9, and there is nothing to 
prove. If rank(G / V) = I > 1, then 1 < rank(G,) N,) < 1. We can choose N, 
so that c c N,, and the singular set FSi,, for the G,-action is 
where B c A is a subset. 
Clearly x E ESing and thus a E B. By the inductive hypothesis, (a,), fixes the 
hyperplane c, pointwise. But (yX), = yX and we have yX = ye, as desired. 
(iii) Let 8, be a complementary subspace to m in 9,. As in the proof 
of Lemma 2.11, we consider the elements of the Cartan subspace c as linear 
maps from 3 to 9. c. If u E c is regular, then clearly 
ia L: fa . c, aEA, 
is an isomorphism. From this and part (i) it follows that 9, . c r‘l a,, . c = 
{O), and we have that a regular u E c gives an isomorphism 
Let 
be a direct sum. We would like to show that p = (0). In any case we claim 
that: 
Claim. We can find h c 9 such that 9 = @ aeA 2, @ m @ h and such 
that h . c cp. 
Assuming the claim we can show that p = (0) as follows: Suppose 
dimp > 1. Consider now the Cartan subspace c as a set of linear maps f,, 
v E c from h to p. A regular u E c gives a one to one and onto map. 
However, iff, is singular, then u E cSinp is singular as well. The determinant 
argument used in the proof of Lemma 2.11 shows that det(f,) = 0 on a set of 
codimension one in c. Hence there must be a E A and x E c,\UDZacq such 
that det(fx) = 0. Thus we can find YE h such that Y - x = 0. But then the 
proof of (ii) above gives YE y,, which is a contradiction. 
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We now prove the claim. Put a K-invariant inner product on V and 
assume that c consists of vectors of minimal length. By (1) we have 
(9 q3,~~*c)=o, PEA. (4) 
In particular since 9 . c, 3 go . c for a # /?, we have (a, . c, fn . c) = 0. 
Thus we can assume that the sum in (3) is an orthogonal direct sum. Fix 
now XEy such that X& CaEA 9,. The claim will follow if we can show 
that there are Y, E 9, such that ((X - CaeA Y,) . c, y. . c) = 0 for all 
/3 E A, because using vectors of the form (X - CaeA Y,) we can form a basis 
for h. Now for any Y, E 9, and /? # a we have already seen above that 
K~G%B~ c) = 0, so it remains to pick a Y. E fb such that ((X - YO) . c, 
g8. c) = 0. We pick z)~ E c so that c = cD @ Cv, and choose Y. so that 
(X- Y,). u,=o. This together with (4) shows that ((X - Yn) . 
cqr f. . c} = 0, which completes the proof of the claim and part (iii). 
(iv) Fix v E c. We certainly have 
(5) 
But if u & c,, then g”n . u = fa . c. Thus 
,y.u= @ $,*?I, 
fY:C$C, 
in particular dim 9. v = dim GaZuec, ga. Thus from part (iii) we conclude 
that in (5) we must have equality. 1 
Note that the Weyl group W, for polar action G, 1 (c 0 (fa . c) 0 U) 
consists of complex reflections through the hyperplane c,, thus, as a group, 
W, N L, for some integer q. 
DEFINITION. Let W’ c W be the reflection group generated by the W,, 
(rEA. 
EXAMPLE. The action of SL, on homogeneous polynomials of degree 3 
in x, y, z is polar (it is a e-group). For a Cartan subspace one may take 
c = span(xyz, x3 + y3 - z3}. The index set A in this case has four elements 
corresponding to the four singular lines: through xyz, and 3xyz + 
~~(1 + 0)(x3 + y3 + z3), k = 1,2, 3, w = exp(2ni/3). For each a E A, G, is 
a complex 2-torus, and since m = {O), SL, is a direct sum of the 
corresponding four Cartan subalgebras. Each Weyl group W, ‘v Z,. The 
Weyl group W is generated by any pair of W, (hence, W = Wr) and is the 
group No. 4 on Shepard and Todd’s list. 
We now wish to study the relationship between the reducibility of G 1 V 
and that of W / c. We begin with: 
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PROPOSITION 2.13. Let G / V be a polar representation of a connected G 
with a Cartan subspace c c V and corresponding Weyl group W. If the 
action of W’ on c is reducible, say W’ = W, x W,, c = c1 @ c, and Wi acts 
trivially on cj, where (i, j} = { 1,2), then we can jind G-invariant subspaces 
Vi c V, such that V = V, @ V, and G 1 Vi is a polar action with ci c Vi as 
Cartan subspace (i = 1,2). 
Proof: If W’ is reducible, then the set A can be written as a union 
A = A, VA, such that the Cartan subspace c = c, 0 cl, where 
Ci: = n C,, i= 1,2. 
aCA, 
Fix vEc, such that u@c,, arEA,. From Theorem 2.12 we obtain that 
The slice representation G, ) N, is polar. Using Proposition 2.5 and the fact 
that a,, . c, = (0), we can write 
N,=c,@c,@ x ya.cc,@U. 
lYEA 
Let it4 be the g,-invariant subspace of N, generated by c,: 
M=c,O 1 ga*c, @U,, 
( 1 
for some U, c U. (6) 
CXEA2 
We shall now show that A4 is g-stable. Evidently it is enough to show that 
go.McM for PEA,. Let M, = c, and Mi = JS~ . Mi-i, i = 2, 3 ,.... Fix 
PEA,. We have yD.M1=O, and 
or 
By induction we prove that g0 . Mk c Mk, and thus M is y-stable. NOW it 
follows from (6) and Proposition 2.5 that G 1 M is a polar representation 
with ci as a Cartan subspace. 
We set V, = M and choose a G-invariant complementary subspace V, 
containing c,. This can be done by taking an orthocomplement since in the 
expression for N, we may assume that all the sums are orthogonal. Thus we 
have 
v, = c, @ 
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Let xEc, be such that x&c,, aEA,. Then 9 .c2= g-x and again by 
Proposition 2.5, G ( V2 is polar with c2 as a Cartan subspace. 1 
EXAMPLE. Let H/K be an irreducible Hermitian symmetric space and let 
$c = kc + pc be the corresponding Cartan decomposition of the complexilied 
Lie algebra of H. The representation Kc ( pc is polar, reducible, yet the Weyl 
group for this action acts irreducibly. 
The next proposition shows that under additional assumptions a reducible 
polar representation has a reducible Weyl group action: 
PROPOSITION 2.14. Let G 1 (V, @ V,) be a polar action, where Vj, 
j = 1, 2, are G-invariant. Then: 
(i) The representations G 1 Vj, j = 1, 2, are polar. 
(ii) Assume further that G is connected and that G 1 V, is a stable 
action. Then every Cartan subspace c for the G 1 (V, 0 V,) action is of the 
form c = c, @ c2 with cj c Vj, j = 1, 2, being a Cartan subspace for G 1 Vj 
action. The Weyl group W for the G I(V, 0 V2) action is isomorphic to 
W, x W, where Wj is the Weyl group of the action G 1 Vj. 
Proof (i) Fix a Cartan subspace c for the G I(V, 0 V,) action. Clearly 
every closed G-orbit in V, must meet 
Cl. *=cn v,. 
Let U, E c, be a regular vector for the G ) V, action and we shall show that 
9. v, = 9. ci thereby proving part (i). Let A index the singular hyperplanes 
of the G i(V, @ V,) action and let 
B={aEA:c,ekcc,}. 
From Theorem 2.12(iv) we conclude that 
(ii) Let vi E ci c c be as in part (i). By assumption, v, # 0 and the 
slice representation of G J(V, @ V,) determined by vi is G,, I(c, 0 V2). If 
?* c V, is a Cartan subspace for the polar action G,, ( V,, then c, @ c”, is a 
Cartan subspace for the slice representation and therefore by Theorem 2.4 
also a Cartan subspace for G I(V, @ V,). Since c and c, @ Ez must be G 
conjugate by Theorem 2.3, we conclude that c = c, @ cl, where 
c2 .- *-cc v,. 
If x = xi + x2 with xi E ci is regular for the G / (V, @ V,) action then clearly 
9 . c2 c 9. x2 and so c2 is a Cartan subspace for G 1 V2. Note that again by 
481/92/2-16 
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Theorem 2.4, c c c, @ V2 is also a Cartan subspace for the slice represen- 
tation and thus Ez and c, are G,,-conjugate. 
Finally, the subspaces cj, j = 1, 2, are clearly W-invariant and since by 
Theorem 2.10, W is a pseudoreflection group the last statement of part (ii) 
follows. I 
COROLLARY 2.15. Let G ) V, be a stable polar action of a connected G. 
If G / (V, @ V,) is polar then the closed orbits of G in V, coincide with those 
of G,,, where v, E V, is any semisimple vector. In particular G 1 (V, 0 V,) is 
not polar. 
Proof: Let c2 c V, be any Cartan subspace for G 1 V,. As we have seen 
in the proof of Proposition 2.14, c2 is also a Cartan subspace for G,, ( V,. 
Thus if u E V2 and G . u is closed, there is a Cartan subspace c2 3 u, and so 
G,, . u is closed as well. By Lemma 2.7 and Theorem 2.8, each closed G- 
orbit can be at most a finite union of Got-orbits. Since G is connected each 
closed G-orbit is in fact a single GUI-orbit. 1 
Finally, we would like to combine Theorem 2.12 with Proposition 2.13 to 
obtain an estimate on the dimension of V that will necessarily have to hold 
for any polar representation G 1 V. Let u E V be a regular vector. According 
to Corollary 2.5 
V=c,,@(g. v)@U,.. 
Let s = dim 9. v and r = dim U,(= 0 if G 1 V is stable). Let T be the maximal 
dimension of a G-orbit. Note that if G is semisimple then 
c:=dim V-dimc,,=r+s. 
PROPOSITION 2.16. Let G 1 V be a polar action. Then: 
(i) Ifdim V”=O then dim V< 2s + r, 
(ii) If G 1 V is irreducible then dim V < s + fi + r. In case G is also 
semisimple, dim V < f + &. 
ProoJ (i) We need to estimate dimension of the Cartan subspace c = c, 
in terms of s. Theorem 2.12(iii) shows that 
s>cardA, (7) 
while if V9= 0, by part (iv) of the same theorem we must have 
card A > dim c. Thus dim c < s and part (i) follows. 
(ii) If G ] V is irreducible then, according to Proposition 2.13, W’ ) c is 
irreducible as well. Consulting the list of irreducible unitary reflection groups 
in [ 161 we see that the smallest number of reflection hyperplanes (of a fixed 
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dimension) is achieved by the Weyl groups of the adjoint action of SL,. 
This means 
card A > f dim c(dim c + 1). 
From this and (7) we get dim c < ,,/‘%. 1 
Remark. If G ] V is irreducible and G is simple then the estimate in 
2.16(ii) turns out to be sufficient. For semisimple G or for reducible 
representations this is no longer true: The estimate is satisfied for G, @ SO, 
(dim V = 21), and for SL, acting on four copies of the standard represen- 
tation, and neither is polar. 
Conjectures. 1. If G ) V is such that there exists a subspace cc V 
consisting of semisimple elements with dim c = dim V/G then G ( V is polar 
and c is a Cartan subspace. (This follows from [lo] for adjoint actions, and 
more generally for B-groups.) 
2. Let G / V be a polar action of a connected G. Then the Weyl group 
w= W’. 
3. If G 1 V is a polar action then 
dim V<s+r+rankG+dim V,, 
where V, is the zero weight space. 
4. Any visible representation is polar. 
5. Any irreducible polar representation with dim V/G > 1 is visible. 
6. If G/V is irreducible and dim C,, > 1 for some semisimple u E V 
then G 1 V is polar. 
3. POLAR REPRESENTATIONS OF SIMPLE G 
In this section we list all polar representations of simple connected 
algebraic groups G, and the actions of their Weyl groups W on a Cartan 
subspace c (Table I). For irreducible actions all representations not disposed 
of by Proposition 2.16(ii) turn out to be polar as can be verified case by case 
using slice representations. A shorter procedure is to use the list of all 
irreducible actions of simple G whose ring of invariants is a polynomial ring 
[4] and verify that each one of these is polar. 
For reducible actions Proposition 2.14 and Corollary 2.15 are used. The 
task can be simplified by taking advantage of a list of all cofree represen- 
tations of simple groups [ 141 since by Theorem 2.10 all polar representations 
are cofree. 
In Table I the following notation is used: The symbols SL,(n > 2), 
SO,(n > 3, n f 4), Sp,,(n > 4, even) stand for natural representations of 
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TABLE I 
G dime W G dime W 
kSL,k<n 
n SL” 
SSL, 
SL, + SL$ 
A2SL” 
A2SL” + SL, n = 2k 
A2SL” + SL$ k>2 
A=sL, - SL, + SL$ 
A’SL, 
A2SLnfA’sL: ,,=2k-, 
A=sL, + SL, 
A2SL, + SL$ 
i 
k>l 
A=SL, + 2SL; 
YSL, 
S3SL, 
A3SL, 
A’SL, + SL, 
A’SL, + 2 SL, 
A3SL, 
A3SL, 
A3SL, 
A4SL, 
0 
1 
2 
1 
- 
E3 
L.4 
No. 4 
E4 
E, 
E 
N:. 32 
WE,) 
SOlI ’ h2 
s;so, n - 1 W(A,-,) 
Spin, 1 E2 
Spin, + SO, 2 & x =, 
Spin, + SO, 2 z, x L, 
Spin, 1 I* 
Spin Lo 0 - 
Spin,, + Spin& 2 WW 
2 Spin,, 1 L4 
Spin,, 1 H4 
Spin, z 1 e4 
Spin,, + SO,, 2 z2 x L4 
Spin,, 2 q4, 1, 2) 
Wh, 1 L8 
Spin,, 8 WE,) 
SP” 0 - 
2 SP” 1 z* 
A:SP, 4 - 1 WA.,*-,) 
A~SP, + SP, 42 - 1 WV.,,-,) 
A$P, 1 l4 
A:SP, 6 WE, 1 
G, 1 1, 
F4 1 L* 
ES 1 z3 
E, 1 L4 
these groups. Spin,(n > 7) denotes irreducible linear group obtained from a 
spin representation of the double cover of SO,,. The symbols of exceptional 
groups denote these groups in their lowest-dimensional non-trivial represen- 
tations. For a linear group G operating on a vector space V we denote by 
S’G (resp. A’G) the representation of G on the rth symmetric (resp. exterior) 
power of V. The symbols Sk G and AbG denote the highest irreducible 
components of S’G and A’G, respectively. The symbol * indicates the 
contragradient representation (e.g., SLE = A”-‘SL,). Reducible represen- 
tations G j I/, V= @ Vi, are written as sums, where each summand is the 
linear group obtained by representing G irreducibly on the invariant 
subspace Vi. The sum of k copies of the same representation is indicated by 
multiplication by k. 
By W(X), X = A,, BC,, D,, G,, F4, E,, E,, E, we denote the reflection 
group associated to the root system X. For other unitary reflection groups 
we use the notation of Shepard and Todd [ 161. 
We do not distinguish between representations that differ by an 
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automorphism of the group, and we do not include in the list the adjoint 
representations. We assume that there is no trivial summand. 
Note added in proof: The authors take this opportunity to make some corrections to paper 
[31: 
1. In the second column of Table II, A*SL, and A’SL, should be replaced by /13.SL, 
and /1 ‘SL,, respectively. 
2. In Table III the degrees of invariants of Sp, @ Sp, should be 2. 4, 6,..., and those of 
AiSp. should be 2, 3, 4,...; AiSp, should be replaced by AiSp,. 
3. The groups Spin, @ SL,, G, @ SO,, G, @ Sp, should be deleted from Table IV. 
4. One should add Spin, @ SO,, G, @ SO,, G, @ Sp, to Lemma 3.7. 
5. In Theorem 2, S3SL, should be replaced by A’SL,. 
Thus, the list of all connected irreducible visible linear groups which are not related to 
&groups is as follows (all of them turn out to be polar; we list in brackets their Weyl groups): 
(a) Spin,,[G(4, 1, 2)]; Spin, 0 SO,[ W(BC,)]; Spin, &I SL,[G(4, 1,2)]; Spin,@ 
SL,[G(4,2,2)1; G,@ SL,[G(3,L 2)]. 
(b) Spin,,[l,]; Spin, @ SL,(Z,J; G, 0 SL,[I,]; SL, @ SL,> @ SL,, n > 7 (trivial/. 
(c) G @ C”, where G is a linear group from (6) [trivial 1. 
ACKNOWLEDGMENTS 
The authors would like to thank H. Kraft and G. Schwartz for several improvements and 
corrections to their preprint. 
REFERENCES 
I. J. DADOK, Polar coordinates induced by actions of compact Lie groups, TAMS, to 
appear. 
2. V. G. KAC, On the orbit classification for a linear algebraic group, Uspekhi Mat. Nauk 
30 (1975), 173-174 (in Russian). 
3. V. G. KAC, Some remarks on nilpotent orbits, J. Algebra 64 (1980), 190-213. 
4. V. G. KAC, V. L. POPOV, AND E. B. VINBERG, Sur les groupes lineares algebrique dont 
I’algibre des invariants est libre, C. R. Acad. Sci. Paris 283 (1976), 875-878. 
5. V. GATT] AND E. VINIBERGHI, Spinors of 13.dimensional space, Adv. in Math. 30 (1978), 
137-155. 
6. G. KEMPF AND L. NESS, The length of vectors in representation spaces, in “Algebraic 
Geometry,” Lecture Notes in Mathematics No. 732, Springer-Verlag, Copenhagen, 1978. 
7. B. KOSTANT, Lie group representations on polynomial rings, Amer. J. Math. 85 (1963), 
327-402. 
8. B. KOSTAN~ AND S. RALLIS, Orbits and representations associated with symmetric 
spaces, Amer. J. Math. 93 (1971), 753-809. 
9. D. LUNA, Adherences d’orbites et invariants, Invent. Math. 29 (197.5), 231-238. 
10. T. S. MOTZKIN AND 0. TAUSSKY-TODD, Pairs of matrices with property L, TAMS Nov. 
1955, 387-401. 
Il. D. MUMFORD, “Geometric Invariant Theory,” Springer-Verlag, Berlin/New York, 1965. 
524 DADOKANDKAC 
12. D. I. PANJIJSHEV, On orbit spaces of finite and connected linear groups, Izvestiya 46 
(1982), 95-99 (in Russian). 
13. V. L. POPOV, Representations with a free module of covariants, Functional Anal. A&. 10 
(1976), 242-244. 
14. G. W. SCHWARTZ, Representation of simple Lie groups with a free module of covariants, 
Inuent.Math. 50 (1978), 1-12. 
15. I. R. SHAFAREVICH, “Basic Algebraic Geometry," Springer-Verlag, New York, 1977. 
16. G. C. SHEPARD AND A. J. TODD, Finite unitary reflection groups, Canad. J. Math. 6 
(1954), 274-304. 
17. T. A. SPRINGER, Regular elements of finite reflection groups, Invent. Math. 25 (1974), 
159-198. 
18. E. B. VINEERG, The Weyl group of a graded Lie algebra, Math. USSR-Izu. 10 (1976), 
463495. 
