Abstract-In this paper, a new system identification method is proposed. Since the new method combines the advantage of Kalman filter, l 1 norm regularization and echo state mechanisms, it termed as ESNKF-l 1 . The ESNKF-l 1 inherits the basic idea of ESN learning with Kalman filter to update model parameters online and utilize l 1 norm regularization to obtain a sparse model structure. Moreover, the training of the ESNKF-l 1 is facilitated by employing a bound optimization algorithm, based on which, a proper surrogate function is defined and the l 1 norm regularization is approximated by l 2 norm, while remaining constrains to the model parameters. It lead to an efficient method for model parameters estimation, which can be solved by using pseudo-observation (PO) method. In this case, the l 2 norm is incorporated into the filtering process by designing a fictitious measurement function and the model parameters can be updated in an iteration manner. Experimental results show that the proposed method is suitable to capture the dynamics of USV and is superior to existing methods.
I. INTRODUCTION
An unmanned surface vehicle (USV) is a risk eliminating and cost saving tool in the surface zone. It has been widely used in the field as geophysical exploration and environmental monitoring [1] [2] . For wide application and better control, a precise model of the USV system is needed and much related work has been conducted.
Works have been done on developing structured model of the USV to describe the dynamical characteristics, such as Nomoto [3] model, Abkowitz [4] model, LPV [5] model, and QLPV model. However, because of prior acknowledge of the hydrodynamics is required [6] , which is far away from well researched, it is usually difficult to obtain an accurate model structure of the USV system. This problem can be alleviated by using nonstructural system identification technique, such as neural networks (NNs) and Gaussian process (GP). In [7] , Dependent Gaussian Process (DGPs) is applied to the problem of system identification from training data and works well. However, this approach is limited to the computational cost, which scales poorly with the number of data points. So, it is more computationally expensive than the traditional method, such as least square (LS) method. Echo state network (ESN) has also been applied to the problem of system identification [8] . The core of the ESN is a large and fixed reservoir. The reservoir contains a large number of randomly connected neurons. The output weights is the only part to be determined, which can be obtained by simple least square method. Here, an By combining the advantage of the Kalman filter (KF), l 1 norm regularization and the echo state mechanisms, a novel system identification method, called ESNKF-l 1 , is proposed for USV. The basic idea of ESNKF-l 1 is to train ESN in an iteration manner the same as Kalman filter, while introducing l 1 norm regularization to obtain a sparse model structure. However, the l 1 norm regularization will also make it hard to train ESN by using Kalman filter directly. To overcome this problem, bound optimization algorithm is introduced and the l 1 norm regularization is approximated by an l 2 one. Then pseudo-observation method is employed to incorporate the regularization norm into the filter process. This paper is organized as follows: Section II outlines the formulation of the resultant forces and torque exerted on the USV system. Section III describes the background theory of ESN and its application to system identification. Section IV presents the main results and shows the details of the proposed ESNKF-l 1 . Introduction on practical application to the water-jet propulsion USV system and experimental results are given in Section V. Section VII concludes this paper.
II. MODEL IDENTIFICATION WITH ECHO STATE NETWORK
The dynamic and output equations of the ESN can be written as follows [10] :
where x(k) is the reservoir internal state vector, u(k) and y(k) are the input vector and model output, sig denotes sigmoid activation function, W x denotes the internal connection weight matrix of the reservoir, Win denotes the input weight matrix, w=[w 1 , w 2 ,…,w L ] are the output weight vector, and L is size of the reservoir (the number of neurons in the reservoir).
The core of the ESN is a large and fixed reservoir, from which the desired output can be obtained via properly trained output weights. The reservoir has a large number of randomly and sparsely connected neurons, so that the reservoir exhibits some special properties to decode nonlinear dynamics well. The sole trainable part of the ESN is the output weight vector w, which can be determined using a simple linear regression [11] :
and k is the beginning index of the training samples, which is usually set to discard the influence of reservoir initial transient, ε is assumed to be zero-mean Gaussian noise with variance β, and N is the number of the training samples.
As mentioned above, the determination of the optimal output weights w is a simple linear regression task, which can be commonly solved by using pseudo inverse:
A. Model Identification of the USV
The USV states to be measured include the rudder angle δ, throttle μ, forward velocity u, sideslip velocity v and turn rate r. Wavelet decomposed outputs of these parameters are used for training. Define the states to be predicted as
where the forward velocity u, sideslip velocity v and turn rate r are recorded in the body-centered frame of reference using the INS system. Parameter τ is a positive integer, which stands for the prediction horizon.
In order to extract the dynamics of the USV, an embedded data vector is needed, which should contain the useful states to motivate the reservoir in the ESN. According to the physical model [12] , the vector is chosen as
where the rudder angle δ and throttle μ are recorded as the control input, which are sent form the ground control station.
III. ESNKF -L1
It is noted that the output weights of ESN that mentioned above is estimated in an offline way. However, it has been shown that some parameters of the USV is time-varying with respect to the speed and some other factors [9] . Hence, the output weights obtained by the offline method cannot reflect the global states of the USV and an online training method is needed. In addition, the number of hidden nodes is the only parameter has to be estimated, and l 1 norm regularization is usually used to determine this parameter and obtain a compact model structure. But how to combine the l 1 norm with an online training method is still an open problem.
Kalman filter is a commonly used method for online learning of neural networks [13] . The weights of the networks are considered as the states of the KF and estimated in an iterative manner. Compared to the traditional training method, such as back propagation, it takes significantly advantages in the aspect of convergence speed. Nevertheless, Kalman filter is equivalent to estimate model parameters with no constrains, and can hardly solve the parameter estimation problem in the condition of l 1 norm regularization.
To overcome the problems that mentioned above, an incremental echo state network, called ESNKF-l 1 , is proposed. The basic idea of ESNKF-l 1 is to train the ESN based on l 1 norm regularization and Kalman filter framework. First, the traditional Kalman filter is used to estimate the output weights without any constrains, and then projecting the current estimations to the constrained subspace. The detail of the ESNKF-l 1 is shown as follows.
A. ESN with KF (ESNKF)
The weights are considered as the states to be estimated while training ESN with the KF framework and the following state equations can be found:
where
and η(k+1) are assumed to be Gaussian noise.
B. ESNKF with l
1 Norm Regularization The classical Kalman filter provides an estimate w that is a solution to the unconstrained l 2 minimization problem: (9) In order to increase the sparsity of ESN and improve its generalization ability, an l 1 norm regularization is introduced to restrain the model structure.
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However, the introduction of l 1 norm regularization makes it hard to estimate model parameters by using Kalman filter directly. To solve this problem, a novel method with surrogate function and pseudo observation equation is provided. As we will see, the traditional Kalman filter is firstly introduced to estimate the output weights of ESN by using (7) and (8) . Then, the output weights are projected to the constrain subspace under l 1 norm regularization, which will be transformed into an equivalent l 2 norm by using surrogate function. Finally, a pseudo observation equation is constructed, which allows the l 1 norm regularization to be infused into the filtering process and estimate the output weights in an iterative manner.
C. Surrogate Function of ESNKF-l 1
If the constrains in equation (10) is l 2 norm, it can be solved by using Kalman filter method in an efficient iterative manner. However, the introduction of l 1 norm makes it hard to use Kalman filter directly. In order to integrate equation (10) into the filtering process, we turn to employ a bound optimization algorithm for an appropriate surrogate function, based on which a convenient estimation method based on Kalman filter will be presented.
Let   L w be an objective function to be optimized. In the bound optimization algorithm [14] ,   (10), which can be solved using Kalman filter. To this end, we consider the following inequality: constrained optimization problem : The objective function shown in (23) can be solved in the framework of Kalman filter by using pseudo-observation (PO) technique [15] . The basic idea of the PO technique is to train Kalman filter with nonlinear constrains in a hierarchical manner. First, the traditional Kalman filter is introduced to estimate the output weights of ESN. Then, the output weights estimated in the previous are reformulated into a new state equation (24) with the state transition matrix as an identity matrix. Followed this process, the constraint such as the second part of (23) is also equivalently transformed into a fictitious observation equation. By combing the constructed state and observation equations, the Kalman filter framework can be used to estimate the output weights of ESN under l1 norm regularization. This allows the l1 norm regularization to be infused into the filtering process and estimate the output weights in an iterative manner. Specifically:
where κ (k) is assumed to be Gaussian noise.
Following the PO technique, equation (23) is incorporated into the filtering process as.
where the second part is equivalent to a fictitious observation function as (27) where the value observed from the system is always treated as 0, ε(k+1) is assumed to be Gaussian noise, the covariance of which is H  . By combing (24) and (27), Kalman filter framework can be introduced to estimate the output weights of ESN under l 1 norm regularization. The pseudo-code with the list of a single iteration of this process is proposed in Table I . 
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IV. USV EXPERIMENTAL SETUP

A. Platform Description
The USV platform used in this experiment is designed by the State Key Laboratory of Robotics of Shenyang Institute of Automation, University of Chinese Academy of Sciences. A glance of the USV platform is shown in Fig. 1. 
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The platform has a length of 2800mm, a width of 700mm, a height of 370mm, a max velocity of 35km/h, and a weights of approximately 70kg. It is powered by a four-stroke engine which has 15Hp and is controlled by rudders and throttle for yaw and velocity respectively. 
B. Model Training
The training boat was performed in the Xiu Lake at Qi pan Mountain. In order to cover the entire input space, two typical conditions are considered. 1) The throttle are selected as square wave and sine wave. Corresponding to each wave shape, the rudder angles are set to be 60°, 24°, -24° and -60°. In each case, the amplitudes of the throttle are chosen as 20%, 60% and 100% of the maximum value and the periods correspond to each amplitude change from 10s to 30s with an interval of 10s.
2) The throttles are selected as 30, 60 and 100 percent of the maximum value, while the rudders are square wave, saw tooth wave and sine wave respectively. For each style of the rudder, the amplitude changes from 60° to 20° and the corresponding periods are chosen as the same as the ones in case 1).
C. Experimental Results
In this part, we investigate the performance of the proposed ESNKF-l 1 on some segment of the test. Before the datasets are used, all the input vectors of USV platform are normalized into the range [-1, 1] while the response are normalized into [0, 1]. The performance of ESNKF-l 1 are compared with other online methods echo state network with online sequential (ESNOS) [16] , echo state network with Kalman filter (ESNKF) [13] . For all the methods, activation function of the hidden nodes is chosen as the sigmoid type: (-(a i ·x+b i ) All the experiments have been conducted in MATLAB 2014 environment running on Pentium Dual-Core E6600 3.07GHz and 2.0G RAM.
1) Estimated output weights of the ESN:
This experiment is conducted to investigate the model structure and the learning process of the ESNKF-l 1 . The embedded data vector consists of nine values of each state and their combinations, as shown in (6) . In addition, the desired output s(k+1) is presented as {u(k+τ), v(k+τ), r(k+τ)}, where τ is the prediction step. In this experiment, the value of τ is chosen as 1.
The size of reservoir is chosen as 100×100. The sparseness and spectral radius of W x are set to be 2% and 0.98, the later will guarantee the reservoir to work in a stable region. The details of the parameters setting of the reservoir are listed in Table II.   TABLE II. PARAMETERS SETTING OF THE RESERVOIR parameter value size of the reservoir 100×100 sparseness of Wx 2% spectral radius of Wx 0.98
The performance of the proposed ESNKF-l 1 is evaluated on a segment of the straight line motion test. In this case, the primary controls for the USV is the throttle. The rudder input is not involved as it keeps zero through the test. Specifically, the training set {v i , d i } is created with 2000 data, where the throttle is motivated by square wave. The amplitude of the throttle is 60% of the maximum value and the corresponding period is 10s. A testing set {v i , d i } is also created based on square wave input with 1500 data, in which the amplitude and the period are the same as the ones of training set. Fig. 4 and 5 shows the true and the estimated values of the forward velocity u, sideslip velocity v and turn rate r, which indicates that the proposed method can capture the dynamics of the USV. Moreover, the distribution of the values of output weights w is also presented in Fig. 3 . It shows that, due to the influence on w by the l 1 regularization, the values of most w i are zero and only a few hidden nodes are included in the final network. Thanks to the introduction of KF, ESNKF-l 1 can be trained in an iteration manner. The prediction error of the ESNKF-l 1 in each iteration is shown in Fig. 2 . Form Fig. 2 , we can see that the prediction error fluctuates slightly at the beginning with randomly initialized input weights and converge to zero quickly after almost 300 steps. It indicates that the proposed method can adjust the model parameters online, which is flexible and could be well fit to the identification of dynamic systems, such as the USV. 2) Comparisons with the state-of-the-art online methods on stable training set: In this experiment, the performance of the proposed ESNKF-l 1 is evaluated on a stable training set, in which the wave type and the amplitude of the throttles for both training and testing set are chosen as the same (see Fig.  6 ). Preliminary ESNKF and a modified online training methods, such as ESNOS, are used for a comparison with ESNKF-l 1 . It is noted that the ESNOS can be regarded as an improvement of the classic ESN with RLS [16] .
All the parameters except the size of the reservoir are chosen as the same as that in experiment 1). The reservoir size of is chosen as 30 by using leave one out cross validation for ESNOS, while 100 for ESNKF and ESNKF-l 1 . Fig. 4 and 5 show the performance of the three methods. See from these figures, we can find that the RMSE of the four methods are similarly with each other. This means that all the methods can capture the dynamics of the USV platform when the inputs (rudder and throttle) are with special values. Furthermore, as observed from Table III , ESNKF-l 1 obtains smaller standard deviation of testing RMSE than ESNOS and ESNKF. This indicates that the performance of the ESNKF-l 1 is much stable than the other two methods. However, the inputs may change constantly in real applications. Therefore, the performance comparisons with different inputs for training and testing set will be presented in the following part.
3) Comparisons with the state-of-the-art online methods on unstable training set: In this experiment, the performance of the proposed ESNKF-l 1 is evaluated on an unstable training set. That is to say, the amplitude of the throttles is chosen the same for training set while different for testing and the parameters of the reservoir are chosen the same as that used in the experiment 2). We first compare the generalization performance of the four methods. The training and testing RMSE obtained by different methods are shown in Table III . Because of the output weights of ESNOS is estimated by pseudo verse in each step, it results in a meaningless estimation for the output weights (amplitude 10 6 ), which is sensitive to the inputs and easily lead to poor generalization. Different form the ESNOS, regularization term is introduced to ESNKF and ESNKF-l 1 in order to enhance the generalization performance of the three methods. As observed from Table III , ESNKF and ESNKF-l 1 obtain smaller testing RMSE than ESNOS. This can also be verified from Fig. 8 , which shows testing error curves of the four methods. Moreover, due to the introduction of l 1 norm regularization, compact model structures can be obtained by ESNKF-l 1 , which are benefit for obtaining good performance. As seen from Table III , the testing RMSE of ESNKF-l 1 is generally smaller than that of the preliminary ESNKF. The training time of the four methods are also compared in Table III . For the model training is implemented through pseudo inverse, ESNOS is much faster than the other three methods. Furthermore, as the model structures of ESNKF-l 1 is reduced constantly in the training process, its training times is less than the preliminary ESNKF.
V. CONCLUSION
In this paper, we introduce a new method of system identification for USV. We show how to identify system parameters in an iterative manner by using ESNKF-l 1 . As the proposed method do not need the precise dynamic model of the USV, it can capture a wide range of the dynamics. In addition, because of the introduction of Kalman filter, it has the inherent capability to estimate model parameters in an iteration manner and handle noise and uncertainty in the dataset. Finally, the application of l 1 norm regularization reduce the computational complexity of the method and seems helpful to enhance the prediction accuracy of the model.
