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ABSTRACT
Video sharing and entertainment websites have rapidly grown in
popularity and now constitute some of the most visited websites on
the Internet. Despite the active user engagement on these online
video-sharing platforms, most of recent research on online media
platforms have restricted themselves to networking based social
media sites, like Facebook or Twier. We depart from previous
studies in the online media space that have focused exclusively
on demand-side user engagement, by modeling the supply-side of
the crowd-contributed videos on this platform. e current study
is among the rst to perform a large-scale empirical study using
longitudinal video upload data from a large online video platform.
e modeling and subsequent prediction of video uploads is made
complicated by the heterogeneity of video types (e.g. popular vs.
niche video genres), and the inherent time trend eects associated
with media uploads. We identify distinct genre-clusters from our
dataset and employ a self-exciting Hawkes point-process model
on each of these clusters to fully specify and estimate the video
upload process. Additionally, we go beyond prediction to disentan-
gle potential factors that govern user engagement and determine
the video upload rates, which improves our analysis with addi-
tional explanatory power. Our ndings show that using a relatively
parsimonious point-process model, we are able to achieve higher
model t, and predict video uploads to the platform with a higher
accuracy than competing models. e ndings from this study can
benet platform owners in beer understanding how their supply-
side users engage with their site over time. We also oer a robust
method for performing media upload prediction that is likely to be
generalizable across media platforms which demonstrate similar
temporal and genre-level heterogeneity.
1 INTRODUCTION
Video delivery and sharing platforms have witnessed exponential
growth in recent times, with websites such as Youtube, Netix and
XVideos.com featuring among most frequently visited websites
worldwide1. However, what sets these websites apart from other
social media sites such as Facebook, Twier and Reddit is the sheer
1hp://www.alexa.com/topsites/countries;1/US
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amount of data trac that passes through their servers, as almost
all content on these sites is available as streaming videos2. Further,
the average amount of time spent by any user on these platforms
is reported to be much higher than that spent on any other leading
social media sites3.
Despite the obvious importance of such video distribution and
sharing platforms, academic research on such websites have been
relatively lagging, with most choosing to focus on network-oriented
sites instead [20] [19]. e extant research in the area of user-
generated-content (UGC) too has been primarily focused on textual
and pictorial content [18] [15] [4], and on issues related to UGC
based predictions in the real world [1] [24] [21]. Most importantly,
the few studies that have explicitly looked at video-based content,
investigate demand-side research questions about video downloads,
and consumption paerns [4, 9]. However, what lags in these
previous investigations on the topic is an understanding of how
the supply-side engagement develops on these platforms.
User engagement has been coined as the ”emotional, cognitive
and behavioral connection that exists between a user and a resource”
[2]. While most users engage with these platforms as content-
consumers, their engagement is sustained by a steady upload of
videos from a relatively smaller sample of video uploaders who
engage actively with the platform as content producers. As a result,
it is imperative for such platforms to predict and understand user
engagement so as to constantly aract content contributors by
keeping them users engaged (for the purpose of this work, by ”user”
we imply users who contribute content, i.e., content producers).
In this current study, we depart from existing work by explic-
itly modeling the supply side engagement paern of these video
uploaders across dierent video genres. Specically, we introduce
a point process model to specify the content generation process
and provide a mechanism for predicting future upload volumes
and disentangling the contributing factors. For our empirical anal-
ysis, we use data from a large-scale adult entertainment website
which is ranked among the top two most frequently visited adult
entertainment sites on the Internet. Our dataset comprises infor-
mation about the uploaded video (e.g. title, descriptions etc.) as
well as user-generated tags associated with each upload. In order
to uncover genre-level engagement paerns from the upload data,
we rst perform a clustering analysis, forming association clusters
based on the co-occurrence of video tags which are selected by
the users while uploading the video to the platform. us, videos
which have a common set of associated tags are inducted into the
2hp://www.cnet.com/news/netix-youtube-gobble-up-half-of-internet-trac/
3hp://www.comscore.com/Insights/Press-Releases/2014/2/comScore-Releases-
January-2014-US-Online-Video-Rankings
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same video cluster, implying that each video cluster qualitatively
represents a specic genre or taste category.
Video uploads demonstrate a signicant rate-heterogeneity de-
pending on the specic video genre as is evident from the distinct
upload paerns in each of the 4 illustrative clusters shown in Figure
1. Drawing on this insight, we perform predictive modeling on each
of the clusters individually to generate insights about the upload
process for the specic video genre. For our model estimations, we
employ a parametric self-exciting process model, also termed as a
Hawkes process model in literature [13]. Such models provide an
elegant and parsimonious extension to the popular Poisson model,
by incorporating the history of events into consideration. Self-
exciting models are ideal candidates for ing multi-spell events
with bursty trac where there are infrequent spikes in frequency
followed by periods of mean-reveal when the frequency retreats to
its mean value. In our current study, we apply the Hawkes model
to each of the identied genres, also termed as clusters, and obtain
parameter estimates that we later use to make predictions. We
show that our model ts the data beer than comparable variants
of the Poisson model that have been used in recent research on
Hawkes models. Moreover, our model provides lowest average
prediction error spanning dierent splits of the training and test
data, as compared to other baseline models.
In addition to predictive accuracy, we aempt to disentangle the
eect of various factors contributing to the video upload process,
and investigate which among them were the driving contributors
to video uploads, spanning dierent clusters. Identifying the con-
tributing factors helps in beer understanding the psyche of users
engaging with the platform as content contributors. We assert that
the engagement driving factor derives from three major sources
viz. self-reinforcement, popularity of other videos in the genre,
and other exogenous events. We perform an explanatory analysis
to estimate what fraction of the clustering in each genre can be
aributed to each of these three sources. us, drawing on our self-
excitation model, we are not only able to make accurate predictions
of video uploads, but are also able to explain the source for these
upload intensities across dierent video categories.
We contend that our study is among the rst to go beyond con-
sumer side view to analyze the supply side of videos generated
in a real-world seing. While our empirical analysis leverages
data from a large adult entertainment platform, the models and
methods we use can easily be adapted to other video streaming
platforms without any loss of generality. Specically, we oer the
following three contributions in the current paper: First, while
several studies on UGC in general, and videos in particular have
focused on modeling demand-side user engagement paerns (i.e.
content consumption), this is among the rst studies to analyze
the user-generated supply side nature of these video distribution
platforms. Second, we leverage a Hawkes point-process model to
provide a robust predictive model which outperforms other compa-
rable baselines that do not take into account the self-exciting nature
of video uploads. ird, we go beyond prediction, to uncover po-
tential factors that determine the video upload rate. is improves
the analysis with additional explanatory power. We contend that
these ndings will increase our understanding of video-based UGC
production on online entertainment platforms, and will aid plat-
form owners in beer understanding how their content producers
engage with with the platform by producing content that has high
genre-level and temporal heterogeneity.
2 RELATEDWORK
We review some past work looking at user engagement on online
platforms. Since, in the current study, we focus our aention at
specically studying videos uploads, we also provide a brief review
of studies that look at video distributions.
User Engagement in Online Platforms:
In the online industry, web analytics is used to understand how
users engage with a site and includes metrics such as click-through
rate, time spent on a site (dwell time), page views, return rates
and number of users. ese metrics, referred to as engagement
metrics, assess users’ depth of engagement with a site. Although
they cannot explain why users engage with a site, they have been
used as proxy for online user engagement. Existing studies of user
engagement with a web service can broadly be classied into three
groups. First, several studies focused on analysis of user behavior.
Some of them discovered the relationship between goal success and
system reuse [31]. Some others concerned behavioral paerns of
users (e.g. models of web sites with respect to user behavior (e.g.,
w.r.t. multitasking user behavior [16] or w.r.t. popularity, activity,
and loyalty among users [17]). Second, some studies focused on
the prediction of future changes in user engagement. Prediction
of how a user switches (no switch, persistent switch, or oscillating
behavior) between dierent online systems during 26 weeks was
studied in [31]. ird, there are papers devoted to user engagement
as an evaluation metric in online controlled experiments [8, 14].
While most existing work has focused on analyzing user behavior
and engagement, in this work we go a step beyond: in addition to
making predictions, we aim at understanding user engagement with
a crowd-contributed video upload website by dis-entangling the
dierent factors associated with user’s psyche while contributing
content.
Video-based User Generated Content:
e emergence of online communication and, in particular, on
social media has dramatically increased online engagement and
word-of-mouth (WOM), or user-generated content (UGC), on such
platforms. ese WOM interactions, mostly textual, have been used
to predict movie revenues,and television success [1, 5, 29], election
outcomes [23], product sales [12] and even rm equity values [21].
ere have been related research on modeling the emergence and
growth of such text-based user generated content as well [30, 32].
Self-exciting Point Processes:
Our approach in this work is based on the Hawkes Process which
is a type of self-exciting point-process model. Such point-process
models have been popularly used in recent studies to model natural
phenomena like wildre assessments [27], spiking in brain-waves
[28], nancial seings[10] and even online check-ins on a social
media site[7].
3 DATASET DESCRIPTION
For our empirical analysis, we use data from a large-scale adult
video sharing site4 [22]. Such genre-based video sharing platforms
4hp://xhamster.com/
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Metadata Description Example
upload date Day when the video was uploaded 4//30//2011
title Title of the video ”Tea party at Dick’s house”
channels List of the video’s tags [’Tea’, ’Spoon’, ’Sugar’]
description Description of the video ”What a spoon !”
nb views Number of times the video has been displayed 69
nb votes Number of users who voted for or against this video 42
nb comments Number of comments posted on this video 666
runtime Length of the video in seconds 4815
uploader Anonymized identier of the uploader’s username 6f60cbef5b891f80
Table 1: e metadata associated with each uploaded video
on the website [22].
like 9Gag.tv, XVideo.com etc. are unique in that they provide a
fertile venue to study both genre-level heterogeneity (i.e. hetero-
geneity in uploader’s video tastes), as well as temporal perturba-
tions (i.e. periods of temporal clustering). Our dataset comprises
an exhaustive collection of metadata from all videos published on a
large scale adult video platform, since its creation in April 2007, up
until February 2013, totaling over 800,000 videos from over 85000
uploaders. Table 1 describes the associated metadata which consists
of an anonymized uploader identier, video upload date and time,
list of uploader contributed video-tags for the uploaded videos, and
video popularity cues (e.g. number of views, comments etc).
e content on such adult sites is oen arranged in the form of
diverse categories or tags for ease of access and use. While upload-
ing any new video, the uploader is given the option of selecting tags
from a set of existing tags. Oen a video is tagged with multiple
related tags. It is to be noted that the tags appear to form some
clusters based on tag associativity, an insight we leverage later for
beer predictions.
4 MODELING VIDEO UPLOADS
Our aim in this research is to characterize the video upload process
in such crowd-contributed adult video ecosystems so as to be able
to uncover emerging genres in video uploads and predict future
upload volumes for each of these themes, while at the same time
explaining what factors might be generating the observed volumes.
A multitude of factors inuence the supply-side process of user
contributions on such platforms. e inherent heterogeneity of
content as reected by the abundance of user-selected tags and
categories poses interesting challenges in analyzing the content
upload process. Additionally, the temporal variability introduced
by seasonal trends and popularities form yet another aspect of the
upload process.
We rst explain the process of extracting dierent clusters of
videos based on their tag associativity, following which, we present
a Hawkes Process to model the upload process and predict future
uploads.
4.1 Graph-based Tag Cluster Formation
Almost any web site that provides means for sharing user-generated
multimedia content has tagging functionalities to let users annotate
the material that they want to share. e tags are then used to re-
trieve the uploaded content, and to ease browsing and exploration
of these collections, e.g. using tag clouds. ese tags also provide
additional contextual and semantic information by which users
can organize and access shared media content. While uploading
new media content, users typically associate their media with those
tags which can potentially explain the content beer to prospec-
tive viewers. Each media can thus be associated with dierent
tags thereby forming a complex network of inter-tag relationships.
When analyzing tag associations, it is oen observed that some
sets of tags co-occur together in a large proportions, suggesting
that, together, they can be viewed as a high-level genre or category.
While some of these genres or categories (e.g.funny cat videos) are
widely popular, others are very niche (e.g. black hole videos) with
oen a particular set of users responsible for most of the content
generation and consumption in such categories. Oen the con-
tent generation rate in niche videos are triggered by some external
events (e.g. a recent movie related to Astronomy triggers an in-
creased interest in black hole videos). is necessitates the need for
segregating such categories of videos because the way a popular
category gets ooded with user generated content varies drastically
from the content generation process in such niche categories.
While videos do not have explicit category/cluster labels, we
propose to make use of the associated tag information to uncover
the various clusters underlying our adult entertainment videos. To
this end, we formulate the tag associations in videos in a graph
based seing. Given a set of videos along with their tag associations,
we build a complete graph GV = (T ,E,w), whose nodes T are the
set of all tags associated with the set of videosV , and whose E edges
are weighted by the tag-tag anities. e weighting function w is
a tag anity function w : E → I where I is the set of integers. For
each pair of tags, the edge weight is dened as
w(t1, t2) = |{v}| s .t . t1 ∈ taдs(v) & t2 ∈ taдs(v) (1)
i.e., the total number of videos in which these two tags co-occur.
Overall, the graphGV describes the tag-anity network for the set
of videos V .
We dene the video clusters as the set of vertex-partitions in-
duced by the connected components of the graphGV . e rationale
is to drop weak edges, i.e., low tag-anity and to build clusters
on the basis of the strong edges, i.e. with high tag anity, which
identify the related tag pairs. e algorithm performs two steps:
1 Graph Pruning: given the graph GV all the edges e ∈ E
whose weight is smaller than a given threshold, that is
w(t1, t2) < η, are removed, thus obtaining a pruned graph
G ′V .
2 Connected Components: in the second step, the con-
nected components of the pruned graph G ′V are extracted.
Such connected components identify the genre-clusters of related
tags which are returned by the algorithm.
4.2 Genre-Cluster Analysis
Aer constructing the tag-tag anity graph for the contributed
video tags and applying a vertex partitioning algorithm, we were
able to uncover a total of 37 genre or category-based clusters from
the entire dataset, such that videos within each cluster had similar
tags. e average number of videos within each cluster was 19460,
with the minimum and maximum number of videos in any cluster
being 337 and 264509 respectively, for cluster numbers 12 and 33.
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Figure 1: Variation in upload patterns across dierent clusters.
4.3 Modeling Video Uploads as a Hawkes
Process
e weighted connected components of the tag anity graph, as
dened above, serve as the genre-clusters which represent the dif-
ferent types of video categories one usually observes on online
video sharing sites. As is evident from the distinct upload paerns
in each of the 4 illustrative clusters Fig. 1, video uploads demon-
strate signicant rate-heterogeneity depending on the specic video
genre. Such cluster specic heterogeneity warrants the need to
perform predictive modeling on each of the clusters individually to
generate cluster-specic insights. We treat each such genre-clusters
as a separate process and we adopt the parametric Hawkes process
for each genre-cluster to model the cluster specic upload process.
4.3.1 Hawkes Process. A point process N is a random measure
on a completely separable metric space S that takes values on
N ∪ {∞}. In our case, a convenient way to view a realization
of N is that of a list of times t1, t2, ...., tn at which events 1, 2, ...n
occur. A point process is typically characterized by prescribing its
conditional intensity λ(t), which represents the innitesimal rate
at which events are expected to occur around a particular time t,
given the history of the process up to t, Ht = ti : ti < t [25] us,
in a point process, N (t) counts the number of points (i.e., occur-
rences of events) in (−∞, t], and the conditional intensity function
λ(t |Ht ) denotes the expected instantaneous rate of future events
at timestamp t depending on Ht , the history of events preceding
t . An important example of a point process is the Poisson process,
which always has a deterministic conditional intensity λ(t). We say
that a point process N is self-exciting if
Cov[N (t1, t2),N (t2, t3)] > 0 (2)
for any t1 < t2 < t3 . is means that if an event occurs, a successive
event becomes more likely to occur locally in time and space. is
is, however, not true for a Poisson process which has independent
increments, hence Cov[N (t1, t2),N (t2, t3)] = 0.
e Hawkes process is a specic class of self- or mutually-
exciting point process models [13]. A univariate Hawkes process
{N (t)} is dened by its intensity function
λ(t) = µ(t) +
∫ t
−∞
κ(t − s)dN (s) (3)
where µ : <→<+ is a deterministic base intensity, κ : <+ → R+
is a kernel function expressing the positive inuence of past events
on the current value of the intensity process. e process is well
known for its self-exciting property, which refers to the phenom-
enon that the occurrence of one event in the past increases the
probability of events happening in the future. Such a self-exciting
property can either exist between every pair of events, as assumed
in a normal univariate Hawkes process, or only exist between lim-
ited pairs of events.
4.3.2 Modeling Video Uploads. Each genre-cluster obtained via
the connected components of the tag anity graph is treated as a
separate Hawkes Process. Each video upload in the genre-cluster is
treated as an event in the given cluster specic point process. We
model the intensity of video upload events involving a cluster c at
time t as follows:
λc (t) = µc +
∑
p :tp<t
дc (t − tp ) (4)
is intensity function can be interpreted as a rate at which video-
uploads in a cluster occur. e summation in the second term is
over all the events (i.e. uploads) that have happened up to time t .
µc describes the background rate of event occurrence that is time-
independent, whereas the second term describes the self-excitation
part, so that a video upload in the past increases the probability
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of observing another upload in the (near) future. We will use a
two-parameter family for the self-excitation term:
дc (t − tp ) = βcexp(−wc (t − tp )) (5)
where βc describes the weight of the self-excitation term (compared
to the background rate), while wc describes the decay rate of the
excitation. Intuitively, the decay term captures the notion that more
recent upload events are more important.
Overall, each genre-cluster is dened by three sets of parame-
ters of the Hawkes Process: < µ, β ,w > representing the upload
process characterized by the particular cluster. e estimates of
these parameters were obtained by minimizing the negative of the
log likelihood function [26].
5 DISENTANGLING THE CONTRIBUTING
FACTORS
As can be seen in Fig 1, the average upload paerns across the
dierent clusters are not static, but rather vary signicantly with
time and across clusters. Such a dynamic paern can be aributed
to the dierent factors which trigger users to contribute new media.
In this section, we describe three primary mechanisms to describe
the video upload process: (i) self-reinforcing behavior of users, (ii)
trend-burst inuence, also called here as the ”popularity eect,”
and (iii) other exogenous factors. We are especially interested in
disentangling the individual contributions of these three eects
from the overall cumulative eect. e rich information in the data
including the user information and the content popularity informa-
tion allows us to construct a ne-grained model of the strength of
the eect of one event on the other. We next describe the process
of nding such relations, a technique which we use to uncover the
relative contributions of these three dierent eects.
5.1 Inferring Correlations between Events
A Hawkes process model provides us with the exibility to charac-
terize the relationships between two events (e.g. between successive
uploads, as in this study). We can infer the strength of the ties be-
tween two events by examining the intensity function for a given
event which further allows us to infer the likelihood that the event
was triggered by a specic historical event. A current event can
potentially be triggered by any of the historical events. We use a
probabilistic measure (introduced in [7]) described below, to model
the strength of tie between i and j. For the given process (represent-
ing a specic genre-cluster c), the probability that the jth event is
triggered by the i − th event can be expressed as below:
pci→j =
дc (tj − ti )
µc +
∑
p :tp<tj дc (tj − tp )
(6)
From the parameter values learnt in section 4.3 above, we can
calculate the above probability based on the cluster specic <
µc , βc ,wc > values. Since we are interested in correlation of points
for a given process (cluster) and not the correlation across dierent
processes (clusters), we assume each process (cluster) has its own
parameters which we estimate in isolation from each other.
5.2 Contributing Factors
Our goal here is disentangling and analyzing the dierent factors
along with their individual contributions towards explaining the
content creation volume in any particular genre-cluster. We con-
sider three major factors that govern the content generation behav-
ior observed in crowd-contributed websites. We describe each of
the three in detail below. e user-views and comment information
associated with each video serves as a proxy to estimate the relative
popularity of the dierent videos, and along with the uploader’s
information, it provides us with the necessary equipment to tackle
the disentanglement objective. Individual contributions from each
of these factors allow us to construct a ne-grained model of the
strength of the eect of one on another. While the ground truth
cause for each video upload is unknown, we oer various ways to
quantitatively test the validity of our factors.
5.2.1 Self-reinforcing Behavior. Oen, users exhibit strong pre-
dictable behaviors in terms of their anity towards a particular
genre-cluster. ite frequently, a particular user consistently up-
loads videos belonging to the same genre. Such a repetitive and
self-reinforcing behavior observed on the platform is indeed a major
factor governing the proportion of content in any particular cluster.
A user who has already uploaded in a particular cluster is more
likely to display behavioral consistency and upload again soon in
this cluster and, conversely, a paucity of uploads strongly predicts
fewer uploads in the future. is self-reinforcing tendency is mea-
sured using the event correlation equation described in subsection
5.1 by summing over upload events i and j that were initiated by
a particular user. More specically, we dene the self-reinforcing
score for a particular genre-cluster c as follows:
Ssel f =
∑
ti<tj p
c
i→j Iui=uj∑
ti<tj p
c
i→j
(7)
where I is the indicator function which equals one if the uploader
ui is same as uploader uj and i & j correspond to the upload event
taking place in genre-cluster c .
5.2.2 Popularity Eect. e perceived popularity of an already
uploaded content oen lends a sense of validation to a prospective
uploader who might use this information to decide whether or
not to upload content of that genre [11]. Based on this intuition,
we postulate that users are more likely to upload content if they
perceive that the content they are uploading will be well-received
by the content consumers. To incorporate this eect, we make use
of a user specic popularity eect which is our second major factor
governing the proportion of content in a particular cluster.
e average popularity of uploaded content would dier for dif-
ferent users - some users would have a relatively high popularity
average while some would have a relatively low popularity average
based on their past uploads. Indeed, dierent users have dierent
notions of baseline popularity thresholds which are oen impacted
by how popular user’s past uploads were. We quantify the popular-
ity of any uploaded content in terms of the number of views and the
number of comments it has received (popularity score for a video
upload event i is notated asψi ). We model user specic popularity
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Figure 2: Comparison of model t statistics: the dierence in AIC scores among the proposed Hawkes process model and the
Poisson model is plotted for each of the genre-clusters.
threshold by averaging over the user’ past popularity score and
postulate that past uploads by other users in a particular cluster
which are, on average, more popular than the focal user’s average
popularity score, the popularity eect, will positively impact the
uploader’s decision to upload content to that cluster. We dene the
Popularity Eect score for any particular genre-cluster c as follows:
Spop =
∑
ti<tj p
c
i→j Iψi>ψavдuj∑
ti<tj p
c
i→j
(8)
whereψi denotes the popularity of video event i ,ψavдuj denotes
the average popularity score for user uj and i , j correspond to
the upload events taking place in the genre-cluster c . us, the
term Iψi>ψavдuj activates all past video upload events wherein the
video i was more popular than user uj ’s average popularity score.
is eect models the increased likelihood of a upload event tak-
ing place in light of past popularity of content from the same cluster.
Exogenous Eect
If a upload event is not explained by either of the eects above,
we consider it to be caused by some external (exogenous) factors.
Indeed, other factors like website streaming quality, consumer de-
mand, ease of content creation process, etc. might contribute to-
wards explaining the observation that some genre-cluster have
much more upload events than others. While modeling these ef-
fects individually provides stronger cues and insights about the
overall upload process, for the current study, we accumulate them
together as Exogenous Eects. e score for the exogenous eect is
calculated based on the scores of the two main factors described
earlier.
Sexo = 1 − Ssel f − Spop (9)
We make use of the above mentioned scores to evaluate the
impact of these dierent factors towards guiding genre-cluster
level upload behavior and present detailed results in Section 7.
6 EXPERIMENTAL EVALUATION
We next evaluate our performance in modeling and predicting video
uploads via comparing goodness of t and prediction errors of the
proposed Hawkes process model with a number of baselines as
described below.
6.1 Baselines
We compare the Hawkes process model to several other baselines
based on nonhomogeneous Poisson processes(NHPP) as described
below.
Baseline 1: piecewise-constant NHPP (PC-NHPP)
Content uploads rates for each cluster follow a cluster specic
background rate: some popular genre-clusters generally notice
much frequent uploads than other niche genre-clusters. We t a
piecewise-constant nonhomogeneous Poisson processes(NHPP) for
each cluster and use the results as our rst baseline.
Baseline 2: NHPP with driing (NHPP-D)
We dene the rate function as a linear function of time. On many
genre-clusters, the video uploads become more frequent as time
elapsed from the rst upload. A sudden video upload suddenly
sparks interest among consumers which excites uploaders to up-
load more content to this particular genre-cluster. To model this,
we use a rate function dened as λ(t) = µt+b, where µ is the cluster
specic the base rate.
Baseline 3: Hawkes process with no clusters
In this baseline, we consider all historic events ignoring the cluster
assignments and model a single Hawkes process model on the en-
tire data.
Baseline 4: ARIMA modeling
As a nal baseline, we also estimate a time series model based on an
autoregressive integrated moving average (ARIMA) specication.
We implement a series of model specications for each of the clus-
ters by varying the autoregressive order, the moving average order
and the degree of dierencing. We nally select the model with the
lowest AIC criterion and use it to make forecasts. e results are
shown in Table 2.
6.2 Model Selection
For every genre-cluster, we t the data to a Hawkes process us-
ing MLE and evaluate the goodness of t compared against other
baseline approaches (see Section 6.1 for the list of baselines). For
evaluation we use the AIC score [3], which has been widely used
for model selection. In addition to maximizing likelihood, AIC also
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Splits Hawkes PC-NHPP NHPP-D No Cluster Baseline 4
15 31.99 32.00 33.50 49.23 44.26
30 27.76 31.39 30.96 50.12 43.06
45 35.25 40.60 38.16 49.89 43.78
60 37.43 37.58 38.63256 51.22 44.02
90 39.30 41.90 42.89 51.45 44.79
Table 2: Predictive Analysis: the error in predicting total number of video uploads within a future window of 2 weeks. e
splits highlight the number of training days used to construct the model.
Figure 3: Relative impact of the three contributing factors across the dierent genre-clusters.
penalizes models with large number of parameters to discourage
overing. e model with the smallest score is chosen from the
candidates.
Figure 2 in the previous page shows a comparison of the model t
between our proposed Hawkes model and a homogeneous Poisson
model, that is popularly employed to model count- or rate-related
data. e dierence in Akaike Information Criterion (AIC) between
the Hawkes and Poisson model forms our key criteria for compar-
ison. It is clear that across dierent sample sizes, denoted by the
split values, our model shows superior model t as compared to its
Poisson counterpart. is is evidenced by a lower AIC value across
most clusters for a given data size.
6.3 Predicting Video Uploads
To additionally evaluate the performance of the proposed Hawkes
Process based model for modeling the video upload process, we
evaluate our model on the task of video upload prediction. For all
genre-clusters, we segregate the data into two components, training
set and testing set and t a separate Hawkes Process on the training
data and perform MLE to obtain estimates of the model parameters.
Using these parameters, we intend to predict the number of videos
that would be uploaded in a given future time frame. With the
estimated parameters, the rate function at time t can be computed
based on the history up to time t and the parameters estimated from
the training set. e number of events (video uploads) between time
interval t and t + δt can be computed using the counting process
as below (δt > 0):
N (t + δt) − N (t) =
∫ t+δ t
t
λ(τ )dτ (10)
In our experiments, we focus on predicting the number of videos
uploaded in the time frame of two weeks. For this, we make use
of a number of training-testing splits. e training splits consists
of data from the past 15 days, 30 days, 45 days, 60 days and 90
days. It is to be noted that the upload process at the web scale is
highly susceptible to seasonal trends such that a holiday season
experiences a surge in the number of videos uploaded as compared
to a more monotone season. Hence, modeling dependencies in the
upload process based on a longer historical past would add noise
to the training phase.
We report results from our predictive analyses where the perfor-
mance of the Hawkes model in predicting total number of video
uploads to the site within a future window of 2 weeks is analyzed.
As described in the previous section, we also run two compara-
ble baseline models viz. a piecewise constant NHPP , and NHPP
with driing[6]. Our results as illustrated in Table 2 show that
the Hawkes model outperforms both of the Poisson based baseline
models across all sample sizes. e lower the prediction error, the
beer the model at predicting the upload volume. We nd that our
model is able to predict video uploads to the site with prediction
error rates lowest among comparable models used in recent studies.
Impact of considering clusters:
As can be seen from the predictive results, cluster specic Hawkes
process model performs beer than the No Cluster Hawkes pro-
cess model. Indeed this highlightsthe importance of modeling each
cluster separately via a cluster specic model parameters.
Benets over Time Series Model:
e performance of the ARIMA baseline is worse than that of the
proposed model which highlights the fact that simple time series
based models aren’t generic enough to incorporate variations while
Hawkes process is able to beer model the temporal variations in
the upload process.
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7 IMPACT OF CONTRIBUTING FACTORS
One of the major goals of this study was to also disentangle the
eect of various factors contributing to the video upload process,
and investigate which among them were the driving contributors
to video uploads, spanning dierent clusters. As mentioned in
Section 5.2, we hypothesize that there are three major factors that
contribute to temporal clustering viz. self-reinforcing behavior,
popularity eect, and unobserved exogenous factors.
Figure 3 demonstrates the distribution of the self-reinforcing
score, popularity eect score and exogenous eect score for each of
our 37 clusters. We nd evidence for both self-reinforcing behavior
and popularity eect within each cluster. However, quite interest-
ingly, we do nd variation in the relative proportion of these two
scores across the clusters. For instance, while most clusters report a
higher popularity eect as compared to the self-reinforcing scores,
clusters 3,12 and 24 report a higher than average self-reinforcing
eect. Further, clusters 3 and 12 report even higher self-reinforcing
scores than popularity eect. Taken together, these results hint of
a strong genre-level dependency that exists on these video plat-
forms, and while popularity of other videos in a genre is a leading
driver for most genre of videos, this is not necessarily true for all
genres. Our ndings uncover this interesting interplay between
video genres and the factors contributing to increased uploads.
8 CONCLUSION
e current study is among the rst to fully characterize, explain
and predict supply side engagement paerns on a large-scale online
video sharing platform. We uncover signicant user- and genre-
level heterogeneities in online video uploads, and propose a para-
metric self-exciting point process model for modeling the same,
aer controlling for genre-level heterogeneity and temporal per-
turbations. We demonstrate a higher model t as compared to a
homogeneous-rate Poisson model, and also make more accurate
predictions than comparable baseline models. Additionally, beyond
predicting uploads, we also discuss possible reasons for the high-
clustering behavior observed in our dataset. We posit that such
clustering eects in uploader engagement could be the result of
self-reinforcing behavior of the uploads, or due to popularity in-
uence of other videos of the same genre, or even due to other
exogenous factors that are not captured in our dataset. Based on
our conditional intensity modeling, we are able to successfully dis-
entangle the above three causes for the observed video clustering,
thereby providing evidence that both self-reinforcement as well
as the popularity eect have a strong role to play in producing
the upload paern displayed by our data. By providing a parsimo-
nious model that combines the benet of predictive modeling with
strong explanatory power, and a unique dataset that allows us to
investigate both genre-level and temporal heterogeneities, we oer
researchers, policy makers, economists as well as platform owners
with useful insights about the supply-side behavior of video-based
entertainment sharing platforms. With the growing importance
and accessibility of such platforms, we believe that such compu-
tational approaches would be increasingly benecial in managing
and securing such ecosystems.
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