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Abstract
Casimir energy is calculated for the 5D electromagnetism and 5D scalar theory
in the warped geometry. It is compared with the flat case(arXiv:0801.3064). A new
regularization, called sphere lattice regularization, is taken. In the integration over
the 5D space, we introduce two boundary curves (IR-surface and UV-surface) based
on the minimal area principle. It is a direct realization of the geometrical approach to
the renormalization group. The regularized configuration is closed-string like. We do
not take the KK-expansion approach. Instead, the position/momentum propagator
is exploited, combined with the heat-kernel method. All expressions are closed-form
(not KK-expanded form). The generalized P/M propagators are introduced. Rigorous
quantities are only treated (non-perturbative treatment). The properly regularized
form of Casimir energy, is expressed in a closed form. We numerically evaluate Λ(4D
UV-cutoff), ω(5D bulk curvature, warp parameter) and T (extra space IR parameter)
dependence of the Casimir energy. We present two new ideas in order to define the
5D QFT: 1) the summation (integral) region over the 5D space is restricted by two
minimal surfaces (IR-surface, UV-surface) ; or 2) we introduce a weight function
and require the dominant contribution, in the summation, is given by the minimal
surface. Based on these, 5D Casimir energy is finitely obtained after the proper
renormalization procedure. The warp parameter ω suffers from the renormalization
effect. The IR parameter T does not. In relation to characterizing the dominant
path, we classify all paths (minimal surface curves) in AdS5 space. We examine the
meaning of the weight function and finally reach a new definition of the Casimir energy
where the 4D momenta( or coordinates) are quantized with the extra coordinate as
the Euclidean time (inverse temperature). We comment on the cosmological constant
term and present an answer to the problem at the end. Dirac’s large number naturally
appears.
PACS: PACS NO: 04.50.+h, 11.10.Kk, 11.25.Mj, 12.10.-g 11.30.Er,
Keywords: Warped geometry, position/momentum propagator, heat-kernel, Casimir
energy, sphere lattice, Renormalization of boundary parameters, Cosmological constant
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Figure 1: The configuration of the Casimir energy measurement. The radiation cavity
bounded by two parallel perfectly-conducting plates separated by 2l. The plate size is
2L× 2L.
1 Introduction
In the dawn of the quantum theory, the divergence problem of the specific heat of the radi-
ation cavity was the biggest one (the problem of the blackbody radiation). It is historically
so famous that the difficulty was solved by Planck’s idea that the energy is quantized. In
other words, the phase space of the photon field dynamics is not continuous but has the
"cell" or "lattice" structure with the unit area (∆x ·∆p) of the size 2π~ (Planck constant).
The radiation energy is composed of two parts, ECas and Eβ:
E4dEM = ECas + Eβ ,
ECas =
∑
mx,my ,n∈Z
ω˜mxmyn , Eβ = 2
∑
mx,my ,n∈Z
ω˜mxmyn
eβω˜mxmyn − 1 ,
ω˜2mxmyn = (mx
π
L
)2 + (my
π
L
)2 + (n
π
l
)2 , l ≪ L , (1)
where the parameter β is the inverse temperature, l is the separation length between two
perfectly-conducting plates, and L is the IR regularization parameter of the plate-size.
See Fig.1. The second part Eβ is, essentially, Planck’s radiation formula. The first one
ECas is the vaccuum energy of the radiation field, that is, the Casimir energy. It is a very
delicate quantity. The quantity is formally divergent, hence it must be defined with careful
regularization. (See App.B). ECas/(2L)2 does depend only on the boudary parameter l.
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Figure 2: Graph of Planck’s radiation formula. P(β, k) = 1
(c~)3
1
pi2
k3/(eβk − 1) (1 ≤
β ≤ 2, 0.01 ≤ k ≤ 10), k(photon energy) = ~ω = hν = ~c2pi
λ
, β = 1/kBT where
c~ = 2000 eV Å, kB(Boltzmann’s constant) = 8.6 × 10−5 eV/K. k=(1,10) eV correspond
to λ
2pi
=(2000,200)Å, β=(1,2) eV−1 correspond to T=(105/8.6, 105/17.2) K. P = 0.1 corre-
sponds to P∆k = (2000)−3 × 0.1×∆k[eV/Å3].
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The quantity is a quantum effect and , at the same time, depends on the global (macro)
parameter l. 1
ECas
(2L)2
=
π2
(2l)3
B4
4!
= − π
2
720
1
(2l)3
, B4(the fourth Bernoulli number) = − 1
30
, (2)
In Fig.2, Planck’s radiation spectrum distribution is shown. Introducing the axis of
the inverse temperature(β), besides the photon energy or frequency (k), it is shown stere-
ographically. Although we will examine the 5D version of the zero-point part (the Casimir
energy), the calculated quantities in this paper are much more related to this Planck’s
formula. 2 We see, near the β-axis, a sharply-rising surface, which is the Rayleigh-Jeans
region (the energy density is proportional to the square of the photon frequency). The
damping region in high k is the Wien’s region. 3 The ridge (the line of peaks at each β)
1 See the recent reviews on Casimir energy: Ref.[1].
2 Planck’s formula depends only on the temperature 1/β, not on l. (Comparatively the Casimir energy
part does not depend on β, but on the separation l. ) It is known that β can be regarded as the periodicity
for the axis of the inverse temperature (Euclidean time). The axis corresponds to the extra axis in the
following text.
3 We recall that the old problem of the divergent specific heat was solved by the Wien’s formula. This
fact strongly supports the present idea of introducing the weight function (see Sec.6).
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forms the hyperbolic curve (Wien’s displacement law). When we will, in this paper, deal
with the energy distribution over the 4D momentum and the extra-coordinate, we will see
the similar behavior (although top and bottom appear in the opposite way). In order to
compare this 4D case with the 5D case of the present paper, we do some preparation for
the Casimir energy in App.B.
In the quest for the unified theory, the higher dimensional (HD) approach is a fascinating
one from the geometrical point. Historically the initial successful one is the Kaluza-Klein
model[2, 3], which unifies the photon, graviton and dilaton from the 5D space-time ap-
proach. The HD theories 4 , however, generally have the serious defect as the quantum
field theory(QFT) : un-renormalizability. 5 The HD quantum field theories, at present,
are not defined within the QFT. One can take the standpoint that the more fundamental
formulation, such as the string theory and D-brane theory, can solve the problem. In the
present paper, we have the new standpoint that the HD theories should be defined by them-
selves within the QFT. In order to escape the dimension requirement D=10 or 26 from the
quantum consistency (anomaly cancellation)[4], we treat the gravitational (metric) field
only as the background one. This does not mean the space-time is not quantized. See
later discussions (Sec.7). We present a way to define 5D quantum field theory through the
analysis of the Casimir energy of 5D electromagnetism.
In 1983, the Casimir energy in the Kaluza-Klein theory was calculated by Appelquist
and Chodos[5]. They took the cut-off (Λ) regularization and found the quintic (Λ5) di-
vergence and the finite term. The divergent term shows the unrenormalizability of the
5D theory, but the finite term looks meaningful 6 and, in fact, is widely regarded as the
right vacuum energy which shows contraction of the extra axis. In this decade, triggered
by the development of the string and D-brane theories, new treatments or new ideas were
introduced to calculate the vacuum energy or the effective potential in HD. (The motiva-
tion is to settle the stability problem of the moduli parameters[7, 8]. ) One is to regard
the system as the bulk and boundary, and do renormalization in both parts[9, 10]. Vari-
ous regularization methods were carefully re-examined for the bulk-boundary theory[11].
They are applied to various theories including realistic models[12, 13, 14, 15, 16]. From
the regularization viewpoint, the zeta-function (or dimensional) regularization combined
with some summation formula is most commonly taken. The renormalization procedure,
however, does not seem satisfactory. They succeed in calculating the properly regularized
quantity and in separating the divergent terms. They found the finite part, but its physical
meaning is obscure because the treatment of the divergent part is not established. They
simply say, based on the analogy to the case of the ordinary (4D) renormalizable thoeries,
4 The HD theories we consider here, are the HD generalization of the familiar renormalizable (in 4D)
theories such as 5D free scalar theory, 5D QED and 5D Yang-Mills theory.
5 Note that the ordinary power counting criterion is about the divergence degree for the coupling
expansion. In this sense, there are some renormalizable HD field theories such as 6D Φ3-theory. In the
present paper, however, we have focused on the coupling-independent part, the Casimir part. This part is
generally divergent in the higher dimensions.
6 The gauge independence was confirmed in Ref.[6].
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the local counterterms can cancel divergences. 7 They try to absorb divergences by the
renormalization of parameters such as the brane tension (cosmological constant) and the
gravitational constant. But it is fair to say that the Λ5-divergence problem, posed by Ap-
pelquist and Chodos, is not yet solved. All these come from the unsatisfactory situation
of the quantum treatment of the brane dynamics and the HD quantum field theories.
In the development of the string and D-brane theories, a new approach to the renor-
malization group was found. It is called holographic renormalization [17, 18, 19, 20, 21, 22].
We regard the renormalization flow as a curve in the bulk (HD space). The flow goes along
the extra axis. The curve is derived as a dynamical equation such as Hamilton-Jacobi
equation. It originated from the AdS/CFT correspondence[23, 24, 25]. Spiritually the
present basic idea overlaps with this approach. The characteristic points of this paper are:
a) We do not rely on the 5D supergravity; b) We do not quantize the gravitational(metric)
field; c) The divergence problem is solved by reducing the degree of freedom of the system,
where we require, not higher symmetries, but some restriction based on the minimal area
principle; d) No local counterterms are necessary.
In the previous paper[26], we investigated the 5D electromagnetism in the flat geometry.
For the later use of comparison (with the present warped case), we list the main results
here. 8 The extra space is periodic (periodicity 2l) and Z2-parity is taken into account:
ds2 = ηµνdx
µdxν + dy2 , −∞ < xµ, y <∞ , y → y + 2l, y ↔ −y ,
(ηµν) = diag(−1, 1, 1, 1) , (XM) = (Xµ = xµ, X5 = y) ≡ (x, y) ,
M,N = 0, 1, 2, 3, 5; µ, ν = 0, 1, 2, 3. (3)
The IR-regularized geometry of this 5D flat space(-time) is depicted in Fig.3. The Casimir
energy is rigorously (all KK-modes are taken into account) expressed as
ECas(Λ, l) =
2π2
(2π)4
∫ Λ
1/l
dp˜
∫ l
1/Λ
dy p˜3W (p˜, y)F (p˜, y) ,
F (p˜, y) ≡ F−(p˜, y) + 4F+(p˜, y) =
∫ Λ
p˜
dk˜
−3 cosh k˜(2y − l)− 5 cosh k˜l
2 sinh(k˜l)
. (4)
where Λ is the 4D-momentum cutoff, and W (p˜, y) is the weight function to suppress the IR
and UV divergences. 9 10 We obtained the following Λ and l dependence by the numerical
analysis.
7 See the first footnote of Sec.8 about the present treatment of the local counterterms.
8 We do not require the reader to read ref.[26]. The necessary key procedures are explained in the text.
9 Z2-odd part F
− comes from the quantum fluctuation of the extra component A5(X), while Z2-even
part F+ from the 4D components Aµ(X).
10 The expression (4) of ECas is negative definite. The same thing can be said about the warped case
(29) in the later description.
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Figure 3: IR-regularized geometry of 5D flat space (3). The 4D world (3-brane) is Eu-
clideanized and is shown as 4D ball (shaded disk region) surrounded by S3 sphere with
radius µ−1. µ is the 4D IR regularization parameter, and is taken to be µ = 1/l. UV-
regularization is introduced, in Sec.4, by replacing the 4D ball with the "sphere lattice"
composed of many small (size: 1/Λ) 4D balls. See Sec.5 for detail.
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1) Un-weighted case: W = 1
Un-restricted integral region :
ECas(Λ, l) =
1
8π2
[−0.1249lΛ5 − (1.41, 0.706, 0.353)× 10−5 lΛ5 ln(lΛ)] ,
Randall-Schwartz integral region : ERSCas =
1
8π2
[−0.0894 Λ4] . (5)
The quintic divergence of the upper one of (5) shows the unrenormalizability of the 5D
theory in the ordinary treatment. The triplet data show the unstable situation of numerical
results. 11 As for the lower case, the (p˜, y)-integral region is restricted to below the
hyperbolic curve p˜y = 1.12
2) Weighted case
EWCas/Λl =


−2.50 1
l4
+ (−0.142, 1.09, 1.13) · 10−4 ln lΛ
l4
for W = 1
N1
e−(1/2)l
2 p˜2−(1/2)y2/l2 ≡W1
−6.04 10−2 1
l4
− (24.7, 2.79, 1.60) · 10−8 ln lΛ
l4
for W = 1
N2
e−p˜y ≡W2
−2.51 1
l4
+ (19.5, 11.6, 6.68) · 10−4 ln lΛ
l4
for W = 1
N8
e−(l
2/2)(p˜2+1/y2) ≡W8
(6)
where some representative cases (W1: elliptic, N1 = 1.557/8π2 ; W2: hyperbolic, N2 =
2(lΛ)3/8π2; W8: reciprocal, N8 = 0.3800/8π2) are shown. (See ref.[26] for other cases. )
The quantity Λl is the normalization factor in the numerical analysis. The Casimir energy
behavior of the case W2 is consistent with the Randall-Schwartz’s one of 1). These results
imply the renormalization of the compactification size l.
EWCas/Λl = −
α
l4
(1− 4c ln(lΛ)) = − α
l′4
, β =
∂
∂(ln Λ)
ln
l′
l
= c , (7)
where α and c should be uniquely fixed by clarifying the meaning of the weight function
W and the unstable situation of the triplet data.
The aim of this paper is to examine how the above results change for the 5D warped
geometry case. The IR-regularized geometry of the 5D warped space(-time) is depicted in
Fig.4. One additional massive parameter, that is, the warp (bulk curvature) parameter ω
appears. The limit ω → 0 leads to the flat case. This introduction of the "thickness" 1/ω
comes from the expectation that it softens the UV-singularity, which is the same situation
as in the string theory. See Ref.[27] and [28] besides this work.
The content is organized as follows. We start with the familiar approach to the 5D
warped system: the Kaluza-Klein expansion, in Sec.2. In Sec.3, the same content of Sec.2
11 The results of (5) are based on the numerical integral of (4) for l = (10, 20, 40),Λ = 10 ∼ 103. The
triplet coefficients correspond to the three values of l. This unstable situation does not appear in the
present case of warped geometry. See (39) and (116). The same thing can be said about the weighted case
2) in the following.
12 This restriction was taken in Ref.[29] to suppress the UV-divergence.
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Figure 4: IR-regularized geometry of 5D warped space (10). The 4D world (3-brane) is
Euclideanized and is shown as a 4D ball (shaded disk region) surrounded by S3 sphere
with radius µ−1. µ is the 4D IR regularization parameter. UV-regularization is introduced
by replacing the 4D ball with the "sphere lattice" composed of many small (size: 1/Λ) 4D
balls. See Sec.5 for detail.
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is dealt in the heat-kernel method and the Casimir energy is expressed in a closed form
in terms of the P/M propagator. The closed expression of Casimir energy enables us
numerically evaluate the quantity in Sec.4. Here we introduce UV and IR regularization
parameters in (4D momentum, extra coordinate)-space. A new idea about the UV and IR
regularization is presented in Sec.5. The minimal area principle is introduced. The sphere
lattice and the renormalization flow are explained. In Sec.6 an improved regularization
procedure is presented where a weight function is introduced. Here again the minimal
surface principle is taken. The meaning of the weight function is given in Sec.7. In Sec.8
we make the concluding remarks. Renormalization of the warp parameter ω is explicitly
shown. We argue the (4D) coordinates or momenta look quantized in the present treatment.
The cosmological constant is addressed. We prepare five appendices to supplement the
text. App.A deals with the classification of all minimal surface curves in the 5D warped
space. App.B reviews 4D Casimir energy (the ordinary radiation cavity problem) where
the features of the cut-off and zeta-function regularizations are examined. App.C explains
the numerical confirmation of the (approximate) equality of the minimal surface curve and
the dominant path in the Casimir energy calculation. The results, appearing in this paper,
heavily relies on some numerical calculations. We explain them in App.D. Normalization
constants of various weight functions are explained in App.E.
2 Kaluza-Klein expansion approach
In order to analyze the 5D EM-theory, we start with 5D massive vector theory.
S5dV =
∫
d4xdz
√−G(−1
4
FMNF
MN − 1
2
m2AMAM ) , FMN = ∂MAN − ∂NAM ,
ds2 =
1
ω2z2
(ηµνdx
µdxν + dz2) = GMNdX
MdXN , G ≡ detGAB ,
(XM) = (xµ, z) , M,N = 0, 1, 2, 3, 5(or z); µ, ν = 0, 1, 2, 3 . (8)
The 5D vector mass, m, is regarded as a IR-regularization parameter. In the limit, m = 0,
the above one has the 5D local-gauge symmetry. Casimir energy is given by some integral
where the (modified) Bessel functions, with the index ν =
√
1 + m
2
ω2
, appear. (See, for
example, ref.[29].) Hence the 5D EM limit is given by ν = 1 (m = 0). We consider,
however, the imaginary mass case m = iω (m2 = −ω2, ν = 0) for the following reasons: 1)
the UV-behavior does not depend on the bulk mass parameter m which is regarded as a IR
regularization one; 2) we can compare the result with the 5D flat case where the 5D scalars
(4 even-parity modes + 1 odd-parity mode) are considered[26], 3) ν = 0 Bessel functions
are meaningfully simple in the analysis. 13 We can simplify the model furthermore. Instead
of analyzing the m2 = −ω2 of the massive vector (8), we take the 5D massive scalar theory
13 ν = 1/2 (m2 = −3ω2/4) is another simple case where Bessel functions reduce to trigonometric
functions.
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on AdS5 with m2 = −4ω2, ν =
√
4 +m2/ω2 = 0.
L = √−G(−1
2
∇MΦ∇MΦ− 1
2
m2Φ2) , G ≡ detGMN ,
ds2 = GMNdX
MdXN , ∇M∇MΦ−m2Φ+ J = 0 , (9)
where Φ(X) = Φ(xµ, z) is the 5D scalar field. The background geometry is AdS5 which
takes the following form, in terms of z,
(GMN) =
(
1
ω2z2
ηµν 0
0 1
ω2z2
)
,
√−G = 1
(ω|z|)5 ,
− 1
T
≤ z ≤ − 1
ω
or
1
ω
≤ z ≤ 1
T
(−l ≤ y ≤ l , |z| = 1
ω
eω|y|) ,
1
T
≡ 1
ω
eωl , (10)
where we take into account Z2 symmetry: z ↔ −z. ω is the bulk curvature (AdS5 param-
eter) and T−1 is the size of the extra space (Infrared parameter).
In this section, we do the standard analysis of the warped system, that is, the Kaluza-
Klein expansion approach.
The Casimir energy ECas is given by
e−T
−4ECas =
∫
DΦexp{i
∫
d5XL}
=
∫
DΦ(X) exp
[
i
∫
d4xdz
1
(ω|z|)5
1
2
Φ{ω2z2∂a∂aΦ + (ω|z|)5 ∂
∂z
1
(ωz)3
∂zΦ−m2Φ}
]
. (11)
Here we introduce, instead of Φ(X), the partially (4D world only) Fourier transformed
field Φp(z).
Φ(X) =
∫
d4p
(2π)4
eipxΦp(z) , (12)
Eq.(11) can be rewritten as
e−T
−4ECas =
∫
DΦp(z)×
exp
[
i
∫
d4p
(2π)4
2
∫ 1/T
1/ω
dz
{
1
2
Φp(z){− 1
(ωz)3
p2 +
d
dz
1
(ωz)3
d
dz
− m
2
(ωz)5
}Φp(z)
}]
, (13)
where we have used the Z2-property, defined in (15), of Φp(z). From the above expression,
we can read the measure function s(z) and the extra-space kinetic operator Lˆz.
s(z) =
1
(ωz)3
, Lˆz ≡ d
dz
1
(ωz)3
d
dz
− m
2
(ωz)5
, (14)
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and consider the Bessel eigen-value problem.
{s(z)−1Lˆz +Mn2}ψn(z) = 0 ,
ψn(z) = −ψn(−z) for P = − ; ψn(z) = ψn(−z) for P = + , (15)
with the appropriate b.c. at fixed points. Because the set {ψn(z)} constitute the orthonor-
mal and complete system, we can express Φp(z) as
Φp(z) =
∑
n
cn(p)ψn(z) . (16)
Eq.(13) can be further rewritten as
e−T
−4ECas =
∫
DΦp(z) exp
[
i
∫
d4p
(2π)4
2
∫ 1/T
1/ω
dz
{
1
2
Φp(z)s(z)(s(z)
−1Lˆz − p2)Φp(z)
}]
=
∫ ∏
n
dcn(p) exp
[∫
d4pE
(2π)4
∑
n
{−1
2
cn(p)
2(p2E +M
2
n)}
]
= exp
∑
n,p
{−1
2
ln(p2E +M
2
n)} , (17)
where the orthonormal relation
2
∫ 1
T
1
ω
ψn(z)s(z)ψm(z)dz = δnm , (18)
is used. This shows that s(z), defined in (14), plays the role of "inner product measure"
in the function space {ψn(z), 1/ω ≤ z ≤ 1/T}. In (17), Wick’s rotation is done for the
time-component of {pµ}.
ip0 → p4 ,
idp0dp1dp2dp3 → dp4dp1dp2dp3 ≡ d4pE ,
p2 = −(p0)2 + (p1)2 + (p2)2 + (p3)2 → (p4)2 + (p1)2 + (p2)2 + (p3)2 ≡ p2E , (19)
The expression (17) is the familiar one of the Casimir energy.
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3 Heat-Kernel Approach and Position/Momentum Prop-
agator
Eq.(17) is the expression of ECas by the KK-expansion. In this section, the same quantity
is re-expressed in a closed form using the heat-kernel method and the P/M propagator.
e−T
−4ECas =
∫
DΦp(z) exp
[
i
∫
d4p
(2π)4
2
∫ 1/T
1/ω
dz
{
1
2
Φp(z)s(z)(s(z)
−1Lˆz − p2)Φp(z)
}]
= exp
[
T−3
∫
d4pE
(2π)4
2
∫ 1/T
1/ω
dzs(z)
{
−1
2
ln(−s(z)−1Lˆz + p2E)
}]
= exp
[
T−3
∫
d4pE
(2π)4
2
∫ 1/T
1/ω
dzs(z)
{
1
2
∫ ∞
0
1
t
et(s(z)
−1Lˆz−p2E)dt+ const
}]
, (20)
where we have used a formula[30].∫ ∞
0
e−t − e−tM
t
dt = lnM , det M > 0 , M : a matrix . (21)
(The factors T−4 and T−3 in (20) come from the dimensional analysis. T has the meaning
of the renormalization point. ) The above formal result can be precisely defined using the
heat equation.
e−T
−4ECas = (const)× exp
[
T−4
∫
d4pE
(2π)4
2
∫ ∞
0
1
2
dt
t
Tr HpE(z, z
′; t)
]
,
Tr Hp(z, z′; t) =
∫ 1/T
1/ω
s(z)Hp(z, z; t)dz , { ∂
∂t
− (s−1Lˆz − p2)}Hp(z, z′; t) = 0 . (22)
The heat kernel Hp(z, z′; t) is formally solved, using the Dirac’s bra and ket vectors (z|, |z),
as
Hp(z, z
′; t) = (z|e−(−s−1Lˆz+p2)t|z′) . (23)
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(The bra and ket vectors (z|, |z) are precisely defined by the orthonormal and complete set
of Lˆz: {ψn(z)}. 14 ) Using the set {ψn(z)} defined in (15), the explicit solution of (22) is
given by
Hp(z, z
′; t) =
∑
n∈Z
e−(M
2
n+p
2)t1
2
{ψn(z)ψn(z′)− ψn(z)ψn(−z′)} , P = − ,
Ep(z, z
′; t) =
∑
n∈Z
e−(M
2
n+p
2)t1
2
{ψn(z)ψn(z′) + ψn(z)ψn(−z′)} , P = + , (25)
where we have used the dimensionality of Hp and Ep read from (22). ([Ep]=[Hp]=L−1).
The above heat-kernels satisfy the following b.c..
lim
t→+0
Hp(z, z
′; t) =
∑
n∈Z
1
2
{ψn(z)ψn(z′)− ψn(z)ψn(−z′)} ≡ (ω|z|)3ǫ(z)ǫ(z′)δˆ(|z| − |z′|) , P = − ,
lim
t→+0
Ep(z, z
′; t) =
∑
n∈Z
1
2
{ψn(z)ψn(z′) + ψn(z)ψn(−z′)} ≡ (ω|z|)3δˆ(|z| − |z′|) , P = + ,(26)
where ǫ(z) is the sign function. The above equation defines δˆ(|z|− |z′|). We here introduce
the position/momentum propagators G∓p as follows.
G−p (z, z
′) ≡
∫ ∞
0
dt Hp(z, z
′; t) =
∑
n∈Z
1
M2n + p
2
1
2
{ψn(z)ψn(z′)− ψn(z)ψn(−z′)} ,
G+p (z, z
′) ≡
∫ ∞
0
dt Ep(z, z
′; t) =
∑
n∈Z
1
M2n + p
2
1
2
{ψn(z)ψn(z′) + ψn(z)ψn(−z′)} . (27)
14
(1) Definition ψn(z) ≡ (n|z) = (z|n) ,
(2) Z2 − property | − z) = P |z) , (−z| = P (z| , P = ∓1
(3) Orthogonality(∫ − 1
ω
− 1
T
+
∫ 1
T
1
ω
)
dz
(ω|z|)3 (n|z)(z|k) = 2
∫ 1
T
1
ω
dz
(ωz)3
(n|z)(z|k) = δn,k, (n|k) = δn,k ,
(z|z′) =
{
(ω|z|)3ǫ(z)ǫ(z′)δˆ(|z| − |z′|) for P=− 1
(ω|z|)3δˆ(|z| − |z′|) for P=1
(4) Completeness(∫ − 1
ω
− 1
T
+
∫ 1
T
1
ω
)
dz
(ω|z|)3 |z)(z| = 2
∫ 1
T
1
ω
dz
(ωz)3
|z)(z| = 1 ,
∑
n
|n)(n| = 1 , (24)
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They satisfy the following differential equations of propagators.
(Lˆz − p2s(z))G∓p (z, z′) =
∑
n∈Z
1
2
{ψn(z)ψn(z′)∓ ψn(z)ψn(−z′)}
=
{
ǫ(z)ǫ(z′)δˆ(|z| − |z′|) for P=− 1
δˆ(|z| − |z′|) for P=1 (28)
Therefore the Casimir energy ECas is, from (22) and (25), given by
−E−Cas(ω, T ) =
∫
d4pE
(2π)4
2
∫ ∞
0
dt
t
2
∫ 1/T
1/ω
dz s(z)HpE(z, z; t)
=
∫
d4pE
(2π)4
2
∫ ∞
0
dt
t
2
∫ 1/T
1/ω
dz s(z)
{∑
n∈Z
e−(M
2
n+p
2
E
)tψn(z)
2
}
, (29)
where s(z) = 1/(ωz)3 (14). This expression leads to the same treatment as the previous
section. Note that the above expression shows the negative definiteness of E−Cas.
15
Here we introduce the generalized P/M propagators, Iα(P=−) and Jα(P=+) as
Iα(p
2; z, z′) ≡
∫ ∞
0
dt
tα
Hp(z, z
′; t)
=
∫ ∞
0
dt
tα
∑
n∈Z
e−(M
2
n+p
2)t1
2
{ψn(z)ψn(z′)− ψn(z)ψn(−z′)} , P=− ,
Jα(p
2; z, z′) ≡
∫ ∞
0
dt
tα
Ep(z, z
′; t)
=
∫ ∞
0
dt
tα
∑
n∈Z
e−(M
2
n+p
2)t1
2
{ψn(z)ψn(z′) + ψn(z)ψn(−z′)} , P=+ , (30)
where α is the arbitrary real number. Then we have the following relations.
I0(p
2; z, z′) = G−p (z, z
′) , J0(p
2; z, z′) = G+p (z, z
′) ,
∂Iα(p
2; z, z′)
∂p2
= −Iα−1(p2; z, z′) ,
∫ ∞
p2
dk2Iα(k
2; z, z′) = Iα+1(p
2; z, z′) ,
∂Jα(p
2; z, z′)
∂p2
= −Jα−1(p2; z, z′) ,
∫ ∞
p2
dk2Jα(k
2; z, z′) = Jα+1(p
2; z, z′) ,
(p2 − r(z)−1Lˆz)Iβ(p2; z, z′) = −βIβ+1(p2; z, z′) , (p2 − r(z)−1Lˆz)Jβ(p2; z, z′) = −βJβ+1(p2; z, z′) ,
β 6= 0 ,
∂Iα(p
2; z, z′)
∂α
= −
∫ ∞
0
ln t
tα
dtHp(z, z
′; t) .(31)
15 We notice the subtraction of positive infinity (M-independent term) in the formula (21) is essential
for this negative definiteness. This should be compared with the expansion-expression ECas of (17).
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Finally we obtain the following useful expression of the Casimir energy for P = ∓.
− E−Cas(ω, T ) =
∫
d4pE
(2π)4
{Tr I1(p2E ; z, z′)} =
∫
d4pE
(2π)4
∫ ∞
p2
E
{Tr I0(k2; z, z′)}dk2
=
∫
d4pE
(2π)4
∫ ∞
p2
E
{TrG−k (z, z′)}dk2 =
∫
d4pE
(2π)4
∫ 1/T
1/ω
dz s(z)
∫ ∞
p2
E
{G−k (z, z)}dk2 ,
−E+Cas(ω, T ) =
∫
d4pE
(2π)4
{Tr J1(p2E ; z, z′)} =
∫
d4pE
(2π)4
∫ ∞
p2
E
{Tr J0(k2; z, z′)}dk2
=
∫
d4pE
(2π)4
∫ ∞
p2
E
{TrG+k (z, z′)}dk2 =
∫
d4pE
(2π)4
∫ 1/T
1/ω
dz s(z)
∫ ∞
p2
E
{G+k (z, z)}dk2 . (32)
Here we list the dimensions of various quantities appeared above.
L1−2α L−4 L−3/2 L−1 L−1/2 L0 L L2 L5/2 L3
ECas Λ, p, ω, T z, l t
Iα, Jα Hp, Ep G
∓
p
Φ s(z) Φp
δˆ(z − z′) |z), (z|, ψn(z) |n), (n| cn(p)
(Λ is a regularization parameter defined below.)
The P/M propagators G∓p in (27), (31) and (32) can be expressed in a closed form.
(See, for example, [31].) Taking the Dirichlet condition at all fixed points, the expression
for the fundamental region (1/ω ≤ z ≤ z′ ≤ 1/T ) is given by
G∓p (z, z
′) = ∓ω
3
2
z2z′
2{I0( p˜ω )K0(p˜z)∓K0( p˜ω )I0(p˜z)}{I0( p˜T )K0(p˜z′)∓K0( p˜T )I0(p˜z′)}
I0(
p˜
T
)K0(
p˜
ω
)−K0( p˜T )I0( p˜ω )
,
p˜ ≡
√
p2 , p2 ≥ 0 (space-like) .(33)
We can express the Λ-regularized Casimir energy in terms of the following functions
F∓(p˜, z).
− EΛ,∓Cas(ω, T ) =
∫
d4pE
(2π)4
∣∣∣∣
p˜≤Λ
∫ 1/T
1/ω
dz F∓(p˜, z) ,
F∓(p˜, z) ≡ s(z)
∫ Λ2
p2
E
{G∓k (z, z)}dk2
=
2
(ωz)3
∫ Λ
p˜
k˜ G∓k (z, z)dk˜ ≡
∫ Λ
p˜
F∓(k˜, z)dk˜ , (34)
where F∓(k˜, z) are the integrands of F∓(p˜, z) and p˜ = √p2E . Here we introduce the UV
cut-off parameter Λ for the 4D momentum space. In Fig.5 and Fig.6, we show the behavior
15
Figure 5: Behavior of ln |1
2
F−(k˜, z)| = ln |k˜ G−k (z, z)/(ωz)3|. ω = 104, T = 1,Λ = 2× 104.
1.0001/ω ≤ z ≤ 0.9999/T . ΛT/ω ≤ k˜ ≤ Λ. Note ln |(1/2)× (1/2)| ≈ −1.39.
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of F∓(k˜, z). The table-shape graphs say the "Rayley-Jeans" dominance. 16 That is, for
the wide-range region (p˜, z) satisfying both p˜(z − 1
ω
)≫ 1 and p˜( 1
T
− z)≫ 1,
F−(p˜, z) ≈ 1
2
, F+(p˜, z) ≈ 1
2
,
(p˜, z) ∈ {(p˜, z)|p˜(z − 1
ω
)≫ 1 and p˜( 1
T
− z)≫ 1} . (35)
4 UV and IR Regularization Parameters and Evalua-
tion of Casimir Energy
The integral region of the above equation (34) is displayed in Fig.7. In the figure, we
introduce the regularization cut-offs for the 4D-momentum integral, µ ≤ p˜ ≤ Λ. As for the
extra-coordinate integral, it is the finite interval, 1/ω ≤ z ≤ 1/T = eωl/ω, hence we need
not introduce further regularization parameters. For simplicity, we take the following IR
16 The energy density in (pa, z)-space is approximately given by, using (35), F∓(p˜, z) ≈ − 12 p˜+ 12Λ. For
small p˜, F∓(p˜, z) ≈ 12Λ(const.). This should be compared with Eβ of (107): ω˜/(eβω˜ − 1) ∼ 1/β (const)
for small ω˜.
16
Figure 6: Behavior of ln |1
2
F+(k˜, z)| = ln |k˜ G+k (z, z)/(ωz)3|. ω = 104, T = 1,Λ = 2× 104.
1.0001/ω ≤ z ≤ 0.9999/T . ΛT/ω ≤ k˜ ≤ Λ
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cutoff of 4D momentum. 17 :
µ = Λ · T
ω
= Λe−ωl . (37)
Hence the new regularization parameter is Λ only.
Let us evaluate the (Λ, T )-regularized value of (34).
−EΛ,∓Cas(ω, T ) =
2π2
(2π)4
∫ Λ
µ
dp˜
∫ 1/T
1/ω
dz p˜3F∓(p˜, z) ,
F∓(p˜, z) =
2
(ωz)3
∫ Λ
p˜
k˜ G∓k (z, z)dk˜ . (38)
The integral region of (p˜, z) is the rectangle shown in Fig.7 .
Note that eq.(38) is the rigorous expression of the (Λ, T )-regularized Casimir energy. We
show the behavior of (−1/2)p˜3F−(p˜, z) taking the values ω = 104, T = 1 in Fig.8(Λ = 104),
17 If we take the following relation furthermore
Λ = ω , (36)
then µ = T and we need not any additional regularization parameters. We do not take this relation. The
choice of the regularization parameters affects the counting of the divergence degree. See later discussion
of eq.(41)
17
Figure 7: Space of (z,p˜) for the integration. The hyperbolic curve will be used in Sec.5.
z
p = 
1/T
Figure 8: Behaviour of (−1/2)p˜3F−(p˜, z) (38). T = 1, ω = 104,Λ = 104. 1.0001/ω ≤ z <
0.9999/T , ΛT/ω ≤ p˜ ≤ Λ .
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Figure 9: Behavior of (−1/2)p˜3F−(p˜, z) (38). T = 1, ω = 104,Λ = 2 · 104. 1.0001/ω ≤
z < 0.9999/T , ΛT/ω ≤ p˜ ≤ Λ .
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Figure 10: Behavior of (−1/2)p˜3F−(p˜, z) (38). T = 1, ω = 104,Λ = 4 · 104. 1.0001/ω ≤
z < 0.9999/T , ΛT/ω ≤ p˜ ≤ Λ .
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Fig.9(Λ = 2 · 104) and Fig.10(Λ = 4 · 104). 18 All three graphs have a common shape.
(We confirm the graphs do not depend on the choice of ω and T very much.) Behavior
along p˜-axis does not so much depend on z. A valley runs parallel to the z-axis with the
bottom line at the fixed ratio of p˜/Λ ∼ 0.75. 19 The depth of the valley is proportional
to Λ4. Because ECas is the (p˜, z) ’flat-plane’ integral of p˜3F (p˜, z) , the volume inside the
valley is the quantity ECas . Hence it is easy to see ECas is proportional to Λ5. This is the
same situation as the flat case (the upper eq. of (5)). Importantly, (38) shows the scaling
behavior for large values of Λ and 1/T . From a close numerical analysis of (p˜, z)-integral
(38) 20 , we have confirmed
EΛ,−Cas(ω, T ) =
2π2
(2π)4
×
[
−0.0250Λ
5
T
]
, (39)
which does not depend on ω and has no ln Λ
T
-term. (Note: 0.025 = 1/40. See App.D for the
numerical derivation.) 21 Compared with the flat case (the upper eq. of (5)), we see the
factor T−1 plays the role of IR parameter of the extra space. We note that the behavior of
Fig.8-10 is similar to the Rayleigh-Jeans’s region (small momentum region) of the Planck’s
radiation formula (Fig.2) in the sense that p˜3F (p˜, z) ∝ p˜3 for p˜≪ Λ.
Finally we notice, from the Fig.8-10, the approximate form of F (p˜, z) for the large Λ
and 1/T is given by
F∓(p˜, z) ≈ f
2
Λ(1− p˜
Λ
) , f = 1 , (40)
which does not depend on z, ω and T . f is the degree of freedom. The above result is
consistent with (35).
5 UV and IR Regularization Surfaces, Principle of Min-
imal Area and Renormalization Flow
The advantage of the new approach is that the KK-expansion is replaced by the integral
of the extra dimensional coordinate z and all expressions are written in the closed ( not
18 The requirement for the three parameters ω, T,Λ is Λ≫ ω ≫ T . See ref.[32] for the discussion about
the hierarchy Λ, ω, T . In the application to the real world, the most interesting choice is T ∼ 1TeV =
103GeV(TeV physics), ω ∼ 1015GeV(GUT scale), and Λ ∼ 1019GeV(Planck mass,Mpl). In the numerical
calculation, however, we must be content with the appropriate numbers, shown in the text, due to the
purely technical reason. Another interesting choice is ω ∼ 10−3eV(neutrino mass, mν ∼
√
Mpl/Rcos,Rcos:
cosmological size), Λ ∼ 1019GeV = 1028eV (Planck mass) and T ∼ 10−20eV(∼ R −1cos (MplRcos)1/5), See the
discussion about the cosmological term in the concluding section.
19 The Valley-bottom line ’path’ p˜ = p˜(y) ≈ 0.75Λ corresponds to the solution of the minimal principle:
δS1 = 0, S1[p˜(z), z] ≡ (1/8π2)
∫
dzp˜(z)3F (p˜(z), z), F ≈ −(Λ− p˜)/2 (40). This will be referred in Sec.6 .
20 The result (39) is based on the numerical calculation for the following cases: 1) T = 1, ω = 104,Λ =
104×(1, 2, 4, 8, 16); 2) T = 1, ω = 103×(1, 2, 4, 8, 16),Λ = 2×104; 3) T = (1, 2, 4, 8, 16), ω = 104,Λ = 2×104.
21 This numerical result can be checked using the approximate form (40).
∫ Λ
µ
dp˜
∫ 1/T
1/ω
dz p˜3·(− 12 )(Λ−p˜) =
−0.025Λ5T (1 +O(T/ω)).
20
expanded ) form. The Λ5-divergence, (39), shows the notorious problem of the higher
dimensional theories, as in the flat case (the upper eq. of (5)). In spite of all efforts of the
past literature, we have not succeeded in defining the higher-dimensional theories. (The
divergence causes problems. The famous example is the divergent cosmological constant
in the gravity-involving theories. [5] ) Here we notice that the divergence problem can be
solved if we find a way to legitimately restrict the integral region in (p˜, z)-space.
One proposal of this was presented by Randall and Schwartz[29]. They introduced
the position-dependent cut-off, µ < p˜ < Λ/ωu , u ∈ [1/ω, 1/T ] , for the 4D-momentum
integral in the "brane" located at z = u. See Fig.7. The total integral region is the lower
part of the hyperbolic curve p˜ = Λ/ωz. They succeeded in obtaining the finite β-function
of the 5D warped vector model. We have confirmed that the value ECas of (38), when
the Randall-Schwartz integral region (Fig.7) is taken, is proportional to Λ5. The close
numerical analysis says
E−RSCas (ω, T ) =
2π2
(2π)4
∫ Λ
µ
dq
∫ Λ/ωq
1/ω
dz q3F−(q, z) =
2π2
(2π)4
∫ 1/T
1/ω
du
∫ Λ/ωu
µ
dp˜ p˜3F−(p˜, u)
=
2π2
(2π)4
Λ5
ω
{
−1.58× 10−2 − 1.69× 10−4 ln Λ
ω
}
,(41)
which is independent of T . 22 23 This shows the divergence situation does not improve
compared with the non-restricted case of (39). T of (39) is replaced by the warp parameter
ω. This is contrasting with the flat case where ERSCas ∝ −Λ4. (the lower eq. of (5)) The
UV-behavior, however, does improve if we can choose the parameter Λ in the way: Λ ∝ ω.
This fact shows the parameter ω "smoothes" the UV-singularity to some extent. 24
Although they claim the holography is behind the procedure, the legitimateness of
the restriction looks less obvious. We have proposed an alternate approach and given a
legitimate explanation within the 5D QFT[31, 33, 26, 34]. Here we closely examine the
new regularization.
On the "3-brane" at z = 1/ω, we introduce the IR-cutoff µ = Λ · T
ω
and the UV-cutoff
Λ (µ≪ Λ). See Fig.11.
µ ≪ Λ (T ≪ ω) . (42)
This is legitimate in the sense that we generally do this procedure in the 4D renormalizable
thoeries. (Here we are considering those 5D theories that are renormalizable in "3-branes".
22 The approximate form (40) predicts the similar result.
∫ Λ
µ dq
∫ Λ/ωq
1/ω dz q
3 · (− 12 )(Λ− q) = − 160 Λ
5
ω (1 +
O((T/ω)3)). 0.01666 · · · = 1/60.
23 The result (41) is based on the numerical-integral data for T = (1, 2, 4, 8, 16), ω = 103,Λ = 2 × 104;
Λ = 104 × (1, 2, 4, 8, 16), T = 1, ω = 103; ω = 102 × (1, 2, 4, 8, 16), T = 1,Λ = 2 × 104. See App.D for the
numerical derivation.
24 In ref.[29], they take Λ = 0.5ω, ω, 2ω, · · · and evaluate β-function (of the gauge coupling constant) for
the different cases. They regard the parameter ω as the physical cutoff. This choice, however, is not allowed
in the present standpoint Λ ≫ ω ≫ T . The fact that ω appears as (41) imply the warp parameter can
control the UV-behavior to some extent. It matches the belief that the theoretical parameter ω physically
means the extendedness of the system configuration and smoothes the UV-singularity.
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Figure 11: Space of (p˜,z) for the integration (present proposal).
z
UV
IR
’
’
1/T
Examples are 5D free theories (present model), 5D electromagnetism[26], 5D Φ4-theory,
5D Yang-Mills theory, e.t.c..) In the same reason, on the "3-brane" at z = 1/T , we may
have another set of IR and UV-cutoffs, µ′ and Λ′. We consider the case25:
µ′ ≤ Λ′, Λ′ ≪ Λ, µ ∼ µ′ . (43)
This case will lead us to introduce the renormalization flow. (See the later discussion.)
We claim here, as for the regularization treatment of the "3-brane" located at other points
z (1/ω < z ≤ 1/T ), the regularization parameters are determined by the minimal area
principle. 26 To explain it, we move to the 5D coordinate space (xµ, z). See Fig.12. The
p˜-expression can be replaced by
√
xµxµ-expression by the reciprocal relation.√
xµ(z)xµ(z) ≡ r(z) ↔ 1
p˜(z)
. (44)
The UV and IR cutoffs change their values along z-axis and their trajectories make surfaces
in the 5D bulk space (xµ, z). We require the two surfaces do not cross for the purpose
of the renormalization group interpretation (discussed later). We call them UV and IR
25 Another interesting case is µ ≤ Λ, Λ≪ Λ′, µ ∼ µ′. This case gives us the opposite direction flow.
26 We do not quantize the (bulk) geometry, but treat it as the background. The (bulk) geometry
fixes the behavior of the regularization parameters in the field quantization. The geometry influences the
"boundary" of the field-quantization procedure.
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Figure 12: Regularization Surface BIR and BUV in the 5D coordinate space (xµ, z). The
three graphs at the bottom show the flow of coarse graining (renormalization) and the
sphere lattice regularization which will be explained after some paragraphs.
1/µ’
1/Λ’
1/T
1/ω
z
r (z)IR
r (z)UV
r IR
r (z)UV
(z)
regularization (or boundary) surfaces(BUV , BIR).
BUV :
√
(x1)2 + (x2)2 + (x3)2 + (x4)2 = rUV (z) ,
1
ω
< z < 1/T ,
BIR :
√
(x1)2 + (x2)2 + (x3)2 + (x4)2 = rIR(z) ,
1
ω
< z < 1/T , (45)
where rUV (z) and rIR(z) are some functions of z which are fixed by the minimal area
principle. The cross sections of the regularization surfaces at z are the spheres S3 with the
radii rUV (z) and rIR(z). Here we consider the Euclidean space for simplicity. The UV-
surface is stereographically shown in Fig.13 and reminds us of the closed string propagation.
Note that the boundary surface BUV (and BIR) is the 4 dimensional manifold.
The 5D volume region bounded by BUV and BIR is the integral region of the Casimir
energy ECas. The forms of rUV (z) and rIR(z) can be determined by the minimal area
principle.
δ(Surface Area) = 0 ,
3 +
4
z
r′r − r
′′r
r′2 + 1
= 0 , r′ ≡ dr
dz
, r′′ ≡ d
2r
dz2
, 1/ω ≤ z ≤ 1/T . (46)
In App.A, we present the classification of all solutions (paths). It helps to find appropriate
minimal surface curves for the renormalization flow.
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Figure 13: UV regularization surface (BUV ) in 5D coordinate space.
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In Fig.14 we show two result curves of (46) taking the following boundary conditions
(r′ ≡ dr/dz) :
Fig.11: Coarse Conf. goes to Fine Conf. as z increases
IR-curve (upper): r[1] = 0.8, r′[1] = 1.0 type (ia)
UV-curve (lower): r[1] = 10−4, r′[1] = −1.0 type (ia) (47)
They show the flow of renormalization 27 really occurs by the minimal area principle.
(See the next paragraph for the renormalization flow interpretation.) These results imply
the boundary conditions determine the property of the renormalization flow. 28
The present regularization scheme gives the renormalization group interpretation to
the change of physical quantities along the extra axis. See Fig.12. 29 In the "3-brane"
located at z, the UV-cutoff is rUV (z) and the regularization surface is the sphere S3 with
the radius rUV (z). The IR-cutoff is rIR(z) and the regularization surface is the another
sphere S3 with the radius rIR(z). We can regard the regularization integral region as the
27 The flow direction is opposite to the one shown in Fig.11.
28 The minimal area equation (46) is the 2nd derivative differential equation. Hence, for given two
initial conditions (,for example, r(z = 1/ω) and dr/dz|z=1/ω), there exists a unique solution (path). The
presented graphs are those with these initial conditions. Another way of choosing the initial conditions,
r(z = 1/ω) and r(z = 1/T ), is possible. Generally the solution of the second derivative differential equation
is fixed by two initial conditions.
29 This part is contrasting with AdS/CFT approach where the renormalization flow comes from the
Einstein equation of 5D supergravity.
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Figure 14: Numerical Solution by Runge-Kutta. (46), Vertical axis: r; Horizontal axis:
z. T = 1, ω = 104, 10−4 ≤ z ≤ 1.0. Upper (BIR): r(1) = 0.8, r′(1) = 1.0,; Lower (BUV ):
r(1) = 10−4, r′(1) = −1.0 . Both curves are Graph Type (ia).
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1
sphere lattice of the following properties:
A unit lattice (cell) : the sphere S3 with radius rUV (z)and its inside ,
Total lattice : the sphere S3with radius rIR(z) and its inside .
It is made of many cells above ,
Total number of cells : const.×
(
rIR(z)
rUV (z)
)4
. (48)
The total number of cells changes from (Λ
µ
)4 at z = 1/ω to (Λ
′
µ′
)4 at z = 1/T . Along the
z-axis, the number increases or decreases as(
rIR(z)
rUV (z)
)4
≡ N(z) . (49)
For the "scale" change z → z +∆z, N changes as
∆(lnN) = 4
∂
∂z
{ln( rIR(z)
rUV (z)
)} ·∆z . (50)
When the system has some coupling g(z), the renormalization group β˜(g)-function (along
the extra axis) is expressed as
β˜ =
∆(ln g)
∆(lnN)
=
1
∆(lnN)
∆g
g
=
1
4
1
∂
∂z
ln( rIR(z)
rUV (z)
)
1
g
∂g
∂z
, (51)
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where g(z) is a renormalized coupling at z. 30
We have explained, in this section, that the minimal area principle determines the flow
of the regularization surfaces.
6 Weight Function and Casimir Energy Evaluation
In the expression (32), the Casimir energy is written by the integral in the (p˜, z)-space
over the range: 1/ω ≤ z ≤ 1/T, 0 ≤ p˜ ≤ ∞. In Sec.5, we have seen the integral region
should be properly restricted because the cut-off region in the 4D world changes along the
extra-axis obeying the bulk (warped) geometry (minimal area principle). We can expect
the singular behavior (UV divergences) reduces by the integral-region restriction, but the
concrete evaluation along the proposed prescription is practically not easy. In this section,
we consider an alternate approach which respects the minimal area principle and evaluate
the Casimir energy.
We introduce, instead of restricting the integral region, a weight functionW (p˜, z) in the
(p˜, z)-space for the purpose of suppressing UV and IR divergences of the Casimir Energy.
− E∓ WCas (ω, T ) ≡
∫
d4pE
(2π)4
∫ 1/T
1/ω
dz W (p˜, z)F∓(p˜, z) , p˜ =
√
p24 + p
2
1 + p
2
2 + p
2
3 ,
F∓(p˜, z) = s(z)
∫ ∞
p2
{G∓k (z, z)}dk2 =
2
(ωz)3
∫ ∞
p˜
k˜ G∓k (z, z)dk˜ ,
Examples of W (p˜, z) : W (p˜, z) =

(N1)
−1e−(1/2)p˜
2/ω2−(1/2)z2T 2 ≡W1(p˜, z), N1 = 1.711/8π2 elliptic suppr.
(N1b)
−1e−(1/2)p˜
2/ω2 ≡W1b(p˜, z), N1b = 2/8π2 kinetic-energy suppr.
(N2)
−1e−p˜zT/ω ≡W2(p˜, z), N2 = 2ω3T 3/8π2 hyperbolic suppr.1
(N3)
−1e−(1/2)p˜
2z2T 2/ω2 ≡W3(p˜, z), N3 = 23 ω
3
T 3
/8π2 hyperbolic suppr.2
(N4)
−1e−(1/2)p˜
2/z2ω2T 2 ≡W4(p˜, z), N4 = 25/8π2 linear suppr.
(N5)
−1e−p˜/z
2ωT 2 ≡W5(p˜, z), N5 = 23/8π2 parabolic suppr.1
(N6)
−1e−p˜
2/2zω2T ≡ W6(p˜, z), N6 = 23/8π2 parabolic suppr.2
(N7)
−1e−(1/2)p˜
4/ω4 ≡W7(p˜, z), N7 = 12/8π2 higher-der. suppr.1
(N8)
−1e−1/2(p˜
2/ω2+1/z2T 2) ≡W8(p˜, z), N8 = 0.4177/8π2 reciprocal suppr.1
(N47)
−1e−1/2(p˜
2/ω2)(p˜2/ω2+1/z2T 2) ≡ W47(p˜, z), N47 = 0.1028/8π2 higher-der. suppr.2
(N56)
−1e−1/2(p˜/zωT )(p˜/ω+1/zT ) ≡W56(p˜, z), N56 = 0.1779/8π2 reciprocal suppr.2
(N88)
−1e−1/2(p˜
2/ω2+1/z2T 2)2 ≡W88(p˜, z), N88 = 0.01567/8π2 higher-der. reciprocal suppr.
(N9)
−1e−1/2(p˜/ω+1/zT )
2 ≡W9(p˜, z), N9 = 0.05320/8π2 reciprocal suppr.3
(52)
where G∓k (z, z) are defined in (33). The normalization constants Ni are explained in App.E.
30 Here we consider an interacting theory, such as 5D Yang-Mills theory and 5D Φ4 theory, where the
coupling g(z) is the renormalized one in the ’3-brane’ at z.
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Figure 15: Behavior of (−N1/2)p˜3W1(p˜, z)F−(p˜, z)(elliptic suppression). Λ = 20000, ω =
5000, T = 1 . 1.0001/ω ≤ z ≤ 0.9999/T, µ = ΛT/ω ≤ p˜ ≤ Λ.
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31 In the above, we list some examples expected for the weight function W (p˜, z). W2 and
W3 are regarded to correspond to the regularization taken by Randall-Schwartz. How
to specify the form of W is the subject of the next section. We show the shape of the
energy integrand (−1/2)p˜3W (p˜, z)F−(p˜, z) in Fig.15-18 for various choices ofW . We notice
the valley-bottom line p˜ ≈ 0.75Λ, which appeared in the un-weighted case (Fig.8-10),
is replaced by new lines: p˜2 + z2 × ω2T 2 ≈ const(Fig.15,W1), p˜z ≈ const (Fig.16,W3),
p˜ ≈ const × z(Fig.17,W4), p˜ ≈ const ×
√
z (Fig.18,W6). They are all located away from
the original Λ-effected line (p˜ ∼ 0.75Λ). 32
We can check the divergence (scaling) behavior of E∓ WCas by numerically evaluating the
31 In the warped geometry we have, besides the cut-off parameter Λ, two massive parameter T and ω.
We make all exponents in (52) dimensionless by use of T for z, and ω for p˜.
32 For the graphical view, we take rather large values of ω’s. If we take a more smaller value for ω, the
position of a valley-bottom line deviates more from that of the un-weighted case (p˜ ∼ 0.75Λ).
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Figure 16: Behavior of (−N3/2)p˜3W3(p˜, z)F−(p˜, z)(hyperbolic suppression2). Λ =
20000, ω = 5000, T = 1 . 1.0001/ω ≤ z ≤ 0.9999/T, µ = ΛT/ω ≤ p˜ ≤ Λ.
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(p˜, z)-integral (52) for the rectangle region of Fig.7. 33
− EWCas =


ω4
T
Λ× 1.2{1 + 0.11 ln Λ
ω
− 0.10 ln Λ
T
}
for W1
ω4
T
Λ× 2.0{1 + 0.07 ln Λ
ω
− 0.10 ln Λ
T
}
for W1b
T 2
ω2
Λ4 × 0.062{1 + 0.03 ln Λ
ω
− 0.08 ln Λ
T
}
for W2
T 2
ω2
Λ4 × 0.14{1 + 0.01 ln Λ
ω
− 0.06 ln Λ
T
}
for W3
ω4
T
Λ× 1.5{1 + 0.08 ln Λ
ω
− 0.10 ln Λ
T
}
for W4
ω4
T
Λ× 1.5{1 + 0.07 ln Λ
ω
− 0.10 ln Λ
T
}
for W5
ω4
T
Λ× 0.86{1 + 0.07 ln Λ
ω
− 0.07 ln Λ
T
}
for W6
ω4
T
Λ× 1.3{1 + 0.06 ln Λ
ω
− 0.08 ln Λ
T
}
for W7
ω4
T
Λ× 1.6{1 + 0.09 ln Λ
ω
− 0.10 ln Λ
T
}
for W8
ω4
T
Λ× 0.47{1 + 0.05 ln Λ
ω
− 0.07 ln Λ
T
}
for W47
ω4
T
Λ× 0.93{1 + 0.06 ln Λ
ω
− 0.07 ln Λ
T
}
for W56
ω4
T
Λ× 1.1{1 + 0.06 ln Λ
ω
− 0.07 ln Λ
T
}
for W88
ω4
T
Λ× 0.91{1 + 0.05 ln Λ
ω
− 0.07 ln Λ
T
}
for W9
(53)
33 The data fitting is based on the numerical integration for the different cases of (Λ, ω, T ). For example,
theW1 formula is based on the numerical values of ECas for T = 0.01, ω = 10
2,Λ = 103×(1, 2, 4, 8, 16);ω =
103,Λ = 2× 104, T = (1, 1/2, 1/4, 1/8, 1/16);T = 1,Λ = 8× 104, ω = 102 × (8, 16, 32, 64, 128). See App.D
for the numerical derivation.
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Figure 17: Behavior of (−N4/2)p˜3W4(p˜, z)F−(p˜, z)(linear suppression). Λ = 100, ω =
10, T = 1 . 1.0001/ω ≤ z ≤ 0.9999/T, µ = ΛT/ω ≤ p˜ ≤ 25. In order to demonstrate the
valley-bottom line is similar to a minimal surface line (See App.C), we here take rather
small values of Λ and ω. The contour of this graph will be shown later.
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Figure 18: Behavior of (−N6/2)p˜3W6(p˜, z)F−(p˜, z)(parabolic suppression2). Λ =
20000, ω = 5000, T = 1 . 1.0001/ω ≤ z ≤ 0.9999/T, µ = ΛT/ω ≤ p˜ ≤ Λ.
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The suppression behaviors of W2 and W3 improve, compared with (41) by Randall-
Schwartz. The quintic divergence of (41) reduces to the quartic divergence in the present
approach of W2 and W3. The hyperbolic suppressions, however, are still insufficient for the
renormalizability. After dividing by the normalization factor, ΛT−1, the cubic divergence
remains. The desired cases are others. The Casimir energy for each case consists of three
terms. The first terms give finite values after dividing by the overall normalization factor
ΛT−1. The last two terms are proportional to log Λ and show the anomalous scaling. Their
contributions are order of 10−1 to the first leading terms. The second ones (ln Λ
ω
) contribute
positively while the third ones (ln Λ
T
) negatively.
They give, after normalizing the factor Λ/T , only the log-divergence.
EWCas/ΛT
−1 = −αω4 (1− 4c ln(Λ/ω)− 4c′ ln(Λ/T )) , (54)
where α, c and c′ can be read from (53) depending on the choice of W . 34 This means the
5D Casimir energy is finitely obtained by the ordinary renormalization of the warp factor
ω. (See the final section.) In the above result of the warped case, the IR parameter l in
the flat result (7) is replaced by the inverse of the warp factor ω.
At present, we cannot discriminate which weight is the right one. Here we list char-
acteristic features (advantageous(Yes) or disadvantageous(No), independent (I) or depen-
dent(D), singular(S) or regular(R)) for each weight from the following points.
34 We should note that, for so many different forms of the suppression factor, the normalized EWCas takes
this log-divergence behavior (54) with similar coefficients (α, c, c′). Exceptions are W2 and W3.
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point 1 The behavior of W for the limits: T → ∞ (4D limit) ; T → 0 (5D limit) ;
ω → 0 (flat limit). This property is related to the continuation to the ordinary
field-quantization.
point 2 How the path (bottom line of the valley) depends on the scales T and ω.
point 3 Regular(R) or singular(S) at z = 0. This point is not important because the
range of z is 1/ω ≤ z ≤ 1/T or −1/T ≤ z ≤ −1/ω.
point 4 Symmetric for p˜/ω ↔ Tz.
point 5 Symmetric for p˜/ω ↔ 1/Tz. (Reciprocal symmetry)
point 6 The value of α.
point 7 The values of (-4c,-4c′).
point 8 Under the Z2-parity z ↔ −z, W (p˜, z) is even (E), odd (O) or none (N).
W type W1 W1b W2 W3 W4 W5 W6 W7
point 1
T →∞ T−1× / (ω
T
)−3+1/2× (ω
T
)−3+1× / / / /
δ(z) / δ(
√
p˜z) δ(p˜z) / / / /
T → 0 / / / / Tω× T√ω× √Tω× /
/ / / / δ(p˜/z) δ(
√
p˜/z) δ(p˜/
√
z) /
ω → 0 ω× ω× (ω
T
)−3+1/2× (ω
T
)−3+1× Tω× T√ω× √Tω× ω2×
δ(p˜) δ(p˜) δ(
√
p˜z) δ(p˜z) δ( p˜
z
) δ(
√
p˜/z) δ(p˜/
√
z) δ(p˜2)
point 2 ω, T ω T/ω T/ω ωT ωT 2 ω2T ω
point 3 (R) (R) (R) (R) (S) (S) (S) (R)
point 4 Y / Y Y / N N /
point 5 / / / / Y N N /
point 6 1.2 2.0 div. div. 1.5 1.5 0.86 1.3
point 7
−4c 0.11 0.07 0.03 0.01 0.08 0.07 0.07 0.06
−4c′ −0.10 −0.10 −0.08 −0.06 −0.10 −0.10 −0.07 −0.08
point 8 E E O E E E O E
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W type W8 W47 W56 W88 W9
point 1
T →∞ / / / / /
/ / / / /
T → 0 T× Tω× T√ω× T 2× T×
δ(1
z
) δ( p˜
z
) δ(
√
p˜/z) δ( 1
z2
) δ(1
z
)
ω → 0 ω× ω2× ω√T× ω2× ω×
δ(p˜) δ(p˜2) δ(p˜/
√
z) δ(p˜2) δ(p˜)
point 2 ω, T ω, T ω, T ω, T ω, T
point 3 (S) (S) (S) (S) (S)
point 4 / N / / /
point 5 Y N Y Y Y
point 6 1.6 0.47 0.93 1.1 0.91
point 7
−4c 0.09 0.05 0.06 0.06 0.05
−4c′ −0.10 −0.07 −0.07 −0.07 −0.07
point 8 E E N E N
We notice W1 and W8 are specially important.
So far as the legitimate reason of the introduction of W (p˜, y) is not clear, we should
regard this procedure as a regularization to define the higher dimensional theories. We give
a clear definition of W (p˜, y) and a legitimate explanation in the next section. It should be
done, in principle, in a consistent way with the bulk geometry and the gauge principle.
7 Meaning of Weight Function and Quantum Fluctua-
tion of Coordinates and Momenta
In the previous work[26], we have presented the following idea to define the weight function
W (p˜, z). In the evaluation (52):
−EWCas(ω, T ) =
∫
d4pE
(2π)4
∫ 1/T
1/ω
dz W (p˜, z)F∓(p˜, z)
=
2π2
(2π)4
∫
dp˜
∫ 1/T
1/ω
dz p˜3W (p˜, z)F∓(p˜, z) , (55)
the (p˜, z)-integral is over the rectangle region shown in Fig.11 (with Λ → ∞ and µ→ 0).
F∓(p˜, z) is explicitly given in (34). Following Feynman[35], we can replace the integral by
the summation over all possible pathes p˜(z) as schematically shown in Fig.19.
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Figure 19: The mesh of the dotted lines shows the the ordinary integral of
∫
dp˜dz. Two
solid lines show two pathes p˜1(z) and p˜2(z). The path-integral
∫ Dp˜(z) is the integral over
all possible pathes.
− EWCas(ω, T ) =
∫
Dp˜(z)
∫ 1/T
1/ω
dz S[p˜(z), z] ,
S[p˜(z), z] =
2π2
(2π)4
p˜(z)3W (p˜(z), z)F∓(p˜(z), z) . (56)
Especially, in the figure, the mesh shows the independency of the integral-variables pa and
z. Two pathes p˜1(z) and p˜2(z) are shown as two solid lines. There exists the dominant
path p˜W (z) which is determined by the minimal principle 35 : δS = 0.
Dominant Path p˜W (z) :
dp˜
dz
=
−∂ ln(WF )
∂z
3
p˜
+ ∂ ln(WF )
∂p˜
. (57)
Hence it is fixed by W (p˜, z). Examples are the valley-bottom lines in Fig.15-18. On the
other hand, there exists another independent path: the minimal surface curve rg(z).
Minimal Surface Curve rg(z) : 3 +
4
z
r′r − r
′′r
r′2 + 1
= 0 ,
1
ω
≤ z ≤ 1
T
, (58)
35 The valley-bottom line of the graph S = S[p˜, z] can be obtained by two steps. First we take the
expression (55). −EWCas(ω, T ) =
∫
dp˜
∫ 1/T
1/ω dz S[p˜, z], S[p˜, z] ∝ p˜3W (p˜, z)F (p˜, z). We do the variation,
assuming the two independent coordinates p˜ and z: z → z+∆z, p˜→ p˜+∆p˜, S → S+∆S, ∆S = ∆p˜∂p˜S+
∆z∂zS. Secondly we put the condition of path: p˜ = p˜(z). Then ∆p˜ =
dp˜
dz∆z, ∆S = (
dp˜
dz∂p˜S + ∂zS)∆z
From the variation condition ∆S = 0, we obtain (57).
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which is obtained by the minimal area principle:
ds2 =
1
ω2z2
(δab +
xaxb
(rr′)2
)dxadxb ≡ gab(x)dxadxb ,
δA = 0 , A =
∫ √
det gab d
4x =
∫ 1/T
1/ω
1
ω4z4
√
r′2 + 1 r3dz . (59)
See App.A for detail. Hence rg(z) is fixed by the induced geometry gab(x). Here we put
the requirement[26]:
p˜W (z) = p˜g(z) , (60)
where p˜g ≡ 1/rg. This means the following things. We require the dominant path coincides
with the minimal surface line p˜g(z) = 1/rg(z) which is defined independently of W (p˜, z).
In other words, W (p˜, z) is defined here by the induced geometry gab(x). In this way, we
can connect the integral-measure over the 5D-space with the (bulk) geometry. We have
confirmed the (approximate) coincidence by the numerical method.(See App.C)
In order to most naturally accomplish the above requirement, we can go to a new
step. Namely, we propose to replace the 5D space integral with the weight W , (55), by
the following path-integral. We newly define the Casimir energy in the higher-dimensional
theory as follows.
− ECas(ω, T,Λ) ≡
∫ 1/µ
1/Λ
dρ
∫
p˜(1/ω)=p˜(1/T )=1/ρ
∏
a,z
Dpa(z)F (p˜, z)
× exp
[
− 1
2α′
∫ 1/T
1/ω
1
ω4z4
1
p˜3
√
p˜′2
p˜4
+ 1 dz
]
=
∫ 1/µ
1/Λ
dρ
∫
r(1/ω)=r(1/T )=ρ
∏
a,z
Dxa(z)F (1
r
, z)
× exp
[
− 1
2α′
∫ 1/T
1/ω
1
ω4z4
√
r′2 + 1 r3dz
]
, (61)
where µ = ΛT/ω and the limit ΛT−1 →∞ is taken. The string (surface) tension parameter
1/2α′ is introduced. 36 (Note: Dimension of α′ is [Length]4. ) The square-bracket ([· · · ])-
parts of (61) are − 1
2α′
Area = − 1
2α′
∫ √
detgabd4x (See (75)) where gab is the induced metric
on the 4D surface. F (p˜, z) is defined in (52) or (34) and shows the field-quantization of
the bulk scalar (EM) fields. In the above expression, we have followed the path-integral
formulation of the density matrix (See Feynman’s text[35]). The validity of the above
definition is based on the following points: a) When the weight part (exp [· · · ]-part) is
1, the proposed quantity ECas is equal to EWCas, (55), with W = 1 ; b) The leading path
36 α′ is a free parameter of the theory. Two typical choices are considered: (a) α′ = T−4 (soft surface);
(b) α′ = ω−4 (rigid surface).
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is given by rg(z) = 1/pg(z), (58); c) The proposed definition, (61), clearly shows the
4D space-coordinates xa or the 4D momentum-coordinates pa are quantized (quantum-
statistically, not field-theoretically) with the Euclidean time z and the "area Hamiltonian"
A =
∫ √
det gab d
4x. Note that F (p˜, z) or F (1/r, z) appears, in (61), as the energy density
operator in the quantum statistical system of {pa(z)} or {xa(z)}.
In the view of the previous paragraph, the treatment of Sec.6 is an effective action
approach using the (trial) weight function W (p˜, z). Note that the integral over (pµ, z)-
space, appearing in (34), is the summation over all degrees of freedom of the 5D space(-
time) points using the "naive" measure d4pdz. An important point is that we have the
possibility to take another measure for the summation in the case of the higher dimensional
QFT. We have adopted, in Sec.6, the new measure W (pµ, z)d4pdz in such a way that the
Casimir energy does not show physical divergences. We expect the direct evaluation of (61),
numerically or analytically, leads to the similar result.
8 Discussion and Conclusion
The log-divergence in (54) is the familiar one in the ordinary QFT. It can be renormalized
in the following way.
EWCas/ΛT
−1 = −αω4 (1− 4c ln(Λ/ω)− 4c′ ln(Λ/T )) = −α(ωr)4 ,
ωr = ω
4
√
1− 4c ln(Λ/ω)− 4c′ ln(Λ/T ) , (62)
where ωr is the renormalized warp factor and ω is the bare one. No local counterterms are
necessary. Note that this renormalization relation is exact (not a perturbative result). In
the familiar case of the 4D renormalizable theories, the coefficients c and c′ depend on the
coupling, but, in the present case, they are pure numbers. 37 It reflects the interaction
between (EM) fields and the boundaries. When c and c′ are sufficiently small 38 we find the
renormalization group function for the warp factor ω as
|c| ≪ 1 , |c′| ≪ 1 , ωr = ω(1− c ln(Λ/ω)− c′ ln(Λ/T )) ,
β(β-function) ≡ ∂
∂(ln Λ)
ln
ωr
ω
= −c− c′ . (63)
We should notice that, in the flat geometry case, the IR parameter (extra-space size)
l is renormalized (see Sec.1). In the present warped case, however, the corresponding
37 In the usual case, the log-terms (divergent terms) are separated and are canceled by the local counter-
terms. It is difficult, in the present case, to take such a renormalization procedure because the theory is
free and has no interaction terms (no couplings). The only choice, if we stick to the usual procedure, is
the renormalization of the wave function and the mass parameter. It does not seem work well. Here we
take a new approach. We regard the starting boundary parameter ω is a bare quantity and the ωr defined
in (62) is a renormalized one. The boundary parameters flow by themselves. No local counter-terms are
necessary.
38 In the list (53), all data show |4c| ∼ 10−1 and |4c′| ∼ 10−1 .
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parameter T is not renormalized, but the warp parameter ω is renormalized. Depending
on the sign of c + c′, the 5D bulk curvature ω flows as follows. 39 When c + c′ > 0, the
bulk curvature ω decreases (increases) as the the measurement energy scale Λ increases
(decreases). 40 When c + c′ < 0, the flow goes in the opposite way. When c + c′ = 0, ω
does not flow (β = 0) and is given by ωr = ω(1 + c ln(ω/T )).
The final result (62) is the new type Casimir energy, −ω4. ω appears as a boundary
parameter like T . The familiar one is −T 4 in the present context (See (7). Note T is the IR
parameter and is related to l as T = ωe−ωl.). In ref.[36], another type T 2ω2 was predicted
using a "quasi" Warped model (bulk-boundary theory).
Through the Casimir energy calculation, in the higher dimension, we find a way to
quantize the higher dimensional theories within the QFT framework. The quantization
with respect to the fields (except the gravitational fields GAB(X)) is done in the standard
way. After this step, the expression has the summation over the 5D space(-time) coordinates
or momenta
∫
dz
∏
a dp
a. We have proposed that this summation should be replaced by the
path-integral
∫ ∏
a,z Dpa(z) with the area action (Hamiltonian) A =
∫ √
det gabd
4x where
gab is the induced metric on the 4D surface. This procedure says the 4D momenta pa (or
coordinates xa) are quantum statistical operators and the extra-coordinate z is the inverse
temperature (Euclidean time). We recall the similar situation occurs in the standard string
approach. The space-time coordinates obey some uncertainty principle[37].
Recently the dark energy ( as well as the dark matter ) in the universe is a hot subject.
It is well-known that the dominant candidate is the cosmological term. We also know
the proto-type higher-dimensional theory, that is, the 5D KK theory, has predicted so far
the divergent cosmological constant[5]. This unpleasant situation has been annoying us
for a long time. If we apply the present result, the situation drastically improve. The
cosmological constant λ appears as
Rµν − 1
2
gµνR− λgµν = Tmatterµν ,
S =
∫
d4x
√−g{ 1
GN
(R + λ)}+
∫
d4x
√−g{Lmatter} , g = det gµν , (64)
where GN is the Newton’s gravitational constant, R is the Riemann scalar curvature.
We consider here the 3+1 dim Lorentzian space-time (µ, ν = 0, 1, 2, 3). The constant λ
observationally takes the value.
1
GN
λobs ∼ 1
GNRcos
2 ∼ m4ν ∼ (10−3eV )4 , λobs ∼
1
R 2cos
∼ 4× 10−66(eV )2 , (65)
where Rcos ∼ 5 × 1032eV−1 is the cosmological size (Hubble length), mν is the neutrino
39 Both IR and UV boundary interactions (c′ and c ) contribute to the scaling behavior of the system.
This should be compared with the usual perturbative (w.r.t. the coupling) case where β is calculated from
one region, for example, UV-region.
40 This is the case of "asymptotic free" in the usual renormalization of the gauge coupling of 4D YM.
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mass. 41 On the other hand, we have theoretically so far
1
GN
λth ∼ 1
GN
2 = Mpl
4 ∼ (1028eV )4 . (66)
This is because the mass scale usually comes from the quantum gravity. (See ref.[40]
for the derivation using the Coleman-Weinberg mechanism.) We have the famous huge
discrepancy factor:
λth
λobs
∼ N 2DL , NDL ≡ MplRcos ∼ 6× 1060 , (67)
where NDL is the Dirac’s large number[41]. If we use the present result (62), we can obtain
a natural choice of T, ω and Λ as follows. By identifying T−4ECas = −α1ΛT−1ω4/T 4 with∫
d4x
√−g(1/GN)λob = R 2cos(1/GN), we obtain the following relation.
N 2DL = R
2
cos
1
GN
= −α1ω
4Λ
T 5
, α1 : some coefficient . (68)
The warped (AdS5) model predicts the cosmological constant negative, hence we have
interest only in its absolute value. 42 We take the following choice for Λ and ω.
Λ = Mpl ∼ 1019GeV , ω ∼ 1
4
√
GNRcos
2
=
√
Mpl
Rcos
∼ mν ∼ 10−3eV . (69)
The choice for Λ is accepted in that the largest known energy scale is the Planck energy.
The choice for ω comes from the experimental bound for the Newton’s gravitational force.
As shown above, we have the standpoint that the cosmological constant is mainly made
from the Casimir energy. We do not yet succeed in obtaining the value α1 negatively, but
succeed in obtaining the finiteness of the cosmological constant and its gross absolute
value. The smallness of the value is naturally explained by the renormalization flow as
follows. Because we already know the warp parameter ω flows (63), the λobs ∼ 1/R2cos
expression (69), λobs ∝ ω4, says that the smallness of the cosmological constant comes from
the renormalization flow for the non asymptotic-free case (c+ c′ < 0 in (63)). 43 44
The IR parameter T , the normalization factor Λ/T in (54) and the IR cutoff µ = ΛT
ω
are given by
T = R −1cos (NDL)
1/5 ∼ 10−20eV , Λ
T
= (NDL)
4/5 ∼ 1050 , µ = MplN−3/10DL ∼ 1GeV ∼ mN ,(70)
41 The relation mν ∼
√
Mpl/Rcos =
√
1/Rcos
√
GN , which appears in some extra dimension model[38,
39], is used. The neutrino mass is, at least empirically, located at the geometrical average of two extreme
ends of the mass scales in the universe.
42 This fact strongly suggests de Sitter (dS5) version of the present work could solve this sign problem.
Details are under way.
43 A.M. Polyakov presented, in an early stage, the idea that the cosmological constant may be screened
by the IR fluctuation of the metric[42]. It was clearly shown, using the 2 dim R2-gravity, such thing really
occurs[43].
44 We claim here the smallness of the cosmological constant is dynamically explained (without fine
tuning).
37
where mN is the nucleon mass. 45 The Fig.12 strongly suggests that the degree of freedom
of the universe (space-time) is given by
Λ4
µ4
=
ω4
T 4
= N
6/5
DL ∼ 1074 ∼ (
Mpl
mN
)4 . (71)
In the recent exciting work by Hor˘ava[44, 45], the vastness of the string theory is stated
as "the string theory represents a logical completion of quantum field theory, not a single
theory". He tackles the renormalizability problem of the quantum gravity not from the
string theory but from a "small" one, that is, a 3+1 dim local field theory with spacially
higher-derivative interactions. The idea comes from the success of Lifshitz theory[46], a
spatially-higher-derivative scalar theory, in the condensed matter physics. The present
approach has some points which can be compared with Hor˘ava’s. Basically both are the
gravity-matter local field theory inspired by the string, brane and membrane theories.
Hor˘ava’s one is basically 3+1 dimensional, while the present one 4+1 or 5 dimensional.
In both ones, the renormalization flow plays a key role in the renormalizability (UV-
completion). In the Hor˘ava’s, the Lorentz symmetry is abandoned as the starting principle,
but is regarded as the dynamically emergent one (in IR region of RG flow). At the cost
of Lorentz symmetry, he introduces spatially higher-derivative terms in order to suppress
divergences in UV-region. This anisotropy between space and time (non-relativistic aspect)
does not appear in the present approach because we treat the 4D world isotropically.
Instead we have anisotropy between the 4D world and the extra space. In the present
case, the renormalizability is realized by the warped configuration (thickness) and the
appropriate suppression by the weight function. We need not higher-derivative terms. The
origin of the suppression is, at present, not established. Also in Hor˘ava’s, an uncertain
procedure "detailed balance condition" is introduced in order to reduce the number of
independent coupling constants. It looks important to take a new standpoint or view,
which has been overlooked so far, about some basic things, such as the starting symmetries,
the quantum treatment of gravitational and matter fields, the regularization method and
the meaning of the extra axis(es), to solve the divergence problem of gravity.
9 App. A. Equation of Minimal Surface in AdS5 Ge-
ometry and Classification of Surfaces
The present new idea is that the regularization surfaces are determined by the principle
of the minimal surface in the bulk AdS5 manifold. We require the ultraviolet and infrared
regularization surfaces obey the law of the higher dimensional (bulk) geometry. In this
section, we examine the minimal surface for the warped and flat cases. We classify all paths
(solutions). It is useful in drawing minimal surface curves in the text and in confirming
45 Note that the present model predicts the nucleon mass scale (1 Gev) from the 3 data: Planck mass
Mpl, the neutrino mass mν , and the cosmological size Rcos (or the cosmological constant λobs ∼ R −2cos ).
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the non-crossing 46 of curves.
The AdS5 geometry is described by
ds2 =
1
ω2z2
(δabdx
adxb + (dz)2) , a, b = 1, 2, 3, 4 ,
1
ω
≤ z ≤ 1
T
, (72)
where δab is the 4D Euclidean flat metric (not Minkowski) (δab) = diag(1, 1, 1, 1). S3-sphere
in the "3-brane" located on z of the extra coordinate is expressed as
(x1)2 + (x2)2 + (x3)2 + (x4)2 = r(z)2 , (73)
where we allow the radius to change along z-axis. r(z) is some function of z which must
be determined by the minimal area principle in the AdS5 geometry. On the 4D surface, in
the bulk, defined by (73), which we call the regularization surface or boundary surface, the
line element can be expressed as
ds2 =
1
ω2z2
(δab +
xaxb
(rr′)2
)dxadxb ≡ gab(x)dxadxb , r′ ≡ dr
dz
. (74)
The surface area is given by
A =
∫ √
det gab d
4x =
∫
1
(ω2z2)2
√
1 +
1
r′2
d4x
=
∫ 1/T
1/ω
1
ω4z4
√
r′2 + 1 r3dz .
[
A =
∫ 1/T
1/ω
1
ω4z4
1
p˜3
√
p˜′2
p˜4
+ 1dz , p˜ =
1
r
.
]
(75)
Under the variation r(z)→ r(z) + δr(z), A changes as
δA ∝
[
1
ω4z4
r′r3√
r′2 + 1
δr
]1/T
1/ω
+
∫ 1/T
1/ω
{
1
ω4z4
√
r′2 + 1 3r2 − ( 1
ω4z4
r′r3√
r′2 + 1
)′
}
δrdz . (76)
With the condition that the radii at the end-points are fixed:
δr|z=1/ω = δr|z=1/T = 0 , (77)
we obtain the differential equation of the minimal surface.
3 +
4
z
r′r − r
′′r
r′2 + 1
= 0 ,
1
ω
≤ z ≤ 1
T
.[
3− 4
z
p˜′
p˜3
+
p˜p˜′′ − 2p˜′2
p˜′2 + p˜4
= 0 , p˜ =
1
r
,
1
ω
≤ z ≤ 1
T
.
]
(78)
46 This requirement comes from the renormalization interpretation of the present regularization. See a
few lines above (45).
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In terms of the coordinate y (ωy = ln(ωz) for ωz ≥ 1, y ≥ 0), (78) can be expressed as
3e2ωy + 4ωrr˙ − r(r¨ − ωr˙)
1 + e−2ωy r˙2
= 0 , r˙ ≡ dr
dy
, r¨ ≡ d
2r
dy2
, 0 ≤ y ≤ l . (79)
Let us examine the trajectory r = r(z) or r = r(y) which are the solution of (78) or (79)
respectively.
(A) Flat limit
In the y-expression (79), we can take the flat limit: ω = 0.
flat limit(ω = 0)
3− rr¨
1 + r˙2
= 0 , 0 ≤ y ≤ l . (80)
In terms of u ≡ 1/r2, the above one can be expressed as
u(y) ≡ 1
r(y)2
=
1
xaxa
> 0 ,
flat limit(ω = 0) : u¨ = −6u2 ≤ 0 , 0 ≤ y ≤ l . (81)
From this equation we know an important inequality relation:
u˙|y=l − u˙|y=0 = −6
∫ l
0
u2dy < 0 . (82)
The inequality u¨ ≤ 0 in (81) implies u(y) is convex upwards.
Making use of the above relation, we can classify all solutions as follows.
(i)u˙(y = 0) > 0
(ia)u˙(l) > 0
In this case u˙(y) > 0 for 0 ≤ y ≤ l. u(y) is simply increasing (r(y) is simply
decreasing),
Fig.20
(ib)u˙(l) < 0
(ibα) u(0) < u(l) , Fig.21
(ibβ) u(0) > u(l) , Fig.22
(ii)u˙(y = 0) < 0
u(y) is simply decreasing (r(y) is simply increasing), Sample 7, Fig.23
Although numerical solutions are displayed in Fig.20-23 the flat limit case is exactly
solved and was explained in Appendix A of ref.[26]. We have confirmed the high-precision
equality between the numerical curves and the analytical ones.
(B) Warped Case
In terms of u ≡ 1/r2, eq.(78) can be rewritten as
− 1
z
u′
u3
+
6u2 + u′′
u′2 + 4u3
= 0 , ′ =
d
dz
. (83)
40
Figure 20: Geodesic Curve (80)
by Runge-Kutta. Type (ia).
r(0) = 4.472, r˙(0) = −22.36.
Figure 21: Geodesic Curve (80)
by Runge-Kutta. Type (ibα).
r(0) = 2.236, r˙(0) = −5.590.
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Figure 22: Geodesic Curve (80)
by Runge-Kutta. Type (ibβ).
r(0) = 1.4142, r˙(0) = −1.4142.
Figure 23: Geodesic Curve
(80) by Runge-Kutta. Type
(ii).r(1.0) = 10.0, r˙(1.0) = 350.0
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From this equation, we obtain the following inequality relations.
d
dz
ln(u′
2
+ 4u3) = 2
1
z
u′2
u3
> 0 , [ln(u′
2
+ 4u3)]
1/T
1/ω = 2
∫ 1/T
1/ω
1
z
u′2
u3
dz > 0 ,
u′(6u2 + u′′) =
1
z
u′2(u′2 + 4u3)
u3
> 0 . (84)
Note that the second equation implies (u′2 + 4u3)|1/T > (u′2 + 4u3)|1/ω.
B1) z-flat limit
Before the classification of all solutions, we note here, in the case that the sphere radius
slowly changes (flows) in the following way,∣∣∣∣drdz
∣∣∣∣≪ zr equivalently
∣∣∣∣d(r2)d(z2)
∣∣∣∣≪ 1 , (85)
the equation (78) reduces to the z-flat limit:
3− r
′′r
r′2 + 1
= 0 , ′ =
d
dz
,
1
ω
≤ z ≤ 1
T
, (86)
which is the same as (80) except the variable z.47 The classification of the z-flat solutions
goes as in the previous case.
(i)u′(z = 1/ω) > 0
(ia)u′(z = 1/T ) > 0
Simply Increasing (r(z) is simply decreasing).
(ib)u′(z = 1/T ) < 0
(ibα) u(z = 1/ω) < u(z = 1/T )
(ibβ) u(z = 1/ω) > u(z = 1/T )
(ii)u′(z = 1/ω) < 0
Simply Decreasing (r(z) is simply increasing)
B2) General Case
Let us consider the general warped case. The first inequality relation of (84) implies
u′2 + 4u3 is simply increasing for 1/ω < z < 1/T .
(i)(u′2 + 4u3)|1/T > 1
(ia)(u′2 + 4u3)|1/ω > 1
u′2 + 4u3 > 1 for 1/ω < z < 1/T .
(ib)(u′2 + 4u3)|1/ω < 1
α < u′2 + 4u3 < β for 1/ω < z < 1/T , where α and β are the constants defined
by 0 < α ≡ (u′2 + 4u3)|1/ω < 1, β ≡ (u′2 + 4u3)|1/T > 1
(ii)(u′2 + 4u3)|1/T < 1
47 It is interesting that, in this limit, the parameter 1/ω appears as the UV-cutoff and 1/T appears as
the IR-cutoff of z-integral. Compare with the flat geometry case summarized in Sec.1.
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Figure 24: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 0.9−2, u′(1) = 0.0 . Graph Type (ia). Vertical axis is u = 1/r2.
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u′2 + 4u3 < 1 for 1/ω < z < 1/T .
Note the relations: u′2 + 4u3 = 4(1 + r′2)/r6 = zu3(6u2 + u′′)/u′ = −z(3 + 3r′2 − rr′′)/r′r7
Taking into account the last inequality relation of (84), the above three cases satisfy
the following relations between u, u′ and u′′.
(ia) When u′ > 0 is valid, u′′ > −6u2 , u′2 > 1− 4u3
When u′ < 0 is valid, u′′ < −6u2 , u′2 > 1− 4u3
See Fig.24-25
(ib) When u′ > 0 is valid, u′′ > −6u2 , β − 4u3 > u′2 > α− 4u3
When u′ < 0 is valid, u′′ < −6u2 , β − 4u3 > u′2 > α− 4u3
See Fig.26-27.
(ii) When u′ > 0 is valid, u′′ > −6u2 , u′2 < 1− 4u3
When u′ < 0 is valid, u′′ < −6u2 , u′2 < 1− 4u3
See Fig.28-29
10 App. B. Casimir Energy of 4D Electromagnetism
We review the ordinary Casimir energy of the 4D electromagnetism in the way compa-
rable to the 5D analysis in the text. 48 The content is described in a way suggestive to
48 See, for example, the text[47].
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Figure 25: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 0.9−2, u′(1) = 0.0 . Graph Type (ia). Vertical axis is r = 1/
√
u
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Figure 26: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 1.0, u′(1) = 0.5 . Graph Type (ib). Vertical axis is u = 1/r2.
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Figure 27: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 1.0, u′(1) = 0.5 . Graph Type (ib). Vertical axis is r = 1/
√
u
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Figure 28: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 0.5, u′(1) = 0.5 . Graph Type (ii).Vertical axis is u = 1/r2.
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Figure 29: Numerical Solution by Runge-Kutta. (83), 1/ω = 10−4 ≤ z ≤ 1.0 = 1/T .
u(1) = 0.5, u′(1) = 0.5 . Graph Type (ii). Vertical axis is r = 1/
√
u
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corresponding quantities appearing in the text. The Lagrangian is given by
LinvEM = −
1
4
FµνF
µν =
1
2
Aν∂µ∂
µAν +
1
2
(∂µA
µ)2 + tot. deri. ,
Fµν = ∂µAν − ∂νAµ , −∞ < xµ <∞ , (87)
where the space-time is flat (Minkowski): (ηµν) = diag(−1, 1, 1, 1) and µ, ν = 0, 1, 2, 3. This
theory has the U(1) local gauge symmetry.
Aµ → Aµ + ∂µΛ(x) , (88)
where Λ(x) is the local gauge parameter. We take Lorentz gauge.
∂µA
µ = 0 . (89)
Then the gauge-fixed Lagrangian is given by
LEM = LinvEM −
1
2
(∂µA
µ)2 − tot. deri. = 1
2
Aµ∂
2Aµ , (90)
where ∂2 = ∂ν∂ν = −(∂/∂t)2 + (∂/∂x)2 + (∂/∂y)2 + (∂/∂z)2, (xµ) = (t, x, y, z). Now we
take the periodic boundary condition of the electromagnetic field Aµ(t, x, y, z) as follows:
for the x and y coordinates it is periodic with the periodicity 2L, and for the z coordinate
with 2l. The former is for the IR-regularization of the two (x,y)-planes, while the latter is
the separation-length of the two planes. We consider the case L≫ l.
Periodic B.C.: x→ x+ 2L , y → y + 2L , z → z + 2l ,
L≫ l . (91)
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Then Aµ is expanded as
Aµ(t, x, y, z) =
∑
mxmyn∈Z
(
aµmxmyn(t) exp{i
π
L
(mxx+myy) + i
π
l
nz} + c.c.
)
=
∑
mx,my ,n∈Z
(
aµmxmyn(t) exp{i~ωmxmyn · ~r}+ c.c.
)
,
~ωmxmyn = (
π
L
mx,
π
L
my,
π
l
n), ~r = (x, y, z) , (92)
where Z is the set of all integers, and "c.c." means "complex conjugate". The gauge-fixing
condition (89) says
− da
0
mxmyn
dt
+ i~ωmxmyn · ~amxmyn = 0 , (93)
where (aµ) = (a0,~a). We take the polarization vector ~a perpendicular to the wave-number
(3D momentum) vector ~ω.
~ωmxmyn · ~amxmyn = 0 . (94)
Then from the gauge condition (93),
a0mxmyn = const.(independent of t) . (95)
Hence a0 is not a dynamical variable. Finally we obtain the action of the system.
S =
∫ ∞
−∞
dt LEM ,
LEM =
∫ L
−L
dx
∫ L
−L
dy
∫ l
−l
dzLEM − tot.div.− div.const.
=
1
2
∑
mx,my ,n∈Z
{d~amxmyn
dt
· d~a
∗
mxmyn
dt
− ω˜2mxmyn ~amxmyn · ~a∗mxmyn} , (96)
where ω˜2mxmyn = (~ωmxmyn)
2 = (mx
pi
L
)2 + (my
pi
L
)2 + (npi
l
)2. ~a∗ is the complex conjugate of
~a. In the above action, two out of three components of ~amxmyn are independent due to the
relation (94).
The system (96) is the set of harmonic oscillators with different frequencies ωmxmyn
corresponding to the degree of freedom of the 3D continuous space. Let us consider the
quantum mechanical system of the harmonic oscillator.
LHO(b˙, b) =
1
2
b˙2 − 1
2
ω˜2b2 , b˙ ≡ db
dt
, −∞ < t <∞ . (97)
In order to to examine the quantum statistical property at the temperature T = 1/β, we
use the well-known correspondence: Quantum statistical mechanics in D-dim space versus
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Euclidean quantum field theory in (D+1)-dimension spacetime, 0 ≤ τ ≤ β. (See the
book[48]. D=0 is the present case. )
i
∫
dtLHO(
db
dt
, b) = −
∫
dτL˜HO(
db
dτ
, b) , t = −iτ ,
L˜HO(b
′, b) =
1
2
b′
2
+
1
2
ω˜2b2 , b′ =
db
dτ
,
b(τ) = b(τ + β) : periodic with periodicity β . (98)
The energy of the harmonic oscillator, EHO, is given by 49
EHO =
1
W (β, ω˜)
∫
Db L˜HO(b′, b)|β exp
[
−
∫ β
0
dτL˜HO(b
′, b; ω˜)
]
= − ∂
∂β
lnW (β, ω˜) ,
W (β, ω˜) =
∫
Db exp
[
−
∫ β
0
dτL˜HO(b
′, b; ω˜)
]
,(101)
where the path-integral is done over all paths which satisfy the periodic condition b(0) =
b(β). Using the periodic property (98), b(τ) is expressed as
b(τ) =
∑
n≥1
cn sin
2nπ
β
τ +
∑
n≥0
c˜n cos
2nπ
β
τ . (102)
The first part is odd for the Z2-parity: τ → −τ and the second one is even. Then W can
be clearly defined and is evaluated as
W (β, ω˜) =
∫ ∏
n≥1
dcn
∏
n≥0
dc˜n exp
[
−1
2
∑
n≥1
1
2
{(2nπ
β
)2 + ω˜2}cn2 − 1
2
∑
n≥0
1
2
{(2nπ
β
)2 + ω˜2}c˜2n
]
= exp
[
−1
2
∑
n≥1
ln{(2nπ
β
)2 + ω˜2} − 1
2
∑
n≥0
ln{(2nπ
β
)2 + ω˜2}
]
.(103)
We normalize W at ω˜ = 0 (free motion).
Wˆ (β, ω˜) =
W (β, ω˜)
W (β, 0)
. (104)
49 In terms of the heat-kernel or the density matrix (See the text by Feynman[35])
< x|e−βH |x′ >= ρ(x, x′;β) =
∫
b(0)=x,b(β)=x′
Db(τ) exp
[
−
∫ β
0
dτL˜HO(b
′, b; ω˜)
]
, (99)
(Note that, in text, the periodicity (98) requires b(0) = b(β) = x. ) we can express
EHO = Tr < x|He−βH |x′ >=
∫ ∞
−∞
dx < x|He−βH |x > ,
W (β, ω˜) = Tr e−βH =
∫ ∞
−∞
dx < x|e−βH |x > . (100)
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Hence, in order to evaluate Wˆ , it is sufficient to consider the following quantity.
1
2
∑
n∈Z
ln
(2npi
β
)2 + ω˜2
(2npi
β
)2
=
1
2
∫ ∞
−∞
dz ln
(2pi
β
z)2 + ω˜2
(2pi
β
z)2
+
∫ ∞
−∞
dz
ln
z2+(βω˜
2pi
)2
z2
e−2piiz − 1
=
β
2
ω˜ + 2π
∫ βω˜/2pi
0
dx
1
e2pix − 1 . (105)
We reach the familiar formula of the energy spectrum of the radiation.
EHO(β, ω˜) = − ∂
∂β
ln Wˆ (β, ω˜) =
ω˜
2
+
ω˜
eβω˜ − 1 ≡ E0(ω˜) + E1(β, ω˜) . (106)
The first term E0 is the zero-point oscillation energy and does not depend on β, while the
second one E1 does depend on β. We realize the summation over the "Kaluza-Klein modes"
along the τ -direction corresponds to the familiar way of the statistical-procedure over the
canonical ensemble {exp(−En/T ), En = (12 +n)ω˜ | n = 0, 1, 2 · · · }. This simply means the
equivalence of the statistical system in the equilibrium (at a temperature T = 1/β) and
the Euclidean field theory with the periodic Euclidean-time (periodicity β).
Going back to the energy evaluation of the 4D EM, we obtain, using the results (106),
E4dEM = ECas + Eβ ,
ECas = 2
∑
mx,my ,n∈Z
E0(ω˜mxmyn) =
∑
mx,my ,n∈Z
ω˜mxmyn ,
Eβ = 2
∑
mx,my,n∈Z
E1(ω˜mxmyn) = 2
∑
mx,my,n∈Z
ω˜mxmyn
eβω˜mxmyn − 1 . (107)
The factor 2, in front of the middle equations above, reflects the degree of freedom of
the polarization vector ~a (94). ECas is the sum of zero-point energy over all frequency
modes (vacuum energy of the 4D EM). It is Casimir energy. It is that part of the vacuum
energy which is independent of the coupling and is dependent on the boundaries. Eβ gives
us Stefan-Boltzmann’s law.
Eβ = 2
∑
mx,my ,n∈Z
ω˜mxmyn
eβω˜mxmyn − 1 = 2
∫ ∞
0
dk4πk2
( pi
L
)2 pi
l
ω˜(k)
eβω˜(k) − 1 = (2L)
2(2l)
∫ ∞
0
dkP(β, k)
=
3!ζ(4)
π2
(2L)2 · 2l × 1
β4
, P(β, k) = 1
π2
k3
eβk − 1 , ζ(4) =
π4
90
,(108)
where ω˜(k) = k and a formula
∫∞
0
xs/(ex−1)dx = s!ζ(s+1) is used. P(β, k) is the Planck’s
radiation formula. The behavior of P(β, k) is graphically shown in Fig.2. (We see similar
graphs in the 5D case of the text. The extra axis corresponds to the β-axis. ) The peak
curve of the graph is hyperbolic, βk=const., in the (β, k)-plane (Wien’s displacement law).
We note Eβ ∝ β−4 = T 4, hence it vanishes for T = 0. And (2L)2(2l) is the volume of the
region bounded by the two planes.
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ECas does not vanish for T = 0. It is, however, formally divergent. We need a proper
regularization for the summation over the infinite degree of freedom due to the continuity of
the space-time. It corresponds to the renormalization procedure in the local field theories.
From the explanation so far, ECas is given by
EΛCas =
∑
mx,my,n∈Z
ω˜mxmyn g(
ω˜mxmyn
Λ
)
=
∑
mx,my ,n∈Z
√
(mx
π
L
)2 + (my
π
L
)2 + (n
π
l
)2 g(
ω˜mxmyn
Λ
) , (109)
where we introduce the cut-off function: g(ω/Λ) = 1 for 0 ≤ ω ≤ Λ, = 0 for ω > Λ. Λ is
the cut-off parameter for the absolute value of the 3D (x,y,z) momentum. We will take the
limit Λ→∞ at an appropriate stage. We first fix the reference point, L→∞, L≫ l →∞,
from which we "measure" the energy.
EΛ0Cas =
∫ ∞
−∞
∫ ∞
−∞
dkxdky
(π/L)2
∫ ∞
−∞
dkz
π/l
√
k2x + k
2
y + k
2
z g(
k
Λ
)
=
∫ ∫ ∫
k≤Λ
dkxdkydkz
(π/L)2π/l
√
k2x + k
2
y + k
2
z , (110)
This quantity diverges quartically. 50 Hence the energy density (the energy per unit area
of xy-plane) u is given by
u =
EΛCas − EΛ0Cas
(2L)2
=
∫ ∞
−∞
∫ ∞
−∞
dkxdky
(2π)2
[∑
n∈Z
√
k2x + k
2
y + (n
π
l
)2 g
(
1
Λ
√
k2x + k
2
y + (n
π
l
)2
)
−
∫ ∞
−∞
dkz
π/l
√
k2x + k
2
y + k
2
z g
(
1
Λ
√
k2x + k
2
y + k
2
z
)]
=
1
π
∫ ∞
0
kdk
[
k
2
g
(
k
Λ
)
+
∞∑
n=1
√
k2 + (n
π
l
)2 g
(
1
Λ
√
k2 + (n
π
l
)2
)
−
∫ ∞
0
dn
√
k2 + (n
π
l
)2 g
(
1
Λ
√
k2 + (n
π
l
)2
)]
≡ 1
π
[
1
2
X(0) +
∞∑
n=1
X(n)−
∫ ∞
0
dnX(n)
]
,
X(n) =
∫ ∞
0
kdk
√
k2 + (n
π
l
)2 g
(
1
Λ
√
k2 + (n
π
l
)2
)
.(111)
50 The last expression of (110) shows the introduction of the cut-off function g(ω/Λ) is equivalent to the
usual one (k ≤ Λ) taken in the text.
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Using the Euler-MacLaurin formula
1
2
X(0) +X(1) +X(2) + · · · −
∫ ∞
0
dnX(n) = − 1
2!
B2X
′(0)− 1
4!
B4X
′′′(0) + · · · ,
B2 =
1
6
, B4 = − 1
30
, (112)
where Bn is the Bernoulli number, we finally obtain the finite result.
u =
π2
(2l)3
B4
4!
= − π
2
720
1
(2l)3
, (113)
which does not depend on Λ. Especially there remains no logΛ divergences. 51 52 This
point is contrasting with the ordinary renormalization of interacting theories such as 4D
QED and 4D YM. Hence we need not the renormalization of the wave-function and the
parameter l. As is shown in the text, the renormalization of the boundary parameter(s) is
necessary in the 5D case.
11 App. C. Numerical Confirmation of the Relation be-
tween Weight Function and Minimal Surface Curve
In this appendix, we numerically confirm the proposal in Sec.7. In order to define the
weight function W (p˜, z), we presented the requirement (60) , that is, the valley-bottom
line of the (p˜, z)-integral of (55) should be equal to the minimal surface line (58). For
the case of the linear suppression (the weight W4, Fig.17), its valley-bottom line is read
from the contour graph of Fig.30. In Fig.31, the line is numerically reproduced as the
minimal surface line. For most of other suppression forms, we confirm their valley-bottom
lines can be reproduced as the minimal surface lines by taking the boundary conditions
appropriately.
12 App. D: Numerical Evaluation of Scaling Laws: ECas
(39), ERSCas (41), and E
W
Cas (53)
In the text, (regularized) Casimir energy is numerically calculated in three ways: 1) Original
version (Rectangle-region integral), 2) Restricted-region integral ( Randall-Sundrum type ),
51 This means the interaction between (4D) free fields and the boundary is so simple that there is no
anomalous scaling behavior. 5D free fields, however, turn out to have the anomalous scaling behavior as
is shown in the text.
52 Note that the positive definite expression (109) is, after the change of the energy origin (111), assigned
to a negative value. The experimentally-observed attractiveness of the Casimir force tells the importance
of this regularization procedure.
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Figure 30: Contour of (−1/2)p˜3W4(p˜, z)F−(p˜, z)(linear suppression, Fig.17). Λ = 100, ω =
10, T = 1 . 1.0001/ω ≤ z ≤ 0.9999/T, µ = ΛT/ω ≤ p˜ ≤ 25.
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Figure 31: Minimal Area Curve p˜(z), (78). p˜(1.0) = 30.0, p˜′(1.0) = 10.0. Horizontal axis:
0.0001≤ z ≤ 1.0 ; Vertical axis: 0.0 ≤ p˜ ≤ 30.
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Figure 32: Casimir Energy EΛ,−Cas of (114) for various Λ. T = 1, ω = 10
4. Horizontal axis:
ln Λ (Λ = 104 × (1, 2, 4, 8, 16)), Vertical Axis: − ln(|23π2 × (1/2)EΛ,−Cas |).
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3) Weighted version. The final expressions show the scaling behaviors about the boundary
(extra-space) parameters T , ω and the 4D momentum cut-off Λ. The results are crucial
for the present conclusion. Hence we explain here how the numerical results are obtained.
First, let us take the un-weighted case with the rectangle integral-region (original form)
of Casimir energy (38).
−EΛ,∓Cas(ω, T ) =
2π2
(2π)4
∫ Λ
µ
dp˜
∫ 1/T
1/ω
dz p˜3F∓(p˜, z) ,
F∓(p˜, z) =
2
(ωz)3
∫ Λ
p˜
k˜ G∓k (z, z)dk˜ . (114)
where G∓k is explicitly given in (33). The integral region is graphically shown, in Fig.7,
as the rectangle ([1/ω, 1/T ] × [µ = ΛT/ω,Λ]). The graphs of the integrand of (114),
(−1/2)p˜3F (p˜, z), are shown for (T, ω,Λ) = (1, 104, 104)[Fig.8], (1, 104, 2×104)[Fig.9], (1, 104, 4×
104)[Fig.10], in the text. From the behaviors we can expect EΛCas(ω, T ), (114), leadingly
behaves as Λ5/T , because the depth of the valley, shown in Fig.8-10, proportional to Λ4
and their behaviors are monotonous (except near the boundaries z = 1/ω and 1/T ) along
the extra axis. It is confirmed by directly evaluating (114) numerically (the numerical
integral in [49]). We plot the numerical results in Fig.32 for various Λ’s with fixed (T, ω),
and in Fig.33 for various T ’s with fixed (ω,Λ). Furthermore we have confirmed sufficient
ω-indepedence for the region T = 1, ω = 103 × (1, 2, 4, 8, 16),Λ = 104 × (2, 4). Let us fit
EΛCas(ω, T ) from the above numerical results. First we can regard it as the function of
one massive parameter Λ, and two massless parameters Λ/T and Λ/ω. From the linear
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Figure 33: Casimir Energy EΛ,−Cas of (114) for various T . ω = 10
4, Λ = 2× 104. Horizontal
axis: lnT (T = (1, 2, 4, 8, 16)), Vertical Axis: ln(|23π2 × (1/2)EΛ,−Cas |).
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dependences in Fig.32 and Fig.33 we may put
EΛCas(ω, T ) =
Λ5
T
(a1 + a2 ln
Λ
T
+ a3 ln
Λ
ω
) . (115)
From the ω-independence, we take a3 = 0. From the numerical results, the best fit is given
by (Manipulating Numerical Data in [49])
EΛ,−Cas(ω, T ) =
1
8π2
×
[
−0.02500Λ
5
T
(1− 4.685× 10−9 ln Λ
T
)
]
. (116)
From the precision of the numerical integral, we may safely regard the log term in (116)
vanishing (a2 = 0). Finally we obtain (39).
For the restricted region case, (41), we do the numerical integral of the following ex-
pression.
− E−RSCas (ω, T ) =
2π2
(2π)4
∫ Λ
µ
dq
∫ Λ/ωq
1/ω
dz q3F−(q, z) =
2π2
(2π)4
∫ 1/T
1/ω
du
∫ Λ/ωu
µ
dp˜ p˜3F−(p˜, u) ,(117)
where µ = ΛT/ω. We plot the results, in Fig.34, for various Λ with fixed (ω, T ) and in
Fig.35, for vaious ω with fixed (T,Λ). Furthermore we have confirmed T-independence for
T = (1, 2, 3) with (ω = 104,Λ = 2 × 104) and for T = (1, 2, 3, 4, 8, 16) with (ω = 103,Λ =
2 × 104). From the straight line behaviors and the T-independence, we can safely fit the
curve as E−RSCas = (Λ
5/ω)(b1 + b2 ln(Λ/T ) + b3 ln(Λ/ω)), b2 = 0. The best fit is given by
23π2E−RSCas (ω, T ) =
Λ5
ω
(
(−1.59,−1.56)× 10−2 + (−1.41,−1.97)× 10−4 ln(Λ/ω)) .(118)
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Figure 34: Casimir Energy E−RSCas of (117) for various Λ with fixed (ω = 10
3, T = 1).
Horizontal axis: ln Λ (Λ = (1, 2, 4, 8, 16) × 104), Vertical Axis: ln(|23π2 × 1
2
E−RSCas |). The
results are placed on a straight line with the slope 5 for different Λ’s.
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Figure 35: Casimir Energy E−RSCas of (117) for various ω with fixed (T = 1,Λ = 2 × 104).
Horizontal axis: lnω (ω = (1, 2, 4, 8, 16) × 102), Vertical Axis: ln(|23π2 × 1
2
E−RSCas |). The
results are placed on a straight line with the slope -1 for different ω’s.
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Figure 36: Casimir Energy E−W1Cas of (119) for various Λ with fixed (T = 1, ω =
103)(RightDown) and (T = 0.01, ω = 102)(LeftUp). Horizontal axis: ln Λ (Λ =
103 × (1, 2, 4, 8, 16) and 104 × (1, 2, 4, 8, 16)), Vertical Axis: − ln |23π2(N1
2
)E− W1Cas |.
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The first component of the above coefficients comes from Fig.34 data, the second one from
Fig.35 data. The "width" of the coefficient-values tells us the first-term coefficient has the
significant digit number 2, while the second-term one has the number 1. In the text, we
take the average values (41).
Finally we explain the weighted case (52) taking the elliptic type, W1, as an example.
−E− W1Cas (ω, T ) ≡
∫
p˜≤Λ
d4pE
(2π)4
∫ 1/T
1/ω
dz W1(p˜, z)F
−(p˜, z) ,
(N1)
−1e−(1/2)p˜
2/ω2−(1/2)z2T 2 ≡W1(p˜, z), N1 = 1.711/8π2 , (119)
where the UV cut-off Λ is introduced to see the scaling behavior. In Fig.36, we show the
numerical results of E−W1Cas (ω, T ) for different Λ’s with fixed (T, ω). The two lines both are
straight ones with the slope -1. For the T-dependence (with fixed (ω,Λ)) and ω-dependence
(with fixed (T,Λ)) we show them in Fig.37 and in Fig.38, respectively. They are straight
lines with slopes +1 and -4, respectively. From the straight-lines behavior of Fig.36-38, we
can safely fit the curve as E−W1Cas = (ω
4Λ/T )(c1 + c2 ln(Λ/ω) + c3 ln(Λ/T )). The best fit is
given by
(23π2N1/2)× E−W1Cas (ω, T ) =
ω4
T
Λ
(
−1.04− 0.11 ln Λ
ω
+ 0.099 ln
Λ
T
)
. (120)
Taking into account the present precision, we take c1 = 1.04 × (2/1.711) = 1.22, c2 =
0.11× (2/1.711) = 0.13, c3 = −0.099 × (2/1.711) = −0.12 in the text. As for other types
of W ’s, the best fit scaling behaviors are listed in (53) of the text.
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Figure 37: Casimir Energy E−W1Cas of (119) for various T with fixed (Λ = 2× 104, ω = 103).
Horizontal axis: ln T (T = (1, 1/2, 1/4, 1/8, 1/16)), Vertical Axis: − ln |23π2(N1
2
)E− W1Cas |.
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Figure 38: Casimir Energy E−W1Cas of (119) for various ω with fixed (Λ = 8 × 104, T = 1).
Horizontal axis: ln ω (ω = 102×(4, 8, 16, 32, 64, 128)), Vertical Axis: − ln |23π2(N1
2
)E− W1Cas |.
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13 App. E. Normalization Constants of Weight Func-
tions (52)
In Sec.6, we introduce the weight function W to evaluate the Casimir energy. For the
comparison between the Casimir energy values obtained by differentW ’s, the normalization
constants are important. The normalization constants Ni’s (52) are defined by the following
condition:∫
µ=ΛT/ω<p˜<Λ
d4p
(2π)4
∫ 1/T
1/ω
dz Wi(p˜, z) =
1
8π2
ω4
T
∫ Λ/ω
ΛT/ω2
dx
∫ 1
T/ω
dw x3Wi(p˜ = ωx, z = w/T )
≡ ω
4
T
, Λ≫ ω ≫ T ,(121)
For the ends of the integral-regions, we practically may take Λ
ω
=∞ and T
ω
= 0 except for
W2 and W3. As for the starting end of x-integral, we have two choices depending on what
range of the value ω is considered ( (A) ω ∼ √ΛT , (B) ω ≫√ΛT (C) ω ≪ √ΛT ) in the
numerical data-taking. They are explicitly given by
(A) ω ∼ √ΛT (geometrically averaged point)
In this case, we take ΛT
ω2
= 1, T
w
= 0, Λ
ω
=∞ in (121).
8π2N1 =
3√
e
∫ 1
0
dw e−w
2/2 = 1.557 , 8π2N1b =
3√
e
=
∫ ∞
1
dx x3e−x
2/2 = 1.820 ,
8π2N2 =
∫ ∞
1
dx
∫ 1
T/ω
dwx3e−xw = 2(
ω
T
)3 ,
8π2N3 =
∫ ∞
1
dx
∫ 1
T/ω
dwx3e−x
2w2/2 =
2
3
(
ω
T
)3 ,
8π2N4 =
∫ ∞
1
dx
∫ 1
0
dw x3e−x
2/2w2 = 0.3222 , 8π2N5 =
∫ ∞
1
dx
∫ 1
0
dw x3e−x/w
2
= 0.6342 ,
8π2N6 =
∫ ∞
1
dx
∫ 1
0
dw x3e−x
2/2w = 0.5521 , 8π2N7 =
∫ ∞
1
dx x3e−x
4/2 =
1
2
√
e
= 0.3033 ,
8π2N8 =
3√
e
∫ 1
0
dw e−1/2w
2
= 0.3800 , 8π2N47 =
∫ ∞
1
dx
∫ 1
0
dw x3e−x
2(x2+1/w2)/2 = 0.03893 ,
8π2N56 =
∫ ∞
1
dx
∫ 1
0
dw x3e−(x/w)(x+1/w)/2 = 0.1346 ,
8π2N88 =
∫ ∞
1
dx
∫ 1
0
dw x3e−(1/2)(x
2+1/w2)2 = 0.005006 ,
8π2N9 =
∫ ∞
1
dx
∫ 1
0
dw x3e−(1/2)(x+1/w)
2
= 0.03921 ,(122)
(B) ω ≫√ΛT
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In this case, we take ΛT
ω2
= 0, T
w
= 0, Λ
ω
=∞ in (121).
8π2N1 = 2×
∫ 1
0
dw e−w
2/2 = 1.711 , 8π2N1b =
∫ ∞
0
dx x3e−x
2/2 = 2 ,
8π2N2 =
∫ ∞
0
dx
∫ 1
T/ω
dwx3e−xw = 2(
ω
T
)3 ,
8π2N3 =
∫ ∞
0
dx
∫ 1
T/ω
dwx3e−x
2w2/2 =
2
3
(
ω
T
)3 ,
8π2N4 =
∫ ∞
0
dx
∫ 1
0
dw x3e−x
2/2w2 =
2
5
, 8π2N5 =
∫ ∞
0
dx
∫ 1
0
dw x3e−x/w
2
=
2
3
,
8π2N6 =
∫ ∞
0
dx
∫ 1
0
dw x3e−x
2/2w =
2
3
, 8π2N7 =
∫ ∞
0
dx x3e−x
4/2 =
1
2
,
8π2N8 = 2×
∫ 1
0
dw e−1/2w
2
= 0.4177 ,
8π2N47 =
∫ ∞
0
dx
∫ 1
0
dw x3e−x
2(x2+1/w2)/2 = 0.1028 ,
8π2N56 =
∫ ∞
0
dx
∫ 1
0
dw x3e−(x/w)(x+1/w)/2 = 0.1779 ,
8π2N88 =
∫ ∞
0
dx
∫ 1
0
dw x3e−(1/2)(x
2+1/w2)2 = 0.01567 ,
8π2N9 =
∫ ∞
0
dx
∫ 1
0
dw x3e−(1/2)(x+1/w)
2
= 0.05320 ,(123)
In the text, we take the case (B).
(C) ω ≪√ΛT
In this case, we may take ΛT
ω2
= 0, T
w
= 0, Λ
ω
= ∞ in (121). This is the same as the case
(B). In Sec.8, we apply the results to the cosmological constant or the dark energy. We
take there Λ = 1028 eV, ω = 10−3 eV and T = 10−20 eV.
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