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IEinleitung
Immer mehr Bereiche des täglichen Lebens hängen elementar von Stoff- und Ener-
gieumwandlungen ab. Ohne elektrische oder chemisch gebundene Energie sowie
technisch umgewandelte Stoffe ist das moderne Leben heute nicht mehr denkbar. Die
meisten Stoffe und die am häufigsten auftretenden Energieträger sind in Form ihres
natürlichen Vorkommens oft nicht direkt für heutige Bedürfnisse nutzbar. Sie müs-
sen Umwandlungen unterzogen werden, um sie dem gewünschten Einsatzzweck ent-
sprechend anzupassen. Hierbei ist es von großem Interesse, möglichst effektiv, das
heißt mit wenig Ressourcen- und Energieeinsatz, zu arbeiten. Durch eine geeignete
Auslegung verfahrenstechnischer Anlagen lassen sich zum einen natürliche Ressour-
cen schonen, zum anderen lässt sich auch eine höhere wirtschaftliche Effizienz errei-
chen.
Ein sehr großer undwichtiger Teil der Stoffumwandlungen geschieht im flüssigen und
gasförmigen Zustand. Hier spielen Phasengleichgewichte eine große Rolle. Bei den in
der chemischen Industrie wichtigen angewandten Trennverfahren, wie beispielswei-
se Extraktion, Rektifikation, Absorption und Kristallisation, werden Differenzen der
verschiedenen Stoffe in den unterschiedlichen Phasen zur Stofftrennung benutzt. Um
diese Stoffumwandlungen in technisch relevantem Maßstab durchführen und opti-
mieren zu können, ist es erforderlich, das Verhalten der verwendeten Stoffsysteme zu
kennen und beschreibbar zu machen. Damit nicht für jedes Gemisch und jede Zusam-
mensetzung langwierige und teure Experimente durchgeführt werden müssen, ist es
von großer Bedeutung, aus den Eigenschaften reiner Stoffe auf deren Gemischeigen-
schaften schließen zu können.
Eine Möglichkeit zur Bestimmung von Stoffeigenschaften besteht in der Verwendung
von Zustandsgleichungen, welche die funktionalen Zusammenhänge zwischen den
thermodynamischen Zustandsgrößen herstellen. Zustandsgleichungen werden somit
eingesetzt, um die Eigenschaften von Fluiden, Fluidgemischen oder auch Feststoffen
zu beschreiben. In der Thermodynamik wird üblicherweise zwischen kalorischen und
thermischen Zustandsgleichungen unterschieden, die jedoch über allgemeine Bezie-
hungen zwischen den Zustandsgrößen miteinander verbunden sind. Eine besonde-
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re Rolle nimmt die Gruppe der thermischen Zustandsgleichungen ein, da für diese
in der Vergangenheit besonders viele Varianten entwickelt wurden. Bei diesem Typ
von Zustandsgleichung werden die Zustandsgrößen p, v, T sowie die Stoffmenge n
zueinander in Beziehung gesetzt. Das bekannteste Beispiel hierfür dürfte die ideale
Gasgleichung sein. Innerhalb dieser Gruppe wird dann häufig erneut zwischen den
kubischen Zustandsgleichungen mit ihrem bekanntesten Vertreter der van der Waals
Gleichung sowie den nicht-kubischen Zustandsgleichungen differenziert. In diesem
Zusammenhang sei die Virialgleichung als prominenter Vertreter genannt.
Im Rahmen dieser Arbeit wird eine Variante der nicht-kubischen Zustandsgleichun-
gen behandelt. So wird eine auf dem Gittermodell für Fluide aufbauende Zustands-
gleichung für Reinstoffe und Gemische rigoros abgeleitet. Während in der Vergan-
genheit immer wieder Gitter-Zustandsgleichungen Einzug in die Literatur gehalten
haben, mit dem Anspruch, sich wesentlich von den bereits existierenden zu unter-
scheiden, wird in der vorliegenden Arbeit gezeigt, dass sich diese vermeintlichen Dif-
ferenzen nach Einführung einheitlicher Randbedingungen auflösen. Die vorgestellten
Zustandsgleichungen lassen sich somit alle auf eine einheitliche Form reduzieren. Eine
wesentliche Eigenschaft, die alle diese Gleichungen dabei miteinander verbindet, ist
die statistische Unabhängigkeit bestimmter Moleküleigenschaften, was zu der soge-
nannten quasichemischen Approximation oder im allgemeineren Fall zur Free Seg-
ment Approximation führt. Die dargestellte Gitter-Zustandsgleichung kann in ver-
schiedenen Detaillierungsgraden ausgeprägt sein. Während sie in der einfachsten
Form nur kugelförmige Modellmoleküle mit einer isotropen Oberfläche modelliert,
kann sie nach Einführung von Erweiterungen bezüglich der Molekülgeometrie sowie
bezüglich der intermolekularen Wechselwirkungen auch strukturierte Molekültypen
mit differenziert wechselwirkenden Oberflächensegmenten behandeln. In diesem Zu-
sammenhang wurde die Bezeichnung Multi-Segment Gitter-Zustandsgleichung ein-
geführt.
Diese Gitter-Zustandsgleichung wird anschließend durch computergestützte Anpas-
sungsrechnungen für einfache Modellsubstanzen untersucht. Zur Durchführung die-
ser Optimierungsrechnungen war es erforderlich, entsprechende Programmsysteme
zu entwickeln oder bereits vorhandene zu adaptieren, die die Behandlung einer Git-
terzustandsgleichung bezüglich der erforderlichen Gleichgewichtsberechnungen er-
lauben.
Die Behandlung derartig komplexer Sachverhalte und Zusammenhänge sowie die
erfolgreiche Anwendung auf reale Stoffsysteme bilden eine Herausforderung von
hoher praktischer Bedeutung, zu der die vorliegende Arbeit einen Beitrag leisten
möchte.
3Abstract
More and more areas of daily life depend primarily on material and energy conver-
sions. Without electrical or chemically bound energy as well as technically converted
materials, modern life today is no longer conceivable. Most materials and the most
common energy sources are often not directly usable for today’s needs in their natu-
rally occurring form. They must be transformed to suit the desired application. Here,
it is of great interest to work as effectively as possible, i.e. with little consumption of
resources and energy. With a suitable design of chemical plants, natural resources can
be preserved while simultaneously reaching higher economic efficiency.
A very large and important part of material transformation takes place in the liquid
and gaseous states. Here, phase equilibria play a decisive role. With the applied
separation processes, such as extraction, rectification, absorption and crystallization,
which are important in the chemical industry, differences of the various materials
in the different phases are used for the separation of substances. In order to be
able to realize these material transformations in technically relevant magnitude, it is
necessary to know about the material systems used and to describe them. To avoid
lengthy and expensive experiments for each mixture and each composition, it is of
great importance to derive the mixture chracteristics from the characteristics of pure
materials.
A possibility to determine material properties exists in the use of equations of state.
They establish functional connections between the thermodynamic variables of state.
Thus, equations of state are used to describe the characteristics of fluids, fluid mixtu-
res, and solids. With respect to thermodynamics it is usually distinguished between
caloric and thermal equations of state. However, they are connected via general rela-
tions between the variables of state. The group of thermal equations of state takes a
special role, since particularly for these models many variants were developed in the
past. With this type of equation of state the variables of state p, v, T as well as the
amount of material n are set in relationship to each other. The most common example
for this might be the ideal gas law. Within this group it is again differentiated between
the cubic equations of state with its most well-known representative the van derWaals
equation as well as the non-cubic equations of state. For the latter the virial equation
should be mentioned as the most prominent representative.
Within this work an alternative of the non-cubic equations of state is considered. Thus,
an equation of state for pure materials and mixtures, based on the lattice model for
fluids, is derived. In the past lattice equations of state were introduced in literature,
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with the pretension to differ substantially from the already existing ones. Within
this dissertation it is shown that these alleged differences dissolve after introducing
uniform boundary conditions. The presented equations of state can consequently all
be reduced to a unique form. A substantial characteristic, which interconnects all these
equations, is the statistic independence of certain molecule characteristics, what leads
to the so-called quasi-chemical approximation or, in the more general case, to the Free
Segment Approximation. The introduced lattice equation of state can exist in different
degrees of detail. In the simplest form it only models spherical model molecules with
an isotropic surface. After introduction of extensions concerning molecule geometry
as well as concerning the intermolecular reciprocal effects, it can also treat structured
molecule types with different interacting surface segments. Within this context the
designation multi-segment lattice equation of state was introduced.
This multi-segment lattice equation of state is subsequently examined by computer-
assisted adjustment calculations for simple model substances. For the execution of
these optimization calculations it was necessary to develop appropriate program
systems or adapt already existing ones, which permit the application to a lattice
equation of state concerning the necessary equilibrium computations.
The treatment of such complex circumstances and relations as well as successful
application to actual material systems form a challenge of high practical importance,
to which this dissertation would like to make a contribution.
II
Allgemeine Grundlagen
Ein Gemisch, welches aus mehreren Komponenten besteht, bildet, je nach den vorhan-
denen äußeren Bedingungen von Temperatur und Druck sowie der Zusammenset-
zung, unterschiedliche Phasen aus. Diese können fest, flüssig oder gasförmig sein. Im
Gleichgewichtszustand haben die Phasen neben einheitlicher Temperatur und Druck
auch ein stoffliches Gleichgewicht erreicht.
Im Rahmen der Gleichgewichtsthermodynamik wird der Versuch unternommen, die
Anzahl der auftretenden Phasen sowie deren Zusammensetzung in Abhängigkeit
von Druck und Temperatur zu beschreiben. Das ist allerdings nicht direkt möglich.
Die Gleichgewichtsthermodynamik beschreibt ein System daher mit einer Reihe von
abstrakten Größen (z.B. dem chemischen Potential), die im Gleichgewichtszustand
durch einfache Relationenmiteinander verknüpft sind. ZumVerständnis der Beschrei-
bung von Systemen mittels Phasengleichgewichtsmodellen werden nachfolgend die
notwendigen Grundlagen und Beziehungen dargestellt.
2.1 Phasengleichgewichtsthermodynamik
Zunächst werden die erforderlichen Beziehungen zur Beschreibung von Phasengleich-
gewichten kurz dargestellt. Eine ausführliche Darstellung dieser Thematik ist unter
anderem zu finden bei Pfennig et al. (2000), Sadowski (2000) oder auch bei Lucas
(2006a).
Das thermodynamische Gleichgewicht zwischen zwei Phasen (α und β) eines Systems
ist nach Gibbs durch folgende Bedingungen gegeben
Tα = Tβ (2–1)
pα = pβ (2–2)
µαi = µ
β
i (2–3)
Wie aus diesen Bedingungen zu erkennen ist, herrscht dann ein Phasengleichgewicht,
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wenn neben dem thermischen Gleichgewicht (Gleichheit der Temperaturen T) und
dem mechanischen Gleichgewicht (Gleichheit der Drücke p) außerdem auch ein stoff-
liches Gleichgewicht besteht. Für dieses stoffliche Gleichgewicht müssen die chemi-
schen Potentiale jeder Komponente in allen Phasen gleich sein.
Neben der direkten Verwendung des chemischen Potentials µ besteht eine weitere
Möglichkeit zur Formulierung des stofflichen Gleichgewichtes der beiden Phasen α
und β in der Verwendung von Fugazitäten
µi(T,p) = µid0i (T,p0) + RT ln
fi
p0
(2–4)
Damit gilt für die beiden Phasen
µid0i (T,p0) + RT ln
f αi
p0
= µid0i (T,p0) + RT ln
f βi
p0
(2–5)
Da die Bezugszustände identisch sind und außerdem nach Gleichung (2–1) bzw. (2–
2) Temperatur und Druck gleich sein müssen, gilt für das Phasengleichgewicht nach
Lewis das Isofugazitätskriterium
f αi = f
β
i (2–6)
Zur Berechnung von Phasengleichgewichten können beide Gleichgewichtsbeziehun-
gen, also Gleichung (2–3) oder Gleichung (2–6), alternativ herangezogen werden, wo-
bei die Fugazität eine leichter vorstellbare Größe darstellt. Bei nicht zu stark assozi-
ierenden Komponenten und nicht zu hohem Druck ist die Fugazität einer Kompo-
nente i gleich dem Dampfdruck der reinen Komponente bzw. dem Partialdruck pi
des Gemisches. Eine Beziehung zu messbaren Größen kann durch die Einführung der
Hilfsgrößen Aktivität ai , Aktivitätskoeffizient γi und Fugazitätskoeffizient ϕi herge-
stellt werden. Mittels dieser Hilfsgrößen lassen sich die Fugazitäten, die denMolanteil
der Komponenten als Konzentrationsmaß beinhalten, darstellen. Die Größen sind wie
folgt definiert
ϕi =
fi
xip
(2–7)
γi =
fi
xi f0i
(2–8)
Umgekehrt lässt sich die Fugazität über den Fugazitäts- bzw. den Aktivitäts-
koeffizienten ausdrücken
fi = ϕixip = γixi f0i (2–9)
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Mit der Definition f0i = ϕ0i · p für die Fugazität der reinen Komponente folgt
fi = ϕixip = γixiϕ0i · p (2–10)
Wird jetzt noch die Definition des Fugazitätskoeffizienten ϕ0i für die reine Komponen-
te eingesetzt
ϕ0i =
ϕsi p
s
i
p
· Poyi (2–11)
lauten die beiden Ansätze zur Formulierung der Fugazität
fi = ϕixip = γixiϕsi p
s
i · Poyi (2–12)
Über den Poynting-Faktor Poyi erfolgt hierbei eine Korrektur der Fugazität des reinen
Fluids
Poyi = exp
(
vLi
(
p− psi
)
RT
)
(2–13)
Dabei wird die Änderung der Fugazität durch Expansion bzw. Kompression des
reinen Fluids beim Übergang vom Sättigungsdampfdruck psi auf den Systemdruck
p berücksichtigt.
2.2 Dampf-Flüssig-Gleichgewichtsberechnungen
Umdie Fugazitäten fi und damit auch die Zusammensetzung xi der einzelnen Phasen
zu ermitteln, haben sich verschiedene Modelle und Vorgehensweisen durchgesetzt,
die im Folgenden kurz beschrieben werden.
Bei der Berechnung von Dampf-Flüssig-Gleichgewichten wird als Konzentrationsmaß
in der Regel der Molanteil verwendet. Üblicherweise wird dieser dann mit xi für die
flüssige Phase und mit yi für die dampfförmige Phase bezeichnet.
Abhängig davon, welche der Hilfsgrößen zur Beschreibung der Fugazitäten (Ak-
tivitätskoeffizient γi oder Fugazitätskoeffizient ϕi) herangezogen werden, eröff-
nen sich unterschiedliche Möglichkeiten zur Beschreibung von Dampf-Flüssig-
Gleichgewichten.
2.2.1 ϕ-ϕ-MODELLE
Das ϕ-ϕ-Konzept ist die am universellsten einsetzbare Methode zur Berechnung von
Phasengleichgewichten. Dies schließt sowohl Flüssig-Flüssig-Gleichgewichte, Flüssig-
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Dampf-Gleichgewichte als auch Phasengleichgewichtemit überkritischen Komponen-
ten ein.
Unter Verwendung der linken Seite von Gleichung (2–12) folgt bei ausschließlicher
Benutzung der Fugazitätskoeffizienten (l = liquid, v = vapour)
ϕlixi = ϕ
v
i yi (2–14)
Diese Gleichung definiert für ein n-Komponenten-Gemisch ein System n nichtlinearer
Gleichungen mit ebenso vielen Unbekannten. Aus diesem Gleichungssystem müssen
die Konzentrationen und die Fugazitätskoeffizienten dann iterativ ermittelt werden,
wobei zur Beschreibung der Fugazitätskoeffizienten Zustandsgleichungen als Model-
le verwendet werden.
Aus Zustandsgleichungen lassen sich alle thermodynamischen Zustandsgrößen er-
mitteln. Insbesondere lassen sich die freie Energie des Systems und damit nach Pfen-
nig et al. (2000) auch die Fugazitätskoeffizienten berechnen
RT ln ϕi =
(
∂Ares
∂ni
)
T,V,n∗i
− RT lnZ (2–15)
Die residuelle freie Energie Ares ist dabei die um den idealen Anteil verminderte freie
Energie oder anders ausgedrückt
A = Aid + Ares (2–16)
Neben der residuellen freien Energie Ares ist auch der Realgasfaktor Z =
pv
RT
aus einer
Zustandsgleichung zu ermitteln.
2.2.2 γ-ϕ-MODELLE
Für Dampf/Gas-Flüssig-Gleichgewichte werden häufig auch hybride Verfahren ein-
gesetzt. Hierbei wird die Fugazität der flüssigen Phase über den Aktivitätskoeffizi-
enten modelliert und die Fugazität der Gasphase mit einer Zustandsgleichung. Die
Isofugazitätsbedingung sieht in diesem Fall folgendermaßen aus:
ϕiyip = γixiϕsi p
s
i · Poyi (2–17)
Der Logarithmus des Aktivitätskoeffizienten wird als partielle molare Größe der
Exzessenthalpie GE bestimmt
RT lnγi =
(
∂GE
∂ni
)
T,p,n∗i
(2–18)
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bzw.
gE
RT
=∑
i
xi lnγi (2–19)
Die Exzessenthalpie gibt den Unterschied der Mischungsenthalpie einer realen Mi-
schung zu der einer idealen Mischung wieder.
gE = ∆g− ∆gid (2–20)
Zur Bestimmung des Phasengleichgewichtes nach Gleichung (2–17) sind demnach
zwei unterschiedliche Modelle erforderlich. Einerseits wird eine Zustandsgleichung
für den Fugazitätskoeffizienten benötigt, während für den Aktivitätskoeffizienten an-
dererseits ein gE-Modell eingesetzt wird. Aufgrund der Verwendung zweier unter-
schiedlicher Modelle für die verschiedenen Phasen kommt es zu Inkonsistenzen in
der Modellierung, die umso deutlicher werden, je dichter man sich dem kritischen
Punkt nähert.
Eine solche hybride Modellierung eignet sich demnach für Fälle mit nicht allzu hohen
Drücken, da ansonsten die Druckabhängigkeit des Poynting-Faktors für die flüssige
Phase ebenfalls über eine Zustandsgleichung ermittelt werden müsste. Im Falle gerin-
ger Drücke ergeben sich jedoch weitere Vereinfachungen. Der Poynting-Faktor kann
vernachlässigt werden und auch das Verhältnis von ϕsi/ϕi ist nahezu gleich eins. So-
mit wird aus Gleichung (2–17)
yip = γixipsi (2–21)
Durch die eingeführten Näherungen ist dieses Gleichungssystem deutlich einfacher
lösbar als das ursprüngliche System aus Gleichung (2–17).
2.2.3 γ-γ-MODELLE
Sollen auschließlich Flüssigkeiten modelliert werden, kann alternativ zum ϕ - ϕ -
Konzept auf die alleinige Verwendung von Aktivitätskoeffizienten zur Bestimmung
der Flüssigfugazitäten zurückgegriffen werden.
Für die Berechnung des Flüssig-Flüssig-Gleichgewichts wird dann die Bedingung
γαi x
α
i = γ
β
i x
β
i (2–22)
benutzt. Da die Aktivitätskoeffizienten ähnlich wie die Fugazitätskoeffizienten kom-
plexe Funktionen der Temperatur und der Zusammensetzung sind, muss zur Lö-
sung des Gleichungssystems wieder ein iterativer Lösungsalgorithmus eingesetzt
werden.
10 2. Allgemeine Grundlagen
Zur Ermittlung der Aktivitätskoeffizienten werden Exzessenthalpie-Modelle (gE-
Modelle) verwendet, die aber üblicherweise nicht die Druckabhängigkeit, sondern le-
diglich die Temperatur- und Konzentrationsabhängigkeit der jeweiligen Phase zu mo-
dellieren in der Lage sind. Somit können nur solche Flüssig-Flüssig-Gleichgewichte
beschrieben werden, die nicht von Druck- und Dichteeffekten beeinflusst sind.
2.3 Berechnung von Fugazitätskoeffizienten in Vielstoffsystemen
Da im Rahmen der vorliegenden Arbeit der Schwerpunkt auf der Herleitung und dem
Vergleich verschiedener alternativer gitterbasierter Zustandsgleichungen liegt, wird
bei den durchgeführten Berechnungen der Phasengleichgewichte ausschließlich die
ϕ− ϕ - Methode gewählt.
Im Allgemeinen kann der Fugazitätskoeffizient ϕi über
RT ln ϕi =
∞∫
V
[(
∂P
∂ni
)
T,V,n∗i
− RT
V
]
dV − RT lnZ (2–23)
aus einer beliebigen, in extensiver Form vorliegenden, Zustandsgleichung P(V,T,ni)
gewonnen werden. Diese Form bietet sich häufig für kubische Zustandsgleichungen
an oder für Zustandsgleichungen, bei denen die freie Energie erst über eine Integra-
tion des Druckes gewonnen werden müsste.
Da jedoch insbesondere bei der Vorgehensweise zur Ableitung einer gitterbasierten
Zustandsgleichung zunächst die freie Energie des Systems bestimmt wird, und man
anschließend durch die Differentiation
−p =
(
∂A
∂V
)
T,ni
(2–24)
die eigentliche Zustandsgleichung erhält, bietet sich in diesem Fall die Verwendung
von Gleichung (2–15) an
RT ln ϕi =
(
∂Ares
∂ni
)
T,V,n∗i
− RT lnZ
Die praktische Anwendung dieser Gleichung wird allerdings erschwert durch die
Tatsache, dass die freie Energie in der Regel nicht als extensive Größe A(V,T,ni),
sondern als intensive Größe a(v,T,xi) vorliegt. Eine Transformation in die extensive
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Form ist nicht immer trivial, weshalb zur Berechnung des Fugazitätskoeffizienten
folgende Berechnungsvorschrift eingesetzt wird
ln ϕi =
ares
RT
+
1
RT
D ares
D xi
− 1
RT ∑j
D ares
D xj
xj + Z− 1− lnZ (2–25)
Der Operator D drückt hierbei aus, dass eine partielle Ableitung nach einem Stoffmen-
genanteil unter der Bedingung durchgeführt wird, dass alle anderen Stoffmengenan-
teile konstant gehalten werden können, was die übliche Schließbedingung
∑ xi = 1 (2–26)
verletzt. Lucas (1991) oder auch Sadowski (2000) zeigen, dass die Ableitung partieller
molarer Größen über eine analoge Rechenvorschrift mittels
zi = z+
(
D z
D xi
)
−∑
j
(
D z
D xj
)
(2–27)
unter ebenfalls ausdrücklicher Nichtbeachtung der Schließbedingung durchführbar
ist. Bei dieser Vorgehensweise wird somit der Fehler, der durch die Verletzung der
Schließbedingung eingeführt wird, in einer solchen Weise kompensiert, dass als End-
ergebnis der korrekte Wert berechnet wird. Durch diese Methode, welche die Ermitt-
lung der Ableitungen erheblich vereinfacht, eröffnet sich erst die numerische Behand-
lung dieser Ableitungen. z stellt in diesem Zusammenhang eine beliebige Zustands-
größe dar, zi die zugehörige partielle molare Größe.

III
Die Multi-Segment
Gitter-Zustandsgleichung
Die Gittervorstellung für Fluide stellt eine besondere Vereinfachung der Fluidstruk-
tur dar. Der flüssige Zustand eines Fluids kann als Stadium zwischen dem kristalli-
nen Zustand und dem gasförmigen Zustand interpretiert werden. Daraus folgen zwei
prinzipielle Zugänge zu Theorien für den flüssigen Zustand. Zum einen kann von
der Vorstellung ausgegangen werden, die Flüssigkeit sei ein sehr dichtes und hoch-
gradig nicht-ideales Gas, dessen Eigenschaften mit Hilfe von Zustandsgleichungen
beschrieben werden können. Zum anderen wird das Fluid als festkörperähnlich in ei-
nem quasi-kristallinen Zustand angesehen. Hierbei bewegen sich die Moleküle nicht
in einer chaotischen Weise wie in einem Gas, sondern jedes Molekül neigt dazu, sich
mehr oder weniger auf einer festen Position aufzuhalten und dort um diese Position
leicht zu schwanken. Dieses quasikristalline Bild des Fluids unterstellt also, dass sich
die Moleküle räumlich gleichmäßig verteilt auf so genannten Gitterpositionen befin-
den. Diese letztere Annahme lässt sich aus der Betrachtung der Paarkorrelationsfunk-
tion g(r) in Abbildung 3.1, die experimentell und auch theoretisch-simulativ ermittelt
werden kann, bestätigen (Lucas, 1991). Die Bedeutung der radialen Paarkorrelations-
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Abbildung 3.1: Paarkorrelationsfunktion eines: a) idealen Gases b) eines rea-
len Gases c) einer Flüssigkeit und d) eines Festkörpers
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funktion lässt sich vergleichsweise einfach erläutern. Sie ist im Wesentlichen ein Maß
für die Abweichung der Wahrscheinlichkeit (bezogen auf das ideale Gas) in einem be-
stimmten Abstand r, bezogen auf ein Ausgangsmolekül, ein weiteres Molekül zu fin-
den. Vergleicht man nun in Abbildung 3.1 den Verlauf der Paarkorrelationsfunktion
für eine Flüssigkeit mit dem eines Feststoffes, so lassen sich deutliche Ähnlichkeiten,
besonders im Bereich der Nahordnung, erkennen.
3.1 Gittermodelle
Die ersten Ansätze zur Beschreibung thermodynamischer Eigenschaften mit Hilfe von
Modellen, die auf Gittertheorien zurückgreifen, gehen insbesondere auf Arbeiten von
Guggenheim und Fowler (1944a,b) sowie Guggenheim (1952) in den 40er und 50er
Jahren des letzten Jahrhunderts zurück. Guggenheims Ideen wurden unter anderem
von Miller (1948), Barker (1952, 1953) und Tompa (1953) modifiziert. Die daraus re-
sultierenden Gleichungen wurden später außerdem noch von Flory (1964) verbessert
und verallgemeinert. Das Ziel der Gittertheorie war es, ausgehend von den modellier-
ten PVT-Eigenschaften der Einzelkomponenten, auf das Gemischverhalten zu schlie-
ßen und die Anpassung an experimentelle Daten mit möglichst wenigen Anpasspa-
rametern zu ermöglichen. Die historische Entwicklung ging dabei zunächst von aus-
schließlich flüssigen Gemischen aus. Nach dieser Vorstellung ist das lokale Verhalten
bzgl. der Anordnung der Moleküle in einer Flüssigkeit in der Nähe eines Zentralmole-
küls eng verwandt mit dem Anordnungsverhalten von Kristallen. Die grundlegende
Idee ist demnach, Flüssigkeitsmoleküle auf einem kristallähnlichen Gitter anzuord-
nen, welches kubisch-raumzentriert bzw. kubisch-flächenzentriert ist oder auch einer
hexagonal-dichtesten Kugelpackung entspricht. Weiterhin gehen die ersten Modelle
davon aus, dass alle beteiligtenMoleküle die gleiche Größe und die beteiligten Phasen
gleiche Partialdichten besitzen. Diese Einschränkungen engen das Modell auf Flüssig-
Flüssig-Systeme ein undmachen es unbrauchbar für Flüssig-Gasförmige-Systeme. Ein
umfangreicher Überblick über die verschiedenen Gittermodelle ist bei Marouschek
(1985) nachzulesen.
3.1.1 DAS MODELL NACH GUGGENHEIM
Guggenheim (Guggenheim und Fowler, 1944a,b; Guggenheim, 1952) geht bei seinem
Modell von einem starren Gitter aus, dessen Knotenpunkte von den Molekülen der
Flüssigkeit besetzt sind. Für die Moleküle wird dabei eine einheitliche Größe und
eine kugelsymmetrische Form vorausgesetzt. Der Abstand der Moleküle und die
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Koordinationszahl sind durch das Gitter fest vorgegeben und unabhängig von der
Mischungszusammensetzung. Energetische Wechselwirkungen finden nur zwischen
nächsten Nachbarn statt und sind sowohl von der Zusammensetzung als auch von der
Temperatur des Gemisches unabhängig. Mit dieser stark vereinfachten Modellierung
ist es nicht möglich, reale Fluide ausreichend genau zu beschreiben, da hier fast immer
mit unterschiedlichen Molekülgrößen zu rechnen ist. Auch die Voraussetzung der
Kugelsymmetrie ist nicht aufrecht zu erhalten. Neben diesen Schwachpunkten der
Guggenheim’schen Idee wird insbesondere der Orientierung der Moleküle im Gitter
keine Beachtung geschenkt, was die Behandlung von polaren Fluiden unmöglich
macht. Diese Form der Gittertheorie ist durch die vorgenannten Eigenschaften auf
niedermolekulare und unpolare Flüssigkeiten beschränkt.
3.1.2 MODIFIKATION NACH TOMPA
Die Erweiterung des ursprünglichen Modells nach Guggenheim setzt bei der Kugel-
symmetrie der Moleküle an. Nach Tompa (1953) wird bei einem binären Gemisch nur
für eine der beiden Komponenten eine kugelsymmetrische Form vorausgesetzt, wäh-
rend die Abweichung für die andere Komponente durch einen Symmetriefaktor, wel-
cher bei der Berechnung der Wechselwirkungsenergien eingeht, berücksichtigt wird.
Zusammenfassend lässt sich sagen, dass dieses Modell unter günstigen Umständen
geeignet ist, Flüssigkeitsgemische zu beschreiben, deren eine Komponente möglichst
kugelsymmetrisch ist und deren andere Komponente möglichst stark von dieser Sym-
metrie abweicht (Hartmann, 1981). Eine Anwendung auf polare Systeme ist mit die-
sem Modell in Grenzen möglich.
3.1.3 DAS MODELL NACH BARKER
Barker (1952, 1953) legt den Schwerpunkt seiner Verbesserungen auf die Beschreibung
polarer Systeme. Dazu übernimmt er ein Segmentmodell nach Miller (1948) für ein
ebenes Gitter. Diese Art der Modellierung erlaubt aufgrund der Segmentierung die
Behandlung unterschiedlich großer Moleküle. Die intermolekularen Wechselwirkun-
gen werden in Abhängigkeit der Anordnung (Konfiguration) der Molekülsorten im
Gitter bestimmt. Dadurch können die Wechselwirkungen orientierungsabhängig for-
muliert werden, was der Modellierung polarer Systeme entgegenkommt. Da bei die-
sem Modell das Gitter vollständig belegt wird, eignet es sich zur Entwicklung eines
gE-Modells für Flüssigkeiten.
16 3. Die Multi-Segment Gitter-Zustandsgleichung
3.1.4 ZELLENMODELL NACH FLORY
Gemäß der Vorstellung von Flory (1964) werden die einzelnen Moleküle nicht auf die
Knotenpunkte des Gitters verteilt, sondern sie belegen das Innere der Gitterzellen. Bei
diesemModell bewegen sich, ähnlich wie bei Barker, Moleküle verschiedener Größen
und Gestalten auf dem Gitter. Längere, evtl. verwinkelte Kettenmoleküle, finden hier
genauso ihren Platz wie kleine einzellige Molekülsorten. Bei Kettenmolekülen wer-
den diese in Segmente aufgeteilt und jedes Kettensegment belegt einen Zellenplatz
im Gitter. Die Verschiedenartigkeit in der Molekülstruktur wird durch die individu-
elle Bewegungsfreiheit des Moleküls berücksichtigt. Während die kleinen Moleküle
in ihrer Bewegung nahezu uneingeschränkt sind, steht den langkettigen Molekülen
aufgrund chemischer Bindungen und sterischer Effekte nur ein eingeschränkter Be-
wegungsfreiraum zur Verfügung. Die energetischen Wechselwirkungen finden auch
in diesemModell nur zwischen direkt benachbartenMolekülen bzw. Molekülsegmen-
ten statt. Nach Flory sind die molekularen binären Wechselwirkungsparameter weder
konzentrations- noch temperatur- noch druckabhängig. Diese starken Einschränkun-
gen des Ansatzes erschweren die Verwendbarkeit des Modells für reale Gemische.
Während in einer ersten Näherung die Konzentrationsunabhängigkeit der binären
Wechselwirkungsparameter beibehaltenwerden kann, ist es in jedem Fall erforderlich,
eine Temperatur- und Druckabhängigkeit einzuführen. Mittels dieser Erweiterung ist
es möglich, für flüssige Kohlenwasserstoffe befriedigende Ergebnisse zu erzielen.
3.1.5 DAS MEAN-FIELD LATTICE-GAS MODELL (MFLG) NACH KLEINTJENS UND
KONINGSVELD
Das Mean-Field Lattice-Gas Modell (MFLG) nach Kleintjens und Koningsveld
(1980b,a, 1982) ist im engeren Sinne eine Kombination des Guggenheim’schen Gitter-
modells für Flüssigkeiten mit einem Gittermodell für reine Gase. Sanchez und Lacom-
be (1976a,b) haben einen dazu ähnlichen Ansatz gewählt. Die Wechselwirkungsener-
gien werden über interagierende Kontaktoberflächen ermittelt. Beim MFLG-Modell
werden im Rahmen der Gitterbelegung auch unbesetzte Gitterstellen zugelassen, de-
ren Konzentration den Übergang zwischen der flüssigen und der gasförmigen Phase
bestimmt. Ein Reinstoff wird damit zu einem binären System von realen Molekülen
und unbesetzten Gitterstellen, den so genannten Löchern. Die Löcher werden somit
formal als weiterer Stoff berücksichtigt, wobei diese allerdings weder mit anderen
Molekülen noch untereinander wechselwirken. Volumenänderungen haben Auswir-
kungen auf die Konzentration der Löcher und somit auf die Entropie und Energie des
gesamten Systems, da sich die Anzahl der stattfindenden Kontakte durch das Anein-
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anderrücken der Fluidmoleküle ändert. Ein Grenzwert der Energie und Entropie wird
erreicht, wenn der Druck so hoch wird, dass keine freien Gitterstellen übrig bleiben.
Durch den gewählten Ansatz, ein Flüssigkeitsmodell und ein Gasmodell zu kombi-
nieren, ist neben der Beschreibung der reinen Phasen grundsätzlich die Behandlung
von Gas-Flüssigkeits-Phasengleichgewichten möglich.
Als Fazit dieses Überblicks über die historisch bedeutsamen Ansätze des letzten Jahr-
hunderts zur Gittertheorie lässt sich zusammenfassen, dass die Ideen zur Beschrei-
bung thermodynamischer Eigenschaften mit Hilfe von Gittermodellen insbesondere
von Guggenheim entwickelt worden sind. Durch die physikalisch plausible Vorge-
hensweise bei der Entwicklung der Gittertheorie versprach man sich, ausgehend von
denmodellierten PVT-Eigenschaften der Einzelkomponenten, auf das Gemischverhal-
ten schließen zu können und die Anpassung an experimentelle Daten mit möglichst
wenigen Anpassparametern zu ermöglichen. Die damalige Entwicklung ging dabei
zunächst von ausschließlich flüssigen Gemischen aus. Nach dieser Vorstellung ist das
lokale Verhalten bzgl. der Anordnung der Moleküle in einer Flüssigkeit in der Nähe
eines Zentralmoleküls eng verwandt mit dem Anordnungsverhalten von Kristallen.
Die grundlegende Idee ist demnach, Flüssigkeitsmoleküle auf einem kristallähnlichen
Gitter anzuordnen, welches kubisch-raumzentriert bzw. kubisch-flächenzentriert ist
oder auch einer hexagonal-dichtesten Kugelpackung entspricht. Weiterhin gehen die
ersten Modelle davon aus, dass alle beteiligten Moleküle die gleiche Größe und die
beteiligten Phasen gleiche Partialdichten haben.
3.2 Konzept der lokalen Zusammensetzung
Wie die meisten Formulierungen von Strukturtheorien des flüssigen Zustands, so geht
auch die Gittertheorie von der paarweisen Additivität der intermolekularen Kraftwir-
kungen aus. Die Gittertheorie geht an dieser Stelle sogar noch einen Schritt weiter
und berücksichtigt bei den Kraftwirkungen ausschließlich Wechselwirkungen zwi-
schen den direkten Nachbarn auf den Gitterplätzen, also solchen Nachbarn, die sich
durch einen unmittelbaren Kontakt untereinander auszeichnen. Die Anzahl der di-
rekten Nachbarn eines Zentralmoleküls auf einem Gitterplatz ist durch die Koordina-
tionszahl z gegeben. Die Konfigurationszustandssumme für ein solches System lau-
tet
Qc = ∑
N12
g(N1,N2 ,N12) · exp
(
−U(N1,N2 ,N12)
kT
)
(3–1)
Dabei wird unterstellt, dass es g(N1,N2 ,N12) verschiedene Wege gibt, N1 und N2 Mo-
leküle auf N = N1 + N2 Gitterplätze zu verteilen und dass dabei N12-Paare zwischen
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1-Molekülen und 2-Molekülen entstehen. g(N1,N2 ,N12) ist somit das statistische Ge-
wicht einer bestimmten Konfiguration, die durch die Verteilungsgröße N12 bestimmt
wird.
Der Konfigurationsanteil zur inneren Energie, der zu dieser konkreten Konfiguration
gehört, wird mit U(N1,N2 ,N12) bezeichnet. Diese lässt sich am Beispiel eines Zwei-
Komponenten-Systems angeben
U(N1,N2 ,N12) =
N11
2
ε11 +
N22
2
ε22 +
N12
2
ε12 +
N21
2
ε21
=
N1z− N21
2
ε11 +
N2z− N12
2
ε22 + N12ε12
=
z
2
N1ε11 +
z
2
N2ε22 + N12
(
ε12 − 12 ε11 −
1
2
ε22
)
︸ ︷︷ ︸
=:ω12
=
z
2
N1ε11 +
z
2
N2ε22 + N12ω12 (3–2)
Mittels der εij werden die Wechselwirkungen zwischen den Molekülen beschrieben.
ωij ist die sogenannte Austauschwechselwirkung.
3.2.1 LOKALE ZUSAMMENSETZUNG IM ALLGEMEINEN FALL
In Abbildung 3.2 ist das Konzept der lokalen Zusammensetzung für zwei unterschied-
liche Zentralelemente dargestellt. Während sich in der willkürlich festgelegten nähe-
ren Umgebung L des linken schwarzen Zentralelements eine Anzahl von 4 weißen
und 2 schwarzen Elementen findet und sich somit eine Konzentration von 23 für die
weißen Elemente bzw. 13 für die schwarzen Elemente ergibt, findet man für das rechte
weiße Zentralelement eine Konzentration von 16 für die weißen Elemente und
5
6 für
die schwarzen Elemente. Beide lokalen Zusammensetzungen weichen deutlich von
der globalen Zusammensetzung mit einer Konzentration von 25 für Weiß und
3
5 für
Schwarz ab.
Im Zusammenhang mit der Auswertung der Zustandssumme (3–1) kann jedoch nicht
auf die lokale Zusammensetzung jedes einzelnen Zentralelements zurückgegriffen
werden. Dies ist vor allem auch darin begründet, dass insbesondere die Wahl der
Umgebung L zunächst willkürlich und ohne physikalische Bedeutung erfolgte.
Sowohl die Größe g(N1,N2 ,N12) als auch die Energie U(N1,N2 ,N12) eines solchen
Systems hängen jedoch offenkundig elementar von der Verteilungsgröße N12 ab,
die als globale Größe des Gesamtsystems angibt, wieviele Kontakte von 1-2 Paaren
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Abbildung 3.2: Konzept der Lokalen Zusammensetzung für zwei verschiede-
ne Zentralmoleküle dargestellt (vgl. Lucas (2006b)).
durchschnittlich darin zu finden sind. N12 ist also als gemittelte Größe des Systems zu
verstehen.
In einem System, das auf der Grundlage eines Gitters aufgebaut ist und in welchem
ausschließlich die Kontakte zwischen den nächsten Nachbarn zur Zustandssumme
beitragen sollen, ist es in einem ersten Schritt erforderlich, sich mit der Statistik von
Gittern zu befassen, um einen expliziten Ausdruck für g(N1,N2 ,N12) sowie für die
Verteilungsgröße N12 zu finden. Dazu soll einem Weg gefolgt werden, wie er bereits
von Hill (1986, 1987) beschrieben wurde.
3.2.2 LOKALE ZUSAMMENSETZUNG IM LINEAREN GITTER
In Abbildung 3.3 ist ein Gitter mit der Koordinationszahl z = 2 mit 4 Gitterplätzen
dargestellt. Auf diesem linearen Gitter sind 4 Moleküle verteilt, von denen jeweils
zwei der gleichen Sorte angehören.
Wären alle Moleküle einzeln eindeutig identifizierbar und unabhängig auf dem Gitter
zu platzieren, so ergäben sich 4! = 24 Möglichkeiten, die Moleküle auf den Gitter-
plätzen anzuordnen. Da jeweils zwei Moleküle nicht unterscheidbar sind, muss diese
Anzahl korrigiert werden.
g(N1,N2) =
(N1 + N2)!
N1! · N2! =
4!
2! · 2! = 6 (3–3)
1. Fall: N12 = N21 = 2, N11 = 2, N22 = 2
2. Fall: N12 = N21 = 4, N11 = 0, N22 = 0
20 3. Die Multi-Segment Gitter-Zustandsgleichung
1)
2)
3)
4)
5)
6)
Abbildung 3.3: Anordnungsmöglichkeiten von jeweils zwei Kugeln auf vier
Gitterplätzen, z = 2
3. Fall: N12 = N21 = 2, N11 = 2, N22 = 2
4. Fall: N12 = N21 = 2, N11 = 2, N22 = 2
5. Fall: N12 = N21 = 4, N11 = 0, N22 = 0
6. Fall: N12 = N21 = 2, N11 = 2, N22 = 2
Die Gesamtanzahl aller möglichen Anordnungen lässt sich außerdem über die Anzahl
der Konfigurationen bei bestimmten Verteilungen N12 ausdrücken:
g(N1,N2) = g(N1,N2 ,N12 = 2) + g(N1,N2 ,N12 = 4) = 4+ 2 = 6 (3–4)
oder allgemein ausgedrückt
g(N1,N2) = ∑
N12
g(N1,N2 ,N12) =
(N1 + N2)!
N1! · N2! (3–5)
Bei einer vollständigen Belegung eines Gitters der Koordinationszahl z entspricht
N1 · z der Anzahl aller Gitterplätze um 1-Moleküle und N2 · z der Anzahl aller Git-
terplätze um 2-Moleküle. Die Belegungszahlen Nij geben an, wieviele i-Moleküle ein
j-Molekül umgeben. Diese Belegungszahlen sind nicht alle frei wählbar, sondern den
folgenden Kontaktbilanzen unterworfen
N11 + N21 = N1 · z (3–6)
N12 + N22 = N2 · z (3–7)
Ausserdem muss aus Symmetriegründen gelten:
N12 = N21 (3–8)
Die Kontaktbilanzen (3–6) und (3–7) lassen sich auch folgendermaßen formulie-
ren
x11 + x21 = 1 (3–9)
x12 + x22 = 1 (3–10)
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und aus der Symmetriebeziehung wird
x2x12 = x1x21 (3–11)
Allgemein lauten diese Beziehungen dann
∑
j
xji = 1 i = 1, 2... (3–12)
bzw.
xjxij = xixji (3–13)
mit den Definitionen
xij =
Nij
zNj
=
Nij
zNxj
sowie xi =
Ni
∑i Ni
=
Ni
N
(3–14)
Am Beispiel eines linearen Gitters mit N1 = 7 schwarzen Kugeln und N2 = 6 wei-
ßen Kugeln soll nun ein allgemeiner Ausdruck für g(N1,N2,N12) bestimmt werden.
Zunächst unterstellen wir, dass N12 eine ungerade Zahl sei und dass das Gitter links
zuerst mit mindestens einer schwarzen Kugel besetzt sei, wie in Abbildung 3.4 darge-
stellt. In diesem Fall gibt es dann jeweils N12+12 Gruppen 1-Moleküle bzw. 2-Moleküle.
Abbildung 3.4: Kugeln auf einem linearen Gitter mit N12 = 7
In einem ersten Schritt wird jetzt die Anzahl der Möglichkeiten bestimmt, 1-Moleküle
auf die N12+12 Gruppen zu verteilen. Jede 1-Gruppe muss mindestens ein 1-Molekül
besitzen. Daher entspricht die gesuchte Anzahl von Kombinationen der Anzahl von
Möglichkeiten, die verbleibenden X := N1 − N01+12 1-Moleküle auf die Y := N01+12
Gruppen zu verteilen. Dabei wird keine Beschränkung der Gruppengröße verlangt.
Diese statistische Standardaufgabe entspricht der Berechnung der Anzahl aller von-
einander verschiedenen Kombinationen mit Wiederholung von Y Elementen der Ord-
nung X
g1(N1,N2 ,N12) =
(
X+Y− 1
X
)
=
(X+Y− 1)!
X!(Y− 1)!
=
(N1 − 1)!(
N1 − N01+12
)
!
(
N01+1
2 − 1
)
!
≈ (N1)!(
N1 − N122
)
!
(
N12
2
)
!
(3–15)
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Da N1 bzw. N12 große Zahlen im Mol-Bereich (≈ 1023) sein sollen und bei späteren
Ableitungen außerdem ausschließlich ln g und nicht g selbst verwendet wird, wurde
die 1 an den verschiedenen Stellen in Gleichung (3–15) vernachlässigt. Analog gilt für
die Kombinationen von 2-Molekülen
g2(N1 ,N2,N12) ≈ (N2)!(
N2 − N122
)
!
(
N12
2
)
!
(3–16)
Umdie Gesamtanzahl aller Kombinationen bei vorgegebenen N12 zu erhalten, müssen
Gleichungen (3–15), (3–16) miteinander multipliziert werden
g(N1,N2 ,N12) = g1(N1 ,N2,N12) · g2(N1 ,N2,N12)
=
(N1)! (N2)!(
N1 − N122
)
!
(
N2 − N122
)
!
(
N12
2
)
!2
=
(N1)! (N2)!(
N11
2
)
!
(
N22
2
)
!
(
N12
2
)
!
2 (3–17)
Um jetzt noch die Annahme, dass das Gitter links mit einem 1-Molekül beginnt,
zu korrigieren, müsste Gleichung (3–17) noch mit dem Symmetriefaktor 2 multipli-
ziert werden, der aufgrund der Größenordnung von N und der Verwendung der
ln-Funktion für g wiederum vernachlässigt werden kann. Gleichung (3–17) ist so-
mit der geforderte Ausdruck zur Bestimmung von g(N1,N2 ,N12) für ein lineares Git-
ter.
3.2.3 LOKALE ZUSAMMENSETZUNG IM EBENEN GITTER
Der Ausgangspunkt bei der Betrachtung eines ebenen Gitters ist die Annahme, dass
die entstehenden Kontaktpaare unabhängig voneinander seien. Für die Kontaktpaare
gilt dann eine ganz ähnliche Statistik, wie sie für einzelne Kugeln bereits in Gleichung
(3–3) formuliert wurde
h(N1,N2 ,N12) =
[ z2 (N1 + N2)]!
( N112 )!(
N22
2 )!(
N12
2 )!(
N21
2 )!
(3–18)
Der Faktor 12 in den jeweiligen Termen tritt auf, da die Gleichung für Paare von
Kontakten gelten soll.
Die zuvor unterstellte Annahme der Unabhängigkeit der Kontaktpaare ist jedoch eine
Näherung, da sich die einzelnen Paare überlappen und somit eine ganze Reihe von
Kombinationen nicht möglich sind. Diese Situation ist in Abbildung 3.5 angedeutet.
h überschätzt somit die eigentliche Zahl der möglichen Konfigurationen und muss
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mit einem Normalisierungsfaktor korrigiert werden, bevor dieser Ausdruck dann mit
g(N1,N2 ,N12) gleichgesetzt werden kann
g(N1 ,N2,N12) = C(N1 ,N2) · h(N1,N2 ,N12) (3–19)
Abbildung 3.5: Unabhängigkeit der Gitterbelegung. Drei Paare sind frei wähl-
bar, das vierte Paar ist bereits festgelegt.
Guggenheim setzt bei dem Korrekturfaktor C(N1 ,N2) außerdem voraus, dass dieser
von den konkreten Belegungszahlen unabhängig sei. Die Annahme der Unabhängig-
keit der Kontakte ist eine Näherung, die sich auch bei folgenden Ableitungen in späte-
ren Abschnitten erneut wiederholen wird und von elementarer Bedeutung ist. In die-
sem Zusammenhang sei die sogenannte Free Segment Approximation erwähnt, die
eine Verallgemeinerung des Konzeptes der lokalen Zusammensetzung darstellt und
ausführlich im Abschnitt 3.4.2 diskutiert wird.
g(N1,N2 ,N12) = C(N1,N2) ·
[ z2 (N1 + N2)]!
( N112 )!(
N22
2 )!(
N12
2 )!2
(3–20)
Die Konstante C(N1,N2) kann, zumindest näherungsweise, bestimmt werden. Dazu
wird von folgender Gleichung ausgegangen, da Gleichung (3–5) auch auf das ebene
Gitter anwendbar ist
∑
N12
g(N1,N2 ,N12) =
N!
N1! N2!
= C(N1 ,N2) ∑
N12
h(N1,N2 ,N12) (3–21)
Zur Bestimmung von C wird ∑ h, wie in der statistischen Mechanik üblich, durch
den zugehörigen Maximumterm ersetzt, der durch Differentiation von h nach N12 ge-
funden wird. Da dies aufgrund der auftretenden Fakultäten nur schwer ableitbar ist,
kann die Monotonieeigenschaft der Logarithmusfunktion genutzt werden. Ersatzwei-
se wird die Position des Maximums für die entsprechende ln-Funktion berechnet. Zur
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Auflösung der Fakultäten kann bei Verwendung des Logarithmus auf die Stirlingsche
Näherungsformel zurückgegriffen werden.
ln x! ≈ x ln x− x (3–22)
Somit ergibt sich für ln hmit N = N1 + N2 und Gleichungen (3–18), (3–22)
ln h = ln(
z
2
N)!− ln(N11
2
)!− ln(N22
2
)!− ln(N12
2
)!− ln(N21
2
)!
=
z
2
N ln(
z
2
N)
−N11
2
ln(
N11
2
)− N22
2
ln(
N22
2
)
−N12
2
ln(
N12
2
)− N21
2
ln(
N21
2
) (3–23)
+
N11
2
+
N22
2
+
N12
2
+
N21
2
− z
2
N︸ ︷︷ ︸
=0, Gleichungen (3–6), (3–7)
Letztendlich ist somit N12 für den Maximumterm der Summe gesucht, woraus folgt,
dass Gleichung (3–23) maximiert werden muss. Gleichung (3–23) ist prinzipiell eine
Funktion ausschließlich einer Variablen. In diesem Falle wurde die Größe N12 zur
Beschreibung von ln h herangezogen. Die anderen Belegungszahlen werden mit den
Gleichungen (3–6), (3–7) ermittelt. Grundsätzlich wäre es jedoch auch möglich, zur
Lösung dieses Extremwertproblems jede andere Belegungszahl zu verwenden. Mit
∂N11
∂N12
= −1 und ∂N22
∂N12
= −1 (3–24)
folgt
∂ ln h
∂N12
=
∂
∂N12
[
−N11
2
ln
N11
2
− N22
2
ln
N22
2
− N12 ln N122
]
= − 1
2
∂N11
∂N12
− ln N11
2
− N11
2
2
N11
1
2
∂N11
∂N12
− 1
2
∂N22
∂N12
− ln N22
2
− N22
2
2
N22
1
2
∂N22
∂N12
− ∂N12
∂N12
− ln N12
2
− N12 2N12
1
2
∂N12
∂N12
=
1
2
ln
N11
2
+
1
2
+
1
2
ln
N22
2
+
1
2
− ln N12
2
− 1
=
1
2
[
ln
N11
2
+ ln
N22
2
− 2 ln N12
2
]
=
1
2
ln
N11
2 · N222
( N122 )2
!= 0 (3–25)
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Aus Gleichung (3–25), (3–6) und (3–7) folgt somit die Maximierungsbedingung für
ln h:
⇒ N212 = N11 · N22
⇒ N212 = (N1z− N12) (N2z− N12)
⇒ N212 = N1N2z− N12N1 − N12N2 + N212
⇒ 0 = N1N2z− N12 (N1 + N2)
Der Wert von N12, der den Ausdruck (3–23) maximiert, lautet also folgendermaßen
N12 =
N1N2z
N1 + N2
(3–26)
Mittels N12 aus Gleichung (3–26) lassen sich auch die anderen Besetzungszahlen
bestimmen
N11 =
N21 z
N1 + N2
N22 =
N22 z
N1 + N2
und
N21
N11
=
N22
N12
=
N2
N1
(3–27)
Jetzt kann h bestimmt werden, indem das Ergebnis von Gleichung (3–26) in Gleichung
(3–23) eingesetzt wird (siehe Seite 117 im Anhang C). Für das Ergebnis von h gilt
somit
h =
(
(N1 + N2)!
N1! N2!
)z
(3–28)
Dies liefert nun beim Einsetzen in Gleichung (3–21) direkt einen Ausdruck für den
Normalisierungsfaktor C
C(N1,N2) =
(
(N1 + N2)!
N1! N2!
)1−z
(3–29)
Mit diesem Ergebnis, zusammen mit Gleichung (3–18), lässt sich nun auch der Ge-
samtausdruck für g angeben
g(N1,N2 ,N12) = C(N1,N2) · h(N1,N2 ,N12)
=
(
(N1 + N2)!
N1! N2!
)1−z
·
( z
2 (N1 + N2)
)
!
( N112 )!(
N22
2 )!(
N12
2 )!(
N21
2 )!
(3–30)
Für den Fall z = 1 ist dieser letzte Ausdruck exakt, da für diese Situation keine
unabhängigen Kontaktpaare existieren. g und h entsprechen sich unmittelbar. Im Fall
z = 2 ist er ebenfalls exakt und man erhält außerdem direkt den Ausdruck nach
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Gleichung (3–17), wodurch erneut deutlich wird, dass sowohl für den linearen, als
auch für den ebenen Fall ein und diesselbe Approximation der Unabhängigkeit der
Kontakte zur Anwendung kommt.
Da für die weiteren Rechnungen ausschließlich der Logarithmus dieser Funktion
benötigt wird, soll für diesen noch ein weiterer Ausdruck erarbeitet werden (siehe
Seite 119 im Anhang C)
ln g = N(−x1 ln x1 − x2 ln x2)
+
zN
2
(x1x11 ln
x1
x11
+ x1x21 ln
x1
x21
+ x2x12 ln
x2
x12
+ x2x22 ln
x2
x22
) (3–31)
Der entsprechende Ausdruck bei Verallgemeinerung auf ein Mehrkomponentensys-
tem lautet
ln g = −N ·∑
i
xi ln xi − z2N ·∑i ∑j
xixji ln
xji
xi
(3–32)
Aufgrund der auftretenden Doppelsumme in Verbindung mit der Logarithmusfunk-
tion im zweiten Term gilt außerdem (siehe Seite 120 im Anhang C)
ln g = −N ·∑
i
xi ln xi − z2N ·∑i ∑j
xixji ln
xji
xj
(3–33)
Der Index der Größe x im Nenner der Logarithmusfunktion in der Doppelsumme ist
also ohne Beschränkung der Allgemeinheit austauschbar. Die Gleichungen (3–32) und
(3–33) sind somit Ausdrücke zur Bestimmung der Anordnungsmöglichkeiten von ku-
gelförmigen Molekülen mit isotroper Oberfläche auf einem Gitter. Isotrop bedeutet
in diesem Zusammenhang, dass die Molekülkugeln zu jeder beliebigen Richtung hin
gleichsam wechselwirken. Die xji sind die zugehörigen lokalen Zusammensetzungen,
d.h. das Konzentrationsmaß für das Aufeinandertreffen von Molekülen vom Typ j
undMolekülen vom Typ i, welches sich deutlich von der globalen Gesamtzusammen-
setzung des Gemisches unterscheiden kann.
3.2.4 ERMITTLUNG DER LOKALEN ZUSAMMENSETZUNG
Die mittleren lokalen Zusammensetzungen xij bzw. die zugehörigen Kontaktzahlen
Nij in Gleichung (3–33) sind indes noch nicht bekannt und es ist erforderlich, diese zu
bestimmen. Diese Größen repräsentieren eine bestimmte molekulare Verteilung auf
dem Gitter, deren Auftrittswahrscheinlichkeit im zeitlichen Mittel am größten ist. Die-
se wahrscheinlichste Verteilung wird durch die Ermittlung des Maximumterms der
Zustandsstumme (3–1) bestimmt. Für ein binäres System ist der folgende Ausdruck
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daher zu maximieren
g(N1,N2 ,N12) · exp
(
−U(N1 ,N2,N12)
kT
)
(3–34)
Wie bereits bei der Ableitung von Gleichung (3–25) wird auch hier auf die Verwen-
dung des logarithmierten Terms zurückgegriffen
∂
∂N12
[
ln g(N1,N2 ,N12)− U(N1,N2 ,N12)kT
]
= 0 (3–35)
Unter Verwendung des Ausdrucks (3–2) für die Gitterenergie lautet die Maximie-
rungsbedingung
∂ ln g
∂N12
=
ω12
kT
(3–36)
Da g und h ausschließlich über die verteilungsunabhängige Größe C(N1,N2) mitein-
ander verbunden sind, gilt außerdem
∂ ln g
∂N12
=
∂ ln h
∂N12
(3–37)
Die Verteilungsgröße N∗12 mit der maximalen Anzahl an Konfigurationen ist dann
durch den Ausdruck
N∗212
N∗11N
∗
22
=
x∗12x
∗
21
x∗11x
∗
22
= τ2 (3–38)
bestimmt, wobei die Größe τ folgendermaßen definiert wurde
τ2 = exp(− 2ω12
kT
) (3–39)
Wie erwartet ist die dominierende molekulare Verteilung von den intermolekularen
Wechselwirkungen abhängig. Da zusätzlich zu Gleichung (3–38) außerdem die Kon-
taktbilanzen (3–6) und (3–7) sowie die Symmetriebedingung (3–8) einzuhalten sind, ist
zur Bestimmung der N∗12 grundsätzlich eine quadratische Gleichung analog zu Glei-
chung (3–25) zu lösen.
3.2.4.1 Quadratische Lösung für binäre Systeme
Zur Eliminierung der N∗ii im Nenner von Gleichung (3–38), werden die Kontaktbilan-
zen (3–6) und (3–7) sowie die Symmetriegleichung (3–8) eingesetzt
N∗12
2
(N1z− N∗12) (N2z− N∗12)
= τ2 =
1
η2
(3–40)
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Dies ist eine quadratische Gleichung für N∗12 und kann nach dieser Größe aufgelöst
werden
N∗12 =
z
2
−N1 − N2 ±
√
N21 − 2N1N2 + N22 + 4N1N2η2
η2 − 1 (3–41)
Um zu einer insgesamt übersichtlicheren Lösung zu gelangen, wird zunächst der
Wurzelausdruck vereinfacht
√
N21 − 2N1N2 + N22 + 4N1N2η2
=
√
(N1 + N2)2 + 4N1N2(η2 − 1)
= (N1 + N2)
√
1+ 4x1x2(η2 − 1)︸ ︷︷ ︸
=:β
= (N1 + N2) · β (3–42)
Setzt man Gleichung (3–42) in Gleichung (3–41) ein, so kann eine einfache Darstellung
von N∗12 angegeben werden. Auch der Teilausdruck η
2 − 1 im Nenner von Gleichung
(3–41) kann über die Definition von β ausgedrückt werden.
N∗12 =
z
2
−(N1 + N2) + (N1 + N2) β
η2 − 1 =
z
2
(N1 + N2)
−1+ β(
β2−1
4x1x2
)
=
z
2
(N1 + N2) 4
N1N2
(N1 + N2)2
β− 1
(β− 1)(β+ 1)
=
zN1N2
N1 + N2
2
β+ 1
(3–43)
Die anderen Verteilungsgrößen lassen sich auf ähnliche Weise beschreiben
N∗11 = N1z− N∗21
= N1z− zN1N2N1 + N2
2
β+ 1
(3–44)
und analog gilt
N∗22 = N2z−
zN1N2
N1 + N2
2
β+ 1
(3–45)
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Für die lokalen Konzentrationen bedeutet dies
x∗12 =
N∗12
zN2
=
zN1N2
zN2N
2
β+ 1
=
2x1
β+ 1
x∗21 =
N∗21
zN1
=
zN2N1
zN1N
2
β+ 1
=
2x2
β+ 1
x∗11 = 1− x∗21 =
β− 1+ 2x1
β+ 1
x∗22 = 1− x∗12 =
β− 1+ 2x2
β+ 1
(3–46)
Aufgrund der formalen Analogie von Gleichung (3–38) zum Massenwirkungsgesetz
der chemischen Gleichgewichtsreaktion
(1− 1) + (2− 2)
 2 · (1− 2)
wird diese Näherung, die auf der Unabhängigkeit der möglichen Kontaktpaare be-
ruht, bereits von Guggenheim (1952) als quasichemische Approximation bezeich-
net.
Für den Fall, dass die Wechselwirkungen bei der Verteilung der Moleküle auf dem
Gitter keine Rolle spielen, also ω12 = 0 und somit β = 1, wird diese Verteilung dann
auch complete random distribution genannt und stellt einen Sonderfall der quasiche-
mischen Approximation dar. Hierbei entsprechen sich dann N∗12 aus Gleichung (3–43)
und N12 aus Gleichung (3–26). In diesem Sinne ist bereits die Näherung zur Bestim-
mung des Normalisierungsfaktors C(N1 ,N2) im Abschnitt 3.2.3 als quasichemische
Näherung und somit ebenfalls als Free Segment Approximation (vgl. Abschnitt 3.4.2)
zu verstehen.
3.2.4.2 Lösungsansatz nach Larsen/Rasmussen
Für Mischungen, die aus mehreren Komponenten bestehen, entsteht mit den Glei-
chungen (3–47) ein Gleichungssystem, welches zunächst aus n(n−1)2 miteinander ge-
koppelten quadratischen Gleichungen besteht. Eine rigorose Ableitung der quasiche-
mischen Gleichungen für den allgemeinen Fall der Multikomponentsysteme ist im
Anhang B.2 wiedergegeben. Dort wird als Alternative zu der zuvor vorgestellten Ma-
ximierungsbedingung (3–35) der Ausdruck für die freie Energie minimiert. Beide Vor-
gehensweisen sind in diesem Sinne gleichwertig.
xjixij
xiixjj
= exp
(
− 2ωji
kT
)
= τ2ji (3–47)
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Zusätzlich gelten die Schließbedingungen
∑
j
xji = 1 (3–48)
sowie die Symmetriebeziehungen
xixji = xjxij (3–49)
In einem solchen Fall sind die lokalen Konzentrationen nicht mehr, wie im binären Fall
analytisch, sondern numerisch über einen Gleichungslöser zu bestimmen. Larsen und
Rasmussen (1986) haben zu diesem Zweck einen Algorithmus verfeinert, der in ähnli-
cher Form bereits von Abusleme und Vera (1985) vorgeschlagen wurde und auf einem
modifizierten Newton-Raphson Verfahren beruht. Zur Anwendung dieses Verfahrens
müssen die Gleichungen des Gleichungssystems erst umformuliert werden.
Aus den quasichemischen Gleichungen (3–47) wird nun
xiixjj
xjixij
=
xiixjjxjxi
xixjxjixij
=
ΓiiΓjj
ΓjiΓij
= exp
(
2ωji
kT
)
(3–50)
mit den als Non-Randomness-Faktoren bezeichneten Größen
Γji =
xji
xj
(3–51)
Die Symmetriebedingung aus Gleichung (3–49) lautet damit für die Γ-Faktoren
Γji = Γij (3–52)
Durch die Einführung einer zusätzlichen Hilfsgröße
bi =
√
Γii (3–53)
kann das System weiter vereinfacht werden
ΓiiΓjj = ΓijΓji exp
(
2ωji
kT
)
b2i b
2
j = Γ
2
ji exp
(
ωji
kT
)2
= Γ2ji η
2
ji = Γ
2
ji τ
−2
ji
bibj = Γji τ−1ji (3–54)
Wird dieses Ergebnis zusammen mit den Γ-Faktoren in die Schließbedingung (3–48)
eingesetzt
∑
j
xji =∑
j
xjΓji =∑
j
xjbibjτji = 1 (3–55)
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folgt als implizite Bestimmungsgleichung für die Hilfsgröße bi
1
bi
=∑
j
xjbjτji (3–56)
Die Non-Randomness-Faktoren Γji und infolgedessen auch die lokalen Kontaktkon-
zentrationen xji lassen sich durch Rückwärtseinsetzen der bi in die Definitionsglei-
chungen (3–53) und (3–54) gewinnen, wobei der Boltzmannfaktor
τji =
1
ηji
= exp
(
−ωji
kT
)
(3–57)
definiert wurde.
Somit konnte gezeigt werden, dass sich das quasichemische Gleichungssystem (3–47),
welches zunächst offensichtlich aus n(n−1)2 zu lösenden Gleichungen besteht, durch
geschickte Umformulierung und unter Zuhilfenahme der Schließ- und Symmetriebe-
dingungen auf ein System n unabhängiger Gleichungen zurückführen lässt.
Wie alle gradientenbasierten Verfahren ist auch das Newton-Raphson Verfahren in
seiner Qualität und Konvergenzfähigkeit stark von der Wahl der richtigen Startwerte
abhängig. Diese Startwerte können nach dem Vorschlag von Larsen und Rasmussen
bereits mit einer Genauigkeit von ca. 10%, gemessen an den berechneten Werten nach
Ausführung der Iteration, prognostiziert werden. Diese relativ genaue Vorhersage
der Startwerte macht den sich anschließenden Gleichungslöser zu einem stabilen
Verfahren zur Bestimmung der lokalen Zusammensetzungen.
3.3 Die quasichemische Zustandsgleichung für einfache Moleküle
Bei den bisherigen Betrachtungen handelte es sich ausschließlich um vollständig be-
setzte Gitter. Solche Systeme eignen sich auschließlich bei der Behandlung reiner Flüs-
sigkeitsmodelle zur Beschreibung der flüssigen Phase eines Gemisches. Mittels sol-
cher Modelle sind weder die gasförmige Phase noch die Reinstoffeigenschaften eines
Fluids beschreibbar. Umdiese Stoffgrößenmodellieren zu können, ist die Verwendung
einer Zustandsgleichung erforderlich.
Im einfachsten Fall einer quasichemischen Zustandsgleichung werden die Moleküle,
wie ursprünglich bei Guggenheim, als Kugeln mit einer isotropen Oberfläche model-
liert. Diese Oberfläche hat, dem ausgewählten Gitter mit der zugehörigen Koordinati-
onszahl z entsprechend (z.B. kubisch oder hexagonal), z mögliche Kontakte zu ande-
ren Molekülen.
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Der Einfachheit halber soll zunächst ein Gemisch zweier unterschiedlicher Molekül-
sorten mit gleich großer kugelförmiger Gestalt betrachtet werden. Ni sei dabei die An-
zahl der Moleküle vom Typ i und Nij die Anzahl der Kontakte zwischen Molekülen
vom Typ imit Molekülen vom Typ j. Für diese Kontaktzahlen gelten die entsprechen-
den Kontaktbilanzen der Gleichungen (3–6), (3–7) sowie die Symmetriebeziehung der
Gleichung (3–8).
Unter Hinzunahme der kombinatorischen und energetischen Überlegungen des Ab-
schnitts 3.2 lautet bei Verwendung der Gleichungen (3–1), (3–2), (3–14), (3–33) sowie
der Gleichung (C–4) der Ausdruck für die freie Energie A auf dem Gitter
A = −kT lnQ = −kT ln
(
g(N1,N2,N12) · exp(−U(N1,N2,N12)kT
)
= −kT ln g+ N12ω12 + z2N1ε11 +
z
2
N2ε22
= NkT ·
[
(x1 ln x1 + x2 ln x2)− z2
(
x1 ln
x1
x11
+ x2 ln
x2
x22
)]
+
z
2
N1ε11 +
z
2
N2ε22 (3–58)
Gleichung (3–58) ist ein Ausdruck für die freie Energie eines binären Gemisches für
Molekülsorten vom Typ 1 und vom Typ 2 in einem vollständig besetzten Gitter.
Zur Herleitung einer Zustandsgleichung ist es erforderlich, eine Dichteabhängigkeit
einzuführen. Bei den gitterbasierten Zustandsgleichungen wird dies üblicherweise
durch das Einbringen von unbesetzten Gitterstellen, auch Fehlstellen oder einfach Lö-
cher genannt, realisiert. Dazu wird eine Komponente im Weiteren als Loch betrachtet
und mit den entsprechenden Locheigenschaften versehen. Diese Locheigenschaften
schließen ein, dass ein Loch immer genau einen Gitterplatz belegt und keinerlei Wech-
selwirkung zu Molekülen (oder später Molekülsegmenten) aufbaut.
Die Volumenabhängigkeit wird eingebracht, indem man einem Gitterplatz das spezi-
fische Gitterplatzvolumen v∗G zuweist. Das Gesamtvolumen erhält man durch Multi-
plikation dieses Gitterplatzvolumens mit der Anzahl aller Gitterplätze. Die Lochkom-
ponente wird mit dem Index 0 bezeichnet.
V = (N0 + N1) · v∗G (3–59)
Die gesuchte Zustandsgleichung ergibt sich aus der Ableitung der freien Energie A
aus Gleichung (3–58) nach dem Volumen. Zur vereinfachten Berechnung wird diese
Ableitung nach dem Volumen in eine Ableitung nach den unbesetzten Gitterstellen
umformuliert. Die Temperatur des Systems sowie die Stoffmenge der Moleküle wird
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dabei konstant gehalten
−p = ∂A
∂V
∣∣∣∣
T,N1
=
∂A
∂N0
∣∣∣∣
T,N1
· 1
v∗G
(3–60)
Das Ergebnis dieser Ableitung (siehe Gleichung (C–7)) der freien Energie A nach den
Löchern N0
∂A
∂N0
=
(
1− z
2
)
kT ln x0 +
z
2
kT ln
(
β− 1+ 2x0
β+ 1
)
(3–61)
führt nun direkt zur Zustandsgleichung
− pv
∗
G
kT
=
(
1− z
2
)
ln x0 +
z
2
ln
(
β− 1+ 2x0
β+ 1
)
(3–62)
bzw.
pv
RT
= −
( v
v∗
) [(
1− z
2
)
ln x0 +
z
2
ln
(
β− 1+ 2x0
β+ 1
)]
(3–63)
Die Größe v∗ in der vorhergehenden Zustandsgleichung bezeichnet das Volumen
eines Mols Gitterplätze, also
v∗ = NA · v∗G (3–64)
Die Gleichung (3–63) ist eine Zustandsgleichung für einen Reinstoff, entwickelt aus
dem ursprünglichen Guggenheim’schen Modell für annähernd kugelförmige Mole-
küle, die mit einer isotropen (also in alle Richtungen gleich wechselwirkenden) Ober-
fläche versehen sind. Diese Zustandsgleichung soll im Kapitel 4 als Basis für den spä-
teren Vergleich mehrerer Gitterzustandsgleichungen unterschiedlicher Autoren die-
nen.
3.4 Übergang zu komplexen Molekültypen
Da sich in der Regel nur die wenigsten Moleküle durch eine kugelartige Form mit
isotroper Oberfläche ausreichend genau beschreiben lassen, ist es erforderlich, die-
ses ursprüngliche Guggenheim’sche Modell für komplexere Molekültypen zu erwei-
tern.
Diese Erweiterungen beziehen sich zum einen auf die Molekülform. Viele Moleküle
besitzen eine deutlich ausgedehnte, von der Kugelform abweichende Geometrie. So
zum Beispiel die homologe Reihe der Alkane und Paraffine, die eine kettenartige
Struktur aufweisen.
Aber auch das Wechselwirkungsmodell muss verfeinert werden. Obwohl für die Al-
kane eine Modellierung mittels isotroper Oberflächen noch als ausreichend erscheint,
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werden beispielsweise Ketone und andere polare Systeme nur ungenügend durch eine
solche einheitliche Oberfläche beschrieben.
3.4.1 FORM UND GRÖSSENEFFEKTE
Bisher wurden die Moleküle als kugelförmige Gebilde betrachtet, die auf dem Gitter
ausschließlich einen einzelnen Gitterplatz in Anspruch nehmen. Bei der nun folgen-
den Erweiterung ist die Einführung einer zusätzlichen Beschreibungsgröße für die
räumliche Ausdehnung eines Moleküls erforderlich. Die Größe r soll im Folgenden
ausdrücken, wieviele zusammenhängende Gitterplätze von einem bestimmten Mo-
lekül bzw. einer bestimmten Molekülsorte belegt werden. r gibt also die Anzahl der
Volumensegmente an, aus der sich ein Molekül zusammensetzt. So ist die Anzahl der
Segmente und somit die Größe r im Bild 3.6 gleich vier (r = 4).
Abbildung 3.6: Molekül, bestehend aus vier Volumensegmenten
Durch die Einführung einer Molekülgeometrie, die sich aus Volumensegmenten zu-
sammensetzt, entstehen im Sinne der Zustandssumme weitere unterscheidbare Kon-
figurationen.
In der Literatur hat sich in diesem Zusammenhang die Aufteilung der thermodyna-
mischen Größen in einen kombinatorischen (comb) und einen residuellen (res) Teil eta-
bliert. Von dieser Konvention wird aber im Folgenden abgewichen, da insbesondere
die Bezeichnung residuell für Verwirrung sorgen kann. Zum einen ist dieser Anteil
nicht immer unbedingt klein, was der Begriff residuell suggerieren könnte. Zum an-
deren ist dieser Begriff bereits in der klassischen, nicht gitter-bezogenen Nomenklatur
mit einer Bedeutung besetzt. Aus diesem Grund soll hier das Kürzel att (für attractive)
Verwendung finden. Die freie Energie setzt sich also aus einem kombinatorischen und
einem attraktiven Anteil zusammen
A = Acomb + Aatt (3–65)
wobei
Acomb = −TScomb (3–66)
ausschließlich einen entropischen Charakter hat.
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3.4.1.1 Flory-Huggins
Zur Formulierung des zusätzlichen entropischen Beitrags aufgrund der Molekülgeo-
metrie haben bereits Flory (1942) und Huggins (1942) unabhängig voneinander einen
Ausdruck gefunden, der hier ohne weitere Ableitung zitiert werden soll. So lässt sich
laut Flory-Huggins die kombinatorische Mischungsentropie angeben als
∆SMcomb
R
= −∑Ni ln φi (3–67)
Die Größe
φi =
xiri
∑ xiri
(3–68)
gibt den Volumenanteil des Molekültyps i am Gesamtvolumen des Gitters wie-
der.
3.4.1.2 Guggenheim-Staverman
Ein weiterer Ansatz wurde ursprünglich von Staverman (1937) hergeleitet, von dem
gezeigt werden kann, dass dieser mit dem Ergebnis einer unterschiedlichen Vorge-
hensweise von Guggenheim und Fowler (1944b,a) übereinstimmt. Die ausführliche
Herleitung hierzu ist ab Seite 123 im Anhang C nachzulesen. Hierbei lautet die kom-
binatorische Mischungsentropie
∆SMcomb
k
= −∑
[
Ni ln φi +
z
2
Niqi ln
θi
φi
]
(3–69)
Bei dieser Formulierung wird explizit zwischen inneren Kontakten der einzelnen Vo-
lumensegmente des Moleküls und äußeren Kontakten zwischen unterschiedlichen
Molekülen differenziert. Zur Berücksichtigung dieser unterschiedlichen Kontakttypen
wurde die Einführung einer weiteren Größe q zur Beschreibung der Moleküloberflä-
chen notwendig. Mit z als Koordinationszahl des Gitters erhält man mit q · z die An-
zahl der nach außen wirksamen Oberflächensegmente des Moleküls.
Abbildung 3.7: Molekül, bestehend aus vier Volumensegmenten und zehn
Oberflächensegmenten
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Wie in Abbildung 3.7 dargestellt, wird vorübergehend eine Zwangsbedingung für
den Zusammenhang zwischen Volumen- und Oberflächensegmenten eingeführt. Für
kettenförmige oder verzweigte Moleküle ohne Ringbildung gilt der Zusammenhang
qz = r(z− 2) + 2 (3–70)
Die Größe θi gibt den Oberflächenanteil der Moleküle vom Typ i an der Gesamt-
oberfläche der Moleküle wieder
θi =
xiqi
∑ xiqi
(3–71)
Es wird deutlich, dass der Guggenheim-Stavermann Term eine Erweiterung des Flory-
Huggins Terms ist und sich auf diesen reduzieren lässt, sobald die Unterscheidung
zwischen inneren und äußeren Kontakten aufgegeben wird, also ri = qi .
3.4.2 DIE FREE-SEGMENT-APPROXIMATION
Während der Guggenheim-Staverman-Ausdruck eine Erweiterung bezüglich der
Geometrie der zu betrachtenden Molekültypen darstellt, ist es außerdem erforderlich,
auch für das Wechselwirkungsmodell eine Ergänzung bereitzustellen.
Bisher wurden ausschließlich isotrope Oberflächen betrachtet, also Oberflächen, die
nach allen Seiten gleich wechselwirken. Dies ist eine Annahme, die spätestens bei der
Betrachtung polarer Molekültypen nicht mehr haltbar ist. Es ist demnach notwendig,
die Moleküloberfläche differenzierter zu unterteilen. Diese Unterteilung ist durch die
Verwendung von Oberflächensegmenten möglich, die jeweils einen anderen Wechsel-
wirkungstyp repräsentieren können.
Die so genannte Free-Segment-Approximation (vgl. Lucas (2006b)) ist eine analogeNähe-
rung zu den funktionalen Gruppen bei den Gruppenbeitragsmodellen (z.B. UNIFAC).
Bei diesen Gruppenbeitragsmodellen wird das Molekül in mehrere (oder auch nur ei-
ne) unabhängige funktionale Gruppe(n) unterteilt, die nach außen zu anderen Mole-
külen eine bestimmte Wechselwirkung widerspiegeln. Der Vorteil bei dieser Methode
ist darin zu sehen, dass sich bei entsprechender günstiger empirischer Anpassung der
Wechselwirkungen und Größen der Gruppen ein Baukastensystem ergibt, aus wel-
chem nahezu beliebige Molekültypen zusammengesetzt werden können. Dadurch ist
dann ein in gewissem Sinne prädiktives Modell gegeben, bei dem auch nicht expli-
zit experimentell vermessene Moleküleigenschaften wiedergegeben werden können,
solange sich diese Moleküle aus den einzelnen Elementen des Baukastens zusammen-
setzen lassen.
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Bei der Berechnung von z.B. Phasengleichgewichten geht allerdings die Information
verloren, welche Gruppe genau zu welchem speziellen Molekül gehörte. Trotz die-
ser enormen Vereinfachung der Realität durch das Modell, werden durch UNIFAC
beispielsweise viele Stoffeigenschaften von Mischungen unterschiedlichster Molekül-
typen gut bis sehr gut dargestellt.
Der Erfolg der Gruppenbeitragsmodelle legt es nahe, diesen Ansatz weiter zu verfei-
nern und das Molekül nicht nur in funktionale Gruppen, sondern weiter in wechsel-
wirkende Oberflächensegmente zu zerlegen. Während die Anzahl der Gruppen für
ein Molekül in der Regel nur einige wenige umfasst, so kann im Gegensatz dazu
die Anzahl der Oberflächensegmente vielfach größer sein und einige zehn bis hun-
dert Segmente umfassen. Da auch hier die Information der Zugehörigkeit von Ober-
flächensegmenten zu Molekülen verloren geht, ist allgemein für die statistische Be-
handlung unabhängiger Molekülbestandteile der Begriff Free-Segment-Approximation
geprägt worden.
Diese Näherung stellt eine beträchtliche Vereinfachung für die weitere Behandlung
von Oberflächensegmenten dar. Da die Oberflächensegmente als voneinander unab-
hängige Einheiten verstanden werden, können sie durch eine analoge Statistik wie
sie bereits im Abschnitt 3.2.3 durch Gleichung (3–33) beschrieben wurde, ausgedrückt
werden. Zur Anpassung von Gleichung (3–33) an Oberflächensegmente ist es jedoch
erforderlich, die verwendeten Konzentrationsmaße auf Oberflächenkonzentrationen
umzurechnen.
θα =
Nαqα
∑α Nαqα
(3–72)
ist der Oberflächenanteil der Segmente vom Typ α an der Gesamtoberfläche und
θβα =
Nβα
Nα
(3–73)
drückt das Verhältnis der Kontakte von α-Segmenten mit β-Segmenten zur Gesamt-
zahl aller α-Kontakte aus und gibt somit die Wahrscheinlichkeit für das Auftreten ei-
nes solchen β-α-Kontaktes wieder.
Bei der Indizierung der Segmente wird nun von i und j auf die Bezeichner α und β
gewechselt. Damit soll ausgedrückt werden, dass i, j als Indizes für Moleküle und α, β
als Indizes für Oberflächensegmente verwendet werden sollen.
Damit setzt sich der Attraktionsanteil Aatt zur freien Energie A aus zwei Termen
zusammen. Während
Aatt, u =
z
2
Nθ ·∑
α
∑
β
qαxαθβαεβα (3–74)
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die energetische Segment-Segment-Wechselwirkung zwischen den Oberflächenseg-
menten zusammenfasst, entsteht auch ein entropischer Anteil für die Anordnungs-
möglichkeiten der Oberflächensegmente
Aatt, s =
z
2
Nθ kT ·∑
α
∑
β
qαxαθβα ln
θβα
θβ
(3–75)
Der gesamte Attraktionsanteil aufgrund der Einführung einzelner Oberflächenseg-
mente lässt sich demnach wie folgt angeben
Aatt = Aatt, u + Aatt, s =
z
2
Nθ ·∑
α
∑
β
qαxαθβα
(
εβα + kT ln
θβα
θβ
)
(3–76)
Die Größe Nθ ist die Anzahl der insgesamt vorhandenen Oberflächensegmente.
Die Näherung der voneinander unabhängigen Behandlung der Kontakteigenschaften
von Molekülen führt immer wieder zu dem gleichen Ergebnis, nämlich zum Kon-
zept der lokalen Zusammensetzung, welches in der Ausprägung der Free-Segment-
Approximation den allgemeinen Fall darstellt und in diesem Sinne als die generelle
Form der quasichemischen Näherung zu verstehen ist.
3.5 Die quasichemische Zustandsgleichung für strukturierte
Moleküle
Mit Hilfe der beiden Modellerweiterungen zum Übergang von kugelförmigen, isotro-
pen Molekülen hin zu komplexeren Molekülen, kann erneut eine vollständige Glei-
chung zur Berechnung der freien Energie eines Gittersystems angegeben werden.
Werden die Gleichungen (3–69) und (3–76) durch Subtraktion des idealen Mischungs-
anteils zu einem Exzessenthalpiemodell zusammengesetzt, so ist dieses Modell iden-
tischmit dem folgenden, von Egner et al. (1997, 1999); Pielen et al. (2000); Ehlker (2001);
Ehlker und Pfennig (2002) entwickelten GEQUAC-Modell
aE
RT
=
Nk
∑
i
[
xi ln
φi
xi
+
z
2
xiqi ln
θi
φi
]
︸ ︷︷ ︸
comb
+
z
2
qtot ·
Ngr
∑
α
Ngr
∑
β
θαθβα
(
εβα
kT
+ ln
θβα
θβ
)
︸ ︷︷ ︸
att
(3–77)
Da der kombinatorische Anteil die Größen- und Formeffekte strukturierter Molekü-
le wiedergibt, läuft die Summe im ersten Term über alle Molekültypen, während die
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Doppelsumme des zweiten Terms die Segment-Segment-Wechselwirkungen beinhal-
tet und somit jeweils über alle möglichen Segmenttypen läuft. Die Größe qtot sorgt
beim Zusammenfassen der beiden Anteile für den Wechsel von der Segmentzahl Nθ
auf die Molekülzahl N, um einen einheitlichen Bezug zu schaffen (vgl. Seite 132 An-
hang C).
qtot =
Nk
∑
j
xjqj (3–78)
3.5.1 STRUKTURIERTE MOLEKÜLE MIT ISOTROPER OBERFLÄCHE
Bei der Entwicklung einer Zustandsgleichung soll zunächst ausschließlich die Erwei-
terung bzgl. der Molekülstruktur einfließen.
Die freie Energie A setzt sich aus den beiden Anteilen Acomb und Aatt zusammen. Der
kombinatorische Anteil lässt sich direkt mit dem Guggenheim-Staverman-Ausdruck
aus Gleichung (C–39) angeben
Acomb = −kT Scombk
= −kT [∑Ni ln ρi −∑Ni lnNi +∑Ni + (∑Ni) ln (∑ riNi)−∑ riNi
− z
2
(
∑ qiNi
)
ln ∑
riNi
∑ qiNi
+
z
2 ∑ (ri − qi)Ni
]
(3–79)
Zusammen mit dem Attraktionsanteil aus Gleichung (3–76) ist der Ausdruck für die
freie Energie
A = −kT [∑Ni ln ρi −∑Ni lnNi +∑Ni + (∑Ni) ln (∑ riNi)−∑ riNi
− z
2
(
∑ qiNi
)
ln ∑
riNi
∑ qiNi
+
z
2 ∑ (ri − qi)Ni
]
+
z
2
·∑
i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)
︸ ︷︷ ︸
=:Hji
(3–80)
Da eine Zustandsgleichung für strukturierte Moleküle mit isotroper Oberfläche, also
nur ein Segmenttyp für jeweils einen Molekültyp, hergeleitet wird, kann auch die
Indizierung der Doppelsumme wieder einheitlich auf i, j gesetzt werden.
Die Hilfsterme Hji werden hier eingeführt, um die weiteren Rechnungen übersichtli-
cher zu gestalten.
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Die bisher verwendete Zwangsbedingung für die Anzahl der externen Oberflächen-
kontakte qz = r · (z − 2) + 2 wird aufgegeben; sie wird nach einem Vorschlag von
Abrams und Prausnitz (1975), analog zur UNIQUAC-Gleichung, über eine zusätzliche
Größe l parametrisiert.
−2li = 2(ri − 1) + z(qi − ri) (3–81)
Damit ist der feste Zusammenhang zwischen Volumen- und Oberflächensegmenten
aufgehoben. Für l = 0 ergibt sich, wie zuvor, die die Molekülflexibilität einschrän-
kende Bedingung für q. Nach Gleichung (3–81) sind auch Ringbildungen mit l > 0
zugelassen.
Auch bei dieser Form der freien Energie nach Gleichung (3–80) für strukturierte Mole-
küle mit isotroper Oberfläche, wurde die Unabhängigkeit der intermolekularenWech-
selwirkungen vorausgesetzt und zeigt sich erneut in der lokalen Kontaktzusammen-
setzung, die über die θji ausgedrückt werden. Konsequenterweise werden die θji dann
auch über die quasichemischen Gleichungen
θjiθij
θiiθjj
= exp
(
− 2ωji
kT
)
(3–82)
gefunden. ωji ist hierbei die Austauschenergie zweier Oberflächensegmente, die über
die Segment-Segment-Wechselwirkungsgrößen ε ji gebildet wird
2ωji = −eii + eji + eij − ejj (3–83)
Zusätzlich gelten die bekannten Schließbedingungen
∑
j
θji = 1 (3–84)
sowie die Symmetriebeziehungen
θiθji = θjθij (3–85)
3.5.1.1 Ableitung der Zustandsgleichung
Da bei diesem Modell das freie Volumen wiederum über unbesetzte Gitterstellen
analog zu Gleichung (3–59)
V = (r0N0 + r1N1) · v∗G
eingebracht wird, muss auch hier zur Bestimmung der Zustandsgleichung die Ablei-
tung der freien Energie A nach den Gitterfehlstellen erfolgen. Im Gegensatz zu der
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Ableitung im Abschnitt 3.3 wird hier eine aufwendigere Form des Repulsionsterm
verwendet. Die Ableitungen für den attraktiven Anteil entsprechen sich durch die Ver-
wendung isotroper Oberflächen unmittelbar. Die Ableitungen erscheinen hier sowie
im Anhang C jedoch komplizierter, da sie für den allgemeinen Fall formuliert sind.
p = −
(
∂A
∂V
)
T,N
= −
(
∂A
∂N0
)
T,N
· 1
v∗G
(3–86)
Den Löchern sind die nachstehenden Eigenschaften zuzuschreiben
r0 = 1 q0 = 1 ε0i = ε j0 = 0 (3–87)
Für den Attraktionsanteil der freien Energie gilt nach Gleichung (3–80)
Aatt =
z
2 ∑i
∑
j
Aji =
z
2 ∑i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)
(3–88)
Die Ableitung des Attraktionsanteils der freien Energie aus Gleichung (3–88) nach N0
wird gebildet und es resultiert
∂Aatt
∂N0
=
z
2 ∑i
∑
j
qi
(
δ0iθjiHji +
∂θji
∂N0
(
NiHji
))
+
z
2 ∑i
∑
j
NiθjikT
(
1
θji
∂θji
∂N0
− 1
θj
∂θj
∂N0
)
(3–89)
Wird nun zusätzlich explizit die Ableitung der Oberflächenanteile θj nach N0 be-
stimmt
∂θj
∂N0
=
∂
(
qjNj
)
∂Nq
=
qj
∂Nj
∂N0
Nq − qjNj ∂Nq∂N0
N2q
=
δ0jqjNj
NjNq
− qjNjq0N0
N0N2q
=
δ0jθj
Nj
− θjθ0
N0
= θj
(
δ0j
Nj
− θ0
N0
)
(mit δij als Kroneckersymbol) (3–90)
lässt sich der Ausdruck für
∂Aatt
∂N0
weiter vereinfachen zu
∂Aatt
∂N0
=
z
2 ∑j
θj0q0Hj0 +
z
2 ∑i
∑
j
∂θji
∂N0
qiNiHji (3–91)
Setzt man nun noch die Ableitungen der quasichemischen Gleichungen nach den
Löchern ein, reduziert sich die vorstehende Gleichung weiter zu
∂Aatt
∂N0
=
z
2
kT ln
θ00
θ0
(3–92)
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Die genaue Herleitung dieser Ableitung ist für den allgemeinen Fall im Anhang C
ausführlich mit allen Zwischenschritten dargestellt.
Für die Ableitung des kombinatorischen Terms folgt
∂
∂N0
Sc
k
= ln ρ0 − (1− z2 ) ln φ0 −
z
2
ln θ0 +∑
liφi
ri
(3–93)
Die gesuchte Zustandsgleichung wird durch Ableiten des expliziten Ausdrucks der
freien Energie nach Gleichung (3–80)
A = −kT [∑Ni ln ρi −∑Ni lnNi +∑Ni + (∑Ni) ln (∑ riNi)−∑ riNi
− z
2
(
∑ qiNi
)
ln ∑
riNi
∑ qiNi
+
z
2 ∑ (ri − qi)Ni
]
+
z
2
·∑
i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)
nach dem Volumen bzw. als Ableitung nach den unbesetzten Gitterstellen gefunden.
Mit den bereits hergeleiteten Teilausdrücken für diese Ableitungen nach den freien
Gitterstellen findet sich durch Einsetzen von Gleichung (3–65), (3–66), (3–92) und (3–
93) in Gleichung (3–86) direkt die gesuchte Zustandsgleichung
− pv∗G =
∂A
∂N0
=
∂
∂N0
(Aatt + Acomb)
=
∂
∂N0
[
z
2 ∑i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)]
− ∂
∂N0
[
kT
Sc
k
]
= kT
[
(1− z
2
) ln φ0 +
z
2
ln θ00 −∑
i
liφi
ri
− ln ρ0
]
(3–94)
bzw.
− pv∗ = RT
[
(1− z
2
) ln φ0 +
z
2
ln θ00 −∑
i
liφi
ri
− ln ρ0
]
(3–95)
ρi ist eine kombinierte Flexibilitäts- und Symmetriegröße. Da für ein Loch weder
Flexibilität noch Asymmetrien existieren, ist die Größe ρ0 = 1. Der Term ln ρ0 entfällt
damit in der Zustandsgleichung.
pv
RT
= −
( v
v∗
)
·
[
(1− z
2
) ln φ0 +
z
2
ln θ00 −∑
i
liφi
ri
]
(3–96)
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3.5.1.2 Reinstoffe
Für einen Reinstoff mit der virtuellen Komponente Loch reduziert sich die Gleichung
(3–82) zu der quadratischen Gleichung
θ10θ01
θ11θ00
= exp
(
− 2ω10
kT
)
=:
1
η2
(3–97)
mit
2ω10 = −ε11 +ε10 + ε01 − ε00︸ ︷︷ ︸
= 0
(3–98)
mit der Lösung
θ00 =
β− 1+ 2θ0
β+ 1
β :=
√
1+ 4θ0θ1 (η2 − 1) (3–99)
Die Schließbedingung (3–84) sowie die Symmetriebedingung (3–85) sind bei der Lö-
sung miteinzubeziehen.
Die Zustandsgleichung (3–96) erhält damit nachstehendes Aussehen
pv
RT
= −
( v
v∗
)
·
[
(1− z
2
) ln φ0 +
z
2
ln
β− 1+ 2θ0
β+ 1
−∑
i
liφi
ri
]
(3–100)
Der anzupassende Energieparameter ε11, der die Wechselwirkungen zwischen den
Segmenten repräsentiert, wird im Folgenden linear von der Temperatur abhängig ge-
macht. Während diese lineare Unterteilung des Wechselwirkungsparameters für Mo-
delle, die Moleküle mit einer Winkelabhängigkeit zueinander betrachten, eine physi-
kalische Grundlage hat (vgl. Lucas (1991)), so ist diese Aufteilung hier eher willkürlich
zu sehen. In Anlehnung an das Gitterzustandsgleichungsmodell von Panayiotou und
Vera (1980), welches später noch diskutiert wird, soll folgende Nomenklatur für die
Wechselwirkungsgröße und deren Temperaturabhängigkeit gewählt werden
ε = εh − T · εs (3–101)
Diese Nomenklatur soll jedoch nicht generell eine Interpretation der Größe ε als freie
Energie implizieren, sondern ausschließlich verhindern, dass neue Begrifflichkeiten
zur Unübersichtlichkeit führen.
Obwohl die zuvor eingeführte lineare Abhängigkeit von der Temperatur ausschließ-
lich für winkelabhängige Molekülkonstellationen physikalisch begründet ist, wird im
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bereits zitierten gE-Modell GEQUAC nach Egner et al. ebenfalls eine solche Tempera-
turabhängigkeit gewählt. Da beim GEQUAC-Modell die Moleküloberfläche segmen-
tiert wird und somit ausschließlich Oberflächensegmentemiteinander wechselwirken,
die keineWinkelabhängigkeit zueinander haben, ist eine lineare Temperaturabhängig-
keit für den Energieparameter bei diesemModell als ebenso willkürlich zu sehen.
In der hergeleiteten Zustandsgleichung sind somit grundsätzlich 6 anpassbare Para-
meter enthalten. Zwei Parameter (z und v∗) repräsentieren die Geometrie des Gitters.
Die Geometrie eines Moleküls vom Typ i wird durch die beiden Parameter ri und
li wiedergegeben. Darüber hinaus stehen noch zwei Energieparameter (εh11 und ε
s
11)
für die Anpassung zur Verfügung. Wieviele dieser Parameter in einer speziellen An-
passungsrechnung konkret benutzt werden, hängt vom jeweiligenModellierungsgrad
der Rechnung ab und ist nicht fest vorgegeben.
3.5.1.3 Gemische
Gemische unterschiedlicher Reinstoffe können ebenso mit der Zustandsgleichung (3–
96) behandelt werden. Im Unterschied zur Berechnung der Reinstoffe ist es allerdings
erforderlich, die lokalen Zusammensetzungen θji aufwendiger zu bestimmen.
Das Gleichungssystem (3–82) besteht nun aus
n · (n− 1)
2
gekoppelten quadratischen
Gleichungen
θijθji
θiiθjj
= exp
(
− 2ωji
kT
)
(3–102)
die zusammen mit den Gleichungen (3–84) und (3–85) gelöst werden müssen. Da
dieses Problem nicht mehr analytisch, sondern nur noch numerisch gelöst werden
kann, wird hier der gleiche Lösungsalgorithmus nach Larsen und Rasmussen (1986)
verwendet, wie er bereits im Abschnitt 3.2.4.2 vorgestellt wurde.
3.5.2 STRUKTURIERTE MOLEKÜLE MIT SEGMENTIERTER OBERFLÄCHE
Bei der Behandlung strukturierter Moleküle mit einer segmentierten Oberfläche ist im
Gegensatz zu den vorhergehenden Ausarbeitungen zu beachten, dass Molekültypen
und Oberflächensegmenttypen unabhängig voneinander zu betrachten sind. Das be-
deutet, dass Moleküle vom Typ i bzw. vom Typ j wechselweise Oberflächensegmente
der Typen α und β beinhalten können. Im allgemeinsten Fall kann dies auch bedeuten,
dass reguläre Molekültypen Oberflächensegmente vom Typ ”Loch” besitzen könnten.
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Dieser Fall soll jedoch zunächst ausgeschlossen werden. Dennoch muss bei der Ab-
leitung des Attraktionsanteils nach den Löchern die Koordinationszahl des Gitters als
Konstante berücksichtigt werden, mit der die Anzahl der Oberflächensegmente der
Löcher skaliert.
NS0 = zq0N0 (3–103)
sei die Anzahl der Oberflächensegmente, die einem Loch zugeordnet werden. Da
streng genommen die freie Energie nach diesen Oberflächensegmenten abgeleitet
werden muss, führt dies zu
∂Aatt
∂N0
=
∂Aatt
∂ NS0zq0
= zq0
∂Aatt
∂NS0
(3–104)
Für die Ableitung
∂Aatt
∂NS0
wäre zum Erhalt einer Lösung ein ähnlich mühevoller
Weg zu beschreiten, wie er bereits bei der Ableitung der Zustandsgleichung für die
strukturierten Moleküle mit isotroper Oberfläche erforderlich war.
Im Vergleich zu den Molekülen mit isotroper Oberfläche wäre dann jedoch unter Um-
ständen noch eine weitaus höhere Anzahl von quasichemischen Gleichungen zu lö-
sen. Dies ist abhängig von der Anzahl der insgesamt verwendeten unterschiedlichen
Oberflächensegmenttypen. Unter der ursprünglichen Annahme, dass das quasichemi-
sche Gleichungssystem aus n(n−1)2 Gleichungen besteht, wäre diese Aufgabe nahezu
unlösbar, da die Hinzunahme zusätzlicher Oberflächensegmenttypen zu einer qua-
dratischen Erhöhung der Anzahl der zu lösenden Gleichungen führen würde. Mittels
des Algorithmus’ von Larsen und Rasmussen (1986), wie er im vorhergehenden Ab-
schnitt erläutert wurde, kommt es jedoch nur zu einer linearen Vergrößerung des Sys-
tems, wodurch das Problem auch bei zunehmender Segmentzahl noch handhabbar
bliebe.
Im Rahmen von am Lehrstuhl für Technische Thermodynamik der RWTHAachen pa-
rallel durchgeführten Arbeiten (vgl. Leonhard (2005)) konnte jedoch ein eleganterer
Weg gefunden werden, der auf eine sehr unterschiedliche Weise zu dem gewünsch-
ten Ergebnis führt. Die bei der Arbeit von Leonhard zu Grunde liegende Vorstellung
ist dabei die gleiche, auf der nahezu alle Gitter-Loch-Gleichungen basieren und die
im Rahmen dieser Arbeit bereits beschrieben wurde. Bei diesem hier vorgestellten
Lösungsansatz wird auf eine Methode zurückgegriffen, die im Bereich der prädikti-
ven Exzessenthalpiemodelle bereits sehr erfolgreich eingesetzt wird, nämlich die von
Klamt et al. (2002) entwickelten COSMOSPACE-Gleichungen und das zu Grunde lie-
gende COSMO/RS-Modell (vgl. Klamt und Schüürmann (1993); Klamt (1995); Klamt
et al. (1998); Klamt und Eckert (2000); Eckert und Klamt (2001)). Es lässt sich feststel-
len, dass die COSMOSPACE-Gleichung mit der Gleichung (3–56) des zuvor beschrie-
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benen Lösungswegs von Larsen und Rasmussen (1986) für die quasichemischen Glei-
chungen identisch ist. Darüber lässt sich auch nahezu trivial der Zusammenhang zum
Attraktionsanteil der GEQUAC-Gleichung (3–77) herstellen
gEatt =
z
4
qtot ·∑
α
∑
β
ψαψβα ·
(
ωβα + 2RT ln
ψβα
ψα
)
(GEQUAC) (3–105)
=
z
4
qtot ·∑
α
∑
β
ψαψβα ·
(
ωβα + 2RT ln
(
τβαγαγβ
))
=
z
2
RTqtot ·
[
∑
α
∑
β
ψαψβα · lnγα +∑
α
∑
β
ψβψαβ · lnγβ
]
=
z
2
RTqtot ·
∑α ψα lnγα ·∑β ψβα︸ ︷︷ ︸
=1
+∑
β
ψβ lnγβ ·∑
α
ψαβ︸ ︷︷ ︸
=1

= zRTqtot ·∑
α
ψα lnγα (COSMOSPACE) (3–106)
wodurch dann auch die Bedeutung der bei Larsen und Rasmussen eingeführten Hilfs-
größen bi deutlich wird. Sie entsprechen nämlich den Segment-Aktivitätskoeffizienten
der COSMOSPACE-Gleichung, und aus diesen ließe sich auch sehr elegant der
(Molekül-) Aktivitätskoeffizient des GEQUAC-Modells zusammensetzen.
Nachdem auf diese Weise der inhärente Zusammenhang zwischen COSMOSPACE,
GEQUAC und den quasichemischen Gleichungen gezeigt wurde, kann, auf dieser Er-
kenntnis basierend, die Zustandsgleichung für strukturierte Moleküle mit anisotroper
Oberfläche hergeleitet werden.
Ohne näher auf die theoretischen Grundlagen des COSMO-Modells einzugehen, soll
an dieser Stelle lediglich erwähnt werden, dass es sich dabei um ein sogenann-
tes Continuum Solvation Model handelt, welches die Ermittlung der Oberflächen-
ladungsdichten von einzelnen Molekülen in einem elektrischen Leiter bzw. Dielek-
trikum erlaubt. Im Zusammenhang mit dem COSMO/RS Ansatz (COSMO for Re-
al Solvents), der eine Unterteilung der Oberflächenladungsdichten auf Oberflächen-
segmente des Moleküls vornimmt, ist dann die Bestimmung von Segment-Segment-
Wechselwirkungen zwischen Oberflächensegmenten einander unterschiedlicher Mo-
leküle möglich. Letztlich, unter Zuhilfenahme der COSMOSPACE-Gleichungen, kön-
nen diese Segment-Segment-Wechselwirkungen dann zu einem Exzessenthalpiemo-
dell oder wie hier zu einer Zustandsgleichung zusammengefasst werden.
Die Vorgehensweise ist dabei analog zu den bisherigen Darstellungen zur Ablei-
tung von gitterbasierten Zustandsgleichungen, die Dichteabhängigkeit wird ebenfalls
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durch Einführen von Löchern in das Modell hergestellt. Der Lösungsweg soll hier
nur skizziert werden. Es wird, wie zuvor, davon ausgegangen, dass sich alle Mole-
küle auf einem Gitter mit der Koordinationszahl z befinden und dass die Fehlstel-
len mit Löchern besetzt sind. Weiterhin wird gleichermaßen vorausgesetzt, dass Lö-
cher weder mit anderen Löchern, nochmit Molekülen wechselwirken. Im Rahmen der
COSMO/RS-Theorie ist es möglich, den Löchern die Oberflächenladungsdichte Null
sowie eine Vakuum-Polarisierbarkeit zuzuordnen und somit einen virtuellen inerten
Stoff zu etablieren.
Die Stoffmenge n0 und derMolenbruch x0 der Löcher berechnen sich aus demmolaren
Volumen v des Systems und den molaren Eigenvolumina der Moleküle v∗i (v
∗
0 ist das
molare Lochvolumen, also das molare Gitterplatzvolumen)
v0 = v−∑
i
v∗i (3–107)
n0 =
v0
v∗0
(3–108)
x0 =
n0
1+ n0
(3–109)
Für die anderen Komponenten gelten entsprechende Gleichungen. Zu beachten ist,
dass alle molaren Größen (außer dem molaren Lochvolumen) auf ein Mol Molekü-
le bezogen werden. Die bezogene Gesamtstoffmenge der Komponenten, einschließ-
lich Löcher in der Mischung, ist also immer größer oder gleich Eins. Im Rahmen des
von Leonhard (2005) vorgestellten Ansatzes wird der repulsive und der attraktive Teil
der freien Energie getrennt voneinander behandelt. Der attraktive Anteil wird mit
COSMO/RS berechnet. Der Repulsionsterm ersetzt in diesem Zusammenhang den
kombinatorischen Anteil bei den klassisch hergeleiteten gitterbasierten Zustandsglei-
chungen. Als Modell für ein Loch wird ein Molekül mit der Oberflächenladungsdich-
te Null sowie explizit ausgeschalteten Wechselwirkungen verwendet. Der in COS-
MO/RS implementierte Wechselwirkungsterm wird durch folgenden, in gitterbasier-
ten Gleichungen üblichen Ansatz, ersetzt
εij = εhij − Tεsij (3–110)
Auch hier wird wie bei den bereits diskutierten Gittermodellen eine lineare Tempera-
turabhängigkeit unterstellt und im Rahmen der Vereinheitlichung der Nomenklatu-
ren werden wiederum die Bezeichner εhij und ε
s
ij als Wechselwirkungsparameter ge-
wählt.
Es existieren also zwei molekülpaarspezifische Parameter für dieWechselwirkung, die
zur Zeit an experimentelle Daten angepasst werdenmüssen, um eine zufriedenstellen-
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de Wiedergabe experimenteller Daten zu erreichen. Für die Rechnungen wird neben
einem Programm zur Behandlung der eigentlichen Zustandsgleichung außerdem ein
Programmpaket zur Behandlung des COSMO/RS-Modells benötigt. Für die Berech-
nung der Lochoberfläche werden kugelförmige Löcher angenommen, deren Form bis-
her nicht variiert wurde. Mit den verwendeten Programmpaketen werden die Wech-
selwirkungen berechnet und die quasichemischenGleichungen gelöst. Ergebnis dieser
Rechnungen sind dann die Aktivitätskoeffizienten γi der Moleküle und der Löcher in
der Mischung sowie deren analytische Ableitungen nach der Temperatur und nach
den Stoffmengen (vgl. Klamt et al. (2002)). Aus den Aktivitätskoeffizienten erhält man
die freie Energie des Attraktionsanteils aatt
aatt
RT
= (1+ n0) ∑
i
xi lnγi (3–111)
Zur Berechnung des Repulsionsbeitrages findet der Ansatz von Stavermann und
Guggenheim Verwendung (siehe Gleichung(3–79)), wie er bereits im Abschnitt 3.5.1
zur Beschreibung des kombinatorischen Anteils angewandt wurde. Die Anzahl ri
der Volumensegmente eines Moleküls vom Typ i lässt sich über folgende Beziehung
ausdrücken
ri =
Vi
Ni · v∗G
=
Vi
n
Ni
n · v∗G
=
v∗i
NA · v∗G
=
v∗i
v∗0
(3–112)
Dabei entspricht v∗G dem Volumen eines einzelnen Gitterplatzes und v
∗
0 in dieser
Nomenklatur dem Volumen eines Mols Gitterplätze oder eben eines Mols Löcher,
worauf sich der Index 0 bezieht.
Mit der Größe a∗ref als Referenzfläche eines Oberflächensegments lässt sich nun auch
ganz analog zu ri die Größe qi angeben
qi =
qi · z · a∗ref
q0 · z · a∗ref
=
a∗i
a∗0
(3–113)
a∗i bezeichnet in diesem Zusammenhang somit die molare Moleküloberfläche und v
∗
i
das molare Kovolumen der Moleküle.
Wird nun der Guggenheim-Staverman Term aus Gleichung (3–79) molar ausgedrückt
und darin qi bzw. ri durch die obigen Definitionen ersetzt, so folgt daraus
arep
RT
=
∑i xi ln xi + ln∑i
v∗i xi
v∗0
+ z2 ∑i
a∗i xi
a∗0
ln
∑i
v∗i xi
v∗0
∑i
a∗i xi
a∗0
−∑i lixi
1− x0 (3–114)
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mit
li = 1−
v∗i
v∗0
− z
2
(
a∗i
a∗0
− v
∗
i
v∗0
)
(3–115)
einer Größe, die analog zu Gleichung (3–81) das Verhältnis von Moleküloberfläche zu
Molekülvolumen parametrisiert.
Auch bei dieser zitiertenHerleitung setzt sich die gesamte freie Energie aus den beiden
Anteilen für die Attraktion und für die Repulsion zusammen
a = aatt + arep (3–116)
Mit der Ableitung der freien Energie nach Gleichung (3–60) gewinnt man dann die Zu-
standsgleichung. Hier separat in den beiden Anteilen als Beiträge zum Gesamtdruck
angegeben
patt
RT
= − 1
v∗ ∑i
∂
∂N0
(Ni lnγi)
= − 1
v∗ ∑i
(
∂Ni
∂N0
· lnγi + Ni ∂ lnγi∂N0
)
= − 1
v∗ ∑i
(
δi0 lnγi + Ni
∂ lnγi
∂N0
)
= − 1
v∗
(
lnγ0 + N0
∂ lnγ0
∂N0
+∑
i>0
Ni
∂ lnγi
∂N0
)
(3–117)
und
prep
RT
= − 1
v∗
[(
1− z
2
)
ln φ0 +
z
2
ln θ0 −∑
i
liφi
ri
]
(3–118)
Diese letzte Gleichung ist bereits bekannt und ist identisch zu Gleichung (3–93). Der
Volumenanteil der Löcher bzw. deren Oberflächenkonzentration ist hier definiert als
φ0 =
n0 v∗0
v
θ0 =
x0 a∗0
∑i xiai
(3–119)
DieserWeg der Herleitung unterscheidet sich von dem bei Gitterzustandsgleichungen
üblichen wie er in den vorangegangenen Abschnitten beschritten wurde, da hier
von den Aktivitätskoeffizienten und nicht von den Wechselwirkungsenergien sowie
den lokalen Konzentrationen ausgegangen wird. Er ist jedoch wesentlich bequemer,
insbesondere, wenn Moleküle mit anisotropen Oberflächen berücksichtigt werden
sollen.
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Im Falle isotroper Oberflächen geht Gleichung (3–117) in den bei Gittergleichungen
sonst verwendeten Ausdruck
patt
RT
= − 1
v∗
lnγ0 (3–120)
über.
Für ein Gitter mit der Koordinationszahl z setzt sich der Molekülaktivitätskoeffizient
γi aus den isotropen Segmentaktivitätskoeffizienten γα der Oberflächensegmente wie
folgt zusammen
lnγi = zqi · lnγα (3–121)
Damit gilt dann für γ0
lnγ0 = zq0 · 12 ln b
2
0 =
z
2
· ln Γ00 = z2 · ln
θ00
θ0
(3–122)
und somit lautet der Attraktionsanteil für isotrope Oberflächen
patt
RT
= − 1
v∗
· z
2
ln
θ00
θ0
(3–123)
Zusammengesetzt mit Gleichung (3–118) ergibt sich die bereits hergeleitete Zustands-
gleichung (3–96) für strukturierte Moleküle mit isotroper Oberfläche.
Die Gleichungen (3–117) und (3–118) bilden somit die Multi-Segment Gitter-
Zustandsgleichung
p = patt + prep (3–124)
Diese neue Zustandsgleichungwurde hergeleitet auf der Basis der Guggenheim’schen
Idee, ein Gitter zur Vereinfachung der Statistik und der zugehörigen Zustandssum-
men zu verwenden, was zu dem repulsiven Anteil der Zustandsgleichung führt, der
den Guggenheim-Staverman-Term beinhaltet. Als zusätzliche Erweiterung wurde die
Zustandsgleichung auf segmentierte Moleküloberflächen hin ausgedehnt, was die zu-
künftige Anwendung auf anisotrope, insbesondere polare Molekültypen ermöglichen
wird.
IV
Vergleich unterschiedlicher
Gitter-Zustandsgleichungen
Die folgenden Zustandsgleichungen können als Weiterentwicklungen der quasiche-
mischen Zustandsgleichung verstanden werden. Diese Weiterentwicklungen bezie-
hen sich sowohl auf die Erweiterung von kugelförmigen Molekülen über elongier-
te Molekültypen bis hin zu Polymerketten als auch auf Erweiterungen bezüglich der
Wechselwirkungsmodelle.
4.1 Die Gitterzustandsgleichung nach Okada und Nose
Okada und Nose (1981a) haben eine Gitterzustandsgleichung für Reinstoffe vorge-
stellt und diese später auf Gemische erweitert (Okada und Nose, 1981b). Das zugrun-
de liegende Gittermodell entspricht dem Guggenheim’schen Modell, wobei im Ge-
gensatz zur zuvor diskutierten quasichemischen Zustandsgleichung zugelassen wird,
dass die Moleküle mehrere Gitterplätze in Anspruch nehmen können. Die Wech-
selwirkung erfolgt zwischen den externen Oberflächensegmenten der unterschied-
lichen Moleküle. Für jede Molekülsorte gibt es nur eine Sorte von Oberflächenseg-
menten. Sie entspricht somit in den Modellbedingungen der hier hergeleiteten Gitter-
Zustandsgleichung für strukturierte Moleküle mit isotroper Oberfläche und tempera-
turunabhängigemWechselwirkungsparameter.
Es wird zunächst die Nomenklatur der Originalarbeit von Okada und Nose beibehal-
ten und erst dann die Nomenklatur der Gleichung (3–63) eingeführt, um die Gemein-
samkeiten zwischen den beiden Gleichungen zu verdeutlichen. Abweichend zu dem
zuvor vorgestellten Modell wird nun aufgrund der Originalnomenklatur die Anzahl
der Moleküle mit N und die ZustandssummemitΩ bezeichnet. Die Größe Qwird zur
Bestimmung der Kontaktzahlen benutzt. Die freie Energie hat das Symbol F.
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4.1.1 GITTERMODELL
Abbildung 4.1 zeigt als Beispiel einMolekülmit mehreren gleichartigen Volumen- und
Oberflächensegmenten auf einem ebenen Gitter mit der Koordinationszahl z = 4.
Abbildung 4.1: Gitter mit mehrsegmentigem Molekül, Koordinationszahl z =
4, Volumensegmente r = 7, Oberflächensegmente qz = 16
Das fiktive Molekül in Abbildung 4.1 besteht aus 7 Volumensegmenten (schwarze
Kreise), die auf zusammenhängenden Gitterplätzen verteilt sind. Zu diesen 7 Volu-
mensegmenten gehören 16 Oberflächensegmente, die durch kleine schwarze Stäbe an
den Volumensegmenten symbolisiert sind. Die Oberflächen- und Volumensegmente
sind dabei über
q · z = r · (z− 2) + 2 (4–1)
miteinander verknüpft. Diese Beziehung schränkt die Flexibilität des Moleküls inso-
fern ein, als keine Ringstrukturen zugelassen sind.
Weiterhin finden die folgenden Definitionen Anwendung:
Nr = N0 + r · N Anzahl aller vorhandenen Gitterplätze
Nq = N0 + q · N auf die Koordinationszahl z bezogene Anzahl aller Kontaktflächen
Q = z2 · Nq Gesamtzahl der Kontaktpaare
u = q·NNq Anteil der Kontakte, die auf Molekülsegmente entfallen
v = N0Nq Anteil der Lochkontakte
Die Anzahl der Kontaktpaare ist folgendermaßen gegeben:
Q Gesamtkontakte
2Qy Kontakte eines Loches mit einem Molekülsegment
Q(u− y) Kontakte zwischen Segmenten verschiedener Moleküle
Q(v− y) Kontakte zwischen Löchern
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ywurde als Größe zur Bestimmung des Anteils der Molekülsegment-Löcher Kontakte
eingeführt.
Werden ausschließlich Wechselwirkungen zwischen Molekülsegmenten verschiede-
ner Moleküle berücksichtigt (−2e∗/z entspricht bei dieser Nomenklatur der potenti-
ellen Energie eines solchen Kontakts), dann ist die Zustandssumme Ω definiert als:
Ω =∑
Qy
g(N0,N,Qy) · exp( 2Q(u− y) · e
∗
zkT
) (4–2)
Die Anzahl der möglichen Konfigurationen für das betrachtete Molekülmodell wird
nach Guggenheim (1952) angegeben durch
g(N0,N,Qy) =
(
δ
σ
)N Nr !
N0!N!
(
Nq !
Nr !
)z/2
· (Qu−Qy
∗)!(Qy∗)!(Qy∗)!(Qv−Qy∗)!
(Qu−Qy)!(Qy)!(Qy)!(Qv−Qy)!
(4–3)
Unter Verwendung der Maximal-Term-Methode für Zustandssummen und zusätzli-
cher Nutzung der StirlingschenNäherungsformel ergibt sich als Ausdruck für die freie
Energie
− F
kT
= lnΩ
=
2Q(u− y)e∗
zkT
+ N ln
δ
σ
− N0 lnN0 − N lnN − ( z2 − 1)Nr lnNr +
z
2
Nq lnNq
−Qu ln u− y
u2
−Qv ln v− y
v2
+Qy ln
(u− y)(v− y)
y2
(4–4)
Zur Bestimmung desMaximumterms und zur korrekten Näherung der Zustandssum-
me muss Gleichung (4–4) noch mittels der Beziehung
∂F
∂y
∣∣∣∣
T,N0 ,N
= 0 (4–5)
abgeleitet und der maximale Term der Summe bzw. das y, welches diesem Summan-
den entspricht, bestimmt werden.
Die Lösung der Gleichung (4–5) lautet
(u− y)(v− y)
y2
= exp
(
2e∗
zkT
)
(4–6)
Dies entspricht der quasichemischen Gleichung (3–40) des vorangegangenen Kapitels.
Als Ergebnis für y findet sich
y =
2uv
β+ 1
(4–7)
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Wird diese Lösung nun wiederum in den Ausdruck für die freie Energie (4–4) einge-
setzt, vereinfacht sich diese zu
− F
kT
=
2Que∗
zkT
+ N ln
δ
σ
− N0 lnN0 − N lnN − ( z2 − 1)Nr lnNr +
z
2
Nq lnNq
−Qu ln u− y
u2
−Qv ln v− y
v2
(4–8)
4.1.2 ZUSTANDSGLEICHUNG
Das Volumen einer Gitterzelle sei, wie bei denModellen zuvor, durch v∗G gegeben. Das
gesamte Volumen sei
V = Nrv∗G = (N0 + r · N) · v∗G (4–9)
Zur Zustandsgleichung gelangt man durch Differenzieren der freien Energie nach
dem Volumen
p = −
(
∂F
∂V
)
T,N
= −
(
∂F
∂N0
)
T,N
· 1
v∗G
(4–10)
Betrachtet man F nun als Funktion von von Qy und N0 (neben T bzw. N) und benutzt
(4–5), so muss als Ableitung gebildet werden
∂F
∂N0
∣∣∣∣
T,N
=
∂F
∂N0
∣∣∣∣
T,N,Qy
+
∂F
∂Qy
∣∣∣∣
T,N,N0
· ∂Qy
∂N0
∣∣∣∣
T,N
=
∂F
∂N0
∣∣∣∣
T,N,Qy
+
∂F
∂y
∣∣∣∣
T,N,N0︸ ︷︷ ︸
=0
· ∂y
∂Qy
∣∣∣∣
T,N,N0
· ∂Qy
∂N0
∣∣∣∣
T,N
=
∂F
∂N0
∣∣∣∣
T,N,Qy
(4–11)
Für den Fall, dass die Zustandssumme durch ihrenMaximumterm genähert wird bzw.
dass dieMaximierungsbedinung (4–5) Verwendung findet, darf nach Gleichung (4–11)
Qy in der Ableitung als konstant betrachtet werden. Daraus folgt für die Ableitung
von (4–4) bzw. (4–8)
∂(− FkT )
∂N0
∣∣∣∣∣
T,N,Qy
=
( z
2
− 1
)
ln
N0
Nr
− z
2
ln
(
1− y
v
)
(4–12)
Somit folgt für den Druck bzw. die Zustandsgleichung
pv∗G
kT
=
∂(− FkT )
∂N0
∣∣∣∣∣
T,N,Qy
=
( z
2
− 1
)
ln
N0
Nr
− z
2
ln
(
1− y
v
)
(4–13)
4.2 Die Gitterzustandsgleichung nach Panayiotou und Vera 55
bzw.
pv
RT
= −
( v
v∗
) [(
1− z
2
)
ln
N0
Nr
+
z
2
ln
(
1− y
v
)]
(4–14)
Wird nun eine Einschränkung wiederum auf kugelförmige Moleküle mit r = 1 und
q = 1 vorgenommen, so reduzieren sich N0Nr und 1−
y
v zu
N0
Nr
=
N0
N0 + r · N =
N0
N0 + N
= x0 (4–15)
1− y
v
= 1− 2u
β+ 1
= 1−
2 qNN0+q·N
β+ 1
= 1−
2 NN0+N
β+ 1
=
β+ 1− 2x1
β+ 1
=
β+ 1− 2(1− x0)
β+ 1
=
β− 1+ 2x0
β+ 1
(4–16)
Dies führt exakt auf die bereits bekannte quasichemische Zustandsgleichung (3–63)
für kugelförmige Moleküle mit isotroper Oberfläche
pv
RT
= −
( v
v∗
) [(
1− z
2
)
ln x0 +
z
2
ln
(
β− 1+ 2x0
β+ 1
)]
(4–17)
Die Zustandsgleichung (4–14) von Okada und Nose ist also als Erweiterung der Zu-
standsgleichung nach der quasichemischen Theorie für den Fall flexiblerMoleküle mit
wechselwirkenden Oberflächensegmenten anzusehen. Im Gegensatz zu der Gitterzu-
standsgleichung (3–96), die in dieser Arbeit hergeleitet wurde, sind bei Gleichung (4–
14) jedoch keinerlei Ringbildungen des Moleküls bzw. ringförmige Kontakte der Mo-
lekülsegmente zugelassen.
4.2 Die Gitterzustandsgleichung nach Panayiotou und Vera
Panayiotou und Vera (1980, 1982) gehen bei der Entwicklung ihrer Zustandsgleichung
von den gleichen Annahmen und Voraussetzungen aus wie die bereits beschriebe-
nen Modelle. Auch sie stützen ihre Arbeit auf Guggenheim (1952) und führen zu-
sätzlich temperaturabhängige Wechselwirkungen zwischen den Oberflächensegmen-
ten ein.
Die Größe ε11 repräsentiert in der Nomenklatur nach Panayiotou und Vera die Wech-
selwirkung zwischen zwei Segmenten unterschiedlicherMoleküle vom Typ 1. Die Au-
toren folgen auch hier erneut einemVorschlag von Guggenheim (1952), dieseWechsel-
wirkungsgröße als freie Energie zu interpretieren und folglich in einen enthalpischen
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und einen entropischen Beitrag aufzuspalten
ε11 = εh11 + Tε
s
11 (4–18)
Panayiotou und Vera geben die folgende Zustandsgleichung an, die wiederum durch
das Aufstellen einer Zustandssumme und das anschließende Ableiten nach dem
Volumen bei konstanter Temperatur und Stoffmenge gewonnen wurde.
P˜
T˜
= ln
v˜
v˜− 1 +
z
2
ln
v˜+ qr − 1
v˜
− z
2
ln ΓHH (4–19)
Die Zustandsgleichung (4–19) wird von Panayiotou und Vera in dimensionsloser
Form mit reduzierten Variablen angegeben. Auf die Darstellung der aufwendigen
Herleitung wurde hier verzichtet, da sie prinzipiell analog zu der vorherigen verläuft.
Durch einige triviale Umformungen lässt sich ein Zusammenhang mit der Zustands-
gleichung nach Okada und Nose herstellen.
Definition einiger Größen:
α =
N0
N1
Verhältnis der Anzahl von Löchern zu Molekülen
V = Nr · v∗G Gesamtvolumen
V∗ = rN1v∗G Hartkugel-Volumen der Moleküle
v˜ =
V
V∗
reduziertes Volumen
P˜
T˜
=
pv∗
RT
reduzierter Realgasfaktor
G = exp
( ε11
kT
)
Wechselwirkungsterm
Für das Gesamtvolumen gilt
V = (N0 + rN1) · v∗G = N1 · (α+ r) · v∗G = rN1v∗G ·
α+ r
r
= V∗ · α+ r
r
(4–20)
Damit kann der mittlere Term der Zustandsgleichung umformuliert werden zu
ln
v˜
v˜+ qr − 1
= ln
v˜ · r
v˜ · r+ q− r = ln
α+ r
α+ q
= ln
N0 + rN1
N0 + qN1
= ln
Nr
Nq
(4–21)
Nach einem Wechsel der Nomenklatur von Panayiotou/Vera auf Okada/Nose
folgt
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Θ1 =
zq1N1
zNq =
q1N1
Nq = u Oberflächenanteil der Moleküle
ΘH = 1−Θ1 = v Oberflächenanteil der Löcher (Holes)
Die Γij sind nach der Schreibweise von Panayiotou und Vera die non-randomness
Faktoren, die sich erneut aus der Lösung der quasichemischen Gleichung ergeben
Γ1H =
2
1+
√
1− 4Θ1ΘH(1− G)
=
2
1+ β
(4–22)
ΓHH =
1−Θ1Γ1H
ΘH
=
1− u 2β+1
v
=
(β+ 1)− 2u
v(β+ 1)
(4–23)
Für den in der Zustandsgleichung auftretenden non-randomness Faktor ΓHH folgt
unter Verwendung von Gleichung (4–7)
ln ΓHH = ln
(β+ 1)− 2u
v(β+ 1)
= ln
v− y
v2
(4–24)
Mit den Gleichungen (4–21) und (4–24) lässt sich die Zustandsgleichung weiter um-
schreiben (vgl Gleichung (D–1)
pv∗
RT
= (
z
2
− 1) · ln N0
Nr
− z
2
ln(1− y
v
)
bzw.
pv
RT
= −
( v
v∗
) [(
1− z
2
)
ln
N0
Nr
+
z
2
ln
(
1− y
v
)]
(4–25)
Die Zustandsgleichungen nach Panayiotou und Vera (1982) sowie Okada und Nose
(1981a) sind somit formal exakt ineinander überführbar. Sie unterscheiden sich ledig-
lich durch die Temperaturabhängigkeit des Wechselwirkungsparameters, die durch
eine Unterteilung von εij in einen enthalpischen und einen entropischen Beitrag er-
reicht wird.
4.3 Entwicklung einer Gitterzustandsgleichung nach Knoche
Basierend auf den Vorarbeiten zu Gittermodellen von Bosnjakovic und Knoche (1997),
welche die Entwicklung eines Gittermodells und ein daraus abgeleitetes gE-Modell
behandeln, wurde im Rahmen der vorliegenden Arbeit eine weitere Gitterzustands-
gleichung hergeleitet. In den genannten Vorarbeiten wurde zunächst die Proportional-
verteilung gleichgroßer Moleküle behandelt (vgl. Guggenheim, 1952) und anschlie-
ßend durch eine Ableitung analog zu Staverman (1950) um ungleichgroße Molekü-
le erweitert. Die Berechnung der lokalen Zusammensetzungen wurde in diesem Fall
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nicht über die Minimierung der freien Energie, sondern formal über eine Entropiebe-
trachtung und die Maximierung der Entropie durchgeführt.
Formulierung der freien Energie A über die Konfigurationszustandssumme im kano-
nischen Ensemble
A = −kT · lnQ = −kT · ln
[
∑
N01
Ω (N0,N,N01) · exp
(
− 1
kT
·U (N0,N,N01)
)]
≈ −kT · ln
[
Ω (N0,N,N∗01) · exp
(
− 1
kT
·U (N0,N,N∗01)
)]
= −kT · lnΩ∗ +U∗
= −kT · ln
(
Ω∗
Ω
·Ω
)
+U∗
= −kT ·
(
ln
Ω∗
Ω
+ lnΩ
)
+U∗ (4–26)
Hierbei wurde wiederum die gesamte Zustandssumme durch ihren größten Term
approximiert. Die zu diesem Term gehörige wahrscheinlichste Verteilung wird mit
∗ bezeichnet. Die Größe Ω∗ gibt die Anzahl der verschiedenen Konfigurationsmög-
lichkeiten bei quasichemischer Näherung nach Guggenheim wieder, während Ω den
Proportional-Fall bei wechselwirkungsunabhängiger Verteilung darstellt. U∗ kenn-
zeichnet die potentielle Energie des Gitters aufgrund von Wechselwirkungen zwi-
schen den verschiedenen Molekülen in der quasichemischen Näherung. Die weite-
re Ableitung folgt in wesentlichen Zügen denen zur quasichemischen Zustandsglei-
chung aus Abschnitt 3.3 für kugelförmige Moleküle mit isotroper Oberfläche.
Zunächst werden die Teilausdrücke der freien Energie in Gleichung (4–26) betrachtet,
wie sie bei Bosnjakovic und Knoche definiert und abgeleitet wurden
ln
Ω∗
Ω
=
z
2
(
N0 · ln N00N∗00
+ qN · ln N11
N∗11
)
+
N∗01
2
· ln N
∗
00N
∗
11
N∗201︸ ︷︷ ︸
=N∗01
Γ
kT
− N01
2
· ln N00N11
N01
2︸ ︷︷ ︸
=0
(4–27)
lnΩ = N0 (1− lnN0) + N1 ln
(
ρ1e
N1σ1
)
+(1− z
2
)Nr (lnNr − 1) + z2Nq
(
lnNq − 1
)
(4–28)
und
U∗ = N0
z
2
Γ00 + qN1
z
2
Γ11 + N01Γ (4–29)
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Das Volumen einer Gitterzelle sei durch v∗G gegeben, das gesamte Volumen durch
V = Nrv∗G = (N0 + r · N) · v∗G (4–30)
Zur Zustandsgleichung gelangt man durch Differenzieren der freien Energie nach
dem Volumen
p = −
(
∂A
∂V
)
T,N
= −
(
∂A
∂N0
)
T,N
· 1
v∗G
(4–31)
Es folgt die Ableitung der freien Energie nach den freien Gitterplätzen N0 (die immer
wiederkehrende Ableitung ∂∂N0 wird durch ∂ abgekürzt, da hier keine weiteren Ablei-
tungen in Erscheinung treten). Die auftretenden Größen werden zunächst in der ori-
ginalen, von Knoche angegebenen Form, wiedergegeben. Im Anschluss daran werden
sie durch die Bezeichnungen von Okada und Nose ersetzt. Abweichend davon wird
für die Gesamtanzahl der Kontaktpaare in diesem Kontext die Größe Qk verwendet,
die exakt dem Q des Modells von Okada und Nose entspricht.
∂
A
kT
= −∂
(
ln
Ω∗
Ω
+ lnΩ
)
+ ∂
U∗
kT
(4–32)
Für das Verhältnis der quasichemischen Verteilung zur Proportionalverteilung gilt
∂ ln
Ω∗
Ω
=
z
2
· ∂
(
N0 ln
N00
N∗00
)
+
z
2
qN · ∂
(
ln
N11
N∗11
)
+ ∂
(
N∗01
Γ
kT
)
(4–33)
mit den entsprechenden Teilausdrücken (vgl. Gleichung (D–2))
∂
(
N0 ln
N00
N∗00
)
= ln
(
v2
v− y
)
+ u− y
v− y +
2
z
v
v− y ∂(Qk y) (4–34)
sowie (vgl. Gleichung (D–3))
qN · ∂ ln N11
N∗11
= −u+ 2
z
u
u− y ∂(Qk y) (4–35)
Werden diese Ergebnisse wieder in Gleichung (4–33) eingesetzt, so resultiert dar-
aus
∂ ln
Ω∗
Ω
=
z
2
(
ln
v2
v− y −
y
v− y
)
+
(
u
u− y +
v
v− y
)
· ∂(Qk y) + ∂
(
N∗01
Γ
kT
)
(4–36)
Der Ausdruck für die Proportionalverteilung lautet (vgl. Gleichung D–4)
∂ lnΩ = (
z
2
− 1) ln N0
Nr
− z
2
ln v (4–37)
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während die Ableitung der Wechselwirkungsenergie durch
∂
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=
1
kT
· ∂
N0 z2Γ00︸ ︷︷ ︸
=0
+ qN
z
2
Γ11︸ ︷︷ ︸
konst
+N∗01Γ
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angegeben wird.
Werden diese Terme in den Ausdruck für die freie Energie A (vgl. Gleichung (4–32))
eingesetzt, so lässt sich dieser weiter vereinfachen
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Somit folgt für den Druck bzw. die Zustandsgleichung
p = − ∂A
∂N0
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Diese hier hergeleitete Zustandsgleichung nach dem Modell von Bosnjakovic und
Knoche ist somit identisch mit dem Ergebnis der Herleitung von Okada und Nose
und lässt sich außerdem in die Zustandsgleichung nach Panayiotou und Vera über-
führen.
Die Zustandsgleichung ist für einen Reinstoff mit isotroper Oberfläche hergeleitet
worden. Die Modellvorstellung von Bosnjakovic und Knoche entspricht für diesen
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Fall den Annahmen, die auch für die übrigen Zustandsgleichungen getroffen wur-
den. Die quasichemische Gleichung, die zur Lösung der lokalen Zusammensetzun-
gen dient, wurde in der Originalfassung über eine Entropiemaximierung hergeleitet.
Auch wenn dieses Vorgehen von der hergebrachten Methode der Minimierung der
freien Energie formal abweicht, wird wiederum die gleiche Form der lokalen Zusam-
mensetzungen gefunden.
In der ursprünglichen Arbeit von Bosnjakovic und Knoche wird ein Gittermodell vor-
gestellt, welches zunächst nicht von der Existenz unbesetzter Gitterplätze ausgeht und
vorrangig zur Ableitung eines gE-Modells gedacht war. Bei der Herleitung der vorste-
henden Zustandsgleichung wurde zur Implementierung der Volumenabhängigkeit in
der vorliegenden Arbeit eine Stoffkomponente dieses Modells mit Locheigenschaf-
ten versehen. Dieses Vorgehen führt zu den bekannten, bereits vorgestellten Gitter-
zustandsgleichungen. Die in dem zitierten Ansatz von Bosnjakovic und Knoche an-
gewandte Idee zur Integration unbesetzter Gitterplätze verbietet es als Konsequenz,
dass sich mehrere Fehlstellen in direkter Nachbarschaft auf dem Gitter befinden. Ur-
sprünglich wurde damit letztendlich das Ziel verfolgt, Wechselwirkungen zwischen
Molekülen auch über eine Gitterfehlstelle hinweg modellieren zu können. Unter die-
ser Voraussetzung entstünde eine abweichende Form der Zustandsgleichung, die aber
auf Bereiche geringerer Dichte nicht anwendbar wäre. In diesen Dichteregionen ist es
eher wahrscheinlich, dass der Löcheranteil überwiegt, und im Extremfall des idealen
Gases ist die Existenz eines Moleküls auf einem Gitterplatz eher die Ausnahme. Da-
her wurde hier die weitere Entwicklung einer Zustandsgleichung für Gemische oder
nichtisotrope Oberflächen für dieses ergänzte Modell nicht weiter verfolgt.
4.4 Gitterzustandsgleichung für strukturierte Moleküle mit isotroper
Oberfläche
Auch die im Abschnitt 3.5 für Reinstoffe hergeleitete Gitter-Zustandsgleichung (3–
96) lässt sich in die gewünschte Form der quasichemischen Zustandsgleichung (3–63)
überführen.
Wird die Einhaltung der Zwangsbedingung für r und qmittels Gleichung (4–1) gefor-
dert und somit die Möglichkeit zur Ringbildung des einzelnen Moleküls aufgegeben,
entfällt der letzte Summenterm, da die li in Gleichung (3–81) alle zu Null werden.
pv
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= −
( v
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)
·
[
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2
) ln φ0 +
z
2
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β− 1+ 2θ0
β+ 1
]
(4–43)
Mit Hilfe der Definitionen für u und v imAbschnitt 4.1.1 sowie unter Verwendung von
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Gleichung (4–7) ist diese letzte Zustandsgleichung exakt in die Form der Zustandsglei-
chung nach Okada und Nose überführbar.
Da im vorliegenden Modell der Energieparameter mit einer Temperaturabhängigkeit
behaftet ist ist, entspricht diese Gleichung der Zustandsgleichung nach Panayiotou
und Vera, lediglich das Vorzeichen der Temperaturabhängigkeit ist unterschiedlich
definiert (vgl. Gleichungen (4–18), (3–101)).
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(4–44)
4.5 Fazit des Vergleichs der Gitterzustandsgleichungen
Der Vergleich der Gleichungen (3–63), (4–14), (4–25), (4–42) sowie (4–44) zeigt, dass al-
le vorgestellten Zustandsgleichungen nach Vereinheitlichung der Nomenklatur iden-
tisch werden. Dabei ist es unerheblich, ob sich die quasichemischen Gleichungen über
eine fiktive Reaktion (wie im Abschnitt 3.3), über eine Minimierung der freien Energie
(Okada/Nose bzw. Panayiotou/Vera) oder über eine Entropiemaximierung (Bosnja-
kovic/Knoche) ergeben.
Damit ist als weiteres Ergebnis der vorliegenden Arbeit die zunächst irritierende Viel-
falt bestehender (quasichemischer) Gitterzustandsgleichungen auf eine einheitliche
Grundlage reduziert worden.
Während die quasichemische (Ur-) Zustandsgleichung (siehe Abschnitt 3.3) aus-
schließlich für kugelförmige Moleküle mit isotroper Oberfläche Anwendung findet,
haben die Zustandsgleichungen nach Okada und Nose, Panayiotou und Vera so-
wie die im Rahmen dieser Arbeit entwickelte Zustandsgleichung nach den Vor-
stellungen von Bosnjakovic und Knoche die Möglichkeit, elongierte Moleküle mit
mehreren Volumensegmenten und mehreren, aber gleichartigen, Oberflächensegmen-
ten zu behandeln. Bei all diesen Zustandsgleichungen ist jedoch ein fester Zusam-
menhang zwischen den Volumen- und Oberflächensegmenten über die Beziehung
qz = r · (z− 2) + 2 vorgegeben, was eine Einschränkung der Molekülflexibilität be-
deutet.
Die hier neu erarbeitete Gitter-Zustandsgleichung ist im Gegensatz dazu geringe-
ren Einschränkungen unterworfen, da sie im Repulsionsanteil die Möglichkeit bietet,
nicht nur lineare oder verzweigte Moleküle, sondern auch verwickelte, ringbilden-
de Moleküle zu behandeln. Diese Flexibilität wird insbesondere dadurch gewonnen,
4.5 Fazit des Vergleichs der Gitterzustandsgleichungen 63
dass die oben genannte feste Relation zwischen Volumen- und Oberflächensegmenten
nicht gefordert, sondern über den weiteren Parameter l zusätzliche Beweglichkeit des
Moleküls erreicht wird. Dieser Parameter l tritt dann in der Folge innerhalb der Zu-
standsgleichung (3–96) als Summenterm
(
∑i
liφi
ri
)
über alle beteiligten Molekültypen
zusammen mit den weiteren Geometriegrößen auf. Dadurch hebt sie sich von allen
anderen hier vorgestellten gitterbasierten Zustandsgleichungen ab.
Ein weiterer wesentlicher Vorteil ist darin zu sehen, dass der Attraktionsanteil der
Gitter-Zustandsgleichung, in Form der Gleichungen (3–117) und (3–118), die Opti-
on zur Verfügung stellt, nicht nur gleichartige (isotrope) Oberflächensegmente, son-
dern für einen Molekültyp auch mehrere unterschiedliche Typen von Oberflächen-
segmenten zu modellieren. Dadurch wird es zukünftig möglich sein, die z.B. mittels
COSMO/RS ermittelten Oberflächenladungen auf die Zustandsgleichung zu projizie-
ren.

VAnwendung der Gitter-Zustandsgleichung
Um die Möglichkeiten der Gitter-Zustandsgleichung und die Einschränkungen, de-
nen ihre Anwendung in der Form für strukturierte Moleküle mit isotroper Oberfläche
unterliegt (Gleichung (3–100)), aufzuzeigen, wurden die Parameter der Zustandsglei-
chung zunächst für eine Reihe einfacher Beispielsubstanzen (Argon, Krypton,Methan,
Sauerstoff sowie Stickstoff) und einer Auswahl von binären Gemischen dieser Stoffe
angepasst und ausführlich in Heggen (2003) dargestellt, weshalb an dieser Stelle auf
die Wiederholung dieser Ergebnisse verzichtet wird. In einem weiteren Schritt wurde
in der vorliegenden Arbeit mit einer systematischen Untersuchung der Anpassbarkeit
der Zustandsgleichung an Alkane als Reinstoffe begonnen. Beispielhaft wird hier Me-
than bei Verwendung einer Variante der Gitter-Zustandsgleichung mit Volumentrans-
lation präsentiert. Bei den sich anschließenden Mischungsrechnungen wurde dann
jeweils das binäre System Methan-Alkan für die Reihe der Alkane bis hin zu Oktan
betrachtet. Auch in diesem Fall wird beispielhaft nur das System Methan-Ethan ge-
zeigt, da sich die Ergebnisse in der Anpassungsqualität stark ähneln. Die Ergebnisse
werden jeweils getrennt nach Reinstoffen und binären Gemischen beschrieben.
Die zu den Berechnungen erforderlichen Algorithmenwurden zum größten Teil durch
eigene Programmierung implementiert und sind ausführlich im Anhang A beschrie-
ben und illustriert. Während für die Parameteroptimierung der Reinstoffe ausschließ-
lich das im Rahmen dieser Arbeit für den Umgang mit der Gitter-Zustandsgleichung
entwickelte Programmpaket VLEProx zum Einsatz kommt, wird für die Mischungs-
berechnung das von Deiters (2000) zur Verfügung gestellte ThermoC verwendet. Im
Rahmen der Reinstoffanpassung ist VLEProx nach Angabe geeigneter Startwerte in
der Lage, sowohl sicher als auch stabil einen Optimierungslauf durchzuführen. Im
Bereich der Mischungsrechnungen haben beide Programmsysteme, sowohl VLEProx
als auch ThermoC, in der jeweils vorliegenden Version jedoch Schwächen, wie sie im
Anhang A beschrieben werden. Verursacht durch die häufigen Programmunterbrech-
ungen aufgrund instabiler Programmläufe, ist bei den Mischungen eine geschlossene
Optimierung bis zu einem lokalen oder sogar globalen Optimum nicht möglich gewe-
sen. Als Ausweg wurde es erforderlich, die abgebrochenen Programmläufe manuell
zu korrigieren und zu stabilisieren. Um diesen Aufwand auf ein vertretbares Maß zu
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reduzieren, wurde bei der Suche nach einem gemeinsamen Parametersatz für alle Iso-
thermen eines Gemisches versucht, durch Mittelwertbildung der Reinstoffparameter
zu einem brauchbaren Ergebnis für die Mischungsparameter zu kommen. In vielen
Fällen konnte gezeigt werden, dass die verwendete Zustandsgleichung in der Lage ist,
das Gemisch zumindest ansatzweise darstellen zu können. In anderen Fällen konnten
die gewünschten Ergebnisse mittels dieser Strategie nicht erreicht werden. Dies führt
zu der Erkenntnis, dass ohne weitere intensive Programmierarbeiten zur vollständi-
gen Automatisierung bzw. Eliminierung der manuellen Arbeiten in vielen Situationen
keine brauchbaren Parametersätze für die Mischung gefunden werden können. Dies
wird insbesondere in der Abbildung 5.11 bei höheren Temperaturen deutlich.
5.1 Reinstoffe
5.1.1 VOLUMENTRANSLATION
Die Ergebnisse der ersten Anpassungen der Gitter-Zustandsgleichung aus Heggen
(2003) zeigten, dass zur Darstellung von Reinstoffen noch erhebliches Verbesserungs-
potential in der Zustandsgleichung liegt. Eine mögliche, wenn auch empirische Ver-
besserung von Zustandsgleichungen ganz allgemeiner Art besteht in der Anwendung
der Volumentranslation (vgl. Yelash und Kraska (2003)).
Betrachtet wird eine allgemeine Zustandsgleichung der Form
p = p(v, T; a1 , a2 , . . . , an) (5–1)
p, v, bzw. T bezeichnen den Druck, das Volumen bzw. die Temperatur des Systems.
a1 , . . . , an = {ai} sind Parameter, die in der Regel spezifisch für die Zustandsgleichung
und den darzustellenden Stoff sind. Aus dieser allgemein formulierten Zustandsglei-
chung lässt sich eine neue Zustandsgleichung herleiten, indem zu dem Volumen v
eine Konstante c addiert wird
v → v′ = v+ c (5–2)
Dies entspricht einer Translation der Variablen v, d.h. die Isothermen verschieben sich
im pv-DiagrammumdenWert c nach links (resp. um−c nach rechts für c < 0). Daraus
leitet sich der Name Volumentranslation für eine solche empirische Korrektur ab. v′ ist
dann das translatierte und v das nichttranslatierte Volumen.
Man gewinnt auf dieseWeise eine neue volumentranslatierte Zustandsgleichung
p = pVT (v, T; c, {ai}) := p (v+ c, T; {ai}) (5–3)
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Tabelle 5.1: Angepasste Reinstoffparameter einiger Alkane mit Volumentrans-
lation, dabei wurden 5 Parameter zur Anpassung verwendet
Stoff r l c εh/k εs/k v* z
Methan 4,59055 0 7,77272 -40,9830 -0,0115905 9,06685 12
Ethan 6,28745 0 8,25105 -55,3280 0,00404679 9,03977 12
Propan 6,91875 0 14,3422 -65,7172 0,00275982 11,0666 12
Pentan 6,09489 0 28,3624 -109,273 -0,0458507 21,0262 12
Hexan 6,73375 0 36,4914 -105,709 -0,0264591 22,1552 12
Heptan 7,06351 0 41,5956 -120,256 -0,0434401 24,5505 12
Oktan 7,80532 0 42,6885 -121,542 -0,0387438 24,6167 12[
εh
]
= J [εs] = J/K [v∗] = cm3/mol
Für die zuvor abgeleitete Gitter-Zustandsgleichung soll im Zusammenhang mit der
Volumentranslation die Bezeichnung VT-Gitter-Zustandsgleichung (VT EOS) verwen-
det werden. Dabei sei darauf hingewiesen, dass eine solche Volumentranslation im
Zusammenhang mit gitterbasierten Zustandsgleichungen keine ausgewiesene phy-
sikalische Bedeutung hat, sondern ausschließlich den Versuch darstellt, die Anpas-
sungsrechnungen auf diese rein empirische Weise zu verbessern.
Die Parameter {ai} der Zustandsgleichung (5–1) werden in der Regel an experimen-
telle Daten angepasst. Wird nun die Volumentranslation nach der ursprünglichen An-
passung der Parameter {ai} in die Zustandsgleichung integriert, ist zu erwarten, dass
insgesamt die mittlere quadratische Abweichung zwischen experimentellen und ge-
rechneten Daten schlechter wird, auch wenn z.B. das kritische Volumen durch die
Translation exakt abgebildet werden kann. Ein insgesamt besseres Anpassungsergeb-
nis der Zustandsgleichung lässt sich somit nur erreichen, wenn die Parameter {ai},
zusammen mit dem Volumentranslationsparameter c, neu anpasst werden.
Die Tabelle 5.1, in Verbindung mit den Abbildungen E.1-E.7 aus dem Anhang E,
zeigt das Ergebnis einer solchen Parameteranpassung mit Volumentranslation für ei-
nige ausgewählte Alkane. Die Anpassung der Parameter erfolgte dabei sowohl an
pvT-Daten, an Gleichgewichtsdaten des Flüssig-Dampf-Gleichgewichts als auch an
den kritischen Punkt. Die Gewichtung der Daten wurde dabei wie folgt vorgenom-
men
PVT : P = 1
VLE : P = 1 RhoV = 100 RhoL = 1
CRIT : P = 1000 Rho = 10 T = 1
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Abbildung 5.1: Isothermen und Flüssig-Gas-Gleichgewicht von Methan
(CH4). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden. Refe-
renzdaten entnommen aus Zagoruchenko und Zhuravlev (1969).
5.1.2 REINSTOFFE VON METHAN BIS OKTAN
Im Gegensatz zu der Anpassungsserie von Reinstoffen aus Heggen (2003) wurde bei
der vorliegenden Parameteroptimierung der Alkanreihe Wert auf die möglichst ge-
naue Wiedergabe der Dampfdruckkurve gelegt. Dies erfolgte vor allem zur Überprü-
fung der Abhängigkeit der Mischungsrechnungen von den zuvor angepassten Rein-
stoffparametern. Es sollte geklärt werden, ob eine Reinstoffanpassung mit Fokus auf
die Siede- und Tauvolumina zu besseren Mischungsergebnissen führt bzw., ob die
Verwendung von Reinstoffparametern, die mit Fokus auf die Dampfdruckkurve ge-
wonnen wurden, vorteilhafter ist.
Beispielhaft sei hier in den Abbildungen 5.1 und 5.2 die Anpassung von Methan dar-
gestellt. Da die Qualität der Rechnungen bei allen Alkanen nahezu identisch ist, soll
an dieser Stelle auf die vollständige Wiedergabe der Diagramme verzichtet werden
und es wird dazu auf den Anhang E verwiesen. Die in der Anpassungsrechnung ge-
fundenen Parameter sind in Tabelle 5.1 wiedergegeben.
Während die Phasengleichgewichts- und Dampfdruckdiagramme E.1 - E.7 des An-
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Abbildung 5.2: Dampfdruckkurve von Methan (CH4). Die zu Grunde liegen-
den Parameter sind in Tab. 5.1 zu finden. Referenzdaten entnommen aus Za-
goruchenko und Zhuravlev (1969).
hangs zunächst das Bild vermitteln, dass eine akzeptable Reproduzierbarkeit der
jeweiligen Dampfdruckkurve bis hin zum kritischen Punkt mit der VT-Gitter-
Zustandsgleichung erreichbar sei, so weisen im Gegensatz dazu die Abweichungsdia-
gramme 5.3, 5.4 sowie 5.5 auf deutliche Defizite der verwendeten Zustandsgleichung
hin. Dass bei den Anpassungsrechnungen unter anderem besonderer Wert auf die Re-
produktion des Dampfdrucks des kritischen Punktes gelegt wurde, zeigt sich deutlich
im Abweichungsdiagramm für den Dampfdruck 5.3, wo für alle dargestellten Stoffe
die relative Abweichung des Dampfdrucks pcrit nahezu 0% beträgt. Für die mitan-
gepassten Flüssig- und Dampfvolumina konnten gleichzeitig keine guten Ergebnisse
erzielt werden. Maximale Abweichungen von ca. 10% für das Dampfvolumen sowie
Abweichungen von maximal 60% für das Flüssigvolumen sind als nicht akzeptabel zu
bezeichnen.
In der Tabelle 5.2 sind Parameter dargestellt, die aus Anpassungsrechnungen ohne
Volumentranslation stammen. Die Ergebnisse dieser Rechnungen sind hier nicht in
Form von pvT-Diagrammen bzw. Dampfdruckkurven abgebildet, da diese Rechnun-
gen ausschließlich durchgeführt wurden, um später Mischungsrechnungen mit Rein-
stoffen vergleichen zu können, die sowohl mit als auch ohne Volumentranslation an-
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Abbildung 5.3: Relative Abweichung des Dampfdrucks für unterschiedliche
Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
gepasst wurden. Zusätzlich zu der nicht durchgeführten Volumentranslation wurde
ebenfalls auf die individuelle Zuweisung von spezifischen Gitterplatzvolumina ver-
zichtet, und es wurde ein einheitliches Zellvolumen von 10,251 cm3/mol verwendet.
Dieser Wert hatte sich bei den Anpassungen als vorteilhaft herauskristalisiert. Trotz
der geringeren Anzahl verwendeter Parameter ist die Qualität der Reinstoffanpassung
vergleichbar mit den Ergebnissen, die unter Berücksichtigung der Volumentranslation
gewonnen wurden und deren Parameter in Tabelle 5.1 zu finden sind.
In den Abbildungen 5.6 sowie 5.7 sind die verschiedenen Parameter, die wesentlichen
Einfluss auf die Zustandsgleichung nehmen, noch einmal als Korrelation zu dem je-
weiligen Reinstoff dargestellt. Während für den Parameter εs, der die Temperaturab-
hängigkeit repräsentiert, kein klarer Trend festzustellen ist, lässt sich für den Parame-
ter εh eindeutig eine zunehmende Tendenz der absoluten Werte mit größer werden-
der Kettenlänge des Moleküls feststellen. Dieser nicht eindeutig zuzuordnende Effekt
des Parameters εs entspricht auch den Ergebnissen zu den Reinstoffen aus Heggen
(2003). Aus dem gleichen Grund wurde auch auf die Anpassung des Geometriepara-
meters l verzichtet und für diesen der konstante Wert Null verwendet, was der übli-
chen Zuordnung von Volumen- zu Oberflächensegmenten des Guggenheim Modells
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Abbildung 5.4: Relative Abweichung des Dampfvolumens für unterschiedli-
che Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
Tabelle 5.2: Angepasste Reinstoffparameter einiger Alkane ohne Volumen-
translation, dabei wurden 3 Parameter zur Anpassung verwendet
Stoff r l c εh/k εs/k v* z
Methan 4,14302 0 0 -42,3 -0,0131811 10,251 12
Ethan 5,68647 0 0 -62,0351 -0,0138209 10,251 12
Propan 7,22992 0 0 -69,0011 -0,0087 10,251 12
Pentan 10,3168 0 0 -74,3976 0,00440094 10,251 12
Hexan 11,85953 0 0 -78,3976 0,00440094 10,251 12
Heptan 13,40298 0 0 -81,15 0,00440094 10,251 12
Oktan 14,84643 0 0 -83,45 0,00440094 10,251 12[
εh
]
= J [εs] = J/K [v∗] = cm3/mol
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Abweichungsdiagramm Flüssigvolumen
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Abbildung 5.5: Relative Abweichung des Flüssigvolumens für unterschiedli-
che Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
entspricht und deshalb auch nicht dargestellt wurde. Bei den Geometrieparametern r
und v∗ sind die Korrelationen eindeutiger abzulesen. Da bei den Berechnungen ohne
Volumentranslation auf ein konstantes Zellvolumen für jeden verwendeten Reinstoff
zurückgegriffen wurde, wurde bei der Anpassung des Größenparameters r Wert dar-
auf gelegt, dass eine plausible Relation zwischen der realen Molekülgröße und der
Segmentanzahl r wiederzufinden ist. Tatsächlich konnte dieser Zusammenhang (vgl.
Abbildung 5.7) mit einer fast perfekten Geraden erreicht und so das nahezu lineare
Wachstum eines Alkans zum nächst größeren durch inkrementelles Hinzufügen von
zusätzlichen CH2-Gruppen mit einer gleichmäßigen Steigung realisiert werden.
Bei den Berechnungen mit Volumentranslation wurde zusätzlich der Zellgrößenpara-
meter zur Anpassung freigegeben. In diesem Fall kann sich jetzt ein Verhältnis zwi-
schen der Segmentzahl r und dem Zellvolumen v∗ derart einstellen, dass das Pro-
dukt r · v∗ in einen sinnvollen Zusammenhang zur realen Molekülgröße zu bringen
ist. Wie in Abbildung 5.6 zu erkennen, stellte sich der zuvor beschriebene lineare Zu-
sammenhang des Größenwachstums auch hier ein. Ein Vergleich der beiden kombi-
nierten Größen rv∗ in den Fällen mit bzw. ohne Volumentranslation zeigt allerdings,
dass das Molekülvolumen bei durchgeführter Volumentranslation tendenziell etwas
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Abbildung 5.6: Korrelation der gefitteten Parameter zu den Reinstoffen. Die
zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
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Parameterkorrelation ohne Volumentranslation
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Abbildung 5.7: Korrelation der gefitteten Parameter zu den Reinstoffen. Die
zu Grunde liegenden Parameter sind in Tab. 5.2 zu finden.
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größer berechnet wird als in dem anderen Fall, was in einen Zusammenhang mit der
Volumentranslation gestellt wird.
5.2 Mischungen
Im Anschluss an die Berechnungen für die einzelnen Reinstoffe wurden Mischungs-
rechnungen durchgeführt, wobei der eine Mischungspartner immer Methan und der
andere Mischungspartner ein jeweils anderes Alkan der zuvor angepassten Reinstoffe
war.
5.2.1 MISCHUNGSREGEL FÜR DAS GITTERVOLUMEN
Bei den Berechnungen der Mischungen aus Heggen (2003) wurde auf die Einführung
einer Mischungsregel für das Gitterplatzvolumen bewusst verzichtet. Dies wurde
insbesondere dadurch erreicht, dass für alle verwendeten Reinstoffe der gleiche Wert
für dasmittlere Gitterplatzvolumen v∗ = 8,4 cm3/mol benutzt wurde. Dennoch zeigte
sich bereits dort, dass eine individuelle Anpassung des Gitterplatzvolumens zu einer
besseren Darstellung des jeweiligen Reinstoffes führte. Aus diesem Grund wurde bei
den Anpassungsrechnungen für die reinen Alkane ebenfalls der Parameter v∗ (vgl.
Tabelle 5.1) zur Anpassung freigegeben. Diese Freigabe des Parameters v∗ führt nun
dazu, dass eine Mischungsregel für eben diesen Parameter benötigt wird. Dazu wird
auf einen Vorschlag von Panayiotou (1987) zurückgegriffen, gemäß dem gilt
v∗ = ϕ21v
∗
1 + 2ϕ1ϕ2v
∗
12 + ϕ
2
2v
∗
2 (5–4)
ϕi =
riNi
rN
=
rixi
∑i>0 rixi
(5–5)
v∗12 = ξ12
(
v∗1/31 + v
∗1/3
2
2
)3
(5–6)
Die neue Gitterplatzgröße v∗ wird mittels der Gleichungen (5–4), (5–5) und (5–6) aus
den Gitterplatzvolumina v∗i der jeweiligen Reinstoffe sowie deren Gitterplatzanteilen
ϕi bestimmt. Durch die Größe ξ12 wird dabei noch ein weiterer Freiheitsgrad, also ein
zusätzlicher dritter binärer Parameter bei der Anpassung zur Verfügung gestellt.
Weiterhin wurde bei den Gemischrechnungen der Volumentranslationsparameter des
jeweiligen Reinstoffs linear in die Berechnung mit einbezogen und und so ein gewich-
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Tabelle 5.3: Methan-Ethan, mit individueller Temperaturanpassung, ohne
Volumentranslation. Die zugehörigen Reinstoffparameter sind in Tabelle 5.2
aufgeführt.
T/K 189,65 199,93 227,59 250
εh12/k 67 70 76,08 81
εs12/k -0,11 -0,11 -0,11 -0,11
ξ12 0,61 0,61 0,61 0,61[
εh
]
= J [εs] = J/K
Methan-Ethan
teter Translationsparameter bestimmt, der anstelle des zuvor verwendeten Reinstoff-
Volumentranslationsparameters eingesetzt wird
c =∑
i
ci · xi (5–7)
5.2.2 MISCHUNGEN VON METHAN MIT N-ALKANEN
Bei den durchgeführten Anpassungsrechnungen für die Mischungen wurden im We-
sentlichen vier Varianten untersucht. In diesem Rahmen wurden Berechnungen für
die Systeme Methan-Alkan durchgeführt, also für Mischungen von Methan mit den
jeweils anderen Alkanen bis Oktan. Dabei wurde eine Auswahl von Isothermen ge-
troffen, die zum Teil unterkritisch und zum Teil überkritisch sind. Diese Isothermen
wurden dann einmal mit einem jeweils individuellen Parametersatz angepasst sowie
alternativ auch mit einem einzelnen gemeinsamen Parametersatz für alle Isothermen
der jeweiligen Mischung. Als weitere Variante wurde zusätzlich der Einfluss des Vo-
lumentranslationsparameters c zum Vergleich dargestellt.
In den Abbildungen 5.8 – 5.11 ist für jede der vier durchgeführten Berechnungsvarian-
ten jeweils ein Beispieldiagramm für das System Methan-Ethan dargestellt. Auch bei
den Mischungsrechnungen wurde, wie zuvor bei den Reinstoffen, auf die vollständi-
ge Wiedergabe aller Diagramme der berechneten Daten verzichtet, da auch hier die
Anpassungsqualität für alle verwendeten Systeme nahezu äquivalent ist.
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Abbildung 5.8: Verschiedene Isothermen der Mischung Methan-Ethan. Indi-
viduelle Anpassung der Isothermen ohne Volumentranslation bei den Rein-
stoffen. Die zugehörigen Mischungsparameter sind in Tabelle 5.3 zu finden.
Referenzdaten entnommen ausWichterle und Kobayashi (1972); Davalos et al.
(1976).
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Abbildung 5.9: Verschiedene Isothermen der Mischung Methan-Ethan. Ge-
meinsame Anpassung aller Isothermen mit einem Parametersatz ohne Vo-
lumentranslation bei den Reinstoffen. Die zugehörigen Mischungsparameter
sind in Tabelle 5.4 zu finden. Referenzdaten entnommen aus Wichterle und
Kobayashi (1972); Davalos et al. (1976).
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Abbildung 5.10: Verschiedene Isothermen der Mischung Methan-Ethan. Indi-
viduelle Anpassung der Isothermen mit Volumentranslation bei den Reinstof-
fen. Die zugehörigen Mischungsparameter sind in Tabelle 5.5 zu finden. Re-
ferenzdaten entnommen aus Wichterle und Kobayashi (1972); Davalos et al.
(1976).
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Abbildung 5.11: Verschiedene Isothermen der Mischung Methan-Ethan. Ge-
meinsame Anpassung aller Isothermen mit einem Parametersatz und zusätz-
licher Volumentranslation bei den Reinstoffen. Die zugehörigen Mischungs-
parameter sind in Tabelle 5.6 zu finden. Referenzdaten entnommen aus Wich-
terle und Kobayashi (1972); Davalos et al. (1976).
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Tabelle 5.4: Angepasste Gemischparameter Methan-Alkan, gemeinsame An-
passung der jeweiligen Isothermen eines Systems, ohne Volumentranslation.
Die zugehörigen Reinstoffparameter sind in Tabelle 5.2 aufgeführt.
Stoffgemisch εh12/k ε
s
12/k ξ12
Methan-Ethan 81,00 -0,15 0,6
Methan-Propan 84,01 -0,145 0,61
Methan-Pentan 83,78 -0,11422 0,6
Methan-Hexan 96,8 -0,1543 0,6
Methan-Heptan 110,5 -0,14 0,3
Methan-Oktan 100,5 -0,1725 0,85[
εh
]
= J [εs] = J/K
Tabelle 5.5: Methan-Ethan, mit individueller Temperaturanpassung, mit
Volumentranslation. Die zugehörigen Reinstoffparameter sind in Tabelle 5.1
aufgeführt.
T/K 189,65 199,93 227,59 250
εh12/k 69 73 75,21 77
εs12/k -0,1 -0,11 -0,11 -0,11
ξ12 0,6 0,6 0,71 0,8[
εh
]
= J [εs] = J/K
Methan-Ethan
Tabelle 5.6: Angepasste Gemischparameter Methan-Alkan, gemeinsame An-
passung der jeweiligen Isothermen eines Systems, mit Volumentranslation.
Die zugehörigen Reinstoffparameter sind in Tabelle 5.1 aufgeführt.
Stoffgemisch εh12/k ε
s
12/k ξ12
Methan-Ethan 74,24 -0,105 0,6
Methan-Propan 82 -0,1125 0,6
Methan-Pentan 113 -0,078 0,6
Methan-Hexan 102 -0,134 0,6
Methan-Heptan 123,5 -0,105 0,3
Methan-Oktan 110,625 -0,1 0,95[
εh
]
= J [εs] = J/K
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5.3 Fazit der Anpassungsrechnungen für Alkane
Zusammenfassend lässt sich sagen, dass eine ausreichende Darstellung insbesonde-
re der Dampfdruckkurve der Reinstoffe für die überprüften Szenarien erzielt wer-
den konnte. Im Falle der durchgeführten Volumentranslation ist es sogar möglich,
die Dampfdruckkurve noch etwas genauer zu modellieren. Durch die von der Gitter-
Zustandsgleichung vorgegebene Glockenform der Gleichgewichtskurve ist eine si-
multane gleich gute Anpassung sowohl an die Tau- als auch an die Siededichten nicht
möglich und wurde bereits von Heggen (2003) für eine Reihe von einfachen Beispiel-
substanzen diskutiert. Zur Bestimmung der optimalen Reinstoffparameter wurde im
Rahmen dieser Arbeit ein Softwarepaket entwickelt, welches, konkret auf die Anforde-
rungen der Gitter-Zustandsgleichung zugeschnitten, die Ermittlung dieser Parameter
sicher und komfortabel ermöglicht. Der derzeitige Entwicklungsstand des Programm-
pakets erlaubt allerdings lediglich die Anpassung von Reinstoffdaten, nicht jedoch
von Mischungsdaten.
Bei den durchgeführten Mischungsrechnungen wurden vier mögliche Situationen
überprüft. Zum einen wurden die ausgewählten Isothermen der jeweiligen Mischung
jede einzeln mit einem eigenen Parametersatz an die experimentellen Daten ange-
passt. Zum anderen wurde versucht, diese Isothermen über einen einheitlichen Para-
metersatz wiederzugeben. Darauf aufbauend wurde dann noch eine Variation durch-
geführt, bei der für die verwendeten Reinstoffe Parameter verwendet wurden, die ein-
mal ohne und einmal mit einer Volumentranslation gewonnen wurden.
Die Ergebnisse dieser Mischungsrechnungen präsentieren sich uneinheitlich. Obwohl
zu erwarten gewesen wäre, dass eine individuelle Anpassung der einzelnen Iso-
thermen unter gleichzeitiger Verwendung volumentranslatierter Reinstoffparameter
zu dem besten Ergebnis führt, ist dies zwar in den meisten Fällen aber eben nicht
unter allen Umständen erreichbar. Ebenso wäre zu erwarten gewesen, dass nicht-
volumentranslatierte Reinstoffparameter in Verbindung mit einer gleichzeitigen ge-
meinsamen Parameteranpassung aller in der jeweiligen Mischung verwendeten Iso-
thermen zu dem schlechtesten Modellierungsergebnis führen. Aber hier konnte teil-
weise eine bessere Darstellung erreicht werden. Ebensowenig kann der Vergleich zwi-
schen volumentranslatierten und nicht-volumentranslatierten Reinstoffparametern,
trotz besserer Wiedergabe der Reinstoffdampfdrücke bei der Volumentranslation, zu
einer eindeutigen Aussage zugunsten der Volumentranslation führen. Eine eindeuti-
gere Tendenz ist jedoch bei der Verwendung von unter- bzw. überkritischen Isother-
men zu erkennen. Die unterkritischen Isothermen können über weite Bereiche mit
einer besseren Genauigkeit modelliert werden als die überkritischen Isothermen und
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das auch über die verschiedenen verwendeten Stoffe hinweg.
Insgesamt lässt sich zusammenfassen, dass es möglich ist, mit der Multi-Segment
Gitter-Zustandsgleichung für isotrope Oberflächen die Dampfdruckkurve der ver-
wendeten Reinstoffe ausreichend zumodellieren. Für die gleichzeitige Anpassung der
Tau- und Siededichten sowie für die untersuchten Mischungen erfolgt die Beschrei-
bung eher in einem unzureichenden Maße.
Die erforderlichen Gleichgewichtsberechnungen für die Mischungen sind durchgän-
gig mit dem ThermoC-Programmpaket von Prof. U. K. Deiters, Köln in der Version
3.6 durchgeführt worden. Trotz des hohen Entwicklungsstandes dieses Programm-
pakets ist es vornehmlich auf die Verwendung von kubischen Zustandsgleichun-
gen hin optimiert, was den Einsatz einer nicht-kubischen Zustandsgleichung wie der
Gitter-Zustandsgleichung zwar nicht unmöglich macht, jedoch vor einige zusätzliche
Schwierigkeiten stellt. So war in vielen Fällen nicht immer eine automatisierte Op-
timierung aller Gitter-Parameter möglich, und die notwendigen Parameter mussten
durch Variationen "von Hand" gefunden werden. Die auf diese Weise mühsam er-
mittelten Parameter beinhalten somit ein großes Unbestimmtheitspotential und spie-
geln lediglich den Versuch wider, ein brauchbares Ergebnis durch "manuelle Optimie-
rung" zu erreichen. Vor diesem Hintergrund relativieren sich die Ergebnisse der An-
passungsrechnungen dahingehend, dass möglicherweise, nach spezieller Anpassung
des ThermoC-Pakets, zuverlässigere und somit aussagekräftigere Parameter für die
Gitter-Zustandsgleichung zur Verfügung stehen und sich dadurch die zu erwarten-
den Trends der durchgeführten Variationen erhärten lassen. Die Anwendung von Zu-
standsgleichungen, die auf Gittermodellen basieren, ist nach allgemeiner Auffassung
in der Literatur jedoch vorrangig für langkettige Molekültypen gedacht, während für
die kleinen Molekültypen eher die konventionellen und einfacher zu verwendenden
kubischen Zustandsgleichungen geeignet sind.
Ein Beispiel für die Variationsbandbreite einer manuellen Optimierung, wie sie zuvor
beschrieben wurde, ist in Abbildung 5.12 dargestellt, und die zugehörigen Parameter
sind in Tabelle 5.7 aufgelistet. Vier verschiedene Varianten zur Anpassung dieser Mi-
schungwurden durchgeführt, und es wurde in diesem Beispiel ausschließlich der Ent-
halpieparameter εh12 variiert. Leichte Veränderungen der anderen Parameter, die hier
nicht dargestellt wurden, führten ebenfalls zu größeren Veränderungen in der Darstel-
lung. Mittels dieses Beispiels soll exemplarisch verdeutlicht werden, dass bereits mä-
ßige Veränderungen der Parameter zu einer deutlichen Verbesserung oder Verschlech-
terung derWiedergabequalität führen können und dass somit eineWeiterentwicklung
des ThermoC Programmpakets zur Behandlung der Gitter-Zustandsgleichung unbe-
dingt erforderlich wird, sofern weitere Rechnungen in dieser Kombination durchge-
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Tabelle 5.7: Verschiedene Varianten der Mischung Methan–Ethan ohne
Volumentranslation. Die zugehörigen Reinstoffparameter sind in Tabelle 5.2
aufgeführt.
Variante 1 2 3 4
εh12/k 67 70 76,08 81
εs12/k -0,11 -0,11 -0,11 -0,11
ξ12 0,61 0,61 0,61 0,61[
εh
]
= J [εs] = J/K
Methan–Ethan
führt werden sollen. Eine manuelle Optimierung ist extrem aufwendig und führt in
den wenigsten Fällen zu ausreichenden Ergebnissen.
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Abbildung 5.12: Vergleich verschiedener Parametersätze für eine einzelne Iso-
therme der Mischung Methan–Ethan. Die zugehörigen Parameter sind in Ta-
belle 5.7 zu finden. Referenzdaten entnommen aus Wichterle und Kobayashi
(1972); Davalos et al. (1976).

VI
Zusammenfassung, Fazit und Ausblick
Ziel dieser Arbeit war die analytische Betrachtung und der Vergleich von Zustands-
gleichungen, die auf dem Gittermodell für Fluide beruhen sowie die beispielhafte An-
wendung dieser Gleichungen auf einfache Molekültypen. Zu dem Zweck der Model-
lanpassung, also der numerischen Optimierung der Zustandsgleichungsparameter,
wurde im Rahmen dieser Arbeit ein Computerprogramm entwickelt, welches speziell
auf die Eigenschaften einer Gitter-Zustandsgleichung zugeschnitten ist.
Nach einer kurzen Einführung in die grundlegenden Gleichungen und Konzepte der
Gleichgewichtsthermodynamik für Reinstoffe und Mischungen wurde in der Folge
die grundsätzliche Konzeption von Zustandsgleichungen skizziert.
ImAnschluß daran folgte die Beschreibung der allgemeinen grundlegenden Ideen von
Gittermodellen sowie von deren Vor- und Nachteilen. Ferner wurde eine Reihe älterer,
auf Gittertheorien basierender Modelle vorgestellt, um letztendlich darauf aufbauend
eine Gitter-Zustandsgleichung rigoros herzuleiten.
Im Rahmen der Herleitung dieser Gitter-Zustandsgleichung wurde ausführlich auf
das damit verbundene Konzept der lokalen Zusammensetzungen und auf den Zu-
sammenhang mit den Zustandssummen eingegangen. Für die sich daraus ergeben-
den quasichemischen Gleichungen zur Bestimmung dieser lokalen Kontakte wurden
Lösungswege sowohl für binäre Mischungen als auch für den allgemeinen Fall von
multikomponenten Mischungen dargestellt.
Es wurde die Herleitung einer Gitterzustandsgleichung für kugelförmige Modellmo-
leküle mit isotroper Oberfläche beschrieben, die in dieser Form als die quasichemische
Zustandsgleichung im Guggenheim’schen Sinne bezeichnet werden kann. Anschlie-
ßend wurde das Modell sukzessiv erweitert. Aufbauend auf dieser ersten quasiche-
mischen Zustandsgleichung wurden Modellergänzungen sowohl für die Struktur der
Molekülmodelle als auch für die gegenseitigen Wechselwirkungen zwischen den Mo-
lekülen erarbeitet. Innerhalb der Strukturerweiterungen wurden die bislang verwen-
deten kugelförmigen Molekülmodelle auf kettenförmige (gestreckte oder verwunde-
ne) Modelle erweitert, die aus Volumensegmenten zusammengesetzt sind. Als Ergän-
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zung zu den etablierten in vorhergehenden Abschnitten diskutierten gitterbasierten
Zustandsgleichungen lässt die hier hergeleitete Gitter-Zustandsgleichung zusätzlich
Ringbildungen zwischen den Volumen- bzw. Oberflächensegmenten über einen wei-
teren Strukturparameter l zu. Im Bereich der Wechselwirkungen wurde die einförmig
isotrop wechselwirkende Oberfläche auf die Verwendung von Oberflächensegmen-
ten erweitert. Dadurch wurde die Möglichkeit geschaffen, die gesamte wechselwir-
kende Oberfläche aus einzelnen unterschiedlich wechselwirkenden Oberflächenseg-
menten zusammenzustellen. Im Rahmen dieser Aufteilung der Oberfläche ergeben
sich zwangsläufig lokale Kontakte zwischen den Oberflächensegmenten der verschie-
denen Moleküle. Zur Bestimmung dieser mittleren lokalen Kontaktzahlen wurde die
Näherung der Unabhängigkeit der Kontakte untereinander eingeführt, was zum Kon-
zept der Free Segment Approximation führte, einer Verallgemeinerung der quasiche-
mischen Gleichungen. Für die Zustandsgleichung wurde aufgrund der vorgenannten
Eigenschaften der Name Multi-Segment Gitter-Zustandsgleichung eingeführt.
Diese Multi-Segment Gitter-Zustandsgleichung wurde mit anderen gitterbasierten
Zustandsgleichungen auf analytischer Ebene verglichen. Als Ergebnis dieses Ver-
gleichs lässt sich zusammenfassen, dass sich alle untersuchten gitterbasierten Zu-
standsgleichungen auf eine einzige gemeinsame Basis verdichten lassen, wenn die
Randbedingungen, die für die unterschiedlichen Zustandsgleichungen gewählt wer-
den, vereinheitlicht werden.
Der Einsatz der Multi-Segment Gitter-Zustandsgleichung ist in verschiedenen Va-
rianten möglich. Obwohl sie letztendlich für segmentweise strukturierte Moleküle
mit beliebigen Oberflächenwechselwirkungen konzipiert ist, lässt sie sich trotzdem
leicht auch auf isotrope Oberflächen mit einförmigen Wechselwirkungen reduzieren.
Für diese reduzierte Form der Gitter-Zustandsgleichung wurden als weiterer Schritt
zur Überprüfung der Anwendbarkeit der Zustandsgleichung Beispielrechnungen für
Reinstoffe undMischungen durchgeführt. Zunächst wurden einfache kleine Moleküle
wie Argon, Krypton und Sauerstoff als Vergleichsstoffe herangezogen. Für diese Stoffe
sollte die Zustandsgleichung zeigen, dass sie für näherungsweise kugelförmige Mole-
küle mit isotroper Oberfläche ausreichend gute Ergebnisse, insbesondere bei der Be-
rechnung von Phasengleichgewichten, erbringen kann. Die Ergebnisse dieser Unter-
suchungen wurden ausführlich in Heggen (2003) dargestellt. Um den Struktureinfluss
der Volumensegmente systematischer untersuchen zu können, wurde die Zustands-
gleichung in der Folge auf die homologe Reihe der Alkane, angefangen vom kleinen,
kugelförmigen Methan bis hin zum deutlich elongierten Oktan, angewendet. Auch
hierbei wurden die Gleichgewichtsrechnungen für die Phasengleichgewichte sowohl
für die Reinstoffe als auch für eine Auswahl dazu korrespondierender Mischungen
durchgeführt und bewertet.
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Die Leistungsfähigkeit der Multi-Segment Gitter-Zustandsgleichung in der hier an-
gewandten Form für strukturierte Moleküle mit isotroper Oberfläche ist im Rahmen
der verwendeten Reinstoffe nach Auswertung der numerischen Ergebnisse als nicht
konkurrenzfähig zu den beliebten undweit verbreiteten kubischen Zustandsgleichun-
gen zu bewerten. Während die letztgenannten Gleichungen in der Regel mit drei an-
passbaren Parametern und einem einfacheren Berechnungsalgorithmus auskommen,
sind je nach durchgeführter Berechnungsvariante für die Gitter-Zustandsgleichung
zwischen drei und sechs Parameter erforderlich. Als Grund für die vergleichsweise
schlechte Anpassbarkeit der Parameter könnte das verwendete Wechselwirkungsmo-
dell verantwortlich sein. Bei den hier untersuchten Zustandsgleichungen wurde aus-
schließlich ein Kontaktmodell zur Beschreibung der Wechselwirkungen gewählt. Bei
diesem Modell interagieren nur solche Oberflächensegmente miteinander, die sich als
direkte Nachbarn ohne jeglichen Zwischenraum auf dem Gitter wiederfinden. So ist
zum Beispiel zu erklären, warum einerseits das ideale Gas sowie andererseits die dich-
ter gepackte flüssige Phase relativ gut beschreibar sind, aber der Zwischenbereich der
näherungsweise realen Gasphase - wenn überhaupt - nur mit großer Mühe wiederge-
geben werden kann. Eingeführte empirische Erweiterungen, so die Volumentranslati-
on für die Reinstoffe sowie die Mischungsregel für das Gittervolumen bei Gemischen,
führten nicht bedingungslos zu einer Verbesserung des Gesamtverhaltens der Gitter-
Zustandsgleichung. Auch der verwendete Algorithmus für nicht-kubische Zustands-
gleichungen stellt eine zusätzliche Herausforderung zur Gleichgewichtsberechnung
dar, da insbesondere für die Mischungsrechnungen eine Konvergenz nur mit hohem
Aufwand erreicht werden konnte. Aus diesen Gründen ist die Verwendung einer spe-
zialisierten kubischen Zustandsgleichung in solchen Fällen vorzuziehen, in denen die
Reproduktion exakter Referenzdaten kleinerer Molekültypen gefordert ist.
Die Stärke der Multi-Segment Gitter-Zustandsgleichung ist vermutlich eher darin zu
sehen, dass sie die Möglichkeit bietet, anisotrope Oberflächensegmente in eine klassi-
sche gitterbasierte Zustandsgleichung zu integrieren und so die Behandlung unpola-
rer und wasserstoffbrückenbildender Komponenten zukünftig prinzipiell ermöglicht.
Außerdem ist eine solche Zustandsgleichung konzeptionell darauf vorbereitet, ins-
besondere auch langkettige und größere Molekültypen zu behandeln. Die erforderli-
chen Wechselwirkungen und Geometrieparameter werden im vorliegenden Stadium
durch die empirische Anpassung der benötigten Parameter an die Referenzdaten er-
mittelt. Die experimentelle computergestützte Bestätigung dieser Vermutung steht je-
doch noch zur Bearbeitung aus und könnte Gegenstand zukünftiger Untersuchungen
sein.
Durch den ausführlich dargestellten Zusammenhang zwischen den quasichemi-
schen Gleichungen, der GEQUAC-Gruppenbeitragsmethode sowie insbesondere der
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COSMO/RS-Methode eröffnet sich außerdem auf sehr elegante Weise das Potential
zur Anwendung quantenchemischer Methoden hinsichtlich der Bestimmung vonMo-
lekülwechselwirkungen. Damit verlässt die Multi-Segment Gitter-Zustandsgleichung
bezüglich der Wechselwirkungen den Bereich der empirischen Zustandsgleichungen
und erschließt so den Bereich der prädiktiven Modelle. Konzeptionell ist sie da-
durch sogar den durchaus erfolgreichen Gruppenbeitragsmethoden überlegen, die
zumindest in einer Trainingsphase auf Referenzdaten angewiesen und nur sehr be-
dingt auf Stoffdaten außerhalb der Trainingsreferenzdaten zu extrapolieren sind. Die-
se Trainingsphase entfällt durch die Anwendung der COSMO/RS-Methode vollstän-
dig, und die Gitter-Zustandsgleichung ist auf jeden Stoff und jedes Stoffsystem an-
wendbar, solange für diese Stoffe und Systeme die erforderlichen quantenchemischen
Rechnungen bereits durchgeführt wurden und deren Ergebnisse zur Verfügung ste-
hen.
Darüberhinaus bietet die Multi-Segment Gitter-Zustandsgleichung, aufgrund der
konsequenten Trennung von repulsivem und attraktivem Anteil, auch die Möglich-
keit, den Bereich der gitterbasierten Zustandsgleichungen zu verlassen. Es wäre mög-
lich, den Repulsionsanteil, der eine gitterbasierte Zustandsgleichung insbesondere be-
stimmt, durch nahezu beliebige andere Hartkugelterme zu ersetzen. Dadurch können
die strukturellen Schwächen des Gitteransatzes überwunden werden. Sollten hier je-
doch z.B. empirische Hartkugelterme verwendet werden, die unter Umständen eine
weitere Anzahl an Parametern in die Gleichung einführen, ist der Vorteil eines rein
prädiktiven Modells verloren. Als weitere Option wäre außerdem denkbar, den Git-
teransatz, der sich für dichte Phasen als brauchbar herauszustellen scheint, mit einem
Realgasmodell, bspw. einer Virialgleichung für die Gasphase, zu kombinieren. Eine
solche kombinierte Zustandsgleichung wäre dann zwar nicht mehr in sich konsistent,
da für die jeweilige Phase ein eigenes Modell zum Tragen käme, sie könnte aber den-
noch in der Beschreibung des Gesamtsystems erfolgreicher sein als die alleinige Ver-
wendung eines Gittermodells. Ein solch kombiniertes Modell wird allerdings in der
Nähe des kritischen Punktes in Schwierigkeiten kommen, da hier die Inkonsistenzen,
bedingt durch die Verwendung verschiedener Modelle, offensichtlich werden.
DieMulti-Segment Gitter-Zustandsgleichung kann somit nach Ausschöpfung der auf-
geführten Optimierungspotentiale möglicherweise eine Alternative zu den klassi-
schen Zustandsgleichungen darstellen. Dies ist insbesondere durch den hohen Grad
an Flexibilität sowie die potentielle konsequente Umsetzung quantenchemischer Me-
thoden begründet, die die Entwicklung einer wahrhaft prädiktiven Zustandsglei-
chung erlauben.
AErstellung eines Computerprogramms zur
Berechnung von Phasengleichgewichten mit
Hilfe von Zustandsgleichungen (VLEProx)
Die im Rahmen des Kapitels 2 vorgestellten Gleichungen und insbesondere die im
Zusammenhang mit Zustandsgleichungen häufig verwendete Beziehung (2–14) ver-
langen zur Lösung einen iterativen Algorithmus. Ein solcher Algorithmus kann bei-
spielsweise die Aufgabe haben, den Dampfdruck sowie die Siede- und Taudichten
eines vorgegebenen Reinstoffes numerisch zu bestimmen.
Ein möglicher Ablaufplan für einen solchen Algorithmus ist in Abbildung A.1 dar-
gestellt (vgl. Pfennig et al. (2000)). Dabei ist es erforderlich, zunächst die Temperatur
vorzugeben, zu welcher der zugehörige Dampfdruck bzw. die Siede- und Taudich-
ten bestimmt werden sollen. Außerdem wird die ausgewählte Zustandsgleichung mit
den entsprechenden Parametern vorgegeben. Die Parameter sollten dabei bereits sehr
genau den Parametern des gewünschten Reinstoffs entsprechen. Im folgenden Schritt
wird dann überschlagsmäßig, zum Beispiel aus einer Schätzung mittels der kritischen
Daten, ein erster Wert für den Sättigungsdruck bestimmt. In Abhängigkeit von diesem
Sättigungsdruck ps und der vorgegebenen Temperatur T können dann die zugehöri-
gen Sättigungsdichten ρv sowie ρl und aus diesen dann wiederum die Fugazitäts-
koeffizienten φv und φl berechnet werden. Entsprechend der Isofugazitätsbedingung
sollten diese beiden Fugazitätskoeffizienten gleich sein. Ist dies nicht der Fall, so wird
in Abhängigkeit von der Differenz der Fugazitätskoeffizienten ein neuer Dampfdruck
bestimmt, und eine neue Iterationsschleife wird erforderlich. Ist die Abweichung zwi-
schen den Fugazitätskoeffizienten entsprechend einer vorgegebenen Schwelle ε klein
genug, kann der Iterationsvorgang abgebrochen und der Druck sowie die Dichten als
Ergebnis ausgegeben werden.
Im Falle kubischer Zustandsgleichungen ist die Bestimmung der Siede- und Taudich-
ten bzw. -volumina besonders einfach, da hier zur Berechnung mit den Cardanischen
Formeln ein direktes Lösungsverfahren zur Bestimmung der bis zu drei reellen Lösun-
gen angewendet werden kann. Kommen jedoch nicht-kubische Zustandsgleichungen
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zur Anwendung, wird der Einsatz eines aufwendigeren Algorithmus erforderlich, wie
er zumBeispiel bereits von Topliss et al. (1988) vorgeschlagenwurde. Dieser entsprich-
tim Wesentlichen einer gewöhnlichen Kurvenanalyse.
Die eigentliche Aufgabe des vorgestellten Algorithmus’ besteht darin, Funktionsin-
tervalle zu bestimmen, für die sichergestellt ist, dass innerhalb eines Intervalls aus-
schließlich eine einzige Nullstelle zu finden ist. Dies ist eine Voraussetzung für die An-
wendung numerischer Nullstellenverfahren wie z.B. demNewton Verfahren, da diese
Löser immer nur eine Nullstelle pro Intervall bestimmen können. Existieren mehrere
Nullstellen innerhalb eines Intervalls, wird, je nach vorgegebenem Startwert, die ei-
ne oder andere, aber immer nur eine Nullstelle bestimmbar sein. Weiterhin bietet das
Newton Verfahren nicht unmittelbar die Möglichkeit festzustellen, wieviele Nullstel-
len in einem Intervall zu finden sind.
Der zugehörige Ablaufplan des Topliss-Algorithmus’ wird in Abbildung A.2 aufge-
zeigt. Abbildung A.3 dient der anschaulichen Darstellung der möglichen Kurventy-
pen, die bei der Bestimmung der gesuchten Sättigungsdichten eine Rolle spielen kön-
nen.
Zur Bestimmung der Sättigungsdichten ist die Vorgabe der Temperatur sowie des Sät-
tigungsdruckes bindend. Außerdem wird die Angabe der Intervallgrenzen für den
Dichtebereich benötigt. Im ersten Schritt werden diese auf ρu = 0 und ρo = ρmax
gesetzt. ρmax bestimmt sich dabei aus der maximalen Packungsdichte des jeweiligen
Stoffes. ImWesentlichen sind drei Typen von Kurven in Abhängigkeit der Temperatur
möglich. Ist die vorgegebene Temperatur unterhalb der kritischen Temperatur Tc, ist
die Kurve vom Typ I. Bei einer Temperatur oberhalb der kritischen Temperatur, aber
unterhalb der sog. Boyle-Temperatur TBoyle, ist die Kurve vom Typ II. Bei einer Tempe-
ratur deutlich oberhalb der kritischen Temperatur und außerdem oberhalb der Boyle-
Temperatur nimmt die Kurve den Typ III an (vgl. Abbildung A.3). Die Bestimmung
des Kurventyps ist über die Ermittlung der Extrempunkte bzw. des Wendepunktes
der Zustandsgleichung möglich. Diese Punkte können wiederum über eine Nullstel-
lenbestimmung der entsprechenden Ableitungen in geeigneten Intervallen mit jeweils
nur einer Nullstelle berechnet werden. Dabei ist die erforderliche Ableitung der Zu-
standsgleichung nach der Dichte in der Regel numerisch über Differenzenquotienten
zu ermitteln. Bei der Bestimmung des Kurventyps wird folgender Lösungsweg einge-
schlagen: Hat die zweite Ableitung der Zustandsgleichung nach der Dichte ∂2p/∂ρ2
an der Stelle ρu = 0 einen positiven Wert, so ist sie mit Sicherheit vom Typ 3. Bei ei-
nem negativemWert ist sowohl der Typ I als auch Typ II noch möglich, da ∂2p/∂ρ2 im
Intervall [0..ρmax] genau eine Nullstelle und somit einen Wendepunkt ρw besitzt. Zur
weiteren Einschränkung des Typs wird nun die erste Ableitung ∂p/∂ρ untersucht. Ist
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der Wert dieser ersten Ableitung an der Stelle des Wendepunktes ρw positiv, so ist
die gewählte Temperatur oberhalb der kritischen Temperatur gewesen, und die Zu-
standsgleichung ist vom Typ II. Für den Fall, dass die erste Ableitung amWendepunkt
einen Wert kleiner als Null aufweist, ist die Gleichung vom Typ I, und nur für diesen
Fall existiert für den Reinstoff ein 2-Phasengebiet mit den zugehörigen Siede- und
Taudichten. Zur Berechnung dieser Dichten werden die Schnittpunkte der Zustands-
gleichung mit dem vorgegebenen Dampfdruck ps ermittelt. Dieser Vorgang besteht
ebenfalls in einer Nullstellenbestimmung mit einem numerischen Lösungsverfahren
(bspw. Newton oder Regula Falsi). Die geeigneten Intervallgrenzen für die Dichten
ergeben sich dabei aus den Werten für die Extremstellen und demWendepunkt.
Im Rahmen der Parameteroptimierung für die Zustandsgleichung stellt der zuvor be-
schriebene Ablauf zur Bestimmung des Phasengleichgewichtes jedoch nur eine innere
Iterationsschleife dar, da die Gleichgewichtsberechnung jeweils für einen fest vorge-
gebenen Parametersatz durchgeführt wird. Die Variation des Parametersatzes muss
durch eine weitere übergeordnete Iterationsstruktur abgedeckt werden. Innerhalb die-
ser äußeren Iterationsschleife werden die Abweichungen der für einen Parametersatz
berechneten Gleichgewichtsdaten von vorgegebenen Referenzdaten bestimmt und so
die Güte des aktuellen Parametersatzes ermittelt. Solange eine gewünschte Güte, die
häufig durch dasmittlere Fehlerquadrat ausgedrückt wird, noch nicht erreicht ist, wer-
den die einzelnen Parameter des Parametersatzes von einem Optimierungsalgorith-
mus weiterhin variiert. Für jede dieser Variationen muss dann in der Folge erneut der
innere Iterationsalgorithmus zur Phasenberechnung durchgeführt werden. Als Opti-
mierungsalgorithmus für das äußere System nichtlinearer Gleichung bietet sich der
Levenberg-Marquardt-Algorithmus als deterministisches Optimierungsverfahren an,
auf welches an dieser Stelle jedoch nicht näher eingegangen wird.
Ohne näher auf den Aufbau und die detaillierte Programmierung des im Rahmen
dieser Arbeit entwickelten Parameteroptimierers VLEProx einzugehen, wird an dieser
Stelle ein Überblick über die Benutzung bzw. Steuerung des Programms und die
zugehörigen Ein- und Ausgabedateien gegeben.
Als Datenformat für alle Eingabedateien wurde eine einfache Variante des XML-
Formats gewählt, da es sowohl mit jedem simplen Text-Editor (emacs, kwrite, etc.)
erstellt und gelesen werden kann, aber dennoch Möglichkeiten zur Plausibilitäts-
und Syntaxprüfung bietet. Viele Programmbibliotheken, wie die hier verwendete QT
von Trolltech, bieten außerdem die Möglichkeit, XML-Dateien auf einfachste Art und
Weise einzulesen und die Daten innerhalb des Programms zur weiteren Verarbeitung
zur Verfügung zu stellen.
Die zentrale Datei zur Steuerung des Optimierungsprogramms VLEProx ist die
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Control-Datei (*.ctl). Sie ist zeilenweise aufgebaut und beinhaltet alle Informationen,
die zur Beschreibung des Optimierungsprozesses erforderlich sind. Das Steuerwort
CTL in der ersten Datenzeile lässt erkennen, dass es sich bei dieser Datei um ei-
ne Control-Datei handelt. Als nächste Information wird der Name des verwendeten
Stoffes oder Stoffsystems sowie die Angabe gegeben, ob es sich um einen Reinstoff
oder eine Mischung handelt. In der nächsten Zeile folgt die Versionsnummer des ver-
wendeten Control-Datei-Typs, um sicherzustellen, dass diese Datei auch die richtigen
Informationen bereithält. In der Folge ist dann die sogenannte Job-Nummer zu fin-
den, die Auskunft darüber gibt, wieviele Optimierungsläufe bereits für dieses System
unternommen wurden. Mehrfache Optimierungsläufe werden immer dann erforder-
lich, wenn der Optimierer nicht auf Anhieb in der Lage ist, das globale Optimum zu
bestimmen. In solchen Fällen wird eine manuelle Variation der Startwerte erforder-
lich, um zumindest sukzessive bessere lokale Optima zu finden. Dies ist insbeson-
dere ein Problem der deterministischen Optimierungsalgorithmen (z.B. Levenberg-
Marquardt). Aus diesem Grund wurde innerhalb von VLEProx programmtechnisch
die Möglichkeit geschaffen, unterschiedliche Optimierungsverfahren für die äußere
Iterationsschleife einzusetzen. Auch der Einsatz von evolutionären Algorithmen ist
denkbar. Als statistische Optimierungsmethode bieten sie den Vorteil, aus nahezu be-
liebig gewählten Startwerten ein gutes bis sehr gutes lokales Optimum zu finden. In
Ausnahmefällen ist auch das globale Optimum auffindbar. Der Nachteil dieser Ver-
fahren ist darin zu sehen, dass sie sehr lange Laufzeiten aufweisen, und es ist nie
sichergestellt, ob das globale Optimum auch gefunden wurde. Der nächste Anwei-
sungblock der Control-Datei bestimmt, was überhaupt optimiert werden soll. Die für
ein Phasengleichgewicht charakteristischen Größen können alle gemeinsam oder auch
einzeln in beliebigen Kombinationen vorgegeben werden. Als (Haupt-)Schlüsselworte
wurden PVT für beliebige Punkte im Zustandsgebiet, CRIT für den kritischen Punkt,
sowie VLE für Punkte auf der Gleichgewichtslinie gewählt. Im Falle der VLE Punkte
kann weiterhin genauer angegeben werden, welcher Aspekt der Gleichgewichtspunk-
te bei der Optimierung berücksichtig werden soll. PS steht dabei als (Unter-) Schlüs-
selwort für den Dampfdruck, VV für das Dampfvolumen und VL für das Volumen
der flüssigen Phase. Auch hier besteht die Möglichkeit, eine beliebige Kombination
dieser Gleichgewichtsgrößen zur Optimierung freizugeben. Es muss lediglich sicher-
gestellt sein, dass, wenn VLE ausgewählt wurde, auch mindestens eine der Größen
PS, VV bzw. VL gewählt wurde. Die eigentlichen Datenpunkte werden später in ei-
ner weiteren Eingabedatei über verschiedene Zahlentupel spezifiziert. Der sich an-
schließende Abschnitt dient der Beschreibung, welche Art von Zustandsgleichung be-
nutzt werden soll. Durch den modularen Aufbau von VLEProx ist es möglich, beliebi-
ge Zustandsgleichungen zu integrieren. Neben der Gitterzustandsgleichung, die mit-
tels des Schlüsselwortes LATTICE ausgewählt werden kann, wurde zu Testzwecken
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auch die Soave-Redlich-Kwong Zustandsgleichung implementiert. Innerhalb dieses
Blockes werden dann auch die modellspezifischen Parameter namentlich und mit ih-
ren jeweiligen Startwerten in der Form Zahlenwert und physikalische Einheit angege-
ben. Nach dem Zuweisungszeichen (=) folgt noch ein Indikatorzeichen dafür, ob der
Parameter optimiert und der Zahlenwert als Startwert übernommenwerden soll, oder
ob der Parameter während des Optimierungslaufes konstant gehalten wird. Soll der
Parameter variiert werden, so muss dem Gleichheitszeichen ein Fragezeichen (?) fol-
gen. Für den Fall, dass der Parameter konstant bleiben soll, folgt dem Gleichheitszei-
chen ein Ausrufezeichen (!). In einem letzten Informationsblock wird dem Programm
mitgeteilt, wo es die eigentlichen Datenpunkte als Eingabedatei findet bzw. wohin die
Ausgabe der berechneten Werte erfolgen soll.
Neben der Control-Datei wird noch eine weitere Eingabedatei, welche die konkreten
Datenpunkte beinhaltet, benötigt. Diese Datei beginnt mit dem Steuerwort PCD, und
dies steht für Pure Component Data. In einer solchen Datei werden die entsprechen-
den Reinstoffdaten abgelegt. Auch hier folgt, wie zuvor, die Angabe einer Versions-
nummer, um die Datenkonsistenz sicherzustellen. Die nächste Datenzeile gibt dann
Auskuft über die Komponente, die in dieser Datei spezifiziert wird. Nach dem ein-
leitenden Schlüsselwort COMPONENT folgt der Name des Stoffes und die Angabe
des molaren Gewichtes dieser Substanz. Das Molgewicht wird dabei über einen Zah-
lenwert mit einer entsprechenden physikalischen Einheit angegeben. Nun können die
einzelnen Datenpunkte folgen. Auch hier wird durch die Einteilung in unterschied-
liche Blöcke zwischen den einzelnen Datenpunkttypen unterschieden. Für die zuvor
erwähnten PVT-Daten existiert ein Datenblock, der ebenfalls mit dem Schlüsselwort
PVT eingeleitet wird. Es folgt die Angabe der physikalischen Einheiten für die Ein-
zelgrößen Druck, Volumen und Temperatur. Außerdem kann jedem Datenpunkt auch
noch ein individuelles Gewicht mitgegeben werden. Damit können einzelne Daten-
punkte in ihrer Signifikanz angehoben oder abgesenkt werden. Standardmäßig erhält
jeder Datenpunkt eine neutrale Gewichtung über den Faktor Eins. Nach der Zuwei-
sung der Einheiten wird die Reihenfolge festgelegt, in welcher das Zahlentupel an-
geordnet ist. Schließlich kann eine beliebige Anzahl von Datenpunkten zeilenweise
aufgelistet werden. Die Datenblöcke zur Definition der Gleichgewichtsdaten VLE so-
wie des kritischen Punktes CRIT sind analog aufgebaut und werden deshalb nicht
gesondert erläutert.
Programmintern von VLEProx wird ausschließlich mit den Einheiten MPa für den
Druck, cm3/mol für das molare Volumen bzw. mol/cm3 für die Dichte und K für
die Temperatur gearbeitet. In den beschriebenen Eingabedateien können die Parame-
ter und Datenpunkte jedoch mit nahezu beliebigen konsistenten Einheiten versehen
werden. Die Umrechnung dieser Einheiten in die programminternen Einheiten wird
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automatisch durchgeführt.
Nach erfolgreicher Beendigung des Optimierungslaufes werden in einer Reportdatei
nach einer Wiederholung der wichtigsten Eingabedaten die mittels der ausgewählten
Zustandsgleichung berechneten Punkte zusammen mit den Referenzdaten und einer
einfachen Statistik ausgegeben. Die Ausgabedaten sind, wie zuvor die Eingabedaten,
nach Datenblöcken sortiert und durch den jeweiligen Datentyp PVT, VLE und CRIT
definiert. Sind die Abweichungen zwischen den berechneten Daten und den Referenz-
daten zufriedenstellend gering, so ist der gesamte Optimierungsvorgang erfolgreich
beendet und man hat die zu dem Reinstoff passenden Zustandsgleichungsparameter
gefunden. Sollte das Ergebnis noch nicht ausreichend sein, so kann mit veränderten
Anfangswerten manuell ein erneuter Programmlauf gestartet oder ein anderer Opti-
mierungsalgorithmus ausgewählt werden.
Zusätzlich zu der Berechnung von Reinstoffdaten wurde auch die Behandlung von
Systemen mit binären Mischungen in VLEProx implementiert. Das Programm wur-
de anhand des in Abbildung A.4 dargestellten Algorithmus’ kodiert und konnte bei
Verwendung einer kubischen Zustandsgleichung auch erfolgreich getestet werden.
Bei der Anwendung mit der Gitter-Zustandsgleichung war es jedoch in vielen Fäl-
len nicht möglich, vollständig automatisiert alle Gleichgewichtspunkte der Mischung
sicher zu bestimmen. Durch die somit verursachten Programmunterbrechungen war
eine durchgängige Parameteroptimierung mit diesem Programmpaket nicht möglich.
Da mit dem ThermoC-Paket von Deiters (2000) ein alternatives Programmpaket zur
Verfügung gestellt werden konnte, wurden die Gleichgewichtsberechnungen für die
Mischungen mit diesem System durchgeführt. Der Aufbau der Eingabedaten sowie
die Benutzung des Programms sind der zugehörigen Benutzungsanleitung zu entneh-
men und sollen hier nicht wiederholt werden. Obwohl der Algorithmus des ThermoC
Pakets ein stabiles Werkzeug zur Behandlung der inneren Iterationsschleife zur Pha-
sengleichgewichtsberechnung darstellt, so ist auch hiermit ohne weiteres keine durch-
gängig automatisierte Optimierung der Zustandsgleichungsparameter möglich. Auch
bei diesem Paket ist noch ein hoher Anteil manueller Schritte bei der Gesamtopti-
mierung erforderlich. Dies ist insbesondere dadurch begründet, dass die program-
minternen Strategien zur Parameterschätzung und Algorithmusstabilisierung offen-
bar hauptsächlich auf die Verwendung kubischer Zustandsgleichungen abgestimmt
sind. Die Anwendung des ThermoC Pakets ist damit zur Zeit für diese Zwecke eben-
falls nur eingeschränkt möglich und sollte für die Behandlung nicht-kubischer gitter-
basierter Zustandsgleichungen weiterentwickelt und überarbeitet werden.
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VLEProx Steuerung
<CTL component="Methan" type="pure" > # Systembeschreibung
<VERSION number="0.02" /> # Versionsbeschreibung fu¨r das Inputfile
<JOB number="46" /> # Nummer des aktuellen Optimierungslaufs
<ALGORITHM name="levenberg2" iprot="1" /> # Welcher Optimierungsalgorithmus soll
# verwendet werden?
<TYPEOFFIT what="PVT VLE PS VV VL CRIT " > # Welche Gro¨ßen sollen optimiert werden?
<WEIGHTS
PVT="1" # Welche Einzelgewichtung soll so
PS="1" # eine Gro¨ße im Rahmen der Gesamt-
VL="1" # optimierung erhalten?
VV="1000000"
PC="1e+06"
VC="1000"
TC="1"
/>
</TYPEOFFIT>
<MODEL name="Lattice" > # Welcher Typ von Zustandsgleichung
<PARAMETER # soll verwendet werden?
epskh11 = "! -40.983 J"
c1 = "! 7.77272 none" # Welche Startwerte sollen die
epsks11 = "! - 0.0115905 J/K" # Parameter der Zustandsgleichung fu¨r
l1 = "! 0 none" # die aktuelle Optimierung erhalten?
r1 = "! 4.59055 none"
vstern1 = "! 9.06685 cm^3/mol"
z = "! 12 none"
/>
</MODEL>
<DATA>
<DATAINPUT>
<PUREDATA file="./data/pcd/methane-pcd.xml" /> # Wo sind die Stoffdaten
</DATAINPUT> # hinterlegt?
<DATAOUTPUT>
<REPORT file="./data/reports/report-methan.txt" /> # Welche Ausgabedateien sollen
<LOG file="./data/reports/output/log.txt" /> # bei dieser Optimierung
<CSV file="./data/reports/output/grfx.txt" /> # angelegt werden?
</DATAOUTPUT>
</DATA>
</CTL>
Eingabedatei zur Steuerung der Optimierung
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VLEProx Reinstoffdaten
<!-- # Input file for methane -->
<PCD>
<VERSION number = "0.03" />
<!-- # fluid system -->
<COMPONENT name="Methane" weight="16.04 g/mol"/>
<PVT> <!-- # IUPAC Daten -->
<UNITS Wp="none" p="MPa" v="cm^3/mol" T="K" />
<DATAORDER order="Wp p v T" />
<DATA>
<p> 1.0 0.025 32844 100 </p>
<p> 1.0 0.05 36.55 100 </p>
<p> 1.0 0.1 36.55 100 </p>
<p> 1.0 0.2 36.54 100 </p>
<p> 1.0 0.5 36.52 100 </p>
<p> 1.0 1 36.49 100 </p>
<p> 1.0 2 36.43 100 </p>
<p> 1.0 5 36.25 100 </p>
<p> 1.0 10 35.96 100 </p>
<p> 1.0 0.025 39631 120 </p>
<p> 1.0 0.05 19675 120 </p>
<p> 1.0 0.1 9692 120 </p>
<p> 1.0 0.2 39.12 120 </p>
<p> 1.0 0.5 39.09 120 </p>
<p> 1.0 1 39.04 120 </p>
<p> 1.0 2 38.94 120 </p>
<p> 1.0 5 38.64 120 </p>
<p> 1.0 10 38.2 120 </p>
</DATA>
</PVT>
<VLE> <!-- # nach IUPAC -->
<UNITS p="MPa" vl="cm^3/mol" vv="cm^3/mol" T="K" />
<DATAORDER order="Wp p Wvl vl Wvv vv T" />
<DATA>
<p> 1.0 0.01767 1.0 35.898 1.0 43747 94 </p>
<p> 1.0 0.03448 1.0 36.554 1.0 23694 100 </p>
<p> 1.0 0.05143 1.0 37.018 1.0 16428 104 </p>
<p> 1.0 0.08839 1.0 37.758 1.0 10002 110 </p>
<p> 1.0 0.12263 1.0 38.283 1.0 7406.7 114 </p>
<p> 1.0 0.19193 1.0 39.125 1.0 4903.5 120 </p>
<p> 1.0 0.25230 1.0 39.725 1.0 3807.1 124 </p>
<p> 1.0 0.36804 1.0 40.695 1.0 2677.2 130 </p>
<p> 1.0 0.46439 1.0 41.394 1.0 2150.6 134 </p>
<p> 1.0 0.64191 1.0 42.538 1.0 1579 140 </p>
<p> 1.0 0.78478 1.0 43.377 1.0 1299.3 144 </p>
<p> 1.0 1.0403 1.0 44.78 1.0 982.53 150 </p>
<p> 1.0 1.2408 1.0 45.836 1.0 821.18 154 </p>
<p> 1.0 1.5916 1.0 47.66 1.0 631.89 160 </p>
<p> 1.0 1.8618 1.0 49.086 1.0 532.02 164 </p>
99
<p> 1.0 2.3269 1.0 51.673 1.0 410.92 170 </p>
</DATA>
</VLE>
<CRIT>
<UNITS pc="atm" vc="cm^3/mol" Tc="K" />
<DATAORDER order="Wpc pc Wvc vc WTc Tc" />
<DATA>
<p> 1.0 45.80 1.0 98.72 1.0 191.06 </p>
</DATA>
</CRIT>
</PCD>
Eingabedatei zur Beschreibung der Stoffdaten
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VLEProx Ausgabe
DATE: Thu Feb 17 21:25:58 2005 (START)
INPUTFILE : ./data/ctl/pure/lattice/methan_final.xml
EOS MODEL : Lattice
STOFF : Methane
Type of Fit : PVT VLE PS VV VL CRIT
Gruppengewichte:
PVT : P = 1
VLE : P = 1 RhoV = 1e+06 RhoL = 1
CRIT: P = 1e+06 Rho = 1000 T = 1
U¨bernommene Parameter aus dem Inputfile:
c1 = "! 7.77272 none"
epskh11 = "! -40.983 J"
epsks11 = "! -0.0115905 J/K"
l1 = "! 0 none"
r1 = "! 4.59055 none"
vstern1 = "! 9.06685 cm^3/mol"
z = "! 12 none"
Mittelwerte der gefitteten Daten:
P: dpmin = 0.001631 (083) dpmax = 508.078213 (014) dpmean = 18.181034
Ps: dpsmin = 0.353698 (016) dpsmax = 5.075759 (005) dpsmean = 3.248703
Vv: dvvmin = 1.974184 (016) dvvmax = 5.999941 (005) dvvmean = 4.319946
Vl: dvlmin = 0.005322 (002) dvlmax = 7.667695 (016) dvlmean = 1.752067
Pc: dpcmin = 0.050947 (001) dpcmax = 0.050947 (001) dpcmean = 0.050947
Vc: dvcmin = 15.794070 (001) dvcmax = 15.794070 (001) dvcmean = 15.794070
Tc: dTcmin = 0.052551 (001) dTcmax = 0.052551 (001) dTcmean = 0.052551
PVT - DATEN
Nr Pexp[MPa] Pcal[MPa] dP% Vexp[cm^3/mol] Texp[k]
-----------------------------------------------------------------------------------------------
001 0.0250 0.0250 +0.1931 32844.0000 100.0000
002 0.0500 0.0724 +44.8250 36.5500 100.0000
003 0.1000 0.0724 -27.5875 36.5500 100.0000
004 0.2000 0.2649 +32.4675 36.5400 100.0000
005 0.5000 0.6534 +30.6812 36.5200 100.0000
006 1.0000 1.2448 +24.4819 36.4900 100.0000
007 2.0000 2.4600 +22.9975 36.4300 100.0000
008 5.0000 6.3844 +27.6873 36.2500 100.0000
009 10.0000 13.7396 +37.3956 35.9600 100.0000
010 0.0250 0.0250 +0.0389 39631.0000 120.0000
011 0.0500 0.0500 +0.0786 19675.0000 120.0000
012 0.1000 0.1002 +0.1855 9692.0000 120.0000
013 0.2000 -0.8162 -508.0782 39.1200 120.0000
014 0.5000 -0.5663 -213.2540 39.0900 120.0000
015 1.0000 -0.1435 -114.3518 39.0400 120.0000
016 2.0000 0.7262 -63.6913 38.9400 120.0000
017 5.0000 3.5429 -29.1416 38.6400 120.0000
018 10.0000 8.3206 -16.7938 38.2000 120.0000
P: dpmin = 0.001631 (083) dpmax = 508.078213 (014) dpmean = 18.181034
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VLE - DATEN
Nr Pexp Pcal dP Vvexp Vvcal dVv Vlexp Vlcal dVl Tsexp
[Mpa] [Mpa] % [cm^3/mol] [cm^3/mol] % [cm^3/mol] [cm^3/mol] % [K]
--------------------------------------------------------------------------------------------------------------
001 0.0177 0.0171 -3.1284 43747.00 45275.4837 3.4939 35.8980 36.0160 0.3287 94.0
002 0.0345 0.0330 -4.2968 23694.00 24845.8606 4.8614 36.5540 36.5521 -0.0053 100.0
003 0.0514 0.0490 -4.7526 16428.00 17320.7060 5.4341 37.0180 36.9549 -0.1704 104.0
004 0.0884 0.0839 -5.0601 10002.00 10592.4429 5.9032 37.7580 37.6349 -0.3259 110.0
005 0.1226 0.1164 -5.0758 7406.70 7851.0976 5.9999 38.2830 38.1440 -0.3631 114.0
006 0.1919 0.1826 -4.8822 4903.50 5193.1542 5.9071 39.1250 39.0021 -0.3142 120.0
007 0.2523 0.2406 -4.6471 3807.10 4024.8349 5.7192 39.7250 39.6450 -0.2014 124.0
008 0.3680 0.3527 -4.1734 2677.20 2819.1680 5.3029 40.6950 40.7324 0.0919 130.0
009 0.4644 0.4467 -3.8038 2150.60 2257.2902 4.9609 41.3940 41.5517 0.3809 134.0
010 0.6419 0.6214 -3.1989 1579.00 1648.2978 4.3887 42.5380 42.9490 0.9662 140.0
011 0.7848 0.7630 -2.7783 1299.30 1351.0622 3.9839 43.3770 44.0133 1.4669 144.0
012 1.0403 1.0180 -2.1435 982.53 1015.8738 3.3937 44.7800 45.8558 2.4024 150.0
013 1.2408 1.2193 -1.7308 821.18 845.9701 3.0188 45.8360 47.2855 3.1624 154.0
014 1.5916 1.5733 -1.1509 631.89 647.8316 2.5228 47.6600 49.8237 4.5399 160.0
015 1.8618 1.8468 -0.8030 532.02 544.0138 2.2544 49.0860 51.8572 5.6457 164.0
016 2.3269 2.3187 -0.3537 410.92 419.0323 1.9742 51.6730 55.6351 7.6677 170.0
Ps: dpsmin = 0.353698 (016) dpsmax = 5.075759 (005) dpsmean = 3.248703
Vv: dvvmin = 1.974184 (016) dvvmax = 5.999941 (005) dvvmean = 4.319946
Vl: dvlmin = 0.005322 (002) dvlmax = 7.667695 (016) dvlmean = 1.752067
CRIT - DATEN
Nr Pcexp Pccal dPc Vcexp Vccal dVc Tcexp Tccal dTc
[MPa] [MPa] % [cm^3/mol] [cm^3/mol] % [K] [K] %
---------------------------------------------------------------------------------------------------------
001 4.6407 4.6383 -0.0509 98.7200 114.3119 15.7941 191.0600 190.9596 -0.0526
Pc: dpcmin = 0.050947 (001) dpcmax = 0.050947 (001) dpcmean = 0.050947
Vc: dvcmin = 15.79407 (001) dvcmax = 15.79407 (001) dvcmean = 15.794070
Tc: dTcmin = 0.052551 (001) dTcmax = 0.052551 (001) dTcmean = 0.052551
Reportfile mit der Ausgabe der berechneten Daten
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Abbildung A.1: Programmablaufplan zur Berechnung des Dampfdruckes ei-
nes Reinstoffs.
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Start
Vorgabe von:
Temperatur T,
Druck p,
maximale Dichte max
sowie der Phase
0p
und
mitexistiert
w
2
2
owu
w
=




=
Bestimmung der Dichten 
an den Definitionsrändern
u=0 und o=max
Wendepunkt w zwischen 
u=0 und o=max berechnen
0p
ist
w
<


=
Phase = Dampf: u=0 und o=w
Phase = Flüssigkeit: u= w und o=max
Berechne E, für das
zwischen u und o
0p
E
=


=
Phase = Dampf:
p<p(E)?
Phase = Flüssigkeit
p>p(E)?
Phase = Dampf: u=0 und o=E
Phase = Flüssigkeit: u= E und o=max
Finde , für das 
p=p() zwischen u und o
Ausgabe: 
Keine Lösung
für gewünschte
Phase !
Stop
Ja: Typ I oder Typ II
Ja: Typ I
Ja
Nein
Typ III 
Setze Grenzen
u=0 und o=max
Typ II 
Setze Grenzen
u=0 und o=max
Nein
Nein
Abbildung A.2: Programmablaufplan zur Berechnung nicht-kubischer Zu-
standsgleichungen.
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p 
[M
Pa
]
∂p
 / 
∂ρ
ρ [mol/cm3]
∂2
p 
/ ∂
ρ2
I
II
III
I
II
III
III
III
Abbildung A.3: Berechnung nicht-kubischer Zustandsgleichungen.
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Start
Vorgabe der Temperatur T, 
der Zusammensetzung xi
sowie der Zustandsgleichung und
deren Parameter
Bestimmung des Startwerts für den Dampfdruck ps,old
sowie für die Fugazitätskoeffizienten der Dampfphase φiv=1
Berechnung der neuen Dichten und 
Fugazitätskoeffizienten für die flüssige Phase
ρL(xi, T, ps,old) bzw. φiL (ρL,xi,T)
Berechnung eines verbesserten Dampfdrucks ps
sind die 
Abweichungen 
bereits klein genug?
Ausgabe der gesuchten Größen
ps, yi sowie ρV und φiv
Stop
Ja
Nein
old,sV
i
L
i
i p
f'y
⋅φ= ∑= ⋅=
N
1i
old,s
i
s p'yp
Normierung der Dampfphasenzusammensetzung
∑
=
= N
1i i
i
i
'y
'yy
Berechnung der neuen Dichten und 
Fugazitätskoeffizienten für die Dampfphase
ρV(yi, T, ps) bzw. φiV (ρV,yi,T)
ε<−
⋅ε<−
∑
=
N
1i
i
sold,ss
'y1
ppp
ps,old = ps
Abbildung A.4: Programmablaufplan zur Berechnung des Dampfdruckes ei-
ner Mischung.

BAlternative Herleitungen der quasichemischen
Gleichungen
Im Folgenden werden Ansätze und Herleitungen gezeigt, die es ebenfalls ermögli-
chen, neben dem im Abschnitt 3.2.4 präsentierten Weg, zu den sogenannten quasiche-
mischen Gleichungen als Konsequenz unabhängiger Molekülkontakte zu gelangen.
Da Gittermodelle ursprünglich größtenteils als Flüssigkeitsmodelle zur Beschreibung
von Exzessenthalpien verwendet wurden, wird sich auch dieser historische Exkurs
zunächst mit den Exzessenthalpiemodellen beschäftigen.
Es wird jedoch ausdrücklich darauf hingewiesen, dass die in diesem Abschnitt vorge-
stellten Wege keinesfalls unterschiedliche koexistierende Approximationen, sondern
ausschließlich alternative Lösungswege für immer das gleiche Problem darstellen,
nämlich die Lösung der lokalen Molekülkontakte. Die eigentliche Näherung liegt im
Postulat der Unabhängigkeit.
B.1 Modelle für die freie Exzessenthalpie
B.1.1 DIE NULLTE NÄHERUNG
- WECHSELWIRKUNGSUNABHÄNGIGE VERTEILUNG
Die Nullte Näherung geht bei der Beschreibung der lokalen Zusammensetzung zu-
nächst von einer wechselwirkungsunabhängigen Verteilung der Moleküle auf dem
Gitter aus. Das bedeutet nicht, dass die Moleküle nicht untereinander wechselwirken.
Diese Wechselwirkung soll allerdings bei der Verteilung der Moleküle keine Bedeu-
tung haben und somit keinen Einfluss auf diese nehmen. In diesem Fall können die
Ergebnisse des Abschnitts 3.2.3 zur wahrscheinlichsten Verteilung ohne weitere Er-
gänzung übernommen werden.
Mittels N12 aus Gleichung (3–26)
N12 =
N1N2z
N1 + N2
(B–1)
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lassen sich auch die anderen Besetzungszahlen bestimmen
N11 =
N21 z
N1 + N2
N22 =
N22 z
N1 + N2
und
N21
N11
=
N22
N12
=
N2
N1
(B–2)
Allgemein führt dies zu der Beziehung
xji =
Nji
zNi
=
NjNiz
NzNi
=
Nj
N
= xj (B–3)
Die lokale Zusammensetzung xji verhält sich also entsprechend der globalen Zusam-
mensetzung xj. Sie wird deshalb ’Statistische Verteilung’ oder auch ’complete random-
Verteilung’ genannt.
Zunächst soll die Entropie eines solchen Systems ermittelt werden. Da die intermo-
lekularen Wechselwirkungen ohne Bedeutung sein sollen, ist in allen Systemen, die
ein Ensemble bilden, die Energie gleich. Dies entspricht einem mikrokanonischen En-
semble. Im mikrokanonischen Ensemble gilt mit der Boltzmannkonstanten k für die
Entropie
S = k · ln g(N1 ,N2) = k · ln∑
N12
g(N1,N2 ,N12) ≈ k · ln g (B–4)
Der Ausdruck für ln g ist direkt aus Gleichung (3–33) zu ermitteln. Da lokale und
globale Zusammensetzung ineinander übergehen, entfällt der zweite Term mit der
Doppelsumme in Gleichung (3–33) und reduziert sich zu
ln g = −N ·∑
i
xi ln xi (B–5)
Damit lautet die Entropie
S = −Nk ·∑
i
xi ln xi
= −nR ·∑
i
xi ln xi (B–6)
Dieser Ausdruck entspricht der molaren Entropie einer idealen Mischung
s = −R ∑
i
xi ln xi (B–7)
Auch die Gibbs’sche Enthalpie der Mischung bzw. die zugehörige Exzessenthalpie
lässt sich am Beispiel eines Zwei-Komponenten-Systems angeben. Dazu muss jedoch
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erst ein Ausdruck für den Konfigurationsanteil zur Gitterenergie angegeben wer-
den
U(N1,N2,N12) =
N11
2
ε11 +
N22
2
ε22 +
N12
2
ε12 +
N21
2
ε21
=
N1z− N21
2
ε11 +
N2z− N12
2
ε22 + N12ε12
=
z
2
N1ε11 +
z
2
N2ε22 + N12
(
ε12 − 12 ε11 −
1
2
ε22
)
︸ ︷︷ ︸
=:ω12
=
z
2
N1ε11 +
z
2
N2ε22 + N12ω12 (B–8)
Mittels der εij werden die Wechselwirkungen zwischen den Molekülen beschrieben.
ωij ist die sogenannte Austauschwechselwirkung. Hier besteht jedoch ein Bruch in der
Modellvorstellung. Da bei der Bestimmung des entropischen Anteils davon ausge-
gangen wurde, dass die Verteilung der Moleküle auf dem Gitter von der Wechselwir-
kung der Moleküle untereinander auf dem Gitter unabhängig sei, sollte der Ausdruck
ω12 = 0 sein. Dies ist dadurch bedingt, dass zur Einhaltung dieser a priori festgeleg-
ten Bedingung die Molekülwechselwirkungen εij entweder Null oder zumindest alle
gleich groß sein sollten.
Ungeachtet dieser Inkonsistenz lautet dann der Ausdruck für die freie Mischungs-
energie ∆AM,c (mit Q als Zustandssumme)
∆AM,c = Ac − Ac01 − Ac02
= −kT [lnQc − lnQc01 − lnQc02] = −kT ln
Qc
Qc01Q
c
02
= −kT ln
∑ g(N1,N2 ,N12) exp
(
−Uc(N1 ,N2 ,N12)kT
)
exp
(
−Uc01(N1)kT
)
exp
(
−Uc02(N2)kT
)
≈ −kT ln
g exp
(
−UckT
)
exp
(
−Uc01kT
)
exp
(
−Uc02kT
)
= −kT ln g+Uc −Uc01 −Uc02
= −kT ln g+ N12 ω12 (B–9)
Im Falle der Proportionalverteilung gilt N12 = N12 bzw. g = g und somit
∆AM,c = −kT ln g+ N12 ω12 (B–10)
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Da auf demGitter das Volumen konstant bleibt (V = konst), können die freie Enthalpie
G und die freie Energie A näherungsweise gleichgesetzt werden
∆GM,c = ∆AM,c
= −kT
[
ln g− N12ω12
kT
]
= −kT
[
−N(x1 ln x1 + x2 ln x2)− N
N1N2z
N
N
ω12
kT
]
= kTN
[
x1 ln x1 + x2 ln x2 + x1x2
ω12z
kT
]
(B–11)
Das bedeutet für die zugehörige molare Größe
∆gM,c = RT
[
x1 ln x1 + x2 ln x2 + x1x2
ω12z
kT
]
(B–12)
Wird der ideale Mischungsanteil subtrahiert, erhält man die entsprechende Exzess-
größe
gE = ∆gM,c − ∆gM,c,id = RT x1x2 ω12zkT (B–13)
Mit Gleichung (B–14) wird ein Ausdruck gefunden, der den Exzessanteil der molaren
freien Enthalpie (Gibbs-Enthalpie) angibt.
⇒ g
E
RT
= x1x2
ω12z
kT
(Porter Ansatz) (B–14)
Gleichung (B–14) gilt in dieser Form für ein binäres Gemisch annähernd gleichgroßer
Moleküle, die jeweils einen Gitterplatz belegen und entspricht exakt einem Ansatz
der von Porter bereits 1920 zur Beschreibung der Exzessenthalpie gewählt wurde.
Die Anordnung auf einem gedachten Gitter sowie die Verteilung der Moleküle auf
denGitterplätzen sei dabei unabhängig von den intermolekularenWechselwirkungen.
Diese a priori gemachte Annahme führt zu einem rein statistischen Modell, der so
genannten Nullten Näherung nach Guggenheim.
B.1.2 DIE ERSTE (QUASICHEMISCHE) NÄHERUNG
- WECHSELWIRKUNGSABHÄNGIGE VERTEILUNG
Bei diesem Modell soll im Gegensatz zur Nullten Näherung die Wechselwirkung
der Moleküle untereinander bei der Verteilung auf dem Gitter sehr wohl eine Rolle
spielen.
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Ausgehend von der fiktiven quasichemischen Reaktion für zwei gedachte Moleküle
vom Typ 1-1 bzw. 2-2 hin zu 2 Molekülen vom Typ 1-2
(1− 1) + (2− 2)
 2 · (1− 2)
kann eine Gleichgewichtskonstante K definiert werden
K =
N212
N11N22
(B–15)
Mittels der van’t Hoffschen Gleichung lässt sich ein weiterer Ausdruck für K finden
∂ lnK
∂ 1T
= −∆h
R
(B–16)
∆h ist dabei die molare Enthalpie der ’gedachten’ Reaktion und ist anhand der Paar-
wechselwirkungen zu formulieren
∆H = N12 (2ε12 − ε11 − ε22)
= n12NA
k
k
· 2 ·
(
ε12 − 12 ε11 −
1
2
ε22
)
= n12
R
k
2ω12
⇒ ∆h
R
=
2ω12
k
(B–17)
Setzt man voraus, dass ∆h temperaturunabhängig ist, integriert sich Gleichung (B–16)
auf triviale Weise zu
lnK = − ∆h
RT
+ C = − 2ω12
kT
+ C (B–18)
Zur Bestimmung der Integrationskonstanten C stellt man folgende Überlegung an:
Im Grenzfall
ω12
T
→ 0 soll die Verteilung der Moleküle gegen die rein statistische
Verteilung im ’random’-Fall streben. Diese Annahme ist insofern plausibel, als die
intermolekularen Anziehungskräfte bei geringen Wechselwirkungskräften sowie bei
hohen Temperaturen keine Rolle spielen. Die Integrationskonstante ist sofort angebbar
C = ln
N12
2
N11 N22
(B–19)
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Es kann nun ein Ausdruck für K in Abhängigkeit von der Verteilung gefunden
werden, indem die Gleichungen (B–18) und (B–19) verknüpft werden
lnK = − 2ω12
kT
+ ln
N12
2
N11 N22
= ln exp
(
− 2ω12
kT
)
+ ln
N12
2
N11 N22
= ln
[
exp
(
− 2ω12
kT
)
· N12
2
N11 N22
]
⇒ K = N12
2
N11 N22
· exp
(
− 2ω12
kT
)
︸ ︷︷ ︸
non-random Faktor
(B–20)
Dieser Ausdruck wird jetzt noch weiter vereinfacht
K =
N12
2
N11 N22︸ ︷︷ ︸
=1, nach Gleichung (3–25)
· exp
(
− 2ω12
kT
)
=
1
exp
( ω12
kT
)2 = 1η2 mit η = exp (ω12kT ) (B–21)
Um jetzt einen Ausdruck für die wahrscheinlichste Verteilung N∗12 zu gewinnen,
werden die Gleichungen (B–15) und (B–21) gleichgesetzt
N∗12
2
N∗11N
∗
22
= exp
(
− 2ω12
kT
)
(B–22)
und man erhält die quasichemischen Gleichungen.
Schließlich lässt sich jetzt gE analog zu Gleichung (B–10) und unter Einbeziehung der
Gleichungen (3–33), (3–14) und Anhang C berechnen
∆AM,c = −kT ln g∗ + N∗12ω12
= −kT · [−N (x1 ln x1 + x2 ln x2)]
−kT ·
[
− z
2
N
(
x1 ln
x∗11
x1
+ x2 ln
x∗22
x2
− x2x∗12
2ω12
kT
)]
+ N∗12ω12
= NkT ·
[
(x1 ln x1 + x2 ln x2) +
z
2
(
x1 ln
x∗11
x1
+ x2 ln
x∗22
x2
)]
(B–23)
Keine Volumenänderung auf dem Gitter bedeutet wiederum näherungsweise Gleich-
heit von freier Enthalpie und freier Energie
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∆GM,c = ∆AM,c
=
z
2
nRT
[
x1 ln
β− 1+ 2x1
x1(β+ 1)
+ x2 ln
β− 1+ 2x2
x2(β+ 1)
]
+nRT [x1 ln x1 + x2 ln x2] (B–24)
Somit folgt für die freie molare Exzessenthalpie
gE
RT
=
∆gM,c − ∆gM,c,id
RT
=
z
2
[
x1 ln
β− 1+ 2x1
x1(β+ 1)
+ x2 ln
β− 1+ 2x2
x2(β+ 1)
]
(B–25)
Strenggenommen gilt für diese Form der Exzessenthalpie jedoch die Einschränkung,
dass die intermolekularen Wechselwirkungen in jedem Fall temperaturunabhängig
sein müssen, da sonst die Vorraussetzung zur Integration von Gleichung (B–18) ver-
letzt ist.
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B.2 Minimierung der freien Energie
In Gleichung (3–80) sind insbesondere die lokalen Zusammensetzungen θji der Ober-
flächenkontakte unbekannt. Eine weitere Möglichkeit zur Bestimmung dieser lokalen
Molekülkontakte besteht in der Bestimmung des Minimums der freien Energie nach
den θji für den Gleichgewichtszustand. Doch auch bei dieser Form der Bestimmung
der lokalen Molekülkontakte ist eine formale Inkonsistenz zu bemängeln, denn die
freie Energie A ist im Grunde eine makroskopische Systemeigenschaft, die in der fol-
genden Ableitung nach mikroskopischen Moleküleigenschaften, nämlich den Ober-
flächenkontakten, abgeleitet wird.
Die lokalen Oberflächenkonzentrationen θji sind nicht unabhängig voneinander. Sie
sind über die Schließbedingung
∑
j
θji = 1 (B–26)
und die Symmetriebedingung
θjθij = θiθji (B–27)
miteinander verknüpft.
Zur Bestimmung der lokalen Oberflächenanteile genügt es, die freie Energie nach den
unabhängigen θji abzuleiten. Die θii könnenmit Gleichung (B–26) zu θii = 1−∑j 6=i θij
errechnet werden. Für die lokalen Oberflächenanteile mit ungleichen Indizes gilt mit
Gleichung (B–27) die Beziehung θij =
θi
θj
θji . Wie aus der Matrix (B–28) zu erkennen
ist, reicht es, die θji oberhalb oder unterhalb der Diagonalen zu bestimmen. Es ergeben
sich für ein Gemisch aus n Komponenten somit n(n−1)2 voneinander unabhängige θji .
Die unabhängigen θji werden für die weiteren Ableitungen nun so gewählt, dass der
erste Index immer kleiner als der Zweite ist.

θ00 θ01 · · · θ0n−1 θ0n
θ10 θ11 · · · θ1n−1 θ0n
θ20 θ21 · · ·
...
...
...
...
. . . θn−1n−1 θn−1n
θn0 θn1 · · · θnn−1 θnn

(B–28)
Um alle θji für ein Stoffsystem aus n Komponenten, inklusive Leerstellen, bestim-
men zu können, muss ein System aus n(n−1)2 quadratischen Gleichungen gelöst wer-
den.
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Da sich das System im Gleichgewicht immer in einem Zustand eines Minimums
der freien Energie befindet, können die unbekannten Oberflächenanteile durch die
Bedingung
∂A
∂θji
= 0 (B–29)
bestimmt werden.
∂A
∂θji
=
∂Aatt
∂θji
+
∂Acomb
∂θji︸ ︷︷ ︸
= 0
Die Ableitung des kombinatorischen Termes ist Null, da der kombinatorische Anteil
allein auf Geometrieeigenschaften der Moleküle basiert und unabhängig von den
lokalen Oberflächenanteilen θji ist.
Für den Attraktionsanteil der freien Energie gilt nach Gleichung (3–80)
Aatt =
z
2 ∑i
∑
j
Aji =
z
2 ∑i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)
(B–30)
Nur Terme Aij aus der Doppelsumme mit Indizes, nach denen abgeleitet werden soll,
besitzen Ableitungen ungleich Null. Für alle anderen gilt:
∂Aij
∂θkl
= 0, da diese Aij bzw.
θij unabhängig von den θkl sind.
Es bleibt abzuleiten
∂Aatt
∂θji
=
∂
∂θji
z
2
qiNiθii
(
εii + kT ln
θii
θi
)
︸ ︷︷ ︸
Hii
+qiNiθji
(
ε ji + kT ln
θji
θj
)
︸ ︷︷ ︸
Hji
+qjNjθij
(
εij + kT ln
θij
θi
)
︸ ︷︷ ︸
Hij
+qjNjθjj
(
ε jj + kT ln
θjj
θj
)
︸ ︷︷ ︸
Hjj

=
z
2
[
∂ [qiNiθii ]
∂θji
Hii +
∂Hii
∂θji
(qiNiθii) +
∂
[
qiNiθji
]
∂θji
Hji +
∂Hji
∂θji
(
qiNiθji
)
+
∂
[
qjNjθij
]
∂θji
Hij +
∂Hij
∂θji
(
qjNjθij
)
+
∂
[
qjNjθjj
]
∂θji
Hjj +
∂Hjj
∂θji
(
qjNjθjj
)]
(B–31)
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Die Ableitungen der Hilfsterme Hkl
∂Hkl
∂θji
=
∂
∂θji
[
εkl + kT ln
θkl
θk
]
=
∂
∂θji
(kT ln θkl) = kT
1
θkl
∂θkl
∂θji
zusammen mit den Ableitungen der lokalen Oberflächenanteile (siehe Anhang C)
eingesetzt, führt zu
∂Aatt
∂θji
=
z
2
{
− qiNi [Hii + kT] + qiNi
[
Hji + kT
]
+qjNj
[
Hij + kT
] θi
θj
− qjNj
[
Hjj + kT
] θi
θj
}
=
z
2
{
qiNi
[
Hji − Hii
]
+ qjNjHij
qiNi
qjNj
− qjNjHjj qiNiqjNj
}
=
z
2
qiNi
[−Hii + Hji + Hij − Hjj] (B–32)
Mit Gleichung (B–29) folgt daraus, dass für das Minimum der freien Energie gelten
muss
0 = −Hii + Hji + Hij − Hjj (B–33)
= −
(
e
g
ii + kT ln
θii
θi
)
+
(
e
g
ji + kT ln
θji
θj
)
+
(
e
g
ij + kT ln
θij
θi
)
−
(
e
g
jj + kT ln
θjj
θj
)
= (−eii + eji + eij − ejj)︸ ︷︷ ︸
2ωji
+kT ln
θiθjiθijθj
θiiθjθiθjj
= 2ωji + kT ln
θjiθij
θiiθjj
(B–34)
Diese letzte Gleichung lässt sich in den bereits bekannten Ausdruck für die quasiche-
mischen Gleichungen nach Guggenheim (1952) umformen
θjiθij
θiiθjj
= exp
(
− 2ωji
kT
)
(B–35)
Trotz der eingangs erwähnten Inkonsistenz ist damit allgemein gezeigt, dass die
Free Segment Approximation nicht nur für den speziellen Fall binärer Systeme gilt,
sondern auch für den allgemeinen Fall beliebig vieler Komponenten zu finden ist.
Dem vorgestellten Weg in Abschnitt 3.2.4 ist jedoch der Vorzug zu geben.
CAnhang zu Kapitel 3
Der folgende Anhang soll dazu dienen, die abgekürzten Rechnungen, die im Verlauf
der Herleitung der diversen Zustandsgleichungen auftreten, verständlich und nach-
vollziehbar zu machen.
Ergänzung zu Gleichung (3–28)
ln h =
z
2
N ln(
z
2
N)− N11
2
ln(
N11
2
)− N22
2
ln(
N22
2
)− N12 ln(N122 )
=
z
2
N ln(
N2z
2N
)− N11
2
ln(
N21 z
2N
)− N22
2
ln(
N22 z
2N
)− N12 ln(N1N2z2N )
= ln(
z
2N
)
(
z
2
N − N11
2
− N22
2
− N12
)
︸ ︷︷ ︸
= 0
+
z
2
N ln(N2)− N11
2
ln(N21 )−
N22
2
ln(N22 )− N12 ln(N1N2)
= zN ln(N)− N11 ln(N1)− N22 ln(N2)− N12 ln(N1N2)
=
N2z
N
ln(N)− N
2
1 z
N
ln(N1)− N
2
2 z
N
ln(N2)− N1N2zN ln(N1N2)
=
z
N
[
N2 ln(N)− N21 ln(N1)− N22 ln(N2)− N1N2 ln(N1)− N1N2 ln(N2)
]
=
z
N
[
N2 ln(N)− (N21 + N1N2) ln(N1)− (N22 + N1N2) ln(N2)
]
=
z
N
[
N2 ln(N)− (N21 + N1(N − N1)) ln(N1)− (N22 + N2(N − N2)) ln(N2)
]
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=
z
N
N2 ln(N)− NN1 ln(N1)− NN2 ln(N2)−N + N1 + N2︸ ︷︷ ︸
konstruktive 0

= z [N ln(N)− N − N1 ln(N1) + N1 − N2 ln(N2) + N2]
= z [ln(N!)− ln(N1!)− ln(N2!)] = z ln N!N1! N2!
= ln
[(
N!
N1! N2!
)z]
(C–1)
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Ergänzung zu Gleichung (3–31)
ln g = lnC+ ln h = ln
[
N!
N1! · N2!
]1−z
+ ln
( z
2 · N
)
!(
N11
2
)
!
(
N22
2
)
!
(
N12
2
)
!
(
N21
2
)
!
= (1− z) · [lnN!− lnN1!− lnN2!] + ln
( z
2
N
)
!
− ln
(
zN1
2
− N21
2
)
!− ln
(
zN2
2
− N12
2
)
!− ln
(
N12
2
)
!− ln
(
N21
2
)
!
= (1− z) · [N lnN − N − N1 lnN1 + N1 − N2 lnN2 + N2] + ln
( z
2
N
)
!
− ln
(
zN1
2
− zN1x21
2
)
!− ln
(
zN2
2
− zN2x12
2
)
!− ln
(
zN2x12
2
)
!− ln
(
zN1x21
2
)
!
= (1− z) · N · [lnN − x1 ln (x1N)− x2 ln (x2N)] + ln
( z
2
N
)
!
− ln
(
zN1
2
(1− x21)
)
!− ln
(
zN2
2
(1− x12)
)
!− ln
(
zN2
2
x12
)
!− ln
(
zN1
2
x21
)
!
= (1− z) · N · [−x1 ln x1 − x2 ln x2]
+
z
2
N · ln
( z
2
N
)
− zN2
2
x12 · ln
(
zN2
2
x12
)
− zN1
2
x21 · ln
(
zN1
2
x21
)
− zN1
2
(1− x21) · ln
(
zN1
2
(1− x21)
)
− zN2
2
(1− x12) · ln
(
zN2
2
(1− x12)
)
− z
2
N +
zN1
2
(1− x21) + zN22 (1− x12) +
zN2
2
x12 +
zN1
2
x21︸ ︷︷ ︸
= 0
= (1− z) · N · [−x1 ln x1 − x2 ln x2]
+
z
2
[
N ln
( z
2
N
)
− N1 ln
(
zN1
2
(1− x21)
)
− N2 ln
(
zN2
2
(1− x12)
)]
+
z
2
[
N1x21
(
ln
(
zN1
2
(1− x21)
)
− ln
(
zN1
2
x21
))]
+
z
2
[
N2x12
(
ln
(
zN2
2
(1− x12)
)
− ln
(
zN2
2
x12
))]
= N · [−x1 ln x1 − x2 ln x2]− 2 · z2N · [−x1 ln x1 − x2 ln x2]
+
z
2
[
−N1 ln (x1(1− x21))− N2 ln (x2(1− x12)) + N1x21 ln x11x21 + N2x12 ln
x22
x12
]
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= N · [−x1 ln x1 − x2 ln x2]− z2N ·
[
−x1(x11 + x21) ln x21 − x2(x12 + x22) ln x22
]
+
z
2
N ·
[
−x1(x11 + x21) ln (x1x11)− x2(x12 + x22) ln (x2x22) + x1x21 ln x11x21 + x2x12 ln
x22
x12
]
= N · [−x1 ln x1 − x2 ln x2]
+
z
2
N ·
[
x1x11 ln
x1
x11
+ x1x21 ln
x1
x21
+ x2x12 ln
x2
x12
+ x2x22 ln
x2
x22
]
(C–2)
Ergänzung zu Gleichung (3–33)
Mit der Schließbedingung
∑
i
xij = 1
und der Symmetriebeziehung
xjxij = xixji
gilt folgender Zusammenhang
∑
i
∑
j
xixji · ln
xji
xi
= ∑
i
∑
j
xixji · ln
xji
xj
xj
xi
= ∑
i
∑
j
xixji · ln
xji
xj
+∑
i
∑
j
xjxij · ln xj −∑
i
∑
j
xixji · ln xi
= ∑
i
∑
j
xixji · ln
xji
xj
+∑
j
xj ln xj ·∑
i
xij︸ ︷︷ ︸
=1
−∑
i
xi ln xi ·∑
j
xji︸ ︷︷ ︸
=1︸ ︷︷ ︸
=0
= ∑
i
∑
j
xixji · ln
xji
xj
(C–3)
Ergänzung zu Gleichung (3–58)
∑
i
∑
j
xixji ln
xji
xj
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Für ein Zwei-Komponenten-System
x1x11 ln
x11
x1
+ x1x21 ln
x21
x2
+ x2x12 ln
x12
x1
+ x2x22 ln
x22
x2
= x1
(
1− x2
x1
x12
)
ln
x11
x1
+ x2x12 ln
x21
x2
+ x2x12 ln
x12
x1
+ x2 (1− x12) ln x22x2
= x1 ln
x11
x1
+ x2 ln
x22
x2
+ x2x12 ln
x21x12
x11x22︸ ︷︷ ︸
=exp
(
− 2ω12kT
)
= x1 ln
x11
x1
+ x2 ln
x22
x2
− x2x12 2ω12kT (C–4)
Ergänzung zu Gleichung (3–61)
Da im Folgenden die Ableitung der freien Energie A nach den Gitterfehlstellen N0
hergeleitet wird, ist es zunächst hilfreich, Gleichung (3–58) mit Hilfe der absoluten
Größen Molekülzahl N1 und Lochzahl N0 auszudrücken.
1. HILFSAUSDRUCK
x1
x11
=
x1
1− x21 =
x1
1− x2 2β+1
=
N1
N
1− N2N 2β+1
=
N21 z
N
N1z− N1N2zN 2β+1
=
N11
N∗11
(C–5)
und analog
x2
x22
=
N22
N∗22
(C–6)
A = kT · (N1 lnN1 + N2 lnN2 − N lnN)
− z
2
kT
(
N1 ln
N11
N∗11
+ N2 ln
N22
N∗22
)
+
z
2
N1ε11 +
z
2
N2ε22
122 C. Anhang zu Kapitel 3
Freie Energie für einen Reinstoff auf einem Gitter mit Löchern
A = kT [N0 lnN0 + N1 lnN1 − (N0 + N1) ln(N0 + N1)]
− z
2
kT
[
N0 ln
N00
N∗00
+ N1 ln
N11
N∗11
]
+
z
2
[N0ε00 + N1ε11]
Einführung des Volumens V = (N0 + N1) · v∗G
v∗G ist das Volumen eines Gitterplatzes.
Zustandsgleichung
−p = ∂A
∂V
∣∣∣∣
T,N1
=
∂A
∂N0
∣∣∣∣
T,N1
· 1
v∗G
Ableitung der freien Energie A nach den Löchern N0 bei konstanter Stoffmenge
N1
∂A
∂N0
=
∂
∂N0
kT [N0 lnN0 + N1 lnN1 − (N0 + N1) ln(N0 + N1)]
+
z
2
kT
∂
∂N0
[
N0 ln
N∗00
N00
+ N1 ln
N∗11
N11
]
+
z
2
∂
∂N0
[N0ε00 + N1ε11]
Nebenrechnung
∂
∂N0
[
N0 ln
N∗00
N00
]
= ln
N∗00
N00
+ N0
∂
∂N0
ln
N∗00
N00
= ln
N∗00
N00
+ N0
N00
N∗00
· ∂
∂N0
N∗00
N00
mit den Gleichungen (3–44) und (3–45) folgt
∂
∂N0
[
N0 ln
N∗00
N00
]
= ln
N∗00
N00
+ N0
N00
N∗00
· ∂
∂N0
[
1− x1 2β+1
x0
]
= ln
N∗00
N00
+
N00
N∗00
· x1
x0
· β− 1
β+ 1
[
−1+ 2x1 − 1
β
]
= ln
N∗00
N00
− x1 · β− 1
β
und analog
∂
∂N0
[
N1 ln
N∗11
N11
]
= x1 · β− 1
β
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Einsetzen der Ergebnisse in die Ableitung der freien Energie ∂A∂N0
∂A
∂N0
= kT [lnN0 + 1− lnN − 1]
+
z
2
kT
[
ln
N∗00
N00
− x1 · β− 1
β
+ x1 · β− 1
β
]
= kT ln
N0
N
+
z
2
kT ln
N∗00
N00
= kT ln x0 +
z
2
kT ln
x00
x0
=
(
1− z
2
)
kT ln x0 +
z
2
kT ln x00
=
(
1− z
2
)
kT ln x0 +
z
2
kT ln
β− 1+ 2x0
β+ 1
(C–7)
Ergänzung zu Gleichung (3–69)
Herleitung des Guggenheim–Staverman–Ausdrucks
VEREINFACHTES GUGGENHEIM MODELL FÜR ZWEI UNTERSCHIEDLICHE MOLEKÜL-
TYPEN
In der nun folgenden Herleitung soll der Guggeheim-Staverman Ausdruck abgeleitet
werden. Dabei soll dem Pfad von Bosnjakovic und Knoche (1997) gefolgt werden, der
auf Arbeiten von Flory (1942), Huggins (1942), Staverman (1950) und Prigogine (1957)
beruht, aber etwas einfacher zu verfolgen ist, als der von Guggenheim und Fowler
(1944b) ursprünglich vorgeschlagene Weg.
Zur weiteren Vereinfachung des Problems wird zunächst die Behandlung eines Zwei–
Komponenten–Systems mit einem strukturierten, ausgedehnten Molekül und einem
kleinenMolekül durchgeführt. Das größereMolekül soll dabei r2 Gitterplätze belegen,
während das kleinere Molekül genau einen Gitterplatz einnehmen soll (r1 = 1 und
q1 = 1). Vorübergehend werden außerdem auschließlich gestreckte und verzweigte
Moleküle ohne Ringbildungen zugelassen.
Die Anzahl der äußeren Kontakte eines Moleküls vom Typ i auf einem Gitter mit der
Koordinationszahl z, ist von der Größe dieses Moleküls abhängig
qiz = riz− 2(ri − 1) or z2 =
ri − 1
ri − q (C–8)
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Für die lokalen Kontaktzahlen zwischen Molekülen vom Typ 1 und Molekülen vom
Typ 2 gelten die Kontaktbilanzen
N21 + N11 = N1q1z (C–9)
und analog für den Typ 2
N22 + N12 = N2q2z (C–10)
Die Anzahl der Möglichkeiten 1–1, 1–2, 2–1 und 2–2 Paare auf (N1q1 + N2q2)z/2
Positionen zu verteilen, ist
Ω =
[(N1q1 + N2q2)z/2]!
(N11/2)!(N12/2)!2(N22/2)!
C∗(N1 ,N2) (C–11)
Der Faktor C∗(N1 ,N2) ist eine Größe, die verteilungsunabhängig verschiedene Ein-
flüsse berücksichtigt, die zu einer Verminderung der Anordnungsmöglichkeiten füh-
ren, wie z. B. die eingeschränkte Wahl des vierten Kontaktpaares bei 4 Molekülen auf
dem Gitter, wie es bereits in Abbildung 3.5 dargestellt ist. Durch Ermittlung des Ma-
ximums der Gleichung (C–11), analog zum Vorgehen im Abschnitt 3.2.3 und unter
Ausnutzung der Gleichungen (C–9) und (C–10), ergibt sich für die wahrscheinlichste
Verteilung
N12 =
N1q1N2q2
N1q1 + N2q2
, N11 =
N21 q
2
1
N1q1 + N2q2
, N22 =
N22 q
2
2
N1q1 + N2q2
, und
N21
N11
=
N22
N12
=
N2q2
N1q1
. (C–12)
Mittels der Oberflächenanteile,
θi =
Niqi
∑j Njqj
, (C–13)
lässt sich Gleichung (C–12) auch abkürzend schreiben
N12 = N1q1θ2 = N2q2θ1, N11 = N1q1θ1 , N22 = N2q2θ2 , and
N21
N11
=
N22
N12
=
θ2
θ1
. (C–14)
Im Falle gleichgroßer Moleküle wurde die Gleichung (3–21)
(
(N1+N2)!
N1 !N2 !
)
zur Bestim-
mung von C∗ und somit von Ω benutzt. Im Falle kettenförmiger Moleküle kann
nicht so einfach verfahren werden, da unter Umständen mögliche Konfigurationen
durch die Verkettung des Moleküls eingeschränkt sind. Es wird nun die zuvor ge-
nannte Restriktion r1 = 1 und q1 = 1 gemacht, und es wird ein Gitter betrachtet,
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auf dem bereits i Kettenmoleküle vom Typ 2 und noch keine Kugelmoleküle vom
Typ 1 platziert wurden. Die Gesamtzahl der zur Verfügung stehenden Gitterplätze
ist durch Nr = N1 + N2r gegeben. In diesem Fall existieren Nr − ir Gitterplätze zur
Positionierung des ersten Volumensegments des i + 1ten Kettenmoleküls. Wenn ein
bestimmter Gitterplatz mit einem Segment eines Kettenmoleküls belegt sein sollte,
dann ist die Wahrscheinlichkeit, dass ein direkt benachbarter Gitterplatz ebenfalls mit
einem Segment derselben Kette belegt ist, durch die Anzahl der internen Segment-
kontakte, dividiert durch die Gesamtanzahl aller Kontakte des Moleküls gegeben, al-
so z(r − q)/zr. Die Wahrscheinlichkeit, dass dieser benachbarte Gitterplatz nicht mit
einem Segment derselben Kette belegt ist, entspricht der zugehörigen Gegenwahr-
scheinlichkeit, 1− (r− q)/r. Da das erste Segment des i+ 1ten Kettenmoleküls nicht
auf einer Stelle platziert werden kann, welche bereits von einem Segment eines der
zuvor gesetzten i Moleküle belegt ist, ist die Wahrscheinlichkeit, dass ein benachbar-
ter Platz noch unbesetzt ist, nicht (Nr − ri)/Nr, sondern diese Größe muss noch durch
den Anteil der äußeren Gitterkontakte dividiert werden(
Nr − ri
Nr
)
/
(
zNr − (r− q)zi
zNr
)
=
(
1− ri
Nr
)
/
(
1− r− q
r
ri
Nr
)
=
Nr − ri
Nr − i(r− q) (C–15)
Da das erste gesetzte Segment z Nachbarn besitzt, gibt es z Nr−riNr−i(r−q) Möglichkeiten,
das zweite Kettensegment abzulegen. Für das dritte Kettensegment sind für ein star-
res Molekül 1 · Nr−riNr−i(r−q) und für ein vollständig flexibles Molekül (z− 1)
Nr−ri
Nr−i(r−q) Po-
sitionen verfügbar. Für diesen molekülabhängigen Faktor soll abkürzend das Symbol
yi verwendet werden. Ist das Kettenmolekül symmetrisch aufgebaut, spielt es keine
Rolle, ob mit dem ersten oder mit dem letzten Kettensegment begonnen wurde, daher
muss noch durch den Faktor 2 dividiert werden. Im allgemeinen Fall wird dies durch
den Symmetriefaktor σ beschrieben. Somit erhält man für die Positionierungsmöglich-
keiten des i+ 1ten Kettenmoleküls auf dem Gitter den Ausdruck
Ωi+1 =
1
σ
(Nr − ir)
[
z
Nr − ir
Nr − i(r− q)
] r
∏
j=3
[
yj
Nr − ir
Nr − i(r− q)
]
=
ρ
σ
(Nr − ir)r
(Nr − i(r− q))r−1 (C–16)
ρ = 1 · z ·
r
∏
j=3
yj (C–17)
σ ist der Symmetriefaktor des Moleküls. Der Wert von ρ hängt nach Guggenheim
und Fowler (1944b) von der Flexibilität und für starre Moleküle von der Form des
Moleküls ab. Die genauen Werte von ρ und σ zu bestimmen, ist nicht erforderlich, da
sich diese Terme bei den weiteren Rechnungen zur Mischungsentropie herauskürzen.
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Jetzt kannΩ durch Multiplikation allerΩi unter Berücksichtigung der Permutationen
N2! angegeben werden
Ω =
1
N2!
N2
∏
i=0
Ωi+1 =
1
N2!
( ρ
σ
)N2 N2
∏
i=0
(Nr − ir)r
(Nr − i(r− q))r−1 (C–18)
Durch Logarithmieren und Anwendung der Stirlingschen Näherungsformel erhält
man
lnΩ = N2 ln
(
ρ
N2σ
)
+ N2 ln e+ r
N2
∑
i=0
ln(Nr − ir)− (r− 1)
N2
∑
i=0
ln[Nr − i(r− q)]
(C–19)
Zur Auswertung der beiden Summen in Gleichung (C–19) werden diese durch Inte-
grale angenähert. Für die erste Summe wird die Substitution x = Nr − ir eingesetzt
N2
∑
i=0
ln(Nr − ir) ≈
N2∫
0
ln(Nr − ir)di = − 1r
N1∫
Nr
ln x dx =
1
r
(Nr lnNr−Nr−N1 lnN1+N1)
(C–20)
und x = Nr − i(r− q) für die zweite Summe
N2
∑
i=0
ln(Nr − i(r− q)) ≈
N2∫
0
ln(Nr − i(r− q)) = − 1r− q
N1+qN2∫
Nr
ln x dx
=
1
r− q [Nr lnNr − Nr − (N1 + qN2) ln(N1 + qN2)
+N1 + qN2] (C–21)
Jetzt werden die Gleichungen (C–20) und (C–21) in Gleichung (C–19) eingesetzt
lnΩ(N1,N2) = N2 ln
(
ρe
N2σ
)
+ N1 lnNr + rN2 lnNr − rN2 − N1 lnN1
− r− 1
r− q (N1 lnNr + rN2 lnNr − N2(r− q)
− (N1 + qN2) ln(N1 + qN2)) (C–22)
Zur Bestimmung der entsprechenden Ausdrücke für die beteiligten Reinstoffe müssen
in Gleichung (C–22) wechselweise N1 bzw. N2 zu Null gesetzt werden
lnΩ(N1 ,0) = 1 and (C–23)
lnΩ(0,N2) = N2 ln
(
ρe
N2σ
)
+ rN2 lnNr − rN2
− r− 1
r− q (rN2 ln rN2N2(r− q)− qN2 ln qN2) (C–24)
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Somit lautet die Mischungsentropie für ein System, bestehend aus einem Kettenmole-
kültyp und einem kleinen kugelförmigen Molekültyp
∆SMcomb
k
= ln
Ω(N1,N2)
Ω(N1 ,0)Ω(0,N2)
= −N1 ln φ1 − N2 ln φ2 − r− 1r− q
(
N1 ln
θ1
φ1
+ qN2 ln
θ2
φ2
)
(C–25)
mit
φi =
riNi
∑ riNi
bzw. θi =
qiNi
∑ qiNi
(C–26)
GUGGENHEIM MODELL FÜR m VERSCHIEDENE MOLEKÜLTYPEN
Das zuvor erhaltene Ergebnis soll nun verallgemeinert werden. Dazu wird eine Mi-
schung, bestehend aus m verschiedenen Molekültypen betrachtet, die jeweils aus ri
Volumensegmenten und zqi Oberflächensegmenten bestehen. Zunächst werden alle
Moleküle vom Typ 1 platziert, wobei die Anzahl der Positionierungsmöglichkeiten
durch eine analoge Form der Gleichung (C–18) beschrieben wird. Sind bereits k − 1
Molekültypen platziert, so ist die Anzahl der Möglichkeiten für den kten Molekültyp
durch
Ωk =
1
Nk !
(
ρk
σk
)Nk Nk
∏
j=0
(Nr −∑k−1i=1 Niri − jrk)rk
[Nr −∑k−1i=1 Ni(ri − qi)− j(rk − qk)]rk−1
(C–27)
gegeben. Diese Vorgehensweise zur Ermittlung der möglichen Anordnungen ist nicht
exakt. Solange freie Plätze auf dem Gitter existieren, werden alle Möglichkeiten ge-
zählt, die ersten Moleküle zu platzieren, ohne Rücksicht darauf, ob für die folgen-
den Molekülketten überhaupt ausreichend zusammenhängende Gitterplätze zur Ver-
fügung stehen. Im Rahmen dieser Approximation lautet die Anzahl der Anordnungs-
möglichkeiten für N Moleküle aus mMolekültypen
Ω({Ni}) =
m
∏
k=1
Ωk (C–28)
wobei {Ni} eine Konfiguration mit m Molekültypen der Zusammensetzung
N1,N2, ...,Nm repräsentiert. Die Vorgehensweise ist analog zur derjenigen im Zwei–
Komponenten–System.
Es wird nun lnΩ({Ni}) ausgewertet, bevor die Summen der einzelnen Aus-
drücke lnΩk durch Integrale angenähert werden, da die einzelnen Integrale sich als
Anschlussintegrale formulieren lassen, d.h. die obere Grenze eines Integrals entspricht
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der unteren Grenze eines anderen Integrals. Das gilt für alle Integrale, außer dem ers-
ten und dem letzten Integral. Dadurch entsteht eine erhebliche Vereinfachung der Ge-
samtintegration:
lnΩ({Ni}) =
m
∑
k=1
{
Nk ln
(
ρke
σkNk
)
+
Nk
∑
j=0
rk ln
(
Nr −
k−1
∑
i=1
Niri − jrk
)
−
Nk
∑
j=0
(rk − 1) ln
(
Nr −
k−1
∑
i=1
Ni(ri − qi)− j(rk − qk)
)}
≈
m
∑
k=1
Nk ln( ρkeσkNk
)
− rk 1rk
Nr−∑k−1i=1 Niri−Nkrk∫
Nr−∑k−1i=1 Niri
ln x dx
+
rk − 1
rk − qk
Nr−∑k−1i=1 Ni(ri−qi)−Nk(rk−qi)∫
Nr−∑k−1i=1 Ni(ri−qi)
ln x dx

=
m
∑
k=1
Nk ln( ρkeσkNk
)
−
∑mi=k+1 Niri∫
∑mi=k Niri
ln x dx
+
rk − 1
rk − qk
∑mi=k+1 Niri+∑
k
i=1 Niqi∫
∑mi=k Niri+∑
k−1
i=1 Niqi
ln x dx

=
m
∑
k=1
Nk ln
(
ρke
σkNk
)
−
0∫
Nr
ln x dx+
z
2
Nq∫
Nr
ln x dx
=
m
∑
k=1
Nk ln
(
ρke
σkNk
)
+ Nr(lnNr − 1) + z2Nq(lnNq − 1)
− z
2
Nr(lnNr − 1) (C–29)
Desweiteren wird der Ausdruck lnΩ für den Fall benötigt, dass alle Ni zu Null gesetzt
sind, außer dem kten. Dies wird durch die Notation {δikNi} ausgedrückt. δik ist das
Kronecker Symbol, welches definiert ist als δii = 1 und δi 6=k = 0. Mit Gleichung (C–29)
erhält man
lnΩ({δikNi}) = Nk ln
(
ρke
σkNk
)
+ Nkrk(lnNkrk − 1) + z2Nkqk(lnNkqk − 1)
− z
2
Nkrk(lnNkrk − 1) (C–30)
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Schließlich können die Gleichungen (C–29) und (C–30) in die Definition der Mi-
schungsentropie eingesetzt werden
∆SMcomb
k
= ln
Ω({Ni})
∏mk=1Ω({δikNi})
(C–31)
Mittels der Definition Nq = ∑mi=1 Niqi und durch Hinzufügen einer konstruktiven
Null 0 = −(rk − 1)Nk ln φk + z2 (rk − qk)Nk ln φk folgt
∆SMcomb
k
= lnΩ({Ni})−
m
∑
k=1
lnΩ({δikNi})
= −
m
∑
k=1
{
Nkrk(lnNkrk − 1) + z2Nkqk(lnNkqk − 1)
− z
2
Nkrk(lnNkrk − 1)− Nkrk(lnNr − 1)− z2Nkqk(lnNq − 1) +
z
2
Nkrk(lnNr − 1)
}
= −
m
∑
k=1
{Nk ln φk + (rk − 1)Nk ln φk − (rk − 1)Nk ln φk
+
z
2
[(rk − qk)Nk ln φk + Nkqk(lnNkqk − 1)− Nkrk(lnNkrk − 1)
− Nkqk(lnNq − 1) + Nkrk(lnNr − 1)]
}
= −
m
∑
k=1
{
Nk ln φk +
z
2
[(rk − qk)Nk ln φk − Nkrk ln φk + Nkqk ln θk ]
}
= −
m
∑
k=1
(
Nk ln φk +
z
2
Nkqk ln
θk
φk
)
(C–32)
Die molare Mischungsentropie ist folglich
∆sMcomb
R
= −
m
∑
k=1
(
xk ln φk +
z
2
xkqk ln
θk
φk
)
(C–33)
DAS STAVERMAN MODELL FÜR m VERSCHIEDENE MOLEKÜLTYPEN
Bisher wurde die Restriktion nach Gleichung (C–8) verwendet, die für das Ketten-
molekül keine Ringbildungen zugelässt. Im folgenden Schritt soll der Ableitung Sta-
vermans gefolgt werden, die diese Einschränkung nicht beinhaltet. Bei der Ableitung
von Gleichung (C–33) wurde angenommen, dass jedes Segment der Kette (außer das
erste) als direkter Nachbar genau eines anderen Segmentes derselben Kette platziert
wurde. Da vorausgesetzt wurde, dass dieser Nachbarplatz von keinem anderen Mo-
lekül besetzt sei, kann die Wahrscheinlichkeit für die Verfügbarkeit des betrachteten
Gitterplatzes mit Gleichung (C–15) ermittelt werden(
1− ri
Nr
)
/
(
1− r− q
r
ri
Nr
)
=
Nr − ri
Nr − i(r− q)
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Wird nun ein Segment so platziert, dass sich ein geschlossener Ring bildet, so ist
dieses Segment Nachbar von zwei Segmenten desselbenMoleküls. Aus diesemGrund
sind nun zwei Faktoren (1− r−qr riNr ) anstatt nur eines Faktors zu berücksichtigen. Die
Wahrscheinlichkeit νi+1,j für die Verfügbarkeit eines Platzes, der benötigt wird, das jte
Segment des i+ 1tenMoleküls unterzubringen, wenn bereits s benachbarte Plätze von
Segmenten desselben Moleküls besetzt sind, lautet
νi+1,j =
(
1− ri
Nr
)
/
(
1− r− q
r
ri
Nr
)s
yj
=
(Nr − ri)Ns−1r
(Nr − i(r− q))s yj (C–34)
Im Falle einer unverzweigten Kette ergaben sich r− 1 Faktoren der Form (1− r−qr riNr )
im Nenner von Gleichung (C–16). Bei jedem weiteren internen Kontakt erscheint
ebenfalls ein zusätzlicher Faktor desselben Typs. Im Allgemeinen ist die Anzahl der
externen Oberflächensegmente qz, und die Anzahl aller Kontaktsegmente ist rz. Die
Anzahl der internen Kontakte Sk einesMoleküls vom Typ k berechnet sich somit durch
Sk =
z
2
(rk − qk) (C–35)
Es werden die gleichen Schritte durchgeführt wie zuvor und aus Gleichung (C–16)
wird
Ωi+1 =
ρ
σ
(Nr − ir)rNS−(r−1)r
(Nr − i(r− q))r−1 (C–36)
Da der Faktor Nr S mal im Zähler und r − 1 mal im Nenner von Gleichung (C–36)
auftritt, wird aus Gleichung (C–27)
Ωk =
1
Nk !
(
ρk
σk
)Nk Nk
∏
j=0
(Nr −∑k−1i=1 Niri − jrk)rkN
z
2 (rk−qk)−(rk−1)
r
[Nr −∑k−1i=1 Ni(ri − qi)− j(rk − qk)]
z
2 (rk−qk)
(C–37)
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und aus Gleichung (C–29) wird
lnΩ({Ni}) =
m
∑
k=1
{
NK ln
(
ρke
σkNk
)
+
Nk
∑
j=0
[
rk ln
(
Nr −
k−1
∑
i=1
Niri − jrk
)
+
z
2
(rk − qk)− (rk + 1) lnNr
− z
2
(rk − qk) ln
(
Nr −
k−1
∑
i=1
Ni(ri − qi)− j(rk − qk)
)]}
≈
m
∑
k=1
NK ln( ρke
σkNk
)
−
0∫
Nr
ln x dx+ [
z
2
(Nkrk − Nkqk)− (rk + 1)Nk ] lnNr
+
z
2 (rk − qk)
rk − qk
Nq∫
Nr
ln x dx

=
m
∑
k=1
NK ln
(
ρke
σkNk
)
+ Nr(lnNr − 1)−
m
∑
k=0
(rk − 1)Nk lnNr
+
z
2
Nq(lnNq − 1)− z2Nr(lnNr − 1) +
z
2
(Nr − Nq) lnNr (C–38)
Gleichung (C–38) verfügt über zwei zusätzliche Terme, im Gegensatz zu Gleichung
(C–29). Dies sind die jeweils letzten Summanden der letzen beiden Zeilen, die durch
die Akzeptanz von Ringbildungen hinzukommen. Gleichung (C–38) lässt sich weiter
vereinfachen zu
lnΩ({Ni}) =
m
∑
k=1
NK ln
(
ρke
σkNk
)
− Nr + N lnNr + z2 [Nr − Nq − Nq(lnNr − lnNq)] (C–39)
Gleichung (C–39) ist identisch mit Stavermans Gleichung (vgl. Staverman (1950))
mit der Ausnahme, dass er mit ρk zusammengefasst bezeichnet, was hier mit ρk/σk
bezeichnet wurde.
Die molare Mischungsentropie für ein solches System, bei dem die Entropie durch
Gleichung (C–39) gegeben ist, lautet
∆sMcomb
R
=
1
N
(
lnΩ({Ni})−
m
∑
k=1
lnΩ({δikNi})
)
=
1
N
m
∑
k=1
(
−Nkrk + Nk lnNr + z2 [Nkrk − Nkqk − Nkqk(lnNr − lnNq)]
+ Nkrk − Nk lnNkrk − z2 [Nkrk − Nkqk − Nkqk(lnNkrk − lnNkqk)]
)
= −
m
∑
k=1
(
xk ln φk +
z
2
xkqk ln
θk
φk
)
(C–40)
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Man erhält also den gleichen Ausdruck wie schon zuvor bei Guggenheims Vorgehens-
weise, weshalb auch von der Staverman–Guggenheim–Gleichung gesprochen wird.
Durch diese Identität wird deutlich, dass mit Gleichung (C–40) der kombinatorische
Anteil zur freien Energie berechnet werden kann, unabhängig davon, ob das betrach-
tete Molekül geschlossene Ringe ausbildet oder als verzweigte oder unverzweigte
Kette auf dem Gitter platziert wurde, solange die Geometrie des Moleküls durch
Volumen– und Oberflächensegmente bestimmt ist.
Ergänzung zu Gleichung (3–77)
Mit Nθ als Gesamtanzahl der Oberflächensegmente und Ngr als Anzahl der verschie-
denen Typen (Gruppen) von Oberflächensegmenten sowie mit N als Anzahl der Mo-
leküle und Nk als Anzahl der unterschiedlichen Molekültypen (Komponenten), gilt
für den Attraktionsanteil der freien Energie
Aatt =
z
2
Nθ kT ·
Ngr
∑
α
Ngr
∑
β
qαxαθβα
(
εβα
kT
+ ln
θβα
θβ
)
(C–41)
Mit der Definition für die Gesamtoberfläche Atot der Moleküle
Atot =
Ngr
∑
α
qαNα =
Nk
∑
j
qjNj = N ·
Nk
∑
j
xjqj (C–42)
und den Oberflächenanteilen θα
θα =
Nαqα
∑Nαqα
=
Nαqα
Atot
(C–43)
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folgt
Aatt =
z
2
kT ·
Ngr
∑
α
Ngr
∑
β
qαNαθβα
(
εβα
kT
+ ln
θβα
θβ
)
=
z
2
kT ·
Ngr
∑
α
Ngr
∑
β
Atotθαθβα
(
εβα
kT
+ ln
θβα
θβ
)
=
z
2
kT · Atot ·
Ngr
∑
α
Ngr
∑
β
θαθβα
(
εβα
kT
+ ln
θβα
θβ
)
=
z
2
kT · N
Nk
∑
j
xjqj︸ ︷︷ ︸
=:qtot
·
Ngr
∑
α
Ngr
∑
β
θαθβα
(
εβα
kT
+ ln
θβα
θβ
)
=
z
2
NkT · qtot ·
Ngr
∑
α
Ngr
∑
β
θαθβα
(
εβα
kT
+ ln
θβα
θβ
)
(C–44)
Somit ergibt sich für die molare freie Energie
aatt
RT
=
z
2
· qtot ·
Ngr
∑
α
Ngr
∑
β
θαθβα
(
εβα
kT
+ ln
θβα
θβ
)
(C–45)
Ableitungen lokaler Oberflächenanteile nach anderen lokalen Oberflächen-
anteilen
Bei der Ableitung der lokalen Oberflächenanteile θkl nach anderen lokalen θji gilt für
den Fall k 6= i,j und l 6= i,j
∂θkl
∂θji
= 0 , (C–46)
da in diesem Falle die Oberflächenanteile völlig unabhängig voneinander sind.
Für k = i,j und l = i, j ergeben sich vier weitere Fälle
∂θii
∂θji
=
∂
∂θji
[
1− θji − ∑
k 6=j 6=i
θki
]
= −1 (C–47)
∂θij
∂θji
=
∂
∂θji
[
θi
θj
θji
]
=
θi
θj
(C–48)
∂θji
∂θji
= 1 (C–49)
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und schließlich
∂θjj
∂θji
=
∂
∂θji
[
1− θij − ∑
k 6=i, k 6=j
θkj
]
=
∂
∂θji
[
1− θi
θj
θji − ∑
k 6=i, k 6=j
θkj
]
= − θi
θj
(C–50)
Bei diesen Ableitungen wird angenommen, dass die Änderung eines θji durch die
Änderung genau eines θkl kompensiert wird, um die Schließbedingung ∑j θji = 1
einzuhalten (vgl. Sadowski (2000)).
Ableitung und Vereinfachung des Attraktionsanteils
Der Attraktionsanteil der freien Energie ist durch Gleichung (3–88) gegeben
Aatt =
z
2 ∑i
∑
j
qiNiθji
(
ε ji + kT ln
θji
θj
)
︸ ︷︷ ︸
:=Hji
Daher ergibt sich für die Ableitung nach einer beliebigen Stoffkomponente Nk
∂Aatt
∂Nk
=
z
2 ∑i
∑
j
∂
∂Nk
[
qiNiθjiHji
]
=
z
2 ∑i
∑
j
∂qi
∂Nk︸︷︷︸
= 0
(
NiθjiHji
)
+
∂Ni
∂Nk
(
qiθjiHji
)
+
∂θji
∂Nk
(
qiNiHji
)
+
∂Hji
∂Nk
(
qiNiθji
)
mit dem Kroneckersymbol δki = 0 für k 6= i und δki = 1 für k = i
∂Aatt
∂Nk
=
z
2 ∑i
∑
j
qi
[
δikθjiHji +
∂θji
∂Nk
NiHji
+NiθjikT
(
1
θji
∂θji
∂Nk
− 1
θj
∂θj
∂Nk
)]
(C–51)
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Nach Einsetzen der Ableitung der globalen Oberflächenanteile
∂θj
∂Nk
=
∂
∂Nk

qjNj
∑j qjNj︸ ︷︷ ︸
:=Nq

=
qj
∂Nj
∂Nk
Nq − qjNj ∂Nq∂Nk
N2q
=
δjkqjNq − qjNjqk
N2q
=
δjkqjNjNq
NjN2q
− qjNjqkNk
N2qNk
=
δjkθj
Nj
− θjθk
Nk
= θj
(
δjk
Nj
− θk
Nk
)
(C–52)
ergibt sich nach einigen Umformungen (Einzelschritte siehe Anhang C) für die freie
Energie im Gleichgewichtszustand
∂Aatt
∂Nk
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji (C–53)
In der Doppelsumme wird nun die Summe über alle j in drei Teile aufgeteilt, und
die partiellen Ableitungen der lokalen Zusammensetzungen nach den Gleichungen
(C–61), (C–63) und (C–62) werden eingesetzt
∂Aatt
∂Nk
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
qiNi
[
∑
j<i
∂θji
∂Nk
Hji +∑
j=i
∂θji
∂Nk
Hii +∑
j>i
∂θji
∂Nk
Hji
]
∂Aatt
∂Nk
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
qiNi
{
∑
j<i
∂θji
∂Nk
Hji
+
[
−∑
j<i
∂θji
∂Nk
−∑
j>i
θj
θi
[(
δkj
Nj
− δki
Ni
)
θij +
∂θij
∂Nk
]]
Hii
+ ∑
j>i
[
θj
θi
[(
δkj
Nj
− δki
Ni
)
θij +
∂θij
∂Nk
]
Hji
]}
(C–54)
Nach weiteren einfachen Umformungen (Einzelschritte siehe Seite 140) gelangt man
zu
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∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑j<k
qkθjk
(
Hjk − Hkk
)
+
z
2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) δkj
Nj
− z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) δki
Ni
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j<i
qjNj
∂θij
∂Nk
(
Hji − Hii
)
(C–55)
Wegen
θj
θi
=
qjNj
qiNi
kann in der zweiten Zeile das Nj gekürzt werden
∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑j<k
qkθjk
(
Hjk − Hkk
)
+
z
2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i
∑
j>i
qjθij
(
Hji − Hii
)
δkj (C–56)
− z
2 ∑i
∑
j>i
qj
Nj
Ni
θij
(
Hji − Hii
)
δki
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qjNj
∂θij
∂Nk
(
Hji − Hii
)
(C–57)
In der dritten (C–56) und der letzen Zeile (C–57) kann nun umsummiert werden, da
der Laufbereich der Indizes i und j gleich ist. (Siehe dazu “Umsummierung” auf Seite
143)
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∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑j<k
qkθjk
(
Hjk − Hkk
)
+
z
2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑j
δkjqj∑
i<j
θij
(
Hji − Hii
)
− z
2 ∑i
δki
Ni
∑
j>i
qjNjθij
(
Hji − Hii
)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑j
∑
i<j
qjNj
∂θij
∂Nk
(
Hji − Hii
)
Nun werden die Kroneckersymbole δkj und δki aufgelöst, und in der letzten Zeile
werden die Laufindizes der Doppelsumme vertauscht
∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑j<k
qkθjk
(
Hjk − Hkk
)
+
z
2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i<k
qkθik (Hki − Hii)− z2
1
Nk
∑
j>k
qjNjθkj
(
Hjk − Hkk
)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hij − Hjj
)
In der ersten Summe wird nun der Laufindex von j auf i gewechselt, die vierte
Summe wird mit qk im Zähler und im Nenner erweitert, und die beiden letzten
Doppelsummen werden zusammengefasst
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∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑i<k
qkθik (Hik − Hkk) + z2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i<k
qkθik (Hki − Hii)− z2 ∑j>k
qkqjNj
qkNk︸ ︷︷ ︸
= qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii + Hij − Hjj
)︸ ︷︷ ︸
= 0
Aufgrund der Minimierungsbedingung zur Bestimmung der lokalen Oberflächenan-
teile θij, heben sich die Hij-Terme auf.
Schließlich bleibt
∂Aatt
∂Nk
=
z
2
qkHkk +
z
2 ∑i<k
qkθik (Hik − Hkk) + z2 ∑i<k
qkθik (Hki − Hii)
=
z
2
qkHkk +
z
2 ∑i<k
qkθik (Hik − Hkk + Hki − Hii)︸ ︷︷ ︸
= 0
=
z
2
qkHkk
Durch Resubstitution von Hkk ergibt sich für die Ableitung der freien Energie A nach
einer beliebigen Komponente Nk
∂Aatt
∂Nk
=
z
2
qk
(
εkk + kT ln
θkk
θk
)
(C–58)
VON GLEICHUNG (C–51) NACH (C–53)
Die Ableitung der globalen Oberflächenanteile nach der Komponente Nk , Gleichung
(C–52), wird eingesetzt
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∂Anr
∂Nk
=
z
2 ∑i
∑
j
qi
[
δkiθjiHji +
∂θji
∂Nk
NiHji + NikT
∂θji
∂Nk
− NiθjikT 1θj θj
(
δkj
Nj
− θk
Nk
)]
=
z
2 ∑i
∑
j
δkiqiθjiHji +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
∑
j
∂θji
∂Nk
qiNikT +
z
2 ∑i
∑
j
qiNiθjikT
(
θk
Nk
− δkj
Nj
)
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
qiNikT
(
∂
∂Nk
∑
j
θji
)
+
z
2 ∑i
∑
j
θjiqiNikT
(
qkθk
qkNk
− qjδkj
qjNj
)
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
∑
j
θjikT
(
θiθkqk
θk
− θiqjδkj
θj
)
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
∑
j
θjiθikT
(
qk −
qj
θj
δkj
)
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
qkθikT∑
j
θji − z2 ∑i ∑j
kT
θi
θj
θjiqjδkj
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2 ∑i
qkθikT − z2 ∑i
kT
θi
θk
θkiqk
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
+
z
2
qkkT − z2 qkkT∑i
θik
∂Anr
∂Nk
=
z
2 ∑j
qkθjkHjk +
z
2 ∑i
∑
j
∂θji
∂Nk
qiNiHji
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VON GLEICHUNG (C–54) NACH (C–55)
Ausgehend von (C–54) werden folgende Rechenschritte unternommen
∂Anr
∂Nk
=
z
2 ∑j
qkθjkHjk (C–59)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
Hji − z2 ∑i ∑j<i
qiNi
∂θji
∂Nk
Hii
− z
2 ∑i
∑
j>i
qiNi
θj
θi
(
δkj
Nj
− δki
Ni
)
θijHii − z2 ∑i ∑j>i
qiNi
θj
θi
∂θij
∂Nk
Hii
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
(
δkj
Nj
− δki
Ni
)
θijHji +
z
2 ∑i
∑
j>i
qiNi
θj
θi
∂θij
∂Nk
Hji
=
z
2 ∑j
qkθjkHjk
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)− z
2 ∑i
∑
j>i
qiNi
θjδkj
θiNj
θijHii
+
z
2 ∑i
∑
j>i
qiNi
θjδki
θiNi
θijHii − z2 ∑i ∑j>i
qiNi
θj
θi
∂θij
∂Nk
Hii
+
z
2 ∑i
∑
j>i
qiNi
θjδkj
θiNj
θijHji − z2 ∑i ∑j>i
qiNi
θjδki
θiNi
θijHji
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
∂θi j
∂Nk
Hji
=
z
2 ∑j
qkθjkHjk
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θjδkj
θiNj
θij
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θjδki
θiNi
θij
(
Hii − Hij
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
∂θij
∂Nk
(
Hji − Hii
)
Aufteilung der ersten Summe
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∂Anr
∂Nk
=
z
2
qkθkkHkk +
z
2 ∑j<k
qkθjkHjk +
z
2 ∑j>k
qkθjkHjk
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θjδkj
θiNj
θij
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θjδki
θiNi
θij
(
Hii − Hij
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
∂θij
∂Nk
(
Hji − Hii
)
=
z
2
qkHkk
(
1−∑
j 6=k
θjk
)
+
z
2 ∑j<k
qkθjkHjk +
z
2 ∑j>k
qkθjkHjk
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
∂θij
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) ( δkj
Nj
− δki
Ni
)
=
z
2
qkHkk − z2 qkHkk ∑j<k
θjk − z2 qkHkk ∑j>k
θjk
+
z
2 ∑j<k
qkθjkHjk +
z
2 ∑j>k
qkθjkHjk
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) ( δkj
Nj
− δki
Ni
)
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j>i
qiNi
qjNj
qiNi
∂θij
∂Nk
(
Hji − Hii
)
Schließlich ergibt sich Gleichung (C–55):
∂Anr
∂Nk
=
z
2
qkHkk +
z
2 ∑j<k
qkθjk
(
Hjk − Hkk
)
+
z
2 ∑j>k
qk
θj
θk
θkj
(
Hjk − Hkk
)
+
z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) δkj
Nj
− z
2 ∑i
∑
j>i
qiNi
θj
θi
θij
(
Hji − Hii
) δki
Ni
+
z
2 ∑i
∑
j<i
qiNi
∂θji
∂Nk
(
Hji − Hii
)
+
z
2 ∑i
∑
j<i
qjNj
∂θij
∂Nk
(
Hji − Hii
)
(C–60)
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ABLEITUNGEN DER LOKALEN OBERFLÄCHENANTEILE
Im Folgenden werden die Ableitungen der lokalen Oberflächenanteile durch Aus-
drücke ersetzt, in denen nur noch die unabhängigen lokalen Oberflächenanteile vor-
kommen. Hierbei werden die n(n−1)2 unabhängigen Oberflächenanteile (siehe Ab-
schnitt B.2) so gewählt, dass der erste Index immer kleiner als der zweite ist. Auf diese
Weise ergeben sich drei Fälle für die Darstellung der Ableitungen der lokalen Oberflä-
chenanteile θji nach einer beliebigen Stoffkomponente Nk . Im ersten Fall gilt j < i, im
zweiten j = i, und im dritten j > i. Es gilt
für j < i :
∂θji
∂Nk
(C–61)
für j > i :
∂θji
∂Nk
=
∂
∂Nk
[
θj
θi
θij
]
=
∂
∂Nk
[
qjNj
qiNi
θij
]
=
∂
∂Nk
[
qjNj
qiNi
]
θij +
∂θij
∂Nk
[
qiNi
qjNj
]
=
∂
∂Nk
[
qjNj
]
qiNi − ∂∂Nk [qiNi ] qjNj
q2i N
2
i
θji +
∂θij
∂Nk
qjNj
qiNi
=
qj
∂Nj
∂Nk
qiNi − qi ∂Ni∂Nk qjNj
q2i N
2
i
θji +
∂θij
∂Nk
qjNj
qiNi
=
[
qjqiNiδkj
q2i N
2
i
− qiqjNjδki
q2i N
2
i
]
θji +
∂θij
∂Nk
qjNj
qiNi
=
[
qjNjδkj
qiNiNj
− qjNjδki
qiN2i
]
θji +
∂θij
∂Nk
qjNj
qiNi
=
[
θjδkj
θiNj
− θjδki
θiNi
]
θij +
∂θij
∂Nk
θj
θi
=
θj
θi
[(
δkj
Nj
− δki
Ni
)
θij +
∂θij
∂Nk
]
(C–62)
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Für j = i folgt mit der Schließbedingung Gleichung (3–48)
∂θji
∂Nk
=
∂
∂Nk
[
1−∑
j 6=i
θji
]
= −∑
j 6=i
∂θji
∂Nk
= −∑
j<i
∂θji
∂Nk
−∑
j>i
∂θji
∂Nk
Gleichung (C–62) eingesetzt, folgt daraus
∂θji
∂Nk
= −∑
j<i
∂θji
∂Nk
−∑
j>i
θj
θi
[(
δkj
Nj
− δki
Ni
)
θij +
∂θij
∂Nk
]
(C–63)
UMSUMMIERUNG
Für eine endliche Summe mit i,j = 0,1,2,3, ...,n gilt
∑
i
∑
j>i
aij =∑
j
∑
i<j
aij (C–64)
Da der Laufbereich der Indizes, 0 < i < j < n auf beiden Seiten der Gleichung
identisch ist.
Zur Verdeutlichung ein Beispiel für n = 0,1,2,3 : Die aij seien in einer Matrix angeord-
net, wobei der Index i die Zeile und der Index j die Spalte bezeichnet.

a00 a01 a02 a03
a10 a11 a12 a13
a20 a21 a22 a23
a30 a31 a32 a33

Bei dem Ausdruck ∑i ∑j>i aij werden die unterstrichenen Elemente der Matrix ad-
diert. Diese sind identisch mit den Elementen des Ausdrucks ∑j ∑i<j aij .
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Ergänzung zu Gleichung (4–25)
pv∗
RT
= ln
v˜
v˜− 1 +
z
2
ln
V˜ + qr − 1
V˜
− z
2
ln ΓHH
= − ln(1− 1
v˜
)− z
2
ln
Nr
Nq
− z
2
ln
v− y
v2
= − ln N0
Nr
− z
2
ln
Nr · N0
Nq · N0 −
z
2
ln
v− y
v2
= − ln N0
Nr
+
z
2
ln
N0
Nr
− z
2
ln
N0
Nq
− z
2
ln
v− y
v2
= (
z
2
− 1) · ln N0
Nr
− z
2
ln v− z
2
ln
v− y
v2
= (
z
2
− 1) · ln N0
Nr
− z
2
ln(1− y
v
) +
z
2
ln(1− y
v
)− z
2
ln v− z
2
ln
v− y
v2
= (
z
2
− 1) · ln N0
Nr
− z
2
ln(1− y
v
) +
z
2
ln
v− y
v
− z
2
ln v− z
2
ln
v− y
v2︸ ︷︷ ︸
=0
= (
z
2
− 1) · ln N0
Nr
− z
2
ln(1− y
v
) (D–1)
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Ergänzung zu Gleichung (4–34)
∂
(
N0 ln
N00
N∗00
)
= −∂
(
N0 ln
N∗00
N00
)
= −∂
(
N0 ln
(
1
ϑ0
−
√
1+ 4ϑ0ϑ1(τ − 1)− 1
2ϑ20(τ − 1)
))
= −∂
(
N0 ln
(
1
v
− β− 1
2v2(η2 − 1) ·
β+ 1
β+ 1
))
= −∂
(
N0 ln
(
1
v
− β
2 − 1
2v2(η2 − 1)(β+ 1)
))
= −∂
(
N0 ln
(
1
v
− 4uv(η
2 − 1)
2v2(η2 − 1)(β+ 1)
))
= −∂
(
N0 ln
(
1
v
− 2u
v(β+ 1)
))
= −∂
(
N0 ln
(
(β+ 1)− 2u
v(β+ 1)
))
= ∂
(
N0 ln
(
v(β+ 1)
(β+ 1)− 2u
))
= ∂
(
N0 ln
(
v · 2uvy
2uv
y − 2u
))
= ∂
(
N0 ln
(
v2
v− y
))
= ∂
(
N0 ln
(
Qk v2
Qk (v− y)
))
= ln
(
v2
v− y
)
+ N0 · ∂ (ln(Qk v) + ln v− ln(Qk v−Qk y))
= ln
(
v2
v− y
)
+ N0
[
1
Qk v
∂(Qk v) +
1
v
∂v− 1
Qk (v− y) (∂(Qk v)− ∂(Qk y))
]
= ln
(
v2
v− y
)
+ N0
[
1
Qk v
z
2
+
1
v
u
Nq
− 1
Qk (v− y)
z
2
+
1
Qk (v− y) ∂(Qk y)
]
= ln
(
v2
v− y
)
+ N0
[
1
N0
+
u
N0
− 1
Nq(v− y) +
1
Qk (v− y) ∂(Qk y)
]
= ln
(
v2
v− y
)
+ 1+ u− v
v− y +
N0
Qk (v− y) ∂(Qk y)
= ln
(
v2
v− y
)
+ u− y
v− y +
2
z
v
v− y ∂(Qk y) (D–2)
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Ergänzung zu Gleichung (4–35)
qN · ∂ ln N11
N∗11
= −qN · ∂ ln N
∗
11
N11
= −qN · ∂ ln
(
1
ϑ1
−
√
1+ 4ϑ0ϑ1(τ − 1)− 1
2ϑ21(τ − 1)
)
= qN · ∂ ln u
2
u− y
= qN · ∂
ln(Qk u)︸ ︷︷ ︸
konst
+ ln u− ln(Qk u−Qk y)

= qN · 1
u
(
− u
Nq
)
+ qN
1
Qk (u− y) ∂(Qk y)
= −u+ 2
z
u
u− y ∂(Qk y) (D–3)
Ergänzung zu Gleichung (4–37)
∂ lnΩ = ∂
N0 · (1− lnN0) + N · ln ( ρ · eN · σ )︸ ︷︷ ︸
konst
+(1− z
2
) · Nr · (lnNr − 1) + z2 · Nq ·
(
lnNq − 1
)
= 1− lnN0 − 1+ (1− z2 )(lnNr + 1)− (1−
z
2
) +
z
2
(lnNq + 1)− z2
= − lnN0 + (1− z2 ) lnNr + 1−
z
2
− 1+ z
2
+
z
2
lnNq +
z
2
− z
2
= − lnN0 + (1− z2 ) lnNr +
z
2
lnNq
= − ln N0
Nr
− z
2
ln
NrN0
NqN0
= − ln N0
Nr
+
z
2
ln
N0
Nr
− z
2
ln
N0
Nq
= (
z
2
− 1) ln N0
Nr
− z
2
ln v (D–4)

EAnhang zu Kapitel 5
In diesemAnhang sind die Diagramme vollständig abgebildet, die bei der Berechnung
der Alkane vonMethan bis Oktan als Reinstoffe jeweils zur Darstellung der Ergebnisse
erstellt und im Kapitel 5.1 ausführlich diskutiert wurden.
Für jeden der abgebildeten Reinstoffe sind in einem Diagramm sowohl die Grenzkur-
ve mit den Koexistenzpunkten für das Phasengleichgewicht als auch die zugehöri-
gen Isothermen in Bereichen außerhalb des Zweiphasengebiets dargestellt. In einem
zweiten Diagramm ist die zugehörige Dampfdruckkurve für den jeweiligen Reinstoff
wiedergegeben.
Zusätzlich zu den berechneten Daten, die als durchgezogene Linien aufgetragen sind,
wurden die Referenzpunkte des zugehörigen Stoffes, welche entsprechenden Litera-
turstellen entnommen wurden, als einzelne Kreuze bzw. im Falle des kritischen Punk-
tes als auf dem Kopf stehendes Quadrat eingezeichnet. Im Diagramm zur Dampf-
druckkurve ist zudem der gerechnete kritische Punkt als einzelner Datenpunkt expli-
zit dargestellt.
Zur Berechnung der Werte kam die volumentranslatierte Variante der Multi-Segment
Gitter-Zustandsgleichung zur Anwendung, die für diese Anwendung jedoch auf
die Verwendung eines einzelnen Oberflächensegmenttyps pro Molekültyp reduziert
wurde. Diese Variante der Zustandsgleichung wird in den Diagrammen als VT EOS
referenziert.
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Abbildung E.1: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Methan (CH4). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Zagoruchenko und Zhuravlev (1969).
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Abbildung E.2: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Ethan (C2H6). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Din (1956).
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Abbildung E.3: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Propan (C3H8). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Din (1956).
153
Pentan
0 0,002 0,004 0,006 0,008 0,01
ρ  [mol/cm3]
0
1
2
3
4
5
6
p 
 [M
Pa
]
VT EOS
PVT (exp.)
VLE (exp.)
krit. Pkt. (exp.)
29
3,
13
K
35
3,
13
K
38
3,
13
K
41
3,
13
K
44
3,
13
K
46
9,
75
K
200 250 300 350 400 450 500
T  [K]
0
1
2
3
4
5
6
p s
at
 
 
[M
Pa
]
p
sat (VT EOS)
pkrit (VT EOS)
p
sat (exp.)
pkrit (exp.)
Abbildung E.4: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Pentan (C5H12). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Tatevskiy (1960); Timmermans (1950);
Mamedov (1959).
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Abbildung E.5: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Hexan (C6H14). Die zu Grunde liegenden Parameter sind in Tab. 5.1
zu finden. Referenzdaten entnommen aus Timmermans (1950); Rossini (1953);
Mamedov (1959).
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Abbildung E.6: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve vonHeptan (C7H16). Die zuGrunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Tatevskiy (1960); Timmermans (1950);
Doolittle (1964).
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Abbildung E.7: Isothermen, Flüssig-Gas-Gleichgewicht und Dampfdruckkur-
ve von Oktan (C8H18). Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu
finden. Referenzdaten entnommen aus Tatevskiy (1960); Timmermans (1950);
Mamedov (1959).
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Abweichungsdiagramm Dampfdruck
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Abbildung E.8: Relative Abweichung des Dampfdrucks für unterschiedliche
Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
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Abweichungsdiagramm Dampfvolumen
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Abbildung E.9: Relative Abweichung des Dampfvolumens für unterschiedli-
che Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
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Abweichungsdiagramm Flüssigvolumen
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Abbildung E.10: Relative Abweichung des Flüssigvolumens für unterschied-
liche Alkane. Die zu Grunde liegenden Parameter sind in Tab. 5.1 zu finden.
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