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Using representation theory, we compute the spectrum of the 
Dirac operator on the universal covering group of SL2(R), 
exhibiting it as the generator of KK1(C, A), where A is the 
reduced C∗-algebra of the group. This yields a new and direct 
computation of the K-theory of A. A fundamental role is 
played by the limit-of-discrete-series representation, which is 
the frontier between the discrete and the principal series of the 
group. We provide a detailed analysis of the localised spectra 
of the Dirac operator and compute the Dirac cohomology.
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1. Introduction
Let G denote the universal cover of SL2(R) and let A = C∗r (G) be the reduced 
C∗-algebra of G. The group G is a non-linear group with inﬁnite centre which places it 
outside the range of much classical representation theory of Harish-Chandra et al. and 
in particular the K-theory of A is known only through the deep results on the Connes–
Kasparov conjecture due to Chabert, Echterhoﬀ and Nest [1]. In this article, we give 
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lished by Pukánszky [4], studying the algebra via the Fourier transform. Moreover this 
also enables us to compute the spectrum of the Dirac operator on G, thereby establishing 
that this is the generator of KK1(C, A).
We use the Fourier transform to identify A as an algebra of operator-valued functions 
on a parameter space built from the discrete series and the principal series of G. Here 
there is an analogy with the representation theory of SL2(R). This has a representation, 
the limit-of-discrete-series, which is a reducible representation in the principal series of 
SL2(R) sharing properties with representations from the discrete series. Now, for G, the 
analogue of the discrete series is a ﬁeld of pairs of irreducible representations parametrised 
by the interval (−∞, 1/4), whose limit at 1/4 is again a reducible representation in the 
principal series. This limit representation we call the limit-of-discrete-series for G. The 
principal series is parametrised by a cylinder S1 × [1/4, ∞) and it is the attaching of 
the two spaces at the limit-of-discrete-series that yields the generator in K-theory. We 
remark that the Casimir operator for G, which acts as a scalar on each irreducible 
representation, gives the real parameter in (−∞, 1/4) for the discrete series and [1/4, ∞)
for the principal series.
As one might expect, the Dirac operator D, deﬁned on spinor ﬁelds on G, provides an 
interesting element of the K-theory of A. We examine the spectrum of D by identifying 
its Fourier transform D̂ and in particular we investigate how the spectrum changes as 
the Casimir parameter varies over (−∞, ∞).
The operator D̂ can be thought of as a ﬁeld of operators on the tensor product of 
the ﬁeld of representations of G with the ﬁeld of spinors. The idea is to decompose the 
tensor product ﬁeld into D̂-invariant pieces. We have one inﬁnite dimensional ﬁeld on 
which D̂ has a spectral gap and thus is trivial at the level of KK-theory. This leaves a 
one-dimensional ﬁeld for which the spectrum varies from minus inﬁnity to inﬁnity with 
the Casimir parameter. This establishes that D gives a non-trivial element in K-theory, 
and a homotopy argument then shows that the Dirac class generates KK1(C, A).
We provide also a detailed analysis of the localised spectra of D over the tempered 
dual of the group G. This demonstrates that there is much more information about the 
Dirac operator that can be derived from representation theory of G than that provided 
by K-theory, see Figs. 4, 5, and 6. We conclude by computing the Dirac cohomology of 
D in the sense of [2].
2. Representation theory and the Fourier transform
We begin with the Plancherel formula of Pukánszky [4] for the universal cover of 
SL2(R).
Theorem 2.1. The following representations enter into the Plancherel formula:
Principal series: {(Vq,τ , πq,τ ) : q ≥ 1/4, 0 ≤ τ ≤ 1}, Ω = q
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where Ω is the Casimir operator. For every test function f on G, smooth with compact 
support, we have
f(e) =
∞∫
0
1∫
0
σ[ tanh π(σ + iτ)]Θ(σ, τ)(f)dτdσ +
∞∫
1/2
( − 1/2)Θ()(f)d
where the Harish-Chandra characters are
Θ(σ, τ)(f) = trace
∫
G
πq,τ (g)f(g)dg
Θ()(f) = trace
∫
G
(ω,+ ⊕ ω,−)(g)f(g)dg
and σ =
√
q − 1/4.
This is a measure-theoretic statement. We need a more precise statement in topology.
As  → 1/2 the discrete series representations (W,±, ω,±) tend to limits (W1/2,±,
ω1/2,±), which are not strictly speaking elements of the discrete series. The representation 
(V1/4,1/2, π1/4,1/2) in the principal series, which we call the limit-of-discrete-series for 
G, is the direct sum of the two representations (W1/2,+, ω1/2,+) and (W1/2,−, ω1/2,−), 
see Eqn. (2.4) in [3, p. 40]. (Note that all other elements of the principal series are 
irreducible.)
We will deﬁne the parameter space Z to be the union of the sets
{q ∈ R : q ≤ 1/4}
{(q, τ) ∈ R × R : q ≥ 1/4, 0 ≤ τ ≤ 1}
with identiﬁcation of the point 1/4 in the ﬁrst set with (1/4, 1/2) in the second, and 
with identiﬁcation of (q, 0) with (q, 1) for all q ≥ 1/4.
The G-Hilbert spaces Vq,τ form a continuous ﬁeld of Hilbert-spaces over q ≥ 1/4, 
0 ≤ τ ≤ 1. We extend this to a continuous ﬁeld V∗ of G-Hilbert-spaces over Z by 
deﬁning
Vq = W,+ ⊕ W,−
where q = (1 − ) noting that
V1/4 = V1/4,1/2, Vq,0 = Vq,1 ∀q ≥ 1/4.
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The Casimir operator on the G-modules Vq and Vq,τ is precisely the multiplication by 
the parameter q.
We have the following structure theorem.
Theorem 2.2. Let A denote the reduced C∗-algebra C∗r (G). The Fourier transform f 
→ f̂
induces an isomorphism of A onto the C∗-algebra
Â := {F ∈ C0(Z,K(V∗)) : F (q)W,+ ⊂ W,+, F (q)W,− ⊂ W,− if q ≤ 1/4}.
Proof. In [3] Kraljević and Miličić gave a full description of the Fourier transform of the 
full C∗-algebra C∗max(G). Paraphrasing their work the algebra can be identiﬁed with an 
algebra of compact operator functions on a space Zmax (see Fig. 1).
The conditions that the compact operator valued functions are required to satisfy 
capture all the equivalences among the unitary representations of G, see [3, p. 40]. The 
equivalencies all occur around the boundary of the shaded region. In particular:
• there is a unitary identiﬁcation of the operators along the line τ = 0 with those along 
τ = 1;
• the operators are required to respect a decomposition of the Hilbert space on the 
parabola q = τ(1 − τ) for 0 < τ < 1 arising from the fact that these points of the 
parameter space correspond to pairs of inequivalent irreducible unitary representa-
tions;
• at (0, 0) and (0, 1) the operators respect a decomposition into 3 subspaces corre-
sponding to three inequivalent irreducible unitary representations, one of which is 
trivial.
For the reduced C∗-algebra we need to take those points of the parameter space and 
those subspaces of the Hilbert space which correspond to the support of the Plancherel 
measure, which we identify using Theorem 2.1. The complementary series has Plancherel 
measure 0 hence we only get points with q ≥ 1/4 or q = τ(1 − τ). Moreover, along 
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Fig. 3. The parameter space Z. Note that q is the parameter deﬁning the Casimir operator and the marked 
point is the limit-of-discrete-series.
the parabola we now get a single irreducible representation (Wτ,+, ωτ,+) for τ > 1/2
and (W1−τ,−, ω1−τ,−) for τ < 1/2, while at the limit-of-discrete-series, with parameter 
(1/4, 1/2), we obtain the direct sum of (W1/2,+, ω1/2,+) with (W1/2,−, ω1/2,−).
This identiﬁes the Fourier transform of the reduced C∗-algebra with an algebra of 
compact operator valued functions on the space Zred, satisfying (see Fig. 2):
• As before, there is a unitary identiﬁcation of the operators along the line τ = 0 with 
those along τ = 1;
• along the branch of the parabola τ > 1/2 the compact operators have range in Wτ,+, 
while along the branch τ < 1/2 the operators have range in Wτ,−;
• at τ = 1/2 the operators respect the decomposition W1/2,+ ⊕ W1/2,−.
The parameter space Z is obtained from Zred by identifying the two branches of the 
parabola and by identifying the line τ = 0 with the line τ = 1, see Fig. 3. The ﬁrst 
identiﬁcation allows us to view the pairs of operators as a single operator respecting the 
decomposition as required by the theorem, while the second identiﬁcation corresponds to 
the unitary equivalence of the representations on these two lines. This yields the required 
isomorphism. 
Note that the Jacobson topology on the primitive ideal spectrum of A is exactly 
right: it has a double point at q = 1/4 ∈ Z, where the unitary representation π1/4,1/2 is 
reducible and is Hausdorﬀ away from this point.
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B := {F ∈ C0(Z,M2(C)) : F (q) is diagonal if q ≤ 1/4}.
One way to see this is to note that Â ∼= B ⊗ K however it is instructive to consider the 
explicit bimodules yielding the Morita equivalence.
We introduce the notation C2+ and C2− for the subspaces C ⊕ 0 and 0 ⊕ C in C2. We 
now form the submodule E of C0(Z, V∗ ⊗C2) consisting of all functions F such that for 
q = (1 − ) ≤ 1/4, we have
F (q) ∈ (W,+ ⊗ C2+) ⊕ (W,− ⊗ C2−).
The module E can be equipped with two (pointwise) inner products. Firstly we have 
a B-valued inner product, which is to say a pointwise M2(C)-valued inner product sat-
isfying the required diagonality condition. For F = F1 ⊗ F2, G = G1 ⊗ G2 the inner 
product is deﬁned to be
〈F,G〉B = 〈F1(z), G1(z)〉Vz F2(z)〈G2(z),−〉C2 .
Secondly we have an Â valued inner product, which pointwise takes values in K(E). For 
F = F1 ⊗ F2, G = G1 ⊗ G2 the inner product is deﬁned to be
〈F,G〉Â = 〈F2(z), G2(z)〉C2 F1(z)〈G1(z),−〉Vz .
The Hilbert modules obtained by equipping E with these two inner products eﬀect a 
Morita equivalence between the algebras Â and B.
We remark that a ﬁeld of operators on the ﬁeld V∗ of Hilbert spaces can naturally be 
regarded as an adjointable operator on E with the B-valued inner product.
3. The Dirac operator
Let g denote the Lie algebra sl2(R), let U(g) denote the universal enveloping algebra 
of g, and let C(g) denote the Cliﬀord algebra of g with respect to the negative deﬁnite 
quadratic form on g. Let X0, X1, X2 denote an orthonormal basis in g. Note that the 
notation in [4, (1.1)] is lk = Xk.
Following the algebraic approach in [2, Def. 3.1.2] the Dirac operator is the element 
of the algebra U(g) ⊗ C(g) given by
D = X0 ⊗ c(X0) + X1 ⊗ c(X1) + X2 ⊗ c(X2)
where c(Xk) denotes Cliﬀord multiplication by Xk.
Let
σ0 =
(
1 0
)
, σ1 =
(
0 1
)
, σ2 =
(
0 i
)0 −1 1 0 −i 0
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c(Xk) = iσk, k = 0, 1, 2.
Then we have
c(Xk)2 = −1
for all k = 0, 1, 2.
We have
D = i(X0σ0 + X1σ1 + X2σ2)
= i
(
X0 X1 + iX2
X1 − iX2 −X0
)
.
The operator D acts on 2-spinor ﬁelds in the following way: the elements of the Lie 
algebra g give rise to right-invariant vector ﬁelds on G and in this way Xj , j = 0, 1, 2
form diﬀerential operators on scalar ﬁelds. The matrix then acts by diﬀerentiating the 
components of a spinor ﬁeld.
Viewing a compactly supported 2-spinor ﬁeld as a pair of scalar valued functions on 
the group G, it is an element of Cc(G) ⊕Cc(G) ⊆ A ⊕A. In this way the Dirac operator 
D gives rise to an unbounded adjointable operator on A ⊕A viewed as a Hilbert module 
over A.
Let now π be a unitary representation, in the principal series or the discrete series 
of G, on a Hilbert space Vπ. The inﬁnitesimal generators H0, H1, H2, which act on the 
Hilbert space Vπ, are determined by the following equation [4, p. 98]:
exp(−itHk) = π(exp(tXk)) ∀t ∈ R, k = 0, 1, 2.
Let us now recall the parameter space Z from §2 and corresponding continuous ﬁeld 
of G-Hilbert-spaces over Z:
{Vq : q ≤ 1/4}, {Vq,τ : q ≥ 1/4, 0 ≤ τ ≤ 1}.
On each of the Hilbert spaces Vq and Vq,τ we therefore have three self-adjoint oper-
ators, namely H0, H1 and H2. These form a ﬁeld of operators on the ﬁeld of Hilbert 
spaces V∗. The spectrum of H0 is discrete with eigenvalues m = ,  + 1,  + 2, . . . and 
m = −,  − 1, − − 2, . . . in the case that q < 1/4 and with eigenvalues m ∈ τ + Z for 
q ≥ 1/4. Each eigenvalue has multiplicity 1 and we let fm be an orthogonal basis of 
eigenvectors of H0 so that
H0fm = mfm.
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H+ = H1 + iH2, H− = H1 − iH2.
In addition, we have the following equations
H+fm = (q + m(m + 1))1/2fm+1
H−fm = (q + m(m − 1))1/2fm−1
which hold for all m when q ≥ 1/4 and where the ﬁrst equation holds for all m = −, 
the second for all m =  when q < 1/4. The special cases of H+f− and H−f are both 
zero.
By analogy with the Dirac operator D above, we construct a ﬁeld of self-adjoint 
operators
H =
(
H0 H1 + iH2
H1 − iH2 −H0
)
(1)
on the ﬁeld of Hilbert spaces V∗ ⊕ V∗. Since the algebra Â consists of ﬁelds of compact 
operators on V∗, the operator H can also be thought of as acting on Â⊕Â by composition. 
(One must additionally note that the operators Hj, j = 0, 1, 2, respect the decomposition 
of Vq as W,+ ⊕ W,− for q ≤ 1/4.)
Since the operator D acts on A ⊕ A and we have an isomorphism from A to Â given 
by the Fourier transform (Theorem 2.2), we obtain an operator D̂ on Â ⊕ Â. We will 
show that
D̂ = −H.
It suﬃces to show that the isomorphism A ∼= Â takes the diﬀerential operator iXj to 
−Hj for each j.
For f a smooth compactly supported function on G the Fourier transform of f is 
deﬁned by
fˆ(π) =
∫
f(g)π(g) dg.
Since Hj is the inﬁnitesimal generator of the 1-parameter group exp(−itHj) =
π(exp(tXj)) we have Hj = i ddtπ(exp(tXj))|t=0. Hence
−Hj fˆ(π) = −
∫
f(g)Hjπ(g) dg
= −
∫
f(g)i d π(exp(tXj))|t=0π(g) dg
dt
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dt
∫
f(g)π(exp(tXj)g) dg|t=0
= −i d
dt
∫
f(exp(−tXj)g′)π(g′) dg′|t=0 by left invariance of dg
= −i
∫
d
dt
f(exp(−tXj)g′)|t=0π(g′) dg′
= i
∫
Xj(f)π(g′) dg′
= iX̂j(f)(π)
since Xj is a right-invariant vector ﬁeld. This establishes that the Fourier transform 
takes iXj to −Hj and hence that D̂ = −H.
This exhibits D̂ as a ﬁeld of self adjoint operators on our parameter space Z as 
expected from the G-invariance of D. The spectrum of D̂ is the union of the spectra of 
the local operators. Each local operator has a discrete spectrum which we will describe 
in some detail.
Recall that H is deﬁned on the ﬁeld V∗ ⊕ V∗, and a crucial observation at this point 
is the emergence of two dimensional invariant subspaces for H at each point of the 
parameter space Z.
Each such subspace Em is spanned by a pair of vectors 
(
fm
0
)
and 
(
0
fm−1
)
, where 
m is in the set τ + Z for q ≥ 1/4 and m =  + 1,  + 2, . . . or −, − − 1, . . . for q < 1/4. 
We have the following equations
H
(
fm
0
)
=
(
H0 H+
H− −H0
)(
fm
0
)
=
(
mfm
(q + m(m − 1))1/2fm−1
)
and
H
(
0
fm−1
)
=
(
H0 H+
H− −H0
)(
0
fm−1
)
=
(
(q + m(m − 1))1/2fm
−(m − 1)fm−1
)
.
With respect to this basis, the operator H is given by the following symmetric matrix
(
m (q + m(m − 1))1/2
(q + m(m − 1))1/2 −(m − 1)
)
. (2)
This symmetric matrix has the following eigenvalues
λ = 1 ±
√
1/4 + q + 2m(m − 1). (3)2
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However, for q < 1/4 there are a further two 1-dimensional subspaces spanned by the 
vectors (
f
0
)
,
(
0
f−
)
.
These subspaces are invariant since H−(f) = 0 and H+(f−) = 0, and moreover, they 
span a 2-dimensional eigenspace with eigenvalue .
Now consider the case q = 1/4, τ = 1/2. Taking m = 1/2 the matrix in (2) is 12I
hence H has a 2-dimensional eigenspace with eigenvalue 1/2. This matches up with the 
above 2-dimensional eigenspace as q → 1/4− and correspondingly  → 1/2+, reﬂecting 
the fact that π1/4,1/2 is the limit-of-discrete-series representation of G.
Deﬁnition 3.1. Let G be a second countable locally compact group and E a C∗r (G)-Hilbert 
module. Let (V, π) be a representation whose irreducible constituents are in the reduced 
dual of G. For T an adjointable operator on E , the localisation of T at π is the operator 
T ⊗ 1 on E ⊗C∗r (G) V . The localisation of the spectrum of T at π is the spectrum of the 
localisation of T .
The localisation of our Dirac operator D at the representation πq,τ corresponds to 
taking the ﬁbre of D̂ at the point (q, τ) in Z. On the other hand the ﬁbre of D̂ at a point 
q = (1 − ) < 1/4 in Z is the direct sum of the localisations of D at ω,±.
Equation (3), for the appropriate values of m, describes most of the spectrum for the 
ﬁbre of H. The exception is provided by a further 2-dimensional eigenspace with eigen-
value  when q < 1/4. Indeed for these values of q each eigenvalue given by Equation (3)
also has multiplicity 2: the values m = ( + k) and m =  − (k − 1) (for k = 1, 2, . . .) 
yielding the same eigenvalue where the ﬁrst occurs in the localisation over ω,+ and the 
second over ω,−.
As D̂ = −H we thus obtain the following description of the localised spectra of D.
Theorem 3.2. The spectrum of the Dirac operator D localised at the representation πq,τ
is {
−12 ±
√
1/4 + q + 2(τ + k)(τ + k − 1) : k ∈ Z
}
.
The spectrum of the Dirac operator localised at ω,+ agrees with that at ω,− and is given 
by the formula
{−} ∪
{
−12 ±
√
1/4 + (1 − ) + 2( + k)( + k − 1) : k = 1, 2, . . .
}
.
Note that in the principal series (q ≥ 1/4) the eigenvalues generically have multi-
plicity 1. However for τ = 0 the eigenvalues have multiplicity 2, while for τ = 1/2
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to k = −6, . . . , 6.
Fig. 5. The localised spectra of D over the line of representations {ω,+⊕ω,− : q = (1 −) < 1/4} ∪{πq,1/2 :
q ≥ 1/4}. The cusps and bifurcation occur at q = 1/4.
the eigenvalues have multiplicity 2 for k = 0. The k = 0 eigenvalues for τ = 1/2 are 
−1/2 ±√q − 1/4 and have multiplicity 1 except when q = 1/4, at the limit-of-discrete-
series representation, where they coalesce. See Fig. 4.
Note from Fig. 5 that something very special occurs in the limit-of-discrete series when 
q = 1/4 and τ =  = 1/2. The 2-dimensional eigenspace with eigenvalue − along the 
branch q < 1/4 splits at q = 1/4 into two 1-dimensional eigenspaces, with eigenvalues 
diverging to ±∞ as q → ∞. Taking the upper branch allows the eigenvalue to range 
continuously from −∞ to ∞ with the parameter q, which, as we shall see, gives rise to 
the non-triviality of D as a class in K-theory.
As noted above, the operator H can be thought of either as an operator on Â⊕Â or an 
operator on V∗⊕V∗. Taking the latter view, the operator acts on the space C0(Z, V∗⊕V∗)
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C0(Z). Indeed there is an isomorphism of Hilbert modules
(Â ⊕ Â) ⊗Â C0(Z, V∗) ∼= C0(Z, V∗ ⊕ V∗)
and viewing H as an operator on Â ⊕ Â, the corresponding operator on C0(Z, V∗ ⊕ V∗)
is given by H ⊗ 1.
The algebra Â is contained in C0(Z, K(V∗)) (or C0(Z, K) for short) and we can factorise 
the tensor product further as
(Â ⊕ Â) ⊗Â C0(Z,K) ⊗C0(Z,K) C0(Z, V∗).
Hence viewing H as an operator on sections of V∗ ⊕ V∗ corresponds to the composition 
of the forgetful inclusion of Â into C0(Z, K) with the Morita equivalence from C0(Z, K)
to C0(Z) (which is implemented by the module C0(Z, V∗)).
We now consider the restriction of the ﬁeld V∗ of Hilbert spaces to the copy of the 
real line inside Z given by the union
{q ∈ R : q ≤ 1/4} ∪ {(q, 1/2) ∈ R × R : q ≥ 1/4},
which we regard as parametrized by q. Correspondingly we restrict H to the Hilbert 
spaces over this line. Passing from H viewed as an operator on an Â-Hilbert module to 
H|R viewed as an operator on a C0(R)-Hilbert module corresponds to the composition
Â ↪→ C0(Z,K) ∼
Morita
C0(Z) C0(R).
We will see in Section 4 that this composition induces an isomorphism at the 
level of KK-theory. In this section we will identify the class [C0(R, V∗|R), 1, H|R] in 
KK1(C, C0(R)).
Remark 3.3. The half-line {q ∈ R : q ≥ 1/4} has the following signiﬁcance in rep-
resentation theory. The corresponding unitary representations (Vq,1/2, πq,1/2) all factor 
through SL2(R) and constitute the odd principal series πq of SL2(R). In particular, the 
representation π1/4,1/2 descends to the limit-of-discrete series for SL2(R). Furthermore 
it is the direct sum of two irreducible representations whose characters θ+ and θ− do 
not vanish on the elliptic set, and in this respect, they resemble representations in the 
discrete series. So the term limit-of-discrete-series for π1/4,1/2 is surely apt.
We can now construct a family of complex hermitian line bundles over R
{L(k)± | k ∈ Z}
by glueing together selected one-dimensional eigenspaces of H.
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role and we begin with the corresponding eigenspaces. Take q ≥ 1/4 and consider the 
subspace E1/2. The restriction H|E1/2 is given by the matrix(
1/2
√
q − 1/4√
q − 1/4 1/2
)
from which we readily see that the vector 
(
f1/2
−f−1/2
)
is an eigenvector of H with eigen-
value 1/2 −√q − 1/4. Note that the eigenvalue tends to 1/2 as q → 1/4+.
Now for q < 1/4 we see that 
(
f
−f−
)
is an eigenvector of H with eigenvalue  =
1/2 +
√
1/4 − q tending to 1/2 as q → 1/4−.
We can thus deﬁne the H-invariant complex hermitian line bundle L(0)− as follows.
Deﬁne L(0)−q :=
⎧⎪⎪⎨⎪⎪⎩
C
(
f
−f−
)
for q ≤ 1/4, q = (1 − )
C
(
f1/2
−f−1/2
)
for q ≥ 1/4.
On this line-bundle the ﬁeld of operators H is simply multiplication by the function
ω(q) :=
{
1
2 +
√
1/4 − q for q ≤ 1/4
1
2 −
√
q − 1/4 for q ≥ 1/4.
In particular we note that ω(q) tends to ±∞ as q → ∓∞, passing through 0 when 
q = 1/2. The ﬁeld of operators induces an operator on the Hilbert module C0(R, L(0)−)
of C0-sections of the bundle, which is again multiplication by ω. This is suﬃcient to 
establish:
Theorem 3.4. The unbounded Kasparov triple [C0(R, L(0)−), 1, ω] represents the generator 
of KK1(C, C0(R)).
Similarly we have an H-invariant line bundle L(0)+ with
L(0)+q :=
⎧⎪⎪⎨⎪⎪⎩
C
(
f
f−
)
for q ≤ 1/4, q = (1 − )
C
(
f1/2
f−1/2
)
for q ≥ 1/4
on which the operator H is multiplication by the function
ε(q) :=
{
1
2 +
√
1/4 − q for q ≤ 1/4
1 +
√
q − 1/4 for q ≥ 1/4.2
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Kasparov triple [C0(R, L(0)+), 1, ε] represents the zero element of KK1(C, C0(R)).
We now examine how the remaining 2-dimensional subspaces Em match up at q = 1/4. 
For q ≥ 1/4 we have m = 1/2 + k where k ∈ Z and we exclude the case k = 0 which we 
have already considered.
For k > 0 we take the 2-dimensional bundle N (k) whose ﬁbres are E1/2+k for q ≥ 1/4
and E+k for q ≤ 1/4. These agree at q = 1/4 since  = 1/2 at this point.
For k < 0 we take the 2-dimensional bundle N (k) whose ﬁbres are E1/2+k for q ≥ 1/4
and E−+1+k for q ≤ 1/4. We note that when  = 1/2 we obtain E−+1+k = E1/2+k.
Thus for each k = 0 the ﬁbre of N (k) is Em, where m is a continuous function of q
deﬁned by
m(q) :=
⎧⎪⎪⎨⎪⎪⎩
1
2 +
√
1/4 − q + k for q ≤ 1/4, k = 1, 2, . . .
1
2 −
√
1/4 − q + k for q ≤ 1/4, k = −1,−2, . . .
1
2 + k for q ≥ 1/4, k ∈ Z \ {0}
using the formula  = 1/2 +
√
1/4 − q.
Recall that the eigenvalues of the restriction of H to Em are given by λ± = 12 ±
√
Δ, 
where
Δ = 1/4 + q + 2m(m − 1).
We will now verify that the discriminant Δ is positive so that the eigenvalues are 
always distinct. Writing 2m(m − 1) as 2(m − 1/2)2 − 1/2 we see that
Δ(k, q) =
{
1/4 − q + 2(k2 + 2|k|√1/4 − q) for q ≤ 1/4
q − 1/4 + 2k2 for q ≥ 1/4.
This formula also makes sense when k = 0 yielding the correct positive eigenvalue 
λ+(q) = ε(q), however we note that λ−(q) is not equal to ω(q). This diﬀerence is crucial 
since ω yields a non-trivial element of K-theory while λ− would not.
We see that Δ is always at least 2, and hence λ+ ≥ 12 +
√
2 and λ− ≤ 12 −
√
2. 
Thus the bundles of positive and negative eigenspaces within N (k) deﬁne H-invariant 
line bundles which we denote L(k)±. Moreover, for each k, λ+(q) → +∞ as q → ±∞
and λ−(q) → −∞ as q → ±∞.
This establishes the following result.
Theorem 3.5. For each k the Kasparov triples [C0(R, L(k)±), 1, λ±] both represent the 
zero element of KK1(C, C0(R)).
Finally, we have
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[C0(R, V∗|R), 1, D̂|R]
generates KK1(C, C0(R)).
Proof. It suﬃces to check that [C0(R, V∗|R), 1, H|R] generates KK1(C, C0(R)), noting 
that [C0(R, V∗|R), 1, D̂|R] is its inverse.
We have seen that the ﬁeld of Hilbert spaces V∗ over R can be decomposed as the 
direct sum of L(k)± for k ∈ Z and that the operator H respects this decomposition.
Now restricting H to an operator on sections of
⊕
k∈Z
L(k)+
the operator acts by multiplication by λ+ = 12 +
√
Δ(k, q). The above formulas for the 
discriminant show that λ+ tends to inﬁnity as k → ±∞ and also as q → ±∞. Hence 
the corresponding bounded operator H(1 + H2)−1/2 is a compact perturbation of the 
identity operator 1. The corresponding bounded Kasparov triple is thus trivial.
Similarly restricting H to an operator on sections of
⊕
k∈Z\{0}
L(k)−
the operator acts by multiplication by λ− = 12 −
√
Δ(k, q). Since λ− tends to minus 
inﬁnity as k → ±∞ and as q → ±∞ the corresponding bounded operator H(1 +H2)−1/2
is a compact perturbation of −1, and again the Kasparov triple is trivial.
We conclude that neither of these restrictions contributes to the K-theory and thus
[C0(R, V∗|R), 1,H] = [C0(R, L(0)−), 1, ω]
which is the generator of KK1(C, C0(R)). 
4. Computing the K-theory
In this section we compute the K-theory of A and establish that the Dirac class is a 
generator of KK1. We begin with a convenient reparametrisation of the space Z. While 
this looks like the parameterisation used in [3] it is not directly related to it, as our 
parameterisation corresponds to the reduced C∗-algebra whereas theirs corresponds to 
the full C∗-algebra of G.
Let Y be the union of the unit disc A = {z ∈ C : |z| ≤ 1} and the interval B = [1, 2].
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The coordinate change
(q, τ) 
→ (q + 3/4)−1e2πi(τ−1/2), for q ≥ 1/4, 0 ≤ τ ≤ 1
q 
→ 2 − (5/4 − q)−1, for q ≤ 1/4
respects the identiﬁcations in the construction of Z, and transforms the locally com-
pact parameter space Z into a dense subspace U of the compact parameter space Y. 
Explicitly U is the union of the punctured disc with the half-open interval [1, 2), and the 
limit-of-discrete-series corresponds to the point 1.
We remark that we can use the above parametrisation of the space Y to provide a 
more explicit representation of the spectrum of the Dirac operator localised over the 
principal series. Using the cylindrical coordinates (r, θ, z) given by
r = (q + 3/4)−1, θ = 2π(τ − 1/2),
we can see that this part of the localised spectrum is given by a pair of intersecting 
helices, as in Fig. 6.
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of all 2 ×2-matrix-valued functions on the compact Hausdorﬀ space Y which are diagonal 
on B, and vanish at 0 and 2.
Proof. By Theorem 2.2 we have an isomorphism A ∼= Â given by the Fourier transform 
and we have already seen that Â is Morita equivalent to B. The algebra B is isomorphic 
to D via the above change of coordinates. 
We now compute the K-theory. Deﬁne a new C∗-algebra as follows:
C := {F ∈ C(Y,M2(C)) : F (y) is diagonal on B,F (2) = 0}.
The map
C → M2(C), F 
→ F (0)
then ﬁts into an exact sequence of C∗-algebras
0 → D → C → M2(C) → 0.
This yields the six-term exact sequence
K0(D) −−−−→ K0(C) −−−−→ Z⏐⏐ ⏐⏐
0 ←−−−− K1(C) ←−−−− K1(D)
(4)
Note that Y is a contractible space. The following homotopy is well-adapted to the 
C∗-algebra C. Given z = x + iy ∈ Y deﬁne ht as follows:
ht(x + iy) =
{
x + (1 − 2t)iy 0 ≤ t ≤ 1/2
x + (2 − x)(2t − 1) 1/2 ≤ t ≤ 1
This gives a homotopy equivalence from Y to the point {2}. Given a function F ∈ C, the 
composition F (ht(x + iy)) also lies in C since if x + iy = x ∈ B then ht(x + iy) also lies 
in B, and hence F (ht(x + iy)) is diagonal as required.
Thus F 
→ F ◦ht induces a homotopy equivalence from C to the zero C∗-algebra, and 
hence the connecting maps in (4) are isomorphisms.
Since K-theory is an invariant of strong Morita equivalence, we have the following 
result.
Theorem 4.2. Let A denote the reduced C∗-algebra of the universal cover of SL2(R). Then
K0(A) = 0, K1(A) = Z.
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Â ↪→ C0(Z,K) ∼
Morita
C0(Z) C0(R). (5)
At the level of K-theory this agrees with the composition
D ↪→ C0(U ,M2(C)) ∼
Morita
C0(U) C0((0, 2)),
which includes into the composition
C ↪→ C0(Y \ {2},M2(C)) ∼
Morita
C0(Y \ {2}) C0([0, 2)).
It follows that the 6-term exact sequence (4) maps commutatively to the 6-term exact 
sequence
K0(C0((0, 2))) −−−−→ K0(C0([0, 2))) −−−−→ Z⏐⏐ ⏐⏐
0 ←−−−− K1(C0([0, 2))) ←−−−− K1(C0((0, 2)))
from which we conclude that the map from K∗(D) to K∗(C0((0, 2))) is an isomorphism. 
Correspondingly K∗(Â) → K∗(C0(R)) is an isomorphism.
In Section 3 we showed that (5) takes the Kasparov triple [Â⊕ Â, 1, H] to a generator 
of KK1(C, C0(R)). We thus conclude the following result.
Theorem 4.3. Let A denote the reduced C∗-algebra of the universal cover of SL2(R) and 
let Â ∼= A denote its Fourier transform. Then [Â⊕ Â, 1, D̂] is a generator of KK1(C, Â)
and hence [A ⊕ A, 1, D] is a generator of KK1(C, A).
5. Dirac cohomology
For the moment, let G be a connected real reductive group with a maximal compact 
subgroup K. Let g be the Lie algebra of G, and let K˜ be the spin double cover of K as 
deﬁned in [2, 3.2.1].
Deﬁnition 5.1. The Dirac cohomology of a (g, K)-module X is the K˜-module
HD(X) = Ker(D)/Im(D) ∩ Ker(D)
where D is considered as an operator on X ⊗ S and S is a space of spinors.
For unitary modules, the Dirac cohomology is just the kernel of D on X ⊗ S, see [2, 
p. 64]. If X is irreducible, then the Dirac cohomology is ﬁnite-dimensional [2, p. 62].
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deﬁne the Dirac cohomology, localised at a point in the reduced dual, to be the kernel 
of the Dirac operator, localised at that point.
To determine the kernel, we have to ascertain when zero belongs to the local spectrum. 
At this point, we invoke Theorem 3.2. By inspection, the local spectra in the discrete 
series do not contain 0. The spectrum of D localised at the point (q, t) in the principal 
series is
{−12 ±
√
1/4 + q + 2(τ + k)(τ + k − 1) : k ∈ Z}.
This set contains 0 if and only if k = 0. The spectra containing 0 are parametrised, in 
the (q, τ)-plane, by the parabolic arc
Q : q + 2τ(τ − 1) = 0
subject to the condition
τ ∈ [1/2 − 1/
√
8, 1/2 + 1/
√
8].
At this point, we have to examine the action of the Dirac operator on the subspace 
Eτ deﬁned in §3. We obtain the following result.
Theorem 5.2. The Dirac cohomology is concentrated in the parabolic arc Q, and is given 
by a ﬁeld of 2-spinors over Q. The Dirac cohomology is one-dimensional at each point 
of Q. With respect to the basis deﬁned in §3, the Dirac cohomology is spanned, at the 
point (q, τ) ∈ Q, by the 2-spinor (√
1 − τ
−√τ
)
.
The centre of the parabolic arc Q is the point (1/2, 1/2) in the (q, τ)-plane, i.e. the 
principal series representation π1/2,1/2. This representation factors through an irreducible 
representation X of SL2(R) in the odd principal series. We note that the irreducible 
unitary module X ⊗ S satisﬁes Vogan’s conjecture, see [2, 3.2.6].
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