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Abstract
The theory of Gro¨bner basis for ideals can be applied in the non-associative, noncommutative free
magma algebra K {X} with unit freely generated by a set X over a field K . In this article we introduce
a class of admissible orders on the magma freely generated by X which is denoted by Mag(X) and some
special admissible orders on Mag(X). We prove that the reduced Gro¨bner basis of a multigraded ideal I in
the multigraded algebra K {X} consists of the reduced multihomogeneous polynomials with multidegrees
(α) ∈ Nn .
We obtain a generalization for the Hilbert series of the multigraded algebra A = K {X}/J of residue
classes modulo multigraded ideal J generated by multihomogeneous polynomials in the non-associative
free magma algebra of tree polynomials K {X}, where X is a multigraded set of variables. It relates HA to
GX , the generating series in n variables for X , andGΓ , the generating series of the reduced Gro¨bner basis Γ
of J .
Let Ialt(X) be the alternator ideal generated by alternators in the free magma algebra K {x, y, z}, then we
obtain the elements of multidegree (2, 1, 1) in the reduced Gro¨bner basis Γ of Ialt(X) w.r.t. the admissible
order degree first factor on Mag(X).
We consider the Cayley algebra O and the admissible order degree first factor on Mag(X), where
X = {i, j, `}, with fix order i < j < `. Then we obtain the reduced Gro¨bner basis Γ of the ideal J
generated by all relations in the Cayley algebraO w.r.t. this admissible order. Also we obtain the generating
series of GO(t) and GΓ (t).
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1. Introduction
In 1965, Buchberger introduced the notion of Gro¨bner bases for commutative polynomial
ideals and an algorithm for their computation, see Buchberger (1965, 1985). In 1978, Bergman
developed the theory of Gro¨bner bases for associative algebras by proving the diamond lemma,
see Bergman (1978). His idea is a generalization of Buchberger’s theory and it has many
applications to various areas of the theory of associative algebras such as quantum groups.
A magma is a pair (M, ∗), where ∗ is a mapping ∗ : M × M −→ M with ∗(x, y) = x ∗ y. A
magma is associative, if for all elements a, b, c ∈ M the equality (a ∗ b) ∗ c = a ∗ (b ∗ c) holds.
Let (M, ∗) and (N , ∗′) be two magmas, then a morphism ϕ : (M, ∗) −→ (N , ∗′) is a mapping
ϕ : M −→ N , where for all x, y ∈ M , ϕ(x ∗ y) = ϕ(x) ∗′ ϕ(y), see Bourbaki (1971).
In the following K is a field. Let X be a multigraded set of finite type i.e. it consists of a finite
set of variables and a map d : X −→ Nn such that X(α) = { x ∈ X | d(x) = (α) } is finite for all
(α) ∈ Nn .
Let Mag(X) be the non-associative magma freely generated by X , then there exists a unique
morphism η : Mag(X) −→ PB(X), where PB(X) is the set of all isomorphism classes of
X -labelled finite planar binary rooted trees.
If X = {x}, then all labels are x and therefore PB = PB(x) is the magma of finite planar
binary rooted trees. Let K {X} denote the non-associative, noncommutative algebra with a unit
freely generated by X , see Gerritzen (2006).
In Section 2 we introduce a class of admissible orders onMag(X) and some special admissible
orders on Mag(X).
One of the most general extensions of Buchberger’s theory of Gro¨bner bases is the concept
of graded structures due to Robbiano and Mora. For further reading in noncommutative Gro¨bner
bases and graded and multigraded free algebras the reader is referred to Apel (2000), Drensky
(1999), Drensky and Holtkamp (2003), Erdo¨s (1956), Mora, F (1986), Mora, T (1988, 1994),
Robbiano (1986), Sweedler (1986), Ufnarovski (1998) and Ufnarovskij (1995).
In the theory of non-associative Gro¨bner bases there are no problems with overlaps
corresponding to S-polynomials. This is in contrast to the associative case, see Bergman (1978)
and Ufnarovskij (1995).
In Section 3 we give a formula for the reduced Gro¨bner basis Γ of the multigraded ideal
J in the multigraded algebra K {X}. A generalization formula for the Hilbert series HA of the
multigraded algebra A = K {X}/J of residue classes modulo a multigraded ideal J generated by
multihomogeneous polynomials is obtained. The Hilbert series HA is expressed in terms of GX ,
the generating series in n variables for X , and GΓ , the generating series of the reduced Gro¨bner
basis Γ of J , see Gerritzen (2000).
In Section 4 we consider the alternator ideal Ialt(X) of K {X} generated by alternators, where
it is defined as follows:
Ialt(X) := 〈( f, f, g), ( f, g, g) | f, g ∈ K {X}〉.
We suppose that all monomials with more occurrence of two times x , one y , and one z are equal
to zero. We consider the natural degree function d : X −→ N, where d(xi ) = 1 for every xi ∈ X .
We choose the admissible order≺deg,1 on the set of monomials Mag(X), where X = { x, y, z }
is an ordered set with fix order x > y > z. Then relative to this admissible order we obtain all
polynomials with multidegree (2, 1, 1) in the reduced Gro¨bner basis Γ of Ialt(X).
In Section 5 we consider the Cayley algebra O. It is the largest of the four normed
division algebras and it stands at the crossroads of many interesting fields of mathematics,
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see Baez (2001). Let X = { i, j, ` }, then dimRO = 8 and a R-basis for O is B = { 1, i, j, k =
i j, `, i`, j`, (i j)` = k` }.
We consider the elements of X to be of degree 1 and let ≺deg,1 be the admissible order degree
first factor on Mag(X) for which i < j < `. We obtain the reduced Gro¨bner basis Γ of the
ideal J generated by all relations in the Cayley algebra O w.r.t. the admissible order ≺deg,1. We
compute the generating series of G(O,X,<)(t) and the generating series of GΓ (t) with respect to
the natural degree function on X .
2. Admissible orders
In the following we suppose that N := { 0, 1, 2, . . . } and N∗ := { 1, 2, . . . }.
Definition 2.1. Let M = Mag(X) and M ′ = M unionsq {1} be the magma with unit freely generated
by X . A linear order ≺ on M ′ is called admissible if:
(i) for every v ∈ M ′, 1  v, and also
(ii) whenever a, b, c ∈ M ′ and a ≺ b, then ac ≺ bc and ca ≺ cb.
Definition 2.2. An admissible order ≺deg,1 on M which will be called the degree first factor
order is obtained as follows:
Fix a well-ordering ≺ on X . Let v,w ∈ M , v 6= w, we define v ≺deg,1 w, if one of the
following conditions is satisfied:
(i) deg(v) < deg(w), or
(ii) if deg(v) = deg(w) = k, define v ≺deg,1 w, whenever v,w ∈ X and v is smaller than w
relative to the fixed order on X , or
(iii) if v,w 6∈ X , then k > 1 and v = v1v2, w = w1w2 with vi , wi ∈ M and deg(vi ) < k,
deg(wi ) < k, for i = 1, 2. By induction on k we define v ≺deg,1 w if v1 ≺deg,1 w1 or
v1 = w1 and v2 ≺deg,1 w2.
Then ≺deg,1 is a well-ordering because one can prove with induction on n that any subset of
{ v ∈ Mag(X) | deg(v) = n } has a minimal element, see Gerritzen (2000). In a similar manner
we can define an admissible order on M ′, which is called degree second factor order and denoted
by ≺deg,2. Let x = x1 and also xn = x · x (n−1) and nx = (n−1)x · x be the right comb and left
comb of degree n, respectively.
(i) If ≺=≺deg,1, then
1 ≺ x ≺ x2 ≺ x3 ≺ 3x ≺ x4 ≺ x · 3x ≺ x2 · x2 ≺ x3 · x ≺ 4x ≺ · · · .
(ii) If ≺=≺deg,2, then
1 ≺ x ≺ x2 ≺ 3x ≺ x3 ≺ 4x ≺ x3 · x ≺ x2 · x2 ≺ x · 3x ≺ x4 ≺ · · · .
Definition 2.3. We define the maximum height function on PB as follows:
Hmax : PB −→ N
Hmax(T ) := max{dist(a, ρT ) | a ∈ L(T )},
where ρT is the root of T and L(T ) is the set of all leaves in T .
Definition 2.4. Let F be a free magma and (Si ,≺Si ) be an ordered magma for every i ∈ N.
We define V (F, Si ) as the set of all maps f : F −→ Si such that for every a, b, c ∈ F, if
f (a) ≺Si f (b), then f (ac) ≺Si f (bc) and f (ca) ≺Si f (cb).
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Proposition 1. Let (Si ,≺Si ) be ordered magma for every 1 ≤ i ≤ r and fi ∈ V (F, (Si ,≺Si ))
for 1 ≤ i ≤ r . We define ≺:=≺ f1, f2,..., fr ,1 in the following way. Let u, v ∈ F, then u ≺ v, if one
of the following conditions is satisfied:
(i) f1(u) ≺S1 f1(v), or
(ii) f1(u) = f1(v) and f2(u) ≺S2 f2(v), or
(iii) fi (u) = fi (v) for 1 ≤ i < m < r and fm(u) ≺Sm fm(v), or
(iv) Let fi (u) = fi (v) for 1 ≤ i ≤ r , then u ≺ v if u1 ≺ v1 or if u1 = v1 and u2 ≺ v2, where
u = u1 · u2, v = v1 · v2. Then ≺ is an admissible order on F.
Proof. We can simply check that ≺ is reflexive and transitive over F. Let u ≺ v and v ≺ u, then
we must have fi (u) = fi (v) for every 1 ≤ i ≤ r and so we must have ui = vi for i = 1, 2,
therefore u = v and hence ≺ is antisymmetric. Now since every Si is an ordered magma for
every 1 ≤ i ≤ r , exactly one of the following relations is satisfied:
fi (u) ≺Si fi (v) or fi (u) = fi (v) or fi (v) ≺Si fi (u).
If fi (u) = fi (v) for every 1 ≤ i ≤ r , we can use the definition of ≺ and induction and therefore
exactly one of the following conditions is satisfied:
u ≺ v or u = v or u  v.
Therefore ≺ is a linear order on F and by definition of V (F, Si ) for every u, v, w ∈ F, if u ≺ v,
then u · w ≺ v · w and w · u ≺ w · v.
We have for every 1 6= u ∈ F, 1 ≺ u. Therefore ≺ is an admissible order on the free magma
F. 
Corollary 2.5. Let α, β ∈ N∗ be fixed. We define
f : PB −→ N
f (u) := αH(u)+ βdeg(u),
where H(u) := Hmax(u), then f ∈ V (PB, (N,≤)). The relation ≺(α,β) defined as follows is an
admissible order over PB for every α, β ∈ N∗.
Let u, v ∈ PB, then u ≺(α,β) v, if one of the following conditions is satisfied:
(i) f (u) < f (v), or
(ii) If f (u) = f (v), then u ≺(α,β) v, if u1 ≺(α,β) v1 or u1 = v1 and u2 ≺(α,β) v2, where
u = u1 · u2 and v = v1 · v2.
Example 2.6. Let X be an ordered set of variables. By use of Proposition 1 every of the following
orders is an admissible order on Mag(X):
(i) ≺deg,1 (ii) ≺deg,2 (iii) ≺H,1
(iv) ≺H,2 (v) ≺deg,H,1 (vi) ≺deg,H,2
(vii) ≺H,deg,1 (viii) ≺H,deg,2 .
Definition 2.7. We define the height vector function as follows:
HV : PB −→ ∞unionsq
n=1N
n
HV (T ) := (a1, . . . , an),
where ai is the height of the i-th leaf of T from left to right and ]L(T ) = n.
S. Rajaee / Journal of Symbolic Computation 41 (2006) 887–904 891
For example, HV (x2) = (1, 1), HV (3x) = (2, 2, 1) and HV (x · 3x) = (1, 3, 3, 2). For
u, v ∈ Mag(X), where deg(u) = deg(v) = n, we define u <HV v if and only if HV (u) <lex
HV (v). Then by Proposition 1, ≺deg,HV,1 and ≺deg,HV,2 are admissible orders over Mag(X).
We consider the admissible order ≺:=≺deg,HV,1 on PB, then
1 ≺ x ≺ x2 ≺ x · x2 ≺ x2 · x ≺ x4 ≺ x · 3x ≺ x2 · x2 ≺ x3 · x ≺ 4x ≺ x5 ≺ x · (x · 3x) ≺
x · (x2 · x2) ≺ x · (x3 · x) ≺ x · 4x ≺ x2 · x3 ≺ x2 · 3x ≺ x3 · x2 ≺ x4 · x ≺ (x · 3x) · x ≺ 3x · x2 ≺
(x2 · x2) · x ≺ (x3 · x) · x ≺ 5x ≺ · · · .
3. Multigraded algebras
A multidegree is an element (α) := (α1, . . . , αn) ∈ Nn for some n ∈ N∗.
Definition 3.1. A K -algebra A is called a multigraded K -algebra, if there exists a sequence of
vector subspaces (A(α))(α)∈Nn of A, where A = ⊕(α)∈Nn A(α) such that A(α)A(β) ⊆ A(α)+(β) for
every (α), (β) ∈ Nn and A(0) = K .
Definition 3.2. Let A = ⊕(α)∈Nn A(α) and B = ⊕(β)∈Nn B(β) be multigraded K -algebras. A K -
algebra homomorphism ϕ : A −→ B is called a multihomomorphism, if ϕ(A(α)) ⊆ B(β) for
some (α), (β) ∈ Nn . Then, naturally, the spaces kerϕ and Imϕ will be multigraded K -algebras.
Definition 3.3. An ideal I in a multigraded K -algebra A is called a multigraded ideal, if
I = ⊕(α)∈Nn I(α), where I(α) = I ∩ A(α), then I(α) I(β) ⊂ I(α)+(β) for every (α), (β) ∈ Nn .
It is clear that I(α) is a vector subspace of A(α) but it is not an ideal in A and we have
A(α) I(β) ⊆ I(α)+(β).
If A is a multigraded algebra and I is a multigraded ideal in A, then the quotient algebra A/I is
also a multigraded algebra.
Remark 3.4. Let f ∈ K {X}, where X = { x1, . . . , xn } is the set of variables, then f is a linear
combination of monomials in Mag(X).
We group together all monomials of the polynomial f with the same multidegree (m) :=
(m1, . . . ,mn), where Σ (m) =∑ni=1 mn is their total degree. Then f is represented in the form
of a sum of multihomogeneous polynomials f = f(α1) + · · · + f(αt ), where f(αi ) ∈ K {X}(αi ).
These multihomogeneous polynomials are called the multihomogeneous components of f .
Let ≺ be an admissible order on Mag(X), we can arrange the components of f such that
f ≺(α1)  · · ·  f ≺(αt ), then all terms with the same multidegrees (αi ) are in unique subspace
K {X}(αi ), for 1 ≤ i ≤ n, and also f ≺ = f(α1). Therefore K {X} :=
⊕
(m)∈Nn K {X}(m),
where K {X}(m) is the linear span of all non-associative monomials of multidegree (m) :=
(m1, . . . ,mn) ∈ Nn .
Proposition 2. Let A be a multigraded K -algebra and I be a multigraded ideal of A and also
≺ be an admissible order on the monomials of A. If G is the reduced Gro¨bner basis of I w.r.t. ≺,
then G = ∪(α)∈NnG(α) such that
G(α) := {g ∈ G | g ∈ A(α)}.
Proof. Let G be the reduced Gro¨bner basis of the multigraded ideal I in the multigraded K -
algebra A. If f ∈ G, then f ∈ I = I (G) = ⊕(α)∈Nn I(α), therefore f has a unique decomposition
in terms of its multihomogeneous components as f = f(α1)+· · ·+ f(αr ), where every f(αi ) ∈ I(αi )
for a unique (αi ) ∈ Nn . We know that for every monomial v of f , cv( f ) =∑v∈supp( f ) cv( f(αi )).
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Also by rearranging of f(αi )’s we can assume that f
≺
(α1)
 · · ·  f ≺(αr ). We claim that there exists
only one (αi ) such as (α1), where f = f(α1). Since f ∈ G for every g ∈ G, then f ≺ := f ≺(α1)
is not a multiple of g≺ and also all of the occurred monomials in f − f ≺(α1) are normal forms
w.r.t. G. Also for every i ≥ 2, f(αi ) ∈ I(αi ) ⊆ I = I (G), and since I≺ := I (G≺) there
exists one g≺ ∈ G≺, which is a factor of f ≺(αi ), but this is impossible because all monomials of
f − f ≺ = f − f ≺(α1) are normal forms. In other words, we can use G-reduction on monomials
of f and hence for every i ≥ 2, f(αi ) −→G 0. Therefore for every f ∈ G, there exists exactly one
(αi ) such that f = f(αi ) ∈ G(αi ) and hence G = ∪(α)∈NnG(α). 
Lemma 3.5. Let I ⊆ M = Mag(X) be a multigraded magma ideal. If (α), (β), (γ ) ∈ Nn , then
I(β) = ∪
(α),(γ );(α)+(γ )=(β)(I(α) · M(γ ) ∪ M(α) · I(γ )) ∪ Ω(β),
where Ω = I \ (I · M ∪ M · I ) and Ω(β) = Ω ∩ M(β).
Proof. Let w = w1 · w2 ∈ M(α) · I(γ ) ⇒ w1 ∈ M(α), w2 ∈ I(γ ) = I ∩ M(γ ) ⊂ I ⇒ w =
w1 · w2 ∈ I ∩ M(α)+(γ ) = I(α)+(γ ) = I(β), where (α)+ (γ ) = (β).
In a similar way we get I(α) · M(γ ) ⊂ I(α)+(γ ) = I(β). Therefore RHS ⊆ LHS.
Conversely let w ∈ I(β) = I ∩ M(β), then w = w1 · w2, where w1 ∈ M(α) and w2 ∈ M(γ )
such that (α) + (γ ) = (β). If wi /∈ I for i = 1, 2, then we choose (γ ) = 0 and we have
w ∈ I \ (I · M ∪ M · I ), then w ∈ Ω ∩ M(β) = Ω(β).
w1 ∈ I ⇒ w1 ∈ I ∩ M(α) = I(α) ⇒ w = w1 · w2 ∈ I(α) · M(γ ) ⊂ RHS.
w2 ∈ I ⇒ w2 ∈ I∩M(γ ) = I(γ ) ⇒ w = w1 ·w2 ∈ M(α) · I(γ ) ⊂ RHS, therefore LHS ⊆ RHS.
Now let w = w1 · w2 ∈ I(α) · M(γ ) ∩ M(α) · I(γ ) ⇒ w1 ∈ I(α), w2 ∈ I(γ ) ⇒ w ∈ I(α) · I(γ ) ⊂
I(α)+(γ ).
Conversely, w = w1 · w2 ∈ I(α) · I(γ ) ⇒ w1 ∈ I(α) = I ∩ M(α), w2 ∈ I(γ ) = M(γ ) ∩ I ⇒
w = w1 · w2 ∈ I(α) · M(γ ) ∩ M(α) · I(γ ), therefore I(α) · M(γ ) ∩ M(α) · I(γ ) = I(α) · I(γ ). 
Definition 3.6. Given a set X with multigrading of finite type i.e. a map d : X → Nn such that
X(α) := {x ∈ X | d(x) = (α)} is finite for all (α) ∈ Nn . We can associate to the multigraded set
X a multivariable generating series GX as follows:
GX (t1, . . . , tn) :=
∑
(α):=(α1,...,αn)∈Nn
]X(α) · tα11 · · · tαnn .
Let A be a multigraded K -algebra, we denote by
HA(t1, . . . , tn) :=
∑
(α)∈Nn
dim A(α) · tα11 · · · tαnn ,
the multigraded Hilbert series of A.
Let X = { x1, . . . , xn } and d : X −→ Nn be the standard map d(xi ) = (α) = (α1, . . . , αn),
where αi = δi j , then GX = t1 + · · · + tn and we have
HK {X}(t1, . . . , tn) =
∑
(m)∈Nn
cΣ (m)
(
Σ (m)
m1, . . . ,mn
)
,
where (m) = (m1, . . . ,mn), Σ (m) = m1 + · · · +mn , and ck is the Catalan number and we have
the multinomial coefficient
(
Σ (m)
m1, . . . ,mn
)
= (Σ (m))!m1!···mn ! .
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Proposition 3. HK {X} = 1+ q(GX ), where q(t) = 1−
√
1−4t
2 and
GX =
∑
(α)∈Nn
]X(α) · tα11 · · · tαnn
is the generating series of X.
Proof. We know that HK {X} = 1 + GM , where GM is the generating series of M = Mag(X)
i.e. GM = ∑(β)∈Nn ]M(β) · tβ11 · · · tβnn with (β) := (β1, . . . , βn). The multiplication on M is
an injective map M × M −→ M whose image is the complement of X in M and there exists a
bijection M(α) × M(γ ) −→ M(α) · M(γ ) and therefore ][M(α) · M(γ )] = ]M(α) × ]M(γ ) and by
Lemma 3.5 ]M(β) = [∑(α)+(γ )=(β) ]M(α) × ]M(γ )] + ]X(β) and hence GM = G2M + GX ⇒
GM = 1−
√
1−4GX
2 = q(GX )⇒ HK {X} = 1+ q(GX ). 
A formula for the Hilbert series HA(t) for any homogeneous algebra A of finite type over a field
is obtained. It relates HA(t) to the generating series of the reduced, non-associative Gro¨bner basis
of the ideal of relations in the free, noncommutative , non-associative algebra K {X} relative to a
system of homogeneous generators of A, see Gerritzen (2000).
In Proposition 4 we give a similar formula for the Hilbert series of the multigraded algebra A
of residue classes modulo a multigraded ideal J generated by multihomogeneous polynomials
in K {X}. It relates HA to the generating series GX of a multigraded set X of finite type and the
generating series GΓ of the reduced Gro¨bner basis of J .
Proposition 4. Let J be a multihomogeneous ideal in K {X} and A = K {X}J be the multigraded
algebra of residue classes modulo J , then
HA = 1+ q(GX − GΓ ),
where Γ is the reduced Gro¨bner basis of J .
Proof. We know that HJ = G I =∑(β)∈Nn ]I(β) · tβ11 · · · tβnn , where
I = J≺ := { f ≺| f ∈ J }.
We have GΩ = GΓ , where Ω = I \ (I · M ∪ M · I ) and
GX =
∑
(α)∈Nn
]X(α) · tα11 · · · tαnn
is the generating series of the ordered multigraded set X of variables.
By Lemma 3.5 we have
](I(α) · M(γ ) ∪ M(α) · I(γ )) = ]I(α) × ]M(γ ) + ]M(α) × ]I(γ ) − ]I(α) × ]I(γ ).
We have
G I = 2G IGM − G2I + GΩ ⇒ G2I + G I − 2GMG I − GΓ = 0
⇒ G2I − (2GM − 1)G I − GΓ = 0
⇒ G I = 12 (2GM − 1+
√
(2GM − 1)2 + 4GΓ ).
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Since G2M − GM + GX = 0, then
G I = GM − 12 (1−
√
1− 4(GX − GΓ )).
Therefore
HA = HK {X} − HJ = 1+ q(GX )− G I = 1+ GM − G I = 1+ q(GX − GΓ ),
where
q(t) =
∞∑
n=0
1
n + 1
(
2n
n
)
tn+1 = 1−
√
1− 4t
2
. 
Corollary 3.7. GΓ = GX + H2A − 3HA + 2.
Proof. By Proposition 4, HA − 1 = q(GX − GΓ ), then since q(t)2 − q(t) + t = 0, we have
q(t)− q(t)2 = t and hence (HA − 1)− (HA − 1)2 = GX − GΓ .
Then GΓ = GX + H2A − 3HA + 2. 
4. Free alternative algebra
In abstract algebra, an algebra (or more generally a magma) is called alternative if the
subalgebra generated by any two of its elements is associative.
In this section we wish to study alternative algebras. These are algebras defined by the
following two polynomial identities
(x, x, y) := x2y − x(xy) = 0 A1 : left alternative law,
(x, y, y) := (xy)y − xy2 = 0 A2 : right alternative law.
The equivalence of the two definitions is known as Artin’s Theorem. Every alternative algebra is
a flexible algebra i.e. for every two elements x and y,
(x, y, x) := (xy)x − x(yx) = 0 F : flexible law.
For every non-associative algebra A the ideal generated by these polynomial identities for every
x, y ∈ A is called alternator ideal. In particular we show that the alternator ideal Ialt(X) in
K {X} is a multigraded ideal. Therefore by Proposition 2 the reduced Gro¨bner basis Γ of Ialt(X)
is Γ := ∪(α)∈NnΓ(α).
In particular we consider 3-generated free non-associative algebra K {X3} and the admissible
order ≺deg,1 on Mag(X3), where x > y > z is a fix order on X3 = { x, y, z }. Then we
apply reduction and rewriting techniques w.r.t. ≺deg,1 on polynomial identities. We computed
the multihomogeneous polynomials in Γ(2,1,1).
Definition 4.1. Let Ialt(X) be the ideal in K {X} generated by S = S1 ∪ S2, where
S1 := {( f, f, g) := f 2g − f ( f g) | f, g ∈ K {X}},
S2 := {( f, g, g) := ( f g)g − f g2 | f, g ∈ K {X}}.
Then the algebra Alt(X) := K {X}Ialt(X) is called the alternative algebra freely generated by X , see
Kuzmin and Shestakov (1995).
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We know that:
(i) I = Ialt(X) is generated by E ∪ E ′, where E = E1 ∪ E2 and E ′ = E ′1 ∪ E ′2, where:
E1 = {u2v − u(uv) | u, v ∈ Mag(X)}, E2 = {uv2 − (uv)v | u, v ∈ Mag(X)},
E ′1 = {(u1u2)v + (u2u1)v − u1(u2v)− u2(u1v) | u1, u2, v ∈ Mag(X)},
E ′2 = {u(v1v2)+ u(v2v1)− (uv1)v2 − (uv2)v1 | u, v1, v2 ∈ Mag(X)}.
(ii) Ialt(X) is a graded ideal in K {X}.
(iii) If char(K ) 6= 2, then Ialt(X) is generated by E ′, see Gerritzen (2006).
Lemma 4.2. I = Ialt(X) is a multigraded ideal in the multigraded algebra K {X}.
Proof. We note that E ∪ E ′ is a system of multihomogeneous polynomials for natural grading
d : X −→ N with d(xi ) = 1 for every xi ∈ X , therefore Ialt(X) = ⊕(m)∈Nn I(m), where
I(m) := I ∩ K {X}(m) such that K {X}(m) is the vector subspace of K {X} generated by all
monomials in Mag(X) with the same multidegree (m) ∈ Nn . 
By Proposition 2, since Ialt(X) is a multigraded ideal for every admissible order on Mag(X),
the elements of the reduced Gro¨bner basis of Ialt(X) are multihomogeneous.
For example, we let Γ be the reduced Gro¨bner basis of I := Ialt(X) w.r.t. the admissible
order ≺deg,1 on Mag(X), where X := { x, y, z } and x > y > z is a fix order on X . We
want to obtain all multihomogeneous polynomials with multidegree (α) = (2, 1, 1) in Γ . We
performed very large computations on almost 50 pages. Let K be a field with char(K ) 6= 2, then
we consider all possible cases by replacing suitable monomials for u1, u2, v1, v2, u and v in
the generator polynomials E ′ of Ialt(X), where the resulting polynomials are multihomogeneous
with multidegree (α) = (2, 1, 1). We applied reduction w.r.t. ≺deg,1 on all of these polynomials.
At first we obtained all multihomogeneous polynomials of multidegree (2, 1, 1) in the reduced
Gro¨bner basis Γ1 of the ideal
I lalt(X) := 〈( f, f, g) = f 2g − f ( f g) | f, g ∈ K {X}〉.
We summarize our computations in Table 1:
Table 1
All polynomials with multidegree (2, 1, 1) in the reduced Gro¨bner basis Γ1 of the ideal I
l
alt(X)
n u1 u2 v Leading term Reduced polynomial
1. x xy z ((xy)x)z ((xy)x)z − (yx2)z + (yx)(xz)+
x((zy)x)− x(y(xz))− x(z(yx))
2. x z xy (xz)(xy) (xz)(xy)+ (zx)(xy)− x(z(xy))
− z(x(xy))
3. x yx z (x(yx))z (x(yx))z + (yx2)z − (yx)(xz)
− x((zy)x)− x(y(xz))+ x(z(yx))
4. x z yx (xz)(yx) (xz)(yx)+ (zx)(yx)− x(z(yx))
− z(x(yx))
5. x xz y ((xz)x)y ((xz)x)y − (zx2)y + (zx)(xy)
− x((zy)x)+ x(z(yx))− x(z(xy))
(continued on next page)
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Table 1 (continued)
n u1 u2 v Leading term Reduced polynomial
6. x y xz (xy)(xz) (xy)(xz)+ (yx)(xz)− x(y(xz))
− y(x(xz))
7. x zx y (x(zx))y (x(zx))y + (zx2)y − (zx)(xy)
+ x((zy)x)− x(z(xy))− x(z(yx))
8. x y zx (xy)(zx) (xy)(zx)+ (yx)(zx)− x(y(zx))
− y(x(zx))
9. x yz x ((zy)x)x ((zy)x)x + (z(yx))x − (yx)(zx)
− (zx)(yx)− (zy)x2 − x((zy)x)
+ x(z(yx))+ y((xz)x)+ z(x(yx))
− z(yx2)
10. x x yz x2(yz) x2(yz)− x(x(yz))
11. x zy x (x(yz))x (x(yz))x + (x(zy))x + (y(zx))x
+ (z(yx))x − (yz)x2 − (zy)x2
− x(y(zx))− x(z(yx))
12. x x zy x2(zy) x2(zy)− x(x(zy))
13. y xz x (y(xz))x (y(xz))x − (z(yx))x + (zx)(yx)
+ (zy)x2 + x((zy)x)− x(z(yx))
− y((xz)x)− z(x(yx))
14. y x2 z (x(xy))z (x(xy))z + (yx2)z − x(x(yz))
− y(x(xz))
15. y z x2 (yz)x2 (yz)x2 + (zy)x2 − y(zx2)
− z(yx2)
16. y zx x (x(zy))x (x(zy))x + (y(zx))x + (z(xy))x
+ (z(yx))x − (zx)(yx)− (zy)x2
− x((zy)x)− y(zx2)
17. z xy x (y(zx))x (y(zx))x − (z(xy))x − (yx)(zx)
− (yz)x2 + x((zy)x)− x(z(yx))
+ y(x(zx))+ z((xy)x)
18. z yx x (z(xy))x (z(xy))x + (z(yx))x + 12 (yz)x2
− (zx)(yx)− 12 (zy)x2 − x((zy)x)
+ x(z(yx))+ 12 y((xz)x)− 12 y(x(zx))
− 12 y(zx2)− 12 z((xy)x)+ 12 z(x(yx))
− 12 z(yx2)
19. z x2 y (x(xz))y (x(xz))y + (zx2)y − x(x(zy))
− z(x(xy))
Similarly we obtained all multihomogeneous polynomials with multidegree (α) = (2, 1, 1) in
the reduced Gro¨bner basis Γ2 of the ideal
I ralt(X) := 〈 ( f, g, g) := ( f g)g − f g2 | f, g ∈ K {X} 〉,
of K {X}. We summarize our computations in Table 2:
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Table 2
All polynomials with multidegree (2, 1, 1) in the reduced Gro¨bner basis Γ2 of the ideal I
r
alt(X)
n u v1 v2 Leading term Reduced polynomial
1. x x yz (x(yz))x (x(yz))x − x2(zy)− (xy)(xz)− (xz)(xy)
+ x((zy)x)+ x(x(zy))+ x(y(xz))
− x(y(zx))+ x(z(xy))− x(z(yx))
2. x y xz (x(xz))y (x(xz))y + (xy)(xz)− x((zy)x)
− x(x(zy))− x(y(xz))+ x(z(yx))
3. x z xy (x(xy))z (x(xy))z + (xz)(xy)+ x((zy)x)
− x(x(yz))− x(z(xy))− x(z(yx))
4. x x zy (x(zy))x (x(zy))x + x2(zy)− x((zy)x)
− x(x(zy))
5. x y zx (x(zx))y (x(zx))y + (xy)(zx)+ x((zy)x)
− x(y(zx))− x(z(xy))− x(z(yx))
6. x z yx (x(yx))z (x(yx))z + (xz)(yx)− x((zy)x)
− x(y(xz))
7. y x xz (y(xz))x (y(xz))x − 12 (yx)(zx)− 12 (yz)x2
+ 12 (zx)(yx)+ 12 (zy)x2 − 12 y((xz)x)
+ 12 y(zx2)− 12 z(x(yx))− 12 z(yx2)
8. y x zx (y(zx))x (y(zx))x + (yx)(zx)− y(x(zx))− y(zx2)
9. y z x2 (yx2)z (yx2)z + (yz)x2 − y(x(xz))− y(zx2)
10. z x xy (z(xy))x (z(xy))x + (zx)(xy)− z((xy)x)− z(x(xy))
11. z x yx (z(yx))x (z(yx))x + (zx)(yx)− z(x(yx))− z(yx2)
12. z y x2 (zx2)y (zx2)y + (zy)x2 − z(x(xy))− z(yx2)
13. x2 y z x2(yz) x2(yz)+ x2(zy)+ (xy)(xz)+ (xz)(xy)
− x(x(yz))− x(x(zy))− x(y(xz))− x(z(xy))
14. xy x z ((xy)x)z ((xy)x)z + x2(zy)− (xy)(zx)+ (xz)(xy)
− (zx)(yx)− (zy)x2 − x((zy)x)− x(x(zy))
− x(y(xz))+ x(y(zx))− x(z(xy))+ x(z(yx))
+ z(x(yx))+ z(yx2)
15. xz x y ((xz)x)y ((xz)x)y − x2(zy)− (xz)(xy)− (xz)(yx)
+ (zx)(yx)+ (zy)x2 + x((zy)x)+ x(x(zy))
− z(x(yx))− z(yx2)
16. yz x x ((yz)x)x ((yz)x)x − (yz)x2
17. zx x y (zx)(xy) (zx)(xy)+ (zx)(yx)+ (zy)x2 − 12 z((xy)x)
− z(x(xy))− 12 z(x(yx))− z(yx2)
18. zy x x ((zy)x)x ((zy)x)x − (zy)x2
19. yx x z (yx)(xz) (yx)(xz)+ 12 (yx)(zx)+ 12 (yz)x2 − 12 (zx)(yx)
− 12 (zy)x2 − 12 y((xz)x)− y(x(xz))− 12 y(zx2)
+ 12 z(x(yx))+ 12 z(yx2)
Now let Γ be the reduced Gro¨bner basis of the alternator ideal
Ialt(X) := 〈 ( f, f, g), ( f, g, g) | f, g ∈ K {X} 〉.
We apply the reduction on all polynomials of Γ1 and Γ2 and we use all multihomogeneous
polynomials of lower degrees in Γ with multidegrees (2, 1, 0), (2, 0, 1), (1, 1, 1) and also we
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use the Moufang identities, see Widiger (1998):
(x(yx))z = x(y(xz)) M1 : left Moufang identity,
((zx)y)x = z(x(yx)) M2 : right Moufang identity,
(xy)(zx) = x((yz)x) M3 : central Moufang identity.
We summarize our computations in Table 3:
Table 3
All polynomials in the reduced Gro¨bner basis Γ of the ideal Ialt(X) with multidegree (2, 1, 1)
n Leading term Reduced polynomial
1. (yx)(zx) (yx)(zx)− x((zy)x)+ x(z(yx))− y(x(zx))
2. (xz)(xy) (xz)(xy)− (zy)x2 + x((zy)x)− x(z(xy))− x(z(yx))+ z(yx2)
3. (zx)(yx) (zx)(yx)+ x((zy)x)− x(z(yx))− z(x(yx))
4. (xy)(xz) (xy)(xz)+ (zy)x2 − x((zy)x)− x(y(xz))+ x(z(yx))− z(yx2)
5. x2(zy) x2(zy)− x(x(zy))
6. (yz)x2 (yz)x2 + (zy)x2 − y(zx2)− z(yx2)
7. (x(yz))x (x(yz))x + x((zy)x)− x(y(zx))− x(z(yx))
8. (x(xz))y (x(xz))y − (zy)x2 − x(x(zy))+ z(yx2)
9. (x(xy))z (x(xy))z + (zy)x2 − x(x(yz))− z(yx2)
10. (xz)(yx) (xz)(yx)− x((zy)x)
11. (y(xz))x (y(xz))x + (zy)x2 − x((zy)x)+ x(z(yx))− y(x(zx))− z(yx2)
12. (y(zx))x (y(zx))x + x((zy)x)− x(z(yx))− y(zx2)
13. (yx2)z (yx2)z − (zy)x2 − y(x(xz))+ z(yx2)
14. (z(xy))x (z(xy))x − (zy)x2 + x((zy)x)− x(z(yx))− z(x(yx))+ z(yx2)
15. (z(yx))x (z(yx))x − x((zy)x)+ x(z(yx))− z(yx2)
16. (zx2)y (zx2)y + (zy)x2 − z(x(xy))− z(yx2)
17. x2(yz) x2(yz)− x(x(yz))
18. ((yz)x)x ((yz)x)x + (zy)x2 − y(zx2)− z(yx2)
19. (zx)(xy) (zx)(xy)+ (zy)x2 − x((zy)x)+ x(z(yx))− z(x(xy))− z(yx2)
20. ((zy)x)x ((zy)x)x − (zy)x2
21. (yx)(xz) (yx)(xz)− (zy)x2 + x((zy)x)− x(z(yx))− y(x(xz))+ z(yx2)
We explain the procedure in order to obtain the above polynomials by an example. These are
the reduction steps on the first polynomial in Table 1:
((xy)x)z − (yx2)z + (yx)(xz)+ x((zy)x)− x(y(xz))− x(z(yx))
by (M1)−−−−−→ −(yx2)z + (yx)(xz)+ x((zy)x)− x(z(yx))
by (9)Table 2−−−−−−−−→ (yx)(xz)+ (yz)x2 + x((zy)x)− x(z(yx))− y(x(xz))− y(zx2)
by (19)Table 2−−−−−−−−−→ 1
2
(yz)x2 − 1
2
(yx)(zx)+ 1
2
(zx)(yx)+ 1
2
(zy)x2 + x((zy)x)− x(z(yx))
− 1
2
y(zx2)+ 1
2
y(x(zx))− 1
2
z(x(yx))− 1
2
z(yx2)
by (15)Table 1−−−−−−−−−→ −1
2
(yx)(zx)+ 1
2
(zx)(yx)+ x((zy)x)− x(z(yx))
+ 1
2
y(x(zx))− 1
2
z(x(yx))
by (3) Table 3−−−−−−−−−→ (yx)(zx)− x((zy)x)+ x(z(yx))− y(x(zx)).
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Results: (1) The polynomials in Table 3 are all multihomogeneous polynomials with
multidegree (2, 1, 1) in the reduced Gro¨bner basis Γ of the ideal Ialt(X) w.r.t. the admissible
order ≺deg,1 on Mag(X). Therefore the generating series of Γ is as follows:
GΓ (t1, t2, t3) = 3t21 t2 + 3t21 t3 + 3t22 t3 + 3t1t22 + 3t1t23 + 3t2t23 + t31 + t32 + t23
+ 5t1t2t3 + 2t41 + 2t42 + 2t43 + 21t21 t2t3 + higher terms.
(2) We know that Alt(X) = K {X}/Ialt(X) and therefore for I = Ialt(X) the set N = N (I ) =
Mag(X) \ 〈LT(Γ )〉 of normal forms w.r.t. Γ is a K -basis of the free alternative algebra Alt(X).
The number of monomials with multidegree (2, 1, 1) in K {X} is equal to the multinomial
coefficient c4
(
4
2, 1, 1
)
= 5 · 4!2!1!1! = 60, where cn is the Catalan number.
By use of Table 3 all normal forms with multidegree (2, 1, 1) are as follows:
1 x((zy)x) 2 x(z(yx)) 3 x(z(xy)) 4 x(y(xz))
5 x(x(zy)) 6 x(y(zx)) 7 x(x(yz)) 8 y(x(zx))
9 y(zx2) 10 y(x(xz)) 11 (zy)x2 12 z(yx2)
13 z(x(yx)) 14 z(x(xy))
We note that all right combs are normal form w.r.t. the admissible order ≺deg,1 on Mag(X).
Therefore the generating series of the 3-generated free alternative algebra Alt(X) w.r.t. Γ is as
follows:
HAlt(X)(t1, t2, t3) =
∞∑
n=0
1
n + 1
(
2n
n
)
(GX − GΓ )n+1 = 1+ t1 + t2 + t3 + t21 + t22 + t23
+ 2t1t2 + 2t1t3 + 2t2t3 + t31 + t32 + t33 + 3t21 t2 + 3t21 t3
+3t22 t3 + 3t1t22 + 3t1t23 + 3t2t23 + 7t1t2t3 + t41 + t42 + t43 + 14t21 t2t3 + higher terms.
Open problem: What is HAlt(X)(t1, . . . , tn) and the Nn-multigenerating series GΓ (t1, . . . , tn)
for ]X = n ≥ 3, where Γ is the reduced Gro¨bner basis of Ialt(X) w.r.t. a given admissible order
on Mag(X)?
5. Cayley algebra
In the following we suppose that the reader is familiar with the concepts of reduction
and reduced Gro¨bner basis. The reduction in the non-associative case is similar to the
noncommutative case.
Let A be any K -algebra (not necessarily graded) with unit and X be a system of algebra
generators for A. We choose a function d : X −→ N∗ of finite type and a total order on X . There
is a unique surjective K -algebra homomorphism ϕ : K {X} −→ A induced by the embedding
of X into A. Then A is isomorphic to the algebra K {X}/J of residue classes modulo the ideal
J = kerϕ. Let ≺ be an admissible order on Mag(X), which extends the order on X . Also let
N = N (J ) be the K -vector space of normal forms of J relative to ≺. Then N is a graded linear
subspace of K {X} i.e. N = ⊕∞r=0Nr , where Nr is generated by the elements of degree r in
Mag(X) \ LT(J ). Then we denote the generating series of N by GN (t), which is defined by
GN (t) = ∑∞r=0 ( dim Nr ) · tr . This series depends on A, on X and on the admissible order ≺.
We denote it also by G(A,X,≺)(t).
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By a similar proof of Proposition 4 we have
G(A,X,≺)(t) = 1+ q(GX (t)− GΓ (t)),
where GΓ is the generating series of the reduced Gro¨bner basis Γ of J w.r.t. the admissible order
≺ and GX is the generating series of X .
For example, we consider the Cayley algebra O. It is generated by X = { i, j, ` } and is a
8-dimensional R-algebra. We have
O := H⊕H` := { q1 + q2` | q1, q2 ∈ H },
where H is the quaternion algebra. A basis for the Cayley algebra O over the real numbers R is
B = { 1, i, j, k = i j, `, i`, j`, (i j)` = k` }.
The Cayley algebra is the largest of the four normed division algebras and it is an alternative
algebra.
A complete system of relations in Cayley algebra (Table 4) is given, see Shafarevich (1990).
Table 4
The multiplication table of basis elements of the Cayley algebra
· 1 i j i j ` i` j` (i j)`
1 1 i j i j ` i` j` (i j)`
i i −1 i j − j i` −` −(i j)` j`
j j −i j −1 i j` (i j)` −` −i`
i j i j j −i −1 (i j)` − j` i` −`
` ` −i` − j` −(i j)` −1 i j i j
i` i` ` −(i j)` j` −i −1 −i j j
j` j` (i j)` ` −i` − j i j −1 −i
(i j)` (i j)` − j` i` ` −i j − j i −1
Proposition 5. Let ϕ : R{x, y, z} −→ O be the surjective R-algebra homomorphism defined by
x 7−→ i , y 7−→ j , z 7−→ ` and J = kerϕ.
Let≺:=≺deg,1 be the admissible order onMag(X), where X = { x, y, z }, such that x < y < z
be a fix order on X and the elements of X are of degree 1. Let Γ be the reduced Gro¨bner basis
of J w.r.t. ≺deg,1. Then ]Γ = 45 and the generating series with respect to the natural degree
function of Γ is
GΓ (t) := 6t2 + 17t3 + 15t4 + 6t5 + t6.
Proof. We know that the Cayley algebra O is an alternative algebra and hence it is a flexible
algebra and also the Moufang identities are satisfied. We note that every right comb is a normal
form w.r.t. Γ . We give all reduction steps:
(1) i2 = −1 −→ f1 = x2 + 1 ∈ Γ −→ f ≺1 = x2.
(2) i(i j) = − j −→ f2 = x(xy)+ y ∈ Γ −→ f ≺2 = x(xy).
(3) i(i`) = −` −→ f3 = x(xz)+ z ∈ Γ −→ f ≺3 = x(xz).
(4) i · ( j · `) = −(i · j) · ` −→ x(yz) = −(xy)z −→ f1 = (xy)z + x(yz) ∈ Γ
−→ f ≺1 = (xy)z.
We note that every monomial of f4 isn’t a multiple of g≺ for every g ∈ Γ .
(5) i · ((i · j) · `) = j · ` −→ f5 = x((xy)z)− yz ∈ Γ −→ f ≺5 = x((xy)z).
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We note that f ≺5 is a multiple of f ≺4 and hence we apply reduction on f5.
f5 − x f4 = x((xy)z)− yz − x((xy)z)− x(x(yz)) = −x(x(yz))− yz = h1
−→ h1 = x(x(yz))+ yz ∈ Γ .
(6) j i = −i j −→ f6 = yx + xy ∈ Γ .
(7) j2 = −1 −→ f7 = y2 + 1 ∈ Γ .
(8) j (i j) = i −→ f8 = y(xy)− x ∈ Γ .
(9) j (i`) = (i j)` −→ f9 = y(xz)− (xy)z.
f9 + f4 = y(xz)− (xy)z + (xy)z + x(yz) = y(xz)+ x(yz) = h2 ∈ Γ .
(10) j ( j`) = −` −→ f10 = y(yz)+ z ∈ Γ .
(11) j ((i j)`) = −i` −→ f11 = y((xy)z)+ xz.
f11 − y f4 = y((xy)z)+ xz − y((xy)z)− y(x(yz)) = −y(x(yz))+ xz = h3 ∈ Γ .
(12) (i j)i = j −→ f12 = (xy)x − y by F−−→ x(yx)− y ∈ Γ .
(13) (i j) j = −i −→ f13 = (xy)y + x by A2−−−→ xy2 + x ∈ Γ .
(14) (i j)(i j) = −1 −→ f14 = (xy)(xy)+ 1 ∈ Γ .
(15) (i j)(i`) = − j` −→ f15 = (xy)(xz)+ yz ∈ Γ .
(16) (i j)( j`) = i` −→ f16 = (xy)(yz)− xz ∈ Γ .
(17) (i j)((i j)`) = −` −→ f17 = (xy)((xy)z)+ z.
f17 − (xy) f4 = −(xy)(x(yz))+ z = h4 ∈ Γ .
(18) `i = −i` −→ f18 = zx + xz ∈ Γ .
(19) `j = − j` −→ f19 = zy + yz ∈ Γ .
(20) `(i j) = −(i j)` −→ f20 = (xy)z + z(xy).
f20 − f4 = (xy)z + z(xy)− (xy)z − x(yz) = z(xy)− x(yz) = h5 ∈ Γ .
(21) `2 = −1 −→ f21 = z2 + 1 ∈ Γ .
(22) `(i`) = i −→ f22 = z(xz)− x ∈ Γ .
(23) `( j`) = j −→ f23 = z(yz)− y ∈ Γ .
(24) `((i j)`) = i j −→ f24 = z((xy)z)− xy.
f24 − z f4 = z((xy)z)− xy − z((xy)z)− z(x(yz)) = −z(x(yz))− xy = h6 ∈ Γ .
(25) (i`)i = ` −→ f25 = (xz)x − z by F−−→ x(zx)− z ∈ Γ .
(26) (i`) j = −(i j)` −→ f26 = (xz)y + (xy)z.
f26 − f4 = (xz)y + (xy)z − (xy)z − x(yz) = (xz)y − x(yz) = h7 ∈ Γ .
(27) (i`)(i j) = j` −→ f27 = (xz)(xy)− yz ∈ Γ .
(28) (i`)` = −i −→ f28 = (xz)z + x by A2−−−→ xz2 + x ∈ Γ .
(29) (i`)(i`) = −1 −→ f29 = (xz)(xz)+ 1 ∈ Γ .
(30) (i`)( j`) = −(i j) −→ f30 = (xz)(yz)+ xy ∈ Γ .
(31) (i`)((i j)`) = j −→ f31 = (xz)((xy)z)− y
−→ f31 − (xz) f4 = −(xz)(x(yz))− y = h8 ∈ Γ .
(32) ( j`)i = (i j)` −→ f32 = (yz)x − (xy)z.
f32 + f4 = (yz)x − (xy)z + (xy)z + x(yz) = (yz)x + x(yz) = h9 ∈ Γ .
(33) ( j`) j = ` −→ f33 = (yz)y − z by F−−→ y(zy)− z ∈ Γ .
(34) ( j`)(i j) = −i` −→ f34 = (yz)(xy)+ xz by M3−−−→ y((zx)y)+ xz ∈ Γ .
(35) ( j`)` = − j −→ f35 = (yz)z + y by A2−−−→ yz2 + y ∈ Γ .
(36) ( j`)(i`) = i j −→ f36 = (yz)(xz)− xy ∈ Γ .
(37) ( j`)( j`) = −1 −→ f37 = (yz)(yz)+ 1 ∈ Γ .
(38) ( j`)((i j)`) = −i −→ f38 = (yz)((xy)z)+ x .
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f38 − (yz) f4 = −(yz)(x(yz))+ x = h10 ∈ Γ .
(39) ((i j)`)i = − j` −→ f39 = ((xy)z)x + yz.
f39 − f4x = ((xy)z)x + yz − ((xy)z)x − (x(yz))x = −(x(yz))x + yz = h11
by F−−→ h11 = −x((yz)x)+ yz ∈ Γ .
(40) ((i j)`) j = i` −→ f40 = ((xy)z)y − xz.
f40 − f4y = ((xy)z)y − xz − ((xy)z)y − (x(yz))y = −(x(yz))y − xz = h12 ∈ Γ .
(41) ((i j)`)(i j) = ` −→ f41 = ((xy)z)(xy)− z.
f41 − f4(xy) = −(x(yz))(xy)− z = h13 ∈ Γ .
(42) ((i j)`)` = −(i j) −→ f42 = ((xy)z)z + xy.
f42 − f4z = ((xy)z)z + xy − ((xy)z)z − (x(yz))z = −(x(yz))z + xy = h14 ∈ Γ .
(43) ((i j)`)(i`) = − j −→ f43 = ((xy)z)(xz)+ y.
f43− f4(xz) = ((xy)z)(xz)+ y− ((xy)z)(xz)− (x(yz))(xz) = −(x(yz))(xz)+ y = h15 ∈ Γ .
(44) ((i j)`)( j`) = i −→ f44 = ((xy)z)(yz)− x .
f44− f4(yz) = ((xy)z)(yz)− x − ((xy)z)(yz)− (x(yz))(yz) = −(x(yz))(yz)− x = h16 ∈ Γ .
(45) ((i j)`)((i j)`) = −1 −→ f45 = ((xy)z)((xy)z)+ 1.
f45− ((xy)z) f4 = −((xy)z)(x(yz))+1 −→ f45− ((xy)z) f4+ f4(x(yz)) = (x(yz))(x(yz))+
1 = h17 ∈ Γ .
We summarize all elements of Γ in Table 5:
Table 5
All elements in the reduced Gro¨bner basis Γ of the ideal J generated by all relations in the Cayley algebra w.r.t. the
admissible order ≺deg,1
n Reduced polynomial LT w.r.t. ≺deg,1 n Reduced polynomial LT w.r.t. ≺deg,1
1. x2 + 1 x2 24. z(x(yz))+ xy z(x(yz))
2. x(xy)+ y x(xy) 25. x(zx)− z x(zx)
3. x(xz)+ z x(xz) 26. (xz)y − x(yz) (xz)y
4. (xy)z + x(yz) (xy)z 27. (xz)(xy)− yz (xz)(xy)
5. x(x(yz))+ yz x(x(yz)) 28. xz2 + x xz2
6. yx + xy yx 29. (xz)(xz)+ 1 (xz)(xz)
7. y2 + 1 y2 30. (xz)(yz)+ xy (xz)(yz)
8. y(xy)− x y(xy) 31. (xz)(x(yz))+ y (xz)(x(yz))
9. y(xz)+ x(yz) y(xz) 32. (yz)x + x(yz) (yz)x
10. y(yz)+ z y(yz) 33. y(zy)− z y(zy)
11. y(x(yz))− xz y(x(yz)) 34. y((zx)y)+ xz y((zx)y)
12. x(yx)− y x(yx) 35. yz2 + y yz2
13. xy2 + x xy2 36. (yz)(xz)− xy (yz)(xz)
14. (xy)(xy)+ 1 (xy)(xy) 37. (yz)(yz)+ 1 (yz)(yz)
15. (xy)(xz)+ yz (xy)(xz) 38. (yz)(x(yz))− x (yz)(x(yz))
16. (xy)(yz)− xz (xy)(yz) 39. x((yz)x)− yz x((yz)x)
17. (xy)(x(yz))− z (xy)(x(yz)) 40. (x(yz))y + xz (x(yz))y
18. zx + xz zx 41. (x(yz))(xy)+ z (x(yz))(xy)
19. zy + yz zy 42. (x(yz))z − xy (x(yz))z
20. z(xy)− x(yz) z(xy) 43. (x(yz))(xz)− y (x(yz))(xz)
21. z2 + 1 z2 44. (x(yz))(yz)+ x (x(yz))(yz)
22. z(xz)− x z(xz) 45. (x(yz))(x(yz))+ 1 (x(yz))(x(yz))
23. z(yz)− y z(yz)
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Therefore the generating series of Γ with respect to the natural degree function is
GΓ (t) := 6t2 + 17t3 + 15t4 + 6t5 + t6. 
By use of Table 5 the set of normal forms of J relative to the admissible order ≺deg,1 is
N (J ) = Mag(X) \ 〈LT(Γ )〉 = { 1, x, y, z, xy, yz, xz, x(yz) } and the generating series of the
R-vector space N = N (J ) is
GN (t) = G(O,X,≺)(t) := 1+ 3t + 3t2 + t3.
Remark 5.1. In accordance with Corollary 3.7 we have
GΓ (t) = GX + G2(t)− 3G(t)+ 2,
where G(t) = G
(O,X,≺)(t) = 1 + 3t + 3t2 + t3 and GX =
∞∑
r=1
]Xr · tr = 3t and GΓ :=
6t2 + 17t3 + 15t4 + 6t5 + t6. Then we have
GX (t)+ G2(t)− 3G(t)+ 2 = 3t + (1+ 3t + 3t2 + t3)2
− 3(1+ 3t + 3t2 + t3)+ 2
= 6t2 + 17t3 + 15t4 + 6t5 + t6 = GΓ .
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