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Práctica 1: Nuestro primer buscador  
█ El corpus 
█ Lucene 
█ Uso desde consola 
█ Programando 
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Práctica 1: El corpus 
█ Colección de noticias de periódicos nacionales 
█ Formato: XML 
█ Tamaño: 5,64GB 
█ Número de periódicos: más de 36 periódicos distintos 
█ Locales, provinciales y nacionales 
█ Número de noticias (archivos): 1.222.125 
█ Tamaño medio del documento: 4,84KB/doc 
█ Descargar el corpus 
█ http://intime.dlsi.ua.es/downloads/news.tgz 
█ Descomprimirlo en algún directorio 
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Práctica 1: El corpus pequeño 
█ Una versión del corpus para pruebas 
█ Formato: XML 
█ Tamaño: 580KB 
█ Número de periódicos: 29 
█ Número de noticias (archivos): 79 
█ Tamaño medio del documento: 7,34KB/doc 
█ Descargar el corpus 
█ http://intime.dlsi.ua.es/downloads/news-small.tgz 
█ Descomprimirlo en algún directorio 
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Práctica 1: Lucene 
█ Herramienta de indexado y búsqueda 
█ Escalable e indexado de alto rendimiento 
█ 150GB/hour 
█ 1MB de memoria 
█ Indexado incremental 
█ Tamaño de los índices: 20-30% del texto original 
█ Descargar 
█ http://apache.rediris.es/lucene/java/4.2.1/lucene-4.2.1.tgz  
█ http://apache.rediris.es/lucene/java/4.2.1/lucene-4.2.1-src.tgz 
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Práctica 1: Lucene 
█ Poderosas, precisas y eficientes algoritmos de 
búsqueda 
█ Distintos tipos de búsqueda 
█ términos, frases, aproximada, rangos… 
█ Búsqueda por campos 
█ Búsqueda múltiple 
█ Actualización y búsqueda simultánea 
█ Rápido y eficiente 
█ Algoritmo de búsqueda modular 
█ Remarcado de los términos de búsqueda 
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Práctica 1: Lucene 
█ Solución cross-platform 
█ 100% JAVA 
█ Open source (Licencia Apache) 
█ Programación en distintos lenguajes 
█ Preprocesamiento de la pregunta 
█ Stemmer, stop words, sustitución de acentos 
█ Análisis fonético 
█ Soporte multi-idioma: 
█ Árabe, Búlgaro, Portugués, Catalán, Chino, Koreano, Japonés, Checo, 
Danés, Alemán, Griego, Inglés, Español, Basco, Persa, Finlandés, 
Francés, Irlandés, Gallego, Hindi, Húngaro, Armendio, Indonés, 
Italiano, Latviano, Holandés, Noruego, Rumano, Ruso, Suizo, 
Zailandés, Turco. 
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Práctica 1: Uso desde consola 
Indexar 
1. Definir las rutas a Lucene y a la colección 
█ Linux 
luc={path_to_lucene} 
coll={path_to_col} 
█ Windows 
Set luc={path_to_lucene} 
Set coll={path_to_col} 
2. Indexar 
█ Linux 
java -cp "classes:$luc/demo/lucene-demo-4.2.0.jar:$luc/core/lucene-core-
4.2.0.jar:$luc/analysis/common/lucene-analyzers-common-4.2.0.jar" 
org.apache.lucene.demo.IndexFiles -docs "$coll" 
█ Windows 
java -cp "%luc%\demo\lucene-demo-4.2.0.jar;%luc%\core\lucene-core-
4.2.0.jar;%luc%\analysis\common\lucene-analyzers-common-4.2.0.jar" 
org.apache.lucene.demo.IndexFiles -docs "%coll%" 
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Práctica 1: Uso desde consola 
Búsquedas 
█ Desde el mismo directorio donde se 
lanzó el proceso de indexado 
█ Linux 
java -cp "classes:$luc/demo/lucene-demo-4.2.0.jar:$luc/core/lucene-core-
4.2.0.jar:$luc/analysis/common/lucene-analyzers-common-
4.2.0.jar:$luc/queryparser/lucene-queryparser-4.2.0.jar" 
org.apache.lucene.demo.SearchFiles 
█ Windows 
java -cp "%luc%\demo\lucene-demo-4.2.0.jar;%luc%\core\lucene-core-
4.2.0.jar;%luc%\analysis\common\lucene-analyzers-common-
4.2.0.jar;%luc%\queryparser\lucene-queryparser-4.2.0.jar" 
org.apache.lucene.demo.SearchFiles 
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Práctica 1: Uso desde consola 
Actualización 
█ Para no reindexar toda la colección de nuevo 
█ Linux 
java -cp "classes:$luc/demo/lucene-demo-4.2.0.jar:$luc/core/lucene-core-
4.2.0.jar:$luc/analysis/common/lucene-analyzers-common-4.2.0.jar" 
org.apache.lucene.demo.IndexFiles –update "$coll" 
█ Windows 
java -cp "classes:%luc%/demo/lucene-demo-4.2.0.jar:%luc%/core/lucene-
core-4.2.0.jar:%luc%/analysis/common/lucene-analyzers-common-
4.2.0.jar" org.apache.lucene.demo.IndexFiles –update "%coll%" 
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Práctica 1: Uso desde consola 
Limitaciones 
█ Muy limitado 
█ Sólo en inglés 
█ Sólo archivos de texto 
█ Se han indexado las etiquetas XML 
█ No se puede cambiar: 
█ modelo 
█ idioma 
█ parámetros 
█ analizadores 
█ No se escoge los campos de búsqueda 
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Práctica 1: Programando 
1. Descargar librería 
█ http://intime.dlsi.ua.es/downloads/lucene-4.2.0-lib.zip 
2. Crear proyecto JAVA 
3. Incluir las librerías 
█ JARs 
█ JAVA Docs 
█ Fuentes 
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Práctica 1: Programando 
Indexador: Main 
public static void main(String[] args)  
 throws IOException, ParserConfigurationException, SAXException { 
  // Comprueba los argumentos: debe tenner dos: la ruta al directorio con 
los índices y a la colección 
  if(args.length != 2) { 
    System.err.println("ERROR: Los argumentos son incorrectos: index_path 
doc_collection"); 
    System.exit(-1); 
  } 
  // Analizador para el español 
  Analyzer analyzer = new SpanishAnalyzer(Version.LUCENE_CURRENT); 
  // Almaceno los índices en disco 
  Directory directory = new SimpleFSDirectory(new File(args[0])); 
  // Construyo el index writer 
  IndexWriterConfig config =  
 new IndexWriterConfig(Version.LUCENE_CURRENT, analyzer); 
  IndexWriter iwriter = new IndexWriter(directory, config); 
  indexDocs(iwriter, new File(args[1])); 
  iwriter.close(); 
  directory.close(); 
  analyzer.close(); 
} 
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Práctica 1: Programando 
Indexación: indexDocs() 
private static void indexDocs(IndexWriter iwriter, File folder) 
 throws IOException, ParserConfigurationException { 
  // Compruebo que es un directorio 
  if(!folder.isDirectory()) { 
    throw new IOException("The file path '" + folder.getAbsolutePath() + 
"' is not a directory."); 
  } 
  // Si lo es, recorro la lista de ficheros 
  File[] files = folder.listFiles(); 
  for(File file : files) { 
    if(file.isDirectory()) { 
      // Si es un directorio lo recorro recursivamente 
      indexDocs(iwriter, file); 
    } else { 
      try { 
        // Si es un fichero lo leo e indexo 
        indexDoc(iwriter, file); 
      } catch (SAXException ex) { 
        Logger.getLogger(IndexFiles.class.getName()).log(Level.WARNING, 
"WARNING: The file '" + file.getAbsolutePath() + "' is not a valid 
XML file.", ex); 
      } 
    } 
  } 
} 
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Práctica 1: Programando 
Indexación: indexDoc() 
private static void indexDoc(IndexWriter iwriter, File file)  
 throws IOException, ParserConfigurationException, SAXException { 
  // Si no es un fichero normal lanzo una excepción 
  if(!file.isFile()) { 
    throw new IOException("The file path '" + file.getAbsolutePath() + "' is 
not a normal file."); 
  } 
  if(file.getName().endsWith(".xml")) { 
    Logger.getLogger(IndexFiles.class.getName()).log(Level.INFO, "Indexing '" 
+ file.getAbsolutePath() + "'..."); 
    // Abro el documento xml y leo los campos que me interesan 
    FileInputStream fis = new FileInputStream(file); 
    DocumentBuilder documentBuilder =  
   DocumentBuilderFactory.newInstance().newDocumentBuilder(); 
    org.w3c.dom.Document xmlDoc = documentBuilder.parse(fis); 
    Element article = xmlDoc.getDocumentElement(); 
    String holder =  
   article.getElementsByTagName("holder").item(0).getTextContent(); 
    String text =  
   article.getElementsByTagName("text").item(0).getTextContent(); 
    // Creo el documento y lo indexo 
    Document doc = new Document(); 
    doc.add(new Field("holder", holder, TextField.TYPE_STORED)); 
    doc.add(new Field("text", text, TextField.TYPE_STORED)); 
    iwriter.addDocument(doc); 
  } else { 
    System.err.println("WARNING: The file '" + file.getAbsolutePath() + "' is 
not a xml file."); 
  } 
} 
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Práctica 1: Programando 
Buscando: Main 
public static void main(String[] args)  
 throws IOException, ParseException, QueryNodeException { 
  // Comprueba los argumentos: debe tenner tres: la ruta a los índices y la 
consulta 
  if(args.length != 2) { 
    System.err.println("ERROR: Los argumentos son incorrectos: index_path 
query"); 
    System.exit(-1); 
  } 
  // Analizador para el español 
  Analyzer analyzer = new SpanishAnalyzer(Version.LUCENE_CURRENT); 
  // Abro el directorio con los índices (SimpleFSDirectory o NIOFSDirectory) 
  Directory directory = new NIOFSDirectory(new File(args[0])); 
  DirectoryReader ireader = DirectoryReader.open(directory); 
  IndexSearcher isearcher = new IndexSearcher(ireader); 
  // Analizo la consulta 
  QueryParser parser = new QueryParser(Version.LUCENE_CURRENT, "title", 
analyzer); 
  System.out.println("Buscando consulta '" + args[1] + "'."); 
  long init = System.nanoTime(); 
  // Busco la consulta 
  TopDocs docs = isearcher.search(parser.parse(args[1]), null, 100); 
  ScoreDoc[] hits = docs.scoreDocs; 
  long end = System.nanoTime(); 
  System.out.println("Encontrados " + docs.totalHits + " documentos en '" + 
(end - init) / 1000000 + "' ms."); 
  printResults(hits, isearcher,10); 
  ireader.close(); 
  directory.close(); 
  analyzer.close(); 
} 
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Práctica 1: Programando 
Buscando: printResults() 
private static void printResults(ScoreDoc[] hits, IndexSearcher isearcher, int 
limit) throws IOException { 
  // Iterate through the results: 
  for (int i = 0; i < Math.min(hits.length,limit); i++) { 
    Document hitDoc = isearcher.doc(hits[i].doc); 
    System.out.println("Title: " + hitDoc.getField("title").stringValue()); 
    System.out.println("Body: " + hitDoc.getField("body").stringValue()); 
  } 
} 
19 
Contenido 
█ Expansión de la pregunta 
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EXPANSIÓN DE LA PREGUNTA 
21 
Expansión de la pregunta 
█ Introducción 
█ Realimentación ciega 
█ Tesauro 
█ Aproximación mixta 
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Introducción 
█ Añadir nuevos términos a la consulta 
█ Ampliar la cobertura 
█ Disminuye la precisión 
█ Tres aproximaciones 
█ Retroalimentación ciega (bind feedback) 
█ Tesauro 
█ Mixta 
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REALIMENTACIÓN CIEGA 
EXPANSIÓN DE LA PREGUNTA 
24 
Realimentación ciega (bind feedback) 
25 
Búsqueda 
inicial 
Consulta 
del 
usuario 
Selección 
de 
términos 
Resultados 
iniciales 
Consulta 
expandida Búsqueda Resultados 
finales 
Índices 
Ejemplo de realimentación ciega 
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¿Cómo hago el cierre de carpeta? 
Lematización y eliminación 
de palabra interrogativas 
hacer el cierre de carpeta 
Búsqueda 
Para llevar a cabo el cierre de caja  
es necesario hacer los siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
hacer el cierre de carpeta 
turno caja abierta 
Selección de 
nuevos términos Búsqueda 
Para cerrar la aplicación es necesario 
haber hecho previamente el cierre de 
todas las cajas abiertas. 
Pasaje 2 
Expansión de la consulta Bo1 
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T Conjunto de términos expandidos 
Los valores por defecto son n=5, siendo n el número de snippets de 
la primera búsqueda usados en la retroalimentación, y el umbral de 
corte es idf(t) >= 0,5 
Problemas de la realimentación ciega 
█ Palabras expandidas sin relacionar 
█ No tienen relación con los términos originales 
█ Selección de términos frecuentes en el dominio 
█ Términos frecuentes en algún dominio 
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Práctica: Realimentación ciega 
█ Modificar el código de la práctica 1 para realizar una 
realimentación ciega 
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TESAURO 
EXPANSIÓN DE LA PREGUNTA 
31 
Tesauro 
32 
Términos 
relacionados 
Consulta del 
usuario 
Consulta 
expandida 
Búsqueda 
(lematización 
y/o stemmer) 
Resultados 
finales 
Tesauro 
Ontologías 
Diccionarios expandidos 
Índices 
Ponderación de términos 
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– Peso de un término a distancia d con respecto a una instancia de 
un concepto base (tc) de la ontología. 
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la ontología 
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Para llevar a cabo el cierre de caja  
es necesario hacer los siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
Para cerrar la aplicación es necesario 
haber hecho previamente el cierre de 
todas las cajas abiertas. 
Pasaje 2 
¿Cómo hago el cierre de carpeta? 
Lematización y eliminación 
de palabra interrogativas 
hacer el cierre de carpeta 
Expansión por la ontología 
hacer 
hacer 
llevar a cabo 
crear 
crear 
construir 
desarrollar 
turno_de
_trabajo 
negocio 
negocio 
trato 
convenio 
carpeta 
caja 
turno 
turno de trabajo 
hacer 
llevar a cabo 
crear 
construir 
desarrollar 
el cierre de 
carpeta 
caja 
turno 
turno de trabajo 
negocio 
trato 
convenio 
Búsqueda expandida 
Problemas de la expansión por Tesauro 
█ Baja precisión 
█ Término ambiguos 
█ Pertenecen a más de un concepto 
█ ¿Cuál es el concepto que se está 
utilizando? 
█ Baja cobertura 
█ Las relaciones limitadas 
█ Dominios específicos 
36 
APROXIMACIÓN MIXTA 
EXPANSIÓN DE LA PREGUNTA 
37 
Hipótesis 
Un término relacionado semánticamente 
en la ontología con un término de 
búsqueda es probable que aparezcan 
juntos en los primeros n documentos 
recuperados 
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Aproximación mixta 
39 
Consulta del 
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Cálculo de peso mixto 
40 
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¿Cómo hago el cierre de caja? 
(Lematización y eliminación 
de palabra interrogativas) 
hacer el cierre de caja 
(Búsqueda) 
Para llevar a cabo el cierre de caja 
es necesario hacer los siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
hacer el cierre de caja 
turno carpeta abierta 
hacer 
llevar a cabo 
crear 
construir 
desarrollar 
el cierre de 
carpeta 
caja 
turno 
turno de trabajo 
negocio 
trato 
convenio 
(Selección de 
nuevos términos) 
Contenido 
█ Expansión de la pregunta 
█ Búsqueda aproximada 
█ Búsqueda de densidad 
█ PageRank 
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BÚSQUEDA APROXIMADA 
43 
Búsqueda aproximada 
█ Introducción 
█ Búsqueda aproximada por caracteres 
█ Búsqueda aproximada por palabras 
█ Búsqueda aproximada mixta 
█ Reducción del espacio necesario 
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INTRODUCCIÓN 
Búsqueda aproximada 
45 
Introducción 
46 
punto de venta 
punto venta 
puntos de venta 
puntos de ventas 
pumto de  venta 
punto_de_venta 
punto dc  venta 
Introducción 
47 
punto de venta 
punto venta 
puntos de venta 
puntos de ventas 
pumto de  venta 
punto_de_venta 
stemmer o lematizador 
punto dc  venta 
Introducción 
48 
punto de venta 
punto venta 
pumto de  venta 
punto_de_venta 
stemmer o lematizador 
listas de stopwords 
punto dc  venta 
Introducción 
49 
punto de venta 
pumto de  venta 
punto_de_venta 
stemmer o lematizador 
listas de stopwords 
fuzzy matching 
punto dc  venta 
Introducción 
█ Búsqueda en que los términos de consulta y de los 
índices no coinciden exactamente 
█ Uso de algoritmos de distancia de edición 
█ Algoritmo de Levenshtein 
█ Operadores con distintos pesos:  
█ inserción, 
█ eliminación y 
█ sustitución 
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Ejemplo de Levenshtein 
█ Peso de las operaciones: 
█ sustitución: 0.8; eliminación: 0.9; inserción: 1 
█ punto dc venta  sustitución: 0.8 
█ punto de veta  eliminación:  0.9 
█ puntos de venta  inserción: 1 
█ pumtos de veta  sustitución, inserción y 
eliminación: 0.8 + 0.9 + 1 = 2.7 
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Levenshtein expandido 
█ No sólo cada operación tiene un peso sino, además, 
el objeto involucrado 
█ Ejemplo: 
█ sustitución: 0.8 
█ e  c: 0.2 
█ c  z: 0.1 
█ eliminación: 0.9 
█ n : 0.4 
█ inserción:  1 
█ s: 0.5 
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punto dc venta  sustitución e  c: 0.2 
punto de veta  eliminación n:  0.9 
puntos de venta  inserción: s 0.5 
pumtos de veta  sustitución, inserción s 
y eliminación n: 0.8 + 0. 5+ 0.4 = 1.7 
Levenshtein expandido y normalizado 
53 
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Problemas 
█ Los algoritmos de edición están pensados para 
comparar dos cadenas de caracteres 
█ Por fuerza bruta habría que comparar cada término 
de la consulta, con cada término de la ontología 
█ Para realizar búsquedas sobre un conjunto de 
términos se debe utilizar árboles o grafos 
 
54 
BÚSQUEDA APROXIMADA POR 
CARACTERES 
Búsqueda aproximada 
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Búsqueda aproximada por caracteres 
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Término Distancia 
Puerta 0 / 6 
Puenta 1 / 6 
punto de venta 0 / 14 
pumto de venta 1 / 14 
punto venta 3 / 14 
pumto venta 4 / 14 
Búsqueda aproximada por caracteres 
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sust m  e: 1 
sust m  n: 1 
ins m: 1 
del n: 1 
Búsqueda aproximada por caracteres 
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sust m  e: 1 
sust m  n: 1 
ins m: 1 
del n: 1 
del e: 1 
inserción 1; sustitución 1; eliminación 1 
t: 1 
sust t  r: 2 
ins r: 2 
del t: 2 
ins t: 2 
sust t  e: 2 
del e: 2 
Búsqueda aproximada por caracteres 
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sust m  e: 1 
sust m  n: 1 
ins m: 1 
del n: 1 
del e: 1 
inserción 1; sustitución 1; eliminación 1 
t: 1 
sust t  r: 2 
ins r: 2 
del t: 2 
ins t: 2 
sust t  e: 2 
del e: 2 
o: 1 _: 1 
$: 1 
Búsqueda aproximada por caracteres 
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sust m  e: 1 
sust m  n: 1 
ins m: 1 
del n: 1 
del e: 1 
inserción 1; sustitución 1; eliminación 1 
t: 1 
sust t  r: 2 
ins r: 2 
del t: 2 
ins t: 2 
sust t  e: 2 
del e: 2 
o: 1 _: 1 
$: 1 
d: 1 e: 1 _: 1 ... $: 1 
BÚSQUEDA APROXIMADA POR 
PALABRAS 
Búsqueda aproximada 
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Búsqueda aproximada por palabras 
62 
apartamento 
... 
puerta 
punto 
... 
zauán 
$ 
de 
# 
$ venta 
Término Distancia 
Puerta 0 / 1 
Puenta 1 / 1 
punto de venta 0 / 1 
pumto de venta 1 / 3 
punto venta 1 / 3 
pumto venta 1 / 3 
$ 
BÚSQUEDA APROXIMADA MIXTO 
Búsqueda aproximada 
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Búsqueda aproximada mixto 
█ Los _ determinan los límites de las palabras. 
█ Si una palabra tiene una distancia por encima de un umbral 
determinado 
█ La edición será a nivel de palabra 
█ Tabla de pesos para las operaciones de edición 
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Término Dist. 
Puerta 0 / 6 
Puenta 1 / 6 
punto de venta 0 / 14 
pumto de venta 1 / 14 
punto venta 0.1 / 14 
pumto venta 1.1 / 14 
Término Operación Peso 
de borrado  0.1 
la borrado  0.2 
el borrado  0.2 
... ... ... 
Reducción del espacio necesario 
█ Aprovechar las secuencias finales repetidas 
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a 
b 
..
. 
o 
p 
q 
..
. 
z 
u e 
n 
r 
t 
t 
o 
a $ 
# 
$ 
_ 
v e n 
d e _ 
Tratar con grandes colecciones 
█ Tiempo de respuesta on-line 
█ Espacio de búsqueda enorme 
█ Limitar el número de términos a corregir 
█ Basado en su frecuencia de aparición 
█ Generación de términos errores 
█ Con los errores más comunes 
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Práctica 3: Búsqueda aproximada con 
Lucene 
// Analizo la consulta 
StandardQueryParser parser = new StandardQueryParser(analyzer); 
System.out.println("Buscando consulta '" + args[1] + "'."); 
long init = System.nanoTime(); 
// Busco la consulta 
TopDocs docs = isearcher.search(parser.parse(args[1],"holder"), null, 100); 
ScoreDoc[] hits = docs.scoreDocs; 
long end = System.nanoTime(); 
System.out.println("Encontrados " + docs.totalHits + " documentos en '" + (end 
- init) / 1000000 + "' ms."); 
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Práctica 3: Búsqueda aproximada con 
Lucene 
█ Una consulta se descompone en términos y operadores 
█ Un término puede ser simple como “test” o “hello” o frase como “hello dolly”. 
█ Los términos soportan selección de campos: 
█ title:"The Right Way" AND text:go 
█ title:"The Right Way" AND go 
█ Y comodines 
█ te?t – Caracter comodín 
█ test* – Carácteres comodín 
█ Expresiones regulares 
█ /[mb]oat/ – Para “moat” y “boat” 
█ lucene.apache.org/core/2_9_4/queryparsersyntax.html 
█ Búsquedas difusas 
█ roam~ 
█ roam~1 
█ Búsqueda de proximidad 
█ "jakarta apache"~10 
68 
Práctica 3: Búsqueda aproximada con 
Lucene 
█ Búsqueda de rangos 
█ mod_date:[20020101 TO 20030101] 
█ title:{Aida TO Carmen 
█ Relevancia de términos 
█ jakarta^4 apache 
█ Operadores booleanos 
█ OR: “jakarta apache” jakarta, “jakarta apache” OR jakarta 
█ AND: “jakarta apache” AND “Apache Lucene” 
█ +: +jakarta lucene 
█ -: “jakarta apache” –”Apache Lucene” 
█ Agrupamiento 
█ () 
█ Agrupamiento de campos 
█ field:() 
█ Escapar caracteres especiales 
█ Caracteres especiales: + - && || ! ( ) { } [ ] ^ " ~ * ? : \ / 
█ Escapar con \: \(1\+1\)\:2 
69 
Contenido 
█ Expansión de la pregunta 
█ Búsqueda aproximada 
█ Búsqueda de densidad 
█ PageRank 
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MODELO DE DENSIDAD DE N-GRAMAS 
71 
Modelo de densidad de n-gramas 
█ Arquitectura 
█ Búsqueda de pasajes 
█ Pesado de n-gramas 
█ Similitud del pasaje 
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Arquitectura 
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Búsqueda de pasajes 
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Consulta del 
usuario 
Tokenización 
ID pasajes y 
posiciones de 
términos 
Índices 
Similitud del 
pasaje 
Pesado de 
n-gramas 
Ranking de 
pasajes 
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Búsqueda de pasajes 
█ Tamaño del pasaje 
█ Modelo de ventana 
█ Modelo estructural 
█ Modelo semántico 
█ Modelo de ventana de frases 
█ Determinar el fin de una frase 
█ Solapamiento de pasajes 
█ Configuración 
█ Similitud del pasaje 
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Tamaño del pasaje: 
Modelo ventana 
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Tamaño del pasaje: 
Modelo estructural 
77 
Tamaño del pasaje: 
Modelo semántico 
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Tamaño del pasaje: 
Modelo ventana de frases 
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Modelo ventana de frases 
Determinar el fin de frase 
█ Expresión regular 
█ "\.\s*[\s\p{Punct}|$]" 
█ Chunker 
█ Modelos Ocultos de Markov 
█ Conjunto de heurísticas 
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Búsqueda de pasajes 
Solapamiento 
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Pasaje 1 
Pasaje 2 
Pasaje 3 
Búsqueda de pasajes 
Solapamiento 
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Pasaje 1 
Pasaje 2 
Búsqueda de pasajes 
Configuración 
█ Tamaño del pasaje entre 3 y 5 frases 
█ Solapamiento de 1 frase 
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Práctica 4: Búsqueda de pasajes con Lucene 
Main 
 public static void main(String[] args) throws IOException, 
ParserConfigurationException, SAXException { 
        // Comprueba los argumentos: debe tenner dos: la ruta al directorio 
con los índices y a la colección 
        if(args.length != 2) { 
            System.err.println("ERROR: Los argumentos son incorrectos: 
index_path doc_collection"); 
            System.exit(-1); 
        } 
        // Analizador para el español 
        Analyzer analyzer = new SpanishAnalyzer(Version.LUCENE_CURRENT); 
        // Almaceno los índices en disco (SimpleFSDirectory o NIOFSDirectory) 
        Directory directory = new NIOFSDirectory(new File(args[0])); 
        // Construyo el index writer 
        IndexWriterConfig config = new 
IndexWriterConfig(Version.LUCENE_CURRENT, analyzer); 
        IndexWriter iwriter = new IndexWriter(directory, config); 
        int numDoc = 0; 
        indexDocs(numDoc, iwriter, new File(args[1])); 
        iwriter.close(); 
        directory.close(); 
        analyzer.close(); 
    } 
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Práctica 3: Búsqueda de pasajes con Lucene 
indexDocs() 
private static void indexDocs(int numDoc, IndexWriter iwriter, File folder) 
throws IOException, ParserConfigurationException { 
        // Compruebo que es un directorio 
        if(!folder.isDirectory()) { 
            throw new IOException("The file path '" + folder.getAbsolutePath() 
+ "' is not a directory."); 
        } 
        // Si lo es, recorro la lista de ficheros 
        File[] files = folder.listFiles(); 
        for(File file : files) { 
            if(file.isDirectory()) { 
                // Si es un directorio lo recorro recursivamente 
                indexDocs(numDoc, iwriter, file); 
            } else { 
                try { 
                    // Si es un fichero lo leo e indexo 
                    indexDoc(++numDoc, iwriter, file); 
                } catch (SAXException ex) { 
                    
Logger.getLogger(IndexPassages.class.getName()).log(Level.WARNING, 
"WARNING: The file '" + file.getAbsolutePath() + "' is not a valid XML 
file.", ex); 
                } 
            } 
        } 
    } 
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Práctica 3: Búsqueda de pasajes con Lucene 
indexDoc() 
private static void indexDoc(int numDoc, IndexWriter iwriter, File file) 
throws IOException, ParserConfigurationException, SAXException { 
        // Si no es un fichero normal lanzo una excepción 
        if(!file.isFile()) { 
            throw new IOException("The file path '" + file.getAbsolutePath() + 
"' is not a normal file."); 
        } 
        if(file.getName().endsWith(".xml")) { 
            Logger.getLogger(IndexPassages.class.getName()).log(Level.INFO, 
"Indexing '" + file.getAbsolutePath() + "'..."); 
            // Abro el documento xml y leo los campos que me interesan 
            FileInputStream fis = new FileInputStream(file); 
            DocumentBuilder documentBuilder = 
DocumentBuilderFactory.newInstance().newDocumentBuilder(); 
            org.w3c.dom.Document xmlDoc = documentBuilder.parse(fis); 
            Element article = xmlDoc.getDocumentElement(); 
            String holder = 
article.getElementsByTagName("holder").item(0).getTextContent(); 
            String text = 
article.getElementsByTagName("text").item(0).getTextContent(); 
            // Creo el documento para el título y lo indexo 
            Document doc = new Document(); 
            doc.add(new Field("sentence", holder, TextField.TYPE_STORED)); 
            doc.add(new IntField("doc_id", numDoc, IntField.TYPE_STORED)); 
            iwriter.addDocument(doc); 
            indexSentences(numDoc, iwriter, text); 
        } else { 
            System.err.println("WARNING: The file '" + file.getAbsolutePath() 
+ "' is not a xml file."); 
        } 
    } 
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Práctica 3: Búsqueda de pasajes con Lucene 
indexSentences() 
private static void indexSentences(int numDoc, IndexWriter iwriter, String 
text) throws IOException { 
        String[] sentences = text.split("\\.\\s*[\\s\\p{Punct}|$]"); 
        for(String sentence : sentences) { 
            Document doc = new Document(); 
            doc.add(new Field("sentence", sentence, TextField.TYPE_STORED)); 
            doc.add(new IntField("doc_id", numDoc, IntField.TYPE_STORED)); 
            iwriter.addDocument(doc); 
        } 
    } 
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Búsqueda de pasajes 
Similitud del pasaje 
88 
Donde P es el conjunto de términos de la consulta que aparecen en el pasaje y 
w(ti ) es el peso del término que se define con las siguiente fórmulas: 
Donde ni es el número de pasajes en el que el término i aparece y N es el número 
de pasajes del sistema. 
 
Por simplificación, se toman las palabras comunes con un ni = N. 
– Para los términos expandidos 
– Para los términos originales 
Siendo wi  es el peso de cada término de la consulta original definido como: 
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Pesado de n-gramas 
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Pasaje 
Buscar 
n-grama más 
pesado 
N-gramas 
pesados y sus 
distancias 
Buscar sig.  
n-grama más 
pesado 
Calcular la 
dist. con el 
más pesado 
Eliminar 
términos 
usados  
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términos y 
 n-gramas? 
No Sí 
Pasaje 
Buscar 
n-grama más 
pesado 
N-gramas 
pesados y sus 
distancias 
Buscar sig.  
n-grama más 
pesado 
Calcular la 
dist. con el 
más pesado 
Eliminar 
términos 
usados  
¿Quedan 
términos y 
 n-gramas? 
No Sí 
Pesado de n-gramas 
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¡Ojo! La distancia que se calcula 
es con respecto al n-grama más 
pesado 
Pesado de n-gramas 
Formulación 
92 
Donde h(x) es el peso del n-grama x, j es el número de términos del n-grama y 
w(ti ) es el peso del término que se define con la siguiente fórmula: 
Donde ni es el número de pasajes en el que el término i aparece y N es el 
número de pasajes del sistema. 
 
Por simplificación, se toman las palabras comunes con un ni = N. 
La función de pesado de n-gramas se calcula con la siguiente ecuación: 
– Para los términos expandidos 
– Para los términos originales 
Siendo wi  es el peso de cada término de la consulta original definido como: 
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Ejemplo 
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¿Cómo hago el cierre de carpeta? 
Lematización 
¿Cómo hacer el cierre de carpeta? 
Eliminación de palabras interrogativas 
(no aplicar en búsquedas en FAQs) 
hacer el cierre de carpeta 
Búsqueda y pesado de términos 
  0.1   0.05   0.3    0.05    0.5 
hacer   el   cierre   de   carpeta 
Para llevar a cabo el cierre de carpeta  
es necesario hacer los siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
Para cerrar la aplicación es necesario 
haber hecho previamente el cierre de 
todas las carpetas abiertas. 
Pasaje 2 
Ejemplo 
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  Peso Dist 
el cierre de carpeta  0.9 0 
hacer  0.1 2 
los  0.05 - 
Cierre de  0.35 - 
la  0.05 - 
carpeta  0.5  - 
Pasaje 1 
   Peso Dist 
la   0.05 - 
el cierre de  0.4 2 
hecho   0.1 7 
las   0.05 - 
carpetas   0.5 0 
 
Pasaje 2 
 
Para llevar a cabo el cierre de 
carpeta es necesario hacer los 
siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
 
Para cerrar la aplicación es necesario 
haber hecho previamente el cierre de 
todas las carpetas abiertas. 
 
 
Pasaje 2 
 
los, la  el 
 
la, las  el 
hecho  hacer 
Lemas Lemas 
Mejora de rendimiento 
1. Pesar todos los n-gramas más largos de los pasajes 
que contengan términos de la pregunta 
consecutivos 
2. Ordenarlos por peso 
3. Recorrer la lista 
█ eliminando términos usados y 
█ eliminando n-gramas con términos desechados 
95 
Obtener n-gramas con Lucene 
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¿Cómo hago el cierre de carpeta? 
Términos encontrados en Pasaje 1 
hacer 11, 
el 5, 12, 24 
cierre 6, 19 
de 7, 20 
carpeta 8, 25 
 
Para llevar a cabo el cierre de 
carpeta es necesario hacer los 
siguientes pasos: 
1. Ir a Turno -> Cierre de Caja 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
n-gramas 
5, 6, 7, 8 el cierre de carpeta 0.9, el cierre de 0.4, cierre de carpeta 0.85,  
 el cierre 0.35, cierre de 0.35, de carpeta 0.55, 
 el 0.05, cierre 0.3, de 0.05, carpeta 0.5 
11,12 hacer el 0.15, hacer 0.10, el 0.05 
19,20 cierre de 0.35, cierre 0.3, de 0.05 
24,25 la carpeta 0.55, la 0.05, carpeta 0.5 
N-gramas ordenados 
Pos N-grama Peso 
8   el cierre de carpeta  0.90 
9   cierre de carpeta  0.85 
10  de carpeta  0.55 
24  la carpeta  0.55 
11  carpeta  0.50 
25  carpeta  0.50 
8   el cierre de  0.40 
8   el cierre  0.35 
9   cierre de  0.35 
19  cierre de  0.35  
19  cierre  0.30 
Pos N-grama Peso 
9  cierre  0.30 
11  hacer el  0.15 
11  hacer  0.10 
8  el  0.05 
10  de  0.05 
12  El  0.05 
20  de 0.05 
24  La  0.05 
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N-gramas ordenados 
Pos N-grama Peso 
8   el cierre de carpeta  0.90 
9   cierre de carpeta  0.85 
10  de carpeta  0.55 
24  la carpeta  0.55 
11  carpeta  0.50 
25  carpeta  0.50 
8   el cierre de  0.40 
8   el cierre  0.35 
9   cierre de  0.35 
19  cierre de  0.35  
19  cierre  0.30 
Pos N-grama Peso 
9  cierre  0.30 
11  hacer el  0.15 
11  hacer  0.10 
8  el  0.05 
10  de  0.05 
12  El  0.05 
20  de 0.05 
24  La  0.05 
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DESCATADOS POR TENER  
TÉRMINOS YA USADOS 
Similitud del pasaje 
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Donde    es el conjunto de n-gramas formados con los términos de la consulta obtenidos en los 
pasos anteriores y d(x,xmax) es el factor de distancia que viene definido por la siguiente fórmula: 
Una vez obtenido el peso de cada n-grama y su distancia en número de términos con respecto al 
n-grama más largo, se puede calcular la relevancia (o similitud) entre la consulta q y el pasaje p 
con la siguiente ecuación: 
Donde L es el número de términos entre el n-grama x y el n-grama xmax. y k es una constante 
que determina la importancia de la distancia en el cálculo de similitud.  Esta constante puede 
tener un valor de 0 o superior pero se ha establecido su valor empíricamente a 0.1. 
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Ejemplo 
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   Peso Dist 
el cierre de carpeta  0.9 0 
hacer    0.1 2 
Pasaje 1 
   Peso Dist 
el cierre de  0.4 2 
hecho   0.1 7 
carpetas   0.5 0 
Pasaje 2 
Combinación de expansión y n-gramas 
102 
¿Cómo hago el ciere de caja? 
 
hacer   el   ciere    de    caja Lematización 
cierre de caja   0.93 
Búsqueda ontología 
cierre de 
carpeta 
Corrección 
errores 
hacer el                de caja 
ciere 
cierre 
0.93 
Expansión Bo1 
carpeta  1 
turno 0.8 
abierta 0.2 
Expansión 
ontológica 
 0.1   0.05  0.05    0.05    0.5 
hacer   el                de    caja 
Búsqueda 
ciere 
cierre 
0.28 
Combinación de expansión y n-gramas 
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turno_de
_trabajo 
negocio 
negocio 
trato 
convenio 
cierre de carpeta 
cierre de caja 
cierre de 
carpeta 
turno 
turno de trabajo 
Expansión ontológica 
Ponderación 
expansión tesauro 
hacer      1 
llevar a cabo  0.9 
crear       0.73 
construir       0.73 
desarrollar     0.73 
 1     1      1 
caja  1 
carpeta  0.84 
turno  0.68 
turno de trabajo 0.68 
negocio  0.49 
trato  0.49 
convenio  0.49 
el cierre de 
Combinación 
expansión 
Combinación de expansión y n-gramas 
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Combinación 
expansión 
hacer      1.00 
llevar a cabo  0.95 
crear       0.36 
construir       0.36 
desarrollar     0.36 
 1     1      1 
caja  1.00 
carpeta  0.92 
turno  0.84 
turno de trabajo 0.34 
negocio  0.25 
trato  0.25 
convenio  0.25 
el cierre   de 
Expansión Bo1 
carpeta  1 
turno 0.8 
abierta 0.2 Peso de los términos 
expandidos 
hacer      0.10 
llevar a cabo  0.10 
crear       0.04 
construir       0.04 
desarrollar     0.04 
0.05  0.28    0.05 
  el   cierre   de 
caja  0.50 
carpeta  0.46 
turno  0.42 
turno de trabajo 0.17 
negocio  0.13 
trato  0.13 
convenio  0.13 
Búsqueda 
expandida 
Combinación de expansión y n-gramas 
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N-gramas Pasaje 1 
Dist N-gram   Peso 
0 llevar a cabo el cierre de carpeta 0.96 
N-gramas Pasaje 2 
Dist N-gram   Peso 
0 cajas   0.50 
2 el cierre de  0.40 
1 hacer   0.10 
Extracción de n-gramas 
más pesados Pasaje 1: 0.96 
 
Pasaje 2: 0.95 
Búsqueda expandida 
(bolsa palabras OR) 
Para llevar a cabo el cierre de carpeta 
es necesario hacer los siguientes pasos: 
1. Ir a Turno -> Cierre de carpeta 
2. Seleccionar la carpeta abierta. 
Pasaje 1 
Para cerrar la aplicación es necesario 
haber hecho previamente el cierre de 
todas las cajas abiertas. 
Pasaje 2 
hacer OR llevar OR cabo OR crear 
OR construir OR desarrollar OR 
cierre OR caja OR carpeta OR turno 
OR trabajo OR negocio OR trato OR 
convenio 
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Introducción 
█ Naturaleza democrática de la web 
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Algoritmo 
110 
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Apéndice A: fórmulas 
█ Expansión Bo1 
█ Expansión por tesauro 
█ Levenshtein normalizado 
█ Peso del término 
expandido 
█ Similitud del pasajes 
█ Pesado de n-gramas 
█ Similitud del pasaje por 
n-gramas 
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Expansión Bo1 
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Bo1 normalizado 
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T Conjunto de términos expandidos 
Los valores por defecto son n=5 y el umbral de corte es idf(t) >= 0,5 
Expansión por tesauro 
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– Peso de un término a distancia d con respecto a una instancia de 
un concepto base (tc) de la ontología. 
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 – Factor por tipo de relación (hiperonimia, hiponímia, sinonímia, etc. 
– Distancia entre los términos t y tc en la ontología. Esta distancia 
representa el número de relaciones mínimo que es necesario 
cruzarpara relacionar las dos instancias t y tc. 
– Factor por cada salto 
Tesauro y Levenshtein 
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t – Término de la consulta asociado como instancia a un concepto de 
la ontología 
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Combinación Bo1 y Levenshtein 
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Levenshtein expandido y normalizado 
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- Distancia de Levenshtein 
)( tlen - Longitud de la cadena t 
- Pesos de las operaciones de sustitución, borrado e insercción 
respectivamente 
NOTA IMPORTANTE: Si se usa el Levenshtein expandido y se asigna un peso 
distinto a alguna operación que involucre algún objeto específico, entonces 
puede que la ecuación asigne un peso inferior a 0. En tal caso hay que 
asignarle el peso 0. 
Peso del término expandido 
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Similitud del pasajes 
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Donde P es el conjunto de términos de la consulta que aparecen en el pasaje y 
w(ti ) es el peso del término que se define con las siguiente fórmulas: 
Donde ni es el número de pasajes en el que el término i aparece y N es el número 
de pasajes del sistema. 
 
Por simplificación, se toman las palabras comunes con un ni = N. 
– Para los términos expandidos 
– Para los términos originales 
Siendo wi  es el peso de cada término de la consulta original definido como: 
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Pesado de n-gramas 
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Donde h(x) es el peso del n-grama x, j es el número de términos del n-grama y 
w(ti ) es el peso del término que se define con la siguiente fórmula: 
Donde ni es el número de pasajes en el que el término i aparece y N es el 
número de pasajes del sistema. 
 
Por simplificación, se toman las palabras comunes con un ni = N. 
La función de pesado de n-gramas se calcula con la siguiente ecuación: 
– Para los términos expandidos 
– Para los términos originales 
Siendo wi  es el peso de cada término de la consulta original definido como: 



j
i
i
twxh
1
)()(
iiei
wtwtw  )()(
),()(
ciii
ttlevNormwtw 
N
n
w
i
i
log
)1log(
1


Similitud del pasaje por n-gramas 
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Donde    es el conjunto de n-gramas formados con los términos de la consulta obtenidos en los 
pasos anteriores y d(x,xmax) es el factor de distancia que viene definido por la siguiente fórmula: 
Una vez obtenido el peso de cada n-grama y su distancia en número de términos con respecto al 
n-grama más largo, se puede calcular la relevancia (o similitud) entre la consula q y el pasaje p 
con la siguiente ecuación: 
Donde L es el número de términos entre el n-grama x y el n-grama xmax. y k es una constante 
que determina la importancia de la distancia en el cálculo de similitud.  Esta constante puede 
tener un valor de 0 o superior pero se ha establecido su valor empíricamente a 0.1. 
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PageRank 
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APR - es el PageRank de la página A. 
- es un factor de amortiguación que tiene un valor entre 0 y 1. 
- son los valores de PageRank que tienen cada una de las páginas i que 
enlazan a A. 
- es el número total de enlaces salientes de la página i (sean o no hacia A). 
Suele dar un buen valor d=0,85 
APÉNDICE B: MODELO ESPACIO 
VECTORIAL 
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Modelo espacio vectorial 
131 
