Subjective quality assessment of multichannel audio accompanied with video in representative broadcasting genres by Cobos Serrano, Máximo et al.
 
Document downloaded from: 
 



























Cobos Serrano, M.; López Monfort, JJ.; JUAN MIGUEL NAVARRO RUIZ; Ramos Peinado,
G. (2013). Subjective quality assessment of multichannel audio accompanied with video in
representative broadcasting genres. Multimedia Systems. 2013(1):1-17.
doi:10.1007/s00530-013-0340-2.
Noname manuscript No.
(will be inserted by the editor)
Subjective Quality Assessment of Multichannel Audio
Accompanied With Video in Representative Broadcasting
Genres
Maximo Cobos · Jose J. Lopez · Juan M. Navarro · German Ramos
Received: date / Accepted: date
Abstract Immersive broadcasting applications have re-
ceived a lot of attention in the last years. In this con-
text, the development of advanced HDTV and 3DTV
formats are being successfully adopted by the consumer
market, having a strong impact in the way that tradi-
tional broadcasting contents are displayed to final users.
Together with the above advances in video technology,
multichannel spatial audio has also experienced a con-
siderable impulse within the audiovisual industry. How-
ever, the need for specific production tools and loud-
speaker set-ups corresponding to multiple competing
audio formats seems to be an important factor affect-
ing their adoption by the consumer community. More-
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over, it is well-known that the perceived audio qual-
ity is highly influenced by the reproduction context,
where the existing multimodal interaction between au-
dio and video plays a very important role. This pa-
per presents a formal evaluation of the perceived sound
quality provided by several spatial audio formats ac-
companied with video in the context of television broad-
casting. Stereo, advanced surround formats and 3D bin-
aural sound are evaluated considering a set of repre-
sentative broadcasting contents (sports, movies, music
and animation) to assess their impact on the percep-
tual attributes contemplated within the international
recommendations.
Keywords Subjective Quality Assessment · Multi-
channel Audio · Broadcasting
1 Introduction
The widespread deployment of 3D theaters, new gener-
ation multimedia devices and 3DTV is gradually bring-
ing immersive environments closer to final users and
consumers. Many research efforts are currently being
oriented to the development of new technologies de-
voted to immersive communication, virtual reality and
interactive media [20,36]. As a result, providing high
audiovisual quality through the combination of emerg-
ing audio and video formats is a major objective in au-
diovisual research and future broadcasting applications
[61,63,37].
The development of immersive multimedia environ-
ments is highly linked to spatial audio reproduction
[45,51]. Stereo sound systems, considered as the sim-
plest approximation to spatial audio, have been utilized
throughout the last 80 years as an added value in sound
recordings, specially for music material [28]. Together
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with the entertainment industry, stereo sound evolved
to surround sound systems, which provide a better spa-
tial sensation than stereo by using more reproduction
channels [34]. In fact, the strong link between audio and
video has governed the evolution of spatial audio dur-
ing the last decades, both in theaters and broadcasting
applications. A clear example of this connection is the
popularity that 5.1 Surround gained with the spread of
the DVD and the wide penetration of home-cinema sys-
tems [54]. Thus, many audio reproduction techniques
and processing methods are continuously appearing to
support the advances in the production, coding, trans-
mission and reproduction of audiovisual material [25].
Although the general advantages of using multichan-
nel audio formats in broadcasting seems to be quite
clear [56,35], the great variety of audiovisual contents
might cause substantial differences in the perceived sub-
jective quality. It has already been shown that different
loudspeaker set-ups have a strong influence on TV user
experience [55]. However, to the best of the authors’
knowledge, no previous works have been focused on the
impact that audiovisual content types have on audio
perception when conventional and advanced spatial re-
production systems are considered. Although in [64] it
was suggested that the presence of video had a small ef-
fect on audio quality assessment, only a 5.1 set-up was
considered, leaving unclear which multichannel audio
formats are preferred according to the displayed con-
tent type. In fact, the perceptual attributes governing
spatial audio quality might be highly influenced by the
contents of the reproduced audiovisual material, thus,
it becomes quite difficult to assess the benefits added
by certain audio formats within a complete audiovisual
context. Despite the fact that several well-known pro-
cedures exist [21], the joint assessment of audio and
video quality is not a straightforward issue [26]. On the
one hand, there is a complex interaction between audi-
tive and visual stimuli in multimodal perception that
makes it very difficult to isolate independent quality
factors [40]. On the other hand, this complexity can
be even higher with certain types of audiovisual con-
tents or the addition of interactive features. Moreover,
although several international agencies such as the In-
ternational Telecommunication Union (ITU) [10,4] or
the European Broadcasting Union (EBU) [13] have ad-
dressed the problem of evaluating subjective audio and
video quality independently, there are existing contra-
dictions in the required experimental conditions that
hinder the evaluation task.
In this paper, we present a formal evaluation of the
subjective audio quality provided by several multichan-
nel audio formats accompanied with picture. Diverse
types of representative content material in broadcasting
(sports, movies, music and animation) are considered to
study the effect that they have in the perceived audio
quality when reproduced through different audio for-
mats. To this end, a set of audiovisual scenes adapted to
conventional (stereo, 5.1 Surround) and advanced audio
systems (7.1 Surround, 10.1 Surround with height and
3D Binaural sound) is evaluated following the proper
international recommendations. This assessment pro-
vides a formal study of the impact that advanced spa-
tial audio formats have in the perceived audio quality
when different types of common content material are
considered. The research questions to be addressed are
as follows:
– How dependent are spatial audio perception attributes
on the chosen reproduction system within well-defined
audiovisual context?
– How are these attributes affected by common broad-
casting programme material?
– Are there significant differences among different sound
systems for every type of broadcasting content?
– Which genres are more likely to benefit from these
audio formats and to what extent?
The paper is structured as follows. Section 2 pro-
vides a brief introduction to spatial sound and the mul-
tichannel audio formats considered in this work. Sec-
tion 3 describes the background for audiovisual quality
evaluation, with emphasis on the international recom-
mendations for the assessment of audio quality within
an audiovisual context. Section 4 provides a detailed de-
scription of the experimental design issues involving the
assessment, including the sound attributes and audio-
visual contents evaluated throughout the test sessions.
Results are discussed in Section 5 and, finally, conclu-
sions are summarized in Section 6.
2 Multichannel Audio Systems
The objective of spatial sound systems is to accurately
recreate the acoustic sensations that a listener would
perceive inside a particular environment with certain
acoustic properties. This concept, easy to understand,
implies a series of physical and technological difficulties
that are a current research issue in sound engineering.
In this section, we briefly describe the multichannel au-
dio formats evaluated in this work.
2.1 Stereo
Today, the stereo format is still the most common for-
mat used for the commercial distribution of sound record-
ings. The practical experience and a variety of formal
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Fig. 1 Multichannel audio formats considered in the evaluation.
research works [28] state that the optimum loudspeaker
configuration for stereo is an equilateral triangle with
the listener located just to the rear of the point of the
triangle as seen in Figure 1(a). Outside this “sweet
spot”, phantom images [57](the apparent locations of
sound sources in between the loudspeakers) become less
stable, and the system is more susceptible to head ro-
tation.
2.2 Surround 5.1
The development of surround sound technology began
as early as before the World War II and, from the very
beginning, it has been driven by the movie industry.
The most known surround system is 5.1, which en-
ables the provision of stereo effects or room ambience
to accompany a primarily front-orientated sound stage
[51]. Essentially, the three front channels (L, R, C) are
intended to be used for a conventional three-channel
stereo sound image, while the rear/side channels (LS
and RS) are only intended to generate supporting am-
bience, effects or “room impression”. Figure 1(b) shows
the 3-2 format reproduction according to the ITU-R
BS.775-1 standard [4]. The “.1” of 5.1 refers to a ded-
icated low frequency effects (LFE) channel or sub-bass
channel and it is called “.1” because of its limited band-
width.
2.3 Surround 7.1
The evolution of 5.1 Surround is the 7.1 Surround for-
mat. It is a straightforward extension of 5.1 that adds
two additional surround channels (LSS and RSS) at the
sides of the listener. Nowadays, many audiovisual pro-
ductions are distributed in 7.1, since Blu-Ray storage
formats provide up to 8 channels of DTS-HD lossless
audio, Dolby TrueHD or 96 kHz/24 bit LPCM audio.
The geometry for 7.1 Surround is not yet clearly de-
fined. On the one hand, the ITU-R BS.775 recommends
that, in case of using a greater number of surround loud-
speakers, these must be symmetrically and uniformly
distributed in the arc going from 60◦ to 150◦. On the
other hand, Dolby [1] and DTS recommend a configu-
ration where the surround loudspeakers are located at
both sides of the listener forming ±90◦ and ±150◦ an-
gles with respect to the frontal direction (Figure 1(c)).
2.4 Surround 10.1 with Height
The above 5.1 and 7.1 Surround systems only deliver a
horizontal soundfield. In [52], it was reported that lis-
teners preferred sound systems with height. The new
generation of surround formats take surround sound
to a next level by adding height channels positioned
above the basic conventional loudspeaker setup. These
elevated loudspeakers are intended to enrich the sound
experience with higher depth and dimensionality. For-
mats such as 10.2 Surround [34], 22.2 Surround from
NHK [30], 9.1/10.1 Auro3D [58] and Dolby Pro Logic
IIz [2] are some of the proposed advanced surround sys-
tems with height. The number of elevated loudspeak-
ers varies among these formats, for example, home for-
mats such as Dolby Pro Logic IIz and 9.1 Auro3D use
2 (front) and 4 loudspeakers (front and rear) above the
head, respectively. The configuration adopted in this
work is shown in Figure 1(d), which has been selected
to be a “mean” of the above systems by considering 3
height channels. Two of the elevated loudspeakers were
positioned behind the user to give more weight to sur-
round effects, while only one elevated loudspeaker was
placed in front of the listener to provide a more stable
frontal image. In this work, we refer to this system as
10.1 Surround (with height). Moreover, the use of three
elevated loudspeakers has been shown to be sufficient
for high-quality surround sound with height [43].
2.5 3D Binaural Sound
In an anechoic environment, as sound propagates from
the source to the listener, the different structures of
the listeners own body will introduce changes to the
sound before it reaches the ear drums [19]. The effects
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of the listener’s body are captured by the Head-Related
Transfer Function (HRTF), which is the transfer func-
tion between the sound pressure that is present at the
center of the listener’s head when the listener is absent
and the sound pressure developed at the listener’s ear.
While the HRTFs of most humans share many similar-
ities, more detailed examination reveals subtle differ-
ences determined mainly by differences in body shape
and size among subjects. These subject-dependent dif-
ferences have been shown to play a major role for pre-
cise localization. Binaural sound reproduction is based
on the appropriate filtering of anechoic source signals
with the HRTFs corresponding to a given spatial direc-
tion. It is believed that only using ones own HRTF can
result in realistic and accurate binaural audio, as evi-
denced by various experiments [46]. As opposed to the
rest of systems, the sound must be reproduced through
headphones to avoid crosstalk effects (Figure 1(e)).
3 Subjective Audio Quality Assessment with
Accompanying Video
3.1 Audiovisual Quality
Subjective quality assessment methods are widely used
to measure the quality of various audio-visual systems,
identifying those critical factors that can cause degra-
dation. This assessment is useful for developing new
products and to better understand those aspects that
play a key role in the user experience [42]. The princi-
ples underlying human perception must be always con-
sidered within this context [29]. On the one hand, low-
level sensorial processing provides the basic mechanisms
for extracting information features from the incoming
physical stimuli. On the other hand, high-level cogni-
tive processing sets the basis for the interpretation of
quality by merging knowledge, expectations and atti-
tudes into perception. Both processing levels are known
to interact between each other, having joint-effects on
the final perceived quality [39]. Similarly, the links es-
tablished between the different sensorial channels mak-
ing up multimodal perception should not be ignored
when studying audio-visual quality. Traditionally, audio
and video quality have been studied separately without
paying much interest to their interrelationship. As dis-
cussed below, this approach neglects the fact that both
audio and video are presented together to the user in
many final applications. Research on multi-modal per-
ception is of major interest to understand the mutual
influence between visual and auditory stimuli as well
as to identify those factors that affect the perceived
audio-visual quality [33]. First, it must be noted that
combining two modalities (e.g. audio and video) is more
than the simple sum of two different perceptual chan-
nels [31]. Experiments have demonstrated that there is
a significant mutual influence between the visual and
auditory stimuli. The judgment of the quality in one
modality is influenced by the presence of other modal-
ity when a combined audio-visual stimulus is presented
to a subject [22]. As a result, different types of quality
assessment tasks can be defined as a function of the
type of stimuli and the focus of the assessment [62].
For example, evaluating audio quality in the presence
of audio-only stimuli (audio quality assessment) may be
quite different from assessing audio quality in the pres-
ence of audio-visual stimuli (audio quality with video
assessment). Obviously, audio-visual quality assessment
requires the use of both audio and video stimuli.
Although most studies have shown that video qual-
ity dominates over audio in the perceived audio-visual
quality [38,22], their relationship is also influenced by
other factors [41]. Issues such as temporal synchroniza-
tion between audio and video [48], usage context [23]
or the semantic importance of audio-visual contents
are known to have an impact on the perceived qual-
ity [41]. For example, audio quality has been shown to
be more important than video quality in teleconference
sequences [31], as audio conveys most of the informa-
tion in teleconferencing environments. Despite the rele-
vance of the semantic importance of the contents, there
are not many works in the literature covering this topic,
probably because semantics is a very subjective concept
difficult to integrate into assessment methodologies [62].
Regarding the perceived audio quality with mul-
tichannel audio configurations, several research works
demonstrate the impact of different loudspeaker setups
in the sound quality experienced by a viewer [50]. While
some of them cover the evaluation of audio quality in
the presence of visual material, most of the investiga-
tions are very oriented to theater screens, with little sci-
entific literature devoted to the evaluation of medium-
sized TV screens. Choosing an optimal viewing/listening
condition is not an easy task [53] since the existing in-
ternational recommendations can be sometimes contra-
dictory [54]. In this context, meeting auditory and vi-
sual requirements simultaneously is not always possible.
Section 3.2 discusses the above issue.
3.2 Optimum Viewing & Listening Conditions
There are different recommendations of the ITU de-
voted to audio and video subjective quality evaluation
[12],[3],[11],[8]. The conditions and attributes to evalu-
ate in these tests are substantially different depending
on the relative priority given to the two modalities, with
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notable differences between the reference room condi-
tions used in both types of tests (video or audio eval-
uation). For early TV systems (having 4:3 aspect ra-
tio), the recommended viewing distance was six times
the height of the screen (denoted as 6H, being H the
height). This recommended viewing distance has been
gradually reduced with the emergence of new screen
formats, although there is not still a general agreement
regarding this point. There are many existing recom-
mendations that refer to the assessment of subjective
quality in conventional television systems [7], standard
definition digital television [7] or high definition [8].
From the results in [27], it could be extrapolated that
the optimum viewing distance is about 2.6H for the
1080i video format.
The relationship between viewing distance and loud-
speaker distance was one of the key features intended
to be covered by ITU-R BS.775-1 Recommendation [4].
The EBU 3276-E [13] also specifies the screen sizes
and viewing distances that must be considered when
audio and video are jointly presented to a user. The
document emphasizes the conflicts that can occur to
meet separately the viewing and listening requirements.
For example, the presence of a screen causes difficulties
in positioning the frontal center loudspeaker in a sur-
round format. Regarding the size of the screen, there are
again different possibilities depending on the distance
between loudspeakers, the aspect ratio and the viewing
distance. Table 1, extracted from this recommendation,
shows some of the possibilities based on these param-
eters. Note that the parameters b and h are defined as
in Figure 2.
3.3 Recommendations for the Subjective Assessment
of Audio Quality
The ITU-R BS.1283 Recommendation [5] provides a
description of the documents governing the subjective
assessment of sound quality in different application sce-
narios. In general, the methods used for the subjective
assessment of sound quality itself and the performance
of audio systems depend to some extent on the intended
purpose of the assessment:
– Recommendation ITU-R BS.1284 [12] is focused on
the general assessment of the quality of sound. It
refers to Recommendation ITU-R BS.1116 which
contains common requirements.
– Recommendation ITU-R BS.1116 [3] is the most
critical. It is aimed at evaluating systems that intro-
duce very small impairments. The ITU-R empha-
sizes that this recommendation is not very appro-









































Code TV Standard Aspect Ratio
C
b
Fig. 2 Viewing angles for different television systems. Repro-
duced from [13].
tifiable differences, since it may lead to less reliable
results than those obtained by employing a simpler
test method. In any case, the ITU-R BS.1116 forms
the baseline of other Recommendations, which tend
to relax the conditions required by the BS.1116.
– Recommendation ITU-R BS.1285 [6] is focused on
the preparation and preliminary screening of audio
systems that are intended to be more strictly evalu-
ated according to the ITU-R BS.1116. This prelimi-
nary analysis obviates the need to test those systems
that introduce very noticeable differences or impair-
ments.
– Recommendation ITU-R BS.1286 [9] covers those
aspects of the subjective assessment that are par-
ticularly relevant in the case where the sound is ac-
companied with related pictures. Some aspects of
the perceived sound quality are influenced by the
accompanying visual material.
4 Experimental Test Design
After reviewing the above international Recommenda-
tions and taking into account our specific research con-
text, the ITU-R BS.1286 [9] is selected as the refer-
ence document for evaluating the multichannel audio
formats described in Section 2.
4.1 Generalities and Objective
Audio and video are inseparably combined in televi-
sion, movie theaters and other multimedia applications.
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Table 1 Relationship between some viewing and listening arrangement parameters [13]
.
Viewing distance b Viewing distance h
Aspect Ratio 16:9 4:3 16:9 4:3
(Widescreen, HDTV) (Widescreen, HDTV)
Viewing Distance 3 4 6 4 6 3 4 6 4 6
(multiple of H)
Screen Width 0.59 0.44 0.30 0.33 0.22 0.51 0.38 0.26 0.29 0.19
(fraction of b)
Screen Width 1.19 0.89 0.59 0.67 0.44 1.03 0.77 0.51 0.58 0.38
(meters)
Screen Diagonal 54 40 27 33 22 46 35 23 28 19
(inches)
∗ b and h refer to Fig.2
∗∗ Recommended for HDTV in ITU-R Recommendation BT.710-3
∗∗∗ Based on a listening circle of 2 m radius
Under normal circumstances, observers should perceive
sound and images with a sense of unity. Therefore, the
presentation of visual material must be indispensable
for the evaluation of some aspects of sound quality in
most audiovisual applications. As already explained, vi-
sual stimuli normally affect the perception of sound.
For example, the apparent direction of a sound source
is usually related to its corresponding image, an effect
commonly known as the “ventriloquism effect” [32]. In
addition, visual stimuli sometimes make small sound
impairments and nuances harder to perceive. In this
sense, the evaluation of the subjective sound quality
accompanied with image must consider several aspects
that are of particular interest [9]:
1. The correlation between image and sound.
2. The influence of the presence of visual stimuli on
the perceived audio quality.
3. The consistency of the spatial impression evoked by
visual and auditory cues.
4. The assessment of the viewing and listening set-
tings.
The general objective of the test is to valuate the ad-
vantages and disadvantages offered by advanced multi-
channel audio systems in common broadcasting audio-
visual programmes. In this context, besides studying
the attributes related to overall sound quality, priority
is given to the study of those specific aspects associated
with the corresponding visual material for representa-
tive broadcasting contents.
4.2 Design Considerations
For the experimental design, issues highlighted in the
ITU-R BS.1116 Recommendation [3] are considered. A
careful experimental design and approach are necessary
to ensure that uncontrolled factors do not contaminate
the listening tests, so that there are no ambiguities
in the results. For example, if the sequence of sound
items to assess is identical for all the subjects perform-
ing the test, one might think that the answers given
by the subjects could be influenced by the chosen se-
quence rather than by the small differences between
items. In addition, non-uniformities in the test condi-
tions must be carefully addressed so that important is-
sues are taken into account in the presentation phase.
For example, when the difficulty level of the material to
assess changes, the stimuli presentation order should be
randomly distributed both within the same session and
other subsequent sessions. Furthermore, tests should be
designed so that subjects do not fatigue to the point
that the accuracy of their answers decrease. Typically,
control conditions include the presentation of unim-
paired audio materials among the test items. The differ-
ences between the ratings given to these control stimuli
and those with potential impairments allow to conclude
that the given assessments really correspond to an eval-
uation of such impairments. The use of a reference in
our application context is not entirely clear, since it is
very difficult to establish an absolute excellent listen-
ing condition or system. For example, although binau-
ral reproduction could lead to a more precise location of
sound sources, the need for headphones could influence
the quality rating.
4.3 Panel Selection
For the selection of listeners, the ITU-R BS.1284 Rec-
ommendation [12] is followed. According to this doc-
ument, expert listeners are preferable to non-experts.
From the ITU perspective, expert listeners can be de-
fined as members of a desired sample population with
experience in subjective testing. Experts are able to
describe an auditory event in detail and are able to
separate different events based on specific impairments.
They are able to describe their subjective impressions
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Fig. 3 Item presentation in ACR and PC tests (reproduced from [10]).(a) ACR test. (b) PC test.
in detail and they have a background in technical imple-
mentations of the systems under test, having detailed
knowledge of the influence of particular implementa-
tions on subjective quality.
Despite the fact that non-expert listeners might be
more representative of the general population and ex-
perts are often too critical, it has been found that many
non-expert listeners become experts when exposed to
prolonged system impairments. Therefore, the use of
expert listeners gives a more reliable and faster indica-
tion. Moreover, if the evaluated systems are intended to
broadcasting applications, the recommendation always
suggests the use of expert listeners.
The minimum required number of expert listeners
is 10. After a personal interview, we selected a set of 16
expert listeners (11 male and 5 female with ages going
from 23 to 41) familiarized with audio processing and
evaluation methods (researchers and master students).
The selection was motivated by their age, gender, back-
ground on subjective testing methodologies and interest
in sound and music. Moreover, pure tone audiometry
tests were performed for pre-screening purposes by us-
ing standardized audiometers. Only one subject had a
a hearing threshold above 15 dB HL.
4.4 Test Methods and Rating Scales
When the expected subjective differences between sys-
tems are very small, the ITU-R BS.1286 recommends
using the double-blind triple stimulus with hidden refer-
ence method (described in ITU-R BS.1116). However,
when the subjective differences are not so small, the
methods described in the ITU-R BS.1284 are preferred.
Since the systems to be evaluated present very differ-
ent spatial features, the assessment methods defined in
ITU-R BS.1284 are considered. Additional considera-
tions contained in the ITU-T P.911 [10] are included.
4.4.1 Absolute Category Rating (ACR)
In tests of Absolute Category Rating the test sequences
to be evaluated are randomly presented one by one and
are independently scored. After each presentation, sub-
jects are asked to assess the quality for each of the at-
tributes in Section 4.5 following the next scale:
– 5 - Excellent
– 4 - Good
– 3 - Fair
– 2 - Poor
– 1 - Bad
The method provides no explicit reference condi-
tion. The time sequence used in the presentation of the
stimuli is shown in Figure 3(a), as recommended by the
ITU-T P.911 [10]. The voting time should be less than
or equal to 10 s, depending on the voting mechanism
used. The presentation time may be somewhat higher
or lower depending on the contents of the test sequence
(in our case, all the test sequences had equal duration).
4.4.2 Pair Comparison (PC)
In pair comparison tests, sequences are randomly pre-
sented in combinations of two elements, where each se-
quence is first presented via a system under test and
subsequently under other system under test. Systems
under test (A, B, C, etc.) are generally combined in all
possible forms obtaining AB, BA, CA, etc. All possi-
ble pairs of sequences should be shown in all possible
orders (eg, AB, BA). After the presentation of each
pair, the subject gives an assessment of which element
of the pair prefers attending a particular attribute. In
addition, after presenting each pair, a repetition will be
played, leaving a small time slot of approximately 1.5
seconds. An outline of the temporal structure of this
test is shown in Figure 3(b). The scale to be used is:
– 3 - First much better than Second
– 2 - First better than Second
– 1 - First slightly better than Second
– 0 - First equal to Second
– -1 - First slightly worse than Second
– -2 - First worse than Second
– -3 - First much worse than Second
PC tests are very interesting because the assessment
methodology requires a simpler cognitive task than ACR,
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involving only the comparison of two stimuli against
each other. This is certainly easier than assigning an
absolute rating to the stimuli without any reference.
Moreover, comparison tests are known to be robust and
reflect closely the perceived sensations on a psycholog-
ical scale [59]. PC tests were carried out to study how
a given attribute might be differently perceived when
comparing one specific audio system against another,
complementing the results extracted from ACR tests.
In both ACR and PC tests, the results correspond-
ing to each subject must be normalized with respect to
the mean and standard deviation as described in the
ITU-R BS.1284. To avoid fatigue effects, each subject
performed the test in 3 sessions of 20 minutes and a
training phase of 10 minutes. In the first session the
subjects performed the ACR test, while the PC test
was conducted during the second and last sessions.
4.5 Perceptual Attributes
The perceptual attributes evaluated by the subjects are
the ones defined by the ITU-R BS.1116 and the ITU-R
BS.1286. These attributes are described as follows:
– Frontal sound image quality (FSIQ): This at-
tribute is related to the localization of the frontal
sound sources. It includes source image quality and
losses of definition.
– Impression of surround quality (ISQ): This at-
tribute is related to spatial impression, ambience, or
special directional surround effects.
– Correlation of source positions derived from
visual and audible cues (CSP): This attribute
evaluates the correct and positive relationship be-
tween the perceived location of visual elements and
their corresponding sound.
– Correlation of spatial impressions between
sound and picture (CSI): This attribute is re-
lated to the expected correspondence between the
spatial impressions derived from auditory and vi-
sual stimuli.
– Basic Audio Quality (BAQ): This single, global
attribute is used to judge all the aspects that lead to
a general impression of the overall perceived audio
quality.
It should be emphasized that the subjects were in-
structed to assess the sound quality in association with
the video presentation, rather than to assess the sound
quality alone.
4.6 Training
The training was carried out by means of a pre-experiment,
selected to illustrate the auditory attributes to be eval-
uated during the actual test. The session was prepared
to let the subjects familiarize with the process, includ-
ing both the testing equipment and the methodology.
All the subjects were provided with written instruc-
tions. The training sessions were conducted in groups
of four subjects. Once all the groups had completed the
training sessions, there was a general discussion session
to let all the subjects interact and explain how they un-
derstood the attributes to be evaluated. The first part
of the session was 45 minutes long and it consisted of a
group discussion on spatial audio reproduction led by
the authors. All the subjects discussed what they un-
derstood from the attribute descriptions found in the
instructions and their opinion on how these could be
influenced by the type of visual content (without do-
ing any listening pre-test). Then, in the second part
of the training session, each member of the group was
individually trained to get familiarized to the listen-
ing environment and the test material. This part was
35-40 minutes long. To let the subjects concentrate on
the specific sound attributes, the material was first pre-
sented without any visual content, letting the subject
select freely the audio reproduction system. Then, the
material was presented together with its visual content,
this time leading the subject to concentrate on correla-
tion aspects between visual and audible cues. After the
listening, the subject discussed with the authors their
general opinion on the experiment (difficulty to assess
or understand the attributes, suitability of the test ma-
terial, synchronization issues between audio and video,
representativeness of content according to their genre,
etc.). The day of the test, the subject was again trained
before starting during 10 minutes in a similar way.
4.7 Audiovisual Material
The test sequences were selected to stimulate the per-
ceptual attributes to be evaluated while being consis-
tent with the main objective of the assessment, i.e. to
be representative of common audiovisual contents in
broadcasting. According to the annual report of Medi-
ametrie “One TV Year in the World” [17], sports, fic-
tion and entertainment programs are the leading broad-
casting genres. As a result, the following scenes (10 sec-
ond sequences in 1080p HD video) were assumed to
be representative of common television genres having a
strong audio component:
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Table 2 Processing Tools Used for Audio Format Conversion
Stereo 5.1 Surround 7.1 Surround 10.1 Surround 3D Binaural
Movies ITU 5.1 Downmix Original DTS Neural UpMix c© VBAP Dolby Headphone c©
Sports Original DTS Neural UpMix c© DTS Neural UpMix c© VBAP Dolby Headphone c©
Animation ITU 5.1 Downmix Original DTS Neural UpMix c© VBAP Dolby Headphone c©
Music ITU 5.1 Downmix Nuendo MixConvert c© Original VBAP Dolby Headphone c©
– Movies: A sequence from “Pan’s Labyrinth” hav-
ing background music, frontal and surround audio
effects in a gloomy atmosphere. Additional audio ef-
fects corresponding to elevated visual elements (fly-
ing fairies) were included to stimulate the percep-
tion of sound systems with height.
– Sports: A fragment of a soccer match “Real Madrid
- F. C. Barcelona” where a goal is scored. The se-
quence has both audience ambient sound and com-
mentator’s speech.
– Animation: A sequence from the animation movie
“WALL-E” having background music and well-located
audio effects at different distances and directions.
– Music Video: A sequence of the music video “Now
or Never” from the artist “Orianthi”.
Obviously, having a single 10 s scene for evaluating
a content genre is not completely fair, but the nature of
the test and the evaluation procedure makes it imprac-
tical to include a higher amount of scenes (the required
number of combinations and presentation time would
become prohibitive). In any case, 93% of the subjects
agreed that the selected scenes were enough representa-
tive of the above broadcasting genres. A classification of
the amount of spatial details, the amount of movement
(temporal details) and the amount of scene cuts was
performed by using the mean values of 5 expert eval-
uations. The inter-rater agreement provided by Fleiss’
kappa was moderate (κ = 0.664, p < 0.01). Figure 4
shows the resulting description of the test material.
Note also that, while all the scenes were selected for
having clear frontal and surround image components,
there were not visible speech sources in the selected
scenes. First, the music scene already had a high degree
of correlation to the video material (especially in the
singer’s lips movement). Timing aspects and potential
asynchrony issues were assumed to be well-represented
by this scene. Second, assuming that speech intelligibil-
ity may also have an important weight on the evaluated
attributes, the authors considered the sports scene to be
representative enough for exciting potential intelligibility-
related quality factors. Finally, dialogue scenes could fo-
cus the attention of the listeners on the actual speaker’s
message, distracting the subjects from their attribute
evaluation task.
An added difficulty in the selection of scenes is the
little or null availability of original sequences mixed in
all the considered audio systems, since some of them
such as 10.1 Surround or 3D Binaural are not standard
audio formats. To solve this problem, additional effects,
up-mixing processors and specific mixing tools were uti-
lized to adapt the original soundtracks of the scenes to
meet the requirements of the systems under test. This
adaptation has been done by using state-of-the-art con-
version tools belonging to well-known companies in the
broadcasting industry such as Dolby and DTS. The use
of these tools, besides being interesting from a practical
perspective, is coherent with the aim of this work, since
the necessity for adapting existing audiovisual material
to future broadcasting formats will obviously arise in
the next years. Table 2 shows the processors used for
the adaptation of the original audio format to be repro-
duced over the rest of audio systems. These processors
are:
– ITU 5.1 Downmix: Mixing Matrix specified in the
ITU-R BS.775 Recommendation for 5.1 to Stereo
Downmix [4].
– DTS Neural UpMix c© [15]: Processor from DTS
oriented to the broadcasting industry for converting
Stereo audio to 5.1 Surround or 7.1 Surround.
– Nuendo MixConvert c© [14]: VST Plug-in from
Steinberg for performing spatial audio processing
tasks (down-mixing/up-mixing). In this work, it has
been used to perform 7.1 to 5.1 downmix.
– VBAP: 10.1 mixing has been performed by a spe-
cific Matlab tool (there are no commercial proces-
sors available) based on Vector Base Amplitude Pan-
ning [49].
– Dolby Headphone c© [18]: Processor from Dolby
used to simulate 5.1 recordings through headphones
by using HRTF-based techniques.
It must be highlighted that, besides using the above
processors, additional audio effects where added to the
original soundtracks to stimulate the differences among
the different systems. These effects where consistently
mixed in all the formats to keep the expected sound
source locations unaltered (or as similar as possible).
The mixing of these additional effects were performed
with Steinberg’s Nuendo software. 3D Binaural mixing
10 Maximo Cobos et al.
Length
Movies Sports Animation Music








Orianthi - Now or never













Fig. 4 Stimuli properties
was performed by means of the VST plug-in H3D Bin-
aural Spatializer from Longcat [16].
4.8 Equipment and Room Conditions
4.8.1 Audio
The audio playback conditions were controlled to com-
ply with the ITU-R BS.1284 and ITU-R BS.1116 Rec-
ommendations. High-quality studio loudspeakers (Dy-
naudio AIR 6/15 and Dynaudio AIR BASE 1 models)
and headphones (Sennheisser HD600) were used in the
tests, all of them meeting the requirements of the ITU-
R. BS.1116.
4.8.2 Video
As described in Section 3.2, there are several recommen-
dations of the ITU-R that indicate the relationship that
should exist between screen size and viewing distance,
and the relationship between the loudspeaker setup and
the listening distance. The ITU-R BS.1286 recognizes
the incompatibility of these recommendations, so it sug-
gests a recommended viewing distance of 3H/4H for
HDTV and 4H/6H for conventional television systems.
Recall that H refers to the height of the screen. For the
experiments, it was chosen a 42” Full-HD TV (H = 0.52
m). Therefore, the appropriate viewing distances should
be between 3H (1.56 m) and 4H (2.08 m). We chose a
viewing distance of 1.8 m, placing the speakers over a
radius of 2 meters to follow the recommendation. The
outline of the configuration of loudspeakers and the lis-
tening/viewing area are shown in Figure 5(a).
4.8.3 Listening Conditions
The tests were conducted in the studio of the Institute
of Telecommunications and Multimedia Applications,
which is acoustically conditioned for a reverberation
time of approximately T60 = 0.25 s. The geometry of
the room is rectangular, with a volume of 96 m3 and a
floor size of 4.5 x 9.1 m. The noise level in the study
was kept below 25 dB(A). Loudness equalization was
performed to ensure a conformable listening level. Fig-
ure 5(b) shows the loudspeakers used for the different
audio formats.
5 Results and Discussion
5.1 ACR Tests
This section presents the results for ACR tests. The
results are presented in the form of graphs showing the
mean and 95% confidence intervals corresponding to
the subjects’ responses. Each graph indicates the results
for a given content genre, comparing the performance of
each audio format according to the attributes explained
in Section 4.5.
5.1.1 Movies
Figure 6(a) shows the means and 95% confidence inter-
vals for the movie scene. As expected, the spatial im-
pression in surround systems outperform the stereo for-
mat. Although the differences are not excessively high,
10.1 and 7.1 seem to be the best at providing a high
spatial impression. However, it is worth to note that
the quality of the frontal sound image is slightly better
in stereo than in the other systems. Probably, this is
due to the fact that subjects are less distracted by sur-
round effects. The worst result in terms of FISQ was for
3D Binaural sound. The typical “inside the head” effect
[24] that occurs in HRTF-based systems is probably the
explanation for this front image degradation. Regarding
the correlation attributes with images, there is a good
correlation between sound a visual objects in all the
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(a) Loudspeaker Setup (b) Loudspeaker Activation
Fig. 5 Experimental setup. (a) Loudspeaker setup and listening/viewing area used in the experiments. (b) Loudspeakers used
in each audio format.
systems, although surround formats seem to provide a
spatial impression more coherent with the visual stim-
uli. The differences between systems in overall sound
quality are not very big, having all of them a score
between “good” and “excellent”, excluding the case of
binaural sound. The reason could be the influence of
the discomfort produced by the use of headphones to
the listener and the serious lack of power (especially for
low-frequency sounds) that usually occurs in headphone
reproduction. In any case, the 7.1 Surround system was
in average the favorite one, closely followed by 10.1 and
5.1.
5.1.2 Sports
Results for the sports scene are presented in Figure
6(b). In general, the results do not seem to be as favor-
able as in the case of movies, both in terms of frontal
sound image and spatial impression. Note that sound
production for sport events is not as thoroughly per-
formed as in the case of movie productions. Sound pro-
duction in movies requires a lot of time and effort, hav-
ing usually control over every single item that appears
on the screen. In the case of a soccer match scene,
the only defined sound source is usually the commenta-
tors’ voice, being the ambience (audience shouting) the
strongest sound component. Moreover, sound produc-
tion is performed live and the process does not allow any
independent treatment of sound sources. The difficulty
to perceive a clear position of sound sources is high-
lighted in the visual/auditory correlation attributes. Al-
though the sense of envelopment is in general lower than
in the case of the movie scene, there appears to be a
preference for surround systems, in particular 5.1 and
10.1. This preference is also observable in the BAQ at-
tribute.
5.1.3 Animation
Figure 6(c) shows the means and 95% confidence inter-
vals for the animation sequence. A clear preference for
10.1 can be observed, both in terms of frontal image
quality and ISQ. Furthermore, there is a considerable
improvement in the score for 3D Binaural with respect
to other scenes. This sequence has a lot of effects and
height source movements, as well as many other dis-
tance effects. This might be a good reason for the ob-
served preference of audio formats with height. It is
worth to note that making a good use of audio produc-
tion tools to stimulate the capabilities of audio formats
might be decisive in the quality perceived by a viewer.
This influence is also marked on the image correlation
attributes, since binaural sound and 10.1 got also the
best scores. Regarding the perceived BAQ, 10.1 Sur-
round has a better score than the other systems, prob-
ably as a result of the factors discussed above.
5.1.4 Music
Results for the music video sequence are shown in Fig-
ure 6(d). As with the animation sequence, 10.1 Sur-
round with height was the preferred audio system. Again,
this preference seems to be motivated by the enhanced
spatial impression, although its score is also slightly
better in terms of FSIQ. Although this scene did not in-
clude additional audio effects or music instruments (just
the original music piece), three new audio tracks were
extracted from the original 7.1 mix to create the new
10.1 mix. The new tracks were played through the ele-
vated loudspeakers. The results suggest that, by using
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Fig. 6 Results of Absolute Category Rating tests for the different content genres. Bullets denote the mean values for each






















































































































































































































































Fig. 7 Significance matrices for audio systems and genres in ACR tests according to the evaluated attributes. Shaded cells
denote significant differences as evaluated by the Tukey-Kramer method.
these elevated speakers, a significant improvement in
sound envelopment is produced. Correlation attributes
did not get a high score. In fact, music videos tend to
be edited so that there is no spatial correlation between
sound sources and their corresponding visual objects.
This means that many of the images do not show the
different performers playing in a well-defined location,
but just the main artist performing in different situa-
tions or environments. This would explain the low score
of all the systems under test regarding correlation with
picture. Nevertheless, note that the lack of correlation
does not seem to affect the BAQ rating in this genre,
probably because most subjects were already used to
this issue.
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Table 3 ANOVA Results for ACR Tests
FSIQ ISQ CSP CSI BAQ
F p F p F p F p F p
Genre 2.50 0.0593 6.44 0.0003 9.23 <0.0001 12.25 <0.0001 9.93 <0.0001
Audio System 2.16 0.0736 9.65 <0.0001 0.68 0.605 3.48 0.0084 6.67 <0.0001
Interaction 0.97 0.4769 1.91 0.0332 0.55 0.8792 2.03 0.0217 1.64 0.00792
5.1.5 Average Performance
Figure 6(e) shows the average performance over the dif-
ferent genres. It can be observed that the differences
among systems are not as pronounced in terms of frontal
sound image quality as in the case of spatial impres-
sion. In general, 5.1 Surround and 10.1 are the ones
that provide a higher spatial envelopment, followed by
7.1 Surround and 3D Binaural sound. This preference
also occurs in terms of correlation attributes, where 10.1
stands as the most capable of generating a sound space
more in line with the content presented on the screen.
A similar trend is observed with basic audio quality,
since 5.1 Surround and 10.1 do also achieve the highest
scores.
5.1.6 ANOVA Results
In order to study the interaction between the evaluated
audio systems and content genres, a two-way ANOVA
analysis was performed. Table 3 contains the values of
F and p for the factors “content genre” and “audio
system”, as well as their possible interaction effects.
The p probabilities obtained for FSIQ are considerably
high, which means that it can not be concluded that
the changes in the means are actually due to the dif-
ferent content genres or audio systems. This is not the
case of ISQ, which shows very small values for p in
all the studied factors. Therefore, it can be concluded
that the perceived surround quality is very dependent
both on the audio reproduction system and the type
of content, with a high chance of interaction between
them. These interaction effects might be given by the
fact that some content genres tend to have a more pro-
nounced ambient component that the others, enhanc-
ing the differences between the evaluated audio sys-
tems. Regarding the audiovisual correlation of source
positions in CSP, it seems that the differences observed
through the different genres are significant, not being
so the observed among reproduction systems. Moreover,
there is not any interaction between the two factors re-
garding this attribute. However, the p values observed
for the correlation of the audiovisual spatial impression
are considerably lower, showing a similar behavior as
ISQ. Finally, the differences in basic audio quality are
both significant at the genre and audio system level,
with high probability of interaction between both fac-
tors. The next subsection provides deeper insight into
all the described effects by analyzing the significance of
the differences found among the specific audio systems
and genres.
5.1.7 Multiple Comparison
A multiple comparison based on the Tukey-Kramer [44]
method has been carried out to examine the significant
differences between the different audio systems and gen-
res with respect to the evaluated attributes. Figure 7
shows significance matrices for each attribute, where a
shaded cell denotes a significant difference between the
items in the corresponding row and column. For ISQ,
there are no significant differences among the different
audio systems, and only a significant difference between
the movie and sports scenes. As expected, surround
quality does present more significant differences. The
differences found between 3D Binaural and surround
systems (5.1 and 10.1) are significant. In fact, these
two surround systems are as well significantly different
from stereo, while 7.1 Surround does not present a sig-
nificant difference with respect to any of the other sys-
tems. Regarding ISQ, the content genres do also present
some significant differences, being movies and sports
the ones that present more significant differences. In
fact, the differences in ISQ are very similar to those in
BAQ, both in terms of audio systems and genres. This
reflects a high correlation between ISQ and BAQ, sug-
gesting that surround envelopment has a high weight
on the perceived quality. Audiovisual correlation at-
tributes present more significant differences in terms
of genres than in audio systems. This fact might reflect
that audio-video correlation is much more dependent
on content production than on the chosen spatial audio
reproduction system.
5.2 PC Tests
The results for pairwise comparison tests (PC) are dis-
cussed in this section. Again, the results are presented
in the form of graphs showing the mean and 95% con-
fidence intervals of the responses of the subjects. Note
that the results are presented using combinations of
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the systems under test (the markers representing the
different audio formats are now presented in pairs at
the mean value of the responses).
5.2.1 Movies
Figure 8(a) shows the results for the movie scene. As
observed with ACR tests, the frontal sound image qual-
ity turns out to be slightly worse in 3D Binaural re-
production than in other systems. This might be again
a consequence of the “inside the head” effect. In any
case, the differences among other systems regarding
FSIQ do not seem too significant. Much greater are
the differences found in spatial impression where, as
expected, all surround systems (specially 10.1) outper-
formed stereo. Regarding visual correlation attributes,
differences among systems were no very significant in
localization but slightly more evident in spatiality (es-
pecially with respect to stereo). Finally, BAQ for 5.1
and 7.1 Surround systems is better than for stereo and
3D Binaural, being 10.1 the preferred one.
5.2.2 Sports
PC results for the soccer match scene are in Figure 8(b).
The trend in preference for the FSIQ and ISQ attributes
is very similar to the observed in the movie scene. Sur-
round systems are slightly better scored than 3D Binau-
ral, although biggest differences are found with stereo.
It is worth to note that very little difference is found
between 5.1 and 7.1 with respect to 10.1, so having two
more additional channels on the horizontal plane does
not seem to produce a very strong effect in this scene.
Correlation attributes are especially differentiated for
3D Binaural. It is interesting to see that CSI is again
higher in the case of 10.1, 5.1 and 7.1. The overall sound
quality does not seem to be very different for 5.1, 7.1
and 10.1, although these systems have shown to per-
form better than 3D Binaural or stereo.
5.2.3 Animation
Figure 8(c) shows the results for animation. This scene
does not present very big differences between systems in
frontal sound image quality. Again, the greatest differ-
ences occur in surround quality, with a clear superiority
of 10.1, followed by 7.1 and 5.1. There is a substantial
improvement of 3D Binaural in this scene (also noted
for ACR tests), probably due to the higher amount of
audio effects having a clear location. The highest score
in picture correlation attributes is for 10.1 Surround,
both in CSP and CSI. The same happens for BAQ,
where 10.1 is also the favorite, followed closely by 7.1
and 5.1.
5.2.4 Music
The results for music are in Figure 8(d). The 5.1 system
received a very high score, especially in surround au-
dio quality. The rest of surround systems are not very
far from this score, although 5.1 seems to be slightly
preferred also in frontal image quality. The correlation
between visual and auditory cues is somewhat better
on surround systems than in stereo or 3D Binaural,
although the latter seems to be preferred at most at-
tributes. Regarding overall sound quality, surround 10.1
and 5.1 are preferred, although the results for stereo and
binaural are slightly better than in other genres, prob-
ably because users are more used to listening to music
through headphones.
5.2.5 Average Performance
Figure 8(e) shows the averaged responses over all the
scenes. It can be observed that there is a preference
for surround systems regarding FSIQ and ISQ, being
more pronounced in the latter attribute. Stereo seems
to provide similar FSIQ than 5.1 and 7.1, but the ISQ
is highly enhanced in surround formats (especially in
10.1). The differences between surround formats and
stereo are not so big for picture correlation attributes.
The averaged BAQ shows a preference for 10.1, al-
though the scores obtained by 5.1 and 7.1 are not very
far. In all cases, the preference for surround formats
and binaural with respect to stereo is quite clear.
5.2.6 Preference Analysis
To analyze the preference of the different audio systems
from the obtained paired-comparisons, the Thurstone-
Mosteller least squares method was used [47][60]. To
this end, although the tests were performed by consider-
ing a scale of different degrees of preference, the method
only takes the number of times that a given system has
been preferred over another. Figure 9 shows how the
different audio systems are placed on a preference scale
for the evaluated attributes and content genres. In gen-
eral, the results show a preference of 10.1 surround with
respect to the other systems, while stereo and 3D Bin-
aural are the least preferred ones. The other surround
systems (5.1 and 7.1) are very close in preference, usu-
ally somewhere inbetween 10.1 and binaural. As in the
case of ACR tests, the distance between audio systems
tends to be greater in attributes such as ISQ and BAQ,
while FSIQ and CSP tend to show fewer differences in
preference. Moreover, the preference order changes de-
pending on the content genre for some attributes. For
example, the FSIQ provided by stereo differs in pref-
erence over other systems depending on the selected







































































Fig. 8 Results of Pair Comparison tests for the different content genres. Bullet-pairs denote the mean values for each system
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Fig. 9 Audio system preference on an interval scale.
content. Note that the order of preference in important
attributes such as BAQ and ISQ has a high correlation
with the ratings obtained by means of ACR tests. As a
conclusion, both results are quite consistent.
6 Conclusion
This paper presented a formal evaluation of the sub-
jective quality achieved by diverse multichannel audio
formats accompanied with video. The objective of this
assessment was to analyze which are the benefits of
using different multichannel audio formats when the
sound accompanies common broadcasting audiovisual
contents such as movies, sports, animation or music
videos. This knowledge allows to better understand how
audio reproduction techniques influence the perception
of sound as a function of the specific audiovisual con-
tent and which will be the audio needs arising in fu-
ture immersive broadcasting applications. To this end,
a set of representative audiovisual scenes were mixed
in the considered audio formats (Stereo, 5.1 Surround,
7.1 Surround, 10.1 Surround with height and 3D Binau-
ral) by using specific spatial audio processing tools. Ab-
solute category rating and pair comparison tests have
been conducted following the international recommen-
dations.
On the one hand, results have shown that, in gen-
eral, the type of audiovisual content has a big influ-
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ence on the perception of the studied sound attributes.
One of the reasons that might affect the perceptual dif-
ferences among genres is the type of audio production
methodologies followed in content production. While
some genres such as movies have a thorough audio pro-
duction stage that allows for a better use of surround
capabilities, there are others that rely strongly on live
audio production (e.g. sports). In this context, it is
quite difficult to assess which are the relative weights
that audiovisual interaction issues and content produc-
tion methodologies have on the perceived attributes.
According to the results, the most significative differ-
ences among genres were found to be on surround audio
quality, audiovisual correlation and basic audio quality.
Specifically, movies and animation were significantly
different from sports and music. Note that movie and
animation contents are more likely to excite surround-
related attributes and, as also suggested by the results,
surround quality seems to have a high weight on the
perceived overall quality. The correlation between au-
dio and video objects was also shown to be very de-
pendent on the particular content type, being better
perceived in genres with localized objects (movies and
animation).
On the other hand, the type of spatial reproduction
system seems to have a relevant impact only on sur-
round and basic audio quality. Significant differences
were found between surround audio formats and two-
channels systems (Stereo and 3D-Binaural). Moreover,
the interaction probabilities between genres and audio
systems obtained from the ANOVA analysis show that,
as expected, the ratings for these two attributes (sur-
round quality and basic audio quality) are probably mu-
tually influenced. This would confirm that the type of
content has a big influence on the excited surround-
related attributes, which are more likely to be properly
enhanced by multichannel audio systems.
Regarding the preference of the different audio sys-
tems, 10.1 Surround was consistently preferred over other
systems, usually followed closely by 5.1 and 7.1 Sur-
round formats. Interestingly, paired-comparison tests
show a bigger difference than ACR in the preference
between 10.1 and 5.1/7.1. Moreover, the relative dif-
ferences between the preferences for 5.1 and 7.1 are
generally much smaller than the ones with respect to
10.1 Surround. This suggests that having elevated loud-
speakers has a stronger impact on the perceived quality
than the use of additional channels in the horizontal
plane. The performance of 3D Binaural sound, despite
being a very sophisticated reproduction method, was
not as good as expected. This was probably motivated
by typical problems such as the “inside the head” effect,
headphone discomfort and the lack of bass power.
Finally, it must be highlighted that special care must
be taken when generalizing the results obtained in this
work. The test material used in this study, while se-
lected for being representative of the considered genres,
only represents a very small fraction of possible content
types and audiovisual production techniques.
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