Summary: Optical imaging of intrinsic signals was per formed in the barrel cortex of the rat during whisker de flections of varying frequencies (I to 20 Hz) and durations (0,
flections of varying frequencies (I to 20 Hz) and durations (0, I to 5 s), A dose-response relationship was shown be tween these stimuli and the characteristics of the optically recorded intrinsic signal response, At constant frequen cies, longer stimulus durations increased response mag nitude, as defined by mean pixel value in statistically de termined regions of interest. At constant durations. higher stimulus frequencies increased response magni tude. Response magnitude was also increased by greater numbers of deflections. When stimulus number was con stant, there were no differences in response magnitude. regardless of stimulus frequency and duration. Spatial ex tent of responses, as defined by number of pixels in reSignificant coupling between vascular perfusion, cerebral metabolism, and neuronal activity has been well established. However, the dynamic rela tionship between stimuli and vascular perfusion re mains unclear. Specifically, the manner in which the magnitude of functional vascular response re lates to acute stimulus characteristics remains to be fully described (Lou et aI. , 1987) . Previous work using autoradiographic and positron emission to mography (PET) experiments has shown that within a given range of frequencies, cerebral metabolism (Toga and Collins, 1981; Santori et aI., 1986 ) and blood flow (Fox and Raichle, 1984) increase with frequency of stimulation. Ngai et ai. (1988) de-scribed a relationship between frequency of sciatic nerve stimulation and pial arteriolar diameter, sug gesting a physiological basis for variations in vas cular perfusion. We set out to assess quantitatively rat somatosensory cortex responses to different fre quencies and durations of whisker stimulation. Measurements were obtained using optical imaging of intrinsic signals, which are thought to be partially based on functional vascular responses (Frostig et aI. , 1990; Grinvald, 1992; Narayan et aI., 1994a; Narayan et aI. , 1995) .
RODENT BARREL CORTEX MODEL
The high level of anatomical and functional orga nization in rodent barrel cortex has been well stud ied (Simons, 1978) . A large portion of the primary somatosensory cortex in rats is organized into a re gion of cytoarchitecturally and functionally distinct "barrels" that somatotopically represent each of the 25 primary mystacial vibrissae (Welker, 1971; Durham and Woolsey, 1977) . Individual barrel cor tex neurons also have response properties such as directional selectivity and sensItivity to stimulus frequency ("frequency tuning"; Simons, 1978) , al though they do not segregate into anatomically dis tinct clusters. Barrel cortex neurons are also highly sensitive; they will fire in response to even a single whisker deflection (Welker, 1971) .
A variety of techniques have been used to char acterize barrel cortex. Electrophysiology has been used to demonstrate the functional relationship be tween stimulation of single whiskers and the acti vation of neurons in single barrels (Welker, 1971) . Although the spatial resolution of electrophysiology is excellent, this technique is limited by its inability simultaneously to measure activity over large, con tinuous regions. 2-Deoxyglucose autoradiography has allowed characterization of metabolic activity in the barrel cortex in response to partial whisker removal (Kossut et aI., 1988) but is limited by both its temporal resolution and the inability to perform multiple experiments in a single animal. Vascular dyes and beads have been used to examine vascular responses to whisker stimulation (Rovainen et aI., 1993; Cox et aI., 1993) . However, dyes can produce pharmacological side effects, and beads are used to measure vascular transit times rather than to create maps of functional activity. Many of these limita tions are reduced by using optical intrinsic signal Imagmg.
OPTICAL INTRINSIC SIGNAL IMAGING
Optical imaging of intrinsic signals involves de tection in the cerebral cortex of reflectance changes, which occur in conjunction with physio logical processes such as variations in blood hemo globin volume, hemoglobin oxygenation levels, ox idation of chromophores such as cytochrome oxi dase, and light-scattering effects from cell swelling or altered blood plasma volumes (Cohen et aI., 1972; Frostig et aI., 1990; Narayan et aI., 1994a) . Although optical intrinsic signals have been ob tained using bloodless preparations (Cohen et aI., 1971; Cohen et aI., 1972; MacVicar and Hochman, 1991) , there is significant evidence that at least some proportion of this signal is due to changes in blood volume (Frostig et aI., 1990; Grinvald, 1992; Narayan et aI., 1994a; Narayan et aI., 1995) . Changes in blood volume are thought to be respon sible partially for signals in functional magnetic res onance imaging (fMRI), suggesting that blood vol ume as well as blood flow increases with functional activity (Belliveau et aI., 1991) . Although Frostig et al. (1990) suggested vascular components such as absorption of hemoglobin could be detected at J Cereb Blood Flow Metab. Vol. 15, No.6, 1995 wavelengths <850 nm, changes in blood plasma volume might cause changes in light scattering, which can be detected over a wide range of wave lengths, including 850 nm (Cohen et aI., 1972) . In addition, signals with similar morphology and time course to those of intrinsic signals have been dem onstrated in this laboratory using vascular dyes (Narayan et aI., 1995) .
Because of the high spatial and temporal resolu tion of optical intrinsic signal imaging, it is possible to use this technique to pose a number of questions that may relate to perfusion dynamics. How do in teractions between frequency and duration influ ence intrinsic signal response magnitude? How is time-to-peak response affected by frequency, dura tion, and number of stimuli; does faster stimulus delivery result in an earlier response peak? Do in trinsic signal responses overlie whisker barrel func tional anatomy?
In this study, we addressed these questions using optical imaging of intrinsic signals to examine a number of dose-response characteristics in the ro dent whisker barrel cortex. The term dose-response is used to emphasize the quantitative aspects of the study. "Dose" refers to stimulus intensity as deter mined by frequency, duration, and number of stim uli, whereas "response" refers to magnitude of vis ible light reflectance changes over activated brain regions. Single whiskers were stimulated using dif ferent combinations of frequency and duration. The highly sensitive barrel cortex neurons permitted very low stimulus doses; stimulus frequency ranged from 1 to 20 Hz and duration of stimulation from 0. 1 to 5 s (duration refers to period of stimulation, rather than length of individual deflections). Re sponses were characterized in terms of magnitude, spatial extent, timing, and spatial location relative to whisker barrel functional anatomy. We discuss our findings in relation to integrative mechanisms of functional cortical activity.
MATERIALS AND METHODS

Animal preparation
Seventeen adult male Sprague-Dawley rats (Charles River Laboratories) weighing between 200 and 350 g were used for optical imaging experiments. Rats were anesthe tized with gaseous halothane, and the right femoral vein was cannulated with PE-50 tUbing. Rats were then given 0.4 to 0. 5 ml of 0. 5 M urethane over 30 min, and urethane administration was continued to maintain a consistent, moderate toe-pinch reaction throughout the imaging pro cess. Halothane administration was discontinued at least 1 h before imaging began. Rats were placed in a stereo taxic frame, heads shaved, and a midline incision was made in the scalp. The skull was cleaned, and the right temporal is muscle retracted. A small metal scraping in strument (Biomedical Research Instruments, Inc., Rock ville, MD, U.S.A.) was then used to thin the bone over the primary somatosensory region of the right hemisphere of the brain until branches of the superior cerebral vein and the middle cerebral artery were visible. Thinning was done uniformly so that the entire imaging field was viewed through a homogeneous region of bone. Silicone oil was applied to the skull after thinning and as needed during imaging to make the bone more translucent. Crosshairs were placed over the stereotaxically defined barrel field center as a reference for camera placement (Chapin and Lin, 1984) .
Experimental protocol
Imaging procedure. Anesthetized rats were placed, still in the stereotaxic frame, under a charge-coupled de vice (CCD) camera (Photometrics Corporation, Tucson, AZ, U.S.A.) and secured in place so that cortical vessels were visible on a computer screen display of the camera's field of view. The cortex was illuminated with voltage stabilized white light, and images were filtered at 850 nm. Camera exposure time for each image was 200 ms. Vibris sae were deflected using a motorized device, and the fre quency, duration, and other parameters of deflection were controlled with a Grass stimulator (Model 888, Quincy, MA, U.S.A.). Images were collected and digi tized on an IBM personal computer (PC) and sent via network to a UNIX workstation for data analysis.
To minimize noise artifacts caused by brain pulsation, synchronization of image acquisition with heart rate and respiration was maintained via custom-built circuitry and the PC. Image acquisition was controlled so that it only occurred 55 ms after the midpoint of the "R" wave and during expiration, allowing a temporal resolution of 0.7 ± 0.05 s. Stimulus onset occurred Just after the ' last prestim ulus image. The first post stimulus onset image was ob tained at the first 55 ms after "R" wave/expiration point after stimulus onset. This resulted in 0.35 ± 0.05 s be tween stimulus onset and acquisition of the first poststim ulus onset image.
Three to six data points were collected for each set of stimulus parameters. All data analysis included data points from multiple subjects. However, images from in dividual subjects were examined for qualitative differ ences between responses to different stimulus parameters. Figure legends indicate the number of data points and subjects included in analyses.
Data points for a given set of stimulus parameters each consisted of nine to 18 averaged stimulated trials (see Data Analysis). During collection of these trials, nine to 18 unstimulated control trials (intertrial controls) were interleaved with stimulated trials. There was -1 min be tween stimulated and intertrial control trials; thus there were 2 min between each acute whisker stimulation. This amount of time was required for data transfer to the PC and also allowed intrinsic signal responses to return to control values. All trials began with six unstimulated con trol images, which were averaged together (intratrial con trols). Intratrial control images were followed by 12 sub sequent images in each trial. In stimulated trials, two of these images were pre stimulus onset and 10 were post stimulus onset. In intertrial control trials, all 12 im ages were unstimulated. Optical images were acquired every 0.7 ± 0.05 s. This was the temporal resolution pos sible when image acquisition was synchronized with res piration and heart rate. Data for each image were col lected by the camera and digitized before being trans ferred to the PC.
Stimulus parameters. A single whisker, Cl, was stim ulated in all cases. A 12-V electromechanical motorized whisker nudger was used for all experiments. The angle of deflection was � 30°. The velocity of deflection was l.2 m/s in an anterior to posterior direction. Frequency and duration of the nudger were varied from trial to trial; frequency values ranged from 1 to 20 Hz, and durations were between 0.1 and 5 s. In this study, "duration" refers to the length of time over which transient whisker deflec tions were delivered at a given frequency, rather than the length of time that an individual deflection was sustained. Individual deflections lasted 70 ms. Although heart rate and respiration synchronization prevented image acquisi tion during (as opposed to after) stimulation for extremely short stimulus durations (0. 1 through 0.3 s), this did not present a problem in signal detection because intrinsic signal response onset always occurred later than 0.35 s after stimulus onset.
Different combinations of stimulus parameters were randomly administered during a given imaging session (Table I) , and response to toe pinch was monitored throughout experiments to ensure that the animal was still in a responsive condition. If a subject became unrespon- 
5 Hz
Stimulus frequency ranged from I to 20 Hz, and stimulus duration ranged from 0. 1 to 5 s. Number of deflections (d) is indicated for each corresponding combination of frequency and duration used in this study. n = three to six subjects for each frequency/duration combination, and total N = 17 subjects.
sive to toe pinch, no additional data were collected from that subject.
Data analysis
Ratio analysis of raw data. For stimulated data points, the averaged intratrial control images of each trial were subtracted from 2 prestimulus images ( -2 and -1) and 10 post-stimulus-onset images (1 through 10), and a ratio was computed between the subtracted images and the averaged intratrial control images; thus, there were two pre-stimulus and 10 post stimulus-onset ratio images for each of the nine to 18 trials. For intertrial control trials, the averaged prestimulus intratrial control images for each data point were subtracted from 12 unstimulated images. Ratio images were computed for intertrial control trials, although in this case, all images were unstimulated. Corresponding images from the nine to 18 stimulated tri als were averaged together for each stimulus condition. Similarly, corresponding images from the nine to 18 in tertrial control trials were averaged together for each stimulus condition.
Pre stimulus and intertrial control images were in spected for noise artifacts. Although stimulated images were not excluded for their appearance, images were not included in analysis if any unstimulated (control) images contained prominent rellectance changes that lay over the skull. This occurred if there was bone bleeding, when artifacts appeared as large spots of pixel saturation (black and white regions in an image with rellectance change values at least an order of magnitude larger than those of intrinsic signal responses). When this occurred, further data were not acquired until bleeding stopped. Artifacts appearing similar to intrinsic signal responses were some times observed in control images if the animal was too lightly anesthetized or if there had been cortical damage during surgery. If administration of additional urethane did not eliminate artifacts from control images, data from the subject were not included in the study.
Noise artifacts sometimes occurred outside the skull region. This was due to glare from the rat's skin or from the stereotaxic frame. Because these changes were out side the brain region, these images were included in anal ysis. However, artifact regions were excluded from im ages before analysis.
Image analysis for response magnitude. In this study, magnitude is defined as average pixel intensity in a sta tistically defined region of interest. Using a graphics pro gram (Adobe Photoshop, Santa Clara, CA, U.S.A.), the ratio image with the greatest overall mean pixel value was selected for each data point. Because signals did not have distinct borders, response areas of these images were de termined by generating statistically defined regions of in terest rather than by subjective outlining (Fig. I a) . These regions of interest were created for all experimental and control images and then superimposed on original ratio images for magnitude calculation (mean pixel value within regions of interest) before any further processing of images had occurred. To define a region of interest, the entire image was smoothed with a Gaussian blur using a 3 x 3 pixel area. A threshold was set at the value that was 1 SD higher than the mean pixel value of the entire smoothed image. The outline of the area above threshold enclosed the region of interest. Before thresholding, smoothed data were first histogram equalized. The equal ization process simply expanded the range of pixel val ues; relative distances between data values were not J Cereb Blood Flow Metab, Vol. 15, No.6, 1995 changed. Student's t tests and analysis of variance (ANOV A) tests were used to determine significance (p < 0.05) of magnitude differences between different stimulus frequencies, durations, and numbers.
Spatial extent of responses was defined as the number of pixels in the region of interest for each peak response. These values were compared between different frequen cies, durations, and numbers using t tests and ANOV A tests. The same groups of data were compared as were for response magnitude.
Time-to-peak response
Peak intrinsic signal responses were defined as the im age during a given trial with the greatest mean pixel value. We calculated the amount of time to reach peak intrinsic signal response after whisker-stimulation onset ("time-to peak" ) for each trial to the nearest 0.7 ± 0.05 s. Time to-peak was compared between low (three to four deflec tions) or high (five to eight dellections) stimulus number and between low (2-5 Hz) or high (10--20 Hz) frequency (Fig. 6 ). Time-to-peak data were further divided into four subgroups and compared between these subgroups. The subgroups were (a) 2-5 Hzlthree to four deflections, (b) 2-5 Hz/five to eight dellections, (c) 10--20 Hz/three to four deflections, and (d) 1 0--20 Hz/five to eight deflections.
Registration of images to cytochrome oxidase-stained whisker barrels
Statistically defined regions of interest were coregis tered with cytochrome oxidase-stained whisker barrels to determine the location of intrinsic signal responses rela tive to functional anatomy. Three stereotaxically defined points were marked on the subject's skull for intrinsic signal response image reference, and electrolytic lesions were made with a tungsten electrode for coregistration with cytochrome oxidase-stained tissue. The location of regions of interest was examined relative to the location of the barrel corresponding to the stimulated whisker (C 1).
RESULTS
Intrinsic signal responses to three or more whisk er deflections produced by different combinations of stimulus frequency and duration differed signifi cantly from unstimulated controls. Response mag nitude, as defined by mean pixel value in statisti cally defined regions of interest, increased as num ber of stimuli increased. Time-to-peak response after stimulus onset was shorter for higher frequen cies. Spatial extent of responses, as defined by number of pixels in regions of interest, did not differ significantly between stimulus frequency, duration, or number. Intrinsic signal responses were colocal ized with cytochrome oxidase-staining of the C I whisker barrel.
Intrinsic signal responses
Intrinsic signal responses were consistently de tected as decreases in reflectance; no reflectance increases were seen in the thinned bone preparation (Fig. 2) . Response intensity was highest in regions overlapping certain large cortical vessels in the bar rel region, creating silhouettes of macrovascular anatomy. Large-vessel responses were usually over arteries (the middle cerebral artery) and were seen more frequently as stimulus number increased.
Response magnitude was determined by averag ing pixel intensity inside statistically defined re gions of interest. These regions varied somewhat in shape between data points (Fig. la) . Regions were often not continuous. Although there was al ways a relatively large primary region, there were often small regions just outside the primary region. These smaller regions were not excluded because they were most likely part of the physiological re sponse. Regions of interest included both responses over large vessels and more diffuse response com ponents. Cytochrome oxidase histology revealed that intrinsic signal responses were located over the barrel corresponding to the stimulated whisker, CI (Fig. Ib) . However, intrinsic signal responses overspilled the barrel; barrel width was between 200 and 500 fLm, whereas intrinsic signal responses were 1 to 3 mm in diameter. We have also previously demonstrated that despite differences in spa tial dimensions between intrinsic signal responses and evoked potentials, intrinsic signal responses consistently overlie neural responses (Narayan et aI., 1994b) .
Although there were qualitative differences be tween regions of interest, there were no significant differences in spatial extent (number of pixels inside regions of interest) of intrinsic signal responses be tween stimulus frequencies, durations, or number of stimuli. Therefore, spatial extent as a quantita tive value was not factored into calculation of in trinsic signal response magnitude.
The time course of intrinsic signal responses was as follows: responses first appeared between 0.35 and 1.75 s after stimulus onset, response peaks usu ally occurred between 1.5 and 3.5 s after stimulus onset, and responses disappeared between 3.15 and 5.25 s after stimulus onset (Fig. 2) .
Response magnitude
Response magnitude was defined as the average pixel intensity in the statistically defined region of interest of an image. We examined the effects of number of stimuli (whisker deflections), frequency, and duration on response magnitude (Figs. 3 and 4) .
Graded response magnitude and influence of stimulus number. Response magnitude depended on the number of whisker deflections. Response magnitude after two deflections was not signifi cantly different from control (unstimulated) trials (Fig. 3a) , but after three to four deflections, it was significantly greater than both control and two deflection responses (p < 0.05). Finally, response magnitudes after five to eight deflections were sig nificantly greater than those after three to four de flections (p < 0.05). These results demonstrated a trend of increasing response magnitude with in creasing numbers of whisker deflections (Fig. 3a) . This trend could be seen with a much lower number of trials when whisker deflection numbers were dis crete (Fig. 3b) . In addition, this trend was seen both within individual animals (Fig. 4) and between ani mals (Fig. 3a, b) .
To further support the consistent relationship be tween stimulus number and response magnitude, Time course of a typical optical intrinsic signal. In this example of an intrinsic response for nine averaged stimulated trials (1 data point), whisk er C1 was stimulated at 10Hz for 0.3 s. Stimulus onset occurred between the first and second image. The response appears 1.05 s after stimulus onset, peaks at 2.45 s, and disappears by 5.25 s after stimulus onset. Note the faint signal overlying the middle cerebral artery at 3.85 s. The focus of the re sponse is the brightest center region of the image. Time relative to stimulus onset is indicated in seconds at the bottom right-hand corner of each im age. The charge-coupled device (CCD) camera measured reflectance on a lighting scale of 0 to 4,096 units. Re sponse magnitude is measured as re flectance decrease in these units times 10-4 (0.01% change). A white line in the bottom left-hand corner of the first image indicates image dimen sions. The anterior direction of the subject's skull is to the right of each image, and the lateral direction is to ward the bottom of each image.
we determined that there were no significant differ ences in response magnitude between trials that all received the same number of stimuli, regardless of frequency and duration composition. For example, comparisons were made between three groups of data that each received six whisker deflections, but from different combinations of frequency and dura tion. There were no significant differences between the three groups (p > 0.05).
Response magnitudes for all durations of I-Hz stimulation were not significantly different from control responses (p < 0.05). For this reason, data using I-Hz stimulation were excluded from all fur ther analyses.
influence of frequency and duration. Frequency had a significant effect on response magnitude at a given stimulus duration; the responses to stimula tion with a 0.3-s duration at 5, 10, and 20 Hz showed significant differences between groups (p < 0.05; Fig. 3c ). Duration also had a significant effect on response magnitude at a given frequency of stimu lation; an ANOV A demonstrated that variation be tween groups was greater than within groups for all FIG. 3 . The effect of (a, b) number of whisker deflections, (e) frequency, and (d) duration on response magnitude for a group of subjects. Data from 1-Hz stimu lation were excluded because responses at this frequency were not significantly different from those of controls (p < 0.05). (a) Population means for control (mean, 0; 24 data points; 13 subjects), two deflections (mean, 2; 22 data points; 13 subjects), three to four deflections (aver age, 3.5; 23 data points; 14 subjects) and five to eight deflections (average, 6.5; 24 data points; 15 subjects). A given number of deflections was formed using different combinations of frequency and duration.
(b) This same effect can also be seen with a smaller number of data points when stimulus number was exactly matched. A mix of frequencies was used to generate each of these averages so that data were not biased toward higher and lower fre quencies. Whiskers were stimulated three (11 data points, eight subjects) and six times (12 data points, 10 subjects). (c) In creasing frequency led to increases in re sponse magnitude, but only when these frequencies were applied for a constant duration (duration, 0.3 s). For 5 Hz: four data points, four subjects; 10 Hz: four data points, four subjects; 20 Hz: six data points, six subjects. (d) Increasing dura tion also led to increases in response magnitude, but only when each duration was used at a constant frequency (5 Hz) for 0.3 s: four data points, four subjects; 0.6 s: three data points, three subjects; 1.0 s: four data points, four subjects. The increasing trend in (c) held only if stimu lus duration was held constant; similarly, three durations of stimuli at both 5 Hz (p < 0.05; Fig. 3d, 5a ) and 20 Hz (p < 0.05; Fig. 5a ). However, the effects of frequency were significant only when data were compared between trials with identical stimulus duration. Similarly, the effects of duration were significant only when data were compared be tween trials with identical stimulus frequency. Stimulus number versus frequency and duration. Whereas response magnitude for a given frequency depended on stimulus duration and response mag nitude for a given duration depended on stimulus frequency, response magnitude for a given stimulus number was the same regardless of the combination of frequency and duration used to generate that stimulus number. Furthermore, greater numbers of stimuli consistently generated higher magnitude re sponses than lesser numbers of stimuli. Figure 5b demonstrates that response magnitude increases consistently with stimulus number using any com bination of stimulus frequency or duration. The correlation between stimulus number and response magnitude for 5-Hz data points (r = 0.784) and 20-Hz data points (r = 0.646) is similar for combined 5-and 20-Hz data points (r = 0.691). In contrast, re sponse magnitude differs between frequencies when the same data points are plotted according to duration (Fig. 5a) . Correlations between duration and response magnitude for 5-Hz data points (r = 0.782) and 20-Hz data points (r = 0.646) are similar, but when data points from both frequencies are combined, the correlation coefficient drops signifi cantly (r = 0.289).
Time-to-peak response
Time-to-peak was significantly shorter for higher frequencies 00-20 Hz) than for lower frequencies (2-5 Hz; p < 0.0001; Fig. 6a ) but did not differ significantly between trials with lower (three to four) or higher (five to eight) numbers of stimuli (p > 0.05; Fig. 6b ). When separated into subgroups of
The effect of three different stimulus durations at a given frequency for single data points in the same subject. All three images were taken 1.75 s after stimulus onset (these are also the peak response images for each data point). Each data point used a stimulus frequency of 20 Hz. Stimulus durations were as follows: (a) 0.1 s, (b) 0.2 s, and (c) 0.3 s. The charge-coupled device (CCO) camera measured reflectance on a lighting scale of 0 to 4,096 units. Response magnitude is measured as reflec tance decrease in these units times 10-4 (0.01% change). Response magnitude increased as duration (and number of stimuli) increased. A white line in the top left-hand corner of (a) indicates a dimension of 1 mm. In the bottom right hand corner of (a), there is a camera artifact over a region that does not overlap the skull and is therefore known not to be a functional response. Images with artifacts external to the skull could still be used in analysis, but areas containing artifact were removed before determining response magnitude. The anterior direction of the subject's skLJII is to the right of each image, and the lateral direction is toward the bottom of each image.
low and high stimulus number and low and high stimulus frequency, time-to-peak for the subgroup containing high frequency and high stimulus num ber was significantly shorter than that of all sub groups except the other high-frequency subgroup (p < 0.05; Fig. 6c ). There was no frequency effect between low stimulus number subgroups, although time-to-peak was faster for high frequency and low stimulus number than for low frequency and high stimulus number (p < 0.01).
Although time-to-peak varied with different stim ulus parameters, peaks almost always occurred af ter stimulation had stopped. Response peaks oc curred only before stimulus termination when longer stimulus durations were used (e.g., 3 s at 2 Hz).
DISCUSSION
The results of this study demonstrate that the pa rameters of stimulation to the vibrissal system alter the magnitude and timing of intrinsic signal re sponses in the barrel cortex. We found that re sponse magnitude increased with stimulus number. Although frequency, duration, and stimulus number are interrelated variables, only stimulus number af fected magnitude regardless of the combination of frequency and duration used. This indicates that, for the stimulus parameters used in this study, re-J Cereb Blood Flow Metab, Vol. 15, No.6, 1995 sponse magnitude was more dependent on stimulus number than on frequency or duration alone. In contrast, the time course of intrinsic signal re sponses appeared to be more dependent on stimulus frequency than on stimulus number. Finally, obser vation of the intrinsic signal response over whisker barrel C I pointed to the colocalization of our signals with functional anatomy.
Intrinsic signals
Intrinsic signals arise from physiological pro cesses associated with neuronal activity. Signals are detected by changes in reflectance from the sur face of the brain (Grinvald et aI., 1986) . These pro cesses include changes in blood hemoglobin vol ume, hemoglobin oxygenation levels, oxidation of mitochondrial enzymes, and light scattering from changes in blood plasma or cell volume (Cohen et aI., 1972; Frostig et aI., 1990; Narayan et aI., 1994b) . Because each of these components has a unique absorbance spectrum, obtaining images us ing different wavelength filters can enhance detec tion of certain components. For example, cy tochrome oxidase activity and changes in oxygen ation of hemoglobin are most likely to be detected at 610 nm, whereas changes in light scattering can be detected over most of the visual and near infra red (IR) spectrum, including 850 nm (Frostig et aI., 1990) . Changes in blood volume cause changes in No subject was included more than once for a given set of stimulus parameters. However, more than one set of stimulus parameters was often included for a given subject. Eleven subjects were used for 20-Hz data, and nine subjects were used for 5-Hz data. Although different durations are plotted for the two frequencies in (a), it is the smaller responses that are plotted against longer durations, suggesting that responses do not differ as a result of stimulus duration ( Fig.  3d demonstrates increasing signal with increasing stimulus duration at a given frequency). Because the only other variable differing between the two frequency plots in (a) is the number of stimuli, this suggests that stimulus number is the cause of the differences in response magnitude. This effect is demonstrated more clearly in (b). The CCO camera measured reflectance on a lighting scale of 0 to 4,096 units. Response magnitude is measured as reflectance decrease in these units times 10-4 (0.01% change). Individual data points are plotted here rather than means to show distribution of response magnitude. A line of best fit is drawn for each data set.
light scattering, thus making it possible' that signals at 850 nm represent changes in blood volume. How ever, astrocytic or cell swelling might also cause changes in light scattering (Cohen et aI., 1972) . Intrinsic signal morphology also differs depend ing on the surgical preparation used. Spatial extent of responses is smaller with a thinned bone prepa ration (our study) than with a craniotomy (Narayan Effect of frequency and number of deflections on mean time-to-peak response for a group of subjects after stimulus onset. a: Effect of 1 0--20 Hz (28 data points, 14 subjects) versus 2-5 Hz (1 9 data points, 13 subjects) frequencies on time-to-peak (p < 0.0001). b: Effect of three to four (23 data points, 14 subjects) versus five to eight (24 data points, 15 subjects) whisker deflections on time-to-peak (p > 0.05). c: Effect of different combinations of frequency and stimulus number on time-to-peak when data are divided into subgroups by high and low frequency and duration. For 2-5 Hz/three to four stimulus: 14 data points, 12 subjects; 2-5 Hz/five to eight stim.: 14 data points, 11 subjects; 10--20 Hz/three to four stimulus: nine data points, nine subjects; 10--20 Hz/five to eight stimulus: 10 data points, nine subjects. Error bars indicate the standard deviation for each mean.
et aI., 1994b), which may be due to decreased light transmission through bone. We used a thinned-bone preparation to reduce trauma to the brain and movement artifacts, as well as facilitating longer du ration experiments.
Barrel cortex sensitivity to frequency and stimulus number
The most prominent frequencies of behavioral whisking in rodents fall between 2 and 20 Hz (Carvell and Simons, 1990) . This is consistent with our ability to detect intrinsic signals in response to stimulation between 2 and 20 Hz. Individual neu rons display varying sensitivities to different fre quencies within this range ("frequency tuning"; Si mons, 1978) . In contrast to individual neurons, in trinsic signal responses did not exhibit frequency tuning. We hypothesize that this is because intrinsic signals are generated by vascular or metabolic re sponses or both to activity in a population of neu rons in which all relevant frequency sensitivities are similarly represented and distributed. Although dif ferent subpopulations of neurons would be active in response to different stimulus frequencies, the magnitude of the overall response within the popu lation would be similar between frequencies. Out side the neuronally sensitive frequency range, how ever, intrinsic signal responses would most likely decrease or extinguish altogether. For example, sig nificant intrinsic signal responses were not seen at 1 Hz; stimulation < 1 Hz or significantly >20 Hz might therefore result in a similar absence of re sponse.
The effect of stimulus number on intrinsic signal response magnitude thus could be explained by an even distribution of neurons sensitive to different stimulus frequencies. Although the effects of stim ulus number might conventionally be viewed as an integration of stimulus frequency and duration, stimulus number can be viewed also as correspond ing to a distinct number of stimulus trains entering the somatosensory system. If neural representation of different frequencies is distributed and similar ly represented, it should follow that as stimulus number increases, total firing in this population will also increase similarly across frequencies. An in crease in total neuronal firing is then likely to gen erate increased vascular or metabolic responses or both.
Previous studies of global cortical responses to stimulus frequency have used constant stimulus du rations (Fox and Raichle, 1984) . Constant stimulus durations in this study produced results similar to those of Fox and Raichle; within a given frequency range, response magnitude increased with increas- Vol. 15, No.6, 1995 ing frequencies. However, the use ofiong, constant stimulus durations limits data interpretation be cause the effects of frequency versus number of stimuli cannot be distinguished. In this study, we attempted to isolate the influences of frequency, du ration, and number of stimuli by holding these in terrelated stimulus parameters constant, one at a time. Fox and Raichle (1984) also suggested that vas cular responses to a peripheral stimulus may be linked in some way to the integration of neuronal responses to successive stimuli. Although Fox and Raichle (1986) and Seitz and Roland (1992) later found a quantitative uncoupling of regional cerebral blood flow and oxidative metabolism, this was in response to chronic stimulation and thus summa tion of vascular responses over a 40-s or longer time period. Furthermore, studies supporting uncoupling of functional vascular and neuronal activity mea sured oxidative metabolism rather than directly measuring neuronal activity. Our study examined much shorter functional response integration peri ods than previous studies (0.7 ± 0.05 s versus 40 + s). Intrinsic signal responses may exhibit very dif ferent dynamics at shorter versus longer periods af ter stimulus onset. The relationship between pre peak intrinsic signal response dynamics (acute stim ulation) and integrated number of action potentials may exhibit a much more linear profile than that between postpeak intrinsic signal response dynam ics (chronic stimulation) and integrated number of action potentials.
Time course of the intrinsic signal response Although our temporal resolution was somewhat limited by synchronization to heart rate and respi ration, individual data points demonstrated a dis tinct split between peak times for low and high fre quencies. Although averages of time-to-peak often appeared closer together than allowed by temporal resolution, the overall spread of individual data points showed very little overlap in time-to-peak response. There was a faster time-to-peak trend for high frequencies that extended below average times and a slower time-to-peak trend for lower frequen cies that extended above average times. This spread of data points, as well as statistical significance of average time-to-peak, suggests that even with lim ited temporal resolution, these trends did not occur by chance.
Most stimulus durations were short enough that stimulus termination usually occurred before re sponse peak. This suggests that if stimulus dura tions were longer, response peaks may have been larger in magnitude and occurred later. Although this may be the case, the important point of this study is that for responses of a given magnitude (which are generated by a given number of stimu lus), peaks of these responses appear to develop more quickly if the stimulus is delivered at a faster rate (higher frequency).
The time course of our responses was consistent with vascular responses measured previously. Cox et al. (1993) used vascular beads to demonstrate that arterial to venous transit times after whisker stimulation occurred over a range of 3 to 4 s and that this process began between 0.5 and I s after stimulus onset. Similarly, response onset occurred in this study, on average, between 0.35 and 1.05 s and lasted � 3 to 4 s. The time course of our signals is also similar to the time course seen for changes in regional cerebral blood flow in response to vibrissal stimulation (Lindauer et aI., 1993) . In addition, Ngai et al. (1988) measured changes in pial arterio lar diameter in hindlimb cortex in response to sci atic nerve stimulation. They found that the time course of the onset and peak of the response was consistent regardless of stimulus duration; there ap peared to be an essential time-lag between stimulus onset and response onset and peak. Ngai et aI., however, examined dilation time course at only a single frequency. Whereas there is a similar time lag before intrinsic signal response onset, the ob served influence of frequency on signal time course suggests that this time-lag can be shortened or lengthened according to the rate at which a given number of stimuli are delivered to the system.
Spatial extent and location of the intrinsic signal response
Although cytochrome oxidase-stained barrels were found to overlie intrinsic signal responses, in trinsic signal responses to single whisker deflec tions were larger than individual barrels. Intrinsic signal response size may be partially influenced by the extent of neuronal response to single whisker stimulation. It has been shown that after primary response in layer IV of the principal whisker barrel, secondary neuronal responses to single whisker stimulation occur in all layers of adjacent barrels (Armstrong-James and Fox, 1987; Armstrong James et aI., 1992) . As a result of this, total neuro nal responses to single whisker stimulation are wider than principal whisker barrel diameter. Be cause vascular responses are precipitated by neu ronal activity (Wahl and Schilling, 1993) , any vas cular responses contributing to intrinsic signals would also be expected to be larger in diameter than single barrels.
Spatial extent of intrinsic signal responses may also be influenced by factors controlling neurovas cular coupling. Fox and Raichle (1986) and Seitz and Roland (1992) hypothesized that there is signif icant quantitative uncoupling between neuronal ac tivity and blood flow. If any. part of our intrinsic signals is vascular, this uncoupling may explain the large spatial extent of intrinsic signal responses in this study as well as the difference in the spatial extent of neuronal and intrinsic signal responses found by Narayan et al. (1994b) . Coupling of cere bral blood flow with neuronal activity is thought to be mediated in large part by diffusible substances such as nitric oxide (Gally et aI., 1990; Northington et aI., 1992; Dirnagl et aI., 1993) , although this role remains highly speculative (Adachi et aI., 1994) . It is possible that a diffusible substance such as NO might contribute to spatial extent of intrinsic signal responses. Even small amounts of local diffusion might cause significant increases in vascular re sponse spatial extent relative to neuronal response spatial extent. Although diffusion of NO has been shown to be local, even small amounts of diffusion may cause vascular responses to be larger in area than neuronal responses. Although intrinsic signal responses differed in spatial extent from neuronal electrophysiological responses, spatial extent of intrinsic signal re sponses themselves did not differ significantly be tween stimulus frequencies, durations, or numbers. Factors such as diffusion properties of neurovascu lar or neurometabolic mediators might limit intrin sic signal responses themselves to a fixed area re gardless of response magnitude.
Intrinsic signal response location over barrel C 1 is consistent with previous spatial correlations of intrinsic signals with evoked potentials in this lab oratory (Narayan et aI., 1994b) , as well as with cy tochrome oxidase histology (Masino et aI., 1993) and voltage-sensitive dyes (Grinvald et aI., 1986) in other laboratories. Colocalization supports the hy pothesis that intrinsic signal responses correspond to functional physiological activity.
Consistency of responses
We applied statistical tests to our data to perform quantitative analyses of response magnitude and timing across subjects. There was some variation in response magnitude within a given set of stimulus parameters; this may have been caused by differ ences in anesthetic depth or macrovascular anat omy. Responses were, however, consistent enough to be grouped by response magnitude and time-to peak into statistically distinct categories. Further more, graded response magnitudes were seen in in dividual subjects as well as across subjects.
CONCLUSION
We have shown modulation of intrinsic signal re sponse magnitude and time-to-peak by stimulus pa rameters such as stimulus number and frequency. The magnitude of acute stimulus doses is affected by stimulus number , whereas time-to-peak re sponse is influenced by frequency. The magnitude and timing of intrinsic signal responses are quanti tatively and temporally sensitive to the influence of different characteristics of behaviorally relevant stim uli. These findings , combined with electrophysiologi cal and anatomical data, provide a more complete pic ture of functional responses in the cerebral cortex.
