Abstract-CPU scheduling is an important subject to maximize CPU utilization in the context of operating systems. Multiprogramming operating systems need CPU scheduling for organization of processes to be executed. The order of process execution is determined by a CPU scheduling policy in use. The utilization of CPU depends on the selection of scheduling algorithms. There are several scheduling policies in the literature such as First-Come, First-Served scheduling, Shortest-Job-First scheduling, Last-Come, First-Served scheduling, Priority scheduling. On the other hand, there are some criteria (waiting time, throughput number, turnaround time, response time) to measure the eficiency of these policies. It is important that we choose the scheduling policy which has the minimum waiting time as this is crucial stage of utilizing CPU efficiently. This paper explores an alternative, neural network approach to build a CPU scheduling model to obtain the waiting time measure. In this paper, we will show that neural networks can be used to model scheduling policies and can predict the waiting time of processes. Three learning algorithms and three different neuron numbers in the hidden layer of the network are studied to boost the eficiency of neural network model for waiting time prediction. A comparison between Neural-Network Based Model and First-Come, First-Served scheduling, Shortest-Job-First scheduling, Last-Come, First-Served scheduling are provided. The results reveal the effectiveness of neural networks in predicting waiting times, and thus suggest that it can be useful and practical addition to the framework of operating systems.
INTRODUCTION
Scheduling is the way of sharing computer resources between multiple processes by operating system. Operating system switches CPU among the processes according to a scheduling policy in use [1] .
One of the purposes of the operating system is keeping CPU as busy as possible to maximize the performance of the CPU and to make the computer more productive. The objective is to have some process running at all times, to maximize CPU utilization. Because, maximizing CPU utilization means maximizing the overall performance of the computer system. Therefore, CPU scheduling is considered as a fundamental topic in operating system concept. Since the execution order of processes is determined by scheduling policies, CPU utilization depends on the selection of the scheduling policy to be used. There are several scheduling policies in the literature such as First-Come, First-Served policy, Shortest-Job-First policy, Last-Come, First-Served policy, Priority policy. Scheduling policies are generally classified into preemptive and non-preemptive scheduling disciplines [1] [2] [3] .
Preemptive Scheduling : running task may be interrupted for some time and resumed later when the priority task has finished its execution.
Non-preemptive Scheduling : running task is executed without interruption. It cannot be interrupted until terminated.
The choice of a particular policy may favor one class of processes over another. In choosing which policy to use in a particular situation, we must consider the algorithmic properties of these policies. There are several criteria to measure the efficiency of these algorithms [2] :
1. CPU utilization : It is defined as the value of time CPU is in use. The goal of the CPU scheduling is to maximize the CPU utilization.
Throughput : It is defined as the number of processes that are completed per time unit.
3. Turnaround Time : It is defined as a total time which is spend to complete the process from the time of submission to the time of completion.
Response Time :
It is defined as the time passed until the first response is produced for a process execution.
Waiting Time :
It is defined as the total time a process has been waiting in ready queue.
Context Switch :
It is defined as a computing process of storing and restoring state of a CPU so that execution can be resumed from same point at a later time. Context switch are usually computationally intensive, lead to wastage of time, memory, scheduler overhead so much of the design of operating system is to optimize these switches.
The goal of the CPU scheduling is to maximize CPU utilization and throughput and to minimize turnaround time, waiting time, and response time. Therefore, minimum waiting time is one of the characteristics of the effective scheduling algorithm.
Recently, a great deal of papers have conducted important resercahes into the CPU scheduling algorithms and their performances. In [3] , a new CPU scheduling algorithm called MIN-MAX has been proposed, focusing on the comparative study of the existing algorithms on the basis of various scheduling parameters with the proposed algorithm MIN-MAX. In [4] - [6] , the review of different scheduling algorithms has been performed with different parameters, such as running time, burst time and waiting times etc. The CPU scheduling algorithm with improved performance has been presented in [7] . The technique used in this paper for increasing the speed up factor is "Pipelining". This technique can be applied to any CPU scheduling algorithm to improve its performance. [8] has carried out a comparative study of various scheduling algorithms for a single CPU and determines which algorithm may be the best for a specific situation. [9] has proposed a new CPU scheduling algorithm called Combinatory that combines the functions of some basic scheduling algorithms. In [10] , the author has developed an interactive Java-based simulator that uses graphical animation to convey the concepts of various CPU scheduling algorithms. A CPU scheduling algorithm that can handle all types of processes with optimum scheduling criteria has been proposed in [11] . In [12] , a new Round Robin scheduling algorithm has been given. The authors of [13] have realised the implementation of a new CPU scheduling algorithm called An Optimum Multilevel Dynamic
Round Robin Scheduling (OMDRRS) in order to improve Round Robin scheduling algorithm using dynamic time slice concept. They have also simulated the behavior of various CPU scheduling algorithms. The authors of [14] have simulated different scheduling algorithms and evaluated their performances (throughput, latency, utilization, turnaround time, and waiting time) in a multi-processor environment.
Neural networks have the ability to model a function without knowing the exact character of this function. Therefore, a neural network can be considered as a black box that needs to be well-defined for the problem interested. Unlike the traditional methods, in neural networks, the only thing we need is to determine the endpoints (inputs and outputs). Therfore, neural network models do not need to derive metrics from some certain types of equations. Since selecting a scheduling algorithm according to a minimum waiting time is a fundamental step to utilize CPU efficiently, it is important to determine whether a neural network could be used as a tool to generate waiting time. The aim of this paper is to evaluate neural networks as a computational tool to estimate the waiting time of process sets. Hence, we first establish neural networks as a method for modeling scheduling policies by showing that we can model three widely accepted policies; First Come-First Served (FCFS) scheduling policy, Last-Come, First-Served (LCFS) scheduling policy and Shortest-Job-First (SJF) scheduling policy. We use three different training algorithms and three different neuron numbers in the hidden layer of the network to evaluate the estimation results according to the network architecture and training method. The results of FCFS, LCFS and SJF scheduling algorithms and the designed neural network model are compared to show the effectiveness of the proposed method. Obtained results show that the estimation ability of designed neural network model is highly powerful. We also showed that the neural network approach can be considered as a successful alternative method to calculate waiting time of processes to analyze CPU utilization when compared with the traditional methods.
SCHEDULING POLICIES
Scheduling policies decide which of the processes in the ready queue is to be allocated the CPU. In this study, we considered the following scheduling policies that all are non-preemptive scheduling algorithms to calculate the waiting time criterion and to train the designed neural network according to these results.
2.1 First-Come, First-Served Scheduling FCFS, allows a process that requests CPU first, holds the CPU first. Process in ready queue is executed on the basis of arrival time, without any preemption. Once CPU has started executing a process, it cannot be interrupted unless completed.
2.2 Last-Come, First-Served Scheduling LCFS, allows a process that requests CPU last, holds the CPU first. The last process in ready queue is executed without any preemption.
Shortest-Job-First Scheduling
Burst time is exact time that is required to complete execution of particular process. CPU scheduling algorithms require burst time as input. SJF, allows a process with the minimum burst time holds the CPU first. FCFS policy is used, when two processes have the equal CPU burst time.
NEURAL NETWORKS
Neural networks are powerful mathematical and computational tools widely used for estimating engineering problems due to their ability of learning. In recent years, neural network systems have become a popular solving technique and are used in many fields such as accounting, civil engineering, mine engineering, environmental engineering, medicine, etc. Designing an appropriate neural network model for the system in interest is a fundamental issue in neural network approach [15] [16] [17] [18] [19] . Therefore, designing an estimating model for CPU scheduling by Neural Networks can be considered as a significant concept in both operating systems and neural networks fields. Since selecting a scheduling algorithm according to a minimum waiting time is a crucial step to utilize CPU efficiently, it can be considered as a intuitive decision making method to design a neural network model to estimate total waiting time of processes. A typical feed-forward neural network model consists of three layers of neurons that are input, hidden, and output. When a feed-forward neural network is being trained, the connection weights are updated to minimize the error between the desired and estimated values of the system variables [20] .
In this study, we have designed a feed-forward neural network with one hidden layer to estimate waiting time of processes in Table 1 . Three distinct training algorithms (Levenberg -Marquardt (L-M) Algorithm, ConjugateGradient (C-G) Algorithm with Polak-Ribiere updates, Gradient -Descent (G-D) Algorithm) are used to train the network [21] [22] [23] [24] [25] . The number of hidden neurons is chosen to be 10, 20 and 30 for each algorithm to evaluate the optimum result of the network. Input layer consists of 10 nodes, and an output layer consists of 1 node. The inputs are the burst times for 10 processes, shown in Table 1 , that are randomly generated. The output is the estimated waiting time value.
Mathematically, a hidden or output unit operates as follows :
where m is the number of the inputs, n is the number of the outputs, y j is transformed output by the j th hidden or output node, f is an activation function, w ji is the synaptic weight from the ith node to jth node, x i is an input node, b j is bias at jth node.
50 column input vectors are used with the dimension (10x1), and 50 outputs are derived as a scalar value. In MATLAB simulation of this case study, inputs are given as a matrix of size (50x10) and the output is obtained as (50x1) column vector for 50 queues of 10 processes.
where p is a set number of 10 processes given in Table 1 ., components of input vector, x p , are burst times of processes for pth set and an output y p is a waiting time for the pth set.
PROPOSED WORK
In this study, we randomly generated burst times for 10 processes as given in Table 1 since there is not a database including real burst time values. On the other hand, this situation does not effect the accuracy of the results of the proposed network because once we train the network it will work for every value. Then, we used these values to find the waiting time of each set according to FCFS, LCFS and SJF policies as given in Table 2 . These obtained results are used to train the designed network model under three different training algorithms (Levenberg -Marquardt Algorithm, Conjugate -Gradient Algorithm with Polak-Ribiere updates and GradientDescent Algorithm) as 70% for training, 15% for validation, and 15% for testing. The node number in hidden layer is applied as three different values (10, 20 and 30) for each training algorithm to see the optimum result. Hence, 9 different estimated results are calculated for each scheduling policy. The block diagram of the proposed system is given in Figure 1 . Table 3 shows the estimated results of 9 distinct neural network model for FCFS policy for each set. Table 4 shows the estimated results of 9 distinct neural network model for LCFS policy. Table 5 shows the estimated results of 9 distinct neural network model for SJF policy. 
RESULTS AND ANALYSIS
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CONCLUSIONS
Minimum waiting time is one of the characteristics of efficient CPU scheduling policies. Selecting an appropriate scheduling policy according to a minimum waiting time is a fundamental step to utilize CPU efficiently. The aim of this paper is to explore a neural network approach to build a CPU scheduling model to generate waiting time. This study establishes neural networks as a method for modeling scheduling policies by showing that we can model three widely accepted policies; First Come-First Served (FCFS) scheduling policy, Last-Come, First-Served (LCFS) scheduling policy and Shortest-Job-First (SJF) scheduling policy. For this purpose, different training algorithms and various number of hidden neurons are applied in the process of designing neural network model. The optimum results have been acquired when the number of processes and hidden neurons are equal. In our proposed neural network system, the training results have shown that the L-M algorithm best fits for FCFS and SJF policies, and G-D training algorithm best fits for LCFS policy. The proposed model can be applied to the process set of any length. This paper proved that applying neural network approach to CPU utilization can be an alternative successful method to obtain waiting time criterion. 30-Node L-M Alg.
10-Node C-G Alg.
20-Node C-G Alg.
30-Node C-G Alg. 30-Node L-M Alg.
30-Node C-G Alg. 
