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Abstract 
Proper water management plays an essential role in the performance and durability of 
Polymer Electrolyte Fuel Cells (PEFCs), but it is challenged by the variety of water transport 
phenomena that take place in these devices. Previous experimental work has shown the 
existence of fluctuations between low and high current density levels in PEFCs operated with 
wet hydrogen and dry air feed. The alternation between both performance states is 
accompanied by strong changes in the high frequency resistance suggesting a cyclic hydration 
and dehydration of the membrane. This peculiar scenario is examined here considering liquid 
water distributions from neutron imaging and predictions from a 3D two-phase non-
isothermal model. The results show that the hydration-dehydration cycles are triggered by the 
periodic condensation and shedding of liquid water at the anode inlet. The liquid water input 
humidifies the anode channel and offsets the membrane dry-out induced by the dry cathode 
stream, thus leading to the high-performance state. When liquid water is flushed out of the 
anode channel, the dehydration process takes over, and the cell comes back to the low-
performance state. The predicted amplitude of the current oscillations grows with decreasing 
hydrogen and increasing air flow rates, in agreement with previous experimental data.  
KEYWORDS: PEFC; water management; membrane; ionic resistance; hydration-dehydration; 
alternating performance states 
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1. Introduction 
Adequate water and thermal management is of vital importance to achieving improved 
performance and extended durability in Polymer Electrolyte Fuel Cells (PEFCs) [1–10]. Two 
opposite effects of the presence of water on PEFC operation can be distinguished. On one 
hand, a good hydration of the Proton Exchange Membrane (PEM) is necessary to maintain a 
low ionic resistance, and therefore a high cell performance [11,12]. A strong increase of the 
ionic conductivity of Perfluorosulfonic Acid (PFSA) membranes, such as Nafion®, with water 
content has been widely reported in the literature (see, e.g., [11–14]). On the other hand, 
accumulation of liquid water should be avoided, because water flooding blocks reactant 
pathways towards the active catalyst sites, thus limiting the maximum power output [15–17]. 
Hence, a careful control of the Relative Humidity (RH) of the feed streams and of the operating 
temperature of the cell is crucial to find an optimal balance [18–20]. This endeavor is further 
complicated by the wide variety of water transport phenomena that occur in PEFCs, including 
among others: i) diffusion, electro-osmotic drag, thermo-osmotic transport and convection of 
liquid water in the membrane [12,21–23]; ii) water production by the oxygen reduction 
reaction [24,25]; iii) water sorption and desorption in the Catalyst Layers (CLs) [23,26,27]; iv) 
two-phase flow in the mini-channels grooved on the Bipolar Plates (BPPs) [28]; v) capillary 
transport, and evaporation/condensation of liquid water in the Membrane Electrode Assembly 
(MEA) [29–31]; vi) two-phase interactions at the interface between the Gas Diffusion Layers 
(GDLs) and the flow channels [32–35]; and vii) convection and diffusion of water vapor under 
multiphase conditions, the latter governed by Fick’s law or Maxwell-Stefan’s equations and 
with a significant effect of Knudsen diffusion in the nanopores of the Microporous Layers 
(MPLs) and catalyst layers [15,16,36–40].  
 
A thorough understanding of the complex transport and electrochemical processes that occur 
in PEFCs from a combination of experimental and numerical research is therefore necessary to 
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fully understand and optimize fuel cell performance [41]. Multiple diagnostic and visualization 
tools are currently available to explore cell operation [42,43], such as electrochemical 
impedance spectroscopy, cyclic voltammetry, segmented cells, neutron imaging and X-ray 
tomography (see, e.g., [15–19,31,44–47]). Significant advances have also been achieved in the 
characterization of the physicochemical properties of fuel cell components by both 
experimental and numerical methods [15–17,35,48,49]. As a complement to experimentation, 
numerical modeling is an essential tool to optimize cell design, and plays an important role for 
the study of multiphysics, multiphase and multiscale phenomena, which are difficult to explore 
experimentally due to the small characteristic dimensions of PEFCs [15–17,50–56].   
 
From a technical point of view, the operation of PEFCs with no external humidification is highly 
desirable in order to reduce the system complexity, weight, volume and cost, as well as to 
improve its efficiency and dynamical response [57–59]. Cells operated with low feed 
humidification rely on a delicate balance between water generated at the cathode and water 
removed by the gas streams to keep the membrane well hydrated. Multiple studies have 
addressed the operation of PEFCs with low humidification. One of the earliest works to 
consider the operation of a self-humidified PEFC was presented by Büchi and Srinivasan [57]. 
They showed stable operation of a dry-feed PEFC below 60 °C, with a 20-40% current density 
reduction at 0.6 V compared to a fully-humidified cell. Benziger et al. [59] studied the dynamics 
of an auto-humidified Stirred Tank Reactor (STR) PEFC, which was specially designed to ensure 
a uniform in-plane gas distribution. Different timescales were found in the cell dynamics due 
to sorption/desorption of water by the membrane, water transport through the membrane, 
and mechanical relaxation processes of the membrane. Kim et al. [60] reported an 
electrochemical analysis of a commercial PEFC operated at 60 °C with 80% anode relative 
humidity considering various humidification levels at the cathode. They observed that the 
electrochemical active area and double-layer capacitance were weakly dependent on the 
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cathode RH, and the catalyst layer and membrane ionic resistances were similar for dry-air 
feed. Adachi et al. [61] characterized ex-situ the water permeation flux through Nafion® 
NRE211 membranes exposed to either liquid and vapor phases of water, and examined in-situ 
the net water flux across the membrane in asymmetrically humidified cells. They found that 
the water flux in thin Nafion® membranes is larger when the membrane is exposed to liquid 
water on one side and water vapor on the other, and concluded that liquid-vapor permeation 
from cathode to anode can have a strong impact on the water balance of the MEA. Sánchez 
and García-Ybarra [62] studied the transients of a 25 cm2 cell equipped with single-serpentine 
channels after a sudden change from fully-humidified to non-humidified operating conditions. 
They observed the propagation of a drying front from the cathode inlet, which eventually led 
to the deactivation of the entire active area. 
 
The literature cited so far serves to illustrate the complexities of PEFC operation, and, in 
particular, of water management under low humidification. On top of that, several works have 
also reported intricate nonlinear PEFC dynamics, including multiple steady states and 
oscillations. These works, which initially appeared to be atypical studies scattered in the 
literature, are nowadays the focus of several investigations, as is the case of this work. A 
deeper knowledge of the interplay between mass, charge and heat transport coupled to 
electrochemical kinetics in unusual scenarios will contribute to a better understanding of PEFC 
technology. According to Hanke-Rauschenbach et al. [63], three main phenomena leading to 
nonlinear PEFC dynamics can be distinguished: i) coupled water and proton transport in the 
membrane, ii) electrochemical surface kinetics, and iii) interaction between reactant mass 
transport and water two-phase flow [18,19,64–75]. Below we review some relevant 
contributions that have addressed PEFC dynamics induced by changes in membrane hydration 
under low feed humidification, i.e., belonging to point i) above.  
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Focusing first on steady-state multiplicity, Moxley et al. [76] showed that various steady states 
may arise in auto-humidified STR PEFCs owing to the strong dependence of membrane ionic 
resistance on water content. In analogy to auto-thermal reactors [77], current ignitions and 
extinctions were found when the initial hydration of the membrane was, respectively, above 
and below a threshold value (water content per sulfonic acid group, 𝜆 ≈ 1.8 𝑛H2O/SO3
−). 
Current ignitions were caused by the good membrane hydration achieved from the positive 
(i.e., autocatalytic) feedback between water generation and membrane ionic conductivity. In 
contrast, current extinctions were caused by the dry-out of the membrane due to an 
insufficient initial water content. Hereafter, borrowing the terminology introduced by Benziger 
et al. [59] and Moxley et al. [76], the transitions from low to high and from high to low 
performance states will be referred to as ignition and extinction processes. In a second step, 
Benziger et al. [78] reported new findings on the bi-stable behavior found in [76] by examining 
the transients of the auto-humidified STR PEFC at different cell loads and temperatures. At 
temperatures above 70 °C and intermediate loads, they found the coexistence of two stable 
ignited states due to variations in the hydration level of the membrane, whereas a single 
steady state existed at either low or high loads. Chia et al. [79] presented a lumped isothermal 
single-phase steady-state model of an auto-humidified STR PEFC to study the effect of 
membrane ionic resistance, cell temperature, and hydrogen and air flow rates on the 
multiplicity of steady-state solutions. The bifurcation analysis showed the existence of up to 
five steady states for certain operating conditions. Nazarov and Promislow [80] developed a 2D 
isothermal single-phase transient model that captured the slow dynamics in an auto-
humidified STR PEFC. They showed that the bi-stability observed by Benziger et al. [78] at 
intermediate loads could be explained by the effect of lateral water diffusion in the 
membrane.   
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Turning now the attention to oscillatory behavior, Benziger et al. [59,78] reported autonomous 
current oscillations with an extremely long period of up to 3 h after continuous operation of an 
auto-humidified STR PEFC for over 5000 h. They attributed this effect to the periodic relaxation 
of the membrane and the variation of the ohmic resistance at the membrane/electrode 
interface. Atkins et al. [64] also found spontaneous current oscillations in a PEFC operated with 
low anode and cathode humidification. They ascribed the oscillations to fluctuations of the 
membrane resistance due to the periodic hydration and dehydration of the anode side of the 
MEA. More recently, Sánchez et al. [18,19] reported the existence of spontaneous current 
fluctuations in PEFCs operated with saturated anode (RHa
in ≥ 100%) and dry cathode 
(RHc
in ≈ 2 − 7%) feed. The current output oscillated between low- and high-performance 
levels accompanied by strong variations of the high-frequency resistance. The current 
distributions measured in a segmented cell revealed that the transition to the high-
performance state was associated with the propagation of a hydration (or ignition) front along 
the anode channel. The ignition time remained almost constant, around 20-25 s, regardless of 
the tested operating conditions. By contrast, the transition to the low-performance state was 
associated with the propagation of a dehydration (or extinction) front along the cathode 
channel; the extinction time was longer than the ignition time (~100 s) and far more sensitive 
to the operating conditions. The authors attributed the cyclic membrane hydration and 
dehydration to the formation of an intermittent reservoir of liquid water in the anode, even 
though several aspects remained unclear. On one hand, the transient reservoir of liquid water 
was speculated to be located within the cell active area due to the strong variation of the 
membrane transport properties when it is in contact or not with liquid water, but this point 
was not confirmed in-situ [18]. On the other hand, forced convection of liquid water from the 
channel towards the membrane was assumed to be the main transport mechanism leading to 
membrane hydration [19]. However, such transport mechanism has been widely disregarded 
8 
 
in the literature given the hydrophobic character and small pore structure of carbon paper 
GDLs compared to millimeter-sized flow channels [3,6,24,33,81,82]. 
 
This paper continues the research activity started by Sánchez et al. [18,19] on hydration-
dehydration cycles in PEFCs operated with asymmetric humidification. Specifically, the aim of 
the present work is two-fold: 
 
1. To clarify the origin of the hydration-dehydration cycles that lead to spontaneous current 
oscillations. To this end, neutron imaging experiments were performed to visualize the 
liquid water distributions during the transitions between the low- and high-performance 
states. 
 
2. To analyze the transport phenomena that take place in the cell during the hydration-
dehydration cycles. To this end, a novel 3D non-isothermal two-phase steady-state 
macroscopic model was developed to examine the main features of the low- and high-
performance states.  
 
The structure of the paper is as follows. The cell fixture and the experimental setup are 
described in Section 2. The mathematical model is presented in Section 3. The experimental 
and numerical results are discussed in Section 4. And, finally, the concluding remarks are given 
in Section 5.  
 
2. Experimental 
Experiments were performed at PSI (Paul Scherrer Institut, Switzerland) using a cell designed 
at DLR (Deutsches Zentrum für Luft und Raumfahrt, Germany). Neutron radiograms were 
collected to visualize the liquid water distributions in the cell during the hydration-dehydration 
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cycles [18,19]. Simultaneously, relevant operational parameters were monitored. The collected 
parameters included the cell current, voltage, High-Frequency Resistance (HFR), back-
pressures, flow rates, temperatures of the anode and cathode end plates, and dew point of 
the feed streams. In this work, we shall only report the current, HFR, and dew point 
temperature, since the remaining variables do not provide additional information.  
2.1. Cell hardware 
A cell with an active area of 5x5 cm2 and single-serpentine flow fields was used for the 
experiments. The flow channels were grooved on gold-coated aluminum bipolar plates 
(Anticoroidal-112) including a total of 25 channel and 24 rib segments over the cell active area. 
Both the rib and square channel widths were equal to 1 mm. The MEA featured MPL-coated 
SIGRACET® 25BC GDLs with a 5% PTFE by weight [83], and a commercial catalyst-coated 
membrane with 0.3 mgPtcm
-2 loading in both electrodes (Ion Power Inc., USA). Two membrane 
materials were tested, Nafion® 111 (𝛿mem ≈ 28 μm) and Nafion® 117 (𝛿mem ≈ 175 μm).     
 
2.2. Test bench and imaging setup 
Neutron imaging measurements were carried out in the ICON46 beamline at PSI [84]. The test 
bench was equipped with Programmable Logic Controllers (PLCs) and commercial electronic 
loads (Agilent Technologies, USA), which allowed automatic control of the cell operating 
conditions. The external humidification was supplied to the gases through Controlled 
Evaporator Mixers (CEM-Bronkhorst), while the cell temperature was controlled by a heater 
connected with a thermocouple in a closed-loop configuration. The electronic load could be 
operated in either galvanostatic (constant-current) or potentiostatic (constant-voltage) modes, 
although only potentiostatic operation was used here. In addition, ohmic losses were analyzed 
by measuring the cell HFR at 5 kHz. The HFR provides a direct indicator of the ionic resistance 
of the membrane and catalyst layers given the usually dominant role of ionic transport over 
electron transport on cell ohmic losses. 
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Neutron radiograms were taken in two configurations, in-plane and through-plane directions, 
corresponding to side and top views of the cell water thickness. Nafion® 117 was used for the 
in-plane experiments, and Nafion® 111 for the through-plane experiments. The chosen setup 
used a detector in a tilted position, with an angle of 10o between the detector surface and the 
beam axis [85,86]. This setup allowed a spatial resolution of approximately 55 pixels/mm. A 
scintillator screen made of 6LiF and ZnS was employed to convert the neutrons into visible 
light, which was then acquired using a Charge Coupled Device (CCD) camera (Ikon-L, Andor, 
USA). The exposure time was 4 seconds per image, and the necessary read out time of the 
detector was 1 second, resulting in an acquisition rate of approximately 1 image every 5 
seconds. The large size of the cell in the beam direction (𝐿ch ≈ 5 cm) precluded the in-plane 
visualization of the water distribution inside the MEA, leading to completely noisy images in 
this region. Nevertheless, the images from the in-plane experiments enabled us to 
differentiate the liquid water present in the anode and cathode channels, and will be used in 
this section to illustrate the operating scenario at hand. The images from the through-plane 
experiments, which offered a good visualization of the cell water distribution, will be discussed 
in Section 4. The local water thickness was determined from the relative neutron transmission, 
𝐼/𝐼0, by inverting the Lambert-Beer law [45]:  
 
𝛿lw   =
−log (𝐼/𝐼0)
Σ
 
(1) 
 
where 𝐼 is the pixel intensity in the current image, 𝐼0 is the pixel intensity in the reference 
image of the dry cell prior to the experiments, and Σ is the attenuation coefficient of neutrons 
in liquid water with a value of 0.45 mm-1 for the given setup.  
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Additional experiments were also conducted at DLR with a cell similar to the one tested at PSI 
in order to track the evolution of the outlet relative humidity in the anode channel. The 
measurements were carried out using a real-time relative humidity sensor (Landtec via laser 
sensor HS-1000, USA).  
 
 
2.3. Operating conditions 
The operating conditions used in the experiments and in the baseline case of the simulation 
campaign (Section 3) are listed in Table 1. The operating conditions were established at a cell 
voltage 𝑉cell = 0.6 V, operating temperature 𝑇cell = 𝑇a
in = 𝑇c
in = 80 °C, and back-pressures 
𝑝a
out = 𝑝c
out = 1.5 bar. Hydrogen and air were supplied in counter-flow configuration at a flow 
rate 𝑄H2 = 200 sccm and 𝑄air = 1100 sccm (ref. cond.: 𝑇 = 0 °C, 𝑝 = 1 atm), respectively. 
The corresponding stoichiometric ratios are equal to 𝜉a = 𝜌H2
std𝑄H22𝐹/(𝐴cl𝐼
ref) = 1.4 and 
𝜉c = 𝜌O2
std𝑄air𝑋O2,air4𝐹/(𝐴cl𝐼
ref) = 3.3 at 𝐼ref = 0.8 A cm−2, where 𝜌H2
std = 8.988 ×
10−2 kg m−3, 𝜌O2
std = 1.429 kg m−3 and 𝑋O2,air = 0.21. Note that the flow rates of the 
humidified gases at the channel inlets are related to the hydrogen and air flow rates supplied 
to the test station by 𝑄a
in = 𝜌H2
std𝑄H2/(𝜌g,a
in 𝑌H2
in) and 𝑄c
in = 𝜌O2
std𝑄air𝑋O2,air/(𝜌g,c
in 𝑌O2
in); the mass 
flow rates of hydrogen and air remains unaltered during the humidification process. The above 
stoichiometries avoided a significant effect of mass-transport losses on cell performance, as in 
the previous experimental work of Sánchez et al. [18,19].    
 
The inlet relative humidity was varied during the experiments as detailed below. First, the cell 
was pre-operated with fully-humidified gases (RHa
in = RHc
in ≈ 100%) by setting the dew point 
of the humidifiers at 80 °C until a stable current density was reached. Then, the external 
cathode humidification was switched off. Thereafter, the cell was operated with fully-
humidified anode (RHa
in ≈ 100%) and dry cathode (RHc
in ≈ 6%) feed, conditions which led to 
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spontaneous current fluctuations in previous works [18,19]. The supplementary material 
includes videos showing the simultaneous evolution of the cell water distribution and current 
density recorded in different experiments. As seen in Figure 1, the cell response oscillated 
between low- and high-performance states, showing strong changes in the current density and 
high-frequency resistance. In particular, the neutron visualizations showed that the hydration-
dehydration cycles were triggered by the periodic condensation of liquid water at the anode 
inlet and the subsequent shedding of water blobs into the anode channel. No liquid water was 
found, however, in the cathode channel. Specifically, water condensation took place in the 
anode inlet chamber, that is, the conical hollow machined in the bipolar plate that connects 
the hydrogen supply pipe with the anode flow field. Although the tubings connecting the 
humidifiers and the inlet of the cell were heated, water condensation was observed even at a 
specified feed dew point of 77 °C (3 °C below the cell temperature). In principle, the 
condensation of water can be ascribed to an inadequate thermal insulation of the 90° elbow 
located at the entrance of the anode inlet chamber and/or an improper design of the inlet 
chamber. Note that water condensation was also observed at both the anode and cathode 
inlets during the pre-operation of the cell at full humidification, but in this case the effect of 
water condensation on the current output was indiscernible due to the good hydration of the 
membrane.  
Parameter Symbol Value 
Geometrical parameters 
Rib width 𝑤rib 1 mm 
Channel width 𝑤ch 1 mm 
Outer frame width 𝑤fr 1 mm 
Channel height 𝐻ch 1 mm 
Bipolar plate height 𝐻bpp 5 mm 
GDL thickness (SIGRACET® 25BC) 𝛿gdl 200 μm  [83,87] 
MPL thickness (SIGRACET® 25BC) 𝛿mpl 30 μm [83,87,88] 
CL thickness (Ion Power Inc.) 𝛿cl 10 μm [89–91] 
PEM thickness 𝛿mem 28 μm [90,92] 
Channel and rib length 𝐿ch 4.8 cm 
Outer frame length 𝐿fr 1 mm 
Operational parameters 
Flow configuration counterflow 
Cell voltage 𝑉cell 0.6 V 
Cell temperature 𝑇cell 80 °C 
Anode inlet temperature 𝑇a
in 80 °C 
Cathode inlet temperature 𝑇c
in 80 °C 
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Hydrogen feed flow rate 𝑄H2 200 sccm (𝜉a = 1.4 @ 0.8 A cm
-2) 
Air feed flow rate 𝑄air 1100 sccm (𝜉c = 3.3 @ 0.8 A cm
-2) 
Anode back-pressure 𝑝a
out 1.5 bar 
Cathode back-pressure 𝑝c
out 1.5 bar 
Anode inlet RH RHa
in 1 (100%) 
Cathode inlet RH RHc
in 0.06 (6%) 
Anode inlet saturation sch,a
in  0/0.2 (low-/high-performance state) 
Cathode inlet saturation sch,c
in  0 
  
Table 1: Geometrical and baseline operational parameters. In the parametric study presented in Section 4.3, 
the hydrogen and air feed flow rates vary between  
𝑄H2 = 200 − 1600 sccm (𝜉𝑎 = 1.4 − 11.6 @ 0.8 A cm
-2) and 𝑄air = 600 − 1200 sccm (𝜉c = 1.8 − 3.6 @ 
0.8 A cm-2).  
 
 
 
Figure 1: (a) Variation of the average current density, 𝐼avg, and high-frequency resistance, HFR, as a function of 
time, 𝑡, after a change of the cathode stream from fully-humidified (RHc
in ≈ 100%) to non-humidified (RHc
in ≈ 6%) 
conditions, while keeping the anode stream fully humidified (RHa
in ≈ 100%). The initial decrease of the current 
density for 𝑡 < 1200 s is caused by the decay of the water level in the cathode compartment. Current oscillations 
are then observed due to the periodic hydration and dehydration of the membrane. The data corresponding to the 
times shown in (b) are indicated by hollow dots. The inset shows a close-up view of the high- (HP) and low-
performance (LP) states achieved in the hydration-dehydration cycles. (b) Distributions of liquid water thickness, 
𝛿lw(𝑥, 𝑧), from in-plane neutron imaging experiments (side view) at different times during a hydration-dehydration 
cycle, with indication of the MEA, channel inlets and outlets (C-in/out, A-in/out) and the direction of gravity (𝑔). The 
water thickness inside the MEA could not be visualize due to the large size of the cell in the beam direction, thus 
leading to noisy results in this region. Membrane material: Nafion® 117.  
 
3. Macroscopic continuum modeling 
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A 3D non-isothermal two-phase steady-state model was developed to investigate the low- and 
high-performance states observed in the hydration-dehydration cycles. The numerical model 
was implemented in the commercial finite-volume-based CFD code ANSYS® FLUENT, using its 
built-in parallel capabilities to reduce the computational time. Simulations were carried out on 
the supercomputing cluster of the Fluid Mechanics Research Group at University Carlos III of 
Madrid (Spain), varying the number of processors between 8 and 16 for the calculations. The 
model formulation can be found in Appendix A. As major features, the model accounts for 
non-equilibrium water sorption/desorption in the catalyst layers, as well as non-equilibrium 
water evaporation/condensation in the porous media of the MEA (GDLs, MPLs and CLs) and in 
the channels. The dominant transport mechanisms of dissolved water in the electrolyte are 
assumed to be diffusion and electro-osmotic drag; the effect of thermo-osmotic transport 
[22,93] and convection [21] is ignored. According to Bao and Bessler [94], the drop of the 
cathode reaction rate, 𝑅𝑅c, when the activity of solvated protons is small [25] is modeled by 
introducing a multiplicative linear pre-factor equal to 𝑎+ = 𝜆/2.5 if 𝜆 < 2.5 (𝑎+ = 1 if 𝜆 ≥
2.5). In addition, the flow fields are treated as structured porous media following the work of 
Wang et al. [95] and Jiang and Wang [96]. This approach provides a more realistic description 
of the resistance exerted by liquid water on gas convection, and yields better results for the 
pressure drop along the channel. The model also considers the blockage of liquid water on 
Fickian diffusion and Darcian convection of the gas phase in the MEA, as well as the effect of 
effective anisotropic transport properties. Finally, the energy equation includes the reversible 
and irreversible heat generated by the electrochemical reactions, ohmic heating due to charge 
transport, and the latent heat released/absorbed by phase change of water (i.e., water 
sorption/desorption and condensation/evaporation).     
 
3.1. Geometry 
15 
 
The geometry of the cell considered in the simulations is similar to that used in the 
experimental campaign. As depicted in Figure 2, the computational domain incorporated 
single-serpentine channels with straight U-turns (ach/cch) carved on the bipolar plates 
(abpp/cbpp), along with the seven layers comprising the MEA: anode and cathode catalyst 
layers (acl/ccl), MPLs (ampl/cmpl), GDL substrates (agdl/cgdl), and the central polymer 
membrane (mem). The geometrical dimensions are summarized in Table 1. The thicknesses of 
the GDL and MPL were equal to 𝛿gdl = 200 𝜇m and 𝛿mpl = 30 𝜇m, respectively, so that the 
overall thickness of both porous media was similar to that of SIGRACET® 25BC (𝛿gdl+mpl ≈
230 𝜇m) [83,87,88]. The catalyst layer thickness was set to 𝛿cl = 10 𝜇m as in previous works 
[89–91], while Nafion® 111 with a swollen thickness 𝛿mem = 28 𝜇m was used as membrane 
material [90,92]. The flow channels included a total of 49 rib/channel segments with unit 
length 𝐿ch = 4.8 cm; the channel and rib widths (𝑤ch, 𝑤rib) and the channel height (𝐻ch) were 
equal to 1 mm. Finally, the flow channels were delimited with a solid frame of size 𝑤fr = 𝐿fr =
1 mm, and the height of the bipolar plates above the channels was fixed to 𝐻bpp = 5 mm.       
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Figure 2: Schematic of the computational domain, showing the coordinate system, the anode and cathode 
terminals (see Section A.4), the channel inlets and outlets, the cell components (PEM, CLs, MPLs, GDLs, channels, 
and BPPs), and the notation used for the geometrical parameters (see Table 1): (a) top view of the single-serpentine 
flow field, and (b) detailed cross-sectional view of the MEA and the rib/channel pattern of the bipolar plates. 
Drawing dimensions in (b) are not to scale. 
3.2. Case studies: modeling of the low- and high-performance states 
 
The operating conditions of the baseline simulations were also similar to the experimental 
ones. These conditions, summarized in Table 1, will only be modified in Section 4.3, where a 
parametric study on the effect of the hydrogen and air flow rates is presented. In all the 
simulations, the two performance states of the hydration-dehydration cycles were reproduced 
by introducing or not introducing a steady flux of liquid water at the vapor-saturated anode 
inlet. As stated by Eq. (A.22), the mass flux of liquid water at the anode inlet is given by  
 
‖𝒋𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖ =  𝜌lw
in‖𝒖𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖𝑠ch,a
in  (2) 
 
 
where 𝜌lw
in  and ‖𝒖𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖ are the density and velocity of liquid water, and 𝑠ch,a
in  is the inlet 
liquid saturation. Accordingly, when simulating the low-performance state 𝑠ch,a
in  was fixed to 0, 
that is, the steady state if no liquid water would enter the anode channel (‖𝒋𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖ = 0). On 
the contrary, 𝑠ch,a
in  was set larger than 0 in the simulations of the high-performance state 
(‖𝒋𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖ ≠ 0); 𝑠ch,a
in = 0.2 was assumed in the calculations. As seen in the supplementary 
videos, the residence time and dispersion of liquid water in the anode channel was found to 
vary with the amount of water introduced into the cell, so that high-amplitude oscillations 
were associated with cases in which the amount, dispersion and residence time of water in the 
anode channel were also higher. As a result, the quasi-steady-state approximation used here 
to model the high-performance state mimics the scenario found in high-amplitude oscillations, 
where high current densities prevail for a certain time (Δ𝑡 ≈ 10 s) before the dehydration 
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process begins. This time may represent up to 25-30% of the residence time of water in the 
anode channel (Δ𝑡 ≈ 30 − 40 s), thus showing that the cell approaches a quasi-steady state in 
which the amount of water sorbed by the membrane does not change appreciably by the 
presence of liquid water (see inset in Figure 3). The slowness of the dehydration process 
(compared to the hydration process) further supports the quasi-steady-state assumption as a 
reasonable first approximation to explore the main features of the high-performance state.   
 
 
4. Results and discussion 
 
4.1. Experimental data (baseline case) 
 
We shall start the discussion by analyzing the results of the through-plane neutron imaging 
experiments. Figure 3(a) shows the time evolution of the current density and high-frequency 
resistance, while Figure 3(b) shows the water distributions at specific times during a hydration-
dehydration cycle.  The subfigure in the frame displays the current density distributions during 
a hydration-dehydration cycle previously obtained in a segmented cell by Sánchez et al. [18]; 
see the figure caption for details concerning the operating conditions. As can be seen, the 
current fluctuations are perfectly correlated with the ups and downs of the high-frequency 
resistance, and with the shedding of liquid water at the anode inlet. The current oscillations 
occur with a period of about 400 s, which is the time elapsed for the condensation and 
accumulation of liquid water in the anode inlet chamber (∆𝑡 ≈ 395 s) and the eruption of 
water blobs into the anode channel (∆𝑡 ≈ 5 s). The amount of liquid water shed into the cell is 
equal to 𝑚lw
in ≈ 40 mg, which is equivalent to the mass of water generated in 5 s by a 25 cm2 
cell operated at a current density as high as 3.4 A cm-2 (𝐼avg = 2𝐹𝑚lw
in (𝑀w𝐴clΔ𝑡)⁄ ). Obviously, 
only a small portion of the water input is retained in the cell, whereas most of it leaves the cell 
flushed out by the hydrogen stream. The current raise (HFR drop) occurs with a delay of about 
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5 s from the entrance of liquid water owing to the time required by the membrane to absorb a 
noticeable amount of water and thus increase its ionic conductivity. 
 
Two well-differentiated processes can be distinguished in the hydration-dehydration cycles. A 
fast autocatalytic increase of the current in 20-30 s that goes hand-in-hand with the transport 
of liquid water along the anode channel (i.e., current ignition). The dispersion of liquid water 
along the anode channel eventually leads to the high-performance state in which the entire 
anode channel is partially water-filled. As a result, a fairly homogeneous current density 
distribution is achieved in the cell, as shown by the results of Sánchez et al. [18] and the 
modeling results presented in forthcoming sections. Once the excess of liquid water, i.e., the 
amount of water introduced into the anode channel minus that accumulated in the cell, is 
flushed out of the channel, the current drops in 200-300 s (i.e., current extinction). The 
membrane dehydration takes over from the dry cathode inlet and gradually propagates along 
the cathode channel, leading to a fairly inhomogeneous current density distribution in the low-
performance state [18]. The different time scales exhibited by the hydration and dehydration 
processes agree with those found in previous works (see, e.g., [97] and references therein). 
The slowness of the dehydration may be explained by the long time required by the 
membrane water content to fully stabilize with the local humidification of adjacent media. In 
contrast, the hydration is faster due to the autocatalytic rise of the water production rate after 
the membrane has sorbed a minimum amount of water [76].  
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Figure 3: (a) Variation of the average current density, 𝐼avg, and high-frequency resistance, HFR, as a function of 
time, 𝑡, after a change of the cathode stream from fully-humidified (RHc
in ≈ 100%) to non-humidified (RHc
in ≈ 6%) 
conditions, while keeping the anode stream fully humidified (RHa
in ≈ 100%). (b) Distributions of liquid water 
thickness, 𝛿lw(𝑥, 𝑦), from through-plane neutron imaging experiments (top view) at different times during a 
hydration-dehydration cycle, with indication of the direction of gravity (𝑔). The active area of the cell and the anode 
inlet chamber are indicated by red dashed lines; the cathode inlet is located at the diametrically opposite corner. 
Membrane material: Nafion® 111. See caption to Figure 1 for further details. The subfigure in the frame shows the 
current density distributions during a hydration-dehydration cycle obtained in a segmented cell by Sánchez et al. 
[18] (op. conds. [18]: 𝑉cell = 0.5 V, 𝑇cell = 70 °C, 𝑄H2 = 200 sccm (𝜉a ≈ 1.4), 𝑄air = 660 sccm (𝜉c ≈ 2), 𝑝a
out =
𝑝c
out = 1.5 bar, RHa
in ≈ 152% (condensing conditions), RHc
in ≈ 5% (dry air), CL with 0.3 mgPtcm
-2
 from Ion 
Power Inc., Nafion® 111-IP, SIGRACET® 35 BC).     
 
4.2. Numerical results (baseline case)  
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The experimental results discussed above have shown that the hydration-dehydration cycles 
arise from the spontaneous condensation of liquid water at the anode inlet. However, no 
information has been provided about the transport processes that occur inside the cell. In this 
section, the effects of the input of liquid water are examined numerically by looking 
independently at the low- and high-performance states. Figure 4 shows from top to bottom 
the computed distributions of water saturation in the anode channel, 𝑠ch,a, and of relative 
humidity in the anode and cathode channels and catalyst layers, RHach/acl and RHcch/ccl, 
corresponding to the low- and high-performance states. Figure 5 shows the distributions of 
current density, 𝐼, membrane ionic resistance and temperature, 𝑅mem and 𝑇mem, and water 
content in the anode and cathode catalyst layers, 𝜆acl/ccl. The 2D-distributions of variables 
Γi = 𝑠ch,a, RHach/acl, RHcch/ccl, 𝑇mem and 𝜆acl/ccl, as well as the 2D-distributions of current 
density and membrane ionic resistance, were calculated as:  
 
Γi(𝑥, 𝑦)   =
1
𝛿i
∫ Γi(𝑥, 𝑦, 𝑧)
𝛿i
0
d𝑧, 𝐼(𝑥, 𝑦)  = ∫ 𝑅𝑅i(𝑥, 𝑦, 𝑧)
𝛿icl
0
d𝑧,   
 𝑅mem(𝑥, 𝑦)  = ∫
d𝑧
𝜎
H+
eff,tp(𝑥, 𝑦, 𝑧)
𝛿mem
0
 
 
 
(3) 
 
 
where 𝛿i is the thickness of the region of interest, 𝑅𝑅i(𝑥, 𝑦, 𝑧) is the local reaction rate either 
at the anode (i = a) or cathode (i = c) catalyst layer, and 𝜎
H+
eff,tp(𝑥, 𝑦, 𝑧) is the local through-
plane ionic conductivity of the membrane. The mean value of each distribution is indicated in 
the different subplots. 
 
As shown in the upper plot of Figure 4, in the low-performance state no liquid water is present 
in the anode channel, whereas in the high-performance state it partially fills the anode 
channel; the liquid saturation level is virtually equal to the inlet value (sch,a,hps
in = 0.2) due to 
the small amount of liquid water required to humidify the gas stream. In agreement with 
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Sánchez et al. [19], the pressure drop along the anode channel, ∆𝑝g,ach, increases from 
0.96 kPa to 1.44 kPa during current ignitions due to the blockage exerted by liquid water on 
the hydrogen flow. In contrast, the cathode stream remains undersaturated in both 
performance states, as shown by the neutron visualizations (see, e.g., the absence of water in 
the cathode channel in Figure 1(b)). This result could have been anticipated by evaluating the 
water removal capacity of the air stream, ?̇?H2O,c
rc ≈ 𝑄c
in𝐶H2O
sat (𝑇c
in) ≈ 2.5 × 10−4 mol s−1, 
which is 42% larger than the sum of the water vapor inflow at the anode, ?̇?H2O,a
in ≈
𝑄a
in𝐶H2O
sat (𝑇a
in) ≈ 6.8 × 10−5 mol s−1, plus the water production rate in the high-performance 
state, ?̇?prod,hps ≈ (𝐼/2𝐹)𝐴cl ≈ 1.1 × 10
−4 mol s−1 (i.e., ?̇?H2O,c
rc ≈ 1.42(?̇?H2O,a
in + ?̇?prod,hps)). 
Examining the RH distributions, shown in the middle and lower plots of Figure 4, it is seen that 
the evaporation of water fully humidifies the anode channel in the high-performance state 
(RHach,hps
avg
= 100%). The average relative humidity in the anode catalyst layer is somewhat 
lower (RHacl,hps
avg
= 89%) due to the higher temperature prevailing there and the net flux of 
water from anode to cathode. By contrast, in the low-performance state a decrease of the 
anode relative humidity is observed towards the cathode inlet due to the absence of the 
evaporation source term along the channel [98] (RHach,lps
avg
= 75%, RHacl,lps
avg
= 72%). The 
extra water supply during current ignitions, in turn, increases the relative humidity in the 
cathode channel from RHcch,lps
avg
= 23% to RHcch,hps
avg
= 40% (and in the cathode catalyst layer 
from RHccl,lps
avg
= 32% to RHcch,hps
avg
= 53%). It is worth noting that the full humidification of 
the anode channel was confirmed in experiments performed at DLR. As predicted by the 
model, the measurements showed a systematic saturation of the anode outflow during 
current ignitions.    
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Figure 4: From top to bottom: computed distributions of liquid saturation in the anode channel, 𝑠ch,a(𝑥, 𝑦), relative 
humidity in the anode channel and catalyst layer, RHach(𝑥, 𝑦) and RHacl(𝑥, 𝑦), and relative humidity in the cathode 
channel and catalyst layer, RHcch(𝑥, 𝑦) and RHccl(𝑥, 𝑦), corresponding to the low- (left) and high-performance 
(right) states of the hydration-dehydration cycles. The average value of the distributions is indicated at the top of 
each subplot. See Table 1 for details on the operating conditions. 
Let us now focus on the results in terms of cell performance. As shown in the upper and 
middle plots of Figure 5, the membrane ionic resistance drops by a factor of 3.7 between the 
low- and high-performance states (𝑅mem,lps
avg
= 211 mΩ cm2 vs. 𝑅mem,hps
avg
= 57 mΩ cm2), 
resulting in an increase of the output current density from 𝐼lps
avg
= 0.55 A cm−2 to 𝐼hps
avg
=
0.83 A cm−2; similar variations are found in the experimental data. These average results are 
accompanied by strong differences in the current density distributions. The low-performance 
state features a highly inhomogeneous current density distribution due to the sharp increase 
of the membrane ionic resistance towards the dry cathode inlet. By contrast, the high-
performance state shows an almost homogeneous current density distribution due to the 
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better humidification achieved throughout the cell, which offsets the dry-out induced by the 
air stream. The re-activation of the region near the cathode inlet also raises the local 
temperature there, so that the membrane temperature grows from 𝑇mem,lps
avg
= 82.1 °C to 
𝑇mem,hps
avg
= 82.7 °C [99]. At the rib-channel scale, higher current densities are found in the 
region under the rib due to the lower drying induced by the air stream [45]. Accordingly, as 
shown in the lower plot of Figure 5, higher membrane water contents prevail in the under-the-
rib regions. This result agrees with the recent experimental data measured by Shrivastava and 
Tajiri [100] using a sub-millimeter segmented differential cell. Under dry operation (i.e., 
RHa
in = 50%, RHc
in ≈ 0%), they found that higher current densities are generated under the 
ribs due to the better membrane hydration achieved in this region [100].  
 
 
 
Figure 5: From top to bottom: computed distributions of current density, 𝐼(𝑥, 𝑦), ionic resistance and temperature 
in the membrane, 𝑅mem(𝑥, 𝑦) and 𝑇mem(𝑥, 𝑦), and water content in the anode and cathode catalyst layers, 
𝜆acl(𝑥, 𝑦) and 𝜆ccl(𝑥, 𝑦), corresponding to the low- (left) and high-performance (right) states. See caption to Figure 
4 for further details. 
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The differences in the hydration level of the membrane are further examined in Figure 6. 
Figure 6(a) shows the computed distributions of dissolved water in the membrane, 𝜆mem, 
while Figure 6(b) shows the Electro-osmotic Drag (EOD) and diffusive fluxes across the 
membrane, 𝑁mem,eod
tp
= (nd
w/𝐹) 𝑗H+,z and 𝑁mem,diff
tp
= −(𝜌e/𝐸𝑊e)𝐷w,e
eff,tp
𝜕𝜆/𝜕𝑧, respectively. 
The variables, averaged over each rib/channel segment, are plotted as a function of the along-
the-cell distance (x-coordinate). For comparative purposes, the distributions of liquid water 
thickness, 𝛿lw, obtained from the through-plane imaging experiments are also shown in Figure 
6(a). The water thickness in the high-performance state corresponds to an instant close to the 
ignition current peak, after the liquid water in the anode channel had been flushed out of the 
cell. This was done to estimate the water level in the MEA, even though the inclusion of tiny 
droplets or films that may be present in the anode channel cannot be guaranteed. In addition, 
note that the amount of liquid water in the electrolyte was not distinguishable from that 
present in the void phase of the MEA.   
 
As can be seen in Figure 6(a), the average water content in the membrane increases almost 
linearly from the dry cathode inlet (𝑥 = 0 cm) towards the wet anode inlet (𝑥 = 5 cm). A wavy 
pattern is superimposed on the global trend line due to the higher hydration level existing 
under the ribs. Similar results are observed in the experimental data, although the differences 
between rib and channel regions are more pronounced. The lower water content was found in 
the anode side of the membrane due to the effect of EOD, so that back diffusion from cathode 
to anode exists in the entire cell [98]. Note, however, that the net flux of dissolved water is 
directed from anode to cathode, since the EOD flux is higher than the diffusive flux. 
Accordingly, water is sorbed into the anode catalyst layer and desorbed to the cathode catalyst 
layer throughout the cell. The sorption rate at the anode catalyst layer equals the desorption 
rate minus the production rate at the cathode catalyst layer under steady-state conditions. 
This water transfer rate in the catalyst layers is, in turn, equal to the net transport rate of 
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dissolved water (EOD + diffusion) through the membrane (i.e., ?̇?acl,sor = ?̇?ccl,des − ?̇?ccl,prod =
?̇?mem). Figure 6(b,bottom) also shows how the membrane dry-out in the low-performance 
state cuts down the flux of water, both under the rib and under the channel, near the cathode 
inlet. For reference, note that 𝑁mem
tp
 should vanish under fully dry conditions, when both the 
EOD flux and the water content of the membrane are negligible. By contrast, Figure 6(b,top) 
shows that in the high-performance state the humidification of the cell and the increase of the 
current density lead to a more uniform water flux.  
 
 
 
Figure 6: (a) Variation of the membrane water content, 𝜆mem, predicted by the model and the liquid water 
thickness, 𝛿lw, measured in the through-plane imaging experiments as a function of the along-the-cell direction (x-
coordinate), corresponding to the low- and high-performance states. The variables are locally averaged over each 
rib/channel segment from the cathode inlet (C-in/A-out, x = 0 cm) towards the anode inlet (A-in/C-out, x = 5 cm). 
The inset shows the membrane ionic resistance, 𝑅mem, as a function of the membrane water content, 𝜆mem, with 
indication of the estimated range of variation of 𝑅mem(𝜆mem) (low-performance state: downward triangles, high-
performance state: upward triangles). The experimental data correspond to times 𝑡 = 2900 s and 𝑡 = 2990 s in 
Figure 3 (see also the supplementary videos). Membrane material: Nafion® 117. (b) Variation of the flux of dissolved 
water across the membrane, 𝑁mem
tp
, corresponding to the low- and high-performance states, indicating the 
contribution of electro-osmotic drag and diffusion to the overall flux. Positive fluxes are directed from anode to 
cathode.   
  
The enhanced water transfer rate to the cathode, along with the larger water production rate, 
increase the local membrane water content by a factor of 2−1.3 in the high-performance state 
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(𝜆mem,lps = 2.16 − 5.2 vs. 𝜆mem,hps = 4.2 − 7). As shown in the inset of Figure 6(a), this 
difference is amplified in terms of cell performance by the inverse nonlinear relation between 
the membrane ionic resistance and the ionic conductivity 
 
𝑅mem~
𝛿mem
𝜎
H+
eff,tp
(𝜆mem)
 
 
(4) 
 
where 𝜎
H+
eff,tp
= (−1 × 10−2𝜆mem
2 + 1.05𝜆mem − 2.06) exp[751.5(1/303 − 1/𝑇)] S m
−1 
[101], 𝛿mem ≈ 28 𝜇m and 𝑇 ≈ 80 °C. With the computed values of 𝜆mem, 𝑅mem ranges from 
1200 to 63 mΩ cm2 in the low-performance state, while it remains between 90  and 
41 mΩ cm2 in the high-performance state. The divergence of 𝑅mem near the ionic conductivity 
threshold (𝜎H+
eff ≈ 0 at 𝜆mem
th ≈ 2 [101]) dramatically reduces the cell performance near the 
cathode inlet, as shown in Figure 5. In contrast, the water content reached in the ignitions is 
high enough so as to make the range of variation of 𝑅mem comparable to that given by a 
membrane in equilibrium with saturated vapor (𝑅mem ≈ 23 mΩ cm
2 at 𝜆eq(80 °C) ≈ 12 
[102]). In other words, the input of liquid water during the ignitions shifts the minimum 
membrane water content away from the divergence region around 𝜆mem
th , resulting in a far 
more homogenous current density distribution. As a final remark, it should be noted that the 
current density in the dry region facing the cathode inlet may be further reduced in the low-
performance state by the drop of the cathode reaction rate, 𝑅𝑅c, when the electrochemical 
activity of solvated protons is small [25,94].    
 
An aspect that deserves further attention is whether liquid water is present or not in the 
porous media of the MEA (GDLs, MPLs and CLs). In the simulations, no water condensation 
was predicted in the MEA. In addition, no liquid water was assumed to enter from the anode 
channel into the MEA due to the micropore structure of PTFE-treated carbon paper GDLs (see 
Section A.1). However, the water thickness found in the experiments (up to 𝛿lw ≈ 40 𝜇m) is 
27 
 
significantly larger than that corresponding to the computed water contents (𝛿w~𝑓V(𝛿mem +
2𝜔e𝛿cl) < 10 𝜇m, where 𝑓V = 𝜆𝑉m,lw/(𝑉m,e + 𝜆𝑉m,lw) is the water volume fraction in the 
electrolyte [26]). This suggests that some liquid water may also be present in the porous media 
of the MEA. For instance, a water thickness 𝛿lw ≈ 7 𝜇m was measured near the cathode inlet 
in the low-performance state, which corresponds to a water content in the electrolyte 𝜆~8.  
Such a high water content does not agree with a dry membrane. Hence, it is possible that 
some liquid water resides in isolated pores that do not contribute significantly to membrane 
hydration. The uncertainty in the results precludes any firm conclusion. New in-plane imaging 
experiments should be performed in future work to clarify the existence and location of liquid 
water. The new light shed on the phenomenon may then be combined with a transient model 
for a detailed description of the process. For example, the potential entrance of small amounts 
of liquid water from the anode channel into the MEA is expected to increase even more the 
humidification level in the high-performance state and to lengthen the dehydration stage. 
Beyond these unknown aspects, the basic nature of the global process can be explained based 
on the steady-state results computed here for the low- and high-performance states.   
 
According to previous discussions, the main transport processes that take place during the 
hydration-dehydration cycles are as follows [45]: i) the shedding of liquid water fully humidifies 
the anode channel; ii) water vapor is transported from the anode channel to the anode 
catalyst layer and sorbed into the membrane; iii) dissolved water is net transported through 
the membrane and desorbed to the cathode, iv) the current density increases and the dry-out 
induced by the air stream is temporarily offset, eventually reaching the high-performance 
state; and v) when the liquid water in the anode channel is flushed out of the cell, the 
dehydration process begins, eventually leading to the low-performance state. On top of that, 
during current ignitions some liquid water in the anode channel may enter by forced 
convection into the MEA and/or water condensation may be induced in the MEA, 
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preferentially in the under-the-rib regions. It is worth noting that this explanation differs from 
that presented by Sánchez et al. [18], who attributed the hydration-dehydration cycles to the 
internal auto-regeneration of a liquid water reservoir at the anode side of the membrane. The 
internal regeneration of such reservoir was ascribed to the change of the membrane 
properties depending on whether it was in contact with liquid water or not. However, the 
present results clearly demonstrate that the hydration-dehydration cycles arise from the 
external input of liquid water at the anode inlet. 
 
 
4.3. Numerical parametric study: Effect of hydrogen and air feed flow rates 
To conclude the numerical analysis, in this section we investigate the effect of the hydrogen 
and air feed flow rates on the amplitude of the current oscillations. Figure 7(a) shows the 
variation of the current density of the two performance states (𝐼hps
avg
 and 𝐼lps
avg
) with the 
hydrogen flow rate (𝑄H2), while Figure 7(b) shows the current density distributions 
corresponding to some specific values of 𝑄H2. The inset displays the amplitude of the current 
oscillations, Δ𝐼avg = 𝐼hps
avg
− 𝐼lps
avg
. The results of the study of the air flow rate, 𝑄air, are shown 
in Figure 8 using a similar representation. For reference purposes, the experimental data 
reported by Sánchez et al. [18] are also included in both figures; see the figure captions for 
details concerning the operating conditions. Note that the present analysis is only aimed to 
compare the results qualitatively, since the cell and operating conditions used by Sánchez et al. 
[18] are different from those considered here. Moreover, some parameters such as the inlet 
humidification of the dry air or the assembly pressure in [18] are not known in detail. 
Therefore, a recalibration of the model may be necessary to quantitatively match the 
experimental data presented in [18].  
 
29 
 
As shown in Figure 7(a), the low-performance state displays a strong sensitivity to the 
hydrogen flow rate, showing a relative increase in the current density of up to 50%. In 
contrast, the current density of the high-performance state remains unchanged due to the full 
humidification reached in the anode channel regardless of the flow rate (and the negligible 
effect of increasing hydrogen stoichiometry). Hence, the amplitude of the oscillations 
decreases from Δ𝐼avg = 0.29 A cm−2 to Δ𝐼avg = 0.04 A cm−2 when increasing the hydrogen 
flow rate from 𝑄H2 = 200 sccm to 𝑄H2 = 1600 sccm. Looking at the current density 
distributions in Figure 7(b), it can be seen that the better humidification reached at higher 
hydrogen flow rates gradually offsets the dry-out induced by the air stream [18]. Indeed, for a 
sufficiently high hydrogen flow rate (compared to the air flow rate), the additional 
humidification provided by the input of liquid water would have virtually no effect. As a result, 
both performances states tend to collapse onto a single state and the current oscillations 
disappear, as previously reported by Sánchez et al. [19].  
 
As shown in Figure 8(a), the effect of the air flow rate is the opposite. The minimum air flow 
rate examined was restricted to 𝑄air = 600 sccm (𝜉c = 1.8) in order to avoid a significant loss 
of potential related to oxygen transport [18]. The sensitivity of the high-performance state to 
the air flow rate is again lower due to the better membrane hydration achieved in that case. 
Quantitatively, the current densities of the low- and high-performance states show a relative 
decrease of 25% and 8%, respectively, when increasing the air flow rate from 𝑄air = 600 sccm 
to 𝑄air = 1200 sccm. Consequently, the amplitude of the oscillations grows from Δ𝐼
avg =
0.16 A cm−2 to Δ𝐼avg = 0.3 A cm−2. The lower the flow rate (i.e., the lower the water removal 
capacity) of the air stream, the better the membrane hydration achieved throughout the cell. 
Hence, the current distributions of both performance states become more similar as the air 
flow rate is reduced. It is worth noting that water condensation was found at the cathode side 
of the MEA in an increasing portion near the anode inlet at moderate air flow rates. The 
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numerical results are also in qualitative agreement with the current density data reported by 
Sánchez et al. [18]. 
 
 
 
Figure 7: (a) Computed average current density, 𝐼avg, as a function of the hydrogen feed flow rate, 𝑄H2 = 200 −
1600 sccm (𝜉a = 1.4 − 11.6 @ 0.8 A cm
-2
), corresponding to the low- and high-performance states. The inset 
shows the amplitude of the current oscillations, Δ𝐼avg = 𝐼hps
avg
− 𝐼lps
avg
, as a function of 𝑄H2. (b) Computed current 
density distributions, 𝐼(𝑥, 𝑦), corresponding to different hydrogen flow rates (𝑄H2 = 400, 800 and 1200 sccm; 
𝜉a = 2.9, 5.8 and 8.7 @ 0.8 A cm
-2
). The subfigure in the frame shows the variation of the average current density 
with time for different hydrogen flow rates (𝑄H2 = 200, 300 and 400 sccm; 𝜉a ≈ 1.2, 1.8 and 2.4) reported by 
Sánchez et al. [18] (other op. conds. [18]: 𝑉cell = 0.5 V, 𝑇cell = 70 °C, 𝑄air = 660 sccm (𝜉c ≈ 2), 𝑝a
out = 𝑝c
out =
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1.5 bar, RHa
in ≈ 152% (condensing conditions), RHc
in ≈ 5% (dry air), CL with 0.3 mgPtcm
-2
 from Ion Power Inc., 
Nafion® 111-IP, SIGRACET® 35 BC).  
 
 
Figure 8: (a) Computed average current density, 𝐼avg, as a function of the air feed flow rate, 𝑄air = 600 −
1200 sccm (𝜉c = 1.8 − 3.6 @ 0.8 A cm
-2
), corresponding to the low- and high-performance states. The inset shows 
the amplitude of the current oscillations, Δ𝐼avg = 𝐼hps
avg
− 𝐼lps
avg
, as a function of 𝑄air. (b) Computed current density 
distributions, 𝐼(𝑥, 𝑦), corresponding to different air flow rates (𝑄air = 600, 900 and 1200 sccm; 𝜉c = 1.8, 2.7 and 
3.6 @ 0.8 A cm-2). The subfigure in the frame shows the variation of the average current density with time for 
different air flow rates (𝑄air = 832 and 1662 sccm; 𝜉a ≈ 2 and 4) reported by Sánchez et al. [18] (other op. conds. 
[18]: 𝑉cell = 0.6 V, 𝑇cell = 70 °C, 𝑄H2 = 261 sccm (𝜉a ≈ 1.8), 𝑝a
out = 𝑝c
out = 1.5 bar, RHa
in ≈ 152% 
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(condensing conditions), RHc
in ≈ 5% (dry air), CL with 0.3 mgPtcm
-2
 from Ion Power Inc., Nafion® 111-IP, 
SIGRACET® 35 BC). 
5. Conclusions 
 
In this work, we have examined the low- and high-performance states arising in a Polymer 
Electrolyte Fuel Cell (PEFC) operated with wet anode and dry cathode feed (RHa
in ≈ 100%, 
RHc
in ≈ 6%), due to the periodic hydration and dehydration of the membrane. The hydration-
dehydration cycles are characterized by a fast current raise (ignition), followed by a slow 
current drop (extinction). This peculiar scenario has been investigated by analyzing water 
distributions from neutron imaging experiments and predictions from a 3D non-isothermal 
two-phase steady-state model. The main conclusions drawn from the experimental and 
numerical studies are, respectively, as follows:  
 
 The imaging experiments have shown that the hydration-dehydration cycles are caused by 
the periodic condensation of water in the anode inlet chamber, and the subsequent shedding 
of water blobs into the anode flow field. The membrane hydration evolves hand-in-hand with 
the transport of liquid water along the anode channel, leading to a sharp decrease of the cell 
high-frequency resistance. The preference of the system for the high-performance state is 
lost once the liquid water leaves the anode channel. Then, the membrane dehydration 
occurs as the water stored in the cell (both in liquid and gas form) is removed away, 
eventually leading to the low-performance state. 
 
 Based on the insight gained from the experiments, the main characteristics of the two 
extreme performance states were then studied using a steady-state model. The high- and 
low-performance states were respectively modeled by either introducing or not introducing a 
steady flux of liquid water at the vapor-saturated anode inlet. The results have shown that 
the evaporation of liquid water during ignitions fully humidifies the anode channel, so that 
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the increase of the water transfer rate from anode to cathode and the water production rate 
offset the membrane dry-out induced by the cathode stream. As a result, a homogeneous 
current density distribution is achieved in the cell in the high-performance state, in contrast 
to the fairly inhomogeneous current density distribution characterizing the low-performance 
state. A parametric study has also been performed to qualitatively assess the effect of the 
hydrogen and air flow rates on the amplitude of the current oscillations. In agreement with 
previous experimental data, the amplitude of the current oscillations decreases for higher 
hydrogen and lower air flow rates. This result is explained by the better membrane hydration 
resulting under these conditions in the low-performance state, so that the output current 
density becomes more similar to that of the high-performance state. 
 
Putting all together, the work clearly shows that liquid water injected into the anode channel 
of a PEFC is very efficient for membrane humidification, even in the presence of a dry cathode 
feed, and without incurring in significant mass-transport losses. Thus, the engineered injection 
or spraying of liquid water at the anode inlet without the need of cathode humidification is 
worth exploring in new cell designs. Furthermore, operation in the oscillatory hydration-
dehydration regime was found to be useful to study membrane resistance in durability tests.  
 
Several aspects of the investigation warrant further work. A new cell fixture suitable for in-
plane neutron imaging should be tested to clarify the existence and location of liquid water in 
the porous media of the MEA (catalyst layers, microporous layers and gas diffusion layers). 
Moreover, the transient modeling of the hydration-dehydration cycles should be considered to 
analyze the different timescales associated with both processes. Finally, the study of the 
thermal-fluid problem governing the temperature and humidity fields in the anode inlet 
chamber should also be addressed to explain the exact origin of water condensation.  
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Appendix A. Mathematical Model 
The model formulation is divided into five sections. The assumptions are presented in Section 
A.1, the governing equations in Section A.2, the source terms in Section A.3, the boundary 
conditions in Section A.4, and the model implementation in Section A.5. The physicochemical 
and effective transport properties and the kinetic parameters used in the model are listed in 
Tables 2 and 3. In the equations presented below, bold symbols denote 3D vectors, e.g., the 
superficial gas-phase velocity, 𝒖𝐠 = (𝑢g,x, 𝑢g,y, 𝑢g,z), and over-lined bold symbols denote 
second-order tensors, e.g., the absolute permeability tensor 
 
?̿? = [
𝐾xx 0 0
0 𝐾yy 0
0 0 𝐾zz
] = [
𝐾ip 0 0
0 𝐾ip 0
0 0 𝐾tp
] 
 
(A.1) 
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where the superscripts ip and tp are the in- and through-plane orthotropic tensor 
components, respectively. Here, only the anisotropy of GDL absolute permeability was taken 
into account, whereas other transport properties were assumed isotropic; this hypothesis 
could be easily relaxed in future work [15,16,103]. The symbols ∘ and : denote the element-
wise (Hadamard) and double-dot products, respectively. The source terms, described in 
Section A.3, are denoted by 𝑆.  
 
A.1. Assumptions 
The main assumptions and simplifications adopted in the model are as follows: i) the flow is 
laminar and steady; ii) the components of the MEA are macroscopically homogeneous; iii) 
interfacial ohmic and thermal resistances are negligible; iv) the membrane is treated as a solid 
perfectly impermeable to gases and to liquid water saturation; v) liquid water produced in the 
cathode catalyst layer is dissolved in the electrolyte; vi) the flow-channels are modeled as 
structured and ordered porous media [95,96]; vii) thermo-osmotic transport [22,93] and 
convection [21] of dissolved water are neglected; viii) Soret/Dufour effects, viscous heat 
dissipation, and heat transfer through the liquid phase are ignored (only the effect of liquid 
water on heat conduction in the channels is taken into account); ix) the Leverett J-function is 
used to model capillary transport of liquid water in the porous media of the MEA (CLs, MPLs 
and GDLs) [2,104–107], considering a continuous interfacial saturation; x) water saturation in 
the porous media of the MEA, 𝑠mea, and in the channels, 𝑠ch, are implemented as two 
different variables. The remaining assumptions can be found elsewhere [2,105,108–110]. It 
should be noted that assumption x) was used to avoid the transfer of liquid water from the 
channel into the GDL that was unavoidable when a single continuum variable was considered 
for both regions. Making use of these two variables, 𝑠mea was set to zero in the channels (i.e., 
𝑝c = 0), while 𝑠ch was set equal to the actual saturation distribution inside the MEA (i.e., 
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𝑠ch = 𝑠mea). This workaround enabled us to account for the flux of liquid water from the MEA 
into the channel when 𝑠mea > 𝑠ch, while preventing liquid water to enter the MEA when 
𝑠mea < 𝑠ch. Similar considerations were adopted in other modeling studies (see, e.g., 
[24,81,82]). 
 
 
 
 
Parameter Symbol Value Reference 
Density of liquid water 𝜌lw 1000 − 1.78 × 10
−2(𝑇 − 277.15)1.7 kg m−3 [111] 
Density of electrolyte 𝜌e 1980 kg m
−3 [104,110] 
Bulk diffusivity of H2 in H2O  
(equal to H2O in H2) 
𝐷H2,H2O
bulk  
1.05 × 10−4 (
𝑇
333
)
1.5
(
105
𝑝g
) m2 s−1 
[112] 
Bulk diffusivity of O2 in air  𝐷O2,air
bulk  
2.65 × 10−5 (
𝑇
333
)
1.5
(
105
𝑝g
) m2 s−1 
[112] 
Bulk diffusivity of H2O in air  𝐷H2O,air
bulk  
2.98 × 10−5 (
𝑇
333
)
1.5
(
105
𝑝g
) m2 s−1 
[112] 
Dynamic viscosity of H2 𝜇H2 3.2 × 10−3 (
𝑇
293.85
)
1.5
(𝑇 + 72)−1 kg m−1 s−1 
[104,110] 
Dynamic viscosity of O2 𝜇O2 8.46 × 10−3 (
𝑇
292.25
)
1.5
(𝑇 + 127)−1 kg m−1 s−1 
[104,110] 
Dynamic viscosity of H2O 𝜇H2O 7.51 × 10−3 (
𝑇
291.15
)
1.5
(𝑇 + 120)−1 kg m−1 s−1 
[104,110] 
Dynamic viscosity of N2 𝜇N2 7.33 × 10−3 (
𝑇
300.55
)
1.5
(𝑇 + 111)−1 kg m−1 s−1 
[104,110] 
Dynamic viscosity of liquid water 𝜇lw 2.41 × 10
−510247.8/(𝑇−140) N m−1 [104,110] 
Specific heat of H2/O2/H2O/N2 𝑐p,H2/𝑐p,O2/𝑐p,H2O
/𝑐p,N2 
1.44 × 104/9.28 × 102/1.88 × 103/1.04 × 103 J kg−1 K−1 [113] 
Thermal conductivity of H2/O2/H2O/N2 𝑘H2/𝑘O2/𝑘H2O/𝑘N2 1.67 × 10
−2/2.46 × 10−2/2.61 × 10−2/2.4 × 10−2 W m−1 K−1 [113] 
In- and through-plane effective thermal conductivity of 
BPP/GDL/MPL/CL/PEM 
𝑘bpp
eff,ip/tp
/𝑘gdl
eff,ip/tp
/𝑘mpl
eff,ip/tp
/𝑘cl
eff,ip/tp
/𝑘mem
eff,ip/tp
 
120/0.5/0.1/0.27/0.13 W m−1 K−1 
 
 
  
[24,82,87,93,114,115] 
 
 
 
 
Thermal conductivity of liquid water  𝑘lw 0.66 W m
−1 K−1 [116] 
Evaporation/condensation rate constant of water 𝑘evp/𝑘con 1 × 10
−4 Pa−1 s−1/1 × 104 s−1  [117] 
Saturation vapor pressure of water log10(𝑝H2O
sat ) −2.18 + 2.95 × 10−2(T − 273.15) − 9.18 × 10−5(T − 273.15)2 + 1.44
× 10−7(T − 273.15)3 atm 
[2,13] 
Equivalent weight of electrolyte 𝐸𝑊e 1.1 kg mol
−1 [104,110] 
Electrolyte volume fraction in PEM/CL 𝜔e 1/0.3 [106] 
In- and through-plane effective ionic conductivity  𝜎H+
eff,ip/tp
 𝜔e
1.5(−1 × 10−2𝜆2 + 1.05𝜆 − 2.06) exp [751.5 (
1
303
−
1
𝑇
)] S m−1 
[101] 
Effective diffusivity of dissolved water in the electrolyte 
phase 
𝐷w,e
eff,ip/tp
 
8 × 10−10𝜔1.5 (
𝜆
25
)
0.15
[1 + tanh (
𝜆 − 2.5
1.4
)] m2 s−1 
[23,118] 
In- and through-plane effective 
electrical conductivity of BPP/GDL/MPL/CL  
𝜎e−
eff,ip/tp
 20 × 10
3/300/300/300 S m−1 [104,106,110] 
Porosity of GDL/MPL/CL 𝜀gdl/𝜀mpl/𝜀cl 0.8/0.5/0.4 [50,106,119] 
In- and through-plane gas-phase normalized dry 
effective diffusivity of channel/GDL/MPL/CL 
𝑓 ip/tp(𝜀) 1/0.4/0.12/0.2 [36,40,120–124] 
In- and through-plane gas-phase relative effective 
diffusivity of channel, GDL, MPL and CL 
𝑔ip/tp(𝑠) (1 − 𝑠)2.5 [15,16] 
In-plane absolute permeability of channel/GDL/MPL/CL  𝐾ch
ip
/𝐾gdl
ip
/𝐾mpl
ip
/𝐾cl
ip
 3.52 × 10
−8/7 × 10−11/1 × 10−13/1 × 10−12 m2 [103,125,126] 
Through-plane absolute permeability of 
channel/GDL/MPL/CL 
𝐾ch
tp
/𝐾gdl
tp
/𝐾mpl
tp
/𝐾cl
tp
 3.52 × 10−8/4 × 10−11/1 × 10−13/1 × 10−12 m2 [103,125,126] 
In- and through-plane gas-phase relative permeability of 
channel/GDL/MPL/CL 
𝑘rg
ip/tp
 (1 − 𝑠)
4/(1 − 𝑠)3/(1 − 𝑠)3/(1 − 𝑠)3 [90,106,117] 
In- and through-plane liquid-phase relative permeability 
of GDL, MPL and CL  
𝑘rl
ip/tp
 𝑠
3 [90,106,117] 
Latent heat of condensation/evaporation (same as for 
sorption/desorption) 
ℎgl 3.17 × 10
6 − 2438.5𝑇 J kg−1 [127] 
ORR entropy change   
(liquid water production) 
Δ𝑆 163.11 J mol−1 K−1 [104,110] 
Contact angle of GDL/MPL/CL 𝜃gdl/𝜃mpl/𝜃cl 110°/120°/95°  [88,104,105,110] 
Surface tension coefficient 𝜎 0.12 − 1.67 × 10−4𝑇 N m−1 [104,110] 
In- and through-plane liquid-phase effective diffusivity 
in the channel 
𝐷lw,ch
eff,ip/tp
 0.1 m
2 s−1 Assumed 
Liquid-phase velocity under fully-saturated conditions 𝑢lw,ch|s=1 
1 m s−1 Assumed 
 
Table 2: Physicochemical and transport properties of the numerical model. See text in Appendix A for other properties not explicitly mentioned in the list. 
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A.2. Governing equations 
 
The thirteen conservation equations of the model are presented below, indicating the region 
of interest and solution variable of each equation. 
 
1-4) Gas-phase flow: CLs, MPLs, GDLs and channels (𝒑𝐠, 𝒖𝐠,𝐱, 𝒖𝐠,𝐲, and 𝒖𝐠,𝐳). The mass and 
momentum conservation equations governing the motion of the gas phase are written as: 
  
𝛁 ⋅ (𝜌g𝒖𝐠) = 𝑆mg, 𝛁 ⋅ (
𝜌g
[𝜀(1 − 𝑠)]2
𝒖𝐠𝒖𝐠) = −𝛁𝑝g + 𝛁 ⋅ ?̿? + 𝑆ug  
 
(A.2) 
 
where 𝜌g = 𝑝g𝑀g/𝑅𝑇 is the density of the ideal gas mixture (with 𝑀g = (∑ 𝑌i/𝑀ii )
−1 the 
molecular weight of the mixture), 𝒖𝐠 is the superficial gas-phase velocity, 𝑠 is the liquid 
saturation (defined as the ratio of water volume to void volume), and 𝜀 is the dry porosity 
(with 𝜀 = 1 in the channels). The viscous stress tensor is given by 
 
Parameter Symbol Value Reference 
Open-circuit voltage OCV 1.17 V [2,90,110] 
Exchange current density of 
hydrogen oxidation reaction 
𝑖0,a 5 × 10
8 A m−3 [89,90] 
Reaction order of hydrogen 
oxidation reaction 
𝛾a 0.5 [90,104,110,114] 
Transfer coefficient of hydrogen 
oxidation reaction 
𝛼a 1 [89,97,114] 
Reference hydrogen 
concentration 
𝐶H2
ref 40 mol m−3 [89] 
Exchange current density of 
oxygen reduction reaction 
𝑖0,c 1 × 10
4 A m−3 [89,90] 
Reaction order of oxygen 
reduction reaction  
𝛾c 1 [90,104,110,114] 
Transfer coefficient of oxygen 
reduction reaction 
𝛼c 1 [89,97,114] 
Reference oxygen 
concentration 
𝐶O2
ref 40 mol m−3 [89] 
 
 
Table 3: Kinetic parameters of the numerical model. 
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?̿? = 𝜇g [𝛁 (
𝒖𝐠
𝜀(1 − 𝑠)
) + [𝛁(
𝒖𝐠
𝜀(1 − 𝑠)
)]
𝐓
−
2
3
𝛁 ⋅ (
𝒖𝐠
𝜀(1 − 𝑠)
) ?̿?] 
(A.3) 
 
where ?̿? denotes the second-order unit tensor. According to the kinetic theory of gases, the 
dynamic viscosity of the mixture is equal to  
 
𝜇g =∑
𝑋i𝜇i
∑ 𝑋i𝛽ijj
;  𝛽ij =
[1 + (
𝜇i
𝜇j
)
1/2
(
𝑀j
𝑀i
)
1/4
]
2
[8 (1 +
𝑀i
𝑀j
)]
1/2
i
 
 
 
  (A.4) 
 
where 𝑋i, 𝜇i and 𝑀i are the mole fraction, dynamic viscosity and molecular weight of species i, 
respectively.  
 
5-7) Species: CLs, MPLs, GDLs and channels (𝒀𝐢, 𝐢 = 𝐇𝟐, 𝐎𝟐 𝐚𝐧𝐝 𝐇𝟐𝐎). The species mass 
fractions are governed by the convection-diffusion equation:  
  
𝛁 ⋅ (𝜌g𝒖𝐠𝑌i) − 𝛁 ⋅ (𝜌g?̿?𝐢,𝐣
𝐞𝐟𝐟𝛁𝑌i) =  𝑆i (A.5) 
 
where the effective diffusivity tensor of species i in species j is given by 
 
?̿?𝐢,𝐣
𝐞𝐟𝐟 = 𝐷i,j
bulk [
𝑓ip(𝜀)𝑔ip(𝑠) 0 0
0 𝑓ip(𝜀)𝑔ip(𝑠) 0
0 0 𝑓tp(𝜀)𝑔tp(𝑠)
] 
 
(A.6) 
 
Here, 𝑓(𝜀)ip/tp = 𝐷i,j
eff,dry,ip/tp
/𝐷i,j
bulk and 𝑔ip/tp(𝑠) = 𝐷i,j
eff,wet,ip/tp
/𝐷i,j
eff,dry,ip/tp
 are the gas-
phase normalized dry and relative effective diffusivities, which account for the blockage of the 
unsaturated media and liquid water on gas diffusion, respectively. As shown in Table 2, 
𝑓ip/tp(𝜀) < 1 for the porous layers of the MEA, while 𝑓ip/tp(𝜀) = 1 for the bulk channels. On 
the other hand, 𝑔ip/tp(𝑠) is modeled both in the MEA and in the channels using a power law of 
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the form 𝑔ip/tp = (1 − s)2.5, according to the range of saturation exponents reported by 
García-Salaberri et al. [15,16].   
8) Energy: PEM, CLs, MPLs, GDLs, channels and BPPs (𝑻). The energy conservation equation 
determining the temperature field, 𝑇, is written as follows: 
 
𝛁 ⋅ [𝒖𝐠(𝜌g𝐸g + 𝑝g)] − 𝛁 ⋅ (?̿?
𝐞𝐟𝐟𝛁𝑇) =  𝑆T (A.7) 
 
where ?̿?𝐞𝐟𝐟 is the effective thermal conductivity tensor, assumed constant for each MEA 
component (see Table 2), and variable with the gas mixture composition and the liquid 
saturation for the channels, 𝑘ch
eff,ip/tp
= (1 − 𝑠ch)∑ 𝑋i𝑘ii /(∑ 𝑋j𝛽ij)j + 𝑠ch𝑘lw. Here, 𝑘i and 
𝑘lw are the thermal conductivity of gas species i and of liquid water, respectively, and the 
parameter 𝛽ij is given by Eq. (A.4). The total gas-phase energy is equal to 𝐸g = ℎg − 𝑝g/𝜌g +
‖𝒖𝐠‖
2
/2, where the sensible enthalpy, ℎg, is determined as the mass-weighted average of the 
enthalpy of each species, ℎg = ∑ 𝑌iℎii , ℎi = ∫ 𝑐p,i
𝑇
𝑇ref
d𝑇; 𝑐p,i is the specific heat capacity at 
constant pressure of species i and 𝑇ref = 298 K is the reference temperature.   
 
9) Electronic transport: CLs, MPLs, GDLs and BPPs (𝝓𝐞−). Electron transport is governed by 
Poisson’s equation: 
 
𝛁 ⋅ (?̿?e−
𝐞𝐟𝐟𝛁𝜙e−) = 𝑆e− (A.8) 
 
where 𝜙e− is the electronic potential in the solid phase, and ?̿?e−
𝐞𝐟𝐟 is the effective electrical 
conductivity tensor, which is assumed constant for all the cell components. As stated by Ohm’s 
law, 𝒋e− = ?̿?e−
𝐞𝐟𝐟𝛁𝜙e− is the electronic flux directed from low to high electronic potentials. 
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10) Ionic or protonic transport: PEM and CLs (𝝓𝐇+). As for electron transport, the governing 
equation for ionic transport can be written as: 
 
−𝛁 ⋅ (?̿?H+
𝐞𝐟𝐟𝛁𝜙H+) = 𝑆H+ (A.9) 
 
where 𝜙H+ is the ionic potential in the electrolyte phase, and ?̿?H+
𝐞𝐟𝐟 is the effective ionic 
conductivity tensor, which depends on the dissolved water content, 𝜆, the temperature, 𝑇, and 
the electrolyte volume fraction, 𝜔e [101]. An isotropic Bruggeman correlation (𝜔e
1.5) is used to 
correct the ionic conductivity in the catalyst layers [128]. The protonic flux, directed from high 
to low ionic potentials, is equal to 𝒋H+ = −?̿?H+
𝐞𝐟𝐟𝛁𝜙H+. 
 
11) Water content per sulfonic acid group: PEM and CLs (𝝀). According to Springer et al. [13], 
the conservation equation for the water content per sulfonic acid group in the electrolyte, 𝜆, is 
given by  
 
𝛁 ⋅ (
nd
w
𝐹
𝒋H+) − 𝛁 ⋅ [(
𝜌e
𝐸𝑊e
) ?̿?𝐰,𝐞
𝐞𝐟𝐟𝛁𝜆] = 𝑆λ 
 
(A.10) 
 
where 𝑉m,e = 𝐸𝑊e/𝜌e is the molar volume of the electrolyte. The first term on the left hand 
side accounts for electro-osmotic drag of water due to ionic transport from anode to cathode, 
while the second term represents diffusion of dissolved water. nd
w and ?̿?𝐰,𝐞
𝐞𝐟𝐟  are the electro-
osmotic drag coefficient and the effective diffusivity tensor of dissolved water in the 
electrolyte phase, respectively. According to Kulikovsky [118] and Zhao et al. [23], ?̿?𝐰,𝐞
𝐞𝐟𝐟  
increases nonlinearly with the water content 𝜆. In addition, ?̿?𝐰,𝐞
𝐞𝐟𝐟  is corrected in the catalyst 
layers as a function of the electrolyte volume fraction by a Bruggeman correlation (𝜔e
1.5) [128]. 
nd
w is modeled by a continuous piece-wise function based on the works of Weber and Newman 
[12] and Springer et al. [13]   
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nd
w =
{
 
 
 
 
𝜆,                                                       𝜆 < 1
1,                                                       1 ≤  λ < 𝜆eq|𝑎H2O=1
 
1 +
1
4
(𝜆 − 𝜆eq|𝑎H2O=1
) ,             𝜆 ≥ 𝜆eq|𝑎H2O=1
 
 
 
(A.11) 
 
where 𝜆eq is the equilibrium water content in the electrolyte and 𝑎H2O = 𝑝H2O
/𝑝
H2O
sat  is the 
water activity. The linear increase of nd
w for 𝜆 ≥ 𝜆eq|𝑎H2O=1
 accounts for the raise of nd
w 
observed in membranes equilibrated with liquid water [12,13]. 
 
12-13) Liquid-phase flow: CLs, MPLs, GDLs and channels (𝒔𝐦𝐞𝐚 and 𝒔𝐜𝐡). Ignoring any effect of 
gas-phase convection (and gravity), capillary transport of liquid water in the MEA is described 
through a non-homogeneous Richard’s equation [106,114]. In addition, the liquid water flow in 
the channels is modeled through a non-homogeneous diffusive Burger´s-type equation, i.e., 
 
−𝛁 ⋅ (?̿?𝐥𝐰,𝐦𝐞𝐚
𝐞𝐟𝐟 𝛁𝑠mea)                              = 𝑆ml                   in CL,MPL and GDL
𝛁 ⋅ (𝜌lw𝒖𝐥𝐰,𝐜𝐡𝑠ch) − 𝛁 ⋅ (?̿?𝐥𝐰,𝐜𝐡
𝐞𝐟𝐟 𝛁𝑠ch) = 𝑆ml    in channels
 
 
(A.12) 
 
where ?̿?𝐥𝐰,𝐦𝐞𝐚
𝐞𝐟𝐟  is the capillary diffusivity tensor, and ?̿?𝐥𝐰,𝐜𝐡
𝐞𝐟𝐟  and 𝒖𝐥𝐰,𝐜𝐡 are the effective 
diffusivity tensor and velocity of liquid water in the channel, respectively. According to Darcy’s 
law, the capillary diffusivity tensor is given by 
 
?̿?𝐥𝐰,𝐦𝐞𝐚
𝐞𝐟𝐟 = −
𝜌lw
𝜇lw
d𝑝c
d𝑠mea
?̿? ∘ ?̿?𝐫𝐥𝐰 
 
(A.13) 
 
where 𝜌lw and 𝜇lw are the density and dynamic viscosity of liquid water, and ?̿? and ?̿?𝐫𝐥𝐰 are 
the absolute and liquid-phase relative permeability tensors, respectively. The capillary 
pressure, 𝑝c, is expressed as a function of liquid saturation, 𝑠mea, using the semi-empirical 
correlation proposed by Leverett [129], 𝑝c = 𝑝g − 𝑝l = (𝜎cos𝜃c𝜀/‖𝑲‖)𝐽(𝑠mea), where 𝜎 is 
the surface tension of the immiscible liquid-gas pair, 𝜃c is the contact angle, ‖?̿?‖ = (?̿?: ?̿?
𝐓)1/2 
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is the magnitude of the absolute permeability tensor [130], and 𝐽(𝑠mea) is the so-called 
Leverett J-function, which is equal to 𝐽(𝑠mea) = 1.4𝑠mea − 2.1𝑠mea
2 + 1.3𝑠mea
3  for 𝜃c ≥ 90
o.  
 
The liquid-phase velocity in the flow channel, 𝒖𝐥𝐰,𝐜𝐡, is assumed to have the same direction 
and orientation of the gas-phase velocity, 𝒖𝐠, and a dispersion linearly proportional to 𝑠ch, i.e., 
 
𝒖𝐥𝐰,𝐜𝐡 = 𝑢lw,ch|s=1𝑠ch
𝒖𝐠
‖𝒖𝐠‖
  
(A.14) 
 
where 𝑢lw,ch|s=1 is the liquid-phase velocity under fully-saturated conditions, and ‖𝒖𝐠‖ is the 
magnitude of the superficial gas-phase velocity. This modeling approach provides a good 
approximation to the flow patterns observed in the neutron experiments.   
 
A.3. Source terms 
The source terms include the electrochemical reaction rates, the mass transfer rates between 
the different phases of water, the Darcy’s viscous resistance, and the release and absorption 
rates of heat in the various cell components. Table 4 summarizes the regions where the 
different source terms are applied. 
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• Reaction rates (charge/mass electrochemical consumption and production). The half-cell 
reactions corresponding to the fast hydrogen oxidation reaction in the anode catalyst layer 
and the sluggish oxygen reduction reaction in the cathode catalyst layer are H2 → 2 H
+ + 2e− 
and (1/2)O2 +2 H
+ + 2e− → H2O, respectively. The volumetric current densities of both 
reactions are modeled through Butler-Volmer equations [2,94]:  
 
𝑅𝑅a = (1 − 𝑠mea) (
𝐶H2
𝐶H2
ref
)
γa
𝑖0,a [exp (
𝛼a𝐹
𝑅𝑇
𝜂a) − exp (−
(1 − 𝛼a)𝐹
𝑅𝑇
𝜂a)]
𝑅𝑅c = (1 − 𝑠mea)𝑎+ (
𝐶O2
𝐶O2
ref
)
γc
𝑖0,c [exp (−
𝛼c𝐹
𝑅𝑇
𝜂c) − exp (
(1 − 𝛼c)𝐹
𝑅𝑇
𝜂c)]
 
 
 
(A.15) 
 
where 𝑖0 is the volumetric exchange current density, 𝛼 is the transfer coefficient describing the 
symmetry of the reactions, 𝛾 is the reaction order, 𝐶ref and 𝐶 = 𝑌𝑖𝜌g/𝑀i are the reference 
and actual molar concentrations, and 𝜂 is the overpotential, defined as 𝜂 = 𝜙e− − 𝜙H+ in both 
electrodes [105]. The pre-factor (1 − 𝑠mea) takes into account the reduction of the reaction 
active area due to liquid water blockage, while the parameter 𝑎+ represents the 
electrochemical activity of solvated protons (hiydronium). According to Bao and Bessler [94], 
𝑎+ is modeled by the following ramp function depending on the dissolved water content: 
Domain → PEM Anode  
catalyst layer 
Cathode  
catalyst layer 
MPL GDL Channel BPP 
↓ Source 
𝑆mg - −𝑀H2O(𝑆vλ+𝑆vl) − 𝑀H2
𝑅𝑅a
2𝐹
 −𝑀H2O(𝑆vλ+𝑆vl) − 𝑀O2
𝑅𝑅c
4𝐹
 
−𝑀H2O𝑆vl −𝑀H2O𝑆vl −𝑀H2O𝑆vl - 
𝑆ug - −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 - 
𝑆O2 - - −𝑀O2
𝑅𝑅c
4𝐹
 
0 0 0 - 
𝑆H2 - −𝑀H2
𝑅𝑅a
2𝐹
 
0 0 0 0 - 
𝑆H2O - −𝑀H2O(𝑆vλ+𝑆vl) −𝑀H2O(𝑆vλ+𝑆vl) −𝑀H2O𝑆vl −𝑀H2O𝑆vl −𝑀H2O𝑆vl - 
𝑆T 𝑆T,H+ 𝑆T,act + 𝑆T,ohm +𝑀H2O(𝑆T,vl
+ 𝑆T,vλ) 
𝑆T,rev + 𝑆T,act + 𝑆T,ohm + 𝑀H2O(𝑆T,vl + 𝑆T,vλ) 𝑆T,e− +𝑀H2O𝑆T,vl 
 
𝑆T,e− +𝑀H2O𝑆T,vl 
 
𝑀H2O𝑆T,vl 𝑆T,e− 
𝑆e− 0 𝑅𝑅a −𝑅𝑅c  0 0 0 0 
𝑆H+ 0 𝑅𝑅a −𝑅𝑅c  0 0 0 0 
𝑆λ 0 𝑆vλ 𝑆vλ +
𝑅𝑅c
2𝐹
 
0 0 0 0 
𝑆ml 0 𝑀H2O𝑆vl 𝑀H2O𝑆vl 𝑀H2O𝑆vl 𝑀H2O𝑆vl 𝑀H2O𝑆vl 0 
 
Table 4: Source terms appearing in the conservation equations of the numerical model. The gas flow and species mass fractions are not defined in the solid 
membrane (PEM) and bipolar plates (BPPs). 
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𝑎+ = 𝜆/2.5 if 𝜆 < 2.5, 𝑎+ = 1 if 𝜆 ≥ 2.5. The decrease of 𝑎+ affects the cathode reaction rate 
when the membrane is significantly dry, further reducing the output current density [25,94].  
 
The source terms for the electronic and ionic potentials due to generation/consumption of 
electrons are given by 𝑆e− = 𝑆H+ = 𝑅𝑅a and  𝑆e− = 𝑆H+ = −𝑅𝑅c in the anode and cathode 
catalyst layers, respectively. According to Faraday´s law and the reaction stoichiometry, the 
production/consumption rates of hydrogen, oxygen and dissolved water are 𝑆H2 = −𝑅𝑅a/2𝐹, 
𝑆O2 = −𝑅𝑅c/4𝐹 and 𝑆λ,prod = 𝑅𝑅c/2𝐹, where the minus sign denotes consumption.  
 
• Water evaporation and condensation. The evaporation/condensation rate of water is 
modeled by the following expression [2,54]: 
 
𝑆vl =
{
 
 
 
 
𝑘evp𝜀𝑠𝜌lw
𝑀H2O
(𝑝H2O − 𝑝H2O
sat ),                        𝑝H2O < 𝑝H2O,sat
𝑘con𝜀(1 − 𝑠)𝑋H2O
𝑅𝑇
(𝑝H2O − 𝑝H2O
sat ), 𝑝H2O ≥ 𝑝H2O,sat
 
 
 
(A.16) 
 
where 𝑘evp and 𝑘con are the evaporation and condensation rate constants, 𝑉m,lw = 𝑀H2O/𝜌lw 
is the molar volume of liquid water, 𝑋H2O = 𝐶H2O𝑅𝑇/𝑝g is the mole fraction of water vapor, 
and the driving force is the difference between the partial and saturation vapor pressures of 
water, 𝑝H2O = 𝐶H2O𝑅𝑇 and 𝑝H2O
sat (𝑇), respectively. 
 
• Water sorption and desorption. The sorption/desorption rate between water vapor and 
dissolved water in the catalyst layers has the following form:  
 
𝑆vλ =
{
 
 
 
 
𝑘sor𝜌e
𝐸𝑊e
(𝜆eq − 𝜆),              𝜆 < 𝜆eq
𝑘des𝜌e
𝐸𝑊e
(𝜆eq − 𝜆),              𝜆 ≥ 𝜆eq
 
 
 
(A.17) 
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where 𝑘sor and 𝑘des are the sorption and desorption rate constants, and the driving force is 
the difference between the equilibrium (𝜆eq) and actual (𝜆) water contents in the electrolyte. 
The sorption and desorption rate constants are modeled using the empirical data of Ge et al. 
[26]: 
 
𝑘des =
4.59 × 10−5𝑓V
𝛿cl
exp [2416 (
1
303
−
1
𝑇
)] , 𝑘sor =
1.14 × 10−5𝑓V
𝛿cl
exp [2416 (
1
303
−
1
𝑇
)]  
 
(A.18) 
 
where 𝑓V =  𝜆𝑉m,lw/(𝑉m,e + 𝜆𝑉m,lw) is the water volume fraction in the electrolyte. The 
equilibrium water content is determined through the family of sorption isotherms reported by 
Liu et al. [102]: 
 
𝜆eq =
{
 
 
 
 [1 + 0.2𝑎H2O
2 (
𝑇 − 303.1
30
)] (14.2𝑎H2O
3 − 18.9𝑎H2O
2 + 13.4𝑎H2O),                𝑎H2O < 1
𝜆eq|𝑎H2O=1
+ 6(𝑎H2O + 2𝑠mea − 1),                                                                               𝑎H2O ≥ 1
 
 
 
(A.19) 
 
where the term 6(𝑎H2O + 2𝑠mea − 1) accounts for the raise of the equilibrium water content 
when the electrolyte is in contact with liquid water rather than with water vapor [12,13]. 
 
• Darcy’s viscous resistance. The momentum sink term of the gas flow due to Darcy’s viscous 
resistance can be written as: 
 
𝑆ug = −𝜇g(𝟏/𝑲̿̿ ̿̿ ̿̿ ∘ 𝟏/𝒌̿̿ ̿̿ ̿𝐫𝐠)𝒖𝐠 (A.20) 
 
where 𝟏/𝐊̿̿ ̿̿ ̿̿  and 𝟏/𝐤̿̿ ̿̿ ̿𝐫𝐠 are the element-wise inverse gas-phase absolute permeability and 
relative permeability tensors, the latter accounting for the resistance of liquid water saturation 
on gas convection. An isotropic third-order correlation is used to model ?̿?𝐫𝐠 in the porous 
media of the MEA, 𝑘rg
ip/tp
= (1 − 𝑠mea)
3. The absolute permeability of the channel is 
calculated based on the hydraulic conductance of a Hagen-Poiseuille flow in a square cross-
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section channel [95,96], 𝐾ch
ip/tp
= 𝑐(𝑑h
2/32), where 𝑐 = 1.127 is the flow shape factor and 
𝑑h = 𝐻ch = 𝑤ch is the square channel hydraulic diameter. This expression yields a channel 
absolute permeability 𝐾ch
ip/tp
= 3.52 × 10−8 m2, which is three orders of magnitude larger 
than the through-plane permeability of SIGRACET® substrates subjected to moderate 
compressive loads, 𝐾gdl~𝒪(10
−11 ) m2 [103,125,126]. The channel relative permeability is 
modeled through a fourth-order power law, 𝑘rg
ip/tp
= (1 − 𝑠ch)
4, according to the expressions 
adopted by Wang et al. [95] to improve the pressure drop predictions of their model under 
two-phase conditions. 
  
• Heat release and absorption. Five heat sources can be distinguished in PEFCs, namely: i) 
heat release by the electrochemical reactions at the reversible cell voltage, 𝑆T,rev; ii) activation 
or irreversible electrochemical heat generation due to cell operation at a voltage different 
from equilibrium, 𝑆T,act; iii) ohmic (Joule) heating due to electronic and ionic transport, 𝑆T,ohm; 
iv) latent heat due to water condensation and evaporation, 𝑆T,vl; and v) latent heat due to 
water sorption/desorption into/from the electrolyte, 𝑆T,vλ. The expressions of each term are 
as follows:   
 
𝑆T,rev =
𝑅𝑅c
4𝐹
(𝑇Δ𝑆), 𝑆T,act = |𝜂i𝑅𝑅i|, 𝑆T,ohm = 𝑆T,e− + 𝑆T,H+ =
‖𝒋𝐞−‖
2
‖?̿?𝐞−
𝐞𝐟𝐟‖
+
‖𝒋𝐇+‖
2
‖?̿?𝐇+
𝐞𝐟𝐟‖
,
𝑆T,vl = ℎgl𝑆vl, 𝑆T,vλ = ℎgl,e𝑆vλ  
 
 
(A.21) 
 
where Δ𝑆 is the entropy change of the oxygen reduction reaction for liquid water production 
(assumed here as water dissolved in the electrolyte), ‖𝒋𝐞−‖
2 and ‖𝒋𝐇+‖
2 are the squared 
magnitudes of the electronic and ionic fluxes, ‖?̿?𝐞−
𝐞𝐟𝐟‖ = (?̿?𝐞−
𝐞𝐟𝐟: ?̿?𝐞−
𝐞𝐟𝐟𝐓)𝟏/𝟐 and ‖?̿?𝐇+
𝐞𝐟𝐟‖ =
(?̿?𝐇+
𝐞𝐟𝐟: ?̿?𝐇+
𝐞𝐟𝐟𝐓)𝟏/𝟐 are the magnitudes of the electrical and ionic conductivity tensors [130], ℎgl is 
the latent heat of water evaporation/condensation, and ℎgl,e is the latent heat of water 
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sorption/desorption, which is assumed equal to ℎgl in this work. The absolute value in the 
expression for 𝑆T,act takes into account the negative overpotentials present in the cathode 
catalyst layer (i = c).   
 
A.4. Boundary conditions 
The boundary conditions prescribed at the internal and external surfaces of the computational 
domain are presented below. The set of internal boundaries includes the fluid-fluid and fluid-
solid interfaces between components, whereas the set of external boundaries includes the 
sidewalls of the cell, the anode and cathode channel inlets/outlets, and the bipolar plate 
terminals (see Figure 2).  
 
• Internal interfaces. A continuity boundary condition is prescribed at all internal interfaces 
between fluid regions (catalyst layers, MPLs, GDLs and channels). In contrast, at the walls 
between fluid and solid regions (i.e., channel/BPP, GDL/BPP and CL/PEM interfaces) different 
boundary conditions are used depending on the variable of interest. For user-defined scalars 
(𝜙e− , 𝜙H+ , 𝜆, 𝑠mea and 𝑠ch), we impose a continuity boundary condition according to the 
single-domain approach adopted here (see Section A.5). For temperature, we also prescribe a 
continuity boundary condition since the energy equation holds for all cell components. For 
species, we set a zero-gradient boundary condition (∇𝑌i ∙ 𝐧 = 0). Finally, for the gas flow we 
consider an impermeable no-slip boundary condition (𝒖𝐠 = 𝟎) at all interfaces except the 
channel/BPP wall. There, we impose an impermeable free-slip boundary condition (𝒖𝐠 ∙ 𝐧 = 𝟎, 
𝜏ip/tp = 0) according to the porous media assumption used to model the gas flow in the 
channels [96]. The symbol 𝐧 stands for the outward unit normal vector.      
 
• Sidewalls. The sidewalls of the fluid regions are considered isolated impermeable non-
conducting surfaces, so that impermeable no-slip (𝒖𝐠 = 𝟎) and zero-gradient (∇Φ ∙ 𝐧 = 0) 
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boundary conditions are imposed for the gas flow and the remaining variables (Φ =
𝑌H2 , 𝑌O2 , 𝑌H2O, 𝑇, 𝜙e− , 𝜙H+ , 𝜆 and 𝑠mea), respectively. At the sidewalls of the solid membrane 
and bipolar plates where the gas phase is not defined, a zero-gradient boundary condition is 
set for Φ = 𝑇,𝜙e− , 𝜙H+ , 𝜆 and 𝑠mea.  
 
• Anode and cathode channel inlets/outlets. At the anode channel inlet, the gas mass flux, 
hydrogen and water vapor mass fractions, gas temperature and liquid water convective flux 
are specified, while a zero-gradient boundary condition is set for the remaining variables (i.e., 
𝜙e− , 𝜙H+ and 𝜆) 
 
(𝜌g𝒖𝐠) ∙ 𝐧 = −?̇?H2
in /[𝐴ch(1 − 𝑌H2O,a
in )], 𝑌H2 = 𝑌H2
in , 𝑌H2O = 𝑌H2O,a
in , 𝑇 = 𝑇a
in,   
(𝜌lw𝒖𝐥𝐰,𝐜𝐡𝑠ch) ∙ 𝐧 = −𝜌lw
in‖𝒖𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖𝑠ch,a
in , ∇Φ ∙ 𝐧 = 0 
 
 
 
(A.22) 
 
where ?̇?H2
in = 𝜌H2
std𝑄H2 is the inlet hydrogen mass flow rate, 𝐴ch is the channel cross-sectional 
area, 𝑇a
in is the inlet gas temperature, 𝜌lw
in  is the density of liquid water at the channel inlet, 
‖𝒖𝐥𝐰,𝐜𝐡,𝐚
𝐢𝐧 ‖ =  𝑢lw,ch|s=1𝑠ch,a
in  is the magnitude of the inlet velocity of liquid water, and 𝑠ch,a
in  is 
the inlet saturation. According to the ideal gas law, the inlet mass fractions of hydrogen and 
water vapor are given by 𝑌H2
in = 𝐶H2
in𝑀H2/(𝐶H2O,a
in 𝑀H2O + 𝐶H2
in𝑀H2) and 𝑌H2O,a
in = 1 − 𝑌H2
in , 
being the molar concentrations: 𝐶H2
in = [𝑝g,a
in − RHa
in𝑝H2O
sat (𝑇a
in)]/(𝑅𝑇a
in) and 𝐶H2O,a
in =
RHa
in𝑝H2O
sat (𝑇a
in)/(𝑅𝑇a
in). Here, RHa
in is the anode inlet relative humidity and 𝑝g,a
in  is the inlet gas 
pressure, which is assumed equal to the back-pressure, 𝑝g,a
in ≅ 𝑝g,a
out, for the calculation of the 
inlet gas composition.     
 
Similarly, the gas mass flux, humid air mass fractions, inlet temperature and liquid water 
convective flux are prescribed at the cathode channel inlet 
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(𝜌g𝒖𝐠) ∙ 𝐧 = −?̇?air
in /[𝐴ch(1 − 𝑌H2O,c
in )], 𝑌O2 = 𝑌O2
in, 𝑌H2O = 𝑌H2O,c
in , 𝑇 = 𝑇c
in,   
(𝜌lw𝒖𝐥𝐰,𝐜𝐡𝑠ch) ∙ 𝐧 = 0, ∇Φ ∙ 𝐧 = 0 
 
 
(A.23) 
 
where ?̇?air
in = 𝜌air
std𝑄air is the inlet air mass flow rate. The inlet mass fractions of oxygen and 
water vapor are given by 𝑌O2
in = 𝐶O2
in𝑀O2/(𝐶O2
in𝑀O2 + 𝐶H2O,c
in 𝑀H2O + 𝐶N2
in𝑀N2) and 𝑌H2O,c
in =
𝐶H2O,c
in 𝑀H2O/(𝐶O2
in𝑀O2 + 𝐶H2O,c
in 𝑀H2O + 𝐶N2
in𝑀N2), being the inlet molar concentrations: 
𝐶O2
in = 𝑋O2,air[𝑝g,c
in − RHc
in𝑝H2O
sat (𝑇c
in)]/(𝑅𝑇c
in), 𝐶H2O,c
in = RHc
in𝑝H2O
sat (𝑇c
in)/(𝑅𝑇c
in) and 
𝐶N2
in = [(1 − 𝑋O2,air)/𝑋O2,air]𝐶O2
in .  
 
 
At the channel outlets, the back-pressure is imposed on the anode (i = a) and cathode (i = c) 
gas streams, 𝑝g = 𝑝g,i
out, while a zero-gradient boundary condition is set for other variables 
(Φ = 𝑌H2 , 𝑌O2 , 𝑌H2O, 𝑇, 𝜙e− , 𝜙H+ , 𝜆 and 𝑠ch), ∇Φ ∙ 𝐧 = 0. 
 
• Anode and cathode terminals. At the anode terminal (the bottom surface of the anode 
bipolar plate), the electronic potential is set equal to the electronic potential loss across the 
cell [105], i.e., 𝜙e− = OCV − 𝑉cell, where OCV is the Open-Circuit Voltage. In addition, the 
temperature is fixed to the cell operating temperature, 𝑇 = 𝑇cell, and a zero-gradient 
boundary condition, ∇Φ ∙ 𝐧 = 0, is set for other variables (Φ = 𝜙H+  and 𝜆). At the cathode 
terminal (the top surface of the cathode bipolar plate), the boundary conditions are the same 
as those in the anode side, except that the electronic potential is equal to zero (𝜙e− = 0).  
 
A.5. Numerical implementation and solution 
The computational domain was meshed with a structured hexahedral grid of about 1.2 millions 
of cells. 10 cells were used in the through-plane direction (z-axis) to discretize the membrane, 
catalyst layers, MPLs and GDLs, and 8 cells for the channels; a through-plane bias factor of 1.5 
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was applied in the mesh of each MEA component [108]. In the in-plane direction (x-axis) the 
number of cells between rib/channel mid-planes was set to 6, while in the along-the-channel 
direction (y-axis) it was set to 25 for each unit segment of length 𝐿ch = 4.8 cm (see Figure 2). 
The solution computed with this mesh for the baseline case showed a deviation in the average 
current density lower than 5% compared to a mesh with 1.6 millions of cells. Therefore, the 
level of accuracy achieved with the coarser mesh was considered appropriate for this work. 
Meshes with a similar number of elements and distribution among the three x, y, z directions 
were used in previous numerical works (see, e.g., [104,109,110,114,131]).   
 
The set of coupled partial differential equations was solved in ANSYS® FLUENT with the 
pressure-based segregated solver, using the SIMPLE algorithm to handle the pressure-velocity 
coupling, a linear pressure interpolation scheme, a least square cell-based discretization for 
gradients, and a second-order upwind spatial discretization. The convergence criterion for the 
residuals was set to 10-7. User Defined Functions (UDFs) were employed to customize different 
aspects of the model, including convective terms, source terms, effective transport properties, 
etc. Furthermore, only one gas mixture was defined in the computational domain, so that 
nitrogen was considered to be the most abundant species and its mass fraction calculated as 
𝑌N2 = 1 − ∑ 𝑌ii . The hydrogen and oxygen concentrations were fixed to zero in the cathode 
and anode compartments, respectively, using the standard built-in capabilities of ANSYS® 
FLUENT, while the nitrogen concentration was kept equal to zero in the anode through 
“Adjust” and “Execute-at-end” UDFs. This workaround (also adopted by others [110]) slightly 
increases the computational cost because the equations for both hydrogen and water vapor 
have to be solved in the anode, but leads to a correct implementation provided that hydrogen 
and water vapor are treated as a binary mixture (i.e., 𝐷H2O,H2 = 𝐷H2,H2O, so that 𝑌H2 + 𝑌H2O =
1). The governing equations for the electronic and ionic potentials, 𝜙e− and 𝜙H+, dissolved 
water, 𝜆, and water saturation in the MEA and the channels, 𝑠mea and 𝑠ch, were solved via 
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User Define Scalars (UDSs). To simplify the model setup, a single-domain approach was 
considered. Accordingly, each UDS equation was solved in the entire computational domain, 
and a small diffusivity of 10-16 was imposed on the regions where the equations have no 
physical meaning [132]. This allowed us to simulate no-flux boundary conditions in the interior 
surfaces delimiting the regions of interest of each UDS (see Section A.2), while specifying a 
continuity boundary condition in ANSYS® FLUENT (see Section A.4). The minimum ionic 
conductivity was limited to 𝜎
H+
eff,ip/tp
= 10−2 S m−1 to avoid divergence of the numerical 
scheme. 
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Nomenclature  
Symbols 
𝐴 cross-sectional area [m2] 
𝑎H2O water activity [-] 
𝑎+ electrochemical activity of solvated protons [-] 
𝐶 molar concentration [mol m-3] 
𝑐 flow shape factor [-] 
𝑐p specific heat at constant pressure [J kg
-1 K-1]  
?̿?𝐢,𝐣
𝐞𝐟𝐟 effective diffusivity tensor of species i in species j [m
2 s-1] 
𝑑h hydraulic diameter [m] 
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𝐸 total energy [J] 
𝐸𝑊 equivalent weight [kg mol-1] 
𝐹 Faraday’s constant [C mol-1] 
𝑓(𝜀) normalized dry effective diffusivity [-] 
𝑓V water volume fraction in the electrolyte [-] 
𝑔(𝑠) relative effective diffusivity [-] 
𝐻 height [m] 
ℎ enthalpy [J] 
ℎgl evaporation/condensation latent heat [J kg
-1] 
𝐼 current density [A m-2]; pixel intensity [-] 
𝐼0 reference pixel intensity [-] 
?̿? unit tensor [-] 
𝑖0 exchange current density [A m
-3] 
𝐽(𝑠mea) Leverett J-function [-] 
𝒋𝐞− electronic flux [A m
-2]  
𝒋𝐇+  ionic or protonic flux [A m
-2] 
𝒋𝐥𝐰 liquid water mass flux [kg m
-2 s-1] 
?̿? absolute permeability tensor [m
2] 
𝑘con condensation rate constant [s
-1] 
𝑘des desorption rate constant [s
-1] 
𝑘evp evaporation rate constant [Pa s
-1] 
𝑘sor sorption rate constant [s
-1]  
?̿?𝐫 relative permeability tensor [-] 
?̿?𝐞𝐟𝐟 effective thermal conductivity tensor [W m
-1 K-1] 
𝐿 longitudinal length in y-direction [m] 
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𝑀 molecular weight [kg mol-1] 
𝑚 mass [kg] 
?̇? mass flow rate [kg s-1] 
𝑁 molar flux [mol m-2 s-1] 
?̇? molar flow rate [mol s
-1] 
𝑛 number of molecules [-] 
𝐧 outward unit normal vector [-] 
nd
w electro-osmotic drag coefficient of water [-] 
OCV open-circuit voltage [V] 
𝑝 pressure [Pa] 
𝑝c capillary pressure, defined as 𝑝c = 𝑝g − 𝑝l [Pa] 
𝑄 volumetric flow rate [m3 s-1] 
𝑅 universal gas constant [J mol-1 K-1]; ohmic resistance [Ω m2] 
RH relative humidity [-] 
𝑅𝑅 volumetric reaction rate [mol m-3] 
𝑆 source term; see Appendix A 
∆𝑆 entropy change [J mol-1 K-1] 
𝑠 liquid saturation (ratio of water volume to void volume) [-] 
𝑇 temperature [K] 
𝑡 time [s] 
𝒖 velocity vector [m s-1] 
𝑉 voltage [V]; volume [m3] 
𝑉m molar volume [m
3 mol-1] 
𝑋i mole fraction of species i [-] 
𝑥 in-plane x-coordinate [m] 
𝑌i mass fraction of species i [-] 
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𝑦 secondary in-plane y-coordinate [m] 
𝑤 width [m] 
𝑧 through-plane z-coordinate [m] 
Greek letters 
𝛼 transfer coefficient [-] 
𝛽i,j parameter in Eq. (A.4) [-] 
Γ mute variable; see Eq. (3) 
𝛾 reaction order [-] 
Δ increment 
𝛿 thickness [m] 
𝜀 dry porosity [-] 
𝜂 overpotential [V] 
𝜃c contact angle [-] 
𝜆 water content per sulfonic acid group [-] 
𝜇 dynamic viscosity [kg m-1 s-1] 
𝜉 stoichiometric flow ratio [-] 
𝜌 density [kg m-3] 
Σ attenuation coefficient of neutrons in liquid water [m-1] 
𝜎 surface tension coefficient [N m-1] 
?̿?𝐞−
𝐞𝐟𝐟 effective electrical conductivity tensor [S m
-1] 
?̿?𝐇+
𝐞𝐟𝐟 effective ionic or protonic conductivity tensor [S m
-1] 
?̿? viscous stress tensor [Pa] 
Φ mute variable; see Section A.4 
𝜙e− electronic potential [V] 
𝜙H+ ionic or protonic potential [V] 
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𝜔e electrolyte volume fraction [-] 
Subscripts 
a anode 
abpp anode bipolar plate 
ach anode channel 
acl anode catalyst layer 
act activation 
agdl anode gas diffusion layer 
ampl anode microporous layer 
bpp bipolar plate 
c cathode 
cbpp cathode bipolar plate 
cch cathode channel 
ccl cathode catalyst layer 
cgdl cathode gas diffusion layer 
ch channel 
cmpl cathode microporous layer 
diff diffusion 
e electrolyte  
e- electron 
eod electro-osmotic drag 
eq equilibrium 
fr outer frame 
g gas phase 
gdl gas diffusion layer 
H2 hydrogen 
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H2O water vapor 
H+ proton 
hps high-performance state 
lps low-performance state 
lw liquid water or liquid phase 
mea membrane electrode assembly  
mem membrane 
mpl microporous layer 
N2 nitrogen 
O2 oxygen 
prod production 
rev reversible 
rib bipolar plate rib 
Superscripts 
avg average 
bulk bulk property 
dry dry conditions 
eff effective 
in inlet channel condition 
ip in-plane direction 
out outlet channel condition 
ref reference 
rc removal capacity 
sat saturated conditions 
std standard conditions (𝑇 = 0 °C, 𝑝 = 1 atm)  
th threshold  
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tp through-plane direction 
wet multiphase conditions 
Abbreviations and Acronyms 
2D two-dimensional 
3D three-dimensional 
BPP bipolar plate 
CL catalyst layer 
EOD electro-osmotic drag 
GDL gas diffusion layer 
HFR high-frequency resistance 
HP high performance  
LP low performance  
MEA membrane electrode assembly 
MPL microporous layer 
OCV open-circuit voltage 
PEFC proton exchange fuel cell 
PEM proton exchange membrane 
RH relative humidity 
 
