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Abstract 
Fuzzy support vector machine (FSVM) and template matching are both widely used in object detection. To improve 
the computational efficiency, an algorithm combining the FSVM classifier with template matching is proposed and 
we parallelize the template matching algorithm on a multicore platform with OpenMP. The samples are firstly 
classified by the template matching, and then refined by the FSVM classifier. A three-tier hierarchical pyramid is 
used in fast matching and a second-order polynomial kernel function is used in the FSVM classifier. The 
experimental results show that the proposed parallel algorithm significantly improves the computation performance 
compared with traditional serial algorithms. 
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1. Introduction 
Object detection, which is an area of importance in computer vision. The current studies of object detection in 
static images usually focus on human faces, pedestrians, cars and other objects. Object detection can be regarded as 
a binary classification problem, which is a typical complex problem in classification. The fuzzy support vector 
machine (FSVM) combined with the template matching is a good method in object detection. The detected images 
are divided into several different scaling subimages. The input data are viewed as a sample set , which contains both 
the "object" samples and the "non-object" samples. Then FSVM classifier is used to separate those two types of 
samples and mark the corresponding positions in the original images. This method has achieved a reletively good 
performance [1]. Unfortunately heavy calculation burden exits in this method. So it is worth studying how we can 
improve the computational efficiency and make this method compatible with a general PC platform. 
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The multicore CPU is widely used in PC now, which makes the parallel processing possible. Parallel 
processing can work on different tasks , instructions, or data items at the same time. With the computer hardware 
development from computer clusters and distributed PC to a multicore processor, the parallel processing has made a 
great progress. Multicore parallel processing and its applications have attracted more and more attentions. OpenMP 
(Open Multi-Processing) is a representative multicore parallel processing platform [2]. 
In this paper, the FSVM classifiers combined with template matching is used for object detection in a general 
scene and a multicore parallel processing platform with OpenMP is build to achieve this method. The input samples 
are classified by the template samples. The output samples of template matching are then classified by the FSVM 
classifier. OpenMP is used to parallelize the template matching algorithm, which can significantly improve the 
computational efficiency. The FSVM classifier improves the accuracy rate and reduce the false alarms. 
The paper is organized as follows: in Section , we discuss the object detection algorithm we used in this paper, 
including the basic facts of FSVM. Section  introduces what is the parallel processing in a multicore processor and 
how to parallelize the template matching algorithm. The obtained experimental results are illustrated in section . 
Finally, Section  summarizes the conclusion. 
2. OBJECT DETECTION ALGORITHM 
2.1  FSVM 
Given a set of labeled training points with associated fuzzy membership 
 
Each training point , which belongs to either of two classes, is given a label  and 
a fuzzy membership . The fuzzy membership  is the attitude of the corresponding point  toward one class.  
Let  denote the corresponding feature space vector with a mapping  to a feature space Z. A solution 
to this situation is mapping the input space into a higher dimension feature space and searching the optimal 
hyperplane in this feature space. The optimal hyperplane problem is then regarded as the solution to the problem 
                                 (1) 
Subject to                         (2) 
                                                  (3) 
To solve this optimization problem we construct the Lagrangian  
  
                    (4) 
Where , , . At the saddle point,  has a minimum, thus we can write 
                          (5) 
Subject to                                  (6a) 
                                         (6b) 
Where  is Lagrangian multiplier.To construct the optimal hyperplane ,  is the optimal solution, it follows 
that 
                                       (7) 
the optimization problem posed in (5)(6) is solved with quadratic programming with the constrains of 
inequalities and it is able to find a unique optimum. Since only a small part of  is not null, the corresponding 
samples are support vectors. 
The decision function becomes that 
                          (8) 
where  is the theshold, which can be obtained by any support vector . 
Since the corresponding  is null if the  is not the support vector, the decision function above is acturally 
only for the support vectors.  
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2.2  Object Detection Algorithm 
The object detection algorithm is as follows: 
The input images can be divided into some subimages by searching every possible area of the images. We 
select some subimages as an "object" template, which contains the objects we need. Firstly, those subimages are 
used directly to match the "object" template. We regard the the results of template matching as the "object" samples. 
The "non-object" samples are then selected from the "object" samples. Secondly, the "non-object" samples and the 
"object" samples are together sent into the FSVM classifier for training. The FSVM classifier refines the "object" 
samples, which are the classification results of the template matching. Only when the FSVM classifier reconfirms 
the "object" samples, those samples are regarded to contain the objects we need, and the corresponding areas in the 
original image are marked with rectangular windows according to the classification results. Thus, each subimage is 
classified by the templete matching and the FSVM classifier.  
The three main steps of the algorithm are shown as follows: 
1).  Template matching 
When the exhaustive search is used in the template matching, the algorithm has a larger computational 
complexity and a larger size of the training set. Thus, the pyramid algorithm is used for fast matching. Multi-scale 
problems can be solved by fixed template scale and linear resampling. This step can gradually reduce the scale of 
the input images in a fixed rate[4]. 
2).  FSVM classifier 
We have already obtained the "object" samples by template matching. Those "object" samples are used to train 
the FSVM classifier in order to greatly limit the FSVM training space and reduce the  FSVM classification 
blindness. This step also improves the classification efficiency and reduces the training complexity.  
3).  The last step is to mark the optimal rectangle windows of the objects based on the result of the FSVM 
classifier. 
3. PARALLEL PROCESSING IN A MULTI-CORE PLATFORM 
3.1  Multi-core parallel processing technology 
In recent years, Intel and AMD have both launched the multicore CPU for personal computers. A multicore 
processor has several independent processors in a single chip. These processors share one main memory, while they 
can have their own caches. Each instruction runs in an integrated hardware environment. All the threads exactly 
execute in parallel.  
We take a dual-core processor for example. If the program has only two tasks and each CPU core executes one 
task, the CPU core does not require time slicing. Thus, the two tasks run in parallel,  where greatly improves the 
efficiency. The parallel computation is particularly suitable for massive amount of data in parallel, such as images 
and so on. 
Multicore programming needs the support of OpenMP, whose API is a portable parallel programming model in 
the multiprocessor architecture with a shared memory. OpenMP’s API can also control the configuration of the 
threads and variables. Thus, OpenMP has good performance in the parallel programming in multicore processors [5]. 
3.2  Parallel Algorithms with OpenMP 
There are two basic angles : one is to use the configuration provided by VS2008, that is, select “OpenMP 
support” checkbox in the “Project Properties” dialog box to support OpenMP. However, it only supports the 
“standard fork / join parallel” mode. The other is to use the OpenMP instructions to distribute the parallel operation 
mode of every thread’s. In this paper, the second method is used, as it is more efficient. 
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According to the object detection algorithm described in section 2, many loops exit in the template matching. 
We parallelize these loops in the template matching. Since the corresponding  is null when the  is not the 
support vector, and acturally the calculation of the decision function (8) is only for a small part of , the FSVM 
classifier can remain in serial computation. 
Tasks can be averagely assigned to different cores in the template matching in order to balance the 
computations as far as possible. After the multicore processor completes the computation, the data can be stored into 
the shared memory for direct read later and the registration computation. 
In this manner, a serial registration program runs in parallel on a multicore platform with OpenMP. The shifts 
of the search areas and the calculations of the mutual information are executed simultaneously on the multiple 
processor in order to achieve optimal matching algorithm. 
3.3  Parallel template matching algorithm 
The instructions of OpenMP is used to parellelize the code in template matching. We use two images , image 1 
and image 2, as the registration images. To obtain the correlation coefficients  , which is defined as dbCTI 
in the program, a serial code fragment with 4 loops is shown as follow 
dbCTI = 0.0; 
for(j=0;j<h1-h2+1;j++)  
   {for(i=0;i<w1-w2+1;i++) 
     { loop1  /* shifts of the images */  
      for(n=0;n<h1;n++) 
  {for(m=0;m<m1;m++) 
{  loop 2   /* calculation the mutual information on the current position */;}  
 } 
}  
} 
Where the image 1’s height and width are w1 and h1, and image 2’s height and width are w2 and h2. 
Since the computation of each pixel is independent of each other, a nested loop does not exist in loop 2. Thus, 
the instructions of parallelization and “for” loops are only used in the program. After the program is parallelized, the 
variables, which are declared out of “parallel”, are regarded as the ones that can be shared by all the threads. So i, j, 
m and n should be declared within “parallel”. Otherwise, many threads would self-modify i, j, m and n 
simultaneously. The cycle time will be less than expected. The dbCTI must be, however, declared out of the scope 
of “parallel”, or the values in the loop 2 do not precisely reflect the influence of all the threads.  
a parallel code fragment with 4 loops is shown as follow 
double dbCTI=0.0; 
#pragma omp parallel for num_threads(2) 
for (int j=0; j<h1-h2+1; j++) 
{for(int i=0; ;i<w1-w2+1;i++) 
{ loop1  /* shifts of image */ 
for(int n=0;n<h1;n++) 
{for(int m=0;m<w1;m++) 
{ loop 2   /* calculate the mutual information on the current position */;} 
} 
} 
} 
Notice that the largest threads numbers is “2” in the pre-compiler. OpenMP automatically distruibutes a 
dual-core processor “2” threads as well. 
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4. Experiment 
4.1  Experimental Results 
Cars are used as the objects in the experiment. The data are from the UIUC Image Database for Car 
Detection (http://l2r.cs.uiuc.edu/ ~ sagarwal / car) and the CMU / VASC Image Database 
(http://vasc.ri.cmu.edu/idb/ car /). Images are all grayscale images in PGM format, which have 256-level 
grayscale and 100×40 pixels. The training set contains 2450 images, including 950 car images and 1500 
non-car images. The testing set contains 170 images, including 743 car images. All the images are 
converted into BMP format. The hardware platform is the dual-core Core2 E7400 processor, which has 
2.8GHz frequency and 2G of memory. The software platform is VS2008. 
Since the samples in the database were gray-scale images in a standard size, we marked the object 
areas on the selected sample images as the templates. A three-tier pyramid was used for fast matching. 
The matching threshold value was 0.35. A second-order polynomial kernal function was used in the 
FSVM, and the penalty coefficient C was 200. 
The results of the parallel computation and serial computation was consistent: when the accuracy 
rate was up to 96.2%, the corresponding false alarms were 1679 and false alarm rate was . 
When the accuracy rate was 90.0%, the corresponding false alarm was 708 and the corresponding false 
alarm rate was . 
In the experiment, the algorithm generated and processed 19,706,667 subimages, but only 2% of the 
subimages classified by the template matching and were sent into the FSVM classifier for training and 
refining. 
4.2  Performance Analysis 
Fast matching algorithm will be applied in the dual-core processor. The usage rate of the algorithm with 
parallel processing is shown in Figure 1. 
Figure 1 (a) shows a routine serial processing. The usage of two cores was not same, and the overall usage rate 
was about 76%; when parallel program was runing, the usage of two cores was almost equal, and the overall usage 
rate was up to 100% for the most part. It proves that the parallel program can make full use of the 
dualcore computation, and maximize the computation power of multicore processors. 
 To obtain the efficiency rate, we use four sets of object images and testing images in different sizes. The 
efficiency rate of the program is shown in Table 1.   
Reduction ratio is a traditional evaluation value, indicating the benefits when parallel algorithm is used to 
solve a practical problem on a multicore processor. 
 
 
 
 
 
 
(a) serial program 
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(b) parallel program 
Figure 1.  Comparison of System Utilization 
Table 1. Efficiency of Program Runing Analysis 
Registration 
image size 
Ts (s) Tp (s) reduction 
ratio (Sp) 
100×40 850 530 1.60 
128×128 1190 650 1.83 
256×256 3250 1952 1.66 
512×512 9360 6058 1.55 
 
Reduction ratio of parallel algorithm is defined as: 
                                                  (9) 
Where  is the run time taken by the optimal serial algorithm on a single processor;  is the run time taken 
by the parallel algorithm on a multicore processor.  
According to the experimental results, we conclude that the run time is proportional to the size of the data both 
in serial and parallel algorithm. The larger the size of the images is, the more run time they consume. In this paper, 
the proposed parallel algorithm significantly improves the computation performance compared with traditional serial 
algorithm. During the execution of parallel program, reduction ratio is relatively stable and the CPU usage rate is up 
to 100%. 
Conclusion 
In this paper, we use the method that combines the FSVM classifier with template matching to detect objects in 
a general scene. The template matching algorithm is parallelized by OpenMP. The experimental results show that 
the parallel algorithm significantly improves the computation performance. In addition, it is an open question how to 
improve the reduction ratio based on the specific objects.  
Acknowledgements 
This research is sponsored by a grant of Tianjin Key Technologies R&D Program under contract 
08ZCKFGX00600, and partly sponsored by Tianjin Science&Technology Development Foundation of High School 
under contract 20061011. 
References 
[1] MA Yongjun KONG Bin. A study of object detection based on fuzzy support vector machine and template matching[C]. 
Proceedings of the World Congress on Intelligent Control and Automation. 2004 vol5, P4137-4140. 
 Yongjun Ma et al. /  Physics Procedia  33 ( 2012 )  455 – 461 461
y ( )
[2] Gorder P. F, Multicore processors for science and engineering[J]. Computingin Science & Engineering, 2007, 9(2),P3-7. 
[3] LIN ChunFu, WANG ShengDe. Fuzzy Support Vector Machines, IEEE Trans. On Neural Networks, 2002, 13(2), P464 ~ 
471. 
[4] V.A. Anisimov N. Gotsky.  Fast hierarchical matching of an arbitrarily oriented template,  Pattern Recognition Letters
1993 14(2), P95 101. 
[5] C.Papageorgiou, T. Poggio. A Pattern Classification Approach to Dynamical Object Detection, Proceedings of ICCV, 1999, 
P1223-1228 
 
