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Abstract
Green’s function of the problem describing steady forward motion of bodies in an open ocean in the frame-
work of the linear surface wave theory (the function is often referred to as Kelvin’s wave source potential) is
considered. Methods for numerical evaluation of the so-called ‘single integral’ (or, in other words, ‘wavelike’)
term, dominating in the representation of Green’s function in the far field, are developed. The difficulty in
the numerical evaluation is due to integration over infinite interval of the function containing two differently
oscillating factors and the presence of stationary points. This work suggests two methods to approximate the
integral and its derivatives. First of the methods is based on the idea suggested by D. Levin in 1982 — evalu-
ation of the integral is converted to finding a particular slowly oscillating solution of an ordinary differential
equation. To overcome well-known numerical instability of Levin’s collocation method, an alternative type
of collocation is used; it is based on a barycentric Lagrange interpolation with a clustered set of nodes.
The second method for evaluation of the wavelike term involves application of the steepest descent method
and Clenshaw–Curtis quadrature. The methods are numerically tested and compared for a wide variety of
parameters.
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1 Introduction
The steady motion of a ship in calm water is a classic problem of hydrodynamics, significant for engi-
neering and ship design because of its applicability to prediction of wave pattern and wave resistance. As
early as in 1887, Lord Kelvin [55] first provided a mathematical description of the wave pattern created by
an object moving forward with a constant speed; the familiar V-shaped pattern behind a ship (still being
in study, see e.g. [52, 51, 9] and references therein) now bears his name. Starting from Lord Kelvin’s work,
substantial efforts have been spent to investigation of the ship wave problem and determining the wave
resistance. At this, an extensive literature has been produced; comprehensive reviews can be found, e.g.
in [63, 62, 40, 12, 32, 31]. In particular, much attention has been paid to potential models and linearized
statements similar to that considered in the present work.
An important role in the linear theory of ship waves and wave resistance is played by the Kelvin wave
source potential, which may also be identified as the Green’s function of the Neumann–Kelvin problem.
This potential describes a source moving with a constant horizontal velocity in an ideal incompressible fluid
having a free surface; fluid’s motion is irrotational and steady-state in a coordinate system attached to the
source. The Kelvin wave source potential is fundamental in the theory and applications — for instance, a
solution of the problem of the flow past a moving ship is often sought as a distribution of the sources on
ship’s hull. Considerable efforts in the analysis of the Green’s function has resulted in a vast literature (see
[31] and references therein) with special interest to the far field behaviour of the source (see e.g. [12, 39])
and to development of efficient and accurate algorithms for computing Kelvin’s potential.
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A number of representations of the Green’s function have been derived (see [44]). Generally, the Green’s
function is divided into three terms: the singular (Rankine) one, whose computation is elementary; the
wavelike (referred to as ‘single integral’) term — oscillating and dominating in the far field; the near-field
nonoscillatory term (for historical reasons often referred to as ‘double integral term’). Detailed mathematical
analysis of the behavior of the near-field and the far-field terms can be found in [13, 39, 31]. It is known that
the ‘double integral term’ can be expressed as a single integral, in particular, a number of such representations
in terms of the exponential integral function can be found in [54, 44]. This allows realization of fast and
effective schemes for numerical evaluation of the ‘double integral term’. A practical numerical implementation
can be found in [42]; further development for the efficacy and accuracy in computation of the near-field term
is described in [50].
At the same time, the question of evaluation of the wavelike term is only partly solved. The main
difficulty in computation of the term is due to the presence of two oscillating factors of different nature in
the integrand, which can have stationary points, and the infinite interval of integration. Besides, there is a
difficult limiting case: it was shown in [58] (more details are given in [13, 59]) that the track of the source
moving in the free surface is a line of essential singularities. Near the line the wave elevation oscillates with
indefinitely increasing amplitude and indefinitely decreasing wavelength. (It is interesting that introducing
of surface tension in the formulation of the problem is reported in [6] to eliminate the singularity of the
Green’s function.)
Most of the existing methods for evaluation of the wavelike term are based or involve two very useful
expansions given in [5]: convergent series and an asymptotic one (completed in [58]). However, the summation
of such series is not a trivial computational task, it leads to poor accuracy when the source and the field
points are close to the free-surface, the method is vulnerable to severe numerical problems because of the
presence of very large in magnitude alternating terms and the criteria to choose one of the expansions is
difficult to determine. Details of numerical algorithms using the expansions, discussion of their applicability
and heuristic criteria of choice between the algorithms can be found in [2, 3, 38, 50]. Another approach in
[61] to calculation of the wavelike term is also based on the Green’s function representation [5] but the work
is in terms of integrals as opposed to the use of the series. Computation of the wavelike term near the track
was discussed in [7] where expansions of the function and numerical algorithms are given.
In the present work our purpose is to elaborate alternative, accurate and fast computation methods to
approximate the wavelike term. Our consideration is based on recently developed techniques for evaluation
of integrals of oscillating functions. The quadrature of oscillating integrals is a very important computational
problem (widely considered as a difficult one) appearing in a wide range of applications. The field has enjoyed
a recent upsurge of interest and substantive developments with a number of old methods being enhanced and
new ones being suggested. Amidst them we mention the numerical steepest descent (see [26, 10]), Filon-type
(see [17, 18, 27, 46, 64]), Levin-type methods (discussed below), Filon–Clenshaw–Curtis quadrature (see
[15, 11]), ‘double exponential formula’ for Fourier-type integrals (see [49] and references therein). Reviews
of the methods, their comparison and analysis, as well as bibliography notes can be found in [15, 28, 47, 25].
The first of two schemes developed in the present paper is based on the ideas of Levin, suggested in
[33, 34]. The Levin method converts the calculation of an oscillatory integral into solving an ordinary
differential equation (ODE) whose special, slowly oscillating solution is sought. Typically, the Chebyshev
expansion is used as a representation of the solution and a collocation reduces the ODE to a system of
linear equations. The Levin method has attracted much attention due to its ability to handle integrals
with complicated phase functions, but the collocation has been found to be numerically unstable, leading
to an ill-conditioned linear system for large number of nodes. Analysis and efforts to improve the stability
of the Levin collocation method have been made, a number of Levin-type methods have been developed
(see [15, 14, 28, 64, 35, 48, 36, 37] and references therein). Some progress has been achieved using careful
analysis of the linear system and advanced methods of linear algebra such as TSVD (truncated singular value
decomposition) and GMRES (generalized minimal residual) method. Our scheme is based on a different
type of collocation — instead of the Chebyshev expansion we use a special form of Lagrange polynomial
interpolation which was recently discovered as an effective tool for numerical analysis.
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It is to note that polynomial interpolation formulae are widely used in theoretical studies, but not in
numerical practice — in view of their instability. Finding the polynomials involves solution of a Vandermonde
linear system of equations, which is exponentially unstable. Runge’s phenomenon is also well known: for
equispaced interpolation points small perturbations of the initial data may result in huge changes of the
interpolant. However, it has been found (see [53, 23, 4, 57] and references therein) that these problems are
avoided when using the Lagrange interpolation in one of the so-called barycentric forms and with the nodes
clustered near the ends of the interval of approximation, e.g. at Chebyshev points. A review of the existing
results and explanation of the attractive features of the barycentric Lagrange interpolation with a clustered
set of nodes can be found in [4, 57]; rigorous confirmation of stability is given in [24].
Thus, in our first scheme, following [33, 34], we reduce evaluation of the integral in question to solution
of an ODE on a finite interval. We prove that the ODE has one bounded solution and define the value of the
function at the right end of the interval. Solution’s value at the left end of the interval, up to a known factor,
coincides with the sought value of the integral. To find the solution of the ODE numerically, we seek it in
the form of a barycentric Lagrange interpolating polynomial (alternatively, the representation can include
a term arising from an asymptotic analysis, intended to absorb ‘bad’ features of the solution such as sharp
peaks). Then we apply collocation of the equation on a set of Chebyshev points. Our numerical experiments
show that the constructed numerical algorithm is stable, typically converging steadily to the level of rounding
errors with increase of the number of nodes, even in the presence of stationary points (which is considered
as complication for Levin and Levin-type methods).
The second scheme, developed in the present paper, relies upon Clenshaw–Curtis quadrature [8] and the
steepest descent method. First, we transform the integral contour along the steepest descent path in the
complex plane and change variable to have a finite interval of integration. Further computation is based
on the Clenshaw–Curtis quadrature, the method for numerical integration derived by an expansion of the
integrand in terms of Chebyshev polynomials and approximation of the expansion coefficients using discrete
Fourier transformation. The advantages of the quadrature rule are its fast convergence for smooth integrands
at increasing number of nodes n (see [45, 56, 57]), naturally nested quadrature rules, effective computation
of weights based on Fast Fourier Transform (see [20, 60]). So, the Clenshaw–Curtis quadrature shares the
insensitivity of the FFT to rounding errors (see e.g. [30]) and the cost of implementation at O(n log n)
operations. These properties of the quadrature, the simplicity and smoothness of the considered integrand
suggest that in our particular case a ‘brute-force’ application of the quadrature can be fairly effective, which
is confirmed by our numerical experiments. In the suggested scheme we build a sequence of approximations
by increasing the number of quadrature’s nodes (so that the number of intervals between nodes is doubled at
each step) until some last values of the sequence become closer to each other than the given tolerance. Such
simple estimate of the approximation error is known to be very realistic for the Clenshaw–Curtis integration
(see [20]), which is also confirmed by our computations.
Using these two numerical algorithms we carry out evaluation of the wavelike term of the Green’s function
for a wide variety of parameters, comparing the accuracy of the approximations and their efficacy. These
numerical experiments allow us to conclude that both developed algorithms are consistent, reliable and
compatible in speed while the algorithm based on Levin ODE and barycentric Lagrange interpolation is
somewhat faster when the order of interpolating polynomial, needed for achieving the given accuracy, is small
(e.g. when the source or the field point is located sufficiently deeply). At the same time, the algorithm based
on Clenshaw–Curtis quadrature works surprisingly well in the most difficult for the numerical integration
zone, near the track of the source moving closely to the free surface.
We also consider application of the suggested methods to computation of derivatives of the wavelike
term of the Green’s function — the ability to compute the derivatives is fundamental in realization of many
numerical methods (in particular, those based on integral equations of the potential theory). We show that
generalization of both suggested numerical schemes is rather straightforward.
Now we give a brief outline of the paper. In § 2 we present the mathematical problem describing forward
motion of a source and introduce a representation of the Green’s function — the following sections are
devoted to evaluation of its wavelike component. In § 3 we reduce evaluation of the integral to finding
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a special solution of an ODE and study properties of the solution. In § 4 a numerical scheme based on
the barycentric Lagrange interpolation is constructed for finding the solution of the differential equation.
An alternative scheme for evaluation of the wavelike term, based on the steepest descent method and the
Clenshaw–Curtis quadrature, is developed in § 5. In § 6 numerical experiments are carried out to test and
compare the algorithms. Application of the suggested methods to computation of derivatives of the wavelike
term is discussed in § 7. The paper concludes with a summary of the principal findings.
2 Statement of the problem and a representation of the Green function
Consider the mathematical problem for a velocity potential that describes the forward motion of a
source with a constant speed U through an unbounded heavy fluid having a free surface F . The fluid is
assumed to be ideal incompressible and having infinite depth; fluid’s motion is irrotational and steady-state
in a Cartesian coordinate system (x, y, z) attached to the source. The x-axis is parallel to the direction
of motion, z is another horizontal axis, and y-axis is vertical and directed upwards. We will also use the
notation x = (x, y, z). The source is located at x0 = (x0, y0, z0) so that the fluid fills in W = R3− \ {x0},
where R3− = {(x, z) ∈ R2, y < 0}, and F = ∂R3−.
We consider the mathematical problem of the linear surface wave theory (often referred to as the Neu-
mann–Kelvin problem — see book [31] and references therein). The motion of the source is described by a
velocity potential G(x;x0) = G(x, y, z;x0, y0, z0)
−∇2G = δ(x− x0) δ(y − y0) δ(z − z0) when y ≤ 0, y0 < 0, (1)
∂2xG+ ν∂yG = 0 when y = 0, y0 < 0, (2)
where δ is Dirac’s delta-function, ∇ = (∂x, ∂y , ∂z), ν = g/U2 is the wave number, g denotes acceleration due
to gravity.
Since the fluid domain is unbounded, the basic relations must be complemented with conditions prescrib-
ing behaviour of the potential at infinity (see [19, 13, 31, 41]). Following [41], we demand
sup
R3−\{x:|x−x0|<r}
|∇G| <∞ for some r > 0, (3)
and ∫∫∫
{y<0, x>x∗}
|∇G|2 dx dy dz <∞ for some x∗ > x0. (4)
The latter condition is one of a few variants suggested in [41]. The statement (1)–(4) is proved in [41] to
have a unique (up to an additive constant) solution.
Without loss of generality we can assume that x0 = 0 and z0 = 0. Further on we will assign the values
and use the notation:
G(x, y, z; y0) = G(x, y, z; 0, y0, 0).
Besides, further we will use dimensionless coordinates by fixing ν = 1.
A number of representations of the Green’s function are known (see e.g. [63, 31] and references therein).
Typically, they involve one double integral and one single integral. The single integral represents the far-field
oscillatory part where one may recognize the well-known ship wake pattern, whilst the double integral mostly
contributes to the local flow near the source. More suitable for numerical applications representations with
the double integrals being transformed to single ones, have been derived (see [54, 44] and references therein).
Further we use the formula suggested in [44]:
G(x, y, z; y0) = − 1
4piR
+
1
4piR′
+ I0(x, y + y0, z) + I∞(x, y + y0, z).
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Here R =
√
x2 + (y − y0)2 + z2, R′ =
√
x2 + (y + y0)2 + z2, the ‘near-field’ term is written as follows:
I0(x, y, z) =
1
2pi2
Im
∫ 1
−1
eξ(x,y,z,t)E1(ξ(x, y, z, t)) dt,
where ξ(x, y, z, t) = y
(
1 − t2) + (zt + i|x|)(1 − t2)1/2 and E1 is the integral exponent function (see e.g. [1,
§ 5.1]). The integral representing the oscillating wavelike part of the Green function has the following form:
I∞(x, y, z) = pi−1H(−x) Im
{
I(x, y, z) + I(x, y,−z)}. (5)
Here H is Heaviside’s function,
I(x, y, z) =
∫ ∞
0
e$(t,x,y,z) dt, where y < 0, x ≤ 0, z ∈ R, (6)
$(t, x, y, z) = y
(
1 + t2
)
+ i(x+ zt)
√
1 + t2.
Numerical evaluation of the function I0(x, y, z) is discussed in [43, 44, 42]. In the present work we are
concerned with approximation of I(x, y, z). Except the case x = z = 0 when I =
√
pi
2
ey√−y , the problem
is rather difficult because of the presence of two differently oscillating factors and the infinite interval of
integration. For z > 0 and x ≤ −2√2z there are also critical points t±crit = − x4z ±
√(
x
4z
)2 − 12 defined by
the equation 2zt2 + xt+ z = 0 (Im{$′t} = 0), merging to one point when x = −2
√
2z.
3 Evaluation of the integral I(x, y, z) based on an ordinary differential equation
In the section we shall apply the idea of [33] and reduce evaluation of the integral I(x) defined by (6)
to finding one special (bounded and slowly oscillatory) solution of an ordinary differential equation. For the
convenience of the following numerical treatment we write I(x) as an integral over the finite interval (0, 1).
By the change of variable t = τ/(1− τ) we have
I(x) =
∫ 1
0
e$∗(τ,x)
(1− τ)2 dτ, (7)
where $∗(τ,x) = $(τ/(1− τ),x). It is notable that, unlike the case considered in [33], there is the infinity
of oscillations of the integrand in the neighborhood of τ = 1 and the point needs a special attention.
Following [33], we write the identity(
Ψ(τ)
(1− τ)2 e
$∗(τ,x)
)′
τ
=
e$∗(τ,x)
(1− τ)2
[
Ψ′(τ) +
2 Ψ(τ)
1− τ + ∂τ$∗(τ,x) Ψ(τ)
]
, (8)
valid for an arbitrary differentiable function Ψ. Assume that we can find Ψ(τ) = Ψ(τ,x) such that the
expression in the square brackets in the last identity is equal to one. Then, obviously, we arrive at
I(x) =
Ψ(τ,x)
(1− τ)2 e
$∗(τ,x)
∣∣∣τ=1
τ=0
.
The factors of Ψ in the expression in the square brackets in (8) are singular at τ = 1, in particular, we
have
∂τ$∗(τ,x) =
σ(τ,x)
(1− τ)3 ,where
σ(τ,x) = ix
τ(1− τ)√
2τ2 − 2τ + 1 + 2yτ + iz
3τ2 − 2τ + 1√
2τ2 − 2τ + 1 . (9)
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Therefore, assuming |y + iz| 6= 0 (i.e. σ(1,x) 6= 0), it is convenient to define
Ψ(τ,x) = (1− τ)3 Φ(τ,x).
Then, we are looking for Φ(τ,x) satisfying on [0, 1] the following ordinary differential equation:
(1− τ)3 ∂τΦ(τ,x) +
[
σ(τ,x)− (1− τ)2]Φ(τ,x) = 1. (10)
Further we will show that it is possible to find a particular solution to (10) that is bounded at τ = 1.
(Solutions of this type arose in [33, 34], where they were named slowly oscillatory, — in our case the particular
solution is also slowly oscillatory in comparison with the rapidly oscillatory solution to the homogeneous
equation.) For the bounded solution, taking into account the definition of $∗, we find
I(x) = −Φ(0,x)ey+ix. (11)
Let us assume that y < 0. It is not difficult to check that the general solution of (10) can be written in
the following form:
Φgen(τ,x) = c
eΛ(τ,x)
τ − 1 + Φ(τ,x), (12)
where c is a constant,
Λ(τ,x) = −(τ − 1)−2
(
y + izτ
√
2τ2 − 2τ + 1
)
− (τ − 1)−1
(
2y − ix
√
2τ2 − 2τ + 1
)
, (13)
Φ(τ,x) =
eΛ(τ,x)
τ − 1
∫ 1
τ
e−Λ(θ,x)
(θ − 1)2 dθ. (14)
The first term in the right-hand side of (12) is highly oscillating near τ = 1; besides, the amplitude of
the oscillations grows when approaching τ = 1 (under the assumption y < 0). So, we fix c = 0 in (12) and
consider the particular solution Φ(τ,x).
From (13) we find
Λ(τ,x) =
γ2
(τ − 1)2 +
γ1
τ − 1 + γ0 +O(τ − 1), as τ → 1, where
γ2 = −y − iz, γ1 = ix− 2y − 2iz, γ0 = ix− 3iz/2.
(15)
Then we can write
Φ(τ,x) =
eΛ(τ,x)
τ − 1
∫ 1
τ
e
− γ2
(θ−1)2−
γ1
θ−1−γ0
(θ − 1)2 Ξ(θ,x) dθ,
Ξ(θ,x) = exp
{
−Λ(θ,x) + γ2
(θ − 1)2 +
γ1
θ − 1 + γ0
}
= 1 + ρ(θ,x),
where |ρ(θ,x)| ≤ C(x)|θ − 1| for θ ∈ [0, 1] and C is constant in θ. So, we have
Φ(τ,x) =
eΛ(τ,x)
τ − 1
{
L0(τ,x) + L˜(τ,x)
}
, where (16)
L0(τ,x) =
∫ 1
τ
(θ − 1)−2e−
γ2
(θ−1)2−
γ1
θ−1−γ0 dθ, L˜(τ,x) =
∫ 1
τ
ρ(θ,x)(θ − 1)−2e−
γ2
(θ−1)2−
γ1
θ−1−γ0 dθ.
It is not difficult to find
L0(τ,x) =
√
pi
2
√
γ2
e−γ0+
γ21
4γ2 erfc
( √
γ2
1− τ −
γ1
2
√
γ2
)
, (17)
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where we used change of variable t = (1− θ)−1, the equality γ2t2 − γ1t = γ2
(
t− γ12γ2
)2
− γ214γ2 , definitions of
the error functions erf and erfc (see [1], 7.1.1, 7.1.2) and the fact that erf(ζ)→ 1 as ζ →∞, |arg(ζ)| < pi/4
([1, 7.1.16]). Additionally, for τ ∈ [0, 1] we have
|L˜(τ,x)| ≤ C(x)(1− τ)
∫ 1
τ
e
y
(θ−1)2 +
2y
θ−1
(θ − 1)2 dθ = C(x)(1− τ)
√
pi
2
√|y|e−yerfc
(√|y|τ
1− τ
)
.
Then, a simple analysis based on the asymptotic expansion [1, 7.1.23] for the erfc function leads us to the
estimate ∣∣∣∣eΛ(τ,x)τ − 1 L˜(τ,x)
∣∣∣∣ = O(τ − 1) as τ → 1− 0. (18)
Taking into account (16), (17), (18) and using the expansion [1, 7.1.23] we find
Φ(τ,x) = Φ(1,x) +O(τ − 1), as τ → 1− 0, where
Φ(1,x) := lim
τ→1−0
Φ(τ,x) =
1
2(y + iz)
. (19)
Thus, we have also presented the boundary condition that characterizes the bounded and slowly oscillating
solution of (10).
4 Numerical solution of (10), (19)
In this section we will be concerned with finding numerical solution of (10), (19). At this we will consider
x as a fixed parameter and for brevity in many cases we will avoid explicit denoting of the dependence on
x for Φ and some other values.
Obviously, for finding solution to (10), (19) one can try to apply standard ODE solvers. We have tested
the built-in subroutines of the used in the present work numerical computing environment GNU Octave
and the subroutines provided by odepkg package to solve stiff differential-algebraic equations. Amidst these
subroutines, the most reliable and applicable for the widest range of parameters (x, y, z) was ode5r, which
is a realization of the RADAU5 solver [22], using an implicit Runge–Kutta method of order 5 with step
size control. For application of the subroutine, the equation (10) was transformed to a system of the form
M (Φ′,Ψ′)T = f(Φ,Ψ) with degenerate but constant matrix M in the left-hand side. (Here and below the
symbol T means transposition.) Namely, we use the system{
Ψ′ = 1− [2(1− τ)2 + σ(τ, x, y, z)]Φ,
0 = Ψ− (1− τ)3Φ,
with the boundary conditions Ψ(1) = 0, Φ(1) = 1/(2(y + iz)). We denote by IR5ε (x, y, z) the corresponding
approximation of I(x, y, z) found with (11); here ε is the accuracy demanded from the subroutine ode5r.
Comparing to other methods developed in the present paper for evaluation of I(x), the main disadvantage
of ode5r solver is its being rather slow for the particular problem. The subject will be shortly addressed in
§ 6, but generally we will not discuss details of application of standard solvers to (10), (19).
In the numerical algorithm developed in the present section we seek the solution to (10) in the form of
a polynomial ΦM (τ) of the order M . This, obviously, excludes from (12) the rapidly oscillatory unbounded
solutions of the homogeneous equation and allows us to find an approximation of Φ(τ), given by (14),
avoiding explicit usage of the condition (19). For a discretization of the differential equation and reduction
it to a linear system we use a collocation scheme demanding that ΦM (τ) satisfies (10) at the following set of
Chebyshev points on the interval [0, 1]:
τk = (1− cos(kpi/M))/2, k = 0, 1, ...,M. (20)
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We write ΦM (τ) as a Lagrange interpolating polynomial so that the values ΦM (τk) ≈ Φ(τl) are unknowns
of the linear system. Although polynomial interpolations are usually avoided in numerical practice, recently
(see [4, 57, 24]) it was noted that the Lagrange interpolation is highly effective and numerically stable when
the polynomial is manipulated through the formulas of barycentric interpolation and the nodes are clustered
near the ends of the interval of approximation, in particular, as for Chebyshev points.
So, an approximation of the solution to (10), (19) is sought in the form of the barycentric Lagrange
interpolating polynomial:
ΦM (τ) =
M∑
m=0
`m(τ) Φm, (21)
`m(τ) =
ωm
τ − τm
/ M∑
k=0
ωk
τ − τk , ωk =
 M∏
l=0, l 6=k
(τk − τl)
−1 , k,m = 0, 1, ...,M. (22)
By construction Φl = ΦM (τl), l = 0, 1, ...,M . For the set of the Chebyshev points {τk}, defined by (20),
expressions for ωk are found in [53]. Cancelling factors independent of k we write
ωk = (−1)kςk, ςk =
{
1, k = 1 or k = M,
2, otherwise.
Using (22) we write the following expression
`′m(τ) =
ωm
(τ − τm)
M∑
k=0
ωk
(τ − τk)2
[
M∑
k=0
ωk
τ − τk
]−2
− ωm
(τ − τm)2
[
M∑
k=0
ωk
τ − τk
]−1
. (23)
In view of (23) it is not difficult to find
`′m(τl) =

ωm
ωl(τl − τm) for m 6= l,
M∑
k=0, k 6=m
ωk
ωm(τk − τm) for m = l.
This, obviously, results in the formula
Φ′M (τl) =
M∑
k=0, k 6=l
ωk
ωl(τk − τl) [Φl − Φk] . (24)
Further we substitute (21), (24) into (10) and demand the equality to hold at the points τk, k = 0, 1, ...,M .
In this way we arrive at the linear system
AΦ = b, (25)
where Φ = (Φ0,Φ1, ...,ΦM )
T and b = (1, 1, ..., 1)T. To write an expression of the matrix A we define
A˚ = [a˚ij ]
M
i,j=0, where a˚ii = 0 and a˚ij = −ωj/(ωi(τj − τi)). Let also si =
∑M
j=0 a˚ij , i = 0, 1, ...,M . Then, we
have A = diag
{
(1− τ )3} · (A˚− diag{s0, s1, ..., sM})+ diag{σ(τ , x, y, z)− (1− τ )2}.
Finally, we solve the linear system (25) and in accordance with (11) the approximation of the sought
value of (6) by the scheme based on Levin’s equation and Lagrange interpolation is as follows
I(x, y, z) ≈ IL–LM (x, y, z) := −Φ0ey+ix. (26)
Here is a Matlab (Octave) code of a function finding this approximation:
8
0 0.2 0.4 0.6 0.8 1
300
200
100
-100
-200
-300
-400
0
τ
Figure 1: The graph of Re{Φ(τ)} for x = −1, y = 0, z = 0.015 (solid line), z = 0.03 (dashed line), z = 0.045
(dash-dotted line).
function res = Iapprox(x,y,z,M)
sigma = @(tau,x,y,z) 2*y*tau + 1i*(x*tau.*(1-tau)+z*(3*tau.^2-2*tau+1)) ...
./sqrt(2*tau.^2-2*tau+1);
tau = (1-cos(pi*(0:M)’/M))/2; w = [1; 2*ones(M-1,1); 1].*(-1).^((0:M)’);
A0 = -repmat(w’,M+1,1)./repmat(w,1,M+1)./(repmat(tau’,M+1,1)-repmat(tau,1,M+1));
A0(1:(M+2):end) = 0; A0 = A0 - diag(sum(A0,2));
A = diag((1-tau).^3)*A0 + diag(sigma(tau,x,y,z)-(1-tau).^2);
Phi = A\ones(M+1,1);
res = -exp(y+1i*x) * Phi(1);
end
To improve the above scheme we can seek the solution to (10), (19) in the form
Φ(τ) ≈ φˆ(τ) + ΦM (τ), (27)
where ΦM (τ) is defined by (21) and φˆ is a function that is intended to absorb some irregularities in behaviour
of Φ (like sharp peaks). As shown in fig. 1, in particular, the irregular behaviour is characteristic when y = 0,
z > 0 and the point (x, y, z) approaches (x, 0, 0) (track behind the source located on the free surface). The
peaks concentrate near the critical value τ∗ =
(
2z − x+√x2 − 8z2)/(6z − 2x), where Im{σ(τ∗,x)} = 0.
Since τ∗ is close to 1 when z is small, we will use the representation (16) and in view of (15) we define
φˆ(τ) =
e
γ2
(τ−1)2 +
γ1
τ−1+γ0
τ − 1 L0(τ,x).
It is convenient to rewrite the last formula in terms of Faddeeva function w(η) = e−η
2
erfc(−iη) [16]. By a
simple algebra we find
φˆ(τ) =
√
pi
2(τ − 1)√γ2 w
(
i
√
γ2
1− τ −
iγ1
2
√
γ2
)
. (28)
The last function can be effectively evaluated using known algorithms and packages (e.g. [29]).
By using (27) we arrive at the linear system (25) with another right-hand side:
b∗ = (1, 1, ..., 1)T − `, (29)
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where ` =
(
Lˆ(τ0), Lˆ(τ1), ..., Lˆ(τM )
)T
,
Lˆ(τ) = L φˆ(τ) = (1− τ)3 φˆ′(τ) + [σ(τ, x, y, z)− (1− τ)2] φˆ(τ)
= 1 +
√
pi
2
√
y + iz(τ − 1)
{(
3τ2 − 2τ + 1)z + τ(1− τ)x√
2τ2 − 2τ + 1 − 2τz + (τ − 1)x
}
w
(
τ
√
y + iz
τ − 1 −
ix
2
√
y + iz
)
.
(30)
Further we shall denote by IˆL–LM (x, y, z) the approximation of I(x, y, z) obtained with the help of (27)
and (28). Practically, IˆL–LM (x, y, z) has advantages comparing with I
L–L
M (x, y, z) when τ∗ is close to 1.
It is also useful to have a way to control errors of the approximation. After solving the system (25),
by using (21) and defining Φ′M (τ) with the help of (23) we can find the residual r(τ) of the equation (10)
(r = LΦM − 1). Analogously, if we solve the system AΦ = b∗, where b∗ is given by (29), then the residual
of the equation (10) is defined by r = L(ΦM + φˆ)− 1. At this, the residual of the solution R = ΦM −Φ (or
R = ΦM + φˆ− Φ) satisfies the equation
LR = r. (31)
Since R(τ) is the slowly oscillating, bounded solution to (31), following arguments of § 3, we find
R(τ) =
eΛ(τ)
τ − 1
∫ 1
τ
r(θ)e−Λ(θ)
(θ − 1)2 dθ, (32)
where Λ is defined in (13). The representation (32) allows us to obtain a simple estimates of
∣∣I − IL–LM ∣∣ and∣∣I − IˆL–LM ∣∣ if y < 0. Namely, fixing τ = 0 in (32) and taking into account (11), (13), (26) we find
∣∣I − IL–LM ∣∣ ≤ e2y ∣∣∣∣∫ 1
0
r(θ)e−Λ(θ,x)
(1− θ)2 dθ
∣∣∣∣ ≤ e2y maxθ∈[0,1]{|r(θ)|}
∫ 1
0
e
y
(θ−1)2 +
2y
θ−1
(θ − 1)2 dθ =
√
pi
2
√|y|ey maxθ∈[0,1]{|r(θ)|}. (33)
This estimate also holds for
∣∣I − IˆL–LM ∣∣. In practice, it is convenient to compute rk = r(τˇk) at Mˇ = M − 1
Chebyshev points
τˇk =
1
2
(
1− cos
(
(k + 1/2)pi
Mˇ + 1
))
, k = 0, 1, ..., Mˇ .
At this τˇk ∈ (τk, τk+1) and taking into account the nature of r(τ) which oscillates between zero values at τk,
we can assume that maxk=0,1,...,M{|rk|} approximates the term maxθ∈[0,1]{|r(θ)|} in the right-hand side of
(33).
Unfortunately, the estimate (33) is poor for small |y|. In this case we can use the following approach. We
approximate R(τ) by
RMˇ (τ) =
Mˇ∑
m=0
ˇ`
m(τ)Rm, (34)
where ˇ`m(τ) is computed analogously to (22), for τˇk and ωˇk defined as follows (see e.g. [4]):
ωˇk = (−1)k sin
(
(k + 1/2)pi/
(
Mˇ + 1
))
, k = 0, 1, ..., Mˇ .
Substituting (34) and the corresponding representation of R′Mˇ (see (24)) into (31) we demand the equality
to hold at the points τˇk, k = 0, 1, ..., Mˇ . In this way we obtain the linear system
BR = r, (35)
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where R = (R0, R1, ..., RMˇ )
T, r = (r0, r1, ..., rMˇ )
T. Defining B˚ =
[˚
bij
]Mˇ
i,j=0
, b˚ii = 0, b˚ij = −ωˇj/(ωˇi(τˇj − τˇi))
and sˇi =
∑Mˇ
j=0 b˚ij , we have B = diag
{
(1− τˇ )3} · (B˚ − diag{sˇ0, sˇ1, ..., sˇM})+ diag{σ(τˇ , x, y, z)− (1− τˇ )2}.
We solve the system (35) and assume that |R(0)| ≤ ‖R‖∞ = max{|Rk| : k = 0, 1, ..., Mˇ} (assumption
|R(0)| ≤ |R0| would be more accurate but less reliable choice). Finally, we can estimate
∣∣I − IL–LM ∣∣ and∣∣I − IˆL–LM ∣∣ by the value
εL–LM (x, y, z) = e
y min
{
‖R‖∞, 2−1(pi/|y|)1/2‖r‖∞
}
. (36)
Our numerical experiments (see § 6) show that the estimate εL–LM is rather reliable. However, evaluation of
εL–LM is time-consuming, so in § 6 we also discuss ways to avoid the computations.
5 Evaluation of I(x, y, z) based on Clenshaw–Curtis quadrature and steepest descent method
Another scheme, developed in the present work to compute I(x, y, z), is based on application of Clen-
shaw–Curtis quadrature where, as a preliminary, we use the steepest descent method. (It is notable that the
latter method could be used to improve the scheme of § 3, 4.)
For the function $(t, x, y, z) involved in the definition of I(x, y, z) by (6), we have
$(t, x, y, z) = (y + iz)t2 + ixt+ y +O
(
t−1
)
as t→∞. (37)
Therefore, Jordan’s lemma allows rotation t→ eiθt of the integration contour in (6) if Re[(y + iz)e2iϑ] < 0
for ϑ ∈ (0, θ). The value of θ corresponding to the steepest descent for sufficiently large t can be found by
minimizing Re
[
(y + iz)e2iθ
]
. This gives
cos 2θ =
−y√
y2 + z2
, sin 2θ =
z√
y2 + z2
, Re
[
(y + iz)e2iθ
]
= −
√
y2 + z2,
cos θ =
√
1 + |y|/
√
y2 + z2
2
, sin θ = sign(z)
√
1− |y|/
√
y2 + z2
2
.
(38)
We note that sign(z) θ ∈ [0, pi4 ]. Therefore, for z < 0, Re
[
ixeiθ
]
< 0 and after the rotation the second
term in the right-hand side of (37) provides the decaying exponential factor exp{−xt sin θ} in the integrand
as t→∞. Hence, for z ≤ 0 we will use the following expression:
I(x, y, z) = eiθ
∫ ∞
0
e$(e
iθt,x,y,z) dt. (39)
The case z > 0 needs more attention, because then Re
[
ixeiθ
]
> 0 and the second term in the right-hand
side of (37) prevails in some finite interval of t ≥ 0. So, the definition (39) would not be useful for numerical
computations due to the presence of very large (in absolute magnitude) values of the integrand. Therefore,
we split the interval of integration into two parts and write
I(x, y, z) =
∫ t∗
0
e$(t,x,y,z) dt+ eiθ
∫ ∞
0
e$(γ(t),x,y,z) dt, (40)
where γ(t) = t∗ + teiθ. We need the real part of $(γ(t), x, y, z) to be negative for t ≥ 0. Looking at (37), to
find t∗ we demand that for t ≥ 0
|x| Im(γ(t)) ≤ z Im([γ(t)]2)+ |y|[1 + Re([γ(t)]2)]. (41)
By using (38) we rewrite the right-hand side of the latter inequality as follows:
2tt∗ (|y| cos θ + z sin θ) + t2
√
y2 + z2 + |y| (1 + t2∗) .
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Thus, it is easy to find that the inequality (41) holds for t ≥ 0 if |x| Im(γ(t)) ≤ 2tt∗ (|y| cos θ + z sin θ). Thus,
in our computations we fix
t∗ =
|x| sin θ
2(|y| cos θ + z sin θ) . (42)
To find approximation of the integrals in (39), (40) we will use the Clenshaw–Curtis quadrature [8]. First
we give an outline of the method emphasizing the possibility of effective application of the quadrature using
FFT. Consider the integral ∫ 1
−1
f(t) dt (43)
for some function f : [−1, 1] 7→ R. Expand the function f into the series of Chebyshev polynomials:
f(t) =
∞∑
k=0
kck Tk(t), (44)
where 0 = 1/2, k = 1, k ≥ 1, Tk(t) = cos(k arccos(t)). Then, it can be found that∫ 1
−1
f(t) dt = c0 + 2
∞∑
k=1
c2k
1− (2k)2 = d0 + 2
∞∑
k=1
dk
1− (2k)2 , (45)
where we define dk = c2k, k = 0, 1, 2, ... In view of the definition Tk(t), the change t = cos(τ) in (44) and the
orthogonality of the cosines in L2(0, pi) lead us to
dk =
2
pi
∫ pi
0
f(cos τ) cos(2kτ) dτ.
Let us now fix a sufficiently large, even integer N and use the trapezoidal rule to approximate the latter
integral:
dk ≈ δk = 2
N
[
f(1)
2
+
f(−1)
2
+
N−1∑
n=1
f(cos(npi/N)) cos(2pink/N)
]
. (46)
It is easy to note that (46) expresses δk through the discrete Fourier transform that maps one vector of length
N (say, u) to another one (say, U) via Uk,N =
∑N−1
n=0 une
−i2pikn/N . We write U = F(u) or, equivalently, in
the matrix notation U = Fu, where F = [φαβ ]
N
α,β=1, φαβ = e
−2pi i(α−1)(β−1)/N . Then, we have
δ = (δ0, δ1, ..., δN−1)T =
2
N
Re{F }f∗, (47)
where f∗ = ([f(1) + f(−1)]/2, f(t1,N ), ..., f(tN−1,N ))T, tk,N = cos kpi/N are extrema of TN (t).
We note that δN
2 +`
= δN
2 −`, ` = 1, 2, ..., N/2− 1, and define the vector κ = (1, κ1, ..., κN−1)
T, such that
κn = 1/
(
1−4n2) for n = 1, 2, ..., N/2 and κn = 1/(1−4(N −n)2) for n = N/2 + 1, N/2 + 2, ..., N −1. Then,
in view of (45), (46) and (47) we can write
∫ 1
−1
f(t) dt ≈ δ0 + 2
N/2∑
k=1
δk
1− 4k2 = κ
Tδ =
2
N
κT Re{F }f∗ = 2
N
(
Re{F }κ)Tf∗,
where we use the fact that Re{F } is symmetric. Finally, we find∫ 1
−1
f(t) dt ≈ vTf∗ = wTf , (48)
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where v = 2N Re{F }κ = 2N Re{F(κ)} and the second equality is the usual form of a quadrature with
weights w = (2−1v0, v1, ..., vN−1, 2−1v0)T and values of the integrand f =
(
f(t0,N ), f(t1,N ), ..., f(tN,N )
)T
.
The weights v and w can be effectively computed using FFT. (Applicability of FFT for calculation of weights
of Clenshaw–Curtis quadrature was first pointed out in [20].) So, the quadrature shares the usual excellent
numerical stability of the FFT (see e.g. [30]) and the low cost of implementation.
Further we transform the integrals in (39), (40), where t∗ is defined by (42), to integrals over [−1, 1] of
the type (43) by the following changes of variables∫ t∗
0
q(t) dt =
t∗
2
∫ 1
−1
q
(
t∗(t+ 1)
2
)
dt =
∫ 1
−1
f(t) dt,∫ ∞
0
q(t) dt = 2
∫ 1
−1
(1− t)−2 q
(
t+ 1
1− t
)
dt =
∫ 1
−1
f(t) dt,
(49)
Consider any one of the integrals arising in (39), (40) after the change of variables (49). We introduce the
notation
F˚N (f) = w
Tf (50)
for the approximation obtained through (48). It is easy to note that for y2 +z2 6= 0 the function f in question
is absolutely continuous on [−1, 1] along with all derivatives f (k), k = 1, 2, .... Thus, by Theorem 5.1 [56] for
any integer k > 0 and all sufficiently large N
ρN :=
∣∣∣∣F˚N (f)− ∫ 1−1 f(t) dt
∣∣∣∣ ≤ CN−k, (51)
where the constant C depends on f and k.
We will apply the approximation (50) in a ‘brute force’ manner, increasing N until we are sure that
ρN ≤ ε for the given accuracy ε. The reasons, why one can expect to obtain a relatively effective scheme
in this way, are the guaranteed by (51) convergence of the sequence F˚N = F˚N (f) to its limit value as
N →∞; the insensitivity of Clenshaw–Curtis scheme to rounding errors in the evaluation of the integrand;
low (N log(N)) cost of implementation and simplicity of the integrand. As we shall see in § 6, the suggested
numerical approach works rather well even sufficiently close to the line y = 0, z = 0.
Since the Clenshaw–Curtis quadrature is naturally nested, in order not to waste already computed inte-
grand values when computing the sequence {F˚N}, it is convenient to choose the next step value of N to be a
multiple of the previous one. Hence we will consider F` = F˚2`N0 , ` = 0, 1, 2, ..., for some initial even integer
N0 (in computations, presented in § 6, N0 = 2).
A number of estimates for ρN have been proposed — see [20, 21] and references therein. We shall use
the simple error estimate, demanding convergence of F` as a Cauchy sequence — so that the computation
is stopped at the step ` = `∗ if the last # members of the sequence {F`} are sufficiently close to each other:
max {|F`∗−i+1 − F`∗−j+1| : 1 ≤ i ≤ #, 1 ≤ j ≤ #} ≤ ε. It is known that for rapidly convergent processes
such estimate can be rough, essentially overestimating the error. However, as it is emphasized in [20] the
considerable experience of implementation of the Clenshaw–Curtis scheme confirms that the simple estimate
is very realistic. The conclusion agrees with the observations made in the present work.
In our computations, presented in the next section, # = 3 and we also introduce the reserve coefficient
cr = 10 for the difference of F`∗ and F`∗−1, so that the termination condition is as follows:
max {cr |F`∗ − F`∗−1| , |F`∗ − F`∗−2| , |F`∗−1 − F`∗−2|} ≤ ε. (52)
Further we will denote by IC–Cε (x, y, z) the approximation of I(x, y, z) obtained with the help of (39),
(40), (48), (49), (50) and (52). We also denote by NC–Cε (x, y, z) the total number of evaluations of the
functions under integral signs in (39) or (40), needed to satisfy (52). For z ≤ 0, when we use the expression
(39), NC–Cε (x, y, z) = 2`∗N0 + 1; for z > 0, NC–Cε (x, y, z) =
(
2`
′
∗ + 2`
′′
∗
)
N0 + 2, where `
′
∗ (`
′′
∗) is such that
(52) holds for the first (second) integral in the right-hand side of (40).
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Figure 2: Values of log10
(NC–Cε (x, y, z)) for ε = 10−6 and y = 0 (upper), y = −0.1 (lower).
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Figure 3: Values of log10
(NC–Cε (x, y, z)) for ε = 10−6 and y = 0 (upper), y = −0.1 (lower).
6 Numerical experiments
In this section we present results of numerical testing of the approaches developed in §§ 3, 4 and 5. We
study properties of the approximations of I(x, y, z), with the particular attention to their accuracy and
efficacy. Calculations are performed in the numerical computing environment GNU Octave and double
precision (64-bit) arithmetics (the machine epsilon  is about 2.22 · 10−16).
We start presenting computations of the quantity NC–Cε (x, y, z). Figures 2–4 show in a semi-logarithmic
scale the values of NC–Cε (x, 0, z) and NC–Cε (x,−0.1, z) computed on the grid (x, z) ∈ L(800, [−20, 0]) ×
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Figure 4: Values of log10
(NC–Cε (x, y, z)) for ε = 10−12 and y = 0 (upper), y = −0.1 (lower).
z
Figure 5: Dependence of Im{I(x, y, z)} on z for fixed x = −1, y = 0.
L(800, [−5, 5]) (fig. 2) and (x, z) ∈ L(800, [−20, 0])×L(800, [−0.25, 0.25]) (fig. 3, 4). Here and below L(n, γ)
is the set consisting of n linearly spaced in the interval γ values (including interval’s end-points). The
demanded accuracy of computation ε = 10−6 in fig. 2, 3, and ε = 10−12 in fig. 4.
In our computations we set the limit of 219 + 1 evaluations of integrand for each integral in (39), (40).
The points, where the accuracy is not achieved with the workload (the inequality (52) is not satisfied), can be
easily recognized in the upper part of fig. 4 (the black area located above and close to the x-axis). From the
arguments of § 5 (see, in particular, (37)) it is easy to note that the numerical integration of (39), (40) become
more difficult with the increase of either of the parameters D = x2/(4
√
y2 + z2) or θ ∈ [−pi/4, pi/4] defined
by (38). This happens due to weakening of decay at infinity of the oscillating integrands and naturally
leads to accumulation of round-off errors (this effect is more evident for the higher demanded accuracy
ε = 10−12). We also note the irregularity of I(x, y, z) for large D: fig. 5 shows the highly oscillating, with
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increasing amplitude, behaviour of Im{I(x, 0, z)} as z → +0. (Shown in the figure values are computed as
Im
{
IC–C10−6(x, y, z)
}
.)
However, we should note that the evaluation of IC–Cε (x, y, z) is reasonably quick and effective up to rather
large values of D. For example, the dashed line in fig. 4 corresponds to D = 100 (notably, this is the worst
case θ = pi/4 and the accuracy ε = 10−12 is quite close to ). The case of large D has been investigated
extensively in [7], where various expansions of I∞(x, y, z; y0) (see (5)) are given and algorithms for numerical
evaluation of the function are presented. It is claimed in [7] that the algorithms are applicable and effective
for D > 40, so they are complementary to our approaches.
Of course, to substantiate the arguments above we should check reliability of the test (52). First, for this
purpose we compare IC–Cεi (x, y, z) for ε1 = 10
−6 and ε2 = 10−12 to verify that∣∣IC–Cε1 (x, y, z)− IC–Cε2 (x, y, z)∣∣ ≤ ε1. (53)
The functions IC–Cεi (x, y, z) are evaluated for y = 0, −0.1, −0.25, −0.5 on the grid (x, z) ∈ L(800, [−20, 0])×
L(800, [−0.25, 0.25]). Amidst the checked 2.56 · 106 pairs IC–Cε1 , IC–Cε2 (minus 6854 where one or two of the
values cannot be computed due to the limit on the number of integrand evaluations) the condition (53) is not
satisfied at 8 points (x, z) only. These points correspond to y = −0.1, belong to a vicinity of radius 0.05 of
(x, z) = (−15.92, 0.032) (so D is quite large, about 603.47) and the maximum found value of the expression
in the left-hand side of (53) is approximately equal to 1.85 · 10−6. Hence, these computations confirm that
the criterion of termination (52) is sufficiently reliable.
We can also compare IC–Cε (x, y, z) and the approximation I
R5
ε (x, y, z) introduced in § 4 through an ap-
plication of the RADAU5 solver [22] to find the solution to (10), (19). It is notable that computation of
IR5ε (x, y, z) with ode5r GNU Octave function is rather stable, failing only for large values of D (e.g. it is possi-
ble to compute IR5ε (−1, 0, 0.008) with an accuracy ε better than 10−10). Unfortunately, it is also rather slow,
for example, achieving the accuracy ε = 10−6 by IR5ε (−0.1, 0, 0.01) is about 260 slower than the computation
of IC–C10−6(−0.1, 0, 0.01). Hence, comparison of IC–Cε (x, y, z) and IR5ε (x, y, z) for large sets of (x, y, z) would be
too time-consuming. However, to give an example, we evaluate the difference
∣∣IR5ε1 (x, y, z) − IC–Cε2 (x, y, z)∣∣
for x varying from −10 to 0 with step 0.01 and for fixed y = 0, −0.1; z = 0.1, 0.2. Since the build-in error
estimate in ode5r systematically underestimates |I(x, y, z)− IR5ε (x, y, z)|, we choose ε1 = 10−10, ε2 = 10−6
and find the maximal value of the difference
∣∣IR5ε1 (x, y, z)− IC–Cε2 (x, y, z)∣∣ to be about 1.58 · 10−7.
Now we compare the two schemes developed in §§ 4, 5 and check the error estimate (36). For these
purposes we numerically test the inequality∣∣∣IC–Cε (x, y, z)− IˆL–LM (x, y, z)∣∣∣ ≤ max{εL–LM (x, y, z), ε} (54)
for y = 0, −0.1, −0.25, −0.5, M = 50, 100, and ε = 10−12. The functions are evaluated on the grid
(x, z) ∈ L(400, [−10, 0]) × L(400, [−5, 5]). Amidst the checked 1.28 · 106 pairs IC–Cε , IˆL–LM corresponding to
different values of (x, y, z) and M we found 3145 such that (54) does not hold. All these cases correspond
to y = 0 and occur near the x-axis, for z > 0 and D > 49. Besides, all the cases of violation of (54) occur
for large values of the error estimate εL–LM (bigger than 1.15 in our computations). Thus, since we have
already got evidence that the test (52) is trustworthy, we can claim that the estimate εL–LM is fairly adequate
and properly overestimates the error
∣∣I(x, y, z) − IˆL–LM (x, y, z)∣∣ providing the accuracy of approximation is
demanded to be sufficiently high (as it is typical in practice).
Fig. 6 shows dependence of εL–LM (x, y, z) on (x, z) for fixed values y = 0, −0.1, −0.25, M = 50, 100, in a
semi-logarithmic scale. It is interesting to compare the picture with fig. 7 showing
max
{
−12,min
{
0, log10
(∣∣∣IC–C10−12(x, y, z)− IˆL–LM (x, y, z)∣∣∣)}} .
The values in fig. 6 and 7 are computed on the grid (x, z) ∈ L(400, [−10, 0])×L(400, [−5, 5]). It is important
to note that unlike the standard Levin’s collocation, our scheme, based on barycentric Lagrange interpolation,
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xz
Figure 6: Computation of min
{
0, log10(ε
L–L
M )
}
as a function of (x, z) for three fixed values y = 0, −0.1,
−0.25 (from top to bottom) and for M = 50 (left column), 100 (right column). The dashed line is locus of
equation x = −2√2z (Kelvin angle).
demonstrates numerical stability, its quality increases with growth of M in the representation (27) and it can
be applied for M ’s equal to hundreds and thousands. For example, IˆL–L1000(−1, 0, 0.005) provides approximation
of I with an accuracy better than 10−12. Besides, we have rather satisfactory results for subsets of the domain
between the x-axis and the dashed line in fig. 6, 7 — in the presence of critical points of the oscillating
integrand in (6). The situation of the presence of critical points is usually avoided in applications of Levin’s
collocation scheme.
We present some information on the speed of the considered algorithms. To be definitive we state that
the computer in use has a 3.4 GHz Intel Core i5 CPU and 8 Gb of RAM. Then, the evaluation time of
IˆL–LM (x, y, z) is about 1.25 ·10−3 sec. for M = 50, 2.5 ·10−3 sec. for M = 100, 9 ·10−3 sec. for M = 200. Time
of evaluation of IC–Cε (x, y, z) depends on the number of integrands evaluations in (39), (40), needed to achieve
the accuracy ε; the time is about 10−2 when log10NC–Cε ≈ 4.2 and about 2.5 · 10−3 when log10NC–Cε ≈ 2.4
(see Figures 2–4).
The experience of computations shows that the procedures IˆL–LM (x, y, z) and I
C–C
ε (x, y, z) spend com-
parable time to provide an approximation of I(x, y, z) with the given accuracy ε. It can be observed that
the algorithm based on Levin’s ODE and barycentric Lagrange interpolation is considerably faster than the
counterpart when the value of M , needed to achieve the given accuracy, is small. The situation of small M is,
in particular, typical for large |y|; for instance, we need M = 20 for x = −1, y = −1, z = 0.1, ε = 10−12 and
IˆL–LM (x, y, z) is more than 3 times faster. However, unlike the algorithm based on Clenshaw–Curtis quadra-
ture — designed to provide the result with the demanded accuracy — in the algorithm based on Levin’s
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Figure 7: Computation of max
{
−12,min
{
0, log10
(∣∣IC–C10−12(x, y, z)− IˆL–LM (x, y, z)∣∣)}} as a function of (x, z)
for three fixed values y = 0, −0.1, −0.25 (from top to bottom) and for M = 50 (left column), 100 (right
column). The dashed line is locus of equation x = −2√2z (Kelvin angle).
ODE and Lagrange interpolation the number M guaranteeing the accuracy ε is not known a-priori. However,
fig. 6 and 7 show that the approximation error by IˆL–LM (x, y, z) is quite regular and predictable. Consider a
fixed ε and test IL–LM (x, y, z) against I
C–C
ε/2 (x, y, z) for a grid of (x, y, z). For each point (x, y, z) of the grid
we find minimal Mε(x, y, z) guaranteeing that
∣∣IC–Cε/2 (x, y, z)− IˆL–LM (x, y, z)∣∣ ≤ ε/2. (This should be a rather
trivial but time-consuming operation.) Suppose that a simple majorizing function Mε(x, y, z) ≥Mε(x, y, z)
is proposed, then we could use IˆL–LMε(x,y,z)(x, y, z) to provide the result with the given accuracy ε. However,
such study is beyond of our scope in the present paper.
Along with the convenience to provide the approximation of I(x, y, z) with the given accuracy, another
advantage of the algorithm based on the Clenshaw–Curtis quadrature is its ability to work rather well
(naturally, becoming slower) for large D and θ close to pi/4. As fig. 3, 4 show, for reasonable accuracy, say,
ε = 10−6−10−7 — not allowing the limitations of the double-float arithmetics to manifest themselves — the
values of D can be very large (on the standards of [7]). To give an example, we stay within the limit of
219 + 1 evaluations of each integrand in (40) when computing IC–C10−7
(
x, 0, 10−6
)
for x varying from −1 to 0
with the step 10−5. (Note that D(−1, 0, 10−6) is as large as 2.5 · 105.)
Finally, we can conclude that both procedures IC–Cε (x, y, z) and Iˆ
L–L
M (x, y, z) are sufficiently fast and
reliable. These algorithms are complementary to those of [7], developed for large D. The algorithm based on
Clenshaw–Curtis quadrature is rather universal, provides results with the given accuracy and is applicable
for very large values of D. The algorithm based on Levin’s ODE and the barycentric Lagrange interpolation
has advantages when the number M needed for achieving a given accuracy ε is sufficiently small.
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z
y −0.5 −0.1 −0.01 0
0.5 −0.3132089735 −0.4347821474 −0.4093149760 −0.4039184710
0.1 −0.4288349681 −1.0716691716 −2.1157417380 −2.5160949098
0.01 −0.4349760923 −0.9188289512 −0.7896492217 3.6856412628
Table 1: Benchmark values of I∞(x, y, z) defined by (5) for x = −1 and a variety of (y, z).
7 Computation of derivatives of I(x, y, z)
In this section we consider application of the suggested methods to computation of derivatives of I(x, y, z)
and show that the generalization is rather straightforward. Let us introduce a vector ` = (`1, `2, `3)
T and
consider
J(`,x) := ∇I(x, y, z) · ` =
∫ ∞
0
$(t, `1, `2, `3)e
$(t,x,y,z) dt, (55)
where the function $ is defined by (6).
First, we note that in view of smoothness and polynomial behaviour at infinity of the function $(t, `)
the scheme of § 5 can be used for evaluation of J(`,x) without any amendments or restrictions.
Consider now application of the scheme developed in § 3, 4 to computation of (55). Similarly to (7) we
write
J(`,x) =
∫ 1
0
$∗(τ, `)
e$∗(τ,x)
(1− τ)2 dt,
where again $∗(τ,x) = $(τ/(1− τ),x). Then we use (8) and find that
J(`,x) =
Ψ`,x(τ)
(1− τ)2 e
$∗(τ,x)
∣∣∣τ=1
τ=0
, (56)
if for the given ` and x the function Ψ`,x(τ) satisfies the equation
Ψ′`,x(τ) +
2 Ψ`,x(τ)
1− τ + ∂τ$∗(τ,x) Ψ`,x(τ) = $∗(τ, `).
Since $∗(τ, `) = O((1 − τ)−2) as τ → 1, it is convenient to define Ψ`,x(τ) = (1 − τ) Φ`,x(τ). Then,
Φ`,x(τ) satisfies the following differential equation
(1− τ)3 Φ′`,x(τ) +
[
(1− τ)2 + σ(τ,x)]Φ`,x(τ) = $◦(τ, `), (57)
where σ is defined by (9) and $◦(τ, `) = (1− τ)2$∗(τ, `).
Analogously to (12), (14), assuming y < 0 we can find the bounded on [0, 1] solution of (57)
Φ`,x(τ) = (τ − 1)eΛ(τ,x)
∫ 1
τ
$◦(τ, `)e−Λ(θ,x)
(θ − 1)4 dθ,
where Λ(τ,x) is defined by (13). We write
Φ`,x(τ) = (τ − 1)eΛ(τ,x)
∫ 1
τ
e
− γ2
(θ−1)2−
γ1
θ−1−γ0
(θ − 1)4 [c
∗
0(`) + %(θ, `,x)] dθ,
where c∗0(`) = $◦(1, `) = `2 + i`3 and for θ ∈ [0, 1], |%(θ, `,x)| ≤ C∗(`,x)|θ − 1|, C∗(`,x) is constant in θ.
Thus, we find
Φ`,x(τ) = (τ − 1)eΛ(τ,x)
{
c∗0(`)L
∗
0(τ,x) + Lˇ(τ, `,x)
}
, where (58)
L∗0(τ,x) =
∫ 1
τ
(θ − 1)−4e−
γ2
(θ−1)2−
γ1
θ−1−γ0 dθ, Lˇ(τ, `,x) =
∫ 1
τ
%(θ, `,x)
(θ − 1)4 e
− γ2
(θ−1)2−
γ1
θ−1−γ0 dθ.
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Further we obtain (cf. (17))
L∗0(τ,x) =
√
pi
8γ
5/2
2
(γ21 + 2γ2)e
−γ0+ γ
2
1
4γ2 erfc
( √
γ2
1− τ −
γ1
2
√
γ2
)
+
1
4γ22
e
− γ2
(τ−1)2−
γ1
τ−1−γ0
(
γ1 +
2γ2
1− τ
)
. (59)
Define the function
λ(τ, y) =
√
pi
4|y|3/2 (1 + 2|y|)e
|y| erfc
(√|y|τ
1− τ
)
+
1
2|y|e
y
(τ−1)2 +
2y
τ−1
(
1 +
1
1− τ
)
(60)
(the expression is obtained by replacing γ0, γ1, γ2 by by their real parts in the right-hand side of (59)).
Then, for τ ≤ 1 we find |Lˇ(τ, `,x)| ≤ C∗(`,x)(1 − τ)λ(τ, y) and, thus, in view of (60) and [1, 7.1.23], we
have as τ → 1− 0: ∣∣∣(τ − 1)eΛ(τ,x) Lˇ(τ, `,x)∣∣∣ = O(τ − 1). (61)
Using (58), (59), (61), and [1, 7.1.23] we obtain the representation
Φ`,x(τ) = Φ`,x(1) +O(τ − 1), where
Φ`,x(1) := lim
τ→1−0
Φ`,x(τ) =
`2 + i`3
2(y + iz)
. (62)
Finally, for y < 0 by (56) we have J(`,x) = −Φ`,x(0)ey+ix. The numerical solution to (57), (62) can be
sought using the scheme described in § 4. When we seek the approximation of Φ`,x(τ) in the form (27) we
can define the first term of the expansion as follows:
φˆ`,x(τ) = c
∗
0(`)(τ − 1)e
γ2
(τ−1)2 +
γ1
τ−1+γ0 L∗0(τ,x)
(see (58)). It is also straightforward to compute Lφˆ`,x(τ) analogously to (30).
8 Conclusion
In this paper we deal with the problem of evaluation of the Green’s function for the classical linear
ship-wave problem describing forward motion of bodies in unbounded heavy fluid having a free surface. Of
interest for us is the wavelike (often referred to as ‘single integral’) term I∞(x, y, z) which represents the
dominating in the far-field, oscillatory part of Green’s function. The integral I∞(x, y, z) is expressed (5) in
terms of the integral I(x, y, z). Our purpose is to elaborate accurate and fast computation techniques to
approximate I(x, y, z) and its derivatives. At that, the main difficulty is due to the presence in the integrand
of two oscillating factors of different nature and the infinite interval of integration. The oscillating integrand
can have stationary points and there is a difficult limiting case — the track of the source moving in the free
surface is a line of essential singularities of the considered integral.
First, by using the ideas of Levin [33, 34] we reduce evaluation of the integral to solution of an ordinary
differential equation on the interval [0, 1]. We prove that the equation has one bounded solution, whose value
at the right end of the interval is known, while the value at the left end, up to a known factor, coincides
with the sought value of I(x, y, z). To find the solution of the differential equation numerically we develop
an algorithm based on usage of Lagrange interpolating polynomial in a barycentric form and collocation
of the equation on a set of Chebyshev points. Another representation of the solution to the differential
equation consists of the polynomial and a term arising from an asymptotic analysis. An estimate for the
residual of solution is suggested and numerically tested to demonstrate its reliability. It is notable that,
unlike the standard Levin’s collocation based on expansion in Chebyshev polynomials, the suggested scheme
demonstrates numerical stability.
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Secondly, we develop an alternative numerical algorithm based on the Clenshaw–Curtis quadrature [8]
and involving transformation of the integral path using the steepest descent method. The advantages of
the quadrature rule are its fast convergence, simple and effective computation of weights (even for very
large number of nodes), excellent numerical stability. Relying upon the properties and taking into account
the simplicity of the integrand, we suggest to apply the quadrature in ‘brute force’ manner, increasing the
number of its nodes (doubled at each step) until some last values of the sequence of approximations become
closer to each other with the given tolerance.
These two alternative methods are tested numerically and compared for a wide variety of parameters,
with special attention to the accuracy and efficacy. The experiments show that both algorithms are reliable,
compatible in speed and much faster than standard solvers being applied to the Levin’s differential equation.
The algorithm based on Levin’s equation and barycentric Lagrange interpolation is somewhat faster when
the order of interpolating polynomial, needed for achieving the given accuracy, is small. At the same time,
the algorithm based on the Clenshaw–Curtis quadrature is more convenient to evaluate I(x, y, z) to the given
accuracy and the algorithm works better in the most difficult for the numerical integration zone near the
track of the source moving close to the free surface.
Finally, in the present work we discuss application of the suggested methods to computation of derivatives
of I(x, y, z) and show that their generalization is rather straightforward.
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