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 1．はじめに
 統計数理研究所では，統計科学に関する幅広い研究が行われている．その中で，数値的最適
化に関する研究も活発に行われ，その水準は世界的にトップレベルである．数値的最適化では，
工学，理学，医学，経済学等の諸分野に現れる最適化についての問題を解決するために，問題
の数値モデル化，モデルの解析，モデルの解法，解析結果の現実問題への適用等について研究
を行う．
 最も基本的でかつ重要な最適化問題は，線形計画問題である．線形計画問題は，線形の等式
と不等式で表現される制約条件をみたす実行可能解の申で，線形の目的関数を最大にする解を
求める問題である．最近の計算機能力の飛躍的な向上と高速なアルゴリズムの開発により，大
規模な線形計画問題を解くことが可能となっている．Lustig et a1．（1992）は，20万以上の変
数と10万以上の制約式を持つ例題を新しい解法（内点法）により解いた結果を報告した．線形
計画問題は，非線形計画問題，組み合わせ最適化問題，確率計画問題などの一般的な最適化問
題を解く上での基礎となる問題である．一般的な問題を解くために，より大規模な線形計画問
題をより高速に解くアルゴリズムの開発が望まれている．
 線形計画問題の解法としては，Dantzigが1940年代に開発したシンプレックス法が従来から
使われていた．シンプレックス法は，小さな問題からある程度大きな問題まで幅広く効率よく
解くアルゴリズムである．これに対して，Khachiyan（1979）の提案した楕円体法は，理論的に
多項式オーダであるが，実用的なアルゴリズムではない．Kamarkar（1984）は，理論的に多
項式オーダであり，大規模な線形計画問題をシンプレックス法よりも高速に解くアルゴリズム
を発表した．彼の発表したアルゴリズムとそれ以後に開発された多くのアルゴリズムは，線形
計画問題の実行可能領域の内部に点列を生成するという共通の特徴を持っところから，内点法
と呼ばれている．Lustig et a1．（1992）は，シンプレックス法に基づくソフトウェア（CPLEX，
OSL）では解けないような大規模なスケジューリング問題も内点法（OB1）により解けるとい
う数値実験結果を報告した．Karmarkarの発表以後，数値的最適化の分野において内点法の研
究が爆発的に行われ，1，300通以上の研究論文が発表されている（Kranich（1991）参照）．内点
法をある程度まとめた文献として，Go1dfarb and Todd（1989），Kojima et a1．（1991a），水野
（1989．1992），Todd（1989）等がある．
 私は，ここ5年間ほど主に内点法に関する研究を行っている．2章では，この間に提案した新
しいアルゴリズムについて紹介する．つぎに3章で実用的なアルゴリズムの理論的解析に関す
る研究を紹介する．ここでは，初期内点を必要としない外点アルゴリズムの収束性に関する研
究結果をまとめる．最後に4章でその他の研究を簡単に紹介する．
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 2．新しいアルゴリズムの開発
 Kamarkar（1984）の提案したアルゴリズムは，線形計画問題の主問題を解く内点法である．
すべての線形計画問題には，その問題（主問題と呼ばれる）と密接な関係にある問題（双対問
題と呼ばれる）が存在する．主問題と双対問題を同時に解く問題は，目的関数のない相補性問題
と同値である．従来，’主問題と双対問題を同時に解くには，大きな（約2倍の）サイズの問題を
解かなければならないと考えられていた．Kojima et a1．（1989b）は，Megiddo（1989）による
解析結果をもとに，線形計画問題の主問題と双対問題の組を同時に解くアルゴリズムを提案し，
一反復ごとに必要な計算量が主問題のみを解くときと同等であることを示した．さらに，問題
を解くのに必要な反復回数が高々0（m工）で抑えられる（ある正の数。が存在し，任意の線形計
画問題をこのアルゴリズムで解くとき，反復回数が必ずCm工以下である）ことを証明した．こ
こで，mは問題の変数の数を表し，工は問題のサイズ（問題を計算機に記述するのに必要なビッ
ト数）を表す．主問題と双対問題を同時に解く内点法は，主双対内点アルゴリズムと呼ばれる．
ほぼ同時期に，Tanabe（1987a，1987b）も主双対内点アルゴリズムを提案した．これらの発表の
後，主双対内点アルゴリズムの研究が活発に行われ，多くの計算実験結果も報告されている．現
在普及している線形計画問題のソフトウェアは，ほとんど主双対内点アルゴリズムを含んでい
る．
 Kojima et a1．（1989c）は，理論的に計算複雑度の低い主双対内点アルゴリズムを発表した．
その反復回数の上界は0（〃L）であり，Kojima et a1．（1989b）で提案した方法よりオーダが
〃小さい．0（〃L）反復で主問題を解く内点アルゴリズムは，Renegar（1988）によりはじめ
て提案されたが，現在までに反復回数が0（〃L）より少ない内点法は発見されていない．
 Mizupo et aL（1989）は，上記のふたつの論文で提案された主双対内点アルゴリズムをもと
にプログラミングを行い，いくつかの計算実験を行った．その結果，先に提案したアルゴリズ
ムの方が，理論的な計算複雑度は悪いにもかかわらず，後に提案したアルゴリズムよりもより
速く例題を解くことが明らかになった．このような結果となった理由は，前者のアルゴリズム
が実際には理論的に最悪な場合よりも効率よくほとんどの例題を解くのに対して，後者のアル
ゴリズムがどの例題を解くのにも理論的な評価と同じ計算量を必要としたからである．このよ
うに内点法のアルゴリズムでは，しばしば理論と実際の計算効率に逆転現象がみられる．
 上記の主双対内点アルゴリズムは，線形計画問題の実行可能領域の内部に存在するセンター
パスを数値的に追跡する．従って，これらのアルゴリズムを実行するには，初期点としてセン
ターパスに近い点を必要とする．Mizuno（1992a）は，パス追跡アルゴリズムを一般的にした点
列追跡アルゴリズムを提案した．このアルゴリズムにより，任意の実行可能内点を初期点とし
て，線形計画問題を0（〃L）反復で解くことが可能となった．
 一方，Kojima et a1．（1991b）は，ポテンシャル関数を減少させながら問題を解くアルゴリズ
ムを提案し，その計算複雑度が多項式オーダ（0（〃L）反復）であることを示した．ポテン
シャル関数を使うメリットは，ステップサイズを定めるときに一次元探索が使えることである．
一次元探索を使うことにより，理論的に評価される反復回数ほどには，現実問題を実際に解く
ときに必要としないと期待できる．
 Mizuno et a1．（1993b）は，プレディクタ・コレクタ法を提案した．この方法は，センターパ
スを追跡する方法の一つである．センターパスを含む大小2つの近傍を定義し，ブレディクタ
ステップで小さな近傍に含まれる点から目的関数値（双対ギャップ）を減少させる方向に大き
な近傍からでないように最も長いステップサイズをとり，つぎにコIレクタステップで小さな近
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傍に戻るという操作を繰り返すアルゴリズムである．ある条件を仮定すると，このアルゴリズ
ムの必要とする反復回数が0（1n（m）工）となることも証明した．Ye et a1．（1993）とMehrotra
（1993）は，このプレディクタ・コレクタ法が局所的に2次収束することを示した．
 3．実用的内点法の理論的解析
 内点法は，理論的に優れた収束性を持つアルゴリズムである．しかし，内点アルゴリズムを
使い実際に例題を解く際に，いくつかの問題点が生じる．最も大きな問題点は，初期点として
実行可能内点を必要とすることである．与えられた一つの例題の実行可能内点を求めることは，
特殊な場合を除くと，その例題の最適解を求めることと同程度に難しい．この問題点は，理論
的には人工問題を使うことにより解決できる．すなわち，明らかな実行可能内点をもち，その
問題を解くことで与えられた例題を解くことができるような人工問題が存在する．しかし，人
工問題を使うと問題の規模が少し大きくなり，大きな人工的な係数を使うために計算効率が悪
くなる，あるいは計算誤差が大きくなるという欠点がある．Lustig（1991），Lustiget a1、（1991）
は，実行可能とは限らない内点を初期点として元の問題に主双対内点アルゴリズムを実行する
と，実行可能内点を持つ人工問題を解くときに比べ，はるかに計算量が少ないことを発見した．
同時期に田辺（1989）も同様なアルゴリズムを提案した．これらのアルゴリズムは，主双対外点
アルゴリズム（prima1－dua1infeasib1e－interior－point a1gorithms）と呼ばれる．
 主双対外点アルゴリズムがはじめに提案された時点では，その収束性は明らかにされていな
かった．内点アルゴリズムと外点アルゴリズムは，実用面からみると初期点が実行可能である
かどうかという違いだけであるが，理論的に決定的な相違がある．線形計画問題は，主問題と
双対問題が実行可能解を持つならば両方の問題に必ず最適解が存在する（双対定理）．したがっ
て，主双対内点アルゴリズムでは，暗黙の内に最適解が存在することを仮定している．言い替
えれば，最適解を持つ人工問題を解く．それに対して，主双対外点アルゴリズムは，最適解を
持つかどうか前もってわからない元の問題を直接解く．
 Kojimaeta1．（1993a）は，主双対外点アルゴリズムの収束性をはじめて証明した．すなわち，
主双対外点アルゴリズムにおいて，実行不能量の減少率が双対ギャップの減少率より小さくな
らないようにステップサイズをコントロールすれば，有限回の反復において線形計画問題の最
適解が得られる，あるいはその問題に最適解が存在しないことが判明することを証明した．残
念ながら，このときの反復回数の上界は，多項式オーダではなかった．Zhang（1992）は，線形
計画問題に最適解が存在するならば，初期点をその最適解と同程度の大きさに取ることにより，
主双対外点アルゴリズムが最適解を0（m2工）の反復で求めることを明らかにした．この反復回
数の上界は，内点アルゴリズムの場合の0（〃L）と比較するとかなり大きな値である．
 Mizuno（1992b）は，最適解の存在が不明の場合にも0（m2工）回の反復で主双対外点アルゴ
リズムにより線形計画問題が解けることを示した．同時に，Mizuno eta1．（1993b）で提案され
たプレディクタ・コレクタ法を使うことにより，0（m工）反復の主双対外点アルゴリズムを開発
した．Mizmo eta11（1992a）は，新しいポテンシャル関数を導入し，ステップサイズをその関
数の一次元探索により定める主双対外点アルゴリズムを提案し，0（m工）の反復回数で問題を
解くことを示レた．Mizuno and Jarre（1993）は，ニュートン法と凸集合への射影を組み合わ
せた新しいタイプの外点アルゴリズムを提案した．Mizmoeta1．（1992b）は，人工問題を解く
内点アルゴリズムをある種の特別な外点アルゴリズムとみなすことができることを示した．
 上記の主双対外点アルゴリズムでは，反復回数を理論的に多項式オーダに抑えるために大き
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な初期点を必要とする．すなわち，前もって最適解の大きさがわからないので，最適解と同程
度の初期点をとるために，余裕を持って十分大きな初期点を使わなければならない．Kojima et
al．（1993c）は，内点アルゴリズムにおいて，この問題を解決した．すなわち，比較的小さなパ
ラメータ値を使用した内点を初期点としてアルゴリズムを実行し，その実行申に最適解の大き
さを判断し，状況に応じてパラメータ値を変化させる方法を提案した．
 Ye et a1．（1992）では，与えられた線形計画問題と等価である同時系の自己双対問題を提案
した．この自己双対問題は，明らかな初期内点を持ち，任意の主双対内点アルゴリズムにより
解くことが可能である．このアプローチは，人工問題を作成する方法の1っとみなすこともで
きるが，大きな係数あるいは大きな初期点を必要としないことが大きな特徴である．
 4．さまざまな研究結果
 Karmarkar（1984）の発表以後，内点法は主として線形計画問題の解法として研究された．し
かし，内点法の考え方自体は，それ以前より一般の最適化問題の解法として存在していた
（Fiacco andMcCormick（1968））．しかし，アルゴリズムの理論的な収束性は，Karmarkar以
後に明らかにされた．Kojimaeta1．（1989c）は，内点アルゴリズムが非負定値行列で定義され
た線形相補性問題を線形計画問題と同様の計算量で解くことを示した．Kojima et a1．（1989a，
1990．1993b）は，より一般の相補性問題を内点法で解くための基礎的な研究を行った．
 また一方，ネットワーク問題等の線形計画問題を内点アルゴリズムで解くときには，初期点
の計算，探索方向を求める線形方程式の解法，収束判定などにおいて，その問題の特別な性質
を利用することができる．Mizmo and Masuzawa（1989）とMasuzawa et a1．（1990）は，そ
れぞれ輸送問題と最小費用流問題を内点アルゴリズムで解く場合の計算上の工夫を提案し，必
要とされる計算量を求めた．また，Mizunoeta1．（1993a）は，ある種のネットワーク問題にお
いて，内点法で得られる近似解から真の最適解を求める方法を提案した．
 内点法の各反復では，m変数の線形方程式を解く．内点法では，この方程式を解くところに最
も多くの計算量を必要とする．一般にこの線形方程式を解くには0（m3）の計算量を必要とす
る．従って，0（m工）と0（〃L）反復の内点法は，全体としてそれぞれ0（m4工）と0（m3．5L）の
計算量を必要とする．しかし，内点法の反復ごとに新しい線形方程式を解く代わりに，逆行列
を部分的に更新することにより，理論的に計算量を減少させることができる．Mizuno（1990）
は，点列追跡法の全体の計算量を0（m3工）に減少させることができることを示した．さらに，
Mizuno（1991）は，一次元探索を使う0（m工）反復のポテンシャル減少法に逆行列の部分的更
新を使うことにより，全体の計算量が0（m3工）となることを示した．
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   In this note，I introduce my recent reseach．I have main1y worked on interior－point
methods for so1ving1inear programming and comp1ementarity prob1ems for these five
years．・I show severa1new interior－point a1gorithms which I and／or my co－workers have
proposed．Most of the a1gorithms require on1y po1ynomia1－time to so1ve1inear program－
ming prob1ems．Especia11y I exp1ain the detai1of very recent theoretica1resu1ts on
prima1－dua1infeasibIe－interior－point a1gorithms，which are very e冊。ient in practice．
Key words：Numerica1optimization，1inear programming，1inear complementarity problems，
interior－point methods，dua1problem．
