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Bose-Einstein Kondensate in einem einzelnen Doppelmuldenpotential
In der vorliegenden Arbeit werden die experimentelle Realisierung eines einzelnen
bosonischen Josephsonkontaktes beschrieben und die damit durchgefu¨hrten Unter-
suchungen diskutiert. Um diesen neuartigen Josephsonkontakt zu erzeugen, wird ein
87-Rubidium Bose-Einstein Kondensat in einem Doppelmuldenpotential in zwei Ma-
teriewellenpackete zerteilt, welche durch das quantenmechanische Tunneln der Atome
durch die Barriere miteinander koha¨rent gekoppelt sind. Der Zustand des Systems la¨sst
sich mit Hilfe zweier dynamischer Variablen charakterisieren, dem Besetzungszahlun-
terschied der beiden Mulden und dem Phasenunterschied zwischen ihnen. Die Unter-
suchung des dynamischen Verhaltens des Josephsonkontaktes zeigt, dass zwei deutlich
voneinander getrennte Regime existieren, das Plasma-Oszillations Regime, in welchem
Teilchen aus einer Mulde in die andere und wieder zuru¨ck tunneln, und das Self Trap-
ping Regime, in welchem die Tunneldynamik eingefroren zu sein scheint. Des Weiteren
wird das Verhalten dieses Josephsonkontaktes bei verschiedenen Temperaturen be-
trachtet. Es zeigt sich, dass die relative Phase zwischen den zwei Materiewellen-
paketen in Steady State nicht konstant Null ist, sondern je nach Temperatur und
Tunnelkopplung Fluktuationen unterliegt. Durch das Messen der Fluktuationen bei
der gleichzeitigen Kenntnis der Tunnelkopplung la¨sst sich die Temperatur der atomaren
Wolke bestimmen. Damit ist ein neues Verfahren zur Temperaturmessung realisiert,
welches auch in einem Temperaturbereich eingesetzt werden kann, in der herko¨mmliche
Methoden keine sinnvollen Resultate liefern.
Bose-Einstein Condensates in a Single Double Well Potential
The subject of this work is the experimental implementation of a single bosonic Joseph-
son junction and the discussion of the performed investigations. To generate this new
kind of Josephson junction a 87-Rubidium Bose-Einstein condensate is split in a dou-
ble well potential into two matter wave packets, which are coupled coherently to each
other via quantum mechanical tunneling of atoms through the barrier. The state of the
system can be described by two dynamical variables, the population imbalance of the
two wells and their phase diﬀerence. The investigation of the dynamical response of the
Josephson junction shows, that two dynamical regimes can be identiﬁed, the plasma
oscillation regime, where atoms tunnel back and forth between the wells, and the self
trapping regime, where no tunneling is found. Furthermore, the investigation at ﬁnite
temperature reveals, that the relative phase in steady state is not locked to zero but
ﬂuctuates according to its temperature and the tunneling coupling. By measuring the
ﬂuctuations and calculating the tunneling coupling it is possible to deduce the temper-
ature of the atomic cloud. With this a new method for thermometry is realized, which
also works in a regime, where the standard methods can not be applied.
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1 Introduction
Quantum mechanics as one of the foundations of modern physics naturally incorporates
the fascinating wave nature of massive particles. The existence of these matter waves was
postulated in 1924 by de Broglie [1] and experimentally demonstrated in 1927 by Davisson
and Germer [2]. The interference of matter waves, in analogy to the interference of photons,
has been and still is the basis of many fundamental tests of quantum mechanics. But the
interference of massive particles is not only interesting from a fundamental point of view, but
with this technique also a wide rage of applications became accessible, in particular for high
precision measurements.
The application of ultracold atoms for interferometry can provide due to their short wave
length (compared to electrons and neutrons) a high degree of accuracy. The ﬁrst signals of
atom interferometers were observed in 1991 in several groups [3, 4, 5, 6]. In the early atom
interferometers a beam of cold atoms or molecules was used and the interference patterns
were build up point after point, due to the interference of every particle with itself.
A completely diﬀerent situation is encountered with Bose-Einstein condensates. The
possibility of condensing massive bosonic particles into a single quantum mechanical state
was predicted by A. Einstein in 1924 [7] based on a work of S. N. Bose on the statistical
properties of photons [8]. The ﬁrst experimental observation of Bose-Einstein condensation
in 1995 [9, 10, 11] was made possible by the development of novel cooling techniques (laser
cooling and evaporative cooling) of dilute vapors of neutral atoms.
As in Bose-Einstein condensates all particles occupy the same quantum mechanical state,
they are coherent sources of matter waves in analogy to a laser for light. The interference
of these coherent matter waves can be directly achieved by merging two wave packets which
were initially separated in a double well trap. The ﬁrst observation of the interference of two
independent Bose-Einstein condensates in 1997 [12] was followed by extensive theoretical but
also experimental investigations.
Due to the high coherence of Bose-Einstein condensates, they are naturally suited as high
precision sensors. Such a sensor is e.g. realized by trapping two Bose-Einstein condensates in
a double well potential and investigating the evolution of the relative phase in the presence
of external perturbations. However, if the two Bose-Einstein condensates are decoupled from
each other, already small perturbations lead to the loss of the coherence between them, due
to their extremely low energies, making their application diﬃcult. By realizing a tunable
coupling between the two Bose-Einstein condensates, the sensitivity to such external pertur-
bations can be made adjustable over a wide range. This is the case, if the two Bose-Einstein
condensate are not separated completely but there is a ﬁnite probability of particles tunnel-
ing from one to the other well. With this, a coherent coupling is implemented and results
in an additional energy scale, which is easily tunable over a wide range. By adjusting this
energy to be comparable to the external energy scales, e.g. to the thermal energy scale of
the background gas, the phase diﬀerence between the two Bose-Einstein condensates will be
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sensitive to the external perturbations. By monitoring the evolution of the relative phase or
its ﬂuctuations, the external perturbation can be investigated with high accuracy.
Josephson junctions
Furthermore, the coherent coupling of two macroscopic matter waves gives rise to fundamen-
tally new eﬀects, which rely on the tunneling of massive particles between the two macroscopic
matter waves. This fact has been conceived by the Nobel laureate Brian D. Josephson in 1962
[13], when he predicted the counterintuitive eﬀect that a direct current can ﬂow between two
superconductors, which are connected via a very thin insulating layer, although no external
voltage is present (DC Josephson eﬀect). Furthermore, if an external voltage is applied to
these ’Josephson junctions’, an alternating current with a frequency depending only on the
external voltage can be observed across the junction (AC Josephson eﬀect).
Figure 1.1: A sketch of the superconducting Josephson junction. The superconducting tunnel junc-
tion is provided by a thin insulating layer with a typical thickness of 1nm between the two supercon-
ductors SL and SR. JL,R and JR,L denote the tunneling current densities in both directions. The
weakly overlapping macroscopic wavefunctions are indicated by ΨL and ΨR. Tunneling Cooper pairs
are replaced by the external current source Uext, which therefore suppresses charge-imbalances across
the junction.
Fig. 1.1 shows a ketch of a superconducting Josephson junction. The two superconducturs
SL and SR are separated via a thin insulting barrier, through which the superconducting
particles (Cooper pairs) can tunnel in both directions. The current densities are indicated by
JL,R and JR,L. The external voltage Uext replaces the missing charges and thus suppresses
any charge-imbalances across the junction.
The physical situation of the Josephson junction can be described by two macroscopic
wave functions (ΨL and ΨR displayed in Fig. 1.1), which correspond to the density of the
Cooper pairs in the superconductors, and a potential barrier in between, which results from
the insulating layer. If the height of the barrier is comparable to the chemical potential of
the Cooper pairs, the amplitude of the wave functions within the barrier will drop rapidly
to zero. However, if the barrier is not too high, the wave functions still have a small spatial
overlap leading to a tunneling coupling of the two superconductors, i.e. a weak link.
The DC Josephson eﬀect corresponds in this description to two coupled wave functions at
the same chemical potentials. A quantum mechanical phase diﬀerence between the two leads
to a direct current of particles through the barrier, where the direction and the magnitude
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of the current depend on the phase diﬀerence.
The AC Josephson eﬀect describes two wave functions at diﬀerent chemical potentials.
The quantum mechanical phases of both evolve according to their local energies at diﬀerent
rates and thus the phase diﬀerence between them winds up. According to the DC Josephson
eﬀect, a phase diﬀerence is directly connected to a tunneling of particles and with this the
winding up of the phase leads to an oscillating current. The frequency of the current depends
only on the rate of the phase evolution and is thus connected to the energy diﬀerence between
the two chemical potential.
Very soon after the ﬁrst experimental proof of principle [14], the Josephson eﬀects found
their way to various applications such as voltage standards (Shaphiro eﬀect) and ultrasensitive
magnetic ﬁeld sensors (SQUIDS). Also fundamental questions on quantum physics were and
are extensively studied theoretically as well as experimentally with Josephson junctions in
diﬀerent conﬁgurations [15, 16], ranging from ultra small junctions to long junction arrays.
Since the Josephson junction dynamics ’only’ relies on the existence of two weakly coupled
macroscopic quantum states, a similar behavior has been observed in experiments with two
superﬂuid Helium baths coupled through nano-apertures. The ﬁrst superﬂuid Josephson
junctions were generated with superﬂuid 3He in 1997 [17, 18, 19] and with 4He 2001 [20].
With the advent of Bose-Einstein condensates of weakly interacting gases a new experi-
mental system has become available for the quantitative investigation of the Josephson eﬀects
in a very well controllable environment. This was proposed already in 1986 [21], but only the
recent development of an ultrastable double well potential for neutral atoms, as will be dis-
cussed within the scope of this thesis, made the experimental investigation of the Josephson
eﬀect possible.
Furthermore, also other questions from solid states physics could and can be tackled by
conﬁning Bose-Einstein condensates in periodic potentials. A very good control over the
experimental parameters such as potential depths, lattice spacings, but also the strength of
the interparticle interactions make the detailed investigations of many eﬀects possible [22].
Predicted eﬀects in bosonic Jospehson junctions
The geometry of a double well potential leads to an energy spectrum, in which the energy
diﬀerence between the ﬁrst two single particle mean ﬁeld states is much smaller than the
diﬀerence to all energetically higher lying states. Thus, the system can be reduced to two
mean ﬁeld orbitals in which the particles are located, if only low energetic excitations or
low temperatures are of interest. With this, the Hilbert space of the many body problem
is reduced to a dimension equal to the number of particles plus one (e.g. [23, 24]), making
exact numeric calculations possible. Furthermore, the description of the bosonic Josephson
junction can be reduced to a mean ﬁeld two mode model, if the coupling between the two
matter wave packets is adjusted such that the quantum mechanical uncertainties become
negligible. Here the particles can occupy one of two localized matter wave packets, either in
the left or the right well, and the state of the bosonic Josephson junction is determined by
the population and the phase of these two modes (e.g. [25, 26, 27, 28]).
Starting with the theoretical discussion of the bosonic Josephson junction in 1986 [21],
a tremendous amount of theoretical work was focused on diﬀerent aspects of this simple
quantum system. Topics like steady state properties at zero temperature [29, 30, 31] and at
ﬁnite temperature [32], but also dynamical properties like low energetic excitations (Josephson
plasmons [33]) or collapse and revival phenomena [34, 35, 36] have been studied extensively.
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Bosonic Josephson junction arrays
The ﬁrst experimental tests of Josephson dynamics with Bose-Einstein condensates were per-
formed in Josephson junction arrays, as in contrast to the single junction a lower degree of
stability of the experimental system is required. Josephson junction arrays can be imple-
mented by conﬁning a Bose-Einstein condensate in a periodic potential. If the potential is
deep enough, the atoms are localized within the wells and can move from well to well only
via quantum mechanical tunneling. The theoretical description of two neighboring sites in a
1-D array is similar to that of a single Josephson junction but here also the coupling to the
next sites has to be taken into account. Due to the coupling of all sites not only local eﬀects
but also global coherent phenomena appear.
The linear Josephson tunneling dynamics with Bose-Einstein condensates was observed in
a Josephson junction array superimposed onto a shallow harmonic trapping potential in 2001
in the group of M. Inguscio [37]. Due to a shift of the harmonic potential a small external
force was acting onto the atoms leading to a collective tunneling motion through the lattice.
The local dynamics can be understood in terms of the AC Josephson eﬀect, leading to a
global oscillating current of atoms through the junction array. In these experiments, it was
possible to measure the critical tunneling current of atoms as a function of the barrier height.
The observation of nonlinear dynamics in a Josephson junction array was discussed in
2005 [38]. In these experiments the non-linear expansion of a Bose-Einstein condensate in a
periodic potential was investigated. The experiments showed that macroscopic quantum self
trapping develops if the interaction energy of the atoms is above a critical value. This eﬀect
is in close analogy to self trapping in a double well system, where the relative phase of two
adjacent sites evolves rapidly due to a large population imbalance and leads to the loss of the
time averaged ﬂux of atoms through the barrier.
A single bosonic Josephson junction
The most direct way to generate a bosonic Josephson junction is the realization of a double
well potential for a Bose-Einstein condensate. If the barrier is high enough, i.e. comparable to
the chemical potential of the atoms, the Bose-Einstein condensate is split into two localized
matter wave packets, and if the barrier is not too high, particles can tunnel from well to
well leading to a coherent coupling. However, this realizations demands a very high degree of
stability of the potential shape, as the tunneling current depends exponentially on the barrier
height.
The main goal of the work, which is presented in this thesis, was the experimental imple-
mentation of such a double well potential for Bose-Einstein condensates and the observation
of the dynamical response as well as the steady state properties at ﬁnite temperature. So
far, this work showed the only proof, that a Josephson junction can be realized with Bose-
Einstein condensates. Furthermore, the comparison with diﬀerent theoretical approaches
revealed, that the behavior of the system can be understood quantitatively in terms of a
mean ﬁeld model in the relevant parameter range.
Our investigations showed also, that the dynamical response of the bosonic Josephson
junction can be divided into two regimes, the plasma oscillation regime, where atoms tun-
nel back and forth between the wells, and the self trapping regime, where the tunneling
is suppressed. The two dynamical regimes are accessible by initiating the dynamics with
a population imbalance below a critical value (plasma oscillations) and with a population
imbalance above (self trapping).
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Furthermore, the investigation of the steady state properties at ﬁnite temperature re-
vealed, that the dynamical variables are not locked to zero, as is expected from the ground
state of the system, but show ﬂuctuations. The amount of ﬂuctuations are directly related
to the thermal energy scale and the coupling constants. In the relevant parameter range, the
distribution of the dynamical variables can be estimated using the Boltzmann distribution
leading to a scaling behavior of the amount of ﬂuctuations with a single parameter. For the
relative phase this parameter is the ratio of the tunneling coupling and the thermal energy
scale. Hence, by measuring the ﬂuctuations and calculating the tunneling coupling, the tem-
perature of the atoms can be predicted accurately. The applicability of the phase ﬂuctuation
thermometer was demonstrated by observing the heating up of a degenerate Bose gas in a
3-D harmonic trapping potential.
Other types of bosonic Josephson junctions
Another promising method for generating a double well potential for neutral atoms was
presented in the group of J. Schmiedmayer in 2005. Their approach is the application of
radio-frequency dressed state potentials on an atom chip [39], which couples two atomic
hyperﬁne levels to each other, in analogy to optical dipole traps, where two electronic states
are addressed. Recently, these potentials were employed for coherent splitting of a Bose-
Einstein condensate and for matter wave interference experiments [40].
A further possibility to realize a weak link between two spatially separated Bose-Einstein
condensates was demonstrated in 2005 in the group of W. Ketterle [41]. They generated a
double well potential, in which the direct spatial tunneling between the two Bose-Einstein con-
densates was excluded. By turning on a moving periodic potential (two Bragg beams) atoms
were coherently coupled out from both Bose-Einstein condensates at a speciﬁc momentum.
The momentum was chosen, such that the out-coupled atoms from the ﬁrst Bose-Einstein
condensates could reach the second. Here, according to the phase diﬀerence of the two coher-
ent sources, the atoms either continued moving or were coupled into the second Bose-Einstein
condensate. Due to this coherent exchange of particles a relative phase developed between
the two Bose-Einstein condensates, and they became weakly coupled to each other.
In the literature, not only the external Josephson eﬀect but also internal Josephson eﬀects
are discussed. Here, a two-component Bose-Einstein condensate is considered, where the two
species (e.g. hyperﬁne levels) are coupled to each other (e.g. Raman coupling). The system
exhibits similar dynamics as in the case of the external Josephson eﬀect [42, 43]. Furthermore,
the internal Josephson eﬀect is not only predicted for purely bosonic systems, but also for the
case of a four component degenerate Fermi system, where the four components are coupled to
two types of BCS-pairs (in analogy to Cooper pairs for electrons). Josephson oscillations can
be realized, if the two resulting superﬂuids are coupled via laser ﬁeld [44]. Even in the case
of a two component Fermi system in the vicinity of a narrow Fashbach resonance, Josephson
dynamics is anticipated due to the tunneling of molecular Bosons into BCS-pairs and vice
versa [45].
Publications on the bosonic Josephson junction
The main results of our work were published in:
• Dynamics of the bosonic Josephson junction: [46] Direct observation of tunneling
and nonlinear self-trapping in a single bosonic Josephson junction, M. Albiez, R.
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Gati, J. Fo¨lling, S. Hunsmann, M. Cristiani and M.K. Oberthaler. Phys. Rev. Lett.
95(1):010402 (2005).
• Overview over the experimental setup and the experimental procedure: [47] Realization
of a single Josephson junction for Bose-Einstein condensates, R. Gati, M. Albiez, J.
Fo¨lling, B. Hemmerling, and M.K. Oberthaler. App. Phys. B 82:207 (2006)
• Finite temperature eﬀects in steady state in the bosonic Josephson junction: [48] Noise
Thermometry with Two Weakly Coupled Bose-Einstein Condensates, R. Gati, B. Hem-
merling, J. Fo¨lling, M. Albiez, and M. K. Oberthaler. Phys. Rev. Lett. 96(13):130404
(2006)
• Application of the bosonic Josephson junction for thermometry: [49] A primary noise
thermometer for ultracold bose gases, R. Gati, J. Esteve, B. Hemmerling, T.B. Otten-
stein, J. Appmeier, A. Weller, and M. K. Oberthaler N. J. Phys., 8:189, 2006.
Outline
The ﬁrst part of the presented work (Chapter 2) is devoted to the discussion of the basic theory
of the bosonic Josephson junction. A summary of the theoretical background of Bose-Einstein
condensates is followed by the discussion of the Bose-Hubbard model, where the Hilbert space
of the many body system is reduced to a size which can be handled numerically. To be able to
interpret the experimentally accessible observables in the many body picture, it is necessary
to introduce a phase operator, which is discussed in the next section. Afterwards, the mean
ﬁeld description is discussed, which allows for an intuitive insight into the properties of the
Josephson junction in form of a mechanical analogue. The main properties of the bosonic
Josephson junction can be directly extracted from this simple picture.
The second part (Chapter 3) consists of the description of the experimental apparatus
followed by a discussion on the relevant parameters and how those are calibrated for the
experiments. A brief presentation of the properties of the double well potential and the
experimental access to the quantum mechanical observables closes this chapter.
The third part (Chapter 4) deals with the steady state properties of the bosonic Josephson
junction. Here, the behavior of the dynamical variables is investigated in the zero temperature
regime, where the steady state population of diﬀerent asymmetric double well potentials is
measured, and in the ﬁnite temperature regime, where thermally induced ﬂuctuations of the
relative phase are observed. Furthermore, the comparison of the thermally induced ﬂuctua-
tions to the theoretical prediction reveals, that the measurement of the phase ﬂuctuations is
applicable for thermometry. In order to prove the principle, the temperature of a degenerate
Bose gas is observed during heating up.
The last part (Chapter 5) describes the dynamical properties of the bosonic Josephson
junction at zero temperature. Two major dynamical regimes can be distinguished, the plasma
oscillation regime, where the population imbalance and the relative phase oscillate around a
zero mean value and the self trapping regime, where the population imbalance is locked and
the relative phase winds up. Experimentally, the dynamics is triggered by preparing an initial
population imbalance in an asymmetric double well and quickly removing the asymmetry.
With diﬀerent initial population imbalances both dynamical regimes become accessible.
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2 Basic theory of the Bosonic Josephson Junc-
tion
A Josephson junction consists of a weak link between two macroscopic matter wave functions.
A possible experimental implementation of the bosonic version of such a Josephson junction
(BJJ) is the realization of a double well potential for a Bose-Einstein condensate (BEC),
where the single macroscopic wave function of the condensed atoms is split into two spatially
localized matter wave packets, which are connected to each other via tunneling of particles
through the barrier. For the physical understanding of the BJJ the underlying theory will be
discussed in this chapter, starting with the theoretical background of the degenerate quantum
gases, followed by the theory of the two mode model, which is a formal description of the weak
link. In the last part of the chapter I point out, that the complex quantum ﬁeld theoretical
description can be reduced to a very simple form, where it becomes analogous to a mechanical
system leading to a straightforward and intuitive understanding of the behavior of the BJJ.
2.1 The Bose-Einstein condensate
A system consisting of N indistinguishable Bosons (i.e. particles with integer spin) conﬁned
in a box-shaped or a harmonic trapping potential can be described by a quantum mechanical
wave function which is symmetric under the exchange of any two particles. Bosons follow
the Bose-Einstein statistics [7, 8] and their distribution at ﬁnite temperature is given by the
Bose-Einstein distribution [50]
Ni(T ) = f(Ei, T ) =
(
exp
(
Ei − μ
kBT
)
− 1
)−1
, (2.1)
where kB is the Boltzmann constant, Ni is the population and Ei the energy of the i-th
eigenstate, T is the temperature and μ is the chemical potential deﬁned by the normalization
condition for the total number of particles N =
∑
i Ni(μ). For large particle numbers and
low temperature, the chemical potential becomes comparable to the ground state energy and
the normalization condition can be written as
N = N0 + Nth = N0 +
∑
i>0
Ni(T ) = N0 +
∑
i>0
(
exp
(
Ei −E0
kBT
)
− 1
)−1
, (2.2)
where E0 is the energy of the ground state. According to Eq. 2.2 in a 3-D system at any ﬁnite
temperature only a ﬁnite number of particles can be stored in energy levels above the ground
state. By increasing the number of Bosons or by decreasing the temperature, this restriction
can only be met if the additional particles are located in the ground state. Thus, depending
on the external potential and the experimental parameters, a critical temperature Tc can be
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deﬁned, below which the population of the ground state becomes macroscopic N0  Ni>0.
This macroscopic population of the ground state is called Bose-Einstein condensation and
the particle ensemble populating the ground state is called a Bose-Einstein condensate.
2.1.1 The weakly interacting Bose gas
Neutral bosonic atoms used for BEC experiments interact with each other. In general, the
only relevant interatomic interaction1 is the van-der-Waals interaction, which should for an
accurate description of the atomic Bose-Einstein condensates be also taken into account [52].
The Hamiltonian of weakly interacting particles in an external potential can be written
as [53, 54]
Hˆ =
∫ (
− 
2
2m
Ψˆ†(r)∇2Ψˆ(r)
)
dr +
∫ (
Ψˆ†(r)Vext(r) Ψˆ(r)
)
dr
+
1
2
∫ (
Ψˆ†(r)Ψˆ†(r′)Vint(r′ − r) Ψˆ(r)Ψˆ(r′)
)
dr′dr , (2.3)
where Ψˆ†(r) (Ψˆ(r)) is the ﬁeld operator creating (annihilating) a particle at the point r.
Furthermore, m is the mass of the particles, Vext is the external potential and Vint is the
atom-atom interaction potential. For suﬃciently low temperatures and low densities the
only relevant interactions are low energetic two body collisions. In this limit the collisions
are described in terms of s-wave scattering. Here, the atom-atom interaction potential is
approximated by its (q = 0)-Fourier component Vint(r′ − r) ≈ gδ(r′ − r) with g = 4π2am ,
where a is the s-wave scattering length. This approximation is valid if the eﬀective range
of interaction is much smaller than the typical distance between the atoms. Inserting the
approximated interaction potential into Eq. 2.3 the Hamiltonian becomes
Hˆ =
∫ (
− 
2
2m
Ψˆ†(r)∇2Ψˆ(r)
)
dr +
∫ (
Ψˆ†(r)Vext(r) Ψˆ(r)
)
dr
+
g
2
∫ (
Ψˆ†(r)Ψˆ†(r)Ψˆ(r)Ψˆ(r)
)
dr . (2.4)
For large atom numbers, if quantum mechanical ﬂuctuations are negligible (〈N20 〉 − 〈N0〉2 
〈N0〉2), the Bogoliubov approximation can be applied. Here the operator Ψˆ(r) is replaced by
a complex ﬁeld Ψ0(r) and a ﬂuctuation operator Ψˆ′(r) leading to Ψˆ(r) = Ψ0(r) + Ψˆ′(r). For
the conditions given above the expectation value of Ψˆ′(r) is small and can be neglected. By
applying the Heisenberg equation to the wave function, we ﬁnd the Gross-Pitaevskii equation
(GPE)
i
∂
∂t
Ψ(r) =
(
− 
2
2m
∇2 + Vext(r) + gN0|Ψ(r)|2
)
Ψ(r) with
∫
|Ψ(r)|2dr = 1 . (2.5)
The GPE is a nonlinear Schro¨dinger equation describing the temporal evolution of the wave
function of the BEC at T = 0. The nonlinearity in this equation results from the interaction
of the particle with the other particles in the BEC, which can eﬀectively be described by
a mean ﬁeld potential. As in this picture all particles occupy the same quantum state, the
density distribution of the Bose-Einstein condensate is given by n(r) = N0|Ψ(r)|2.
1In certain cases, the (magnetic or electric) dipole-dipole interaction has also to be taken into account, as
in the case of Chromium Bose-Einstein condensates, in which the magnetic dipole-dipole interaction plays in
certain situations an important role [51].
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Care has to be taken as the GPE describes a single particle in the vicinity of all other
particles and thus, the energy associated to the GPE is the chemical potential μ and not
the energy per particle E0. The chemical potential is the derivative of the total energy with
respect to the number of particles μ = ∂(N0 · E0)/∂N0. Thus, the two quantities μ and E0
are only equal if the interatomic interaction is negligible, otherwise they are given by
μ =
∫
Ψ∗(r)
(
− 
2
2m
∇2 + Vext(r) + gN0|Ψ(r)|2
)
Ψ(r)dr , (2.6)
E0 =
∫
Ψ∗(r)
(
− 
2
2m
∇2 + Vext(r) + gN02 |Ψ(r)|
2
)
Ψ(r)dr . (2.7)
The discrepancy of the two equations can be understood by considering that the interac-
tion energy in the chemical potential results from the interaction of a particle with all other
particles, leading to the energy g(N0 − 1) ≈ gN0 for large atom numbers. However, for the
total interaction energy, the number of possible pairs has to be taken into account, which is
gN0(N0− 1)/2 ≈ gN20 /2. Dividing by the number of particles leads to the expression for the
energy per particle given above.
The particles can interact with each other either attractively (a < 0) or repulsively (a > 0),
but as the atomic species used in the experiments (87Rb) interacts repulsively, I will in the
following concentrate on the discussion of the case (a > 0) only.
2.1.2 Properties of Bose-Einstein condensates in a harmonic trapping potential
For low energies and low temperatures, the external potential usually realized in exper-
imental setups is approximately described by a 3-D harmonic trapping potential Vext =
1
2m
∑
i=x,y,z ω
2
i r
2
i . In the case of non-interacting Bosons the ground state density distribu-
tion in the 3-D trap corresponds to a 3-D Gaussian distribution
Ψ(r) =
1
π3/4(σxσyσz)1/2
· e−
x2
2σ2x
− y2
2σ2y
− z2
2σ2z , (2.8)
where σi =
√

mωi
. The ground state energy per particle is
Elin0 =

2
∑
ωi , (2.9)
and the excitation energy spectrum is governed by
Elin = Elin0 + 
∑
niωi with ni ∈ N , (2.10)
which corresponds to a density of states of
g(E) =
E2
2(ω¯)3
with ω¯ = (ωxωyωz)1/3 . (2.11)
For weakly interacting Bosons, if the interaction energy is low enough and can be ne-
glected, the general properties of the BEC can be understood by considering non-interacting
particles. The relevant thermodynamical quantities are calculated from the density of states
(Eq. 2.11) and the Bose-Einstein distribution (Eq. 2.1) [54].
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The number of particles in the excited states of the 3-D harmonic trap at a temperature
below the critical temperature is given by
Nth =
∫ ∞
0
dE · g(E)f(E) = 1
(ω¯)3
ζ(3)(kBT )3 = N
(
T
Tc
)3
, (2.12)
with ζ(x) =
∑∞
n=1 n
−x being the Riemann zeta function. The condensate fraction is
N0 = N −Nth = N
(
1−
(
T
Tc
)3)
. (2.13)
Here, the critical temperature is deﬁned by the condition Nth(Tc) = N and is given by
kB · Tc = ω¯
(
N
ζ(3)
)1/3
≈ 0.94ω¯N1/3 . (2.14)
The energy stored in the degenerate Bose gas, its heat capacity and its entropy can be
calculated using similar arguments
E =
∫ ∞
0
dE · E · g(E)f(E) = 3
(ω¯)3
ζ(4)(kBT )4 = N3kB
ζ(4)
ζ(3)
T 4
T 3c
, (2.15)
C =
∂E
∂T
= 4
E
T
= N12kB
ζ(4)
ζ(3)
(
T
Tc
)3
, (2.16)
S = C/3 = N4kB
ζ(4)
ζ(3)
(
T
Tc
)3
from C = T
∂S
∂T
. (2.17)
In the high temperature limit, the heat capacity approaches the classically expected value
of C(T  Tc) = 3NkB. At the critical temperature, the heat capacity is not continuous
but has a jump, which is related to the fact, that the chemical potential below the critical
temperature is zero but it is ﬁnite above. A short discussion on the heat capacity close to
the transition temperature and above can be found in Appendix A.
Strongly anisotropic harmonic trapping potential
In a strongly anisotropic trap, the behavior of a Bose gas at low temperature is fundamentally
diﬀerent from the isotropic case [55]. In a 1-D (ωx  ωy ≈ ωz) or a 2-D trap (ωx  ωy ≈ ωz)
low energetic excitations exist, such that min(ωi)  kBT  kBTc where Tc is deﬁned
by Eq. 2.14. This leads to the macroscopic population of low lying excited states even at
temperatures far below Tc [56, 57] and hence, to a reduction of the coherence. For low
densities, the system can even change its character from 3-D to quasi 1-D or 2-D by freezing
out excitations into the direction of the strong conﬁnement. In the 1-D case no Bose-Einstein
condensation can be reached, only the coherence length of the system can be increased to
become larger than the size of the cloud. In 2-D, not only Bose-Einstein condensation [58] but
also the so-called Berezinskii-Kosterlitz-Thouless crossover [57] exists and in the intermediate
regime of the cross-over, the behavior of the ground state wave function is dominated by
thermal processes.
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Thomas-Fermi approximation
The GPE (Eq. 2.5) can be solved analytically either in the linear limit g → 0 or in the
Thomas-Fermi limit (TFL), where the total energy is dominated by the interaction energy.
In the TFL, the density distribution is broadened with respect to the non-interacting case
in order to reduced the density and with it the interaction energy. However, the broadening
of the density distribution leads to an increase of the stored potential energy. Furthermore,
the broadening of the real space distribution also results in a narrowing of the momentum
distribution and a reduction of the kinetic energy. Thus, the wave function is described by
the balance of the potential energy and the interaction energy and the kinetic energy becomes
unimportant. The negligence of the kinetic term is called the Thomas-Fermi approximation
μΨ(r) =
(
Vext(r) + g ·N0|Ψ(r)|2
)
Ψ(r) , (2.18)
leading to
n(r) = N0|Ψ(r)|2 =
{
μ−Vext(r)
gN0
if μ− Vext(r) ≥ 0
0 if μ− Vext(r) < 0 ,
(2.19)
where μ is deﬁned by the normalization condition
∫ |Ψ(r)|2dr = 1.
In a 3-D harmonic trap the density distribution is parabolic and the chemical potential
and the energy per particle are given by
μ =
ω¯
2
(
15N0a
σ¯
)2/5
, (2.20)
E0 =
E
N0
=
5
7
μ , (2.21)
with σ¯ =
√
/mω¯. The size of the cloud is then deﬁned by the Thomas-Fermi radii (TFR)
R2i =
2μ
mω2i
. (2.22)
The Thomas-Fermi approximation is intrinsically not valid close to the TFR, as here the
density is low and thus the kinetic energy is not negligible, leading to a smoothing of the
wave function at the edge.
2.1.3 Momentum distribution of a degenerate Bose gas
Information about the degenerate Bose gas can be obtained by projecting its wave function
either into real space corresponding to the density distribution or into momentum space
corresponding to the momentum distribution. The density can be measured by e.g. using
absorption imaging techniques, where the particles are illuminated with resonant light and
the resulting loss of photons from the coherent beam is resolved spatially (see Sec. 3.1.6).
The momentum distribution can also be measured by using the same absorption imaging
technique. Here, the density distribution is not measured directly in the trapping potential
but after ballistic expansion. For this, the external conﬁning potential is turned oﬀ and the
particles are released from the trap. During the free evolution the distribution expands due
to the stored kinetic and interaction energy. The far ﬁeld is reached, as soon as the size of
the resulting density distribution is much larger than the initial size of the cloud.
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Free expansion of a non-interacting BEC at zero temperature
In the linear case, the wave function of a single particle in the ground state of the 3-D
harmonic trap is given by Eq. 2.8. The corresponding wave function in momentum space is
obtained by Fourier transformation and is given by
Ψ˜(p) =
1
π3/4(σpxσpyσpz)1/2
· e−
p2x
2σ2px
− p
2
y
2σ2py
− p
2
z
2σ2pz , (2.23)
where σpi =
√
mω. In time of ﬂight experiments, the density distribution broadens according
to the momentum distribution after releasing the matter wave packet from the trap. The
temporal evolution is governed by
Ψ(r, t) =
1
π3/4 (σx(t)σy(t)σz(t))
1/2
· e−
x2
2σx(t)2
− y2
2σy(t)2
− z2
2σz(t)2 , (2.24)
with σi(t)2 = σ2i + (σpit/m)
2 = /mωi + ωit2/m. This relation shows that the expansion
velocity in the direction of high conﬁnement is large and thus a wave packet released from
an anisotropic trap will invert its aspect ratio during its ballistic expansion.
Free expansion in the Thomas-Fermi limit
The free expansion of a matter wave packet in the Thomas-Fermi limit is discussed in [59,
60, 61]. The temporal evolution of the TFR (Eq. 2.22) is described by diﬀerential equations,
where scaling parameters λi are introduced to account for the expansion
Ri(t) = λiRi(0)
with
∂2λi
∂t2
=
ωi(0)2
λiλxλyλz
. (2.25)
If the three trapping frequencies are equal, the diﬀerential equations lead to a constant
expansion velocity with R(t) ≈ 0.8ωR(0)t in the far ﬁeld. For cylindrical symmetry and large
aspect ratios the temporal evolution is discussed in [59].
Free expansion of a non-interacting BEC at ﬁnite temperature
The expansion of a degenerate Bose gas at ﬁnite temperature can be described in two diﬀerent
ways. In general, if the interaction is weak enough, in the far ﬁeld the density distribution
corresponds to the momentum distribution and results from the Bose-Einstein distribution
of the particles in the trapping potential. However, a direct ﬁtting of the proﬁle with the
appropriate momentum distribution is time-consuming.
In order to reduce the eﬀort, the full distribution is split into two parts, the BEC fraction
at zero temperature consisting of the particles in the ground state and the thermal cloud,
resulting from the particles in the excited states. The thermal cloud is approximately given
in terms of an ideal classical gas [62]. At ﬁnite temperature the distribution of a classical gas
in the 3-D harmonic trap is given by the Boltzmann distribution
fcl(r,p) =
Nωxωyωz
(2πkBT )3
exp
(
−mω
2
xx
2 + ω2yy
2 + ω2zz
2
2kBT
− p
2
x + p
2
y + p
2
z
2mkBT
)
, (2.26)
12
2.1 The Bose-Einstein condensate
leading to the density distribution
ncl(r) =
Nωxωyωzm
3/2
(2πkBT )3/2
exp
(
−mω
2
xx
2 + ω2yy
2 + ω2zz
2
2kBT
)
. (2.27)
By turning oﬀ the trapping potential, the cloud is released and expands according to the
Maxwell-Boltzmann velocity distribution. The resulting temporal evolution of the classical
gas is then given by
ncl,t(r) =
N
π3/2 (σx(t)σy(t)σz(t))
· e−
x2
2σx(t)2
− y2
2σy(t)2
− z2
2σz(t)2 , (2.28)
with
σi(t)2 =
kBT
mω2i
+
kBT
m
t2 = σi(0)2 + (v¯t)2 , (2.29)
where v¯ is the mean velocity of the particles. It is important to note, that for low temperatures
in the case of a degenerate Bose gas, a correction has to be taken into account. The correction
results from the fact, that the chemical potential of the degenerate Bose gas is higher (slightly
below the ground state energy) than for a classical gas, which is below the minimum if the
trapping potential. With this, there is an additional amount of energy converted into kinetic
energy, which corresponds to the real chemical potential, and makes the expansion velocity
of the classical gas always faster than the expansion velocity of a BEC at zero temperature.
2.1.4 Temperature measurement of a degenerate Bose gas
The temperature of the bosonic particles is usually deduced from the density distribution after
a free expansion. If the temperature of the gas is above the critical temperature for Bose-
Einstein condensation, the velocity distribution of a thermal (classical) gas has a Gaussian
proﬁle and after a time of ﬂight it can be ﬁtted with the Maxwell-Boltzmann distribution
given in Eq. 2.28. The temperature is obtained directly from the measured waist σm after a
given time of ﬂight ttof and is given by
kBT =
σ2mm
1/ω2i + t
2
tof
. (2.30)
Also the temperature of a degenerate Bose gas can be deduced from the distribution
after ballistic expansion. As the expansion velocity of the ground state is always smaller
than the velocity of the thermal components a bimodal distribution becomes visible in the
expansion measurements. The distribution consists of a broad background corresponding to
the thermal cloud and a peak in the center corresponding to the condensed particles. The
distribution might be ﬁtted with a bimodal distribution consisting of a Gaussian distribution
(Eq. 2.28) for the thermal component and either a Gaussian proﬁle (Eq. 2.24) or a Thomas-
Fermi proﬁle (Eq. 2.25) for the condensed particles. The temperature is then either derived
from the average expansion velocity or from the ratio of the condensed fraction and the total
number of atoms according to (from Eq. 2.13)
T = Tc ·
(
1− N0
N
)1/3
. (2.31)
This method for thermometry starts to fail when the number of particles in the thermal
cloud becomes too small to be observed. Due to the cubic dependence of the thermal fraction
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on the temperature already at Tc/2, only about 10% of the particles are located in the excited
states. For lower temperatures, this number decreases rapidly making the application of the
time of ﬂight method for the measurement of very low temperatures extremely diﬃcult.
However, thermometry far below the critical temperature is still possible by introducing
a new method, where not the expansion of a single degenerate Bose gas is observed, but the
ﬂuctuations of the interference patterns of two initially coupled Bose-Einstein condensates.
This method will be discussed in the Sec. 4.2.5 in more detail.
2.2 Two mode approximation - the Bose Hubbard model
Bose-Einstein condensates at low temperature can be used to realize a bosonic Josephson
junction. For this, a weak link has to be prepared, which is present if the energy diﬀerence
between the ﬁrst two single particle eigenstates of the trapping potential is much smaller than
the diﬀerence to all other energetically higher lying states. This situation can be reached by
implementing a double well potential for Bose-Einstein condensates consisting of an overall
conﬁnement and a barrier in the center. If the barrier height is comparable to the chemical
potential of the atoms, the ﬁrst two single particle levels will be quasi degenerate and for low
energetic excitations, only these two states will play a role.
The ground state of the double well potential is well deﬁned and can be calculated by
solving the Gross-Pitaevskii equation numerically if a mean ﬁeld description is appropriate
(see Appendix B). The mean ﬁeld description is only valid for large atom numbers and in the
Josephson regime (see Sec. 2.2.3), where the quantum mechanical uncertainty of the atom
numbers is small and a relative phase between the matter wave packets in the two wells can
be deﬁned. If the mean ﬁeld description fails, more detailed approaches e.g. [63, 64] might
be able to describe the system accurately.
In the linear case, if the particles do not interact with each other, not only the ground
state but also the ﬁrst excited state is well deﬁned and corresponds to the single particle
excited state. However, if the interatomic interactions are relevant, the deﬁnition of the ﬁrst
excited single particle state is not obvious. Diﬀerent possibilities are e.g. the wave function
of a single excited particle, while all other particles are populating the ground state, the ﬁrst
Bogoliubov excited state [33], or the ﬁrst excited single particle state, which is populated with
all particles. These diﬀerent possibilities arise from the fact, that the wave function of the
ﬁrst excited single particle state depends on the population of all states. Thus, if only very
small energetic excitations are considered, corresponding to only a few existing excitations,
the Bogoliubov description can be applied. However, if the energy scale is high enough to
create a number of excitations comparable to the total number of particles, the ﬁrst excited
state should be calculated by populating this state with all particles. For our description we
are going to consider the two wave functions Φg (ground state) and Φe (ﬁrst single particle
excited state), which are both solutions of the Gross-Pitaevskii equation (Eq. 2.5) with the
chemical potential μg and μe respectively
μg,eΦg,e = − 
2
2m
∇2Φg,e +
(
Vdw + gN |Φg,e|2
)
Φg,e , (2.32)
where Vdw is the 3-D double well potential, g = 4π
2a
m is the coupling constant and a is the
s-wave scattering length of the particles.
If the relevant energy scale is much lower than the energy needed to transfer a macroscopic
population to higher lying single particle excited states, the full many body Hamiltonian can
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be reduced to an eﬀective Hamiltonian describing the particles only in these two states. Thus,
the two mode approximation and the resulting two mode model can be applied for investi-
gating the steady state properties of the BJJ and for low energetic excitations. Following the
derivation presented in [24] or in [30] the relevant many particle energy functional is given by
Hˆ = Hˆ0 + Hˆint , (2.33)
Hˆ0 =
∫
dr
(
− 
2
2m
Ψˆ†∇2Ψˆ + Ψˆ†VdwΨˆ
)
, (2.34)
Hˆint =
g
2
∫
drΨˆ†Ψˆ†ΨˆΨˆ . (2.35)
We can rewrite the wave function Ψˆ by applying the two mode approximation with
Ψˆ = cˆgΦg + cˆeΦe with
∫
dr|Φg,e|2 = 1 , (2.36)
and with cˆ†g and cˆ†e (cˆg and cˆe) being the creation (annihilation) operators for a particle in
the ground and the excited state. The operators obey the standard bosonic commutation
relation [cˆi, cˆj†] = δij . A more direct and convenient choice for the basis are atom number
states in the left and the right well (Fock states) with the corresponding creation operators
cˆl = 1√2 (cˆg + cˆe) and cˆr =
1√
2
(cˆg − cˆe). In this basis, Ψˆ is given by
Ψˆ = cˆl
Φg + Φe√
2
+ cˆr
Φg − Φe√
2
. (2.37)
By inserting Eq. 2.37 into Eq. 2.34 we ﬁnd
Hˆ0 = (cˆ
†
l cˆl + cˆ
†
r cˆr)
Eg + Ee
2
+ (cˆ†l cˆr + cˆ
†
r cˆl)
Eg − Ee
2
= N
Eg + Ee
2
+ (cˆ†l cˆr + cˆ
†
r cˆl)
Eg −Ee
2
, (2.38)
with
Eg,e =
∫
dr
(
− 
2
2m
Φg,e(r)∇2Φg,e(r) + Φg,e(r)Vdw(r)Φg,e(r)
)
, (2.39)
and substituting into Eq. 2.35 we ﬁnd
Hˆint = cˆ
†
l cˆ
†
l cˆlcˆl[s]
4 + cˆ†r cˆ
†
r cˆr cˆr[a]
4 + (cˆ†l cˆ
†
l cˆr cˆr + cˆ
†
l cˆ
†
r cˆlcˆr
+ cˆ†l cˆ
†
r cˆr cˆl + cˆ
†
r cˆ
†
l cˆlcˆr + cˆ
†
r cˆ
†
l cˆr cˆl + cˆ
†
r cˆ
†
r cˆlcˆl)[s]
2[a]2
+ (cˆ†l cˆ
†
l cˆlcˆr + cˆ
†
l cˆ
†
l cˆr cˆl + cˆ
†
l cˆ
†
r cˆlcˆl + cˆ
†
r cˆ
†
l cˆlcˆl)[s]
3[a]
+ (cˆ†l cˆ
†
r cˆr cˆr + cˆ
†
r cˆ
†
l cˆr cˆr + cˆ
†
r cˆ
†
r cˆlcˆr + cˆ
†
r cˆ
†
r cˆr cˆl)[s][a]
3 , (2.40)
with
[s]i[a]j =
1
4
∫
dr (Φg(r) + Φe(r))
i · (Φg(r)− Φe(r))j . (2.41)
After some algebra and using the commutation relations (e.g. cˆ†r cˆ†l cˆlcˆl = cˆ
†
r cˆl · cˆ†l cˆl − cˆ†r cˆl) the
two mode Hamiltonian can be rewritten to the form
Hˆ2M =
Ec
8
(
cˆ†r cˆr − cˆ†l cˆl
)2 − Ej
N
(
cˆ†l cˆr + cˆ
†
r cˆl
)
+
δE
4
(
cˆ†l cˆr + cˆ
†
r cˆl
)2
, (2.42)
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with the parameters
Ec = 8κg,e , (2.43)
Ej =
N
2
(μe − μg)− N(N + 1)2 (κe,e − κg,g) , (2.44)
δE =
κg,g + κe,e − 2κg,e
4
(2.45)
where κi,j =
g
2
∫
dr|Φi|2|Φj |2 , (with i, j = g, e) . (2.46)
The term proportional to the tunneling coupling (Ej) describes the tunneling of particles
from one well to the other, the term proportional to the charging energy (or onsite-interaction
energy Ec) corresponds to the local interaction within the two wells, and the term proportional
to δE takes additional two particle processes like two particle tunneling into account. In our
experimental parameter range, this term is less than 10−5 · Ej/N and less than 10−3 · Ec/8.
Its eﬀect on the experimentally observable quantities is too small and will thus be neglected
for the following discussions. In this limit, the two mode Hamiltonian Eq. 2.42 is given by
Hˆ2M =
Ec
2
nˆ2 −Ejαˆ+ , (2.47)
with
nˆ = (cˆ†r cˆr − cˆ†l cˆl)/2 ,
αˆ+ =
cˆ†r cˆl + cˆ
†
l cˆr
N
. (2.48)
Here, nˆ is the population imbalance (i.e. atom number diﬀerence) operator and αˆ+ the
tunneling operator. Eq. 2.47 is usually referred to as the Bose-Hubbard Hamiltonian for the
double well system. Note, that the atom number operator corresponds to the population
diﬀerence divided by two. This is due to the fact that the transfer of one particle from one
well to the other changes the population imbalance by two and leads in the Gross-Pitaevskii
limit to the canonically conjugate variables n and φ as will be discussed in Sec.2.4.1.
2.2.1 Energy spectrum of the Bose-Hubbard Hamiltonian
Within the two mode approximation, the Bose-Hubbard Hamiltonian is an exact description
of the bosonic Josephson junction and can be solved for particle numbers at which typically
our experiments are performed (N < 10000).
In this context, the wave function, which describes the state of the system, is deﬁned as
an (N + 1)-dimensional vector. In the left/right basis (l/r basis), every entry in the vector
corresponds to a single atom number state, where the ﬁrst entry is the state with n = N/2
corresponding to N particles in the right well and 0 particles in the left well and the last
entry to n = −N/2 corresponding to 0 particles in the right well and N particles in the left
well.
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In this basis, the operators can be written in form of (N + 1)× (N + 1)-matrices:
nˆ =
⎛⎜⎜⎜⎜⎝
N0/2 0 0 ... 0
0 N0/2− 1 0 ... 0
0 0 N0/2− 2 ... 0
... ... ... ... ...
0 0 0 ... −N0/2
⎞⎟⎟⎟⎟⎠ (2.49)
nˆ2 =
⎛⎜⎜⎜⎜⎝
(N0/2)2 0 0 ... 0
0 (N0/2− 1)2 0 ... 0
0 0 (N0/2− 2)2 ... 0
... ... ... ... ...
0 0 0 ... (−N0/2)2
⎞⎟⎟⎟⎟⎠ (2.50)
αˆ+ =
⎛⎜⎜⎜⎜⎜⎝
0
√
N/N 0 0 ...√
N/N 0
√
2(N − 1)/N 0 ...
0
√
2(N − 1)/N 0 √3(N − 2)/N ...
0 0
√
3(N − 2)/N 0 ...
... ... ... ... ...
⎞⎟⎟⎟⎟⎟⎠ (2.51)
Hˆ2M =
⎛⎜⎜⎜⎝
Ec
2 (N0/2)
2 −EjN
√
N 0 ...
−EjN
√
N Ec2 (N0/2− 1)2 −
Ej
N
√
2(N − 1) ...
0 −EjN
√
2(N − 1) Ec2 (N0/2− 2)2 ...
... ... ... ...
⎞⎟⎟⎟⎠ . (2.52)
As mentioned above, the limited size of the Hilbert space allows exact numerical diagonal-
ization of the two mode Hamiltonian. A typical energy spectrum of the many body system
at typical experimental parameters is shown in Fig. 2.1 (a). At low energy (E < 2Ej),
the spectrum is almost linear and the level spacing is approximately given by the plasma
frequency
ωp =
1

√
Ej
(
Ec +
4Ej
N2
)
, (2.53)
as indicated by the straight dashed line (see also Fig. 2.1 (b), where the energy diﬀerence
between adjacent atom number states is shown). The corresponding eigenstates are coherent
superpositions of atom number states and are similar to the discretized characteristic wave
functions of the harmonic oscillator with a Gaussian envelope multiplied by the Hermite poly-
nomials. For higher lying states (E > 2EJ), the eigenenergies are grouped two by two. Each
doublet of almost degenerate eigenstates consists of a symmetric and an antisymmetric com-
bination of two well deﬁned atom number states. However, even for a very small asymmetry
of the trapping potential, the degeneracy is lifted and the two eigenstates become spatially
localized states, one in the left well, one in the right well. The energy of these states is
dominated by the charging energy term and thus increases quadratically with the eigenstate
label i as indicted by the dashed curve with Ei = Ej + i2 · Ec/8.
2.2.2 Atom number ﬂuctuations and coherence
Two important properties of the eigenstates of the Bose-Hubbard Hamiltonian are their
atom number ﬂuctuations and their coherence, as discussed in diﬀerent publications, see for
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Figure 2.1: First 500 energy eigenvalues and eigenstates of the two mode Hamiltonian in the Joseph-
son regime (Ec = 0.016 nK, Ej=149 nK and 1150 atoms). (a) shows the eigenenergy spectrum. For
the lower eigenstates the energy increases linearly with the plasma energy Ei = ωp · i (dashed line).
For higher eigenstates the energy increases quadratically with Ei = Ej + i2 · Ec/8 (dashed curve)
and every energy eigenvalue corresponds to two degenerate modes. The transition between the two
regimes takes place at 2Ej . (b) shows eigenenergy diﬀerences as a function of the eigenstate label.
The two regimes are again indicated by dashed lines. Above 2Ej , the energy diﬀerence splits into two
separated curves corresponding to the degeneracy of the higher states. In (c), the coherence of the
eigenstates α = 〈cˆ†l cˆr + cˆ†r cˆl〉/N is shown. It reveals, that for low energies the states are coherent but
for higher energies the coherence decreases, becomes negative and then approaches zero. (d) is a plot
of the atom number ﬂuctuations which are small for low energies but increase for higher energies.
example [30, 65, 66, 67, 68, 69]. The ﬂuctuation of the atom number diﬀerence is deﬁned as
Δn2 =
〈
nˆ2
〉− 〈nˆ〉2 = 〈( cˆ†r cˆr − cˆ†l cˆl
2
)2〉
−
〈(
cˆ†r cˆr − cˆ†l cˆl
2
)〉2
, (2.54)
and is a measure for the number of occupied atom number states. Small ﬂuctuations corre-
spond to well deﬁned atom numbers in both wells.
The coherence can be quantitatively deﬁned in terms of the ﬁrst order spatial correlation
function g(1)(r, r′). In the two mode approximation, it follows from Eq. 2.36 that the ﬁrst
order spatial correlation function does not depend on the diﬀerence (r − r′) and thus is
constant in space [30]. With this, the coherence factor α can be deﬁned as the uniform value
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of the spatial correlation function
α = g(1)(r, r′) =
〈Ψˆ†(r′)Ψˆ(r)〉√
〈Ψˆ†(r′)Ψˆ(r′)〉〈Ψˆ†(r′)Ψˆ(r′)〉
=
〈cˆ†l cˆr + cˆ†r cˆl〉
N
=
〈cˆ†g cˆg − cˆ†ecˆe〉
N
= 〈αˆ+〉 . (2.55)
In Fig. 2.1 (c) and (d), the coherence and the ﬂuctuations of the atom number diﬀerence
of the eigenstates for typical experimental parameters are shown. The ﬁrst eigenstates show
a high degree of coherence and only a small amount of atom number ﬂuctuations. With
increasing energy, however, the coherence decreases and becomes negative. Its lowest value
is reached at 2Ej . A negative coherence can be interpreted as the population inversion of the
two relevant states in analogy to e.g. a negative temperature of a spin system. In this case,
the distribution of the relative phases is localized around π. The atom number ﬂuctuations
increase initially slowly, are then slightly reduced again close to 2Ej and increase faster above.
The coherence is directly connected to the relative population diﬀerence between the
ground and the ﬁrst excited single particle state, and is a measure for the coupling between
the atom number states. The eigenstates of the tunneling operator αˆ+ are the ’SU(2) coherent
states’, which can be written in the l/r basis as [70, 71, 72]
|c〉 = 1√
N ! ·NN
(
ψlcˆ
†
l + ψr cˆ
†
r
)N |vac〉 , (2.56)
where ψl,r are complex multiplier and account for the population and the ’phase’ of the two
modes and |vac〉 is the vacuum state. The state with the highest possible coherence fulﬁlls
αˆ+|c〉 = 1|c〉 and corresponds to ψl = ψr =
√
N/2. This state is the ground state of the
double well potential in the non-interacting limit and corresponds to all particles occupying
the ground state of the potential.
The coherence factor α = 〈αˆ+〉 deﬁned in Eq. 2.55 can also be understood as the mean
fringe visibility of ensemble averaged interference patterns. These interference patterns can
be visualized either as the interference of the two matter wave packets originating from the
two wells, or equivalently as the density distribution of the ensemble after ballistic expansion.
As discussed in Sec. 2.1.3 the density distribution is transformed during free expansion and its
shape becomes similar to the momentum distribution. In steady state, the ensemble averaged
momentum distribution (see Sec. 2.3.3) is given by
〈ρˆ(k)〉 = N
2
(
|Φg|2 + |Φe|2 + 〈αˆ+〉
(|Φg|2 − |Φe|2)) . (2.57)
The equivalence between the coherence factor and the mean fringe visibility can be established
by approximating the momentum distribution of the ground state by Φg(k) = f(k)·cos(k·dsw)
(Eq. 2.76) and the ﬁrst excited state by Φe(k) = f(k) · sin(k · dsw) (Eq. 2.77), where f(k)
is an envelope function and dsw is the vector connecting the maxima of the two localized
matter wave packets. With this the approximated momentum distribution can be written as
(see Sec. 2.3.3)
〈ρˆ(k)〉 ≈ N |f(k)|
2
2
(
1 + 〈αˆ+〉 · cos (2k · dsw − φ)
)
, (2.58)
where φ = φl−φr is the phase diﬀerence between the left and the right matter wave packet, as
will be discussed in Sec. 2.4. In Eq. 2.58, 〈αˆ+〉 corresponds to the visibility of the momentum
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distribution which is also the visibility of the interference patterns, if the interactions do not
perturb the distribution during expansion. A discussion on how interference patterns are
obtained experimentally is given in Sec. 3.3.
2.2.3 Rabi, Josephson and Fock regime
The properties of the ground state of the Bose-Hubbard Hamiltonian (Eq. 2.42) depend
strongly on the ratio of the local interaction energy and the tunneling coupling Ec/Ej . For
strong interaction the ground states is a well deﬁned atom number state and the coherence is
low. In the case of strong tunneling coupling the coherence is high and the state is a coherent
superposition of many atom number states. The transition between the two regimes is shown
in Fig. 2.2 (a), where the coherence (upper graph) and the atom number ﬂuctuations (lower
graph) are plotted as a function of Ec/Ej . Fig. 2.2 (b) shows the distribution of atom number
states (upper part) and the ensemble averaged momentum distributions (lower graphs) for
three diﬀerent ratios of Ec/Ej . It becomes evident that by increasing the ration Ec/Ej the
atom number ﬂuctuations vanish before the coherence of the system is decreased. The atom
number ﬂuctuations start to vanish for Ec/Ej > N−2, however the visibility of the averaged
interference patterns and thus the coherence starts only to decrease for Ec/Ej > 1. By
noticing this property of the ground state of the BJJ three regimes can be distinguished,
where (1) the coherence is very high and the atom number ﬂuctuations are large, (2) the
coherence is high and the atom number ﬂuctuations are small and (3) the coherence is low
and the atom number ﬂuctuations vanish. It is convenient to deﬁne these three regimes in
terms of the ratio Ec/Ej [33, 73].
• (1) Rabi regime : Ec/Ej  N−2
• (2) Josephson regime : N−2  Ec/Ej  1
• (3) Fock regime : 1 Ec/Ej
The Rabi regime corresponds to the non-interacting limit, where the system consists of
N independent particles. The distribution of atom number states is Poissonian and the
coherence is very high allowing for the deﬁnition of a relative phase between the matter wave
packets within the two wells. The Josephson regime can be understood as the ’classical’
regime. Here the ﬂuctuations of the atom numbers are small and the coherence is high
leading to a relative phase with only small quantum mechanical uncertainty. In this regime,
for large atom numbers, the operators might be exchanged by complex numbers and the state
of the system described in terms of a mean ﬁeld model. In the Fock regime, the Josephson
junction is dominated by the interaction energy. Therefore, the eigenstates have a well deﬁned
atom number in each well and as the coherence vanishes, the phase is completely undeﬁned.
In this regime, the ground state can not be described by a single condensate, where the
single particle density matrix has only one macroscopic eigenvalue [52], but corresponds to a
fragmented state, where the single particle density matrix has two macroscopic eigenvalues
[29, 30, 31].
2.3 The phase operator
The mean ﬁeld description can be used to approximate the bosonic Josephson junction if the
coherence of the system is high and a relative phase between the two matter wave packets is
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Figure 2.2: Properties of the bosonic Josephson junction for N = 100. The upper graph in (a) shows
the coherence factor α as a function of Ec/Ej . The coherence starts to decrease at Ec/Ej  1. The
lower graph in (a) is a plot of the population imbalance ﬂuctuations Δn2 as a function of Ec/Ej . The
ﬂuctuations start to decrease at Ec/Ej  N−2. (b) shows the distribution of atom number states
(upper part) and the ensemble averaged momentum distributions (lower graphs) for three diﬀerent
ratios of Ec/Ej . The visibility of the modulation of the momentum distribution is directly related to
the coherence factor. At Ec/Ej = N−2 the atom number ﬂuctuations are large (Δn ≈
√
N/2) and the
visibility is almost perfect (α ≈ 1). At Ec/Ej = 1 the atom number ﬂuctuations are strongly reduced
but the visibility is still high. At Ec/Ej = 10 the atom number ﬂuctuations are reduced further and
the visibility starts to vanish.
well deﬁned. However, in the context of the many body description, it is not straight forward
to understand the meaning of a phase and to deﬁne a phase operator. To get an idea on the
role of the phase in the Bose-Hubbard formalism, it is instructive to revert to a discussion by
Dirac concerning the properties of the electromagnetic ﬁeld [74]. He pointed out that in the
quantized electromagnetic ﬁeld, the photon number and the phase of the ﬁeld are conjugate
variables. They obey the canonical commutation relation
[φˆ, Nˆ ] = −i (leading to ΔN ×Δφ ≥ 1/2) . (2.59)
In experiments, only periodic functions of the phase can be measured and thus new phase
operators should be introduced [75] by deﬁning the creation and annihilation operators in
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terms of lowering êiφ and raising operators ê−iφ
aˆ = êiφNˆ1/2 ,
aˆ† = Nˆ1/2ê−iφ , (2.60)
With this, also the cosine and sine operators are introduced [76]. They obey the expected
commutations relations [
ĉosφ, Nˆ
]
= i · ŝinφ ,[
ŝinφ, Nˆ
]
= −i · ĉosφ . (2.61)
For large atom numbers, these operators must reproduce the classical expectation values for
cosφ and sinφ. However, these conditions are not suﬃcient to deﬁne the operators, also the
trigonometric identity has to be fulﬁlled [77, 78]
〈ĉosφ2〉+ 〈ŝinφ2〉 = 1 . (2.62)
Usually not the phase of an electromagnetic ﬁeld but the relative phase between two over-
lapping electromagnetic ﬁelds is measured. Thus, it is useful to deﬁne the relative phase
operator of two ﬁelds, which is approximated in terms of creation and annihilation operators
of the two ﬁelds by
ĉosφ =
cˆ†1cˆ2 + cˆ
†
2cˆ1√
N(N + 2)− 4〈nˆ2〉 (2.63)
ŝinφ =
(
cˆ†1cˆ2 − cˆ†2cˆ1
)
i
√
N(N + 2)− 4〈nˆ2〉 , (2.64)
where cˆ†1 and cˆ
†
2 are the creation operators of photons in the two electromagnetic ﬁelds and
the normalization factor
√
N(N + 2)− 4〈nˆ2〉 is a consequence of the trigonometric identity
(Eq. 2.62).
The same arguments are also applicable to atomic systems leading to the deﬁnition of a
relative phase operator between two Bose-Einstein condensates. In the limit of large atom
numbers (N(N +2) ≈ N2), equal population of both modes 〈nˆ〉 = 0, and small atom number
ﬂuctuations (Δn2  N2), the expectation value of the phase operators ĉosφ and ŝinφ become
equivalent to the tunneling operators
〈ĉosφ〉 ≈ 〈αˆ+〉 (2.65)
〈ŝinφ〉 ≈ 〈αˆ−〉 , (2.66)
where the second tunneling operator is deﬁned as
αˆ− =
(
cˆ†l cˆr − cˆ†r cˆl
)
iN
. (2.67)
In general, however, the eigenstates of the Bose-Hubbard Hamiltonian do not correspond
to ’phase states’, which means that 〈ĉosφ2〉 − 〈ĉosφ〉2 = 0 and thus, the state is not charac-
terized by a single phase, but by a phase distribution. This can be directly seen from the
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expectation value of the sine operator. For eigenstates of the Bose-Hubbard Hamiltonian
〈ĉosφ〉 varies between −1 and 1 as expected for cosφ for −π ≤ φ ≤ π but 〈ŝinφ〉 = 0 for all
eigenstates. Thus, the distribution of phases in the case of eigenstates is always symmetric
due to the symmetry of the Hamiltonian2.
Only a coherent superposition of diﬀerent eigenstates might have a non-vanishing value of
〈ŝinφ〉. The coherent superposition of non-degenerate eigenstates however, is not static but
evolves in time. Thus, a relative phase (φ = 0 and φ = ±π) is always connected to kinetic
energy and with it to a ﬂux of particles from one to the other well.
Note that care has to be taken with this formulation of the phase operator. There are
diﬃculties arising from the deﬁnition, e.g. eiφˆ is not unitary as eiφˆ|0〉 = 0 and thus the
phase operator is not hermitian. Furthermore, due to the commutation relation the matrix
elements of the phase operator in the atom number basis are not well deﬁned, as 〈n|φˆ|n′〉(n′−
n) = −iδn,n′ . Thus, the operator φˆ corresponds only approximately to the phase operator.
However, if φˆ appears in combination with the atom number operator (in terms of creation
and annihilation operators) the expectation values are always well behaved.
2.3.1 Phase states
To overcome the diﬃculties discussed above, the phase operator might be deﬁned in terms of
a projection onto phase states instead. The phase states can be directly found by realizing
that conjugate variables are connected via a Fourier-transformation. In the discrete atom
number basis, the phase state with the relative phase φ between the two matter wave packets
in the left and the right well is given by
|φ〉 = 1√
Fφ
N/2∑
n=−N/2
exp (inφ) |n〉 , (2.68)
where Fφ is a normalization constant. With this relation, the atom number states can be
expressed in the phase basis as
|n〉 = 1√
Fn
N∑
m=0
exp (−inφm) |φm〉 , (2.69)
where Fn is the normalization of the states, φm = φ0 + 2πm/(N + 1) are N + 1 orthogonal
phase states, and φ0 is an arbitrary phase deﬁning the range in which the phase is deﬁned.
In the following we will set for simplicity φ0 = −π to access the range φ ∈ [−π, π].
The phase states can also be understood as the ’phase’-part of the SU(2) coherent states
(E.q 2.56), which are given by
|cφ〉 =
(
e−i
φ
2 cˆ†l + e
iφ
2 cˆ†r
)N
√
2NN !
|vac〉 =
N/2∑
n=−N/2
√
N !
2N (N/2− n)! (N/2 + n)! exp (inφ) |n〉 , (2.70)
where φ is the relative phase between the left and the right well as discussed in [79]. Here,
the exponential corresponds to a phase between adjacent atom number states and the square-
root term to an envelope function. With this, the phase of a phase state can be understood
as a constant phase between all neighboring atom number states. In principle, due to their
structure, SU(2) coherent states could also be used to deﬁne phase states.
2This can also be seen from the GP Hamilton function Eq. 2.87 or Eq. 2.93, where the phase appears only
as cosφ and is symmetric around φ = 0.
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Figure 2.3: SU(2) coherent states. The real and the imaginary parts of the projection of the phase
states |φ〉 onto the number states |n〉 is shown for four diﬀerent phases. The phase of the states φ
corresponds to a ﬁxed phase diﬀerence between adjacent atom number states.
The real and the imaginary parts of the projection of four typical SU(2) coherent states
onto the l/r basis are shown in Fig. 2.3. The envelope of the states has a Poissonian proﬁle
(resulting from the binomial distribution) and a constant phase relation between adjacent
atom number states, where the phase diﬀerence directly corresponds to the phase of the
state.
The problem with the application of the SU(2) coherent states as phase states is their
envelope. If a population imbalance 〈nˆ〉 = 0 is present, the envelope of the states is shifted,
leaving the phase structure unchanged
|φ〈nˆ〉〉 =
1√
N !NN
(√
N1 exp(iφ)cˆ
†
l +
√
N −N1 exp(−iφ)cˆ†r
)N |vac〉
=
N/2∑
n=−N/2
√
N !
(N/2− n)! (N/2 + n)! ×√
1
(N1/N)N/2−n · (1−N1/N)N/2+n
exp (inφ) |n〉 , (2.71)
where 〈cˆ†l cˆl〉 = N1/N is the expectation value of the population of the left well and 〈cˆ†r cˆr〉 =
1 −N1/N the expectation value for the right well. Thus, a large population imbalance will
lead to a large shift of the envelope function and the overlap integrals will become very small,
even if the coherence of the state is high. To overcome this problem and to deﬁne feasible
phase states, all amplitudes should be set to the same value, which leads exactly to the
deﬁnition of the phase states from above (Eq. 2.68).
The phase distribution for any state can be calculated by a projection onto the phase
states via n(φm) = |〈φm|Ψ〉|2. Typical distributions of the relative phase for the many body
ground state for diﬀerent Ec/Ej are shown in Fig. 2.4. In steady state the expectation value
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of φˆ is zero and the width of the distribution increases with Ec. In the Rabi regime, Δφ is
small and decreases with the number of particles. In the Fock regime, the phase ﬂuctuation
increases to its maximal value Δφ  π/
√
3 corresponding to a random distribution and an
undeﬁned phase.
Figure 2.4: Distribution of the relative phases for diﬀerent ratio of Ec/Ej for N = 100. The ﬁve
graphs show typical distribution of the relative phase for the three regimes, the Rabi regime on the
left, the Josephson regime in the center and the Fock regime on the right. In the Rabi regime the
width of the distribution is only determined by the number of particles. In the Josephson regime also
the ratio of the interaction energy and the coupling strength plays a role. In the Fock regime the
relative phase becomes random.
Expectation values depending on the relative phase can be calculated using the distri-
bution function. The expectation values of e.g. the phase operator φˆ, the phase ﬂuctuation
operator φˆ2 and the cosine of the phase operator cos φˆ are
〈φˆ〉 =
N∑
m=0
φ |〈φm|Ψ〉|2 ,
〈φˆ2〉 =
N∑
m=0
φ2 |〈φm|Ψ〉|2 ,
〈cos φˆ〉 =
N∑
m=0
cosφ |〈φm|Ψ〉|2 . (2.72)
The expectation values of 〈cos φˆ〉 and 〈ĉosφ〉 become equivalent for large atom numbers.
However, numerically it is much easier to compute the second quantity, as here only one
expectation value has to be calculated rater than the projection of the state onto the phase
basis. Thus, the computation of the projection is only necessary, if the expectation value of
the phase or the phase distribution itself are of relevance. If only the cosine and the sine
operators are involved, the deﬁnitions Eq. 2.63 and Eq. 2.64 should be considered, as will be
discussed in the following section.
2.3.2 Comparison of the diﬀerent phase operators
The necessity of deﬁning the phase operator as ĉosφ rather than αˆ+ can be seen in Fig. 2.5.
In this graph the expectation values of the two operators are shown for diﬀerent phase states
and for three diﬀerent imbalances. In the symmetric case, both expectation values (ĉosφ
dotted line and αˆ+ dashed line) agree well with the classical expectation of cosφ (solid line).
25
Chapter 2 Basic theory of the Bosonic Josephson Junction
However, for imbalanced states the value of αˆ+ is reduced until for large imbalances the
expectation value vanishes. 〈ĉosφ〉 stays very close to the classical limit until almost all
particles are in average in one well. Thus, the deﬁnition of the cosine operator in terms of
Eq. 2.61 is a good approximation for the phase of the state, even in the case of an imbalance
between the two modes. The same discussion is also valid for the expectation value of the
sine operator ŝinφ and the second tunneling operator αˆ−.
Figure 2.5: Expectation values for αˆ+, ĉosφ, αˆ− and ŝinφ for the SU(2) coherent states for three
diﬀerent population imbalances. The upper part compares the expectation values of αˆ+ (dashed
line) and ĉosφ (dotted line) with the classical value of cosφ (solid line). The central part shows the
expectation values of αˆ− (dashed line), ŝinφ (dotted line) and the classical value sinφ (solid line).
The graphs reveals, that the operators ĉosφ and ŝinφ correspond to the phase of the states even for
situations, where the atom number diﬀerence is large. However, for large population imbalances the
expectation value of αˆ+ and αˆ− are strongly aﬀected. The lower graphs show 〈αˆ+〉2 + 〈αˆ−〉2 (dotted
line) and 〈ĉosφ〉2 + 〈ŝinφ〉2 (dashed line). The phase operators are close to the classically expected
value of one (solid line) also for situations, where the population imbalance is not zero.
The lower graphs in Fig. 2.5 show the trigonometric identity cos2 φ+ sin2 φ (the classical
expectation is one, indicated by the solid line). The identity stays close to one for ĉosφ and
ŝinφ but deviates for αˆ+ and αˆ−. The value of the latter quantity 〈αˆ+〉2 + 〈αˆ−〉2 corresponds
to the visibility of a single interference pattern as will be discussed in the next section and
agrees very well with the classical expectation of ν = 2
√
N1N2/N2.
2.3.3 Momentum distribution in the double well
The relative phase between two localized matter wave packets in a double well potential can
not be measured directly. However, as the phase is connected to the momentum distribution
of the particles, it is revealed in interference experiments. The momentum distribution is
given by
〈ρˆ(k)〉 =
〈
Ψˆ†(k)Ψˆ(k)
〉
. (2.73)
Applying the two mode approximation by rewriting the wave function as
Ψˆ(k) =
cˆl√
2
(
Φg(k) + Φe(k)
)
+
cˆr√
2
(
Φg(k)− Φe(k)
)
, (2.74)
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where Φg(k),Φe(k) are the wave functions of the ground and the ﬁrst excited state in mo-
mentum space, leads to the resulting momentum distribution
〈ρˆ(k)〉 = N
2
(|Φg|2 + |Φe|2)− 〈nˆ〉 (Φ∗gΦe + ΦgΦ∗e)
+
〈
cˆ†l cˆr + cˆlcˆ
†
r
〉
2
(|Φg|2 − |Φe|2)
−
〈
cˆ†l cˆr − cˆlcˆ†r
〉
2
(
Φ∗gΦe − ΦgΦ∗e
)
=
N
2
(
|Φg|2 + |Φe|2 − 2 〈nˆ〉
N
(
Φ∗gΦe + ΦgΦ
∗
e
)
+ 〈αˆ+〉
(|Φg|2 − |Φe|2)− i〈αˆ−〉 (Φ∗gΦe − ΦgΦ∗e)) . (2.75)
If the state has high coherence (α ≈ 1), the expectation values 〈αˆ+〉 and 〈αˆ−〉 are equivalent
to cosφ and sinφ as discussed in Sec. 2.3. If the coherence is reduced, the expectation
values are still proportional to cosφ and sinφ but at a reduced amplitude. This reduction
is described in terms of an additional numeric factor, which can be understood as the ideal
visibility3 of the interference patterns.
Due to the fact that the two functions |Φg|2− |Φe|2 and i
(
ΦgΦ∗e − Φ∗gΦe
)
are orthogonal,
the relative phase is directly revealed in the momentum distribution. The role of the relative
phase in the interference experiments can be visualized by considering large atom numbers
and a symmetric double well. Here, the ground state wave function is symmetric with a
spatially constant phase leading to a real and symmetric momentum distribution
Φg(k) = f(k) · cos (k · dsw) , (2.76)
with f(k) being an envelope function and dsw is the vector associated with the distance
between the maxima of the two matter wave packets. The envelope is typically of Gaussian
shape. The wave function of the ﬁrst excited state is antisymmetric leading to an imaginary
and antisymmetric momentum distribution
Φe(k) = f(k) · i sin (k · dsw) . (2.77)
With this, the resulting total momentum distribution is given by
〈ρˆ(k)〉 = N |f(k)|
2
2
(
1 + 〈αˆ+〉
(
2 cos2 (k · dsw)− 1
)− i 〈αˆ−〉 2i cos (k · dsw) sin (k · dsw))
=
N |f(k)|2
2
(
1 + 〈αˆ+〉 cos (2k · dsw) + 〈αˆ−〉 sin (2k · dsw)
)
=
N |f(k)|2
2
(
1 + ν · cosφ cos (2k · dsw) + ν · sinφ sin (2k · dsw)
)
=
N |f(k)|2
2
(
1 + ν · cos (2k · dsw − φ)
)
, (2.78)
where 〈αˆ+〉 = ν · cosφ and 〈αˆ−〉 = ν · sinφ corresponds to the decomposition of the expec-
tation values into an amplitude and a mean relative phase. The visibility ν corresponds to
3Ideal in this context refers to the highest experimentally achievable visibility without additional experi-
mental uncertainties.
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the amplitude of the modulation in the interference patterns and the relative phase φ to the
position of the interference peaks with respect to the envelope function f(k).
Also the role of the tunneling operators can be understood from this discussion. Their
expectation values might be decomposed into the product of two operators, namely the phase
operator and the visibility operator
〈αˆ+〉 = 〈νˆ〉 × 〈ĉosφ〉 (2.79)
which rewritten in terms of creation and annihilation operators are given by〈
cˆ†l cˆr + cˆ
†
r cˆl
N
〉
=
〈√
N(N + 2)− 〈nˆ2〉
N
〉
×
〈
cˆ†l cˆr + cˆ
†
r cˆl√
N(N + 2)− 〈nˆ2〉
〉
. (2.80)
Thus, the coherence in steady state is equivalent to the visibility of the interference patterns
as 〈ĉosφ〉 ≈ 1, however in general the visibility can only be accessed by the sum of both
expectation values squared
〈νˆ〉2 ≈ 〈αˆ+〉2 + 〈αˆ−〉2 = 〈νˆ〉2 × 〈ĉosφ〉2 + 〈νˆ〉2 × 〈ŝinφ〉2 . (2.81)
2.3.4 Matter wave interference - projection onto SU(2) coherent states
The eigenstates of the bosonic Josephson junction correspond to the symmetric population
of phase states around zero. Thus, the measurement of interference patterns from steady
state should according to this argument always lead to a relative phase of zero. The width of
the phase distribution might only aﬀect the visibility of the resulting patterns. However, in
interference experiments not the original momentum distribution is measured, but the state
is altered during the measurement process. The measurement of a single interference pattern
results in the projection of the states onto SU(2) coherent states as was as pointed out in
[80, 81]. Even in the case of two initial Fock states, where no relative phase can be deﬁned,
the interference experiments will lead to the observation of patterns with very high visibility,
which is a consequence of the interference measurement process itself. The two condensates
in the Fock states are expressed in the atom number basis as |N1, N2〉. In the most simple
description, the interference experiment acts as a 50:50 beam splitter, after which the particles
are detected either in the symmetric channel (+) : (cˆl + cˆr) or in the antisymmetric channel
(−) : (cˆl − cˆr). The detection of the ﬁrst particle in the (+) channel will lead to the state
(cˆl + cˆr)|N1, N2〉 =
√
N1|N1 − 1, N2〉+
√
N2|N1, N2 − 1〉 . (2.82)
The detection of the second particle in the same channel will lead to the state
(cˆl + cˆr)
( √
N1|N1 − 1, N2〉+
√
N2|N1, N2 − 1〉
)
=
√
N1(N1 − 1)|N1 − 2, N2〉
+ 2
√
N1N2|N1 − 1, N2 − 1〉
+
√
N2(N2 − 1)|N1, N2 − 2〉 , (2.83)
and so on. With this the atom number states with an undeﬁned phase are projected during
the measurement with every detected particle further and further onto SU(2) coherent states,
for which a relative phase is well deﬁned.
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The extension of this description to a multichannel detection method corresponds to the
additional consideration of factors resulting from the path and the probability diﬀerences (if
〈nˆ〉 = 0) for atoms arriving from one or the other well. The measurement thus leads to a
projection operator of the form (ψlcˆl + ψr cˆr) (see Eq. 2.56). With this, the measurement of
the interference of two matter waves can be described by the projection of the initial states
onto SU(2) coherent states deﬁned in Eq. 2.56. Thus, a clear interference structure is always
anticipated for single realizations of interference experiments.
The discussion above shows, that any measured interference pattern reveals a single rela-
tive phase. The relative phase is chosen randomly according to the probability distribution,
even if the distribution was not localized around a certain value. With this, by repeating the
interference experiments the distribution of the relative phases can be mapped out. Expecta-
tions values are then calculated by averaging over the respective quantities according to the
phase distribution. However, the calculation of the phase distribution in the Bose-Hubbard
picture is time-consuming as the density matrix has to be projected onto the phase states.
In order to reduce the computation time, if only the sine and/or the cosine operators are
involved, also the operators ŝinφ and ĉosφ lead to accurate results, even in the case of large
population imbalances.
2.4 Mean ﬁeld description - a mechanical analogue
Within the many body two mode model it is possible to calculate all relevant quantities
exactly. However, more insight into the behavior of the BJJ can be gained by using a
mean ﬁeld description, where for large atom numbers and in the case of only small quantum
mechanical uncertainties of the population imbalance and the relative phase, the creation and
annihilation operators might be exchanged by their expectation values. In this description
all condensed particles occupy the same quantum mechanical wave function leading to the
reduction of the many body Hamiltonian to the Hamiltonian of a single particle. Thus, the
mean ﬁeld model is ideally suited to describe the BJJ in the Josephson regime for large atom
numbers, as here both ﬂuctuations Δn2 = 〈nˆ2〉 − 〈nˆ〉2 and Δφ = 〈φˆ2〉 − 〈φˆ〉2 are small4. As
already mentioned, at these conditions the ﬁrst two eigenstates can be calculated by solving
the Gross-Pitaevskii equation numerically (see Appendix B).
The wave functions in the double well potential in real and in momentum space are
compared in Fig. 2.6 (a) and (b) with the corresponding wave functions in a harmonic trap,
where the barrier height in the double well potential is set to zero. The structure of the energy
spectrum for barrier heights comparable to or much larger than the chemical potential can be
understood by this simple picture. The ground state of the harmonic potential as shown in
Fig. 2.6 (a) upper graph has a maximum in the center of the trap (dashed line). Its energy is
strongly aﬀected if the potential barrier is raised and is split into two localized modes (solid
line). The ﬁrst excited state shown in Fig. 2.6 (b) upper graph has a node in the center
and thus the barrier changes the energy of this state only slightly. For high barriers the
probability distribution of atoms in the two states become very similar, and diﬀer only in
the central region leading to a small energy splitting between these two states. Furthermore,
the momentum distributions of the two states are very similar for large barrier heights as
shown in Fig. 2.6 (a) and (b) lower graphs, where both wave functions in momentum space
have the same envelope but diﬀer only in their symmetry and are approximately expressed
4In the Fock regime the mean ﬁeld description does not hold as the relative phase is not well deﬁned. In
the Rabi regime care has to be taken if using the mean ﬁeld description for ﬁnite temperature.
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Figure 2.6: First two eigenstates of the double well potential calculated by solving the Gross-
Pitaevskii equation in 3-D in a symmetric and an asymmetric potential. The wave functions are shown
in real space (upper parts) and in momentum space (lower parts) for N = 1150 and ωx = 2π × 78
Hz, ωy = 2π × 90 Hz, ωz = 2π × 66 Hz, V0/h = 420 Hz, |dsw| = 5.2μm. The asymmetry is generated
by moving the periodic potential by Δx = 500nm with respect to the harmonic potential. The solid
lines correspond to the ground state wave function in the symmetric double well (a), the ﬁrst excited
state in the symmetric double well (b), the ground state in the asymmetric double well (c), and the
ﬁrst excited state in the asymmetric double well (d). The dashed lines show the corresponding wave
functions in the harmonic trap at V0 = 0.
by Eq. 2.76 and Eq. 2.77. This is also expected if the BJJ is considered to be analogous to a
double slit for coherent light.
Fig. 2.6 (c) and (d) depict similar plots for the ground state wave function and the ﬁrst
excited state wave function in an asymmetric double well potential. The solid lines in the
upper graphs correspond to the wave functions in real space and in the lower graphs to the
wave functions in momentum space. The corresponding wave function in the harmonic trap
are indicated by the dashed lines. The asymmetry results for both states in a change of the
local amplitudes and an increase of the population of the lower well. The wave functions in
the momentum space are only slightly aﬀected by the asymmetry.
The observable quantities are not the wave functions but the density and the momentum
distribution. Both wave functions in the symmetric case, if considered independently, lead
approximately to the same density distribution, i.e. equal population of the left and the right
well. In order to be able to describe atom number diﬀerences and relative phases between
the two wells in the mean ﬁeld picture, a more convenient choice for the two modes are the
coherent superpositions of the ground and the ﬁrst excited state, namely the left and the right
matter wave packets, with the wave functions Φl = (Φg + Φe) /
√
2 and Φr = (Φg − Φe) /
√
2.
With this, the full wave function of the BJJ can be written as
Ψ = ψlΦl + ψrΦr =
√
Nle
iφlΦl +
√
Nre
iφrΦr , (2.84)
where ψl,r are complex multiplier, Nl,r is the population of the localized modes and φl,r the
phases. The resulting density distribution is
n(r) = Nl|Φl(r)|2 + Nr|Φr(r)|2 +
√
NlNr
(
ei(φl−φr)Φl(r)Φr(r)∗ + ei(−φl+φr)Φl(r)∗Φr(r)
)
.
(2.85)
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The overlap between the two wave functions for large barrier heights is small leading to
ΦlΦ∗r ≈ 0 and thus to the density distribution n(r) = Nl|Φl(r)|2 + Nr|Φr(r)|2 consisting of
Nl particles in the left well and Nr in the right well.
The momentum distribution is obtained from the wave function in momentum space
leading to the same functional dependence
n(k) = Nl|Φl(k)|2 + Nr|Φr(k)|2 +
√
NlNr
(
ei(φl−φr)Φl(k)Φr(k)∗ + ei(−φl+φr)Φl(k)∗Φr(k)
)
,
(2.86)
however, the overlap of the wave function in momentum space can not be neglected. The
ﬁrst two terms add up to an envelope and the interference term gives rise to a modulation of
this envelope by equidistantly spaced peaks, where the position of these interference peaks
depends on the relative phase as discussed in Sec. 2.3.3.
Figure 2.7: Typical momentum distribution at four diﬀerent relative phases calculated using Eq. 2.78,
a zero population imbalance and a Gaussian proﬁle for the envelope (dashed lines). (a) corresponds
to the momentum distribution at φ = 0, (b) to φ = π/2, (c) to φ = −π/2 and (d) to φ = π. The
momentum distributions reveal, that the position of the interference peaks with respect to the envelope
give information about the relative phase of the two interfering matter waves.
Four typical momentum distributions in a symmetric double well potential are shown in
Fig. 2.7. (a) corresponds to the momentum distribution at φ = 0 which is the momentum
distribution of the ground state wave function. (b) and (c) correspond to the relative phase
of φ = π/2 and φ = −π/2 and (d) to φ = π, which is the momentum distribution of the
ﬁrst excited state. If the population imbalance is not zero, the visibility of the interference
patterns is reduced.
2.4.1 Gross-Pitaevskii equation and the two mode model
The mean ﬁeld description is not only useful to visualize the density and the momentum
distribution of a state but in the Josephson regime, for large atom numbers and far below the
critical temperature, it can also be applied to derive a simpler two mode Hamilton function.
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Following the derivation in [24] and starting with the Gross-Pitaevskii equation (Eq. 2.5) the
two mode Gross-Pitaevskii Hamilton function is of the form
HGP−2M =
Ec−GP
2
n2 − Ej−GP
√
1− 4n
2
N2
cos (φ)
+
δEGP
2
(
1− 4n
2
N2
)
cos (2φ) , (2.87)
where
n =
Nr −Nl
2
,
φ = φl − φr . (2.88)
n is the population imbalance and φ is the relative phase. The coupling constants are given
by
Ec−GP =
2
N
10γg,e − γg,g − γe,e
4
, (2.89)
Ej−GP =
N
2
(
μe − μg − γe,e − γg,g2
)
, (2.90)
δEGP =
N
2
γg,g + γe,e − 2κg,e
4
, (2.91)
with γi,j = gN
∫
dr|Φi(r)|2|Φj(r)|2 , (with i, j = g, e) . (2.92)
For large N and small δE the Bose-Hubbard and the Gross-Pitaevskii constants are approx-
imately equal. In this limit, the Hamilton function can be written in analogy to Eq. 2.47
as
HGP−2M =
Ec
2
n2 − Ej
√
1− 4n
2
N2
cosφ , (2.93)
where n2 ⇔ 〈n〉2 and
√
1− 4n2
N2
cosφ ⇔ 〈αˆ+〉. The expectation value of the tunneling
operator, as discussed before, is the product of the expectation values of the cosine operator
and the visibility operator, which is reﬂected in the latter correspondence.
This formalism is very useful in order to gain intuitive insight into the properties of
the BJJ, as Eq. 2.93 does not only describe the BJJ in the mean ﬁeld model but also a
single particle in a sinusoidal potential, where the height of the potential decreases with
the momentum of the particle. In this picture the population imbalance corresponds to the
momentum of the particle, the relative phase to the position coordinate, the mass is E−1c and
the potential height is Ej
√
1− 4n2
N2
. A sketch of this model is shown in Fig. 2.8 (a), where the
ground state wave function of the particle in the periodic potential is plotted. However, for
small n and φ the Hamilton function can be simpliﬁed to the Hamilton function describing a
single particle in a parabolic potential
Hsimpliﬁed =
(
Ec +
4Ej
N2
)
n2
2
+
Ej
2
φ2 , (2.94)
where the potential becomes independent of the momentum.
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Figure 2.8: Mechanical analogue to the bosonic Josephson junction. The Hamilton function Eq. 2.94
does not only describe two coupled matter waves in the Josephson regime, but also a single particle in
a sinusoidal potential where the population imbalance is connected to the momentum and the relative
phase to the position of the particle. Here the mass of the particle is 1/Ec and the periodic potential
has a height of 2Ej . (a) shows a sketch of the ground state wave function of the single particle in the
potential, which is extended beyond the deﬁnition of φ ∈ [−π, π] (dashed line in the gray shaded area).
The dynamical response of the BJJ can be visualized with this analogue. In (b), the two expected
dynamical regimes are shown. The upper graph corresponds to an initial kick, which is smaller than
a critical value, leading to oscillations of the particle around its equilibrium position. If the kick is
large enough such that the particle can reach the potential maxima as shown in the lower graph, the
particle will continue moving through the periodic potential.
2.4.2 Properties in steady state
The quantization of the simpliﬁed classical Hamilton function (Eq. 2.94) allows for an intuitive
understanding of the steady state properties of the BJJ. It reveals that the position and the
momentum are not perfectly deﬁned but show a quantum mechanical uncertainty of (see
e.g. [32])
Δn2 =
1
2
√
Ej
Ec + 4Ej/N2
, Δφ2 =
1
2
√
Ec + 4Ej/N2
Ej
. (2.95)
Furthermore, the product of the ﬂuctuations leads to an uncertainty relation of the form
Δn2 ×Δφ2 = (〈nˆ2〉 − 〈nˆ〉2)× (〈φˆ2〉 − 〈φˆ〉2) ≥ 1/4 , (2.96)
where the equality is valid for the ground state. The comparison of this uncertainty relation
with the exact calculation using the Bose-Hubbard model is shown in Fig. 2.9. The solid
lines were calculated with N=100 and the dashed line is the prediction of the GP two mode
model. (a) shows the comparison of the atom number ﬂuctuations, (b) the phase ﬂuctuations
and (c) the uncertainty relation. In the Rabi and the Josephson regime the agreement is
excellent as in this regimes the mean ﬁeld description is an accurate approximation, however
in the Fock regime the product vanishes, as the ﬂuctuation of the atom numbers becomes
arbitrarily small but the ﬂuctuation of the phase is bound.
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Figure 2.9: Uncertainty relation for the conjugate variables n and φ. The solid lines in (a) and (b)
show the ﬂuctuations of the atom numbers and the relative phase respectively and compare them with
the classical predictions (dashed lines). In (c) the product (solid line) Δn2 ×Δφ2 demonstrates the
uncertainty principle, which connects the two variables in the Rabi and the Josephson regime. The
expected value is 1/4 (dashed line). In the Fock regime, the product vanishes, as the ﬂuctuation of
the atom number diﬀerence tends to zero but the ﬂuctuation of the phase is bound (below π).
2.4.3 Properties in steady state at ﬁnite temperature
The ﬁnite temperature properties in steady state can be deduced from the mechanical ana-
logue as well. The amount of thermally induced ﬂuctuations of the two dynamical variables
might be estimated by using the simpliﬁed classical Hamilton function (Eq. 2.94), neglecting
the quantum mechanical uncertainties and populating the potential according to the Boltz-
mann distribution, leading to the ﬂuctuations
Δn2th =
〈
n2
〉
th
− 〈n〉2th =
kBT
Ec +
4Ej
N2
, Δφ2th =
〈
φ2
〉
th
− 〈φ〉2th =
kBT
Ej
. (2.97)
The product of the thermally induced ﬂuctuations gives also rise to an uncertainty relation
of the form
Δn2th ×Δφ2th ≥
(kBT )2
Ej
(
Ec +
4Ej
N2
) . (2.98)
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For very high temperatures, the product deviates from the uncertainty relation due to two
reasons. On the one hand, the assumptions for the derivation of the simpliﬁed Hamilton
function are not fulﬁlled, i.e. n and φ are not small, and on the other hand the ﬂuctuations
of both variables are bound as n ∈ [−N/2, N/2] and φ ∈ [−π, π]. However, qualitatively, the
uncertainty relation reveals the general inﬂuence of temperature, leading to an increase of
the ﬂuctuations of both dynamical variables with temperature.
2.4.4 Dynamical properties
The general dynamical behavior of the BJJ can also be derived from the single particle pic-
ture. If the particle is slightly moved away from its ground state position (i.e. a small phase is
imprinted) or the particle has a small initial momentum (i.e. a small initial population imbal-
ance), the particle will perform harmonic oscillations around the minimum of the potential at
the characteristic plasma frequency Eq. 2.53, as sketched in the upper graph in Fig. 2.8 (b).
The oscillations of the particle correspond to oscillation of the population imbalance and the
relative phase around a zero mean value. This dynamical regime is referred to as the plasma
oscillation regime.
For larger momenta, the assumption for Eq. 2.94 are not fulﬁlled and Eq. 2.93 should be
considered instead. If the initial kick is large enough such that the particle can reach the
top of the potential, as shown in the lower graph in Fig. 2.8 (b), the particle will continue
moving through the lattice. In this case, the position coordinate will increase in time and the
momentum will always point into the same direction leading to a non zero mean value. This
corresponds to the winding up of the relative phase and a non vanishing mean population
imbalance. This regime is called the self trapping regime.
The condition for self trapping is, that the initial energy of the particle is just enough
to reach the top of the potential (i.e. φ = π at n = 0), which is the case if H(nc, φ = 0) >
H(n = 0, φ = π). Thus, the critical initial imbalance nc for a zero initial phase diﬀerence is
deﬁned as
Ec
2
n2c − Ej
√
1− 4n
2
c
N2
= Ej ⇒ |nc| = 2
√
Ej
Ec
(
1− 4Ej
N2Ec
)
. (2.99)
Also a third dynamical regime exists due to the dependence of the potential height on the
momentum leading in certain cases to stable oscillations around the top of the potential, but
as this regime is not obvious from the single particle picture, I refer to [28] for more details.
2.5 Summary of the theoretical background
A Bose-Einstein condensate conﬁned in a double well potential behaves similarly to a Joseph-
son junction realized with superconductors. This bosonic Josephson junction is accurately
described by the Bose-Hubbard model for low energetic excitations and low temperatures,
where the number of allowed mean ﬁeld orbitals is reduced to two. The particles in these
two modes are coupled to each other due to the local atom-atom interactions. A convenient
choice for the basis are the Fock states with a well deﬁned number of particles in the left
and the right well. The relevant quantities for a characterization of the BJJ are apart from
the expectation value of the atom number diﬀerence, the atom number ﬂuctuations and the
coherence. By investigating the bahvior of the last two quantities, three dynamical regimes
can be distinguished: the Rabi regime, where the coherence is high but also the atom num-
ber ﬂuctuations are large, the Josephson regime, where the coherence is high and the atom
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number ﬂuctuations are small, and the Fock regime, where both quantities are small. In
the Josephson regime the creation and annihilation operators can be exchanged by complex
numbers allowing for the description of the system in terms of a mean ﬁeld model. The mean
ﬁeld model shows, that only two variables are needed to describe the state of the BJJ, namely
the atom number diﬀerence and the relative phase. The properties of the BJJ can be directly
derived from a mechanical analogue, which is a single particle in a momentum dependent
periodic potential.
The atom number diﬀerence in the Bose-Hubbard and the mean ﬁeld model are directly
related, however, it is diﬃcult to deﬁne a quantity in the Bose-Hubbard picture, which
corresponds to the relative phase from the mean ﬁeld description. For this, a new set of basis
states, the phase states, is introduced resulting from a Fourier-transformation of the Fock
states. The distribution of the relative phases is then obtained by a projection of the state of
the BJJ onto these phase states. With the knowledge of the phase distribution, the relevant
expectation values are easily calculated.
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Josephson junction
A bosonic Josephson junction can be realized experimentally, by implementing a double well
potential for a Bose-Einstein condensate. In our experiments, the double well potential results
from the superposition of a 3-D harmonic conﬁnement and a periodic potential with large
periodicity. The harmonic trap is responsible for an overall conﬁnement of the particles and
the periodic potential, if adjusted properly, realizes a barrier in the center. The generation
and the preparation of the BEC are performed in two vacuum chambers employing optical
and magnetic forces.
The schematics of the components used to generate the double well potential are shown
in Fig. 3.1 (a). The resulting eﬀective potential, which is a Gaussian trapping potential
modulated by the periodic potential is plotted in (b). A zoom into the central region, as
shown in (c), reveals that the resulting potential is a double well if the chemical potential of
the particles in the trap is lower than the minimal energy of the next neighboring wells.
Figure 3.1: Experimental setup and realization of the double well potential by the superposition of
a harmonic trap and an optical lattice with large periodicity. (a) is a cut through the center of the
laser beams generating the optical potentials. Two orthogonal dipole trap beams at 1064nm (gray)
create a 3-D harmonic conﬁnement and two laser beams at 830nm crossing under an angle of about
10◦ generate the optical lattice (red) with a periodicity of λ ≈ 5 μm. (b) shows the eﬀective potential
resulting from the superposition of the dipole trap and the optical lattice on the scale of the Gaussian
dipole trap beam. (c) is a zoom onto the potential in the center. It reveals that the potential can
eﬀectively be described as a double well potential with a separation of the two wells of about 4.4 μm,
if the height of the periodic potential is chosen properly.
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3.1 Experimental apparatus
The experimental apparatus can be divided into two major components, the laser system and
the vacuum system. The laser system provides laser light at diﬀerent frequencies for cooling,
trapping and manipulating the atoms and the vacuum system is needed in order to isolate
the cooled atomic cloud from the hot environment. Two vacuum chambers are present, the
high vacuum chamber (HVC) in which a cold atomic beam is prepared and the ultra high
vacuum chamber (UHVC) where the cold atoms are collected, cooled further and where the
experiments are performed. A schematic overview of the experimental setup is depicted in
Fig. 3.2. The upper part shows the laser setup and the ’darkened area’ the vacuum system.
The vacuum system is covered in order to prevent scattered light to heat up the atoms.
The schematics of the vacuum setup is shown in Fig. 3.3, where the chamber on the left
hand side (funnel) corresponds to the HVC and the chamber on the right hand side to the
UHVC (MOT and BEC chamber). In the HVC Rubidium atoms are released from dispensers
and a slow atomic beam is generated by a funnel. The funnel is a magneto-optical trap (MOT)
[54] with a 2-D transverse conﬁnement and additional cooling in the third direction. The
longitudinal cooling is adjusted such that the particles are not trapped but have still a low
velocity component in the direction of the UHVC. With this, the atoms are directed through
a diﬀerential pumping stage and lead into the UHVC, where a 3-D MOT is used to capture
them. From the 3-D MOT, the particles are transferred into a time-orbiting-potential (TOP)
trap, where they are cooled further via evaporative cooling by reducing the circle of death
of the TOP trap. Before Bose-Einstein condensation is reached, the atom are transferred
into the optical dipole trap, where the temperature of the atoms is lowered a last time by
evaporative cooling. The evaporation is done by lowering the laser intensities and reducing
the trap depth in order to allow hot atoms to leave the trap. After the lowest possible
temperatures are reached at the right atom numbers, the cooling is stopped by increasing the
light intensity again and the periodic potential is turned on slowly in order to load the atoms
adiabatically into the double well potential. For more details on the experimental generation
of Bose-Einstein condensates and more detailed discussions on the experimental apparatus I
refer to [82, 83, 84, 85].
3.1.1 Laser systems
Four diﬀerent laser systems are used in our experiments to provide light for manipulating the
atoms:
• A Titanium-Sapphire Laser (Ti:Sa I, Coherent - Monolithic-Block-Resonator 110) is
pumped by a frequency-doubled Nd:YVO4 Laser (Coherent, Verdi V10) with 10W
optical output power. The Ti:Sa I has a typical output power of 1.4W. It is locked to
the (F = 2 −→ F ′ = (3, 1)) crossover transition of the D2 line of Rubidium-87. The
beam is split into three parts for the MOT, for the funnel, and for imaging. Every beam
is passed through individual acousto-optical modulators in double-pass conﬁguration in
order to shift the frequencies by about 210MHz and address the (F = 2 −→ F ′ = 3)
transition (see Appendix D).
• An external cavity diode laser (Repumper, ECDL) in Littrow conﬁguration with a
typical output power of 30mW is locked to the (F = 1 −→ F ′ = 2) transition of the
D1-line. It is used to repump atoms back into the MOT-cycle, which have decayed into
the 5S1/2 state.
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Figure 3.2: Schematics of the experimental setup. The upper part shows the laser system, where laser
beams are prepared at the necessary frequencies and the lower part (darkened area) to the vacuum
setup containing the experimental chambers with the relevant optical components.
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Figure 3.3: Vacuum setup. The pressure in the ﬁrst chamber is about 10−9mbar (HVC), here the
87Rb atoms are precooled via a funnel. A diﬀerential pumping stage connects the HVC with the
UHVC, which is at a pressure of ≈ 10−11mbar. Here, the atoms are collected in a MOT, cooled
further in a TOP trap and transferred into the crossed dipole trap, where Bose-Einstein condensation
is reached.
• A diode laser pumped Nd:YAG Laser (Spectra-Physics, T40-X30-106QW) with a wave-
length of 1064nm and a maximum output power of 8W provides the light for the two
beams of the crossed optical dipole trap. The maximal power in the TEM-00 mode,
which can be coupled into the two single mode ﬁbres, is about 3W.
• The light for the optical lattice is provided by a second Titanium-Sapphire Laser (Ti:Sa
II, Coherent - 899), which is pumped by a Coherent Verdi V10. It has a typical output
power of 1.2W and is operated at a wavelength of between 810 and 830nm.
3.1.2 Laser induced potential for ultracold neutral atoms
A possibility to generate external potentials for ultra cold atoms is the application of coherent
light ﬁelds. The electric ﬁeld of a laser beam interacts with the atom by inducing an electric
dipole moment which again interacts with the electric ﬁeld [86]. The depth of the resulting
potential depends directly on the detuning δ = ωl − ω0, which is the frequency diﬀerence
of the laser ωl and the frequency of the dominant electronic transition ω0. If not only one
but multiple electronic transitions are of relevance, the detuning of each transition has to be
taken into account multiplied by the corresponding Clebsch-Gordon coeﬃcients.
The eﬀective potential induced by the laser ﬁeld can be calculated by taking also sponta-
neous scattering of photons into account and using the steady state solutions of the optical
Bloch equations [87]. The resulting dipole potential is given by
Vdipole(r) =
δ
2
ln
(
1 +
I(r)/Isat
1 + 4 δ2
Γ2
)
with Isat =
Γω30
12πc2
, (3.1)
where I(r) is the local intensity of the laser ﬁeld, Γ is the natural line width of the transition,
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and c is the speed of light. In the limit I(r)/Isat  1 + 4δ2/Γ2, the dipole potential can be
written as
Vdipole(r) ≈ δ2
I(r)/Isat
1 + 4 δ2
Γ2
. (3.2)
If further δ2  Γ2, the potential can be simpliﬁed to
Vdipole(r) ≈ Γ
2I(r)
8δIsat
. (3.3)
In addition to the dipole force, a second force is acting. It results from the absorption
and spontaneous emission of photons and is called the radiation pressure force. As the
spontaneous emission is an incoherent process the emission of a photon leads to the removal
of the atom from the BEC and thus to a loss or even a heating mechanism. Hence, in order
to utilize optical potentials for trapping and manipulating Bose-Einstein condensates the
spontaneous scattering rate Γsp should be as small as possible
Γsp =
Γ/2
1 + IsatI (1 + 4δ
2/Γ2)
≈ Γ
3I
8δ2Isat
, (3.4)
where the last term corresponds to the same conditions as described for Eq. 3.3. For the
applicability of optical dipole potentials, large detunings are favorable as the potential is
inversely proportional to the detuning Vdipole ∝ δ−1 but the spontaneous scattering rate to
the detuning squared Γsp ∝ δ−2 and thus decreases faster with increasing δ.
For negative detunings (red-detuned light) the dipole potential is attractive and can be
used to trap atoms in the intensity maxima. For positive detunings (blue-detuned light) the
potential is repulsive and the atoms are pushed out of the regions with high intensity into the
local minima. With properly tailored intensity proﬁles optically induced potentials of almost
arbitrary shapes can be realized. In experiments, usually two types of optical potentials are
used, harmonic and sinusoidal.
3.1.3 Ultra-stable harmonic trapping potential
The 3-D harmonic trap in our experiments is generated by two crossed far red-detuned Gaus-
sian Nd:YAG-laser beams at λNd:YAG = 1064nm. The beams are passed through acousto-
optical modulators (AOM) driven at radio frequencies of about 80MHz with a frequency
diﬀerence of approximately 1MHz between the two beams in order to avoid interference. The
intensity proﬁle resulting from a single Gaussian TEM-00 laser beam is given by
I(r) =
I0
1 + (z/z0)2
exp
(
−2 x
2 + y2
σ2(1 + (z/z0)2)
)
with z0 =
πσ2
λl
, (3.5)
where I0 is the peak intensity, σ is the 1/e2-waist of the transverse Gaussian proﬁle and
λl is the wavelength of the laser light. For large detunings δ2/Γ2  max(1, I/Isat) the
eﬀective light induced potential is proportional to the intensity distribution and thus can be
approximated in the center (|x|  σx, |y|  σy and |z|  z0) by a 3-D harmonic potential
Vharm(r) = V0 ·
(
1− 2x
2
σ2x
− 2y
2
σ2y
− z
2
z20
)
with V0 =
Γ2I0
8δIsat
. (3.6)
41
Chapter 3 Experimental realization of a single bosonic Josephson junction
The experimentally relevant parameters of these potentials are the trapping frequencies,
which are directly obtained from the approximation and are
ωx,y =
√
4|V0|
mσ2
and ωz =
√
2|V0|
mz20
= ωx,y
λl√
2πσ
. (3.7)
The last equality shows that for beams with a waist much larger than the wavelength of the
laser σ  λl the conﬁnement in the z-direction is weak compared to the conﬁnement in the
x- and y-directions. In order to obtain high trapping frequencies in all three directions two
crossed focused TEM-00 laser beams are used.
The ﬁrst dipole trap beam, in the following called the wave-guide (WG) is responsible
for the transverse conﬁnement of the BEC and points perpendicular to gravity in order to
hold the atoms in the trap. The atoms are located at the waist of the beam which has a
size of about 60μm and a power of below 500mW. The resulting trapping frequencies can
be adjusted to be between typically 2π × 70Hz and 2π × 180Hz. The lower bound results
from the gravitational sag which for low frequencies pulls the atoms out from the center of
the trap and thus for too low frequencies (ωy < 2π × 60Hz) the atoms fall out of the trap.
Furthermore, due to the gravitational sag, the two trapping frequencies resulting from the
WG are in general diﬀerent. The second dipole trap beam, in the following referred to as
the crossed dipole trap (XDT), is pointed perpendicular to the ﬁrst beam and perpendicular
to gravity. The XDT is elliptic, with the tighter conﬁnement in the direction along the WG.
The non-cylindric shape was chosen in order to minimize the inﬂuence of the XDT on the
transverse trapping. The size of the beam along the WG is 70μm and in the direction of
gravity 140μm and has a power of typically below 800mW. The equi-intensity surfaces of the
crossed dipole trap beams are shown in Fig. 3.4 with the respective beam waists.
Figure 3.4: Equi-intensity surfaces of the dipole trap beams. The wave-guide (WG) is cylindrically
symmetric and has a waist of 60μm, the crossed dipole trap beam (XDT) is elliptic and is opened in
the direction of gravity, in order to minimize its inﬂuence on the transverse conﬁnement. The waists
are 70μm and 140μm.
High stability of the experimental setup is crucial for the realization of the bosonic Joseph-
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son junction, as the tunneling times and coupling constants depend strongly on the exact
shape of the potential. Therefore, both beams are transferred to the experiment via optical
ﬁbers and the output couplers are located in a distance of about 20cm from the atoms in
order to minimize the drift and the ﬂuctuations of the trap position and provide high passive
stability. Furthermore, the output coupler of the XDT is ﬁxed on a piezo actuated mount,
which allows for changing the output coupling angle and thus the position of the trap over
several micrometers.
The intensity of both dipole trap beams is actively stabilized. For this, the intensity of the
reﬂected light from the experimental chamber is monitored and coupled back onto the AOMs
via PI-loops. The stability achieved is better 10−4 for the frequency range below 1kHz.
3.1.4 Actively stabilized periodic potential
The periodic potential is realized by the interference of two Ti:Sa-laser beams at λTi:Sa = 810
to 830nm, crossed under an angle of about 10◦. The waist of the two beams is 500μm and
the power of each is up to 100mW. The time averaged intensities and the wave vectors of
the two beam are I1(r), I2(r) and k1, k2 respectively. The intensity distribution of these
two large interfering Gaussian beams (transverse size much larger than the wavelength of
the resulting periodic potential) is approximated in the center by the intensity distribution
of two interfering plane waves. For simplicity, we consider light ﬁelds at the same frequency
with ω1 = ω2 = ωl and |k1| = |k2| = |k|. The intensity proﬁle of the two interfering plane
waves is given by
I(r, t) = 2I1(r) cos2 (ω1t− k1 · r + φ1) + 2I2(r) cos2 (ω2t− k2 · r + φ2)
+ 2
√
I1(r)I2(r) cos
(
2ωlt− (k1 + k2) · r + φ1 + φ2
)
+ 2
√
I1(r)I2(r) cos
(
(k2 − k1) · r + φ1 − φ2
)
, (3.8)
where φ1 and φ2 are the phases of the two plane waves at t = 0, r = 0. This intensity
proﬁle corresponds to a plane wave at the optical frequency in the direction (k1 + k2) and a
perpendicular standing light wave. Time averaging of the intensity proﬁle leads to
Ieﬀ(r) = I1(r) + I2(r) + 2
√
I1(r)I2(r) cos
(
(k2 − k1) · r + φ1 − φ2
)
. (3.9)
The resulting periodicity of the standing light wave is
λsw =
2π
|k2 − k1| =
2π
2|k| sin (θ/2) =
λl
2 sin (θ/2)
, (3.10)
where θ is the angle between the two wave vectors given by cos θ = k1 ·k2/|k|2. For counter-
propagating beams (θ = π), the periodicity of the standing wave is λl/2, which is the smallest
periodicity achievable with laser light at λl. By decreasing the angle, the periodicity increases
until for θ = 0 it becomes inﬁnite.
The time averaged potential for large detunings (δ2/Γ2  max(1, I/Isat)) is given by
Vsw(r) = V1(r) + V2(r) + 2
√
V1(r)V2(r) cos
(
(k2 − k1) · r + φ1 − φ2
)
, (3.11)
where V1,2 corresponds to the potentials independently generated by the two light ﬁelds
Vi(r) = Γ2Ii(r)/8δIsat.
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The periodic potential realized in the experiment with laser light at a wavelength of 830nm
and an angle of 10◦ between the beams has the form
Vsw(r) = V0
(
1 + cos (dsw · x + φpos)
)
, (3.12)
with dsw ≈ 5μm. φpos is the phase diﬀerence of the two laser ﬁelds and corresponds to
the position of the interference maxima. The assumption of plane waves is satisﬁed as the
transverse size of the beams is much larger than the periodicity of the resulting potential and
thus the intensity of the two beams does not change on the scale of the double well. At a
power of about 50mW per beam the periodic potential has a height of V0/h ≈ 6kHz.
Figure 3.5: Mount of the optics for the standing light wave beams. The laser light enters the setup
through an output coupler (OC) and is transmitted through a polarization ﬁlter (PF). Then the beam
is passed through an antireﬂection coated glass plate, where a small amount of light is coupled out
and brought to a photo diode (PD) to monitor the intensity. A non-polarizing beam splitter is used
to divide the beam into two parts at the same intensity. One of the beams is then passed through an
electro-optical modulator (EOM) which, if a voltage is applied, changes the optical path of the beam.
This component is used for the active stabilization of the resulting interference patterns. The last two
mirrors reﬂect the light into the experimental chamber, where the two beams cross under an angle of
about 10◦.
The setup for generating the standing light wave is shown in Fig. 3.5. To achieve high
passive stability all optical components are mounted on a single aluminium block, which is
located only about 30cm away from the experimental chamber. The light is transferred to
the setup, after being passed through an AOM, via a polarization maintaining single mode
optical ﬁber and enters the setup through the output coupled (OC). Then, the light is directly
passed through a polarization ﬁlter (PF) and an antireﬂection coated glass plate, where a
small amount of the light is removed from the beam and directed onto a photo diode (PD).
The signal of the photo diode is used to stabilize the intensity of the standing light wave
beam by means of a PI-loop that is connected to the AOM, reaching a stability of better
than 10−4 for the frequency range below 1kHz. The next component in the beam path is a
non-polarizing beam splitter (BS) which divides the beam into two parts. Before entering
the experimental chamber, one beam is passed through an electro-optical modulator (EOM).
The EOM consists of a non-linear crystal, which changes its index of refraction if a voltage
is applied (Pockels eﬀect). With this, the optical path of one beam can be modiﬁed leading
to a change of its phase (φpos) and thus to a change of the position of the interference peaks.
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The EOM is used for the active stabilization of the position of the interference patterns. For
this a small amount of light is removed from the beams by a second anti-reﬂection coated
glass plate, as shown in Fig. 3.6 (a), and brought to interfere on a precision air slit with a
width of 2μm and a length of 3mm. The slit is adjusted to be parallel to the interference
patterns. As the slit is thinner than the periodicity of the patterns, the transmitted light
intensity is proportional to the local phase of the standing wave and is measured by means
of a photo diode behind the slit. The stabilization of the phase is done by using a lock-in
ampliﬁer driven at 12kHz and coupling the signal via a PI-loop back to the EOM.
Figure 3.6: Schematics of the setup for stabilizing the standing light wave. (a) shows the setup used
for generating the standing light wave, where the same components are listed as in Fig. 3.5. (OC):
output coupler, (PF): polarization ﬁlter, (PD): photo diode, (BS): beam splitter, (EOM): electro-
optical modulator and (M): mirrors. Additionally, the components for monitoring the position of the
interference patterns are shown. Some light is coupled out from the two beams by an antireﬂection
coated glass plate and directed onto a precision air slit with a width of 2μm. The resulting interference
patterns are monitored with a photo diode, which measures the transmitted light behind the slit. (b)
shows the setup for generating the 3-D harmonic trap and the imaging. Underneath the table, on
which the crossed dipole trap (XDT) and the output coupler for the imaging beams are mounted, is
the setup shown in (a). The setup of the standing light wave is adjusted such that it is symmetric
around the (XDT).
3.1.5 Double well potential
The superposition of the harmonic trap realized by the far red-detuned Gaussian laser beam
and the periodic potential leads to an eﬀective double well potential in the center, if the
minimum of the harmonic trap coincides with a maximum of the standing light wave. To be
able to generate a symmetric double well potential the setup of the standing light wave is
mounted such that the periodic potential is along the WG and symmetric around the XDT
as shown in Fig. 3.6 (b). The setup of the periodic potential is located below the additional
table, which as shown in this graph holds the output coupler of the XDT and the output
coupler of the imaging beam. The second antireﬂection coated glass plate and the air-slit
are mounted onto the table as well to guarantee the highest possible passive stability of the
periodic potential with respect to the XDT.
However, as the position of the standing light wave is locked to the slit, but not to the
harmonic trap, the symmetry of the double well has to be adjusted by changing the position
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of the harmonic trap by means of the piezo actuated mount. To measure the symmetry of the
double well potential, the population imbalance of the atoms is observed directly in the trap,
which depends critically on the symmetry of the potential (see Sec. 4.1.1). To guarantee that
the double well potential has the right symmetry, check measurements are performed after
every 10-20 experiments.
The eﬀective double well potential has the form
Vdw =
1
2
m(ω2xx
2 + ω2yy
2 + ω2zz
2) +
V0
2
(
1 + cos
2π
dsw
x
)
, (3.13)
where V0 is the height of the periodic potential, dsw is its periodicity and the harmonic trap
is characterized by the three trapping frequencies ωx, ωy and ωz.
The resulting potential consists in its center of two wells separated by a barrier only for
suﬃciently large values of V0 as shown in Fig. 3.7 (a). The height of the barrier Vb, which is
the diﬀerence between the potential at the minimum and the potential in the center, is directly
connected to the height of the periodic potential V0 as depicted in Fig. 3.7 (b). However, a
change of V0 does not only result in a change of the barrier height but also a change of the
separation of the two wells, as shown in Fig. 3.7 (c). Below a critical value of the height of
the periodic potential V0 < mω2xλ
2
sw/2π
2, the minimum x1 is located in the center. Above
this value, the distance between the center and the position of the ﬁrst minimum increases
with V0 and approaches λsw/2 asymptotically, leading to a maximal separation of the two
wells of λsw. Fig. 3.7 (d) shows the eﬀective barrier height Vb as a function of V0. For small
values of V0, the barrier height is zero and it increases with V0 until for large values of V0 the
barrier height becomes Vb ≈ V0 − 12mω2x
(
λsw
2
)2
.
The experimentally important quantities like the the barrier height, the local trapping
frequencies in the two wells, and their separation are dominated by the properties of the
periodic potential. However, the additional harmonic conﬁnement is needed in order to shift
the energy of the next neighboring wells, as the potential can only be described as a double
well potential, if the minimal energies of the next neighboring wells are much larger than the
chemical potential of the particles. This condition can be expressed as
Vdw(x2, 0, 0) ≈ Vdw(3/2λsw, 0, 0) = 98mω
2
xλ
2
sw  μ , (3.14)
which leads to a constraint on the longitudinal trapping frequency
ωx 
√
8μ/9mλ2sw . (3.15)
For lower values of ωx not only the central two but more wells will be populated.
The energies of higher lying eigenstates of the double well potential are shown in Fig. 3.8
as a function of the height of the periodic potential. In (a), the energy of a single excited
particle in the vicinity of the other particles in the ground state is calculated using the method
discussed in Appendix B. The solid lines correspond to the energies of symmetric states and
the dashed line to the energies of the corresponding antisymmetric states. If the barrier
height becomes comparable to the energy of the states, the symmetric and antisymmetric
levels become quasi-degenerate. The graph in (b) shows a similar calculation, but here all
the particles are excited into the higher lying states and thus describe a collective excitation
of the whole cloud. Also in this case for barrier heights comparable to the energy of the states
the symmetric and antisymmetric levels become quasi-degenerate.
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Figure 3.7: Double well potential generated by the superposition of a 3-D harmonic trapping potential
and a periodic potential with large periodicity. (a) shows the combination of the harmonic trap (dashed
sine) and the periodic potential (dashed parabola) to the double well potential Vdw. The parameters
are ωx = 2π × 100Hz, V0/h = 400Hz and λsw = 4.8μm. (b) shows seven double well potential for
the same parameters as in (a) but diﬀerent V0 (V0 = 0, 100, 500, 1000, 1500, 2000, 2500Hz). In (c) the
position of the ﬁrst minimum x1 is plotted as a function of the height of the periodic potential and
(d) is the actual barrier height divided by the height of the periodic potential Vb/V0.
3.1.6 Imaging the density distribution at small atom numbers
The measurement of most of the relevant quantities in our experiments is done by imaging
the density distribution of the particles, either in the trap or in time of ﬂight, and extracting
the required information from the pictures. The method used in our experiments, which can
eﬃciently be applied to image the density distribution at small atom numbers (N < 104), is
the destructive absorption imaging technique (for details see e.g. [88]). Absorption imaging is
done by illuminating the atomic cloud with resonant light and measuring the casted shadow.
In our experiment a collimated Gaussian (TEM-00) σ+ polarized laser beam, which is
resonant with the F = 2→ F ′ = 3 transition of the D2-line, with a waist of 1.9mm is used for
imaging. In order to keep the atoms spin-polarized inside the optical dipole trap, a homoge-
nous magnetic ﬁeld in the direction of the imaging beam is applied. We use high intensities
(I > Isat) to saturate the atomic transition. The shadow is 10-fold magniﬁed and detected
on a CCD camera (Theta-System SiS s285M) via a commercial aspheric lens system (Zeiss
Plan-Apochromat S, focal length f = 10cm). The CCD-chip consists of 1040 × 1392 pixels
with a pixel size of 6.45μm ×6.45μm and has a quantum eﬃciency of approximately 30%.
During the 5μs of the illumination, each atom absorbs and scatters about 30 photons, leading
to an average temperature increase of 0.3mK. This is far above the critical temperature and
thus destroys the BEC. However, the broadening of the cloud during the exposure time is
47
Chapter 3 Experimental realization of a single bosonic Josephson junction
Figure 3.8: First eight eigenstates of the double well potential. (a) shows single particle excitations,
where the states are calculated by minimizing the energy of a single particle in the presence of all other
particles occupying the ground state. The solid lines correspond to the symmetric wave functions and
the dashed lines to the energy of the antisymmetric wave functions. In (b) the energy of the eigenstates
are shown, if not only one but all particles are excited into the higher lying states.
below 1μm and therefore small compared to the optical resolution (see Sec. 3.2.2). For each
measurement, we take three images. The ﬁrst image Ipic is the picture of the imaging light
in the presence of the atoms, the second Iref is a picture of only the imaging light and the
third is a picture of the background light Iback without the imaging beam. The incident and
the transmitted intensity distributions are with this given by
Iin = Iref − Iback and Iout = Ipic − Iback , (3.16)
and can also be understood as the intensity distribution of the imaging beam before and after
the particles.
The reduction of the intensity in the presence of the atoms can be calculated by assuming
a homogenous density and intensity distribution locally (in a small neighborhood around
x0, y0) [87] and is governed by the diﬀerential equation
dI(r)
dz
= −σscat(I(r)) · n(r) · I(r) , (3.17)
where n(r) is the local density distribution, I(r) the intensity distribution and σscat the
scattering cross section of the atoms. The scattering cross section is proportional to the
number of spontaneous emissions per particle Γsp (Eq. 3.4) and is given by
σscat(I(r)) =
Γωl
2Isat
(
1 +
I(r)
Isat
)−1
, (3.18)
leading to a diﬀerential equation for the intensity, which cannot be solved without precise
knowledge of the longitudinal density distribution. However, the experimentally accessible
quantity is not the density distribution, but the density distribution integrated along the line
of sight and integrated over the eﬀective area of a pixel of the CCD-camera. This ’column’
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density can be expressed as
N(x0, y0) =
∫ x0+dx2
x0−dx/2
∫ y0+dy/2
y0−dy/2
∫ ∞
−∞
dzdydx n(x, y, z) , (3.19)
with the eﬀective pixel size dx × dy = A/M2, which is the real pixel size A reduced by the
magniﬁcation M ×M . Using Eq. 3.19 and assuming a transversally slowly varying envelope
of the intensity distribution, Eq. 3.17 can be solved analytically with
∫ x0+dx2
x0−dx/2
∫ y0+dy/2
y0−dy/2
∫ ∞
−∞
dzdydx n(x, y, z) = − A
M2
∫ Iout(x0,y0)
Iin(x0,y0)
dI
2Isat
Γωl
1 + I(r)Isat
I(r)
, (3.20)
where Iin(x0, y0) = I(x0, y0,−∞) and Iout(x0, y0) = I(x0, y0,∞). The resulting integrated
density distribution becomes
N(x0, y0) =
A
M2
2Isat
Γωl
(
Iin(x0, y0)
Isat
− Iout(x0, y0)
Isat
+ ln
Iin(x0, y0)
Iout(x0, y0)
)
. (3.21)
Usually, the two limiting cases are discussed, the high intensity limit (Iout(x0, y0) Isat)
Nhi(x0, y0) =
A
M2
2
Γωl
(Iin(x0, y0)− Iout(x0, y0)) , (3.22)
and the low intensity limit (Lambert-Beer law, Iin(x0, y0) Isat)
Nli(x0, y0) =
A
M2
2Isat
Γωl
ln
Iin(x0, y0)
Iout(x0, y0)
. (3.23)
This equation is useful if the absolute value of the imaging intensity is not known accurately,
as in this case, only the ratio of incoming to outgoing light is of relevance. Eq. 3.23 can be
improved by using an intensity dependent scattering cross section which is assumed to be
constant within the sample σscat(I(r)) = σscat(Iin(x0, y0)) leading to the integrated density
distribution
Ncs(x0, y0) =
A
M2
2Isat
Γωl
(
1 +
Iin(x0, y0)
Isat
)
ln
Iin(x0, y0)
Iout(x0, y0)
, (3.24)
allowing for the application of this equation also for higher intensities, as long as the absorp-
tion within the cloud is small Iin(x0, y0)  Iout(x0, y0).
Eq. 3.24 is used to deduce the density distribution from the absorption images. In order
to make sure that the error done due to this approximation is small, the total number of
particles is cross-checked with an independent method (see Sec. 3.2.3).
3.2 Calibration of the experimental parameters
Only the precise calibration of the experimental parameters makes a quantitative comparison
of the experimental data with the theoretical predictions possible. The relevant quantities
for the experimental realization of the BJJ are the magniﬁcation of the imaging system, the
optical resolution, the number of particles, the three trapping frequencies of the 3-D harmonic
trap and the periodicity and the potential height of the standing light wave.
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3.2.1 Magniﬁcation
The magniﬁcation of the imaging setup is measured by releasing a Bose-Einstein condensate
from the harmonic trap and monitoring its position as a function of time. To release the
BEC, both dipole trap beams have to be turned oﬀ at the same time, however, this is not
possible as a small delay on the order of a few 100μs is present due to the intensity locking
electronics. A small delay between the times for turning oﬀ the two beams would lead to
an initial kicking of the atoms. In order to minimize the kick the longitudinal conﬁnement
(XDT) is lowered to a small value and the atoms are only held by the WG, before they are
released. The resulting y-position of the BEC in free fall, as shown in Fig. 3.9, is ﬁtted by
a parabola and the magniﬁcation is then deduced from its curvature. The magniﬁcation is
about M = 10 with an accuracy of 2%. The pixel size of the CCD-camera is 6.45μm×6.45μm
leading to an eﬀective pixel size of about 645nm×645nm.
Figure 3.9: Measurement of the magniﬁcation of the imaging setup. A dilute Bose-Einstein con-
densate is released from a shallow harmonic trap and the y-position measured as a function of time.
The magniﬁcation is deduced from the curvature of the resulting parabola and is about 1:10 with an
accuracy of 2%.
3.2.2 Optical resolution
In the ideal situation, the optical resolution is measured by imaging a point-like object,
where the resulting intensity proﬁle corresponds to the point-spread function. However, in
our experimental setup it is diﬃcult to realize structures, which are much smaller than the
optical resolution. The method applied for measuring the optical resolution of our system
is shown in Fig. 3.10 (a). A BEC (consisting of a few 104 atoms) is loaded into a deep
periodic potential, in which the atoms become strongly localized in the potential minima.
For very deep lattices the width of the matter wave discs becomes much smaller than the
optical resolution. Thus, observing the width of theses discs yields the information about
the point spread function. A diﬃculty with this method is, that due to technical reasons the
symmetry axis of the periodic potential (and also the double well potential) is not parallel
to the imaging axis but there is an angle of 12.3◦ in between. This leads to a smearing out
of the structures due to the size of the discs.
Fig. 3.10 (b) shows the comparison of the experimentally obtained proﬁle (solid line) with
the best ﬁt (dashed line). The ﬁtting function is calculated by numerically solving the 3-D
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Figure 3.10: Measurement of the optical resolution of the imaging setup. (a) shows schematically
the method. A BEC is loaded into a deep periodic potential, where the atoms are strongly localized in
the potential minima and the density distribution is imaged along the imaging axis. Due to the angle
of 12.3◦ between the imaging axis and the symmetry axis of the periodic potential, the distribution
is smeared out leading to a reduction of the visibility of the resulting pattern. A measured proﬁle
(solid line) is shown in (b). The dashed line is the best ﬁt, which results from a numerical simulation
of the density distribution with a proﬁle along the symmetry axis indicated by the dotted line. The
resulting optical resolution is about 3μm and is limited by the numerical aperture of the imaging lens.
GPE (Appendix B), rotating the density distribution to the right angle (dotted line) and
then convolving the distribution with point spread functions at diﬀerent width. Minimizing
the standard deviation of the theoretical predictions to the experimental data leads to an
optical resolution of about 3μm. For more details on the deduction and the improvement of
the optical resolution I refer to [84].
3.2.3 Particle numbers
The coupling constants and tunneling times in the two mode models depend strongly on the
exact number of particles of the Bose-Einstein condensate fraction. The number of particles
is directly given by the integral over the density distribution displayed on the absorption
images. The condensate fraction can be found after an appropriate time of ﬂight, where it
separates from the thermal background. However, the number of particles deduced from the
absorption images might have a systematic error resulting from uncertainty of the absolute
value of the imaging intensity.
In order to cross-check the observed number of particles, we perform further measure-
ments, where a single BEC is conﬁned in a harmonic trapping potential with low longitudinal
conﬁnement. In this case, the density distribution is cigar-shaped, where its width along the
long axis is strongly connected to the interaction energy and increases with the number of
atoms in the BEC. The transverse and the longitudinal width of the cloud for diﬀerent atom
numbers are compared with numerical simulations as shown in Fig. 3.11. Here the optical
resolution is also taken into account, which leads to a broadening of the density proﬁles in the
images. The optical resolution is 2.7μm(2) and the uncertainty of the resolution is indicated
by the dotted lines. With this method a correction for the number of particles deduced from
the absorption images is found. The accuracy achieved with this method is better than 5%.
3.2.4 Parameters of the harmonic trap
A straightforward method to measure the local curvature of the trapping potential is to
excite collective dipolar oscillations of the atoms and deduce the oscillation frequency from
the center of mass motion. However, in 2-D images only two oscillation frequencies can be
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Figure 3.11: Cross-check of the number of particles. The trap parameters are ωx = 2π × 35(2)Hz,
ωy = 2π × 98(2)Hz, and ωy = 2π × 99(2)Hz. The longitudinal and the transverse width of a BEC
conﬁned in a harmonic trap with low longitudinal conﬁnement is measured for diﬀerent atom numbers.
The density distribution is calculated numerically, convolved with the optical resolution of 2.7μm(2)
and compared with the experimental ﬁndings (solid line). The uncertainty of the optical resolution is
indicated by the dotted lines. With this method a correction for the number of particles deduced from
the absorption images for a speciﬁc imaging intensity and a speciﬁc atom number range is obtained.
The accuracy achieved with this method is better than 5%.
observed directly. The third frequency might be deduced from symmetry arguments for the
right range of parameters, e.g. if the transverse trapping potential is cylindrically symmetric
and the gravitational sag is negligible. Another possibility, which is used in our experiments,
is the observation of a beating of the oscillations with the third direction. Such a beating
signal can be found, if the excitation adds an angular momentum to the cloud.
Experimentally, the excitation of the BEC in the x-direction is done by moving the
position of the XDT faster than the inverse trapping frequency. A center of mass motion is
excited in the y-direction by turning oﬀ the transverse conﬁnement for about 1ms, which leads
to an acceleration of the atoms due to gravity corresponding to an initial kick. The trapping
potential has a Gaussian shape and can only in the center be approximated by a harmonic
trapping potential. The error, due to the anharmonicity of the Gaussian potential becomes
relevant at an oscillation amplitude larger than 10% of the waist, thus the amplitudes of
the resulting oscillations are adjusted to be about 5μm1. The uncertainty of the deduced
frequencies is on the order of 1%.
To measure the trapping frequency in the third (z-) direction, both excitations are per-
formed at the same time. Due to a small asymmetry in the setup, an angular momentum
1The waist of the beams and thus the characteristic length scale of the potential is on the order of 50-60μm.
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Figure 3.12: Calibration of the harmonic trap. The ﬁlled circles correspond to the measured center of
mass position of the BEC at diﬀerent evolution times after the excitation in the trap. The solid lines
show a least-square ﬁt of a sinusoidal oscillation including a possible beating with a second frequency.
The upper part of the two ﬁgures show the evolution in the x-direction and the lower graphs in the
y-direction. The resulting frequencies are (a) ωx = 2π × 35.0 ± 0.5Hz, ωx,beat = 2π × 98.7 ± 0.8Hz
; ωy = 2π × 98.1 ± 0.5Hz and (b) ωx = 2π × 103.1 ± 0.5Hz, ωx,beat = 2π × 160.6 ± 1.5Hz ; ωy =
2π × 153.2± 1.2Hz, ωy,beat = 2π × 165.0± 0.9Hz. As the beating signal in the y-direction in (b) has
only one node, the beating frequency deduced from it is not accurate. For experiments both beating
frequencies are only considered, if also longer evolution times are measured.
is added to the atoms leading to a rotation of the oscillation in the xz- and in some cases
also in the yz-plane. This rotation manifests itself in a periodic increase and decrease of
the oscillation amplitude corresponding to a beating of the harmonic oscillation with a third
frequency as shown in Fig. 3.12. The frequencies are adjusted, such that there is at least a
diﬀerence of 10Hz between the oscillation in the x- and in the z-direction leading to a beating
frequency more than 10Hz, which can be deduced accurately by measuring the center of mass
position for holding times up to 100ms. If the frequency in the z-direction is close to the
frequency in the y-direction, as is the case in Fig. 3.12 (a), the beating in the yz-plane is too
slow to be observed within 100ms. If the frequencies diﬀer by at least 10Hz, a beating in the
yz-plane becomes evident, as shown in Fig. 3.12 (b).
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3.2.5 Parameters of the periodic potential
In order to determine the exact shape of the periodic potential two diﬀerent quantities have
to be known, namely the periodicity and the height of the periodic potential. The periodicity
can be accessed directly by loading a BEC into a deep periodic potential with only low
harmonic conﬁnement and ﬁtting the resulting density distribution with a Gaussian envelope
modulated by a cosine function as shown in Fig. 3.13. The spacing of the potential is typically
on the order of 5μm and is given by the angle between the two interfering beams and their
wavelength as discussed in Sec. 3.1.4. However, also the angle between the symmetry axis of
the potential and the imaging axis of 12.3◦ has to be taken into account (see Fig. 3.10).
Figure 3.13: Measurement of the periodicity of the periodic potential. (a) shows the absorption image
of a BEC conﬁned in a deep periodic potential. (b) shows its density proﬁle integrated perpendicularly
to the interference structures and is ﬁtted with a Gaussian envelope modulated by a cosine function.
The periodicity of the cosine directly corresponds to the lattice spacing, when the tilt of the periodic
structure with respect to the imaging system is taken into account. The periodicity is approximately
5μm with an accuracy of less than 5%.
The calibration of the height of the periodic potential is more involved, as it is not
possible to apply standard calibration methods using e.g. Bragg diﬀraction or other methods
involving the transfer of the lattice momenta to the BEC, because the lattice spacing is
too large corresponding to only very small momenta (v ∼ 1μm/ms). The method used for
calibration relies on the excitation of a dipolar oscillation of two BEC in a deep double well
potential. In the double well trap, the separation of the two minima depends on the height
of the periodic potential (see Sec. 3.1.5). With increasing barrier height and decreasing
harmonic conﬁnement the distance of the wells is increased leading to the excitation of a
dipolar oscillation of the two matter wave packets in opposite directions.
For this measurement, a BEC is prepared in a shallow double well trap and, to initiate
the dynamics and maximize the oscillation amplitude, the periodic potential is ramped up
quickly to a high value and at the same time the harmonic longitudinal conﬁnement is turned
oﬀ. In order not to excite the two BEC too much, the periodic potential is ramped up with
Vf (t) = Vf − (Vf − Vi) exp(−t/τ), where τ = 1ms, Vi is the initial potential height and
Vf the ﬁnal potential height. By monitoring the distance between the two center of mass
positions, and comparing them with numeric simulations of the experiment at diﬀerent ﬁnal
periodic potentials, the height of the standing light wave can be ﬁtted accurately. Numeric
simulations have to be used as the size of the matter wave packets is comparable to half the
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lattice periodicity leading to non-harmonic oscillations. This method is discussed in more
detail in [47]. Fig. 3.14 (a) shows the standard deviation of the experimental data to the
numeric simulations at diﬀerent potential heights. The minimum is around 1370± 15Hz. (b)
shows the comparison of the experimental data and the numeric simulation at the potential
height corresponding to the smallest standard deviation. The simulations were performed
by solving the 3-D GPE as discussed in Appendix B in the initial potential to ﬁnd the
ground state and subsequently, using real time propagation and changing the potential in
time according to the experimental protocol.
Figure 3.14: Calibration of the height of the periodic potential. The periodic potential is calibrated
by exciting dipolar oscillation of the two BEC in a deep double well potential in opposite directions and
comparing the center of mass positions with numerical simulations. (a) shows the standard deviation
of the experimental data to the numerical simulations for diﬀerent periodic potential heights. The
minimum is around 1370 ± 15Hz. In (b) the temporal evolution of the distance between the two
center of mass positions is compared with the numerical simulation at the potential height leading
to the smallest standard deviation. The agreement is very good even though, the amplitude of the
oscillations is only about 1μm.
3.3 Experimental access to the observables
With absorption imaging techniques only local density distributions can be measured. The
reconstruction of the wave function in the two mode approximation is only possible if both, the
density and the momentum distribution are known. The density distribution is accessed by in
situ imaging of the atoms in the double well trap and the momentum distribution by imaging
the density distribution in the far ﬁeld, after a time of ﬂight. From these measurements the
two dynamical variables, the population imbalance and the relative phase, are deduced.
3.3.1 Density distribution - population imbalance
The population imbalance is obtained by ﬁtting two overlapping Gaussian functions to the
density distribution either in 2-D directly to the absorption images or in 1-D by previously
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integrating over the image in the transverse direction. However, the accuracy of the ﬁtting
is not very good, as the separation of the two matter wave packets in the double well trap
(∼ 4.4μm) is only slightly larger than the optical resolution (3μm). Furthermore, the barrier
height is comparable to the chemical potential leading to broad matter wave packets and a
large spatial overlap. To improve the accuracy, the distance between the two wave packets is
increased by a similar procedure as used for the calibration of the standing light wave. The
measurement is done by rapidly (within 200μs) ramping up the height of the standing light
wave and simultaneously turning oﬀ the longitudinal conﬁnement (XDT). The minima of the
two wells move apart and a dipolar oscillation of the two matter wave packets is induced. As
the two BEC move in opposite directions, their distance increases and the overlap of the two
matter wave packets is reduced. The images are taken when the separation of the two matter
wave packets is maximal. The local trapping frequencies are on the order of 250Hz leading
to a waiting time of about 2ms. During the 200μs of ramping the tunneling probability is
negligible and the ﬁnal barrier height is chosen such that within the few milliseconds the
tunneling rate does not play a role either. With this, the population imbalance is frozen
during the few milliseconds of the measurement.
Figure 3.15: Measurement of the population imbalance. In (a) absorption image of the BEC in the
double well potential are shown. Here, the distance of the two matter wave packets is increased by
exciting dipolar oscillations into opposite directions and imaging, when the separation is maximal. The
additional structure around the atomic cloud result from the fact, that the size of the individual matter
wave packets in the x-direction is approximately a factor of two smaller than the optical resolution.
In (b) the density proﬁle in the x-direction (solid line) is plotted. It can be well approximated by a
sum of two Gaussian functions (dashed lines). (c) shows the proﬁle in y-direction, which is ﬁtted by
a single Gaussian function. The atom numbers of within the two wells can be calculated from the
amplitudes and the waists of the ﬁt.
Fig. 3.15 (a) shows a typical absorption image of atoms in the double well trap. The
population imbalance is deduced from such images by ﬁtting the transverse size of the wave
packets with a Gaussian function and the longitudinal proﬁle with two overlapping Gaussian
functions as shown in (b). The population of the modes is calculated from the amplitudes
and waist of the ﬁtted functions.
3.3.2 Momentum distribution - relative phase
The relative phase is deduced from time of ﬂight images as shown in Fig. 3.16 (a). The atoms
are released from the double well trap by turning oﬀ all potentials within 200μs and taking
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the images after a time of ﬂight of between 5 and 8ms. During this time, the matter wave
packets fall down due to gravity, but also expand due to the stored kinetic and interaction
energy and interfere with each other. The resulting patterns are transversally Gaussian and
longitudinally a Gaussian envelope modulated by a cosine.
Figure 3.16: Matter wave interference patterns. (a) is a sketch of the interference experiments. Once
the double well trap is turned oﬀ, the matter wave packets expand, overlap and interfere revealing
the relative phase as a shift of the interference peaks with respect to their envelope. (b) corresponds
to typical interference patterns at φ ≈ 0 and φ ≈ π at low temperatures and (c) to typical interfer-
ence patterns at high temperatures. The integrated patterns show a clear interference signal for all
temperatures (central graphs). However, for high temperatures also a broad background is visible,
corresponding to the distribution of the thermal atoms after the expansion time. In order to ﬁnd the
coherent interference patterns, this background is subtracted (lower graphs).
Typical interference images for low temperature (T  Tc) are shown in Fig. 3.16 (b) and
for high temperature (T  Tc) in (c). The upper part of the graph shows the absorption
images, where in (b) the interference patterns are very clear but in (c) a broad background is
visible. The middle part of the graphs show the transversally integrated interference proﬁles
revealing that for high temperature the interference patterns are on top of the background,
making an accurate phase deduction impossible. Thus, the thermal background is ﬁtted
transversally and then subtracted from the interference patterns. The resulting proﬁles are
shown on the lower part of the graphs revealing that the visibility of the interference patterns
does not depend on temperature and is typically between 40% and 50%.
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4 Properties of and ﬂuctuations in the bosonic
Josephson junction in steady state
The detailed knowledge of the initial state of the system is indispensable for any experiment.
Thus, in order to be able to study the behavior of a bosonic Josephson junction, its steady
state properties should be known. The state of the BJJ in the two mode approximation can
be described by the expectation value of the population imbalance and the relative phase,
and their higher momenta. In steady state, due to the symmetry of the Hamiltonian, the
expectation values of both quantities have to be zero. However, the higher momenta can
vary, which is connected to the ﬂuctuation of the two variables from measurement to mea-
surement. Apart from technical noise, two diﬀerent kinds of ﬂuctuations are distinguishable,
the quantum mechanical ﬂuctuations resulting from the quantum mechanical uncertainty and
thermally induced ﬂuctuations. The high and the low temperature limit is reached, if the
ﬂuctuations are dominated by thermal or by quantum processes.
4.1 Zero temperature limit
In the zero temperature limit for bosonic Josephson junctions the additional energy stored in
the system in form of excitations of atoms into higher lying states is low and allows only for a
few excitations. In this case, only the two lowest lying single particle mean ﬁeld orbitals are
populated. In the Rabi regime, the lowest two energy levels diﬀer by 2Ej/N , in the Josephson
regime by ωp and in the Fock regime by Ec/2. So far experiments could not be performed
in the double well potential in this limit. However, in periodic potentials it is possible to
generate a trap geometry, where the excitation energy is well above the thermal energy scale
and thus, thermally induced processes are negligible. In this system, e.g. the transition from
the Josephson regime to the Fock regime was observed experimentally by investigating the
superﬂuid properties of a Bose-Einstein condensate conﬁned in a 3-D optical lattice [89].
The transition between the regimes was triggered by increasing the height of the periodic
potentials and could be deduced from the loss of coherence in interference experiments. The
results were compared to the well-known superﬂuid to Mott transition in solid-state physics.
At zero temperature in a symmetric double well, the expectation values of the popula-
tion imbalance and the relative phase vanish, but both variables show quantum mechanical
ﬂuctuations as discussed in Sec. 2.4.2. The ground state of the BJJ is characterized by a
uniform phase and thus the relative phase between the two wells in steady state is always
zero. However, by introducing an energy asymmetry between the two wells, the ground state
population imbalance can be manipulated.
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4.1.1 Asymmetric double well potential
The ground state population imbalance of the bosonic Josephson junction can be manipulated
by implementing a double well potential with diﬀerent potential depths in the two wells. For
the double well potential deﬁned in Eq. 3.13, which consists of a harmonic trapping potential
and a periodic potential, such an asymmetry is introduced if the position of the harmonic
trap with respect to the standing light wave is changed. A shift of Δx leads to the eﬀective
potential
Vdw−asymm =
1
2
m(ω2x(x−Δx)2 + ω2yy2 + ω2zz2) +
V0
2
(
1 + cos
2π
dsw
x
)
= Vdw −mω2xΔxx + const. , (4.1)
where the shift is equivalent to an additional potential gradient. The resulting Bose-Hubbard
Hamiltonian for the asymmetric double well potential has the form
Hˆ2M−asymm = Hˆ2M −Δx · δ ·
(
cˆ†r cˆr − cˆ†l cˆl
2
)
=
Ec
2
nˆ2 −Δx · δ · nˆ−Ejαˆ+
=
Ec
2
(
nˆ− Δx · δ
Ec
)2
−Ejαˆ+ + const. , (4.2)
with the coupling constant
δ = 2mω2x
∫
drΦ∗s xΦa . (4.3)
From Eq. 4.2 it follows, that the ground state in the asymmetric double well trap has a
population imbalance of Δn0 = Δx · δ/Ec. The distribution of the relative phase remains
unchanged in the asymmetric double well potential, however the coherence is reduced, as 〈αˆ+〉
corresponds to the visibility of averaged interference patterns and their visibility depends on
the relative amplitudes of the two interfering modes.
In the Gross Pitaevskii model a similar term appears
HGP−asymm = Ec
n2
2
− Ej
√
1− 4n
2
N2
cosφ−Δx · δ · n , (4.4)
leading to the same predictions for the ground state population imbalance.
4.1.2 Steady state population imbalance in the asymmetric double well
To measure the ground state population imbalance experimentally we prepared a Bose-
Einstein condensate in the ground state of an asymmetric double well potential. The asymme-
try was experimentally realized by changing the position of the harmonic trapping potential
with respect to the standing light wave by means of the piezo actuated mount.
The initial state of the BJJ was prepared by condensing 1450 ± 250 atoms in a 3-D
harmonic trapping potential with trapping frequencies ωx = 2π×78(1)Hz, ωy = 2π×66(1)Hz
and ωz = 2π × 90(1)Hz. To prepare the BJJ adiabatically the standing light wave with
periodicity dsw = 5.2(2)μm was raised within 1s to a height of 580(10)Hz. The tunneling
coupling, the charging energy and the energy shift were calculated by solving the Gross-
Pitaevskii equation in 3-D and were Ej/h = 1.17kHz, Ec/h = 0.32Hz, and δ/h = 231Hz/μm.
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Figure 4.1: Steady state population imbalance as a function of the shift of the harmonic trapping
potential. The solid line is the solution of the 3-D Gross-Pitaevskii equation and the dashed line is
the prediction of the Bose-Hubbard model. The comparison reveals, that the steady state population
imbalance of the bosonic Josephson junction can be predicted accurately using both theoretical models.
The experimentally observed steady state population imbalances are plotted in Fig. 4.1
as a function of the shift of the harmonic trapping potential. The solid line is the solution of
the 3-D Gross-Pitaevskii equation and the dashed line is the prediction of the Bose-Hubbard
model. The data is in good agreement with both theoretical predictions within the exper-
imental error. The discrepancy between the Bose-Hubbard and the Gross-Pitaevskii model
results from the fact, that in the two mode approximation the change of the ground state
wave function is not taken into account. Due to the asymmetry, the densities are modiﬁed
and thus, the atom-atom interactions result in a change of the shape of the wave functions.
4.2 Steady state ﬂuctuations at ﬁnite temperature
At ﬁnite temperature, the ﬂuctuation of the dynamical variables are larger than the corre-
sponding quantum mechanical uncertainties. The reason for these thermally induced ﬂuctua-
tions is the equilibration of the bosonic Josephson junction with its thermal environment due
to a coupling of the condensed particles to particles in higher excited states. According to
the Bose-Einstein distribution (Eq. 2.1) in a double well potential, not only the ground state
but also the ﬁrst excited state will be macroscopically populated, if the energy diﬀerence
between the ground and the ﬁrst excited state is smaller than the thermal energy scale. To
calculate the eﬀect of the temperature we neglect the back action of the thermal excitations
on the mean ﬁeld wave functions and the exchange of particles. Thus, the interaction of the
BJJ with its thermal background takes place only via a transfer of energy.
The density matrix of the mixed state at ﬁnite temperature is given in the eigenstate
basis by the population of the eigenstates according to the Boltzmann distribution
ρˆth =
1
C
N∑
e=0
exp
(
−〈e|Hˆ|e〉
kBT
)
|e〉〈e| , (4.5)
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where the states |e〉 are the N + 1 eigenstates of the Hamiltonian and C is a normalization
constant.
At ﬁnite temperature in steady state, the coherence factor α = 〈αˆ+〉 = Tr(ρˆthαˆ+) deﬁned
in Eq. 2.55 is also a good measure for the coherence of the system and is connected to the
amount of phase ﬂuctuations in general. It can be understood as the mean fringe visibility
of ensemble averaged interference patterns.
4.2.1 Low temperature limit
The low temperature regime is deﬁned as the range corresponding to temperatures on the
order of the plasma frequency ωp up to the tunneling coupling energy Ej . In this regime,
both quantum and thermal ﬂuctuations play a role, but their overall contribution is small
enough so that the coherence factor is close to one. Following a Bogoliubov approach, we can
calculate analytically the expression of the coherence factor. As shown in [33], starting from
the two mode Hamiltonian, the Bogoliubov transformation is straightforward since only one
quasiparticle mode can exist. The transformed Bogoliubov Hamiltonian writes
HˆBg = EBg(N) + ωp(gˆ†gˆ + 1/2) . (4.6)
EBg(N) is a constant energy term. The excitation creation operator is gˆ† = ucˆ
†
e + vcˆe where
u = coshχ, v = sinhχ and tanh 2χ = EC/(EC + 8EJ/N2) [33]. The obtained excitation
spectrum corresponds to the linear part of the exact spectrum plotted in Fig. 2.1 (a).
To determine the coherence factor, we calculate the number of atoms in the antisymmetric
state by
ne = 〈cˆ†ecˆe〉
= 〈gˆ†gˆ〉(u2 + v2) + v2 . (4.7)
We ﬁnd the usual formula for the condensate depletion, the ﬁrst term corresponds to thermal
ﬂuctuations and the second term to the quantum depletion. The coherence factor is then
〈α〉 = 1− 2ne
N
 1− 1
2
√
Ec
Ej
(
1
exp(ωp/kBT )− 1 +
1
2
)
. (4.8)
In the last equality, we have used the assumption that the BJJ is in the Josephson regime
(EJ/N2  EC). The decoherence due to quantum ﬂuctuations is proportional to
√
EC/EJ
and is always small in the Josephson regime.
4.2.2 High temperature limit
For temperatures much higher than the mean quantum mechanical level spacing, which is
approximately given at low energies by the plasma energy (ωp), a semi-classical calculation
of the thermally averaged fringe visibility is valid. In this limit the many body two mode
Hamiltonian (Eq. 2.47) corresponds to the classical Hamilton function (Eq. 2.93) and the
coherence factor is the mean value of cosφ, which writes
〈cosφ〉 = 1
Z
∫
dφdn cosφ exp(−HGP−2M/kBT )
with Z =
∫
dφdn exp(−HGP−2M/kBT ) . (4.9)
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In the Josephson regime, the relatively strong interaction term prevents any contribution of
large values of n in the previous integral. The coherence factor can then be approximated by
([32])
α = 〈cosφ〉 =
∫
dφ cosφ exp
(
− EjkBT cosφ
)
∫
dφ exp
(
− EjkBT cosφ
) = I1
(
Ej
kBT
)
I0
(
Ej
kBT
) , (4.10)
where Ii(j) are the modiﬁed Bessel functions of the ﬁrst kind. At high temperature, this
analytic expression is in good agreement with the prediction of the Bose-Hubbard model.
4.2.3 Experimental observation of thermal ﬂuctuations in steady state
For the experimental investigation of thermal ﬂuctuations in the bosonic Josephson junction,
the distribution of the relative phase was measured as a function of the temperature, the
barrier height and the atom numbers [48]. The experiments were performed by condensing
about 2000 to 10000 atoms in the 3-D harmonic trap with trapping frequencies ωx = 2π ×
90(2)Hz and ωy = ωz = 2π×100(2)Hz at the lowest possible temperature of about T = 10nK.
Subsequently, the temperature was increased by keeping the atoms in the harmonic trap
for diﬀerent holding times, where due to ﬂuctuations of the trap parameters energy was
transferred to the atoms. For these experiments, it was crucial that the temperature could
be deduced independently, thus the adjusted temperatures were in the range of T = 50 to
80nK, which could be accurately measured by standard thermometry methods. The atom
number of the initial condensate was chosen such that after the heating process the number
of the condensed particles stayed in the range of 1900 to 3600 atoms.
Once the Bose gas was prepared in the 3-D harmonic trap, the standing light wave with
a periodicity of dsw = 4.8(2)μm was raised within 300ms to its ﬁnal value between V0/h =
500Hz and 2000Hz. The resulting coupling constants were Ej/kB between 1.6nK and 640nK
and Ec/kB between 13pK and 21pK. The plasma energy ranged between ωp/kB = 0.1nK
and 4nK and the tunneling times varied between τp = 12ms and 500ms. The precise values
depend strongly on the atom numbers and the barrier height and were calculated by solving
the GPE in 3-D using the method discussed in Appendix B. The functional dependence of Ej
and Ec was ﬁtted for the relevant range and the resulting parameters are shown in Appendix
C. After the ramp, all potentials were turned oﬀ within 200μs and the resulting interference
patterns were imaged after 5 or 6ms time of ﬂight.
The qualitative analysis of the phase ﬂuctuations is shown in Fig. 4.2, where polar plots
of relative phase measurements are shown. Every open circle corresponds to a single interfer-
ence experiment and the solid lines sketch twice the standard deviation. In (a), the barrier
height was kept constant leading to a tunneling coupling of Ej/kBT = 69(25)nK and the
temperature was varied between T = 15(4)nK and 75(2)nK. The ﬂuctuations clearly increase
with temperature. In (b) the temperature was kept constant at T = 15(4)nK and the barrier
height changed such that the tunneling coupling varied between Ej/kBT = 39(17)pK and
378(90)nK. Here, the ﬂuctuations decrease with increasing coupling.
For the accessible parameter range quantum ﬂuctuations are very small and do not change
the theoretical expectation within the experimental error
Δφ2th =
kBT
Ej
 Δφ2qm =
1
2
√
(Ec + 4Ej/N2)
Ej
⇒ kBT  2ωp , (4.11)
where the plasma frequency ωp is deﬁned in Eq. 2.53. In the Josephson regime, quantum
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Figure 4.2: Thermally induced ﬂuctuations. (a) shows polar plots of relative phase measurements for
a ﬁxed barrier height leading to a constant tunneling coupling and for diﬀerent temperatures. Every
open circle corresponds to a single realization of the interference measurement. The solid lines indicate
twice the standard deviation of the phase in both directions. The amount of ﬂuctuations increases
with temperature. (b) corresponds to similar experiments, but here the temperature is ﬁxed and the
barrier height varied, in order to realize diﬀerent tunneling couplings. The ﬂuctuations decrease with
the tunneling coupling. (c) shows four typical distribution functions in form of histograms for diﬀerent
ratios of kBT/Ej . The histograms are compared to the theoretical prediction of the classical model
(solid lines) revealing a good agreement.
mechanical ﬂuctuations are negligible if the thermal energy is much larger than the plasma
energy. For the performed experiments this yields kBT/ωp > 10.
The measured coherence factors α as a function of the scaling parameter kBT/Ej are
shown in Fig. 4.3. Here, for every temperature and barrier height, about 100 measure-
ments were performed and every data point in the graph corresponds to a subset extracted
from these measurements for diﬀerent atom number ranges (e.g. 2000 to 2500, 2500 to 3000
etc. atoms in the condensate fraction). Each data point represents at least 28 and on aver-
age 40 measurements. The coherence factor was calculated by averaging over the cosine of
the ﬁtted phases. The tunneling coupling Ej was deduced for every point at the given trap
parameters and the mean atom numbers in the condensate fraction by numerically solving
the Gross-Pitaevskii equation in 3-D. The inﬂuence of atoms in excited states was neglected.
The temperatures were determined by using diﬀerent methods in order to cross check
the results. Before and after the measurement of every data set independent time of ﬂight
measurements were performed, where the cloud was released from the 3-D harmonic trap.
As discussed in Sec. 2.1.3 the temperature could be deduced from the ratio of condensed to
the total number of particles. In Fig. 4.4, the results of this method (solid line) are compared
to the temperatures deduced from the expansion velocity of the thermal background (stars).
The measurements are in good agreement with exception of the ﬁrst data point. However,
this point corresponds to a temperature far below the critical temperature making a ﬁtting
of the size of the thermal background diﬃcult.
Furthermore, the temperature could also be deduced from the interference patterns, where
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Figure 4.3: Experimental investigation of the coherence factor α. The graph shows the quantitative
behavior of the coherence factor α as a function of the scaling parameter kBT/Ej . Each data point
corresponds to the average of at least 28 (typically about 40) single measurements for diﬀerent T
and Ej . The temperature is measured independently with a time of ﬂight method and the tunnel-
ing coupling is deduced from 3-D simulations of the BJJ using the independently measured system
parameters (potential parameters and atom numbers). The experimental error of kBT/Ej is about
±30%. The central black line corresponds to the prediction of the Bose-Hubbard theory and the white
dashed line is the prediction of the classical theory, where both calculations take the uncertainty of
the phase-ﬁtting into account. The gray shaded area shows twice the expected standard deviation of
the coherence factor due to the ﬁnite number of measurements. The behavior of the coherence factor
is conﬁrmed over a three orders of magnitude change of the scaling parameter.
transversally the thermal background was visible. The squares in Fig. 4.4 correspond to
the temperatures deduced from the ratio of condensed to the total number of particles in
the interference patterns. The ﬁtting uncertainty of the transverse width of the thermal
background was too large for an accurate deduction of the temperature and thus it is not
shown in the graph.
The typical error of kBT/Ej is ±30%. The error in Ej results from the uncertainty of
the atom numbers, the trapping frequencies, the barrier height and the lattice spacing of the
periodic potential. The error in T results from the ﬁtting error of the waists and amplitudes
of the bimodal distribution of the independent time of ﬂight measurements.
The central black line in Fig. 4.3 shows the theoretical prediction of the Bose-Hubbard
model for the coherence factor and the white dashed line is the prediction of the high temper-
ature limit, both are taking the ﬁtting error of the relative phases into account. The inﬂuence
of the ﬁtting error on the coherence factor is estimated by averaging over an additional ﬂuc-
tuating phase. The distribution of this additional phase is approximated by a box function
with a width of 2φ0 corresponding to the standard deviation of Δφ, which is the standard
deviation resulting from the ﬁtting error. The averaging leads to a reduction of the coherence
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Figure 4.4: Diﬀerent methods for deducing the temperature of the atoms. The reference (black line)
corresponds to the deduction of the temperature from the ratio of the condensed to the total number
of particles from independent time of ﬂight measurements. The gray shaded area shows the ﬁtting
uncertainty. The stars indicate the temperature deduced from the same measurement, but from the
expansion velocity of the thermal background. The boxes correspond to the temperature deduced from
the interference patterns, where transversally the thermal background was visible. The temperature
is here obtained from the ratio of the condensed to the total number of particles.
factor
α′ = 〈cos(φ)〉′ =
∫ φ0
−φ0 dφ
′ ∫ π
−π dφ cos(φ− φ′) exp(Ej/kBT cos(φ))∫ φ0
−φ0 dφ
′ ∫ π
−π dφ exp(Ej/kBT cos(φ))
=
sin(φ0)
φ0
∫ π
−π dφ cos(φ) exp(Ej/kBT cos(φ))∫ π
−π dφ exp(Ej/kBT cos(φ))
=
sin(φ0)
φ0
· α . (4.12)
For our experiments, φ0 is equal to 0.23π which corresponds to a ﬁtting error of the relative
phase of
Δφ =
√
1
2φ0
∫ φ0
−φ0
dφφ2 = 0.13π , (4.13)
and to a reduction of the coherence factor of α′ = 0.92α. The gray shaded area in Fig. 4.3
shows twice the standard deviation of the coherence factor resulting from the statistically
expected error. For about 40 measurements, it is approximately Δα ≈ 0.13 · (1− α).
The dependence of the coherence factor on T and Ej is consistent with the prediction of
the two mode model over a wide range. For small values of kBT/Ej , the coherence factor is in
close agreement with the theoretical prediction. However, for kBT/Ej > 2, the data points lie
within the experimental error but are mainly localized above the curve. This deviation can be
explained by the fact that the BJJ is not thermalized for small Ej (see Sec. 4.2.4). The points
corresponding to a high temperature of 80nK lie outside the shaded region revealing a lower
degree of coherence. A disagreement in this regime can also be expected as the temperature is
close to the critical temperature of Tc ≈ 87 nK. The analogy with superconducting Josephson
junctions, where a deviation close to Tc has been predicted [90], is under investigation.
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Figure 4.5: Ensemble averaged visibility of the interference patterns. Every graph in (a) corresponds
to the average of 60 interference patterns at a temperature of 58(2)nK. In the ﬁrst graph the tunneling
coupling was adjusted to Ej/h = 243nK, in the second to 15nK, and in the third to 0.8nK. The
ﬂuctuations increase with decreasing coupling and the visibility of the interference patterns is reduced
until for very small couplings it vanishes. In (b) the coherence factors resulting from the measured
phase distributions are compared to the ensemble averaged visibility of the interference patterns. A
linear dependence with a slope of 0.3 is found, which corresponds mainly to the visibility of the single
interference patterns resulting from the ﬁnite optical resolution.
The coherence factor corresponds directly to the ideal visibility of ensemble averaged inter-
ference patterns, which is demonstrated in Fig. 4.5. In (a), three typical averaged interference
patterns are shown. The temperature was chosen to be 58(2)nK and 60 interference patterns
were added up for the graphs. For a large tunneling coupling (ﬁrst graph Ej/kB = 243nK),
the phase ﬂuctuates only slightly leading to no reduction of the visibility of the interfer-
ence patterns with respect to the single realization. With decreasing coupling (second graph
Ej/kB = 15nK and third graph Ej/kB = 0.8nK) the ﬂuctuations increase and the visibility
is reduced. The quantitative comparison of the visibility and the coherence factor is shown
in (b). Here, a linear dependence with a slope of 0.3 is visible, which corresponds to the
visibility of single interference patterns.
4.2.4 Thermalization and thermometry
Using the standard time of ﬂight method, temperatures cannot be measured far below the
critical temperature. This method leads to accurate results only if the number of particles
in the thermal background is large enough for detection. However, by measuring phase
ﬂuctuations it is possible to deduce the temperature accurately, even if the number of particles
in excited states is very small. This possibility relies on the scaling behavior of the coherence
factor, where for every temperature the tunneling coupling can be adjusted, such that the
ratio is close to one and the distribution of the phase is sensitive on the exact temperature.
With this method, the temperature is deduced by measuring the phase distribution, cal-
culating the tunneling coupling numerically and comparing the coherence factor with the
theoretical prediction. However, one diﬃculty for such experiments is the adiabatic prepa-
ration of the BJJ. For very low temperatures the tunneling coupling has to be very small
(Ej < 3kBT ) in order to allow for the observation of phase ﬂuctuations and the tunneling
time becomes long. Thus, in order to keep the BJJ in the thermal equilibrium during prepa-
ration, the barrier has to be raised at a rate, which is much slower than the typical tunneling
time.
To test on what timescale the ramping has to be performed in order to keep the BJJ in
67
Chapter 4 Properties of and ﬂuctuations in the bosonic Josephson junction in steady state
the thermal equilibrium, we compare the coherence factor measurements with the theoretical
prediction from Eq. 4.10. We introduce an eﬀective tunneling coupling Eeﬀj to account for non-
equilibrium situations and deduce kBT/Eeﬀj for the experimental data shown in Fig. 4.3. In
Fig. 4.6, the ratio Eeﬀj /Ej is plotted as a function of the tunneling time τp = 2π/ωp ∝ 1/
√
Ej .
We ﬁnd that for the chosen ramping time of 300ms the eﬀective tunneling coupling is only
equal to the expected tunneling coupling for τp < 50ms. The observed increase of Eeﬀj for
large tunneling times (τp > 50 ms which corresponds to Ej < 60nK) could be explained by
the fact that the system still did not reach the equilibrium after the 300ms ramp.
Figure 4.6: Experimental test for thermal equilibration of the BJJ. The graph shows the measured
coherence factors as a function of the tunneling time. The experimental Eeﬀj are deduced by ﬁtting
the measured coherence factor to the theoretical prediction. For tunneling times τp ≤ 50ms the
ratio is one. For τp > 50ms the ratio increases, which can be explained by the fact, that the BJJ is
not completely thermalized. With this we can conclude, that thermalization takes only place if the
tunneling time is much faster than the ramping time of the barrier τp  tramp = 300ms.
4.2.5 Application of the noise thermometer
To test the applicability of the new thermometer, we measured the heating up of a degenerate
Bose gas in a 3-D harmonic trap. For this, the BEC was prepared at the lowest accessible
temperature and the distributions of the relative phase were measured after diﬀerent holding
times, by ramping up the barrier within 300ms to barrier heights corresponding to a coupling
strength on the order of the thermal energy scale. About 60 interference patterns were
produced for every holding time. At higher temperatures, where the thermal fraction became
visible, also time of ﬂight measurements from the 3-D harmonic trap were performed. The
results are shown in Fig. 4.7. The ﬁlled circles correspond to temperature measurements
using the phase ﬂuctuation method and the open circles to measurements using the standard
time of ﬂight method. For these measurements, the total number of atoms in the trap was
kept constant. Thus, the phase ﬂuctuation measurements could only be performed within
the ﬁrst 6s, as long as the condensate fraction was large enough to observe clear interference
patterns. Below 30nK, the time of ﬂight method could not be applied as the number of
particles in excited states was too small for detection.
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Figure 4.7: Thermometry using phase ﬂuctuation measurements. The graph shows the application
of the phase thermometer. The temperature of a degenerate Bose gas is plotted as a function of the
holding time in the harmonic trap. The ﬁlled circles correspond to measurements using the phase
ﬂuctuation method (for the points with τp > 50 ms, we correct the deduced temperatures using the
eﬀective tunneling couplings plotted in Fig. 4.6 (b)). The open circles are temperature measurements
applying the standard time of ﬂight method. In the overlap region both methods lead to the same
results, showing the applicability of the noise thermometer. The black line is a ﬁtting function
assuming a constant transfer rate of energy, a power law for the temperature dependent heat capacity
below the critical temperature and a constant heat capacity above. The measurements demonstrate
the deviation of the heat capacity of the Bose gas from the classical gas as expected due to the third
law of thermodynamics.
The non-linear increase in temperature can be explained by assuming a constant and state-
independent transfer rate of energy per particle and taking the temperature dependence of
the heat capacity of a degenerate Bose gas into account. For short holding times, a fast
increase of the temperature corresponding to a large heating rate was found. The heating
rate decreased then continuously until at 25s the critical temperature was reached. Above
the critical temperature, the heating rate stayed constant. To deduce the dependence of the
heat capacity on the temperature from the measurement, we assume a power law dependence
on temperature (T/Tc)d below Tc and a constant value above [91]. The expected temporal
evolution is then approximately governed by
T (t) =
{
d+1
√
h0T dc t + T (0)d+1 for Tﬁt < Tc
h0t + T (0) for Tﬁt ≥ Tc ,
(4.14)
where h0 is the constant energy transfer rate. The critical temperature was deduced from
independent measurements of the trap parameters and atom numbers and lead to Tc =
59.1nK. Using the function given in Eq. 4.14 to ﬁt the observed temperature increase, we
obtain h0 = 2.4(1)nK and a dimensionality parameter d = 2.4(4).
The most likely source of heating in these experiments are ﬂuctuations of the trap position
and the trapping frequencies. The heating due to ﬂuctuations of the trap position corresponds
to a constant increase of energy per time and particle and the heating due to ﬂuctuations
of the trapping frequencies (parametric heating) to an exponential increase of the energy
[92]. The ﬁtting with a function taking both heating processes into account reveals that the
additional increase due to parametric heating is very small and results in a correction of
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the temperature of below 7% after 36s and leads to d = 2.7(7). Thus, the assumption of a
constant transfer rate of energy describes the experimental situation very well.
The observation of the heating for temperatures far below the critical temperature is
the low temperature extension of the heat capacity measurements already performed in the
early days of BEC [93]. The dimensionality deduced from our data is slightly smaller than
the theoretical prediction, as expected due to the presence of atom-atom interactions [94].
Clearly, the dependence of the heat capacity on the temperature with d > 1 conﬁrms the
prediction of the third law of thermodynamics [95] stating, that the heat capacity of any real
system has to vanish in the zero temperature limit.
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5 Dynamical properties of the bosonic Joseph-
son junction
The dynamical response of the bosonic Josephson junction to low energetic excitation can be
calculated in the many body two mode description as discussed in [24, 25, 33, 73, 96, 97, 98].
The temporal evolution of the wave function is governed by the time propagation of the
density matrix with
ρˆ(t) = e−iHˆt/ ρˆ(t = 0)eiHˆt/ with ρˆ = |Ψˆ〉〈Ψˆ| . (5.1)
In the eigenstate basis, the time propagation operator corresponds to a phase propagation of
the eigenstates according to their energy.
The expected dynamical behavior of the BJJ in the three dynamical regimes (Rabi,
Josephson, Fock) can be understood by the structure of the energy spectrum and the eigen-
state wave functions. In Fig. 5.1 the eigenstates and the eigenenergies of the Bose-Hubbard
Hamiltonian for N = 100 are shown in the Rabi regime (a), in the Josephson regime (b) and
in the Fock regime (c). The eigenstates in the Rabi regime are the SU(2) coherent states and
show a linear, harmonic oscillator like energy spectrum. In the Fock regime, the eigenstates
are localized atom number states and the energy spectrum is similar to the energy spectrum
of a free particle. In the Josephson regime for low energies E < 2Ej , the eigenstates are
similar to coherent states with a well deﬁned phase and for high energies E > 2Ej they are
similar to Fock states with a well deﬁned atom number. Thus, the energy spectrum is linear
below 2Ej and quadratic above.
In the Rabi regime, the eigenstate wave functions and the energy spectrum are similar
to that of a harmonic oscillator. Consequently, the dynamical response of the BJJ to low
energetic excitations are harmonic oscillations (plasma oscillation). In the Fock regime, the
eigenstates are localized in the atom number basis and every energy (except of the ground
state at an even number of particles) consist of a quasi degenerate doublet of a symmetric
and an antisymmetric state. The preparation of a Fock state in a single well, hence consists
of the superposition of such two degenerate states and will show no temporal evolution. The
preparation of many Fock states however, will keep the mean population imbalance constant,
as the populated doublets are not evolving, but the energy diﬀerence between the doublets
will lead to a rapid oscillation on top. The dynamical response in the Josephson regime
depends on the preparation of the initial state. For low energetic excitations (E < 2Ej) the
BJJ shows plasma oscillations and for high energetic excitations (E > 2Ej) self trapping, in
analogy to the dynamics in the Fock regime.
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Figure 5.1: Eigenstates and energy spectra of the Bose-Hubbard Hamiltonian in the three dynamical
regimes. (a) shows the coherent eigenstates in the Rabi regime, which are strongly delocalized. The
energy scale is only determined by the tunneling coupling and the eigenenergies increase linearly with
the eigenstate label. (b) corresponds to the Josephson regime, where the low lying excitations are
delocalized and coherent and the higher excitations are well localized atom number states. In (c) the
eigenstates in the Fock regime are shown. The strong localization is evident and the energy, which
is dominated by the interaction energy, shows a quadratic increase. Every eigenenergy is two fold
degenerate and corresponds to well deﬁned atom number states at n and −n.
5.1 Dynamical regimes
For a quantitative understanding of the dynamical response in the Bose-Hubbard picture
the temporal evolution has to be calculated numerically. However, insight can be won by
using the Gross-Pitaevskii two mode description and deriving the equation of motion for n
and φ from the Gross-Pitaevskii two mode Hamilton function (Eq. 2.93) using the Hamilton
formalism (see e.g. [24, 25, 26, 27, 28, 98, 99, 100, 101]). The equations of motion are
dn
dt
= −1

∂H
∂φ
= −Ej

√
1− 4n
2
N2
sinφ (5.2)
dφ
dt
=
1

∂H
∂n
=
Ec

n +
Ej

4n
N2
(√
1− 4n
2
N2
)−1
cos(φ) . (5.3)
For the initial conditions n = 0 and φ = 2πj with j ∈ N, the equations of motion vanish and
the system is in the ground state at rest. In the case n = 0 and φ = π(1 + 2j) with j ∈ N
the system is at rest as well, but this state corresponds to a meta-stable state only. If one of
the two variables is prepared to a diﬀerent initial value, a particle ﬂow will start through the
barrier and compensate for the imbalance. In the case of an energetic asymmetry between
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the two wells, an additional term (from Eq.4.4) appears in the time derivative of the phase
leading to
dφ
dt
=
Ec

n +
Ej

4n
N2
(√
1− 4n
2
N2
)−1
cos(φ) − δΔx . (5.4)
From the equations of motion, three dynamical regimes can be distinguished. The zero phase
modes, the self trapped modes, and the π-phase modes.
5.1.1 Plasma oscillations
The zero phase modes, are periodic oscillations of both dynamical variables n and φ around
zero. For small initial amplitudes (i.e. sinφ0 ≈ φ0 and n20  N2) the equation of motion can
be linearized
dn
dt
≈ −Ej

φ ,
dφ
dt
≈
(
Ec

+
4Ej
N2
)
n , (5.5)
and give rise to harmonic oscillations of the dynamical variables
n(t) = sin (ωpt + θinit) , (5.6)
where θinit is an initial phase depending on the initial conditions. The frequency of the
small amplitude oscillations is called the plasma frequency and the oscillations are referred
to as plasma oscillations. For larger amplitudes, the oscillations become anharmonic and the
equations of motion can be solved in terms of Jacobian elliptic functions as discussed in [28].
The oscillation frequency in this regime depends on the initial conditions and decreases with
the oscillation amplitude.
5.1.2 Self trapping
Self trapping corresponds to dynamical modes, for which the population imbalance shows
only small oscillation around a non-zero value and the phase winds up. Self trapping occurs
if the dynamics of the BJJ is initiated at a zero relative phase by a population imbalance,
which is larger than a critical value n(t = 0) > nc (see Eq. 2.99). With increasing initial
phase diﬀerence the critical population imbalance decreases.
Fig. 5.2 shows the comparison of the predictions of the equations of motion (solution of
Eq. 5.2 and Eq. 5.3, dashed lines) and the numeric simulation of the many body system (solid
lines) for N = 100 and Ec/Ej = 0.01. The gray shaded areas corresponds to plus/minus the
expectation value of the ﬂuctuation operators of the respective quantities. In the upper
graphs the temporal evolution of the population imbalance is plotted and in the lower graphs
the temporal evolution of the relative phase. For the three graphs, diﬀerent initial conditions
are prepared, by starting with the ground state of diﬀerent asymmetric double well potentials.
The initial population diﬀerences are n(0) = 9.6 (a), 19.2 (b), and 28.7 (c). The dynamics is
initiated, when the energy asymmetry is lifted.
In the zero-phase mode regime, the GP prediction is in good agreement with the many
body calculation. A small reduction of the oscillation amplitude in the many body case can
be found for long oscillation times. In the case of self trapping, the GP prediction is in good
agreement with the many body calculation for short times, but the oscillations disappear
rapidly due to a dephasing of the populated atom number states. Close to the critical
population imbalance however, the GP prediction is only valid for a very short time. It starts
to deviate strongly from the many body description, when the relative phase approaches
73
Chapter 5 Dynamical properties of the bosonic Josephson junction
Figure 5.2: Dynamics of the bosonic Josephson junction at N = 100 and Ec/Ej = 0.01 at T = 0.
The graphs show the temporal evolution of the dynamical variables n (upper graphs) and φ (lower
graphs) calculated with the GP model (dotted lines) and the many body model (solid lines). The gray
shaded area corresponds to plus/minus the ﬂuctuations of the respective quantities. The dynamics
in (a) is initiated by a population imbalance of n(0) = 9.6 and shows the plasma oscillation. In (b)
it starts with a population imbalance of n(0) = 19.2, which is slightly below the critical population
imbalance of nc = 19.6. In (c) the dynamics is initiated with a population imbalance of n(0) = 28.7
and shows self trapping.
π. This is due to the fact, that in the many body case not only a single Fock state, but
many atom number states are populated. Thus, at the critical population imbalance there
are states which are self trapped but also states which are not. By increasing the number
of particles, the deviations become less relevant and the classical equations can be used to
predict the behavior of the BJJ also for longer times.
5.1.3 Phase plane portrait
The dynamical response of the bosonic Josephson junction can be visualized in the phase
plane portrait, where the population imbalance is plotted versus the relative phase (modulo
2π). A typical phase plane portrait is shown in Fig. 5.3 (a) for N = 100 and Ec/Ej = 0.01
(Josephson regime). In the central part of the graph, the periodic oscillations in the plasma
oscillation regime are indicated by ellipsoids. Above and below the self trapped states are
plotted. The two regimes are separated by the separatrix, which is characterized by the initial
condition n0 = ±nc at φ0 = 0.
5.1.4 π-Phase modes
Plasma oscillations and self trapping can also be observed in superconducting and superﬂuid
Josephson junctions. However, due to the nonlinear character of the atom-atom interactions,
a new regime becomes also accessible. In this regime, the average value of the relative phase
is not zero but π. In the π-oscillation regime, small amplitude oscillations exist but also
self trapped states. As this regime was experimentally not accessible so far, I refer to the
discussion of π-oscillations in [28].
5.2 Experimental observation of the dynamical response
The experimental investigation of the dynamics of a single bosonic Josephson junction was
discussed in [46]. The initial state of the BJJ was prepared by condensing 1150 atoms (where
the number of atoms was ﬁxed by post selection to be between 1000 and 1300) in a 3-D
harmonic trapping potential with trapping frequencies ωx = 2π×78(1)Hz, ωy = 2π×66(1)Hz
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Figure 5.3: Dynamics of the bosonic Josephson junction at N = 100 and Ec/Ej = 0.01 in the phase
plane portrait. The graph shows the two relevant dynamical regimes, where the ellipsoids correspond
to the zero-phase modes and the dotted lines to the self trapped modes. The separatrix, which has
the initial conditions n = ±nc and φ = 0, divides the phase plane into these two regimes.
and ωz = 2π × 90(1)Hz. The temperature of the Bose gas was below 20nK. To prepare the
BJJ adiabatically, the standing light wave with periodicity dsw = 5.2(2)μm was raised within
1s to a height of V0/h = 420(5)Hz1. The ramping time was chosen to be much slower than
the tunneling times at the ﬁnal barrier height, which was expected to be on the order of
30ms. The coupling constants were calculated by solving the Gross-Pitaevskii equation in
3-D and were Ej/h = 3.15kHz, Ec/h = 0.33Hz, δE/h = 0.14mHz and δ/h = 204Hz/μm
leading to the plasma frequency of ωp = 2π × 33Hz and the thermally induced ﬂuctuations
of the dynamical variables of Δφ = 0.1π and Δn = 36. The thermal ﬂuctuations were small
compared to the change of the dynamical variables during the evolution and thus lead only
to a small uncertainty of the initial conditions.
To initiate the dynamics, diﬀerent population imbalances were prepared by changing the
initial position of the harmonic trapping potential with respect to the periodic potential. The
initial population imbalances are shown in Fig. 5.4. The plasma oscillation regime (indicated
by the gray shaded area) is separated from the self trapping regime by the critical initial
population imbalance of nc = 193. The three data points correspond to the symmetric double
well for Δx = 0 leading to n(0) = 0, the plasma oscillation regime for Δx = 240(80)nm
leading to n(0) = 161(35) and the self trapping regime for Δx = 500(80)nm leading to
n(0) = 357(35). The theoretical expectation resulting from the solution of the 3-D GPE is
indicated by the solid line.
After the preparation of a Bose-Einstein condensate in the asymmetric double well po-
tential, the tunneling dynamics was initiated by slowly moving the harmonic trap to Δx = 0
and realizing a symmetric double well. In order not to excite any dynamics within the wells
the shift was performed slower than the inverse local trapping frequencies of 2π/ωloc ≈ 3ms,
but much faster than the tunneling time of about 30ms. The time constant for moving
the harmonic trap was chosen to be τxdt = 5ms with a time dependence of the position of
xxdt = Δx · exp(−t/τxdt). The temporal evolution of the density distribution and its compar-
1The diﬀerence between the previously in [46] reported value of V0/h = 412(20)Hz and the new value
of V0/h = 420(5)Hz for the barrier height results from an improved method for deducing the height of the
standing light wave by using 3-D numerical simulations instead of the non-polynomial Schro¨dinger equation
for calibrating V0.
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Figure 5.4: Initial population imbalance as a function of the shift of the harmonic trapping potential.
The three data points correspond to the initial population imbalances in the symmetric double well,
in the plasma oscillation regime and in the self trapping regime. The solid line is a prediction resulting
from the numerical solution of the 3-D Gross-Pitaevskii equation. The gray shaded area shows the
plasma oscillation regime, below and above there is the self trapping regime.
ison with numerical simulations are shown in Fig. 5.5. The simulations have been performed
by propagating the 3-D Gross-Pitaevskii equation in imaginary time to ﬁnd the ground state
wave functions and subsequently propagating in real time for the temporal evolution as dis-
cussed in Appendix B. Two initial conditions were chosen, a population imbalance below the
critical value for self trapping (a) and an initial value above (b). The initial relative phase in
both cases was zero. For the population imbalance below the critical value, the tunneling dy-
namics is visible, where particles move from the left well to the right and back. For the initial
value above, the BJJ is self trapped and no dynamics is visible in the density. The comparison
to the numerical simulations reveals, that the density distribution behaves as expected. The
diﬀerences between the graphs of the numerical simulations and the experimental data are
dominantly resulting from the optical resolution of the imaging setup.
The measurement of the temporal evolution in both dynamical regimes (plasma oscilla-
tions and self trapping) is shown in Fig. 5.6. In the Josephson regime (Fig. 5.6 (a)), both
variables oscillate around a zero mean value. The population imbalance starts with the pre-
pared initial value and the relative phase with zero. In the self trapping regime as shown
in Fig. 5.6 (b), the population imbalance is locked (within the experimental error) and the
phase winds up. The error bars of the relative phases correspond to the standard deviation
of the measured phases at the corresponding evolution time.
The theoretical prediction of the temporal evolution is indicated by the solid lines, which
are calculated by performing 3-D simulations of the Gross-Pitaevskii equation using only the
independently measured trap parameters, atom numbers and shifts of the harmonic trap.
Quantitative agreement with the experimental data is only achieved, if also the ﬁnite shifting
time of τxdt = 5ms is taken into account. Furthermore, a detailed analysis showed that the
harmonic trap did not reach the designated position, but stopped in average about 40nm
before, which is well within the experimental uncertainty of 80nm. The gray shaded regions
in Fig. 5.6 correspond to the experimental uncertainties of the respective quantities and
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Figure 5.5: Tunneling dynamics in the double well trap. The temporal evolution of the density
distribution in the double well trap is shown for a small initial imbalance (a) and a large initial
imbalance (b). For an imbalance below the critical value for self trapping the BJJ is in the plasma
oscillation regime and shows a tunneling dynamics of atoms from the left well to the right and back. If
the initial population imbalance is above the critical value, the BJJ is in the self trapping regime and
no dynamics is visible in the density distribution. The diﬀerence between the numerical simulations
(see Appendix B) and the experimental data are mainly resulting from the optical resolution of the
imaging setup.
were calculated by performing numerical simulations of the experiment with diﬀerent atom
numbers and initial position of the harmonic trap. The atom numbers ranged between
1000 and 1300 and the position of the harmonic trap in the plasma oscillation regime was
−240± 40nm (the jump was 200nm) and in the self trapping regime of −500± 40nm (with
a jump of 460nm). The coupling constants resulting from the 3-D calculation of the ground
and the ﬁrst excited state are basically unchanged in the case of Δx = −40nm and lead
for the experimental parameters to Ej/h = 3.14kHz, Ec/h = 0.33Hz, δE/h = 0.14mHz and
δ/h = 204Hz/μm. However, the uncertainty of the barrier height, the atom numbers and the
spacing of the standing light wave lead to a large uncertainty of the coupling constants of
Ej ±ΔEj = h× 2.33 to 4.14kHz, Ec±ΔEc = h× 0.30 to 0.35Hz and δE±Δ(δE) = h× 0.12
to 0.16mHz.
The expected tunneling frequency according to the two mode model varies between τp =
29ms and 37ms, which is faster than the experimentally found 40(2)ms. This deviation might
be a result of the change of the transverse size of the matter wave packets during the tunneling
(by σmin/σmax = 0.7), which is not taken into account by the two mode model. However, the
amplitudes of the oscillations are correctly accounted for as shown in the phase plane diagram
in Fig. 5.7, where the normalized population imbalance is plotted versus the relative phase.
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Figure 5.6: Dynamical response of the bosonic Josephson junction. (a) shows the measurement of the
temporal evolution of the population imbalance (upper graph) and the relative phase (lower graph)
in the Josephson regime. The dynamics is initiated by a population imbalance of n(0) = 161(35).
Both dynamical variables show oscillations with a zero mean value. The deduced timescale of the
oscillations is 40(2)ms. (b) shows the measurement of the temporal evolution of the two dynamical
variables in the self trapping regime, where the dynamics is initiated by a population imbalance
of n(0) = 357(35). Here, the initial population imbalance does not change within the experiential
error and the phase winds up. The solid lines correspond to the solution of the 3-D Gross-Pitaevskii
equation with only independently measured parameters and also takeing the time dependant position
of the harmonic trap into account. However, for a quantitative agreement a 40nm smaller jump of
the harmonic trap is assumed, which is well within the experimental error of about 80nm. The gray
shaded area corresponds to the variation of the initial shift of the harmonic trap (±40nm) and the
variation of the total number of atoms (1000 to 1300) within the experimentally expected range.
The ﬁlled circles show the data in the plasma oscillation regime and the open circles in the self
trapping regime. The solid lines result from numerical simulations of the two mode model,
where the time dependent shift of the harmonic trap is taken into account as well. For this
the equation of motion in the case of an energy asymmetry (Eq. 5.4) are used with Δx(t) =
Δx0 ·exp(−t/τxdt). The gray shaded area corresponds to the experimental uncertainty and is
calculated by using the same numerical integration for diﬀerent initial population imbalances.
In the Josephson regime the population imbalances are n(0) = 161±35 and in the self trapping
regime n(0) = 357± 35.
To estimate the eﬀect of the ﬁnite shifting time, we solve the equation of motion in the
small amplitude limit and ﬁnd for t  τxdt that the temporal evolution of the population
imbalance is governed by
n(t) =
n(0)√
1 + τ2xdtω
2
p
× cos (ωpt− arctan (ωpτxdt)) . (5.7)
The oscillation amplitudes for our parameters are reduced due to this ﬁnite shifting time by
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Figure 5.7: Phase plane diagram of the bosonic Josephson junction. In this graph the population
imbalance is plotted versus the relative phase. The ﬁlled circles correspond to the measurement in
the plasma oscillation regime and the open circles to the measurements in the self trapping regime.
The two regimes are separated by the separatrix (dashed line). The solid lines depict the expected
behavior of the dynamical variables based on the Gross-Pitaevskii two mode model, where also the
time dependence of the shift of the harmonic trapping potential is taken into account. As the tunneling
dynamics is already initiated during the shift of the energy-asymmetry, the oscillation amplitudes for
longer times diﬀer from the initial values, as indicated by Δplasma and Δst. The gray shaded area
corresponds to the uncertainty of the initial parameters.
25% as indicated in Fig. 5.7 by Δplasma and Δst, leading to an eﬀective critical population
imbalance of neﬀc = 238 instead of nc = 193. This can be understood by considering that
already during the change of the position of the harmonic trap the tunneling dynamics is
initiated and thus energy is taken out of the motion. Fig. 5.7 reveals that the dynamical
response of the BJJ in the phase plane portrait is very well described by the two mode
model.
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6 Conclusions and Outlook
In the presented work, I have discussed the ﬁrst successful experimental implementation of a
single Josephson junction with Bose-Einstein condensates. For this, a double well potential
is generated by the superposition of two independent trapping potentials, a 3-D harmonic
potential for the overall conﬁnement and a periodic potential with large periodicity acting
as a barrier in the center. Both potentials are realized by the application of far red-detuned
Gaussian laser beams. The Bose-Einstein condensates are usually consisting of a few thou-
sand 87-Rubidium atoms. To prepare the bosonic Josephson junctions adiabatically a Bose-
Einstein condensate is trapped in the 3-D harmonic trap and subsequently, the barrier is
raised slowly in order to split it into two localized matter wave packets. If the barrier is not
too high, particles can tunnel through the barrier on the timescale of the experiments leading
to a coherent coupling of the two modes.
Within the mean ﬁeld two-mode approximation, the behavior and the state of the Joseph-
son junction can conveniently be described by two dynamical variables, the population im-
balance, which is the atom number diﬀerence between the two matter wave packets, and the
relative phase. We ﬁnd that, in this picture, the equations of motion become analogous to the
equations describing a single quantum mechanical particle in a sinusoidal potential. However,
this simple model of the bosonic Josephson junction is only appropriate if the system is in the
Rabi or the Josephson regime, i.e. the tunneling coupling of the two modes is strong enough
to maintain a high coherence. In, or close to the Fock regime, where the system is dominated
by atom number ﬂuctuations, the coherence is low and a relative phase can not be deﬁned.
Thus, in the Fock regime the Josephson junction cannot be described by means of a mean
ﬁeld description.
6.1 Experimental results
The investigation of the steady state properties of the bosonic Josephson junction revealed
that, at ﬁnite temperature, the two dynamical variables are not constant but ﬂuctuate from
measurement to measurement. The amount of ﬂuctuations is directly connected to the tem-
perature and the coupling constants. As, in the presented setup, the charging energy could
only be changed slightly, the experimental investigation of the thermally induced ﬂuctuations
was focused on the properties of the relative phase. We found, that the ﬂuctuations of the
relative phase can be exactly predicted by a classical model, where the phases are populated
according to the Boltzmann distribution. The amount of ﬂuctuations depends only on a sin-
gle scaling parameter, which is the ratio of the thermal energy scale to the tunneling coupling.
For a quantitative comparison, not only the phase ﬂuctuations but also the temperature and
the tunneling coupling have to be known precisely. The temperature was deduced from inde-
pendent time of ﬂight measurement and the tunneling coupling was calculated numerically,
using the ﬁrst two mean ﬁeld eigenstates of the Bose-Einstein condensate in the 3-D double
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well potential. The agreement of coherence factor, which is a measure for the ﬂuctuations in
steady state, with the theoretical prediction was conﬁrmed over a three orders of magnitude
variation of the scaling parameter.
Due to the quantitative agreement between the theoretical prediction and the experi-
mental ﬁndings, the measurement of the thermally induced ﬂuctuations can be applied for
measuring the temperature of a degenerate Bose gas at temperatures far below the critical
temperature. This new method for thermometry is very useful, as the standard methods
cannot be applied in a temperature range where the number of thermal particles is too small
for detection. However, in the bosonic Josephson junction, it is always possible to tune the
tunneling coupling, such that it is comparable to the thermal energy scale and thus, the
relative phase is sensitive on thermally induced processes.
The application of the phase thermometer was demonstrated by measuring the heating
up of a degenerate Bose gas in the 3-D harmonic trapping potential. For low temperatures,
as long as matter wave interference patters were observable, the temperature was deduced
from the thermally induced ﬂuctuations of the relative phase. For higher temperature, when
the thermal distribution became observable in time of ﬂight experiments, the temperature
was also measured using the standard method. In the overlap region both methods lead
to the same results conﬁrming the applicability of the new thermometer. Furthermore, the
non-linear temperature increase of the Bose gas could be consistently explained by a constant
transfer rate of energy per particle, and a temperature dependent heat capacity. The deduced
temperature dependence deviated from the prediction for an ideal Bose gas, which is expected
theoretically, as the interatomic interactions modify the thermodynamic properties of the
Bose gas slightly.
The experimental investigation of the dynamical response of the bosonic Josephson junc-
tion revealed, that for small atom number ranges at a precisely adjusted barrier height, both
dynamical regimes, plasma oscillations and self trapping, are accessible in a ﬁxed double well
potential by initiating the dynamics at diﬀerent population imbalances. For an initial pop-
ulation imbalance below the critical value for self trapping, the Josephson junctions showed
oscillations of both dynamical variables with a zero mean value. When the initial population
imbalance was raised above the critical value, the tunneling dynamics became suppressed and
the population imbalance was approximately locked to a non-zero mean value. At the same
time, the relative phase winded up at an approximately constant rate. The experimental
observations were in excellent agreement with 3-D simulations of the temporal evolution of
the wave function. However, the prediction of the two mode model could not predict the
relevant tunneling time scale accurately. Nevertheless, the oscillation amplitudes of both
variables were in excellent agreement and the phase plane portrait of the two mode model
was consistent with the experimental ﬁndings.
6.2 Outlook
Since the investigations presented in this thesis were performed with the ﬁrst realization of
a Josephson junction with Bose-Einstein condensates, there are still many open questions,
which should be tackled in the future.
In our experiments, it was diﬃcult to manipulate the charging energy (Ec). By improving
the experimental setup and being able to change either the local densities by increasing
the transverse conﬁnement, or by accessing Feshbach resonances and tuning the interaction
strength between the atoms, the charging energy could be varied over a wider range. With
this, the thermally induced ﬂuctuations of the atom number diﬀerences would also become
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accessible and could be compared to the theoretical prediction [32]. The thermal uncertainty
relation might be tested and the behavior of the Josephson junction in or close to the Fock
regime investigated.
By tuning the quantum mechanical energy scale with respect to the thermal energy scale,
it might also be possible to investigate the quantum mechanical ﬂuctuations of the dynamical
variables in steady state. The fundamental quantum mechanical uncertainty relation could
be tested as a function of the ratio of the charging energy and the tunneling coupling. Fur-
thermore, the investigation of the dynamical properties of the uncertainties should also lead
to interesting observations. Eﬀects like collapse and revival of the coherence are accessible,
if the properties of the Josephson junction are changed rapidly, e.g. by decreasing or turning
oﬀ the tunneling coupling.
Another interesting but experimentally diﬃcult question is the possibility to observe π-
oscillations in the bosonic Josephson junction [28]. These oscillations can be triggered by
imprinting a phase diﬀerence close to π. Due to the nonlinearity for speciﬁc ratios of the
charging energy to the tunneling coupling, a stable oscillation is initiated around a π mean
value of the phase. However, these oscillations can only be accessed in a very narrow range
and thus, a ﬁne tuning of the parameters is inevitable.
Furthermore, ﬁnite temperature phenomena, which can already be observed experimen-
tally but, due to the lack of a theoretical description, were not investigated in detail, are the
damping of the Josephson dynamics and the thermally triggered decay of self trapped states.
As the condensed particles collide with particles from higher excited states, energy might be
transferred out of the coherent oscillations causing a heating of the ensemble. The damping
rate as a function of the temperature, the tunneling coupling and the charging energy might
lead to insight into the mechanism behind the damping and help building up a theoretical
model to describe the process accurately.
The bosonic Josephson junction can also be used as discussed in [102] to generate a fan
of dark solitons. For this, a Bose-Einstein condensate is split into two matter wave packets,
which are strongly connected to each other such that the relative phase stays approximately
zero and the ﬂuctuations are small. By rapidly removing the barrier in the center, the two
matter wave packets expand and interfere in the trap leading to the generation of wave packets
with alternating phases. The zero crossing of the wave functions become stabilized due to
the interaction of the particles and an array of dark solitons is formed. These, if prepared
properly, oscillate back and forth within the trap. With this, it is also possible to generate
only two dark solitons and study their collision and interaction.
A wide range of other theoretical questions might also be answered in the future by
experiments with bosonic Josephson junctions. Small Bose-Einstein condensates in double
well traps are even considered to test the validity of the mean ﬁeld description, as for certain
cases, not only one but two independent orbitals might become macroscopically populated
leading to a fragmented state (see e.g. [30, 31, 103]). Thus, future experiments with weakly
coupled Bose-Einstein condensates might help to gain more insight into quantum mechanical
processes, as the observables can be accessed directly in this system and do not have to be
measured via other indirect quantities. Furthermore, the interatomic interaction enriches
the dynamical properties and leads to new phenomena, which are diﬃcult to realize in other
systems.
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A Heat Capacity close to the critical temper-
ature
As discussed in Sec. 2.1.2, the heat capacity of the degenerate Bose gas in a 3-D harmonic
trap below the critical temperature is given by
C(T < Tc) = N12kB
ζ(4)
ζ(3)
(
T
Tc
)3
. (A.1)
To calculate the heat capacity in the high temperature limit the Bose-Einstein distri-
bution can be approximated by the Boltzmann distribution leading to a heat capacity for
temperatures above the critical temperature of
C(T > Tc) = 3NkB
(
1 +
ζ(3)
8
(
Tc
T
)3)
. (A.2)
The calculation of the heat capacity close to the critical temperature is more involved.
The heat capacity at the transition is discontinuous as the chemical potential below Tc can
be set to zero but above it is ﬁnite and below the ground state energy. The discontinuity can
for an ideal Bose gas be expressed as
ΔC = C(Tc+)− C(Tc−) = 3N ∂μ
∂T T=Tc+
= −9ζ(3)
ζ(2)
NkB . (A.3)
For more details on the heat capacity of ultracold and degenerate gases we refer to [50]
or [54].
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B Numerical solution of the Gross-Pitaevskii
equation in 3-D
The prediction of the properties of the bosonic Josephson junction and also the calculation of
the temporal evolution of the dynamical variables rely on the precise knowledge of the system
parameters Ec (Eq. 2.43) and Ej (Eq. 2.44) (and also the energy asymmetry δ Eq. 4.3). If
the parameters of the potential and the atom numbers are known, the 3-D Gross-Pitaevskii
equation (Eq. 2.5) can be used to ﬁnd the single particle mean ﬁeld eigenstates which are
needed for the calculation of the system parameters.
Furthermore, by using the GPE for the temporal evolution of the wave functions, it is
not necessary to restrict the number of the allowed states to two, but all higher excited
states up to the numerical resolution are taken into account. This is only accurate, if the
BJJ is in the Josephson regime and thus the ﬂuctuations of the dynamical variables are
negligible. Usually, higher excited states in the double well potential are not playing a role,
but transverse excitations can aﬀect the dynamics. Thus, to compare the diﬀerent models,
we implemented two numeric algorithm in order to calculate the temporal evolution and to
calculate the eigenstates of arbitrary potential in 3-D.
The temporal evolution of the 3-D Gross-Pitaevskii equation is calculated eﬃciently with
a split-step method [104]. The main idea is that the Laplace operator acting on a 3-D ﬁeld
can be much faster calculated in momentum space than in real space. Thus, as only small
time steps are considered, the time propagation is split into a spatial part, consisting of the
potential and the interaction term, and a momentum space part, consisting of the kinetic
term
Ψ(r; t + Δt) = Uˆ(Δt)Ψ(r; t) = e−
iHˆ(r;t)Δt
 Ψ(r; t)
= e
i ∇2Δt
2m e−
iVext(r;t)+gN|Ψ(r;t)|2Δt
 Ψ(r; t)
= e
i ∇2Δt
2m Ψ′(r; t)
= e
i k2Δt
2m Ψ˜′(k; t) , (B.1)
where Ψ′(r; t) denotes the wave function, which was partially propagated in real space and
Ψ˜′(k; t) to the Fourier transform of this wave function. To minimize the numerical errors due
to the ﬁnite time steps Δt, the propagation in momentum space is split into two half steps
Δt/2 and applied to the wave function before and after the propagation in real space. This
method can be used for time steps fulﬁlling 〈Ψ|Hˆ|Ψ〉Δt|  2π.
By slightly modifying the former algorithm, it becomes also possible to ﬁnd the stationary
states of the external potential. The propagation in this case is performed in imaginary time.
The eﬀect of the propagation in imaginary time can be directly seen, if the time propagation
operator is written in the diagonal basis Ψ(r) =
∑
d ψdΦd(r) and the ground state energy E0
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is set as the reference energy
Uˆ(−iΔt)Ψ(r) = e− (
Hˆ−E0)Δt
 Ψ(r)
=
∑
d
e−
(Hˆ−E0)Δt
 ψdΦd(r)
=
∑
d
e−
(Ed−E0)Δt
 ψdΦd(r)
= ψ0Φ0(r) + e−
(E1−E0)Δt
 ψ1Φ1(r) + e−
(E2−E0)Δt
 ψ2Φ2(r) + ... (B.2)
Due to the exponential dependence, the wave functions are damped according to their ener-
gies. Thus, the states with low energy are damped less than the states with higher energy
and after long propagation times only the states with the lowest energy can survive.
This method has a diﬃculty to distinguish between two states which are quasi degenerate,
and the propagation has to be done for very long times in order to damp out the slightly
higher lying states. In the case of the double well potential, the energy of the ground state and
the energy of the ﬁrst excited state are close. However, by choosing the trial wave function
properly, the two eigenstates can be calculated without extra eﬀort. This is possible, as
the propagation conserves the symmetry of the trial wave function and by choosing it to be
symmetric we ﬁnd the ground state, by choosing it to be antisymmetric we ﬁnd the ﬁrst
excited state.
In order to increase the spatial resolution and to reduce the time for simulations in
certain cases the 3-D GPE can be approximated by the non-polynomial Schro¨dinger equation
(NPSE) [105]. Here, the wave functions are assumed to by cylindrically symmetric and have
a Gaussian proﬁle transversally. In this case, it is possible to analytically integrating out the
transverse degrees of freedom. The transverse width of the wave function at every point can
then be calculated from the local density and the interaction strength. With this the 3-D
GPE is reduced to a more complicated 1-D Schro¨dinger equation, which can be solved faster
with higher spatial resolution. The NPSE has the form
i
∂
∂t
f(x) =
[
− 
2
2m
∂2
∂x2
+ V (z) +
gNmωy,z
2π
|f(x)|2√
1 + 2aN |f(x)|2
+
ωy,z
2
(
1√
1 + 2aN |f(x)|2 +
√
1 + 2aN |f(x)|2
)]
f(x) , (B.3)
where the wave function is deﬁned as Ψ(x, y, z; t) = ψ(y, z; t) × f(x; t), the potential as
V (x, y, z; t) = V (x; t)×V (y, z; t) and a is the s-wave scattering length. The transverse width
is given by σy,z;t = (/mωy,z)
√
1 + 2aN |f(x)|2. This formalism can be applied for elongated,
cigar-shaped BEC if the transverse dynamics is negligible.
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C Tunneling coupling and on-site interaction
energy deduced from 3-D GPE
For the experimental investigation of thermally induced ﬂuctuations (Sec. 4.2.3) a large num-
ber of measurements at diﬀerent atom numbers and barrier heights were performed. In order
to compare the measurements with the theoretical prediction the system parameters Ej and
Ec have to be known. These coupling constants can be calculated numerically by Eq. 2.43
and Eq. 2.44 if the ground state and the ﬁrst excited state wave function are known. With the
method discussed in Appendix B, we can calculate the ﬁrst two eigenstates of the particles in
the double well trap for diﬀerent atom numbers and barrier heights. The resulting Ec(V0, N)
and Ej(V0, N) are ﬁtted with the functional dependence shown below
Ej(V0, N) = 10aj(N)·V
3
0 +bj(N)·V 20 +cj(N)·V0+dj(N) (C.1)
aj(N) = −1.370× 10−8 ·N−0.2037 + 3.226× 10−9
bj(N) = −1.157× 10−7 ·N0.4719 + 3.527× 10−6
cj(N) = 8.734× 10−4 ·N0.3060 − 1.142× 10−2
dj(N) = −2.307× 10−3 ·N0.6696 + 4.407 , (C.2)
and
Ec(V0, N) = ac(N) · V 20 + bc(N) · V0 + cc(N) (C.3)
ac(N) = −2.955× 10−7 ·N−0.6235
bc(N) = 6.581× 10−4 ·N−0.5542
cc(N) = 5.628× 10−1 ·N−0.5042 . (C.4)
The ﬁtting functions are validity in the atom number range of 2000 < N < 3500 and in
the range of the barrier heights of 500Hz < V0/h < 1600Hz. The lattice spacing is set to
dsw = 4.8μm and the trapping frequencies of the harmonic trap are ωx = 2π × 90Hz and
ωy,z = 2π × 100Hz. The errors of both ﬁts (Ec(V0, N) and Ej(V0, N)) are on the order of a
few percent.
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D Rubidium-87
Alkali atoms are commonly used for laser cooling and magnetic trapping because of their rel-
atively simple hydrogen-like term scheme and advantageous properties. Especially Rubidium
has earned itself a reputation as a workhorse for BEC experiments, because it is relatively
easy to handle. Its relevant transitions are located around 780nm, which can be accessed by
commercial diode and Titanium-Sapphire laser systems. Due to its high vapor pressure at
room temperature, Rubidium can be generated eﬃciently in the gas phase.
The two most abundant isotopes of Rubidium in nature are 8537Rb with 72% and
87
37Rb
with 28%. In our experiment, 8737Rb is used because
85
37Rb has a negative scattering length
at magnetic ﬁeld strengths common for magnetic trapping and 8737Rb has favorable collision
parameters. 8737Rb is radioactive but stable on the usual timescale of the experiment. It decays
by a β−-transition into 8738Sr, with a lifetime of 4.88 1010 years [106]. 32 other isotopes are
known, the most stable isotopes are 8337Rb (τ = 86.2days),
84
37Rb (τ = 32.77days) and
86
37Rb
(τ = 18.631days).
Some physical properties of 8737Rb are shown below
Mass m 86.909 180 520(15) u
1.443 160 60(11) ×10−25 kg
Melting point at 1013mbar TM 39.31 ◦C
Boiling point at 1013mbar TB 688 ◦C
vapor pressure at 25◦C PV 4 ×10−7 mbar
D2-line 52S1/2 → 52P3/2
Wavelength (vacuum) λ 780.246 291 692(11) nm
Wavelength (air) λair 780.037 08 nm
Frequency ω0 2π · 384.2279818773(55) THz
Lifetime 52P3/2 τ 26.24(4) ns
Linewidth (FWHM) Γ 2π · 6.065(9) MHz
Saturation intensity Isat 1.67 mW/cm2
Recoil temperature at 780nm Trec (k)2/mkB = 361.95 nK
Recoil velocity at 780nm vrec k/m = 5.8845 mm/s
For more details on 87-Rubidium we refer to [107, 108]. Fig. D.1 shows the hyperﬁne
structure of the D2-line of 87Rb. The wavelengths to which the four laser systems are locked,
are indicated by the arrows in the center. The spectroscopic details of the D2-line can be
found in [109].
89
Chapter D Rubidium-87
Figure D.1: Hyperﬁne levels of 87Rubidium and the D1- and D2-line. The arrows in the center
correspond to the wavelengths to which the four laser systems are adjusted and the transitions they
are driving. The Bose-Einstein condensate is prepared in the F = 2, mF = 2 state. The funnel and
the MOT - transitions are to the F = 3, mF = 3 state, and also the optical pumping and the imaging
is done by coupling to this state (Ti:Sa I). During the funnel and the MOT cycle atoms can fall to
the F = 1 level, from where they are transferred back into the cycle by the Repumper. The crossed
dipole trap (Nd:YAG) and the standing light wave (Ti:Sa II) are far red-detuned with respect to the
transitions and lead to dipole potentials only, where the spontaneous scattering rate can be neglected
on the timescale of the experiments.
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