In this paper we consider the problem of detection and identification of an intermittent signal that can (repeatedly) change between multiple states. We pose and solve this quickest intermittent signal detection and identification (ISDI) problem in a Bayesian setting and establish that the optimal solution occurs on first entry into a stopping region of the belief space characterised by the union of convex sets. We then propose a practical greedy ISDI decision rule and develop some bounds to characterise the performance. Finally, we propose two greedy rules for use in the important above horizon vision based aircraft detection application and are able to improve detection ranges and false alarm rates relative to the state of the art.
Abstract-In this paper we consider the problem of detection and identification of an intermittent signal that can (repeatedly) change between multiple states. We pose and solve this quickest intermittent signal detection and identification (ISDI) problem in a Bayesian setting and establish that the optimal solution occurs on first entry into a stopping region of the belief space characterised by the union of convex sets. We then propose a practical greedy ISDI decision rule and develop some bounds to characterise the performance. Finally, we propose two greedy rules for use in the important above horizon vision based aircraft detection application and are able to improve detection ranges and false alarm rates relative to the state of the art. Q UICKLY detecting the presence of an anomaly signal is important in many applications such as fault detection [1] , cyber-security [2] , vision based aircraft detection [3] and many more [4] . In many of these applications there is the possibility of multiple (different) anomaly conditions emerging and therefore the problem becomes identifying when and where this anomaly has occurred [5] [6] [7] [8] . We denote an anomaly condition that can repeatedly appear and disappear an intermittent signal. In this paper we aim to pose and solve a quickest intermittent signal detection and identification (ISDI) problem in a Bayesian setting that allows us to trade off average detection delay, false alarm probability and missidentification probability.
In classic quickest detection and identification (or isolation) problems it is assumed that at some unknown time instant a permanent (or persistent) change is made to the distribution of an observed process into one of several possible anomalous distributions [5] . There have been several extensions to classic quickest detection and optimal stopping problems that have been posed and solved in the last few decades such as: where the change has multiple transition stages, [6] , [7] , [9] [10] [11] , has more complexity in the statistics of the anomaly condition [6] , [7] , or contains multiple stopping times [8] . Notably, these problems all involve a terminal anomaly condition that once reached is never left. Our interest in intermittent signals that do not have this terminal anomalous condition is inspired by the important vision based aircraft detection application in which an intruder aircraft can visually emerge anywhere in an image and can potentially transition in and out of view. In this situation it is desirable to quickly detect when and where this aircraft has emerged. Recently Bayesian quickest intermittent signal detection (ISD) techniques have been developed for quickly detecting when (not identifying where) an aircraft emerges. These have substantially improved detection performance in replacement of the ad hoc maximum likelihood techniques appearing in the previous state of the art [12] . In this paper we investigate the performance benefits of extending quickest ISD techniques by introducing a penalty on miss-identification (e.g. a penalty on detecting non-aircraft artifacts such as cloud features). Specifically, we propose a Bayesian quickest intermittent signal detection and identification (ISDI) problem and seek optimal detection and identification policies.
The key contributions of this paper are: i) Posing the quickest ISDI problem and establishing that the optimal solution occurs on first entry into a stopping region of the belief space characterised by the union of convex sets. ii) Proposing a practical greedy ISDI decision rule and establishing performance bounds on the probability of false alarm and probability of miss-identification. iii) Demonstrating the improvements offered by our greedy ISDI decision rule in the vision based aircraft detection application in comparison to the current state of the art. The rest of this paper is structured as follows. In Section II we pose our quickest ISDI problem and its associated cost criterion. In Section III we present our main results including our optimal detection rule as well as a more pragmatic greedy stopping rule. Finally in Section IV we cast our quickest ISDI problem in the vision based aircraft detection application.
II. PROBLEM FORMULATION
In this section we pose our quickest ISDI problem. We first propose our quickest ISDI cost function and outline its relationship to prior work. We then establish an equivalent representation that will be required for our main result as well as an efficient method for calculating this new representation.
A. Proposed Cost Criterion
Let us define the space S X {e 1 , . . . , e N } where e i ∈ R N are indicator vectors with 1 as the ith element and 0 elsewhere.
For k ≥ 0, let X k ∈ S X denote a sequence of random variables. Here, X k represents an intermittent signal that switches between a normal state e 1 and one of N − 1 anomalous states {e 2 , . . . , e N } at (unknown) random time instants.
In this paper, we shall assume that the intermittent signal X k is a first-order time-homogeneous Markov chain that at each time instant can transition from the no-change state to any of the change states and can transition between change states. These state transitions are described by the transition probabil-
for all i, j ∈ {1, . . . , N }. For k ≥ 0, we can describe the intermittent signal (state process) X k , as follows
where V k+1 ∈ R N is a martingale increment and the initial state X 0 has distributionX 0 . For k > 0 the intermittent signal X k is hidden within measurements y k ∈ R M , that are an independent and identically distributed (i.i.d.) sequence of random variables with (marginal) probability density functions b i (y k ) when X k = e i for i ∈ {1, . . . , N }. For the remainder of this paper we will define X [0,k] {X 0 , . . . , X k } and y [1,k] {y 1 , . . . , y k } as shorthand for sequences of these random variables.
We assume that X k and y k are defined on the probability space (Ω, F, P), where Ω is the set of all infinite sequences ω {y [1,∞] , X [1,∞] } and F = ∪ ∞ k=0 F k where F k denotes the complete filtration generated by y [1,k] with F 0 {∅, Ω}. Here, P is a probability measure constructed using Kolmogorov's extension theorem [13] obtained from distributions of y k . Let E[·] denote the expectation operation defined by P.
In this paper our goal is quickest detection and identification of intermittent signals. Specifically, we aim to quickly detect when and identify where a change has occurred. Let Π = {λ ∈ R N : 1 λ = 1, 0 ≤ λ i ≤ 1 for all i ∈ {1, . . . , N }} denote the belief space, and note that S X ⊂ Π. Our quickest ISDI problem is characterised by the following continuing and stopping costs, for any X ∈ Π, as
. . , N }) denotes the delay penalty, c 2 > 0 denotes the false alarm penalty andc i ∈ R N denotes miss-identification penalty with identification i ∈ {2, . . . , N }. We assume that our missidentification penalty is designed to satisfyc i X ≥ 0 for any X ∈ Π, i ∈ {2, . . . , N } and to be small when the correct identification is made.
We seek to design a stopping time τ ≥ 0 with respect to the F k filtration and a {2, . . . , N } valued F τ -measurable random variable δ ∈ {2, . . . , N } [14] that minimises the following detection and identification cost criterion
B. Relationship to prior art
We now outline how our Bayesian quickest ISDI problem relates to previous literature.
• Ifc i = 0 and A i,i = 1 for all i ∈ {2, . . . , N } (i.e., every anomalous state is absorbing), then the problem simplifies to the type of quickest detection and identification problem (with no miss-identification cost) considered in [5] .
for all i ∈ {2, . . . , N } (i.e., there is an absorbing set of states) then the problem simplifies to the class of quickest detection and identification problem posed in [6] . Note the miss-identification penalty term becomes proportional to the probability of miss-identification (be-
, then the problem has similarity with the quickest transient detection problem considered in [7, Ch. 13] and elsewhere. • If N = 2, the problem simplifies to the quickest ISD posed and solved in [15] , additionally if A 1,2 = 0 then the problem further simplifies to a classic Bayesian quickest change detection problem posed and solved by Shiryaev [16] . Outside of these examples, the miss-identification term c iX allows penalties on undesirable attributes beyond those typically considered. An interesting example is a posterior's variance penalty investigated in [7, Ch. 13] . In following sections we will see the performance benefits of moving beyond simple probability miss-identification penalties in our vision based aircraft detection application.
C. Equivalent Representation
We now establish an equivalent quickest intermittent signal detection and identification cost criterion expressed in terms of the posterior distributions. For i ∈ {1, . . . , N }, let X i k P(X k = e i |y [1,k] ) define the probability of being in state e i given the measurements y [1,k] . We note that due to the idempotent property P(X k = e i |y [1,k] 
Consider any stopping time τ with respect to the filtration generated by y [1,k] and suppose that E[τ ] < ∞. Then similar to [18] by following [7] and using the tower rule for conditional expectations [17, pg. 331] we obtain
This allows for our proposed quickest detection and identification cost criterion to be expressed in terms ofX k = [X 1 k , . . . ,X N k ] ∈ Π which will be used to establish the optimal policy.
D. Optimal Identification Decision
Given that we have stopped at time τ , the continue cost is fixed and all that remains is to minimise the stopping cost. It becomes obvious that the optimal identification decision J(τ, δ * ) = min δ J(τ, δ) is given by
Therefore, we can rewrite our cost function (4) as
whereS(X) min i∈{2,...,N } S i (X τ ). Given this optimal identification decision, the rest of this paper focuses on determining the optimal stopping time τ .
E. Hidden Markov Model Filter
We now present the hidden Markov model (HMM) filter for efficiently calculatingX k .
At time k > 0, we let B(y k ) = diag(b 1 (y k ), . . . , b N (y k )) denote the diagonal matrix of output probability densities. We can now calculateX k via the HMM filter [17] 
with initial conditionX 0 and where N k are scalar normalisation factors defined by
III. OPTIMAL STOPPING AND IDENTIFICATION
In this section we present our main result. We first present our value function recursion. We then present our main theorem which establishes that the optimal policy is a stopping condition on first entry into a stopping set which is the union of N − 1 convex regions. We propose a pragmatic greedy rule and establish some performance bounds. Finally we investigate what happens when there is no miss-identification penalty.
A. Value Function and Optimal Policy
We let E · X denote the expectation operation corresponding to the probability measure where the initial state X 0 has distributionX. We then define a cost criterion for different initial distributions as
We note that J(τ ) =J(τ,X 0 ). Let us consider a stopping action u k ∈ {1 (continue), 2 (stop)}. Then, there is an optimal policy µ * (X k ) to minimise the quickest ISDI cost criterion (4) given by the value function V (X k ) min τ {J(τ,X k )}. This value function can be described by the following recursion (similar to [7, pg. 258 
whereX + (X, y) = 1, B(y)AX −1 B(y)AX, and B(y) = diag(b 1 (y), . . . , b N (y)). If we let Q(X) C(X) + E[V (X + (X, y))|X] denote the total cost incurred if continuing, then the optimal policy is given by
In general, the value recursion (10) is difficult to compute. Our main result establishes the structure of the optimal policy (11) allowing us to propose a pragmatic greedy detection rule.
B. Optimal Quickest ISDI Rule
We now present our main result. We define the stopping region for state e i as follows R i
Theorem 1. If we consider the value recursion (10) . Then, the belief space Π has an optimal stopping region R S ∪ i∈{2,...,N } R i S which is the sum of N − 1 convex regions where R i S are convex regions containing e i . The optimal quickest ISDI decision is therefore given by (τ * , δ * ) where τ * inf{k :X k ∈ R S } and identification decision δ * given by (6) .
Proof. For i ∈ {2, . . . , N }, we define the cost for the identification decision i as
and consider the value function V i (X k ) min τ {J i (τ,X k )} for the stopping time recursion described by
Noting that the cost is linear here, then according to [7, Theorem 7.4.2] , V i (X k ) are concave inX. Moreover, our identification decision (6) gives that at eachX k ,J(τ,X) = min iJi (τ,X), and hence V (X k ) = min i V i (X k ) (swapping the order of the minimisation operations) implies that V (X k ) is concave inX (concavity is preserved under minimum operations). The V (X k ) concavity gives that R i S are convex sets (see similar proof steps in [7, Theorem 12.2.1]).
We proceed by considering the N −1 identification decisions as individual optimal stopping problems. For i ∈ {2, . . . , N } if S i (e i ) = 0 then e i ∈ R i S . WhenX ∈ R i S for any i implies S i (X) ≤ Q(X) and under optimal rule (11) implies that the optimal action is to stop. Contrarily,X / ∈ R i S for any i implies S i (X) > Q(X) and under optimal rule (11) implies the optimal action is to continue. Hence the union of the R i S regions defines the optimal stop region as given in the theorem statement.
Theorem 1 establishes that the quickest ISDI problem can be solved by finding the N − 1 convex stopping sets R i S (rather than solving the dynamic programming recursion equations directly). Through comparison with [6] , we expect stopping region R S to not be a connected region in general.
C. A Greedy ISDI Decision Rule
We now propose a practical greedy rule which allows us to establish some performance bounds.
Let us define R g i {X : S i (X) ≤ C(X)} and the union of sets R g = ∪ i∈{2,...,N } R g i . We also define the probability of a false alarm (PFA) and the probability of miss-identification (PMI) as PFA P (X τ = e 1 ) and PMI P (X τ = e δ ) under identification decision δ ∈ {2, . . . , N }. Lemma 1. For i ∈ {2, . . . , N }, we consider the union of sets R g i ∈ R i S and the value recursion (10) . Then, the greedy ISDI decision rule (τ g , δ * ) given by
where the maximum delay constant c m max ic i 1 and the identification decision δ * is given by (6) .
Moreover, ifc i = c 3 (1 − e i ) for some c 3 > 0 for all i ∈ {2, . . . , N }, then the following two additional performance bounds hold
and therefore, according to the optimal policy (11), we should stop whenX k ∈ R g i . Further, if S i (e i ) = 0 then e i ∈ R g i giving our first lemma result. Simple algebra shows that
Taking the expectation operation on both sides, noting thatc i X > 0 for X ∈ Π and using the idempotent property gives our lemma's PFA performance bound result.
< c m and similar steps give the two additional performance bound results.
Lemma 1 suggests that a pragmatic solution to our quickest ISDI problem (in the presence of miss-identification costs) is the greedy (sub-optimal) stopping rule (τ g , δ * ). Moreover, if this rule is used then the cost function parameters can be related to a false alarm and miss-identification performance trade-off. The lemma also provides some insight into the role of cost parameters and false alarm performance.
D. No Miss-identification Penalty (ISD Rule)
If there is no penalty on miss-identification i.e.,c i = 0 for all i ∈ {2, . . . , N }, then the problem collapses to that considered in the application section of [12] and we are able to aggregate the N − 1 anomalous states such that our optimal quickest ISDI decision (τ n , δ * ) becomes the ISD rule from [12] given by
with the addition of an identification decision δ * given by (6) . We highlight that including a miss-identification penalty, i.e. c i = 0, significantly changes the nature of the optimal stopping problem. As shown in [6] , solutions to quickest detection and identification containing a penalty on miss-identification should not expect to have an individually connecting stopping region as seen in Figure 1 (left) . However, whenc i = 0 there is only one connected stopping region R S as seen in Figure 1 (right) (the R i S = regions collapse to being this same region). 
IV. APPLICATION: VISION BASED AIRCRAFT DETECTION
In this section we apply our proposed quickest ISDI greedy rule in the important above horizon vision based aircraft detection application. Our aim is to quickly detect when and identify where an aircraft on a near collision course visually emerges in an image sequence with a low false alarm rate.
We cast the vision based aircraft detection problem as a quickest ISDI problem and then compare the performance of the resulting rule to a baseline detection system on the basis of experimentally captured in-flight image sequences.
The baseline system that we compare to is previous work from [18] which utilised the ISD rule (14) previously discussed (optimal when there is no miss-identification penalty).
The aircraft sequences are between two fixed wing aircraft; the data collection aircraft was a ScanEagle UAV and the other aircraft was a Cessna 172 (see [19] for details of flight experiments). Figure 2 gives an example of the cloud conditions which we are trying to detect aircraft in.
A. HMM Aircraft Dynamics and Observations
Consider a single aircraft which we aim to detect at distances where it is (potentially) visually apparent from a single pixel in an image frame. For k ≥ 0, we let each pixel in the image correspond to a state in the Markov chain and similar to [18] we introduce an extra state to denote when the aircraft is not visually apparent anywhere in the image frame. Hence for an image of size M pixels our Markov chain is X k ∈ {X 1 , . . . , X M , X M +1 } where for i ∈ {1, . . . , M }, X i corresponds to the aircraft being visually apparent at the ith pixel and X M +1 corresponds to the aircraft not being visually apparent.
Between consecutive frames the aircraft can transition between different Markov states and can be modelled by the HMM transition probabilities A i,j for i, j ∈ {1, . . . , M + 1}. Possible aircraft inter-frame motion can be modelled by a transition patch (see [3] for detailed explanation of patches). State transitions that would cross the image boundary will transition out of the image. An aircraft not current located in the image is able to transition to any pixel in the image allowing for the possibility that an aircraft can visually emerge anywhere in the image as it approaches from a distance.
At each time k > 0 we obtain a noise corrupted morphologically processed greyscale images of an aircraft y k , as in [3] , [18] , [20] . We denote the measurement of the ith pixel at time k as y i k and following [18] for i, j ∈ {1, . . . , N + 1} our diagonal matrix of (unnormalised) output densities is then given by
B. Proposed Stopping Rules
We now present our proposed stopping rules. We proposed two different quickest ISDI greedy rules for comparison with the baseline quickest ISD rule previously presented in [18] .
1) Greedy Rule 1: We first consider a a simple stopping rule of the form
Intuitively, this rule declares a detection when the probability of being in one of the first M states is higher than a threshold. Due to Lemma 1 we know this stopping rule is a greedy solution to the quickest ISDI problem withc i 1 = c 1 for all i ∈ {2, . . . , N }, andc i = c 3 (1 − e i ) − (c 1 + c 2 )e 1 with c 3 = c 1 /(1−h g1 ) for some c 1 , c 2 > 0 such that c 3 > (c 1 +c 2 ) .
2) Greedy Rule 2: We introduce a mapping M(·) which reshapes the pixel elements of the vectorX k to an image matrix and also introduce the inverse mapping M −1 (·). Our second stopping rule is of the form
where ζ(·) M −1 (M(·) * ω) and * denotes the convolution operation with the kernel
Intuitively we know that aircraft emerge in an image at approximately 1 pixel in size and hence only occupy one state. As our aim is to detect this aircraft emergence, we propose a kernel that penalizes the states around the aircraft as a type of miss-identification penalty. Additionally, we found that this kernal was an effective way to reject cloud artifacts that may resemble a multi-pixel aircraft. Due to Lemma 1 we know this stopping rule is also a greedy solution to the quickest ISDI problem withc i 1 = c 1 for all i ∈ {2, . . . , N }, and c i = c 3 (1 − ζ(e i )) − (c 1 + c 2 )e 1 with c 3 = c 1 /(1 − h g2 ) for some c 1 , c 2 > 0 such that c 3 > (c 1 + c 2 ) (noting that ζ i (X) = ζ i (e i ) X ).
3) Baseline ISD Rule: As a baseline we consider the optimal stopping problem with no miss-identification penalty presented in [18] and given by equation (14) .
C. Illustrative Example
For i ∈ {1, . . . , M } Figure 3 shows an illustrative example for Case 10 of the Greedy Rule 1 test statistic (max iX i ) the Greedy Rule 2 test statistic (max i ζ i ) and the baseline ISD Rule test statistic (1 −X 1 k ). The aircraft is visually present from image frame k = 680 to k = 800. All 3 test statistics effectively increase at a similar time corresponding to them detecting aircraft presence. Greedy rule 1 and Greedy Rule 2 both correctly declare at k = 698 (2542.4m) and the baseline ISD Rule correctly declares slightly later at k = 705 (2479.8m).
We highlight the peak in the Greedy Rule 1 test and ISD Rule test statistics just after k = 100. This corresponds to the rules mistaking small cloud features for aircraft. Importantly, Greedy Rule 2 effectively rejects this false alarm. [19] . The mean detection distance and standard error was 2295m and 22m for Greedy Rule 1, 2445m and 61m for Greedy Rule 2 and 2227m and 52m for the baseline ISD rule.
We also note the choice of thresholds for the 3 rules. Greedy Rule 1 has a higher threshold than Greedy Rule 2 so that it does not declare false alarms. We also note that the scale of the baseline ISD rule corresponds to a significantly higher threshold than the other two rules.
D. Detection Range Performance
We now investigate the detection range performance across all 15 cases from our test data. We highlight that the detection range and false alarm rates vary with the choice of the threshold parameters. Hence, to ensure fair comparison, we will compare these rules on the basis of the lowest thresholds for each rule that achieve zero false alarms (ZFAs) and no miss-indentification in this data set. In practice, detection thresholds could be adaptively selected on the basis of scene difficulty such as proposed in [21] .
The resulting ZFA detection ranges are presented in Figure  4 . The mean detection distance and standard error was 2295m and 22m for Greedy Rule 1, 2445m and 61m for Greedy Rule 2 and 2227m and 52m for the baseline ISD rule. Both our Greedy Rules improved performance relative to the baseline ISD rule but importantly Greedy Rule 2 improved detection ranges by a mean distance of 218m (9.8%).
Intuitively, the performance benefits from Greedy Rule 2 are from penalising the miss-identification and as a result more effectively rejecting false alarms. This allows for a lower ZFA threshold to be set and therefore an earlier detection can be declared.
V. CONCLUSION
In this paper we examined the problem of quickly detecting when and identifying where changes occur in an intermittent signal. We first posed the quickest ISDI problem in a Bayesian setting and established optimal properties. We then proposed a practical greedy rule and developed some bounds for characterising its performance. Finally, we investigated the performance of 2 greedy rules in the important vision based aircraft detection application where we were able to improve detection ranges by a mean distance of 218m (9.8%) relative to the current state of the art vision based aircraft detection technique.
