Solving systems of m multivariate quadratic equations in n variables (MQ-problem) over finite fields is NP-hard. The security of many cryptographic systems is based on this problem. Up to now, the best algorithm for solving the underdefined MQ-problem is Hiroyuki Miura et al.'s algorithm, which is a polynomial-time algorithm when ( 3) / 2 n m m  and the characteristic of the field is even. In order to get a wider applicable range, we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method.
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INTRODUCTION
The problem of solving multivariate quadratic equations over finite fields is called the MQ-problem. It is well known the general MQ-problem is NP-complete [1] .
Multivariate Public Key Cryptosystems (Matsumoto-Imai [2] , HFE [3] , UOV [4] , Flash [5] , Rainbow [6] and so on) based on this problem have been expected to secure against the quantum attacks. However, we must note that not all quadratic equations are difficult to be solved. In fact, some of such cryptosystems were already broken and some others of them are weaker than expected when they were proposed. Thus, estimating the hardness of the MQ-problem is important for us to characterize the security of Multivariate Public Key Cryptosystems.
Until now, There are many effective algorithms like Gröbner bases algorithms [7, 8, 9, 10, 11] and XL-family [12, 13, 14] to solve the overdefined ( mn  ) MQ-problem, where m, n are the numbers of equations and variables respectively.
However, not much result seems to be known for finding the solution for the underdefined case ( nm  ). and ( 1) n m m  , but it is at least a double exponential-time algorithm. Estimating the difficulty of solving the underdefined MQ-problem, which can provide us a reference for the design of security cryptosystems. For the study of algorithms for solving underdefined MQ-problem, the most central point is to extend the applicable range of the algorithm. In this paper, we face with this difficult problem again, and move forward a step further. Firstly, we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method. In this way, the applicable range is extended to ( 1) / 2 n m m , which is the widest range until now. Theory analysis indicates that the complexity of our algorithm is it is still essentially far less than the exhaustive search, especially for large fields.
The paper is structured as follows. In Sect.2 the MQ-problem is described. Our algorithm for solving MQ-problem in the underdefined case is presented in Sect.3. In
Sect.4 we compare our proposed algorithm to other known algorithms. Sect.5 concludes this paper. 
THE MQ-PROBLEM
Generally, if we speak of solving such an MQ-problem, we always mean trying to find one solution 1 ( , , )
kn f x x defined by (1) inhomogeneous. The homogeneous case consists only of terms in ij xx and is thus defined by
. To ease notation, we restrict to homogeneous system in this article. Obviously, it is must be noted that our algorithm also for inhomogeneous system.
Let m, n be the numbers of equations and variables respectively, an equation system is called underdefined system when nm  , the overdefined system is the opposite.
PROPOSED ALGORITHM
In the massively underdefined case ( 3) / 2 n m m , a polynomial algorithm was developed by Hiroyuki Miura in [17] to solve MQ-problem in case characteristic of the field is even. In this section, we propose a variant algorithm to extend applicable range wider. Similar to Hiroyuki Miura et al.'s algorithm, firstly we reduce the underdefined MQ-problem to the problem of finding square roots over finite field, and then combine with the guess and determine method.
Description of the Proposed Algorithm
Let () S be the following system:
The main idea of the algorithm consists in using a change of variables such as: (3) is used to transform all the unknowns in "Step t." ( 2, , tm  ).
where 1, 1 
Step 
We must note that the (1,2)-element and (2,1)-element of i F are not always equal to zero. The picture above means that the sum of (1,2)-element and
( 1, ,
is a constant such that the (2,2)-element of
is zero. Then we have 
Step 3.(i) Put 
, where 
where each , Step m+1. Guess the value of 
Remark. The reason why we only guess the value of 1 x can be easily got from the proof of Theorem 3.1. Briefly, if we don't guess the value of 1 x , x until the correct solutions are obtained. This method is called guess and determine method, which is used widely in the area of cryptanalysis.
Theoretical Analysis
In this section, we analyse the conditions and complexity of the proposed algorithm.
First, we give the required conditions of our algorithm in Theorem 3.1. Proof. We see that "
Step t."( 2 tm  ) requires to solve In "
Step m+1." , the number of linear equations need to be solved is In conclusion, our algorithm works if ( 1) / 2 n m m .
The algorithm requires to calculate the square roots. When the characteristic of F is odd, the probability of existence of square roots is approximately 1/2. Moreover, our algorithm uses only nn  matrix operations. Theorem 3.2 gives the complexity of our proposed algorithm. 
COMPARING EFFICIENCY OF THE ALGORITHMS
In this section, we compare the proposed algorithm with other known algorithms. Table 1 presents the applicable ranges of our proposed algorithm and other known algorithms when the characteristic of F is even. It is very clear that our approach has a wider applicable range than the others. The applicable ranges of these algorithms are drawn in Fig. 1 . Table 2 presents the applicable ranges of our proposed algorithm and other known algorithms when the characteristic of F is odd. The applicable ranges of these algorithms are drawn in Fig. 2 . 
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