Grouping sequences into similar clusters is an important part of sequence analysis. Widely used clustering tools sacrifice quality for speed. Previously, we developed MeShClust, which utilizes k-mer counts in an alignment-assisted classifier and the mean-shift algorithm for clustering DNA sequences. Although MeShClust outperformed related tools in terms of cluster quality, the alignment algorithm used for generating training data for the classifier was not scalable to longer sequences. In contrast, MeShClust 2 generates semi-synthetic sequence pairs with known mutation rates, avoiding alignment algorithms. MeShClust 2 clustered 3600 bacterial genomes, providing a utility for clustering long sequences using identity scores for the first time.
Introduction
Because of the rapid growth of sequenced genomes attributed to the lower cost in sequencing technologies, the bottleneck in unsolved problems has shifted from sequencing to sequence analysis 1 . Additionally, computer hardware improvements have been outpaced by this sequencing flood, leading to a call for efficient computational methods to sort and classify these data 2 .
Clustering DNA sequences is one of the main procedures applied in sequence analysis. Specialized sequence clustering tools have been developed for error reduction in reads produced by modern sequencing technologies [3] [4] [5] [6] , redundancy detection 7 , finding representative sequences 8 , taxonomic profiling 9 , de-novo genome assembly [10] [11] [12] , and grouping expressed sequence tags 13 . Additionally, general purpose sequence clustering tools including MeShClust 14 , CD-HIT 5, 15 , UCLUST 16 , DNACLUST 9 , d2_cluster 17 , mBKM 18 , and d2-vlmc 19 have shown great applicability to many problems.
However, many of these methods -including CD-HIT, UCLUST, and DNACLUST -depend on a simple algorithm which lacks the ability to consistently produce optimal clusters when the exact value of the sequence identity score defining clusters is unknown. Recently, we developed MeShClust 14 to address these concerns. MeShClust consists of these two components: (i) a self-supervised classifier for classifying sequence pairs into similar and dissimilar and (ii) the mean shift algorithm 20 for clustering sequences.
The mean shift algorithm is a powerful general-purpose clustering algorithm which is able to find high quality clusters without beforehand knowing the number of clusters. Although wideley used in image processing [21] [22] [23] , the mean shift algorithm has rarely been applied in bioinformatics [24] [25] [26] .
Although it is the standard measure for sequence similarity, global alignment is such a computationally expensive algorithm. Its runtime is proportional to the square of the length of the sequences aligned, making alignment a bottleneck in most applications. This problem is especially visible in applications involving long sequences such as genomes or 3 rd generation sequencing reads. Additionally, most time in these clustering tools has been spent in calculating alignment, even with the numerous advances and heuristics in speeding up alignment. To minimize this alignment bottleneck, we utilized fast alignmentfree k-mer statistics in MeShClust. In an instance of self-supervised learning, MeShClust computed alignment identity scores on sequence pairs found in the input data. Then, k-mer statistics were calculated on those same sequences so that combinations of these statistics could then be used to classify a sequence pair as above or below an identity score threshold. Using a combination of alignment-free k-mer statistics, MeShClust was able to compute high quality clusters, outperforming popular clustering tools.
However, MeShClust still had used alignment to generate labels for training the self-supervised classifier; this step required long time, especially on long sequences. Further, the alignment-free k-mer statistics used did not work well at lower identity values, as the statistics used were optimized for data sets above 60% identity. Therefore, MeShClust uses a global alignment algorithm directly, rather than the trained classifier, when the sequence identity threshold is below 60%. Furthermore, the classifier was trained on sequence pairs found in the input data. In some cases, there were too few sequence pairs with the needed identity scores for the classifier to be trained accurately or even trained at all. These three limitations have led us to develop MeShClust 2 .
We propose an alternative approach, which relies wholly on alignment-free methods using the foundation of MeShClust. In order to create identity scores to mimic alignment, we have formulated a procedure to simulate mutations as they occur in nature. Because the effect of these mutations is known, an identity score can be calculated to mimic the score produced by alignment. This means that the identity score can be calculated without actually calculating the alignment itself. We have applied this idea successfully in FASTCAR, which is a search tool for approximating the alignment identity score in linear time 27 . This alignment-free adaptation will allow for much faster clustering with comparable accuracy while extending the ability of MeShClust to cluster long DNA sequences. Clustering long DNA sequences is not currently possible to be done by any of the alignment-based (UCLUST, CD-HIT, and DNACLUST) or the alignment-assisted (MeShClust) clustering tools. We conclude that it is only possible for purely alignment-free algorithms to cluster this data. As a proof of concept, we applied MeShClust 2 to clustering over 3600 bacterial genomes with average length of 3.4 mega base pairs.
Methods

Previous results
Recently we have developed a software tool called MeShClust 14 for clustering DNA sequences. The tool depends on a classifier based on a self-supervised General Linear Model (GLM) and the mean shift algorithm, which is an instance of unsupervised learning algorithms. In supervised learning, manually-generated labeled examples are required for training, whereas labels are generated automatically in self-supervised learning. Other self-supervised systems were developed for detecting distal cis-regulatory modules 28 and for annotating repeats 29 .
This classifier learns how to categorize sequence pairs as similar (with identity scores above a user-provided threshold) or dissimilar (with identity scores below a user-provided threshold). To provide labels for classification, the global alignment algorithm 30 generates identity scores. These scores are then separated into the two aforementioned categories. Next, features based on k-mer statistics are calculated on each sequence pairs. The classifier learns a mapping from k-mer statistics to two labels: similar and dissimilar. In order to determine k-mer size, sequences are read in to gather their lengths. The k-mer length is then determined by the average length of the sequences. The k is determined by one less than the ceiling of the log 4 of the average sequence length. The second part of MeShClust, the mean shift algorithm, is the backbone of the clustering algorithm for its non-parametric nature and ability to cluster data with high fidelity. Additionally, the mean shift algorithm allows for more accurate clustering of sequences than with simple, greedy approaches, which can often result in partial or incomplete clusters 14 .
Our previous approach has the following three drawbacks; (i) Alignment algorithms would take an impractically long time on long sequences, (ii) The classifier cannot be used reliably on low-identity sequences, and (iii) There may not be enough training sequence pairs with identities needed to train the classifier in the data set provided. To overcome these limitations, the alignment algorithm is eliminated by generating semi-synthetic sequence pairs with known mutation rates.
Mutation models
As mentioned, we have completely removed alignment from MeShClust. To do so, we need a method which can yield alignment identity scores for training data. We utilized a generative idea to mutate real input sequences in order to produce a known identity score. Three mutation models are tested in our experiments. In most cases, some combination of some or all of these types of mutations should be used to accurately model natural mutations.
Single-point mutations
Single-point mutations are the most common mutations within gene coding regions, and are most of the mutations in highidentity alignments. These mutations are the insertion, deletion, or change of exactly one nucleotide at a spot. Multiple single-point mutations are possible and frequent. We ensured that these mutations do not overlap. In order to generate a mutated sequence with the same nucleotide composition as that of the real sequence, we select a nucleotide (A, C, G, or T) to be inserted or mismatched with nucleotide probabilities calculated on the real sequence. That is, an AT-rich region of DNA will have a high probability of inserting either an A or a T and a low probability of inserting a C or a G.
Block mutations
Block mutations ( Figure 1 ) are common in higher mutation datasets. In these mutations, a group of nucleotides move together in a unit. These movements are classified into 3 different movements: insertion, deletion, and duplication. Insertion and deletion are block mutation versions of their single-point mutation counterparts. Similar to their single-point counterparts, nucleotide compositions are kept, and mutations do not overlap. However, it is more likely that a couple larger mutations occur rather than many single-point mutations. A certain number of mutations are allocated, and mutation lengths are randomly selected. The maximum block length must meet the conditions that (i) huge blocks (> 50 base pairs) are not considered, and (ii) at least 10 block mutations are used, negating the possibility that only a few block mutations are generated. 
Infrequent mutations
Infrequent or uncommon mutations such as translocation and reversion can occur. See Figure 1 . These mutation types are known to occur at the chromosomal level in entire genomes 31, 32 . Translocation is the act of removing one segment and placing it somewhere else in the sequence. In reversion, a segment is reversed while occupying the same coordinates as the original segment. Alignment algorithms do not handle these mutations in a meaningful way. For example, a translocated segment is treated as a deleted block from one segment and as an inserted block in the other segment, extending the alignment length by double the length of the segment and lowering the identity score. However, the identity score should not be affected with translocation because identical nucleotides are still present in both sequences. For this reason, the generative method has the potential be more biologically relevant than alignment algorithms in handing translocation and reversion. Here, the effects of various mutations on alignment identity score is shown. An identity score is the ratio between the number of matches and the alignment length. Initially, the number of matches and the alignment length are equal to the length of the original sequence. Each mutation type has a unique effect on these two numbers.
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Identity scores generation
In order to generate identity scores comparable to those due to the global alignment algorithm, the generative method mentioned above is utilized in MeShClust 2 . Simulating the process by which mutations are generated, we can make a feasible attempt to calculate identity scores. Knowing the effect of these mutations, we can calculate the number of matches and the alignment length. The ratio between these two numbers is the identity score. Table 1 shows how each mutation type affects the number of matches and the alignment length. Although these rules will not follow the actual alignment in all cases, when using conservative alignment parameters, this method yields accurate results. As mentioned, alignment algorithms do not handle the infrequent mutation types -translocation and reversion -in a biologically meaningful fashion. Therefore, it is not clear how each of them will affect the identity score. We assumed that a translocation even has the same effect as a matching event on the number of matches and the alignment length. However, we have not found a way to accurately model the effect of reversion on the alignment score. Handling these two mutation types requires further research. Because translocation and reversion are infrequent, the other types of mutations are sufficient to generate identity scores accurately.
The self-supervised classifier
Generating balanced training and testing data sets
Previously in MeShClust, we used an alignment-free k-mer statistic, Czekanowski similarity 33 , to search the data set sequence pairs, upon which the alignment identity scores are computed. This has the potential to not have enough sequence pairs with identity scores above or below the user-specified threshold; if this is the case, the classifier cannot be trained. We have devised a more powerful approach. Instead of calculating alignments, each sequence which would have been chosen to be aligned with another is instead used for generating synthetic sequences with a desired range of identity scores. This range of identity scores not only spans equal amounts above and below the classification threshold but also generates alignments across all identity values. Here, the advantage of semi-synthetic mutated sequences is that they can be generated with almost any identity scores, producing a large number of sequence pairs enough to the train the classifier. Specifically, to generate the training and testing data sets, different lengths were uniformly sampled from the data provided to provide an accurate representation. Each sequence sampled would then be mutated 10 times, resulting in pairs with identity scores between 100% and 35%. Of these, 5 would be targeted into 5 equally-spaced bins above the identity threshold and the other 5 would be targeted into 5 equally spaced bins below. By default, 3000 training pairs and 3000 testing pairs are generated. This typically provides sufficient data to train the classifier, which is based on a General Linear Model (GLM).
The GLM-based classifier
GLMs are instances of supervised learning, and have applications in classification and regression tasks. In our past and current research, we have applied GLM to ranking protein structures [34] [35] [36] and locating DNA microsatellites 37 . Using the semi-synthetic sequence pairs and their identity scores, we used various combinations of k-mer statistics 33 as inputs to the GLM-based classifier. The GLM calculates weights for these k-mer statistics. Using the weighted combination of 3-5 k-mer statistics, the GLM-based classifier outputs a label predicting whether two sequences have an identity score above the user-provided threshold or not. Note that the classification is dependent on the data set and parameters chosen; therefore, the classifier can choose k-mer statistics to classify sequences more accurately. Next, we discuss how these 3-5 k-mer statistics are selected.
Selecting features
In the original version of MeShClust, a fixed feature set was used. That is, up to 4 k-mer feature pairs were used. These feature were: (i) length difference × Czekanowski, (ii) length difference 2 × Manhattan 2 (iii) Pearson coefficient, and (iv) length difference 2 × Kulczynski2 2 . These features were optimized on few data sets with high (>60%) identity scores. Below 60% identity, we previously forced MeShClust to use the alignment algorithm directly. This was done since the GLM could not accurately classify sequences using these pre-selected features. Due to the varying nature of data and identity values tested, we have now allowed many more k-mer feature combinations to be selected from in MeShClust 2 . In fact, we drew these combinations from a set of 9 single features which could be combined. These 9 features were gathered from our original study on alignment-free k-mer statistics 33 : (i) Euclidean, (ii) Manhattan, (iii) Czekanowski, (iv) Kulzynski2, (v) similarity ratio, (vi) normalized vectors, (vii) Pearson coefficient, (viii) earth mover distance, and (ix) length difference. These features/statistics represent a range of families that provide unique information and can be computed efficiently. Additionally, a large number of combinations between these features allows for flexibility. These combinations include multiplying these features together, such as Euclidean × length difference. Additionally, one or more of these 9 features can be squared, allowing for 162 possible combinations.
We applied an iterative, greedy approach to find the best combination of features. This approach is the same approach we used in FASTCAR 27 , which is a tool for approximating sequence identity scores in linear time. We utilized a training data set and a testing data set, both consisting of the semi-synthetic sequences mentioned earlier. The algorithm selects 3-5 features to allow for better information to be gathered at a reasonable time cost. At each step of the algorithm, each feature -not chosen yet -is added to the list of the selected features and the accuracy of the classifier is calculated. The feature combination which results in the highest accuracy becomes the list of the selected features. After three features are selected, a new feature is added to the list only if it leads to improving the accuracy. The algorithm stop if 5 features are chosen or no feature can improve the accuracy after selecting the first three features. This procedure results in a trained classifier, which is utilized by the mean shift algorithm as the distance kernel.
The mean shift algorithm
We use the mean shift clustering algorithm due to its ability to form high quality clusters without specifying the number of clusters. Its bottom-up, iterative nature suits sequence clustering well and also provides well-chosen centers for the data. The mean shift algorithm takes the mean of similar sequences comprising one cluster, and then it shifts the center of the cluster to a better representation. Using a better estimate for the center of a cluster, more similar sequences can be found that accurately model the data. In this way, the data itself decides the shape of the clusters. As applied in MeShClust, the algorithm progresses in two stages, the accumulation stage and the updating stage.
The accumulation stage finds initial clusters from the data. Initially, the shortest sequence is chosen as the first cluster. Next, all sequences that the classifier finds close to the center are added to the cluster, and the mean shift is run on the new cluster, moving the center to a more accurate representation. This process is repeated until no new sequences are close to the center. At this point, the next closest sequence (according to Czekanowski similarity) is selected as the next cluster. Clusters are found and revised until no new sequences are left. This provides a semi-sorted list so that clusters are placed in a well ordered manner.
In the update stage, we take advantage of the placement of each cluster. Since clusters are placed in a sorted manner, neighboring clusters -the sequences in 5 clusters before and the 5 clusters after each cluster -are considered. The mean shift is then run on these similar sequences to form a new, more relevant center. Since the centers move, these centers may converge to a single center. Therefore, once the mean shift is run, if two centers are close to each other, then the clusters themselves are merged. This update process is performed until a fixed number of iterations is reached.
To show the effectiveness and speed of the generative model, we will demonstrate the ability of MeShClust 2 to accurately cluster various data sets including entire bacterial genomes. Clustering long DNA sequences cannot be done using the alignment-based or the alignment-assisted clustering tools in practical time.
Data sets
MeShClust was originally evaluated on a large microbial data set (Costello et al., 2009 38 ), a set of viral genomes (viruSITE 39 ), and multiple sets of synthetic sequences. The microbial data set includes about 1.1 million sequences with lengths around 200 base pairs (bp) to 400 bp sequenced from the 16S rRNA gene. Some of the synthetic data sets were formulated to generate sequences similar to those of the microbial (Costello) data set. These data sets were used in MeShClust 14 . The viral data set consists of 7 different families, although two families have two segments, leading to 9 total clusters. Sequences comprising a viral family have an average identity score of 40%-60%.
To showcase the true power of this alignment-free MeShClust 2 , we used a much larger data set consisting of bacterial genomes. All bacterial genomes from Ensembl Bacteria genomes (release 35) were downloaded, and all top-level FASTA sequences containing only one chromosome and no other contigs were considered in our evaluation 40 . This gave a subset of 3613 genomes from 43791 genomes. These genomes ranged in length from 112 kilo bp to over 14 mega bp, averaging 3.4 mega bp per genome. In order to provide a ground truth to this data, we generated three ground truth sets: families, genuses, and species. These ground truth sets were generated from Ensembl's database, which included NCBI taxonomic identification. Using the NCBI Taxonomy Browser, each genome was assigned a family, genus, and species. For each ground truth set, all genomes were classified by family name, genus name, and species name for the three ground truths, respectively. This data can be accessed as Supplementary Data 1. A smaller subset including 92 genomes was used for faster tests. Similar to the larger data set, ground truth for this data set was generated at the family, genus, and species level.
Related tools
We compared MeShClust 2 to popular clustering algorithms such as CD-HIT, DNACLUST, and UCLUST as well as the alignment-assisted MeShClust on the aforementioned data sets. All of these tools were run with default parameters except for thread-number parameters and sequence identity parameters to provide an equal comparison. All tools were run on a Dell Precision Tower 5210 with 32 GB RAM and 20x Intel Xeon E5-2630 v4 running GNU/Linux (Ubuntu 17.10). MeShClust 2 source code is available as Supplementary Data 2 and on GitHub (https://github.com/TulsaBioinformaticsToolsmith/MeShClust2).
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Results
Evaluation measures
In order to determine the quality of clusters produced by the aforementioned tools, we utilized the following seven different evaluation measures: (i) intra-cluster similarity, (ii) inter-cluster similarity, (iii) silhouette score, (iv) purity, (v) normalized mutual information (NMI), (vi) time requirement, and (vii) memory usage. Of the first five evaluation measures, which are cluster quality measures, the first three are independent of the test type, but purity and NMI require a ground truth, i.e. known clusters.
General evaluation measures
The first three measures, intra-cluster similarity, inter-cluster similarity, and silhouette 41 , use alignment to grade the clusters. Intra-cluster similarity measures the average alignment identity between each sequence and the center of its cluster. Inter-cluster similarity measures the average alignment identity among a center of a cluster and the centers of other clusters. Intra-cluster and inter-cluster distance can provide insight into how the predicted clusters look, as a high intra-cluster similarity and a low inter-cluster similarity can provide bounds on how similar sequences in each cluster are and how separated the clusters are.
Silhouette measure 41 combines the two previous measures. As seen by Equation (1), silhouette measure is a good measure for balancing between how close sequences are and how far away the clusters are.
Here, d c (s) is the distance between the sequence s and the sequence at the center of s's own cluster, and d n (s) is the distance between s and the center of the next closest "neighboring" cluster. The distance is then obtained by subtracting the identity score from 100%. In this equation, M is the number of sequences in the data set. Because the denominator is normalized to the maximum of the two distances, the output is scaled between 1 and -1. A high score indicates that sequences in a cluster are tighter and clusters are far apart from each other; a low score can indicate high proximity among clusters or general poor clustering. In this way, it provides a single score measuring the quality of clusters produced without knowing the ground truth.
Here, the silhouette measure only evaluates clusters with at least 5 members. Otherwise, artificially inflated numbers can appear by clustering small clusters, especially those clusters consisting of one sequence. The silhouette value for that sequence would be 1, as all cluster centers get a silhouette value of 1. Unfortunately, this measure cannot tell whether the data actually matches the ground truth, but is the best estimation when ground truth is not available.
Evaluation measures utilizing the ground truth
But, on data where there is a ground truth, traditional clustering evaluation measures can be used. Examples of these are purity (Equation 2) 42 and NMI (Equation 5) 42 . These measures compare all clusters found, F, to the actual clusters, A, in a set of N sequences. Purity is the measure of how "mixed" or "pure" a cluster is, if there are clusters with sequences from multiple actual clusters, that cluster will probably have a lower purity score.
NMI, coming from the world of information theory, considers the probability that F and A contain the same "mututal" information. In order to normalize this, the mutual information is divided by the average entropy of F and A individually. Equations (3), (4), and (5) describe mutual information, entropy, and NMI, respectively.
On the bacterial data sets, because we have hierarchical ground truth files -family, genus, and species -we attempt to gauge the performance across all three. We wish to produce a single number from the predicted clusters to show their overall 6/13 similarity to the three ground truth sets. To do so, we first combine the NMI and the purity on each ground truth set using the geometric mean. Then, we take the average of these geometric means to compute the total score (Equation 6).
Total score = ∑ i∈{ f amily,genus,species}
With these evaluation criteria, we move on to the evaluations on the data sets mentioned.
Evaluation on the small subset of the bacterial genomes using three the mutation models
Other tools such as the alignment-assisted MeShClust, UCLUST and CD-HIT cannot cluster genomes of this size. Long sequences are a weakness in term of speed of global alignment algorithms, even with modern time-cutting heuristics. Therefore, this data set can only be clustered by MeShClust 2 . Since different mutation models were conceived to model biological mutations, we compared all of these models on the small subset of bacterial genomes. Specifically, we considered three mutation models. The first model is based on single-point mutations only; we call this model "Single." The second model is based on single-point mutations as well as block mutations without translocations; we call this model "Both." The third model is the same as the second, but it allows for translocations; we call this model "Both+Trans." As seen in the results of this experiment (Table 2 ), the Single model does not provide the same quality of clusters that are provided by the Both model or the Both+Trans model. Additionally, the single mutation model on lower identity values takes much more time because the mutation model requires no overlaps. On long sequences, this search can take a lot of time.
Recall that the total score metric (Equation 6) is an attempt to produce a single number to gauge the performance on all ground truths -families, genuses, and species. Averaging over the 7 identities, the average total score for the Single model was 0.588, for the Both model was 0.654, and for the Both+Trans was 0.633. This can be explained by the fact that genomes often Table 2 . Performance of MeShClust 2 on a small subset of the bacterial genomes using three ground truth sets representing families, genuses, and species. The purpose of this experiment is to determine which mutation model is most suitable to clustering full genomes. We compared the performances due to the following three mutation models: (i) single point: "Single";
(ii) single point and block without translocation: "Both", and (iii) single point and block with translocation: "Both+Trans." This experiment was conducted using 7 identity thresholds. The NMI (Equation 5) is a measure of the intersection between the predicted clusters and the real ones -the higher, the better. The purity (Equation 2) is a measure of how pure or how mixed the predicted clusters -the higher, the better. The total score (Equation 6) is a composite score of the NMI and the purity on the family, genus, and species levels -the higher, the better.
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have long segments missing/inserted in reference to each other. These missing/inserted longer segments are best explained by block mutations. We observed that there is no added value due to translocation. Therefore, the mutation model combining single-point mutations and block mutations without translocation is the most suitable mutation model to the bacterial genomes.
Evaluation on the small subset of the bacterial genomes using a shorter k-mer
One of our goal is to make our tool work on a regular personal computer -no need for a supercomputer. To this end, a shorter k-mer is needed to reduce the memory requirement to what is available on a personal computer. Reduced k-mer values are often used to reduce physical memory constraints by hardware, since the memory required is proportional to 4 k . However, we ensured that using a (k-1)-mer produces comparable results to the results due to the default k-mer. Next, we compare the performance of MeShClust 2 using the default 10-mer to the performance due to 9-mer on the same 92 bacterial genomes. We used the best performing mutation model: Both -both single-point and block mutations -only, allowing us to focus on the effects of the reduced k. Table 3 shows the results. There is not much of a drop-off in terms of quality between using 10 or 9. In fact, the average total score due to 9-mer is 0.644 and the average total score due to 10-mer is 0.654. These numbers indicate that using 9-mer should result in comparable results obtained due to the default (10-mer). In the next experiment, using 9-mer allowed us to cluster about 3600 bacterial genomes on a computer with 32 GB of RAM.
Evaluation on the entire bacterial data set
Using the results from the previous experiment (Table 3) , there is a little difference between the default k-mer size and one less than that. As the whole bacterial data set would not fit in the memory of the testing machine, the reduced k-mer size requires less memory. Next, we evaluated MeShClust 2 on the entire bacterial data set, which consists of of 3613 bacterial genomes. These results suggest that an identity score of 70% produces clusters that represent bacterial families (NMI: 0.831, Purity: 0.918); and an identity score of 80% produces clusters representing genuses (NMI: 0.888, Purity: 0.967). When the predicted clusters are compared to the species clusters, the NMI and the purity values increase as the identity threshold increases -as expected. These results are in line with the family-genus-species hierarchy. Next, we also compared the ground truths against each other as benchmarks. Evaluating them against each other shows the effect of good/bad clustering on the evaluation measures, attaching a number to a known quantity; it also shows the biological relevance of predicted clusters. The information encoded in these clusters is shown in the NMI, and we can see the effect of different taxa on this measure. Similarly, as the purity measure encodes the cohesiveness and commonality of the clusters, the effect is seen. We can see in many cases, the difference between adjacent taxa (e.g. family and genus) is similar to MeShClust 2 clusters across multiple identity values. On most identity values, MeShClust 2 produces clusters with NMI between species Table 3 . Comparing the performance of MeShClust 2 using the default based on 10-mer to the performance based on 9-mer. Using 9-mer requires about 25% of the memory required if 10-mer is used. This way, clustering a large number of bacterial genomes can be done on a desktop without the need of a supercomputer or specialized hardware. The NMI (Equation 5) is a measure of the intersection between the predicted clusters and the real ones -the higher, the better. The purity (Equation 2) is a measure of how pure or how mixed the predicted clusters -the higher, the better. The total score (Equation 6) is a composite score of the NMI and the purity on the family, the genus, and the species levels -the higher, the better.
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Family Table 4 . The performance of MeShClust 2 on the 3613 bacterial genomes. We tried several identity thresholds and evaluated the performance on true clusters representing bacterial families, genuses, and species. The NMI measures the overlap between the predicted clusters and the true clusters. The Purity measures the composition purity of the predicted clusters; it is preferable that elements comprising a predicted cluster to belong to only one true cluster. In the last three rows of the table, we used the true clusters as if they were the predicted clusters. For example, the row labeled "Family" shows the NMI and the Purity of the families, the genuses, and the species on the family clusters (treating families as the predicted clusters). We did so to provide benchmarks on the NMI and the purity values.
and genus when evaluated on family. This implies that MeShClust produces clusters with similar information to a cluster hierarchy between species and genus. On genus, many of the identities around 73% have higher NMI than species against genus and higher purity against family. This shows that most of the clusters are clustered in that range. On species, above 67%, both the NMI and Purity are better than genus or family evaluated on species ground truth. In sum, MeShClust does produce biologically-relevant clusters. Clustering these long genomes (3.4 mega bp long on average) took MeShClust 2 only 34-39 minutes. Again, no other clustering tool can use identity thresholds to cluster these 3600 bacterial genomes. These results demonstrate the success of using semi-synthetic sequence pairs with known mutation rates as efficient replacement to identities due to alignment algorithms.
Evaluation on viral genomes
Recall that the classifier of the original MeShClust was trained on labels generated by the global alignment algorithm. This classifier is used to predict whether or not the similarity between two sequences are greater than the provided threshold. If the identity threshold is less 60%, MeShClust uses the global alignment algorithm instead of the alignment-assisted classifier because the predetermined features were not informative enough to distinguish sequences at this low identity. Additionally, given the small size of this data set, there were not enough sequences to generate a balanced training set. By balanced, we mean that the training set should include roughly equal number of sequence pairs with identity scores above the threshold and pairs with scores below the threshold. The classifier of MeShClust 2 remedies these two limitations. First, the new classifier utilizes a greedy algorithm for selecting features among a much larger number of features, whereas MeShClust's classifier uses up to four predetermined features. Second, because MeShClust 2 generates semi-synthetic sequence pairs for training and testing, it can generate a large enough number sufficient to train the classifier. With these two ideas, MeShClust 2 is able to cluster sequences at low-identity thresholds utilizing only alignment-free methods. Table 5 show the performances of UCLUST, MeShClust, and MeShClust 2 on 96 viral genomes. The alignment-based MeShClust still leading in terms of the NMI and the purity, overall. UCLUST and the alignment-free MeShClust 2 obtained comparable NMI and purity scores, overall. However, MeShClust 2 is much faster than both of MeShClust and UCLUST. Yet, the alignment-free MeShClust 2 has not outperformed the alignment-based MeShClust. However, this task -clustering viral genomes at low identities -was not possible using alignment-free methods prior to MeShClust 2 . Therefore, the novel ideas implemented in MeShClust 2 represent true progress in the alignment-free field.
Evaluation on the microbial data set
Finally, we want to compare the alignment-free MeShClust 2 to the same tools on the same data sets used in the original evaluation of MeShClust 14 . The microbial data set was clustered using these five identity thresholds: 83%, 87%, 90%, 93%, and Table 5 . Evaluations on the viral data set, which consists of 9 clusters. Only UCLUST, MeShClust, and MeShClust 2 can cluster sequences with low sequence identities. The NMI is a measure of the overlap between the predicted clusters and the true clusters. The purity is a measure of how mixed or how pure the predicted clusters are; these clusters are desired to include sequences that belong to one true cluster. The last column shows the geometric mean of the NMI and the purity, combining them into one score. An error in the evaluation script, assuming all sequences were in UCLUST's output, has been fixed; this may lead to slightly different purity and NMI values for UCLUST from those reported in our earlier study 14 .
97%. As seen in Table 6 , again MeShClust 2 outperforms the other tools in terms of Silhouette scores on every single identity, and does so by a large margin. These scores are similar to those due to the alignment-assisted MeShClust. The alignment-free MeShClust 2 and the alignment-assisted MeShClust have very comparable average Silhouette score (0.462 vs. 0.456). As expected, the time required has drastically reduced by 25%-45% (now comparable to the other tools). Most of this speed-up is attributed to the reduction in time required for training the self-supervised GLM-based classifier, which had previously been trained using identity scores calculated by the quadratic alignment algorithm. Further, the alignment-free MeShClust 2 had lower memory requirement by 16%-22%. These results demonstrate that that the alignment-free identity scores can replace the ones calculated by the quadratic alignment algorithm successfully, leading to reduction in both time and memory.
Evaluation on synthetic data sets
We evaluated MeShClust 2 , the alignment-assisted MeShClust and three related tools on synthetic data sets. These data sets were generated using different mutation rates. Results are available as Supplementary Data 3. MeShClust 2 produced stable clusters -similar to those produced by the alignment-assisted MeShClust -and outperformed the three related tools. These results demonstrate the success of the alignment-free MeShClust 2 .
Conclusions
Although highly popular, UCLUST and CD-HIT utilize simple, greedy algorithms which trade quality for speed. Additionally, they depend on global alignment, a costly algorithm whose run time increases quadratically with regard to sequence length. While not an issue on gene-length sequences, long sequences present a challenge for alignment algorithms. Alternatively, tens of alignment-free k-mer statistics have been proposed. However, their scores are not as biologically relevant as the identity scores produced by alignment algorithms.
To overcome these limitations, we developed MeShClust, which (i) utilizes a classifier that maps efficient k-mer statistics to a classification according to biologically-meaningful identity scores, and (ii) implements the mean shift algorithm to produce quality clusters. This combination allows for the quality of the mean shift to shine with the speed of k-mer statistics.
However, this application has some drawbacks -with the classifier in particular. Firstly, MeShClust was not completely alignment-free, as identity scores are necessary to train the classifier. Secondly, the features gathered may not be flexible, specifically because the fixed feature set was optimized for high identity gene data sets. Finally, MeShClust depended on a high number of sequence pairs to be aligned in order to generate training data for the classifier.
We have addressed these concerns with a generative and adaptive approach. Using this approach, semi-synthetic sequences are generated with known mutation rates; therefore, the identity scores can be calculated without using the alignment algorithm. Because synthetic data is generated, a variety of identity values and a plethora of training data can be generated with ease. Since this data can vary, we developed a classifier training method, which can adapt to these synthetic training sets. These adaptations have allowed clustering on large data sets much faster than previous approaches.
As a proof of concept, a data set of over 3600 genomes has been able to be clustered using this method. We have shown that with speed not possible with alignment, these clusters still have biological relevance that alignment would provide. Finally, a user-friendly identity parameter wraps this method, allowing these large sequences to be clustered similarly to alignment.
