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Abstract
The set of unitarily irreducible complex 3 × 3 matrices whose numerical range has a flat
portion is explicitly described. It is proved that the set is connected, and real analytic properties
of the set are studied. Connectedness of the sets of unitarily irreducible 3 × 3 matrices having
two other possible shapes of their numerical ranges is proved as well.
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1. Introduction and main result
The numerical range W(A) of an n× n complex matrix A is defined by
W(A) = {x∗Ax ∈ C : x ∈ Cn, x∗x = 1}.
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The numerical range is a well-known and widely studied concept in matrix analysis
and operator theory. The classical Toeplitz–Hausdorff theorem asserts that W(A) is
convex. Geometric properties of the boundary points of W(A) as expressed in terms
of the algebraic properties of A are of particular interest, and have been studied
extensively.
In this paper we focus mostly on 3 × 3 matrices whose numerical ranges have a
flat portion on the boundary. A flat portion on the boundary of W(A) is a maximal
(in the sense of set theoretic inclusion) non-degenerate segment
{αz1 + (1 − α)z2 ∈ C : 0  α  1}, z1, z2 ∈ C, z1 /= z2,
that belongs entirely to the boundary of W(A). It is a common occurence for a uni-
tarily reducible matrix A to have flat portions on the boundary of W(A); for example,
if A is a normal non-scalar matrix, then the boundary of W(A) consists entirely of
flat portions. Recall that an n× n matrix A is called unitarily reducible if there exists
a unitary matrix U such that U∗AU has a block diagonal form
U∗AU =
[
B 0
0 C
]
,
where the sizes of B and C are smaller than n.
Thus, it is of interest to study unitarily irreducible n× n matrices whose numeri-
cal ranges have a flat portion on the boundary. The smallest value of n for which there
exist such matrices is n = 3, as it follows from a comprehensive study of numerical
ranges of 3 × 3 matrices [3], see also [4]. Some criteria for existence of flat portions
of the boundary of numerical ranges of 3 × 3 matrices were obtained in [3]; however,
these criteria are not explicitly given in terms of the matrix entries. The explicit result
was obtained in [2–Theorem 13] in terms of the tridiagonal form of the matrix.
In the present paper we describe such matrices explicitly in terms of inequalities
and equations involving the entries of the matrices, when the matrices are reduced
to a triangular form. This description allows us in Section 3 to prove the piecewise
analytic connectedness of the set of unitarily irreducible 3 × 3 matrices with a flat
portion on the boundary of their numerical ranges, and study the properties of the
set as a real analytic manifold in a neighborhood of a generic matrix in the set. The
description is also used in the proof of connectedness of the sets of unitarily irreduc-
ible 3 × 3 matrices having two other possible shapes of their numerical ranges. The
proof is given in Section 4.
We denote byF3 the set of unitarily irreducible 3 × 3 matrices whose numerical
ranges have a flat portion on the boundary. First we collect some facts which follow
immediately from [3]:
Proposition 1.1. (a) Let A ∈F3. Then for a 3 × 3 matrix B, we have W(A) =
W(B) if and only if A and B are unitarily equivalent: A = U∗BU for some unitary
U.
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(b) For a 3 × 3 matrix A, we have A ∈F3 if and only if the numerical range
W(A) has exactly one flat portion on its boundary and W(A) does not consist of the
flat portion only.
In connection with (a), note that a complete set of invariants of unitary equiva-
lence of 3 × 3 matrices is known [6]: The set consists of the traces of nine matri-
ces A, A2, A3, A∗A, A∗A2, A∗2A2, A∗AA∗A, A∗A2A∗A, A∗A2A∗2A, for a 3 × 3
matrix A.
We now state our main result. Re z and Im z stand for the real and imaginary parts
of z ∈ C, respectively; so z = Re z+ iIm z.
Theorem 1.2. Let A be a 3 × 3 matrix unitarily equivalent to
a x y0 b z
0 0 c

 , a, b, c, x, y, z ∈ C. (1.1)
Then A ∈F3 if and only if the following three conditions hold:
(i) xyz /= 0;
(ii) if a = c /= b, then xz /= (b − a)y;
(iii) at least one of the two sets of equalities∣∣∣∣xyz
∣∣∣∣− 2Re(e−iθ a) =
∣∣∣∣xzy
∣∣∣∣− 2Re(e−iθ b) = ∣∣∣yzx
∣∣∣− 2Re(e−iθ c), (1.2)
and∣∣∣∣xyz
∣∣∣∣+ 2Re(e−iθ a) =
∣∣∣∣xzy
∣∣∣∣+ 2Re(e−iθ b) = ∣∣∣yzx
∣∣∣+ 2Re(e−iθ c), (1.3)
holds true, where θ = arg(xyz).
In the particular case of coinciding eigenvalues (a = b = c) condition (iii) means
exactly that |x| = |y| = |z|. This case was disposed of in [3–Section 4].
2. Proof of Theorem 1.2
An elementary lemma will be needed.
Lemma 2.1. Let
B =

a x y0 b z
0 0 c

 , a, b, c, x, y, z ∈ C.
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Then B is unitarily irreducible, except when either (i) at least two of the off diago-
nal entries x, y, z are equal to zero, or (ii) x = 0, a = b, or (iii) z = 0, b = c, or
(iv) a = c /= b and xz = (b − a)y. In the exceptional cases (i)–(iv) B is unitarily
reducible.
Proof. Suppose first that x = 0. If, in addition, y = 0, then the matrix B is block
diagonal. If z = 0, then B becomes block diagonal after a permutational similarity.
Either way, it is unitarily reducible, which is in agreement with exceptional case (i).
If a = b, then B has a two-dimensional eigenspace, and so does B∗. Their inter-
section contains a common eigenvector of B and B∗, the existence of which implies
the unitary reducibility of B. This proves unitary reducibility of B in case (ii).
On the other hand, if a /= b and yz /= 0 (still assuming that x = 0), then the eigen-
vectors of B are
10
0

 ,

01
0

 , and

 y(c − a)z(c − b)−1
c − a


(the third of them, of course, being redundant if c = a). Neither of these vectors is
an eigenvector for B∗, so that B is unitarily irreducible. This is in agreement with
the statement we are proving, since conditions (i)–(iv) do not hold.
The case z = 0 can be disposed of in a similar way. Alternatively, it can be
deduced from the already considered one by passing from B to
T B∗T =

c z y0 b x
0 0 a

 , where T =

0 0 10 1 0
1 0 0

 .
So, it remains to consider the situation when xz /= 0. Since this condition elimi-
nates cases (i)–(iii), we need to show that in the present setting B is unitarily reduc-
ible if and only if (iv) holds.
If a, b, c are all equal, then B is unicellular, hence unitarily irreducible.
If a, b, c are all distinct, then the corresponding eigenvectors (up to scalar multi-
ples) are


10
0

 ,

 −xa − b
0

 ,

 qz
c − b



 , where q = xz+ cy − byc − a . (2.1)
There is no vector in the set (2.1) which is orthogonal to the two other vectors in
(2.1); hence B is unitarily irreducible.
Assume a = b /= c. The Jordan form of B has two blocks, one of size 2 with the
eigenvalue a, the other of size 1 with the eigenvalue c. However, the eigenvector
 qz
c − b

 corresponding to c is not orthogonal to Ker(B − aI)2.
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Assume a /= b = c. The Jordan form of B has two blocks, one of size 2 with the
eigenvalue b, the other of size 1 with the eigenvalue a. However, the eigenvector
10
0

 corresponding to a is not orthogonal to Ker(B − bI)2; indeed,

 1−(a − b)x−1
0

 ∈ Ker(B − bI)2.
Finally, assume a = c /= b. Suppose first xz− (b − a)y /= 0. Then the Jordan form
of B has two blocks, one of size 2 with the eigenvalue a, the other of size 1 with the
eigenvalue b. However, the eigenvector

 −xa − b
0

 corresponding to b is not ortho-
gonal to
Ker(B − aI)2 = Span



10
0

 ,

 0−z
b − a



 .
In the case xz− (b − a)y = 0 the matrix B is diagonalizable, with dim Ker(B −
aI) = 2. It is easy to see that there exists a non-zero vector v ∈ Ker(B − aI) which
is orthogonal to the eigenvector w corresponding to b. Choosing a vector u ∈
Ker(B − aI) which is orthogonal to v, we obtain that v is orthogonal to Span{u,w},
hence B is unitarily reducible. 
We now proceed with the proof of Theorem 1.2.
Proof. Suppose that A ∈F3, and the flat portion on the boundary of W(A) is at the
angle φ from the y-axis (by convention, φ > 0 if the direction from the y-axis to the
flat portion is counterclockwise). Then the matrix e−iφA has a vertical flat portion
on the boundary of its numerical range, so that its real part Re(e−iφA) has a multiple
eigenvalue. Then for some real w the matrix
Re(e−iφA)+ wI =

Re(e
−iφa)+ w e−iφx/2 e−iφy/2
eiφx/2 Re(e−iφb)+ w e−iφz/2
eiφy/2 eiφz/2 Re(e−iφc)+ w


(2.2)
has rank exactly equal to one (the case of zero rank is excluded because otherwise
the matrix A would be normal, hence unitarily reducible). Equating the (1, 1), (2, 2),
(3, 3), and (2, 3) cofactors of the matrix (2.2) with zero, we obtain:
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|x|2 = 4(Re(e−iφa)+ w)(Re(e−iφb)+ w),
|y|2 = 4(Re(e−iφa)+ w)(Re(e−iφc)+ w), (2.3)
|z|2 = 4(Re(e−iφb)+ w)(Re(e−iφc)+ w),
xy = 2(Re(e−iφa)+ w)eiφz.
From the first three equations of (2.3) it follows that if one of the entries x, y, z of A
is equal to zero, then at least two of them are zeros. Since the matrix A would then
be unitarily reducible, we conclude that xyz /= 0.
Under this condition, (2.3) implies that
2(Re(e−iφa)+ w) = σ
∣∣∣∣xyz
∣∣∣∣ ,
2(Re(e−iφb)+ w) = σ
∣∣∣∣xzy
∣∣∣∣ , (2.4)
2(Re(e−iφc)+ w) = σ
∣∣∣yz
x
∣∣∣ ,
where σ = ±1, and
φ =
{
θ if σ = 1,
θ + π if σ = −1.
Therefore, conditions (1.2) are necessary for a flat portion to exist. Condition (ii)
holds in view of Lemma 2.1.
Suppose now that (i), (ii), and at least one of (1.2) or (1.3) holds. Say, (1.2) holds
true. By Lemma 2.1, A is is unitarily irreducible. Choosing σ = 1, φ = θ and w
satisfying (2.4), it is straightforward to check that the matrix (2.2) has rank one.
There is then a flat portion on the boundary of its numerical range due to Proposition
3.2 from [3]. 
3. Connectedness and dimension of the set of irreducible 3× 3 matrices with a
flat portion on the numerical range boundary
Using Theorem 1.2, in this section we prove the following connectedness prop-
erty.
Theorem 3.1. The set F3 is pathwise connected. More precisely, if A1, A2 ∈F3,
then there exists a continuous piecewise real analytic function  : [0, 1] −→ C3×3
such that (0) = A1, (1) = A2, and (t) ∈F3 for every t ∈ [0, 1].
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Proof. Since the set of 3 × 3 unitary matrices is pathwise connected (a well-known
fact, see, e.g., [1]), we only have to prove that the set G3 of matrices of the form (1.1)
satisfying the properties (i)–(iii) is connected.
Fix x, y, z ∈ C such that |x| = |y| = |z| /= 0, and consider the set
H(x, y, z) :=

B =

a x y0 b z
0 0 c

 ∈ G3

 , (3.1)
where a, b, c are viewed as parameters. We now invoke Theorem 1.2. For matrices
with |x| = |y| = |z| /= 0 condition (i) of this theorem is satisfied automatically, and
either of the equalities (1.2), (1.3) constituting condition (iii) is equivalent to
(α) Re(e−iθ a) = Re(e−iθ b) = Re(e−iθ c).
When (α) holds, condition (ii) amounts to:
If Im(e−iθ a) = Im(e−iθ c) /= Im(e−iθ b), then e−iθ xz
y
/= e−iθ (b − a).
But this is true, since the number e−iθ xz/y is real. Thus, condition (ii) follows in our
setting from (iii), so that B ∈H(x, y, z) if and only if (α) holds.
Consider the space of the real parameters
(Re a, Im a,Re b, Im b,Re c, Im c) ∈ R6. (3.2)
Let θ be the four-dimensional subspace of R6
θ := {Re(e−iθ a) = Re(e−iθ b) = Re(e−iθ c)}.
Thus, in terms of the parameters (3.2) we obtain that
H(x, y, z) = θ , (3.3)
which is obviously connected.
Since the right hand side of (3.3) depends on θ only, we also obtain that for every
fixed θ ∈ R, the set
Kθ :=

B =

a x y0 b z
0 0 c

 ∈ G3 : |x| = |y| = |z|, arg(xyz) = θ


is connected (here, we use the connectedness of the set
{(x, y, z) ∈ C3 : xyz /= 0 and arg(xyz) = θ}
for every fixed θ).
Next, we verify the following claim: The set of matrices B ∈ G3 such that |x| =
|y| = |z| is connected. By connectedness of Kθ , and using formula (3.3) we need
only to verify that for any given θ1 < θ2, there exists a continuous R6-valued function
v(t), 0  t  1, such that
v(t) ∈ (1−t)θ1+tθ2 , 0  t  1.
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Clearly, v(t) ≡ 0 will do.
Finally, let B =

a x y0 b z
0 0 c

 ∈ G3 be such that not all absolute values |x|, |y|,
and |z| are equal. Assume, for example, that (1.2) holds true. For 0  t  1, let
x(t) = (1 − t)x + tx|x|−1, y(t) = (1 − t)y + ty|y|−1, z(t) = (1 − t)z+ tz|z|−1,
and denote
B(t) :=

a(t) x(t) y(t)0 b(t) z(t)
0 0 c(t)

 ,
where a(t), b(t), and c(t) are complex valued continuous functions of t ∈ [0, 1] such
that the equalities∣∣∣∣x(t)y(t)z(t)
∣∣∣∣− 2Re(e−iθ a(t))=
∣∣∣∣x(t)z(t)y(t)
∣∣∣∣− 2Re(e−iθ b(t))
=
∣∣∣∣y(t)z(t)x(t)
∣∣∣∣− 2Re(e−iθ c(t)), (3.4)
hold true for every t ∈ [0, 1], where θ = arg(xyz), and in addition
x(t)z(t) /= (b(t)− a(t))y(t), 0 < t  1.
Such functions a(t), b(t), and c(t) obviously exist. By Theorem 1.2, B(t) ∈ G3 for
every t ∈ [0, 1]. On the other hand, B(0) = B, and B(1) has the property that its
strictly upper triangular entries have absolute value 1. So by the claim above the
connectedness of F3 follows.
The existence of a continuous piecewise real analytic function  as described in
the theorem, is a by-product of the above proof. 
Next, we consider the dimension ofF3. A matrix A ∈F3 is said to be generic if
A has three distinct eigenvalues, and if for at least one upper triangular matrix (1.1)
which is unitarily equivalent to A, exactly one of the conditions (1.2) and (1.3) holds
true. It is easy to see that the set of generic matrices is dense and relatively open in
F3. In what follows, ‖ · ‖ stands for the operator norm (the largest singular value)
of matrices.
Theorem 3.2. LetA ∈F3 be generic. Then there is ε > 0 such that the intersection
{B ∈ C3×3 : ‖A− B‖ < ε} ∩F3
is a real analytic manifold of real dimension 16.
It will be convenient to prove a lemma first.
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Lemma 3.3. Let X ∈ C3×3 be of the form
X =

a x y0 b z
0 0 c

 , (3.5)
where a, b, c ∈ C are distinct, and x > 0, y > 0, z ∈ C \ {0}. Then there exists ε >
0 such that for every Y ∈ C3×3 satisfying ‖Y −X‖ < ε we have
U∗YU =

a′ x′ y′0 b′ z′
0 0 c′

 , (3.6)
where
|a′ − a|, |b′ − b|, |c′ − c| < 1
2
min{|a − b|, |a − c|, |b − c|}, (3.7)
and
x′ > 0, y′ > 0, z′ ∈ C \ {0} (3.8)
for some unitary matrix U = U(Y ) having determinant 1 and satisfying
‖U − I‖ <
√
3
2
, (3.9)
with the following additional properties:
(i) the unitary matrix U(Y ) as above is unique,
(ii) the correspondence  defined by (Y ) = U(Y ) is a real analytic map of the
set {Y ∈ C3×3 : ‖Y −X‖ < ε} onto an open neighborhood of I in the group of
3 × 3 unitary matrices with determinant 1,
(iii) there exists δ > 0 such that for every matrix
B :=

a′ x′ y′0 b′ z′
0 0 c′

 , x′, y′ > 0,
with
max{|a − a′|, |b − b′|, |c − c′|, |x − x′|, |y − y′|, |z− z′|} < δ
the map B defined by
(B)(Z) = U(Z), Z ∈ {Y ∈ C3×3 : U(Y )∗YU(Y ) = B}
is one-to-one and maps onto an open neighborhood NB of I in the group of
3 × 3 unitary matrices with determinant 1, and B and −1B are real analyticfunctions of (a′, b′, c′, x′, y′, z′) and of U ∈NB, respectively.
Note that (3.7) implies that a′, b′, c′ are distinct. Note also that necessarily
U(X) = I .
Proof. Choose ε > 0 so small that every Y satisfying ‖Y −X‖ < ε has eigenvalues
a′, b′, c′ satisfying (3.7). Suppose that for some Y with ‖Y −X‖ < ε we have
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U∗1 YU1 =

a′ x′ y′0 b′ z′
0 0 c′

 , U∗2 YU2 =

a′ x′′ y′′0 b′ z′′
0 0 c′

 ,
where U1, U2 are unitaries with determinant 1 such that
‖U1 − I‖ <
√
3
2
, ‖U2 − I‖ <
√
3
2
, (3.10)
and
x′, x′′, y′, y′′ > 0, z′, z′′ ∈ C \ {0}.
Then
(U−12 U1)

a′ x′ y′0 b′ z′
0 0 c′

 =

a′ x′′ y′′0 b′ z′′
0 0 c′

 (U−12 U1),
and elementary considerations show that
U−12 U1 = κI, κ = 3
√
1.
If κ /= 1, a contradiction with (3.10) is obtained. Thus we must have κ = 1, and the
uniqueness of U(Y ) is proved.
Next, note that the eigenvalues of Y are real analytic functions of the entries of
Y , and also the corresponding eigenvectors of Y may be selected to be real analytic
functions of Y , starting with any choice of three linearly independent eigenvectors of
X. This is a well-known property of matrices with distinct eigenvalues, and follows
without difficulties from the Riesz projection formula, see, e.g., [5–p. 315]. Choosing
the eigenvectors of X in the form (cf. (2.1))


10
0

 ,

−x/(a − b)1
0

 ,

q/(c − b)z/(c − b)
1



 , where q = xz+ cy − byc − a ,
and performing the Gram–Schmidt process on the corresponding set of real analytic
eigenvectors of Y , we easily obtain the equality
U˜∗Y U˜ =

a′ x˜ y˜0 b′ z˜
0 0 c′

 , x˜, y˜, z˜ ∈ C,
where U˜ := U˜ (Y ) is a real analytic function of the entries of Y such that U˜ is unitary
with determinant 1 and U˜ (X) = I . Multiplying U˜ on the right by a suitable diagonal
unitaryU ′ with determinant 1, and taking ε smaller (if necessary), we can make x˜ and
y˜ positive, z˜ non-zero, and also guarantee (3.9) for U = U˜U ′. This shows existence
of U(Y ) as well as the real analyticity of the map . That  maps onto a neighbor-
hood of I as stated in the lemma is obvious: For every V in such a neighborhood,
U(VXV ∗) = V .
Finally, statement (iii) follows easily from (ii) and its proof. 
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We now continue with the proof of Theorem 3.2.
Proof. By applying a unitary equivalence, we may assume without loss of generality
that
A =

a x y0 b z
0 0 c

 ,
a, b, c ∈ C are distinct, x > 0, y > 0, and z ∈ C \ {0}. (3.11)
Since the real dimension of the 3 × 3 special unitary group is 8 (equal to the real
dimension of the set of 3 × 3 Hermitian matrices minus one), in view of Lemma 3.3
we need only to show that for some ε > 0 the set
B =

a′ x′ y′0 b′ z′
0 0 c′

 ∈ G3

 , (3.12)
where
x′ > 0, y′ > 0, (3.13)
and
|a′ − a| < ε, |b′ − b| < ε, |c′ − c| < ε, (3.14)
|x′ − x| < ε, |y′ − y| < ε, |z′ − z| < ε,
is a real analytic manifold of real dimension 8. Say, Eq. (1.2) is satisfied for A, but
Eq. (1.3) is not satisfied. Then choose ε > 0 so that a′, b′, and c′ are distinct, Eq. (1.3)
is not satisfied, and z′ /= 0, for every sextet (a′, b′, c′, x′, y′, z′) for which (3.13) and
(3.14) hold true. Then the set (3.12) is defined by 10 real parameters (representing
four complex numbers a, b, c, z and two positive numbers x, y) subject to the two
equations∣∣∣∣x′y′z′
∣∣∣∣− 2Re(e−iθ ′a′) =
∣∣∣∣x′z′y′
∣∣∣∣− 2Re(e−iθ ′b′) =
∣∣∣∣y′z′x′
∣∣∣∣− 2Re(e−iθ ′c′),
θ ′ = arg(x′y′z′).
Now our claim is obvious. 
4. Connectedness of the sets of irreducible 3× 3 matrices with elliptical and
ovular numerical ranges
Using, in particular, Theorem 1.2 and Lemma 2.1, we prove in this section the
connectedness of the sets of unitarily irreducible matrices of size 3 × 3 having shapes
of their numerical ranges without a flat portion.
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We start with elliptical shapes. According to [3–Theorem 2.4], the numerical
range of a 3 × 3 matrix A unitarily equivalent to (1.1) is an ellipse if and only if
the number λ := (c|x|2 + b|y|2 + a|z|2 − xyz)/(|x|2 + |y|2 + |z|2)
coincides with one of the eigenvalues a, b, c, (4.1)
and, denoting two other eigenvalues by λ1 and λ2,
(|λ1 − λ| + |λ2 − λ|)2 − |λ1 − λ2|2  |x|2 + |y|2 + |z|2.
If the latter inequality fails, then λ is the corner point of the boundary of W(A), so
that A is unitarily reducible. Thus, for unitarily irreducible matrices condition (4.1)
is necessary and sufficient for W(A) to be an ellipse. We denote the set of all such
3 × 3 matrices by E3.
Theorem 4.1. The set E3 is pathwise connected.
Proof. As in Theorem 3.1, it suffices to show that the set of upper triangular matrices
from E3 is pathwise connected.
To this end, introduce the set ED3 consisting of the matrices (1.1) with a = b,
(c − b)x = yz /= 0, or c = b, (a − b)z = yx /= 0. These matrices satisfy (4.1) (with
λ = b) and due to Lemma 2.1 are unitarily irreducible. Thus, ED3 ⊂ E3.
Let
a(t) = ta, b(t) = tb, c(t) = tc, and y(t) = ty, t ∈ [0, 1],
keeping x and z fixed. This will create a path connecting any matrix from ED3 with
the matrix
Ax,z =

0 x 00 0 z
0 0 0

 , xz /= 0.
This path, except for its endpoint Ax,z, lies in ED3. Observe that the set of all such
matrices Ax,z with non-zero x, z lies in E3 and is pathwise connected. Hence, so is
its union with ED3.
Now consider arbitrary matrices (1.1) satisfying (4.1) and such that xyz /= 0. We
will show that these matrices can be connected by a path lying in E3 with a matrix
(1.1) from ED3.
If λ = a, then (4.1) is equivalent to
z = (b − a)y/x + (c − a)x/y. (4.2)
Observe that a /= c, because otherwise condition (4.2) would imply case (iv) of
Lemma 2.1. Keeping the entries a, c, x, y of the matrix (1.1) constant, let b change
continuously until it coincides with a (never assuming the value c), with z satisfying
(4.2) throughout the process. Apparently, the resulting path lies in E3.
Similar reasoning applies if λ = c, the only difference being that now the entry b
is deformed into c, avoiding the value a along the way, y and z are kept fixed, and
condition (4.1) is kept satisfied along the way by setting
x = (a − c)z/y + (b − c)y/z.
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In its turn, for λ = b we can deform either a or c into b, keeping the other one
constant (together with x and z) and letting y change according to the rule
y = (a − b)z/x + (c − b)x/z.
Finally, consider matrices (1.1) satisfying (4.1) for which xyz = 0.
If, say, x = 0, then (4.1) implies that λ is a convex combination of a and b. For
distinct a and b, λ cannot coincide with either of them because otherwise y or z
would also be equal to zero, and the matrix A would be unitarily reducible according
to Lemma 2.1. So, either λ (= c) lies strictly between a and b, or all three numbers
a, b, c coincide.
A similar reasoning for y = 0 and z = 0 shows that in all three cases either a, b, c
are three distinct numbers lying on the same line (with λ coinciding with the one in
the middle), or a = b = c.
If a = b = c, then xz /= 0 (since otherwise the matrix would be unitarily reduc-
ible). Thus, y = 0, and the matrix by a simple shift can be transformed into Ax,z. It
remains to consider the case when a, b, c are all distinct.
If a lies strictly between b and c, then for the given matrix (1.1) z = 0. By Lemma
2.1, we have x /= 0, y /= 0. Keeping the entries a, b, c of A constant, let y(t) =
(1 + t)y, x(t) = (1 − t)x, and define z(t) by x(t), y(t) according to (4.2). Then x(t),
y(t), and z(t) will be non-zero for all t ∈ (0, *] for * > 0 small enough, and the
respective matrices A(t) will satisfy (4.1) and be unitarily irreducible.
The other configurations of a, b, c on the same line can be considered similarly,
and the conclusion is that the respective matrices can be connected (by a path lying
in E3) with a matrix (1.1) having non-zero off diagonal entries x, y, z. Since the case
of such matrices has already been disposed of, the proof is now completed. 
According to Kippenhahn’s classification [4], the third (and last) possibility for
the shape of W(A) in case of a 3 × 3 unitarily irreducible matrix A is the convex
hull of a certain algebraic curve of sixth degree. This possibility occurs if and only if
A is neither inF3 nor in E3. In this case, W(A) is said to have an ovular shape, and
we denote the set of respective matrices A by O3.
According to Theorem 1.2, A /∈F3 if and only if, in terms of its upper triangular
form (1.1), either one of it conditions (i), (ii) fails, or the following situation occurs:
(a) xyz /= 0, condition (ii) of Theorem 1.2 holds but equalities (1.2), (1.3) do not
hold.
By Lemma 2.1, if condition (i) of Theorem 1.2 holds but (ii) fails, then the matrix
A is unitarily reducible. In its turn, if condition (i) fails, that is, xyz = 0, then A is
unitarily irreducible if and only if one of the following situations (b)–(d) occurs:
(b) x = 0, yz /= 0, a /= b,
(c) y = 0, xz /= 0,
(d) z = 0, xy /= 0, b /= c.
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So, A /∈F3 and is unitarily irreducible if and only if one of conditions (a)–(d)
above holds.
On the other hand, it was mentioned earlier that a unitarily irreducible matrix A
does not belong to E3 if and only if
the number λ := c|x|
2 + b|y|2 + a|z|2 − xyz
|x|2 + |y|2 + |z|2 differs from a, b, c. (4.3)
Thus, A ∈ O3 if and only if it satisfies (4.3) and one of conditions (a)–(d).
Theorem 4.2. The set O3 is pathwise connected.
Proof. As in Theorems 3.1 and 4.1, it suffices to show that the set of upper triangular
matrices from the class under consideration is pathwise connected.
If the matrix (1.1) satisfies (b), let x(t) = t , t ∈ [0, *], keeping all the other entries
fixed. It is clear that for all t ∈ (0, *] the resulting matrix A(t) satisfies condition
(a), provided that * is small enough. Since A(0) is our given matrix, it follows that
matrices satisfying (b) may be connected by a path lying completely in O3 with
matrices satisfying (a). If condition (4.3) holds for A(0), it also holds for A(t) (once
again, for t small enough). A similar consideration works in situations (c) and (d).
Thus, it remains only to prove the pathwise connectedness of the set OG3 of matrices
(1.1) satisfying (4.3) and condition (a).
Observe that matrices (1.1) with coinciding eigenvalues a, b, c belong to O3 if
and only if xyz /= 0 and among the absolute values of x, y, z at least two are distinct.
This subset, call it OD3, of O3 is obviously pathwise connected.
It remains to show that every matrix from OG3 can be connected (by a path lying
in OG3) with a matrix from OD3.
Consider a matrix (1.1) from OG3 \ OD3, and let A(t) denote this matrix with
a, b, c substituted by a(t) = ta, b(t) = tb and c(t) = tc, respectively (then, of
course, the original matrix is simply A(1)). By an arbitrarily small perturbation of
absolute values of x, y, z it can be arranged then, first, that |x|, |y|, |z| are all distinct,
and second, that conditions (1.2), (1.3) do not hold not only for t = 1 but for all
t ∈ [0, 1]. Indeed, say∣∣∣∣xyz
∣∣∣∣− 2Re(e−iθ a) /=
∣∣∣∣xzy
∣∣∣∣− 2Re(e−iθ b),
and ∣∣∣∣xyz
∣∣∣∣+ 2Re(e−iθ a) /=
∣∣∣∣xzy
∣∣∣∣+ 2Re(e−iθ b).
Then there exists at most one real value t1 for which∣∣∣∣xyz
∣∣∣∣− 2t1Re(e−iθ a) =
∣∣∣∣xzy
∣∣∣∣− 2t1Re(e−iθ b),
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and at most one real value t2 /= t1 for which∣∣∣∣xyz
∣∣∣∣+ 2t2Re(e−iθ a) =
∣∣∣∣xzy
∣∣∣∣+ 2t2Re(e−iθ b).
Perturbing the absolute value of x (if necessary) we see that conditions (1.2), (1.3)
do not hold for all t ∈ [0, 1]. This property will be preserved under sufficiently
small perturbations of arguments of x, y, z (keeping the absolute values of x, y, z
fixed), and we will change them in such a way that the argument of xyz be differ-
ent from the arguments of (c − a)|x|2 + (b − a)|y|2, (c − b)|x|2 + (a − b)|z|2 and
(b − c)|y|2 + (a − c)|z|2 (dropping those of these three numbers, if any, which hap-
pen to equal zero). Then condition (4.3) will be satisfied not only for the given matrix
(after its small perturbation, as described above) but also for allA(t), t ∈ [0, 1]. Since
A(0) ∈ OD3, we are done. 
The proofs of Theorems 4.1 and 4.2 show that in fact the sets E3 and O3 are piece-
wise analytically connected in the sense of Theorem 3.1. If A1, A2 ∈ E3, then there
exists a continuous piecewise real analytic function  : [0, 1] −→ C3×3 such that
(0) = A1, (1) = A2, and (t) ∈ E3 for every t ∈ [0, 1]; an analogous statement
holds true for O3.
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