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EXISTENCE AND BOUNDARY REGULARITY
FOR DEGENERATE PHASE TRANSITIONS
PAOLO BARONI, TUOMO KUUSI, CASIMIR LINDFORS, AND JOSE´ MIGUEL URBANO
Abstract. We study the Cauchy-Dirichlet problem associated to a phase
transition modeled upon the degenerate two-phase Stefan problem. We prove
that weak solutions are continuous up to the parabolic boundary and quantify
the continuity by deriving a modulus. As a byproduct, these a priori regularity
results are used to prove the existence of a so-called physical solution.
Contents
1. Introduction 1
2. Preparatory material 5
3. Reducing the oscillation at the boundary 7
4. The approximate boundary continuity 20
5. The convergence proof 26
References 33
1. Introduction
In this paper we complete the tour de force, initiated in [1], concerning the
regularity of weak solutions for the degenerate (p ≥ 2) two-phase Stefan problem
[13, 14] ∂t
[
u+H0(u)
] ∋ div |Du|p−2Du in ΩT
u = g on ∂pΩT ,
(1.1)
by proving the continuity up to the boundary. Using this regularity, we also obtain
an existence result. Here, ΩT := Ω × (0, T ] denotes the space-time cylinder, with
Ω ⊂ Rn, n ≥ 2, a bounded domain, ∂pΩT is its parabolic boundary (see Paragraph
2.4 for the relevant definitions), H0 is the Heaviside graph centered at the origin,
and g is a continuous boundary datum.
The outcome of our effort is two-fold: on the one hand, we prove sharp a priori
estimates for solutions of (1.1), and obtain the boundary continuity, quantified
through a modulus, assuming a mild geometric condition on Ω. On the other hand,
we use this “almost uniform” modulus of continuity at the boundary, together with
the interior modulus of continuity we deduced in [1], to build a solution to (1.1),
which is continuous up to the boundary and enjoys the same modulus of continuity.
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Problem (1.1) when p = 2 is the celebrated two-phase Stefan problem. The
boundary continuity in this case was proven by Ziemer [16], for more general struc-
tures albeit with linear growth with respect to the gradient, but without an explicit,
uniform modulus of continuity. This would be provided by DiBenedetto who, in
[5], proved the uniform continuity up to the boundary for solutions to (1.1) (more
precisely, for the forthcoming (1.2) for p = 2, which also takes into account lower
order terms) with the modulus of continuity being of iterated logarithmic type in
the particular case of Ho¨lder continuous boundary datum.
Our goal is to extend the result to the degenerate case p > 2 and to provide,
already in the non-degenerate case p = 2, a more transparent proof of the reduction
of the oscillation at the lateral boundary.
More generally, we shall consider the extension of (1.1)1
∂t
[
β(u) +Ha(β(u))
] ∋ divA(x, t, u,Du) in ΩT , (1.2)
where β is a sufficiently smooth function, the Heaviside graph centered at a ∈ R is
defined by
Ha(s) =

0 if s < a
[0, 1] if s = a
1 if s > a,
(1.3)
and the vector field A satisfies the usual p-growth conditions (see Paragraph 1.1
for the exact assumptions). Our first result reads as follows.
Theorem 1.1. Under the assumptions described in Paragraph 1.1, given a bound-
ary datum g ∈ C(∂pΩT ), there exists u ∈ C
(
ΩT
)
solving the Cauchy-Dirichlet
problem for (1.2), in the sense that u is a local weak solution of the equation and
u = g on ∂pΩT . We call u a physical solution.
We remark that the solution we build has the interior modulus of continuity
described in [1], where we assumed the existence of a solution built in the way
described in this paper. Our other main result concerns a precise modulus of
continuity up to the boundary for the physical solution obtained in Theorem 1.1,
in the case the regularity of the boundary datum does not overcome a threshold we
are going to describe. Let ωg be a concave modulus of continuity for g:
sup
(x0,t0)∈∂pΩT
osc
Qr(x0,t0)∩∂pΩT
g ≤ ωg(r). (1.4)
Given a point (x0, t0) ∈ Rn+1 and a radius r > 0, Qr(x0, t0) is the standard
(symmetric) parabolic cylinder
Qr(x0, t0) := Br(x0)× (t0 − rp, t0 + rp);
Qr(x0, t0) is its closure and, for a constant ̺ > 0, Q
̺
r(x0, t0) is the stretched cylinder
Q̺r(x0, t0) := Br(x0)× (t0 − ̺2−prp, t0 + ̺2−prp).
Finally, let us introduce q¯ ≡ q¯(n, p) ≥ 2 as
q¯ :=
1 +
n
p
for p < n ,
2 for p ≥ n .
(1.5)
We are ready now to state
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Theorem 1.2. Let u be the physical solution of Theorem 1.1, and let (x0, t0) ∈
∂pΩT and R0 ∈ (0, rΩ] be fixed (rΩ will be introduced in (1.10)). Then for every
α ∈
(
0,
1
p′q¯
)
(1.6)
there exist constants ϑ, λ0, δ˜ depending on α and the data, such that if we set
ω(r) =
1
ϑ
[
1
log
(
log(λ0R0r )
)]α (1.7)
for r ∈ (0, R0], and we suppose that
osc
Q
δ˜ω0
R0
(x0,t0)∩ΩT
u ≤ ω0 and ωg
(
(r/R0)
1−γ
) ≤Mω(r) (1.8)
hold for some ω0 > 0,M > 0 and γ ∈ (0, 1), then
osc
Qr(x0,t0)∩ΩT
u ≤ c ω(r) (1.9)
for all r ∈ (0, R0], with c depending on γ,M,R0, ω0 and the data.
The previous natural result tells that once the boundary datum is more regular
than the solution, even in the case of smooth g, then the solution still has modulus
of continuity ω. Clearly, a Ho¨lder continuous function g is an example of boundary
datum satisfying (1.8)2.
1.1. Main assumptions and the concept of solution. Throughout the pa-
per, Ω is assumed to satisfy the following (standard in this context) outer density
condition: there exist δ ∈ (0, 1) and rΩ > 0 such that, for x0 ∈ ∂Ω,
|Br(x0) ∩ Ω| ≤ (1− δ)|Br(x0)|, ∀r ∈ (0, rΩ). (1.10)
The function β : R → R is an increasing C1-diffeomorphism satisfying the bi-
Lipschitz condition
Λ−1|u− v| ≤ |β(u)− β(v)| ≤ Λ|u− v| , (1.11)
included, as previously done in [4, 12], to account for the thermal properties of the
medium, which can change slightly with respect to the temperature.
The vector field A is measurable with respect to the first two variables and con-
tinuous with respect to the last two, satisfying additionally the following standard
growth, coercivity and monotonicity assumptions:
|A(x, t, u, ξ)| ≤ Λ|ξ|p−1 , 〈A(x, t, u, ξ), ξ〉 ≥ Λ−1|ξ|p ,
〈A(x, t, u, ξ)−A(x, t, u, ζ), ξ − ζ〉 > 0 ,
(1.12)
for p ≥ 2, for almost every (x, t) ∈ ΩT and for all (u, ξ, ζ) ∈ R × R2n, with
ζ 6= ξ, for a given constant Λ ≥ 1. It will be useful for future reference to make
explicit the modulus of continuity of A with respect to the last two variables; we
suppose that there exist two concave functions ωA,u, ωA,ξ : (0,∞)→ [0, 1], such that
limρց0 ωA,u(ρ) = limρց0 ωA,ξ(ρ) = 0, and a function K : [0,∞)× [0,∞)→ [1,∞),
increasing separately in the two variables, such that
sup
(x,t)∈ΩT
|A(x, t, u, ξ)−A(x, t, v, ξ)|
≤ K(M, M˜)
[
ωA,u
(|u− v|)+ ωA,ξ(|ξ − ζ|)] (1.13)
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for all (u, v, ξ, ζ) ∈ R2(n+1) such that |u|+ |v| ≤M and |ξ|+ |ζ| ≤ M˜ .
Definition 1.1. A local weak solution of equation (1.2) is a pair (u, v), with
v ∈ β(u) +Ha(β(u)),
in the sense of graphs, such that
u ∈ Lploc(0, T ;W 1,ploc (Ω)) ∩ L∞loc(0, T ;L2loc(Ω)) =: V 2,ploc (ΩT )
and the integral identity∫
K
[v ϕ](·, τ) dx
∣∣∣∣t2
τ=t1
+
∫
K×[t1,t2]
[− v ∂tϕ+ 〈A(·, ·, u,Du), Dϕ〉] dx dt = 0 (1.14)
holds for all K ⋐ Ω and almost every t1, t2 ∈ R such that [t1, t2] ⋐ (0, T ], and for
every test function ϕ ∈ Lploc(0, T ;W 1,p0 (K)) such that ∂tϕ ∈ L2(K × [t1, t2]).
Remark 1.1. Observe that also v ∈ L∞loc(0, T ;L2loc(Ω)) and that the test functions
are in C
(
[t1, t2];L
2(K)), so every term in (1.14) has a meaning.
1.2. Strategy of the proof. In order to perform a standard reduction of the
oscillation, at least in cylinders centered on the lateral boundary, we shall consider
three different alternatives. The reduction of the oscillation in the interior has
been proven in [1], while at the initial boundary it is a simple consequence of the
logarithmic estimate of Lemma 3.3. Let us give a brief and formal description
of the structure of the proof. Consider equation (1.2); clearly we can suppose
that the jump is met by the values of the solution in the cylinder considered,
otherwise solutions are continuous since they solve p-Laplacian type equations with
continuous Cauchy-Dirichlet data. The proof consists in the separate analysis of
three alternatives.
Our first alternative (Alt. 1) states that the jump is far to the supremum of u
on the cylinder. In this case, we can reduce the supremum remaining “above” the
jump, and here the equation behaves like the p-Laplace equation.
The second alternative (Alt. 2) instead means that we are considering the case
where the jump is close to the supremum of u, and thus it is really influencing the
behaviour of the solution. In this case, we set two further alternatives, (Alt. 2.1)
and (Alt. 2.2): the latter describes the case where the solution has low energy levels
close to the jump for all times (notice the relation between the condition appearing
therein and the left-hand side of the energy estimate in (3.2)). Here the equation is
still very similar to the p-Laplace equation and indeed we reduce the oscillation in
p-Laplacian type cylinders. If this is not the case, that is if the worst case scenario
(Alt. 2.1) happens, solutions are less regular. (Alt. 2.1) encodes the fact that the
solution has a high peak of energy close to the jump; in this case, the presence of
the jump is significant and therefore the geometry employed must rebalance the
further degeneracy it produces.
The implementation of what is described above is quite technical, primarily due
to the fact that, as is usual in degenerate evolutionary problems, time scales must
depend on the solution itself. We need to define three different time scales to tackle
the three different scenarios, and these are not trivial already in the non-degenerate
case p = 2. Moreover, we have to introduce the exponentially small (in terms of the
oscillation in the cylinder we are considering) quantity ω˜ in (3.3) and this explicitly
reflects in the log− log modulus of continuity we obtain.
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2. Preparatory material
2.1. Approximation of the problem. Let ρε be the standard symmetric, pos-
itive, one dimensional mollifier, supported in (−ε, ε), obtained via rescaling of
ρ ∈ C∞c (−1, 1). We set
Ha,ε(s) := (ρε ∗Ha)(s), s ∈ R, (2.1)
and observe that Ha,ε is smooth and
suppH ′a,ε ⊂ (a− ε, a+ ε),
∫
R
H ′a,ε(v) dv = 1. (2.2)
Those will be the unique properties of Ha,ε we will use in the proofs of Section 3
(actually, we use the fact that the integral is bounded from above by one). Let uε
solve the approximate Cauchy-Dirichlet problem∂t
[
β(uε) +Ha,ε(β(uε))
]− divA(x, t, uε, Duε) = 0 in ΩT ,
uε = g on ∂pΩT .
Setting
wε := β(uε) , w0 := β(g), (2.3)
we arrive at the regularized Cauchy-Dirichlet problem∂twε − div A¯(x, t, wε, Dwε) = −∂tHa,ε(wε) in ΩT ,wε = w0 on ∂pΩT , (2.4)
where
A¯(x, t, µ, ξ) := A(x, t, β−1(µ), [β′(β−1(µ))]−1ξ), (2.5)
for a.e. (x, t) ∈ ΩT , (µ, ξ) ∈ R×Rn. Observe that the growth and ellipticity bounds
for A¯ are inherited from A and from the two-sided bound for β′: indeed
|A¯(x, t, µ, ξ)| ≤ Λp|ξ|p−1 , 〈A¯(x, t, µ, ξ), ξ〉 ≥ Λ−p|ξ|p (2.6)
hold for almost every (x, t) ∈ ΩT and for all (µ, ξ) ∈ R×Rn. Moreover, A¯ is clearly
continuous with respect to the last two variables since β is a C1-diffeomorphism.
By standard regularity theory for degenerate parabolic equations, see [6, 11,
15], we have that the solution wε of (2.4)1 is Ho¨lder continuous since β(uε) +
Ha,ε(β(uε)) is now a diffeomorphism. This kind of regularity depends however
on the regularization and as such it will deteriorate as ε ↓ 0. Nonetheless, we
may assume that the solution of the regularized equation is continuous having, in
particular, pointwise values. Sometimes we will use the compact notation
H(s) := s+Ha,ε(s). (2.7)
2.2. Scaling of the equation. It will be useful later on to rescale the solution of
(2.4) in the following way: define, for λ ≥ 1,
vˆ(y, τ) :=
wε(y, t0 + λ
2−p(τ − t0))
λ
in E = Ω× (t0 − λp−2t0, t0 + λp−2(T − t0)]. If we set
Hˆ(s) :=
Ha,ε(λs)
λ
=
Ha/λ,ε/λ(s)
λ
, gˆ(y, τ) :=
w0(y, t0 + λ
2−p(τ − t0))
λ
,
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it is then easy to see that vˆ solves the Cauchy-Dirichlet problem∂τ vˆ − divy Aˆ(y, τ, vˆ, Dvˆ) = −∂τ Hˆ(vˆ) in E,vˆ = gˆ on ∂pE, (2.8)
with Aˆ(y, τ, µ, ξ) := A¯(y, τ, λµ, λξ)/λp−1 having the same structural properties as
A. Note that in particular we have
supp Hˆ ′ ⊂
(
a− ε
λ
,
a+ ε
λ
)
and
∫
R
Hˆ ′(σ) dσ ≤ 1.
2.3. Sobolev’s inequalities. We recall here, in a unified and slightly formal set-
ting, some parabolic Sobolev-type inequalities that will be useful in the rest of the
paper. To start with, we recall that we can denote the Sobolev conjugate exponent
of p as p∗ = κp, where
κ :=

n
n−p for p < n ,
any number > 1 for p = n ,
+∞ for p > n .
(2.9)
For a ball B in Rn and an interval Γ of R, we consider functions
w ∈ Lp(Γ;W 1,p(B)) ∩ L∞(Γ;L2(B))
and φ ∈ C∞(B × Γ), φ(·, τ) ∈ C∞c (B) for all τ ∈ Γ;
applying Ho¨lder’s inequality with respect to the time variable with conjugate expo-
nents κ, κ′, and afterwards the standard Sobolev’s inequality slice-wise for functions
in W 1,p0 (B), we infer∫
B×Γ
w2(1−1/κ)+pφp(2−1/κ) dx dt
≤ c(n, p) |B|p/n|Γ|1−1/κ
[
1
|Γ| supτ∈Γ
∫
B
[w2φp](·, τ) dx
]1−1/κ ∫
B×Γ
|D(wφ)|p dx dt.
(2.10)
From now on, we shall make use of the formal agreement that when κ = ∞, then
1/κ = 0, κ/(κ− 1) = 1 and[ ∫
B
(wφ)κp dx
]1/κ
:= ‖wφ‖pL∞(B); (2.11)
note that in this case there is no necessity to apply Ho¨lder’s inequality.
Finally, once chosen a number α as in (1.6) and, setting q = 1p′α > q¯, with q¯
defined in (1.5), we fix κ ≡ κ(q) ≡ κ(p, α), in the case p = n, as
κ =
q
q − 2 > 1;
in the rest of the paper we shall implicitly keep κ fixed with this value. This, in
view of the fact that the lower bound for q satisfies the (formal when κ = ∞)
relation q¯ = 1 + κ/(κ− 1), ensures that(
1− 1
q
)(
2− 1
κ
)
> 1. (2.12)
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2.4. Notation. Our notation will be mostly self-explanatory; we mention here
some noticeable facts. We shall follow the usual convention of denoting by c a
generic constant always greater than or equal to one that may vary from line to
line; constants we shall need to recall will be denoted with special symbols, such as
c˜, c∗, cℓ or the like. Dependencies of constants will be emphasized between paren-
theses: c(n, p,Λ) will mean that c depends only on n, p,Λ; often dependencies will
be shown right after displays. By saying that a constant depends on the data, we
mean that it depends on n, p,Λ, δ.
By parabolic boundary of a cylinder K := C × Γ, we shall mean ∂pK := (C ×
{inf Γ})∪ (∂C×Γ). Its lateral boundary will be denoted as ∂latK := ∂C×Γ and its
initial boundary C×{inf Γ} will be ∂iniK. We denote by (f)A the averaged integral
(f)A :=
∫
A
f(ξ) dξ :=
1
|A|
∫
A
f(ξ) dξ,
where A ∈ Rk is a measurable set with 0 < |A| <∞ and f : A→ Rm an integrable
map, with k,m ≥ 1. Finally we stress that with the statement “a vector field with
the same structure as A” (or “structurally similar to A”, or expressions alike) we
shall mean that the vector field will satisfy (1.12), eventually with Λ replaced by
a constant depending only on n, p,Λ, and continuous with respect to the last two
variables. N is the set {1, 2, . . .}, while N0 := N ∪ {0}.
3. Reducing the oscillation at the boundary
In this section we shall consider a function v solving∂tv − div A˜(x, t, v,Dv) = −∂tHb,ε(v) in ΩT ,
v = g˜ on ∂pΩT ,
(3.1)
with the Cauchy-Dirichlet datum g˜ being a uniformly continuous function and A˜
satisfying (1.12)1,2. By regularity theory for evolutionary p-Laplace type equations,
see [6, 15], we actually have that the solution v is continuous up to the boundary
since σ 7→ σ+Hb,ε(σ) is a diffeomorphism for ε > 0 fixed. Later on we shall take as
v the function wε appearing in (2.3), conveniently rescaled (and this explains the
fact that the jump happens at s = b 6= a), and as g˜ the boundary datum w0, also
rescaled.
As the first result we have the following Caccioppoli’s inequality at the boundary.
Lemma 3.1. Let v be a solution to (3.1) and let Q = B × Γ be a cylinder such
that Q∩ ∂pΩT 6= ∅. Then there exists a constant c depending on p and Λ such that
sup
τ∈Γ∩(0,T )
1
|Γ ∩ (0, T )|
∫
B∩Ω
[∫ v
k
H ′b,ε(ξ)(ξ − k)+ dξ φp
]
(·, τ) dx
+ sup
τ∈Γ∩(0,T )
1
|Γ ∩ (0, T )|
∫
B∩Ω
[
(v − k)2+φp
]
(·, τ) dx +
∫
Q∩ΩT
∣∣D(v − k)+φ∣∣p dx dt
≤ c
∫
Q∩ΩT
[
(v − k)p+|Dφ|p + (v − k)2+ (∂tφp)+
]
dx dt
+ c
∫
Q∩ΩT
∫ v
k
H ′b,ε(ξ)(ξ − k)+ dξ (∂tφp)+ dx dt (3.2)
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for any k > supQ∩∂pΩT g˜ and any test function φ ∈ C∞(Q) vanishing on ∂pQ.
Proof. In order to get (3.2), we test the local weak formulation of (3.1) with ϕ =
(v − k)+φp; notice that ϕ has a compact support in ΩT , since v is continuous up
to the boundary as it solves the regularized equation. The calculations are now
standard and we refer to [1, Lemma 2.1] or [4]. 
Remark 3.1. Note that it makes sense to apply the Sobolev’s inequality of (2.10) to
functions of the form ϕ := (v−k)+φ, φ ∈ C∞c (B), k ∈ R large as in Lemma 3.1, on
balls centered on the lateral boundary of ΩT , just setting ϕ ≡ 0 outside ΩT . In view
of (1.10), taking averages in (2.10) with respect to B is equivalent to taking them
with respect to B ∩Ω, so there will not be any possible misunderstanding. Another
occurrence when we shall apply Sobolev’s inequality (2.10) is when φ(·, τ) = 0 in
Rn \ Ω, for almost every τ ∈ Γ; in this case, we have
|B ∩ {φ(·, τ) = 0}| ≥ δ|B| for a.e. τ
by our density assumption (1.10), and again a classic Sobolev-type inequality, see
[9, Theorem 1, p. 189], leads to (2.10), with the constant also depending on δ. Also
a Poincare´’s inequality is available in this case (see for instance (3.24)).
3.1. Reducing the oscillation at the lateral boundary. Assume now that
(x0, t0) ∈ ∂latΩT and recall that Ω satisfies the outer density condition (1.10) with
parameters δ ∈ (0, 1) and rΩ > 0. Let ω ∈ (0, 1] and define the following auxiliary
number, for ε1 ∈ (0, 1) to be fixed later:
ω˜ = ε1ω exp
(
−[ε1ω]−p′q
)
<
1
2
ε1ω < ω. (3.3)
We shall need to work with the two time scales T 1 := [ε1ω]
2−p rp, T 3 := ω˜1−prp in
order to handle the degeneracy given by the jump. Moreover we shall also need the
scale T 2 := [ε2ω˜]
2−prp, ε2 ∈ (0, 1), when away from the jump, i.e., when dealing
with the degeneracy given only by the p-Laplacian operator, see Paragraph 3.1.3.
We shall moreover always consider ε1 ≤ εp−22 , see (3.27); in view of this, (3.3), and
the trivial fact that ω˜ ≤ ε1, we have
T 1 = [ε1ω]
2−p rp ≤ ω˜2−prp ≤ T 2 = ε2−p2 ω˜1+(1−p)rp ≤ ω˜1−prp = T 3 . (3.4)
We also define for σ > 0 the cylinders
σQi :=
(
Bσr(x0)×
(
t0 − σT i, t0
) ) ∩ ΩT , i = 1, 2, 3.
Note that clearly Q1 ⊂ Q2 ⊂ Q3.
From now on we shall write
µ+ := sup
Q3
v, µ− := inf
Q3
v.
We further assume that
b ∈ [µ−, µ+] (3.5)
and
sup
Q
3
∩∂pΩT
g˜ ≤ µ+ − ω
8
, ε ≤ ω˜
2
. (3.6)
We consider two cases: either the jump is close to the supremum of v
b ≤ µ+ − 2ω˜, (Alt. 1)
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or this does not hold:
b > µ+ − 2ω˜ . (Alt. 2)
In the case of (Alt. 2), we consider the further two alternatives: either
sup
max{0,t0−
1
4T
1}<t<t0
∫
Br/4∩Ω
∫ v(·,t)
µ+−3ω˜
H ′b,ε(ξ) dξ dx > ε
−1
3 [ε1ω]
q
(Alt. 2.1)
is in force or the converse inequality
sup
max{0,t0−
1
4T
1}<t<t0
∫
Br/4∩Ω
∫ v(·,t)
µ+−3ω˜
H ′b,ε(ξ) dξ dx ≤ ε−13 [ε1ω]q (Alt. 2.2)
holds, where q satisfies (1.5) and ε3 ∈ (0, 1) will be chosen later. Note that it would
be equivalent (see (Alt. 1) and (3.6)2 and consider also (2.2)) to put as the lower
bound in the integral of H ′b,ε the point b − ε; we keep this choice also to meet the
formal explanation in Paragraph 1.2.
3.1.1. Strategy of the proof revisited. There are three free parameters ε1, ε2, ε3 ap-
pearing above. The strategy for choosing them is to first fix ε2 in the case (Alt. 1);
this choice is independent of ε1 and ε3. We subsequently fix ε3 in the analy-
sis of (Alt. 2) and (Alt. 2.1), see (3.26), independently of ε1 and ε2, and finally,
ε1 is chosen to depend on the data and ε2, ε3 while analyzing the case (Alt. 2)
and (Alt. 2.2) (see (3.27)).
Lemma 3.2. Suppose that v is a weak solution to (3.1) satisfying (3.5), (3.6) and
suppose that ε1, ε2 are small enough (ε1, ε2 ≤ 2−10). Then there is a constant
cℓ ≡ cℓ(n, p,Λ, δ) ≥ 1 such that the following holds:
• if v satisfies the first alternative (Alt. 1), then
| 18Q2 ∩ {v > µ+ − 2ε2ω˜}|
| 18Q2|
≤ cℓ
[log(1/ε2)]1/p
′
; (3.7)
• if v satisfies the second alternative (Alt. 2), then
| 12Q3 ∩ {v > µ+ − 8ω˜}|
| 12Q3|
≤ cℓ[ε1ω]q; (3.8)
• if v satisfies the second alternative (Alt. 2) and also (Alt. 2.2), then
| 18Q1 ∩ {v > µ+ − 2ε1ω}|
| 18Q1|
≤ cℓε
−1/p
3
[log(1/ε1)]1/p
′
. (3.9)
Proof. Let us first prove (3.9). We define
kj := µ
+ − 2−jω, wj := (v − kj)+, ŵj := min{wj , kj+1 − kj}, (3.10)
for all 3 ≤ j ≤ ¯, where ¯ is the integer satisfying
2−(¯+2) < 2ε1 ≤ 2−(¯+1). (3.11)
By (3.6)1 we have that for all j ≥ 3
kj ≥ µ+ − ω
8
≥ sup
Q3∩∂pΩT
g˜ ≥ sup
Q1∩∂pΩT
g˜; (3.12)
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therefore, wj(·, t) vanishes in a neighborhood of ∂Ω for every t ∈ (t0−T 1, t0). Thus
we may extend it to be zero outside of Ω in such a way that
wˆj ∈ Lp(t0 − T 1, t0;W 1,p(Br(x0))).
The density condition (1.10) readily implies that
|Br/8(x0) ∩ {ŵj(·, t) = 0}| ≥ δ|Br/8(x0)| (3.13)
for all t ∈ (t0 − T 1, t0). Using this condition we have by the standard application
of the Poincare´’s inequality that∫
Br/8
ŵj(·, t) dx ≤ c(n, δ) r
∫
Br/8
|Dŵj(·, t)| dx (3.14)
for every t ∈ (t0 − T 1, t0). Now we integrate the previous inequality over (t0 −
1
8T
1, t0) and then estimate from below the left-hand side in the following way:∫
1
8Q
1
ŵj dx dt ≥ (kj+1 − kj)
∣∣ 1
8Q
1 ∩ {v ≥ kj+1}
∣∣ = 2−(j+1)ω∣∣18Q1 ∩ {v ≥ kj+1}∣∣.
(3.15)
By Ho¨lder’s inequality we bound from above∫
1
8Q
1
|Dŵj | dx dt ≤
[∫
1
8Q
1
|Dwj |p dx dt
]1/p∣∣ 1
8Q
1 ∩ {kj < v < kj+1}
∣∣1/p′ . (3.16)
Combining the above displays leads to
∣∣1
8Q
1∩{v ≥ kj+1}
∣∣ ≤ c(n, δ)| 18Q1|1/p[rp[2−jω]−p ∫
1
8Q
1
|D(v−kj)+|p dx dt
]1/p
×
× ∣∣18Q1 ∩ {kj < v < kj+1}∣∣1/p′ . (3.17)
At this point we want to use the boundary Caccioppoli’s inequality, Lemma 3.1,
with Q = 14Q
1, k = kj , and φ ∈ C∞(14Q1) a standard cutoff function vanishing on
the parabolic boundary with 0 ≤ φ ≤ 1, φ ≡ 1 on 18Q1, and
|∂tφp| ≤ c(p)
T 1
, |Dφ| ≤ c
r
.
Observing that by (3.11) we have for any j ≤ ¯
T 1 = [ε1ω]
2−p
rp ≥ [2−(j+2)ω]2−prp,
and after some simple algebraic manipulations we obtain∫
1
8Q
1
|D(v − kj)+|p dx dt ≤ c
rp
[∫
1
4Q
1
(
(v − kj)p+ + (v − kj)2+[2−jω]p−2
)
dx dt
+ [2−jω]p−2
∫
1
4Q
1
∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx dt
]
. (3.18)
Now we have to use (Alt. 2.2): we can estimate using (v − kj)+ ≤ 2−jω and the
facts that b− ε > µ+ − 3ω˜ and H ′b,ε(ξ) = 0 whenever ξ < b− ε∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ ≤ 2−jω
∫ v
µ+−3ω˜
H ′b,ε(ξ) dξ .
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Then, by (Alt. 2.2) we infer
[2−jω]p−2
∫
1
4Q
1
∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx dt
≤ [2−jω]p−1 sup
max{0,t0−
1
4T
1}<t<t0
∫
Br/4∩Ω
∫ v(·,t)
µ+−3ω˜
H ′b,ε(ξ) dξ dx
≤ ε−13
[
2−jω
]p
(3.19)
since ε1 ≤ 2−j by (3.11) and q > 1. It follows by combining (3.17), (3.18) and
(3.19) that
| 18Q1 ∩ {v ≥ kj+1}| ≤ c ε
−1/p
3 | 18Q1|1/p| 18Q1 ∩ {kj < v < kj+1}|1/p
′
.
Taking the power p′ from both sides and then summing up for j = 3, . . . , ¯ gives
(¯− 2)| 18Q1 ∩ {v ≥ k¯+1}|p
′ ≤ c ε−p′/p3 | 18Q1|p
′/p
¯∑
j=3
| 18Q1 ∩ {kj < v < kj+1}|
≤ c ε−p′/p3 | 18Q1|1/(p−1)+1 = c ε−p
′/p
3 | 18Q1|p
′
and hence, finally,
| 18Q1 ∩ {v ≥ µ+ − 2−(¯+1)ω}|
| 18Q1|
≤ c ε
−1/p
3
(¯− 2)1/p′
with c depending on n, p,Λ, δ. The result now follows easily, since −5 ≥ (log2 ε1)/2
implies
¯− 2 ≥ − log2 ε1 − 5 ≥ −c log ε1.
We come to the proof of (3.8). The levels kj and the functions wj , wˆj are defined
exactly as in (3.10) for 3 ≤ j ≤ ¯, but this time with ¯ being the integer satisfying
2−(¯+2)ω < 8ε1 exp
(− [ε1ω]−p′q)ω = 8ω˜ ≤ 2−(¯+1)ω;
again this yields ω˜ ≤ 2−jω for all j ≤ ¯. Now we can proceed similarly as above,
since (3.12) still clearly holds. Extending again wˆj to zero outside Ω in such a
way that wˆj ∈ Lp(t0 − T 3, t0;W 1,p(Br(x0))), we have (3.13) over Br/2 for all
t ∈ (t0 − T 3, t0) and hence (3.14) in (t0 − T 3, t0). Integrating and again estimating
from below the left-hand side as in (3.15) and the right-hand side as in (3.16) yields
2−jω
∣∣1
2Q
3 ∩ {v ≥ kj+1}
∣∣ ≤ c[rp ∫
1
2Q
3
|Dwj |p dx dt
]1/p∣∣ 1
2Q
3 ∩ {kj < v < kj+1}
∣∣1/p′
with c ≡ c(n, δ). Now, by the choice of ¯, we have for any j ≤ ¯ that T 3 =
ω˜1−prp ≥ [2−jω]1−prp. Thus the boundary Caccioppoli’s inequality in this case
takes the form∫
1
2Q
3
|D(v − kj)+|p dx dt ≤ c
rp
[∫
Q3
(
(v − kj)p+ + (v − kj)2+[2−jω]p−1
)
dx dt
+ [2−jω]p−1
∫
Q3
∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx dt
]
.
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Now, recalling that (v − kj)+ ≤ 2−jω, we simply estimate by (2.2)2∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ ≤ (v − kj)+
∫
R
H ′b,ε(ξ) dξ ≤ 2−jω
and this leads to ∫
1
2Q
3
|D(v − kj)+|p dx dt ≤ c
rp
[
2−jω
]p
.
This is to say, the choice of the time scale T 3 is sufficient to rebalance the inequality.
We obtain again
| 12Q3 ∩ {v ≥ kj+1}| ≤ c | 12Q3|1/p| 12Q3 ∩ {kj < v < kj+1}|1/p
′
.
and as above, after summing up for j = 3, . . . , ¯ gives
(¯− 2)1/p′ | 12Q3 ∩ {v ≥ µ+ − 8ω˜}| ≤ (¯− 2)1/p
′ | 12Q3 ∩ {v ≥ k¯+1}| ≤ c | 12Q3|.
We again conclude by estimating
2−(¯+2) ≤ 8ε1 exp
(− [ε1ω]−p′q) ≤ 2−7−[ε1ω]−p′q
since ε1 ≤ 2−10 and thus
¯− 2 ≥ [ε1ω]−p′q.
We are left with (3.7). Defining now
kj := µ
+ − 2−jω˜,
j ≤ ¯, where 2−(¯+2) < 2ε2 ≤ 2−(¯+1), we notice that the proof, which on the other
hand follows closely that of (3.9), reduces to the proof for the standard evolutionary
p-Laplacian, because the phase transition lies outside of the image of wj : indeed
b + ε ≤ µ+ − 2ω˜ + ω˜2 < kj for j ∈ N0, as a consequence of (Alt. 1) and (3.6)2.
Hence the singular term drops from the Caccioppoli’s inequality and the time scale
T 2 rebalances it as in the usual case: for details see, for example, [6, 8, 15] and the
forthcoming (3.21). 
3.1.2. The geometric setting. Due to the three different cases we consider (and
subsequently, with the three different time scales needed), we shall need to work
with three families of shrinking cylinders and related cutoff functions.
Set, for j ∈ N0,
σj :=
1
16
(
1 + 2−j
)
, σ˜j :=
1
4
(
1 + 2−j
)
,
and
Qij := σjQ
i =
(
Bj×(t0−T ij , t0)
)∩ΩT , i = 1, 2, Q3j := σ˜jQ3 = (B˜j×(t0−T 3j , t0))∩ΩT ,
where
Bj := Bσjr(x0), T
i
j := σjT
i, i = 1, 2, B˜j := Bσ˜jr(x0), T
3
j := σ˜jT
3.
Note that
1
8
Q1 = Q10 ⊃ Q1j
j→∞−→ 1
16
Q1,
1
8
Q2 = Q20 ⊃ Q2j
j→∞−→ 1
16
Q2,
and
1
2
Q3 = Q30 ⊃ Q3j j→∞−→
1
4
Q3.
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We will take, for i = 1, 2, 3 and j ∈ N0, standard smooth cut-off functions φi,j
such that φi,j vanishes on the parabolic boundary of Q
i
j; moreover we assume
0 ≤ φi,j ≤ 1 and φi,j ≡ 1 on Qij+1. Note that we may also require
|∂tφpi,j | ≤ c(p)
2j
T i
, |Dφi,j | ≤ c 2
j
r
.
3.1.3. Occurrence of (Alt. 1). Here we state that using (3.7) it is possible to show
that
sup
1
16Q
2
v ≤ µ+ − ε2ω˜ , (3.20)
provided we choose ε2 ≡ ε2(n, p,Λ, δ) small enough. Indeed, the proof for the
above fact reduces (more or less) to the analysis of the standard evolutionary p-
Laplacian operator, because the phase transition lies outside of the support of the
test functions; essentially, we follow the proof of [6, Lemma 9.1, Chapter III], once
having (3.7) at hand. We sketch the proof for the convenience of the reader.
Choose for j ∈ N0 the levels
kj := µ
+ − (1 + 2−j)ε2ω˜,
and consider the Caccioppoli inequality, Lemma (3.1), with Q = Q2j , k = kj , and
φ = φ2,j . Noting that kj ≥ µ+− 32 ω˜ ≥ b+ ε and recalling that T 2 = [ε2ω˜]2−prp we
have
1
min{T 2j , t0}
sup
max{0,t0−T 2j }<t<t0
∫
Bj∩Ω
[
(v − kj)2+φp2,j
]
(·, t) dx
+
∫
Q2j
|D(v − kj)+φ2,j |p dx dt
≤ c 2
jp
rp
∫
Q2j
(
(v − kj)p+ + (v − kj)2+[ε2ω˜]p−2
)
dx dt , (3.21)
with c ≡ c(n, p,Λ). Using
2−(j+1)ε2ω˜ χ{v>kj+1} ≤ (v − kj)+ ≤ 2ε2ω˜
and Sobolev’s inequality (2.10) (see also Remark 3.1) together with (3.21), we have
for all j ∈ N0[
2−(j+1)ε2ω˜
]2(1−1/κ)+p
Aj+1 ≤
∫
Q2j+1
(v − kj)2(1−1/κ)+p+ dx dt
≤ c rp[T 2]1−1/κ [ 1
min{T 2j , t0}
sup
max{0,t0−T 2j }<t<t0
∫
Bj∩Ω
[
(v − kj)2+φp2,j
]
(·, t) dx
]1−1/κ
×
∫
Q2j
|D(v − kj)+φ2,j |p dx dt
≤ c rp[T 2]1−1/κ[2jp
rp
∫
Q2j
(
(v − kj)p+ + (v − kj)2+[ε2ω˜]p−2
)
dx dt
]2−1/κ
≤ c 2(2−1/κ)pjrp+p(1−1/κ)−p(2−1/κ)[ε2ω˜](1−1/κ)(2−p)+p(2−1/κ)A¯2−1/κj (3.22)
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with
Aj :=
∫
Q2j
χ{v>kj} dx dt =
|Q2j ∩ {v > kj}|
|Q2j |
.
Thus Aj+1 ≤ c 2c(p,κ)jA2−1/κj , with c depending on n, p,Λ, 1/κ. This yields (3.20)
in view of (3.7) and a standard hyper-geometric iteration lemma, provided ε2 is
chosen small enough, in dependence of n, p,Λ, δ and q. Recall that κ ≡ κ(q).
3.1.4. Occurrence of (Alt. 2) and (Alt. 2.1). Set for j ∈ N0
kj := µ
+ − 4(1 + 2−j)ω˜
and notice that kj < µ
+ − 4ω˜, which together with (Alt. 2) and (3.6)2 implies
b− ε− kj ≥ ω˜. Thus, using (Alt. 2.1) we obtain
sup
max{0,t0−T 3j+1}<t<t0
∫
B˜j+1∩Ω
∫ v(·,t)
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx
≥ sup
max{0,t0−
1
4T
3}<t<t0
∫
Br/4∩Ω
∫ v(·,t)
b−ε
H ′b,ε(ξ)(ξ − kj)+ dξ dx
≥ ω˜ sup
max{0,t0−
1
4T
1}<t<t0
∫
Br/4∩Ω
∫ v(·,t)
µ+−3ω˜
H ′b,ε(ξ) dξ dx
> ε−13 ω˜ [ε1ω]
q
, (3.23)
in view of (3.4). By Poincare´’s inequality (see Remark 3.1) we have∫
Q3j+1
(v − kj)p+ dx dt ≤ c(n, p, δ) rp
∫
Q3j+1
|D(v − kj)+|p dx dt, (3.24)
which together with (3.23) and the Caccioppoli inequality with Q = Q3j , k = kj ,
and φ = φ3,j yields
ε−13 ω˜ [ε1ω]
q
T 3
∫
Q3j+1
(v − kj)p+ dx dt
≤ c
[
1
min{T 3j+1, t0}
sup
max{0,t0−T 3j+1}<t<t0
∫
B˜j+1∩Ω
∫ v(·,t)
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx
]
×
×
[
rp
∫
Q3j+1
|D(v − kj)+|p dx dt
]
≤ c 22pjrp
[∫
Q3j
((v − kj)p+
rp
+
(v − kj)2+
T 3
)
dx dt
+
∫
Q3j
∫ v
kj
H ′b,ε(ξ)
(ξ − kj)+
T 3
dξ dx dt
]2
.
At this point, to bound both the left and the right-hand side, we use the following
facts: first, we have
2−(j−1)ω˜ χ{v>kj+1} ≤ (v − kj)+ ≤ 8ω˜ χ{v>kj} ;
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then, the definition of T 3 = ω˜1−prp and also the fact that ω˜ ≤ 1 yield
2−pjε−13 [ε1ω]
q
∫
Q3j+1
χ{v>kj+1} dx dt ≤ c 22pj
(∫
Q3j
χ{v>kj} dx dt
)2
,
with c ≡ c(n, p,Λ, δ). Denoting
A¯j :=
∫
Q3j
χ{v>kj} dx dt =
|Q3j ∩ {v > kj}|
|Q3j |
we hence finally have
A¯j+1 ≤ 23pj c¯ ε3 [ε1ω]−q A¯2j ,
where the constant c¯ depends on n, p,Λ, δ, but it is independent of ε1. Then, if
A¯0 ≤ [ε1ω]
q
ε323pc¯
,
then the sequence {Aj} becomes infinitesimal, in particular implying that
sup
1
4Q
3
v ≤ µ+ − 4ω˜. (3.25)
The above condition for A¯0 can be certainly guaranteed by taking
ε3 :=
1
23pcℓc¯
, (3.26)
since Lemma 3.2, equation (3.8), gives us exactly
|Q30 ∩ {v > k0}|
|Q30|
≤ cℓ[ε1ω]q;
recall that we are assuming here (Alt. 2). Note carefully that now the parameter
ε3 has been fixed as a parameter of n, p,Λ, δ, but it is independent of ε1.
3.1.5. Occurrence of (Alt. 2) and (Alt. 2.2). We set this time for j ∈ N0
kj := µ
+ − (1 + 2−j)ε1ω.
Choosing Q = Q1j , k = kj and φ = φ1,j the Caccioppoli’s estimate takes the form
1
min{T 1j , t0}
sup
max{0,t0−T 1j }<t<t0
∫
Bj∩Ω
(
(v − kj)2+φp1,j
)
(·, t) dx
+
∫
Q1j
|D(v − kj)+φ1,j |p dx dt
≤ c 2pj
[ ∫
Q1j
(
(v − kj)p+
rp
+
(v − kj)2+
T 1
)
dx dt
+
1
T 1
∫
Q1j
∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx dt
]
.
Now using (v − kj)+ ≤ 2ε1ω, Ho¨lder’s inequality and (Alt. 2.2) yields∫
Q1j
∫ v
kj
H ′b,ε(ξ)(ξ − kj)+ dξ dx dt
≤ 2ε1ω
(∫
Q1j
[∫ v
µ+−3ω˜
H ′b,ε(ξ) dξ
]q
dx dt
) 1
q
(∫
Q1j
χ{v>kj} dx dt
)1− 1q
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≤ 2ε1ω
(
sup
max{0,t0−T 1j }<t<t0
∫
Br/4∩Ω
∫ v(·,t)
µ+−3ω˜
H ′b,ε(ξ) dξ dx
) 1
q
(∫
Q1j
χ{v>kj} dx dt
)1− 1q
≤ c ε−1/q3 [ε1ω]2A˜
1− 1q
j ,
setting
A˜j :=
∫
Q1j
χ{v>kj} dx dt =
|Q1j ∩ {v > kj}|
|Q1j |
,
recalling that q > 1 and
∫
R
H ′b,ε dξ ≤ 1. Also recall that ε3 is fixed and depends only
on n, p,Λ, δ. Combining the two displays above and recalling that T 1 = [ε1ω]
2−prp,
we obtain
1
min{T 1j , t0}
sup
max{0,t0−T 1j }<t<t0
∫
Bj∩Ω
(
(v−kj)2+φp1,j
)
(·, t) dx+
∫
Q1j
|D(v−kj)+φ1,j |p dx dt
≤ c 2pj [ε1ω]
p
rp
(
A˜j + ε
−1/q
3 A˜
1− 1q
j
)
≤ c ε−1/q3 2pj
[ε1ω]
p
rp
A˜
1−1/q
j .
To conclude, by Sobolev’s inequality (2.10) with φ := φ1,j , w = (v − kj)+, B =
Bj ∩ Ω and Γ =
(
max{0, t0 − T 1j }, t0
)
we infer∫
Q1j+1
(v − kj)2(1−1/κ)+p+ dx dt
≤ c rp[T 1]1−1/κ[ 1
min{T 1j , t0}
sup
max{0,t0−T 1j }<t<t0
∫
Bj∩Ω
(
(v − kj)2+φp1,j
)
(·, t) dx
]1−1/κ
×
×
∫
Q1j
|D(v − kj)+φ1,j |p dx dt
≤ c ε−(2−1/κ)/q3 rp+p(1−1/κ)−p(2−1/κ)[ε1ω](2−p)(1−1/κ)+p(2−1/κ)×
× 2p(2−1/κ)jA˜(1−1/q)(2−1/κ)j ,
with c depending on n, p,Λ, q, δ. Estimating finally
(v − kj)+ ≥ 2−(j+1)[ε1ω]χ{v>kj+1}
we conclude with
A˜j+1 ≤ c˜ ε−(2−1/κ)/q3 24pjA˜1+ζj ,
where ζ := (1 − 1/q)(2 − 1/κ) − 1 > 0 by (2.12) and c˜ depends only on n, p,Λ, δ
and q. Hence by choosing
ε1 := min
{
exp
[
−
(
cℓ c˜
1/ζ24p/ζ
2
ε
−(1/p+(2−1/κ)/(ζq))
3
)p′]
, εp−22 , ε2, 2
−10
}
, (3.27)
we get by (3.9) that
A˜0 ≤
[
c˜ ε
−(2−1/κ)/q
3
]−1/ζ
2−4p/ζ
2
and again a standard hyper-geometric iteration lemma ensures that
sup
1
16Q
1
v ≤ µ+ − ε1ω. (3.28)
Note that, taking into account the fact that ε2 has already been fixed in Paragraph
(3.1.3) as constant depending on n, p,Λ, δ and q and also ε3 has been fixed in (3.26)
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depending only on n, p,Λ, δ, now also ε1 is fixed as a constant depending only on
n, p,Λ, δ and q.
3.1.6. Conclusion. All in all, merging the three different alternatives that yield
(3.20), (3.25) and (3.28), then adding − inf 1
16Q
1 v ≤ −µ−, we have proved that if v
is a solution to (3.1) and (3.6) holds, then
osc
1
16Q
1
v ≤ osc
Q3
v − ε1ω˜ ≤ osc
Q3
v − ε21ω exp
(− [ε1ω]−p′q) . (3.29)
Indeed if b satisfies (3.5), then (3.29) is what we proved on the previous pages. On
the other hand, if b 6∈ [infQ3 v, supQ3 v], we are essentially in the same situation as
described in Paragraph 3.1.3 and therefore also in this case (3.20), and hence (3.29),
holds. Note that if b 6∈ [infQ3 v, supQ3 v], then for ε small enough v is a solution to
the evolutionary p-Laplace equation, and the oscillation reduction follows in general
by the well-known argument of DiBenedetto, see [6, 15]; however, referring also in
this case to Paragraph 3.1.3 allows for a unitary treatment of these alternatives.
Remark 3.2. Note that in case
inf
Q
3
∩∂pΩT
g˜ ≥ µ− + ω
8
, ε ≤ ω˜
2
, (3.30)
holds in place of (3.6), then (3.29) still holds since −v solves an equation similar
to (3.1) with boundary datum −g˜.
3.2. Reducing the oscillation at the initial boundary. Let us take x0 ∈ Ω.
Similarly to the previous Paragraph, here we denote, for some ω > 0
Q :=
(
Br(x0) ∩ Ω
)× (0, T 4), T 4 := min{ω2−prp, T } (3.31)
and we consider the function v solving (3.1) with Cauchy-Dirichlet datum g˜. Let us
remind the reader that the Caccioppoli’s inequality of Lemma 3.1 is valid for v also
in this case. We can then follow the steps in [6, Chapter III, Section 11] using time
independent cut-off functions and we can reduce the problem to the analysis of the
standard evolutionary p-Laplace equation; we briefly present the proof adapted to
our setting.
The next result is a standard “Logarithmic Lemma”, see for example the proof
in [6, Chapter II]. The assumption in (3.32) will be satisfied by imposing a proper
condition between the solution and the initial trace g(·, 0), see (4.7).
Lemma 3.3. Let Q and T 4 be as in (3.31), and assume that v ∈ C(Q) solves (3.1)
in Q and
sup
Br(x0)∩Ω
v(·, 0) ≤ sup
Q
v − ω
8
. (3.32)
Then, for a constant c depending on n, p,Λ, there holds∣∣(Br/2(x0) ∩ Ω) ∩ {v(·, τ) ≥ supQ v − θ ω/8}∣∣
|Br/2(x0) ∩ Ω|
≤ c
log(1/θ)
(3.33)
whenever θ ∈ (0, 1) and τ ∈ (0, T 4).
Proof. Denote in short A˜(Dv) := A˜(x, t, v,Dv), Bˆ := Br(x0)∩Ω and H as in (2.7),
with b replacing a. Consider a time independent cut-off function φ ∈ C∞c (Br(x0)),
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0 ≤ φ ≤ 1, with φ ≡ 1 in Br/2, φ = 0 on ∂Br(x0), and |Dφ| ≤ c/r. Take
k = supQ v − ω/8 and define for θ ∈ (0, 1/8] the function
Ψ(v) =
[
log
(
ω
ω(1 + θ)− 8(v − k)+
)]
+
.
We have Ψ(v) 6= 0 when v > supQ v − ω(1 − θ)/8 =: v− > supQ v − ω/8 > ω/2
(note that if supQ v ≤ 3ω/4 there is nothing to prove, since (3.33) would be trivial).
Observe that we have
Ψ ′(v) = χ{v>v−}
8
ω(1 + θ)− 8(v − k)+ .
Testing formally the equation with η = Ψ ′(v)Ψ(v)φpχ(−∞,τ)(t), for τ ∈ (0, T 4),
which vanishes in a neighborhood of ∂pΩT being continuous and zero on ∂pΩT , we
have
−
∫
Bˆ×(0,τ)
〈A˜(Dv), Dη〉 dx dt =
∫
Bˆ×(0,τ)
∂tH(v)η dx dt.
To be precise, this choice of the test function is admissible only after a suitable
mollification in time; see for instance the steps in the end of the proof of [1, Lemma
2.3] for a rigorous treatment of the parabolic term in this setting. Indeed one
should prove the estimate not directly up to t = 0 but t = ε, for ε (the mollification
parameter) small enough, and then pass to the limit. We have
∂tH(v)Ψ ′(v)Ψ(v) = ∂t
∫ v
v−
H′(ξ)Ψ ′(ξ)Ψ(ξ) dξ
and integration by parts gives∫
Bˆ×(0,τ)
∂tH(v)Ψ ′(v)Ψ(v)φp dx dt =
∫
Bˆ
∫ v(·,t)
v−
H′(ξ)Ψ ′(ξ)Ψ(ξ) dξφp dx
∣∣∣∣τ
t=0
,
since φ is time independent and recalling that v ∈ C(Q). Since v < v− on Bˆ×{0},
we have that the term on the right-hand side for t = 0 is zero. Therefore∫
Bˆ×(0,τ)
∂tH(v)Ψ ′(v)Ψ(v)φp dx dt =
∫
Bˆ
∫ v(x,τ)
v−
H′(ξ)Ψ ′(ξ)Ψ(ξ) dξφ(x)p dx
and since H′ ≥ 1 and Ψ(v−) = 0, we obtain∫
Bˆ
Ψ2(v(·, τ))φp dx ≤ 2
∫
Bˆ×(0,τ)
∂tH(v)Ψ ′(v)Ψ(v)φp dx dt.
As for the elliptic term, we get from (2.6)
−
∫
Bˆ×(0,τ)
〈A˜(Dv), Dη〉 dx dt = −
∫
Bˆ×(0,τ)
〈A˜(Dv), Dv〉(1 + Ψ(v)) [Ψ ′(v)]2 φp dx dt
−
∫
Bˆ×(0,τ)
〈A˜(Dv), Dφp〉Ψ ′(v)Ψ(v) dx dt
≤ −c(p,Λ)
∫
Bˆ×(0,τ)
|Dv|p(1 + Ψ(v)) [Ψ ′(v)]2 φp dx dt
+ c(p,Λ)
∫
Q
Ψ(v) [Ψ ′(v)]
2−p |Dφ|p dx dt,
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using Young’s inequality. We thus obtain, discarding the negative term on the
right-hand side∫
Bˆ
Ψ2(v(·, τ))φp dx ≤ c
∫
Q
Ψ(v) [Ψ ′(v)]
2−p |Dφ|p dx dt;
this holds for all τ ∈ (0, T 4]. The very definitions of Ψ and T 4 then imply∫
1
2 Bˆ
[Ψ(v(·, τ))]2 dx ≤ c |Bˆ|T
4
rp
log
1
θ
(ω
8
)p−2
≤ c ∣∣12 Bˆ∣∣ log 1θ ,
since θω/8 < (v − k)+ ≤ ω/8 in {Ψ(v) 6= 0}. Moreover, the left-hand side can be
bounded from below as∫
1
2 Bˆ
[Ψ(v(·, τ))]2 dx ≥
∣∣∣∣12 Bˆ ∩ {v(·, τ) ≥ sup
Q
v − θ ω/8
}∣∣∣∣ ( log 12θ)2
and we conclude with∣∣∣ 12 Bˆ ∩ {v(·, τ) ≥ supQ v − θ ω/8}∣∣∣
| 12 Bˆ|
≤ c log(1/θ)
[log(1/(2θ))]2
≤ c
log(1/θ)
.

Therefore, if (3.32) holds, then for all ν∗ ∈ (0, 1) we find ε4 ≡ ε4(n, p,Λ, ν∗) such
that after integration, denoting σQ := (Bσr ∩ Ω)× (0, T ) for σ ∈ (0, 1], we have∣∣∣ 12Q ∩ {v ≥ sup
Q
v − 2ε4 ω
}∣∣∣ ≤ ν∗∣∣12Q∣∣.
We can now deduce the following.
Proposition 3.4. Let v be a solution to (3.1) in Q and suppose that (3.32) holds
for some ω > 0. Then
sup
1
4Q
v ≤ sup
Q
v − ε4ω , (3.34)
where ε4 is a constant depending on n, p,Λ, δ and q.
Proof. Note that taking independent of time cut-off functions, the Caccioppoli’s
inequality does not contain the terms containing H ′b,ε on the right-hand side. In
particular we set
Qj :=
(
Bσjr(x0) ∩ Ω
)
× (0, T 4) =: Bj × (0, T 4), σj = 1
4
(
1 + 2−j
)
,
and we have
1
T 4
sup
0<t<T 4
∫
Bj+1
[
(v − k)2+
]
(·, t) dx +
∫
Qj+1
|D(v − k)+|p dx dt
≤ c 2jp
∫
Qj
(v − k)p+
rp
dx dt.
Setting kj := supQ v− (1+ 2−j)ε4ω and using Sobolev’s inequality (2.10) (possibly
the boundary version mentioned in the last remark of Paragraph 2.3) we infer, with
κ defined in (2.9) and the agreement in (2.11),∫
Qj+1
(v − kj)2(1−1/κ)+p+ dx dt
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≤ c(n, p, δ) rp[T 4]1−1/κ[2jp
rp
∫
Qj
(v − kj)p+ dx dt
]2−1/κ
≤ c 2c(p,κ)jω(1−1/κ)(2−p)+p(2−1/κ)
[∫
Qj
χ{v>kj} dx dt
]2−1/κ
.
Note all this is possible since kj ≥ supQ v−ω/8 when ε4 is small enough, and hence
(v − kj)+ vanishes in a neighborhood of ∂parΩT by the boundary continuity of v.
Now reasoning as after (3.22), a standard hyper-geometric iteration lemma yields
(3.34) provided that ν∗ is chosen small enough, depending on n, p,Λ, δ and q; this
finally fixes ε4. 
4. The approximate boundary continuity
The goal of this Section is the iteration of the results of the previous Section; this
will give in a standard way, as a consequence, the boundary continuity. Moreover,
we shall show how to explicitly infer the modulus described in (1.7).
4.1. Iterative estimates. The goal of the next Proposition will be twofold. On
the one hand, we show how to set the estimates (3.29) and (3.34) into an iterative
scheme. On the other hand, we unify the interior (presented in [1]), initial and
lateral boundary cases in order to have estimates slightly more manageable.
Proposition 4.1. Let R0 ≤ rΩ, (x0, t0) ∈ ΩT and q > q¯, where q¯ ≥ 2 has been
defined in (1.5); set
α :=
1
p′q
∈
(
0,
1
p′q¯
)
.
Then there exist constants ϑ, τ ∈ (0, 1/2) depending only on n, p,Λ, δ and q such
that for any decreasing sequence {ωj}j∈N0 with
ω0 := 1, ωj+1 ≥ ωj
(
1− ϑ exp (− [ϑωj ]−1/α)) (4.1)
and moreover defining for j ∈ N0
ω˜j := τωj exp
(
−[τωj ]−1/α
)
Rj+1 := exp
(
−ϑ
α
[ϑωj ]
−1/α
)
Rj , Tj := ω˜
1−p
j R
p
j
Qj :=
(
BRj (x0)× (t0 − Tj, t0 + Tj)
) ∩ ΩT ,
(4.2)
we have the following: If v is a continuous weak solution to (3.1) in Qj with ε ≤
ω˜j/2 and such that
osc
Qj
v ≤ ωj (4.3)
for some j ∈ N0, then
osc
Qj+1
v ≤ max{ωj+1, 2 osc
Q
j
∩∂pΩT
g˜
}
. (4.4)
Proof. Fix j ∈ N0 as in the statement of the Proposition and suppose that (4.3)
holds. Observe that by considering the time tj := t0 + Tj instead of t0, we may
write both Qj and Qj+1 as backwards in time cylinders:
Qi =
(
BRi(x0)× (ti − 2Ti, ti)
)
∩ ΩT
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for i = j, j + 1. Notice that it could indeed happen that tj , tj+1 > T . In order to
have some freedom we choose two auxiliary parameters
R˜j := exp
(
− 2ϑ
3α
[ϑωj ]
−1/α
)
Rj and Rˆj := exp
(
− ϑ
3α
[ϑωj ]
−1/α
)
Rj .
Note that not only do we have Rj+1 ≤ R˜j ≤ Rˆj ≤ Rj , but the ratios
Rj+1
R˜j
=
R˜j
Rˆj
=
Rˆj
Rj
= exp
(
− ϑ
3α
[ϑωj ]
−1/α
)
≤ exp
(
−ϑ
−1
3α
)
(4.5)
can be made as small as we please by choosing ϑ small enough (note that α < 1/4).
Moreover, we set
Qint(r, ω) := Br(x0)× (t¯− M˜ω(2−p)(1+1/α˜)rp, t¯), t¯ := max{tj+1, T };
α˜ ≡ α˜(n, p) is the exponent appearing in [1, Theorem 1.2], relabeled; its explicit
value is not important here, only the fact that α˜ ∈ (0, 1). M˜ is the constant
appearing in [1, Theorem 1.2], larger than one and depending on n, p,Λ and α˜;
note that the dependence on α˜ is meaningful only in the case p = n. We fix, in this
case, α˜ = 1/4 so that in any case M˜ = M˜(n, p,Λ).
Case 1. Interior estimate. Let us first assume that Qint(R˜j , ωj) ⊂ ΩT . Since
R˜j ≤ Rj and
M˜ω
(2−p)(1+1/α˜)
j R˜
p
j
ω˜1−pj R
p
j
= M˜τp−1ω
1−(p−2)/α˜
j exp
(
− (p− 1)[τωj ]−1/α
)(R˜j
Rj
)p
≤ M˜τ (p−2)(1+1/α˜) sup
ς∈(0,1)
ς1−(p−2)/α˜ exp
(
− (p− 1)ς−1/α
)
=: M˜ S(p, q)τ (p−2)(1+1/α˜) ≤ 1 (4.6)
for small enough τ ≡ τ(n, p,Λ, q), we have Qint(R˜j , ωj) ⊂ Qj. Using now [1,
Remark 4.3] and the proof of [1, Theorem 4.1] we see that
osc
Qint(
1
32 R˜j ,ωj)
v ≤ ωj+1 ,
and the inclusion Qj+1 ⊂ Qint( 132 R˜j , ωj) follows choosing small enough ϑ depending
on n, p,Λ, q and τ . Indeed, first we take ϑ so that e−ϑ
−1/[3α] ≤ 1/32 (see (4.5)).
Then we notice that, since ωj+1 ≥ ωj/2,
ω˜1−pj+1R
p
j+1
M˜ω
(2−p)(1+1/α˜)
j (R˜j/32)
p
≤ c(p, M˜)
(τωj
2
)1−p exp ((p− 1)( τωj2 )−1/α)
ω
(2−p)(1+1/α˜)
j
(Rj+1
R˜j
)p
≤ c
τp−1ωj
exp
([
− pϑ
1−1/α
3α
+ (p− 1)(τ
2
)−1/α]
ω
−1/α
j
)
.
Now if we choose ϑ ≤ c(p, α)τ1/(1−α) yielding
ω˜1−pj+1R
p
j+1
M˜ω
(2−p)(1+1/α˜)
j (R˜j/32)
p
≤ c(n, p,Λ, q)
ϑp−1ωj
exp
([
− pϑ
1−1/α
6α
]
ω
−1/α
j
)
,
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then this quantity can be made smaller than one by choosing ϑ further small. Note
that when we decrease the value of τ in what follows, we shall decrease also the
value of ϑ accordingly.
Case 2. Initial boundary. Suppose that Qint(R˜j , ωj) touches the initial boundary,
that is, tj+1 ≤ M˜ω(2−p)(1+1/α˜)j R˜pj . We define
Qini(Rˆj , ωj) :=
(
BRˆj (x0) ∩ Ω
)× (0, ω2−pj Rˆpj )
and we assume that
sup
Q
j
∩∂pΩT
g˜ ≤ sup
Qini(Rˆj ,ωj)
v − ωj
8
=⇒ sup
BRˆj
∩Ω
v(·, 0) ≤ sup
Qini(Rˆj ,ωj)
v − ωj
8
(4.7)
holds. We are thus in a position to apply Lemma 3.3 and to subsequently in-
fer (3.34):
sup
(BRˆj/4
∩Ω)×(0,ω2−pj Rˆ
p
j )
v ≤ sup
Qini(Rˆj ,ωj)
v − ε4ωj ≤ sup
Qj
v − ε4ωj ;
the last inequality holds, since Rˆj ≤ Rj and ω2−pj ≤ ω˜1−pj . Since Rj+1 ≤ 14 Rˆj and
tj+1 ≤ M˜ω(2−p)(1+1/α˜)j R˜pj ≤ ω2−pj Rˆpj
for ϑ small, we also have Qj+1 ⊂ (BRˆj/4(x0) ∩Ω)× (0, ω
2−p
j Rˆ
p
j ). Note indeed that
M˜ω
(2−p)(1+1/α˜)
j
ω2−pj
(R˜j
Rˆj
)p
≤ M˜ω(2−p)/α˜j exp
(
− ϑ
3α
[ϑωj ]
−1/α
)
≤ M˜ϑ(p−2)/α˜ sup
ς>0
ς(2−p)/α˜ exp
(
− ς
(α−1)/α
3α
)
≤ 1
for small enough ϑ. Thus,
sup
Qj+1
v ≤ sup
Qj
v − ε4ωj =⇒ osc
Qj+1
v ≤ osc
Qj
v − ε4ωj ≤ ωj(1− ε4) ≤ ωj+1, (4.8)
after having subtracted from both sides infQj+1 v and taking ϑ ≤ ε4. The case
inf
Q
j
∩∂pΩT
g˜ ≥ inf
Qini(Rˆj ,ωj)
v +
ωj
8
(4.9)
can be reduced to the previous one simply observing that −v satisfies an equation
structurally similar to (3.1) with −g˜ replacing g˜ as boundary datum; thus also
in this case we conclude with (4.8). To conclude, note that we may assume that
oscQj+1 v >
3
4ωj , because otherwise
osc
Qj+1
v ≤ 3
4
ωj ≤ ωj+1.
Thus, if neither (4.7) nor (4.9) holds, subtracting the converse inequalities gives
osc
Q
j
∩∂pΩT
g˜ ≥ osc
Qini(Rˆj ,ωj)
v − ωj
4
≥ osc
Qj+1
v − ωj
4
≥ ωj
2
;
in view of (4.3) this implies oscQj+1 v ≤ oscQj v ≤ 2 oscQj∩∂pΩT g˜.
Case 3. Lateral boundary. We finally assume that BR˜j (x0) ∩ ∂Ω 6= ∅. The idea is
to use the results of Section 3.1 with ω = ωj , r = Rˆj and ε1 = τ , which yield
ω˜ = ω˜j, T
1 = (τωj)
2−pRˆpj , T
3 = ω˜1−pj Rˆ
p
j .
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Since x0 is close to the boundary, we find x˜ ∈ ∂Ω such that |x0− x˜| ≤ R˜j , and thus
for a small ϑ we have BRj+1(x0) ⊂ 116BRˆj (x˜) using (4.5). Moreover, we estimate
2Tj+1
1
16T
1
= 32
( ωj
ωj+1
)p−2 1
τωj+1
exp
(
(p− 1)[τωj+1]−1/α
)(Rj+1
Rˆj
)p
≤ 2p+3 exp
(((2
τ
)1/α
− 2
3α
ϑ(α−1)/α
)
p ω
−1/α
j
)
≤ 1
for small enough ϑ using ωj ≤ 2ωj+1 (implied by (4.1)) and 1/x ≤ exp(x−1/α) for
x > 0; recall that α ∈ (0, 1). Therefore Qj+1 ⊂ 116Q1(x˜), where
Q1(x˜) :=
(
BRˆj (x˜)×
(
tj+1 − T 1, tj+1
)) ∩ ΩT ;
moreover, we clearly have Q3(x˜) ⊂ Qj for small ϑ, if we set
Q3(x˜) :=
(
BRˆj (x˜)×
(
tj+1 − T 3, tj+1
)) ∩ ΩT .
Now we assume that
sup
Q3(x˜)∩∂pΩT
g˜ ≤ sup
Q3(x˜)
v − ωj
8
.
Possibly reducing the value of ϑ and noting that the map σ 7→ exp (−σ−1/α) is
increasing, (3.29) gives
osc
1
16Q
1(x˜)
v ≤ osc
Q3(x˜)
v − ϑωj exp
(
−[ϑωj]−1/α
)
; (4.10)
note that we are assuming ε ≤ ω˜j/2. Using (4.3) and (4.1), we can bound the
right-hand side of (4.10) by ωj+1, which gives the result. The case
inf
Q3(x˜)∩∂pΩT
g˜ ≥ inf
Q3(x˜)
v +
ωj
8
is handled similarly; see Remark 3.2. In the remaining case we have, similarly to
Case 2, that either
osc
Qj+1
v ≤ 3
4
ωj ≤ ωj+1
or
osc
Qj+1
v ≤ osc
Qj
v ≤ ωj ≤ 2 osc
Q3(x˜)∩∂pΩT
g˜.
This concludes the proof of (4.4); ϑ and τ are now fixed as constants depending
only on n, p,Λ, δ and q. 
Claim 4.1. Once fixed R0 > 0 and α as in (1.6), with ω(·) defined in (1.7), ϑ fixed
in Proposition 4.1, λ0 := exp(exp(ϑ
−1/α)) and Rj defined in (4.2), the sequence
{ωj}j∈N0 with the choice ωj := ω(Rj) satisfies (4.1); that is
ω(R0) = 1, ω(Rj+1) ≥ ω(Rj)
(
1− ϑ exp (− [ϑω(Rj)]−1/α)).
Moreover,
ω(Rj) ≤ 2ω(Rj+1). (4.11)
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Proof. First, we obviously have ω(R0) = 1 by the choice of λ0. For any fixed j ∈ N0,
using the elementary inequality 1− x ≤ e−x that is valid for any x, we have
1− ϑ exp (− [ϑω(Rj)]−1/α) ≤ exp(− ϑ exp (− [ϑω(Rj)]−1/α)).
Now we estimate the argument of the exponential in the following way:
−ϑ exp (− [ϑω(Rj)]−1/α) ≤ − ϑ∫ Rj
Rj+1
dρ
ρ
∫ Rj
Rj+1
exp
(− [ϑω(ρ)]−1/α)dρ
ρ
since the map ρ 7→ − exp(−[ϑω(ρ)]−1/α) is decreasing. We compute, using the
expression in (4.2) for Rj+1/Rj ,∫ Rj
Rj+1
dρ
ρ
= − log
(Rj+1
Rj
)
=
ϑ
α
[ϑω(Rj)]
−1/α
and using (1.7) for the explicit expression of ω(·)
exp
(− [ϑω(ρ)]−1/α) = exp(− log( log(λ0R0
ρ
)))
=
1
log(λ0R0/ρ)
.
Thus, merging the estimates above and using again the aforementioned monotonic-
ity and the expression for ω(·), we have
1− ϑ exp (− [ϑω(Rj)]−1/α) ≤ exp(− α[ϑω(Rj)]1/α ∫ Rj
Rj+1
1
log(λ0R0/ρ)
dρ
ρ
)
≤ exp
(
− α
∫ Rj
Rj+1
[ϑω(ρ)]1/α
1
log(λ0R0/ρ)
dρ
ρ
)
= exp
(
− α
∫ Rj
Rj+1
1
log(log(λ0R0/ρ))
1
log(λ0R0/ρ)
dρ
ρ
)
.
We conclude by simply computing
−α
∫ Rj
Rj+1
1
log(log(λ0R0/ρ))
1
log(λ0R0/ρ)
dρ
ρ
= log
([
log(log(λ0R0/Rj))
log(log(λ0R0/Rj+1))
]α)
and since the last quantity is equal to log(ω(Rj+1)/ω(Rj)), the first part of the
Claim is proved. For the doubling property (4.11), it is enough to recall that
ϑ, ω(Rj) ≤ 1. 
4.2. Uniform modulus of continuity. We finally prove that our approximate
solution v is almost equi-continuous. In order to fix a normalization condition, we
assume that
osc
ΩT
v ≤ 1 (4.12)
holds true.
Proposition 4.2. Suppose that v is a weak solution to (3.1) in ΩT attaining con-
tinuously the boundary values g˜ ∈ C0(∂pΩT ) on ∂pΩT , and suppose that (4.12)
holds true. There is a modulus of continuity ω¯ independent of ε and (x0, t0) ∈ ΩT
such that
osc
Qr(x0,t0)∩ΩT
v ≤ ω¯(r) + h(ε) (4.13)
for every r > 0, where h(ε)→ 0 as ε→ 0.
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Proof. Fix (x0, t0) ∈ ΩT . We first examine the case r ≤ r2Ω and look for a modulus
of continuity ω¯(·) of the form
ω¯(r) := 4c0
(
ω1(
√
r) + ωg˜(
√
r)
)
, (4.14)
where c0 > 1 is to be chosen, ω1(·) is ω(·) defined in (1.7) with R0 = 1, and ωg˜(·)
is a modulus of continuity for g˜, as described in (1.4). The error h(·) is defined as
the unique solution to
τh(ε) exp
(
−[τh(ε)]−1/α
)
= 2ε ,
and it is easy to see that h(ε)→ 0 as ε→ 0.
According to Proposition 4.1, we define inductively
R0 :=
√
r, ωj := ω(Rj), ω˜j := τωj exp
(
−[τωj ]−1/α
)
,
Rj+1 := exp
(
−ϑ
α
[ϑωj ]
−1/α
)
Rj , (4.15)
Qj :=
(
BRj (x0)× (t0 − ω˜1−pj Rpj , t0 + ω˜1−pj Rpj )
)
∩ ΩT .
Here ω(·) is defined as in (1.7) with the expression of R0 above. We then fix ¯ as the
largest index j for which ε ≤ ω˜j/2; then ωj < h(ε) for all j ≥ ¯ + 1. Moreover we
let k ∈ N0 be such that Rk+1 ≤ r < Rk and denote Q := Qr(x0, t0) ∩ ΩT . Finally,
note that if oscQ v ≤ 4ωg˜(c0
√
r), then there is nothing to prove, by the concavity
of ωg˜. Thus we may assume that oscQ v > 4ωg˜(c0
√
r) in the rest of the proof.
We proceed inductively, showing that
osc
Qj
v ≤ ωj (4.16)
for all j ∈ {0, . . . ,min{¯ + 1, k + 1}}. Note that (4.16) is certainly true for
j = 0 in view of (4.12), since ω0 = 1. Assume that (4.16) holds for some
j ∈ {0, . . . ,min{¯, k}}. Since
ωj ≥ osc
Qj
v > osc
Q
v > 4ωg˜(c0
√
r)
by the fact that Rj ≥ Rk ≥ r, we see, by the doubling property ωj ≤ 2ωj+1 given
by Claim 4.1, that
2 osc
Q
j
∩∂pΩT
g˜ ≤ 2ωg˜(c0
√
r) ≤ 1
2
ωj ≤ ωj+1 . (4.17)
The first inequality follows by choosing c0 = ω˜
(1−p)/p
0 , ω˜0 ≡ ω˜0(n, p,Λ, q), since
clearly
ω˜1−pj R
p
j ≤ ω˜1−p0 Rp0 = ω˜1−p0 (
√
r)
p
= (c0
√
r)
p
.
Thus, since j ≤ ¯ and therefore ω˜j ≥ 2ε, by Proposition 4.1 and Claim 4.1 (note
that R0 ≤ rΩ), we obtain
osc
Qj+1
v ≤ max{ωj+1, 2 osc
Q
j
∩∂pΩT
g˜
}
= ωj+1,
proving the induction step.
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Now, if we have ¯ ≥ k, then (4.16) holds in particular for j = k. If on the other
hand ¯ < k we use (4.16) with j = ¯+ 1; in this case, we have
osc
Qk
v ≤ osc
Q¯+1
v ≤ ω¯+1 < h(ε).
As a consequence, merging the two cases, we get
osc
Qr(x0,t0)∩ΩT
v ≤ osc
Qk
v ≤ ωk + h(ε) ≤ 2ω(Rk+1) + h(ε) ≤ 2ω(r) + h(ε) (4.18)
and this essentially finishes the proof, since by the definition of R0 in ω(·), ω(r) =
ω1(
√
r). On the other hand, if r > r2Ω, then by (4.12)
osc
Qr(x0,t0)∩ΩT
v ≤ r
r2Ω
≤ c ω1(
√
r).

We can also give a quantified version of the previous result. Set, for r > 0
ω˜(r) := τω(r) exp
(
−[τω(r)]−1/α
)
,
Q˜ω(·)r (x0, t0) :=
(
Br(x0)× (t0 − ω˜(r)1−prp, t0 + ω˜(r)1−prp)
) ∩ ΩT .
Proposition 4.3. Suppose that v is a weak solution v to (3.1) as in Proposition
4.2, R0 > 0 and moreover that the boundary value function g˜ has the “intrinsic”
modulus of continuity
osc
Q˜
ω(·)
r (x0,t0)
g˜ ≤ M˜ω(r) , (4.19)
for any r ≤ R0, with some M˜ > 0, where (x0, t0) ∈ ΩT and ω(·) has been defined
in (1.7). Then
osc
Q˜
ω(·)
r (x0,t0)
v ≤ c(p, M˜)
[
ω(r) + h
( ε
4M˜ + 1
)]
, (4.20)
for any r > 0 with h(ε)→ 0 as ε→ 0.
Proof. We can rescale v, solution to (3.1), as we rescaled the solution to (2.4) in
Paragraph 2.2, with λ := 4M˜ + 1. Then (4.19) implies
osc
Q˜
ω(·)
r (x0,t0)
gˆ ≤ 1
4
ω(r) .
Going back to (4.17) in the proof of Proposition 4.2 we see that 2 oscQj gˆ ≤ ωj+1 is
always true due to the condition (4.19) and the definitions in (4.15) (in particular,
ωj := ω(Rj)). We are still in position to apply Proposition 4.2 to the solution vˆ of
(2.4) since
∫
R
H˜ ′(σ) dσ = λ−1 ≤ 1; indeed, all the proofs of Section 3 are based only
on the properties in (2.2) of Hb,ε. Thus we obtain (4.16) for any j ∈ N0 and then
(4.18) for vˆ using an argument analogous to the one in the proof of Proposition 4.2.
Scaling back to v gives (4.20). 
5. The convergence proof
In this section we conclude the proof of our main theorems. We first show that
our approximants converge to a continuous function which is a physical solution of
the problem thus proving Theorem 1.1. Then we see that the solution we built has
the modulus of continuity (1.7), which gives Theorem 1.2.
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5.1. The Ascoli-Arzela`-type argument. We recall that uε solves the regular-
ized Cauchy-Dirichlet probem∂t
[
β(uε) +Ha,ε(β(uε))
]− divA(x, t, uε, Duε) = 0 , in ΩT ,
uε = g on ∂pΩT ,
where the regularization of Ha has been defined in (2.1).
Note that by the maximum principle we have
sup
ΩT
|uε| ≤ sup
∂pΩT
|g| (5.1)
independently of ε; moreover uε is continuous up to the boundary and it has an
“equi-almost-uniform” modulus of continuity in the following sense: there exists
a modulus of continuity ω¯ : [0,∞) → [0,∞), concave and continuous, such that
ω¯(0) = 0 and for every z, z′ ∈ ΩT and ε ∈ (0, 1] it holds
|uε(z)− uε(z′)| ≤ ω¯(|z − z′|) + h(ε), (5.2)
the function h(·) having the property that it vanishes as ε→ 0.
To prove (5.2), first we define wε = β(uε) as in Paragraph 2.1. Then we further
rescale as in Paragraph 2.2 with (x0, t0) = (0, 0) and λ := max{β(2‖g‖L∞), 1};
call the rescaled function v instead of vˆ. In fact v solves (3.1) with b = a/λ and
ΩT replaced by Ω × (0, λp−2T ), and the normalization condition (4.12) is clearly
satisfied. We can thus make use of Proposition 4.2 say, and this in turn yields
|v(z)− v(z′)| ≤ ω¯(|z − z′|) + h(ε);
for some modulus of continuity ω¯(·); we can take for |z− z′| the Euclidean distance
in Rn+1 without loss of generality, by suitably modifying ω¯(·). Note that we have
to use (5.1) too. This, in view of the Lipschitz regularity of β yields (5.2) where we
avoided relabeling the quantities on the right-hand side.
Call now ui, i ∈ N, the function uεi for the choice h(εi) ≤ 1/i; the sequence {ui}
is equibounded thanks to (5.1) and, taking into account (5.2), satisfies
|ui(z)− ui(z′)| ≤ ω¯
(|z − z′|)+ 1/i (5.3)
for any z, z′ ∈ ΩT . If we consider the numerable dense subset S := ΩT ∩ Qn+1,
by a standard diagonal argument, as a consequence of (5.1), we extract a subse-
quence, still denoted by {ui}i∈N, converging pointwise in S to u. Moreover, slightly
modifying the proof of Ascoli-Arzela` (see for instance the proof given in [7, Page
17]), using condition (5.3) instead of equi-continuity, we show that the sequence
{ui}i∈N actually converges pointwise in ΩT to a function which we shall call u,
and moreover, by a similar argument, the convergence is uniform. In particular,
u ∈ C0(ΩT ). The rest of the proof will be devoted in proving that u is a local weak
solution of (1.2). Assuming this for a moment, we now prove Theorem 1.2.
Proof of Theorem 1.2. The constant ϑ is the one in Proposition 4.1 while λ0
has been fixed in Lemma 4.1. The constant δ˜ ∈ (0, 1) is defined, according to
Proposition 4.1, as
δ˜2−p := ω˜1−p0 = τ
1−p exp
(
(p− 1)τ−1/α
)
.
To prove (1.9) we distinguish two cases. If ω0 ≤ 1, then (1.8)1 directly implies
that oscQ˜ u ≤ 1 with Q˜ := (BR0(x0) × (t0 − δ˜2−pRp0, t0 + δ˜2−pRp0)) ∩ ΩT and
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we recognize that, by our choice of δ˜, the cylinder Q˜ is exactly the cylinder Q0
appearing in Proposition 4.1. In the proof of Proposition 4.2 we can clearly replace
the renormalization in (4.12) with this local information, which is sufficient to start
the iteration. On the other hand, jumping to Proposition 4.3, we note that for
γ ∈ (0, 1) as in (1.8)2, ω˜(r)1−p ≤ cγ(r/R0)−pγ , cγ depending on data, γ and R0, so
osc
Q˜
ω(·)
r (x0,t0)
g˜ ≤ osc
Br(x0)×(t0−cγ(r/R0)p(1−γ),t0+cγ(r/R0)p(1−γ))
g˜
≤ c(cγ , R0)M˜ωg
(
(r/R0)
1−γ
) ≤ c ω(r) ,
and (4.19) is satisfied. Thus we have (4.20) at hand for v = β(w1/i) and, after
passing to the limit as ε = 1/iց 0, we infer (1.9).
In the case ω0 > 1, the proof is exactly the same except for the fact that before
starting we rescale u, g to uˆ, gˆ as in Paragraph 2.2 with λ = ω0. We again obtain
oscQ0 v ≤ 1 and (4.19), and we conclude by invoking (4.20) and scaling back to u.
Note that Qω0r ⊃ Qω(2−p)/p0 r and (1.9) holds trivially if r > ω
(2−p)/p
0 R0.
In the following paragraph we show that the pointwise limit u is a physical
solution to our problem, that is, it satisfies the weak formulation of Definition 1.1.
5.2. Convergence away from the jump. We consider the previously defined
sequence {ui}i∈N which converges uniformly in ΩT to u. Here it is more convenient
to work with wi := β(ui), which solves
∂twi − div A¯(x, t, wi, Dwi) = −∂tHa,εi(wi) (5.4)
locally in ΩT , with A¯ having the same structure as A, see (2.5). Note that also
{wi} converges uniformly to w = β(u). The reader might recall now that
suppH ′a,εi(·) ⊂ (a− εi, a+ εi);
hence, in the set ΩT ∩{|wi−a| ≥ εi} wi is a solution to a p-Laplacian-type equation
∂twi − div A¯(x, t, wi, Dwi) = 0. (5.5)
Now we fix σ > 0. By the uniform convergence, there exists n¯ = n¯(σ, ω) such that
ΩT ∩ {|w − a| ≥ 2σ} ⊂ ΩT ∩ {|wi − a| ≥ σ} ⊂ ΩT ∩ {|wi − a| ≥ εi}
for all i ≥ n¯; indeed
|wi(x) − a| ≥ |w − a| − |wi(x) − w(x)| ≥ 2σ − σ = σ
if (and independently of) x ∈ ΩT ∩ {|w − a| ≥ 2σ} and if i ≥ n¯ is large enough,
by the uniform convergence of wi to w. Hence wi is a solution to an evolutionary
p-Laplacian-type equation in ΩT ∩ {|w− a| ≥ 2σ} for all i ≥ n¯. Therefore using an
argument similar to the proof of [10, Theorem 5.3], we find not only that {wi}i≥n¯
converges to w uniformly in ΩT ∩ {|w − a| ≥ 2σ}, but also Dwi → Dw almost
everywhere in this set (and moreover Dw ∈ Lploc(ΩT ∩ {|w − a| ≥ 2σ})); we shall
sketch the proof in the next Paragraph. At this point, using a diagonal argument,
we get that there exists a subsequence of the {wi} defined in Paragraph 5.1, still
denoted by {wi}, such that wi converges uniformly to w in ΩT and moreover
Dwi → Dw almost everywhere in |w − a| > 0.
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5.3. Almost everywhere convergence of the gradients. We give here a short
proof of the statement about the almost everywhere convergence of the gradients
in the previous Paragraph. We only give a hint of the classic proof and refer to
[2, 3, 10] for more details.
Take two concentric cylinders Q˜ ⋐ Q ⋐ ΩT ∩ {|w − a| ≥ 2σ}, two functions
wj , wk of the sequence {wi} and a “small” number ς > 0. We test respectively the
weak formulations of (5.5) for wj and wk with the functions
ϕ∓(x, t) := (ς ∓ Tς(wj − wk))φp, where Tς(s) := min
{
max{s,−ς}, ς} (5.6)
is the usual truncation function of [2], φ ∈ V 2,ploc (Q) with ∂tφ ∈ L2loc(Q), φ(·, T ) ≡ 0
and φ ≡ 1 in Q¯. Note that ϕ∓ are admissible since s→ Tς(s) is a Lipschitz mapping
and that this is actually a formal choice, due to the fact that these test functions
do not have the needed time regularity. However, in [10, Proof of Theorem 5.3] it is
shown how to appropriately perform this delicate double limiting procedure. Note
that using the bi-Lipschitz relation (1.11) we infer, from (1.12) and (1.13), that
〈A¯(x, t, u, ξ)− A¯(x, t, u, ζ), ξ − ζ〉 > 0 ,
sup
(x,t)∈ΩT
|A¯(x, t, u, ξ)− A¯(x, t, v, ξ)| ≤ K¯(M, M˜)ωA¯,u
(|u− v|) (5.7)
for almost every (x, t) ∈ ΩT and for all (u, v, ξ, ζ) ∈ R2(n+1), with ζ 6= ξ for the
monotonicity condition and |u|+ |v| ≤M and |ξ| ≤ M˜ for the continuity one; note
that we also used the concavity of ωA,ξ. Indeed
ωA,ξ
(
|ξ|
∣∣∣ 1
β′(β−1(u))
− 1
β′(β−1(v)))
∣∣∣) ≤ M˜ωA,ξ(Λ2K¯(M)ωβ′(Λ|u− v|))
≤ Λ˜3MK¯(M)ωA,ξ
(
ωβ′(|u − v|)
)
,
where K¯(M)ωβ′ is clearly the concave modulus of continuity for β
′ when u, v vary in
the compact set |u|+ |v| ≤M . Now this choice, after some algebraic manipulations
(performed in detail in the aforementioned Proof), leads to∫
Q∩{|wj−wk|≤ς}
〈A¯(·, ·, wj , Dwj)− A¯(·, ·, wk, Dwk), D(wj − wk)〉φp dx dt
≤ −
∫
Q∩{|wj−wk|≤ς}
〈A¯(·, ·, wj , Dwj)− A¯(·, ·, wk, Dwk), Dφp〉(wj − wk) dx dt
+ c ς + ς
∫
Q∩{|wj−wk|≤ς}
〈A¯(·, ·, wj , Dwj) + A¯(·, ·, wk, Dwk), Dφp〉 dx dt
≤ c ς, (5.8)
where the constant ultimately depends upon p,Λ, |Q|, sup∂pΩT |g|, φ (hence on Q¯
and Q) but not on j, k. In the last inequality we took into account the growth
condition in (2.6), the standard energy estimate for the p-Laplacian equation (5.5)
together with the uniform bound (5.1).
The goal here is to prove that the sequence {Dwi}i∈N converges in measure,
being a Cauchy sequence with respect to this convergence. This together with the
fact that the gradients are uniformly bounded in the Lp norm – and this follows
again by the Caccioppoli’s estimate and (5.1) – would then lead to the needed
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almost everywhere convergence. To this aim we define, for ς as above and ρ, λ > 0
the sets
Eρj,k :=
{
z ∈ Q˜ : |Dwj(z)−Dwk(z)| ≥ ρ
}
;
U ςj,k :=
{
z ∈ Q˜ : |wj(z)− wk(z)| ≤ ς
}
;
V λj,k :=
{
z ∈ Q˜ : max{|Dwj(z)|, |Dwk(z)|} ≤ λ
}
.
First note that, enlarging appropriately the domains of integration, we infer∫
Eρj,k∩U
ς
j,k∩V
λ
j,k
〈A¯(·, ·, wj , Dwj)− A¯(·, ·, wj , Dwk), D(wj − wk)〉φp dx dt
≤
∫
Q∩{|wj−wk|≤ς}
〈A¯(·, ·, wj , Dwj)− A¯(·, ·, wk, Dwk), D(wj − wk)〉φp dx dt
+ |Q|K¯(2‖g‖L∞, λ)ωA¯,u(ς)
≤ c (ς + K¯(2‖g‖L∞, λ)ωA¯,u(ς)) (5.9)
by (5.7) together with (5.1) and (5.8), for an appropriate test function equal to one
on Q˜. In order to prove that the sequence {Dwi}i∈N is a Cauchy sequence with
respect to the convergence in measure, that is, that for any ρ > 0, once we fix ǫ > 0
we can find n¯ ≡ n¯(ǫ) such that |Eρj,k| ≤ ǫ for all j, k ≥ n¯, we then split
|Eρj,k| ≤ |Eρj,k ∩ U ςj,k|+ |Q˜r U ςj,k| ≤ |Eρj,k ∩ U ςj,k ∩ V λj,k|+ |Q˜r U ςj,k|+ |Q˜r V λj,k|
for appropriate ς, λ > 0 that will be chosen in the follwing lines. Notice now that
since {wi} converges uniformly, then in particular it is a Cauchy sequence in Q˜ and
hence |Q˜ r U ςj,k| ≤ ǫ/3 provided we take j, k large enough. Moreover, since the
sequence {Dwi} is bounded in Lp, then |Q˜r V λj,k| ≤ ǫ/3 for λ large enough; hence
we can restrict now our attention on the set Eρj,k ∩U ςj,k ∩ V λj,k. We consider the set
Kλ,ρ(x,t) :=
{
(u, ξ, ζ) ∈ R2n+1 : |u| ≤ ‖g‖L∞, |ξ|, |ζ| ≤ λ, |ξ − ζ| ≥ ρ
}
(notice that λ and ρ are fixed) and we consider, for (x, t) ∈ Q˜, the function
γ(x, t) := inf
Kλ
(x,t)
〈A¯(x, t, u, ξ)− A¯(x, t, u, ζ), ξ − ζ〉;
by the continuity of (u, ξ) 7→ A¯(·, ·, u, ξ), the compactness of Kλ,ρ(x,t) and the mono-
tonicity of A¯ in (5.7), we infer that γ(x, t) > 0 for almost every (x, t) ∈ Q˜. By (5.9)
we then have
|Eρj,k ∩ U ςj,k ∩ V λj,k|
∫
Eρj,k∩U
ς
j,k∩V
λ
j,k
γ dx dt ≤
∫
Eρj,k∩U
ς
j,k∩V
λ
j,k
γ dx dt
≤ c (ς + K¯(2‖g‖L∞, λ)ωA¯,u(ς))
and since γ > 0 a.e. in Q˜, we conclude with |Eρj,k ∩ U ςj,k ∩ V λj,k| ≤ ǫ/3 for ς small
enough (recall λ has been already fixed). Hence we have proved that {Dwi} is a
Cauchy sequence with respect to the convergence in measure. This, together with
the convergence of {wi}, yields that {Dwi} actually converges to Dw in measure
and hence there exists a subsequence which converge almost everywhere. Since
the argument above actually holds for every subsequence, then almost everywhere
convergence takes place for the full sequence {Dwi}. Finally, since Q˜ is an arbitrary
compactly contained subset of ΩT∩{|w−a| ≥ 2σ} and the whole sequence converges
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almost everywhere, we have almost everywhere convergence in the whole ΩT ∩{|w−
a| ≥ 2σ}. The fact that Dw ∈ Lp(ΩT ∩ {|w − a| ≥ 2σ}) now simply follows by
Lebesgue’s dominated convergence Theorem and by the fact that the sequence Dwi
is equibounded in Lp.
5.4. Convergence near the jump. In order to infer information on the behavior
of the gradient of the approximating solutions in the set close to {w = a}, we
(formally) test the equation (5.4) with the function ϕ = T2σ(wi − a)φp, for some
fixed σ ∈ (0, 1), where T2σ has been defined in (5.6) and φ ∈ C∞c (ΩT ). The rigorous
treatment needs a mollification in time, see [1] for details. We note that since
Dϕ = Dwiχ{|wi−a|≤2σ}φ
p + p φp−1T2σ(wi − a)Dφ,
we have, with H as in (2.7)∫
ΩT∩{|wi−a|≤2σ}
|Dwi|pφp dx dt ≤ c(p,Λ)σp ‖Dφ‖pLp
+ c(p,Λ)
∫
ΩT
∫ wi
a
H′(ξ)T2σ(ξ − a) dξ ∂t(φp) dx dt.
For the parabolic term we formally have∫
ΩT
∂twiH′(wi)T2σ(wi − a)φp dx dt
=
∫
ΩT
∂t
[∫ wi
a
H′(ξ)T2σ(ξ − a) dξ
]
φp dx dt
=
∫
Ω
[ ∫ wi
a
H′(ξ)T2σ(ξ − a) dξ φp
]
(·, T ) dx
−
∫
ΩT
∫ wi
a
H′(ξ)T2σ(ξ − a) dξ ∂t(φp) dx dt.
We can discard the first term since∫ wi(x,T )
a
H′(ξ)T2σ(ξ − a) dξ ≥ 0,
the mapping ξ 7→ T2σ(ξ−a) being odd with respect to the point ξ = a andH′(·) ≥ 0.
Moreover,∫
ΩT
∫ wi
a
H′(ξ)T2σ(ξ − a) dξ ∂t(φp) dx dt
≤ c(n, p)σ‖∂t(φp)‖L1(ΩT )
(‖wi‖L∞(Q2R) + a+ + 1)
≤ c(n, p)σ‖∂t(φp)‖L1(ΩT ) (‖β(g)‖L∞(∂pΩT ) + a+ + 1)
by the fact that |T2σ(·)| ≤ 2σ and (5.1). Thus, also in view of (5.1), we can finally
estimate ∫
ΩT∩{|wi−a|≤2σ}
|Dwi|pφp dx dt ≤ c σ, (5.10)
where c depends on n, p,Λ, a, ‖g‖L∞(∂pΩT ), β, and the test function φ.
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5.5. Passing to the limit. We now want to pass to the limit in the weak formu-
lation of (5.4); this, once fixed σ ∈ (0, 1), K ⋐ Ω, [t1, t2] ⊂ [0, T ] and a test function
ϕ as in Definition 1.1, reads as
0 =
∫
Kt1,t2∩{|wi−a|>σ}
〈A¯(·, ·, wi, Dwi), Dϕ〉 dx dt
−
∫
Kt1,t2
[
wi +Ha,εi(wi)
]
∂tϕdxdt
+
∫
Kt1,t2∩{|wi−a|≤σ}
〈A¯(·, ·, wi, Dwi), Dϕ〉 dx dt
+
∫
K
{[
wi +Ha,εi(wi)
]
ϕ
}
(·, τ) dx
∣∣∣∣t2
τ=t1
. (5.11)
By the continuity of (µ, ξ) 7→ A(·, ·, µ, ξ), the first term converges to∫
Kt1,t2∩{|w−a|>σ}
〈A(·, ·, u,Du), Dϕ〉 dx dt
as i → ∞; indeed A¯(·, ·, wi, Dwi) = A(·, ·, ui, Dui). The second and the fourth
terms converge to
−
∫
Kt1,t2
ξ ∂tϕdxdt+
∫
K
[ξ ϕ] (·, τ) dx
∣∣∣∣t2
τ=t1
,
where ξ belongs to the graph β(u) +Ha(β(u)) (in particular, ξ = 1/2 if β(u) = 0).
Finally, by uniform convergence we can find n¯, depending on ω and σ, such that
Kt1,t2 ∩ {|w − a| ≤ σ} ⊂ Kt1,t2 ∩ {|wi − a| ≤ 2σ} for any i ≥ n¯.
Hence we can bound, for i ≥ n¯,
|Ti,σ| :=
∣∣∣∣ ∫
Kt1,t2∩{|w−a|≤σ}
〈A¯(·, ·, wi, Dwi), Dϕ〉 dx dt
∣∣∣∣
≤ c(Λ)‖Dϕ‖Lp(Kt1,t2 )
(∫
ΩT∩{|wi−a|≤2σ}
|Dwi|pχsuppϕ dx dt
)1/p′
≤ c ‖Dϕ‖Lp(Kt1,t2 )
(∫
ΩT∩{|wi−a|≤2σ}
|Dwi|pφp dx dt
)1/p′
≤ c ‖Dϕ‖Lp(Kt1,t2 )σ
1/p′ (5.12)
by (5.10), with c ≡ c(p,Λ); here we must take φ as an appropriate cut-off function,
equal to one on the support of ϕ. Hence if we pass to the limit (superior) i → ∞
in (5.11) with σ ∈ (0, 1) fixed, by rearranging terms we get
−
∫
Kt1,t2
ξ ∂tϕdxdt+
∫
Kt1,t2∩{|β(u)−a|>σ}
〈A(·, ·, u,Du), Dϕ〉 dx dt + Tσ
+
∫
K
[ξ ϕ] (·, τ) dx
∣∣∣∣t2
τ=t1
= 0,
with ξ ∈ β(u)+Ha(β(u)), since the equibounded sequence Ti,σ converges to a limit
(possibly only superior) Tσ such that |Tσ| ≤ c σ1/p′ by (5.12). Now we take the
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limit σ → 0 and we get
−
∫
Kt1,t2
ξ ∂tϕdxdt+
∫
Kt1,t2∩{β(u) 6=a}
〈A(·, ·, u,Du), Dϕ〉 dx dt
+
∫
K
[ξ ϕ] (·, τ) dx
∣∣∣∣t2
τ=t1
= 0.
Using well-known properties of Sobolev functions and (1.11), the second integral is
equal to the integral over Kt1,t2 of the same function. Hence, we have proved that
the pointwise limit defined in Paragraph 5.1 is a local weak solution to (1.2) in the
sense of Definition 1.1.
Acknowledgments: This paper was partially conceived while the authors were part of
the research program “Evolutionary Problems” at the Institut Mittag-Leffler (Djursholm,
Sweden) in the Fall 2013. The support, the hospitality and the optimal environment of the
Institut is gratefully acknowledged. The paper was concluded after visits of PB and JMU
to Aalto University and of TK to the University of Coimbra. The authors are grateful to
both institutions.
PB has been supported by the Gruppo Nazionale per l’Analisi Matematica, la Prob-
abilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica
(INdAM). TK and CL were supported by the Academy of Finland project “Regularity
theory for nonlinear parabolic partial differential equations”. CL has also been supported
by the Vilho, Yrjo¨ and Kalle Va¨isa¨la¨ Foundation. JMU was partially supported by CMUC
– UID/MAT/00324/2013, funded by the Portuguese Government through FCT/MCTES
and co-funded by the European Regional Development Fund through the Partnership
Agreement PT2020.
References
[1] P. Baroni, T. Kuusi, J.M. Urbano: A quantitative modulus of continuity fot the two-phase
Stefan problem, Arch. Rational Mech. Anal. 214 (2014), no. 2, 545–573.
[2] L. Boccardo and T. Galloue¨t: Nonlinear elliptic and parabolic equations involving mea-
sure data, J. Funct. Anal. 87 (1989), no. 1, 149–169.
[3] L. Boccardo, A. Dall’Aglio, T. Galloue¨t, L. Orsina: Nonlinear parabolic equations
with measure data, J. Funct. Anal. 147 (1997), no.1, 237–258.
[4] E. DiBenedetto: Continuity of weak solutions to certain singular parabolic equations, Ann.
Mat. Pura Appl. (4) 103 (1982), 131–176.
[5] E. DiBenedetto: A boundary modulus of continuity for a class of singular parabolic equa-
tions, J. Differential Equations 63 (1986), no. 3, 418–447.
[6] E. DiBenedetto: Degenerate parabolic equations, Universitext, Springer-Verlag, New York,
1993.
[7] E. DiBenedetto: Partial differential equations, Birkha¨user Boston, Boston, MA, 1995.
[8] E. DiBenedetto, J.M. Urbano and V. Vespri: Current issues on singular and degenerate
evolution equations, Evolutionary equations. Vol. I, Handb. Differ. Equ., 169–286, North-
Holland, Amsterdam, 2004.
[9] L. C. Evans, R. F. Gariepy: Measure Theory and Fine Properties of Functions, Stud. Adv.
Math., CRC Press, Boca Raton, FL, 1992.
[10] R. Korte, T. Kuusi and M. Parviainen: A connection between a general class of super-
parabolic functions and supersolutions, J. Evol. Equ. 10 (2010), no. 1, 1–20.
[11] T. Kuusi, G. Mingione: The Wolff gradient bound for degenerate parabolic equations, J.
Eur. Math. Soc. (JEMS ) 16 (2014), no. 4, 835–892
[12] R.H. Nochetto: A class of nondegenerate two-phase Stefan problems in several space vari-
ables, Comm. Partial Differential Equations 12 (1987), no. 1, 21–45.
34 P. BARONI, T. KUUSI, C. LINDFORS, AND J.M. URBANO
[13] S. Salsa: Two-phase Stefan problem. Recent results and open questions. Milan J. Math. 80
(2012), no. 2, 267–281.
[14] J.M. Urbano: Continuous solutions for a degenerate free boundary problem, Ann. Mat.
Pura Appl. (4) 178 (2000), 195–224.
[15] J.M. Urbano: The method of intrinsic scaling, A systematic approach to regularity for
degenerate and singular PDEs, Lecture Notes in Mathematics, 1930, Springer-Verlag, Berlin,
2008.
[16] W.P. Ziemer: Interior and boundary continuity of weak solutions of degenerate parabolic
equations, Trans. Amer. Math. Soc. 271 (1982), no. 2, 733–748.
Department of Mathematical, Physical and Computer sciences, University of Parma,
I-43124 Parma, Italy
E-mail address: paolo.baroni@unipr.it
Department of Mathematics and Systems Analysis, Aalto University, P.O. Box 1100,
00076 Aalto, Finland
E-mail address: tuomo.kuusi@aalto.fi
Department of Mathematics and Systems Analysis, Aalto University, P.O. Box 1100,
00076 Aalto, Finland
E-mail address: casmir.lindfors@aalto.fi
CMUC, Department of Mathematics, University of Coimbra, 3001-501 Coimbra, Por-
tugal.
E-mail address: jmurb@mat.uc.pt
