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MULTIPLY-REFINED ENUMERATION OF
ALTERNATING SIGN MATRICES
ROGER E. BEHREND
Abstract. Four natural boundary statistics and two natural bulk statistics are consid-
ered for alternating sign matrices (ASMs). Specically, these statistics are the positions
of the 1's in the rst and last row and column of an ASM, and the numbers of general-
ized inversions and  1's in an ASM. Previously-known and related results for the exact
enumeration of ASMs with prescribed values of some of these statistics are discussed in
detail. A quadratic relation which recursively determines the generating function associated
with all six statistics is then obtained. This relation also leads to various new identities
satised by generating functions associated with fewer than six of the statistics. The deriva-
tion of the relation involves combining the Desnanot{Jacobi determinant identity with the
Izergin{Korepin formula for the partition function of the six-vertex model with domain-wall
boundary conditions.
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1. Introduction
A major focus of attention throughout the history of alternating sign matrices (ASMs)
has simply been the derivation of results related to their exact enumeration. Such results
typically state that the number of ASMs which satisfy specic conditions, such as having
prescribed values of certain statistics or being invariant under certain symmetry operations,
is given by an explicit formula or generating function, is equal to the number of combinatorial
objects of some other variety satisfying specic conditions, or is equal to a number which
arises from a particular physical model.
A few examples of such results, with references to conjectures and initial proofs, are as
follows: a formula for the total number of ASMs of any xed size but with no further
conditions applied (Mills, Robbins and Rumsey [108, 109], Zeilberger [152], and Kuper-
berg [97]); a formula for the number of ASMs with a prescribed boundary row or column
(Mills, Robbins and Rumsey [108, 109], and Zeilberger [153]); formulae for numbers of ASMs
invariant under certain natural symmetry operations (Robbins [129, 130], Kuperberg [98],
Okada [117], and Razumov and Stroganov [125, 126]); equalities between numbers of certain
ASMs and numbers of certain totally symmetric self-complementary plane partitions (Mills,
Robbins and Rumsey [110], and Fonseca and Zinn-Justin [80]); equalities between numbers
of certain ASMs and numbers of certain descending plane partitions (Mills, Robbins and
Rumsey [109], and Behrend, Di Francesco and Zinn-Justin [16]); equalities between num-
bers of certain ASMs and numbers associated with a certain case of the O(1) loop model
(Razumov and Stroganov [122], and Cantini and Sportiello [34]). For reviews of some of
these results, see, for example, Bressoud [24, 26], Bressoud and Propp [27], Di Francesco [63,
Sec. 4], Hone [83], Zeilberger [155], or Zinn-Justin [156].
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The main result of this paper is of the type which provides a relation which determines
the generating function associated with numbers of ASMs of any xed size with prescribed
values of particular statistics. In any ASM, the rst and last row and column each contain
a single entry of 1, with all of their other entries being 0's, so that the positions of these 1's
provide four natural statistics which describe the boundary conguration of an ASM. The
generating function under primary consideration in this paper is associated with these four
boundary statistics, together with two statistics which depend on the bulk structure of an
ASM, namely the number of generalized inversions (which will be dened in (2)) and the
number of entries of  1. A detailed account of the elementary properties of this generating
function and these statistics will be given in Section 2.
All previously-known results for the exact enumeration of ASMs have involved fewer than
six of these statistics. A review of such results will be given in Section 3. In particular, that
section will aim to provide a comprehensive account of all previous appearances of these
statistics in exact enumeration, together with an outline of some new results which can be
obtained relatively straightforwardly from the previously-known results. Recently, a result
involving all four of the boundary statistics, but neither of the bulk statistics, was obtained,
independently of the work reported in this paper, by Ayyer and Romik [12, Thm. 2]. That
result will be outlined in Section 3.3.
In ASM enumerations, it is common to refer to a certain order of renement which is based
on the number of boundary statistics involved. Hence, the primary generating functions used
in this paper, and by Ayyer and Romik [12], can be described as quadruply-rened.
The main result of this paper, Theorem 1, will be stated in Section 4, and proved in
Section 5. The result consists of a quadratic relation satised by the ASM generating function
associated with all six statistics, and which enables this generating function to be obtained
recursively for successive ASM sizes. Various corollaries of Theorem 1, consisting of new
expressions or relations for ASM generating functions associated with fewer than six of the
statistics, will also be obtained in Section 4.
The approach used in the proof of Theorem 1 is essentially as follows. First, certain
standard techniques, which have played a crucial role in proofs of many of the other known
enumerative results for ASMs, are used to obtain a determinantal expression related to ASM
generating functions. More specically, a bijection between ASMs and congurations of the
statistical mechanical six-vertex, or square ice, model with domain-wall boundary conditions
(DWBC) is used to derive a relation between ASM generating functions and the partition
function of the model, and the Izergin{Korepin formula is used to provide a determinantal
expression for this partition function. Next, the Desnanot{Jacobi determinant identity is
applied to the matrix in the Izergin{Korepin formula, which leads to a quadratic relation
involving the required quadruply-rened ASM generating function, and generating functions
associated with no ASM boundary statistics or with two ASM boundary statistics, for all
four pairs of adjacent boundaries.
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The key step in this derivation is the use of the Desnanot{Jacobi identity together with
the Izergin{Korepin formula, and the reason that this leads to a relation of the previously-
described form can be understood relatively easily. The six-vertex model with DWBC, in
the form used here, involves so-called spectral parameters u1; : : : ; un and v1; : : : ; vn, and the
Izergin{Korepin formula expresses the partition function of this model as an explicit prefactor
multiplied by the determinant of an nn matrix, whose entry in row i and column j depends
only on spectral parameters ui and vj. Furthermore, in terms of generating functions for
n  n ASMs, the parameters ui and vj are, in a certain sense, associated with row i and
column j of the ASMs. For an n  n matrix M , the Desnanot{Jacobi identity, in the form
used here, consists of a relation involving detM and ve minors of M : the four connected
(n   1)  (n   1) minors, corresponding to deletion of the rst or last row and rst or last
column of M , and the central (n   2)  (n   2) minor, corresponding to deletion of the
rst and last row and column of M . Therefore, it seems that applying the Desnanot{Jacobi
identity to the matrix in the Izergin{Korepin formula, and using an assignment of spectral
parameters in which u1, un, v1 and vn remain arbitrary, while u2; : : : ; un 1 are equal and
v2; : : : ; vn 1 are equal, should lead to an expression involving a quadruply-rened generating
function for nn ASMs, four doubly-rened generating functions for (n 1)(n 1) ASMs,
and an unrened generating function for (n   2)  (n   2) ASMs. Indeed, this essentially
does occur, with some further, subsidiary aspects of the resulting expression being related
to the form of the prefactor in the Izergin{Korepin formula, and to the fact that each corner
entry of an ASM is associated with two of the parameters u1, un, v1 or vn.
The Desnanot{Jacobi identity has, in fact, been associated with ASMs since these matri-
ces rst arose. In particular, the identity is used in Dodgson's condensation algorithm [65]
for determinant evaluation, and it was through studies of this algorithm by Mills, Robbins
and Rumsey that ASMs initially appeared. In particular, it was shown by Robbins and
Rumsey [131, Eq. (27)] that if Dodgson's algorithm is applied to an n  n matrix M using
a modied form of the Desnanot{Jacobi identity containing a parameter , then the result-
ing so-called -determinant of M can be expressed naturally as a sum over n  n ASMs.
The latter expression involves the two ASM bulk statistics which are used in this paper,
and, as will be shown in Section 3.2, the -determinant shares certain features with the
quadruply-rened ASM generating function studied in this paper. For example, the modi-
ed Desnanot{Jacobi identity satised by the -determinant is analogous to the quadratic
relation satised by the quadruply-rened ASM generating function. For further informa-
tion regarding Dodgson condensation, -determinants, and related matters, see, for example,
Abeles [1], Bressoud [24, Sec. 3.5], Bressoud and Propp [27], Di Francesco [62], Propp [120],
or Robbins and Rumsey [131].
It should also be noted that the Desnanot{Jacobi identity, the -modied Desnanot{Jacobi
identity, and further related equations studied by Robbins and Rumsey [131], and others,
are closely connected with the Laurent phenomenon, cluster algebras, and associated areas.
For reviews of such connections, see, for example, Di Francesco [63, Sec. 5], Hone [83, Sec. 5],
or Propp [119, Sec. 10].
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Following a suggestion by a referee, a le MultiplyRefinedEnumerationOfASMs.nb, in
which cases of the main results of this paper are demonstrated in Mathematica, has been
provided at the author's web page.
2. Definitions and basic properties
2.1. Statistics. In this section, the standard denitions of ASMs and certain statistics for
ASMs are given, and the elementary properties of these statistics are identied in detail.
An ASM, as rst dened by Mills, Robbins and Rumsey [108, 109], is simply a square
matrix in which each entry is 0, 1 or  1, and along each row and column the nonzero entries
alternate in sign and have a sum of 1.
It follows that, for any ASM A, each partial row sum
Pj
j0=1Aij0 and each partial column
sum
Pi
i0=1Ai0j is 0 or 1. It can also be seen that any permutation matrix is an ASM, and
that, in any ASM, the rst and last row and column each contain a single 1, with all of their
other entries being 0's.
For each positive integer n, denote the set of all n  n ASMs as ASM(n). For example,
for n = 1; 2; 3, these sets are
ASM(1) = f(1)g;
ASM(2) =

1 0
0 1

;

0 1
1 0

;
ASM(3) =
( 
1 0 0
0 1 0
0 0 1
!
;
 
0 1 0
1 0 0
0 0 1
!
;
 
1 0 0
0 0 1
0 1 0
!
;
 
0 1 0
0 0 1
1 0 0
!
;
 
0 0 1
1 0 0
0 1 0
!
;
 
0 0 1
0 1 0
1 0 0
!
;
 
0 1 0
1  1 1
0 1 0
!)
: (1)
For any A 2 ASM(n), dene statistics which depend on the bulk structure of A as
(A) =
X
1i<i0n
1j0jn
Aij Ai0j0 ; (A) = number of  1's in A; (2)
and dene statistics which describe the conguration of A at its top, right, bottom and left
boundaries as, respectively,
T(A) = number of 0's to the left of the 1 in the top row of A;
R(A) = number of 0's below the 1 in the right-most column of A;
B(A) = number of 0's to the right of the 1 in the bottom row of A;
L(A) = number of 0's above the 1 in the left-most column of A: (3)
Note that certain generalizations of the statistics (2){(3) will be dened in Section 3.5.
The statistic (A) in (2) is a nonnegative integer for any A 2 ASM(n), since it can be
written as (A) =
Pn
i;j=1(
Pi 1
i0=1Ai0j)(
Pj
j0=1Aij0), where each factor in the summand (being
a partial row or column sum of an ASM) is 0 or 1. This statistic can also be written as
(A) =
P
1ii0n; 1j0<jnAij Ai0j0 , where this can be obtained from the denition in (2)
using the fact that each complete row and column sum of A is a constant. It will be seen
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in Section 5.2 that, in terms of the conguration of the six-vertex model with DWBC which
corresponds to A, (A) is simply the number of vertex congurations of type (1), or equally
the number of vertex congurations of type (2).
If A is a permutation matrix, then it can be seen from (2) that (A) is the number of
inversions in the permutation  given by i;j = Aij. Accordingly, for any ASM A, (A) is
referred to as the number of generalized inversions in A. This statistic was rst dened and
used by Robbins and Rumsey [131, Eq. (18)], who referred to it as the number of positive
inversions in an ASM [131, p. 182]. A closely-related statistic,
P
1i<i0n; 1j0<jnAij Ai0j0 =
(A) + (A), was previously dened and used by Mills, Robbins and Rumsey [109, p. 344],
and provides an alternative generalized inversion number for each A 2 ASM(n).
Proceeding to the other statistics, (A) in (2) can also be written as (A) =
 Pn
i;j=1(Aij)
2 
n

=2, and the boundary statistics of (3) can be depicted diagrammatically as
0BBBBBBBBBBB@
0 0 0 0 1 0 0 0 0
0 0
0 0
1 0
0 A 1
0 0
0 0
0 0
0 0 1 0 0 0 0 0 0
1CCCCCCCCCCCA
T(A)
B(A)
L(A)
R(A)
. (4)
It can be checked that the statistics of (2){(3), regarded as functions on ASM(n), have
ranges
(ASM(n)) =

0; 1; : : : ; n(n 1)
2
	
; (ASM(n)) =
(
0; 1; : : : ; (n 1)
2
4
	
; n odd;
0; 1; : : : ; n(n 2)
4
	
; n even,
T(ASM(n)) = R(ASM(n)) = B(ASM(n)) = L(ASM(n)) = f0; 1; : : : ; n  1g: (5)
The ASMs A which give the extreme values within the ranges in (5) are as follows. The
only A with (A) = 0 is the nn identity matrix, and the only A with (A) = n(n 1)
2
is the
n  n antidiagonal matrix given by Aij = i;n+1 j. The A with (A) = 0 are the n! n  n
permutation matrices, and the A with (A) = (n 1)
2
4
for n odd or (A) = n(n 2)
4
for n even
are given by Aij = ( 1)i+j+kn if kn + 2  i + j  2n   kn and ji   jj  kn, and Aij = 0
otherwise, where kn =
n 1
2
for n odd (giving a single such A), and kn =
n
2
  1 or n
2
for n
even (giving two such A). The A for which a boundary statistic of (3) is 0 or n  1 are the
ASMs with a 1 in a corner, which will be discussed further shortly.
It can be seen that transposition or anticlockwise quarter-turn rotation of an ASM give
another ASM. It can also be checked easily that, for each A 2 ASM(n), the statistics (2){(3)
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behave under these operations according to
(A) = (AT ) = n(n 1)
2
  (AQ)  (A); (A) = (AT ) = (AQ);
T(A) = L(A
T ) = n  1  L(AQ); R(A) = B(AT ) = n  1  T(AQ);
B(A) = R(A
T ) = n  1  R(AQ); L(A) = T(AT ) = n  1  B(AQ); (6)
where Q denotes anticlockwise quarter-turn rotation, i.e., AQij = Aj;n+1 i. By combining
transposition and anticlockwise quarter-turn rotation, the behavior of any of the eight oper-
ations of the dihedral group acting on ASMs can be obtained.
The properties of ASMs with a 1 in a corner can be described easily. For example, for
the case of ASMs with a 1 in the top-left corner, the sets fA 2 ASM(n) j A11 = 1g = fA 2
ASM(n) j T(A) = L(A) = 0g and ASM(n   1) are in bijection for any n  2, where an
ASM from the rst set is mapped to the second set by simply deleting the rst row and
rst column. Furthermore, if A from the rst set is mapped to A0 in the second set, then
(A0) = (A), (A0) = (A), R(A0) = R(A) and B(A0) = B(A).
The properties of ASMs in which a 1 on a boundary is separated from a corner by a
single zero, i.e., ASMs in which a boundary statistic of (3) is 1 or n   2, can also be
described relatively easily. For example, for the case of ASMs A with A21 = 1, the sets
fA 2 ASM(n) j A21 = A1;k+1 = 1g = fA 2 ASM(n) j L(A) = 1; T(A) = kg and
fA 2 ASM(n   1) j A11 = : : : = A1;k 1 = 0g = fA 2 ASM(n   1) j T(A)  k   1g are in
bijection for any n  2 and k = 1; : : : ; n  1, where an ASM A from the rst set is mapped
to the second set by replacing A2;k+1 by A2;k+1+1, while leaving all other entries unchanged,
and then deleting the rst row and rst column. Furthermore, if A from the rst set is
mapped to A0 in the second set, then (A0) = (A) A2;k+1   1 and (A0) = (A) +A2;k+1.
The previous bijection seems not to have appeared explicitly in the literature, although it
is likely to have been known to several authors. In particular, it seems to have been used by
Mills, Robbins and Rumsey [109, p. 344] in claiming that the case k = 1 of their Conjecture 2
(which will appear as the identity An;1 = n2 An 1 in (33)) could be proved easily, and it also
seems to have been used by Stroganov [146, p. 61] in claiming that a certain identity (which
corresponds to the rst equation of (33)) could be proved bijectively.
2.2. Generating functions. In this section, various ASM generating functions are dened,
and some simple relations which they satisfy are derived. Each of these generating functions
is described by a certain order of renement, which corresponds to the number of boundary
statistics of (3) (or simply the number of boundaries) with which it is associated. Each
generating function is also associated with the two bulk statistics of (2), i.e., the numbers of
generalized inversions and  1's in an ASM.
For each positive integer n, dene a quadruply-rened ASM generating function, which
involves all six statistics of (2){(3), and associated indeterminates x, y, z1, z2, z3 and z4, as
Zquadn (x; y; z1; z2; z3; z4) =
P
A2ASM(n) x
(A) y(A) z
T(A)
1 z
R(A)
2 z
B(A)
3 z
L(A)
4 : (7)
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It follows that x and y can be regarded as bulk parameters or weights, and that z1, z2, z3
and z4 can be regarded as boundary parameters or weights.
It can be seen, using (5) and (7), that Zquadn (x; y; z1; z2; z3; z4) is a polynomial, with non-
negative integer coecients, of degree n(n 1)
2
in x, of degree (n 1)
2
4
for n odd or n(n 2)
4
for n
even in y, and of degree n  1 in each of z1, z2, z3 and z4.
Examples of the quadruply-rened ASM generating function (7), for n = 1; 2; 3, are
Zquad1 (x; y; z1; z2; z3; z4) = 1;
Zquad2 (x; y; z1; z2; z3; z4) = 1 + x z1 z2 z3 z4;
Zquad3 (x; y; z1; z2; z3; z4) = 1 + x z1 z4 + x z2 z3 + x
2 z1 z2 z
2
3 z
2
4 + x
2 z21 z
2
2 z3 z4 +
x3 z21 z
2
2 z
2
3 z
2
4 + x y z1 z2 z3 z4; (8)
where the terms are written in orders which correspond to those used in (1).
Now dene triply-rened, adjacent-boundary doubly-rened, opposite-boundary doubly-
rened, singly-rened and unrened ASM generating functions as, respectively,
Ztrin (x; y; z1; z2; z3) = Z
quad
n (x; y; z1; 1; z2; z3) =
P
A2ASM(n) x
(A) y(A) z
T(A)
1 z
B(A)
2 z
L(A)
3 ;
Zadjn (x; y; z1; z2) = Z
quad
n (x; y; z1; 1; 1; z2) =
P
A2ASM(n) x
(A) y(A) z
T(A)
1 z
L(A)
2 ;
Zoppn (x; y; z1; z2) = Z
quad
n (x; y; z1; 1; z2; 1) =
P
A2ASM(n) x
(A) y(A) z
T(A)
1 z
B(A)
2 ;
Zn(x; y; z) = Z
quad
n (x; y; z; 1; 1; 1) =
P
A2ASM(n) x
(A) y(A) zT(A);
Zn(x; y) = Z
quad
n (x; y; 1; 1; 1; 1) =
P
A2ASM(n) x
(A) y(A); (9)
where z is a further indeterminate.
Also dene alternative quadruply-rened and alternative adjacent-boundary doubly-rened
ASM generating functions as, respectively,
eZquadn (x; y; z1; z2; z3; z4) = (z2z4)n 1 Zquadn (x; y; z1; 1z2 ; z3; 1z4 )
=
P
A2ASM(n) x
(A) y(A) z
T(A)
1 z
n R(A) 1
2 z
B(A)
3 z
n L(A) 1
4 ;eZadjn (x; y; z1; z2) = Zquadn (x; y; z1; z2; 1; 1) =PA2ASM(n) x(A) y(A) zT(A)1 zR(A)2 : (10)
Note that eZquadn (x; y; z1; z2; z3; z4) is a generating function in which the positions of the 1's
in the rst and last columns of an ASM are measured relative to the opposite ends of the
columns to those used in (3){(4), i.e., in this generating function, the statistics associated
with z2 and z4 are, respectively, the numbers of 0's above the 1 in the right-most column,
and below the 1 in the left-most column of an ASM.
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It can be seen immediately that some relations among generating functions of (9){(10),
involving specializations of boundary parameters to 1, are
Ztrin (x; y; z1; 1; z2) = Z
adj
n (x; y; z1; z2);
Ztrin (x; y; 1; z1; z2) = eZadjn (x; y; z1; z2);
Ztrin (x; y; z1; z2; 1) = Z
opp
n (x; y; z1; z2);
Zadjn (x; y; z; 1) = eZadjn (x; y; z; 1) = Zoppn (x; y; z; 1) = Zn(x; y; z);
Zn(x; y; 1) = Zn(x; y): (11)
Some elementary identities satised by the ASM generating functions of (7), (9) and (10),
which follow from the ASM properties outlined in Section 2.1, will now be obtained.
Note that, in this and all subsequent sections, many of the identities which contain the
positive integer n will be valid only for all n  2, or for all n  3. This will often be due to
their containing terms (such as Zn 1(x; y) or Zn 2(x; y)) which are not dened if n is taken
to be 1 or 2.
Note also that several of the identities of this section, obtained here using simple combi-
natorial arguments, can alternatively be obtained as special cases of more general identities
which will be derived in subsequent sections using other methods.
Some symmetry relations, which can be derived by acting on ASM(n) with transposition
or anticlockwise quarter-turn rotation, and using (6), are
Zquadn (x; y; z1; z2; z3; z4) = Z
quad
n (x; y; z4; z3; z2; z1)
= xn(n 1)=2 (z1z2z3z4)n 1 Zquadn
 
1
x
; y
x
; 1
z2
; 1
z3
; 1
z4
; 1
z1

;eZquadn (x; y; z1; z2; z3; z4) = (z1z2z3z4)n 1 eZquadn (x; y; 1z4 ; 1z3 ; 1z2 ; 1z1 )
= xn(n 1)=2 eZquadn   1x ; yx ; z2; z3; z4; z1;
Ztrin (x; y; z1; z2; z3) = x
n(n 1)=2 (z1z2z3)n 1 Ztrin (
1
x
; y
x
; 1
z2
; 1
z1
; 1
z3
);
Zadjn (x; y; z1; z2) = Z
adj
n (x; y; z2; z1)
= xn(n 1)=2 (z1z2)n 1 eZadjn   1x ; yx ; 1z1 ; 1z2 ;
Zoppn (x; y; z1; z2) = Z
opp
n (x; y; z2; z1)
= xn(n 1)=2 (z1z2)n 1 Zoppn
 
1
x
; y
x
; 1
z1
; 1
z2

;
Zn(x; y; z) = x
n(n 1)=2 zn 1 Zn
 
1
x
; y
x
; 1
z

;
Zn(x; y) = x
n(n 1)=2 zn 1 Zn
 
1
x
; y
x
): (12)
Some identities involving specializations of boundary parameters to 0, which follow from
the properties of ASMs with a 1 in a corner, as discussed near the end of Section 2.1, are
Zquadn (x; y; z1; 0; z2; z3) = Z
tri
n (x; y; z1; 0; z3) = Z
adj
n 1(x; y; z1; z3);eZadjn (x; y; z; 0) = Zoppn (x; y; z; 0) = Zn 1(x; y; z);
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Zadjn (x; y; z; 0) = Zn(x; y; 0) = Zn 1(x; y): (13)
It will sometimes be useful to refer to boundary parameter coecients in the adjacent-
boundary doubly-rened and singly-rened ASM generating functions. In particular, dene
Zadjn (x; y)k1;k2 = coecient of z
k1
1 z
k2
2 in Z
adj
n (x; y; z1; z2);
Zn(x; y)k = coecient of z
k in Zn(x; y; z): (14)
These coecients satisfy identities which correspond to identities of (11){(13). For exam-
ple, Pn 1
k2=0
Zadjn (x; y)k1;k2 = Zn(x; y)k1 ;
Pn 1
k=0 Zn(x; y)k = Zn(x; y);
Zadjn (x; y)k1;k2 = Z
adj
n (x; y)k2;k1 ; Zn(x; y)k = x
n(n 1)=2 Zn( 1x ;
y
x
)n 1 k;
Zadjn (x; y)k;0 = Zn 1(x; y) k;0; Z
adj
n (x; y)k+1;n 1 = x
n 1 Zn 1(x; y)k;
Zn(x; y)0 = Zn 1(x; y): (15)
Furthermore, the properties of ASMs in which a 1 on a boundary is separated from a
corner by a single zero, as discussed at the end of Section 2.1, lead to identities such as
Zadjn (x; y)k;1 = xZn 1(x; y)k 1 + y
Pn 2
i=k Zn 1(x; y)i   yZn 1(x; y)k;0;
Zn(x; y)1 = xZn 1(x; y) + y
Pn 2
k=1 k Zn 1(x; y)k: (16)
3. Previously-known and related results
In this section, an account is given of results for the exact enumeration of n  n ASMs
(for arbitrary, nite n), involving any of the six statistics of (2){(3), or any of the associated
generating functions of (7), (9) or (10).
Most of these results have appeared elsewhere in the literature (although possibly in
dierent formulations, or with dierent notation), but some new results which are closely
related to previously-known results are also presented. The main new results in this section
are (19) and some cases of (20), for ASM generating functions in which the bulk parameters
are related by y = x + 1, and (72), (73) and (75), for a generating function, which will be
introduced in (67), associated with several rows (or several columns) of ASMs. Derivations
of the new results will be given in this section and in Section 5.
Various cases for the values of the parameters x and y, associated with the bulk statis-
tics (2), will rst be considered separately: y = 0 in Section 3.1, y = x + 1 in Section 3.2,
x = y = 1 in Section 3.3, and x and y arbitrary in Section 3.4. Further results will then be
discussed in Sections 3.5{3.15.
3.1. Bulk parameter y = 0. The case in which the bulk parameter y is 0 corresponds
simply to the enumeration of permutation matrices, with prescribed values of the inversion
number of the associated permutations, and prescribed positions of 1's on the boundaries of
the matrices.
Let x-numbers and the x-factorial be dened, as usual, as [n]x = 1 + x + : : : + x
n 1, and
[n]x! = [n]x[n  1]x : : : [1]x.
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For y = 0, the quadruply-rened ASM generating function is explicitly
Zquadn (x; 0; z1; z2; z3; z4) =
x2z1z2z3z4
P
0i<jn 3
 
xn+i j 3zi4z
n j 3
2 + x
n i+j 4zn i 34 z
j
2
 P
0i<jn 3
 
xn+i j 3zi1z
n j 3
3 + x
n i+j 4zn i 31 z
j
3

[n 4]x! + 
xz4z1 [n 2]xz4 [n 2]xz1 + z1z2(xz3z4)n 1 [n 2]xz1 [n 2]xz2 +
xz2z3 [n 2]xz2 [n 2]xz3 + z3z4(xz1z2)n 1 [n 2]xz3 [n 2]xz4

[n 3]x! + 
1 + x2n 3(z1z2z3z4)n 1

[n 2]x!; (17)
and the ASM generating functions of (9) are explicitly
Ztrin (x; 0; z1; z2; z3) =
 
xz2
P
0i<jn 3
 
xn+i j 3zi1z
n j 3
2 + x
n i+j 4zn i 31 z
j
2

+
[n 2]xz1 + z2(xz1)n 2 [n 2]xz2

xz1z3 [n 2]xz3 [n 3]x! + 
z1(xz2z3)
n 1 [n 2]xz1 + xz2 [n 2]xz2 + 1 + x2n 3(z1z2z3)n 1

[n 2]x!
Zadjn (x; 0; z1; z2) = xz1z2 [n 1]xz1 [n 1]xz2 [n 2]x! + [n 1]x!;
Zoppn (x; 0; z1; z2) =
P
0i<jn 1
 
xn+i j 1 zi1 z
n j 1
2 + x
n i+j 2 zn i 11 z
j
2

[n 2]x!;
Zn(x; 0; z) = [n]xz [n 1]x!;
Zn(x; 0) = [n]x!: (18)
Each of these formulae is either a standard result for permutations, or a straightforward
variation of such a result, and each formula can be derived using simple combinatorial ar-
guments. See, for example, Stanley [138, Cor. 1.3.13] for a derivation of the last equation
of (18).
Note that if (17) is shown rst to be valid, then each equation of (18) can subsequently be
obtained by setting certain boundary parameters in (17) to 1. Alternatively, if the last two
equations of (18) are shown rst to be valid, then (17) and the remaining equations of (18)
can subsequently be obtained by using the general results (81), (83) (or (86)), (87) and (88),
which will be given in Section 4.
In interpreting (17), note also that the seven main terms on the RHS of (17) (i.e., the term
ending in [n 4]x!, the four terms ending in [n 3]x! and the two terms ending in [n 2]x!) cor-
respond to sums over the sets of nn permutation matrices A with (A11; A1n; Ann; An1) equal
to (0; 0; 0; 0), (0; 0; 1; 0), (0; 0; 0; 1), (1; 0; 0; 0), (0; 1; 0; 0), (1; 0; 1; 0) or (0; 1; 0; 1), respectively.
In subsequent formulae for quadruply-rened ASM generating functions (e.g., (19), (49)
and (81)), the RHS will again consist of seven or eight main terms, but these terms will
no longer correspond simply to sums over sets of ASMs with xed values of the four corner
entries.
3.2. Bulk parameters satisfying y = x + 1. The case in which the bulk parameters are
related by y = x + 1 is closely related to x-determinants (or, in the notation usually used,
-determinants) of matrices, domino tilings of an Aztec diamond, tournaments, and the free
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fermion case of the six-vertex model. (Note that the sub-case x = 1 and y = 2, which
corresponds to the so-called 2-enumeration of ASMs, is often considered separately.) Due
to certain combinatorial and algebraic simplications, it is again possible to obtain explicit
formulae.
For y = x+ 1, the quadruply-rened ASM generating function is given explicitly by
(xz4z1+z4+z1 1)(xz1z2 xz1 xz2 1) 
(xz2z3+z2+z3 1)(xz3z4 xz3 xz4 1) Zquadn (x; x+1; z1; z2; z3; z4) =
z1z2z3z4(xz1z3+1)(xz2z4+1)
 
(xz1+1)(xz2+1)(xz3+1)(xz4+1)
n 2
(x+1)(n 4)(n 5)=2  
(z2 1)(z3 1)z4z1
 
(xz4+1)(xz1+1)
n 2
+
(z4 1)(z1 1)z2z3
 
(xz2+1)(xz3+1)
n 2
(xz1z2 xz1 xz2 1)(xz3z4 xz3 xz4 1)(x+1)(n 3)(n 4)=2  
(z3 1)(z4 1)z1z2(z3z4)n 1
 
(xz1+1)(xz2+1)
n 2
+
(z1 1)(z2 1)z3z4(z1z2)n 1
 
(xz3+1)(xz4+1)
n 2 
(xz4z1+z4+z1 1)(xz2z3+z2+z3 1)xn(x+1)(n 3)(n 4)=2 +
(z1 1)(z2 1)(z3 1)(z4 1)

(xz1z2 xz1 xz2 1)(xz3z4 xz3 xz4 1) +
(xz4z1+z4+z1 1)(xz2z3+z2+z3 1)(z1z2z3z4)n 1x2n 1

(x+1)(n 2)(n 3)=2; (19)
and the ASM generating functions of (9) are given explicitly by
(xz1z3+z1+z3 1)(xz2z3 xz2 xz3 1)Ztrin (x; x+1; z1; z2; z3) =
  z1z3(xz1z2+1)
 
(xz1+1)(xz2+1)
n 2
(xz3+1)
n 1(x+1)(n 3)(n 4)=2 +
(z2 1)(z3 1)(xz1z3+z1+z3 1)z1(z2z3)n 1(xz1+1)n 2xn(x+1)(n 2)(n 3)=2  
(z1 1)(z3 1)(xz2z3 xz2 xz3 1)(xz2+1)n 2(x+1)(n 2)(n 3)=2;
(xz1z2+z1+z2 1)Zadjn (x; x+1; z1; z2) = z1z2
 
(xz1+1)(xz2+1)
n 1
(x+1)(n 2)(n 3)=2
  (z1 1)(z2 1) (x+1)(n 1)(n 2)=2;
Zoppn (x; x+1; z1; z2) = (xz1z2+1)
 
(xz1+1)(xz2+1)
n 2
(x+1)(n 2)(n 3)=2;
Zn(x; x+1; z) = (xz+1)
n 1 (x+1)(n 1)(n 2)=2;
Zn(x; x+1) = (x+1)
n(n 1)=2: (20)
Each of these formulae is either a previously-known result, or can be obtained relatively
easily from such results. More specically, the last three cases of (20) have appeared, in
various forms, in the literature (see the references at the end of this section), but it seems
that (19) and the rst two cases of (20) have not.
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A derivation of these formulae, based on a result of Robbins and Rumsey [131, Sec. 5]
for x-determinants, will now be given, since this derivation involves the use of a quadratic
relation satised by the quadruply-rened ASM generating function, and thereby shares some
features with new material which will be presented in Section 4. An alternative derivation,
based on the Izergin{Korepin formula for the partition function of six-vertex model with
DWBC and the Cauchy double alternant evaluation, will be given in Section 5.8.
For an n n matrix of indeterminates,  Mij1i;jn, dene
Zn(x;M) =
P
A2ASM(n) x
(A) (x+ 1)(A)
Qn
i;j=1(Mij)
Aij ; (21)
this being the so-called x-determinant of M , as introduced by Robbins and Rumsey [131,
Sec. 5]. It can be seen that Zn( 1;M) is the standard determinant of M , since the RHS
of (21) is then a sum over all nn permutation matrices A, with (A) being the number of
inversions in the permutation associated with A.
It follows from a result of Robbins and Rumsey [131, Sec. 5] that
Zn(x;M)Zn 2(x;MC) = Zn 1(x;MTL)Zn 1(x;MBR)+xZn 1(x;MTR)Zn 1(x;MBL); (22)
where MTL, MTR, MBR and MBL denote the (n   1)  (n   1) submatrices corresponding
to the top-left, top-right, bottom-right and bottom-left corners of M , respectively, and MC
denotes the central (n 2)(n 2) submatrix ofM . For x =  1, (22) is the Desnanot{Jacobi
determinant identity, which will be discussed in more detail in Section 5.5.
Taking M in (22) to be
M =
0BBBBB@
1 z1 : : : z
n 2
1 (z1z2)
n 1
z4 1 : : : 1 z
n 2
2
:::
:::
:::
:::
zn 24 1 : : : 1 z2
(z3z4)
n 1 zn 23 : : : z3 1
1CCCCCA ; (23)
it follows, using denitions from (7), (9), (10) and (21), that the quadruply-rened ASM
generating function satises the quadratic relation
Zquadn (x; x+1; z1; z2; z3; z4)Zn 2(x; x+1) = Z
adj
n 1(x; x+1; z4; z1)Z
adj
n 1(x; x+1; z2; z3) +
xz1z2z3z4 eZadjn 1(x; x+1; z1; z2) eZadjn 1(x; x+1; z3; z4): (24)
Note that a quadratic relation for arbitrary x and y will be given in (81), and that a dierent
quadratic relation for the present case can be obtained by setting y = x+ 1 in (81).
Setting z1 = z2 = z3 = z4 = 1 in (24) gives
Zn(x; x+1)Zn 2(x; x+1) = (x+1)Zn 1(x; x+1)2; (25)
which, together with Z1(x; x+1) = 1 and Z2(x; x+1) = x+1, gives the formula in (20) for
Zn(x; x+1).
Setting z2 = z3 = z4 = 1 in (24), and relabeling z1 as z, gives
Zn(x; x+1; z)Zn 2(x; x+1) = (xz+1)Zn 1(x; x+1; z)Zn 1(x; x+1); (26)
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which, together with Z1(x; x+1; z) = 1 and the formula for Zn(x; x+1), gives the formula
in (20) for Zn(x; x+1; z). The formula for Z
opp
n (x; x+1; z1; z2) can be obtained similarly, by
setting z2 = z4 = 1 in (24), and using the formulae for Zn(x; x+1; z) and Zn(x; x+1).
Setting z2 = z3 = 1 in (24), and relabeling z4 as z2, gives
Zadjn (x; x+1; z1; z2)Zn 2(x; x+1) =
Zadjn 1(x; x+1; z1; z2)Zn 1(x; x+1) + xz1z2 Zn 1(x; x+1; z1)Zn 1(x; x+1; z2); (27)
which, together with Zadj1 (x; x+1; z1; z2) = 1, gives
Zadjn (x; x+1; z1; z2) = Zn 1(x; x+1)

1 + xz1z2
n 1X
i=1
Zi(x; x+1; z1)Zi(x; x+1; z2)
Zi 1(x; x+1)Zi(x; x+1)

; (28)
where, in the sum over i, Z0(x; x+1) is taken to be 1. Substituting the formulae for Zi(x; x+
1; z) and Zi(x; x+1) into (28), and then performing the sum over i and simplifying, gives
the formula in (20) for Zadjn (x; x+1; z1; z2).
Finally, the formulae in (19){(20) for Zquadn (x; x+1; z1; z2; z3; z4) and Z
tri
n (x; x+1; z1; z2; z3)
can be obtained using (24), together with the formulae for Zadjn (x; x+1; z1; z2) and Zn(x; x+1),
and a similar formula for eZadjn (x; x+1; z1; z2) (which can be obtained from the formula for
Zadjn (x; x+1; z1; z2) and the relevant equation from (12)).
For further information regarding various aspects of the case y = x + 1 and closely re-
lated cases, including details of several alternative methods for obtaining formulae such
as (19){(20), see, for example, Bogoliubov, Pronko and Zvonarev [21, Sec. 5], Bosio and
van Leeuwen [22], Bousquet-Melou and Habseiger [23, Sec. 5], Bressoud [25], Brualdi and
Kirkland [28], Brubaker, Bump and Friedberg [30, 31], Bump, McNamara and Nakasuji [32],
Chapman [36], Ciucu [39], [40, Thm. 6.1], Colomo and Pronko [48, Secs. 4.2 & 5.2], [49,
Sec. 4.3], Di Francesco [62], Elkies, Kuperberg, Larsen and Propp [68, 69], Eu and Fu [70],
Ferrari and Spohn [71], Hamel and King [82, Cor. 5.1], Kuo [96, Sec. 3], Kuperberg [98,
Thm. 3], Lascoux [102], McNamara [107], Mills, Robbins and Rumsey [109, Sec. 6], Okada
[117, Thm. 2.4(1), third eq.], Rosengren [132, Sec. 9], Striker [140, Sec. 5], [142, Sec. 6],
Tokuyama [148, Cor. 3.4], and Yang [151].
3.3. Bulk parameters x = y = 1. The case in which the bulk parameters x and y are
both 1 involves numbers of ASMs with prescribed congurations on certain boundaries, but
without prescribed values of bulk statistics. The cases of zero, one or two boundaries will
be considered together rst, followed by the cases of three or four boundaries.
MULTIPLY-REFINED ENUMERATION OF ASMs 15
Dene unrened, singly-rened, opposite-boundary doubly-rened and adjacent-boundary
doubly-rened ASM numbers as, respectively,
An = jASM(n)j;
An;k = jfA 2 ASM(n) j A1;k+1 = 1gj;
Aoppn;k1;k2 = jfA 2 ASM(n) j A1;k1+1 = An;n k2 = 1gj;
Aadjn;k1;k2 = jfA 2 ASM(n) j A1;k1+1 = Ak2+1;1 = 1gj; (29)
for 0  k; k1; k2  n  1, with the numbers being 0 for k, k1 or k2 outside this range. These
numbers are therefore related to generating functions of (9){(10) by
Zn(1; 1) = An;
Zn(1; 1; z) =
Pn 1
k=0 An;k zk;
Zoppn (1; 1; z1; z2) =
Pn 1
k1;k2=0
Aoppn;k1;k2 zk11 zk22 ;
Zadjn (1; 1; z1; z2) =
Pn 1
k1;k2=0
Aadjn;k1;k2 zk11 zk22 ;eZadjn (1; 1; z1; z2) =Pn 1k1;k2=0 Aadjn;n 1 k1;n 1 k2 zk11 zk22 ; (30)
and to the boundary-parameter coecients of (14) by
An;k = Zn(1; 1)k; Aadjn;k1;k2 = Zadjn (1; 1)k1;k2 : (31)
The ASM numbers of (29) satisfy various elementary identities related to their denitions,
symmetry properties of ASMs or properties of ASMs with a 1 in a corner, and which corre-
spond to identities, such as (11){(13) and (15), satised by the generating functions. Some
examples of these identities are
Pn 1
k=0 An;k = An; An;k = An;n 1 k; An;0 = An 1;Pn 1
k2=0
Aoppn;k1;k2 =
Pn 1
k2=0
Aadjn;k1;k2 = An;k1 ;
Aoppn;k1;k2 = Aoppn;k2;k1 = Aoppn;n 1 k1;n 1 k2 ; Aadjn;k1;k2 = Aadjn;k2;k1 ;
Aadjn;k;0 = An 1 k;0; Aoppn;k;0 = Aadjn;k+1;n 1 = An 1;k: (32)
Furthermore, some identities related to properties of ASMs in which a 1 on a boundary is
separated from a corner by a single zero, and which can be obtained from (16) and the rst
two identities of (32), are
Aadjn;k;1 =
Pn 2
i=k 1An 1;i  An 1 k;0; An;1 = An 1 +
Pn 2
k=1 kAn 1;k = n2 An 1: (33)
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Proceeding to more general identities, for which derivations using combinatorial arguments
are not currently known, formulae which give the ASM numbers of (29) explicitly are
An =
Qn 1
i=0
(3i+1)!
(n+i)!
; (34)
An;k =
(
(n+k 1)! (2n k 2)!
k! (n k 1)! (2n 2)!
Qn 2
i=0
(3i+1)!
(n+i 1)! ; 0  k  n  1;
0; otherwise,
(35)
Aoppn;k1;k2 = 1An 1
Pmin(k1;n k2 1)
i=0
 An;k1 iAn 1;k2+i +An 1;k1 i 1An;k2+i  
An;k1 i 1An 1;k2+i  An 1;k1 i 1An;k2+i+1

; (36)
Aadjn;k1;k2 =
8>><>>:
An 1; k1 = k2 = 0; 
k1+k2 2
k1 1
An 1  Pk1i=1Pk2j=1  k1+k2 i jk1 i Aoppn;i 1;n j; 1  k1; k2  n  1;
0; otherwise,
(37)
It follows from (34){(35) that the unrened and singly-rened ASM numbers satisfy simple
recursion relations, such as
An = (n 1)! (3n 2)!(2n 2)! (2n 1)! An 1;
AnAn 2 = 3(3n 2)(3n 4)4(2n 1)(2n 3) A2n 1;
k(2n k 1)An;k = (n k)(n+k 1)An;k 1: (38)
It also follows that the singly-rened ASM generating function at x = y = 1 can be expressed
in terms of the Gaussian hypergeometric function as
Zn(1; 1; z) = An 1 2F1

1 n; n
2 2n ; z

; (39)
and satises the hypergeometric dierential equation
z(1 z) d2
dz2
Zn(1; 1; z) + 2(1 n z) ddzZn(1; 1; z) + n(n 1)Zn(1; 1; z) = 0: (40)
Furthermore, the singly-rened ASM numbers satisfy, for 0  k  n  1,
An;k =
Pk
i=0( 1)i
 
n+k 1
k i
An;i: (41)
Recursion relations which involve the opposite-boundary and adjacent-boundary doubly-
rened ASM numbers are
(Aoppn;k1 1;k2  Aoppn;k1;k2 1)An 1 = An;k1 1An 1;k2 1  An;k1 An 1;k2 1  
An 1;k1 1An;k2 1 +An 1;k1 1An;k2 ; (42)
Aadjn;k1 1;k2 +Aadjn;k1;k2 1  Aadjn;k1;k2 = Aoppn;k1 1;n k2   (k1;1   k1;0)(k2;1   k2;0)An 1: (43)
It follows that, in terms of generating functions, (42) can be written as
(z1 z2)Zoppn (1; 1; z1; z2)An 1 = (z1 1) z2 Zn(1; 1; z1)Zn 1(1; 1; z2)  
z1 (z2 1)Zn 1(1; 1; z1)Zn(1; 1; z2); (44)
MULTIPLY-REFINED ENUMERATION OF ASMs 17
and (43) can be written as
(z1+z2 1)Zadjn (1; 1; z1; z2) = z1 zn2 Zoppn (1; 1; z1; 1z2 )  (z1 1)(z2 1)An 1: (45)
The relation (45) will be used in Section 4.3 for the derivation of results for the quadruply-
rened ASM generating function at x = y = 1.
The opposite-boundary doubly-rened ASM generating function at x = y = 1 can also be
expressed as
Zoppn (1; 1; z1; z2) = 3
 n(n 1)=2  q2(z1 + q)(z2 + q)n 1
s(n 1;n 1;:::;2;2;1;1)
 
qz1+1
z1+q
; qz2+1
z2+q
; 1; : : : ; 1| {z }
2n 2

q=e2i=3 ; (46)
where s(n 1;n 1;:::;2;2;1;1)
 
qz1+1
z1+q
; qz1+1
z1+q
; 1; : : : ; 1

is the Schur function indexed by the double-
staircase partition (n   1; n   1; : : : ; 2; 2; 1; 1), evaluated at the 2n parameters qz1+1
z1+q
; qz1+1
z1+q
;
1; : : : ; 1. Setting z1 = 1 or z2 = 1 in (46) gives an expression for the singly-rened ASM
generating function at x = y = 1, while setting z1 = z2 = 1 in (46), and using (30) and (32),
it follows that
An = 3 n(n 1)=2 
 
number of semistandard Young tableaux of shape
(n  1; n  1; : : : ; 2; 2; 1; 1) with entries from f1; : : : ; 2ng: (47)
The product formula (34) for An can be obtained from (47) using the hook-content formula
for semistandard Young tableaux.
A further identity satised by the opposite-boundary doubly-rened and unrened ASM
numbers is
det
0k1;k2n 1
(Aoppn;k1;k2) = ( 1)n(n+1)=2+1 (An 1)n 3: (48)
Proceeding now to the enumeration of ASMs with prescribed congurations on three or
four boundaries, the alternative quadruply-rened ASM generating function at x = y = 1 is
given by
(z4z1 z4+1)(z1z2 z1+1)(z2z3 z2+1)(z3z4 z3+1) eZquadn (1; 1; z1; z2; z3; z4) =
z1 z2 z3 z4 det1i;j4
 
z j 1i (zi 1)4 j Zn j+1(1; 1; zi)

An 1An 2An 3
Q
1i<j4(zi   zj)
+
(z2 1)(z3 1)(z4z1 z4+1)(z1z2 z1+1)(z3z4 z3+1)(z2z4)n 1Zadjn 1(1; 1; 1z4 ; z1) +
(z3 1)(z4 1)(z1z2 z1+1)(z2z3 z2+1)(z4z1 z4+1)(z1z3)n 1Zadjn 1(1; 1; 1z1 ; z2) +
(z4 1)(z1 1)(z2z3 z2+1)(z3z4 z3+1)(z1z2 z1+1)(z2z4)n 1Zadjn 1(1; 1; 1z2 ; z3) +
(z1 1)(z2 1)(z3z4 z3+1)(z4z1 z4+1)(z2z3 z2+1)(z1z3)n 1Zadjn 1(1; 1; 1z3 ; z4)  
(z1 1)(z2 1)(z3 1)(z4 1)
 
(z1z2 z1+1)(z3z4 z3+1)(z2z4)n 1 +
(z2z3 z2+1)(z4z1 z4+1)(z1z3)n 1
An 2: (49)
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Setting z2 = 1 in (49) (and then relabeling z3 as z2 and z4 as z3), it follows that the
triply-rened ASM generating function at x = y = 1 is given by
(z1z3 z3+1)(z2z3 z2+1)zn 13 Ztrin (1; 1; z1; z2; 1z3 ) =
z1 z3 det1i;j3
 
z j 1i (zi 1)3 j Zn j+1(1; 1; zi)

An 1An 2
Q
1i<j3(zi   zj)
+
(z2 1)(z3 1)(z1z3 z3+1)z1zn 12 Zn 1(1; 1; z1) +
(z1 1)(z3 1)(z2z3 z2+1)zn 13 Zn 1(1; 1; z2): (50)
Note that the identities (44) and (45), satised by the doubly-rened ASM generating
functions at x = y = 1, can be regarded as special cases of the identity (50) satised by the
triply-rened ASM generating function. More specically, setting z3 = 1 in (50) gives (44),
while setting z2 = 1 in (50), and using (44), gives (45).
Note also that, by using (45) to replace each case of an adjacent-boundary doubly-rened
ASM generating function in (49) by an opposite-boundary doubly-rened ASM generating
function, (49) can be restated as
(z4z1 z4+1)(z1z2 z1+1)(z2z3 z2+1)(z3z4 z3+1) eZquadn (1; 1; z1; z2; z3; z4) =
z1 z2 z3 z4 det1i;j4
 
z j 1i (zi 1)4 j Zn j+1(1; 1; zi)

An 1An 2An 3
Q
1i<j4(zi   zj)
+
(z2 1)(z3 1)(z1z2 z1+1)(z3z4 z3+1)z4z1zn 12 Zoppn 1(1; 1; z4; z1) +
(z3 1)(z4 1)(z2z3 z2+1)(z4z1 z4+1)z1z2zn 13 Zoppn 1(1; 1; z1; z2) +
(z4 1)(z1 1)(z3z4 z3+1)(z1z2 z1+1)z2z3zn 14 Zoppn 1(1; 1; z2; z3) +
(z1 1)(z2 1)(z4z1 z4+1)(z2z3 z2+1)z3z4zn 11 Zoppn 1(1; 1; z3; z4) +
(z1 1)(z2 1)(z3 1)(z4 1)
 
(z1z2 z1+1)(z3z4 z3+1)(z2z4)n 1 +
(z2z3 z2+1)(z4z1 z4+1)(z1z3)n 1
An 2: (51)
The rst terms (i.e., the determinant terms) on the RHS of (49){(51) are proportional
to certain cases of a function which will be dened in (70). Specically, using (70), the
rst terms on the RHS of (49) (or (51)) and (50) are z1z2z3z4Xn(1; 1; z1; z2; z3; z4) and
z1z2z3Xn(1; 1; z1; z2; z3), respectively. It will also be seen, in (75), that the function (70) at
x = y = 1, and hence the rst terms on the RHS of (49){(51), are related to a certain Schur
function.
Further expressions for eZquadn (1; 1; z1; z2; z3; z4) and Ztrin (1; 1; z1; z2; 1z3 ), which dier from
(50){(51) in the rst terms on each RHS, will be obtained in Corollaries 10 and 11.
The origins of the results given in this section will now be outlined.
The product formula (34) was conjectured by Mills, Robbins and Rumsey [108, 109,
Conj. 1], and rst proved by Zeilberger [152] and, shortly thereafter, but using a dierent
method, by Kuperberg [97]. The product formula (35) was rst proved by Zeilberger [153],
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and conrms the validity of further conjectures of Mills, Robbins and Rumsey [108, 109,
Conj. 2].
Alternative proofs of (34){(35) have been given by Colomo and Pronko [48, Sec. 5.3], [49,
Sec. 4.2], Fischer [73], and Stroganov [146, Sec. 4]. (See also Razumov and Stroganov [123,
Sec. 2], [127, Sec. 2] for additional details related to the third of these proofs.)
The formulae (34){(35) also follow from certain other known results. For example, as
already indicated, (34) can be obtained from the result (47) and the hook-content for-
mula. Alternatively, (34) can be obtained as a special case of a result of Rosengren [132,
Cor. 8.4]. Also, (35) can be obtained by combining a result of Behrend, Di Francesco and
Zinn-Justin [16, Thm. 1] that An;k is the number of descending plane partitions with each
part at most n and exactly k parts equal to n, with a result of Mills, Robbins and Rum-
sey [108, Sec. 5] which gives a product formula for the number of such objects.
Among these various derivations of (34){(35), all make essential use of the Izergin{Korepin
formula [86, Eq. (5)] for the partition function of the six-vertex model with DWBC, or related
properties of integrability, except for Zeilberger's proof [152] of (34), which uses a result of
Andrews [4] for the number of totally symmetric self-complementary plane partitions in a
2n  2n  2n box, and Fischer's proof [73], which uses an operator formula obtained by
Fischer [72, 74] (see also Colomo and Pronko [52, Eq. (3.3)]).
The hypergeometric function expression (39) is given by Colomo and Pronko [46, Eq.
(2.16)], [48, Eq. (5.43)], [49, Eq. (4.19)], and the dierential equation (40) is given by
Stroganov [146, Eq. (26)].
The relation (41) was obtained by Fischer [73, Sec. 3], with a corresponding relation for
descending plane partitions, containing a further parameter associated with the sum of the
parts of a descending plane partition, having been obtained previously by Mills, Robbins
and Rumsey [108, Sec. 5]. It was also shown by Fischer [73, Sec. 4] that the formula (35)
follows from (41), the rst three equations of (32), and A1;0 = 1.
The relations (42){(45) for the opposite-boundary and adjacent-boundary doubly-rened
ASM numbers were rst obtained by Stroganov [146, Sec. 5]. Furthermore, (43) is a special
case of a formula obtained by Fischer [76, Thm. 1], and (44) is a special case of a relation, (62),
which will be discussed in Section 3.4. As indicated elsewhere in this section, (44) and (45)
are also special cases of (49).
The formula (36) follows easily from (42). The formula (37) was rst obtained by Fis-
cher [76, p. 570], and can be derived by dividing both sides of (45) by z1+z2 1 and equating
coecients of zk11 z
k2
2 on each side.
The Schur function expression (46) was obtained by Di Francesco and Zinn-Justin [64,
Eqs. (2.2) & (2.4)], using a result of Okada [117, Thm. 2.4(1), second equation]. A general-
ization of (46) will be given in (75), and a derivation of (75) will be given in Section 5.10.
The relation (47) was rst obtained by Okada [117, Thm. 1.2 (A1)].
The identity (48) was obtained by Biane, Cantini and Sportiello [18, Thm. 1], by com-
bining (46) with a certain Schur function identity, also obtained by Biane, Cantini and
Sportiello [18, Thm. 2].
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Some further aspects of the opposite-boundary doubly-rened ASM numbers are discussed
by Fischer [74, Sec. 6].
Identities for the quadruply- and triply-rened ASM generating functions at x = y = 1,
which are essentially equivalent to (49){(50), were obtained recently by Ayyer and Romik [12,
Thms. 1{3]. The forms of (49){(50) given here were observed by Colomo [43], and can be
derived by combining a result which will be given in (73), with a result that the partition
function of the six-vertex model with DWBC is symmetric in all of its spectral parameters
at its so-called combinatorial point. A derivation of (49) using this approach will be given
in Section 5.10. (Roughly speaking, this derivation involves associating spectral parame-
ters t1, t2, t3 and t4 with the rst row, last column, last row and rst column, respectively,
of an ASM. The symmetry of the partition function in all of its spectral parameters then
enables t2 and t4 to be associated instead with rows, so that the result (73), which involves
parameters associated with several rows, can be applied.)
Note that, since setting certain boundary parameters in (49) to 1 gives (44), (45) and (50),
Section 5.10 also provides derivations of these other identities. (For the identity (45), such
a derivation essentially depends only the symmetry of the partition function in all of its
spectral parameters, and not on (73).)
In the versions of (49){(50) obtained by Ayyer and Romik [12, Thms. 1{3], slightly dierent
quadruply-rened and triply-rened ASM generating functions are used, and matrices appear
which are related by transposition and column operations to those in the rst terms on the
RHS of (49){(50). In particular, the quadruply-rened generating function used there is
Z 0n(x; y; z1; z2; z3; z4) =
P
A2ASM(n)
A11=A1n=Ann=An1=0
x(A) y(A) z
T(A) 1
1 z
n 2 R(A)
2 z
B(A) 1
3 z
n 2 L(A)
4
(at x = y = 1), which can be shown straightforwardly to be related to generating functions
used here by
z1 z2 z3 z4 Z
0
n(x; y; z1; z2; z3; z4) =eZquadn (x; y; z1; z2; z3; z4)  (z2z4)n 1 Zadjn 1(x; y; 1z4 ; z1)  (z2z4)n 1 Zadjn 1(x; y; 1z2 ; z3)  
z1z
n 2
2 (xz3)
n 1 eZadjn 1(x; y; z1; 1z2 )  z3z n 24 (xz1)n 1 eZadjn 1(x; y; z3; 1z4 ) + 
(z2z4)
n 1 + x2n 3(z1z3)n 1

Zn 2(x; y): (52)
The matrices used in some of the formulae of Ayyer and Romik [12, Eqs. (1.8) & (1.11)]
involve functions n(z) and n(z) (see Ayyer and Romik [12, Eq. (1.7)] for denitions), which
are related to the functions used in the matrices in the rst terms on the RHS of (49){(50)
by
n(z) =
4(n 1)! (3n 5)!
(2n 3)! (2n 4)! z
2 Zn 2(1; 1; z)  4(2n 3)! (2n 5)!(n 3)! (3n 5)! (z 1)2 Zn(1; 1; z);
n(z) =
4(n 1)! (n 4)! (3n 5)! (3n 8)!
((2n 4)!)2 (2n 5)! (2n 7)! z
3 Zn 3(1; 1; z)  9(9n2 30n+20)2n 5 z(z 1)2 Zn 1(1; 1; z): (53)
These relations can be conrmed (perhaps with the assistance of a computer to verify certain
underlying identities) by applying the denitions of n(z), n(z) and Zn(1; 1; z), and using the
product formula (35) for the singly-rened ASM numbers which appear in these functions.
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The fact that the matrices used by Ayyer and Romik are related to those used here by
(transposition and) column operations follows immediately from (53). See also Ayyer and
Romik [12, Thm. 3 & App. A] for a discussion of this matter.
3.4. Arbitrary bulk parameters x and y. The case in which the bulk parameters x and y
are arbitrary is of primary interest in this paper, and several new results will be presented
in Section 4. In this section, the previously-known results for this case, which involve the
unrened, singly-rened and opposite-boundary doubly-rened ASM generating functions,
are reviewed.
A determinant formula for the opposite-boundary doubly-rened ASM generating function
is
Zoppn (x; y; z1; z2) = det
0i;jn 1
 
Kn(x; y; z1; z2)ij

; (54)
where
Kn(x; y; z1; z2)ij =
  i;j+1 +
8>>><>>>:
Pmin(i;j+1)
k=0
 
i 1
i k
 
j+1
k

xkyi k; j  n  3;Pi
k=0
Pk
l=0
 
i 1
i k
 
n l 2
k l

xkyi kzl+12 ; j = n  2;Pi
k=0
Pk
l=0
Pl
m=0
 
i 1
i k
 
n l 2
k l

xkyi kzm1 z
l m
2 ; j = n  1:
(55)
Setting z2 = 1 or z1 = z2 = 1 in (54){(55), and using standard binomial coecient
identities, it follows that determinant formulae for the singly-rened and unrened ASM
generating functions are
Zn(x; y; z) = det
0i;jn 1
 
Kn(x; y; z)ij

; (56)
Zn(x; y) = det
0i;jn 1
 
Kn(x; y)ij

; (57)
where
Kn(x; y; z)ij = Kn(x; y; z; 1)ij
=  i;j+1 +
(Pmin(i;j+1)
k=0
 
i 1
i k
 
j+1
k

xkyi k; j  n  2;Pi
k=0
Pk
l=0
 
i 1
i k
 
n l 1
k l

xkyi kzl; j = n  1; (58)
Kn(x; y)ij = Kn(x; y; 1; 1)ij =  i;j+1 +
Pmin(i;j+1)
k=0
 
i 1
i k
 
j+1
k

xkyi k: (59)
There are further simplications if x = y = 1. For example,
Kn(1; 1)ij =  i;j+1 +
 
i+j
i

: (60)
The opposite-boundary doubly-rened ASM generating function satises
(z1 z2) (z3 z4)Zoppn (x; y; z1; z2)Zoppn (x; y; z3; z4)  
(z1 z3) (z2 z4)Zoppn (x; y; z1; z3)Zoppn (x; y; z2; z4) +
(z1 z4) (z2 z3)Zoppn (x; y; z1; z4)Zoppn (x; y; z2; z3) = 0; (61)
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and it can be expressed in terms of singly-rened and unrened ASM generating functions
as
(z1 z2)Zoppn (x; y; z1; z2)Zn 1(x; y) = (z1 1) z2 Zn(x; y; z1)Zn 1(x; y; z2)  
z1 (z2 1)Zn 1(x; y; z1)Zn(x; y; z2): (62)
The two previous identities are essentially equivalent, since (62) can be obtained from (61)
by setting z3 = 1 and z4 = 0, and then applying relations from (11) and (13), while (61)
can be obtained from (62) by expressing each of the six cases of (zi   zj)Zoppn (x; y; zi; zj) in
terms of singly-rened and unrened ASM generating functions, and then checking that the
resulting expression for the LHS of (61) vanishes.
The formula (54) was derived by Behrend, Di Francesco and Zinn-Justin [17, Eqs. (21){
(22)], as part of the proof of an equality [17, Thm. 1] between the opposite-boundary doubly-
rened ASM generating function and a four-parameter generating function for descending
plane partitions. (See also Section 3.12.) The formula (56) was derived by Behrend, Di
Francesco and Zinn-Justin [16, Eqs. (97){(98)], prior to the derivation of (54), as part of
the proof of an equality [16, Thm. 1] (conjectured previously by Mills, Robbins and Rum-
sey [109, Conj. 3]) between the singly-rened ASM generating function and a three-parameter
generating function for descending plane partitions.
For an alternative version of (54), involving a transformation of the matrix Kn(x; y; z1; z2),
see Behrend, Di Francesco and Zinn-Justin [17, Eqs. (65){(66)], and for alternative versions
of (56) or (57), involving transformations of the matricesKn(x; y; z) orKn(x; y), see Behrend,
Di Francesco and Zinn-Justin [16, Props. 1 & 4, Eqs. (65), (66), (87) & (88), & Sec. 4.1].
For additional information on determinants closely related to those of (56){(57), includ-
ing formulae for their evaluation or factorization in certain special cases, see, for exam-
ple, Andrews [2], Andrews and Stanton [5], Ciucu, Eisenkolbl, Krattenthaler and Zare [41,
Thms. 10{13], Ciucu and Krattenthaler [42], Colomo and Pronko [44, Eqs. (23){(24)], [45,
Eqs. (4.3){(4.7)], de Gier [56, Sec. 2.1], Gessel and Xin [81, Sec. 5], Krattenthaler [93, e.g.,
Thms. 25{37], [94, Sec. 5.5], Lalonde [99, Thm. 3.1], Mills, Robbins and Rumsey [108], [109,
p. 346], [111, Secs. 3{4], Robbins [130, Sec. 2], and Rosengren [134].
The case of (62) with x = y = 1 (as given in (44)) was rst obtained by Stroganov [146,
Sec. 5], and this relation for arbitrary x and y was rst obtained, as an identity involving
one- and two-point boundary correlation functions for the six-vertex model with DWBC, by
Colomo and Pronko [47, Eq. (5.32)], [49, Eq. (3.32)]. An alternative proof of (62) was given
by Behrend, Di Francesco and Zinn-Justin [17, Sec. 5]. This identity will also be obtained
from Theorem 1 of this paper, as Corollary 5, and it will be found to be a special case of the
identity (73) given in Section 3.5.
3.5. ASM enumeration involving statistics associated with several rows or several
columns. In this section, a generating function involving statistics associated with several
rows (or several columns) of ASMs is dened, and (in (73)) a result is stated which, for the
case of particular assignments of certain parameters, provides a determinantal expression for
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this generating function in terms of singly-rened and unrened ASM generating functions.
A derivation of this result will be given in Section 5.9.
For A 2 ASM(n), dene ASM statistics, associated with row i or column j of A, as
row i(A) =
j 2 f1; : : : ; ng  Pi 1i0=1Ai0j =Pjj0=1Aij0	;
col j(A) =
i 2 f1; : : : ; ng  Pi 1i0=1Ai0j =Pjj0=1Aij0	;
row i(A) = number of  1's in row i of A;
col j(A) = number of  1's in column j of A: (63)
It follows from the dening properties of ASMs that if, for an ASM A,
Pi 1
i0=1Ai0j =Pj
j0=1Aij0 (or equivalently
Pi
i0=1Ai0j =
Pj 1
j0=1Aij0), then Aij = 0. Hence, 
row i(A) and
col j(A) can be regarded as the numbers of certain 0's in row i and column j, respectively,
of A. It will be seen in Section 5.2 that, in terms of the conguration of the six-vertex model
with DWBC which corresponds to A, row i(A) and col j(A) are simply the numbers of vertex
congurations of types (1) and (2) in row i and column j, respectively, of the grid.
It can also be seen that the statistics row i(A) and col j(A) can be written in various other
ways, for example as
row i(A) =
Pn
j=1
 Pi 1
i0=1
Pj
j0=1Ai0jAij0 +
Pn
i0=i
Pn
j0=j+1Ai0jAij0

;
col j(A) =
Pn
i=1
 Pi 1
i0=1
Pj
j0=1Ai0jAij0 +
Pn
i0=i
Pn
j0=j+1Ai0jAij0

: (64)
It can be checked easily that, for any A 2 ASM(n), the statistics of (2){(3) and those
of (63) are related by Pn
i=1 
row i(A) =
Pn
j=1 
col j(A) = 2(A);
row 1(A) = T(A); 
coln(A) = R(A); 
rown(A) = B(A); 
col 1(A) = L(A);Pn 1
i=2 
row i(A) =
Pn 1
j=2 
col j(A) = (A);
row 1(A) = coln(A) = rown(A) = col 1(A) = 0; (65)
and that the statistics of (63) behave under the operations of transposition or anticlockwise
quarter-turn rotation of ASMs according to
row i(A) = col i(AT ) = n  1  col i(AQ)  2row i(A);
row i(A) = col i(AT ) = col i(AQ); (66)
using the same notation as in (6).
For any 0  m  n and 1  k1 < : : : < km  n, dene an ASM generating function
associated with rows (or, as will be seen in (69), columns) k1; : : : ; km as
Zk1;:::;kmn (x; y; z1; : : : ; zm;w1; : : : ; wm) =X
A2ASM(n)
x(A) y(A) 
Pm
i=1 
row ki (A)
mY
i=1
z
row ki (A)
i w
row ki (A)
i ; (67)
for indeterminates x, y, z1; : : : ; zm and w1; : : : ; wm.
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It can be seen that
Zk1;:::;kmn (x; y; z1; : : : ; zi 1; 1; zi+1; : : : ; zm;w1; : : : ; wi 1; y; wi+1; : : : ; wm) =
Zk1;:::;ki 1;ki+1;:::;kmn (x; y; z1; : : : ; zi 1; zi+1; : : : ; zm;w1; : : : ; wi 1; wi+1; : : : ; wm); (68)
and that Zk1;:::;kmn (x; y; z1; : : : ; zm;w1; : : : ; wm) is the unrened ASM generating function
Zn(x; y) for m = 0, the singly-rened ASM generating function Zn(x; y; z1) for m = 1
and k1 = 1 or k1 = n, and the opposite-boundary doubly-rened ASM generating function
Zoppn (x; y; z1; z2) for m = 2, k1 = 1 and k2 = n.
Using (66), it also follows that
Zk1;:::;kmn (x; y; z1; : : : ; zm;w1; : : : ; wm) =X
A2ASM(n)
x(A) y(A) 
Pm
j=1 
col kj (A)
mY
j=1
z
col kj (A)
j w
col kj (A)
j =
xn(n 1)=2 (z1 : : : zm)n 1 Zk1;:::;kmn
 
1
x
; y
x
; 1
z1
; : : : ; 1
zm
; w1
xz 21
; : : : ; wm
xz 2m

: (69)
Now dene, for 0  m  n, a further function
Xn(x; y; z1; : : : ; zm) =
8><>:
Zn(x; y); m = 0;
det1i;jm
 
z j 1i (zi 1)m j Zn j+1(x; y; zi)
Q
1i<jm(zi zj)
Qm 1
i=1 Zn i(x; y)
; 1  m  n: (70)
This denition is based on a denition of Colomo and Pronko [50, Eq. (6.6)], [52, Eq. (4.18)]
of a closely-related function for the six-vertex model with DWBC.
Some properties of Xn(x; y; z1; : : : ; zm), which follow straightforwardly from (70) and the
latter equations of (11), (12) and (13), are
Xn(x; y; z1; : : : ; zm) is symmetric in z1; : : : ; zm;
Xn(x; y; z1; : : : ; zm) = x
n(n 1)=2 (z1 : : : zm)n 1Xn
 
1
x
; y
x
; 1
z1
; : : : ; 1
zm

;
Xn(x; y; z1; : : : ; zi 1; 1; zi+1; : : : ; zm) = Xn(x; y; z1; : : : ; zi 1; zi+1; : : : ; zm);
Xn(x; y; z1; : : : ; zi 1; 0; zi+1; : : : ; zm) = Xn 1(x; y; z1; : : : ; zi 1; zi+1; : : : ; zm);
Xn(x; y; z) = Zn(x; y; z): (71)
Certain further properties can be found by combining (70) with general identities for minors
of a matrix. For example, for 1  m  n, and indeterminates z1; : : : ; zm, u1; : : : ; um 1 and
v1; : : : ; vm 1, the identityQ
1i<jm(zi zj)
Q
1ijm 1(ui vj) 
Xn(x; y; z1; : : : ; zm)
Qm 1
i=1 Xn(x; y;u1; : : : ; um i; vm i; : : : ; vm 1) =
det
1i;jm
Qm j
k=1 (zi uk)
Qm 1
k=m j+1(zi vk)Xn(x; y; zi; u1; : : : ; um j; vm j+1; : : : ; vm 1)

(72)
MULTIPLY-REFINED ENUMERATION OF ASMs 25
is satised. This result can be obtained from (70) by applying a certain identity for minors
of a matrix, which will be given in (154), to the (3m   2)  m matrix N with entries
Nij = fj(zi) for 1  i  m, Nij = fj(ui m) for m + 1  i  2m   1, and Nij = fj(vi 2m+1)
for 2m  i  3m  2, where fj(z) = zj 1(z  1)m jZn j+1(x; y; z) (although the actual form
of the function fj(z) in this derivation is immaterial).
Note that the 1  m  n case of (70) can be retrieved from (72), using only the last
three properties in (71) and the m = 0 case of (70), by setting u1 = : : : = um 1 = 1 and
v1 = : : : = vm 1 = 0.
The main result of this section is that, for any 0  m  n and 1  k1 < : : : < km  n,
Zk1;:::;kmn (x; y; z1; : : : ; zm; xz
2
1 +(y x 1)z1+1; : : : ; xz 2m+(y x 1)zm+1) =
Xn(x; y; z1; : : : ; zm): (73)
A derivation of (73), based on a result of Colomo and Pronko [50, Eq. (6.8)], [51, Eq. (A.13)],
will be given in Section 5.9. It will also be shown in Section 5.9 that (73) can be derived
by combining a general identity for minors of a matrix with the Izergin{Korepin formula for
the partition function of the six-vertex model with DWBC.
Note that, using (68) and the third property of (71), the cases of (73) with m < n all
follow from the case m = n.
It can now be seen, using (67) and (73), that the function (70) is a polynomial in x, y and
z1; : : : ; zm with integer coecients.
It follows from (73) that, for xed n and m, the LHS of (73) is independent of k1; : : : ; km.
This implies, for example, that the singly-rened and opposite-boundary doubly-rened ASM
generating functions can be written, for any 1  k  n and 1  k1 < k2  n, as
Zn(x; y; z) = Z
k
n(x; y; z;xz
2+(y x 1)z+1);
Zoppn (x; y; z1; z2) = Z
k1;k2
n (x; y; z1; z2; xz
2
1 +(y x 1)z1+1; xz 22 +(y x 1)z2+1): (74)
It can also be seen that the case m = 2, k1 = 1 and k2 = n of (73) gives the identity (62)
satised by the opposite-boundary doubly-rened ASM generating function, and that the
case m = 2 of (72) and the result Zoppn (x; y; z1; z2) = Xn(x; y; z1; z2) give the identity (61).
Finally, it will be shown in Section 5.10 that the function (70) at x = y = 1 can be
expressed as
Xn(1; 1; z1; : : : ; zm) = 3
 n(n 1)=2 ( q)m(n 1)  (z1+q) : : : (zm+q)n 1
s(n 1;n 1;:::;2;2;1;1)
 
qz1+1
z1+q
; : : : ; qzm+1
zm+q
; 1; : : : ; 1| {z }
2n m

q=e2i=3 ; (75)
where this uses the same notation as, and can be seen to generalize, the identity (46).
3.6. ASMs with several rows or columns closest to two opposite boundaries pre-
scribed. In this section, the enumeration of ASMs with prescribed congurations of several
rows or columns closest to two opposite boundaries (but not involving any further statistics)
is discussed.
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Let K1 and K2 be subsets of f1; : : : ; ng with jK1j + jK2j  n, and let AK1 and AK2 be
matrices with n columns and jK1j or jK2j rows respectively, in which each entry is 0, 1 or  1,
along each row and column the nonzero entries alternate in sign, in each row the entries sum
to 1, in column j of AK1 the entries sum to 1 if j 2 K1 and the entries sum to 0 with the
rst nonzero entry (if there is one) being 1 if j 62 K1, and in column j of AK2 the entries
sum to 1 if j 2 K2 and the entries sum to 0 with the rst nonzero entry (if there is one)
being  1 if j 62 K2. (For example, the entries of these matrices could be taken as simply
(AK1)ij = j;K1;i and (AK2)ij = j;K2;i , where K1;i and K2;i are the ith smallest elements
of K1 and K2, respectively.) For a xed choice of matrices AK1 and AK2 which satisfy these
conditions, dene
An;K1;K2 = number of n n ASMs whose rst jK1j rows are given by AK1 ,
and last jK2j rows are given by AK2 , (76)
where it can be checked easily that An;K1;K2 is independent of the choice of AK1 and AK2 .
(Note that if K1 = ; or K2 = ;, then there is no restriction on the rst or last rows,
respectively, of the ASMs in (76).) Thus, An;K1;K2 is the number of n  n ASMs in which
certain rows or columns closest to two opposite boundaries are prescribed.
Alternatively, An;K1;K2 can be written, without reference to AK1 and AK2 , as the number
of (n jK1j jK2j)n matrices in which each entry is 0, 1 or  1, along each row and column
the nonzero entries alternate in sign, in each row the entries sum to 1, and in column j the
entries sum to 1 if j 2 f1; : : : ; ng n (K1 [ K2), the entries sum to  1 if j 2 K1 \ K2, the
entries sum to 0 with the rst nonzero entry (if there is one) being  1 if j 2 K1 nK2, and
the entries sum to 0 with the rst nonzero entry (if there is one) being 1 if j 2 K2 nK1.
It can be seen that
An;K1;K2 = An;K2;K1 = An;fn+1 kjk2K1g;fn+1 kjk2K2g (77)
and that
An;;;; = An; An;fk+1g;; = An;k; An;fk1+1g;fn k2g = Aoppn;k1;k2 ; (78)
for any 0  k; k1; k2  n  1.
It can also be seen that An;f1;:::;ngnK1;; or An;f1;:::;ngnK2;; give the numbers of possible matri-
ces AK1 or AK2 , respectively, which satisfy the conditions outlined above. Furthermore, for
a xed set K of positive integers, An;f1;:::;ngnK;; is independent of n, for n  max(K), with
an operator formula for this number having been obtained by Fischer [72, Thm. 1]. Some
related functions for the six-vertex model with DWBC have been studied by Colomo and
Pronko [52].
The numbers An;K1;K2 have been studied by Fischer [75, 76], Fischer and Romik [77],
and Karklinsky and Romik [88]. Results which have been obtained include linear relations
between the numbers An;K;; with jKj = 2 and the opposite-boundary doubly-rened ASM
numbers (Fischer [75, Eq. (5.3)], and Karklinsky and Romik [88, Eq. (7)]), explicit formulae
for An;K;; with jKj = 2 (Fischer [75, Eq. (1.3)], and Karklinsky and Romik [88, Thm. 1]),
and an expression for An;K;fkg with jKj = 2 in terms of numbers of n  n ASMs with
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prescribed congurations on three boundaries (Fischer [76, Thm. 1]). Also, related numbers
have been dened (Fischer [75, Eq. (1.2)], [76, Eq. (2.9)]), and have been shown to give
the numbers An;K1;K2 in certain cases (Fischer [75, Thm. 1]), and to satisfy certain linear
relations (Fischer [75, Eq. (5.1) & p. 253, rst equation], [76, Eqs. (1.5) & (1.6)]).
3.7. The cases Zn(1; 3) and Zn(1; 3; z). Results involving Zn(1; 3) and Zn(1; 3; z), some
of which were previously conjectured by Mills, Robbins and Rumsey [109, Conj. 6{7], [110,
Conj. 5], and which correspond to the so-called 3-enumeration of ASMs, have been obtained
by Cantini [33, Sec. 4.1], Colomo and Pronko [46], [48, Secs. 4.4 & 5.4], [49, Sec. 4.3], Kuper-
berg [97, Thm. 2], [98, Thm. 3], Okada [117, Thm. 2.4(1), fourth eq.], and Stroganov [144].
3.8. The case Zn(1; 1; 1). It was observed by Di Francesco [60, Eqs. (2.7){(2.8)], and
shown explicitly by Williams [150, Thm. 4], that
Zn(1; 1; 1) = V2n; (79)
where Vn is the number of vertically-symmetric n  n ASMs (i.e., ASMs A with Aij =
Ai;n+1 j). Note that for n even, it can be seen easily (for example, using the second equation
of (32)) that both sides of the equation are zero. For n odd, Vn =
Q(n 1)=2
i=1 (6i   2)!=(n +
2i   1)!, as conjectured by Robbins [129, 130], and rst shown by Kuperberg [98, Thm. 2,
second equation]. It is known that Vn is also the number of descending plane partitions
invariant under a certain operation (see Behrend, Di Francesco and Zinn-Justin [16, Sec. 4.2
& Eq. (102)]), and the number of totally symmetric self-complementary plane partitions
invariant under a certain operation (see Ishikawa [85, Thm. 7.11(i)]), and it has been con-
jectured by Di Francesco [60, Eq. (2.8)], [61, Eq. (4.5)] that V 2n (up to sign) and V 4n are
obtained when a parameter is set to  1 in certain generating functions for totally symmetric
self-complementary and cyclically symmetric transpose-complementary plane partitions.
3.9. ASMs with a xed number of generalized inversions. Expressions for the coef-
cients of xp in Zn(x; 1), i.e., for the number of n  n ASMs with p generalized inversions,
can be obtained using a result of Behrend [15, Cor. 14], and are given by Behrend, Di
Francesco and Zinn-Justin [16, Eqs. (24){(25)]. Some particular cases of p, for ASMs with
xed values of certain further statistics, are also considered by Behrend, Di Francesco and
Zinn-Justin [16, pp. 337{338], [17, Sec. 7.1].
3.10. ASMs with a xed number of  1's. For the case of Zn(1; y), an expression for the
coecient of ym, i.e., for the number of nn ASMs with m  1s, has been obtained by Cori,
Duchon and Le Gac [53, 104], [105, Ch. 3] (and, for m = 1; 2, by Aval [6, Prop. 4]), a certain
factorization property (previously conjectured by Mills, Robbins and Rumsey [109, Conj. 4 &
Conj. 5], [111, pp. 50 & 54] and Robbins [130, Sec. 2]) has been established by Kuperberg [97,
Thm. 3], [98, Thm. 4, rst two eqs.], and a certain operator formula containing a parameter
which corresponds to the number of  1's in an ASM has been obtained by Fischer [74,
Thm. 1].
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Results involving the coecient of y1 in Zn(x; y; z), i.e., for a certain generating function
for n n ASMs with a single  1, have been obtained by Lalonde [99, 101].
3.11. Objects in simple bijection with ASMs. Simple bijections are known between
ASMs and various other combinatorial objects. Some examples, all of which are reviewed by
Propp [119, Secs. 2{4 & 7], are bijections between ASM(n) and sets of monotone (or Gog)
triangles with bottom row 1; : : : ; n, (n+ 1) (n+ 1) corner-sum matrices, (n+ 1) (n+ 1)
height-function matrices, 3-colorings of an (n+1) (n+1) grid with certain boundary con-
ditions, congurations of the six-vertex model on an nn grid with DWBC, or fully packed
loop congurations on an n n grid with certain boundary conditions. Some further exam-
ples are a bijection between ASM(n) and the set of sets of n osculating paths on an nn grid
in which all paths start and end on two adjacent boundaries (see, for example, Behrend [15,
Secs. 2{4], Bousquet-Melou and Habseiger [23, pp. 68{69], Bressoud [24, pp. 226{227], or
Egecioglu, Redmond and Ryavec [67, pp. 35{36]), and a bijection between ASM(n) and the
set of alternating paths for any xed fully packed loop conguration on an n  n grid (see
Ng [116, Prop. 3.1]).
In each of these cases, the statistics for the other combinatorial object which correspond,
under the bijection, to the ASM statistics (2){(3) or (63) can be obtained relatively straight-
forwardly. For example, this will be done for congurations of the six-vertex model with
DWBC in (113). Accordingly, all of the results reviewed or obtained in this paper for ASM(n)
with the statistics (2){(3) or (63) could alternatively be expressed in terms of any of these
other combinatorial objects and their associated statistics. However, it should be noted
that certain statistics will seem more natural when expressed in terms of some objects than
others.
It should also be noted that, by applying some of these simple bijections between ASMs
and other objects, further statistics or characteristics, which would not seem natural in
terms of the ASMs themselves, may become apparent. For instance, a natural statistic
for the monotone triangle which corresponds to an ASM is the number of diagonals whose
entries all have certain minimal values (see, for example, Zeilberger [152, Lem. 1] for a result,
previously conjectured by Mills, Robbins and Rumsey [110, Conj. 7], involving this statistic),
natural statistics for the 3-coloring of a grid which corresponds to an ASM are the numbers of
appearances of each color (see, for example, Rosengren [132, Cor. 8.4], [133, Sec. 3] for results
involving these statistics), and a natural characteristic for the fully packed loop conguration
which corresponds to an ASM is its associated link pattern (see, for example, Cantini and
Sportiello [34, Eq. (23)] for a result, previously conjectured by Razumov and Stroganov [122],
involving this characteristic).
In the case of the six-vertex model with DWBC, ASM generating functions are closely re-
lated to certain partition functions, expectation values, probabilities or correlation functions
for the model, and the results of this paper could alternatively be expressed in terms of the
latter quantities. For example, the quadruply-rened ASM generating function is closely as-
sociated with a certain four-point boundary correlation function for the six-vertex model with
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DWBC. For studies of various correlation functions, and related quantities, for the six-vertex
model with DWBC, see, for example, Bogoliubov, Kitaev and Zvonarev [20], Bogoliubov,
Pronko and Zvonarev [21], Colomo and Pronko [47, 49, 50, 52], Foda and Preston [78], and
Motegi [112, 113].
3.12. Descending plane partitions. Descending plane partitions are certain combinato-
rial objects rst dened by Andrews [2, 3]. It was shown by Behrend, Di Francesco and
Zinn-Justin [17, Thm. 1] that the opposite-boundary doubly-rened ASM generating func-
tion Zoppn (x; y; z1; z2) is equal to the generating function for descending plane partitions with
largest part at most n, in which the statistics associated with x, y, z1 and z2 are, respec-
tively, the number of nonspecial parts, the number of special parts (as rst dened by Mills,
Robbins and Rumsey [109, p. 344]), the number of n's, and the number of (n   1)'s plus
the number of rows of length n   1, in a descending plane partition. (Note, however, that
no general bijection is currently known between ASM(n) and the set of descending plane
partitions with largest part at most n, and that no further statistics for descending plane
partitions are currently known which, together with the previous four statistics, lead to gen-
erating functions which are equal to the adjacent-boundary doubly-rened, triply-rened or
quadruply-rened ASM generating functions.)
It follows that certain known results for descending plane partitions correspond to results
involving the opposite-boundary doubly-rened, singly-rened or unrened ASM generating
functions. For example, certain such results were outlined in Section 3.4.
Results are also known for the enumeration of descending plane partitions with a prescribed
sum of parts. In particular, it follows from work of Mills, Robbins and Rumsey [108, Sec. 5]
that, for 0  k  n  1,P
D2DPP(n) q
jDj =
Qn 1
i=0
[3i+1]q !
[n+i]q !
;P
D2DPP(n;k) q
jDj = q
kn [n+k 1]q ! [2n k 2]q !
[k]q ! [n k 1]q ! [2n 2]q !
Qn 2
i=0
[3i+1]q !
[n+i 1]q ! ; (80)
where DPP(n) denotes the set of descending plane partitions with largest part at most n,
DPP(n; k) denotes the set of elements of DPP(n) with exactly k parts equal to n, jDj denotes
the sum of parts of a descending plane partition D, and [n]q! is the usual q-factorial of n. As
expected, each RHS of (80) reduces to each RHS of (34){(35) for q = 1. However, no ASM
statistic is currently known which corresponds to the sum of parts of a descending plane
partition, and leads to generating functions matching those of (80).
For further information, and related results or conjectures, regarding descending plane
partitions, see, for example, Andrews [2, 3], Ayyer [10], Behrend, Di Francesco and Zinn-
Justin [16, 17], Bresssoud [24], Bressoud and Propp [27], Krattenthaler [95], Lalonde [99,
100, 101], Mills, Robbins and Rumsey [108, 109, 111], Robbins [129, 130], and Striker [141].
3.13. Totally symmetric self-complementary plane partitions. Totally symmetric
self-complementary plane partitions are certain combinatorial objects rst dened by Mills,
Robbins and Rumsey [110, Sec. 1], and Stanley [137, Sec. 2]. It was shown by Fonseca and
Zinn-Justin [80], following conjectures of Mills, Robbins and Rumsey [110, Conj. 2 & 3], that
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the opposite-boundary doubly-rened ASM generating function with both bulk parameters
set to 1, i.e., Zoppn (1; 1; z1; z2), is equal to a generating function for totally symmetric self-
complementary plane partitions in a 2n2n2n box in which the statistics associated with z1
and z2 can be certain pairs from among several statistics dened by Doran [66, Sec. 7], and
Mills, Robbins and Rumsey [110, Sec. 3] (see also Robbins [129, p. 16]). The singly-rened
case of this result was obtained previously by Razumov, Stroganov and Zinn-Justin [128,
Sec. 5.5]. (Note, however, that no general bijection is currently known between ASM(n) and
the set of totally symmetric self-complementary plane partitions in a 2n 2n 2n box, and
that no statistics for totally symmetric self-complementary plane partitions are currently
known which have the same enumerative behavior as the number of generalized inversions
or the number of  1's in an ASM.)
It follows that certain known results for totally symmetric self-complementary plane par-
titions, or obtained while studying these objects, correspond to results involving the ASM
generating functions Zoppn (1; 1; z1; z2) or Zn(1; 1; z), or the ASM numbers Aoppn;k1;k2 , An;k or An.
For example, for Zoppn (1; 1; z1; z2), Zn(1; 1; z) or An, Pfaan expressions follow from results
of Ishikawa [84, Thms. 1.2 & 1.4, & Sec. 7] and Stembridge [139, Thm. 8.3], constant-term
expressions follow from results of Ishikawa [84, Sec. 8], Krattenthaler [92, Thm.] and Zeil-
berger [152, Sublems. 1.1 & 1.2], and integral expressions follow from results of Fonseca and
Zinn-Justin [80, Eqs. (4.9) & (4.14)]. Note that many of these results are expressed in terms
of certain triangles of positive integers (specically, monotone or Gog triangles for ASMs,
and Magog triangles for totally symmetric self-complementary plane partitions), or closely
related integer arrays. Also, many such results are stated in more general forms which con-
tain additional parameters associated with certain entries of such arrays being prescribed to
take certain values, or being bounded by certain values.
For the case of adjacent-boundary doubly-rened ASM enumeration, it has been conjec-
tured by Cheballah [37, Conj. 4.3.1] that Aadjn;k1;k2 equals the number of totally symmetric
self-complementary plane partitions in a 2n2n2n box for which a certain pair of statistics
have values k1 and k2.
For further information, and related results or conjectures, regarding totally symmetric
self-complementary plane partitions, see, for example, Andrews [4], Ayyer, Cori and Gouyou-
Beauchamps [11], Bressoud [24, Sec. 6.2], Bressoud and Propp [27], Biane and Cheballah [19],
Cheballah [37], Cheballah and Biane [38], Di Francesco [60, 61], Doran [66], Fonseca [79,
Secs. 3{4], Fonseca and Zinn-Justin [80], Ishikawa [84, 85], Krattenthaler [92], Mills, Robbins
and Rumsey [110], Robbins [129], Stanley [137], Stembridge [139, Sec. 8], Striker [140, 142],
Zeilberger [152], Zinn-Justin [156], and Zinn-Justin and Di Francesco [157].
3.14. Loop models. Numbers of certain ASMs, or plane partitions, have been found to
appear also as appropriately normalized entries of particular eigenvectors (or sums of such
entries, or norms of such eigenvectors) associated with certain cases of integrable loop models
(or associated quantum spin chains). A wide variety of such cases are known, and these often
involve ASMs with prescribed link patterns of associated fully packed loop congurations,
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with prescribed values of some of the statistics of (2)-(3) or of related statistics or parameters,
or subject to invariance under certain symmetry operations.
Of the many papers which study the conrmed or conjectured appearances of numbers of
ASMs in such contexts, a few examples are Batchelor, de Gier and Nienhuis [13], Cantini and
Sportiello [34, 35], Di Francesco [58, 59], Di Francesco and Zinn-Justin [64], Pasquier [118],
Razumov and Stroganov [121, 122, 124], and Stroganov [143]. For reviews of some of these
matters, see, for example, de Gier [54, 55, 56], or Zinn-Justin [156].
3.15. ASMs invariant under symmetry operations. This paper is focussed on the enu-
meration of ASMs with prescribed values of the bulk statistics (2) and boundary statis-
tics (3), but with no other conditions applied. However, other studies have focussed on the
enumeration of ASMs which are invariant under certain symmetry operations, or subject
to related conditions, and which in some cases also have prescribed values of some of the
statistics of (2)-(3). For results of this type (some of which remain conjectural), see, for ex-
ample, Aval and Duchon [8, 9], Bousquet-Melou and Habseiger [23], Bressoud [24, Sec. 6.1],
Kuperberg [98], Okada [117], Robbins [129, 130], Razumov and Stroganov [123, 125, 126],
Stanley [136], and Stroganov [145, 147].
Numbers of certain such ASMs have also been related (again, in some cases, only con-
jecturally) to numbers of certain descending plane partitions (see, for example, de Gier,
Pyatov and Zinn-Justin [57, Prop. 3, rst equation], and Mills, Robbins and Rumsey [109,
Conj. 3S]), numbers of certain totally-symmetric self-complementary plane partitions (see,
for example, Ishikawa [84, 85], and Mills, Robbins and Rumsey [110, Conjs. 4 & 6]), or
appropriately normalized entries of eigenvectors associated with certain cases of loop models
(see, for example, the references given in Section 3.14).
4. Main results
In this section, the main result of this paper (Theorem 1) is stated, and some of its con-
sequences (Corollaries 2{11) are derived and discussed. The proof of Theorem 1 is deferred
to Section 5.6.
In particular, new results are given for the quadruply-rened ASM generating function
(Theorem 1 and Corollary 10), triply-rened ASM generating function (Corollaries 2, 4
and 11), adjacent-boundary doubly-rened ASM generating functions (Corollaries 3, 6 and 7),
singly-rened ASM generating function (Corollary 8), and unrened ASM generating func-
tion (Corollary 9), and a previously-known result is obtained for the opposite-boundary
doubly-rened ASM generating function (Corollary 5).
4.1. Main theorem. The primary result of this paper is as follows.
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Theorem 1. The quadruply-rened ASM generating function satises
y(z4 z2)(z1 z3)Zquadn (x; y; z1; z2; z3; z4)Zn 2(x; y) = 
(z1 1)(z2 1) yz1z2
 
(z3 1)(z4 1) yz3z4

Zadjn 1(x; y; z4; z1)Z
adj
n 1(x; y; z2; z3)   
x(z4 1)(z1 1) y
 
x(z2 1)(z3 1) y

z1z2z3z4 eZadjn 1(x; y; z1; z2) eZadjn 1(x; y; z3; z4)  
(z2 1)(z3 1)
 
(z4 1)(z1 1) yz4z1

Zadjn 1(x; y; z4; z1)Zn 2(x; y) +
(z3 1)(z4 1)
 
x(z1 1)(z2 1) y

z1z2 (xz3z4)
n 1 eZadjn 1(x; y; z1; z2)Zn 2(x; y)  
(z4 1)(z1 1)
 
(z2 1)(z3 1) yz2z3

Zadjn 1(x; y; z2; z3)Zn 2(x; y) +
(z1 1)(z2 1)
 
x(z3 1)(z4 1) y

z3z4 (xz1z2)
n 1 eZadjn 1(x; y; z3; z4)Zn 2(x; y) +
(z1 1)(z2 1)(z3 1)(z4 1)
 
1  (x2z1z2z3z4)n 1

Zn 2(x; y)2: (81)
The identity (81) holds for each n  3. Furthermore, if Z0(x; y) is taken to be 1, then
it can be seen, using Zadj1 (x; y; z1; z2) = eZadj1 (x; y; z1; z2) = 1 and Zquad2 (x; y; z1; z2; z3; z4) =
1 + xz1z2z3z4 (from (8){(10)), that (81) also holds for n = 2.
The proof of (81), which will be given in Section 5.6, will involve using a relation between
a certain generalized ASM generating function and the partition function of the six-vertex
model with DWBC, and then combining the Desnanot{Jacobi determinant identity with the
Izergin{Korepin formula for this partition function.
An alternative form of (81) will be obtained, and some further related results will be
discussed, in Section 5.7.
It can be seen that (81) enables Zquadn (x; y; z1; z2; z3; z4) to be obtained recursively, using
the initial conditions (from (8)) Zquad1 (x; y; z1; z2; z3; z4) = 1 and Z
quad
2 (x; y; z1; z2; z3; z4) =
1 + xz1z2z3z4, and the denitions (from (9){(10)) Z
adj
n (x; y; z1; z2) = Z
quad
n (x; y; z1; 1; 1; z2),eZadjn (x; y; z1; z2) = Zquadn (x; y; z1; z2; 1; 1) and Zn(x; y) = Zquadn (x; y; 1; 1; 1; 1). Accordingly,
in this sense, Zquadn (x; y; z1; z2; z3; z4), and all of the ASM generating functions of (9){(10)
which are dened in terms of Zquadn (x; y; z1; z2; z3; z4), are determined by (81).
Note, however, that if the generating functions are computed recursively in this way, then,
for each successive n, Zquadn (x; y; z1; z2; z3; z4) should rst be computed for arbitrary z1, z2, z3,
and z4, with the factor (z1  z3)(z4  z2) being explicitly canceled from both sides of (81), so
that division by zero is avoided when boundary parameters need to be set to 1 in subsequent
computations. Alternatively, certain expressions in which this cancelation has eectively
been done, will be given in Section 4.2.
By replacing z2 and z4 by
1
z2
and 1
z4
respectively, Theorem 1 can be restated for the
alternative quadruply-rened ASM generating function of (10) as
y(z1 z3)(z2 z4) eZquadn (x; y; z1; z2; z3; z4)Zn 2(x; y) = 
(z1 1)(z2 1)+yz1
 
(z3 1)(z4 1)+yz3

(z2z4)
n 1 
Zadjn 1(x; y;
1
z4
; z1)Z
adj
n 1(x; y;
1
z2
; z3)   
x(z4 1)(z1 1)+yz4
 
x(z2 1)(z3 1)+yz2

z1z3(z2z4)
n 2 
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eZadjn 1(x; y; z1; 1z2 ) eZadjn 1(x; y; z3; 1z4 )  
(z2 1)(z3 1)
 
(z4 1)(z1 1)+yz1

(z2z4)
n 1 Zadjn 1(x; y;
1
z4
; z1)Zn 2(x; y) +
(z3 1)(z4 1)
 
x(z1 1)(z2 1)+yz2

z1z
n 2
2 (xz3)
n 1 eZadjn 1(x; y; z1; 1z2 )Zn 2(x; y)  
(z4 1)(z1 1)
 
(z2 1)(z3 1)+yz3

(z2z4)
n 1 Zadjn 1(x; y;
1
z2
; z3)Zn 2(x; y) +
(z1 1)(z2 1)
 
x(z3 1)(z4 1)+yz4

z3z
n 2
4 (xz1)
n 1 eZadjn 1(x; y; z3; 1z4 )Zn 2(x; y) +
(z1 1)(z2 1)(z3 1)(z4 1)
 
(z2z4)
n 1   (x2z1z3)n 1

Zn 2(x; y)2: (82)
4.2. Corollaries for arbitrary bulk parameters x and y. In this section, some conse-
quences of Theorem 1, for the case in which the bulk parameters x and y remain arbitrary, are
derived. These results are obtained from (81) using only denitions and elementary proper-
ties of ASM generating functions from Section 2.2, and the initial conditions (from (8){(10))
Zadj1 (x; y; z1; z2) = eZadj1 (x; y; z1; z2) = 1 and Zadj2 (x; y; z1; z2) = eZadj2 (x; y; z1; z2) = 1 + xz1z2.
In particular, most of the results are obtained by setting boundary parameters to 1, using (11)
for the corresponding specializations, and, in some cases, solving recursion relations.
Alternative forms of some of the results of this section will be given in Section 5.7.
Corollary 2. The triply-rened ASM generating function satises
(z2 z1)(z3 1)Ztrin (x; y; z1; z2; z3)Zn 2(x; y) = 
(z2 1)(z3 1) yz2z3

z1 Z
adj
n 1(x; y; z1; z3)Zn 1(x; y; z2)   
x(z1 1)(z3 1) y

z1z2z3 eZadjn 1(x; y; z2; z3)Zn 1(x; y; z1)  
(z1 1)(z3 1) z2 Zn 1(x; y; z2)Zn 2(x; y) +
(z2 1)(z3 1) z1 (xz2z3)n 1 Zn 1(x; y; z1)Zn 2(x; y): (83)
Proof. Set z2 = 1 in (81) (and then relabel z3 as z2 and z4 as z3). 
Corollary 3. The adjacent-boundary doubly-rened ASM generating functions satisfy the
recursion relations
(z1 1)(z2 1)Zadjn (x; y; z1; z2)Zn 2(x; y) = yz1z2 Zadjn 1(x; y; z1; z2)Zn 1(x; y) + 
x(z1 1)(z2 1) y

z1z2 Zn 1(x; y; z1)Zn 1(x; y; z2) +
(z1 1)(z2 1)Zn 1(x; y)Zn 2(x; y); (84)
(z1 1)(z2 1) eZadjn (x; y; z1; z2)Zn 2(x; y) = yz1z2 eZadjn 1(x; y; z1; z2)Zn 1(x; y) + 
(z1 1)(z2 1) yz1z2

Zn 1(x; y; z1)Zn 1(x; y; z2) +
(z1 1)(z2 1) (xz1z2)n 1 Zn 1(x; y)Zn 2(x; y): (85)
Proof. To obtain (84), set z2 = 1 in (83) (and then relabel z3 as z2). To obtain (85), set
z1 = 1 in (83) (and then relabel z2 as z1 and z3 as z2). 
Note that, if Z0(x; y) is taken to be 1, then (84) and (85) hold for all n  2.
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Corollary 4. The triply-rened ASM generating function also satises
y(z2 z1)z3 Ztrin (x; y; z1; z2; z3)Zn 1(x; y) =
(z1 1)
 
(z2 1)(z3 1) yz2z3

Zadjn (x; y; z1; z3)Zn 1(x; y; z2)  
(z2 1)
 
x(z1 1)(z3 1) y

z1z3 eZadjn (x; y; z2; z3)Zn 1(x; y; z1)  
(z1 1)(z2 1)(z3 1)Zn 1(x; y; z2)Zn 1(x; y) +
(z1 1)(z2 1)(z3 1) z1zn 12 (xz3)n Zn 1(x; y; z1)Zn 1(x; y): (86)
Proof. Use (84){(85) to replace Zadjn 1(x; y; z1; z3) and eZadjn 1(x; y; z2; z3) in (83) by terms which
instead contain Zadjn (x; y; z1; z3) and eZadjn (x; y; z2; z3), and then cancel an overall factor which
contains a term z3   1. 
Corollary 5. The opposite-boundary doubly-rened ASM generating function satises
(z1 z2)Zoppn (x; y; z1; z2)Zn 1(x; y) = (z1 1) z2 Zn(x; y; z1)Zn 1(x; y; z2)  
z1 (z2 1)Zn 1(x; y; z1)Zn(x; y; z2): (87)
Proof. Set z3 = 1 in (86). 
Note that Corollary 5 is a previously-known result, as already given in (62) and discussed
in Section 3.4.
Corollary 6. The adjacent-boundary doubly-rened ASM generating functions can be ex-
pressed as
Zadjn (x; y; z1; z2) = Zn 1(x; y)

1 +
n 1X
i=1

y z1 z2
(z1 1)(z2 1)
n i

1 +
(x(z1 1)(z2 1) y)Zi(x; y; z1)Zi(x; y; z2)
y Zi 1(x; y)Zi(x; y)

; (88)
eZadjn (x; y; z1; z2) = Zn 1(x; y)(xz1z2)n 1 + n 1X
i=1

y
(z1 1)(z2 1)
n i

xi 1(z1z2)n 1 +
(z1z2)
n i 1((z1 1)(z2 1) yz1z2)Zi(x; y; z1)Zi(x; y; z2)
y Zi 1(x; y)Zi(x; y)

; (89)
where, in the sums over i, Z0(x; y) is taken to be 1.
Proof. It can be checked straightforwardly (again taking Z0(x; y) = 1), that the initial con-
ditions Zadj1 (x; y; z1; z2) = eZadj1 (x; y; z1; z2) = 1 and recursion relations (84){(85) are satised
by (88){(89). 
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Corollary 7. The two types of adjacent-boundary doubly-rened ASM generating function
are related by
((z1 1)(z2 1) yz1z2)Zadjn (x; y; z1; z2)  (x(z1 1)(z2 1) y) z1z2 eZadjn (x; y; z1; z2)
= (z1 1)(z2 1)
 
1  (xz1z2)n

Zn 1(x; y): (90)
Proof. This can be obtained directly from (88){(89). Alternatively, it can be obtained
from (84){(85), by showing that ((z1  1)(z2  1)  yz1z2)Zadjn (x; y; z1; z2)   (z1  1)(z2 
1)Zn 1(x; y) and (x(z1 1)(z2 1) y) z1z2 eZadjn (x; y; z1; z2)  (z1 1)(z2 1)(xz1z2)n Zn 1(x; y)
satisfy the same recursion relation and initial condition. 
Note that, from (12), the two types of adjacent-boundary doubly-rened ASM generating
function are also related by
Zadjn (x; y; z1; z2) = x
n(n 1)=2 (z1z2)n 1 eZadjn   1x ; yx ; 1z1 ; 1z2 : (91)
Combining (90) and (91), it follows that the adjacent-boundary doubly-rened ASM gener-
ating function satises
((z1 1)(z2 1) yz1z2)Zadjn (x; y; z1; z2) =
(x(z1 1)(z2 1) y) (z1z2)n xn(n 1)=2 Zadjn ( 1x ; yx ; 1z1 ; 1z2 ) +
(z1 1)(z2 1)
 
1  (xz1z2)n

Zn 1(x; y): (92)
By using (81) and (90), together with identities from (12), it is also possible to ob-
tain a certain identity which involves Zquadn (x; y; z1; z2; z3; z4) and Z
quad
n (x; y; z3; z2; z1; z4) (or
Zquadn (x; y; z1; z2; z3; z4) and Z
quad
n (x; y; z1; z4; z3; z2)). A form of this identity will be given
in (143).
Corollary 8. The boundary parameter coecients in the singly-rened ASM generating
function, as dened in (14), satisfy
Zn(x; y)k = Zn 1(x; y) k;0 + Zn 1(x; y)
k 1X
i=0
 
yi+1

k 1
i

n 1
i+1

+
yi
k i 1X
j1=0
n i 2X
j2=0
Zn i 1(x; y)j1 Zn i 1(x; y)j2
Zn i 1(x; y)Zn i 2(x; y)
 
x

k j1 2
i 1

n j2 2
i

 
y

k j1 1
i

n j2 1
i+1
!!
; (93)
where Z0(x; y), if it appears, is taken to be 1.
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Proof. Expanding the factors 1=((z1   1)(z2   1))n i in (88) as binomial series, equating
coecients of zk11 z
k2
2 on both sides of (88), and using the denitions (14), gives
Zadjn (x; y)k1;k2 = Zn 1(x; y) k1;0 k2;0 + Zn 1(x; y)
min(k1;k2) 1X
i=0
 
yi+1

k1 1
i

k2 1
i

+
yi
k1 i 1X
j1=0
k2 i 1X
j2=0
Zn i 1(x; y)j1 Zn i 1(x; y)j2
Zn i 1(x; y)Zn i 2(x; y)
 
x

k1 j1 2
i 1

k2 j2 2
i 1

 
y

k1 j1 1
i

k2 j2 1
i
!!
: (94)
Summing (94) over k2, using a standard binomial coecient summation identity, and rela-
beling k1 as k, then gives (93). 
Corollary 9. The unrened ASM generating function satises
Zn(x; y) = Zn 1(x; y)
 
1 +
n 2X
i=0
 
yi+1

n 1
i+1
2
+
xyi
 Pn i 2
j=0
 
n j 2
i

Zn i 1(x; y)j
2   yi+1 Pn i 2j=0  n j 1i+1 Zn i 1(x; y)j2
Zn i 1(x; y)Zn i 2(x; y)
!!
; (95)
where Z0(x; y) is taken to be 1.
Proof. Sum (93) over k, and use a standard binomial coecient summation identity. 
Note that various other expressions for Zn(x; y)k and Zn(x; y), which provide alternatives
to (93) and (95), can be obtained by taking the limits z1 ! 1 and z2 ! 1 of (88) in ways
somewhat dierent from those used in Corollaries 8 and 9.
As observed in Section 4.1, the main result (81) enables all of the ASM generating functions
of (7), (9) and (10) to be computed recursively. The corollaries of this section essentially
comprise special cases of (81) which apply to specic ASM generating functions, and can
alternatively be used for their computation.
For example, it can be seen that (93) and (95) give Zn(x; y)k and Zn(x; y) in terms of
Zi(x; y)k and Zi(x; y) for i = 1; : : : ; n   1, and thereby enable the singly-rened and unre-
ned ASM generating functions to be computed recursively. The adjacent-boundary doubly-
rened, opposite-boundary doubly-rened, triply-rened and quadruply-rened ASM gener-
ating functions can then be computed using (88){(89), (87), (83) or (86), and (81), respec-
tively.
Note that the opposite-boundary doubly-rened, singly-rened and unrened ASM gener-
ating functions can instead be computed using the determinant formulae (54), (56) and (57).
4.3. Corollaries for bulk parameters x = y = 1. In this section, some consequences of
Theorem 1, for the case in which the bulk parameters x and y are both set to 1, are derived.
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In contrast to the consequences of Theorem 1 given in Section 4.2 for the case of arbitrary x
and y, which were obtained essentially using only (81), the consequences in this section are
obtained using (81) together with the nontrivial relation (45) between the adjacent-boundary
and opposite-boundary doubly-rened ASM generating functions at x = y = 1.
Corollary 10. The alternative quadruply-rened ASM generating function at x = y = 1
satises
(z4z1 z4+1)(z1z2 z1+1)(z2z3 z2+1)(z3z4 z3+1) eZquadn (1; 1; z1; z2; z3; z4) =
z1 z2 z3 z4
An 2 (z1 z3)(z2 z4)  
(z1z2 z1+1)(z1z2 z2+1)(z3z4 z3+1)(z3z4 z4+1)Zoppn 1(1; 1; z4; z1)Zoppn 1(1; 1; z2; z3)  
(z4z1 z4+1)(z4z1 z1+1)(z2z3 z2+1)(z2z3 z3+1)Zoppn 1(1; 1; z1; z2)Zoppn 1(1; 1; z3; z4)

+
(z2 1)(z3 1)(z1z2 z1+1)(z3z4 z3+1)z4z1zn 12 Zoppn 1(1; 1; z4; z1) +
(z3 1)(z4 1)(z2z3 z2+1)(z4z1 z4+1)z1z2zn 13 Zoppn 1(1; 1; z1; z2) +
(z4 1)(z1 1)(z3z4 z3+1)(z1z2 z1+1)z2z3zn 14 Zoppn 1(1; 1; z2; z3) +
(z1 1)(z2 1)(z4z1 z4+1)(z2z3 z2+1)z3z4zn 11 Zoppn 1(1; 1; z3; z4) +
(z1 1)(z2 1)(z3 1)(z4 1)
 
(z1z2 z1+1)(z3z4 z3+1)(z2z4)n 1 +
(z2z3 z2+1)(z4z1 z4+1)(z1z3)n 1
An 2: (96)
Proof. Setting x = y = 1 in (82), and using (91), gives
(z1 z3)(z2 z4) eZquadn (1; 1; z1; z2; z3; z4)An 2 =
(z1z2 z2+1)(z3z4 z4+1)(z2z4)n 1 Zadjn 1(1; 1; 1z4 ; z1)Z
adj
n 1(1; 1;
1
z2
; z3)  
(z4z1 z1+1)(z2z3 z3+1)(z1z3)n 1 Zadjn 1(1; 1; 1z1 ; z2)Z
adj
n 1(1; 1;
1
z3
; z4)  
(z2 1)(z3 1)(z4z1 z4+1)(z2z4)n 1 Zadjn 1(1; 1; 1z4 ; z1)An 2 +
(z3 1)(z4 1)(z1z2 z1+1)(z1z3)n 1 Zadjn 1(1; 1; 1z1 ; z2)An 2  
(z4 1)(z1 1)(z2z3 z2+1)(z2z4)n 1 Zadjn 1(1; 1; 1z2 ; z3)An 2 +
(z1 1)(z2 1)(z3z4 z3+1)(z1z3)n 1 Zadjn 1(1; 1; 1z3 ; z4)An 2 +
(z1 1)(z2 1)(z3 1)(z4 1)
 
(z2z4)
n 1   (z1z3)n 1
A2n 2: (97)
Multiplying both sides of (97) by (z4z1 z4+1)(z1z2 z1+1)(z2z3 z2+1)(z3z4 z3+1)=((z1 z3)(z2 
z4)An 2), and using (45), in the form (z1z2 z1+1)zn 21 Zadjn 1(1; 1; 1z1 ; z2) = z2Z
opp
n 1(1; 1; z1; z2)+
zn 21 (z1 1)(z2 1)An 2, then gives (96). 
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Corollary 11. The triply-rened ASM generating function at x = y = 1 satises
(z1z3 z3+1)(z2z3 z2+1)zn 13 Ztrin (1; 1; z1; z2; 1z3 ) =
z1 z3
An 2 (z1 z2)(z3 1)
 
(z1z3 z1+1)(z1z3 z3+1)z2 Zn 1(1; 1; z1)Zoppn 1(1; 1; z2; z3)  
(z2z3 z2+1)(z2z3 z3+1)z1 Zn 1(1; 1; z2)Zoppn 1(1; 1; z1; z3)

+
(z2 1)(z3 1)(z1z3 z3+1)z1zn 12 Zn 1(1; 1; z1) +
(z1 1)(z3 1)(z2z3 z2+1)zn 13 Zn 1(1; 1; z2): (98)
Proof. Set z2 = 1 in (96) (and then relabel z3 as z2 and z4 as z3). 
It can be seen that (96) and (98) provide alternative formulae to (49){(51) for the quad-
ruply- and triply-rened ASM generating functions at x = y = 1. In fact, (96) and (98)
dier from (51) and (50), respectively, only in the rst terms on each RHS. It can also be
seen that the last ve terms on the RHS of (96) could be replaced by the last ve terms on
the RHS of (49).
5. Proofs
In this section, proofs of Theorem 1, and of several of the results of Section 3 are given.
Preliminary results which are needed for these proofs are obtained or stated in Sections 5.1{
5.5, while the main steps of the proofs are given in Sections 5.6 and 5.8{5.10. In Section 5.7,
alternative forms of certain results of Section 4, and some further results, are discussed.
5.1. A generalized ASM generating function. In this section, a generating function
which generalizes the quadruply-rened ASM generating function is introduced, and some
of its elementary properties are identied. This generating function will be shown, in Sec-
tion 5.3, to be proportional to a certain case of the partition function of the six-vertex model
with DWBC.
The generalized ASM generating function involves the six statistics of (2){(3), together
with four further statistics associated with the entries in the corners of an ASM, and is
dened, for indeterminates x, y, z1, z2, z3, z4, z41, z12, z23 and z34, as
Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34) =X
A2ASM(n)
x(A) y(A) z
T(A)
1 z
R(A)
2 z
B(A)
3 z
L(A)
4 z
1 A11
41 z
1 A1n
12 z
1 Ann
23 z
1 An1
34 : (99)
For example, for n = 3, the function is
Zgen3 (x; y; z1; z2; z3; z4; z41; z12; z23; z34) = z12 z34 + x z1 z4 z41 z12 z34 +
x z2 z3 z12 z23 z34 + x
2 z1 z2 z
2
3 z
2
4 z41 z12 z23 + x
2 z21 z
2
2 z3 z4 z41 z23 z34 +
x3 z21 z
2
2 z
2
3 z
2
4 z41 z23 + x y z1 z2 z3 z4 z41 z12 z23 z34; (100)
where the terms are written in an order which corresponds to that used in (1).
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It can be seen immediately that the quadruply-rened ASM generating function is
Zquadn (x; y; z1; z2; z3; z4) = Z
gen
n (x; y; z1; z2; z3; z4; 1; 1; 1; 1): (101)
By acting on ASM(n) with transposition or anticlockwise quarter-turn rotation, and us-
ing (6), it follows that
Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34) = Z
gen
n (x; y; z4; z3; z2; z1; z41; z34; z23; z12)
= xn(n 1)=2 (z1z2z3z4)n 1 Zgenn
 
1
x
; y
x
; 1
z2
; 1
z3
; 1
z4
; 1
z1
; z12; z23; z34; z41

: (102)
The properties of ASMs with a 1 in the top-left corner, as outlined in Section 2.1, imply
that
Zgenn (x; y; z1; z2; z3; z4; 0; z12; z23; z34) = Z
gen
n (x; y; 0; z2; z3; z4; z41; z12; z23; z34)
= z12 z34 Z
gen
n 1(x; y; 1; z2; z3; 1; 1; 1; z23; 1); (103)
and the fact that an ASM cannot contain a 1 in both its top-left and top-right corner, implies
that
Zgenn (x; y; z1; z2; z3; z4; 0; 0; z23; z34) = 0: (104)
It can be seen from the denition (99) that Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34) is linear
in z41, z12, z23 and z34. Therefore, using interpolation for these parameters at 0 and 1, it
follows that
Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34) =X
i1;i2;i3;i42f0;1g
(1  z41)1 i1 z i141 (1  z12)1 i2 z i212 (1  z23)1 i3 z i323 (1  z34)1 i4 z i434 
Zgenn (x; y; z1; z2; z3; z4; i1; i2; i3; i3): (105)
Applying cases of (9){(10) and (101){(104) to (105) (as a result of which, for exam-
ple, (102) and (104) imply that nine of the sixteen terms on the RHS of (105) vanish, while (9)
and (101){(103) give Zgenn (x; y; z1; z2; z3; z4; 0; 1; 0; 1) = Zn 2(x; y)), it now follows that the
generalized ASM generating function can be expressed entirely in terms of quadruply-rened,
adjacent-boundary doubly-rened and unrened ASM generating functions as
Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34) = z41 z12 z23 z34 Z
quad
n (x; y; z1; z2; z3; z4) +
z41 z12 (1 z23) z34 Zadjn 1(x; y; z4; z1) +
z41 z12 z23 (1 z34) z1z2 (xz3z4)n 1 eZadjn 1(x; y; z1; z2) +
(1 z41) z12 z23 z34 Zadjn 1(x; y; z2; z3) +
z41 (1 z12) z23 z34 z3z4 (xz1z2)n 1 eZadjn 1(x; y; z3; z4) +
(1 z41) z12 (1 z23) z34 Zn 2(x; y) +
z41 (1 z12) z23 (1 z34)x2n 3 (z1z2z3z4)n 1 Zn 2(x; y): (106)
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Some special cases of (106), which will be used in Section 5.6, are
Zgenn (x; y; z1; 1; 1; z2; z12; 1; 1; 1) = Z
gen
n (x; y; 1; z1; z2; 1; 1; 1; z12; 1)
= z12 Z
adj
n (x; y; z1; z2) + (1 z12)Zn 1(x; y);
Zgenn (x; y; z1; z2; 1; 1; 1; z12; 1; 1) = Z
gen
n (x; y; 1; 1; z1; z2; 1; 1; 1; z12)
= z12 eZadjn (x; y; z1; z2) + (1 z12) (xz1z2)n 1 Zn 1(x; y): (107)
5.2. The bijection between ASMs and congurations of the six-vertex model with
DWBC. In this section, the set of congurations of the six-vertex model on an n n grid
with DWBC is described, and the details of a natural bijection between this set and ASM(n)
are summarized. This is standard material, with similar accounts having been given, for
example, by Behrend, Di Francesco and Zinn-Justin [16, Secs. 2.1 & 3.1], [17, Sec. 5.1].
The six-vertex, or square ice, model is a much-studied integrable statistical mechanical
model (see, for example, Baxter [14, Chaps. 8 & 9] for further information and references),
with DWBC for the model having been introduced and rst studied by Korepin [90]. The
bijection between ASMs and congurations of the model with DWBC was rst discussed
by Elkies, Kuperberg, Larsen and Propp [69, Sec. 7], with the details having mostly been
observed previously, but using dierent terminology, by Robbins and Rumsey [131, pp. 179{
180]. There exist closely-related bijections between ASMs and certain sets of osculating
lattice paths (see Section 3.11 for references), and between ASMs and certain fully-packed
loop congurations (see, for example, Propp [119, Sec. 7]).
Let Gn be the nn undirected grid with vertex set f(i; j) j i; j = 0; : : : ; n+1gnf(0; 0); (0; n+
1); (n+ 1; 0); (n+ 1; n+ 1)g, where (i; j) is taken to be in the ith row from the top and jth
column from the left, and for which there are horizontal edges between (i; j) and (i; j  1),
and vertical edges between (i; j) and (i  1; j), for each i; j = 1; : : : ; n. This grid is shown
in Figure 1. Each vertex or edge of Gn can be described as either internal or external, i.e.,
the n2 vertices of degree 4 are internal, the remaining 4n vertices of degree 1 are external,
the 2n(n  1) edges which connect two internal vertices are internal, and the remaining 4n
edges are external.
   
     
     
     
     
   (0;1) (0;n)
(n+1;1) (n+1;n)
(1;0)
(n;0) (n;n+1)
(1;n+1)
(1;1) (1;n)
(n;n)(n;1)
  
:::
  
:::
Figure 1. The grid Gn.
A conguration of the six-vertex model on Gn with DWBC is an assignment of arrows to
the edges of Gn such that the arrows on the external edges on the upper, right, lower and left
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boundaries of Gn are all directed upward, leftward, downward and rightward, respectively,
while the arrows on the four edges incident to any internal vertex satisfy the condition that
two point towards and two point away from the vertex.
Now dene 6VDW(n) to be the set of all congurations of the six-vertex model on Gn with
DWBC. For example,
6VDW(3) =8>><>>:
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u
u
u
u
u
u
u
u
u
u
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u
u
u
u
u
u
u
u
u
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,
u
u
u
u
u u
u u
u
u
u
u
u u
u
u
u
u
u
u
u
u
u u
  
    
    
    
  
,
u
u
u
u
u
u
u
u
u
u u
u
u
u
u
u
u
u
u
u
u
u
u u
  
    
    
    
  
,
u
u
u
u
u u
u
u
u u
u
u
u
u
u
u
u
u
u
u
u
u
u u
  
    
    
    
  
,
u
u u
u
u
u
u
u
u
u
u
u
u u
u
u
u
u
u
u
u
u
u
u
  
    
    
    
  
,
u
u
u u
u
u
u u
u
u
u
u
u u
u
u
u
u
u
u
u
u
u
u
  
    
    
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In an element of 6VDW(n), there are six possible congurations of arrows on the four
edges incident to an internal vertex of Gn. These so-called vertex congurations, are shown
in Figure 2, where the numbers 1, . . . , 6 will be used to label the types, as indicated.
     
(1)
u
u
u u
(2)
u
u
u u
(3)
u
u
u u
(4)
u
u
u u
(5)
u
u
u u
(6)
u
u
u u
Figure 2. The possible arrow congurations on edges incident to an internal vertex.
For C 2 6VDW(n), let Cij 2 f1; : : : ; 6g denote the type of vertex conguration in C
at internal vertex (i; j) of Gn, and let N(k)(C), N row i(k) (C), N col j(k) (C) and N ij(k)(C) denote
the numbers of type-k vertex congurations in C in the whole of Gn, in row i of Gn, in
column j of Gn, or at vertex (i; j) of Gn, respectively. Thus, for example, N ij(k)(C) = Cij ;k,
and N(k)(C) = jf(i; j) j 1  i; j  n; Cij = kgj =
Pn
i;j=1N ij(k)(C).
It can be shown easily that, for any C 2 6VDW(n),
N(1)(C) = N(2)(C); N(3)(C) = N(4)(C); N(5)(C) = N(6)(C) + n; (109)
N row 1(5) (C) = N coln(5) (C) = N rown(5) (C) = N col 1(5) (C) = 1: (110)
(See, for example, Bressoud [24, p. 228], [25, p. 290] for a discussion of the rst two equations
of (109).) It can also be seen that, for any C 2 6VDW(n) and 1  i; j  n,
C1j 2 f1; 3; 5g; Cin 2 f2; 3; 5g; Cnj 2 f2; 4; 5g; Ci1 2 f1; 4; 5g; (111)
and therefore that
C11 2 f1; 5g; C1n 2 f3; 5g; Cnn 2 f2; 5g; Cn1 2 f4; 5g: (112)
It can be shown straightforwardly that there is a natural bijection between ASM(n) and
6VDW(n), and that, for each A 2 ASM(n) and C 2 6VDW(n) which correspond under this
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bijection, the statistics (2){(3) and (63) satisfy
(A) = N(1)(C) (= N(2)(C)); (A) = N(6)(C) (= N(5)(C)  n);
T(A) = N row 1(1) (C); R(A) = N coln(2) (C); B(A) = N rown(2) (C); L(A) = N col 1(1) (C);
row i(A) = N row i(1) (C) +N row i(2) (C); col j(A) = N col j(1) (C) +N col j(2) (C);
row i(A) = N row i(6) (C); col j(A) = N col j(6) (C): (113)
The details of this bijection are as follows. To map A 2 ASM(n) to C 2 6VDW(n), for
each i = 1; : : : ; n and j = 0; : : : ; n, assign a right or left arrow to the horizontal edge of Gn
between (i; j) and (i; j + 1), according to whether the partial row sum
Pj
j0=1Aij0 is 0 or 1,
respectively. Similarly, for each i = 0; : : : ; n and j = 1; : : : ; n, assign an upward or downward
arrow to the vertical edge of Gn between (i; j) and (i+1; j), according to whether the partial
column sum
Pi
i0=1Ai0j is 0 or 1, respectively. To map C 2 6VDW(n) to A 2 ASM(n), let
Aij =
8>><>>:
1; Cij = 5;
 1; Cij = 6;
0; Cij 2 f1; 2; 3; 4g:
(114)
The behavior of the statistics , T, R, B and R under this bijection can be seen
easily. To obtain the behavior of the statistics , row i and col j, note that, for each A 2
ASM(n) and C 2 6VDW(n) which correspond under the bijection, and each 1  i; j  n,Pi 1
i0=1Ai0j =
Pj
j0=1Aij0 = 0 (or equivalently
Pi
i0=1Ai0j =
Pj 1
j0=1Aij0 = 0) if and only if Cij = 1,
and
Pi 1
i0=1Ai0j =
Pj
j0=1Aij0 = 1 (or equivalently
Pi
i0=1Ai0j =
Pj 1
j0=1Aij0 = 1) if and only if
Cij = 2.
As examples of this bijection, in (1) and (108) the elements of ASM(3) and 6VDW(3) are
listed in an order for which respective elements correspond under the bijection.
5.3. The partition function of the six-vertex model with DWBC. In this section,
the partition function of the six-vertex model with DWBC is introduced. A relation between
this partition function, for certain assignments of its parameters, and the generalized ASM
generating function (99), for certain assignments of its parameters, is then derived using the
bijection of Section 5.2.
Let a weight W(k)(u; v) be associated with the vertex conguration of type k, where u
and v are so-called spectral parameters.
The partition function for the case of the six-vertex model of relevance here depends on
these weights, and on spectral parameters ui and vj associated with row i and column j
of Gn, for each 1  i; j  n. Specically, this partition function is dened as
Z6Vn (u1; : : : ; un; v1; : : : ; vn) =
X
C26VDW(n)
nY
i;j=1
W(Cij)(ui; vj): (115)
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Let the weights now satisfy
W(1)(u; v) = W(2)(u; v) = a(u; v); W(3)(u; v) = W(4)(u; v) = b(u; v);
W(5)(u; v) = W(6)(u; v) = c(u; v); (116)
for functions a, b and c.
Taking the spectral parameters in (115) to be
u2 = : : : = un 1 = r; v2 = : : : = vn 1 = s; u1 = t1; vn = t2; un = t3; v1 = t4; (117)
for indeterminates r, s and t1; : : : ; t4, and using (109){(112), gives
Z6Vn (t1; r; : : : ; r; t3; t4; s; : : : ; s; t2) =
X
C26VDW(n)
a(r; s)2N(1)(C) b(r; s)2N(3)(C) c(r; s)2N(6)(C)+n 
 a(t1;s)
a(r;s)
N row 1
(1)
(C) N 11
(1)
(C)   b(t1;s)
b(r;s)
N row 1
(3)
(C) N 1n
(3)
(C)   c(t1;s)
c(r;s)
1 N 11
(5)
(C) N 1n
(5)
(C)  a(r;t2)
a(r;s)
N coln
(2)
(C) Nnn
(2)
(C)   b(r;t2)
b(r;s)
N coln
(3)
(C) N 1n
(3)
(C)   c(r;t2)
c(r;s)
1 N 1n
(5)
(C) Nnn
(5)
(C)  
a(t3;s)
a(r;s)
N rown
(2)
(C) Nnn
(2)
(C)   b(t3;s)
b(r;s)
N rown
(4)
(C) Nn1
(4)
(C)   c(t3;s)
c(r;s)
1 Nn1
(5)
(C) Nnn
(5)
(C)  
a(r;t4)
a(r;s)
N col 1
(1)
(C) N 11
(1)
(C)   b(r;t4)
b(r;s)
N col 1
(4)
(C) Nn1
(4)
(C)   c(r;t4)
c(r;s)
1 N 11
(5)
(C) Nn1
(5)
(C)  
a(t1;t4)
a(r;s)
N 11
(1)
(C)   c(t1;t4)
c(r;s)
N 11
(5)
(C)   b(t1;t2)
b(r;s)
N 1n
(3)
(C)   c(t1;t2)
c(r;s)
N 1n
(5)
(C)  
a(t3;t2)
a(r;s)
Nnn
(2)
(C)   c(t3;t2)
c(r;s)
Nnn
(5)
(C)   b(t3;t4)
b(r;s)
Nn1
(4)
(C)   c(t3;t4)
c(r;s)
Nn1
(5)
(C)
: (118)
It can be seen that
N(1)(C) +N(3)(C) +N(6)(C) = n(n 1)2 ; (119)
N row 1(1) (C) +N row 1(3) (C) = N coln(2) (C) +N coln(3) (C) =
N rown(2) (C) +N rown(4) (C) = N col 1(1) (C) +N col 1(4) (C) = n  1; (120)
N 11(1)(C) +N 11(5)(C) = N 1n(3)(C) +N 1n(5)(C) =
N nn(2) (C) +N nn(5) (C) = N n1(4)(C) +N n1(5)(C) = 1; (121)
where (119) follows from (109) and
P6
k=1N(k)(C) = n2, (120) follows from (110){(111) andP6
k=1N row i(k) (C) =
P6
k=1N col j(k) (C) = n, and (121) follows from (112).
By using (119){(121) to eliminate N(3)(C), N row 1(3) (C), N coln(3) (C), N rown(4) (C), N col 1(4) (C),
N 11(5)(C), N 1n(5)(C), N nn(5) (C) andN n1(5)(C) from (118), and then using the bijection of Section 5.2
between ASM(n) and 6VDW(n), the behavior (113) of the statistics (2){(3) under this
bijection, and the denition (99) of the generalized ASM generating function, it now follows
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that (118) can be written as
Z6Vn (t1; r; : : : ; r; t3; t4; s; : : : ; s; t2) =
b(r; s)n(n 1) c(r; s)n
  b(t1;s) b(r;t2) b(t3;s) b(r;t4)
b(r;s)4
n 1 c(t1;t4) c(t1;t2) c(t3;t2) c(t3;t4)
c(t1;s) c(r;t2) c(t3;s) c(r;t4)

Zgenn
 a(r;s)
b(r;s)
2
;
  c(r;s)
b(r;s)
2
; a(t1;s) b(r;s)
a(r;s) b(t1;s)
; a(r;t2) b(r;s)
a(r;s) b(r;t2)
; a(t3;s) b(r;s)
a(r;s) b(t3;s)
; a(r;t4) b(r;s)
a(r;s) b(r;t4)
; a(r;s) a(t1;t4) c(t1;s) c(r;t4)
a(t1;s) a(r;t4) c(r;s) c(t1;t4)
;
b(r;s) b(t1;t2) c(t1;s) c(r;t2)
b(t1;s) b(r;t2) c(r;s) c(t1;t2)
; a(r;s) a(t3;t2) c(t3;s) c(r;t2)
a(t3;s) a(r;t2) c(r;s) c(t3;t2)
; b(r;s) b(t3;t4) c(t3;s) c(r;t4)
b(t3;s) b(r;t4) c(r;s) c(t3;t4)

: (122)
5.4. The Izergin{Korepin determinant formula. In this section, the Izergin{Korepin
formula for the partition function (115), with certain assignments of the weights (116), is
stated.
It was found by Izergin [86, Eq. (5)], using certain results of Korepin [90], that if the
weights (116) satisfy the Yang{Baxter equation (see, for example, Baxter [14, pp. 187{189]),
then the partition function (115) is given by an explicit formula involving the determinant
of a certain n n matrix.
Let the functions a, b and c in (116) be given by
a(u; v) = u q1=2   v q 1=2;
b(u; v) = v q1=2   u q 1=2 = a(v; u);
c(u; v) =
 
q   q 1u1=2 v1=2; (123)
where q is a further indeterminate, often known as the crossing parameter. (Note that q will
be present in many subsequent equations, even though it may not appear explicitly.)
It can be seen that these functions satisfy
a(u; v)2 + b(u; v)2   c(u; v)2
a(u; v) b(u; v)
=  (q + q 1): (124)
The fact that the LHS of (124) (which is often denoted as 2) is independent of u and v
implies that the six-vertex model weights given by (116) and (123) satisfy the Yang{Baxter
equation (see, for example, Baxter [14, Eq. (9.6.14)]).
The resulting Izergin{Korepin determinant formula is then given by the following result.
Theorem (Izergin). The partition function (115), with weights given by (116) and (123),
satises
Z6Vn (u1; : : : ; un; v1; : : : ; vn) =
Qn
i;j=1 a(ui; vj) b(ui; vj)Q
1i<jn(ui   uj)(vj   vi)
det
1i;jn

c(ui; vj)
a(ui; vj) b(ui; vj)

: (125)
This theorem can be proved by showing that each side of (125) satises, and is uniquely de-
termined by, four particular properties. Specically, each side is symmetric in u1; : : : ; un and
in v1; : : : ; vn (which can be obtained for the LHS using the Yang{Baxter equation, and is im-
mediate for the RHS), is a polynomial of degree 2n 1 in each of u1=21 ; : : : ; u1=2n ; v1=21 ; : : : ; v1=2n ,
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satises the same recursion relation for cases in which ui = q
1vj for some i and j, and satis-
es the same initial condition at n = 1. For further details of this proof, see, for example, Iz-
ergin, Coker and Korepin [87, Sec. 5], Fonseca and Zinn-Justin [80, Sec. B.1], Kuperberg [97,
Sec. 1], or Zinn-Justin [156, Secs. 2.5.2{2.5.3]. For an alternative proof, see Bogoliubov,
Pronko and Zvonarev [21, Sec. 4].
Note that, although the determinant and the denominator of the prefactor on the RHS
of (125) both vanish if ui = uj or vi = vj for some i 6= j, the RHS has a well-dened limit in
these cases, as a polynomial in u
1=2
1 ; : : : ; u
1=2
n ; v
1=2
1 ; : : : ; v
1=2
n . Accordingly, it will be valid to
use (125) to derive properties of the partition function for the assignments (117), as will be
done in Section 5.6.
5.5. The Desnanot{Jacobi identity. In this section, the Desnanot{Jacobi determinant
identity is stated, and discussed briey.
For a square matrix M , let MTL, MTR, MBR, MBL and MC be the submatrices of M
dened in Section 3.2. The Desnanot{Jacobi identity, in the form which will be used here,
can be stated as follows.
Theorem (Desnanot, Jacobi). For any square matrix M ,
detM detMC = detMTL detMBR   detMTR detMBL: (126)
For an algebraic proof of (126), see, for example, Bressoud [24, Sec. 3.5], and for a combi-
natorial proof, see Zeilberger [154]. Cases of (126) for n  n matrices M with small values
of n were published by Desnanot in 1819 (see Muir [114, Eqs. (A){(G), (A0){(G0), pp. 139{
142]). The further attribution to Jacobi is based on the fact that, for arbitrary n, (126)
corresponds to the case m = 2 of the identity, published by Jacobi in 1834 (see Muir [114,
Eq. (XX. 4), p. 208]), that for any nn matrix M and any m  n, each mm minor of the
matrix of (n 1) (n 1) minors of M equals the complementary minor of M multiplied by
(detM)m 1. For proofs of the Jacobi identity, using a variety of methods, see, for example,
Brualdi and Schneider [29, Sec. 4], Knuth [89, Eq. (3.16)], Leclerc [106, Sec. 3.2], Muir [115,
Sec. 175], or Turnbull [149, pp. 77{79]. Some closely related identities will be given in (153)
and (154).
For a discussion of alternative forms of (126), and of further determinant identities of
which (126) is a special case, see, for example, Behrend, Di Francesco and Zinn-Justin [17,
Sec. 4].
5.6. Proof of Theorem 1. In this section, the main steps in the proof of Theorem 1
are given. These involve using the relation (122) between the generalized ASM generating
function and the partition function of the six-vertex model with DWBC, the Izergin{Korepin
formula (125), and the Desnanot{Jacobi identity (126).
By applying the Desnanot{Jacobi identity (126) to the matrix

c(ui;vj)
a(ui;vj) b(ui;vj)

1i;jn
, and
then applying the Izergin{Korepin formula (125) to each of the six determinants which
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appear, it follows that the partition function (115), with weights given by (116) and (123),
satises
(u1   un) (vn   v1)Z6Vn (u1; : : : ; un; v1; : : : ; vn)Z6Vn 2(u2; : : : ; un 1; v2; : : : ; vn 1) =
a(u1; vn) b(u1; vn) a(un; v1) b(un; v1)Z
6V
n 1(u1; : : : ; un 1; v1; : : : ; vn 1) 
Z6Vn 1(u2; : : : ; un; v2; : : : ; vn)
  a(u1; v1) b(u1; v1) a(un; vn) b(un; vn)Z6Vn 1(u1; : : : ; un 1; v2; : : : ; vn) 
Z6Vn 1(u2; : : : ; un; v1; : : : ; vn 1); (127)
for any u1; : : : ; un; v1; : : : ; vn. In fact, it can be seen, from the previous derivation, that (127)
is satised by any function which has the form of (125), for arbitrary functions a, b and c.
Certain forms of the Desnanot{Jacobi identity have previously been combined with cer-
tain cases of the Izergin{Korepin formula by Korepin and Zinn-Justin [91, Sec. 3] (see also
Sogo [135, Sec. 4]), and by Behrend, Di Francesco and Zinn-Justin [17, Sec. 5.4].
Now let parameters x, y, z1, z2, z3, z4, z41, z12, z23, z34, z
0
41, z
0
12, z
0
23 and z
0
34 be given in
terms of parameters q, r, s, t1, t2, t3 and t4 by
x =
 a(r;s)
b(r;s)
2
; y =
  c(r;s)
b(r;s)
2
;
z1 =
a(t1;s) b(r;s)
a(r;s) b(t1;s)
; z2 =
a(r;t2) b(r;s)
a(r;s) b(r;t2)
; z3 =
a(t3;s) b(r;s)
a(r;s) b(t3;s)
; z4 =
a(r;t4) b(r;s)
a(r;s) b(r;t4)
;
z41 =
a(r;s) a(t1;t4)
a(t1;s) a(r;t4)
; z12 =
b(r;s) b(t1;t2)
b(t1;s) b(r;t2)
; z23 =
a(r;s) a(t3;t2)
a(t3;s) a(r;t2)
; z34 =
b(r;s) b(t3;t4)
b(t3;s) b(r;t4)
;
z041 =
b(r;s) b(t1;t4)
b(t1;s) b(r;t4)
; z012 =
a(r;s) a(t1;t2)
a(t1;s) a(r;t2)
; z023 =
b(r;s) b(t3;t2)
b(t3;s) b(r;t2)
; z034 =
a(r;s) a(t3;t4)
a(t3;s) a(r;t4)
; (128)
where the functions a, b and c are given by (123).
The parameterizations (128) allow arbitrary x, y and z1; : : : ; z4 to be expressed in terms
of q, r, s and t1; : : : ; t4. In particular, it follows, using (123), (124) and (128), that q can
rst be taken to be a solution of
x1=2 q2 + (x  y + 1) q + x1=2 = 0; (129)
that r and s can then be taken to satisfy
(x1=2 + q) r = (x1=2 q + 1) s; (130)
and that t1; : : : ; t4 are then given by
t1 =
s(x1=2 z1 q+1)
x1=2 z1+q
; t2 =
r(x1=2 z2+q)
x1=2 z2 q+1
; t3 =
s(x1=2 z3 q+1)
x1=2 z3+q
; t4 =
r(x1=2 z4+q)
x1=2 z4 q+1
: (131)
It can be checked easily that the parameterizations (128) imply that z41, z12, z23, z34, z
0
41,
z012, z
0
23 and z
0
34 can be expressed in terms of x, y and z1; : : : ; z4 as
z41 = 1 (z4 1)(z1 1)y z4 z1 ; z12 = 1 
x(z1 1)(z2 1)
y
; z23 = 1 (z2 1)(z3 1)y z2 z3 ; z34 = 1 
x(z3 1)(z4 1)
y
; (132)
and
z041 = 1 x(z4 1)(z1 1)y ; z012 = 1 (z1 1)(z2 1)y z1 z2 ; z023 = 1 
x(z2 1)(z3 1)
y
; z034 = 1 (z3 1)(z4 1)y z3 z4 : (133)
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Thus, each zij and z
0
ij has the form f(y; zi; zj) = 1  (zi 1)(zj 1)y zi zj or f(
y
x
; 1
zi
; 1
zj
).
The parameterizations (128) also give
(t2   t4) (t1   t3) = a(r;s)2 b(t1;s) b(r;t2) b(t3;s) b(r;t4)(b(r;s) c(r;s))2 (z4   z2) (z1   z3): (134)
Assigning the parameters in (127) according to (117), applying the relation (122) to each
of the six cases of the partition function in (127), and using (128) and (134), it now follows
that
(z4 z2) (z1 z3)Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34)Zgenn 2(x; y; 1; 1; 1; 1; 1; 1; 1; 1) =
y z1 z2 z3 z4
 
z12 z
0
12 z34 z
0
34 Z
gen
n 1(x; y; z1; 1; 1; z4; z41; 1; 1; 1) 
Zgenn 1(x; y; 1; z2; z3; 1; 1; 1; z23; 1)
  z41 z041 z23 z023 Zgenn 1(x; y; z1; z2; 1; 1; 1; z12; 1; 1) 
Zgenn 1(x; y; 1; 1; z3; z4; 1; 1; 1; z34)

; (135)
where x, y and z1; : : : ; z4 are arbitrary, while the remaining parameters are given by (132){
(133).
Finally, the required identity (81) follows from (135) by applying (106), including the
special cases (107), to each of the six cases of generalized ASM generating functions, and
using (132){(133) to eliminate z41, z12, z23, z34, z
0
41, z
0
12, z
0
23 and z
0
34.
5.7. Alternative statement of some results of Sections 4.1 and 4.2. In this section,
it is shown that some of the results of Sections 4.1 and 4.2 can be stated, slightly more
compactly, in terms of a certain function which will be dened in (136) (and which has
essentially already appeared in (135)). Also, an additional symmetry property for ASM
generating functions is obtained, and further quadratic relations satised by these functions
are discussed briey.
Dene a function
Yn(x; y; z1; z2; z3; z4) =
X
A2ASM(n)
x(A) y(A)+A11+A1n+Ann+An1 
z
T(A)+A11 1
1 z
R(A)+Ann 1
2 z
B(A)+Ann 1
3 z
L(A)+A11 1
4 
(yz4z1 (z4 1)(z1 1))1 A11 (y x(z1 1)(z2 1))1 A1n 
(yz2z3 (z2 1)(z3 1))1 Ann (y x(z3 1)(z4 1))1 An1 : (136)
It follows that Yn(x; y; z1; z2; z3; z4) is a polynomial in x, y and z1; : : : ; z4, with integer
coecients.
Also dene
Yn(x; y; z1; z2) = Yn(x; y; z1; z2; 1; 1): (137)
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It can be seen, using the denition (99) of the generalized ASM generating function, that
Yn(x; y; z1; z2; z3; z4) = y
4Zgenn
 
x; y; z1; z2; z3; z4;
1  (z4 1)(z1 1)
y z4 z1
; 1  x(z1 1)(z2 1)
y
; 1  (z2 1)(z3 1)
y z2 z3
; 1  x(z3 1)(z4 1)
y

; (138)
i.e., Yn(x; y; z1; z2; z3; z4) = y
4Zgenn (x; y; z1; z2; z3; z4; z41; z12; z23; z34), with z41, z12, z23 and z34
given by (132).
Therefore, by applying (106) to the RHS of (138), Yn(x; y; z1; z2; z3; z4) can be expressed in
terms of quadruply-rened, adjacent-boundary doubly-rened and unrened ASM generating
functions.
It can be seen immediately from (136){(137) that
Yn(x; y; z1; 1; z2; 1) = y
4 Zoppn (x; y; z1; z2);
Yn(x; y; z; 1) = y
4 Zn(x; y; z);
Yn(x; y; 1; 1) = y
4 Zn(x; y); (139)
and by acting on ASM(n) in (136) with transposition or anticlockwise quarter-turn rotation
and using (6) (or by applying (102) to (138)), it follows that
Yn(x; y; z1; z2; z3; z4) = Yn(x; y; z4; z3; z2; z1)
= xn(n 1)=2+4 (z1z2z3z4)n 1 Yn
 
1
x
; y
x
; 1
z2
; 1
z3
; 1
z4
; 1
z1

: (140)
It can also be shown, using (136) and the properties of ASMs in which a 1 on a boundary
is in a corner or separated from a corner by a single zero (as discussed in Section 2.1), that
Yn(x; y; z1; z2; z3; 0) =
 
1+ x(z1 1)
y
  
1+ x(z3 1)
y

Yn 1(x; y; z1; z2; z3; 1): (141)
Taking x, y, z1; : : : ; z4, z41, z12, z23 and z34 to be parameterized by (128), and us-
ing (122), (132) and (138), gives
b(r; s)(n 1)(n 4)+8 c(r; s)n 8
 
b(t1; s) b(r; t2) b(t3; s) b(r; t4)
n 1
t
1=2
1 t
1=2
2 t
1=2
3 t
1=2
4 (rs)
 1 
Yn
 a(r;s)
b(r;s)
2
;
  c(r;s)
b(r;s)
2
; a(t1;s) b(r;s)
a(r;s) b(t1;s)
; a(r;t2) b(r;s)
a(r;s) b(r;t2)
; a(t3;s) b(r;s)
a(r;s) b(t3;s)
; a(r;t4) b(r;s)
a(r;s) b(r;t4)

=
Z6Vn (t1; r; : : : ; r; t3; t4; s; : : : ; s; t2); (142)
where the weights in the partition function are given by (116), and the functions a, b and c
are given by (123).
It now follows from the symmetry of the partition function on the RHS of (142) in t1
and t3, and in t2 and t4, as discussed after (125), that
Yn(x; y; z1; z2; z3; z4) = Yn(x; y; z3; z2; z1; z4) = Yn(x; y; z1; z4; z3; z2): (143)
In contrast to (140), there does not seem to be a simple combinatorial derivation of (143).
(Note that the rst equality of (140) together with either equality of (143) gives the other
equality of (143).)
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It can be seen that (143), together with (106), provides an identity (referred to after (92))
involving Zquadn (x; y; z1; z2; z3; z4) and Z
quad
n (x; y; z3; z2; z1; z4) (or Z
quad
n (x; y; z1; z2; z3; z4) and
Zquadn (x; y; z1; z4; z3; z2)).
It follows from (135) and (138), together with (132){(133), (137) and (139){(140), that
y7(z4 z2) (z1 z3)Yn(x; y; z1; z2; z3; z4)Zn 2(x; y) = 
x(z1 1)(z2 1) y
 
(z1 1)(z2 1) yz1z2
 
x(z3 1)(z4 1) y
 
(z3 1)(z4 1) yz3z4

Yn 1(x; y; z1; z4)Yn 1(x; y; z2; z3)   
x(z4 1)(z1 1) y
 
(z4 1)(z1 1) yz4z1
 
x(z2 1)(z3 1) y
 
(z2 1)(z3 1) yz2z3

Yn 1(x; y; z1; z2)Yn 1(x; y; z3; z4): (144)
This can be regarded as a restatement of (81), where (106) and (138) enable the conversion
between (81) and (144).
Setting z2 = 1 in (144), and relabeling z3 as z2 and z4 as z3, gives
y(z1 z2) (z3 1)Yn(x; y; z1; 1; z2; z3)Zn 2(x; y) = 
x(z2 1)(z3 1) y
 
(z2 1)(z3 1) yz2z3

z1 Yn 1(x; y; z1; z3)Zn 1(x; y; z2)   
x(z3 1)(z1 1) y
 
(z3 1)(z1 1) yz3z1

z2 Yn 1(x; y; z2; z3)Zn 1(x; y; z1); (145)
which can be regarded as a restatement of (83).
Setting z3 = 0 in (144), using (141), replacing n by n + 1, and relabeling z3 as z2 and z4
as z3 gives
y2(z1 z2) z3 Yn(x; y; z1; 1; z2; z3)Zn 1(x; y) =
(z1 1)
 
x(z2 1)(z3 1) y
 
(z2 1)(z3 1) yz2z3

Yn(x; y; z1; z3)Zn 1(x; y; z2)  
(z2 1)
 
x(z1 1)(z3 1) y
 
(z1 1)(z3 1) yz1z3

Yn(x; y; z2; z3)Zn 1(x; y; z1); (146)
which can be regarded as a restatement of (86).
It can be seen that various other identities from Section 4 involving quadruply-rened,
triply-rened or adjacent-boundary doubly-rened ASM generating functions could similarly
be restated in terms of the functions (136){(137).
Finally, note that some further quadratic identities satised by ASM generating functions
can be obtained from (144), or by combining certain variations of the Desnanot{Jacobi
identity with the Izergin{Korepin formula, for certain assignments of the spectral parameters,
and then using (142).
An example of such an identity is
(z1 z2) (z3 z4)Yn(x; y; z1; w1; z2; w2)Yn(x; y; z3; w1; z4; w2)  
(z1 z3) (z2 z4)Yn(x; y; z1; w1; z3; w2)Yn(x; y; z2; w1; z4; w2) +
(z1 z4) (z2 z3)Yn(x; y; z1; w1; z4; w2)Yn(x; y; z2; w1; z3; w2) = 0: (147)
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This reduces to (61) for w1 = w2 = 1, and can be obtained by applying (144) to each of
the six cases of (zi  zj)Yn(x; y; zi; w1; zj; w2) on the LHS, and then checking that the overall
expression on the LHS vanishes.
5.8. Derivations of (19) and (20). In this section, the explicit expressions (19) and (20)
for the ASM generating functions at y = x + 1 are derived using a method dierent from
that used in Section 3.2, which instead involves the six-vertex model with DWBC.
Let the crossing parameter q, for the weights (123), be given by q = i, this corresponding
to the so-called free fermion case of the six-vertex model. It can be shown that, for this
assignment of q, the partition function (115), with weights given by (116) and (123), is
explicitly
Z6Vn (u1; : : : ; un;un+1; : : : ; u2n)

q=i =
(2)n in2 Qni=1 u1=2i v1=2i Q1i<jn(ui + uj)(vi + vj): (148)
This result can be obtained by combining the Izergin{Korepin formula (125) (in which q = i
gives a(u; v)b(u; v) =  (u2 + v2)) with the Cauchy double alternant evaluation
det
1i;jn

1
i + j

=
Q
1i<jn(i   j)(i   j)Q
1i;jn(i + j)
: (149)
For previous appearances of (148), see, for example, Bogoliubov, Pronko and Zvonarev [21,
Eq. (58)], or Okada [117, Thm. 2.4(1), third eq.], and for information regarding (149), see,
for example, Muir [114, p. 345], [115, Sec. 353].
Assigning the spectral parameters in (148) according to (117), applying the relation (122),
and using the rst ten paramaterizations of (128), which enable arbitrary x and z1; : : : ; z4 to
be obtained, with y, z41, z12, z23 and z34 then being given by y = x+ 1 and (132), it follows
that
Zgenn
 
x; x+ 1; z1; z2; z3; z4; 1  (z4 1)(z1 1)(x+1) z4 z1 ; 1 
x(z1 1)(z2 1)
x+1
; 1  (z2 1)(z3 1)
(x+1) z2 z3
; 1  x(z3 1)(z4 1)
x+1

= (xz1z3+1)(xz2z4+1)
 
(xz1+1)(xz2+1)(xz3+1)(xz4+1)
n 2 
(x+1)(n 2)(n 3)=2 2n+3: (150)
(Using (138), the function in (150) could be written as (x+ 1) 4Yn(x; x+ 1; z1; z2; z3; z4).)
The required expressions (19){(20) now follow from (150) by applying (106){(107), and,
in some cases, setting boundary parameters to 1.
5.9. Derivation of (73). In this section, a derivation is given of the identity (73) satised
by the generating function (67) associated with several rows (or several columns) of ASMs.
For 0  m  n and 1  k1 < : : : < km  n, and indeterminates r, s and t1; : : : ; tm,
consider the partition function Z6Vn (r; : : : ; r; t1; r; : : : : : : ; r; tm; r; : : : ; r; s; : : : : : : ; s), as given
by (115){(116), with arbitrary functions a, b and c, where ti appears in position ki within
r; : : : ; r; t1; r; : : : : : : ; r; tm; r; : : : ; r. Using the bijection of Section 5.2 between ASM(n) and
6VDW(n), and the behavior (113) of the relevant statistics under this bijection, it can be
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checked (by applying a process similar to that used in Section 5.2 for the derivation of (122))
that this partition function is related to the ASM generating function of (67) by
Z6Vn (r; : : : ; r; t1; r; : : : : : : ; r; tm; r; : : : ; r; s; : : : : : : ; s) =
b(r; s)(n 1)(n m) c(r; s)n m
Qm
i=1 b(ti; s)
n 1 c(ti; s) 
Zk1;:::;kmn
 
a(r;s)
b(r;s)
2
;
 
c(r;s)
b(r;s)
2
; a(t1;s) b(r;s)
a(r;s) b(t1;s)
; : : : ; a(tm;s) b(r;s)
a(r;s) b(tm;s)
;
 
c(t1;s)
b(t1;s)
2
; : : : ;
 
c(tm;s)
b(tm;s)
2
: (151)
(Note that the case of (122) obtained by setting t2 = t4 = s, and then relabeling t3 as t2,
matches the case m = 2, k1 = 1 and k2 = n of (151).)
It follows from a result of Colomo and Pronko [50, Eq. (6.8)], [51, Eq. (A.13)] (with a special
case stated previously by Colomo and Pronko [49, Eq. (5.8)]) that if the functions a, b and c
are given by (123), then, for 1  m  n,
(a(r; s) b(r; s))m(m 1)=2
Q
1i<jm
 
ti   tj
 
Z6Vn (r; : : : ; r; t1; r; : : : : : : ; r; tm; r; : : : ; r; s; : : : : : : ; s)
Qm 1
i=1 Z
6V
n i(r; : : : ; r; s; : : : ; s)
= det
1i;jm

(a(ti; s) b(ti; s))
j 1 (ti   r)m j Z6Vn j+1(ti; r; : : : ; r; s; : : : : : : ; s)

: (152)
Due to the symmetry of the partition function in each set of spectral parameters (as discussed
after (125)), the positions of t1; : : : ; tm within r; : : : ; r; t1; r; : : : : : : ; r; tm; r; : : : ; r on the LHS,
and within ti; r; : : : ; r on the RHS, are immaterial in (152). A result related to (152), in
the case q = e2i=3 (where q is the crossing parameter which appears in (123)), has been
obtained by Ayyer and Romik [12, Thm. 6 & App. A].
An alternative derivation of (152) (in which a general identity for minors of a matrix is
combined with the Izergin{Korepin formula (125), analogously to the derivation of (127))
will now be given, before continuing with the main derivation of (73).
It can be established that, for any 1  m  n, any (n + m   1)  n matrix M , any
1  k1 < : : : < km < l1 < : : : < lm 1  n+m  1, and any 1  p1 < : : : < pm 1  n,
detM l1;:::;lm 1
Qm 1
i=1 detM
k1;:::;km;l1;:::;li 1
p1;:::;pi = det
1i;jm

detMk1;:::;ki 1;ki+1;:::;km;l1;:::;lj 1p1;:::;pj 1

; (153)
where M i1;:::;irj1;:::;jc denotes the submatrix of M in which rows i1; : : : ; ir and columns j1; : : : ; jc
have been deleted. The identity (153) is closely related to various identities for compound
determinants, as outlined, for example, by Leclerc [106, Sec. 3]. In particular, using a certain
polarization of Bazin's theorem, as given by Leclerc [106, Prop. 3.4], it follows that, for any
1  m  n, any (n+2m  2)n matrix N , and any 1  k1 < : : : < km < l1 < : : : < lm 1 <
q1 < : : : < qm 1  n+ 2m  2,
detN l1;:::;lm 1;q1;:::;qm 1
Qm 1
i=1 detN
k1;:::;km;l1;:::;li 1;qi+1;:::;qm 1 =
det
1i;jm

detNk1;:::;ki 1;ki+1;:::;km;l1;:::;lj 1;qj ;:::;qm 1

; (154)
where the same notation as previously is used for the deletion of rows from a matrix. The
identity (153) can be obtained from (154) by appending m   1 rows to the bottom of an
52 R. E. BEHREND
(n + m   1)  n matrix M to form a matrix N , where the ith appended row (i.e., row
n +m   1 + i of N) contains a 1 in column pi and 0's elsewhere, and then applying (154)
to N , choosing qi = n+m  1 + i.
By applying (153) to the matrix

c(ui;vj)
a(ui;vj) b(ui;vj)

1in+m 1; 1jn
, and then applying the
Izergin{Korepin formula (125) to each of the minors which appear, it follows that, for any
1  m  n, any 1  k1 < : : : < km < l1 < : : : < lm 1  n + m   1, any 1  p1 < : : : <
pm 1  n, and indeterminates u1; : : : ; un+m 1 and v1; : : : ; vn, the partition function (115),
with weights given by (116) and (123), satisesQ
1ijm 1 a(ulj ; vpi) b(ulj ; vpi)
Q
1i<jm
 
uki   ukj
 
Z6Vn (u
l1;:::;lm 1 ; v1; : : : ; vn)
Qm 1
i=1 Z
6V
n i(u
k1;:::;km;l1;:::;li 1 ; vp1;:::;pi) =
det
1i;jm
Qj 1
j0=1 a(uki ; vpj0 ) b(uki ; vpj0 )
Qm 1
j0=j
 
uki   ulj0
 
Z6Vn j+1(u
k1;:::;ki 1;ki+1;:::;km;l1;:::;lj 1 ; vp1;:::;pj 1)

; (155)
where ui1;:::;ir and vj1;:::;jc denote the subsequences of u1; : : : ; un+m 1 and v1; : : : ; vn in which
ui1 ; : : : ; uir and vj1 ; : : : ; vjc have been deleted. The identity (152) can now be obtained
from (155) by considering 1  k1 < : : : < km  n, choosing arbitrary 1  p1 < : : : < pm 1 
n, and setting li = n + i, ui = r for i =2 fk1; : : : ; kmg, uki = ti, and vj = s (and also using
the symmetry of the partition function to reassign positions of ti in the partition functions
in the determinant on the RHS).
It can be seen from the previous derivation that (152) and (155) are, in fact, satised by
any function which has the form of (125), for arbitrary functions a, b and c.
The main derivation of (73) will now be completed. Using (151) to express each case
of a partition function in (152) as a case of the ASM generating function (67), noting (as
already done after (68)) that Zk1;:::;kmn (x; y; z1; : : : ; zm;w1; : : : ; wm) is Zn(x; y) for m = 0, or
Zn(x; y; z1) for m = 1 and k1 = 1, and then applying the denition (70), gives
Zk1;:::;kmn
 a(r;s)
b(r;s)
2
;
  c(r;s)
b(r;s)
2
; a(t1;s) b(r;s)
a(r;s) b(t1;s)
; : : : ; a(tm;s) b(r;s)
a(r;s) b(tm;s)
;
  c(t1;s)
b(t1;s)
2
; : : : ;
  c(tm;s)
b(tm;s)
2
=
Xn
 
a(r;s)
b(r;s)
2
;
 
c(r;s)
b(r;s)
2
; a(t1;s) b(r;s)
a(r;s) b(t1;s)
; : : : ; a(tm;s) b(r;s)
a(r;s) b(tm;s)

: (156)
The required result (73) now follows immediately from (156) by parameterizing x, y,
z1; : : : ; zm and w1; : : : ; wm in terms of q, r, s and t1; : : : ; tm as x =
 
a(r;s)
b(r;s)
2
, y =
 
c(r;s)
b(r;s)
2
, zi =
a(ti;s) b(r;s)
a(r;s) b(ti;s)
and wi =
  c(ti;s)
b(ti;s)
2
, and observing that this parameterization enables arbitrary x, y
and z1; : : : ; zm to be obtained, with w1; : : : ; wm then being given by wi = xz
2
i +(y x 1)zi+1.
5.10. Derivations of (49) and (75). In this section, an expression for the partition function
of the six-vertex model with DWBC at a certain value of its crossing parameter is given. This
result, together with certain other previously-stated results, is then used to obtain derivations
of the identity (49) satised by the alternative quadruply-rened ASM generating function
at x = y = 1, and of the identity (75) satised by the function (70) at x = y = 1.
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Let the crossing parameter q, for the weights (123), be given by q = e2i=3, this corre-
sponding to the so-called combinatorial point of the six-vertex model. It can be shown that,
for this assignment of q, the partition function (115), with weights given by (116) and (123),
can be expressed as
Z6Vn (u1; : : : ; un;un+1; : : : ; u2n)

q=e2i=3 =
(1)n in2 3n=2 u1=21 : : : u1=22n s(n 1;n 1;:::;2;2;1;1)(u1; : : : ; u2n); (157)
where s(n 1;n 1;:::;2;2;1;1)(u1; : : : ; u2n) is the Schur function indexed by the double-staircase
partition (n  1; n  1; : : : ; 2; 2; 1; 1), evaluated at the spectral parameters u1; : : : ; u2n.
An important consequence of (157) is that Z6Vn (u1; : : : ; un;un+1; : : : ; u2n)jq=e2i=3 is sym-
metric in all spectral parameters u1; : : : ; u2n.
The result (157) was rst obtained by Okada [117, Thm. 2.4(1), second equation], and
Stroganov [146, Eq. (17)]. For further related information, derivations and results, see, for
example, Aval [7], Fonseca and Zinn-Justin [80, Sec. B.2], Lascoux [103, p. 4], Razumov and
Stroganov [123, Sec. 2], or Zinn-Justin [156, Sec. 2.5.6].
Proceeding to the derivation of (49), using the symmetry of the LHS of (157) in all of its
spectral parameters, it follows that
Z6Vn (t1; r; : : : ; r; t3; t4; r; : : : ; r; t2)

q=e2i=3 =
Z6Vn (t1; t2; t3; t4; r; : : : ; r; r; : : : : : : ; r)

q=e2i=3 : (158)
Applying (122) and (151) (with r = s = 1, m = 4 and ki = i) to the LHS and RHS,
respectively, of (158), and then using (123) (with q = e2i=3) for the functions a, b and c
(and noting that a(1; 1) = b(1; 1) and b(1; 1)2 = c(1; 1)2), gives 
b(1;t2) b(1;t4)
b(t2;1) b(t4;1)
n 1
Zgenn

1; 1; a(t1;1)
b(t1;1)
; a(1;t2)
b(1;t2)
; a(t3;1)
b(t3;1)
; a(1;t4)
b(1;t4)
;
a(1;1) a(t1;t4)
a(t1;1) a(1;t4)
; b(1;1) b(t1;t2)
b(t1;1) b(1;t2)
; a(1;1) a(t3;t2)
a(t3;1) a(1;t2)
; b(1;1) b(t3;t4)
b(t3;1) b(1;t4)

q=e2i=3
=
Z1;2;3;4n

1; 1; a(t1;1)
b(t1;1)
; a(t2;1)
b(t2;1)
; a(t3;1)
b(t3;1)
; a(t4;1)
b(t4;1)
;
 
c(t1;1)
b(t1;1)
2
;
 
c(t2;1)
b(t2;1)
2
;
 
c(t3;1)
b(t3;1)
2
;
 
c(t4;1)
b(t4;1)
2
q=e2i=3
: (159)
It follows from (159), by applying (156) to the RHS, and then setting ti =
qzi+1
zi+q
, or
equivalently zi =
qti 1
q ti =
a(ti;1)
b(ti;1)
, for each 1  i  4, that
(z2z4)
n 1Zgenn

1; 1; z1;
1
z2
; z3;
1
z4
; 1+ (z4 1)(z1 1)
z1
; 1+ (z1 1)(z2 1)
z2
; 1+ (z2 1)(z3 1)
z3
; 1+ (z3 1)(z4 1)
z4

= Xn(1; 1; z1; z2; z3; z4): (160)
The required result (49) now follows from (160) by applying (106) to the LHS, and using
the rst denition of (10), the denition (70) and the identity (91).
Proceeding to the derivation of (75), setting r = s = 1, q = e2i=3 and ki = i in (152), and
then applying (157) to the partition function Z6Vn (t1; : : : ; tm; 1; : : : ; 1; 1; : : : ; 1), applying (151)
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(withm = 0 orm = 1) to the remaining cases of partition functions, and using (70) and (123),
gives
s(n 1;n 1;:::;2;2;1;1)(t1; : : : ; tm; 1; : : : ; 1| {z }
2n m
) =
3n(n 1)=2 b(1; 1) m(n 1) (b(t1; 1) : : : b(tm; 1))n 1Xn
 
1; 1; a(t1;1)
b(t1;1)
; : : : ; a(tm;1)
b(tm;1)

q=e2i=3 : (161)
(Alternatively, this can be obtained by combining (123), (151), (156) and (157).)
The required result (75) now follows from (161) by setting ti =
qzi+1
zi+q
, or equivalently
zi =
qti 1
q ti =
a(ti;1)
b(ti;1)
, for each 1  i  m.
References
[1] F. Abeles, Dodgson condensation: the historical and mathematical development of an experimental
method, Linear Algebra Appl. 429 (2008), no. 2{3, 429{438, doi. MR2419937
[2] G. Andrews, Plane partitions. III. The weak Macdonald conjecture, Invent. Math. 53 (1979), no. 3,
193{225, doi. MR549398
[3] , Macdonald's conjecture and descending plane partitions, Combinatorics, representation theory
and statistical methods in groups, Lecture Notes in Pure and Appl. Math., vol. 57, Dekker, New York,
1980, pp. 91{106. MR588196
[4] , Plane partitions. V. The TSSCPP conjecture, J. Combin. Theory Ser. A 66 (1994), no. 1,
28{39, doi. MR1273289
[5] G. Andrews and D. Stanton, Determinants in plane partition enumeration, European J. Combin. 19
(1998), no. 3, 273{282, doi. MR1621001
[6] J.-C. Aval, Keys and alternating sign matrices, Sem. Lothar. Combin. 59 (2007/10), Art. B59f, 13pp.
(electronic), arXiv:0711.2150. MR2465402
[7] , On the symmetry of the partition function of some square ice models, Theoret. and Math.
Phys. 161 (2009), no. 3, 1582{1589, arXiv:0903.0777, doi. MR2642191
[8] J.-C. Aval and P. Duchon, Enumeration of alternating sign matrices of even size (quasi)-invariant
under a quarter-turn rotation, 21st International Conference on Formal Power Series and Algebraic
Combinatorics (FPSAC 2009), Discrete Math. Theor. Comput. Sci. Proc., AK, Assoc. Discrete Math.
Theor. Comput. Sci., Nancy, 2009, pp. 115{126, arXiv:0906.3445. MR2721506
[9] , Enumeration of alternating sign matrices of even size (quasi-)invariant under a quarter-
turn rotation, Electron. J. Combin. 17 (2010), no. 1, Research Paper 51, 20pp. (electronic), arXiv:
0910.3047. MR2607337
[10] A. Ayyer, A natural bijection between permutations and a family of descending plane partitions, Euro-
pean J. Combin. 31 (2010), no. 7, 1785{1791, arXiv:0909.4732, doi. MR2673018
[11] A. Ayyer, R. Cori, and D. Gouyou-Beauchamps, Monotone triangles and 312 pattern avoidance, Elec-
tron. J. Combin. 18 (2011), no. 2, Paper 26, 22 pp. (electronic), arXiv:1101.1666. MR2861418
[12] A. Ayyer and D. Romik, New enumeration formulas for alternating sign matrices and square ice
partition functions, Adv. Math. 235 (2013), 161{186, arXiv:1202.3651, doi. MR3010055
[13] M. T. Batchelor, J. de Gier, and B. Nienhuis, The quantum symmetric XXZ chain at  =   12 ,
alternating-sign matrices and plane partitions, J. Phys. A 34 (2001), no. 19, L265{L270, arXiv:
cond-mat/0101385, doi. MR1836155
[14] R. Baxter, Exactly solved models in statistical mechanics, Academic Press Inc. [Harcourt Brace Jo-
vanovich Publishers], London, 1989, Reprint of the 1982 original. MR998375
MULTIPLY-REFINED ENUMERATION OF ASMs 55
[15] R. Behrend, Osculating paths and oscillating tableaux, Electron. J. Combin. 15 (2008), no. 1, Research
Paper 7, 56 pp. (electronic), arXiv:math/0701755. MR2368912
[16] R. Behrend, P. Di Francesco, and P. Zinn-Justin, On the weighted enumeration of alternating sign
matrices and descending plane partitions, J. Combin. Theory Ser. A 119 (2012), no. 2, 331{363,
arXiv:1103.1176, doi. MR2860598
[17] , A doubly-rened enumeration of alternating sign matrices and descending plane partitions, J.
Combin. Theory Ser. A 120 (2013), no. 2, 409{432, arXiv:1202.1520, doi. MR2995049
[18] P. Biane, L. Cantini, and A. Sportiello, Doubly-rened enumeration of alternating sign matrices and
determinants of 2-staircase Schur functions, Sem. Lothar. Combin. 65 (2010/12), Art. B65f, 25pp.
(electronic), arXiv:1101.3427. MR2971008
[19] P. Biane and H. Cheballah, Gog, Magog and Schutzenberger II: Left trapezoids, 2012, preprint, arXiv:
1209.4799.
[20] N. Bogoliubov, A. Kitaev, and M. Zvonarev, Boundary polarization in the six-vertex model, Phys. Rev.
E (3) 65 (2002), no. 2, 026126, 4, arXiv:cond-mat/0107146, doi. MR1922214
[21] N. Bogoliubov, A. Pronko, and M. Zvonarev, Boundary correlation functions of the six-vertex model,
J. Phys. A 35 (2002), no. 27, 5525{5541, arXiv:math-ph/0203025, doi. MR1917248
[22] F. Bosio and M. van Leeuwen, A bijection proving the Aztec diamond theorem by combing lattice paths,
2012, preprint, arXiv:1209.5373.
[23] M. Bousquet-Melou and L. Habsieger, Sur les matrices a signes alternants, Discrete Math. 139 (1995),
no. 1-3, 57{72, Formal power series and algebraic combinatorics (Montreal, PQ, 1992), doi. MR1336832
[24] D. Bressoud, Proofs and conrmations. the story of the alternating sign matrix conjecture, MAA
Spectrum, Mathematical Association of America and Cambridge University Press, Washington, DC
and Cambridge, 1999. MR1718370
[25] , Three alternating sign matrix identities in search of bijective proofs, Adv. in Appl. Math. 27
(2001), no. 2-3, 289{297, Special issue in honor of Dominique Foata's 65th birthday (Philadelphia, PA,
2000), arXiv:math/0007114, doi. MR1868966
[26] , Exploiting symmetries: alternating-sign matrices and the Weyl character formulas, Surveys
in number theory, Dev. Math., vol. 17, Springer, New York, 2008, pp. 43{55. MR2462945
[27] D. Bressoud and J. Propp, How the alternating sign matrix conjecture was solved, Notices Amer. Math.
Soc. 46 (1999), no. 6, 637{646. MR1691562
[28] R. Brualdi and S. Kirkland, Aztec diamonds and digraphs, and Hankel determinants of Schroder
numbers, J. Combin. Theory Ser. B 94 (2005), no. 2, 334{351, doi. MR2145518
[29] R. Brualdi and H. Schneider, Determinantal identities: Gauss, Schur, Cauchy, Sylvester, Kro-
necker, Jacobi, Binet, Laplace, Muir, and Cayley, Linear Algebra Appl. 52/53 (1983), 769{791, doi.
MR1500275
[30] B. Brubaker, D. Bump, and S. Friedberg, Eisenstein series, crystals, and ice, Notices Amer. Math.
Soc. 58 (2011), no. 11, 1563{1571. MR2896085
[31] , Schur polynomials and the Yang-Baxter equation, Comm. Math. Phys. 308 (2011), no. 2,
281{301, arXiv:0912.0911, doi. MR2851143
[32] D. Bump, P. McNamara, and M. Nakasuji, Factorial Schur functions and the Yang-Baxter equation,
2011, preprint, arXiv:1108.3087.
[33] L. Cantini, The rotor model with spectral parameters and enumerations of alternating sign matrices,
J. Stat. Mech. Theory Exp. (2007), P08012, 23 pp. (electronic), arXiv:math-ph/0703087, doi.
[34] L. Cantini and A. Sportiello, Proof of the Razumov-Stroganov conjecture, J. Combin. Theory Ser. A
118 (2011), no. 5, 1549{1574, arXiv:1003.3376, doi. MR2771600
[35] , A one-parameter renement of the Razumov-Stroganov correspondence, 2012, preprint, arXiv:
1202.5253.
56 R. E. BEHREND
[36] R. Chapman, Alternating sign matrices and tournaments, Adv. in Appl. Math. 27 (2001), no. 2-
3, 318{335, Special issue in honor of Dominique Foata's 65th birthday (Philadelphia, PA, 2000),
arXiv:math/0008029, doi. MR1868968
[37] H. Cheballah, Combinatoire des matrices a signes alternants et des partitions planes, 2011, PhD thesis,
Universite Paris Nord, http://www-lipn.univ-paris13.fr/cheballah/memoires/these.pdf.
[38] H. Cheballah and P. Biane, Gog and Magog triangles, and the Schutzenberger involution, Sem. Lothar.
Combin. 66 (2011/12), Art. B66d, 20pp. (electronic), arXiv:1105.4986. MR2971013
[39] M. Ciucu, Perfect matchings of cellular graphs, J. Algebraic Combin. 5 (1996), no. 2, 87{103, doi.
MR1382040
[40] , A complementation theorem for perfect matchings of graphs having a cellular completion, J.
Combin. Theory Ser. A 81 (1998), no. 1, 34{68, doi. MR1492868
[41] M. Ciucu, T. Eisenkolbl, C. Krattenthaler, and D. Zare, Enumeration of lozenge tilings of hexagons with
a central triangular hole, J. Combin. Theory Ser. A 95 (2001), no. 2, 251{334, arXiv:math/9912053,
doi. MR1845144
[42] M. Ciucu and C. Krattenthaler, Plane partitions. II. 5 12 symmetry classes, Combinatorial methods
in representation theory (Kyoto, 1998), Adv. Stud. Pure Math., vol. 28, Kinokuniya, Tokyo, 2000,
pp. 81{101, arXiv:math/9808018. MR1855591
[43] F. Colomo, Personal communication, March 2012.
[44] F. Colomo and A. Pronko, On some representations of the six vertex model partition function, Phys.
Lett. A 315 (2003), no. 3{4, 231{236, doi. MR2003060
[45] , On the partition function of the six-vertex model with domain wall boundary conditions, J.
Phys. A 37 (2004), no. 6, 1987{2002, arXiv:math-ph/0309064, doi. MR2045907
[46] , On the rened 3-enumeration of alternating sign matrices, Adv. in Appl. Math. 34 (2005),
no. 4, 798{811, arXiv:math-ph/0404045, doi. MR2128998
[47] , On two-point boundary correlations in the six-vertex model with domain wall boundary condi-
tions, J. Stat. Mech. Theory Exp. (2005), P05010, 21 pp. (electronic), arXiv:math-ph/0503049, doi.
MR2149859
[48] , Square ice, alternating sign matrices, and classical orthogonal polynomials, J. Stat. Mech.
Theory Exp. (2005), P01005, 33 pp. (electronic), arXiv:math-ph/0411076, doi. MR2114554
[49] , The role of orthogonal polynomials in the six-vertex model and its combinatorial applications,
J. Phys. A 39 (2006), no. 28, 9015{9033, arXiv:math-ph/0602033, doi. MR2240471
[50] , Emptiness formation probability in the domain-wall six-vertex model, Nuclear Phys. B 798
(2008), no. 3, 340{362, arXiv:0712.1524, doi. MR2411855
[51] , The arctic curve of the domain-wall six-vertex model, J. Stat. Phys. 138 (2010), no. 4-5,
662{700, arXiv:0907.1264, doi. MR2594917
[52] , An approach for calculating correlation functions in the six-vertex model with domain wall
boundary conditions, Theoret. and Math. Phys. 171 (2012), no. 2, 641{654, arXiv:1111.4353, doi.
[53] R. Cori, P. Duchon, and F. Le Gac, Comptage de matrices a signe alternant en fonction du nombre
d'entrees negatives, 2010, http://www-apr.lip6.fr/alea2010/transparents/le gac.pdf.
[54] J. de Gier, Loops, matchings and alternating-sign matrices, Discrete Math. 298 (2005), no. 1-3, 365{
388, arXiv:math/0211285, doi. MR2163456
[55] , The Razumov-Stroganov conjecture: stochastic processes, loops and combinatorics, J. Stat.
Mech. Theory Exp. (2007), N02001, 6 pp. (electronic), arXiv:cond-mat/0702432, doi. MR2293822
[56] , Fully packed loop models on nite geometries, Polygons, polyominoes and polycubes, Lecture
Notes in Phys., vol. 775, Springer, Dordrecht, 2009, pp. 317{346, arXiv:0901.3963. MR2790336
[57] J. de Gier, P. Pyatov, and P. Zinn-Justin, Punctured plane partitions and the q-deformed Knizhnik{
Zamolodchikov and Hirota equations, J. Combin. Theory Ser. A 116 (2009), no. 4, 772{794, arXiv:
0712.3584, doi. MR2513634
MULTIPLY-REFINED ENUMERATION OF ASMs 57
[58] P. Di Francesco, A rened Razumov{Stroganov conjecture. II, J. Stat. Mech. Theory Exp. (2004),
P11004, 20 pp. (electronic), arXiv:cond-mat/0409576, doi. MR2110544
[59] , A rened Razumov-Stroganov conjecture, J. Stat. Mech. Theory Exp. (2004), P08009, 16 pp.
(electronic), arXiv:cond-mat/0407477, doi. MR2115252
[60] , Totally symmetric self-complementary plane partitions and the quantum Knizhnik-
Zamolodchikov equation: a conjecture, J. Stat. Mech. Theory Exp. (2006), P09008, 14 pp. (electronic),
arXiv:cond-mat/0607499, doi. MR2278472
[61] , Open boundary quantum Knizhnik-Zamolodchikov equation and the weighted enumeration of
plane partitions with symmetries, J. Stat. Mech. Theory Exp. (2007), P01024, 22 pp. (electronic),
arXiv:math-ph/0611012, doi. MR2284008
[62] , An inhomogeneous lambda-determinant, 2012, preprint, arXiv:1209.6619.
[63] , Integrable combinatorics, 2012, preprint, arXiv:1210.4514.
[64] P. Di Francesco and P. Zinn-Justin, Around the Razumov{Stroganov conjecture: proof of a multi-
parameter sum rule, Electron. J. Combin. 12 (2005), Research Paper 6, 27 pp. (electronic), arXiv:
math-ph/0410061. MR2134169
[65] C. Dodgson, Condensation of determinants, being a new and brief method for computing their arith-
metical values, Proc. Roy. Soc. London 15 (1866), 150{155, doi.
[66] W. Doran, IV, A connection between alternating sign matrices and totally symmetric self-
complementary plane partitions, J. Combin. Theory Ser. A 64 (1993), no. 2, doi. MR1245163
[67] O. Egecioglu, T. Redmond, and C. Ryavec, From a polynomial Riemann hypothesis to alternating sign
matrices, Electron. J. Combin. 8 (2001), no. 1, Research Paper 36, 51 pp. (electronic). MR1877655
[68] N. Elkies, G. Kuperberg, M. Larsen, and J. Propp, Alternating-sign matrices and domino tilings. I, J.
Algebraic Combin. 1 (1992), no. 2, 111{132, arXiv:math/9201305, doi. MR1226347
[69] , Alternating-sign matrices and domino tilings. II, J. Algebraic Combin. 1 (1992), no. 3, 219{
234, arXiv:math/9201305, doi. MR1194076
[70] S. Eu and T. Fu, A simple proof of the Aztec diamond theorem, Electron. J. Combin. 12 (2005),
Research Paper 18, 8 pp. (electronic), arXiv:math/0412041. MR2134181
[71] P. Ferrari and H. Spohn, Domino tilings and the six-vertex model at its free-fermion point, J. Phys. A
39 (2006), no. 33, 10297{10306, arXiv:cond-mat/0605406, doi. MR2256593
[72] I. Fischer, The number of monotone triangles with prescribed bottom row, Adv. in Appl. Math. 37
(2006), no. 2, 249{267, arXiv:math/0501102, doi. MR2251438
[73] , A new proof of the rened alternating sign matrix theorem, J. Combin. Theory Ser. A 114
(2007), no. 2, 253{264, arXiv:math/0507270, doi. MR2293090
[74] , The operator formula for monotone triangles|simplied proof and three generalizations, J.
Combin. Theory Ser. A 117 (2010), no. 8, 1143{1157, arXiv:0903.4628, doi. MR2677680
[75] , Rened enumerations of alternating sign matrices: monotone (d;m)-trapezoids with prescribed
top and bottom row, J. Algebraic Combin. 33 (2011), no. 2, 239{257, arXiv:0907.0401, doi. MR2765324
[76] , Linear relations of rened enumerations of alternating sign matrices, J. Combin. Theory Ser.
A 119 (2012), no. 3, 556{578, arXiv:1008.0527, doi.
[77] I. Fischer and D. Romik, More rened enumerations of alternating sign matrices, Adv. Math. 222
(2009), no. 6, 2004{2035, arXiv:0903.5073, doi. MR2562772
[78] O. Foda and I. Preston, On the correlation functions of the domain wall six-vertex model, J. Stat.
Mech. Theory Exp. (2004), P11001, 24 pp. (electronic), arXiv:math-ph/0409067, doi. MR2110546
[79] T. Fonseca, Matrices a signes alternants, boucles denses et partitions planes, 2010, PhD thesis, Uni-
versite Pierre et Marie Curie, Paris VI,
http://tel.archives-ouvertes.fr/docs/00/53/72/16/PDF/tese.pdf.
58 R. E. BEHREND
[80] T. Fonseca and P. Zinn-Justin, On the doubly rened enumeration of alternating sign matrices and
totally symmetric self-complementary plane partitions, Electron. J. Combin. 15 (2008), Research Paper
81, 35 pp. (electronic), arXiv:0803.1595. MR2411458
[81] I. Gessel and G. Xin, The generating function of ternary trees and continued fractions, Electron. J.
Combin. 13 (2006), no. 1, Research Paper 53, 48 pp. (electronic), arXiv:math/0505217. MR2240759
[82] A. Hamel and R. King, Bijective proofs of shifted tableau and alternating sign matrix identities, J.
Algebraic Combin. 25 (2007), no. 4, 417{458, arXiv:math/0507479, doi. MR2320371
[83] A. Hone, Dodgson condensation, alternating signs and square ice, Philos. Trans. R. Soc. Lond. Ser. A
Math. Phys. Eng. Sci. 364 (2006), no. 1849, 3183{3198, doi. MR2317901
[84] M. Ishikawa, On rened enumerations of totally symmetric self-complementary plane partitions I, 2006,
preprint, arXiv:math/0602068.
[85] , On rened enumerations of totally symmetric self-complementary plane partitions II, 2006,
preprint, arXiv:math/0606082.
[86] A. Izergin, Partition function of the six-vertex model in a nite volume, Soviet Phys. Dokl. 32 (1987),
no. 11, 878{879. MR919260
[87] A. Izergin, D. Coker, and V. Korepin, Determinant formula for the six-vertex model, J. Phys. A 25
(1992), no. 16, 4315{4334, doi. MR1181591
[88] M. Karklinsky and D. Romik, A formula for a doubly rened enumeration of alternating sign matrices,
Adv. in Appl. Math. 45 (2010), no. 1, 28{35, arXiv:0906.3405, doi. MR2628784
[89] D. Knuth, Overlapping Pfaans, Electron. J. Combin. 3 (1996), no. 2, Research Paper 5, 13 pp.
(electronic), arXiv:math/9503234. MR1392490
[90] V. Korepin, Calculation of norms of Bethe wave functions, Comm. Math. Phys. 86 (1982), no. 3,
391{418, doi. MR677006
[91] V. Korepin and P. Zinn-Justin, Thermodynamic limit of the six-vertex model with domain wall boundary
conditions, J. Phys. A 33 (2000), no. 40, 7053{7066, arXiv:cond-mat/0004250, doi. MR1792450
[92] C. Krattenthaler, A gog-magog conjecture, 1996,
http://www.mat.univie.ac.at/kratt/artikel/magog.html.
[93] , Advanced determinant calculus, Sem. Lothar. Combin. 42 (1999), Art. B42q, 67 pp. (elec-
tronic), The Andrews Festschrift (Maratea, 1998), arXiv:math/9902004. MR1701596
[94] , Advanced determinant calculus: a complement, Linear Algebra Appl. 411 (2005), 68{166,
arXiv:math/0503507, doi. MR2178686
[95] , Descending plane partitions and rhombus tilings of a hexagon with a triangular hole, European
J. Combin. 27 (2006), no. 7, 1138{1146, arXiv:math/0310188, doi. MR2259946
[96] E. Kuo, Applications of graphical condensation for enumerating matchings and tilings, Theoret. Com-
put. Sci. 319 (2004), no. 1-3, 29{57, arXiv:math/0304090, doi. MR2074946
[97] G. Kuperberg, Another proof of the alternating-sign matrix conjecture, Internat. Math. Res. Notices
(1996), no. 3, 139{150, arXiv:math/9712207. MR1383754
[98] , Symmetry classes of alternating-sign matrices under one roof, Ann. of Math. (2) 156 (2002),
no. 3, 835{866, arXiv:math/0008184, doi. MR1954236
[99] P. Lalonde, q-enumeration of alternating sign matrices with exactly one  1, Discrete Math. 256 (2002),
no. 3, 759{773, LaCIM 2000 Conference on Combinatorics, Computer Science and Applications (Mon-
treal, QC), doi. MR1935787
[100] , Lattice paths and the antiautomorphism of the poset of descending plane partitions, Discrete
Math. 271 (2003), no. 1{3, 311{319, doi. MR1999553
[101] , Alternating sign matrices with one  1 under vertical reection, J. Combin. Theory Ser. A
113 (2006), no. 6, 980{994, arXiv:math/0401339, doi. MR2244128
[102] A. Lascoux, The 6 vertex model and Schubert polynomials, SIGMA Symmetry Integrability Geom.
Methods Appl. 3 (2007), Paper 29, 12pp., arXiv:math/0610719, doi. MR2299830
MULTIPLY-REFINED ENUMERATION OF ASMs 59
[103] , Gaudin functions, and Euler-Poincare characteristics, 2007, preprint, arXiv:0709.1635.
[104] F. Le Gac, Comptage d'ASMs selon le nombre de  1, 2011,
http://www.labri.fr/perso/marckert/LeGac.pdf.
[105] , Quelques problemes d'enumeration autour des matrices a signes alternants, 2011,
http://ori-oai.u-bordeaux1.fr/pdf/2011/LE GAC FLORENT 2011.pdf.
[106] B. Leclerc, On identities satised by minors of a matrix, Adv. Math. 100 (1993), no. 1, 101{132, doi.
MR1224528
[107] P. McNamara, Factorial Schur functions via the six vertex model, 2009, preprint, arXiv:0910.5288.
[108] W. Mills, D. Robbins, and H. Rumsey, Jr., Proof of the Macdonald conjecture, Invent. Math. 66 (1982),
no. 1, 73{87, doi. MR652647
[109] , Alternating sign matrices and descending plane partitions, J. Combin. Theory Ser. A 34
(1983), no. 3, 340{359, doi. MR700040
[110] , Self-complementary totally symmetric plane partitions, J. Combin. Theory Ser. A 42 (1986),
no. 2, 277{292, doi. MR847558
[111] , Enumeration of a symmetry class of plane partitions, Discrete Math. 67 (1987), no. 1, 43{55,
doi. MR908185
[112] K. Motegi, Boundary correlation functions of the six and nineteen vertex models with domain wall
boundary conditions, Phys. A 390 (2011), no. 20, 3337{3347, arXiv:1101.0187, doi. MR2822902
[113] , Boundary correlation functions of integrable vertex models, J. Phys.: Conf. Ser. 343 (2012),
no. 012081, 10 pp., doi.
[114] T. Muir, The theory of determinants in the historical order of development. Vol. I, Macmillan and Co.,
London, 1906.
[115] , A treatise on the theory of determinants, Revised and enlarged by William H. Metzler, Dover
Publications Inc., New York, 1960. MR0114826
[116] S. Ng, Alternating paths of fully packed loops and inversion number, 2012, preprint, arXiv:1202.2483.
[117] S. Okada, Enumeration of symmetry classes of alternating sign matrices and characters of classical
groups, J. Algebraic Combin. 23 (2006), no. 1, 43{69, arXiv:math/0408234, doi. MR2218849
[118] V. Pasquier, Quantum incompressibility and Razumov{Stroganov type conjectures, Ann. Henri Poincare
7 (2006), no. 3, 397{421, arXiv:cond-mat/0506075, doi. MR2226742
[119] J. Propp, The many faces of alternating-sign matrices, Discrete models: combinatorics, computation,
and geometry (Paris, 2001), Discrete Math. Theor. Comput. Sci. Proc., AA, Maison Inform. Math.
Discret. (MIMD), Paris, 2001, pp. 43{58 (electronic), arXiv:math/0208125. MR1888762
[120] , Lambda-determinants and domino-tilings, Adv. in Appl. Math. 34 (2005), no. 4, 871{879,
arXiv:math/0406301, doi. MR2129002
[121] A. Razumov and Y. Stroganov, Spin chains and combinatorics, J. Phys. A 34 (2001), no. 14, 3185{3190,
arXiv:cond-mat/0012141, doi. MR1832783
[122] , Combinatorial nature of the ground-state vector of the O(1) loop model, Theoret. and Math.
Phys. 138 (2004), no. 3, 333{337, arXiv:math/0104216, doi. MR2077318
[123] , Rened enumerations of some symmetry classes of alternating-sign matrices, Theoret. and
Math. Phys. 141 (2004), no. 3, 1609{1630, arXiv:math-ph/0312071, doi. MR2141132
[124] , Bethe roots and rened enumeration of alternating-sign matrices, J. Stat. Mech. Theory Exp.
(2006), P07004, 12 pp. (electronic), arXiv:math-ph/0605004, doi. MR2244324
[125] , Enumeration of quarter-turn symmetric alternating-sign matrices of odd-order, Theoret. and
Math. Phys. 149 (2006), no. 3, 1639{1650, arXiv:math-ph/0507003, doi. MR2321099
[126] , Enumerations of half-turn-symmetric alternating-sign matrices of odd-order, Theoret. and
Math. Phys. 148 (2006), no. 3, 1174{1198, arXiv:math-ph/0504022, doi. MR2283658
[127] , A statistical model of three colors with boundary conditions of domain wall type: functional
equations, Theoret. and Math. Phys. 161 (2009), no. 1, 1325{1339, arXiv:0805.0669, doi. MR2664880
60 R. E. BEHREND
[128] A. Razumov, Y. Stroganov, and P. Zinn-Justin, Polynomial solutions of qKZ equation and ground state
of XXZ spin chain at  =  1=2, J. Phys. A 40 (2007), no. 39, 11827{11847, arXiv:0704.3542, doi.
MR2374053
[129] D. Robbins, The story of 1; 2; 7; 42; 429; 7436; : : :, Math. Intelligencer 13 (1991), no. 2, 12{19, doi.
MR1098216
[130] , Symmetry classes of alternating sign matrices, 2000, preprint, arXiv:math/0008045.
[131] D. Robbins and H. Rumsey, Jr., Determinants and alternating sign matrices, Adv. in Math. 62 (1986),
no. 2, 169{184, doi. MR865837
[132] H. Rosengren, An Izergin-Korepin-type identity for the 8VSOS model, with applications to alternating
sign matrices, Adv. in Appl. Math. 43 (2009), no. 2, 137{155, arXiv:0801.1229, doi. MR2531917
[133] , The three-colour model with domain wall boundary conditions, Adv. in Appl. Math. 46 (2011),
no. 1-4, 481{535, arXiv:0911.0561, doi. MR2794035
[134] , New proofs of determinant evaluations related to plane partitions, Electron. J. Combin. 19
(2012), no. 4, Research Paper 15, 25pp. (electronic), arXiv:1204.3424.
[135] K. Sogo, Time-dependent orthogonal polynomials and theory of soliton. Applications to matrix model,
vertex model and level statistics, J. Phys. Soc. Japan 62 (1993), no. 6, 1887{1894, doi. MR1230768
[136] R. Stanley, A baker's dozen of conjectures concerning plane partitions, Combinatoire enumerative
(Montreal, Que., 1985/Quebec, Que., 1985), Lecture Notes in Math., vol. 1234, Springer, Berlin, 1986,
pp. 285{293, doi. MR927770
[137] , Symmetries of plane partitions, J. Combin. Theory Ser. A 43 (1986), no. 1, 103{113, doi.
MR859302
[138] , Enumerative combinatorics. Volume 1, second ed., Cambridge Studies in Advanced Mathe-
matics, vol. 49, Cambridge University Press, Cambridge, 2012. MR2868112
[139] J. Stembridge, Nonintersecting paths, Pfaans, and plane partitions, Adv. Math. 83 (1990), no. 1,
96{131, doi. MR1069389
[140] J. Striker, The poset perspective on alternating sign matrices, 21st International Conference on For-
mal Power Series and Algebraic Combinatorics (FPSAC 2009), Discrete Math. Theor. Comput. Sci.
Proc., AK, Assoc. Discrete Math. Theor. Comput. Sci., Nancy, 2009, pp. 813{824, arXiv:0905.4495.
MR2721564
[141] , A direct bijection between descending plane partitions with no special parts and permutation
matrices, Discrete Math. 311 (2011), no. 21, 2581{2585, arXiv:1002.3391, doi. MR2832158
[142] , A unifying poset perspective on alternating sign matrices, plane partitions, Catalan objects,
tournaments, and tableaux, Adv. in Appl. Math. 46 (2011), no. 1-4, 583{609, doi. MR2794039
[143] Y. Stroganov, The importance of being odd, J. Phys. A 34 (2001), no. 13, L179{L185, arXiv:cond-mat/
0012035, doi. MR1831119
[144] , 3-enumerated alternating sign matrices, 2003, preprint, arXiv:math-ph/0304004.
[145] , Izergin{Korepin determinant reloaded, 2004, preprint, arXiv:math-ph/0409072.
[146] , Izergin{Korepin determinant at a third root of unity, Theoret. and Math. Phys. 146 (2006),
no. 1, 53{62, arXiv:math-ph/0204042, doi. MR2243403
[147] , 1=N phenomenon for some symmetry classes of the odd alternating sign matrices, 2008,
preprint, arXiv:0807.2520.
[148] T. Tokuyama, A generating function of strict Gelfand patterns and some formulas on characters of
general linear groups, J. Math. Soc. Japan 40 (1988), no. 4, 671{685, doi. MR959093
[149] H. Turnbull, The theory of determinants, matrices, and invariants, 3rd ed, Dover Publications Inc.,
New York, 1960. MR0130257
[150] N. Williams, An alternating sum of alternating sign matrices, Rose Hulman Undergrad. Math. J. 9
(2008), no. 2, 6 pp. (electronic).
MULTIPLY-REFINED ENUMERATION OF ASMs 61
[151] B.-Y. Yang, Two enumeration problems about the Aztec diamonds, 1991, PhD thesis, MIT,
http://dspace.mit.edu/bitstream/handle/1721.1/13937/24960075.pdf.
[152] D. Zeilberger, Proof of the alternating sign matrix conjecture, Electron. J. Combin. 3 (1996), no. 2,
Research Paper 13, 84 pp. (electronic), The Foata Festschrift, arXiv:math/9407211. MR1392498
[153] , Proof of the rened alternating sign matrix conjecture, New York J. Math. 2 (1996), 59{68
(electronic), arXiv:math/9606224. MR1383799
[154] , Dodgson's determinant-evaluation rule proved by two-timing men and women, Electron. J.
Combin. 4 (1997), no. 2, Research Paper 22, 2 pp. (electronic), The Wilf Festschrift (Philadelphia, PA,
1996), arXiv:math/9808079. MR1444169
[155] , Dave Robbins' art of guessing, Adv. in Appl. Math. 34 (2005), no. 4, 939{954, doi. MR2129005
[156] P. Zinn-Justin, Six-vertex, loop and tiling models: integrability and combinatorics, Lambert Academic
Publishing, 2009, Habilitation thesis, arXiv:0901.0665.
[157] P. Zinn-Justin and P. Di Francesco, Quantum Knizhnik-Zamolodchikov equation, totally symmetric
self-complementary plane partitions, and alternating-sign matrices, Theoret. and Math. Phys. 154
(2008), no. 3, 331{348, arXiv:math-ph/0703015, doi. MR2431554
R. E. Behrend, School of Mathematics, Cardiff University, Cardiff, CF24 4AG, UK
E-mail address: behrendr@cardiff.ac.uk
