Abstract. Given a finite set V , and integers k ≥ 1 and r ≥ 0, denote by A(k, r) the class of hypergraphs A ⊆ 2 V with (k, r)-bounded intersections, i.e. in which the intersection of any k distinct hyperedges has size at most r. We consider the problem MIS(A, I): given a hypergraph A and a subfamily I ⊆ I(A), of its maximal independent sets (MIS) I(A), either extend this subfamily by constructing a new MIS I ∈ I(A) \ I or prove that there are no more MIS, that is I = I(A). We show that for hypergraphs A ∈ A(k, r) with k + r ≤ const, problem MIS(A, I) is NC-reducible to problem MIS(A , ∅) of generating a single MIS for a partial subhypergraph A of A. In particular, for this class of hypergraphs, we get an incremental polynomial algorithm for generating all MIS. Furthermore, combining this result with the currently known algorithms for finding a single maximal independent set of a hypergraph, we obtain efficient parallel algorithms for incrementally generating all MIS for hypergraphs in the classes A(1, c), A(c, 0), and A(2, 1), where c is a constant. We also show that, for A ∈ A(k, r), where k + r ≤ const, the problem of generating all MIS of A can be solved in incremental polynomial-time with space polynomial only in the size of A.
Introduction
Let A ⊆ 2 V be a hypergraph (set family) on a finite vertex set V . A vertex set I ⊆ V is called independent if I contains no hyperedge of A. Let I(A) ⊆ 2 V denote the family of all maximal independent sets (MIS) of A. We assume that A is given by the list of its hyperedges and consider problem MIS(A) of incrementally generating all sets in I(A). Clearly, this problem can be solved by performing |I(A)| + 1 calls to the following problem: This problem has applications in combinatorics, graph theory, artificial intelligence, reliability theory, database theory, integer programming, and learning theory (see, e.g. [5, 9] ). It is an open question whether problem DUAL(A, B), or equivalently MIS(A, I), can be solved in polynomial time for arbitrary hypergraphs. The fastest currently known algorithm [11] for DUAL(A, B) is quasipolynomial and runs in time O(nm)+m o(log m) , where n = |V | and m = |A|+|B|. It was shown in [6, 9] that in the case of hypergraphs of bounded dimension,
MIS(A, I): Given a hypergraph A and a collection I ⊆ I(A) of its maximal independent sets, either find a new maximal independent set I ∈ I(A) \ I, or prove that the given collection is complete, I = I(A).

Note that if I ∈ I(A) is an independent set, the complement B = V \ I is a transversal to
) can be solved in polynomial time. Moreover, [4] shows that the problem can be efficiently solved in parallel, MIS(A, I) ∈ NC for dim(A) ≤ 3 and MIS(A, I) ∈ RN C for dim(A) = 4, 5... Let us also mention that for graphs, dim(A) ≤ 2, all MIS can be generated with polynomial delay, see [13] and [19] .
In [8] , a total polynomial time generation algorithm was obtained for the hypergraphs of bounded degree, deg(A)
This result was recently strengthened in [10] , where a polynomial delay algorithm was obtained for a wider class of hypergraphs.
In this paper we consider the class A(k, r) of hypergraphs with (k, r)-bounded intersections: A ∈ A(k, r) if the intersection of each (at least) k distinct hyperedges of A is of cardinality at most r. We will always assume that k ≥ 1 and r ≥ 0 are fixed integers whose sum is bounded, k + r ≤ c = const. Note that dim(A) ≤ r iff A ∈ A(1, r) and deg(A) < k iff A ∈ A(k, 0), and hence, the class A(k, r) contains both the bounded-dimension and boundeddegree hypergraphs as subclasses. It will be shown that problem MIS(A, I) can be solved in polynomial time for hypergraphs with (k, r)-bounded intersections. It is not difficult to see that for any hypergraph A ∈ A(k, r) the following property holds for every vertex-set X ⊆ V : X is contained in a hyperedge of A whenever each subset of X of cardinality at most c = k + r is contained in a hyperedge of A. [Indeed, suppose that X is a minimal subset of V not contained in any hyperedge of A, and that every subset of X of cardinality at most k + r is contained in a hyperedge of A. Note that |X| ≥ k + r + 1. Let e 1 , . . . , e k be distinct elements of X. Then the exist distinct hyperedges
with this property were introduced by Berge [3] under the name of c-conformal hypergraphs, and clearly define a wider class of hypergraphs than A(k, r) with k + r = c. In fact, we will prove our result for this wider class of c-conformal hypergraphs.
Theorem 1. For the c-conformal hypergraphs, c ≤ const, and in particular for
) is polynomial and hence I(A), the set all MIS of A, can be generated in incremental polynomial time.
Theorem 1 is a corollary of the following stronger theorem which will be proved in Section 2. Finally, we conclude in Section 4, with a third algorithm for generating all maximal independent sets of a hypergraph A ∈ A(k, r), k + r ≤ const.
NC-Reduction for c-Conformal Hypergraphs
The results of [4] show that, for hypergraphs of bounded dimension A(1, c), there is an NC-reduction from MIS(A, I) to MIS(A , ∅), where A is a partial sub-hypergraph of A. In other words, the problem of extending in parallel a given list of MIS of A can be reduced to the problem of generating in parallel a single MIS for a partial sub-hypergraph of A. In this section we extend this reduction to the class of c-conformal hypergraphs, when c is a constant. 
c-Conformal Hypergraphs
Given a hypergraph
Characterization of Sub-transversals to a Hypergraph
Proposition 2 (cf. [6]). Let S ⊆ V be a non-empty vertex set in a hypergraph
A ∈ 2 V . i) If S is a sub-transversal for A then there exists a non-covering selection {A v ∈ A v (S) | v ∈ S} for S. ii) Given a non-covering selection {A v ∈ A v (S) | v ∈ S} for S
, we can extend S to a minimal transversal of A by solving problem MIS(A , ∅) for the induced partial hypergraph
Unfortunately, finding a non-covering selection for S (or equivalently, testing if S is a sub-transversal) is NP-hard if the cardinality of S is not bounded (see [4] ). However, if the size of S is bounded by a constant then there are only polynomially many selections {A v ∈ A v (S) | v ∈ S} for S. All of these selections, including the non-covering ones, can be easily enumerated in polynomial time (moreover, it can be done in parallel).
Corollary 1. For any fixed c there is an NC algorithm which, given a hypergraph A ⊆ 2 V and a set S of at most c vertices, determines whether S is a subtransversal to A and if so finds a non-covering selection
Note that this Corollary holds for hypergraphs of arbitrary dimension.
Proof of Theorem 2
We prove the theorem for the equivalent problem DUAL (A, B) . We may assume without loss of generality that A is Sperner. Our reduction consists of the following steps:
Step 1 
Hence we can apply the sub-transversal test only to S such that
Step 2 (Duality test.) For each set S satisfying (1), (2) and the condition that
check whether or not S is a sub-transversal to B.
We need the assumption that dim(I −1 (A)) is bounded to guarantee that this step is polynomial (and moreover, is in NC). Recall that by Proposition 2, S satisfies (4) iff there is a selection 
(MIS(A , ∅).)
Since Z is an independent set of A, we have T ∩ A = ∅ for all A ∈ A, that is T is transversal to A. Clearly, T is minimal, that is T ∈ A d . It remains to argue that T is a new minimal transversal to A, that is T ∈ B. This follows from the fact that Z is transversal to B and disjoint from T .
Note that Theorem 2 does not imply that MIS(A, I) ∈ NC because the parallel complexity of the resulting problem MIS (A , ∅) is not known. The question whether it is in NC in general (for arbitrary hypergraphs) was raised in [14] . The affirmative answers were obtained in [1, 7, 15, 17] for the following special cases: For hypergraphs of bounded dimension, A ∈ A(1, c), it is known that MIS(A , ∅) ∈ NC for c ≤ 3, and MIS(A , ∅) ∈ RN C for c = 4, 5, . . . , see [2, 15] . Furthermore, it was shown in [17, 18] that MIS(A , ∅) ∈ NC for the so-called linear hyperedges, in which each two hyperedges intersect in at most one vertex, that is for A ∈ A(2, 1). Finally, it follows from [12] that MIS(A , ∅) ∈ NC for hypergraphs of bounded degree, that is for A ∈ A(c, 0). Combining the above results with Theorem 2, we obtain the following corollary. Given i ∈ [n] and X ∈ A di , let A i (X) be the hypergraph
Corollary 2. Problem MIS(A, I) is in RNC for A ∈ A(1, c), where c is a constant (hypergraphs of bounded dimension). Furthermore, MIS(A, I) is in NC for
Proposition 3 (see [10, 16] ).
Now consider the following generalization of an algorithm in [19] for generating maximal independent sets in graphs (see also [13] and [16] ). Given i ∈ [n], and X ∈ A di , we assume in the algorithm that the minimal transversals
are computed by calling a process P (i, X) that invokes the same algorithm recursively on the partial hypergraph A i (X). We further assume that, once P (i, X) finds an element Y ∈ A i (X) d , it returns control to the calling process GEN (A, i, X) . When called for the next time, P (i, X) returns the next element of A i (X) d that has not been generated yet, if such an element exists.
Algorithm GEN(A, i, X):
, and an i-minimal transversal X ∈ A d i . Output: All minimal transversals of A.
if
if Z = X then 12.
GEN ( Proof. Consider the recursion tree T traversed by the algorithm. Label each node of tree by the pair (i, X) which represents the input to the algorithm at this node. Clearly i represents the level of node (i, X) in the tree (where the root of T is at level 1). By induction on i = 1, . . . , n + 1, we can verify the following statement:
Indeed, this trivially holds at i = 1. Assume now that (6) holds for a specific i ∈ [n − 1]. It is easy to see that any node (i + 1, X) ∈ T generated at level i + 1 of the tree must have X ∈ A di+1 . Thus it remains to verify that A di+1 ⊆ {X : (i + 1, X) ∈ T}. To see this, let X be an arbitrary element of A di+1 . Note first that if X i then X \ {i} is not a transversal of A and X ∈ A di , and therefore by induction we have a node (i, X ) ∈ T. Consequently, we get a node (i + 1, X ) ∈ T as a child of (i, X ) ∈ T, by Step 7 of the algorithm. Let us therefore assume that X i. Note that X must contain a subset X \ {i}, for some X ∈ A di . This is because X ∪ {i} is a transversal and therefore it contains an i-minimal transversal X of A. Among all the sets X satisfying this property, let Z be the lexicographically largest. Now, if Z \ {i} is a transversal of A, then Z \ {i} = X and Step 5 will create a node (i + 1, X ) ∈ T as the only child of (i, Z) ∈ T. On the other hand, if Z \ {i} is not a transversal, then X can be written as
d . But then node (i + 1, X ) will be generated as a child of (i, Z) ∈ T by Step 12 of the Algorithm. This completes the proof of (6). Finally, it follows from Step 10 that each node in the tree is generated as the child of exactly one other node. Consequently each leaf is visited, and hence each set X ∈ A d is output, only once and the lemma follows.
The next lemma states that, for hypergraphs A of (k, r)-bounded intersections, Algorithm GEN is a polynomial-space, output-polynomial time algorithm for generating all minimal transversals of A.
Lemma 2. The time taken by Algorithm GEN until it outputs the last minimal transversal of a hypergraph
, and the total space required is O(N r+1 ).
Proof. For a hypergraph A ∈ A(k, r), let T (A) and M (A) be respectively the time and space required by Algorithm GEN to output the last minimal transversal of A. Note that the algorithm basically performs depth-first search on the tree T (whose leaves are the elements of A d ), and only generates nodes of T as needed during the search. Since each node of the tree T, which is not a leaf, has at least one child, the time between two successive outputs generated by the algorithm does not exceed the time required to generate the children of nodes along a complete path of the tree T from the root to a leaf. But, as can be seen from the algorithm, for a given node v = (i, X) in T, where i ∈ [n] and X ∈ A di , the time required to generate all the children of v, is bounded by the time to output all the elements of A i (X) d . Since the depth of the tree is n + 1, we get the recurrence
Note that A i (X) ∈ A(k, r − 1). Furthermore, by Proposition 3, we have A e (X) ∈ A(k, r − 1) and |A e (X) d | ≤ |A d |. We conclude therefore, as in the proof of Lemma 2, that the time required to produce all the neighbours of X by applying the algorithm recursively on each of the hypergraphs A e , for e ∈ X, is O(n k+r |A d | r+1 ).
