Lexicality and phonotactic frequency effects are observed in many cognitive studies on language processing, but little is known about their underlying neural substrates, especially with regard to phonotactic frequency effects. Here, we conducted a positron emission tomography (PET) study in which 11 right-handed volunteers had either to repeat or to listen to lists of words, high phonotactic frequency nonwords, and low phonotactic frequency nonwords. The comparison of word versus nonword processing consistently confirmed previous findings of left temporal and prefrontal activations classically ascribed to lexicosemantic processing. Higher activation was found in the right posterior superior temporal gyrus when comparing high phonotactic frequency nonwords to words, but not when comparing low phonotactic frequency nonwords to words. We propose that this region is implicated in the formation of temporary phonological representations for high-probability phonological events, which may support processing of high phonotactic frequency nonwords.
INTRODUCTION
A number of studies in cognitive psychology and neuropsychology have shown an advantage in processing words compared to nonwords in speech perception and identification tasks (Pitt & McQueen, 1998; Vitevitch & Luce, 1998; Vitevitch & Luce, 1999; Vitevitch, Luce, CharlesLuce, & Kemmerer, 1997) as well as in verbal short-term memory tasks (Gathercole, Frankish, Pickering, & Peaker, 1999; Gathercole, Hitch, Service, & Martin, 1997; Hulme, Maughan, & Brown, 1991) . This advantage is considered to be due to the presence of lexical and semantic representations which underlie perception and shortterm storage of words. Furthermore, nonwords, constructed by using phoneme associations that are frequent and highly probable (high phonotactic frequency) in a given natural language, are processed more quickly in shadowing and samedifferent judgment tasks as well as retained better in short-term memory than nonwords composed of infrequent phoneme associations (Gathercole et al., 1999; Vitevitch & Luce, 1998 Vitevitch et al., 1997) . Similarly, 9-month-old infants prefer listening to monosyllables containing frequently rather than infrequently occurring phonetic patterns relative to their native language (Jusczyk, Friederici, Wessels, Svenkerud, & Jusczyk, 1993; Jusczyk, Luce, & Charles-Luce, 1994) .
The nonword phonotactic frequency effect has been attributed to the existence of sublexical phonological knowledge, containing information about the statistical regularities and probabilities of phoneme associations in a given language, favouring the processing of nonword stimuli composed of more frequent phoneme sequences (Gathercole et al., 1999; Vitevitch & Luce, 1998) . A second interpretation for this effect considers that nonword familiarity stems from the similarity of the nonwords to known words, with high phonotactic frequency nonwords having more lexical neighbours (familiar words which share phoneme sequences with the nonwords) than low-frequency nonwords (Greenberg & Jenkins, 1964; Luce & Pisoni, 1998; Newman, Sawusch, & Luce, 1996; Vitevitch, 1997) . However, this supposed lexical influence on nonword processing might actually slow down the processing of high phonotactic frequency nonwords in certain conditions where lexical information is a determinant for the task to be processed. Indeed, Vitevitch and Luce (1999) showed that in lexical decision tasks, high phonotactic frequency nonwords are actually processed more slowly than low phonotactic frequency nonwords. This inversed phonotactic frequency effect for nonwords is explained by the activation of a greater number of lexical neighbours by high phonotactic frequency nonwords, which slows down lexical decision times. However, a normal phonotactic frequency effect for nonwords was observed when the same nonword stimuli were presented in a speeded identification task. According to Vitevitch and Luce (1999) , these data suggest that the lexical and sublexical influence on nonword processing can be dissociated depending on the processing level which is required, with facilitatory effects for high phonotactic frequency nonwords when phonotactic, sublexical knowledge is used, and inhibitory effects when lexical knowledge is used.
Further, phonotactic frequency effects in the processing of words reflect influences of lexical neighbourhood: indeed, high phonotactic frequency words are processed more slowly in a speeded identification and in a lexical decision task, suggesting that more lexical competitors are activated when processing words containing high versus low phonotactic probability patterns, inhibiting processing of high phonotactic frequency words. Thus effects of phonotactic frequency operate in different ways, depending on the level of representation that dominates processing. Nonwords, when processed in shadowing and same-different judgment tasks, benefit from sublexical phonotactic knowledge. Words, and nonwords when processed in lexical decision tasks, are influenced by lexical competition rather than sublexical phonological knowledge.
Although lexicality and nonword phonotactic frequency seem to be reliable and well-investigated effects in cognitive studies, brain imaging studies appear less consistent in showing functional differences in brain activation for word versus nonword processing. Several studies observed activations in brain areas attributed to lexicosemantic processing when comparing words to nonwords. Lefthemispheric activations were found in the anterior superior temporal sulcus (BA 22/38), anterior middle (BA 21) and posterior inferior temporal gyri (BA 20/37), inferior parietal (BA 39, angular gyrus), and inferior frontal gyrus (BA 46/47) and dorsal prefrontal regions (BA 8/9/10); activations were also found in the right hemisphere in the posterior inferior temporal gyrus (BA 20/37) and the right angular gyrus (BA 39) (Binder et al., 1999; Binder, Frost, Hammeke, Rao, & Cox, 1996; Démonet et al., 1992; Démonet, Price, Wise, & Frackowiak, 1994; Howard et al., 1992; Perani et al., 1996; Price et al., 1996; Scott, Blank, Rosen, & Wise, 2000) . These regions are also partially consistent with data from brain-damaged patients.
Indeed, processing of lexicosemantic information, as evidenced by object naming, word repetition, and word comprehension tasks, is impaired in patients having left-sided or bilateral lesions including the middle temporal cortex, anterior and posterior infero-lateral temporal cortex, the temporal pole, fronto-parietal areas, and the temporoparieto-occipital junction (Caramazza & Shelton, 1998; Damasio, Grabowski, Tranel, Hichwa, & Damasio, 1996; De Renzi & Lucchelli, 1994; Foundas, Daniels, & Vasterling, 1998; Hart & Gordon, 1990; Hillis & Caramazza, 1991; Knott, Patterson, & Hodges, 1997; McCarthy & Warrington, 2001; Sacchett & Humphreys, 1992; Silveri & Gainotti, 1988; Warrington & McCarthy, 1983 Warrington & Shallice, 1984) . These patients have a severe impairment in word processing, whereas nonword processing in speech perception and phonological tasks can be in the normal range (e.g., Hart & Gordon, 1990; Knott et al., 1997) . Lesions of prefrontal areas are, however, less frequently observed in patients with a lexicosemantic impairment.
Prefrontal activation observed in functional neuroimaging tasks comparing word to nonword processing might be related to retrieval, selection, and monitoring processes performed on semantic information, rather than to lexicosemantic representations per se (Fiez, 1997; Price, Indefrey, & Van Turennout, 1999; Rapcsak & Rubens, 1990; Swick, 1998) .
Moreover, other functional neuroimaging studies did not always find significant differences in brain activation when comparing the processing of words to nonwords (Binder et al., 2000; Hirano et al., 1997; Wise et al., 1991) . These divergent results can be at least partially explained by the requirements of the tasks used to elicit brain activation: The studies that reported a difference between word and nonword processing used rather complex and active tasks, in which subjects either had to perform phonological or semantic judgments (Binder et al., 1999; Démonet et al., 1992 Démonet et al., , 1994 or to listen to complex speech or "nonspeech" sentences and stories (Perani et al., 1996; Scott et al., 2000) , or in which repetition of words was compared to passive listening to reversed words (Howard et al., 1992) .
Although these tasks may maximise the difference in brain activation between words and nonwords as they require rather elaborate processing of the stimuli that are presented, they are also likely to engage processes other than linguistic ones, e.g., metalinguistic/executive processes in the case of phonological and semantic judgements and motor processes when comparing word repetition to nonword listening.
Yet, methodological differences in the statistical analyses might also explain some of the diverging results between studies. For example, contrary to Price et al. (1996) , Binder et al. (2000) did not report significant brain activation differences between passive listening to words and nonwords. A noticeable difference between the two studies is that Binder et al. reported their results after correction for multiple comparisons in the brain volume, whereas Price et al. used a region of interest (ROI) strategy which allows reporting results without further corrections. But actually, Binder et al. also found left-hemisphere activations at a lower, uncorrected statistical threshold in the inferior and posterior middle temporal gyri, in the angular gyrus and in the middle frontal gyrus, which minimises the differences between those two studies.
Another critical methodological factor is that the degree of dissimilarity between words and nonwords was not always controlled in the different studies. Indeed, when nonwords are very similar to words, it is not really surprising that they seem to activate similar brain regions. When presenting nonwords that consist of recorded words played backwards (Howard et al., 1992) , it is not clear how distant this nonspeech is from intelligible speech, at least in psycholinguistic terms. Therefore, it appears important to control the degree of similarity between words and nonwords, by controlling the phonotactic frequency of the nonword phoneme sequences, in order to assess how likely the phoneme associations of the nonwords are in the native language of the participants. It might be that greater and more reliable differences in brain activation between words and nonwords would emerge if nonwords were very distant from familiar words.
To our knowledge, no brain imaging study has directly investigated the neural bases of the COGNITIVE NEUROPSYCHOLOGY, 2002, 19 (4) 345 phonotactic frequency effect in comparing nonwords with high and low phonotactic frequencies. Depending on the lexical or sublexical interpretation of the nonword phonotactic frequency effect, activation in brain regions implicated either in lexicosemantic processing or in phonological sublexical processing might be expected. We have seen that in lexical decision tasks, high phonotactic frequency nonwords are processed more slowly than their low-frequency counterparts, due to the activation of a larger number of lexical neighbours. In that case, the same temporal, parietal, and prefrontal regions subtending lexicosemantic representations for words should also be activated when comparing high to low phonotactic frequency nonwords. However, in the more typical case where high phonotactic frequency nonwords are processed faster than low phonotactic frequency nonwords, as is the case in simple nonword perception, repetition, and verbal short-term memory, sublexical phonological knowledge is supposed to be involved and thus brain regions implicated in sublexical phonological processing should be activated when comparing high to low phonotactic frequency nonwords.
The most likely brain area subtending the processing of sublexical phonological knowledge seems to be the superior temporal area. Data from brain lesioned patients with "word sound deafness," a condition characterised by a selective impairment of speech sound discrimination, show damage to bilateral superior temporal lobe areas. However, the impairment in sound discrimination is not always restricted to speech sounds, as these patients sometimes have additional difficulties in discriminating nonlinguistic acoustical information, suggesting a more general impairment in auditory discrimination, at least for some patients (Best & Howard, 1994; Buchman, Garron, Trost-Cardamone, Wichter, & Schwartz, 1986; Tanaka, Yamadori, & Mori, 1987) .
Functional neuroimaging studies also suggest that the superior temporal area is implicated in sublexical phonological processing. Scott et al. (2000) found an area in the posterior part of the left superior temporal sulcus that seems specifically to respond to phonetic information. This region responded specifically to speech, to spectrally rotated speech (which is unintelligible but preserves phonetic features and some original intonation), to noise-vocoded speech (which is intelligible, but has very weak intonation), but not to spectrally rotated noise-vocoded speech (which is completely unintelligible, does not contain any phonetic information and does not sound like a human voice). The lowest common denominator of the three conditions to which the posterior superior temporal sulcus responded is precisely sublexical phonemic and phonetic information. Similarly, Mazoyer et al. (1993) also found left-lateralised posterior superior temporal gyrus activation when they presented a story spoken in an unfamiliar language (Tamil) to French subjects. Listening to an unfamiliar language like Tamil involves phonological processing of the phonemes that Tamil shares with French. However, since the word forms are very unfamiliar, they are not likely to trigger lexicosemantic processing. Hence the left posterior superior temporal gyrus activation might be also related to sublexical phonological processing in the study by Mazoyer et al. Finally, Binder et al. (2000) found a bilateral superior temporal sulcus activation for passive listening to words, pseudowords, and reversed speech but not for frequency-modulated tones. What is common to the three speech conditions is that they contain phonological and phonetic information, but lexical-semantic content is greatly diminished for pseudowords and reversed speech. Frequencymodulated tones only share acoustic features with speech stimuli, but do not contain any phonological or phonetic features. In summary, brain imaging and functional neuroimaging studies concur to support the hypothesis that identification and processing of sublexical phonological information might be related to activation in the superior temporal gyrus.
In the present PET study the neural bases of word and nonword processing were investigated using a paradigm in which the degree of similarity of the nonwords to familiar words was carefully controlled on the basis of phonotactic frequency. Two sets of nonwords were used: nonwords that were very close to existing words and whose phonotactic frequencies were matched to words, and nonwords very distant from the words and from the first nonword set, with very low phonotactic frequencies. Furthermore, the three stimulus conditions were administered both in passive listening and repetition conditions.
A first aim was to investigate the neural basis of the lexicality effect, during repetition and passive listening, by contrasting words to high and low phonotactic frequency nonwords. We expected that words would activate areas implicated in lexicosemantic processing, i.e., middle and inferior temporal, parietal, and prefrontal regions, especially when compared to low phonotactic frequency nonwords. These differences in brain activation might be less important when comparing words to phonologically more familiar nonwords, i.e., the nonwords that are matched to the words on the basis of phonotactic frequency.
A second aim of the study was to investigate the neural basis of the phonotactic frequency effect. As the phonotactic frequency effect is quite complex and as PET studies only allow a limited number of conditions to be compared, we chose to restrict our study to the exploration of sublexical phonological influences on phonotactic frequency. Vitevitch and Luce (1998, 1999) have shown that sublexical phonological influences are implicated when using high and low phonotactic frequency nonwords and when comparing these nonwords in simple perception and repetition tasks. In this case high phonotactic frequency nonwords are processed faster and more accurately, as sublexical phonological knowledge is considered to support processing of nonwords containing high probability phoneme associations. We investigated the neural substrate of sublexical phonological influences on nonword phonotactic frequency by hypothesising that comparison of cerebral activation for high and low phonotactic frequency nonwords during repetition and passive listening conditions should evidence activation of left-sided or bilateral superior temporal brain regions implicated in sublexical phonological processing, but not inferior temporal, parietal and prefrontal brain regions implicated in lexicosemantic processing.
Thus, the design of this study allowed us to isolate the cerebral areas involved in lexicosemantic processing (words versus high phonotactic frequency nonwords and words versus low phonotactic frequency nonwords) and in sublexical phonological processing (high-frequency nonwords versus low-frequency nonwords), independently of task-specific requirements (repetition or simple passive listening). Moreover, this study also enabled us to investigate brain regions activated in verbal repetition and passive listening (repetition versus listening) independently of the lexical and phonotactic status (words or nonwords) of the stimuli.
MATERIAL AND METHODS

Subjects
Eleven French-speaking right-handed male volunteers (age 18-25 years) gave their written informed consent to take part in this study, which was approved by the Ethics Committee of the University of Liège. None had any remarkable past medical history nor did they use any medication.
Cognitive tasks
Three lists of bisyllabic stimuli were created: 80 low phonotactic frequency nonwords, 80 high phonotactic frequency nonwords, and 80 words. Each stimulus had the same syllabic structure CVCCVC. The low-frequency nonwords were constructed using CV and VC diphones, which are quite rare in French (e.g., in the nonword /fûgloS/ , the diphones /fû/, /ûg/, /lo/, and /oS/ are not very frequent in French). On the other hand, the high-frequency nonwords contained CV and VC diphones which are quite frequent (e.g., in the nonword /pebmyn/, the diphones /pe/, /eb/, /my/, and /yn/ are very frequent in French). Furthermore, the diphones of the high-frequency nonwords had the same phonotactic frequency as the diphones of the words used in this study. The diphone frequencies were taken from a phonetic database of French by Tubach and Boë (Un corpus de transcription phonétique, 1990) . This database was developed on the basis of a phonetic transcrip-tion of formal and informal conversations between French-speaking subjects. To measure phonotactic frequency, we used the simple diphone frequency counts listed in the database. There was a significant difference in summed diphone frequency counts for the CV and VC diphones in the first syllable of the high-frequency versus low-frequency nonwords (2106 vs. 138), F(1, 158) = 211.3, p < .0001, and in the second syllable (2293 vs. 154), F(1, 158) =320.9, p < .0001; there was no difference in summed diphone frequency counts for the first syllable of high-frequency nonwords versus words (2106 vs. 2255), F(1, 158) = .549, p = .46, and for the second syllable (2293 vs. 2345), F(1,158) = 0.09, p = .76. Furthermore, the consonants and vowels used for the three lists were sampled from the same pool of phonemes.
The stimuli were recorded by a trained native French female speaker. All stimuli were spoken in isolation. The stimuli were low-pass filtered at 4.8 Khz and digitised at a sampling rate of 11025 Hz. All stimuli were edited into individual files and stored on computer disk. There were no significant differences in mean stimulus duration for the different stimulus lists: words vs. high phonotactic frequency nonwords (1059 vs. 1066 ms), F(1, 158) < 1, p = .68, and high vs. low phonotactic frequency nonwords (1066 vs. 1079 ms), F(1, 158) < 1, p =.39.
Stimulus presentation was controlled via EPrime beta software (Psychology Software Tools, Inc., 2000) installed on a PC desktop computer. Stimuli were presented via headphones. Each subject was administered four blocks of 20 words, four blocks of 20 high phonotactic frequency nonwords, and four blocks of 20 low phonotactic frequency nonwords. For each condition, half of the blocks were presented for passive listening and half of the blocks were presented for repetition; blocks presented for repetition and passive listening within each word condition were alternated between subjects. In the passive listening trials, subjects were told that they would hear words or nonwords, and that they only had to listen to these stimuli. In the repetition trials, subjects were told that they had to repeat as accurately and as quickly as possible the words or nonwords that they were going to hear. Behavioural data were collected by recording the subjects' responses via a digital-to-analogue tape recorder connected to a microphone; latency times between the onset of the stimulus and the onset of the subjects' response were also recorded via a second microphone connected to E-Prime beta software. In each block, the stimuli were presented at a rate of one item every 4 s. The order of presentation of the blocks and of the stimuli within each block was randomised. Before each block, the subjects were told by the experimenter that they would hear either words or nonwords and that they would have either to listen or to repeat. The subjects were explicitly informed about the lexical status of the stimuli they would hear in order to avoid lexical search processes when presenting nonwords while they might have been expecting to hear words.
Positron emission tomography scanning
PET data were acquired on a Siemens CTI 951 R 16/31 scanner in 3D mode. The subject's head was stabilised by a thermoplastic facemask secured to the head holder (Truscan imaging, MA), and a venous catheter was secured in a left antebrachial vein. First, a 20-min transmission scan was acquired for attenuation correction using three rotating sources of 68Ge. Then, regional cerebral blood flow, taken as a marker of local neuronal activity (Jueptner & Weiller, 1995) , was estimated during 12 emission scans. Each scan consisted of two frames: a 30-s background frame and a 90-s acquisition frame. The slow intravenous water (H 2 15 O) infusion began 10 s before starting the second frame. Six mCi (222 MBq) in 5 cc saline were injected over a period of 20 s for each scan. The infusion was totally automated in order not to disturb the subject during the scanning period. Data were reconstructed using a Hanning filter (cut off frequency: .5 cycle/pixel) and corrected for attenuation and background activity. Each experimental task (block) corresponded to one scan acquisition and began 10 s before starting the acquisition frame.
DATA ANALYSIS
Data were analysed and transformed using the statistical parametric mapping software (SPM99; Wellcome Department of Cognitive Neurology, Institute of Neurology, London, UK) implemented in MATLAB (Mathworks Inc., Sherborn, MA). First, spatial transformations were performed to accommodate within-subject head-movement in scan replications and inter-subject differences in gyral and functional anatomy. For each subject, all scans were realigned together, then normalised to a standard PET template (Friston et al., 1995) . Spatial registration and normalisation of images conform to the space defined by the ICBM, NIH P-20 project, and approximate that of the space described in the stereotaxic atlas of Talairach and Tournoux (1988) . Finally, PET images were smoothed using a Gaussian kernel of 16 mm full width at half maximum. [HN vs. LN] . These analyses were conducted using the random effect model (Holmes & Friston, 1998) implemented in SPM99 in order to specify the cerebral areas activated in each of our 11 subjects. The random effect model is a two-step procedure, based on the approach of mean summary statistics on repeated measures (Frison & Pocock, 1992) , applied to accommodate both interindividual and intraindividual variability of PET data. It requires that all members of the population show this effect such that its expectation is greater than under the null hypothesis.
Random-effect analyses
At the first step, PET data were analysed separately at a within-subject level using standard subtraction analyses. Because a separable model is required to allow subsequent modelling of the between-subject variance, the adjustment for one subject was made independent from other subjects by using ANCOVA adjustment of the global activity. Three contrasts estimated the task effect in each subject within each stimulus condition LN] ) to highlight the brain areas whose activity specifically subtended the processing of each task condition independently of stimulus type, or of each stimulus type independently of the task condition. The resulting set of voxel values for each contrast constituted a map of the t statistic, SPM(T), thresholded at p £ .001 (T 1.31). If not otherwise specified, statistical inferences were obtained at the voxel level (in terms of peak height at p < .05), corrected for multiple comparisons. The significance was set at the level of p (uncorrected) £ .001 (T 1.31) when we had an a priori hypothesis concerning the brain areas of interest, based on brain activations previ-ously described in the literature. These were the bilateral precentral gyrus, left inferior frontal gyrus, middle and superior temporal areas, insula, putamen, thalamus, anterior cingulate, and cerebellum for the comparison between repetition and passive listening (Howard et al., 1992; Karbe, Herholz, Weber-Luxenburger, Ghaemi, & Heiss, 1998; Petersen, Fox, Posner, Mintun, & Raichle, 1988 , 1989 Price et al., 1996 Price et al., , 1999 , and the left anterior superior temporal sulcus (BA 22/38), anterior middle (BA 21) and posterior inferior temporal gyri (BA 20/37), inferior parietal (BA 39, angular gyrus) and inferior frontal gyrus (BA 46/47), and dorsal prefrontal regions (BA 8/9/10), as well as the right posterior inferior temporal gyrus (BA 20/37) and angular gyrus (BA 39) for word compared to nonword processing (Binder et al., 1996 (Binder et al., , 1999 (Binder et al., , 2000 Démonet et al., 1992 Démonet et al., , 1994 Howard et al., 1992; Perani et al., 1996; Petersen et al., 1988 Petersen et al., , 1989 Price et al., 1994 Price et al., , 1996 Scott et al., 2000) .
RESULTS
Behavioural data
Mean latency times and response accuracy were analysed for the repetition of words, high phonotactic frequency nonwords, and low phonotactic frequency nonwords. Two separate repeated measures ANOVAs were performed for mean latency times and for response accuracy.
As 
Imaging data
Task effect : Repetition vs. passive listening
The random effect conjunction
showed the brain areas in which rCBF increased during repetition as compared to listening, independently of the stimulus type (words, high or low phonotactic frequency nonwords). The analysis showed significant increases bilaterally in the precentral gyrus (BA 4/6), the anterior part of the superior temporal lobe (BA 22/42), the thalamus, and the cerebellum. Additional activation foci were found in the right insula and the right putamen. Activation at uncorrected p levels was observed in a priori regions of interest : the left inferior frontal gyrus (BA 47) close to Broca's area, and the left anterior cingulate (BA 32). (See Table 1 , and Plate 1 situated between pp. 352 and 353.)
showed significant (p < .05, corrected) activation in the left middle and superior frontal gyri (BA 9/10/11), in the left medial frontal gyrus (BA 10), the right superior frontal gyrus (BA 8), the left posterior middle temporal gyrus (BA 21), the left inferior parietal gyrus including the angular gyrus (BA 39), the bilateral middle occipital gyrus (BA 19), as well as the right superior occipital gyrus (BA 19) and right praecuneus (BA 7). (See Table 1 , and Plate 1 situated between pp. 352 and 353.)
Stimulus effect: Words vs. high-frequency nonwords
The random effect conjunction analysis [R (W -HN)] & [L (W -HN)] showed the brain areas in
which rCBF increased during word as compared to high phonotactic frequency nonword processing, independently of the task to be performed. No voxel survived correction for multiple comparisons. At p < .001 (uncorrected), increased activations were found in a priori regions of interest: the anterior part of the left superior temporal gyrus (BA 38), as well as the left fusiform gyrus (BA 37/20) in the posterior inferior temporal region (see Table 2 ). Table 3 , and Plate 2 situated between pp. 352 and 353).
Stimulus effect: Words vs. low-frequency nonwords
The random effect conjunction analysis [R (W -LN)] & [L (W -LN)] showed the brain areas in
which rCBF increased during word as compared to low phonotactic frequency nonword processing, independently of the task to be performed.
No voxel survived correction for multiple comparisons. At p < .001 (uncorrected), increased activations were found in a priori regions: left fusiform gyrus in the posterior inferior temporal region (BA 20/37), as well as inferior and superior prefrontal regions (BA 47, BA 10) (see Table 2 ).
The reverse comparison [R (LN -W)] & [L (LN -W)] failed to disclose significant activation foci.
Stimulus effect: High-vs. low-frequency nonwords
The random effect conjunction analysis [R (HN - 
DISCUSSION
In this functional neuroimaging study, we investigated brain activation associated with lexicality and nonword phonotactic frequency effects in passive Table 1 listening and repetition conditions. We will first discuss brain activation associated with the task demands, repetition versus passive listening, and then discuss activation associated with lexicality and nonword phonotactic frequency effects.
. Conjunction analysis comparing repetition to passive listening for words, high phonotactic frequency nonwords and low phonotactic frequency nonwords (random effect model)
Stereotaxic coordinates Stereotaxic coordinates ------------------
Brain activation associated with repetition and passive listening tasks
When comparing repetition of words and nonwords to passive listening, we identified bilateral activity in the perisylvian area including the precentral gyrus and the anterior part of the superior temporal gyrus; the thalamus and the cerebellum were also activated bilaterally as well as the right insula and the right putamen. Weaker activation was found in the left inferior frontal gyrus and the anterior cingulate cortex. These regions have classically been identified as reflecting the cerebral network implicated in phonological output processes and motor control of verbal response production (Howard et al., 1992; Karbe et al., 1998; Petersen et al., 1988 Petersen et al., , 1989 Price et al., 1996) . The precentral, medial frontal, cerebellar, and subcortical brain regions are involved in the planning and control of motor output processes of the organs implicated in speech production (Howard et al., 1992; Price et al., 1999) . The superior temporal gyrus has been implicated in constructing soundbased representations of speech production (Binder et al., 2000; Hickok, 2000; Hickok & Poeppel, 2000; Price et al., 1999) . More interestingly, our results suggest that the bilateral anterior superior temporal gyrus, identified in the present and previous studies as supporting phonological output processes, must contain sublexical rather than lexical phonological codes for speech output, as this region was activated for the repetition of both words and nonwords. More generally, our study shows that the cerebral network of speech production identified in this study is independent of the lexical status of verbal stimuli to be repeated, as these regions were activated equally for words and high or low phonotactic frequency nonwords. Our random effect analysis furthermore allows generalisation of these results to all members of the normal young population. Relatively weak activation was observed in the inferior prefrontal cortex close to Broca's area. Although this region is classically considered to be very important for speech output processes, its precise role in language processing is still not very clear. Our results are also concordant with other studies which did not find consistent activation of Broca's area when comparing word repetition to a control condition (Herholz et al., 1994; Howard et al., 1992; Karbe et al., 1998) . Recent data suggest that Broca's area may be implicated in speech perception and production only when rehearsal and/or segmentation of the phonological information is needed, for example in phonological judgment tasks where the phonological form of the word has to be decomposed, segmented, and rehearsed (Burton, Small, & Blumstein, 2000; Cabeza & Nyberg, 2000; Démonet et al., 1992 Démonet et al., , 1994 Price et al., 1996; Zatorre, Evans, Meyer, & Gjedde, 1992; Zatorre, Meyer, Gjedde, & Evans, 1996) . Some studies also suggest that Broca's area may be implicated in non-linguistic processing. This area has been shown to be involved in nonlinguistic discrimination tasks as well as in visuomotor activities such as imagery of motion (Binkofski et al., 2000; Müller, Kleinhans, & Courchesne, 2001 ).
The reverse contrast of passive listening minus repetition showed that during passive listening, activation was observed in mainly dorsal prefrontal regions as well as in temporo-parieto-occipital regions. These regions might reflect the greater possibility of reasoning, mental imagery and retrieval of lexicosemantic information while the participants are waiting for presentation of the next stimulus in the passive listening condition, whereas in the repetition condition, the major part of the inter-stimulus interval is occupied by the production of the stimuli. Indeed, the prefrontal regions and the temporo-parieto-occipital regions have been associated with retrieval of semantic and associated visual information during the resting state (e.g., Binder et al., 1999) . This furthermore shows that passive listening, although seemingly a quite simple task, is not necessarily a very "pure" activation task in the sense that it may generate experimentally uncontrolled cognitive processing.
Brain activation associated with the lexicality effect
When comparing processing of words and nonwords, no greater activation was observed for words vs. high and low phonotactic frequency nonwords at corrected threshold levels. However, at uncorrected thresholds, we identified regions in the left postero-inferior temporal lobe as well as in the left anterior superior temporal lobe that were specifically associated with word vs. high phonotactic frequency nonword processing. The same was true when comparing words to lowfrequency nonwords, where activation was observed in the left postero-inferior temporal region, in addition to inferior and superior frontal activation. These results are consistent with Binder et al.'s (2000) study, which also found differences between words and nonwords only at uncorrected p thresholds. The activation foci found in this study are very similar to the activation points that have been associated with lexicosemantic processing in other studies (Binder, 1999 (Binder, , 2000 Démonet et al., 1994; Howard et al., 1992; Perani et al., 1996; Petersen et al., 1988 Petersen et al., , 1989 Price et al., 1994 Price et al., , 1996 Scott et al., 2000) . Furthermore, the fusiform area (BA 20/37) was consistently activated when comparing words to high and low phonotactic frequency nonwords. However, contrary to our hypotheses, the fact that we had controlled the degree of similarity of the nonwords to the words by creating two contrasted sets of nonwords on the basis of phonotactic frequency did not greatly influence brain activation: Differences in activation between words and nonwords were not more significant for low than for high phonotactic frequency nonwords; only some prefrontal activation was observed for words when compared to low but not to high phonotactic frequency nonwords. These data suggest that areas implicated in lexicosemantic processing were similarly activated when comparing words to high or to low phonotactic frequency nonwords, suggesting that areas implicated in lexicosemantic processing are less active to a similar extent for both high and low phonotactic frequency nonwords. This finding is of theoretical importance regarding the lexical or sublexical interpretation of the nonword phonotactic frequency effect and will be commented on in the last section of this discussion.
Overall, activation of regions subtending lexicosemantic processing was not very strong, as it was only significant at uncorrected statistical thresholds. A possible explanation is that regions implicated in lexicosemantics are permanently active to some extent during the wakeful resting state and also during listening and repetition of nonwords, independently of the stimuli that are presented. Indeed, Binder et al. (1999) showed that lefthemisphere brain areas implicated in semantic processing (angular gyrus, prefrontal cortex, ventral temporal cortex) were active during a wakeful resting state compared to a nonlinguistic tone discrimination task. As mentioned earlier, this baseline brain activity might reflect our engagement in mental activities such as reasoning, problem solving, and memory retrieval of verbal information during quiet wakefulness. These processes might also be partially active during listening and repetition of nonwords, where subjects can reason and retrieve verbal information about the task and the stimuli to be performed. This might raise the baseline level of activation of regions implicated in lexicosemantic processing, and thus differences in lexicosemantic activation between word and nonword processing will be more subtle and more difficult to observe.
Brain activation associated with the nonword phonotactic frequency effect
Regarding the phonotactic frequency effect, we observed, when comparing nonwords to words, that high phonotactic frequency nonword processing activated a posterior superior temporal region in the right hemisphere, close to the planum temporale. This activation was not consistently observed when comparing low-frequency nonwords to words. We might then expect that the right posterior temporal gyrus (STG) is also activated when directly comparing high to low phonotactic frequency nonwords. However, the direct comparison between high and low phonotactic frequency nonwords failed to disclose any significant activation foci. This pattern of results can best be explained by the nature of our statistical analysis. We used a random effect analysis, which is based on activation foci that, in each subject, are systematically present in one condition and absent in the other. Therefore it is possible that the direct comparison between high and low phonotactic frequency nonwords did not show significant activation in the right superior temporal lobe, because some subjects also activated this brain area for low phonotactic frequency nonwords. This possibility was verified by an inspection of the individual activation maps contrasting low phonotactic frequency nonwords to words, on a subject-bysubject basis; this showed that for the low phonotactic frequency nonwords, 6 out of 11 participants also presented weak activations of the right posterior STG. At variance, all 11 subjects showed highly consistent and strong activation in the same brain area for high phonotactic frequency nonword processing, when compared to words.
How can this right posterior STG activation for high phonotactic frequency nonwords be explained? Beginning with our behavioural data, sublexical rather than lexical knowledge seems to have influenced nonword performance as high phonotactic frequency nonwords were processed faster and more accurately than low phonotactic frequency nonwords. Vitevitch and Luce (1999) predicted this advantage for high phonotactic frequency nonwords when sublexical knowledge is involved but an advantage for low phonotactic frequency nonwords when lexical knowledge is involved. This is also confirmed by our neuroimaging data comparing lexicality effects for high and low phonotactic frequency nonwords, which have shown that brain areas implicated in lexicosemantic processing are less activated to a similar extent for both high and low phonotactic frequency nonwords compared to words, suggesting that there was no difference in lexicosemantic processing between the nonword conditions. Regarding imaging data and sublexical phonological processing, we had expected bilateral or leftsided activation of the STG but not only rightsided activation of the posterior STG for processing high phonotactic frequency nonwords. This exclusively right-sided activation of the STG makes an interpretation of this area as reflecting activation of sublexical phonological knowledge unfortunately less likely. What are alternative interpretations for activation of the right posterior STG when processing high phonotactic frequency nonwords compared to words? Price et al. (1994) observed greater activation in right and left temporal areas when comparing pseudowords to words in a nonlinguistic visual feature detection task. They attributed this activation to the fact that pseudowords activate phonological and semantic processing areas more than words because a more prolonged search for the unavailable representation occurs. In particular, a longer search in the phonological processing areas would be observed for the pseudowords which have unfamiliar phoneme associations. However, this alternative interpretation does not seem to match our data. First, we did not observe more activation for nonwords in the entire cerebral network, which normally sustains semantic and phonological processing; the activation we observed was spatially limited to the right posterior superior temporal lobe. Second, if this activation reflected a more prolonged search for phonological representations due to nonwords having unfamiliar phonological associations, then this activation should have been greatest for the most unfamiliar phonological associations, namely our low phonotactic frequency nonwords. In fact, the opposite was observed. Further, if the activation observed for high phonotactic frequency nonwords in the right STG is related to phonological search processes, then behavioural data should also evidence these search processes, by a slower processing of high phonotactic frequency nonwords. However, our behavioural data clearly show that processing of high phonotactic frequency nonwords is facilitated rather than inhibited, compared to low phonotactic frequency nonwords, thus making an interpretation of the right posterior STG in terms of phonological search processes rather unlikely.
Alternatively, the activation in the right STG could reflect processes related to differences in pitch or task difficulty between word and nonword processing. These possibilities must, however, also be rejected as our three stimuli lists were carefully controlled with regard to phoneme composition, number of syllables, and syllabic structure, making a difference in pitch and intonation highly implausible. Furthermore, behavioural data showed that low phonotactic frequency nonwords were more difficult to process, as evidenced by greater reaction times and lower response accuracy in the repetition condition. Should right STG activation reflect this difference in difficulty, then a greater activation should be observed for low phonotactic frequency nonwords but not for high phonotactic frequency nonwords compared to words, which once again is clearly rejected by our data.
Another alternative interpretation to be considered are lexical competition processes for words. Indeed, presentation of a word stimulus does not only activate the corresponding lexical representation, but lexical neighbours are also activated, especially if the words are composed of high phonotactic frequency patterns, as Vitevitch and Luce (1998, 1999) have shown. These lexical competitors must be inhibited and the correct lexical representation has to be selected, a process which might be related to the right STG. This possibility is supported by studies of right-hemispheredamaged patients, showing that these patients have COGNITIVE NEUROPSYCHOLOGY, 2002, 19 (4) 355 difficulty in suppressing inappropriate lexicosemantic competitors when interpreting ambiguous sentences (Tompkins, Baumgaertner, Lehman, & Fassbinder, 2000; Tompkins, Lehman, & Fassbinder, 1998; Zaidel, Zaidel, Oxbury, & Oxbury, 1995) . However, if the right posterior STG reflects lexical selection and inhibition processes when processing words, than it should be more activated for word than for nonword stimuli. Clearly, this was not the case in our study.
Alternatively, this region might reflect lexical inhibition mechanisms for high phonotactic frequency nonwords that might also tend to activate lexical representations more than low phonotactic frequency nonwords. However, this is not very likely, as lexical inhibition should slow down responses to high phonotactic frequency nonwords compared to low phonotactic frequency nonwords, which clearly was not the case, as we have already discussed. Furthermore, the advantage in processing high over low phonotactic frequency nonwords suggests that sublexical phonological and not lexical processes influenced performance, according to Vitevitch and Luce (1998, 1999) . Thus inhibition of lexical competitors either for words or high phonotactic frequency nonwords does not seem to be a likely explanation of the activation of the right posterior STG when comparing high phonotactic frequency nonwords to words.
The alternative interpretations for the right posterior STG activation we have considered until now have all been rejected, mainly because they are not compatible with our behavioural results, which show facilitation for processing of high phonotactic frequency nonwords, while the interpretations we have considered predict an inhibition for processing of high phonotactic frequency nonwords or no difference between the two nonword conditions. How can the posterior STG facilitate processing of high phonotactic frequency nonwords, if this region cannot be considered as representing sublexical phonological knowledge that is supposed to favour processing of these nonwords?
A possible explanation is that the right posterior STG is able to build up temporary representations for phonological forms that are unknown, but which nevertheless are highly probable; this is the case for high but much less so for low phonotactic frequency nonwords. These temporary representations for high probability phonological forms then represent an interface representation supporting perception and repetition for high phonotactic frequency phonological forms, and thus favouring processing of high over low phonotactic frequency nonwords. Indeed, several studies have proposed that the bilateral posterior STG can construct temporary representations of high probability phonological events (Grasby et al., 1993; Hughes et al., 2001; Winkler, Karmos, & Näätänen, 1996; Wise et al., 2001) . The most convincing data come from the study by Hughes et al. These authors repeatedly presented the same CV syllable at regular ISI to epileptic patients, thus creating a high probability phonological event; sometimes, the CV syllable did not occur although it was expected. Intracranial ERP recordings showed that the posterior part of the bilateral superior temporal gyrus (STG) specifically responded to the repetition of CV syllables, and, most importantly, was activated at the moment when the CV was expected to occur, even when it was not presented. This response to expected, but not necessarily presented, phonological information suggests that the posterior part of the STG had stored a temporary representation of the phonological event which predicted the occurrence of phonological information. This temporary representation would then serve to support perception, repetition, and other forms of processing for high-probability phonological information like the high phonotactic frequency nonwords in our study. Although words also represent high probability phonological information, there is less need to construct a temporary phonological information as word forms very quickly activate their corresponding long-term phonological representations, which support further processing.
But why was it specifically the right and not bilateral posterior STG that responded to high phonotactic frequency nonwords? A possible explanation is that right-hemisphere language areas, including the right STG, conserve a greater plasticity for language processing, and then respond more easily to new phonological information than their left-hemisphere counterparts. For example, Dehaene et al. (1997) showed that when adults were listening to a story in a second language acquired after the age of 7 years, compared to listening to the same story in their first language, they activated both left-and right-hemisphere regions, and in some subjects exclusive activation of right temporal regions, including the middle and superior temporal gyri, was observed. These data suggest that processing of phonological information acquired after the critical period for phonological learning has a tendency to preferentially activate right-hemisphere language areas. This is also supported by studies of recovery from aphasia following lesions in left temporoparietal areas. For example, Musso et al. (1999) showed in a functional neuroimaging study that performance increase in a language comprehension task (shortened form of the Token Test) correlated with activation increase in the right posterior STG of lefthemisphere-damaged patients with Wernicke's aphasia, after a very short language therapy which targeted phonological and semantic processing. Although several cognitive mechanisms might have led to improved performance in the language comprehension task due to the short language therapy, it is clear that performance on a language comprehension task, like the Token Test, requires temporary storage of phonological information; the correlation between performance on the language comprehension task and the right posterior STG might thus be due to the involvement of temporary storage processes of the phonological information necessary to perform the comprehension task. Indeed, the studies presented here have shown that this region can construct temporary phonological representations supporting further processing of these representations, as is necessary in tasks like the Token Test. The study by Musso et al. (1999) furthermore suggests that the right posterior STG may exclusively support the formation of temporary phonological representations in certain conditions, at least following lefthemisphere brain lesions. Together with our results, these data support the idea that the right posterior STG is implicated in the construction of temporary phonological representations for high probability phonological events.
In conclusion, we have compared processing of words to high and low phonotactic frequency nonwords in passive listening and repetition conditions. We have shown that regions implicated in lexical and semantic processing were activated when comparing words to nonwords. Furthermore, high phonotactic frequency nonwords activated the right posterior STG more than words. We suggest that this region is implicated in the formation of temporary phonological representations for highprobability phonological events, which may support processing of high phonotactic frequency nonwords. 
