Abstract-A system of systems (SoS) simulation framework using discrete event system specification (DEVS) and data encoded with Extensible Markup Language (XML) tags is presented to support agent-in-the-loop (AIL) simulations for large, complex, and distributed systems. AIL simulations provide a necessary step in maintaining model continuity methods to achieve a greater degree of accuracy in systems analysis. A system of systems approach enables the simulation and analysis of these independent and cooperative systems by concentrating on the data transferred among systems instead of determining global state spaces. A mobile robot is deployed as a real agent working cooperatively with virtual agents to form a robotic swarm in an example threat detection scenario. The swarm robot's performance is tracked and the emergent swarm behavior is also evaluated.
I. INTRODUCTION

S
YSTEM of systems (SoS) concept is essential to more effectively implement and analyze large, complex, independent, and heterogeneous systems [1] , [2] .
SoS are systems comprised of systems which themselves are independent and complex systems that interact among each other to achieve a common goal. For this work we considered the following definition: SoS are large-scale concurrent and distributed systems that are comprised of complex systems working towards a larger goal. This is an information systems view as it emphasizes the interoperability and integration properties of an SoS [1] .
One solution to achieve interoperability is to standardize the communication medium among the systems. Two possible methods are [2] :
• Create a software model: component in the SoS talks to the module embedded in itself • Describe the data in a common language: each component in the SoS can understand and parse There is the potential for large overhead in generating software models. In addition, this approach also assumes, incorrectly, that the complete state-space model is available or practical to describe. In light of the difficulties of software models, this work promotes the use of XML to standardize the communication among the systems in the SoS. A data-driven approach avoids the risk of potentially large overhead and more readily supports legacy components which may not have a model readily available [3] . The base levels of interoperability in the Levels of Conceptual Interoperability Model (LCIM) [4] require data to be shared among systems in an unambiguous manner. This technical interoperability is differentiated from the substantive interoperability [5] required in automated re-use of simulations over a network architecture. The integration property implies that systems can communicate and interact with the SoS regardless of their hardware and software characteristics, operating systems, and internal data format. As systems enter and leave the SoS their data will be made available and aggregated with existing systems' data.
A seamless migration from initial experimental simulations to deployed systems in the field is referred to in general as model continuity. A simple four step process describing model continuity is found in [6] : conventional simulation, real-time simulation, hardware-in-the-loop (HIL) simulation, and implementation. A HIL simulation step allows part of the final system to be implemented and debugged before more resources are directed towards a flawed product.
II. RELATED WORK
Recent projects and advances have greatly increased the accessibility of robotics simulators to researchers. However, to the systems designer, they fail to provide an effective way to implement agent-in-the-loop (AIL) testing as part of the simulation to deployment transition.
Standalone, specialized simulation programs are no longer sufficient as we are now moving towards unified, distributed simulations of systems using web services and networks [7] . A thorough look at model continuity using discrete event simulation is found in [6] . This paper proposes the use of XML to encapsulate the data among systems, provides a method for including systems not running DEVSJAVA, and presents an AIL framework. In [8] , a rig is built to perform HIL testing of an aerial vehicle's sensors and flight algorithms without the need to fly the UAV. A simulation based virtual environment to study cooperative robotics is discussed in [9] and robot-in-theloop simulations are presented in [10] . An integrated test bed for robots utilizing an overhead camera system for monitoring the system is presented in [11] . This work extends an initial XML based SoS simulation framework presented in [12] and [13] by bridging simulation and implementation through the use of a discrete events based system of systems approach to agent-in-the-loop simulation. 2 
III. XML SOS AIL SIMULATION FRAMEWORK
The overview of this AIL simulation framework is presented in Fig. 1 and shows the real world and virtual environment. They are connected through the agent model and a communications module. These modules each contain a driver to enable connections through the underlaying operating system and hardware devices. A communications block may contain TCP/IP, RS232, or any other standard to transfer data between the real agent and the virtual model. 
DEVS SoS Simulator
A. Discrete Event System Specification (DEVS)
The interactions between the independent systems within an SoS are asynchronous in nature and can be effectively represented as discrete event models [1] . DEVS [14] is a formalism to specify the components in a discrete event simulation. Basic models, called atomic models, can be connected together to form larger, more complex models called coupled models. Couplings among models are the connections which specify the relationships between one DEVS model's output port and another model's input port. An output value from one model is transferred in a message object to be received as an input value for a second model if a coupling exists between them. Coupling is a closed operation as each coupled model can be represented as an atomic model [14] ; thus, the system-subsystem hierarchical organizational view in a system of systems approach is intuitively supported by the DEVS formalism. Fig. 2 maps an SoS hierarchy of systems to DEVS models and demonstrates the organization of simulated models. DEVS is also positioned to address the Department of Defense (DoD) net-centric paradigm for systems testing by using the Service Oriented Architecture (SOA) [15] . 
B. XML Data
In [1] , an SoS simulation framework utilizing XML is proposed in order to wrap data originating from different entities in a common way to address the interoperability and integration requirements of an SoS. XML's use of a hierarchal structure can inherently be used to reflect the hierarchical structure of the systems underlying the SoS. The metadata tags can be used to describe the data's source, type, security level, importance level, or age. This data view of the systems allows each system to take actions to meet individual goals and the goals of the SoS. Each system must only satisfy the requirement to understand/parse XML data from the other systems in the SoS to exchange information.
The sources of different data and the detriments to the interoperability requirements introduced by stovepipe systems are discussed in [16] .
C. Interface with the Real World
Synchronization between the real agent's operation and the virtual agents in the SoS must also be considered. A virtual representation of the real agent is included in the simulation environment; the real agent becomes hidden from the point of view of the virtual SoS. This model, however, is not required to provide any control or implementation details of the system but only a means to transfer data to and from the real and simulated worlds to synchronize the states.
Communication between the real agent and the virtual agents in the simulated SoS is handled in one of two cases: either the real agent is running the same simulation software as the virtual agents, or the real agent is running it's own independent software. In the former, the simulation is viewed as a distributed simulation. Interoperability is readily provided through a common simulator framework. DEVSJAVA directly provides this distributed simulation environment for systems connected through TCP/IP.
In the latter case, the real agent is not running the same simulation software as the simulated SoS under test. This creates a block in synchronization and communication. The real agent to test cannot exchange data and interoperate with the SoS. The system must have some type of communication, otherwise it would be very limited in its usefulness. The framework for an AIL simulation must support various communication medium and standards; this work does so in a plug-in manner.
A communications driver is written in software compatible with the simulation framework to use the underlying hardware device used to connect to the real agent or system. This driver is plugged into the AIL simulator framework as a back-end service which enables the virtual representation of the real agent to communicate from the simulation. This communication channel allows data to be exchanged and enables synchronization of the agent in the simulation. Virtual systems communicate with the virtual model and the virtual model acts as a gateway to transfer data between the real and simulated environments.
Model continuity desires to transfer the same control used in simulation experiments to the deployed hardware but this is not always possible. Consider a legacy system or microsystem which does not have the ability to run high level code, or cannot be easily reconfigured/reprogrammed. Using plug in communication drivers allows the agent in the loop to execute as it was designed and the data it sends is used to synchronize the virtual model in the simulation.
IV. IMPLEMENTATION
DEVSJAVA is used as the simulator for the DEVS models. A Java implementation provides a portable platform for a simulation framework. A real time centralized simulator executes the virtual systems during the AIL stage. DEVS activity provides an interface to the world outside of the simulation; an activity runs as an independent Java thread while implementing ActivityInterface to feed information into the DEVS simulation loop. A real time distributed simulator is used if the real agent could execute a DEVS simulator directly.
At the topmost hierarchical level, the SoS is represented by a DEVS coupled model containing one or more instances of each of the models describing the independent systems. The coupled DEVS model provides the means for hierarchically grouping the systems/subsystems in the SoS as well as specifying the communication links among them.
A virtual representation of the environment is implemented as an underlying database object to provide feedback to the models. The models interact with the virtual environment using abstractActivity. The environment is created, then models representing the systems in the SoS are added, and plug-in communication drivers are initialized to establish a connection with the real agent before the simulation loop begins.
A. Representing XML Data
Within the DEVSJAVA software, XML string data is wrapped as XmlStrEntity objects to inherit the properties of an entity. This allows the data to be sent as messages among models in the simulation. XmlStrEntity also provides basic parsing and encoding methods for the simple XML architecture in use.
The architecture shown in Fig. 3 arises from the necessity to fit data within the storage available in the communication layer of the robot deployed as the real agent. The robot, a Groundscout [17] , and its model are further explained in the next section. The IDs of the system and the sensors are single bytes but these are transformed into more readable String types in Java by the communication layer. This simple transformation between two ways of representing the data demonstrates XML's flexibility and can be further developed using an XLST definition.
B. Groundscout Robots: An Example Interface
The AIL simulation framework's interface to real agents is presented as an example using the Groundscout robot. The example will highlight the key structures and methodology to provide support for AIL simulation and testing of systems not executing a distributed DEVSJAVA simulator.
the system</i> <s> <i>ID of the first sensor</i> <d>sensor data</d> </s> <s> <i>ID of the second sensor</i> <d>sensor data</d> </s> </y> <y> <i>ID of the 2nd system</i> <s> <i>ID of the sensor</i> <d>sensor data</d> </s> </y> </q> In [6] , the robots used in the loop locally executed a lightweight version of the DEVSJAVA simulator and interacted with the virtual robots via the distributed real-time simulator framework. The Groundscout robot's 8051 based microprocessor cannot locally execute a DEVSJAVA simulator; communication and synchronization of the robot is provided by the virtual representation of the real robot. The communication and control layers of the virtual model work together to communicate and synchronize the real robot with the virtual systems. As shown in Fig. 4 , the virtual representation of the Groundscout (gsRobot) contains an activity associated with the communication layer which transmits and receives data to and from the RS232 serial port. An abstractActivity is created for in the control layer to interact with the virtual environment.
A simulated robot's control layer contains the algorithm or behavioral definition to define its actions in the SoS. The control layer in a real robot's virtual representation does not contain behavior but synchronization logic used to update the virtual environment model when updates from the real agent are received. The similar model design between a real and virtual agent reflects model continuity principles and allows the designer flexibility in implementing various control algorithms. It is possible to add additional control to the virtual representation of a real agent to test the affects of deploying new functionality on the model.
The communication layer's activity listens for updates to the incoming serial packet queue using the Java ObserverObservable API. The activity is an Observer to the Observable serial port packet buffer and works closely with the communication plug-in module. The data packets arrive as wellformed packets of bytes containing header information and a data envelope with XML encapsulated data. Then the layer extracts the XML messages from the packets and makes them available to the communication layer via the DEVS external transition function. The communication layer forwards the message to the control layer and/or broadcasts the message to other virtual systems. The control synchronization layer then makes a request to the virtual environment when a new 2-activity retrieves data from buffer. 3-comm layer forwards data to control layer. 4-abstract activity modifies virtual environment. 5-virtual environment sends updated state. 6-control layer requests a data transmit. 7a/7b-data intended for models. 8-comm driver sends data from buffer. location or sensor data from the real robot is contained in the message. The response from the virtual environment is given to the control layer and it then broadcasts the feedback to the virtual systems via the communication layer's output. These steps are enumerated in time order and summarized in Fig. 5 .
V. SIMULATIONS
The AIL framework presented in the previous section is applied to simulate an example SoS. The focus will be on agent-in-the-loop simulation. 
A. Agent-in-the-Loop Simulation
This simulation stage makes use of the RS232 communication module to interact with the Groundscout. The agent is monitored to verify its operation is according to the emergent behavior desired in the swarm through the continued use of a graphical display of the SoS environment. AIL simulation using the proposed framework is demonstrated. Fig. 6 depicts the graphics used in the AIL simulations. A circle surrounding a radar station gives notice of the range at which it can detect the enemy tank. Seven radar stations form a sensor network area illustrated by the adjacent circles in Fig. 7 . The radar stations are labeled left to right and from top to bottom so that the first station, sr01, is on the top left, sr04 is in the center of the network, and sr07 is the lower right station.
In Fig. 7 , there are three scout helicopters stationed around the radar network. The darker green helicopter gs02, stationed in the bottom left corner of the plot, is deployed as a Groundscout robot in the lab environment. The other two lighter yellow helicopters are virtual systems in the simulated SoS. Time zero is illustrated in Fig. 7 [18] ; as the simulation continues a radar station detects the threat and notifies the command center. Each scout helicopter receives this message and interprets the parsed coordinate data as the destination location to investigate. According to the swarm logic of the robots, each agent converges on the destination until a member of the swarm emerges as the leader. Fig. 8 shows a helicopter, the Groundscout robot deployed in the lab, over sr05 with the remaining two virtual agents holding in close proximity. Fig. 9 shows the Groundscout in the lab environment and corresponds to the same simulation time as Fig. 8 . When the enemy tank is no longer detected and the lead helicopter has investigated the last reported location of the threat, all swarm agents return to their initial locations and wait for an XML message from the base station.
VI. EVALUATING SWARM BEHAVIOR IN THE SOS
Simulation of an SoS attempts to better understand and analyze the behavior of the systems. We wish to distinguish between the performance of an individual robot and the emergence of swarm behavior by the robot when cooperating with other systems. 
A. Evaluating Emergent Behavior in SoS
The formal analysis of swarm behavior is still a developing area. Methods to analyze liveness, or exhibiting desirable behaviors, and safety, not exhibiting undesirable behaviors, of a system are discussed in [19] . Additionally, the swarm behavior will not cease when a goal has been met because the SoS will continue to evolve and meet other goals. The desired behavior should also not cease all operations if a deadline or goal is missed. In [19] a more rigid design methodology is presented for emergent systems and development of methodologies and practices for swarm systems. An AIL simulation framework using DEVS presents a possible solution step to the testability problem. A hierarchical approach formally defines and analyzes a complex and dynamic evolution of the robot team in [20] .
The desired swarm behavior of the mobile systems in the threat detection SoS is to converge on a given target location, yield to and hold the current position when encountering a teammate who is closer to the threat target, and return toward a home position when a threat no longer exists.
B. Measurement Methodology
The goal of these metrics is to demonstrate the ability to examine and test a robot's swarm behavior to compare against the desired outcome of the control algorithm. Implementing new swarm algorithms or optimizations is out of the scope of this paper.
The robust threat detection example is examined with varying sizes of the robot team in the SoS. The swarm robot used in the SoS is tested for both individual performance and swarm behavior. The swarm behavior is examined by two metrics in this work:
• Threat verification time • Adherence to formation boundaries (swarm behavior) The individual performance of the robot is also tracked using two metrics: Communication statistics for the real agent; Scalability of the deployed agents to cooperate in the SoS. The measurements are calculated based on the data captured in the SoS. The data is captured by the supervisor. The supervisor is a DEVS atomic model; each component's output in the example SoS is connected to its input port. When messages arrive and cause the external transition function to execute, a Java BufferedWriter writes each XML message to a data capture output file.
VII. TESTABILITY RESULTS & DISCUSSION
The emergent behavior of the robot team achieves a goal bigger than a single robot can handle -a single robot has an observed success rate of zero percent! An individual swarm robot with minimal battery charge moves too slow and cannot investigate the threat before the threat relocates or leaves the area. It is expected that as more robots are deployed to the area, it is more likely the threat will be investigated. A robot arriving at the threat's location is counted as a success. The threat is a moving agent and if the robot team's response is too slow, the threat will move out of the area without being verified. If no member of the robot team arrives at the threat's location before it leaves the area this is not counted as a success. The success rate increases non-linearly but begins to saturate as it nears 100% in Fig. 10 . Deploying more of the same robot to the area may not be an efficient use of resources as a larger team will only marginally increase the success rate of investigating a threat. The individual robots in the SoS should not emerge at a single location but rather hold at a distance from one another when in close proximity. This creates a swarm covering a larger geographic area than a single robot and enables the team to more efficiently use its resources. A single robot can verify a threat, and the remaining robots will be monitoring the surrounding area to check for the threat. When the robot team does not adhere to this constraint, the swarming behavior is not emerging as expected. Thus, the occurrence of the violations of the formation constraint on the team is used as an indicator of the safeness of the robots and their algorithm. Fig. 11 presents the results of this metric. As more robots join the team, they are in closer proximity to other robots and we would expect the number of interactions to increase. As the robot team size increases the formation violations increase linearly. Viewing VIII. CONCLUSION It is important not only to be able to efficiently model and simulate system of systems, but to integrate these simulations with the systems deployed in the field. There is extensive work involved in creating a model that operates in the same manner as the system does in the world and environment subtleties add to the modeling complexity. It is desirable to maintain the same modeling from simulation to implementation and verify the interoperability of the system within the SoS before a full scale implementation. An XML based System of Systems agent-in-the-loop simulation framework accomplishes this task and provides an important step in the model continuity process. Interoperability is achieved by wrapping the data exchanged among the systems with commonly understood XML tags; DEVS activities provide a link between the simulation world and the physical world. The framework presented in this paper has been verified through a successful simulation of a robust threat detection using a Groundscout robot working cooperatively with virtual swarm agents. The robot exhibited the desired basic swarm behavior and the presented framework successfully collected data communicated among the members of the SoS and enabled an initial analysis of both the robot performance and emergent swarm behavior.
