Abstract-PV and QV analyses have been widely used in industry. It has already been proven that these steady state methods can be used to assess power system's load ability from voltage stability perspective and that their use in terms of accuracy is justified when compared to time domain simulations. However, this prior validation was carried out for conventional synchronous generator dominated power systems. With increasing levels of power electronics interfaced generation (PEIG) being integrated in power systems, the accuracy of the PV and QV methods for these 'green' power systems can be challenged. This paper investigates to what extend the use of these methods is justified when the power system faces a displacement of conventional generation with PEIG. To this end, assessments with the IEEE 9 bus system and full converter wind turbine generators have been performed in this study. It is shown that, when compared to time domain simulations, the traditional PV and QV analyses do not always accurately predict the saddlenode bifurcation point. Steady state PV analyses show inaccuracies between 1.8% and 16.8% (when compared to time domain simulations) in identification of the instability point. The mismatch between steady state and time domain QV analyses is between 6.1% and 22.9%. Based on the achieved results, QV analysis is shown to be typically less accurate than PV analysis for PEIG rich systems.
I. INTRODUCTION
Increasing power electronics interfaced generation (PEIG) is expected to affect the stability of the power system in various ways [1] . In a survey, conducted by CIGRE, among system operators it was found that limited technical studies were performed to assess the fundamentally changing behaviour of the power system [2] . However, where detailed studies were performed, it was concluded that among others voltage stability limits the further integration of PEIG.
In order to assess the small disturbance voltage stability of their networks, industries throughout the world are widely using methods based on PV and QV analyses [3] , [4] . Comparisons between steady state methods and equivalent time domain simulations for conventional power systems have already been carried out. From these analyses it was concluded that for conventional synchronous generator dominated power systems, steady state stability analysis approximates time domain simulation results with an acceptable mismatch [5] .
With increasing levels of intermittent renewable energy sources (RES), which are mainly connected to the grid using power electronics (PE), the dynamic behaviour of the power system is changing. Therefore it becomes relevant to reassess the suitability and accuracy of these methods used for steady state stability analysis, in light of the increasing PE penetration.
In this paper, steady state PV and QV analyses are carried out and benchmarked against time domain simulations for RES dominated power systems.
II. LITERATURE REVIEW
Voltage stability is well defined in [6] . When a power system is operated near its capacity limits, it has an increased likelihood for voltage instability. This is typically analysed using two main approaches: steady state (static) and time domain (dynamic) analysis. Whereas time domain analysis is preferred by most utilities, static analysis is commonly used for online applications where high speed results are required [7] . A comprehensive overview of different line and bus voltage stability indices is given in [8] and [9] .
Two widely used static methods are the PV and QV analyses, detailed in [10] . These methods have been used for several analyses in industry as well as academia. In [11] tests are carried out to evaluate the impact of distributed generation (DG) on voltage stability. The voltage stability index in the aforementioned paper is quantified as the power margin to the maximum loading, and is determined in [12] using PV and QV analyses. For the conducted analyses, it was found that voltage stability is not a constraint for distributed generation.
In [13] a study was conducted to evaluate the effectiveness of PV and QV analyses for integration of DG. It was concluded that not only PV, but also QV analyses need to be considered when aiming to select optimum locations for DG. In [14] the applicability of the QV curve as a tool for DG planning was assessed for the Paraguayan power system. The tool, aiming at determining optimal locations for DG, showed promising results.
The focus of the work in [15] was on getting insights in how different control actions impact the operating conditions of the Brazilian power system. To this end, a methodology utilizing QV curves was developed and accurate results were achieved. However, with the increasing levels of PEIG in Brazil, it is not clear whether the proposed methodology will remain accurate. Studies performed in [16] show that the outcomes from QV analysis can be pessimistic, resulting in overdesign or overly conservative operation.
Interesting simulations were conducted in [17] on the applicability of line voltage stability indices using dynamic real time simulations. The results from these dynamic simulations could be used to validate steady state analyses of the line voltage stability indices used in the mentioned paper.
Whereas the studies [11] - [15] have utilized PV and QV analyses (be it directly or indirectly), none has assessed its validity in the presence of increasing levels of PEIG. This paper aims to address this gap.
III. RESEARCH OBJECTIVE & METHOD
The objective of this research is to assess whether PV and QV analyses are still accurate with increasing levels of nonsynchronous generation in the power system. The process followed in this paper to investigate this is depicted in Figure 1 . For this assessment, the P.M. Anderson 9 bus system (also known as the IEEE 9 bus system) is used [18] . This model contains among others 3 synchronous generators (G1, G2 and G3), 12 buses and 3 constant impedance loads. The individual generator dispatches and loads are given in Table I and Table  II . For this study, each of the generators G2 and G3 have been split into 10 parallel machines. The total ratings remained the same. This enables the investigation of the influence of reduced conventional generation (i.e. increased PEIG) on the small disturbance voltage stability.
Furthermore, the system is split into Area A and Area B. Whenever the generation does not match the demand in Area A, the deficit or surplus of energy is imported from or exported to Area B (Generator G1 is the slack bus). A set of additional, modified simulation cases, representing increasing PE penetrations, was defined. In these cases one (or multiple) of the parallel machines is completely switched off and replaced with PEIG. For modelling the RES increase, the focus in this paper was on the full converter wind turbine generator (wind turbine generator type 4; schematically given in Figure 2 [19] ). The wind turbine generator type 4 (WT T4) model used here was developed in the RMS domain following the IEC Standard 61400-27-1 [20] , and is interfaced to the power system using power electronics. [19] To model the increasing levels of RES, WT T4 generators are connected at the same buses as the synchronous generators, representing the replacement of conventional synchronous generation; see Figure 3 . For each simulation case static (steady state) and dynamic (time domain) simulations were performed in DIgSILENT PowerFactory, with the aim of identifying the saddle-node bifurcation point of the system. To this end, the system demand was gradually increased in steps of 1% until non-convergence occurred, after which a new simulation case was selected. The steady state analysis encompasses a series of discrete power flow simulations. Dynamic analysis involves a series of time domain simulations, where after 1 second a small disturbance in the form of a load increase is imposed on the system. The simulation is then run for another 59 seconds. The size of the disturbance is gradually increased with every consecutive simulation.
It should be mentioned that the final results of time domain analysis also depend on the total simulation time of the associated dynamic model. In larger systems, where load tap changing (LTC) transformers are modelled for time domain simulations, the simulation time should be extended, as the transformers settings influence the voltage collapse point. These transformers have initial time delays between 30 to 60 seconds and around 5 seconds mechanism time [16] . Time domain simulations for such large systems could range from minutes to tens of minutes. As no LTC transformers were modelled for the IEEE 9 bus system, this issue is out of scope.
Simulations were performed for PV as well as QV analyses, where active power, reactive power and voltages were recorded. The simulations were automated using Python [21] .
IV. RESULTS
In this section the simulation results are presented for the P.M. Anderson 9 bus system. Figure 4 illustrates the dispatch profiles for generators G2 (bus 7) and G3 (bus 9) and for the wind generation at buses 7 and 9. The influence of increasing PEIG on the critical loading of the system is also shown. The critical loading here is defined as the saddle-node bifurcation point. The power electronics to load (PE2L) ratio is the ratio of the total PEIG to the system load and is calculated as in Equation (1):
A. Dispatch versus Critical Loading
With increasing power electronics to load ratios a decreasing trend is observed in the critical loading.
In the graph two regions with a fixed slope for the critical loading can be distinguished: the first region extends up to PE2L ratio 0.6, while the second region starts at PE2L ratio 0.6. The change in the slope of the curve in the second region is caused by the complete disconnection of generation G2, i.e. there are no more parallel machines of G2 connected to bus 7. Up to PE2L ratio 0.6 the number of parallel machines of G2 was reduced in steps of one.
PE2L ratios larger than 1 imply an export situation (the additional generated energy in this case is absorbed by the slack generator G1 in Area B). 
B. PV & QV Analyses
The PV & QV analyses were conducted for an initial PE2L ratio of 0.7. For this case all 10 parallel machines of generator G2 (bus 7) and 1 parallel machine of generator G3 (bus 9) were disconnected. The energy deficit resulting from this disconnection was supplied by 10 wind turbines at bus 7 and 1 wind turbine at bus 9. The increase in demand as part of the PV and QV analyses was supplied by re-dispatching generators G1 and G3 according to their droops.
The simulation results for the PV analysis are shown in Figure 5 (PV curves of bus 4 and 5), Figure 6 (PV curves of bus 6 and 7) and Figure 7 (PV curves of bus 8 and 9). After analysing the results, it was observed that the steady state and dynamic (time domain) simulations do not always have close results. As time domain based stability analysis is more accurate than steady state based stability analysis [5] , [16] , the former is used as a benchmark for comparing the accuracy/performance of the latter. The discrepancies between the results of the steady state and dynamic PV analysis are shown in Table III . It can be observed that the steady state simulations overestimates the critical loading in certain cases (buses 4, 6, and 8; grey shaded in Table III) , whereas in other cases it underestimates it (buses 5, 7, and 9). With most accuracies smaller than 7%, the difference between both simulations ranges from 1.8% (bus 6) to 16.8% (bus 4).
The simulation results for the QV analysis are shown in Figure 8 (QV curves of bus 4 and 5), Figure 9 (QV curves of bus 6 and 7) and Figure 10 (QV curves of bus 8 and 9). The discrepancies between the results of the steady state and dynamic QV analysis are shown in Table IV . For the QV analysis, steady state simulations consistently lead to conservative results. The difference between the steady state and time domain simulations ranges from 6.1% (bus 7) to 22.9% (bus 9). Relying solely on traditional steady state based QV analysis will result in overdesign or overly conservative operation of the power system, which in the end reduces its efficiency. The main conclusions from the results are that steady state and dynamic (time domain) simulations do not always have the same results (i.e. an acceptable mismatch) and that QV analysis tends to be less accurate than PV analysis in PEIG dominated systems. Inaccurate identification of instability points could lead to overinvestments in the system or operating it beyond its security limits. While the first consequence reduces the efficiency of the power system, the second endangers the reliable operation of it.
The assessments performed in this paper were focused on the IEEE 9 bus system. Whereas the obtained results hold true for small power systems, it's worth to investigate whether the conclusions remain valid for large power systems.
V. CONCLUSIONS
PV and QV analyses are widely used throughout the world to determine the small disturbance voltage stability of power systems. The aim of this research was to investigate if these methods are still suitable for power electronics dominated grids. For this purpose, the IEEE 9 bus system was used, in which increasing levels of full converter wind turbines were integrated. It is shown that the traditional PV and QV curves do not always result in accurate critical points.
PV analysis based on steady state simulations sometimes overestimate and sometimes underestimate the critical loading. For the investigated cases, its accuracy lies between 1.8% and 16.8%. For QV analysis based on steady state simulations, the results consistently show conservative estimations of the voltage instability point. Its accuracy lies between 6.1% and 22.9%. Based on the achieved results it is concluded that QV analysis tends to be less accurate than PV analysis in PEIG dominated systems.
Inaccurate identification of instability points could lead to overinvestments in the power system or operating it beyond its security limits. It is therefore concluded that traditional steady state PV and QV analyses should be conducted cautiously in power systems with large amounts of power electronics interfaced generation Future work will focus on similar analyses for large power systems.
