Abstract. We develop a class of integrals on a manifold called exponential iterated integrals, an extension of K. T. Chen's iterated integrals. It is shown that these integrals can be used to compute the matrix entries of certain solvable representations of the fundamental group of the manifold. In particular we find that exponential iterated integrals separate the elements of groups of fibered knots.
Introduction
Let M be a smooth manifold, and let P M denote the space of piecewise differentiable paths λ : [0, 1] → M . A 1-form ω ∈ E 1 (M ) provides a C-valued function on P M via integration:
Now ω induces a map on the fundamental group π 1 (M, x) if and only if ω is closed:
Thus line integrals can only detect elements of π 1 (M, x) that are visible in H 1 (M ; C).
K.-T. Chen overcame this obstacle by considering iterated integrals of 1-forms [1] . For C-valued 1-forms ω 1 , ω 2 , . . . , ω n , λ ω 1 ω 2 . . . ω n := 0≤t1≤t2≤...≤tn≤1 f 1 (t 1 ) f 2 (t 2 ) . . . f n (t n ) dt 1 dt 2 . . . dt n where f i (t i ) dt i is the pullback of ω i to E 1 ([0, 1]) along λ : [0, 1] → M . An iterated integral is a finite sum of these expressions, regarded as a function from P M into C. A closed iterated integral is one that is constant on homotopy classes of paths λ : [0, 1] → M relative to {0, 1}, and thus induces a C-valued function on π 1 (M, x). The vector space of iterated integrals is denoted by B(M ) and the subspace of closed iterated integrals is denoted by H 0 (B(M )). Both are commutative Hopf algebras.
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This larger class of integrals can be used to detect more structure in π 1 (M, x) than is detected by ordinary line integrals. Chen proved that integration induces a Hopf algebra isomorphism,
where O (U (π 1 (M, x))) denotes the coordinate ring of the unipotent completion U (π 1 (M, x)) of π 1 (M, x). Thus when the representation π 1 (M, x) → U (π 1 (M, x)) is faithful, closed iterated integrals separate the elements of π 1 (M, x). Examples of such groups π 1 (M, x) include free groups, surface groups, and pure braid groups.
But there are important cases where π 1 (M, x) → U (π 1 (M, x)) is far from being faithful. Indeed, if H 1 (M ; Z) ∼ = Z (as in the case of knot groups), U (π 1 (M, x)) is the additive group G a and the kernel of the representation is the commutator subgroup of π 1 (M, x). Thus closed iterated integrals vanish on every element of the commutator subgroup, and they provide no advantage over ordinary line integrals in this case.
We shall overcome this limitation by considering a larger class of integrals, called exponential iterated integrals. The goal is to detect a larger quotient of π 1 (M, x) than is obtained by ordinary iterated integrals.
Exponential iterated integrals are certain infinite sums of ordinary iterated integrals, and their properties are similar. A typical exponential iterated integral is of the form e δ1 ω 12 e δ2 ω 23 e δ3 . . . ω (n−1)n e δn , where δ i and ω i(i+1) are 1-forms. If L ⊂ E 1 (M ) is a Z-module of 1-forms, we denote by EB(M ) L the vector space of exponential iterated integrals whose exponents δ i are in L, and by H 0 EB(M ) L the subspace of integrals in EB(M ) L that are constant on homotopy classes of paths in λ : [0, 1] → M relative to {0, 1}. We will show that H 0 EB(M ) L is the coordinate ring of a prosolvable algebraic group. We then develop the notion of relative solvable completion, which is a special case of Deligne's relative unipotent completion (cf. [4] ). Given a homomorphism ρ : Γ → T of an abstract group Γ into a diagonalizable algebraic group T with Zariski dense image, the solvable completion of Γ relative to ρ, denoted by S ρ (Γ), is the inverse limit of algebraic representations φ : Γ → S that fit into a commutative diagram:
Let L denote the Z-submodule of E 1 (M ) generated by δ 1 , . . . , δ n . Then integration induces a Hopf algebra isomorphism
In the penultimate section we consider the relationship between unipotent completion and relative solvable completion, and prove a result from which follows: Theorem 1.2. If Γ is an abstract group such that H 1 (Γ; C) and H 1 ([Γ, Γ] ; C) are finite-dimensional and U ([Γ, Γ]) has trivial center, then there exists a diagonalizable algebraic representation ρ :
In particular, all knot groups Γ = π 1 S 3 − K, x of tame knots K satisfy the conditions of this theorem. When K is a fibered knot, [Γ, Γ] is free, thus it injects into its unipotent completion.
3 is a fibered knot, there exists a diagonalizable algebraic representation ρ :
Specifically, the representation ρ is the Alexander invariant. Combining Corollary 1.3 with Theorem 1.1 shows that exponential iterated integrals separate the elements of the group of a fibered knot. The trefoil knot is an example of a fibered knot. In the final section we prove an explicit description for the vector space of closed exponential iterated integrals on the complement of the trefoil knot.
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Notation and Conventions
Throughout, M is a C ∞ -manifold and P M is the space of piecewise smooth paths λ :
) denotes the de Rham complex. When I is an integral and λ ∈ P M is a path, let I, λ denote the integral of I over λ. For a cycle (resp. co-cycle) δ, let [δ] denote the homology class (resp. cohomology class) containing δ.
We will say that a group T is diagonalizable if it is an algebraic subgroup of (C * ) n for some n. Let B n (C), U n (C), and D n (C) denote, respectively, the subgroups of upper-triangular matrices, unipotent matrices, and diagonal matrices in GL n (C). Let b n (C), u n (C), and d n (C) denote the corresponding Lie algebras. A group is proalgebraic, prounipotent, or prosolvable if it is the inverse limit of (respectively) algebraic, unipotent, or solvable groups.
Exponential Iterated Integrals
We begin with the full definition of ordinary iterated integrals. Note that the definition given in the introduction for C-valued 1-forms ω 1 , . . . , ω n extends easily to a definition for 1-forms taking values in any C-algebra. 
The following theorem of Chen's provides the motivation for iterated integrals ( [3] , pp. 253):
denote the transport function. For any λ ∈ P M , the sum
converges absolutely, and
When ω is strictly upper triangular, the series above is finite, and the transport function is given by a matrix of iterated integrals. For example, if
, computing the series yields 
The vector space of iterated integrals is denoted by B(M ), and the subspace of closed iterated integrals is denoted by H 0 (B(M )). See [3] for a development of the properties of B(M ) and a proof of the π 1 de Rham theorem for iterated integrals (1 1 That is, for a section f :
An exponential iterated integral is a finite sum of these expressions, regarded as a function from P M to C. The length of a single-term exponential iterated integral is the number of non-exponential 1-forms. (Thus the length of the above integral is n − 1.) The length of a general exponential iterated integral is the maximum length of its terms.
2
As an initial motivation for this definition, consider a trivial bundle C n ×M → M with connection ∇ = d − ω where ω is a superdiagonal matrix:
Computing the matrix entries of the series (2) yields 
Thus from Theorem 4.2 we have Proposition 4.4. For any 1-forms δ 1 , δ 2 , . . . , δ n , ω 12 , ω 23 , . . . , ω (n−1)n ∈ E 1 (M ), the sum (3) converges absolutely.
Since transport is invariant under reparametrization of paths, we have Proposition 4.5. For any 1-forms δ 1 , . . . , δ n , ω 12 , . . . , ω (n−1)n , the integral λ e δ1 ω 12 . . . ω (n−1)n e n is independent of the parametrization of λ.
And when λ ∈ P M is a loop based at x, T λλ −1 = T (1 x ) where 1 x denotes the constant path at x; thus, Proposition 4.6. For any 1-forms δ 1 , . . . , δ n , ω 12 , . . . , ω (n−1)n ,
Note that
hence our notation.
We will need several more technical lemmas in order to manipulate these integrals. For the remainder of the section let δ 1 , . . . δ n , ω 12 , . . . , ω (n−1)n denote 1-forms and let
Proposition 4.8. For any paths α, β ∈ P M with α(1) = β(0),
Proof. Again let
The transport map satisfies T (αβ) = T (α) T (β). The above formula comes from comparing the upper-right-hand matrix entries of T (αβ) and T (α) T (β) using the formula from Proposition 4.2.
Given a path λ : [0, 1] → M and s, t ∈ [0, 1], let λ t s denote the subpath of λ from λ(s) to λ(t), defined by
Proof. Immediate from the definition. 
The following proposition parallels Chen's formula for iterated integrals with an exact term ( [3] , pp. 252):
Proof. Take any λ :
as desired.
Finally, note the behavior of exponential iterated integrals under C ∞ -maps:
Corollary 4.13. If f : M → N is smooth and λ ∈ P M ,
Algebraic Properties of Exponential Iterated Integrals
L denote the vector space of functions P M → C given by exponential iterated integrals whose exponents are contained in L. A closed exponential integral is one that is constant on homotopy classes of paths λ :
Proof. It is sufficient to show that for any
A formula for this product can be written down, but it is rather cumbersome and unnecessary for our purposes. We prove the result by induction on n + n ′ . Note first that
This proves the base case. For n + n ′ ≥ 1 we apply Corollary 4.10 and Proposition 4.9 to split the product into a sum of products of smaller-length integrals. Assume without loss of generality that n ≥ 1. Let
By inductive assumption both of
may be expressed as exponential iterated integrals from EB(M ) L . Applying Proposition 4.9 then transforms each summand above into an exponential iterated integral.
Therefore EB(M )
L is a C-algebra. Clearly the product of two closed exponential iterated integrals is closed, thus
Proposition 4.8 motivates the following definition for comultiplication ∆ :
The coassociative property of ∆ follows:
And if
is constant on homotopy classes in P M × P M relative to endpoints; thus ∆ induces a comultiplication
Similarly, the next proposition gives an antipode map on EB (M ) L :
Proof.
Extending by linearity we have a map i :
by Proposition 4.6. As with ∆, i restricts to a map i :
We have thus proven:
In the previous section we computed the transport of a superdiagonal connection form with exponential iterated integrals. The next theorem shows that exponential iterated integrals compute the matrix entries of the transport of any upper triangular connection form.
L , where T denotes the transport function.
Matrix multiplication shows that the (i, j)th entry of
(We take the sum to be zero if i > j.) Grouping repeated terms,
Corollary 5.5. If M , ∇, ω and L are as above and ∇ is a flat connection, then
Proof. Since T is constant on homotopy classes of P M , all of its matrix entries are closed.
Thus when ∇ = d − ω is a flat connection with upper-triangular connection form ω, the algebra generated by the matrix entries of the monodromy representation
L . This is the first step towards proving the π 1 solvable de Rham theorem (1.1).
Exponential Iterated Integrals and Relative Solvable Representations
We have seen that exponential iterated integrals occur as matrix entries of solvable representations of π 1 (M, x). Our task in this section is to prove that every closed exponential iterated integral is a matrix entry of some solvable representation of π 1 (M, x).
Let Γ be an abstract group. Recall from the introduction the definition of a relative solvable representation:
We often obtain relative solvable representations from actions of Γ on a vector space V with a filtration
which is preserved by Γ. For such a filtration let GL {Vj } (V ) denote the group of linear transformations which preserve the filtration {V j }, and let Gr i : GL {Vj } (V ) → GL (V i /V i−1 ) denote the quotient map. Proposition 6.2. Suppose ρ : Γ → T is a homomorphism into a reductive group T with Zariski dense image. Suppose that φ : Γ → GL(V ) is an action of Γ on a finitedimensional vector space V , and there exists a filtration {V j : j = 0, . . . , n} such that φ preserves {V j : j = 0, . . . , n} and the induced action on graded quotients,
factors through ρ : Γ → T . Let S be the Zariski closure of the image of Γ in GL {Vj } (V ) × T under the map φ × ρ; then S is a solvable representation relative to ρ.
Proof. Let p 2 : S → T denote projection on the second factor. The following diagram commutes:
We wish to show that ker p 2 is unipotent. Consider the direct product of the graded quotient representations:
By assumption this map factors through ρ
commutes. All elements (s, t) ∈ (φ × ρ) (Γ) satisfy ν i (t) = Gr i (s), i = 1, . . . , n, and since (φ × ρ) (Γ) is Zariski dense in S, the same holds true for all elements of S. Thus when (s, t) ∈ ker p 2 , t = 0 and Gr i (s) = ν i (t) = 0, hence s acts trivially on each graded quotient V i /V i−1 . Thus ker p 2 is unipotent; the proof is complete.
We will be concerned in particular with homomorphisms ρ : Γ → T into diagonalizable groups T . Diagonalizable groups are of the form (C * ) m × µ km+1 × . . .× µ kn where µ k denotes the group of kth roots of unity. Note that every diagonalizable group is reductive.
Given such a homomorphism ρ : Γ → T ⊆ (C * ) n with Zariski dense image and a Z-module L of closed 1-forms, we say that L defines ρ if there exists a set
It is elementary to show that two representations defined by the same Z-module are equivalent; we will thus speak of the representation defined by L. A defining representation exists for L if and only if L consists of closed 1-forms and the image of L in H 1 (M ) is finitely-generated; in such a case we say that L is cohomologically finite.
is a cohomologically finite Z-module of closed 1-forms on M and ρ : π 1 (M, x) → T is the representation defined by L. Then
L is a matrix entry of some solvable representation of π 1 (M, x) relative to ρ.
To construct the desired representation, let P x,x M be the space of loops on M based at x, and let
The function τ is not a homomorphism (as P x,x M is not a group) but it satisfies both τ (αβ) = τ (α)τ (β) and τ (α −1 ) = τ (α) −1 , and hence im τ is a subgroup of
L , let V i ⊆ V denote the subspace of exponential iterated integrals of length ≤ i.
Proposition 6.4. For any exponential iterated integral I of length n, there exists a finite-dimensional subspace V (I) ⊆ EB(M )
L containing I such that the action τ :
and the induced action on graded quotients
factors through the composition of ρ ′ with the map P x,x M → π 1 (M, x).
Proof. Suppose first that I can be expressed as a single-term exponential iterated integral, I = e δ1 ω 12 . . . ω (n−1)n e δn .
Let V (I) be the vector space generated by the initial segments of I: e δ1 , e δ1 ω 12 e δ2 , . . . , e δ1 ω 12 . . . ω (n−1)n e δn .
Applying Proposition 4.8, we find that τ fixes V (I) and preserves the filtration
The action Gr i • τ (·) is given by
as desired. For a general exponential iterated integral I, write I as a sum of single terms: I = I 1 + I 2 + . . . + I m . Let V (I) = V (I 1 ) + V (I 2 ) + . . . + V (I m ) and the same result holds.
Proof of Proposition 6.3. Take any
Now we pass to closed exponential iterated integrals to obtain a representation of π 1 (M, x). As usual let H 0 (V (I)) denote the subspace of closed exponential iterated integrals in V (I). Translation by loops preserves H 0 (V (I)), thus im ρ ⊆ GL(V (I)) and likewise S ⊆ GL(V (I)) × T preserve H 0 (V (I)). Let S ′ denote the image of S under the quotient map
Consider the induced relative solvable "representation" of P x,x M :
Translation by nullhomotopic paths acts trivially on closed exponential iterated integrals, thus the set of nullhomotopic loops in P x,x M maps to the identity above, and hence there is an induced representation of π 1 (M, x):
G G T
We have obtained a solvable representation of π 1 (M, x) relative to ρ. Lastly the map
gives I as a matrix entry of S ′ , since τ α (I), 1 = I, α .
Relative Solvable Completion
We have seen that for every closed exponential iterated integral
L containing I which is the coordinate ring of a solvable representation of
is the direct limit of these subalgebras, we have
is the coordinate ring of a prosolvable representation of π 1 (M, x).
Specifically, the prosolvable representation is given by
where λ maps to the maximal ideal of integrals that vanish on λ:
What precisely is this representation? To describe it we will need to develop the notion of relative solvable completion, a generalization of the unipotent completion.
Proposition 7.2. For any reductive representation ρ : Γ → T , the set of solvable representations of Γ relative to ρ with Zariski dense forms an inverse system.
Proof. Let S 1 , ρ 1 , ψ 1 , S 2 , ρ 2 , ψ 2 be two relative solvable representations of Γ with Zariski dense image. We wish to obtain a representation S ′ such that S 1 and S 2 both factor through S ′ . Consider the direct product representation,
and projection gives maps S ′ → S 1 , S ′ → S 2 that commute with the representations of Γ, as desired. 
As a first example of relative solvable completion, consider the groups Z and Z/m. Suppose ρ : Z → C * is given. The representation Z → S ρ (Z) has Zariski dense image, thus S ρ (Z) is abelian. Hence S ρ (Z) ∼ = C * × U , where U is unipotent and abelian. Any such nontrivial representation Z → U is a direct product of additive representations U → G a , and all additive representations are equivalent. Thus S ρ (Z) ∼ = C * × G a . A similar argument applies to Z/m, but all unipotent representations Z/m → U must be trivial, since unipotent representations are torsion-free. Thus the relative solvable representation is isomorphic to ρ itself.
Lastly, if ρ 1 : G → (C * ) m1 and ρ 2 : H → (C * ) m2 are diagonalizable representations with Zariski dense image, S ρ1×ρ2 (G × H) is isomorphic to the Zariski closure of the image of G × H in S ρ1 (G) × S ρ2 (H). So the above computations extend to a formula for the solvable completion of any finitely-generated abelian group. Proposition 7.4. The solvable completion of a finitely-generated abelian group A relative to a representation ρ : A → T is isomophic to T × (G a ) m , where m is the free rank of A.
The Solvable de Rham Theorem
We are now ready to state the main theorem. 
n is the representation defined by L, then integration induces a Hopf algebra isomorphism
It is worth noting here that there has been previous work done on extending the class of iterated integrals in order to compute the coordinate ring of a larger algebraic representation of π 1 (M, x). Richard Hain in [4] constructed a class of functions on P M which compute the coordinate ring of the relative Malcev completion, a more general notion than relative solvable completion. However these integrals are more abstract and difficult to work with; exponential iterated integrals offer a more direct approach.
Proof. We will require a few lemmas.
Proof. We desire a homomorphism ρ :
be a basis for the maximal free quotient of H 1 (M ). Choose z 1 , . . . , z m ∈ C such that e zi = φ ′ (f i ) for all i. Define ρ by ρ (f i ) = z i and ρ |Tor(H1(M)) ≡ 0; this definition extends uniquely by linearity, and exp • ρ ≡ φ, as desired.
Integration gives an isomorphism
Let b : E → M be a complex flat line bundle with connection ∇ and monodromy φ :
where λ is a path from x to y. This is well-defined since if λ 1 and λ 2 are both maps from x to y,
and thus
z .
Differentiating the map shows that d − δ is the induced connection.
Henceforth let π = π 1 (M, x). Suppose ψ : π → S is a solvable representation of π 1 (M, x) which fits into the following commutative diagram:
As a consequence of Lie's theorem, U , S, and T fit into the commutative diagram
where the vertical maps are injections ( [5] , pp. 122). We will thus consider U , S, and T as subgroups of U n (C), B n (C), and D n (C), respectively. Let
which is stabilized by elements of B n (C). Let M denote the universal cover of M . Consider the monodromy bundle of the representation ψ:
There exists a trivialization C n × M → E such that the induced connection form ω on C n × M is upper-triangular with diagonal entries contained in L.
Proof. For each k, the monodromy map φ k :
where the last map is projection onto the (k, k)th entry. Thus,
To obtain a trivialization of E, choose for each k a splitting
and consider the composite map
where ω is upper triangular with diagonal entries δ 1 , δ 2 , . . . , δ n ∈ L, as desired.
The monodromy of trivialized bundle E is the original solvable representation
Thus by Corollary 5.5, the matrix entries of ρ are contained in H 0 EB(M ) L . Now consider the coordinate ring O (S ρ (π)) of the relative solvable completion of π. By Proposition 6.3, integration maps
By the above result, this map is surjective; and it is clearly injective. Thus
We have seen that a given Z-module L of 1-forms defines a diagonalizable representation if and only if it is cohomologically finite. It is natural to ask when a diagonalizable representation has a defining Z-module.
n is a diagonalizable representation, then there exists a defining Z-module L ⊂ E 1 (M ) for ρ if and only if the induced map ρ ′ : H 1 (M ) → T is trivial on Tor (H 1 (M ) ).
Proof. One direction is immediate from Lemma 8.2: if ρ ′ vanishes on torsion then for each projection p i • ρ ′ we may find a δ i such that e δi = p i • ρ ′ . The Z-module generated by the δ i defines ρ.
Similarly for the converse it is necessary only to establish a converse of Lemma 8.2. Note that the additive homomorphism 
where ρ : Γ → T is a diagonalizable representation with Zariski dense image, (S, φ, ψ) is a solvable representation relative to ρ, and the map induced by ρ on Tor (Γ ab ) is trivial. Call such a representation an absolute free solvable representation. It is easy to verify that these representations form an inverse system, as in Section 5. Define the absolute free solvable completion of Γ, denoted by S abs (Γ), to be the inverse limit of all such representations.
for the Hopf algebra consisting of all closed exponential iterated integrals whose exponents are closed 1-forms. Note that
Corollary 8.7 (Corollary of Theorem 8.1). Integration induces a Hopf algebra isomorphism
Proof. The direct systems {O (S) : (S, T, φ, ψ, ρ) an absolute free solvable representation of Γ} and
are isomorphic, thus their direct limits are also isomorphic.
The Unipotent Radical
Suppose ρ : π → T is a homomorphism from an abstract group into a diagonalizable group with Zariski dense image. Let π ′ = ker ρ. The Zariski closure of the image of ker ρ in S ρ is unipotent, therefore we have a map of representations
Since π → im ρ is surjective, the map
is likewise surjective. Thus, Proposition 9.1. For any abstract group π and diagonalizable representation ρ : π → T , the sequence
is exact.
When is this sequence also left exact? The answer is given under certain conditions by the following theorem.
Theorem 9.2. If π is an abstract group and π
′ ⊆ π is a normal subgroup such that π/π ′ is abelian, H 1 (π; C) and H 1 (π ′ ; C) are finite dimensional and U (π ′ ) has trivial center, then there exists a diagonalizable representation ρ :
Proof. We begin by recalling that the unipotent completion may be conveniently expressed in terms of the group ring. (See Appendix A of [6] .) Let CΓ denote the group ring of an abstract group Γ and I the kernel of the augmentation map CΓ → C, g → 1. For each s,
is a unipotent representation of Γ, and the unipotent completion U (Γ) is equal to the Zariski closure of the image of Γ in the inverse limit representation:
Let J denote the augmentation ideal of Cπ ′ . Let Aut J (Cπ ′ ) denote the group of C-algebra automorphisms of Cπ ′ that fix J. Consider for s = 1, 2, . . . the conjugacy representations,
We will show that these are relative solvable representations.
Lemma 9.3. For any s, the kernel of the map
Proof. Let ψ : J/J s+1 → J/J s+1 be an automorphism such that the induced map ψ : J/J 2 → J/J 2 is trivial. For any i, ring multiplication gives a surjective map J/J 2 ⊗i → J i /J i+1 which commutes with ψ:
Thus the action of ψ on J i /J i+1 is likewise trivial. We conclude that ker ψ is unipotent with respect to the filtration
For a given s, consider the representations ρ s and ρ 1 :
k+1 with the Zariski closure of the image of π under ρ k , denoted by A k . Note that ρ 1 contains π ′ in its kernel, since for g, h ∈ π ′ ,
thus conjugation of J/J 2 by π ′ is trivial. Therefore A 1 is a relative solvable representation of an abelian group, so by Proposition 7.4 we may write it in the form T × (G a ) where T is the Zariski closure of the image of ρ. To deduce a consequence of this theorem, suppose M is a manifold with fundamental group π and L ⊆ E 1 (M ) is a cohomologically finite Z-module. Let p : M ρ → M be the connected cover with fundamental group ker ρ. For any
the exponents p * δ i are exact, so we may express p * I as an ordinary iterated integral using Proposition 4.11. Thus we obtain a map
Now suppose π satisfies the conditions of Theorem 9.2, and also that π ab is free abelian. Then find ρ according to the theorem such that
is injective, or equivalently,
is surjective. By choosing a Z-module L that defines ρ and substituting according the π 1 de Rham theorems, we find that
is surjective. Thus, Corollary 9.4. If M is a manifold with fundamental group π such that π is finitely generated, π ab is free, H 1 ([π, π]; C) is finite-dimensional, and U([π, π]) has trivial center, then there exists a cohomologically finite Z-module L of 1-forms such that
is surjective.
Exponential Iterated Integrals and Knot Groups
Suppose K ⊆ S 3 is a tame knot. Let X = S 3 − K and letX be the infinite cyclic cover of X; then
(See [8] , pp. 171.) In particular, H 2 (X) = 0 and therefore the unipotent completion of π 1 (X, x) is free [2] on 2n generators and has trivial center. Theorem 9.2 therefore applies to π 1 (X, x) ⊆ π 1 (X, x).
Theorem 10.1. If K is a tame knot andX is the infinite cyclic cover of S 3 − K, then there exists a diagonalizable representation ρ :
The representation ρ is obtained from the action of H 1 (S 3 −K) on J/J 2 ∼ = H 1 (X) given by conjugation (see the proof of Theorem 9.2). This action is the Alexander invariant of the knot K:
The group H 1 (S 3 − K) is isomorphic to Z, thus the Zariski closure of im φ splits as the product of an additive group and a multiplicative group (see Section 7):
The diagonalizable representation ρ is the mutiplicative component of φ ′ :
Theorem 10.1 can be strengthened in the case of a fibered knot, whereX ∼ = R×F for some 2-dimensional noncompact manifold F . In this case π 1 (X, x) is free and finitely-generated, its unipotent completion is a faithful representation [7] , and thus by Theorem 9.2 the solvable completion of π 1 (S 3 − K, x) relative to ρ is likewise a faithful representation.
3 is a tame fibered knot, there exists a diagonalizable representation ρ :
is any Z-module that defines ρ, then H 0 (EB(M ) L ) separates the elements of π 1 (S 3 − K, x).
Any tame knot K for which [π 1 (S 3 − K, x), π 1 (S 3 − K, x)] is finitely-generated is a fibered knot [9] .
The Trefoil Knot
One fibered knot to which Corollary 10.2 applies is the trefoil knot. The example of the trefoil knot is instructive because it is the simplest case where exponential iterated integrals separate the elements of the fundamental group while ordinary iterated integrals fail to do so. We obtain an exact description for H 0 (EB(S 3 − K) L ), where K is the trefoil knot and L ⊆ E 1 (M ) is a Z-module that defines the Alexander module representation of π 1 (S 3 − K, x) (see Section 10). Let K be the cuspidal cubic K = (x, y) ∈ C 2 : x 3 + y 2 = 0 .
Note that (C 2 , K) deformation retracts onto the trefoil knot (S 3 , K ∩ S 3 ):
Let F be the smooth cubic (x, y) ∈ C 2 : x 3 + y 2 = 1 . The map
gives C 2 − K a fiber bundle structure with fibers homeomorphic to F . Since F is a noncompact Riemann surface, it is Stein and every cohomology class is represented by a holomorphic form. Choose a holomorphic 1-form ψ which is cohomologous to Proof. This theorem is an immediate corollary of a theorem of Chen's from [1] . The theorem as stated in Chen's paper applies to general iterated integrals on p-forms, but we state it here for iterated integrals on 1-forms only. 
