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Re´sume´ – Dans ce papier, nous proposons une structure en cascade pour ame´liorer l’algorithme de correction de bruit impulsif que nous
avons de´ja` pre´sente´ dans [6]. Cette nouvelle structure permet une implantation facile et plus fiable (plusieurs parame`tres peuvent eˆtre obtenus
the´oriquement plutoˆt que par simulation). Nous prouvons e´galement que cet algorithme de de´codage peut eˆtre applique´ pour la re´duction du
niveau de PAPR (Peak Average Power Rate). L’efficacite´ de cette technique est corrobore´e par simulations dans le contexte d’Hiperlan2.
Abstract – In this contribution, we propose a cascade structure to improve the impulse noise cancellation algorithm that we have already
presented in [6]. The new structure of this decoding algorithm is easy to implement and reliable (several parameters can be obtained theoretically
rather than tuned experimentally). We also show that this decoding algorithm can be used for eliminating impulse noise and for reducing the
Peak-to-Average Power Ratio (PAPR) level. The efficiency of this technique is corroborated by simulations in the practical context of Hiperlan2.
1 Introduction
Vu la multiplicite´ des avantages qu’offrent les syste`mes multi-
porteuses, cette technique de transmission a e´te´ retenue pour le
standard IEEE 802.11a/Hiperlan2 et le standard DVB-T.
Cependant, ce syste`me de transmission n’est pas exempt de
de´fauts. En effet, le signal OFDM est soumis a` la non-line´arite´
de divers dispositifs. La dynamique importante de l’enveloppe
du signal OFDM peut introduire un facteur de creˆte important,
de´cline´ sous diverses formes: PAPR (Peak to Average Power
ratio), backoff de l’amplificateur  . En pratique, on cherche,
pour un amplificateur donne´, a` e´mettre un signal avec une puis-
sance de sortie maximale sans que celui-ci ne subisse de distor-
sions conduisant a` une de´gradation des performances du sys-
te`me. Plusieurs me´thodes ont e´te´ propose´es pour re´duire le
niveau de PAPR, afin d’e´viter la saturation des amplificateurs et
de diminuer la consommation de puissance durant la transmis-
sion. L’approche la plus commune est base´e sur l’e´creˆtement
du signal a` amplifier. Mais elle entraıˆne une distorsion non-
line´aire du signal qui peut engendrer des interfe´rences et un ac-
croissement du taux d’erreur binaire (BER). Cette de´gradation
peut eˆtre corrige´e a` l’aide des codes correcteurs d’erreurs mais
aux de´pens d’une augmentation de la complexite´ de l’e´metteur
et du re´cepteur. Un codage assurant un faible PAPR et une mise
en oeuvre simple est fortement de´sirable. Ceci est un proble`me
stimulant et la recherche de bons codes est en cours, tels que les
se´quences comple´mentaires de Golay [2]. Ce type de code ne
peut eˆtre applique´ que dans le cas d’une constellation MPSK.
Une approche inte´ressante propose´e par Hankel [3] consiste
a` assimiler l’effet d’e´creˆtement a` un bruit impulsif (de vari-
ance e´gale a` l’e´nergie de la partie e´creˆte´e du signal) puis de
le corriger par les codes Reed-Solomon de´finis dans le corps
des complexes. Dans [3], les syndromes sont conse´cutifs et le
rapport signal a` bruit est de l’ordre de 50dB.
Dans [5, 6], nous avons propose´ un algorithme de correc-
tions des erreurs impulsives base´ sur l’utilisation des symboles
pilotes re´partis d’une fac¸on non contiguˆe. Ces symboles pilotes
sont ge´ne´ralement utilise´s pour la synchronisation et l’estimation
du canal. Nos contributions dans ce papier sont: (1) proposi-
tion d’une structure en cascade de l’algorithme de de´codage qui
est facile a` implanter et qui est plus fiable que l’ancienne, (2)
utilisation de cette structure en cascade pour re´duire le niveau
de PAPR dans le contexte d’Hiperlan2.
Dans la section 2 nous pre´sentons le sche´ma de transmission,
puis nous expliquons la structure en cascade dans la section
3 et son application pour la re´duction du PAPR dans la sec-
tion 4. Enfin, l’algorithme propose´ est teste´ dans le contexte
d’Hiperlan2 ou` son efficacite´ est ve´rifie´e.
2 Le sche´ma de transmission
2.1 Le mode`le discret du syste`me OFDM
Soit
	

la se´quence de symboles a` e´mettre a` la cadence
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.
Ces symboles appartiennent, ge´ne´ralement, a` un alphabet fini
correspondant a` une modulation donne´e. Le flot initial de don-
ne´es est e´mis sur une des N porteuses qui sont orthogonales en-
tre elles. On construit donc, a` partir de cette se´quence, N sous
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FIG. 1: Le syste`me OFDM
2.2 Mode`le du bruit impulsif
On suppose que le canal est sans me´moire et que chaque sym-
bole e´mis est perturbe´ de la manie`re suivante:
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est un bruit Gaussien, blanc, de moyenne nulle et de
variance R

S et

N
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est le bruit impulsif. Toutes ces quantite´s
sont complexes. On suppose dans tout ce qui suit que le bruit
impulsif est un bruit Gaussien de Bernoulli et nous utiliserons
le mode`le propose´ par Ghosh dans [4]: N ' A2 'TU' ou` 2 ' 
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et de variance R
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3 La structure en cascade
3.1 Le principe de l’algorithme de de´codage
Pour corriger les erreurs impulsives dans les syste`mes OFDM,
nous nous sommes base´s sur l’analogie qui existe entre ces sys-
te`mes et les codes Reed-Solomon calcule´s dans le corps des
complexes. La remarque de base que nous avons utilise´ dans
[5] est qu’une se´quence de nombre complexes contenant ( Z[ )
ze´ros conse´cutifs est transmise a` travers un syste`me OFDM.
Ainsi a` la sortie du modulateur,
@\
peut eˆtre vu comme un
mot de code Reed-Solomon (voir fig.(1)). Cependant, les ze´ros
sur les bords du spectre sont atte´nue´s par les filtres de mise en
forme, ils ne sont donc pas tous utilisables. Nous avons mon-
tre´ dans [5] que les pilotes qui sont souvent utilise´s pour la
synchronisation ou l’estimation du canal, peuvent eˆtre utilise´s
pour la correction des erreurs impulsives. La capacite´ de cor-
rection de´pend alors essentiellement de l’emplacement de ces
pilotes dans la se´quence [5].
L’algorithme de de´codage comprend trois e´tapes:(i) estima-
tion du nombre des erreurs impulsives, (ii) estimation de leur
position, (iii) estimation de l’amplitude correspondante. Nous
avons ajoute´ a` ces trois e´tapes une e´tape de controˆle a posteri-
ori de l’efficacite´ du de´codeur base´e sur le crite`re de Bayes [6].
Pour e´viter une e´tape de de´codage lorsqu’il n’y a pas du bruit
impulsif, nous avons propose´ d’ajouter une e´tape de controˆle
a posteriori de la pre´sence des erreurs impulsives au de´but de
l’algorithme qui est aussi base´e sur le crite`re de Bayes.
3.2 La structure en cascade
L’utilisation du crite`re de Bayes suppose que les probabilite´s
a priori sont connues. Cependant dans la structure initiale,
ceci n’e´tait possible que pour le test de pre´sence des erreurs
impulsives. Pour avoir un calcul pre´cis des seuils de de´ci-
sion, nous avons propose´ une nouvelle re´organisation des tests
d’hypothe`se ( [ 2] [ ' , ou` G^P  F_D  D &a`V / 1 
 avec &`V est la
capacite´ de correction). Les e´tapes de cette nouvelle re´organi-
sation sont les suivantes (voir fig.(2)):
1. [
2]
[

teste la pre´sence d’erreurs impulsives: si il y en a
au moins une, passer a` l’e´tape suivante, sinon stop,
2. [
2]
[
  teste si il y a une seule ou au moins deux. Si il
y a une seule erreur alors passer au test de controˆle a
posteriori du dysfonctionnement de l’algorithme. Si il y
a plus d’une erreur alors passer a` l’e´tape suivante,
3. dans [
2]
[

, tester si il y a deux ou au moins trois erreurs.
Si il y a deux erreurs alors passer au test de controˆle
a posteriori du dysfonctionnement de l’algorithme. Si
non et si la capacite´ de correction est supe´rieure a` deux,
passer a` l’e´tape suivante,
4. refaire le meˆme raisonnement pour les e´tapes G . Lorsque
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f est le nombre d’erreurs impulsives estime´, puis passer
au test de controˆle a posteriori du dysfonctionnement de
l’algorithme.
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FIG. 2: Les tests en cascade
3.3 Calcul des probabilite´s a priori
Dans cette section, nous expliquons brie`vement le calcul des
probabilite´s a priori du [
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[

. La meˆme technique sera utilise´e
pour les autres tests. Dans [
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, les hypothe`ses conside´re´es
sont les suivantes:
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  il y a eu plus d’une erreur dans le canal (i.e. efI~ 1 ).
Soit V '  (resp. V '   ) la probabilite´ a priori associe´e au test d’hypothe`se
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Les probabilite´s a priori V '  et V '   , associe´es aux hypothe`ses } '
et } '  , peuvent eˆtre calculer a` partir des probabilite´s a priori et
a posteriori des tests pre´ce´dents.
4 Correction des erreurs impulsives et
re´duction du niveau de PAPR
L’expression du PAPR est ainsi (voir fig.(1)):
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est l’e´nergie par symbole.
Cependant, pour une valeur fixe´e de PAPR, le niveau d’e´creˆtement
correspondant est Cb
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l ; ce qui revient a` dire: si
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+b alors le signal est e´creˆte´. Par conse´quent, cet e´creˆte-
ment peut engendrer une distorsion du signal. Il a e´te´ de´ja` sig-
nale´ dans [3] que l’e´creˆtement est un e´ve´nement rare. Sous ces
conditions, l’e´creˆtement (clipping) peut eˆtre assimile´ a` un bruit
impulsif plutoˆt qu’a` un bruit de fond continu, de variance e´gale
a` l’e´nergie de la partie e´creˆte´e du signal. Nous proposons donc
de mode´liser ce phe´nome`ne par le mode`le de Ghosh [4] (de´ja`
explique´ dans le paragraphe 2). Compte tenu de tout ce qui a
e´te´ e´voque´, nous proposons d’adopter la structure en cascade
pour re´duire le niveau de PAPR.
Par ailleurs, on distingue deux situations:
| le PAPR peut eˆtre calcule´ a` la sortie du modulateur OFDM.
Ge´ne´ralement les non-line´arite´s au niveau de l’e´metteur
sont dues aux amplificateurs,
| le PAPR peut eˆtre calcule´ a` l’entre´e du de´modulateur
OFDM. En effet, des grandes valeurs de PAPR a` la re´-
ception posent des proble`mes aussi bien pour les conver-
tisseurs que pour le LNA (Low Noise Amplifier).
4.1 A l’e´mission
Supposer que le PAPR est calcule´ a` l’e´mission revient a` sup-
poser la pre´sence du bruit impulsif a` l’entre´e du canal  . Sous
ces hypothe`ses, la se´quence e´mise a cette expression:
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ou` } est une matrice diagonale contenant la transforme´e de
Fourier du canal  ,  est la transforme´e de Fourier du bruit de
fond L et  est la transforme´e de Fourier du bruit impulsif N .
Par conse´quent, le bruit impulsif peut eˆtre e´tale´ apre`s passage
par le canal, ce qui peut entraıˆner un de´passement de la capacite´
de correction. Dans la figure (3), l’amplitude du vecteur ( N B & 
est repre´sente´e apre`s et avant passage par le canal, pour une
re´alisation donne´e ou` le bruit impulsif est avant le canal aux
positions ZU et { . Cette figure montre qu’apre`s passage par
le canal il y a plus de deux pics: si on proce`de comme avant,
l’algorithme se trompera de localisation car le nombre de pics a`
la sortie du canal de´passe la capacite´ de correction qui est fixe´e
a` deux pour le cas d’Hiperlan2 (on rappelle que la capacite´ de
correction est lie´e a` la position des syndromes). Pour re´soudre
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FIG. 3: Influence du canal sur le bruit impulsif
ce proble`me, nous proposons de multiplier l’e´quation (5) par
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ou` } est une matrice diagonale telle que: }
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Fourier. En remaplac¸ons dans l’e´quation (6),
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´Etant donne´
que L est donc un vecteur Gaussien de moyenne nulle dont
chaque composante est une gaussienne de moyenne nulle et
de variance R

S ,  est un vecteur gaussien de moyenne nulle
et de matrice de covariance e´gale a` R
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
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. Par conse´quent,  
est aussi un vecteur gaussien de moyenne nulle et de variance
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. Il en re´sulte que le vecteur syndrome
peut eˆtre de´fini de la manie`re suivante:
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ou` § contient les positions des symboles pilotes. Avec cette
transformation, le vecteur syndrome obtenu a la meˆme expres-
sion qu’avant [5]. Nous proposons donc d’utiliser les tests en
cascade (voir paragraphe 3) pour corriger les erreurs impulsives
et pour re´duire le niveau de PAPR.
4.2 A la re´ception
En utilisant le raisonnement de Tellado [7], on en de´duit que le
PAPR peut eˆtre aussi de´fini a` la re´ception (a` l’entre´e du modu-
lateur OFDM) de la manie`re suivante:
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ou` K est la³ se´quence re´c¸ue avant de´modulation, } ' les transfor-
me´es de Fourier du canal et R

S est la variance du bruit gaussien.
5 Re´sultats de simulation
Nous avons montre´ dans [5] que sous certaines conditions les
symboles pilotes peuvent eˆtre utilise´s pour la correction des
erreurs impulsives.
Dans la figure (4), nous pre´sentons les performances des
tests en cascade en terme du taux d’erreurs binaires (BER) et en
conside´rant Hiperlan 2 en mode 3 (c’est a` dire une constellation
QPSK et un taux de codage e´gale a` 1´ Z ). Pour le bruit impul-
sif, nous avons pris les parame`tres de l’ADSL (c’est a` dire de
variance R

X
µﬃ¶
F R


, ou` R

S est la variance du bruit de fond).
Dans cette figure, nous comparons les diffe´rents cas suivants:
(1) avant correction des erreurs impulsives, (2) apre`s correction
et lorsque nous appliquons les tests en cascade et (3) lorsqu’il
n’y a que du bruit Gaussien. Rappelons que dans la norme
Hiperlan2 et pour un mode 3, le point de fonctionnement est
au voisinage de 8dB. Pour les parame`tres conside´re´s dans cette
simulation, on note qu’autour de ce point de fonctionnement
les tests en cascade permettent d’avoir des ame´liorations qui
de´passent 3dB.
0 2 4 6 8 10 12 14 16
10−5
10−4
10−3
10−2
10−1
100
BE
R
HL2: canal A − codeur canal (1/2) − QPSK − p=0.001
Sans correction
Apres correction (HL2)
Apres correction (HL2 modifie)
Pas de bruit impulsif
 Eb/N0(dB)
FIG. 4: Performance en terme de taux d’erreur binaire dans le
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)
Dans la figure (5), on conside`re Hiperlan2 en mode 6 (c’est
a` dire une constellation 16QAM et un codeur canal de taux de
codage e´gale a` ¹ ´  ). Nous proposons ici d’utiliser les tests
en cascade pour re´duire le PAPR de ¹º  . Sachant que dans le
contexte d’Hiperlan2, le niveau de PAPR est fixe´ a` 1 ¹Uº  et que
pour cette valeur de PAPR on obtient des bonnes performances
en terme du taux d’erreur binaire. Dans cette figure, nous com-
parons les cas suivants: (1) lorsqu’on re´duit le PAPR de 3dB
(i.e, »  1 F º  ) et on ne corrige pas, (2) lorsqu’on re´-
duit le PAPR de 3dB (i.e, Ł»  1 F º  ) et on applique les
tests en cascade et (3) lorsque le »  1 ¹Uº  . Rappelons
que le point de fonctionnement pour le mode 6 est au voisi-
nage de 21dB. On remarque que apre`s la correction de l’effet
d’e´creˆtement et autour de ce point de fonctionnement, on a un
gain de l’ordre de 0.8dB qui est assez important pour une telle
application (i.e, cas d’Hiperlan2). Dans cette figure, le PAPR
est calcule´ a` la re´ception sachant qu’il peut eˆtre aussi calcule´ a`
l’e´mission et qu’il est possible d’appliquer le meˆme traitement
pour re´duire le PAPR.
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 BER
FIG. 5: Le taux d’erreur binaire ( »  1 F º  , Hiperlan2,
16QAM,   ¹ ´  , canal A)
6 Conclusion
Nous avons propose´ une nouvelle re´organisation de l’algorithme
de de´codage (i.e. la structure en cascade). Cette nouvelle
structure de l’algorithme de de´codage est facile a` implanter
et permet un calcul pre´cis des probabilite´s a priori des tests
d’hypothe`se. ´Etant donne´ que l’e´creˆtement peut eˆtre assim-
ile´ a` un bruit impulsif, notre algorithme de correction des er-
reurs impulsives peut eˆtre doc adopte´ pour re´duire le niveau de
PAPR. L’application des tests en cascade au cas d’Hiperlan2 est
tre`s inte´ressante puisqu’elle permet une ame´lioration du taux
d’erreur bineaire.
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