In the present paper we shall show that in the third boundary value problem for elliptic partial differential equations one can get some formulas giving a posteriori error estimates to the approximate solutions obtained by Galerkin's method.
do not need to satisfy any condition except smoothness conditions. Error estimates obtained by our method, nevertheless, is valid when the coefficients are not continuous.
In our method, in order to get the formulas for error estimation, we use some integral inequalities connected with so-called 'equivalent norms' in Sobolev space W\(Q}. Since our aim is to get practical error estimates of approximate solutions, the constants appearing in the integral inequalities must be estimated practically. In §2, following the method of Friedrichs [JT] , we shall derive these inequalities with the constants which can be evaluated practically.
In §3 we shall derive formulas for a posteriori error estimations for Galerkin-approximate solutions to self-adjoint and positive definite problems. Some numerical results obtained by our method will be shown in §4.
As well known, for self-adjoint and positive definite problems, if a suitable coordinate system is employed, Galerkin's method is, in a certain sense, an optimal approximation method in accuracy. In the appendix it will be shown that, although in a little weakened sense, the above property is preserved even when the problems lose the self-adjointness or the positive definiteness.
Throughout the present paper, a piecewise continuous function is meant only a function that is smooth on the closure of each related subinterval. When a piecewise continuous function is continuous on the whole interval, it is called a piecewise smooth function. The boundary of a domain in (xi, #2)-plane is called to be piecewise smooth if for any point p on the boundary there is a disk V centered at p such that the portion of the boundary inside V can be described in a suitable local coordinate system by an equation x 2 =f(xi) with piecewise smooth /(#i). The terms piecewise continuous and piecewise smooth are used in a similar way for functions of two variables under the assumption that the boundaries of related subregions are piecewise smooth. §2. Integral Inequalities Let Q be a bounded domain in (#1, ^2)-plane with piecewise smooth boundary P and JT* be a portion of P. will be easily obtained.
In fact, it is sufficient if we can get an inequality of the type du But this inequality has just the same type as inequalities (i), (ii) and (iii). Therefore the evaluation of these constants are not difficult for many cases. §3. Error Estimates
Let us consider the equation
under the boundary condition The function f(x\^xz) is square summable over J2. We assume for 6 that it is non-negative and piecewise continuous on F, and there is a positive constant ff 0 and a portion /"* of /" consisting of piecewise smooth arcs such that
Furthermore we assume that for any u 6 W\(Q') and its trace to F hold the inequalities of the type (2.1) and (2. Let 0 n =(0i5 02, ---5 0»)(0»£ H^K^)) be a vector consisting of linearly independent functions. In Galerkin's method we seek the approximate solution of order n in the form
and determine the coefficients {o^-} by solving the system of equations where -^-denotes the co-normal derivative 2 a,-/ . COS(TI, ^,-) and Now, let u n be the solution of (3.9). Then
Therefore, for example, in case (6), the error of Galerkin-approximate Since polynomials are used as coordinate functions, the estimates become poor with the decreasing of a or ff. This is caused by the discontinuity of the derivatives of the exact solution. Therefore, if we want more accurate estimates for such cases, another suitable coordinate functions, for example, suitable functions belonging to the class C(J2)
, must be employed. For an approximate solution u n obtained by Galerkin's method, we have by (3.9) (4) u n = P, n u = P, n Gf.
Therefore, if an optimal coordinate system is employed we have
$n^H
This inequality shows that, if an optimal coordinate system, say, the system consisting of eigenfunctions of operator G, is used, the procedure in Galerkin's method is optimal in accuracy for general /€EZ/2($).
Our purpose in this appendix is to extend these results to more general problem (6) Proof. The theorem can be proved by almost similar way to the self-adjoint, positive definite case Q2].
Let /Ii^>/l2>--->0 be the eigenvalues of the problem (2) and {e t } (i -1, 2, •••) be the system of orthonormalized eigenf unctions corresponding to these eigenvalues. Since {e t } is complete both in L 2 ($) and in #, for any Clearly this system of equations is equivalent to the equation (13) u n + P, n GKu n =P* n Gf which approximate the original equation (7) . Hence the well known theory of approximation method is applicable and we can verify that for sufficiently large n the system of equations (12) This inequality shows that, if we use a quasi-optimal coordinate system, say, the system consisting of eigenfunctions of operator G, the procedure in Galerkin's method is quasi-optimal in accuracy for problem (6) .
Remark. The above discussion is applicable to first and second boundary value problems without essential modification.
