Using the theory of exponential Riordan arrays, we show that the Eulerian-Dowling polynomials are moments for a paramaterized family of orthogonal polynomials. In addition, we show that the related Dowling and the Tanny-Dowling polynomials are also moments for appropriate families of orthogonal polynomials. We provide continued fraction generating functions and Hankel transforms for these polynomials.
Introduction
The authors Benoumhani [4, 5] and Rahmani [15] have studied families of polynomials associated with the class of geometric lattices introduced by Dowling [9] . These are the Dowling, the Tanny-Dowling, and the Eulerian-Dowling polynomials.
In this note, we show that these polynomials can be studied within the context of exponential Riordan arrays. They then present themselves as moments of families of orthogonal polynomials [10, 6, 20] . We describe the coefficient arrays of the associated orthogonal polynomials in terms of exponential Riordan arrays, and exploiting the link between the tri-diagonal production matrices [7, 8, 14] of the moment matrices and continued fractions [21] , we determine the Hankel transforms [11, 12] of these polynomials. The articles [2, 3] use similar techniques to describe the Eulerian polynomials and a special class of generalized Eulerian polynomials as moment sequences.
Essentials of exponential Riordan arrays
We briefly summarize the elements of the theory of exponential Riordan arrays [1, 16, 17] that we will require. An exponential Riordan array is defined by two power series
g n x n n! , and
where g 0 = 1, f 0 = 0 and f 1 = 1. (It is possible to relax the conditions f 1 = 1 and g 0 = 1 to f 1 = 0 and g 0 = 0, but we do not do this here for simplicity). The matrix M with (n, k)-th
is then regarded as a concrete realization of the exponential Riordan array defined by the pair (g(x), f (x)). Here, [x n ] is the operator that extracts the coefficient of x n [13] . We often denote this matrix by [g(x), f (x)]. Associated with the pair (g(x), f (x)) of power series are two other power series,
and
where the power seriesf (x) is the compositional inverse or reversion of f (x). Thus we have
The matrix P M with bivariate generating function
is called the production matrix of M. (Note that A(x) and Z(x) are also referred to as r(x) and c(x) in the literature). It is equal to
whereM is the matrix M with its top row removed. The central fact that we use in this note is the following. If Z(x) and A(x) are of the form
then the production matrix will be tri-diagonal, corresponding to the family of orthogonal polynomials P n (x) that satisfy the three-term recurrence
with P 0 (x) = 1 and P 1 (x) = x − α. The inverse matrix M −1 is then the coefficient array of these polynomials. Thus if m * n,k is the general (n, k)-th element of M −1 , we have
The first column elements of M then represent the moments of the family of orthogonal polynomials P n (x).
Dowling polynomials and Tanny-Dowling polynomials as moments
We define the Whitney numbers w m (n, k) and W m (n, k) of the first and second kind, respectively, of Dowling lattices, by
In terms of exponential Riordan arrays, this means that the Whitney numbers of the first kind w m (n, k) of the Dowling lattices are the elements of the exponential Riordan array
Similarly, the Whitney numbers of the second kind W m (n, k) are elements of the inverse exponential Riordan array
Explicitly, we have
where s(n, k) and S(n, k) are the Stirling numbers of the first and second kind, respectively. We have
Now the Stirling numbers S(n, k) of the second kind are the elements of the exponential Riordan array
Hence we obtain that the Whitney numbers of the second kind are the elements of the exponential Riordan array
Note that when m = 0, we have W 0 (n, k) = n k with corresponding exponential Riordan array the binomial matrix [e x , x].
Proof. Regarded as an infinite vector, the sequence (D m (n, x)) n≥0 has generating function given by
Thus we have
Proposition 3. The Dowling polynomials D m (n, x) form the moments for a family of orthogonal polynomials.
Proof. The exponential Riordan array
has a tri-diagonal production matrix with generating function e zy (1 + x + xmz + y(1 + mz)).
Thus the polynomial sequence D m (n, x) constitutes the moment sequence for the polynomials P (m) n (z) that have coefficient array
The orthogonal polynomials P (m) n (z) then satisfy the following three term recurrence.
Definition 4. The Tanny-Dowling polynomials F m (n, x) are defined by
Proposition 5. The Tanny-Dowling polynomials F m (n, x) are the moments for a family of orthogonal polynomials.
Proof. The Tanny-Dowling polynomials F m (n, x) have a generating function given by
The exponential Riordan array
has a tri-diagonal production matrix, with bivariate generating function
This implies that the polynomials F m (n, x) are the moment sequence for the family of orthogonal polynomials whose coefficient array is given by
The corresponding family of orthogonal polynomials Q (m) n (z) satisfies the following threeterm recurrence.
with Q 
The Eulerian-Dowling polynomials as moments
The Eulerian-Dowling polynomials are defined [15] as follows.
Definition 6. The Eulerian-Dowling polynomials A m (n, x) are defined by e mz(x−1) − (mx − m + 1)
as coefficient array. These polynomials therefore satisfy the following three-term recurrence.
with P 0 (z) = 1, P 1 (z) = z − x.
Continued fractions and Hankel transforms
The Eulerian-Dowling polynomials A m (n, x), as moments, have the following continued fraction expression for their generating function
In particular, we obtain that the Hankel transform of the sequence A m (n, x) is given by
In a similar fashion, we see that the Dowling polynomials D m (n, x) have a generating function given by
This implies that the Hankel transform of the Dowling polynomials is given by
The Tanny-Dowling polynomials F m (n, x) have a generating function given by
Thus the Hankel transform of the sequence F m (n, x) is given by
Bivariate geometric polynomials and the Tanny-Dowling polynomials
The geometric polynomials ω n (x) are defined by
We define the bivariate geometric polynomials ω n (x, y) by
We then have the following result.
Proposition 8. The bivariate geometric polynomials ω n (z, m) are moments for the family of orthogonal polynomials that have coefficient array given by the exponential Riordan array
We have
Thus the bivariate geometric polynomials ω n (x, m) have exponential generating function m m + x − xe mz .
Using the production matrix of the moment array m m+x−xe mz , e mz −1 m+x−xe mz we also find that the bivariate geometric polynomials ω n (x, m) have a generating function given by the following continued fraction. 1
In particular, the Hankel transform of the bivariate geometric polynomials is given by
we obtain the following result.
Corollary 9. The Tanny-Dowling polynomials F m (n, x) are given by the binomial transform of the bivariate geometric polynomials ω n (x, m). That is,
We can define a modified version of the bivariate geometric polynomials as follows.
We can then show the following.
Proposition 10. The modified bivariate geometric polynomialsω n (x, m) are the moments for the family of orthogonal polynomials which have their coefficient array given by the exponential Riordan array
Thus the modified bivariate geometric polynomialsω n (x, m) have exponential generating function m
Using the production matrix of the moment array
m+x−xe mz we also find that the modified bivariate geometric polynomialsω n (x, m) have a generating function given by the following continued fraction.
In particular, these polynomials have a Hankel transform given by
Example sequences
The polynomials that we have studied give rise to many known and interesting integer sequences by taking different values of the variable x and the parameter m. The following is a small selection of these. We refer to these example sequences by their entry number in the On-Line Encyclopedia of Integer Sequences [18, 19] . 
Example 13. The Eulerian-Dowling polynomials
The sequence A 0 (n, 2) is the sequence A000522 that counts the total number of arrangements of a set with n elements.
The sequence A −2 (n, 2) is the sequence A119880 with e.g.f. e 2x sech(x). This coincides with the values of the Swiss-Knife polynomials (A153641) at x = 2. This sequence begins 1, 2, 3, 2, −3, 2, 63, 2, −1383, 2, 50523, 2, −2702763, 2, 199360983, . . . . 
