We consider a special symmetric matrix and obtain a similar formula as the one obtained by Weyl's criterion. Some applications of the formula are given, where we give a new way to calculate the integral of ln Γ(x) on [0, 1], and we claim that one class of matrices are not Hadamard matrices.
Main result
We consider a special symmetric matrix A n as follows: 
Let A n m denote the m-norm of matrix A n , then we have Propsition 1.1. Proof. We first prove the case when m = 1, the same method will apply to the general cases. To get the result
it is enough to prove that
.
, the left side of above equation can be written as
This form remind us the following result.
So, if we can prove that the limit lim Thus, the equation (2) has been proved. Similarly, using the following equation
By observation of the above argument, we have used the Riemann integrability of the function e x . So for any Riemann integrable function f in L m [0, 1], if we define symmetric matrix A f,n as following
we will have Propsition 1.2.
Remark 1.3. It is worth to point out that, by Weyl's criterion [4, 9] , for every Riemann integrable function f on (0, 1), we have [6] lim
where ρ ν , ν = 1, 2, . . . , Φ(x) are elements in the Farey series F x of order x which is defined as
Φ(x) denotes the number of terms in F x . It is proved that [5] Φ
From this, we can easily to see that the probability that two randomly-and independently-chosen integers are coprime is given by
, it is proved in the view of the chosen of random integer and interpreted from the geometric point which is just the probability of two integer point can be seen directly in the lattice. By this observation, we see that Proposition 1.2 and (4) are equivalent.
Eigenvalues of the matrix
Let λ 1 , . . . , λ n be the eigenvalues of the matrix A n defined in (1), then
By Proposition 1.1, the result follows. 
Let f (x) = ln Γ(x), where Γ(x) is the Gamma function. Then
Boya [3] take a note that the right hand side is ln √ 2π which is an exercise in [10] and [8] . In fact it can be proved by Euler formula (5). Here we give another method to give this result, nevertheless, we still use the Euler formula of Gamma function.
We calculate the left side. Note that Γ(1) = 1, Γ(
We have
Note that, when k is odd, we have
since we have the following Lemma 3.1. 
Therefore, for k even, we also have
That is, for any positive integer k,
Hence, we get
Remark 3.2. There are many ways to obtain the above equation. For example, using the formula for Γ(x)
Then take the integral on [0,
By changing the variables, we have
Hence, we get 
Application to Hadamard matrix
Propsition 3.3. Assume that A n is a n-square matrix (n = 4k) with elements either +1 or −1. For n large enough, if it can be realized by a Riemann integrable function f defined on [0, 1] as (3), where |f (t)| 1, then it is not a Hadamard matrix.
Proof. Suppose A n is a Hadamard matrix. If λ 1 , . . . , λ n are eigenvalues of A n , then
Therefore, f (t) = ±1 almost everywhere in [0, 1] . From the following diagram, it is easy to see that, the numbers are sorted in the order of the projection by the dashed lines to the bottom line. We consider the last two rows in the matrix A n . These two rows contain n/2 different elements since they are orthogonal. Let
n ], for i ∈ I 0 . Therefore the oscillations of function f on such intervals are equal to 2. Then, if let
Hence the limit of S −s does not equal to zero while n → ∞. It is a contradiction to that f is a Riemann integrable function.
appendix
Proof of the formula (6). Note that
On the other hand, e 2nx = cosh(2nx) + sinh(2nx).
Hence we get
Note that sinh( √ −1x) = √ −1 sin x, substitute x by √ −1x into the above formula, we see that x = Here we use the identity 
