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Abstract
A new approach to the construction of interacting quantum field theories on
two-dimensional Minkowski space is discussed. In this program, models are ob-
tained from a prescribed factorizing S-matrix in two steps. At first, quantum fields
which are localized in infinitely extended, wedge-shaped regions of Minkowski space
are constructed explicitly. In the second step, local observables are analyzed with
operator-algebraic techniques, in particular by using the modular nuclearity con-
dition of Buchholz, d’Antoni and Longo.
Besides a model-independent result regarding the Reeh-Schlieder property of
the vacuum in this framework, an infinite class of quantum field theoretic models
with non-trivial interaction is constructed. This construction completes a program
initiated by Schroer in a large family of theories, a particular example being the
Sinh-Gordon model. The crucial problem of establishing the existence of local
observables in these models is solved by verifying the modular nuclearity condi-
tion, which here amounts to a condition on analytic properties of form factors of
observables localized in wedge regions.
It is shown that the constructed models solve the inverse scattering problem for
the considered class of S-matrices. Moreover, a proof of asymptotic completeness
is obtained by explicitly computing total sets of scattering states. The structure
of these collision states is found to be in agreement with the heuristic formulae
underlying the Zamolodchikov-Faddeev algebra.
1 Introduction
In relativistic quantum field theory, the rigorous construction of models with non-trivial
interaction is still a largely open problem. Apart from the well-known results of Glimm
and Jaffe [33], most interacting quantum field theories are treated only perturbatively,
usually without any control over the perturbation series.
The main difficulties in the construction of interacting quantum field theories arise
from the principle of Einstein causality, demanding that physical observables must be
strictly local, i.e. represented by commuting operators when spacelike separated. In
view of this problem, several authors [17, 18, 55, 58, 48, 50] have proposed to construct
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models by first considering easier manageable, non-local theories, and then passing to
a local formulation in a second step.
A particular example of such a constructive scheme is the program initiated by
Schroer [58, 55, 56], which deals with quantum field theories on two-dimensional Min-
kowski space. Here the interaction of the models to be constructed is not formulated
in terms of classical Lagrangians, but rather by prescribed S-matrices, i.e. the inverse
scattering problem is considered. The S-matrices are assumed to be factorizing [36],
i.e. of the type found in completely integrable models such as the Sinh-Gordon-, O(N)
Sigma-, or Thirring model [1, 25].
Adopting the idea of constructing local theories by first considering non-local aux-
iliary quantities, one starts in this program from a given factorizing S-matrix S and
defines two non-local quantum fields φ, φ′ depending on S [42]. Although these fields are
not local, they are relatively wedge-local to each other in the following sense. Consider
the so-called right wedge
WR := {x ∈ R2 : x1 > |x0|} , (1.1)
and its causal complement WL := W
′
R = −WR, the left wedge. Then φ(x) and φ′(y)
commute (in a suitable sense) if the wedges WL+x andWR+y are spacelike separated.
Hence φ(x) is not, as usual, localized at the spacetime point x, but rather spread out
over the infinitely extended spacetime region WL + x.
The advantage of these non-local field operators is that they can be cast into a
very simple form in momentum space. In fact, the only difference to free fields are
the deformed commutation relations of their creation and annihilation parts, which
form a representation of the Zamolodchikov-Faddeev algebra [63]. In particular, φ and
φ′ create only single particle states from the vacuum, without accompanying vacuum
polarization clouds. In view of this special property, such operators have been termed
polarization-free generators [56], see [14] for a model-independent discussion of this
concept.
The first step of the inverse scattering construction of models with factorizing S-
matrices, i.e. the construction and analysis of their wedge-local fields, has by now been
completed for a large class of underlying scattering operators [42, 58, 17]. It is the aim
of the present article to accomplish the second step of the construction, i.e. the passage
from the wedge-local fields to theories complying with the principle of locality, for the
family of S-matrices considered in [42].
Usually the task of classifying and constructing quantum field theories with fac-
torizing S-matrices is taken up in the so-called form factor program [59, 6]. In that
approach, one studies local fields A in terms of their matrix elements in scattering
states (form factors). The n-point functions of A are then represented as infinite series
of integrals over form factors. These form factors have been calculated for a multitude
of models [4, 30, 7, 5], at least for the lowest particle numbers. But in almost all cases1
one is still lacking control over the series representing the n-point functions [6]. This
is due to the complicated form factor functions, and can be understood as a conse-
quence of the complicated momentum space structure a local quantum field must have
in the presence of interaction. So at present, the existence of models with prescribed
S-matrices cannot be decided within the form factor program.
1The only non-trivial example of a proof of convergence of a form factor expansion which is known to
us is the case of a two-point function in the Yang-Lee model (F. A. Smirnov, private communication).
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If a given collision operator is expected to be related to a classical Lagrangian, there
is also the possibility of applying the Euclidian techniques of constructive quantum field
theory. Along these lines, the existence of the Sine-Gordon model and the non-triviality
of its S-matrix have been established by Fro¨hlich [31, 32]. But the hard task of explicitly
computing the scattering operator and making contact with the form factor approach
is still an open problem in this framework.
In the context of the wedge-local fields φ, φ′, local observables can be characterized
by commutation relations with φ and φ′ [58]. Solving these relations amounts to solving
the form factor program. We will follow here a different approach, motivated by the
observation that for the analysis of basic questions, such as the existence of theories
with certain properties, it is not necessary to have explicit expressions for strictly local
quantities. The problem to decide if a given factorizing S-matrix is realized as the
collision operator of a well-defined quantum field theory can be solved by considering
only the structure of observables localized in wedge regions.
To accomplish this task, one has to answer the question whether the wedge-local
models defined by the fields φ, φ′ contain also observables localized in bounded space-
time regions. A strategy how to solve this existence problem was proposed in [17]. The
main idea is to consider the algebras generated by bounded functions of φ, φ′ rather
than the fields themselves. One proceeds to a net of wedge algebras, i.e. a collection of
von Neumann algebras A(W ), where W runs through the family {WR + x,WL + x :
x ∈ R2} of all wedges in two-dimensional Minkowski space. In this formulation, pow-
erful operator-algebraic techniques become available for the solution of the existence
problem, which have not been employed in other approaches.
It has been shown in [17] that non-trivial observables localized in a double cone
region of the form WR ∩ (WL + x), x ∈WR (cf. figure 1, p. 5) do exist if the so-called
modular nuclearity condition [15] holds, i.e. if the map
Ξ(x) : A(WR) −→ H, Ξ(x)A := ∆1/4U(x)AΩ, (1.2)
is nuclear. Here ∆ denotes the modular operator [39] of (A(WR),Ω). So the existence
of local observables can be established by estimates on wedge-local quantities.
In the context of theories with factorizing S-matrices, the crucial question arises
whether the modular nuclearity condition holds in such models. We will show here
that this condition takes a very concrete form in these models, and can be solved by
analyzing analytic continuations of form factors of observables localized in wedges. As
our main result, we will give a proof of the nuclearity condition for a large class of
underlying S-matrices, thereby establishing the existence of the corresponding models
as well-defined, local quantum field theories. Moreover, once the modular nuclearity
condition has been established, it is possible to apply the usual methods of scattering
theory. Doing so, we will compute total sets of n-particle collision states in these mod-
els, and prove that the construction solves the inverse scattering problem.
This article is organized as follows. In Section 2, we extend the analysis of [17] and de-
rive further consequences of the modular nuclearity condition in a model-independent,
operator-algebraic framework. It is shown there that the Reeh-Schlieder property of
the vacuum [61], which is a prerequisite for doing scattering theory [2], follows from
the nuclearity condition (Theorem 2.5).
For the sake of self-containedness, the basic definitions and results regarding the
models based on the fields φ, φ′ are recalled in Section 3. Also the classes of factorizing
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S-matrices which we consider are defined there (Definitions 3.1 and 3.3).
In Section 4, analytic continuations of form factors of observables localized in wedges
are studied. It is then shown in Section 5 how these analytic properties can be used to
verify the modular nuclearity condition. We obtain two proofs of different generality
(Theorems 5.6 and 5.8).
Section 6 is devoted to a study of the collision states of the constructed models. It
is shown that our construction solves the inverse scattering problem for the considered
class of S-matrices (Theorem 6.3), and a proof of asymptotic completeness is given
(Proposition 6.2).
The paper closes in Section 7 with our conclusions, and the technical proof of a
lemma needed in Section 4 can be found in the appendix.
This article is based on the PhD thesis of the present author [45].
2 Construction of Local Nets from a Wedge Algebra
In this section we discuss some model-independent aspects of the construction proce-
dure. In contrast to the following chapters, we will here base our analysis only on
assumptions which are satisfied in a wide class of quantum field theories, and do not
use the special structure of the integrable models to be studied later.
As explained in the Introduction, it is our aim to construct strictly local quantum
field theories, but use auxiliary objects which are localized only in wedge regions during
the construction. We therefore consider an algebraM modelling the observables local-
ized in the reference wedge WR (1.1), and a representation U of the two-dimensional
translation group (R2,+). Given these data, we will construct a corresponding quan-
tum field theory by specifying, for arbitrary regions O in two-dimensional Minkowski
space, the algebras A(O) containing all its observables localized in O, and show that
they have the right physical properties.
The “wedge algebra” M is taken to be a von Neumann algebra acting on a Hilbert
space H, which in order to exclude trivialities we assume to satisfy dimH > 1. More-
over, we require
A1) U is strongly continuous and unitary. The joint spectrum of the generators P0,
P1 of U(R
2) is contained in the forward light cone {p ∈ R2 : p0 ≥ |p1|}. There is
an up to a phase unique unit vector Ω ∈ H which is invariant under the action of
U .
A2) Ω is cyclic and separating for M.
A3) For each x ∈ WR, the adjoint action of the translation U(x) induces endomor-
phisms on M,
M(x) := U(x)MU(x)−1 ⊂M, x ∈WR . (2.3)
Assumption A1) is standard in quantum field theory [61, 34], and identifies Ω as the
vacuum vector. A2) and A3) are abstract characterizations of M as an algebra of
observables localized in WR [11, 17].
It should be mentioned that the assumptions A1)-A3) put strict constraints on the
algebraic structure of M. The following result has been found in [47, 26].
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Lemma 2.1 Consider a triple (M, U,H) satisfying the assumptions A1)-A3). Then
M is a type III1 factor according to the classification of Connes [22].
Keeping this structure of M in mind, let us recall how a net O 7→ A(O) of local
algebras can be constructed from the data (M, U,H) [11, 17].
As the operators inM(x) (2.3) are interpreted as observables localized in the trans-
lated right wedge WR+x, the elements of the commutantM(x)′ correspond to observ-
ables in its causal complementWL+x, whereWL := W
′
R = −WR is the left wedge. For
an operator A representing an observable in the double cone region Ox,y with vertices
x, y,
Ox,y := (WR + x) ∩ (WL + y) , y − x ∈WR, (2.4)
Einstein causality demands thatAmust commute with both algebras,M(x)′ andM(y)
Figure 1: The double cone Ox,y (2.4) and its causal complement Ox,y
′ = (WL + x) ∪
(WR + y).
(see figure 1). The maximal von Neumann algebra of operators A ∈ B(H) compatible
with this condition is
A(Ox,y) :=M(x) ∩M(y)′ . (2.5)
Denoting the set of all double cones in R2 by O := {Ox,y : y−x ∈WR}, this definition
is extended to arbitrary regions R ⊂ R2 by additivity,
A(R) :=
∨
R⊃O∈O
A(O) . (2.6)
This prescription determines in particular the locally generated subalgebras A(WR) ⊂
M, A(WL) ⊂M′ associated to the right and left wedges, and the von Neumann alge-
bra A(R2) ⊂ B(H) of all local observables.
It is straightforward to verify that the so defined algebras A(O) comply with the ba-
sic principles of isotony, locality and covariance [34], i.e. they fulfill [11, Sec. III],
O,O1, O2 ⊂ R2,
Isotony:
A(O1) ⊂ A(O2) for O1 ⊂ O2 . (2.7)
Locality:
A(O1) ⊂ A(O2)′ for O1 ⊂ O′2 . (2.8)
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Translation Covariance:
U(x)A(O)U(x)−1 = A(O + x) , x ∈ R2 . (2.9)
As a consequence of A2), the modular theory of Tomita and Takesaki (cf., for example,
[39]) applies to the pair (M,Ω). It has been shown by Borchers [11] that in the present
situation, the modular unitaries and modular group of (M,Ω) can be used to extend
U to a representation of the proper Poincare´ group, under which the net O 7→ A(O)
also transforms covariantly. But this fact will not be needed in our subsequent consid-
erations.
The three properties of the algebras A(O) mentioned above allow to interpret the ele-
ments of A(O) as observables which are localized in O ⊂ R2. However, two important
properties of these algebras are still missing.
First of all, it is not clear if our definition contains any non-trivial observables
localized in bounded spacetime regions, i.e. the intersections (2.5) could be trivial
in the sense that A(O) = C · 1. Since a quantum field theory should contain local
observables, at least in spacetime regions above some minimal size, a condition implying
the non-triviality of the algebras (2.5) is necessary.
Thinking of applications to the explicit construction of models in an inverse scatter-
ing approach, one would also like to implement the postulate that the models defined
by the observable algebras A(O) have a well-defined S-matrix.
In the framework of algebraic quantum field theory, collision states and the S-matrix
can be calculated with the help of Haag-Ruelle scattering theory [2]. For this method
to be applicable, however, two additional conditions have to be satisfied. Firstly, more
detailed information about the energy momentum spectrum encoded in U is needed
[2]. As we can choose U from the outset, this requirement poses no difficulties here.
But besides these spectral properties, scattering theory relies on the notion of quasi-
localized excitations of the vacuum, which can only be constructed if the Reeh-Schlieder
property [61, 2] holds, i.e. if the vacuum vector Ω is cyclic for the local algebras A(O).
In [17], the following additional assumption, known as the modular nuclearity con-
dition in the literature [15, 16], was made to exclude the case of a quantum field theory
without local observables.
A4) Let ∆ denote the modular operator of (M,Ω). Then for x ∈WR, the maps
Ξ(x) :M→H, Ξ(x)A := ∆1/4U(x)AΩ (2.10)
are assumed to be nuclear2.
The modular nuclearity condition A4) is known [15] to imply the split property [24] for
the inclusion M(x) ⊂M, x ∈WR, i.e. the existence of a type I factor Nx such that
M(x) ⊂ Nx ⊂M . (2.11)
Moreover, it has been shown in [17] that this inclusion is even a standard split inclusion
in the terminology of [24], i.e. there exist vectors in H which are cyclic and separating
for the three algebras M, M(x) and M∩M(x)′. Since M (and hence M(x), too) is
a factor (Lemma 2.1), the standard split property of M(x) ⊂ M is equivalent to the
following condition [23, 24].
2The definition of a nuclear map between two Banach spaces is recalled in Section 5.
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A4′) For x ∈WR, there exists a unitary Vx : H → H⊗H such that3
Vx
(M′ ∨M(x))V ∗x =M′ ⊗M(x) , (2.12)
VxM
′NV ∗x =M
′ ⊗N, M ′ ∈M′, N ∈M(x) . (2.13)
Given A1)-A3), condition A4) implies A4′), but A4′) is slightly weaker than A4) [15].
In the present section, devoted to a model-independent analysis of the algebraic struc-
ture, A4′) turns out to be the more convenient condition to work with. However, the
somewhat stronger modular nuclearity condition A4) has the advantage that it can be
checked more easily in concrete applications. We therefore formulate also the results
of this section in terms of the latter condition, and begin by recalling the non-triviality
result of [17].
Theorem 2.2 [17] Consider a triple (M, U,H) satisfying the assumptions A1)-A4).
Then the double cone algebras A(O) (2.5), O ∈ O, are isomorphic to the hyperfinite
type III1 factor.
As type III algebras, the double cone algebras are far from trivial, and therefore
local observables exist in abundance if the modular nuclearity condition is satisfied.
Moreover, it follows that the set of vectors which are cyclic for a given A(O), O ∈ O,
is dense Gδ in H [17]. In the remainder of this section, we will show that it can also be
deduced in the general situation described by the assumptions A1)-A4).
In a particular example of a triple (M, U,H), the cyclicity of the vacuum has already
been established by Buchholz and Summers by explicit calculation of local observables
[20].
In the following lemma, we start our analysis by comparingM to the locally generated
wedge algebra A(WR) ⊂M (2.6).
Lemma 2.3 Consider a triple (M, U,H) satisfying the assumptions A1)-A4). Then
M is locally generated, i.e. A(WR) =M.
Proof: Let x ∈WR be fixed and consider the sequence of double cones
On := O0,nx =WR ∩ (WL + nx) , n ∈ N . (2.14)
As x ∈ WR, this sequence is increasing in the sense that On ⊂ On+1, n ∈ N. More-
over, it exhausts all of WR, i.e. every bounded subset of WR lies in some On. Hence∨
nA(On) = A(WR).
The left vertex of each On is the origin, and the algebras A(On) are according to
the definition (2.5) given by A(On) =M∩M(nx)′.
The split property (2.12) provides us with a unitary Vx : H → H⊗H implementing
an isomorphism between A(O1)′ =M′ ∨M(x) and M′ ⊗M(x). In view of (2.13), we
find by restriction to M′
VxM′V ∗x =M′ ⊗ 1 , (2.15)
and since M(nx) ⊂M(x) (A3), also
VxA(On)′V ∗x = Vx
(M′ ∨M(nx))V ∗x =M′ ⊗M(nx) , n ∈ N . (2.16)
3We write M′ ∨M(x) to denote the von Neumann algebra generated byM′ andM(x).
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We thus obtain
A(WR)′ =
⋂
n∈N
A(On)′ = V ∗x
⋂
n∈N
(
M′ ⊗M(nx)
)
Vx
= V ∗x
(
M′ ⊗
⋂
n∈N
M(nx)
)
Vx. (2.17)
In the last step, we used the commutation theorem for tensor products of von Neumann
algebras (or rather, a consequence thereof, see [62, Cor. IV.5.10]).
Now consider M∞ :=
⋂
nM(nx). By construction, this algebra is stable under
translations, U(y)M∞U(y)−1 ⊂ M∞, y ∈ R2. The same is true for its commutant
M′∞, which furthermore has Ω as a cyclic vector since it contains M′, and Ω is cyclic
for M′ (A2). But as Ω is (up to multiples) the only translation invariant vector and
the spectrum condition holds (A1), it follows by standard arguments (cf., for example,
[12]) that M′∞ = B(H), i.e. M∞ = C · 1.
Inserting this equality into (2.17) yields A(WR)′ = V ∗x (M′⊗ 1)Vx, which in view of
(2.15) equals M′. Hence the claim A(WR) =M follows. 
To go on, we need another lemma, which is due to Mu¨ger [49, Lemma 2.7].
Lemma 2.4 (Mu¨ger) Let (M, U,H) satisfy the assumptions A1)-A4), and consider
three points x, y, z ∈ R2 such that y − x ∈WR and z − y ∈WR.
Then A(Ox,y) ∨ A(Oy,z) = A(Ox,z).
Geometrically speaking, this lemma states that the algebras of two double cones O1, O2
having one of their (left or right) vertices in common generate the algebra of the smallest
double cone containing O1 and O2. It thus establishes a relation between the algebras
of double cones of different sizes, and enables us to derive the Reeh-Schlieder property.
In the following theorem, we give a proof of this property and some related conse-
quences of Lemma 2.3 and 2.4.
Theorem 2.5 Consider a triple (M, U,H) satisfying A1)-A4) and the local net O 7→
A(O) defined by (2.5,2.6). Then
a) The Reeh-Schlieder property holds, i.e. Ω is cyclic and separating for each double
cone algebra A(O), O ∈ O.
b) Haag duality holds, i.e. A(O)′ = A(O′) for any double cone or wedge O.
c) Weak additivity holds, i.e. for any open region O ⊂ R2,∨
x∈R2
A(O + x) = A(R2) = B(H) . (2.18)
Proof: a) Given any two double cones O, O˜ ∈ O, there exists n ∈ N and translations
x1, ..., xn ∈ R2 such that
O˜ ⊂ ((O + x1) ∪ ... ∪ (O + xn))′′ , (2.19)
and (O + xk), (O + xk+1) have one vertex in common, k = 1, ..., n − 1. So, by iterated
application of Lemma 2.4, it follows that∨
x∈R2
A(O + x) =
∨
O˜∈O
A(O˜) = A(R2) . (2.20)
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Hence we can use the standard Reeh-Schlieder argument making use of the spectrum
condition of U (cf., for example, [2]) to show that Ω is cyclic for A(O) if and only if
it is cyclic for A(R2). But in view of Lemma 2.3, M = A(WR) is contained in A(R2).
Since Ω is cyclic for M, it is also cyclic for A(R2), and hence for A(O).
It has been shown by Borchers [11] that the modular conjugation J of (M,Ω) acts
as the total spacetime reflection, JA(O)J = A(−O). Since WL = −WR, this implies
together with Lemma 2.3 A(WL) = JMJ =M′, i.e. wedge duality holds. Taking into
account the translation covariance of the net, we furthermore find
A(Ox,y)′ =M(x)′ ∨M(y) = A(WL + x) ∨ A(WR + y) = A(Ox,y ′) , (2.21)
showing the Haag duality of the net (b).
According to the above remarks, A(R2) contains M and M′. Since M is a factor,
also A(R2) = B(H) follows, as the last claim to be proven. 
Besides the properties of the net O 7→ A(O) mentioned in Theorem 2.5, further
additional features like the split property for double cones, the time slice property and
n-regularity can be derived, as has been shown by Mu¨ger [49].
The strong results of Theorems 2.2 and 2.5 open up a new perspective on the con-
struction of quantum field theories on two-dimensional Minkowski space, emphasizing
the role of the local observable algebras. Each triple (M, U,H) satisfying the assump-
tions A1)-A4) gives rise to a net of local algebras, which can be interpreted as the
(non-trivial) observable algebras of a well-defined quantum field theory satisfying the
Reeh-Schlieder property.
Hence model theories can be constructed by finding examples of such triples. In
the following sections, we will construct these objects, verify the assumptions A1)-A4),
and discuss the properties of the corresponding model theories.
3 A Class of Models with Factorizing S-Matrices
We now turn to the concrete construction of interacting quantum field theories on two-
dimensional Minkowski space. For simplicity, we consider here models containing only
a single species of particles4 of mass m > 0. We will use the rapidity θ to parametrize
the (one-dimensional) upper mass shell according to p(θ) := m(cosh θ, sinh θ).
Our approach is that of inverse scattering theory, i.e. a given S-matrix S is the
input in the construction. The family of theories we will study is characterized by
the condition that S is factorizing. (For an introduction to factorizing S-matrices, see
for example the review [25].) This term derives from the fact that in a model with a
factorizing S-matrix, all scattering amplitudes are products of delta distributions and
a single function [36], the so-called scattering function S2. On rapidity wavefunctions
Ψinn (θ1, ..., θn) of n incoming particles, the S-matrix S therefore acts as a multiplication
operator,
(SΨinn )(θ1, ..., θn) =
∏
1≤l<k≤n
S2(|θl − θk|) ·Ψinn (θ1, ..., θn) . (3.22)
4The extension of the program to models with a richer particle spectrum is currently under inves-
tigation.
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In particular, the particle number is a conserved quantity in collision processes governed
by a factorizing S-matrix. This feature is typical for completely integrable models,
which provide a rich class of examples for such scattering operators [1].
Basic properties of S, like unitarity, crossing symmetry and its analytic properties,
imply corresponding properties of the scattering function S2 [1, 25, 6], which we take
as a definition. Here and in the following, we write
S(a, b) := {ζ ∈ C : a < Im ζ < b} (3.23)
for strips in the complex plane.
Definition 3.1 (Scattering functions)
A scattering function is a bounded and continuous function S2 : S(0, pi) → C which is
analytic in the interior of this strip and satisfies, θ ∈ R
S2(θ) = S2(θ)
−1 = S2(θ + ipi) = S2(−θ) . (3.24)
The set of all scattering functions is denoted S.
A special scattering function is Sfree2 (θ) = 1, which belongs to the interaction-free
S-matrix Sfree = id (3.22). A simple example with non-trivial interaction is given by the
Sinh-Gordon model. By comparison with perturbation theory, the scattering function
of this model is expected to be [3]
SShG2 (θ) =
sinh θ − i sin b
sinh θ + i sin b
, (3.25)
where the parameter b is related to the coupling constant g of the Sinh-Gordon La-
grangian by b = pig2(4pi + g2)−1.
Fixing S2 ∈ S, we now recall the construction of an associated triple (M, U,H)S2
consisting of a Hilbert space H, a representation U of the translations on H, and a
“wedge algebra” M⊂ B(H) of the type studied in Section 2. For details, we refer the
reader to [42, 45, 55].
To describe the Hilbert space, we introduce on L2(Rn) an S2-dependent represen-
tation Dn of the group Sn of permutations of n letters. Given ρ ∈ Sn, we put
(Dn(ρ)fn) (θ1, ..., θn) = S
ρ(θ1, ..., θn) · fn(θρ(1), ..., θρ(n)), (3.26)
Sρ(θ1, ..., θn) :=
∏
1≤l<k≤n
ρ(l)>ρ(k)
S2(θρ(l) − θρ(k)) . (3.27)
In particular, the transpositions τj, j = 1, ..., n − 1, are represented as
(Dn(τj)fn)(θ1, ..., θn) = S2(θj+1 − θj) · fn(θ1, ..., θj+1, θj , ..., θn) . (3.28)
Using the properties (3.24) of S2, it has been shown in [45] (see also [46, 42]) that Dn
is a unitary representation of Sn on L
2(Rn), and that the mean over Dn,
Pn :=
1
n!
∑
ρ∈Sn
Dn(ρ) , (3.29)
is the orthogonal projection onto the Dn-invariant functions in L
2(Rn).
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With the help of the “S2-symmetrization” Pn, we define the Hilbert space H of the
model with scattering function S2 as
H0 := C , Hn := PnL2(Rn), n ≥ 1 , H :=
∞⊕
n=0
Hn . (3.30)
The vectors in H are sequences Ψ = (Ψ0,Ψ1, ... ), Ψn ∈ Hn, such that the norm
corresponding to the scalar product 〈Ψ,Φ〉 := Ψ0Φ0 +
∑∞
n=1〈Ψn,Φn〉L2(Rn) is finite.
Due to its invariance under Dn(τj) (3.28), a function Ψn ∈ Hn has the symmetry
property
Ψn(θ1, ..., θj+1, θj, ...θn) = S2(θj − θj+1) ·Ψn(θ1, ..., θj , θj+1, ..., θn) . (3.31)
Note that for S2 = 1, this construction yields precisely the Bose Fock space over H1.
For generic S2 ∈ S, we refer to H as the S2-symmetric Fock space.
As a domain for some unbounded operators on H, we also introduce the dense
subspace of terminating sequences (Ψ0,Ψ1, ...,Ψn, 0, 0, ... ), Ψk ∈ Hk, which will be
denoted D. For example, the particle number operator N , (NΨ)n := n · Ψn, is well
defined on D.
On H, there acts a representation U of the proper Poincare´ group5 P+. The proper
orthochronous Poincare´ transformations (x, λ) ∈ P↑+ consisting of a boost with rapidity
parameter λ ∈ R and a subsequent translation along x ∈ R2 are represented as, Ψ ∈ H,
(
U(x, λ)Ψ
)
n
(θ1, ..., θn) := exp
(
i
n∑
k=1
p(θk) · x
)
·Ψn(θ1 − λ, ..., θn − λ) , (3.32)
and the reflection j(x) := −x as
(U(j)Ψ)n(θ1, ..., θn) := Ψn(θn, ..., θ1) . (3.33)
For the proof that U is an (anti-) unitary representation of P+ on H, see [42]. By
inspection of U , it follows that Ω := (1, 0, 0, ... ) is up to multiples the only U -invariant
vector in H.
The representation of the translations required in the discussion of the previous sec-
tion will be identified with the restriction of U to the translation subgroup, and we will
also employ the shorthand notation U(x) := U(x, 0). Clearly, U satisfies the spectrum
condition and is strongly continuous, i.e. assumption A1) of Section 2 is satisfied.
Having specified the Hilbert space H and the representation U , we now turn to the
construction of the “wedge algebra” M⊂ B(H).
On the S2-symmetric Fock space, there acts an algebra of creation and annihilation
operators z†(ψ), z(ψ), ψ ∈ H1. These are unbounded operators, in general, but always
contain D in their domains. They are defined by, Φ ∈ D,
(z†(ψ)Φ)n :=
√
nPn(ψ ⊗ Φn−1) , z(ψ) := z†(ψ)∗ , ψ ∈ H1 . (3.34)
5Actually, this representation extends to the whole Poincare´ group P , but this fact will not be
needed here.
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Since z(ψ)Ω = 0, z†(ψ)Ω = ψ, we call z and z† annihilation and creation operators,
respectively. The following bounds with respect to the particle number operator N
hold [17]:
‖z(ψ)Φ‖ ≤ ‖ψ‖‖N1/2Φ‖ , ‖z†(ψ)Φ‖ ≤ ‖ψ‖‖(N + 1)1/2Φ‖ , Φ ∈ D . (3.35)
From time to time, we will also work with the distributions z(θ), z†(θ), which are related
to the above operators by the formal integrals z#(ψ) =
∫
dθ ψ(θ)z#(θ), z# = z, z†.
These distributions satisfy the relations of the Zamolodchikov-Faddeev algebra [63, 59],
z(θ1)z(θ2) = S2(θ1 − θ2) z(θ2)z(θ1), (3.36a)
z(θ1)z
†(θ2) = S2(θ2 − θ1) z†(θ2)z(θ1) + δ(θ1 − θ2) · 1 , (3.36b)
where 1 denotes the identity in B(H). For later reference, we mention here that in view
of the definition (3.34), there holds in particular
〈z†(θ1) · · · z†(θn)Ω, Ψ〉 =
√
n! Ψn(θ1, ..., θn) , Ψ ∈ H . (3.37)
Following Schroer [55, 56, 58], the Zamolodchikov operators can be combined to
define a quantum field φ. For Schwartz test functions f ∈ S (R2), we put
φ(f) := z†(f+) + z(f−) , f±(θ) :=
1
2pi
∫
d2x f(x)e±ip(θ)·x . (3.38)
This field has a number of interesting properties [42]. To begin with, it transforms
covariantly under the adjoint action of the proper orthochronous Poincare´ transforma-
tions U(x, λ), and it has the Reeh-Schlieder property. Moreover, φ is a solution of the
Klein-Gordon equation since it creates single particle states from the vacuum. Conve-
nient mathematical properties of φ(f) are its essential self-adjointness for real f , and
the fact that f 7→ φ(f)Ψ, Ψ ∈ D, is a vector valued tempered distribution.
As is familiar from free field theory, φ has well-defined time zero fields ϕ, pi, which
are given by
ϕ(f) = z†(fˆ) + z(fˆ−), fˆ(θ) := f˜(m sinh θ), (3.39a)
pi(f) = i
(
z†(ωfˆ)− z(ωfˆ−)
)
, fˆ−(θ) := fˆ(−θ) . (3.39b)
Here the single particle Hamiltonian ω = m cosh θ acts as a multiplication operator on
its domain in H1.
However, as a consequence of the commutation relations (3.36), φ is not local, in
general. Locality holds if and only if S2 = 1, and in this case φ coincides with the free
scalar field of mass m.
For generic scattering function S2 ∈ S, it was discovered by Schroer [55] that
although φ is not strictly local, it is not completely delocalized either. The localization
properties of φ are most easily understood by introducing a second field operator φ′
[42],
φ′(f) := U(j)φ(f j)U(j) , f j(x) := f(−x) . (3.40)
The two fields φ, φ′ are relatively wedge-local in the following sense: For (real) test
functions f, g with supp f ⊂ WL, supp g ⊂ WR, the selfadjoint closures of φ(f) an
φ′(g) commute, i.e. [eiφ(f), eiφ
′(g)] = 0. Therefore φ(x) can be consistently interpreted
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as being localized in the left wedge WL + x, and φ
′(y) is localized in the right wedge
WR + y.
Switching to the algebraic formulation, we consider the “wedge algebra”
M := {eiφ(f) : f ∈ SR(WL)}′ = {eiφ′(f) : f ∈ SR(WR)}′′ . (3.41)
Here the first equality defines M, and the second is a result of [17].
For f ∈ S (R2) with suppf ⊂WL, the field operator φ(f) satisfies [42]
〈Ψ, [φ(f), A] Φ〉 = 0 , A ∈M, Ψ,Φ ∈ D . (3.42)
Analogously, on can show that for testfunctions h ∈ S (R), supph ⊂ R−,
〈Ψ, [ϕ(h), A] Φ〉 = 0 , 〈Ψ, [pi(h), A] Φ〉 = 0 A ∈M, Ψ,Φ ∈ D . (3.43)
The definition of M completes the data (M, U,H)S2 . The assumptions A2) and A3),
regarding the cyclicity and separating property of Ω for M, and the isotony of this
algebra under translations insideWR, can be deduced from the Reeh-Schlieder property
and the translation covariance of φ and φ′ [42, 45]. We note down these facts as a
theorem.
Theorem 3.2 [42] Let S2 ∈ S. Then the triple (M, U,H)S2 defined through (3.30),
(3.32) and (3.41) satisfies the assumptions A1)-A3) of Section 2.
With A1)-A3) fulfilled, we can apply the construction of Section 2 to define a net
O 7→ A(O) of local observable algebras on R2. As discussed there, the crucial question
in this context is whether also the modular nuclearity condition A4) holds. If it holds,
the existence of observables, the Reeh-Schlieder property, and, as we shall see in Section
6, the anticipated form (3.22) of the S-matrix follow.
If, on the other hand, condition A4) fails, the status of all these important properties
is unclear. It is thus doubtful if the inverse scattering problem has a solution, i.e. if
there exists a local quantum theory with the considered S-matrix, in that case.
It has been shown in [17] and [43] that the modular nuclearity condition is satisfied
for the constant scattering functions S2 = 1 and S2 = −1, respectively. In the following,
we will analyze this condition for the class of models with regular scattering functions,
defined below.
Definition 3.3 (Regular scattering functions)
A scattering function S2 ∈ S is called regular if there exists κ > 0 such that S2 continues
to a bounded analytic function on the strip S(−κ, pi+κ). Denoting κ˜ the maximal value
of κ compatible with this condition, we define κ(S2) := min{pi2 , κ˜} and
‖S2‖ := sup
{|S2(ζ)| : ζ ∈ S(−κ(S2), pi + κ(S2))} <∞ . (3.44)
The family of all regular scattering functions is denoted S0.
The two regularity assumptions made in this definition can be understood as follows.
As a consequence of the relations S2(−θ) = S2(θ)−1 = S2(θ + ipi) (3.24), S2 can be
continued to a meromorphic function on all of C. A pole ζ in the “unphysical sheet”
−pi < Im ζ < 0 is usually interpreted as evidence for an unstable particle with a
finite lifetime [27], and the lifetime of such a resonance becomes arbitrarily long if
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the corresponding pole lies sufficiently close to the real axis. A scattering function
with a sequence of poles in S(−pi, 0) which approach the real axis might therefore have
infinitely many almost stable resonances with “masses” such that the thermodynamical
partition function diverges.
But the modular nuclearity condition is closely related [16] to the thermodynami-
cally motivated energy nuclearity condition of Buchholz and Wichmann [21], and the
latter condition might well be violated for the previously described distribution of res-
onances. We therefore expect the modular nuclearity condition to fail in this situation
(although there might still exist local observables). To exclude such models, we require
all singularities of a regular scattering function S2 to lie a finite distance off the real
axis, i.e. S2 to continue analytically to a strip of the form S(−κ, pi + κ), κ > 0.
The second requirement, postulating S2 to stay bounded also on the enlarged strip,
amounts to a condition on the phase shift of S2 (cf. [40] for a similar assumption).
All scattering functions known from Lagrangian models, like the Sinh-Gordon model,
satisfy the regularity assumptions of Definition 3.3. Particular examples for S2 ∈ S0
are
S2(θ) = ±
N∏
k=1
sinhβk − sinh θ
sinhβk + sinh θ
, 0 < Imβ1, ..., Im βN < pi , (3.45)
where with each βk, also −βk is required to be included in the set {β1, ..., βN}.
In the following, it is our aim to prove the modular nuclearity condition A4) for the
models with scattering functions S2 ∈ S0, i.e. to show that the maps
Ξ(x) :M→H , Ξ(x)A := ∆1/4U(x)AΩ , x ∈WR, (3.46)
are nuclear maps between the Banach spaces (M, ‖ · ‖B(H)) and (H, ‖ · ‖).
This task is facilitated by the fact that in the models at hand, the modular data
J,∆ of (M,Ω) are known to act geometrically “correct”, i.e. as expected from the
Bisognano-Wichmann theorem [8, 9]. More precisely, the modular conjugation coincides
with the TCP operator, J = U(j) (3.33), and the modular unitaries are given by the
boost transformations ∆it = U(0,−2pit) [17]. In particular, ∆1/4U(x) commutes with
the projection Pn onto Hn (3.29), such that the n-particle restrictions Ξn(x) of Ξ(x)
take the form
Ξn(x) :M→Hn , Ξn(x)A := PnΞ(x)A = ∆1/4U(x)(AΩ)n . (3.47)
We now consider a purely spatial translation x = (0, s) =: s, s > 0, and write Ξn(s)
instead of Ξn(s). The notation s = (0, s) will be used throughout the following sections,
and the parameter s > 0 will be referred to as the splitting distance.
As ∆1/4 acts as the boost with imaginary rapidity parameter ipi2 , and since i p(θ −
ipi
2 ) · (0, s) = −ms cosh θ, the maps Ξn(s) are explicitly given by, A ∈M,
(Ξn(s)A)n (θ1, ..., θn) =
n∏
k=1
e−ms cosh θk · (AΩ)n(θ1 − ipi2 , ..., θn − ipi2 ) . (3.48)
The right hand side has to be understood in terms of analytic continuation, and suggests
to study the analytic properties of (AΩ)n for the proof of the nuclearity condition. This
is done in the subsequent Section 4. In Section 5, the nuclearity of the maps (3.48) will
then be established.
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4 Analytic Properties of Wedge-Local Form Factors
In this section, we consider a regular scattering function S2 ∈ S0 and a fixed operator A
in the associated wedge algebra M (3.41). We will study analyticity and boundedness
properties of the n-particle rapidity functions (AΩ)n = PnAΩ. These functions are
precisely the form factors of A (3.37),
(AΩ)n(θ1, ..., θn) =
1√
n!
〈z†(θ1) · · · z†(θn)Ω, AΩ〉 . (4.49)
Our notation will be as follows. Vectors in Rn and Cn are denoted by boldface letters
λ,θ, ζ, and their components by λk, θk, ζk. As multidimensional generalizations of the
strip regions S(a, b) (3.23), we will consider tubes of the form T := Rn + i C ⊂ Cn,
where the base C is an open convex domain in Rn. For functions F : T → C, we
introduce the notation Fλ(θ) := F (θ + iλ), λ ∈ C.
The main result of the present section is Proposition 4.4, stating that (AΩ)n is
the boundary value of a function analytic in some tube in Cn, and that this function
is bounded on Rn + i C, where C ⊂ Rn is a neighborhood of the point (−pi2 , ...,−pi2 )
corresponding to the action of the modular operator in (3.48).
Lemma 4.1 Let A ∈M, n1, n2 ∈ N0, Ψn1 ∈ Hn1, Φn2 ∈ Hn2 . There exists a function
K : S(−pi, 0) → C which is analytic in the interior of this strip and whose boundary
values satisfy, θ ∈ R,
K(θ) = 〈Ψn1, [z(θ), A] Φn2〉, K(θ − ipi) = −〈Ψn1, [z†(θ), A] Φn2〉 , (4.50)
in the sense of distributions. Moreover, with c(n1, n2) :=
√
n1 + 1 +
√
n2 + 1, there
holds the bound(∫
dθ |K(θ − iλ)|2
)1/2
≤ c(n1, n2)‖Ψn1‖‖Φn2‖‖A‖ , 0 ≤ λ ≤ pi. (4.51)
Proof: Consider the distributions K# : S (R)→ C,
K#(fˆ) := 〈Ψn1 , [z#(fˆ), A] Φn2〉 , z# = z, z† . (4.52)
In view of the bounds (3.35), there holds
|K(fˆ)| ≤ ‖z†(fˆ)Ψn1‖‖AΦn2‖+ ‖A∗Ψn1‖‖z(fˆ )Φn2‖ (4.53)
≤ (√n1 + 1 +√n2) ‖Ψn1‖‖Φn2‖‖A‖ · ‖fˆ‖ , (4.54)
|K†(fˆ)| ≤ (√n1 +√n2 + 1) ‖Ψn1‖‖Φn2‖‖A‖ · ‖fˆ‖ . (4.55)
By application of Riesz’ Lemma, it follows that both distributions, K and K†, are given
by integration against functions in L2(R) (denoted by the same symbols) with norms
‖K#‖2 ≤ c(n1, n2)‖Ψn1‖‖Φn2‖‖A‖ . (4.56)
To obtain the analytic continuation of K, we consider the time zero fields ϕ, pi of φ
(3.39), and the corresponding expectation values k± : S (R)→ C,
k−(f) := 〈Ψn1 , [ϕ(f), A] Φn2〉 , k+(f) := 〈Ψn1, [pi(f), A] Φn2〉 . (4.57)
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As a consequence of the localization of φ in the left wedge and A in the right wedge,
k±(f) vanishes for test functions with support on the left half line R− (3.43). Hence the
Fourier transforms of k± are the boundary values of functions p 7→ k˜±(p) analytic in
the lower half plane, which satisfy polynomial bounds at the boundary and at infinity
[52, Thm. IX.16].
Since sinh(·) maps S(−pi, 0) to the lower half plane, the functions
K+(θ) := k˜+(m sinh θ) , K−(θ) := m cosh θ · k˜−(m sinh θ), (4.58)
are analytic in the strip S(−pi, 0). The relation between K± and K# is found by
expressing z# in terms of the time zero fields ϕ, pi of φ (3.39),
z†(fˆ) =
1
2
(ϕ(f)− ipi(ω−1f)) , fˆ(θ) = f˜(m sinh θ) , (4.59)
z(fˆ) =
1
2
(ϕ(f−) + ipi(ω
−1f−)) , f−(x) = f(−x) . (4.60)
For the annihilation operator this yields, f ∈ S (R),∫
dθ K(θ)fˆ(θ) = 〈Ψn1 , [z(fˆ), A]Φn2〉 =
1
2
(k−(f−) + i k+(ω
−1f−))
=
1
2
∫
dp
(
k˜−(p) +
i k˜+(p)√
p2 +m2
)
f˜(p)
=
1
2
∫
dθ
(
K−(θ) + iK+(θ)
)
fˆ(θ) .
Similarly, one obtains for the creation operator∫
dθ K†(θ)fˆ(θ) =
1
2
∫
dθ
(
K−(−θ)− iK+(−θ)
)
fˆ(θ) .
It follows from these equations that the boundary values ofK± exist as square integrable
functions, and we have the identities
K(θ) =
1
2
(
K−(θ) + iK+(θ)
)
, K†(θ) =
1
2
(
K−(−θ)− iK+(−θ)
)
. (4.61)
Hence K is analytic in S(0, pi), too, and since K±(θ − ipi) = ±K±(−θ) holds for θ ∈ R
(4.58), also the claimed relation K(θ − ipi) = −K†(θ) (4.50) follows.
It remains to prove the L2-bound (4.51). Consider the “shifted” functionK(s)(ζ) :=
e−ims sinh ζ ·K(ζ), s > 0,∣∣K(s)−λ(θ)∣∣ = 12 e−ms sinλ cosh θ ∣∣K−(θ − iλ) + iK+(θ − iλ)∣∣ . (4.62)
As θ 7→ K±(θ − iλ) are bounded by polynomials in cosh θ for |θ| → ∞, 0 < λ < pi, we
have K
(s)
−λ ∈ L2(R) for all λ ∈ [0, pi], s > 0. In view of the previous estimates (4.56) on
the L2-norms of the boundary values of K, the three lines theorem can be applied and
we conclude
‖K(s)−λ‖2 ≤ c(n1, n2)‖Ψn1‖‖Φn2‖‖A‖ , 0 ≤ λ ≤ pi . (4.63)
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But as (4.62) is monotonically increasing as s → 0, this uniform bound holds also for
K−λ = K
(0)
−λ, 0 ≤ λ ≤ pi. 
Lemma 4.1 is our basic tool for deriving analytic properties of the functions (AΩ)n.
In the following, we study matrix elements of the form
〈z†(θk+1) · · · z†(θn)Ω, A z†(θk) · · · z†(θ1)Ω〉 ,
with certain contractions between the rapidity variables θk+1, ..., θn in the left and
θ1, ..., θk in the right argument of the scalar product.
Some notation needs to be introduced. Given two integers 0 ≤ k ≤ n, we define a
contraction C to be a set of pairs, C = {(l1, r1), ..., (lN , rN )}, with pairwise different
“left indices” l1, ..., lN ∈ {k + 1, ..., n} and “right indices” r1, ..., rN ∈ {1, ..., k}. The
set of all such contractions is denoted Cn,k. The number N of pairs (lj , rj) in a given
C ∈ Cn,k will be called the length of C, and notated as |C| := N ≤ min{k, n− k}. We
also write lC := {l1, ..., lN} and rC := {r1, ..., rN} for the sets of left and right indices
of the contraction C.
With these notations, a contracted matrix element of A is defined as
〈lC |A |rC〉n,k := 〈z†k+1 · · · ẑ†l1 · · · ẑ
†
l|C|
· · z†nΩ , A z†k · · · ẑ†r1 · · · ẑ†r|C| · ·z†1Ω〉 , (4.64)
where z†a := z†(θa) is considered as an operator-valued distribution in θa and the hats
indicate omission of the corresponding creation operators. Given the particle number
bounds (3.35) and the boundedness of A, we can apply the nuclear theorem to con-
clude that these contracted matrix elements are well-defined tempered distributions on
S (Rn−2|C|).
For square-integrable functions FL ∈ L2(Rn−k−|C|) and FR ∈ L2(Rk−|C|) depending
on {θk+1, ..., θn}\{θl1 , ..., θl|C|} and {θ1, ..., θk}\{θr1 , ..., θr|C|}, respectively, there hold
the bounds (cf. (3.37))
|〈lC |A |rC〉n,k(FL ⊗ FR)| ≤
√
(n− k − |C|)!
√
(k − |C|)! ‖FL‖‖FR‖‖A‖ . (4.65)
Employing the shorthand notations δl,r := δ(θl − θr) and
Sa,b := S2(θa − θb), S(k)a,b :=
{
Sb,a ; a ≤ k < b or b ≤ k < a
Sa,b ; otherwise
, (4.66)
we associate with each contraction C = {(l1, r1), ..., (l|C|, r|C|)} ∈ Cn,k the following
distribution δC and function S
(k)
C :
δC := (−1)|C|
|C|∏
j=1
δlj ,rj , S
(k)
C :=
|C|∏
j=1
lj−1∏
mj=rj+1
S(k)mj ,rj ·
∏
ri<rj
li<lj
S
(k)
rj ,li
. (4.67)
In the following, the main objects of interest are the completely contracted matrix
elements of A, defined as
〈A〉conn,k :=
∑
C∈Cn,k
δC · S(k)C · 〈lC |A |rC〉n,k . (4.68)
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The product δC · S(k)C · 〈lC |A |rC〉n,k is defined in the sense of distributions. Note that
the product of δC and 〈lC |A |rC〉n,k is well-defined because these distributions act on
different variables. Since S2 ∈ S0 can be continued to a bounded analytic function on
a strip containing the real axis (cf. Definition 3.3), the functions S
(k)
C are smooth, and
all their derivatives are bounded on Rn. Hence (4.68) exists as a tempered distribution
on S (Rn).
To discuss the analytic properties of 〈A〉conn,k , it is convenient to represent this dis-
tribution by two alternative formulae, stated below.
Lemma 4.2 Let Cˆn,k ⊂ Cn,k denote the subset of those contractions C ∈ Cn,k which
do not contract k + 1, i.e. fulfill k + 1 /∈ lC . Then
〈A〉conn,k =
∑
C∈Cˆn,k
δCS
(k)
C 〈lC ∪ {k + 1}| [zk+1, A] |rC〉n,k , (4.69)
〈A〉conn,k+1 =
∑
C∈Cˆn,k
δCS
(k+1)
C 〈lC ∪ {k + 1}| [A, z†k+1] |rC〉n,k . (4.70)
The proof of Lemma 4.2 is based on the exchange relations of the Zamolodchikov-
Faddeev algebra (3.36); it can be found in the appendix.
The analyticity and boundedness properties of the contracted matrix elements
〈A〉conn,k are explained in the following lemma.
Lemma 4.3 In a model with scattering function S2 ∈ S0, let A ∈M.
a) 〈A〉conn,k has an analytic continuation in the variable θk+1 to the strip S(−pi, 0),
k ≤ n− 1. Its distributional boundary value at Im θk+1 = −pi is given by
〈A〉conn,k(θ1, ..., θk+1 − ipi, ..., θn) = 〈A〉conn,k+1(θ1, ..., θk+1, ..., θn) . (4.71)
b) There holds the bound, f1, ..., fn ∈ S (R), 0 ≤ λ ≤ pi,∣∣∣∣∣∣
∫
dnθ〈A〉conn,k (θ1, .., θk+1 − iλ, .., θn)
n∏
j=1
fj(θj)
∣∣∣∣∣∣ ≤ 2n√n! ‖A‖
n∏
j=1
‖fj‖2 . (4.72)
Proof: a) Consider the distribution 〈A〉conn,k , expressed as in (4.69). As k + 1 is not
contracted in C ∈ Cˆn,k, the delta distribution δC does not depend on θk+1. The
function S
(k)
C depends on θk+1 only via mj = k + 1 in S
(k)
mj ,rj in (4.67) because li, rj 6=
k + 1. Since S2 is analytic in S(0, pi), the factor S
(k)
k+1,rj
= Srj ,k+1 has an analytic
continuation in θk+1 to the strip S(−pi, 0), with the crossing-symmetric boundary value
S2(θrj−(θk+1−ipi)) = S2(θk+1−θrj ) = S(k+1)2 (θk+1−θrj). All other factors in S(k)C are of
the form S
(k)
a,b , a, b 6= k + 1, and therefore satisfy S(k)a,b = S(k+1)a,b . Thus θk+1 7→ S(k)C (θ),
with θ1, ..., θk, θk+2, ..., θn ∈ R fixed, can be analytically continued to S(−pi, 0), with
boundary value S
(k+1)
C at R− ipi.
According to Lemma 4.1, also 〈lC ∪ {k + 1}| [zk+1, A] |rC〉n,k has an analytic con-
tinuation in θk+1 ∈ S(−pi, 0), and its boundary value at Im θk+1 = −pi is obtained by
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exchanging [zk+1, A] with [A, z
†
k+1]. Hence 〈A〉conn,k has an analytic continuation to the
strip S(−pi, 0), and its boundary value at Im θk+1 = −pi is (in the sense of distributions)
〈A〉conn,k (θ1, .., θk+1 − ipi, .., θn) =
∑
C∈Cˆn,k
δCS
(k+1)
C 〈lC ∪ {k + 1}| [A, z†k+1] |rC〉n,k .
Taking into account the formula (4.70) for 〈A〉conn,k , this shows that the boundary value
of 〈A〉conn,k at Im θk+1 = −pi is 〈A〉conn,k+1.
b) Let C ∈ Cˆn,k and put θr := (θr1, ..., θr|C|). In the product S(k)C (4.67), at least
one of the two variables θa, θb of each factor Sa,b is contracted, i.e. either a ∈ lC ∪rC or
b ∈ lC∪rC . After the multiplication with δC , the variables θlj and θrj are identified. We
can therefore split δCS
(k)
C into a product of three factors, δCS
(k)
C = δCS
L
CS
M
C S
R
C , where
SLC depends on {θk+2, ..., θn}\{θl1 , ..., θl|C|} and θr, and SRC depends on {θ1, ..., θk}.
Only SMC =
∏|C|
j=1 Srj ,k+1 depends on θk+1.
For f1, ..., fn ∈ S (R), let
FLθr := S
L
C ·
(
fk+2 ⊗ ...⊗ f̂l1 ⊗ ...⊗ f̂l|C| ⊗ ...⊗ fn
)
, (4.73)
FRθr := S
R
C ·
(
fk ⊗ ...⊗ f̂r1 ⊗ ...⊗ f̂r|C| ⊗ ...⊗ f1
)
, (4.74)
where the hats indicate omission of the corresponding factors. FL
θr
and FR
θr
are con-
sidered as functions of the n− k− 1− |C| variables {θk+2, ..., θn}\{θl1 , ..., θl|C|} and the
k − |C| variables {θ1, ..., θk}\{θr1 , ..., θr|C|}, respectively, and the dependence of these
functions on θr ∈ R|C| is treated as a parameter. In view of |S2(θ)| = 1, θ ∈ R, the
L2-norms of F
L/R
θr
are
‖FLθr‖ =
n∏
j=k+2
j /∈lC
‖fj‖2 , ‖FRθr‖ =
k∏
j=1
j /∈rC
‖fj‖2 , θr ∈ R|C| . (4.75)
Let
〈A〉conn,k (f ; θk+1) :=
∫
〈A〉conn,k (θ1, ..., θk+1, ..., θn)
n∏
j=1
j 6=k+1
fj(θj) dθj .
After analytic continuation in θk+1, and after carrying out the integration over the
delta distributions in (4.69), we find
〈A〉conn,k (f ; θk+1 − iλ) =
∑
C∈Cˆn,k
(−1)|C|
∫
d|C|θr I
C
θr,λ(θk+1)
|C|∏
j=1
flj (θrj)frj (θrj)
ICθr,λ(θk+1) =
|C|∏
j=1
S2(θrj − θk+1 + iλ) ×
× 〈lC ∪ {k + 1}| [z(θk+1 − iλ), A] |rC〉n,k(FLθr ⊗ FRθr) .
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Putting the bounds |S2(ζ)| ≤ 1, ζ ∈ S(0, pi), (4.51), (4.65) and (4.75) together, we
arrive at, 0 ≤ λ ≤ pi,∣∣∣∣∫
R
dθk+1fk+1(θk+1)I
C
θr,λ(θk+1)
∣∣∣∣ ≤ γCn,k · ∏
j 6=lC∪rC
‖fj‖2 · ‖A‖ , (4.76)
γCn,k :=
(√
n− k − |C|+
√
k − |C|+ 1
)√
(n− k − 1− |C|)!(k − |C|)! ≤ 2
√
n!
|C|! .
The given estimate on γCn,k follows from the inequality a!b! ≤ (a+ b)!. From (4.76) we
conclude∣∣∣∣∫ dθk+1 fk+1(θk+1)〈A〉conn,k (f ; θk+1 − iλ)∣∣∣∣ ≤ 2√n! ∑
C∈Cˆn,k
‖A‖
|C|!
n∏
j=1
‖fj‖2. (4.77)
It remains the combinatorial problem to find a bound on the sum over Cˆn,k. Note that
the number of all contractions C ∈ Cˆn,k with fixed length |C| = N is N !
( k
N
)(n−k−1
N
)
,
since each such contraction is given by two N -element subsets {r1, ..., rN} ⊂ {1, ..., k}
and {l1, ..., lN} ⊂ {k + 2, ..., n}, and a permutation of {1, ..., N} to determine which
element of {l1, ..., lN} is contracted with which element of {r1, ..., rN}. Using |C| ≤
min{k, n − k − 1}, we find
∑
C∈Cˆn,k
1
|C|! =
min{k,n−k−1}∑
N=0
(
k
N
)(
n− k − 1
N
)
≤
k∑
N=0
n−k−1∑
M=0
(
k
N
)(
n− k − 1
M
)
= 2n−1 .
In combination with (4.77), this implies the desired bound (4.72). 
The analyticity and boundedness properties of the contracted matrix elements
〈A〉conn,k imply corresponding properties of the n-particle form factors (AΩ)n. In order
not to overburden our notation, we will denote the analytic continuation of (AΩ)n
by the same symbol. In the following, more specific information on the underlying
regular scattering function is needed. We will exploit the fact that each S2 ∈ S0 can
be continued to the enlarged strip S(−κ(S2), pi+ κ(S2)), and is bounded by ‖S2‖ <∞
on this domain. Also recall that κ(S2) ≤ pi2 by definition.
The regions which are relevant in this context are, κ > 0,
Λn := {λ ∈ Rn : pi > λ1 > λ2 > ... > λn > 0} . (4.78)
Bn(κ) :=
{
λ ∈ Rn : 0 < λ1, ..., λn < pi, λk − λl < κ, 1 ≤ l < k ≤ n
}
, (4.79)
λ0 :=
(
−pi
2
, ...,−pi
2
)
, Cn(κ) :=
(
−κ
2
,
κ
2
)×n
. (4.80)
Note that Cn(κ) + λ0 ⊂ Bn(κ) (cf. figure 2 for the case n = 2). The tubes based on
these sets are denoted
Tn := Rn − iΛn , (4.81)
Tn(κ) := Rn + i
(
λ0 + Cn(κ)
)
. (4.82)
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Figure 2: The two-dimensional bases −Λ2 (triangle on the left), −B2(κ) (pentagon on
the right) and λ0+C2(κ) (square on the right), inscribed in the square [−pi, 0]× [−pi, 0].
Proposition 4.4 (Analyticity and boundedness properties of (AΩ)n)
In a model with regular scattering function, let A ∈M.
a) (AΩ)n is analytic in the tube R
n − iBn(κ(S2)).
b) Let 0 < κ < κ(S2). There holds the bound,
|(AΩ)n(ζ)| ≤
(
8
pi
‖S2‖√
κ(S2)− κ
)n
· ‖A‖ , ζ ∈ Tn(κ) . (4.83)
Proof: a) Let f ∈ S (Rn). As the first statement to be proven, we claim that the
convolution (θ1, ..., θk) 7→ ((AΩ)n ∗ f)(θ1, ..., θn), considered as a function of θ1, ..., θk,
with θk+1, ..., θn ∈ R fixed, is analytic in the tube Rk − iΛk and continuous on its
closure. Our proof is based on induction in k ∈ {1, ..., n}.
For k = 1, note that (AΩ)n = 〈A〉conn,0/
√
n!, since Cn,0 contains only the empty
contraction (4.68). But according to Lemma 4.3 a), 〈A〉conn,0 is the boundary value of a
function analytic in S(−pi, 0) = R1 − iΛ1. Thus the claim for k = 1 follows.
So assume analyticity of (θ1, ..., θk) 7−→ ((AΩ)n ∗ f)(θ1, ..., θn) in Rk − iΛk. In
view of Lemma 4.3 a), the boundary value at Im θ1 = ... = Im θk = −pi is given by
〈A〉conn,k ∗ f/
√
n!, which in turn has an analytic continuation in θk+1 ∈ S(−pi, 0). By
application of the Malgrange Zerner (“flat tube”) theorem (cf., for example, [29]), it
follows that (AΩ)n ∗ f , considered as a function of the first k + 1 variables, has an
analytic continuation to the convex closure of the set
R
k+1 − i( {(λ1, .., λk, 0) : (λ1, .., λk) ∈ Λk} ∪ {(pi, .., pi, λk+1) : pi > λk+1 > 0}) ,
which coincides with Rk+1− iΛk+1. Hence our claim follows. Since f was arbitrary, we
conclude that (AΩ)n is the boundary value in the sense of distributions of a function
(denoted by the same symbol) analytic in Tn = Rn − iΛn (4.78).
Now let Sn denote the group of permutations of n objects and consider the “permuted
form factors”
(AΩ)ρn(θ) := (AΩ)n(θρ(1), ..., θρ(n)) , ρ ∈ Sn ,
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which are analytic in the “permuted tubes” T ρn := Rn − iΛρn ,
Λρn :=
{
λ ∈ Rn : pi > λρ(1) > ... > λρ(n) > 0
}
.
Recall that (AΩ)n ∈ Hn is invariant under the representation Dn of Sn (3.26),
(AΩ)n(θ) = (Dn(ρ)(AΩ)n)(θ) = S
ρ(θ) · (AΩ)ρn(θ) , (4.84)
Sρ(θ) =
∏
1≤l<k≤n
ρ(l)>ρ(k)
S2(θρ(l) − θρ(k)) . (4.85)
As S2 ∈ S0 is analytic in S(−κ(S2), pi+κ(S2)), all the functions Sρ, ρ ∈ Sn, are analytic
in the tube Rn + iB′n(κ(S2)) with base
B′n(κ(S2)) :=
{
λ ∈ Rn : −κ(S2) < λk − λl < pi + κ(S2), 1 ≤ l < k ≤ n
}
.
Hence the right hand side of (4.84) can be analytically continued to the tube based on
B′n(κ(S2)) ∩ (−Λρn). But the left hand side of (4.84) is analytic in Rn − iΛn, and both
sides converge in the sense of distributions to the same boundary values on Rn. So we
may apply Epstein’s generalization of the Edge of the Wedge Theorem [28] to conclude
that (AΩ)n has an analytic continuation to the tube whose base is the convex closure
of ⋃
ρ∈Sn
B′n(κ(S2)) ∩ (−Λρn) .
Since the convex closure of
⋃
ρΛ
ρ
n is the cube (0, pi)×n, it follows that (AΩ)n is analytic
in the tube based on (−pi, 0)×n ∩ B′n(κ(S2)) = −Bn(κ(S2)), and the proof of part a) is
finished.
b) We first derive an estimate on |Sρ(ζ)| (4.85), ζ ∈ Tn(κ(S2)). Clearly, Sρ is bounded
on Tn(κ(S2)), because each factor S2(ζρ(l)−ζρ(k)) is bounded. By the multidimensional
analogue of the three lines theorem [10], the supremum of Sρ over this tube is attained
on a subspace of the form Rn + iλ0 + iξ, where ξ is a vertex of Cn(κ(S2)), i.e.
|Sρ(ζ)| ≤ sup
θ∈Rn
∏
1≤l<k≤n
ρ(l)>ρ(k)
|S2(θρ(l) − θρ(k) + i(ξρ(l) − ξρ(k)))| , ζ ∈ Tn(κ(S2)) .
Since ξ is a vertex of Cn(κ(S2)), there holds ξρ(l) − ξρ(k) ∈ {0, κ(S2),−κ(S2)}. We have
sup
θ∈R
|S2(θ)| = 1 , sup
θ∈R
|S2(θ + iκ(S2))| ≤ 1 , sup
θ∈R
|S2(θ − iκ(S2))| ≤ ‖S2‖ .
As at most (n− 1) of the differences ξρ(l) − ξρ(k) can equal −κ(S2) simultaneously, and
since ‖S2‖ ≥ 1, we conclude
|Sρ(ζ)| ≤ ‖S2‖n−1 ≤ ‖S2‖n , ζ ∈ Tn(κ(S2)) . (4.86)
Now let f1, ..., fn ∈ S (R) and put f := f1 ⊗ ... ⊗ fn. Lemma 4.3 b) implies that
at points θ − iλ ∈ Tn with λ = (pi, ..., pi, λk+1, 0, ..., 0), 0 ≤ λk+1 ≤ pi, there holds the
bound
|((AΩ)n ∗ f)(θ − iλ)| ≤ 2n‖A‖
n∏
j=1
‖fj‖2 . (4.87)
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By a standard argument (cf., for example [44, Lemma A.2]), this bound can be seen to
hold for arbitrary λ ∈ Λn. Moreover, taking into account the S2-symmetry of (AΩ)n
(4.84) and the bound (4.87), we find
|((AΩ)n ∗ f)(ζ)| ≤ (2‖S2‖)n ‖A‖
n∏
j=1
‖fj‖2 , ζ ∈ Tn(κ(S2)) , (4.88)
and this inequality extends to f1, ..., fn ∈ L2(R) by continuity.
To proceed to the desired bound (4.83), we fix arbitrary θ ∈ Rn, λ ∈ λ0 + Cn(κ),
and 0 < κ < κ(S2), put θ − iλ =: ζ ∈ Tn(κ), and consider the disc Dr(ζk) ⊂ C of
radius r := 12(κ(S2) − κ) and center ζk. For this value of the radius, the polydisc
Dr(ζ1)× ...×Dr(ζn) is contained in Tn(κ(S2)). Denoting the characteristic function of
the interval [−r(λ′k), r(λ′k)], with r(λ′k) :=
√
r2 − (λ′k)2, by χλ′k , we can use the mean
value property for analytic functions as follows.
(AΩ)n(ζ) = (pir
2)−n
∫
Dr(ζ1)
dθ′1dλ
′
1 · · ·
∫
Dr(ζn)
dθ′ndλ
′
n (AΩ)n(θ
′ + iλ′)
= (pir2)−n
∫
[−r,r]×n
dnλ′
r(λ′1)∫
−r(λ′1)
dθ′1 · · ·
r(λ′n)∫
−r(λ′n)
dθ′n (AΩ)n(θ + θ
′ − iλ+ iλ′)
= (pir2)−n
∫
[−r,r]×n
dnλ′
(
(AΩ)n ∗ (χλ′1 ⊗ ...⊗ χλ′n)
)
(θ − iλ+ iλ′) .
Since θ − iλ+ iλ′ ∈ Tn(κ(S2)), we can apply the estimate (4.88). Taking into account
‖χλ′k‖2 =
√
2r(λ′k) ≤
√
2r and r = 12(κ(S2)− κ), we get
|(AΩ)n(ζ)| ≤ (pir2)−n · (2r)n(2‖S2‖)n‖A‖ · (2r)n/2 =
(
8
pi
‖S2‖√
κ(S2)− κ
)n
‖A‖.
Since ζ ∈ Tn(κ) was arbitrary, the proof is finished. 
5 Proof of the Nuclearity Condition
With the help of the results of the previous section, we can now proceed to the proof
of the modular nuclearity condition. We begin by recalling the definition of a nuclear
map [38, 51].
Definition 5.1 (Nuclear maps)
Let X and Y be two Banach spaces. A linear map T : X −→ Y is said to be nuclear
if there exists a sequence of vectors {Ψk}k ⊂ Y and a sequence of linear functionals
{ηk}k ⊂ X∗ such that, X ∈ X ,
T (X) =
∞∑
k=1
ηk(X)Ψk ,
∞∑
k=1
‖ηk‖X∗‖Ψk‖Y <∞ . (5.89)
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The nuclear norm of such a mapping is defined as
‖T‖1 := inf
ηk,Ψk
∞∑
k=1
‖ηk‖X∗‖Ψk‖Y , (5.90)
where the infimum is taken over all sequences {Ψk}k ⊂ Y, {ηk}k ⊂ X∗ complying with
the above conditions.
The sets of all bounded respectively nuclear maps between X and Y will be denoted
B(X ,Y) and N (X ,Y), respectively. We will use the following well-known facts about
nuclear maps, mostly without further mentioning.
Lemma 5.2 (Properties of nuclear maps)
Let X ,X1,Y,Y1 be Banach spaces.
a) Let A1 ∈ B(X ,X1), T ∈ N (X1,Y1), A2 ∈ B(Y1,Y). Then A2TA1 ∈ N (X ,Y),
and
‖A2TA1‖1 ≤ ‖A2‖ · ‖T‖1 · ‖A1‖ . (5.91)
b) (N (X ,Y), ‖ · ‖1) is a Banach space.
c) Let H be a separable Hilbert space. Then N (H,H) coincides with the set of trace
class operators on H, and
‖T‖1 = Tr |T | , T ∈ N (H,H) . (5.92)
For a proof of this lemma, see for example [38].
We also have to recall the notion of Hardy spaces on tubes.
Definition 5.3 (Hardy spaces on tube domains)
Let C ⊂ Rn be open. The Hardy space H2(T ) on the tube T = Rn + i C is the space of
all analytic functions F : T → C for which Fλ is an element of L2(Rn) for each λ ∈ C,
and which have finite Hardy norm
|||F ||| := sup
λ∈C
‖Fλ‖2 = sup
λ∈C
(∫
Rn
dnθ |F (θ + iλ)|2
)1/2
<∞ . (5.93)
(H2(T ), ||| · |||) is a Banach space [60].
As in the preceding section, we choose κ in 0 < κ < κ(S2) ≤ pi2 , and consider the
tube
Tn(κ) := λ0 + i Cn(κ) , λ0 := −
(pi
2
, ...,
pi
2
)
, Cn(κ) :=
(
−κ
2
,
κ
2
)×n
.
Having set up our notation, we now turn to the analysis of the properties of the
concrete mappings Ξn(s) (3.48) appearing in the modular nuclearity condition,
Ξn(s) :M−→ Hn ⊂ L2(Rn) , s > 0 ,
(Ξn(s)A)n (θ1, ..., θn) =
n∏
k=1
e−ms cosh θk · (AΩ)n(θ1 − ipi2 , ..., θn − ipi2 ) , (5.94)
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We decompose Ξn(s) as depicted in the following diagram:
M
H2(Tn(κ))
Σn(s, κ)
❄
∆n(s, κ)
✲ L2(Rn)
Ξ
n (s)
✲
The two maps Σn(s, κ) :M→ H2(Tn(κ)) and ∆n(s, κ) : H2(Tn(κ))→ L2(Rn) appear-
ing here are defined as
Σn(s, κ)A := (A(
1
2s)Ω)n , s := (0, s) , (5.95)
(∆n(s, κ)F )(θ) :=
n∏
k=1
e−
ms
2
cosh θk · F (θ + iλ0) . (5.96)
In view of (5.94), the above diagram commutes, i.e. there holds
Ξn(s)A = ∆n(s, κ)Σn(s, κ)A , A ∈M . (5.97)
Σn(s, κ) and ∆n(s, κ) are investigated in the following two Lemmas.
Lemma 5.4 Let S2 ∈ S0 and 0 < κ < κ(S2). The map Σn(s, κ), s > 0, is a bounded
operator between the Banach spaces (M, ‖ · ‖B(H)) and (H2(Tn(κ)), ||| · |||). Its operator
norm satisfies
‖Σn(s, κ)‖ ≤ σ(s, κ)n . (5.98)
For fixed κ, the function s 7→ σ(s, κ) is monotonously decreasing, with the limits
σ(s, κ)→ 0 for s→∞ and σ(s, κ)→∞ for s→ 0.
Proof: Given the translation invariance of Ω and the form of U (3.32), we have
(Σn(s, κ)A)(ζ) = (A(
1
2s)Ω)n(ζ) = un,s(ζ) · (AΩ)n(ζ) ,
un,s(ζ) =
n∏
k=1
e−
ims
2
sinh ζk .
Since un,s is entire, the analyticity of (AΩ)n (Proposition 4.4) carries over to Σn(s, κ)A.
Moreover, it follows from a straightforward calculation that un,s is an element of
H2(Tn(κ)), with Hardy norm
|||un,s||| =
(∫
R
dθ e−ms cos κ cosh θ
)n/2
, (5.99)
and this integral converges since s > 0 and 0 < κ < pi2 .
In view of the uniform bound (4.83) on (AΩ)n(ζ), ζ ∈ Tn(κ), it follows that also
un,s · (AΩ)n lies in the Hardy space H2(Tn(κ)), with norm bounded by
|||Σn(s, κ)A|||
‖A‖ ≤
(
8
pi
‖S2‖√
κ(S2)− κ
·
(∫
R
dθ e−ms cos κ cosh θ
)1/2)n
. (5.100)
The claimed behaviour of ‖Σn(s, κ)‖ with respect to s can be directly read off from
this formula. 
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Lemma 5.5 Let s > 0, κ > 0, and ∆n(s, κ) be defined as in (5.96).
a) ∆n(s, κ) is a nuclear map between the Banach spaces (H
2(Tn(κ)), ||| · |||) and
(L2(Rn), ‖ · ‖2).
b) Let Ts,κ be the integral operator on L
2(R, dθ) with kernel
Ts,κ(θ, θ
′) =
e−
ms
2
cosh θ
ipi (θ′ − θ − iκ2 )
. (5.101)
Ts,κ is of trace class, and there holds the bound
‖∆n(s, κ)‖1 ≤ ‖Ts,κ‖n1 <∞ . (5.102)
Proof: Let F ∈ H2(Tn(κ)), and pick θ ∈ Rn and a polydisc Dn(θ + iλ0) ⊂ Tn(κ) with
center θ+ iλ0. By virtue of Cauchy’s integral formula, we can represent F (θ+ iλ0) as
a contour integral over Dn(θ + iλ0),
F (θ + iλ0) =
1
(2pii)n
∮
Dn(θ+iλ0)
dnζ ′
F (ζ ′)∏n
k=1(ζ
′
k − θk + ipi2 )
. (5.103)
As a consequence of the mean value property, the Hardy space function F is uniformly
bounded on the subtubes Tn(κ′) ⊂ Tn(κ), κ′ < κ (cf. the line of argument at the end
of the proof of Proposition 4.4 b)).
Moreover, F ∈ H2(Tn(κ)) can be continued to the boundary of Tn(κ) as follows:
The map Cn(κ) ∋ λ 7→ Fλ ∈ L2(Rn) extends continuously (in the norm topology of
L2(Rn)) to the closed cube λ0 + [−κ2 , κ2 ]×n [60, Ch. III, Cor. 2.9].
Taking advantage of these two properties of F , we can deform the contour of inte-
gration in (5.103) to the boundary of Tn(κ). After multiplication with the exponential
factor (5.96) we arrive at
(∆n(s, κ)F )(θ) =
1
(2pii)n
∑
ε
∫
Rn
dnθ′
n∏
k=1
εk e
−ms
2
cosh θk
θ′k − θk − iεkκ2
· Fλ0−κ2 ε(θ
′) ,
where the summation runs over ε = (ε1, ..., εn), ε1, ..., εn = ±1. Expressed in terms of
the integral operator Ts,κ, this equation reads
∆n(s, κ)F = 2
−n
∑
ε
ε1 · · · εn(Ts,ε1κ ⊗ ...⊗ Ts,εnκ)Fλ0−κ2 ε . (5.104)
The integral operators Ts,±κ are of trace class on L
2(R), as can be shown by a standard
argument [53, Thm. XI.21]. Hence Ts,ε1κ⊗...⊗Ts,εnκ is a trace class operator on L2(Rn),
for any ε1, ..., εn = ±1. Note that since Ts,κ and Ts,−κ are related by CTs,κC∗ = −Ts,−κ,
(Cf)(θ) := f(−θ), they have the same nuclear norm. Hence ‖Ts,ε1κ ⊗ ... ⊗ Ts,εnκ‖1 =
‖Ts,κ‖n1 .
Moreover, it follows from the L2-convergence of F to its boundary values that the
maps F 7−→ Fλ0−κ2 ε are bounded as operators from H2(Tn(κ)) to L2(Rn) for any ε,
with norm not exceeding one. According to Lemma 5.2, this implies the nuclearity
of ∆n(s, κ) (5.104). Since the sum in (5.104) runs over 2
n terms, we also obtain the
claimed bound ‖∆n(s, κ)‖1 ≤ ‖Ts,κ‖n1 . 
Lemma 5.5 implies our first nuclearity result for the maps Ξ(s) (3.46).
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Theorem 5.6 (Nuclearity for sufficiently large splitting distances)
In each model theory with regular scattering function, there exists a splitting distance
smin <∞ such that Ξ(s) is nuclear for all s > smin.
Hence in these models, for each double cone Oa,b = (WR+a)∩(WL+b) with b−a ∈
WR and −(b−a)2 > s2min, the corresponding observable algebra A(Oa,b) =M(a)∩M(b)′
(2.5) has Ω as a cyclic vector.
Proof: Let κ ∈ (0, κ(S2)). We have Ξn(s) = ∆n(s, κ)Σn(s, κ), and in view of the
previously established results, Ξn(s) is nuclear, with nuclear norm bounded by (5.98,
5.102),
‖Ξn(s)‖1 ≤ ‖Σn(s, κ)‖ · ‖∆n(s, κ)‖1 ≤ (σ(s, κ) · ‖Ts,κ‖1)n . (5.105)
To obtain nuclearity for Ξ(s) =
∑∞
n=0 Ξn(s) (3.47), note that for s → ∞, ‖Ts,κ‖1 and
σ(s, κ) converge monotonously to zero (cf. Lemma 5.4 and (5.101)). So there exists
smin <∞ such that σ(s, κ)‖Ts,κ‖1 < 1 for all s > smin. But for these values of s, there
holds
∞∑
n=0
‖Ξn(s)‖1 ≤
∞∑
n=0
(σ(s, κ) ‖Ts,κ‖1)n <∞ , (5.106)
and the series
∑∞
n=0 Ξn(s) converges in nuclear norm to Ξ(s). Since the set of nuclear
operators between two Banach spaces is closed with respect to convergence in ‖ · ‖1,
the nuclearity of Ξ(s) follows.
The Reeh-Schlieder property for the double cone algebras A(O0,s) is a consequence
of the nuclearity of Ξ(s) (Theorem 2.5).
For a region of the form O0,x, x ∈WR, −x2 > s2min, there exists a rapidity parameter
λ such that (
coshλ sinhλ
sinhλ coshλ
)
x =
(
0
s
)
, s > smin . (5.107)
Since the modular operator of (M,Ω) commutes with the boosts U(0, λ), and U(0, λ)Ω =
Ω, it follows that Ξ(x) and Ξ(s) are related by
Ξ(x) = U(0, λ)Ξ(s)α−1λ , αλ(A) := U(0, λ)AU(0, λ)
−1 . (5.108)
So the invariance ofM under the modular group αλ and the unitarity of U(0, λ) imply
that Ξ(x) is nuclear, too, with ‖Ξ(x)‖1 = ‖Ξ(s)‖1.
The corresponding statement for double cone regions Oa,b with b− a ∈WR, −(b−
a)2 > s2min, follows by translation covariance. 
Theorem 5.6 establishes the Reeh-Schlieder property (and all the other conse-
quences of the modular nuclearity condition discussed in Section 2) for double cones
having a minimal “relativistic size”. This size is measured by the length smin and de-
pends on the scattering function S2 and the mass m. For example, if we consider a
scattering function of the form (3.45) with N = 1 and β1 =
ipi
4 , one can derive the
estimate smin < lC , where lC is the Compton wavelength corresponding to the mass m.
Whereas the occurrence of a minimal localization length in theories describing quan-
tum effects of gravity is expected for physical reasons, we conjecture that the minimal
length smin appearing here is an artifact of our estimates. This conjecture is supported
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by a second theorem, stated below, which improves the previous one under an addi-
tional assumption on the underlying scattering function.
The set S0 of regular scattering functions can be divided into a “Bosonic” and a
“Fermionic” class according to
S±0 := {S2 ∈ S0 : S2(0) = ±1} , S0 = S+0 ∪ S−0 . (5.109)
We emphasize that, independently of the scattering function, all the models under
consideration describe Bosons in the sense that their scattering states are completely
symmetric (see Section 6).
However, as will be shown below, there exist certain distinguished unitaries Y ±
mapping a model with S2 ∈ S±0 onto the Hilbert space H± corresponding to the special
model with the constant scattering function S2 = ±1.
In order to distinguish between the different scattering functions involved, we adopt
the convention that the usual notations z, z†,Dn, Pn,Hn,H refer to the generic S2 ∈ S0
under consideration. All objects corresponding to the constant scattering functions
S2 = ±1 are tagged with an index “±”, i.e. we write z±, z†±,D±n , P±n ,H±n ,H±.
In preparation for the construction of the unitaries Y ± : H → H±, note that each
S2 ∈ S0 is analytic and nonvanishing in the strip S(−κ(S2), κ(S2)), since zeros and
poles are related by S2(−ζ) = S2(ζ)−1 (cf. (3.24) and Definition 3.3). So there exists
an analytic function δ : S(−κ(S2), κ(S2))→ C (the phase shift) such that
S2(ζ) = S2(0) e
2iδ(ζ), ζ ∈ S(−κ(S2), κ(S2)) . (5.110)
Since S2 has modulus one on the real line, δ takes real values on R, and we fix it
uniquely by the choice δ(0) = 0. Note that in view of S2(−θ) = S2(θ), θ ∈ R, δ is odd.
Lemma 5.7 Let S2 ∈ S±0 and δ : S(−κ(S2), κ(S2)) −→ C be defined as above. Con-
sider the functions
Y ±0 = 1, Y
±
1 (ζ) = 1 , Y
±
n (ζ) :=
∏
1≤k<l≤n
(
±eiδ(ζk−ζl)
)
, n ≥ 2, (5.111)
and the corresponding multiplication operators (denoted by the same symbol Y ±n ).
a) Viewed as an operator on H2(Tn(κ(S2))), Y ±n is a bounded map with operator
norm ‖Y ±n ‖ ≤ ‖S2‖n/2.
b) Viewed as an operator on L2(Rn), Y ±n is a unitary intertwining the representa-
tions Dn and D
±
n of Sn, and hence mapping the S2-symmetric subspace Hn ⊂
L2(Rn) onto the totally (anti-) symmetric subspace H±n ⊂ L2(Rn).
Proof: a) Since δ is analytic in S(−κ(S2), κ(S2)), so is the function Y ±n in the product
domain S(−12κ(S2), 12κ(S2))×n. Depending only on differences ζk − ζl of rapidities, Y ±n
is also analytic in the tube Tn(κ(S2)) = S(−12κ(S2), 12κ(S2))×n+ iλ0. In view of (4.86),
it follows that ∣∣Y ±n (ζ)∣∣ ≤ ‖S2‖n/2 , ζ ∈ Tn(κ(S2)) . (5.112)
28
Hence Y ±n maps H
2(Tn(κ(S2))) into itself, and the bound |||Y ±n F ||| ≤ ‖S2‖
n
2 |||F |||, F ∈
H2(Tn(κ(S2))), proves a).
b) Considered as a multiplication operator on L2(Rn), Y ±n multiplies with a phase
and is hence unitary. Let τj ∈ Sn denote the transposition exchanging j and j + 1,
j ∈ {1, ..., n}, and pick arbitrary fn ∈ L2(Rn), θ ∈ Rn.
(D±n (τj)Y
±
n fn)(θ) = e
iδ(θj+1−θj)
∏
1≤k<l≤n
(k,l) 6=(j,j+1)
(
±eiδ(θk−θl)
)
fn(θ1, .., θj+1, θj, .., θn)
=
∏
1≤k<l≤n
(
±eiδ(θk−θl)
)
· S2(θj+1 − θj)fn(θ1, .., θj+1, θj, .., θn)
= (Y ±n Dn(τj)fn)(θ)
As the transpositions τj generate Sn, this calculation shows that Y
±
n intertwines D
±
n
and Dn. In particular, Y
±
n restricts to a unitary mapping Hn onto H±n . 
The operator
Y ± :=
∞⊕
n=0
Y ±n : H −→ H± (5.113)
will be used to improve the estimate on ‖Ξn(s)‖1 underlying Theorem 5.6. In a model
theory with scattering function S2 ∈ S±0 , we consider the maps
Ξ±n (s) := Y
±
n Ξn(s) : M−→ H±n , Ξ±(s) := Y ±Ξ(s) .
Since Y ± : H → H± is unitary, Ξ(s) is nuclear if and only if Ξ±(s) is, and in this case
‖Ξ(s)‖1 = ‖Ξ±(s)‖1. Moreover, as Y ±n acts by multiplication with a function depending
only on differences of rapidities, this operator commutes with the translation U(s) and
the modular operator ∆, i.e.
Ξ±n (s)A = ∆
1/4U(12s)Y
±
n (A(
1
2s)Ω)n =:
(
∆±n (s, κ) Y
±
n Σn(s, κ)
)
A .
Here Σn(s, κ) is defined as in (5.95) and ∆
±
n (s, κ) acts as ∆n(s, κ) (5.96), but is now
considered as a map from the subspace H2±(Tn(κ)) ⊂ H2(Tn(κ)), consisting of the
totally (anti-) symmetric functions in H2(Tn(κ)), to H±n .
Lemma 5.4 and Lemma 5.7 a) imply that Y ±n Σn(s, κ) is a bounded linear map from
M to H2±(Tn(κ)), κ ∈ (0, κ(S2)), with norm
‖Y ±n Σn(s, κ)‖ ≤
(
‖S2‖1/2 · σ(s, κ)
)n
. (5.114)
In the case S2 ∈ S−0 , the Pauli principle effectively reduces the size of the image
of ∆−n (s, κ), which results in an improved estimate on ‖Ξ(s)‖1, implying the following
theorem. In the case S2(0) = +1, the Pauli principle does not apply and the subsequent
argument cannot be used to obtain nuclearity for arbitrarily small splitting distances.
It should be mentioned, however, that the scattering functions of all models known
from Lagrangian formulations belong to the class S−0 [4].
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Theorem 5.8 (Proof of the modular nuclearity condition)
In a model theory with scattering function S2 ∈ S−0 (5.109), the maps Ξ(s) are nuclear
for every splitting distance s > 0.
In particular, in these models there exist observables localized in arbitrarily small
open regions O ⊂ R2, and the Reeh-Schlieder property holds without restriction.
Proof: Proceeding along the same lines as in the proof of Lemma 5.5, we infer that
∆−n (s, κ) is nuclear and can be represented as in (5.104). With the notations used there,
ε = (ε1, ..., εn), εk = ±1, there holds for F− ∈ H2−(Tn(κ))
∆−n (s, κ)F
− = 2−n
∑
ε
ε1 · · · εn(Ts,ε1κ ⊗ ...⊗ Ts,εnκ)F−λ0−κ2 ε . (5.115)
Choosing an orthonormal basis {ψk}k of L2(R), the vectors
Ψ−
k
:= z†−(ψk1) · · · z†−(ψkn)Ω =
√
n!P−n (ψk1 ⊗ ...⊗ ψkn)
=
1√
n!
∑
ρ∈Sn
sign(ρ)ψρ(k1) ⊗ ...⊗ ψρ(kn) (5.116)
form an orthonormal basis of H−n if k = (k1, ..., kn) varies over k1 < k2 < ... < kn,
k1, ..., kn ∈ N, as a consequence of the Pauli principle.
Expanding the right hand side of (5.115) in this basis, we find
∆−n (s, κ)F
− = 2−n
∑
ε
ε1 · · · εn
∑
k1<...<kn
〈Ψ−
k
, (Ts,ε1κ ⊗ ..⊗ Ts,εnκ)F−λ0−κ2 ε〉Ψ
−
k
=
2−n√
n!
∑
ε
ε1 · · · εn
∑
ρ∈Sn
sign(ρ)×
×
∑
k1<...<kn
〈T ∗s,ε1κψρ(k1) ⊗ ..⊗ T ∗s,εnκψρ(kn), F−λ0−κ2 ε〉Ψ
−
k
.
This is an example of a nuclear decomposition (5.89) of ∆−n (s, κ), with the functionals
ηk from Definition 5.1 being given by
ηψ
ε,ρ,k(F
−) :=
ε1 · · · εn sign(ρ)
2n
√
n!
〈T ∗s,ε1κψρ(k1) ⊗ ...⊗ T ∗s,εnκψρ(kn), F−λ0−κ2 ε〉 . (5.117)
To obtain a good bound on ‖ηψ
ε,ρ,k‖, we have to choose the basis {ψk}k in an appropriate
way. Consider the positive operator Tˆs,κ := (|T ∗s,κ|2 + |T ∗s,−κ|2)1/2, which is of trace
class on L2(R) and satisfies ‖Tˆs,κ‖1 ≤ 2 ‖Ts,κ‖1 [41]. We choose {ψk}k as normalized
eigenvectors of Tˆs,κ, with eigenvalues tk ≥ 0.
Noting ‖T ∗s,±κψkj‖ ≤ ‖Tˆs,±κψkj‖ = tkj and ‖F−λ0−κ2 ε‖ ≤ |||F
−|||, we can estimate
(5.117) according to ‖ηψ
ε,ρ,k(F
−)‖ ≤ tk1 · · · tkn/(2n
√
n!) · |||F−|||. Since ‖Ψ−
k
‖ = 1 and∑
ε,ρ 1 = 2
n · n!, this yields
‖∆−n (s, κ)‖1 ≤
√
n!
∑
k1<...<kn
tk1 · · · tkn ≤
1√
n!
∞∑
k1,...,kn=1
tk1 · · · tkn =
‖Ts,κ‖n1√
n!
.
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In view of the bound (5.114) on Y −n Σn(s, κ), we arrive at the following estimate for the
nuclear norm of Ξ−(s) =
∑∞
n=0∆
−
n (s, κ)Y
−
n Σn(s, κ),
‖Ξ−(s)‖1 ≤
∞∑
n=0
(
σ(s, κ) ‖S2‖1/2 ‖Ts,κ‖1
)n
√
n!
<∞ . (5.118)
This series converges for arbitrary values of σ(s, κ)‖S2‖1/2 ‖Ts,κ‖1, i.e. for arbitrary
splitting distances s > 0. 
6 Collision States and Reconstruction of the S-Matrix
The theorems of the preceding section establish the existence of a class of quantum field
theories. In this section, we investigate the collision states of these models and prove
that they provide the solution of the inverse scattering problem for the considered class
of S-matrices. More precisely, we will show that the function S2, which entered as a
parameter into the construction, is related to the S-matrix of the model as in (3.22)
(Theorem 6.3). Moreover, we will find explicit formulae for n-particle scattering states
and give a proof of asymptotic completeness (Proposition 6.2).
To compute n-particle collision states, it is sufficient to restrict to the family S0 of
regular scattering functions (Definition 3.3), as Theorem 5.6 ensures that in this case
there exist compactly localized observables satisfying the Reeh-Schlieder property, at
least in double cones above some minimal size. Since any number of double cones of
any size can be spacelike separated by translation, it is possible to apply the usual
methods of collision theory in this class of theories – localization with arbitrarily high
precision is not needed.
The method to be used for the calculation of the S-matrix is Haag-Ruelle scattering
theory [2, Ch. 5] in the same form as in [14], where scattering properties of polarization-
free generators have been analyzed. As usual in this approach, we consider quasilocal
operators of the form, A ∈ A(O),
A(ft) =
∫
d2x ft(x)A(x) , A(x) = U(x)AU(x)
−1 , (6.119)
The functions ft, t ∈ R, are defined in terms of momentum space wavefunctions f˜ by
ft(x) :=
1
2pi
∫
d2p f˜(p0, p1) e
i(p0−ωp)t e−ip·x , ωp :=
(
m2 + p21
)1/2
. (6.120)
Here f˜ is taken to be a Schwartz test function, such that the integral (6.119) converges
in operator norm.
For the construction of collision states, the asymptotic properties as t → ±∞ of
these functions are important. We introduce the velocity support of f as
V(f) := {(1, p1 · ω−1p ) : (p0, p1) ∈ supp f˜ } , ωp := (p21 +m2)1/2 . (6.121)
Recall that the support of ft is essentially contained in tV(f) for asymptotic times t
[35]. More precisely, let χ be a smooth function which is equal to 1 on V(f) and vanishes
in the complement of a slightly larger region. Then the asymptotically dominant part
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of ft is fˆt(x) := χ(x/t)ft(x), and for any N ∈ N, the difference |t|N (ft − fˆt) converges
to zero in the topology of S (R2) as t→ ±∞ ([35], see also [53, Cor. to Thm. XI.14]).
We also adopt the notation from [14] to write f ≺ g if V(g) − V(f) ⊂ {0} × (0,∞).
This notation will be used for single particle wavefunctions as well: Given smooth,
compactly supported θ 7→ ψ1(θ), θ 7→ ψ2(θ), we write ψ1 ≺ ψ2 if suppψ2 − suppψ1 ⊂
(0,∞). It is straightforward to show that in this situation, there exist testfunctions
f1, f2 ∈ S (R2) such that f+1 = ψ1, f+2 = ψ2, and f1 ≺ f2 in the previously defined
sense.
If the support of f˜ is concentrated around a point (ωp, p1) on the upper mass shell
and does not intersect the energy momentum spectrum elsewhere, A(ft)Ω ∈ H1 is a
single particle state which does not depend on the time parameter t. Furthermore,
there exist the following (strong) limits
lim
t→±∞
A(ft)Ψ = A(f) out
in
Ψ , lim
t→±∞
A(ft)
∗Ψ = A(f)∗out
in
Ψ , (6.122)
to the asymptotic creation and annihilation operators A(f)out/in and A(f)
∗
out/in, re-
spectively.
These limits are known to hold for all scattering states Ψ of compact energy mo-
mentum support, in particular, for all single particle states of the form φ(f)Ω = f+,
where f+ has compact support [14].
The creation and annihilation operators A(f)ex
(∗), ex = in/out, are related to the
Zamolodchikov operators z†+, z+ with the constant scattering function S2 = 1, acting
on the totally symmetric Bose Fock H+ space over H. This relation is implemented by
the Møller operators Vex : H+ →H,
A(f)ex = Vex z
†
+
(
A(f)Ω
)
Vex
∗, A(f)ex
∗ = Vex z+
(
A(f)Ω
)
Vex
∗ . (6.123)
Having recalled these basic facts of scattering theory, we now fix a regular scattering
function and compute n-particle collision states in the corresponding model theory.
Using the standard notation for scattering states, we find the following Lemma.
Lemma 6.1 (Calculation of n-particle collision states)
Consider testfunctions f˜1, ..., f˜n ∈ S (R2) having pairwise disjoint compact supports
concentrated around points on the upper mass shell such that f1 ≺ ... ≺ fn. Then
(f+1 × ...× f+n )out = φ(f1) · · · φ(fn)Ω =
√
n!Pn(f
+
1 ⊗ ...⊗ f+n ) , (6.124)
(f+1 × ...× f+n )in = φ(fn) · · ·φ(f1)Ω =
√
n!Pn(f
+
n ⊗ ...⊗ f+1 ) . (6.125)
Proof: Since the supports of the f˜k do not intersect the lower mass shell, the annihilation
parts of the fields φ(fk) vanish, φ(fk) = z
†(f+k ). So the second identity in (6.124) and
(6.125) follows from (3.34).
The proof of the first identity in (6.124) and (6.125) is based on induction in the
particle number n. For n = 1, we have
φ(f1)Ω = f
+
1 = (f
+
1 )out = (f
+
1 )in , (6.126)
since f+1 is a single particle state. For the step from n to (n + 1) particles, consider
operators A1, ..., An ∈ A(O) localized in a double cone O large enough for Ω to be
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cyclic for A(O). We want to establish commutation relations between φ(f) and the
creation operators Ak(gk)out, where f ≺ g1 ≺ ... ≺ gn and the test functions f, g1, ..., gn
have the same support properties as the f1, ..., fn. As the support of f˜ intersects the
energy momentum spectrum only in the upper mass shell, it readily follows from the
definitions (3.38) of f± and (6.120) of ft, that f
+
t = f
+, f−t = 0, t ∈ R. Since fˆt − ft
converges to zero in S (R2) for t→∞, and since f 7→ φ(f)Ψ, Ψ ∈ D, is a vector valued
tempered distribution, this implies
φ(f)Ψ = φ(ft)Ψ = lim
t→∞
φ(fˆt)Ψ , Ψ ∈ D . (6.127)
Since ‖A(gˆk,t) − A(gk,t)‖ ≤ ‖A‖‖gˆk,t − gk,t‖1 → 0 for t → ∞, we can use the strong
convergence Ak(gk,t)→ Ak(gk)out and the hermiticity of φ to obtain, Ψ ∈ D,
〈φ(f)∗Ψ, (A1(g1)Ω× ..×An(gn)Ω)out〉 = lim
t→∞
〈φ(fˆt)∗Ψ, A1(gˆ1,t) · · ·An(gˆn,t)Ω〉.
For large t, the functions fˆt and gˆk,t have supports in small neighborhoods of tV(f)
and tV(gk), respectively. Hence φ(fˆt)∗ is localized in a wedge W (t)L slightly larger than
WL + tV(f), and Ak(gˆk,t) is localized in a neighborhood of O + tV(gk). For large
enough t > 0, these regions are spacelike separated since f ≺ gk. As φ(fˆt)∗ is affiliated
with A(W (t)L ), it follows that this operator commutes with Ak(gˆk,t), k = 1, ..., n. Thus
〈φ(f)∗Ψ, (A1(g1)Ω× ...×An(gn)Ω)out〉 = lim
t→∞
〈Ψ , A1(gˆ1,t) · · ·An(gˆn,t)φ(fˆt)Ω〉
= lim
t→∞
〈Ψ , A1(gˆ1,t) · · ·An(gˆn,t) fˆ+t 〉 .
A straightforward estimate yields ‖A1(gˆ1,t) · · ·An(gˆn,t)‖ ≤ c t2n with a constant c > 0.
But since t2n(fˆt − ft) converges to zero in the topology of S (R2), it follows that also
t2n‖fˆ+t − f+‖2 → 0. So we may replace fˆ+t in the above equation by f+, and use the
strong convergence Ak(gˆk,t)→ Ak(gk)out on this single particle state to conclude
〈φ(f)∗Ψ, (A1(g1)Ω× ...×An(gn)Ω)out〉 = 〈Ψ, A1(g1)out · · ·An(gn)outf+〉
= 〈Ψ, (A1(g1)Ω× ...×An(gn)Ω× f+)out〉
= 〈Ψ, (f+ ×A1(g1)Ω× ...×An(gn)Ω)out〉 ,
where in the last step we used the Bose symmetry of the scattering states.
In view of the Reeh-Schlieder property ofA(O), we can approximate the single parti-
cle state f+k by Ak(gk)Ω. Given any ε > 0, there exist local operators A1, ..., An ∈ A(O)
and functions g1, ..., gn, with gk having support in an arbitrarily small neighborhood of
the support of fk, such that ‖f+k − Ak(gk)Ω‖ < ε. As the left and right hand side of
the above equation are continuous in the Ak(gk)Ω, this implies
〈φ(f)∗Ψ, (f+1 × ...× f+n )out〉 = 〈Ψ , (f+ × f+1 × ...× f+n )out〉 . (6.128)
Since Ψ ∈ D was arbitrary and D ⊂ H is dense, we can use the induction hypothesis
and obtain
φ(f)φ(f1) · · · φ(fn)Ω = φ(f)(f+1 × ...× f+n )out = (f+ × f+1 × ...× f+n )out ,
proving (6.124).
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For incoming n-particle states, the order of the velocity supports of f1, ..., fn has
to be reversed, since WL + tV(f1) is spacelike separated from O + tV(fk) for t→ −∞
if f ≻ fk. Apart from this modification, the same argument can be used to derive
formula (6.125). 
Given smooth, compactly supported single particle functions ψ1, ..., ψn ∈ H1 with
supports ordered according to ψ1 ≺ ... ≺ ψn, there exist testfunctions f1, ..., fn ∈ S (R2)
such that f+k = ψk, f
−
k = 0, k = 1, ..., n, and f1 ≺ .. ≺ fn. Hence for these ψk,
(ψ1 × ...× ψn)out =
√
n!Pn(ψ1 ⊗ ...⊗ ψn) , ψ1 ≺ ... ≺ ψn , (6.129)
(ψ1 × ...× ψn)in =
√
n!Pn(ψn ⊗ ...⊗ ψ1) , ψ1 ≺ ... ≺ ψn . (6.130)
In terms of improper n-particle states with sharp rapidities, we have thus shown that
z†(θ1) · · · z†(θn)Ω = | θ1, ..., θn〉out , θ1 < ... < θn , (6.131a)
z†(θ1) · · · z†(θn)Ω = | θ1, ..., θn〉in , θ1 > ... > θn , (6.131b)
are asymptotic collision states in the sense of the Haag-Ruelle scattering theory.
The identification of incoming and outgoing n-particle states with n-fold products
of such creation operators acting on the vacuum, arranged in order of decreasing, re-
spectively increasing, rapidities, is one of the basic assumptions in the framework of the
form factor program. In fact, it has motivated the very definition of the Zamolodchikov-
Faddeev algebra [63]. It is therefore gratifying that with the help of the approach
presented here, the heuristic picture underlying the relations of this algebra can be
rigorously justified.
The outgoing and incoming scattering states (6.129, 6.130) form total sets in the
Hilbert space H. To prove this, note that the functions θ 7→ ∏nk=1 ψk(θk) form
a total set in the space L2(En) of all square integrable functions on the simplex
En := {(θ1, ..., θn) ∈ Rn : θ1 ≤ ... ≤ θn} when the ψk are varied within the limi-
tations specified above. But the S2-symmetrization Pn is a linear and continuous map
from L2(En) to Hn, with dense range. Hence the totality of the constructed outgoing
n-particle collision states in Hn follows.
Analogously, one can show that also the incoming n-particle states form a total set
in Hn. Taking linear combinations of states of different particle number, it also follows
that the spaces Hout and Hin spanned by all outgoing and incoming scattering states
are dense in H. So we arrive at the following proposition.
Proposition 6.2 (Asymptotic completeness)
All model theories with regular scattering functions are asymptotically complete.
This result seems to be the first proof of asymptotic completeness in an interacting
relativistic quantum field theory [19].
We finish this section by computing the Møller operators Vin, Vout and the S-matrix
S. The asymptotic states span the Bosonic Fock space H+ = ⊕∞n=0H+n over H1 =
L2(R). Denoting the orthogonal projection onto H+n by P+n , we infer from the form
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(6.129,6.130) of the collision states that the Møller operators are given by
VoutP
+
n (ψ1 ⊗ ...⊗ ψn) = Pn(ψ1 ⊗ ...⊗ ψn) , ψ1 ≺ ... ≺ ψn , (6.132)
VinP
+
n (ψn ⊗ ...⊗ ψ1) = Pn(ψn ⊗ ...⊗ ψ1) , ψ1 ≺ ... ≺ ψn . (6.133)
In view of the ordering of the supports of the ψk, these equations determine two well-
defined linear operators Vin/out with dense domains and ranges, and since
‖P+n (ψ1 ⊗ ...⊗ ψn)‖ = n!−1/2‖ψ1‖ · · · ‖ψn‖ = ‖Pn(ψ1 ⊗ ...⊗ ψn)‖ , (6.134)
Vin and Vout continue to unitaries mapping H+ onto H. The S-matrix is the product
of the Møller operators,
S := Vout
∗Vin : H+ →H+ . (6.135)
Theorem 6.3 (Calculation of the S-matrix)
The model with scattering function S2 ∈ S0 solves the inverse scattering problem for
the corresponding S-matrix, i.e. its scattering operator (6.135) is, Ψ+ ∈ H+,
(SΨ+)n(θ1, ..., θn) =
∏
1≤l<k≤n
S2(|θl − θk|) ·Ψ+n (θ1, ..., θn) . (6.136)
Proof: Recall that the S2-symmetrization operator Pn has the form (3.26)
(PnΨn)(θ1, ..., θn) =
1
n!
∑
ρ∈Sn
Sρn(θ1, ..., θn) ·Ψn(θρ(1), ..., θρ(n)) , (6.137)
Sρn(θ1, ..., θn) =
∏
1≤l<k≤n
ρ(l)>ρ(k)
S2(θρ(l) − θρ(k)) . (6.138)
Consider ψ1, ..., ψn ∈ C∞0 (R), ψ1 ≺ ... ≺ ψn and a point θ ∈ Rn such that θpi(1) < ... <
θpi(n) for some permutation pi ∈ Sn. In this situation, there holds
(Pn(ψ1 ⊗ ...⊗ ψn))(θ) = 1
n!
Spin(θ) · ψ1(θpi(1)) · · ·ψn(θpi(n)) , (6.139)
and Vout (6.132) is seen to act on n-particle states by multiplication with the function
θ 7→ {Spin(θ) : θpi(1) ≤ ... ≤ θpi(n)}. Similarly, Vin (6.133) acts by multiplication with
θ 7→ {Spiιn (θ) : θpi(1) ≤ ... ≤ θpi(n)}, where ι ∈ Sn is the total inversion permutation,
ι(k) := n−k+1. This implies that the n-particle S-matrix is the multiplication operator
(SΨ+)n(θ) = Sˆn(θ) ·Ψ+n (θ) , Ψ+ ∈ H+ , (6.140)
Sˆn(θ) := {Spin(θ)−1Spiιn (θ) : θpi(1) ≤ ... ≤ θpi(n)} . (6.141)
Since Dn (3.26) is a representation of Sn, there holds
Spiιn (θ1, ..., θn) = S
pi
n(θ1, ..., θn)S
ι
n(θpi(1), ..., θpi(n)) , θ1, ..., θn ∈ R . (6.142)
Hence, for θpi(1) < ... < θpi(n),
Sˆn(θ1, ..., θn) = S
ι
n(θpi(1), ..., θpi(n)) =
∏
1≤l<k≤n
S2(θpiι(l) − θpiι(k)) (6.143)
=
∏
1≤l<k≤n
S2(|θιpi(l) − θιpi(k)|) =
∏
1≤l<k≤n
S2(|θl − θk|) . (6.144)
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As all reference to the permutation pi has been eliminated, this formula is valid for
arbitrary θ1, ..., θn ∈ R, and finishes the proof of the claimed expression (6.136) for the
S-matrix. 
7 Conclusions
In the present article, the construction of a large class of quantum field theories with
factorizing S-matrices has been completed. The starting point of this construction
is a pair of wedge-local quantum fields associated with a given S-matrix S, and the
observation that the structure of the local observables corresponding to S are fixed by
commutation relations with these fields. By employing operator-algebraic techniques,
basic problems such as the existence of models with a prescribed S-matrix were solved
without having to specify explicit formulae for local interacting quantum fields.
It is interesting to notice that, at least in the class of models considered here, the
rather abstract modular nuclearity condition needed to prove the existence of local
observables amounts to very explicit conditions of analyticity and boundedness prop-
erties of matrix elements of observables localized in wedges. So these form factors play
an important role also in the construction presented here, although in a manner quite
different from their use in the form factor program.
For a complete understanding of these models, both, the algebraic approach pre-
sented here and the form factor program, are relevant. Structural properties like asymp-
totic completeness (which enters into the form factor program as an assumption) can
be more conveniently analyzed in the algebraic framework. Furthermore, it is possible
to discuss large classes of models at the same time in this approach. In comparison,
the form factor program is better suited for deriving approximate formulae for local
quantities such as n-point Wightman functions. Although the convergence of the form
factor expansion is not under control yet, one might speculate that this situation can
be improved in view of the now established existence theorem, just as the heuristic mo-
tivation of the relations of the Zamolodchikov-Faddeev algebra were rigorously justified
in Haag-Ruelle scattering theory.
In addition to properties of the scattering states, also something about the thermo-
dynamics of models with a factorizing S-matrix can be learned from our analysis. By
a slight generalization of our arguments, and following the reasoning in [16], it can be
shown that the maps Θβ(s) : A(Os) → H, Θβ(s)A := e−βHAΩ, where H denotes the
Hamiltonian and Os = WR ∩ (WL + (0, s)), s > 0, are nuclear if Ξ(s) is. An estimate
on the nuclear norms ‖Θβ(s)‖1 can be calculated. As the quantity ‖Θβ(s)‖1 is to be
interpreted as the partition function of the restriction of the considered theory to the
“relativistic box” Os at inverse temperature β [21], such estimates provide information
about gross thermodynamical properties of the system.
In the present paper, we restricted ourselves to models describing a single species of
neutral, scalar particles. There also exist many integrable quantum field theories with
richer particle spectra, containing bound states and solitons. The generalization of the
construction procedure presented here to this larger class of models is currently under
investigation6. Before a generalization to models with bound states can be realized,
6H. Grosse and G. Lechner, work in progress.
36
one probably needs to develop an operator-algebraic understanding of the singularity
structure of the corresponding S-matrices [1, 6], just as the crossing symmetry of fac-
torizing S-matrices is now known to be linked to the wedge-locality of its associated
polarization-free generators [57].
Besides these more specific aspects of models with factorizing S-matrices, we note
in conclusion that the general idea of constructing interacting model theories by first
considering nets of wedge algebras and then analyzing their relative commutants is
applicable to higher-dimensional spacetimes as well. However, the modular nuclearity
condition cannot be satisfied if the spacetime dimension is larger than two. Finding
an adequate condition, applicable in physical spacetime and ensuring the non-triviality
of intersections of wedge algebras, might therefore lead to considerable progress in the
construction of interacting quantum field theories.
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A Proof of Lemma 4.2
In this appendix, we prove the two formulae (4.69) and (4.70) for the completely con-
tracted matrix elements 〈A〉conn,k (4.68).
Recall that a contraction C ∈ Cn,k is a set of pairs,
C = {(l1, r1), ..., (l|C|, r|C|)} , (A.145)
with |C| ≤ min{k, n − k}. The “right indices” satisfy r1, ..., r|C| ∈ {1, ..., k}, and the
“left indices” l1, ..., l|C| ∈ {k + 1, ..., n}. As before, we write lC and rC for the sets
{l1, ..., l|C|} and {r1, ..., r|C|}, respectively.
We will need to distinguish between those contractions C ∈ Cn,k which do not
contract k + 1, i.e. fulfill k + 1 /∈ lC , and those contractions which have k + 1 ∈ lC as
a left index. The former set will be denoted Cˆn,k, and the latter Cˇn,k. The set of all
contractions is the disjoint union Cn,k = Cˆn,k ⊔ Cˇn,k.
Also recall the shorthand notations δl,r := δ(θl − θr), Sa,b := S2(θa − θb) and the
definitions of δC and S
(k)
C ,
δC := (−1)|C|
|C|∏
j=1
δlj ,rj , S
(k)
C :=
|C|∏
j=1
lj−1∏
mj=rj+1
S(k)mj ,rj ·
∏
ri<rj
li<lj
S
(k)
rj ,li
, (A.146)
S
(k)
a,b :=
{
Sb,a ; a ≤ k < b or b ≤ k < a
Sa,b ; otherwise
. (A.147)
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Note that a contraction C ′ ∈ Cˇn,k is always a union C ′ = C ∪ {(k + 1, r)}, where
C ∈ Cˆn,k has length |C| = |C ′| − 1, and r /∈ rC . In this situation, there holds
δC′ = −δk+1,r · δC , (A.148)
S
(k)
C′ =
|C|∏
j=1
lj−1∏
mj=rj+1
S(k)mj ,rj ·
k∏
m=r+1
S(k)m,r ·
∏
ri<rj
li<lj
S
(k)
rj ,li
·
∏
ri<r
li<k+1
S
(k)
r,li
·
∏
r<rj
k+1<lj
S
(k)
rj ,k+1
= S
(k)
C ·
k∏
m=r+1
Sm,r ·
∏
r<rj
Sk+1,rj , (A.149)
since l1, ..., l|C| > k + 1. Taking into account Sa,b = Sb,a
−1 (3.24), we get
δC′ · S(k)C′ = −δC · S(k)C · δk+1,r ·
k∏
m=r+1
m6=rj for rj>r
Sm,k+1 . (A.150)
Similarly, contractions C ′′ ∈ Cˇn,k+1 contracting k+1 (as a right index) are unions of
the form C ′′ = {(l, k+1)}∪C, with C ∈ Cˆn,k and l /∈ lC . By a computation analogous
to the one above one finds in this situation
δC′′ = −δC · δl,k+1 , S(k+1)C′′ = S(k+1)C ·
l−1∏
m=k+2
m6=li for li<l
Sk+1,m . (A.151)
Now consider some contraction C ∈ Cˆn,k. Repeated application of the relations of
Zamolodchikov’s algebra (3.36) yields (cf. (4.64))
〈lC |A |rC〉n,k =〈z†k+2 · · · ẑ†l1 · · · ẑ
†
l|C|
· · · z†nΩ , zk+1Az†k · · · ẑ†r1 · · · ẑ†r|C| · · · z†1Ω〉
= 〈lC ∪ {k + 1}| [zk+1, A] |rC〉n,k (A.152)
+
k∑
r=1
r/∈rC
δk+1,r
k∏
m=r+1
m6=rj for rj>r
Sm,k+1 · 〈lC ∪ {k + 1}|A |rC ∪ {r}〉n,k .
Consider the last line, multiplied with δCS
(k)
C and summed over all C ∈ Cˆn,k. Taking
into account the remarks made at the beginning of the proof, there holds
∑
C′∈Cˇn,k
=∑k
r=1,r /∈rC
∑
C∈Cˆn,k
, with the contractions C and C ′ being related by C ′ = C ∪ {(k +
1, r)}. Moreover, the delta distributions and scattering functions appearing in (A.152)
are the same as in (A.150). So we conclude∑
C∈Cˆn,k
δCS
(k)
C 〈lC |A |rC〉n,k =
∑
C∈Cˆn,k
δCS
(k)
C 〈lC ∪ {k + 1}| [zk+1, A] |rC〉n,k
−
∑
C′∈Cˇn,k
δC′S
(k)
C′ 〈lC′ |A |rC′〉n,k ,
and as Cn,k = Cˆn,k ⊔ Cˇn,k,∑
C∈Cˆn,k
δCS
(k)
C 〈lC ∪ {k + 1}| [zk+1, A] |rC〉n,k =
∑
C∈Cn,k
δCS
(k)
C 〈lC |A |rC〉n,k .
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Since the right hand side coincides with 〈A〉conn,k (4.68), this proves the first formula
(4.69) of Lemma 4.2.
For the second formula (4.70), we argue in a similar manner. Considering a contraction
C ∈ Cˆn,k, the relations (3.36) of Zamolodchikov’s algebra and Sa,b = Sb,a (3.24) imply
〈lC∪{k + 1}| [A, z†k+1] |rC〉n,k = 〈lC |A |rC〉n,k+1 (A.153)
−
n∑
l=k+2
l/∈lC
δl,k+1
l−1∏
m=k+2
m6=li for li<l
Sk+1,m · 〈lC ∪ {l}|A |rC ∪ {k + 1}〉n,k+1 .
According to the remarks made at the beginning of the proof, all contractions in Cˇn,k+1
are of the form C ′′ := C ∪ {(l, k + 1)}, C ∈ Cˆn,k, l /∈ lC , i.e. we have the equality of
sums
∑n
l=k+2,l /∈lC
∑
C∈Cˆn,k
=
∑
C′′∈Cˇn,k+1
. Taking into account the relations (A.151), it
follows that the second term on the right hand side in (A.153), multiplied with δCS
(k+1)
C
and summed over C ∈ Cˆn,k, gives
∑
C′′∈Cˇn,k+1
δC′′S
(k+1)
C′′ 〈lC′′ |A |rC′′〉n,k+1. As the first
term in (A.153) yields the sum over all C ∈ Cˆn,k, and since Cn,k+1 = Cˆn,k ⊔ Cˇn,k+1, we
arrive at∑
C∈Cˆn,k
δCS
(k+1)
C 〈lC ∪ {k + 1}| [A, z†k+1] |rC〉n,k
=
∑
C∈Cn,k+1
δCS
(k+1)
C 〈lC |A |rC〉n,k+1 = 〈A〉conn,k+1 .
This is the desired equation (4.70). 
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