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Dedicatoria
En recuerdo del Profesor Carlos Guido Bollini, cuyos Apuntes de Matema´ticas Espe-
ciales II [1] ensen˜aron a tantas generaciones de fı´sicos – entre los cuales nos contamos los
autores del presente libro – la teorı´a de las ecuaciones diferenciales y sus aplicaciones.
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Pro´logo
Como su tı´tulo lo indica, este libro esta´ pensado como texto ba´sico para un primer
curso, de duracio´n semestral, sobre Ecuaciones Diferenciales. Aunque algunos de sus
contenidos se han tomado de las Refs. [1–10], contiene numerosos aportes propios. En
efecto, esta´ basado en los apuntes de clase que los autores elaboramos durante los diversos
perı´odos en que tuvimos a cargo la asignatura Matema´ticas Especiales II, correspondien-
te al tercer an˜o de la carrera de Licenciatura en Fı´sica de la Universidad Nacional de La
Plata. Por consiguiente, pone e´nfasis en aquellos aspectos que son de utilidad en la mode-
lizacio´n y resolucio´n de problemas que plantea dicha disciplina cientı´fica. Por esta razo´n,
entendemos que puede resultar igualmente u´til para cursos destinados a alumnos/as de
otras disciplinas directamente relacionadas con la Fı´sica, como la Ingenierı´a, las Ciencias
Astrono´micas y Geofı´sicas. Al escribirlo, hemos dado por descontado que su lector/a ha
adquirido, previamente, una formacio´n ba´sica sobre Ana´lisis Matema´tico en una y varias
variables reales y en variable compleja, ası´ como sobre ´Algebra y ´Algebra Lineal.
Convencidos de que no se puede comprender profundamente la Fı´sica sin abordar se-
riamente el estudio de su principal herramienta, la Matema´tica, hemos cuidado al ma´ximo
la rigurosidad. Por esa causa, damos la demostracio´n de cada aseveracio´n que la requiere,
con la sola excepcio´n de aquellos temas que corresponden a los contenidos de asignaturas
previas de Matema´tica o que se demuestran ma´s naturalmente con herramientas que se
obtendra´n en cursos posteriores.
El libro contiene numerosos ejemplos resueltos, destinados a consolidar la compren-
sio´n de los to´picos desarrollados, junto con 52 figuras ilustrativas. Incluye, tambie´n, un
buen nu´mero de ejercicios propuestos. Algunos de ellos apuntan a desarrollar en el/la
estudiante la capacidad de resolver ecuaciones diferenciales. Otros, esta´n destinados a
profundizar su dominio de la estructura matema´tica asociada con el tema.
El breve capı´tulo I contiene las definiciones ba´sicas e introduce las propiedades fun-
damentales de las ecuaciones diferenciales lineales. El capı´tulo II se dedica al estudio
de las ecuaciones y sistemas de ecuaciones ordinarias, con e´nfasis en la resolucio´n de
problemas de condiciones iniciales. En la seccio´n II.1 de este capı´tulo, se detallan las
propiedades generales de este tipo de ecuaciones. En la seccio´n II.2 se enumeran te´cnicas
que permiten resolver algunos casos de fa´cil resolucio´n, En la seccio´n II.3 se presentan
las generalidades de los problemas de condiciones iniciales, incluyendo el teorema de
existencia y unicidad de la solucio´n (de Picard) para sistemas de primer orden con condi-
ciones iniciales. Tambie´n se considera la reduccio´n de problemas de condiciones iniciales
para ecuaciones diferenciales de o´rdenes superiores a problemas de condiciones inicia-
les para sistemas de primer orden. En la seccio´n II.4 se estudia, en particular, el caso de
problemas iniciales para sistemas de ecuaciones ordinarias lineales de primer orden, po-
niendo especial e´nfasis en las te´cnicas basadas en el uso de la matriz fundamental (para
sistemas lineales homoge´neos) y de la matriz de Green causal (para sistemas lineales in-
homoge´neos). En la seccio´n II.5 se aborda el estudio de ecuaciones diferenciales lineales
III
de o´rdenes superiores con te´cnicas que no requieren su reduccio´n a sistemas de ecua-
ciones de primer orden. Finalmente, la seccio´n II.6 contiene una breve introduccio´n a la
Teorı´a de Distribuciones y aplicaciones de tales conceptos a la definicio´n de matrices y
funciones de Green causales.
El capı´tulo III esta´ reservado al estudio de problemas de condiciones de contorno para
ecuaciones diferenciales ordinarias. En la seccio´n III.1 de este capı´tulo, se estudian los
problemas de Sturm-Liouville, tanto con coeficientes analı´ticos como con coeficientes
singulares, los tipos de condiciones de contorno compatibles con el cara´cter autoadjunto
del correspondiente operador diferencial de segundo orden, los autovalores y autofun-
ciones de operadores de Sturm-Liouville, las correspondientes funciones de Green y sus
desarrollos en autofunciones. En la seccio´n III.2 se presenta la te´cnica de resolucio´n de
ecuaciones lineales homoge´neas mediante desarrollos en series de potencias, se introdu-
cen las funciones especiales de uso ma´s frecuente en Fı´sica y se examinan sus principales
propiedades.
En el capı´tulo IV se estudian la serie de Fourier y algunas transformadas integrales.
La seccio´n IV.1 esta´ dedicada a la presentacio´n de la serie de Fourier en sus diversas
variantes. En la seccio´n IV.2 se presenta la transformada integral de Fourier y se demues-
tran sus principales propiedades. Finalmente, en la seccio´n IV.3 se aborda el estudio de la
transformada integral de Laplace.
En el capı´tulo V se consideran las ecuaciones diferenciales en derivadas parciales.
Luego de dar una breve introduccio´n al problema (seccio´n V.1), se aborda la clasifica-
cio´n de las ecuaciones diferenciales lineales de segundo orden con coeficientes constan-
tes (seccio´n V.2). En la seccio´n V.3 se presenta el me´todo de separacio´n de variables,
que se utilizara´ a menudo en las secciones posteriores. La seccio´n V.4 se dedica al estu-
dio de la ecuacio´n de propagacio´n de ondas en una dimensio´n espacial, paradigma de las
ecuaciones diferenciales lineales hiperbo´licas. En la seccio´n V.5 se realiza el estudio de
la ecuacio´n de difusio´n en una dimensio´n espacial, ejemplo principal de las ecuaciones
diferenciales lineales parabo´licas. La seccio´n V.6 esta´ reservada al estudio de la ecuacio´n
de Laplace, arquetipo de las ecuaciones diferenciales lineales elı´pticas y, sin duda, una de
las ecuaciones de ma´s frecuente aparicio´n en el planteo matema´tico de problemas de la
Fı´sica. En la seccio´n V.7 se utilizan los conocimientos adquiridos en la seccio´n anterior
para resolver ecuaciones hiperbo´licas y parabo´licas en ma´s de una dimensio´n espacial.
Finalmente, hemos querido terminar este libro, en el capı´tulo VI, con una presenta-
cio´n detallada de co´mo el Principio de Hamilton, que desempen˜a un papel preponderante
en la Fı´sica, conduce a la obtencio´n de ecuaciones diferenciales ordinarias, en el caso
de sistemas con un nu´mero finito de grados de libertad (seccio´n VI.1), y de ecuaciones
diferenciales en derivadas parciales, en el caso de sistemas continuos (seccio´n VI.2).
Los tres ape´ndices contienen material complementario.
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Capı´tulo I
Introduccio´n
1

I.1 CONSIDERACIONES GENERALES
I.1. Consideraciones generales
Al estudiar feno´menos fı´sicos, en general, se encuentran leyes que no vinculan entre
sı´ a las magnitudes que caracterizan el feno´meno, sino que involucran relaciones entre
esas magnitudes y sus derivadas. Ası´, se obtienen ecuaciones que contienen no so´lo la
funcio´n inco´gnita (escalar o vectorial) sino, adema´s, una o ma´s derivadas de la misma.
Tales ecuaciones se llaman ecuaciones diferenciales, y su estudio sera´ el objetivo principal
de este libro.
Un ejemplo ba´sico es la ley de desintegracio´n radiactiva. Se sabe que el nu´mero de
nu´cleos ato´micos dN que decaen en un intervalo de tiempo pequen˜o dt es proporcional
al nu´mero de nu´cleos presentes N(t). Este hecho conduce a la relacio´n
dN(t)
dt
= −kN(t) , (I.1.1)
con k constante, que es una ecuacio´n diferencial para N(t).
El segundo ejemplo que podemos mencionar es la Segunda ley de Newton para una
partı´cula de masa constante m que se mueve en una dimensio´n espacial bajo la accio´n de
una fuerza F . Si x denota la posicio´n de la partı´cula y la fuerza F depende del tiempo
t, de la posicio´n x y de la velocidad v = dx/dt de la partı´cula, la ley F = ma, con
a = d2x/dt2 la aceleracio´n de la partı´cula, conduce a
m
d2x
dt2
= F (t, x,
dx
dt
) , (I.1.2)
que es una ecuacio´n diferencial para la posicio´n en funcio´n del tiempo x(t).
En forma similar, para una partı´cula que se mueve en el espacio tridimensional, a
partir de la misma ley de movimiento se tiene
m
d2r
dt2
= F (t, r,
dr
dt
) , (I.1.3)
donde el vector r(t), de componentes cartesianas x(t), y(t) y z(t), denota la posicio´n de
la partı´cula y el vector F (t, r, dr
dt
) una fuerza dependiente del tiempo t, el vector posicio´n
r y el vector velocidad v = dr/dt. La ecuacio´n (I.1.3) es, en realidad, un sistema de tres
ecuaciones diferenciales acopladas para x(t), y(t), z(t). En forma explı´cita,

md
2x
dt2
= Fx(t, x, y, z,
dx
dt
, dy
dt
, dz
dt
)
md
2y
dt2
= Fy(t, x, y, z,
dx
dt
, dy
dt
, dz
dt
)
md
2z
dt2
= Fz(t, x, y, z,
dx
dt
, dy
dt
, dz
dt
)
(I.1.4)
Finalmente, otro ejemplo de ecuacio´n diferencial es la ecuacio´n de Laplace, que tra-
taremos en detalle ma´s adelante en este libro. Tal ecuacio´n tiene una importancia funda-
mental en distintas a´reas de la Fı´sica. En tres dimensiones y en coordenadas cartesianas,
esta ecuacio´n se escribe:
∂2ϕ
∂x2
+
∂2ϕ
∂y2
+
∂2ϕ
∂z2
= 0 , (I.1.5)
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donde la funcio´n inco´gnita ϕ depende ahora de tres variables x, y, z. La ecuacio´n de
Laplace, a diferencia de los ejemplos anteriores, es una ecuacio´n diferencial en derivadas
parciales.
Como veremos, esta ecuacio´n surge en el planteo de distintos problemas fı´sicos. Por
ejemplo, ϕ puede representar el potencial electrosta´tico en ausencia de cargas, o tambie´n
la temperatura estacionaria en un material conductor en ausencia de fuentes o sumide-
ros de calor, e incluso, si eliminamos la variable z, la altura de una membrana ela´stica
tensa, en situacio´n estacionaria. Esta coincidencia no es infrecuente en Fı´sica: feno´me-
nos y magnitudes fı´sicas muy distintas pueden ser descriptas por una misma ecuacio´n
diferencial, dando lugar a analogı´as fı´sicas. So´lo la interpretacio´n (y las unidades!) sera´n
distintas.
I.2. Definiciones ba´sicas
Definicio´n I.2.1 Una ecuacio´n en la cual la funcio´n inco´gnita aparece afectada por una
o ma´s derivadas se llama ecuacio´n diferencial (e.d.).
Definicio´n I.2.2 Si, en la e.d., la funcio´n inco´gnita es funcio´n de una sola variable (como
ocurre en (I.1.1), (I.1.2) y (I.1.3)), la e.d. se denomina ecuacio´n diferencial ordinaria.
Una e.d. ordinaria puede escribirse como
F (t, u,
du
dt
,
d2u
dt2
, . . .) = 0 , (I.2.1)
donde la inco´gnita es la funcio´n u(t).
Definicio´n I.2.3 Si, en cambio, la funcio´n inco´gnita es funcio´n de dos o ma´s variables
(como ocurre en (I.1.5)), la e.d. se denomina ecuacio´n diferencial en derivadas parcia-
les. Por ejemplo, en el caso de dos variables, una ecuacio´n de este tipo puede escribirse
como
F (x, y, u,
∂u
∂x
,
∂u
∂y
,
∂2u
∂x2
,
∂2u
∂x∂y
,
∂2u
∂y2
, . . .) = 0 , (I.2.2)
donde la inco´gnita es la funcio´n u(x,y).
En general, en Fı´sica, el estudio de sistemas con nu´mero finito de grados de libertad
conduce a ecuaciones diferenciales ordinarias (ver capı´tulo VI), mientras que el estudio
de medios continuos conduce a ecuaciones diferenciales en derivadas parciales.
Definicio´n I.2.4 Se llama orden de una e.d. al orden de la derivada de mayor orden de
la funcio´n inco´gnita que figura en la ecuacio´n. Por ejemplo, (I.1.1) es de orden uno, o de
primer orden, mientras que (I.1.2), (I.1.3) y (I.1.5) son de orden dos, o de segundo orden.
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Una ecuacio´n diferencial ordinaria de orden n puede, entonces, escribirse en la forma
general
F (t, u,
du
dt
, . . . ,
dnu
dtn
) = 0 . (I.2.3)
La determinacio´n de la funcio´n inco´gnita es el problema fundamental que ataca la
teorı´a de ecuaciones diferenciales.
Definicio´n I.2.5 Se llama solucio´n de una e.d. a una funcio´n que, sustituida en la e.d., la
satisface.
Por ejemplo, N(t) = Ce−kt, con C constante arbitraria, es solucio´n de I.1.1. En
efecto,
dN(t)
dt
= −Cke−kt = −kN(t) .
La constante arbitraria C queda determinada si se conoce N a un dado tiempo. Por
ejemplo, si
N(0) = N0 , (I.2.4)
resulta C = N0, y se tiene N(t) = N0e−kt.
La ecuacio´n (I.1.1) y la condicio´n inicial (I.2.4) constituyen un problema de condi-
ciones iniciales.
Definicio´n I.2.6 El proceso de determinacio´n de las soluciones de una e.d. se llama re-
solucio´n o integracio´n de la ecuacio´n.
Tal proceso puede ser simple, como en el caso anterior pero, en general, se hace ne-
cesario utilizar me´todos aproximados, que suelen conducir a una integracio´n nume´rica.
Otras veces, puede interesarnos conocer so´lo ciertas propiedades de las soluciones, como
su comportamiento frente a pequen˜as variaciones de las condiciones iniciales (problemas
de estabilidad) o adquirir una idea gra´fica de su comportamiento, graficando campos de
derivadas o curvas equipotenciales.
La resolucio´n de una e.d. de orden n requiere n integraciones, con la consiguiente
aparicio´n de n constantes de integracio´n. Surge, entonces, la siguiente definicio´n:
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Definicio´n I.2.7 Una solucio´n de la e.d. en que una o ma´s de esas n constantes toman un
valor particular se llama solucio´n particular de la e.d.. La solucio´n con las n constantes
indeterminadas se llama solucio´n general de la e.d..
Como veremos durante el desarrollo de este libro, en los problemas de intere´s fı´sico
se proveen, adema´s de la (o las) ecuaciones diferenciales, ciertos datos o condiciones
complementarias que permiten determinar las constantes en la solucio´n general. Tales
condiciones pueden ser de distintos tipos: condiciones de Cauchy (como ocurre en los
problemas de valores iniciales para ecuaciones o sistemas de ecuaciones diferenciales
que estudiaremos en primer lugar) o condiciones de contorno, como los que aparecera´n
cuando consideremos el problema de Sturm-Liouville. En general, al resolver problemas
asociados con ecuaciones diferenciales en derivadas parciales, debera´n imponerse tanto
condiciones iniciales como de contorno. En todos los casos, adoptaremos esta definicio´n,
debida a Jacques Hadamard [2]:
Definicio´n I.2.8 Un problema que involucra ecuaciones diferenciales se llama bien plan-
teado si:
1. Tiene solucio´n.
2. Su solucio´n es u´nica.
3. La solucio´n depende de modo continuo de las condiciones complementarias y de
todos los para´metros del problema.
I.3. Ecuaciones diferenciales lineales
Un caso que merece sin duda especial consideracio´n es el de las ecuaciones diferen-
ciales lineales. Estas desempen˜an un papel fundamental en la Fı´sica. Tanto la ecuacio´n
de Laplace (I.1.5), como la ecuacio´n de Schro¨dinger de la Meca´nica Cua´ntica y las ecua-
ciones de Maxwell del electromagnetismo (en su forma diferencial y en el vacı´o), son
ejemplos de ecuaciones o sistemas de ecuaciones diferenciales lineales.
Definicio´n I.3.1 Una ecuacio´n diferencial es lineal si, en la ecuacio´n (I.2.1) o (I.2.2), F
es una funcio´n lineal de la funcio´n inco´gnita y todas sus derivadas (aunque no necesa-
riamente de la variable independiente).
Ası´, para u escalar, la ecuacio´n diferencial lineal ordinaria de orden n ma´s general
puede escribirse como
an(t)
dnu
dtn
+ an−1(t)
dn−1u
dtn−1
+ . . .+ a0(t)u = f(t), an(t) 6= 0 , (I.3.1)
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donde los coeficientes am(t), m = 0, . . . , n son, en general funciones de t.
La ecuacio´n (I.3.1) suele escribirse en la forma
L[u] = f(t), (I.3.2)
donde
L =
n∑
m=0
am(t)
dm
dtm
(I.3.3)
es un operador diferencial lineal, es decir que, si c1 y c2 son constantes y u1(t), u2(t)
funciones n veces derivables,
L[c1u1(t) + c2u2(t)] = c1L[u1(t)] + c2L[u2(t)] . (I.3.4)
Esta propiedad define la linealidad de L. Aclaremos que el operador L queda en reali-
dad completamente definido cuando, adema´s de su expresio´n diferencial, se especifica su
dominio.
Definicio´n I.3.2 La ecuacio´n diferencial lineal se denomina homoge´nea si f(t) = 0.
Esta es entonces de la forma
L[u] = 0
con L un operador diferencial lineal. Si f(t) 6= 0 la ecuacio´n diferencial lineal se deno-
mina inhomoge´nea.
Un ejemplo simple de ecuacio´n diferencial ordinaria lineal y homoge´nea es la ecuacio´n
(I.1.1) de la desintegracio´n radioactiva. La ecuacio´n (I.1.2) sera´ lineal so´lo cuando la
fuerza F sea una funcio´n lineal de x y dx/dt (o de las componentes de r y dr/dt en
(I.1.3)). Por ejemplo, este es el caso de una partı´cula de masa m sujeta a un resorte de
constante k y sometida a una fuerza adicional que depende explı´citamente del tiempo,
f(t). Considerando por simplicidad que se mueve en una dimensio´n espacial, y denotando
ahora la posicio´n de la partı´cula por u(t), la correspondiente ecuacio´n de movimiento es
m
d2u
dt2
= −ku+ f(t)
que podemos escribir como
L[u] = f(t), L[u] = m
d2u
dt2
+ ku
donde L es claramente un operador lineal (a2(t) = m, a1(t) = 0, a0(t) = k en (I.3.1)).
Esta ecuacio´n constituye por lo tanto una ecuacio´n diferencial lineal ordinaria de segundo
orden. Sera´ homoge´nea en el caso de fuerza externa nula (f(t) = 0). El agregado de una
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fuerza de roce proporcional a la velocidad (Fr = −γ dudt ) no altera el cara´cter lineal de la
ecuacio´n diferencial, aun si los para´metros m, k y γ dependen explı´citamente del tiempo.
De manera ana´loga, una ecuacio´n diferencial lineal en derivadas parciales para una
funcio´n u escalar que dependa de dos variables x, y, es de la forma
a0u+ ax
∂u
∂x
+ ay
∂u
∂y
+ axx
∂2u
∂x2
+ axy
∂2u
∂x∂y
+ ayy
∂2u
∂y2
+ . . . = f(x, y), (I.3.5)
donde todos los coeficientes a0, ax, ay, axx . . . pueden ser funciones de (x, y). Esta ecua-
cio´n puede tambie´n escribirse como
L[u] = f(x, y) ,
donde
L[u] = a0 + ax
∂
∂x
+ ay
∂u
∂y
+ axx
∂2u
∂x2
+ axy
∂2u
∂x∂y
+ ayy
∂2u
∂y2
+ . . . (I.3.6)
es un operador diferencial lineal: Si c1 y c2 son constantes y u1(x, y), u2(x, y) funciones
con derivadas parciales hasta el mayor orden que aparece en L, nuevamente
L[c1u1(x, y) + c2u2(x, y)] = c1L[u1(x, y)] + c2L[u2(x, y)] .
Como en el caso ordinario, la ecuacio´n diferencial lineal en derivadas parciales se
denomina homoge´nea si f(x, y) = 0 e inhomoge´nea si f(x, y) 6= 0. La extensio´n al caso
de tres o ma´s variables es inmediata.
La ecuacio´n de Laplace (I.1.5) es un ejemplo de ecuacio´n diferencial en derivadas
parciales lineal y homoge´nea. Suele escribirse como
∆ϕ = 0 , (I.3.7)
donde
∆ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
(I.3.8)
es el laplaciano (en tres dimensiones y expresado en coordenadas cartesianas), un opera-
dor diferencial lineal que desempen˜a un papel central en la Fı´sica.
Un ejemplo de ecuacio´n diferencial lineal inhomoge´nea en derivadas parciales es la
que determina el potencial electrosta´tico en presencia de una distribucio´n de carga dada
ρ(x, y, z):
∆φ = f(x, y, z) , (I.3.9)
con f(x, y, z) = −ρ(x, y, z)/ε, donde ε es la permitividad del medio. Esta ecuacio´n
recibe el nombre de ecuacio´n de Poisson.
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I.4. Propiedades fundamentales de las ecuaciones dife-
renciales lineales
Ya hemos mencionado que las ecuaciones diferenciales lineales aparecen a menu-
do en la descripcio´n de feno´menos fı´sicos. Sus propiedades matema´ticas son igualmente
sobresalientes. Debido a la linealidad de L, es posible derivar en forma inmediata cier-
tas propiedades fundamentales de las soluciones de estas ecuaciones, aun sin conocerlas
explı´citamente.
Consideremos primero la ecuacio´n lineal homoge´nea
L[u] = 0 . (I.4.1)
Propiedad 0: Existencia de solucio´n trivial:
La solucio´n ide´nticamente nula u = 0 ( ∀ t en el caso ordinario o ∀ x, y, . . . en el general),
es siempre una solucio´n de (I.4.1), denominada solucio´n trivial.
Esto es inmediato de las expresiones (I.3.1) y (I.3.5), ya que todas las derivadas de
la funcio´n nula son tambie´n nulas. Formalmente, es consecuencia directa de la linealidad
de L, dado que si c es una constante, L[cu] = cL[u] y por lo tanto, para c = 0 tenemos
L[0] = L[0u] = 0L[u] = 0. Destaquemos, no obstante, que la solucio´n trivial no es, en
general, la u´nica solucio´n posible de (I.4.1).
Propiedad 1: Superposicio´n
Si u1 y u2 son dos soluciones de la ecuacio´n homoge´nea (I.4.1), de modo que satisfa-
cen L[u1] = L[u2] = 0, la combinacio´n lineal u = c1u1 + c2u2 es tambie´n solucio´n de
(I.4.1) ∀ c1, c2. Esto es muy fa´cil de probar debido al cara´cter lineal del operador L:
L[u1] = 0, L[u2] = 0 ⇒ L[c1u1 + c2u2] = c1L[u1] + c2L[u2] = 0 .
Es tambie´n inmediato demostrar esta propiedad para combinaciones lineales de un nu´me-
ro finito de soluciones. Adema´s, es evidente que esta propiedad es va´lida tanto para ecua-
ciones lineales homoge´neas ordinarias como en derivadas parciales.
Las consecuencias de esta propiedad evidente de las ecuaciones diferenciales linea-
les son importantı´simas para la Fı´sica. Por ejemplo, en el caso de la masa unida a un
resorte, implica que si u1(t) y u2(t) son dos soluciones posibles para la posicio´n de la
partı´cula (correspondientes a distintas condiciones iniciales), cualquier combinacio´n li-
neal c1u1(t) + c2u2(t) es tambie´n solucio´n, es decir, es tambie´n un movimiento posible
de la partı´cula!, que corresponde a otra condicio´n inicial. Adema´s, permite descompo-
ner soluciones de aspecto complejo como combinacio´n lineal de soluciones ma´s simples.
Utilizaremos esta te´cnica repetidamente en secciones posteriores.
Desde un punto de vista ma´s matema´tico, y en particular en el contexto del ´Algebra
Lineal, las propiedades 0 y 1 anteriores implican que el conjunto de todas las soluciones
de la ecuacio´n lineal homoge´nea es un espacio vectorial (sobre el cuerpo de los reales o
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complejos). Veremos ma´s adelante (ver la seccio´n II.3.2) que en el caso de una ecuacio´n
diferencial lineal ordinaria de orden n, es un espacio vectorial de dimensio´n n, mientras
que, en el caso de una ecuacio´n diferencial en derivadas parciales (con dos o ma´s varia-
bles), se trata de un espacio vectorial de dimensio´n infinita.
Pasemos ahora a la ecuacio´n inhomoge´nea
L[u] = f . (I.4.2)
Como consecuencia de la linealidad de L, resulta tambie´n inmediata la siguiente propie-
dad, no menos importante que las anteriores:
Propiedad 2: Solucio´n general de la ecuacio´n inhomoge´nea: Esta´ dada por la suma
de la solucio´n general uh de la ecuacio´n homoge´nea L[u] = 0, ma´s una solucio´n particular
up (arbitraria) de la ecuacio´n inhomoge´nea:
L[u] = f ⇒ u = uh + up, L[uh] = 0, L[up] = f .
Demostracio´n: En primer lugar, si up es una solucio´n de la ecuacio´n inhomoge´nea y
uh es una solucio´n de la ecuacio´n homoge´nea, up+uh es tambie´n solucio´n de la ecuacio´n
inhomoge´nea, ya que
L[up + uh] = L[up] + L[uh] = f + 0 = f .
En segundo lugar, si wp es otra solucio´n de la ecuacio´n inhomoge´nea, la linealidad de L
implica tambie´n
L[wp − up] = L[wp]− L[up] = f − f = 0 ,
de modo que la diferencia wp − up es una solucio´n uh de la ecuacio´n homoge´nea. Por
lo tanto, podemos escribir cualquier solucio´n particular wp de la ecuacio´n inhomoge´nea
como
wp = up + uh ,
donde up es una solucio´n particular (arbitraria) de la ecuacio´n inhomoge´nea y uh una
solucio´n de la ecuacio´n homoge´nea.
Esto implica que para obtener la solucio´n general de la ecuacio´n inhomoge´nea, bas-
ta con conocer la solucio´n general de la ecuacio´n homoge´nea y una solucio´n particular
(cualquiera) de la ecuacio´n inhomoge´nea.
En el ejemplo de la partı´cula unida a un resorte, esto muestra que para conocer el mo-
vimiento frente a una fuerza adicional con dependencia temporal explı´cita f(t), debemos
primero determinar co´mo se mueve la partı´cula en ausencia de fuerza (f(t) = 0), encon-
trando la solucio´n general de la ecuacio´n homoge´nea y, luego, encontrar alguna solucio´n
particular en presencia de la fuerza f(t). Finalmente, se deben sumar ambas soluciones.
No´tese, sin embargo, que el conjunto de soluciones de la ecuacio´n inhomoge´nea no es
un espacio vectorial. Por ejemplo, la suma de dos soluciones particulares de la ecuacio´n
10
I.4 PROPIEDADES FUNDAMENTALES DE LAS ECUACIONES
DIFERENCIALES LINEALES
inhomoge´nea no es una solucio´n particular de dicha ecuacio´n. Es va´lida en cambio la
siguiente propiedad de superposicio´n:
Propiedad 3: Si L[u1] = f1 y L[u2] = f2, entonces
L[c1u1 + c2u2] = c1L[u1] + c2L[u2] = c1f1 + c2f2 .
En otras palabras, si f es combinacio´n lineal de f1 y f2, f = c1f1 + c2f2, y se conocen
soluciones particulares up1 y up2 de L[u] = f1 y L[u] = f2, entonces una solucio´n par-
ticular de L[u] = f estara´ dada por la combinacio´n lineal up = c1up1 + c2up2 de estas
soluciones particulares.
En particular, si c es una constante y L[up] = f ⇒ L[cup] = cL[up] = cf . Si f se
multiplica por una constante, podemos pues obtener la correspondiente solucio´n parti-
cular multiplicando la solucio´n para f tambie´n por dicha constante. En el ejemplo de la
partı´cula unida a un resorte, si duplicamos la fuerza f(t), obtenemos una solucio´n particu-
lar duplicando la solucio´n particular para f(t). Esto parece muy intuitivo, pero en realidad
es va´lido en general so´lo cuando la ecuacio´n diferencial es lineal.
La presente propiedad de superposicio´n sugiere que si se puede expresar f en te´rminos
de “componentes” fi ma´s “simples”, para las cuales se conocen las soluciones particulares
ui, entonces se conoce tambie´n una solucio´n particular para f :
L[ui] = fi, i = 1, . . . ,m ⇒ L[
m∑
i=1
ciui] =
m∑
i=1
ciL[ui] =
m∑
i=1
cifi .
Como consecuencia de ello, en un sistema lineal la respuesta a una “sen˜al” arbitra-
ria (que corresponde matema´ticamente a la solucio´n a una ecuacio´n diferencial lineal
inhomoge´nea) puede obtenerse descomponiendo la misma en componentes simples (ya
sea armo´nicas de frecuencia definida, o concentradas en un intervalo de tiempo muy pe-
quen˜o), para las que es ma´s fa´cil obtener la respuesta (es decir, la solucio´n particular).
Luego se suman todas estas respuestas particulares. Veremos esta te´cnica en detalle ma´s
adelante, siendo su uso muy extendido en Fı´sica e Ingenierı´a. Ma´s au´n, veremos que
pra´cticamente toda funcio´n puede descomponerse en te´rminos simples del tipo previo,
por lo que en sistemas lineales basta con conocer las respuestas a estas u´ltimas! De-
bido a la propiedad 3 es tambie´n posible construir una solucio´n particular de la ecua-
cio´n inhomoge´nea que es una funcio´n lineal de f : up = G(f), con G(c1f1 + c2f2) =
c1G(f1) + c2G(f2).
Propiedad 4: Soluciones complejas para L real
En el caso en que todos los coeficientes am en (I.3.1), o todos los a0, ax, ay, etc. en
(I.3.5), son funciones reales, y tanto t en (I.3.1) como x, y en (I.3.5) son tambie´n reales,
la linealidad de L permite el uso de una te´cnica muy extendida en toda la fı´sica y la inge-
nierı´a: Soluciones complejas. Con complejas nos referimos aquı´ a soluciones que tienen
parte real e imaginaria, es decir, que son funciones u : R → C en el caso de ecuaciones
ordinarias (o u : Rn → C en ecuaciones a derivadas parciales).
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Consideremos primero la ecuacio´n homoge´nea. Si existe una solucio´n compleja u =
ur + iui de L[u] = 0, entonces tanto la parte real ur = Re(u) como la imaginaria ui =
Im(u) son soluciones (reales) de la ecuacio´n homoge´nea:
L[u] = 0 ⇒ L[Re(u)] = 0, L[Im(u)] = 0 .
En efecto, como L[u] = 0 = 0 + i0 y L es lineal, tenemos
L[ur + iui] = L[ur] + iL[ui] = 0 + i0 .
Como, adema´s, L es real, tanto L[ur] como L[ui] son reales, por lo que la ecuacio´n ante-
rior implica
L[ur] = 0, L[ui] = 0 .
Por supuesto, tenemos tambie´n que, si ur y ui son soluciones reales, entonces u = ur+iui
es tambie´n una solucio´n (caso particular de la propiedad de superposicio´n).
El lector podra´ pensar para que´ puede servir una solucio´n compleja en un problema
tı´pico donde u representa una magnitud fı´sica real, tal como una posicio´n o potencial
ele´ctrico. La respuesta es que en ciertos casos resulta ma´s fa´cil obtener o plantear solu-
ciones complejas, y luego obtener de ellas las soluciones reales !
El ejemplo tı´pico, como veremos ma´s adelante, es plantear una solucio´n de la forma
u(t) = eλt para una ecuacio´n diferencial ordinaria homoge´nea con coeficientes constan-
tes. Si resulta que λ debe ser complejo para que u(t) sea solucio´n, entonces tal solucio´n
compleja nos brinda directamente dos soluciones reales linealmente independientes: Si
λ = λr + iλi, con λr ∈ ℜ y λi ∈ ℜ, entonces la fo´rmula de Euler nos dice que
eλt = eλrt[cos(λit) + i sin(λit)]
y por lo tanto, que
ur = Re[u] = e
λrt cos(λit), ui = Im[u] = e
λrt sin(λit)
sera´n ambas soluciones reales de L[u] = 0 si L[eλt] = 0. Resulta ma´s fa´cil y sencillo
plantear una solucio´n del tipo eλt que de la forma eαt cos(ωt) o similar. De hecho, todo
movimiento oscilatorio, puro o amortiguado, resulta ma´s fa´cil de describir en te´rminos de
exponenciales complejas, y ası´ es como se los suele tratar en Fı´sica e Ingenierı´a.
Una consecuencia inmediata de la discusio´n anterior es que si u(t) = ur(t) + iui(t)
es una solucio´n compleja de L[u] = 0, entonces la funcio´n conjugada u¯(t) = ur(t) −
iui(t) es tambie´n solucio´n de L[u] = 0 ya que, en definitiva, cualquier combinacio´n
lineal de ur(t) y ui(t) sera´ solucio´n. No obstante, destaquemos que esta propiedad se
deriva directamente del cara´cter real de L, ya que si L[u] = 0, conjugando esta ecuacio´n
obtenemos directamente L[u¯] = 0.
Por otro lado, es importante destacar que, si L es lineal pero no es real, o si L es real
pero no es un operador lineal, la propiedad anterior no es va´lida en general. Por ejemplo,
si la ecuacio´n diferencial contiene un te´rmino proporcional a u2, las componentes reales
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e imaginarias se van a “ mezclar”, y entonces L[ur + iui] = 0 no implica necesariamente
que L[ur] = 0 o L[ui] = 0, aun si L es real.
La utilizacio´n de soluciones complejas en ecuaciones diferenciales lineales reales se
extiende al caso inhomoge´neo. Si f = fr + ifi, con fr y fi funciones reales, y si up =
upr + iupi es una solucio´n particular de la ecuacio´n inhomoge´nea, entonces upr = Re[up]
es solucio´n real de L[u] = fr, y upi = Im[up] es solucio´n real de L[u] = fi:
L[up] = fr + ifi ⇒ L[Re(up)] = fr, L[Im(up)] = fi .
En efecto,
L[up] = L[upr + iupi] = L[upr] + iL[upi] = fr + ifi
y, como upr y upi son reales y L es real, igualando partes real e imaginaria obtenemos
L[upr] = fr, L[upi] = fi .
que es lo que querı´amos demostrar.
Nuevamente, el lector podra´ dudar de la utilidad de este resultado, ya que en un pro-
blema fı´sico tı´pico f sera´ real. Sin embargo, nuevamente puede resultar muy conveniente
escribir f como la parte real o imaginaria de una f compleja, para encontrar ma´s ra´pida
y claramente la solucio´n particular.
El caso tı´pico es el de una f(t) de la forma A cos(ωt) con A y ω reales (por ejemplo,
una fuerza externa perio´dica de frecuencia angular ω en el ejemplo de la masa unida a un
resorte), que podemos escribir como
fr(t) = Re[Ae
iωt] .
El procedimiento usual es entonces resolver, en lugar de la ecuacio´n L[u] = A cosωt, la
ecuacio´n compleja
L[u] = Aeiωt
y luego tomar la parte real de la solucio´n particular compleja up(t) obtenida. Ası´, la parte
real satisfara´ la ecuacio´n
L[upr] = A cosωt
y la parte imaginaria la ecuacio´n
L[upi] = A sinωt .
Resolver la ecuacio´n compleja no so´lo resulta en este caso ma´s fa´cil, como veremos
ma´s adelante, sino que adema´s permite resolver, en un solo paso, dos problemas in-
homoge´neos reales: L[u] = A cosωt y L[u] = A sinωt (y de hecho tambie´n L[u] =
A cos(ωt+ φ) para cualquier fase φ).
Estas cuatro propiedades fundamentales de las ecuaciones diferenciales lineales per-
miten desarrollar me´todos generales para la resolucio´n de estas ecuaciones, que sera´n
presentados en detalle en los pro´ximos capı´tulos.
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Capı´tulo II
Ecuaciones Diferenciales Ordinarias:
Generalidades y Problemas de
Condiciones Iniciales
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II.1 GENERALIDADES
II.1. Generalidades
Como hemos visto, una ecuacio´n diferencial ordinaria de orden n puede escribirse en
la forma general
F (t, u,
du
dt
, . . . ,
dnu
dtn
) = 0 , (II.1.1)
donde la inco´gnita es la funcio´n u(t).
Definicio´n II.1.1 La ecuacio´n se llama homoge´nea de grado p si, al multiplicar u(t) y
todas sus derivadas por un para´metro λ, se tiene:
F (t, λu, λ
du
dt
, . . . , λ
dnu
dtn
) = λpF (t, u,
du
dt
, . . . ,
dnu
dtn
) , (II.1.2)
con p arbitrario (es decir, si F es una funcio´n homoge´nea de grado p en la inco´gnita y
todas sus derivadas).
Una ecuacio´n lineal homoge´nea es, pues, un ecuacio´n homoge´nea de grado p = 1.
Comenzaremos estudiando las ecuaciones diferenciales ordinarias de primer orden.
II.2. Ecuaciones de primer orden: Algunos casos de fa´cil
resolucio´n
Consideremos, ahora, ecuaciones de la forma
du
dt
= f(t, u) . (II.2.1)
Una ecuacio´n diferencial ordinaria de primer orden puede siempre reducirse a esta
forma tras resolver la ecuacio´n original respecto a la derivada. Veremos ma´s adelante
un importante teorema, debido a Picard, de existencia y unicidad de la solucio´n para las
ecuaciones del tipo (II.2.1). Pero primero presentaremos algunos me´todos elementales de
resolucio´n para casos particulares, que permitira´n apreciar varias propiedades generales.
II.2.1. Ecuaciones con variables separables
Si f(t, u) no depende de u, (II.2.1) se reduce a
du
dt
= f(t) , (II.2.2)
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cuya solucio´n general es (si f(t) es integrable)
u(t) =
∫
f(t)dt+ c . (II.2.3)
La constante c se denomina constante de integracio´n, y puede determinarse conociendo
el valor de u a un dado tiempo t0 (es decir, el valor inicial): Si u(t0) = u0 se tiene
u(t) =
∫ t
t0
f(t′)dt′ + u0 . (II.2.4)
Cuando f(t, u) = h(t)g(u), la ecuacio´n (II.2.1) se convierte en
du
dt
= h(t)g(u) . (II.2.5)
Esta ecuacio´n puede reescribirse, para g(u) 6= 0, como
du
g(u)
= h(t)dt , (II.2.6)
cuya solucio´n general es ∫
du
g(u)
=
∫
h(t)dt+ c . (II.2.7)
Esta ecuacio´n, del tipo φ(t, u) = c, determina implı´citamente la solucio´n u(t). La solucio´n
particular para u(t0) = u0, con g(u0) 6= 0, esta´ dada por∫ u
u0
du′
g(u′)
=
∫ t
t0
h(t′)dt′ . (II.2.8)
Para g(u) = 1 se obtiene, por supuesto, la ecuacio´n (II.2.4). Si, adema´s, existen raı´ces
ur tales que g(ur) = 0, a la solucio´n (II.2.7) se deben agregar tambie´n las soluciones
constantes
u(t) = ur, con g(ur) = 0 ,
que no necesariamente se obtienen de (II.2.7) o (II.2.8), pero que son obviamente solucio-
nes de (II.2.5).
Observar que el caso en que f(t, u) no depende de t corresponde a h(t) = 1 en (II.2.5).
El segundo miembro de (II.2.8) se reduce, entonces, a t− t0, y la solucio´n u(t) dependera´,
pues, so´lo de la diferencia t − t0. Eso refleja la invariancia, en este caso, de la ecuacio´n
(II.2.5) frente a traslaciones temporales. El que sigue es un ejemplo de este caso.
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Figura 1: Gra´fico de las soluciones (II.2.11) para t ≥ 0 y distintos valores de N0, para
k > 0 (izquierda) y k < 0 (derecha), con τ = |k|−1.
Ejemplo II.2.1: Consideremos la ecuacio´n diferencial lineal (I.1.1):
dN(t)
dt
= −kN(t) . (II.2.9)
Si N(t) 6= 0 se tiene:
dN
N
= −kdt ,
lo que conduce a ∫
dN
N
= ln |N | = −
∫
kdt+ c = −kt+ c ,
o sea,
N(t) = Ce−kt , (II.2.10)
donde C = ±ec. El valor de C puede determinarse a partir de la condicio´n inicial: Si
N(t0) = N0 ⇒ C = N0eλt0 y
N(t) = N0e
−k(t−t0) . (II.2.11)
Obtenemos ası´ la conocida fo´rmula para la desintegracio´n radiactiva, si k > 0, y para
el crecimiento exponencial de una poblacio´n, si k < 0. Si bien la deduccio´n anterior es
va´lida para N(t) 6= 0 (o sea, N0 6= 0), para N0 = 0 se recupera la solucio´n constante
de (I.1.1), N(t) = 0 ∀ t, que corresponde a C = 0 (c → −∞) en (II.2.10). Se verifica
entonces que el conjunto de soluciones de (II.2.9) es un espacio vectorial de dimensio´n 1:
toda solucio´n es mu´ltiplo de la solucio´n e−kt (base del espacio).
No´tese tambie´n que las curvas N(t) para distintos valores de C, es decir, distintos
valores iniciales N0, nunca se cruzan (Fig. 1), por ser la solucio´n u´nica para cualquier
valor de N0 y t0. Por cada punto (t, N) pasa una y so´lo una solucio´n de (II.2.9).
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Ejemplo II.2.2: Consideremos ahora la ecuacio´n diferencial no lineal
dN
dt
= −kN2 .
Escribie´ndola, para N 6= 0, en la forma dN/N2 = −kdt, obtenemos − 1
N
= −kt+ c, y
N(t) =
1
kt− c . (II.2.12)
Si N(t0) = N0 ⇒ c = kt0 −N−10 y entonces,
N(t) =
N0
1 +N0k(t− t0) . (II.2.13)
Existe, adema´s, la solucio´n trivial N(t) = 0 ∀ t, la cual no es en principio un caso par-
ticular de (II.2.12), aunque puede obtenerse de (II.2.13) para N0 = 0 (c → ±∞). El
conjunto de soluciones no es ahora un espacio vectorial, ya que las distintas soluciones
no son mu´ltiplos de una solucio´n base. La solucio´n general depende en forma no lineal de
la constante de integracio´n c o condicio´n inicial N0. No obstante, existe nuevamente una
u´nica solucio´n para todo valor inicial N0 (y ∀ t0), por lo que las curvas N(t) para distintos
valores de N0 no se cruzan (Fig. 2).
Para N0 > 0 y k > 0, se obtiene en este caso un decrecimiento mucho ma´s lento que
el decrecimiento exponencial del ejemplo II.2.1: Ahora N(t) ≈ 1
k(t−t0) para t − t0 ≫
(N0k)
−1
. Esto se debe a que al disminuir N , dN/dt ∝ N2 se hace ma´s pequen˜o que N .
No´tese tambie´n que N(t) se torna aproximadamente independiente de la condicio´n inicial
N0 para t− t0 ≫ (N0k)−1, a diferencia de lo que ocurrı´a en el ejemplo lineal anterior.
Es tambie´n interesante considerar el caso k < 0. En lugar de un crecimiento exponen-
cial, obtenemos un crecimiento “explosivo”, que diverge para t→ tc = t0+(|k|N0)−1, es
decir, para un tiempo finito. Esto refleja el hecho de que al crecer N , dN
dt
aumenta en este
caso muy ra´pidamente. Matema´ticamente, este ejemplo muestra que au´n cuando f(t, u)
sea una funcio´n continua y derivable, por ejemplo tan simple como u2, no necesariamente
existe una solucio´n continua de (II.2.1) para todo t > t0. Veremos luego este punto con
mayor detalle.
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Figura 2: Gra´fico de las soluciones (II.2.13) para t ≥ 0 y distintos valores de N0, para
k > 0 (izquierda) y k < 0 (derecha), con τ = |k|−1. Las lı´neas punteadas (derecha)
indican las ası´ntotas verticales.
Ejemplo II.2.3: Ecuacio´n de Clausius-Clapeyron para la presio´n de vaporizacio´n
P (T ) en funcio´n de la temperatura absoluta T .
Consideremos la ecuacio´n
dP
dT
=
lP
RT 2
, (II.2.14)
para P > 0 y T > 0, donde l es el calor latente y R la constante de Rayleigh. La ecuacio´n
puede reescribirse en la forma
dP
P
=
l dT
RT 2
.
Se integra fa´cilmente, con el resultado
log |P | = logP = −l
RT
+ logC ,
donde C > 0; de aquı´ resulta
P (T ) = C e−l/(RT ) .
Si no determinamos C tendremos una familia de soluciones. C queda determinada
si se conoce P a una dada temperatura T0 > 0. Por ejemplo, si se conoce la presio´n de
vaporizacio´n a temperatura ambiente P (T0) = P0, resulta C = P0e
l
RT0 y, por lo tanto,
P (T ) = P0 e
−l
R
( 1
T
− 1
T0
)
. (II.2.15)
Notemos que existe solucio´n u´nica para cualquier P0 y T0 > 0, lo que implica nue-
vamente que las curvas P (T ) para distintos valores de P0 no se cruzan para T > 0 (Fig.
3). Por el contrario, todas las curvas convergen a 0 para T → 0+. Matema´ticamente, este
comportamiento esta´ relacionado con la singularidad del miembro derecho en (II.2.14)
para T → 0, tema que discutiremos en breve.
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Figura 3: Gra´fico de las soluciones (II.2.15) para T > 0 y distintos valores de P0 = P (T0)
(Pa es la unidad de presio´n).
II.2.2. Ecuaciones reducibles a variables separables
En algunos casos es posible reducir la ecuacio´n diferencial a una ecuacio´n del tipo
(II.2.5) mediante un cambio de variables sencillo. Por ejemplo, si
du
dt
= f(au+ bt) , (II.2.16)
reemplazando z = au+ bt, obtenemos
dz
dt
= a
du
dt
+ b = af(z) + b ,
que es de la forma (II.2.5). Por lo tanto, si af(z) + b 6= 0,∫
dz
af(z) + b
= t+ c ,
que determina z(t) y u(t) = (z(t) − bt)/a. Si ∃ z0 tal que af(z0) + b = 0, debemos
agregar las soluciones z = z0, o sea u(t) = (z0 − bt)/a.
Ana´logamente, si
du
dt
= f(u/t) , (II.2.17)
reemplazando z = u/t obtenemos
dz
dt
=
1
t
du
dt
− u
t2
= (f(z)− z)1
t
,
que es nuevamente de la forma (II.2.5). Por lo tanto,∫
dz
f(z)− z =
∫
dt
t
= ln |t|+ c , (II.2.18)
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que determina z(t) y u(t) = tz(t). Si ∃ z0 tal que f(z0) = z0, se deben agregar las
soluciones z = z0, o sea, u(t) = z0t. La ecuacio´n (II.2.17) se denomina, a veces, ecuacio´n
diferencial “homoge´nea” de primer orden (atencio´n: eso puede conducir a confusiones
con la definicio´n general II.1.1), y su solucio´n (II.2.18) es de la forma F (u/t) = c′t, con
F (z) = e
∫
dz/(f(z)−z)
. Si u(t) es solucio´n, w(t) = u(λt)/λ es tambie´n solucio´n si λ 6= 0.
II.2.3. Ecuaciones en diferenciales totales. Factor integrante
Dada
du
dt
= −f(t, u)
g(t, u)
, (II.2.19)
con g(t, u) 6= 0, podemos reescribir esta ecuacio´n como
g(t, u)du+ f(t, u)dt = 0 . (II.2.20)
Si se cumple que
∂g(t, u)
∂t
=
∂f(t, u)
∂u
, (II.2.21)
⇒ ∃ φ(t, u) tal que
∂φ
∂u
= g(t, u),
∂φ
∂t
= f(t, u) (II.2.22)
y podemos reescribir (II.2.20) como la diferencial total
dφ = g(t, u)du+ f(t, u)dt = 0 .
Las soluciones u(t) de (II.2.19) quedan entonces determinadas implı´citamente por la
ecuacio´n
φ(t, u) = c , (II.2.23)
con c constante. Si u(t0) = u0⇒ c = φ(t0, u0) y la solucio´n particular queda determinada
por
φ(t, u) = φ(t0, u0) . (II.2.24)
La condicio´n (II.2.21) es necesaria y suficiente para que el primer miembro de (II.2.20)
sea la diferencial total de una funcio´n φ. ´Esta puede obtenerse como la integral de lı´nea
φ(t, u) =
∫ (t,u)
(t0,u0)
[g(t′, u′)du′ + f(t′, u′)dt′] + φ0 (II.2.25)
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a lo largo de cualquier curva que vaya desde (t0, u0) a (t, u) (dentro de una regio´n simple-
mente conexa donde f y g este´n definidas), con φ0 = φ(t0, u0) una constante arbitraria.
Por ejemplo, eligiendo dos segmentos paralelos a los ejes coordenados,
φ(t, u) =
∫ u
u0
g(t0, u
′)du′ +
∫ t
t0
f(t′, u)dt′ + φ0 . (II.2.26)
Equivalentemente, puede integrarse ∂φ
∂u
= g(t, u) = para obtener
φ(t, u) =
∫
g(t, u)du+ c(t)
y determinar c′(t) a partir de ∂φ
∂t
= ∂
∂t
∫
g(t, u) du+ c′(t) = f(t).
Una vez determinada c′(t) puede obtenerse c(t) por integracio´n, a menos de una cons-
tante, que quedara´ determinada por la condicio´n inicial.
Notemos que la solucio´n (II.2.7) para variables separables corresponde a φ(t, u) =∫
du
g(u)
− ∫ f(t)dt.
Ejemplo II.2.4:
du
dt
= −2t+ u
2u+ t
. (II.2.27)
En este caso g(t, u) = 2u + t, f(t, u) = 2t + u, con ∂f
∂u
= ∂g
∂t
= 1. Podemos, entonces,
escribir (II.2.27) como
dφ = (2u+ t)du+ (2t+ u)dt = 0 ,
con
φ(t, u) =
∫ u
u0
(2u′ + t0)du′ +
∫ t
t0
(2t′ + u)dt′ + φ0
= u2 + ut+ t2 − (u20 + u0t0 + t20) + φ0 .
La solucio´n u(t) queda entonces determinada por
u2 + ut+ t2 = c , (II.2.28)
o sea,
u(t) = −1
2
(t±
√
4c− 3t2), (II.2.29)
con c = u20 + u0t0 + t
2
0 y el signo determinado por u(t0) = u0. La solucio´n so´lo esta´ de-
finida para t ∈ [−tc, tc], con tc = 2
√
c/3, anula´ndose el denominador de (II.2.27) para
t = ±tc (u(±tc) = ∓tc/2). La gra´fica de u(t) es la parte superior o inferior de una elipse
con centro en el origen, rotada 45o (ver Fig. 4).
Notemos que la ecuacio´n (II.2.27) es de la forma (II.2.17), con f(z) = −(2+z)/(2z+
1). Puede comprobar el lector que (II.2.18) conduce a la solucio´n (II.2.28).
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Factor integrante.
Si la ecuacio´n (II.2.21) no se verifica, es au´n posible convertir la ecuacio´n (II.2.20) en
una diferencial exacta multiplicando a la misma por una funcio´n µ(t, u), llamada factor
integrante:
dφ = µ(t, u)g(t, u)du+ µ(t, u)f(t, u)dt = 0 , (II.2.30)
con
∂(µg)
∂t
=
∂(µf)
∂u
. (II.2.31)
Desarrollando la ecuacio´n anterior se obtiene
∂g
∂t
− ∂f
∂u
= µ−1
[
f
∂µ
∂u
− g∂µ
∂t
]
= f
∂ ln |µ|
∂u
− g∂ ln |µ|
∂t
, (II.2.32)
la cual es una ecuacio´n en derivadas parciales para µ(t, u), que puede ser tan difı´cil de
resolver como la ecuacio´n original ( puede demostrarse que si las derivadas de f y g son
continuas y, por lo menos, f (o´ g) es no nula, la ecuacio´n anterior posee siempre una
solucio´n no nula). Sin embargo, en algunos casos, su resolucio´n es sencilla. Por ejemplo,
si µ(t, u) es funcio´n de t solamente, obtenemos
∂ ln |µ|
∂t
=
[
∂f
∂u
− ∂g
∂t
]
/g ,
lo cual es factible so´lo si el segundo miembro es funcio´n de t u´nicamente. En ese caso,
µ(t) = c exp
[∫ ∂f
∂u
− ∂g
∂t
g
dt
]
. (II.2.33)
Podemos fijar c = 1, ya que la constante que multiplica a µ es irrelevante. En forma
similar pueden considerarse factores integrantes que sean funciones de u, o en general, de
alguna funcio´n de u y t. Una vez obtenido µ se procede como en el ı´tem anterior.
Ejemplo II.2.5:
du
dt
= −u
2 + u(t+ 1) + t(t+ 2)
2u+ t
.
En este caso, ∂f
∂u
= 2u+ t+ 1 6= ∂g
∂t
= 1. No obstante, [∂f
∂u
− ∂g
∂t
]/g = 1 y, por lo tanto,
µ(t) = e
∫
dt = et ,
verifica´ndose ∂(e
tf)
∂u
= ∂(e
tg)
∂t
= et(2u+ t+ 1). Obtenemos, para este caso,
dφ = et[(2u+ t)du+ (u2 + u(t+ 1) + t(t+ 2))dt] = 0 ,
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Figura 4: Gra´fico de las curvas (II.2.28) (izquierda) y (II.2.34) (derecha) para distintos
valores de c.
con φ(t, u) = et(u2 + ut+ t2). La solucio´n esta´, entonces, determinada por
(u2 + ut+ t2)et = c , (II.2.34)
o sea,
u = −1
2
(t±
√
4ce−t − 3t2), (II.2.35)
con c = φ(u0, t0) > 0. La ecuacio´n φ(t, u) = c origina una curva abierta si c > cc ≈ 0,41
y una curva cerrada ma´s una abierta si c < cc (Fig. 4), estando las abscisas extremas de
las mismas determinadas por la condicio´n 3t2 ≤ 4ce−t.
II.2.4. Ecuaciones diferenciales lineales de primer orden
Ecuacio´n general lineal de primer orden. Me´todo de variacio´n de la constante.
Resolveremos ahora una ecuacio´n diferencial lineal general de primer orden. Como
hemos visto, corresponde al caso en que f(t, u) en (II.2.1) es una funcio´n lineal de u:
du
dt
= a(t) + b(t)u . (II.2.36)
Podemos escribir (II.2.36) en la forma
L[u] = a(t), L =
d
dt
− b(t) , (II.2.37)
donde L es un operador lineal.
Consideremos, primero, a(t) = 0. En este caso, la ecuacio´n (II.2.36) es homoge´nea y
de variables separables:
du
u
= b(t)dt ,
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de donde ln |u(t)| = ∫ b(t)dt+ c′, y entonces
u(t) = c e
∫
b(t)dt , (II.2.38)
con c arbitrario. Si u(t0) = u0 ⇒ utilizando la primitiva de b(t) que se anule en t = t0
obtenemos
u(t) = u0e
∫ t
t0
b(t′)dt′
. (II.2.39)
Si a(t) 6= 0 (caso inhomoge´neo), podemos intentar una solucio´n del tipo (II.2.38), pero
con c una funcio´n de t a determinar:
u = uh(t) c(t), uh(t) = e
∫
b(t)dt . (II.2.40)
Este procedimiento se denomina variacio´n de para´metros, o de constantes. Se obtiene,
notando que L[uh(t)] = 0,
L[u] = L[uh(t)]c(t) + uh(t)
dc
dt
= uh(t)
dc
dt
= a(t) .
Por lo tanto, dc/dt = a(t)/uh(t) y entonces,
c(t) =
∫
a(t)
uh(t)
dt+ c′ ,
con c′ una constante arbitraria. Reemplazando en (II.2.40), obtenemos finalmente
u(t) = uh(t)[c
′ +
∫
a(t)
uh(t)
dt]
= e
∫
b(t)dt[c′ +
∫
e−
∫
b(t)dta(t)dt] . (II.2.41)
La solucio´n general es, pues, una solucio´n de la ecuacio´n homoge´nea (uh(t)c′), ma´s una
solucio´n particular de la inhomoge´nea. La solucio´n particular que satisface u(t0) = u0
puede escribirse como
u(t) = e
∫ t
t0
b(t′)dt′
[u0 +
∫ t
t0
e
− ∫ t′t0 b(t
′′)dt′′
a(t′)dt′]
= K(t, t0)u0 +
∫ t
t0
K(t, t′)a(t′)dt′ , (II.2.42)
donde
K(t, t′) = e
∫ t
t′ b(t
′′)dt′′= uh(t)/uh(t
′) ,
es la solucio´n de la ecuacio´n homoge´nea que satisface u(t′) = 1, pues K(t′, t′) = 1.
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La ecuacio´n (II.2.41) puede tambie´n obtenerse por el me´todo del factor integrante. En
este caso f = −[a(t) + b(t)u], g = 1 y (∂f
∂u
− ∂g
∂t
)/g = −b(t) es funcio´n de t, por lo que
µ puede obtenerse de (II.2.33): µ(t) = ce−
∫
b(t)dt
. Finalmente,
φ(t, u) = µ(t)u−
∫
µ(t)a(t)dt .
La ecuacio´n φ(t, u) = c conduce a (II.2.41).
Ejemplo II.2.6: La velocidad de una partı´cula de masa m en un medio viscoso con fuerza
de roce proporcional a la velocidad Fr = −γv y bajo la accio´n de una fuerza externa F (t),
satisface la ecuacio´n
m
dv
dt
= −γv + F (t) , (II.2.43)
que puede escribirse como
dv
dt
= −λv + f(t) ,
donde λ = γ/m > 0 y f(t) = F (t)/m. Utilizando el resultado anterior, la solucio´n
general es entonces
v(t) = e−λt[c′ +
∫
eλtf(t)dt]
y la solucio´n para v(t0) = v0 puede escribirse como
v(t) = v0e
−λ(t−t0) +
∫ t
t0
e−λ(t−t
′)f(t′)dt′ ,
que corresponde a K(t2, t1) = e−λ(t2−t1).
Por ejemplo, si
f(t) =
{
0 t < 0 , y t > tc
f0 , 0 ≤ t ≤ tc
se obtiene, para t0 = 0, v0 = 0,
v(t) =


0 t < 0
(f0/λ)(1− e−λt) 0 ≤ t ≤ tc
(f0/λ)(1− e−λtc)e−λ(t−tc) t > tc
. (II.2.44)
La solucio´n para t > tc es obviamente la solucio´n de la ecuacio´n homoge´nea para t0 = tc
y v(tc) = (f0/λ)(1− e−λtc).
Observemos que si f0 →∞ y tc → 0, con f0tc → J (finito), entonces v(tc)→ J . Esto
corresponde justamente a una fuerza actuando so´lo en t = 0 que suministra un impulso J .
Notemos tambie´n que si f(t) = f0 ∀t > 0 (tc →∞), v(t) = (f0/λ)(1−e−λt) ∀t > 0,
con v(t)→ f0/λ (velocidad lı´mite) para t→∞.
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Figura 5: Gra´fico de la solucio´n (II.2.44) para distintos valores de tc, con τ = λ−1 y
vL = f0τ la velocidad lı´mite para tc =∞ (fuerza externa constante).
Ejemplo II.2.7: La corriente I de un circuito ele´ctrico con autoinduccio´n L, resisten-
cia R y tensio´n V (t) satisface una ecuacio´n completamente similar:
L
dI
dt
+ IR = V (t) .
Es decir, cambiando v → I , m→ L, γ → R y F (t)→ V (t). La solucio´n para I(0) = I0
y L, R constantes, es entonces
I(t) = I0e
−Rt/L +
∫ t
0
e−R(t−t
′)/LV (t′)dt′ .
Este es un tı´pico ejemplo de analogı´a fı´sica, en el que sistemas y magnitudes diferentes
son descriptos por una misma ecuacio´n diferencial, exhibiendo entonces comportamientos
ana´logos. Resulta ası´ posible simular el movimiento de la masa en el medio viscoso sujeta
a una fuerza externa f(t) mediante un circuito LR con R/L = γ/m, V (t)/L = F (t)/m,
o viceversa.
II.2.5. Ecuaciones reducibles a la forma lineal
Algunas ecuaciones pueden ser reducidas a ecuaciones lineales mediante un sencillo
cambio de variables. Un ejemplo conocido es la ecuacio´n de Bernoulli,
du
dt
= a(t)un + b(t)u, n 6= 1 .
Sustituyendo z = u1−n, obtenemos
n
dz
dt
= (1− n)u−ndu
dt
= (1− n)u−n[a(t)un + b(t)u]
= (1− n)[a(t) + b(t)z] ,
que es una ecuacio´n lineal en z.
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En general, si u = g(z), con g invertible, y z satisface la ecuacio´n lineal
dz/dt = a(t) + b(t)z,
u satisface la ecuacio´n no lineal
du
dt
= g′(z)
dz
dt
= g′(g−1(u))[a(t) + b(t)g−1(u)] ,
que posee la solucio´n u(t) = g(z(t)), con z(t) la solucio´n de la ecuacio´n lineal. Por
ejemplo, si u = z1/(1−n), du
dt
= 1
1−n [a(t)u
n + b(t)u], que es la ecuacio´n de Bernoulli.
Ana´logamente, si u = ez,
du
dt
= a(t)u+ b(t)u ln u ,
cuya solucio´n es ez(t) mientras que, si u = ln z,
du
dt
= a(t)e−u + b(t) ,
cuya solucio´n es ln z(t).
Destaquemos finalmente por que´ es tan importante el caso lineal, cuando a primera
vista parecerı´a tratarse de un caso muy particular. En el caso general, dado por la ecuacio´n
(II.2.1), si la funcio´n f(t, u) es suficientemente suave como para admitir un desarrollo en
serie de Taylor en la variable u (alrededor de cierto valor u0), tendremos:
f(t, u) ≈ f(t, u0) + fu(t, u0)(u− u0)
donde fu(t, u0) = ∂f/∂u|u=u0 . Es decir que, para |u− u0| suficientemente pequen˜o, co-
mo ocurre al estudiar pequen˜os desplazamientos respecto a un punto de equilibrio u0 (en
el que f(t, u0) = 0), podemos aproximar f(t, u) por una funcio´n lineal en u, y obtener
ası´ una ecuacio´n diferencial lineal que es exactamente resoluble. Esta solucio´n analı´tica
aproximada puede darnos informacio´n muy u´til acerca del problema original. Por ejem-
plo, nos puede indicar, en forma analı´tica, co´mo se comporta el sistema para pequen˜os
apartamientos del equilibrio y determinar ası´ si el equilibrio es estable o inestable. Ve-
remos en la seccio´n (II.3.4) un ejemplo especı´fico de esta aproximacio´n en el caso del
pe´ndulo simple.
II.3. Problemas de condiciones iniciales
II.3.1. Teorema de existencia y unicidad de Picard para problemas
de valores iniciales
Consideremos la ecuacio´n diferencial ordinaria de primer orden
du
dt
= f(t, u) , (II.3.1)
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Figura 6: El recta´ngulo R
con la condicio´n inicial u(t0) = u0. Salvo casos especiales, como los vistos antes, no
es posible, en general, resolver este problema en forma analı´tica. Es necesario, entonces,
recurrir a me´todos aproximados, que permiten resolverlo en forma nume´rica. Para ello,
se necesita, primero, estar seguro de que, efectivamente, existe una solucio´n de (II.3.1)
para una determinada f y condicio´n inicial. El siguiente teorema demuestra que dicha
solucio´n existe y es u´nica para una clase muy amplia de funciones. A la vez, el teorema
proporciona un me´todo de resolucio´n aproximado de (II.3.1) (me´todo de Picard).
Teorema II.3.1 Si f(t, u) es continua en un recta´nguloR dado por |t−t0| ≤ a, |u−u0| ≤
b, y satisface en R la condicio´n de Lipschitz
|f(t, u2)− f(t, u1)| ≤ N |u2 − u1| , (II.3.2)
con N constante, entonces, en el intervalo
|t− t0| ≤ r, r = Min[a, b/M ] , (II.3.3)
conM el valor ma´ximo de |f | enR, existe una u´nica solucio´n u(t) de (II.3.1) que satisface
u(t0) = u0.
La condicio´n |t− t0| ≤ r asegura que la solucio´n no salga de R. En efecto (ver figura
7), dado que |f | ≤M en R, si |t− t0| ≤ r, integrando (II.3.1) y tomando valor absoluto,
se obtiene
|u(t)− u0| = |
∫ t
t0
f(t′, u(t′))dt′| ≤ |
∫ t
t0
|f(t′, u(t′))|dt′| ≤M |t− t0| ≤Mr = b .
Observar que, para que se cumpla la condicio´n de Lipschitz (II.3.2), es suficiente que
fu =
∂f
∂u
exista y este´ acotada en R dado que, por el teorema del valor medio, si |fu| ≤ N
en R,
|f(t, u2)− f(t, u1)| = |fu(t, ξ)(u2 − u1)| ≤ N |u2 − u1|
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Figura 7: Definicio´n de r
con ξ ∈ [u1, u2].
Demostracio´n:
Demostraremos primero la existencia de la solucio´n. La ecuacio´n (II.3.1) es equiva-
lente a la ecuacio´n integral
u(t) = u0 +
∫ t
t0
f(t′, u(t′))dt′ . (II.3.4)
Podemos plantear ahora una secuencia de aproximaciones sucesivas u0, u1(t), . . . , un(t)
definidas por
un(t) = u0 +
∫ t
t0
f(t′, un−1(t′))dt′, n ≥ 1 , (II.3.5)
con u0(t) = u0 (me´todo de Picard). La restriccio´n (II.3.3) asegura que un(t) no sale de
R para ningu´n n (o sea, |un(t) − u0| ≤ b si |t − t0| ≤ r). En efecto, para n = 0 esto
se cumple trivialmente. Asumiendo que se cumple para un−1(t), obtenemos, dado que
|f | ≤M en R,
|un(t)−u0| ≤
∫ t
t0
|f(t′, un−1(t′))|dt′ ≤M |t−t0| ≤ b (II.3.6)
para |t− t0| ≤ r.
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Probaremos ahora que la sucesio´n (II.3.5) converge. Si n ≥ 1 y |t− t0| ≤ r,
|un+1(t)−un(t)| = |
∫ t
t0
[f(t′, un(t′))−f(t′, un−1(t′))]dt′|
≤ |
∫ t
t0
|f(t′, un(t′))− f(t′, un−1(t′))|dt′|
≤ N |
∫ t
t0
|un(t′)−un−1(t′)|dt′| (II.3.7)
Para n = 1, (II.3.6) implica que
|u1(t)− u0| ≤M |t− t0| .
Por lo tanto, (II.3.7) conduce a
|u2(t)− u1(t)| ≤ NM |
∫ t
t0
|t′ − t0|dt′| = MN |t− t0|
2
2
y para n general, a
|un(t)−un−1(t)| ≤ MN
n−1|t−t0|n
n!
. (II.3.8)
Entonces, |un+1(t)−un(t)| ≤MNn |
∫ t
t0
|t′−t0|n
n!
dt′| = MNn |t−t0|n+1
(n+1)!
y, por lo tanto,
l´ım
n→∞
|un+1(t)−un(t)| = 0. Adema´s, como
un(t) = u0 + (u1(t)−u0) + . . .+ (un(t)−un−1(t)) ,
el lı´mite
u(t) ≡ l´ım
n→∞
un(t) = u0 +
∞∑
n=1
(un(t)−un−1(t)) (II.3.9)
existe, pues la serie de diferencias es una serie absolutamente convergente:
∞∑
n=1
|un(t)−un−1(t)| ≤M
∞∑
n=1
Nn−1|t−t0|n
n!
= M
eN |t−t0|−1
N
.
La convergencia es tambie´n uniforme por el criterio de Weierstrass (si |fn(t)| ≤ Mn
∀ t ∈ I = [t1, t2] y
∑∞
n=1Mn converge ⇒
∑∞
n=1 fn(t) converge uniformemente sobre I a una
funcio´n f(t); recordemos que la convergencia es uniforme si ∀ ε > 0, ∃ n0 t.q. si n > n0,
|f(t)− fn(t)| < ε ∀ t ∈ I).
Por lo tanto, el lı´mite de la integral en (II.3.5) es la integral del lı´mite, de modo que
u(t) es solucio´n de (II.3.1). Notemos que u(t) es un punto fijo del operadorA[u(t)] = u0+
33
II.3 PROBLEMAS DE CONDICIONES INICIALES
∫ t
t0
f(t′, u(t′))dt′, (es decir u(t) = A[u(t)]), el cual transforma funciones u(t) contenidas
en R en funciones A[u(t)] tambie´n contenidas en R si |t− t0| ≤ r.
Demostremos ahora la unicidad. Si v(t) es otra solucio´n de (II.3.1) que satisface
v(t0) = u0, entonces, para |t− t0| ≤ r,
|u(t)− v(t)| ≤
∫ t
t0
|f(t′, u(t′))− f(t′, v(t′))|dt′
≤ N
∫ t
t0
|u(t′)− v(t′)|dt′ ≤ KN |t− t0|
donde K es el ma´ximo de |u(t)− v(t)| para |t− t0| ≤ r. Esto implica |u(t)− v(t)| = 0
para |t− t0| ≤ r. En efecto, aplicando la cota anterior para |u(t′)− v(t′)|, obtenemos
|u(t)− v(t)| ≤ KN2
∫ t
t0
|t′ − t0|dt′ = KN2 |t− t0|
2
2
y, repitiendo el procedimiento anterior n veces,
|u(t)− v(t)| ≤ K (N |t− t0|)
n
n!
, (II.3.10)
que tiende a 0 para n→∞.

Ejemplo II.3.1: Consideremos nuevamente la ecuacio´n lineal
du
dt
= −λu
Aplicando el me´todo de Picard para t0 = 0, con u(t0) = u0, obtenemos
u1 = u0 − λ
∫ t
0
u0dt
′ = u0[1− λt]
u2 = u0 − λ
∫ t
0
u1(t
′)dt′ = u0[1− λt+ λ2t2/2]
y, en general, un = u0
∑n
m=0
(−λt)m
m!
, de modo que
u(t) = l´ım
n→∞
un(t) =
∞∑
n=0
(−λt)n
n!
= u0e
−λt .
La serie anterior converge ∀ t, pero la condicio´n (II.3.3) proporciona una estimacio´n muy
conservadora del intervalo de convergencia: Para u0 > 0, M = |λ|(b+ u0) y
r = Min[a,
b
|λ|(u0 + b) ] ≤
1
|λ|
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si a > |λ|−1, ya que b/(u0+ b) < 1 ∀ b > 0. En general, el intervalo (II.3.3) es demasiado
restrictivo y el desarrollo de Picard converge en un intervalo mayor.
Ejemplo II.3.2: Consideremos ahora
du
dt
= −λu2
con t0 = 0. Obtenemos
u1 = u0 − λ
∫ t
0
u20dt
′ = u0(1− λu0t)
u2 = u0 − λ
∫ t
0
u21(t
′)dt′ = u0[1−λu0t+(λu0t)2− (λu0t)
3
3
]
u3 = u0[
3∑
n=0
(−λu0t)n +R4(λu0t)] ,
donde R4(x) = 13x
4(2− x+ 1
3
x2 − 1
63
x3). En general,
un(t) = u0[
n∑
m=0
(−λu0t)m +Rn+1(λu0t)] ,
con Rn+1(x) = O(x
n+1). Para n→∞, la solucio´n converge, para |λu0t| < 1, a
u(t) =
u0
1 + λu0t
, (II.3.11)
que coincide con la solucio´n (II.2.13). Si λ > 0 (con u0 > 0) la solucio´n final (II.3.11)
es va´lida ∀ t > 0, aunque el desarrollo de Picard converge so´lo para |t| < |λu0|−1. En
cambio, si λ < 0 la solucio´n existe so´lo para t < |λu0|−1, que coincide con el radio de
convergencia del desarrollo. Notemos que la condicio´n (II.3.3) da, en este caso,
r = Min[a,
b
|λ|(u0 + b)2 ] ≤
1
4|λ|u0 ,
dado que b/(u0+ b)2 < 14u0 , que es nuevamente menor que el radio de convergencia de la
serie.
Otras propiedades
Resulta obvio a partir de (II.3.1) que, si f(t, u) posee derivadas parciales continuas
hasta orden k en un entorno de (t0, u0), la solucio´n u(t) posee derivadas continuas hasta
orden k + 1 en un entorno de t0.
Puede probarse tambie´n que, si f depende en forma continua de un para´metro λ (o
sea, du
dt
= f(t, u, λ)) y satisface las condiciones del teorema de unicidad, con N en (II.3.2)
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independiente de λ ⇒ la solucio´n u(t, λ) depende en forma continua de λ para |t −
t0| ≤ r (lo mismo vale para un conjunto de para´metros). En particular, esto implica
que u(t) dependera´ en forma continua de la condicio´n inicial u(t0) = u0. En efecto,
escribiendo v = u − u0, s = t − t0, tenemos dvds = f(s + t0, v + u0) = g(s, v), con
v(0) = 0, donde los valores iniciales quedan representados por para´metros de la funcio´n
g. De todos modos, esto no impide que dos soluciones con condiciones iniciales cercanas
se alejen mucho para valores grandes de |t − t0|. Por ejemplo, los sistemas cao´ticos son
extremadamente sensibles a las condiciones iniciales. En los mismos, si dos soluciones
u1(t), u2(t) difieren inicialmente en una pequen˜a cantidad δu0, para tiempos grandes
|u1(t)− u2(t)| ≈ |δu0|eΛt, donde Λ > 0 es el llamado exponente de Lyapunov.
Extensio´n de la solucio´n
Si bien el teorema demuestra la existencia de solucio´n para |t − t0| ≤ r la misma
puede, en principio, extenderse fuera de este intervalo tomando como nuevos puntos ini-
ciales a t0±r. No obstante, como hemos visto no siempre es posible continuar la solucio´n
indefinidamente. Esto puede deberse a que la solucio´n se acerca a un punto donde las con-
diciones del teorema no se cumplen o tambie´n a que la solucio´n se aproxima a una ası´ntota
vertical (l´ımt→tc u(t) = ±∞), como ocurre en (II.3.11) para λu0 < 0 (tc = |λu0|−1). Un
ejemplo del primer caso es la solucio´n (II.2.29) de la ecuacio´n (II.2.27), limitada al inter-
valo |t| < tc =
√
4c/3. Si t = tc, u(t) = −12t, anula´ndose el denominador de (II.2.27).
Puntos singulares
Los puntos (t0, u0) en los que, o bien no existe solucio´n de (II.3.1) o la solucio´n no es
u´nica, se denominan puntos singulares. Obviamente, en estos puntos no se satisfacen las
condiciones del teorema de unicidad, aunque no todo punto en el que las mismas no se
cumplan es singular. Los condiciones del teorema son suficientes pero no necesarias. Por
ejemplo, puede demostrarse que, si f es continua en un entorno de (t0, u0), existe siempre
una solucio´n de (II.3.1), pero e´sta puede no ser u´nica si no se cumple la condicio´n de
Lipschitz. La curva formada por los puntos singulares se denomina curva singular. Una
solucio´n formada enteramente por puntos singulares se denomina solucio´n singular.
Ejemplo II.3.3:
du
dt
= q
u
t
, q > 0 . (II.3.12)
En este caso f(t, u) no es continua en t = 0. Una solucio´n de (II.3.12) es obviamente
u(t) = 0. Adema´s, si u(t) 6= 0, integrando por separacio´n de variables obtenemos
ln |u| = q ln |t|+ c′
o sea, si t > 0,
u(t) = c tq . (II.3.13)
36
II.3 PROBLEMAS DE CONDICIONES INICIALES
-3 -2 -1 1 2 3
t
-10
-5
5
10
uHtL
-3 -2 -1 1 2 3
t
-10
-5
5
10
uHtL
Figura 8: Gra´ficas de las soluciones (II.3.13) para q = 2 (izquierda) y q = −1 (derecha),
y c = 0,±1,±2,±4.
Si t0 > 0, existe una u´nica solucio´n que satisface u(t0) = u0, ∀ u0 (c = u0/tq0). Pero
cuando consideramos t0 = 0, vemos que si la condicio´n inicial es u0 = 0, (II.3.13)
es solucio´n de (II.3.12) para cualquier valor de c (incluyendo c = 0). No existe pues
solucio´n u´nica para u(0) = 0, existiendo en cambio infinitas soluciones. Por el contrario,
si t0 = 0 y u0 6= 0, no existe ninguna solucio´n. Este tipo de punto singular se denomina
nudo (Fig. 8).
Si consideramos, ahora, q < 0 en (II.3.12), u(t) no permanece finito para t → 0,
excepto para c = 0 (Fig. 8). Si t0 = 0, para u0 = 0 obtenemos, en este caso, una u´nica
solucio´n u(t) = 0, mientras que, si u0 6= 0, no existe solucio´n.
Ejemplo II.3.4:
du
dt
= λ
√
u, λ 6= 0 . (II.3.14)
Para u → 0+, si bien √u es continua, no se cumple la condicio´n de Lipschitz pues
fu =
λ
2
√
u
→ ∞. Los puntos (t, u) = (t, 0) pueden ser pues puntos singulares. Por
separacio´n de variables, para u > 0 obtenemos la solucio´n
u(t) =
1
4
(λt+ c)2, λt+ c > 0 (II.3.15)
No obstante, tenemos tambie´n la solucio´n trivial
u(t) = 0 , (II.3.16)
que no se obtiene de (II.3.15) (Ver Fig. 9).
Si t0 = 0 y u0 > 0, obtenemos como u´nica solucio´n
u(t) =
1
4
(2
√
u0 + λt)
2, (II.3.17)
donde el pare´ntesis debe ser positivo. La solucio´n (II.3.17) esta´ definida ∀ t > 0 si λ > 0,
pero so´lo para t ≤ tc = 2√u0/|λ| si λ < 0. En este caso, u(t) → 0 para t → tc, y no
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Figura 9: Gra´ficas de las soluciones (II.3.15) para λ = 1 (curvas crecientes) y λ = −1
(curvas decrecientes), y c = 0,±1,±2, junto con la solucio´n singular u(t) = 0 ∀ t.
puede extenderse para t > tc. Si λ < 0, la solucio´n disminuye pues ma´s rapidamente que
en el caso lineal (du
dt
= λu, con u(t) = u0e
−|λ|t si λ < 0) “apaga´ndose” en un tiempo
finito.
Consideremos, ahora, u0 = 0. La ecuacio´n (II.3.17) se reduce a
u(t) =
1
4
λ2t2 . (II.3.18)
Si λ > 0, (II.3.18) es solucio´n de (II.3.14) y satisface u(0) = 0, al igual que (II.3.16).
Por lo tanto, la solucio´n no es u´nica. Lo mismo ocurre obviamente para cualquier valor
de t0. Los puntos (0, t) son pues singulares y la solucio´n trivial (II.3.16) es una solucio´n
singular. Por el contrario, si λ < 0 (II.3.18) no es solucio´n de (II.3.14), obtenie´ndose
como u´nica solucio´n, para u0 = 0 y t > 0, la solucio´n trivial (II.3.16).
Soluciones aproximadas
Si bien no vamos a tratar el tema de aproximaciones nume´ricas, cabe destacar que
existen tambie´n otras sucesiones un(t) que convergen uniformemente a la solucio´n u(t) y
que pueden, por lo tanto, utilizarse para aproximar la solucio´n. El me´todo ma´s elemental
y conocido es el me´todo de la “quebrada de Euler”, que consiste en subdividir el intervalo
[t0, t0 + r] en n subintervalos de longitud h = r/n, y aproximar la solucio´n u(t) por
segmentos entre los puntos (t0, u0), (t1, u1), . . ., (tn, un) definidos por
ti = ti−1 + h, ui = ui−1 + hf(ti−1, ui−1), i = 1, . . . , n ,
que se obtienen de suponer f(t, u(t)) = f(ti−1, ui−1) (constante) en el intervalo [ti−1, ti].
Cada segmento es, entonces, tangente a la solucio´n exacta en (ti−1, ui−1). Puede mostrar-
se que tal aproximacio´n converge, para h → 0 (o sea, n → ∞), a la solucio´n exacta u(t)
si se cumplen las condiciones del teorema de existencia. Refinamientos del me´todo ante-
rior conducen a aproximar u(t) por una sucesio´n de polinomios de grado m entre puntos
(ti, ui), tales que posean un contacto de orden m con la solucio´n exacta en dichos puntos
(me´todos de Sto¨rmer, Runge, etc.). Estos me´todos esta´n directamente incorporados en di-
versos programas de ca´lculo nume´rico o analı´tico (por ejemplo [11]), siendo muy sencilla
y ra´pida su utilizacio´n.
38
II.3 PROBLEMAS DE CONDICIONES INICIALES
II.3.2. Generalizacio´n a sistemas de ecuaciones de primer orden
Consideremos ahora el sistema de ecuaciones acopladas
dui
dt
= fi(t, u1, . . . , un), i = 1, . . . , n , (II.3.19)
donde la derivada de cada variable ui depende de t, de sı´ misma y y de todas las dema´s
variables. El teorema de existencia y unicidad se generaliza en forma inmediata a este tipo
de sistemas. Podemos reescribir (II.3.19) en forma concisa como
du
dt
= f(t,u) , (II.3.20)
con
u(t) =


u1(t)
.
.
.
un(t)

 f(t,u) =


f1(t,u)
.
.
.
fn(t,u)

 ,
y vale el siguiente teorema:
Teorema II.3.2 Dado el sistema de ecuaciones lineales de primer orden
du
dt
= f(t,u) , (II.3.21)
con condicio´n inicialu(t0) = u0, si existe una regio´nR definida por |t−t0| ≤ a, |u−u0| ≤
b, donde se cumplen las condiciones
a) fi(t,u) continua en R,
b) |f(t,u2)− f(t,u1)| ≤ N |u2 − u1|,
entonces existe una u´nica solucio´n u(t) de (II.3.21), que satisface u(t0) = u0, dentro del
intervalo
|t− t0| ≤ r = Min[a, b/M ] ,
donde M es el ma´ximo de |f | en R.
Para que se cumpla la condicio´n de Lipschitz es suficiente que las derivadas parciales
fij =
∂fi
∂uj
sean acotadas en R pues, en tal caso, por el teorema del valor medio,
|f(t,u2)− f(t,u1)|2 =
∑
i
|fi(t,u2)− fi(t,u1)|2
=
∑
i
|
∑
j
fij(t, ξi)(u2j − u1j)|2
≤
∑
i
(
∑
j
Nij|u2j − u1j|)2 ≤ N2|u2 − u1|2 . (II.3.22)
La demostracio´n del teorema es exactamente igual a la ya presentada en el caso de una
ecuacio´n. So´lo se deben reemplazar f , u y v en (II.3.4)–(II.3.10) por f , u y v.
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
II.3.3. Representacio´n de una ecuacio´n diferencial de orden n me-
diante un sistema de primer orden
La generalizacio´n del Teorema de Picard anterior es muy poderosa, porque:
i) Toda ecuacio´n diferencial ordinaria de orden n para una funcio´n u(t) puede escribirse
como un sistema de n ecuaciones de primer orden,
ii) todo sistema dem ecuaciones diferenciales de orden n param funciones u1(t), . . . , um(t)
puede escribirse como un sistema de m× n ecuaciones de primer orden
En efecto, la ecuacio´n diferencial ordinaria de orden n,
dnu
dtn
= f(t, u,
du
dt
, . . . ,
dn−1u
dtn−1
) (II.3.23)
puede reducirse a un sistema de n ecuaciones ordinarias de primer orden de la forma
(II.3.21) definiendo
u1 = u, u2 =
du
dt
, . . . , un =
dn−1u
dtn−1
, (II.3.24)
ya que
du1
dt
= u2,
du2
dt
= u3, . . . ,
dun
dt
= f(t, u1, . . . , un) , (II.3.25)
o sea, f1(t,u) = u2, f2(t,u) = u3, . . ., fn(t,u) = f(t,u).
Entonces, si f satisface las condiciones del teorema, queda garantizada la existencia
y unicidad de la solucio´n de (II.3.23) para la condicio´n inicial u(0) = u0, donde
u0 = (u(0),
du
dt
|t=0, . . . , d
n−1u
dtn−1
|t=0)
es el vector que contiene los valores iniciales de la “posicio´n”, “velocidad”, “aceleracio´n”,
etc.
En forma ana´loga, un sistema de m ecuaciones diferenciales acopladas de orden n,
dnu
dtn
= f(t,u,
du
dt
, . . . ,
dn−1u
dtn−1
) (II.3.26)
donde u = (u1, . . . , um), f = (f1, . . . , fm), puede reducirse a un sistema de m × n
ecuaciones de primer orden, definiendo los n vectores
u1 = u,u2 =
du
dt
, . . . ,un =
dn−1u
dtn−1
,
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ya que
du1
dt
= u2,
du2
dt
= u3, . . . ,
dun
dt
= f(t,u1, . . . ,un) ,
lo cual constituye un sistema dem×n ecuaciones de primer orden para el vector ampliado
y = (u1, . . . ,un) de m× n coordenadas.
Ası´, la ecuacio´n que describe el movimiento de una partı´cula en el espacio tridimen-
sional sujeta a una fuerza F (t, r, dr/dt), es, segu´n la segunda ley de Newton, un sistema
de 3 ecuaciones diferenciales de segundo orden en r = (x, y, z), lo que equivale a un siste-
ma de 6 ecuaciones diferenciales de primer orden en las variables (r,v = dr/dt). Ana´lo-
gamente, la ecuacio´n que describe el movimiento de n partı´culas en el espacio tridimen-
sional, sujetas a fuerzas Fi(t, r1, dr1/dt, . . . , rn, drn/dt), es un sistema de 3n ecuaciones
diferenciales de segundo orden para las 3n coordenadas ri = (xi, yi, zi), i = 1, . . . , n, lo
que equivale a un sistema de 6n ecuaciones diferenciales de primer orden en las variables
(ri,vi = dri/dt), i = 1, . . . , n.
II.3.4. Reduccio´n en uno del orden de una ecuacio´n diferencial ordi-
naria
Antes de comenzar a estudiar en detalle la resolucio´n de sistemas de ecuaciones de
primer orden, es importante destacar que en algunos casos es posible reducir el orden sin
introducir nuevas variables. Consideremos la ecuacio´n de segundo orden
d2u
dt2
= f(t, u,
du
dt
).
Hemos visto que podemos transformarla en un sistema de dos ecuaciones de primer orden
definiendo u1 = u, u2 = dudt , con
du1
dt
= u2,
du2
dt
= f(t, u1, u2). Por ejemplo,
m
d2x
dt2
= F (t, x,
dx
dt
)
puede escribirse como
m
dx
dt
= p,
dp
dt
= F (t, x, p/m).
No obstante, en algunos casos es posible reducir el orden mediante te´cnicas elemen-
tales sin introducir nuevas variables. Por ejemplo, si f no depende de u,
d2u
dt2
= f(t,
du
dt
)
puede llevarse a la ecuacio´n de primer orden
dw
dt
= f(t, w)
definiendo w = du
dt
. Si la solucio´n es w(t, c), donde c es una constante de integracio´n,
entonces u(t) =
∫
w(t, c)dt+ c′.
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Otro caso simple es aque´l en que f no depende de la variable independiente,
d2u
dt2
= f(u,
du
dt
).
Definiendo w = du
dt
, y considerando a w como funcio´n de u, tenemos
d2u
dt2
=
dw
dt
=
dw
du
du
dt
= w
dw
du
y, por lo tanto,
w
dw
du
= f(u, w),
que es una ecuacio´n de primer orden. Si la solucio´n es w(u, c), podemos hallar u(t) de
dt = du/w(u, c), o sea,
t− t0 =
∫ u
u0
du
w(u, c)
,
que determina u(t) implı´citamente. Este resultado es u´til para fuerzas que dependen so´lo
de la posicio´n, en cuyo caso el mismo resultado puede obtenerse directamente de consi-
deraciones energe´ticas.
El mismo procedimiento es tambie´n va´lido para reducir en 1 el orden de la ecuacio´n
diferencial
dnu
dtn
= f(u,
du
dt
, . . . ,
dn−1u
dtn−1
).
Tenemos por ejemplo, du
dt
= w, d
2u
dt2
= w dw
du
,
d3u
dt3
= w d
du
[w dw
du
] = w[(dw
du
)2 +w d
2w
du2
], y en general, dnu
dtn
sera´ una funcio´n de las derivadas
hasta orden n− 1 de w respecto de u. Se llega a una ecuacio´n del tipo
dn−1w
dun−1
= g(u, w, . . . ,
dn−2w
dun−2
),
obtenie´ndose luego u de t− t0 =
∫ u
u0
du
w(u,c1,...,cn−1)
.
Ejemplo II.3.5: Consideremos la ecuacio´n que describe el movimiento en una dimensio´n
de una masa m bajo la accio´n de una fuerza f(x),
m
d2x
dt2
= f(x). (II.3.27)
Si p = mdx
dt
⇒ md2x
dt2
= dp
dt
= p
m
dp
dx
y la ecuacio´n resulta equivalente a la ecuacio´n de
primer orden
p
m
dp
dx
= f(x) .
Por lo tanto, p
m
dp = f(x)dx y entonces,
p2
2m
− p
2
0
2m
=
∫ x
x0
f(x′)dx′ = V (x0)− V (x),
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donde V (x) = − ∫ f(x)dx es el potencial. Esta ecuacio´n no es otra cosa que la conser-
vacio´n de la energı´a meca´nica,
p2
2m
+ V (x) = E,
de donde p(x) =
√
2m[E − V (x)]. De mdx
dt
= p(x) obtenemos dt = m dx
p(x)
y, finalmente,
t− t0 =
√
m
2
∫ x
x0
dx′√
E − V (x′) . (II.3.28)
Ejemplo II.3.6: Pe´ndulo simple.
Θ
En este caso V (x) = mgl(1− cos θ), con x = lθ. Reemplazando en
(II.3.27) se obtiene
d2θ
dt2
=
g
l
sin θ ,
que es una ecuacio´n no lineal de segundo orden. La solucio´n exacta de
esta ecuacio´n esta´ dada, en forma implı´cita, por
t =
√
l
2g
∫ θ
0
dθ′√
cos θ′ − cos θm
, (II.3.29)
donde hemos escritoE = mgl[1−cos(θm)], con θ ≤ θm. Podemos, de esta forma, obtener
tanto el perı´odo exacto T (θm) = 4t(θm) como tambie´n la funcio´n t(θ), aun para grandes
amplitudes θm, en te´rminos de funciones elı´pticas. Por ejemplo, el perı´odo exacto es
T (θm) = 4
√
l
2g
∫ θm
0
dθ√
cos θ − cos θm
= T0
4√
2π
K[1
2
θm, sen
−2(1
2
θm)]√
1− cos θm
, (II.3.30)
donde K denota la integral elı´ptica de primera especie.
Para pequen˜os a´ngulos, podemos aproximar cos θ ≈ 1−θ2/2, y se obtiene de (II.3.29)
el resultado conocido t =
√
l/g arcsin(θ/θm), es decir,
θ(t) = θm sin(
√
g/l t) , (II.3.31)
que representa un movimiento armo´nico simple, con perı´odo
T = T0 = 2π
√
l/g ,
independiente de la amplitud θm. Este resultado corresponde a la aproximacio´n lineal
sin θ ≈ θ en (II.3.32), que conduce a la ecuacio´n lineal de segundo orden
d2θ
dt2
=
g
l
θ , (II.3.32)
43
II.4 SISTEMAS DE ECUACIONES LINEALES DE PRIMER ORDEN
Π4 Π2 3Π4 Π
Θm
1
2
3
TT0
Figura 10: Gra´fico del perı´odo exacto del pe´ndulo, ecuacio´n (II.3.30), en funcio´n de la am-
plitud θm. Aquı´ T0 = 2π
√
l/g es el perı´odo obtenido en la aproximacio´n lineal (II.3.32),
independiente de θm (lı´nea horizontal). El perı´odo exacto tiende a infinito para θ → π.
cuya solucio´n general exacta puede obtenerse fa´cilmente con los me´todos que daremos
en las pro´ximas secciones. La solucio´n que satisface θ(0) = 0 y θ˙(0) = 2πθm
T0
es, precisa-
mente, (II.3.31).
En el orden siguiente, el perı´odo comienza a depender de la amplitud. A partir de
(II.3.29) o (II.3.30) se obtiene
T = T0[1 + θ
2
m/16 +O(θ
4
m)] . (II.3.33)
Como se aprecia en la Fig. 10, la aproximacio´n lineal es muy satisfactoria para θm < π/4.
No obstante, para valores de θm cercanos a π, la discrepancia se torna significativa, ya
que el perı´odo exacto tiende a infinito para θm → π. Notemos finalmente que la ecuacio´n
(II.3.29) es tambie´n va´lida para E > 2mgl (que corresponde a cos(θm) < −1, o sea,
θm = π + iα).
II.4. Sistemas de ecuaciones lineales de primer orden
Un caso particularmente importante de sistema de primer orden es aque´l en que
f(t,u) es una funcio´n lineal de u. Como vimos en la seccio´n anterior, aun si f(t,u)
es no lineal en u, la aproximacio´n lineal resulta de suma utilidad para estudiar en forma
analı´tica el comportamiento de la solucio´n en torno a un punto de equilibrio u0.
Definicio´n II.4.1 Un sistema de ecuaciones ordinarias de primer orden del tipo (II.3.20)
se llama lineal, si puede escribirse en la forma
du
dt
= A(t)u+ f(t) , (II.4.1)
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donde
A(t) =


A11(t) ... A1n(t)
. ... .
. ... .
. ... .
An1(t) ... Ann(t)

 (II.4.2)
se denomina matriz del sistema.
Supondremos, adema´s, que la condicio´n inicial esta´ dada por u(t0) = u0.
Ma´s explı´citamente, se tiene
dui(t)
dt
=
n∑
j=1
Aij(t)uj(t) + fi(t) i = 1, ..., n , (II.4.3)
con dados valores de ui(t0) para i = 1, ..., n .
II.4.1. Resolucio´n del caso homoge´neo. Matriz fundamental
Estudiaremos, primero, el sistema homoge´neo,
du
dt
= A(t)u, (II.4.4)
o sea, L[u] = 0, con L = d
dt
− A(t). Probaremos un importante teorema:
Teorema II.4.2 Las soluciones del sistema lineal homoge´neo (II.4.4) forman un espacio
vectorial de dimensio´n n (propiedad de superposicio´n).
Es inmediato verificar que u = 0 es solucio´n. En esas condiciones, que las soluciones
formen un espacio vectorial (o lineal) significa que, si u1(t) y u2(t) son soluciones, la
combinacio´n lineal
u(t) = c1u1(t) + c2u2(t) (II.4.5)
es tambie´n solucio´n ∀ c1, c2 (constantes). Que el espacio sea de dimensio´n n significa
que existen exactamente n soluciones u1(t), u2(t), . . . , un(t) linealmente independientes
∀ t ∈ I0, tales que cualquier solucio´n u(t) puede escribirse como combinacio´n lineal de
las mismas:
u(t) =
n∑
j=1
cjuj(t) (II.4.6)
donde los coeficientes cj son constantes.
Demostracio´n: Dado que el operador L en (II.4.4) es lineal, la combinacio´n (II.4.5)
sera´, obviamente, solucio´n de (II.4.4) si u1(t) y u2(t) son soluciones.
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Mostraremos ahora que existen n y so´lo n soluciones uj(t) linealmente independien-
tes. Dado que u posee n componentes, podemos encontrar n vectores linealmente inde-
pendientes u0j . Por ejemplo,
u01 =


1
0
. . .
0

 u02 =


0
1
. . .
0

 . . . u0n =


0
0
. . .
1

 . (II.4.7)
Para j = 1, . . . , n, sea
uj(t) =


u1j(t)
u2j(t)
. . .
unj(t)


la solucio´n del sistema (II.4.4) con la condicio´n inicial uj(t0) = u0j . Por el teorema de
existencia, tal solucio´n existe y es u´nica para |t− t0| ≤ r (o sea, t ∈ I0).
Consideremos ahora una solucio´n arbitraria u(t) con la condicio´n inicial u(t0) =
u0. Para t = t0, como los vectores uj(t0) = u0j forman una base, podemos escribir
u(t0) =
n∑
j=1
cjuj(t0). (II.4.8)
Debido a la linealidad del espacio,
∑n
j=1 cjuj(t) satisface la ecuacio´n diferencial y la
condicio´n inicial. Pero, como la solucio´n para una determinada condicio´n inicial es u´ni-
ca, debe cumplirse
u(t) =
n∑
j=1
cjuj(t) (II.4.9)
∀ t ∈ I0, ya que el segundo miembro de (II.4.9) es tambie´n solucio´n de (II.4.4) y cumple
la condicio´n inicial. Esto muestra que la dimensio´n del espacio no es mayor que n.
Falta mostrar que las n soluciones uj(t) permanecen linealmente independientes ∀
t ∈ I0. Si, por ejemplo, para t = t1 ∈ I0, las soluciones fuesen linealmente dependientes,
entonces existirı´a una solucio´n del tipo (II.4.9), con (c1, c2, . . . , cn) no todos nulos, que
serı´a nula para t = t1:
u(t1) =
n∑
j=1
cjuj(t1) = 0 .
Pero, como tambie´n existe la solucio´n trivial u(t) = 0 ∀ t ∈ I0, por unicidad la solucio´n
anterior debe coincidir con la solucio´n trivial ∀ t ∈ I0 y por lo tanto, c1 = c2 = . . . =
cn = 0, en contradiccio´n con lo supuesto. Las soluciones permanecen, pues, linealmente
independientes.

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Podemos formalizar algo ma´s los resultados anteriores. Una matriz de soluciones li-
nealmente independientes
U(t) =


u11(t) u12(t) . . . u1n(t)
u21(t) u22(t) . . . u2n(t)
. . .
un1(t) un2(t) . . . unn(t)

 , (II.4.10)
donde la columna j-e´sima contiene las componentes de la solucio´n uj(t), se denomina
matriz fundamental del sistema. Como duj/dt = A(t)uj(t), con uj(0) = u0j , la matriz
U(t) satisface la ecuacio´n
dU
dt
= A(t)U(t), con U(t0) = U0 , (II.4.11)
donde U0 es la matriz que contiene las n condiciones iniciales linealmente independientes
u0j (U0 = I (matriz identidad) en el caso (II.4.7)). Recordando que n vectores son lineal-
mente independientes si y so´lo si el determinante de sus componentes es no nulo, tenemos
Det[U(t0)] 6= 0, y por el teorema anterior, Det[U(t)] 6= 0 ∀ t ∈ I0.
La solucio´n general de (II.4.4) puede expresarse como
u(t) = U(t)c, (II.4.12)
donde c es un vector constante, lo cual es otra forma de escribir (II.4.9). La solucio´n
particular para la condicio´n inicial u(t0) = u0 se obtiene para c = U−1(t0)u0:
u(t) = U(t)U−1(t0)u0 ≡ K(t, t0)u0 ,
ya que satisface u(t0) = u0. Aquı´ hemos definido K(t, t0), que es la llamada matriz
fundamental del sistema y permite resolver el problema homoge´neo para condiciones
iniciales arbitrarias. Obse´rvese que K(t, t0) satisface la ecuacio´n homoge´nea y, para t =
t0, se reduce a la matriz identidad. Para las condiciones iniciales (II.4.7), U(t0) = I y
u(t) = U(t)u0 (En este caso, K(t, t0) = U(t)).
Utilizando el me´todo de Picard, podemos expresar, en general, U(t) para t ∈ I0 como
U(t) = [I +
∫ t
t0
A(t′)dt′+
∫ t
t0
A(t′)dt′
∫ t′
t0
A(t′′)dt′′ + . . . ]U0 . (II.4.13)
II.4.2. Evolucio´n del determinante
Podemos calcular explı´citamenteDet[U(t)] y verificar queDet[U(t)] 6= 0 siDet[U(t0)] 6=
0. Para ello, notemos primero que si t es un para´metro cualquiera de U , tenemos
d
dt
Det[U ] =
n∑
i,j=1
dUij
dt
U˜ji = Tr
[
dU
dt
U˜
]
, (II.4.14)
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donde U˜ji = (−1)i+jDet[U (i,j)] y U (i,j) es la matriz con la fila i y columna j de U
suprimidas, tal que
UU˜ = Det[U ] I
y Tr es la traza. Por lo tanto, en el caso (II.4.4),
d
dt
Det[U ] = Tr[A(t)UU˜ ] = Det[U ]Tr[A(t)] ,
lo que constituye una ecuacio´n diferencial lineal ordinaria para Det[U(t)]. Obtenemos,
entonces,
Det[U(t)] = Det[U(t0)] e
∫ t
t0
Tr[A(t′)]dt′
,
con Det[U(t0)] = Det[U0] 6= 0. Por lo tanto, Det[U(t)] 6= 0 ∀ t ∈ I0, de modo que las
soluciones permanecen linealmente independientes, como habı´amos demostrado.
II.4.3. Resolucio´n del caso no homoge´neo. Matriz de Green
Volvamos ahora al sistema lineal original (II.4.1). Si U(t) es la matriz fundamental
del sistema homoge´neo (II.4.4), podemos plantear una solucio´n particular del tipo
u(t) = U(t)c(t) .
Dado que dU/dt = A(t)U , tenemos:
du
dt
=
dU
dt
c+ U
dc
dt
= A(t)Uc+ U
dc
dt
= A(t)u+ U
dc
dt
.
Por lo tanto,
du
dt
− A(t)u = U(t)dc
dt
= f(t) ,
de donde resulta dc/dt = U−1(t)f(t) y, por lo tanto,
c(t) = c0 +
∫
U−1(t)f(t)dt
La solucio´n general es, entonces, de la forma
u(t) = U(t)c0 + U(t)
∫
U−1(t)f(t)dt (II.4.15)
y la solucio´n particular para u(t0) = u0 es
u(t) = U(t)U−1(t0)u0 + U(t)
∫ t
t0
U−1(t′)f(t′)dt′
= K(t, t0)u0 +
∫ t
t0
K(t, t′)f(t′)dt′ , (II.4.16)
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con
K(t, t′) = U(t)U−1(t′) . (II.4.17)
Notemos que K(t, t′) satisface
dK(t, t′)
dt
= A(t)K(t, t′), con K(t′, t′) = I . (II.4.18)
Observemos que el primer te´rmino de (II.4.16) es la solucio´n del sistema homoge´neo
que satisface la condicio´n inicial. El segundo, que se anula para t = t0, es una solucio´n
particular del sistema inhomoge´neo, construida en base a n soluciones particulares del
sistema homoge´neo (las soluciones fundamentales). La ecuacio´n (II.4.16) generaliza y
es completamente ana´loga a la ecuacio´n (II.2.42) de II.2.4, va´lida para el caso de una
ecuacio´n, en cuyo caso U(t) = uh(t) es una matriz de 1 × 1 (con uh(t) una solucio´n no
nula de la ecuacio´n homoge´nea) y K(t, t′) = uh(t)/uh(t′).
Notemos tambie´n que, si u1(t) y u2(t) son soluciones particulares para f1(t) y f2(t),
u(t) = c1u1(t) + c2u2(t) es una solucio´n particular para f(t) = c1f1(t) + c2f2(t)
(extensio´n de la propiedad de superposicio´n). Esto puede verse de (II.4.16) o tambie´n,
directamente, de (II.4.1) por la linealidad de L. Podemos, por lo tanto, descomponer la
“fuerza” en varios te´rminos o componentes y luego sumar las soluciones para cada una de
ellas. Asimismo, si f(t) se multiplica por un factor α, la solucio´n particular se multiplica
por el mismo factor. La solucio´n particular responde, por lo tanto, en forma proporcional
a f .
Consideremos, en detalle, la solucio´n para condicio´n inicial nula:
u(t) =
∫ t
t0
K(t, t′)f(t′)dt′ . (II.4.19)
Si, adema´s, f(t) = 0 ∀ t < 0 y el sistema esta´ en equilibrio para t < t0, con u(t) = 0
∀ t < t0, puede escribirse
u(t) =
∫ t
−∞
K(t, t′)f(t′)dt′ (II.4.20)
o, equivalentemente,
u(t) =
∫ ∞
−∞
G(t, t′)f(t′)dt′ , (II.4.21)
donde hemos definido
G(t, t′) ≡
{
0 t0 ≤ t < t′
K(t, t′) t0 ≤ t′ < t . (II.4.22)
La matriz G se llama matriz de Green del sistema de ecuaciones. Como se ve, permite
establecer el efecto, en un dado valor de t, de una fuente que actu´a en cualquier t′ < t.
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Dado que, para problemas de valores iniciales, la variable t es, en general, el tiempo, suele
llamarse a G(t, t′) ası´ definida la funcio´n de Green causal. No´tese que es discontinua en
t = t′ (l´ımt→t′+ = I; l´ımt→t′− = 0).
Escribiendo explı´citamente los elementos de matriz, se tiene
ui(t) =
n∑
j=1
∫ ∞
−∞
Gij(t, t
′)fj(t′)dt′ , (II.4.23)
con
Gij(t, t
′) =
{
0 0 ≤ t < t′
Kij(t, t
′) =
∑n
k=1 Uik(t)U
−1
kj (t
′) 0 ≤ t′ < t . . (II.4.24)
II.4.4. Sistemas lineales con coeficientes constantes
Estudiaremos ahora el caso muy importante en el que la matriz A en (II.4.1) es in-
dependiente de t, es decir, Aij(t) = Aij , constante ∀ i, j. El sistema de ecuaciones ho-
moge´neo
du
dt
= Au (II.4.25)
es, ahora, invariante frente a traslaciones “temporales” t → t + c. Por lo tanto, podemos
tomar, sin pe´rdida de generalidad, t0 = 0, ya que si u(t) es la solucio´n de (II.4.25) para
u(0) = u0 ⇒ u(t− t0) sera´ la solucio´n de (II.4.4) para u(t0) = u0. Los sistemas que no
dependen explı´citamente del tiempo se denominan auto´nomos y exhiben obviamente la
propiedad anterior.
Antes de considerar la solucio´n general, notemos que si planteamos una solucio´n par-
ticular de (II.4.25) de la forma
u(t) = veλt , (II.4.26)
donde λ y v son independienes de t, con v un vector no nulo, reemplazando en (II.4.25)
obtenemos la ecuacio´n λveλt = Aveλt, o sea que,
Av = λv . (II.4.27)
Esta es, precisamente, la ecuacio´n de autovalores asociada a la matriz A (ve´ase Ape´ndice
A): λ debe ser autovalor de A, siendo determinado por la ecuacio´n
Det [A− λI] = 0 ,
y v debe ser un autovector asociado, es decir, un vector que satisface
(A− λI)v = 0 , v 6= 0 .
Ana´logamente, si λ es autovalor y v un autovector asociado, (II.4.26) sera´ solucio´n de
(II.4.25). En otras palabras, tenemos el Teorema: u(t) = veλt sera´ solucio´n no nula de
(II.4.25) si y so´lo si λ es autovalor de A y v un autovector asociado.
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Si la matriz A es diagonalizable (ver Ape´ndice A), existen n autovectores linealmente
independientes vk asociados a autovalores λk, no necesariamente distintos. Obtenemos
ası´ n soluciones linealmente independientes de (II.4.25),
uk(t) = vke
λkt, k = 1, . . . , n , (II.4.28)
que permiten construir una matriz fundamental de la forma
U(t) =
(
v1e
λ1t, . . . ,vne
λnt
)
. (II.4.29)
La solucio´n general del sistema es entonces
u(t) = U(t)c
= c1v1e
λ1t + . . .+ cnvne
λnt . (II.4.30)
No´tese que λk puede ser real o complejo, aun si la matriz A es real. Si es real, los
autovalores complejos aparecera´n en pares conjugados, con autovectores tambie´n conju-
gados:
Avk = λkvk ⇒ Av¯k = λ¯kv¯k ,
donde λk = λrk + iλik, λ¯k = λrk − iλik. En este caso, tanto la parte real como la parte
imaginaria de vkeλkt sera´n soluciones reales (y linealmente independientes si λik 6= 0) del
sistema. Cada par de autovalores complejos conjugados origina pues el par de soluciones
reales linealmente independientes
urk(t) = Re [vke
λkt], uik(r) = Im [vke
λkt] ,
de elementos
urjk = |vjk|eλ
r
kt cos(λik t+ φjk) , u
i
jk = |vjk|eλ
r
kt sen (λik t+ φjk) ,
donde hemos escrito vjk = |vjk|eiφjk . La parte imaginaria λik de λk representa obviamente
una frecuencia angular.
Para tratar el caso general, en el que la matriz A no necesariamente es diagonalizable,
volvemos al tratamiento general anterior.
II.4.5. Solucio´n fundamental general en el caso constante
Si la matriz A es constante, la ecuacio´n (II.4.13) conduce a
U(t) = [I + At+ A2
t2
2!
+ . . .]U0 =
[ ∞∑
n=0
Antn
n!
]
U0
= exp[At]U0 , (II.4.31)
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donde hemos introducido la exponencial de una matriz,
exp[A] ≡
∞∑
m=0
(A)m
m!
= I + A+
A2
2
+ . . . (II.4.32)
Esta serie converge ∀matriz cuadrada A de n×n (si |Aij| ≤ K ∀ i, j⇒ |(A2)ij| ≤ nK2 y
en general, |(Am)ij| ≤ (nK)m/n, por lo que |[exp(A)]ij| ≤ 1 + (enK − 1)/n)). Podemos
verificar que (II.4.31) es la solucio´n de (II.4.11) ∀t. En efecto,
d
dt
exp[At] =
d
dt
∞∑
m=0
Amtm
m!
=
∞∑
m=1
Amtm−1
(m−1)! = A exp[At] .
La solucio´n general de la ecuacio´n homoge´nea puede, pues, escribirse como
u(t) = exp[At]c (II.4.33)
y la solucio´n particular para u(t0) = u0 es
u(t) = exp[A(t− t0)]u0 .
La solucio´n de la ecuacio´n inhomoge´nea para u(t0) = u0 es entonces
u(t) = exp[A(t−t0)]u0 +
∫ t
t0
exp[A(t−t′)]f(t′)dt′ , (II.4.34)
que corresponde a K(t, t′) = exp[A(t− t′)] en (II.4.16).
Nota: Para matrices A y B generales,
exp[A+ B] 6= exp[A] exp[B] 6= exp[B] exp[A] .
La igualdad se cumple so´lo si A conmuta con B, o sea, si [A,B] ≡ AB − BA = 0. Por
ejemplo,
exp[A] exp[−A] = exp[A− A] = exp[0] = I .
Por lo tanto, la inversa de exp[A] es exp[−A]. Adema´s,
exp[A(t− t′)] = exp[At− At′] = exp[At] exp[−At′] .
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II.4.6. El caso diagonalizable
Veamos co´mo evaluar exp[At]. Si A es diagonal, es decir Aij = λiδij ⇒ (Am)ij =
λmi δij es tambie´n diagonal ∀ m y por lo tanto exp[At] es diagonal, con (exp[At])ij =
eλiδij . En tal caso, el sistema (II.4.4) es desacoplado, y las soluciones son, obviamente,
ui(t) = ui(0)e
λit
, que pueden escribirse como u(t) = exp[At]u(0).
En general, si existe una matriz V de n× n no singular tal que
A = V DV −1 , (II.4.35)
con D diagonal,
D =


λ1 0 . . . 0
0 λ2 . . . 0
. . .
0 0 . . . λn

 ,
se dice que la matriz A es diagonalizable (en el Ape´ndice A se resumen los conceptos
fundamentales sobre diagonalizacio´n de matrices). En tal caso los elementos diagonales
λi son necesariamente los autovalores de A y las columnas de V son los autovectores
asociados:
V =
(
v1, . . . ,vn
)
, con Avk = λkvk , k = 1, . . . , n ,
tal que AV = V D.
Utilizando (II.4.35) tenemos A2 = (V A′V −1)2=V A′V −1V A′V −1=V A′2V −1, y en
general, Am = (V A′V −1)m = V A′mV −1, por lo que
exp[At] = exp[V (Dt)V −1] = V exp[Dt]V −1 , (II.4.36)
con
exp[Dt] =


eλ1t 0 . . . 0
0 eλ2t . . . 0
. . .
0 0 . . . eλnt

 .
La evaluacio´n de exp[At] es, entonces, inmediata. Se reobtiene ası´ la solucio´n general
(II.4.30):
u(t) = exp[At]c˜ = V exp[Dt]c
=
n∑
k=1
ckvke
λkt , (II.4.37)
donde c = V −1c˜ = (c1, . . . , cn)t es un vector de constantes arbitrarias. La expresio´n
solucio´n (II.4.37) coincide con la solucio´n previamente hallada (II.4.30).
Si u(0) = vk (autovector de A) ⇒ cj = δjk y
u(t) = vke
λkt . (II.4.38)
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La solucio´n u(t) permanece, en este caso, proporcional a u(0) y tiene una evolucio´n de
tipo exponencial (real o compleja).
La transformacio´n (II.4.35) (denominada transformacio´n de semejanza) corresponde
a un cambio de base. Para una matriz V no singular arbitraria de n× n, el vector
u˜ = V −1u , (II.4.39)
de componentes u˜i =
∑
j V
−1
ij uj , satisface la ecuacio´n
du˜
dt
= A′ u˜, A′ = V −1AV . (II.4.40)
Si para una matriz A diagonalizable, elegimos V como la matriz de autovectores, A′ es la
matriz diagonal D de autovalores y el sistema (II.4.40) queda desacoplado:
du˜k
dt
= λku˜k , k = 1, . . . , n .
Podemos, entonces, “desacoplar” el sistema original (II.4.4) mediante la transformacio´n
lineal (II.4.39). Las nuevas variables u˜k pueden interpretarse como las coordenadas de la
solucio´n en la base que diagonaliza la matriz A (base de autovectores), y son las “coorde-
nadas normales” del sistema. La ecuacio´n u(t) = V u˜(t) conduce a (II.4.37).
Ejemplo II.4.1: Consideremos el sistema{
dx
dt
= ax+ by
dy
dt
= ay + bx
. (II.4.41)
Podemos escribirlo en la forma
du
dt
= Au, u =
(
x
y
)
, A =
(
a b
b a
)
.
La ecuacio´n caracterı´stica es Det[A− λI] = (a− λ)2 − b2 = 0, y sus raı´ces son
λ± = a± b .
Resolviendo la ecuacio´n Av = λv obtenemos los autovectores v± = 1√2
( ±1
1
)
,
que son ortogonales, v∗+ · v− = 0, y esta´n normalizados: v∗+ · v+ = v∗− · v− = 1 (o sea,
son ortonormales). La solucio´n general de (II.4.41) es, segu´n (II.4.37),
u(t) = c+v+e
(a+b)t + c−v−e(a−b)t ,
es decir, definiendo α± = c±/
√
2,
x(t) = α+e
(a+b)t − α−e(a−b)t, y(t) = α+e(a+b)t + α−e(a−b)t . (II.4.42)
Para |b| < |a|, el acoplamiento b puede pensarse como una “perturbacio´n” que produce
un “desdoblamiento” del ritmo de crecimiento (a > 0) o decaimiento (a < 0) de x e y,
originando dos componentes en la solucio´n general para estas variables.
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Podemos obtener las soluciones anteriores directamente planteando una solucio´n del
tipo u = veλt, lo que conduce a la ecuacio´n de autovalores Av = λv.
Escribiendo A = V A′V −1, con
A′ =
(
a+b 0
0 a−b
)
, V = 1√
2
(
1 −1
1 1
)
, V −1 = 1√
2
(
1 1
−1 1
)
obtenemos, tambie´n,
exp[At] = V exp[A′t]V −1 = eat
(
cosh(bt) sinh(bt)
sinh(bt) cosh(bt)
)
.
Las columnas de esta matriz son las soluciones u1(t), u2(t), que satisfacen u1(0) = (10),
u2(0) = (
0
1), y corresponden a α+ = −α− = 1/2 y α+ = α− = 1/2 en (II.4.42). Si
x(0) = x0, y(0) = 0, la solucio´n es x0u1(t), o sea,
x(t) = x0e
at cosh(bt), y(t) = x0e
at sinh(bt) . (II.4.43)
Debido al acoplamiento b, y(t) adquiere un valor no nulo al aumentar t.
Las soluciones (II.4.42) pueden interpretarse mejor en te´rminos de las nuevas variables(
x˜
y˜
)
= V −1
(
x
y
)
= 1√
2
(
x+ y
−x+ y
)
,
que satisfacen las ecuaciones desacopladas
dx˜
dt
= (a+ b)x˜
dy˜
dt
= (a− b)y˜ . (II.4.44)
Las soluciones de (II.4.44) son, obviamente,
x˜(t) = c+e
(a+b)t, y˜(t) = c−e(a−b)t . (II.4.45)
Como (xy) = (x˜∓ y˜)/
√
2, las soluciones (II.4.42) se obtienen inmediatamente de (II.4.45).
Las constantes c± no son otra cosa que los valores iniciales x˜(0), y˜(0).
Las fo´rmulas anteriores permanecen va´lidas para matrices A complejas. Por ej., la
ecuacio´n de Schro¨dinger para un sistema de dos niveles degenerados de energı´a ε con
“acoplamiento” α es
i~
du
dt
= Hu , H =
(
ε α
α ε
)
,
donde H es la matriz que representa al Hamiltoniano y u(t) la funcio´n de onda. Corres-
ponde a a = −iε/~, b = −iα/~ en (II.4.41). La ecuacio´n (II.4.43) conduce a
|x(t)|2 = |x0|2 cos2(αt/~), |y(t)|2 = |x0|2 sin2(αt/~) .
Debido a la interaccio´n, el sistema oscila entre los dos niveles con frecuencia f = α
2π~
.
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Problema sugerido II.4.1:
i) Determinar el movimiento de una partı´cula no relativista de carga q bajo la accio´n
de la fuerza de Lorentz. Sugerencia: Resolver el sistema lineal de primer ordenmdv/dt =
qv ×B, y mostrar que las trayectorias son espirales.
ii) Suponer que se an˜ade ahora un campo ele´ctrico constante en la direccio´n: a) del
campo magne´tico y b) perpendicular al campo magne´tico. Resolver el sistema y describir
el movimiento resultante en cada caso.
Problema guiado II.4.2: Trayectorias en el plano de fase
Consideremos el sistema lineal homoge´neo de primer orden,{
dx/dt = ax+ by
dy/dt = cx+ dy
a, b, c, d ∈ R . (II.4.46)
Las soluciones reales x(t), y(t) del sistema pueden visualizarse graficando las “trayecto-
rias” (x(t), y(t)) en el plano x, y, denominado normalmente plano (o espacio) de fase.
a) Mostrar que las trayectorias no pueden cruzarse para tiempos t finitos.
b) Probar que la ecuacio´n diferencial que define las trayectorias es dy
dx
= cx+dy
ax+by
.
c) Mostrar que si (x(0)y(0)) coincide con un autovector de la matriz asociado a un autovalor
real λ 6= 0, la trayectoria es recta. Indicar en que´ casos se alejara´ y cua´ndo se acercara´ al
origen al aumentar t. d) Considere ahora a = d = α, b = c = β. Grafique e interprete
las trayectorias para: i) α = 1, β = 1/2, ii) α = −1, β = 1/2, iii) α = −1, β = 2.
Identifique los casos en que el origen (x, y) = (0, 0) es un punto de equilibrio estable y
aquellos en que es inestable.
e) Considere ahora a = d = α, c = −b = ω, caso en el que los autovalores de la matriz
son complejos. Grafique e interprete las trayectorias para:
i) α = −1, ω = 1, ii) α = 1, ω = 1, iii) α = 0, ω = 1. Muestre que en este u´ltimo caso
las trayectorias son cı´rculos centrados en el origen.
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Figura 11: Gra´ficos de las soluciones del sistema (II.4.46) para a = d, |α| = |β|. Las
flechas indican el sentido del movimiento. Los gra´ficos corresponden a: 1) Ambos auto-
valores reales y positivos, 2) Ambos reales y negativos, 3) Uno positivo y uno negativo, 4)
Complejos con parte real negativa, 5) Complejos con parte real positiva, 6) Imaginarios.
II.4.7. Evaluacio´n de exp[At] en el caso no diagonalizable
Una matriz cuadrada arbitraria puede siempre descomponerse en la formaA = V A′V −1,
con
A′ =


D1 0 . . . 0
0 D2 . . . 0
. . .
0 0 . . . Dm

 ,
donde Dk son bloques de nk × nk de la forma
Dk =


λk 1 0 . . .
0 λk 1 . . .
. . .
0 . . . 0 λk


= λkIk + Jk, Jk =


0 1 0 . . .
0 0 1 . . .
. . . 1
0 . . . 0 0

 ,
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con λk autovalor deA (Det[A−λkI] = 0) e Ik la identidad de nk×nk (
∑m
k=1 nk = n). Esta
forma se denomina descomposicio´n de Jordan (o forma cano´nica de Jordan), y el caso
diagonalizable corresponde a nk = 1 ∀k. En este u´ltimo caso, la multiplicidad algebraica
ma(λ) de cada autovalor λ (multiplicidad como raı´z del polinomio caracterı´stico) coincide
con la multiplicidad geome´trica mg(λ) (dimensio´n del espacio propio asociado, es decir,
nu´mero de autovectores linealmente independientes asociados a λ): mg(λ) = ma(λ). En
cambio, en el caso no diagonalizable, mg(λ) < ma(λ).
Como AV = V A′, las columnas vki de V correspondientes al bloque k quedan deter-
minadas, si nk ≥ 2, por
Avk1 = λkv
k
1 , Av
k
i = λkv
k
i + v
k
i−1, i = 2. . . . , nk . (II.4.47)
La base de Jordan del bloque k puede, pues, obtenerse comenzando con un vector “semi-
lla” vknk no nulo que satisface
(A− λI)nkvknk = 0, (A− λI)nk−1vknk 6= 0,
obtenie´ndose luego los vectores vki como
vki = (A− λI)nk−ivknk , i = 1, . . . , nk − 1 ,
con vk1 autovector de A asociado a λ. Cada bloque contiene, pues, un solo autovector.
La descomposicio´n de Jordan permite evaluar exp[At] fa´cilmente. La matriz Jk es
nilpotente: Jnkk = 0. Por lo tanto, como [Ik, Jk] = 0,
exp[Dkt] = exp[λkIkt] exp[Jkt]
= eλkt[Ik + Jkt+ . . .+
(Jkt)
nk−1
(nk−1)! ]
= eλkt


1 t . . . tnk−1/(nk − 1)!
0 1 . . . tnk−2/(nk − 2)!
. . . . . . . . .
0 0 . . . t
0 0 . . . 1

 . (II.4.48)
Se obtiene, entonces,
exp[At] = V


eD1t 0 . . . 0
0 eD2t . . . 0
. . .
0 0 . . . eDmt

V −1 .
La solucio´n general (II.4.33) es, por lo tanto, de la forma
u(t) = V exp[A′t]c =
m∑
k=1
nk∑
i=1
cki v
k
i (t) ,
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con c = V −1c˜ y vki las soluciones particulares
vk1(t) = e
λktvk1 , v
k
2(t) = e
λkt(vk2 + tv
k
1) , v
k
3(t) = e
λkt(vk3 + tv
k
2 +
t2
2!
vk1) , . . .
es decir,
vki (t) = e
λkt
i∑
j=1
vkj
ti−j
(i− j)! , i = 1, . . . , nk . (II.4.49)
Cada bloque genera ası´ nk soluciones linealmente independientes {vk1(t), . . . ,vknk(t)}, y
el nu´mero total de soluciones linealmente independientes generadas por un autovalor λ
coincide siempre con su multiplicidad algebraica ma(λ).
La solucio´n (II.4.49) es una suma de exponenciales eλkt multiplicadas por potencias
de t menores que nk. Esta solucio´n puede interpretarse en te´rminos del vector u˜ = V −1u,
que satisface la ecuacio´n du˜/dt = A′u˜, o sea,
du˜ki
dt
= λku˜
k
i + u˜
k
i+1, i = 1, . . . , nk − 1,
du˜knk
dt
= λku˜
k
nk
, (II.4.50)
para el bloque k. Las soluciones de este sistema son precisamente las columnas de la ma-
triz (II.4.48). No es posible ahora desacoplar completamente el sistema. La forma (II.4.50)
es la representacio´n “mı´nimamente acoplada” del mismo.
Observemos que, si se desea resolver el caso no diagonalizable en forma directa, ante
la presencia de un autovalor λ con mg(λ) < ma(λ), se debe proponer, adema´s de la
solucio´n exponencial veλt, una segunda solucio´n de la forma
u(t) = eλt(w + tv) .
Al reemplazarla en el sistema du/dt = Au, se obtienen las ecuaciones
Av = λv, Aw = λw + v , (II.4.51)
que implican que v debe ser autovector deA asociado a λ yw el segundo vector de la base
de Jordan asociada al bloque generado por el autovector v (o sea, v = v1, w = v2). Si
au´n no se obtienen ma(λ) soluciones linealmente independientes, se propone una nueva
solucio´n de la forma
u(t) = eλt(vm + vm−1t+ . . .+ v1
tm−1
(m− 1)!) , (II.4.52)
con m = 2 que, al reemplazarla en el sistema, conduce a las ecuaciones de Jordan
(II.4.47). De ser necesario, se sigue proponiendo soluciones de la forma (II.4.52) com
m = 3, 4, etc., hasta obtener ma(λ) soluciones linealmente independientes.
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Finalmente notemos que, en un sistema de 2 × 2 no diagonalizable, D = λI2 + J2,
con λ el u´nico autovalor de A, por lo que A = V (λI2 + J2)V −1 = λI2 + V J2V −1. Por lo
tanto,
exp[At] = eλtV (I2 + J2t)V
−1 = eλt[I2 + t(A− λI2)] , (II.4.53)
lo que evita tener que hallar explı´citamente la base de Jordan.
Ejemplo II.4.2:
dx
dt
= ax+ by,
dy
dt
= ay . (II.4.54)
En este caso
A =
(
a b
0 a
)
= aI2 + bJ2
y la ecuacio´n caracterı´stica Det[A − λI2] = (a − λ)2 = 0, posee una u´nica raı´z λ = a.
Esta matriz no es diagonalizable. No obstante,
exp[At] = exp[aI2t] exp[bJ2t] =
(
eat beatt
0 eat
)
. (II.4.55)
La primera columna nos da la solucio´n que satisface u1(0) = (10) y la segunda u2(0) =
(01). La solucio´n general puede entonces escribirse como
u(t) = c1e
atv1 + c2e
at(v2 + tv1) , (II.4.56)
con v1 =
(
1
0
)
, v2 =
(
0
b−1
)
, que satisfacen Av1 = λv1, Av2 = λv2+v1. El sistema
(II.4.54) puede tambie´n tratarse en forma elemental resolviendo primero la ecuacio´n para
y y luego la ecuacio´n para x, considerando a by como te´rmino no homoge´neo.
Nota. La matriz A = (a bε a) es diagonalizable si bε 6= 0, ya que en tal caso posee
dos autovalores distintos: La ecuacio´n Det[A − λI] = (λ − a)2 − bε = 0 conduce a
λ± = a±
√
bε, con autovectores v± = ( 1λ±/b), obtenie´ndose
exp[At] = eat
(
cosh(rt) b
r
sinh(rt)
r
b
sinh(rt) cosh(rt)
)
, r =
√
bε .
Tomando el lı´mite r → 0 se obtiene la ecuacio´n (II.4.55), ya que la solucio´n para un t fijo
arbitrario es una funcio´n continua de los para´metros que definen la matriz del sistema.
II.4.8. Exponencial en el caso A(t) variable
Ahora que sabemos exponenciar matrices, podemos volver al sistema de ecuaciones
lineales general (II.4.4).
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Si [A(t), A(t′)] = 0 ∀ t, t′ ∈ I0, obtenemos
U(t) = exp
[∫ t
t0
A(t′)dt′
]
U0 . (II.4.57)
En efecto, en este caso no importa el orden temporal en los te´rminos del desarrollo
(II.4.13). Se obtiene∫ t
t0
A(t′)dt′
∫ t′
t0
A(t′′)dt′′ =
1
2
∫ t
t0
A(t′)dt′
∫ t
t0
A(t′′)dt′′ ,
ya que A(t′)A(t′′) = A(t′′)A(t′). Ana´logamente,∫ t
t0
A(t1)dt1
∫ t1
t0
A(t2)dt2 . . .
∫ tn−1
t0
A(tn)dtn =
1
n!
∫ t
t0
A(t1)dt1
∫ t
t0
A(t2)dt2 . . .
∫ t
t0
A(tn)dtn
y, por lo tanto, el desarrollo (II.4.13) conduce a (II.4.57).
En el caso general, la ecuacio´n (II.4.13) suele escribirse como
U(t) = Tˆ exp
[∫ t
t0
A(t′)dt′
]
U0 , (II.4.58)
donde Tˆ es el operador de “ordenamiento temporal”: Tˆ [A(t)A(t′)] ≡ {A(t)A(t′) si t>t′A(t′)A(t) si t<t′ , con
una definicio´n ana´loga para un producto de ma´s de dos te´rminos.
II.5. Ecuaciones diferenciales lineales de orden n
Como ya hemos visto, toda ecuacio´n diferencial ordinaria de orden n, dadas condi-
ciones iniciales sobre las primeras n − 1 derivadas, puede reducirse a un sistema de n
ecuaciones de primer orden con una cierta condicio´n inicial. En particular, esto es cierto
para las ecuaciones lineales. Consideremos, primero, la ecuacio´n homoge´nea de orden n
dnu
dtn
+an−1(t)
dn−1u
dtn−1
+. . .+a1(t)
du
dt
+a0(t)u = 0 . (II.5.1)
con condiciones iniciales dadas sobre u, du
dt
, ...d
n−1u
dtn−1
. Escribiendo
u =


u
du
dt
. . .
dn−1u
dtn−1

 ,
la ecuacio´n (II.5.1) es equivalente al sistema lineal de primer orden
du
dt
= A(t)u , A =


0 1 0 . . .
0 0 1 . . .
. . .
. . . 0 1
−a0(t) −a1(t) . . . −an−1(t),

 (II.5.2)
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con la condicio´n inicial u(t0) =


u(t0)
du
dt
(t0)
. . .
dn−1u
dtn−1
(t0)

.
Si los coeficientes ai(t) son continuos en un intervalo I0, los teoremas de existencia
y superposicio´n aseguran la existencia de n soluciones linealmente independientes ui(t)
para t ∈ I0. Esto implica aquı´ la existencia de n soluciones linealmente independientes
u1(t), . . . , un(t) ,
de (II.5.1), ya que las siguientes componentes de ui(t) son las derivadas de la primera
componente ui(t). En otras palabras, el conjunto de soluciones de (II.5.1) es un espacio
vectorial de dimensio´n n, y la solucio´n general de (II.5.1) es
u(t) = c1u1(t) + . . .+ cnun(t) (II.5.3)
Ma´s au´n, el determinante
W (u1, . . . , un) = Det[U(t)] =
∣∣∣∣∣∣∣∣
u1 . . . un
du1
dt
. . . dun
dt
. . .
dn−1u1
dtn−1
. . . d
n−1un
dtn−1
∣∣∣∣∣∣∣∣
, (II.5.4)
denominado usualmente Wronskiano, es no nulo ∀t ∈ I0, lo que constituye una con-
dicio´n ma´s fuerte que la independencia lineal de las funciones ui(t): Si n funciones
{f1(t), . . . , fn(t)} son linealmente dependientes, entonces W (f1, . . . , fn) = 0. Pero si
{f1(t), . . . , fn(t)} son linealmente independientes, W (f1, . . . , fn) puede ser tambie´n nu-
lo: Si f1 = t, f2 = t2, W (f1, f2) = t2 se anula para t = 0, a pesar de que son funciones li-
nealmente independientes para t ∈ ℜ. Ma´s au´n, las funciones f1(t) = {t2 t≥00 t<0 , f2 = {0 t≥0t2 t<0
son tambie´n linealmente independientes si t ∈ ℜ, pero W (f1, f2) = 0 ∀t. Estos pares
de funciones no pueden, pues, ser las soluciones linealmente independientes de ninguna
ecuacio´n (II.5.1) de segundo orden con coeficientes a(t) continuos para todo t ∈ ℜ, ya
que las soluciones u1(t), u2(t) deben cumplir adema´s W (u1, u2) 6= 0 ∀ t ∈ ℜ.
Una solucio´n particular u(t) de (II.5.1) queda entonces completamente determinada,
para t ∈ I0, por el valor inicial de u(t), es decir, por los valores iniciales de u y de sus
primeras n− 1 derivadas en un punto arbitrario t0 ∈ I0:
u(t0) = u0 , u
′(t0) = u10 , . . . , u
(n−1)(t0) = un−10 . (II.5.5)
Explı´citamente, se verifica que el sistema lineal resultante para los coeficientes c1, . . . , cn
en la solucio´n general (II.5.3),

c1u1(t0) + . . .+ cnun(t0) = u0
c1u
′
1(t0) + . . .+ cnu
′
n(t0) = u
′
0
.
.
.
c1u
n−1
1 (t0) + . . .+ cnu
n−1
n (t0) = u
n−1
0
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posee solucio´n u´nica ∀ {u0, u10 . . . , un−10 } ∈ ℜn y ∀ t0 ∈ I0, ya que el determinante de
la matriz de coeficientes de este sistema es justamente el Wronskiano (II.5.4), que es no
nulo ∀ t0 ∈ I0.
Podemos observar, como anticipo, que este es un caso particular (unidimensional)
del llamado problema de Cauchy, en que una solucio´n particular de una ecuacio´n lineal
en derivadas parciales de orden n queda unı´vocamente determinada al dar el valor de la
funcio´n y sus n − 1 derivadas normales sobre una hipersuperficie de dimensio´n igual a
la del espacio menos uno. En nuestro caso unidimensional, se trata de un punto, es decir,
t = t0.
II.5.1. Caso de coeficientes constantes
Consideremos ahora el caso importante en que ai(t) = ai, constante, para i = 0, . . . , n−1:
dnu
dtn
+an−1
dn−1u
dtn−1
+. . .+a1
du
dt
+a0u = 0 . (II.5.6)
La matriz A es constante y, en virtud de lo hallado en II.4.4, las soluciones del problema
homoge´neo sera´n del tipo u(t) = eλt, o bien eλttj , con j entero. La ecuacio´n caracterı´stica
para A es
Det[λI − A]=λn+an−1λn−1+. . .+a1λ+a0=0 , (II.5.7)
que puede obtenerse directamente planteando una solucio´n puramente exponencial
u(t) = ceλt
en (II.5.6).
Si las raı´ces de (II.5.7) son todas distintas, un conjunto de soluciones linealmente
independientes es
u1(t) = e
λ1t, . . . , un(t) = e
λnt ,
y la solucio´n general es
u(t) = c1e
λ1t + . . .+ cne
λnt .
Las constantes ck pueden determinarse a partir de las n condiciones iniciales (II.5.5).
En el caso general, podemos escribir (II.5.7) en la forma
(λ− λ1)n1(λ− λ2)n2 . . . (λ− λm)nm = 0 ,
donde nk es la multiplicidad de la raı´z λk (
∑m
k=1 nk = n). Por lo tanto, (II.5.1) puede
escribirse como
[(
d
dt
− λ1)n1( d
dt
− λ2)n2 . . . ( d
dt
− λm)nm ]u = 0 , (II.5.8)
donde ( d
dt
)j = d
j
dtj
. Dado que ( d
dt
− λk)eλkt = 0 ⇒ ( ddt − λk)(eλkttj) = jeλkttj−1 y
(
d
dt
− λk)nk(eλkttj) = 0, j = 0, . . . , nk − 1 .
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Un conjunto de n soluciones linealmente independientes de (II.5.8) es, entonces, {eλkttj, j =
0, . . . , nk − 1, k = 1, . . . ,m}, y la solucio´n general es
u(t) =
m∑
k=1
eλkt
nk−1∑
j=0
ckjt
j .
Las constantes ckj pueden determinarse, nuevamente, a partir de las condiciones iniciales
(II.5.5).
Observacio´n: Si alguna raı´z λ es compleja, o sea λ = λr+ iλi, y si los coeficientes ai
son todos reales, λ¯ = λr − iλi sera´ tambie´n raı´z, ya que las raı´ces complejas aparecera´n
en pares conjugados. Por lo tanto, si se desea tener una base de n soluciones reales, basta
con tomar las partes real e imaginaria de eλt:
yr(t) = Re[e
λt] = eλrt cos(λit), yi(t) = Im[e
λt] = eλrt sin(λit) ,
ya que yr(t) = (eλt + eλ¯t)/2, yi(t) = (eλt − eλ¯t)/(2i), son combinaciones lineales li-
nealmente independientes de las soluciones eλt y eλ¯t si λi 6= 0. Esto esta´ de acuerdo con
las consideraciones generales para ecuaciones diferenciales lineales mencionadas en el
primer capı´tulo.
Notemos, tambie´n, que las soluciones exponenciales asociadas con raı´ces complejas
representan soluciones oscilatorias con amplitud exponencialmente decreciente (λr < 0)
o creciente (λr > 0). La combinacio´n lineal cryr(t) + ciyi(t) suele, entonces, escribirse
en forma ma´s transparente como
cre
λrt cos(λit) + cie
λrt sin(λit) = Ae
λrt cos(λit+ φ) , (II.5.9)
donde A representa la amplitud inicial, λi = ω = 2πf representa una frecuencia y φ es
una constante de fase. Dado que cos(λit+ φ) = cosλit cosφ− sinλit sinφ, tenemos
A =
√
c2r + c
2
i , tanφ = −ci/cr .
Problema sugerido II.5.1: Hallar la solucio´n general de d4u
dt4
− u = 0.
Ejemplo II.5.1: Ecuacio´n de Euler:
dnu
drn
+
bn−1
r
dn−1u
drn−1
+ . . .+
b1
rn−1
du
dr
+
b0
rn
u = 0 .
Aunque no se trata de una ecuacio´n con coeficientes constantes, podemos llevarla a la
forma (II.5.1) con ai constante mediante el cambio de variables r → et. Tenemos dudr =
du
dt
dt
dr
= r−1 du
dz
,
d2u
dr2
= r−2[d
2u
dt2
− du
dt
], y en general,
dmu
drm
= r−m
m∑
i=1
αim
diu
dti
,
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con αim constante (y αmm = 1). Por lo tanto, en la variable t se obtiene una ecuacio´n del
tipo (II.5.1) con a0 = b0 y ai =
∑n
m=i αim para i = 1, . . . , n − 1. Las soluciones son
entonces de la forma u(r) = eλt = rλ, con λ determinado por la ecuacio´n (II.5.7), o, en
general, eλttk = rλ(ln r)k, y k = 1, . . . ,m− 1, con m la multiplicidad. Los valores de λ
pueden tambie´n hallarse directamente reemplazando en la ecuacio´n de Euler una solucio´n
de la forma u(r) = rλ. Se dejan los detalles para el lector.
Por ejemplo, consideremos la ecuacio´n
d2u
dr2
+
du
dr
− a2u = 0 .
Reemplazando u = rλ se obtiene
λ(λ− 1) + λ− a2 = 0,
cuyas raı´ces son λ± = ±a. Para a 6= 0, la solucio´n general es
u(r) = c+r
a + c−r−a
y la solucio´n particular para u(1) = u1, u′(1) = v1 es
u(r) =
1
2
[u1(r
a + r−a) +
v1
a
(ra − r−a)] . (II.5.10)
Si a → 0, la solucio´n general es c1 + c2 ln r y la solucio´n para u(1) = u1, u′(1) = v1 es
u(r) = u1 + v1 ln r, que puede obtenerse tomando el lı´mite de (II.5.10) para a→ 0.
Si a = i|a|, ta = cos(|a| ln r)+i sin(|a| ln r) y u(r) = u1 cos(|a| ln r)+ v1a sin(|a| ln r).
II.5.2. Ecuacio´n diferencial lineal no homoge´nea de orden n
Consideremos ahora la ecuacio´n
dnu
dtn
+an−1(t)
dn−1u
dtn−1
+. . .+a1(t)
du
dt
+a0(t)u = f(t), (II.5.11)
con valores dados de u y sus primeras n− 1 derivadas en t = t0. La ecuacio´n diferencial
puede escribirse como
du
dt
= A(t)u+ f(t), f(t) =


0
. . .
0
f(t)

 . (II.5.12)
A partir de la solucio´n general (II.4.16), la primera fila de la solucio´n u(t) (que es la que
importa ya que las restantes son sus derivadas) es, entonces,
u(t) =
n∑
j=1
K1j(t, t0)u
j−1
0 +
∫ t
t0
K1n(t, t
′)f(t′)dt′ (II.5.13)
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donde K1j(t, t0) = [U(t)U−1(t0)]1j , con U(t) una matriz fundamental de soluciones, y
uj0 = u
(j)(t0), j = 0, . . . , n − 1, son los valores en t = t0 de u y sus primeras n − 1 de-
rivadas. El primer te´rmino en (II.5.13) es, pues, una solucio´n de la ecuacio´n homoge´nea
que satisface las condiciones iniciales, y el segundo, dado por la integral, es una solu-
cio´n particular de la ecuacio´n inhomoge´nea con condiciones iniciales nulas. Dado que
K(t0, t0) = I (identidad), wk(t) ≡ K1k(t, t0) es la solucio´n de la ecuacio´n homoge´nea
(II.5.1) que satisface
w
(j−1)
k (t0) = δkj, j = 1, . . . , n
es decir, w1(t) es la que satisface w1(t0) = 1, con w(j)1 (t0) = 0 para j = 1, . . . , n − 1,
y wn(t) aquella que satisface w(j)n (t0) = 0 para j = 0, . . . , n − 2, con w(n−1)n (t0) =
1. Esta u´ltima es la que determina (para t0 = t′) la solucio´n particular de la ecuacio´n
inhomoge´nea
En forma ma´s explı´cita, si {u1(t), . . . , un(t)} son n soluciones linealmente indepen-
dientes de la ecuacio´n homoge´nea (columnas de U(t)), podemos tambie´n reescribir la
solucio´n (II.5.13) como
u(t) = (U(t)c+ U(t)v(t))1 =
n∑
k=1
ckuk(t) +
n∑
k=1
vk(t)uk(t) , (II.5.14)
donde la primera suma es la solucio´n general de la ecuacio´n homoge´nea, con c1, . . . , cn
constantes arbitrarias (a ser determinadas por las n condiciones iniciales u(k)(t0) = uk0 ,
k = 0, . . . , n − 1) y la segunda, una solucio´n particular de la ecuacio´n no homoge´nea
(II.5.11). Reemplazando en (II.5.1) se obtiene U(t)v′(t) = f(t) y por lo tanto v(t) =∫
U−1(t)f(t)dt, o, en forma explı´cita,
vk(t) =
∫
(−1)k+nWk(t)
W (t)
f(t)dt, k = 1, . . . , n , (II.5.15)
donde W (t) ≡ W (u1, . . . , un) es el Wronskiano (II.5.4) y Wk(t) el determinante de la
matriz obtenida suprimiendo la fila n y la columna k de la matriz que define a W (t). De
esta forma, podemos expresar K1n(t, t′) en (II.5.13) explı´citamente en te´rminos de las n
soluciones base u1(t), . . . , un(t), como
K1n(t, t
′) =
n∑
k=1
(−1)k+nuk(t)Wk(t′)/W (t′) . (II.5.16)
Por ejemplo, para una ecuacio´n de segundo orden (n = 2), con soluciones indepen-
dientes u1(t), u2(t) de la ecuacio´n homoge´nea, obtenemos
K12(t, t
′) =
−u1(t)u2(t′) + u2(t)u1(t′)
W (t′)
(II.5.17)
con W (t) =
∣∣∣∣ u1(t) u2(t)u′1(t) u′2(t)
∣∣∣∣ = u1(t)u′2(t)− u2(t)u′1(t). La solucio´n general de
u′′ + a1(t)u′ + a0(t)u = f(t)
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sera´ entonces
u(t) = c1u1(t) + c2u2(t)− u1(t)
∫ t
t0
u2(t
′)f(t′)
W (t′)
dt′ + u2(t)
∫ t
t0
u1(t
′)f(t′)
W (t′)
dt′ .(II.5.18)
Problema sugerido II.5.2: Probar (II.5.17)–(II.5.18).
II.5.3. Ecuacio´n de orden n no homoge´nea con coeficientes constan-
tes
En el caso de coeficientes constantes (ai(t) = ai ∀ t), K(t, t0) = exp[A(t − t0)] =
K(t− t0) y podemos entonces reescribir (II.5.13) como
u(t) =
n∑
j=1
K1j(t− t0)uj0 +
∫ t
t0
K1n(t− t′)f(t′)dt′ (II.5.19)
con wk(t) = K1k(t) las soluciones de la ecuacio´n homoge´nea que satisfacen w(j−1)k (0) =
δkj, j = 1, . . . , n.
Explı´citamente, en el caso de n raı´ces λk distintas, las n soluciones linealmente inde-
pendientes son uk(t) = eλkt, k = 1, . . . , n, y el Wronskiano es
W (u1, . . . , un) = e
(λ1+...+λn)t
∏
i<j
(λj − λi) . (II.5.20)
La ecuacio´n (II.5.16) conduce, entonces, a
K1n(t, t
′) = K1n(t− t′) =
∑
k
eλk(t−t
′)
P ′(λk)
, (II.5.21)
donde
P (λ) =
n∏
i=1
(λ− λi)
es el polinomio caracterı´stico y P ′(λk) =
∏
i 6=k(λk − λi).
Por ejemplo, para una ecuacio´n de segundo orden (n = 2) obtenemos, si λ1 6= λ2,
K12(t− t′) = e
λ1(t−t′) − eλ2(t−t′)
λ1 − λ2 . (II.5.22)
Problema sugerido II.5.3: Probar los resultados (II.5.20), (II.5.21), (II.5.22).
Problema sugerido II.5.4: En base a los resultados anteriores, probar que la solucio´n de
la ecuacio´n de segundo orden
d2u
dt2
+ 2a
du
dt
+ bu = f(t)
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que satisface u(0) = u0, u′(0) = v0, es
u(t) = e−at[u0 cosh(rt) +
v0 + au0
r
sinh(rt)]
+
∫ t
0
e−a(t−t
′) sinh[r(t− t′)]
r
f(t′)dt′ , (II.5.23)
con r =
√
a2 − b. Si r → 0, la fraccio´n en (II.5.23) se reduce a t − t′ (y si r = iω, a
sin[ω(t− t′)]/ω).
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II.5.4. Ecuacio´n diferencial lineal de segundo orden
Dado que las ecuaciones diferenciales lineales de segundo orden aparecen asociadas
a problemas de Fı´sica con mucha frecuencia, resulta conveniente dedicarles esta subsec-
cio´n. Parte de su contenido servira´ tambie´n para ilustrar lo discutido en la subseccio´n
anterior para el caso de orden n. Empecemos considerando la ecuacio´n homoge´nea
d2u
dt2
+a(t)
du
dt
+b(t)u = 0. (II.5.24)
Si a(t) y b(t) son funciones continuas en un cierto intervalo I = [t1, t2], entonces la
ecuacio´n posee siempre dos soluciones linealmente independientes u1(t) y u2(t), para
t ∈ I , tales que la solucio´n general de la ecuacio´n es de la forma
u(t) = c1 u1(t) + c2 u2(t), (II.5.25)
con c1 y c2 dos constantes arbitrarias. Estas dos constantes se pueden determinar cono-
ciendo las condiciones iniciales u(t0) = u0 y u′(t0) = u′0, donde t0 ∈ I . Para a(t) y b(t)
continuas en I vale el teorema de unicidad de la solucio´n; por lo tanto, la solucio´n u(t)
que satisface las condiciones iniciales es u´nica. En otras palabras, el sistema algebraico
de dos ecuaciones lineales
c1 u1(t0) + c2 u2(t0) = u0
c1 u
′
1(t0) + c2 u
′
2(t0) = u
′
0 (II.5.26)
posee siempre una u´nica solucio´n para las constantes c1 y c2. Esto, a su vez, implica
que el wronskiano debe ser no nulo para t = t0. Pero, como t0 es un punto cualquiera
del intervalo, la unicidad implica que si u1(t) y u2(t) son dos soluciones linealmente
independientes de la ecuacio´n homoge´nea; entonces, el wronskiano W (u1, u2) 6= 0 ∀t ∈
I . Por otro lado, como ya se enfatizo´ en el caso general, W (v1, v2) puede anularse en un
cierto punto, aun cuando v1(t) y v2(t) sean funciones independientes, pero en ese caso no
sera´n soluciones de la ecuacio´n diferencial lineal homoge´nea de segundo orden.
En este punto parece oportuno mencionar que no existe un me´todo general simple y
directo para hallar las dos soluciones linealmente independientes de la ecuacio´n diferen-
cial lineal homoge´nea de segundo orden, cuando las funciones a(t) y b(t) son funciones
generales, no constantes. Sin embargo, si a(t) y b(t) se pueden desarrollar en series de
potencias alrededor de algu´n punto t0, entonces es posible proponer un desarrollo similar
para la solucio´n: u(t) =
∑∞
j=0 aj(t− t0)j . Reemplazando esta serie en la ecuacio´n se pue-
de obtener una relacio´n recursiva para los coeficientes aj . Esta metodologı´a se tratara´ en
detalle ma´s adelante, en el contexto del problema de Sturm-Liouville (III.1).
Por otro lado, sı´ existe un me´todo general simple para encontrar la segunda solucio´n
linealmente independiente u2(t), si se conoce una solucio´n no nula u1(t).
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II.5.5. Me´todo general para hallar la segunda solucio´n de una ecua-
cio´n lineal homoge´nea de segundo orden
Supongamos que se conoce una solucio´n u1(t) de la ecuacio´n lineal
u′′ + a(t)u′ + b(t)u = 0. (II.5.27)
La otra solucio´n linealmente independiente puede hallarse proponiendo una solucio´n del
tipo
u2(t) = v(t)u1(t)
En efecto, reemplazando esta expresio´n en (II.5.27) obtenemos para v la ecuacio´n
u1(t)v
′′ + (2u′1(t) + a(t)u1(t))v
′ = 0,
que es una ecuacio´n lineal de primer orden en v′. Su solucio´n es v′(t) = cu−21 (t)e−
∫
a(t)dt
,
de donde
v(t) = c
∫
dt
e−
∫
a(t)dt
(u1(t))2
. (II.5.28)
Entonces, teniendo ahora la segunda solucio´n particular u2(t) = v(t)u1(t) (linealmente
independiente de u1(t) pues v(t) no puede ser constante), tambie´n tenemos la solucio´n
general de la ecuacio´n homoge´nea, dada por la combinacio´n lineal c1 u1(t) + c2 u2(t), de
acuerdo a lo discutido ma´s arriba.
Aunque e´ste no resulta siempre el me´todo ma´s co´modo, puede aplicarse para cual-
quier a(t). No´tese que v(t) no depende explı´citamente de b(t). El me´todo puede utilizarse
tambie´n para determinar el comportamiento de la segunda solucio´n en la vecindad de
puntos singulares.
Como ejemplo simple, consideremos la ecuacio´n u′′− k2u = 0, cuyas soluciones son
u(t) = c±e±kt. Si u1(t) = ekt ⇒ v(t) ∝ e−2kt, de donde u2(t) ∝ e−kt. Si tomamos
u1(t) = cosh(kt)⇒ v(t) ∝ tanh(kt), de donde u2(t) = sinh(t).
Como segundo ejemplo, consideremos la ecuacio´n u′′ + 2u′ + u = 0. Su ecuacio´n
caracterı´stica posee una u´nica raı´z λ = −1, que origina la solucio´n u1(t) = e−t. La
segunda solucio´n puede obtenerse con este me´todo: Tenemos v(t) ∝ ∫ e−2t
e−2t
dt = t, de
donde u2(t) ∝ te−t.
II.5.6. Ecuacio´n lineal homoge´nea de segundo orden con coeficientes
constantes
Consideremos el caso en que los coeficientes son constantes,
d2u
dt2
+ 2a
du
dt
+ bu = 0. (II.5.29)
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Para a = γ/(2m) > 0, b = k/m > 0, esta ecuacio´n determina la posicio´n u(t) de una
partı´cula de masa m unida a un resorte de constante k > 0 en un medio viscoso con fuerza
de rozamiento proporcional a la velocidad (md2u
dt2
= −ku− γ du
dt
).
Las raı´ces de la ecuacio´n caracterı´stica λ2 + 2aλ+ b = 0 son
λ± = −a± r, r =
√
a2 − b .
Si r 6= 0, la solucio´n general es, entonces,
u(t) = c+e
λ+t + c−eλ−t (II.5.30)
y la solucio´n para u(0) = u0, u′(0) = v0 es
u(t) = e−at[u0 cosh(rt) +
v0 + au0
r
sinh(rt)] . (II.5.31)
Si r = 0 (a2 = b) la solucio´n general es
u(t) = c1e
−at + c2e−att (II.5.32)
y la solucio´n que satisface u(0) = u0, u′(0) = v0 es
u(t) = e−at[u0 + (v0 + au0)t] , (II.5.33)
que puede obtenerse de (II.5.31) tomando el lı´mite r → 0.
Si a2 > b, r es real y por lo tanto λ± son reales. En el caso de la partı´cula, esto
corresponde a γ >
√
4mk, es decir, a amortiguamiento fuerte. Las ecuaciones (II.5.30) o
(II.5.31) describen, en este caso, un decrecimiento exponencial de u(t), ya que λ± < 0
(r < a). El sistema no realiza oscilaciones. El caso lı´mite a2 = b corresponde a γ =√
4mk, donde tampoco se producen oscilaciones.
Si a2 < b, r= iω, con ω =
√
b− a2 real y cosh(rt)=cos(ωt), sinh(ωt)= i sin(ωt) en
(II.5.31), por lo que
u(t) = e−at[u0 cos(ωt) +
v0 + au0
ω
sin(ωt)] . (II.5.34)
En el caso de la partı´cula, esto corresponde a γ <
√
4mk, es decir, a amortiguamiento
de´bil. Las ecuaciones (II.5.31) o (II.5.34) representan en este caso un movimiento osci-
latorio amortiguado, con “frecuencia angular” ω =
√
k
m
√
1− γ2
4mk
y una amplitud que
disminuye exponencialmente, proporcional a e−γt/(2m).
Por supuesto, si γ = 0 (a = 0), obtenemos la solucio´n para el oscilador armo´nico
simple,
u(t) = u0 cos(ωt) +
v0
ω
sin(ωt) ,
con ω =
√
k/m.
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Figura 12: Movimiento oscilatorio armo´nico y amortiguado: Gra´ficas de la solucio´n
u(t), ecs. (II.5.31)–(II.5.34), para a = γ/(2m) > 0, b = k/m > 0. La columna izquierda
corresponde a condiciones iniciales u(0) = A, u′(0) = 0 (velocidad inicial nula, partiendo
de la posicio´n A) y la derecha a u(0) = 0, u′(0) = Aω (velocidad inicial fija, partiendo
del punto de equilibrio). La primera fila representa el movimiento oscilatorio armo´nico
(γ = 0), la segunda el movimiento subamortiguado (0 < γ < γc, con γc =
√
4mk), la
tercera el caso crı´tico (γ = γc) y la cuarta el movimiento sobreamortiguado (γ > γc). En
todos los casos, T = 2π
√
m/k es el perı´odo del movimiento oscilatorio en ausencia de
roce.
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II.5.7. Ecuacio´n lineal no homoge´nea de segundo orden. Me´todo ge-
neral y me´todo de coeficientes indeterminados
Estudiemos ahora la ecuacio´n
d2u
dt2
+ a(t)
du
dt
+ b(t)u = f(t). (II.5.35)
Como sabemos, su solucio´n general es de la forma
u(t) = uh(t) + up(t)
donde uh(t) = c1u1(t)+ c2u2(t) es la solucio´n general de la ecuacio´n homoge´nea y up(t)
es una solucio´n particular de la ecuacio´n inhomoge´nea.
Utilizando el me´todo general (II.5.18), dadas dos soluciones independientes u1(t),
u2(t) de la ecuacio´n homoge´nea, sabemos que podemos obtener up(t) como
up(t) = −u1(t)
∫ t
t0
u2(t
′)f(t′)
W (t′)
dt′ + u2(t)
∫ t
t0
u1(t
′)f(t′)
W (t′)
dt′
=
∫ t
t0
k(t, t′)f(t′)dt′ , k(t, t′) =
−u1(t)u2(t′) + u1(t)u2(t′)
W (t′)
,
con W (t) = u1(t)u
′
2(t)− u′1(t)u2(t).
En el caso de una ecuacio´n con coeficientes constantes,
d2u
dt2
+ a
du
dt
+ bu = f(t) , (II.5.36)
si las raı´ces de la ecuacio´n caracterı´stica son distintas, tenemos u1(t) = eλ1t, u2(t) = eλ2t
y entonces
up(t) = e
λ1t
∫ t
t0
e−λ1t
′
f(t′)
λ1 − λ2 dt
′ − eλ2t
∫ t
t0
e−λ2t
′
f(t′)
λ1 − λ2 dt
′ (II.5.37)
=
∫ t
t0
k(t− t′)f(t′)dt′ , (II.5.38)
siendo
k(t) =
eλ1t − eλ2t
λ1 − λ2 (II.5.39)
la solucio´n de la ecuacio´n homoge´nea que satisface k(0) = 0, k′(0) = 1.
Problema sugerido II.5.5: Extender las expresiones anteriores al caso λ1 = λ2.
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Me´todo de coeficientes indeterminados.
Es interesante destacar que, para ciertas formas particulares de f(t) y bajo ciertas condi-
ciones (que implican que f(t) no sea solucio´n de la ecuacio´n homoge´nea), up(t) puede
determinarse ensayando una solucio´n similar a f(t). En general esta te´cnica es aplicable
cuando f(t) es una funcio´n exponencial (real o compleja), un polinomio de grado s, un
producto de exponencial por polinomio o una suma de funciones de este tipo. En todos
estos casos la derivada de f(t) es una funcio´n del mismo tipo y esto justifica el presente
me´todo. Si, en cambio, f(t) es solucio´n de la ecuacio´n homoge´nea, debe ensayarse una
solucio´n de la forma tf(t) si tf(t) no es solucio´n de la homoge´nea, y t2f(t) sı´ lo es.
Ilustramos el me´todo mediante los siguientes ejemplos.
Ejemplo II.5.2: f(t) = f0 eλt, con f0 constante.
Proponemos la solucio´n up(t) = B eλt. Reemplazando en (II.5.36) obtenemos
B eλt(λ2 + aλ+ b) = Aeλt. (II.5.40)
Si eλt no es solucio´n de la ecuacio´n homoge´nea, entonces λ no es raı´z de la ecuacio´n
caracterı´stica, y B queda determinado por
B =
A
λ2 + aλ+ b
. (II.5.41)
Si, en cambio, eλt es solucio´n de la ecuacio´n homoge´nea, se modifica la propuesta,
planteando up(t) = B t eλt. Si t eλt tambie´n es solucio´n de la homoge´nea se propone
up(t) = B t
2 eλt.
Problema sugerido II.5.6: Hallar una solucio´n particular de (II.5.36) para f(t) = A cos(ωt)+
B sin(ωt). Ayuda: Escribir las funciones trigonome´tricas en te´rminos de exponenciales
complejas, y proceder siguiendo el Ejemplo II.5.2, suponiendo que a y b son reales, y
tomando la parte real de up(t) al final del ca´lculo. Considerar los casos: i) iω no es raı´z
de la ecuacio´n caracterı´stica y ii) iω sı´ es raı´z. La solucio´n particular sera´ de la forma
C cos(ωt+ φ) en i) y Ct cos(ωt+ φ) en ii).
Ejemplo II.5.3: f(t) es un polinomio de grado m. En este caso, si λ = 0 no es raı´z de
la ecuacio´n caracterı´stica, se propone para up(t) un polinomio completo del mismo grado
m, con coeficientes a determinar. Por ejemplo, para la ecuacio´n
d2u
dt2
+
du
dt
− 4u = 4t2 − 5
2
, (II.5.42)
proponemos up(t) = A t2 + B t + C. Sustituyendo en la ecuacio´n se encuentran tres
ecuaciones algebraicas, −4A = 4, 2A− 4B = 0 y 2A+ B − 4C = −5/2, que permiten
obtener los coeficientes. La solucio´n es up(t) = −t2 − t2 . Si, en cambio, λ = 0 es raı´z de
la ecuacio´n caracterı´stica, se debe proponer, para up(t), un polinomio de grado m+ 1.
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Problema sugerido II.5.7: Hallar la solucio´n general de la ecuacio´n y′′ + y′ = at + b.
Comparar los resultados obtenidos con el me´todo general (II.5.37) y el de coeficientes
indeterminados.
Problema sugerido II.5.8 Discutir el me´todo de coeficientes indeterminados para siste-
mas de primer orden de n× n: du/dt = Au+ f(t).
i) Muestre que si f(t) = f0eλt y λ no es autovalor de A, puede proponerse una solucio´n
particular up(t) = veλt. Discuta tambie´n el caso en que λ es autovalor de A.
ii) Muestre que si A es no singular y f(t) = f0 + . . .+ fmtm es un polinomio (vectorial)
de grado m, puede proponerse un polinomio del mismo grado up(t) = u0+ . . .+umtm.
Problema guiado II.5.9: El oscilador armo´nico forzado. Resonancia.
M
FHtL
Considerar la aplicacio´n de una fuerza externa F (t) a una masa m
unida a un resorte de constante k > 0.
a) Mostrar que la ecuacio´n que describe el movimiento, midiendo la
elongacio´n y(t) a partir de la posicio´n de equilibrio, es
y′′ + ω2y = f(t), f(t) = F (t)/m, w =
√
k/m
b) Dar una expresio´n de la solucio´n general para una fuerza arbitraria.
c) Considerar ahora una fuerza externa de la forma
F (t) = F cos(ωext)
tal que la ecuacio´n de movimiento es
y′′ + ω2y = f cos(ωet).
Mostrar que, si ωe 6= ω, la solucio´n general es
y(t) = c1 cos(ωt) + c2 sen (ωt) +
f
ω2 − ω2e
cos(ωet) (ωe 6= ω),
y la solucio´n que satisface y(0) = 0, y′(0) = 0 es
y(t) =
f
ω2 − ω2e
[cos(ωet)− cos(ωt)] (ωe 6= ω). (II.5.43)
Graficar esta solucio´n y discutir su comportamiento al acercarse ωe a ω. Mostrar que
puede escribirse como
y(t) =
2f
ω2 − ω2e
sen (ω1t) sen (ω2t)
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con ω1 = (ω + ωe)/2, ω2 = (ω − ωe)/2.
d) Mostrar que, si ωe = ω (resonancia), la solucio´n general es
y(t) = c1 cos(ωt) + c2 sen (ωt) +
f
2ω
t sen (ωt) (ωe = ω) (II.5.44)
y la solucio´n que satisface y(0) = y′(0) = 0 es
y(t) =
f
2ω
t sen (ωt) (ωe = ω). (II.5.45)
Graficar e interpretar esta solucio´n, y discutir el feno´meno de resonancia.
e) Mostrar que el lı´mite de la solucio´n (II.5.43) para ωe → ω (y t fijo) es la solucio´n
(II.5.45).
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Figura 13: Gra´ficos de la solucio´n (II.5.43) para distinas frecuencias externas ωe e inten-
sidad f fija. No´tese el cambio de escala en el caso resonante ωe = ω. T = 2π/ω es el
perı´odo y A = f/ω2.
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.
Problema guiado II.5.10: Oscilador forzado amortiguado.
M
FHtL
Examinemos ahora el sistema anterior en presencia
de una fuerza de roce viscosa Fr = −µy′.
a) Mostrar que la ecuacio´n que describe el movimiento
en presencia de una fuerza externa F (t) es
y′′ + 2γy′ + ω2y = f(t)
donde f(t) = F (t)/m y γ = µ/(2m) > 0.
b) Mostrar que, para
f(t) = f cos(ωet) ,
una solucio´n particular es
yp(t) = f
(ω2 − ω2e) cos(ωet) + 2γωe sen (ωet)
(ω2 − ω2e)2 + 4γ2ω2e
=
f√
(ω2 − ω2e)2 + 4γ2ω2e
cos(ωet+ φ) . (II.5.46)
Dado que la solucio´n general de la ecuacio´n homoge´nea disminuye ahora exponencial-
mente al aumentar t, para tiempos grandes (mayores que el tiempo de relajacio´n) so´lo
subsiste la solucio´n particular (II.5.46). Si ω = ωe, la amplitud de la oscilacio´n resultante
crece inicialmente pero se estabiliza ra´pidamente en el valor dado por la solucio´n parti-
cular. Es importante destacar que el sistema termina oscilando con la frecuencia externa
y no la frecuencia propia.
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Figura 14: Gra´ficos de la solucio´n en presencia de roce viscoso con γ = ω/20 para
y(0) = y′(0) = 0. La u´ltima figura (II.5.43) muestra la amplitud de la solucio´n particular
en funcio´n de la frecuencia externa para γ = ω/20, ω/10 y ω/5. Es ma´xima para ωex ≈ ω.
Problema guiado II.5.11: Sistemas lineales de segundo orden.
Consideremos el sistema de segundo orden homoge´neo asociado a una matriz A de n×n,
u′′ = Au , (II.5.47)
donde u = (u1, . . . , un)t. Esta ecuacio´n surge, por ejemplo, al aplicar la 2a ley de Newton
a sistemas descriptos por fuerzas que dependen linealmente de la posicio´n, tales como
masas unidas por resortes y sistemas ligeramente apartados de su punto de equilibrio. El
sistema (II.5.47) es equivalente al sistema de 2n ecuaciones de primer orden{
u′ = w
w′ = Au
donde w = u′. Es posible, no obstante, resolver (II.5.47) en forma directa.
a) Si A es independiente de t, proponiendo una solucio´n u(t) = eαtv y reemplazando
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directamente en (II.5.47), muestre que se obtiene la ecuacio´n Av = α2v, lo que implica
que el sistema (II.5.47) posee soluciones de la forma
u+(t) = e
√
λ tv, u−(t) = e−
√
λtv
donde λ es un autovalor de A y v un autovector asociado.
b) SiA es diagonalizable, tal queAvi = λivi, i = 1, . . . , n, con {v1, . . . ,vn} linealmente
independientes, muestre que un conjunto completo de soluciones de (II.5.47) es
u+i (t) = e
√
λit vi, u
−
i (t) = e
−√λit vi
si λi 6= 0, y
u+i (t) = ui, u
−
i (t) = tui
si λi = 0, para i = 1, . . . , n. Escriba la solucio´n general. Pruebe tambie´n que estas
soluciones proveen 2n soluciones linealmente independientes del sistema asociado de
primer orden, y que este u´ltimo es no diagonalizable cuando A tiene un autovalor nulo.
c) Muestre que si A es real y λi < 0, las soluciones reales linealmente independientes
asociadas a λi son
uci(t) = cos(ωit)vi, u
s
i = sen (ωit)vi , ωi =
√
−λi > 0
con ci1u
c
i(t) + ci2u
s
i (t) = aivi cos(ωit+ φi).
Problema sugerido II.5.12: Utilizando el me´todo anterior, resuelva el problema de dos
masas iguales (m) unidas cada una a una pared por un resorte de constate k1 y unidas
entre sı´ por un resorte de constante k2. Suponga que ambas masas esta´n apoyadas sobre
una superficie sin roce.
m m
k1k1 k2Muestre que las frecuencias de oscilacio´n del
sistema (asumiendo k1 > 0, k2 > 0, m > 0) son
ω1 =
√
k1 + 2k2
m
, ω2 =
√
k1
m
.
Encuentre la solucio´n general y discuta los modos normales de vibracio´n.
Problema sugerido II.5.13: Resuelva el problema anterior, pero considerando que la se-
gunda masa no esta´ unida a la pared.
Problema sugerido II.5.14: De´ una expresio´n para la solucio´n general del sistema no
homoge´neo u′′ = Au+ f(t), suponiendo que A es diagonalizable.
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II.6. Introduccio´n a la Teorı´a de Distribuciones. Funcio´n
de Green causal.
II.6.1. La Delta de Dirac como lı´mite de una secuencia
Consideremos la ecuacio´n diferencial lineal inhomoge´nea d2u
dt2
− au = f(t). Desde
un punto de vista intuitivo, parecerı´a razonable representar la inhomogeneidad f(t) como
una suma de te´rminos impulsivos concentrados en intervalos de tiempo muy pequen˜os, y
obtener luego la solucio´n como suma de las soluciones particulares para cada uno de estos
te´rminos. La formalizacio´n de esta idea requiere el concepto de distribucio´n o funcio´n
generalizada, que discutiremos a continuacio´n.
Consideremos la funcio´n
gε(x) =
{
1/ε |x| ≤ ε/2
0 |x| > ε/2 ε > 0. (II.6.1)
La misma satisface
∫∞
−∞gε(x)dx = 1 ∀ ε > 0. Adema´s, si f es una funcio´n continua
arbitraria, ∫ ∞
−∞
gε(x)f(x)dx = ε
−1
∫ ε/2
−ε/2
f(x)dx =
F (ε/2)− F (−ε/2)
ε
donde F es una primitiva de f . Para ε→ 0+, gε(x) estara´ concentrada cerca del origen y
obtenemos
l´ım
ε→0+
∫ ∞
−∞
gε(x)f(x)dx = l´ım
ε→0+
F (ε/2)− F (−ε/2)
ε
= F ′(0) = f(0). (II.6.2)
Podemos entonces definir la distribucio´n o funcio´n generalizada [12] δ(x) (delta de Dirac)
como el lı´mite
δ(x)“ = ” l´ım
ε→0+
gε(x), (II.6.3)
que satisface ∫ ∞
−∞
δ(x)f(x)dx = f(0). (II.6.4)
Si bien el lı´mite (II.6.3) no existe estrictamente (es 0 si x 6= 0 y es ∞ si x = 0), el lı´mite
de la integral (II.6.2) ∃ ∀ f continua en un entorno de x = 0, y eso es lo que simbolizan
las ecuaciones (II.6.3)–(II.6.4). Puede obtenerse una buena aproximacio´n a δ(x) mediante
(II.6.3) tomando ε mucho menor que la longitud en la cual f varı´a apreciablemente. Fı´si-
camente, δ(x) puede interpretarse como la densidad lineal de masa correspondiente a una
masa puntual de magnitud 1 localizada en el origen.
Notemos tambie´n que, si ab 6= 0 y a < b,∫ b
a
δ(x)f(x)dx = l´ım
ε→0+
∫ b
a
gε(x)f(x)dx =
{
f(0) a < 0 < b
0 a<b<0 o0<a<b
.
80
II.6 INTRODUCCI ´ON A LA TEOR´IA DE DISTRIBUCIONES. FUNCI ´ON
DE GREEN CAUSAL.
Consideraremos, en lo sucesivo, funciones de prueba f , que son funciones acotadas
y derivables a cualquier orden, y que se anulan fuera de un intervalo finito I (recor-
demos ante todo que tales funciones existen: si f(x) = 0 para x ≤ 0 y x ≥ 1, y
f(x) = e−1/x
2
e−1/(1−x)
2 para |x| < 1, f es derivable a todo orden en x = 0 y x = 1).
Actuando sobre el espacio de funciones de prueba existen muchas otras funciones gε(x)
que convergen a δ(x), que pueden ser derivables a cualquier orden. Un conocido ejemplo
es
δ(x) = l´ım
ε→0+
e−x
2/2ε2
√
2πε
. (II.6.5)
En efecto, 1√
2πε
∫∞
−∞e
−x2/2ε2dx = 1 ∀ε > 0 y, como se vera´ ma´s abajo,
l´ım
ε→0+
1√
2πε
∫ ∞
−∞
e−x
2/2ε2f(x)dx = f(0). (II.6.6)
La gra´fica de gε(x) = 1√2πεe
−x2/2ε2 es la “campana” de Gauss, con a´rea 1 y dispersio´n∫∞
−∞ gε(x)x
2dx = ε2. Para ε→ 0+, gε(x) se concentra alrededor de x = 0, pero mantiene
su a´rea constante.
En general, si gε(x) esta´ definida ∀ x ∈ ℜ y ε > 0, diremos que
l´ım
ε→0+
gε(x) = δ(x) sii l´ım
ε→0+
∫ ∞
−∞
gε(x)f(x)dx = f(0)
∀ funcio´n de prueba f .
Por ejemplo, si g(x) ≥ 0 ∀x y ∫∞−∞ g(x)dx = 1⇒
l´ım
ε→0+
ε−1g(x/ε) = δ(x).
En efecto, si ε > 0, ε−1
∫∞
−∞ g(x/ε)dx =
∫∞
−∞ g(u)du = 1 y l´ımε→0+
ε−1
∫ b
a
g(x/ε)dx =
l´ım
ε→0+
∫ b/ε
a/ε
g(u)du = {1 a<0<b0 a<b<0 o 0<a<b.
Por lo tanto, si |f(x)| ≤M ∀x y ab > 0,
l´ım
ε→0+
ε−1| ∫ b
a
g(x/ε)f(x)dx| ≤ M l´ım
ε→0+
ε−1
∫ b
a
g(x/ε)dx = 0. De este modo, si t > 0
y f es continua y acotada,
If ≡ l´ım
ε→0+
ε−1
∫ ∞
−∞
g(x/ε)f(x)dx = l´ım
ε→0+
ε−1
∫ t
−t
g(x/ε)f(x)dx.
Si mt ≤ f(x) ≤ Mt para x ∈ [−t, t]⇒ mt ≤ If ≤ Mt ∀t > 0, pero por continuidad
de f , l´ım
t→0+
Mt = l´ım
t→0+
mt = f(0), por lo que If = f(0).
Ejemplos muy utilizados son (II.6.5) y, tambie´n,
δ(x) = − 1
π
l´ım
ε→0+
Im[
1
x+ iε
] =
1
π
l´ım
ε→0+
ε
x2 + ε2
, (II.6.7)
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Figura 15: Gra´fico de las funciones gǫ(x) definidas en (II.6.1), (II.6.5), (II.6.7), (II.6.8) y
(II.6.9), para ǫ = 0,2, 0,1 y 0,05.
δ(x) =
1
π
l´ım
ε→0+
ε
sin2(x/ε)
x2
, (II.6.8)
que corresponden a g(x) = 1
π(1+x2)
y g(x) = sin
2(x)
πx2
. No obstante, existen tambie´n fun-
ciones g(x) no siempre positivas que satisfacen l´ım
ε→0+
ε−1g(x/ε) = δ(x). Por ejemplo la
fo´rmula de Dirichlet,
l´ım
ε→0+
1
π
∫ ∞
−∞
f(x)
sin(x/ε)
x
dx = f(0),
corresponde a g(x) = sin(x)/(πx) e implica
l´ım
ε→0+
sin(x/ε)
πx
= δ(x) (II.6.9)
aun cuando l´ım
ε→0+
sin(x/ε)/x es no nulo (no existe) para x 6= 0 (so´lo es nulo el promedio:
l´ım
ε→0+
1
εt
∫ x0+t
x0−tg(x/ε)dx = 0 si 0 < t < |x0|).
II.6.2. Propiedades ba´sicas de la delta de Dirac
La composicio´n de δ(x) con otras funciones se define de modo tal que se sigan cum-
pliendo las reglas usuales de integracio´n. Por ejemplo,∫ ∞
−∞
δ(x− x0)f(x)dx =
∫ ∞
−∞
δ(u)f(u+ x0)du = f(x0). (II.6.10)
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Asimismo, si a 6= 0,∫ ∞
−∞
δ(ax)f(x)dx =
1
|a|
∫ ∞
−∞
δ(u)f(
u
a
)du =
1
|a|f(0),
por lo que
δ(ax) =
1
|a|δ(x) , a 6= 0. (II.6.11)
En particular, δ(−x) = δ(x).
Para una funcio´n invertible y derivable g(x) que posee una sola raı´z x1 (g(x1) = 0),
con g′(x1) 6= 0, obtenemos∫ ∞
−∞
δ(g(x))f(x)dx =
∫ r+
r−
δ(u)
f(g−1(u))
|g′(g−1(u))|du =
f(x1)
|g′(x1)| ,
donde (r−, r+) ⊂ en la imagen g(ℜ), con r±><0 y g−1(0) = x1. Por lo tanto, en este caso,
δ(g(x)) =
δ(x− x1)
|g′(x1)| . (II.6.12)
En general, para una funcio´n g(x) derivable con raı´ces aisladas xn y g′(xn) 6= 0 tenemos
δ(g(x)) =
∑
n
δ(x− xn)
|g′(xn)| . (II.6.13)
Sin embargo, δ(x2) y en general, δ(xn), n > 1, no esta´n definidas para funciones de
prueba arbitrarias. Tampoco lo esta´ el producto δ(x)δ(x) = [δ(x)]2. Notemos tambie´n
que, si g(x) es una funcio´n de prueba,
g(x)δ(x) = g(0)δ(x). (II.6.14)
Derivadas de δ(x).
Si queremos que se siga cumpliendo la integracio´n por partes, podemos definir tam-
bie´n la derivada δ′(x) tal que (recordar que f se anula fuera de un intervalo finito)∫ ∞
−∞
δ′(x)f(x)dx = −
∫ ∞
−∞
δ(x)f ′(x)dx = −f ′(0)
y, en general, la derivada ene´sima δ(n)(x) tal que∫ ∞
−∞
δ(n)(x)f(x)dx = (−1)nf (n)(0).
De este modo,
f ′(x0) = −
∫ ∞
−∞
δ′(x− x0)f(x)dx, (II.6.15)
f (n)(x0) = (−1)n
∫ ∞
−∞
δ(n)(x− x0)f(x)dx. (II.6.16)
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Notemos tambie´n que, si a 6= 0,
δ(n)(ax) =
1
an|a|δ
(n)(x).
En particular, δ(n)(−x) = (−1)nδ(n)(x).
Problema sugerido II.6.1: Dada una funcio´n g(x) derivable, probar las siguientes igual-
dades:
a) g(x)δ′(x) = g(0)δ′(x)− g′(0)δ(x),
b) [δ(x)g(x)]′ = δ′(x)g(x) + δ(x)g′(x) = g(0)δ′(x),
c) [δ(g(x))]′ = δ′(g(x))g′(x).
Problema sugerido II.6.2: La delta de Dirac en n dimensiones se define a trave´s de∫
δ(r − r0)f(r)dnx = f(r0) ,
donde r = (x1, . . . , xn), dxn = dx1 . . . dxn y la integral es sobre todo Rn. Esto implica
que δ(r) = δ(x1)δ(x2) . . . δ(xn) .
i) Mostrar que si ad− bc 6= 0, δ(ax+ by)δ(cx+ dy) = 1|ad−bc|δ(x)δ(y).
ii) Mostrar que si u1(x, y), u2(x, y) son diferenciables y se anulan so´lo en x = y = 0, con
J = ∂(u1,u2)
∂(x,y)
|x=y=0 6= 0, entonces δ(u1(x, y))δ(u2(x, y)) = |J |−1δ(x)δ(y).
II.6.3. Funcio´n de Heaviside
Consideremos la funcio´n “escalo´n”
H(x) =
{
1 x ≥ 0
0 x < 0
(II.6.17)
Mostraremos que, en el sentido de las distribuciones, H ′(x) = δ(x) (lo que es intuitiva-
mente razonable) de modo que H(x) representa la “primitiva” de δ(x), al menos en forma
simbo´lica. En efecto, para una funcio´n de prueba f(x) obtenemos, integrando por partes,∫ ∞
−∞
H ′(x)f(x)dx = −
∫ ∞
−∞
H(x)f ′(x)dx = −
∫ ∞
0
f ′(x)dx = f(0),
de modo que
H ′(x) = δ(x).
Mediante H(x) podemos escribir una integral en un intervalo finito como una integral en
toda la recta, donde los lı´mites quedan determinados por el integrando:∫ b
−∞
f(x)dx =
∫ ∞
−∞
H(b− x)f(x)dx,
∫ b
a
f(x)dx =
∫ ∞
−∞
[H(b− x)−H(a− x)]f(x)dx.
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II.6.4. Tratamiento formal. Teorı´a de distribuciones
Consideremos primero un espacio V de vectores de dimensio´n finita, tal como Rn.
Podemos definir una forma o funcional lineal como una funcio´n L : V → ℜ que asigna a
cada vector u ∈ V un nu´mero real L(u) y que satisface
L(c1u1 + c2u2) = c1L(u1) + c2L(u2). (II.6.18)
Puede mostrarse que ∃ un u´nico vector l tal que
L(u) = (l,u) (II.6.19)
∀ u ∈ V , donde (l,u) denota el producto interno de dos vectores ((u,u) ≥ 0, con
(u,u) = 0 so´lo si u = 0, (v,u) = (u,v)∗, (c1v1 + c2v2,u) = c∗1(v1,u) + c∗2(v2,u)).
Por ejemplo, en Rn, podemos considerar (v,u) = v ·u (producto escalar usual) y, en Cn,
(v,u) = v∗ · u.
Desarrollando u en una base ortonormal de vectores vi, i = 1, . . . , n, tales que
(vi,vj) = δij , tenemos u =
n∑
i=1
civi y
L(u) =
∑
i
ciL(vi) =
∑
i
cili = (l,u),
donde li = L(vi) y l =
∑
i l
∗
i vi. De modo que toda forma lineal L en un espacio vec-
torial de dimensio´n finita con producto interno puede ser identificada con un vector l del
espacio.
En espacios de dimensio´n infinita, tal identificacio´n no es siempre posible. Conside-
remos, por ejemplo, el espacio de funciones “de prueba” D formado por funciones reales
f(x) que poseen derivadas de cualquier orden y se anulan fuera de un intervalo finito.
Podemos definir el producto interno
(g, f) =
∫ ∞
−∞
g(x)f(x)dx. (II.6.20)
Consideremos ahora la funcional lineal L que asigna a cada funcio´n un nu´mero real, con
L[c2f1 + c2f2] = c1L[f1] + c2L[f2],
donde c1 y c2 son constantes. Para toda funcio´n g(x) ∈ D podemos asociar la funcional
lineal Lg (forma lineal), tal que
Lg[f ] =
∫ ∞
−∞
g(x)f(x)dx. (II.6.21)
Pero podemos tambie´n definir la funcional δ tal que
δ[f ] = f(0), (II.6.22)
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aunque es obvio que no existe g ∈ D que satisfaga∫ ∞
−∞
g(x)f(x)dx = f(0) (II.6.23)
∀ f ∈ D. El espacio de funcionales es pues “ma´s grande” que el de las funciones f .
No obstante, por comodidad podemos introducir el sı´mbolo δ(x) asociado a la funcional
anterior, tal que
δ[f ] =
∫ ∞
−∞
δ(x)f(x)dx = f(0). (II.6.24)
Se define la derivada de L como
L′[f ] = −L[f ′], (II.6.25)
para que se siga cumpliendo formalmente la integracio´n por partes. De esta forma,
Lg′ [f ] =
∫ ∞
−∞
g′(x)f(x)dx = −
∫ ∞
−∞
g(x)f ′(x)dx = L′g[f ] (II.6.26)
y, en particular,
δ′[f ] = −δ[f ′] = −f ′(0). (II.6.27)
La funcional de Heaviside se define como
H[f ] =
∫ ∞
0
f(x)dx, (II.6.28)
que corresponde a g(x) = H(x), con
H ′[f ] = −H[f ′] = −
∫ ∞
0
f ′(x)dx = f(0). (II.6.29)
Por lo tanto, H ′ = δ.
Problema sugerido II.6.3: Demostrar que, considerando a |x| una distribucio´n,
d|x|
dx
= H(x)−H(−x), d
2|x|
dx2
= 2δ(x).
Las distribuciones son funcionales lineales continuas sobre D. La continuidad signi-
fica que si fn(x) es una sucesio´n de funciones tal que, para n → ∞, fn y sus derivadas
tienden a 0 uniformemente ⇒ L[fn] → 0. Las distribuciones forman, pues, un espacio
vectorial (denominado el espacio dual de D). Para un espacio finito el dual es equivalente
al espacio, pero esto no es necesariamente va´lido para un espacio de dimensio´n infinita.
Se dice que una distribucio´n L se anula en un intervalo I si L[f ] = 0 ∀ f que sea
no nula solamente en I . En este caso, L[f ] no dependera´ de los valores que tome f en I .
Con esta definicio´n, podemos decir que δ(x) = 0 ∀ x 6= 0 y que H(x) = 0 si x < 0. El
soporte de una distribucio´n es el conjunto cerrado de puntos donde L no se anula (o sea, el
conjunto cerrado ma´s chico fuera del cual L se anula). De esta forma, el soporte de δ(x) es
el punto x = 0 mientras que el soporte de H(x) es el semieje x ≥ 0. El soporte singular
de una distribucio´n Lg es el conjunto cerrado ma´s chico fuera del cual L es equivalente a
una funcio´n g(x) derivable a cualquier orden. El soporte singular de δ(x) (y tambie´n de
H(x)) es, pues, el punto x = 0.
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II.6.5. Funcio´n de Green de ecuaciones lineales de primer orden
Consideremos, primero, el caso sencillo de una u´nica ecuacio´n lineal inhomoge´nea de
primer orden
du
dt
− a(t)u = f(t), (II.6.30)
es decir,
L[u(t)] = f(t), (II.6.31)
con L = d
dt
− a(t) un operador lineal. Hemos visto que la solucio´n para u(t0) = u0 es
u(t) = k(t, t0)u0 +
∫ t
t0
k(t, s)f(s)ds, (II.6.32)
con
k(t, t′) = exp
[∫ t
t′
a(s)ds
]
= uh(t)/uh(t
′)
y uh(t) = exp[
∫
a(t)dt] una solucio´n arbitraria de la ecuacio´n homoge´nea. Consideremos
ahora el caso en que t0 → −∞, con u0 = 0, y
f(t) = δ(t− t′) .
Obtenemos, si t 6= t′,
u(t) =
∫ t
−∞
k(t, s)δ(s− t′)ds =
{
k(t, t′) t > t′
0 t < t′
.
La solucio´n anterior es la funcio´n de Green causal del problema y se la define ∀t en la
forma
g(t, t′) ≡ k(t, t′)H(t− t′). (II.6.33)
La funcio´n de Green desempen˜a un papel central en la descripcio´n matema´tica de feno´me-
nos fı´sicos, y se la denomina a veces tambie´n funcio´n respuesta. La ecuacio´n (II.6.33)
representa la respuesta del sistema en t frente a una fuente puntual actuando en t′, estan-
do el sistema en reposo para t < t′. Debe considera´rsela como una distribucio´n. Queda
definida por la ecuacio´n
L[g(t, t′)] = δ(t− t′) (II.6.34)
y la condicio´n inicial g(t, t′) = 0 si t → t′−. Puede verificarse que la ecuacio´n (II.6.33)
satisface (II.6.34), tanto por derivacio´n de la distribucio´n k(t, t′)H(t− t′) como por apli-
cacio´n del primer miembro de (II.6.34) a una funcio´n de prueba arbitraria. Para t > t′,
g(t, t′) es la solucio´n de la ecuacio´n homoge´nea con la condicio´n inicial l´ımt→t′+ g(t, t′) =
k(t′, t′) = 1. Recordemos tambie´n que, a diferencia de g(t, t′), k(t, t′) es solucio´n del sis-
tema homoge´neo: L[g(t, t′)] = 0 ∀ t.
87
II.6 INTRODUCCI ´ON A LA TEOR´IA DE DISTRIBUCIONES. FUNCI ´ON
DE GREEN CAUSAL.
La solucio´n de (II.6.31), con la condicio´n inicial u0 = 0 para t0 → −∞, puede
entonces escribirse como
u(t) =
∫ ∞
−∞
g(t, t′)f(t′)dt′, (II.6.35)
donde el lı´mite superior puede extenderse hasta ∞, ya que g(t, t′) es nula para t′ > t.
Dado que
f(t) =
∫ ∞
−∞
f(t′)δ(t− t′)dt′,
la ecuacio´n (II.6.35) puede interpretarse como la suma de las soluciones particulares para
cada uno de los te´rminos f(t′)δ(t− t′).
Problema sugerido II.6.4: Utilizando (II.6.34) verificar que
L[u(t)] =
∫∞
−∞ δ(t− t′)f(t′)dt′ = f(t).
El operador lineal G definido por
G[f(t)] =
∫ ∞
−∞
g(t, t′)f(t′)dt′
desempen˜a, entonces, el papel de inversa (a derecha) del operador L, ya que L[G[f(t)]] =
f(t) ∀ funcio´n de prueba f(t). Observemos que, si nos restringimos a soluciones que
cumplen u(t0) = 0, con t0 → −∞, la solucio´n dada por (II.6.35) es la u´nica solu-
cio´n de (II.6.31). Notemos tambie´n que la aplicacio´n de L a una funcio´n de prueba u(t)
puede escribirse en forma similar en te´rminos de una distribucio´n L(t, t′): L[u(t)] =∫∞
−∞ L(t, t
′)u(t′)dt′, con L(t, t′) = δ′(t− t′)− a(t)δ(t− t′).
Si a(t) depende de t, el operador L no es invariante frente a traslaciones temporales
por lo que g(t, t′) dependera´ en general de t y t′ y no so´lo de t − t′. Por ejemplo, si
a(t) = −2t, g(t, t′) = e−(t+t′)(t−t′)H(t − t′). En cambio, si a(t) = a, constante, L
es invariante frente a traslaciones en el tiempo, por lo que g(t, t′) dependera´ so´lo de la
diferencia t− t′. En este caso,
g(t, t′) = ea(t−t
′)H(t− t′)
y se la escribe, normalmente, como g(t− t′).
Mencionemos finalmente que la solucio´n general (II.6.32) puede escribirse, para t >
t0, tambie´n como
u(t) = g(t, t0)u0 +
∫ ∞
t0
g(t, t′)f(t′)dt′, t > t0.
II.6.6. Matriz de Green de sistemas lineales
Podemos, ahora, considerar el caso general y volver a la definicio´n de nuestra matriz
de Green en la fo´rmula (II.4.22), y escribirla como distribucio´n
G(t, t′) ≡ K(t, t′)H(t− t′) (II.6.36)
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donde
K(t, t′) = U(t)U−1(t′)
y U(t) es una matriz fundamental del sistema.
Podemos tambie´n escribir el sistema de n ecuaciones lineales,
du
dt
− A(t)u = f(t), (II.6.37)
como
L[u(t)] = f(t), L = I
d
dt
− A(t) , (II.6.38)
con u, f de n× 1 y A de n× n.
Dado que K(t, t′) = 0 es solucio´n de la ecuacio´n homoge´nea, G(t, t′) satisface
L[G(t, t′)] = Iδ(t− t′) , (II.6.39)
donde I es la identidad de n × n, con G(t, t′) = 0 para t → t′−. La solucio´n de (II.6.37)
para u(t0) = 0 y t0 → −∞ puede, entonces, escribirse como
u(t) =
∫ ∞
−∞
G(t, t′)f(t′)dt′. (II.6.40)
En particular, si f(t) = f0δ(t− t′), con f0 constante,
u(t) = G(t, t′)f0,
es decir,
ui(t) =
∑
j
Gij(t, t
′)f0j . (II.6.41)
El elemento de matriz Gij(t, t′) representa, entonces, el efecto en el tiempo t en la com-
ponente i de una fuente puntual actuando en el tiempo t′ en la componente j. Como
l´ım
t→t′+
G(t, t′) = I
para t > t′, la columna j deG(t, t′) es la solucio´n del sistema homoge´neo con la condicio´n
inicial ui(t′) = δij . Esto puede utilizarse para hallar G(t, t′).
Matriz constante. Si A(t) = A, constante ⇒ U(t) = exp[At]U0 y K(t, t′) = exp[A(t −
t′)], por lo que
G(t, t′) = exp[A(t− t′)]H(t− t′). (II.6.42)
En este caso, G(t, t′) = G(t− t′), es decir, es una funcio´n de t− t′ debido a la invariancia
de la ecuacio´n homoge´nea frente a traslaciones temporales.
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II.6.7. Funcio´n de Green para la ecuacio´n lineal de orden n
Consideremos ahora la ecuacio´n
dnu
dtn
+an−1(t)
dn−1u
dtn−1
+. . .+a1(t)
du
dt
+ a0(t)u = f(t). (II.6.43)
Como hemos visto en II.5, esta ecuacio´n puede escribirse como
du
dt
− A(t)u = f(t) ,
con
u =


u
du/dt
. . .
dn−1u/dtn−1

 , f(t) =


0
0
. . .
f(t)

 , (II.6.44)
A(t) =


0 1 0 . . .
0 0 1 . . .
. . . 1
−a0(t) −a1(t) . . . −an−1(t)

 . (II.6.45)
Consideraremos ai(t) y f(t) continuas en un intervalo cerrado I , en el cual se aplicara´n
las consideraciones siguientes.
Como f(t) aparece en la u´ltima fila en (II.6.44), y so´lo nos interesa conocer u(t),
bastara´ con evaluar el elemento
g(t, t′) = G1n(t, t′)
de la matriz de Green, que satisface la ecuacio´n
dng
dtn
+an−1(t)
dn−1g
dtn−1
+. . .+a1(t)
dg
dt
+a0(t)g = δ(t−t′), (II.6.46)
con g(t, t′) = 0 si t < t′, y que, para t > t′, es la solucio´n de la ecuacio´n homoge´nea con
la condicio´n inicial
g(t′, t′) = 0,
dg
dt
|t=t′ = 0, . . . d
n−2g
dtn−2
|t=t′ = 0, d
n−1g
dtn−1
|t=t′ = 1,
(recordemos que l´ım
t→t′+
G(t′, t′) = I). Tanto g como las derivadas dk
dtk
g(t, t′) para k =
1, . . . , n−2, son, pues, continuas en t = t′. So´lo la derivada de orden n−1 es discontinua,
lo que asegura que se satisfaga (II.6.46). La expresio´n explı´cita de g(t, t′) puede obtenerse
multiplicando el resultado (II.5.16) por H(t− t′): g(t, t′) = K1n(t, t′)H(t− t′).
Si tanto u como sus derivadas se anulan para t = t0, y t0 → −∞, la solucio´n de la
ecuacio´n inhomoge´nea (II.6.43) es
u(t) =
∫ ∞
−∞
g(t, t′)f(t′)dt′.
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Si f(t) = 0 para t ≤ 0, u(t) = ∫∞
0
g(t, t′)f(t′)dt′.
En el caso de coeficientes constantes,
g(t, t′) = g(t− t′), con g(t) = {exp[At]}1nH(t) = un(t)H(t)
donde un(t) es la solucio´n de la ecuacio´n homoge´nea con la condicio´n inicial u(k)n (0) = 0,
k = 0, . . . , n− 2, u(n−1)n (0) = 1.
Ejemplo II.6.1: Ecuacio´n lineal de orden 2 con coeficientes constantes,
d2u
dt2
+ 2a
du
dt
+ bu = f(t). (II.6.47)
Las raı´ces de la ecuacio´n caracterı´stica
P (λ) = λ2 + 2aλ+ b = 0
son λ± = −a ± r, con r =
√
a2 − b. La solucio´n general de la ecuacio´n homoge´nea es,
si λ+ 6= λ−,
uh(t) = c+e
λ+t + c−eλ−t
y la solucio´n para u(0) = u0, v(0) = v0 es
uh(t) = e
−at[u0 cosh(rt)+
v0+au0
r
sinh(rt)]. (II.6.48)
La funcio´n de Green se obtiene reemplazando u0 = 0, v0 = 1 y multiplicando por H(t):
g(t) =
1
r
e−at sinh(rt)H(t) (II.6.49)
y satisface
d2g
dt2
+ 2a
dg
dt
+ bg = δ(t).
Si r = 0 (λ+ = λ−) la solucio´n de la ecuacio´n homoge´nea para u(0) = 0, v(0) = 1 es
uh(t) = e
−att y, entonces,
g(t) = e−attH(t), (II.6.50)
resultado que puede obtenerse directamente de (II.6.49) tomando el lı´mite r → 0.
Si f(t) = 0 para t < 0 y el sistema esta´ en reposo hasta t = 0, la solucio´n de (II.6.47)
para t > 0 es, pues,
u(t) =
1
r
∫ t
0
e−a(t−t
′) sinh[r(t−t′)]f(t′)dt′. (II.6.51)
Como ejemplo fı´sico, podemos considerar la ecuacio´n de movimiento cla´sica de una
partı´cula de masa m colgada de un resorte en un medio viscoso, en presencia de una
fuerza F (t):
m
d2u
dt2
+ γ
du
dt
+ ku = F (t),
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donde γ > 0 es el coeficiente de rozamiento dina´mico, k > 0 la constante del resorte y u
la coordenada vertical medida desde la posicio´n de equilibrio (el peso−mg que aparecerı´a
en el lado derecho se cancela al efectuar la traslacio´n u→ u−mg/k, donde mg/k es la
posicio´n de equilibrio; en forma ana´loga podemos tambie´n cancelar el promedio F¯ (t) en
un cierto tiempo). Esta ecuacio´n corresponde a
a =
γ
2m
, b =
k
m
, f(t) =
F (t)
m
.
Si a2 > b (γ2 > 4mk) ⇒ r es real y g(t) es una combinacio´n de decaimientos exponen-
ciales (como r < a, a± r son positivos).
Si a2 = b (γ2 = 4mk) ⇒ r = 0 y obtenemos el resultado (II.6.50).
Finalmente, si a2 < b (γ2 < 4mk) ⇒ r es imaginario: r = iω, con ω = √b− a2 real, y
g(t) =
1
ω
e−at sin(ωt)H(t),
que representa un movimiento oscilatorio amortiguado para t > 0.
Notemos tambie´n que, si a = 0 (roce nulo),
g(t) =
1
ω
sin(ωt)H(t)
representa un movimiento oscilatorio armo´nico para t > 0, con ω =
√
b, mientras que si
a = b = 0,
g(t) = tH(t),
que representa un movimiento uniforme para t > 0. Este caso corresponde a la ecuacio´n
d2u
dt2
= f(t)
y su solucio´n para t > 0 y u(0) = u′(0) = 0 es entonces
u(t) =
∫ t
0
(t− t′)f(t′)dt′
que equivale, tras una integracio´n por partes, a
u(t) =
∫ t
0
dt′
∫ t′
0
f(t′′)dt′′.
Ejemplo II.6.2: Ecuacio´n lineal de orden n con coeficientes constantes:
La ecuacio´n caracterı´stica es
P (λ) = λn+an−1λn−1+. . .+a1λ+a0 = 0.
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Si P posee n raı´ces λk distintas, la solucio´n general de la ecuacio´n homoge´nea es
uh(t) =
n∑
k=1
cke
λkt.
Construyendo la solucio´n particular para u(i)(0) = 0 si i = 0, . . . , n−2, con u(n−1)(0) = 1,
puede mostrarse que (ve´ase (II.5.21))
g(t) =
n∑
k=1
eλkt
P ′(λk)
H(t). (II.6.52)
Como P (λ) =
∏n
k=1(λ − λk), P ′(λk) =
∏
j 6=k(λk − λj). Por ejemplo, para n = 2
obtenemos
g(t) =
eλ1t − eλ2t
λ1 − λ2 H(t).
Reemplazando λ1
2
= a± r, se obtiene la ecuacio´n (II.6.49).
Si existen raı´ces con multiplicidad > 1, g(t, t′) puede obtenerse como lı´mite del re-
sultado (II.6.52).
Ejemplo II.6.3: Consideremos la ecuacio´n de primer orden
du
dt
− au = f0eλtH(t). (II.6.53)
La solucio´n para t > 0 y u(0) = 0, es, si a 6= λ,
u(t) = f0
∫ ∞
−∞
g(t− t′)eλt′H(t′)dt′ = f0 e
λt − eat
λ− a . (II.6.54)
El primer te´rmino up(t) = f0λ−ae
λt es una solucio´n particular de la ecuacio´n inhomoge´nea
que puede obtenerse directamente reemplazando up(t) = ceλt en (II.6.53), lo que conduce
a c = f0/(λ−a). El segundo te´rmino uh(t) = − f0λ−aeat es una solucio´n de la ecuacio´n ho-
moge´nea ajustada para que u(0) = 0. Si la ecuacio´n homoge´nea describe un decaimiento
⇒ a < 0, en cuyo caso uh(t) es un te´rmino “transitorio” que se “apaga” al aumentar t.
Si λ→ a en (II.6.54), encontramos como lı´mite
u(t) = f0e
att, (II.6.55)
resultado que puede obtenerse directamente de la integral en (II.6.54) para λ = a. Note-
mos la dependencia lineal con t.
El resultado (II.6.54) es va´lido para cualquier λ 6= a, en particular λ = iω, con ω
real, que corresponde al caso de una fuerza perio´dica sinusoidal. Si a y f0 son reales, la
parte real de (II.6.54) es la solucio´n para f(t) = f0 cos(ωt) y la parte imaginaria para
f(t) = f0 sin(ωt). Vemos de (II.6.54) que la solucio´n particular oscilara´ con la misma
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frecuencia externa pero con una amplitud f0/(iω − a) que depende de la frecuencia, y
que tiende a 0 para ω →∞.
Por ejemplo, en un circuito con induccio´n L, resistencia R y potencial V (t), la co-
rriente I satisface la ecuacio´n
L
dI
dt
+RI = V (t),
que corresponde a a = −R/L, f(t) = V (t)/L. El caso λ = iω corresponde a un circuito
con corriente alterna V (t) = V0eiωt.
Ejemplo II.6.4:
d2u
dt2
+ 2a
du
dt
+ bu = f0e
λtH(t). (II.6.56)
La solucio´n para t > 0 y u(0) = 0, u′(0) = 0, es
u(t) = f0
∫ t
0
g(t− t′)eλt′dt′ = up(t) + uh(t). (II.6.57)
Si λ no es raı´z de la ecuacio´n caracterı´stica, es decir, λ 6= λ±, con λ± = −a ± r, y
r =
√
a2 − b, obtenemos, para r 6= 0,
up(t) =
f0e
λt
(λ−λ+)(λ−λ−) =
f0e
λt
λ2+2aλ+b
, (II.6.58)
uh(t) =
−f0e−at[cosh[rt]+(λ+a) sinh[rt]]/r
(λ−λ+)(λ−λ−) .
Nuevamente, up(t) es una solucio´n particular que puede obtenerse reemplazando up(t) =
ceλt en (II.6.56) y uh(t) una solucio´n de la ecuacio´n homoge´nea ajustada de modo tal que
u(0) = 0.
Si λ→ λ± = −a± r (“resonancia”) se tiene
up(t) = ±f0e
λ±tt
2r
, uh(t) = ∓f0e
−at sinh[rt]
2r2
, (II.6.59)
que pueden obtenerse como lı´mite del resultado anterior o por integracio´n de (II.6.57). Si
a = 0 y r = iω, con ω real, tenemos el caso propiamente resonante, en el que la amplitud
de la oscilacio´n resultante es proporcional a t.
Si r → 0 (raı´z doble) y λ 6= −a,
up(t) =
f0e
λt
(λ+a)2
, uh(t) =
−f0e−at[1 + (a+ λ)t]
(λ+a)2
.
Finalmente, si r → 0 y λ→ −a,
up(t) =
1
2
f0e
−att2, uh(t) = 0.
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Por u´ltimo, mencionemos que para una fuerza f(t) = f0tn, con λ± 6= 0, up(t) sera´, en
general, un polinomio de grado n mientras que, si una raı´z es nula (por ejemplo, λ− = 0),
up(t), sera´ un polinomio de grado n+ 1.
Ejemplo II.6.5:
du
dt
− Au = f0eλtH(t), (II.6.60)
con u, f0 de n× 1, A de n× n. Si u(0) = 0, la solucio´n para t > 0 es
u(t) =
∫ t
0
exp[A(t− t′)]f0eλt′dt′ = up(t) + uh(t), (II.6.61)
donde up(t) es una solucio´n particular de la ecuacio´n inhomoge´nea y uh(t) = exp[At]u0
una solucio´n de la ecuacio´n homoge´nea que ajusta la condicio´n inicial.
Si λ no coincide con ningu´n autovalor λk de A, up(t) puede elegirse de la forma
(me´todo de coeficientes indeterminados)
up(t) = ce
λt.
Reemplazando en (II.6.60) se obtiene
(λI − A)ceλt = f0eλt,
de donde
c = (λI − A)−1f0.
Adema´s, uh(t) = − exp[At]c (para que u(0) = 0) y entonces
u(t) = (eλtI − exp[At])(λI − A)−1f0, λ 6= λk. (II.6.62)
Para λ = iω 6= λk, obtenemos el conocido e importante resultado que la solucio´n particu-
lar de (II.6.61) tendra´ la misma frecuencia que el te´rmino inhomoge´neo, con una amplitud
dependiente de la frecuencia.
En cambio, si λ coincide con un autovalor λk de multiplicidad mk, (λI − A) no es
invertible y la solucio´n anterior no es va´lida en general. up(t) contendra´ te´rminos de la
forma eλkttm, con m ≤ mk, y puede hallarse evaluando (II.6.61) en una base conveniente
o bien tomando el lı´mite de (II.6.62). Por ejemplo, si mk = 1, up(t) sera´ de la forma
up(t) = (c+ αvkt)e
λkt,
donde Avk = λkvk. Reemplazando en (II.6.61) obtenemos
(λkI − A)c+ αvk = f0,
de donde puede obtenerse c eligiendo α tal que f0 − αvk sea ortogonal a vk.
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Capı´tulo III
Ecuaciones Diferenciales Ordinarias:
Problemas con Condiciones de
Contorno
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III.1 EL PROBLEMA DE STURM-LIOUVILLE
III.1. El problema de Sturm-Liouville
III.1.1. Problemas de Sturm-Liouville no singulares
Hasta ahora hemos visto ecuaciones diferenciales con condiciones iniciales. En par-
ticular, tratamos la ecuacio´n lineal ordinaria de segundo orden, aque´lla en que las cons-
tantes de integracio´n se determinaban a partir de los valores de la funcio´n inco´gnita y su
derivada primera en un instante inicial t = t0. Ahora comenzaremos a estudiar problemas
de segundo orden en los cuales las constantes de integracio´n quedan determinadas, no por
condiciones iniciales, sino por condiciones de contorno. En tales problemas, el rango de
variacio´n de la variable (que representara´ usualmente una posicio´n) esta´ restringido a un
cierto intervalo y las constantes de integracio´n se determinan a partir de los valores de
la funcio´n inco´gnita, de su derivada, o de combinaciones lineales de las mismas, en los
puntos extremos del intervalo.
Tomemos una ecuacio´n lineal de segundo orden general
d2u
dx2
+ A(x)
du
dx
+B(x)u = F (x) , (III.1.1)
con A(x), B(x) y F (x) continuas. Tal ecuacio´n es equivalente a
− d
dx
[p(x)
du
dx
] + q(x)u = f(x), (III.1.2)
donde f(x) = −p(x)F (x), q(x) = −p(x)B(x) y
p(x) = e
∫
A(x)dx
es una funcio´n positiva.
En efecto, como p′(x) = A(x)p(x), se tiene (pu′)′ = pu′′ + p′u′ = p(u′′ + A(x)u′),
reducie´ndose (III.1.2) a la ecuacio´n (III.1.1) multiplicada por −p(x).
La ecuacio´n (III.1.2) se denomina ecuacio´n de Sturm-Liouville inhomoge´nea (la co-
rrespondiente ecuacio´n homoge´nea se obtiene para f(x) = 0) y se escribe usualmente
como
L[u(x)] = f(x), (III.1.3)
donde
L = − d
dx
[p(x)
d
dx
] + q(x)
es el operador lineal de Sturm-Liouville. Tal operador actu´a sobre funciones u(x) dos
veces derivables, definidas en un dado intervalo real, a ≤ x ≤ b, y so´lo queda comple-
tamente definido cuando se especifican los valores de la funcio´n inco´gnita, su derivada
primera, o combinaciones lineales de ellas en los extremos (a, b) del intervalo. Tales con-
diciones se conocen como condiciones de contorno, y las funciones que las satisfacen
constituyen el dominio del operador de Sturm-Liouville.
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Problemas de este tipo aparecen frecuentemente al resolver ecuaciones en derivadas
parciales mediante el me´todo de separacio´n de variables, como veremos ma´s adelante.
Cabe insistir aquı´ en que estudiaremos primero el caso en que p(x), q(x) y p′(x) son
funciones reales continuas en [a, b] y p(x) > 0 en el mismo intervalo cerrado. En este
contexto, un operador de Sturm-Liouville que satisface tales condiciones, se llama no sin-
gular. Ma´s adelante, analizaremos el caso en que alguna (o algunas) de estas condiciones
no se cumple en alguno de los extremos, que conduce al estudio de las llamadas funciones
especiales.
III.1.2. Tipos de condiciones de contorno
Consideraremos primero la ecuacio´n (III.1.3) en un intervalo finito [a, b], con las con-
diciones de contorno conocidas como condiciones de Dirichlet homoge´neas,
u(a) = u(b) = 0. (III.1.4)
El primer punto importante a analizar es la existencia o no de soluciones no triviales
u(x) 6= 0 de la ecuacio´n homoge´nea L[u] = 0, que satisfagan las condiciones (III.1.4).
Como veremos, la no existencia de tales soluciones (tambie´n llamadas modos cero del
operador) es condicio´n necesaria y suficiente para que la ecuacio´n inhomoge´nea tenga
solucio´n u´nica, que podra´ obtenerse mediante la funcio´n de Green.
Por ejemplo, si
L = − d
2
dx2
,
(p(x) = 1, q(x) = 0), la solucio´n general de la ecuacio´n homoge´nea L[u] = 0 es u(x) =
cx + d. Si u(a) = u(b) = 0⇒ c = d = 0. La ecuacio´n homoge´nea so´lo admite, pues, la
solucio´n trivial.
Como segundo ejemplo, si
L = − d
2
dx2
− k2,
la ecuacio´n L[u] = 0 posee la solucio´n u(x) = ceikx+de−ikx, que se puede escribir como
u(x) = c′ sin(k(x− a)) + d′ cos(k(x− a)).
Si u(a) = 0⇒ d′ = 0, y la condicio´n u(b) = 0 implica
c′ sin[k(b− a)] = 0,
que posee una solucio´n no trivial (c′ 6= 0) si y so´lo si
k(b− a) = nπ , n ∈ Z.
En caso contrario c′ = 0 y la u´nica solucio´n es u(x) = 0.
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Las condiciones de contorno (III.1.4) no son ma´s que un caso muy particular. En
general, las condiciones de contorno que definen el dominio de un operador de Sturm-
Liouville pueden ser de dos tipos: locales (o separadas) o no locales. Se llama condiciones
locales a aque´llas que establecen una relacio´n entre la funcio´n inco´gnita y su derivada en
cada borde por separado. Entre e´stas, nos concentraremos en las llamadas condiciones de
contorno de Robin homoge´neas:
cau(a) + dau
′(a) = 0, cbu(b) + dbu′(b) = 0. , (III.1.5)
donde todas las constantes son reales. Si da = db = 0, estas se reducen a las de
Dirichlet homoge´neas mientras que, si ca = cb = 0, se obtienen las condiciones de
Neumann homoge´neas, u′(a) = u′(b) = 0. Por supuesto, puede tenerse tambie´n da =
cb = 0, en cuyo caso se obtienen las condiciones mixtas u(a) = 0, u′(b) = 0 (Dirichlet en
un extremo y Neumann en el otro). Si todos los coeficientes son no nulos, las condiciones
de contorno se llaman condiciones de Robin. En todos los casos, la condicio´n impuesta
en un extremo es independiente de la impuesta en el otro, de ahı´ proviene el nombre de
locales o separadas.
Notemos que el conjunto de funciones que satisfacen condiciones de contorno del
tipo (III.1.5) constituye un espacio vectorial (si u1 y u2 las satisfacen, ⇒ c1u1 + c2u2
tambie´n las satisface). No ocurre lo mismo para condiciones de contorno no homoge´neas
(combinacio´n lineal de u y su derivada igualada a una constante distinta de cero).
Las condiciones de contorno no locales, en cambio, establecen una relacio´n entre el
valor que toman la funcio´n inco´gnita y su derivada en uno y otro borde. Tı´picos ejemplos
de condiciones de contorno no locales son las condiciones perio´dicas
u(a) = u(b), p(a)u′(a) = p(b)u′(b) (III.1.6)
y antiperio´dicas
u(a) = −u(b), p(a)u′(a) = −p(b)u′(b) . (III.1.7)
Volveremos a considerar condiciones de contorno no locales en nuestra seccio´n dedi-
cada a la serie de Fourier (ver Capı´tulo IV).
III.1.3. Cara´cter autoadjunto del operador
Una propiedad fundamental del operador L con las condiciones de contorno
(III.1.5), (III.1.6) o (III.1.7) es que resulta autoadjunto1:
Teorema III.1.1 Si u y v son dos funciones reales que satifacen ambas alguna de las
condiciones de contorno (III.1.5), (III.1.6) o (III.1.7) (con las mismas condiciones de con-
torno para u y v), entonces se cumple
1Ma´s rigurosamente, deberı´amos decir que resulta sime´trico. Sin embargo, la diferencia entre ambos
conceptos es materia de cursos ma´s avanzados. A este nivel y en todo el resto de este libro, obviaremos tal
diferencia. Para una discusio´n detallada sobre este punto ve´ase, por ejemplo, [13]
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(v, L[u]) = (L[v], u), (III.1.8)
donde (v, u) denota el producto interno usual
(v, u) =
∫ b
a
v(x)u(x)dx.
(hemos supuesto u, v reales). Se dice, entonces, que L es autoadjunto.
Demostracio´n: En efecto, integrando por partes obtenemos
(v, L[u])− (L[v], u) =
∫ b
a
[v(pu′)′ − u(pv′)′]dx
=
∫ b
a
[(vpu′)′ − (upv′)′]dx
= p[vu′ − uv′]|ba = pW (v, u)|ba = 0, (III.1.9)
para las condiciones (III.1.5), (III.1.6) o (III.1.7). Es fa´cil verificar que el Wronskiano
W (u, v) se anula independientemente en cada extremo para funciones que satisfacen
condiciones de contorno de Robin homoge´neas, y que la contribucio´n de un extremo se
cancela con la del otro extremo para funciones que satisfacen condiciones de contorno
perio´dicas o antiperio´dicas.

Notemos que la nocio´n de operador autoadjunto sobre un espacio de funciones es
extensio´n natural de la definicio´n de matriz autoadjunta. En efecto, en el caso de vecto-
res u de Rn y operadores lineales representados por matrices A reales de n × n, con el
producto interno usual (v,u) = v · u = ∑ni=1 viui, A se dice sime´trica (o autoadjun-
ta, que es equivalente para matrices reales) si (v, Au) = (Av,u) ∀ u, v ∈ Rn, o sea,
si
∑
i,j viAijuj =
∑
i,j uiAijvj . Esto implica Aij = Aji ∀ i, j, es decir, Atr = A. Los
operadores lineales reales autoadjuntos en Rn son, pues, representados por matrices A
autoadjuntas. Pero notar: en el caso de espacios vectoriales de dimensio´n infinita, los do-
minios del operador y de su adjunto deben coincidir para que el operador sea autoadjunto,
es decir, no basta que las expresiones diferenciales de ambos coincidan. La coincidencia
de dominios ocurre en nuestro caso.
Como veremos a continuacio´n, el cara´cter autoadjunto del operador tiene consecuen-
cias muy importantes: la funcio´n de Green asociada, si existe, resulta sime´trica ante el
intercambio de sus dos variables y se satisface, por lo tanto, la propiedad de reciprocidad
(ver seccio´n III.1.4). Por otra parte, el operador tiene un conjunto completo de autofun-
ciones, que son una base del espacio vectorial de funciones en el dominio (ver seccio´n
III.1.5).
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III.1.4. Funcio´n de Green para condiciones de contorno locales. So-
lucio´n del problema de borde con ecuacio´n diferencial inho-
moge´nea
Consideremos, ahora, la ecuacio´n inhomoge´nea (III.1.3). Como en los problemas
de condiciones iniciales, la herramienta general de resolucio´n sera´ la funcio´n de Green
G(x, x′) del operador L con las condiciones de contorno (III.1.5).
Se define dicha funcio´n de Green como la solucio´n de la ecuacio´n (el subı´ndice en el
operador indica que el mismo actu´a sobre el primer argumento de la funcio´n de Green)
Lx[G(x, x
′)] = δ(x− x′), (III.1.10)
(donde a < x, x′ < b) que satisface, en su primera variable, las condiciones de contorno
(III.1.5), es decir
caG(a, x
′) + da
dG
dx
(x = a, x′) = 0,
cbG(b, x
′) + db
dG
dx
(x = b, x′) = 0 . (III.1.11)
Probaremos a continuacio´n que:
Teorema III.1.2 i) dicha solucio´n existe y es u´nica si y so´lo si la u´nica solucio´n de la
ecuacio´n homoge´nea L[u(x)] = 0 con la condicio´n de contorno (III.1.5) es la solucio´n
trivial u(x) = 0 ∀ x ∈ [a, b] (no existen modos cero) y
ii) en tal caso, existe una u´nica solucio´n de la ecuacio´n inhomoge´nea (III.1.3) con la
condicio´n de contorno (III.1.5), dada por la integral:
u(x) =
∫ b
a
G(x, x′)f(x′)dx′. (III.1.12)
Demostracio´n:
Probaremos primero ii). Resulta claro que, si G(x, x′) existe,
(III.1.12) es solucio´n de (III.1.3) pues
L[u(x)] =
∫ b
a
Lx[G(x, x
′)]f(x′)dx′ =
∫ b
a
δ(x− x′)f(x′)dx′ = f(x) ,
donde hemos usado, primero, que L actu´a sobre la primera variable, no afectada por la
integral, y, en estas condiciones, siempre pueden intercambiarse integral y derivada en el
sentido de las distribuciones. Luego, hemos usado la ecuacio´n diferencial que define a la
funcio´n de Green y, finalmente, la definicio´n de la distribucio´n delta de Dirac.
Adema´s, u cumple la condicio´n de contorno (III.1.5) pues G la cumple en su primera
variable, no afectada por la convolucio´n. En efecto
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cau(a) + dau
′(a) =
∫ b
a
[caG(a, x
′) + da
dG
dx
(x = a, x′)]f(x′)dx′ = 0
cbu(b) + dbu
′(b) =
∫ b
a
[cbG(b, x
′) + db
dG
dx
(x = b, x′)]f(x′)dx′ = 0
Hemos mostrado, entonces, que (III.1.12) es solucio´n.
La unicidad de esta solucio´n surge, por el absurdo, una vez probado i). En efecto,
si existen v1 y v2 tal que L[vi(x)] = f(x), i = 1, 2, satisfaciendo ambas (III.1.5) con
los mismos coeficientes, por la linealidad de L se tiene L[v1(x) − v2(x)] = L[v1(x)] −
L[v2(x)] = 0, lo que implica, por i), que v1 − v2 = 0 o, equivalentemente, v1 = v2.
La prueba de i) se vera´ directamente por construccio´n de la funcio´n de Green.
Sean u1(x) y u2(x) dos soluciones de la ecuacio´n homoge´nea L[u(x)] = 0, cada una
de las cuales satisface la condicio´n de contorno en uno de los extremos:
cau1(a) + dau
′
1(a) = 0, cbu2(b) + dbu
′
2(b) = 0. (III.1.13)
Por la propiedad de superposicio´n para L[u(x)] = 0, siempre existen soluciones u´ni-
cas u1(x), u2(x) no ide´nticamente nulas que satisfacen estas condiciones. Por ejemplo, si
v1(x) y v2(x) son dos soluciones cualesquiera linealmente independientes y no nulas de
L[v] = 0,
u1(x) = v1(x)[cav2(a) + dav
′
2(a)]− v2(x)[cav1(a) + dav′1(a)],
u2(x) = v1(x)[cbv2(b) + dbv
′
2(b)]− v2(x)[cbv1(b) + dbv′1(b)],
satisfacen (III.1.13).
Por otro lado, para p y q continuos y p > 0, no pueden existir dos soluciones lineal-
mente independientes que satisfagan ambas la condicio´n de contorno en uno cualquiera
de los extremos del intervalo (pues, de ser ası´, el determinante de la matriz fundamental,
es decir el wronskiano de estas soluciones, serı´a nulo en ese extremo).
Para x < x′, L[G(x, x′)] = 0 y podemos entonces escribir G(x, x′) = c1(x′)u1(x),
que satisface la condicio´n de contorno en x = a. Ana´logamente, si x > x′, G(x, x′) =
c2(x
′)u2(x), que satisface la condicio´n en x = b. Por lo tanto,
G(x, x′) =
{
c1(x
′)u1(x) x < x′
c2(x
′)u2(x) x > x′
. (III.1.14)
Integrando (III.1.10) entre x′ − ε y x′ + ε,
con ε > 0, obtenemos
− [p(x)G′(x, x′)]|x=x′+εx=x′−ε +
∫ x′+ε
x′−ε
q(x′)G(x, x′)dx′ = 1 ,
donde G′(x, x′) = d
dx
G(x, x′).
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Debido a la continuidad de p y q, esta ecuacio´n puede satisfacerse so´lo si G(x, x′) es
continua y su derivada tiene una discontinuidad−1/p(x′) en x = x′ (es decir,−p(x)G′(x, x′)
debe ser de la forma H(x−x′)+φ(x), con φ continua en x = x′, para que (−pG′)′ con-
tenga un te´rmino δ(x− x′)).
Esto implica
c1(x
′)u1(x′)− c2(x′)u2(x′) = 0,
c1(x
′)u′1(x
′)− c2(x′)u′2(x′) =
1
p(x′)
,
con u′(x) = du
dx
, lo que determina c1 y c2:
c1(x
′) = −u2(x′)/C, c2(x′) = −u1(x′)/C ,
donde
C = p(x′)[u1(x′)u′2(x
′)− u2(x′)u′1(x′)]
= [pW (u1, u2)]x=x′ , W (u1, u2) =
∣∣∣∣ u1 u2u′1 u′2
∣∣∣∣ .
La solucio´n existe so´lo si C 6= 0, o sea, so´lo si el Wronskiano W (u1, u2) es no nulo. Esto
se cumple si u1(x) y u2(x) son dos soluciones linealmente independientes de L[u] = 0.
En estas condiciones, C es una constante, independiente de x′:
[p(u1u
′
2 − u2u′1)]′ = p′(u1u′2 − u2u′1) + p(u1u′′2 − u2u′′1)
= u1(pu
′
2)
′ − u2(pu′1)′ = q(u1u2 − u2u1) = 0.
El resultado final para C 6= 0 es, pues,
G(x, x′) =
{ −u1(x)u2(x′)/C x ≤ x′
−u1(x′)u2(x)/C x ≥ x′ . (III.1.15)
Si C = 0, la funcio´n de Green no existe. En este caso las soluciones u1(x) y u2(x)
son linealmente dependientes, es decir, u2(x) = cu1(x), por lo que u1(x) satisface la
condicio´n de contorno en ambos extremos. Esto implica que, siC = 0, existe una solucio´n
no trivial u1 6= 0 que satisface L[u1] = 0 y las condiciones de contorno (III.1.5). En
otras palabras, la funcio´n de Green existe si y so´lo si la u´nica solucio´n de la ecuacio´n
homoge´nea L[u] = 0 que satisface las condiciones (III.1.5) es u = 0. Esto concluye la
prueba de i) y, al mismo tiempo, (III.1.15) da una expresio´n explı´cita para la funcio´n de
Green.

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No´tese que el resultado es completamente ana´logo al que se obtiene al resolver sis-
temas de ecuaciones lineales algebraicas Ax = b, con A una matriz de n × n, y x, b
vectores columna de n× 1. Si la u´nica solucio´n al sistema homoge´neo Ax = 0 es x = 0,
entonces existe la inversa A−1, definida por AA−1 = I , con I la identidad (es decir,
(AA−1)i,j = δij) y, en este caso, la solucio´n de Ax = b es u´nica y esta´ dada por x = A−1b
(o sea, xi =
∑
j A
−1
ij bj). En cambio, si existe x 6= 0 t.q. Ax = 0, la inversa A−1 no existe.
El operador lineal definido por
G[u(x)] =
∫ b
a
G(x, x′)u(x′)dx′ (III.1.16)
es, pues, el inverso del operador L y se lo denota, tambie´n, como L−1.
Notemos que i) el inverso del operador diferencial lineal L es un operador lineal in-
tegral (G(x, x′) se conoce como el nu´cleo del operador integral) y que ii) G depende no
so´lo de los coeficientes p(x), q(x) de L, sino tambie´n de la condicio´n de contorno.
Volviendo a la ecuacio´n (III.1.15), observemos tambie´n, la simetrı´a
G(x, x′) = G(x′, x) , (III.1.17)
que permite enunciar la
Propiedad de reciprocidad: La respuesta del sistema en x frente a una fuente puntual
en x′ es ide´ntica a la respuesta del sistema en x′ frente a una fuente puntual en x, aun si p y
q dependen de x. Esto se debe al cara´cter autoadjunto de L. En efecto, debido tal cara´cter:
(LxG(x, x
′), G(x, x′′)) = (G(x, x′), LxG(x, x′′)) .
Usando la ecuacio´n diferencial que satisface la funcio´n de Green, y la definicio´n de la
delta de Dirac:∫ b
a
dx δ(x− x′)G(x, x′′) =
∫ b
a
dxG(x, x′)δ(x− x′′) ,
que conduce a
G(x′, x′′) = G(x′′, x′).
A partir de (III.1.17), es fa´cil ver que el operador inverso G, definido en (III.1.16) es
tambie´n autoadjunto: (v,G[u]) = ∫ b
a
∫ b
a
v(x)G(x, x′)u(x′)dxdx′ = (G[v], u).
Obse´rvese que la funcio´n de Green (III.1.15) no es invariante frente a traslaciones
espaciales (debido a las condiciones de contorno). La invariancia traslacional esta´ rota,
aun si p y q son constantes, por lo que G(x, x′) 6= G(x− x′).
Utilizando (III.1.15), vemos que la solucio´n (III.1.12) puede escribirse como
u(x) =
−1
C
[u2(x)
∫ x
a
u1(x
′)f(x′)dx′ + u1(x)
∫ b
x
u2(x
′)f(x′)dx′]
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y puede verificarse explı´citamente que L[u] = f . Siempre es posible escribirla en la forma
u(x) = up(x) + uh(x), donde up es una solucio´n particular de la ecuacio´n inhomoge´nea
(L[up] = f ) y uh una solucio´n de la ecuacio´n homoge´nea (L[uh] = 0) ajustada para
satisfacer la condicio´n de contorno.
Ejemplo III.1.1 : L = − d2
dx2
(p(x) = 1, q(x) = 0). En este caso, tomando a = 0, b > 0
y u(0) = u(b) = 0,
u1(x) = x, u2(x) = x− b
y C = x− (x− b) = b. Obtenemos
G(x, x′) =
{
x(b−x′)
b
x ≤ x′
x′(b−x)
b
x ≥ x′ . (III.1.18)
La solucio´n de la ecuacio´n
−d
2u
dx2
= f(x) ,
para 0 ≤ x ≤ b con u(a) = u(b) = 0 es, entonces,
u(x) =
∫ b
0
G(x, x′)f(x′)dx
=
1
b
[
∫ x
0
x′(b−x)f(x′)dx′ +
∫ b
x
x(b− x′)f(x′)dx′] .
Por ejemplo, si f(x) = x2 se obtiene
u(x) =
1
12
x(b3 − x3) = −x
4
12
+ x
b3
12
,
que se compone de la solucio´n particular −x4/12 ma´s la solucio´n de la ecuacio´n ho-
moge´nea xb3/12, que garantiza que se cumpla u(0) = u(b) = 0.
Ejemplo III.1.2: L = − d2
dx2
− ω2, a = 0, b > 0. En este caso, para u(a) = u(b) = 0,
u1(x) = sin(ωx), u2(x) = sin(ω(x−b))
y C = ω[sin(ωx) cos(ω(x−b))− cos(ωx) sin(ω(x−b))] = ω sin(ωb).
La funcio´n de Green existe so´lo si sin(ωb) 6= 0, es decir, si ω 6= nπ/b, con n ∈ Z (ver
ejemplo en la seccio´n III.1.1). Cuando existe, se tiene
G(x, x′) =
1
ω sin(ωb)
{
sin(ωx) sin(ω(b−x′)) x ≤ x′
sin(ωx′) sin(ω(b−x)) x ≥ x′ .
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Para ω → 0 se recupera el resultado (III.1.18).
Si ω = ik, con k real, la funcio´n de Green existe ∀ k 6= 0 y se obtiene reemplazando
ω → k, sin→ sinh en el resultado anterior.
Ejemplo III.1.3:
Consideremos, nuevamente, L = − d2
dx2
. Si la condicio´n de contorno es u′(a) =
u′(b) = 0, la funcio´n de Green no existe: Tenemos
u1(x) = c1, u2(x) = c2
y, por lo tanto, C = 0. Esto se debe a que la solucio´n constante u(x) = c 6= 0 es solucio´n
no nula de L[u] = 0 y satisface u′(a) = u′(b) = 0. Obse´rvese que, en este caso, la
solucio´n del problema inhomoge´neo, si existe, no es u´nica. En efecto, dada una solucio´n,
siempre se le puede sumar una constante arbitraria, que satisface la ecuacio´n homoge´nea
y la condicio´n de contorno.
Ejemplo III.1.4: Consideremos, ahora, L = − d2
dx2
−ω2, con la condicio´n u′(a) = u′(b) =
0.
Tenemos
u1(x) = cos(ωx), u2(x) = cos(ω(x− b)),
con C = −ω sin(ωb).
La funcio´n de Green existe nuevamente so´lo si sin(ωb) 6= 0, es decir, si
ω 6= nπ/b, con n ∈ Z. En esas condiciones,
G(x, x′) =
1
ω sin(ωb)
{
cos(ωx) cos(ω(b−x′)) x ≤ x′
cos(ωx′) cos(ω(b−x)) x ≥ x′ .
Si ω → 0, |G(x, x′)| → ∞.
Por otro lado, si ω = ik, con k real, G(x, x′) existe ∀ k 6= 0.
III.1.5. Autovalores y autofunciones del operador de Sturm-Liouville
no singular
Consideremos nuevamente el operador de Sturm-Liouville L. Si existen un nu´mero λ
y una funcio´n v(x) no ide´nticamente nula, que satisfacen la ecuacio´n
L[v(x)] = λv(x) (III.1.19)
∀x ∈ [a, b], conjuntamente con alguna de las condiciones de contorno mencionadas en la
seccio´n III.1.2, se dice que λ es un autovalor (o valor propio) y v(x) una autofuncio´n (o
funcio´n propia) de L con dominio definido por dicha condicio´n de contorno. Enfatizamos
que λ y v(x) dependen tanto de p y q como de la condicio´n de contorno.
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Es obvio que, si v(x) es autofuncio´n, cv(x), con c una constante no nula, es tambie´n
autofuncio´n con el mismo autovalor, por lo que las autofunciones quedan definidas a
menos de una constante multiplicativa.
Hemos visto que la funcio´n de Green para una determinada condicio´n de contorno
local (III.1.5) existe si y so´lo si no existe una funcio´n u(x) 6= 0 que satisfaga L[u] = 0
con dichas condiciones. Esto implica que G(x, x′) existe si y so´lo si L no posee ningu´n
autovalor nulo con dicha condicio´n de contorno (de allı´ proviene el nombre de modos
cero).
Es fa´cil mostrar el siguiente teorema general
Teorema III.1.3 Si L es autoadjunto, las autofunciones de L correspondientes a autova-
lores distintos son ortogonales con respecto al producto interno (u, v) =
∫ b
a
u(x)v(x)dx.
Demostracio´n: Si L[vi(x)] = λivi(x), L[vj(x)] = λjvj(x),
0 = (vj, L[vi])− (L[vj], vi) = (λi − λj)
∫ b
a
vi(x)vj(x)dx . (III.1.20)
Si, segu´n la hipo´tesis, λi 6= λj resulta que∫ b
a
vj(x)vi(x)dx = 0.

Este teorema general nos permite afirmar que las autofunciones correspondientes a
autovalores distintos del operador de Sturm-Liouville que venimos estudiando (con su
dominio definido por las condiciones de contorno (III.1.5), (III.1.6) o (III.1.7)) son orto-
gonales con respecto al producto escalar (u, v) =
∫ b
a
u(x)v(x)dx. En efecto se trata de un
operador autoadjunto con respecto al mismo producto escalar.
En forma ma´s general, en particular al estudiar funciones especiales, surge un pro-
blema similar, en el cual debe encontrarse una funcio´n v(x) no ide´nticamente nula que
satisfaga, conjuntamente con la condicio´n de contorno, la ecuacio´n
L[v(x)] = λρ(x)v(x), (III.1.21)
donde ρ(x) > 0 es una funcio´n real derivable y positiva en (a, b), denominada usualmente
“funcio´n de peso”. En este caso, se dice que λ es autovalor y v autofuncio´n de L con peso
ρ (y una dada condicio´n de contorno).
Siguiendo el procedimiento anterior, puede mostrarse que, incluso en el caso singular,
si se imponen sobre las autofunciones del problema las condiciones de acotacio´n que se
discutira´n en la subseccio´n III.2.3, debido al cara´cter autoadjunto del operador que se de-
mostrara´ en el teorema III.2.6, las autofunciones correspondientes a autovalores distintos
resultan ortogonales con respecto al producto interno
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(u, v)ρ ≡
∫ b
a
ρ(x)u(x)v(x)dx , (III.1.22)
es decir,
∫ b
a
ρ(x)vj(x)vi(x)dx = 0 si λj 6= λi ,
donde L[vi(x)] = λiρ(x)vi(x), L[vj(x)] = λjρ(x)vj(x).
Volveremos sobre este punto en la seccio´n III.2. En nuestro caso no singular, es directo
ver que es ası´ reemplazando (III.1.21) en (III.1.20).
Propiedades espectrales del problema de Sturm-Liouville no singular:
El problema de valores propios de un operador de Sturm-Liouville no singular con su do-
minio definido por condiciones de contorno locales de Robin (III.1.5) o no locales (III.1.6)
o (III.1.7), posee las siguientes propiedades fundamentales (la demostracio´n general de las
mismas se realiza naturalmente en el marco de cursos ma´s avanzados: ver, por ejemplo,
[13]; por lo tanto, no presentaremos aquı´ tal demostracio´n, aunque la esbozaremos para
algunos casos particulares en la subseccio´n III.1.7):
1) Existe un conjunto numerable de autovalores
λ1 ≤ λ2 ≤ . . . ≤ λn . . .
correspondientes a autofunciones v1(x), v2(x), . . . vn(x), . . ., que satisfacen L[vn(x)] =
λρ(x)vn(x) y son ortogonales con respecto al producto interno:
(vi, vj) =
∫ b
a
ρ(x) vi(x)vj(x)dx = 0 si i 6= j.
Para las condiciones de contorno locales (III.1.5), λi 6= λj si i 6= j, ya que no pueden
existir dos soluciones linealmente independientes de L[u] = λρu para un mismo λ que
satisfagan ambas condiciones (pues, de ser ası´, el wronskiano serı´a nulo).
2) Cualquier funcio´n u(x) definida en el intervalo [a, b] que pertenezca al dominio del
operador puede escribirse en te´rminos de las autofunciones vn(x) por medio de una serie
absoluta y uniformemente convergente en este intervalo
u(x) =
∞∑
n=1
cnvn(x). (III.1.23)
El conjunto de todas las autofunciones forma, pues, una base del espacio vectorial de
funciones derivables a segundo orden que satisfacen las condiciones de contorno en el in-
tervalo [a, b]. Se dice, entonces, que las autofunciones de L forman un conjunto completo.
Un desarrollo como (III.1.23) suele llamarse un desarrollo de Fourier generalizado, pues
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es una generalizacio´n del desarrollo en serie de Fourier propiamente dicho, que estudia-
remos en el capı´tulo IV.
Consecuencias:
a) Suponiendo va´lido el desarrollo (III.1.23), es fa´cil mostrar que los coeficientes cn
esta´n dados por
cn =
∫ b
a
ρ(x)vn(x)u(x)dx∫ b
a
ρ(x)v2n(x)dx
=
(vn, u)ρ
(vn, vn)ρ
. (III.1.24)
En efecto, multiplicando (III.1.23) por ρ(x)vn(x) e integrando, encontramos, debido
a la ortogonalidad de las autofunciones,
∫ b
a
ρ(x)vn(x)u(x)dx =
∞∑
m=1
cm
∫ b
a
ρ(x)vm(x)vn(x)dx
= cn
∫ b
a
ρ(x)v2n(x)dx,
obtenie´ndose (III.1.24). Queda tambie´n claro que, para una dada u, los coeficientes del
desarrollo son u´nicos. (Si ∑∞n=1 cnvn(x) = 0⇒ cn = 0 ∀ n).
b) Base ortonormal: Como hemos dicho, cada autofuncio´n vn(x) esta´ definida a me-
nos de una constante multiplicativa. Resulta co´modo elegir esas constantes de modo de
obtener una base en que las autofunciones (que llamaremos wn(x)) este´n normalizadas,
es decir, (wn, wn)ρ =
∫ b
a
ρ(x)w2n(x)dx = 1 ∀n, de modo que
(wm, wn)ρ =
∫ b
a
ρ(x)wm(x)wn(x)dx = δmn.
En tal caso,
cn =
∫ b
a
ρ(x)wn(x)u(x)dx = (wn, u)ρ .
c) En una base ortonormal, el cuadrado de la norma de u, definida por
||u|| = (u, u)1/2ρ =
[∫ b
a
ρ(x)u2(x)dx
]1/2
,
puede expresarse como
||u||2 =
∞∑
n,m=1
cncm
∫ b
a
ρ(x)wn(x)wm(x)dx
=
∞∑
n=1
c2n. (III.1.25)
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La igualdad anterior se denomina identidad de Parseval y constituye la generaliza-
cio´n del teorema de Pita´goras. Es va´lida para cualquier conjunto completo de funciones
ortonormales {wi(x), i = 1, 2, . . .}. Si el conjunto es incompleto, obtenemos en cambio
||u||2 ≥∑∞n=1 c2n.
d) Dada la suma finita
Sm(x) =
m∑
n=1
bnwn(x),
donde las autofunciones wn(x) son ortonormales, el error cuadra´tico medio, definido por
ε2m ≡ ||u(x)− Sm(x)||2 =
∫ b
a
ρ(x)[u(x)− Sm(x)]2dx,
es mı´nimo para bn = cn =
∫ b
a
ρ(x)wn(x)u(x). En efecto,
ε2m =
∫ b
a
ρ[u2 − 2
m∑
n=1
bnwnu+
m∑
n,n′=1
bnbn′wnwn′ ]dx
= ||u||2+
m∑
n=1
[b2n − 2bncn] = ||u||2−
m∑
n=1
c2n +
m∑
n=1
(cn−bn)2,
obtenie´ndose el mı´nimo valor para bn = cn.
La “mejor” aproximacio´n a u(x) por medio de una suma finita se obtiene, pues, pa-
ra bn = cn, si definimos como “mejor” aquella suma que minimiza el error promedio
anterior.
La ecuacio´n anterior tambie´n muestra que (para bn = cn),
∑m
n=1 c
2
n = ||u||2 − ε2m ≤
||u||2, ∀m, indicando entonces que ∑∞n=0 c2n es una serie convergente.
III.1.6. Desarrollo de la funcio´n de Green en autofunciones. Tipos de
convergencia
La propiedad 2) (ecuacio´n (III.1.23)) requiere, para que el desarrollo en autofunciones
converja absoluta y uniformemente, que la funcio´n a desarrollar admita derivada segunda
y satisfaga las condiciones de contorno. Ciertamente, este no es el caso para la funcio´n
de Green, cuya derivada primera es discontinua. Sin embargo, puede mostrarse que existe
para ella un desarrollo de la forma
G(x, x′) =
∑
n
wn(x)wn(x
′)
λn
,
que converge a G(x, x′) de´bilmente (en el sentido de las distribuciones). Esta claro que
tal desarrollo so´lo tiene sentido en ausencia de modos cero, en cuyo caso se dice que
el operador de Sturm-Liouville es invertible y, a veces, que es no singular (no´tese que
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el te´rmino se utiliza, en este caso, con un sentido totalmente distinto del que venimos
adoptando).
Consideremos ahora la ecuacio´n general inhomoge´nea
L[u] = ρ(x) f(x), (III.1.26)
donde ρ(x) es una funcio´n continua y positiva (la funcio´n de peso previamente introduci-
da) y u debe satisfacer alguna de las condiciones de contorno mencionadas. Suponiendo
que podemos desarrollar, tanto u como f , en autofunciones normalizadas wn(x), con
L[wn(x)] = λnρ(x)wn(x), es decir,
u(x) =
∞∑
n=1
cnwn(x), cn =
∫ b
a
ρ(x)wn(x)u(x)dx (III.1.27)
f(x) =
∞∑
n=1
fnwn(x), fn =
∫ b
a
ρ(x)wn(x)f(x)dx, (III.1.28)
se obtiene, al reemplazar en (III.1.26),
∞∑
n=0
(cnλn − fn)ρ(x)wn(x) = 0,
de donde, suponiendo que λn 6= 0,
cn = fn/λn.
Se puede llegar al mismo resultado directamente multiplicando la ecuacio´n (III.1.26) por
wn(x) e integrando: ∫ b
a
wn(x)L[u(x)]dx =
∫ b
a
ρ(x)wn(x)f(x)dx,
de donde, teniendo en cuenta el cara´cter autoadjunto de L, se obtiene la relacio´n
λncn = fn .
Podemos, entonces, escribir la solucio´n como
u(x) =
∞∑
n=1
fnwn(x)
λn
=
∫ b
a
G(x, x′)ρ(x′)f(x′)dx′,
donde
G(x, x′) =
∞∑
n=1
wn(x)wn(x
′)
λn
. (III.1.29)
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Esta expresio´n constituye el desarrollo en autofunciones de la funcio´n de Green G(x, x′).
Es muy u´til y sera´ utilizado y discutido ma´s adelante. Notemos que tal desarrollo tiene
sentido si y so´lo si no existe ningu´n autovalor nulo, en acuerdo con discusiones previas.
Es preciso destacar, no obstante, que la convergencia de este tipo de desarrollos es
ma´s de´bil que la convergencia puntual. Sea Sm(x) =
∑m
n=1 cnwn(x).
Se dice que Sm(x) converge puntualmente a u(x) para m→∞ si l´ımm→∞ Sm(x) = u(x)
∀ x ∈ [a, b].
Se dice, en cambio, que Sm(x) converge en media a u(x) si
l´ım
m→∞
||u(x)− Sm(x)||2 = 0,
donde ||F ||2 = ∫ b
a
ρ(x)F 2(x)dx. La convergencia puntual asegura la convergencia en
media, pero la u´ltima no asegura la primera (ya que, por ejemplo, Sm(x) puede diferir
de u(x) en un nu´mero finito de puntos sin que esto afecte a la integral). Esto ocurre, por
ejemplo, con el desarrollo en autofunciones de funciones u(x) continuas a trozos.
Finalmente, se dice que Sm(x) converge a u(x) como distribucio´n (convergencia
de´bil) si
l´ım
m→∞
∫ b
a
Sm(x)φ(x)dx =
∫ b
a
u(x)φ(x)dx
para cualquier funcio´n de prueba φ(x) en [a, b]. Esta u´ltima condicio´n es mucho ma´s de´bil
que las anteriores, ya que ni siquiera requiere que la serie
∑∞
n=1 cnwn(x) sea convergente.
Por ejemplo, si δ(x−x′)/ρ(x) =∑∞n=1 cnun(x)⇒ cn = ∫ ba wn(x)δ(x−x′)dx = wn(x′),
de modo que
δ(x− x′) = ρ(x)
∞∑
n=1
wn(x)wn(x
′) , (III.1.30)
donde la igualdad so´lo indica igualdad como distribucio´n. La serie de la derecha, de he-
cho, no converge, pues l´ımn→∞wn(x)wn(x′) 6= 0. Sin embargo, si φ(x) =
∑∞
n=1 anwn(x),
con an = (wn, φ)ρ, ⇒
∫ b
a
∑∞
n=1ρ(x)wn(x)wn(x
′)φ(x)dx =
∑∞
n=1anwn(x
′) = φ(x′), de
modo que la serie converge como distribucio´n a δ(x− x′).
Puede verse entonces, a partir de (III.1.29), que
L[G(x, x′)] =
∞∑
n=0
ρ(x)wn(x)wn(x
′) = δ(x− x′).
Por lo tanto, G(x, x′) tambie´n puede obtenerse resolviendo directamente (III.1.26) para
f(x) = δ(x− x′).
III.1.7. Problema variacional asociado y completitud
El problema de valores propios de L esta´ asociado a un problema variacional.
Para u 6= 0 y derivable, definimos la funcional
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H[u] =
E[u]
||u||2 =
∫ b
a
[p(x)u′2(x) + q(x)u2(x)]dx∫ b
a
ρ(x)u2(x)dx
, (III.1.31)
que satisface H[αu] = H[u] si α 6= 0 siendo, por lo tanto, independiente de la norma de
u. Veremos luego que H[u] puede interpretarse como una energı´a. Notemos que H[u] ≥ 0
si q(x) ≥ 0.
Podemos preguntarnos ahora cua´l de todas las funciones u(x) con derivada segunda,
que satisfacen alguna de las condiciones de contorno ya mencionadas, es la que minimiza
H(u), y cua´l es el valor mı´nimo de H[u] entre estas funciones.
Suponiendo que tal funcio´n existe, y llama´ndola v, con H[v] = λ, debe cumplirse
H[v + δv] ≥ H[v] = λ
∀ funcio´n δv que satisface la condicio´n de contorno.
Considerando ahora δv pequen˜o, y conservando te´rminos so´lo hasta orden δv, obte-
nemos
H[v + δv]−H[v] ≈ 2||v||−2
∫ b
a
[pv′(δv)′ + (q − λρ)vδv]dx
= 2||v||−2
∫ b
a
[L[v]− λρv](δv)dx+ [pv′δv]ba , (III.1.32)
donde hemos integrado por partes el primer te´rmino (∫ b
a
pv′(δv)′dx = pv′δv|ba−
∫ b
a
(pv′)′δvdx).
Por lo tanto, si H[v] es mı´nimo, la ecuacio´n (III.1.32) debe anularse para cualquier
variacio´n δv(x) que satisfaga la condicio´n de contorno.
Consideremos, primero, la condicio´n de contorno de Dirichlet u(a) = u(b) = 0. En
este caso, δv(a) = δv(b) = 0 y el u´ltimo te´rmino en (III.1.32) se anula, lo que implica
L[v(x)]− λρ(x)v(x) = 0, (III.1.33)
es decir, v(x) debe ser autofuncio´n de L con autovalor λ.
Es claro, entonces, que dicha autofuncio´n debe ser aque´lla con el autovalor ma´s bajo,
de modo que v(x) ∝ v1(x) y λ = λ1.
Notemos que, integrando por partes,
∫ b
a
pu′2dx = pu′u|ba −
∫ b
a
(pu′)′udx, por lo que
H[u] =
∫ b
a
u(x)L[u(x)]dx
||u||2 si pu
′u|ba = 0. (III.1.34)
Por lo tanto, si u(x) = vn(x), con L[vn] = λρvn y vn(a) = vn(b) = 0,
115
III.1 EL PROBLEMA DE STURM-LIOUVILLE
H[vn] = λn
de modo que v = v1, con H[v1] = λ1. Si q(x) ≥ 0⇒ λ1 ≥ 0.
El problema anterior es equivalente a la minimizacio´n de E[u] con la condicio´n adi-
cional ||u|| = 1 lo que, a su vez, es equivalente a la minimizacio´n de
F [u] = E[u]− λ||u||2,
donde λ es un multiplicador de Lagrange. La condicio´n estacionaria F [v + δv] = F [v] +
O(δv)2 para δv pequen˜o conduce nuevamente a la ecuacio´n L[v(x)] = λρ(x)v(x), por lo
que v debe ser autofuncio´n de L y λ el autovalor correspondiente. En estas condiciones,
E[v1] = λ1||v1||.
Para las condiciones de Neumann (u′(a) = u′(b) = 0), puede procederse en forma
similar. So´lo cabe aclarar que, en este caso, no es necesario imponer la condicio´n de con-
torno. La condicio´n u′(a) = u′(b) = 0 surge naturalmente al buscar el mı´nimo absoluto
de H[u], para anular el u´ltimo te´rmino en (III.1.32) que aparece al integrar por partes. El
primer autovalor correspondiente al problema de Neumann es, pues, menor que el corres-
pondientes al problema de Dirichlet: λN1 ≤ λD1 .
Consideremos ahora el subespacio S1 de funciones u que satisfagan la condicio´n de
contorno y que sean ortogonales a la primera autofuncio´n v1(x), es decir,
(u, v1)ρ =
∫ b
a
ρ(x)v1(x)u(x)dx = 0.
Puede demostrarse, siguiendo un procedimiento similar, que el valor mı´nimo de H[u]
para u ∈ S1 se obtiene para una funcio´n v que debe satisfacer tambie´n la ecuacio´n
(III.1.33) con la correspondiente condicio´n de contorno, pero que debe ser, obviamen-
te, ortogonal a v1. Esta funcio´n debe, pues, ser proporcional a la autofuncio´n de L con el
segundo autovalor λ2. Es decir, v ∝ v2, con λ = H[v2] = λ2 ≥ λ1.
Procediendo en forma ana´loga, puede probarse que el mı´nimo de H[u] en el subes-
pacio Sn−1 formado por funciones ortogonales a v1, v2, . . . , vn−1, n ≥ 2, se obtiene para
v ∝ vn, siendo el valor mı´nimo H[vn] = λn. De esta forma puede construirse todo el
conjunto de autovalores y autofunciones mediante un procedimiento variacional. Puede
probarse tambie´n que λNn ≤ λDn ∀ n.
El procedimiento anterior permite probar tambie´n la completitud del conjunto de au-
tofunciones. Daremos a continuacio´n un bosquejo de la demostracio´n, suponiendo que
λn →∞ para n→∞ (ve´anse los siguientes ejemplos).
Sea u(x) una funcio´n de norma finita que satisface la condicio´n de contorno y consi-
deremos el resto
Rm(x) = u(x)− Sm(x), (III.1.35)
con
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Sm(x) =
m∑
n=1
cnvn(x), cn = (vn, u)ρ
y (vn, vn)ρ = 1 (autofunciones normalizadas). Tenemos
(vn, Rm)ρ = 0, n = 1, . . . ,m.
Por lo tanto, H[Rm(x)] ≥ λm, pues Rm(x) es ortogonal a v1, . . . , vm. Adema´s, utili-
zando (III.1.34) y, dado que ∫ b
a
Rm(x)L[Sm(x)]dx = 0, se obtiene
H[Rm(x)] =
||u||2H[u]−∑mn=1 λmc2m
||Rm(x)||2 ≥ λm
de donde, si λm ≥ 0 (como ocurre para q(x) ≥ 0),
||Rm(x)||2 ≤ ||u||
2H[u]
λm
.
Por lo tanto,
l´ım
m→∞
||Rm(x)||2 = 0
si λm →∞, lo que asegura la convergencia en media (pero no la convergencia puntual).
Aproximaciones variacionales. La formulacio´n variacional del problema de autova-
lores de Sturm-Liouville permite desarrollar aproximaciones variacionales en las que
u(x) se aproxima por una cierta funcio´n que satisface las condiciones de contorno y que
contiene algunos para´metros libres. Estos se optimizan minimizando H[u], logra´ndose
ası´ una cota superior a λ1 (y, en general, a λn, si imponemos que u(x) sea ortogonal a
v1, . . . , vn−1).
Ejemplo III.1.5:
Consideremos L = − d2
dx2
en [0, b], con u(0) = u(b) = 0.
La ecuacio´n L[v] = λv, es decir,
−d
2v
dx2
= λv
no admite autofunciones con λ = 0 ya que, en este caso, la solucio´n general es v = ax+b
y las condiciones de contorno exigen que se cumpla a = b = 0. Tal solucio´n, ide´ntica-
mente nula, no es, por definicio´n, una autofuncio´n. Dicho de otro modo, el problema de
Dirichlet homoge´neo no admite modos cero. Para λ 6= 0, la ecuacio´n diferencial posee la
solucio´n general v(x) = Cei
√
λx +De−i
√
λx
, que puede escribirse como
v(x) = A sin(
√
λx) + B cos(
√
λx).
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Las condiciones de contorno implican B = 0, y sin(
√
λb) = 0, por lo que
√
λb = nπ,
n ∈ Z. Es fa´cil verificar que, de las autofunciones resultantes, so´lo las correspondientes a
n = 1, 2, . . . son linealmente independientes. Es decir, los autovalores esta´n dados por
λn =
n2π2
b2
, n = 1, 2, . . . (III.1.36)
Las correspondientes autofunciones son
vn(x) = An sin(nπx/b) n = 1, 2, . . . , (III.1.37)
con An 6= 0, y puede verificarse que∫ b
0
vn(x)vm(x)dx = δnmA
2
nb/2.
Las autofunciones normalizadas corresponden, pues, a An =
√
2/b.
Para funciones que se anulan en los extremos, el valor mı´nimo de
H[u] =
∫ b
0
u′2(x)dx∫ b
0
u2(x)dx
= −
∫ b
0
u(x)u′′(x)dx∫ b
0
u2(x)dx
es, entonces, λ1 = π2/b2 ≈ 9,87/b2 y corresponde a v1(x) = A1 sin(πx/b).
Problema sugerido III.1.1: Mostrar que, planteando como aproximacio´n variacional
una para´bola u(x) = x(b− x) que satisface u(0) = u(b) = 0, se obtiene H[u] = 10/b2 >
λ1 (esto corresponde a reemplazar π por
√
10, que es una aproximacio´n utilizada en la
antigu¨edad y es cota superior de π).
Es importante destacar que este ejemplo corresponde exactamente al problema cua´nti-
co no relativista de una partı´cula en una dimensio´n, confinada al intervalo [0, b], libre den-
tro de este intervalo. La funcio´n v(x), con ||v||2 = 1, representa, en este caso, la funcio´n
de onda de la partı´cula, y la ecuacio´n L[v] = λv es la ecuacio´n de Schro¨dinger inde-
pendiente del tiempo, con En = ~2λn/(2m) la energı´a del estado n. Adema´s, ~
2
2m
H[u]
representa aquı´ el valor medio de la energı´a correspondiente a la funcio´n de onda u(x), el
cual es mı´nimo para u(x) = v1(x).
Ejemplo III.1.6: Consideremos, nuevamente, L = − d2
dx2
en [0, b] con las condiciones de
contorno de Neumann u′(0) = u′(b) = 0. En este caso, los autovalores son
λn =
n2π2
b2
, n = 0, 1, 2, . . . (III.1.38)
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con autofunciones
vn(x) = Bn cos(nπx/b) . (III.1.39)
Los autovalores son los mismos que en el caso anterior, pero aparece el autovalor
adicional λ0 = 0, en cuyo caso v0 = B0, constante, que sı´ satisface las condiciones de
contorno. Se cumple
∫ b
0
vn(x)vm(x)dx = δnmB
2
n{b n=0b/2 n>0. (III.1.40)
Las autofunciones normalizadas se obtienen para B0 = 1/
√
b, Bn =
√
2/b, n =
1, 2, . . ..
El valor mı´nimo de H[u] para esta condicio´n de contorno es λ0 = 0 (Aquı´ hemos
llamado, por conveniencia, λ0 al autovalor ma´s bajo de L).
Ejemplo III.1.7: Nuevamente L = − d2
dx2
con las condiciones mixtas u(0) = 0, u′(b) = 0.
Como el problema de Dirichlet, tampoco este problema mixto admite modos cero. Para
λ 6= 0, las presentes condiciones de contorno implican B = 0 y cos(√λb) = 0, es decir,
λn = (n+ 1/2)
2π2/b2 , n = 0, 1, 2, . . . , (III.1.41)
que son distintos a los hallados en los ejemplos anteriores, con autofunciones
vn(x) = An sin[(n+ 1/2)πx/b] . (III.1.42)
Se cumple ∫ b
0
vn(x)vm(x)dx = δnmA
2
nb/2,
y las autofunciones normalizadas se obtienen para An =
√
2/b.
El valor mı´nimo de H[u] es λ1 = π2/4b2, intermedio entre el mı´nimo obtenido con
las condiciones de Neumann y aque´l obtenido con las de Dirichlet.
Ejemplo III.1.8: Nuevamente L = − d2
dx2
con las condiciones de contorno perio´dicas
u(−b) = u(b), u′(−b) = u′(b). Obtenemos las autofunciones
v0 = B0, vn(x) = Bn cos(nπx/b), un(x) = An sin(nπx/b), (III.1.43)
con n = 1, 2, . . . correspondientes a los autovalores
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λ0 = 0, λn = n
2π2/b2, n = 1, 2, . . . . (III.1.44)
Para n ≥ 1 existen, pues, 2 autofunciones (vn(x) y un(x)) por cada autovalor.
Se cumple
∫ b
−b
vn(x)vm(x)dx = δnmB
2
n{2b n=0b n>0 ,∫ b
−b
un(x)um(x)dx = δnmA
2
nb,
∫ b
−b
un(x)vm(x)dx = 0 , ,
obtenie´ndose las autofunciones normalizadas para B0 = 1/
√
2b, Bn = An = 1/
√
b.
En este caso resulta ma´s co´modo utilizar una base compleja de autofunciones, dada
por
zn(x) = Cne
iπnx/b
= Cn[cos(nπx/b) + i sin(nπx/b)], n = 0,±1,±2, . . . ,
que es ortogonal con respecto al producto interno (u, v) =
∫ b
−b u
∗(x)v(x)dx:∫ b
−b
z∗n(x)zm(x)dx = δnm|C2n|2b.
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Figura 16: Gra´ficas de las primeras tres autofunciones de los cuatro ejemplos anteriores
para b = 1.
III.2. Resolucio´n de ecuaciones lineales homoge´neas me-
diante series de potencias. Funciones Especiales
El formalismo basado en la funcio´n de Green, visto ateriormente, permite resolver
la ecuacio´n inhomoge´nea L[u] = f conociendo la solucio´n general de la ecuacio´n ho-
moge´nea L[u] = 0. No hemos dicho, sin embargo, co´mo resolver en general esta u´ltima
ecuacio´n, cuando las funciones p(x), q(x) (o equivalentemente, A(x), B(x)) no son cons-
tantes. Esta es una cuestio´n importante y de gran intere´s pra´ctico, dado que algunas de las
soluciones de este tipo de ecuaciones aparecen con frecuencia en aplicaciones a la Fı´sica.
Ese es el caso de las llamadas funciones especiales. A continuacio´n discutiremos co´mo
encontrar la solucio´n general de la ecuacio´n homoge´nea en el caso de coeficientes de-
pendientes de la variable, presentando luego algunas de las funciones especiales como
ejemplos.
III.2.1. Caso de coeficientes analı´ticos
Consideremos la ecuacio´n general lineal de segundo orden
u′′ + A(x)u′ + B(x)u = 0. (III.2.1)
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Teorema III.2.1 Si A(x) y B(x) son analı´ticas en un entorno de x = 0, es decir,
A(x) =
∞∑
n=0
Anx
n, B(x) =
∞∑
n=0
Bnx
n , |x| < R , (III.2.2)
las soluciones de (III.2.1) son analı´ticas en ese entorno y pueden, pues, representarse
como una serie de potencias:
u(x) =
∞∑
n=0
cnx
n , |x| < R . (III.2.3)
Demostracio´n: Supondremos, primero, que existe una solucio´n del tipo (III.2.3), y
probaremos que converge.
Dado que B(x)u(x) =
∞∑
n=0
xn
n∑
m=0
Bn−mcm, A(x)u′(x) =
∞∑
n=0
xn
n+1∑
m=0
An−m+1mcm,
reemplazando (III.2.3) en (III.2.1) se obtiene, luego de definir B−1 = 0,
∞∑
n=0
xn[cn+2(n+ 2)(n+ 1) +
n+1∑
m=0
cm(mAn−m+1 + Bn−m)] = 0 .
Por lo tanto, como el coeficiente de xn debe ser nulo,
cn+2 = −
∑n+1
m=0 cm[mAn−m+1 +Bn−m]
(n+ 2)(n+ 1)
, n ≥ 0 , (III.2.4)
donde el segundo miembro depende de los coeficientes previos c0, . . . , cn+1. Se obtiene
ası´ una relacio´n recursiva que determina todos los coeficientes cn para n ≥ 2 a partir de
los dos primeros c0, c1. Por ejemplo,
c2 = −A0c1 + B0c0
2
c3 = −A1c1 + 2A0c2 + B1c0 + B0c1
6
= −c0(B1 − A0B0) + c1(A1 + B0 − A
2
0)
6
. (III.2.5)
Demostraremos ahora que esta serie converge para |x| < R. Sea t tal que 0 ≤ |x| < t <
R. Como l´ım
n→∞
Ant
n = l´ımn→∞Bntn = 0 (condicio´n necesaria de convergencia de las
series (III.2.2)), ∃M > 0 tal que
|Bn| ≤M/tn, |An| ≤M/tn−1,
∀ n.
Por lo tanto,
|cn+2| ≤ M
∑n+1
m=0 |cm|tm(m+ 1)
tn(n+ 2)(n+ 1)
.
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Definiendo recursivamente los coeficientes no negativos
dn+2 =
M
∑n+1
m=0 dmt
m(m+ 1)
tn(n+ 2)(n+ 1)
,
con d0 = |c0|, d1 = |c1|, tenemos |cn| ≤ dn ∀ n. Adema´s,
dn+2 = dn+1
[
n
t(n+ 2)
+
Mt(n+ 2)
(n+ 2)(n+ 1)
]
,
por lo que
l´ım
n→∞
dn+2|x|n+2
dn+1|x|n+1 =
|x|
t
< 1 ,
lo que implica, por el criterio del cociente, que
∑∞
n=0 dnxn converge absolutamente si
|x| < t, es decir, ∀ |x| < R. Esto implica, a su vez, que ∑∞n=0 cnxn converge absoluta-
mente para |x| < R.
La solucio´n general puede, por lo tanto, escribirse como
u(x) = c0u1(x) + c1u2(x) ,
con u1 la solucio´n para c0 = 1, c1 = 0 y u2 aque´lla para c0 = 0, c1 = 1:
u1(x) = 1− B0
2
x2 − B1 − A0B0
6
x3 + . . . ,
u2(x) = x− A0
2
x2 − A1 + B0 − A
2
0
6
x3 + . . .

Obviamente, las mismas consideraciones rigen si los coeficientes son analı´ticos en un
entorno de un punto x0, en cuyo caso A(x), B(x) y u(x) pueden expresarse como series
de potencias de (x− x0) en ese entorno.
Ejemplo III.2.1:
u′′ − k2u = 0
La solucio´n general es u(x) = αekx+βe−kx = a0 cosh(kx)+a1 sinh(kx), con a0,1 = α±
β. Podemos obtenerla con el me´todo anterior (para A(x) = 0, B(x) = −k2), planteando
la serie (III.2.3). Se obtiene
∞∑
n=0
xn[cn+2(n+ 2)(n+ 1)− k2cn] = 0 ,
de donde
cn+2 =
k2cn
(n+ 2)(n+ 1)
= cn
kn+2n!
kn(n+ 2)!
, n ≥ 0 . (III.2.6)
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Para c0 = 1, c1 = 0, la relacio´n recursiva se satisface si
cn =
kn
n!
, n par, cn = 0, n impar ,
que conduce a u1(x) = cosh(kx), y si c1 = 1, c0 = 0,
cn =
kn
n!
, n impar, cn = 0, n par .
Esto permite obtener u2(x) = sinh(kx). El teorema anterior implica la convergencia de
estas series ∀ x ∈ ℜ.
III.2.2. Desarrollo alrededor de puntos singulares regulares
Analizaremos, ahora, el caso en que los coeficientes de la ecuacio´n diferencial de
segundo orden no son analı´ticos en el punto alrededor del cual se propone un desarrollo en
serie para las soluciones pero satisfacen, en ese punto, condiciones menos restrictivas, que
detallaremos en las hipo´tesis del teorema que sigue. Si esas condiciones se cumplen, se
dice que el problema de Sturm-Liouville tiene, en dicho punto, un punto singular regular.
Teorema III.2.2 (Teorema de Frobenius-Fuchs): Dada la ecuacio´n diferencial u′′+A(x)u′+
B(x)u = 0, si A(x) posee, a lo sumo, un polo simple en x = 0 y B(x), a lo sumo, un polo
de orden 2 en x = 0, de modo que para 0 < |x| < R se cumple
A(x) =
∞∑
n=−1
Anx
n =
A−1
x
+ A0 + . . . ,
B(x) =
∞∑
n=−2
Bnx
n =
B−2
x2
+
B−1
x
+ . . . ,
entonces una de las soluciones linealmente independientes de la ecuacio´n (III.2.1) tiene,
para 0 < |x| < R, la forma de una serie generalizada de potencias
u1(x) =
∞∑
n=0
anx
n+s = xs
∞∑
n=0
anx
n , (III.2.7)
donde a0 6= 0 y s es una de las raı´ces de la ecuacio´n indicial
s(s− 1) + A−1s+ B−2 = 0 , (III.2.8)
o sea,
s =
1− A−1 ± r
2
, r =
√
(1− A−1)2 − 4B−2 . (III.2.9)
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Si la diferencia r entre las dos raı´ces de esta ecuacio´n no es entera, entonces la segunda
solucio´n de (III.2.1) es tambie´n una serie generalizada de potencias, con s la otra raı´z de
(III.2.9). En cambio, si r es entero, la segunda solucio´n tiene la forma
u2(x) = Cu1(x) ln x+ x
s′
∞∑
n=0
bnx
n , (III.2.10)
donde C es una constante (que puede ser 0) y s′ es la otra raı´z de (III.2.9), con Re[s′] ≤
Re[s]. Si r = 0 (s = s′), entonces C 6= 0.
La necesidad de una serie generalizada de potencias puede comprenderse analizando
el comportamiento de la solucio´n para x → 0. Conservando so´lo los te´rminos de mayor
orden en este lı´mite, la ecuacio´n (III.2.1) se reduce a
u′′ +
A−1
x
u′ +
B−2
x2
u = 0 , (III.2.11)
que es una ecuacio´n de Euler, con soluciones u(x) = cxs (y tambie´n xs ln x para raı´ces
multiples). Reemplazando esta solucio´n en (III.2.11) obtenemos
cxs[s(s− 1) + A−1s+ B−2] = 0
que conduce, precisamente, a la ecuacio´n indicial (III.2.8). Si las dos raı´ces de (III.2.9)
son distintas, las soluciones de (III.2.1) deben ser, pues, de la forma cxs para x cercano
al origen. Si las raı´ces son iguales, la segunda solucio´n linealmente independiente de
(III.2.11) es xs ln x, por lo que la segunda solucio´n de (III.2.1) debe ser de esta forma
para x→ 0.
La ecuacio´n indicial surge, de todos modos, al reemplazar (III.2.7) en (III.2.1). Ha-
ciendo esto btenemos
∞∑
n=0
xs+n−2[an(n+s)(n+s−1)+
n∑
m=0
am(An−m−1(m+s)+Bn−m−2)] = 0 .
La anulacio´n del coeficiente de xs−2 (n = 0) implica
a0[s(s− 1) + A−1s+ B−2] = 0
que conduce a la ecuacio´n indicial (III.2.8) al ser a0 6= 0. Luego, la anulacio´n del coefi-
ciente de xn+s−2 para n ≥ 1 nos permite obtener la relacio´n recursiva
an = −
∑n−1
m=0 am(An−m−1(m+ s) + Bn−m−2)
(n+ s)(n+ s− 1) + A−1(n+ s) + B−2
= −
∑n−1
m=0 am(An−m−1(m+ s) + Bn−m−2)
n(n+ 2s+ A−1 − 1) , n ≥ 1,
donde el segundo miembro depende de a0, . . . , an−1. Como n + 2s + A−1 − 1 = n ± r,
esto es va´lido si n ± r 6= 0, o sea, n − r 6= 0. Los problemas con una solucio´n del tipo
(III.2.7) pueden surgir, entonces, so´lo cuando r es entero y, en esas condiciones, para la
raı´z menor s = 1−A−1−r
2
, en cuyo caso la segunda solucio´n es de la forma (III.2.10).
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
Problema sugerido III.2.1: Muestre que el segundo te´rmino del miembro derecho en
(III.2.10), w(x) = u2(x)− Cu1(x) ln(x), satisface la ecuacio´n no homoge´nea
w′′ + A(x)w′ + B(x) = −C[2u
′
1
x
+ u1(
A(x)
x
− 1
x2
)] (III.2.12)
y que la misma puede resolverse mediante el desarrollo en serie de potencias indicado
eligiendo C adecuadamente.
Ejemplo III.2.2: Consideraremos, en realidad, primero un contraejemplo:
u′′ + u/x4 = 0 . (III.2.13)
Esta ecuacio´n no es de la forma contemplada en el teorema III.2.2, pues B(x) posee un
polo de orden 4. Puede verificarse que la solucio´n general de esta ecuacio´n es
u(x) = x[c1 cos(1/x) + c2 sin(1/x)] ,
que no es de la forma (III.2.7) o (III.2.10), ya que posee una singularidad esencial en
x = 0.
Notemos, sin embargo, que la solucio´n es de la forma (III.2.7) en z = 1/x (u(z) =
(c1 cos z+c2 sin z)/z). En esta variable, la ecuacio´n (III.2.13) se convierte en u′′+2u′/z+
u = 0, que es de la forma contemplada en el teorema III.2.2, y la ecuacio´n indicial es
s(s − 1) + 2s = 0, con raı´ces s = −1 y s = 0, en acuerdo con el desarrollo en serie de
u(z).
Veremos luego varios ejemplos muy importantes (Ecuacio´n de Bessel, entre otros).
A continuacio´n, utilizaremos tambie´n este teorema para determinar el comportamien-
to en los bordes en problemas de Sturm-Liouville singulares.
III.2.3. Propiedades de las soluciones de los problemas de Sturm-
Liouville singulares
Los problemas de Sturm-Liouville para los cuales p(x) se anula en uno o ma´s puntos
del intervalo (conocidos como singulares) tienen como soluciones las llamadas funciones
especiales, de aparicio´n muy usual en Fı´sica. Tales soluciones tienen particularidades que
pueden resumirse como sigue:
Supongamos que
1. p(x) > 0 en (a, b),
2. p(x) = (x − a)ϕ(x), con ϕ(a) > 0 y ϕ(x) analı´tica en un entorno de a (de modo
que p(x) tiene un cero simple en x = a).
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3. q(x) tiene a lo sumo un polo simple en x = a, con residuo no negativo, de forma
que q(x) = ψ(x)/(x− a), con ψ(a) ≥ 0 y ψ(x) analı´tica en un entorno de a.
En esas condiciones, valen los tres lemas siguientes:
Lema III.2.3 Sean y1(x) e y2(x) dos soluciones linealmente independientes de la ecua-
cio´n
L[y] = − d
dx
[
p(x)
dy
dx
]
+ q(x) y = 0 , (III.2.14)
Si y1(x) tiene lı´mite finito para x → a, entonces y2(x) es divergente en ese mismo
punto.
Demostracio´n
Por la primera hipo´tesis, para x ∈ (a, b) la ecuacio´n (III.2.14) equivale a
y′′ +
p′(x)
p(x)
y′ − q(x)
p(x)
y = 0 . (III.2.15)
Si p(x) tiene un cero simple en x = a, para x → a tenemos p(x) = (x − a)φ(a) +
O(x− a)2 y p′(x) = ϕ(x) + (x− a)ϕ′(x) = φ(a) +O(x− a).
Entonces p′(x)/p(x) = 1
x−a + O(x − a) para x → a, por lo que el segundo te´rmino en
(III.2.15) tiene un polo simple en x = a, con residuo 1.
Por otro lado, el tercer te´rmino tendra´ a lo sumo un polo de orden 2 en x = a, ya que
q(x)
p(x)
= ψ(x)
ϕ(x)(x−a)2 =
r
(x−a)2 +O(
1
(x−a)) para x→ a, con r = ψ(a)/ϕ(a) ≥ 0.
Entonces, alrededor de x = a podemos considerar el desarrollo en serie de potencias
generalizadas para las soluciones de (III.2.14). El comportamiento de e´stas para x → a
estara´ entonces completamente determinado por las raı´ces de la ecuacio´n indicial, que
sera´
s(s− 1) + 1− r = 0 . (III.2.16)
Por lo tanto,
s = ±√r, r ≥ 0 . (III.2.17)
Para x→ a, las soluciones correspondientes sera´n, entonces, de la forma
y1(x) = (x− a)
√
r(1 +O(x− a)), y2(x) = (x− a)−
√
r(1 +O(x− a)) (III.2.18)
si r > 0, e
y1(x) = 1 +O(x− a), y2(x) = ln(x− a)(1 +O(x− a)) (III.2.19)
si r = 0 (Si 2√r es entero, y2(x) puede contener adema´s un te´rmino proporcional a
y1(x) ln(x− a), que no afecta el te´rmino dominante para x→ a).
127
III.2 RESOLUCI ´ON DE ECUACIONES LINEALES HOMOG ´ENEAS
MEDIANTE SERIES DE POTENCIAS. FUNCIONES ESPECIALES
Vemos entonces que, si r > 0, y1(x) se anula como (x − a)
√
r para x → a, mientras
que y2(x) diverge como (x − a)−
√
r
. En cambio, si r = 0, y1(x) tiende a una constante
no nula para x→ a, mientras que y2(x) tiene una divergencia logarı´tmica. En todos los
casos, pues, y1(x) permanece acotada para x → a, mientras que y2(x) diverge en este
lı´mite.

Esta demostracio´n implica, adema´s, el siguiente lema:
Lema III.2.4 En las condiciones del lema anterior, si y1(a) 6= 0, y2(x) tiene una singu-
laridad logarı´tmica en x = a, mientras que si y1(x) tiene un cero de orden n en x = a,
y2(x) tiene un polo del mismo orden en ese punto.
Demostracio´n
Es consecuencia inmediata de (III.2.18)–(III.2.19).

Vemos, tambie´n, la necesidad de que r sea no negativo (ψ(a) ≥ 0) para la validez
de ambos lemas.
Si r < 0, s = ±√r = ±i√|r| es imaginario. En este caso, las soluciones se compor-
tan para x → a como (x− a)i
√
|r| y (x− a)−i
√
|r|
, es decir, como cos[
√
|r| ln(x− a)] y
sin[
√|r| ln(x− a)] (recordar que xiα = eiα lnx = cos(α ln x) + i sin(α ln x)).
Por lo tanto, en este caso, ambas soluciones permanecen finitas! para x → a si x es
real, aunque, por cierto, no son analı´ticas en x = a. Para x → a, estas funciones oscilan
ra´pidamente y sus derivadas divergen, como es fa´cil verificar.
Los dos lemas anteriores muestran que, si se tiene un problema de Sturm-Liouville que
se anula en algu´n o algunos puntos del intervalo considerado (p(a) = 0), el problema a
resolver sera´, por ejemplo,Ly(x) = 0 en (a, b), cuya solucio´n general es y(x) = Ay1(x)+
By2(x). Si se requiere que la solucio´n tenga sentido fı´sico, en las condiciones del lema
debera´n imponerse dos condiciones:
1. Condicio´n de acotacio´n en el punto en que se anula p(x), i.e., |y(a)| <∞
2. Condicio´n de contorno de tipo Robin en x = b. Si p(a) = p(b) = 0, se impone, en
ambos extremos, la condicio´n de acotacio´n (como veremos, este es el caso para la
ecuacio´n de Legendre).
Un tercer lema es el siguiente:
Lema III.2.5 En las condiciones de los lemas anteriores, la solucio´n acotada en x = a
satisface
l´ım
x→a
p(x)
d
dx
y1(x) = 0 .
En efecto, para x→ a, p(x)y′1(x) se comporta como
p(x)y′1(x) = (x− a)(x− a)
√
r−1(
√
r +O(x− a)) = (x− a)
√
r(
√
r +O(x− a)) ,
que tiende a 0 para x→ a, tanto para r > 0 como para r = 0.
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
Por otro lado, si r < 0 no se cumple que p(x)y′(x) → 0 para x → a, como es fa´cil
verificar.
Los tres lemas anteriores permiten demostrar el siguiente teorema
Teorema III.2.6 El operador de Sturm-Liouville, con su dominio definido por la condi-
cio´n de acotacio´n en el punto donde se anula p(x), resulta autoadjunto.
Demostracio´n
Sea p(x) tal que p(a) ≥ 0. Como en el caso en que p permanece no nulo en todo el
intervalo, los te´rminos de borde restantes luego de integrar por partes son:
(u, Lv)− (Lu, v) = −u(x)p(x)dv
dx
|ba + v(x)p(x)
du
dx
|ba .
Las contribuciones de borde en x = b se anulan del modo usual, debido a las condi-
ciones de contorno de Robin homoge´neas. Las contribuciones en x = a se anulan como
consecuencia del u´ltimo lema. Eso demuestra el cara´cter autoadjunto.

Para terminar, sen˜alamos que, en estas condiciones, las propiedades espectrales que
hemos enunciado para el problema de Sturm-Liouville no singular (ver III.1.5)) siguen
siendo va´lidas.
III.2.4. Motivacio´n del estudio de funciones especiales: problema de
autovalores para el operador laplaciano en una bola tridi-
mensional
En muchos problemas de intere´s fı´sico es necesario encontrar la solucio´n de la ecua-
cio´n
−∆u = λu ,
donde ∆ es el operador de Laplace, en una regio´n con simetrı´a esfe´rica. Esta ecuacio´n,
escrita en coordenadas esfe´ricas se reduce a
1
r
∂
∂r
(
r2
∂u
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
r2 sin2 θ
∂2u
∂ϕ2
+ λu = 0 , (III.2.20)
con 0 ≤ r ≤ r0, 0 ≤ ϕ ≤ 2π y 0 ≤ θ ≤ π.2
2La regio´n en que hemos definido nuestro problema se denomina la bola tridimensional (B3) de radio
r0. Su borde es la esfera bidimensional del mismo radio. Por abuso de lenguaje, suele llamarse a nuestra
regio´n de intere´s la esfera so´lida de radio r0 y a su borde, la superficie esfe´rica de igual radio.
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La ecuacio´n anterior puede resolverse utilizando el llamado me´todo de separacio´n de
variables. Dicho me´todo consiste en proponer, para la solucio´n, una dependencia de la for-
ma u(r, θ, ϕ) = R(r)Y (θ, ϕ). La validez de este me´todo sera´ probada en la seccio´n V.6.
Hasta entonces, lo aplicaremos dando por cierta su validez. Reemplazando este “Ansatz”
en (III.2.20), se tiene
1
R(r)
d
dr
(
r2
dR(r)
dr
)
+ λr2R(r) = − 1
Y (θ, ϕ)
∆θ,ϕY (θ, ϕ) , (III.2.21)
donde
∆θ,ϕ =
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂ϕ2
. (III.2.22)
En la ecuacio´n (III.2.21), el miembro izquierdo so´lo depende de la variable r, mientras
el miembro derecho so´lo depende de las variables angulares. Para que la igualdad sea
va´lida para todos los valores de las variables es, entonces, necesario que ambos miembros
sean constantes. Llamaremos a esa constante α(α + 1).
III.2.5. Ecuacio´n de Legendre
Empecemos por analizar la ecuacio´n resultante para la parte angular, es decir,
∆θ,ϕY (θ, ϕ) + α(α + 1)Y (θ, ϕ) = 0 . (III.2.23)
Supongamos, en primer lugar, que el problema a tratar tiene simetrı´a azimutal, es
decir, Y (θ, ϕ) = Y (θ), independiente de ϕ. En ese caso, la ecuacio´n (III.2.23) se reduce
a
1
sin θ
∂
∂θ
(
sin θ
∂Y (θ)
∂θ
)
+ α(α + 1)Y (θ) = 0 ,
con 0 ≤ θ ≤ π.
El cambio de variable x = cos θ
(
1
sin(θ)
∂
∂θ
= − ∂
∂x
)
nos conduce, llamando Y (θ) =
u(x), a la ecuacio´n
(1− x2)u′′ − 2xu′ + α(α + 1)u = 0, con − 1 ≤ x ≤ 1 . (III.2.24)
Esta u´ltima ecuacio´n puede escribirse, tambie´n, en la forma de Sturm-Liouville
[(1− x2)u′]′ + α(α + 1)u = 0 . (III.2.25)
No´tese que, en este caso, p(x) se anula en ambos extremos del intervalo de varia-
cio´n de la variable x y, de acuerdo con lo estudiado anteriormente, debemos imponer la
condicio´n de acotacio´n de las soluciones en ambos (x = ±1).
La ecuacio´n de Sturm-Liouville a considerar corresponde a A(x) = −2x
1−x2 , B(x) =
α(α+1)
1−x2 , ambos analı´ticos para |x| < 1.
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Como α(α + 1) = (α + 1/2)2 − 1/4, es suficiente considerar Re[α] ≥ −1/2. Propo-
niendo para la solucio´n un desarrollo en serie como el de la ecuacio´n (III.2.3) se obtiene
∞∑
n=0
xn{cn+2(n+ 2)(n+ 1)− cn[n(n− 1) + 2n− α(α + 1)]} = 0 ,
de donde
cn+2 = cn
n(n+ 1)− α(α + 1)
(n+ 2)(n+ 1)
= −cn (n+ α + 1)(α− n)
(n+ 2)(n+ 1)
.
Para c1 = 0 y c0 6= 0, se obtiene la solucio´n par, para la cual c2n+1 = 0 y
c2 = −c0α(α + 1)
2!
, c4 = c0
α(α− 2)(α + 1)(α + 3)
4!
, . . .
mientras que para c0 = 0 y c1 6= 0, se obtiene la solucio´n impar, en la cual c2n = 0 y
c3 = −c0 (α− 1)(α + 2)
3!
, c5 = c0
(α− 1)(α− 3)(α + 2)(α + 4)
5!
, . . .
Dado que |cn+2/cn| → 1 para n→∞, el radio de convergencia de la serie resultante es 1.
Puede verse que la solucio´n no es, en general, acotada para x ∈ (−1, 1) (|u(x)| → ∞ en
al menos uno de los bordes). Pero, como ya hemos visto, buscamos soluciones acotadas en
ambos extremos. Y eso so´lo ocurre si α = l, con l entero positivo, en cuyo caso cl+2 = 0.
Esto implica que la solucio´n con la misma paridad de l se convierte en un polinomio de
grado l, que se denomina Polinomio de Legendre. En tal caso, los coeficientes no nulos
del polinomio esta´n dados por
c2n+i = ci
(−1)n(l2!)2(l + 2n)!
l!(l2 − n)!(l2 + n)!(2n+ i)! , i = 0, 1, n = 0, . . . , l2,
donde l2 = [l/2] ([ ] denota parte entera) e i = 0 corresponde a la solucio´n par para
l par, i = 1 a la solucio´n impar para l impar. Los polinomios de Legendre se definen
exactamente como la solucio´n para los coeficientes iniciales ci = (−1)l2l!/[(l2!)22l−i],
i = 0, 1, y pueden por lo tanto escribirse como (llamando k = l2 − n)
Pl(x) =
1
2l
l2∑
k=0
(−1)k(2l − 2k)!
k!(l − k)!(l − 2k)!x
l−2k.
Dado que (2l−2k)!
(l−2k)! x
l−2k = d
l
dxl
x2l−2k, y k!(l − k)! = l!/(lk), pueden reescribirse como
Pl(x) =
1
2ll!
dl
dxl
l∑
k=0
(−1)k(lk)x2l−2k =
1
2ll!
dl
dxl
(x2 − 1)l (III.2.26)
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(Fo´rmula de Rodrigues). Algunos ejemplos son
P0(x) = 1 P2(x) =
1
2
(3x2 − 1)
P1(x) = x P3(x) =
1
2
(5x3 − 3x). (III.2.27)
Los Polinomios de Legendre satisfacen las relaciones
Pl(1) = 1,
∫ 1
−1
Pl(x)Pl′(x)dx = δll′
2
2l + 1
,
lPl(x) = (2l − 1)xPl−1(x)− (l − 1)Pl−2(x), l ≥ 2.
Cabe destacar, entonces, que soluciones acotadas de la ecuacio´n (III.2.24) para x ∈
(−1, 1) y α ≥ −1/2 se obtienen u´nicamente cuando α = l, entero, y, en ese caso, para
la solucio´n con la misma paridad de l, la cual es un polinomio proporcional al Polino-
mio de Legendre (III.2.26). Por ejemplo, puede verificar el lector que, para α = 0, un
par de soluciones linealmente independientes de (III.2.24) esta´ dado por P0(x) = 1 y
Q0(x) =
1
2
ln 1+x
1−x , siendo Q0(x) la solucio´n impar, que diverge para x → ±1, tal como
se demostro´ en el lema III.2.4.
Tanto los polinomios de Legendre Pl(x) como el par de soluciones linealmente in-
dependientes {Pα(x), Qα(x)} de (III.2.24) para α general (denominadas funciones de
Legendre de primera y segunda especie) esta´n directamente incorporados en la mayorı´a
de los programas de co´mputo analı´tico (por ejemplo [11]). Sus propiedades pueden en-
contrarse, tambie´n, en [14], [15] y [16].
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Figura 17: Gra´ficas de las soluciones linealmente independientes de la ecuacio´n de Le-
gendre Pα(x) y Qα(x), para α = 0, 1, 2, 3, 1/2 y 3/2, y x ∈ (−1, 1).
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III.2.6. Ecuacio´n asociada de Legendre y armo´nicos esfe´ricos
Volvamos, ahora, al caso ma´s general para la dependencia angular del problema con
simetrı´a esfe´rica (ecuacio´n (III.2.23)), en que sı´ existe dependencia en el a´ngulo azimutal
ϕ, con la condicio´n de acotacio´n en la variable θ y, adema´s, Y (θ, ϕ = 0) = Y (θ, ϕ = 2π)
y ∂ϕY (θ, ϕ = 0) = ∂ϕY (θ, ϕ = 2π). Esta u´ltima condicio´n (periodicidad en ϕ) garantiza
que las soluciones sean univaluadas. Explı´citamente, tendremos
1
sin θ
∂
∂θ
(
sin θ
∂Y (θ, ϕ)
∂θ
)
+
1
sin2 θ
∂2Y (θ, ϕ)
∂ϕ2
+ α(α + 1)Y (θ, ϕ) = 0 . (III.2.28)
Una vez ma´s, podemos proponer una solucio´n en variables separadas, es decir, Y (θ, ϕ) =
Θ(θ)Φ(ϕ). De reemplazar este “Ansatz” en la ecuacio´n anterior resulta
Φ(ϕ)
sin θ
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+
Θ(θ)
sin2 θ
d2Φ(ϕ)
dϕ2
+ α(α + 1)Θ(θ)Φ(ϕ) = 0
o, equivalentemente,
sin θ
Θ(θ)
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+ α(α + 1) sin2 θ = − 1
Φ(ϕ)
d2Φ(ϕ)
dϕ2
.
Como ya comentamos, esta igualdad so´lo puede satisfacerse para todos los valores de
θ y ϕ si ambos miembros son iguales a una constante, que llamaremos γ.
La ecuacio´n que involucra la variable azimutal sera´, entonces,
−d
2Φ(ϕ)
dϕ2
− γΦ(ϕ) = 0 ,
cuya solucio´n general es de la forma
Φ(ϕ) = A sin
√
γϕ+ B cos
√
γϕ .
La condicio´n de periodicidad exige que √γ = m, m ∈ Z+ + {0}, por lo que γ = m2.
Volviendo ahora a la ecuacio´n diferencial en la variable θ tendremos
sin θ
Θ(θ)
d
dθ
(
sin θ
dΘ(θ)
dθ
)
+ α(α + 1) sin2 θ −m2 = 0 .
El mismo cambio de variable que utilizamos en el caso con simetrı´a azimutal conduce,
en el caso presente, a la ecuacio´n
(1− x2)u′′ − 2xu′ +
[
α(α + 1)− m
2
1− x2
]
u = 0 , (III.2.29)
llamada ecuacio´n asociada de Legendre. Esta ecuacio´n puede, tambie´n, escribirse
[(1− x2)u′]′ +
[
α(α + 1)− m
2
sin2 θ
]
u = 0 ,
que se reduce a la ecuacio´n de Legendre (III.2.25) para m = 0.
Sin perder generalidad podemos tomar Re[α] ≥ −1/2. Es conveniente realizar el
cambio de variable u = (1− x2)m/2w. Se obtiene entonces la ecuacio´n
(1− x2)w′′ − 2(m+ 1)xw′ + [α(α + 1)−m(m+ 1)]w = 0 . (III.2.30)
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Proponiendo una serie de potencias para w, se obtiene
cn+2 = cn
n(n− 1) + (2n+m)(m+ 1)− α(α + 1)
(n+ 2)(n+ 1)
= −cn (n+ α + 1 +m)(α−m− n)
(n+ 2)(n+ 1)
. (III.2.31)
Si α−m = k, con k entero positivo, ck+2 = 0 y la solucio´n con la misma paridad de k es
un polinomio de grado k. Estas son las u´nicas soluciones acotadas de (III.2.30) en (−1, 1).
En el caso usual, m es entero, y soluciones acotadas de (III.2.30) existira´n entonces so´lo
para α = l ≥ m, con l entero positivo. La solucio´n con la misma paridad de l − m
sera´ entonces un polinomio de grado l −m.
Si bien podemos obtener dichos polinomios por medio de (III.2.31), es fa´cil ver que
si u(x) es solucio´n de la ecuacio´n de Legendre (III.2.24), entonces su derivada eme´sima
u(m)(x) satisface la ecuacio´n (III.2.30):
(1− x2)u(m+2) − 2(m+ 1)xu(m+1) + [α(α + 1)−m(m+ 1)]u(m) = 0.
Por lo tanto, para m entero positivo, las soluciones de (III.2.29) son de la forma (1 −
x2)m/2u(m)(x), con u(x) solucio´n de (III.2.24). Para α y m entero, con α = l ≥ m,
obtenemos ası´ las denominadas funciones asociadas de Legendre, definidas por
Pml (x) = (−1)m(1− x2)m/2
dm
dxm
Pl(x), 0 ≤ m ≤ l ,
que son polinomios (de grado l) so´lo para m entero y que constituyen las u´nicas solucio-
nes acotadas de (III.2.29) en (−1, 1). Se define tambie´n
P−ml (x) = (−1)m
(l −m)!
(l +m)!
Pml (x) ,
verifica´ndose∫ 1
−1
Pml (x)P
m
l′ (x)dx = δll′
2
2l + 1
(l +m)!
(l −m)! ,
∫ 1
−1
Pml (x)P
−m
l′ (x)dx = δll′(−1)m
2
2l + 1
.
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Figura 18: Izquierda: Gra´ficas de las funciones asociadas de Legendre P 22 (x) = 3(1−x2),
P 12 (x) = −3x
√
1− x2, P 02 (x) = (3x2 − 1)/2. Derecha: Las dos soluciones lineal-
mente independientes de (III.2.29) para m = l = 1, P 11 (x) = −
√
1− x2, Q11(x) =√
1− x2[1
2
ln 1−x
1+x
− x
1−x2 ].
Notemos que las soluciones de la ecuacio´n angular (III.2.28), para un dado valor de l,
tienen la forma Pml (cos θ) cosmϕ o Pml (cos θ) sinmϕ. Es convencio´n usual permitir va-
lores negativos de m, asignando valores negativos de m a las autofunciones que contienen
la funcio´n cosmϕ y valores de m positivos a las que contienen sinmϕ. Ası´, por ejemplo,
Y 0l (θ, ϕ) = P
0
l (cos θ) = Pl(cos θ)
Y −kl (θ, ϕ) = P
k
l (cos θ) cos kϕ
Y kl (θ, ϕ) = P
k
l (cos θ) sin kϕ
para k = 1, 2, ..., l.
Se conoce a estas funciones como armo´nicos esfe´ricos. La solucio´n general, para l
dado, esta´ dada por
Yl =
l∑
m=−l
Cl,mY
m
l (θ, ϕ) .
Es interesante estudiar el comportamiento de los armo´nicos esfe´ricos sobre la esfera
S2, borde de la bola tridimensional. Para eso, demostraremos el siguiente
Teorema III.2.7 (Ceros de los polinomios de Legendre y de sus derivadas):Pl(x) tiene
l ceros en (−1, 1) y dmPl
dxm
, con m ≤ l tiene l − m ceros en el mismo intervalo abierto.
Adema´s, esta u´ltima no se anula en los extremos del intervalo.
Demostracio´n
Recordemos que, segu´n la fo´rmula de Rodrigues, Pl(x) = 12ll! d
l
dxl
(x2 − 1)l = 1
2ll!
dl
dxl
ω(x).
Para l = 0 el resultado es evidente. Consideremos, entonces, ω(x) = (x2− 1)l con l ≥ 1.
ω se anula en los extremos. Por el teorema sobre el cero de la derivada, su derivada tiene
al menos un cero en el intervalo abierto. Adema´s, esta u´ltima tambie´n se anula en los
extremos si l ≥ 1. En este u´ltimo caso, la derivada segunda de ω tiene, al menos, dos
ceros en el abierto y, si l ≥ 2, se anula en los extremos. Continuando este razonamiento,
136
III.2 RESOLUCI ´ON DE ECUACIONES LINEALES HOMOG ´ENEAS
MEDIANTE SERIES DE POTENCIAS. FUNCIONES ESPECIALES
Figura 19: Signos de los armo´nicos esfe´ricos.
se concluye que si la derivada l-e´sima de ω tiene al menos l ceros en (−1, 1), y dado
que, adema´s, se trata de un polinomio de grado l, debe tener exactamente l ceros. Esto
demuestra que Pl tiene l ceros en (−1, 1).
Para demostrar la segunda parte del teorema, observemos que Pl(x) no se anula
en ninguno de los extremos del intervalo. Por el teorema sobre el cero de la derivada,
su derivada tiene, al menos, l − 1 ceros (ya que entre dos ceros del polinomio hay, al
menos, uno de su derivada. Pero, dado que se trata de un polinomio de grado l− 1, tiene
exactamente l− 1 ceros en el abierto. Adema´s, no se anula en los extremos. Continuando
este razonamiento concluimos que dmPl
dxm
, m ≤ l tiene l −m ceros en (−1, 1).

Demostrado este teorema, podemos establecer en que´ regiones de S2 se anula
Y ∓ml (θ, φ) = sin
m θ d
mPl(x)
dxm
⌋x=cos θ cosmϕsinmϕ . En primer lugar, sin θ se anula en los polos;
por su parte, cosmϕ (o sinmϕ) se anulan en mϕ = (k+ 1
2
)π (o kπ) con k ≤ 2m, es decir,
en 2m meridianos. Finalmente, como acabamos de ver, dmPl
dxm
se anula en l −m paralelos.
La esfera queda, ası´, dividida en parcelas. En cada una de esas parcelas, Y ml (θ, φ) tiene
signo constante y cambia de signo al pasar a una parcela adyacente, como muestra la
Figura 19.
III.2.7. Ecuacio´n de Bessel, funciones de Bessel y funcio´n Gamma
Volviendo a nuestro ejemplo del ca´lculo de autovalores para el operador laplaciano en
la bola tridimensional, recordamos que nos queda por resolver la ecuacio´n (III.2.21) en lo
que concierne a la funcio´n que contiene la dependencia radial. Dicha ecuacio´n esta´ dada
por
d
dr
(
r2
dR(r)
dr
)
+
(
λr2 − α(α + 1))R(r) = 0 .
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Definiendo ν ≡ α(α + 1) + 1
4
, x =
√
λr y u =
√
rR, la ecuacio´n anterior puede
llevarse a la forma
u′′ +
u′
x
+ (1− ν
2
x2
)u = 0 . (III.2.32)
Esta es la ecuacio´n de Bessel de orden ν, que estudiaremos a continuacio´n. Notar que
la solucio´n a nuestro problema estara´ dada por R(r) = r− 12u(
√
λr), que se conoce como
funcio´n de Bessel esfe´rica. Adema´s del problema que usamos para motivar su estudio, la
ecuacio´n de Bessel surge naturalmente al resolver problemas con simetrı´a cilı´ndrica, de
allı´ la importancia de estudiar sus soluciones.
La ecuacio´n (III.2.32) es de la forma contemplada en el teorema III.2.2. Aplicando
dicho resultado obtenemos, definiendo a−2 = a−1 = 0,
∞∑
n=0
xs+n−2[an[(n+ s)(n+ s− 1) + (n+ s)− ν2] + an−2] = 0 .
Para n = 0, se obtiene a0[s(s − 1) + s − ν2] = 0, que conduce a la ecuacio´n indicial
s2 − ν2 = 0, es decir,
s = ±ν .
Se obtiene, entonces, a1 = 0. Para n ≥ 2,
an = − an−2
(n+ s)2 − ν2 = −
an−2
n(n+ 2s)
.
Si s = ν, con Re(ν) ≥ 0, esto implica
a2n
a2n−2
= − 1
4n(n+ ν)
=
(−1)n+122n(n− 1)! Γ(n+ ν)
(−1)n22n+2n! Γ(n+ ν + 1) .
Hemos utilizado aquı´ la funcio´n Gamma definida, para x > 0, por
Γ(x) =
∫ ∞
0
e−ttx−1dt .
Esta funcio´n satisface, para x > 1, la relacio´n
Γ(x) = (x− 1)Γ(x− 1)
(esto puede verse integrando por partes). Adema´s, Γ(1) = 1, Γ(1/2) = √π. Se obtiene
entonces, para x natural o semientero positivo,
Γ(n) = (n− 1)!, Γ(n+ 1
2
) =
√
π(2n)!
n!22n
.
Para x→ +∞,
Γ(x+ 1) =
√
2πe−xxx+1/2[1 +O(x−1)] , (III.2.33)
lo cual determina el comportamiento de n! para n grande. La definicio´n anterior es tam-
bie´n va´lida para x = z complejo si Re[z] > 0. Para z complejo arbitrario, Γ(z) se define
por continuacio´n analı´tica, siendo analı´tica en todo el plano complejo, excepto en los en-
teros negativos o en z = 0, donde posee polos simples ( l´ım
z→−n
(z + n)Γ(z) = (−1)n/n!).
Se verifica, adema´s, que Γ(−ν)Γ(ν + 1) sin(νπ) = −π.
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La relacio´n de recurrencia se satisface, entonces, si
a2n = c
(−1)n
22nn!Γ(n+ ν + 1)
.
Para c = 2−ν se obtiene ası´ la funcio´n de Bessel
Jν(x) =
∞∑
n=0
(−1)n
n!Γ(n+ ν + 1)
(
x
2
)ν+2n,
llamada tambie´n funcio´n de Bessel de primera especie, que es una de las soluciones de
(III.2.32). Aplicando el criterio del cociente puede verse fa´cilmente que la serie converge
∀ x ∈ ℜ o x ∈ C. Si ν no es entero, la otra solucio´n linealmente independiente de
(III.2.32) es
J−ν(x) =
∞∑
n=0
(−1)n
n! Γ(n− ν + 1)(
x
2
)−ν+2n.
Si ν > 0 es entero, la relacio´n de recurrencia para s = −ν no puede prolongarse para n ≥
ν, y el procedimiento anterior no es va´lido para obtener la segunda solucio´n linealmente
independiente (para n ≥ 0 entero, J−n(x) ≡ l´ım
ν→−n
Jν(x) = (−1)nJn(x)). Se utiliza
entonces, como segunda solucio´n, la funcio´n
Yν(x) =
cos(νπ)Jν(x)− J−ν(x)
sin(νπ)
,
denominada funcio´n de Bessel de segunda especie o funcio´n de Neumann o Weber.
La ventaja es que el lı´mite de Yν(x) para ν → n, con n > 0 entero, proporciona la
otra solucio´n linealmente independiente de (III.2.32), que es de la forma Jν(x) ln(x) +
x−ν
∑∞
n=0 bnx
n
. La forma explı´cita de Yν(x), ası´ como otras propiedades y funciones
asociadas, se presentan en la pa´gina siguiente.
Para ν semientero, Jν(x) e Yν(x) pueden expresarse en te´rminos de senos y cosenos.
Por ejemplo, es fa´cil ver que J1/2(x) =
√
2x
π
sinx
x
, Y1/2(x) = −
√
2x
π
cosx
x
. En general,
Jn+1/2(x) =
√
2x
π
xn(− 1
x
d
dx
)n( sinx
x
),
Yn+1/2(x) = −
√
2x
π
xn(− 1
x
d
dx
)n( cosx
x
).
Cabe destacar finalmente que, si k 6= 0, la solucio´n general de la ecuacio´n
u′′ +
u′
x
+ (k2 − ν
2
x2
)u = 0. (III.2.34)
es
u(x) = AJν(kx) + BYν(kx) (III.2.35)
El nu´mero k puede ser real o complejo. Para k = i, las funciones Jν(ix), Yν(ix) son com-
binaciones lineales de las denominadas funciones de Bessel modificadas Iν(x), Kν(x)
(ve´ase pa´g. siguiente y [14], [15], [16]).
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Funciones de Bessel: Resumen
Jν(z) = (
z
2
)ν
∞∑
n=0
(−1)n
n!Γ(n+ ν + 1)
(
z2
4
)n
Yν(z) =
cos(νπ)Jν(z)− J−ν(z)
sin(νπ)
(ν ∈/ Z)
Yν(z) =
2
π
[Jν(z) ln
z
2
− (z
2
)ν
∞∑
n=0
(−1)n[φ(n) + φ(n+ ν)]
2n!(n+ ν)!
(
z2
4
)n
−(z
2
)−ν
ν−1∑
n=0
(ν − n− 1)!
2n!
(
z2
4
)2n] , ν ∈ Z ,
con φ(m) = Γ
′(m+1)
Γ(m)
(Γ(x) denota la funcio´n Gamma) y la u´ltima suma presente so´lo
para ν 6= 0.
Las funciones Jν(kx) e Yν(kx) son soluciones de la ec. diferencial
u′′ +
u′
x
+ (k2 − ν
2
x2
)u = 0 .
Fo´rmulas asinto´ticas para |z| ≫ 1:
Jν(z) ≈
√
2
πz
cos[z − (ν + 1
2
)
π
2
], Yν(z) ≈
√
2
πz
sin[z − (ν + 1
2
)
π
2
] .
Funciones de Hankel (o funciones de Bessel de 3a especie):
H1,2ν (z) = Jν(z)± iYν(z) .
Para |z| ≫ 1,
Hν(z)
1,2 =
√
2
πz
e±i[z−(ν+
1
2
)pi
2
].
Funciones de Bessel modificadas:
Iν(z) = i
−νJν(iz), Kν(z) = iν+1
π
2
[Jν(iz) + iYν(iz)] .
Iν(kz) y Kν(kz) son soluciones de la ec. diferencial
u′′ +
u′
x
− (k2 + ν
2
x2
)u = 0 .
Para |z| ≫ 1,
Iν(z) ≈ e
z
√
2πz
, Kν(z) ≈
√
π
2z
e−z .
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Figura 20: Gra´ficos de las primeras funciones de Bessel Jn, Yn, Kn e In.
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III.2.8. Otras funciones especiales de utilidad en Fı´sica
Funcio´n Hipergeome´trica confluente
Consideremos la ecuacio´n
xu′′ + (b− x)u′ − au = 0, (III.2.36)
que surge en muchos problemas de Meca´nica Cua´ntica al resolver la ecuacio´n de Schro¨din-
ger unidimensional. Las raı´ces de la ecuacio´n indicial s(s − 1) + bs = 0 son s = 0 y
s = 1 − b. Por lo tanto, si b no es 0 o entero negativo, una de las soluciones es una serie
de potencias u(x) =
∑∞
n=0 cnx
n
, con
cn+1 = cn
n+ a
(n+ 1)(n+ b)
y c0 6= 0. Para c0 = 1 se obtiene ası´ la solucio´n
u1(x) = F [a, b, x] ≡ 1 + a
b
x+
a(a+ 1)
2! b(b+ 1)
x2 + . . .
=
Γ[b]
Γ[a]
∞∑
n=0
Γ[n+ a]
n! Γ[n+ b]
xn, (III.2.37)
que se denomina funcio´n hipergeome´trica confluente. Converge ∀ x (como resulta claro a
partir de (III.2.36)). Para a = −n, con n entero positivo, se reduce a un polinomio de grado
n. En particular, los polinomios de Laguerre generalizados se definen, para 0 ≤ m ≤ n,
como
Lmn [x] = (−1)m
(n!)2
m!(n−m)!F [−(n−m),m+ 1, x],
y surgen al resolver la ecuacio´n de Schro¨dinger para el a´tomo de hidro´geno. Para m = 0
se denominan, simplemente, polinomios de Laguerre.
Es fa´cil ver que, si b no es entero, la otra solucio´n linealmente independiente de
(III.2.36) es
u2(x) = x
1−bF [a− b+ 1, 2− b, x],
ya que, si se sustituye u = x1−bw, se obtiene para w la ecuacio´n
xw′′ + (2− b− x)w′ − (a− b+ 1)w = 0,
que es de la forma (III.2.36) con b→ 2− b, a→ a− b+ 1.
Para x → ∞ y a 6= −n, F [a, b, x] ≈ Γ[b]
Γ[a]
exxa−b. La funcio´n F [a, b, x] esta´ tambie´n
directamente incorporada a la mayorı´a de los programas de ca´lculo analı´tico (por ej. [11]),
y sus propiedades pueden encontrarse en [14], [15], [16].
Funcio´n Hipergeome´trica
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Consideremos, ahora, la ecuacio´n
x(1− x)u′′ + [b− (a1 + a2 + 1)x]u′ − a1a2u = 0. (III.2.38)
Las raı´ces de la ecuacio´n indicial s(s− 1) + bs = 0 son, nuevamente, s = 0 y s = 1− b.
Por lo tanto, si b no es 0 o entero negativo, una de las soluciones es una serie de potencias
u(x) =
∑∞
n=0 cnx
n
, con
cn+1 = cn
n(n− 1 + a1 + a2 + 1) + a1a2
(n+ 1)(n+ b)
= cn
(n+ a1)(n+ a2)
(n+ 1)(n+ b)
y c0 6= 0. Para c0 = 1 se obtiene ası´ la solucio´n
u1(x) = F [a1, a2, b, x]
≡ 1 + a1a2
1! b
x+
a1(a1 + 1)a2(a2 + 1)
2! b(b+ 1)
x2 + . . .
=
Γ[b]
Γ[a1]Γ[a2]
∞∑
n=0
Γ[n+ a1]Γ[n+ a2]
n!Γ[n+ b]
xn, (III.2.39)
que se denomina funcio´n hipergeome´trica. Converge para |x| < 1 (como es obvio a partir
de la ecuacio´n) y es sime´trica con respecto a a1 y a2. Si a1 = −n (o a2 = −n), con
n entero positivo, se reduce a un polinomio de grado n. En particular, los polinomios de
Jacobi se definen como
Pα,βn (x) =
Γ[α + n+ 1]
n!Γ[α + 1]
F [−n, α + β + n+ 1, α + 1, (1− x)/2].
Para α = β = 0 se reducen a los polinomios de Legendre, vistos anteriormente.
Es fa´cil ver que si b no es entero, la otra solucio´n linealmente independiente de
(III.2.38) es
u2(x) = x
1−bF [a2 − b+ 1, a1 − b+ 1, 2− b, x]
ya que, si se sustituye u = x1−bw, se obtiene para w una ecuacio´n del tipo (III.2.38) con
a1 → a2 − b + 1, a2 → a1 − b + 1 y b → 2 − b. Esta funcio´n y sus propiedades esta´n
tambie´n incorporadas a los programas de ca´lculo analı´tico (por ejemplo [11]) y aparecen
en las tablas [14], [15], [16].
III.2.9. Desarrollos en series de autofunciones de L (funciones espe-
ciales)
1) Serie de Polinomios de Legendre
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Retornemos a la ecuacio´n de Legendre, escrita ahora en la forma
−((1− x2)u′)′ = λu , x ∈ [−1, 1] . (III.2.40)
Esta ecuacio´n puede verse como la ecuacio´n de autovalores de un operador de Sturm-
Liouville, con p(x) = 1−x2 = (1+x)(1−x) y q(x) = 0. En este caso, p(x) posee ceros
simples en x = 1 y x = −1 por lo que imponemos como condicio´n de contorno que u(x)
permanezca acotada en ambos bordes (x = ±1). Como vimos antes, esto ocurre so´lo si
α = l(l + 1), con l = 0, 1, . . . (lo que determina los autovalores), y, en tal caso, para la
solucio´n con la misma paridad de l, que es un polinomio de Legendre:
u(x) = Pl(x), λ = l(l + 1), l = 0, 1, . . . .
Los polinomios de Legendre forman, pues, una base completa ortogonal en [−1, 1]. Po-
demos desarrollar, entonces, una funcio´n en dicho intervalo como
f(x) =
∞∑
l=0
clPl(x), x ∈ [−1, 1] ,
con (recordar que ∫ 1−1 P 2l (x)dx = 2/(2l + 1))
cl =
2l + 1
2
∫ 1
−1
f(x)Pl(x)dx .
Notemos que las raı´ces de la ecuacio´n indicial en x = ±1 son ambas 0. Esto implica que
la solucio´n no acotada de (III.2.40) tendra´ una divergencia logarı´tmica en el extremo.
2) Serie de Polinomios asociados de Legendre
Consideremos, ahora,
−((1− x2)u′)′ + m
2
1− x2u = λu , x ∈ [−1, 1].
Esta ecuacio´n puede verse como la ecuacio´n de autovalores de un operador de Sturm-
Liouville, con p(x) = (1 − x2) y q(x) = m2/(1 − x2). En este caso, q(x) posee polos
simples en x = 1 y en x = −1, y es positiva para x ∈ (−1, 1). La condicio´n de contorno
a imponer es, nuevamente, que la autofuncio´n permanezca acotada en x = 1 y x = −1.
Como vimos en III.2.6, esto implica, para m > 0 entero, que l = m,m + 1,m + 2, . . .,
con l entero, en cuyo caso u(x) es el polinomio generalizado de Legendre:
u(x) = Pml (x) , λ = l(l + 1), l = m,m+ 1,m+ 2, . . . .
Podemos desarrollar, entonces, una funcio´n en [−1, 1] tambie´n como
f(x) =
∞∑
l=m
clP
m
l (x), x ∈ [−1, 1] ,
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con
cl =
2l + 1
2
(l −m)!
(l +m)!
∫ 1
−1
f(x)Pml (x)dx
=
(−1)m(2l + 1)
2
∫ 1
−1
f(x)P−ml (x)dx.
3) Serie de Bessel
La ecuacio´n de Bessel u′′ + u′/x+ (k2 − ν2/x2)u = 0 puede escribirse como
−(xu′)′ + ν
2
x
u = λxu , (III.2.41)
con λ = k2, que corresponde a la ecuacio´n de autovalores de un operador de Sturm-
Liouville con p(x) = x, q(x) = ν/x y ρ(x) = x. Esta ecuacio´n, con x = r, surge, por
ejemplo, al resolver
−∆w(r, θ) = λw(r, θ)
con ∆ = ∂
2
∂r2
+ 1
r
∂
∂r
+ 1
r2
∂2
∂θ2
, el laplaciano en coordenadas polares, en una regio´n circular
(a0 ≤ r ≤ a, 0 ≤ θ ≤ θ0), para soluciones de la forma w(r, θ) = u(r)eiνθ. Supondremos
ν real.
Consideremos primero x ∈ [0, a]. Como p posee un cero simple en x = 0, la condicio´n
de contorno en x = 0 debe ser |u(0)| < ∞. En x = a supondremos la condicio´n de
Dirichlet u(a) = 0, aunque para otras condiciones de contorno locales el procedimiento
es similar. La solucio´n general de (III.2.41) es
u(x) = AJν(
√
λx) +BYν(
√
λx).
La condicio´n |u(0)| <∞ implica B = 0, mientras que la condicio´n u(a) = 0 implica
Jν(
√
λa) = 0,
o sea, √
λa = kνn, n = 1, 2, . . . con Jν(k
ν
n) = 0.
Aquı´, kνn son las raı´ces de Jν(x), que forman un conjunto numerable de nu´meros reales.
Los autovalores y autofunciones correspondientes son entonces
λn = (k
ν
n/a)
2 , un(x) = Jν(k
ν
nx/a) , (III.2.42)
siendo las autofunciones ortogonales con respecto al producto interno (u, v)x =
∫ a
0
u(x)v(x)xdx,
es decir, ∫ a
0
Jν(k
ν
nx/a)Jν(k
ν
mx/a)xdx = δnmN
2
n,
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donde
N2n =
∫ a
0
J2ν (k
ν
nx/a)xdx =
a2
2
J ′2ν(k
ν
n). (III.2.43)
En efecto, multiplicando (III.2.41) por−2xu′ obtenemos 2[(xu′)′xu′+(λx2−ν2)uu′] = 0,
de donde [(xu′)2 + (λx2 − ν2)u2]′ = 2λxu2 y∫
u2(x)xdx =
(xu′)2 + (λx2 − ν2)u2
2λ
.
Por lo tanto, si u(x) = Jν(kx),∫ a
0
J2ν (
√
λx)xdx =
a2
2
[J ′2ν(
√
λa) + (1− ν
2
a2λ
)J2ν (
√
λa],
que conduce al resultado (III.2.43) para λ = (kνn/a)2.
El conjunto de autofunciones {Jν(kνnx/a), n = 1, 2, . . . , } es completo en [0, a] por
ser L autoadjunto con las presentes condiciones de contorno. Entonces, para x ∈ [0, a] ,
podemos desarrollar una funcio´n f que satisfaga dichas condiciones como
f(x) =
∞∑
n=0
cnJν(k
ν
nx/a),
donde sen˜alamos que la suma es sobre n y no ν, con
cn =
2
a2J ′ν
2(kνn)
∫ a
0
f(x)Jν(k
ν
nx/a)xdx .
Por ejemplo, los primeros ceros de J0(x) son
k01 ≈ 2, 405 = 0,765π, k02 ≈ 5, 52 = 1, 76π, k03 ≈ 8, 65 = 2, 75π ,
con k0n ≈ (n− 14)π para n grande, en virtud de las fo´rmulas asinto´ticas para J0(x).
Para una condicio´n de contorno de Neumann en x = a (u′(a) = 0), el tratamiento es
similar, pero tendremos que utilizar los ceros de J ′ν(x).
En el caso de un anillo 0 < a < x < b, con condiciones de contorno de Dirichlet
u(a) = u(b) = 0, la solucio´n general de (III.2.41) sera´
u(x) = A[Jν(
√
λx) + αYν(
√
λx)].
Tanto los autovalores λn como los coeficientes αn que determinan las autofunciones de-
ben obtenerse a partir de las ecuaciones u(a) = 0, u(b) = 0.
Problema sugerido III.2.2: i) Mostrar que la ecuacio´n
u′′ + 2u′/x+ (k2 − l(l + 1)/x2)u = 0 ,
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Figura 21: Gra´ficas de las primeras tres autofunciones (III.2.42) (arriba, funciones de
Bessel) y (III.2.44) (abajo, funciones de Bessel esfe´ricas), para ν = 0, 1 y l = 0, 1 respec-
tivamente.
con 0 < x < a, u(a) = 0, corresponde al problema de autovalores de Sturm-Liouville
(x2u′)′ − l(l + 1)u = x2λu ,
con λ = k2.
ii) Mostrar que los autovalores y autofunciones son
λn = (k
l+1/2
n )
2/a2, un(x) = jn(x) ≡ 1√
x
Jl+1/2(k
l
nx/a) , (III.2.44)
con k
l+1/2
n las raı´ces de Jl+1/2(x).
iii) Plantear el desarrollo en serie correspondiente y dar una expresio´n para los coeficien-
tes del mismo.
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Capı´tulo IV
Serie y Transformada de Fourier
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IV.1 SERIE DE FOURIER
IV.1. Serie de Fourier
Como hemos visto en la seccio´n III.1.5, cada operador de Sturm-Liouville con su
dominio definido por ciertas condiciones de contorno determina un desarrollo para una
dada funcio´n f en serie de autofunciones dentro de un cierto intervalo. Para L = − d2
dx2
y
ρ(x) = 1, la serie correspondiente se denomina, en general, serie trigonome´trica o serie de
Fourier, y la estudiaremos aquı´ en detalle. Analizaremos, primero, la base proporcionada
por las autofunciones perio´dicas de L en [−π, π], de la cual pueden derivarse los dema´s
casos.
Las autofunciones correspondientes a tal operador de Sturm-Liouville, caso particular,
con a = π, de las ya obtenidas en el ejemplo (II.7.4), son de la forma:
u0(x) = C; un(x) =
{
A sin (nx)
B cos (nx)
n = 1, ...∞ . (IV.1.1)
La propiedad fundamental 2) en la misma seccio´n asegura la convergencia absoluta
y uniforme del desarrollo en estas autofunciones para funciones con derivada segunda
que satisfacen las condiciones de contorno perio´dicas en [−π, π]; pero el desarrollo es
aplicable tambie´n a funciones ma´s generales, como discutiremos ma´s adelante en esta
seccio´n.
IV.1.1. Coeficientes de Fourier
Supongamos, primero, que tal desarrollo es convergente a f(x):
f(x) =
1
2
a0 +
∞∑
n=1
[an cos(nx) + bn sin(nx)], ∀x ∈ (−π, π). (IV.1.2)
En primer lugar, suponiendo va´lida la expansio´n (IV.1.2), los coeficientes an, bn pue-
den determinarse haciendo uso de la ortogonalidad (y la norma) de las funciones cos(nx)
y sin(nx), discutida anteriormente. Por ejemplo, integrando ambos lados de (IV.1.2) entre
−π y π, tendremos ∫ π
−π
dx f(x) = πa0 . (IV.1.3)
Notemos que 1
2
a0 = f¯ =
1
2π
∫ π
−π f(x)dx es el valor medio de f en [−π, π].
Para calcular an, n 6= 0, multiplicamos ambos miembros de (IV.1.2) por cos (kx) ,
k 6= 0, e integramos entre −π y π, de donde resulta
ak =
1
π
∫ π
−π
dx f(x) cos (kx), k = 1, ...,∞ . (IV.1.4)
Similarmente, multiplicando por sin(kx), k 6= 0, e integrando:
bk =
1
π
∫ π
−π
dx f(x) sin (kx), k = 1, ...,∞ . (IV.1.5)
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Los coeficientes ası´ determinados se denominan coeficientes de Fourier. La serie re-
sultante esta´ dada por
f(x) =
1
2π
∫ π
−π
f(x)dx+
1
π
∞∑
n=1
∫ π
−π
dx′f(x′) [cos (nx) cos (nx′)
+ sin (nx) sin (nx′)] , (IV.1.6)
que puede escribirse en forma ma´s compacta como
f(x) = f¯ +
1
π
∞∑
n=1
∫ π
−π
dx′f(x′) cos [n(x− x′)] , (IV.1.7)
dondef¯ es el valor promedio de la funcio´n f(x) en el intervalo.
IV.1.2. Teoremas de Fourier sobre convergencia puntual
Segu´n se adelanto´, estudiaremos ahora condiciones ma´s de´biles para la convergencia
de la serie de Fourier, contenidas en dos teoremas, tambie´n conocidos como teoremas de
Fourier. Para poder demostrarlos, necesitaremos demostrar antes el siguiente lema:
Lema IV.1.1 (de Riemann-Lebesgue) Si g es continua en [a, b] salvo, a lo sumo, en un
nu´mero finito de puntos en los que permanece acotada, entonces
l´ım
s→∞
∫ b
a
g(x) sin(sx+ α)dx = 0 . (IV.1.8)
Demostracio´n Si g es derivable en [a, b], la demostracio´n es inmediata. En efecto,
integrando por partes,
∫ b
a
g(x) sin(sx+ α)dx = −
∫ b
a
g(x)
d
dx
[
cos (sx+ α)
s
]
dx =
− g(x)cos(sx+ α)
s
∣∣∣∣
b
a
+
∫ b
a
g′(x)
cos(sx+ α)
s
dx , (IV.1.9)
expresio´n que tiende a 0 para s → ∞. El mismo razonamiento es va´lido si g es deri-
vable salvo en un nu´mero finito de puntos, siempre y cuando existan (y sean finitas) las
derivadas laterales.
Si g es so´lo continua en [a, b], sea (x0 = a, x1, . . . , xn = b) una particio´n de [a, b],
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con xi − xi−1 = (b− a)/n. Entonces,
|
∫ b
a
g(x) sin(sx+ α)dx| = |
n∑
i=1
∫ xi
xi−1
g(x) sin(sx+ α)dx|
= |
n∑
i=1
{g(xi)
∫ xi
xi−1
sin(sx+ α)dx+
∫ xi
xi−1
[(g(x)−g(xi)] sin(sx+ α)dx}|
≤
n∑
i=1
[
|g(xi)| | cos(sxi + α)−cos(sxi−1 + α)|
s
+
mi(b−a)
n
]
≤ 2Mn
s
+Mn(b− a) , (IV.1.10)
donde M es el ma´ximo de g en [a, b], mi el ma´ximo de |g(x) − g(xi)| en [xi−1, xi] y Mn
el ma´ximo de los mi. Por lo tanto,
l´ım
s→∞
|
∫ b
a
g(x) sin(sx)|dx ≤Mn(b− a),
pero Mn puede hacerse tan chico como se desee al aumentar n por ser g continua
( l´ım
n→∞
Mn = 0). Lo mismo ocurre si reemplazamos sin(sx + α) por cos(sx + α). Esto
demuestra el lema aun si g(x) no es derivable en ningu´n punto.
Finalmente, si g es discontinua so´lo en un nu´mero finito de puntos en los que perma-
nece acotada, podemos separar estos puntos xc mediante integrales∫ xc+ε
xc−ε g(x) sin(sx + α) dx, que tienden a 0 para ε → 0 por ser g acotada, y repetir el
razonamiento anterior en los intervalos restantes, donde es continua.

Ahora sı´ podemos demostrar tres teoremas de Fourier sobre la convergencia de la
serie.
Teorema IV.1.2 (Teorema 1 de Fourier) Sea f(x) derivable (por lo tanto, continua) en
[−π, π]; entonces, la igualdad (IV.1.7) vale ∀x ∈ (−π, π). Si, adema´s, f(−π) = f(π), la
serie converge a f en [−π, π].
Demostracio´n Las sumas parciales en (IV.1.7) esta´n dadas por
Sn(x) =
1
2
a0 +
n∑
m=1
am cos(mx) + bm sin(mx)
=
1
π
∫ π
−π
f(t)dt{1
2
+
n∑
m=1
cos(mx) cos(mt)+sin(mx) sin(mt)}
=
1
π
∫ π
−π
dt f(t){1
2
+
n∑
m=1
cos[m(t−x)]}= 1
π
∫ π
−π
f(t)Kn(t− x) dt ,
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con
Kn(s) =
1
2
+
n∑
m=1
cos[ms] =
1
2
n∑
m=−n
eims =
ei(n+1)s − e−ins
2(eis − 1)
=
sin[(n+ 1
2
)s]
2 sin[1
2
s]
, (IV.1.11)
donde se supone que, si s = 0 o, en general, s = 2kπ, con k entero, Kn(2kπ) =
l´ım
s→2kπ
Kn(s) = n +
1
2
, que es el valor correcto de la suma para s = 2kπ. Adema´s, de
la suma de cosenos que define a Kn(s) se ve que∫ π
−π
Kn(t− x)dt = π. (IV.1.12)
Por lo tanto, sumando y restando f(x),
Sn(x) = f(x) +
1
π
∫ π
−π
(f(t)− f(x))Kn(t− x)dt
= f(x)+
1
π
∫ π
−π
f(t)−f(x)
2 sin[1
2
(t−x)] sin[(n+
1
2
)(t−x)]dt. (IV.1.13)
Usando el lema de Riemann-Lebesgue es, ahora, inmediato demostrar la conver-
gencia para x ∈ (−π, π). En este caso, la funcio´n g(t) = f(t)−f(x)
2 sin[(t−x)/2] si t 6= x, con
g(x) = f ′(x), es continua ∀ t ∈ [−π, π], incluyendo t = x, si f es derivable:
l´ım
t→x
f(t)− f(x)
2 sin[1
2
(t− x)] = f
′(x) ,
por lo que la integral en (IV.1.13) se anula para n→∞ y
l´ım
n→∞
Sn(x) = f(x) ∀ x ∈ (−π, π) . (IV.1.14)
Hasta aquı´, hemos demostrado la primera parte del enunciado.
Si x = ±π, el denominador de g(t) se anula tanto para t → π como para t → −π.
Sin embargo, si x = ±π, Kn(t− x) es una funcio´n par de t. En efecto,
Kn(t∓ π) =
sin [(n+ 1
2
)(t∓ π)]
2 sin ( t∓π
2
)
=
sin [(n+ 1
2
)(−t± π)]
2 sin (−t±π
2
)
=
sin [(n+ 1
2
)(−t∓ π)]
2 sin (−t∓π
2
)
(IV.1.15)
y, por lo tanto, ∫ 0
−π
Kn(t− x)dt =
∫ π
0
Kn(t− x)dt = 1
2
π .
154
IV.1 SERIE DE FOURIER
Para x = ±π podemos, entonces, escribir
Sn(x) =
f(π)+ f(−π)
2
+
1
π
∫ π
0
f(t)−f(π)
2 sin[1
2
(t− x)] sin[(n+
1
2
)(t−x)]dt
+
1
π
∫ 0
−π
f(t)− f(−π)
2 sin[1
2
(t− x)] sin[(n+
1
2
)(t− x)]dt, (IV.1.16)
donde el primer y segundo cociente permanecen acotados para t→ π y t→ −π respec-
tivamente (tienden a f ′(±π)). Aplicando el lema de Riemann, obtenemos, pues,
l´ım
n→∞
Sn(±π) = f(π) + f(−π)
2
,
que coincide con f(±π) si f(π) = f(−π).

Teorema IV.1.3 (Teorema 2 de Fourier) Si f es continua en [a, b] pero f ′(x) no existe
en un nu´mero finito de puntos aislados xc, donde sı´ existen, en cambio, las derivadas
laterales
f ′±(xc) = l´ım
t→x±c
f(t)− f(xc)
t− xc , (IV.1.17)
la serie de Fourier converge a f(x), aun para x = xc.
Demostracio´n: En las condiciones enunciadas, g(t) = f(t)−f(x)
2 sin[(t−x)/2] es continua para
t 6= x y permanece acotada para t→ x, aun si x = xc ( l´ım
t→x±c
g(t) = f ′±(xc)), cumpliendo
con las condiciones del lema de Riemann-Lebesgue.

Teorema IV.1.4 (Teorema 3 de Fourier) Si f es continua y derivable en [−π, π], salvo
en un nu´mero finito de puntos aislados xc, en los que existen, sin embargo, los lı´mites y
derivadas laterales
f(x±c ) ≡ l´ım
x→x±c
f(x), f ′±(xc) = l´ım
t→x±c
f(t)− f(x±c )
t− xc ,
entonces la serie tambie´n converge a f(x) en los puntos x ∈ (−π, π) donde f es continua.
En los puntos xc donde es discontinua, la serie converge al punto medio:
l´ım
n→∞
Sn(x) =
1
2
[f(x+c ) + f(x
−
c )]. (IV.1.18)
Demostracio´n: En primer lugar, si x ∈ (−π, π), combinando (IV.1.12) con el lema
(IV.1.8) obtenemos, para ε > 0,
π = l´ım
n→∞
∫ π
−π
Kn(t− x)dt = l´ım
n→∞
∫ x+ε
x−ε
Kn(t− x)dt
= 2 l´ım
n→∞
∫ x+ε
x
Kn(t− x)dt = 2 l´ım
n→∞
∫ π
x
Kn(t−x)dt, (IV.1.19)
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por ser Kn(s) par.
Notemos, ahora, que g(t) = f(t)−f(x)
2 sin[(t−x)/2] satisface las condiciones del lema para t ∈
[−π, π] si x 6= xc, y para t 6= xc si x = xc. En este caso,
Sn(xc) =
1
π
∫ xc
−π
f(t)Kn(t− xc)dt+ 1
π
∫ π
xc
f(t)Kn(t− xc)dt. (IV.1.20)
La segunda integral puede escribirse como
f(x+c )
π
∫ π
xc
Kn(t− xc)dt+
∫ π
xc
f(t)− f(x+c )
2π sin[1
2
(t−xc)]
sin[(n+
1
2
)(t−xc)]dt.
Para n → ∞, el segundo te´rmino se anula por el lema de Riemann, pues g(t) =
f(t)−f(x+c )
2 sin[ 1
2
(t−xc)] permanece acotado para t → x+c ( l´ımt→x+c
g(t) = f ′+(xc)), mientras que el
primer te´rmino tiende a 1
2
f(x+c ). Ana´logamente, la primera integral en (IV.1.20) tiende a
1
2
f(x−c ). Esto conduce al resultado (IV.1.18).

IV.1.3. Otras formas de convergencia
Convergencia uniforme: Si f posee derivada continua en [−π, π], y f [−π] = f [π],
puede demostrarse que la convergencia de la serie de Fourier es absoluta y uniforme para
x ∈ [−π, π]. En este caso la serie de Fourier es derivable te´rmino a te´rmino, convergiendo
la serie derivada a f ′(x) para x ∈ (−π, π).
Si f(x) es discontinua en un punto xc o f [−π] 6= f [π] entonces la convergencia no es
uniforme. Esto es evidente, ya que una serie de funciones continuas no puede converger
uniformemente a una funcio´n discontinua. En las mismas condiciones, si derivamos la se-
rie te´rmino a te´rmino obtendremos una serie que no necesariamente es convergente punto
a punto (ve´ase el ejemplo IV.1.4 en la seccio´n IV.1.7). Otra de las manifestaciones de la
convergencia no uniforme es el feno´meno de Gibbs en los bordes de una discontinuidad.
Puede demostrarse que, si f es continua en [−π, π] y posee un nu´mero finito de ma´xi-
mos y mı´nimos locales, se cumple que l´ım
n→∞
Sn(x) = f(x) para x ∈ (−π, π), aun cuando
f no sea derivable.
Finalmente, puede demostrarse que basta con exigir la existencia de
∫ π
−π[f(x)]
pdx
para p = 1 y p = 2, para demostrar que
l´ım
n→∞
∫ π
−π
[f(x)− Sn(x)]2dx = 0.
Este tipo de convergencia se denomina convergencia en media y es menos restrictiva que
la convergencia puntual.
Los detalles de las demostraciones de nuestras afirmaciones previas pueden encon-
trarse en [7].
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Au´n menos exigente es la convergencia como distribucio´n (convergencia de´bil): Se
dice que Sn converge a f como distribucio´n si
l´ım
n→∞
∫ ∞
−∞
Sn(x)g(x)dx =
∫ ∞
−∞
f(x)g(x)dx
para cualquier funcio´n de prueba g, aun si la serie Sn(x) no converge puntualmente en
ningu´n punto (ve´ase el ejemplo IV.1.3 en la seccio´n IV.1.7). Este tipo de convergencia es
frecuentemente utilizado en Fı´sica.
IV.1.4. Forma compleja del desarrollo
Como cos(nx)
i sin(nx)
= 1
2
(einx ± e−inx), podemos escribir (IV.1.2) como una serie de
potencias en eix,
f(x) = c0 +
∞∑
n=1
(cne
inx + c∗ne
−inx) = P
∞∑
n=−∞
cne
inx,
con P
∞∑
n=−∞
= l´ım
m→∞
m∑
n=−m
el valor principal y
cn = c
∗
−n =
1
2
(an − ibn) = 1
2π
∫ π
−π
f(x)e−inxdx .
IV.1.5. Serie de Fourier para otros intervalos de periodicidad
Si f esta´ definida en [−a, a], el reemplazo x→ xπ/a conduce al desarrollo
f(x) =
a0
2
+
∞∑
n=1
an cos(nωx) + bn sin(nωx), (IV.1.21)
para x ∈ (−a, a), donde
ω = π/a,
an =
1
a
∫ a
−a
f(x) cos(nωx)dx, bn =
1
a
∫ a
−a
f(x) sin(nωx)dx.
La serie converge a una funcio´n perio´dica de perı´odo 2a = 2π/ω, siendo ω la frecuencia
correspondiente. En la forma compleja,
f(x) = P
∞∑
n=−∞
cne
inωx, cn =
1
2a
∫ a
−a
f(x)e−inωxdx.
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IV.1.6. Desarrollos de medio rango. Series de senos y de cosenos
Si f(x) = f(−x) (funcio´n par) ⇒ bn = 0 ∀ n y
f(x) =
a0
2
+
∞∑
n=1
an cos(nωx), (IV.1.22)
an =
2
a
∫ a
0
f(x) cos(nωx)dx.
Si f(x) = −f(−x) (funcio´n impar) ⇒ an = 0 ∀ n y
f(x) =
∞∑
n=1
bn sin(nωx), (IV.1.23)
bn =
2
a
∫ a
0
f(x) sin(nωx)dx.
Una funcio´n f definida so´lo en [0, a] puede, entonces, desarrollarse en serie de cosenos
o senos, convergiendo la serie a la extensio´n perio´dica par o impar de f . Estos desarrollos
corresponden al problema de autovalores de L en [0, a], con las condicio´n de contorno de
Neumann (caso par) y Dirichlet (caso impar).
IV.1.7. Algunos ejemplos
Ejemplo IV.1.1: f(x) = x, x ∈ [−π, π]. Se obtiene an = 0 ∀n y
bn =
1
π
∫ π
−π
x sin(nx)dx =
2(−1)n+1
n
,
por lo que
x = 2
∞∑
n=1
(−1)n+1 sin(nx)
n
, |x| < π . (IV.1.24)
En x = ±π, la serie converge a 1
2
[f(π) + f(−π)] = 0.
La serie converge, en realidad, a la extensio´n perio´dica
f(x) = x− 2nπ si − π + 2nπ < x < π + 2nπ ,
siendo discontinua en x = ±π + 2nπ.
Ejemplo IV.1.2: Si f(x) = 1
2
x2, bn = 0 ∀ n y an = 2(−1)n/n2 si n ≥ 1, con a0 = π2/3,
por lo que
1
2
x2 =
π2
6
+ 2
∞∑
n=1
(−1)n cos(nx)
n2
, |x| ≤ π,
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que coincide con la integral te´rmino a te´rmino de la serie (V.5.22). El desarrollo converge
tambie´n en x = ±π, ya que f(π) = f(−π). Para x = 0 y π, el desarrollo anterior conduce
a las identidades ∞∑
n=1
(−1)n+1
n2
=
π2
12
,
∞∑
n=1
1
n2
=
π2
6
.
Ejemplo IV.1.3:
f(x) =
1
2a
, |x| < a < π ,
con f(x) = 0 si |x| > a. Obtenemos bn = 0 y an = sin(na)/(nπa) si n ≥ 1, con
a0 = 1/π. Por lo tanto,
f(x) =
1
π
[
1
2
+
∞∑
n=1
sin(na)
na
cos(nx)], |x| ≤ π. (IV.1.25)
Para x = ±a, la serie converge al valor medio 1
4a
.
Se pueden extraer dos conclusiones muy importantes:
i) Al disminuir a, aumenta el nu´mero de coeficientes an con valor apreciable en
(IV.1.25). En efecto, sin(na)/na ≈ 1 si n ≪ 1/a, anula´ndose por primera vez para
n ≈ π/a. El nu´mero de coeficientes an con valor apreciable aumenta, por lo tanto, como
1/a al disminuir a. Cuanto ma´s corto es el pulso (respecto de π) mayor es el nu´mero de
frecuencias necesarias para representarlo correctamente.
ii) Para a→ 0, f(x)→ δ(x) y obtenemos como lı´mite
δ(x) =
1
π
[
1
2
+
∞∑
n=1
cos(nx)] =
1
2π
P
∞∑
n=−∞
einx , |x| ≤ π,
que puede obtenerse directamente utilizando las fo´rmulas usuales para f(x) = δ(x). La
serie anterior no converge puntualmente, pero sı´ converge como distribucio´n a δ(x) para
|x| ≤ π. En efecto, la suma parcial es
Sn(x) =
1
π
[
1
2
+
n∑
m=1
cos(mx)] =
sin[(n+ 1
2
)x]
2π sin(1
2
x)
y satisface, utilizando el lema de Riemann,∫ π
−π
Sn(x)dx = 1, ∀n ≥ 0,
l´ım
n→∞
∫ π
−π
Sn(x)f(x)dx = f(0)+ l´ım
n→∞
∫ π
−π
f(x)−f(0)
sin(1
2
x)
sin[(n+
1
2
)x]dx = f(0),
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∀ funcio´n de prueba f . Por periodicidad obtenemos, entonces, para x ∈ ℜ,
∞∑
m=−∞
δ(x− 2mπ) = 1
π
[
1
2
+
∞∑
n=1
cos(nx)] =
1
2π
P
∞∑
n=−∞
einx.
Ejemplo IV.1.4: Si derivamos te´rmino a te´rmino el desarrollo (IV.1.24) de f(x) = x
obtenemos la serie
2
∞∑
n=1
(−1)n+1 cos(nx), (IV.1.26)
que no converge puntualmente. Esto se debe a que f(−π) 6= f(π), siendo entonces la
convergencia de (IV.1.24) no uniforme. No obstante, (IV.1.26) converge como distribu-
cio´n a
f ′(x) = 1− 2π
∞∑
m=−∞
δ(x− π + 2mπ),
que es la derivada (como distribucio´n) de la extensio´n perio´dica de x.
Ejemplo IV.1.5: Desarrollo en serie de Fourier de medio rango de la funcio´n de Green en
[0, a] para condiciones de contorno de Dirichlet:
G(x, x′) = {x(1−x′/a) 0<x<x′<ax′(1−x/a) 0<x′<x<a .
Se obtienen los coeficientes bn = 2a
∫ a
0
G(x, x′) sin(nπx/a)dx = sin(nπx′/a)/(nπ/a)2.
Por lo tanto,
G(x, x′) =
∞∑
n=1
sin(nπx/a) sin(nπx′/a)
(nπ/a)2
,
que coincide con el desarrollo general en autofunciones presentado en (III.1.5),G(x, x′) =∑∞
n=1 un(x)un(x
′)/λn.
Ejemplo IV.1.6: Pulso cuadrado y “Feno´meno de Gibbs”
Consideremos ahora en detalle el desarrollo en serie de Fourier en [−1, 1] de f(x) =
H(1/2− |x|),
f(x) =
{
1 |x| < 1/2
0 |x| > 1/2 (IV.1.27)
en el intervalo: [−1, 1]. Los coeficientes de Fourier son:
an =
∫ 1
−1
f(x) cos(nπx)dx =


(−1)n−12 2
nπ
n impar
1 n = 0
0 n ≥ 2, par
, bn =
∫ 1
−1
f(x) sin(nπx)dx = 0 .
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La suma parcial de orden n (impar) es entonces
Sn(x) =
1
2
a0 +
n∑
m=1
am cos(mπx) =
1
2
+
2
π
n∑
m impar
(−1)m−12 cos(mπx)
m
= 1
2
+ 2
π
[cos(πx)− 1
3
cos(3πx) + 1
5
cos(5πx)− . . .+ (−1)
n−1
2
n
cos(nπx)] .
Podemos ver que, en este caso, para n impar,
S ′n(x) = −2[sin(πx)− sin(3πx) + sin(5πx)− . . .+ (−1)
n−1
2 sin(nπx)]
= (−1)n+12 sin[π(n+ 1)x]
cos(πx)
pues, escribiendo sin(nπx) = einpix−e−inpix
2i
, la suma parcial S ′n(x) puede expresarse como
una suma geome´trica.
Si x = 1/2 + δ, es fa´cil ver que
S ′n(1/2 + δ) = −
sin[(n+ 1)πδ]
sin(πδ)
.
En primer lugar, esto muestra que, para x → 1/2 (δ → 0), S ′n(x) → −(n + 1), como se
observa en las dos u´ltimas gra´ficas, divergiendo para n → ∞. Ana´logamente, S ′n(x) →
(n+ 1) para x→ −1/2.
En segundo lugar, vemos que el 0 de S ′n(x) ma´s pro´ximo a x = 1/2 ocurre para
δ = ±1/(n+1). Estos valores corresponden al mı´nimo y ma´ximo de Sn(x) ma´s pro´ximo
a x = 1/2, que son precisamente los valores extremos de Sn(x) como se aprecia en las
figura 22. Estos valores son, definiendo δn = 1/(n+ 1),
Sn(
1
2
± δn) = 1
2
+
∫ 1/2±δn
1/2
S ′n(x)dx =
1
2
−
∫ ±δn
0
sin[(n+ 1)πδ]
sin(πδ)
dδ
=
1
2
∓ 1
π
∫ π
0
sin(t)
(n+ 1) sin[t/(n+ 1)]
dt .
Para n≫ 1, (n+ 1) sin[t/(n+ 1)] ≈ t y obtenemos
Sn(
1
2
± δn) ≈ 1
2
∓ 1
π
∫ π
0
sin(t)
t
dt =
1
2
∓ sinintegral(π)
π
=
{ −0,08949 . . .
1,08949 . . .
,
lo que indica un exceso del ≈ 8, 9% en ambos lados de la discontinuidad. Para n → ∞,
estos valores son exactos. Esto implica que al aumentar n, este exceso, denominado
“feno´meno de Gibbs”, no desaparece, es decir, no se “aplasta”, pero ocurre para valo-
res cada vez ma´s pro´ximos a 1/2, pues δn → 0. No afecta, pues, el valor del lı´mite
l´ımn→∞ Sn(x) en cualquier punto x fijo, incluyendo x = 1/2 (pues Sn(1/2) = 1/2 ∀ n).
No´tese tambie´n que este exceso de las sumas parciales finitas ocurrira´ en los bordes de
toda discontinuidad finita. Siempre podemos considerar una funcio´n con una discontinui-
dad finita f(x+0 )−f(x−0 ) = α 6= 0 en un punto x0, como la suma de una funcio´n continua
ma´s una funcio´n tipo escalo´n similar a la del presente ejemplo, pero multiplicada por α y
trasladada a x0, que originara´ entonces el mismo exceso relativo.
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n =51
-1.0 -0.5 0.5 1.0 x
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-40
-20
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Figura 22: Gra´fica de la funcio´n (IV.1.27) y las correspondientes sumas parciales de
Fourier Sn(x) para n = 1, 3, 5, 11, 21, 51. Los dos u´ltimos paneles muestran la gra´fi-
ca de la derivada S ′n(x) = dSndx para n = 21 y 51, que converge como distribucio´n a
f ′(x) = δ(x+ 1
2
)− δ(x− 1
2
) en [−1, 1].Estas gra´ficas muestran el comportamiento de las
sumas parciales de la serie de Fourier para una funcio´n discontinua, y ponen en evidencia
el cara´cter no uniforme de la convergencia y la existencia del llamado feno´meno de Gibbs
en los puntos de discontinuidad, explicado en el texto.
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Figura 23: Gra´fico de f(x) = x2/2 y las correspondientes sumas parciales de Fourier
Sn(x) = 1/6 +
2
π2
∑n
m=1
(−1)m
m2
cos(mπx) en el intervalo [−1, 1], para algunos valores
de n. La prolongacio´n perio´dica de esta funcio´n es continua (aunque no derivable) en
x = ±1, y por lo tanto el feno´meno de Gibbs no se produce en el borde. El u´ltimo panel
muestra los coeficientes de Fourier an en el ejemplo de la fig. 22 (izquierda) y en el
presente (derecha). Los coeficientes decrecen ma´s ra´pidamente en este caso, asegurando
convergencia absoluta de la serie ∀ x.
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IV.2. Transformada de Fourier
IV.2.1. Definicio´n y unicidad
Consideremos nuevamente la forma compleja del desarrollo en serie de Fourier de una
funcio´n f : [−L,L]→ ℜ:
f(x) = P
∞∑
n=−∞
cne
inπx/L , cn =
1
2L
∫ L
−L
f(x)e−inπx/Ldx, (IV.2.1)
donde P
∞∑
n=−∞
indica el valor principal P
∞∑
n=−∞
= l´ım
m→∞
m∑
n=−m
. Podemos reescribir la serie
como
f(x) =
1√
2π
∑
k
F (k)eikx∆k, (IV.2.2)
donde k = nπ
L
, ∆k = π
L
y
F (k) =
√
2πcn
L
π
=
1√
2π
∫ L
−L
f(x)eikxdx. (IV.2.3)
Consideremos ahora el lı´mite L→∞. En este lı´mite, ∆k → 0 y las ecuaciones (IV.2.2)–
(IV.2.3) tienden a
f(x) =
1√
2π
∫ ∞
−∞
F (k)eikxdk, (IV.2.4)
F (k) =
1√
2π
∫ ∞
−∞
f(x)e−ikxdx , (IV.2.5)
suponiendo que ambas integrales converjan. Aquı´, hemos denotado ∫∞−∞ ≡ l´ımr→∞ ∫ r−r. Es
decir, las integrales son consideradas en valor principal.
La funcio´n F : ℜ → ℜ definida por (IV.2.5) se denomina Transformada de Fourier
(TF) de la funcio´n f (f : ℜ → ℜ) y la expresio´n (IV.2.4), que recupera f a partir de
F , es la “antitransformada” de F . Estas expresiones constituyen la generalizacio´n de la
serie de Fourier para funciones f definidas en (−∞,∞) (y de mo´dulo integrable). Hemos
elegido las constantes de modo de hacer evidente la simetrı´a de las ecuaciones (IV.2.4)-
(IV.2.5). Sin embargo, son posibles tambie´n otras convenciones para definir la TF (puede,
por ejemplo, omitirse el factor 1/√2π en (IV.2.4) y reemplazar el de (IV.2.5) por 1/(2π)
o viceversa, y tambie´n reemplazar e±ikx por e∓ikx). Las ecuaciones (IV.2.4)–(IV.2.5) son
va´lidas para cualquier funcio´n f : ℜ → ℜ continua que satisfaga ∫∞−∞ |f(x)|dx < ∞ y
que posea un nu´mero finito de ma´ximos y mı´nimos. Si f posee una discontinuidad aislada
finita en un punto x0, la integral en (IV.2.4) converge al punto medio, como ocurre en la
serie de Fourier.
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Desde el punto de vista fı´sico, la expresio´n (IV.2.4) se entiende como el desarrollo de
la funcio´n f(x) en te´rminos de funciones armo´nicas puras eikx = cos(kx) + i sin(kx), de
frecuencia k (y perı´odo 2π/k), siendo F (k) el peso (amplitud) de la frecuencia k en la
expansio´n de f .
Demostraremos ahora explı´citamente la validez de las ecuaciones (IV.2.4)–(IV.2.5)
(equivalentemente, que la relacio´n entre TF y antitransformada de Fourier es uno a uno)
para funciones f continuas y derivables lateralmente en cualquier punto, que satisfagan∫∞
−∞ |f(x)|dx < ∞. La demostracio´n es muy similar a la efectuada para la serie de Fou-
rier. Las ecuaciones (IV.2.4)–(IV.2.5) implican
f(x) =
∫ ∞
−∞
1
2π
[
∫ ∞
−∞
eik(x−x
′)dk]f(x′)dx′,
de modo que lo que debe demostrarse es que
1
2π
∫ ∞
−∞
eik(x−x
′)dk = δ(x− x′), (IV.2.6)
donde
∫∞
−∞ dk = l´ımr→∞
∫ r
−r dk. En efecto,
1
2π
∫ r
−r e
iktdk = 1
2π
eirt−e−irt
it
= 1
π
sin(rt)
t
, con
1
π
∫ ∞
−∞
sin(rt)
t
dt =
1
π
∫ ∞
−∞
sin(u)
u
du = 1.
Por lo tanto, ∫ ∞
−∞
[
1
2π
∫ r
−r
eik(x−x
′)dk]f(x′)dx′ =
∫ ∞
−∞
sin[r(x− x′)]
π(x− x′) f(x
′)dx′
=
∫ ∞
−∞
sin(rt)
πt
[f(x+ t)− f(x) +f(x)]dt
= f(x) +
∫ ∞
−∞
sin(rt)
f(x+ t)− f(x)
πt
dt. (IV.2.7)
Para r → ∞, el segundo te´rmino en (IV.2.7) se anula por el Lema de Riemann (ve´ase
(IV.1.2)) si f es una funcio´n derivable, al menos lateralmente, en x (ya que, en estas
condiciones, (f(x+t)−f(x))/t permanece acotado para t→ 0) e integrable en (−∞,∞).
Queda ası´ demostrada la ecuacio´n (IV.2.6). Obviamente, la composicio´n de transformada
y antitransformada en el orden inverso conduce tambie´n a la identidad.
La ecuacio´n (IV.2.6) implica tambie´n∫ ∞
−∞
φ∗k′(x)φk(x)dx =
1
2π
∫ ∞
−∞
eix(k−k
′)dx = δ(k − k′), (IV.2.8)
indicando que las funciones φk(x) = eikx/
√
2π son ortogonales respecto del producto
interno (u, v) =
∫∞
−∞ u
∗(x)v(x)dx y esta´n “normalizadas” respecto de la variable k, si
interpretamos por esto u´ltimo precisamente la condicio´n (IV.2.8).
No´tese que la convergencia de las integrales (IV.2.6)–(IV.2.8) debe entenderse en el
sentido de las distribuciones (convergencia de´bil).
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IV.2.2. Propiedades ba´sicas de la transformada de Fourier
Se resumen en la siguiente tabla:
f(x) F (k)
0 f(−x) F (−k)
1 f(ax) (a 6= 0) F (k/a)/|a|
2 f(x+ b) eikbF (k)
3 f ′(x) ikF (k)
4 f (n)(x) (ik)nF (k)
5 xnf(x) (n ∈ N) inF (n)(k)
6 F (x) f(−k)
7 f(x)eibx (b ∈ ℜ) F (k − b)
8 (f ∗ g)(x) √2πF (k)G(k)
9 f(x)g(x) (F ∗G)(k)/√2π
donde (f ∗ g) denota la convolucio´n de f y g:
(f ∗ g)(x) =
∫ ∞
−∞
f(x− x′)g(x′)dx′ = (g ∗ f)(x)
y (F ∗G)(k) = ∫∞−∞ F (k − k′)G(k′)dk′ = (G ∗ F )(k), la convolucio´n de F y G.
Demostraciones:
Propiedades 1–3:∫ ∞
−∞
f(ax)
e−ikx√
2π
dx =
1
|a|
∫ ∞
−∞
f(u)
e−iku/a√
2π
du =
F (k/a)
|a| .∫ ∞
−∞
f(x+ b)
e−ikx√
2π
dx =
∫ ∞
−∞
f(u)
e−iku√
2π
eikbdu = eikbF (k).
∫ ∞
−∞
f ′(x)
e−ikx√
2π
dx = f(x)
eikx√
2π
|∞−∞ + ik
∫ ∞
−∞
f(x)
e−ikx√
2π
dx = ikF (k),
donde hemos supuesto que f ′(x)→ 0 para x→ ±∞.
La propiedad 4 resulta por induccio´n (suponiendo que f (m)(±∞) = 0 si m ≤ n) y la
5 se obtiene en forma similar (suponiendo F (m)(±∞) = 0 para m ≤ n).
La propiedad 6 es consecuencia de las ecuaciones (IV.2.4)–(IV.2.5).
Propiedad 8:∫ ∞
−∞
(f ∗ g)(x)e
−ikx
√
2π
dx =
∫ ∞
−∞
∫ ∞
−∞
f(x− x′)g(x′)e
−ik(x−x′+x′)
√
2π
dx′dx =∫ ∞
−∞
f(u)e−ikudu
∫ ∞
−∞
g(x′)
e−ikx
′
√
2π
dx′ =
√
2πF (k)G(k). (IV.2.9)
Problema sugerido IV.2.1: Demostrar las propiedades 7 y 9.
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IV.2.3. Otras propiedades de la Transformada de Fourier
Propiedad 10
La TF conserva el producto escalar entre funciones (producto interno complejo):
(g, f) ≡
∫ ∞
−∞
g∗(x)f(x)dx =
1√
2π
∫ ∞
−∞
g(x)dx
∫ ∞
−∞
eikxF (k)dk
=
1√
2π
∫ ∞
−∞
∫ ∞
−∞
g(x)eikxdxF (k)dk =
∫ ∞
−∞
G∗(k)F (k)dk = (G,F ),
donde G es la TF de g. Esto implica, en particular, que la TF conserva la norma:
||f ||2 ≡ (f, f) =
∫ ∞
−∞
|f(x)|2dx =
∫ ∞
−∞
|F (k)|2dk = (F, F ).
Propiedad 11
Si f es real ⇒ F (−k) = F (k)∗ (para k real). Se deduce inmediatamente de la expre-
sio´n
F (k) =
1√
2π
[
∫ ∞
−∞
f(x) cos(kx)dx− i
∫ ∞
−∞
f(x) sin(kx)dx]. (IV.2.10)
Propiedad 12
La propiedad 0 implica que, si f es par (f(−x) = f(x)), ⇒ F (k) es par (F (−k) =
F (k)).
A partir de (IV.2.10) vemos tambie´n que, en este caso, ∫∞−∞ f(x) sin(kx)dx = 0 y
F (k) =
1√
2π
∫ ∞
−∞
f(x) cos(kx)dx =
√
2
π
∫ ∞
0
f(x) cos(kx)dx,
siendo F real si f es real.
Si f es impar (f(−x) = −f(x)) ⇒ F (k) es impar. Entonces, ∫∞−∞ f(x) cos(kx)dx = 0 y
F (k) =
−i√
2π
∫ ∞
−∞
f(x) sin(kx)dx = −i
√
2
π
∫ ∞
0
f(x) sin(kx)dx,
siendo F imaginario si f es real.
Propiedad 13
A partir de la definicio´n (IV.2.5) y la propiedad 5 se obtiene∫ ∞
−∞
f(x)dx =
√
2πF (0), (IV.2.11)∫ ∞
−∞
f(x)xndx =
√
2πinF (n)(0), (IV.2.12)
donde n = 0, 1, 2, . . .. Las derivadas de F (k) en el origen permiten, pues, evaluar en
forma inmediata las integrales (IV.2.11)–(IV.2.12).
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IV.2.4. Algunas transformadas de Fourier u´tiles
(H(x) denota la funcio´n de Heaviside, a > 0 y b real )
f(x) F (k)
1 e−a|x|
√
2
π
a
a2+k2
2 e−axH(x) 1√
2π
1
a+ik
3 e−x2/(2a2) ae−a2k2/2
4 1
x2+a2
√
π
2a2
e−a|k|
5 H(x+ a)−H(x− a)
√
2
π
sin(ak)
k
6 δ(x) 1√
2π
7 eibx
√
2πδ(k − b)
8 cos(bx)
√
2π δ(k−b)+δ(k+b)
2
9 sin(bx)
√
2π δ(k−b)−δ(k+b)
2i
10 e−x2/(2a2)eibx ae−a2(k−b)2/2
Demostraciones:∫ ∞
−∞
e−a|x|−ikxdx =
∫ ∞
0
e−x(a+ik)dx+
∫ 0
−∞
ex(a−ik)dx
=
1
a+ ik
+
1
a− ik =
2a
a2 + k2
, a > 0 .
∫ ∞
−∞
e−axH(x)e−ikxdx =
∫ ∞
0
e−x(a+ik)dx =
1
a+ ik
. (IV.2.13)
∫ ∞
−∞
e−x
2/2−ikxdx =
∫ ∞
−∞
e−(x+ik)
2/2−k2/2dx = e−k
2/2
∫ ∞+ik
−∞+ik
e−z
2/2dz =
√
2πe−k
2/2 ,
donde z = (x + ik). Aquı´, hemos completado cuadrados en el exponente y utilizado el
resultado
I =
∫ ∞
−∞
e−x
2/2dx =
√
2π,
el cual se obtiene de
I2 =
∫ ∞
−∞
∫ ∞
−∞
e−(x
2+y2)/2dxdy = 2π
∫ ∞
0
e−r
2/2rdr = 2π
∫ ∞
0
e−udu = 2π.
Tambie´n hemos utilizado el hecho de que e−z2/2 es una funcio´n analı´tica de z que se anula
para Re[z]→ ±∞. El resultado general 3 (para a 6= 1) se obtiene utilizando la propiedad
2.
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Figura 24: Izquierda: Gra´fico de f(x) = e−x
2/8√
8π
(azul) y su transformada de Fourier
F (k) = e
−2k2√
2π
. Derecha: Gra´fico de f(x) = 2
π
1
x2+4
(azul) y su transformada de Fourier
F (k) = e
−2|k|√
2π
.
Este ejemplo demuestra que la TF de una gaussiana (de ancho a) es tambie´n una gaus-
siana (de ancho 1/a). Esto posee una importancia fundamental en diversas aplicaciones.
Notemos que la normalizacio´n se conserva:∫ ∞
−∞
e−x
2/a2dx = a2
∫ ∞
−∞
e−a
2k2dk =
√
πa.
El ejemplo 4 de la tabla se obtiene del 1 utilizando la propiedad 6, mientras que el ejemplo
5 resulta de∫ ∞
−∞
[H(x+ a)−H(x− a)]e−ikxdx =
∫ a
−a
e−ikxdx =
e−ika − eika
−ik = 2
sin(ka)
k
.
Los ejemplos 6 y 7, que deben entenderse como la TF de una distribucio´n (siendo el
resultado otra distribucio´n), son consecuencia inmediata de (IV.2.6). El resultado 6 puede
tambie´n obtenerse de 5 dividiendo a f y F por 2a y tomando el lı´mite a→ 0, de acuerdo
con la relacio´n δ(x) = H ′(x).
Los ejemplos 8-9 se derivan de lo anterior en forma inmediata, recordando que cos(ax) =
eiax+e−iax
2
, sin(ax) = e
iax−e−iax
2i
. Implican que la TF de una funcio´n f(x) perio´dica de
perı´odo 2L (que puede desarrollarse en serie de Fourier) presenta picos tipo δ localizados
en ±nω, con ω = π/L y n entero. De 10 se puede reobtener 7 en el lı´mite a→ +∞.
Es importante destacar que, cuanto ma´s esparcida este´ f(x) (por ejemplo, a grande en
el ejemplo 3), tanto ma´s concentrada estara´ F (k), y viceversa, debido a la propiedad 1 de
la primera tabla de propiedades. Los ejemplos 6 y 7 son casos extremos de esta propie-
dad, la cual esta´ estrechamente relacionada con el principio de incerteza de la Meca´nica
Cua´ntica.
Problema sugerido IV.2.2: Obtener el resultado 10 de la tabla anterior a partir de 3.
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IV.2.5. Desarrollos de medio rango: Transformadas seno y coseno
Ana´logamente a lo que hicimos en el caso de la serie de Fourier, para un intervalo
(0,∞) podemos considerar las extensiones par e impar de una cierta funcio´n f definida
para x ≥ 0. Si completamos a f en forma par para x < 0, obtenemos, teniendo en cuenta
la propiedad 10,
f(x) =
√
2
π
∫ ∞
0
Fc(k) cos(kx)dk, (IV.2.14)
Fc(k) =
√
2
π
∫ ∞
0
f(x) cos(kx)dx. (IV.2.15)
La ecuacio´n (IV.2.15) se denomina transformada coseno de f(x) y coincide con la TF de
f completada en forma par. La transformada inversa tiene, en este caso, una expresio´n
ide´ntica a la de la TF.
Si se completa a f en forma impar para x < 0, se obtiene, utilizando nuevamente la
propiedad 10,
f(x) =
√
2
π
∫ ∞
0
Fs(k) sin(kx)dk, (IV.2.16)
Fs(k) =
√
2
π
∫ ∞
0
f(x) sin(kx)dx. (IV.2.17)
La ecuacio´n (IV.2.17) se denomina transformada seno de f , y satisface Fs(k) = iF (k),
donde F (k) es la TF de f completada en forma impar.
IV.2.6. Transformada de Fourier discreta
Consideremos, en lugar de una funcio´n f : ℜ → ℜ, una funcio´n definida so´lo en un
nu´mero finito n de puntos xj , j = 0, . . . , n−1, tal que fj = f(xj). En este caso es posible
definir una transformada de Fourier discreta Fk de la siguiente forma:
Fk =
1√
n
n−1∑
j=0
fj e
−2πi j k/n, k = 0, . . . , n− 1. (IV.2.18)
Conocidos los n valores Fk, los n valores fj pueden recuperarse exactamente mediante la
transformacio´n inversa, dada por
fj =
1√
n
n−1∑
k=0
Fk e
2πi j k/n, j = 0, . . . , n− 1. (IV.2.19)
Esto puede demostrarse fa´cilmente, reemplazando Fk por su definicio´n:
1√
n
n−1∑
k=0
[
1√
n
n−1∑
j′=0
fj′e
−2πij′k/n]e2πijk/n =
n−1∑
j′=0
fj′ [
1
n
n−1∑
k=0
e2πik(j−j
′)/n] = fj ,
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donde hemos utilizado el resultado
1
n
n−1∑
k=0
e2πik(j−j
′)/n = δjj′ =
{
1 j = j′
0 j 6= j′ , (IV.2.20)
va´lido para j, j′ enteros. En efecto, si j = j′, e2πik(j−j′)/n = 1 y
∑n−1
k=0 e
2πik(j−j′)/n = n,
mientras que, si j 6= j′ (y |j − j′| < n),
n−1∑
k=0
e2πik(j−j
′)/n =
1− e2πi(j−j′)
1− e2πi(j−j′)/n = 0
para j − j′ entero.
Dado que ei2π0k/n = ei2πnk/n = 1, es posible definir fn = f0, Fn = F0, y ası´ evaluar
las sumas para j = 1, . . . , n (en lugar de j = 0, . . . , n − 1), sin alterar los resultados
finales previos. Tambie´n es posible definir f−j = fn−j , F−k = Fn−k, ya que e−i2πkj/n =
ei2πk(n−j)/n si j y k son enteros (extensio´n cı´clica de fj y Fk).
Podemos ver, tambie´n, que la transformada discreta de Fourier ası´ definida es una
transformacio´n unitaria, ya que conserva el producto escalar esta´ndar:
(f, g) =
n∑
j=1
f ∗j gj =
1√
n
n∑
j=1
n∑
k=1
F ∗k e
−i2πjk/ngj =
n∑
k=1
F ∗kGk = (F,G) (IV.2.21)
En particular, |f |2 =∑nj=1 |fj|2 =∑nk=1 |Fk|2 = |F |2.
Problema sugerido IV.2.3:
a) Probar que, si fj es constante (fj = c ∀ j), ⇒ Fk = δk0c
√
n (o sea, Fk = 0 salvo
para k = 0).
b) Probar que, si fj = cei2πmj/n, con 0 ≤ m ≤ n− 1⇒ Fk = cδkm
√
n.
c) Probar que, si fj = cδjm (fj = 0 salvo para j = m, con m entre 0 y n− 1) ⇒
Fk = ce
−2πimk/n/
√
n, k = 0, . . . , n− 1 (o sea, |Fk| = |c|/
√
n ∀ k).
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Figura 25: Reconstruccio´n de una funcio´n a partir de su transformada. Arriba: Gra´fico
de una funcio´n par perio´dica f(x) de perı´odo 2 (izquierda) y sus coeficientes de Fourier
an (derecha) (bn = 0 ∀ n). Estos permiten reconocer que f(x) no es ma´s que la suma
de una constante a0 ma´s tres te´rminos de la forma an cos(nπx), con n = 1, 5 y 8.
Centro: Gra´fico de una funcio´n par no perio´dica f(x) y su transformada de Fourier
F (k). ´Esta permite reconocer, a partir del resultado 10 de la tabla en (IV.2.4) y dado
que los picos de F (k) son aprox. gaussianos, que f(x) esta´ determinada esencialmente
por tres frecuencias k1 = 1, k2 = 5, k3 = 10, moduladas por gaussianas, tal que
f(x) ≈∑3i=1 cie−x2/(2α2i ) cos(kix). Abajo: Una funcio´n discreta f(j) = fj definida para
j = 1, . . . , 20, y su transformada de Fourier discreta Fk. ´Esta permite reconocer que fj
no es ma´s que la suma de tres te´rminos de la forma αk cos(2πkj/20), con k = 1, 3 y 6.
Problema sugerido IV.2.4: Derivar las expresiones aproximadas anteriores para
f(x) o fj a partir del gra´fico de an, F (k) y Fk, y dar el valor aproximado de los
para´metros intervinientes.
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IV.3. Transformada de Laplace
Dada una funcio´n f(x) definida para x ≥ 0, la transformada de Laplace (TL) se define
como
Lf (p) =
∫ ∞
0
e−pxf(x)dx. (IV.3.1)
Si f(x) < eαx para x → ∞ ⇒ Lf (p) converge para Re[p] > α. Supondremos esta
condicio´n en lo sucesivo. Notemos que Lf (ik) =
√
π
2
(Fc(k)− iFs(k)) en el caso en que
Lf (ik) existe. Si completamos a f de modo tal que f(x) = 0 para x < 0, Lf (ik) =√
2πF (k).
La propiedad fundamental de (IV.3.1) es que las Transformadas de Laplace (TL) de
las derivadas f (n)(x) quedan expresadas en te´rminos de Lf (p) y las derivadas de f en el
punto inicial x = 0. En efecto, integrando por partes,
Lf ′(p) =
∫ ∞
0
e−pxf ′(x)dx = −f(0) + p
∫ ∞
0
f(x)e−pxdx
= −f(0) + pLf (p). (IV.3.2)
Por induccio´n obtenemos, en forma ana´loga,
Lf (n)(p) =
∫ ∞
0
e−pxf (n)(x)dx = −f (n−1)(0) + p
∫ ∞
0
e−pxf (n−1)(x)dx
= −f (n−1)(0)− pf (n−2)(0)− . . .− pn−1f(0) + pnLf (p) . (IV.3.3)
La propiedad que acabamos de demostrar hace que la TL resulte muy pra´ctica a la
hora de resolver problemas con dadas condiciones iniciales, como veremos en el problema
guiado al final de esta seccio´n.
Otra propiedad u´til se refiere a la TL de la convolucio´n de funciones f y g definidas
para argumentos positivos,
(f ∗ g)(x) =
∫ x
0
f(x− x′)g(x′)dx′ = (g ∗ f)(x).
Obtenemos
Lf∗g(p) =
∫ ∞
0
∫ x
0
f(x− x′)g(x′)e−pxdx′dx =
=
∫ ∞
0
∫ x
0
f(x− x′)e−p(x−x′)g(x′)e−px′dx′dx
=
∫ ∞
0
f(u)e−pudu
∫ ∞
0
g(x′)e−px
′
dx′
= Lf (p)Lg(p). (IV.3.4)
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Para hallar la transformada inversa, completando a f en forma nula para x < 0, y
considerando la TF de e−αxf(x), con α > 0, podemos escribir
e−αxf(x) =
1
2π
∫ ∞
−∞
eikxdk
∫ ∞
0
e−ikx
′
e−αx
′
f(x′)dx′,
de donde
f(x) =
1
2π
∫ ∞
−∞
ex(α+ik)dk
∫ ∞
0
e−x
′(α+ik)f(x′)dx′
=
1
2πi
∫ α+i∞
α−i∞
ezxLf (z)dz, (IV.3.5)
con z = α+ ik. El resultado es, en principio, independiente de la eleccio´n de α si las inte-
grales convergen, es decir, si α es suficientemente grande. Si es posible cerrar la integral
(IV.3.5) con un semicı´rculo de radio muy grande a la izquierda de α, a lo largo del cual la
integral tiende a cero, por el teorema de los residuos obtenemos
f(x) =
∑
zi
Res[ezixLf (zi)] ,
donde la suma se extiende sobre todos los polos zi de ezxLf (z).
El mayor inconveniente de la TL es que la relacio´n inversa requiere el conocimiento
de Lf (p) para valores complejos de p. Si, como ocurre en algunos problemas pra´cticos,
se dispone tan so´lo de una tabla de valores nume´ricos de Lf (p) para cierto conjunto finito
de valores reales de p (y no de una expresio´n analı´tica de Lf (p)) no es posible recuperar
f(x) con gran precisio´n (es un tı´pico problema “ill posed” o mal definido).
Algunas propiedades y ejemplos (en todos los casos a > 0):
f(x) Lf (p)
1 f(ax) Lf (p/a)/a
2 f(x+ a) epaLf (p)
3 f ′(x) −f(0) + pLf (p)
4 xf(x) −d[Lf (p)]/dp
5 (f ∗ g)(x) Lf (p)Lg(p)
6 e−ax 1
a+p
7 cos(ax) p/(a2 + p2)
8 sin(ax) a/(a2 + p2)
9 H(x− a) e−ap/p
10 δ(x− a) e−pa
Problema guiado IV.3.1: Hallar u(t) tal que
u′′ + k2u = f(t)
para t > 0, con u(0), u′(0) datos conocidos y k 6= 0.
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Multiplicando la ecuacio´n anterior por e−pt e integrando, obtenemos, utilizando la
ecuacio´n (IV.3.3),
−u′(0)− pu(0) + (p2 + k2)Lu(p) = Lf (p),
de donde
Lu(p) =
u′(0) + pu(0)
p2 + k2
+
1
p2 + k2
Lf (p).
Utilizando, ahora, las propiedades 5, 7 y 8 de la tabla anterior, obtenemos
u(t) =
1
k
u′(0) sin(kt) + u(0) cos(kt) +
1
k
∫ t
0
sin[k(t− t′)]f(t′)dt′,
que coincide con el conocido resultado para la solucio´n de esta ecuacio´n, obtenido me-
diante la funcio´n de Green.
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Capı´tulo V
Ecuaciones Diferenciales en Derivadas
Parciales
177

V.1 INTRODUCCI ´ON Y DEFINICIONES
V.1. Introduccio´n y definiciones
En Fı´sica, el estudio de sistemas con nu´mero finito de grados de libertad conduce, en
general, a la resolucio´n de ecuaciones diferenciales ordinarias. En cambio, el estudio de
medios continuos requiere la resolucio´n de ecuaciones diferenciales en derivadas parciales
(ver capı´tulo VI). Ya hemos dado, en la seccio´n I.1 la definicio´n general de una ecuacio´n
diferencial en derivadas parciales y de su orden. En particular, empezaremos por analizar
las ecuaciones diferenciales con dos variables independientes.
Definicio´n V.1.1 Se llama ecuacio´n diferencial en derivadas parciales con dos variables
independientes a una relacio´n de la forma
F
(
x, y, u(x, y),
∂u
∂x
,
∂u
∂y
,
∂2u
∂x2
,
∂2u
∂x∂y
,
∂2u
∂y2
, · · ·,
)
= 0,
donde los puntos suspensivos indican posibles dependencias en derivadas de orden su-
perior al segundo. En este libro vamos a restringirnos al estudio de las ecuaciones de
segundo orden. Este es el caso de mayor utilidad en las aplicaciones a la Fı´sica y, adema´s,
permite ilustrar las ideas ma´s importantes a tener en cuenta en el caso de ecuaciones de
mayor orden.
Definicio´n V.1.2 La ecuacio´n anterior se llama lineal si F lo es con respecto a u(x, y) y
a todas sus derivadas, es decir, si la ecuacio´n toma la forma
a
∂2u
∂x2
+ 2b
∂2u
∂x∂y
+ c
∂2u
∂y2
+ d
∂u
∂x
+ e
∂u
∂y
+ fu+ g = 0 ,
donde los coeficientes a, b, c, d, e, f, g son, en general, funciones de x e y. Si todos estos
coeficientes son independientes de ambas variables, la ecuacio´n se llama ecuacio´n lineal
a coeficientes constantes. Si g(x, y) = 0, se llama ecuacio´n lineal homoge´nea.
Es inmediato demostrar que, como en el caso de las ecuaciones diferenciales ordina-
rias, las soluciones de una ecuacio´n diferencial lineal homoge´nea constituyen un espacio
vectorial (equivalentemente, vale el principio de superposicio´n). Como veremos en un
ejemplo simple a continuacio´n, se trata de un espacio vectorial de dimensio´n infinita.
La generalizacio´n de estas definiciones a casos con ma´s variables independientes y/u
o´rdenes superiores es evidente.
Consideremos, primero, la ecuacio´n lineal de primer orden ma´s simple,
∂u
∂y
= 0 ,
donde u(x, y) es una funcio´n de dos variables. Es obvio que la solucio´n general de esta
ecuacio´n es
u(x, y) = f(x) ,
179
V.1 INTRODUCCI ´ON Y DEFINICIONES
donde f es una funcio´n arbitraria que depende so´lo de x. Ası´, mientras que el conjunto
de soluciones de una ecuacio´n diferencial lineal ordinaria homoge´nea de primer orden
depende de una constante arbitraria, formando un espacio vectorial de dimensio´n 1, en
el presente caso la solucio´n general depende de una funcio´n arbitraria f de la variable x
siendo, por lo tanto, un espacio vectorial de dimensio´n infinita. La segunda observacio´n
es que la solucio´n permanece constante a lo largo de una familia de curvas (en este caso,
las rectas verticales x = c). Tales curvas se denominan curvas caracterı´sticas.
Consideremos, ahora, la ecuacio´n
ax
∂u
∂x
+ ay
∂u
∂y
= 0 , (V.1.1)
con a2x + a
2
y 6= 0. Podemos reescribirla como a ·∇u = 0, con ∇ el operador gradiente
y a = (ax, ay), de modo que toda funcio´n que varı´e so´lo a lo largo de una direccio´n
perpendicular a a (es decir, que dependa de la coordenada ”perpendicular”) sera´ solucio´n.
Si, por ejemplo, ay 6= 0, con ax y ay constantes, la solucio´n general de (V.1.1) puede
escribirse como
u(x, y) = f(x− ax
ay
y),
con f derivable, como es fa´cil verificar: a ·∇u = (ax − ay axay )f ′(x − axay y) = 0. En este
caso, la solucio´n es constante a lo largo de las rectas x − ax
ay
y = c, o sea, y = c′ + ay
ax
x,
que son paralelas al vector a. Esta familia de rectas se conoce como familia de rectas
caracterı´sticas.
Podemos obtener este resultado en forma ma´s sistema´tica. Notemos primero que, si
se efectu´a un cambio de variables (x, y)→ (x′, y′), con
x′ = F (x, y) , y′ = G(x, y) ,
siendo la transformacio´n invertible, tenemos
∂
∂x
= Fx
∂
∂x′
+Gx
∂
∂y′
∂
∂y
= Fy
∂
∂x′
+Gy
∂
∂y′
,
donde el subı´ndice indica derivada parcial respecto de la variable respectiva.
Esto puede escribirse en forma matricial como
D = WD′
D =
(
∂
∂x
∂
∂y
)
, W =
(
Fx Gx
Fy Gy
)
, D′ =
(
∂
∂x′
∂
∂y′
)
,
con Det[W ] 6= 0.
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La ecuacio´n (V.1.1) puede escribirse en forma matricial como (ax, ay)Du = 0. Plan-
teando la transformacio´n lineal
x′ = x+ αy, y′ = x+ βy , α 6= β (V.1.2)
se obtiene D = WD′, con
W =
(
1 1
α β
)
(V.1.3)
y la ecuacio´n (V.1.1) se transforma en (a′x, a′y)D′u = 0, o sea,
a′x
∂u
∂x′
+ a′y
∂u
∂y′
= 0 ,
con
(a′x, a
′
y) = (ax, ay)W = (ax + αay, ax + βay) .
Anulando, por ejemplo, a′x, tenemos ax + αay = 0. Por lo tanto, α = −ax/ay. Eligiendo
β 6= α, se obtiene a′y 6= 0 y la ecuacio´n se transforma, finalmente, en
∂u
∂y′
= 0 ,
cuya solucio´n es
u = f(x′) = f(x− ax
ay
y) .
Hemos supuesto ax y ay constantes. Notar que, sobre cualquier recta caracterı´stica, la
solucio´n de nuestra ecuacio´n diferencial permanece constante. En un caso ma´s gene-
ral, si ax y ay son funciones de (x, y), podemos emplear un procedimiento similar, pe-
ro utilizando una transformacio´n general que cumpla, por ejemplo, con la condicio´n
a′x = axFx+ ayFy = 0 y a′y 6= 0. La curva caracterı´stica sera´ entonces, x′ = F (x, y) = c.
V.2. Clasificacio´n de ecuaciones lineales de segundo or-
den con coeficientes constantes
V.2.1. Ecuaciones en dos variables
Como hemos dicho, muchos problemas relacionados con medios continuos condu-
cen a ecuaciones en derivadas parciales. Con particular frecuencia aparece la necesidad
de resolver ecuaciones de segundo orden. Aunque a menudo no se trata de problemas
lineales, es frecuente realizar suposiciones que los convierten en tales. En lo que sigue,
discutiremos en detalle la clasificacio´n de las ecuaciones lineales de segundo orden en dos
variables independientes con coeficientes constantes y generalizaremos al caso, siempre
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de segundo orden, con ma´s variables independientes. El tratamiento del caso de coeficien-
tes variables puede encontrarse en [8]. Para comenzar tendremos, entonces:
a
∂2u
∂x2
+ 2b
∂2u
∂x∂y
+ c
∂2u
∂y2
+ d
∂u
∂x
+ e
∂u
∂y
+ fu+ g = 0 , (V.2.1)
con todos los coeficientes reales y constantes. Resulta natural preguntarse si es posible,
en general, hacer un cambio de variables no singular (invertible) que reduzca la ecuacio´n
anterior a una forma equivalente ma´s simple, en el sentido de eliminar te´rminos en deri-
vadas segundas, en forma similar al mecanismo que permite llevar formas cuadra´ticas a
su forma cano´nica.
La clasificacio´n de las ecuaciones de este tipo depende del comportamiento de los
te´rminos que contienen derivadas segundas. Empecemos, entonces, por considerar la
ecuacio´n de segundo orden
a
∂2u
∂x2
+ 2b
∂2u
∂x∂y
+ c
∂2u
∂y2
= 0 . (V.2.2)
Si a = c = 0 y b 6= 0, se reduce a
∂2u
∂x∂y
= 0 ,
o sea, ∂
∂x
(∂u
∂y
) = 0. Entonces, ∂u
∂y
= h(y), de donde se obtiene la solucio´n general
u(x, y) = f(x) + g(y) ,
con f y g funciones derivables arbitrarias, cada una de una de las dos variables. La so-
lucio´n general se expresa, entonces, en te´rminos de dos funciones arbitrarias, cada una
constante a lo largo de una curva caracterı´stica.
Volviendo al caso general, para a, b y c constantes la ecuacio´n (V.2.2) puede escribirse
en forma matricial como
DtADu = 0 , A =
(
a b
b c
)
,
con Dt = ( ∂
∂x
, ∂
∂y
). Supondremos, sin perder generalidad, que c 6= 0. Efectuando la
transformacio´n lineal (V.1.2), obtenemos, en te´rminos de las nuevas variables, la ecuacio´n
D′tA′D′u = 0:
a′
∂2u
∂x′2
+ 2b′
∂2u
∂x′∂y′
+ c′
∂2u
∂y′2
= 0 ,
con
A′ =
(
a′ b′
b′ a′
)
= W tAW
y W dado por (V.1.3), es decir,
a′ = a+ 2bα + cα2, b′ = a+ b(α + β) + cαβ, c′ = a+ 2bβ + cβ2 .
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Podemos anular, ahora, tanto a′ como c′ si elegimos α y β como las dos raı´ces de la
ecuacio´n a+ 2bx+ cx2 = 0:
α
β
=
−b±√b2 − ac
c
.
Si b2 − ac 6= 0 (o sea, Det[A] 6= 0), α 6= β y, en tal caso,
b′ = 2(a− b2/c) 6= 0 .
La ecuacio´n se reduce, entonces, a
∂2u
∂x′∂y′
= 0 ,
cuya solucio´n general es
u(x, y) = f(x′) + g(y′) .
Las rectas reales que integran las familias x′ = x + αy = c1, con c1 constante, e
y′ = x+ βy = c2, con c2 constante (cuando existen) se denominan rectas caracterı´sticas.
Notemos que, por ejemplo, sobre la primera de estas familias, se tiene:
∂x′
∂x
dx+
∂x′
∂y
dy = dx+ αdy = 0
y, por ende, las rectas que integran esta familia tienen pendiente −α−1. Para la segunda
familia vale un comentario similar: su pendiente es −β−1.
Veremos a continuacio´n co´mo se clasifican las ecuaciones lineales y homoge´neas del
tipo (V.2.2), segu´n sea Det[A] menor, mayor o igual a cero:
1) Caso hiperbo´lico: b2 − ac > 0 (Det[A] < 0). Las dos raı´ces α, β son reales y
distintas. La solucio´n general es, entonces, de la forma
u(x, y) = f(x+ αy) + g(x+ βy)
y posee dos rectas caracterı´sticas: x+ αy = c, y x+ βy = c′, sobre las cuales f y g son
respectivamente constantes. Un nuevo cambio,
s = x′ + y′, t = x′ − y′ ,
lleva la ecuacio´n hipe´rbo´lica a la forma
∂2u
∂s2
− ∂
2u
∂t2
= 0 .
El ejemplo tı´pico de ecuacio´n hiperbo´lica es la ecuacio´n de ondas en una dimensio´n es-
pacial
∂2u
∂x2
− 1
v2
∂2u
∂t2
= 0 (V.2.3)
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(b = 0, a = 1, c = −1/v2), en cuyo caso α
β
= ∓v y la solucio´n general es, entonces,
u(x, t) = f(x− vt) + g(x+ vt) ,
es decir, un pulso descrito por f que se propaga hacia valores crecientes de x con velo-
cidad v ma´s uno descrito por g, que se propaga hacia valores decrecientes de x con la
misma velocidad.
2) Caso elı´ptico: b2 − ac < 0 (Det[A] > 0). Las dos raı´ces son complejas conjugadas,
por lo que y′ = (x′)∗. Podemos escribir entonces la solucio´n como
u(x, y) = f(z) + g(z∗), z = x′ = x− b
c
y +
i
c
√
ac− b2y .
Esto significa que la solucio´n es una suma de una funcio´n analı´tica f(z) (definida, por
ejemplo, a trave´s de una serie de potencias), y una funcio´n antianalı´tica g(z∗).
Notemos, tambie´n, que mediante la transformacio´n lineal real
s =
x′ + y′
2
= x− b
c
y, t =
x′ − y′
2i
=
√
ac− b2
c
y
es posible llevar la ecuacio´n elı´ptica a la forma de Laplace,
∂2u
∂s2
+
∂2u
∂t2
= 0 . (V.2.4)
En efecto, la ecuacio´n de Laplace es el paradigma de ecuacio´n elı´ptica, y su solucio´n
general es
u(s, t) = f(s+ it) + g(s− it) .
Esto esta´ de acuerdo con el conocido resultado de que las partes real e imaginaria de una
funcio´n analı´tica satisfacen la ecuacio´n de Laplace. En este caso no existen rectas carac-
terı´sticas reales.
3) Caso parabo´lico: b2 − ac = 0 (Det[A] = 0). Aquı´ existe una sola raı´z, por lo que
tomamos, si b 6= 0 (en cuyo caso a = −b2/c 6= 0) α = −b/c, β = 0. Esto conduce a
c′ = a y b′ = a′ = a− b2/c = 0, por lo que se obtiene
∂2u
∂y′2
= 0 ,
cuya solucio´n general es
u(x, y) = f(x′) + y′g(x′) = f(x− b
c
y) + xg(x− b
c
y)
= f(x− b
c
y) + yh(x− b
c
y) .
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Si b = 0 y c 6= 0⇒ a = 0 y podemos tomar x′ = x, y′ = y en las expresiones anterio-
res. El ejemplo paradigma´tico es la ecuacio´n de difusio´n, pero e´sta contiene, adema´s, un
te´rmino de primer orden (se discutira´ ma´s adelante). Notemos que, en este caso, hay una
sola recta caracterı´stica: x− b
c
y = c. En este sentido, puede decirse que el caso parabo´lico
es “intermedio” entre el hiperbo´lico y el elı´ptico.
V.2.2. Simetrı´as
Destaquemos que la ecuacio´n de Laplace (V.2.4), que podemos escribir comoDtADu =
0, con D = ( ∂
∂s
, ∂
∂t
)t y A la matriz identidad de 2× 2, es invariante frente a rotaciones
en el plano s− t:
s′ = s cos θ + t sin θ, t′ = −s sin θ + t cos θ ,
ya que se tiene W =
(
cos θ − sin θ
sin θ cos θ
)
, con W t = W−1 y entonces A′ = W tAW =
A =
(
1 0
0 1
)
.
Esta propiedad se extiende a la ecuacio´n de Laplace en n dimensiones.
Ana´logamente, la ecuacio´n de ondas (V.2.3), que podemos escribir como DtADu =
0, con D = ( ∂
∂x
, ∂
∂t
)t, A = (1 00 −1/v2), es claramente invariante frente a boosts de Lorentz
en x− t:
x′ = x cosh θ + vt sinh θ, t′ = (x/v) sinh θ + t cos θ
ya que, en este caso,W =
(
cosh θ v−1 sinh θ
v sinh θ cosh θ
)
yA′ = W tAW = A =
(
1 0
0 −v−2
)
.
Ambas ecuaciones son, adema´s, obviamente invariantes frente a traslaciones s′ =
s+a, t′ = t+ b para la ecuacio´n de Laplace, o bien x′ = x+a, t′ = t+ b para la ecuacio´n
de ondas, con a y b constantes.
V.2.3. Formulacio´n general
Como anticipamos, la clasificacio´n de las ecuaciones de la forma (V.2.2) en hiperbo´li-
cas, elı´pticas y parabo´licas es totalmente ana´loga a la clasificacio´n de secciones co´nicas o
ecuaciones algebraicas cuadra´ticas ((x, y)A(xy) = 0). En el caso que nos ocupa, la matriz
real A es sime´trica y, por lo tanto, es siempre diagonalizable por medio de una transfor-
macio´n unitaria real (ver Ape´ndice A): Existe W , con W−1 = W t tal que A′ = W tAW
es diagonal, es decir, b′ = 0. Por lo tanto, la transformacio´n correspondiente
x′ = W11x+W21y, y′ = W12x+W22y
lleva la ecuacio´n (V.2.2) a la forma diagonal
a′
∂2u
∂x′2
+ c′
∂2u
∂y′2
= 0 ,
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donde a′, c′ son los autovalores de A, que son siempre reales:
a′
c′
=
a+ c
2
±
√
(
a− c
2
)2 + b2 .
Caso hiperbo´lico: Corresponde a autovalores no nulos de signos opuestos: Det(A) =
a′c′ = ac− b2 < 0
Caso elı´ptico: Corresponde a autovalores no nulos del mismo signo: Det(A) = a′c′ > 0.
Caso parabo´lico: Corresponde a un autovalor nulo: Det(A) = a′c′ = 0.
En el caso general de n variables, las ecuaciones de segundo orden con coeficientes reales
constantes se clasifican de modo ana´logo. La ecuacio´n de segundo orden
n∑
i,j=1
Aij
∂2u
∂xi∂xj
= 0 ,
con Aij = Aji, puede escribirse en forma matricial como
DtAD = 0 ,
con la extensio´n evidente de la notacio´n anterior. La ecuacio´n se dice de tipo elı´ptico si
los autovalores de A son todos no nulos y del mismo signo, de tipo hiperbo´lico si son
no nulos y todos del mismo signo excepto uno, de tipo ultrahiperbo´lico cuando son todos
no nulos, con p de ellos de un signo y n − p de signo opuesto (p, n − p > 1), y de tipo
parabo´lico cuando existe al menos un autovalor nulo. Notemos que la clasificacio´n dada
sigue siendo va´lida, aun cuando a, b, c, d, e, f no sean constantes. En este caso, la ecuacio´n
puede cambiar de tipo en distintas regiones del plano. Por ejemplo, y2 ∂2u
∂x2
+2x ∂
2u
∂x∂y
+ ∂
2u
∂y2
=
0 es elı´ptica cuando y2 − x2 > 0, parabo´lica para x2 = y2 e hiperbo´lica en la regio´n
y2 − x2 < 0.
Finalmente, consideremos la ecuacio´n lineal homoge´nea de segundo orden en dos varia-
bles con coeficientes constantes completa:
a
∂2u
∂x2
+ 2b
∂2u
∂x∂y
+ c
∂2u
∂y2
+ d
∂u
∂x
+ e
∂u
∂y
+ fu = 0 .
La misma puede escribirse en forma matricial simetrizada como
DtADu+ 1
2
(BtD +DtB)u+ fu = 0 ,
con B = (de), B
t = (d, e). Si Det[A] 6= 0 (casos hiperbo´lico o elı´ptico), podemos reescri-
birla en la forma
(Dt − Ct)A(D − C)u+ f ′u = 0 ,
donde C = −1
2
A−1B = (cxcy ), f
′ = f − CtAC. En estos casos, el reemplazo
u(x, y) = ecxx+cyyw(x, y)
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permite escribir (D−C)u = ecxx+cyyDw y (Dt −Ct)ecxx+cyyADw = ecxx+cyyDtADw,
lo cual nos conduce a
DtADw + f ′w = 0,
es decir, a una ecuacio´n sin te´rminos en derivadas primeras, para w. Esto no es siempre
posible en el caso parabo´lico.
El mismo tratamiento puede aplicarse al caso de n variables independientes.
V.3. El me´todo de separacio´n de variables
V.3.1. Consideraciones generales
Es el me´todo adecuado para resolver ecuaciones diferenciales lineales en derivadas
parciales, cuando involucran sumas de operadores diferenciales en distintas variables y
regiones geome´tricas de tipo rectangular (es decir, producto) en dichas variables.
Consideremos una ecuacio´n diferencial para una funcio´n inco´gnita u(x, y) de la forma
Lx(u) + Ly(u) = 0, (x, y) ∈ R , (V.3.1)
donde:
I) Lx es un operador diferencial lineal que depende so´lo de la variable independiente x,
tal como − ∂2
∂x2
o
Lx = − ∂
∂x
(p(x)
∂
∂x
) + q(x) , (V.3.2)
y ana´logamente, Ly es un operador diferencial lineal que depende so´lo de la variable
independiente y, tal como − ∂2
∂y2
, o ∂
∂y
, o tambie´n de la forma (V.3.2).
II) R es una regio´n producto en las variables x, y:
R = Rx ×Ry , (V.3.3)
con Rx = [a, b], Ry = [c, d], es decir, un recta´ngulo
a ≤ x ≤ b, c ≤ y ≤ d , (V.3.4)
donde, en general, a, b, c, d pueden ser finitos o tambie´n infinitos.
El ejemplo tı´pico de (V.3.1) es la ecuacio´n de Laplace en coordenadas cartesianas para
una regio´n rectangular,
∂2u
∂x2
+
∂2u
∂y2
= 0, a ≤ x ≤ b, c ≤ y ≤ d . (V.3.5)
El me´todo consiste en ensayar una solucio´n producto de la forma
u(x, y) = X(x)Y (y) , (V.3.6)
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donde X(x) es funcio´n de x solamente e Y (y) funcio´n de y solamente. Reemplazando en
(V.3.1) obtenemos
Lx[X(x)]Y (y) +X(x)Ly[Y (y)] = 0 (V.3.7)
y por lo tanto, asumiendo X(x)Y (y) 6= 0 y dividiendo por X(x)Y (y),
Lx(X(x)]
X(x)
+
Ly[Y (y)]
Y (y)
= 0 , (V.3.8)
es decir,
Lx(X(x)]
X(x)
= −Ly[Y (y)]
Y (y)
. (V.3.9)
Como cada fraccio´n depende so´lo de una de las variables independientes, y queremos que
la igualdad anterior se satisfaga ∀ (x, y) ∈ R, la u´nica posibilidad es que ambos cocientes
sean constantes, es decir, independientes de x y de y:
Lx(X(x)]
X(x)
= −Ly[Y (y)]
Y (y)
= k . (V.3.10)
Esto implica las ecuaciones
Lx[X(x)] = kX(x), Ly[Y (y)] = −kY (y) , (V.3.11)
con lo cual hemos reducido el problema original a dos ecuaciones diferenciales ordinarias
que dependen de una constante, hasta ahora arbitraria, k. Denominando Xk(x), Y−k(y) a
las soluciones generales de las ecuaciones anteriores, obtenemos una solucio´n producto
Xk(x)Y−k(y) de (V.3.1).
Es importante destacar que no estamos diciendo que la solucio´n de (V.3.1) es nece-
sariamente un producto, sino que admite soluciones producto. Dado que la ecuacio´n di-
ferencial es lineal, podemos luego plantear una solucio´n ma´s general como combinacio´n
lineal de productos:
u(x, y) =
∑
k
ckXk(x)Y−k(y) (V.3.12)
que, obviamente, no sera´ en general un productof(x)g(y).
Los posibles valores de k quedan determinados por las condiciones de contorno del
problema, y es aquı´ donde comienza a desempen˜ar un papel fundamental el hecho de que
R sea una regio´n producto. Por ejemplo, supongamos que requerimos una solucio´n de
(V.3.1) que satisfaga la condicio´n de contorno
u(a, y) = 0, u(b, y) = 0, ∀ y ∈ [c, d] . (V.3.13)
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Esto implica, para la solucio´n producto, que X(a) = X(b) = 0. La primera de las ecua-
ciones (V.3.11) se transforma entonces en una ecuacio´n de autovalores para el operador
Lx, con las condiciones de contorno anteriores:
Lx(X) = kX, X(a) = X(b) = 0 , (V.3.14)
de la que se buscan, obviamente, soluciones no triviales. Si Lx es de la forma (V.3.2),
(V.3.14) es la ecuacio´n de autovalores para el operador de Sturm-Liouville Lx con las
condiciones de contorno homoge´neas X(a) = X(b) = 0 (para las cuales Lx es autoad-
junto). En general, para esta o cualquier otra condicio´n de contorno para la cual Lx resulte
un operador de Sturm-Liouville autoadjunto, sabemos que la ecuacio´n (V.3.14) conduce
a
k = λxn, X(x) = Xn(x), n = 1, 2, 3, . . . (V.3.15)
donde λxn denota el ene´simo autovalor de Lx con la condicio´n de contorno dada, y Xn(x)
la correspondiente autofuncio´n. Una vez obtenido λxn, se procede a resolver la segunda
ecuacio´n de (V.3.11),
Ly(Y ) = −λxnY (V.3.16)
la cual no es una ecuacio´n de autovalores, pues λxn esta´ ya determinado. Si Ly es un
operador diferencial que involucra hasta derivadas segundas, la solucio´n Yn(y) de esta
ecuacio´n tendra´ dos constantes arbitrarias. Si y representa una posicio´n, una de ellas puede
utilizarse para satisfacer una condicio´n de contorno en otro de los bordes, tal como
Y (d) = 0 ,
(o Y (∞) acotada si d → ∞), lo cual deja libre una constante cn. De esta forma, obtene-
mos las soluciones producto
un(x, y) = cnXn(x)Yn(y) ,
y podemos plantear una solucio´n ma´s general de la forma
u(x, y) =
∑
n
cnXn(x)Yn(y) . (V.3.17)
Las constantes cn pueden, finalmente, obtenerse a partir de una condicio´n de contorno no
homoge´na en el borde restante, tal como u(x, c) = f(x), obtenie´ndose la condicio´n
u(x, c) =
∑
n
cnXn(x)Yn(c) = f(x) . (V.3.18)
Esta u´ltima ecuacio´n corresponde al desarrollo en autofunciones de Lx de la funcio´n f(x).
Por completitud del conjunto de autofunciones, sabemos que tal desarrollo es posible para
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cualquier f(x) que satisfaga f(a) = f(b) = 0, si Yn(c) 6= 0 ∀ n. Por la ortogonalidad de
las Xn(x) (
∫ b
a
X∗n(x)Xn′(x)dx = N(n)δnn′ para Lx autodajunto), obtenemos entonces
cnYn(c) =
∫ b
a
X∗n(x)f(x)dx∫ b
a
X∗n(x)Xn(x)dx
(V.3.19)
de donde se obtiene cn. Si el problema original contenı´a datos no homoge´neos en ambas
fronteras, tal como u(x, c) = f(x), u(x, d) = h(x), se puede proceder en forma similar,
planteando la solucio´n como suma de aquella para u(x, c) = f(x), u(x, d) = 0 y aque-
lla para u(x, c) = 0, u(x, d) = h(x), o bien determinando las dos constantes de Yn(y)
simulta´neamente con las anteriores condiciones. Para otras condiciones de contorno para
las que Lx sea autoadjunto, se procede en forma similar, como se detalla en las secciones
siguientes.
Si, en cambio, y representa una variable temporal, es decir y → t, y si Ly ≡ Lt
involucra hasta derivadas segundas, las dos constantes arbitrarias de Yn(t) pueden deter-
minarse a partir de las condiciones iniciales u(x, t0) = f(x), ut(x, t0) = h(x), donde
ut(x, t0) =
∂u
∂t
|t=t0 , que nuevamente conducen, utilizando (V.3.17) para y = t0, al desa-
rrollo de f(x) y h(x) en las autofunciones de Lx (los detalles se dan en las secciones
siguientes). Ana´logamente, si Lt contiene so´lo derivadas de primer orden en t, Yn(t) con-
tendra´ una constante arbitraria, que se podra´ determinar de la condicio´n u(x, t0) = f(x).
Los resultados anteriores sugieren que el me´todo de separacio´n de variables es sufi-
ciente para proporcionar la solucio´n del problema planteado bajo las condiciones previas.
Esto es, efectivamente, ası´. Podemos arribar a este me´todo desde otro punto de vista,
planteando un desarrollo de la solucio´n u(x, y) en autofunciones Xn(x) de Lx con la
correspondiente condicio´n de contorno:
u(x, y) =
∑
n
cn(y)Xn(x) , (V.3.20)
donde, en principio, cn(y) =
∫ b
a X
∗
n(x)u(x,y)dx∫ b
a X
∗
n(x)Xn(x)dx
. No obstante, si (V.3.20) debe ser solucio´n
de (V.3.1) y la convergencia es uniforme, entonces, reemplazando en (V.3.1),
0 =
∑
n
{λxncn(y) + Ly[cn(y)]}Xn(x) ,
lo que implica, dada la ortogonalidad de las Xn(x), que Ly[cn(y)] = −λxncn(y), es decir,
cn(y) ∝ Yn(y). Vemos, pues, que si bien una solucio´n producto es una solucio´n muy
particular de (V.3.1), la solucio´n general (con condiciones de contorno que hagan a Lx un
operador de Sturm-Liouville autoadjunto) puede expresarse como una suma (o serie) de
soluciones producto.
Es evidente que, si las condiciones de contorno homoge´neas esta´n dadas sobre la va-
riable y en lugar de x, con Ly autoadjunto con tales condiciones, se procede en forma
similar (y ↔ x). Y si y representa en realidad a un conjunto de variables independientes
distintas de x, se procede tambie´n en forma ana´loga, realizando luego una nueva separa-
cio´n de variables en la ecuacio´n Ly(Y ) = −λxnY , en caso de ser esto posible.
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Observaciones:
1) si Lx → 1ρ(x)Lx, con Lx un operador de Sturm Liouville y ρ(x) > 0 para x ∈ (a, b),
entonces la ecuacio´n de autovalores resultante,
Lx(X) = kρ(x)X(x) ,
contiene una funcio´n de peso ρ(x). Nada cambia formalmente en las expresiones ante-
riores (aunque los autovalores y autofunciones sı´ cambian y las condiciones de contorno
deben ser las adecuadas), salvo que la ortogonalidad es ahora con peso ρ(x), por lo que
se debe incluir ρ(x) en las integrales (V.3.19).
2) Las expresiones anteriores pueden extenderse a un intervalo Rx infinito o semi-
infinito (por ejemplo, b → ∞), si Lx y las condiciones de contorno son adecuadas, pero
en tal caso n pasara´ a un ı´ndice continuo (n→ k), con las autofunciones satisfaciendo la
ortogonalidad
∫
x∈Rx X
∗
k(x)Xk′(x)dx = N(k)δ(k − k′). El procedimiento resulta equiva-
lente a resolver el problema por medio de una transformacio´n adecuada (transformada de
Fourier, etc.), como se vera´ en las secciones siguientes.
3) Si Yn(c) = 0 para algu´n n, el desarrollo (V.3.18) puede no ser factible para algunas
f(x) (las que contengan una componente no nula en la “direccio´n” de la Xn(x) corres-
pondiente). Pero esto no es un defecto del me´todo de separacio´n de variables, sino del
problema planteado: En estos casos el operador Lx + Ly resulta singular (posee un auto-
valor 0) y no existe necesariamente solucio´n del problema planteado si f(x) es general.
Los ejemplos especı´ficos que desarrollaremos en detalle en las pro´ximas secciones, y que
son todos de la forma (V.3.1), son:
1) La ecuacio´n de Laplace (V.3.5) en coordenadas cartesianas para una regio´n rectangular,
y su extensio´n a regiones producto tridimensionales o n-dimensionales.
2) La ecuacio´n de Laplace en coordenadas polares para en un sector circular,
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂θ2
= 0, a ≤ r ≤ b, 0 ≤ θ ≤ θm ,
con a ≥ 0. Si bien no es directamente de la forma (V.3.1), puede ser llevada inmediata-
mente a dicha forma multiplica´ndola por−r2. Es interesante observar que, si 0 ≤ θ < 2π,
la mera continuidad de la solucio´n y su derivada implica condiciones de contorno pe-
rio´dicas en θ. Si u(r, θ) = R(r)Θ(θ), la correspondiente ecuacio´n Lθ(Θ) = kΘ es una
ecuacio´n de autovalores para Lθ = − ∂2∂θ2 (con condiciones de contorno perio´dicas), que
implica k = −λθn = −n2, con n entero y Θn(θ) = einθ. En tal caso, Lr[R(r)] = −n2R(r)
no es una ecuacio´n de autovalores. Los detalles se dara´n en las secciones siguientes.
En forma similar se trata la ecuacio´n de Laplace en un sector esfe´rico a < r < b,
θ1 ≤ θ ≤ θ2, 0 ≤ φ ≤ φm.
3) La ecuacio´n de ondas unidimensional
∂2u
∂x2
− 1
v2
∂2u
∂t2
= 0, a ≤ x ≤ b, t ≥ 0 ,
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4) la ecuacio´n de difusio´n unidimensional,
α
∂2u
∂x2
− ∂u
∂t
= 0 .
Estas ecuaciones sera´n estudiadas en las secciones siguientes, al igual que sus extensiones
a dos y tres dimensiones en geometrı´as tipo producto en variables cartesianas o polares.
V.3.2. Autovalores y autofunciones de Lx + Ly
Consideremos ahora el problema de autovalores en dos dimensiones,
(Lx + Ly)(u) = λu, (x, y) ∈ Rx ×Ry , (V.3.21)
con una cierta condicio´n de contorno en el borde que haga a Lx + Ly autoadjunto, tal
como
u(a, y) = u(b, y) = 0, u(x, c) = u(x, d) = 0 . (V.3.22)
El problema tı´pico es el de los autovalores del laplaciano en un recta´ngulo, −∆u = λu,
(x, y) ∈ Rx ×Ry, o sea,
−(∂
2u
∂x2
+
∂2u
∂y2
) = λu , (x, y) ∈ Rx ×Ry . (V.3.23)
Escribiendo (V.3.21) como (Lx+Ly−λ)u = 0, podemos aplicar el me´todo de separacio´n
de variables, que conduce a las ecuaciones
Lx(X) = kX, X(a) = X(b) = 0, (V.3.24)
Ly(Y ) = (λ− k)Y, Y (c) = Y (d) = 0 . (V.3.25)
Las ecuaciones (V.3.25) son ambas ecuaciones de autovalores para Lx y Ly (pues λ no
esta´ determinado), por lo que
k = λxn, X(x) = Xn(x), n = 1, 2, 3, . . . , (V.3.26)
λ− k = λym, Y (y) = Ym(y), m = 1, 2, 3, . . . . (V.3.27)
Esto implica λ = λnm, con
λnm = λ
x
n + λ
y
m , (V.3.28)
unm(x, y) = Xn(x)Ym(y) . (V.3.29)
Los autovalores de Lx +Ly en una regio´n producto son, entonces, la suma de los autova-
lores de Lx y Ly, mientras que las correspondientes autofunciones son el producto de las
autofunciones de Lx y Ly.
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Puede demostrarse que toda autofuncio´n de Lx+Ly en una regio´n producto es, o bien
un producto de autofunciones de Lx y Ly (autofuncio´n producto), o bien una combinacion
lineal de autofunciones producto asociadas al mismo autovalor (cuando la dimensio´n del
espacio propio es mayor que uno). Efectivamente, de existir una autofuncio´n no producto
con autovalor distinto de los correspondientes a las que sı´ lo son, deberı´a ser ortogonal
a toda autofuncio´n producto, por ser las autofunciones de un operador autoadjunto orto-
gonales, pero toda funcio´n u(x, y) en Rx × Ry que satisfaga las condiciones de contorno
puede desarrollarse como suma o serie de autofunciones producto: Como ∀ y ∈ [c, d],
u(x, y) =
∑
n
cn(y)Xn(x), cn(y) =
∫ b
a
X∗n(x)u(x, y)dx∫ b
a
X∗n(x)Xn(x)dx
, (V.3.30)
y, adema´s,
cn(y)=
∑
m
cnmYm(y), cnm =
∫ d
c
Y ∗m(y)Cn(y)dy∫ b
a
Y ∗m(y)Ym(y)dy
, (V.3.31)
entonces
u(x, y) =
∑
n,m
cnmXn(x)Ym(y), cnm=
∫ b
a
∫ d
c
X∗n(x)Y
∗
m(y)u(x, y)dxdy∫ b
a
X∗n(x)Xn(x)dx
∫ d
c
Y ∗m(y)Ym(y)dy
.(V.3.32)
Una funcio´n ortogonal a todo producto, derivable y que satisfaga las condiciones de con-
torno debe, por lo tanto, ser nula (cnm = 0 ∀ n,m).
Por otra parte, si se tiene una autofuncio´n no producto cuyo autovalor coincide con
alguno de los autovalores asociados con las autofunciones que sı´ lo son, nuestro razona-
miento anterior muestra que la misma (ortogonal a todas las tipo producto que corres-
ponden a autovalores distintos al propio) debe, necesariamente, ser combinacio´n lineal
de aque´llas tipo producto con las cuales comparte autovalor y, por lo tanto, linealmen-
te dependiente. El conjunto ortogonal de todas las autofunciones producto unm(x, y) =
Xn(x)Ym(y) es, entonces, completo en Rx ×Ry.
Ejemplos especı´ficos sera´n desarrollados en las secciones siguientes.
V.3.3. Autovalores y autofunciones de 1
ρ(x)Lx + g(x)Ly
Consideremos, ahora, un problema de autovalores ma´s general,
(
1
ρ(x)
Lx + g(x)Ly)(u) = λu, (x, y) ∈ Rx ×Ry , (V.3.33)
donde Lx y Ly son operadores diferenciales del tipo de Sturm-Liouville en las variables
x e y respectivamente.
Esta ecuacio´n surge, por ejemplo, al considerar el problema de autovalores del lapla-
ciano en una regio´n circular −∆u(r, θ) = λu(r, θ), (r, θ) ∈ Rr ×Rθ. Ma´s precisamente,
−(∂
2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂θ2
) = λu, a ≤ r ≤ b, 0 ≤ θ ≤ θm , (V.3.34)
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que puede escribirse en la forma (V.3.33):
−(1
r
∂
∂r
(r
∂u
∂r
) +
1
r2
∂2u
∂θ2
) = λu, (r, θ) ∈ Rr ×Rθ . (V.3.35)
Como condiciones de contorno podemos considerar, por ejemplo, que u se anule en los
bordes si a > 0, θm < 2π. Si, en cambio, θm = 2π (anillo o disco), deben imponerse
condiciones de contorno perio´dicas en θ y, si a = 0 (disco o sector de disco), debe pedirse
que u permanezca acotada para r → 0, como se discutio´ anteriormente.
Retornando a (V.3.33), por simplicidad de notacio´n consideraremos en lo que sigue
que u se anula en el borde, con R = Rx × Ry y Rx = [a, b], Ry = [c, d]. Planteando
nuevamente en (V.3.33) una solucio´n producto u(x, y) = X(x)Y (y), se obtiene
1
ρ(x)
Lx[X(x)]Y (y) + g(x)X(x)Ly[Y (y)] = λX(x)Y (y), (V.3.36)
y, por lo tanto, dividiendo por g(x)X(x)Y (y),
1
g(x)
{
1
ρ(x)
Lx[X(x)]
X(x)
− λ
}
+
Ly[Y (y)]
Y (y)
= 0 , (V.3.37)
es decir,
Ly[Y (y)]
Y (y)
= − 1
g(x)
{
1
ρ(x)
Lx[X(x)]
X(x)
− λ
}
= k , (V.3.38)
con k constante. Esto conduce a las ecuaciones
Ly[Y (y)] = kY (y), Y (c) = Y (d) = 0 , (V.3.39)
Lx[X(x)] + kρ(x)g(x)X(x) = λρ(x)X(x) , X(a) = X(b) = 0 . (V.3.40)
La primera de estas ecuaciones es una ecuacio´n de autovalores esta´ndar para Ly, por lo
que
k = λym, Y (y) = Ym(y) , m = 1, 2, 3, . . . (V.3.41)
con λym e Ym(y) los autovalores y autofunciones de Ly con la condicio´n de contorno dada.
La segunda ecuacio´n la podemos ahora reescribir como
Lmx [X(x)] = λρ(x)X(x) , X(a) = X(b) = 0 , (V.3.42)
que es una ecuacio´n de autovalores con peso ρ(x) para el operador
Lmx = Lx + λ
y
mg(x)ρ(x) , (V.3.43)
donde el supraı´ndice m indica que depende de λym. Entonces
λ = λmn , X(x) = X
m
n (x), n = 1, 2, 3 . . . (V.3.44)
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donde λmn , Xmn (x), son los autovalores y autofunciones de Lmx , identificando m el auto-
valor correspondiente de Ly.
Los autovalores ya no son la suma de los autovalores de Lx y Ly, pero las autofuncio-
nes continu´an siendo el producto de dos autofunciones, una de Ly y otra de Lmx con peso
ρ(x):
[
1
ρ(x)
Lx + g(x)Ly]unm = λ
m
n unm , unm(x, y) = X
m
n (x)Ym(y) . (V.3.45)
Por ejemplo, en el caso de la ecuacio´n (V.3.35) para 0 < θ < 2π y 0 ≤ r ≤ b, con
u(b, θ) = 0, la ecuacio´n (V.3.39) resulta
−∂
2Θ
∂θ2
= kΘ (V.3.46)
que, junto con las condiciones de contorno perio´dicas, implica Θ(θ) ∝ eiνθ, con k = ν2
y ν entero. La ecuacio´n (V.3.42) es, entonces,
− ∂
∂r
(r
∂R
∂r
) +
ν2
r
R = rλR , (V.3.47)
que es una ecuacio´n de autovalores para el operador de Sturm-Liouville Lr = − ∂∂r (r ∂∂r )+
ν2
r
con peso r. Esta ecuacio´n puede escribirse como
R′′ +
R′
r
+ (λ− ν
2
r2
)R = 0 ,
que es una ecuacio´n de Bessel. Para 0 ≤ r ≤ b, ya sabemos (ver capı´tulo III) que la u´nica
solucio´n acotada de esta ecuacio´n es proporcional a
Rν(r) = J|ν|(
√
λr) , (V.3.48)
con Jν la funcio´n de Bessel de primera especie. La condicio´n de contorno R(b) = 0
implica entonces
√
λ = kνn/b, con k
ν
n el m-e´simo 0 de la funcio´n de Bessel Jν , ν > 0
(Jν(kνn) = 0). Por lo tanto, los autovalores y autofunciones del laplaciano en la regio´n
0 ≤ r ≤ b, 0 ≤ θ < 2π, son
λνn = (k
ν
n)
2/b2, unν(r, θ) = J|ν|(k
ν
nr/b)e
iνθ , (V.3.49)
existiendo dos autofunciones linealmente independientes por cada autovalor si ν 6= 0
(ν = ±|ν|).
Tanto este caso como el caso de las autofunciones del laplaciano en regiones cilı´ndri-
cas y esfe´ricas se tratara´n con mayor detalle en las secciones siguientes.
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Θ j
u j-1 u j u j+1
x-h x x+h
x
u
Figura 26: Esquema discreto para derivar la ecuacio´n de ondas en una dimensio´n.
V.4. Ondas en una dimensio´n espacial
V.4.1. Generalidades
El ejemplo ma´s tı´pico de ecuacio´n de tipo hiperbo´lico es la ecuacio´n de ondas. Empe-
cemos estudiando el caso de una dimensio´n espacial, considerando la propagacio´n de las
ondas que se producen en una cuerda vibrante homoge´nea. La ecuacio´n que gobierna la
deformacio´n de la cuerda vibrante sin forzado externo puede deducirse [9] considerando
un conjunto de partı´culas de masa m = ρh, unidas por tramos, de longitud h, de una
cuerda con masa despreciable, sometida a tensio´n constante T . Llamaremos uj(t) al des-
plazamiento vertical de la j−e´sima partı´cula, medido a partir de su posicio´n de equilibrio
y θj al a´ngulo que forma con el eje x positivo el segmento de cuerda que une las partı´culas
j−e´sima y j + 1−e´sima (ver figura 26). Entonces, para deformaciones pequen˜as:
sin θj ∼ tan θj ≈ uj+1(t)− uj(t)
h
.
Por lo tanto, las componentes de la tensio´n sobre la j−e´sima partı´cula son:
TV = T sin θj − T sin θj−1 ≈ T uj+1(t)− 2uj(t) + uj−1(t)
h
, TH ≈ 0
y la segunda ley de Newton implica:
u¨j(t) ≈ T
ρ
uj+1(t)− 2uj(t) + uj−1(t)
h2
.
Si, ahora, tomamos el lı´mite h → 0 y m → 0, con ρ constante, el nu´mero de partı´culas
tiende a infinito y, al mismo tiempo, el ı´ndice j se transforma en una variable continua x,
de modo que el sistema de ecuaciones ordinarias se transforma en la siguiente ecuacio´n
diferencial:
utt − v2uxx = 0 , (V.4.1)
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donde los subı´ndices indican derivadas parciales y v =
√
T/ρ es la velocidad de propa-
gacio´n, con ρ la densidad lineal de masa (constante) y T la tensio´n. En caso de existir
una fuerza externa que actu´a sobre la carga, se obtendra´ la correspondiente ecuacio´n in-
homoge´nea, con inhomogeneidad igual a la fuerza externa por unidad de longitud de la
cuerda.
Mencionemos, tambie´n, que la ecuacio´n de ondas (V.4.1) puede obtenerse a partir de
la densidad lagrangiana
L = 1
2
ρ(u2t − v2u2x) .
Las correspondientes ecuaciones de movimiento, ∂
∂t
∂L
∂ut
+ ∂
∂x
∂L
∂ux
= 0 conducen inmedia-
tamente a utt − v2uxx = 0 (ver VI.2).
V.4.2. Solucio´n de D´Alembert para la cuerda infinita
Antes de analizar los casos con condiciones de contorno, resolveremos la ecuacio´n de
onda para una cuerda infinita. En este caso, como veremos, basta con establecer las condi-
ciones iniciales para encontrar la solucio´n, tanto de la ecuacio´n homoge´nea o libre como
de la ecuacio´n inhomoge´nea o forzada. Dado que se trata de una ecuacio´n diferencial de
segundo orden en t, el proceso de determinar su solucio´n requiere dos integraciones y, por
lo tanto, es necesario el conocimiento de dos condiciones iniciales (perfiles iniciales de
deformacio´n y de velocidades). Comencemos por el problema homoge´neo y determine-
mos su solucio´n, conocida como solucio´n de D´Alembert. Como hemos visto, dado que
(V.4.1) es una ecuacio´n hiperbo´lica, su solucio´n general tiene la forma
u(x, t) = f(x− vt) + g(x+ vt) , (V.4.2)
lo que representa una onda f(x − vt) propaga´ndose hacia valores crecientes de x con
velocidad v (onda progresiva) y otra, g(x+ vt), propaga´ndose hacia valores decrecientes
de x con velocidad −v (onda regresiva). El primer te´rmino es constante a lo largo de las
rectas caracterı´sticas x− vt = c1 y el segundo lo es a lo largo de las rectas caracterı´sticas
x+ vt = c2.
Dado que u(x, t) tiene la forma (V.4.2), las condiciones iniciales (deformacio´n y ve-
locidad iniciales de cada punto de la cuerda) implican
u(x, 0) = φ(x) = f(x) + g(x) ,
ut(x, 0) = ψ(x) = v[g
′(x)− f ′(x)]
y podemos determinar las funciones f y g como
f(x) =
1
2
[φ(x)−Ψ(x)/v] ,
g(x) =
1
2
[φ(x) + Ψ(x)/v] ,
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Figura 27: La deformacio´n u como funcio´n de x y t para deformacio´n inicial φ(x) =
(1− |x|)H(1− |x|) y perfil inicial de velocidades ψ(x) = 0, v = 1.
donde Ψ(x) =
∫ x
x0
ψ(x′)dx′ es una primitiva de ψ(x). Teniendo en cuenta que Ψ(x +
vt)−Ψ(x− vt) = ∫ x+vt
x−vt ψ(x
′)dx′, se encuentra que la solucio´n esta´ dada por
u(x, t) =
1
2
[φ(x− vt) + φ(x+ vt)] + 1
2v
∫ x+vt
x−vt
ψ(x′)dx′ , (V.4.3)
que se conoce como la solucio´n de D’ Alembert. La forma inicial φ(x) se separa, entonces,
en dos pulsos 1
2
φ(x±vt) que viajan en sentidos opuestos, mientras que la velocidad inicial
origina dos pulsos de distinto signo± 1
2v
Ψ(x±vt), tambie´n viajando en sentidos opuestos.
Partiendo la integral en forma adecuada, es fa´cil verificar que la solucio´n de D´Alembert
respeta (obviamente, pues ası´ la dedujimos) la forma general (suma de ondas progresiva
y regresiva) de la ecuacio´n V.4.2.
V.4.2.1. Solucio´n fundamental para la cuerda infinita
Es interesante observar que la solucio´n de D´Alembert tambie´n puede expresarse en
la forma
u(x, t) =
∫ ∞
−∞
[Kt(x− x′, t)φ(x′) +K(x− x′, t)ψ(x′)]dx′ , (V.4.4)
donde
K(x− x′, t) = 1
2v
[H(x− x′ + vt)−H(x− x′ − vt)] (V.4.5)
es la solucio´n de la ecuacio´n homoge´nea
Ktt(x− x′, t)− v2Kxx(x− x′, t) = 0 (V.4.6)
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Figura 28: La deformacio´n u como funcio´n de x y t, para deformacio´n inicial φ(x) = 0 y
perfil inicial de velocidades ψ(x) = H(1− |x|), v = 1.
correspondiente a las condiciones iniciales K(x−x′, 0) = 0 y Kt(x−x′, 0) = δ(x−x′).
K(x − x′, t) se denomina solucio´n fundamental y, a veces, funcio´n respuesta. Depende,
en el caso de una cuerda infinita, so´lo de la diferencia x − x′, debido a la invariancia
traslacional. Para t > 0, K(x, t) = 1/(2v) en el cono del futuro (la regio´n |x| ≤ vt),
anula´ndose fuera del mismo, mientras que para t < 0, K(x, t) = −1/(2v) en el cono del
pasado (|x| ≤ −vt), anula´ndose tambie´n fuera del mismo.
Para t > 0, K(x−x′, t) es, por lo tanto, no nula (e igual a 1/(2v)) so´lo en el intervalo
|x − x′| < vt, mientras que Kt(x − x′, t) = (δ(x − x′ + vt) + δ(x − x′ − vt))/2. Para
t > 0, los datos iniciales que se encuentran fuera del cono del pasado del punto (x, t) no
afectan, en consecuencia, el valor de u(x, t).
La ecuacio´n (V.4.4) muestra que la solucio´n para las condiciones iniciales u(x, 0) =
0 ∀x, ut(x, 0) = ψ(x) es la convolucio´n, en la variable x, de la solucio´n fundamental con
ψ(x). Por su parte, la solucio´n correspondiente a u(x, 0) = φ(x), ut(x, 0) = 0 ∀x es la
convolucio´n de Kt con φ(x). En efecto, es directo mostrar que, dado que K(x − x′, t)
satisface la ecuacio´n homoge´nea (V.4.6), Kt(x − x′, t) tambie´n la satisface. Adema´s,
la segunda condicio´n inicial satisfecha por K(x − x′, 0) muestra que su derivada tem-
poral satisface la condicio´n de tener una deformacio´n inicial igual a la delta de Dirac.
En cuanto a su perfil inicial de velocidades, de la ecuacio´n diferencial (V.4.6) se tiene
Ktt(x− x′, 0) = v2Kxx(x− x′, 0) = 0, debido a que K es ide´nticamente nula para t = 0.
Notemos, tambie´n, que la solucio´n para u(x, 0) = φ(x) y ut(x, 0) = 0 ∀x puede ob-
tenerse por convolucio´n de φ(x) con Kt(x− x′, t) y, por lo tanto, es la derivada temporal
de la solucio´n correspondiente a u(x, 0) = 0 ∀x y ut(x, 0) = φ(x), lo que puede verifi-
carse directamente. Finalmente, la propiedad de superposicio´n implica que la solucio´n de
la ecuacio´n homoge´nea, con ambas condiciones iniciales no nulas, es la suma de las dos
anteriores.
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Hx',t'L
t-t'=Hx-x'Lvt-t'=-Hx-x'Lv
x
t
Hx,tL
t'-t=-Hx'-xLv
t'-t=Hx'-xLv
x'
t'
Figura 29: Izquierda: El cono del pasado y el cono del futuro respecto de un punto (x′, t′)
en el plano (x, t). Ambos forman el soporte de K(x − x′, t − t′), mientras que so´lo el
cono del futuro es el soporte de G(x−x′, t− t′). Derecha: El cono del pasado de un punto
(x, t) en el plano (x′, t′), que es el soporte de G(x− x′, t− t′).
V.4.2.2. Ecuacio´n inhomoge´nea. Funcio´n de Green causal para la cuerda infinita
Consideremos ahora el problema de las vibraciones forzadas de una cuerda. En este
caso, tendremos:
utt − v2uxx = f(x, t) , (V.4.7)
con f(x, t) = F (x, t)/ρ, siendo F (x, t) la fuerza externa aplicada por unidad de lon-
gitud. Entonces (suponiendo que ux y ut se anulan para x → ±∞) tenemos dE/dt =∫∞
−∞ utF (x, t)dx, donde la integral representa la potencia aplicada.
La solucio´n de (V.4.7) puede obtenerse por distintos me´todos. Consideraremos aquı´ u´ni-
camente el me´todo basado en la funcio´n de Green causal. Definimos la funcio´n de Green
causal como
G(x, t) ≡ K(x, t)H(t) , (V.4.8)
donde H(t) es la funcio´n de Heaviside. Puede verificar el lector que G(x − x′, t − t′)
satisface la ecuacio´n
Gtt(x− x′, t− t′)− v2Gxx(x− x′, t− t′) = δ(t− t′)δ(x− x′) , (V.4.9)
dado que Ktt − v2Kxx = 0 y K(x, t)δ(t) = K(x, 0)δ(t) = 0. Entonces, G(x− x′, t− t′)
representa la respuesta del sistema a una fuerza impulsiva en el punto x′ y en el instante
t′, estando el sistema en reposo para t < t′. Depende so´lo de x−x′ debido a la invariancia
traslacional. Adema´s, G(x − x′, t − t′) = G(x′ − x, t′ − t) ya que, siendo autoadjunto
el operador en derivadas parciales, se satisface la propiedad de reciprocidad, de modo
totalmente ana´logo al ya discutido en el contexto de problemas de Sturm-Liouville. Como
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funcio´n de x, t, G(x, t) es no nula (e igual a 1/(2v)) so´lo en el cono del futuro del punto
(x′, t′) (|x−x′| ≤ v(t−t′)) mientras que, como funcio´n de x′, t′, es no nula so´lo en el cono
del pasado del punto (x, t) (|x′−x| ≤ v(t− t′)). La solucio´n de la ecuacio´n inhomoge´nea
(V.4.7), suponiendo que el sistema esta´ en reposo para t = −∞ y teniendo en cuenta
la linealidad de la ecuacio´n y el hecho de que podemos descomponer f(x, t) como una
integral de fuerzas impulsivas (f(x, t) = ∫∞−∞ ∫∞−∞ f(x′, t′)δ(x− x′)δ(t− t′)dx′dt′), es
u(x, t) =
∫ ∞
−∞
∫ ∞
−∞
G(x− x′, t− t′)f(x′, t′)dx′dt′ , (V.4.10)
donde el integrando es, por supuesto, no nulo so´lo en el cono del pasado del punto (x, t).
Esta doble convolucio´n de la funcio´n de Green causal con la inhomogeneidad se conoce
como fo´rmula de Duhamel.
Problema sugerido V.4.1 Verificar, utilizando la linealidad de la ecuacio´n que, efec-
tivamente, la expresio´n anterior para u(x, t) satisface la ecuacio´n (V.4.7).
La solucio´n general de la ecuacio´n
utt − v2uxx = f(x, t) ,
con f(x, t) = 0 para t < 0 y las condiciones iniciales u(x, 0) = φ(x), ut(x, 0) = ψ(x),
puede entonces escribirse, para t > 0, como
u(x, t) =
∫ ∞
−∞
[Kt(x− x′, t)φ(x′) +K(x− x′, t)ψ(x′)] dx′
+
∫ ∞
−∞
∫ ∞
−∞
G(x− x′, t− t′)f(x′, t′)dx′dt′ , (V.4.11)
donde hemos utilizado la propiedad de superposicio´n, derivada de la linealidad de la ecua-
cio´n diferencial.
Como ejemplo simple, si f(x, t) = −cH(t) (fuerza constante para t > 0) y φ(x) ≡ 0,
ψ(x) ≡ 0, se obtiene, para t > 0,
u(x, t) = − c
2v
∫ t
0
dt′
∫ x+vt′
x−vt′
dx′ = −ct2/2 ,
resultado que corresponde a una aceleracio´n constante de los puntos de la cuerda.
V.4.3. Cuerda semi-infinita con extremo fijo
Analicemos ahora el comportamiento de una cuerda semi-infinita con origen en x = 0.
Supondremos, primero, que la cuerda se encuentra fija en ese extremo, lo que implica
la condicio´n de contorno u(0, t) = 0 ∀ t. Consideremos, en primer lugar, la ecuacio´n
diferencial homoge´nea (f(x, t) = 0) con condiciones iniciales u(x, 0) = φ(x), ut(x, 0) =
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ψ(x), donde φ y ψ esta´n definidas para x ≥ 0. Debemos, entonces, encontrar la solucio´n
al problema
utt − v2uxx = 0 , (V.4.12)
u(x, 0) = φ(x) , (V.4.13)
ut(x, 0) = ψ(x) , (V.4.14)
para x ≥ 0, con la condicio´n de contorno
u(0, t) = 0 ∀t ≥ 0 . (V.4.15)
Podemos utilizar la solucio´n de D’Alembert que hemos estudiado antes, extendiendo
en forma ficticia la cuerda a todos los valores de x y considerando, despue´s, so´lo la solu-
cio´n en la regio´n fı´sica x ≥ 0, a condicio´n de garantizar el cumplimiento de la condicio´n
de contorno extendiendo adecuadamente las funciones φ(x) y ψ(x), que so´lo esta´n defi-
nidas para x ≥ 0, a la regio´n no fı´sica x < 0. Es un caso particular del llamado me´todo
de las ima´genes, de amplia aplicacio´n en la resolucio´n de problemas con condiciones de
contorno. Veremos a continuacio´n que la forma adecuada de garantizar el cumplimiento
de la presente condicio´n de contorno consiste en extender ambas funciones que determi-
nan las condiciones iniciales como funciones impares de x. En efecto, la solucio´n a la
ecuacio´n diferencial tiene la forma
u(x, t) = f(x− vt) + g(x+ vt), ∀x ≥ 0 .
La condicio´n de contorno implica
u(0, t) = f(−vt) + g(vt) = 0, ∀t ≥ 0
o, equivalentemente,
f(−ξ) = −g(ξ), ∀ξ ≥ 0 . (V.4.16)
Usando este resultado, resulta para la deformacio´n inicial
u(x, 0) = f(x) + g(x) = f(x)− f(−x) = φ(x), ∀x ≥ 0 .
De esta u´ltima expresio´n, evaluada en −x, resulta
φ(−x) = f(−x)− f(x) = −φ(x) ,
lo cual muestra que, en efecto, la deformacio´n inicial debe extenderse como impar a la
regio´n no fı´sica.
En cuanto al perfil inicial de velocidades,
ut(x, 0) = v(f
′(x)− g′(x)) = ψ(x), ∀x ≥ 0 .
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Derivando la ecuacio´n (V.4.16) resulta
f ′(−ξ) = g′(ξ), ∀x ≥ 0 .
Por lo tanto, tenemos
ψ(x) = v(f ′(x)− f ′(−x)), ∀x ≥ 0 .
En estas condiciones, ψ(−x) = v(f ′(−x) − f ′(x)) = −ψ(x), ∀x ≥ 0, lo cual mues-
tra que tambie´n el perfil inicial de velocidades debe ser extendido en forma impar para
garantizar que se satisfaga la condicio´n de contorno de extremo fijo a todo tiempo t ≥ 0.
Resumiendo: en este caso puede usarse, para x ≥ 0, la expresio´n de D’Alembert de
la solucio´n para una cuerda infinita, extendiendo ambas condiciones iniciales en forma
impar respecto de x = 0, es decir,
φ(−x) = −φ(x), ψ(−x) = −ψ(x) .
Es inmediato verificar que, entonces, la solucio´n (V.4.3) satisface la condicio´n de
contorno adecuada. En efecto, utilizando el subı´ndice I para denotar las respectivas ex-
tensiones impares de las condiciones iniciales, se tiene
u(0, t) =
1
2
[φI(vt) + φI(−vt)] + 1
2v
∫ vt
−vt
ψI(x
′)dx′ = 0, ∀t ≥ 0 ,
donde hemos usado la definicio´n de funcio´n impar y que la integral de una funcio´n impar
sobre un intervalo sime´trico se anula.
La consecuencia fı´sica inmediata es que los pulsos se reflejan en el origen con inver-
sio´n de signo, ya que el pulso que se propaga hacia la izquierda en la regio´n fı´sica se
encuentra, al llegar al origen, con el pulso progresivo “virtual”, que proviene de x < 0
y que tiene el signo opuesto, el cual luego continu´a propaga´ndose hacia la derecha en el
sector “real”.
La funcio´n respuesta correspondiente, definida para x ≥ 0, x′ ≥ 0, es
KD(x, x
′, t) = K(x− x′, t)−K(x+ x′, t)
y satisface
KDtt(x, x
′, t)− v2KDxx(x, x′, t) = 0 ,
KD(x, x
′, 0) = 0, KDt(x, x
′, 0) = δ(x− x′) , KD(0, x′, t) = 0 .
Representa la solucio´n de la ecuacio´n homoge´nea con las condiciones iniciales φ(x) = 0,
ψ(x) = δ(x−x′), que satisface la condicio´n de contorno Kf (0, x′, t) = 0. Esta no es otra
cosa que la solucio´n de la ecuacio´n homoge´nea para la cuerda infinita con las condiciones
iniciales φ(x) = 0 y ψ(x) = δ(x − x′) − δ(x + x′). Notemos que KD(x, x′, t) ya no
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Figura 30: Izquierda: La deformacio´n de una cuerda semi-infinita con extremo fijo en
x = 0, como funcio´n de x y t, para deformacio´n inicial triangular y perfil inicial de
velocidades ide´nticamente nulo (con v = 1). Obse´rvese la evolucio´n de los frentes de
onda progresivo y regresivo en la regio´n fı´sica, ası´ como la reflexio´n con cambio de signo,
que ocurre a partir de t = 2. Derecha: La correspondiente extensio´n impar de la condicio´n
inicial.
es funcio´n de (x − x′), dado que se ha roto la invariancia traslacional. La solucio´n final
puede escribirse como
u(x, t) =
∫ ∞
0
[KDt(x, x
′, t)φ(x′) +KD(x, x′, t)ψ(x′)]dx′
=
{
1
2
[φ(x− vt) + φ(x+ vt)] + ∫ x+vt
x−vt ψ(x
′)dx′ x ≥ vt
1
2
[−φ(vt− x) + φ(x+ vt)] + ∫ x+vt
vt−x ψ(x
′)dx′ x < vt
.(V.4.17)
Del mismo modo, la solucio´n de la ecuacio´n inhomoge´nea utt − v2uxx = f(x, t)
puede hallarse extendiendo f(x, t) en forma impar para x < 0 (f(−x, t) = −f(x, t)) y
utilizando entonces la solucio´n para la cuerda infinita:
u(x, t) =
∫ ∞
−∞
∫ ∞
−∞
G(x− x′, t− t′)f(x′, t′)dx′dt′
=
∫ ∞
0
dx′
∫ ∞
−∞
GD(x, x
′.t− t′)f(x′, t′)dt′ ,
con
GD(x, x
′, t) = KD(x, x′, t)H(t) = G(x− x′, t)−G(x+ x′, t) (V.4.18)
la funcio´n de Green causal para la cuerda semi-infinita, que satisface (para x > 0, x′ > 0)
GDtt(x, x
′, t− t′)− v2GDxx(x, x′, t− t′) = δ(x− x′)δ(t− t′) ,
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Figura 31: Perfil de una cuerda semi-infinita con extremo fijo para distintos tiempos. Aquı´,
x0 y t0 son unidades de espacio y tiempo tales que vt0 = x0.
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con la condicio´n de contorno GD(0, x′, t − t′) = 0 y la condicio´n inicial GD(x, x′, t −
t′) = 0 para t < t′. Es fa´cil verificar, entonces, que u(x, t) es la solucio´n particular de la
ecuacio´n inhomoge´nea que satisace u(x, t) = 0 para t→ −∞, con u(0, t) = 0 ∀ t.
Finalmente, discutamos el problema con condiciones de contorno inhomoge´neas
utt − v2uxx = 0, u(0, t) = g(t) . (V.4.19)
Supondremos u(x, t) = 0, ut(x, t) = 0 y g(t) = 0 para t < 0, de modo que, para t ≥ 0,
la elongacio´n se origine so´lo por la condicio´n de contorno. Es fa´cil ver que la solucio´n,
que tiene que ser de la forma (V.4.2), es sencillamente
u(x, t) = g(t− x/v) , (V.4.20)
ya que satisface utt − v2uxx = 0 y la condicio´n de contorno. Las excitaciones en x = 0
se propagan hacia la derecha con velocidad v. Puede escribirse la solucio´n tambie´n en
te´rminos de GD como
u(x, t) = v2
∫ ∞
−∞
GDx′ (x, x
′, t− t′)|x′=0 g(t′)dt′ , (V.4.21)
dado que GDx′ (x, x
′, t)|x′=0 = v−1δ(x− vt)H(t) (x > 0).
Debido a la linealidad, la solucio´n general de la ecuacio´n
utt − v2uxx = f(x, t)
con las condiciones iniciales u(x, 0) = φ(x), ut(x, 0) = ψ(x), y la condicio´n de contorno
u(0, t) = g(t), suponiendo que tanto f como g se anulan para t < 0, puede escribirse
como
u(x, t) =
∫ ∞
0
[GDt(x, x
′, t)φ(x′) +GD(x, x′, t)ψ(x′)]dx′
+
∫ ∞
0
dx′
∫ ∞
0
dt′GD(x, x′, t− t′)f(x′, t′) + g(t− x/v) . (V.4.22)
V.4.4. Cuerda semi-infinita con extremo libre
Pasemos ahora al caso de la cuerda con el extremo libre (ux(0, t) = 0, lo que impli-
ca que no existen fuerzas verticales en x = 0). En esta situacio´n, puede procederse en
forma ana´loga al caso de extremo fijo, esta vez completando las condiciones iniciales (y
la inhomogeneidad, si la hubiese) en forma par con respecto a x = 0 (φ(−x) = φ(x),
ψ(−x) = ψ(x), f(x, t) = f(−x, t)). En tal caso, la solucio´n (V.4.3) implica
ux(0, t) =
1
2
[φ′(vt) + φ′(−vt)] + 1
2v
[ψ(vt)− ψ(−vt)] = 0 .
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Figura 32: Izquierda: La deformacio´n u(x, t) en la regio´n fı´sica para una cuerda semi-
infinita con extremo libre, con deformacio´n inicial triangular y perfil inicial de velocidades
ide´nticamente nulo (v = 1). Pueden observarse la reflexio´n sin cambio de signo y el
comportamiento de la derivada con respecto a x en x = 0. Derecha: La correspondiente
extensio´n par de la condicio´n inicial.
La consecuencia fı´sica es la reflexio´n de los pulsos, en el origen, sin cambio de signo.
La funcio´n respuesta correspondiente es
KN(x, x
′, t) = K(x− x′, t) +K(x+ x′, t) (V.4.23)
y la funcio´n de Green causal es
GN(x, x
′, t) = KN(x, x′, t)H(t) = G(x− x′, t) +G(x+ x′, t). (V.4.24)
Ambas satisfacen, de modo evidente, la condicio´n de contorno de anulacio´n de su
derivada con respecto a x en x = 0.
V.4.5. Cuerda Finita: energı´a y condiciones de contorno
La energı´a de un segmento de cuerda x1 ≤ x ≤ x2 es
Ex1 x2 =
ρ
2
∫ x2
x1
(u2t + v
2u2x)dx , (V.4.25)
donde el primer te´rmino en el integrando representa la energı´a cine´tica por unidad de
longitud y el segundo, la energı´a potencial ela´stica. La derivada temporal de la ecuacio´n
anterior conduce a
dEx1 x2
dt
= ρ
∫ x2
x1
(ututt + v
2uxuxt)dx
= ρ
∫ x2
x1
[ut(utt − v2uxx)]dx+ ρv2uxut|x2x1 , (V.4.26)
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Figura 33: Perfil de una cuerda semi-infinita con extremo libre para distintos tiempos.
Aquı´ x0 y t0 son unidades de espacio y tiempo tales que vt0 = x0.
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donde hemos efectuado una integracio´n por partes. El primer te´rmino del lado derecho de
la igualdad anterior se anula si u(x, t) es solucio´n de la ecuacio´n de ondas (homoge´nea),
mientras que el segundo te´rmino representa el flujo de energı´a por unidad de tiempo (po-
tencia) a trave´s de los bordes del segmento. El mismo es nulo si, en cada uno de los bordes
x = xi, i = 1, 2, se satisface la versio´n homoge´nea (f(t) = 0 ∀t, g(t) = 0 ∀t) de alguna
de las dos primeras condiciones de contorno locales que se detallan a continuacio´n:
1. Condiciones de contorno Dirichlet: posicio´n del extremo de la cuerda determinada
como funcio´n del tiempo: u(x = xi, t) = f(t). En particular, el caso homoge´neo
f(t) = 0, ∀t, representa la condicio´n de extremo fijo u(x = xi, t) = 0.
2. Condiciones de contorno Neumann: tensio´n en el extremo de la cuerda determinada
como funcio´n del tiempo: ux(x = xi, t) = g(t). En particular, el caso homoge´neo
g(t) = 0, ∀t, representa la condicio´n de extremo libre (ya que ux(x = xi, t) = 0
implica anulacio´n de la componente vertical de la tensio´n en el extremo).
3. Condiciones de contorno Robin: cierta combinacio´n lineal de la deformacio´n y su
derivada normal en el extremo conocida como funcio´n del tiempo: un(x = xi, t) +
ku(x = xi, t) = h(t), con k > 0, donde n es la normal exterior (ux enx = x2 y
−ux enx = x1). El caso homoge´neo de la presente ecuacio´n representa el extremo
sujeto a una fuerza restauradora proporcional a la deformacio´n.
Para cualquier combinacio´n de las dos primeras condiciones antes enumeradas en
uno y otro extremos es posible demostrar, usando el cara´cter constante de la energı´a que
aparece en la ecuacio´n (V.4.25), que la solucio´n de la ecuacio´n de ondas (tanto homoge´nea
como inhomoge´nea) en la regio´n x1 ≤ x ≤ x2, para determinadas condiciones iniciales
del tipo u(x, 0) = φ(x), ut(x, 0) = ψ(x), es u´nica. En efecto, la diferencia w = u1 − u2
entre dos posibles soluciones del mismo problema se anula inicialmente (w(x, 0) = 0,
wt(x, 0) = 0). Adema´s, para condiciones de los dos primeros tipos, en los bordes satisface
w(xi, t) = 0, i = 1, 2 (o bien wx(xi, t) = 0, i = 1, 2, o condiciones de un tipo en
un extremo y de otro tipo en el otro extremo), por lo que su energı´a Ex1x2 es constante
e igual a su valor inicial, que es nulo. Esto implica que w(x, t) es constante, es decir
w(x, t) ≡ 0 en virtud de la condiciones de contorno e iniciales que satisface.
En el caso de condiciones Robin , w(x, t) = u1(x, t) − u2(x, t) esta´ sujeta a acopla-
miento ela´stico en el borde. Usando explı´citamente las condiciones de contorno en ambos
extremos se tiene, de la ecuacio´n (V.4.26),
dEx1 x2
dt
= −kρv
2
2
[
d
dt
[w(x2, t)]
2 +
d
dt
[w(x1, t)]
2
]
.
Integrando en la variable t se obtiene para la energı´a
Ex1 x2(t) = −
kρv2
2
[
[w(x2, t)]
2 + [w(x1, t)]
2] ≤ 0 ,
donde hemos usado que w(x, 0) = 0 ∀ x.
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Por su parte, la ecuacio´n (V.4.25) muestra que Ex1 x2(t) ≥ 0. Por lo tanto, la energı´a
resulta ide´nticamente nula, lo cual conduce a w(x, t) ide´nticamente nula y, por ende, a la
unicidad de la solucio´n.
V.4.6. Cuerda Finita: Resolucio´n por Separacio´n de Variables
El problema de una cuerda finita de longitud L, con condiciones de contorno ho-
moge´neas dadas en ambos extremos puede, en forma similar, resolverse mediante el me´to-
do de las ima´genes. Por ejemplo, si ambos extremos esta´n fijos, debera´ garantizarse que
u(0, t) = u(L, t) = 0, ∀t ≥ 0. Esto requiere que las funciones φ(x) y ψ(x), dadas so´lo
para 0 ≤ x ≤ L, sean extendidas como impares, tanto con respecto a x = 0 como con
respecto a x = L. Entonces, tendremos
φ(x) = −φ(−x) φ(x) = −φ(2L− x), ∀x ∈ [0, L]
o, equivalentemente, φ(x) = φ(−x) y φ(x) perio´dica de perı´odo 2L. Lo mismo vale
para ψ(x) y, eventualmente, para la inhomogeneidad. Sin embargo, la solucio´n se obtiene
de modo ma´s directo utilizando el me´todo de separacio´n de variables, que conduce a un
desarrollo de las soluciones en autofunciones de un operador de Sturm-Liouville (Ver
V.3).
Consideremos, nuevamente, la ecuacio´n de ondas
∂2u
∂t2
= v2
∂2u
∂x2
. (V.4.27)
Planteando una solucio´n particular del tipo
u(x, t) = T (t)X(x)
se obtiene T ′′(t)X(x) = v2X ′′(x)T (t), es decir,
T ′′(t)
v2T (t)
=
X ′′(x)
X(x)
= −k2 ,
donde k debe ser constante, dado que los dos primeros miembros dependen u´nicamente
de t y x respectivamente. Se obtienen ası´ las ecuaciones
X ′′ = −k2X,
T ′′ = −(vk)2T,
cuya solucio´n general es
X(x) = A cos(kx) + B sin(kx)
T (t) = a cos(vkt) + b sin(vkt) ,
si k 6= 0 y
X(x) = A+ Bx, T (t) = a+ bt ,
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si k = 0. La solucio´n para k 6= 0 puede escribirse como
u(x, t) = [A cos(kx)+B sin(kx)][a cos(vkt)+b sin(vkt)]
= 1
2
[cos(kx−vkt)(Aa+Bb)+cos(kx+vkt)(Aa−Bb)
+ sin(kx−vkt)(Ba−Ab) + sin(kx+vkt)(Ba+Aa)]
y se verifica que es de la forma f(x − vt) + g(x + vt). Lo mismo ocurre para k = 0, ya
que x = 1
2
((x+ vt) + (x− vt) y t = 1
2
((x+ vt)− (x− vt))/v.
V.4.6.1. Cuerda finita con extremos fijos
Consideremos, en particular, una cuerda finita de longitud L. Si los extremos esta´n
fijos, tenemos la condicio´n de contorno
u(0, t) = u(L, t) = 0 . (V.4.28)
Como ya sabemos, bajo estas condiciones de contorno, no existe solucio´n con k = 0.
Para k 6= 0, la condicio´n en el origen exige A = 0 y la condicio´n en x = L reduce a
B sin(kL) = 0 ,
de donde, para B 6= 0,
k =
nπ
L
, n = 1, 2, . . .
Esto muestra que k es, efectivamente, real (no hay solucio´n para k complejo), como co-
rresponde a un operador de Sturm-Liouville autoadjunto en la variable x. En efecto, los
valores de k2 son precisamente los autovalores del operador de Sturm Liouville L = − d2
dx2
con la condicio´n de contorno (V.4.28), y
X(x) = B sin(
nπ
L
x)
son las correspondientes autofunciones (recordemos que las correspondientes a autovalo-
res distintos son ortogonales:
∫ L
0
sin(nπ
L
x) sin(mπ
L
x)dx = L
2
δnm). Representan los modos
normales de vibracio´n con la condicio´n de contorno (V.4.28). El n-e´simo modo posee
n− 1 nodos xm = mnL, m = 1, . . . , n− 1, en los que X(xm) = 0.
La solucio´n particular producto es, pues, de la forma
u(x, t) = sin(
nπ
L
x)[an cos(
nπv
L
t) + bn sin(
nπv
L
t)] (V.4.29)
= An sin(
nπ
L
x) cos(
nπv
L
t− γ), An =
√
a2n + b
2
n ,
con tan γ = bn/an, que representa una onda estacionaria. Es la superposicio´n de ondas
sinusoidales de igual amplitud que se propagan en sentidos opuestos:
u(x, t) = 1
2
{an[sin[kn(x− vt)] + sin[kn(x+ vt)]]
+bn[cos[kn(x− vt)]− cos[kn(x+ vt)]]} ,
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con kn = nπ/L, n = 1, 2, ...,∞.
No´tese que, como indicaba nuestra discusio´n sobre el me´todo de las ima´genes, la
solucio´n (V.4.29) es impar y perio´dica de perı´odo 2L en la variable x.
La solucio´n general de (V.4.27), en este caso, es de la forma
u(x, t) =
∞∑
n=1
sin(
nπ
L
x)[an cos(
nπv
L
t) + bn sin(
nπv
L
t)]. (V.4.30)
En efecto, si u(x, 0) = φ(x), ut(x, 0) = ψ(x), entonces
φ(x) =
∞∑
n=1
an sin(
nπ
L
x) ,
ψ(x) =
∞∑
n=1
nπv
L
bn sin(
nπ
L
x) ,
que representan el desarrollo de medio rango en serie de senos de φ(x) y ψ(x). Por lo
tanto,
an =
2
L
∫ L
0
φ(x) sin(
nπ
L
x)dx ,
bn =
2
nπv
∫ L
0
ψ(x) sin(
nπ
L
x)dx .
Notemos, una vez ma´s, que la solucio´n general (V.4.30) no es de la forma X(x)T (t), sino
una suma de soluciones producto.
Funcio´n respuesta. La funcio´n respuestaK(x, x′, t) es la solucio´n para las condiciones
iniciales φ(x) = 0, ψ(x) = δ(x− x′). En este caso, se obtiene:
an = 0, bn =
2
nπv
sin(
nπ
L
x′) ,
de donde
KDD(x, x
′, t) =
2
nπv
∞∑
n=1
sin(
nπ
L
x) sin(
nπ
L
x′) sin(
nπv
L
t) .
La solucio´n anterior para u(x, 0) = φ(x), ut(x, 0) = ψ(x) puede, entonces, escribirse
como
u(x, t) =
∫ L
0
KDDt(x, x
′, t)φ(x′)dx′ +
∫ L
0
KDD(x, x
′, t)ψ(x′)dx′ , (V.4.31)
en forma similar al caso de la cuerda infinita. Notar que, como en el caso de la cuer-
da semi-infinita, KDD(x, x′, t) es funcio´n de x y x′ separadamente, y no de x − x′,
ya que se ha perdido la invariancia traslacional. Sin embargo, sigue cumplie´ndose que
KDD(x, x
′, t) = KDD(x′, x, t), debido al cara´cter autoadjunto del operador de Sturm-
Liouville en la variable x.
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Figura 34: Evolucio´n de la elongacio´n de una cuerda finita fija en los bordes para con-
dicio´n inicial u(x, 0) ∝ sin(πx/L) + sin(2πx/L), ut(x, 0) = 0. L es la longitud de la
cuerda y T el perı´odo del modo fundamental.
V.4.6.2. Cuerda finita con extremos libres
En este caso, la condicio´n de contorno es
ux(0, t) = ux(L, t) = 0 . (V.4.32)
Para k 6= 0, las condiciones de contorno implican B = 0 y la ecuacio´n
A sin(kL) = 0 ,
de donde
k =
nπ
L
, n = 1, 2, . . . .
Por su parte, para k = 0 sobrevive el modo constante en x. Resumiendo, se tiene
k =
nπ
L
, n = 0, 2, . . . .
Esto muestra que k es, efectivamente, real, como corresponde a un operador de Sturm-
Liouville autoadjunto (no hay solucio´n para k complejo). En efecto, los valores de k2 son
los autovalores del operador de Sturm-Liouville L = − d2
dx2
con la condicio´n de contorno
(V.4.32), y
X(x) = A cos(
nπ
L
x)
son las correspondientes autofunciones. Poseen n nodos xm = (12 + m)L/n, m =
0, . . . , n− 1, en los que X(xm) = 0. La solucio´n particular para n 6= 0 es, pues,
u(x, t) = cos(
nπ
L
x)[an cos(
nπv
L
t) + bn sin(
nπv
L
t)]
= 1
2
{an[cos[kn(x− vt)] + cos[kn(x+ vt)]]
+bn[sin[kn(x+ vt)]− sin[kn(x− vt)]]} ,
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con kn = nπ/L. Si n = 0,
u(x, t) = a+ bt .
La solucio´n general es
u(x, t) = 1
2
(a0 + b0t) +
∞∑
n=1
cos(
nπ
L
x)[an cos(
nπv
L
t) + bn sin(
nπv
L
t)] . (V.4.33)
Se trata, en este caso, de una funcio´n par con respecto a x = 0 y perio´dica con perı´odo
2L.
Si u(x, 0) = φ(x), ut(x, 0) = ψ(x), entonces
φ(x) = 1
2
a0 +
∞∑
n=1
an cos(
nπ
L
x) ,
ψ(x) = 1
2
b0 +
∞∑
n=1
nπv
L
bn cos(
nπ
L
x), ,
que representan el desarrollo de medio rango en serie de cosenos de φ(x) y ψ(x). Por lo
tanto,
an =
2
L
∫ L
0
φ(x) cos(
nπ
L
x)dx
bn =
2
nπv
∫ L
0
ψ(x) cos(
nπ
L
x)dx, b0 =
2
L
∫ L
0
ψ(x)dx .
Funcio´n respuesta
La funcio´n respuesta KNN(x, x′, t) se obtiene para φ(x) = 0, ψ(x) = δ(x− x′):
an = 0, b0 =
2
L
, bn =
2
nπv
cos(
nπ
L
x′) ,
de modo que
KNN(x, x
′, t) =
t
L
+
2
nπv
∞∑
n=1
cos(
nπ
L
x) cos(
nπ
L
x′) sin(
nπv
L
t) .
La solucio´n anterior para u(x, 0) = φ(x), ut(x, 0) = ψ(x) puede, nuevamente, escribirse
como en (V.4.31).
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V.4.6.3. Funcio´n de Green causal para una cuerda finita
La solucio´n de la ecuacio´n inhomoge´nea
∂2u
∂t2
− v2∂
2u
∂x2
= f(x, t) , (V.4.34)
con u(x, t) = 0 antes de la accio´n de la fuerza y u(0, t) = u(L, t) = 0, puede expresarse
como
u(x, t) =
∫ L
0
dx′
∫ ∞
−∞
GDD(x, x
′, t− t′)f(x′, t′)dt′ , (V.4.35)
donde
GDD(x, x
′, t) = KDD(x, x′, t)H(t)
es la funcio´n de Green causal. Podemos llegar a este resultado directamente, notando que
GDD satisface la ecuacio´n
GDDtt(x, x
′, t)− v2GDDxx(x, x′, t) = δ(x− x′)δ(t)
para x, x′ ∈ (0, L), conjuntamente con la condicio´n de contorno respectiva (GDD(0, x′, t) =
GDD(L, x
′, t) = 0 para una cuerda finita con extremos fijos).
El resultado (V.4.35) puede ser tambie´n obtenido desarrollando f(x, t) y u(x, t) en
serie de Fourier con respecto a x. En el caso con extremos fijos,
f(x, t) =
∞∑
n=1
fn(t) sin(
nπ
L
x) ,
u(x, t) =
∞∑
n=1
cn(t) sin(
nπ
L
x) , (V.4.36)
con
fn(t) =
2
L
∫ L
0
f(x, t) sin(
nπ
L
x)dx ,
cn(t) =
2
L
∫ L
0
u(x, t) sin(
nπ
L
x)dx .
Obtenemos, tambie´n,
utt(x, t) =
∞∑
n=1
c′′n(t) sin(
nπ
L
x) .
215
V.4 ONDAS EN UNA DIMENSI ´ON ESPACIAL
Adema´s, si uxx(x, t) =
∑∞
n=1 bn(t) sin(
nπ
L
x), entonces
bn(t) =
2
L
∫ L
0
uxx(x, t) sin(
nπ
L
x)dx
=
2
L
{ux(x, t) sin(nπ
L
x)|L
0
− nπ
L
∫ L
0
ux(x, t) cos(
nπ
L
x)dx}
=
2
L
{−nπ
L
u(x, t) cos(
nπ
L
x)|L
0
− (nπ
L
)2
∫ L
0
u(x, t) sin(
nπ
L
x)dx}
=
2nπ
L2
[u(0, t)− (−1)nu(L, t)]− (nπ
L
)2cn(t) . (V.4.37)
Por lo tanto, si u(x, t) satisface la condicio´n de contorno homoge´nea u(0, t) = u(L, t) =
0⇒ bn(t) = −(nπL )2cn(t), tal como se obtendrı´a al derivar dos veces con respecto a x el
desarrollo (V.4.36).
Reemplazando estos resultados en (V.4.34) se obtiene, finalmente, una ecuacio´n dife-
rencial ordinaria para cn(t),
d2cn
dt2
+ (
nπv
L
)2cn = fn(t) ,
cuya solucio´n es (recordar que la funcio´n de Green para esta ecuacio´n es g(t) = 1
k
sin(kt)H(t),
con k = nπv
L
, que satisface g(0) = 0, g′(0) = 1)
cn(t) =
L
nπv
∫ ∞
−∞
sin[
nπv
L
(t− t′)]H(t− t′)fn(t′)dt′
=
2
nπv
∫ L
0
dx′
∫ ∞
−∞
dt′ sin[
nπv
L
(t−t′)]H(t−t′) sin(nπ
L
x′)f(x′, t′) .
Por lo tanto,
u(x, t) =
∞∑
n=1
cn(t) sin(
nπ
L
x) =
∫ L
0
dx′
∫ ∞
−∞
dt′GDD(x, x′, t− t′)f(x′, t′) . (V.4.38)
Problema sugerido V.4.2: Resolver el caso de la cuerda finita con extremos libres.
V.4.6.4. Condiciones de contorno inhomoge´neas
Consideremos ahora la ecuacio´n homoge´nea (V.4.27) con la condicio´n de contorno no
homoge´nea
u(0, t) = µ0(t), u(L, t) = µL(t) . (V.4.39)
Si µ0(t) y µL(t) son constantes o dependen, a lo sumo, linealmente de t el problema puede
resolverse trivialmente:
u0(x, t) = µ0(t) + x(µL(t)− µ0(t))/L
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es, en esta situacio´n, una solucio´n de (V.4.27) que satisface la condicio´n de contorno
(V.4.39). Por lo tanto, la solucio´n general sera´ u(x, t) = u0(x, t)+u1(x, t), donde u1(x, t)
es una solucio´n de (V.4.27) que satisface la condicio´n de contorno homoge´nea (V.4.28).
Si la dependencia no es lineal en t o constante, podemos igualmente escribir u(x, t) =
u0(x, t) + u1(x, t), donde u1(x, t) satisfara´ la condicio´n de contorno homoge´nea (V.4.28)
y la ecuacio´n de onda inhomoge´nea (V.4.34), con f(x, t) = −∂2u0(x,t)
∂t2
. El problema puede
luego resolverse como en la seccio´n anterior utilizando la funcio´n de Green.
Otra forma de proceder es proponer, nuevamente, una expansio´n (V.4.36) y utilizar el
resultado (V.4.37), donde aparecen naturalmente u(0, t), u(L, t). Se obtiene ası´
d2cn
dt2
+ (
nπv
L
)2cn =
2nπv2
L2
[µ0(t)− (−1)nµL(t)] ,
de donde
cn(t) =
2v
L
∫ ∞
−∞
sin[
nπv
L
(t− t′)]H(t− t′)[µ0(t′)− (−1)nµL(t′)]dt′ .
Por lo tanto,
u(x, t) =
∞∑
n=1
cn(t) sin(
nπ
L
x
= −v2
∫ ∞
−∞
[GDD′x(x, L, t− t′)µL(t′)−GDD′x(x, 0, t− t′)µ0(t′)]dt′ ,(V.4.40)
donde GDD′x(x, x0, t) ≡ ∂∂x′GDD(x, x′, t)|x′=x0 . La solucio´n queda, ası´, expresada direc-
tamente en te´rminos de µ0(t), µL(t), y las derivadas de la funcio´n de Green correspon-
diente a condiciones de contorno homoge´neas del mismo tipo, evaluadas en los extremos.
V.4.6.5. Energı´a de la cuerda finita con extremos fijos
Consideremos, por simplicidad, el caso de extremos fijos. La energı´a del modo normal
(V.4.29) es
E =
ρ
2
∫ L
0
[u2t (x, t) + v
2u2x(x, t)]dx
=
ρ
2
A2n(
nπv
L
)2
∫ L
0
sin2(
nπ
L
x)dx = 1
2
[1
2
ρL(
nπv
L
)2A2n] . (V.4.41)
El u´ltimo te´rmino entre corchetes es la energı´a En = 12mω
2
nA
2
n de un oscilador de ma-
sa m = ρL, frecuencia ωn = nπv/L y amplitud An. La energı´a del modo normal es,
entonces, la mitad de la energı´a del oscilador correspondiente con amplitud ma´xima An
(lograda en el punto medio entre dos nodos).
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Debido a la ortogonalidad de los modos normales, la energı´a de la solucio´n general
(V.4.30) de la ecuacio´n homoge´nea (V.4.27) sera´
E =
1
4
∞∑
n=1
ρL(
nπv
L
)2A2n =
1
4
m
∞∑
n=1
ω2nA
2
n . (V.4.42)
Problema sugerido V.4.3:
a) Probar el resultado anterior. b) Encontrar la expresio´n de la energı´a para el caso de
extremos libres.
V.5. Difusio´n en una dimensio´n espacial
V.5.1. Generalidades
El ejemplo ma´s importante de ecuacio´n parabo´lica es la llamada ecuacio´n de difu-
sio´n. La necesidad de resolver esta ecuacio´n surge en una gran variedad de situaciones
fı´sicas asociadas a feno´menos irreversibles que van desde la descripcio´n de los cambios
en concentracio´n de una sustancia en solucio´n hasta la evolucio´n de la temperatura en
un material que conduce calor. Tomaremos este u´ltimo ejemplo como hilo conductor de
esta seccio´n. Si bien trataremos aquı´ el caso de una dimensio´n espacial, resulta natural
empezar por derivar la ecuacio´n en el caso general, que sera´ luego retomado en la seccio´n
V.7.
Sea u(r, t) la temperatura de un material conductor con calor especı´fico c en una
regio´n simplemente conexa R con borde S. Teniendo en cuenta que el flujo de calor por
unidad de a´rea a trave´s de una superficie esta´ dado por la ley de Fourier: J = −κ∇u(r, t),
la conservacio´n del calor en presencia de una fuente de calor j(r, t) implica la ecuacio´n
d
dt
∫
R
ρcu(r, t)dV = κ
∫
S
∇u(r, t) · dA+
∫
R
j(r, t)dV . (V.5.1)
A su vez, esta ecuacio´n puede reescribirse, teniendo en cuenta el teorema de Green
(ver Ape´ndice B) y el hecho de que debe ser va´lida para cualquier regio´n interna R del
material, como la ecuacio´n diferencial
ut(r, t)− α∆u(r, t) = f(r, t) ,
donde ut = ∂u∂t , ∆ =
∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
es el laplaciano y α = κ/(ρc) > 0, f = j/(ρc). Esta
ecuacio´n se denomina ecuacio´n general de difusio´n y es una ecuacio´n diferencial lineal
de tipo parabo´lico. En ausencia de fuentes se obtiene la ecuacio´n de difusio´n homoge´nea
ut(r, t)− α∆u(r, t) = 0 .
Ambas ecuaciones son, obviamente, tambie´n va´lidas en un nu´mero n arbitrario de
dimensiones espaciales. Comenzaremos estudiando el caso de una dimensio´n.
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V.5.2. Evolucio´n de la temperatura en una barra infinita
Consideremos la ecuacio´n
ut − αuxx = 0 , α > 0 (V.5.2)
para la temperatura u(x, t) en una barra infinita con la condicio´n inicial
u(x, 0) = φ(x) . (V.5.3)
Obse´rvese que, a diferencia de lo que ocurre en el caso de las vibraciones de una cuer-
da, aquı´ tenemos una ecuacio´n de primer orden en derivadas temporales y, por lo tanto,
basta especificar so´lo una condicio´n inicial para realizar su integracio´n. Por supuesto, en el
caso de barras semi-infinitas o finitas sera´n necesarias, adema´s, condiciones de contorno.
Multiplicando la ecuacio´n (V.5.2) por e−ikx e integrando con respecto a x, se obtiene
Ut(k, t) + αk
2U(k, t) = 0 , (V.5.4)
donde
U(k, t) =
1√
2π
∫ ∞
−∞
e−ikxu(x, t)dx
es la transformada de Fourier (TF) de u(x, t) respecto de x. La ecuacio´n (V.5.4) es una
ecuacio´n diferencial ordinaria en t para U , cuya solucio´n para t > 0 es
U(k, t) = e−αk
2tU(k, 0) , (V.5.5)
donde U(k, 0) es la TF de u(x, 0).
Utilizando, ahora, las propiedades de la TF (ver IV) obtenemos, luego de efectuar la
transformacio´n inversa,
u(x, t) =
1√
2π
∫ ∞
−∞
eikxU(k, t)dk
=
∫ ∞
−∞
K(x− x′, t)u(x′, 0)dx′ , (V.5.6)
con
K(x, t) =
1√
2π
∫ ∞
−∞
eikx
e−αk
2t
√
2π
dk
=
e−x
2/(4αt)
√
4παt
, t > 0 . (V.5.7)
K(x − x′, t) es la funcio´n respuesta o nu´cleo de la ecuacio´n de difusio´n del calor en la
barra infinita y representa la temperatura u(x, t) en la posicio´n x y tiempo t > 0 para una
temperatura inicial u(x, 0) = δ(x− x′), localizada en x = x′:
Kt(x− x′, t)− αKxx(x− x′, t) = 0 ,
l´ım
t→0+
K(x− x′, t) = δ(x− x′) . (V.5.8)
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En el caso de la barra infinita, en que no existen puntos singularizados por la im-
posicio´n de condiciones de contorno, el nu´cleo de la ecuacio´n de calor depende so´lo
de la diferencia x − x′ ya que, en este caso, la ecuacio´n (V.5.2) es invariante frente a
traslaciones espaciales. La solucio´n general (V.5.6) puede entenderse, entonces, como la
suma de soluciones elementales K(x − x′, t) moduladas por el factor u(x′, 0), dado que
u(x, 0) =
∫∞
−∞ δ(x− x′)u(x′, 0)dx′.
K(x − x′, t) es una Gaussiana centrada en x = x′ con desviacio´n esta´ndar σ(t) =√
2αt. Dado que la cantidad total de calor debe conservarse e, inicialmente,∫∞
−∞ δ(x− x′)dx = 1, se cumple que∫ ∞
−∞
K(x, t)dx = 1
∀ t ≥ 0, como puede verificarse directamente. Al aumentar t, la distribucio´n K(x, t)
se “achata”, aunque conserva su a´rea. Para x 6= 0 fijo, K(x, t) posee un ma´ximo en
t0 = x
2/(2α), con K(x, t0) = 1/(
√
2πex), disminuyendo luego como t−1/2 para t→∞.
Notemos tambie´n que, si t > 0, K(x, t) 6= 0 ∀ x 6= 0, lo que indica una velocidad
infinita de transmisio´n del calor. La ecuacio´n (V.5.2) es claramente no relativista, es decir
no invariante frente a transformaciones de Lorentz (en contraposicio´n con la ecuacio´n de
ondas). No obstante, K(x, t) es muy pequen˜o para x≫ σ(t).
Problema sugerido V.5.1: Elaborar una simulacio´n computacional que haga visible
el comportamiento de K(x, t) que acaba de describirse.
Ejemplo V.5.1: Si u(x, 0) = A cos(kx) = ARe[eikx]⇒
u(x, t) = ARe[eikxe−αk
2t] = A cos(kx)e−αk
2t ,
resultado que puede obtenerse de (V.5.6)–(V.5.7) o directamente de (V.5.5), planteando
u(x, t) = eikxU(k, t). La solucio´n general (V.5.6) es, pues, la “suma” de soluciones ele-
mentales para condiciones iniciales u(x, 0) = U(k, 0)eikx. Este ejemplo muestra tambie´n
que oscilaciones espaciales iniciales de la temperatura decaen tanto ma´s ra´pidamente al
aumentar t cuanto mayor sea la frecuencia k. Si k = 0, u(x, t) = A, constante.
Ejemplo V.5.2: Si u(x, 0) = Ae−x2/r/√πr, r > 0 (distribucio´n inicial gaussiana de
temperaturas) ⇒
u(x, t) = A
e−x
2/(r+4αt)√
π(r + 4αt)
= AK(x, t+ t0) , t0 =
r
4α
,
lo que puede obtenerse de (V.5.6) o, directamente, notando que u(x, 0) = AK(x, t0).
La distribucio´n de temperaturas permanece gaussiana ∀ t > 0. Si r → 0+, u(x, t) →
AK(x, t).
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Figura 35: Gra´fico de la funcio´n respuesta K(x, t) de la ecuacio´n de difusio´n en la barra
infinita (t0 y x0 son unidades tales que αt0/x20 = 1 y T0 es la unidad de temperatura.).
Abajo se muestran los perfiles en funcio´n de x/x0 para tiempos fijos t/t0 = 0,1, 1 y 10, y
en funcio´n de t/t0 para posiciones fijas x/x0 = 0, 1, 2.
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Figura 36: Perfil de la temperatura u(x, t) en la barra infinita para temperatura inicial
u(x, 0) = δ(x − 2x0) + δ(x + 2x0) a tiempos t/t0 = 0,1, 1 y 10. Se observa que las
irregularidades iniciales son fuertemente atenuadas al aumentar el tiempo, no quedando
pra´cticamente indicios del doble pico inicial para tiempos grandes t/t0 ≫ 1.
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V.5.3. Ecuacio´n inhomoge´nea. Funcio´n de Green.
Consideremos, ahora, la ecuacio´n inhomoge´nea
ut − αuxx = f(x, t) .
La misma representa la distribucio´n de temperaturas en una barra cuando existe una
fuente externa que aporta una cantidad de calor ρcf(x, t) por unidad de tiempo, donde ρ
es la densidad de la barra y c su conductividad te´rmica.
Procediendo como en el caso anterior, es decir, multiplicando por e−ikx e integrando,
obtenemos,
Ut(k, t) + αk
2U(k, t) = F (k, t) ,
con F (k, t) la TF de f(x, t) con respecto a x. La solucio´n de esta ecuacio´n diferencial
ordinaria en t es, para U(k,−∞) = 0,
U(k, t) =
∫ ∞
−∞
e−αk
2(t−t′)H(t− t′)F (k, t′)dt′ .
Aplicando, ahora, la transformada inversa se obtiene
u(x, t) =
∫ ∞
−∞
∫ ∞
−∞
G(x− x′, t− t′)f(x′, t′)dx′dt′ , (V.5.9)
donde
G(x, t) = K(x, t)H(t) =
e−x
2/(4αt)
√
4παt
H(t) . (V.5.10)
La funcio´n G(x−x′, t−t′) es la funcio´n de Green de la ecuacio´n del calor y representa
la solucio´n causal u(x, t) para una inhomogeneidad puntual f(x, t) = δ(x− x′)δ(t− t′):
Gt(x− x′, t− t′)− αGxx(x− x′, t− t′) = δ(x− x′)δ(t− t′) ,
como puede comprobarse directamente utilizando (V.5.8) o (V.5.6).
La solucio´n general (V.5.9) puede, nuevamente, entenderse como la suma de las solu-
ciones elementales G(x− x′, t− t′) moduladas por el factor f(x′, t′), dado que f(x, t) =∫∞
−∞
∫∞
−∞ f(x
′, t′)δ(x− x′)δ(t− t′)dt′dx′.
V.5.4. Barra semi-infinita con condicio´n de contorno homoge´nea
Consideremos, ahora, el caso de una barra semi-infinita cuyo extremo se mantiene
a temperatura nula a todo tiempo. Si la barra se extiende a los valores de x dados por
0 ≤ x < ∞, deberemos resolver la ecuacio´n (V.5.2) en la region x ≥ 0 con la condicio´n
inicial (V.5.3) y la condicio´n de contorno
u(0, t) = 0, ∀t > 0. (V.5.11)
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Podrı´amos proceder como en el caso anterior, utilizando la transformada seno en lu-
gar de la TF completa. No obstante, es equivalente, pero ma´s co´modo y fı´sico, utilizar el
me´todo de las ima´genes. La condicio´n (V.5.11) se puede simular completando la tempe-
ratura inicial u(x, 0) = φ(x) en forma impar para x < 0: u(−x, 0) = −u(x, 0). En esta
situacio´n, utilizando la solucio´n (V.5.6),
u(0, t) =
∫ ∞
−∞
K(0− x′, t)u(x′, 0)dx′ = 0 ,
por ser u(x′, 0) impar y K(−x′, t) = K(x′, t) par (con respecto a x′). Obtenemos, enton-
ces,
u(x, t) =
∫ ∞
−∞
K(x− x′, t)u(x′, 0)dx′ =
∫ ∞
0
KD(x, x
′, t)u(x′, 0)dx′ ,(V.5.12)
KD(x, x
′, t) = K(x− x′, t)−K(x+ x′, t) , (V.5.13)
donde KD(x − x′, t) es la funcio´n respuesta para la barra semi-infinita con la presente
condicio´n de contorno. Esta u´ltima no es otra cosa que la diferencia de las respuestas
a fuentes puntuales en x′ y en −x′. Notemos que KD(x, x′, t) no es ma´s una funcio´n de
x−x′, ya que se ha perdido la invariancia traslacional. Tampoco se conserva la cantidad de
calor Q(x′, t) ∝ ∫∞−∞KD(x, x′, t)dx, ya que el sistema pierde calor en x = 0. Tenemos,
en cambio, Q(x′, t)→ 0 para t→∞, como puede comprobarse fa´cilmente.
En forma ana´loga se procede para el caso inhomoge´neo. Completando a f(x, t) en
forma impar con respecto a x = 0 ∀ t se obtiene
u(x, t) =
∫ ∞
−∞
[∫ ∞
0
GD(x, x
′, t− t′)f(x′, t′)dx′
]
dt′ , (V.5.14)
con
GD(x, x
′, t) = KD(x, x′, t)H(t) = G(x− x′, t)−G(x+ x′, t) ,
que representa la diferencia de las respuestas del sistema a inhomogeneidades puntuales
en (x′, t′) y en (−x′, t′). Aquı´, KD y GD quedan definidas por
KDt(x, x
′, t)− αKDxx(x, x′, t) = 0, x > 0, x′ > 0, t > 0
l´ım
t→0+
KD(x, x
′, t) = δ(x− x′), KD(0, x′, t) = 0 (V.5.15)
GD t(x, x
′, t)− αGDxx(x, x′, t) = δ(x− x′)δ(t− t′), x > 0, x′ > 0
GD(0, x
′, t) = 0 .
En forma similar se puede tratar la condicio´n de contorno de Neumann
ux(0, t) = 0 ,
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que corresponde a una barra te´rmicamente aislada en x = 0. En este caso, se debe com-
pletar la condicio´n inicial y la inhomogeneidad en forma par con respecto a x = 0:
u(−x, 0) = u(x, 0), f(−x, t) = f(x, t). Las soluciones se encuentran como en el caso
anterior, reemplazando KD(x, x′, t) y GD(x, x′, t) por
KN(x, x
′, t) = K(x− x′, t) +K(x+ x′, t)
GN(x, x
′, t) = KN(x, x′, t)H(t) = G(x− x′, t) +G(x+ x′, t) ,
que representan ahora la suma de las respuestas a fuentes puntuales en en x′ y en −x′
y que satisfacen las mismas ecuaciones anteriores pero con la condicio´n de contorno
KNx(0, x
′, t) = 0, GNx(0, x
′, t) = 0. No son funciones de x − x′, aunque en este ca-
so se verifica ∫ ∞
0
KN(x, x
′, t)dx = 1 ,
∀ t ≥ 0, ya que el sistema esta´ aislado.
Problema sugerido V.5.2: Probar el resultado anterior.
V.5.5. Barra semi-infinita con condiciones de contorno inhomoge´neas
V.5.5.1. Solucio´n general
Resulta de gran intere´s fı´sico resolver el problema de la determinacio´n de la tempera-
tura en una barra semi-infinita conociendo la temperatura en el origen como funcio´n del
tiempo. Deberemos resolver, en este caso,
ut − αuxx = f(x, t) ,
u(x, 0) = 0 , 0 ≤ x <∞ ,
u(0, t) = g(t) t > 0 . (V.5.16)
No´tese que, por continuidad, g(0) = 0. Nos limitaremos a considerar el caso de la
ecuacio´n homoge´nea, con distribucio´n inicial de temperaturas nula. La linealidad de la
ecuacio´n diferencial, junto con la de las condiciones complementarias, nos permite hacer-
lo. Gracias a la validez de la propiedad de superposicio´n, el problema completo se obtiene
sumando al que trataremos aquı´ otros que ya hemos estudiado.
La inhomogeneidad en las condiciones de contorno puede ser trasladada, tambie´n
gracias a la propiedad de superposicio´n, a la ecuacio´n diferencial, definiendo:
u(x, t) = w(x, t) + v(x, t) ,
de donde resulta que la funcio´n v(x, t) satisface:
vt − αvxx = − [wt(x, t)− αwxx(x, t)] ,
v(x, 0) = −w(x, 0) + u(x, 0) = −w(x, 0) , 0 ≤ x <∞ ,
v(0, t) = g(t)− w(0, t) , t > 0 . (V.5.17)
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En el pa´rrafo anterior, w(x, t) es una funcio´n completamente arbitraria. Sin embargo,
podemos elegirla como
w(x, t) = g(t) .
De este modo, v(x, t) satisfara´ la condicio´n de contorno homoge´nea en x = 0, que sabe-
mos resolver. Notar que, en el caso particular de g(t) = T constante, lo que hemos hecho
se reduce a separar la solucio´n estacionaria, constante en toda la barra. Volviendo al caso
general, sabemos que, en estas condiciones tenemos:
vt − αvxx = − ˙g(t) ,
v(x, 0) = 0 , 0 ≤ x <∞ ,
v(0, t) = 0 t > 0 . (V.5.18)
Por lo tanto, usando la funcio´n de Green causal, se tiene
v(x, t) =
∫ t
0
∫ ∞
0
dx′dt′KD(x, x′; t− t′)g˙(t′)
= −
∫ ∞
0
dx′g(t′)KD(x, x′; t− t′)⌋t′=tt′=0 +
∫ t
0
∫ ∞
0
dx′dt′
∂KD(x, x
′; t− t′)
∂t′
g(t′)
=
∫ ∞
0
dx′g(t′) [δ(x− x′)− δ(x+ x′)] +
∫ t
0
∫ ∞
0
dx′dt′
∂KD(x, x
′; t− t′)
∂t′
g(t′) ,
donde hemos integrado por partes. Ahora, teniendo en cuenta que la segunda delta de
Dirac esta´ evaluada en un punto exterior a su soporte, se verifica:
v(x, t) = −g(t) +
∫ t
0
∫ ∞
0
dx′dt′
∂KD(x, x
′, t− t′)
∂t′
g(t′) . (V.5.19)
Volviendo a la determinacio´n de u(x, t), tenemos:
u(x, t) =
∫ t
0
∫ ∞
0
dx′dt′
∂KD(x, x, t− t′)
∂t′
g(t′) . (V.5.20)
Utilizando la ecuacio´n que satisface el nu´cleo de calor, que ∂KD(x,x,t−t
′)
∂t
= −∂KD(x,x,t−t′)
∂t′
y que ∂2KD
∂x2
= ∂
2KD
∂x′2
, encontramos, finalmente:
u(x, t) = −α
∫ t
0
dt′g(t′)
∂KD(x; t− t′)
∂x′
= −2α
∫ t
0
dt′g(t′)
∂K(x; t− t′)
∂x
, (V.5.21)
dondeKD(x; t−t′) es el nu´cleo de calor de una barra semi-infinita sujeta, en sus extremos,
a la correspondiente condicio´n de contorno homoge´nea y K(x; t−t′) es el nu´cleo de calor
de una barra infinita.
Se ve de la u´ltima expresio´n que la respuesta a una condicio´n de contorno impulsiva
u(0, t) = δ(t) es proporcional a la derivada del nu´cleo de calor con respecto a la variable
x.
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V.5.5.2. Problemas sin condicio´n inicial y propagacio´n de variaciones perio´dicas de
temperatura en un extremo
Un problema interesante por sus aplicaciones es el de una barra semi-infinita con
dada temperatura en su extremo, cuando se la estudia a un tiempo suficientemente grande
con respecto al inicial (tiempo t0 en que se inicio´ el proceso de difusio´n). En este caso,
puede reemplazarse la condicio´n inicial por la condicio´n de acotacio´n y tener en cuenta
so´lo el efecto de la condicio´n de contorno. Un ejemplo de aplicacio´n de este caso es la
determinacio´n del potencial en una lı´nea de transmisio´n con pe´rdidas [18]. Otro, es la
determinacio´n de la temperatura por debajo de la superficie terrestre a una profundidad x,
conociendo la temperatura en la superficie. Consideremos la ecuacio´n
ut − αuxx = 0, x > 0 , (V.5.22)
con la condicio´n de acotacio´n |u(x, t)| < C1 para x→∞ y |u(x, t)| < C2 para t→ −∞
y la condicio´n de contorno
u(0, t) = g(t) ,
donde g(t) permanece, tambie´n, acotada cuando t → −∞. Sabemos, en base a lo estu-
diado hasta ahora, que la solucio´n, va´lida para todo t ≥ t0 esta´ dada por
u(x, t) =
∫∞
0
dx′ϕ(x′)KD(x′; t− t0)− 2α
∫ t
t0
dt′g(t′)∂K(x
′;t−t′)
∂x
=
= I1 + I2 , (V.5.23)
donde ϕ(x) es la distribucio´n inicial de temperatura en la barra. Nos interesa el lı´mite
en el cual t0 → −∞ de esta solucio´n. Es fa´cil ver que, si se cumplen las condiciones
de acotacio´n, la primera integral (que llamaremos I1) → 0 en dicho ı´mite. En efecto, se
cumple
|I1| < C1
∫ ∞
0
dx′
1√
t− t0
[
|e
−(x−x′)2
4α(t−t0) − e
−(x+x′)2
4α(t−t0) |
]
=
2C1√
π
∫ x√
4α(t−t0)
0
dze−z
2
,
donde hemos hecho un cambio de variable conveniente en la integral.
Dado que esta u´ltima integral tiende a cero cuando t0 → −∞, la contribucio´n de I1
se anula en ese lı´mite. En el mismo lı´mite, la solucio´n (V.5.23) se reduce a
u(x, t) = −2α
∫ t
−∞
dt′g(t′)
∂KD(x; t− t′)
∂x
= −2α
∫ t
−∞
dt′g(t′)
∂k(x; t− t′)
∂x
. (V.5.24)
A continuacio´n, analizaremos otras dos formas alternativas de obtener este mismo
resultado. Consideremos, primero, el caso ma´s simple en que
g(t) = T0 cos(ωt) = T0Re[e
iωt] .
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Proponiendo una solucio´n del tipo
u(x, t) = T0e
iωtv(x)
se encuentra que v(x) satisface
iωv − αv′′ = 0 ,
cuya solucio´n es
v(x) = A1e
√
iω/αx + A2e
−
√
iω/αx ,
con
√
iω/α = eiπ/4
√
ω/α = (1 + i)
√
ω
2α
. La condicio´n |v(∞)| <∞ implica
v(x) =
{
A2e
−x(1+i)γ(ω) ω > 0
A1e
−x(1−i)γ(ω) ω < 0
, γ(ω) =
√
|ω|
2α
. (V.5.25)
Por lo tanto, si ω > 0, la solucio´n que satisface la condicio´n de contorno es
u(x, t) = T0e
−xγ(ω)(1+i)+iωt , (V.5.26)
con
Re[u(x, t)] = T0e
−γ(ω)x cos(ωt− γ(ω)x) , (V.5.27)
que indica una disminucio´n exponencial de las oscilaciones te´rmicas que ocurren en la su-
perficie (ver Figura 36). La longitud de penetracio´n d(ω) = 1/γ(ω) =
√
2α/ω disminuye
al aumentar ω. Surge, adema´s, un retraso δt = xγ(ω)/ω = x/
√
2αω en las oscilaciones a
una profundidad x, que corresponde a una “velocidad de propagacio´n”
√
2αω. Notemos
finalmente que, si ω = 0, ⇒ u(x, t) = G (solucio´n estacionaria constante).
La solucio´n general para una condicio´n de contorno arbitraria puede hallarse como
suma de las soluciones anteriores, desarrollando a g(t) = u(0, t) en integral de Fourier:
g(t) =
1√
2π
∫ ∞
−∞
G(ω)eiωtdω, G(ω) =
1√
2π
∫ ∞
−∞
g(t)e−iωtdt .
Efectuando la TF de la ecuacio´n (V.5.22) con respecto a t, se obtiene
iωU(x, ω)− αUxx(x, ω) = 0 , (V.5.28)
con
U(x, ω) =
1√
2π
∫ ∞
−∞
u(x, t)e−iωtdt
la TF de u(x, t) respecto de t, que satisface U(0, ω) = G(ω). La solucio´n de (V.5.28)
acotada para x→∞ es, utilizando (V.5.25),
U(x, ω) = G(ω)e−xγ(ω)(1+iSg(ω)) ,
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Figura 37: Perfil de la temperatura u(x, t) en una barra semi-infinita con la condicio´n de
contorno u(0, t) = T0 cos(ωt), para ω = ω0 = 2π/t0 (izquierda) y ω = ω0/2 (derecha),
(con x0 tal que αt0/x20 = 1). Se observa que las variaciones de temperatura en la superficie
disminuyen exponencialmente con la profundidad x. Al disminuir la frecuencia, aumenta
tanto la longitud de penetracio´n como el retraso de la oscilacio´n a una cierta profundidad
x fija.
donde Sg(ω) es el signo de ω. Antitransformando esta ecuacio´n, se obtiene
u(x, t) =
1√
2π
∫ ∞
−∞
U(x, ω)eiωtdω
=
∫ ∞
−∞
GDI(x, t− t′)g(t′)dt′ , (V.5.29)
GDI(x, t) =
1√
2π
∫ ∞
−∞
e−xγ(ω)(1+iSg(ω))+iωt√
2π
dω
=
x
t
e−x
2/(4αt)
√
4παt
H(t) . (V.5.30)
GDI(x, t − t′) representa la solucio´n para la condicio´n de borde puntual u(0, t) =
δ(t− t′) y depende de la diferencia t− t′. Para t > 0, GDI(x, t) posee, como funcio´n de
x, un ma´ximo en x0 =
√
2αt, con GDI(x0, t) = 1/(
√
2πet).
Notemos que
GDI(x, t) = α
∂GD(x, x
′, t)
∂x′
|x′=0 = −2α∂G(x, t)
∂x
, (V.5.31)
y que (V.5.29) coincide con la expresio´n antes obtenida en (V.5.24).
Resolucio´n por transformada seno (TS):
Otra forma de llegar al mismo resultado es mediante la TS en la variable x. En primer
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lugar, para una funcio´n f con f(∞) = 0, obtenemos, integrando por partes dos veces,∫ ∞
0
f ′′(x) sin(kx) dx = f ′(x) sin(kx)|∞0 − k
∫ ∞
0
f ′(x) cos(kx)dx
= −kf(0) cos(kx)|∞0 − k2
∫ ∞
0
f(x) sin(kx)dx .
Por lo tanto, si Fs(k) es la TS de f(x), la TS de f ′′(x) es√
2
π
∫ ∞
0
f ′′(x) sin(kx)dx =
√
2
π
kf(0)− k2Fs(k) .
Si f(0) = 0, que es la condicio´n de contorno natural para el desarrollo en las funciones
sin(kx), el resultado es simplemente −k2Fs(k), y puede obtenerse directamente derivan-
do la expresio´n inversa
f(x) =
√
2
π
∫ ∞
0
Fs(k) sin(kx)dk .
Pero, si f(0) 6= 0, aparece un te´rmino adicional. Por lo tanto, si efectuamos la TS de la
ecuacio´n (V.5.22) (es decir, si multiplicamos por sin(kx) e integramos), obtenemos
Us t(k, t) + k
2αUs(k, t) =
√
2
π
αkg(t) , (V.5.32)
donde g(t) = u(0, t) y
Us(x, t) =
√
2
π
∫ ∞
0
u(x, t) sin(kx)dx
es la TS de u(x, t) con respecto a x. Si Us(k,−∞) = 0, la solucio´n de (V.5.32) es
Us(k, t) =
√
2
π
αk
∫ ∞
−∞
e−αk
2(t−t′)H(t− t′)g(t′)dt′ .
Efectuando la transformacio´n inversa, y notando que
2
π
∫ ∞
0
e−αk
2tk sin(kx)dk =
−∂
∂x
1
π
∫ ∞
−∞
e−αk
2teikxdk
= −2 ∂
∂x
e−x
2/(4αt)
√
4παt
(V.5.33)
se obtiene nuevamente el resultado (V.5.23) o, equivalentemente, (V.5.29).
Problema sugerido V.5.3: Encontrar la solucio´n correspondiente a un flujo dado
ux(0, t) = g(t) en el origen, utilizando la transformada coseno Fc(k) (ver tabla siguiente).
f(x) Fs(k) Fc(k)
1 f ′(x) −kFc(k) −
√
2
π
f(0) + kFs(k)
2 f ′′(x)
√
2
π
kf(0)− k2Fs(k) −
√
2
π
f ′(0)− k2Fc(k)
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V.5.6. Teorema del ma´ximo y condiciones de contorno en barras de
longitud finita
Comenzaremos por demostrar el siguiente teorema, que usaremos despue´s para de-
mostrar la unicidad de la solucio´n del problema unidimensional de difusio´n con determi-
nadas condiciones de contorno.
Teorema V.5.1 Sea u(x, t) solucio´n de la ecuacio´n de calor homoge´nea, ut − αuxx = 0,
definida en R = (x, t) : a ≤ x ≤ b, 0 ≤ t ≤ T . Sea Γ la unio´n de la base del recta´ngulo,
(x, 0) : a ≤ x ≤ b y sus lados verticales (a, t) : 0 ≤ t ≤ T , (b, t) : 0 ≤ t ≤ T . Entonces,
max{u(x, t) : (x, t) ∈ R} = max{u(x, t) : (x, t) ∈ Γ} .
min{u(x, t) : (x, t) ∈ R} = min{u(x, t) : (x, t) ∈ Γ} .
Demostracio´n:
Consideremos, primero, una funcio´n auxiliar v(x), tal que vt − αvxx < 0 en R. Su-
pongamos que v(x, t) tiene un ma´ximo en (x0, t0), que no pertenece a Γ. Si el punto no
pertenece al lado superior del recta´ngulo, v debe satisfacer, en ese punto,
vt(x0, t0) = 0, vxx(x0, t0) ≤ 0 ,
que resulta incompatible con la inecuacio´n diferencial satisfecha por v. Si, en cambio, el
ma´ximo se alcanzase sobre el lado superior ((x, T ) : a ≤ x ≤ b), entonces, para (x0, t0)
muy pro´ximo a ese borde, se tendrı´a
vt(x0, t0) ≥ 0, vxx(x0, t0) ≤ 0 ,
de modo que tambie´n se contradirı´a la inecuacio´n satisfecha por v(x, t).
Ahora, si consideramos u(x, t) tal que satisface ut − αuxx = 0, podemos construir
v(x, t) = u(x, t) + ǫx2, con ǫ > 0, que satisface vt − αvxx − 2ǫa2 < 0 y, por lo tanto, si
M es el ma´ximo valor de u(x, t) sobre Γ, se tiene
v(x, t) ≤M + ǫx2 ≤M + ǫb2
tanto en el interior como en Γ. Como consecuencia,
u(x, t) = v(x, t)− ǫx2 ≤ v(x, t) ≤M + ǫb .
Dado que ǫ es arbitrario, resulta u(x, t) ≤ M en toda la regio´n. Por supuesto, lo
mismo ocurre con los mı´nimos. En efecto, si u(x, t) satisface la ecuacio´n diferencial,
−u(x, t) tambie´n lo hace y los mı´nimos de una son los ma´ximos de la otra.
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
Este teorema tiene una interpretacio´n simple: si no hay fuentes de calor en la barra, la
temperatura no puede estar por encima del ma´ximo entre las temperaturas iniciales y las
temperaturas en los extremos. Lo mismo ocurre con los mı´nimos.
A partir de este teorema es muy fa´cil demostrar la unicidad de la solucio´n de la ecua-
cio´n de calor (tanto homoge´nea como inhomoge´nea), para una dada condicio´n inicial
u(x, 0) = ϕ(x) y con condiciones de contorno Dirichlet como las ya estudiadas en el
caso de la ecuacio´n de la cuerda vibrante. En efecto, proponiendo la existencia de dos so-
luciones tendremos que la diferencia de ambas, w(x, t) = u1(x, t) − u2(x, t) satisfara´ la
ecuacio´n homoge´nea y, adema´s, sera´ nula en todo Γ. En consecuencia, debera´ ser menor
o igual que cero. Por la segunda parte del teorema anterior debera´, tambie´n, ser mayor
o igual que cero. Por lo tanto, debe ser w = 0 en toda la regio´n R, contradiciendo la
hipo´tesis de existencia de dos soluciones distintas.
V.5.7. Evolucio´n de la temperatura en barras finitas
Estudiemos la evolucio´n de la temperatura u(x, t) en una barra finita de longitud L,
con condiciones de contorno
u(0, t) = u(L, t) = 0
y condicio´n inicial
u(x, 0) = φ(x) .
Podemos plantear u(x, t) = X(x)T (t) en la ecuacio´n
ut − αuxx = 0 ,
obteniendo
T ′
αT
=
X ′′
X
= −k2 ,
que conduce a T (t) = T (0)e−αkt y X(x) = A cos kx + B sin kx para k 6= 0 (para
k = 0 se obtiene, en cambio, X(x) = A+Bx, que se anula ide´nticamente al imponer las
condiciones de contorno). La condicio´n de contorno implica X(0) = X(L) = 0, en cuyo
caso A = 0 y k = nπ/L, n = 1, 2, . . .. Se obtiene entonces la solucio´n producto
Xn(x)Tn(t) = cne
−α(nπ/L)2t sin(nπx/L)
y la solucio´n general
u(x, t) =
∞∑
n=1
cne
−(nπ/L)2αt sin(nπx/L) .
La condicio´n inicial implica que
u(x, 0) =
∞∑
n=1
cn sin(nπx/L) = φ(x) ,
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expresio´n que constituye el desarrollo en serie de medio rango en senos de φ(x) y deter-
mina los coeficientes cn:
cn =
2
L
∫ L
0
sin(
nπ
L
x)φ(x)dx .
El resultado final puede expresarse como
u(x, t) =
∫ L
0
K(x, x′, t)φ(x′)dx′ ,
donde
K(x, x′, t) =
2
L
∞∑
n=1
e−(nπ/L)
2αt sin(
nπ
L
x) sin(
nπ
L
x′)
representa la funcio´n respuesta de la ecuacio´n de difusio´n en la barra finita con las con-
diciones de contorno anteriores. La condicio´n inicial es, por lo tanto, naturalmente des-
compuesta en “modos normales” que exhiben un decaimiento exponencial ∝ e−α(nπ/L)2t.
Para tiempos grandes, u´nicamente el modo sime´trico fundamental (sin(πx/L)) permane-
cera´ visible (si c1 6= 0), con una amplitud c1e−(π/L)2αt.
Notemos, tambie´n, que el problema con temperatura fija en los bordes,
u(0, t) = T0, u(L, T ) = TL ,
donde T0 y TL son independientes de t, puede reducirse al problema anterior si reempla-
zamos
u(x, t) = w(x, t) + T0 +
x
L
(TL − T0) .
La funcio´n lineal constante de la derecha se encarga de garantizar que se cumpla la con-
dicio´n de contorno y satisface exactamente la ecuacio´n de difusio´n homoge´nea (es una
solucio´n estacionaria), por lo que w(x, t) satisface tambie´n la ecuacio´n de difusio´n ho-
moge´nea, pero con condiciones de contorno homoge´neas (w(0, t) = w(L, t) = 0). Enton-
ces,w(x, t) estara´ dada por la solucio´n anterior (conw(x, 0) = u(x, 0)−(T0+ xL(TL−T0)).
En este caso
l´ım
t→∞
u(x, t) = T0 +
x
L
(TL − T0) .
Se pueden emplear me´todos ana´logos para estudiar la difusio´n del calor en otras situa-
ciones tales como barras finitas con fuentes de calor, barras aisladas, regiones bidimen-
sionales, etc. En V.7 presentaremos la funcio´n de Green para una regio´n general.
Problema sugerido V.5.4: Mostrar que la temperatura u(x, t) en una barra finita
de longitud L te´rmicamente aislada (ux(0, t) = ux(L, t) = 0) con la condicio´n inicial
u(x, 0) = φ(x), es de la forma
u(x, t) = c0 +
∞∑
n=1
cne
−(nπ/L)2αt cos
(nπ
L
x
)
.
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Figura 38: Perfil de la temperatura u(x, t) en una barra finita con condiciones de contorno
u(0, t) = 0, u(x0, t) = T0/2 y condicio´n incial u(x, 0) = T0(x/(2x0)+0,4[sin(πx/x0)+
sin(2πx/x0)], para t/t0 desde 0 a 0,2 con paso 0,02 (y αx20/t0 = 1). Se indica tambie´n el
resultado para t → ∞. Las componentes de Fourier ma´s altas decaen ma´s ra´pidamente,
por lo que so´lo se observa el primer modo no estacionario (adema´s del estacionario) si
t/t0 no es muy pequen˜o. Se deja como ejercicio hallar u(x, t).
Determinar c0 y cn, e interpretar el resultado, indicando el significado de c0. Determinar
tambie´n la funcio´n respuesta K(x, x′, t) correspondiente.
Problema sugerido V.5.5: Mostrar que la temperatura u(x, t) en una barra finita de
longitud L te´rmicamente aislada en un extremo (ux(0, t) = 0) y con temperatura fija en
el otro (u(L, t) = TL), que satisface la condicio´n inicial u(x, 0) = φ(x), es de la forma
u(x, t) = TL +
∞∑
n=0
cne
−((n+1/2)π/L)2αt cos
(
(n+ 1/2)π
L
x
)
.
Determinar cn, e interpretar el resultado, indicando el lı´mite l´ımt→∞ u(x, t). Determinar,
tambie´n, la funcio´n respuesta K(x, x′, t) correspondiente.
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V.6. Ecuacio´n de Laplace
V.6.1. Introduccio´n
La ecuacio´n de Laplace no so´lo constituye el ejemplo ma´s relevante de ecuacio´n elı´pti-
ca, sino que, debido a su ubicuidad, puede considerarse como la ecuacio´n ma´s importante
de toda la Fı´sica Matema´tica. En efecto, aparece ligada a feno´menos tan diversos como
los procesos electromagne´ticos, la difusio´n del calor, la dina´mica de fluidos y la gravita-
cio´n, por citar so´lo algunos. De hecho, tanto la ecuacio´n de ondas como la de difusio´n,
contienen al operador de Laplace. En el marco especı´fico de la Matema´tica, esta ecuacio´n
desempen˜a un papel central en la teorı´a de las funciones analı´ticas.
Generalmente, nuestro primer encuentro con la ecuacio´n de Laplace tiene lugar al
encarar el estudio de la electrosta´tica. Dada una densidad volume´trica de carga ele´ctrica
ρ(r), donde r es un vector de posicio´n, el problema central es la determinacio´n del campo
ele´ctrico E(r). Introduciendo el potencial electrosta´tico u(r) a trave´s de su relacio´n con
el campo: E(r) = −∇u(r), donde ∇ es el operador gradiente, se encuentra (ver [19]):
∆u(r) = − 1
ǫ0
ρ(r), (V.6.1)
donde ǫ0 es la permitividad ele´ctrica del vacı´o y, en coordenadas cartesianas,
∆ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
. (V.6.2)
A menudo interesa determinar el potencial electrosta´tico en regiones del espacio don-
de no se encuentran ubicadas las cargas que originan los campos, es decir, en regiones
donde se verifica ρ(r) = 0. Entonces, el problema a resolver es
∆u = 0 , (V.6.3)
que se conoce como ecuacio´n de Laplace homoge´nea o, simplemente, ecuacio´n de La-
place. La ecuacio´n inhomoge´nea se conoce como ecuacio´n de Poisson. Recordemos que
el operador △ es, a menos de una constante, el u´nico operador diferencial lineal de se-
gundo orden invariante tanto frente a traslaciones como rotaciones del sistema de ejes
coordenados, lo que explica su ubicuidad en la descripcio´n de sistemas fı´sicos uniformes
e isotro´picos. Por ejemplo, la temperatura estacionaria en una cierta regio´n con conducti-
vidad te´rmica isotro´pica uniforme, sin fuentes o sumideros de calor en el interior, tambie´n
satisface la ecuacio´n de Laplace.
En el contexto de nuestro ejemplo, la solucio´n de (V.6.1) (o (V.6.3), segu´n correspon-
da), suplementada con apropiadas condiciones de contorno, permite, en principio, deter-
minar u y, por lo tanto, tambie´n el campo E. Este esquema de trabajo, conceptualmente
sencillo, que acabamos de delinear someramente, dista de ser trivial a la hora de imple-
mentarlo en situaciones concretas. La resolucio´n efectiva de (V.6.3) depende fuertemente
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de una eleccio´n apropiada del sistema de coordenadas, que contemple de modo adecua-
do las simetrı´as de cada situacio´n. Antes de considerar detalladamente estas cuestiones
en los pa´rrafos siguientes, resulta conveniente presentar algunos aspectos generales de
la ecuacio´n de Laplace homoge´nea y de sus soluciones, llamadas funciones armo´nicas.
Consideremos el caso ma´s simple posible en el que la funcio´n u depende solamente de
una variable x. El operador laplaciano ∆ se reduce a la derivada segunda d2
dx2
y resulta,
entonces, muy fa´cil encontrar la solucio´n general para este caso:
u(x) = ax+ b ,
donde a y b son dos constantes que se podrı´an determinar mediante condiciones en los
extremos del intervalo para el cual se desea resolver el problema. Este ejemplo, en su
extrema simpleza, permite ya analizar propiedades profundas de las funciones armo´nicas,
que perduran au´n en los casos en que se tienen dos, tres o ma´s variables. Es fa´cil com-
probar que, en nuestro ejemplo simple, u(x) = u(x+x0)+u(x−x0)
2
, ∀x0 ∈ ℜ, es decir que la
solucio´n de la ecuacio´n de Laplace en un dado punto resulta ser el promedio de las solu-
ciones a una dada distancia a izquierda y derecha del punto en cuestio´n. Una consecuencia
directa de esta propiedad es que la solucio´n no admite mı´nimos o ma´ximos locales en el
interior de la regio´n; los valores extremos so´lo pueden ubicarse en los extremos del in-
tervalo. Enfatizamos que estas propiedades, que resultan evidentes en el caso de una sola
variable, siguen siendo va´lidas para cualquier nu´mero de dimensiones. Por ejemplo, en el
caso de 2 variables puede demostrarse que el valor de u en un punto (x, y) dentro de la
regio´n de intere´s es igual al promedio de u a lo largo de una circunferencia de radio R con
centro en (x, y): u(x, y) = 1
2πR
∮
u dl. Consecuentemente, en una regio´n bidimensional
los valores extremos de u so´lo pueden darse sobre la curva que define la frontera de dicha
regio´n. Ma´s adelante demostraremos estos resultados.
Como advertimos anteriormente, para poder resolver una ecuacio´n diferencial es cru-
cial elegir apropiadamente el sistema de coordenadas. En caso de resolver la ecuacio´n
diferencial en cierta regio´n con borde deberemos, adema´s, imponer ciertas condiciones
de borde o de contorno en la frontera de dicha regio´n. En la seccio´n que sigue presentare-
mos los tipos de condiciones de contorno locales usualmente impuestas sobre el dominio
del operador de Laplace y discutiremos la unicidad (o no) de la solucio´n en cada caso.
V.6.2. Teorema del valor ma´ximo para la ecuacio´n de Laplace
Como ocurrı´a en el caso de la ecuacio´n homoge´nea para la difusio´n de calor en una
barra, la ecuacio´n de Laplace satisface un teorema del valor ma´ximo:
Teorema V.6.1 (del valor ma´ximo) Sea D ⊂ Rn una regio´n acotada y conexa, con bor-
de ∂D. Si u(x1, . . . , xn), definida y continua en la regio´n D ∪ ∂D es armo´nica en D, es
decir, que satisface
△u =
n∑
i=1
∂2u
∂x2i
= 0
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en D, los valores ma´ximo y mı´nimo de u se alcanzan en ∂D.
Demostracio´n:
Tomemos, primero, una funcio´n v(x1, ..., xn) subarmo´nica, es decir, tal que satisface
△v = ∑ni=1 ∂2v∂x2i > 0 en D. Tal funcio´n no puede tener un ma´ximo en D. En efecto,
si lo tuviese deberı´a cumplirse ∂2v
∂x2i
≤ 0, ∀i = 1, . . . n en el mismo, contradiciendo su
condicio´n de funcio´n subarmo´nica.
Ahora, supongamos que u(x1, ..., xn) es armo´nica en D, es decir,
∑n
i=1
∂2u
∂x2i
= 0 en D.
Si definimos v(x1, ..., xn) = u(x1, ..., xn) + ǫ
∑n
i=1 x
2
i , con ǫ > 0 arbitrario, tendremos
△v = 2nǫ > 0. Por consiguiente, v toma su ma´ximo valor en ∂D. Como consecuencia de
la definicio´n de v, si M es el ma´ximo valor de u en el borde, v ≤M + ǫma´x∂D
∑n
i=1 x
2
i .
Por otra parte, u(x1, ..., xn) = v(x1, ..., xn)− ǫ
∑n
i=1 x
2
i < v ≤ M + ǫma´x∂D
∑n
i=1 x
2
i .
Dado que ǫ es arbitrario, resulta u(x1, ..., xn) ≤M .
El resultado concerniente al mı´nimo se deriva de inmediato, teniendo en cuenta que,
si u es armo´nica, −u tambie´n lo es y los mı´nimos de la primera no son otra cosa que los
ma´ximos de la segunda.

El teorema implica, obviamente, que u no puede tener un ma´ximo o mı´nimo local
aislado en el interior de D (si lo tuviese, el ma´ximo o mı´nimo absoluto de u en una regio´n
D˜ ⊂ D suficientemente pequen˜a que contenga ese extremo se alcanzarı´a en su interior,
contradiciendo el teorema para esta regio´n). Veremos luego, en la seccio´n V.6.7.2, otra
demostracio´n rigurosa general de esta propiedad, al mostrar que el valor de una funcio´n
armo´nica u en un punto es siempre el promedio de los valores en una esfera so´lida cir-
cundante. Esto es va´lido en n dimensiones e implica que u no puede alcanzar el ma´ximo
o mı´nimo en el interior de D, salvo que sea constante.
En forma ma´s intuitiva, la condicio´n △u = 0 implica que la suma de las “concavi-
dades” ∂2u
∂x2i
debe ser 0 para una funcio´n armo´nica, por lo que si en un entorno de r0 u es
co´ncava hacia abajo en una cierta direccio´n (∂2u
∂x2i
< 0), debe existir al menos una direccio´n
ortogonal en la que u es co´ncava hacia arrriba (∂2u
∂x2j
> 0). Esto impide que u exhiba un
ma´ximo o mı´nimo en el interior de D. Si u tiene un punto estacionario (∇u = 0) en el
interior debe, entonces, ser necesariamente un punto silla.
V.6.3. Condiciones de contorno para el operador de Laplace
Como ya se menciono´, al estudiar el operador de Laplace en una regio´n D ⊂ Rn con
borde ∂D, la correcta definicio´n del operador requiere determinar su dominio mediante
la imposicio´n de condiciones de contorno. Los tres tipos de condiciones de contorno ma´s
usuales para el problema de Laplace en el interior de una regio´n dada son:
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Determinar u definida y continua en D ∪ ∂D tal que
△u(r) = f(r)
u(s) = g(s) , (V.6.4)
donde r ∈ D y s ∈ ∂D.
Este es el llamado Problema de contorno de Dirichlet.
Determinar u definida y continua en D ∪ ∂D tal que
△u(r) = f(r)
∂u
∂n
(s) = g(s) , (V.6.5)
con ∂u
∂n
(s) la derivada normal exterior evaluada en el borde.
Este es el llamado Problema de contorno de Neumann.
Determinar u definida y continua en D ∪ ∂D tal que
△u(r) = f(r)
∂u
∂n
(s) + h(s)u(s) = g(s) , (V.6.6)
con h(s) ≥ 0 y no ide´nticamente nula.
Este es el llamado Problema de contorno de Robin.
La unicidad de la solucio´n para el problema de contorno de Dirichlet (V.6.4) se de-
muestra fa´cilmente haciendo uso del teorema del valor ma´ximo. En efecto, si suponemos
que u y v son dos soluciones del problema w = u− v es armo´nica y se anula en ∂D. Por
lo tanto, w ≤ 0 y w ≥ 0. Esto demuestra que w es ide´nticamente nula.
La unicidad del problema de contorno de Robin se demuestra usando la primera iden-
tidad de Green (ver Ape´ndice B). En efecto, para la diferencia de dos soluciones w se
tiene: ∫
D
(∇w)2 dV =
∫
D
∇(w∇w) dV
=
∫
∂D
w
∂w
∂n
dS = −
∫
∂D
h(s)(w(s))2 . (V.6.7)
En la primera igualdad hemos usado quew es armo´nica, en la segunda igualdad hemos
usado la primera identidad de Green y, finalmente, hemos usado la condicio´n de contorno
de la ecuacio´n (V.6.6). Ahora, el primer miembro de la igualdad es no negativo. Como
consecuencia de las condiciones impuestas sobre la funcio´n h, el u´ltimo miembro de
la igualdad es no positivo. En consecuencia, ambos deben ser ide´nticamente nulos. La
anulacio´n del primer miembro exige que ∇w = 0 y, por lo tanto, que w sea constante en
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D. Por su parte, la anulacio´n del u´ltimo miembro exige la anulacio´n de w en el borde.
Por continuidad, concluimos que w es ide´nticamente nula y hemos demostrado, ası´ la
unicidad de la solucio´n al problema de contorno de Robin.
En cuanto al problema de Neumann, es evidente que la solucio´n de la ecuacio´n de
Laplace homoge´nea no es u´nica en este caso, ya que dos soluciones pueden diferir en
una constante arbitraria sin contrariar la condicio´n de contorno. Tambie´n sen˜alamos que
el problema general de Neumann so´lo esta´ bien formulado si se cumple la condicio´n de
compatibilidad
∫
D
f(r) dV =
∫
∂D
g(s) dS. Efectivamente, en este caso se tiene∫
D
f(r) dV =
∫
D
△u dV =
∫
∂D
∂u
∂n
dS =
∫
∂D
g(s) dS . (V.6.8)
Volveremos sobre estos puntos al tratar la funcio´n de Green para este tipo de condi-
ciones de contorno.
En cuanto a los correspondientes problemas exteriores, se obtienen ide´nticas conclu-
siones sobre la unicidad de sus soluciones si, adema´s, se exige que las mismas permanez-
can acotadas en el infinito (ya que el exterior no es una regio´n compacta).
Los problemas de contorno aquı´ presentados tienen otra caracterı´stica importante:
Teorema V.6.2 Con su dominio definido por el caso homoge´neo (g(s) = 0 ∀ s) de cual-
quiera de las condiciones de contorno antes presentadas, el operador de Laplace es au-
toadjunto (ver la nota 1 a pie de pa´gina en la seccio´n III.1.3).
Demostracio´n: Si u es una funcio´n en el dominio del operador de Laplace y v es una
funcio´n en el dominio de su adjunto (aquı´ supuestas reales), se tiene ((v, u) representa el
producto escalar usual en L2):
(v,∆u) = (v,∇ · ∇u) =
∫
D
dV v∇ · ∇u = −
∫
D
dV (∇v) · ∇u
+
∫
∂D
dSv
∂u
∂n
=
∫
D
dV (∆v)u+
∫
∂D
dS
(
v
∂u
∂n
− u∂v
∂n
)
, (V.6.9)
donde hemos usado repetidamente el teorema de Gauss. Adema´s, es inmediato verificar
que, para todos los problemas de contorno considerados se satisface:∫
∂D
(
v
∂u
∂n
− u∂v
∂n
)
= 0 .
si u y v satisfacen la misma condicio´n de contorno. Como consecuencia, definiendo su
dominio de cualquiera de estos tres modos, el operador de Laplace resulta autoadjunto,
es decir,
(v,∆u) = (∆v, u) .

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Mostremos finalmente que
Teorema V.6.3 La solucio´n u(r) de la ecuacio´n de Laplace ∆u = 0 para r ∈ D con
las condiciones de contorno de Dirichlet u(s) = g(s) para s ∈ ∂D, es la funcio´n que
minimiza la integral
I =
1
2
∫
D
|∇u|2dV
entre todas las funciones que satisfacen la condicio´n de contorno anterior.
Demostracio´n:
Si u es la funcio´n que minimiza I y consideramos una variacio´n δI = I(u+δu)−I(u),
con δu(s) = 0 para s ∈ ∂D, obtenemos, hasta primer orden en δu,
δI =
∫
D
(∇u) · (∇δu)dV =
∫
∂D
(∇u) · nδu dS −
∫
D
δu∆u dV
= −
∫
D
δu∆u dV = 0 (V.6.10)
lo cual debe valer ∀ δu que se anule en el borde. Por lo tanto, necesariamente u(r) debe
satisfacer ∆u = 0 ∀ r ∈ D. En tal caso, el incremento exacto es δI = 1
2
∫
D
|∇δu|2dV >
0 si δu no es nula, lo que muestra que u es necesariamente un mı´nimo.

En otras palabras, una funcio´n armo´nica es la funcio´n ma´s “chata” (en el sentido
de minimizar el promedio sobre D del gradiente cuadrado |∇u|2) compatible con las
condiciones de contorno.
V.6.4. Funciones armo´nicas en diversas geometrı´as. El problema de
Poisson
El problema de Poisson consiste en la reconstruccio´n de la solucio´n de la ecuacio´n de
Laplace homoge´nea en el interior de la regio´n de volumen D a partir del conocimiento de
los valores que toma en el borde ∂D. A continuacio´n resolveremos problemas de ese tipo
en regiones con distintas geometrı´as.
V.6.4.1. Armo´nicos rectangulares
Empecemos por considerar el caso en que u depende so´lo de dos variables y la ecua-
cio´n de Laplace se expresa en coordenadas cartesianas. Esto resultara´ lo ma´s conveniente
cuando el sistema fı´sico a estudiar tenga una forma rectangular. Podrı´a tratarse, por ejem-
plo, de una placa conductora rectangular con voltajes aplicados en sus lados, siendo la
funcio´n inco´gnita el potencial ele´ctrico en cualquier punto de su interior. O tambie´n de
una placa rectangular con conductividad te´rmica uniforme sin fuentes o sumideros de ca-
lor en el interior, de la cual se conoce la distribucio´n de temperatura en el borde, siendo la
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inco´gnita la temperatura en el interior. Podrı´a tratarse tambie´n de una membrana ela´stica
rectangular estirada y fija en el borde, en el que tiene una cierta altura no uniforme, siendo
la inco´gnita la altura de la membrana en el interior.
Buscaremos, entonces, soluciones de
△u = ∂
2u
∂x2
+
∂2u
∂y2
= 0
en el interior de un recta´ngulo 0 ≤ x ≤ a, 0 ≤ y ≤ b. Estudiaremos primero el problema
de Dirichlet correspondiente, o sea, la determinacio´n de u a partir de sus valores en el
borde del recta´ngulo,
u(x, b) = f1(x), u(x, 0) = f2(x), u(a, y) = f3(y), u(0, y) = f4(y) .
uHx,0L
uHx,bL
uH0,yL uHa,yL
0 a
x
b
y
Figura 39: El recta´ngulo 0 ≤ x ≤ a, 0 ≤ y ≤ b y las condiciones de contorno en el
problema de Dirichlet asociado.
Debido a la linealidad de la ecuacio´n, con la consiguiente propiedad de superposicio´n,
podemos escribir la solucio´n en la forma
u = u1 + u2 + u3 + u4 ,
donde u1 es la solucio´n para f2 = f3 = f4 = 0 y, en general, ui aquella para fj = 0 si
j 6= i.
Consideremos, por ejemplo, u1. Planteando una solucio´n del tipo
u1(x) = X(x)Y (y)
tenemos ∆u1 = X ′′Y +XY ′′ = 0, o sea, X ′′/X +Y ′′/Y = 0, obtenie´ndose las ecuacio-
nes
X ′′ = −k2X, Y ′′ = k2Y ,
con k constante. Las soluciones son de la forma
X(x) = A cos(kx)+B sin(kx) , Y (y) = C cosh(ky)+D sinh(ky)
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para k 6= 0 y
X(x) = A+ Bx , Y (y) = C +DY
para k = 0. Como u1(0, y) = u1(a, y) = 0 ⇒ X(0) = X(a) = 0, lo que implica
k = nπ/a (real), con n = 1, 2, . . . si deseamos obtener soluciones no triviales (u no
ide´nticamente nula). La condicio´n u1(x, 0) = 0 implica, adema´s, C = 0. Por lo tanto,
X(x)Y (y) = A sin(knx) sinh(kny), kn = nπ/a ,
y la solucio´n general para u1 es
u1(x, y) =
∞∑
n=1
An sin(knx) sinh(kny) .
La condicio´n de contorno
u1(x, b) = f1(x) =
∞∑
n=1
An sin(knx) sinh(knb)
determina los coeficientes An, dado que la expresio´n anterior constituye el desarrollo en
serie de Fourier de 1/2 rango de senos de f1(x) en [0, a]. Por lo tanto,
An =
2
a sinh(knb)
∫ a
0
f1(x) sin(knx)dx .
La solucio´n final puede, pues, escribirse como
u1(x, y) =
∫ a
0
[
2
a
∞∑
n=1
sin(knx) sin(knx
′)
sinh(kny)
sinh(knb)
]
f1(x
′)dx′ . (V.6.11)
En forma ana´loga se procede para los dema´s casos. Por ejemplo, u2(x, y) sera´ de la forma
u2(x, y) =
∞∑
n=1
Cn sin(knx) sinh[kn(b− y)] .
241
V.6 ECUACI ´ON DE LAPLACE
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Figura 40: Izquierda: Gra´fico de la funcio´n armo´nica en el cuadrado 0 ≤ x ≤ 1,
0 ≤ y ≤ 1, que satisface u(0, y) = u(1, y) = u(x, 1) = 0 y u(x, 0) = f(x), con
f(x) = α cos πx + β sin 3πx y α = 0,1, β = −0,15 (centro). Derecha: Gra´fico de la
funcio´n armo´nica obtenida al repetir dicha funcio´n como condicio´n de contorno en los
cuatro lados. Se deja como ejercicio dar la expresio´n de u(x, y) en ambos casos.
Problema sugerido V.6.1: En base a la discusio´n anterior, encontrar la solucio´n de la
ecuacio´n de Laplace en el recta´ngulo, con condiciones de Neumann sobre los lados.
Consideremos, ahora, el caso en que a→∞, es decir, la franja x ≥ 0, 0 ≤ y ≤ b, con las
condiciones de contorno
u(x, 0) = u(x, b) = 0, u(0, y) = f(y) .
Planteando una solucio´n de la forma u(x, y) = X(x)Y (y), tenemos
X ′′ = k2X, Y ′′ = −k2Y ,
cuyas soluciones conviene escribir como
X(x) = Aekx + Be−kx, Y (y) = C cos(ky) +D sin(ky) .
La condicio´n u(x, 0) = u(x, b) = 0 implica Y (0) = Y (b) = 0, y por lo tanto C = 0,
con k = nπ/b, real, n = 1, 2, . . .. Si exigimos que u permanezca acotada para x→∞⇒
A = 0. Por lo tanto,
X(x)Y (y) = Be−knx sin(kny), kn = nπ/b
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y la solucio´n general es
u(x, y) =
∞∑
n=1
Ane
−knx sin(kny) . (V.6.12)
La condicio´n de contorno
u(0, y) = f(y) =
∞∑
n=1
An sin(kny)
determina los coeficientes An:
An =
2
b
∫ b
0
f(y) sin(kny)dy .
La solucio´n final puede escribirse como
u(x, y) =
2
b
∫ b
0
[ ∞∑
n=1
e−knx sin(kny) sin(kny′)
]
f(y′)dy′ .
La serie puede, en este caso, evaluarse fa´cilmente como suma de series geome´tricas, es-
cribiendo sin(kny) = (eikny − e−ikny)/(2i) y recordando que
∞∑
n=0
e−kn(x+iy) =
∞∑
n=0
(e−k(x+iy))n =
1
1− e−k(x+iy) , k = π/b .
El resultado final es
∞∑
n=1
e−knx sin(kny) sin(kny′) =
e−kx(1− e−2kx) sin(ky) sin(ky′)
(1+e−2kx−2e−kx cos k(y+y′))(1+e−2kx−2e−kx cos k(y−y′)) .
El integrando decrece exponencialmente con x. Los factores en el denominador son la
distancia al cuadrado entre los puntos de coordenadas polares (e−kx, ky) y (1,±ky′) (ver
ma´s adelante discusio´n sobre me´todos de variable compleja en V.6.5).
V.6.4.2. Problema del semiplano
En muchas aplicaciones resulta de intere´s resolver la ecuacio´n de Laplace en una re-
gio´n de extensio´n infinita. Consideremos ahora el semiplano y ≥ 0, x ∈ ℜ. Resolveremos
la ecuacio´n ∆u = 0 conociendo los valores de u en el eje x, u(x, 0) = f(x), con la con-
dicio´n que u(x, y) permanezca acotada. Planteando nuevamente separacio´n de variables,
u(x, y) = X(x)Y (y), tenemos
X ′′ = −k2X, Y ′′ = k2Y ,
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con k constante. La solucio´n correspondiente a k = 0 debe descartarse por no ser acotada.
Las restantes soluciones pueden escribirse en la forma
X(x) = Aeikx + Be−ikx, Y (y) = De−ky + Eeky, k 6= 0 ∈ ℜ .
Si queremos que u permanezca acotada para y → ∞ ⇒ D = 0 si k < 0 y E = 0 si
k > 0, los que podemos resumir como Y (y) = Ce−|k|y. Por lo tanto,
X(x)Y (y) = A(k)eikxe−|k|y
y la solucio´n general (ahora k es un ı´ndice continuo) es
u(x, y) =
∫ ∞
−∞
A(k)eikxe−|k|ydk , (V.6.13)
donde la integral denota valor principal. La condicio´n de contorno
u(x, 0) = f(x) =
∫ ∞
−∞
A(k)eikxdk
determina, ahora, la funcio´n A(k), que no es otra cosa que la transformada de Fourier de
f(x) dividida por
√
2π. Recordando las fo´rmulas de inversio´n obtenemos
A(k) =
1
2π
∫ ∞
−∞
f(x)e−ikxdx .
Insertando esta expresio´n en (V.6.13) obtenemos
u(x, y) =
∫ ∞
−∞
K(x− x′, y)f(x′)dx′ ,
con
K(x, y) =
1
2π
∫ ∞
−∞
eikx−|k|ydk =
1
π
Re
∫ ∞
0
e−k[y−ix]dk
=
1
2π
Re[
1
y − ix ] =
1
π
y
x2 + y2
.
Obtenemos, finalmente,
u(x, y) =
y
π
∫ ∞
−∞
f(x′)dx′
(x− x′)2 + y2 . (V.6.14)
El denominador es la distancia al cuadrado del punto (x, y) al punto (x′, 0) del borde.
Notemos que
l´ım
y→0+
K(x, y) = δ(x) .
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En efecto, K(x, y) > 0 si y > 0, con l´ım
y→0+
K(x, y) = 0 si x 6= 0 y l´ım
y→0+
K(0, y) = ∞.
Adema´s, ∫ ∞
−∞
K(x, y)dx =
1
π
∫ ∞
−∞
ydx
x2 + y2
=
1
π
arctan(
x
y
)
∣∣∣∣
∞
−∞
= 1 .
Como veremos en pro´ximas secciones, el resultado (V.6.14) puede obtenerse tambie´n
directamente de la solucio´n de Poisson para el interior del cı´rculo, por me´todos de variable
compleja y mediante el uso de la funcio´n de Green.
Problema sugerido V.6.2: Resolver ∆u = 0 para una la´mina rectangular de ancho finito
b y longitud infinita (0 ≤ y ≤ b, x ∈ ℜ), conociendo los valores de u en el eje y (sobre un
segmento de ancho b), u(0, y) = f(y) y sobre los lados: u(x, 0) = g(x) y u(x, b) = h(x).
Problema sugerido V.6.3: Resolver ∆u = 0 para una la´mina rectangular infinita 0 ≤
x ≤ ∞, 0 ≤ y ≤ ∞, con u(x, 0) = f(x), u(0, y) = g(y). Sugerencia: Completar las
condiciones de contorno en forma impar, justificando esta opcio´n.
V.6.4.3. Armo´nicos rectangulares en tres o ma´s dimensiones
En forma completamente ana´loga puede tratarse la ecuacio´n ∆u = 0 en regiones del
tipo 0 ≤ x ≤ a, 0 ≤ y ≤ b, 0 ≤ z ≤ c, etc., en tres o ma´s dimensiones. Consideremos,
por ejemplo, las condiciones de contorno
u(0, y, z) = u(a, y, z) = 0, u(x, 0, z) = u(x, b, z) = 0
u(x, y, 0) = 0, u(x, y, c) = f(x, y) .
Planteando una solucio´n del tipo u(x, y, z) = X(x)Y (y)Z(z), obtenemos X ′′Y Z +
Y ′′XZ + Z ′′XY = 0 y por lo tanto, dividiendo por XY Z,
X ′′/X + Y ′′/Y + Z ′′/Z = 0
de donde
X ′′ = −k2xX, Y ′′ = −k2yY, Z ′′ = (k2x + k2y)Z ,
con kx, ky constantes. Las soluciones son de la forma
X(x) = A cos(kxx) + B sin(kxx), Y (y) = C cos(kyy) +D sin(kyy),
Z(z) = E cosh(kzz) + F sinh(kzz), kz =
√
k2x + k
2
y .
Para las presentes condiciones de contorno, A = C = E = 0, por lo que la solucio´n
producto es de la forma sin(kx) sin(ky) sinh(kzz), con kx = nπ/a, ky = mπ/b y n,m
naturales > 0. La solucio´n general es, pues,
u(x, y, z) =
∑
n,m
Anm sin(
nπ
a
x) sin(
mπ
b
y) sinh(knmz) ,
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con knm = π
√
n2
a2
+ m
2
b2
. La condicio´n de contorno
u(x, y, c) =
∑
n,n
Anm sin(
nπ
a
x) sin(
mπ
a
y) sinh(knmc) = f(x, y)
determina los coeficientes Anm por medio del desarrollo bidimensional en serie de medio
rango de senos:
Anm =
2
a
2
b
1
sinh(knmc)
∫ a
0
dx
∫ b
0
dy f(x, y) sin(
nπ
a
x) sin(
mπ
a
y) .
La solucio´n para condiciones de contorno Dirichlet no nulas en todos los lados se resuelve
por superposicio´n (de seis soluciones en 3 dimensiones).
V.6.4.4. Armo´nicos circulares y solucio´n de Poisson en el disco
Otro caso de gran intere´s pra´ctico es aque´l en el que la regio´n bajo estudio es un sector
circular. En esta situacio´n, resultara´ conveniente elegir un sistema de coordenadas polares
con su origen en el centro de las circunferencias que delimitan el sector. Consideremos,
entonces, la ecuacio´n de Laplace ∆u = 0, con
∆ =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
(V.6.15)
en un sector circular r1 ≤ r ≤ r2, 0 ≤ θ ≤ α < 2π. La ecuacio´n de Laplace homoge´nea
en coordenadas polares es, entonces
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2
∂θ2
= 0 . (V.6.16)
Α
uHr,0L
uHr,ΑL
uHa,ΘL
uHb,ΘL
0 a b
x
y
Figura 41: El sector circular a ≤ r ≤ b, 0 ≤ θ ≤ α, y las condiciones de contorno en
el problema de Dirichlet asociado.
Proponiendo una solucio´n producto u(r, θ) = R(r)Θ(θ), se obtienen las ecuaciones
R′′ +
R′
r
− k
2R
r2
= 0, Θ′′ = −k2Θ
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con k constante, cuyas soluciones son
R(r) = Ark + Br−k, Θ(θ) = a cos(kθ) + b sin(kθ), k 6= 0
R(r) = A+ B ln r = B ln
r
r0
, Θ(θ) = a+ bθ, k = 0 (V.6.17)
(la ecuacio´n para R es del tipo de Euler y su solucio´n es de la forma rλ, con λ determinado
por λ(λ − 1) + λ − k2 = 0, o sea, λ = ±k; si k = 0 la otra solucio´n linealmente
independiente de r0 = 1 es rλ ln r = ln r). Obse´rvese que k puede ser, en principio, real,
imaginario o complejo (si k = kr + iki, rk = ek ln r = ekr ln r[cos(ki ln r) + i sin(ki ln r)]).
Como ejemplo, si u(r, 0) = u(r, α) = 0, con
u(r1, θ) = f1(θ), u(r2, θ) = f2(θ)
⇒ a = 0 y k = nπ/α (real), con n ≥ 1. La solucio´n general es, por lo tanto,
u(r, θ) =
∞∑
n=1
(Anr
nπ/α +Bnr
−nπ/α) sin(nπθ/α) , (V.6.18)
donde las constantes An y Bn pueden obtenerse a partir del desarrollo en serie de senos
de f1(θ) y f2(θ). Se dejan los detalles para el lector. Obviamente, si u debe permanecer
acotada y r1 = 0⇒ Bn = 0, mientras que, si r1 > 0 y r2 →∞, entonces An = 0.
En el caso de un anillo circular 0 ≤ θ ≤ 2π, con r1 ≤ r ≤ r2, u debe ser monovalua-
da, lo que implica k = n, con n entero (y b = 0 si k = n = 0). La solucio´n general es de
la forma
u(r, θ) = A0+B0 ln r
+
∞∑
n=1
(Anr
n+Bnr
−n)[an cos(nθ)+bn sin(nθ)] . (V.6.19)
Nuevamente, si r1 = 0⇒ B0 = 0, Bn = 0, mientras que, si r2 = ∞, B0 = 0, An = 0,
n ≥ 1.
Consideremos ahora el problema de determinar una funcio´n armo´nica u en el interior
de un cı´rculo de radio r2 = a (o sea 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π) conociendo los valores de u
en el contorno, u(a, θ) = f(θ). La solucio´n general debe ser, en este caso, de la forma
u(r, θ) =
a0
2
+
∞∑
n=1
rn[an cos(nθ) + bn sin(nθ)] . (V.6.20)
Por lo tanto,
u(a, θ) = f(θ) =
a0
2
+
∞∑
n=1
an[an cos(nθ) + bn sin(nθ)] ,
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Figura 42: Gra´fico de la funcio´n armo´nica u(r, θ) (izquierda) en el interior del cı´rculo de
radio 1 que satisface u(1, θ) = α + β cos 2θ + γ sin 4θ, con α = 0,5, β = 0,2, γ = 0,3.
No´tese que u(r, θ) no tiene ma´ximos ni mı´nimos locales, alcanzando su valor ma´ximo y
mı´nimo en el borde. En el centro (r = 0), u = 1/2, que es el valor medio en el borde. Se
deja como ejercicio dar la expresio´n de u(r, θ).
de donde, recordando la expresio´n de los coeficientes del desarrollo en serie de Fourier,
an =
1
πan
∫ 2π
0
cos(nθ)f(θ)dθ, bn =
1
πan
∫ 2π
0
sin(nθ)f(θ)dθ, n ≥ 1 ,
con a0
2
= 1
2π
∫ 2π
0
f(θ)dθ = 〈f〉. Reemplazando en (V.6.20), y teniendo en cuenta que
cos(nθ) cos(nθ′) + sin(nθ) sin(nθ′) = cos[n(θ − θ′)],
obtenemos
u(r, θ) =
1
π
∫ 2π
0
{1
2
+
∞∑
n=1
rn
an
cos[n(θ − θ′)]}f(θ′)dθ′ .
Definiendo z = (r/a)eiθ, con |z| < 1, tenemos
1
2
+
∞∑
n=1
rn
an
cos(nθ) = Re[1
2
+
∞∑
n=1
zn] = 1
2
Re
1+z
1−z
=
a2 − r2
2 d2(r, a, θ)
, d2(r, a, θ) = a2 + r2 − 2ar cos(θ) .
Encontramos, de esta forma, la solucio´n de Poisson,
u(r, θ) =
a2 − r2
2π
∫ 2π
0
f(θ′)dθ′
d2(r, a, θ − θ′) . r < a (V.6.21)
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Notemos que d(r, a, θ − θ′) es, nuevamente, la distancia entre el punto (r, θ) del interior
del cı´rculo y el punto (a, θ′) del borde.
Comentarios:
1) Si r = 0, d2 = a2 y
u(0, 0) =
1
2π
∫ 2π
0
f(θ′)dθ′ = 〈f〉 .
El valor de u en el centro del cı´rculo es, entonces, el promedio de los valores de u en el
borde del cı´rculo. Como esto es va´lido para cualquier cı´rculo con centro en (0, 0) y radio
r < a, vemos que el valor de una funcio´n u, armo´nica en una regio´n D, en un punto cual-
quiera (x, y) ∈ D es igual al promedio de los valores de u sobre cualquier circunferencia
con centro en (x, y) contenida en D. Una funcio´n armo´nica no puede, en consecuencia,
poseer extremos (ma´ximos o mı´nimos) en el interior de D (ya que, de ser ası´, el valor en
el extremo serı´a superior o inferior al promedio). Como ya sabı´amos, valores extremos se
alcanzan siempre en el borde de D.
2) Problema exterior: Consideremos, ahora, el problema de determinar u(r, θ) en el
exterior del cı´rculo, es decir r ≥ a, conociendo los valores en el borde, u(a, θ) = f(θ).
Podemos repetir el esquema anterior, pero es ma´s fa´cil emplear el siguiente procedimiento
de inversio´n: si u(r, θ) es una funcio´n armo´nica de la forma general (V.6.19), entonces
v(r, θ) = u(
a2
r
, θ) = A0 −B0 ln r
a2
+
∞∑
n=1
(An
a2n
rn
+ Bn
rn
a2n
)[an cos(nθ) + bn sin(nθ)]
es tambie´n armo´nica, pues es tambie´n de la forma (V.6.19), y cumple v(a, θ) = u(a, θ).
Adema´s, si u esta´ definida para r < a⇒ v estara´ definida para a2/r < a, o sea, r > a.
Por lo tanto, la solucio´n para el exterior del cı´rculo sera´
v(r, θ) = u(
a2
r
, θ) =
r2 − a2
2π
∫ 2π
0
f(θ′)dθ′
d2(r, a, θ − θ′) , r > a
(notar que d(a2
r
, a, θ) = a
r
d(a, r, θ) = a
r
d(r, a, θ)). Esto equivale al intercambio a↔ r en
(V.6.21).
Problema sugerido V.6.4: En base a la discusio´n anterior, resolver el problema de Neu-
mann (∆u = 0, con ∂u
∂r
|r=a = f(θ) y 〈f〉 = 0) para el interior y exterior del cı´rculo.
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3) La solucio´n (V.6.21) puede escribirse como
u(r, θ) =
∫ 2π
0
K(r, a, θ − θ′)f(θ′)dθ′ ,
K(r, a, θ) =
a2 − r2
2π[a2 + r2 − 2ar cos(θ)] , (V.6.22)
dondeK(r, a, θ) representa la solucio´n para f(θ) = δ(θ). Puede comprobarse que u(r, θ) =
K(r, a, θ) es una funcio´n armo´nica que satisface l´ım
r→a−
K(r, a, θ) = δ(θ), con l´ım
r→a−
K(r, a, θ) =
0 si θ 6= 0 (o en general, θ 6= 2nπ, n ∈ Z) y l´ım
r→a−
K(r, a, 0) =∞.
Figura 43: Gra´fico de K(r, a, θ) para a = 1.
4) Es instructivo observar que el resultado (V.6.14), correspondiente al problema del
semiplano, en un contexto de coordenadas cartesianas, puede obtenerse tambie´n directa-
mente de la solucio´n de Poisson para el interior del cı´rculo. En efecto, se debe considerar
un radio a muy grande y un punto (x, y) pro´ximo a la superficie (con y medido desde el
borde del cı´rculo), en el lı´mite a≫ a− r = y. En tal caso, d2(r, a, θ)→ (x− x′)2 + y2,
a2 − r2 = (a+ r)(a− r)→ 2ay y adθ → dx′, por lo que
a2 − r2
2π
∫ 2π
0
g(θ)dθ
d2(r, a, θ)
→ y
π
∫ ∞
−∞
f(x′)dx′
(x− x′)2 + y2 ,
con f(x′) = g(x′/a).
V.6.4.5. Armo´nicos esfe´ricos y solucio´n de Poisson para la bola tridimensional
Consideremos, ahora, la ecuacio´n ∆u = 0 en la regio´n esfe´rica r1 ≤ r ≤ r2, 0 ≤
θ ≤ π, 0 ≤ φ ≤ 2π, donde (r, θ, φ) son las coordenadas esfe´ricas usuales (definidas por
x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ). Emplearemos la notacio´n Ω = (θ, φ),
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con dΩ = sin θdθdφ. En estas coordenadas,
∆ =
∂2
∂r2
+
2
r
∂
∂r
+
∆Ω
r2
∆Ω =
1
sin θ
∂
∂θ
(sin θ
∂
∂θ
) +
1
sin2 θ
∂2
∂φ2
. (V.6.23)
La ecuacio´n de Laplace en coordenadas esfe´ricas es, entonces,
∂2u
∂r2
+
2
r
∂u
∂r
+
∆Ωu
r2
= 0 . (V.6.24)
Figura 44: La regio´n esfe´rica r1 ≤ r ≤ r2.
Planteando una solucio´n producto u(r, θ) = R(r)Y (Ω), se obtienen las ecuaciones
R′′ +
2
r
R′ − k
2
r2
R = 0, ∆ΩY = −k2Y .
con k constante. Como ya hemos discutido en III.2.5, la solucio´n de la parte angular es
acotada y monovaluada so´lo si k2 = l(l+1), con l natural e Y (Ω) = Ylm(Ω) el armo´nico
esfe´rico de orden l. Utilizaremos ahora los armo´nicos esfe´ricos complejos normalizados:
−∆ΩYlm(Ω) = l(l + 1)Ylm(Ω), −l ≤ m ≤ l, l = 0, 1, . . .
Ylm(Ω) =
√
(2l + 1)(l − |m|)!
4π(l + |m|)! P
|m|
l (cos θ)e
imφ(−1)m+|m|2
donde P |m|l (x) es el polinomio asociado de Legendre (y P 0l (x) = Pl(x) el polinomio de
Legendre), que satisfacen ∫
s
Ylm(Ω)Y
∗
l′m′(Ω)dΩ = δll′δmm′ (V.6.25)
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donde
∫
s
dΩ =
∫ π
0
∫ 2π
0
sin θdθdφ denota la integral sobre toda la superficie esfe´rica e
Y ∗lm(Ω) = (−1)mYl−m(Ω) en la presente convencio´n de fases. Ylm(Ω) son las autofuncio-
nes normalizadas de ∆Ω en la superficie esfe´rica.
Figura 45: Mo´dulo de los armo´nicos esfe´ricos. Se grafica la superficie r = |Ylm(θ, φ)| para
m = 0, y r = |ReIm[Ylm(θ, φ)]| para m 6= 0, para l = 0, 1, 2. La orientacio´n de los ejes (igual en
todos los paneles) es indicada en el u´ltimo panel.
La ecuacio´n para la parte radial es nuevamente del tipo de Euler, con solucio´n rλ y λ
determinado por
λ(λ− 1) + 2λ− l(l + 1) = 0 ,
cuyas soluciones son λ = l, λ = −l − 1. La solucio´n producto es, en consecuencia, de la
forma
R(r)Y (Ω) = (arl + br−l−1)Ylm(Ω) .
Soluciones independientes de φ (es decir, invariantes frente a rotaciones alrededor del eje
z) corresponden a m = 0, con l arbitrario, mientras que soluciones independientes de θ y
φ (es decir, invariantes frente a rotaciones) se obtienen so´lo para l = 0, y son de la forma
u(r) = a+ b/r.
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La solucio´n general para u(r,Ω) es, entonces, de la forma
u(r,Ω) =
∞∑
l=0
l∑
m=−l
[almr
l +
blm
rl+1
]Ylm(Ω) . (V.6.26)
Para soluciones acotadas, si r1 = 0, ⇒ blm = 0 mientras que, si r2 →∞, ⇒ alm = 0.
Consideremos ahora el problema de determinar la funcio´n armo´nica u(r,Ω) en el
interior de una bola de radio r2 = a, conociendo sus valores en la superficie, u(a,Ω) =
f(Ω). La funcio´n debe ser de la forma
u(r,Ω) =
∞∑
l=0
l∑
m=−1
almr
lYlm(Ω) . (V.6.27)
La condicio´n de contorno implica
u(a,Ω) =
∞∑
l=0
l∑
m=−1
alma
lYlm(Ω) = f(Ω) ,
que representa el desarrollo en serie de armo´nicos esfe´ricos de f(Ω). Teniendo en cuenta
(V.6.25), los coeficientes estara´n dados por
alm =
1
al
∫
s
Y ∗lm(Ω)f(Ω)dΩ . (V.6.28)
Si f(Ω) = f(θ)⇒ alm = 0 si m 6= 0 y u(r,Ω) =
∞∑
l=0
clr
lPl(cos θ0), con cl = al0
√
2l+1
4π
.
Si f(Ω) = c ⇒ cl = 0 para l 6= 0 (por ortogonalidad de Pl, l 6= 0, con P0 = 1) y
u(r,Ω) = c.
En general, utilizando (V.6.28) obtenemos
u(r,Ω) =
∫
s
[
∞∑
l=0
(
r
a
)l
l∑
m=−l
Ylm(Ω)Y
∗
lm(Ω
′)]f(Ω′)dΩ′ . (V.6.29)
Para evaluar esta serie recordemos, primero, el teorema de adicio´n para armo´nicos esfe´ri-
cos,
l∑
m=−l
Ylm(Ω)Y
∗
lm(Ω
′) =
2l + 1
4π
Pl(cos θ0) , (V.6.30)
donde θ0 es el a´ngulo entre las direcciones determinadas por Ω y Ω′, y queda definido por
cos(θ0) = n(Ω) · n(Ω′)
= cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′) , (V.6.31)
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con n(Ω) = (sin θ cosφ, sin θ sinφ, cos θ). La ecuacio´n (V.6.30) refleja el hecho de que el
primer miembro es un escalar (frente a rotaciones) que depende so´lo del a´ngulo θ0 entre
Ω y Ω′. Entonces, eligiendo Ω = (θ, φ) = (0, 0), y dado que Ylm(0, 0) = δm0Yl0(0, 0) =√
2l+1
4π
(pues Pml (1) = δm0), obtenemos
l∑
m=−l
Ylm(0, 0)Ylm(Ω
′) = Yl0(0, 0)Y ∗l0(Ω
′) = 2l+1
4π
Pl(cos θ
′) ,
lo cual conduce a (V.6.30), dado que θ0 = θ′ si θ = 0. Asimismo, (V.6.30) refleja el
hecho de que, como funcio´n de Ω, Pl(cos θ0) es tambie´n autofuncio´n de ∆Ω con autovalor
−l(l+ 1) y debe ser, por lo tanto, combinacio´n lineal de las autofunciones Ylm(Ω) con el
mismo l:
Pl(cos θ0) =
l∑
m=−l
cmYlm(Ω),
cm =
∫
s
Y ∗lm(Ω)Pl(cos θ0)dΩ =
4π
2l+1
Y ∗lm(Ω
′) .
Debemos, ahora, evaluar la serie
∞∑
l=0
(2l + 1)(
r
a
)lPl(cos θ0), r < a . (V.6.32)
Para ello, usaremos el desarrollo
1
d(r, a, θ0)
=
∞∑
l=0
rl
al+1
Pl(cos θ0), r < a (V.6.33)
d(r, a, θ0) = (a
2 + r2 − 2ar cos θ0)1/2 , (V.6.34)
que puede obtenerse reconociendo que el primer miembro es una funcio´n armo´nica tridi-
mensional de r, θ0 para r < a y que por lo tanto debe ser de la forma
∞∑
l=0
clr
lPl(cos θ0).
Para θ0 = 0, d−1(r, a, 0) = (a − r)−1 = a−1
∑∞
l=0(r/a)
l
, por lo que cl = 1/al+1. Deri-
vando, ahora, (V.6.33) respecto de r obtenemos
∞∑
l=0
l
rl
al+1
Pl(cos θ0) = r
∂
∂r
∞∑
l=0
rl
al+1
Pl(cos θ0)
=
−r(r−a cos θ0)
(a2+r2−2ar cos θ0)3/2 .
Por lo tanto,
∞∑
l=0
(2l+1)(
r
a
)lPl(cos θ0) =
a2 − r2
(a2 + r2 − 2ar cos θ0)3/2 . (V.6.35)
254
V.6 ECUACI ´ON DE LAPLACE
Utilizando (V.6.29), (V.6.30), (V.6.35) obtenemos finalmente la solucio´n de Poisson para
el interior de la esfera,
u(r,Ω) =
a(a2−r2)
4π
∫
s
f(Ω′)dΩ′
d3(r, a, θ0)
, r < a , (V.6.36)
donde θ0 esta´ determinado por (V.6.31) y d(r, a, θ0), dado por (V.6.34), es la distancia
entre el punto r de coordenadas polares (r,Ω) situado en el interior de la esfera y el punto
r
′ = (a,Ω′) de la superficie.
Si Ω = (θ, φ) = (0, 0)⇒ θ0 = θ′.
Comentarios:
1) Nuevamente, en el centro de la esfera (r = 0), el valor de u es el promedio de sus
valores en la superficie pues, en este caso, d = a y, entonces,
u(0) =
1
4π
∫
s
f(Ω′)dΩ′ = 〈f〉 .
El valor de una funcio´n armo´nica u en un punto es, en consecuencia, el promedio de los
valores en cualquier superficie esfe´rica con centro en ese punto, contenida en la regio´n D
donde u esta´ definida y, por lo tanto, en cualquier esfera con centro en el punto. No puede,
pues, poseer extremos en el interior de D.
2) Problema exterior: Consideremos el problema de determinar u armo´nica en el ex-
terior de la esfera (r > a), conociendo sus valores en la superficie, u(a,Ω). A partir de
(V.6.26) vemos que, si u es armo´nica, entonces
v(r,Ω) =
a
r
u(
a2
r
,Ω)
=
∞∑
l=0
l∑
m=−l
[alm
a2l+1
rl+1
+ blm
rl
a2l+1
]Ylm(Ω)
es tambie´n armo´nica, pues es de la forma (V.6.26), y satisface v(a,Ω) = u(a,Ω). Adema´s,
si u esta´ definida para r < a ⇒ v estara´ definida para r > a. Por lo, tanto, la solucio´n
para el exterior de la esfera es
v(r,Ω) =
a
r
u(
a2
r
,Ω) =
a(r2 − a2)
4π
∫
s
f(Ω′)dΩ′
d3(r, a, θ0)
, r > a .
3) La solucio´n (V.6.36) puede escribirse como
u(r,Ω) =
∫
s
K(r, a, θ0)f(Ω)dΩ ,
K(r, a, θ0) =
a(a2−r2)
4πd3(r, a, θ0)
, (V.6.37)
255
V.6 ECUACI ´ON DE LAPLACE
donde K(r, a, θ0) es la solucio´n para f(Ω) = δ(Ω− Ω′) ≡ δ(θ − θ′)δ(φ− φ′)/ sin(θ).
Problema sugerido V.6.5 : Comprobar que K es armo´nica y satisface l´ım
r→a−
K(r, a, θ0) =
δ(Ω− Ω′).
V.6.4.6. Armo´nicos cilı´ndricos. Solucio´n de Poisson en el cilindro
Consideremos la ecuacio´n ∆u = 0 en el interior de un cilindro de radio a y altura b, o
sea 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π, 0 ≤ z ≤ b. En coordenadas cilı´ndricas,
∆ = ∆(r,θ) +
∂2
∂z2
,
con ∆(r,θ) dado por (V.6.15), por lo que la ecuacio´n es
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂θ2
+
∂2u
∂z2
= 0 . (V.6.38)
Figura 46: El cilindro 0 ≤ r ≤ a, 0 ≤ z ≤ b.
Planteando una solucio´n del tipo u = v(r, θ)Z(z) obtenemos las ecuaciones
Z ′′ = k2Z, ∆(r,θ) v = −k2v .
La solucio´n de la primera ecuacio´n es
Z(z) = E cosh(kz) + F sinh(kz) .
Escribiendo v = R(r)Θ(θ), la segunda ecuacio´n implica
Θ′′ = −n2Θ, R′′ + R
′
r
+ (k2 − n
2
r2
)R = 0 ,
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cuyas soluciones generales son
Θ(θ) = Aeinθ +Be−inθ, R(r) = CJn(kr) +DYn(kr) ,
donde Jn, Yn son las funciones de Bessel de primera y segunda especie (Ver III.2.7). En
el presente caso, la condicio´n de R acotado para r → 0 implica D = 0, mientras que la
de Θ monovaluada, n entero.
Consideremos, por ejemplo, u = 0 en los bordes lateral (u(a, θ, z) = 0) e inferior
(u(r, θ, 0) = 0), con u(r, θ, b) = f(r, θ). Esto implica k = knm/a, con knm los ceros de
Jn (Jn(knm) = 0) y E = 0. Recordando que, para n entero, J−n(x) = (−1)nJn(x), la
solucio´n general puede escribirse como
u(r, θ, z) =
∞∑
n=−∞
∞∑
m=1
AnmJn(knmr/a)e
inθ sinh(knmz/a) .
Para z = b, esto conduce al desarrollo de Fourier-Bessel de u(r, θ, b) = f(r, θ). Recor-
dando que ∫ a
0
∫ 2π
0
Jn(knm
r
a
)Jn′(kn′m′
r
a
)eiθ(n−n
′)rdrdθ
= δnn′δmm′πa
2J ′n(knm)
2 , (V.6.39)
obtenemos
Anm =
∫ a
0
∫ 2π
0
f(r, θ)Jn(knmr/a)e
−inθrdrdθ
πa2J ′n(knm)2 sinh(knmb/a)
.
En forma ana´loga se resuelve el caso con dato en la base. En cambio, si el dato es
u(a, θ, z) = f(θ, z), con u(r, θ, 0) = u(r, θ, b) = 0, tenemos k = imπ/b, con m entero, y
debemos plantear una solucio´n de la forma
u(r, θ, z) =
∞∑
m=1
∞∑
n=−∞
AnmIn(mπr/b)e
inθ sin(mπz/b) , (V.6.40)
donde In(x) = (−i)nJn(ix) es la funcio´n de Bessel modificada de primera especie. Se
obtiene un desarrollo en serie de Fourier bidimensional para u(a, θ, z) = f(θ, z).
Problema sugerido V.6.6 : Determinar la solucio´n del problema ∆u = 0 en el cilindro
r ≤ a, 0 ≤ z ≤ b, si u(r, θ, 0) = f(r, θ), u(r, θ, b) = g(r, θ) y u(a, θ, z) = h(θ, z).
V.6.5. Me´todos de variable compleja para problemas bidimensiona-
les
En el caso de dos dimensiones, toda funcio´n u(x, y) armo´nica en una regio´n D es la
parte real o imaginaria de una funcio´n analı´tica en D:
u(x, y) = Re[f(z)], z = x+ iy .
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Recordemos que f(z) es analı´tica si f ′(z) = l´ım
∆z→0
f(z+∆z)−f(z)
∆z
es independiente de la
direccio´n de ∆z. En tales condiciones, fx(z) = f ′(z), fy(z) = f ′(z)i, lo que implica
∆f = fxx(z) + fyy(z) = f
′′(z)− f ′′(z) = 0. Escribiendo
f(z) = u(x, y) + iv(x, y) ,
con u y v reales, tanto u como v son entonces armo´nicas. La identidad f ′(z) = fx(z) =
−ify(z) conduce a las condiciones de Cauchy-Riemann, ux = vy, uy = −vx de las que
se desprende nuevamente que uxx + uyy = 0.
Si, por ejemplo, u(x, y) representa una temperatura, las curvas u(x, y) = c son las
isotermas mientras que las curvas v(x, y) = c′ son las correspondientes lı´neas de flujo, ya
que los gradientes de u y v son perpendiculares: (ux, uy)·(vx, vy) = (ux, uy)·(−uy, ux) =
0.
Por ejemplo, la parte real e imaginaria de zk = rk(cos kθ+ i sin kθ) y ln z = ln r+ iθ
son los armo´nicos circulares, mientras que las de ekz = ekx(cos ky + i sin ky), eikz =
e−ky(cos kx+ i sin kx), son los armo´nicos rectangulares. En el caso del recta´ngulo,
sin(kx) sinh(ky) = −Im[cos(kz)] = −1
2
Im(eikz + e−ikz) .
Sabemos que, si f es analı´tica en una regio´n D y C es una curva cerrada contenida en D,∮
C
f(z)dz = 0 .
Adema´s, f(z) puede escribirse como la integral
f(z) =
1
2πi
∮
C
f(z′)
z′ − z dz
′ , (V.6.41)
donde C es cualquier curva cerrada que circunda a z, dentro de la regio´n D donde f es
analı´tica. De esta forma, para z ∈ D, f(z) queda completamente determinada por los
valores que toma f en C.
V.6.5.1. Solucio´n de Poisson para el interior del disco: Obtencio´n con me´todos de
variable compleja
La solucio´n de Poisson (V.6.21) puede tambie´n obtenerse a partir de (V.6.41). Si C es
un cı´rculo de radio a⇒ z′ = aeiθ′ , con dz′ = iz′dθ′ y
f(z) =
1
2π
∫ 2π
0
f(z′)z′
z′ − z dθ
′, z′ = aeiθ
′
, |z| < a (V.6.42)
Para obtener (V.6.21) es necesario sin embargo expresar la parte real de f(z) en te´rminos
de la parte real de f(z′). Definiendo z1 = a2/z∗ = z′z′∗/z∗, tenemos |z1| > a si |z| < a
y entonces, para el mismo cı´rculo C,
0 =
1
2πi
∮
C
f(z′)
z′ − z1dz
′ =
1
2π
∫ 2π
0
f(z′)z∗
z∗ − z′∗dθ
′ . (V.6.43)
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Restando (V.6.43) de (V.6.42) obtenemos
f(z) =
1
2π
∫ 2π
0
f(z′)
|z′|2 − |z|2
|z′ − z|2 dθ
′ =
a2 − r2
2π
∫ 2π
0
f(aeiθ
′
)dθ′
d2(a, r, θ − θ′) ,
donde z = reiθ y d2(a, r, θ−θ′) = |z′−z|2. La parte real (o imaginaria) de esta expresio´n
nos da la fo´rmula de Poisson (V.6.21). Notemos que
a2 − r2
d2(a, r, θ − θ′) =
|z′|2 − |z|2
|z′ − z|2 = Re[
z′ + z
z′ − z ] . (V.6.44)
V.6.5.2. Transformaciones conformes
Recordemos que la transformacio´n
w = f(z) = u+ iv, f ′(z) 6= 0 ,
con f(z) analı´tica, mapea una regio´n D del plano z en una regio´n S del plano w. Se
dice que la transformacio´n es conforme, pues conserva los an´gulos entre curvas: para una
curva z(t), que se transforma en la curva w(t) = f(z(t)), tenemos
dw
dt
= f ′(z)
dz
dt
y, por lo tanto,, arg dw
dt
= arg[f ′(z)]+arg[dz
dt
], lo que representa una traslacio´n de los argu-
mentos en arg[f ′(z)] (suponiendo que f ′(z) 6= 0). No obstante, como |dw| = |f ′(z)||dz|,
las distancias se dilatan localmente en |f ′(z)|.
Si g(w) es analı´tica en S ⇒ g(f(z)) sera´ analı´tica en D. Por lo tanto, Re[g(f(z))]
sera´ una funcio´n armo´nica en D. Esto indica que, una vez conocida la solucio´n armo´nica
Re[g(w)] en S, podemos hallar la solucio´n en D mediante una transformacio´n conforme.
Por ejemplo, la transformacio´n
w = ez = ex(cos y + i sin y)
mapea el recta´ngulo 0 ≤ x ≤ a, 0 ≤ y ≤ b en el sector circular 1 ≤ r ≤ ea, 0 ≤ θ ≤ b.
En esta regio´n hemos visto que los armo´nicos son de la forma wk = rk(cos kθ+ i sin kθ)
para k 6= 0.
Los armo´nicos rectangulares son, pues, la parte real e imaginaria de
(ez)k = ekz = ekx(cos ky + i sin ky),
donde k puede ser real o complejo, resultado que hemos obtenido por separacio´n de varia-
bles (adema´s, lnw = ln r+ iθ y 1
2
Im(lnw)2 = θ ln r (armo´nicos circulares para k = 0) se
transforman en ln ez = z = x+ iy, y 1
2
Im[z2] = xy, que son los armo´nicos rectangulares
para k = 0).
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Como ejemplo especı´fico, la transformacio´n
w = e−αz/b = e−αx/b[cos(αy/b)− i sin(αy/b)]
mapea la franja semi-infinita x ≥ 0, 0 ≤ y ≤ b en el sector circular 0 ≤ r ≤ 1,
−α ≤ θ ≤ 0, donde la solucio´n general acotada esta´ dada por (V.6.18) con Bn = 0. La
solucio´n en la franja se obtiene, entonces, reemplazando
r = |e−αz/b| = e−αx/b, θ = arg(e−αz/b) = αy/b
en (V.6.18), con rnπ/α = e−nπx/b, lo que conduce inmediatamente a la solucio´n (V.6.12).
Como segundo ejemplo, obtendremos la fo´rmula (V.6.14) para la funcio´n armo´nica
en el semiplano a partir de la fo´rmula de Poisson (V.6.21), utilizando una transformacio´n
conforme que mapee el semiplano superior en el interior de un cı´rculo de radio 1. Una tal
transformacio´n es
w =
z − i
z + i
.
En efecto, si z = x (y = 0)⇒ |w| = |x−i
x+i
| = 1. Adema´s, (0, i) se transforma en (0, 0), de
modo que es el semiplano superior el que pasa al interior del cı´rculo (recordemos que los
llamados mapeos lineales w = az+b
cz+d
con ad− bc 6= 0 mapean rectas y cı´rculos en rectas y
cı´rculos). Tenemos, para z′ = (x′, 0),
Re[
w′ + w
w′ − w ] = Re[i
1 + zz′
z − z′ ] =
y(1 + x′2)
|z′ − z|2
dθ′ =
dw′
iw′
=
2dz′
1 + z′2
=
2dx′
1 + x′2
, (V.6.45)
con |z′−z|2 = (x−x′)2+y2. Por lo tanto, utilizando (V.6.21), (V.6.44) y las expresiones
anteriores,
g(w(z)) =
1
2π
∫ 2π
0
g(w′)Re[
w′ + w
w′ − w ]dθ
′ =
y
π
∫ ∞
−∞
g(w(x′))dx′
(x− x′)2 + y2 .
La parte real nos da el resultado (V.6.14) para u(x, y) = Re[g(w(z))], con g(w(x′)) =
u(x′, 0) = f(x′).
V.6.6. Problemas de autovalores para el operador de Laplace
V.6.6.1. Propiedades generales
Como demostramos en la seccio´n V.6.3, el operador de Laplace, con su dominio defi-
nido por cualquiera de los tres tipos de condiciones de contorno allı´ estudiados, es auto-
adjunto. Como sabemos de nuestro estudio del problema de Sturm-Liouville (ver III.1),
el cara´cter autoadjunto del operador conduce a propiedades deseables de sus autovalores
y autofunciones, algunas de las cuales demostramos a continuacio´n.
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Teorema V.6.4 Las autofunciones correspondientes a autovalores distintos son ortogo-
nales.
Demostracio´n: Si −∆un = λnun y −∆um = λmum, multiplicando la primera ecua-
cio´n por um, la segunda por un y resta´ndolas, se tiene:
um∆un − un∆um = −(λm − λn)unum .
Ahora, integrando sobre la regio´n D y usando nuevamente en forma repetida el teo-
rema de Gauss, tenemos:
(λm−λn)
∫
D
unum dV =
∫
D
(un∆um−um∆un)dV =
∫
∂D
(
un
∂um
∂n
− um∂un
∂n
)
dV = 0 ,
donde hemos usado que el te´rmino de borde se anula para cualquiera de los tres tipos
de condiciones de contorno que estamos tratando. En consecuencia, hemos demostrado
que, si λm 6= λn las correspondientes autofunciones son ortogonales.

Tales autofunciones no so´lo son ortogonales, sino que, adema´s, constituyen un sistema
completo, que permite desarrollar cualquier funcio´n que satisfaga las mismas condiciones
de contorno en una serie absoluta y uniformemente convergente de tales autofunciones.
La demostracio´n de esta propiedad es similar a la del caso de una dimensio´n (ver, por
ejemplo, [9]).
Teorema V.6.5 Cuando el dominio del operador de Laplace se define con cualquiera de
las condiciones de contorno antes presentadas, sus autovalores resultan reales
Demostracio´n: Supongamos que λ = µ + iν, con µ, ν ∈ R y ν 6= 0 es un autovalor
complejo, correspondiente a una autofuncio´n u. Entonces, conjugando la ecuacio´n satis-
fecha por u vemos que λ¯ = µ− iν debe ser autovalor correspondiente a la autofuncio´n u¯.
Por el teorema anterior, u y u¯ son ortogonales, es decir,
∫
D
ρ|u|2 dV = 0, lo cual fuerza
a u a ser ide´nticamente nula y contradice la hipo´tesis del teorema.

Este teorema tambie´n muestra que las autofunciones siempre pueden elegirse reales.
En efecto, si una funcio´n compleja es autofuncio´n con un cierto autovalor asociado, su
compleja conjugada es autofuncio´n con el mismo autovalor asociado y, en virtud de la
linealidad del operador, pueden tomarse combinaciones reales de ambas como autofun-
ciones. En otras palabras, tanto la parte real como imaginaria sera´n autofunciones con el
mismo autovalor si son no nulas.
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Es fa´cil mostrar, ahora, que los autovalores de −∆ con las condiciones de Dirichlet o
Neumann son no negativos: Si −∆u = λu con u , λ reales, entonces
λ
∫
D
u2 dV =
∫
D
−u∆u dV = −
∫
∂D
u
∂u
∂n
dS +
∫
D
|∇u|2 dV
= 0 +
∫
D
|∇u|2 dV ≥ 0 (V.6.46)
lo cual muestra que λ ≥ 0.
Finalmente, mencionamos que, en las condiciones de los teoremas anteriores, puede
demostrarse que existe un autovalor mı´nimo del operador −∆ y que los autovalores de
dicho operador forman una secuencia ordenable y divergente por valores positivos [9].
Presentaremos, a continuacio´n, ejemplos de resolucio´n del problema de autovalores
para el operador de Laplace, con condiciones de contorno de Dirichlet, en diversas geo-
metrı´as. En realidad, consideraremos las autofunciones del operador −∆ ya que, como
veremos, el mismo resultara´, en todos los casos a considerar, definido positivo.
V.6.6.2. Autovalores del laplaciano en un recta´ngulo
Buscamos la solucio´n al problema
−∆u(x, y) = −
[
∂2
∂x2
+
∂2
∂y2
]
u(x, y) = λu(x, y)
en la regio´n D = {(x, y) ⊂ R2/0 < x < a, 0 < y < b}, con las condiciones de contorno
u(0, y) = u(a, y) = u(x, 0) = u(x, b) = 0.
A tal fin, proponemos una solucio´n en variables separadas de la forma u(x, y) =
X(x)Y (y). Reemplazando en la ecuacio´n de autovalores tenemos:
X
′′
X
+
Y
′′
Y
= −λ .
Como ya hemos explicado, la ecuacio´n anterior implica
−X
′′
X
=
Y
′′
Y
+ λ = α ,
donde α es una constante a determinar.
La ecuacio´n correspondiente a la funcio´n X(x) es
X
′′
+ αX = 0 .
Es fa´cil verificar que no existen soluciones no triviales que satisfagan las condiciones
de contorno en ambos extremos del intervalo [0, a] para α = 0. Para α 6= 0 la solu-
cio´n general es de la forma X(x) = A sin
√
αx + B cos
√
αx. La condicio´n de con-
torno u(0, y) = 0 ∀y exige B = 0. Por su parte, la condicio´n u(a, y) = 0 ∀y determina
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√
αn =
nπ
a
, n = 1, 2, . . . ∈ N. Notar que la consideracio´n de los valores enteros negati-
vos de n conducirı´a a autofunciones linealmente dependientes de las seleccionadas. Por
lo tanto, tenemos Xn(x) = An sin nπa x, n = 1, 2, . . . ∈ N.
Habiendo determinado los posibles valores de α, debemos au´n resolver la ecuacio´n
para la funcio´n Y (y), que se escribe como
Y
′′
(y) +
[
λ−
(nπ
a
)2]
Y (y) = 0 .
Como en el caso anterior, las condiciones de contorno hacen que no existan soluciones
distintas de la trivial para λ =
(
nπ
a
)2
. Para los restantes valores de λ la solucio´n general
es de la forma Y (y) = C sin
√[
λ− (nπ
a
)2]
y + D cos
√[
λ− (nπ
a
)2]
y. La condicio´n
de contorno u(x, 0) = 0 ∀x exige D = 0, mientras que la condicio´n u(x, b) = 0 ∀x
determina los valores admisibles
√
λnm −
(
nπ
a
)2
= mπ, n,m = 1, 2, . . . ∈ N.
Resumiendo, las autofunciones buscadas son de la forma
unm(x, y) = Anm sin
nπ
a
x sin
mπ
b
y (V.6.47)
y sus correspondientes autovalores son
λnm =
(nπ
a
)2
+
(mπ
b
)2
, (V.6.48)
con n,m = 1, 2, . . . ∈ N.
Notar que, segu´n lo esperado, los autovalores son reales, admiten un ordenamiento y
constituyen una secuencia divergente por valores positivos.
Problema sugerido V.6.7: Verificar que las autofunciones correspondientes a distin-
tos autovalores son ortogonales y normalizarlas.
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Figura 47: Las primeras seis autofunciones unm(x, y) del laplaciano en un cuadrado de lado
1, dadas por (V.6.47). Los autovalores son λnm = pi2(n2+m2). Estas autofunciones representan,
por ejemplo, los primeros modos normales de vibracio´n de una membrana cuadrada fija en los
bordes, siendo las frecuencias de vibracio´n proporcionales a
√
λnm.
(n,m) = (1, 1)
(1, 2) (2, 1)
(2, 2)
(1, 3) (3, 1)
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V.6.6.3. Autovalores del laplaciano en un disco y en un cilindro
Pasemos, ahora, a considerar el problema de autovalores para el operador laplaciano,
con condiciones de contorno de tipo Dirichlet, en un disco de radio a:
−∆u(r, θ) = −
[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂θ2
]
u(r, θ) = λu(r, θ)
con la condicio´n de contorno u(a, θ) = 0 y la condicio´n de u acotada en r = 0. Pediremos,
adema´s, que las autofunciones sean univaluadas, es decir, perio´dicas de perı´odo 2π en la
variable θ. La ecuacio´n precedente puede reescribirse como:[
r
∂
∂r
(
r
∂
∂r
)
+
∂2
∂θ2
]
u(r, θ) = −λr2u(r, θ) .
Para resolverla, usamos nuevamente el me´todo de separacio´n de variables, proponien-
do u(r, θ) = R(r)Θ(θ). De reemplazar esta expresio´n en la ecuacio´n anterior resulta:[
1
R(r)
r
d
dr
(
r
dR(r)
dr
)
+ λr2
]
= − 1
Θ(θ)
d2
dθ2
Θ(θ) = α ,
donde α es, nuevamente, la constante de separacio´n, que determinaremos a continuacio´n.
La ecuacio´n satisfecha por Θ(θ) admite un modo cero (α = 0) constante, ya que el mismo
es trivialmente perio´dico. La solucio´n general para α 6= 0 esta´ dada por:
Θ(θ) = Aei
√
αθ .
La condicio´n de periodicidad (univaluacio´n) exige que α = n2, n = ±1,±2, . . .. De
modo que, incluyendo el autovalor nulo, tenemos α = n2, n ∈ Z.
Pasemos, ahora, a la ecuacio´n para R(r). Debemos resolver:[
r
d
dr
(
r
d
dr
)
+ (λr2 − n2)
]
R(r) = 0 .
El cambio de variable z =
√
λr conduce a la ecuacio´n de Bessel, cuya solucio´n es
R(r) = Bn Jn(
√
λr) + CnYn(
√
λr) .
La condicio´n de acotacio´n en el origen exige que Cn = 0 ∀n. Dado que J−n =
(−1)n Jn, podemos elegir la parte radial de las autofunciones como J|n| para n < 0. Final-
mente, la condicio´n de contorno en x = a determina λnm =
(
knm
a
)2
, n = 0, 1, . . . , m =
1, 2, . . ., donde jnm es la m-e´sima raı´z no nula de la funcio´n de Bessel de orden |n|.
Resumiendo: para este problema tenemos autofunciones de la forma
u±n,m(r, θ) = A±n,me±i n θJ|n|(knmr/a) (V.6.49)
con autovalores
λnm =
(
knm
a
)2
, n = 0, 1, . . . , m = 1, 2, . . . . (V.6.50)
Notar que podrı´an, tambie´n, elegirse autofunciones reales, tomando funciones seno y
coseno en lugar de exponenciales complejas (que corresponden a la parte real e imaginaria
de (V.6.49)).
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Figura 48: Las primeras seis autofunciones unm(r, θ) del laplaciano en el disco r < 1, dadas
por (V.6.49) (se toman las partes real e imaginaria si n ≥ 1). Los autovalores son λnm = k2nm ≈
5,78; 14,68; 26,37; 30,47. Representan los modos normales de vibracio´n de un membrana circular
fija en los bordes, siendo las frecuencias de vibracio´n∝ knm. No´tese que los primeros autovalores
de −∆ en un cuadrado de igual a´rea son λ11 ≈ 6, 28; λ21 ≈ 15, 71 λ22 ≈ 25, 13; λ31 ≈ 31, 42.
(n,m) = (0, 1)
(1, 1)r (1, 1)i
(2, 1)r (2, 1)i
(0, 2)
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No´tese que, nuevamente, los autovalores resultan reales y positivos y pueden ordenar-
se a partir de un autovalor mı´nimo.
Problema sugerido V.6.8: Verifique que las autofunciones obtenidas son ortogonales
(con la adecuada medida de integracio´n en coordenadas polares) cuando corresponden a
autovalores distintos. Determine el factor de normalizacio´n.
Problema sugerido V.6.9: Resuelva el problema de autovalores para un cilindro de
radio a y altura b, con condicio´n de contorno Dirichlet homoge´neas en toda su frontera.
Muestre que las autofunciones tienen la expresio´n unml = A±nmle±i n θJ|n|(knmra ) sin
lπz
b
y
sus correspondientes autovalores son λnml =
(
knm
a
)2
+
(
lπz
b
)2
, donde n = 0, 1, . . . , m, l =
1, 2, . . ..
V.6.6.4. Autovalores del laplaciano en la bola tridimensional
Finalmente, resolvamos el problema de autovalores para (menos) el operador de La-
place en una bola tridimensional (ver nota 2 a pie de pa´gina, en la seccio´n III.2.4) de radio
a, con condiciones Dirichlet sobre la esfera que constituye su frontera.
−∆u(r, θ, ϕ) = λu(r, θ, ϕ) ,
Esta ecuacio´n, escrita en coordenadas esfe´ricas es
1
r2
∂
∂r
(
r2
∂u
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂u
∂θ
)
+
1
r2 sin2 θ
∂2u
∂ϕ2
+ λu = 0 , (V.6.51)
con 0 ≤ r ≤ r0, 0 ≤ ϕ ≤ 2π y 0 ≤ θ ≤ π.
Proponiendo una solucio´n en variables separadas u(r, θ, ϕ) = R(r)Y (θ, ϕ), tenemos:
1
R(r)
d
dr
(
r2
dR(r)
dr
)
+ λr2 = − 1
Y (θ, ϕ)
∆θ,ϕY (θ, ϕ) , (V.6.52)
donde
∆θ,ϕ =
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂ϕ2
. (V.6.53)
En la ecuacio´n (V.6.52), el miembro izquierdo so´lo depende de la variable r, mientras
el miembro derecho so´lo depende de las variables angulares. Para que la igualdad sea
va´lida para todos los valores de las variables es, entonces, necesario que ambos miembros
sean constantes. Llamaremos a esa constante α(α + 1).
Ya hemos estudiado la ecuacio´n para la parte angular del laplaciano (ver III.2.5) y
sabemos que so´lo admite soluciones en serie convergentes para α = l ∈ N+ {0}. Dichas
soluciones son los armo´nicos esfe´ricos Ylm.
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La ecuacio´n para R(r) se escribe
R′′l +
2
r
R′l +
[
λ− l(l + 1)
r2
]
Rl = 0 .
Mediante la sustitucio´n Rl(r) = r−1/2R˜l(r) se encuentra la ecuacio´n de Bessel:
R˜′′l +
1
r
R˜′l + [λ−
(l + 1/2)2
r2
]R˜l = 0 ,
cuya solucio´n general, segu´n hemos visto al estudiar las funciones de Bessel, es
R˜l(r) = A˜lJl+1/2(kr) + B˜lYl+1/2(kr), k =
√
λ .
Por lo tanto,
Rl(r) = r
−1/2R˜l(r) = Aljl(kr) +Blyl(kr) ,
donde Al =
√
2k/πA˜l, Bl =
√
2k/πB˜l. Las funciones
jl(x) =
√
π
2
Jl+1/2(x)√
x
, yl(x) =
√
π
2
Yl+1/2(x)√
x
,
son las denominadas funciones de Bessel esfe´ricas. Dado que Jν(x) ∝ xν para x → 0,
jl(x) permanece finita para x→ 0.
Puede verse, a partir de la definicio´n de las funciones de Bessel, que
j0(kr) =
sin kr
kr
, y0(kr) = −cos kr
kr
.
Estas son, pues, las dos soluciones linealmente independientes con simetrı´a esfe´rica (l =
0). En particular, −y0(kr)± ij0(kr) = e±ikr/r.
En general, puede demostrarse que
jl(x) = x
l(
−1
x
d
dx
)l
(
sin(x)
x
)
, yl(x) = x
l(
−1
x
d
dx
)l
(− cos(x)
x
)
.
En todo R3, k es real arbitrario. En cambio, en una esfera de radio a (b = 0) con la
condicio´n de contorno Rl(a) = 0 tendremos Bl = 0 y jl(ka) = 0, por lo que k = ksln/a,
siendo ksln el n-e´simo 0 de jl(x). Las autofunciones son, en tal caso,
unlm(r,Ω) = jl(k
s
lnr/a)Ylm(Ω) (V.6.54)
y los autovalores
λln = (k
s
ln)
2/a2 . (V.6.55)
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V.6.7. Funcio´n de Green del laplaciano
V.6.7.1. Definicio´n y desarrollo en autofunciones para el problema de Dirichlet
Consideremos la ecuacio´n general inhomoge´nea
−∆u = f(r) (V.6.56)
en una cierta regio´n D con borde ∂D, con la condicio´n de contorno u(r) = 0 en el borde
∂D. Sean uk(r), k = 1, 2, . . ., las autofunciones normalizadas de ∆ en D con la anterior
condicio´n de contorno, definidas por
−∆uk(r) = λkuk(r), uk(r) = 0 si r ∈ ∂D (V.6.57)∫
D
uk(r)u
∗
k′(r)dV = δkk′ , (V.6.58)
donde el autovalor λk es real y positivo (suponiendo D finito). Podemos desarrollar la
solucio´n u de (V.6.56) y la carga o fuente f(r) en la forma
u(r) =
∑
k
ckuk(r), f(r) =
∑
k
fkuk(r) ,
con
ck =
∫
D
u∗k(r)u(r)dV, fk =
∫
D
u∗k(r)f(r)dV .
Adema´s, utilizando dos veces la identidad de Green (ver Ape´ndice B y [20]),∫
D
u∗k∆udV =
∫
∂D
(u∗k
∂u
∂n
− u∂u
∗
k
∂n
)dS +
∫
D
u∆u∗kdV (V.6.59)
=
∫
∂D
(u∗k
∂u
∂n
− u∂u
∗
k
∂n
)dS − λkck , (V.6.60)
donde ∂
∂n
denota derivada normal. La integral de borde se anula si uk = u = 0 en D.
Multiplicando la ecuacio´n (V.6.56) por u∗k(r) e integrando obtenemos, entonces,
λkck = fk , (V.6.61)
de donde
ck = fk/λk .
En consecuencia, la solucio´n puede expresarse como
u(r) =
∑
k
fkuk(r)
λk
=
∫
D
G(r, r′)f(r′)dV ′ , (V.6.62)
donde
G(r, r′) =
∑
k
uk(r)u
∗
k(r
′)
λk
(V.6.63)
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es la funcio´n de Green. Notemos que tal desarrollo tiene sentido, dado que el problema
que estamos tratando no admite modos cero.
Si f(r) = δ(r−r0)⇒ u(r) = G(r, r0), por lo que la funcio´n de Green queda definida
por la ecuacio´n
−∆G(r, r′) = δ(r− r′), G(r, r′) = 0 si r ∈ ∂D . (V.6.64)
G(r, r′) es, por lo tanto, el potencial electrosta´tico o temperatura en r originado por
una carga o fuente puntual en r′, y que se anula en el borde ∂D (lo que corresponde a un
borde conectado a tierra para el potencial o mantenido a temperatura 0). Notemos que
G(r, r′) = G(r′, r)
(pues G es real), de modo que la temperatura en r debida a una fuente en r′ es igual a
la temperatura en r′ debida a una fuente en r, independientemente de la forma de D o
de las simetrı´as geome´tricas particulares del problema. Esto es consecuencia del cara´cter
autoadjunto de ∆.
Matema´ticamente, G(r, r′) puede considerarse el nu´cleo (kernel), en la base de coor-
denadas, del operador lineal integral G, el cual es el inverso del operador diferencial −∆.
Escribiendo u(r) =
∫
D
δ(r− r′)u(r′)dV ′, la accio´n de ∆ sobre u puede expresarse como
∆u(r) =
∫
D
∆(r, r′)u(r′)dV ′, ∆(r, r′) = ∆δ(r− r′) .
Desarrollando en la base de autofunciones, δ(r − r′) = ∑k akuk(r), obtenemos ak =∫
D
u∗k(r)δ(r− r′)dV = u∗k(r′) y por lo tanto,
δ(r− r′) =
∑
k
uk(r)u
∗
k(r
′)
∆(r, r′) = −
∑
k
λkuk(r)u
∗
k(r
′) , (V.6.65)
en concordancia con el desarrollo (V.6.63). En la base de autofunciones, ∆ y G que-
dan, entonces, representados por “matrices” diagonales de elementos ∆kk′ = −λkδkk′ ,
Gkk′ =
1
λk
δkk′ , mientras que δ queda representado por la matriz identidad (de elementos
δkk′). De esta forma, G = ∆−1. En esta base, u y f quedan representados por vectores
columna de elementos uk, fk, y la ecuacio´n diferencial (V.6.56) por la ecuacio´n matricial∑
k′ ∆kk′ck′ = fk, que conduce a la ecuacio´n (V.6.61).
Mediante la funcio´n de Green es posible, tambie´n, resolver la ecuacio´n de Laplace
conociendo los valores de u en el borde,
∆u = 0, u(r) = g(r) si r ∈ ∂D. (V.6.66)
Multiplicando nuevamente la ecuacio´n anterior por u∗k(r) e integrando, obtenemos, utili-
zando (V.6.60), ∫
D
u∗k∆u dV = −
∫
∂D
g(r)
∂u∗k
∂n
dS − λkck = 0 ,
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de donde
ck = − 1
λk
∫
∂D
g(r)
∂u∗k
∂n
dS .
La solucio´n puede, en consecuencia, expresarse como
u(r) = −
∫
∂D
∂G(r, r′)
∂n′
g(r′)dS ′ ,
con
∂G(r, r′)
∂n′
=
∑
k
1
λk
uk(r)
∂u∗k(r
′)
∂n′
la derivada normal (respecto de r′) de la funcio´n de Green.
La solucio´n formal al problema general
−∆u = f(r), u(r) = g(r) si r ∈ ∂D
es, entonces,
u(r) =
∫
D
G(r, r′)f(r′)dV ′ −
∫
∂D
∂G(r, r′)
∂n′
g(r′)dS . (V.6.67)
Las mismas expresiones rigen si reemplazamos ∆ por un operador L = −∆ + q(r),
con q derivable en D, siempre y cuando L no poseea autovalores nulos (lo cual queda ga-
rantizado si q(r) > 0 en D). Entonces, uk(r) son las autofunciones de L. Ve´ase, tambie´n,
Ape´ndice A.
Como ejemplo directo del desarrollo en autofunciones (V.6.63), la funcio´n de Green
para el recta´ngulo 0 ≤ x ≤ a, 0 ≤ y ≤ b es
G(r, r′) =
4
ab
∞∑
n=1
∞∑
m=1
sin(knx) sin(knx
′) sin(lmy) sin(lmy′)
k2n + l
2
m
=
2
a
∞∑
n=1
sin(knx) sin(knx
′) sinh(kny) sinh[kn(b− y′)]
kn sinh(knb)
,
donde r = (x, y), r′ = (x′, y′), kn = nπ/a, lm = mπ/b, n,m = 1, 2, . . . y la u´ltima
expresio´n es va´lida para y < y′. Hemos utilizado los me´todos dados en el Ape´ndice C
para evaluar la suma sobre m. Reobtenemos ası´ el resultado (V.6.11) para el problema del
recta´ngulo.
V.6.7.2. Funciones de Green en dos, tres y n dimensiones
Consideremos ahora el problema de determinar la funcio´n de Green del laplaciano
en el espacio completo. Comenzaremos con el caso tridimensional. Las autofunciones
“normalizadas” de ∆ en todo R3 son
uk(r) =
eikxx√
2π
eikyy√
2π
eikzz√
2π
=
eik·r
(2π)3/2
, (V.6.68)
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donde k = (kx, ky, kz) y k · r = kxx+ kyy + kzz. Satisfacen
−∆uk(r) = k2uk(r), k2 = |k|2 = k2x + k2y + k2z∫
uk(r)u
∗
k′(r)d
3r =
1
(2π)3
∫
eir·(k−k
′)d3r = δ(k− k′) ,
donde la integral denota valor principal sobre todo el espacio, d3r = dxdydz y
δ(k− k′) = δ(kx − k′x)δ(ky − k′y)δ(kz − k′z) .
Utilizando el desarrollo en autofunciones, la funcio´n de Green puede determinarse como
G(r, r′) =
1
(2π)3
∫
eik·(r−r
′)
|k|2 d
3k
=
1
(2π)2
∫ ∞
0
k2dk
∫ π
0
eikr cos(θ)
k2
sin θdθ
=
2
(2π)2
∫ ∞
0
sin(kr)
kr
dk =
1
4πr
, (V.6.69)
donde r = |r − r′|, k · (r − r′) = kr cos θ y hemos utilizado el resultado (deducido al
introducir la transformada de Fourier)∫ ∞
0
sin(x)
x
dx =
π
2
.
El resultado (V.6.69) puede tambie´n obtenerse en forma ma´s simple y fı´sica a partir
del teorema de Gauss (o sea, la identidad de Green (V.6.59) para uk = 1). Obviamente,
debido a la invariancia traslacional y rotacional de ∆ en el espacio completo, G(r, r′)
sera´ una funcio´n u´nicamente de la distancia |r− r′| , es decir,
G(r, r′) = G(|r− r′|) .
Considerando ahora una bola R centrada en el origen de radio r > 0 arbitrario, a partir de
−∆G = δ(r) obtenemos, dado que ∫
R
δ(r)dV = 1,
−
∫
R
∆GdV = −
∫
∂R
∂G
∂n
dS = −G′(r)4πr2 = 1 ,
con r = |r|, de donde G′(r) = −1/(4πr2) y entonces,
G(r) =
1
4πr
,
donde hemos impuesto la condicio´n de contorno l´ım
r→∞
G(r) = 0.
Notemos que 1
r
es la u´nica funcio´n armo´nica (adema´s de la funcio´n constante) que es
independiente de Ω en tres dimensiones, de modo que, necesariamente, G(r) ∝ r−1 para
r > 0, dado que ∆G(r) = 0 si r 6= 0.
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En dos dimensiones, procediendo de la misma manera obtenemos−G′(r)2πr = 1, de
donde G′(r) = − 1
2πr
y
G(r)−G(r0) = − ln(r/r0)
2π
, r > 0 .
Recordemos que, en dos dimensiones, ln r es la u´nica funcio´n armo´nica (adema´s de una
constante) independiente de θ. No es, entonces, posible satisfacer la condicio´n G(r) <∞
(y, por lo tanto, G(r) → 0) para r → ∞. Lo mismo ocurre en una dimensio´n donde,
a partir de −G′(r)2 = 1 obtenemos G(r) − G(r0) = −12(r − r0) (o sea, G(x, x′) =
−1
2
|x− x′|+ c).
Generalizacio´n a n > 3 dimensiones: Utilizando el teorema de Gauss en la forma
anterior para una bola n-dimensional R centrada en el origen, obtenemos
− ∫
R
∆GdVn = −
∫
S
∂G
∂n
dVn−1 = −G′(r)αnrn−1 = 1, donde
αn =
2πn/2
Γ(n/2)
(V.6.70)
es el a´rea de la hiperesfera de radio 1 (Sn−1) inmersa en un espacio de dimensio´n n.
(α2 = 2π, α3 = 4π, α4 = 2π2). Por lo tanto, de G′(r) = −1/(αnrn−1) se obtiene,
imponiendo l´ım
r→∞
G(r) = 0,
G(r) =
1
αn(n− 2)rn−2 , n > 2 . (V.6.71)
Esto implica, en particular, que la solucio´n del problema de Dirichlet en el interior de la
bola n-dimensional,
∆u = 0, |r| < a, u(r) = g(r), |r| = a ,
es
u(r) = −
∫
∂R
∂G
∂n′
g(r′)dS ′ , (V.6.72)
con dS ′ = r′n−1dΩn y dΩn el diferencial de a´ngulo so´lido n-dimensional. En el centro
r = 0 obtenemos entonces − ∂G
∂n′
= −G′(r′) = 1
αnr′
n−1 y, por lo tanto,
u(0) =
1
αn
∫
∂R
g(Ωn)dΩn = 〈g〉∂R . (V.6.73)
Es decir, u(0) es el promedio de los valores que toma en el borde de la bola. Esto de-
muestra, nuevamente, que una funcio´n armo´nica no constante no puede tener ma´ximos ni
mı´nimos locales en ninguna dimensio´n.
Problema sugerido V.6.10: Demostrar el resultado (V.6.70). Sugerencia: Integrar la fun-
cio´n e−r2 en Rn, utilizando coordenadas cartesianas y coordenadas polares.
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V.6.7.3. Funcio´n de Green para el semiplano
En general, la funcio´n de Green para una regio´n D puede obtenerse sumando a la
funcio´n de Green para el espacio completo una funcio´n u armo´nica en D (∆u = 0 en D)
tal que la suma satisfaga la condicio´n de contorno G(r, r′) = 0 si r ∈ ∂D. Por supuesto,
u no tiene por que´ ser armo´nica fuera de D.
Consideremos, por ejemplo, el semiplano y > 0 en dos dimensiones. La funcio´n de
Green G(r, r′), con r = (x, y), r′ = (x′, y′), e y, y′ > 0 debe anularse sobre el eje x
(y = 0). Esto puede lograrse mediante el me´todo de las ima´genes, colocando, adema´s de
la fuente puntual en (x′, y′) con “carga” 1, otra (virtual) en r′′ = (x′,−y′) con carga -1.
Ası´,
G(r, r′) = − 1
2π
[ln d+ − ln d−] = − 1
2π
ln
d+
d−
, (V.6.74)
d2± = (x− x′)2 + (y ∓ y′)2 . (V.6.75)
0
r'
r
r''
x' x
-y'
y
y'
Figura 49: Me´todo de las ima´genes para el semiplano.
Si y = 0, d+ = d− y G(r, r′) = 0. Notar que, ahora, G(r, r′) ya no es so´lo funcio´n de
|r−r′| = d+, dado que la regio´n no es invariante ante traslaciones sobre el eje y.
La derivada normal en y′ = 0 es
− ∂G(r, r
′)
∂y′
∣∣∣∣
y′=0
=
−1
π
y
d2
, d2 = (x− x′)2 + y2 ,
con d la distancia de r al punto r′ = (x′, 0) sobre el eje x. La solucio´n de la ecuacio´n
∆u = 0 para y > 0, con u(x, 0) = f(x) es, pues,
u(x, y) =
∫ ∞
−∞
∂G(r, r′)
∂y′
∣∣∣∣
y′=0
f(x′)dx′ =
y
π
∫ ∞
−∞
f(x′)dx′
(x− x′)2 + y2 , (V.6.76)
que coincide con el resultado (V.6.14) obtenido por separacio´n de variables.
La ventaja de este me´todo es que puede aplicarse directamente en tres o ma´s dimen-
siones. Para la regio´n z > 0 en tres dimensiones, obtenemos, de la misma manera,
G(r, r′) =
1
4π
[
1
d+
− 1
d−
], (V.6.77)
d2± = (x− x′)2 + (y − y′)2 + (z ∓ z′)2 ,
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la cual se anula en z′ = 0, y
∂G(r, r′)
∂z′
∣∣∣∣
z′=0
=
1
2π
z
d3
, d2 = (x− x′)2 + (y − y′)2 + z2 ,
donde d es la distancia de r = (x, y, z) a r′ = (x′, y′, 0). La solucio´n de la ecuacio´n
∆u = 0 para z > 0, con u(x, y, 0) = f(x, y) es
u(x, y, z) =
z
2π
∫ ∞
−∞
∫ ∞
−∞
f(x′, y′)dx′dy′
[(x− x′)2 + (y − y′)2 + z2]3/2 .
En n dimensiones, procediendo en forma ana´loga, se obtiene ∂G
∂x′n
|x′n=0 = 2αn xndn , con d la
distancia de r al punto r′ sobre el eje xn = 0.
El resultado (V.6.77) puede tambie´n obtenerse mediante el desarrollo (V.6.63) en las
autofunciones
uk(x, y, z) =
eikxx√
2π
eikyy√
2π
√
2
π
sin(kzz) ,
lo que da lugar a la representacio´n integral
G(r, r′) =
1
2π3
∫ ∞
−∞
dkx
∫ ∞
−∞
dky
∫ ∞
0
dkz
ei(kx(x−x
′)+ky(y−y′)) sin(kzz) sin(kzz′)
k2x + k
2
y + k
2
z
.
V.6.7.4. Funcio´n de Green para la bola y el disco
La forma ma´s ra´pida de obtener la funcio´n de Green en el cı´rculo o en la bola r < a
es, nuevamente, utilizando el me´todo de las ima´genes. Consideremos, primero, el caso
de la bola. Colocando una carga +1 en r′, con |r′| = r′ < a, y una carga virtual − a
r′
en
r
′′ = a
2
r′2
r
′
, con |r′′| = r′′ = a2
r′
> a, obtenemos
G(r, r′) =
1
4π
[
1
d
− a
r′
1
d′
] , (V.6.78)
donde d, d′ son las distancias de r a r′ y r′′:
d2 = r2 + r′2 − 2rr′ cos θ0, d′2 = r2 + r′′2 − 2rr′′ cos θ0 ,
con r = |r| y θ0 el a´ngulo entre r y r′.
De esta forma, si r esta´ en el borde de la bola (ver Figura 50) r = a. Adema´s, los
tria´ngulos (0, r′, r) y (0, r, r′′) son semejantes (pues tienen un a´ngulo en comu´n y r′/a =
a/r′′), por lo que d/d′ = r′/a y G(r, r′) = 0. Si r′ → 0, d→ r y d′ →∞, con r′d′ → a2
se tiene
G(r, 0) =
1
4π
(
1
r
− 1
a
) . (V.6.79)
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0
r
r'
r''
x
y
Figura 50: Me´todo de las ima´genes para la bola o disco.
Ana´logamente, en el caso del cı´rculo,
G(r, r′) =
−1
2π
[ln d− ln d
′r′
a
] = − 1
2π
ln
da
d′r′
. (V.6.80)
Si r′ → 0,
G(r,0) = − 1
2π
ln(r/a) . (V.6.81)
En ambos casos, G(r, r′) es de la forma f(d)− f(d′r′/a).
Evaluemos ahora la derivada normal en r′ = a (en cuyo caso d = d′, y r′ = r′′ = a).
Obtenemos
∂G(r, r′)
∂r′
∣∣∣∣
r′=a
= f ′(d)[
∂d
∂r′
− r
′
a
∂d′
∂r′
− d
a
]
= f ′(d)
2a2 − d2 − 2ar cos θ
da
= f ′(d)
a2 − r2
da
, (V.6.82)
donde ∂d
∂r′
|r′=a = −∂d′∂r′ |r′=a = (a− r cos θ0)/d.
En el caso de la bola, f ′(d) = −1/(4πd2) y la solucio´n al problema ∆u = 0 para
r < a, con u(a,Ω) = f(Ω) es, reemplazando dS = a2dΩ′,
u(r,Ω) = −
∫
S
∂G
∂r′
f(Ω′)dS =
a(a2 − r2)
4π
∫
S
f(Ω′)dΩ′
d3(a, r, θ0)
,
con θ0 dado por (V.6.31). Volvemos a encontrar, ası´, la solucio´n (V.6.36) obtenida por
separacio´n de variables.
Para el cı´rculo, f ′(d) = −1/(2πd) y la solucio´n al problema ∆u = 0 para r < a, con
u(a, θ) = f(θ) es, reemplazando dS = adθ′,
u(r, θ) = −
∫
S
∂G
∂r′
f(θ′)dS =
a2 − r2
2π
∫ 2π
0
f(θ′)dθ′
d2(a, r, θ0)
,
con θ0 = θ − θ′, que coincide con (V.6.21). El caso n dimensional se trata en forma
similar.
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En el caso bidimensional, la funcio´n de Green para una regio´n D arbitraria puede
hallarse mediante una transformacio´n conforme w = f(z) que mapee D en el interior del
cı´rculo unidad. Ma´s au´n, si se mapea z′ en el origen, utilizando (V.6.81) vemos que la
funcio´n de Green sera´, directamente,
G(z, z′) = − 1
2π
ln |w| .
Por ejemplo, (V.6.80) puede obtenerse de (V.6.81) mediante la transformacio´n conforme
w = a
z − z′
zz′∗ − a2 , |z
′| < a ,
que mapea z′ a 0 y el cı´rculo |z| < a en el cı´rculo |w| < 1 (si z = aeiθ, |w| = | aeiθ−z′
z′∗eiθ−a | =
1). En efecto,
|w| = a|z − z
′|
|z′∗||z − a2/z′∗| =
ad
r′d′
,
con d = |z − z′|, d′ = |z − a2/z′∗|, r′ = |z′|.
V.6.7.5. Funcio´n de Green para el problema de Neumann
Consideremos ahora el problema
−∆u = f(r), ∂u
∂n
= g(r) si r ∈ ∂D . (V.6.83)
Fı´sicamente, es la ecuacio´n que determina la temperatura estacionaria en una regio´n R
cuando existe un flujo determinado de calor a trave´s de la superficie ∂D, y fuentes inter-
nas de calor representadas por f(r). Obviamente, para que exista solucio´n estacionaria,
es necesario que el flujo total de calor a trave´s de ∂D sea igual (y opuesto) al proporcio-
nado por f en todo el volumen. Como ya hemos visto al definir este problema de borde,
matema´ticamente, esto es consecuencia de la aplicacio´n de la identidad de Green (ver
[20]), ∫
∂D
g(r)dS =
∫
∂D
∂u
∂n
dS =
∫
D
∆udV = −
∫
D
f(r)dV . (V.6.84)
Esta es una condicio´n necesaria para la existencia de solucio´n. Por otro lado, es claro que
la solucio´n, si existe, no es u´nica, pues puede sumarse una constante arbitraria: Si u(r) es
solucio´n ⇒ u(r) + c es tambie´n solucio´n. La constante c es, de hecho, una autofuncio´n
de ∆ para el problema de Neumann homoge´neo, con autovalor 0:
−∆uk(r) = λkuk(r), ∂uk
∂n
= 0 si r ∈ ∂D . (V.6.85)
El autovalor ma´s bajo es λ0 = 0 y corresponde a la autofuncio´n normalizada u0(r) =
1/
√
V , donde V =
∫
D
dV es el volumen de D. Por ortogonalidad con u0, el resto de las
autofunciones tendra´ valor medio nulo:
1
V
∫
D
uk(r)dV = 0, k 6= 0 .
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Consideremos, primero, el caso g(r) = 0 (o sea, ∂u
∂n
= 0 en ∂D), que correspon-
de a un borde te´rmicamente aislante. La condicio´n necesaria de existencia de solucio´n
estacionaria es que el calor total suministrado en el interior sea 0:∫
D
f(r)dV = 0 . (V.6.86)
En este caso, podemos escribir u(r) =
∑
k λkckuk(r), f(r) =
∑
k fkuk(r), con uk(r) las
autofunciones determinadas por (V.6.85) y
ck =
∫
D
u(r)u∗k(r)dV, fk =
∫
D
f(r)u∗k(r)dV .
La condicio´n (V.6.86) implica
f0 =
∫
D
f(r)u∗0(r)dV =
1√
V
∫
D
f(r)dV = 0 .
Multiplicando la ecuacio´n (V.6.83) por u∗k(r) y utilizando (V.6.60), obtenemos
λkck = fk .
Como λ0 = f0 = 0 y λk 6= 0 si k 6= 0, tenemos
ck = fk/λk, k > 0, c0 arbitrario .
La solucio´n puede, por lo tanto, escribirse como
u =
∫
D
N(r, r′)f(r′)dV + c ,
donde
N(r, r′) =
∑
k>0
uk(r)u
∗
k(r
′)
λk
es la funcio´n de Neumann, y c una constante arbitraria, igual al valor medio 1
V
∫
D
u(r)dV .
N esta´ definida por la ecuacio´n
−∆N(r, r′) = δ(r− r′)− 1
V
,
∂N(r, r′)
∂n
= 0, r ∈ ∂D ,
donde hemos sustraı´do a la fuente puntual su valor medio:
1
V
∫
D
δ(r− r′)dV = 1
V
,
de forma que
∫
D
[δ(r− r′)− 1
V
]dV = 0. Notemos que
δ(r− r′)− 1
V
= δ(r− r′)− u0(r)u∗0(r′) =
∑
k>0
uk(r)u
∗
k(r
′) .
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Resolvamos ahora el problema general (V.6.83). Utilizando (V.6.60) obtenemos
λkck = fk + gk, gk =
∫
∂D
u∗k(r)g(r)dS ,
donde la condicio´n (V.6.84) implica
f0 + g0 = 0 .
Por lo tanto,
ck =
fk + gk
λk
, k > 0, c0 arbitrario .
Obtenemos, finalmente,
u(r, r′) =
∫
D
N(r, r′)f(r′)dV +
∫
∂D
N(r, r′)g(r′)dS + c ,
donde c = 1
V
∫
D
u(r)dV es una constante arbitraria.
Como ejemplo directo, en el caso de un recta´ngulo, 0 ≤ x ≤ a, 0 ≤ y ≤ b,
N(r, r′) =
2
ab
∑
n,m
αnm
cos(knx) cos(knx
′) cos(lmy) cos(lmy′)
k2n + l
2
m
,
donde kn = nπ/a, lm = mπ/b, con n,m = 0, 1, 2, . . ., y αnm = 2 − δn0 − δm0 (o sea,
α00 = 0, α0m = αn0 = 1, αnm = 2 si n > 0, m > 0).
V.6.7.6. Solucio´n para el problema general de Dirichlet
La solucio´n del problema general de Dirichlet
Lr(u) = f(r), r ∈ D, u(r) = g(r), r ∈ ∂D
Lr(u) = −∆ru+ q(r)u
puede expresarse en te´rminos de la funcio´n de Green G(r, r′), definida por
Lr(G) = δ(r− r′), r ∈ D, G(r, r′) = 0, r ∈ ∂D , (V.6.87)
como
u(r) =
∫
D
G(r, r′)f(r′)dV ′ −
∫
∂D
∂G
∂n′
g(r′)dS ′ , (V.6.88)
donde n′ es la direccio´n normal hacia exterior. Por supuesto, aquı´ hemos supuesto que
la solucio´n de (V.6.87) existe. La expresio´n (V.6.88) se puede demostrar utilizando el
desarrollo en autofunciones de L con condiciones de contorno homoge´neas. G vuelve a
estar dada entonces por la expresio´n (V.6.63). Se puede llegar tambie´n a (V.6.88) direc-
tamente de (V.6.87), intercambiando r por r′, multiplicando luego (V.6.87) por u(r′) e
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integrando finalmente sobre D respecto de r′, utilizando el teorema de Green y la simetrı´a
G(r, r′) = G(r′, r):
u(r) =
∫
D
δ(r′ − r)u(r′)dV ′ =
∫
D
Lr′ [G(r, r
′)]u(r′)dV ′
=
∫
∂D
[−∂G
∂n′
u(r′) +G(r, r′)
∂u
∂n′
]dS ′ +
∫
D
G(r, r′)Lr′ [u(r′)]dV ′
= −
∫
∂D
∂G
∂n′
g(r′)dS ′ +
∫
D
G(r, r′)f(r′)dV ′
donde, en la u´ltima lı´nea, se han utilizado la condicio´n de contorno homoge´nea de G y el
valor de u en el borde.
V.7. Ecuaciones hiperbo´licas y parabo´licas en mayores
dimensiones espaciales
V.7.1. Ecuacio´n hiperbo´lica en ma´s variables. Ondas y funcio´n de
Green en el espacio n-dimensional
Consideremos, ahora, la ecuacio´n general de ondas,
utt − v2∆u = f(r, t) , (V.7.1)
donde∆ es el laplaciano, en una regio´n D simplemente conexa de un espacio n-dimensional,
con la condicio´n de contorno
u(r, t) = g(r, t), r ∈ ∂D (V.7.2)
y la condicio´n inicial
u(r, 0) = φ(r), ut(r, 0) = ψ(r) . (V.7.3)
Sean uk(r) las autofunciones normalizadas del laplaciano en dicha regio´n con condicio-
nes de contorno homoge´neas,
−∆uk = λkuk, uk(r) = 0 si r ∈ ∂D (V.7.4)∫
D
u∗k(r)uk′(r)dV = δkk′ . (V.7.5)
En primer lugar, mediante el me´todo de separacio´n de variables podemos ver que la solu-
cio´n general de la ecuacio´n de ondas homoge´nea con la condicio´n de contorno u(r, t) = 0
si r ∈ ∂D (membrana ela´stica fija en el borde) puede expresarse en te´rminos de las auto-
funciones anteriores como
u(r, t) =
∑
k
uk(r)[ak cos(vλkt) + bk sin(vλkt)] . (V.7.6)
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Problema sugerido V.7.1: Demostrar el resultado (V.7.6) utilizando separacio´n de varia-
bles, y dar una expresio´n para ak y bk en te´rminos de las condiciones iniciales.
Problema sugerido V.7.2: Dar la expresio´n explı´cita de (V.7.6) para i) un recta´ngulo de
lados a, b, y ii) un disco de radio a.
En el caso general, podemos desarrollar u(r, t) y f(r, t) como
u(r, t) =
∑
k
ck(t)uk(r, t) , ck(t) =
∫
D
u∗k(r)u(r, t)dV
f(r, t) =
∑
k
fk(t)uk(r) fk(t) =
∫
D
u∗k(r)f(r, t)dV
y efectuar una integracio´n “por partes” tal que
−
∫
D
u∗k∆udV =
∫
∂D
u
∂u∗k
∂n
dS −
∫
D
u∆ukdV
= gk(t)/v
2 + λkck(t) ,
donde
gk(t) = v
2
∫
∂D
g(r, t)
∂u∗k(r)
∂n
dS.
Multiplicando la ecuacio´n (V.7.1) por u∗k(r) e integrando obtenemos, entonces, la ecua-
cio´n diferencial ordinaria
d2ck
dt2
+ v2λkck = fk(t)− gk(t).
Empleando la expresio´n de la funcio´n de Green para ecuaciones diferenciales ordinarias
(ver II), se encuentra
ck(t) = ck(0) cos(ωkt) + c
′
k(0)
sin(ωkt)
ωk
+
∫ t
0
sin[ωk(t− t′)]
ωk
(fk(t
′)− gk(t′))dt′ ,
con ωk = v
√
λk las frecuencias propias del sistema y
ck(0) =
∫
D
u∗k(r)φ(r)dV, c
′
k(0) =
∫
D
u∗k(r)ψ(r)dV.
Obtenemos, ası´,
u(r, t) =
∫
D
∫ ∞
0
G(r, r′, t− t′)f(r′, t′)dV ′dt′
+
∫
D
[G(r, r′, t)ψ(r′) +Gt(r, r′, t)φ(r′)]dV ′
−v2
∫
∂D
∫ ∞
0
∂G(r, r′, t− t′)
∂n′
g(r′, t′)dS ′dt′ , (V.7.7)
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con
G(r, r′, t) =
∑
k
sin(ωkt)
ωk
uk(r)u
∗
k(r
′)H(t) (V.7.8)
la funcio´n de Green causal de la ecuacio´n de ondas, que satisface
(
∂2
∂t2
− v2∆)G(r, r′, t) = δ(r− r′)δ(t)
y la condicio´n de contorno que caracteriza a nuestro problema.
G(r, r′, t) es la amplitud en (r, t) para un impulso puntual en (r′, 0) que se anula para
t < 0.
Por ejemplo, para una cuerda finita de longitud a con extremos fijos,
G(x, x′, t) =
2
a
∞∑
n=1
sin(ωnt)
ωn
sin(nπx/a) sin(nπx′/a)H(t) , (V.7.9)
con ωn = v(nπ/a).
Para una membrana circular de radio a con borde fijo,
G(r, r′, θ, θ′, t) =
1
πa2
∑
n,m
sin(ωnmt)
ωnm
Jn(knmr/a)Jn(knmr
′/a)ein(θ−θ
′)
(J ′n(knm))2
, (V.7.10)
donde ωnm = vknm/a son las frecuencias propias y knm denota el eme´simo cero de Jn
(Jn(knm) = 0), con m = 1, 2, . . ., n = 0, 1, . . .. La frecuencia fundamental (la ma´s baja)
es ω01 ≈ vk01/a, con k01 ≈ π0,765. Notemos que
ω01 ≈ v1,357π/
√
A ,
donde A = πa2 es el a´rea de la membrana. Esta es la frecuencia ma´s baja que puede
obtenerse para un a´rea dada con extremos fijos.
Problema sugerido V.7.3: Mostrar que, para una membrana cuadrada, la frecuencia fun-
damental es v
√
2π/
√
A.
Para una cuerda infinita, las autofunciones normalizadas son
uk(x) =
eikx√
2π
∫ ∞
−∞
u∗k(x)uk′(x)dx = δ(k − k′)
y, por lo tanto,
G(x, x′, t) =
H(t)
2π
∫ ∞
−∞
sin(kvt)
kv
eik(x−x
′)dk
=
H(t)
2v
[H(x−x′+vt)−H(x−x′−vt)] = H(vt− |x−x
′|)
2v
,
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n=1
n=2
n=3
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-v t 0 v t
x
G
Figura 51: Esquema de la funcio´n de Green de la ecuacio´n de ondas en una, dos y tres
dimensiones.
donde la u´ltima expresio´n es va´lida para t > 0. Hemos tomado valor principal y recordado
que la transformada de Fourier de H(x+a)−H(x−a) = {Sg[a] |x|<|a|0 |x|>|a| es
1
2π
∫ ∞
−∞
[H(x+ a)−H(x− a)]e−ikxdk = 1
2π
∫ a
−a
e−ikxdx
=
eika − e−ika
2πik
=
sin(ka)
πk
.
En el espacio tridimensional,
G(r, r′, t) =
H(t)
(2π)3
∫
R3
sin(vkt)
vk
eik·(r−r
′)d3k ,
donde k = |k|. Pasando a coordenadas polares y definiendo r = |r− r′|, se obtiene
G(r, r′, t) =
H(t)
(2π)2
∫ ∞
0
sin(vkt)
vk
k2dk
∫ π
0
eikr cos θ sin θdθ
=
2H(t)
(2π)2vr
∫ ∞
0
sin(kvt) sin(kr)dk =
H(t)
8π2vr
∫ ∞
−∞
[eik(r−vt)−eik(r+vt)]dk
=
H(t)
4πvr
[δ(r − vt)− δ(r + vt)] = δ(vt− r)
4πvr
,
donde la u´ltima expresio´n es va´lida para t > 0 y representa una superficie esfe´rica
aleja´ndose de la fuente con velocidad v y amplitud proporcional a r−1. Notemos la gran
diferencia con el caso unidimensional. Esta forma de la funcio´n de Green permite la trans-
misio´n limpia de pulsos en 3 dimensiones.
Problema sugerido V.7.3: Probar que, en el caso tridimensional, una solucio´n de la ecua-
cio´n de ondas que depende so´lo de r = |r|, debe ser de la forma
u(r, t) = f(r − vt)/r + g(r + vt)/r . (V.7.11)
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En el caso bidimensional, se obtiene
G(r, r′, t) =
H(t)
(2π)2
∫
R2
sin(vkt)
vk
eik·(r−r
′)d2k
=
H(t)
(2π)2
∫ ∞
0
sin(vkt)
vk
kdk
∫ 2π
0
eikr cos θdθ =
H(t)
2πv
∫ ∞
0
sin(kvt)J0(kr)dk
=
H(t)
2πv
H((vt)2 − r2)√
(vt)2 − r2 ,
resultado que puede interpretarse como “intermedio” entre los correspondientes a 1 y 3
dimensiones espaciales.
V.7.2. Difusio´n en el espacio n-dimensional. Funcio´n de Green de la
ecuacio´n general de difusio´n
Consideremos la ecuacio´n de difusio´n en n dimensiones espaciales,
ut − α∆u = f(r, t), α > 0 (V.7.12)
en una regio´n simplemente conexa D, con la condicio´n de contorno
u(r, t) = g(r, t), r ∈ ∂D (V.7.13)
y la condicio´n inicial
u(r, 0) = φ(r), r ∈ D. (V.7.14)
En primer lugar, mediante el me´todo de separacio´n de variables, podemos ver que la
solucio´n general de la ecuacio´n de difusio´n homoge´nea con la condicio´n de contorno
u(r, t) = 0 si r ∈ ∂D (por ejemplo, temperatura nula en el borde) puede expresarse en
te´rminos de las autofunciones y autovalores (V.7.4) como
u(r, t) =
∑
k
ckuk(r)e
−αλ2kt . (V.7.15)
Problema sugerido V.7.4: Demostrar el resultado (V.7.15) utilizando separacio´n de va-
riables, y dar una expresio´n para ck en te´rminos de la condicio´n inicial.
Problema sugerido V.7.5: Dar la expresio´n explı´cita de (V.7.15) para i) un recta´ngulo de
lados a, b, y ii) un disco de radio a.
Consideremos, ahora, el caso de la ecuacio´n inhomoge´nea. Mediante el desarrollo
u(r, t) =
∑
k
ck(t)uk(r), f(r, t) =
∑
k
fk(t)uk(r), (V.7.16)
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donde uk(r) son las autofunciones del laplaciano con condiciones de contorno homoge´neas,
−∆uk = λkuk, uk(r) = 0, si r ∈ ∂D
y
ck(t) =
∫
D
u∗k(r)u(r, t)dV, fk(t) =
∫
D
u∗k(r)f(r, t)dV , (V.7.17)
se obtiene una ecuacio´n diferencial ordinaria para ck(t):
dck
dt
+ αλkck = fk(t)− gk(t) ,
donde gk(t) = α
∫
∂D
g(r, t)
∂u∗k(r)
∂n
dS. La solucio´n es
ck(t) = ck(0)e
−αλkt +
∫ t
0
e−αλk(t−t
′)(fk(t
′)− gk(t′))dt′ ,
con
ck(0) =
∫
D
u∗k(r)φ(r)dV.
Obtenemos, finalmente,
u(r, t) =
∫
D
∫ ∞
0
G(r, r′, t− t′)f(r′, t′)dV ′dt′
+
∫
D
G(r, r′, t)φ(r′)dV ′ − α
∫
∂D
∫ ∞
0
∂G(r, r′, t− t′)
∂n′
g(r′, t′)dS ′dt′,
(V.7.18)
donde
G(r, r′, t− t′) =
∑
k
e−αλk(t−t
′)uk(r)u
∗
k(r
′)H(t− t′)
(V.7.19)
= K(r, r′, t− t′)H(t− t′) (V.7.20)
es la funcio´n de Green de la ecuacio´n de difusio´n, que satisface
(
∂
∂t
− α∆)G(r, r′, t− t′) = δ(r− r′)δ(t− t′)
y la condicio´n de contorno que caracteriza a nuestro problema. G(r, r′, t − t′) es la tem-
peratura en (r, t) para una fuente de calor puntual en (r′, t′), siendo nula para t < t′.
En cambio, K(r, r′, t) =
∑
k e
−αλktuk(r)u∗k(r
′) satisface la ecuacio´n de difusio´n ho-
moge´nea, Kt − α∆K = 0, con condicio´n inicial l´ımt→0+ K(r, r′, t) = δ(r − r′).
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Por ejemplo, para una barra finita de longitud a,
G(r, r′, t) =
2
a
∞∑
n=1
e−αn
2π2t/a2 sin(nπx/a) sin(nπx′/a)H(t) (V.7.21)
mientras que, para una barra infinita,
G(r, r′, t) =
H(t)
2π
∫ ∞
−∞
e−αk
2teik(x−x
′)dk =
e−(x−x
′)2/4αt
2
√
παt
H(t) (V.7.22)
y, para el espacio tridimensional,
G(r, r′, t) =
H(t)
(2π)3
∫
R3
e−α|k|
2teik·(r−r
′)d3k =
e−|r−r
′|2/4αt
(2
√
παt)3
H(t), (V.7.23)
ya que la integral se descompone en el producto de 3 integrales similares a la del caso de
una dimensio´n.
El caso n-dimensional es similar. La funcio´n de Green de la ecuacio´n de difusio´n con-
serva, en consecuencia, la misma forma gaussiana en 1, 2, 3 o n dimensiones, a diferencia
de la funcio´n de Green de la ecuacio´n de ondas.
Problema sugerido V.7.6: Determinar la funcio´n de Green de la ecuacio´n de difusio´n
para un disco y para una esfera so´lida (bola), ambos de radio a, para la condicio´n de con-
torno de Dirichlet.
Problema sugerido V.7.7: Dar la forma general de la funcio´n de Green de la ecuacio´n
de difusio´n para condiciones de contorno de Neumann.
Para finalizar, mencionamos que la solucio´n del problema general
ut + αLr(u) = f(r, t), α > 0 (V.7.24)
en una regio´n simplemente conexa D con
Lr(u) = −∆ru+ q(r) (V.7.25)
y la condicio´n de contorno
u(r, t) = g(r, t), r ∈ ∂D (V.7.26)
y la condicio´n inicial
u(r, 0) = φ(r) (V.7.27)
esta´ dada nuevamente por la expresio´n (V.7.18), con G dada nuevamente por la expresio´n
(V.7.19)–(V.7.20), con Lr(uk) = λkuk y uk(r) = 0 en ∂D. G satisface
(
∂
∂t
+ αLr)G(r, r
′, t− t′) = δ(r− r′)δ(t− t′) (V.7.28)
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con G(r, r′, t − t′) = 0 para r ∈ ∂D y G = 0 para t < t′. La expresio´n (V.7.18) para la
solucio´n general puede obtenerse mediante el desarrollo en autofunciones, o tambie´n de la
ecuacio´n (V.7.28), intercambiando r por r′, multiplicando luego por u(r′, t′) e integrando
respecto de r′ y t′ en D y (0,∞) respectivamente, aplicando el teorema de Green en r′ y
la integracio´n por partes en t′.
Problema sugerido V.7.8: Encontrar la expresio´n (V.7.18) siguiendo el procedimiento
que se acaba de proponer (partir de u(r, t) = ∫ dt′ ∫
D
dV ′ u(r′, t′)δ(r′ − r, t′ − t)).
Problema sugerido V.7.9: Utilizar un procedimiento ana´logo al del problema V.7.8 para
derivar la funcio´n de Green (V.7.8) de la ecuacio´n de ondas.
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Capı´tulo VI
A modo de epı´logo: Ecuaciones de la
Fı´sica Matema´tica
a partir de un Principio Variacional
289

VI.1 PRINCIPIO DE HAMILTON PARA SISTEMAS CON UN N ´UMERO
FINITO DE GRADOS DE LIBERTAD: ECUACIONES DIFERENCIALES
ORDINARIAS
En este libro hemos intentado dar una introduccio´n a la teorı´a de las ecuaciones dife-
renciales, haciendo hincapie´ en aquellos aspectos que consideramos de especial intere´s,
en una primera aproximacio´n al estudio de los feno´menos fı´sicos. Este objetivo nos ha
conducido, inevitablemente, a presentar una diversidad de definiciones, teoremas, ecua-
ciones, funciones, ejemplos, etc. Al observar, retrospectivamente, este panorama vario-
pinto, es de esperar que pueda el/la lector/a reconocer ciertos hilos conductores, que le
otorguen una mirada articulada y compacta del tema. Para abonar esta idea, de sı´ntesis
y unidad, que debe, a nuestro juicio, seguir al necesario ana´lisis de las particularidades,
hemos decidido concluir este libro presentando brevemente un tema que expresa de modo
singular la indisoluble unidad entre la Fı´sica y la Matema´tica.
Los llamados principios variacionales tienen una gran importancia en Fı´sica. Ya he-
mos considerado previamente la existencia de un problema variacional asociado con el
problema de Sturm-Liouville en III.1.5. Ahora nuestro objetivo es mostrar que todas las
ecuaciones diferenciales de relevancia en el contexto de problemas fı´sicos pueden obte-
nerse a partir de un principio variacional. Los primeros ejemplos de gran trascendencia,
en cuanto a sus aplicaciones, han sido el llamado Principio de Hamilton y la formulacio´n
lagrangiana de la Meca´nica Cla´sica [17], que permiten obtener las ecuaciones de movi-
miento de Newton pero de un modo ma´s general y flexible. Este enfoque hace posible
estudiar con naturalidad sistemas meca´nicos sujetos a vı´nculos, cuyo tratamiento resulta
engorroso (cuando no imposible) en el esquema original de Newton. Pero su influencia va
mucho ma´s alla´, sirviendo de marco unificado para todos los desarrollos modernos de la
Fı´sica, que a partir de las teorı´as de la relatividad y la meca´nica cua´ntica, han dominado
el escenario desde principios del siglo XX y hasta nuestros dı´as. Tal vez la principal razo´n
de este protagonismo resulte ser el rol central que ocupan los principios de simetrı´a en la
Fı´sica contempora´nea y el hecho de que las invariancias asociadas y sus correspondientes
leyes de conservacio´n, se manifiestan del modo ma´s natural y elegante a trave´s de los
principios variacionales.
Resulta conveniente empezar a describir el uso de los principios variacionales consi-
derando el caso de un sistema con un nu´mero finito de grados de libertad. Luego exten-
deremos la formulacio´n para el caso en que el nu´mero de grados de libertad es infinito
(sistemas continuos).
VI.1. Principio de Hamilton para sistemas con un nu´me-
ro finito de grados de libertad: ecuaciones diferen-
ciales ordinarias
Consideremos una partı´cula de masa m y posicio´n dada por el vector r. La energı´a
cine´tica esta´ dada por
T =
1
2
m (x˙2 + y˙2 + z˙2),
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donde x, y, z son las componentes de r en un sistema de coordenadas cartesianas y x˙, co-
mo es tradicional en el contexto de la meca´nica analı´tica, denota derivacio´n con respecto
al tiempo: x˙ = d
dt
x. Supongamos que la partı´cula esta´ sometida a una fuerza conservativa
F . Existe entonces una funcio´n escalar U(r) = U(x, y, z), llamada energı´a potencial, tal
que F = −∇U .
En este punto resulta conveniente realizar un cambio en la notacio´n: r → x. Esto
indica que la forma en que escribimos a las componentes del vector posicio´n cambian del
siguiente modo: x→ x1, y → x2, z → x3. Con esta notacio´n la componente i-e´sima de la
fuerza se relaciona con U(x1, x2, x3) en la forma Fi = − ∂U∂xi , y la componente i-e´sima de
la cantidad de movimiento puede expresarse como mx˙i = ∂T∂x˙i . Tenemos, entonces, una
nueva manera de escribir las ecuaciones que surgen de la segunda ley de Newton:
d
dt
∂T
∂x˙i
= −∂U
∂xi
,
con i = 1, 2, 3. El lector puede preguntarse con que´ propo´sito reescribimos las fami-
liares ecuaciones newtonianas del movimiento de un modo aparentemente tan artificial.
Veremos en breve que, como sucede a menudo en Fı´sica, la expresio´n de una ecuacio´n ya
conocida en te´rminos de nuevas magnitudes, puede conducir a nuevos desarrollos concep-
tuales, con consecuencias de largo aliento. En este caso, la nueva forma de las ecuaciones
de movimiento implica colocar en el primer plano a cantidades que representan formas
de la energı´a, T y U , a expensas del concepto de fuerza. Dado que T depende so´lo de
las componentes de la velocidad y U es funcio´n de las coordenadas y no de la veloci-
dad, es posible escribir las ecuaciones de movimiento en te´rminos de una u´nica funcio´n
L(x1, x2, x3, x˙1, x˙2, x˙3) = T (x˙1, x˙2, x˙3)−U(x1, x2, x3), denominada lagrangiano del sis-
tema bajo estudio (en este caso una partı´cula),
d
dt
∂L
∂x˙i
− ∂L
∂xi
= 0, (VI.1.1)
con i = 1, 2, 3. Esta es la forma lagrangiana de las ecuaciones de movimiento. Aunque
la encontramos para el caso de una partı´cula, se generaliza fa´cilmente para el caso de
un sistema de partı´culas. Pero lo ma´s interesante de la forma de estas ecuaciones es que
sugiere la posibilidad de ser derivadas a partir de un principio variacional. Para mostrar
esto, del modo ma´s general posible, consideremos un sistema fı´sico cualquiera cuya po-
sicio´n esta´ determinada de manera unı´voca por n cantidades independientes q1, q2, ...qn
que se denominan las coordenadas generalizadas del sistema, que no necesariamente son
cartesianas. Este nu´mero n se denomina nu´mero de grados de libertad del sistema. Las
velocidades generalizadas esta´n dadas por q˙1, ..., q˙n. La experiencia ha demostrado que el
estado meca´nico de un sistema queda completamente determinado cuando se tienen da-
das, para un dado instante, sus coordenadas y velocidades. Por lo tanto, es natural caracte-
rizar a un sistema meca´nico mediante una funcio´n lagrangiana L(q1, . . . , qn, q˙1, . . . , q˙n, t).
No´tese que en este caso general consideramos la posibilidad de que L dependa explı´ci-
tamente del tiempo. Supongamos que el sistema ocupa posiciones dadas en dos instantes
de tiempo t0 y t1, y estas posiciones esta´n determinadas por los conjuntos de valores de
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qHtL
qHtL+∆qHtL
t0 t1
t
q0
q1
qHtL
Figura 52: Esquema de q(t) (curva que minimiza la accio´n S entre t0 y t1 para q(t0) = q0,
q(t1) = q1) y de q(t) + δq(t) para dos variaciones distintas δq(t).
las coordenadas generalizadas: q(0) ≡ (q1(t0) = q01, q2(t0) = q02, . . . , qn(t0) = q0n) y
q(1) ≡ (q1(t1) = q11, q2(t1) = q12, . . . , qn(t1) = q1n). Definimos ahora una nueva cantidad
llamada la accio´n del sistema:
S =
∫ t1
t0
L(q1, . . . , qn, q˙1, . . . , q˙n, t) dt. (VI.1.2)
El principio de mı´nima accio´n (o principio de Hamilton) establece que el sistema se mue-
ve entre q(0) y q(1) de manera tal que la accio´n S tome un valor extremo (usualmente es
un mı´nimo, lo que justifica el nombre del principio, pero puede tambie´n ser un ma´ximo).
Notemos que, al estudiar la evolucio´n de un sistema, en lugar de partir de las ecuaciones
del movimiento, estamos partiendo del principio de Hamilton, las ecuaciones que rigen el
movimiento son una inco´gnita que debemos obtener como consecuencia del mencionado
principio. Para mostrar co´mo encontrar estas ecuaciones consideremos, por simplicidad,
un sistema con un solo grado de libertad, es decir que su lagrangiana es L(q, q˙, t). La ac-
cio´n es una funcional que depende de la funcio´n q(t). Para encontrar q(t) (a trave´s de sus
ecuaciones de movimiento) debemos imponer las condiciones para las cuales la accio´n
toma un valor extremo, con las condiciones inicial y final: q(t0) = q(0) y q(t1) = q(1).
Matema´ticamente este problema corresponde al llamado ca´lculo variacional. Si bien una
discusio´n rigurosa de los me´todos variacionales no esta´ dentro de los objetivos de este
libro, presentaremos a continuacio´n un modo intuitivo de resolver el problema, que sigue
la lı´nea del ce´lebre texto de Landau y Lifshitz [17] (el lector interesado puede consultar
[5]).
Supongamos que q(t) es la funcio´n para la cual S alcanza su valor extremo, y, para
ser ma´s definidos supongamos tambie´n que este valor es un mı´nimo. Si, en lugar de q(t),
se considera cualquier otra funcio´n q(t) + δq(t), siendo δq(t) una funcio´n que permanece
pequen˜a en el intervalo (t0, t1), se cumplira´ que∫ t1
t0
L(q + δq(t), q˙ + δq˙, t) dt−
∫ t1
t0
L(q, q˙, t) dt ≥ 0. (VI.1.3)
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La funcio´n δq(t) se llama variacio´n de la funcio´n q(t). Notemos que δq(t0) = δq(t1) = 0,
para que se cumplan las condiciones inicial y final del movimiento. Observemos tambie´n
que el tiempo t aparece inalterado en esta expresio´n, lo que, en te´rmino de variaciones
corresponde a la condicio´n δt = 0. Esto significa que en todas las “trayectorias” consi-
deradas (la real y las variadas) el sistema va evolucionando al mismo “ritmo”, partiendo
todas en el mismo instante de q(0) y llegando todas en el mismo instante a q(1). Por otro
lado, el miembro izquierdo de (VI.1.3) es lo que cambia la accio´n al variar q(t). Esta can-
tidad se llama variacio´n de la accio´n. Un modo concreto de implementar esta variacio´n es
desarrollando L(q+ δq(t), q˙+ δq˙, t) en serie de potencias de las variaciones δq y δq˙. Si en
este desarrollo conservamos so´lo los te´rminos de primer orden, encontramos la primera
variacio´n de S, que indicaremos como δS (la segunda variacio´n se obtiene al conservar
los te´rminos de segundo orden),
δS =
∫ t1
t0
(
∂L
∂q
δq +
∂L
∂q˙
δq˙
)
dt. (VI.1.4)
Ası´ como en el ana´lisis matema´tico de funciones usuales, de una variable, los extremos
de la funcio´n se encuentran mediante la anulacio´n de la derivada primera, en el caso de
funcionales existe un teorema que asegura que si S adquiere un valor extremo para q(t),
entonces se cumple (condicio´n necesaria) que δS = 0. Igualando a cero la expresio´n
(VI.1.4) para δS e integrando por partes el segundo te´rmino (luego de utilizar la propiedad
δq˙ = dδq
dt
) se obtiene
δS =
∫ t1
t0
(
∂L
∂q
− d
dt
∂L
∂q˙
)
δq dt+
[
∂L
∂q˙
δq
]t1
t0
= 0,
donde enseguida advertimos que el te´rmino de la derecha, que proviene de la integracio´n
por partes, se anula, ya que δq = 0 tanto en t0 como en t1. En los casos de intere´s
fı´sico las funciones q(t) y δq(t) son continuas, por lo tanto se cumplen las condiciones de
validez del lema fundamental del ca´lculo variacional [5]: siendo f(t) y δq(t) continuas
en el intervalo [t0, t1], si
∫ t1
t0
f(t) δq(t) dt = 0 ∀ δq(t), entonces f(t) = 0. De este modo,
partiendo del principio de mı´nima accio´n obtenemos la ecuacio´n de Euler-Lagrange:
d
dt
∂L
∂q˙
− ∂L
∂q
= 0, (VI.1.5)
para un grado de libertad q. La extensio´n al caso general de n grados de libertad es directa.
Dado que, por definicio´n, las n coordenadas qi son independientes, tambie´n lo son sus
variaciones δqi y el procedimiento anterior permite obtener
d
dt
∂L
∂q˙i
− ∂L
∂qi
= 0, i = 1, . . . , n, (VI.1.6)
que constituyen un sistema de n ecuaciones diferenciales ordinarias de segundo orden
que tiene como inco´gnitas a las n funciones qi(t). Como sabemos, la solucio´n general
de este sistema contiene 2n constantes arbitrarias que se determinan especificando las
condiciones iniciales, por ejemplo dando qi(t) y q˙i(t) (i = 1, . . . , n) para un dado instante
t0.
294
VI.2 PRINCIPIO VARIACIONAL PARA SISTEMAS CONTINUOS:
ECUACIONES DIFERENCIALES A DERIVADAS PARCIALES
VI.2. Principio variacional para sistemas continuos: ecua-
ciones diferenciales a derivadas parciales
Vibraciones longitudinales de una barra
Consideremos una barra so´lida muy larga, formada porN partı´culas, todas igualmente
espaciadas por una distancia a, y cada una de ellas con una misma masa m. Supongamos
que cada una de estas partı´culas vibra longitudinalmente, y se conecta con sus vecinas
mediante resortes de constante k. Este sistema se suele llamar una cadena armo´nica lineal.
Llamaremos ui al desplazamiento de la i-e´sima partı´cula con respecto a su posicio´n de
equilibrio. Las energı´as cine´tica y potencial ela´stica de este sistema esta´n dadas por
T =
1
2
∑
i
m u˙i
2
y
U =
1
2
∑
i
k (ui − ui−1)2.
La fuerza que actu´a sobre la j-e´sima partı´cula es
Fj = − ∂U
∂uj
= −k(uj − uj−1) + k(uj+1 − uj).
De acuerdo a lo visto en la subseccio´n anterior, la funcio´n lagrangiana del sistema
puede escribirse en la forma
L =
1
2
∑
i
a
(m
a
u˙i
2 − ka(ui − ui−1
a
)2
)
=
∑
i
aLi,
donde queda definida la cantidad Li. Realicemos ahora el pasaje al lı´mite continuo, que
consiste en considerar m → 0 y a → 0, pero de modo tal que el cociente m
a
se mantiene
finito. De hecho, este cociente es la densidad lineal de masa µ = m
a
. Por otro lado, la ley
de Hooke establece que el alargamiento es proporcional a la tensio´n, lo cual conduce a
Fi = Y
ui+1−ui
a
, donde la constante Y = ka es el mo´dulo de Young del material. Cuando
pasamos de la descripcio´n discreta del sistema, al continuo, el ı´ndice i, que identifica a
una dada masa puntual, se convierte en una coordenada x. Entonces, esquema´ticamente,
se tiene: i → x y ui → u(x), donde omitimos, momenta´neamente, la dependencia en t,
para mayor claridad. Adema´s, en este lı´mite,
ui − ui−1
a
→ u(x+ a)− u(x)
a
→ ∂u
∂x
= ux,
y la suma sobre todas las partı´culas pasa a ser una integral:
∑
i
a →
∫
dx,
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mientras que la cantidad Li, definida antes, pasa a ser la llamada densidad lagrangiana
L =
1
2
(
µ(ut)
2 − Y (ux)2
)
,
donde, por supuesto, la funcio´n u depende tanto de x como del tiempo t. En este contexto,
las funciones u(t, x) ası´ obtenidas suelen llamarse campos.
Destaquemos el papel que juegan x y u(t, x) en esta formulacio´n continua. Remar-
quemos que x no representa una coordenada generalizada sino una especie de ı´ndice
continuo que reemplaza al ı´ndice discreto i. Ası´ como cada valor de i correspondı´a a una
coordenada generalizada ui, al pasar al continuo hay una coordenada generalizada u(t, x)
para cada valor de x. Y, como x, al ser una variable continua, toma infinitos valores, en-
tonces el sistema continuo puede considerarse como un sistema con infinitos grados de
libertad. Esto nos guı´a directamente al tema central de esta seccio´n, el de las ecuaciones
de movimiento. Notemos que ahora la accio´n puede escribirse en te´rminos de la densidad
lagrangiana como
S =
∫ t1
t0
∫ x1
x0
L(ut, ux) dt dx. (VI.2.7)
Como antes, imponemos la condicio´n δS = 0, con las condiciones δu = 0 en los bordes
(dados por t = t0, t1 y x = x0, x1), lo cual nos lleva, mediante un a´lgebra completamente
ana´loga a la de la subseccio´n anterior, a la ecuacio´n:
µutt − Y uxx = 0,
que coincide, en su forma, con la ecuacio´n de onda en una dimensio´n discutida en V.4.1.
Notemos que en el ejemplo precedente la densidad lagrangiana es una funcional de ut
y ux. En casos ma´s generales, en los que hubiesen, por ejemplo, fuerzas adicionales lo-
cales, L podrı´a depender tambie´n de u. Tambie´n existen casos en que se tiene una depen-
dencia explı´cita de t y x. Por lo tanto, una forma ma´s abarcativa es L = L(ut, ux, u, t, x).
El principio de mı´nima accio´n, con las condiciones usuales (δu = 0 para t = t0, t1 y
x = x0, x1, δt = δx = 0) da lugar a
∂
∂t
∂L
∂ut
+
∂
∂x
∂L
∂ux
− ∂L
∂u
= 0, (VI.2.8)
que es la ecuacio´n de Lagrange para un sistema continuo en una dimensio´n espacial.
Un aspecto sorprendente de estos resultados es que se obtenga precisamente una sola
ecuacio´n de movimiento. En efecto, como vimos en la subseccio´n anterior, un sistema con
un nu´mero finito n de grados de libertad, es descripto por n ecuaciones de movimiento. A
medida que n crece, tambie´n crece el nu´mero de ecuaciones. Sin embargo, para n→∞,
la dina´mica de todo el sistema queda determinada por una sola ecuacio´n. Pero esta u´nica
ecuacio´n resulta ser a derivadas parciales, mientras que las ecuaciones que se obtienen
para n finito son ordinarias.
Es importante enfatizar que esta formulacio´n continua se generaliza de un modo bas-
tante directo en dos direcciones: cuando se deben considerar mas dimensiones espaciales,
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y cuando el problema requiere la consideracio´n de un nu´mero mayor de campos (que
pueden, eventualmente, interactuar entre sı´). Como ejemplo del primer caso, resulta ins-
tructivo estudiar las vibraciones transversales de una membrana ela´stica delgada.
Vibraciones transversales de una membrana delgada
Llamemos u(t, x, y) al desplazamiento de la membrana con respecto a su posicio´n de
equilibrio, dada por u = 0. La membrana se extiende a lo largo de una regio´n R cuya
frontera es una curva simple C, que supondremos fija. Para obtener la ecuacio´n de movi-
miento mediante el principio variacional, debemos determinar la lagrangiana del sistema.
Sea ρ = ρ(x, y) la masa por unidad de a´rea de la membrana. En estas condiciones, la
energa cine´tica del sistema esta´ dada por
T =
1
2
∫ ∫
R
ρ u2t dx dy, (VI.2.9)
donde la integral se extiende a lo largo de R. La energı´a potencial se obtiene calculando
el trabajo realizado por la tensio´n de la membrana al cambiar su a´rea. Llamemos τ a la
tensio´n por unidad de longitud, que supondremos constante. Al estirarse la membrana se
produce un cambio en el elemento de superficie: dx dy → dA, de modo que el incremento
infinitesimal de energı´a potencial ela´stica esta´ dada por
dU = τ (dA− dx dy). (VI.2.10)
Si ~r es el vector de posicio´n de un punto sobre la membrana, su cambio infinitesimal es
d~r = ∂~r
∂x
dx + ∂~r
∂y
dy. A su vez, los vectores ∂~r
∂x
dx y ∂~r
∂y
dy esta´n asociados a los lados del
elemento de superficie dA. Ma´s especı´ficamente, se cumple que
dA =| ∂~r
∂x
dx × ∂~r
∂y
dy | . (VI.2.11)
Dado que, en el sistema cartesiano que estamos utilizando se tiene ~r = xiˇ + yjˇ + ukˇ,
evaluando el producto vectorial en (VI.2.11) y reemplazando en (VI.2.10), encontramos
dU = τ (
√
1 + u2x + u
2
y − 1)dx dy . (VI.2.12)
Ahora supondremos que las cantidades | ux | y | uy | son suficientemente pequen˜as como
para aproximar la raı´z en la forma:
√
1 + u2x + u
2
y ≈ 1+ 12(u2x+u2y). Entonces, integrando
sobre toda la regio´n R, se tiene
U =
1
2
∫ ∫
R
τ (u2x + u
2
y) dx dy. (VI.2.13)
Contando con T y U es inmediato construir la accio´n
S =
∫ t1
t0
∫ ∫
R
L(ut, ux, uy) dt dx dy. (VI.2.14)
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Anulando la correspondiente variacio´n, δS = 0, con las condiciones δu = 0 en los bordes,
y luego de algunas integraciones por parte, hallamos la ecuacio´n de movimiento
utt − τ
ρ
(uxx + uyy) = 0.
Esta es la ecuacio´n de ondas bidimensional. Sus soluciones son ondas viajeras que se
propagan con una velocidad v =
√
τ
ρ
. Por supuesto, la solucio´n concreta requiere el co-
nocimiento de una condicio´n inicial, u(t0, x, y) = f(x, y), que define la forma inicial
de la membrana. Tambie´n se debe especificar una condicio´n de contorno: u(t, x, y) =
g(t, x, y), ∀x, y ∈ C.
Problema sugerido VI.2.1: Construir una densidad lagrangiana que permita obtener
la ecuacio´n de difusio´n en una dimensio´n espacial.
Problema sugerido VI.2.2: Obtener las ecuaciones de movimiento que obedecen los
campos u(t, x) y v(t, x), dada la densidad lagrangiana L = 1
2
(
a(ut)
2− b(ux)2 + c(vt)2−
d(vx)
2 − U(u, v)), donde a, b, c, d son constantes, y U es una funcio´n continua de u y v.
(Generalizar apropiadamente las condiciones en los bordes).
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Ape´ndice A
Diagonalizacio´n de matrices
Sean A una matriz de n× n y v un vector de n× 1. Se dice que v 6= 0 es autovector
de A si existe un nu´mero λ real o complejo tal que [21, 22]
Av = λv, v 6= 0 . (A.1)
En tal caso se dice que λ es autovalor de A. En estas condiciones, (A − λI)v = 0, con
v 6= 0, por lo que la matriz A− λI debe ser singular:
Det[A− λI] = 0 . (A.2)
Esta ecuacio´n, denominada ecuacio´n caracterı´stica, determina todos los autovalores de
A. Dado que Det[A − λI] = 0 es un polinomio de grado n en λ, (A.2) tendra´ a lo sumo
n raı´ces distintas λk, reales o complejas.
Una vez hallados los autovalores λk, es decir, todas las raı´ces de (A.2) (tanto reales
como complejas), los autovectores correspondientes vk = (v1k, . . . , vnk)t se obtienen
resolviendo la ecuacio´n (A.1), es decir, resolviendo el sistema lineal homoge´neo
(A− λkI)vk = 0 , (A.3)
que tendra´ necesariamente soluciones vk no nulas por ser A− λkI singular. Si v es auto-
vector de A⇒ cv, con c 6= 0, es obviamente tambie´n un autovector asociado al mismo
autovalor. Y si v y v′ son dos autovectores con el mismo autovalor, su suma v + v′ tam-
bie´n lo sera´ (si no nula). El conjunto de autovectores asociados a un dado autovalor λk,
junto con el vector nulo 0, forma entonces un espacio vectorial, denominado espacio pro-
pio o autoespacio asociado a λk. Este espacio coincide con el espacio nulo de A− λkI (o
sea, con el conjunto solucio´n del sistema (A.3)), y es un subespacio de Rn (o en general
C
n
, si A o λk es complejo).
Obviamente, los autovectores correspondientes a dos autovalores distintos son li-
nealmente independientes (LI): vk 6= cvk′ si λk 6= λk′ . Ana´logamente, se muestra por
induccio´n que m ≥ 2 autovectores vk con autovalores distintos λk son LI: Si supo-
nemos que vm =
∑m−1
k=1 ckvk ⇒ Avm =
∑m−1
k=1 ckλkvk = λm
∑m−1
k=1 ckvk, es decir,∑m−1
k=1 ck(λk − λn)vk = 0, lo que es absurdo si los primeros m− 1 vk son LI y λm 6= λk
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para k = 1, . . . ,m − 1. Si una matriz tiene n autovalores distintos, tendra´ entonces n
autovectores LI, que formara´n una base de Rn (o Cn en el caso complejo).
Si A posee n autovectores LI, podemos formar una matriz de autovectores
V = (v1, . . . ,vn) (A.4)
de n × n no singular, t.q. la k-e´sima columna de V sea el autovector vk. V satisface la
ecuacio´n
AV = V A′, A′ =


λ1 0 . . . 0
0 λ2 . . . 0
.
.
.
0 0 . . . λn


Por lo tanto, como Det[V ] 6= 0, podemos escribir
A = V A′V −1 o A′ = V −1AV , (A.5)
con A′ diagonal. Se dice entonces que la matriz A es diagonalizable. Por ejemplo, si A
tiene n autovalores distintos, tendra´ necesariamente n autovectores LI y sera´ por lo tanto
diagonalizable. Por otro lado, A puede ser diagonalizable aun cuando tenga autovalores
repetidos.
Un caso de especial intere´s es el de las matrices hermı´ticas, definidas por Aij = A∗ji ∀
i, j, es decir,
A† = A , (A.6)
donde A† es la matriz adjunta (traspuesta-conjugada). Si A es real, A hermı´tica implica
A sime´trica. Estas matrices, que surgen frecuentemente en sistemas fı´sicos, son siempre
diagonalizables, aun si el nu´mero de autovalores distintos es menor que n. Ma´s au´n, sus
autovalores son siempre reales, y los autovectores correspondientes a autovalores distintos
son ortogonales con respecto al producto escalar usual:
v∗k · vk′ =
∑
i
v∗ikvik′ = 0 si λk 6= λk′ .
En efecto, si
Avk = λkvk, Avk′ = λk′vk′ , (A.7)
multiplicando la primera ecuacio´n a izquierda por el vector fila v†k obtenemos
v
†
kAvk = λk(v
∗
k · vk) ,
dado que v†kvk = v∗k · vk. Si A es hermı´tica, v†kAvk =
∑
i,j v
∗
ikAijvjk es real, y tambie´n
es real v∗k · vk =
∑
i |v2ik|, por lo que λk debe ser real. Ahora, tomando el traspuesto
conjugado de la primera ecuacio´n en (A.7), tenemos
v
†
kA = λkv
†
k ,
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donde hemos tenido en cuenta que A† = A y λ∗k = λk. Multiplicando la ecuacio´n anterior
a la derecha por el vector columna vk′ y la segunda ecuacio´n en (A.7) a la izquierda por
el vector fila v†k y restando, obtenemos
0 = (λk − λk′)(v∗k · vk′) ,
de donde v∗k ·vk′ = 0 si λk 6= λk′ . Los autovectores correspondientes a autovalores iguales
pueden tambie´n elegirse ortogonales, por lo que en el caso de matrices hermı´ticas, existe
un conjunto completo (base) de autovectores normalizados (v∗k · vk = 1) tal que
v∗k · vk′ = δkk′ ,
en cuyo caso la matriz V resulta unitaria: V −1 = V †.
Las matrices antihermı´ticas (A† = −A) son tambie´n siempre diagonalizables y po-
seen un conjunto completo de autovectores ortogonales, pero sus autovalores son imagi-
narios (λk = i|λk|). Esto es inmediato ya que si A† = −A, la matriz B = iA es hermı´tica
(B† = −iA† = B) y por lo tanto diagonalizable. A = −iB es entonces diagonalizable,
con Avk = −iλkvk si Bvk = λkvk.
Las matrices unitarias (A† = A−1) son asimismo siempre diagonalizables y poseen
un conjunto completo de autovectores ortogonales, pues pueden escribirse siempre como
exp[iB], con B hermı´tica. Sus autovalores pueden ser reales o complejos, pero tienen
mo´dulo 1 (|λk| = 1 ∀ k). En general, una matriz A sera´ diagonalizable con autovectores
ortogonales si y so´lo si satisface AA† = A†A, o sea,
[A,A†] = 0 . (A.8)
Tales matrices (denominadas normales) incluyen en particular las hermı´ticas (A† = A),
las antihermı´ticas (A† = −A) y las unitarias (A† = A−1).
Por supuesto, una matriz A puede ser diagonalizable aun sin ser normal, pero en tal
caso los autovectores no sera´n todos ortogonales. Para que sea diagonalizable, la multi-
plicidad de cada raiz de (A.2) debe ser igual a la dimensio´n del espacio propio corres-
pondiente. Por consiguiente, las matrices no diagonalizables deben tener necesariamente
al menos un autovalor repetido λk, tal que la dimensio´n del espacio propio asociado sea
menor que la multiplicidad de λk como raı´z de (A.2) [21, 22].
303
DIAGONALIZACI ´ON DE MATRICES
304
Ape´ndice B
Identidades de Green
Empecemos por recordar el teorema de la divergencia en n dimensiones (para la de-
mostracio´n ver, por ejemplo, [20]):
Teorema VI.0.1 (Gauss-Ostrogradski) Sea D ⊂ Rn una regio´n acotada, con borde
∂D, que admite derivadas primeras continuas a trozos. Sea n el vector normal exterior
sobre ∂D. Sea F un campo vectorial que admite derivadas primeras continuas (F ∈ C1)
en D¯ = D ∪ ∂D. Entonces,∫
D
∇ · F dV =
∫
∂D
F · n dS , (B.1)
donde dV es el elemento de volumen en D y dS es el elemento de superficie en ∂D .
Ahora, integrando la identidad
∇ · (v∇u) = ∇v · ∇u+ v△u
sobre D y aplicando el teorema anterior obtenemos, para u , v ∈ C2, obtenemos∫
D
∇v · ∇u dV +
∫
D
v△u dV =
∫
∂D
v
∂u
∂n
dS , (B.2)
donde ∂u
∂n
= n · ∇u es la derivada direccional en direccio´n normal exterior. Esta es la
llamada Primera Identidad de Green.
Intercambiando u y v en esta identidad y sustrayendo ambas identidades se obtiene la
llamada Segunda Identidad de Green:∫
D
(u△v − v△u) dV =
∫
∂D
(u
∂v
∂n
− v ∂u
∂n
) dS . (B.3)
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Ape´ndice C
Algunos desarrollos de la Funcio´n de
Green en autofunciones
Examinaremos aquı´ la evaluacio´n de algunos desarrollos en autofunciones de la fun-
cio´n de Green obtenidos de la expresio´n general (V.6.63). Habı´amos visto que en una di-
mensio´n la funcio´n de Green del operador de Sturm-Liouville L[u] = −(p(x)u′)′+ q(x)u
en el intervalo [0, a], con la condicio´n de contorno G(0, x′) = G(a, x′) = 0, es
G(x, x′) =
{
u1(x)u2(x′)
w
, x < x′
u1(x′)u2(x)
w
, x′ < x
w = −p(u1u′2 − u′1u2), (C.1)
donde L[u1] = L[u2] = 0, con u1(0) = u2(a) = 0, en cuyo caso w es constante. Notemos
que G(x, x′) = G(x′, x). Por otro lado, la expresio´n (V.6.63) conduce a
G(x, x′) =
∞∑
n=1
un(x)un(x
′)
λn
(C.2)
donde L[un] = λnun, un 6= 0, y hemos asumido un real. La primera expresio´n representa
entonces la suma de esta serie.
Por ejemplo, la funcio´n de Green para el operador L = − d2
dx2
en el intervalo [0, a] es
G(x, x′) =
{
x(a− x′)/a, 0 < x < x′ < a
x′(a− x)/a, 0 < x′ < x < a (C.3)
Por otro lado, el desarrollo en autofunciones (C.2) conduce a
G(x, x′) =
2
a
∞∑
n=1
sin(nπx/a) sin(nπx′/a)
(nπ/a)2
,
de modo que para 0 < x < x′ < a,
x(a− x′)
a
=
2a
π2
∞∑
n=1
sin(nπx/a) sin(nπx′/a)
n2
, (C.4)
lo que puede verificarse directamente efectuando el desarrollo en serie de Fourier de (C.3).
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Para el operador L = − d2
dx2
+ k2 obtenemos
G(x, x′) =
{
sinh(kx) sinh(k(a−x′))
k sinh(ka)
, 0 < x < x′ < a
sinh(kx′) sinh(k(a−x))
k sinh(ka)
, 0 < x′ < x < a
, (C.5)
mientras que el desarrollo (C.2) conduce a
G(x, x′) =
2
a
∞∑
n=1
sin(nπx/a) sin(nπx′/a)
k2 + (nπ/a)2
,
de modo que para 0 < x < x′ < a,
sinh(kx) sinh(k(a− x′))
k sinh(ka)
=
2
a
∞∑
n=1
sin(nπx/a) sin(nπx′/a)
k2 + (nπ/a)2
, (C.6)
lo que puede tambie´n verificarse mediante el desarrollo en serie de Fourier de (C.5). Para
k → 0,
sinh(kx) sinh(k(a− x′))
k sinh(ka)
→ kx(k(a− x
′))
k2a
= x(a− x′)/a,
recupera´ndose el resultado (C.4).
Finalmente, para el cı´rculo r < a, recordando el resultado (V.6.80) obtenemos la
identidad
G(r, r′) =
−1
2π
ln
da
d′r′
=
1
πa2
∞∑
n=0
∞∑
m=1
Jn(knmr/a)Jn(knmr
′/a)ein(θ−θ
′)
k2nm(J
′
n(knm))
2
, (C.7)
donde knm son los ceros de la funcio´n de Bessel, Jn(knm) = 0 y, en coordenadas polares,
r = (r, θ), r′ = (r′, θ′), con d la distancia de r a r′ y d′ la de r a r′′ = a2
r′2
r
′
.
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