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ABSTRACT. The action of finite BMS and Weyl transformations on the gravita-
tional data at null infinity is worked out in three and four dimensions in the case
of an arbitrary conformal factor for the boundary metric induced on Scri.
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1 Introduction
There are two main applications of two dimensional conformal invariance [1]. The first
consists in using Ward identities associated to infinitesimal symmetry transformations in
order to constrain correlation functions. In the second application, starting from known
quantities in a given domain, the finite transformations are used to generate the corre-
sponding quantities pertaining to the transformed domain (see e.g. [2]). In this case, the
Schwarzian derivative occuring in the transformation law of the energy-momentum tensor
plays a crucial role.
For four-dimensional asymptotically flat spacetimes at null infinity, an extension of
the globally well-defined symmetry group [3–5] in terms of locally defined infinitesimal
transformations has been proposed and studied in [6–10]. In particular, their relevance
for gravitational scattering has been conjectured. Physical implications in terms of Ward
identities for soft gravitons have subsequently been developed in [11–14].
The aim of the present paper is to derive the finite transformations necessary for the
second application. In particular for instance, if one knows the theory in the form of
an asymptotic solution to classical general relativity for the standard topology S2 ˆ R
of I `, one can use the transformation laws to get the solution on a cylinder times a
line. Particular aspects of such mappings in general relativity have been discussed pre-
viously for instance in [15–17]. More concretely, in the present paper we will work out
the transformation laws of asymptotic solution space and the analog of the Schwarzian
derivative for finite extended BMS4 transformations and local time-dependent complex
Weyl rescalings. Whereas the former corresponds to the residual symmetry group, the
latter represents the natural ambiguity in the definition of asymptotically flat spacetimes
in terms of conformal compactifications [18, 19].
As a warm-up, we start by re-deriving the known finite transformations in three di-
mensions in the asymptotically anti-de Sitter and flat cases. In the former case, one recov-
ers the Schwarzian derivative as an application of the AdS3/CFT2 correspondence [20,21].
In the latter case, one obtains the finite transformation laws for the Bondi mass and an-
gular momentum aspects that have been previously obtained by directly integrating the
infinitesimal transformations [22]. In both these three dimensional cases, these results are
generalized to include local Weyl transformations. In other words, we are working out the
action of finite Penrose-Brown-Henneaux transformations in the terminology of [23, 24].
Explicit computations are done in the framework of the Newman-Penrose formalism
[25, 26], as applied to asymptotically flat four dimensional spacetimes at null infinity
in [27, 28]. Standard reviews are [29–33].
To summarize the results for the simplest case when computations are done with re-
spect to the Riemann sphere, i.e., when the metric on I ` is taken as ds2 “ 0dru2´2dζdζ,
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the extended BMS4 group consists of superrotations ζ “ ζpζ 1q, ζ “ ζpζ 1q together with
supertranslations ru1 “ p Bζ
Bζ 1
Bζ
Bζ
1
q´ 12 rru ` βpζ, ζqs. In particular, the asymptotic part of the
shear, the news, and the Bondi mass aspect transform as
σ10R “ p BζBζ 1 q
´ 1
2 p Bζ
Bζ
1 q
3
2
”
σ0R ` B2β `
1
2
tζ 1, ζupu˜` βq
ı
, (1.1)
9σ10R “ p Bζ
Bζ
1
q2
”
9σ0R `
1
2
tζ 1, ζu
ı
, (1.2)
p´4πGqM 1R “ p BζBζ 1
Bζ
Bζ
1 q
3
2
”
p´4πGqMR ` B2B2β ` 1
2
tζ 1, ζupσ0R ` B2βq`
` 1
2
tζ 1, ζupσ0R ` B2βq `
1
4
tζ 1, ζutζ 1, ζupru` βqı, (1.3)
where t¨, ¨u denotes the Schwarzian derivative.
2 Adapted Cartan formulation
In the Cartan formulation of general relativity, the fundamental fields are on the one
hand, a vielbein, eaµ, together with its inverse eaµ and associated metric gµν “ eaµηabebν ,
where ηab is constant and, on the other hand, a Lorentz connection satisfying the metricity
condition ∇aηbc “ 0, Γabc “ ηadΓdbc “ Γrabsc. Indices are lowered and raised with
ηab and gµν and their inverses. The associated connection 1-form is Γab “ Γabcec with
ec “ ecµdxµ. The torsion and curvature 2-forms are given by T a “ dea ` Γab ^ eb,
Rab “ d Γab ` Γac ^ Γcb.
Local Lorentz transformations are described by matrices Λabpxq with ΛacΛbc “ δab .
Under combined frame and coordinate transformations, referred to as gauge transforma-
tions below, the basic variables transform as
e1a
µpx1q “
´
Λa
beb
ν Bx
1µ
Bxν
¯
pxq,
Γ
1
abcpx1q “
´
Λa
d
“
Λb
e
Γdef ` ef pΛbdq
‰
Λc
f
¯
pxq,
(2.1)
where the last expression is equivalent to the transformation law for the connection 1-
form, Γ1ab “ ΛacΓcdΛbd ` ΛacdΛbc and ea “ eaµ B
Bxµ
.
Equations of motion deriving from the variational principle
Sre,Γs “ 1
16πG
ż
ddx epRabcdηacηbd ´ 2Λq, (2.2)
are equivalent to T a “ dea ` Γabeb “ 0 and Einstein’s equations, Gab ` Ληab “ 0.
Together with the metricity condition, the former implies
Γabc “ 1
2
pDbac `Dcab ´Dabcq, (2.3)
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where the structure functions are defined by Dcabec “ peapebµq ´ ebpeaµqq B
Bxµ
. Con-
versely, T a “ 0 is equivalent to Dcab “ ´2Γcrabs.
3 Newman-Penrose formalism in 3d
In three dimensions with p`,´,´q signature, we use
ηab “
¨˚
˝0 1 01 0 0
0 0 ´1
2
‹˛‚, (3.1)
and the triad ea “ pl, n,mq with associated directional covariant derivatives denoted by
pD,∆, δq. In particular,
gµν “ lµnν ` lνnµ ´ 2mµmν , ∇a “ naD ` la∆ ´ 2maδ. (3.2)
In this case, the spin connection can be dualized, ωcµ “ 14Γabµǫabc, Γabµ “ ǫabcωcµ with
ǫ123 “ 1 and ǫabc “ ηadηbeηcfǫdef . The 9 real spin coefficients are defined by
∇ ma∇la n
a∇la ´ma∇na
D κ “ Γ311 “ ω21 ǫ “ Γ211 “ ´ω31 π “ ´Γ321 “ ω11
∆ τ “ Γ312 “ ω22 γ “ Γ212 “ ´ω32 ν “ ´Γ322 “ ω12
δ σ “ Γ313 “ ω23 β “ Γ213 “ ´ω33 µ “ ´Γ323 “ ω13
(3.3)
(see also e.g. [34] for slightly different conventions). It follows that
Dl “ ǫl ´ 2κm, ∆l “ γl ´ 2τm, δl “ βl ´ 2σm,
Dn “ ´ǫn` 2πm, ∆n “ ´γn` 2νm, δn “ ´βn` 2µm,
Dm “ πl ´ κn, ∆m “ νl ´ τn, δm “ µl ´ σn.
(3.4)
In order to describe Lorentz transformations, one associates to a real vector v “ vaea
a 2ˆ 2 symmetric matrix vˆ “ vapja, where pja are chosen as
pj1 “
˜
1 0
0 0
¸
, pj2 “
˜
0 0
0 1
¸
, pj3 “ 1
2
˜
0 1
1 0
¸
, (3.5)
so that
det pv “ 1
2
ηabv
avb, pjaǫpjb “ 1
2
pηabǫ´ ǫabcpjcq, pjapjbpja “ 1
2
ǫpjbǫ, (3.6)
where
ǫ “
˜
0 1
´1 0
¸
. (3.7)
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For g P SLp2,Rq, one considers the transformation
gpjagTva “ pjaΛabvb, gT ǫ “ ǫg´1. (3.8)
More explicitly, if
g “
˜
a b
c d
¸
, (3.9)
with ad´ bc “ 1 and a, b, c, d P R, then
Λ
a
b “
¨˚
˝ a2 b2 abc2 d2 cd
2ac 2bd ad` bc
‹˛‚, Λ ba “
¨˚
˝ d2 c2 ´2cdb2 a2 ´2ab
´bd ´ac ad` bc
‹˛‚, (3.10)
where the first index is the lign index. SLp2,Rq group elements will be parametrized as
g “
˜
1 0
´B 1
¸˜
1 ´A
0 1
¸˜
e´E{2 0
0 eE{2
¸
“
˜
e´E{2 ´AeE{2
´Be´E{2 p1` ABqeE{2
¸
. (3.11)
Using ωa “ 1
2
ǫabcΓbc and the transformation law of the Lorentz connection given below
(2.1), we have
ω1a “ Λabωb ` 1
2
ǫabcΛb
ddΛcd. (3.12)
In terms of ωˆ “ jˆaωa, this is equivalent to
ωˆ1 “ gωˆgT ´ gǫdgT (3.13)
Explicitly, for the spin coefficients encoded in
ωˆ1 “
˜
π ´1
2
ǫ
´1
2
ǫ κ
¸
, ωˆ2 “
˜
ν ´1
2
γ
´1
2
γ τ
¸
, ωˆ3 “
˜
µ ´1
2
β
´1
2
β σ
¸
, (3.14)
one finds
ωˆ1a “ ΛacgωˆcgT ´ gǫe1apgT q. (3.15)
In this case, Einstein’s equations are equivalent to
deˆ´ 2ωˆǫeˆ “ 0, dωˆ ´ ωˆǫωˆ ´ Λ
2
eˆǫeˆ “ 0. (3.16)
Alternatively, one can use qv “ vˆǫ in order to describe real vectors by traceless 2 ˆ 2
matrices. The associated basis is
qj1 “
˜
0 1
0 0
¸
, qj2 “
˜
0 0
´1 0
¸
, qj3 “ 1
2
˜
´1 0
0 1
¸
, (3.17)
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so that
tr qv2 “ ηabvavb, qjaqjb “ ´1
2
pηab ` ǫabcqjcq, qjaqjbqja “ 1
2
qjb. (3.18)
In this case, we have
gqjag´1va “ qjaΛabvb, qω1 “ gqωg´1 ´ dgg´1, qω1a “ Λacgqωcg´1 ´ e1apgqg´1, (3.19)
where
qω1 “
˜
1
2
ǫ π
´κ ´1
2
ǫ
¸
, qω2 “
˜
1
2
γ ν
´τ ´1
2
γ
¸
, qω3 “
˜
1
2
β µ
´σ ´1
2
β
¸
, (3.20)
and
dqe´ 2qωqe “ 0, dqω ´ qωqω ´ Λ
2
qeqe “ 0. (3.21)
4 3d asymptotically AdS spacetimes at spatial infinity
4.1 Fefferman-Graham solution space
In the AdS3 case, Λ “ ´L´2 ‰ 0, we start by rederiving the general solution to the
equations of motion in the context of the Newman-Penrose formalism. We will recover
the on-shell bulk metric of [35], but with an arbitrary conformal factor for the boundary
metric [21] (see also Section 2 of [7] in the current context).
The analog of the Fefferman-Graham gauge fixing is to assume that
µ “ β “ σ “ 0. (4.1)
which is equivalent to Γab3 “ 0 and can be achieved by a local Lorentz transformation.
This means that the triad is parallely transported along m and that m is the generator of
an affinely parametrized spatial geodesic. In this case, ∇rambs “ nralbspπ ` τq so that m
is hypersurface orthonormal if and only it is a gradient, which in turn is equivalent to
π “ ´τ. (4.2)
This condition will also be imposed in the following.
Introducing coordinates xµ “ px`, x´, ρq, µ “ 1, 2, 3 such that m is normal to the
surfaces ρ “ cte and the coordinate ρ is the suitably normalized affine parameter on the
geodesic generated by m, the triad takes the form
m “ BBρ, l “ l
a B
Bxa , n “ n
a B
Bxa . (4.3)
where a “ p`,´q. The associated cotriad is
e1 “ ǫabn
bdxa
e
, e2 “ ǫabl
adxb
e
, e3 “ dρ, e “ ǫablanb, (4.4)
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where ǫ`´ “ 1 “ ´ǫ´` and ǫ˘˘ “ 0. In order to compare with the general solution
given in [7], one introduces an alternative radial coordinate r “ e ρ?2L , in terms of which
m “ r?
2L
B
Br , e
3 “
?
2
L
r
dr. (4.5)
Under these assumptions, the Newman-Penrose field equations (A.1)-(A.12) can be
solved exactly. Indeed, the three equations (A.1), (A.7) and (A.9) reduce to the system
δκ “ 2τκ, δν “ 2τν, δτ “ τ 2 ´ κν ´ 1
2L2
, (4.6)
which is solved by introducing the complex combinations L˘ “ τ ˘ i
?
νκ. The general
solution is given by
τ “ ´π “ ´1?
2Lk
pr4 ´ C2
1
` C2C3q, κ “ ´
?
2C2r
2
Lk
, ν “
?
2C3r
2
Lk
,
k “ r4 ´ 2C1r2 ` C21 ´ C2C3.
(4.7)
The last two radial equations involving the spin coefficients, equations (A.3) and (A.8),
simplify to
δǫ “ τǫ` κγ, δγ “ τγ ´ νǫ, (4.8)
and are solved through
ǫ “ C4 r
3 ´ C1r
k
` C5C2r
k
, γ “ C5 r
3 ´ C1r
k
` C4C3r
k
. (4.9)
The last radial equations are (A.11) and (A.12). Their r-component are trivially satisfied
while their components along x˘ are of the same form than (4.8),
δl˘ “ τl˘ ` κn˘, δn˘ “ τn˘ ´ νl˘, (4.10)
which leads to
l˘ “ K˘
1
r3 ´ C1r
k
`K˘
2
C2r
k
, n˘ “ K˘
2
r3 ´ C1r
k
`K˘
1
C3r
k
. (4.11)
In these equations, Ci, K˘1 , K˘2 are functions of xa “ x˘ alone.
Note that asymptotic invertibility of the triad is controlled by the invertibility of the
matrix formed by these functions,˜
K`1 K
`
2
K´
1
K´
2
¸
, ǫabK
a
1
Kb
2
‰ 0. (4.12)
Using the radial form of the various quantities, equations (A.2) and (A.6) are equivalent
to
Ka
1
BaC1 ´Ka2BaC2 ` 2C2C5 “ 0,
Ka
1
BaC3 ´Ka2BaC1 ` 2C3C4 “ 0,
(4.13)
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which then implies that equation (A.4) reduces to
Ka
1
BaC5 ´Ka2BaC4 ` 2C4C5 `
4
L2
C1 “ 0, (4.14)
while the components along x˘ of equation (A.10) become
Ka
1
BaK˘2 ´Ka2BaK˘1 ` C5K˘1 ` C4K˘2 “ 0. (4.15)
Because of invertibility of the matrix (4.12), equations (4.15) and (4.14) can be used to
express C4, C5 and C1 in terms of Ka1 and Ka2 . The two equations in (4.13) then become
dynamical equations for C2 and C3. Since we now have treated all Newman-Penrose
equations, the solution space is parametrized by Ka
1
, Ka
2
and by initial conditions for C2
and C3.
In the limit r going to infinity, the triad elements l and n given in (4.11) take the form
l˘ “ r´1K˘1 ` Opr´3q, n˘ “ r´1K˘2 ` Opr´3q. With a change of coordinates on the
cylinder, we can make the associated asymptotic metric explicitly conformally flat. This
amounts to the choice
K`
1
“ 0, K´
1
“
?
2e´ϕ, K`
2
“
?
2e´ϕ, K´
2
“ 0. (4.16)
Introducing this into equations (4.14) and (4.15), we get
C4 “
?
2e´ϕB´ϕ, C5 “ ´
?
2e´ϕB`ϕ, C1 “ L2e´2ϕB´B`ϕ, (4.17)
while the dynamical equations (4.13) reduce to
B`C2 ` 2B`ϕC2 “ L2B´
`
e´2ϕB´B`ϕ
˘
,
B´C3 ` 2B´ϕC3 “ L2B`
`
e´2ϕB´B`ϕ
˘
.
(4.18)
With the extra conditions (4.16), the space of solutions is parametrised by three func-
tions ϕ,C2 and C3 defined on the cylinder with coordinates x˘ such that equations (4.18)
are valid. These two equations can be integrated directly but we will derive the explicit
form of C2 and C3 in a different way using the action of the asymptotic symmetry group
below.
4.2 Residual gauge symmetries
The residual gauge transformations are the finite gauge transformations that preserve the
set of asymptotic solutions. Since these transformations map solutions to solutions, once
the conditions that determine the asymptotic solution space are preserved, no further re-
strictions can arise. A gauge transformation is a combination of a local Lorentz transfor-
mation and a change of coordinates of the form
r “ rpr1, x1˘q, x˘ “ x˘pr1, x1˘q. (4.19)
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The unknowns are A,B,E, r and x˘ as functions of r1, x1˘.
Using the a “ 3 component of the transformation law of the triad,
e1µa
Bxν
Bx1µ “ Λ
b
a e
ν
b , (4.20)
the requirement m1µ “ r1?
2L
δ
µ
r1 is equivalent to
r1?
2L
Br1xµ “ ´bdlµ ´ acnµ ` pad` bcqmµ. (4.21)
Expanding for each coordinate, we get
r1?
2L
Bx`
Br1 “
?
2r
k
e´ϕ
`
Ap1` ABqeEC2 `Be´Epr2 ´ C1q
˘
,
r1?
2L
Bx´
Br1 “
?
2r
k
e´ϕ
`
Ap1` ABqeEpr2 ´ C1q `Be´EC3
˘
,
r1?
2L
Br
Br1 “ p1` 2ABq
r?
2L
.
(4.22)
In order to implement the gauge fixing condition on the new spin coefficients qω13 “ 0, we
first rewrite the last equation of (3.19) as
g´1e1apgq “ Λabqωb ´ g´1qω1ag. (4.23)
When a “ 3 this becomes
g´1δ1g “ Λ b3 qωb, (4.24)
and is equivalent to three conditions on the Lorentz parameters,
dδ1a´ bδ1c “ Λ b
3
pqωbq11, dδ1b´ bδ1d “ Λ b3 pqωbq12, aδ1c´ cδ1a “ Λ b3 pqωbq21. (4.25)
When suitably combining these equations, one finds
r1?
2L
BB
Br1 “ Ap1` ABqe
2Eκ `Bτ,
r1?
2L
BA
Br1 “ ´Ap1` ABqπ ´Be
´2Eν ` A3p1` ABqe2Eκ` A2Bτ,
r1?
2L
BE
Br1 “ Ap1` ABqe
Eǫ´Be´Eγ ´ 2A2p1` ABqe2Eκ´ 2ABτ.
(4.26)
The set of equations (4.22) and (4.26) forms a system of differential equations for the
radial dependence of the unknown functions. In order to solve it asymptotically, we will
assume that the functions have the following asymptotic behavior,
r “ Opr1q, x˘, E “ Op1q, A, B “ Opr1´1q. (4.27)
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Inserting this into the equations, we easily get
B “ B0px1˘qr1´1 `Opr1´3q, A “ A0px1˘qr1´1 `Opr1´3q,
E “ E0px1˘q ´ pLe´ϕB´ϕA0 ` Le´ϕB`ϕB0 ` A0B0qr1´2 `Opr1´4q,
r “ er0px1˘qr1 ´ A0B0er0r1´1 `Opr1´3q,
x` “ x`
0
px1˘q ´ LB0e´ϕ´E0´r0r1´2 `Opr1´4q,
x´ “ x´
0
px1˘q ´ LA0e´ϕ`E0´r0r1´2 `Opr1´4q,
(4.28)
where we have assumed r
r1 ą 0 asymptotically. At this stage, we have fixed the radial de-
pendence of all the unknown functions and we are left with six functionsA0, B0, E0, r0, x˘0
of x1˘.
We now have to require m1µ “
?
2L
r1 δ
r1
µ . However, since we have inmposed m1 “
r1?
2L
B
Br1
, we already have m1r1 “
?
2L
r1 . This follows from m
1
r1 “ Λ3bebν
Bxν
Br1
on the one
hand and from r1?
2L
Bxν
Br1
“ Λ3cecν on the other. For the remaining components of m1µ
it is enough to verify that m1˘1 “ opr10q since solutions are transformed into solutions
under local Lorentz and coordinate transformations. Indeed, de1a ` Γ1abe1b “ 0, and for
a “ 3, de1
3
`Γ1
3be
1b “ 0. Contracting with e1
3
µ then implies that r1?
2L
Br1mν1´ r1?
2L
Bν1
?
2L
r1 `
Γ1
3b3e
1b
ν1 ´ Γ133ν1 “ 0, which reduces to Br1m1ν “ ´
?
2L
r12 δ
r1
ν . Extracting the leading order
from
e13µ “ 2ac e1ν
Bxν
Bx1˘ ` 2bd e
2
ν
Bxν
Bx1˘ ` pad` bcqe
3
ν
Bxν
Bx1˘ , (4.29)
we then get
B0e
´E0`r0`ϕ Bx´0
Bx1˘ ` A0e
E0`r0`ϕ Bx`0
Bx1˘ “ L
Br0
Bx1˘ . (4.30)
The last condition we have to require is the asymptotically conformally flat form of
the new triad. This can be done by imposing
e11 “ r
1eϕ
1
?
2
dx1´ `Opr1´1q, e12 “ r
1eϕ
1
?
2
dx1` `Opr1´1q. (4.31)
The leading terms of e11ν “ Λ1aeaµ Bx
µ
Bx1ν and e
12
ν “ Λ2aeaµ Bx
µ
Bx1ν yield
Bx`0
Bx1´ “ 0 “
Bx´0
Bx1` “ 0, e
´E0`r0`ϕ Bx´0
Bx1´ “ e
ϕ1 “ eE0`r0`ϕ Bx
`
0
Bx1` . (4.32)
Combining with equation (4.30), allows one to extract A0, B0, E0 in terms of the other
functions,
E0 “ 1
2
ln
B1´x´0
B 1` x`0
, A0 “ L e
´ϕ´r0a
B 1´ x´0 B 1` x`0
Br0
Bx1` , B0 “ L
e´ϕ´r0a
B 1´ x´0 B 1` x`0
Br0
Bx1´ . (4.33)
It thus follows that the residual gauge symmetries are determined (i) by the change of
variables x˘ “ x˘
0
px1˘q at infinity, each depending on a single variable, which we assume
to be orientation preserving B1`x`0 ą 0 ă B1´x´0 , and (ii) by r0px1`, x1´q.
For notational simplicity, we drop the subscript 0 on the change of variables at infinity
and on the Weyl parameter in the next section.
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4.3 Action of conformal and Weyl group
The group obtained in the previous section is the combined conformal and Weyl group
and is parametrized by ´
x1`px`q, x1´px´q, rpx1`, x1´q
¯
. (4.34)
The last equation of (4.32) encodes the transformation law of ϕ,
ϕ1px1`, x1´q “ ϕpx`, x´q ` rpx1`, x1´q ` 1
2
ln
`B1`x`B1´x´˘ . (4.35)
Note that, as a consequence, if rpx1`, x1´q, rspx2`, x2´q and rcpx2`, x2´q are associated to
a first, a second successive and the combined transformation respectively, the composition
law is
rcpx2`, x2´q “ rspx2`, x2´q ` rpx1`, x1´q. (4.36)
This group reduces to the conformal group for fixed conformal factor of the boundary
metric: when ϕ “ ϕ1 it follows from (4.35) that r is determined by the change of variables
at infinity, r “ ´1
2
ln pB1`x`B1´x´q. When freezing the coordinate transformations, one
remains with the additive group of Weyl rescalings that amount here to arbitrary shifts of
ϕ.
As discussed in Section 4.1, the on-shell metric, triads and spin connections are en-
tirely determined by the arbitrary conformal factor ϕpx`, x´q and the integration func-
tions C2px`, x´q, C3px`, x´q satisfying (4.18). To obtain the action of the group on the
latter, we can extract the subleading terms of l1px`q “ Λ b1 e`b and n1px´q “ Λ b2 e´b . This
gives
C 1
2
“ e´2r B
1
´x
´
B 1` x`C2 ` L
2e´2ϕ
1 `B12´r ` pB1´rq2 ´ 2B1´rB1´ϕ1˘ ,
C 13 “ e´2r
B1`x`
B 1´ x´C3 ` L
2e´2ϕ
1 `B12`r ` pB1`rq2 ´ 2B1`rB1`ϕ1˘ , (4.37)
which can also be written in terms of ϕ using equation (4.35). Note that, by construction,
the transformed C 1
2
px1`, x1´q, C3px1`, x1´q have to satisfy the transformed equations, i.e.,
equations (4.18) where all quantities, C2, C3, ϕ, x˘, B˘ are primed.
In the particular case where ϕ “ 0, equations (4.18) reduce to B`C2R “ 0, B´C3R “ 0
so that C2R “ p8πGLqT´´px´q and C3R “ p8πGLqT``px`q. Applying the particular
Weyl transformation x1˘ “ x˘, r “ ϕ1, and removing all primes, we obtain from (4.37)
that the general solution to the dynamical equations (4.18) for arbitrary ϕ is given by
C2 “ e´2ϕL2
„
8πG
L
T´´px´q ` B2´ϕ´ pB´ϕq2

,
C3 “ e´2ϕL2
„
8πG
L
T``px`q ` B2`ϕ´ pB`ϕq2

.
(4.38)
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Solution space can thus also be parametrized by the conformal factor ϕ and the two
integration functions T˘˘px˘q depending on a single variable each. The action of the
asymptotic symmetry group on the latter can be extracted from equations (4.37),
T 1˘˘px1˘q “ pB1˘x˘q2T˘˘px˘0 q ´
c˘
24π
tx˘, x1˘u,
ðñ T 1˘˘px1˘q “ pB˘x1˘q´2
”
T˘˘px˘q ` c˘
24π
tx1˘, x˘u
ı
, c˘ “ 3L
2G
,
(4.39)
in terms of the Schwarzian derivative for a function F of x,
tF, xu “ B2x ln BxF ´
1
2
pBx ln BxF q2, (4.40)
and with the characteristic values of the central charges for asymptotically AdS3 grav-
ity [36]. In other words, the integration functions T˘˘ are Weyl invariant, while under the
centrally extended conformal group, one recovers the well-known coadjoint action, i.e.,
the standard transformation law of an energy-momentum tensor.
5 3d asymptotically flat spacetimes at null infinity
5.1 Solution space
The first gauge fixing conditions that we will assume are
κ “ ǫ “ π “ 0. (5.1)
This is equivalent to Γab1 “ 0 which can be achieved by a suitable Lorentz rotation. It
implies that the tetrad is parallely transported along l and that l is the generator of an
affinely parametrized null geodesic. In this case, ∇ralbs “ ´2lrambspτ ´ βq, so that l is
always hypersurface orthornormal. It is a gradient if and only if
τ “ β, (5.2)
a condition which will also be imposed in the following.
Introducing Bondi coordinates xµ “ pu, r, φq, µ “ 0, 1, 2 such that the surfaces u “
cte are null with normal vector l, lµ “ δ0µ and such that r is the suitably normalized affine
parameter on the null geodesics generated by l, the triad takes the form
l “ BBr , n “
B
Bu
`W B
Br
` V B
Bφ
, m “ U B
Br
` T B
Bφ
. (5.3)
The associated cotriad is
e1 “ p´W `T´1UV qdu`dr´T´1Udφ, e2 “ du e3 “ ´T´1V du`T´1dφ. (5.4)
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Under these assumptions, the Newman-Penrose equations (A.1)-(A.6) fix the r de-
pendence of all spin coefficients according to
σ “ ´1
2
1
r ` C1 , τ “
C2
r ` C1 “ β,
γ “ C3 ´ 2C
2
2
r ` C1 , µ “
C4
r ` C1 , ν “ C5 ´
2C2C4
r ` C1 .
(5.5)
for Ci “ Cipu, φq. When used in equations (A.10) and (A.11), the r dependence of the
triad is
T “ K1
r ` C1 , V “ ´
2K1C2
r ` C1 `K2, U “ ´C2 `
K3
r ` C1 ,
W “ ´C3r `K4 ´ 2C2K3
r ` C1 ,
(5.6)
with Ka “ Kapu, φq.
In order to solve the remaining equations, we will assume in addition that
σ “ ´ 1
2r
`Opr´3q, τ “ Opr´2q, V “ Opr´1q. (5.7)
The first condition can be satsified by changing the affine parameter r Ñ r ` C1. We
can then do a Lorentz transformation with a “ d “ 1, c “ 0 and b “ C2 in order to
impose C2 “ 0, and finally a change of coordinates Buφ1 “ ´K2Bφφ1 to obtain K2 “ 0.
Note however that both of these last two transformations are only valid asymptotically.
Requiring them to preserve the gauge fixing conditions will require subleading terms in a
similar way as in the computation of section 5.2. On the level of solutions, the additional
conditions simply amount to setting
C1 “ C2 “ K2 “ 0. (5.8)
Redefining K1 “ e´ϕ, the remaining equations, i.e., (A.7)-(A.9) and (A.12), are
equivalent to
C4 “ 1
2
K4, C3 “ Buϕ, C5 “ e´ϕBuBφϕ, (5.9)
where
BuK4 ` 2BuϕK4 “ 2e´2ϕpBuB2φϕ´ BφϕBuBφϕq,
BuK3 ` 2BuϕK3 “ e´ϕBφK4.
(5.10)
These equations can be integrated directly, but we will again generate the solution by
using the asymptotic symmetry group below.
In this case, (5.5) and (5.6) simplify to
σ “ ´ 1
2r
, τ “ β “ 0, γ “ Buϕ, µ “ K4
2r
, ν “ e´ϕBuBφϕ,
T “ e
´ϕ
r
, W “ ´Buϕr `K4, U “ K3
r
, V “ 0.
(5.11)
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5.2 Residual gauge symmetries
The residual gauge symmetries again consist of the subset of gauge transformations that
preserve the set of conditions determining the asymptotic solution space. We will consider
a general change of coordinates of the form
u “ upu1, r1, φ1q, r “ rpu1, r1, φ1q, φ “ φpu1, r1, φ1q, (5.12)
combined with an arbitrary local Lorentz transformation. The unknowns areA,B,E, u, r, φ
as functions of u1, r1, φ1.
Using the a “ 1 component of the transformation law for the triad
e1µa
Bxν
Bx1µ “ Λ
b
a eb
ν , (5.13)
it follows that imposing l1µ “ δµr1 is equivalent to the radial equations,
Bu
Br1 “ B
2e´E ,
Bφ
Br1 “ 2Bp1` ABqT,
Br
Br1 “ p1` ABq
2eE `B2e´EW ` 2Bp1` ABqU.
(5.14)
The gauge fixing on the new spin coefficients takes the form qω11 “ 0. The component
a “ 1 of the last equation of (3.19) can be rewritten as
g´1Br1g “ Λ b1 qωb. (5.15)
This is equivalent to three conditions on the rotation parameters, which can be suitably
combined to yield
BB
Br1 “ 2Bp1` ABqe
Eσ,
BA
Br1 “ ´B
2e´2Eν ´ 2Bp1` ABqe´Eµ` 2A2Bp1` ABqeEσ,
BE
Br1 “ ´B
2e´Eγ ´ 4ABp1` ABqeEσ.
(5.16)
The set of equations (5.14) and (5.16) forms a system of differential equations for
the radial dependence of the unknown functions. In order to solve it asymptotically, we
assume that the functions have the following asymptotic behavior,
r “ Opr1q, A, E, u, φ “ Op1q, B “ Opr1´1q. (5.17)
The unknown r can be traded for χ “ re´E “ Opr1q satisfying
Bχ
Br1 “ 1´ A
2B2 `B2e´2EK4 ` 2B
χ
p1` ABqe´2EK3 “ 1`Opr1´2q. (5.18)
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The solution is given by
χ “ r1 ` χ0pu, φq `Opr1´1q, (5.19)
which, when introduced into the other radial equations, gives
B “ B0pu, φqr1´1 ` pA0B20 ´B0χ0qr1´2 `Opr1´3q,
A “ A0pu, φq ` pB20e´2E0´ϕBuBφϕ`B0K4e´2E0 ` A20B0qr1´1 `Opr1´2q,
E “ E0pu, φq ` pB20e´E0Buϕ´ 2A0B0qr1´1 `Opr1´2q,
u “ u0pu, φq ´B20e´E0r1´1 `Opr1´2q,
φ “ φ0pu, φq ´ 2B0e´ϕ´E0r1´1 `Opr1´2q.
At this stage, we have fixed the radial dependence of all the unknowns and are left with
six functions A0, B0, E0, u0, φ0, χ0 of u1 and φ1.
We now have to require l1µ “ δu1µ . After having imposed l1 “ BBr1 , one has in particular
that l1r1 “ 0. This follows from the combination of l1r1 “ Λ2bebν
Bxν
Br1
and Bx
ν
Br1
“ Λ1cecν .
For the remaining components of l1µ it is enough to verify that l1u1 “ 1`opr10q, l1φ “ opr10q
since the equation of motion de1a ` Γ1abe1b “ 0 for a “ 2 implies Br1lν1 ´ Bν1l1µ1e1µ1 `
Γ1
1b1e
1b
ν1 ´ Γ111ν1 “ 0. This reduces to Br1l1ν1 “ Bν1l1r1 , and thus to Br1l1u1 “ 0 “ Br1l1φ.
Extracting the leading order from
e12µ “ p´c2W ` d2q
Bu
Bx1µ ` c
2
Br
Bx1µ ` p´c
2U ` cdq 1
T
Bφ
Bx1µ , (5.20)
we get
e´E0 “ Bu0Bu1 ´B0e
ϕBφ0
Bu1 , 0 “
Bu0
Bφ1 ´B0e
ϕBφ0
Bφ1 . (5.21)
We still have to impose three conditions: V 1 “ Opr1´1q, σ1 “ ´ 1
2r1 ` Opr1´3q, τ 1 “
Opr1´2q. The first one is a condition on the triad and can be imposed by requiring e13u “
Op1q. More generally, we have
e13µ “ p´2acW ` 2bdq
Bu
Bx1µ ` 2ac
Br
Bx1µ ` p´2acU ` ad` bcq
1
T
Bφ
Bx1µ , (5.22)
and, requiring the new cotriads to have the same form in the new coordinate system than
they had in the old one, the leading terms of e13u and e13φ yield
0 “ eϕBφ0Bu1 , e
´E0`ϕ1 “ eϕBφ0Bφ1 . (5.23)
Note in particular that our choice of parametrization for the Lorentz rotations leads to
Bφ0
Bφ1
ą 0. The first equation is equivalent to V 1 “ Opr1´1q while the second one gives the
transformation law of ϕ. Combining (5.23) with (5.21), we obtain
Bφ0
Bu1 “ 0,
Bu0
Bu1 “ e
´E0, B0 “ e´ϕpBφ0Bφ1 q
´1Bu0
Bφ1 , e
ϕ1 “ eE0`ϕBφ0Bφ1 . (5.24)
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To implement the last two conditions, we will use the transformation law of qω3 given in
the last equation of (3.19). Imposing pqω1
3
q11 “ Opr1´2q and pqω13q21 “ 12r1 ` Opr1´3q, we
get
1
2r1
`
B0e
´E0Buϕ´ A0
˘` 1
2
δ1E `Bδ1A “ Opr1´2q,
1
r12
ˆ
´1
2
χ0 ` 2A0B0 ´B20e´E0γ
˙
´B2δ1A ´Bp1` ABqδ1E ` δ1B “ Opr1´3q.
(5.25)
From the general solution, we have δ1 “ U 1B1r ` T 1B1φ where U 1 “ Op1q and T 1 “
e´ϕ
1
r1´1 ` Opr1´2q. Inserting this into the two equations we can extract the value of A0
and χ0,
A0 “ e´ϕ1 BE0Bφ1 `B0e
´E0 Bϕ
Bu , χ0 “ 2A0B0 ` 2e
´ϕ1 BB0
Bφ1 . (5.26)
The asymptotic symmetry group is thus parametrised by three functions u0pu1, φ1q,
φ0pu1, φ1q and E0pu1, φ1q satisfying the constraints
Bφ0
Bu1 “ 0,
Bu0
Bu1 “ e
´E0. (5.27)
Note that, when taking these into account, the Jacobian matrices for the change of coor-
dinates at infinity are¨˝
Bu0
Bu1
“ e´E0 Bu0
Bφ1
Bφ0
Bu1
“ 0 Bφ0
Bφ1
“ eϕ1´ϕ´E0
‚˛,
¨˝
Bu1
0
Bu
“ eE0 Bu
1
0
Bφ
“ ´e2E0´ϕ1`ϕ Bu0
Bφ1
Bφ1
0
Bu
“ 0 Bφ
1
0
Bφ
“ eE0´ϕ1`ϕ
‚˛ (5.28)
For notational simplicity, we will drop the subscript 0 on the functions determining
the change of coordinates at infinity and on the Weyl parameter in the next two section.
5.3 Combined BMS3 and Weyl group
From equation (5.27), it follows that Epu1, φ1q is determined by the function upu1, φ1q and,
conversely, that the knowledge of such a function E allows one to recover the complete
change of coordinates, up to an arbitrary function uˆ1pφ1q,
upu1, φ1q “
ż u1
uˆ1
dv1 e´E . (5.29)
Note that the point with coordinates puˆ1pφ1q, φ1q in the new coordinate system is described
by p0, φq in the original coordinate system. When considering the inverse transformation,
we can write,
u1pu, φq “
ż u
uˆ
dv eE , (5.30)
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where E0 is now considered as a function of the original coordinate system through
E0pu1pu, φq, φ1pu, φqq and the point with coordinates puˆpφq, φq is described by p0, φ1q in
the new coordinate system.
Equation (5.24) is equivalent to the transformation law of field ϕ,
ϕ1pu1, φ1q “ ϕpu, φq ` Epu1, φ1q ` ln Bφ
Bφ1
. (5.31)
This can be used to trade uˆpφq for
βpφq “
ż
0
uˆ
dv e´ϕpv,φq, (5.32)
which can be inverted since the integrand is positive.
The combined BMS3 and Weyl group can be parametrized by
pφ1
0
pφq, βpφq, Epu1, φ1qq. (5.33)
Note that the transformation law of
rupu, φq “ ż u
0
dv e´ϕpv,φq, (5.34)
is ru1pu1, φ1q “ Bφ1
Bφ
“rupu, φq ` βpφq‰. (5.35)
In particular, if
βpφq, Epu1, φ1q, βspφ1q, Espu2, φ2q, βcpφq, Ecpu2, φ2q,
are associated to a first, a second successive and their combined transformation respec-
tively, equations (5.31) and (5.34) imply that
βcpφq “ Bφ
Bφ1
βspφ1q ` βpφq,
Ecpu2, φ2q “ Espu2, φ2q ` Epu1, φ1q.
(5.36)
For fixed diffeomorphism on the circle, φ1 “ φ, the first of (5.36) describes the abelian
subgroup of supertranslations, while, if in addition one restricts to the subgroup without
supertranslations, i.e., when all β’s vanish, so do the uˆ’s and u is unchanged. The second
of (5.36) then describes the abelian subgroup of Weyl rescalings.
Alternatively, one can define
Upu, φq “ eϕru, αpu, φq “ eϕβ, (5.37)
and parametrize the combined BMS3 and Weyl group by
pφ1pφq, αpu, φq, Epu1, φ1qq. (5.38)
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In this case, equation (5.35) and the first of equation (5.36) are replaced by
U
1pu1, φ1q “ eEpu1,φ1q“Upu, φq ` αpu, φq‰,
αcpu, φq “ e´Epu1,φ1qαspu1, φ1q ` αpu, φq. (5.39)
Note that if ϕ does not depend on u then rU “ e´ϕu, β “ ´e´ϕuˆpφq whereas U “ u
and αpφq “ ´uˆ. If furthermore ϕ1 does not depend on u1, then neither does E and
u1pu, φq “ eEpφ1qpu ` αq. The standard definition of the BMS3 group is then recovered
when the conformal factor is fixed to be zero, i.e., when ϕpu, φq “ 0 “ ϕ1pu1, φ1q, in
which case it follows from equation (5.31) that the Weyl transformations are frozen to
eEF “ Bφ
1
Bφ
.
5.4 Action on solution space
Solution space is parametrized by the three functions ϕ, K3, K4 satisfying the evolution
equations (5.10). The action of the group on the conformal factor ϕ has already been
computed in the previous section. We can extract the transformation law of K4 from
pqω1
3
q12 and the one of K3 from the second order of e11φ ,
K 1
4
“ e´2EK4 ` A20 ` 2e´ϕ
1Bφ1A0 ` 2B0e´2E´ϕBφBuϕ,
K 13 “ e´2EK3 ` 2e´2EB0K4 ´ 2e´ϕ
1Bφ1pe´ϕ1Bφ1B0q
´ 2A0e´ϕ1Bφ1B0 ` 2B20e´2E´ϕBφBuϕ.
(5.40)
By construction, the transformed quantities have to satisfy the transformed equations, i.e.,
equations (5.10) where all quantities, K3, K4, ϕ, u, φ, Bu, Bφ are primed.
In the particular case where ϕ “ 0, equations (5.10) reduce to BuK4R “ 0, BuK3R “
BφK4R, so that K4R “ p16πGqppφq, K3R “ p16πGqpjpφq ` uBφpq. Applying the par-
ticular Weyl transformation φ1 “ φ, u1 “ şu
0
dv eE , Epu1, φ1q “ ϕ1pu1, φ1q, with inverse
transformation u “ şu1
0
dv1e´ϕ
1pv1,φ1q
, we obtain from (5.40) that
K 14 “ e´2ϕ
1rK4R ` 2B2φ1ϕ1 ´ pBφ1ϕ1q2s, K 13 “ e´2ϕ
1rK3R ` 2Bφ1uK4R ´ 2B3φ1us. (5.41)
After removing all primes and writing the inverse transformation as in (5.34), it follows
that the general solution to the dynamical equations (5.10) for arbitray ϕ is given by
K4 “ p16πGqe´2ϕ
”
ppφq ` 1
16πG
p2B2φϕ´ pBφϕq2q
ı
,
K3 “ p16πGqe´2ϕ
”
jpφq ` ruBφppφq ` 2Bφruppφq ´ 1
8πG
B3φruı. (5.42)
The final parametrisation of the solution space studied in section 5.1 is given by the
conformal factor ϕ and the two functions ppφq and jpφq. Their transformation laws under
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the combined BMS3 and Weyl group is given by
p1pφ1q “ p Bφ
Bφ1
q2
”
ppφq ` c2
24π
tφ1, φu
ı
, c1 “ 0, c2 “ 3
G
,
j1pφ1q “ p Bφ
Bφ1
q2
”
jpφq ´ 2ppφqBφβ ´ Bφpβ ` c2
24π
B3φβ `
c1
24π
tφ1, φu
ı
.
(5.43)
The central charges have the characteristic values for asymptotically flat three-dimensional
Einstein gravity [37]. These quantities are thus Weyl invariant, which needs to be the case
by construction since a Weyl transformation applied to K3, K4 amounts to applying the
combined Weyl transformation to p, j with the associated change of ru. Their transforma-
tions under the BMS3 group agree with those derived by different methods in [22, 38].
6 4d asymptotically flat spacetimes at null infinity
6.1 Newman-Penrose formalism in 4d
In four dimensions with signature p`,´,´,´q, we use
ηab “
¨˚
˚˝˚0 1 0 01 0 0 0
0 0 0 ´1
0 0 ´1 0
‹˛‹‹‚. (6.1)
The different elements of the null tetrad are denoted by ea “ pl, n,m,mq, with the asso-
ciated directional covariant derivatives denoted by pD,∆, δ, δq. In particular,
gµν “ lµnν ` lνnµ ´mµmν ´mνmµ, ∇a “ naD ` la∆ ´maδ ´maδ. (6.2)
The 24 independent Γabc’s are parametrized through 12 complex scalars,
∇ ma∇la
1
2
pna∇la ´ma∇maq ´ma∇na
D κ “ Γ311 ǫ “ 12pΓ211 ´ Γ431q π “ ´Γ421
∆ τ “ Γ312 γ “ 12pΓ212 ´ Γ432q ν “ ´Γ422
δ σ “ Γ313 β “ 12pΓ213 ´ Γ433q µ “ ´Γ423
δ ρ “ Γ314 α “ 12pΓ214 ´ Γ434q λ “ ´Γ424
(6.3)
where the associated complex conjugates are obtained by exchanging the indices 3 and 4.
In order to describe Lorentz transformations in four dimensions in terms of a null
tetrad, one associates to a real vector v “ vaea, with v1, v2 P R, v4 “ v3 P C, a 2 ˆ 2
hermitian matrix pv “ vapja, where the pja are chosen as
pj1 “
˜
1 0
0 0
¸
, pj2 “
˜
0 0
0 1
¸
, pj3 “
˜
0 1
0 0
¸
, pj4 “
˜
0 0
1 0
¸
. (6.4)
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In this case
det pv “ 1
2
ηabv
avb, pjTb ǫpja`pjTa ǫpjb “ ηabǫ, pjbǫpjTa `pjaǫpjTb “ ηabǫ, pjappjb`pjTb qpjTa “ 0, (6.5)
where
ǫ “
˜
0 1
´1 0
¸
. (6.6)
For an element g P SLp2,Cq, one considers the transformation
gpjag:va “ pjaΛabvb, ǫgT “ g´1ǫ. (6.7)
More explicitly, if
g “
˜
a b
c d
¸
, (6.8)
with ad´ bc “ 1 and a, b, c, d P C, then
Λ
a
b “
¨˚
˚˝˚aa bb ab bacc dd cd dc
ac bd ad bc
ca db cb da
‹˛‹‹‚, Λ ba “
¨˚
˚˝˚ dd cc ´dc ´cdbb aa ´ba ´ab
´db ´ca da cb
´bd ´ac bc ad
‹˛‹‹‚, (6.9)
where the first index is the lign index.
The standard three classes of rotations [30] are then given by
• class I for which l1 “ l, m1 “ m` Al,m1 “ m` Al, n1 “ n` Am` Am` AAl:
a “ 1 “ d, c “ 0, b “ ´A, A P C,
• class II for which n1 “ n,m1 “ m`Bn,m1 “ m`Bn, l1 “ l`Bm`Bm`BBn:
a “ 1 “ d, b “ 0, c “ ´B, B P C,
• class III for which l1 “ e´ERl, n1 “ eERn,m1 “ eiEIm,m1 “ e´iEIm:
a “ e´E{2, d “ eE{2, b “ 0 “ c, E “ ER ` iEI P C.
Finally, the SLp2,Cq group element corresponding to a combined rotation II ˝I ˝III
is given by
g “
˜
e´E{2 ´AeE{2
´Be´E{2 p1` ABqeE{2
¸
. (6.10)
Defining
pω “ ´1
2
pjaǫpjTb Γab “
˜
´Γ42 ´12pΓ21 ´ Γ43q
´1
2
pΓ21 ´ Γ43q Γ31
¸
, (6.11)
the transformation law of Lorentz connection becomes
pω1 “ gpωgT ´ gǫdgT . (6.12)
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More explicitly, for the spin coefficients encoded in
pω1 “
˜
π ´ǫ
´ǫ κ
¸
, pω2 “
˜
ν ´γ
´γ τ
¸
, pω3 “
˜
µ ´β
´β σ
¸
, pω4 “
˜
λ ´α
´α ρ
¸
, (6.13)
one finds pω1a “ ΛacgpωcgT ´ gǫe1apgT q. (6.14)
Alternatively, one can use qv “ pvǫ in order to describe real vectors. The associated
basis is
qj1 “
˜
0 1
0 0
¸
, qj2 “
˜
0 0
´1 0
¸
, qj3 “
˜
´1 0
0 0
¸
, qj4 “
˜
0 0
0 1
¸
, (6.15)
so that
det qv “ 1
2
ηabv
avb, qjTb ǫqja ` qjTa ǫqjb “ ηabǫ, qjbǫqjTa ` qjaǫqjTb “ ηabǫ, qjapqjb ` qjTb qqjTa “ 0.
(6.16)
In this case, we have
gqjag´1va “ qjaΛabvb, qω1 “ gqωg´1 ´ dgg´1, qω1a “ Λacgqωcg´1 ´ e1apgqg´1, (6.17)
where
qω1 “
˜
ǫ π
´κ ´ǫ
¸
, qω2 “
˜
γ ν
´τ ´γ
¸
, qω3 “
˜
β µ
´σ ´β
¸
, qω4 “
˜
α λ
´ρ ´α
¸
. (6.18)
For the Weyl scalars, we follow the conventions of [33,39], which differ by a sign from
those of [30] and those of [25, 27] (when taking into account in addition the correction
for Ψ2 given in [26, 29]). If Cabcd denote the components of the Weyl tensor and ΨABCD
the associated Weyl spinor,
Ψ0 “ C1313 Ø Ψ0000, Ψ1 “ C1213 Ø Ψ0001, Ψ2 “ C1342 Ø Ψ0011,
Ψ3 “ C1242 Ø Ψ0111, Ψ4 “ C2424 Ø Ψ1111.
(6.19)
Their transformations law under Lorentz rotations can be either worked out directly by
using C 1a1a2a3a4 “ Λa1b1 . . .Λa4b4Cb1b2b3b4 and the symmetries of the Weyl tensor, as done
in [30] for the individual rotations of type I, II, III . A faster way is to use the correspon-
dence with the Weyl spinor: with our choice of Infeld-van der Waerden symbols in (6.4)
(cf. (3.1.50) of [39]), ea “ pl, n,m,mq Ø ǫAǫ 9A “ pǫ0ǫ0, ǫ1ǫ1, ǫ0ǫ1, ǫ1ǫ0q, e1a “ Λabeb with
Λa
b as in (6.9) corresponds to ǫ1A “ gABǫB with
gA
B “
˜
´d c
b ´a
¸
, gAB “
˜
a b
c d
¸
(6.20)
FINITE BMS TRANSFORMATIONS 23
When taking into account the complete symmetry of the Weyl spinor, one gets directly
from Ψ1A1A2A3A4 “ gA1B1 . . . gA4B4ΨB1B2B3B4 that
Ψ
1
4
“ a4Ψ4 ´ 4a3bΨ3 ` 6a2b2Ψ2 ´ 4ab3Ψ1 ` b4Ψ0,
Ψ
1
3 “ ´a3cΨ4 ` pa3d` 3a2bcqΨ3 ´ 3pab2c` a2bdqΨ2
` pb3c` 3ab2dqΨ1 ´ b3dΨ0,
Ψ
1
2 “ a2c2Ψ4 ´ 2pabc2 ` a2cdqΨ3 ` pb2c2 ` 4abcd` a2d2qΨ2
´ 2pb2cd` abd2qΨ1 ` b2d2Ψ0,
Ψ
1
1
“ ´ac3Ψ4 ` pbc3 ` 3ac2dqΨ3 ´ 3pbc2d` acd2qΨ2
` p3bcd2 ` ad3qΨ1 ´ bd3Ψ0,
Ψ
1
0
“ c4Ψ4 ´ 4c3dΨ3 ` 6c2d2Ψ2 ´ 4cd3Ψ1 ` d4Ψ0.
6.2 Newman-Unti solution space
The gauge fixing conditions at null infinity1 that are usually assumed correspond to im-
posing the six real conditions encoded in κ “ ǫ “ π “ 0. This is equivalent to requiring
Γab1 “ 0 and can be achieved by a suitable Lorentz rotation. According to the definition
of the Newman-Penrose scalars, it implies that the whole tetrad is parallely transported
along l, Dl “ 0 “ Dn “ Dm “ Dm. In particular, this means that l is the generator of
affinely parametrized null geodesics. One then requires in addition that l is hypersurface
orthonormal and a gradient, which yields 3 more conditions, ρ “ ρ and τ “ α ` β, see,
e.g., section 1.9 of [30].
This allows one to choose Bondi coordinates xµ “ pu, r, xAq, µ “ 0, . . . , 3, A “ 2, 3,
xA “ pζ, ζq such that the surfaces u “ cte are null with normal vector l, lµ “ δ0µ and that
r is the suitably normalized affine parameter on the null geodesics generated by l. The
tetrad then takes the form
l “ B
Br
, n “ B
Bu
` U B
Br
`XA B
BxA
, m “ ω B
Br
` ξA B
BxA
, (6.21)
which implies that
g0µ “ δµ
1
, g11 “ 2pU´ωωq, g1A “ XA´pωξA`ωξAq, gAB “ ´pξAξB`ξBξAq. (6.22)
Note furthermore that if ξA “ gABξB with gAB the two dimensional metric inverse to
gAB, then ξAξ¯A “ ´1, ξAξA “ 0 “ ξ¯Aξ¯A. The associated cotetrad is given by
e1 “ ´rU `XApωξA ` ωξAqsdu` dr ` pωξA ` ωξAqdxA,
e2 “ du, e3 “ XAξAdu´ ξAdxA, e4 “ XAξAdu´ ξAdxA.
(6.23)
1We restrict the discussion to I `.
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On a space-like cut of I `, we use coordinates ζ, ζ, and the metric
ds2 “ ´γABdxAdxB “ ´2pPP q´1dζdζ, (6.24)
with PP ą 0. For the unit sphere, we have ζ “ cot θ
2
eiφ in terms of standard spherical
coordinates and
PSpζ, ζq “ 1?
2
p1` ζζq. (6.25)
The covariant derivative on the 2 surface is then encoded in the operator
ðηs “ PP´sBpP sηsq, ðηs “ PP sBpP´sηsq , (6.26)
where ð, ð raise respectively lower the spin weight by one unit. The weights of the various
quantities used here are given in table 1. Complex conjugation transforms the spin weight
into its opposite and leaves the conformal weight unchanged. Note that P is of spin weight
Table 1: Spin and conformal weights
ð Bu γ0 ν0 µ0 σ0 λ0 Ψ04 Ψ03 Ψ02 Ψ01 Ψ00
s 1 0 0 ´1 0 2 ´2 ´2 ´1 0 1 2
w ´1 ´1 ´1 ´2 ´2 ´1 ´2 ´3 ´3 ´3 ´3 ´3
1 and “holomorphic”, ðP “ 0 and that
rð, ðsηs “ s
2
Rηs , (6.27)
with R “ 2PPBB lnpPP q “ 2ðð lnpPP q, RS “ 2. We also have
rBu, ðsηs “ pBu lnPð` sðBu lnP qηs. (6.28)
According to [25–27], once the conditions κ “ ǫ “ π “ 0 are fixed and coordinates
u, r, ζ, ζ such that lν “ δuν , lν “ δνr are chosen, which implies in particular also that
ρ ´ ρ “ 0 “ τ ´ α ´ β, the leading part of the asymptotic behaviour given in (6.29)
follows from the equations of motion, the condition Ψ0 “ Ψ00r´5 ` Opr´6q and uniform
smoothness, i.e., a standard restriction on the functional space imposing how the fall-off
conditions in r behave with respect to differentiation. In addition, the choice of a suitable
radial coordinate is used to put to zero the term in ρ of order r´2, while by a choice
of coordinates xA, the leading part r2 of the spatial metric is set to be conformally flat,
and the constant part of XA to vanish. Finally, the leading order r´1 of τ is set to zero
by a suitable null rotation. As will be explicitly seen below, these conditions guarantee
that the asymptotic symmetry group is the extended BMS group combined with complex
rescalings.
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For the explicit form of asymptotic solution space, we will follow closely [27] (see
also [25, 26]), except that the complex P used here is twice the P used there and the ð
operator is taken to agree with the definition used in [33]. Furthermore, ζ “ x3` ix4 and
∇ “ 2B. More details can be found for instance in the reviews [29, 31, 33, 39] and also
in [40], where a translation to results in the BMS gauge as used in [7] can be found. Note
also that, as compared to [7, 9, 10, 40], we have changed the signature of the metric in
order to agree with the standard conventions used in the context of the Newman-Penrose
formalism and that x4 Ñ ´x4.
The asymptotic expansion of on-shell spin coefficients, tetrads and the associated
components of the Weyl tensor are given by
Ψ0 “ Ψ00r´5 `Opr´6q,
Ψ1 “ Ψ01r´4 ´ ðΨ00r´5 `Opr´6q,
Ψ2 “ Ψ02r´3 ´ ðΨ01r´4 `Opr´5q,
Ψ3 “ Ψ03r´2 ´ ðΨ02r´3 `Opr´4q,
Ψ4 “ Ψ04r´1 ´ ðΨ03r´2 `Opr´3q,
(6.29)
ρ “ ´r´1 ´ σ0σ0r´3 `Opr´5q,
σ “ σ0r´2 ` pσ0σ0σ0 ´ 1
2
Ψ
0
0
qr´4 `Opr´5q,
α “ α0r´1 ` σ0α0r´2 ` σ0σ0α0r´3 `Opr´4q,
β “ ´α0r´1 ´ σ0α0r´2 ´ pσ0σ0α0 ` 1
2
Ψ
0
1
qr´3 `Opr´4q,
τ “ ´1
2
Ψ
0
1
r´3 ` 1
3
p1
2
σ0Ψ
0
1
` ðΨ0
0
qr´4 `Opr´5q,
λ “ λ0r´1 ´ µ0σ0r´2 ` pσ0σ0λ0 ` 1
2
σ0Ψ02qr´3 `Opr´4q,
µ “ µ0r´1 ´ pσ0λ0 `Ψ02qr´2 ` pσ0σ0µ0 `
1
2
ðΨ
0
1qr´3 `Opr´4q,
γ “ γ0 ´ 1
2
Ψ
0
2r
´2 ` 1
6
p2ðΨ01 ` α0Ψ01 ´ α0Ψ01qr´3 `Opr´4q,
ν “ ν0 ´Ψ0
3
r´1 ` 1
2
ðΨ
0
2
r´2 `Opr´3q,
(6.30)
U “ ´pγ0 ` γ0qr ` µ0 ´ 1
2
pΨ0
2
`Ψ0
2
qr´1 ` 1
6
pðΨ0
1
` ðΨ0
1
qr´2 `Opr´3q,
Xζ “ Xζ “ 1
6
PΨ0
1
r´3 `Opr´4q,
ξζ “ ξζ “ ´Pσ0r´2 `Opr´4q,
ξζ “ ξζ “ P pr´1 ` σ0σ0r´3q `Opr´4q,
ω “ ðσ0r´1 ´ pσ0ðσ0 ` 1
2
Ψ
0
1qr´2 `Opr´3q,
(6.31)
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where
α0 “ 1
2
PB lnP, γ0 “ ´1
2
Bu lnP ,
µ0 “ ´1
2
ðð lnpPP q “ ´1
2
PPBB lnpPP q “ ´R
4
,
(6.32)
λ0 “ pBu ` 3γ0 ´ γ0qσ0, ν0 “ ðpγ0 ` γ0q,
Ψ
0
2 ´Ψ02 “ ð2σ0 ´ ð2σ0 ` σ0λ0 ´ σ0λ0,
Ψ
0
3
“ ´ðλ0 ` ðµ0, Ψ0
4
“ ðν0 ´ pBu ` 4γ0qλ0,
(6.33)
and
pBu ` γ0 ` 5γ0qΨ00 “ ðΨ01 ` 3σ0Ψ02,
pBu ` 2γ0 ` 4γ0qΨ01 “ ðΨ02 ` 2σ0Ψ03,
pBu ` 3γ0 ` 3γ0qΨ02 “ ðΨ03 ` σ0Ψ04.
(6.34)
In this approach to the characteristic initial value problem, freely specifiable initial data
at fixed u0 is given by Ψ0pu0, r, ζ, ζq in the bulk (with the assumed asymptotics given
above) and by pΨ02 ` Ψ02qpu0, ζ, ζq, Ψ01pu0, ζ, ζq at I `. The news σ0pu, ζ, ζq is free data
at I ` for all u and determines, together with the other initial data at I `, the would-be
conserved BMS currents.
As in [41] (see also [42]), for a field ηs,w of spin and conformal weights ps, wq, one
can associate a field rηh,h¯ of conformal dimensions ph, h¯q through
ηs,w “ P hP h¯rηh,h¯, ph, h¯q “ `´ 1
2
ps` wq, 1
2
ps´ wq˘. (6.35)
The conformal dimensions of the various quantities used here are given in table 2.
Table 2: Conformal dimensions
B pPP q´ 12 Bu rγ0 rν0 rµ0 rσ0 rλ0 rΨ04 rΨ03 rΨ02 rΨ01 rΨ00
h 0 1{2 1{2 3{2 1 ´1{2 2 5{2 2 3{2 1 1{2
h 1 1{2 1{2 1{2 1 3{2 0 1{2 1 3{2 2 5{2
When expressed in these quantities, (6.33) and (6.34) become
rγ0 “ ´1
2
pPP q´ 12 Bu lnP, rν0 “ pB ` 1
2
B lnpPP qqprγ0 ` rγ0q,
rµ0 “ ´1
2
BB ln pPP q, rλ0 “ pPP q´ 12 Burσ0,
rΨ0
2
´ rΨ0
2
“ pB2 ´ 1
2
rB2 lnpPP q ` 1
2
pB lnpPP qq2sqrσ0
´ pB2 ´ 1
2
rB2 lnpPP q ` 1
2
pB lnpPP qq2sqrσ0 ` rλ0rσ0 ´ rλ0rσ0,
rΨ0
3
“ ´Brλ0 ` pB ` B lnpPP qqµ˜0, rΨ0
4
“ pB ` 3
2
B lnpPP qqrν0 ´ pPP q´ 12 Burλ0,
(6.36)
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and
pPP q´ 12 BurΨ00 “ pB ` 2B lnpPP qqrΨ01 ` 3rσ0rΨ02,
pPP q´ 12 BurΨ01 “ pB ` 3
2
B lnpPP qqrΨ0
2
` 2rσ0rΨ0
3
,
pPP q´ 12 BurΨ02 “ pB ` B lnpPP qqrΨ03 ` rσ0rΨ04,
(6.37)
Below, during the construction of the solution to the evolution equations (6.33) and (6.34),
we will construct improved fields of this type that take due care both of the additional u-
dependence and of the inhomogeneous parts of the transformation laws.
6.3 Residual gauge symmetries
The residual gauge symmetries are the combined Lorentz transformations and coordinate
changes that leave on-shell spin coefficients and tetrads invariant. Since these transforma-
tions map solutions to solutions, once the conditions that determine asymptotic solution
space are preserved, no further restrictions can arise. The change of coordinates is of the
form
u “ upu1, r1, x1Aq, r “ rpu1, r1, x1Aq, xA “ xApu1, r1, x1Aq, (6.38)
and the unknowns are A,A,B,B,E,E, u, r, xA as functions of u1, r1, x1A.
Using the a “ 1 component of the transformation law
e1µa
Bxν
Bx1µ
“ Λabebν , (6.39)
it follows that imposing l1µ “ δµr1 is equivalent to replacing the LHS by
Bxν
Br1
. This gives
Bxν
Br1
“ ddlν ` ccnν ´ pdcmν ` c.c.q, or more explicitly,
Bu
Br1
“ BBe´ER,
BxA
Br1
“ BBe´ERXA ` “Bp1` ABqeiEIξA ` c.c.‰ ,
Br
Br1
“ |1` AB|2eER `BBe´ERU ` “Bp1` ABqeiEIω ` c.c.‰ .
(6.40)
In order to implement the gauge fixing conditions in the new coordinate system, or equiv-
alently qω1
1
“ 0, we rewrite the last of (6.17) as
g´1e1apgq “ Λabqωb ´ g´1qω1ag, (6.41)
and require, for a “ 1,
g´1
Bg
Br1
“ Λ1bqωb. (6.42)
More explicitly, the conditions on the rotation parameters are
dD1a ´ bD1c “ Λ1bpqωbq11, dD1b´ bD1d “ Λ1bpqωbq12, aD1c´ cD1a “ Λ1bpqωbq21,
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where
Λ1
bpqωbq11 “ ccγ ´ dcβ ´ cdα “ BBe´ERγ `Bp1` ABqeiEIβ `Bp1` ABqe´iEIα,
Λ1
bpqωbq12 “ ccν ´ dcµ´ cdλ “ BBe´ERν `Bp1` ABqeiEIµ`Bp1` ABqe´iEIλ,
Λ1
bpqωbq21 “ ´ccτ ` dcσ` cdρ “ ´BBe´ERτ ´Bp1`ABqeiEIσ´Bp1`ABqe´iEIρ.
Note that the additional equation involving Λ1bpqωbq22 “ ´Λ1bpqωbq11 on the RHS
follows from the first equation when using ad ´ bc “ 1. When suitably combining these
equations, one finds
BB
Br1
“ ´eEΛ1bpqωbq21,
BA
Br1
“ ´A2eEΛ1bpqωbq21 ´ e´EΛ1bpqωbq12,
BE
Br1
“ 2AeEΛ1bpqωbq21 ´ 2Λ1bpqωbq11.
(6.43)
The set of equations (6.40) and (6.43) forms a system of differential equations for the
radial dependence of the unknown functions. In order to solve it asymptotically, we
assume that the functions have the following asymptotic behavior,
r “ Opr1q, A, E, u, φ “ Op1q, B “ Opr1´1q. (6.44)
We can now trade the unknown r in the last of (6.40) for χ “ re´ER satisfying
Bχ
Br1
“ |1` AB|2 `BBe´2ERU ` “Bp1` ABqe´E¯ω`
` χΛ1bpqωbq11 ´ χAeEΛ1bpqωbq21q ` c.c.‰ “ 1`Opr1´2q. (6.45)
Note that the vanishing of the Opr1´1q terms follows from non trivial cancellations. Ex-
cept for the equation for r, which we have just discussed, the RHS of (6.40) and (6.43)
are all Opr1´2q. We thus have
A “ A0 `Opr1´1q, r1B “ B0 `Opr1´1q, E “ E0 `Opr1´1q,
u “ u0 `Opr1´1q, xA “ xA0 `Opr1´1q,
r “ eER0r1 ` r1 `Opr1´1q ðñ χ “ r1 ` χ1 ` pr1´1q,
(6.46)
where A0, B0, E0, u0, xA0 , r1, χ1 are all functions of u1, x1A. These fall-offs allow us to
write
g´1
Bg
Br1
“ Λ1bqωb ðñ gpu1, r1, x1Aq “ e´ ş8r1 dr˜pΛ1bgqωbqpu1,r˜,x1Aqg0pu1, x1Aq,
Bxµ
Br1
“ Λ1bebν ðñ xµpu1, r1, x1Aq “ xµpu1,8, x1Aq ´
ż 8
r1
dr˜pΛ1bebµqpu1, r˜, x1Aq,
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for µ “ u,A, and where g0pu1, x1Aq “ gpu1,8, x1Aq, xµ0 “ xµpu1,8, x1Aq. Even though
it will not be explicitly needed in the sequel, equations (6.40) and (6.43) can be used to
work out the next to leading orders,
u “ u0 ´B0B0e´ER0r1´1 `Opr1´2q,
ζ “ ζ0 ´B0e´E0Pr1´1 `Opr1´2q,
B “ B0r1´1 `Opr1´2q,
A “ A0 `
“
e´2ER0`iEI0B0B0ν0 ` e´2ER0B0µ0 ` e´2E¯0B0λ0 ` A20B0sr1´1 `Opr1´2q,
E “ E0 ` 2rB0B0e´ER0γ0 `B0e´E0α0 ´B0e´E¯0α0 ´ A0B0sr1´1 `Opr1´2q.
At this stage, the unknowns are fixed up to A0, B0, E0, , R1pχ1q, u0, xA0 as functions of
u1, x1A.
We now have to require l1µ “ δu1µ . After having imposed l1 “ BBr1 , one has in particular
that l1r1 “ 0. This follows from l1r1 “ Λ2bebν
Bxν
Br1
on the one hand and from Bx
ν
Br1
“ Λ1cecν
on the other. For the remaining components of l1µ it is enough to verify that l1u1 “ 1 `
opr10q, l1A “ opr10q since solutions are transformed into solutions under local Lorentz and
coordinate transformations. In particular, de1a`Γ1abe1b “ 0, and for a “ 2, de11`Γ11be1b “
0. Contracting with e1
1
µ then implies that Br1lν1 ´ Bν1l1µ1e1µ
1 ` Γ1
1b1e
1b
ν1 ´ Γ111ν1 “ 0. This
reduces to Br1l1ν1 “ Bν1l1r1 , and thus to Br1l1u1 “ 0 “ Br1l1A. Extracting the leading order
from
e12µ “
“´ ccrU `XApωξ¯A ` ωξAqs ` dd` cdXAξA ` dcXAξA‰ BuBx1µ`
` cc Br
Bx1µ
` “ccpωξA ` ωξAq ´ cdξA ´ dcξA‰ BxABx1µ , (6.47)
we get
1 “ eER0 Bu0
Bu1
´B0P´1eE¯0 Bζ0
Bu1
´B0P´1eE0 Bζ0
Bu1
,
0 “ eER0 Bu0
Bζ 1
´B0P´1eE¯0 Bζ0
Bζ 1
´B0P´1eE0 Bζ0
Bζ 1
,
(6.48)
together with the complex conjugate of the last equation. When using that the change of
coordinates needs to be invertible at infinity, these relations are equivalent to
eER0 “ Bu
1
0
Bu
, B0 “ ´e´E¯0ðu10, (6.49)
together with the complex conjugate of the last relation.
We now need the transformation laws of τ , σ and ρ, which are obtained from the
matrix components 21 of the last equation of (6.17) for a “ 2, 3, 4. This gives
τ 1 “ aapd2τ ` c2ν ´ 2cdγq ´ bapd2σ ` c2µ´ 2cdβq ´ abpd2ρ` c2λ´ 2cdαq`
` d∆1pcq ´ c∆1pdq, (6.50)
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σ1 “ ´capd2τ ` c2ν ´ 2cdγq ` dapd2σ ` c2µ´ 2cdβq ` cbpd2ρ` c2λ´ 2cdαq`
` dδ1pcq ´ cδ1pdq, (6.51)
ρ1 “ ´acpd2τ ` c2ν ´ 2cdγq ` bcpd2σ ` c2µ´ 2cdβq ` adpd2ρ` c2λ ´ 2cdαq`
` dδ1pcq ´ cδ1pdq. (6.52)
In order to proceed we need the asymptotic behavior of ∆, δ1, δ1. Using e1µa “ Λabebν Bx
1µ
Bxν
for a “ 2, 3, we get
n1µ “ bbDpx1µq ` aa∆px1µq ´ rbaδpx1µq ` c.c.s,
m1µ “ ´dbDpx1µq ´ ca∆px1µq ` daδpx1µq ` cbδpx1µq. (6.53)
Explicitly, this gives
n1u
1 “ e´ER0 Bu
1
0
Bu
`Opr1´1q “ 1`Opr1´1q,
n1r
1 “ U 1 “ e´ER0Bup1
2
lnPP ´ ER0qr1 `Opr10q,
n1A “ X 1A “ e´ER0 Bx
1A
0
Bu
`Opr1´1q,
m1u
1 “ Opr1´1q,
m1r
1 “ ω1 “ A0 `B0e´ER0Bup1
2
lnpPP q ´ ER0q ´ e´E¯0ðER0 `Opr1´1q,
m1A “ ξ1A “ pB0e´ER0 Bx
1A
0
Bu
` e´E¯0ðx1A
0
qr1´1 `Opr1´2q.
(6.54)
On-shell the new tetrads need to have the same form in the new coordinates than they had
in the old. This implies in particular
Bζ 1
0
Bu
“ 0, P 1 “ e´E¯0ðζ 10,
A0 “ e´2ER0`iEI0Bup1
2
lnpPP q ´ ER0qðu10 ` e´E¯0ðER0,
(6.55)
together with the complex conjugates of these equations. In addition the requirement that
the leading part of the metric remains conformally flat implies
Bζ 1
0
Bζ
“ 0 “ Bζ
1
0
Bζ
. (6.56)
When used in (6.48) this leads to
Bu0
Bu1
“ e´ER0, Bu
1
0
Bζ
“ ´eER0 Bζ
1
0
Bζ
Bu0
Bζ 1
. (6.57)
In order to work out the term on the RHS of τ 1 in (6.50) of order Opr1´1q, one needs
in particular n1r
1
above. Requiring this term to vanish gives
A0 “ ´Bu1B0 `B0piBu1EI0 ` 1
2
e´ER0Bu ln P
P
q. (6.58)
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When using (6.49), this coincides with the second of (6.55).
Requiring that the tems of order r1´2 in ρ1 in equation (6.52) vanish yields
χ1 “ B0B0e´ER0Bu lnpPP q ` A0B0 ` 2A0B0 ` ð1B0 ´ 2B0ð1ER0. (6.59)
Finally, to leading order, the transformation law of σ in (6.51) yields
σ10 “ e´ER0`2iEI0σ0 ´ A0B0 ´ ð1B0. (6.60)
In summary, we see that all the unknownsA0, A0, B0, B0, χ1pR1q, ER0 are determined
by the change of coordinates at infinity and by EI0. The Jacobian matrices are given by¨˚
˚˚˚˚
˝
Bu0
Bu1
“ e´ER0 Bu0
Bζ 1
Bu0
Bζ
1
Bζ0
Bu1
“ 0 Bζ0
Bζ 1
“ e´E¯0 P
P
1
Bζ0
Bζ
1
“ 0
Bζ
0
Bu1
“ 0 Bζ0
Bζ 1
“ 0 Bζ0
Bζ
1 “ e´E¯0 PP 1
‹˛‹‹‹‹‚,
¨˚
˚˚˚˚
˝
Bu1
0
Bu
“ eER0 Bu
1
0
Bζ
“ ´eER0 Bζ
1
0
Bζ
Bu0
Bζ 1
Bu1
0
Bζ
“ ´eER0 Bζ
1
0
Bζ
Bu0
Bζ
1
Bζ 1
0
Bu
“ 0 Bζ
1
0
Bζ
“ eE0P
1
P
Bζ 1
0
Bζ
“ 0
Bζ
1
0
Bu
“ 0 Bζ
1
0
Bζ
“ 0 Bζ
1
0
Bζ
“ eE¯0 P 1
P
‹˛‹‹‹‹‚.
(6.61)
Note that here and in the following, when considered as a function of pu, ζ, ζq, E0 is
explicitly given by E0pu10pu, ζ, ζq, ζ 10pζq, ζ 10pζqq. Note also that the right lower corner of
(6.61) is equivalent to the transformation law of P ,
P 1pu1, ζ 1, ζ 1q “ P pu, ζ, ζqe´E¯0 Bζ
1
0
Bζ
, (6.62)
and that preserving PP ą 0 requires Bζ
1
0
Bζ
Bζ
1
0
Bζ
ą 0. The transformation law of the metric
in (6.24) and of ð are given by
pds2q1 “ e2ER0pds2q,
ð
1ηs “ e´E¯0
´
ð´ e´ER0ðu10Bu ´ s
“
ðE0 ´ pe´ER0ðu10qBupE0 ´ lnP q
‰¯
ηs.
(6.63)
In particular, when putting all results together, the subleading term of the rescaled radial
coordinate is given by
χ1 “ e´3ER0ðu10ðu10rBuER0 ` γ0 ` γ0s ´ e´2ER0ððu10. (6.64)
For notational simplicity, we drop in the next sections the subscript 0 on the asymp-
totic change of coordinates and on the complex Weyl parameter.
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6.4 Combined extended BMS4 group with complex rescalings
From the top left corner of the first matrix of (6.61), it follows that ER is determined by
upu1, ζ 1, ζ 1q and, conversely, that the knowledge of such a function allows one to recover
the complete change of coordinates, up to an arbitrary function uˆ1pζ 1, ζ 1q,
upu1, ζ 1, ζ 1q “
ż u1
uˆ1
dv1 e´ER. (6.65)
Note that the point with coordinates puˆ1pζ 1, ζ 1q, ζ 1, ζ 1q corresponds to p0, ζ, ζq.
After inverting, one can write,
u1pu, ζ, ζq “
ż u
uˆ
dv eER , (6.66)
whereER “ ERpu1pv, ζ, ζq, ζ 1pζq, ζ 1pζqq, and now the point with coordinates puˆpζ, ζq, ζ, ζq
is given by p0, ζ 1, ζ 1q in the new coordinate system.
For a field P transforming as in (6.62), we trade uˆpζ, ζq for
βpζ, ζq “
ż
0
uˆ
dv pPP q 12 , (6.67)
which can be inverted since the integrand is positive.
The extended BMS4 group combined with complex rescalings can be parametrized
by
pζ 1pζq, ζ 1pζq, βpζ, ζq, Epu1, ζ 1, ζ 1qq, (6.68)
since βpζ, ζq determines uˆpζ, ζq and one then gets u1pu, ζ, ζq from (6.66). Defining
rupu, ζ, ζq “ ż u
0
dvpPP q 12 pv, ζ, ζq, (6.69)
its transformation law is simply
ru1pu1, ζ 1, ζ 1q “ J´ 12 “rupu, ζ, ζq ` βpζ, ζq‰, J “ Bζ
Bζ 1
Bζ
Bζ
1
. (6.70)
Together with (6.62), this implies in particular that, if
βpζ, ζq, Epu1, ζ 1, ζ 1q, (6.71)
and the same quantities with a superscript s and a superscript c are associated to a first, a
second successive and the combined transformation respectively, we have
βcpζ, ζq “ J 12βspζ 1, ζ 1q ` βpζ, ζq,
Ecpu2, ζ2, ζ2q “ Espu2, ζ2, ζ2q ` Epu1, ζ 1, ζ 1q.
(6.72)
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Alternatively, one can define
Upu, ζ, ζq “ pPP q´ 12ru, αpu, ζ, ζq “ pPP q´ 12β, (6.73)
and parametrize the extended BMS4 combined with complex rescaling through
pζ 1pζq, ζ 1pζq, αpu, ζ, ζq, Epu1, ζ 1, ζ 1qq. (6.74)
Equation (6.70) and the first of equations (6.72) are then replaced by
U
1pu1, ζ 1, ζ 1q “ eERpu1,ζ1,ζ¯1q“Upu, ζ, ζq ` αpu, ζ, ζq‰,
αcpu, ζ, ζq “ e´ERpu1,ζ1,ζ¯1qαspu1, ζ 1, ζ 1q ` αpu, ζ, ζq.
(6.75)
A pure complex rescaling is characterized by
ζ 1 “ ζ, u1 “
ż u
0
dv eER, P 1 “ Pe´E¯. (6.76)
In the case when P does not depend on u, ru “ pPP q 12u and β “ ´pPP q 12 uˆ, whereas
U “ u and αpζ, ζq “ ´uˆ. If furthermore P 1 does not depend on u1, then neither does E
and
u1pu, ζ, ζq “ eERpζ1,ζ¯1qpu` αq, e´ERðu1 “ ðα ` ðERpu` αq. (6.77)
When the conformal factor is fixed, P pζ, ζq “ PF pζ, ζq and P 1pζ 1, ζ 1q “ PF pζ 1, ζ 1q for
some fixed function PF of its arguments, it follows from (6.62) that complex rescalings
are frozen to
eE “ P F pζ, ζq
P F pζ 1, ζ 1q
Bζ 1
Bζ
. (6.78)
In this case, a pure supertranslation is characterized by
ζ 1 “ ζ, eE “ 1, u1pu, ζ, ζq “ u` α, e´ERðu1 “ ðα, (6.79)
while a pure superrotation is characterized by
ζ 1 “ ζ 1pζq, eE “ PF pζ, ζq
P F pζ 1, ζ 1q
Bζ 1
Bζ
, u1 “ eERu, e´ERðu1 “ ðERu. (6.80)
The standard definition of the BMS4 group is then recovered when (i) standard Lorentz
rotations are described through fractional linear transformations (see e.g. [41] for details),
ζ 1 “ aζ ` b
cζ ` d, ad´ bc “ 1, a, b, c, d P C, (6.81)
(ii) the conformal factor is fixed to be that for the unit sphere, PF “ PS , in which case
eE
S
R “ 1` ζζpaζ ` bqpaζ ` bq ` pcζ ` dqpcζ ` dq , e
iESI “ cζ ` d
cζ ` d, (6.82)
(iii) supertranslation are expanded in spherical harmonics, αS “
ř
l,m α
lmYlmpζ, ζq with
ordinary translations corresponding to the terms with l “ 0, 1 and are explicitly described
by
α “ A`Bζ `Bζ ` Cζζ
1` ζζ , A, C P R, B P C. (6.83)
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6.5 Action on solution space
Putting the results of the previous subsections together, the transformation law of the data
characterizing asymptotic solution space is contained in
σ10 “ e´ER`2iEI
”
σ0 ` ðpe´ERðu1q´
´ pe´ERðu1qpBu ` γ0 ´ γ0qpe´ERðu1q
ı
, (6.84)
λ10 “ e´2E
”
λ0 ` pBu ` 3γ0 ´ γ0q
“
ðpe´ERðu1q´
´ pe´ERðu1qpBu ` γ0 ´ γ0qpe´ERðu1q
‰ı
, (6.85)
Ψ
10
4
“ e´3ER´2iEIΨ0
4
,
Ψ
10
3
“ e´3ER´iEI
”
Ψ
0
3
´ e´ERðu1Ψ0
4
ı
,
Ψ
1
2
0 “ e´3ER
”
Ψ
0
2
´ 2e´ERðu1Ψ0
3
` pe´ERðu1q2Ψ0
4
ı
,
Ψ
10
1
“ e´3ER`iEI
”
Ψ
0
1
´ 3e´ERðu1Ψ0
2
` 3pe´ERðu1q2Ψ0
3
´ pe´ERðu1q3Ψ0
4
ı
,
Ψ
10
0
“ e´3ER`2iEI
”
Ψ
0
0
´ 4e´ERðu1Ψ0
1
` 6pe´ERðu1q2Ψ0
2
´
´ 4pe´ERðu1q3Ψ03 ` pe´ERðu1q4Ψ04
ı
.
(6.86)
In particular for instance, if P, P 1 do not depend on u, u1, the transformation law of the
asymptotic shear under a pure supertranslation reduces to
σ1
0
“ σ0 ` ð2α, u1 “ u` α, ζ 1 “ ζ, (6.87)
while the transformation law of the news under a pure superrotation is
λ10 “ e´2Erλ0 ` pð2ER ´ pðERq2s, (6.88)
with u1, E given in (6.80). If furthermore, we work with respect to the Riemann sphere,
PF “ PR “ 1, this reduces to
λ10 “ pBζ
1
Bζ
q´2rλ0 ` 1
2
tζ 1, ζus, u1 “ J´ 12u, ζ 1 “ ζ 1pζq, (6.89)
where the Schwarzian derivative is tF, xu “ B2x lnpBxF q ´ 12pBx lnpBxF qq2.
Let us now analyze in more details the evolution equations (6.33). We start with unit
scaling factors, P “ P “ 1, so that in particular the leading part of the metric on a space-
like cut of I ` is the one on the Riemann sphere, ds2 “ ´2dζdζ. In this case, (6.33) and
(6.34) reduce to
γ0R “ 0 “ ν0R “ µ0R, λ0R “ 9σ0R,
Ψ
0
2R ´Ψ02R “ B2σ0R ´ B2σ0R ` 9σ0Rσ0R ´ 9σ0Rσ0R,
Ψ
0
3R “ ´B 9σ0R, Ψ04R “ ´:σ0R,
(6.90)
FINITE BMS TRANSFORMATIONS 35
and
BuΨ00R “ BΨ01R ` 3σ0RΨ02R,
BuΨ01R “ BΨ02R ` 2σ0RΨ03R,
BuΨ02R “ BΨ03R ` σ0RΨ04R,
(6.91)
In a first stage, these equations may be trivially solved in terms of integration functionsrΨ0aRI “ rΨ0aRIpζ, ζq for a “ 0, 1, 2 as follows:
Ψ
0
2R “ rΨ02RI ` ż u
0
dv
“BΨ0
3R ` σ0RΨ04R
‰
, (6.92)
where rΨ02RI ´ rΨ02RI “ pB2σ0R ´ B2σ0R ` 9σ0Rσ0R ´ 9σ0Rσ0Rqp0q, (6.93)
Ψ
0
1R “ rΨ01RI ` ż u
0
dv
“BΨ02R ` 2σ0RΨ03R‰, (6.94)
and
Ψ
0
0R “ rΨ00RI ` ż u
0
dv
“BΨ0
1R ` 3σ0RΨ02R
‰
, (6.95)
and the expressions for Ψ0
1R in terms of rΨ01RI , rΨ02RI , σ0R, 9σ0R and for Ψ00R in terms ofrΨ0
0RI ,
rΨ0
1RI ,
rΨ0
2RI , σ
0
R, 9σ
0
R can be worked out recursively.
For later use, we introduce instead the integration functions Ψ0aRI “ Ψ0aRIpζ, ζq for
a “ 0, 1, 2 defined by
Ψ
0
2R “ Ψ02RI ´ B2σ0R ´ σ0R 9σ0R `
ż u
0
dv 9σ0R 9σ
0
R, Ψ
0
2RI “ Ψ02RI , (6.96)
Ψ
0
1R “ Ψ01RI ` uBΨ02RI ´ σ0RBσ0R ´
1
2
Bpσ0Rσ0Rq`
`
ż u
0
dv
“1
2
pB 9σ0Rσ0R ´ 3σ0RB 9σ0R ` 3 9σ0RBσ0R ´ Bσ0R 9σ0Rq ´ B3σ0R
‰`
` B
ż u
0
dv
ż v
0
dw 9σ0R 9σ
0
R, (6.97)
Ψ
0
0R “ Ψ00RI ` uBΨ01RI `
1
2
u2B2Ψ0
2RI`
`
ż u
0
dv
“
σ0Rp3Ψ02RI ´ 3σ0R 9σ0R ´ 4B2σ0Rq ´ 2Bσ0RBσ0R ´
1
2
B2σ0Rσ0R ´
1
2
σ0RB2σ0R
‰`
`
ż u
0
dv
”
3σ0R
ż v
0
dw 9σ0R 9σ
0
R`B
ż v
0
dw
“1
2
pB 9σ0Rσ0R´3σ0RB 9σ0R`3 9σ0RBσ0R´Bσ0R 9σ0Rq´B3σ0R
‰ı`
` B2
ż u
0
dv
ż v
0
dw
ż w
0
dx 9σ0R 9σ
0
R. (6.98)
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We have
Ψ
0
2RI “ rΨ02RI ` rB2σ0R ` σ0R 9σ0Rsp0q,
Ψ
0
1RI “ rΨ01RI ` rσ0RBσ0R ` 1
2
Bpσ0Rσ0Rqsp0q,
Ψ
0
0RI “ rΨ00RI .
(6.99)
In these terms, the Bondi mass aspect can be chosen to be given by
p´4πGqMR “ Ψ02R ` σ0R 9σ0R ` B2σ0R “ Ψ02RI `
ż u
0
dv 9σ0R 9σ
0
R. (6.100)
Note that this expression contains the additional term B2σ0R as compared to the more
convential choice, see e.g., equation (4.18) of [10] with f “ 1 (up to a global minus sign
due to the change of signature). More details on this quantity, and more generally on the
would-be conserved currents and their transformation laws, will be given elsewhere [43].
In order to generate the general solution to (6.33) and (6.34) for arbitrary scaling
factors P, P from the one with P “ 1 “ P , we apply a pure complex rescaling, without
superrotations nor supertranslations to the solution above, i.e., we take eE “ P 1´1, u1 “şu
0
dv eER , ζ 1 “ ζ . In this particular case,
γ0 “ 0, e´ERðu1 “ ´B1u, ð “ B1 ´ pP 1P 1q´ 12 B1uBu1, Bu “ pP 1P 1q´ 12Bu1. (6.101)
As a consequence, one finds from the transformation laws that the general solution to
(6.33) and (6.34) is given by
σ0 “ P´
1
2P
3
2
”
σ0Rpruq ´ B2ruı,
λ0 “ P 2
”
9σ
0
Rpruq ´ 1
2
`B2 lnpPP q ` 1
2
pB lnpPP qq2˘ı,
Ψ
0
4
“ P 52P 12
”
Ψ
0
4Rpruqı,
Ψ
0
3 “ P 2P
”
Ψ
0
3Rpruq ` BruΨ04Rpruqı,
Ψ
0
2
“ P 32P 32
”
Ψ
0
2Rpruq ` 2BruΨ03Rpruq ` pBruq2Ψ04Rpruqı,
Ψ
0
1
“ PP 2
”
Ψ
0
1Rpruq ` 3BruΨ02Rpruq ` 3pBruq2Ψ03Rpruq ` pBruq3Ψ04Rpruqı,
Ψ
0
0 “ P
1
2P
5
2
”
Ψ
0
0Rpruq ` 4BruΨ01Rpruq ` 6pBruq2Ψ02Rpruq`
` 4pBruq3Ψ0
3Rpruq ` pBruq4Ψ04Rpruqı,
(6.102)
where all functions depend on u, ζ, ζ, except where explicitly indicated that the depen-
dence on u is replaced by a dependence on rupu, ζ, ζq.
In particular, this means that σ0Rpruq, 9σ0Rpruq,Ψ0aRpruq, a “ 0, . . . , 4 and Ψ0RiI , i “
0, 1, 2, are invariant under complex rescalings. Indeed, applying a complex rescaling
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to the non reduced quantities amounts to applying the combined complex rescaling to
the reduced ones. In other words, only P, P , ru change while σ0R, 9σ0R,Ψ0aR are unchanged
as a function of their variables, while Ψ0iRI are completely unchanged. More generally,
the transformation law of σ0Rpruq, 9σ0Rpruq,Ψ0aRpruq, a “ 0, . . . , 4 under the extended BMS
group combined with complex rescalings simplifies to
σ10R “ p BζBζ 1 q
´ 1
2 p Bζ
Bζ
1
q 32
”
σ0R ` B2β `
1
2
tζ 1, ζupu˜` βq
ı
,
9σ
10
R “ p BζBζ 1 q
2r 9σ0R `
1
2
tζ 1, ζu
ı
,
Ψ
10
4R “ p BζBζ 1 q
5
2 p Bζ
Bζ
1 q
1
2Ψ
0
4R,
Ψ
10
3R “ p BζBζ 1 q
2 Bζ
Bζ
1
”
Ψ
0
3R ´ YΨ04R
ı
, Y “ Bβ ` 1
2
B ln Bζ
1
Bζ
pu˜` βq,
Ψ
10
2R “ p BζBζ 1 q
3
2 p Bζ
Bζ
1 q
3
2
”
Ψ
0
2R ´ 2YΨ03R ` Y 2Ψ04R
ı
,
Ψ
10
1R “ BζBζ 1 p
Bζ
Bζ
1
q2
”
Ψ
0
1R ´ 3YΨ02R ` 3Y 2Ψ03R ´ Y 3Ψ04R
ı
,
Ψ
10
0R “ p BζBζ 1 q
1
2 p Bζ
Bζ
1
q 52
”
Ψ
0
0R ´ 4YΨ01R ` 6Y 2Ψ02R ´ 4Y 3Ψ03R ` Y 4Ψ04R
ı
,
(6.103)
where the primed quantities depend on ru1 “ J´ 12 pru` βq, ζ 1, ζ 1, while the unprimed ones
depend on ru, ζ, ζ¯. These transformations simplify for the standard BMS group since the
Schwarzian derivative vanishes for this case.
For the transformation law of rΨ0iRI , we find
rΨ102RI “ p BζBζ 1 q 32 p BζBζ 1 q 32”rΨ02RI ´
ż
0
´β
dv
“BΨ03R ` σ0RΨ04R‰`
` “´ 2BβΨ0
3R ` pBβq2Ψ04R
‰p´βqı. (6.104)
rΨ101RI “ BζBζ 1 p BζBζ 1 q2”rΨ01RI ´
ż
0
´β
dv
“BΨ02R ` 2σ0RΨ03R‰`
` “´ 3BβΨ0
2R ` 3pBβq2Ψ03R ´ pBβq3Ψ04R
‰p´βqı, (6.105)
rΨ100RI “ p BζBζ 1 q 12 p BζBζ 1 q 52”rΨ00RI ´
ż
0
´β
dv
“BΨ01R ` 3σ0RΨ02R‰`
` “´ 4BβΨ0
1R ` 6pBβq2Ψ02R ´ 4pBβq3Ψ03R ` pBβq4Ψ04R
‰p´βqı. (6.106)
The transformation laws of Ψ0
2RI ,Ψ
0
1RI can be obtained from that of rΨ02RI , rΨ01RI by us-
ing the first two relations of (6.99) and equation (B.2), respectively (B.3) of Appendix B.
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This gives
Ψ
10
2RI “ p BζBζ 1 q
3
2 p Bζ
Bζ
1 q
3
2
”
Ψ
0
2RI ` B2B2β `
1
2
tζ 1, ζupσ0R ` B2βq`
` 1
2
tζ 1, ζupσ0R ` B2βq ´
ż u˜
0
drv 9σ0R 9σ0Rıp´βq, (6.107)
Ψ
10
1RI “ BζBζ 1 p
Bζ
Bζ
1 q2
”
Ψ
0
1RI ´ βBΨ02RI ´ 3BβΨ02R `
3
2
B2βBσ0R `
1
2
B2βBσ0R`
` 3
2
pσ0R ` B2βqpBB2β ´ Bβ 9σ0Rq `
1
2
pσ0R ` B2βqpB3β ´ Bβ 9σ0Rq´
´ 3pBβq2B 9σ0R ` pBβq3:σ0R `
ż u˜
0
drv B ż rv
0
drw 9σ0R 9σ0R`
`
ż u˜
0
drv“1
2
pB 9σ0Rσ0R ´ 3σ0RB 9σ0R ` 3 9σ0RBσ0R ´ Bσ0R 9σ0Rq ´ B3σ0R
‰ıp´βq. (6.108)
Finally, the transformation law of the Bondi mass aspect as chosen in (6.100) is given
by (1.3) after using (B.4). Note that the transformation law of the standard expression for
the Bondi mass aspect can easily be obtained by using (B.1).
7 Discussion
In this work, we have generalized finite BMS4 transformations to include general holo-
morphic and antiholomorphic transformations as well as time-dependent complex rescal-
ings. A further interesting generalization would be to abandon the reality conditions and
consider the transformations discussed in this work in the context of H-space [44–46].
The approach we have followed here is systematic and straightforward but explicit
computations are rather tedious and can presumably be simplified in a more suitable set-
up. Extracting physical consequences from these transformation laws should be much
more rewarding. We conclude with some comments on why this should be the case.
The residual symmetry group we have investigated acts on the general asymptotically
flat solution space in the sense of Newman-Unti [27], containing not only the Kerr black
hole [47] but also Robinson-Trautman waves [48, 49]. In this context, the analog of the
time coordinate ru used here has been introduced previously in [50] in order to express the
latter solutions in terms of a Bondi coordinate system where the conformal factor is the
one for the unit sphere.
The transformations also naturally act on the would-be conserved BMS currents in-
cluding Bondi mass and angular momentum aspects, which are built out of the data con-
sidered here. In order to cover the most general case, the expressions considered for in-
stance in [10] have first to be generalized to the case of a variable, complex, u-dependent
factor P . This will be done in [43].
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The relevance of the transformation formulas to the gravitational memory effect [51,
52] as described in [53] (see [54, 55] for recent discussions) is obvious. The question of
what part of this effect is controlled by BMS transformations boils down to a question
about suitable orbits of the BMS group. These problems will be discussed in more details
elsewhere, together with other applications involving topology-changing mappings.
Acknowledgements
This work is supported in part by the Fund for Scientific Research-FNRS (Belgium), by
IISN-Belgium, and by “Communaute´ franc¸aise de Belgique - Actions de Recherche Con-
certe´es”. C. Troessaert is Conicyt (Fondecyt postdoctoral grant 3140125) and Laurent
Houart postdoctoral fellow. The Centro de Estudios Cientı´ficos (CECs) is funded by the
Chilean Government through the Centers of Excellence Base Financing Program of Con-
icyt. The authors thank Pujian Mao for pointing out relevant references on the memory
effect. They are grateful to Per Sundell and his collaborators at the Universidad Andre´s
Bello (Chile) for hospitality during the final stages of this work.
A Newman-Penrose field equations in 3d
The Einstein equations in three dimensions can be expressed as
Dσ ´ δκ “ pǫ` 2σqσ ´ pτ ´ π ` 2βqκ, (A.1)
Dτ ´∆κ “ 2pτ ` πqσ ´ 2κγ, (A.2)
Dβ ´ δǫ “ 2pβ ` πqσ ´ p2µ` γqκ´ pβ ´ πqǫ, (A.3)
Dγ ´∆ǫ “ 2pτ ` πqβ ´ 2ǫγ ` 2τπ ´ 2κν ` 1
L2
, (A.4)
Dµ´ δπ “ p2σ ´ ǫqµ` π2 ´ κν ´ 1
2L2
, (A.5)
Dν ´∆π “ 2pπ ` τqµ ´ 2ǫν, (A.6)
∆µ´ δν “ ´p2µ` γqµ` pπ ` 2β ´ τqν, (A.7)
∆β ´ δγ “ pβ ´ τqγ ´ 2pβ ` τqµ ` p2σ ` ǫqν, (A.8)
∆σ ´ δτ “ pγ ´ 2µqσ ´ τ 2 ` νκ ` 1
2L2
, (A.9)
while vanishing of torsion can be written as
Dnµ ´∆lµ “ ´γlµ ´ ǫnµ ` 2pπ ` τqmµ, (A.10)
Dmµ ´ δlµ “ pπ ´ βqlµ ´ κnµ ` 2σmµ, (A.11)
∆mµ ´ δnµ “ νlµ ` pβ ´ τqnµ ´ 2µmµ. (A.12)
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B Additional transformation laws in 4d
B12σ10R “ J
3
2
”
rB2 ` 1
2
tζ 1, ζusσ0R ` rB2 `
1
2
tζ 1, ζusB2β
´ rB2β ` 1
2
tζ 1, ζupru` βqs 9σ0R ´ 2Y B 9σ0R ` Y 2:σ0Rı, (B.1)
B12σ10R ` σ10R 9σ10R “ J
3
2
”
B2σ0R ` σ0R 9σ0R ´ 2Y B 9σ0R ` Y 2:σ0R `
1
2
tζ 1, ζupσ0R ` B2βq`
` 1
2
tζ 1, ζupσ0R ` B2βq ` B2B2β `
1
4
tζ 1, ζutζ 1, ζupru` βqı, (B.2)
σ10RB1σ10R `
1
2
B1pσ10Rσ10Rq “ BζBζ 1 p
Bζ
Bζ
1
q2
”
3
2
“
σ0R ` B2β `
1
2
tζ 1, ζupru` βq‰“Bσ0R ` BB2β ´ Y 9σ0R ´ 1
4
B ln Bζ
1
Bζ
tζ 1, ζupru` βq‰`
` 1
2
“
σ0R ` B2β `
1
2
tζ 1, ζupru` βq‰“Bσ0R ` B3β ´ Y 9σ0R ` 1
2
pB ´ 1
2
B ln Bζ
1
Bζ
qtζ 1, ζupru` βq‰ı, (B.3)
p
ż ru
0
drv 9σ0R 9σ0Rq1 “ J 32 ”1
2
tζ 1, ζupσ0R ´ σ0Rp´βqq `
1
2
tζ 1, ζupσ0R ´ σ0Rp´βqq`
` 1
4
tζ 1, ζutζ 1, ζupru` βq ` ż ru
´β
drv 9σ0R 9σ0Rı. (B.4)
References
[1] A. A. Belavin, A. M. Polyakov, and A. B. Zamolodchikov, “Infinite conformal
symmetry in two-dimensional quantum field theory,” Nucl. Phys. B241 (1984)
333–380.
[2] C. Itzykson and J. Drouffe, Statistical Field Theory. Volume 2: Strong coupling,
Monte Carlo methods, conformal field theory, and random systems. Cambridge
University Press, 1989.
[3] H. Bondi, M. G. van der Burg, and A. W. Metzner, “Gravitational waves In general
relativity. 7. Waves from axi-symmetric isolated systems,” Proc. Roy. Soc. Lond. A
269 (1962) 21.
FINITE BMS TRANSFORMATIONS 41
[4] R. K. Sachs, “Gravitational waves in general relativity. 8. Waves in asymptotically
flat space-time,” Proc. Roy. Soc. Lond. A 270 (1962) 103.
[5] R. K. Sachs, “Asymptotic symmetries in gravitational theory,” Phys. Rev. 128
(1962) 2851–2864.
[6] G. Barnich and C. Troessaert, “Symmetries of asymptotically flat 4 dimensional
spacetimes at null infinity revisited,” Phys.Rev.Lett. 105 (2010) 111103,
0909.2617.
[7] G. Barnich and C. Troessaert, “Aspects of the BMS/CFT correspondence,” JHEP
05 (2010) 062, 1001.1541.
[8] G. Barnich and C. Troessaert, “Supertranslations call for superrotations,” PoS
CNCFG2010 (2010) 010, 1102.4632.
[9] G. Barnich and C. Troessaert, “BMS charge algebra,” JHEP 1112 (2011) 105,
1106.0213.
[10] G. Barnich and C. Troessaert, “Comments on holographic current algebras and
asymptotically flat four dimensional spacetimes at null infinity,” JHEP 1311
(2013) 003, 1309.0794.
[11] A. Strominger, “On BMS Invariance of Gravitational Scattering,” JHEP 1407
(Dec., 2014) 152, 1312.2229.
[12] F. Cachazo and A. Strominger, “Evidence for a New Soft Graviton Theorem,”
1404.4091.
[13] T. He, V. Lysov, P. Mitra, and A. Strominger, “BMS supertranslations and
Weinberg’s soft graviton theorem,” JHEP 05 (2015) 151, 1401.7026.
[14] D. Kapec, V. Lysov, S. Pasterski, and A. Strominger, “Semiclassical Virasoro
symmetry of the quantum gravity S-matrix,” JHEP 1408 (2014) 058,
1406.3312.
[15] R. Penrose, “Conserved quantities and conformal structure in general relativity,” in
Relativity Theory and Astrophysics. 1. Relativity and Cosmology, J. Ehlers, ed.,
vol. 8 of Lectures in Applied Mathematics, p. 147. American Mathematical
Society, 1967.
[16] J. Foster, “Conformal structure of i+ and asymptotic symmetry. I. Definitions and
local theory,” Journal of Physics A: Mathematical and General 11 (1978), no. 1,
93.
42 G. BARNICH, C. TROESSAERT
[17] J. Foster, “Asymptotic symmetry and the global structure of future null infinity,”
International Journal of Theoretical Physics 26 (1987) 1107–1124.
10.1007/BF00669365.
[18] R. Penrose, “Asymptotic properties of fields and space-times,” Phys. Rev. Lett. 10
(1963), no. 2, 66–68.
[19] R. Penrose, “Zero rest mass fields including gravitation: Asymptotic behavior,”
Proc. Roy. Soc. Lond. A284 (1965) 159.
[20] M. Banados, “Gravitons and gauge fields in Chern-Simons supergravity,”
Nucl.Phys.Proc.Suppl. 88 (2000) 17–26, hep-th/9911150.
[21] K. Skenderis and S. N. Solodukhin, “Quantum effective action from the AdS/CFT
correspondence,” Phys. Lett. B472 (2000) 316–322, hep-th/9910023.
[22] G. Barnich, A. Gomberoff, and H. A. Gonzalez, “Three-dimensional
Bondi-Metzner-Sachs invariant two-dimensional field theories as the flat limit of
Liouville theory,” Phys.Rev. D87 (2013) 124032, 1210.0731.
[23] C. Imbimbo, A. Schwimmer, S. Theisen, and S. Yankielowicz, “Diffeomorphisms
and holographic anomalies,” Class. Quant. Grav. 17 (2000) 1129–1138,
hep-th/9910267.
[24] A. Schwimmer and S. Theisen, “Diffeomorphisms, anomalies and the
Fefferman-Graham ambiguity,” JHEP 08 (2000) 032, hep-th/0008082.
[25] E. Newman and R. Penrose, “An approach to gravitational radiation by a method of
spin coefficients,” Journal of Mathematical Physics 3 (1962), no. 3, 566–578.
[26] E. Newman and R. Penrose, “Errata: An approach to gravitational radiation by a
method of spin coefficients,” Journal of Mathematical Physics 4 (1963), no. 7,
998–998.
[27] E. T. Newman and T. W. J. Unti, “Behavior of asymptotically flat empty spaces,”
Journal of Mathematical Physics 3 (1962), no. 5, 891–901.
[28] A. Exton, E. Newman, and R. Penrose, “Conserved quantities in the
Einstein-Maxwell theory,” J.Math.Phys. 10 (1969) 1566–1570.
[29] E. P. Newman and K. P. Tod, “Asymptotically Flat Space-times,” in General
Relativity and Gravitation. 100 Years after the Birth of Albert Einstein. Volume 2,
Plenum Press, ed., pp. 1–36. 1980.
[30] S. Chandrasekhar, The mathematical theory of black holes. Oxford University
Press, 1998.
FINITE BMS TRANSFORMATIONS 43
[31] J. Stewart, Advanced General Relativity. Cambridge University Press, 1991.
[32] H. Stephani, D. Kramer, M. MacCallum, C. Hoenselaers, and E. Herlt, Exact
solutions of Einstein’s field equations. Cambridge University Press, 2003.
[33] R. Penrose and W. Rindler, Spinors and Space-Time, Volume 2: Spinor and Twistor
Methods in Space-Time Geometry. Cambridge University Press, 1986.
[34] R. Milson and L. Wylleman, “Three-dimensional spacetimes of maximal order,”
Class.Quant.Grav. 30 (2013) 095004, 1210.6920.
[35] M. Banados, “Notes on black holes and three dimensional gravity,” AIP Conf.
Proc. 490 (1999) 198–216, hep-th/9903244.
[36] J. D. Brown and M. Henneaux, “Central charges in the canonical realization of
asymptotic symmetries: An example from three-dimensional gravity,” Commun.
Math. Phys. 104 (1986) 207.
[37] G. Barnich and G. Compe`re, “Classical central extension for asymptotic
symmetries at null infinity in three spacetime dimensions,” Class. Quant. Grav. 24
(2007) F15, gr-qc/0610130. Corrigendum: ibid 24 (2007) 3139.
[38] G. Barnich and B. Oblak, “Notes on the BMS group in three dimensions: II.
Coadjoint representation,” JHEP 1503 (2015) 033, 1502.00010.
[39] R. Penrose and W. Rindler, Spinors and Space-Time, Volume 1: Two-spinor
Calculus and Relativistic Fields. Cambridge University Press, 1984.
[40] G. Barnich and P.-H. Lambert, “A Note on the Newman-Unti Group and the BMS
Charge Algebra in Terms of Newman-Penrose Coefficients,” Adv. Math. Phys. 16
(2012) 197385, 1102.0589.
[41] A. Held, E. T. Newman, and R. Posadas, “The Lorentz Group and the Sphere,”
Journal of Mathematical Physics 11 (1970), no. 11, 3145–3154.
[42] M. Eastwood and P. Tod, “Edth-a differential operator on the sphere,”
Mathematical Proceedings of the Cambridge Philosophical Society 92 (1982)
317–330.
[43] G. Barnich, P. Mao, and C. Troessaert, “Transformation laws of would-be
conserved BMS currents.” in preparation, 2016.
[44] E. Newman, “Heaven and its properties,” General Relativity and Gravitation 7
(1976), no. 1, 107–111.
44 G. BARNICH, C. TROESSAERT
[45] M. Ko, E. Newman, and K. Tod, “H-space and null infinity,” in Symposium on the
asymptotic structure of space-time, P. Esposito and L. Witten, eds., pp. 227–271.
Plenum, New York, 1977.
[46] M. Ko, M. Ludvigsen, E. Newman, and K. Tod, “The theory of h-space,” Physics
Reports 71 (1981), no. 2, 51–139.
[47] R. P. Kerr, “Gravitational field of a spinning mass as an example of algebraically
special metrics,” Phys. Rev. Lett. 11 (1963) 237–238.
[48] I. Robinson and A. Trautman, “Spherical gravitational waves,” Phys. Rev. Lett. 4
(1960) 431.
[49] I. Robinson and A. Trautman, “Some spherical gravitational waves in general
relativity,” Proc. Roy. Soc. A265 (1962) 463.
[50] T. Adamo, C. Kozameh, and E. Newman, “Null Geodesic Congruences,
Asymptotically Flat Space-Times and Their Physical Interpretation,” Living
Rev.Rel. 12 (2009) 6, 0906.2155.
[51] Y. B. Zeldovich and A. Polnarev, “Radiation of gravitational waves by a cluster of
superdense stars,” Sov. Astron. 18 (1974) 17–23.
[52] D. Christodoulou, “Nonlinear nature of gravitation and gravitational wave
experiments,” Phys. Rev. Lett. 67 (1991) 1486–1489.
[53] J. Frauendiener, “Note on the memory effect,” Classical and Quantum Gravity 9
(1992), no. 6, 1639.
[54] A. Strominger and A. Zhiboedov, “Gravitational Memory, BMS Supertranslations
and Soft Theorems,” 1411.5745.
[55] S. Pasterski, A. Strominger, and A. Zhiboedov, “New Gravitational Memories,”
1502.06120.
