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Abstract. We consider the problem of finding patrol schedules for k
robots to visit a given set of n sites in a metric space. Each robot has the
same maximum speed and the goal is to minimize the weighted maximum
latency of any site, where the latency of a site is defined as the maximum
time duration between consecutive visits of that site. The problem is
NP-hard, as it has the traveling salesman problem as a special case (when
k = 1 and all sites have the same weight). We present a polynomial-time
algorithm with an approximation factor of O(k log wmax
wmin
) to the optimal
solution, where wmax and wmin are the maximum and minimum weight
of the sites respectively. Further, we consider the special case where
the sites are in 1D. When all sites have the same weight, we present a
polynomial-time algorithm to solve the problem exactly. When the sites
may have different weights, we use dynamic programming to generate an
8-approximate solution, which also runs in polynomial time.
Keywords: Approximation, Motion Planning, Scheduling
1 Introduction
Monitoring a given set of locations over a long period of time has many applica-
tions, ranging from infrastructure inspection and data collection to surveillance
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for public or private safety. Technological advances have opened up the possibility
to perform these tasks using autonomous robots. To deploy the robots in the most
efficient manner is not easy, however, and gives rise to interesting algorithmic
challenges. This is especially true when multiple robots work together in a team
to perform the task.
We study the problem of finding a patrol schedule for a collection of k robots
that together monitor a given set of n sites in a metric space, where k is a
fixed parameter. Each robot has the same maximum speed—we refer to this
as the unit speed from now on—and each site has a weight. The goal is to
minimize the maximum weighted latency of any site. Here the latency of a site is
defined as the maximum time duration between consecutive visits of that site. A
patrol schedule specifies for each robot its starting position and an infinitely long
schedule describes how the robot moves over time from site to site.
Related Work. For k = 1 and all sites have the same weight, the problem
reduces to the Traveling Salesman Problem because then the optimal patrol
schedule is to have the robot repeatedly traverse an optimal TSP tour. Since TSP
is NP-hard even in Euclidean space [24], this means our problem is NP-hard for
sites in Euclidean space as well. There are efficient approximation algorithms for
TSP, namely, a (3/2)-approximation for metric TSP [8] and a polynomial-time
approximation scheme (PTAS) for Euclidean TSP [4,23], which carry over to the
patrolling problem for k = 1 and all sites of the same weight.
Alamdari et al. [2] considered the problem with one robot (i.e., k = 1) and
sites of possibly different weights. It can then be profitable to deviate from a TSP
tour by visiting heavy-weight sites more often than low-weight sites. Alamdari et
al. provided algorithms for general graphs with either O(logn)− or O(log %)−
approximation ratio, where n is the number of sites and % is the ratio of the
maximum and the minimum of the site weight.
For k > 1 and even for sites of uniform weights, the problem is significantly
harder than for a single robot, since it requires careful coordination of the
schedules of the individual robots. The problem for k > 1 has been studied in
the robotics literature under various names, including continuous sweep coverage,
patrolling, persistent surveillance, and persistent monitoring [14,17,30,22,26,27].
One relevant work is from Asghar et al. [5] and Drucker et al. [11] which treats
weight latency as a constraint for each site and aim to minimize the number of
robots to satisfy the latency constraints for patrol, which is the duality of our
problem. They also provide a O(log ρ)-approximation algorithm where ρ is the
ratio of the maximum and the minimum latency constraints. When the objective is
to minimize the latency, despite all the works for practical settings, there is a very
limited rigorous study with performance guarantees. There are, however, several
closely related problems that have been studied from a theoretical perspective.
Next, we discuss several of them.
The general family of vehicle routing problems (VRP) [10] asks for k tours, for
a given k, that start from a given depot O such that all customers’ requirements
and operational constraints are satisfied and the global transportation cost is
minimized. There are many different formulations of the problem, such as time
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window constraints in pickup and delivery, variation in travel time and vehicle
load, or penalties for low quality services; see the monographs by Golden et
al. [16] or Tóth and Vigo [28] for surveys.
In particular, the k-path cover problem aims to find a collection of k paths
that cover the vertex set of the given graph such that the maximum length of
the paths is minimized. It has a 4-approximation algorithm [3]. The min-max
tree cover problem is to cover all the sites with k-trees such that the maximum
length of the trees is minimized. Arkin et al. [3] proposed a 4-approximation
algorithm for this problem, which was improved to a 3-approximation by Kahni
and Salavatipour [21] and to a (8/3)-approximation by Xu et al. [29]. The k-
cycle cover problem asks for k cycles (instead of paths or trees) to cover all
sites. For minimizing the maximum cycle length, there is an algorithm with an
approximation factor of 16/3 [29]. For minimizing the sum of all cycle length,
there is a 2-approximation for the metric setting and a PTAS algorithm in the
Euclidean setting [19,20]. Note that all problems above ask for tours visiting
each site once (or at most once), while our patrolling problem asks for schedules
where each site is visited infinitely often.
When the patrol tours are given (and the robots may have different speeds),
the scheduling problem is termed the Fence Patrolling Problem introduced by
Czyzowicz et al. [9]. Given a closed or open fence (a rectifiable Jordan curve) of
length ` and k robots of maximum speed v1, v2, . . . , vk > 0 respectively, the goal is
to find a patrolling schedule that minimizes the maximum latency L of any point
on the fence. Notice that our problem focuses on a discrete set of n sites while
the fence patrolling problem focuses on visiting all points on a continuous curve.
For an open fence (a line segment), a simple partition strategy is proposed, in
which each robot moves back and forth in a segment whose length is proportional
to its speed. The best solution using this strategy gives the optimal latency if
all robots have the same speed and a 2-approximation of the optimal latency
when robots have different maximum speeds. Later, the approximation ratio was
improved to 4825 by Dumitrescu et al. [12] allowing the robots to stop. Finally,
this ratio is improved to 32 by Kawamura and Soejima [18] and the speeds of
robots are varied in the patrolling process.
Challenges. For scheduling multiple robots, a number of new challenges arise.
One is that already for k = 2 and all sites of weight 1 the optimal schedules may
have very different structures. For example, if the sites form a regular n-gon for
sufficiently large n, as in Figure 1 (left), an optimal solution would place the two
robots at opposite points on the n-gon and let them traverse the n-gon at unit
speed in the same direction. If there are two groups of sites that are far away
from each other, as in Figure 1 (middle), it is better to assign each robot to a
group and let it move along a TSP tour of that group. Figure 1 (middle) also
shows that having more robots will not always result in a lower maximum latency.
Indeed, adding a third robot in Figure 1 (middle) will not improve the result:
during any unit time interval, one of the two groups is served by at most one
robot, and then the maximum latency within that group equals the maximum
latency that can already be achieved by two robots for the whole problem. The
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Fig. 1. Left: Two robots with n sites evenly placed on a unit circle. The optimal solution
is to place two robots, maximum apart from each other, along the perimeter of a regular
n-gon. Middle: Two robots with two clusters of vertices of distance 1 apart. The optimal
solution is to have two robots each visiting a separate cluster. Right: A non-periodic
optimal solution.
two strategies just mentioned—one cycle with all robots evenly placed on it, or a
partitioning of the sites into k cycles, one cycle per robot exclusively—have been
widely adopted in many practical settings [13,25]. Chevaleyre [7] studied the
performance of the two strategies but did not provide a bounded approximation
ratio.
Note that the optimal solutions are not limited to the two strategies mentioned
above. For example, for three robots it might be best to partition the sites into
two groups and assign two robots to one group and one robot to the other
group. There may even be completely unstructured solutions, that are not even
periodic. See Figure 1 (right) for an example. There are four sites at the vertices
of a square with two robots that initially stay on two opposite corners. r1 will
choose randomly between the horizontal or vertical direction. Correspondingly,
robot r2 always moves in the opposite direction of r1. In this way, all sites have
maximum latency 2 which is optimal. This solution is not described by cycles
for the robots, and is not even periodic. Observe that for a single robot, slowing
down or temporarily stopping never helps to reduce latency. But for multiple
robots, it is not easy to argue that there is an optimal solution in which robots
never slow down or stop.
When sites have different weights, intuitively the robots have to visit sites with
high weights more frequently than others. Thus, coordination among multiple
robots becomes even more complex.
Our results. We present a number of exact and approximation algorithms which
all run in polynomial time. In Section 3 we consider the weighted version in the
general metric setting and presented an algorithm with approximation factor
of O(k log wmaxwmin ), where wmax and wmin are the maximum weight and minimum
weight respectively. The main insight is to obtain a good assignment of the sites
to the k robots. We first round up all the weights to powers of two, which only
introduces a performance loss by a factor of two. The number of different weights
is in the order of O(log wmaxwmin ). Given a target maximum weighted latency L, we
obtain the t-min-max tree cover for each set of sites of the same weight w, for the
smallest possible value t ≤ k such that the max tree weight in the tree cover is
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no greater than O(L/w). Then we assign the sites to the k robots sequentially by
decreasing weights. Each robot is assigned a depot tree with one of the vertices
as the depot vertex. The subset of vertices of a new tree are allocated to existing
depots/robots if they are sufficiently nearby; and if otherwise, allocated to a ‘free’
robot. We show that if we fail in any of the operations above (e.g., trees in a
k-min-max tree cover are too large or we run out of free robots), then L is too
small – we double L and try again. We prove that the algorithm succeeds when
L is no smaller than L∗, the optimal max weighted latency. At that point we
can start to design the patrol schedules for the k robots. In our patrol schedule,
each robot is responsible for serving a separate set of sites. Since the sites have
different weights, they visit the sites of high weights more frequently than the
sites of low weights. This is achieved by moving on a tree of high weight for a
fixed length, switching to a tree of lower weight, and so on in a round robin
manner.
In Section 4 we consider the special case where all the sites are points in R1.
When the sites have uniform weights, there is always an optimal solution consisting
of k disjoint zigzag schedules (a zigzag schedule is a schedule where a robot travels
back and forth along a single fixed interval in R1), one per robot. Such an optimal
solution can be computed in polynomial time by dynamic programming.
When these sites are assigned different weights and the goal is to minimize
the maximum weighted latency, we show that there may not be an optimal
solution that consists of only simple zigzags. In particular, cooperation between
robots becomes important. In order to get an approximate solution, we run a
series of relaxations to our problem and turn it into the Dyadic Time Window
Problem (DTW) and Dyadic Time Window Tour Problem (DTT), the solution
to which are constant approximations to our patrol problem. Again we round
the weights to power of two. Different from the patrol problem, in the time-
window problems, we chop the time axis into time windows of length inversely
proportional to the weight of a site – the higher the weight, the smaller its window
size – and require each site to be visited within its respective time windows. Since
the windows are of size as powers of two, these are called dyadic windows. By
the fact that the sites stay in 1D, we can represent the motion plan for each
robot within a proper time window by four parameters: the starting position,
the ending position, the leftmost position and the rightmost position, which is
enough to conclude which site has been visited within the time window. The
fact that the sub-schedules can be represented by a small number of parameters
allows us to use dynamic programming to find a schedule for k robots with an
8-approximation solution of the min-max weighted latency in R1. The running
time has exponential dependency in k as we need to consider the coordination of
the motion plans for the k robots.
2 Problem Definition
As stated in the introduction, our goal is to design a schedule for a set of k robots
visiting a set of n sites in such a way that the maximum weighted latency at
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any of the sites is minimized. It is most intuitive to consider the sites as points
in Euclidean space, and the robots as points moving in that space. However,
our solutions will actually work in a more general metric space, as defined next.
Let (P, d) be a metric space on a set P of n sites, where the distance between
two sites si, sj ∈ P is denoted by d(si, sj). Consider the undirected complete
graph G = (P, P × P ). We view each edge (si, sj) ∈ P × P as an interval of
length d(si, sj)—so each edge becomes a continuous 1-dimensional space in which
the robot can travel—and we define C(P, d) as the continuous metric space
obtained in this manner. From now on, and with a slight abuse of terminology,
when we talk about the metric space (P, d) we refer to the continuous metric
space C(P, d).
Let R := {r1, . . . , rk} be a collection of robots moving in a continuous
metric space C(P, d). We assume without loss of generality that the maximum
speed of the robots is 1. A schedule for a robot rj is a continuous function
fj : R≥0 → C(P, d), where fj(t) specifies the position of rj at time t. A schedule
must obey the speed constraint, that is, we require d(fj(t1), fj(t2)) ≤ |t1− t2| for
all t1, t2. A schedule for the collection R of robots, denoted σ(R), is a collection
of schedules fj , one for each robot in rj ∈ R. (We allow robots to be at the same
location at the same time.) We call the schedule of a robot rj periodic if there
exists an offset t∗j ≥ 0 and period length τj > 0 such that for any integer i ≥ 0
and any 0 ≤ t < τj we have fj(t∗j + iτj + t) = fj(t∗j + (i+ 1)τj + t). A schedule
σ(R) is periodic if there are t∗R ≥ 0 and τR > 0 such that for any integer i > 0
and any 0 ≤ t < τR we have fj(t∗R + iτR + t) = fj(t∗R + (i + 1)τR + t) for all
robots rj ∈ R. It is not hard to see that σ(R) is periodic if and only if the
schedules of all robots are periodic.
We say that a site si ∈ P is visited at time t if fj(t) = si for some robot rj .
Given a schedule σ(R), the latency Li of a site si is the maximum time duration
during which si is not visited by any robot. More formally,
Li = sup
0≤t1<t2
{|t2 − t1| : si is not visited during the time interval (t1, t2)}
We only consider schedules where the latency of each site is finite. Clearly such
schedules exists: if Topt denotes the length of an optimal TSP tour for the given
set of sites, then we can always get a schedule where Li = Topt/k by letting
the robots traverse the tour at unit speed at equal distance from each other.
Given a metric space (P, d) and a collection R of k robots, the (multi-robot)
patrol-scheduling problem is to find a schedule σ(R) minimizing the latency
L := maxi wiLi, where site i has weight wi and maximum latency Li.
Note that it never helps to move at less than the maximum speed between
sites—a robot may as well move at maximum speed and then wait for some time
at the next site. Similarly, it does not help to have a robot start at time t = 0
“in the middle” of an edge. Hence, we assume without loss of generality that
each robot starts at a site and that at any time each robot is either moving at
maximum speed between two sites or it is waiting at a site.
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In Appendix A we show it is not hard to get a constant approximation when all
sites have the same weight. Specifically, we obtain algorithms with approximation
factor 2α, where α is the approximation factor for any of the problems, k-path
cover [3], k-min-max tree cover [21,29], or k-min-max cycle cover [29]. To the
best of our knowledge, the best approximation ratio for any of these problems
is 8/3 (namely for the min-max tree cover problem). In this paper we focus on
the case when sites have possibly different weights.
3 Approximation Algorithms in a General Metric
For sites with weights in a general metric space (P, d), we design an algorithm
with approximation factor O(km) for minimizing the max weighted latency of all
sites by using k robots of maximum speed of 1, where m is logarithm of the ratio
of the maximum weight to the minimum weight, m = log wmaxwmin . The intuition of
our algorithm is the following. We first guess an upper bound L on the optimal
maximum weighted latency and see if we can construct a schedule such that
the maximum weighted latency is no greater than βkmL, for a constant β > 0.
If not, we double the value of L and run again. We prove that if we cannot
construct a schedule that has latency βkmL with this algorithm then the optimal
max weighted latency must be greater than L. Thus, when we successfully find
a schedule, its maximum weighted latency is an O(km) approximation to the
optimal solution.
Without loss of generality, we assume that the maximum weight among
sites is 1. We first round the weight of each site to the least dyadic value and
solve the problem with dyadic weights. That is, if node i has weight wi, we
take w′i = sup{2x|x ∈ Z and 2x ≥ wi}. Clearly, wi ≤ w′i < 2wi. This will only
introduce another factor of 2 in the approximation factor on the maximum
weighted latency. In the following we just assume the weights are dyadic values.
Suppose the smallest weight of all sites is 1/2m−1. Denote byWj the collection
of sites of weight 1/2j−1. Wj could be empty. Also β is the approximation factor
of a min-max tree cover algorithm A, the best known of which is 8/3 [29]. L is a
parameter. Now, we introduce two algorithms:
– Algorithm k-robot assignment({Wj}, L), returns False when there does
not exist a schedule with max weighted latency ≤ L, or, returns a group
of trees Ti for each robot ri such that no site belongs to two trees. Among
the trees assigned to robot ri, one of the tree is called a depot tree and one
vertex on the depot tree is a depot for ri.
– With the trees Ti assigned to one robot ri, the procedure Algorithm Single
Robot Schedule(Ti) returns a single-robot schedule such that every site
covered by Ti has maximum weighted latency O(km · L).
Clearly, the two procedures together provide what is needed.
Denote V (T ) the set of vertices of a tree T and d(si, sj) the distance between
two sites si and sj . See the pseudocode of the two algorithms.
A quick observation is obvious about the distances of two sites on different
depot trees.
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Lemma 1. In k-robot assignment({Wj}, L), the depot si and sj, with wi ≥
wj, for different robots have distance more than L/wi = 2i−1L.
Proof. Since si and sj are depot vertices belong to different robots, the nodes in
the second depot tree (the one what is created later in order) must be “far away”
from the first depot, i.e., of distance more than L/wi away. Thus any two sites
of the two trees are of distance more than L/wi away.
1: procedure k-robot assignment({Wj}, L)
2: for every set Wj
3: for t = 1 to k
4: Run algorithm A to obtain the t-min-max tree cover Cjt on Wj .
5: qj ← smallest integer t s.t. the max weight of trees in Cjt is < β ·2j−1L.
6: Only keep the trees in the qj-min-max tree cover: T j1 , T
j
2 , · · ·T jqj .
7: If there is no such qj , Return False
8: Set all robots as “free” robots, i.e., not assigned a depot tree.
9: for j from 1 to m . Assign trees to robots
10: for i from 1 to qj
11: Q← V (T ji )
12: for every non-free robot r
13: T j
′ ← the depot tree of r
14: x← the depot vertex x of T j′
15: Q′ ← {v|v ∈ Q, d(v, x) ≤ 2j′−1L}
16: Compute MST(Q′) and assign it to robot r.
17: Q← Q \Q′
18: if Q 6= ∅
19: if no free robot
20: Return False.
21: else
22: Assign MST(Q) as the depot tree of a free robot r′
23: Take an arbitrary vertex in Q as the depot for r′.
24: Return the group of trees, Ti, assigned to robot ri, ∀i
Lemma 2. Given L, if k-robot schedule({Wj}, L) returns False then L <
L∗, where L∗ is the optimal maximum weighted latency.
Proof. There are two cases of the algorithm returning False. We discuss them
separately.
In the first case, there is a value j such that the maximum tree weight of
a β-approximation of the t-min-max tree cover is larger than β2j−1L for all
1 ≤ t ≤ k (Line 7). It implies that the optimal value λ of k-min-max tree cover is
larger than 2j−1L for sites in Wj . Since the k-robot solution also cover all the
sites in Wj , λ/2j−1 is also a lower bound of the optimal latency (see Section A
in the appendix). Thus, L∗ ≥ λ/2j−1 > 2j−1L/2j−1 = L.
In the second case, there is a tree with vertices that are far away from existing
depots and there is no free robot anymore. Notice that there are precisely k
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depots at this moment. Suppose the depots are s1, s2, · · · sk and there is another
vertex sk+1 that is far away from the k depots. In fact, we claim the following. For
any p sites ⊆ {s1, s2, · · · sk}, there must be p robots to serve these sites; otherwise
one of the sites has weighted latency more than L. This will be sufficient for our
claim as we have k + 1 sites and only k robots.
Suppose we have p depot sites s1, s2, · · · sp from p depot trees respectively.
We first prove the claim when these sites are in Wj for some j. In this case,
any two of the p sites are of distance more than 2j−1L away. Take the optimal
schedule of p− 1 robots that minimize the maximum weighted latency in sites
{s1, s2, · · · sp}. Given a time t, t > 0, each robot must be either on one of the
sites or moving towards a site. We say a robot is “claimed” by site s at time t if
the robot is either at s or moving towards s. At any time t, one robot can only
be claimed by one site. Since there are p sites but only p− 1 robots, there must
be a site s that has not been assigned any robot. Thus, the latency of s is larger
than L since the distance from any other sites to s is larger than 2j−1L.
Now we prove the claim when the sites may have different weights. Suppose
the sites s1, s2, · · · sp have decreasing weights w1 > w2 > w3 > · · · > wp and
there are only p− 1 robots to serve these sites. By Lemma 1, two depot vertices
si and sj , with i < j have distance more than L/wi. We draw a ball B(s1, L/w1)
centered at s1 with radius L/w1. No other sites are within this ball. Similarly,
no other sites, except s1 are in the ball B(s2, L/w2). An example of three sites is
shown in Figure 2.
s1
s2
s3
r1
r2
Fig. 2. An example of s1, s2, s3 with weights w1 > w2 > w3 and two robots r, r′. Balls
with center s1, s2, s3 have radii L/w1, L/w2, L/w3 respectively. Since r, r′ are claimed
by s1, s2 respectively; there is no robot for s3 to claim. Thus the weighted latency must
be more than L.
Now, assume the optimal schedule gives a minimum weighted latency at most
L. At any time t in the schedule, there must be a robot r1 that is claimed by
s1 and this robot must stay within the ball B(s1, L/w1); otherwise, no robot
can visiting s1 during the time interval [t, t+ L/w1], i.e., the weighted latency of
s1 would be more than L. With the same argument, there must exist a robot
r2 that stays within B(s2, L/w2) and r2 is claimed by s2 (i.e., r2 is either at s2
or moves towards s2). Notice that at any time t, r2, the robot claimed by s2 at
time t, cannot be the same robot as r1, the robot claimed by s1 at time t, even
if r2 currently stays within B(s1, L/w1) – this is because r2 moves towards s2
and will eventually move out of B(s1, L/w1), thus there must be another robot
which at time t stays within s1 and moves towards s1 (or stays on s1). Apply
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the same argument, the first p − 1 sites s1, s2, · · · , sp−1 each claim a different
robot and there is no robot left to serve sp. Thus, the optimal weighted latency
is more than L.
Lemma 3. If k-robot schedule({Wj}, L) does not return False, each robot
is assigned a set of at most km trees and a depot site such that
– one of the trees is a depot tree, say, T j with vertices from Wj , and the depot
site s from T j has the highest weight among all sites assigned to this robot;
– all other vertices are within distance β2j−1L = βL/wi from the depot site.
– each tree T has vertices of the same weight w and the sum of tree edge length
is at most βL/w.
Proof. Most of the claims is straight-forward from the algorithm k-robot sched-
ule({Wj}, L). A tree T assigned to a robot has vertices coming from the vertices
of the same tree T ′ in the min-max tree cover (obtained on Line 4). Thus the
vertices have the same weight (say w). Further, the tree T is always taken as a
minimum spanning tree on its vertices. Thus the sum of the edge length on T
is no greater than that of the original tree T ′ (with potentially more vertices),
which is no greater than βL/w, by Line 5.
The next thing to prove is the number of trees assigned to a robot. There are at
most km trees obtained from the min-max tree cover on all sitesW1,W2, · · · ,Wm.
The vertices of a single tree might be allocated to some non-free robots and each
robot is assigned by at most one subset of the vertices. Thus for a single robot
r, there is at most km additional trees which it has to visit (one of them is the
depot tree).
Now we are ready to present the algorithm Single Robot schedule(T )
for finding the schedule for robot ri to cover all vertices in the family of trees Ti,
as the output of k-robot schedule({Wj}, L). The algorithm uses the similar
technique that is discussed in the previous works for the patrol problem with one
robot [15,2].
1: procedure Single Robot Schedule(T = {T1, T2, · · · , Th}) . T1 is the
depot tree and w¯ is the weight of the depot.
2: δ ← 2βL/w¯.
3: for i = 1 to h
4: Compute tour Di by traversing Ti with possible shortcuts.
5: pi ← an arbitrary site on Di.
i← 1
6: while Not all sites are covered
7: Walk on Di from site pi to site pj such that the distance from pi to
the succeeding site of pj on Di is longer than δ.
8: pi ← pj
9: i← i+ 1
10: If i > h, i← 1
11: Robot moves to pi.
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Lemma 4. The Single Robot schedule(T = {T1, T2, · · · , Th}) returns a
schedule for one robot that covers all sites included in T such that the maximum
weighted latency of the schedule is at most O(km · L).
Proof. By Lemma 3 the distance between the depot and any vertex on tree Ti is
at most βL/w¯. By triangle inequality, the distance of any two sites (either on
the same tree or on different trees) is at most 2βL/w¯ = δ.
Consider a site s on tour Di with weight ws. We want to upper bound its
weighted latency. By Line 3 of Single Robot schedule(T ), Di is a tour
on the vertices of Ti by traversing the edges of Ti. A vertex that appears the
second time will be skipped (by taking a shortcut from the preceding site to the
following site). Clearly the length of Di, denoted by |Di|, is at most twice the
total length of edges in Ti. The weight of Ti is at most βL/ws from Lemma 3.
Thus |Di| ≤ 2βL/ws.
There are two cases: |Di| > δ or |Di| ≤ δ. We discuss them separately.
– |Di| > δ: Every time the robot comes back to Di, it visits all other tours
exactly once. Recall that it takes at most time δ to travel from one site to
another site (on a different tour) and on each other tour the robot travels
time δ, the total time spent for each other tour will be 2δ and there are h
tours. Once the robot comes back to Di it will follow Di for distance δ. Thus
the above routine repeats d |Di|δ e times before the robot reaches s again. Thus,
the weighted latency of s is
O(ws ·
⌈ |Di|
δ
⌉
· 2δ · h) = O(ws · |Di| · h) = O(hL).
– |Di| ≤ δ: in this case, the latency is bounded by the time of visiting other
tours once each. The weighted latency of s is
O(ws · 2δ · h) = O(hL).
The equation is true because w¯ ≥ ws (Lemma 3) and δ = 2βL/w¯.
There are at most km trees; the weighted latency of s is O(kmL).
To analyze the running time, we use the best known t-min-max tree cover
algorithm [29] with running time O(n2t2 logn+ t5 logn). In Algorithm k-robot
assignment, from line 2 to line 7 it takes time in the order of O(mn2 logn) · (12+
22 + · · · k2) = O(mn2k3 logn) (suppose n k). From line 8 to line 23, we assign
some subset of vertices Q′ in each tree to occupied robots. The running time is
O(km · n logn), where O(n logn) is the time to compute the minimum spanning
tree for Q′ (line 16). The total running time is O(mn2 logn) for Algorithm k-
robot assignment. Algorithm Single Robot Schedule takes O(n) time,
since a robot is assigned at most n sites. Thus, the running time for generating
patrol schedules for k robots is O(n2k3 logn log wmaxwmin ).
Theorem 1. The approximation algorithm for the general metric takes O(n2k3m logn)
running time with O(km)-approximation ratio, where m = log wmaxwmin
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4 Sites in R1
In this section, we consider the case where all the sites are points in R1. If the sites
have uniform weights, we report an exact algorithm to obtain the optimal solution.
When sites have arbitrary weights, we design an 8-approximation algorithm.
4.1 Sites of Uniform Weights in R1
In R1, a robot’s moving schedule is said to be a simple zigzag if the path it traces
out only visits points on an interval and only turns around at its leftmost and
rightmost positions. Obviously, when k = 1 and all sites have the same weight,
the optimal solution is a TSP tour on the sites which is a simple zigzag. Below
we show that
– when k = 1 and the sites may carry different weights, the optimal solution is
still a zigzag.
– when there are k robots and sites have the same weights, there is an optimal
solution that is composed of zigzags spanning disjoint intervals.
Lemma 5. For a single robot (k=1) and n sites in R1 of possibly different
weights, there exists an optimal solution which is a simple zigzag.
Proof. Let s be the site maximizing dsws, where ds denotes the distance to the
furthest (end-)point from s. A simple zigzag schedule has maximum weighted
latency L = 2dsws.
Let s′ be the endpoint at distance ds from s. Any schedule has to visit s′
at some time t′ > L. The last visit to s before t′, cannot have happened after
t′ − ds, since ds is the minimum time to get from s to s′ (assuming unit speeds).
Likewise, the next visit to s cannot have happened before t′ + ds. Thus, the
time between these two visits to s is at least 2dsws. Therefore, any schedule has
maximum weighted latency at least L. Thus, a simple zigzag schedule is optimal.
Lemma 6. For k robots and n ≥ k sites in R1 of the same weight, there exists
an optimal schedule such that each robot moves as a simple zigzag and all robots
span disjoint intervals.
Proof. We first observe that we can assume that robots never meet: If two robots
would meet at a location q and cross paths, we could let them turn around and
bounce back without affecting the latency of any site. Let s be the leftmost site
strictly to the right of q. The robot that comes from the right, does not need to
move until it reaches q but can already stop at s, without increasing the latency
of any site.
Thus, we can assume that robots do not meet, and that there is a strict
left-to-right order on the robots. Let r1, . . . , rk be the robots in this order, and
let Ii = [ai, bi] be the interval visited by ri. The strict order on the robots, also
implies that ai < aj for i < j, since rj cannot visit ai without meeting ri.
We now argue inductively that the intervals Ii are disjoint. Assume that all
intervals to the left of Ii are disjoint (and therefore, in particular, do not include
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ai). Since only ri visits ai, the latency of ai is at least 2(bi − ai). A simple zigzag
schedule achieves this latency for all sites in Ii even without any help from other
robots. Thus, there is no advantage in other robots visiting sites in Ii, and we
can therefore assume that Ii is disjoint from Ij for j > i.
The argument assumes that if i < k, there are actually sites to the right of Ii.
If this is not the case, we can shorten previous intervals, and assign the remaining
robots to one site each without increasing latency. Given that all Ii are disjoint,
we can schedule the robots independently. By Lemma 5 a simple zigzag schedule
is optimal for each of the robots.
With Lemma 6, the min-max latency problem reduces to the following: Given
a set S of n numbers and a parameter k, compute the smallest L such that S
can be covered by k intervals of length at most L. When S is stored in sorted
order in an array, L can be computed in O(k2 log2 n) time [1, Theorem 14]. If
S is not sorted, there is a Ω(n logn) lower bound in the algebraic computation
tree model [6], since for k = n− 1 element uniqueness reduces to this problem.
4.2 Sites of Arbitrary Weights in R1
Recall that the schedule σ = (f1, f2, · · · fk) for k robots is a set of functions
fi : R+ → R where fi(t) specifies the position of robot ri at time t ≥ 0. In this
section, we use σ[t1, t2] to denote the schedule σ from time t1 to t2. We also use
L(σ) as the maximum weighted latency of σ.
In general, if the sites have different weights, there may not exist an optimal
solution that is composed of disjoint simple zigzags, even if the sites are in R1.
An example is provided in the Appendix.
In the following, we describe an 8-approximation algorithm when k, the
number of robots, is a constant. The algorithm uses dynamic programming and
has running time O(mn10k), where n is the number of sites and m = log wmaxwmin + 1
with wmax as the maximum weight and wmin as the minimum weight. In order
to get an approximation solution, we will perform a series of relaxations to our
problem. First, we introduce the Dyadic Time Window Problem.
Definition 1 (Dyadic TimeWindow Problem (DTW) and Dyadic Time
Window Tour Problem (DTT)). In Dyadic Time Window Problem (DTW),
given a set of sites on a line, site si has dyadic weight w′i, i.e., w′i = 1/2α(i) for
some α(i) ∈ N ∪ {0}. We assume that 1 = w′1 ≥ w′2 ≥ · · · ≥ w′n = 1/2m. Further,
the starting and ending positions of the k robots are given. We schedule k robots
between time 0 to 2mΛ such that the site si is visited at least once in each of
the following time windows of length Λ/w′i: [0, Λ/w′i], [Λ/w′i, 2Λ/w′i], · · · , [2mΛ−
Λ/w′i, 2mΛ]. The objective is to minimize Λ. We denote by Λ(σ) as the window
length of a schedule σ and Λ∗ as the optimal window length.
The Dyadic Time Window Tour Problem (DTT) is similar to DTW except
that the length of the schedule is infinite. That is, schedule k robots with a
minimum Λ such that site si is visited in window [(j − 1)Λ/w′i, jΛ/w′i], ∀j ∈ N.
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The reason we introduce the DTW and DTT problems is that solutions to
these problems are constant approximations to the k-robot min-max weighted
latency problem.
Lemma 7. If there is a γ-approximation algorithm that solves DTT with dyadic
weights, we can use it to solve the k-robot min-max weighted latency problem, in
which site weights are not necessarily dyadic, with an approximation factor 4γ.
Intuitively, the factor of 4 comes from two places. First, we introduce a
relaxation of two when we round each site weight to the least upper bound of
dyadic values (power of two). Second, we have a loss of factor two when turning a
solution to DTT to a solution to the k-robot min-max weighted latency problem,
since the latency between two consecutive visits to the same site within two
windows of width ∆ can possibly be 2∆ apart.
Next, we briefly review how to solve the DTW problem approximately. This
is built on the following observations. First, consider an optimal solution to the
DTW problem with window length Λ∗, where the site weights are dyadic values.
Consider the schedule of the k robots during time [0, Λ∗]. Since the sites are on a
line, there are only four parameters that are important to describe the schedule f
of a robot r: the starting position, the ending position, and the leftmost/rightmost
point that r travels to. Furthermore, if we know of these four parameters, we
can actually find the schedule traveling the minimum distance and meeting this
requirement (which is called a P-schedule with the four parameters) for time
duration [0, Λ∗], which will not miss visiting any site that has been visited by r
in schedule f . Therefore, we could use an exchange argument and assume that
the optimal schedule does use a P-schedule (with possibly extra waiting time at
the ending position).
Of course, in the description above, the starting position, ending position and
leftmost/rightmost points could be any point on the line. From an algorithmic
perspective, there are too many choices if we would like to enumerate all the
possible values of the four parameters. Next, we show that if we enforce an extra
constraint that the four parameters must take values at the site locations (and
there are only n sites), this relaxation will only introduce another factor of two in
the final approximation ratio. This is where the approximation factor of 8 comes
from.
In terms of algorithm, we use Dynamic Programming (DP) to find the best
schedule for DTW by proper concatenation of P-schedules, which have their
four parameters (the starting position, ending position and leftmost/rightmost
points) limited to site locations. Note that a concatenation of two schedules
A and B is only possible if the ending location of a robot in schedule A is
precisely the starting location of a schedule B. The DP starts from computing all
P-schedules that cover the sites of largest weights (therefore need to be visited
most frequently), for all possible combinations of the four parameters limited
to site locations. We also keep for each of the P-schedules their length (thus
the required window length). Then we consider concatenation of two of these
P-schedules and keep only those that 1) in addition to visiting the sites that need
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to be visited most frequently, visit the sites that need to be visited the second
most frequently; 2) are the most efficient ones doing so. The DP runs in time
O(mn8k), where m is the logarithmic of the ratio of the largest and smallest
weight.
The last step is to find a DTT schedule, using the above DP solution to the
DTW problem. Recall that DTT asks for an infinitely long schedule while the
DTW problem specifies the starting/ending positions of the k robots. There are
only n2k different pairs of starting/ending positions. Therefore, we are simply
looking for a cycle among the n2k possible DTW solutions that have the minimum
window length, which is the minimum bottleneck cycle problem and can be solved
by a minimum spanning tree algorithm. Putting together we have a polynomial
algorithm that computes an 8-approximation of the k-robot min-max weighted
latency problem, for constant k, when the sites are on a line. The details of the
algorithm and the analysis are provided in Appendix C.
Theorem 2. There exists a schedule for k−robot patrol problem which is an
8-approximation of the min-max weighted latency in 1D. This schedule can be
found by DP in polynomial time.
5 Conclusion and Future Work
This is the first paper that presents rigorous analysis and approximation algo-
rithms for multi-robot patrol scheduling minimizing latency in a metric space.
The problem is not well-studied yet; for example, one open question is that
the approximation ratio can be possibly improved further. Also, many other
directions can be discussed when applying to different robot applications such
as considering the limitation of robot communication or the distributed manner
to patrol an area. The dynamic environment would also be interested to discuss
since the quality of service for each site may change over time.
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Appendix
A O(1)-approximation for unweighted k-robot scheduling
We can obtain an approximation algorithm for the patrol-scheduling problem
in general metric spaces by making a connection to the k-path cover problem,
which is to find k paths covering the n sites such that the maximum length of
the paths is minimized. Suppose we have an α-approximation algorithm for the
k-path cover problem. Let c∗ be the maximum path length in an optimal path
cover. For each of the k paths in the cover, connect the last site with the first
site to create a tour of length at most 2αc∗. Now let the k robots follow these k
tours, obtaining a schedule σ(R) with maximum latency bounded by 2αc∗. Note
that if L denotes the optimal latency for the patrol-scheduling problem, then
c∗ ≤ L. Indeed, in a solution of latency L, all sites must be visited during any
time interval of length L, and so the paths followed by the robots during this
interval (which have length at most L) are a valid solution to the k-path cover
problem. Thus we obtain a 2α-approximation for the patrol scheduling problem.
Similarly, we can solve the patrol-scheduling problem with an extra factor
of two in the approximation ratio, using the min-max k-tree cover problem,
which is to find k disjoint trees to cover the n sites such that the maximum tree
weight—the weight of a tree is the sum of its edge weights—is minimized, or the
k-min-max cycle cover problem [29], which finds k cycles to cover all sites and
the length of the longest cycle is minimized. The proof for both claims is similar
to the case of k-path cover.
Lemma 8. For n sites in a metric space, an α-approximation for the k-min-max
tree cover problem gives a 2α-approximation for the patrol scheduling problem.
Proof. To show the connection, take an optimal patrol schedule σ(R) from time
0 to time L, where L is the latency of σ(R). This creates k paths that collectively
cover all sites. Denote by σj the visiting sequence of robot rj within this interval.
Starting from σ1, we shortcut the paths by removing duplicate visits to the same
site. Specifically, the visit by robot ri to a site s is removed if s has already been
visited by a robot rj with j ≤ i. If a site s is removed with s′ and s′′ to be the
preceding and succeeding site respectively, the robot moves directly from s′ to s′′;
by the triangle inequality, the modified path is not longer. This produces at most
k disjoint paths that cover all sites, thus a tree cover. The weight of each path is
at most L. Thus L ≥ c∗, where c∗ is the optimal weight of a min-max tree cover
with k trees. On the other hand, for any k-tree cover with maximum weight c, we
can traverse each tree to create a tour with length no longer than 2c. Let the k
robots follow the k tours, thus obtaining a schedule σ(R) with latency bounded
by 2c. Hence, an α-approximation for the k-min-max tree cover problem gives a
2α-approximation for the patrol scheduling problem.
Lemma 9. An α-approximation for the k-min-max cycle cover problem gives a
2α-approximation for the patrol scheduling problem.
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Proof. If we take an optimal patrol schedule from time 0 to L, and ask each
robot move back to its starting point, then we get k cycles of length at most 2L.
Hence, 2L > c∗, where c∗ is the min-max cycle length of an optimal k-cycle cover.
This implies that an α-approximation for the k-min-max cycle cover problem
gives a 2α-approximation for the patrol scheduling problem.
In short, we can obtain algorithms with approximation factor 2α, where α is
the approximation factor for any of the problems, k-path cover [3], k-min-max
tree cover [21,29], or k-min-max cycle cover [29]. To the best of our knowledge,
the best approximation ratio for any of these problems is 8/3 (namely for the
min-max tree cover problem). In this paper we try to get approximation factors
for the multi-robot patrol-scheduling problem better than 16/3.
B Min-Max Weighted Latency
In general, if the sites have different weights, there may not exist an optimal
solution that is composed of disjoint simple zigzags, even if the sites are in 1D. In
particular, cooperation between robots becomes important. An example is shown
in Figure 3. Consider four sites, with (s1, s4) of weight 1 and two (s2, s3) with
weight 3. One possible solution as shown in Figure 3 has maximum weighted
latency of 10, realized at the two sites s1, s4. In the best cyclic solution, one
robot performing a simple zigzag between s2, s3 and another one doing a zigzag
between s1, s4. One can verify that the latency of s2, s3 is 3 and the latency of
s1, s4 is 14. Thus, the maximum weighted latency is 14. In the best cyclic solution
with disjoint simple zigzags, one robot does a zigzag between s1, s2 and the other
does a zigzag between s3, s4. The weighted latency is 18. With the increment of
length between s1, s2 and s3, s4, this weighted latency of the best disjoint cyclic
solution can become arbitrarily worse.
s1 s2 s3 s4
w = 1 w = 3 w = 3 w = 1
l = 3 l = 1 l = 3
t1
t2
t3
t4
t5
t6
r1 r2
Fig. 3. One schedule with maximum weighted latency of 10.
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s1
s2
s3
0 Timeline of the schedule
[0,Λ] [Λ, 2Λ]
[0, 2Λ] [2Λ, 4Λ]
[0, 4Λ]
[3Λ, 4Λ][2Λ, 3Λ]
Fig. 4. An example of DTW with sites s1, s2, s3 of weights w′1 = 1, w′2 = 12 , w
′
3 = 14 .
The time windows of the three sites are shown. The schedule of robots is from time 0
to 4Λ.
C An 8-approximation Algorithm for Constant k in R1
Figure 4 is an example of a DTW problem.
Lemma 10. If there is a γ-approximation algorithm that solves DTT with dyadic
weights, we can use it to solve the k-robot min-max weighted latency problem, in
which site weights are not necessarily dyadic, with an approximation factor 4γ.
Proof. Assume that T is the optimal k-robot schedule with min max weighted
latency L∗. We take the value of the weight wi of site si and modify it to the
least upper bound of “dyadic” values. That is, w′i = sup{2x|x ∈ Z and 2x ≥ wi}.
Clearly, wi ≤ w′i < 2wi. Further, we could assume that the maximum weight is
1, as scaling the weights by a global factor does not change the solution. If we
use the schedule T with weights {w′i}, the maximum weighted latency is at most
2L∗. Now, denote the optimal schedule of the k-robot problem with these dyadic
weight {w′i} as T ′, with maximum weighted latency L′. We have L′ ≤ 2L∗ by
the optimality of T ′.
Now, consider T ′ as a solution of DTT where site si has dyadic weight w′i.
In T ′, since the time duration of two consecutive visits to si is at most L′/w′i
for site si, si must be visited for every window if the window length is at least
L′/w′i. Thus,
Λ(T ′) ≤ max
i
L′
w′i
· w′i = L′.
Denote U∗ as the optimal schedule of DTT and Λ∗ as its window length. We
have Λ∗ ≤ L′ ≤ 2L∗.
Now, take U∗ as one solution for the k-robot min-max weighted latency
problem with weights {w′i}. For any site si, denote by Li(U∗) the latency of si.
By definition, Li(U∗) is at most twice of the window length of si, Λ∗/w′i, in DTT.
That is,
Li(U∗) ≤ 2Λ
∗
w′i
.
Thus, the min-max weighted latency of U∗ respect to site weight {wi} is
L(U∗) = min max
i
Li(U∗)wi ≤ min max
i
2Λ∗
w′i
wi ≤ 2Λ∗ ≤ 4L∗.
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In other words, a schedule generated by an algorithm for DTT with window
length γΛ∗ has the weighted latency at most 4γL∗, where L∗ is the optimal
weighted latency for k-robot patrolling problem.
In the following, we focus on how to solve DTW and later show how to convert
the solution of DTW to DTT.
Define θ =< θ1, θ2, · · · θk > as a set of parameters, where each θi = (xi, zi, bi, ei)
represents four positions on a line. We denote by P(θ) =< P (θ1), P (θ2), · · ·P (θk) >
a P-schedule for k robots such that the schedule for robot ri, P (θi), is the sched-
ule with the shortest travel distance that starts at bi, stops at ei. The leftmost
position and rightmost position in the traversal is xi and zi. The robot ri will
visit all the sites between xi and zi. Notice that P (θi) can be found in constant
time in 1D since robot ri either visits xi before zi or zi before xi.
We define |P (θi)| as the distance travelled by robot ri in its P-schedule
P (θi). We denote by |P(θ)| the maximum travel distance for all robots, i.e.,
|P(θ)| = maxi |P (θi)|.
For a sequence of P-schedules {P(θ(1)),P(θ(2)), · · · ,P(θ(µ))}, if the starting
positions of P(θ(j)) is the same as the ending positions of P(θ(j−1)), i.e., ∀i, j ∈
N, i ≤ k, j < µ, b(j+1)i = e(j)i , we can concatenate them as a schedule for k robots,
denoted as P(θ(1))⊕ P(θ(2))⊕ · · · ⊕ P(θ(µ)). If the k robots in a P-schedule do
not arrive at their respective ending positions at the same time, the fast robots
will wait at their ending positions for the slowest robot.
Denote by T ∗ the optimal schedule of DTW and Λ∗ as the optimal weighted
window length. Denote T ∗[0, Λ∗] as the sub-schedule of T ∗ from time 0 to Λ∗. For
robot ri, take its leftmost, rightmost, starting, and ending positions in T ∗[0, Λ∗]
as the parameters in θ(1)i . Denote by P(θ(1)) =< P (θ
(1)
1 ), P (θ
(1)
2 ), · · ·P (θ(1)k ) > as
the corresponding P-schedule.
Notice that for any schedule for ri that respects the parameters in θ(1)i , all
sites visited by robot ri in T ∗ during time [0, Λ∗] are still visited by ri, since
all sites are on a line. Further, the P-schedule P (θ(1)i ) does not take more time
than the schedule of ri in T ∗[0, Λ∗], by definition. Thus, we can replace the robot
schedules in T ∗[0, Λ∗] by P(θ(1)) without hurting optimality (if a P-schedule
for robot ri has |P (θ(1)i )| < Λ∗, robot ri simply waits at its ending position
till time Λ∗). In the same manner we can change the schedule for each time
interval [(j − 1)Λ∗, jΛ∗] by a P-schedule, with respect to the starting, ending,
leftmost and rightmost positions retrieved from the optimal schedule T ∗. Now
we have an optimal schedule of DTW that is a concatenation of P-schedules,
P(θ(1))⊕ P(θ(2))⊕ · · · ⊕ P(θ(2m)). Denote this schedule as PT ∗. Figure 5 is an
example of PT ∗.
By the discussions above, we can find the optimal schedule PT ∗ by trying all
possible concatenations of P-schedules with all possible parameters. The problem
is that there are infinite possible values for the parameters. In the following,
we restrict the value of parameters at site positions. We show that with this
restriction the weighted window length is at most twice of the optimal.
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6
Fig. 5. A schedule T which is a concatenation of four P-schedules. There are four
sites (s1, s2, s3, s4) at the positions 1, 3, 4, 6 with weights w′1 = 1/4, w′2 = 1, w′3 =
1, w′4 = 1/4 and two robots r1, r2. The optimal schedule can be represented by a
concatenation of P-schedules P(θ(1)) ⊕ P(θ(2)) ⊕ P(θ(3)) ⊕ P(θ(4)), where θ(1) =<
(5, 6, 6, 5), (3, 4, 3, 4) >, θ(2) =< (4, 5, 5, 4), (3, 4, 4, 3), θ(3) =< (3, 4, 4, 3), (2, 3, 3, 2) >
, θ(4) =< (3, 4, 3, 4), (1, 2, 2, 1) >.
We use θˆ to refer to the parameters with values limited at site positions.
Similarly, P(θˆ) is the P-schedule with parameters θˆ of the same restriction.
Lemma 11. There exists a schedule Tˆ which is a concatenation of a sequence
of P-schedules {P (θˆ(1)), P (θˆ(2)), · · ·P (θˆ(2m))} with parameters θˆ(j) taking only
values at site positions such that Λ(Tˆ ) ≤ 2Λ∗, where Λ∗ is the optimal window
length in DTW.
Proof. Denote by PT ∗ the optimal schedule of DTW which is the concate-
nation of P-schedules with parameters θ(1), θ(2), · · · , θ(2m). For each θ(j) =<
θ
(j)
1 , θ
(j)
2 , · · · , θ(j)k >, we construct θˆ(j) by the following steps.
1. For robot ri, the leftmost and rightmost position in θˆ(j)i are the leftmost
visited site and rightmost visited site in the P-schedule of θ(j)i .
2. For robot ri, the starting position of θˆ(j)i is the last visited site in θ
(j−1)
i , if
j 6= 1. Otherwise, the starting position is the first visited site in θ(1)i .
3. For robot ri, the ending position in θˆ(j)i is the last visited site in θ
(j)
i .
Figure 6 shows an example of the construction.
Denote by Tˆ the schedule by concatenating the P-schedules with parameter
sets θˆ(1), θˆ(2), · · · , θˆ(2m). Tˆ does not skip any sites visited in PT ∗. However, a
robot ri may need to move some extra distance in the P-schedule of θˆ(j)i , in order to
start from the last visited site in the P-schedule with parameter θ(j−1)i . This extra
distance is at most |P (θ(j−1)i )|. Therefore, |P (θˆ(j))| ≤ |P (θ(j))|+ |P (θ(j−1))| ≤
2Λ∗. Thus, P (θˆ(j)) can be fully executed if we relax the window length of Tˆ to be
exactly 2Λ∗ – at each window of [(j−1) ·2Λ∗, j ·2Λ∗], j ∈ N∩ [1, 2m], the schedule
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Fig. 6. An example of construct P (θˆ(1)1 ) from P (θ
(1)
1 ) and P (θˆ
(2)
1 ) from P (θ
(2)
1 ). The
setting is the same as in Figure 5. In this case, the window length of the newly
constructed schedule Tˆ is twice as long as T .
executes P (θˆ(j)) and we enforce robots to stay at their ending positions if they
arrive at the ending position before time duration of 2Λ∗. Thus, Λ(Tˆ ) ≤ 2Λ∗.
We show that we can find a schedule S by dynamic programming (DP) such
that Λ(S) ≤ Λ(Tˆ ).
We first calculate the P-schedules for all possible parameters θˆ taking values
at site locations, which takes O(n4k) time. Denote by Wq the collection of sites
with weight at least 1/2q−1, q ∈ N ∩ [1,m]. For parameter θˆ, define Q1(θˆ) = P(θˆ)
if P(θˆ) visits all sites in W1 at least once, and ∅ otherwise. Define Q1 as the set
of non-empty schedules Q1(θˆ) for all possible values of θˆ. Since there are only
n4k possible values in θˆ, |Q1| ≤ n4k.
Define Qj(θˆ) as the schedule of the k robots of smallest window length, as a
concatenation of two schedules Qj−1(θˆ(1)) and Qj−1(θˆ(2)), which also covers the
sites in Wj \Wj−1 at least once. Define Qj as the set of non-empty schedules
Qj(θˆ) for all possible values of θˆ. The main recursive structure of DP is to build
Qj from Qj−1.
For parameter θˆ, Qj(θˆ) is the concatenated schedule of Qj−1(θˆ(1)),Qj−1(θˆ(2))
if,
1. θˆ(1), θˆ(2) are concatenable (i.e., the ending positions of θˆ(1) are the same as
the starting positions of θˆ(2)).
2. The starting positions of θˆ(1) are the same as the starting positions of θˆ. The
ending positions of θˆ(2) are the same as the ending positions of θˆ. Additionally,
the leftmost (rightmost) positions of θˆ(1), θˆ(2) are the leftmost (rightmost)
positions of θˆ.
3. The concatenated schedule Qj−1(θˆ(1))⊕Qj−1(θˆ(2)) visits each site in Wj \
Wj−1 at least once.
4. For other parameters θˆ′, θˆ′′ that satisfy the above conditions, considering
the DTW problem with sites only in Wj , the window length of schedule
Qj−1(θˆ(1))⊕Qj−1(θˆ(2)) is no greater than that of Qj−1(θˆ′)⊕Qj−1(θˆ′′).
Again, |Qj | ≤ n4k for any j ∈ N ∩ [1,m]. Hence, the calculation time of all
possible concatenations takes O(n4k · n4k) = O(n8k). The total running time to
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derive all schedules in Qm is O(mn8k). In the following we show that any schedule
that is a solution of DTW and concatenated by a sequence of P-schedules with
some parameter θˆ is included in DP.
Lemma 12. If U is a schedule of DTW that can be expressed as a concatenation
of P-schedule P (θˆ(1))⊕P (θˆ(2))⊕ · · ·P (θˆ(2m)) for some parameter sets θˆ(j), there
is a schedule S ∈ Qm such that S has exactly the same starting, ending, leftmost,
and rightmost positions of U and Λ(S) ≤ Λ(U).
Proof. We prove the claim by induction on m.
When m = 1, Q1 = {P(θˆ)| P(θˆ) visits all the sites}. Since U is a P-schedule
with some parameter θˆ and U must visit all the sites, U ∈ Q1. Set S = U and
hence the claim is true.
Now, assume that the claim is true for m < b. When m = b and suppose U is
a concatenation of P-schedule: P(θˆ(1))⊕ P(θˆ(2))⊕ · · ·P(θˆ(2b)). U can be treated
as a concatenation from two schedules U1 ⊕ U2, where U1 = P(θˆ(1))⊕ P(θˆ(2))⊕
· · ·P(θˆ(2b−1)) and U2 = P(θˆ(2b−1+1))⊕P(θˆ(2b−1+2))⊕· · ·P(θˆ(2b)). Denote by ϑ1, ϑ2
the parameters of starting, ending, leftmost, and rightmost positions of U1, U2
respectively. It is obvious that ϑ1, ϑ2 are concatenable. Additionally, Qb−1(ϑ1)⊕
Qb−1(ϑ2) visit all the sites inWb at least once because Qb−1(ϑ1), Qb−1(ϑ2) do not
miss any site visited in U1, U2 respectively and since U is a feasible schedule, all
the sites in Wb must be visited either in U1 or U2. Thus, by the definition of the
recursive structure in DP, there is a schedule S ∈ Qb, S = Qb−1(ϑ1)⊕Qb−1(ϑ2)
and
Λ(S) = Λ(Qb−1(ϑ1)⊕Qb−1(ϑ2)) ≤ Λ(U1 ⊕ U2).
Thus, the claim is true for all the cases.
By Lemma 11 and Lemma 12, we show that our DP provides 2-approximation
for the DTW. Now, we show how to find a solution of DTT from DTW.
Lemma 13. There exists a periodic schedule for DTT with 2-approximation of
the minimum window length. This schedule can be found in O(mn10k).
Proof. Take an optimal solution of DTT, say T ∗DTT . Partition T ∗DTT by intervals
of length 2mΛ∗ such that the schedule within each interval is a solution to the
DTW problem. Denote these subschedules as {T ∗i }, where T ∗i spans time duration
[(i− 1)2mΛ∗, i2mΛ∗].
By Lemma 11, for each T ∗i there exists a schedule Tˆi where the starting and
ending positions are at site locations and Tˆi enlarges the weighted window length
by a factor of two at most. That is, Λ(Tˆi) ≤ 2Λ(T ∗i ). Since there are only a
finite number of combinations of starting and ending positions at site locations,
there exist two indices i, j and i < j such that the k robots in Tˆi and Tˆj start
and end at the same site locations. Thus, at the end of Tˆj−1, the robots are
positioned at the starting positions of Tˆj , which are the same starting positions
of Tˆi, then they continue with the schedule Tˆi. This creates a periodic schedule
Tˆ ′ = (Tˆi, Tˆi+1, · · · Tˆj−1) for DTT and Λ(Tˆ ′) ≤ 2Λ(T ∗). Further Tˆ ′ spans time
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duration at most 2m+1Λ∗n2k. For each Tˆτ , τ ∈ N ∩ [i, j), by Lemma 12, there
exists a schedule Sτ generated by DP such that the window length Λ(Sτ ) ≤ Λ(Tˆτ ).
Therefore by finding concatenation of proper solution to the DTW problems we
can find an approximate solution to the DTT problem. This is described below.
We build an auxiliary graph with n2k nodes to find S. Each vertex is repre-
sented as a possible combination of (starting/ ending) positions. Build a directed
edge that connects vertex v1 to vertex v2 such that the edge-weight is Λ(Sη),
where Sη is the schedule derived by DP with the starting positions as v1 and
ending positions as v2. Including the running time of DP, the graph can be
constructed in the time O(n2k ·mn8k). Notice that any periodic schedule that
concatenates from schedules {Sη} is represented as a cycle in this auxiliary graph.
Next, we run the algorithm that finds the minimum bottleneck cycle, i.e. the
cycle with min-max edge weight in the graph. This cycle is actually the schedule
S and Λ(S) ≤ Λ(Tˆ ′) ≤ 2Λ(T ∗). The minimum bottleneck cycle can be found by
running a minimum spanning tree algorithm, which takes O(n4k logn) time.
With Lemma 10 and Lemma 13, we prove Theorem 2.
