Despite its approximative nature, the Langmuir theory has shown to be a very successful approach to describe experimental adsorption isotherms. Langmuir kinetics is based on systems of non-interacting particles that can transfer from the gas phase to the adsorbed phase with a transition flux that depends both on the gas pressure and surface coverage. Recent molecular simulation results suggest, however, that some systems can have isotherms that are apparently Langmuirian while the kinetics are not. This remarkably result seems to question the interpretation of innumerous adsorption experiments. The observed anomalous kinetics were described by thermodynamic rate equations giving exactly the same isotherms. Unidirectional rates, as obtained from mesoscopic non-equilibrium theory, correct for the non-ideality of matter using activities instead of concentrations and seem to suggest that fluxes from phase A to another phase B only depends on the properties of phase A alone. In this article we show, however, that the theories and simulations are actually consistent when the following two points are taken into account. The first point is methodological and related to how one should count crossing events considering the presence of possible correlations. The second point is theoretical and related to the microscopic link between the Langmuir and thermodynamic rate theory. Specifically, we show how to define diffusion and activity coefficients at the border of the gas/solid interface. If both points are taken into account, there is neither a contradiction between both theories, nor with the molecular simulation results.
INTRODUCTION
The understanding of adsorption and transport phenomena at surfaces is fundamental for optimization of industrial processes. However, despite of more than one century of theoretical research in this field, there are still vigorous debates and conflicting models in this field (see e.g., [1, 2] ). Roughly speaking, there are two groups of theories; either based on kinetic or nonequilibrium thermodynamic foundations. Kinetic theories are derived by considering microscopic expressions for the adsorption and desorption fluxes which should be equal under equilibrium conditions (the law of mass action). Henceforth, adsorption isotherm equations can be derived by equating both expressions for the adsorption and desorption fluxes. Famous examples are Langmuir [3] and Brunauer-Emmett-Teller (BET) [4] theory for single layer and multi-layer adsorption, respectively. However, the term "kinetic theory" is somewhat misleading here since Langmuir and BET [5] isotherms can also be derived without considering its kinetics, but by solving the partition functions of the corresponding lattice models using simple Boltzmann statistical physics, often referred to as "statistical thermodynamics."
The thermodynamic rate theories [6] [7] [8] [9] that we refer to are mainly based on the relation between the non-equilibrium net flux and the gradient of the chemical potential. The use of the chemical potential allows one to go beyond the ideal gas description on which kinetic theories are often based. The net rate of adsorption becomes a function of activities rather than concentrations. However, there are also some hidden approximations in this approach, such as the assumption of local equilibrium. For instance, thermodynamic rate theories assume that the velocities of particles that desorb are rapidly redistributed locally to a Maxwell-Boltzmann distribution while their distance from surface is still very small. Langmuir and BET do not have the same spatial resolution as thermodynamic rate theory since they do not try to describe the time-evolution of the gas-phase densities, but rather treat the gas-phase as a single state. As a result of this, Langmuir and BET can work in some cases where thermodynamic rate theory would fail. For instance, Langmuir or BET can be accurate even if desorbing particles of the real physical system maintain a positive leaving velocity until bouncing to the walls of the container.
Which equation has to be taken is a non-trivial problem [10] . Presently, this choice is mainly based on empirical grounds; the equation, that gives the best fit for the experimental data, is chosen and assumed to give the right physical mechanism of the adsorption process. Seen in this light, the recent paper of Simon et al. [11] is rather worrisome. Molecular dynamics simulations showed that even though adsorption isotherms were accurately modeled using Langmuir, the unidirectional fluxes (adsorption and desorption rates) showed a completely different behavior. The fluxes were then modeled using thermodynamic rate equations and the activity coefficient for the adsorbed phase was constructed in order to agree both with the Langmuir types of isotherms and the observed dynamical behavior. Although based on a fundamental physical theory, the resulting behavior is somewhat difficult to understand by physical intuition. In the resulting set of equations, the adsorption flux is proportional to the gas pressure, but no longer to the fraction of vacant sites as it is in the Langmuir model. In addition, the desorption flux is proportional to the surface coverage just like in Langmuir's expression, but also inversely proportional to the free space. In this article we reanalyze these data and the theoretical approach by making a microscopic link between Langmuir and thermodynamic rate theories. An important part of the analysis is the way in which the separate adsorption and desorption fluxes are calculated. In general, this calculation is based on the counting of how many molecules have crossed a certain border, the so-called crossing events. These events can be correlated, i.e., caused by an immediate crossing back and forth by the same molecule, or uncorrelated i.e., caused by the statistical probability. We will show that the Langmuir model, the thermodynamic rate equations, and the simulation data are in fact consistent, if we disregard correlations in our counting of crossing events and, in addition, use the proper mathematical expression for the diffusion and activity coefficient at the interface between two phases.
LANGMUIR vs. THERMODYNAMIC RATE EQUATIONS
We consider the general case of adsorption from a gas to a surface. On the molecular level, the transition for a molecule m can be expressed as a unimolecular rate equation as m(gas) m(ads.)
The Langmuir model assumes that the non-adsorbed molecules behave as an ideal gas, while the adsorbent consists of energetically equivalent adsorption sites that can be occupied by only one molecule at the time. Hence, the molecules do not interact with each other in neither phase except for an infinite hard repulsion once two molecules try to occupy the same vacant site. Under these assumptions the forward rate, or adsorption flux J a , is proportional to the gas pressure P and the fraction of vacant sites on the surface (1 − θ), where θ is the surface coverage or the ratio between occupied sites and the total number of adsorption sites. The backward rate, or desorption flux J d , is simply proportional to the surface coverage.
Setting in equilibrium J a = J d and bringing θ to the left side gives the Langmuir isotherm
It is important to realize that there is, mathematically speaking, an infinite number of alternative sets for the equations of J a and
) that give exactly the same equilibrium statistics, Equation (3). In fact, for any invertible function G the following flux equations
will yield the exact same Langmuir isotherm in equilibrium. Henceforth, if experiments show Langmuirian isotherms this does not necessarily imply that the underlying kinetics are Langmuirian as well. This is exactly the conclusion of hydrogen adsorption work of Simon et al. [11] . In Simon et al. [11] the adsorption of hydrogen was analyzed using Langmuir and thermodynamic rate theory. The isotherms showed Langmuirian behavior, but the adsorption flux (and therefore also the desorption flux) continued to increase linearly with pressure. The simulation data were then modeled using the thermodynamic rate equation in which the adsorption and desorption fluxes are considered to be proportional to the activities of the corresponding phases. The gas phase was still considered to be ideal, so the gas activity was proportional to the pressure a gas ∝ P which satisfies the observed flux behavior. Note that in this case the adsorption flux is independent of the fraction of the vacant sites on the surface. In contrast, the adsorbed phase was considered non-ideal and the activity of the adsorbed phase can be written as a ads. ∝ γθ where γ is the activity coefficient that corrects for the non-ideal behavior of the adsorbed phase. The desorption flux is (3), is re-obtained. The thermodynamic adsorption and desorption fluxes in that case equal
This set of equations suggests a completely different mechanism than the Langmuir model despite having exactly the same isotherm. The adsorption kinetics were interpreted as the consequence of a mobile adsorbed phase in which molecules are not trapped on specific adsorption sites, but can even move away from the surface by several angstroms. Therefore, this kinetics resembles the adsorption of a gas into an ideal liquid. In such a case the unidirectional flux from the gas to the absorbed state can still increase linearly with pressure even beyond the saturation point due to gas molecules not requiring vacant sites, but adsorbing anywhere at the liquid surface and getting emerged into the liquid. Simultaneously, the liquid has to release another solute molecule to the gas phase since it can not maintain a number of solute molecules that is larger than its saturation limit. The desorption rate was explained by the non-ideal factor γ that enhances the desorption due to the increase of repulsion between adsorbed molecules when the density at the surface increases. The non-equilibrium thermodynamic approach has another starting point than kinetic theories which is the phenomenological flux-force relations for determining the expression for the net flux through the system [12] . One of the flux-force relations expresses the net flux in a system as a function of the gradient of a chemical potential [13, 14] 
Here z is the reaction coordinate or, in case of adsorption, the Cartesian coordinate that is orthogonal to the surface of the adsorbent. T is the temperature and μ(z) is the chemical potential along the coordinate z. In equilibrium, the chemical potential becomes a constant and the net flux vanishes. The coefficient l in this flux-force relation is proportional to the diffusion coefficient D and concentration C, l = DC(z)/k B where k B is the Boltzmann constant, so that
with β = 1/k B T. This equation is often referred to as the Kramer's or Teorell's diffusion equation. In the case of an ideal gas 
In section 5 we give a derivation of Equation (6) based on microscopic principles which also sheds light on how D(z) can be defined in the case of non-uniform density or a position dependent external potential. In section 5 this will be used to derive an expression for this diffusion and activity coefficient at the solid gas interface, which is crucial for a correct interpretation of surface adsorption in terms of thermodynamic rate theory. Now, the equation for the unidirectional fluxes follows from the application of the above equation, Equation (6) , to describe the diffusion over a chemical barrier. In fact, it can be shown, assuming quasi-stationary state behavior, that the net rate J is identical to the difference of two flux-terms that are proportional to the activities of the states at either side of the barrier.
Here, k f and k r the forward and reverse rate constants and a R and a P the activities of the reactant and product state, respectively. K is the generalized equilibrium constant. For a reaction with n chemical species (reactants and products) this constant is given by
where μ • i is the standard chemical potential of species i and ν i the stoichiometric coefficient. Hence, a unimolecular reaction like Equation (1) results into a generalized equilibrium constant that is an exponential of the difference between the reference chemical potentials μ • R and μ • P of the reactant and product state, respectively
We come back to Equations (6) (7) (8) (9) in section 4 where we derive them from microscopic principles. Since the rate or net flux of Equation (7) consists of two terms with opposite sign, it is logical to assume that these correspond to the forward and backward flux. In other words, the thermodynamic adsorption and desorption fluxes are
Henceforth, the thermodynamic rate theory seems to assume that the adsorption rate only depends on the properties of the gas, while the desorption rate only depends on the properties of the adsorbent. However, there are a few points that we need to consider here. The use of chemical potentials and activities can account for the non-ideality of the phases and is, therefore, an improvement on simple idealistic systems like Langmuir. Yet, also the non-equilibrium thermodynamic approach bears some hidden assumptions and approximations whose validity needs to be evaluated carefully. In addition, also the separation of the net flux Equation (7) into adsorption and desorption rate is not a trivial step. While the net flux is always well defined, this is not always true for the individual forward-and backward fluxes. Specifically, if we include or exclude correlated crossings, this will not change the difference, the net flux, but can give huge changes to the forward and backward fluxes. Finally, we will also have a closer look at the microscopic expressions for k f and k r in the forthcoming section 4 to analyze the conditions under which they can really be viewed as plain constants that do not change during the process of a reaction.
CHEMICAL POTENTIALS, ACTIVITIES AND ACTIVITY COEFFICIENTS FOR THE LANGMUIR MODEL
In order to compare the Langmuir and thermodynamic rate expressions we will treat an ideal Langmuir model using the concepts of equilibrium statistical thermodynamics. A first step in this approach is to calculate the chemical potentials of the two phases in this model and the corresponding activities and activity coefficients. In specific, the activity coefficient of the adsorbed phase is of interest since the phenomenological analysis of the hydrogen adsorption study [11] suggested that it is proportional to 1/(1 − θ). Here, we will do this analysis analytically for an ideal adsorbent. For this purpose, we will use the microscopic expression of the chemical potential which for a system at constant temperature T, volume V, and number of particles N is the following
Here, Q is the partition function:
where W is the total potential energy function of the system and the thermal de Broglie wave length and R N the complete set of coordinates of all N molecules in the system. Substitution of this expression results in
The definition of activity is often given by the implicit relation:
where μ • is the chemical potential of a reference state. This implies that the activity can be written as
where the dependency on μ • and have been adsorbed into the constant v * = exp(−βμ * ) 3 that has the dimension of volume. For the ideal gas we can simply set W = 0 so that
In the adsorbed layer the particles are assumed not to interact with each other, but only with the adsorbent in which each adsorbed molecule gives a contribution of −|u a | to the total potential energy. The adsorbed molecules can occupy vacant sites only and they have no interaction with each other except that they cannot occupy the same vacancy. Let us assume that the volume of the vacancy pocket equals V vac and M is the number of vacant sites. Then the integration is replaced by counting the number of states that are not doubly occupied. There are M vacancies for the first molecule to choose from, but once this one is fixed, the second molecule has only M − 1 sites left, etc. which results in:
We can substitute the last equation in Equations (13) and (15) and use the following relations θ = N/M = C/C site with C site = M/V the concentration of vacancies on the adsorbent. With this, we can list the chemical potentials, activities and activity coefficients for the two phases in the ideal Langmuir model:
Here, we also used the ideal gas law PV = Nk B T ⇒ C = βP. In equilibrium, μ gas = μ ads. or equivalently a gas = a ads. which gives back again the Langmuir isotherm
which is identical to Equation (3) for k a /k d = βV vac e β|u a | . This shows again that the Langmuir theory is maybe not well categorized as being a kinetic theory since it can be derived from statistical principles as well. In equilibrium, the ideal gas in contact with the ideal adsorbent gives the Langmuir isotherm regardless of the underlying kinetic mechanism. The only restriction is that the dynamics should obey microscopic reversibility and, therefore, conserve the equilibrium distribution. It is also interesting to realize that the γ ads. ∝ 1/(1 − θ) is exactly the same behavior that Simon et al. [11] found empirically. This behavior has, therefore, little to do with non-ideality or repulsive forces between the adsorbed molecules. The non-overlap condition is sufficient. Substitution of the activities of Equation (17) into Equation (10) results into the thermodynamic adsorption and desorption fluxes, Equations (4). This creates a paradox; thermodynamic rate theory seems to imply that Langmuir kinetics (Equation 2) is incorrect even if the underlying model is the ideal Langmuir model. This, of course, can't be true and the only explanation is that at least one of the assumptions of thermodynamic rate theory is false for this case. In order to detect this flaw, we will derive Equations (10) from microscopic principles and scrutinize each assumption in the derivation with respect to the ideal Langmuir model.
MICROSCOPIC DERIVATION OF THERMODYNAMIC RATE EQUATION
In this section we will derive Equations (10) from microscopic principles. This equation leads to the thermodynamic adsorption fluxes, Equation (4), after substitution of Equations (17) . The analysis, carried out in this section, will be used in section 5 in order to show that that k a , k d in Equation (4) are in fact not always constants.
The derivation of Equations (10) is divided in two stages. First, we will derive the general diffusion equation 6. The importance of this step is that we get a microscopic definition for the diffusion coefficient. In particular, the diffusion coefficient at the boundary of two phases is a nontrivial issue. The second step is to use that expression to derive Equations (10) and give explicit expressions for the constants in term of system parameters.
DIFFUSION EQUATION
Equation (6) contains the diffusion coefficient which, for a homogeneous system, is defined as
where d the dimension of the displacement and r are the corresponding coordinates of the molecules for which the selfdiffusion is measured. The brackets imply an average over all molecules and initial conditions. As in the case of adsorption, D refers to the one-dimensional diffusion along the coordinate z that is orthogonal to the surface of the adsorbent. We can relate this diffusion to that of a discrete one-dimensional random walk in which at discrete time intervals of t there is an equal probability to move z to the right or to the left. The diffusion coefficient for such 1D random walk equals
To describe diffusion in a real system such as a liquid or gas we consider slabs with a width of z and measure the frequency of particle exchanges between the slabs. In this model z can be small, though the limit lim z → 0 cannot be taken. z should be large enough so that transition between the slabs can be consider uncorrelated. Though, for a finite z we can match the corresponding t that is the typical time interval in which we can expect a transition from one slab to the slab at the left or to the slab at the right for a given molecule. Suppose that we simulate the realistic system using molecular dynamics with a timestep δt t. Then t equals δt times the number of atomistic steps that are required on average to expect a transition from one slab to another for a given particle. Moreover, the average number of atomistic steps, needed to observe a transition for a specific particle, must be inversely proportional to the chance that a single molecular dynamics time step creates such a transition. In other words
where P(I → II) is the chance that a specific particle that is in slab I will move to slab II within δt. Henceforth, the chance to move either to the left or to the right must be the double if we assume that these chances are equal, P(I → II) = P(II → I). This explains the factor 2 in Equation (21). Substitution of Equation (21) into Equation (20) gives
We should note, however, that the diffusion coefficient D is only well defined if the slabs have similar conditions, for instance have the same chemical potential. This condition implies that P(I → II) = P(II → I). Though, it is certainly possible to give meaningful definitions for a position dependent D(z) for inhomogeneous systems as we will do in the following. Also the fluxes from slab I to slab II and the reverse can be expressed by the transition probabilities P(I → II) and P(II → I). These fluxes measure the number of crossings between the two slabs per unit of time per surface area. Henceforth, these must be proportional to P(I → II) or P(II → I), the chance that a single particle makes the transition within δt, times the number of molecules in the respective slabs or
where A = V/ z is the surface area of the slabs. For the net rate we can write
So, in order to express both diffusion and fluxes in terms of microscopic properties, we need to develop microscopic relations to express P(I → II) and P(II → I).
In general, both the number density and the external potential in each slab might differ. Though, within each slab we assume local equilibrium which implies a fast diffusion in the x and y directions and a relatively fast decay of the velocity autocorrelation function along the z-direction. Let N I and N II be the number of particles in each slab and let W I and W II be the potentials that are felt by these particles in each slab that includes both intra-particle interactions and the effect of a possible external potential. At the microscopic level we can express any possible one-particle I → II transition as a transition between two microstates i and j that belong to two different classes, X ≡ {N I , N II − 1} and Y ≡ {N I − 1, N II } respectively. The class or macrostate {n, m} refers to the collection of points in phasespace, describing the two slabs as collective system, having n and m particles in each slab. Now, by introducing t(i → j) as the dynamical transition probability to make a physical transition from microstate i to j using a δt timestep, we can write that
Using the Boltzmann statistics that says that the equilibrium probability of state i is proportional e −βU i with U i the total energy of microstate i and assuming local equilibrium we can express the conditional probability P(i|i ∈ X) as the equilibrium probability P eq (i) ∝ e −βU i divided by the probability P(X) ∝ i ∈ X e −βU i of macrostate X. Therefore P(i|i ∈ X) = e −βU i / i ∈ X e −βU i , which leads to
Naturally t(i → j) will depend on the details of the dynamics of the system, but it should obey microscopic reversibility
and therefore we can write
For further use we will define
which obeys the symmetry relation τ (25) and (27) should be considered as the potential energy. This implies that t(i → j) also includes the probability that configuration state i has the right velocities, both in magnitude and direction, to make the transition i → j possible, in addition to possible stochastic parameters. The relation 27 is therefore valid for a wide range of dynamics ranging from deterministic NVE dynamics, thermostated dynamics like Andersen or Nosé-Hoover, Langevin, and Brownian dynamics. However, it is also a valid remark whether we should consider all transitions. z has a finite value, but δt can, in principle, be taken to the limit δt → 0. Therefore, only particles close to the edges can make the transition within a single timestep. Since it takes many timesteps for this particle to diffuse to the middle of the new slab, it might well recross the boundary several times before this happens. These types of correlations can be avoided by only counting the so-called effective crossings [15, 16] (See Figure 1) . Now, we will assume that the total potential energy U i and U j of states i and j, that describe both slabs I and II as a whole, can be written as the sum of energies of the individual slabs. In other words, we assume that, for the calculation of the total energy, we can neglect the interaction between particles that are in different slabs. This implies that
where we introduced the partition function integrals Z K (N)
Hence, We can now substitute these expressions into the earlier derived expressions for the flux and diffusion coefficient:
(uniform system) Though, for a non-uniform system the diffusion coefficient is, in principle, not exactly defined. In fact, the transition probability to jump to the right might differ from to the transition probability to jump the left. We will show that, if we define the diffusion coefficient in the middle of two slabs as the geometric mean of these two possibilities
we can reobtain the diffusion equation, Equation (6) . For this purpose, we also need to define the activity coefficient at the interface. Using the partition function integral 31, we get simple expressions for the activities, Equation (15), and activity coefficients
Now, similar to Equation (34), we will also use the geometric mean to define the activity coefficient of the intermediate region between two slabs
With these definitions at hand, we can derive a neat expression for the net rate 
Hence, we reobtained the general diffusion equation Equation (6) from microscopic principles. In the last line we used βμ = ln a + const. ⇒ Cβdμ/dz = (C/a)da/dz = (1/γ)da/dz. In retrospect, this also justifies the use of the geometric mean instead of a normal average to express the diffusion coefficient and activity coefficient at the interface of two slabs. We will use these definitions, Equations. (34) and (36), in the following two sections to analyze the possible density dependence of k a and k d of Equation (4).
ACTIVITY BASED FLUX EXPRESSION
Based on the diffusion equation 6 we can derive the activity based flux expression 10. The derivation given here is slightly different from the one given in Kjelstrup et al [13] . Instead of using expression 6 we use the one-but-last expression of 37 that is equivalent
Using the steady state approximation, we can assume that after a short initialization the flux no longer depends on position.
for t > t init and z ∈ barrier region:
Now, we can divide Equation (38) by D/γ and integrate both expressions at either side of the equals sign from z = z R to z = z P with z R and z P being the reactant state and product state values for the reaction coordinate.
The largest contribution to the integral is generally around the transition state. Since the transition state is generally a state of low density, in many cases the ideal gas law applies to this region which gives an activity coefficient γ(z TS ) ∝ e βU TS with U TS the potential barrier that each molecule acquires when it is at the transition state [See also Equation (A17) of the appendix]. In addition, the fact that the transition state has a low density during the complete course of the reaction, also little variations in the diffusion coefficient are expected: D(z TS , t) ≈ D TS . Under these circumstances the integral becomes independent of time
where A is a frequency factor related to the curvature of the potential barrier at the transition state. We will come back to Equation (41) later on. As we will show, it is exactly this approximation that fails in the case of surface adsorption and, therefore, explains the contradiction between Equation (2) and 4. Finally, we will have to take care for the fact that activities of different phases are generally defined using different reference states. Hence, instead of v * = exp(−βμ • ) 3 we should use the appropriate values v R = exp(−βμ • R ) 3 and v P = exp(−βμ • P ) 3 that are used for the reactant and product state which implies
which finally gives the result of Equation (7): J = k f a R − k r a P , with constants
and the ratio k f /k b corresponds to Equation (9) . Splitting the forward and backward part and setting a R = a ads. and a P = a gas results in Equation (10) .
In the appendix we show how this works for simple three-level system. An important lesson from that analysis is that the theoretical forward rate k f a R and backward rates k r a P are indeed the uncorrelated fluxes. Henceforth, despite that the mathematical derivation involves quite a lot operations with the sole aim to get expressions for the net rate rather than the separate forward or back rates, the theoretical expressions for J f and J r should, in principle, reflect the same fluxes as the ones considered in kinetic models. However, the only microscopic term that is really of dynamical nature are the t(i → j) transition probabilities and everything that depends on these. Therefore, all dynamical properties in the thermodynamic rate equation are somehow adsorbed in the diffusion coefficient D. As we will see, the apparent contradiction between kinetic and thermodynamic rate theory is due to the fact that k f and k b are in fact not constants but depending on θ because the the approximation given in Equation (41) is invalid for adsorption processes.
DIFFUSION AND ACTIVITY COEFFICIENTS AT THE ADSORBENT-GAS INTERFACE
As stated in the previous section, the key assumption that determines the validity of the thermodynamic rate equations (Equation 10) is the approximation of Equation (41). In order to address the validity of Equation (41) for surface adsorption, we need to determine the activity and diffusion coefficient in the whole system, i.e., also on the boundary of the gas-solid interface. For this, we will use the definitions given by Equations (34) and (36). First, we need to derive an expression for τ N ads. ,U ads. N gas ,U gas that is given by Equation (29) τ N ads. ,U ads. N gas ,U gas
where X and Y are descriptions of a state consisting of two layers; an adsorbent layer in contact with a layer of gas, X having {N ads. , N gas − 1} and Y having {N ads. − 1, N gas } molecules in either phase. Now, it is most convenient to use the first expression that includes t(i → j) and assume that for each i ∈ X there is a fixed number of states j ∈ Y with non-zero transition probability t(i → j) with j being a state that is almost identical to state i except for the z coordinate of the target particle. Then, by stating that j t(i → j) is a constant equal to k δt we get τ N ads. ,U ads. N gas ,U gas
and for the diffusion coefficient
where we used again Equation (16), θ = N ads. /M vac , and C site = M vac /V. As a result, we have obtained the interesting conclusion that the diffusion constant depends on the coverage as ∝ √ 1 − θ. The activity coefficient at the interface follows directly from γ gas,ads. = √ γ gas γ ads. and Equations (17)
and hence
Let us now consider Equation (40) for the adsorption process J/(a gas − a ads. ) = z ads.
≈ D gas,ads. γ gas,ads.
This relation is in fact not completely valid since we cannot assume steady state behavior (position independent flux) in the gas phase z ∈ [z ads. + z : z gas ] where the potential is flat. Still it is useful to consider the above equation qualitatively. It shows that for low coverage the system might well behave like the thermodynamic rate equation which implies that the fluxes are proportional to activities. The fluxes mainly depend on the diffusion coefficient in the gas phase. However, when the coverage increases the D gas,ads. /γ gas,ads. −1 always becomes dominant since it grows as 1/(1 − θ).
Since the kinetic models consider simply the fluxes between one phase to the other, we will just consider the fluxes between two layers, one layer of gas and one layer describing the adsorbed state. In other words |z gas − z ads. | = z and therefore J = D gas,ads. γ gas,ads. z (a gas − a ads. )
This implies that for surface adsorption k f = k r = (D gas,ads. /γ gas,ads. z) in Equation (10) and these are not constant but depend on the coverage θ. The generalized equilibrium constant K is unity; since the hydrogens do not dissociate or undergo another type of chemical reaction, we use the same reference chemical potential for product and reactant in Equation (9) . Substitution of the activities of Equations (17) yields the "constants" of Equation (4) as
or after substitution of Equation (48)
This shows that since D gas,ads. ∝ √ 1 − θ and γ gas,ads. ∝ 1/ √ 1 − θ the 1/(1 − θ) dependence of a ads. is exactly cancelled while the missing (1 − θ) dependence of the adsorption flux is exactly compensated. In fact, J a = k a P and
Moreover, k a /k d = βV vac e β|u a | which is in agreement with Equation (18) . The notion that the Langmuir equations do not automatically follow from the standard non-equilibrium thermodynamics approach has been made before by Pagonabarraga and Rubí in Pagonabarraga and Rubi [14] . They state that non-linear relations between fluxes and forces are indispensable to derive the Langmuir equation from thermodynamic rate theory. We are the first to derive these relations from microscopic principles and show that this non-linearity is related to the diffusion and activity coefficients at the solid gas interface for which we can give exact expressions.
CORRELATED FLUXES
We derived that the thermodynamic rate equations and kinetic rate equations are consistent if the right expressions for diffusion and activity coefficients are used. This has the implication that the thermodynamic rate constants are in fact not constant for the cases in which the diffusion and activity coefficients depend on the densities. And in fact, this is exactly the case for a system that behaves according to the Langmuir model. However, we still need to explain the results of Simon et al. [11] who found that kinetic data of hydrogen adsorption simulations agreed with thermodynamic rate equations in which fluxes are simply proportional to activities, i.e., with constants being truly constant. We will reason that measured fluxes contain the reactive flux (which is approximately Langmuirian) but also correlated fluxes. These are basically the particles that approach the adsorbent sufficiently close at a spot that is already occupied by another molecule. Therefore, this particle is repelled back almost instantly into the gas. If we just count all events in which molecules cross a certain threshold distance away from the adsorbent, this process would be considered as adsorption followed by an immediate desorption. Although this is a valid way to measure the net flux (where these processes cancel), we should disregard these correlated events in our theoretical analysis since these do not contribute to the rate of an reaction nor to the diffusion. Now, we will decompose the fluxes for adsorption and desorption that are just based on the distance and not corrected for correlations J dist. a and J dist.
d , into two components: the Langmuir-flux and the correlated-flux
Since each correlated adsorption is directly followed by a desorption, we can write J c a = J c d = J c . We can assume that these bounce-back events occur with a frequency that is proportional to the fraction of occupied sites and the pressure.
Now, if we takek a = k a we reobtain the expression for J a in Equation (4)
and for the desorption we can write
which still looks rather different from Equation (4). However, since Langmuir statistics is conserved, we can simply invert Equation (3) to get pressure as function of θ:
Substitution of this expression into Equation (57) gives
which exactly agrees with the simulation data of Simon et al. [11] and thermodynamic rate theory, Equation (4), with the (false) assumption that k f and k r are constants. Often, there is a large separation in timescales which makes it easy to distinguish between correlated or uncorrelated events. However, there are also cases where this is less obvious. In the next section, we will apply a correlated-flux analysis on the simulation data of Simon et al. [11] based on the residence time at the surface.
HYDROGEN ON GRAPHITE
Finally, we come back to the results of Simon et al. [11] and show that the main disagreement between Langmuir kinetics and the fluxes measured in the simulations is due to the counting of correlated data. We repeated the simulations of Simon et al. [11] using the same parameters. 1 ns NVE simulations consisting of 100, 200, 300, 350, 400, 450, 500, 550, 600, 650, and 700 hydrogen molecules were simulated at an average kinetic energy corresponding to temperature of T = 180 K. The isotherm is given in Figure 2 and shows that it is reasonably well described by the Langmuir model where the surface density equals C ads. (P) = C max θ(P) = C max αP/(1 + αP) with C max being the maximum surface density and α = k a /k d . The fitted Langmuir parameters are C max = 0.034 mmol/m 2 and α = 0.013. The maximum surface density is somewhat larger than the one reported by Simon et al. [11] (≈ 0.015 at 180 K). This might be the effect of small differences in the simulation set-up. Simon et al. used a smaller simulation box which might lead to larger finite size effects. More significant is probably the flexible graphite surface that was used in Simon et al. [11] whereas we adopted a fixed graphite surface. On the other hand, the pressure range in both studies is still very much inside the linear regime of the adsorption isotherm which make it difficult to fit accurately C max (see bottom-right corner of Figure 2) . However, the most important conclusion is that the Langmuir model can be fitted to our data, just like the results of Simon et al. [11] .
In Figure 3 (red line) we show the flux using the same counting strategy of Simon et al. [11] . This implies that a hydrogen is considered adsorbed when it is within 3 Å of the surface. The flux is, hence, measured by counting the molecules crossing the z = 3 Å line. The desorption and adsorption fluxes are equal since we consider a system in equilibrium in which the net flux is zero, but the individual desorption/adsorption flux increases linearly as function of pressure and faster than linearly as function of coverage θ. As argued in previous section, this behavior might be due to correlations that correspond to events that do not settle but are repelled back to the gas phase. In order to quantify the fraction of correlated crossings we examined the distribution of residence times on the surface after an adsorption event. In the case of ideal two-state kinetics, this distribution should be simple exponential P(t) ∝ exp(−kt) with k being the rate constant. In the presence of correlations, we expect the distribution to be a superposition of the ideal distribution and a distribution that is peaked at the small t. Therefore, we assume that we can model this overall time distribution as
where we used the fact that the distribution is normalized. From an accurate estimation of P(t) it is relatively easy to fit k 1 , k 2 and q 2 since in a log(P(t)) vs. t two straight lines should be visible; a first line at small t with slope −k 1 and a second with slope −k 2 . The determination of P(t) is technically a little problematic since it requires to set up bins of finite width describing small timeintervals and creating a histogram by counting the number of residence times for each bin. However, taking a too small bin-size results into spikes since many bins will contain no points at all. Too large bins will result in a graph having a huge first block that contain all correlated crossings and is therefore not so informative. One could think of setting up bins of variable length, but our solution is more convenient. Instead of computing P(t) we compute the integral
The construction of T(t) is much less sensitive to the bin-size similar to the construction of a crossing probability [17] . In Figure 4 we constructed the histogram for T(t) using a bin size of 0.2 ps and the plot looks smooth upto at least 60 ps. The parameters k 2 and q 2 are directly obtained by the slope and intersection of a straight line fitted to the linear part (10 FIGURE 4 | Residence time analysis for the hydrogen adsorption system with 700 hydrogen molecules. This system corresponds to a gas pressure of 89 bar. The insets shows the probability distribution of the residence times that the hydrogens spend on the surface. The main panel shows the integrated curve, Equation (62), that was used to fit the double exponential which are, for this pressure, k 1 = 1.37 and k 2 = 0.106 ps −1 .
ps < t <30 ps) in the log plot. After subtracting this exponential function q 2 exp(−k 2 t)/k 2 from the histogram T(t), the remaining part can be fitted again at the small timescale to obtain k 1 . In Figure 4 we show the graph T(t) obtained from simulations together with the fit. The insets of Figure 4 show the non-integrated time distribution P(t) both in normal-scale and in log-scale together with the fitted double exponential that was obtained from the integrated curve. The two timescales corresponding to correlated and uncorrelated adsorbing events are clearly visible, though they are not completely non-overlapping. Therefore, taking a fixed time, say 5 ps, and assuming that all crossings that remain a shorter time on the surface should be considered as a correlated crossing, won't work very well. Even a significant part of the uncorrelated distribution q 2 exp(−k 2 t) is on this short timescale. In our approach we get a better separation between correlated and uncorrelated crossings when the timescale k
2 are still within one order of magnitude. The fraction of correlations can also be obtained as (k 2 − q 2 )/k 2 which increases more or less linearly with increasing coverage just as expected (see Figure 5) . We can repeat the same analysis on the residence time in the gas phase. Surprisingly, that analysis shows an even stronger separation and a fraction of correlations that is around 80%. The reason for this is that the distance z = 3 Å is still very much inside the potential of attraction. Hence, many particles crossing this line from the adsorbed phase have not enough energy to really escape and quickly fall back to the surface. The fraction of these short time recrossings is therefore more or less constant, independent of coverage and pressure. In fact, it is following an opposite trend with a small decrease in the number of correlations. In our analysis we do not correct for these recrossings. Hence, crossing the z = 3 Å from the lower distance is assumed to be a successful transition to the gas phase. This way of counting makes a consistent story with the Langmuir kinetic model. The calculation of the population correlation function [18, 19] would be a way to account for the multiple correlation events, but that is not the aim of this article. What is important is that k 2 corresponds to the frequency that particles coming from the gas phase become long-lived surface particles. If multiplied with the average number of surface particles, this gives the uncorrelated flux that must be the same for desorption and adsorption. Figure 3 also shows the uncorrelated flux that goes to a constant for increasing pressure which is in agreement with Langmuir kinetics. When considered as function of coverage, the flux is increasing a bit less than linear due to a k 2 that is somewhat smaller at the higher pressures. This is also not illogical since the gas is not an ideal gas. Particles from it will collide with surface atoms that try to escape from surface but are then kicked back without crossing the z = 3 Å line. Hence, our results suggest that the biggest approximation of the Langmuir model for this system lies in the treatment of the gas phase as an ideal gas rather than the neglect of repulsions between adsorbed molecules.
CONCLUSIONS
We have shown that apparent discrepancies between kinetic models and thermodynamic rate models for the description of surface sorption is related to the microscopic definition for the diffusion and activity coefficient at the interface between the gas phase and adsorbed phase. We show that the diffusion coefficient D and the activity coefficient γ depend on the coverage θ of the adsorbent: D ∝ √ 1 − θ and γ ∝ 1/ √ 1 − θ. If the proper expressions are applied in the thermodynamic rate equations for the adsorption and desorption fluxes, these are no longer linearly proportional to the activities. The "constants" that are the proportionality coefficients between the sorption fluxes and corresponding activities depend on D and γ and are, therefore, also dependent on the coverage θ. The resulting equations are identical to the ones derived from kinetic principles. We also analyzed molecular simulation data that showed Langmuirian isotherms, but with adsorption and desorption fluxes that were proportional to the activities of each phase, in agreement with thermodynamic rate theory with constant D and γ. We have interpreted these results by making a distinction between correlated fluxes and uncorrelated fluxes. A molecule approaching the surface might discover that the site on the surface is already occupied after which it is bounced back into the gas phase. This can be counted as an extra adsorption event followed by an extra desorption event. By eliminating the excess of events which have a too short residence time on the surface, one can correct for these correlated recrossings. The final corrected data are more consistent with Langmuir kinetics. Elimination of correlated recrossings is also essential for mapping the microscopic full-atom system on more mesoscopic or macroscopic descriptions in which the dynamics are fully described by diffusion coefficients and rate constants.
The results presented in this article are useful since they connect two classes of theories that so far have been used by different groups independently, sometimes leading to contradicting results. Our approach shows how thermodynamic rate theory can be used when the gradient of the chemical potential is difficult to evaluate due to discontinuities or when the diffusion coefficient is physically not clearly defined. By doing so, the thermodynamic rate theory becomes identical to Langmuir kinetics if the system behaves as an ideal Langmuir model. In addition, it allows to derive more general flux and rate equations since the use of chemical potentials can correct for the non-ideality of matter. For instance, we showed that the adsorption fluxes are not simply proportional to the activities (J a ∝ a gas , J d ∝ a ads. ) but proportional to a more complex expression: J a ∝ (D gas,ads. /γ gas,ads. )a gas , J d ∝ (D gas,ads. /γ gas,ads. )a ads. where D gas,ads. and γ gas,ads. can in principle depend on both surface coverage and gas pressure. This makes it possible to use thermodynamic rate theory for the modeling of transport and chemical reactions in complex systems which are not well described by the Langmuir kinetics.
