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Industrieunternehmen und vernetzte Produktionssysteme sind einer Vielzahl von 
Risiken ausgesetzt, die sich sowohl in den Ursachen als auch in den Auswirkun-
gen unterscheiden (Geldermann et al., 2008). In der Industrie können beispiels-
weise technische Störungen an den Produktionsanlagen und menschliches  
Versagen zu Störungen des Betriebsablaufs führen und so negative ökonomische, 
ökologische und gesellschaftliche Konsequenzen hervorrufen (Wybo, 2006). Er-
eignisse wie das Elbe-Hochwasser 2001, die Angriffe auf das World Trade Center 
2001, der witterungsbedingte Stromausfall im Münsterland 2005 und der Aus-
bruch des Vulkans Eyjafjallajökull im Frühjahr 2010 haben deutlich gemacht, dass 
in der Industrie auch externe Risiken, deren Ursachen ausserhalb des Einflussbe-
reichs der betroffenen Unternehmen liegen, schwerwiegende Folgen nach sich 
ziehen können. 
Externe und in geringerem Maße auch interne Risiken sind in der industriellen 
Produktion dadurch gekennzeichnet, dass es sich um seltene aber plötzlich eintre-
tende und schwer vorhersagbare Ereignisse handelt. Während Risiken, die durch 
unternehmensinterne Ereignisse verursacht werden, durch eine Beseitigung der 
Risikoursache bewältigt werden können, können Ursache und Eintrittwahrschein-
2 1. Einleitung 
lichkeit externer Risiken meist nur in sehr begrenztem Umfang beeinflusst wer-
den. Bei der Bewältigung externer Risiken muss daher die Reduzierung der Risi-
koauswirkung über geeignete Vorsorge- und Notfallmaßnahmen im Mittelpunkt 
stehen (Wolke, 2008). 
Risiken werden in der industriellen Produktion durch physische Schäden an Anla-
gen und Gebäuden, Beeinträchtigungen von Mitarbeitern, Umweltschäden sowie 
durch die Unterbrechung von Produktions- oder Serviceprozessen wirksam.  
Infolge der Störung der leistungswirtschaftlichen Prozesse führen industrielle Ri-
siken so zu Betriebsunterbrechungen, welche negative ökonomische Folgen sowie 
Imageverluste nach sich ziehen können. Des Weiteren können Zusatzkosten, die 
durch die Durchführung von Notfallmaßnahmen, Reparaturmaßnahmen oder die 
Beschaffung von Ersatzanlagen entstehen, sowie soziale oder ökologische Konse-
quenzen die Folge industrieller Risiken sein (Merz et al., 2010; Cash und Moser, 
2000). 
Da Industrieunternehmen über komplexe Wertschöpfungsnetze (im Folgenden als 
Supply Chains bezeichnet) mit einer Vielzahl anderer Unternehmen vernetzt sind, 
können sich die Risiken über sogenannte Kaskadeneffekte auf andere, ursprüng-
lich nicht betroffene Unternehmen auswirken. Kaskadeneffekte in Supply Chains 
führen so sowohl zu einer räumlichen als auch zeitlichen Ausdehnung der indus-
triellen Risikoauswirkungen (Rose und Lim, 2002).  
1.1 Motivation und Problemstellung 
Die Risikosituation von Unternehmen hat sich in der Vergangenheit immer mehr 
verändert, und es ist davon auszugehen, dass in Zukunft gerade externe Risiken in 
der Industrie weiter zunehmen werden (SwissRe, 2009; Flaherty, 2007; Cutter und 
Emrich, 2005; Werner und Lechtenbörger, 2004; Steffen et al., 1999). Zu den Ur-
sachen hierfür zählen beispielsweise die zunehmende Internationalisierung der 
Märkte, die Einführung von Rationalisierungsmaßnahmen in Unternehmen, die 
schnelle technologische Entwicklung von Produktionssystemen und der Klima-
wandel (Oh et al., 2010; Kleindorfer und Saad, 2005; Kremers, 2002). Während 
die technologische Entwicklung, die im Allgemeinen mit einer zunehmenden 
Komplexität und Infrastrukturabhängigkeit der Produktionssysteme verbunden ist, 
sowie die Umsetzung von Rationalisierungsmaßnahmen (z. B. Outsourcing, Sin-
gle-Sourcing, Abbau von Lagerbeständen) zu einer erhöhten Anfälligkeit (Vulne-
rabilität) der Unternehmen führen, werden durch den Klimawandel und die stei-
gende Globalisierung vor allem Art, Ausmaß und Häufigkeit der Risikoursachen 
verändert (Kleindorfer, 2002). 
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Um dieser veränderten Risikosituation Rechnung tragen zu können, wird auch das 
industrielle Risikomanagement, das sowohl die Reduzierung der auf die Industrie 
einwirkenden Risiken als auch die Verringerung der von den Industrieunterneh-
men ausgehenden Risiken zum Ziel hat, weiter an Bedeutung gewinnen (Kremers, 
2002). Das industrielle Risikomanagement ist, wie jeder Managementprozess, von 
einer Vielzahl von Entscheidungen geprägt. Hierzu zählen vor allem Entscheidun-
gen bezüglich der Auswahl und der Implementierung von Risikopräventions- und 
Risikominderungsmaßnahmen (Leitch, 2010; Geldermann et al., 2009).  
Aufgrund der weitreichenden Auswirkungen von industriellen Risiken sowie auf-
grund der vielfältigen Wechselwirkungen der Industrie mit Gesellschaft, Umwelt 
und technischen Systemen (z. B. Infrastruktursystemen) ist es zur Bewältigung 
von industriellen Risiken notwendig, zusätzlich zum Risikomanagement auf Un-
ternehmensebene auch Präventions- und Bewältigungsmaßnahmen auf übergeord-
neter (administrativer) Ebene zu implementieren (Webb et al., 1999; Tierney und 
Nigg, 1995). Das industrielle Risikomanagement auf verschiedenen Ebenen erfor-
dert hierbei die Einbindung zahlreicher Akteure und Experten (NRC, 1996). Dies 
setzt im Rahmen der Entscheidungsprozesse häufig sowohl die Berücksichtigung 
divergierender Präferenzen als auch die Integration unterschiedlicher technischer, 
ökonomischer, ökologischer und sozialer Bewertungskriterien voraus 
(Geldermann et al., 2005; French et al., 2000). 
Das industrielle Risikomanagement kann in die vier iterativen Phasen Risikoiden-
tifizierung, Risikobewertung, Risikobewältigung und Risikoüberwachung unter-
gliedert werden (Purdy, 2010). Da die Risikobewertung, die der Quantifizierung 
potenzieller Risikoauswirkungen und der Bestimmung der Eintrittswahrschein-
lichkeit von Risiken dient, die Informationsgrundlage für Entscheidungen bezüg-
lich der Implementierung von Risikominderungsmaßnahmen liefert (z. B. als 
Grundlage für Kosten-Nutzen-Analysen), kommt dieser Phase des industriellen 
Risikomanagements eine zentrale Bedeutung zu (Purdy, 2010). Zur Bewertung 
industrieller Risiken existiert eine Vielzahl unterschiedlicher Methoden (Tixier et 
al., 2002).  
Um eine angemessene und umfassende Bewertung der Risiken als Ausgangsbasis 
für die Entscheidungsprozesse im industriellen Risikomanagement generieren zu 
können, ist es wichtig, die Bewertungsmethoden sowohl in Anpassung an die E-
bene des Risikomanagements (Unternehmensebene/übergeordnete Ebene) als auch 
entsprechend der Art der betrachteten Risiken (intern/extern) auszuwählen bzw. zu 
entwickeln (Leitch, 2010; UN/ISDR, 2002). 
4 1. Einleitung 
In bislang vorliegenden Arbeiten zum industriellen Risikomanagement werden die 
verschiedenen Risikoarten meist getrennt voneinander betrachtet. Während in ei-
nigen Arbeiten der Umgang mit Prozessrisiken im Mittelpunkt steht (Wang et al., 
2010; Hawley, 2004; Tixier et al., 2002; Zografos et al., 2000), konzentrieren sich 
andere Autoren auf die Analyse und Bewältigung von Supply Chain Risiken 
(Trkman und McCormack, 2009; Schoenherr et al., 2008; Wu et al., 2006; Peck, 
2005; Jüttner, 2005; Kleindorfer und Saad, 2005; Zsidisin et al., 2005b; Norrman 
und Jansson, 2004) oder die Bewertung von Naturrisiken (Runyan, 2006; Yoshida 
und Deyle, 2005; Chang und Falit-Baiamonte, 2003; Webb et al., 2002; Rose und 
Lim, 2002; Webb et al., 1999; Long, 1997; Tierney, 1997; Tierney und Dahlha-
mer, 1997). In einigen Arbeiten liegt der Fokus zudem auf der Analyse der Aus-
wirkungen von Infrastrukturausfällen in der Industrie (Oh et al., 2010; Chang et 
al., 2007; Rose et al., 2007; de Nooij et al., 2003; Chang et al., 2002; Chang et al., 
2001; Rose et al., 1997). Eine Berücksichtigung der zwischen den verschiedenen 
Risiken existierenden Wechselwirkungen z. B. im Rahmen eines integrierten An-
satzes zur Risikoanalyse findet in den existierenden Ansätzen derzeit nicht statt.  
Unabhängig von der Betrachtungsebene ist im industriellen Risikomanagement 
eine prozessorientierte Bewertung der Risiken von Vorteil, da dies die Berück-
sichtigung von Auswirkungsmechanismen und industriespezifischen Einflussfak-
toren ermöglicht. Eine solche Vorgehensweise erleichtert zum einen die direkte 
Ableitung potenzieller Risikopräventions- und Risikominderungsmaßnahmen und 
erhöht zum anderen das Risikoverständnis sowie die Transparenz der getroffenen 
Entscheidungen (Burke, 2009).  
Aufgrund der zunehmenden Komplexität der industriellen Produktion kann es im 
Rahmen der Risikobewertung schwierig sein, die Eintrittswahrscheinlichkeit ver-
schiedener Risiken zu bestimmen und die potenziellen Konsequenzen in monetä-
rer Form abzuschätzen (Kleindorfer, 2002). Für die Entscheidung, ob und in wel-
cher Form Risikominderungsmaßnahmen überhaupt notwendig sind, ist häufig 
jedoch auch eine relative Quantifizierung und der Vergleich verschiedener Risiken 
sinnvoll (Linkov und Ramadan, 2004; Kates und Kasperson, 1983).  
Da bei externen Risiken die Intensität und Eintrittswahrscheinlichkeit der auslö-
senden Ereignisse nur in begrenztem Umfang verändert werden können, hat sich 
im Bereich der Naturrisiken das Konzept der Vulnerabilität, die die Anfälligkeit 
eines Systems gegenüber einer Gefährdung darstellt und so einen wichtigen Teil 
des Schadenspotenzials widerspiegelt, als geeignet erwiesen (Bogardi und Birk-
mann, 2004a). Auf Basis der Vulnerabilitätsanalyse werden im Rahmen des Ma-
nagements von Naturrisiken Entscheidungen über potenzielle Anpassungsmaß-
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nahmen oder die Durchführung tiefergehender Analysen abgeleitet (Wisner et al., 
2004). Da die Vulnerabilität eines Systems (z. B. Objekt, Region) meist von vielen 
multi-dimensionalen Faktoren beeinflusst wird, handelt es sich hierbei um keine 
direkt messbare Größe. 
Indikatorenbasierte Methoden (z. B. Einzelindikatoren, Indikatorensysteme, Indi-
katorenmodelle) werden in verschiedenen Disziplinen zur Operationalisierung von 
komplexen und nicht direkt messbaren Größen eingesetzt (z. B. Innovationsindi-
katoren, Umweltindikatoren, Nachhaltigkeitsindikatoren) (Bell und Morse, 2008; 
Birkmann, 2006a; Esty et al., 2005; Grupp und Mogee, 2004; Huggins, 2003; 
Kleinknecht et al., 2002). Indikatorenbasierte Methoden ermöglichen aufgrund der 
transparenten und prozessorientierten Vorgehensweise ein verbessertes Verständ-
nis der zu analysierenden Größe und stellen ein wichtiges Informations- und 
Kommunikationstool dar. 
Aufgrund der komplexitätsreduzierenden Eigenschaften von Indikatorenmodellen 
werden diese häufig auch zur Risiko- und Vulnerabilitätsanalyse eingesetzt 
(Cutter et al., 2010b; Gall, 2007; Birkmann, 2007; Cardona, 2005; Adger et al., 
2004; Cutter et al., 2003). Die transparente Vorgehensweise bei der Entwicklung 
von Indikatorenmodellen ermöglicht eine prozessorientierte Darstellung von kom-
plexen Risiken sowie die Berücksichtigung der zwischen verschiedenen Risiken 
existierenden Interdependenzen (Nardo et al., 2005b). Im Allgemeinen werden 
Indikatorenmodelle zum Vergleich verschiedener Objekte oder Regionen, zur 
Trendanalyse, zur Frühwarnung sowie zum Vergleich mit Zielvorgaben und Stan-
dards (Benchmarking) herangezogen (Saisana und Tarantola, 2002). 
Im Bereich des Risikomanagements werden indikatorenbasierte Ansätze derzeit 
hauptsächlich zur Quantifizierung der räumlichen Vulnerabilität gegenüber Natur-
gefahren und den Folgen des Klimawandels eingesetzt (Gall, 2007; Dilley et al., 
2005; Cardona, 2005; Wei et al., 2004; Adger et al., 2004; Wisner et al., 2004; 
Cutter, 2003). Die meisten dieser Ansätze dienen der Analyse der sozialen Vulne-
rabilität auf regionaler Ebene; die Analyse der industriellen Vulnerabilität wird 
hingegen bislang kaum beschrieben (Villagrán de Léon, 2006a). Um den Einsatz 
von Indikatoren im Risikomanagement voranzutreiben, fordern die Vereinten Na-
tionen (UN) in ihrem „Hyogo Framework for Action“ jedoch, die Entwicklung 
neuer Indikatoren zur Risiko- und Vulnerabilitätsanalyse zu verfolgen und auf 
weitere Risikodimensionen wie z. B. das industrielle Risiko gegenüber indirekten 
Schäden auszuweiten (UN/ISDR, 2005). 
6 1. Einleitung 
1.2 Zielsetzung, Vorgehensweise und Aufbau der Arbeit 
Aufgrund der komplexen Vernetzung moderner Produktionssysteme und der Zu-
nahme externer Gefährdungen (z. B. Infrastrukturausfälle, terroristische Anschlä-
ge, extreme Naturereignisse) hat die Bedeutung externer Risiken in der industriel-
len Produktion zugenommen. Externe Risiken können in betroffenen Unterneh-
men zu schwerwiegenden ökonomischen Schäden führen, die besonders durch die 
Unterbrechung von Material- und Informationsflüssen hervorgerufen werden. Im 
Rahmen eines umfassenden Managements externer Risiken sollte daher neben der 
Analyse von direkten physikalischen Schäden, insbesondere das Ausmaß der indi-
rekten Risikoeffekte (z. B. durch Betriebsunterbrechungen) quantifiziert und be-
wertet werden. Um zudem eine Informationsgrundlage für Entscheidungen im 
Risikomanagement auf übergeordneter Ebene zu generieren, sollte bei der Risiko-
bewertung nicht nur das Risiko einzelner Industrieunternehmen, sondern auch die 
räumliche Verteilung der industriellen Risiken erfasst werden. 
Hauptziel dieser Arbeit ist es daher, eine Methode zur Bewertung von externen 
Risiken in der industriellen Produktion zu entwickeln, die die Erfassung von indi-
rekten Risikoeffekten und die Bestimmung der räumlichen Verteilung der exter-
nen industriellen Risiken ermöglicht. Da bei externen Risiken die Risikoursache 
im Rahmen des Risikomanagements kaum zu beeinflussen ist und die Kenntnis 
der Vulnerabilität als intrinsische Seite des Risikos eine wichtige Informations-
grundlage für Entscheidungen im Risikomanagement darstellt, liegt der Fokus der 
entwickelten Bewertungsmethodik auf der Analyse der industriellen Vulnerabili-
tät.  
Um die industrielle Vulnerabilität auf räumlicher Ebene zu quantifizieren und da-
bei sowohl Wechselwirkungen zwischen verschiedenen externen Risiken als auch 
industriespezifische Auswirkungsmechanismen zu berücksichtigen, wird in der 
vorliegenden Arbeit eine zweistufige, indikatorenbasierte Methodik zur Vulnera-
bilitätsanalyse entwickelt. Hierbei wird in einem ersten Schritt die Vulnerabilität 
von Industriesektoren gegenüber indirekten Schäden über ein hierarchisches Indi-
katorenmodell operationalisiert und in relativer Form quantifiziert. Anschließend 
wird in einem zweiten Schritt eine Regionalisierungsmethode entwickelt, die es 
ermöglicht, die über das Indikatorenmodell bestimmten sektorspezifischen Vulne-
rabilitätsindizes auf die räumliche Ebene zu verteilen.  
Der Schwerpunkt der Arbeit liegt hierbei auf der Entwicklung der indikatorenba-
sierten Methodik, die abschließend in einem Anwendungsbeispiel zur industriellen 
Vulnerabilitätsanalyse eingesetzt wird. Hierbei werden sowohl die Analyse der 
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Abhängigkeiten zwischen den Indikatoren als auch die Quantifizierung von Unsi-
cherheiten in Indikatorenmodellen berücksichtigt.  
Um die beschriebenen Ziele der Arbeit umzusetzen und eine indikatorenbasierte 
Methodik zur Analyse der regionalen industriellen Vulnerabilität gegenüber indi-
rekten Schäden zu entwickeln, gliedert sich die Arbeit folgendermaßen: 
Kapitel 2 dient der Beschreibung eines integrierten Risikokonzepts. Hierbei wer-
den Risikokonzepte, die in verschiedenen Disziplinen zum Einsatz kommen, er-
läutert und als Ausgangsbasis für die Bewertung externer industrieller Risiken in 
einem integrierten Risikokonzept zusammengeführt. Um eine transparente Über-
tragung von Ansätzen aus anderen Bereichen der Risikoforschung auf das indus-
trielle Risikomanagement zu ermöglichen, werden zentrale Begriffe definiert und 
gegeneinander abgegrenzt. 
Im ersten Teil von Kapitel 3 wird die Entstehung industrieller Risiken erläutert 
und es wird eine Klassifizierung der verschiedenen industriellen Risiken vorge-
nommen. Als Ausgangsbasis für die Ableitung von industriespezifischen Vulnera-
bilitätsfaktoren werden anschließend die Auswirkungen von externen Risiken in 
der industriellen Produktion analysiert. Der zweite Teil dieses Kapitels widmet 
sich dem industriellen Risikomanagement. Hierbei werden insbesondere die Vor- 
und Nachteile von Methoden zur Risikobewertung erörtert. Darauf aufbauend 
wird erläutert, wie die Quantifizierung der Vulnerabilität zur Bewertung externer 
industrieller Risiken eingesetzt werden kann. 
Als Basis für die Entwicklung eines hierarchischen Indikatorenmodells zur Analy-
se der Vulnerabilität verschiedener Industriesektoren gegenüber indirekten Risi-
koeffekten werden in Kapitel 4 die Ziele und Rahmenbedingungen der industriel-
len Vulnerabilitätsanalyse sowie allgemeine Grundlagen indikatorenbasierter Me-
thoden beschrieben. Nach einer Erläuterung der Anforderungen an Indikatoren-
modelle zur Vulnerabilitätsanalyse und der Vorstellung der in diesem Bereich bis-
lang existierenden Methoden wird die methodische Vorgehensweise, die zur Ent-
wicklung des hierarchischen Indikatorenmodells auf Sektorenebene eingesetzt 
wird, vorgestellt. Anschließend werden auf Basis des zuvor entwickelten Vulnera-
bilitätskonzepts Faktoren, die die Anfälligkeit von Industriesektoren gegenüber 
indirekten Schäden bei Naturkatastrophen beeinflussen, identifiziert und zum 
Aufbau des hierarchischen Indikatorenmodells zur Vulnerabilitätsanalyse heran-
gezogen. Eine kritische Beleuchtung des Einsatzes von Indikatorenmodellen zur 
Vulnerabilitätsanalyse und das Aufzeigen von potenziellen inhaltlichen und me-
thodischen Schwächen runden das Kapitel ab. 
8 1. Einleitung 
In Kapitel 5 werden sowohl Methoden, die eine Analyse der Abhängigkeiten zwi-
schen den Indikatoren ermöglichen, als auch Ansätze zur Quantifizierung ver-
schiedener Arten von Unsicherheiten in hierarchischen Indikatorenmodellen ent-
wickelt. Im ersten Teil wird nach der Beschreibung verschiedener statistischer 
Methoden die expertenbasierte DEMATEL1-Analyse, die die Analyse kausaler 
Beziehungsstrukturen ermöglicht, vorgestellt. Des Weiteren wird die Fuzzy-
DEMATEL-Analyse, die die DEMATEL-Analyse mit Ansätzen der Fuzzy-Logik 
kombiniert, weiterentwickelt und eingesetzt, um so der Unschärfe von Experten-
einschätzungen Rechnung zu tragen. Um die Beziehungsstruktur der Indikatoren 
bei der Entwicklung von hierarchischen Indikatorenmodellen zu berücksichtigen 
und die existierenden Abhängigkeiten auszugleichen, werden Methoden entwi-
ckelt, über die sowohl statistische als auch kausale Abhängigkeiten in quantitati-
ver Form in die indikatorenbasierte Vulnerabilitätsanalyse integriert werden kön-
nen. Im zweiten Teil dieses Kapitels werden nach einer Klassifizierung verschie-
dener Arten von Unsicherheiten Methoden zur Quantifizierung und Darstellung 
von diesen aufgezeigt. 
Entsprechend der in Kapitel 4 und 5 beschriebenen methodischen Vorgehensweise 
wird in Kapitel 6 das entwickelte Indikatorenmodell im Rahmen eines Anwen-
dungsbeispiels zur Analyse der industriellen Vulnerabilität in Baden-Württemberg 
eingesetzt. Nach der Bestimmung der Indikatorenwerte auf Basis statistischer Da-
ten wird die Integration der Ergebnisse der Abhängigkeitsanalyse sowie die Zu-
sammenfassung der Indikatoren zu einem Gesamtindex erläutert. Anschließend 
werden die Ergebnisse der Vulnerabilitätsanalyse für die im Anwendungsbeispiel 
untersuchten Industriesektoren (auf Ebene von Wirtschaftsabteilungen gemäß der 
WZ 03, vgl. (Statistisches Bundesamt, 2003) beschrieben und diskutiert. Zur 
Quantifizierung der Unsicherheiten werden auf Ebene der Industriesektoren Sensi-
tivitätsanalysen hinsichtlich der Variation verschiedener Modellparameter und -
konfigurationen durchgeführt. Ausgehend von der für das Anwendungsbeispiel 
bestimmten sektorspezifischen Vulnerabilität wird im nachfolgenden Abschnitt 
dieses Kapitels die regionale Vulnerabilität auf Landkreisebene über einen neu 
entwickelten Regionalisierungsansatz bestimmt. Abschließend werden die Ergeb-
nisse des Anwendungsbeispiels diskutiert und Implikationen für das industrielle 
Risikomanagement abgeleitet. 
Kapitel 7 fasst die zentralen Aspekte der im Rahmen der Arbeit entwickelten Me-
thoden sowie die wesentlichen inhaltlichen Erkenntnisse bezüglich der industriel-
len Vulnerabilität gegenüber indirekten Effekten durch externe Risiken zusam-
                                                 
1 Decision Making Trial and Evaluation Laboratory Method (Fontela und Gabus, 1976) 
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men. Hierbei werden Vor- und Nachteile der entwickelten Methodik sowie der 
Beitrag der Arbeit zum betrachteten Forschungsgebiet aufgezeigt. Des Weiteren 
werden mögliche zukünftige Forschungsfragen im Bereich des industriellen Risi-
komanagements identifiziert, und es wird ein Ausblick auf potenzielle Weiterent-

























Entwicklung eines integrierten Risikokonzeptes 
Das Risiko ist Betrachtungsgegenstand diverser Wissenschaftsdisziplinen wie 
beispielsweise der Wirtschafts-, Natur- und Ingenieurswissenschaften (Werner, 
2004; Kremers, 2002; Hölscher, 1987). In den verschiedenen Disziplinen werden 
der Risikobetrachtung unterschiedliche Risikokonzepte zu Grunde gelegt, und es 
kommen, je nach Art der untersuchten Risiken, voneinander abweichende Beg-
riffsdefinitionen zum Einsatz (Imboden, 1983). Ebenso unterscheiden sich die 
betrachteten Komponenten des Risikos und deren inhaltliche Verknüpfung 
(Banse und Bechmann, 1998).  
In der industriellen Produktion werden verschiedene Risikoarten (vgl. Kap 3.2) 
aus unterschiedlichen Blickwinkeln und meist getrennt voneinander betrachtet. 
Während sich eine Vielzahl wissenschaftlicher Arbeiten mit dem Management 
von operativen Prozessrisiken (z. B. Verfahrensrisiken, Umweltrisiken) oder 
Finanzrisiken befasst, stehen in anderen Arbeiten der Umgang mit Naturrisiken, 
die Analyse von Infrastrukturrisiken oder die Untersuchung von Supply Chain 
Risiken im Mittelpunkt. Industrielle Risiken können sowohl auf Unternehmens-
ebene als auch räumlich verteilt (z. B. in Wertschöpfungsnetzen oder gesamt-
12  2. Entwicklung eines integrierten Risikokonzepts 
ökonomisch) wirksam werden (vgl. Kap 3.3). Daher werden in den verschiede-
nen Fachgebieten zudem unterschiedliche Betrachtungsebenen gewählt. 
Da zwischen verschiedenen Risiken jedoch ein enger Zusammenhang besteht 
und sich gerade in der Industrie Risiken aufgrund von Wechselwirkungen ge-
genseitig beeinflussen können, sollte zur Bewertung industrieller Risiken ein 
integrierter Ansatz herangezogen werden, in dem die Herangehensweisen ver-
schiedener Fachbereiche einbezogen und miteinander verknüpft werden. Des 
Weiteren sollten bei räumlichen Risikoanalysen neben den übergeordneten Risi-
koauswirkungen (z. B. gesamtökonomischen Auswirkungen) auch die Prozesse, 
die auf Unternehmensebene wirksam werden, berücksichtigt werden, um so eine 
prozessorientierte Herangehensweise zu gewährleisten (Hossini, 2008). 
Um im Rahmen der Arbeit verschiedene Ansätze des industriellen Risikomana-
gements mit Methoden der räumlichen Risikoanalyse (z. B. bei Naturrisiken, 
Terrorrisiken, Risiken des Klimawandels) sowie mit versicherungswissenschaft-
lichen Ansätzen kombinieren zu können, wird im Folgenden als Grundlage für 
die Bewertung von industriellen Risiken auf verschiedenen Ebenen ein interdis-
ziplinäres Risikokonzept erarbeitet. Hierzu werden wesentliche Begriffsdefiniti-
onen herausgearbeitet und zentrale Risikokomponenten identifiziert und zuein-
ander in Beziehung gesetzt.  
2.1 Risiko 
Da der Risikobegriff sowohl von der Disziplin, in der er verwendet wird, als 
auch von der konkret zu Grunde liegenden Problemstellung bestimmt wird, exis-
tiert in der Literatur keine einheitliche Begriffsdefinition (Bertsch, 2008; Plapp, 
2004; Banse und Bechmann, 1998). Vielmehr kommen in den verschiedenen 
Disziplinen verschiedenste Definitionen zum Einsatz, die selbst innerhalb der 
Forschungsbereiche nicht immer einheitlich gebraucht werden (Wolke, 2008).  
Im Allgemeinen wird der Risikobegriff mit einer negativen Bedeutung assoziiert 
und kann als die Möglichkeit einer ungünstigen künftigen Entwicklung interpre-
tiert werden (Eggemann und Konradt, 2000). Sowohl in den Wirtschafts- als 
auch in den Natur- und Ingenieurswissenschaften wird meist ein probabilisti-
scher Risikobegriff verwendet, der das Risiko über eine Eintrittswahrscheinlich-
keit eines (meist) negativen Ereignisses beschreibt.  
In den Wirtschaftswissenschaften wird das Unternehmensrisiko als möglicher 
Verlust oder als Abweichung von den Unternehmenszielen, die durch das Miss-
lingen von Leistungen aufgrund nicht beeinflussbarer oder erwarteter Ereignisse 
2.1 Risiko  13 
 
begründet ist, definiert (Wolke, 2008; Kremers, 2002; Imboden, 1983). Der Ver-
lust kann hierbei das Vermögen, die Liquidität oder den Gewinn eines Unter-
nehmens betreffen (Wolf, 2000). Die Zielabweichung kann neben monetären 
Aspekten aber auch noch andere Zielgrößen wie beispielsweise die Qualität der 
Produkte oder die Nachhaltigkeit der Unternehmensabläufe betreffen. In der in-
dustriellen Produktion spielen neben wirtschaftlichen Risiken besonders techni-
sche Risiken eine entscheidende Rolle (Bertsch, 2008). Unter technischen Risi-
ken werden meist technische Störungen des Produktionsprozesses oder generell 
das Nicht-Vorhandensein von Prozesssicherheit verstanden (Hoffmann und 
Neumann, 2009; Hahn, 1987). Ursachen dieser Risiken können entweder intern 
im Produktionsprozess selbst zu finden sein oder von außen auf das Unterneh-
men einwirken (vgl. Risikoarten Kap. 3.2).  
Da das Risikomanagement mit der Bewältigung und Steuerung negativer Risi-
koauswirkungen befasst ist, wird meist nur die negative Seite des Risikos, also 
das Risiko im engeren Sinne betrachtet (Lück et al., 2002). Der Chancenaspekt, 
der im Risiko im weiteren Sinne mit enthalten ist, ist dagegen bei den meisten 
externen Risiken nur sehr gering oder gar nicht vorhanden, so dass diese meist 
nicht berücksichtigt werden (Mikus, 2001). Die Betrachtung ausschließlich ne-
gativer Auswirkungen wird auch asymmetrisches Risiko genannt. Das Risiko, 
das die Chancen von Gewinnen mit einbezieht, bezeichnet man entsprechend 
auch als symmetrisches Risiko (Rogler, 2002). 
Im Allgemeinen kann der Risikobegriff  ausgehend von zwei verschiedenen 
Ansatzpunkten  sowohl ursachen- als auch wirkungsbezogen interpretiert wer-
den (Kaplan und Garrick, 2006). Der ursachenbezogene Risikobegriff stellt die 
Unsicherheit zukünftiger Entwicklungen aufgrund des Eintritts schwer vorher-
sagbarer Ereignisse in den Mittelpunkt der Betrachtung. Hierbei wird davon 
ausgegangen, dass eine Menge möglicher Ereignisse in der Zukunft existiert und 
jedes diese Ereignisse mit einer bestimmten, jedoch nicht immer bekannten 
Wahrscheinlichkeit eintreten kann (Kremers, 2002). Beim wirkungsbezogenen 
Risikobegriff stehen dagegen die Auswirkungen des Risikos im Zentrum der Be-
trachtung. Da auch hier meist die ungünstigen Entwicklungen berücksichtigt 
werden, wird die wirkungsbezogene Komponente eines Risikos über den Grad 
der negativen Abweichung von den gesetzten Zielen bewertet (Helten et al., 
2000). 
Die hier beschriebenen Interpretationsansätze schließen sich gegenseitig jedoch 
keinesfalls aus und können im allgemeinen Risikobegriff basierend auf einer 
Ursachen-Wirkungsbeziehung kombiniert werden. Dies spiegelt sich auch in der 
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(versicherungs-) mathematischen Formulierung des Risikos Rn als Produkt der 
Eintrittswahrscheinlichkeit pn eines Ereignisses n und dem Schadensausmaß 
(Ausmaß der Auswirkungen) Sn wieder (Gundel und Mülli, 2009; Hoffmann und 
Neumann, 2009; Kremers, 2002): 
         Rn = pn * Sn [1] 
Der so berechnete Erwartungswert eines Risikos kommt in vielen Disziplinen 
(zum Teil mit kleinen Veränderungen und Spezifizierungen) bei der Bewertung 
von Risiken zum Einsatz (Plate, 2001). 
In den Risikowissenschaften hat die zukünftige Entwicklung, besonders als Er-
gebnis von getroffenen Entscheidungen, eine zentrale Bedeutung, daher besteht 
eine enge Verknüpfung zur Entscheidungstheorie (Mikus, 2001; Keitsch, 2000). 
In der Entscheidungstheorie wird der Risikobegriff explizit gegen den Begriff 
Unsicherheit abgegrenzt (Laux, 2005). Nach Knight ist sowohl bei Entscheidun-
gen unter Risiko als auch bei Entscheidungen unter Unsicherheit die tatsächliche 
künftige Entwicklung ungewiss (Knight, 1921). Während bei Entscheidungen 
unter Risiko dem Entscheider die Wahrscheinlichkeitsverteilung möglicher Aus-
gänge vorliegt, ist diese bei Entscheidungen unter Unsicherheit nicht bekannt. 
Auch im Bereich der raumbezogenen Risikoanalyse (z. B. Quantifizierung von 
Naturrisiken) wird meist ein probabilistischer Risikoansatz gewählt, in dem das 
Risikoausmaß durch die Eintrittswahrscheinlichkeit eines Extremereignisses und 
dem dadurch verursachten Schadensausmaß (negative Auswirkungen) bestimmt 
wird (Smith, 1996; Helm, 1996). Hierbei wird die Wahrscheinlichkeitskompo-
nente über die Häufigkeit einer Gefährdung (Hazard) (einer bestimmten Intensi-
tät) und das Schadensausmaß meist über die Vulnerabilität des betrachteten Ob-
jektes beschrieben, so dass sich das Gesamtrisiko als Funktion dieser beiden 
Komponenten darstellen lässt (UNDP, 2004; Crichton, 1999):  
R = f (Gefährdung, Vulnerabilität) [2] 
Villagrán de Léon definiert eine Gefährdung als die Wahrscheinlichkeit oder 
Möglichkeit eines Extremereignisses mit einer bestimmten Intensität in einer 
bestimmten Region zu einer bestimmten Zeit (Villagrán de Léon, 2006b). Eine 
Gefährdung kann hierbei natürliche (z. B. Sturm, Hochwasser, Erdbeben), tech-
nologische (z. B. Explosionen, Brandereignisse, Gefahrstofffreisetzung), sozio-
natürliche (z. B. Klimawandel, Pandemie) und anthropogene (z. B. Terroran-
schläge, Sabotage) Ursachen haben. 
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Die Beschreibung des Schadenausmaßes hängt von der genauen Definition der 
Vulnerabilität ab. Während sich zum Beispiel gemäß der Definition des United 
Nations Development Programme (UNDP) das Katastrophenrisiko nur aus Ge-
fährdung und Vulnerabilität zusammensetzt (vgl. Formel [2]) (UNDP, 2004), 
beziehen andere Autoren weitere Elemente wie beispielsweise die Exposition 
(„exposure“) (Dilley et al., 2005; Crichton, 1999) oder „die dem Risiko ausge-
setzten Elemente“ („elements at risk“) (Alexander, 2000; Granger et al., 1999) 
in die Risikoabschätzung mit ein. Weitere Elemente, die in die Berechnung der 
Schadenskomponente des Risikos mit einfließen können, sind die Bewältigungs-
kapazität („coping capacity“) oder die Resilienz („resiliency“) des betrachteten 
Systems (Villagrán de Léon, 2006b; Hahn, 2003). Diese Elemente sind in der 
Formulierung des ISDR jedoch nicht vernachlässigt, sondern per Definition be-
reits in der Vulnerabilität enthalten. Eine genaue Erläuterung der Vulnerabilität 
wird in Kap. 2.2 vorgenommen. 
Trotz der verschiedenen Begriffsdefinition in den unterschiedlichen Disziplinen 
können in den Risikobetrachtungen viele Überschneidungen gefunden werden 
(z. B. die Wahrscheinlichkeits- und die Auswirkungskomponente). Zudem bietet 
es sich an, als Grundlage für die Quantifizierung von externen Risiken in der 
industriellen Produktion Spezifizierungen aus verschiedenen Fachdisziplinen 
(z. B. Quantifizierung von Naturrisiken auf räumlicher Ebene) miteinander zu 
verknüpfen. Im weiteren Verlauf der vorliegenden Arbeit wird daher zur Ab-
schätzung von externen Risiken in der industriellen Produktion das Konzept der 
Vulnerabilität in die Risikodefinition integriert. Dies ermöglicht es beispielswei-
se zu berücksichtigen, inwiefern das Schadensausmaß von der Empfindlichkeit, 
Abhängigkeit und Widerstandsfähigkeit der Produktionsanlagen und -prozesse 
beeinflusst wird. Aussagen zur Vulnerabilität liefern hierbei also einen wichtigen 
Beitrag zur Bewertung von Risiken und unterstützen aufgrund der prozessorien-
tierten Herangehensweise das Verständnis der zu Grunde liegenden Risikoaus-
wirkungen sowie die Identifizierung von Schwachstellen. Um das Konzept der 
Vulnerabilität zur industriellen Risikoanalyse heranziehen zu können, werden im 
Folgenden die in der Literatur beschriebenen Begriffsdefinitionen erläutert und 
hinsichtlich der Anwendung in der industriellen Risikoanalyse modifiziert. 
2.2 Vulnerabilität als Teil des Risikos 
Die Vulnerabilität eines Elementes kann als die intrinsische Seite des Risikos 
verstanden werden (Thywissen, 2006; Birkmann, 2006c; Cardona, 2004). Ähn-
lich wie beim Risikobegriff existiert auch für den Begriff Vulnerabilität keine 
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einheitliche Definition, da er in vielen verschiedenen Disziplinen Anwendung 
findet und stark durch die jeweiligen Anforderungen und Problemstellungen ge-
prägt wird (Villagrán de Léon, 2006b; Bogardi und Birkmann, 2004b; Weichsel-
gartner, 2001). Generell wird der Begriff in den meisten Disziplinen zur Be-
schreibung der Anfälligkeit, der Verwundbarkeit oder des möglichen Schadens-
potenzials von Objekten verwendet (Gall, 2007; Mitchell, 1989). 
Ursprünglich ist der Vulnerabilitätsbegriff in den Sozialwissenschaften entstan-
den (Birkmann, 2006c), wird aber seit den frühen 1970-er-Jahren besonders im 
Bereich der raumbezogenen und objektbezogenen Betrachtung von Naturrisiken 
(Schneiderbauer und Ehrlich, 2004) eingesetzt. In den vergangenen Jahren fand 
der Begriff zudem im Bereich der Nachhaltigkeitsforschung und bei der Ab-
schätzung der Folgen des Klimawandels Eingang (Gallopín, 2006; Adger, 2006). 
Im Rahmen des Risikomanagements kommt der Bestimmung der Vulnerabilität 
eine besondere Bedeutung zu, da sie als Teil der Risikoanalyse den Ausgangs-
punkt für eine effektive Risikoreduktion darstellt (Birkmann und Wisner, 2006). 
Die Vulnerabilitätsanalyse ermöglicht es, die dem Risiko zu Grunde liegenden 
Prozesse zu verstehen, Einflussfaktoren zu identifizieren und dadurch mögliche 
Schwachstellen zu ermitteln (Hossini, 2008).  
Um eine strukturierte Vulnerabilitätsanalyse durchführen zu können, sind eine 
präzise Definition des Begriffes und die Entwicklung eines theoretischen Vulne-
rabilitätskonzepts (conceptual framework) eine grundlegende Voraussetzung 
(Birkmann, 2006c; Cutter, 2001). Die Beschreibung der Vulnerabilität im Rah-
men eines theoretischen Konzeptes stellt aufgrund der Vielfältigkeit und Kom-
plexität der der Vulnerabilität zu Grunde liegenden Prozesse eine große Heraus-
forderung dar (Twigg, 2001). Bei der Entwicklung eines theoretischen Vulnera-
bilitätskonzepts sollten sowohl das Ziel der Analyse als auch die Betrachtungs-
ebene berücksichtigt werden (Thywissen, 2006).  
Im Folgenden wird aus den Ansätzen verschiedener Disziplinen ein abstraktes 
Vulnerabilitätskonzept abgeleitet, das zur Identifizierung von industriespezifi-
schen Vulnerabilitätsfaktoren und damit zur Bewertung industrieller Risiken 
herangezogen werden kann. Einen geeigneten Ausgangspunkt stellen hierbei die 
Vulnerabilitätskonzepte aus dem Bereich der Naturrisiken dar. 
In den in der Literatur beschriebenen Ansätzen findet derzeit keine einheitliche 
Definition des Vulnerabilitätsbegriffs Verwendung (Cutter, 2003). Im Bereich 
der Quantifizierung von Naturrisiken und anderen räumlich auftretenden Risiken 
(z. B. Klimawandel, Terrorismus) wird die Vulnerabilität als eine Funktion der 
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Empfindlichkeit (sensitivity) bzw. der (Schadens-)Anfälligkeit (susceptibility) 
eines Systems beschrieben (Thywissen, 2006). Die UN/ISDR definiert die Vul-
nerabilität in Bezug auf Naturrisiken als  
„eine Menge von Rahmenbedingungen und Prozessen, die ausgehend 
von verschiedenen physikalischen, sozialen, ökonomischen und ökolo-
gischen Einflussfaktoren, die Anfälligkeit eines Systems bestimmen“ 
(eigene Übersetzung).  
Ebenso kann die Vulnerabilität als die 
„Prädisposition eines Elements oder eines Systems verletzlich/anfällig 
gegenüber einer Gefährdung zu sein“ (eigene Übersetzung)  
















Abbildung 1: Komponenten und Dimensionen der (raumbezogenen) Vulnerabilität 
(nach Hossini, 2008) 
Aufgrund der Vielschichtigkeit und Komplexität der Vulnerabilität und der ihr 
zu Grunde liegenden Einflussfaktoren müssen bei der Entwicklung eines Vulne-
rabilitätskonzepts sowohl verschiedene Komponenten und Dimensionen als auch 
die Betrachtungsebene berücksichtigt werden (vgl. Abbildung 1) (Villagrán de 
Léon, 2006b).  
Zentrale Komponenten in nahezu allen in der Literatur verwendeten Vulnerabili-
tätsdefinitionen sind die Fragilität (Anfälligkeit) (susceptibility/fragility) oder 
Empfindlichkeit (sensitivity) eines betrachteten Systems (z. B. Objekt oder Regi-
on) (Thywissen, 2006). Während beispielsweise Dilley et al. und Hahn et al. die 
Exposition (exposure) der Elemente nicht zusätzlich mit in die Vulnerabilität 
einbeziehen (Dilley et al., 2005; Hahn, 2003), ist diese in den meisten anderen 
Begriffsdefinitionen enthalten (Hossini, 2008; Birkmann und Wisner, 2006; 
White et al., 2005; Turner et al., 2003; Alexander, 2000). Unter der Exposition 
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(exposure) wird hierbei meist die Anzahl oder der Wert der vom Risiko betrof-
fenen Elemente verstanden, so dass dies die räumliche Komponente der Vulne-
rabilität darstellt. Sowohl Chambers als auch Bohle bezeichnen die Fragilität 
und Empfindlichkeit als interne und die Exposition als externe Komponenten der 
Vulnerabilität (Bohle, 2001; Chambers, 1989). Während die Fragilität eines Sys-
tems zur Erhöhung der Vulnerabilität beiträgt, wird diese durch die Resilienzei-
genschaften eines Systems reduziert (Paton et al., 2000). Zusätzlich zur Fragili-
tät und Exposition können jedoch auch weitere Komponenten die Vulnerabilität 
eines Elements mitbestimmen. Da die tatsächlichen Schadensauswirkungen ei-
nes Risikos beispielsweise auch von der Bewältigungskapazität (coping capaci-
ty) und der Resilienz (resilience) beeinflusst werden (vgl. Kapitel 2.3), werden 
diese von einigen Autoren bereits in die Vulnerabilitätsdefinition mit einbezo-
gen, so dass sich die Vulnerabilität eines Systems aus einer Funktion der Fragili-
tät, Resilienz und Exposition ergibt und für den Verlauf der vorliegenden Arbeit 
über folgende Zusammenhänge definiert wird: 
V = f (Fragilität, Resilienz, Exposition) [3] 
Je nach Fokus der durchgeführten Vulnerabilitätsanalyse können zur Bestim-
mung der Vulnerabilität eines Systems (Objekt oder Region) verschiedene in-
haltliche Dimensionen berücksichtigt werden (vgl. Abbildung 1). Im Rahmen 
von ingenieurwissenschaftlichen Vulnerabilitätsbetrachtungen wird meist nur die 
technisch-physikalische (strukturelle) Dimension der Vulnerabilität betrachtet. 
Hierbei kann die Vulnerabilität über empirisch ermittelte Fragilitätskurven (auch 
Vulnerabilitätskurven genannt) bestimmt und in Form von Schadensraten quanti-
fiziert werden (Messner und Meyer, 2005). Die Vulnerabilität von Systemen 
wird aber nicht nur von der strukturellen Dimension, auch von funktionellen An-
fälligkeiten bestimmt, die die Ausfallwahrscheinlichkeit und Funktionsfähigkeit 
maßgeblich beeinflussen (Wilches-Chaux, 1993). Bei einer raumbezogenen 
Vulnerabilitätsanalyse spielen zudem ökonomische, soziale und ökologische 
Aspekte eine Rolle, so dass auch diese Dimensionen mit in die Bewertung der 
Vulnerabilität einbezogen werden sollten (UN/ISDR, 2004). In vielen Arbeiten 
zur räumlichen Vulnerabilitätsanalyse liegt der Fokus auf der Analyse der öko-
nomischen, sozialen und ökologischen Vulnerabilität der Gesellschaft. Dies 
spiegelt die enge Verbindung des Vulnerabilitätskonzepts zur Nachhaltigkeits-
wissenschaft wieder (Villagrán de Léon, 2006b; Birkmann, 2006c). Im Bereich 
der ökonomischen Dimension werden hier jedoch meist makroökonomische Zu-
sammenhänge berücksichtigt. Eine Integration industriespezifischer Aspekte 
findet hierbei nicht statt. 
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Neben den unterschiedlichen Komponenten und Dimensionen spielt auch die 
Betrachtungsebene eine entscheidende Rolle bei der Bestimmung der Vulnerabi-
lität. Im Bereich industrieller Risiken können sowohl einzelne Objekte (Produk-
tionsanlagen Standorte, Unternehmen oder Sektoren) als auch räumliche Syste-
me (z. B. Regionen oder Wertschöpfungsnetzwerte) Betrachtungsobjekt der 
Vulnerabilitätsanalyse sein. Da sich die dem Risiko zu Grunde liegenden Pro-
zesse und Auswirkungen auf den verschiedenen Ebenen stark unterscheiden, 
müssen für jede Ebene spezifische Vulnerabilitätsfaktoren identifiziert und im 
Rahmen der Vulnerabilitätsanalyse quantifiziert werden. Zur Bestimmung der 
Vulnerabilität höherer Ebenen ist es daher nicht ausreichend Vulnerabilitäten 
geringerer Aggregationsebenen zusammenzufassen, da auf höherer Ebene meist 
zusätzliche Faktoren mit berücksichtigt werden müssen (Wisner et al., 2004).   
Im Bereich der raumbezogenen Vulnerabilitätsanalyse gegenüber Naturrisiken 
und anderen räumlich auftretenden Risiken existieren in der Literatur diametral 
verschiedene Meinungen darüber, ob die Vulnerabilität eines Systems auch von 
der Art der Gefährdung abhängt. Während beispielsweise Chambers, Bohle, Al-
wang et al. und Pelling die Vulnerabilität als von der Art der Gefährdung unab-
hängige Eigenschaft eines Systems ansehen (Pelling, 2003; Alwang et al., 2001; 
Bohle, 2001; Chambers, 1989), gehen andere Autoren davon aus, dass es sich 
bei der Vulnerabilität um eine gefährdungsabhängige Eigenschaft handelt und je 
nach Gefährdungstyp (z. B. Erdbeben, Sturm etc.) unterschiedliche Faktoren die 
Vulnerabilität beeinflussen (Villagrán de Léon, 2006b; Dilley et al., 2005). Bei 
der Analyse der industriellen Vulnerabilität sollte hierbei berücksichtigt werden 
hinsichtlich welcher Schadensart die Vulnerabilität betrachtet wird. So kann man 
beispielsweise davon ausgehen, dass bei physischen Schäden (z. B. an Gebäu-
den, Anlagen) die Anfälligkeit sehr stark von der Art der Gefährdung abhängt. 
Da bei Betriebsunterbrechungen (so genannten indirekten Schäden; vgl. Kap 
3.3) hingegen unabhängig von der Gefährdung sehr ähnliche Prozesse ablaufen, 
spielen bei der Betrachtung der indirekten Vulnerabilität auch bei unterschiedli-
chen Gefährdungen die gleichen Vulnerabilitätsfaktoren eine Rolle.  
Die Bestimmung der Vulnerabilität ist mit einigen Herausforderungen verbun-
den. So ist beispielsweise zu berücksichtigen, dass es sich bei der Vulnerabilität 
eines Systems um keine statische, sondern um eine dynamische Größe handelt 
(Gall, 2007; Cutter, 2001). Des Weiteren werden Vulnerabilitäten häufig in 
Form des monetären Schadenspotenzials in Bezug auf das Ausmaß einer Ge-
fährdung angegeben (z. B. Schadenswert/Überflutungshöhe). Da aber die Mo-
netarisierung von Risikoauswirkungen und die Bestimmung der exponierten 
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Werte nicht immer möglich sind, kann es häufig notwendig sein, die Vulnerabi-
lität indirekt zu erfassen und relativ (z. B. über Indikatoren) zu bewerten 
(Thywissen, 2006).  
Insgesamt besteht jedoch die größte Herausforderung einer transparenten Vulne-
rabilitätsanalyse darin, die zentralen Komponenten und Dimensionen innerhalb 
eines theoretischer Vulnerabilitätskonzepts zu identifizieren, die Beziehungen 
zwischen diesen zu ermitteln und diese in mathematische Modelle umzusetzen 
und so zur quantitativen Bestimmung der Vulnerabilität zu operationalisieren 
(Gall, 2007; Turner et al., 2003; Cutter, 2003). Um im Rahmen der Vulnerabili-
tätsanalyse die zentralen Komponenten der Vulnerabilität eines Systems voll-
ständig zu erfassen zu können, werden im Folgenden die Resilienz und die Be-
wältigungskapazität von Systemen näher beleuchtet und Zusammenhänge zwi-
schen diesen aufgezeigt. 
2.3 Resilienz und Bewältigungskapazität als Teil der  
Vulnerabilität 
Wie bereits angesprochen hängt die Vulnerabilität und damit das potenzielle 
Schadensausmaß eines Risikos nicht nur von den Komponenten Fragilität (An-
fälligkeit) und Exposition, sondern auch von der Resilienz (resilience), die die 
Widerstandsfähigkeit und Bewältigungskapazität eines Systems widerspiegelt, 
ab.
Das Konzept der Resilienz hat seine Ursprünge in der Ökologie (Gallopín, 2006) 
und bezeichnet die Fähigkeit eines Systems mit externen Stressfaktoren und Stö-
rungen umzugehen, diese zu bewältigen, mögliche Schäden zu minimieren und 
den Ausgangszustand wieder herzustellen (Holling, 1996; Holling, 1973). Der 
Begriff der Resilienz weist einen großen Überschneidungsbereich mit dem Beg-
riff Bewältigungskapazität auf. Während jedoch die Bewältigungskapazität le-
diglich potenzielle Strategien und Maßnahmen umfasst, die der Schadensbe-
grenzung während oder nach einem Ereignis sowie der Wiederherstellung des 
Ausgangszustandes dienen, schließt der Begriff Resilienz auch die vor einem 
Ereignis (dauerhaft) vorhandenen Eigenschaften, die die Aufrechterhaltung der 
Funktionalität der Objekte fördern, mit ein (Thywissen, 2006). Die Bewälti-
gungskapazität stellt also einen Teil der Resilienz dar. 
Die Resilienz findet auch in den Wirtschaftswissenschaften Beachtung. Rose und 
Rose et al. untersuchen die ökonomische Resilienz auf mikroökonomischer (Un-
ternehmen), mesoökonomischer (Branche, Supply Chain) und makroökonomi-
scher Ebene (Märkte) (Rose, 2007; Rose et al., 2007; Rose, 2004a). In der indus-
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triellen Produktion kann die Resilienz als Fähigkeit, die Funktionalität der Anla-
gen und den Ablauf der Produktionsprozesse nach einer externen Störung auf-
recht zu erhalten, beschrieben werden. Damit ist die ökonomische Resilienz eng 
mit dem ökonomischen Grundproblem der effizienten Allokation von Ressour-
cen (die durch die verschiedenen Risiken gestört ist) verbunden (Rose, 2009).  
Die ökonomische Resilienz kann in die inhärente und adaptive Resilienz unter-
gliedert werden (Rose, 2009; Rose, 2007). Die inhärente Resilienz beschreibt 
hierbei die dauerhaften Eigenschaften eines Unternehmens, einer Supply Chain, 
einer regionalen oder nationalen Ökonomie, die diese widerstandsfähig gegen 
mögliche Störungen machen. Die adaptive Resilienz bezeichnet dagegen die Fä-
higkeit des betrachteten Objektes, im Fall einer Störung zusätzliche Maßnahmen 
zu ergreifen und somit möglichen negativen Auswirkungen entgegen zu wirken. 
Das Vorhandensein redundanter Strukturen (z. B. im Bereich kritischer Infra-
strukturen oder der Lieferantenstruktur) kann also als inhärente Resilienz be-
zeichnet werden. Schnelles Reaktionsvermögen (z. B. durch eine Anpassung des 
Produktportfolios) und die Verfügbarkeit von zusätzlichen Ressourcen (z. B. 
Rohstoffe, Ersatzteile oder Personal) im Falle einer Störung (z. B. Brand) zählen 
hingegen zur adaptiven Resilienz eines Unternehmens.  
Die inhärente Resilienz steht im Rahmen des Vulnerabilitätskonzepts in enger 
Verbindung zur Anfälligkeit, da durch eine stark ausgeprägte inhärente Resilienz 
die Widerstandsfähigkeit erhöht wird und dadurch sowohl die Anfälligkeit als 
auch die gesamte Vulnerabilität reduziert werden. Die adaptive Resilienz hat 
hingegen keinen Einfluss auf die anderen Komponenten des Vulnerabilitätskon-
zeptes, kann aber teilweise mit der Bewältigungskapazität gleich gesetzt werden. 
2.4 Zusammenfassung 
Risiken sind Betrachtungsgegenstand diverser Disziplinen. Aufgrund der unter-
schiedlichen methodischen Herangehensweisen weisen zwar sowohl die ver-
wendeten Begriffsdefinitionen als auch die den Analysen zu Grunde gelegten 
Risikokonzepte einige Überschneidungen auf, sind aber nicht einheitlich. Um 
eine strukturierte Grundlage für die Betrachtung von Risiken in der industriellen 
Produktion zu schaffen, wurden daher in diesem Kapitel Definitionen für die 
hinsichtlich der vorliegenden Arbeit zentralen Begriffe des industriellen Risiko-
managements erarbeitet. Ebenso wurden aus verschiedenen Disziplinen (Mana-
gement von Naturrisiken, industrielles Risikomanagement, Supply Chain Risi-
komanagement etc.) Ansätze analysiert und als Grundlage für die Betrachtung 
externer industrieller Risiken miteinander verknüpft. Das hierbei entwickelte 
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interdisziplinäre Risikokonzept ermöglicht so die integrierte Betrachtung von 
verschiedenen Risikoarten in der industriellen Produktion, bei der sowohl Wech-
selwirkungen zwischen verschiedenen Risiken als auch verschiedene Betrach-
tungsebenen berücksichtigt werden können. Im vorgestellten Risikokonzept 
wurden besonders die Bedeutung der Vulnerabilität, die die Verwundbarkeit von 
Systemen prozessorientiert beschreibt, sowie die Bedeutung der Resilienz, durch 
die Widerstandsfähigkeit und Bewältigungskapazität von Systemen in die Risi-
























Risiken in der industriellen Produktion 
3.1 Entstehung industrieller Risiken 
Industrieunternehmen sind einer Vielzahl verschiedener Risiken ausgesetzt, die 
sich sowohl in den Ursachen als auch in den Auswirkungen unterscheiden 
(Geldermann et al., 2008; Helten und Hartung, 2002; Kremers, 2002). So können 
beispielsweise technische Störungen an den Produktionsanlagen, menschliches 
Versagen und Personalausfälle aber auch externe Ereignisse wie Naturkatastro-
phen, Terroranschläge, Infrastrukturausfälle und Supply Chain Unterbrechungen 
zu Störungen des Betriebsablaufs führen (Wybo, 2006).  
In der Industrie sind Risiken meist mit seltenen aber plötzlich eintretenden Er-
eignissen verbunden. Diese können nur in begrenztem Umfang beeinflusst wer-
den, führen aber häufig zu schwerwiegenden Folgen (Geldermann et al., 2009). 
Das Ausmaß und die Art der Auswirkungen von industriellen Risiken hängen 
sowohl von der Risikoart (vgl. Kap. 3.2) als auch von den technischen und orga-
nisatorischen Eigenschaften der betroffenen Industrieunternehmen ab. Da diese 
Faktoren maßgeblich von der Art der Produktionsprozesse beeinflusst werden, 
sind die auftretenden Risikoauswirkungen oft branchen- oder unternehmensspe-
zifisch (Hiete und Merz, 2009).  
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Typische Beeinträchtigungen durch Risiken in der industriellen Produktion sind 
in Abbildung 2 dargestellt. Risiken werden in der industriellen Produktion durch 
die Beeinträchtigung von Produktions- oder Serviceprozessen (z. B. Verwaltung, 
Dienstleistungen, Hilfsprozesse) wirksam und führen so aufgrund der Unterbre-
chungen der leistungswirtschaftlichen Prozesse zu ökonomischen und auch öko-
logischen Schäden.  
Ereignis  
Störung leistungswirtschaftlicher Prozesse






































































Abbildung 2: Beeinträchtigung der leistungswirtschaftlichen Prozesse durch Risiken 
In der industriellen Produktion entstehen Schäden hauptsächlich dadurch, dass 
benötigte Produktionsfaktoren (z. B. Betriebsmittel, Arbeitsleistung, Werk- und 
Betriebsstoffe) nicht zur benötigten Zeit und nicht in ausreichendem Umfang zur 
Verfügung stehen und so Produktionsprozesse zum Erliegen kommen 
(Antonioni et al., 2009b; Chang und Falit-Baiamonte, 2003). Dies ist beispiels-
weise dann der Fall, wenn Anlagen beschädigt oder zerstört sind, Mitarbeiter 
nicht verfügbar sind (z. B. bei Pandemien), oder Roh- und Betriebsstoffe nicht 
bereitgestellt werden können (z. B. Ausfall von Transportsystemen, Supply 
Chain Unterbrechungen) (Jüttner, 2005; Chang, 2000; Tierney und Dahlhamer, 
1997). Die negativen Effekte der industriellen Risiken kommen also dadurch 
zustande, dass durch die zu Grunde liegenden Ereignisse sowohl Bestände und 
Abläufe in einzelnen Unternehmen als auch Warenströme zwischen verschiede-
nen Unternehmen beschädigt, unterbrochen oder gestört werden (Tierney, 1997) 
(vgl. Risikoauswirkungen Kap. 3.3). 
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In Industrieunternehmen kann die Störung der leistungswirtschaftlichen Prozesse 
zu schwerwiegenden ökonomischen Folgen führen, da durch Betriebsunterbre-
chungen das eigentliche Ziel wirtschaftlichen Handelns, das Verhältnis von pro-
duziertem Output zu eingesetztem Input zu maximieren, nicht erreicht werden 
kann und aufgrund der auftretenden Störung entweder weniger Output erzeugt 
wird oder zusätzlicher Input zur Fertigung der normalen Outputmenge sowie zur 
Durchführung von Notfallmaßnahmen (z. B. Reinigungsarbeiten und Reparatu-
ren) eingesetzt werden muss (Green und van der Veen, 2007). Neben diesen 
wirtschaftliche Schäden können industrielle Risiken zudem mit ökologischen 
und gesellschaftlichen Schäden an Umwelt und Mitarbeitern verbunden sein 
(Merz et al., 2010). Um diese Folgen und damit die auch die Risiken zu reduzie-
ren, spielt das industrielle Risikomanagement, das die Analyse und Bewältigung 
von Risiken zum Ziel hat, eine wichtige Rolle.  
Als Ausgangspunkt für die Analyse industrieller Risiken werden in diesem Kapi-
tel verschiedene Ansätze zur Risikoklassifizierung vorgestellt sowie die in der 
industriellen Produktion auftretenden Risikoarten und deren Auswirkungen be-
schrieben. Des Weiteren wird der Prozess des Risikomanagements unter beson-
derer Berücksichtigung der Phase der Risikobewertung beleuchtet. Neben ver-
schiedenen Methoden zur Schadensquantifizierung wird hierbei besonders auf 
den Einsatz der Vulnerabilitätsanalyse zur Risikobewertung eingegangen. 
3.2 Risikoarten in Industrieunternehmen 
Im Rahmen des industriellen Risikomanagements ist es notwendig, die verschie-
denen Risiken zu systematisieren, um möglichst alle auf ein Unternehmen ein-
wirkenden Risiken erfassen zu können (Morgan und Henrion, 2000) (vgl. Risi-
koidentifikation Kap. 3.4.1). Des Weiteren dient eine Abgrenzung einzelner Ri-
sikokategorien dazu, Risikobewältigungsmaßnahmen, die genau auf die ver-
schiedenen Risikoarten abgestimmt sind, zu implementieren (Schierenbeck und 
Lister, 2002; Wittmann, 2000). Im Folgenden werden zur Einordnung der in die-
ser Arbeit betrachteten Risiken verschiedene in der Literatur beschriebene Klas-
sifizierungsansätze dargestellt, kombiniert und weiterentwickelt. 
Die Systematisierung von Unternehmensrisiken erfolgt in der Literatur auf viel-
fältige Art und Weise. Da die verschiedenen Risikoarten jedoch in enger Wech-
selwirkung zueinander stehen und sich teilweise auch gegenseitig beeinflussen, 
ist eine völlig überschneidungsfreie Systematisierung nur schwer möglich 
(Seifert, 2009). 
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Zur Systematisierung von Risiken in Industrieunternehmen können verschiedene 
Abgrenzungskriterien herangezogen werden. Geeignete Kriterien sind die Mess-
barkeit, Ursache, Auswirkung, Häufigkeit, Höhe oder Versicherbarkeit eines 
Risikos (Schierenbeck und Lister, 2002; Rogler, 2002; Kremers, 2002). Generell 
sind bei der Systematisierung von Unternehmensrisiken das Ziel und die Gren-
zen der jeweiligen Risikobetrachtung zu berücksichtigen (Wolke, 2008).  
Im Rahmen des Risikomanagement hat es sich als hilfreich erwiesen, die Ursa-
chen und Auswirkungen eines Risikos als Abgrenzungskriterien zu verwenden, 
da die verschiedenen Risikoarten dann direkt mit Instrumenten der Risikosteue-
rung verbunden werden können und so die Ansatzpunkte des Risikomanage-
ments deutlich werden (Mikus, 2001). Eine grobe Gliederung auf Basis der Risi-
koursache nehmen beispielsweise Heinze und Kullmann und Hoffmann und 
Neumann vor und unterscheiden zwischen unternehmensinternen und unterneh-
mensexternen Risiken (Hoffmann und Neumann, 2009; Heinze und Kullmann, 
2002). Gleißner und Mikus differenzieren nach strategischen und operativen 
Risiken (Mikus, 2001; Gleißner, 2001b). Als Kriterium wird hierbei die zeitliche 
Perspektive eines Risikos herangezogen (Farny, 1996). Eine weitere Möglich-
keit, Risiken zu klassifizieren, ist die Systematisierung in messbare und nicht 
messbare (Haller, 1986) oder in versicherbare und nicht versicherbare Risiken 
(Gleißner, 2001a).  
Häufig wird jedoch eine Kategorisierung in leistungs- und finanzwirtschaftliche 
Risiken vorgenommen. (Wolke, 2008; Hölscher, 1999; Kupsch, 1973; Philipp, 
1967). Diese Systematisierung hat sich im Bereich des industriellen Risikoma-
nagements durchgesetzt, da sich der ursachenbezogene Kategorisierungsansatz 
gut zur Identifizierung von Risikominderungsmaßnahmen und zur Feststellung 
von Verantwortlichkeiten im Rahmen des Risikomanagementprozesses eignet 
(Kremers, 2002). Leistungswirtschaftliche Risiken umfassen hierbei alle Risiken, 
die mit dem Leistungsprozess eines Unternehmens, der Beschaffung der Produk-
tionsfaktoren und dem Absatz der Produkte verbunden sind und können daher in 
Betriebsrisiken (interne und externe) und Beschaffungs- und Absatzrisiken, die 
häufig auch als Supply Chain Risiken bezeichnet werden, untergliedert werden 
(Rosenkranz und Missler-Behr, 2005; Hölscher, 2002). Finanzwirtschaftliche 
Risiken resultieren aus der Finanzsphäre eines Unternehmens, die der Unterstüt-
zung der eigentlichen Leistungsprozesse dient. Die Finanzrisiken setzen sich aus 
Marktpreisrisiken, Ausfallrisiken und Liquiditätsrisiken zusammen (Hölscher, 
2002; Schierenbeck, 2001). Diese sollen im Folgenden jedoch nicht weiterge-
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hend analysiert werden. Eine für die Zielsetzung der Arbeit geeignete Systemati-
sierung der industriellen Risiken ist in Abbildung 3 dargestellt. 
Betriebsrisiken werden häufig auch als operationelle Risiken bezeichnet (Wolke, 
2008; Fischer, 2007)2. Sie umfassen alle Risiken, die aus der Unangemessenheit 
sowie dem Versagen von Personen, internen Anlagen, Systemen und Prozessen 
resultieren oder durch externe Ereignisse ausgelöst werden können (Wolke, 
2008). Eine weitere Untergliederung in interne und externe Betriebsrisiken ist 
daher nahe liegend. Die weitere Untergliederung dieser beiden Unterkomponen-
ten ist in den beschriebenen Klassifizierungsansätzen meist uneinheitlich 
(Seifert, 2009). Im Rahmen dieser Arbeit werden zur Gruppe der internen Be-
triebsrisiken Sachrisiken, Personenrisiken, Prozessrisiken und Systemrisiken 
gezählt; die externen Betriebsrisiken umfassen Risiken, deren Ursachen außer-
halb der Unternehmen liegen, wie beispielsweise Naturrisiken, Infrastrukturrisi-
ken und Rechtsrisiken. Aufgrund der vielfältigen internen Ursachen von Be-
triebsrisiken und der starken Wechselwirkung von externen Betriebsrisiken mit 
den Leistungsprozessen eines Unternehmens sind Betriebsrisiken sowohl bran-
























Abbildung 3: Risikoarten in Industrieunternehmen 
Risiken, die ihren Ursprung auf der Beschaffungs- beziehungsweise Absatzseite 
eines Unternehmens haben, werden, wie bereits erwähnt, häufig als Supply 
Chain Risiken bezeichnet. Die Steuerung dieser Risiken gewinnt vor dem Hin-
tergrund einer gestiegenen und weiter steigenden Internationalisierung der Wirt-
                                                 
2 Die im Rahmen von BASEL II definierten Risikokategorien sind: Marktrisiken, Kreditrisiken, Liquidi-
tätsrisiken, Rechtsrisiken, operationelle Risiken (Chernobai et al., 2007). 
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schaft und komplexer werdenden Wertschöpfungsnetzen immer mehr an Bedeu-
tung. Supply Chain Risiken können auch in Versorgungs- und Nachfragerisiken 
unterteilt werden, die sich wiederum aus weiteren Unterkategorien wie z. B. den 
Transport- und den Lagerrisiken, zusammensetzen (vgl. Kap3.3.4).  
Tabelle 1 gibt einen Überblick über die im weiteren Verlauf der Arbeit zur Klas-
sifizierung herangezogenen Risikokategorien und ihre Unterkomponenten. Im 
Folgenden werden die beiden Risikokategorien externe Betriebsrisiken (außer 
Rechtsrisiken) und Supply Chain Risiken im Mittelpunkt der Analyse stehen. 
Diese beiden Risikokategorien können hierzu zur Gruppe der externen Risiken 
zusammengefasst werden (vgl. Abbildung 3).  
Externe Risiken stellen einen wichtigen Teil der leistungswirtschaftlichen Risi-
ken dar und sind für das Risikomanagement von besonderem Interesse, da die 
Ursachen dieser Risiken von Unternehmen nur bedingt gesteuert werden können. 
Des Weiteren werden diese Risiken häufig in großer räumlicher Ausdehnung 
wirksam.  
Die räumliche Ausdehnung externer Risiken wird zudem durch die ökonomische 
Verflechtung von Industrieunternehmen verstärkt, da sich die Risikoauswirkun-
gen innerhalb von Wertschöpfungsnetzen über Kaskadeneffekte (auch als Domi-
noeffekte bezeichnet) von Unternehmen zu Unternehmen fortpflanzen können. 
Aufgrund dieser räumlichen Ausdehnung der Risikoauswirkungen ist es zur Be-
wältigung von externen Risiken in der Industrie notwendig, zusätzlich zum Risi-
komanagement auf Unternehmensebene auch Präventions- und Bewältigungs-
maßnahmen auf übergeordneter (z. B. administrativer) Ebene zu implementieren 
(Antonioni et al., 2009b; Dastous et al., 2008).  
Die verschiedenen externen Risikoarten haben sehr ähnliche Auswirkungsme-
chanismen gemein und stehen häufig in enger Wechselwirkung zueinander. Da-
her ist es im Rahmen eines integrierten Risikomanagements notwendig, die ex-
ternen Risiken im Rahmen der Risikobewertung gemeinsam und unter Berück-
sichtigung der existierenden Interdependenzen zu betrachten (vgl. Kap. 3.4.2) 
(Leitch, 2010). Des Weiteren ist darauf hinzuweisen, dass viele interne Risiken 
(z. B. interne Betriebsrisiken) durch externe Risiken ausgelöst werden können, 
was die Bedeutung der externen Risiken zusätzlich unterstreicht. 
3.3 Auswirkungen externer Risiken in der Industrie 29 
 
Tabelle 1: Systematisierung leistungswirtschaftlicher Risiken 
Leistungswirtschaftliche Risiken 
Risikokategorie Erläuterung/Risikoursache 
Interne Betriebsrisiken  
     Personenrisiken - Menschliches Versagen 
- Personalausfall 
     Sachrisiken - Beeinträchtigung/Beschädigung von Anlagen 
- Störung von Service- oder Sicherheitseinrichtungen 
     Prozessrisiken - Verlust durch Störung der Geschäftsabläufe 
     Systemrisiken - Ausfall von IT- Systemen (Datensicherheitsrisiken) 
- Ausfall interner Infrastruktursysteme 
Externe Betriebsrisiken  
     Naturrisiken - Hochwasser, Sturm, Erdbeben, etc. 
     Infrastrukturrisiken - Ausfall öffentlicher Infrastrukturen 
  z. B. öffentliche. Stromversorgung,   










     Rechtsrisiken - Risiken durch Gesetzesänderungen 
- Bußgelder oder Vertragsstrafen 
- Schadensersatzansprüche 
Versorgungsrisiken  
     Transportrisiko - Verluste/Schäden an Produktionsfaktoren beim 
   Transport vom Lieferanten zum Unternehmen 
     Lagerrisiko - Beschädigung der Produktionsfaktoren im Lager 
     Lieferrisiko - Lieferausfall 
- Liefermängel 
- Schwankungen der Lieferpreise 
Nachfragerisiken  
     Transportrisiko - Verluste/Schäden an den Produkten beim 
   Transport vom Unternehmen zum Kunden 












     Abnahmerisiko - Verkaufausfall 
- Schwankungen in der Verkaufsmenge 
- Schwankungen im Verkauf 
3.3 Auswirkungen externer Risiken auf die Industrie 
3.3.1 Allgemeine Auswirkungsmechanismen   
Externe Risiken werden in Industrieunternehmen beispielsweise dadurch wirk-
sam, dass ein Ereignis zur Störung von technischen Anlagen, Beschädigung von 
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Beständen oder Unterbrechung von Betriebsabläufen führt und dies sowohl phy-
sikalische als auch ökonomische, ökologische und gesellschaftliche Schäden 
nach sich zieht (vgl. Kap. 3.1).  
Die durch externe Risiken verursachten Schäden lassen sich nach verschiedenen 
Gesichtspunkten klassifizieren (Messner und Meyer, 2005). Häufig werden die 
Risikofolgen in tangible und intangible Schäden untergliedert. Während tangible 
Schäden materielle Schäden umfassen, die monetär erfasst werden können, wer-
den unter dem Begriff intagible Schäden immaterielle, meist schwer zu monet-
arisierende Schäden zusammengefasst (Penning-Rowsell et al., 2003). Sowohl 
bei tangiblen als auch bei intangiblen Schäden können direkte und indirekte 
Schäden voneinander unterschieden werden (Okuyama, 2007; Messner und 
Meyer, 2005; Rose und Lim, 2002; Smith und Ward, 1998; Brookshire et al., 
1997; Parker et al., 1987). Diese Untergliederung ist sowohl im Bereich der Na-
turrisikoforschung als auch im Rahmen von ökonomischen Auswirkungsanaly-
sen weit verbreitet, wobei die beiden Begriffe jedoch nicht immer ganz identisch 
definiert werden und stark vom Blickwinkel der Untersuchung abhängen 
(Messner und Green, 2007). 
Direkte Schäden können als Sachschäden bzw. Bestandsschäden, die direkt 
durch die physikalische Einwirkung einer Gefährdung entstehen, definiert wer-
den (Messner und Green, 2007; Meyer und Messner, 2006; Green et al., 2000). 
Hierzu zählen beispielsweise Schäden an Gebäuden, Anlagen, Infrastrukturen 
und Lagerbeständen (z. B. Roh- und Betriebsstoffe, Fertigprodukte und Halbfer-
tigprodukte). Einige Autoren nehmen eine weitere Untergliederung dieser Scha-
denkategorie in primäre direkte Schäden und sekundäre direkte Schäden vor. 
Erstere werden hierbei direkt von der eigentlichen Gefährdung verursacht, se-
kundäre Schäden sind einen Kausalschritt weiter vom ursprünglichen Ereignis 
entfernt und werden durch eine Gefährdung verursacht, die selbst erst durch die 
ursprüngliche Gefährdung hervorgerufen wurde (z. B. Beeinträchtigung von 
Mensch und Umwelt durch freigesetzte Gefahrstoffe oder Brandschäden) (vgl. 
Tabelle 2). 
Unterbrechungen bzw. Störungen von Warenströmen werden als indirekte Schä-
den bezeichnet (Messner und Green, 2007; de Bruijn, 2005). Bei indirekten 
Schäden handelt es sich also nicht um physikalische Effekte eines Risikos, son-
dern um Auswirkungen der Unterbrechung von physikalischen und ökonomi-
schen Verknüpfungen in Folge physikalischer Schädigung (Penning-Rowsell et 
al., 2003; NRC, 1999). Den ökonomisch bedeutendsten Anteil an indirekten 
Schäden stellen Betriebsunterbrechungen dar (Tierney, 1994). Betriebsunterbre-
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chungen in direkt vom Risiko betroffenen Unternehmen werden hierbei als pri-
märe indirekte Schäden bezeichnet (Smith und Ward, 1998). 
Tabelle 2: Direkte Schäden durch externe Risiken   
Direkte Schäden 
Primäre direkte Schäden 
    Physische Schäden an Gebäuden  
    Physische Schäden an Anlagen 
    Physische Schäden an Werk- und Betriebsstoffen 
    Physische Schäden an Lagerbeständen (Fertig- und Halbfertigprodukte) 
    Physikalische Schäden an Infrastruktursystemen 
    Behinderung/Schädigung des Personals 
Sekundäre direkte Schäden 
    Schäden durch Sekundärgefahren  
    (z. B. Schäden durch Explosion oder Gefahrstofffreisetzung) 
Indirekte Schäden sind jedoch nicht nur auf einzelne Unternehmen beschränkt, 
da sich die ökonomischen Schäden eines Risikos innerhalb der Supply Chain 
über sogenannte Kaskadeneffekte ausbreiten können (Cochrane, 1997). Indirekte 
Schäden in Unternehmen, die nicht selbst vom ursprünglichen Störungsereignis 
betroffen sind, werden im Rahmen der vorliegenden Arbeit als sekundäre indi-
rekte Schäden bezeichnet. Das Ausmaß der indirekten Schäden hängt stark mit 
der Dauer des auslösenden Ereignisses und dem Zeitpunkt der Wiederherstel-
lung des Normalzustandes zusammen (Webb et al., 2002). Das heißt indirekte 
Schäden fallen umso geringer aus, je schneller die Anlagen und Prozesse, von 
denen die indirekten Effekte ausgehen, wieder hergestellt sind (Green und van 
der Veen, 2007; Rose, 2007). 
Wie bereits angesprochen, weichen die Definitionen einiger Autoren von der 
hier beschriebenen Schadensklassifizierung ab. Autoren, deren Fokus aus-
schließlich auf den ökonomischen Folgen liegt, zählen Betriebsunterbrechungen 
in dem vom eigentlichen Ereignis direkt betroffenen Unternehmen zu den direk-
ten und nicht zu den indirekten Schäden (Okuyama, 2007; Cochrane, 2004; Ro-
se, 2004a; FEMA, 2003; Brookshire et al., 1997). Tabelle 3 gibt einen Überblick 
darüber, welche Schadensarten im weiteren Verlauf der Arbeit zu den indirekten 
Schäden gezählt werden. 
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Tabelle 3: Indirekte Schäden durch externe Risiken 
Indirekte Schäden 
Primäre indirekte Schäden (betroffenes Unternehmen) 
    Betriebsunterbrechungen durch direkte Schäden  
    Kosten für Notfall- und Sanierungsmaßnahmen 
Sekundäre indirekte Schäden (Supply Chain/Volkswirtschaft) 
    Betriebsunterbrechungen durch Supply Chain Unterbrechungen  
    (nicht direkt betroffene Unternehmen) 
    Preisanstieg (z. B. bei Ressourcenverknappung) 
    Allgemeiner Nachfragerückgang 
    Rückgang Investitionen 
    Verlust von Arbeitsplätzen 
Sind mehrere Unternehmen innerhalb einer Region vom ursprünglichen Risiko 
betroffen, können die indirekten Schäden die direkten Schäden um ein Vielfa-
ches übersteigen (Kleindorfer und Saad, 2005; Brookshire et al., 1997). Des 
Weiteren können (besonders bei großräumigen Ereignissen) zusätzliche makro-
ökonomische Effekte, wie z. B. ein allgemeiner Nachfragerückgang, entstehen, 
die ebenfalls zu den sekundären indirekten Schäden gerechnet werden (Rose et 
al., 2007). Dies  verdeutlicht, dass bei räumlich wirkenden Risiken (z. B. Natur-
risiken oder Infrastrukturrisiken) zur Ermittlung indirekter Risikoauswirkungen 
neben mikroökonomischen Auswirkungen auf Ebene der Unternehmen auch 
Auswirkungsprozesse auf der Meso- (z. B. Sektor) und der Makroebene (z. B. 
Region oder Nation) berücksichtigt werden müssen (van der Veen und Logtmei-
jer, 2005; Freeman et al., 2002). Die detaillierten Auswirkungsprozesse, die der 
kaskadenartigen Fortpflanzung der indirekten Schäden zu Grunde liegen, werden 
im Abschnitt Auswirkungen von Supply Chain Risiken (Kap 3.3.4) detaillierter 
beschrieben.  
Die Untersuchung der Auswirkungen von externen Risiken ermöglicht ein ver-
tieftes Verständnis der dem Risiko zu Grunde liegenden Prozesse und dient so 
im Rahmen dieser Arbeit der Identifizierung von Vulnerabilitätsfaktoren für die 
Risikobewertung (vgl. Kap. 5.3). Neben diesem Zweck kann die quantitative 
Erfassung von Risikoauswirkungen auch für weitere Ziele förderlich sein. So 
können Schadensberechnungen die Grundlage für Kosten-Nutzen-Analysen von 
Risiko-bewältigungsmaßnahmen darstellen oder zur Ermittlung von Versiche-
rungspolicen oder staatlichen Hilfszahlungen genutzt werden (Messner et al., 
2007; NRC, 1999). Zur Schadensermittlung steht eine Vielzahl verschiedener 
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Methoden zur Verfügung (Cochrane, 2004). Diese werden im Rahmen der Risi-
kobewertung in Kapitel 3.4.3 näher beleuchtet. 
Im Folgenden werden die Auswirkungen von Naturkatastrophen, Infrastruktur-
ausfällen, und Supply Chain Unterbrechungen auf Industrieunternehmen be-
schrieben. Diese Risikoarten wurden ausgewählt, da sie die wichtigste Gruppe 
der externen Risiken in der industriellen Produktion darstellen, eng miteinander 
verknüpft sind und sich teilweise auch gegenseitig beeinflussen. Des Weiteren 
werden diese Risiken künftig an Bedeutung gewinnen, da aufgrund der zuneh-
menden Globalisierung der Wertschöpfungsnetze, Supply Chain Unterbrechun-
gen und Infrastrukturausfälle  als Folge der steigenden Komplexität der Net-
ze  häufiger auftreten werden (Kleindorfer und Wassenhove, 2004; Benson und 
Clay, 2003; Amin, 2002). Aufgrund des fortschreitenden Klimawandels ist es 
zudem wahrscheinlich, dass Unternehmen in der Zukunft häufiger und in größe-
rem Ausmaß von Naturrisiken betroffen sein werden (European Environment 
Agency, 2004; Karl und Trenberth, 2003). 
3.3.2 Auswirkungen von Naturkatastrophen 
Der Begriff Naturkatastrophe fasst Naturereignisse zusammen, deren Eintreten 
mit katastrophalen Auswirkungen für Mensch und Umwelt verbunden ist. Na-
turkatastrophen können durch geophysikalische, meteorologische, hydrologische 
oder klimatologische Ereignisse hervorgerufen werden. Bei Naturkatastrophen 
handelt es sich meist um Ereignisse mit geringer Eintrittswahrscheinlichkeit, die 
jedoch ökonomische, ökologische oder gesellschaftliche Schäden von hohem 
Ausmaß hervorrufen können (WBGU, 2000). Betrachtet man die durch große 
Naturkatastrophen verursachten weltweiten Gesamtschäden (vgl. Abbildung 4), 
ist zu erkennen, dass diese in den vergangenen Jahren stark angestiegen sind 
(Münchner Rückversicherungs-Gesellschaft, 2009).  
Der Anstieg der Gesamtschäden ist durch zwei parallele Entwicklungen zu er-
klären. Zum einen hat die Anzahl, besonders von klimatologischen und meteoro-
logischen Extremereignissen, in den vergangenen Jahren zugenommen (vgl. 
Abbildung 5). Zum anderen sind aber auch sowohl die Vulnerabilität als auch 
der Wert der in den gefährdeten Gebieten angesiedelten Elemente angestiegen 
(NRC, 2008; Cutter und Emrich, 2005; Hall et al., 2003; Hall und Meadowcroft, 
2003; Parker et al., 1987). Bezüglich der Anzahl und Intensität der Extremwet-
terereignisse muss in einigen Regionen künftig in Folge des Klimawandels mit 
einer weiteren Verstärkung gerechnet werden (European Environment Agency, 
2004). 
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Abbildung 4: Gesamtschäden und versicherte Schäden (alle Werte auf heutige Werte hochge-
rechnet) der großen Naturkatastrophen 1950–2008 (Münchner Rück, 2009) 
Die Bewältigung von Naturkatastrophen stellt eine besondere Herausforderung 
dar, da meist große Gebiete betroffen sind und die Ereignisse vielfältige Folgen, 
welche sich häufig gegenseitig beeinflussen, nach sich ziehen (Green et al., 
2000). Naturkatastrophen verursachen nicht nur Schäden an Personen oder 
Wohngebäuden, sondern führen auch in Industrieunternehmen und Infrastruktu-
ren zu negativen Effekten. Da es sich aus Unternehmenssicht bei Naturrisiken 
um ein externes Betriebsrisiko handelt, ist die Eintrittswahrscheinlichkeit der 
Gefährdung nicht beeinflussbar, und eine Reduzierung des Risikos kann nur ü-
ber eine Reduktion des Schadenspotenzials und der Vulnerabilität erreicht wer-
den (Seifert, 2009).  
 
Abbildung 5: Anzahl der Naturkatastrophen, 1980-2008 (Münchner Rück, 2009) 
Naturgefahren können in der industriellen Produktion sowohl direkte als auch 
indirekte Schäden hervorrufen (Meyer, 2005; EMA, 2002; Dahlhammer und 
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Tierney, 1996). Die verursachten Schäden können sowohl negative ökonomi-
sche, ökologische als auch soziale Folgen nach sich ziehen. Die Auswirkungen 
von Naturgefahren in der Industrie laufen häufig nach sehr ähnlichen Mecha-
nismen ab. Das Ausmaß, in dem die einzelnen Schadenskomponenten wirksam 
werden, hängt jedoch von der Art der Naturgefahr und den Eigenschaften des 
betroffenen Unternehmens ab (Tierney, 1994). Abbildung 6 gibt einen Überblick 
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Abbildung 6: Auswirkungen von Naturkatastrophen auf die industrielle Produktion 
Im Bereich der direkten Schäden durch Naturkatastrophen fallen in Industrieun-
ternehmen vor allem Sachschäden und Infrastrukturschäden, die durch die phy-
sikalische Einwirkung des Ereignisses entstehen, ins Gewicht (FEMA, 2003). 
Sachschäden umfassen sowohl strukturelle Schäden (Gebäudehülle) als auch 
nicht-strukturelle Schäden (Fenster, Aufzüge, etc.) am Gebäude, Schäden an An-
lagen (inkl. Prozessteuerung und Überwachung) und Einrichtungsgegenständen 
sowie Schäden an gelagerten oder im Produktionsprozess befindlichen Aus-
gangsmaterialien, Betriebsmitteln, Halbfertigprodukten und Produkten 
(Geldermann et al., 2008).  
Das Ausmaß der Sachschäden an Gebäuden, Produktionsgütern (Anlagen, Input) 
und Lagerbeständen wird nicht nur von der Art und Intensität einer Gefährdung, 
sondern auch maßgeblich von deren struktureller Empfindlichkeit bestimmt 
(Merz et al., 2007a). Da die Empfindlichkeit von technischen Eigenschaften wie 
beispielsweise der Bauart der Anlage, dem Baumaterial oder der Konstruktions-
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art abhängt, muss das Ausmaß der direkten Schäden als unternehmens- bzw. 
sektorspezifisch betrachtet werden (Karimi et al., 2005). 
Die Empfindlichkeit von Industrieanlagen und Gebäuden kann über Schadens-
funktionen ermittelt werden. Diese Schadensfunktionen (auch Fragilitätskurven 
genannt) geben die Wahrscheinlichkeitsverteilung des Schadens eines Objektes 
in Abgängigkeit eines Einwirkungsparameters der Naturgefahr (z. B. Überflu-
tungshöhe, Windgeschwindigkeit) an (Dutta et al., 2001; Bendimerad, 2001b; 
Kircher et al., 1997). Schadensfunktionen können sowohl in absoluter als auch in 
relativer Form dargestellt sein. Während absolute Schadensfunktionen den Ein-
wirkungsparameter direkt mit einem monetären Schadenswert verknüpfen, zei-
gen relative Schadensfunktionen nur den Schadensgrad eines Objektes an. Soll 
aus relativen Schadensfunktionen eine monetäre Schadensgröße berechnet wer-
den, muss zudem der monetäre Gesamtwert der Anlage bzw. des Gebäudes er-
mittelt werden (Grünthal et al., 2006; Reese et al., 2003). Zur Ermittlung von 
Anlagenwerten in der Industrie steht derzeit keine standardisierte Methode zur 
Verfügung (Dutta et al., 2001). Die industriellen Anlagenwerte werden derzeit 
meist auf makroökonomischer Ebene über Top-Down-Ansätze (z. B. aus dem 
Bruttoanlagenvermögen) ermittelt (Seifert et al., 2009; Messner et al., 2007). Da 
der Wert einer Anlage aber maßgeblich vom Anlagentyp und der Produktions-
kapazität bestimmt wird (Geldermann und Rentz, 2004), sollten zur Wertermitt-
lung verstärkt Bottom-Up-Ansätze verfolgt werden (Geldermann et al., 2008). 
Da extreme Naturereignisse häufig zu Schäden an internen oder öffentlichen 
Infrastruktursystemen führen, stehen Naturrisiken in sehr enger Verbindung zu 
Infrastrukturrisiken (Chang und Falit-Baiamonte, 2003). Die genauen Auswir-
kungen von Infrastrukturausfällen auf die industrielle Produktion werden in Ka-
pitel 3.3.3 ausführlich erörtert. Generell kann hierbei davon ausgegangen wer-
den, dass die Auswirkungen von Naturkatastrophen durch Infrastrukturausfälle 
räumlich ausgedehnt und zeitlich verlängert werden (Chang et al., 2007; Runy-
an, 2006). 
Eine weitere direkte Auswirkung von Naturgefahren besteht darin, dass Arbeits-
kräfte nicht im benötigten Umfang zur Verfügung stehen, weil diese beispiels-
weise selbst vom Ereignis betroffen sind oder aufgrund unterbrochener Trans-
portinfrastrukturen nicht zum Arbeitsplatz gelangen können (Rose et al., 1997; 
Tierney und Dahlhamer, 1997). 
In einigen Branchen können durch Naturkatastrophen neben diesen primären 
direkten Effekten auch sekundäre direkte Schäden entstehen (Cruz und Okada, 
2008b; Smith und Ward, 1998). Hierzu zählen beispielsweise Schäden, die durch 
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Störfälle (z. B. Gefahrstofffreisetzung, Explosionen etc.) entstehen, welche 
selbst von einer Naturkatastrophe verursacht wurden (Salzano et al., 2009). Die-
se sogenannten NATECH-Ereignisse (Natural Hazard-Triggered Technological 
Disaster) sind zwar relativ selten, können aber schwerwiegende ökonomische 
und ökologische Folgen haben (Antonioni et al., 2009a; Cruz und Okada, 
2008a). 
Die beschriebenen direkten Effekte auf Produktionsgüter, Gebäude und Infra-
strukturen können zudem zu indirekten Schäden, sowohl in den direkt vom Er-
eignis betroffenen als auch in den über die Supply Chain verbundenen Unter-
nehmen führen, (FEMA, 2003; Freeman et al., 2002). Zu den indirekten Schäden 
zählen neben primären und sekundären Betriebsunterbrechungen Sanierungskos-
ten, zusätzliche Personalkosten und Umverlegungskosten (Messner et al., 2007; 
Green et al., 2000). Ausschlaggebend für das Ausmaß der indirekten Schäden ist 
neben der zeitlichen Dauer der von der Naturkatastrophe ausgehenden Störung 
und der räumlichen Ausdehnung des Ereignisses besonders die Störungsanfäl-
ligkeit der Betriebsprozesse (Cochrane, 2004). Diese wird sowohl durch Abhän-
gigkeiten von den verschiedenen Produktionsfaktoren als auch durch Abhängig-
keiten von Infrastruktursystemen bestimmt (Chang et al., 2007). 
Aufgrund der häufig relativ großen räumlichen Ausdehnung von Naturkatastro-
phen können hier die indirekten Schäden das Ausmaß der direkten Schäden um 
ein Vielfaches überschreiten und sind daher von besonderer Bedeutung (Green 
und van der Veen, 2007; Erdik und Durukal, 2003; IKSR, 2001). Besonders 
starke indirekte Effekte werden durch Naturkatastrophen auch dann hervorgeru-
fen, wenn kritische Unternehmen, die räumlich zentralisiert angesiedelt und für 
die Zulieferung vieler nachgelagerter Unternehmen zuständig sind, beschädigt 
oder zerstört werden (van der Veen und Logtmeijer, 2005). Die Ausbreitung von 
indirekten Schäden (z. B. Betriebsunterbrechungen) über Kaskadeneffekte ver-
deutlichen die zwischen den Naturrisiken und Supply Chain Risiken existieren-
den Abhängigkeiten und Wechselwirkungen (Merz et al., 2007a). Die bei der 
Fortpflanzung von Betriebsunterbrechungen ablaufenden Prozesse werden in 
Kapitel 3.3.4 detaillierter erläutert.  
Neben den beschriebenen mikroökonomischen Folgen sind Naturkatastrophen 
auch mit makroökonomischen Folgen in der betroffenen Region selbst und in 
den mit ihr verknüpften Gebieten verbunden (Rose, 2009). Hierzu zählen bei-
spielsweise der allgemeine Nachfragerückgang durch Kunden aufgrund ihrer 
eigenen Betroffenheit, der Rückgang von Investitionen (da Finanzmittel zum 
Wiederaufbau verwendet werden müssen) sowie ein allgemeiner Rückgang der 
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Produktivität aufgrund beschädigter Anlagen oder dem anderweitigen Einsatz 
der Arbeitskräfte (z. B. für Aufräumarbeiten) (Rose et al., 2007). Nach Okuyama 
können Naturkatastrophen auf makroökonomischer Ebene jedoch auch zu Ge-
winnen führen (Okuyama, 2007). Dies ist zum Beispiel dann der Fall, wenn eine 
Region davon profitieren kann, dass Leistungen von Firmen einer geschädigten 
Region übernommen werden (van der Veen et al., 2003). Ebenso können einige 
Sektoren durch Naturkatastrophen stimuliert werden. Dies trifft beispielsweise 
auf die Bauindustrie zu, für die Naturkatastrophen aufgrund der nachfolgenden 
Wiederaufbauarbeiten mit erhöhten Auftragseingängen verbunden sind (Tierney, 
1997). Einige Autoren gehen sogar davon aus, dass sich die negativen und posi-
tiven Effekte von Naturkatastrophen bei räumlich und zeitlich ausgedehnter Be-
trachtung ausgleichen (Okuyama, 2009; Rose et al., 2007; Cochrane, 2004). Hier 
muss allerdings berücksichtigt werden, dass es sich bei den Gewinnern und Ver-
lierern um verschiedene Unternehmen handelt und daher die Gesamtauswirkun-
gen nicht als Null angenommen werden sollten (van der Veen et al., 2003). Im 
Rahmen dieser Arbeit sollen die beschriebenen makroökonomischen Effekte 
sowie die positiven Effekte von Naturkatastrophen jedoch nicht im Mittelpunkt 
stehen. 
3.3.3 Auswirkungen von Infrastrukturausfällen  
Viele externe Risiken (z. B. Naturrisiken, Terrorrisiken) stehen in enger Verbin-
dung zu Infrastrukturrisiken (z. B. Stromausfälle, Unterbrechung der Wasserver-
sorgung) (Dahlhammer und Tierney, 1996). Da das unterbrechungsfreie Funkti-
onieren verschiedener Infrastruktursysteme für den ungestörten Ablauf von Pro-
duktions- und Verwaltungsprozessen in Industrieunternehmen essenziell ist (Oh 
et al., 2010; Chang et al., 2007), werden die Infrastruktursysteme, deren Ausfall 
oder Störung schwerwiegende ökonomische, technische, ökologische oder sozia-
le Folgen nach sich ziehen können, als kritische Infrastrukturen bezeichnet 
(Kommission der Europäischen Gemeinschaft, 2005; Mendonca et al., 2004; 
Moteff und Parfomak, 2004). Für Industrieunternehmen können folgende Infra-
strukturen als kritisch eingestuft werden (Murray und Grubesic, 2007): 
- Energieversorgung (Strom- und Gasversorgung) 
- Transportsysteme 
- Informations- und Kommunikationssysteme 
- Wasserversorgung 
- Abwasserentsorgung 
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- Banken- und Finanzsysteme 
- Behörden/Verwaltung 
- Sonstige (z. B. Rohstoffindustrie, Rettungsdienste) 
Die verschiedenen Infrastruktursysteme sind für die industrielle Produktion von 
unterschiedlicher Bedeutung. Da die Abhängigkeit von den verschiedenen Infra-
strukturen stark von der Art der hergestellten Produkte und den Produktionspro-
zessen bestimmt wird, ist die Bedeutung der kritischen Infrastrukturen von Sek-
tor zu Sektor unterschiedlich (Merz et al., 2009). Eine hohe Versorgungssicher-
heit im Bereich der Transportsysteme, der Stromversorgung und der Wasserver-
sorgung ist jedoch für nahezu alle Unternehmen des produzierenden Gewerbes 
eine wichtige Voraussetzung (Hiete et al., 2010b; Enke et al., 2008; Mili et al., 
2004; de Nooij et al., 2003; Chang et al., 2002; Boarnet, 1996). Des Weitern 
nimmt die Bedeutung von IT- und Kommunikationsnetzen in global vernetzten 
Werteschöpfungsnetzen mehr und mehr zu (Oh et al., 2010; Conrad et al., 2006; 
Stamp et al., 2003). Tabelle 4 gibt eine Übersicht über die Bedeutung verschie-
dener Infrastrukturen für die industrielle Produktion.  
Aufgrund der meist weiträumigen Verteilung und der komplexen Vernetzung 
der Infrastrukturelemente sind Infrastrukturen vulnerabel gegenüber einer Viel-
zahl verschiedener Risiken (Hellström, 2007; Brown et al., 2005; Gheorghe und 
Vamanu, 2004a). Die komplexe Struktur der Infrastruktursysteme begünstigt 
zudem die Fortpflanzung von Störungen über Kaskadeneffekte, so dass sich Stö-
rungen, je nach Komplexität und Struktur des Systems, sehr schnell über große 
Gebiete hin ausdehnen können (Robert et al., 2008; Schmitz, 2004; Gheorghe 
und Vamanu, 2004a). Infrastrukturausfälle können verschiedene Ursachen ha-
ben. Hierzu zählen neben technischem und menschlichem Versagen meist Na-
turgefahren, Sabotage oder terroristische Angriffe (Hiete et al., 2010b; Kommis-
sion der Europäischen Gemeinschaft, 2005). Ob es durch die Störung zu einer 
vollständigen Unterbrechung der Infrastruktur (z. B. Stromausfall) oder nur zu 
einer Beeinträchtigung/Reduzierung der Leistung kommt, ist von Infrastruktur 
zu Infrastruktur verschieden (Rose et al., 2007; Luiijf und Klaver, 2006). Das 
Ausmaß der Schädigung der Infrastrukturelemente und die Dauer einer Unter-
brechung hängen neben der Art des verursachenden Ereignisses (Tierney, 1994) 
von verschiedenen technischen und nicht-technischen Vulnerabilitätsfaktoren 
der jeweiligen Infrastruktur ab (Holmgren, 2007; Moteff, 2005; Farrell et al., 
2004). 
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Tabelle 4: Abhängigkeit verschiedener Unternehmensfunktionen von kritischen Infrastrukturen 
(Merz et al., 2009) 
Kritische Infrastruktur Abhängige Unternehmensfunktion 
Stromversorgung Produktionsanlagen 












Prozesssteuerung und -kontrolle 
Datenmanagement 
Verwaltungsprozesse (z. B. Personal, Control-
ling) 







Abwasserentsorgung Reinigung Prozesswasser 
Reinigung Regenwasserabfluss 
Reinigung Nutzwasser (z. B. aus Sanitäranlagen) 
Banken- und Finanzsysteme Zahlungsvorgänge 
Behörden/Verwaltung Genehmigungsverfahren 
Patente 
Sonstige Notfallversorgung Mitarbeiter  
(z. B. Rettungsdienste) 
Zwischen den verschiedenen Infrastrukturen existieren ausgeprägte Interdepen-
denzen, die dazu führen, dass sich Störungen innerhalb eines Systems (z. B. in 
der Stromversorgung) sehr schnell auf andere Systeme auswirken können 
(Zhang et al., 2008; Pederson et al., 2006; Robert, 2004; Little, 2002; Rinaldi et 
al., 2001) und so Industrieunternehmen im Falle der Unterbrechung eines Infra-
struktursystems sehr schnell von multiplen Infrastrukturausfällen betroffen sein 
können (Boin und McConell, 2007). Da nahezu alle kritischen Infrastrukturen 
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von einer funktionierenden Stromversorgung abhängen, kommt der Stromver-
sorgung eine besondere Bedeutung zu (Hiete et al., 2010b; Merz et al., 2007b). 
Ähnlich wie extreme Naturereignisse können Unterbrechungen kritischer Infra-
strukturen sowohl direkte als auch indirekte Folgen für Industrieunternehmen 
haben (Chang et al., 2001) (vgl. Tabelle 5).  
Tabelle 5: Klassifizierung von Schäden durch Infrastrukturausfälle 
Direkte Schäden Indirekte Schäden 
Primär Primär (Unternehmen) 
    Schäden an Anlagen 
    Schäden an gelagerten Materialien 
    Schäden an gelagerten Produkten 
    Schäden an Halbfertigprodukten 
    Ausfall anderer Infrastrukturen 
    Betriebsunterbrechungen durch direkte 
    Schäden (in direkt betroffenen Unternehmen) 
    Kosten durch Reinigungs- und 
    Sanierungsmaßnahmen 
    Wiederanfahrkosten 
Sekundär Sekundär  (Supply Chain, Volkswirtschaft) 
    Schäden durch Sekundärgefahren/ 
    Störfälle (z. B Gefahrstofffreisetzung) 
    Betriebsunterbrechungen durch Supply 
    Chain Unterbrechungen 
    Allgemeine volkswirtschaftliche Effekte 
Abbildung 7 gibt einen Überblick über die typischen Auswirkungsmechanismen, 
die z. B. bei Ausfällen der Strom- oder der Wasserversorgung wirksam werden. 
Zu den direkten Schäden durch Infrastrukturausfälle zählen (physische) Schäden 
an Anlagen, Materialien und Produkten sowie die Unterbrechung anderer Infra-
strukturen innerhalb des Unternehmens (Rose et al., 2007). Schäden an Anlagen 
können beispielsweise durch einen plötzlichen Spannungsabfall bei einer Unter-
brechung der Stromversorgung oder durch austretendes Wasser bei einer Stö-
rung der Wasserversorgung auftreten. Schäden an Inputmaterialien können z. B. 
durch ausgefallene Kühlsysteme, verlängerte Transportzeiten oder ungeplante 
Aushärtungsprozesse (bei Stromausfall oder Wassermangel) verursacht werden. 
Neben diesen primären direkten Folgen können beim Ausfall kritischer Infra-
strukturen auch sekundäre direkte Schäden auftreten (nicht in Abbildung 7 dar-
gestellt). So kam es in der Vergangenheit beispielsweise vor allem in der chemi-
schen Industrie zu Störfällen, die durch Stromausfälle ausgelöst wurden (NRC, 
2008; Chang et al., 2007).  
Das Ausmaß der direkten Schäden wird sowohl durch eine räumliche als auch 
eine technische Dimension bestimmt (Parfomak, 2007; Moteff, 2005). Unter 
räumlichen Aspekten ist zu bedenken, ob sich ein Industrieunternehmen in ei-
nem vom Infrastrukturausfall betroffenen Gebiet befindet. Die technische Di-
mension spiegelt wider, wie empfindlich Anlagen, Materialien und Infrastruktur-
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systeme gegenüber den durch den Ausfall geänderten Bedingungen sind (z. B. 



















Abbildung 7: Auswirkungen von Infrastrukturausfällen auf die industrielle Produktion 
Im Vergleich zu den beschriebenen direkten Schäden sind bei Infrastrukturaus-
fällen jedoch meist die indirekten Schäden von größerer Bedeutung (Chang et 
al., 2001). Hierzu zählen Betriebsunterbrechungen im direkt vom Infrastruktur-
ausfall betroffenen Unternehmen, Kosten für Sanierungsmaßnahmen direkter 
Schäden sowie die Wiederanfahrkosten (Chang et al., 2001). Die primären Be-
triebsunterbrechungen pflanzen sich zudem über vorwärts und rückwärts gerich-
tete ökonomische und physische Verknüpfungen innerhalb der Supply Chain in 
andere Unternehmen, die selbst nicht vom Infrastrukturausfall betroffen sind, 
fort und erzeugen so sekundäre indirekte Schäden (sekundäre Betriebsunterbre-
chungen) (Rose und Liao, 2005; Tierney und Dahlhammer, 1995) (vgl. Kap. 
3.3.4).  
Das Ausmaß der indirekten Schäden hängt besonders von zeitlichen und funkti-
onellen Aspekten ab. (Chang et al., 2002). Daher spielt die Zeit, die zur Instand-
setzung der Infrastrukturelemente und zur Wiederherstellung der Funktion des 
Infrastruktursystems benötigt wird (restoration time), eine entscheidende Rolle 
(O'Rourke, 2007; Chang et al., 2007). Die Wiederherstellungszeit verschiedener 
Infrastrukturen ist sehr unterschiedlich und wird zudem von der Art des auslö-
senden Ereignisses bestimmt (Boin und McConell, 2007). Während punktuelle 
Störungen meist nach einigen Stunden bzw. Tagen wieder behoben werden kön-
nen, können großflächige Störungen, bei denen eine große Anzahl von Infra-
strukturelementen betroffen ist, zu länger andauernden Unterbrechungen führen 
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(O'Rourke, 2007). Der funktionelle Aspekt, der für das Ausmaß der Auswirkun-
gen von Infrastrukturausfällen eine Rolle spielt, spiegelt wieder, wie stark die 
Prozesse eines Unternehmens von den verschiedenen Infrastrukturen abhängen 
(Chang et al., 1996). Die Fähigkeit eines Systems, ablaufende Prozesse trotz ei-
nes Infrastrukturausfalls aufrecht zu erhalten, kann zur Resilienz eines Systems 
gezählt werden und hat maßgeblichen Einfluss auf das Schadensausmaß eines 
Ausfallereignisses (Boin und McConell, 2007; Rose, 2007). Die Resilienz eines 
Industrieunternehmens hängt von der Art des Produktionsprozesses und von den 
durchgeführten Vorsorgemaßnahmen ab und ist daher sowohl unternehmens- als 
auch sektorspezifisch (Boin und McConell, 2007; Tierney, 1994). Maßnahmen, 
die die Resilienz eines Unternehmens erhöhen, sind beispielsweise die Vorhal-
tung redundanter Versorgungssysteme (z.B. Notstromaggregate, Notbrunnen), 
die Erfassung von Substitutionsmöglichkeiten und Einsparpotenzialen, die Mög-
lichkeit zur Neuterminierung von Produktionschargen sowie die Vorhaltung von 
Lagerbeständen kritischer Teile (Hiete et al., 2010b; Rose et al., 2007). Die 
Quantifizierung der Resilienz eines Systems kann über sogenannte (infrastruk-
turspezifische) Resilienzfaktoren oder Abhängigkeitsfaktoren erfolgen. Resi-
lienzfaktoren geben an, welcher Anteil des normalen Outputs bei einer vollstän-
digen Unterbrechung eines Infrastruktursystems noch hergestellt werden kann 
(Rose et al., 1997). Abhängigkeitsfaktoren stellen den Gegenwert hierzu dar und 
geben an, um wie viel Prozent der Output bei einer 1%-igen Reduktion der Inf-
rastrukturleistung reduziert wird (ATC, 2002; Chang et al., 2002). Ein Resilienz-
faktor von 0,1 zeigt beispielsweise an, dass bei einem Totalausfall der Stromver-
sorgung noch 10 % des normalen Outputs erstellt werden können (Rose et al., 
1997).  
3.3.4 Auswirkungen von Supply Chain Unterbrechungen  
Wie bereits erläutert können Naturkatastrophen, Infrastrukturausfälle oder inter-
ne Betriebsrisiken (z. B. Personenrisiken, Rechtsrisiken) und finanzwirtschaftli-
che Risiken (z. B. Unternehmensinsolvenzen) dazu führen, dass Informations-, 
Material-, und Produktströme innerhalb von Wertschöpfungsnetzen unterbro-
chen werden (Olson und Wu, 2010; Narasimham und Talluri, 2009). Durch diese 
sogenannten Supply Chain Unterbrechungen kann in den betroffenen Unterneh-
men eine Diskrepanz zwischen Angebot und Nachfrage entstehen (Jüttner et al., 
2003). Die Unterbrechung von Supply Chain Flüssen führt so zu einer kaskaden-
artigen Fortpflanzung von (primären) Betriebsunterbrechungen innerhalb von 
vernetzten Supply Chains, wodurch die Risikoauswirkungen von externen und 
internen Risiken sowohl räumlich als auch zeitlich beträchtlich ausgedehnt wer-
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den können (Knemeyer et al., 2009). Verschiedene Ereignisse in der jüngeren 
Vergangenheit, wie beispielsweise der Ausbruch des Vulkans Eyjafjallajökull, 
die großflächigen Stromausfälle in den USA 2003 oder die Anschläge auf das 
World Trade Center 2001, haben gezeigt, dass über indirekte Effekte in global 
vernetzten Supply Chains die ökonomischen Risikoauswirkungen maßgeblich 
erhöht werden können und es auch in Unternehmen in großer Entfernung von 
der eigentlichen Risikoquelle zu Schäden kommen kann (Reuters, 2010; Klein-
dorfer und Saad, 2005; Zsidisin et al., 2005b; Mendonca et al., 2004).  
Gemäß der Normal Accident Theory von Perrow kommt es in komplexen und 
eng miteinander verbundenen Systemen schneller und häufiger zu Störungen, so 
dass davon ausgegangen werden kann, dass komplexere Wertschöpfungsnetze 
häufiger und stärker von Supply Chain Unterbrechungen betroffen sind (Bozarth 
et al., 2009; Engelhardt-Nowitzki und Zsiffkovits, 2006; Perrow, 1999).  
Die Komplexität der Wertschöpfungsnetze in der industriellen Produktion und 
damit auch deren Vulnerabilität gegenüber Unterbrechungen haben in den letz-
ten Jahren stark zugenommen (Christopher und Peck, 2004b; Harland et al., 
2003). Die Hauptgründe hierfür sind in der verstärkten Tendenz zum Outsour-
cing und der zunehmenden Globalisierung der Wertschöpfungsnetze zu sehen 
(Peck, 2007; Jüttner, 2005; Hallikas et al., 2004; Christopher und Peck, 2004a; 
Hallikas et al., 2002). Die anhaltende Konzentration der Unternehmen auf Kern-
kompetenzen und der globale Bezug von Wertschöpfungsanteilen führen so auf 
der einen Seite zu einem Anstieg der Anzahl der an einem Wertschöpfungsnetz 
beteiligten Unternehmen und auf der anderen Seite zu einer Vergrößerung der 
Distanzen. Dieses hat häufig eine erschwerte Überwachung der Lieferanten, eine 
eingeschränkte Sichtbarkeit von Nachfrageänderungen, komplexere logistische 
Prozesse (lange Transportzeiten und häufiger Verkehrsträgerwechsel), sowie 
eine insgesamt eingeschränkte Flexibilität zur Folge (Kersten und Hohrath, 
2007; Wagner und Bode, 2006).  
Neben der Komplexität haben im Zuge der Einführung von Strategien zur Redu-
zierung von Beschaffungskosten aber auch die Abhängigkeiten der einzelnen 
Unternehmen untereinander zugenommen. So führt besonders die „Verschlan-
kung“ von Wertschöpfungsnetzen zu einer erhöhten Anfälligkeit der Industrie-
unternehmen gegenüber Unterbrechungen, da durch den Abbau von Sicherheits-
beständen, Zeit- und Kapazitätspuffern die Flexibilität reduziert und die Reakti-
onsfähigkeit bei Störungen eingeschränkt wird (Harland et al., 2003). Zudem 
können Strategien zur Effizienzsteigerung in Supply Chains wie z. B. Single 
Sourcing oder die Zentralisierung von Distribution und Produktion zu einer er-
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höhten Risikoanfälligkeit der Wertschöpfungsnetze führen (Tang, 2006; Jüttner 
et al., 2003). 
3.3.4.1 Supply Chain Risiken als Teil der externen Risiken  
In der Literatur werden alle Risiken, die zu einer Störung oder Unterbrechung 
des Material-, und Informationsflusses innerhalb einer Supply Chain führen, un-
ter dem Begriff Supply Chain Risiken zusammengefasst (Christopher, 2005; Zsi-
disin, 2003). Die Supply Chain Risiken können nach verschiedenen Gesichts-
punkten klassifiziert werden. Während Harland et al. quantitative und qualitative 
Supply Chain Risiken unterscheiden und Cavinato Material-, Informations- und 
Finanzrisiken innerhalb von Supply Chains getrennt voneinander betrachtet 
(Cavinato, 2004; Harland et al., 2003), werden Supply Chain Risiken auch sehr 
häufig gemäß der Position der Risikoquelle relativ zum Wertschöpfungsnetz ka-
tegorisiert (Bogantaj und Bogantaj, 2007; Ziegenbein, 2007; Pfohl, 2002). So 
unterscheiden beispielsweise Christopher und Peck Versorgungs-, Nachfrage-, 
Prozess- und Steuerungsrisiken, während sowohl Wagner und Bode als auch 
Kleindorfer und Wassenhove Versorgungs-, Nachfrage- und katastrophenbe-
dingte Risiken (z. B. Streik, Naturkatastrophen, Infrastrukturausfälle, Terroran-
schläge) unterscheiden (Wagner und Bode, 2006; Kleindorfer und Wassenhove, 
2004; Christopher und Peck, 2004b). All diesen Kategorisierungsansätzen ist 
gemeinsam, dass sich die über die Supply Chain wirksam werdenden Risiken für 
die einzelnen Unternehmen des Wertschöpfungsnetzs in Versorgungs- und 
Nachfragerisiken manifestieren und diese in einem engen Zusammenhang zu 
anderen Unternehmensrisiken, die zur Unterbrechung oder Störung der Betriebs-
abläufe im einzelnen Unternehmen führen können (z. B. Naturrisiken, Infra-
strukturrisiken oder interne Betriebsrisiken), stehen (Kersten und Hohrath, 
2007). Zu den Versorgungsrisiken zählen hierbei Lieferausfallrisiken, Qualitäts-
risiken, Transportrisiken, Lagerrisiken sowie Lieferpreisrisiken. Auf Seite der 
Nachfragerisiken können Industrieunternehmen von Transport- und Lagerrisiken 
sowie von Nachfrageschwankungen (inkl. Verkaufsausfallrisiken) und Ver-
kaufspreisrisiken betroffen sein (Tang, 2006). 
Um die Konsistenz zwischen der Klassifizierung von leistungswirtschaftlichen 
Risiken in Kap. 3.2 und der in der Literatur üblichen Klassifizierung von Supply 
Chain Risiken zu gewährleisten, werden im Rahmen der vorliegenden Arbeit 
Supply Chain Risiken im engeren Sinne als Versorgungs- und Nachfragerisiken 
definiert. Da die Risikoarten in einem engen Zusammenhang zu internen und 
externen Betriebsrisiken stehen und häufig von diesen ausgelöst werden, müssen 
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auch bei der Analyse der operativen Risiken potenzielle Supply Chain Unterbre-
chungen mit berücksichtigt werden. Abbildung 8 verdeutlicht die Definition der 
verschiedenen Risikokategorien und stellt die Zusammenhänge zwischen Supply 
Chain Risiken und internen bzw. externen Betriebsrisiken dar. Im Rahmen der 
vorliegenden Arbeit werden, wie bereits bei der Kategorisierung der industriel-
len Risiken beschrieben, die Risikokategorien externe Betriebsrisiken (Naturrisi-
ken und Infrastrukturrisiken) und Supply Chain Risiken (Versorgungs- und 


















Abbildung 8: Zusammenhänge zwischen Betriebs- und Supply Chain Risiken (nach Kersten und 
Hohrath, 2007), verändert 
3.3.4.2 Auswirkungsmechanismen von externen Risiken innerhalb der 
Supply Chain 
Die Auswirkungen von Versorgungs- und Nachfragerisiken (z. B. Lieferausfälle, 
Qualitätsmängel, Nachfragerückgang etc.) führen innerhalb von Wertschöp-
fungsnetzen sowohl materialflussaufwärts als auch materialflussabwärts zur 
Ausbreitung von Schäden (Haaren, 2008; FEMA, 2003). Kommt es in einem 
Unternehmen innerhalb der Supply Chain zu Betriebsunterbrechungen, sind die 
dem Unternehmen vorgelagerten Unternehmen von einem Rückgang der Nach-
frage durch das gestörte Unternehmen betroffen (Craighead et al., 1997). In 
nachgelagerten Unternehmen und beim Endkunden kann es durch eine solche 
Störung des Materialflusses zu Lieferengpässen kommen (vgl. Abbildung 9).  












































Abbildung 9: Ausbreitung von Betriebsunterbrechungen innerhalb einer Supply Chain (nach 
Ziegenbein, 2007) 
Diese Effekte werden, wie bereits in den vorangegangenen Kapiteln erwähnt, als 
sekundäre indirekte Risikoauswirkungen oder aber auch als Supply Chain Un-
terbrechungen bezeichnet (Ziegenbein, 2007; Kleindorfer und Saad, 2005). Bei 
der Analyse solcher Supply Chain Unterbrechungen muss berücksichtigt wer-
den, dass sich die beschriebenen Auswirkungen nicht nur auf die unmittelbar 
vor- bzw. nachgelagerten Unternehmen übertragen können, sondern sich die in-
direkten Effekte häufig über mehrere Stufen innerhalb der Supply Chain ausbrei-
ten (Haaren, 2008; Kersten et al., 2007; Svensson, 2000). Die Auswirkungen von 
Supply Chain Unterbrechungen werden zusätzlich dadurch verstärkt, dass Un-
ternehmen einer Supply Chain auch Elemente weiterer Wertschöpfungsnetze 
sein können, so dass sich die indirekten Risikoeffekte auch zwischen verschie-
denen Supply Chains kaskadenartig fortpflanzen können (Kajüter, 2007). 
Supply Chain Unterbrechungen können auf die betroffenen Industrieunterneh-
men verschiedenste Auswirkungen haben und hängen stark von der Art des Un-
ternehmens ab. In erster Linie sind Betriebsunterbrechungen immer mit ökono-
mischen Schäden durch Einnahmeausfälle und Effizienzverluste (z. B. bei unge-
nügender Kapazitätsauslastung) sowie mit erhöhten operativen Kosten (z. B. 
durch Überstunden oder Reparaturen) verbunden (Olson und Wu, 2010; Ziegen-
bein, 2007). Des Weiteren können Betriebsunterbrechungen durch Supply Chain 
Unterbrechungen aufgrund eingeschränkter Lieferzuverlässigkeit und ggf. redu-
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zierter Produktqualität aber auch zu Kundenunzufriedenheit und Kundenverlus-
ten sowie zu Vertragsstrafen führen (Haaren, 2008; Zsidisin et al., 2005b).  
Das Ausmaß der Auswirkungen von Supply Chain Unterbrechungen sowohl für 
das einzelne Unternehmen als auch für das gesamte Wertschöpfungsnetz ist stark 
zeitabhängig (Wagner und Bode, 2006). Neben der Dauer der ursprünglichen 
Ausgangsstörung ist auch die Dauer der Unterbrechung und die Zeit bis zur 
Wiederherstellung des Normalbetriebs in den einzelnen Unternehmen der unter-
brochenen Supply Chain entscheidend (Christopher und Peck, 2004a; Craighead 
et al., 1997). Da besonders Wiederanfahrprozesse nach einer Betriebsunterbre-
chung unterschiedlich lange dauern können und maßgeblich von der Art der 
Produktionsprozesse beeinflusst werden, können Betriebsunterbrechungen in 
indirekt betroffenen Unternehmen häufig länger andauern als die ursprüngliche 
Ausgangsstörung. Des Weiteren wird das Ausmaß der sekundären indirekten 
Effekte durch Supply Chain Unterbrechungen von Eigenschaften der Supply 
Chain bestimmt (Sheffi und Rice, 2005). Hierzu zählen neben der Komplexität 
der Supply Chain vor allem die Interdependenzen zwischen den einzelnen Un-
ternehmen und die Abhängigkeiten von anderen Systemen (z. B. Infrastrukturen) 
(Peck, 2005; Hallikas et al., 2004).  
3.3.4.3 Begrenzung der Auswirkungen von Supply Chain Unterbre-
chungen durch Business Continuity Planning 
In vielen Unternehmen wurden in den vergangenen Jahren „Business Continui-
ty“ Abteilungen eingerichtet (Von Rössing, 2005; McManus und Carr, 2001). 
Der Prozess des Business Continuity Plannings (BCP) ist dem herkömmlichen 
Risikomanagementprozess sehr ähnlich (vgl. Kap 3.4), hat jedoch besonders die 
Aufrechterhaltung der Geschäftsprozesse innerhalb eines Unternehmens unter 
besonderer Berücksichtigung von Supply Chain Effekten zum Ziel (Hiles und 
Barnes, 2001; Long, 1997). Im Rahmen des BCP wird in iterativen Prozess-
schritten ein angemessenes Risikobewusstsein geschaffen,  Präventionsmaß-
nahmen identifiziert und Notfallmaßnahmen geplant, um so Supply Chain Risi-
ken zu vermeiden, zu beherrschen oder auf Dritte zu übertragen (Zsidisin et al., 
2005a; Barnes, 2001). Während im klassischen Risikomanagement die Risikore-
duktion im Mittelpunkt steht, hat das BCP besonders den strukturierten Umgang 
mit Störungen zum Ziel (Norrman und Lindroth, 2004; Zsidisin et al., 2003). 
Maßnahmen, die zur Reduzierung von Supply Chain Risiken und zur Bewälti-
gung von Störungen geeignet sind, sind beispielsweise die Durchführung von 
Lieferantenaudits, die Vergrößerung der Lieferantenbasis und die Vorhaltung 
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von Sicherheitsbeständen (Naujoks, 2003; Zsidisin, 2003). Durch den Abschluss 
von Betriebsunterbrechungs- und Betriebsausfallversicherungen können die 
Auswirkungen von Supply Chain Unterbrechungen auf Dritte übertragen werden 
(Myres, 1993). Ein effizientes Supply Chain Risikomanagement erfordert vor 
allem eine enge Zusammenarbeit (Sing Lee, 2008; Svensson, 2000) und den 
kontinuierlichen Informationsaustausch aller beteiligten Unternehmen (Xiaohui 
et al., 2006; Christopher und Lee, 2004). Eine solche organisationsübergreifende 
Kooperation erhöht die Transparenz innerhalb der Supply Chain und hilft so, 
Unsicherheiten zu reduzieren (Peck, 2007). Die Einbeziehung aller Unternehmen 
der Supply Chain ist zudem aber auch deshalb von besonderer Bedeutung, da die 
Robustheit eines Wertschöpfungsnetzes maßgeblich von seinem schwächsten 
Glied bestimmt wird (Kleindorfer und Saad, 2005). Die Integration vieler ver-
schiedener Stakeholder in die Entscheidungsprozesse stellt hierbei eine große 
Herausforderung dar, bei der häufig die organisationsübergreifende Zusammen-
arbeit und der notwendige Informationsaustausch durch Konkurrenzdenken der 
einzelnen Unternehmen erschwert oder verhindert wird (Kersten und Hohrath, 
2007).  
3.4 Management industrieller Risiken 
Als Risikomanagement wird die systematische und kontinuierliche Herange-
hensweise an die verschiedenen Risiken im Rahmen eines Managementprozes-
ses verstanden. Ziel ist es hierbei, potenzielle Risiken systematisch zu erfassen 
und zu bewerten, um ausgehend davon Entscheidungen über die Implementie-
rung von möglichst ökonomisch und technisch optimalen Risikobewältigungs-
maßnahmen treffen zu können (Norrman und Jansson, 2004; Mikus, 2001). Die 
Bewältigungsmaßnahmen können entweder die Eintrittswahrscheinlichkeit eines 
Risikos beeinflussen oder über die Begrenzung der Risikoauswirkung ein Risiko 
verringern (Wolf und Runzenheimer, 2003). 
Die Analyse der Auswirkungen in Kapitel 3.3 hat gezeigt, dass gerade externe 
industrielle Risiken auf verschiedenen Ebenen wirksam werden (Gheorghe et al., 
2000). Industrielle Risiken wirken sich nicht nur auf Unternehmen oder einzelne 
Unternehmensstandorte aus, sondern können aufgrund der ökonomischen Ver-
flechtung von Industrieunternehmen ganze Branchen, Regionen oder Nationen 
betreffen (Antonioni et al., 2009b). Daher muss zur Handhabung dieser Risiken 
das Risikomanagement auf verschiedenen Ebenen (z. B. Unternehmen, Supply 
Chain, Branche, regionale oder nationale Wirtschaft) ansetzen (Dastous et al., 
2008; Kirchsteiger, 2000).  
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Entscheidungsträger im industriellen Risikomanagement können deshalb neben 
den Unternehmen selbst sowohl Branchenvertreter (z. B. Verbände) als auch 
verantwortliche Personen und Institutionen auf regionaler Ebene sein (z. B. 
Kommunen) (Dastous et al., 2008). Im Folgenden wird ein integrierter Ansatz 
des Risikomanagements vorgestellt, der es ermöglicht, Ansatzpunkte auf ver-
schiedenen Ebenen zu erschließen und diese bereits in der Phase der Risikobe-
wertung zu berücksichtigen. Da jedoch viele Risikoprozesse auf Unternehmens-
ebene wirksam werden und Risikomaßnahmen im Sinne einer strukturierten und 
prozessorientierten Vorgehensweise an diese angepasst werden sollten, ist eine 
verstärkt unternehmensbezogene Betrachtung des industriellen Risikomanage-
ments an dieser Stelle notwendig. 
3.4.1 Ziele und Aufgaben des Risikomanagements  
Ziel des Risikomanagementprozesses ist zum einen die Bekämpfung existenzbe-
drohender Risiken und zu anderen die Minimierung der mit den Risiken verbun-
denen Schäden (Sauerwein und Thurner, 1998). Im Rahmen des unternehmeri-
schen Risikomanagements sollten allerdings nicht nur existenzbedrohende Risi-
ken Berücksichtigung finden. Vielmehr ist es wichtig, auch kleinere Risiken, die 
Unternehmensaktivitäten negativ beeinflussen, mit in die Analyse einzubeziehen 
(Horváth und Gleich, 2000). Welche Risiken berücksichtigt werden sollen, kann 
nicht allgemeingültig vorgegeben werden, sondern muss sich an der Risikokul-
tur, an unternehmens- oder situationsspezifischen Eigenschaften (z. B. betroffe-
ne Branche, gesetzliche Vorgaben, räumliche Ausdehnung), an der Betrach-
tungsebene sowie an den generellen Zielen des Risikomanagements orientieren 
(Strohmeier, 2007). 
In Industrieunternehmen hat das Risikomanagement in den vergangenen Jahren 
aufgrund des gestiegenen Risikobewusstseins verstärkt an Bedeutung gewonnen 
(Strohmeier, 2007; Keitsch, 2000). Risikomanagementansätze der ersten Genera-
tion konzentrierten sich hauptsächlich auf den Umgang mit versicherbaren Risi-
ken (Schierenbeck, 2001). In Ansätzen des speziellen Risikomanagements wer-
den dagegen möglichst alle Risiken systematisch erfasst und entsprechende 
Maßnahmen zur Risikobewältigung identifiziert (Mikus, 2001). Das spezielle 
Risikomanagement verzichtet hierbei jedoch auf eine Einbeziehung potenzieller 
Chancen in den Risikomanagementprozess, die hingegen im allgemeinen (oder 
generellen) Risikomanagement berücksichtigt werden (Strohmeier, 2007). Mit 
dem 1998 in Kraft getretenen Gesetz zur Kontrolle und Transparenz im Unter-
nehmensbereich (KonTraG) macht auch der Gesetzgeber einige Vorgaben zum 
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Risikomanagement in Unternehmen. Beim KonTraG handelt es sich um kein 
eigenständiges Gesetz im engeren Sinnen, sondern vielmehr um ein Konstrukt, 
das sich aus Änderungen verschiedener anderer Gesetze (z. B. Aktiengesetz oder 
Handelsgesetzbuch) ergibt (Wolf und Runzenheimer, 2003). Ziel des KonTraG 
ist es, den Fortbestand von Unternehmen zu sichern, weshalb der Fokus auf exis-
tenzbedrohenden, leistungswirtschaftlichen und finanzwirtschaftlichen Risiken 
liegt. Um Unternehmensrisiken frühzeitig zu erkennen und durch entsprechende 
Maßnahmen abzuwehren, schreibt das Gesetz die Einführung eines Risikomana-
gementsystems vor, das Elemente zur Frühwarnung, zur internen Überwachung 
und zum Controlling beinhaltet (Bockslaff, 1999). Obwohl das Gesetz lediglich 
das Risikomanagement von Aktiengesellschaften regelt, zeigt sich eine ausstrah-
lende Wirkung der Regelungen auch auf Unternehmen anderer Rechtsformen 
(Chernobai et al., 2007; Martin, 2001).  
Gerade bei externen industriellen Risiken darf das Risikomanagement jedoch 
nicht auf die Unternehmensebene begrenzt sein (Tierney und Nigg, 1995). Um 
die negativen Folgen von industriellen Risiken mit einer größeren räumlichen 
Ausdehnung und Kaskadeneffekten auf regionaler, ökonomischer und gesamtge-
sellschaftlicher Ebene zu begrenzen, müssen auch auf übergeordneten Ebenen 
(z. B Behörden) Risikomanagementansätze implementiert werden (Gheorghe et 
al., 2000). Um im Rahmen des Risikomanagements möglichst optimale Bewälti-
gungsmaßnahmen zu identifizieren und umzusetzen, spielt hierbei eine gut abge-
stimmte und strukturierte Zusammenarbeit zwischen verschiedenen Stakehol-
dern eine wichtige Rolle (Dastous et al., 2008). Eine besondere Bedeutung haben 
hier beispielsweise die Verteilung von Ressourcen sowie die Priorisierung von 
Regionen oder Unternehmen. Des Weiteren spielt die Organisation der Zusam-
menarbeit von staatlichen Einrichtungen und privatwirtschaftlichen Organisatio-
nen (z. B. Infrastrukturbetreiber, betroffene Unternehmen) eine wichtige Rolle 
(Kunreuther, 2003; Farazmand, 2001). 
3.4.2 Phasen im industriellen Risikomanagement  
Der Risikomanagementprozess kann in die vier folgenden Prozessschritte Risi-
koidentifikation, Risikobewertung, Risikobewältigung und Risikoüberwachung 
unterteilt werden (Rosenkranz und Missler-Behr, 2005; Hölscher, 1999). Die 
beiden ersten Prozessschritte werden dabei häufig zur Risikoanalyse zusammen-
gefasst (vgl. Abbildung 10) (Purdy, 2010).  











Abbildung 10: Komponenten des Risikomanagements (nach Hölscher, 2002) 
Die Risikoidentifikation hat die Aufgabe alle relevanten Risiken möglichst voll-
ständig, vorausschauend, rechtzeitig und wirtschaftlich zu erfassen. Da die Risi-
koidentifikation die Grundlage für alle folgenden Phasen des Risikomanage-
ments bildet und nicht erfasste Risiken eine große Gefahr darstellen können, 
kommt der Identifikation der Risiken eine zentrale Bedeutung zu (Rosenkranz 
und Missler-Behr, 2005). Wesentlicher Bestandteil und Grundvorrausetzung der 
Risikoidentifikation ist daher eine Systematisierung der verschiedenen Risikoar-
ten (vgl. Kap. 3.2). Häufig erfolgt die Risikoidentifikation rein intuitiv (Kremers, 
2002). Um die Effektivität der Risikoidentifikation zu steigern, sollten jedoch 
Methoden zur systematischen Risikoerfassung wie beispielsweise Betriebsbe-
sichtigungen, Checklisten, Delphibefragungen, Prozessanalysen, Szenarioanaly-
sen eingesetzt werden (Schierenbeck und Lister, 2002). Eine Methode, die bei-
spielsweise in der chemischen Industrie häufig auf Unternehmensebene zum 
Einsatz kommt, ist die Durchführung von Hazard and Operability Studies (HA-
ZOP), bei der Prozessanalysen und Szenarioanalysen miteinander kombiniert 
werden (Nolan, 2008). Im Rahmen einer HAZOP-Studie werden verschiedene 
Störungen von moderierten Expertenteams anhand einfacher Leitworte durchge-
spielt und so neben Störungsursachen auch mögliche Konsequenzen und ange-
messene Gegenmaßnahmen identifiziert (Crawley et al., 2000). 
Um Aussagen über den Handlungsbedarf bezüglich der Risiken machen zu kön-
nen und eine Priorisierung verschiedener Risiken zu erhalten, müssen alle identi-
fizierten Risiken in einem nächsten Schritt bewertet werden. Im Rahmen der 
Risikobewertung werden die mit den Risiken verbundenen Gefahrenpotenziale 
transparent gemacht und die Auswirkungen quantifiziert (Strohmeier, 2007). 
Zentrale Punkte der Risikobewertung sind daher meist die Bestimmung der Ein-
trittswahrscheinlichkeit und des Schadensausmaßes eines Risikos (Mikus, 2001). 
Da der Risikobewertung im Rahmen des Risikomanagements eine zentrale Be-
deutung zukommt und diese stark an die jeweilige Betrachtungsebene angepasst 
werden muss (Heller, 2006), wird in den nachfolgenden Punkten (Kapitel 3.4.3) 
detailliert auf die zur Verfügung stehenden Methoden und auf die Anforderun-
gen an die Risikobewertung eingegangen. 
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Zur Bewältigung der Risiken kommen je nach Handlungsebene und Risikoart 
verschiedene Strategien und Maßnahmen zum Einsatz. Grundsätzlich gilt es, bei 
der Auswahl konkreter Bewältigungsmaßnahmen eine Wirtschaftlichkeitsbe-
trachtung, welche den mit der jeweiligen Maßnahme verbundenen Aufwand in 
Bezug zur erwarteten Risikominderung setzt, durchzuführen, um so Aufschluss 
über die Effizienz einer Implementierung der Maßnahmen zu erhalten 
(Ziegenbein, 2007). Typische Strategien zur Risikobewältigung stellen die Stra-
tegien Risikovermeidung, Risikoverminderung, Risikodiversifikation, Risiko-
transfer und Risikovorsorge dar. Die verschiedenen Risikobewältigungsmaß-
nahmen können in ursachen- bzw. wirkungsbezogene Maßnahmen unterteilt 
werden. Während Risikovermeidung und Risikominderung darauf abzielen die 
Eintrittswahrscheinlichkeit eines Risikos zu verringern, versuchen die anderen 
Bewältigungsmaßnahmen, die negativen Auswirkungen der Risiken zu begren-
zen. Da bei der Risikominderung sowohl die Eintrittswahrscheinlichkeit als auch 
die Tragweite eines Risikos beeinflusst werden, gehören risikomindernde Maß-
nahmen sowohl der ursachen- als auch der wirkungsbezogenen Risikobewälti-
gung an (Kremers, 2002). Tabelle 6 erläutert die Ansatzpunkte und Wirkmecha-
nismen der verschiedenen Strategien, außerdem wird eine Einteilung der Maß-
nahmen in aktive und passive Bewältigungsstrategien vorgenommen.  
Im Rahmen der Auswahl und Bewertung geeigneter Bewältigungsmaßnahmen 
ist es notwendig, regelmäßig eine Risikobewertung durchzuführen, um so die 
potenzielle Risikoreduktion einer Maßnahme zu bestimmen und diese mit in den 
Entscheidungsprozess einzubeziehen (Götze und Mikus, 2001; Sauerwein und 
Thurner, 1998). Bei der Maßnahmenbewertung sollten neben ökonomischen 
auch ökologische, technische und soziale Kriterien berücksichtigt werden (Merz 
et al., 2004). 
Die Wirksamkeit und Aktualität des industriellen Risikomanagements muss 
ständig überprüft werden (Härterich, 1987). Der Schritt der Risikoüberwachung 
läuft prozessbegleitend ab. Aufgabe der Risikoüberwachung ist es hierbei, so-
wohl die Einzelrisiken und deren dynamische Entwicklung zu überwachen als 
auch die Prozessabläufe des Risikomanagements selbst zu kontrollieren (Burger 
und Burchart, 2002). Das Risikomanagement darf jedoch nicht als lineare Ab-
folge der beschriebenen Prozessschritte verstanden werden. Vielmehr müssen 
zwischen den verschiedenen Phasen Rückkopplungsmechanismen existieren, um 
die Ergebnisse der einzelnen Prozessschritte im Rahmen eines iterativen Pro-
zessablaufs kontinuierlich zu verbessern (vgl. Abbildung 10). 
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Tabelle 6: Risikobewältigungsstrategien 
Risikobewältigungs-













lichkeit und der Tragweite eines Risikos 
auf akzeptables Maß 
z. B. reaktive Maßnahmen wie Absper-
rung eines Gefahrenbereiches; EVWkuie-




Risikoausgleich durch Aufspaltung in 
Einzelrisiken 
z. B. Aufteilung der Risiken auf mehrere 
Unternehmen im Rahmen einer Koopera-




Übertragung des Risikos auf Dritte 
z. B. Versicherungen, vertragliche  Rege-




Selbsttragen der Risiken  
Bereitstellung ausreichender Deckungs-
mittel 
z. B. Bildung von Rücklagen und Rück-
stellungen 
3.4.3 Phase der Risikobewertung 
Im Rahmen des Risikomanagements kommt der Risikobewertung eine zentrale 
Bedeutung zu, da eine  nach Möglichkeit  quantitative Beurteilung der Risi-
ken die wesentliche Grundlage für die Auswahl von Maßnahmen zur Risikobe-
wältigung darstellt (Kremers, 2002). 
3.4.3.1 Ziele und Aufgaben der Risikobewertung 
Bei der Risikobewertung wird das Gefahrenpotenzial eines Risikos transparent 
gemacht und das potenzielle Ausmaß der Risikoauswirkungen ermittelt. Über-
geordnetes Ziel der Risikobewertung ist es, Risiken entsprechend ihren poten-
ziellen Umweltzuständen zu klassifizieren (Schierenbeck und Lister, 2002). 
Hierdurch soll beispielsweise auf Unternehmensebene eine Priorisierung der 
Risiken gemäß ihrer Gefährdung für das Unternehmen und auf räumlicher Ebene 
eine Priorisierung verschiedener Regionen hinsichtlich ihrer Risikobetroffenheit 
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erreicht werden. Ausgehend hiervon kann bestimmt werden, in welchen Berei-
chen der Handlungsbedarf bezüglich der Risiken am größten ist, so dass be-
grenzte Ressourcen sowohl auf Unternehmens- als auch auf regionaler Ebene 
möglichst optimal für die Risikobewältigung eingesetzt werden können (Tansel, 
1995). 
Zur Quantifizierung von Risiken, stellen die Kenntnis der den Risiken zu Grunde 
liegenden Wirkzusammenhänge und die Analyse der ablaufenden Risikoprozes-
se und Auswirkungsmechanismen entscheidende Informationen dar (Mikus, 
2001). Bei der Analyse von Risikoauswirkungen sollte hierbei unter anderem 
berücksichtigt werden, dass zwischen verschiedenen Risiken Interdependenzen 
existieren und dass sich die verschiedenen Risikoarten dadurch gegenseitig be-
einflussen können. Dies kann auf verschiedenen Aggregationsebenen sowohl zu 
einer Verstärkung als auch zu einer Reduzierung des Risikoausmaßes führen 
(Nottmeyer, 2002). Diese Wechselwirkungen sollten bereits bei der Erfassung 
und Quantifizierung der Risiken im Rahmen der Risikobewertung mit berück-
sichtigt werden. 
Die zur Risikobewertung eingesetzten Methoden sollten generell einigen grund-
legenden Anforderungen genügen. So fordern beispielsweise Helten und Har-
tung, dass eine Risikobewertung auf verschiedene Risiken anwendbar, objektiv, 
transparent und anwenderfreundlich sein sollte (Helten und Hartung, 2002). Die-
se Anforderungen sind vor allem vor dem Hintergrund, dass in der Phase der 
Risikobewertung meist viele verschiedene Entscheidungsträger involviert sind, 
von besonderer Bedeutung. Da verschiedene Stakeholder meist unterschiedliche 
Sichtweisen und häufig subjektiv geprägte Präferenzen haben, sollten Methoden 
zur Risikobewertung zudem die Integration verschiedenster Bewertungskriterien 
sowie die Abbildung unterschiedlicher Präferenzen ermöglichen. 
In den klassischen Ansätzen zur Risikobewertung wird meist  ausgehend von 
der versicherungsmathematischen Definition des Risikos  der Erwartungswert, 
der sich aus der Eintrittswahrscheinlichkeit und dem Schadensausmaß eines Ri-
sikos zusammensetzt, als Bewertungsgröße herangezogen (Hölscher, 2002). 
Aufgrund der multiplikativen Verknüpfung der beiden Komponenten und der 
dadurch bedingten Gleichbehandlung kann die Bestimmung des Erwartungswer-
tes zu einem erheblichen Informationsverlust führen (Michaels, 1999). So kann 
beispielsweise die Betrachtung von Erwartungswerten bei der Risikobewertung 
darin resultieren, dass Risiken mit einer hohen Eintrittswahrscheinlichkeit und 
einem geringen Schadensausmaß gleich behandelt werden, wie Risiken mit einer 
sehr geringen Eintrittswahrscheinlichkeit und einem sehr hohen Schadensaus-
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maß. Die Gleichbehandlung solch unterschiedlicher Risikostrukturen ist jedoch 
nicht zweckmäßig, da häufig eintretende Risiken mit geringem Schadensausmaß 
meist gut bewältigt werden können, Risiken mit einem sehr großen Scha-
densausmaß jedoch auch bei geringer Eintrittswahrscheinlichkeit zu katastropha-
len Auswirkungen führen können (Kremers, 2002).  
3.4.3.2 Übersicht über Methoden zur industriellen Risikobewertung  
Zur Ermittlung der Risikodeterminanten (Eintrittswahrscheinlichkeit und Scha-
densausmaß) steht eine Vielzahl verschiedener Methoden zur Verfügung (Tixier 
et al., 2002). Die quantitative Bestimmung besonders der Eintrittswahrschein-
lichkeit ist häufig jedoch nur eingeschränkt möglich, so dass auch semi-
quantitative und qualitative Ansätze herangezogen werden müssen. Die ver-
schiedenen Bewertungsmethoden, die hauptsächlich im klassischen industriellen 
Risikomanagement und bei der Bewertung von Naturrisiken zum Einsatz kom-
men, können in empirische Methoden, analytische Methoden und computerba-
sierte Simulationen untergliedert werden (Mikus, 2001). 
Empirische Methoden basieren auf Datenaufzeichnungen und Erfahrungen aus 
der Vergangenheit. Mittels statistischer Auswertungen wie beispielsweise 
Regressions-, Varianz- und Korrelationsanalysen können statistische Zusam-
menhänge ermittelt werden (Mikus, 2001). Historische Simulationen, wie sie 
häufig zur Bewertung von Naturrisiken eingesetzt werden, zielen ebenfalls dar-
auf ab, Eintrittswahrscheinlichkeit und Auswirkungen auf der Basis vergangener 
Schadensereignisse zu modellieren (Penning-Rowsell et al., 2005). Generelle 
Schwäche der empirischen Methoden ist die begrenzte Datenverfügbarkeit und 
die Tatsache, dass die Übertragung von Daten aus der Vergangenheit auf Ge-
genwart und Zukunft mit großen Unsicherheiten verbunden ist (Haas, 2000). Der 
Vorteil dieser Methoden hingegen ist die Verwendung realer Daten (Merz, 
2006).  
Analytische Methoden beruhen meist auf dem Grundprinzip der Szenarioanaly-
se. Diese ermöglicht es, über eine Art „Gedankenexperiment“ potenzielle Risi-
koauswirkungen zu identifizieren, auch wenn historische Daten nicht zur Verfü-
gung stehen (Varum und Melo, 2010). Da im Rahmen der Risikobewertung 
nicht alle denkbaren Szenarios analysiert werden können, wird häufig ein Drei-
Werte-Verfahren eingesetzt, bei dem sowohl das als am wahrscheinlichsten 
erachtete als auch das optimistischste und das pessimistischste Szenario unter-
sucht werden (Bradfielda et al., 2005; Schnaars und Ziamou, 2001; Schoemaker, 
1995). Spezialformen der Szenarioanalyse, die vor allem im Bereich der techni-
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schen Sicherheitsforschung häufig zum Einsatz kommen, sind die Ausfallef-
fektanalyse und die Fehlerbaumanalyse (Eberhard, 2002; Clifton und Ericson, 
1999).  
Zur Modellierung und Simulation von Risikoauswirkungen im Rahmen der Risi-
kobewertung können zudem verschiedene Simulationsansätze gewählt werden. 
Hierzu zählen beispielsweise Petri-Netz-Konzepte, die sich gut zur Analyse 
komplexer dynamischer Systeme (z. B. Supply Chains oder Infrastruktursys-
tems) eignen (Wu et al., 2007; Dong und Chen, 2007; Mock, 2001), Systems-
Dynamic Ansätze (Min et al., 2007; Conrad et al., 2006; LeClair und O´Reilly, 
2005) oder agenten-basierte Prozesssimulationen (Kaegi et al., 2006; Mock et 
al., 2005). Im Bereich der Analyse von Supply Chain Risiken werden zur Risi-
kobewertung zudem AHP-Modelle (Chan und Kumar, 2007; Wu et al., 2006), 
stochastische Data Evelopment Analysis (DEA) Modelle (Olson und Wu, 
2010; Wu und Olson, 2008; Talluri et al., 2006) oder auch Bayes`sche Ansätze 
eingesetzt (Lockamy III und McCormack, 2010). Zur Bewertung von Natur- und 
Infrastrukturrisiken werden in der Literatur häufig die monetären Schäden von 
Risikoereignissen (auf objektbezogener und regionaler Ebene) bestimmt. Welche 
Methoden zur Schadensquantifizierung herangezogen werden können und 
wie diese zur Bewertung von externen Risiken eingesetzt werden, wird im nach-
folgenden Unterpunkt umfassend erläutert (Kap. 3.4.4). 
Alle beschriebenen Methoden zur Risikobewertung sind mit einer Vielzahl von 
Unsicherheiten behaftet, die bei der Interpretation der Ergebnisse mit berück-
sichtigt werden müssen. Daher sollten Methoden zur Risikobewertung unbedingt 
Sensitivitätsanalysen beinhalten, um so den Einfluss von Daten- und Modellun-
sicherheiten zu quantifizieren. Werden Simulationsmodelle zur Risikobewertung 
herangezogen, deren Eingangsdaten mit Unsicherheiten behaftet sind, empfiehlt 
es sich häufig, im Rahmen der Sensitivitätsanalyse eine Monte-Carlo-
Simulation durchzuführen (Bertsch, 2008). Diese ermöglicht es, über Zufalls-
ziehungen, die auf der Unsicherheitsverteilung der Eingangsdaten beruhen, eine 
Vielzahl von Modellberechnungen durchzuführen und so die Auswirkungen der 
Unsicherheiten auf die Ergebnisse der Risikomodelle zu analysieren und zu ver-
stehen. 
3.4.4 Methoden zur Schadensquantifizierung 
Zur Quantifizierung von direkten und indirekten Schäden können verschiedene 
Methoden herangezogen werden (Arellano et al., 2003). In den in der Literatur 
beschriebenen Ansätzen werden häufig Schäden, die durch Naturkatastrophen, 
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Terroranschläge oder Infrastrukturausfälle hervorgerufen wurden, analysiert 
(Viitanen und Haranne, 2003; Arellano et al., 2003). Hierbei werden meist der 
makro- oder meso-ökonomische Gesamtschaden, das Ausmaß einzelner Scha-
densklassen auf regionaler Ebene (z. B. Gebäudeschäden) oder der monetäre 
Schaden an einzelnen Objekten ermittelt (Friedland, 2009). Eine direkte Be-
trachtung der monetären Schäden in der Industrie findet hierbei meist nur für die 
Kategorie der direkten Schäden statt (van der Veen, 2003). 
Die quantitative Analyse direkter und indirekter Schäden kann sowohl ex-ante in 
Form der Bestimmung des monetären Schadenspotenzials als auch ex-post, d. h. 
nach Eintritt eines Ereignisses, über die Ermittlung des tatsächlichen Schadens 
erfolgen und stellt damit in einigen Bereichen ein geeignetes Tool zur Risikobe-
wertung dar (Smith und Petley, 2009; Bendimerad, 2001a). Im Bereich der Na-
turrisiken werden Schadensquantifizierungen beispielsweise zur groben Ab-
schätzung von Schäden unmittelbar nach einem Ereignis eingesetzt, um so den 
notwendigen Umfang von Finanzhilfen oder potenzielle Versicherungsleistun-
gen zu ermitteln (Meyer und Messner, 2007; Gewalt et al., 1996). Ex-ante hat 
die Quantifizierung des Schadenspotenzials meist die Bewertung des Kumulusri-
sikos (z. B. bei der Standortbewertung), die Berechnung von Versicherungsprä-
mien sowie die Durchführung von Kosten-Nutzen-Analysen bei der Implemen-
tierung von Risikominderungsmaßnahmen zum Ziel (Seifert, 2009; Sayers et al., 
2002).  
Als Grundlage für die Entwicklung einer Methode zur Bewertung externer in-
dustrieller Risiken werden im Folgenden die wichtigsten Methoden zur monetä-
ren Ermittlung von direkten und indirekten Schäden vorgestellt und deren Ein-
setzbarkeit im industriellen Risikomanagement diskutiert. Hierbei muss darauf 
hingewiesen werden, dass sich die Methoden je nach Betrachtungsebene und 
Schadensart stark unterscheiden und dass derzeit keine Standardmethoden ver-
fügbar sind (Meyer und Messner, 2007). Da die monetäre Quantifizierung von 
Schäden besonders im Bereich der Naturrisiken und bei Infrastrukturausfällen 
eine wichtige Rolle spielt, werden im Folgenden hauptsächlich Methoden zur 
Schadensanalyse aus diesen Bereichen vorgestellt. Diese Methoden dienen meist 
der Risikobewertung auf übergeordneter, räumlicher Ebene. Da bei der Bewer-
tung von externen Risiken als Basis für die Implementierung von Risikominde-
rungsmaßnahmen auf übergeordneter Ebene die Analyse der räumlichen Risiko-
auswirkungen eine zentrale Rolle spielt, stellt die Analyse dieser Methoden eine 
wichtige Grundlage für die Methodenentwicklung im Rahmen der vorliegenden 
Arbeit dar. Nach einer Darstellung der Methoden zur Schadensquantifizierung 
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werden in diesem Abschnitt abschließend die Grenzen und Nachteile von diesen 
beim Einsatz im Risikomanagement aufgezeigt.  
3.4.4.1 Quantifizierung direkter Schäden  
Obwohl direkte Schäden (z. B. durch Naturkatastrophen) wesentlich besser un-
tersucht sind als indirekte Schäden, kommen auch zur Quantifizierung jener kei-
ne einheitlichen Standardmethoden zum Einsatz (EMA, 2002). Dies ist haupt-
sächlich darin begründet, dass die Methoden je nach Ziel der Untersuchung, Be-
trachtungsebene oder sonstigen Rahmenbedingungen (z. B. Datenverfügbarkeit) 
angepasst werden müssen (Messner und Meyer, 2005). Der Prozessablauf der 
meisten Quantifizierungsansätze lässt sich jedoch durch eine allgemeine Vorge-
hensweise beschreiben, bei der lediglich einzelne Teilschritte unterschiedlich 
gelöst werden (Meyer, 2005). Abbildung 11 stellt das konzeptionelle Vorgehen 
bei der Quantifizierung von (primären) direkten Schäden auf verschiedenen Be-
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Abbildung 11: Konzeptionelles Vorgehen bei der Quantifizierung von direkten Schäden durch 
Naturkatastrophen (nach Messner und Meyer, 2005) 
Schritt 1 dient der generellen Identifizierung eines geeigneten Quantifizie-
rungsansatzes. Hierbei spielt besonders die Festlegung der räumlichen Betrach-
tungsskala eine entscheidende Rolle (Reese, 2003). Neben einigen objektbezo-
genen Ansätzen, die beispielsweise der Analyse des Schadenpotenzials einzelner 
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Industriestandorte dienen (Hall und Meadowcroft, 2003; Penning-Rowsell et al., 
2003), werden direkte Schäden in der Industrie häufig gesamtökonomisch über 
meso-skalige oder makro-skalige Ansätze erfasst (Messner und Meyer, 2005; 
MURL, 2000).  
Die Vorgehensweise im weiteren Verlauf der Schadensermittlung hängt neben 
der Betrachtungsebene stark von den berücksichtigten Schadenskategorien ab, 
die im  
2. Schritt der Analyse festgelegt werden (Meyer, 2005). Im Bereich der indus-
triellen Schäden werden im Rahmen von regionalen Schadensanalysen haupt-
sächlich Schäden an Gebäuden und Ausrüstung in Industrieunternehmen (dem 
sogenannten Anlagenvermögen) betrachtet (Seifert et al., 2009). Die Schäden am 
Vorratsvermögen werden auf regionaler Ebene hingegen nur sehr selten berück-
sichtigt (Meyer und Messner, 2006). 
Schritt 3 des Analyseprozesses dient der Beschaffung aller zur Schadenser-
mittlung benötigten Daten und Informationen. Gefährdungsparameter dienen 
hierbei dazu, die räumliche Ausdehnung und die Intensität der einwirkenden Ge-
fährdung zu bestimmen (z. B. Überflutungsfläche, Überflutungshöhe, Windstär-
ke) (Penning-Rowsell et al., 2005). Um auf regionaler Ebene Informationen be-
züglich der Exposition in die Schadensermittlung zu integrieren, werden Daten 
zur Landnutzung herangezogen (z. B. Corine Land Cover Daten, Daten des Amt-
lichen Topographisch-Kartographischen Informationssystems (ATKIS-Daten) 
(Elmer et al., 2010; Seifert et al., 2009; Colijn et al., 2000). Die Ermittlung von 
Vermögenswerten stellt in der Industrie gerade auf regionaler Ebene  aufgrund 
der begrenzten Verfügbarkeit statistischer Daten  eine große Herausforderung 
dar (Kiese und Leineweber, 2001; Behnen, 2000). In Deutschland sind derzeit 
nur statistische Daten zum Bruttoanlagenvermögen (Gebäude und Ausrüstun-
gen) auf Bundes- bzw. Landesebene verfügbar, die meist über sogenannte top-
down Ansätze für kleinräumigere Betrachtungen disaggregiert werden (Seifert et 
al., 2009; Meyer und Messner, 2007). Generell besser geeignet, aber jedoch 
meist aufwendiger, sind hingegen bottom-up Ansätze, bei denen die Anlagen-
werte objektspezifisch ermittelt und bei Bedarf über Daten zur industriellen Ex-
position auf die regionale Ebene übertragen werden (Penning-Rowsell und Chat-
terton, 1977). Ein unter zeit- und datentechnischen Gesichtspunkten praktikabler 
bottom-up Ansatz ist beispielsweise der Referenzanlagenansatz zur Ermittlung 
des industriellen Schadenspotenzials, bei dem Anlagenklassen gleicher Werte 
identifiziert werden. Zur Bestimmung des regionalen Ausrüstungsvermögens 
von Unternehmen werden für die verschiedenen Anlagenklassen klassenspezifi-
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sche Referenzwerte ermittelt, die anschließend über Daten zur räumlichen Ver-
teilung der Industrie aufaggregiert werden (Geldermann et al., 2008).  
Die Empfindlichkeit der Gebäude und Anlagen wird über sogenannte Schadens-
funktionen ermittelt, die das Schadensausmaß in Relation zur Intensität der Ge-
fährdung darstellen (Kok et al., 2004). Schadensfunktionen können sowohl em-
pirisch aus Daten tatsächlicher Ereignisse (Merz et al., 2004) oder synthetisch 
über die Einschätzung von Experten generiert werden (Buck, 2004; Green et al., 
1994). 
Im letzten Schritt (Schritt 4) der Analyse (primärer) direkter Schäden werden 
alle zuvor ermittelten Informationen miteinander kombiniert. Zur Überlagerung 
räumlicher Informationen und zur Darstellung der räumlichen Ergebnisse sind 
GIS-Anwendungen besonders geeignet (NRC, 1999). Da alle Methoden zur 
Quantifizierung von direkten Schäden mit einer Vielzahl von Unsicherheiten 
verbunden sein können, müssen diese bei der Auswertung der Ergebnisse be-
rücksichtigt und auf anschauliche Art und Weise dargestellt werden (Meyer und 
Messner, 2006). Neben der fehlenden Robustheit der Methoden müssen beim 
Einsatz aller analysierten Quantifizierungsansätze weitere methodische Schwä-
chen berücksichtigt werden. Diese sowie die Grenzen der Einsetzbarkeit der Me-
thoden im Rahmen der auswirkungsorientierten Risikobewertung werden in Ka-
pitel 3.4.4.3 erläutert. Da bei der Bewertung von externen Risiken in der indus-
triellen Produktion besonders die Berücksichtigung von indirekten Risikoeffek-
ten eine entscheidende Rolle spielt, wird im Folgenden beschrieben, welche Me-
thoden zur Quantifizierung indirekter Schäden eingesetzt werden können. 
3.4.4.2 Quantifizierung indirekter Schäden  
Ähnlich wie bei der Quantifizierung direkter Schäden wird die Quantifizierung 
indirekter Schäden derzeit hauptsächlich zur Schadensanalyse bei Naturkatastro-
phen eingesetzt (Rose, 2009; Cochrane, 2004; Okuyama, 2003). Des Weiteren 
spielt sie bei der Bestimmung der ökonomischen Konsequenzen bei primären 
und sekundären Betriebsunterbrechungen durch Infrastrukturausfälle eine Rolle 
(Chang et al., 2007; Rose et al., 2007; Ghajar und Billinton, 2006; Balducci et 
al., 2002; Koskolos et al., 1998; Lehtonen und Lemström, 1994).  
Wie bereits in Kapitel 3.2.1. erläutert, können die indirekten Schäden die direk-
ten Schäden eines Risikos übersteigen (Green und van der Veen, 2007). Das 
Ausmaß der indirekten Schäden wird hierbei von folgenden Faktoren beein-
flusst: 
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- Größe der vom Ereignis betroffenen Fläche/Art der betroffenen Infra-
struktur (Green und van der Veen, 2007) 
- Dauer der Unterbrechung (van der Veen, 2003) 
- Grad der ökonomischen Verflechtung (Cochrane, 2004) 
- Betroffenheit von Unternehmen mit kritischer Bedeutung (Green und 
van der Veen, 2007) 
- Zustand der Ökonomie vor dem Ereignis (beeinflusst Bewältigungska-
pazität) (Cochrane, 2004; Rose und Lim, 2002) 
Die quantitative Erfassung der indirekten Schäden (durch primäre und sekundäre 
Betriebsunterbrechungen) stellt sowohl auf objektbezogener als auch auf regio-
naler Ebene eine große Herausforderung dar (van der Veen, 2003). Hierfür ste-
hen verschiedene Methoden, die meist die Analyse der gesamtökonomischen 
Schäden auf regionaler Ebene zum Ziel haben, zur Verfügung (Okuyama, 2009). 
Die Art der zur Quantifizierung von indirekten Schäden eingesetzten Methoden 
wird stark von der räumlichen Skala der Untersuchung beeinflusst (Green und 
van der Veen, 2007). Die analysierten Ansätze zur Quantifizierung indirekter 
Schäden können in folgende Klassen untergliedert werden (Cochrane, 2004): 
- Unternehmensbefragungen und Auswertung historischer Ereignisse 
- Input-Output-Modelle 
- makro-ökonomische Gleichgewichtsmodelle (Computable General E-
quilibrium (CGE)) 
- ökonometrische Modelle 
- Hybridmodelle 
Von diesen Methoden sind nur Unternehmensbefragungen und die Auswertung 
historischer Ereignisse für die kleinskalige Schadensanalyse (auf Ebene einzel-
ner Unternehmen bzw. Standorte) geeignet, bei denen die durch die Betriebsun-
terbrechungen entstandenen Betriebsunterbrechungskosten direkt ermittelt und 
für die räumliche Analyse über die betrachtete Fläche aufsummiert werden 
(Balducci et al., 2002; Tierney, 1997). Zur Quantifizierung von Infrastrukturaus-
fallkosten (z. B. Stromausfallkosten) werden hierzu ausgehend von historischen 
Schadensdaten oder Experteneinschätzungen Schadensfunktionen ermittelt, die 
die Ausfallkosten zur Dauer der Versorgungsunterbrechung in Bezug setzen 
(Balducci et al., 2002; Yin et al., 2001). Da Ausfallkosten in der Industrie sehr 
stark von branchenspezifischen Eigenschaften und Verbrauchcharakteristika be-
einflusst werden, werden diese Schadensfunktionen sowohl unternehmens- als 
auch branchenspezifisch bestimmt (Dali et al., 2001). Um einen Vergleich zwi-
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schen verschiedenen Unternehmen und Branchen zu ermöglichen, werden die 
Schadensfunktionen in normalisierter Form dargestellt und geben beispielsweise 
für Unterbrechungen der Stromversorgung das Verhältnis der Ausfallkosten (in 
€) zur nicht gelieferten Energie (in kWh) an (Wijayatunga und Jayalath, 2008). 
Über die Ermittlung von Schadensfunktionen aus Ergebnissen der Unterneh-
mensbefragung und historischen Daten können für verschiedene Ausfallszenari-
os zwar meist sehr realitätsnahe Schadensabschätzungen generiert werden, der 
Datenbedarf und der Erhebungsaufwand sind jedoch enorm (Ghajar und Billin-
ton, 2006).  
Im Bereich der Schadensanalyse von Naturkatastrophen auf mikroökonomischer 
Betrachtungsebene werden Unternehmensbefragungen auch in Kombination mit 
statistischen Daten (z. B. Bruttowertschöpfung) zur Schadensanalyse eingesetzt 
und so beispielsweise die ökonomischen Schäden als „nicht produzierte Brutto-
wertschöpfung“ ermittelt (Green und van der Veen, 2007). Über Unternehmens-
befragungen und die Auswertung historischer Ereignisse werden vorrangig 
Schäden durch primäre Betriebsunterbrechungen quantifiziert. Schäden durch 
die Unterbrechung von Supply Chain Prozessen und die damit verbundenen se-
kundären Betriebsunterbrechungen werden im Rahmen dieser Vorgehensweise 
gar nicht oder nur in sehr begrenztem Umfang berücksichtigt.  
Im Gegensatz hierzu basieren weitere in der Literatur vorgestellte Methoden auf 
Modellen einer gröberen räumlichen Auflösung und sind daher besonders für 
makroökonomische Analysen einsetzbar, in deren Rahmen neben primären indi-
rekten Schäden besonders auch sekundäre indirekte Schäden (durch sekundäre 
Betriebsunterbrechungen) erfasst werden (FEMA, 2003). 
Input-Output-Modelle stellen die am häufigsten zur ökonomischen Schadenser-
mittlung eingesetzte Methode dar (Okuyama, 2007). Input-Output-Modelle sind 
statische lineare Modelle, die alle Beschaffungs- und Verkaufsströme zwischen 
Wirtschaftsbereichen auf Basis produktionstechnischer Zusammenhänge abbil-
den (Rothengatter und Schaffer, 2008). Die detaillierte Darstellung der ökono-
mischen Verknüpfungen ermöglicht es, Kaskadeneffekte in Ökonomien, die von 
Schäden innerhalb eines oder mehrerer Sektoren ausgehen, abzubilden und zu 
quantifizieren (Rose, 2004a; Miller und Blair, 1985). Zu den Vorteilen von In-
put-Output-Modellen zählen der relativ geringe Datenbedarf sowie die transpa-
rente Darstellungsweise (Okuyama, 2009; Rose, 2004a). Als Nachteile müssen 
hingegen die Linearität, die Unabhängigkeit von Preisschwankungen, sowie das 
Fehlen von Kapazitätsbegrenzungen und Substitutionsmöglichkeiten bei Produk-
ten und Importen angeführt werden (Okuyama, 2009; Okuyama, 2007). Einige 
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dieser Nachteile wurden durch methodische Erweiterungen und Verbesserungen 
in den Modellen beseitigt. Beispielsweise wurden Verbesserungen unternom-
men, die eine flexiblere Behandlung von Importen ermöglichen (Cochrane, 
1997; Boisvert, 1992), Transport- und Infrastrukturunterbrechungen besser ab-
bilden (Cho et al., 2001; Gordon et al., 1998; Rose et al., 1997) oder Bewälti-
gungskapazitäten berücksichtigen (Rose und Benavides, 1999).  
Einen alternativen Modellierungsansatz zu Input-Output-Modellen stellen mak-
ro-ökonomische Gleichgewichtsmodelle (Computable General Equilibrium 
(CGE)-Modelle) dar (Rose und Liao, 2005; Rose und Guha, 2004; Brookshire 
und McKee, 1992). CGE-Modelle sind Marktsimulationsmodelle, die auf der 
gleichzeitigen Optimierung des Verhaltens von einzelnen Konsumenten und 
Firmen beruhen (Shoven und Whalley, 1992). Im Gegensatz zu Input-Output-
Modellen sind CGE-Modelle nicht-linear, können auf Preisschwankungen rea-
gieren, Input- und Importsubstitutionen abbilden und Kapazitätsgrenzen integrie-
ren (Okuyama, 2007). CGE-Modelle können jedoch zu einer Unterschätzung der 
Schäden führen. Außerdem kann das optimierende Verhalten der Modelle unter 
Katastrophenbedingungen, die meist mit erhöhten Unsicherheiten verbunden 
sind, als fragwürdig angesehen werden. Einen weiteren Nachteil stellt der hohe 
Datenaufwand der Methodik dar (Rose, 2004b). 
Ökonometrische Modelle, die auf Zeitreihen basieren, werden bisher nur selten 
zur Quantifizierung makroökonomischer indirekter Schäden eingesetzt (West 
und Lenze, 1994; Hsu et al., 1994; Ellson et al., 1984). Gründe hierfür sind be-
sonders im hohen Datenaufwand und der Tatsache, dass primäre indirekte Schä-
den nicht von sekundären indirekten Schäden unterschieden werden können, zu 
sehen. Okuyama hält die Methode für die Abschätzung von indirekten Schäden 
auch deshalb für ungeeignet, weil nicht sicher ist, dass die verwendeten Zeitrei-
hen überhaupt Katastrophenereignisse enthalten (Okuyama, 2007).  
Hybridmodelle vereinen verschiedene Berechnungsalgorithmen miteinander. 
Daher sind sie häufig nutzerdefiniert und können sowohl Lieferausfälle und Lie-
ferbeschränkungen als auch zeitabhängige Wiederherstellungsprozesse abbilden. 
Die Multi-Hazard Loss Estimation Methodology (HAZUS-MH) der US Federal 
Management Agency (FEMA) stellt das bekannteste Hybridmodell zur Scha-
densquantifizierung dar (FEMA, 2003). In diesem Modell ist der zentrale Be-
rechnungsalgorithmus um eine Input-Output-Tabelle aufgebaut und mit einem 
integrierten Geoinformationssystem verknüpft (Cochrane, 2004). 
Nahezu alle beschriebenen Modellansätze zur makroökonomischen Quantifizie-
rung von indirekten Schäden haben neben den bereits erläuterten methodenspe-
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zifischen Vorteilen den Nachteil, dass strukturelle Veränderungen der ökonomi-
schen Verflechtung, die durch die Reaktion betroffener Unternehmen auftreten 
können (z. B. durch Produktsubstitution, Lieferantenwechsel etc.) nicht oder nur 
eingeschränkt berücksichtigt werden. Tabelle 7 gibt einen zusammenfassenden 
Überblick über die Vor- und Nachteile der vorgestellten Modellierungsansätze, 
die zur makroökonomsichen Schadensquantifizierung eingesetzt werden können.  
Aufgrund der beschriebenen Eigenschaften der Methoden und wegen den damit 
verbundenen Vor- und Nachteilen sind die Methoden der direkten und indirekten 
Schadensquantifizierung zur Risikobewertung nur begrenzt einsetzbar. Diese 
Aspekte werden im nachfolgenden Unterpunkt erläutert. 
Tabelle 7: Vor- und Nachteile makroökonomischer Schadensquantifizierungsmethoden (nach 
Okuyama, 2009) 
Modellierungsansatz Vorteile Nachteile 
Input-Output-Modelle  einfache Struktur 
 detaillierte Abbildung 
   ökonomischer   
   Verknüpfungen 
 viele analytische Verfahren
   verfügbar 
 einfach modifizierbar und 
   erweiterbar 
 leicht mit anderen Modellen
   zu kombinieren 
 Linearität 
 starre/unflexible Koeffizienten 
 keine Kapazitätsbeschränkungen 
 keine Abhängigkeit von 
   Preisschwankungen 
 Überschätzung der Schäden 
CGE-Modelle  Nicht-Linearität 
 Berücksichtigung der 
   Auswirkungen von 
   Preisschwankungen 
 Input- und Import- 
   substitution möglich 
 Berücksichtigung von 
   Kapazitätsbeschränkungen 
 zu flexibel, um Veränderungen 
   tatsächlich zu erfassen 
 hoher Aufwand für 
   Datenbeschaffung 
   und Kalibrierung 
 optimierendes Verhalten bei  
   Katastrophenbedingungen 
   unrealistisch 
 Unterschätzung der Schäden 
Ökonometrische Mo-
delle 
 streng statistisch 
 stochastische Abschätzung 
 zeitl. Prognosen möglich 
 Datenaufwand 
 Nichtunterscheidbarkeit direkter 
   Schäden und indirekter Schäden 
3.4.4.3 Grenzen der Quantifizierungsmethoden bei der Risikobewertung  
Obwohl mittels der vorgestellten Methoden zur Schadensquantifizierung die 
Auswirkungen einiger externer Risiken quantitativ (monetär) erfasst werden 
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können, sind diese aufgrund verschiedener methodischer Nachteile nur begrenzt 
für die Risikobewertung im Rahmen des industriellen Risikomanagements ge-
eignet. Besonders die Methoden zur Analyse indirekter Schäden sind mit ver-
schiedenen Schwächen und Nachteilen verbunden, so dass hierüber die Risiko-
auswirkungen in der Industrie nicht angemessen berücksichtigt werden können 
(van der Veen, 2003).  
Beispielsweise sind bei den Methoden zur Schadensquantifizierung die Ergeb-
nisse stark von der jeweiligen Betrachtungsebene und den Rahmenbedingungen 
der analysierten Ereignisse bzw. Szenarios abhängig. Dies führt dazu, dass die 
Ergebnisse sehr ereignisspezifisch und mit verschiedenartigen Unsicherheiten 
behaftet sind (FEMA, 2003).  
Bei den beschriebenen Methoden zur Quantifizierung der indirekten Schäden, 
die meist der Abschätzung der ökonomischen Gesamtschäden auf makroökono-
mischer Ebene dienen, werden keine industriespezifischen oder branchenspezifi-
schen Schäden berücksichtigt. Dies hat zur Folge, dass weder industriespezifi-
sche Auswirkungsmechanismen noch die Bewältigungskapazitäten der Industrie 
mit berücksichtigt werden können. Des Weiteren können durch den relativ ho-
hen Aggregationsgrad der indirekten Schadensquantifizierung einzelne negative 
Effekte durch positive Effekte ausgeglichen und so im Rahmen der Analyse ü-
berdeckt werden. Daher ist eine prozessorientierte Ableitung von Bewälti-
gungsmaßnahmen auf Basis makroökonomischer Schadenspotenziale nicht mög-
lich (Buck, 2004). 
Einen weiteren Grund für die begrenzte Einsetzbarkeit der (indirekten) mikro- 
und mesoökonomischen Schadensquantifizierung zur Risikobewertung stellen 
die begrenzte Datenverfügbarkeit und der enorme Erhebungsaufwand dar. So 
stehen gerade im Bereich der Industrie nur sehr wenige Schadensdaten zur Aus-
wertung von historischen Ereignissen im Rahmen von ex-post Analysen zur Ver-
fügung. Bedingt durch die starke Heterogenität verschiedener Branchen und In-
dustrieunternehmen können die über Unternehmensbefragungen erhobenen Da-
ten (z. B. bei mikro-ökonomischen ex-ante Analysen) zudem nur sehr begrenzt 
auf andere Schadensszenarios übertragen werden (Yin et al., 2001). 
Aufgrund der beschriebenen Einschränkungen verschiedener Methoden zur Ri-
sikobewertung (klassische Methoden und Methoden zur Schadensquantifizie-
rung) ist es notwendig, weitere Ansätze zur Bewertung von externen Risiken in 
der industriellen Produktion zu entwickeln. Diese sollten einerseits die Bewer-
tung externer Risiken auf verschiedenen Ebenen und andererseits die Berück-
sichtigung von Wechselwirkungen zwischen verschiedenen Risikoarten ermögli-
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chen. Eine Möglichkeit hierzu stellt, wie im nachfolgenden Kapitel (Kap 3.4.5) 
erläutert, der Einsatz der Vulnerabilitätsanalyse zur Risikobewertung dar. 
3.4.5 Bewertung von Risiken über die Analyse der Vulnerabilität 
Wie die kritische Bewertung von klassischen Risikobewertungs- und Schadens-
quantifizierungsmethoden gezeigt hat, stellt die Quantifizierung des Risikos häu-
fig eine große Herausforderung dar. Aufgrund der begrenzten Datenlage ist be-
sonders die Bestimmung der Eintrittswahrscheinlichkeit der Risiken häufig gar 
nicht oder nur sehr grob möglich (Seifert, 2009). Da die vom Risiko betroffenen 
Systeme (z. B. Unternehmen, Regionen, Wertschöpfungsnetz) meist sehr kom-
plex sind und das Ausmaß des Schadens von vielen verschiedenen Prozessen 
abhängt, stellt die Bestimmung des Schadensausmaßes bei der Risikoanalyse 
ebenfalls eine Herausforderung dar. Besonders problematisch ist hierbei die mo-
netäre Quantifizierung der Risikoauswirkungen, da die Monetarisierung der Ri-
sikofolgen nicht immer möglich ist und neben rein ökonomischen Kriterien auch 
technische, soziale oder ökologische Bewertungskriterien berücksichtigt werden 
sollten (Kremers, 2002).  
Um diese Schwierigkeiten zu bewältigen und Informationen für die Entschei-
dungsfindung im Risikomanagement zu generieren, kann zu einer ersten groben 
Bewertung von Risiken die Quantifizierung der Vulnerabilität eines Systems 
herangezogen werden (Birkmann und Wisner, 2006). Diese Art der Bewertung 
liefert zwar kein absolutes Schadenspotenzial eines Risikos, zeigt aber auf, wel-
che Elemente besonders anfällig sind und welche Gefahren im Rahmen des Ri-
sikomanagements besonders berücksichtigt werden sollten (Wei et al., 2004; 
Wisner, 2002). Des Weiteren stellt die Vulnerabilitätsanalyse im Rahmen der 
Risikoanalyse einen wichtigen Ausgangspunkt dar, da über die Verknüpfung der 
Vulnerabilität mit weiteren Daten (z. B: Expositionsdaten) das Schadenspotenzi-
al verschiedener Risiken bestimmt werden kann (Messner und Meyer, 2005). 
Da die Analyse von Auswirkungsmechanismen und die Identifizierung von Vul-
nerabilitätsfaktoren eine wichtige Grundlage der Vulnerabilitätsanalyse bildet, 
stellt die Vulnerabilitätsanalyse eine sehr transparente und ursachenbezogene 
Methode der Risikobewertung dar (Birkmann, 2006c; Wisner et al., 2004). Die 
Quantifizierung der Vulnerabilität eines Systems ermöglicht es dem Entscheider, 
die zu Grunde liegenden Auswirkungsmechanismen besser zu verstehen, 
Schwachstellen zu bestimmen und so Ansatzpunkte für die Risikobewältigung 
zu identifizieren und diese zu priorisieren (Einarsson und Rausand, 1998). Des 
Weiteren ermöglicht es die prozessorientierte Herangehensweise der Vulnerabi-
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litätsanalyse, die verschiedene Risiken nicht nur isoliert voneinander zu betrach-
ten und erleichtert es, die Interdependenzen zwischen verschiedenen Risikoarten 
mit in die Risikobewertung einzubeziehen (Hossini, 2008). Da es sich bei der 
Vulnerabilität jedoch um keine direkt messbare Einzelgröße, sondern um ein 
komplexes, multidimensionales Konstrukt handelt, stellt auch die Vulnerabili-
tätsbestimmung eine gewisse Herausforderung dar (vgl. Kap. 2.2). 
In der vielfältigen, aus verschiedenen Disziplinen stammenden Literatur zur 
Vulnerabilitätsanalyse wird derzeit keine strukturierte und methodisch einheitli-
che Vorgehensweise zur Quantifizierung der Vulnerabilität beschrieben (vgl. 
Kap. 2.2). Um jedoch für die Analyse der industriellen Vulnerabilität auf ver-
schiedenen Ebenen eine strukturierte Herangehensweise anwenden zu können, 
wurde im Rahmen der Arbeit eine transparente Vorgehensweise für die Bestim-
mung der Vulnerabilität erarbeitet. Gemäß diesem Ansatz kann die Vulnerabili-
tätsanalyse in vier aufeinander folgende Schritte gegliedert werden: 
1. Ermittlung eines grundlegenden Vulnerabilitätskonzepts 
2. Analyse der Auswirkungsmechanismen und Risikoprozesse  
3. Identifizierung eines gefährdungs-, objekt- und ebenenspezifischen 
Konzepts und Ermittlung von Vulnerabilitätsfaktoren 
4. Operationalisierung des Konzepts und Quantifizierung der Vulnerabi-
lität 
Im ersten Schritt müssen die grundlegende Definition der Vulnerabilität, die 
betrachteten Dimensionen sowie die in die Vulnerabilität einfließenden Kompo-
nenten festgelegt werden. Bei der Bewertung von industriellen Risiken auf ver-
schiedenen Ebenen eignet sich hierzu das in Kap. 2.3 entwickelte Vulnerabili-
tätskonzept. Darauf aufbauend wird die Vulnerabilität eines Systems von Fragili-
täts-, Resilienz- und Expositionsfaktoren bestimmt (Villagrán de Léon, 2006b).  
Im zweiten Schritt müssen die Mechanismen, die bei verschiedenen Risiken 
wirksam werden und das Schadensausmaß bestimmen, analysiert und dargestellt 
werden (vgl. Kap. 2.5). Die Bestimmung der Auswirkungsmechanismen stellt 
eine wichtige Grundlage für Schritt 3 dar, in dem ein gefährdungs-, objekt- und 
ebenenspezifisches Vulnerabilitätskonzept entwickelt wird. Hierbei muss identi-
fiziert werden, welche spezifischen Eigenschaften des Systems die Anfälligkeit, 
die Bewältigungskapazität oder die Resilienz beeinflussen (Bestimmung der 
Vulnerabilitätsfaktoren).  
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Das entwickelte Vulnerabilitätskonzept wird dann im nachfolgenden Schritt ope-
rationalisiert, um so auf möglichst objektive Weise die Vulnerabilität zu quanti-
fizieren. Die Operationalisierung (Messbarmachung) der Vulnerabilität stellt 
häufig eine große Herausforderung dar (Turner et al., 2003; Cutter, 2001). Zur 
Operationalisierung der Vulnerabilität werden oftmals indikatorenbasierte An-
sätze wie z. B. Einzelindikatoren, Indikatorensysteme oder hierarchische Indika-
torenmodelle, über die die relative Vulnerabilität ermittelt wird, eingesetzt 
(Birkmann und Wisner, 2006; Thywissen, 2006). 
Da die in die Vulnerabilitätsbestimmung eingehenden Daten mit Unsicherheiten 
behaftet sein können und weil die Entwicklung des Vulnerabilitätskonzepts häu-
fig von hoher Subjektivität geprägt ist, nimmt die Durchführung einer Sensitivi-
tätsanalyse eine zentrale Rolle ein. Sensitivitätsanalysen sollten daher bereits bei 
der Operationalisierung des Vulnerabilitätskonzepts berücksichtigt werden 
(Cutter et al., 2003). 
Da die Vulnerabilität der intrinsischen Seite des Risikos entspricht (vgl. Kap. 
2.3), stellt die Vulnerabilitätsanalyse einen ersten Schritt der Risikobewertung 
dar, der grundlegende Informationen für die Entscheidungsfindung im Risiko-
management liefert. In erster Linie kann die Quantifizierung der Vulnerabilitäten 
zur Schwachstellenanalyse in den betrachteten Systemen (z. B. Unternehmen, 
Sektor, Region) und zur Identifizierung des Handlungsbedarfs bei der Risikobe-
wältigung herangezogen werden. Des Weiteren ermöglicht die Vulnerabilitätsa-
nalyse aber auch einen relativen Vergleich verschiedener Risiken bezüglich ei-
nes Systems (z. B. Unternehmensstandort oder Region). Auf räumlicher Ebene 
dienen Vulnerabilitätsanalysen zum Risikovergleich verschiedener Regionen 
oder Standorte, um so sogenannte „Risiko Hot-Spots“ zu identifizieren (Dilley et 
al., 2005). Dies kann beispielsweise für die Allokation von Ressourcen im Risi-
ko- und Krisenmanagement eine wichtige Information darstellen. 
Trotz der erwähnten Vorteile der Vulnerabilitätsbestimmung zur Risikobewer-
tung muss an dieser Stelle darauf hingewiesen werden, dass die Ergebnisse der 
Vulnerabilitätsanalyse im Risikomanagement lediglich einer ersten Priorisierung 
von Risiken und Systemen sowie der Identifizierung von Schwachstellen dienen 
kann. Vor der Implementierung von Risikobewältigungsmaßnahmen sollten da-
her, um eine wirtschaftliche Risikobewältigung zu erreichen, für die als prioritär 
eingestuften Risiken und Systeme (z. B. Regionen) detailliertere Risikobewer-
tungen durchgeführt werden, bei denen zumindest eine grobe Einschätzung der 
Eintrittswahrscheinlichkeit mit in die Risikoanalyse einfließt.  
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3.5 Zusammenfassung 
Im industriellen Risikomanagement, das die Steuerung und Bewältigung von 
Risikoauswirkungen in Unternehmen zur Aufgabe hat, kommt der Risikoanaly-
se, die sich aus Risikoidentifikation und Risikobewertung zusammensetzt, eine 
zentrale Bedeutung zu. Da die Systematisierung potenzieller Risiken eine wich-
tige Grundlage für die Identifizierung der Risiken darstellt, wurden verschiedene 
Klassifizierungsansätze vorgestellt und diskutiert. Aufgrund der ursachenbezo-
genen Herangehensweise ist unter den Aspekten des industriellen Risikomana-
gements eine Untergliederung in leistungswirtschaftliche und finanzwirtschaftli-
che Risiken am besten geeignet. Im Rahmen der vorliegenden Arbeit wird hier-
bei lediglich die externe Seite der leistungswirtschaftlichen Risiken, die sich aus 
externen Betriebsrisiken (z. B. Naturrisiken und Infrastrukturrisiken) und Supply 
Chain Risiken zusammensetzt, betrachtet. Da das Verständnis der Risikoauswir-
kungen eine grundlegende Voraussetzung für das Risikomanagement darstellt 
(z. B. für die Entwicklung von industriespezifischen Vulnerabilitätskonzepten), 
wurden zudem die Auswirkungen dieser externer Risiken in Industrieunterneh-
men analysiert. 
Im Rahmen der Risikobewertung werden die von den potenziellen Risiken aus-
gehenden Auswirkungen quantifiziert und Gefährdungspotenziale transparent 
gemacht. Neben den zentralen Zielen und Aufgaben der Risikobewertung wur-
den in Kapitel 3 klassische Methoden der Risikobewertung sowie Methoden zur 
Quantifizierung von direkten und indirekten Schäden vorgestellt. Des Weiteren 
wurden generelle Anforderungen an Risikobewertungsverfahren identifiziert. 
Dies sind beispielsweise Objektivität, Transparenz und Nachvollziehbarkeit so-
wie die Integrierbarkeit verschiedener Bewertungskriterien.  
Der Einsatz verschiedener Bewertungsmethoden kann gerade im Bereich der 
industriellen Risiken mit einer Vielzahl von Problemen verbunden sein. So stel-
len beispielsweise die Bestimmung von Eintrittswahrscheinlichkeiten von Risi-
koereignissen, die Quantifizierung des tatsächlichen Schadensausmaßes und die 
Monetarisierung der Schäden (häufig aufgrund der sehr begrenzten Datenver-
fügbarkeit) eine große Herausforderung dar. Außerdem wird bei den meisten 
gängigen Bewertungsmethoden der Umgang mit Unsicherheiten vernachlässigt. 
Um diese Schwierigkeiten zu umgehen, kann die Quantifizierung der Vulnerabi-
lität eines Systems zu einer ersten Risikobewertung herangezogen werden. Auf-
grund der prozessorientierten Herangehensweise stellt die Vulnerabilitätsanalyse 
eine Methode dar, die  wie später gezeigt  sehr gut geeignet ist, im Rahmen 
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des Risikomanagementprozesses verschiedene Risiken miteinander zu verglei-
chen und Schwachstellen sowie Handlungspotenziale aufzuzeigen. Da es sich 
bei der Vulnerabilität jedoch nicht um eine direkt messbare Einzelgröße, sondern 
um ein komplexes Konstrukt handelt, wurde ein strukturiertes Vorgehen für die 
Durchführung von Vulnerabilitätsanalysen, das in vier Teilschritte untergliedert 
werden kann, entwickelt und dargestellt.  
Im Rahmen der Vulnerabilitätsanalyse selbst stellt die Operationalisierung von 
Vulnerabilitätskonzepten eine große Herausforderung dar, die unter methodi-
schen Gesichtspunkten bisher wenig beleuchtet wurde. Zur Operationalisierung 
und quantitativen Bestimmung der Vulnerabilität sind indikatorenbasierte Me-
thoden sehr gut geeignet. Im Folgenden werden die methodischen Grundlagen 
dieser Ansätze und ihre Verwendung im Rahmen der Vulnerabilitätsanalyse 
vorgestellt. Ausgehend hiervon wird eine Methodik zur Analyse der industriellen 
























Entwicklung einer indikatorenbasierten Metho-
dik zur industriellen Vulnerabilitätsanalyse  
4.1 Ziele und Rahmenbedingungen der industriellen Vulnerabi-
litätsanalyse
Zur Reduzierung der durch externe Risiken hervorgerufenen Schäden in Indust-
rieunternehmen müssen im Rahmen des Risikomanagements sowohl zur Risiko-
prävention als auch zur Risikobewältigung Entscheidungen auf verschiedenen 
Ebenen getroffen werden. So ist es auf der einen Seite notwendig, dass die Un-
ternehmen selbst angemessene Risikominderungsmaßnahmen ergreifen. Die 
Auswirkungen von externen Risiken können jedoch durch äußere Rahmenbedin-
gungen oder übergeordnete Effekte verursacht bzw. verstärkt werden (z. B. Aus-
fall kritischer Infrastrukturen). Daher ist es auf der anderen Seite auch notwen-
dig, dass zur Reduzierung der industriellen Risiken auf administrativer Ebene 
(z. B. von Landesbehörden) geeignete Maßnahmen identifiziert, bewertet und 
umgesetzt werden (Webb et al., 1999; Tierney und Nigg, 1995). Hierzu zählen 
zum Beispiel Entscheidungen bezüglich der Verteilung von Ressourcen (z. B. 
Hilfskräfte, Notstromaggregate), Entscheidungen über die prioritäre Versorgung 
einzelner Regionen (z. B. mit Elektrizität, Material etc.) oder Beschlüsse über 
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die Zuteilung von Finanzhilfen. Die Kenntnis der räumlichen industriellen Vul-
nerabilität als intrinsische Seite des regionalen Risikos stellt für solche Entschei-
dungen eine wichtige Voraussetzung dar.  
Zur räumlichen Analyse der industriellen Vulnerabilität auf regionaler Ebene 
stehen derzeit keine geeigneten Methoden zur Verfügung. Im Folgenden wird 
daher basierend auf den in den Kapiteln 2 und 3 erarbeiteten risikotheoretischen 
Grundlagen ein methodischer Ansatz entwickelt, über den die industrielle Vulne-
rabilität auf räumlicher Ebene (für verschiedene Regionen) bestimmt werden 
kann. Um im Rahmen der räumlichen Vulnerabilitätsanalyse eine prozessorien-
tierte Vorgehensweise und die Berücksichtigung industriespezifischer Wechsel-
wirkungen zu ermöglichen, ist der entwickelte Ansatz zweistufig aufgebaut. Auf 
der ersten Stufe wird unter Berücksichtigung industriespezifischer Eigenschaften 
die Vulnerabilität verschiedener Industriesektoren analysiert. Zur Bestimmung 
der regionalen industriellen Vulnerabilität werden diese sektorspezifischen Vul-
nerabilitäten auf die räumliche Ebene verteilt. 
Im Rahmen des entwickelten Ansatzes liegt der Fokus auf der Analyse der Vul-
nerabilität gegenüber Naturrisiken. Zwischen dieser Risikoart und den anderen 
externen Risiken existieren ausgeprägte Interdependenzen. Diese Wechselwir-
kungen werden in der entwickelten Methodik berücksichtigt, so dass diese auch 
zur Analyse der Vulnerabilität gegenüber Infrastrukturausfällen und Supply 
Chain Unterbrechungen eingesetzt werden kann. Da in der Industrie neben 
Schäden an Anlagen und Gebäuden insbesondere indirekte Schäden von Bedeu-
tung sind, dient die entwickelte Methodik der Analyse der Vulnerabilität gegen-
über primären und sekundären Betriebsunterbrechungen. 
Bei der industriellen Vulnerabilität gegenüber indirekten Schäden handelt es sich 
um ein komplexes Konstrukt, das von diversen Fragilitäts- und Resilienzfaktoren 
beeinflusst wird. Daher ist die Vulnerabilität der Industrie gegenüber indirekten 
Schäden nicht direkt messbar. Zur Messbarmachung (Operationalisierung) eig-
nen sich indikatorenbasierte Ansätze. Im Folgenden wird nach einer Analyse der 
theoretischen Grundlagen von indikatorenbasierten Methoden der derzeitige 
Einsatz von Indikatorenmodellen in der Vulnerabilitätsanalyse charakterisiert. 
Anschließend wird eine auf der Nutzwertanalyse basierende Methodik zum Auf-
bau hierarchischer Indikatorenmodellen entwickelt und zur Erstellung eines hie-
rarchischen Indikatorenmodells für die industrielle Vulnerabilitätsanalyse einge-
setzt. 
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4.2 Theoretische Grundlagen indikatorenbasierter Methoden 
Indikatorenbasierte Ansätze haben sich in den verschiedensten Disziplinen zur 
Operationalisierung multidimensionaler Konstrukte als geeignet erwiesen 
(Birkmann, 2006b). Sie ermöglichen neben einer indirekten Quantifizierung der 
zu analysierenden Größe (z. B. der Vulnerabilität) ein verbessertes Verständnis 
der zu Grunde liegenden Prozesse und stellen damit ein wichtiges Informations- 
und Kommunikationstool dar. Um in den nachfolgenden Kapiteln den Einsatz 
von hierarchischen Indikatorenmodellen zur Vulnerabilitätsanalyse detailliert 
beschreiben zu können, werden in diesem Kapitel nach der Definition grundle-
gender Begriffe die methodischen Anforderungen an die Entwicklung von Indi-
katorensystemen aufgezeigt. 
4.2.1 Definitionen und Klassifizierungsansätze 
Für den Begriff Indikator existiert eine Vielzahl verschiedener Definitionen 
(Birkmann, 2006a). Gallopín definiert einen Indikator als 
„eine Variable (nicht einen Wert), die eine operationelle Beschreibung 
einer Eigenschaft oder Charakteristik eines Systems darstellt“ (eigene 
Übersetzung) (Gallopín, 1997).  
In Bezug auf die Vulnerabilität, deren indikatorenbasierte Analyse Ziel des im 
weiteren Verlauf der Arbeit entwickelten Systems ist, können Vulnerabilitätsin-
dikatoren als  
„Variablen, die eine operationelle Definition einer Eigenschaft eines be-
trachteten Systems darstellen und Informationen über die Anfälligkeit, 
Resilienz oder Bewältigungskapazität eines Systems bereitstellen“ (eigene 
Übersetzung), 
beschrieben werden (Birkmann, 2006b).  
Die Formulierung von Karls und Klemmer, dass  
„ein Indikator ein statistisch messbares bzw. beobachtbares Merkmal ist, 
dessen Ausprägung einen bestimmten Sachverhalt bzw. eine bestimmte 
Größe charakterisieren soll“ (eigene Übersetzung)  
macht deutlich, dass die Messbarkeit bzw. die empirische Beobachtbarkeit der 
als Indikatoren eingesetzten Variablen wichtige Grundvoraussetzungen sind 
(Karl und Klemmer, 1990). Hierbei müssen Indikatoren jedoch nicht zwingend-
erweise quantitative Variablen darstellen, und es können auch qualitative (nomi-
nale) Variablen oder (ordinale) Rangvariablen als Indikatoren eingesetzt werden. 
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Die Operationalisierung eines theoretischen Konstrukts, das über die Indikatoren 
beschrieben und analysiert werden soll, nimmt bei der Indikatorenentwicklung 
eine zentrale Bedeutung ein. Hierdurch wird den messbaren bzw. beobachtbaren 
Variablen eine thematische Bedeutung zugewiesen, die ihren Informationsgehalt 
erhöht und so Indikatoren gegenüber Variablen einen inhaltlichen Mehrwert zu-
weist (von Schirnding, 2002). Im Rahmen der Indikatorenentwicklung werden 
an den Prozess der Operationalisierung bestimmte Anforderungen gestellt, zu 
deren Lösung mehrere Methoden zur Verfügung stehen. Hierauf wird in Kapitel 
4.2.3 vertieft eingegangen.  
Die Eigenschaften und der potenzielle Einsatzbereich (z. B. Prozessorientierung, 
Zeitbezug, Raumbezug etc.) verschiedener Indikatoren hängen sehr stark vom 
Typ der Indikatoren ab. Indikatoren können nach verschiedenen Kriterien klassi-
fiziert werden. Tabelle 8 gibt einen systematischen Überblick über die unter-
schiedlichen Indikatortypen. 
Bei deskriptiven Indikatoren handelt es sich um rein beschreibende Indikatoren, 
während normative mit einer Zielgröße verbunden werden und die Abweichung 
zur bzw. den Erreichungsgrad der Zielvorgabe angeben (Noll und Zapf, 1994). 
Objektive und subjektive Indikatoren werden dahingehend unterschieden, ob sie 
subjektive oder objektive Merkmale beinhalten. Unter objektiven Merkmalen 
werden hierbei Eigenschaften verstanden, die über quantitative Methoden ge-
messen oder erhoben werden können. Subjektive Merkmale messen dagegen 
Eindrücke von Individuen, wie beispielsweise den Grad der Zufriedenheit ge-
genüber einem bestimmten Aspekt (Jäger, 2002). Bei der Unterscheidung zwi-
schen Prognoseindikatoren und Diagnoseindikatoren stellt der Zeitbezug das 
entscheidende Klassifizierungskriterium dar. Die Klassifizierung in Prozessindi-
katoren (predictive process indicators) und Ergebnisindikatoren (outcome indi-
cators) ist der Untergliederung in Ursachen- und Wirkungsindikatoren sehr ähn-
lich (Adger et al., 2004). Prozess- und Ursachenindikatoren beschreiben das zu 
analysierende System über die Abbildung und Quantifizierung von Faktoren, die 
die Ursache der zu charakterisierenden Größe abbilden, während Ergebnis- und 
Wirkungsindikatoren die untersuchte Größe mittels der Quantifizierung von Er-
gebnisparametern operationalisieren (Freudenberg, 2003). Prozess- und Ursa-
chenindikatoren haben den Vorteil, dass Sie meist auf fundierten theoretischen 
Konzepten beruhen und so die analysierte Größe möglichst realitätsnah abbilden. 
Dies fördert sowohl das Problemverständnis als auch die Transparenz der Me-
thodik (Benson, 2004).  
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Tabelle 8: Indikatortypen (nach Jäger, 2002 und Birkmann, 2006) 
Indikatorentyp 
quantitative Indikatoren  qualitative Indikatoren 
deskriptive Indikatoren  normative Indikatoren 
objektive Indikatoren  subjektive Indikatoren  
Prognoseindikatoren  Diagnoseindikatoren 
Prozessindikatoren  Ergebnisindikatoren 
Ursachenindikatoren  Wirkungsindikatoren 
Einzelindikatoren  Indikatorensysteme/Indikatorenmodelle 
Im Bereich der Risiko- und der Vulnerabilitätsanalyse kommen besonders Pro-
zess- und Ergebnisindikatoren zum Einsatz, aber auch Prognoseindikatoren spie-
len eine wichtige Rolle (vgl. Kapitel 4.3). 
Einen Klassifizierungsansatz, bei dem die Indikatorentypen sich maßgeblich 
durch die methodische Vorgehensweise bei der Entwicklung unterscheiden, 
stellt die Differenzierung gemäß des Aggregierungs- bzw. des Verknüpfungs-
grades dar. Hierdurch werden alleinstehende Einzelindikatoren von Indikatoren-
systemen und Indikatorenmodellen unterschieden (Abbildung 12). Indikatoren-
systeme stellen eine  
„systematische Zusammenführung verschiedener Einzelindikatoren (und 
damit verschiedener Detailinformationen) hinsichtlich einer spezifischen 
Problematik dar“ (eigene Übersetzung) (Jäger, 2002). 
Der Systembegriff verdeutlicht hierbei, dass, obwohl zwischen den Einzelindika-
toren keine mathematische Verknüpfung vorgenommen wird, zumindest eine 
partielle (thematische) Abhängigkeit zwischen diesen besteht. 
Werden die Indikatoren eines Indikatorensystems über mathematische Verknüp-
fungen zueinander in Beziehung gesetzt, wird von Indikatorenmodellen gespro-
chen (Nardo et al., 2005b). Eine typische Art von Indikatorenmodell stellen zu-
sammengesetzte Indikatoren (hierarchische Indikatorenmodelle) dar. Diese 
kombinieren die Informationen mehrer Einzelindikatoren zu einem Index (Com-
posite Indicator) (Saisana und Tarantola, 2002). Der Einsatz von hierarchischen 
Indikatorenmodellen ist besonders zur Operationalisierung komplexer Größen, 
wie z. B. der Vulnerabilität, geeignet. Ein potenzieller Nachteil von zusammen-
gesetzten Indizes ist der durch die Aggregierung mögliche Informationsverlust. 
Daher sollten zusammengesetzte Indizes lediglich als Ausgangspunkt vor einer 
vertiefenden Analyse eingesetzt werden. Hierbei ist es wichtig, dass die Ergeb-
nisse ergänzend in disaggregierter Form untersucht werden können, um so zum 
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Beispiel den Beitrag der einzelnen Dimensionen zu erfassen und damit sowohl 
die Stärken als auch die Schwächen hinsichtlich der analysierten Größe zu iden-
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Abbildung 12: Klassifizierung von indikatorenbasierten Ansätzen entsprechend des Aggregati-
onsniveaus (nach Birkmann, 2006) 
Da im Rahmen der vorliegenden Arbeit ein hierarchisches Indikatorenmodell 
entwickelt wird, werden im Folgenden besonders Nutzen von und Anforderun-
gen an Indikatorenmodelle diskutiert. Einzelindikatoren und Indikatorensystem 
werden hierbei nicht mehr gesondert betrachtet. 
4.2.2 Einsatz und Nutzen von Indikatorenmodellen  
Indikatorenmodelle kommen in vielen verschiedenen Bereichen zum Einsatz. 
Bereits 1812 entdeckte Georg Crome den Zeigerwert wildwachsender Pflanzen 
für die Agrarwirtschaft und entwickelte damit das wissenschaftliche Prinzip von 
Bioindikatoren (Crome, 1812). Bioindikatoren werden in der Ökologie verstärkt 
seit den 1920er- und 1930er-Jahren verwendet. Hierbei wird zum Beispiel der 
Verbreitungsgrad verschiedener Zeigerarten (Pflanzen- oder Tierarten) be-
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stimmt, um schwerer messbare oder bestimmbare Eigenschaften, wie den Bo-
dentyp, das Mikroklima oder die Nährstoffverfügbarkeit, abzuschätzen (Stock, 
1933; Turesson, 1932; Dienst, 1924). In der Ökonomie werden Indikatoren seit 
den 1940er-Jahren (z. B. Bruttoinlandsprodukt, Arbeitslosenquote) zur Abschät-
zung und Kommunikation von aktuellen Zuständen und künftigen Entwicklun-
gen in der Wirtschaft eingesetzt (Reich und Stahmer, 1983). Im Bereich der So-
zialwissenschaften werden Indikatoren verstärkt seit den 1960er- und 1970er- 
Jahren entwickelt (Empacher und Wehling, 1999). In den 1960er- und 1970er-
Jahren wurde zudem die Entwicklung von Umweltindikatoren voran getrieben 
(Marans und Strüpel, 1976; Milbrath und Sahr, 1975; Pikul, 1974). Seit den 
1990er-Jahren spielen Indikatoren zur Quantifizierung der Nachhaltigkeit ver-
schiedener Systeme eine wichtige Rolle (Pateiro Fernández, 2008; Bell und 
Morse, 2008; Azapagic, 2000). In den vergangenen Jahren kommen Indikatoren 
auch im Bereich der Risiko- und Vulnerabilitätsanalyse  meist auf räumlicher 
Ebene  zum Einsatz. Indikatorenbasierte Ansätze zur Risiko- und Vulnerabili-
tätsanalyse werden in Kapitel 4.3 detaillierter erläutert. 
Generell können Indikatoren zur Entscheidungsunterstützung und Kommunika-
tion komplexer Größen eingesetzt werden. Im Rahmen der Entscheidungsunter-
stützung werden Indikatoren besonders zum Vergleich verschiedener Objekte 
und Regionen, zur Trendanalyse, zur Frühwarnung oder zum Vergleich mit 
Zielvorgaben oder Standards (Benchmarking) herangezogen (UN/ISDR, 2008). 
Im Bereich des Risikomanagements dienen Indikatoren beispielsweise dazu, den 
Handlungsbedarf zur Risikominderung zu identifizieren, die verschiedenen An-
satzpunkte (areas of action) zu priorisieren und Maßnahmen zu planen (z. B. 
optimale Allokation von Ressourcen).  
Der Vorteil indikatorbasierter Methoden gegenüber anderen Informationssyste-
men ist vor allem in der theorie- und problemorientierten Aufbereitung der zu 
analysierenden Größe zu sehen. Diese führt zu einer Reduktion der Komplexität 
und ist mit einer höheren Transparenz und einem besseren Verständnis des Ent-
scheidungsproblems verbunden (Belton und Stewart, 2002). Die kurze, präzise 
und meist recht übersichtliche Darstellungsweise von komplexen Größen über 
indikatorenbasierte Methoden macht Informationen leichter zugänglich, weshalb 
Indikatoren (besonders auch im Rahmen der Risikokommunikation) gut als 
Kommunikationstool geeignet sind (Jäger, 2002). 
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4.2.3 Anforderungen an Indikatorenmodelle 
Um eine erfolgreiche Anwendbarkeit von Indikatorenmodellen zu gewährleisten, 
ist es notwendig, bei der Entwicklung von Indikatorenmodellen einige Anforde-
rungen zu berücksichtigen. 
Auf die Gesamtqualität von Indikatorenmodellen haben verschiedenste Kriterien 
einen Einfluss (Nardo et al., 2005b). Diese hängen stark von Ziel, Nutzer und 
Einsatzgebiet der Indikatoren ab. Da Indikatorensysteme und -modelle grund-
sätzlich nur so gut wie die Elemente, aus denen sie zusammengesetzt sind, sein 
können, müssen die zu Grunde liegenden Einzelindikatoren verschiedenen Qua-
litätskriterien genügen. Des Weiteren spielen der Entwicklungsprozess selbst 
und die hierfür eingesetzten Methoden eine wichtige Rolle (Zhou et al., 2010). 
Ein grundlegendes Kriterium, das alle Indikatoren erfüllen müssen, ist eine ein-
deutige Messbar- bzw. Beobachtbarkeit (Flascha, 1980). Des Weiteren sollten 
Indikatoren möglichst folgende Eigenschaften erfüllen (UN/ISDR, 2008; Birk-







 theoretisch wohlbegründet/kohärent 
 verständlich/interpretierbar 
Des Weiteren sollten zwischen den einzelnen Indikatoren eines hierarchischen 
Indikatorenmodells keine Redundanzen oder Abhängigkeiten auftreten, da diese 
zu einer Über- oder Unterbewertung einzelner Dimensionen führen können 
(Munda und Nardo, 2009). Häufig stellt bei der Identifizierung geeigneter Indi-
katoren die Datenverfügbarkeit ein großes Problem dar (Freudenberg, 2003). 
Zusätzlich zu den Anforderungen an die Qualität der einzelnen Indikatoren eines 
Indikatorenmodells müssen auch bei der Entwicklung des gesamten Modells 
Anforderungen berücksichtigt werden. Die Entwicklung eines Indikatorenmo-
dells kann in folgende Prozessschritte untergliedert werden: 
1. Entwicklung eines theoretischen Konzepts 
2. Auswahl und Strukturierung geeigneter Indikatoren 
3. Operationalisierung der Indikatoren/Ermittlung der Indikatorenwerte 
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4. Normalisierung der Indikatorenwerte  
5. Gewichtung und Aggregation 
6. Darstellung der Ergebnisse 
7. Sensitivitätsanalyse 
Diese Prozessschritte sollten nicht unabhängig voneinander betrachtet werden, 
sondern sind als iterative Abfolge zu verstehen (Gallopín, 1997).  
Übergeordnetes Ziel bei der Entwicklung eines hierarchischen Indikatorenmo-
dells ist es, einzelne Variablen so abzubilden und miteinander zu verknüpfen, 
dass die zu analysierende Größe möglichst realistisch operationalisiert wird 
(Freudenberg, 2003).  
Die beiden Prozessschritte „Entwicklung des theoretischen Konzepts“ und 
„Auswahl geeigneter Indikatoren“ sind für die Indikatorenmodellentwicklung 
von zentraler Bedeutung und haben einen entscheidenden Einfluss auf die Ge-
samtqualität des Systems. Zur Operationalisierung komplexer Sachverhalte ste-
hen verschiedene Methoden zur Verfügung (Flascha, 1980). Diese können in 
Top-down und Bottom-up Ansätze untergliedert werden, die jedoch auch in 
kombinierter Form zum Einsatz kommen. Während bei Ersteren die Auswahl 
der Indikatoren auf Basis der Analyse von kausalen Ursache-
Wirkungsbeziehungen durchgeführt wird, orientieren sich Bottom-up Ansätze in 
erster Linie an der Verfügbarkeit möglicher Indikatoren (und Daten) (Jäger, 
2002). Hinsichtlich der Qualität von Indikatorenmodellen sind top-down Ansät-
ze zu bevorzugen. Bie diesen ist das Verständnis der untersuchten Größe und 
ihrer zu Grunde liegenden Prozesse von großer Bedeutung (Benson, 2004). Aus 
diesem Grund wurden in Kapitel 3.3 als Voraussetzung für die Operationalisie-
rung der industriellen Vulnerabilität gegenüber externen Risiken, die Risikoaus-
wirkungen in der industriellen Produktion detailliert untersucht.  
Zusammenfassend kann die Operationalisierung als Aggregation von Wissen 
über eine zu bestimmende Größe beschrieben werden. Hierbei spielt die Struktu-
rierung und vollständige Erfassung möglichst aller relevanter Dimensionen eine 
wichtige Rolle (Turner et al., 2003). Wie in jedem Modell muss bei der Entwick-
lung von Indikatorenmodellen eine Abwägung zwischen Vereinfachung und Ge-
nauigkeit getroffen werden. Um Indikatorenmodelle übersichtlich zu halten, soll-
ten bei der Indikatorenauswahl nicht zu viele Einzelindikatoren in das Modell 
integriert werden. 
Insgesamt sind die einzelnen Prozessschritte bei der Entwicklung von hierarchi-
schen Indikatorenmodellen den Phasen der multi-kriteriellen Entscheidungsun-
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terstützung sehr ähnlich. Auf die Zusammenhänge dieser beiden Ansätze sowie 
die genaue methodische Vorgehensweise bei der Entwicklung von hierarchi-
schen Indikatorenmodellen wird in Kapitel 4.4 ausführlich eingegangen. Im Fol-
genden werden die spezifischen Eigenschaften von Risiko- und Vulnerabilität-
sindizes charakterisiert und bereits existierende Indikatorenansätze zur Vulnera-
bilitäts- und Risikoanalyse beschrieben.  
4.3 Indikatorenmodelle zur Risiko- und Vulnerabilitätsanalyse  
Zur Operationalisierung der Vulnerabilität von Systemen gegenüber verschiede-
nen Risikoarten werden häufig hierarchische Indikatorenmodelle eingesetzt. Im 
Bereich der Naturrisiken fordert die UN in ihrem im Jahr 2005 erarbeiteten Hy-
ogo Framework of Action 2005-2015 explizit, Indikatorensysteme zur Risiko- 
und Vulnerabilitätsanalyse auf verschiedenen räumlichen Ebenen zu entwickeln 
(UN/ISDR, 2005).  
4.3.1 Spezifische Anforderungen an Indikatorenmodelle zur Risiko- 
und Vulnerabilitätsanalyse  
Die Quantifizierung der Vulnerabilität über ein Indikatorenmodell stellt den 
Brückenschlag zwischen theoretischen Vulnerabilitätskonzepten und der Ent-
scheidungsfindung im Rahmen des Risikomanagements dar. Die Ergebnisse der 
indikatorenbasierten Vulnerabilitätsbewertung können zum Beispiel als Grund-
lage für die Entscheidungsunterstützung bei der Planung von Risikominde-
rungsmaßnahmen eingesetzt werden. 
Die klare Festlegung des Ziels und der Funktion eines Indikatorenmodells ist 
eine der wichtigsten Grundlagen für die Entwicklung von Indikatorensystemen 
zur Vulnerabilitätsanalyse. Hiervon hängen die verwendete Entwicklungsmetho-
dik, die Auswahl der Indikatoren sowie das Design des gesamten Indikatoren-
modells ab. Zu Beginn der Entwicklung eines Indikatorenmodells zur Vulnerabi-
litätsanalyse muss daher klar definiert werden, von welchem System die Vulne-
rabilität, gegenüber welcher Gefährdung untersucht werden soll und welche Di-
mension der Vulnerabilität hierbei betrachtet wird.  
Um die Vulnerabilität eines Systems in seiner ganzen Komplexität abbilden und 
operationalisieren zu können, müssen möglichst alle für den Untersuchungs-
zweck relevanten Dimensionen (z. B. industrielle Vulnerabilität, soziale Vulne-
rabilität) und die verschiedenen Vulnerabilitätskomponenten (Anfällig-
keit/Fragilität, Exposition und Resilienz) in das Indikatorensystem integriert 
werden (Wisner, 2002). Die Abbildung der verschiedenen Komponenten wird in 
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Indikatorenmodellen über die Kombination von Fragilitäts- und Resilienzindika-
toren realisiert (Kelly und Adger, 2000). Hierzu ist häufig die Integration von 
quantitativen und qualitativen Faktoren innerhalb eines Indikatorenmodells not-
wendig (Lonergan et al., 2001).  
Des Weiteren weist Birkmann darauf hin, dass Indikatorenmodelle zur Risiko- 
und Vulnerabilitätsanalyse nicht nur die Operationalisierung der Vulnerabilität 
gegenüber direkten Schäden zum Ziel haben sollten (Birkmann, 2007). Vielmehr 
ist es wichtig, dass auch die Vulnerabilität gegenüber indirekten oder intangiblen 
Effekten, die über herkömmliche Bewertungsmethoden weitaus schwieriger zu 
erfassen sind, in die indikatorenbasierte Analyse integriert werden sollte  
Wie bereits in Kapitel 4.2.1 beschrieben, kommen im Bereich der Risiko- und 
Vulnerabilitätsanalyse sowohl Prozessindikatoren als auch Ergebnisindikatoren 
zum Einsatz. Während bei der prozessorientierten Methodik Fragilitäts- und Re-
silienzfaktoren als Vulnerabilitätstreiber über die Analyse der Risikoauswirkun-
gen ermittelt werden, werden bei der ergebnisorientierten Herangehensweise 
Charakteristika, über die sich die Vulnerabilität eines Systems manifestiert, zur 
Abbildung der Vulnerabilität eingesetzt (z. B. Schadenssumme historischer 
Schadensereignisse, Anzahl der Todesfälle vergangener Naturkatastrophen). 
Adger et al. sprechen bei der Entwicklung von prozessorientierten Vulnerabili-
tätsindikatoren von einer deduktiven Vorgehensweise, die auf dem theoretischen 
Verständnis von kausalen Zusammenhängen beruht (Adger et al., 2004). Die auf 
statistischen Zusammenhängen basierende Entwicklung von Ergebnisindikatoren 
wird hingegen als induktiv bezeichnet. Da bei einer ergebnisorientierten Identifi-
zierung von Vulnerabilitätsindikatoren aufgrund der historischen Datenbasis e-
her die historische Vulnerabilität von Objekten oder Regionen bewertet wird, ist 
für die Ermittlung der aktuellen oder zukünftigen Vulnerabilität die prozessori-
entierte Herangehensweise besser geeignet. Des Weiteren verbessert eine pro-
zessorientierte Methodik das Verständnis der Vulnerabilität. Sie ermöglicht so 
aufgrund des höheren Informationsgehaltes ein ursachenorientiertes Aufzeigen 
von Schwachstellen sowie die direkte Ableitung von Handlungsmaßnahmen für 
das Risikomanagement.  
Da sowohl die Vulnerabilitätsprozesse als auch die Schadenscharakteristika auf 
verschiedenen Betrachtungsebenen (z. B. Unternehmen/Industriesektor, regio-
nal/national/global) unterschiedlich sein können, sollten Indikatoren nicht von 
der räumlichen Skala auf die Objektebene übertragen werden. Ebenso muss bei 
der Entwicklung von Vulnerabilitätsindikatoren berücksichtigt werden, dass 
Vulnerabilitätsprozesse nicht nur auf der betrachteten Ebene ablaufen, sondern 
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dass auf den einzelnen Ebenen verschiedene Prozessen gleichzeitig wirksam 
werden und zum Teil miteinander in Wechselwirkung stehen (Cash und Moser, 
2000). 
Da bei verschiedenen Risikoarten (Gefährdungen) unterschiedliche Vulnerabili-
tätsprozesse und damit auch unterschiedliche Vulnerabilitätsfaktoren wirksam 
werden, müssen bei der Bewertung der Vulnerabilität neben generischen Vulne-
rabilitätsindikatoren (die bei allen Gefährdungsarten von Bedeutung sind) auch 
gefährdungsspezifische Vulnerabilitätsindikatoren berücksichtigt werden. Das 
heißt, obwohl die Vulnerabilität eines Systems oder Objektes keine direkte 
Funktion der Gefährdung selbst ist, müssen für verschiedene Gefährdungsarten 
verschiedene Vulnerabilitätsindikatoren bestimmt werden oder generische Indi-
katoren zumindest unterschiedlich gewichtet werden.  
4.3.2 Existierende Indikatorenmodelle zur Vulnerabilitätsanalyse und 
Risikobewertung 
Die meisten der im Bereich der Risikoanalyse existierenden Indikatorenmodelle 
wurden zur Quantifizierung der Vulnerabilität gegenüber Naturrisiken und der 
Bestimmung der Vulnerabilität gegenüber den Folgen des Klimawandels entwi-
ckelt (Gall, 2007). Tabelle 9 gibt einen zusammenfassenden Überblick über die 
Ziele und charakteristischen Eigenschaften verschiedener in der Literatur be-
schriebener Indikatorenmodelle.  
Die Indikatorenmodelle unterscheiden sich vor allem hinsichtlich der konkreten 
Analyseziele, des Indikatorentyps, der Betrachtungsebene, der berücksichtigten 
Vulnerabilitätsdimension sowie hinsichtlich der im Indikatorenset integrierten 
Vulnerabilitätskomponenten (Fragilität, Resilienz, Exposition).  
Sowohl die methodischen als auch die inhaltlichen Eigenschaften der Indikato-
renmodelle werden vor allem durch das mit dem Ansatz verfolgte Ziel bestimmt. 
Die verschiedenen Ziele von indikatorenbasierten Vulnerabilitätsanalysen kön-
nen in drei Untergruppen untergliedert werden (Jordan und Lorenzoni, 2000): 
- Vergleichende Vulnerabilitätsanalyse für Regionen oder Objekte  
   (Dilley et al., 2005; Cardona et al., 2004; Cutter et al., 2003) 
- Trendanalyse zur Bestimmung der zukünftigen Vulnerabilität  
  (Adger et al., 2004) 
- Analyse zum verbesserten Verständnis der Vulnerabilitätsprozesse        
  (Cardona, 2005) 
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Während zur vergleichenden Vulnerabilitätsanalyse von Regionen oder Objek-
ten Prozessindikatoren und Ergebnisindikatoren geeignet sind, können Trend-
analysen und prozessorientierte Vulnerabilitätsuntersuchungen lediglich über 
Prozessindikatoren realisiert werden (vgl. Kap. 4.3.1).  
Ein weiteres Unterscheidungskriterium zwischen den existierenden Indikatoren-
ansätzen stellt die Betrachtungsebene dar. Die meisten in der Literatur beschrie-
benen Indikatorenmodelle dienen der räumlichen Analyse der Vulnerabilität. Die 
Betrachtungsskalen reichen hierbei von der lokalen, über die regionale bis hin 
zur nationalen Ebene. Während einige der beschriebenen Ansätze zur globalen 
Vulnerabilitätsanalyse entwickelt wurden, können andere Modelle nur zur Ana-
lyse der Vulnerabilität in bestimmten Regionen (z. B Lateinamerika, USA, Ent-
wicklungsländer) eingesetzt werden. Bei systemorientierten Ansätzen können 
entweder einzelne Objekte, Objektklassen (z. B. Sektoren) oder räumliche Ob-
jektgruppierungen untersucht werden (Villagrán de Léon, 2006a). Diese system-
orientierten/objektbezogenen Ansätze sind in der Literatur jedoch bisher nur sehr 
selten vertreten. 
Als weiteres, in der Übersichtstabelle nicht erfasstes, Unterscheidungsmerkmal 
kann der Aggregationsgrad der Indikatorenmodelle verstanden werden. Während 
beispielsweise beim Social Vulnerability Index (SoVI) (Cutter et al., 2003), der 
zur Klasse der hierarchischen Indikatorenmodelle gezählt werden kann, viele 
Sub-Indikatoren zu einem einzigen Index zusammengefasst werden, werden die 
Ergebnisse beim Predictive Indicator of Vulnerability (PIV) für vier Indikato-
rengruppen getrennt dargestellt (Adger et al., 2004). 
Bei den untersuchten Indikatorenmodellen werden sowohl beim Ansatz von 
Cardona et al. als auch bei der von Cutter et al. vorgestellten Methodik Fragili-
täts- und Resilienzfaktoren berücksichtigt (Cutter et al., 2003). Adger et al. in-
tegrieren in ihrem Modell Indikatoren, die die Anfälligkeit von Ländern gegen-
über den Folgen des Klimawandels widerspiegeln sowie Indikatoren zur Darstel-
lung der Adaptionskapazitäten (Adger et al., 2004). 
Die meisten der analysierten Indikatorenmodelle dienen der Untersuchung der 
sozialen Vulnerabilitätsdimension, konzentrieren sich also auf die Verwundbar-
keit der Gesellschaft. In einigen wenigen werden auch ökonomische und ökolo-
gische Aspekte der Vulnerabilität berücksichtigt. Die Vulnerabilität von Indust-
rieunternehmen oder industriellen Systemen wird hingegen lediglich im Sector 
Indicator Approach von Villagrán de Léon explizit untersucht (Villagrán de Lé-
on, 2006a). Hierbei findet die Vulnerabilität der Industrie gegenüber indirekten 
Schäden (z. B. Betriebsunterbrechungen) jedoch keine Berücksichtigung. 
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Um im nachfolgenden Teil das im Rahmen der Arbeit entwickelte Indikatoren-
modell zur Analyse der industriellen Vulnerabilitätsdimension beschreiben zu 
können, wird in den folgenden Unterpunkten eine auf der Nutzwertanalyse ba-
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4.4 Übertragung der Nutzwertanalyse auf die indikatoren-
basierte Vulnerabilitätsanalyse 
Die in Kapitel 4.2.3 beschriebenen iterativen Prozessschritte bei der Entwick-
lung von hierarchischen Indikatorenmodellen sind den Phasen der multi-
kriteriellen Entscheidungsanalyse sehr ähnlich. Daher ist es möglich, Methoden 
der Mehrziel-entscheidungsunterstützung, wie beispielsweise die Nutzwertana-
lyse, auf die Entwicklung eines hierarchischen Indikatorenmodells und damit auf 
die indikatorenbasierte Vulnerabilitätsanalyse zu übertragen. In Abbildung 13 
werden die Hauptphasen der Nutzwertanalyse dargestellt und den entsprechen-


















Ergebnis: Bewertung Ergebnis: Index (5)
 
Abbildung 13: Hauptphasen bei der Nutzwertanalyse und der Indikatorenmodellentwicklung 
Im Folgenden wird nach einer detaillierten Erläuterung der Prozessschritte 1 und 
2, die der Entwicklung des theoretischen Konzepts sowie der Auswahl und 
Strukturierung der Indikatoren dienen, die methodische Vorgehensweise bei der 
Normalisierung sowie der Gewichtung und Aggregierung der Einzelindikatoren 
zu einem Gesamtindex dargestellt. Die in diesem Kapitel erarbeiteten methodi-
schen Aspekte der Indikatorenmodellentwicklung stellen die Grundlage für die 
Entwicklung des in Kapitel 4.5 beschriebenen Indikatorenmodells zur Analyse 
der industriellen Vulnerabilität gegenüber indirekten Schäden dar. 
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4.4.1 Entwicklung des theoretischen Konzepts und Indikatorenaus-
wahl 
Die Auswahl der Indikatoren stellt im Rahmen der Operationalisierung komple-
xer Größen einen zentralen Punkt dar und bildet die Grundlage für das gesamte 
Indikatorenmodell. Ausgangspunkt für die Identifizierung geeigneter Indikatoren 
zur Vulnerabilitätsanalyse ist das theoretische Konzept, das die Vulnerabilität 
detailliert beschreibt (Freudenberg, 2003). Sowohl bei der Entwicklung des theo-
retischen Konzepts als auch bei der Auswahl der Indikatoren sollten die mit dem 
Indikatorenmodell verfolgten Ziele (z. B. Einsatz zur Entscheidungsunterstüt-
zung oder als Kommuniktionstool) berücksichtigt und nutzergruppenspezifische 
Anforderungen einbezogen werden (Birkmann, 2006a). 
Übergeordnetes Ziel der Operationalisierung ist es, anhand eines entwickelten 
theoretischen Konzepts möglichst viele relevante Vulnerabilitätsfaktoren zu i-
dentifizieren und diese durch messbare Indikatoren abzubilden (Flascha, 1980).  
In hierarchischen Indikatorenmodellen wird die Vulnerabilität in verschiedene 
Dimensionen strukturiert, die dann in einzelne Indikatoren untergliedert und ü-













Abbildung 14: Struktur eines hierarchischen Indikatorenmodells (hier für zwei Dimensionen 
mit jeweils zwei Indikatoren) 
Bei der Entwicklung eines hierarchischen Indikatorenmodells stellt die Erfas-
sung und Abbildung aller für die Beschreibung der Vulnerabilitätsdimensionen 
eine große Herausforderung dar. Des Weiteren müssen im Rahmen der Operati-
onalisierung von komplexen Größen (z. B. der Vulnerabilität) die Zusammen-
hänge zwischen den identifizierten Einzelindikatoren analysiert und möglichst 
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realitätsnah über mathematische Verknüpfungen abgebildet werden (Nardo et 
al., 2005a).  
Um alle relevanten Dimensionen der Vulnerabilität zu erfassen, sind zur Opera-
tionalisierung kausalanalytische top-down Methoden besonders geeignet. Hier-
bei werden die der Vulnerabilität zu Grunde liegenden Ursache-
Wirkungsbeziehungen analysiert und so relevante Einflussfaktoren auf inhaltlich 
fundierter Basis identifiziert. Diese Einflussfaktoren können dann über geeignete 
Indikatoren dargestellt und zur Quantifizierung der Vulnerabilität herangezogen 
werden (Jäger, 2002). Da die Vulnerabilität eines Systems durch dessen Anfäl-
ligkeit und durch dessen Resilienz (z. B. Bewältigungskapazität) bestimmt wird, 
müssen zur Operationalisierung der Vulnerabilitätsdimensionen sowohl Fragili-
täts- als auch Resilienzfaktoren identifiziert und aus diesen Vulnerabilitätsindi-
katoren abgeleitet werden. 
Da die Indikatoren einer Dimension dieselben Zusammenhänge beschreiben und 
über die verschiedenen Dimensionen ein gemeinsames Konzept charakterisiert 
wird, werden zwischen den einzelnen Indikatoren sowie zwischen den Dimensi-
onen häufig Wechselwirkungen wirksam. Diese Abhängigkeiten können in Indi-
katorenmodellen dazu führen, dass gleichbedeutende Dimensionen über- bzw. 
unterbewertet werden (Belton und Stewart, 2002; Hager und Meyer, 1996). Um 
dies ausgleichen zu können, ist es im Rahmen der Modellentwicklung wichtig, 
die Abhängigkeiten quantitativ zu beschreiben und in das Modell (z. B. über 
Gewichtungskorrekturfaktoren) zu integrieren (vgl. Kapitel 5.1). 
Zusätzlich zum theoretischen Konzept müssen bei der Auswahl der Indikatoren 
einige weitere Kriterien berücksichtigt werden: Neben dem Betrachtungszeit-
raum und der Verfügbarkeit von Daten spielt vor allem die Betrachtungsebene 
eine wichtige Rolle. Die Vulnerabilität kann auf verschiedenen räumlichen Ebe-
nen oder Aggregationsniveaus durch unterschiedliche Kausalzusammenhänge 
beeinflusst werden. Daher müssen zur Beschreibung der Vulnerabilität auf ver-
schiedenen Ebenen unterschiedliche Indikatoren herangezogen werden. 
Um das Indikatorenmodell so verständlich und transparent wie möglich zu hal-
ten, sollte die Anzahl der Indikatoren auf eine überschaubare Menge begrenzt 
sein (Tunstall, 1994), die die relevantesten Teilaspekte der industriellen Vulne-
rabilität gegenüber indirekten Schäden erfasst (UN/ISDR, 2008).  
Da es sich bei der Entwicklung des theoretischen Konzepts und der Auswahl von 
Indikatoren häufig um sehr subjektive Prozessschritte handelt, sollten die einzel-
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nen Entwicklungsschritte klar erläutert und dokumentiert werden, um so einen 
möglichst hohen Grad an Transparenz zu erzielen (Nardo et al., 2005b). 
An die Auswahl der Indikatoren schließt sich die Ermittlung der Indikatorenwer-
te an. Hierzu können direkt gemessene Daten, statistisch erhobene Daten oder 
auch Experteneinschätzungen herangezogen werden. Um die erhobenen Indika-
torenwerte in das Indikatorenmodell zu integrieren und untereinander vergleich-
bar zu machen, müssen die Indikatorenwerte häufig vor dem Aggregationsschrit-
ten einer Aufbereitung unterzogen werden (vgl. Kapitel 6.2). So kann es bei-
spielsweise beim Vergleich von unternehmens- oder sektorspezifischen Eigen-
schaften notwendig sein, die Indikatorenwerte auf andere Kenngrößen (z. B. 
Bruttowertschöpfung, Beschäftigtenzahlen) zu beziehen, um die Indikatorenwer-
te von Industriesektoren unterschiedlicher Größe miteinander vergleichbar zu 
machen. 
Die ermittelten Werte der Indikatoren können in einer Wertetabelle zusammen-
gefasst werden. Diese enthält die Indikatorenwerte mi(sj) jedes betrachteten Sys-
tems sj (z. B. Industriesektoren) für jeden Indikator i (1in). Eine exemplari-
sche Wertetabelle stellt Tabelle 10 dar. 
Tabelle 10: Exemplarische Wertetabelle eines hierarchischen Indikatorenmodells 
bewertetes System/ 
Indikator [Einheit] 
System 1 System 2 System 3 
I1 [E1] m1(s1) m1(s2) m1(s3) 
I2 [E2] m2(s1) m2(s2) m2(s3) 
I3 [E3] m3(s1) m3(s2) m3(s3) 
4.4.2 Normalisierung der Indikatorenwerte/Ermittlung von Vulnerabi-
litätswerten  
Nach der Identifizierung der Indikatoren und ihrer hierarchischen Strukturierung 
ist es notwendig, ein Modell zu identifizieren, das die Werte der Einzelindikato-
ren zu einem Vulnerabilitätswert in Beziehung setzt und damit die Grundlage für 
die Aggregation der Werte der Einzelindikatoren zu einem Gesamtindex schafft. 
Da die Indikatorenwerte meist in verschiedenen Einheiten gemessen werden, ist 
es, um die Integration der verschiedenen Indikatoren innerhalb eines Modells zu 
ermöglichen, nötig, die Indikatorenwerte auf einer einheitlichen Skala zwischen 
0 und 1 abzubilden (zu normalisieren). Hierzu werden in der vorliegenden Arbeit 
im Rahmen der Vulnerabilitätsanalyse sogenannte Vulnerabilitätswertfunktionen 
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entwickelt. Diese sind den Nutzwertfunktionen der Nutzwertanalyse ähnlich und 
dienen ebenfalls dazu die einzelnen Indikatorenwerte miteinander vergleichbar 
zu machen und so verschiedene Alternativen hinsichtlich mehrerer Kriterien be-
werten zu können.  
Eine Vulnerabilitätswertfunktion kann für jeden Indikator i als 
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definiert werden, wobei iv  eine stetige Funktion sein muss. Hierbei zeigt der 
Wert 1 die höchste relative Vulnerabilität und der Wert 0 die geringste relative 
Vulnerabilität an. Um den Zusammenhang zwischen qualitativen Variablen und 
der Vulnerabilität ebenfalls abbilden zu können, müssen diese stets auf  trans-
formiert werden.  
Vulnerabilitätswertfunktionen dieser Art können verschiedene Formen anneh-
men. In dieser Arbeit werden sowohl lineare als auch exponentielle Vulnerabili-
tätswertfunktionen eingesetzt. Lineare Vulnerabilitätswertfunktionen stellen die 
einfachste Form der Vulnerabilitätswertfunktion dar. Lineare Vulnerabilitäts-
wertfunktionen, die zur Normalisierung von Fragilitätsindikatoren (bei denen 
hohe Indikatorenwerte die Vulnerabilität erhöhen) eingesetzt werden, werden 
durch  
                                         
  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i j i j
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i j i j
m (s ) m (s )
v m (s )
m (s ) - m (s )  
[5] 
definiert. Entsprechend werden lineare Vulnerabilitätswertfunktionen für Indika-
toren, die durch Resilienzfaktoren abgebildet werden und bei denen hohe Merk-
malsausprägungen eine Verringerung der Vulnerabilität bedingen, als: 
                                         
  
max
i j i j
i i j max min
i j i j
m (s ) - m (s )
v m (s )
m (s )- m (s )  
[6] 
definiert. Abbildung 15 zeigt die über die Gleichungen [5] und [6] dargestellten 
Vulnerabilitätswertfunktionen. 
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Abbildung 15: Lineare Vulnerabilitätswertfunktionen vi(mi(sj)) 
In einigen Fällen kann der Zusammenhang zwischen Indikatorenwert und Vul-
nerabilität über nicht-lineare beispielsweise exponentielle Vulnerabilitätswert-
funktionen (vgl. Abbildung 16) dargestellt werden. Ein monoton ansteigender 
bzw. absteigender Einfluss eines Indikators auf den relativen Vulnerabilitätswert 
kann über eine Ein-Parameter-Darstellung definiert werden, bei der der Wert i 
die Krümmung der Vulnerabilitätswertfunktion des Indikators i bestimmt 
(Kirkwood, 1997): 
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Abbildung 16: Exponentielle Vulnerabilitätswertfunktionen vi(mi(sj)) mit i = 0.2 
Die Auswahl und Definition der Vulnerabilitätswertfunktionen stellt einen stark 
subjektiven Schritt der Indikatorenmodellentwicklung dar, der jedoch entschei-
denden Einfluss auf den Gesamtindex hat. Daher ist es notwendig, bei der Defi-
nition der Vulnerabilitätswertfunktionen sowohl die Verteilung der Indikatoren-
werte mi(s) der betrachteten Systeme s als auch den inhaltlichen Zusammenhang 
zwischen einem Vulnerabilitätsfaktor und der Vulnerabilität zu berücksichtigen. 
Sind die Abweichungen der Indikatorenwerte zwischen den bewerteten Syste-
men eher gering, ist der Einsatz von linearen Vulnerabilitätswertfunktionen 
sinnvoll. Treten dagegen bei den Indikatorenwerten für einzelne Systeme Aus-
reißer auf, bilden exponentielle Vulnerabilitätswertfunktionen den Zusammen-
hang zwischen Indikatorenwert und relativer Vulnerabilität meist besser ab 
(Bertsch, 2008).  
4.4.3 Gewichtung und Aggregation der Indikatorenwerte 
Im folgenden Entwicklungsschritt werden die Einzelindikatoren des hierarchi-
schen Indikatorenmodells zu einem Gesamtindex zusammengefasst, der die rela-
tive Gesamtvulnerabilität eines Systems abbildet. 
Zur Aggregation der Indikatorenwerte können verschiedene Aggregations-
methoden eingesetzt werden (Zhou et al., 2010). Hinsichtlich der Qualität des 
Indikatorenmodells stellt die Auswahl der Aggregationsmethode einen kritischen 
sowie komplexen Schritt dar, bei dem es darauf ankommt, die einzelnen Dimen-
sionen der betrachteten Größe möglichst aussagekräftig miteinander zu verknüp-
fen (Zhou et al., 2006; Nardo et al., 2005a). 
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Eine einfache aber sehr transparente Aggregationsmethode, die sowohl in der 
klassischen Nutzwertanalyse als auch bei der Entwicklung verschiedener hierar-
chischer Indizes zum Einsatz kommt, ist die lineare (additive) Aggregation 
(Nardo et al., 2005b; Debreu, 1960). Hierbei wird die Gesamtvulnerabilität v(sj) 
eines Systems sj über die gewichtete Summe der normalisierten Indikatorenwerte 
vi(mi(si)) bestimmt (Belton und Stewart, 2002): 
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Wie in der klassischen Nutzwertanalyse bildet das Gewicht iw hierbei meist die 
relative Bedeutung eines Indikators i (also eines Vulnerabilitätsfaktors) für die 
Gesamtvulnerabilität ab (häufig als Importance-Gewicht bezeichnet). In einigen 
Indikatorenmodellen werden aber über die Gewichtung auch andere Indikatoren-
eigenschaften wie beispielsweise die Datenqualität, die Datenverfügbarkeit oder 
die statistische Zulänglichkeit der Daten modelliert (Nardo et al., 2005b). Im 
Rahmen der vorliegenden Arbeit werden über die Gewichtung sowohl die relati-
ve Bedeutung der Indikatoren ( Im piw ) als auch statistische Beziehungen (
Stat
iw ) 
und kausale Abhängigkeiten ( Depiw ) berücksichtigt (vgl. Kap. 5 und Kap. 6.3).  
In einem hierarchischen Indikatorenmodell muss die Gewichtung auf jeder der 
Ebenen der Indikatorenhierarchie, also sowohl für die Einzelindikatoren als auch 
für die Dimensionen, festgelegt werden. Das Gesamtgewicht wi eines Einzelin-
dikators oder einer Dimension ergibt sich aus der Multiplikation der Einzelge-
wichte auf jeder hierarchischen Ebene entlang des Pfades in der Indikatorenhie-
rarchie bis hin zum betrachteten Einzelindikator (bzw. bis hin zur betrachteten 
Dimension). Auf Ebene der Einzelindikatoren umfasst der Gewichtungsvektor w 
= (w1,…,wn) die Gewichte aller Einzelindikatoren i (i = (1,…,n)). Hierbei muss 
sichergestellt sein, dass wi die Bedingungen 
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w iw  [10] 
erfüllt. 
Zur Ermittlung der Indikatorengewichte können – je nach Bedeutung der Ge-
wichte – verschiedene Methoden eingesetzt werden. Neben statistischen Metho-
den stehen insbesondere partizipatorische Methoden zur Verfügung. Da die Ge-
wichtung nicht nur auf Datenkorrelationen, sondern auch auf theoretischen Zu-
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sammenhängen basieren sollte, sind jedoch die partizipatorischen Methoden zur 
Ermittlung der Indikatorengewichte meist besser geeignet. 
Die einfachste der partizipatorischen Methoden stellt die DIRECT-weighting 
Methode dar, bei der die Gewichtungsfaktoren direkt über eine Punkteverteilung 
von den Anwendern des Indikatorenmodells bestimmt werden. Zwei weitere 
Gewichtungsmethoden, bei denen die Indikatorengewichte über die verhältnis-
mäßige Zuweisung von Punkten bestimmt werden, sind die SWING-Methode 
und die SMART-Prozedur. Bei der SWING-Methode werden zuerst 100 Punkte 
an den Indikator mit der größten relativen Bedeutung für die Vulnerabilität ver-
teilt; den anderen Indikatoren werden dann entsprechend ihrer relativen Wich-
tigkeit Punkte zugewiesen (von Winterfeldt und Edwards, 1986). Die SMART-
Prozedur läuft nach einem ähnlichem Prinzip ab, hierbei werden jedoch im ers-
ten Schritt 10 Punkte an den Indikator mit der geringsten Bedeutung verteilt, der 
dann als die Referenz für die weitere Punkteverteilung herangezogen wird (von 
Winterfeldt und Edwards, 1986). Neben diesen Methoden kann die Indikatoren-
gewichtung mittels des Analytic Hierarchy Process (AHP) (Saaty, 1980) be-
stimmt werden. Hierbei wird die relative Bedeutung der Einzelindikatoren über 
einen paarweisen Vergleich der Indikatorenbedeutung ermittelt (Bertsch, 2008).  
Zur Ermittlung der Bedeutungs-Gewichte innerhalb eines hierarchischen Mo-
dells können die beschriebenen Methoden sowohl einzeln als auch in Kombina-
tion miteinander eingesetzt werden. Generell ist bei allen Methoden aufgrund 
ihrer starken Subjektivität eine transparente Erläuterung und Dokumentation der 
Gewichtungsmethode eine zentrale Voraussetzung für die Qualität des entwi-
ckelten Gesamtindexes (Saisana und Tarantola, 2002). 
Nach Gewichtung der Indikatoren und Dimensionen werden die Indikatorenwer-
te zu einem Gesamtindex zusammengefasst. Bei der Nutzwertanalyse kommt 
hierfür aufgrund der einfachen Anwendbarkeit und der für die Entscheidungsträ-
ger guten Verständlichkeit sehr häufig die lineare Aggregationsmethode zum 
Einsatz (Keeney und Raiffa, 1976). Voraussetzung für die Anwendung der linea-
ren Aggregationsmethode ist die vollständige präferentielle Unabhängigkeit der 
einzelnen Variablen untereinander (Debreu, 1960). Präferentielle Unabhängig-
keit zwischen zwei Variablen A1 und A2 herrscht dann vor, wenn die Präferen-
zen des Entscheidungsträgers bezüglich der Werte von Variable A1 unabhängig 
von der Ausprägung der Variable A2 sind (French et al., 2000) Vollständige prä-
ferentielle Unabhängigkeit existiert dann, wenn auch A2 präferentiell unabhän-
gig von A1 ist (Clemen, 2001). Bezüglich der Vulnerabilität wird im Folgenden 
angenommen, dass die präferenzielle Unabhängigkeit zwischen den einzelnen 
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Indikatoren gegeben ist und daher die lineare Aggregationsmethode zur Zusam-
menfassung der einzelnen Indikatoren eingesetzt werden kann. 
Aufgrund der additiven Verknüpfung der einzelnen Elemente wird bei der linea-
ren Aggregation von einer vollständigen Kompensierbarkeit zwischen den Vari-
ablen ausgegangen. Dies entspricht im Fall der Vulnerabilität jedoch nicht im-
mer der Realität, da beispielsweise die Gesamtvulnerabilität eines Systems mit 
starker Ausprägung eines Fragilitätsindikators nicht zwingend durch die schwa-
che Ausprägung eines anderen Fragilitätsindikators (oder durch die starke Aus-
prägung eines Resilienzindikators) ausgeglichen werden kann. Ebenso kann zum 
Beispiel eine stark ausgeprägte Resilienzeigenschaft eines Systems auch nur zu 
einer Reduzierung der Vulnerabilität hinsichtlich der Dimension, zu der die Ei-
genschaft selbst zählt, beitragen. 
Neben den bereits erwähnten präferentiellen Abhängigkeiten sind bei der linea-
ren Aggregation zwischen den Indikatoren weitere Arten von Abhängigkeiten – 
nämlich statistische oder kausale Abhängigkeiten – kritisch zu bewerten. Dies 
kann eine Unter- bzw. Übergewichtung von Einzelindikatoren oder Vulnerabili-
tätsdimensionen nach sich ziehen (vgl. Kapitel 5.1). 
Eine weitere Aggregationsmethode, die bisher bei der Entwicklung von hierar-
chischen Indikatorenmodellen nur selten zum Einsatz kam, von einigen Autoren 
unter bestimmten Voraussetzungen aber als besser geeignet bewertet wird, ist 
die multiplikative Aggregationsmethode (Zhou et al., 2010; Ebert und Welsch, 
2004). Hierbei werden die Einzelindikatoren i über die Multiplikation der ge-
wichteten und normalisierten Indikatorenwerte v(xi) zur Gesamtvulnerabilität 
zusammengefasst: 
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Gegenüber der linearen Aggregationsmethode hat die multiplikative Aggregati-
onsmethode den Vorteil, dass hier lediglich eine teilweise Kompensierbarkeit 
zwischen den Variablen zu Grunde gelegt wird (Nardo et al., 2005a). Dies ent-
spricht bei Abbildung der Vulnerabilität eher der Realität. Jedoch wirken sich 
bei dieser Form der Aggregation Änderungen im Bereich niedriger Indikatoren-
werte (bei Fragilitätsindikatoren) stärker auf die Gesamtvulnerabilität des be-
trachteten Systems aus als Wertänderungen im Bereich hoher Merkmalsausprä-
gung. Dies kann zu einem abgeschwächten Einfluss der Fragilitätsfaktoren auf 
die Gesamtvulnerabilität führen. Dies sollte, um Informationsverluste bezüglich 
der Gesamtvulnerabilität zu vermeiden, beim Einsatz der multiplikativen Aggre-
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gationsmethode in Indikatorenmodellen berücksichtigt werden. Des Weiteren 
können durch die multiplikative Verknüpfung sowohl Daten- als auch Modell-
unsicherheiten verstärkt werden (Belton und Stewart, 2002). 
Neben den vorgestellten Aggregationsmethoden sind in Indikatorenmodellen 
auch weitere Aggregationsmethoden, wie beispielsweise die Aggregation über 
die Bestimmung des gewichteten geometrischen Mittels (Esty et al., 2005; Kang, 
2002) oder die Aggregation über nicht-kompensatorische Outranking-Ansätze, 
denkbar (Munda und Nardo, 2009; Munda, 2005). Bei der Entwicklung des im 
Nachfolgenden beschriebenen Indikatorenmodells zur industriellen Vulnerabili-
tätsanalyse sollen jedoch lediglich die additive und die multiplikative Aggregati-
on berücksichtigt werden. 
Nach Anwendung der jeweiligen Aggregationsmethode können die Ergebnisse 
zur Gesamtvulnerabilität der untersuchten Systeme auf unterschiedliche Art und 
Weise dargestellt werden. Um einen Informationsverlust zu verhindern, ist es 
beispielsweise notwendig, bei der Visualisierung der Ergebnisse darauf zu ach-
ten, dass nicht nur der Gesamtvulnerabilitätswert dargestellt wird, sondern auch 
die Beiträge der Dimensionen bzw. Einzelindikatoren ersichtlich werden. Hierzu 
sind zum Beispiel Spinnnetzdiagramme und zusammengesetzte Säulen- oder 




































Abbildung 17: Beispielhafte Darstellung der Gesamtvulnerabilität in einem zusammengesetzten 
Säulendiagramm 
Ähnlich wie bei der Nutzwertanalyse sollten aufgrund verschiedener Arten von 
Unsicherheiten im Rahmen der Entwicklung von Indikatorenmodellen Sensitivi-
tätsanalysen durchgeführt werden. Welche Unsicherheiten die Robustheit von 
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Indikatorenmodellen beeinflussen und wie diese quantifiziert werden können, 
wird in Kapitel 5.2 erläutert. 
4.5 Entwicklung eines hierarchischen Indikatorenmodells zur 
Analyse der indirekten industriellen Vulnerabilität 
4.5.1 Rahmenbedingungen und Ziele des Indikatorenmodells 
Wie bereits erläutert, wurde das im Folgenden vorgestellte Indikatorenmodell für 
die Analyse der industriellen Vulnerabilität gegenüber indirekten Schäden bei 
Naturrisiken entwickelt. Ziel ist es, über das Modell Informationen über die in-
dustrielle Vulnerabilität auf räumlicher Ebene zu generieren und dabei Wech-
selwirkungen zwischen verschiedenen Risikoarten zu berücksichtigen. 
Das hierarchische Indikatorenmodell folgt hierzu einem zweistufigen Aufbau. 
Auf erster Stufe wird die Vulnerabilität verschiedener Industriesektoren mittels 
hierarchisch strukturierter Indikatoren, die über die in Kapitel 4.4 beschriebene 
Methodik miteinander verknüpft sind, bestimmt. In Stufe zwei werden die so 
ermittelten sektorspezifischen Vulnerabilitätswerte entsprechend der räumlichen 
Verteilung der Industrie in der betrachteten Region regionalisiert.  
Diese Vorgehensweise wurde gewählt, um einerseits Informationen über die 
räumliche Vulnerabilität zur Entscheidungsunterstützung im Risikomanagement 
auf übergeordneter Ebene (z. B. Bund, Land) zu generieren. Anderseits soll 
hierdurch aber auch die Berücksichtigung von sektorspezifischen Eigenschaften 
und Prozessen in der Industrie ermöglicht werden.  
Im Folgenden wird ausgehend von den in Kapitel 2 und 3 erarbeiteten risikothe-
oretischen Grundlagen ein theoretisches Konzept für die industrielle Vulnerabili-
tät gegenüber indirekten Schäden entwickelt. Aus diesem werden anschließend 
Fragilitäts- und Resilienzindikatoren zur Abbildung der zentralen Vulnerabili-
tätsdimensionen abgeleitet und in einem hierarchischen Indikatorenmodell ope-
rationalisiert. 
4.5.2 Theoretisches Konzept der industriellen Vulnerabilität gegen-
über indirekten Schäden 
Um eine möglichst hohe Aussagekraft des entwickelten Indikatorenmodells zu 
erreichen, wurden die Indikatoren in einem top-down Ansatz auf Basis der Ursa-
che-Wirkungsbeziehungen identifiziert. Daher stellen die in Kapitel 3.3 heraus-
gearbeiteten Auswirkungen von Naturrisiken eine wichtige Grundlage für die 
Identifizierung von Vulnerabilitätsfaktoren und deren Abbildung im Indikato-
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renmodell dar. In der Industrie können indirekte Schäden durch Naturkatastro-
phen maßgeblich von Infrastrukturausfällen und Supply Chain Unterbrechungen 
verstärkt werden. Um diese Wechselwirkungen zu berücksichtigen, müssen zur 
Identifizierung relevanter Vulnerabilitätsfaktoren auch die Auswirkungen dieser 
Risikoarten berücksichtigt werden.  
Bei der Definition des theoretischen Konzepts für die industrielle Vulnerabilität 
sollten möglichst alle relevanten Vulnerabilitätsdimensionen erfasst werden. Zur 
Abbildung der industriellen Vulnerabilität ist es daher notwendig neben Fragili-
tätsfaktoren, die zu einer Erhöhung der industriellen Vulnerabilität beitragen, 
auch Resilienzfaktoren abzubilden, die die Bewältigungskapazität der Industrie 
erfassen. Um Vulnerabilitätsfaktoren für Industriesektoren zu identifizieren, ist 
es sinnvoll die allgemeinen Ziele und Prozesse von Industrieunternehmen ge-
nauer zu betrachten. 
Allgemeines Ziel von Industrieunternehmen ist es, Produkte (Sachgüter und 
Dienstleistungen) herzustellen, zu verkaufen und so die Bedürfnisse von Kunden 
zu befriedigen. Diese primären Sachziele können in die drei Basisfunktionen 
Produktion, Beschaffung und Absatz untergliedert werden (Kummer et al., 2006) 
(vgl. Abbildung 18). Die Produktion kann hierbei als der gelenkte Einsatz von 
Produktionsfaktoren zur Herstellung bzw. Fertigung von Gütern und zur Erzeu-
gung von Dienstleistungen verstanden werden (Bloech et al., 2008). Zu den für 
die Produktion erforderlichen Produktionsfaktoren zählen menschliche Arbeits-
leistung, Betriebsmittel (Maschinen, Werkzeuge, Gebäude), Betriebsstoffe (z. B. 
Energie, Wasser, Schmierstoffe etc.) und Werkstoffe (Roh-, Hilfsstoffe, Halb-
fabrikate etc.) (Gutenberg, 1983). Hierbei können Betriebsstoffe und Werkstoffe 
zu Verbrauchsfaktoren zusammengefasst werden (Ellinger und Haupt, 1996). 
Die Versorgung eines Industrieunternehmens mit Verbrauchsfaktoren ist Aufga-
be der Beschaffung. Maßnahmen zum Verkauf der erstellten Leistungen werden 
unter dem Begriff Absatz zusammengefasst. Die Logistik, die sowohl Transport- 
als auch Lager- und Umschlagsvorgänge umfasst, stellt eine Koordinierungs-
funktion dar und dient der Steuerung der Material- und Informationsflüsse vom 
Zulieferer bis zum Kunden. Daher hat die Logistik vor allem für die Unterneh-
mensbereiche Beschaffung und Absatz eine zentrale Bedeutung. 



























Abbildung 18: Produktionssystem und Produktionsfaktoren 
Die Analyse des Produktionsprozesses sowie die Betrachtung typischer Auswir-
kungen externer Risiken zeigt, dass Schäden durch indirekte Betriebsunterbre-
chungen in der Industrie immer dann entstehen, wenn die Produktionsfaktoren 
nicht zur gewünschten Zeit oder im benötigten Umfang zur Verfügung stehen. 
Des Weiteren können Unterbrechungen der Transportprozesse zu Störungen in 
den Bereichen Beschaffung und Absatz führen und so eine Unterbrechung der 
leistungswirtschaftlichen Prozesse nach sich ziehen. 
Wie anfällig ein System für das Auftreten von Betriebsunterbrechungen ist, kann 
also über die Abhängigkeit der Produktionsprozesse von verschiedenen Produk-
tionsfaktoren und Hilfsprozessen (z. B. Transportprozessen) abgebildet werden. 
Daher werden diese Abhängigkeiten im entwickelten Indikatorenmodell zur Ab-
bildung der Vulnerabilität gegenüber indirekten Schäden (primäre und sekundäre 
Betriebsunterbrechungen) erfasst. Hierzu werden alle relevanten Faktoren, die 
die Abhängigkeiten der Industriesektoren von Produktionsfaktoren entweder 
erhöhen (Fragilitätsfaktoren) oder abschwächen (Resilienzfaktoren), über ein-
zelne Indikatoren im Modell erfasst.  
Die verschiedenen Abhängigkeiten und ihre zugehörigen Vulnerabilitätsfaktoren 
(Fragilitäts- und Resilienzfaktoren) können in verschiedenen Vulnerabilitätsdi-
mensionen, die die Vulnerabilität gegenüber indirekten Schäden maßgeblich be-
einflussen, untergliedert werden. Basierend auf der Charakterisierung der Risi-
koauswirkungen in Kapitel 3.3 und der Analyse der Abhängigkeiten der indus-
triellen Produktion von verschiedenen Produktionsfaktoren wurden für das Mo-
dell vier Vulnerabilitätsdimensionen identifiziert: 
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 Verwundbarkeit durch Betriebsmittelausfälle 
 Verwundbarkeit durch Personalausfälle  
 Verwundbarkeit durch Infrastrukturausfälle 
 Verwundbarkeit durch Supply Chain Ausfälle 
Welche Indikatoren zur Abbildung der vier Vulnerabilitätsdimensionen und den 
zu Grunde liegenden Abhängigkeiten herangezogen werden, wie diese Auswahl 
begründet werden kann und über welche Variablen die Indikatoren operationali-
siert und quantifiziert werden können, wird in den nachfolgenden Abschnitten 
erläutert. 
4.5.3 Ableitung und Operationalisierung von Indikatoren aus Fragili-
täts- und Resilienzfaktoren 
Zur Abbildung der vier Vulnerabilitätsdimensionen wurden auf Basis von Lite-
raturrecherchen und Auswirkungsanalysen vergangener Naturkatastrophen rele-
vante Fragilitäts- und Resilienzfaktoren identifiziert, die über Indikatoren im 
Modell dargestellt werden. Abbildung 19 zeigt die hierarchische Gesamtstruktur 
des entwickelten Indikatorenmodells. Die vier Vulnerabilitätsdimensionen und 
die ihnen zu Grunde liegenden Abhängigkeiten werden über 16 Indikatoren, die 
zu einem Gesamtvulnerabilitätsindex aggregiert werden können, abgebildet. 
Wie in Kapitel 4.2 erläutert, sollten die ausgewählten Indikatoren verschiedene 
Qualitätskriterien erfüllen. Neben diesen Qualitätskriterien spielt bei der Aus-
wahl der Indikatoren jedoch häufig auch die Verfügbarkeit von Daten eine ent-
scheidende Rolle. Aufgrund der Komplexität der industriellen Vulnerabilität ist 
es daher nicht möglich, alle Vulnerabilitätsfaktoren in das Indikatorenmodell zu 
integrieren. Entscheidend ist aber, die zentralen Faktoren zu identifizieren und 
über verfügbare Daten im Modell zu berücksichtigen. Um das Indikatorenmodell 
im in Kapitel 6 beschriebenen Anwendungsbeispiel zur industriellen Vulnerabi-
litätsanalyse einsetzen zu können, wurde die Datenverfügbarkeit bereits bei der 
Auswahl der Indikatoren mitberücksichtigt.  
Zur Erläuterung der Indikatorenauswahl wird im Folgenden für jede der Vulne-
rabilitätsdimensionen beschrieben, welche Faktoren die Abhängigkeiten inner-
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Neben der Erörterung, welche Faktoren mit welcher Begründung als Vulnerabi-
litätsindikatoren ausgewählt wurden, wird hier auch erläutert, welche zusätzli-
chen Indikatoren zur Integration in das Indikatorenmodell geeignet wären,  
jedoch aufgrund der begrenzten Datenverfügbarkeit derzeit nicht berücksichtigt 
werden können. Zudem wird die Operationalisierung der einzelnen Indikatoren 
durch quantifizierbare Variablen beschrieben.  
4.5.3.1 Indikatoren zur Abbildung der „Verwundbarkeit durch Be-
triebsmittelausfälle“ 
Durch physikalische Schäden können bei Naturkatastrophen häufig Betriebsmit-
tel wie Anlagen, Maschinen, Werkzeuge oder sonstige Einrichtungen (z. B.  
interne Transportsysteme) nicht mehr eingesetzt werden, so dass hierdurch die 
Produktionsprozesse zum Erliegen kommen (Bendimerad et al., 2000). Wie hoch 
die Verwundbarkeit der Produktionsprozesse und damit auch die Wahrschein-
lichkeit für das Auftreten von Betriebsunterbrechungen aufgrund dieser direkten 
Schäden ist, hängt von mehreren Faktoren ab.  
Den wichtigsten Einflussparameter auf diese Vulnerabilitätsdimension stellt die 
funktionelle Abhängigkeit der Produktionsprozesse von den Betriebsmitteln dar. 
Das heißt, die Vulnerabilität eines Sektors ist davon abhängig, in welchem Um-
fang die Produktionsprozesse auf funktionierende Betriebsmittel angewiesen 
sind. Für die Abhängigkeit von Betriebsmitteln insgesamt ist aber auch die  
Bewältigungskapazität des Systems bezüglich der Betriebsmittel von Bedeutung 
(Abbildung 20).  
Abhängigkeitsdimension 





Abbildung 20: Einflussdimensionen auf die Abhängigkeit von Produktionsfaktoren 
Es ist also zusätzlich ausschlaggebend, wie schnell beschädigte Anlagen und 
Maschinen repariert und wieder eingesetzt werden können (Durukal et al., 
2008). Da sowohl im Normalfall als auch besonders nach Eintreten einer Natur-
katastrophe weniger spezialisierte Betriebsmittel leichter wiederbeschafft oder 
repariert werden können, stellt der Spezialisierungsgrad der Betriebsmittel einen 
entscheidenden Faktor für die Bewältigungskapazität eines Systems dar (Suzuki, 
2002). Da die Produktionsanlagen in der Gruppe der Betriebsmittel (gefolgt von 
Werkzeugen und sonstigen Geräten) den größten und wichtigsten Anteil ausma-
chen, wird im entwickelten Indikatorenmodell zur Abbildung der Abhängigkeit 
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von Betriebsmitteln lediglich die Abhängigkeit der Industriesektoren von Anla-
gen berücksichtigt. 
Auf Sektorenebene kann weder die funktionelle Anlagenabhängigkeit noch der 
Spezialisierungsgrad der Anlagen direkt bestimmt werden. Um diese Abhängig-
keitsdimension im entwickelten Indikatorenmodell dennoch berücksichtigen zu 
können, kann als Näherungswert für diese beiden Vulnerabilitätsfaktoren das 
spezifische Anlagenvermögen der Sektoren herangezogen werden. Das spezifi-
sche Anlagenvermögen kann sowohl in Industriesektoren mit großem Anlagen-
bestand als auch in Industriesektoren mit hoch spezialisierten und daher teuren 
Anlagen große Werte annehmen. Unter der Annahme, dass Sektoren, die viele 
oder hoch spezialisierte Anlagen benötigen, stärker vom Ausfall der Produkti-
onsanlagen betroffen sind bzw. diese im Falle einer Beschädigung aufgrund ih-
rer Anzahl oder ihres Spezialisierungsgrades langsamer wiederbeschafft werden 
können, kann über diesen Wert die Abhängigkeit eines Industriesektors von An-
lagen zumindest näherungsweise abgeschätzt werden. Nachteil der Operationali-
sierung dieser Abhängigkeitsdimension allein über das spezifische Anlagenver-
mögen ist, dass hierbei der Spezialisierungsgrad der Anlagen und sein Einfluss 
auf die Bewältigungskapazität bei Störungen nicht getrennt von der funktionel-
len Abhängigkeit betrachtet werden kann. 
Der Indikator spezifisches Anlagenvermögen bildet für jeden der untersuchten 
Industriesektoren das Bruttoanlagenvermögen in Anlagen zu Wiederbeschaf-
fungspreisen in Relation zu der Anzahl der funktionellen Einheiten oder zur 
Größe eines Sektors ab. Da Sektoren mit zunehmendem spezifischem Anlagen-
vermögen anfälliger für Betriebsunterbrechungen werden, stellt das spezifische 
Anlagenvermögen einen Fragilitätsindikator dar.  
4.5.3.2 Indikatoren zur Abbildung der „Verwundbarkeit durch  
Personalausfälle“ 
Empirische Studien zu Naturkatastrophen und deren Auswirkungen auf Indust-
rieunternehmen zeigen, dass die eigene Betroffenheit der Mitarbeiter und die 
eingeschränkte Mobilität der Arbeitskräfte bei Naturkatastrophen häufig dazu 
führen, dass für einen ungestörten Ablauf der Produktionsprozesse nicht ausrei-
chend Arbeitsleistung zur Verfügung steht (Webb et al., 1999; Tierney, 1997; 
Tierney und Dahlhamer, 1997; Tierney und Dahlhammer, 1995; Tierney und 
Nigg, 1995).  
Im entwickelten Indikatorenmodell wurden zur Operationalisierung der Abhän-
gigkeit von der Arbeitsleistung der Mitarbeiter (Personalabhängigkeit) die Per-
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sonalintensität und der Spezialisierungsgrad der Mitarbeiter der Industriesekto-
ren ausgewählt (vgl. Abbildung 20).  
Der Auswahl des Indikators Personalintensität liegt die Annahme zu Grunde, 
dass Sektoren, in denen viele Mitarbeiter zur Aufrechterhaltung der Produkti-
onsprozesse benötigt werden, anfälliger für Betriebsunterbrechungen sind als 
Sektoren, in denen die Prozesse auch mit wenigen Arbeitern durchgeführt wer-
den können. Der Indikator Personalintensität kann im entwickelten Indikato-
renmodell für jeden der untersuchten Industriesektoren über die Relation der 
Anzahl der Mitarbeiter zur Anzahl der funktionellen Einheiten (z. B. Betriebe) 
oder zur Größe eines Sektors quantifiziert werden (vgl. Kap. 5.4.2.1). Die Per-
sonalintensität stellt einen Fragilitätsfaktor dar, da gemäß den getroffenen An-
nahmen mit steigender Personalintensität die Verwundbarkeit eines Sektors zu-
nimmt und dieser anfälliger für Betriebsunterbrechungen wird.  
Eine Operationalisierung der Personalabhängigkeit allein über die Personalin-
tensität würde jedoch wichtige personalspezifische Aspekte vernachlässigen. So 
spielt beispielsweise der Ausbildungsgrad der Mitarbeiter eine wichtige Rolle. 
Zum einen ist es für die Vulnerabilität von großer Bedeutung, ob Mitarbeiter zur 
Bewältigung von Krisen und Notfällen angemessen ausgebildet sind, da durch 
geschultes und flexibel einsetzbares Personal Produktionsprozesse eher aufrecht 
erhalten und so Produktionsunterbrechungen schneller wieder behoben werden 
können. Des Weiteren kann das erforderliche Ausbildungsniveau eines Indust-
riesektors aber auch einen vulnerabilitätsverstärkenden Effekt haben, nämlich 
beispielsweise dann, wenn spezialisierte Mitarbeiter zur Aufrechterhaltung der 
Produktionsprozesse oder zur Wiederinbetriebnahme von Anlagen benötigt wer-
den, diese aber nicht in ausrechendem Umfang zur Verfügung stehen. Während 
die mit der krisenspezifischen Ausbildung verbundene Erhöhung der Bewälti-
gungskapazität nicht im Indikatorenmodell auf Sektorenebene erfasst werden 
kann, wird der Spezialisierungsgrad der Mitarbeiter als Fragilitätsfaktor berück-
sichtigt. Der Spezialisierungsgrad der Mitarbeiter wird für Industriesektoren 
über die durchschnittlichen Personalkosten pro Beschäftigtem quantifiziert.  
4.5.3.3 Indikatoren zur Abbildung der „Verwundbarkeit durch Infra-
strukturausfälle“ 
Wie die Analyse verschiedener Erdbeben- und Hochwasserereignisse gezeigt 
hat, können beim Ausfall kritischer Infrastruktursysteme in Industrieunterneh-
men erhebliche indirekte Schäden durch primäre und sekundäre Betriebsunter-
brechungen auftreten (Chang und Falit-Baiamonte, 2003; Webb et al., 2002; 
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Bendimerad et al., 2000; Tierney, 1997; Tierney, 1994). In Industrieunterneh-
men hängen viele verschiedene Unternehmensfunktionen vom ungestörten 
Funktionieren kritischer Infrastrukturen ab (vgl. Kap 3.3.3). Indirekte Schäden 
können besonders durch Unterbrechungen der Elektrizitätsversorgung (Chang 
und Falit-Baiamonte, 2003; Murray und Sapone, 1987) und der Wasserversor-
gung (Adachi und Ellingwood, 2008; Chang et al., 2002) sowie durch die Stö-
rung von Transportsystemen (Chang, 2000; Gordon et al., 1998; Boarnet, 1996) 
ausgelöst werden. Auswirkungsanalysen von Naturkatastrophen haben zudem 
gezeigt, dass auch die Unterbrechung der Gasversorgung oder die Störung von 
Informations- und Kommunikationssystemen in der industriellen Produktion 
weitreichende Folgen haben können (Oh et al., 2010).  
Aufgrund der begrenzten Datenverfügbarkeit werden im Folgenden lediglich die 
Abhängigkeiten von der Wasser- und der Stromversorgung sowie die Verwund-
barkeit durch die Unterbrechung verschiedener Transportsysteme berücksichtigt. 
Die offene Struktur des hierarchischen Indikatorenmodells ermöglicht es jedoch, 
Indikatoren zur Berücksichtung weiterer Infrastruktursysteme bei entsprechender 
Datenverfügbarkeit zu ergänzen. 
Die Verwundbarkeit gegenüber Infrastrukturausfällen ist umso höher, je weniger 
Produktionsschritte ohne das Funktionieren der entsprechenden Infrastrukturen 
aufrecht erhalten werden können (Chang et al., 2002). Im Indikatorenmodell 
wird diese funktionelle Abhängigkeit für die Elektrizitäts- und die Wasserver-
sorgung über Abhängigkeitsfaktoren aus der Literatur operationalisiert. Diese 
zeigen an, welcher Anteil der Produktion bei einer Versorgungsunterbrechung 
eingestellt werden muss, und stellen damit Fragilitätsindikatoren dar (ATC, 
2002). Für Transportinfrastrukturen stehen solche Abhängigkeitsfaktoren auf 
Sektorenebene derzeit nicht zur Verfügung. Daher wird die Abhängigkeit der 
Industriesektoren von verschiedenen Transportsystemen über das spezifische 
Transportaufkommen abgebildet. 
Die Verwundbarkeit durch Infrastrukturausfälle hängt jedoch nicht nur von der 
funktionellen Abhängigkeit, sondern auch von der Bewältigungskapazität der 
Industrieunternehmen ab (Abbildung 20). Diese wird zum Beispiel dadurch er-
höht, dass Möglichkeiten für eine alternative Versorgung vorhanden sind und so 
dem Ausfall öffentlicher Infrastruktursysteme zumindest partiell aus eigenen 
Kräften entgegen gewirkt werden kann. Die Bewältigungskapazität ist bei-
spielsweise dann hoch, wenn eigene Versorgungssysteme zur Verfügung stehen 
oder Backup-Systeme vorgehalten werden. Für die leitungsgebundenen Infra-
strukturen wird die Bewältigungskapazität im entwickelten Indikatorenmodell 
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über den spezifischen Verbrauch der Sektoren (spezifischer Elektrizitäts-
verbrauch, spezifischer Wasserverbrauch) und den Eigenversorgungsgrad (Ei-
genversorgungsgrad Elektrizität, Eigenversorgungsgrad Wasser) operationali-
siert. Bei der Abbildung der Bewältigungskapazität über den spezifischen 
Verbrauch wird angenommen, dass es schwieriger ist, große Strom- oder Was-
sermengen über alternative Quellen in ausreichendem Umfang zu decken, als 
dies bei einem geringeren Versorgungsbedarf der Fall wäre. Während es sich bei 
diesen Indikatoren also um Fragilitätsfaktoren handelt, stellen die Indikatoren 
Eigenversorgungsgrad Elektrizität und Eigenversorgungsgrad Wasser Resi-
lienzfaktoren dar. 
Die Operationalisierung der Transportabhängigkeit der Industriesektoren über 
das spezifische Transportaufkommen wurde ausgewählt, da bei einem großen 
spezifischen Transportaufkommen die Wahrscheinlichkeit, dass es zu Störungen 
im Transportablauf kommt, größer ist als bei einem geringeren Transportauf-
kommen. Im Indikatorenmodell wird das spezifische Transportaufkommen auf 
Straßen und Schiene erfasst. Die Abhängigkeit vom Luftverkehr kann im An-
wendungsbeispiel in Kapitel 6 keine Berücksichtigung finden, da güterspezifi-
sche Daten zu Transportleistungen im Luftverkehr in Deutschland seit einigen 
Jahren nicht mehr erhoben werden. 
Zur Quantifizierung der Indikatoren zur Abbildung des spezifischen Verbrauchs 
wurde jeweils der Verbrauch (z. B. Wasser oder Elektrizität) in Relation zur An-
zahl der funktionellen Einheiten bzw. zur Größe eines Sektors ermittelt (Kap. 
6.2.3). Ebenso wurde die Transportabhängigkeit über die Relation der güterspe-
zifischen Transportleistung zur Anzahl der funktionellen Einheiten oder zur 
Größe eines Sektors bestimmt. Die Eigenversorgungsgrade wurden über das 
Verhältnis der selbst generierten Versorgungsmenge zum Gesamtverbrauch be-
rücksichtigt. 
4.5.3.4 Indikatoren zur Abbildung der „Verwundbarkeit durch Supply 
Chain Ausfälle“ 
Die Verwundbarkeit der Industrie gegenüber Supply Chain Unterbrechungen 
hängt sehr stark von unternehmensspezifischen Faktoren (z. B. Komplexität der 
Supply Chain, Lieferantenstrategie, Distanz zu den Lieferanten, Grad des Out-
sourcings, Qualität des Business Continuity Planning) ab. Daher stellt die Erfas-
sung von Vulnerabilitätsfaktoren, die zur Abbildung der Anfälligkeit von Indust-
riesektoren gegenüber Supply Chain Unterbrechungen geeignet sind, eine Her-
ausforderung dar. Basierend auf einigen im Folgenden näher erläuterten Annah-
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men ist es aber möglich, Proxyvariablen, die zur Abschätzung der Anfälligkeit 
von Industriesektoren herangezogen werden können, abzuleiten. 
Supply Chain Risiken können in verschiedene Unterrisiken (z. B. Lieferausfall-
risiko, Nachfragerisiko) untergliedert werden und stehen zu anderen industriel-
len Risikoarten in enger Beziehung (vgl. Kap. 3.3.4). Um also die Vulnerabilität 
von Sektoren gegenüber Supply Chain Unterbrechungen zu erfassen, müssen die 
Anfälligkeiten der betrachteten Industriesektoren hinsichtlich der wichtigsten 
Unterrisiken erfasst werden (Kersten und Hohrath, 2007; Wagner und Bode, 
2006). Im entwickelten Indikatorenmodell wird zur Operationalisierung der 
Verwundbarkeit der Industriesektoren gegenüber Lieferausfällen die Lieferab-
hängigkeit und zur Darstellung der Verwundbarkeit der Industriesektoren durch 
negative Effekte auf Seite der Nachfrage die Nachfrageabhängigkeit berücksich-
tigt.  
Die lieferseitige Abhängigkeit der verschiedenen Industriesektoren wird im ent-
wickelten Indikatorenmodell durch die spezifischen Materialkosten (Verhältnis 
der Materialkosten eines Sektors zur Größe/Anzahl der funktionellen Einheiten 
eines Sektors, Bestimmung vgl. Kap. 3.4.4) und den Anteil firmeninterner Liefe-
rungen abgebildet. Zudem wird zur Abbildung der Lieferabhängigkeit der Grad 
der lieferseitigen Verflechtung, der Aussagen über die Auswirkungen von mate-
rialstrom-aufwärts gelegenen Störungen auf einen Sektor ermöglicht, erfasst.  
Die Auswahl des Indikators spezifische Materialkosten beruht auf der Annahme, 
dass Industriesektoren immer dann besonders von Materiallieferungen abhängig 
sind, wenn sie diese in großem Umfang benötigen oder, wenn sie auf Materialien 
mit hohem Spezialisierungsgrad, der sich ebenfalls über hohe Materialkosten 
ausdrückt, angewiesen sind. Bei einer großen benötigten Materialmenge kann 
davon ausgegangen werden, dass die Wahrscheinlichkeit, dass eines oder mehre-
re Teile bei Eintreten eines externen Ereignisses nicht verfügbar sind, höher ist 
als bei einer geringen Menge an benötigen Materialien. Der Spezialisierungsgrad 
beeinflusst die Materialabhängigkeit dadurch, dass es im Falle einer Supply 
Chain Unterbrechung bei spezialisierten Materialien besonders schwierig ist, 
diese auf alternative Weise zu beschaffen oder zu substituieren. Nachteil des In-
dikators spezifische Materialkosten ist, dass die in ihm enthaltenen Informatio-
nen nicht in die Unterindikatoren Materialintensität und Spezialisierungsgrad der 
Materialien untergliedert werden können. Ursache hierfür ist die Tatsache, dass 
auf Basis der statistischen Daten nicht identifiziert werden kann, ob die hohen 
Materialkosten eines Sektors durch den Bedarf an teuren Materialien (mit hohem 
Spezialisierungsgrad) verursacht werden oder in der großen Menge der benötig-
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ten Materialien begründet sind. Da aber sowohl ein hoher Spezialisierungsgrad 
als auch eine große benötigte Materialmenge die Materialabhängigkeit eines In-
dustriesektors erhöht, werden die spezifischen Materialkosten zur Abbildung der 
Lieferabhängigkeit im Indikatorenmodell eingesetzt. Da die Verwundbarkeit 
gegenüber Lieferausfällen mit steigenden spezifischen Materialkosten ansteigt, 
handelt es sich hierbei um einen Fragilitätsfaktor.  
Der Anteil firmeninterner Lieferungen, der über Kennzahlen der Input-Output-
Rechnung erfasst werden kann (vgl. Kap. 5.4.4.1), stellt einen weiteren Faktor 
dar, der Aufschluss über die Lieferabhängigkeit von Sektoren gibt. Sektoren, in 
denen große Teile der Materialien, die im Unternehmen weiterverarbeitet wer-
den, aus firmeneigener Produktion stammen, sind weniger auf externe Lieferun-
gen angewiesen und damit weniger vulnerabel.  
Der Grad der lieferseitigen Verflechtung der Sektoren kann im Indikatorenmo-
dell über einen sektorspezifischen Verflechtungsindex, der über die Bestimmung 
eines Backward-Multiplikators auf Basis der nationalen Input-Output-Tabellen 
berechnet werden kann, operationalisiert werden. Dieser lieferseitige Verflech-
tungsindex gibt Aufschluss darüber, wie stark sich materialstrom-aufwärts gele-
gene Störungen auf diesen Sektor auswirken können. Geringe Verflechtungsin-
dizes zeigen hierbei eine geringe Verwundbarkeit der Sektoren an, so dass es 
sich bei diesem Indikator, wie schon bei den spezifischen Materialkosten, um 
einen Fragilitätsfaktor handelt.  
Einen Nachteil, den die Indikatoren zur Abbildung der Lieferabhängigkeit auf-
weisen, stellt die Nichtberücksichtigung der Kritikalität der benötigten Lieferun-
gen dar. Wird die Verwundbarkeit lediglich über die Menge und den Wert der 
benötigten Materialien bestimmt, wird beispielsweise vernachlässigt, dass unab-
hängig von diesen Parametern auch schon das Nicht-Verfügbarsein einzelner 
kritischer Materialien in der industriellen Produktion zu Betriebsunterbrechun-
gen führen kann. In dem im Folgenden dargestellten Fallbeipiel ist es jedoch 
nicht möglich, diesen Faktor auf Sektorenebene zu bestimmen. Daher wird die-
ser Aspekt im entwickelten Indikatorenmodell derzeit nur indirekt über die Tat-
sache, dass bei einer hohen benötigten Materialmenge im Fall einer Supply 
Chain Unterbrechungen auch der Ausfall von kritischen Teilen wahrscheinlicher 
ist, berücksichtigt. 
Die Nachfrageabhängigkeit wird im Indikatorenmodell über den Grad der nach-
frageseitigen Verflechtung und einen Proxywert für die Konsumentennähe, die 
über Kennzahlen der Input-Output-Rechnung ermittelt wird, operationalisiert. 
Der nachfrageseitige Vernetzungsgrad wird in Ergänzung zum lieferseitigen 
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Verflechtungsindex über einen nachfrageseitigen Verflechtungsindex erfasst 
(vgl. Kap. 6.2.4). Dieser nachfrageseitige Verflechtungsindex ist ein Maß dafür, 
wie stark sich Nachfrageänderungen auf diesen Sektor auswirken können und 
kann über die Berechnung eines Forward-Multiplikators bestimmt werden. Auf-
grund seines vulnerabilitätsverstärkenden Einflusses handelt es sich bei diesem 
Indikator ebenfalls um einen Fragilitätsindikator. 
Die Konsumentennähe stellt hingegen einen Resilienzfaktor dar. Die Verwen-
dung dieses Indikators beruht auf der Annahme, dass Industriesektoren, die nä-
her am Endverbraucher liegen, weniger von sekundären Betriebsunterbrechun-
gen betroffen sind, da diese etwaige Nachschwankungen schneller antizipieren 
und dadurch auch besser bewältigen können. Zur Quantifizierung der Konsu-
mentennähe wird aus den Daten der nationalen Input-Output-Rechnung als Nä-
herungswert der Anteil des Konsums privater Haushalte und des Staates an der 
gesamten Verwendung der Güter der einzelnen Industriesektoren ermittelt (vgl. 
Kap. 6.2.4). 
In Tabelle 11 sind alle Indikatoren, die zur Abbildung der identifizierten Abhän-
gigkeitsdimensionen ausgewählt wurden, sowie deren Einflussdimension bezüg-
lich der Vulnerabilität dargestellt. 
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4.6 Grenzen und Schwächen von Indikatorensystemen bei der 
Vulnerabilitätsanalyse 
Indikatorenmodelle stellen ein geeignetes Instrument zur Darstellung und  
Quantifizierung nicht direkt messbarer Größen, wie beispielsweise der Vulnera-
bilität, dar. Aufgrund einiger sowohl methodischer als auch inhaltlicher Schwä-
chen und Nachteile können Indikatorenmodelle bei der Vulnerabilitätsanalyse 
jedoch auch zu irreführenden oder unrobusten Ergebnissen führen (Freudenberg, 
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2003). Die Grenzen von Indikatorenmodellen können sich hierbei aus der gene-
rellen methodischen Vorgehensweise bei der Modellentwicklung, aus dem feh-
lerhaften Einsatz der Modelle oder der ungeeigneten Repräsentation der Ergeb-
nisse ergeben (Huggins, 2003; Saisana und Tarantola, 2002). Des Weiteren tre-
ten beim Einsatz von Vulnerabilitätsindikatoren einige Herausforderungen auf, 
die sich aus den spezifischen Anforderungen des Risikomanagements ergeben. 
Unter methodischen Aspekten sind bei einer kritischen Betrachtung der Ent-
wicklung von hierarchischen Indikatorenmodellen vor allem die hohe Subjekti-
vität einzelner Methodenschritte und die damit verbundenen Unsicherheiten auf-
zuführen. Im Rahmen des Entwicklungsprozesses können wie bei der Nutzwert-
analyse vor allem die Indikatorenauswahl, die Festlegung von Vulnerabilitäts-
wertfunktionen, die Indikatorengewichtung sowie die Auswahl der Aggregati-
onsmethode von hoher Subjektivität geprägt sein (Nardo et al., 2005b). 
Hauptproblem bei der Auswahl geeigneter Indikatoren ist, dass aufgrund der 
hohen Komplexität der Vulnerabilität und der begrenzten Datenverfügbarkeit 
eine vollständige und realitätsnahe Abbildung durch Indikatoren nur schwer er-
reicht werden kann. Dies kann beispielsweise zu einer Über- oder Unterreprä-
sentation der heterogenen Dimensionen innerhalb des Indikatorenmodells führen 
(Jäger, 2002). Die Gewichtung der einzelnen Indikatoren hat meist einen großen 
Einfluss auf die Ergebnisse eines Indikatorenmodells. Daher ist es für die Quali-
tät eines Indikatorenmodells von entscheidender Bedeutung, dass die Gewichte 
über ausgewiesene Methoden ermittelt werden (vgl. Kap. 4.4.3 und 5.1.3) und 
der Einfluss auf das Gesamtergebnis in transparenter Art und Weise dargestellt 
wird (Cox et al., 1992). 
Um den mit der Subjektivität verbundenen Unsicherheiten Rechnung zu tragen, 
sollten die Ergebnisse von hierarchischen Indikatorenmodellen durch Sensitivi-
tätsanalysen ergänzt werden (Grupp und Mogee, 2004). Diese Anforderung wird 
bisher in nur sehr wenigen der in der Literatur beschriebenen Indikatorenmodel-
len umgesetzt (Saisana et al., 2005b). Das nachfolgende Kapitel beschreibt, wie 
für das entwickelte Indikatorenmodell Sensitivitätsanalysen durchgeführt werden 
können. 
Eine weitere methodische Schwäche hierarchischer Indikatorenmodelle (mit li-
nearer Aggregation) stellt die Verzerrung der Ergebnisse durch Abhängigkeiten 
zwischen den einzelnen Indikatoren und zwischen den Dimensionen dar. Inter-
dimensionelle und intradimensionelle Abhängigkeiten können auf der einen Sei-
te zur Überbewertung einzelner Teilaspekte und auf der anderen Seite zur Un-
terbewertung einzelner Vulnerabilitätsdimensionen führen. Wie diese Abhän-
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gigkeiten in hierarchischen Indikatorenmodellen analysiert und berücksichtigt 
werden können, wird ebenfalls in Kapitel 5.1 erläutert. 
Die unzureichende Erläuterung von Indikatorenmodellen sowie die unangemes-
sene Repräsentation der Ergebnisse können ebenfalls zu fehlerhaften Schussfol-
gerungen führen. Hierbei ist besonders der durch die Aggregation mögliche In-
formationsverlust zu nennen (Zhou et al., 2010). Um die Aussagefähigkeit von 
Indikatorenmodellen zu erhöhen und einer Missinterpretation der Ergebnisse 
vorzubeugen, sollten disaggregierte Darstellungsweisen für die Präsentation der 
Ergebnisse gewählt werden. Für die Vulnerabilitätsanalyse ist hierbei wichtig, 
dass neben den Werten der Gesamtvulnerabilität auch der jeweilige Beitrag der 
verschiedenen Vulnerabilitätsdimensionen sowie der Einfluss der einzelnen In-
dikatoren ersichtlich werden. 
Generell sollten Ergebnisse zusammengesetzter Indikatoren nicht als objektive 
„Ideallösung“ dargestellt werden. Vielmehr ist es wichtig, die methodische Vor-
gehensweise in Verbindung mit den Ergebnissen zu erläutern und in transparen-
ter Form darzustellen, um so das Verständnis bezüglich der Vorgehensweise zu 
erhöhen und eine kritische Diskussion der Ergebnisse zu ermöglichen (Nardo et 
al., 2005a; von Schirnding, 2002). Des Weiteren sollten Indikatorenmodelle vor-
rangig zu einer ersten Einschätzung herangezogen werden, um so Stärken und 
Schwächen sowie Ansatzpunkte für weitere Analysen zu identifizieren. 
Für den Einsatz im industriellen Risikomanagement müssen Indikatorenmodelle 
einige spezielle Anforderungen erfüllen (vgl. Kap. 4.3.1). Unter Berücksichti-
gung dieser Aspekte ist besonders die begrenzte Datenverfügbarkeit sowie die 
eingeschränkte Übertragbarkeit von Indikatorenmodellen (z. B. auf andere Ebe-
nen) als Nachteil der indikatorenbasierten Vulnerabilitätsanalyse zu nennen. 
Zudem stellt die Ermittlung der relativen Vulnerabilität einen weiteren Nachteil 
dar. Die relative Betrachtung der Vulnerabilität ermöglicht lediglich einen relati-
ven Vergleich zwischen den betrachteten Systemen (z. B. zwischen Industriesek-
toren oder Regionen) und liefert keinen absoluten Wert der Vulnerabilität. Dies 
ermöglicht zwar die Identifizierung von kritischen Bereichen, räumlichen 
Hotspots oder zentralen Vulnerabilitätstreibern. Die Ableitung von konkreten 
Handlungsmaßnahmen für das Risikomanagement auf Ebene des einzelnen be-
trachteten Systems ist jedoch nur in begrenztem Umfang möglich.  
Da es sich bei der indikatorenbasierten Vulnerabilitätsanalyse um eine statische 
Betrachtungsweise der Vulnerabilität von Systemen handelt, ist es kaum mög-
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lich, zeitliche Veränderungen und dynamische Prozesse der Vulnerabilität und 
des Risikos abzubilden (Birkmann, 2007).  
Die hier angeführten Nachteile und Schwächen von Indikatorenmodellen sind 
nicht als Ausschlusskriterien für den Einsatz von Indikatorenmodellen zu sehen. 
Es ist jedoch wichtig, die mit hierarchischen Indikatorenmodellen verbundenen 
Schwächen zu erkennen und sie im Rahmen des Entwicklungsprozesses zu be-
rücksichtigen und zu dokumentieren (Nardo et al., 2005b).  
4.7 Zusammenfassung 
Indikatorenbasierte Methoden werden in vielen Bereichen zur Operationalisie-
rung komplexer, nicht direkt messbarer Größen eingesetzt. Da die Vulnerabilität 
von Systemen nicht direkt quantifizierbar ist, stellt der Einsatz von Indikatoren-
modellen eine geeignete Methode zur Vulnerabilitätsanalyse dar. Um über Indi-
katorenmodelle transparente und robuste Ergebnisse für die Entscheidungsunter-
stützung im Risikomanagement zu generieren, müssen sowohl die im Indikato-
renmodell verwendeten Einzelindikatoren als auch die eingesetzten Entwick-
lungsmethoden verschiedenen Qualitätsanforderungen genügen.  
Im ersten Teil dieses Kapitels wurden diese Anforderungen, nach einer umfas-
senden Definition der Begriffe der Indikatorentheorie, analysiert und herausge-
arbeitet. Um neben den allgemeinen Anforderungen an Indikatorenmodelle die 
für die Vulnerabilitätsanalyse notwendigen speziellen Anforderungen zu ermit-
teln, wurden anschließend existierende Indikatorenmodelle zur Vulnerabilitätsa-
nalyse untersucht und strukturiert beschrieben. Diese Indikatorenmodelle unter-
scheiden sich hinsichtlich einer Vielzahl von Eigenschaften wie beispielsweise 
dem Analyseziel, dem Indikatorentyp, der Betrachtungsebene sowie bezüglich 
der im Indikatorenmodell berücksichtigten Vulnerabilitätsdimensionen und -
komponenten. Die Analyse der existierenden Modelle hat gezeigt, dass derzeit 
zur Analyse der industriellen Vulnerabilität gegenüber indirekten Schäden durch 
Naturkatastrophen keine Indikatorenmodelle zur Verfügung stehen. 
Daher wurde im zweiten Teil dieses Kapitels ein hierarchisches Indikatorenmo-
dell zur Analyse der industriellen Vulnerabilität entwickelt. Augrund der zentra-
len Bedeutung indirekter Schäden, die bei Naturkatastrophen durch primäre und 
sekundäre Betriebsunterbrechungen entstehen, zielt das entwickelte Modell auf 
den Vergleich der Vulnerabilität gegenüber indirekten Risikoeffekten ab. Zum 
Aufbau des hierarchischen Indikatorenmodells wurde eine auf der Nutzwertana-
lyse basierende Methodik entwickelt, die die zentralen Phasen Indikatorenaus-
wahl, Normalisierung, Gewichtung und Aggregation umfasst.  
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Ausgehend von den in der industriellen Produktion benötigten Produktionsfakto-
ren und den Auswirkungen von Naturkatastrophen wurden zur Abbildung der 
industriellen Vulnerabilität die vier zentralen Vulnerabilitätsdimensionen Ver-
wundbarkeit durch Betriebsmittelausfälle, Verwundbarkeit durch Personalaus-
fälle, Verwundbarkeit durch Infrastrukturausfälle und Verwundbarkeit durch 
Supply Chain Unterbrechungen identifiziert und über 16 Indikatoren operationa-
lisiert.  
Wie in einer anschließenden kritischen Betrachtung von Indikatorenmodellen 
zur Vulnerabilitätsanalyse deutlich wurde, stellen hierarchische Indikatorenmo-
delle eine geeignete Methodik zur Vulnerabilitätsanalyse dar, sind aber mit eini-
gen methodischen Schwächen und Nachteilen behaftet. 
Im nachfolgenden Kapitel werden besonders die methodischen Schwächen von 
hierarchischen Indikatorenmodellen beleuchtet. Hierzu werden die verschiede-
nen Arten von Unsicherheiten in hierarchischen Indikatorenmodellen beschrie-
ben und neben Methoden zur Sensitivitätsanalyse auch Ansätze zur Analyse und 
























Berücksichtigung von Abhängigkeiten und  
Unsicherheiten in Indikatorenmodellen  
In hierarchischen Indikatorenmodellen können Abhängigkeiten zwischen den 
Indikatoren zu einer Über- oder Unterbewertung einzelner Vulnerabilitätsdimen-
sionen führen und so die Ergebnisse der Vulnerabilitätsanalyse verzerren. In den 
in der Literatur beschriebenen Indikatorenmodellen zur Risikobewertung werden 
Abhängigkeiten zwischen Indikatoren derzeit weder analysiert noch bei der Mo-
dellentwicklung berücksichtigt. In diesem Kapitel werden nach einer Charakteri-
sierung der mit den Abhängigkeiten verbundenen Probleme sowohl statistische 
als auch expertenbasierte Methoden zur Abhängigkeitsanalyse vorgestellt. Um 
die Ergebnisse der Abhängigkeitsanalyse in die Vulnerabilitätsanalyse zu integ-
rieren, werden zudem Methoden, die eine Berücksichtigung der Indikatoren-
struktur im Rahmen der Modellentwicklung ermöglichen, vorgestellt bzw. ent-
wickelt. 
Des Weiteren können in hierarchischen Indikatorenmodellen verschiedene Arten 
von Unsicherheiten zu unrobusten Ergebnissen führen. Um den vorhandenen 
Unsicherheiten Rechnung zu tragen, ist es im Rahmen der Entwicklung eines 
hierarchischen Indikatorenmodells notwendig, Sensitivitätsanalysen durchzufüh-
ren. In den existierenden Indikatorenmodellen zur Vulnerabilitätsanalyse werden 
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Unsicherheiten bislang nur sehr selten und in begrenztem Umfang berücksich-
tigt. In diesem Kapitel werden daher nach einer Klassifizierung der Unsicherhei-
ten in Indikatorenmodellen Ansätze zur Sensitivitätsanalyse aufgezeigt. 
5.1 Abhängigkeiten in Indikatorenmodellen 
In hierarchischen Indikatorenmodellen, die auf multi-kriteriellen Entschei-
dungsmethoden wie beispielsweise der Nutzwertanalyse basieren, führen Ab-
hängigkeiten zwischen den einzelnen Indikatoren zu einer Verzerrung der Er-
gebnisse. Sind die Indikatoren einer hierarchischen Indikatorenstruktur nicht 
vollständig unabhängig voneinander, führt dies zu einer Über- bzw. Unterbewer-
tung einzelner Indikatoren oder Dimensionen (Wu, 2008). Bei zusammengesetz-
ten Vulnerabilitätsindizes können so beispielsweise einzelne Fragilitätsaspekte 
im Indikatorenmodell mehrfach berücksichtigt werden, was gleichzeitig zu einer 
Vernachlässigung oder Nichtberücksichtigung anderer Vulnerabilitätsaspekte 
führt. Meist ist es jedoch nicht möglich, die Indikatoren so zu wählen, dass eine 
vollständige Unabhängigkeit erreicht wird (Saisana und Tarantola, 2002). 
Des Weiteren können die Abhängigkeiten zwischen den Indikatoren bei der 
Festlegung der Bedeutungsgewichte Im piw  von Experten gar nicht oder nur in 
begrenztem Umfang mit erfasst werden. Der Grund hierfür ist sowohl in der ho-
hen Anzahl der Indikatoren als auch vor allem in der Tatsache zu sehen, dass 
zwischen den Indikatoren nicht nur direkte, sondern auch indirekte Abhängigkei-
ten existieren. Dies führt dazu, dass einzelne Indikatoren auch ohne direkten 
Einfluss andere Indikatoren positiv oder negativ beeinflussen können. 
Um die mit den Abhängigkeiten verbundenen negativen Effekte (z. B. ungewoll-
te Überbewertung) zu vermeiden, ist es notwendig, die Abgängigkeiten zwi-
schen den Indikatoren zu untersuchen und im Indikatorenmodell zu berücksich-
tigen (z. B. durch Anpassung der Indikatorenstruktur bzw. -auswahl, Modifizie-
rung der Indikatorengewichtung). 
Zur Analyse der Abhängigkeiten können sowohl multivariate statistische Me-
thoden (z. B. Faktorenanalyse) als auch expertenbasierte Ansätze zur Struktur-
analyse, wie die Decision Making Trial and Evaluation Method (DEMATEL), 
herangezogen werden (vgl. Kap. 5.1.2). Während über Erstere lediglich statisti-
sche Abhängigkeiten erfasst werden können, ermöglicht die DEMATEL-
Methode die Analyse kausaler Strukturen. 
Im Folgenden wird beschrieben, wie sowohl statistische Methoden als auch die 
DEMATEL-Analyse zur Abhängigkeitsanalyse in hierarchischen Indikatoren-
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modellen eingesetzt und weiterentwickelt werden können. Nach einer Charakte-
risierung der methodischen Vorgehensweise wird hierbei zudem erläutert, wie 
aus den Ergebnissen der Abhängigkeitsanalyse Anpassungen am Indikatoren-
modell vorgenommen werden können, um so die Ergebnisse der Vulnerabilität-
sanalyse von Verzerrungen durch Abhängigkeiten zu bereinigen. Im Bereich der 
statistischen Methoden existieren hierzu bereits erste Ansätze, in denen die Er-
gebnisse der Strukturanalyse über die Indikatorengewichtung in Indikatorenmo-
dellen berücksichtigt und Gewichtungsfaktoren auf Basis der Faktorenanalyse 
ermittelt werden. Die DEMATEL-Analyse wurde hingegen bislang lediglich zur 
qualitativen Analyse von interkriteriellen Beziehungstrukturen eingesetzt. Zur 
Integration der kausalen Strukturbeziehungen in quantitativer Form (z. B. in In-
dikatorenmodelle) wurden bisher noch keine Ansätze entwickelt. 
5.1.1 Statistische Methoden zur Analyse der Abhängigkeiten 
Mittels bi- und mutivariater statistischer Methoden können die statistischen Ab-
hängigkeiten zwischen mehreren Indikatoren untersucht werden. Methoden, die 
zur Analyse der in den Daten inhärenten Abhängigkeitsstrukturen eingesetzt 
werden können, sind beispielsweise die Korrelationsanalyse nach Pearson, die 
Hauptkomponenten- bzw. Faktorenanalyse sowie die Bestimmung des Cronbach 
 (Nardo et al., 2005b). Diese Analysen ermöglichen es, Aussagen darüber zu 
treffen, ob in einem Indikatorenmodell verschiedene (statistische) Dimensionen 
ausgeglichen berücksichtigt sind und liefern so für die Entwicklung von Indika-
torenmodellen wichtige Informationen (Manly, 1994).  
Beim Einsatz statistischer Analysen im Rahmen der Indikatorenmodellentwick-
lung muss berücksichtigt werden, dass statistische Methoden nur zur Erfassung 
von in den Daten inhärenten Abhängigkeiten geeignet sind und diese keinen 
Aufschluss über kausale Zusammenhänge liefern können. Des Weiteren sollte 
die statistische nicht mit stochastischer Unabhängigkeit gleichgesetzt werden, da 
über die oben genannten Methoden lediglich lineare statistische Zusammenhän-
ge zwischen den Indikatoren erfasst werden können (Leyer und Wesche, 2007). 
Eine weitere Begrenzung des Einsatzes statistischer Methoden bei der Entwick-
lung von Indikatorenmodellen ist durch die Tatsache gegeben, dass durch statis-
tische Methoden lediglich direkte Abhängigkeiten und nicht auch indirekte Ein-
flussbeziehungen zwischen den Indikatoren (über mehrere Einflussstufen hin-
weg) bestimmt werden können.  
Im Folgenden wird erläutert wie mittels der genannten statistischen Informatio-
nen über die Datenstruktur von Indikatorenmodellen generiert werden können 
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(Kapitel 5.1.1.1 und 5.1.1.2) und wie aus diesen Erkenntnisse zur Entwicklung 
von Indikatorenmodellen abgeleitet werden können (Kapitel 5.1.3).  
5.1.1.1 Bestimmung der Korrelationskoeffizientenmatrix nach Pearson 
Um eine erste Aussage über die empirischen Abhängigkeiten von Indikatoren 
machen zu können, kann der Korrelationskoeffizienten xyr  nach Pearson be-
stimmt werden, der über das gemeinsame Streuungsverhalten (Kovarianz sxy) 





1s (x x)(y y)
1 n 
  







 , xywobei 1 r 1    [13] 
Dabei sind x und y  die Mittelwerte, 2 2x ys  und s  die Varianz von x bzw. y  . Eine 
sehr übersichtliche Darstellungsform der Korrelation mehrerer Variablen bietet 
die Korrelationsmatrix R (Schlittgen, 2009). Dabei sind j kx  und  x  Spalten einer  
n n -dimensionalen Matriix:  
                                                  
j kjk        x x jk
 R r mit  r r   [14] 
Allerdings wird hier nicht die multivariate Streuung, sondern lediglich der uni- 
und bivariate Zusammenhang aller Indikatoren erfasst. Nach Schlittgen kann zur 
Interpretation von Korrelationskoeffizienten folgende Daumenregel eingesetzt 
werden (Schlittgen, 2009):  
Tabelle 12: Interpretation von Korrelationskoeffizienten (nach Schlittgen, 2009) 
Bereich Interpretation 
xyr 0  keine Korrelation 
xy0 r 0,5   schwache Korrelation 
xy0,5 r 0,8  mittlere Korrelation 
xy0,8 r 1   hohe Korrelation 
xyr =1 perfekte Korrelation 
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Bei der inhaltlichen Interpretation von Korrelationskoeffizienten muss berücksichtigt 
werden, dass diese lediglich statistische Abhängigkeiten, die nicht unbedingt die zwi-
schen den Indikatoren existierenden Kausalzusammenhänge widerspiegeln, abbilden.  
Aus der Korrelationsanalyse von Indikatorensets können für die Indikatorenent-
wicklung verschiedene Informationen abgeleitet werden. So kann auf Basis einer 
statistischen Abhängigkeitsanalyse sowohl die Indikatorenauswahl (z. B. Aus-
wahl lediglich schwach korrelierter Indikatoren) und die Indikatorenstrukturie-
rung (Zusammenfassung statistisch korrelierter Indikatoren) als auch die Indika-
torengewichtung (Reduzierung der Gewichtung stark korrelierter Indikatoren) 
unterstützt werden.  
Eine Methode, die häufig zur Ableitung von Gewichtungsfaktoren auf Basis 
multivariater Abhängigkeiten zum Einsatz kommt, ist die multiple Regressions-
analyse (Backhaus et al., 2000). Bei dieser Methode wird der Zusammenhang 
zwischen mehreren Variablen ix  (  i 1,.., n ) und einer bekannten Größe Yˆ  er-
mittelt, so dass die Gewichte der einzelnen Variablen (Indikatoren) direkt aus 
den Regressionskoeffizienten nb  und a bestimmt werden könnte:  
1 1 n nYˆ a b x ... b x     [15] 
Die multiple Regression kann jedoch bei Indikatorenmodellen nicht zur Ablei-
tung von statistisch begründeten Gewichtungsfaktoren herangezogen werden, da 
Yˆ  hier nicht bekannt ist, sondern der über das Modell zu quantifizierenden Grö-
ße (hier die Vulnerabilität) entspricht (Muldur, 2001). 
5.1.1.2 Faktorenanalyse 
Eine Methode, mit der nicht nur uni- und bivariate, sondern auch multivariate 
Abhängigkeiten zwischen mehreren Indikatoren erfasst werden können, stellt die 
Faktorenanalyse dar. Die Faktorenanalyse zählt zu den explorativen Analyseme-
thoden und ermöglicht es, die einem Datensatz zu Grunde liegenden Strukturen 
sowie die dadurch beschriebenen Dimensionen zu identifizieren. Ausgehend von 
der Korrelationsmatrix mehrerer Variablen werden im Rahmen einer Faktoren-
analyse die Originaldaten so transformiert, dass die durch ein Set von Q  Variab-
len 1, 2 Qz z ,..., z  beschriebene Varianz durch m  voneinander unabhängigen Line-
arkombinationen (Faktoren) 1 2 mF ,F ,..., F  erklärt werden kann und m Q  ist 
(Hartung und Elpelt, 1994).  
Das Standardverfahren der Faktorenanalyse kann in die folgenden Schritte un-
tergliedert werden (Nardo et al., 2005b): 
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1. Bestimmung der Korrelationsmatrix (vgl. Kap. 5.2.1.1) 
2. Extraktion der Faktoren 
3. Bestimmung der Faktorladungen bzw. Kommunalitäten  
4. Bestimmung der Anzahl beizubehaltender Faktoren 
5. Rotation der Faktoren 
Die Korrelationsmatrix spiegelt die Eignung der Ausgangsdaten zur Faktoren-
analyse wider, die aus den Korrelationen zwar nicht immer direkt ersichtlich ist, 
jedoch über statistische Prüfkriterien wie den Bartletttest oder das Kaiser-Meyer-
Olkin-Kriterium (KMO) nachgewiesen werden kann (Kaiser und Rice, 1974). 
Da der Bartlettest sehr stark von der Stichprobengröße beeinflusst wird, ist das 
KMO-Kriterium meist besser geeignet (Backhaus et al., 2000). Nach Cureton 
und D'Agostino ist eine Korrelationsmatrix mit einem KMO-Wert < 0,5 nicht für 
eine Faktorenanalyse geeignet, wünschenswert wäre ein Wert > 0,8 (Cureton 
und D'Agostino, 1993).  
Zur Extraktion der Faktoren wird im Rahmen der Entwicklung von hierarchi-
schen Indikatorenmodellen häufig die Hauptkomponentenanalyse eingesetzt 
(Nicolett et al., 2000). Welche der so identifizierten Faktoren beibehalten wer-
den sollen, kann über verschiedene Kriterien bestimmt werden (Dunteman, 
1989). Gemäß dem häufig angewendeten Kaiser-Kriterium werden alle Faktoren 
mit einem Eigenwert   1 beibehalten. Das Varianz-Kriterium sieht hingegen 
vor, genau so viele Faktoren auszuwählen, dass diese 90 % (seltener auch 80 %) 
der Varianz der Variablen erklären (Bernard, 2006). Eine graphische Methode 
zur Bestimmung der beizubehaltenden Faktoren stellt die Scree-Plot-Methode 
dar. Hierbei werden die Eigenwerte der Faktoren in einem Eigenwertediagramm 
(Scree-Plot) sukzessive hintereinander aufgetragen und alle Faktoren bis zu ei-
nem plötzlichen Abfall der Steigung beibehalten (Schlittgen, 2009).  
Zur Rotation der Faktoren wird meist die Varimax-Rotation angewandt 
(Backhaus et al., 2000). Durch die Rotation wird die Summe der Eigenwerte 
nicht verändert. Da hierdurch jedoch verhindert wird, dass viele Variablen auf 
dieselben Faktoren hoch laden, wird durch die Rotation die Interpretierbarkeit 
der Analyseergebnisse erhöht.  
Im Rahmen der Entwicklung von hierarchischen Indikatorenmodellen können so 
über die Faktorenanalyse die statistischen Dimensionen eines Indikatorensets 
identifiziert werden. Dies ermöglicht neben der Gruppierung der Indikatoren vor 
allem die Konstruktion von Indikatorengewichtungen (Nardo et al., 2005b) (vgl. 
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Kap 5.1.3). Des Weiteren können auf Basis der Faktorenanalyse Indikatorensets 
mit vielen Variablen in Indikatorensets mit einer geringeren Indikatorenanzahl 
umgewandelt werden. Wie die Erkenntnisse aus der Faktorenanalyse in hierar-
chischen Indikationenmodellen berücksichtigt werden können, wird im nachfol-
genden Abschnitt erläutert.  
5.1.2 Berücksichtigung statistischer Abhängigkeiten in Indikatoren-
modellen 
Um statistische Abhängigkeiten zwischen Indikatoren zu bereinigen, können die 
Ergebnisse der statistischen Abhängigkeitsanalyse auf verschiedene Weise in 
hierarchische Indikatorenmodelle integriert werden. In verschiedenen existieren-
den Indikatorenmodellen, werden beispielsweise die Ergebnisse der Faktoren-
analyse zu einer Anpassung der Indikatorenzusammensetzung eingesetzt (Cutter 
et al., 2010b; Cutter et al., 2003; Huggins, 2003). Hierbei wird die Anzahl der 
Indikatoren dadurch reduziert, dass die ursprünglichen Indikatoren auf Basis 
statistischer Zusammenhänge zu einer geringeren Anzahl an neuen Indikatoren 
zusammengefasst und über die in der Faktorenanalyse extrahierten Komponen-
ten abgebildet werden (Freudenberg, 2003). Aufgrund der häufig begrenzten 
inhaltlichen Interpretierbarkeit der Komponenten ist eine Anpassung der Indika-
torenzusammensetzung auf Basis der Faktorenanalyse jedoch nicht immer sinn-
voll. 
Um in zusammengesetzten Indizes die statistischen Abhängigkeiten dennoch zu 
berücksichtigen und auszugleichen, können die Indikatorengewichtungen auf 
Basis statistischer Analysen ermittelt werden. In Anlehnung an die Methode von 
Nicolett et al. können über die Faktorenanalyse statistische Indikatorengewichte 
Stat
iw berechnet werden, so dass diese den Informationsgehalt der Indikatorenda-
ten widerspiegeln und überlappende Informationen ausgeglichen werden 
(Nicolett et al., 2000).  
Tabelle 13 zeigt ein Beispiel zur Berechnung statistisch begründeter Gewich-
tungsfaktoren nach Nicolett et al.. Den Ausgangspunkt der Berechnung stellen 
sogenannte Zwischenindikatoren dar, die den in der Faktorenanalyse ermittelten 
Faktoren entsprechen. Unter der Annahme, dass das normierte Quadrat der Fak-
torladung dem Anteil an der Varianz eines Indikators entspricht, der durch den 
jeweiligen Faktor erklärt wird, kann für jeden der Faktoren (Zwischenindikato-
ren) in einem ersten Berechnungsschritt das Gewicht der Einzelindikatoren er-
mittelt werden (Schritt (A) des in Tabelle 13 dargestellten Berechnungsbei-
spiels). 
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Im nächsten Schritt können, da die normierte Summe der quadrierten Faktorla-
dungen (Summe quadrierte Faktorladungen = erklärte Varianz eines Faktors, 
(B)) dem Anteil eines Faktors an der erklärten Gesamtvarianz entspricht, die 
Gewichtungen der Faktoren (Zwischenindikatoren) zur Bildung des Gesamtindi-
kator bestimmt werden (C). Durch Multiplikation dieser Faktorengewichte (C) 
mit den zuvor ermittelten Gewichten der Einzelindikatoren (A) erhält man die 
indikatorenspezifischen Zwischengewichte der Zwischenindikatoren (D), die für 
jeden der Indikatoren (über alle Faktoren) zu einem statistisch bestimmten End-
gewicht aufsummiert werden können (E). 
Da im Rahmen der Faktorenanalyse nur die in den Daten inhärenten linearen 
Abhängigkeiten erfasst werden und indirekte und nicht-lineare Einflussbezie-
hungen nicht berücksichtigt werden, sollte in hierarchischen Indikatorenmodel-
len der alleinige Einsatz von statistischen Gewichtungsfaktoren kritisch hinter-
fragt werden. Vielmehr ist es wichtig, dass die Gewichte zudem die Bedeutung 
der einzelnen Indikatoren sowie die tatsächlichen, z. B. über Experteneinschät-
zungen bestimmten, kausalen Abhängigkeiten widerspiegeln. Um dies umzuset-
zen werden in der vorliegenden Arbeit zusätzlich zur statistischen Analyse der 
Indikatoren, die Beziehungsstrukturen auch über die expertenbasierte  
DEMATEL-Methode analysiert, die im Folgenden beschrieben wird. 
5.1.3 Expertenbasierte Methoden zur Abhängigkeitsanalyse 
Im Bereich der expertenbasierten Methoden ist besonders die Decision Making 
Trial and Evaluation Laboratory Method (DEMATEL-Methode) zur Analyse 
von Abhängigkeitsstrukturen zwischen verschiedenen Variablen geeignet. Im 
Folgenden wird erläutert, wie die klassische DEMATEL-Analyse zur Struktur-
analyse in hierarchischen Indikatorenmodellen eingesetzt werden kann. An-
schließend wird die Fuzzy-DEMATEL-Analyse, die die klassische DEMATEL-
Analyse mit Ansätzen der Fuzzy-Logik verknüpft, erläutert und weiterentwi-
ckelt. Die Fuzzy-DEMATEL-Analyse ermöglicht es, den mit der Unschärfe von 
Experteneinschätzung verbundenen Unsicherheiten Rechnung zu tragen. Diese 
Unsicherheiten betreffen lediglich die Einschätzungen der Abhängigkeiten und 
sind nicht mit den allgemeinen Unsicherheiten in Indikatorenmodellen zur ver-

















































































































































































































































































































































































































































































































































128  5. Analyse von Abhängigkeiten und Unsicherheiten in Indikatorenmodellen 
5.1.3.1 DEMATEL-Analyse 
Die DEMATEL-Methode wurde 1974 von Fontela und Gabus am Battelle Me-
morial Institute in Genf zur Strukturierung und Lösung komplexer Problemsitua-
tionen entwickelt (Fontela und Gabus, 1976). Die Methode wurde bereits in den 
verschiedensten Bereichen zur Analyse der Ursache-Wirkungsbeziehungen zwi-
schen verschiedenen Variablen eingesetzt. Anwendungsgebiete sind beispiels-
weise die Bewertung von Kriterien zur industriellen Standortplanung (Lin und 
Tzeng, 2009) die Auswahl von Kriterien zur Bewertung von Personalkompeten-
zen (Wu et al., 2010; Wu und Lee, 2007). Ebenso wurde die Methode zur Risi-
kopriorisierung (Seyed-Hosseini et al., 2006), zur Bewertung von Management-
systemen (Tsai und Chou, 2009) oder in der Flugzeugsicherheitsanalyse einge-
setzt (Liou et al., 2008).  
Die DEMATEL-Analyse stellt eine Analyse-Methode dar, über die komplexe 
Ursache-Wirkungszusammenhänge zwischen verschiedenen Kriterien (z. B. In-
dikatoren) erfasst, quantifiziert und in einem Strukturmodell anschaulich darge-
stellt werden können (Wu, 2008). Im Vergleich zu den statistischen Methoden 
hat die DEMATEL-Anlyse den Vorteil, dass über sie nicht nur statistische Zu-
sammenhänge, die in den eingesetzten Daten inhärent sind, sondern kausale Ab-
hängigkeiten auf Basis von Experteneinschätzungen erfasst werden. Dies ist be-
sonders dann von Bedeutung, wenn die Abhängigkeitsstrukturen zwischen den 
Vulnerabilitätsfaktoren im Normalfall und nach Eintritt einer Katastrophe von-
einander abweichen. Während unter Normalbedingung meist ausreichend Daten 
zur Verfügung stehen, sind diese unter Extrembedingungen meist nicht verfüg-
bar, so dass hier statistische Analysemethoden nur begrenzt einsetzbar sind. 
In hierarchischen Indikatorenmodellen ist die DEMATEL-Analyse dazu geeig-
net, die strukturellen Abhängigkeiten zwischen den einzelnen Indikatoren besser 
zu verstehen, diese zu quantifizieren und zu visualisieren. Neben der Bestim-
mung der Stärke der Abhängigkeiten zwischen den Indikatoren können über die 
expertenbasierte Abhängigkeitsanalyse so Schlüsselindikatoren bestimmt bzw. 
Ursache- und Effektindikatoren unterschieden werden.  
Die Ergebnisse der DEMATEL-Analyse ermöglichen für das im Rahmen der 
Arbeit entwickelte Indikatorenmodell sowohl methodische als auch inhaltliche 
Rückschlüsse. Unter inhaltlichen Gesichtspunkten kann beispielsweise abgeleitet 
werden, über die Anpassung welcher (Ursache)-Indikatoren die industrielle Vul-
nerabilität im Rahmen des Risikomanagements am effizientesten reduziert wer-
den kann. Hinsichtlich methodischer Aspekte kann auf Basis der kausalen Struk-
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turanalyse in erster Linie die Auswahl der Indikatoren überprüft werden. So wird 
durch die Darstellung der Abhängigkeitsbeziehungen beispielsweise deutlich, 
welche Indikatoren dieselbe Vulnerabilitätsdimension abbilden, bzw. welche der 
Vulnerabilitätsdimensionen nur durch einzelne Indikatoren operationalisiert 
werden. Des Weiteren können die Ergebnisse der expertenbasierten Abhängig-
keitsanalyse in quantitativer Form in das entwickelte Indikatorenmodell integ-
riert werden, um die existierenden Anhängigkeiten (z. B. durch eine Anpassung 
der Indikatorengewichtung) auszugleichen und so einer Unter- bzw. Überbewer-
tung einzelner Vulnerabilitätsfaktoren oder -dimensionen vorzubeugen. Wie eine 
Anpassung der Gewichtungsfaktoren in hierarchischen Indikatorenmodellen ge-
nau erfolgen kann, wird im Anschluss an die Beschreibung der klassischen und 
der Fuzzy-DEMATEL-Analyse erläutert (vgl. Kap. 5.1.3). 
Ausgangspunkt für die DEMATEL-Analyse stellt ein gerichteter Digraph dar, 
der die Abhängigkeiten zwischen den untersuchten Indikatoren abbildet 
(Abbildung 21). Ausgehend hiervon werden im Rahmen einer DEMATEL-
Analyse nicht nur die direkten Abhängigkeiten berücksichtigt, sondern es kön-
nen auch indirekte Abhängigkeiten über mehrere Kanten des Digraphen und 








Abbildung 21: Beispieldigraph D* als Ausgangspunkt der DEMATEL-Analyse mit den Beispiel-
indikatoren I1-I6 
Die DEMATEL-Methode kann in vier Schritte untergliedert werden (Shih et al., 
2010; Dytczak und Ginda, 2008; Tzeng et al., 2007).  
Im ersten Schritt wird der Digraph auf Basis von Experteneinschätzungen er-
mittelt. Hierbei schätzen verschiedene Experten den Grad der direkten Einflüsse 
zwischen allen Indikatoren eines Indikatorenmodells auf einer Skala von 0 bis 4 
ab (0 = kein Einfluss, 1 = niedriger Einfluss, 2 = mittlerer Einfluss; 3 = starker 
Einfluss, 4 = sehr starker Einfluss). Während Experten die direkten und indirek-
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ten Abhängigkeiten bei der Festlegung von Bedeutungsgewichten in Indikato-
renmodellen nur sehr begrenzt mit erfassen können, ist das alleinige Abschätzen 
von direkten Abhängigkeiten über einen paarweisen Vergleich zwar mit einer 
gewissen Subjektivität verbunden aber auch bei einer relativ großen Anzahl von 
Indikatoren noch zu bewältigen. 
Der so auf Basis von Experteneinschätzungen ermittelte Digraph kann als direk-
te Einflussmatrix M dargestellt werden. M stellt hierbei eine nxn Matrix dar, wo-
bei n der Anzahl der Indikatoren entspricht. In M bildet die i-te Zeile den direk-
ten Abhängigkeitsgrad des Indikators i auf alle anderen Indikatoren j = 1,…,n 
ab. Da sich die einzelnen Indikatoren selbst nicht direkt beeinflussen, wird den 
Elementen der Hauptdiagonalen der Wert 0 zugewiesen. So kann beispielsweise 
der Beispieldigraph D* über die Matrix M* abgebildet werden: 
*
0 2 3 0 0 0
0 0 3   4 0 4
0 0 0 2 0 4
M
1 0 0 0 1 0
0 0 0   0 0 0











Basierend auf der Methode von Fontela und Gabus wird in Schritt Zwei aus der 
direkten Einfluss-Matrix M die normalisierte direkte Einfluss-Matrix N gebildet: 











Die normalisierte direkte Einfluss-Matrix N wird in Schritt Drei zur Ermittlung 
der totalen direkten-indirekten Einfluss-Matrix T eingesetzt, die neben den di-
rekten Abhängigkeiten auch die indirekten Abhängigkeiten abbildet. Die Norma-
lisierung der direkten Einfluss-Matrix N stellt hierbei die Konvergenz von T si-
cher (Lin und Tzeng, 2009), so dass: 
        2 1T lim(N N ... N ) N(I N)" 
"
       [19] 
Ausgehend von der totalen Einfluss-Matrix T können verschiedene Indizes be-
rechnet werden, die über die Abhängigkeitsstrukturen der Indikatoren Auf-
schluss geben. Über die Zeilen- bzw. die Spaltensumme der Elemente in T kön-
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nen in Schritt 4 der „Degree of dispatching“ Pi und der „Degree of receiving“ Ri 
bestimmt werden: 






  [20] 






  [21] 
Während Pi anzeigt, wie stark ein Indikator andere Indikatoren beeinflusst, ver-
deutlicht Ri wie stark der Indikator Ii, entsprechend der Experteneinschätzungen 
von allen anderen Indikatoren des Indikatorenmodells beeinflusst wird. Aus die-
sen Kennzahlen können weitere strukturspezifische Kennzahlen wie der Positi-
onswert s+ und der Relationswert s- bestimmt werden: 
          i iP R  +is  [22] 
          i iP R -is  [23] 
Diese beiden Charakteristika zeigen an, welche Rolle ein Indikator im gesamten 
Indikatorenmodell spielt. Der +is -Wert verdeutlicht hierbei das Ausmaß der ge-
samten Wechselwirkungen, die ein Indikator mit allen anderen Indikatoren ein-
geht und wird daher auch als Zentralitätsgrad bezeichnet (Dytczak und Ginda, 
2008). -is  hingegen spiegelt die Nettowechselwirkung eines Indikators wider, so 
dass dieser Wert Informationen darüber liefert, ob ein Indikator zur Gruppe der 
Ursacheindikatoren (cause group) oder zur Gruppe der Effektindikatoren (effect 
group) gezählt werden kann. Während bei Ersteren ( 0#-is ) der Einfluss, den sie 
selbst auf andere Indikatoren ausüben, überwiegt, ist bei der Gruppe der Effekt-
indikatoren ( 0-is ) die Beeinflussung durch andere Indikatoren des Indikato-
renmodells größer als der von diesen Indikatoren ausgehende Einfluss (Wu et 
al., 2010). 
Die DEMATEL-Methode bietet mehrere Möglichkeiten, die Ergebnisse gra-
phisch darzustellen. Beispielsweise können die Ursache-Wirkungsstrukturen der 
Indikatoren in einem sogenannten Causal-Diagram visualisiert werden, in dem 
die Positionswerte der Indikatoren gegen die Relationswerte der Indikatoren 
aufgetragen werden (Abbildung 22). Ein Indikator, der beispielsweise im rechten 
oberen (positiven) Bereich des Causal-Diagrams angesiedelt ist, zeichnet sich 
durch starke Wechselwirkungen mit den anderen Indikatoren aus, wobei der von 
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diesem Indikator ausgehende Einfluss größer ist als die auf den Indikator ein-
wirkenden Wechselwirkungen. 
 
Abbildung 22: Causal-Diagram am Beispiel des Beispieldigraphen D* 
Eine weitere Visualisierungsmöglichkeit bietet die Erstellung einer sogenannten 




Abbildung 23: Impact-Relation Map am Beispiel des Beispieldigraphen D* mit M*;  
Grenzwert tˆ 0,19  
Da eine vollständige Abbildung aller in T enthaltener Elemente tij zu einer sehr 
unübersichtlichen Darstellung führen würde, erfordert diese Darstellungsweise 
die Auswahl eines Grenzwertes tˆ , der anzeigt, ab welchem Grad der indirekten 
und direkten Abhängigkeit eine Wechselwirkung im Impact-Relation Map dar-
gestellt werden soll (Darstellung in der Impact-Relation Map für alle ij ˆt t ). Für 
die graphische Darstellung spielt die Festlegung des Grenzwertes eine wichtige 
Rolle, da je nach Grenzwert in der Impact-Relation Map Elemente hinzukom-
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men oder wegfallen. Li und Tzeng setzen zur Bestimmung des Grenzwertes tˆ  
einen Maximum Mean De-Entropy (MMED) Algorithmus ein (Li und Tzeng, 
2009). Der Grenzwert tˆ  kann auch graphisch über die Darstellung der direkten-
indirekten Einflüsse ijt  (der Größe nach sortiert) ermittelt werden. Hierbei wird 
der Grenzwert tˆ  entsprechend des Wertes tji  gewählt, bei dem es zu einem 
plötzlichen Abfall der Werte von ijt  kommt (Hiete et al., 2010a). 
Aus der graphischen Darstellung der DEMATEL-Ergebnisse sowie den charak-
teristischen Kennzahlen kann somit bestimmt werden, welche Indikatoren die-
selbe Dimension der Vulnerabilität beschreiben bzw. welche Indikatoren bereits 
über andere Indikatoren abgedeckt werden. Die Kenntnis der Indikatorenstruktur 
stellt besonders bei der methodischen Entwicklung von hierarchischen Indikato-
renmodellen eine wichtige Information dar. So kann auf Basis der Ergebnisse die 
Indikatorenauswahl überprüft und z. B. durch das Entfernen einzelner Indikato-
ren das Indikatorenmodell angepasst werden. Aufgrund der vielfältigen wechsel-
seitigen direkten und indirekten Abhängigkeiten auch zwischen den verschiede-
nen Indikatoren muss eine Reduzierung der Indikatorenzahl jedoch nicht 
zwangsläufig zu einer Verringerung der Abhängigkeiten führen. Um die existie-
renden Abhängigkeiten bei gleichbleibender Indikatorenzusammenstellung aus-
zugleichen, müssen die Ergebnisse der Strukturanalyse in quantitativer Form in 
das Indikatorenmodell integriert werden. Der Vorteil der Anpassung des Indika-
torenmodells auf Basis der DEMATEL-Analyse ist, dass hier im Gegensatz zur 
statistischen Abhängigkeitsanalyse kausale Einflussbeziehungen sowie direkte 
und indirekte Abhängigkeiten erfasst werden können. Wie auf Basis der charak-
teristischen Kennzahlen die Indikatorengewichte angepasst und so die Einflüsse 
zwischen den Indikatoren in hierarchischen Indikatorenmodellen berücksichtigt 
werden können, wird in Kap. 5.1.4 erläutert. 
5.1.3.2 Fuzzy-DEMATEL 
Aufgrund der Ungenauigkeit und Vagheit der (subjektiven) Experteneinschät-
zungen, die zur Bestimmung der direkten Einfluss-Matrix herangezogen werden, 
kann die DEMATEL-Analyse mit Unsicherheiten verbunden sein (Gheorghe 
und Vamanu, 2004b). Neben einer unvollständigen Erfassung aller Abhängigkei-
ten aufgrund von nicht vollständigen Informationen führt vor allem die Unschär-
fe linguistischer Formulierungen zu Ungenauigkeiten und den damit verbunde-
nen Unsicherheiten (Lin und Wu, 2008). Die Unschärfe der linguistischen For-
mulierungen ist hierbei darin begründet, dass der Grad der Abhängigkeiten nur 
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sehr schwer über einen exakten Wert abgebildet werden kann (Herrera et al., 
2000). 
Um der mit den linguistischen Formulierungen verbundenen Unschärfe Rech-
nung zu tragen (nicht zu verwechseln mit den allgemeinen Unsicherheiten in 
Indikatorenmodellen), wird in der vorliegenden Arbeit die Fuzzy-DEMATEL-
Analyse, die die klassische DEMATEL-Analyse mit Ansätzen der Fuzzy-Logik 
verknüpft, weiterentwickelt und eingesetzt.  
Die Fuzzy-Logik ermöglicht die Abbildung und Handhabung von Unschärfe und 
Vagheit mittels mathematischer Modelle (Al-Najjar und Alsyouf, 2003; Chang 
und Yeh, 1998), so dass hierdurch besonders die Unschärfe linguistischer For-
mulierungen berücksichtigt werden kann (Tseng, 2009a; Wu und Lee, 2007). 
Die Fuzzy-Logik ist vom menschlichen Umgang mit Komplexität und Ungenau-
igkeit inspiriert und fasst ungenaue Aussagen zu Bündeln zusammen, so dass 
bestimmte Wertemengen anhand von Ununterscheidbarkeiten, Ähnlichkeiten, 
oder anderer funktioneller Kriterien gebündelt werden (Zadeh, 2008).  
Linguistische Variablen, deren Werte nicht Zahlen, sondern natürlich-
sprachliche Formulierungen sind (Wörter, Phrasen oder Sätze) (von Altrock, 
1996), können mittels der Fuzzy-Logik ausgedrückt werden (Wu und Lee, 
2007). Eine Fuzzy-Menge E  ist eine Teilmenge eines Gegenstandsbereichs $ . 
In der klassischen Mengenlehre kann ein Element "  einer Menge E entweder 
zugehörig sein oder nicht. Die entsprechende Zugehörigkeitsfunktion ist 





% "  	 "&

. Dagegen erlaubt die Fuzzy-Logik auch par-
tielle Zugehörigkeiten zu einer Menge. Dabei wird eine Fuzzy-Menge E  durch 
die Zugehörigkeitsfunktion E : [0,1]% $  beschrieben. Der Wert E ( )% "  steht für 
den Wahrheitsgrad, dass "  zu E  gehört (Klir und Folger, 1988). Zugehörig-
keitsfunktionen können verschiedene Formen haben. Häufig kommen hierbei 
dreiecksförmige Zugehörigkeitsfunktionen zum Einsatz, die gut für die Abbil-
dung subjektiver Einschätzungen geeignet sind (Liou et al., 2008).  
In der Literatur sind einige wenige Arbeiten zu finden, die Ansätze der Fuzzy-
Logik mit der DEMATEL-Analyse kombinieren (Tseng, 2009a; Tseng, 2009b; 
Lin und Wu, 2008; Liou et al., 2008; Wu und Lee, 2007). Diese Ansätze unter-
scheiden sich jedoch hinsichtlich der methodischen Vorgehensweise, hinsicht-
lich der Art der Zugehörigkeitsfunktion sowie hinsichtlich der verwendeten De-
fuzzyfizierungsmethoden. Von den beschriebenen Ansätzen führen lediglich Lin 
und Wu eine DEMATEL-Analyse auf Basis von Fuzzy-Zahlen durch (Lin und 
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Wu, 2008). Alle anderen Ansätze setzen die Fuzzy- Logik lediglich bis zur Ag-
gregierung verschiedener Experteneinschätzungen zur direkten Einfluss-Matrix 
M ein (Tseng, 2009a; Tseng, 2009b; Lin und Wu, 2008; Liou et al., 2008; Wu 
und Lee, 2007). Zur Abbildung linguistischer Variablen werden in allen be-
schriebenen Arbeiten dreiecksförmige Zugehörigkeitsfunktionen eingesetzt. 
Verglichen mit dreiecksförmigen Zugehörigkeitsfunktionen spiegeln trapezför-
mige Zugehörigkeitsfunktionen die Einschätzung von Experten jedoch besser 
wider, da sie aufgrund des maximalen Zugehörigkeitsintervalls ein breiteres 
Spektrum an möglichen Einschätzungen erlauben. Aus diesem Grund wird nach 
einer Erläuterung der wichtigsten Definitionen zur Fuzzy-Logik mit trapezför-
migen Zugehörigkeitsfunktionen die Weiterentwicklung der Fuzzy-DEMATEL-
Analyse unter Einsatz trapezförmiger Zugehörigkeitsfunktionen beschrieben.  
Fuzzy-Logik mit trapezförmigen Zugehörigkeitsfunktionen 
Eine trapezförmige Zugehörigkeitsfunktion (x)%  kann über vier Parameter 
a b c d    abgebildet werden. Für x ist μ durch,  
0,            x a
x a ,     a x b
b a
(x) 1             b<x c
d x ,     c x d
d c
0,            x d

   

%  	





gegeben. Dementsprechend kann eine trapezförmige Fuzzy-Zahl als Quadrupel 
(a ,b ,c, d) definiert werden. Trapezförmige Zugehörigkeitsfunktionen erleich-
tern die Modellierung unsicherer linguistischer Informationen. Dreiecksförmige 
Funktionen, Intervallfunktionen oder deterministische (Einzelwert-) Funktionen 
stellen Spezialfälle der Trapezform dar. Trapeze können sowohl symmetrisch als 
auch asymmetrisch sein.  
Im Vergleich zu komplexeren Zugehörigkeitsfunktionen (z. B. exponentielle 
Zugehörigkeitsfunktionen) zeichnen sich Trapezfunktionen durch eine relativ 
einfache Ermittlung der zur Abbildung benötigten Parameter aus.  
Im Folgenden werden einige arithmetische Operationen für Fuzzy-Zahlen, die 
auf Trapezfunktionen beruhen, dargestellt:  
Seien 1 1 1 1 1 2 2 2 2 2F (a ,b ,c ,d )    und    F (a , b ,c ,d )    zwei trapezförmige Fuzzy-
Zahlen. 
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Dann ist auch 
     1 2 1 2 1 2 1 2 1 2F F : (a a ,b b ,c c ,d d )'         [25] 
eine Fuzzy-Zahl (Mateos und Jimenez, 2009). Die Multiplikation mit einem Ska-
lar k  ergibt sich aus: 
1 1 1 1 1k F : (k a ,k b ,k c ,k d )!  ! ! ! !

 [26] 
Die Multiplikation zweier Fuzzy-Zahlen muss jedoch nicht zwangsweise eine 
trapezförmige Fuzzy-Zahl ergeben (Abbasbandy und Amirfakhrian, 2006).  
Es ist jedoch möglich, das Ergebnis durch eine trapezförmige Fuzzy-Zahl zu 
approximieren: 
       1 2 1 2 1 2 1 2 1 2F F (a a ,b b ,c c ,d d )( ) ! ! ! !   [27] 
Diese Näherung wird in der Literatur häufig eingesetzt und wird auch im Fol-
genden im Rahmen der Fuzzy-DEMATEL-Analyse angewendet (Lin und Wu, 
2008). 
Fuzzy-DEMATEL-Analyse mit trapezförmigen Fuzzy-Zahlen 
Entsprechend der klassischen DEMATEL-Methode (im Folgenden CrispDE-
MATEL-Analyse) wird im ersten Schritt der Fuzzy-DEMATEL-Analyse die 
direkte Einfluss-Matrix M  über Experteneinschätzungen generiert. Im Unter-
schied zur CrispDEMATEL-Analyse wird hier die Ermittlung der Abhängigkei-
ten im paarweisen Vergleich zwischen den Indikatoren auf Basis linguistischer 
Variablen bestimmt (Wu und Lee, 2007). Der Grad des Einflusses, den die Indi-
katoren aufeinander ausüben, kann hierbei über die fünf Formulierungen mini-
maler Einfluss, geringer Einfluss, mittlerer Einfluss, großer Einfluss, sehr gro-
ßer Einfluss ausgedrückt werden. Abbildung 24 und Tabelle 14 stellen beispiel-
haft die Darstellung dieser linguistischen Variablen über trapezförmige Fuzzy-
Zahlen dar. 
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Abbildung 24: Trapezförmige Zugehörigkeitsfunktion zur Abbildung der Abhängigkeit zwischen 
den Indikatoren eines Indikatorenmodells 
Die Fuzzy-Zahlen können über vier n n  direkte Einfluss-Matrizen A, B, C, D 
dargestellt werden, wobei ij ij ij ijA B C D   . Diese können zu einer direkten 
Einfluss-Struktur M  mit ij ij ij ij ij(M) (A , B ,C , D )  für i, j 1,..., n zusammengefasst 
werden. Um der Tatsache Rechnung zu tragen, dass sich ein Indikator selbst 
nicht kausal beeinflusst,  gilt hierbei iiM (0,0,0,0) . 
Tabelle 14: Linguistische Formulierung zur Abschätzung des Einflusses zwischen verschiede-
nen Indikatoren und die dazugehörigen Fuzzy-Zahlen 
Linguistische Formulierung Fuzzy-Zahl 
 kein Einfluss (0; 0; 0,05; 0,2) 
geringer Einfluss  (0,05; 0,2; 0,3; 0,45) 
mittlerer Einfluss  (0,3; 0,45; 0,55; 0,7) 
großer Einfluss  (0,55; 0,7; 0,8; 0,95) 
sehr großer Einfluss (0,8; 0,95; 1; 1) 
Alle Operationen auf M  werden für jede der vier Matrizen A, B, C, D durchge-
führt. Um bei der Ermittlung der totalen Fuzzy Einfluss-Struktur T  die Konver-
genz der direkten Einfluss-Matrix sicherzustellen, wird in Schritt 2 der Fuzzy-
DEMATEL-Analyse die direkte Einfluss-Struktur M normalisiert: 
      1normN d M !   [28] 
n
norm i, ji 1,...,n j 1





  [29] 
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N  entspricht der normalisierten direkten Einfluss-Matrix der CrispDEMATEL-
Analyse. Da die Hauptdiagonale mit (0,0,0,0) besetzt ist, wird durch diesen 
Normalisierungsschritt sichergestellt, dass in allen auftretenden Fällen mindes-






  oder eine Spalte j*  für die 






  existiert, d. h. der Spektralradius (D) 1   ist. Da 
ij ij ij ijA B C D    folgt (A) (B) (C) (D) 1         (Lin und Wu, 2008). 
Ebenso wie bei der klassischen DEMATEL-Methode kann in Schritt 3 der Ana-
lyse aus N  die totale direkte-indirekte Fuzzy-Einfluss-Struktur T bestimmt wer-
den: 






    [30] 
Entsprechend der in Gleichung [28] gegebenen Nährung für die Multiplikation 
von Fuzzy-Zahlen kann T als  
                 i i i i
i 1




   [31] 







   (Hiete et al., 2010a). Die totale direkte-indirekte Fuzzy-Einfluss-
Struktur T  im Rahmen einer Fuzzy-DEMATEL-Analyse ergibt sich aus 
(Werner, 2000): 
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Nach der Defuzzyfizierung (Umwandlung von Fuzzy-Werten in eindeutige reel-
le Werte) von T  können entsprechend der in Kapitel 5.1.2.1 beschriebenen Ver-
fahren die struktur-charakteristischen Pi- und Ri-Werte bestimmt werden, die 
Auskunft über die Abhängigkeitsstrukturen zwischen den Indikatoren geben.  
Defuzzyfizierung 
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Um die Ergebnisse der Fuzzy-DEMATEL-Analyse in quantitativer Form (z. B. 
über die Anpassung der Indikatorengewichtung) in das Indikatorenmodell zur 
Vulnerabilitätsanalyse integrieren zu können, ist es notwendig, die Fuzzy-
Ergebnisse in reelle Zahlen umzuwandeln (zu defuzzyfizieren). Die zur Defuz-
zyfizierung zur Verfügung stehenden Methoden können in zwei Klassen einge-
teilt werden. Während bei einigen der Methoden die vertikale Verteilung der 
Fuzzy-Zahlen im Mittelpunk steht, berücksichtigen andere Methoden besonders 
deren horizontale Verteilung (Oussalah, 2002). Bei der Auswahl einer geeigne-
ten Defuzzyfizierungsmethode müssen die Eigenschaften der Fuzzy-Zahlen, die 
z. B. durch deren Form, Höhe oder ihre relative Lage bestimmt werden, berück-
sichtigt werden (Opricovic und Tzeng, 2003). Zur Umwandlung dreiecksförmi-
ger Fuzzy-Zahlen in reelle Zahlen (eindeutige Werte) wird sehr häufig die 
Schwerpunkt-Methode (Center of Gravity-Methode) eingesetzt (Yager, 2008). 
Der Nachteil dieser Defuzzyfizierungsmethode ist jedoch, dass Fuzzy-Zahlen 
mit demselben Mittelpunkt dieselbe reelle Zahl zugewiesen bekommen, auch 
wenn sie eine unterschiedliche Form aufweisen (Wu und Lee, 2007). 
Eine Defuzzyfizierungsmethode, die dagegen Fuzzy-Zahlen mit größeren Berei-
chen maximaler Zugehörigkeit auch höhere eindeutige Werte zuweist ist der von 
Opricovic und Tzeng entwickelte CFCS-Algorithmus (Converting Fuzzy Data to 
Crisp Data), der auch bereits zur Umwandlung dreiecksförmiger Fuzzy-
DEMATEL-Ergebnisse eingesetzt wurde (Lin und Wu, 2008; Opricovic und 
Tzeng, 2003). 
Um diesen Defuzzfizierungsalgorithmus zur Umwandlung trapezförmiger Fuz-
zy-Zahlen einsetzen zu können, wird die Methode von Opricovic und Tzeng im 
Folgenden angepasst und erweitert (Opricovic und Tzeng, 2003). 
Für die Übertragung der CFCS-Methode auf trapezförmige Fuzzy-Zahlen 
1 1 1 1 1F (a ,b ,c ,d ),   i 1,..., n   sei definiert: 
   min i i max i i max mina : min a ,d : max d   und   : d a     . Anschließend kann die 
Transformation   + ,ni i 1: F 0,1-   durchgeführt werden, wodurch die Menge der 
Fuzzy-Zahlen  ni i 1F   verschoben und auch gedehnt bzw. gestaucht wird, so dass 
das Intervall [0,1] vollständig durch die Fuzzy-Menge überdeckt ist: 
1
i i i i i i min i min i min i min
ˆ ˆˆ ˆ ˆF (a , b ,c ,d ) : (a a , b a ,c a ,d a )       . [33] 
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Anschließend können die normalisierte linken lix  und rechten rix  Werte über 
folgende Beziehungen bestimmt werden: 
        l ii
i i
bˆx ˆ ˆ1 b a
    [34] 
        r ii
i i
dˆx ˆ ˆ1 d c
    [35] 
Der lix -Wert kann also als Punkt maximaler Zugehörigkeit definiert werden, der 
sich aus dem Schnittpunkt der Geraden, die durch die ansteigende Seite der Fuz-
zy-Zahl iFˆ  definiert ist (Bereich zwischen aˆ  und bˆ ) mit der Fuzzy-Zahl 
1F : (0,0,0,1)  (minimierende Fuzzy-Zahl) ergibt (Chen und Hwang, 1992). Der 
r
ix -Wert stellt hingegen den Punkt maximaler Zugehörigkeit der Schnittmenge 
der Gerade, die durch die fallende Seite der Fuzzy-Zahl iFˆ  definiert ist (Bereich 
zwischen cˆ  und dˆ ), mit der Fuzzy-Zahl 2F : (0,1,1,1)  (maximierende Fuzzy-
Zahl) dar (Abbildung 25) (Chen und Hwang, 1992). 
iaˆ ibˆ icˆ idˆ
 
Abbildung 25: Ableitung der rechten und linken normalisierten Werte lix und 
r
ix  
Ausgehend von lix  und rix  können die normalisierten (gewichtet über ihren Zu-
gehörigkeitsgrad) eindeutigen Werte über  
                                            
l l r r
i i i i
i l r
i i
x (x ) x (x )x
(x ) (x )
      [36] 
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bestimmt werden. Basierend auf der Definition von lix  und rix  gilt für die Werte 
des entsprechenden Zugehörigkeitsgrads: 
        l li i(x ) 1 x    [37] 
          r ri i(x ) x   [38] 
Daraus folgt, dass: 
        




x (1 x ) (x )x
(1 x ) (x )
     [39] 
Abschließend muss zur Bestimmung des eindeutigen Wertes ( crispix ) die Rück-
transformation: 
          crispi i minx x a    [40] 
durchgeführt werden (Hiete et al., 2010a).  
Diese Methodik ermöglicht es, trapezförmige Fuzzy-Zahlen in eindeutige Werte 
umzuwandeln und dabei sowohl die Spanne und Höhe der Zugehörigkeitsfunkti-
on als auch die Lage auf der x-Achse zu berücksichtigen.  
5.1.4 Integration der expertenbasierten Abhängigkeitsanalyse in  
Indikatorenmodelle  
Um die negativen Effekte, die Abhängigkeiten zwischen den einzelnen Indikato-
ren auf die Ergebnisse von hierarchischen Indikatorenmodellen haben können, 
zu verringern, können die Ergebnisse der DEMATEL-Analyse in Indikatoren-
modelle integriert werden. Eine solche Integration beseitigt bzw. verringert Ver-
zerrungen, die durch Abhängigkeiten entstehen und verhindert dadurch, dass es 
bei der Aggregation zu einem Gesamtindex zu einer Beeinträchtigung der Er-
gebnisse kommt. 
Die Integration der Ergebnisse der DEMATEL-Analyse im Indikatorenmodell 
kann über verschiedene Vorgehensweisen realisiert werden. Erkenntnisse aus 
der klassischen DEMATEL-Analyse und der Fuzzy-DEMATEL-Analyse kön-
nen beispielsweise zur  
 Überprüfung der Indikatorenauswahl 
 Strukturierung und Entwicklung neuer Indikatorensets (z. B. Reduzie-
rung der Indikatorenanzahl) 
 Anpassung der Indikatorengewichtung  
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eingesetzt werden.  
In der vorliegenden Arbeit werden die in Kapitel 5.1 beschriebenen Analyseme-
thoden zur Bestimmung von Abhängigkeitsgewichten Depiw  herangezogen. Hier-
zu wird im Folgenden erläutert, wie auf Basis expertengestützter Strukturunter-
suchungen Indikatorengewichte ermittelt bzw. angepasst werden können. 
5.1.4.1 Ableitung von Gewichtungskorrekturfaktoren aus der  
DEMATEL-Methode 
Zur Anpassung der Indikatorengewichte wird aus den charakteristischen Kenn-
zahlen der DEMATEL-Analyse der Gewichtungsfaktor Depiw  ermittelt. Hierbei 
stellt Depiw  keine eigenständige Indikatorengewichtung dar, sondern ist als Ge-
wichtungskorrekturfaktor zu verstehen, über den das Gewicht (z. B. Bedeu-
tungsgewicht Impiw ) von Indikatoren mit starkem Einfluss auf andere Indikatoren, 
gedämpft werden. Das Gesamtgewicht 
iw eines Indikators i ergibt sich aus dem 
Produkt des Bedeutungsgewichts Impiw , das die relative Bedeutung des Indika-
tors für die Gesamtvulnerabilität des betrachteten Systems widerspiegelt (vgl. 
Kap. 4.4.3), und dem Gewichtungskorrekturfaktor Depiw , über den die Abhän-
gigkeitsstruktur zwischen den Indikatoren berücksichtigt wird: 
    Imp Depi i iw w * w  [41] 
mit      0 1 Depiw  [42] 
Zur Bestimmung des Gewichtungskorrekturfaktors Depiw  wird aus den Ergebnis-
sen der DEMATEL-Analyse der „Degree of Dispatching“ eines Indikators he-
rangezogen, der den Gesamteinfluss eines Indikators auf alle anderen Indikato-
ren widerspiegelt. Hierdurch wird die Gesamtgewichtung iw  von Indikatoren mit 
starkem Einfluss stärker gedämpft als die Gewichtung von Indikatoren mit ei-
nem geringen totalen Einflussgrad. Um sicherzustellen, dass hierbei gilt 
0 1 Depiw , ist eine Normierung von iP  über ein potenziell maximales maxiP  und 
ein potenziell minimales miniP aus der direkten-indirekten Einfluss-Matrix T not-
wendig: 
norm
i1 P Depiw  [43] 

















mit  P  =n*[min ( min (t )] 
       P  =n*[max ( max (t )]
 [45] 
Der iR -Wert der DEMATEL-Analyse, der die Beeinflussung eines Indikators 
durch alle anderen Indikatoren anzeigt, findet bei der Ermittlung des Gewich-
tungskorrekturfaktors keine Berücksichtigung, da die zusätzliche/gleichzeitige 
Integration von einwirkenden Einflüssen, aufgrund der indirekten Abhängigkei-
ten zu einer Überbewertung der Abhängigkeitsbeziehungen führen würde.  
5.2 Unsicherheiten in Indikatorenmodellen 
In hierarchischen Indikatorenmodellen können verschiedene Arten von Unsi-
cherheiten, die vor allem mit der hohen Subjektivität der Methodenauswahl im 
Rahmen der Modellentwicklung verbunden sind, zu irreführenden und unrobus-
ten Ergebnissen führen (Hermans und Van den Bossche, 2009). Daher sollte be-
sonders beim Einsatz von Indikatorenmodellen im Risikomanagement (z. B. zur 
Vulnerabilitätsanalyse) die Robustheit der Ergebnisse gegenüber Parameter- und 
Modellvariationen untersucht werden, um so die Verlässlichkeit der Ergebnisse 
zu gewährleisten und unangemessene Entscheidungen zu verhindern (Saisana 
und Saltelli, 2008).  
Die Auswirkung verschiedener Unsicherheiten auf die Ergebnisse von Indikato-
renmodellen können im Rahmen von Unsicherheits- und Sensitivitätsanalysen 
untersucht werden. In der Literatur werden die Bezeichnungen Unsicherheits- 
und Sensitivitätsanalyse uneinheitlich und nicht überschneidungsfrei verwendet 
(Basson, 2004). Der Begriff Unsicherheitsanalyse wird beispielsweise von Van 
Asselt und Helton sehr allgemein für die Quantifizierung der Unsicherheit von 
Modellergebnissen aufgrund von Unsicherheiten in den Inputfaktoren eingesetzt 
(Van Asselt, 2000; Helton, 1993). Kann und Weyant fassen unter diesem Begriff 
jedoch  
„…die Bestimmung des jeweiligen Beitrags einer einzelnen Inputvariab-
len zur Gesamtunsicherheit des Modelloutputs“ (eigene Übersetzung)  
zusammen (Kann und Weyant, 2000), was aber wiederum von Saltelli et al. als 
Sensitivitätsanalyse bezeichnet wird (Saltelli et al., 2009). In der vorliegenden 
Arbeit werden für das in Kap. 4 entwickelte Indikatorenmodell Sensitivitätsana-
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lysen durchgeführt. Hierzu werden Sensitivitätsanalysen folgendermaßen defi-
niert und gegenüber Unsicherheitsanalysen abgegrenzt:  
 Sensitivitätsanalyse: Analyse des Effekts von Veränderungen in den 
Inputfaktoren eines Indikatorenmodells auf die Variabilität der Mo-
dellergebnisse (Morgan und Henrion, 2000) 
 Unsicherheitsanalyse: Bestimmung des relativen Beitrags verschiede-
ner Inputvariablen zur Unsicherheit der Modellergebnisse (Kann und 
Weyant, 2000; Morgan und Henrion, 2000) 
In den in der Literatur beschriebenen hierarchischen Indikatorenmodellen wer-
den bisher nur sehr selten Sensitivitätsanalysen durchgeführt (Munda et al., 
2009). Einige wenige Beispiele für die Analyse von Unsicherheiten in Indikato-
rensystemen stellen die Sensitivitätsanalysen des Environmental Sustainability 
Indexes (ESI) (Saisana et al., 2005a), des Environmental Protection Indexes 
(Saisana und Saltelli, 2008), des Technology Achievment Indexes (TAI) 
(Saisana et al., 2005b; Freudenberg, 2003) und des Road Safety Indexes (RSF) 
(Hermans und Van den Bossche, 2009) sowie im Bereich der Vulnerabilitätsana-
lyse des Social Vulnerability Index (SoVI) (Schmidtlein et al., 2008) dar. 
Die Durchführung von Sensitivitätsanalysen kann zu einer erhöhten Transparenz 
der Indikatorenmodelle beitragen und verbessert so beispielsweise das Verständ-
nis der indikatorenbasierten Vulnerabilitätsanalyse (Bertsch, 2008; Nardo et al., 
2005a; French, 2003). Daraus können zum einen wichtige Implikationen für die 
strukturelle Modellanpassung (z. B. Vereinfachung durch eine Reduzierung der 
Indikatorenanzahl) und zur Bestimmung der Modellparameter abgeleitet werden 
(Saltelli et al., 2009). Zum anderen können die Ergebnisse einer Sensitivitätsana-
lyse auch zu einer verbesserten Kommunikation der ermittelten Indizes einge-
setzt werden und tragen so letztlich zu einer höheren Akzeptanz der getroffenen 
Entscheidungen bei (Saisana und Saltelli, 2008). Da die Ergebnisse hierarchi-
scher Indikatorenmodelle meist nicht validiert werden können, spielt die Sensiti-
vitätsanalyse zudem für die Bestimmung der Verlässlichkeit der Ergebnisse eine 
wichtige Rolle (Schmidtlein et al., 2008). 
Die Motivation zur Durchführung von Sensitivitätsanalysen im Rahmen der 
Entwicklung von hierarchischen Indikatorenmodellen ist also sehr vielfältig und 
kann wie folgt zusammenfasst werden: 
 Identifizierung von Schlüsselunsicherheiten und kritischen Para-
metern, die bei der Modellentwicklung besonders berücksichtigt 
werden müssen 
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 Unterstützung von Anpassungsmaßnahmen hinsichtlich der Mo-
dellstruktur (z. B. Vereinfachung) 
 Erhöhung der Transparenz 
 Verbesserung der Kommunikation der Ergebnisse 
Welche Methoden zur Sensitivitätsanalyse eingesetzt werden können, hängt so-
wohl vom Kontext des jeweiligen Indikatorenmodells als auch von der Art der 
betrachteten Unsicherheiten ab (Bedford und Cooke, 2001). Daher ist es, um 
einen angemessenen Umgang mit den jeweiligen Unsicherheiten identifizieren 
zu können, in einem ersten Schritt notwendig, die verschiedenen Unsicherheits-
arten zu klassifizieren (Bonano, 1995). 
5.2.1  Klassifizierung von Unsicherheiten in Indikatorenmodellen 
5.2.1.1 Allgemeine Klassifizierung von Unsicherheiten 
Zur Einordnung von Unsicherheiten können verschiedene Klassifizierungsansät-
ze, die nicht immer klar gegeneinander abgrenzbar sind und sich teilweise über-
schneiden, herangezogen werden (Bonano, 1995). Im Bereich der Risikoanalyse 
werden häufig zwei Kategorien von Unsicherheiten unterschieden (Makowski, 
2006; O'Hagan und Oakley, 2004; Helton, 1993): 
 aleatorische Unsicherheiten, die sich aus der inhärenten Variablität 
(natürlichen Zufälligkeit) eines Systems ergeben 
 epistemische Unsicherheiten, die sich aus der unvollständigen Kennt-
nis des Systems ergeben 
Aleatorische Unsicherheiten sind als Eigenschaft des Systems zu verstehen und 
sind daher nicht reduzierbar, während epistemische Unsicherheiten subjektiv 
sind (dem Entscheider zugeordnet) und daher auch reduziert werden können.  
Neben dieser recht allgemeinen Kategorisierung existiert eine Vielzahl weiterer 
Klassifizierungsansätze. Während beispielsweise French und Mustajoki et al. im 
Bereich der multi-kriteriellen Entscheidungsanalyse die verschiedenen Unsi-
cherheiten den Prozessschritten der Modellentwicklung zuordnen (Mustajoki et 
al., 2006; French, 1995), unterscheiden Bonano und Basson in Entscheidungs-
modellen technische Unsicherheiten von Bewertungsunsicherheiten (valuation) 
(Basson, 2004; Bonano, 1995).  
Im Bereich der Politikanalyse untergliedern Morgan und Henrion die Unsicher-
heiten in die drei Überkategorien „Unsicherheiten in empirischen Parametern“, 
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„Unsicherheiten in Modellparametern“ und „Unsicherheiten in der Modellstruk-
tur“ und ordnen diesen verschiedene Quellen von Unsicherheiten zu.  
Für empirische Parameterunsicherheiten, also Unsicherheiten, die mit den mess-
baren Variablen eines betrachteten Systems zusammenhängen, werden bei-
spielsweise folgende Quellen identifiziert (Morgan und Henrion, 2000): 
- Variablität (in Zeit/Raum) 
- inhärente Zufälligkeit 
- statistische Abweichungen 
- subjektive Einschätzungen 
- linguistische Ungenauigkeit 
- Rundungsfehler 
Morgan und Henrion nehmen hierbei keine explizite Untergliederung in aleatori-
sche und epistemische Unsicherheiten vor (Morgan und Henrion, 2000). Da je-
doch Unsicherheiten, die aus der Variabilität oder der inhärenten Zufälligkeit der 
Inputvariablen resultieren, im Gegensatz zu Unsicherheiten, die durch andere 
Faktoren verursacht werden, reduzierbar sind, besteht hier eine Überschneidung 
zum ersten Kategorisierungsansatz. 
Nach Morgan und Henrion hat sich im Bereich der multi-kriteriellen Entschei-
dungsanalyse die Untergliederung in 
- Datenunsicherheiten, 
- Parameterunsicherheiten und 
- Modellunsicherheiten 
als geeignet erwiesen (Bertsch et al., 2007; Morgan und Henrion, 2000).  
5.2.1.2 Unsicherheitsarten in Indikatorenmodellen zur Vulnerabilitätsa-
nalyse 
Aufgrund der methodischen Ähnlichkeiten von hierarchischen Indikatorenmo-
dellen mit den Methoden der Mehrzielentscheidungsunterstützung (vgl. Kap. 
4.4) ist auch bei diesen eine Untergliederung der Unsicherheiten in Daten-, Pa-
rameter- und Modellunsicherheiten sinnvoll. 
In Indikatorenmodellen sind die Auswahl der Indikatoren, die Festlegung der 
Vulnerabilitätswertfunktionen, die Bestimmung der Indikatorengewichtung, so-
wie die Wahl der Aggregationsmethode stark subjektiv und daher mit Unsicher-
heiten (Modell- und Parameterunsicherheiten) verbunden (Munda et al., 2009). 
Des Weiteren spielen Datenunsicherheiten (z. B. aufgrund statistischer Abwei-
aleatorisch 
epistemisch 
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chungen oder linguistischer Ungenauigkeiten) und Unsicherheiten, die sich aus 
der Operationalisierung/Quantifizierung der einzelnen Indikatoren ergeben kön-
nen, eine Rolle. In Abbildung 26 werden die identifizierten Typen von Unsi-






















Abbildung 26: Unsicherheiten in hierarchischen Indikatorenmodellen (nach Bertsch, 2008) 
5.2.2 Durchführung von Sensitivitätsanalysen in Indikatorenmodellen 
5.2.2.1 Quantifizierung von Unsicherheiten 
Die Quantifizierung von Unsicherheiten erfolgt oft in probabilistischer Form 
(Bedford und Cooke, 2001; Funtowicz und Ravetz, 1990). Im Bereich der Statis-
tik existieren hierzu zwei Denkschulen mit unterschiedlichen Sichtweisen 
(Basson, 2004; Morgan und Henrion, 2000): 
 Die frequentistische Sichtweise, die davon ausgeht, dass Wahrschein-
lichkeiten objektiv sind und dass zur Ermittlung von Häufigkeitsver-
teilungen empirische Daten untersucht werden müssen (geeignet für 
aleatorische Unsicherheiten).  
 Die Bayes’sche Sichtweise, die davon ausgeht, dass Wahrscheinlich-
keiten auch subjektiv sein können und dass diese, sollten keine empiri-
schen Daten vorhanden sein, auch von Experten auf Basis ihres  
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Wissens und ihrer Erfahrung ermittelt werden können (geeignet für  
aleatorische und epistemische Unsicherheiten).  
Da jedoch häufig die Festlegung einer Wahrscheinlichkeitsfunktion – auch über 
expertenbasierte subjektive Methoden – nicht möglich ist, kann die probabilisti-
sche Vorgehensweise nur zur Quantifizierung bestimmter Arten von Unsicher-
heiten herangezogen werden (O'Hagan und Oakley, 2004). Eine probabilistische 
Darstellung ist nur bei Inputfaktoren möglich, deren Werte nicht nur als „gut“ 
oder „angemessen“, sondern als „wahr“ charakterisiert werden können. Inner-
halb der in hierarchischen Indikatorenmodellen auftretenden Unsicherheitsarten 
kommt ein probabilistischer Quantifizierungsansatz also nur zur Quantifizierung 
von aleatorischen Datenunsicherheiten (Variabilität und inhärente Zufälligkeit) 
in Frage.  
Im Rahmen von Sensitivitätsanalysen werden die Auswirkungen von Unsicher-
heiten in den Inputvariablen bzw. -parametern auf die Variabilität der Modeller-
gebnisse analysiert. Hierzu werden die Inputfaktoren des jeweiligen Modells 
entsprechend ihrer Unsicherheit variiert und so verschiedene Datensets mit ab-
gewandelten Inputwerten erstellt, die auch als Szenarios bezeichnet werden kön-
nen (Bertsch, 2008). Diese Szenarios werden dann als Eingangsgrößen für das 
Modell verwendet, d. h. bei einem hierarchischen Indikatorenmodell wird für 
jedes Szenario ein Gesamtindex berechnet und die jeweilige Abweichung des 
ermittelten Indexwertes von einem Referenzwert (z. B. dem Index eines Basis-
szenarios) bestimmt. 
Zur Erstellung verschiedener Szenarios können unterschiedliche Methoden ein-
gesetzt werden. Um aus Unsicherheiten, die über probabilistische Verteilungs-
funktionen beschrieben werden können, Datensets zu generieren, ist die Monte-
Carlo-Simulation sehr gut geeignet (Basson, 2004). Hierbei werden die ver-
schiedenen Inputvariablen als Zufallsvariablen mit jeweiliger Verteilungsfunkti-
on modelliert. Durch das Ziehen von Werten für jede Zufallsvariable werden 
hieraus unterschiedliche Datensets generiert. Die Monte-Carlo-Simulation ist 
beispielsweise für den Umgang mit aleatorischen Datenunsicherheiten sehr gut 
geeignet. Der Vorteil dieser Methode ist besonders darin zu sehen, dass über die 
Simulation das gesamte Spektrum der möglichen Werte einer Variablen oder 
eines Parameters abgedeckt wird und so eine Vielzahl verschiedener Szenarios 
erzeugt werden kann (Treitz, 2006). Des Weiteren ermöglicht die Monte-Carlo-
Simulation über eine Sequenz von aneinander gereihten Modellen die Berück-
sichtigung sich fortpflanzender Unsicherheiten (Bertsch, 2008). Im Bereich der 
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multi-kriteriellen Entscheidungsanalyse wurde die Monte-Carlo-Simulation auch 
zur Integration von Parameterunsicherheiten eingesetzt (Bertsch, 2008).  
Bei hierarchischen Indikatorenmodellen ist es jedoch auch anhand von Bay-
es’schen (subjektive) Methoden nur sehr schwer möglich, geeignete Wahr-
scheinlichkeitsverteilungen für die verschiedenen Inputparameter zu bestimmen. 
Um eine zusätzliche mit der Bestimmung der probabilistischen Verteilungen 
verbundene Unsicherheit zu vermeiden, sollten Parameterunsicherheiten in Indi-
katorenmodellen daher parametrisch betrachtet werden. Zur Erstellung verschie-
dener plausibler Szenarios für die Sensitivitätsanalyse können hierzu anstatt der 
Bestimmung der Zufallsvariablen (Monte-Carlo-Simulation) manuelle Monte-
Carlo-Methoden eingesetzt werden. Hierzu werden auf Basis von Expertenein-
schätzungen beispielsweise die Parameter innerhalb plausibler Intervalle (z. B. 
bei der Festlegung von Gewichtungsfaktoren) oder hinsichtlich methodischer 
Aspekte (z. B. bezüglich verschiedener Gewichtungs- oder Aggregationsmetho-
den) variiert werden. 
Im Indikatorenmodell zur industriellen Vulnerabilitätsanalyse (vgl. Kap. 4.5) 
werden aufgrund der beschriebenen Schwierigkeiten bei der Festlegung von 
probabilistischen Verteilungen von Modellparametern die entsprechenden Para-
meterunsicherheiten parametrisch betrachtet. Hierzu werden Szenarios mit ver-
schiedenen Gewichtungsmethoden, Vulnerabilitätswertfunktionen, Aggregati-
onsmethoden und Operationalisierungsmethoden untersucht, in denen die ent-
sprechenden Parameter und Modellkonfigurationen je nach methodischem An-
satz unterschiedlich gewählt werden. 
5.2.2.2 Interpretation und Visualisierung von Unsicherheiten 
Um die Ergebnisse der Sensitivitätsanalyse angemessen zu kommunizieren und 
aus diesen Implikationen für potenzielle Modellanpassungen oder die Entschei-
dungsfindung (z. B. im Risikomanagement) ableiten zu können, müssen die Er-
gebnisse der Sensitivitätsanalyse interpretiert und in adäquater Form (graphisch) 
dargestellt werden. 
Zur Interpretation der Ergebnisse kann die Variabilität des Modelloutputs für 
verschiedene Szenarios über einfache statistische Maßzahlen wie Median, Stan-
dardabweichung oder Perzentile erfasst werden. Zur Interpretation von Sensitivi-
tätsanalysen in Indikatorenmodellen werden häufig anstatt der absoluten Indizes 
die relativen Rangwerte der über das Indikatorenmodell bewerteten Systeme be-
trachtet. Beispielsweise gibt der mittlere Rangtauschkoeffizient R  Aufschluss 
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über die Robustheit der Rangfolge der Indikatorenwerte der Systeme sj bezüglich 
zweier Szenarios (Saltelli et al., 2009; Nardo et al., 2005b): 
n
x i x i
i 1
1R R (s ) R (s )
n 
   [46] 
mit: 
n  = Anzahl der untersuchten Systeme j  
x iR (s ) = Rang des Systems i in Szenario x   
y iR (s ) = Rang des Systems i in Szenario y  
Eine weitere statistische Kenngröße, die Aussagen über die Gesamtrobustheit 
des Indikatorenmodells ermöglicht, stellt der Rangkorrelationskoeffizient nach 
Spearman sr  dar, der ebenfalls für zwei Szenarios und mehrere Systeme ermit-
telt wird (Bol, 2004; Freudenberg, 2003): 














  [47] 
wobei n  der Anzahl der untersuchten Systeme i , iR(x )  dem Rang des Systems i 
im Szenario x  und iR(y )  dem Rang des Systems i im Szenario y  entspricht. 
Eine graphische Darstellung der Variabilität der Modellergebnisse ermöglicht es, 
aufzuzeigen, in welchen Bereichen die Ergebnisse aufgrund von Unsicherheiten 
in den Inputfaktoren variieren können. Dies hat sowohl eine verbesserte Inter-
pretierbarkeit als auch eine erleichterte Kommunikation der Ergebnisse von In-
dikatorenmodellen zur Folge. Eine große Herausforderung besteht hierbei darin, 
ausreichende Informationen über die Unsicherheiten eines Indikatorenmodells 
abzubilden, ohne eine Informationsüberfrachtung zu generieren. 
Eine einfache und verständliche Darstellungsweise stellt Abbildung 27 dar, in 
der beispielhaft die Gesamtvulnerabilität von vier untersuchten Systemen für 
zehn Szenarios aufgetragen wurde. Der Vorteil einer solchen Darstellungsweise 
besteht darin, dass sofort der Anteil der Szenarios abgelesen werden kann, in 
denen ein System mit der höchsten relativen Gesamtvulnerabilität bewertet wird. 
Wird die Sortierung der Graphik nach der Dominanz der Systeme und nicht nach 
Szenarios vorgenommen, wird dieses noch deutlicher erkennbar. Als Nachteil 
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dieser Darstellungsform ist jedoch aufzuführen, dass es bei der Abbildung sehr 
































Abbildung 27: Visualisierung von Unsicherheiten: Darstellung der Gesamtvulnerabilität meh-
rerer Szenarios 
Bei einer geringen Anzahl an betrachteten Systemen kann auch die in Abbildung 
28 dargestellte Abbildungsweise über zusammengesetzte Säulen- oder Balken-
diagramme sinnvoll sein.  




























Abbildung 28: Visualisierung von Unsicherheiten: Darstellung der Unsicherheiten über zu-
sammengesetzte Säulendiagramme für drei Szenarios, vier Systeme und vier Indikatoren 
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Der Vorteil dieser Darstellungsform ist, dass  wie schon beim einfachen zu-
sammengesetzten Balkendiagramm  nicht nur der Unsicherheitsbereich der Ge-
samtvulnerabilität ersichtlich wird, sondern dass graphisch identifiziert werden 
kann, welche der Indikatoren besonders mit Unsicherheiten behaftet sind.  
Soll die Unsicherheit von mehreren betrachteten Systemen graphisch erfasst 
werden, stellt die Darstellung der Gesamtvulnerabilität eines Referenzszenarios 
einschließlich der Variabilitätsspanne der Modellergebnisse eine geeignete Form 
der Abbildung dar. Interessiert hierbei vor allem der Vergleich zwischen den 
betrachteten Systemen und weniger der absolute Wert der Gesamtvulnerabilität 
ist es häufig sinnvoll, wie in Abbildung 29 dargestellt, den Rang der Systeme im 
Referenzszenario sowie die Variabilität der Rangzahl über alle untersuchten 
Szenarios abzubilden. Nachteil dieser Darstellungsform ist jedoch, dass weder 
ersichtlich wird, auf wie vielen Szenarios die Sensitivitätsanalyse beruht, noch 
wie die Ergebnisse der einzelnen Szenarios für alle Systeme im Vergleich ausse-
hen. Des Weiteren können Ausreißer die Ergebnisse der Sensitivitätsanalyse 
verzerren. Daher ist es sinnvoll, die Variabilität der Ergebnisse nicht über alle 
angenommenen Rangplätze anzugeben, sondern diese auf die 5%- bis 95%-
Perzentile der eingenommenen Rangplätze zu begrenzen (Munda et al., 2009). 
 
Abbildung 29: Visualisierung von Unsicherheiten: Darstellung der Rangordnung verschiede-
ner Systeme (Referenzszenario in Schwarz, Median aller Szenarios in Grau) mit den 5%- und 
95%-Perzentilen (8 Systeme) 
5.3 Zusammenfassung 
Da in hierarchischen Indikatorenmodellen sowohl Abhängigkeiten zwischen den 
Indikatoren als auch Unsicherheiten zu unrobusten Ergebnissen und damit be-
sonders im Risikomanagement zu unangemessenen Entscheidungen führen kön-
nen, wurden in diesem Kapitel Methoden zur Abhängigkeits- und Sensitivitäts-
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analyse in Indikatorenmodellen erläutert und weiterentwickelt. Des Weiteren 
wurde aufgezeigt, wie hierarchische Indikatorenmodelle auf Basis dieser Analy-
sen modifiziert und so transparentere Ergebnisse generiert werden können. In 
den in der Literatur beschriebenen Indikatorenansätzen zur Vulnerabilitätsanaly-
se werden Abhängigkeiten zwischen den Indikatoren bisher gar nicht und Unsi-
cherheiten nur sehr selten berücksichtigt.  
Abhängigkeiten zwischen den Indikatoren resultieren in einer Über- oder Unter-
bewertung einzelner Indikatorendimensionen. Um dies zu vermeiden, wurde im 
ersten Teil des Kapitels erläutert, wie die Beziehungsstrukturen zwischen den 
einzelnen Indikatoren analysiert und im Indikatorenmodell berücksichtigt wer-
den können. Hierzu können sowohl multivariate statistische Methoden als auch 
expertenbasierte Analysemethoden eingesetzt werden. Während über statistische 
Methoden lediglich die in den Daten inhärenten linearen Abhängigkeiten erfasst 
werden können, hat die expertenbasierte DEMATEL-Analyse den Vorteil, dass 
hier Ursache-Wirkungsbeziehungen identifiziert werden. Da die Ergebnisse der 
klassischen DEMATEL-Analyse aufgrund der Unschärfe von Experteneinschät-
zungen mit Unsicherheiten behaftet sein können, wurde in diesem Teil des Kapi-
tels die Fuzzy-DEMATEL-Analyse für die Anwendung in hierarchischen Indi-
katorenmodellen weiterentwickelt. Die Ergebnisse der Abhängigkeitsanalysen 
liefern sowohl für die Auswahl von Indikatoren als auch für die Festlegung von 
Gewichtungsfaktoren wichtige Informationen. Hier wurde erläutert, wie zum 
Ausgleich von statistischen Abhängigkeiten in hierarchischen Indikatorenmodel-
len die Ergebnisse der Faktorenanalyse herangezogen und zur Bestimmung sta-
tistisch begründeter Gewichtungsfaktoren eingesetzt werden können. Um im 
entwickelten Indikatorenmodell zusätzlich zu den statistischen Abhängigkeiten 
auch kausale Beziehungsstrukturen zwischen den Indikatoren zu berücksichti-
gen, wurde zudem eine Methodik entwickelt, über die auf Basis der Ergebnisse 
der DEMATEL-Analysen Gewichtungskorrekturfaktoren bestimmt werden kön-
nen. 
Um mit den in hierarchischen Indikatorenmodellen vorhandenen Unsicherheiten 
angemessen umgehen zu können, wurden in einem ersten Schritt alle vorhande-
ne Typen von Unsicherheiten identifiziert und charakterisiert. Wie im zweiten 
Teil dieses Kapitels aufgezeigt, spielen in Indikatorenmodellen neben Datenun-
sicherheiten besonders Parameter- und Modellunsicherheiten eine Rolle. Dabei 
sind die beiden letzteren hauptsächlich mit der Indikatorenauswahl, der Festle-
gung von Gewichtungsfaktoren, der Bestimmung geeigneter Vulnerabilitätswert-
funktionen und der Auswahl der Aggregationsmethoden verbunden. Um mit die-
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sen Unsicherheiten angemessen umgehen zu können und transparente Modeller-
gebnisse zu generieren, sollten im Rahmen der Modellentwicklung Sensitivitäts-
analysen durchgeführt werden. Da in den in der Literatur beschriebenen Indika-
torenmodellen zur Vulnerabilitätsanalyse Unsicherheiten bisher nur sehr selten 
berücksichtigt werden, wurde im letzten Teil dieses Kapitels beschrieben, wie 
Unsicherheiten in hierarchischen Indikatorenmodellen quantifiziert, interpretiert 
und visualisiert werden können.  
Im folgenden Kapitel wird das in Kapitel 4 entwickelte Indikatorenmodell zur 
Analyse der sektorspezifischen industriellen Vulnerabilität in Baden-
Württemberg eingesetzt. Anhand dieses Anwendungsbeispiels wird die Bestim-
mung der Indikatorenwerte sowie deren Zusammenfassung zu einem Gesamtin-
dex beschrieben. Hierbei werden Gewichtungsfaktoren auf Basis der in diesem 
























Anwendung des Indikatorenmodells zur  
Bestimmung der sektorspezifischen und räumli-
chen Vulnerabilität in Baden-Württemberg  
Im Folgenden wird das in Kapitel 4.5 entwickelte Indikatorenmodell in einem 
Anwendungsbeispiel zur Analyse der industriellen Vulnerabilität gegenüber in-
direkten Schäden bei Naturkatastrophen eingesetzt. Im Rahmen dieses Anwen-
dungsbeispiels wird die Vulnerabilität sowohl auf Ebene von Industriesektoren 
als auch auf regionaler Ebene für das Bundesland Baden-Württemberg bestimmt. 
Hierzu werden nach einer Charakterisierung des Anwendungsbeispiels die 
Quantifizierung der in Kapitel 4.5 identifizierten Indikatoren auf Sektorenebene 
sowie ihre Aufbereitung erläutert. Zur Bestimmung der Vulnerabilität der unter-
suchten Industriesektoren werden anschließend die Indikatorenwerte über die in 
Kapitel 4.4 entwickelten Vulnerabilitätswertfunktionen normalisiert und zu ei-
nem sektorspezifischen Gesamtindex aggregiert. Um hierbei sowohl Abhängig-
keiten zwischen den verschiedenen Vulnerabilitätsdimensionen (interdimensio-
nale Abhängigkeiten) als auch Abhängigkeiten zwischen den Indikatoren inner-
halb der Vulnerabilitätsdimensionen (intradimensionale Abhängigkeiten) zu be-
rücksichtigen, werden entsprechend der zuvor erarbeiteten Ansätze Gewich-
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tungsfaktoren ermittelt und zur Bestimmung des Vulnerabilitätsindexes einge-
setzt. 
Anschließend werden nach einer Darstellung der sektorspezifischen Vulnerabili-
tätswerte eines Referenzszenarios Ergebnisse von Sensitivitätsanalysen, die zur 
Quantifizierung verschiedener Modell- und Parameterunsicherheiten durchge-
führt wurden, vorgestellt.  
Im letzten Teil dieses Kapitels wird ein Regionalisierungsansatz entwickelt, der 
es ermöglicht, die sektorspezifischen Vulnerabilitätswerte über die industrielle 
Struktur (Anteil der verschiedenen Industriesektoren an der gesamten Industrie 
einer Region) und die industrielle Exposition (Industriedichte einer Region) 
räumlich zu verteilen und so die regionale industrielle Vulnerabilität zu ermitteln 
(vgl. Kap. 6.7). Abschließend wird aufgezeigt, wie aus den sektorspezifischen 
und räumlichen Modellergebnissen Implikationen für das industrielle Risikoma-
nagement auf verschiedenen Ebenen abgeleitet werden können. 
6.1 Beschreibung des Anwendungsbeispiels 
Im Rahmen des Anwendungsbeispiels wird für verschiedene Industriesektoren 
die Vulnerabilität gegenüber indirekten Schäden durch Naturkatastrophen analy-
siert. Diese sektorspezifische Vulnerabilität wird über das in Kapitel 4.5 vorge-
stellte hierarchische Indikatorenmodell bestimmt und anschließend zur Bestim-
mung der räumlichen Vulnerabilität über die industrielle Struktur auf die Land-
kreise in Baden-Württemberg verteilt.  
Diese Ebene der räumlichen Vulnerabilitätsanalyse wurde sowohl aus Gründen 
der Datenverfügbarkeit als auch aufgrund von Zuständigkeitsaspekten gewählt, 
da in Baden-Württemberg gemäß des Landes-Katastrophenschutzgesetzes 
(LKaSG) die Landkreise als Untere Katastrophenschutzbehörden für das regio-
nale Risiko- und Notfallmanagement zuständig sind. Des Weiteren ist die indus-
trielle Vulnerabilität besonders für Landes- und Bundesbehörden von Interesse, 
da hier beispielsweise Entscheidungen über die Allokation von Ressourcen und 
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Tabelle 15: Klassifikation der untersuchten Wirtschaftsabteilungen und Wirtschaftsunterab-
schnitte nach WZ 2003, sowie im Folgenden zur vereinfachten Lesbarkeit verwendete Bezeich-
nungen 
Wirtschaftsunterabschnitt  Bez. Wirtschaftsabteilung Bez 




















DC Ledergewerbe LED 19 Ledergewerbe LED 
DD Holzgewerbe (ohne H. v. 
Möbeln) 
HOLZ 20 Holzgewerbe (ohne H. v. Möbeln) HOLZ 











H. v. Brutstoffen 
MIN 23 Kokerei, Mineralölverarbeitung, 
H. v. Brutstoffen 
MIN 
DG H. v. chemischen Erzeug-
nissen 
CHEM 24 H. v. chemischen Erzeugnissen CHEM 
DH H. v. Gummi- und Kunst-
stoffwaren 
GUM 25 H. v. Gummi- und Kunststoffwa-
ren 
GUM 
DI Glasgewerbe, H. v. Kera-
mik,Verarb. v. Steinen u. 
Erden 
GLAS 26 Glasgewerbe, H. v. Keramik, 
Verarb. v. Steinen u. Erden 
GLAS 




Metallerzeugung und -bearbeitung 
H. v. Metallerzeugnisse 
METE 
METV 
DK Maschinenbau MASCH 29 Maschinenbau MASCH 
DL H. v. Büromasch., DV-






H. v. Büromasch., DV-Geräte,  
H. v. Gerät. d. Elektrizitätserzg 
Rundfunk- u. Nachrichtentechnik 






DM Fahrzeugbau FZB 34 
35 

























F Baugewerbe BAU 45 Baugewerbe BAU 
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Auf der ersten Stufe des Modells (auf Sektorenebene) werden die Industriesekto-
ren des produzierenden Gewerbes untersucht. Zur Untergliederung der Industrie-
sektoren wurde die Klassifikation der Wirtschaftszweige (WZ 2003) gewählt 
(vgl. Tabelle 15) (Statistisches Bundesamt, 2003). Da die amtlichen Statistiken 
des Statistischen Bundesamtes zum produzierenden Gewerbe ebenfalls in dieser 
Struktur erfasst werden, ist hierdurch eine bestmögliche Datenverfügbarkeit ge-
währleistet. Zur Bestimmung der industriellen Vulnerabilität werden zunächst 26 
Wirtschaftsabteilungen betrachtet. Da jedoch zur Regionalisierung die Daten auf 
Landkreisebene in höher aggregierter Form vorliegen (vgl. Kapitel 6.7), wird die 
indikatorenbasierte Vulnerabilitätsanalyse zusätzlich auf der Ebene der Wirt-
schaftsunterabschnitte (16 Unterabschnitte, WZ 2003) durchgeführt (vgl. Tabelle 
15) (Statistisches Bundesamt, 2003). 
Im Folgenden wird dargestellt, wie die Indikatorenwerte für die untersuchten 
Wirtschaftsunterabschnitte und Wirtschaftsabteilungen quantifiziert werden und 
welche (statistischen) Daten hierbei zum Einsatz kommen. Die Regionalisierung 
der sektorspezifischen Vulnerabilität entsprechend der industriellen Struktur der 
Landkreise in Baden-Württemberg wird in Kapitel 6.7 vorgestellt. 
6.2 Bestimmung der Indikatorenwerte  
Die Werte der Resilienz- und Fragilitätsindikatoren werden sowohl für die Ebe-
ne der Wirtschaftsabteilungen als auch für die Ebene der Wirtschaftsunterab-
schnitte auf Basis statistischer Daten bestimmt. Die hierzu verwendeten statisti-
schen Daten stammen vom Statistischen Bundesamt (Destatis), vom Statisti-
schen Landesamt Baden-Württemberg sowie vom Kraftfahrtbundesamt. Alle 
Datensätze beziehen sich auf das Jahr 2006, da für einige Daten derzeit noch 
keine aktuelleren Jahrgänge zur Verfügung stehen. Da für einige Indikatoren 
derzeit keine amtlichen Quellen verfügbar sind, kommen im Rahmen des An-
wendungsbeispiels zudem auch Literaturdaten zum Einsatz.  
Für einige Indikatoren können die Daten direkt (im Originalzustand) in das Indi-
katorenmodell integriert werden. Bei anderen Indikatoren ist zur Bestimmung 
der Indikatorenwerte jedoch die Berechnung von charakteristischen Kennzahlen 
oder die Ermittlung größenspezifischer Eigenschaften notwendig. Die so be-
stimmten Indikatorenwerte der untersuchten Wirtschaftsabschnitte sind in 
Tabelle 16 dargestellt. Welche Ausgangsdaten zur Bestimmung der einzelnen 
Indikatoren herangezogen werden und welche methodische Vorgehensweise bei 
der Berechnung der Kennzahlen und größenspezifischen Indikatorenwerte zum 
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6.2.1 Bestimmung von Indikatorenwerten auf Basis statistischer Ori-
ginaldaten 
Für die Industriesektoren des Anwendungsbeispiels können lediglich für drei 
Indikatoren die Werte direkt aus statistischen Daten bzw. über Literaturdaten 
bestimmt werden. Hierzu gehören neben dem Indikator Eigenversorgungsgrad 
Wasser die Abhängigkeitsfaktoren für die Elektrizitäts- und Wasserversorgung 
(vgl. Tabelle 17). 
Tabelle 17: Übersicht über direkt messbare Indikatoren und die verwendeten Datenquellen 
Indikator Operationalisierung Datenquelle 
ATC-Abhängigkeits-
faktor Elektrizität (EA) Elektrizitätsabhängigkeitsfaktor [-] 
Applied Technology Council- 
ATC 25 (2002) 
ATC-Abhängigkeits-
faktor Wasser (WA) Wasserabhängigkeitsfaktor [-] 
Applied Technology Council- 
ATC 25 (2002) 
Eigenversorgungsgrad 
Wasser (EVW) Eigenversorgungsgrad Wasser [%] Statistisches Bundesamt, 2009a 
Die in der Literatur verfügbaren Abhängigkeitsfaktoren zeigen an, welcher  
Anteil der Produktionsprozesse bei einer Unterbrechung verschiedener Infra-
struktursysteme eingestellt werden muss (ATC, 2002; Chang et al., 2002; Rose 
et al., 1997). Im Rahmen des Anwendungsbeispiels werden zur Bestimmung der 
funktionellen Abhängigkeiten von der Elektrizitäts- und Wasserversorgung die 
vom Applied Technology Council (ATC) ausgewiesenen Abhängigkeitsfaktoren 
eingesetzt (vgl. Tabelle 16) (ATC, 2002).  
Diese Faktoren zeigen, dass nahezu alle untersuchten Industriesektoren in hohem 
Maße von einer funktionierenden Elektrizitätsversorgung abhängen und bei einer 
Versorgungsunterbrechung nur noch sehr wenige oder gar keine Produktions-
prozesse aufrecht erhalten werden können. Die funktionelle Abhängigkeit der 
Sektoren von der Wasserversorgung variiert hingegen stärker. So kann in  
einigen Wirtschaftsbereichen auch ohne eine funktionierende Wasserversorgung 
die Produktion (zumindest teilweise) aufrecht erhalten werden.  
Bei Verwendung der ATC-Abhängigkeitsfaktoren stellt die Tatsache, dass diese 
sowohl für Industriesektoren in den USA als auch für das Bezugsjahr Jahr 2002 
ermittelt wurden, einen Nachteil dar und eine anpassungsfreie Übertragung die-
ser Faktoren auf Deutschland und das Jahr 2006 muss aufgrund  
länderspezifischer Rahmenbedingungen (z. B. in der Elektrizitätsversorgung) 
und technologischer Entwicklungen (z. B. Steigerung der Energieeffizienz)  
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kritisch bewertet werden. Da zur Abbildung der Abhängigkeit industrieller Pro-
duktionsprozesse von der Elektrizitäts- und Wasserversorgung auf Sektorenebe-
ne derzeit in Deutschland jedoch keine alternativen Daten zur Verfügung stehen 
und die Daten der ATC im Rahmen der Schadensermittlung bei Naturkatastro-
phen einen internationalen Standard darstellen, werden diese dennoch im entwi-
ckelten Indikatorenmodell zur Operationalisierung der funktionellen Abhängig-
keiten von Infrastruktursystemen herangezogen. 
Der Eigenversorgungsgrad Wasser der Industriesektoren ermöglicht Aussagen 
über die Bewältigungskapazitäten der Industriesektoren beim Ausfall der Was-
serversorgung (vgl. Kap. 4.5.3). Der Eigenversorgungsgrad Wasser wird von 
Destatis auf Ebene der Wirtschaftsabteilungen veröffentlicht und kann so direkt 
zur Ermittlung der Indikatorenwerte herangezogen werden (Statistisches Bun-
desamt, 2009a). 
6.2.2 Berechnung charakteristischer Kennzahlen zur Bestimmung der 
Indikatorenwerte 
Da viele Indikatoren nicht direkt in der amtlichen Statistik erfasst werden, müs-
sen einige der Indikatorenwerte auf Basis theoretischer Annahmen über die 
Kombination mehrerer Datenquellen berechnet werden. Eine solche Berechnung 
charakteristischer Kennzahlen ist im Anwendungsbeispiel für folgende Indikato-
ren notwendig: 
- spezifische Personalkosten (PK) 
- Eigenversorgungsgrad Elektrizität (EVE) 
- lieferseitiger Verflechtungsindex (LVI) 
- Anteil firmeninterner Lieferungen (FIL) 
- nachfrageseitiger Verflechtungsindex (NVI) 
- Konsumentennähe (KN) 
In Tabelle 18 sind die über charakteristische Kennzahlen bestimmten Indikato-
ren sowie die eingesetzten Datenquellen zusammengefasst. Wie die Kennzahlen 
zur Bestimmung der Indikatorenwerte berechnet werden, wird in den nachfol-
genden Abschnitten erläutert. 
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Tabelle 18: Übersicht über die verwendeten Operationalisierungen und Datenquellen bei der 
Bestimmung charakteristischer Kennzahlen als Indikatorenwerte  






Statistisches Bundesamt, 2008a; 




in Relation zur Energieverwendung 
Elektrizität 
Statistisches Bundesamt, 2007 
Statistisches Bundesamt, 2008b 
Anteil firmeninterner 
Lieferungen (FIL) 
Firmeninterne Lieferungen [%]  
in Relation zur Vorleistung der 
Produktionsbereiche eines Sektors  




auf Basis der Leontief-Inversen 




auf Basis der Gosh-Inversen 




in Relation zur gesamten Verwen-
dung von Gütern eines Sektors  
Statistisches Bundesamt, 2009f 
6.2.2.1 Bestimmung des Spezialisierungsgrades der Mitarbeiter 
Der Spezialisierungsgrad der Mitarbeiter eines Sektors kann nicht direkt statisti-
schen Daten entnommen werden. Unter der Annahme, dass besser ausgebildete 
und stärker spezialisierte Mitarbeiter höhere Personalkosten verursachen, können 
die durchschnittlichen Personalkosten pro Mitarbeiter als Indikator für den Spe-
zialisierungsgrad der Mitarbeiter herangezogen werden (vgl. Kap. 4.5.3.2). 
Die absoluten Personalkosten (PKs) können über die Kostenstruktur im produ-
zierenden Gewerbe und den Bruttoproduktionswert (BPWs) ermittelt werden 
(Statistisches Bundesamt, 2008c). Zur Bestimmung der durchschnittlichen Per-
sonalkosten pro Mitarbeiter werden die absoluten Personalkosten (PKs) eines 
Sektors s zu den im Sektor s tätigen Personen (BSs) in Bezug gesetzt: 




  [48] 
6.2.2.2 Bestimmung des Eigenversorgungsgrades Elektrizität 
Der Eigenversorgungsgrad der Industriesektoren bezüglich der Elektrizitätsver-
sorgung wird von Destatis nicht direkt erhoben, kann aber für die einzelnen 
Wirtschaftsunterabschnitte und -abteilungen über die Bruttoelektrizitätserzeu-
gung (EEs) der Betriebe (Statistisches Bundesamt, 2007) und den Elektrizitäts-
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verbrauch (EVs) (Statistisches Bundesamt, 2008b) abgeschätzt werden. Hierzu 
wird für das beschriebene Anwendungsbeispiel der absolute Elektrizitäts-
verbrauch (EVs) eines Sektors s zu dessen Bruttoelektrizitätserzeugung (EEs) in 
Relation gesetzt: 




   [49] 
Der Eigenversorgungsgrad mit Elektrizität ist beispielsweise im Sektor „Koke-
rei, Mineralölverarbeitung, Herstellung von Brutstoffen (DF (MIN))“ mit ca. 76 
% recht hoch (vgl. Tabelle 16 und Anhang A.1). Da in Sektoren mit höherem 
Eigenversorgungsgrad die Stromversorgung (zumindest in Teilen) unabhängig 
von der öffentlichen Stromversorgung aufrechterhalten werden kann und diese 
flexibler auf Unterbrechungen der Stromversorgung reagieren können, kann in 
diesen Sektoren von einer relativ gut ausgeprägten Bewältigungskapazität aus-
gegangen werden. Die Bewältigungskapazität bei Stromausfällen ist hingegen in 
den Sektoren „Maschinenbau“ und „Fahrzeugbau“ (DK (MASCH) bzw. DM 
(FZB)) geringer ausgeprägt, da hier nur ein sehr geringer Anteil des Elektrizi-
tätsbedarfs durch die eigene Elektrizitätserzeugung gedeckt wird und daher bei 
einer Unterbrechung der öffentlichen Stromversorgung weniger redundante E-
lektrizitätsversorgungssysteme zur Verfügung stehen. Bei der Verwendung des 
Eigenversorgungsgrads Elektrizität als Indikator für die Elektrizitätsabhängig-
keit von Industriesektoren muss berücksichtigt werden, dass Anlagen zur Elekt-
rizitätserzeugung nur dann die Bewältigungskapazität von Industriesektoren er-
höhen, wenn diese auch im „Inselbetrieb“, unabhängig von der öffentlichen Ver-
sorgungsnetzen, betrieben werden können. Da dies jedoch besonders dann der 
Fall ist, wenn viel Elektrizität von den Industriesektoren selbst produziert wird, 
stellt der Eigenversorgungsgrad Elektrizität auch indirekt einen geeigneten Indi-
kator zur Abbildung der Kapazität von Industriesektoren zur Bewältigung von 
Unterbrechungen der Elektrizitätsversorgung dar. 
Die Bewältigungskapazität der Industriesektoren bezüglich der Elektrizitätsver-
sorgung wird neben dem Eigenversorgungsgrad auch vom absoluten Verbrauch 
der Sektoren bestimmt. Dieser Zusammenhang wird über den Indikator spezifi-
scher Elektrizitätsverbrauch erfasst. 
6.2.2.3 Bestimmung des Anteils der firmeninternen Lieferungen 
Um den Anteil der Inputfaktoren aus firmeneigener Produktion zu bestimmen, 
können Daten der Input-Output-Rechnung herangezogen werden. Die von 
Destatis veröffentlichen Input-Output-Tabellen zu Herstellungspreisen (inländi-
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sche Produktion und Importe) enthalten neben den Informationen über den 
(wertmäßigen) Anteil der Vorleistungen verschiedener Produktionsbereiche am 
Input eines Produktionsbereichs auch Angaben zu firmeninternen Lieferungen 
und Leistungen der Sektoren (ILs) (Zeile 82 der nationalen Input-Output-
Tabelle) (Statistisches Bundesamt, 2009e).  
Um die im Anwendungsbeispiel betrachteten Industriesektoren hinsichtlich der 
firmeninternen Lieferungen und Leistungen miteinander vergleichen zu können, 
wird der Anteil der firmeninternen Lieferungen und Leistungen (ILs) an der 
Summe der Vorleistungen aller Produktionsbereiche eines Sektors s (VPBs) 
(Zeile 72 der nationalen Input-Output-Tabelle) bestimmt: 








Die Indikatorenwerte (FILs) zeigen, dass der Anteil der firmeninternen Weiter-
verarbeitung in vielen Wirtschaftsunterabschnitten ähnlich niedrig ist und ledig-
lich 0 bis 10% des Gesamtinputs ausmachen (vgl. Tabelle 16). Einige wenige 
Sektoren weisen jedoch auch Indikatorenwerte um 30% auf (z. B. Herstellung 
von chemischen Erzeugnissen, Mineralölverarbeitung). In diesen Sektoren ma-
chen Kuppelprodukte einen großen Anteil der firmeninternen Lieferungen aus. 
Da Kuppelprodukte meist aus denselben Ausgangsmaterialien hervorgehen, 
kann es in diesen Sektoren gerade bei langfristigen Unterbrechungen der Liefer-
kette auch zum Erliegen interner Weiterverarbeitungsprozesse kommen. Daher 
ist hier (im Gegensatz zu Sektoren mit Lagerhaltung von firmeninternen Liefe-
rungen) die Annahme, dass ein hoher Anteil an firmeninternen Lieferungen die 
Lieferabhängigkeit verringert nur begrenzt richtig (vgl. Kap.4.5.4). Diese Ein-
schränkung kann im entwickelten Indikatorenmodell z. B über die Anpassung 
der Vulnerabilitätswertfunktionen berücksichtigt werden und stellt daher kein 
Ausschlusskriterium für die Verwendung des Indikators zur Abbildung der 
Supply Chain Abhängigkeit dar (vgl. Kap 6.3). 
6.2.2.4 Bestimmung des Grads der lieferseitigen Verflechtung 
Der Grad der lieferseitigen Verflechtung der Sektoren wird im Indikatorenmo-
dell über einen lieferseitigen Verflechtungsindex Lj operationalisiert (vgl. Kap. 
4.5.4). Die Bestimmung dieses Verflechtungsindexes basiert auf der Berechnung 
des Backward-Multiplikators Mj. Dieser Multiplikator ermöglicht Aussagen über 
die Auswirkungen von lieferseitigen Störungen auch über mehrere Wertschöp-
fungsstufen (bzw. Auswirkungsrunden) hinweg. 
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Kommt es beispielsweise in einem Sektor A, der Input für den Sektor B liefert, 
zu Produktionsausfällen, ist der Sektor B von diesen Ausfällen direkt betroffen. 
Der Sektor B kann von den Produktionsausfällen des Sektors A jedoch auch in-
direkt betroffen sein. Dies ist beispielsweise dann der Fall, wenn ein weiterer 
Sektor C, der ebenfalls Input für Sektor B liefert, selbst vom Produktionsausfall 
des Sektors A betroffen ist. Das Ausmaß solcher kumulierten lieferseitigen Ef-
fekte kann über den Backward-Multiplikator Mj erfasst werden. Hohe Multipli-
katorenwerte zeigen an, dass der lieferseitige Verflechtungsgrad eines Sektors 
hoch ist und daher Veränderungen in den vorgelagerten Sektoren des betrachte-
ten Sektors hohe gesamtökonomische Auswirkungen haben können. 
Ausgangspunkt zur Berechnung des Backward-Multiplikators stellt die Inputko-
effizienten-Matrix dar. Die Inputkoeffizienten aij können aus der nationalen In-
put-Output-Tabelle (xij) zu Herstellungspreisen, die die Produktionsverflechtung 
der Sektoren abbildet, bestimmt werden (Statistisches Bundesamt, 2009d): 





  [51] 
Jeder Inputkoeffizient aij der Inputkoeffizientenmatrix A stellt den direkten An-
teil, den der Sektor i am Input von Sektor j hat, dar. Um neben diesen direkten 
Beziehungsstrukturen auch die indirekten Beziehungsstrukturen zwischen den 
Sektoren über alle Stufen der ökonomischen Wertschöpfung hinweg erfassen zu 
können, kann die Inverse Leontief-Matrix B herangezogen werden (Schaffer, 
2002): 
                                                             1B (I A)   [52] 
Entsprechend der Leontief Produktionsfunktion wird hierbei davon ausgegan-
gen, dass die Erhöhung des Outputs eines Sektors j proportional zur zusätzlich 
von ihm aufgenommenen Inputmenge ist (Leontief, 1986). In der inversen Leon-
tief Matrix bildet die Spaltensumme eines Sektors (die dem Backward-Multiplier 
Mj entspricht) das relative Ausmaß des Gesamteffekts von Veränderungen in 
vorgelagerten Sektoren ab und stellt einen geeigneten Näherungswert für die 
Abbildung des lieferseitigen Verflechtungsgrades dar (West und Brown, 2003): 






  [53] 
Ausgehend vom Backward-Multiplier Mj kann für die im Anwendungsbeispiel 
untersuchten Industriesektoren der lieferseitige Verflechtungsindex Lj nach der 
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Methode von West bestimmt werden (West, 1999). Hierbei werden die Multipli-
katorenwerte Mj der Sektoren über den Stimulus der gesamten Ökonomie nor-
malisiert, um so eine Vergleichbarkeit zwischen den verschiedenen Industriesek-
toren zu erzielen: 
                                                             jj n n
ij








Dieser lieferseitige Verflechtungsindex ist auf Ebene der Wirtschaftsunterab-
schnitte beispielsweise für den „Fahrzeugbau“ mit einem Lj von 1,20 relativ 
hoch und für den Sektor „Kokereien, Mineralölverarbeitung, Herstellung von 
Brutstoffen (DF (MIN))“ mit einem Lj von 0,76 eher gering (vgl. Tabelle 16 und 
Anhang A.1). Dies verdeutlicht, dass materialstrom-aufwärts gelegene Störun-
gen im „Fahrzeugbau (DM (FZB))“ tendenziell größere Auswirkungen haben als 
im Sektor „Kokereien, Mineralölverarbeitung, Herstellung von Brutstoffen (DF 
(MIN))“. 
6.2.2.5 Bestimmung der nachfrageseitigen Verflechtung 
Analog zur Bestimmung der lieferseitigen Verflechtung wird der Grad der nach-
frageseitigen Verflechtung über den nachfrageseitigen Verflechtungsindex iL , 
der die Abhängigkeit eines Sektors von anderen Sektoren als Käufer abbildet, 
operationalisiert. Dieser Verflechtungsindex basiert auf dem Forward-
Multiplikator iM , über den die mehrstufigen Auswirkungen von Nachfrageände-
rungen nachgelagerter Sektoren erfasst werden können. 
Die Analyse der Auswirkungen über mehrere Stufen spielt im Rahmen des ent-
wickelten Indikatorenmodells eine wichtige Rolle. Im Falle einer Naturkatastro-
phe können Sektoren zum einen durch die Nachfrageänderung direkt nachgela-
gerter Sektoren betroffen sein. Zum anderen können diese Effekte zusätzlich 
durch indirekte Nachfrageänderungen verstärkt werden. Dies ist beispielsweise 
dann der Fall, wenn nachgelagerte Sektoren selbst durch einen Nachfragerück-
gang den ihnen nachgelagerten Sektoren betroffen sind. 
Ausgehend von der nationalen Input-Output-Tabelle (xij) werden die Forward-
Multiplikatoren auf Basis der Outputkoeffizienten-Matrix A  ermittelt (Schaffer, 
2002): 
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  [55] 
Jeder dieser Outputkoeffizienten ija  stellt den Anteil des Input des Sektors j am 
Output eines Sektors i dar. Um auch hier neben den direkten Auswirkungen die 
indirekten Verflechtungseffekte zwischen den Sektoren zu berücksichtigen, kann 
als Pendant zur inversen Leontief-Matrix, die inverse Gosh-Matrix B  bestimmt 
werden: 
                                                            1B (I A)   [56] 
Die Zeilensumme dieser kumulativen Output-Koeffizientenmatrix stellt den 
Forward-Multiplikator iM  dar:  






   [57] 
Entsprechend der Bestimmung des lieferseitigen Verflechtungsindexes Li kann 
der nachfrageseitige Verflechtungsindex iL  über die Normierung des Forward-
Multiplikators iM  für die untersuchten Sektoren bestimmt werden (West, 1999): 
















Die nachfrageseitige Verflechtung ist entsprechend der so ermittelten Verflech-
tungsindizes beispielsweise im Sektor „Metallerzeugung und -bearbeitung, Her-
stellung von Metallerzeugnissen (DK (MET))“ mit einem iL von 1,16 von allen 
Sektoren am höchsten (vgl. Tabelle 16 und Anhang A.1). Dies spiegelt die starke 
nachfrageseitige Verflechtung dieses Sektors, die zu einer erhöhten Nachfrage-
abhängigkeit beitragen kann, wider.  
6.2.2.6 Bestimmung der Konsumentennähe  
Neben der nachfrageseitigen Verflechtung der Industriesektoren wird als weite-
rer Indikator zur Abbildung der Nachfrageabhängigkeit die Konsumentennähe in 
das hierarchische Indikatorenmodell integriert. Dieser Indikator erfasst nicht die 
räumliche Nähe eines Sektors zu seinen Kunden, sondern bildet die Nähe eines 
Sektors zum Endverbraucher innerhalb der Wertschöpfungskette ab. Der Aus-
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wahl der Konsumentennähe als Resilienzindikator liegt die Annahme zu Grunde, 
dass Industriesektoren, die innerhalb der Supply Chain nahe am Endverbraucher 
ihrer Produkte liegen, Nachfrageänderungen (z. B. durch Naturkatastrophen) 
schneller voraussehen, so besser auf diese reagieren können und daher weniger 
vulnerabel sind (vgl. kap.4.5.4).  
Die Konsumentennähe der Industriesektoren kann über Daten der nationalen In-
put-Output-Rechnung ermittelt werden (Statistisches Bundesamt, 2009e). Für 
das Anwendungsbeispiel werden, die sektorspezifischen Angaben zur „Letzten 
Verwendung in Konsumausgaben privater Haushalte und des Staates (inkl. An-
lageinvestitionen)“ (LVKs) (Spalte 73-77 der nationalen Input-Output-Tabelle) 
und zur „Gesamten Verwendung von Gütern“ (GVGs) (Spalte 82 der nationalen 
Input-Output-Tabelle) eines Sektors s zueinander ins Verhältnis gesetzt:  




  [59] 
Ein hoher (wertmäßiger) Anteil der LVK an der GVG eines Sektors steht also 
für eine Position innerhalb des Wertschöpfungsnetzs, die vom Wert der produ-
zierten Güter her unmittelbar am Konsumenten liegt. Der Anteil des Konsums 
privater Haushalte und des Staates an der gesamten Verwendung der Güter ist 
für den Wirtschaftsunterabschnitt „Ernährungsgewerbe und Tabakverarbeitung“ 
(ERN/TAB) mit 50 % am höchsten, erreicht aber auch in anderen Sektoren z. B. 
„Textil- und Bekleidungsgewerbe“ (TEX/BEK) und „Herstellung von Möbeln, 
Schmuck, Musikinstrumenten usw. “ (MÖB) mit 30 bis 44% relativ hohe Werte. 
Sektoren, in denen der direkte Endverbrauch der hergestellten Güter nur einen 
sehr geringen Anteil an der Gesamtverwendung ausmacht, die also hinsichtlich 
möglicher Nachfrageschwankungen mutmaßlich vulnerabler sind, sind bei-
spielsweise die Wirtschaftsunterabschnitte „Herstellung von Gummi- und 
Kunststoffwaren“ (GUM, 2,8%) und „Metallerzeugung und -bearbeitung, Her-
stellung von Metallerzeugnissen“ (MET, 5,4%).  
6.2.3 Bestimmung von größenspezifischen Indikatorenwerten 
Für alle Vermögens-, Verbrauchs-, Kosten- und Aufkommensindikatoren wer-
den in den amtlichen Statistiken die absoluten Werte der Wirtschaftsabteilungen 
(bzw. Wirtschaftsunterabschnitte) erfasst (z. B. Elektrizitätsverbrauch, Anlagen-
vermögen etc.). Um für diese Fragilitätsindikatoren eine Vergleichbarkeit zwi-
schen Industriesektoren unterschiedlicher Größe zu ermöglichen, ist es notwen-
dig, die absoluten Indikatorenwerte auf eine oder mehrere größenspezifische 
Kennzahlen eines Industriesektors zu beziehen. Die Ermittlung eines spezifi-
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schen Indikatorenwertes ist bei den nachstehenden Indikatoren, die im Folgen-
den als Spezifische Indikatoren bezeichnet werden, notwendig:  
- spezifisches Anlagenvermögen (AV) 
- spezifische Personalintensität (PI) 
- spezifischer Stromverbrauch (EV) 
- spezifischer Wasserverbrauch (WV) 
- spezifisches Transportaufkommen Straße (TAS) 
- spezifisches Transportaufkommen Schiene (TAE) 
- spezifische Materialkosten (MK) 
Der spezifische Indikatorwerts (SIs) eines Sektors s ergibt sich für diese Indika-
toren aus 






AIs = absoluter Indikatorenwert des Sektors s 
Vs = größenspezifische Kennzahl eines Sektors s. [60] 
Als größenspezifische Kennzahl Vs können verschiedene Charakteristika eines 
Sektors herangezogen werden: 
 Bruttowertschöpfung (BWS)  
 Anzahl der Betriebe (als funktionelle Einheit) (BT) 
 Anzahl der tätigen Personen (BS)  
Werden zur Bestimmung der Spezifischen Indikatoren die absoluten Indikato-
renwerte (Ausgangsgrößen) auf eine dieser drei Kenngrößen bezogen, fließen 
weitere Annahmen in die Wertermittlung mit ein und beeinflussen so die Ziel-
größe (den spezifischen Indikatorenwert). Diese Problematik kann aufgrund der 
begrenzten Datenverfügbarkeit auf Sektorenebene nicht vermieden werden. Im 
Rahmen der Vulnerabilitätsanalyse sollten jedoch der Einfluss der verschiedenen 
Berechnungsmethoden und die damit verbundenen Annahmen analysiert und 
kritisch beleuchtet werden. 
Wird beispielsweise der absolute Indikatorenwert auf die BWS, die der Summe 
des Wertes aller hergestellten Güter eines Industriesektors abzüglich der Vorleis-
tungen anderer Produktionsbereiche und der Gütersteuern entspricht, bezogen, 
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ergibt sich für Sektoren mit aufwendigerem Produktionsprozess (also hohem 
BWS) bei gleichem Ausgangswert ein geringer Indikatorenwert als für Indust-
riesektoren mit einer geringeren Bruttowertschöpfung, obwohl hiermit nicht 
zwangsläufig eine geringere Vulnerabilität verbunden ist. Wird hingegen die 
Zahl der Betriebe (BT) zur Berechnung der spezifischen Indikatorenwerte einge-
setzt, werden die absoluten Indikatorenwerte auf eine funktionelle Einheit (Be-
trieb) bezogen. Hierbei wird jedoch die unterschiedliche Größe der Betriebe ver-
nachlässigt. Dieser Größenaspekt kann durch die Verwendung von Beschäftig-
tenzahlen (BS) als größenspezifische Bezugsgröße berücksichtigt werden. 
Insgesamt führt der Einsatz verschiedener Bezugsgrößen Vs bei der Bestimmung 
spezifischer Indikatorenwerte also dazu, dass die Werte je nach Berechnungsme-
thode voneinander abweichen und so unterschiedliche Aspekte bezüglich der 
über den jeweiligen Indikator untersuchten Vulnerabilitätsdimension erfasst 
werden. 
Um die mit der Wahl der Bezugsgröße verbundene Variabilität der Indikatoren-
werte zu erfassen, werden für alle spezifischen Indikatoren die Indikatorenwerte 
über die verschiedenen Berechnungsvarianten ermittelt und statistischen Analy-
sen unterzogen (Korrelations- und Faktorenanalyse). Des Weiteren werden zur 
Quantifizierung der mit der Auswahl der Berechnungsmethode verbundenen 
Unsicherheit Sensitivitätsanalysen durchgeführt, um so die Auswirkungen der 
verschiedenen Bezugsgrößen auf die sektorspezifische Gesamtvulnerabilität zu 
erfassen (vgl. Kap 6.6.1).  
Im beschriebenen Anwendungsbeispiel werden zur Berechnung der spezifischen 
Indikatorenwerte des Referenzszenarios alle drei größenspezifischen Kenngrö-
ßen Vs herangezogen, und der spezifische Indikatorenwert Is wird über die ge-
wichtete Summe der identifizierten Berechnungsvarianten ermittelt:  
s s s
s BWS BT BS
s s s
AI AI AISI w * w * w *
BWS BT BS
    [61] 
Die hierbei verwendeten spezifischen Kenngrößen Vs (BWS, BT, BS) werden 
von Destatis auf Ebene der Wirtschaftsabteilungen und Wirtschaftsunterab-
schnitte der WZ 2003 veröffentlicht (Statistisches Bundesamt, 2009b; Statisti-
sches Bundesamt, 2008a; Statistisches Bundesamt, 2008e). Die Gewichtungsfak-
toren BWS BT BSw , w , w  der verschiedenen Berechnungsvarianten werden über eine 
Faktorenanalyse gemäß der Methode von Nicolett et al. (2000) bestimmt, die in 
Kapitel 5.2.1 zur Ermittlung von statistisch begründeten Gewichtungsfaktoren in 
Indikatorenmodellen beschrieben wurde. Hierdurch ist es möglich, die über die 
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verschiedenen Varianten beschriebenen und in den Daten enthaltenen (statisti-
schen) Dimensionen angemessen bei der Indikatorenwertermittlung zu berück-
sichtigen. Um den Einfluss einzelner Extremwerte zu reduzieren, werden die 
ermittelten Werte vor der Aggregation einer logarithmischen Transformation 
unterzogen und zur Bereinigung der verschiedenen Einheiten über die jeweiligen 
Minimal- und Maximalwerte normalisiert. Da zur Kombination der drei Berech-
nungsvarianten auch der Einsatz der multiplikativen Aggregationsmethode 
denkbar ist, wird diese Berechnungsvariante ebenfalls im Rahmen der Sensitivi-
tätsanalysen untersucht. 
Tabelle 19 gibt einen zusammenfassenden Überblick über die Bestimmung der 
spezifischen Indikatorenwerte. Hier werden neben den verwendeten Ausgangs-
daten und den Datenquellen auch die Ergebnisse der statistischen Analysen zu-
sammengefasst. 
6.2.3.1 Ausgangsdaten zur Bestimmung der spezifischen  
Indikatorenwerte 
Alle Ausgangsdaten werden vom Statistischen Bundesamt auf Ebene der Wirt-
schaftsabteilungen erhoben (vgl. Tabelle 19). Zur Bestimmung des spezifischen 
Anlagenvermögens wird das Bruttoanlagenvermögen zu Wiederbeschaffungs-
preisen als Ausgangsgröße (AIs) eingesetzt. Hierüber werden alle Anlagen eines 
Sektors mit ihrem Neuwert ohne Berücksichtigung der Abschreibungen ausge-
wiesen. Die Personalintensität wird auf Basis der Anzahl der tätigen Personen 
(BSs) bestimmt, so dass hier nur zwei größenspezifische Bezugsgrößen zur Ver-
fügung stehen. 
Zur Bestimmung des spezifischen Elektrizitäts- bzw. Wasserverbrauchs werden 
der absolute Elektrizitätsverbrauch in TJ (AEVs) sowie die eingesetzte Frisch-
wassermenge in m3 (EFs) eingesetzt. Die eingesetzte Frischwassermenge wurde 
der Gesamtwassermenge vorgezogen, da bei Infrastrukturunterbrechungen be-
sonders Anlagen zur Wassergewinnung und -aufbereitung unterbrochen sind und 
daher für die Vulnerabilität besonders die Abhängigkeit der Produktionsprozesse 
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Sowohl für das spezifische Transportaufkommen auf der Straße als auch für das 
spezifische Transportaufkommen im Schienenverkehr stellt die güterspezifische 
Beförderungsleistung in Tkm den Ausgangswert der Indikatorenwertermittlung 
dar. Die Operationalisierung der Transportabhängigkeit auf Basis der güterspezi-
fischen Beförderungsleistung (in tkm) (BLLs und BLEs) muss hierbei jedoch 
durchaus kritisch betrachtet werden, da in diese nicht nur die Transportdistanz 
der Güter und die beförderte Menge, sondern auch das Gewicht der Güter mit 
einfließen. Während gemäß den in Kapitel 4.5 getroffenen Annahmen sowohl 
mit ansteigender Transportdistanz als auch mit zunehmender Beförderungsmen-
ge die Vulnerabilität eines Industriesektors zunimmt, hat das absolute Gewicht 
der beförderten Güter nur eine geringe Relevanz bezüglich der Vulnerabilität der 
betrachteten Industriesektoren. Die Verwendung der Beförderungsleistung zur 
Indikatorenwertermittlung kann daher zu irreführenden oder gar fehlerhaften 
Einschätzungen der Transportabhängigkeit führen. So ist es zum Beispiel denk-
bar, dass die Beförderungsleistung in einem Industriesektor, in dem viele leichte 
Güter über weite Strecken transportiert werden, gleich groß ist wie die güterspe-
zifische Beförderungsleistung eines anderen Sektors, in dem nur wenige Güter 
mit großem Gewicht über kurze Strecken transportiert werden. Die Vulnerabili-
täten dieser beiden Sektoren können jedoch nicht als gleich groß bewertet wer-
den, da aufgrund der höheren Störungswahrscheinlichkeit der Erstere der beiden 
von der Erwartung her anfälliger gegenüber Transportstörungen ist. Auf Ebene 
der Sektoren stehen derzeit jedoch keine alternativen, amtlichen Transportdaten 
(z. B. Anzahl der Lieferungen verschiedener Transportsysteme) zur Verfügung.  
Sowohl für die güterspezifische Beförderungsleistung mit Lastkraftfahrzeugen 
(BLLs) (Kraftfahrt Bundesamt, 2008) als auch für die güterspezifische Beförde-
rungsleistung im Güterverkehr der Eisenbahnen (BLEs) (Statistisches Bundes-
amt, 2009c) wurden im Rahmen des Anwendungsbeispiels Daten aus dem Jahr 
2008 eingesetzt. Vorteil dieser Datensätze ist, dass in diesen die beförderten Gü-
termengen bereits nach dem Einheitlichen Güterverzeichnis für die Verkehrssta-
tistik – 2007 (NST/2007) und nicht mehr wie in älteren Jahrgängen nach der 
NST/R 24 ausgewiesen werden. Die Güterklassifikation gemäß der NST-2007 
basiert auf der Classification of Products by Activitiy (CAP) und ist daher eng 
mit der Gliederung der Wirtschaftszweige (z. B. WZ 2003) verknüpft 
(Statistisches Bundesamt, 2008d). Dies ermöglicht, im Rahmen der Indikato-
renwertermittlung die güterspezifische Beförderungsleistung (ausgegeben nach 
Güterabteilungen der NST-2007) den Wirtschaftsabteilungen bzw. den Wirt-
schaftsunterabschnitten zuzuordnen. Um jedoch die Vergleichbarkeit dieser bei-
den Indikatoren mit den anderen Indikatoren, die auf Basis von Daten aus dem 
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Jahr 2006 ermittelt wurden, zu gewährleisten, wurden die Beförderungsleistung 
über einen Umrechnungsschlüssel des Statistischen Bundesamtes auf das Jahr 
2006 angepasst (Statistisches Bundesamt, 2008d). 
Die Abbildung der spezifischen Materialkosten erfolgt im Rahmen des Anwen-
dungsbeispiels auf Basis der absoluten Materialkosten (AMKs) eines Sektors. 
Diese werden vom Statistischen Bundesamt nicht direkt erfasst, können aber 
über die Kostenstruktur im produzierenden Gewerbe und den sektorspezifischen 
Bruttoproduktionswert [Mio. €] ermittelt werden. Generell muss die Abbildung 
der Materialabhängigkeit alleine über die Materialkosten jedoch auch kritisch 
bewertet werden, da dieser Wert nichts über die Kritikalität und die benötigten 
Mengen der Materialien aussagt (vgl. Kap. 4.5.4). Da jedoch hohe spezifische 
Materialkosten eines Industriesektors entweder in der großen Menge der benö-
tigten Materialien oder in deren hohem Preis begründet sind, kann dieser Wert 
unter der Annahme, dass es im Falle einer Lieferunterbrechung schwieriger ist, 
große Materialmengen oder hoch spezialisierte Materialien über alternative 
Quellen zu beschaffen, dennoch zur Abschätzung der Abhängigkeit eines Sek-
tors von Produktionsmaterialien herangezogen werden. Des Weiteren kann über 
die spezifischen Materialkosten der Aspekt, dass bei teureren Materialien meist 
geringer Lagerbestände vorgehalten werden, im Indikatorenmodell berücksich-
tigt werden. 
6.2.3.2 Statistische Analyse und Kombination der verschiedenen Be-
rechnungsvarianten 
Die statistische Analyse der drei Berechnungsvarianten liefert für die verschie-
denen spezifischen Indikatoren sehr unterschiedliche Ergebnisse (vgl. Tabelle 
19). Während die Berechnungsvarianten beispielsweise bei den Indikatoren spe-
zifischer Wasserverbrauch und spezifische Materialkosten nur sehr wenig von-
einander abweichen, sind die über verschiedenen Bezugsgrößen bestimmten In-
dikatorenwerte bei den Indikatoren spezifisches Anlagenvermögen und Personal-
intensität nur sehr schwach miteinander korreliert. Große Unterschiede treten 
hierbei insbesondere zwischen den Werten, die auf die Bruttowertschöpfung be-
zogen wurden, und den über die Anzahl der Betriebe bestimmten Indikatoren-
werten auf. Die Ergebnisse spiegeln sich auch in den zur Kombination der Be-
rechnungsvarianten eingesetzten Gewichtungsfaktoren, die auf Basis der Fakto-
renanalyse bestimmt wurden, wider. So werden beispielsweise zur Bestimmung 
des spezifischen Wasserverbrauchs die drei Berechnungsvarianten nahezu 
gleichgewichtet. Bei der Bestimmung des spezifischen Anlagenvermögens über 
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die Kombination aller möglichen Berechnungsvarianten werden über die statis-
tisch ermittelten Gewichtungsfaktoren hingegen die Indikatorenwerte, die über 
die Anzahl der Beschäftigten ermittelt wurden, im Vergleich zur Gleichgewich-
tung stärker und die Indikatorenwerte, die auf die Anzahl der Betriebe bezogen 
wurden, im Vergleich zur Gleichgewichtung schwächer gewichtet. 
6.3 Bestimmung des sektorspezifischen Vulnerabilitätsindex 
Zur Bestimmung der Vulnerabilität der untersuchten Wirtschaftsabteilungen und  
-unterabschnitte müssen die zuvor ermittelten Indikatorenwerte in Vulnerabili-
tätswerte umgewandelt und zu einem sektorspezifischen Vulnerabilitätsindex 
zusammengefasst werden. 
Hierbei stellen sowohl die Auswahl der Vulnerabilitätswertfunktionen, über die 
die Indikatorenwerte in Vulnerabilitätswerte zwischen 0 und 1 transformiert 
werden, als auch die Festlegung der Indikatorengewichtung und die Auswahl der 
Aggregationsmethode subjektive Schritte dar (vgl. Kap. 4.4). Um den Einfluss 
verschiedener Modell- und Parametervariationen abschätzen zu können, werden 
daher für das Anwendungsbeispiel Sensitivitätsanalysen durchgeführt (vgl. Kap. 
6.6).  
Im Folgenden wird beschrieben, welche methodische Vorgehensweise zur Be-
stimmung eines (sektorspezifischen) Basisindexes eingesetzt wird. Dieser Basis-
index dient im Folgenden sowohl als Referenzszenario für die durchgeführten 
Sensitivitätsanalysen als auch als Ausgangspunkt für die Bestimmung der regio-
nalen Vulnerabilität in Baden-Württemberg. 
6.3.1 Bestimmung der Vulnerabilitätswerte  
Um den Zusammenhang zwischen Indikatorenwert und Vulnerabilität abzubil-
den, können verschiedene Vulnerabilitätswertfunktionen zum Einsatz kommen. 
Zur Normalisierung der Indikatorenwerte eignen sich neben linearen beispiels-
weise auch exponentielle Vulnerabilitätswertfunktionen (vgl. Kap. 4.4.2). 
Bei entsprechender Datenverfügbarkeit ist es möglich, die Vulnerabilitätswert-
funktionen über die Auswertung historischer Ereignisse zu identifizieren und zu 
schätzen. Derzeit stehen für das untersuchte Anwendungsbeispiel solche Daten 
jedoch nicht zur Verfügung. Eine weitere Möglichkeit die Beziehung zwischen 
Indikatorenwert und Vulnerabilität angemessen abzubilden stellt die Integration 
von Experteneinschätzungen dar. Zur Ermittlung angemessener Vulnerabilitäts-
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wertfunktionen durch Experten sind beispielsweise moderierte Expertenwork-
shops geeignet.  
Im Anwendungsbeispiel werden zur Bestimmung des Basisindexes zunächst für 
alle Indikatoren lineare Vulnerabilitätswertfunktionen eingesetzt. Hierzu wurden 
für Fragilitätsindikatoren Funktionen mit positiver, für Resilienzfaktoren Funkti-
onen mit negativer Steigung ausgewählt.  
Um jedoch die Auswirkung der Form der Vulnerabilitätswertfunktionen ab-
schätzen zu können, werden im Rahmen der Sensitivitätsanalyse für einige der 
Indikatoren auch exponentielle Funktionen zur Vulnerabilitätswertermittlung 
eingesetzt6. Die Vulnerabilitätswerte zur Bestimmung des Basisindexes sind in 
Anhang A.2 (Wirtschaftsabteilungen) und A.3 (Wirtschaftsunterabschnitte) dar-
gestellt. 
6.3.2 Gewichtung und Aggregation der Vulnerabilitätswerte zu einem 
Basisindex 
Zur Bestimmung des sektorspezifischen Basisindexes werden die ermittelten 
Vulnerabilitätswerte über die lineare Aggregationsmethode zu einem Gesamtin-
dex zusammengefasst (vgl. Kap 4.4.3).  
Neben der Auswahl der Aggregationsmethode stellt bei der Zusammenfassung 
der einzelnen Indikatorenwerte zu einem Gesamtindex besonders die Festlegung 
der Gewichtungsfaktoren einen wichtigen Schritt dar. Für die Analyse der indus-
triellen Vulnerabilität bildet die Gewichtung der einzelnen Indikatoren deren 
Bedeutung als Vulnerabilitätsfaktor ab. Zur Ermittlung der Bedeutungsgewichte 
Imp
iw  sind in begrenztem Umfang statistische, aber besonders auch expertenba-
sierte Methoden geeignet (vgl. Kap. 4.4.3). 
Da eine solche Expertenabschätzung für das Anwendungsbeispiel nicht zur Ver-
fügung steht, muss für die Ermittlung des Basisindexes eine alternative Aus-
gangsgewichtung festgelegt werden. In verschiedenen Indikatorenmodellen wird 
als Ausgangspunkt der Analyse eine Gleichgewichtung aller Indikatoren gewählt 
(Cutter et al., 2010b). Da jedoch für die industrielle Vulnerabilität alle identifi-
zierten Vulnerabilitätsdimensionen gleichermaßen von Bedeutung sind, wird zur 
                                                 
6 Die herzu eingesetzten exponentielle Vulnerabilitätswertfunktionen wurden von fünf Experten im 
Rahmen eines Wokshops des Centers for Disaster Management and Risk Reduction Technology (CE-
DIM) identifiziert. Das CEDIM ist ein interdisziplinärer Forschungsverbund von Instituten des Karlsru-
her Instituts für Technologie (KIT) und des GeoForschungszentrums Potsdam. Zentraler Forschungsbe-
reich des CEDIM sind die Analyse natürlicher und anthropogener Risiken sowie die Entwicklung von 
Lösungsansätzen zur Risikofrühwarnung und Risikoreduktion; www.cedim.de. 
6.3 Bestimmung des sektorspezifischen Vulnerabilitätsindex 177 
   
Bestimmung des Basisindexes die Indikatorengewichtung ( Impiw ) so festgelegt, 
dass allen vier berücksichtigten Vulnerabilitätsdimensionen (unabhängig von der 
jeweiligen Indikatorenanzahl) die gleiche Bedeutung beigemessen wird (Tabelle 
20). Zudem werden innerhalb der vier Vulnerabilitätsdimensionen die verschie-
denen Abhängigkeitsdimensionen gleich gewichtet. 
Tabelle 20: Gewichtungsfaktoren Impiw  der Indikatoren bei Gleichgewichtung der vier Dimen-
sionen D1-4 
Dimension Indikator i Gewichtungsfaktor Im piw  
D1 (BA) I1 (AV) 0,250 
I2 (PI) 0,125 D2 (PA) 
I3 (SP) 0,125 
I4 (EV) 0,028 
I5 (EA) 0,028 
I6 (EVE) 0,028 
I7 (WV) 0,028 
I8 (WA) 0,028 
I9 (EVW) 0,028 
I11 (TAS) 0,042 
D3 (IA) 
I12 (TAE) 0,042 
I13 (MK) 0,042 
I14 (FIL) 0,042 
I15 (LVI) 0,042 
I16 (NVI) 0,063 
D4 (SCA) 
I17 (KN) 0,063 
Da Abhängigkeiten zwischen den Indikatoren zu unrobusten oder irreführenden 
Ergebnissen führen können (vgl. Kap. 5.1), werden im Rahmen des Anwen-
dungsbeispiels über die Gewichtungsfaktoren neben der Bedeutung der einzel-
nen Indikatoren auch die Abhängigkeitsstrukturen zwischen den Indikatoren be-
rücksichtigt. Hierzu werden im nachfolgenden Kapitel die Ergebnisse der Ab-
hängigkeitsanalyse vorgestellt und statistisch begründete Gewichtungsfaktoren 
Stat
iw  sowie auf Basis der Ergebnisse der Fuzzy-DEMATEL-Analyse Gewich-
tungskorrekturfaktoren Depiw  bestimmt (vgl. Kapitel 6.6). 
Um zu analysieren, wie sich die Auswahl der Aggregationsmethode und die 
Festlegung der Gewichtungsfaktoren auf die Ergebnisse der Vulnerabilitätsana-
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lyse auswirken, werden im Rahmen der Sensitivitätsanalyse die Vulnerabilität-
sindizes zudem unter Verwendung der multiplikativen Aggregationsmethode 
sowie für verschiedene Gewichtungsszenarios ermittelt (vgl. Kap. 6.6). 
6.4 Ableitung von Gewichtungsfaktoren auf Basis der  
Abhängigkeitsanalyse
6.4.1 Statistische Analyse der Indikatorenwerte 
Um zu analysieren, ob zwischen den Indikatoren des entwickelten Indikatoren-
modells statistische Abhängigkeiten vorherrschen, und zu überprüfen, ob über 
die gewählten Indikatoren verschiedene (statistische) Dimensionen abgebildet 
werden, wurden die Indikatorenwerte des Anwendungsbeispiels einer Korrelati-
onsanalyse nach Pearson sowie einer Faktorenanalyse unterzogen. Die Analysen 
wurden mithilfe der Statistiksoftware SPSS. 17.07 durchgeführt. 
Die Ergebnisse der Korrelationsanalyse (vgl. Korrelationskoeffizientenmatrix 
Anhang B.1) machen deutlich, dass die ermittelten Indikatorenwerte (statistisch) 
nicht unabhängig sind und zwischen einzelnen Indikatorenpaaren eine 2-seitig 
signifikante Korrelation (auf dem Niveau von 0,01) nachgewiesen werden kann. 
Die Korrelation zwischen den 16 Indikatoren ist jedoch insgesamt nur schwach 
bis mittelstark ausgeprägt. So übersteigt der Korrelationskoeffizient nur für 10 
der 128 Indikatorenpaare einen Wert von 0,5. Eine starke Korrelation, die sich 
nach Schlittgen durch Korrelationskoeffizienten >0,8 ausdrückt, tritt zwischen 
den analysierten Indikatorenwerten nicht auf (Schlittgen, 2009). Die höchste 
Korrelation wurde zwischen den Indikatoren spezifischer Elektrizitätsverbrauch 
und spezifischer Wasserverbrauch (WV) (0,78) sowie zwischen den spezifischen 
Materialkosten und den Durchschnittlichen Personalkosten (0,77) identifiziert. 
Die statistische Abhängigkeit zwischen den beiden Indikatoren zum spezifischen 
Transportaufkommen ist mit einem Korrelationskoeffizienten von 0,77 ebenfalls 
stark ausgeprägt. Indikatoren, die mit keinem der anderen Indikatoren eine signi-
fikante Korrelation aufweisen, sind beispielsweise die Konsumentennähe, die 
Wasser- und die Elektrizitätsabhängigkeit sowie die Personalintensität. 
Ergebnis der Korrelationsanalyse ist also, dass zwischen einigen Indikatoren 
statistische Abhängigkeiten existieren. Insgesamt deuten die schwach ausgepräg-
ten Abhängigkeiten aber auch darauf hin, dass die Indikatoren relativ ausgewo-
gen ausgewählt wurden und durch diese unterschiedliche (statistische) Dimensi-
onen erfasst werden. 
                                                 
7 SPSS Inc., Chicago, 2008 
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Um im Rahmen der statistischen Analyse nicht nur uni- und bivariate, sondern 
auch die multivariaten Abhängigkeiten zwischen Indikatoren zu erfassen, wurde 
eine explorative Faktorenanalyse durchgeführt.. 
Zur Extraktion der Faktoren (Lösung des Spearmanmodells) wurde die Haupt-
komponentenanalyse eingesetzt (vgl. Kap. 5.1). Die beizubehaltenden Faktoren 
wurden über das Kaiser-Kriterium bestimmt und so Faktoren mit einem Eigen-
wert   1 beibehalten. Um die Interpretierbarkeit der Faktorenanalyse zu verbes-
sern, wurden die so bestimmten Faktorladungen einer Varimax-Rotation unter-
zogen. 
Über die Faktorenanalyse werden 5 Komponenten extrahiert, die 78,4% der Ge-
samtvarianz erklären (Tabelle 21). Aufgrund der im Vergleich zur Fallzahl rela-
tiv großen Indikatorenanzahl ist das Kaiser-Meyer-Olkin Kriterium (KMO) mit 
0,53 sehr gering. Dies zeigt an, dass der Datensatz gerade noch für die Durch-
führung einer Faktorenanalyse geeignet ist, ein KMO >0,8 wäre jedoch wün-
schenswert (Cureton und D'Agostino, 1993). 
Tabelle 21: Erklärte Varianz der Komponenten 1-5 
Summe der quadrierten Faktorladungen 
Komponente 
total % der Vari-anz 
% der Varianz 
kumuliert 
1 4,4 27,4 27,4 
2 2,7 17,1 44,5 
3 2,4 14,9 59,4 
4 1,7 10,7 70,1 
5 1,3 8,3 78,4 
        
16       
Neben dem Kaiser-Kriterium liefert das Eigenwertediagramm (Scree-Plot) einen 
Anhaltspunkt zur Auswahl der beizubehaltenden Komponenten. In Abbildung 
30 wird ersichtlich, dass sich beim sequenziellen Auftragen der Eigenwerte aller 
identifizierten Komponenten die Steigung nach Komponente 5 am stärksten ver-
ändert. Der Verlauf des Scree-Plots macht zudem aber auch deutlich, dass die 
Redundanz der Indikatoren insgesamt relativ gering ist und diese zur Abbildung 
der Vulnerabilität ausgewogen gewählt wurden. 















Abbildung 30: Scree-Plot der Faktorenanalyse 
Die rotierte Komponentenmatrix (Tabelle 22) zeigt, dass einige der Indikatoren 
auf verschiedenen Komponenten hoch laden und so den einzelnen Komponenten 
nicht eindeutig zugeordnet werden können (z. B. spezifische Anlagenvermögen, 
Personalintensität, spezifischer Elektrizitätsverbrauch und spezifischer Wasser-
verbrauch). Indikatoren, die hingegen eindeutig auf eine der extrahierten Kom-
ponierten hoch laden, sind die Indikatoren spezifisches Transportaufkommen im 
Straßen- und Güterverkehr der Eisenbahnen (Komponente 2), oder die Indikato-
ren spezifische Materialkosten und Spezialisierungsgrad des Personals (Kom-
ponente 1).  
Aufgrund der nicht eindeutigen Zuordenbarkeit der Indikatoren ist die inhaltli-
che Interpretierbarkeit der extrahierten Faktoren begrenzt. Aus diesem Grund 
und wegen des geringen KMO-Kriteriums ist es daher nicht Ziel führend, die 
Indikatoren auf Basis der Faktorenanalyse zu neuen Zwischenindikatoren zu-
sammen zu fassen oder die industrielle Vulnerabilität durch eine reduzierte An-
zahl an Indikatoren abzubilden.  
Um jedoch die multivariate Korrelation zwischen den Indikatoren im Anwen-
dungsbeispiel zu berücksichtigen, werden die Ergebnisse der Faktorenanalyse 
zur Ableitung statistisch begründeter Gewichtungsfaktoren Statiw  eingesetzt (vgl. 
Kap. 6.4.2). Da die Aussagekraft statistischer Abhängigkeiten begrenzt ist, wer-
den die so ermittelten Indikatorengewichtungen allerdings nicht zur Bestimmung 
des Basisindexes eingesetzt, sondern erst bei der Sensitivitätsanalyse im Rahmen 
eines Gewichtungsszenarios berücksichtigt. 
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Tabelle 22: Rotierte Komponentenmatrix 
Komponente 
Indikator 
1 2 3 4 5 
AV 0,48 -0,07 -0,52 -0,19 0,48 
PI 0,15 -0,52 0,52 0,34 -0,08 
SP 0,82 0,04 0,03 0,08 0,03 
EV 0,43 0,40 -0,37 0,55 0,28 
EA 0,24 -0,07 0,78 -0,20 0,36 
EVE 0,05 0,19 -0,62 -0,23 0,09 
WV 0,61 0,13 -0,43 0,40 0,37 
WA -0,05 0,13 0,74 -0,03 -0,05 
EVW 0,13 -0,15 -0,09 0,01 0,89 
TAS 0,20 0,77 0,10 0,14 -0,35 
TAE 0,33 0,88 -0,08 0,10 -0,11 
MK 0,94 0,22 0,13 0,00 0,03 
FIL 0,29 0,06 -0,06 0,78 0,23 
LVI -0,18 0,19 0,26 0,80 -0,17 
NVI -0,10 0,81 -0,05 0,26 0,39 
KN 0,03 -0,26 -0,36 -0,42 -0,67 
6.4.2 Statistisch ermittelte Gewichtungsfaktoren 
Entsprechend der in Kapitel 5.2.1 beschriebenen Methode nach Nicolett et al. 
können auf Basis der Ergebnisse der Faktorenanalyse Indikatorengewichtungen 
abgeleitet werden, die den statistischen Informationsgehalt der Indikatorenwerte 
widerspiegeln und so überlappende Informationen im Aggregationsschritt aus-
gleichen (Nicolett et al., 2000). Dieser Methode liegt die Annahme zu Grunde, 
dass das normierte Quadrat der Faktorladung dem Anteil an der Varianz eines 
Indikators, die durch den jeweiligen Faktor erklärt wird, entspricht. Ausgehend 
hiervon konnten über die rotierte Komponentenmatrix, die erklärte Varianz der 
extrahierten Komponenten und die erklärte Gesamtvarianz die statistisch be-
gründeten Gewichtungsfaktoren Statiw  bestimmt werden (vgl. Tabelle 23). 
Da die so ermittelten Gewichtungsfaktoren alleine auf den statistischen Dimen-
sionen der Indikatorenwerte basieren und nicht die relative Bedeutung der Indi-
katoren für die Vulnerabilität widerspiegeln, wurden diese nicht zur Bestimmung 
des Basisindexes, sondern lediglich im Rahmen der Sensitivitätsanalyse einge-
setzt (vgl. Gewichtung GW_1, Kap. 6.6). Um bei der Bestimmung des Basisin-
dexes auch kausale Abhängigkeiten zu berücksichtigen und über die Indikato-
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rengewichtung dennoch die Bedeutung der Indikatoren abzubilden, wurden ent-
sprechend der in Kap. 5.1.4 beschriebenen Methodik die Gewichtungskorrektur-
faktoren Depiw  auf Basis der Fuzzy-DEMATEL-Analyse ermittelt. Im nachfol-
genden Kapitel werden die Ergebnisse der Fuzzy-DEMATEL-Analyse sowie die 
daraus abgeleiteten Gewichtungskorrekturfaktoren Depiw dargestellt. 
Tabelle 23: Statistisch bestimmte Gewichtungsfaktoren Statiw  
Indikator i Gewichtungsfaktor Statiw  
I1 (AV) 0,063 
I2 (PI) 0,051 
I3 (SP) 0,087 
I4 (EV) 0,068 
I5 (EA) 0,061 
I6 (EVE) 0,035 
I7 (WV) 0,078 
I8 (WA) 0,042 
I9 (EVW) 0,043 
I11 (TAS) 0,061 
I12 (TAE) 0,077 
I13 (MK) 0,118 
I14 (FIL) 0,051 
I15 (LVI) 0,053 
I16 (NVI) 0,066 
I17 (KN) 0,047 
6.4.3 DEMATEL-Analyse des entwickelten Indikatorenmodells 
Zur Analyse der kausalen Beziehungsstrukturen zwischen den Indikatoren wur-
den sowohl die klassische DEMATEL-Analyse als auch die Fuzzy-DEMATEL-
Analyse in MATLAB.8 implementiert (vgl. Kap. 5.1.2). Da die Abhängigkeiten 
dort analysiert werden müssen, wo sie wirksam werden, wurde die DEMATEL-
Analyse nicht zwischen allen Einzelindikatoren, sondern zweistufig auf Ebene 
der Vulnerabilitätsdimensionen (interdimensional) und auf Ebene der Indikato-
ren innerhalb jeder der vier Dimensionen  jD ,  j 1,..., 4 (intradimensional) 
durchgeführt. Die Vulnerabilitätsdimension Betriebsmittelabhängigkeit (D1 
                                                 
8 MATrix LABoratory R2009a der Firma The MathWorks, Inc., Natick, Massachusetts  
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(BA)) wird im Indikatorenmodell lediglich über einen Indikator abgebildet. Da-
her war eine intradimensionale Abhängigkeitsanalyse hier nicht notwendig. 
Ausgangspunkt für die vier durchgeführten DEMATEL-Analysen waren auf 
interdimensionaler Ebene die direkte Einflussmatrix Mdim und auf intradimensio-
naler Ebene die direkten Einflussmatrizen  jM ,  j 1,...,3 , die die direkte Abhän-
gigkeit der Dimensionen (bzw. Indikatoren) über einen paarweisen Vergleich auf 
einer Skala von 0 bis 4 abbilden (0 = kein Einfluss, 1 = niedriger Einfluss, 
2 = mittlerer Einfluss, 3 = starker Einfluss, 4 = sehr starker Einfluss) und von 5 
Experten im Rahmen eines Workshops des Center for Disaster Management and 
Risk Reduction Technology (CEDIM)9 bestimmt wurden (vgl. Anhang B.2).  
Ausgehend von Mdim und Mj wurden sowohl für die klassische DEMATEL-
Analyse als auch für die Fuzzy-DEMATEL-Analyse, zuerst die normalisierten 
direkten Einflussmatrizen Ndim und Nj (bzw. die normalisierten direkten Ein-
flussstrukturen dimN und jN ) und anschließend die totalen Einflussmatrizen Tdim 
und Tj (bzw. die totalen Einflussstrukturen dimT  und jT ) bestimmt. Die über die 
Fuzzy-DEMATEL-Methode ermittelte totale Einflussstruktur ist für alle vier 
durchgeführten DEMATEL-Analysen in defuzzyfizierter Form im Anhang B.3 
dargestellt. Aus dieser sowie den totalen Einflussmatrizen der klassischen DE-
MATEL-Analyse wurden sowohl die inter- als auch intradimensionalen charak-
teristischen Kennzahlen iP  (Zeilensumme) und iR  (Spaltensumme) ermittelt. 
6.4.3.1 Ergebnisse der interdimensionalen DEMATEL-Analyse 
Die in Tabelle 24 dargestellten Kennzahlen der interdimensionalen DEMATEL-
Analyse geben Aufschluss über die Abhängigkeitsstrukturen, die auf Basis der 
Experteneinschätzungen zwischen den vier Vulnerabilitätsdimensionen des Indi-
katorenmodells identifiziert werden können. Die Parameter machen deutlich, 
dass sowohl der von den einzelnen Dimensionen ausgehende Einfluss auf ande-
ren Dimensionen ( iP ) als auch der auf die Dimensionen einwirkende Einfluss 
( iR ) relativ gering ist und zwischen den Vulnerabilitätsdimensionen des Indika-
torenmodells nur mäßig stark ausgeprägte kausale Abhängigkeiten bestehen.  
Wie ein Vergleich der Ergebnisse der Fuzzy-DEMATEL-Analyse mit denen der 
klassischen DEMATEL-Analyse zeigt, führt die Fuzzy-DEMATEL-Analyse im 
                                                 
9 Das CEDIM ist ein interdisziplinärer Forschungsverbund von Instituten des Karlsruher Instituts für 
Technologie (KIT) und des GeoForschungszentrums Potsdam. Zentraler Forschungsbereich des CEDIM 
sind die Analyse natürlicher und anthropogener Risiken sowie die Entwicklung von Lösungsansätzen zur 
Risikofrühwarnung und Risikoreduktion; www.cedim.de. 
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Fall des untersuchten Beispiels und unter Verwendung der in Kap. 5.1.2.2 be-
schriebenen Zugehörigkeitsfunktionen sowohl zu einer Verringerung der charak-
teristischen Parameterwerte als auch zu einer Stauchung der Relationen zwi-
schen den Parametern. Dies führt (im untersuchten Beispiel) dazu, dass über die-
se Methode generell weniger stark ausgeprägte Abhängigkeiten identifiziert 
werden. Da über die Fuzzy-DEMATEL-Analyse der Unschärfe der linguisti-
schen Formulierungen der Experteneinschätzungen Rechnung getragen werden 
kann, werden im Folgenden lediglich die Ergebnisse dieser Abhängigkeitsanaly-
se beschrieben und zur Bestimmung des Basisindexes eingesetzt.  
Tabelle 24: iP - und iR -Werte der DEMATEL-Analysen für die Dimensionen Dj 




iP  iR  iP  iR  
D1 BA 0,13 0,03 0,18 0,13 
D2 PA 0,03 0,08 0,00 0,10 
D3 IA 0,14 0,20 0,23 0,29 
D4 SCA 0,15 0,09 0,24 0,13 
Im Causal-Diagram werden die Beziehungsstrukturen zwischen den vier Vulne-
rabilitätsdimensionen deutlich (Abbildung 31). Im analysierten Anwendungsbei-
spiel zeigt die Vulnerabilitätsdimension Infrastrukturabhängigkeit (D3 (IA)) 
aufgrund des höchsten s+-Wertes die stärkste Vernetzung mit den drei anderen 
Vulnerabilitätsdimensionen. Der geringe negative s--Wert macht deutlich, dass 
der Einfluss der anderen Vulnerabilitätsdimensionen auf diese Dimension den 
von ihr ausgehenden Einfluss leicht übersteigt. Die Vulnerabilitätsdimension 
Supply Chain Abhängigkeit (D4 (SCA)) weist unter den betrachteten Dimensio-
nen den zweithöchsten Vernetzungsgrad (s+) auf. Hier übersteigt jedoch der von 
der Dimension ausgehende den einwirkenden Einfluss. Betrachtet man den Rela-
tions- bzw. Positionswert der Vulnerabilitätsdimension D1 (BA), so wird deut-
lich, dass die Interdependenzen dieser Dimension mit den anderen Dimensionen 
insgesamt geringer sind. Hierbei ist hervorzuheben, dass, wie der sehr geringen 
iR -Wertes anzeigt, die auf diese Dimension einwirkenden Einflüsse besonders 
schwach ausgeprägt sind. Die Dimension mit der geringsten Vernetzung stellt 
die Vulnerabilitätsdimension D2 (PA) dar, bei der sowohl die einwirkenden als 
auch die ausgehenden Einflüsse sehr gering sind. 
Die Analyse der Abhängigkeitsbeziehungen zwischen den im Indikatorenmodell 
abgebildeten Dimensionen macht deutlich, dass zwischen den vier Vulnerabili-
tätsdimensionen Wechselwirkungen auftreten, insgesamt die Abhängigkeiten 
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jedoch so gering sind, dass man von einer angemessenen Auswahl der im Indi-






















Abbildung 31: Causal-Diagram der interdimensionalen Einflüsse 
 (Abkürzungen vgl. Tabelle 24) 
6.4.3.1 Ergebnisse der intradimensionalen DEMATEL-Analyse 
Die charakteristischen Parameter der drei durchgeführten intradimensionalen 
Abhängigkeitsanalysen sind in Anhang B.4 dargestellt. Betrachtet man die gra-
phische Darstellung der charakteristischen Kennzahlen der intradimensionalen 
Fuzzy-DEMATEL-Analyse der Vulnerabilitätsdimension D3 (IA) (Abbildung 
32), wird deutlich, dass sich die Abhängigkeiten in einem mäßig ausgeprägten 
Bereich bewegen. Die höheren Positions-Werte mehrerer Indikatoren zeigen je-
doch, dass die Abhängigkeiten zwischen den Indikatoren dieser Dimension ins-
gesamt etwas stärker ausgeprägt sind als die zuvor betrachteten interdimensiona-
len Abhängigkeiten. 
Innerhalb der Dimension D3 (Infrastrukturabhängigkeit (IA)) existieren beson-
ders zwischen den Indikatoren zur Abbildung der Wasser- und der Elektrizitäts-
abhängigkeit stärker ausgeprägte Abhängigkeiten. Wie in Abbildung 32 deutlich 
wird, besteht besonders eine Verflechtung des Indikators Spezifische Wasserver-
sorgung (WV) mit den anderen Indikatoren der Vulnerabilitätsdimension. Der 
relativ hohe Positionswert dieses Indikators wird hierbei hauptsächlich durch die 
von diesem Indikator ausgehenden Einflüsse verursacht. Indikatoren mit ähnlich 
starken Wechselwirkungen stellen die Indikatoren Elektrizitätsabhängigkeit 
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(EA) und Eigenversorgungsgrad Elektrizität (EVE) dar. Im Gegensatz zum In-
dikator Spezifische Wasserversorgung (WV) ist bei diesen jedoch der auf die 
Indikatoren einwirkende Einfluss größer als der von ihnen ausgehende. Weiter-
hin wird aus der Abhängigkeitsanalyse ersichtlich, dass der Indikator spezifi-
scher Elektrizitätsverbrauch (EV) bei einem insgesamt mäßigen Positionswert 
den zweithöchsten Relationswert aufweist, also dieser Indikator einen verhält-
nismäßig starken Einfluss auf die anderen Indikatoren hat. Da die Indikatoren 
zur Abbildung der Transportabhängigkeit (STAE und STAS) sich lediglich ge-
genseitig und zudem im gleichen Ausmaß beeinflussen, zeichnen sich diese In-
dikatoren durch identische (geringe) Positionswerte sowie einen Relationswert 
von Null aus. Die intradimensionalen Abhängigkeiten in den Dimensionen D2 





























Abbildung 32: Causal-Diagram der intradimensionalen Einflüsse innerhalb der Dimension 
Infrastrukturabhängigkeit (Abkürzungen vgl. Tabelle 24) 
Zur integrierten Darstellung der Abhängigkeiten der Indikatoren wurde ausge-
hend von den totalen Einflussmatrizen aller durchgeführten DEMATEL-
Analysen eine zweistufige Impact-Relation Map erstellt (Abbildung 33). Zur 
Wahrung der Übersichtlichkeit wurde auf jeder Ebene der jeweilige Mittelwert 
aller tij als Grenzwert tˆ für die Darstellung der Beziehungsstrukturen gewählt. Im 
Wesentlichen werden in dieser Darstellungsform die zuvor beschriebenen Ab-
hängigkeitsbeziehungen deutlich. Aufgrund des Einsatzes eines Grenzwertes 
kommt es jedoch zu einem gewissen Informationsverlust, da lediglich stärker 
ausgeprägte Abhängigkeiten ersichtlich sind.  
Insgesamt zeigen alle durchgeführten expertenbasierten Abhängigkeitsanalysen, 
dass die kausalen wechselseitigen Beziehungen sowohl zwischen den Dimensio-
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nen als auch zwischen den einzelnen Indikatoren nur schwach bis mäßig stark 
ausgeprägt sind. Dies verdeutlicht, dass im entwickelten Indikatorenmodell die 
Indikatoren nicht so stark voneinander abhängig sind, dass die Indikatorenaus-
wahl angepasst werden müsste. Da jedoch auch schwache und mittlere Abhän-
gigkeiten bei einer Aggregation der Vulnerabilitätswerte die Ergebnisse verzer-
ren können, müssen auch diese im Indikatorenmodell berücksichtigt werden. 
Daher wurden, wie im Folgenden beschrieben, die Gewichtungsfaktoren Depiw  
gemäß der in Kapitel 5.2.2 vorgestellten Methode ermittelt. Die Gewichtungs-
faktoren Depiw werden bei der Bestimmung des Basisindexes als Gewichtungs-
korrekturfaktoren mit den Bedeutungsgewichten Im piw  kombiniert und so die 



















Abbildung 33: Impact-Relation Map zur Abbildung inter- und intradimensionaler Abhängigkei-
ten ( Dˆimt = 0,03 , PˆAt = 0,02 , IˆAt = 0,07 , SˆCAt = 0,04 ) 
6.4.4 Auf der DEMATEL-Analyse basierende Gewichtungskor-
rekturfaktoren 
Ausgangspunkt zur Bestimmung der Gewichtungskorrekturfaktoren Depiw  stellen 
die charakteristischen Parameter iP  der Fuzzy-DEMATEL-Analyse dar, die ü-
ber ein potenziell maximales maxiP  und ein potenziell minimales miniP  normiert 
wurden (vgl. Kap. 5.1.3). Der iR -Wert findet bei der Bestimmung der Gewich-
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tungskorrekturfaktoren Depiw  keine Berücksichtigung, um eine Doppelwertung 
der Abhängigkeiten zu vermeiden. 
In Tabelle 25 sind die für das Anwendungsbeispiel ermittelten Gewichtungskor-
rekturfaktoren auf interdimensionaler (
m
Dep
Dimw ) und intradimensionaler ( n
Dep
Indw ) 
Ebene sowie die sich aus diesen beiden Werten ergebenden Gesamtkorrekturfak-
toren Depiw  aller Indikatoren i dargestellt. Diese Gewichtungskorrekturfaktoren 
Dep
iw  wurden mit den Bedeutungsgewichten 
Imp
iw  kombiniert und als Gesamt-
gewicht iw zur Bestimmung des Basisindexes eingesetzt. 












0,87 spez. Anlagenvermögen (AV) 1,00 0,87 
Personalintensität (PI) 0,97 0,94 Personalausfall 
(PA) 0,97 Spezialisierungsgrad Personal (SP) 0,87 0,84 
Abhängigkeitsfaktor Elektrizität (EA) 0,79 0,69 








Eigenversorgungsgrad Wasser (EVW) 0,89 0,77 






spez. Transportaufkommen Schiene 
(TAE) 
0,92 0,80 
spez. Materialkosten (SMK) 0,88 0,75 
lieferseitige Verflechtung (LV) 0,89 0,76 
Anteil firmeninterner Lieferungen (FIL) 0,85 0,72 




Konsumentennähe (KN) 0,89 0,76 
Entsprechend der zuvor beschriebenen Abhängigkeiten werden Indikatoren 
(bzw. Dimensionen) mit starkem Einfluss auf andere Indikatoren (bzw. Dimen-
sionen) stärker abgeschwächt als Indikatoren (Dimensionen), die nur einen ge-
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ringen Einfluss auf andere Indikatoren (Dimensionen) haben. Auf Ebene der 
Dimensionen wird aufgrund der identifizierten Abhängigkeiten z. B. die Vulne-
rabilitätsdimension Supply Chain Abhängigkeit (SCA) am stärksten abge-
schwächt (Gewichtungskorrekturfaktor 0,86). Indikatoren mit vergleichsweise 
starkem Einfluss auf andere Indikatoren und entsprechend höheren Gewich-
tungskorrekturfaktoren sind die Indikatoren spezifischer Wasserverbrauch (WV; 
0,73), spezifischer Elektrizitätsverbrauch (EV; 0,79) und der Anteil der firmenin-
ternen Lieferungen (FIL; 0,85). 
Vergleicht man die Gewichtungskorrekturfaktoren mit den statistisch ermittelten 
Gewichtungsfaktoren, wird deutlich, dass die Anpassungen der Indikatoren-
gewichte auf Basis der verschiedenen Abhängigkeitsanalyse sehr unterschiedlich 
ausfallen. Während beispielsweise die Gewichtungsfaktoren der Indikatoren spe-
zifischer Wasser- und Elektrizitätsverbrauch (EV und WV) über die Korrektur-
fakturen Depiw  sehr stark abgeschwächt werden findet beim Einsatz von statisti-
schen Gewichtungsfaktoren Statiw  eine leichte Erhöhung der Gewichtung dieser 
Indikatoren (im Vergleich zur Gleichgewichtung der Indikatoren) statt.  
Indikatoren, die über statistische Gewichtungsfaktoren hingegen stärker  
angepasst werden als über Gewichtungsfaktoren auf Basis der DEMATEL-
Analyse sind die Indikatoren Eigenversorgungsgrad Elektrizität (EVE), Eigen-
versorgungsgrad Wasser (EVW) und Wasserabhängigkeit (WA). Indikatoren, 
die über beide Methoden Anpassungen in ähnlichem Umfang erfahren, sind die 
Indikatoren Konsumentennähe (KN), Personalintensität (PI) und Anteil Firmen-
interner Lieferungen (FIL). Diese Indikatoren werden über beide Methoden 
leicht bis mässig stark abgeschwächt. Der Vergleich der Gewichtungsanpassun-
gen über statistische und expertenbasierte Methoden verdeutlicht also, dass über 
die beiden Analysemethoden verschiedene Arten von Abhängigkeiten erfasst 
werden. 
6.5 Vulnerabilität der im Anwendungsbeispiel untersuchten  
Industriesektoren  
6.5.1 Methodische Vorgehensweise zur Bestimmung des 
Basisindexes auf Sektorenebene 
Entsprechend der erläuterten methodischen Vorgehensweise wurde die sektor-
spezifische Vulnerabilität der 26 Wirtschaftsabteilungen (bzw. 16 Wirtschafts-
unterabschnitte) über einen Basisindex bestimmt. Dieser dient im Folgenden als 
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Vergleichsbasis für die durchgeführten Sensitivitätsanalysen sowie als  
Ausgangspunkt für die Bestimmung der regionalen Vulnerabilität. Tabelle 26 
gibt eine zusammenfassende Übersicht über die zur Bestimmung des Basisinde-
xes gewählten Modellkonfigurationen und -parameter.  
Tabelle 26: Übersicht über die methodische Vorgehensweise zur Bestimmung des Basisindexes 
im Anwendungsbeispiel 
Methodische Vorgehensweise Basisindex 
Berechnung Spezifi-
sche Indikatorenwerte 
- gewichtete Summe der drei Berechnungsvarianten (vgl. 
Kap.6.2.2):  
s s s
s BWS BT BS
s s s
AI AI AII w * w w
BWS BT BS
    
Vulnerabilitätswert-
funktionen 
- linear (alle Indikatoren i) (vgl. Kap. 6.3.1):  
   Fragilitätsindikatoren: steigend 
   Resilienzindikatoren: fallend 
Aggregationsmethode - linear additiv (vgl. Kap. 6.3.2) 
Indikatorengewichtung - Im *p Depi i iw w w  (vgl. Kap. 6.3.2 und Kap. 6.4.4) 
- Im piw : Gleichgewichtung der Vulnerabilitätsdimensionen 
- Depiw : Gewichtungskorrekturfaktor zur 
             Berücksichtigung der Abhängigkeiten 
6.5.2 Sektorspezifische Vulnerabilität gegenüber indirekten Schäden 
Der für die 26 Wirtschaftsabteilungen des Anwendungsbeispiels ermittelte sek-
torspezifische Vulnerabilitätsindex ist in Abbildung 34 dargestellt (Wirtschafts-
unterabschnitte s. Anhang B.6). Dieser Vulnerabilitätsindex bildet nicht die An-
fälligkeit einzelner Unternehmen ab, sondern zeigt an, wie verwundbar Indust-
riesektoren gegenüber indirekten Schäden (primäre und sekundäre Betriebsun-
terbrechungen) bei Naturkatastrophen sind. Des Weiteren liefert der Vulnerabili-
tätsindex keine absoluten, sondern relative Vulnerabilitätswerte. Ein Vergleich 
der sektorspezifischen Basisindizes macht deutlich, dass sich die Sektoren des 
produzierenden Gewerbes hinsichtlich ihrer indirekten Verwundbarkeit durch 
Naturrisiken stark unterscheiden.  
Während beispielsweise die (relativen) industriellen Vulnerabilitätsindizes für 
das „Baugewerbe“ (WZ 45 (BAU); 0,20), das „Bekleidungsgewerbe“ (WZ 18 
(BEK); 0,23) und die „Herstellung von Medizin-, Mess- und Steuertechnik“ 
(WZ 33 (MED); 0,23) sehr niedrig sind, zeichnen sich die Sektoren „Metaller-
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zeugung und -bearbeitung“ (WZ 27 (MET); 0,39) und „Herstellung von Kraft-
wagen und Kraftwagenteilen“ (WZ 34 (KFZ); 0,43) durch eine relativ hohe Vul-
nerabilität aus. Die höchsten Vulnerabilitätsindizes und damit die stärkste Ver-
wundbarkeit gegenüber indirekten Effekten weisen im untersuchten Anwen-
dungsbeispiel die „Energieversorgung“ (WZ 40 (EN); 0,49) und die Wirtschafts-
abteilung „Kokerei, Mineralölverarbeitung, Herstellung von Brutstoffen“ (WZ 
23 (MIN); 0,47) auf.  
























































Abbildung 34: Sektorspezifische Vulnerabilitätsindizes der im Anwendungsbeispiel untersuch-
ten Wirtschaftsabteilungen (Datenbasis: sektorspezifische Daten der Wirtschaftsabteilungen in 
Deutschland, für Abkürzungen vgl. Tabelle 15) 
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Um einen mit der Aggregation der Indikatorenwerte zu einem zusammengesetz-
ten Gesamtindex (Composite Index) verbundenen Informationsverlust zu ver-
meiden, sollte im Rahmen der Ergebnisanalyse nicht alleine der Gesamtindex 
betrachtet werden. Vielmehr ist es notwendig, sowohl den Beitrag der einzelnen 
Dimensionen zur Gesamtvulnerabilität eines Industriesektors als auch die Zu-
sammensetzung der einzelnen Vulnerabilitätsdimensionen zu betrachten (vgl. 
Kap. 4.4.3). 
Der Beitrag der einzelnen Dimensionen zur Gesamtvulnerabilität ist bereits in 
der in Abbildung 34 gewählten Darstellungsform sichtbar. So wird hier bei-
spielsweise deutlich, dass die hohe Gesamtvulnerabilität der „Energieversor-
gung“ (WZ 40 (EN)) in der relativ hohen Anlagen- und Personalabhängigkeit 
dieses Industriesektors begründet ist. Im Gegensatz hierzu trägt im Bereich „Ko-
kerei, Mineralölverarbeitung, Herstellung von Brutstoffen“ (WZ 23 (MIN) be-
sonders die hohe Abhängigkeit dieses Sektors von Infrastruktursystemen zur 
Anfälligkeit gegenüber indirekten Effekten bei. Industriesektoren, bei denen die 
Abhängigkeit von Supply Chain Prozessen einen verhältnismäßig großen Anteil 
an der Gesamtvulnerabilität ausmacht, sind beispielsweise die Wirtschaftsabtei-
lungen „Recycling“ (WZ 37 (REC)) und „H. v. Kraftwagen und Kraftwagentei-
len“ (WZ 34 (KFZ)), wobei bei Ersterer auch die stark ausgeprägte Infrastruk-
turabhängigkeit und bei letzterer die Personalabhängigkeit maßgeblich zur hohen 
Gesamtvulnerabilität beitragen. Bei einigen der Industriesektoren ist der Beitrag 
der verschiedenen Vulnerabilitätsdimensionen zur Gesamtvulnerabilität jedoch 
relativ ausgewogen. Dies ist beispielsweise in den Sektoren „Tabakverarbei-
tung“ (WZ 16 (TAB)) und „Ledergewerbe“ (WZ 19 (LED)) der Fall.  
Die über das hierarchische Indikatorenmodell ermittelten sektorspezifischen 
Vulnerabilitätsindizes erscheinen für die meisten der untersuchten Industriesek-
toren plausibel. So handelt es sich beispielsweise bei der „Energieversorgung“ 
(EN) um einen sehr anfällige Branche, bei der neben Energieerzeugungslagen 
besonders komplexe Transport- und Verteilnetze für einen reibungslosen Ablauf 
der Unternehmensprozesse von Bedeutung sind. Ebenso war für den Industrie-
sektor „Kokerei, Mineralölverarbeitung, Herstellung von Brutstoffen“ (MIN) 
aufgrund der Energieintensität der Branche mit einer hohen relativen Vulnerabi-
lität gegenüber indirekten Schäden zu rechnen und auch der relativ hohe Vulne-
rabilitätswert des Sektors „Herstellung von Kraftwagen und Kraftwagenteilen“ 
(KFZ) ist nachvollziehbar. Bei diesem Sektor ist jedoch erstaunlich, dass nicht 
die Supply Chain Abhängigkeit, sondern die Personalabhängigkeit den grössten 
Beitrag zur Vulnerabilität liefert. Während im Bereich geringer Vulnerabilitäts-
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werte die Ergebnisse des Indikatorenmodells ebenfalls sehr plausibel erscheinen 
(z. B. geringe Vulnerabilität der Bau- und Bekleidungsindustrie) ist im oberen 
Vulnerabilitätsbereich die relativ hohe Vulnerabilität des Recyclingsektors über-
raschend. Die Vulnerabilität diese Sektors wird hauptsächlich durch eine ver-
hältnismäßig ausgeprägte Infrastruktur- und Supply Chain Abhängigkeit beein-
flusst. Da es sich bei der Recyclingbranche um einen sehr transportintensiven 
Sektor mit hohen spezifischen Transportgewichten handelt und die Transportab-
hängigkeit im Indikatorenmodell über die güterspezifische Transportleistung 
erfasst wird, kann es hier zu einer Überschätzung der Transport- und damit auch 
der Infrastrukturabhängigkeit kommen (vgl. Kap. 6.5.2.1). Bezüglich der Di-
mension Supply Chain Abhängigkeit kann zudem eine Überschätzung der Lie-
ferabhängigkeit den sektorspezifischen Vulnerabilitätsindex beeinflussen. Ein 
Grund hierfür könnte sein, dass zur Erfassung der Lieferabhängigkeit lediglich 
die spezifischen Materialkosten und nicht die Kritikalität der Teile, die bei der 
Recyclingindustrie eher gering ist, berücksichtigt werden (vgl. 4.5.3.4). 
Insgesamt fällt bei der Analyse der Ergebnisse auf, dass sich die einzelnen Wirt-
schaftsabteilungen am stärksten hinsichtlich ihrer Betriebsmittelabhängigkeit 
unterscheiden. Hierbei muss berücksichtigt werden, dass dieser Effekt teilweise 
darin begründet ist, dass die Betriebsmittelabhängigkeit anders als die drei ande-
ren Vulnerabilitätsdimensionen im Indikatorenmodell lediglich über einen  
einzigen Indikator abgebildet wird. Dies führt dazu, dass innerhalb dieser Vulne-
rabilitätsdimension keine Kompensation zwischen mehreren Indikatoren auftritt 
und daher die Unterschiede zwischen den betrachteten Industriesektoren stärker 
ins Gewicht fallen.  
Um aus den Ergebnissen der indikatorenbasierten Vulnerabilitätsanalyse detail-
liertere Informationen zu generieren und so z. B. im Rahmen des regionalen in-
dustriellen Risikomanagements Schwachstellen der Industriesektoren ableiten zu 
können, ist es notwendig, die Ergebnisse der Vulnerabilitätsanalyse auf einem 
weniger aggregierten Niveau (z. B. auf Ebene der Abhängigkeitsdimensionen) 
zu betrachten. Die Indikatorenwerte aller vier Vulnerabilitätsdimensionen und 
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6.5.2.1 Sektorspezifische Infrastrukturabhängigkeit 
Zur detaillierten Betrachtung der Abhängigkeit der Industriesektoren von Infra-
struktursystemen wurde in Abbildung 35 der Beitrag der drei Abhängigkeits-
dimensionen Elektrizitätsabhängigkeit, Wasserabhängigkeit und Transportab-
hängigkeit zur Vulnerabilitätsdimension D3 (IA) dargestellt. Auch hinsichtlich 
der Infrastrukturabhängigkeit unterscheiden sich die betrachteten Wirtschaftsab-
teilungen meist deutlich, wobei sich, wie in Abbildung 35 ersichtlich, besonders 
die vier Industriesektoren „Recycling“ (WZ 37 (REC)), „Kokerei, Mineralölver-
arbeitung, Herstellung von Brutstoffen“ (WZ 23 (MIN)), „Metallerzeugung und 
-bearbeitung“ (WZ 27 (METE) und „Herstellung von chemischen Erzeugnissen“ 
(WZ 24 (CHEM)) durch eine besonders ausgeprägte Verwundbarkeit gegenüber 
Infrastrukturausfällen von den anderen Industriesektoren abgrenzen.  
Bei allen im Anwendungsbeispiel betrachteten Wirtschaftsabteilungen liefert die 
Abhängigkeit von der Elektrizitätsversorgung einen relativ hohen Beitrag zur 
Infrastrukturabhängigkeit (35-71%), was die zentrale Bedeutung der Elektrizi-
tätsversorgung für die industrielle Produktion widerspiegelt. Die Wasserabhän-
gigkeit macht bei allen untersuchten Industriesektoren einen geringeren Anteil 
an der Infrastrukturabhängigkeit aus. Während die Unterschiede zwischen den 
Wirtschaftsabteilungen bezüglich der Elektrizitätsabhängigkeit und der Wasser-
abhängigkeit eher gering ausgeprägt sind, variiert die Transportabhängigkeit 
zwischen den verschiedenen Sektoren sehr stark. Dies führt dazu dass der Bei-
trag der Transportabhängigkeit zur allgemeinen Infrastrukturabhängigkeit in ei-
nigen der betrachteten Sektoren sehr groß (WZ 37 (REC), 41% und WZ 23 
(MIN), 42%), in einigen Bereichen für die Vulnerabilität jedoch nahezu unbe-
deutend ist (WZ 29 (MASCH), 4%, WZ 31 (BÜRO), 4% und WZ 41 (WA), 
3%). 
6.5.2.2 Sektorspezifische Supply Chain Abhängigkeit 
Die untersuchten Wirtschaftsabteilungen weisen ebenfalls sehr unterschiedliche 
Abhängigkeiten hinsichtlich der Vulnerabilitätsdimension Supply Chain Abhän-
gigkeit auf (vgl. Anhang B.7). Aufgrund der hohen Liefer- und Nachfrageabhän-
gigkeit des Sektors „Recycling“ (WZ 37 (REC); 0,17) weist dieser Sektor eine 
besonders hohe Supply Chain Abhängigkeit auf. Sektoren, die gemäß ihrer Indi-
katorenwerte ebenfalls anfällig für Betriebsunterbrechungen durch Supply Chain 
Unterbrechungen sind, sind die Wirtschaftsabteilungen „Glasgewerbe, Herstel-
lung von Keramik, Verarbeitung von Steinen und Erden“ (WZ 26 (GLAS); 
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0,12), „Holzgewerbe“ (WZ 20 (HOLZ); 0,12) und „Herstellung von Geräte der 
Elektrizitätserzeugung, Elektrizitätsverteilung“ (WZ 31 (ELEK); 0,12). Bei der 
Mehrzahl der betrachteten Sektoren macht die Lieferabhängigkeit den größeren 
Anteil an der Supply Chain Abhängigkeit aus. Ausnahmen hiervon stellen die 
Sektoren „Recycling“ (WZ 37 (REC)), „Herstellung von Chemischen Erzeug-
nissen“ (WZ 24 (CHEM)), „Papiergewerbe“ (WZ 21 (PAP)) und „Metallerzeu-
gung und -bearbeitung“ (WZ 27 (MET)) dar. Der stärkere Einfluss der Nachfra-
geabhängigkeit bei diesen Sektoren ist sowohl in der starken ökonomischen Ver-

























































Abbildung 35: Sektorspezifische Verwundbarkeit gegenüber Infrastrukturausfällen  
(für Abkürzungen vgl. Tabelle 15) 
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6.5.2.3 Sektorspezifische Anlagen- und Personalabhängigkeit 
Zudem unterscheiden sich die betrachteten Wirtschaftsabteilungen bezüglich der 
Anlagenabhängigkeit und damit bezüglich ihrer Verwundbarkeit gegenüber  
Betriebsmittelausfällen stark. Hohe Abhängigkeitswerte in dieser Dimension 
weisen besonders die Sektoren „Energieversorgung“ (WZ 40 (EN)), „Wasser-
versorgung“ (WZ 41 (WA)), und „Kokerei, Mineralölverarbeitung, Herstellung 
von Brutstoffen“ (WZ 23 (MIN)) auf. Da die Verwundbarkeit gegenüber Be-
triebsmittelausfällen im entwickelten Indikatorenmodell lediglich über die Anla-
genabhängigkeit und diese wiederum ausschließlich über den Indikator spezifi-
sches Anlagenvermögen abgebildet wird, ist an dieser Stelle eine disaggregierte 
Betrachtung nicht notwendig bzw. nicht möglich. 
Ähnliches gilt auch für die Verwundbarkeit gegenüber Personalausfällen, die im 
Indikatorenmodell über die Personalintensität und den Spezialisierungsgrad der 
Mitarbeiter berücksichtigt wird. Die Personalabhängigkeit ist besonders in den 
Sektoren „Herstellung von Kraftwagen und sonstigen Fahrzeugteilen“ (WZ 34 
(KFZ)) und „Energieversorgung“ (WZ 40 (EN)) stark ausgeprägt. Während in 
Ersterem sowohl eine hohe Personalintensität als auch eine relativ hohe Speziali-
sierung der Mitarbeiter die stark ausgeprägte Personalabhängigkeit verursachen, 
ist in der „Energieversorgung“ (WZ 40 (EN)) hauptsächlich der Spezialisie-
rungsgrad der Mitarbeiter hierfür verantwortlich. 
6.6 Ergebnisse der Sensitivitätsanalysen  
Um die Auswirkungen verschiedener Daten- und Parameterunsicherheiten auf 
die Ergebnisse der Vulnerabilitätsanalyse zu untersuchen, wurden für das An-
wendungsbeispiel Sensitivitätsanalysen durchgeführt. Hierzu wurden in ver-
schiedenen Szenarios die Berechnungsmethode der Spezifischen Indikatoren, die 
Vulnerabilitätswertfunktionen sowie die Indikatorengewichtung und die Aggre-
gationsmethode parametrisch variiert (vgl. Tabelle 28). Eine genaue Beschrei-
bung der Parametervariationen der einzelnen Szenarios wird in den nachfolgen-
den Kapiteln vorgenommen. Generell erfolgte die Entwicklung der Szenarios 
manuell, wobei die einzelnen Eingangsparameter auf Basis inhaltlicher Überle-
gungen variiert wurden.  
Im Folgenden werden die Auswirkungen der Parametervariationen über die Ab-
weichungen der Ergebnisse der Indikatorenszenarios vom Basisindex (BASIS_I) 
bestimmt. Daher wurden die jeweils nicht variierten Parameter analog zu den 
Parametern dieses Referenzszenarios festgelegt. Die Varianz der Vulnerabilität-
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sergebnisse wird im Folgenden über statistische Parameter (z. B. Korrelations-
koeffizient nach Spearman sr , mittlerer Rangtauschkoeffizient R ) quantifiziert 
und in grafischer Form dargestellt (vgl. Kap 5.2.). 
Tabelle 28: Durchgeführte Sensitivitätsanalyse und untersuchte Indikatorenszenarios 
Sensitivitätsanalyse Untersuchte Szenarios 
Variation der Berechnungsmethode 












Variation der Aggregationsmethode - AG_1 
6.6.1 Variation der Berechnungsmethode zur Bestimmung der Spezi-
fischen Indikatoren 
Zur Bestimmung der Spezifischen Indikatoren können Indikatorenwerte auf ver-
schiedene Bezugsgrößen Vs bezogen werden (vgl. Kap. 6.2.2). Hierbei ist der 
Einsatz einzelner Bezugsgrößen Vs oder die Kombination mehrerer Berech-
nungsmethoden möglich. Zur Bestimmung des Basisindexes wurden so die abso-
luten Indikatorenwerte zu drei Bezugsgrößen Vs ins Verhältnis gesetzt und die 
Ergebnisse dieser drei Berechnungsmethoden über eine gewichte Summe zu 
spezifischen Indikatorenwerten aufaggregiert (vgl. Kap. 6.2.3-6.2.6).  
Um zu analysieren, welche Auswirkung die Berechnungsmethode zur Bestim-
mung der Spezifischen Indikatoren auf den sektorspezifischen Vulnerabilitätsin-
dex hat, wurden im Rahmen der Sensitivitätsanalyse Szenarios mit verschiede-
nen Berechnungsvarianten untersucht (Tabelle 29). In den Berechnungsszenarios 
BM_1, BM_2 und BM_3 wurde jeweils nur eine Bezugsgrößen Vs zur Berech-
nung der Spezifischen Indikatoren herangezogen. Im Berechnungsszenario 
BM_4 wurde ähnlich zum BASIS_I-Szenario eine Kombination der verschiede-
nen Berechnungsmethoden eingesetzt. Statt der gewichteten Summe aller drei 
Varianten wurde hier jedoch jeweils das Maximum der drei Berechnungsvarian-
ten als Indikatorenwert ausgewählt (vgl. Anhang B.8).  
6.6 Ergebnisse der Sensitivitätsanalysen  199 
   
Tabelle 29: Durchgeführte Sensitivitätsanalysen und untersuchte Berechnungsszenarios 
Indikatorenszenario Berechnung der Spezifischen Indikatoren 
BASIS_I s s s
s BWS BT BS
s s s
AI AI AII w * w w
BWS BT BS





























In Abbildung 36 sind die Rangfolge der analysierten Wirtschaftsabteilungen ent-
sprechend dem Referenzszenario und die Ränge aller untersuchten Berechnungs-
szenarios sowie die maximalen Abweichungsspannen dargestellt. Hier wird 
deutlich, dass die Rangplätze vieler Industriesektoren in den verschiedenen Be-
rechnungsszenarios zum Teil erheblich voneinander abweichen. So kommt es 
innerhalb der betrachteten Szenarios besonders in den Wirtschaftsabteilungen 
„Tabakverarbeitung“ (WZ 16; maximaler Rangtausch um 14 Rangplätze), „Tex-
tilgewerbe“ (WZ 17; maximaler Rangtausch um 11 Rangplätze) und „Lederge-
werbe“ (WZ 19; maximaler Rangtausch um 12 Rangplätze) zu ausgeprägten 
maximalen Rangänderungen (alle BM_1). 
Während das Ausmaß der Abweichungen bei Sektoren im mittleren und oberen 
Vulnerabilitätsbereich besonders ausgeprägt ist, sind die Abweichungen im Be-
reich geringerer Vulnerabilität eher niedrig. So beträgt beispielsweise die maxi-
male Rangänderung bei den fünf Wirtschaftsabteilungen, für die im BASIS_I-
Szenario die geringsten Vulnerabilitätswerte ermittelt wurden, nur drei Rang-
plätze.  


























































































































































































































Abbildung 36: Rangordnung des sektorspezifischen Vulnerabilitätsindexes in den untersuchten 
Berechnungsszenarios (schwarz: BASIS_I-Szenario, grau: Median) 
Betrachtet man die Verteilung aller untersuchten Berechnungsszenarios, so wird 
jedoch auch deutlich, dass die Abweichungen der verschiedenen Szenarios un-
terschiedlich stark ausgeprägt sind. Für die meisten Industriesektoren treten die 
größten Abweichungen zwischen BASIS-Szenario und dem BM_1-Szenario auf 
(Bezugsgröße Vs = BWS). Größere Abweichungen mehrerer Szenarios vom Re-
ferenzszenario treten nur bei sehr wenigen Wirtschaftsabteilungen auf (z. B. 
„Wasserversorgung“ (WZ 41 (WA)) und „Textilgewerbe “ (WZ 17 (TEX))). Die 
unterschiedlichen Abweichungen der verschiedenen Berechnungsszenarios wird 
auch bei der Darstellung der vulnerabelsten Wirtschaftsabteilungen (im BA-
SIS_I-Szenario) über alle untersuchten Berechnungsszenarios ersichtlich 
(Abbildung 37)10. 
                                                 
10  Die Verbindungslinien zwischen den Rängen der verschiedenen Szenarios sollen hierbei nicht die 
Existenz von Zwischenwerten darstellen, sondern wurden aus Gründen der Übersichtlichkeit eingefügt, 
da hierdurch der Rangtausch zwischen den untersuchten Szenarios besser ersichtlich wird. 
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Abbildung 37: Rang der fünf Sektoren mit der höchsten Vulnerabilität im BASIS_I-Szenario für 
verschiedene Berechnungsszenarios 
Bei Verwendung der Berechnungsmethoden BASIS_I, BM_4 und BM_2 be-
kommen dieselben Industriesektoren die höchsten Vulnerabilitäten zugewiesen, 
und es kommt nur innerhalb dieser „Spitzengruppe“ (Top 6) zu geringfügigen 
Änderungen des Rangplatzes. Während die Abweichungen, des Berechnungs-
szenarios BM_3 nur für die Wirtschaftsabteilung „Recycling“ (WZ 37) stärker 
ausgeprägt, ist kommt es bei einer Berechnung der Spezifischen Indikatoren aus-
schließlich über die Bruttowertschöpfung (BM_1) für nahezu alle Industriesekto-
ren mit hoher Vulnerabilität im Referenzszenario zu beträchtlichen Rangände-
rungen.  
Diese Ergebnisse spiegeln sich auch in den statistischen Kenngrößen (Tabelle 
30) wider. Während die Berechnungsszenarios BASIS_I, BM_2 und BM_3 mit 
Spearman-Korrelationskoeffizienten >0,94 und mittleren Rangtauschkoeffizien-
ten von 1 bzw. 2 im Vergleich zum BASIS_I-Szenario relativ robuste Ergebnis-
sen liefern, weichen die im Szenario BM_1 bestimmten Vulnerabilitätswerte 
stärker von denen des Basisszenarios ab (vgl. Tabelle 30). 
Die Ergebnisse der Sensitivitätsanalyse verdeutlichen, dass die Auswahl der Be-
rechnungsmethode zur Bestimmung der Spezifischen Indikatoren die Ergebnisse 
beträchtlich beeinflussen kann. Insgesamt sind die Abweichungen zwischen den 
verschiedenen Berechnungsszenarios mit einem über alle Szenarios gemittelten 
mittleren Rangtauschkoeffizienten von 2,3 und einem gemittelten Rangkorrelati-
onskoeffizienten von 0,82 eher gering, was die grundlegende Robustheit des 
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entwickelten Indikatorenmodells verdeutlicht. Die stärker ausgeprägte Abwei-
chung des Berechnungsszenarios BM_1, besonders von den Szenarios BM_3 
und BM_4, verdeutlicht, dass es, wie in Kapitel 6.2 erläutert, unter inhaltlichen 
Aspekten sinnvoll ist, sowohl die Bruttowertschöpfung als auch die Zahl der 
Beschäftigten und die Anzahl der Betriebe eines Industriesektors bei der Be-
stimmung der größenspezifischen Indikatorenwerte einzusetzen. 
Tabelle 30: Korrelationskoeffizienten nach Spearman sr  und mittlere Rangtauschkoeffizienten 
sR  der Berechnungsszenarios im Vergleich zum Szenario BASIS_I 
Quantifizierungsszenario  
Korrelationskoeffizient 
nach Spearman sr  
Mittlerer Rangtauschko-
effizient R  
BM _1 0,71 4,0 
BM _2 0,98 2,0 
BM _3 0,94 1,0 
BM _4 0,95 2,0 
6.6.2 Variation der Gewichtungsfaktoren  
Um die Sensitivität der Modellergebnisse bezüglich der mit der Festlegung der 
Indikatorengewichte verbundenen Unsicherheiten zu ermitteln, wurden im Rah-
men der Sensitivitätsanalyse drei Gewichtungsszenarios analysiert (Tabelle 31). 
Die Gewichtungsfaktoren wurden ebenfalls manuell und auf Basis inhaltlicher 
Aspekte variiert (Tabelle 31).  
So wurden im Gewichtungsszenario GW_1 die statistischen Gewichtungsfakto-
ren Statiw , die auf Basis der Faktorenanalyse ermittelt wurden, zur Vulnerabilität-
sanalyse eingesetzt. Während bei diesem Szenario statistische Abhängigkeiten 
über die Indikatorengewichtung korrigiert werden, werden in den Gewichtungs-
szenarios GW_ 2 und GW_3 weder statistische noch kausale Abhängigkeiten 
berücksichtigt. In diesen Gewichtungsszenarios wird über die Gewichtung aus-
schließlich die Bedeutung der einzelnen Indikatoren abgebildet. Im Gewich-
tungsszenario GW_2 werden wie schon im Referenzszenario die verschiedenen 
Vulnerabilitätsdimensionen gleich gewichtet. Im Gewichtungsszenario GW_3 
findet hingegen eine Gleichgewichtung der einzelnen Indikatoren statt. Die Indi-
katorengewichte aller untersuchten Gewichtungsszenarios sind in Anhang B.9 
zusammengefasst. In allen drei Gewichtungsszenarios wurden die weiteren Mo-
dellparamter und -konfigurationen analog zu denen des Referenzszenarios BA-
SIS_I gewählt. 
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Tabelle 31: Analysierte Gewichtungsszenarios 
Gewichtungsszenario Indikatorengewichtung 
BASIS_I Imp Dep
i i iw = w * w    
Imp
iw : Gleichgewichtung der Vulnerabilitätsdimensionen 
Dep
iw : Berücksichtigung der kausalen Abhängigkeiten 
GW_1 Stat
i iw = w    
Stat
iw : Berücksichtigung der statistischen Abhängigkeiten 
GW_2  Impi iw w  
Imp
iw : Dimensionen gleich gewichtet 
GW_3 Imp
i iw = w  
Imp
iw : Indikatoren gleich gewichtet 
Verglichen mit den analysierten Berechnungsszenarios führen die drei unter-
suchten Gewichtungsszenarios zu wesentlich geringeren Abweichungen der 
Vulnerabilitätswerte von den Referenzwerten und liegen mit mittleren Abwei-
chungen von drei Rangplätzen im moderaten Bereich (Abbildung 38). Die Ab-
weichung ist in den verschiedenen Wirtschaftsabteilungen sehr unterschiedlich. 
Beispielsweise führt die Variation der Gewichtungsfaktoren in der Wirtschafts-
abteilung „Wasserversorgung“ (WZ 41 (WA)) zu einer maximalen Rangände-
rung von 15 Rangplätzen, in den Wirtschaftsabteilungen „Glasgewerbe, Herstel-
lung von Keramik und Verarbeitung von Steinen“ (WZ 26 (GLAS)) und „Her-
stellung von Büromaschinen und DV-Geräten“ (WZ 30 (BÜRO)) von 6 Rang-
plätzen sowie in der Wirtschaftsabteilung „Energieversorgung“ (WZ 40 (EN)) 
von 5 Rangplätzen. In allen anderen Wirtschaftsabteilungen kommt es hingegen 
für alle Gewichtungsszenarios lediglich zu einem maximalen Rangtausch  
zwischen 0 und 3 Plätzen. Die verhältnismäßig stark ausgeprägte Abweichung 
der Szenarios GW_1 und GW_3 in der Wirtschaftsabteilung „Wasserversor-
gung“ (WZ 41) kann vermutlich dadurch erklärt werden, das sich dieser Sektor 
durch eine sehr hohe Anlagenabhängigkeit auszeichnet. Die Vulnerabilitätsdi-
mension wird im Indikatorenmodell lediglich über einen einzelnen Indikator 
(spezifisches Anlagenvermögen) abgebildet, so dass bei starker Ausprägung  
diese Indikators die Reduzierung des Indikatorengewichts in den Gewichtungs-
szenarios GW_1 und GW_3 einen starken Einfluss auf die Gesamtvulnerabilität 
dieses Industriesektors hat. 
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In Abbildung 38 wird deutlich, dass größere Abweichungen im Rangplatz nur in 
einzelnen Gewichtungsszenarios auftreten. Während das Gewichtungsszenario 
GW_2 Vulnerabilitätswerte mit nur geringen Abweichungen zum Referenzsze-
nario liefert, kommt es bei einer Gleichgewichtung aller Indikatoren und ohne 
Berücksichtigung der Indikatorabhängigkeiten (GW_3) zu den stärksten Abwei-





























































































































































































































Abbildung 38: Rangordnung der sektorspezifischen Vulnerabilitätsindizes der Gewichtungssze-
narios GW_1, GW_2, GW_3 und des Referenzszenarios (BASIS_I)  
Dies spiegeln auch die in Tabelle 32 dargestellten Spearman-
Korrelationskoeffizienten sr  und die mittleren Rangtauschkoeffizienten R  wi-
der. Mit Spearman-Korrelationskoeffizienten von sr = 0,9 bzw. sr = 0,99 und 
mittleren Rangtauschkoeffizienten von R = 0,31 bzw. R =1,92 liefern die Ge-
wichtungsszenarios GW_1 und GW_2 im Vergleich zum Referenzszenario BA-
SIS_I relativ robuste Vulnerabilitätswerte. Beim Gewichtungsszenario GW_3 
deuten hingegen der etwas geringere Spearman-Koeffizient ( sr = 0,86) und ein 
mittlerer Rangtauschkoeffizient von R = 2,3 auf etwas stärkere Abweichungen 
in der Rangfolge der Wirtschaftsabteilungen hin, die aber ebenfalls noch im mo-
deraten Bereich liegen. 
Insgesamt verdeutlichen diese statistischen Kennzahlen, dass die Variation der 
Gewichtungsszenarios zwar für einige der untersuchten Wirtschaftsabteilungen 
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den Vulnerabilitätsindex stark beeinflussen kann, die Ergebnisse des entwickel-
ten Indikatorenmodells aber insgesamt relativ robust sind ( sr = 0,92; sR = 1,5) 
(Tabelle 34). 
Tabelle 32: Korrelationskoeffizienten nach Spearman sr  und mittlere Rangtauschkoeffizienten 
sR  der Gewichtungsszenarios im Vergleich zum Szenario BASIS_I 
Sensitivitätsanalyse  
Korrelationskoeffizient 
nach Spearman sr  
Mittlerer Rangtauschkoef-
fizient sR  
GW_1 0,90 1,92 
GW_2 0,99 0,31 
GW_3 0,86 2,31 
Die Robustheit spiegelt sich auch im Ranking der Industriesektoren mit hoher 
Vulnerabilität (im BASIS_I-Szenario) wider. Diese Industriesektoren sind in 
allen drei Gewichtungsszenarios in der „Spitzengruppe“ der 6 Wirtschaftsabtei-
lungen mit der höchsten Vulnerabilität zu finden.  
6.6.3 Variation der Vulnerabilitätswertfunktionen 
Neben der Festlegung von Gewichtungsfaktoren stellt in hierarchischen Indika-
torenmodellen vor allem die Auswahl der Vulnerabilitätswertfunktionen eine 
weitere Quelle von Parameterunsicherheiten dar (vgl. Kap. 5.2). Um die Aus-
wirkung der Variation der Vulnerabilitätswertfunktionen zu analysieren, wurde 
daher für ein zusätzliches Szenario mit exponentiellen Vulnerabilitätswertfunk-
tionen (VF_1) die indikatorenbasierte Vulnerabilitätsanalyse durchgeführt und 
mit dem Referenzszenario BASIS_I verglichen. 
Zur Entwicklung des Szenarios VF_1 wurde im Rahmen eines moderierten  
CEDIM-Workshops für alle Indikatoren die Form der Vulnerabilitätswertfunkti-
onen von 5 Experten festgelegt. Für einige der Indikatoren (SP, EVE, EVW, EA, 
WA, TAE, LVI) wurden lineare Vulnerabilitätswertfunktionen beibehalten, die 
einen Spezialfall der exponentiellen Vulnerabilitätswertfunktion darstellen 
(     ). Für alle anderen Indikatoren wurden exponentielle Vulnerabilitäts-
wertfunktionen der Form 
         
max min
1 exp ( ) / )
Für :  ( ( ))
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festgelegt (vgl. Kap. 4.5). Die von den Experten zugewiesenen Krümmungspara-
rameter   und weitere Eigenschaften der gewählten Vulnerabilitätswertfunktio-
nen sind in Tabelle 33 dargestellt (Vulnerabilitätswerte vgl. Anhang B.10). Wei-
tere Modellparameter und -konfigurationen (z. B. Berechnungsmethoden der 
Spezifischen Indikatoren, Indikatorengewichtung, Aggregationsmethode) wur-
den im Szenario VF_1 analog zu denen des Referenzszenarios gewählt. 
Tabelle 33: Parameter der eingesetzten Vulnerabilitätswertfunktionen 







I1 (AV) Fragilitätsindikator steigend -1 
I2 (PI) Fragilitätsindikator steigend -1 
I4 (EV) Fragilitätsindikator steigend -1 
I7 (WV) Fragilitätsindikator steigend -1 
I11 (TAS) Fragilitätsindikator steigend 1 
I13 (MK) Fragilitätsindikator steigend -1 
I14 (FIL) Resilienzindikator fallend -1 
I16 (NVI) Fragilitätsindikator steigend 1 
I17 (KN) Resilienzindikator fallend -1 
Wie in der vergleichenden Darstellung der Vulnerabilitätswerte des BASIS_I-
Szenarios und des VF_1-Szenarios ersichtlich wird, führt die Verwendung von 
exponentiellen Vulnerabilitätswertfunktionen bei allen untersuchten Industrie-
sektoren zu einer Verringerung der Vulnerabilitätswerte (Abbildung 39). Die 
Rangfolge der acht Industriesektoren mit der höchsten relativen Vulnerabilität 
wird durch die Variation der Vulnerabilitätswertfunktionen jedoch nicht verän-
dert, und es kommt erst bei der auf Rang 9 liegenden Wirtschaftsabteilung WZ 
41 (WA) zu einer Änderung des Rangplatzes. Der Beitrag der einzelnen Vulne-
rabilitätsdimensionen verändert sich bei einer Variation der Vulnerabilitätswert-
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funktionen sowohl in den verschiedenen Wirtschaftsabteilungen als auch für die 
betrachteten Dimensionen unterschiedlich stark. Während der Beitrag der Perso-
nalabhängigkeit generell nahezu gleichbleibend ist, nimmt in einigen der Indust-
riesektoren der Anteil der Infrastruktur- und der Supply Chain Abhängigkeit bei 
Verwendung der im Szenario VF_1 gewählten Vulnerabilitätswertfunktionen zu. 
Der Anteil der Anlagenabhängigkeit an der Gesamtvulnerabilität nimmt in den 
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Abbildung 39: Sektorspezifische Vulnerabilitätsindizes der Sektoren mit der höchsten Vulnera-
bilität – Vergleich von Szenarios mit verschiedenen Vulnerabilitätswertfunktionen (Szenario 
links: „BASIS_I“, Szenario rechts: „VF_1“) 
In Abbildung 40 sind sowohl die Rangordnung des BASIS_I-Szenarios als auch 
die des VF_1-Szenarios dargestellt. Neben der bereits erwähnten gleichbleiben-
den Rangordnung im oberen Vulnerabilitätsbereich wird deutlich, dass die Ab-
weichung der beiden Szenarios voneinander insgesamt moderat ist (maximale 
Abweichung von 4 Rangplätzen) und die Abweichungen, wie erwartet, beson-
ders im mittleren aber auch im unteren Vulnerabilitätsbereich auftreten11.  
Die statistischen Kennzahlen des VF_1-Szenarios verdeutlichen diese Erkennt-
nisse bezüglich der Robustheit der Modellergebnisse hinsichtlich der Variation 
der Vulnerabilitätswertfunktionen zusätzlich. So beträgt der Spearman-
                                                 
11   Die Verbindungslinien zwischen den Rängen der verschiedenen Szenarios sollen hierbei nicht die 
Existenz von Zwischenwerten darstellen, sondern wurden aus Gründen der Übersichtlichkeit eingefügt, 
da hierdurch der Rangtausch zwischen den untersuchten Szenarios besser ersichtlich wird.  
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Korrelationskoeffizient sr = 0,96, und es tritt ein mittlerer Rangtausch aller In-











































































































































































































Abbildung 40: Rangordnung der sektorspezifischen Vulnerabilität der Wirtschaftsabteilungen 
für Szenarios mit verschiedenen Vulnerabilitätswertfunktionen (graues Szenario: „BASIS_I“, 
schwarzes Szenario: „VF_1“) 
6.6.4 Variation der Aggregationsmethode  
Da mit der Wahl der Aggregationsmethode Modellunsicherheiten verbunden 
sein können, wurde abschließend ein Szenario mit variierter Aggregations-
methode untersucht. Im Szenario AG_1 wurde die multiplikative Aggregations-
methode, wie in Kapitel, 4.4.3 beschrieben, gewählt.  
Die Analyse zeigt, dass die Wahl der Aggregationsmethode entscheidenden Ein-
fluss auf die Ergebnisse der Vulnerabilitätsanalyse hat. Die Auswirkungen auf 
den Vulnerabilitätsindex sind in den verschiedenen Industriesektoren allerdings 
unterschiedlich stark ausgeprägt. Insgesamt bewegen sich die Abweichungen des 
Szenarios AG_1 vom Referenzszenario mit einem Spearman-
Korrelationskoeffizienten von rs= 0,86 und einem mittleren Rangtauschkoeffi-
zienten von sR = 2,2 jedoch insgesamt noch im moderaten Bereich. Wie in 
Abbildung 41 deutlich wird, sind die Abweichungen im Bereich mittlerer und 
geringer Vulnerabilität weniger stark ausgeprägt und es treten hier maximale 
Differenzen zwischen der den beiden Szenarios von 0 bis 4 Rangplätzen auf 12. 
                                                 
12  Die Verbindungslinien zwischen den Rängen der verschiedenen Szenarios stellen hierbei keinen zeit-
lichen Verlauf dar, sondern wurden aus Gründen der Übersichtlichkeit eingefügt, da hierdurch der Rang-
tausch zwischen den untersuchten Szenarios besser ersichtlich wird. 
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Im Bereich höherer Vulnerabilität (Rangplätze 1-11) kommt es bei einigen der 
untersuchten Wirtschaftsabteilungen hingegen zu stärkeren Abweichungen. So 
beträgt beispielsweise die Abweichung des AG_1_Szenarios für die Wirtschafts-
abteilung „Wasserversorgung (WZ 41 (WA))“ 14 Rangplätze für die Wirt-
schaftsabteilung „Recycling (WZ 37 (REC))“ sieben Ranglätze und für das „Pa-











































































































































































































Abbildung 41: Rangordnung der sektorspezifischen Vulnerabilitätsindizes für Szenarios mit 
verschiedenen Aggregationsmethoden (graues Szenario: „BASIS_I“, schwarzes Szenario: 
„AG_1“) 
Die verhältnismäßig große Abweichung des AG_1_Szenarios bei der  
Wirtschaftsabteilung „Wasserversorgung (WZ 41 (WA))“ verdeutlicht, dass 
beim Einsatz der multiplikativen Aggregationsmethode stark ausgebildete Fragi-
litätsfaktoren stärker kompensiert werden. Dies führt bei der „Wasserversor-
gung“ beispielsweise dazu, dass die hohe Anlagenabhängigkeit dieses Sektors 
weniger ins Gewicht fällt und so die Gesamtvulnerabilität im Vergleich zum Re-
ferenzszenario deutlich reduziert wird. 
Da für das beschriebene Anwendungsbeispiel bei Variation der Aggregations-
methode besonders im Bereich der hohen Vulnerabilität die Ergebnisse des Indi-
katorenmodells vergleichsweise unrobust sind, zeigt die durchgeführte Sensitivi-
tätsanalyse, dass trotz der insgesamt recht moderaten Abweichung von der 
Rangordnung des Referenzszenarios die Wahl der Aggregationsmethode ent-
scheidenden Einfluss auf die Ergebnisse der indikatorbasierten Vulnerabilitätsa-
nalyse haben kann und diese daher sehr sorgsam ausgewählt werden muss.  
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6.6.5 Vergleichende Betrachtung der durchgeführten  
Sensitivitätsanalysen 
Im Rahmen der vorgestellten Sensitivitätsanalyse wurden 13 verschiedene Indi-
katorenszenarios mit variierenden Eingangsparametern (Gewichtungsfaktoren, 
Vulnerabilitätswertfunktionen) bzw. unterschiedlichen methodischen Ansätzen 
(Berechnungsmethode Spezifischer Indikatoren, Aggregationsmethode) analy-
siert. Zusammenfassend sind in Tabelle 34 für alle durchgeführten Sensitivitäts-
analysen die über die jeweiligen Szenarios gemittelten Spearman-Korrelations- 
und Rangtauschkoeffizienten dargestellt. Diese und die zuvor beschriebenen Er-
gebnisse der Sensitivitätsanalysen verdeutlichen, dass sich die Abweichungen 
der Indikatorenszenarios vom Referenzszenario im moderaten Bereich bewegen. 
Dies zeigt, dass die mit dem hierarchischen Indikatorenmodell verbundenen Un-
sicherheiten zwar einen nicht zu vernachlässigenden Einfluss auf die Vulnerabi-
litätswerte der Industriesektoren haben, die Ergebnisse im Mittel aber dennoch 
relativ robust sind. 
Tabelle 34: Korrelationskoeffizienten nach Spearman sr  und mittlere Rangtauschkoeffizienten 
sR  aller analysierten Indikatorenszenarios 
Sensitivitätsanalyse  
Korrelationskoeffizient 
nach Spearman sr  
 (gemittelt über alle 
Szenarios) 
Mittlerer Rang-
tauschkoeffizient R  







0,82 2,3 4 
Variation der Indikato-
rengewichtung 
0,92 1,5 3 
Variation der Vulnerabi-
litätswert-funktionen 
0,96 1,9 1 
Variation der Aggregati-
onsmethode 
0,89 2,2 1 
Die statistischen Kennzahlen zur Beschreibung der Varianz der verschiedenen 
Szenarios zeigen, dass im vorgestellten Anwendungsbeispiel insbesondere der 
Einfluss von Modellunsicherheiten (Auswahl der Berechnungs- und Aggregati-
onsmethode) eine wichtige Rolle für die indikatorenbasierte Vulnerabilitätsana-
lyse spielt. Die Auswirkung der Parameterunsicherheiten (Indikatorengewich-
tung, Vulnerabilitätswertfunktionen) auf die Modellergebnisse ist hingegen für 
die untersuchten Szenarios geringer ausgeprägt. Da die verschiedenen Modellpa-
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rameter und -konfigurationen getrennt voneinander variiert wurden und das 
Ausmaß der Variation der verschiedenen Eingangsparameter nur schwer mitein-
ander verglichen werden kann, ist ein direkter Vergleich der verschiedenen Sen-
sitivitätsanalysen jedoch nicht möglich.  
Welche Implikationen sich aus den Ergebnissen der Sensitivitätsanalysen für den 
Einsatz des entwickelten Indikatorenmodells zur Vulnerabilitätsanalyse im in-
dustriellen Risikomanagement ergeben, wird in Kapitel 6.8 diskutiert. Im Nach-
folgenden wird erläutert, wie der über das Indikatorenmodell ermittelte sektor-
spezifische Vulnerabilitätsindex (Basisindex) zur Bestimmung der industriellen 
Vulnerabilität auf räumlicher Ebene eingesetzt und regionalisiert werden kann. 
6.7 Regionalisierung der sektorspezifischen  
Vulnerabilitätswerte  
Zur Bewältigung von Naturrisiken in der industriellen Produktion müssen auf-
grund der ökonomischen Verflechtung, der komplexen Interdependenzen und 
der gesamtgesellschaftlichen Bedeutung der Industrie Risikopräventions- und 
Risikominderungsmaßnahmen auch auf administrativer Ebene implementiert 
werden (Webb et al., 1999). Für Entscheidungen über potenzielle Maßnahmen 
ist hierbei die Kenntnis der regionalen industriellen Vulnerabilität als intrinsi-
sche Seite des Risikos eine entscheidende Voraussetzung (Tierney und Nigg, 
1995).  
Um über das entwickelte hierarchische Indikatorenmodell Informationen zur 
räumlichen Vulnerabilität zu generieren, müssen die sektorspezifischen Vulne-
rabilitäten auf die räumliche Ebene übertragen werden. Im Folgenden wird hier-
zu eine Regionalisierungsmethode entwickelt und vorgestellt. Diese wird an-
schließend zur Vulnerabilitätsanalyse in Baden-Württemberg eingesetzt und so, 
basierend auf den sektorspezifischen Vulnerabilitätsergebnissen des Anwen-
dungsbeispiels, die industrielle Vulnerabilität auf Landkreisebene ermittelt. 
6.7.1 Methodische Vorgehensweise bei der Regionalisierung 
Wie in Kapitel 2.2 erläutert stellt die industrielle Vulnerabilität Vj einer Region j 
eine komplexe Funktion der industriellen Fragilität, der industriellen Resilienz 
und der industriellen Exposition in der Region j dar: 
Vj = f (industrielle Fragilität, industrielle Resilienz, industrielle Exposition)  
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Sowohl die industrielle Fragilität als auch die industrielle Resilienz einer Region 
hängen von der industriellen Struktur der betrachteten Region (Anteil der ver-
schiedenen Industriesektoren an der gesamten Industrie einer Region) und den 
sektorspezifischen Eigenschaften der in der Region angesiedelten Industrieun-
ternehmen ab. Die Exposition stellt neben der industriellen Struktur die zweite 
räumliche Komponente der regionalen Vulnerabilität dar und umfasst die Anzahl 
der in einer Region exponierten Elemente bzw. die Industriedichte einer Region 
(Hodgson und Cutter, 2001).  
Im Rahmen der Ermittlung der räumlichen industriellen Vulnerabilität ist es da-
her notwendig, die industrielle Struktur der Region mit der sektorspezifischen 
Vulnerabilität und einer Operationalisierung der Exposition zu verknüpfen (van 
der Veen und Logtmeijer, 2005): 
Vj = f (Industriestruktur, sektorspezifische Vulnerabilität, räumliche Verteilung 
der Industrie) 
Neben diesen industriespezifischen Eigenschaften kann die regionale industrielle 
Vulnerabilität von weiteren regionalen Charakteristika (z. B. Baunormen, räum-
liche Eigenschaften, Vorbereitungsgrad der Bevölkerungsgrad) beeinflusst wer-
den. Da diese Einflussparameter jedoch von allgemeiner bzw. untergeordneter 
Bedeutung sind, werden diese im Rahmen der regionalen Vulnerabilitätsanalyse 
ausgeklammert und lediglich die genannten industriespezifischen Vulnerabili-
tätsfaktoren berücksichtigt. 
Das entwickelte hierarchische Indikatorenmodell ermöglicht, wie in den voran-
gehenden Punkten erläutert, die Bestimmung der sektorspezifischen Vulnerabi-
lität SSVj unter der Berücksichtigung von Fragilitäts- und Anfälligkeitsfaktoren. 
Die sektorspezifische Vulnerabilität kann über die industrielle Struktur ISj re-
gionalisiert und so die strukturelle Vulnerabilität (industrielle Fragilität und 
Resilienz) SVj einer Region j bestimmt werden:  
                  j j jSV SSV *IS  [64] 
In der im Anwendungsbeispiel durchgeführten Regionalisierung wird die indus-
trielle Struktur ISj über die sektorspezifische Bruttowertschöpfung BWSi,j der 
verschiedenen Industriesektoren i in einer Region j und die gesamte Bruttowert-
schöpfung aller Sektoren des produzierenden Gewerbes (BWSj) bestimmt und 
mit den sektorspezifischen Vulnerabilitätswerten SSVi aller in der Region vor-
handener Industriesektoren verknüpft: 
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SV      Strukturelle Vulnerabilität Region j
SSV    Sektorpezifischer Vulnerabilitätsindex Sektor i









ung aller Sektoren in der Region j
 [65] 
Da die sektorspezifische Bruttowertschöpfung BWSi,j auf Landkreisebene nicht 
direkt erhoben wird, wird diese im Anwendungsbeispiel über die sektorspezifi-
schen Beschäftigtenzahlen BSi,j auf Landkreisebene (Statistisches Landesamt 
Baden-Württemberg, 2006b) und die sektorspezifische Bruttowertschöpfung 













BWS  Bruttowertschöpfung des Sektors i in der  Region j
BS      Beschäftigte im Sektor i in der  Region j
BS     Beschäftigte im Sektor i im Bundesland l 
BWS
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Bruttowertschöpfung im Sektor i im Bundesland Land l
 [66] 
Dieser Vorgehensweise liegt jedoch die Annahme zu Grunde, dass innerhalb 
eines Industriesektors das Verhältnis der Beschäftigten zur Bruttowertschöpfung 
stets gleich ist. Da für Deutschland derzeit jedoch keine alternativen Datensätze 
zur Verfügung stehen, kann die Bestimmung der industriellen Struktur ISj im 
beschriebenen Anwendungsbeispiel lediglich über diese Abschätzung erfolgen. 
Liegen jedoch genauere Daten zur räumlichen Verteilung der Industrieunter-
nehmen vor (z. B. unternehmensgenau oder in räumlich disaggregierter Form) 
können diese problemlos als Alternativen eingesetzt werden.  
Um im Rahmen der Regionalisierung die Exposition Ej als Teil der regionalen 
industriellen Vulnerabilität zu integrieren, wird zur Abbildung der räumlichen 
Verteilung der industriellen Produktion die Bruttowertschöpfung aller Industrie-
sektoren im produzierenden Gewerbe BWSj in einer Region j auf die  
Gebietsfläche GFj der Region j bezogen: 
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  [67] 
Zur Verknüpfung der Exposition mit der strukturellen regionalen Vulnerabi-
lität SVj werden die beiden Komponenten entsprechend der Risikodefinition 
(vgl. Kap 2.1) multiplikativ zu einem regionalen Vulnerabilitätswert Vj der 
Region j zusammengefasst: 







V    Regionale industrielle Vulnerabilität Region j
SV  Strukturelle Vulnerabilität Region j






6.7.2 Industrielle Vulnerabilität auf Landkreisebene in Baden-
Württemberg 
Über die beschriebene Regionalisierungsmethode wurde im Rahmen des  
Anwendungsbeispiels für Baden-Württemberg sowohl die strukturelle regionale 
Vulnerabilität SVj als auch die industrielle Exposition Ej auf Landkreisebene 
bestimmt (vgl. Anhang B.11). Die ermittelten Werte wurden (vgl. Formeln [65] 
und [67]) mittels des Programms ArcGIS.13 auf räumlicher Ebene abgebildet 
(Abbildung 42). Zur Verbesserung der Darstellbarkeit der regionalen Vulnerabi-
litätsfaktoren wurden diese auf Werte zwischen 0 und 1 normalisiert. Der Wert 1 
steht hierbei für eine hohe strukturelle Vulnerabilität bzw. eine hohe industrielle 
Exposition: 









                              j minj norm
max min
E E






                                                 
13  ArcGIS 2009 der Firma ESRI (Environmental Systems Research Institute), Inc., Redlands, USA. 
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Abbildung 42: Strukturelle Vulnerabilität SVj und Bruttowertschöpfung in der industriellen 
Produktion der Landkreise in Baden-Württemberg 
Die Abbildung der strukturellen Vulnerabilität SVj im linken Teil der Graphik 
stellt die Kombination der industriellen Fragilität und der industriellen Resilienz, 
die von der industriellen Struktur einer Regionen und der sektorspezifischen 
Vulnerabilität der angesiedelten Industrie beeinflusst wird, dar. Landkreise mit 
einer besonders vulnerablen Industriestruktur sind beispielsweise die kreisfreien 
Städte Stuttgart, Karlsruhe, Mannheim, Baden-Baden und Ulm sowie der Land-
kreis Rastatt. Regionen, in denen die Anfälligkeit der Industrie gegenüber indi-
rekten Effekte vergleichsweise gering ist, sind beispielsweise die ländlich ge-
prägten Landkreise Sigmaringen und Schwäbisch-Hall sowie der Zoller-
nalbkreis. 
Die industrielle Exposition Ej, die für das Land Baden-Württemberg über die 
Bruttowertschöpfung (BWSj) des produzierenden Gewerbes pro Gebietsfläche 
GBj erfasst wurde, ist im rechten Teil der Abbildung dargestellt. Hieraus wird 
ersichtlich, dass die Industriedichte in der Region um Stuttgart (z. B. in den 
Landkreisen Ludwigsburg, Esslingen und Böblingen) sowie am Oberrhein be-
sonders hoch ist. Des Weiteren ist in den kreisfreien Städten Freiburg und Ulm 
die Bruttowertschöpfung im produzierenden Gewerbe bezogen auf die Fläche 
relativ hoch. Regionen, in denen die industrielle Exposition geringer ausgeprägt 
ist, sind beispielsweise die Landkreise im Nordosten Baden-Württembergs (Alb-
Donau-Kreis, Schwäbisch Hall, Hohenlohekreis) sowie die Landkreise Breisgau-
Hochschwarzwald und Sigmaringen. 
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Zur Bestimmung der regionalen industriellen Vulnerabilität wurden die struktu-
relle Vulnerabilität SVj und Exposition Ej der Landkreise in Baden-Württemberg 
über den in Kapitel 6.7.1 beschriebenen multiplikativen Aggregationsschritt mit-
einander verknüpft (vgl. Anhang B.11). Zur Darstellung der regionalen Vulnera-
bilitätswerte Vj wurden diese auf Werte zwischen 0 und 1 normalisiert (vgl. 
Abbildung 43): 
                               j minj norm
max min
V V
(V )  
V V
   [71] 
Die Vulnerabilität gegenüber indirekten Schäden in der Industrie ist in Regionen 
wie beispielsweise den kreisfreien Städten Stuttgart, Mannheim und Ulm, die 
sich sowohl durch eine hohe strukturelle Vulnerabilität SVj als auch durch eine 
hohe Exposition auszeichnen besonders stark ausgeprägt. Zudem zeichnen sich 
besonders der Landkreis Rastatt und die kreisfreien Städte Baden-Baden und 
Karlsruhe durch eine hohe industrielle Vulnerabilität Vj aus. Während in diesen 
Regionen aufgrund der geringeren Industriedichte die Exposition nur schwach 
bis mäßig stark ausgeprägt ist, trägt hier wegen der Ansiedelung besonders vul-
nerabler Industriesektoren (z. B. Energieversorgung (E), Mineralölverarbeitung 
(DF), chemische Industrie (DG), Fahrzeugbau (DM)) besonders die strukturelle 
Vulnerabilität SVj zur regionalen Vulnerabilität Vj bei. 
 
Abbildung 43:Regionale industrielle Vulnerabilität Vj der Landkreise in Baden-Württemberg 
Der Beitrag der strukturellen Vulnerabilität SVj zur regionalen Vulnerabilität Vj 
ist auch in einigen weniger vulnerablen Regionen verhältnismäßig groß. So be-
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kommen beispielsweise die Landkreise Waldshut und Breisgau-
Hochschwarzwald sowie der Neckar-Odenwaldkreis trotz einer geringen Indust-
riedichte (<1150 €/km2) Vulnerabilitätswerte von 0,12 bis 0,23 zugewiesen. Im 
Gegensatz hierzu trägt in den Landkreisen Böblingen und Heilbronn besonders 
die stark ausgeprägte Exposition Ej zur regionalen Vulnerabilität Vj bei. 
In Abbildung 44 ist für die Regionen mit der höchsten regionalen Vulnerabilität 
Vj die normierte strukturelle Vulnerabilität SVj dargestellt. Die Balken verdeut-
lichen den jeweiligen Beitrag der sektorspezifischen Vulnerabilität SSVi der in 
den Regionen angesiedelten Industriesektoren i. Sowohl in der Stadt Karlsruhe 
als auch in der Stadt Mannheim wird die strukturelle Vulnerabilität SVj dadurch 
beeinflusst, dass die vulnerablen Industriesektoren Energieversorgung (E), Mi-
neralölverarbeitung (DF) und chemische Industrie (DG) in diesen beiden Regio-
nen in besonders großem Umfang angesiedelt sind. In den kreisfreien Städten 
Stuttgart und Heilbronn sowie im Landkreis Rastatt liefert die sektorspezifische 
Vulnerabilität des Wirtschaftsunterabschnitts Fahrzeugbau (DM) den jeweils 
größten Beitrag zur strukturellen Vulnerabilität SVj. Sowohl in Baden-Baden als 
auch in Ulm trägt besonders der hohe Anteil der chemischen Industrie (DG), des 
Fahrzeugbaus (DM) und der Energieversorgung (E) sowie die stark ausgeprägte 
sektorspezifische Vulnerabilität dieser Sektoren zur strukturellen Vulnerabilität 
SVj bei. 
 
Abbildung 44: Strukturelle Vulnerabilität SVj der Regionen mit den höchsten regionalen Vulne-
rabilitäten Vj 
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Eine solche kombinierte Betrachtung der strukturellen Vulnerabilität SVj und der 
Beiträge der sektorspezifischen Vulnerabilität der verschiedenen Industriesekto-
ren liefert im Gegensatz zur reinen Betrachtung der regionalen Vulnerabilitäts-
werte zusätzliche Informationen für die Entscheidungsunterstützung (vgl. Kap. 
4.4.3).  
6.8 Zusammenfassung und Diskussion des  
Anwendungsbeispiels 
Im Anwendungsbeispiel wurde das entwickelte Indikatorenmodell zur Analyse 
der industriellen Vulnerabilität gegenüber indirekten Schäden bei Naturrisiken 
eingesetzt. Um indirekte Schäden (durch primäre und sekundäre Betriebsunter-
brechungen) zu reduzieren, ist es aufgrund der immer komplexer werdenden 
Vernetzung der Industrieunternehmen und der zentralen gesellschaftlichen  
Bedeutung der industriellen Produktion notwendig, Risikopräventions- und Risi-
kobewältigungsmaßnahmen auch auf übergeordneter Ebene zu implementieren 
(z. B. Behörden, Verbände) (Dastous et al., 2008). Zentrale Entscheidungen des 
Risikomanagements können hier beispielsweise die Verteilung von Ressourcen, 
die prioritäre Versorgung einzelner Bereiche sowie die Zuteilung von  
Finanzhilfen betreffen (Webb et al., 1999). Da bei externen Risiken das Ausmaß 
und die Intensität der Gefährdung meist gar nicht oder nur in sehr begrenztem 
Umfang beeinflusst werden können, stellt gerade auf räumlicher Ebene die Ana-
lyse und Reduzierung der Vulnerabilität einen wichtigen Bestandteil des Risi-
komanagements dar. 
Im Anwendungsbeispiel wurde als Ausgangsbasis für die Bestimmung der räum-
lichen industriellen Vulnerabilität in einem ersten Schritt die Vulnerabilität ver-
schiedener Industriesektoren untersucht. Die Ergebnisse des Anwendungsbei-
spiels veranschaulichen die transparente und prozessorientierte Vorgehensweise 
der entwickelten Methodik. Durch den zweistufigen Aufbau der Methodik ist es 
möglich, auch bei der räumlichen Vulnerabilitätsanalyse industriespezifische 
Vulnerabilitätsfaktoren und Wechselwirkungen zwischen verschiedenen Risiko-
arten zu berücksichtigen.  
Aufgrund der Komplexität der industriellen Vulnerabilität ist es jedoch auch auf 
Ebene der Industriesektoren nicht möglich, alle Fragilitäts- und Resilienzfakto-
ren zu berücksichtigen. Um eine möglichst hohe Reproduzierbarkeit zu gewähr-
leisten, wurden im Anwendungsbeispiel die ausgewählten Indikatoren über Da-
ten der amtlichen Statistik bestimmt. Aufgrund der begrenzten Datenverfügbar-
keit konnten einige der ausgewählten Indikatoren nicht direkt bestimmt werden, 
6.8 Zusammenfassung und Diskussion des Anwendungsbeispiels 219 
   
sondern mussten über die Kombination mehrere Informationen ermittelt werden. 
Diese zusätzlichen Berechnungsschritte sind mit verschiedensten Annahmen 
verbunden, wodurch die indikatorenbasierte Vulnerabilitätsanalyse mit weiteren 
Unsicherheiten behaftet sein kann. Ebenfalls aufgrund der begrenzten Datenver-
fügbarkeit konnten einige Vulnerabilitätsfaktoren im Anwendungsbeispiel gar 
nicht berücksichtigt werden, obwohl diese für die industrielle Vulnerabilität eine 
wichtige Rolle spielen. Beispielsweise wurde der Aspekt der Lagerhalterung im 
Rahmen des Anwendungsbeispiels nicht explizit berücksichtigt, obwohl dieser 
aufgrund der zunehmenden Verschlankung der Produktionssysteme (z. B. Out-
sourcing, JIT) die Anfälligkeit der Industrie gegenüber Supply Chain Unterbre-
chungen maßgeblich beeinflusst. Da jedoch davon ausgegangen werden kann, 
dass Industriesektoren mit einem hohen Anteil firmeninterner Lieferungen über 
größere Lagerkapazitäten als Industriesektoren mit geringer firmeninterner Wei-
terverarbeitung verfügen und dass bei hohen spezifischen Materialkosten meist 
geringere Lagerbestände vorgehalten werden, wurde im vorgestellten Anwen-
dungsbeispiel der Lagehaltungsaspekt über diese Indikatoren zumindest in Tei-
len indirekt mit berücksichtigt. 
Bei der Vulnerabilitätsanalyse über das entwickelte Indikatorenmodell wurden 
lediglich industriespezifische Vulnerabilitätsfaktoren berücksichtigt. Faktoren, 
die die Vulnerabilität auf übergeordneter Ebene beeinflussen und z. B. räumlich 
wirksam werden, wurden über die beschriebene Methodik nicht in die regionale 
Vulnerabilitätsanalyse integriert. Faktoren, die zwar die regionale industrielle 
Vulnerabilität beeinflussen aber nicht berücksichtigt wurden, sind beispielsweise 
die Art der wirtschaftlichen Verflechtung der Unternehmen einer Region (z. B. 
globale vs. lokale Wirtschaftsbeziehungen), der Zustand des regionalen Notfall-
managements (z. B. Risikobewusstsein der Mitarbeiter) oder aber auch die in 
einer Region gültigen rechtlichen Rahmenbedingungen (Gall, 2007; Rose und 
Lim, 2002; Dahlhammer und Tierney, 1996). Zudem können weitere Charakte-
ristika der regionalen Wirtschaftsstruktur die regionale industrielle Fragilität o-
der Resilienz verstärken bzw. abschwächen. Beispielsweise kann man davon 
ausgehen, dass Regionen mit vielen großen Unternehmen weniger anfällig für 
ökonomische Schäden durch Betriebsunterbrechungen in der Industrie sind als 
Regionen, in denen hauptsächlich mittlere und kleine Unternehmen angesiedelt 
sind. Gründe hierfür sind die (meist) höhere organisatorische und finanzielle 
220 6. Anwendung des Indikatorenmodells zur Vulnerabilitätsanalyse in Baden-Württemberg 
Flexibilität sowie das ausgeprägtere Risikobewusstsein größer Unternehmen14 
(Yoshida und Deyle, 2005). 
Alle in das Modell integrierten Indikatoren wurden als generische Vulnerabili-
tätsfaktoren zur Abbildung der Vulnerabilität gegenüber verschiedenen Arten 
von Naturgefahren (Hochwasser, Sturm, Erdbeben) ausgewählt. Dass die Vulne-
rabilität und damit auch die Fragilitäts- und Resilienzfaktoren teilweise auch von 
der Art der Gefährdung abhängen kann, wurde daher im Anwendungsbeispiel 
nicht explizit berücksichtigt (Bohle, 2001; Chambers, 1989). Da bei der Entste-
hung von indirekten Schäden unabhängig von der Art der ursprünglichen Ge-
fährdung sehr ähnliche Mechanismen ablaufen (z. B. Unterbrechung von Mate-
rialströmen), sind bei der Betrachtung von indirekten Effekten gefährdungsspe-
zifische Vulnerabilitätsfaktoren von geringerer Bedeutung, so dass auch über ein 
generisches Modell die zentralen Vulnerabilitätsfaktoren erfasst werden. Die 
Bedeutung der einzelnen Vulnerabilitätsfaktoren kann jedoch je nach Art der 
Gefährdung variieren (Schneiderbauer, 2007). Dies sollte beispielsweise über die 
Anpassung der Gewichtungsfaktoren an die jeweilige Art der Gefährdung bei 
der indikatorenbasierten Vulnerabilitätsanalyse berücksichtigt werden (Cutter et 
al., 2010a).  
Die Ergebnisse zur sektorspezifischen Vulnerabilität im Anwendungsbeispiel 
zeigen, dass bei externen Risiken die Industriesektoren „Energieversorgung“ 
(WZ 40(EN)), „Kokereien, Mineralölverarbeitung etc.“ (WZ 23 (MIN)) und 
„Herstellung von Kraftwagen“ (WZ (34 (KZB)) besonders anfällig gegenüber 
Betriebsunterbrechungen sind. Eine Analyse der Beiträge der einzelnen Vulne-
rabilitätsdimensionen zur sektorspezifischen Vulnerabilität verdeutlicht, dass in 
vielen Industriesektoren besonders die Abhängigkeit von kritischen Infrastruktu-
ren sowie die Abhängigkeit von Supply Chain Prozessen maßgeblich zur indi-
rekten Schadensanfälligkeit beitragen. In einigen personalintensiven Branchen 
wie beispielsweise bei der „Herstellung von Kraftwagen“ (WZ (34 (KZB)) trägt 
jedoch auch die ausgeprägte Personalabhängigkeit entscheidend zur Fragilität 
dieser Sektoren bei. Während Vulnerabilitätsfaktoren, die die Supply Chain Ab-
hängigkeit beeinflussen, meist nur auf Unternehmensebene verändert werden 
können, können Entscheidungen und Maßnahmen auf übergeordneter Ebene so-
wohl die Sicherheit von Infrastruktursystemen (z. B. über Kooperationen mit 
Betreibern kritischer Infrastrukturen) als auch die allgemeine Situation der Mit-
                                                 
14 Aktiengesellschaften sind beispielsweise durch das KONTRAG zur Umsetzung eines operativen Risi-
komanagements gesetzlich verpflichtet. Des Weiteren fallen beispielsweise Unternehmen, in denen Ge-
fahrstoffe zum Einsatz kommen erst bei der Verarbeitung von festgelegten Mindestmengen unter die 
Störfallverordnung (12. Verordnung zur Durchführung des Bundes-Immissionsschutzgesetz) 
6.8 Zusammenfassung und Diskussion des Anwendungsbeispiels 221 
   
arbeiter (z. B. durch Unterstützung im privaten Bereich, Vorhalten von Trans-
portmöglichkeiten, Organisation der Versorgung etc.) entscheidend beeinflussen. 
Diese Ergebnisse unterstreichen, dass zur Begrenzung industrieller Schäden 
durch externe Risiken neben Maßnahmen auf Unternehmensebene gerade Risi-
komanagementprozesse auf übergeordneter Ebene (z. B. durch Behörden) von 
zentraler Bedeutung sind. Des Weiteren verdeutlicht die Relevanz dieser Vulne-
rabilitätsdimensionen den begrenzten Nutzen von herkömmlichen Betriebsunter-
brechungsversicherungen zur Bewältigung externer Risikoeffekte. Über her-
kömmliche Betriebsunterbrechungsversicherungen werden lediglich Produkti-
ons-ausfälle, die durch Anlagenausfälle und Personalfehler verursacht werden, 
abgedeckt. Die Ergebnisse des Anwendungsbeispiels zeigen aber, dass in kom-
plexen Produktionssystemen gerade bei externen Risiken Betriebsunterbrechun-
gen häufig über andere Mechanismen (z. B. Supply Chain Unterbrechungen oder 
Infrastrukturausfälle) hervorgerufen werden. 
Wie die statistischen Analysen der Indikatorenwerte des Anwendungsbeispiels 
zeigen, existieren zwischen den gewählten Indikatoren moderate statistische Ab-
hängigkeiten, die im Wesentlichen zu einer leichten Überbewertung der Infra-
strukturabhängigkeit führen können. Um neben den statistischen Abhängigkei-
ten auch kausale Wechselwirkungen zu berücksichtigen, wurde für das Anwen-
dungsbeispiel eine dreistufige DEMATEL-Analyse durchgeführt. Die Integrati-
on der Ergebnisse über Gewichtungskorrekturfaktoren ermöglicht es, auch die 
indirekte Beeinflussung der einzelnen Indikatoren untereinander, die von Exper-
ten bei der Festlegung von Bedeutungsgewichten nicht vollständig erfasst wer-
den können, bei der indikatorenbasierten Vulnerabilitätsanalyse zu berücksichti-
gen. Im Anwendungsbeispiel wurde daher besonders die Gewichtung der Indika-
toren zur Abbildung der Elektrizitäts-, Wasser- und Lieferabhängigkeit reduziert, 
da diese gemäß der kausalen Abhängigkeitsanalyse die stärksten direkten und 
indirekten Wechselwirkungen mit den anderen Indikatoren des Modells aufwei-
sen.  
Zur Quantifizierung von Unsicherheiten wurden im Anwendungsbeispiel ver-
schiedene Sensitivitätsanalysen für die indikatorenbasierte Ermittlung der sek-
torspezifischen Vulnerabilität durchgeführt. Wie die Ergebnisse der Sensitivi-
tätsanalyse erkennen lassen, liefert das Indikatorenmodell besonders im Bereich 
hoher Vulnerabilitäten robuste Ergebnisse. Die analysierten Szenarios machen 
aber auch deutlich, dass Parameterunsicherheiten (z. B. Festlegung von Gewich-
tungsfaktoren) die Ergebnisse der Vulnerabilitätsanalyse in begrenztem Umfang 
beeinflussen und die Auswirkung von Modellunsicherheiten (z. B. durch die 
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Auswahl der Berechnungsmethoden für Spezifische Indikatoren und der Aggre-
gationsmethode) auf die Ergebnisse stärker ausgeprägt ist. Aufgrund des Ein-
flusses von Parameter- und Modellunsicherheiten ist es notwendig, die sektor-
spezifischen Ergebnisse des hierarchischen Indikatorenmodells in transparenter 
Form darzustellen. Zur Erhöhung der Transparenz sollten zudem Modellparame-
ter wie Gewichtungsfaktoren oder Vulnerabilitätswertfunktionen über partizipa-
torische Methoden identifiziert werden, die den Entscheidungsträger im Risiko-
management direkt in die methodische Ausgestaltung des Indikatorenmodells 
einbeziehen. Hierdurch wird neben der Transparenz der Methodik auch das Ver-
ständnis für das Indikatorenmodell und die Auswirkung der verschiedenen Unsi-
cherheiten erhöht (French und Niculae, 2005). 
Für die Verwendung des Indikatorenmodells im Risikomanagement können be-
sonders aus der Sensitivitätsanalyse bezüglich der Aggregationsmethode wichti-
ge Rückschlüsse gezogen werden. Durch die Verwendung der multiplikativen 
Aggregationsmethode kommt es im Anwendungsbeispiel besonders im Bereich 
der mittleren und niedrigen Vulnerabilität zu Abweichungen vom Referenzsze-
nario. Dies bestätigt, dass bei der linearen Aggregation die Kompensation zwi-
schen den Indikatoren größer ist und hier stark ausgeprägte Fragilitätsindikato-
ren durch hohe Resilienzindikatoren (bzw. schwach ausgeprägte Fragilitätsindi-
katoren) ausgeglichen werden können (Zhou et al., 2010). Da Resilienzmecha-
nismen und Redundanzen besonders bei kleineren Ereignissen oder in einer spä-
teren Phase des Notfallmanagements wirksam werden (Rose, 2007; Webb et al., 
2002; Tierney und Dahlhamer, 1997), zeigen die Ergebnisse, dass die Verwen-
dung linearer Aggregation zur Bewertung der Vulnerabilität eher bei kleinräu-
migeren Ereignissen oder bei der Betrachtung von langfristigen Aspekten sinn-
voll erscheint. Bei der Betrachtung der Vulnerabilität gegenüber extremen bzw. 
weiträumigen Ereignissen und zur Analyse kurzfristiger Vulnerabilitätsaspekte 
kann hingegen die Verwendung der multiplikativen Aggregation zur Zusammen-
fassung der Indikatoren zweckmäßig sein. 
Im Anwendungsbeispiel wurden die sektorspezifischen Vulnerabilitäten mit der 
industriellen Struktur und der industriellen Exposition der Landkreise in Baden-
Württemberg verknüpft und so die regionale industrielle Vulnerabilität gegen-
über indirekten Schäden in relativer Form ermittelt. Im Risikomanagement auf 
übergeordneter Ebene ermöglicht die vergleichende Betrachtung verschiedener 
Landkreise hinsichtlich ihrer Gesamtvulnerabilität eine erste Priorisierung der 
Regionen hinsichtlich des indirekten industriellen Schadenspotenzials. Ausge-
hend hiervon können vor allem allgemeine Entscheidungen des Risiko- und Kri-
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senmanagements getroffen werden. Die Analyse der regionalen Gesamtvulnera-
bilität kann so beispielsweise dazu dienen, besonders vulnerable Regionen zu 
identifizieren und in diesen vertiefende oder auch unternehmensspezifische Risi-
koanalysen als Ausgangspunkt für die Implementierung weiterer Bewältigungs-
maßnahmen durchzuführen (im Anwendungsbeispiel z. B. kreisfreie Stadt Karls-
ruhe, Landkreis Rastatt etc.). Des Weiteren empfiehlt es sich im Rahmen des 
Risikomanagements in Regionen mit einer hohen Vulnerabilität, die Kooperati-
on zwischen der Industrie und den staatlichen Katastrophenschutzeinrichtungen 
weiter zu verstärken und beispielsweise Krisenpläne miteinander abzustimmen 
(Hiete et al., 2010b).  
Um auf räumlicher Ebene problemspezifische Handlungsempfehlungen identifi-
zieren zu können, ist es aber auch sinnvoll, die Beiträge der verschiedenen In-
dustriesektoren zur strukturellen Vulnerabilität und die Zusammensetzung der 
sektorspezifischen Vulnerabilität der Industriesektoren kombiniert zu betrachten. 
Die integrierte Betrachtung der verschiedenen Analyseebenen ermöglicht die 
Identifizierung zentraler Vulnerabilitätsdimensionen und kritischer Einflussfak-
toren, so dass auf Basis dieser Erkenntnisse spezifische Maßnahmen zur Redu-
zierung der industriellen Vulnerabilität abgeleitet werden können. So wird bei 
einer Analyse der regionalen und der sektorspezifischen Ergebnisse des Anwen-
dungsbeispiels deutlich, dass in den kreisfreien Städten Mannheim, Karlsruhe 
und Baden-Baden die Industriesektoren „Herstellung von chemischen Erzeug-
nissen“ (DG) und „Mineralölverarbeitung“ (DF), die eine besonders hohe Ver-
wundbarkeit gegenüber Infrastrukturausfällen aufweisen, einen Anteil von 27 % 
bis 37 % an der strukturellen Gesamtvulnerabilität ausmachen. Um in Regionen 
wie diesen die Vulnerabilität gegenüber indirekten Effekten in der Industrie 
 und damit das regionale Schadenspotenzial  zu senken, sollten also von ad-
ministrativer Seite besonders Maßnahmen zur Reduzierung der Infrastrukturab-
hängigkeit (z. B. Ausarbeitung alternativer Versorgungskonzepte, Sicherung und 
Ausbau von Infrastruktursystemen) realisiert werden. 
Zur Verteilung der sektorspezifischen Vulnerabilitätswerte auf die räumliche 
Ebene wurden im Anwendungsbeispiel Daten der amtlichen Statistik eingesetzt. 
Aufgrund der begrenzten Datenverfügbarkeit müssen hier z. B. zur Abschätzung 
der sektorspezifischen Bruttowertschöpfung auf Landkreisebene Annahmen ge-
troffen werden. Hierdurch können die regionalisierten Vulnerabilitätsergebnisse 
mit zusätzlichen Unsicherheiten behaftet sein. Im begrenzten Rahmen des An-
wendungsbeispiels wurden hinsichtlich der eingesetzten Regionalisierungsme-
thode keine Sensitivitätsanalysen durchgeführt. Dies wäre zur Steigerung der 
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Transparenz der Methode jedoch durchaus sinnvoll. Aufgrund der begrenzten 
Datenverfügbarkeit war zudem die Regionalisierung auf eine detailliertere räum-
liche Ebene (z. B. Gemeindeebene) nicht möglich. Um eine weiter disaggregier-
te Bestimmung der räumlichen Vulnerabilität zu ermöglichen und so zusätzliche 
Informationen für das regionale industrielle Risikomanagement zu generieren, 
können bei entsprechender Datenverfügbarkeit, aufgrund der offenen Struktur 
der zweistufigen Methode, räumlich höher aufgelöste Daten jedoch problemlos 
in die indikatorenbasierte Vulnerabilitätsanalyse integriert werden. 
 





















Schlussfolgerungen und Ausblick  
Industrieunternehmen und vernetzte Produktionssysteme sind einer Vielzahl von 
Risiken ausgesetzt, die sich sowohl in den Ursachen als auch in den Auswirkun-
gen unterscheiden. So können beispielsweise technische Störungen an den Pro-
duktionsanlagen, menschliches Versagen und Personalausfälle aber auch externe 
Ereignisse, wie Naturkatastrophen, Terroranschläge, Infrastrukturausfälle und 
Supply Chain Unterbrechungen, negative Auswirkungen auf die industrielle 
Produktion haben (Wybo, 2006). Gerade externe Risiken führen in Industrieun-
ternehmen häufig zu schwerwiegenden ökonomischen und ökologischen Konse-
quenzen. Hierbei spielen neben direkten Schäden an Gebäuden, Anlagen und 
Materialien besonders indirekte Schäden durch Betriebsunterbrechungen eine 
entscheidende Rolle. 
Im Rahmen einer umfassenden Risikoanalyse müssen diese indirekten Schäden 
mit berücksichtigt werden. Da die monetäre Erfassung der indirekten Schäden 
meist kaum möglich ist und bei externen Risiken sowohl die Risikoursache als 
auch die Intensität der Gefährdung kaum beeinflusst werden können, stellt die 
Kenntnis der Vulnerabilität als intrinsische Seite des Risikos eine wichtige Vor-
aussetzung für das industrielle Risikomanagement dar. Die Vulnerabilität ge-
genüber indirekten Schäden wird aufgrund der Komplexität industrieller Produk-
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tionssysteme von verschiedenen Faktoren beeinflusst und kann nicht direkt ge-
messen werden. Zur Operationalisierung der Vulnerabilität gegenüber indirekten 
Schäden sind aufgrund der komplexitätsreduzierenden und transparenten Heran-
gehensweise hierarchische Indikatorenmodelle besonders geeignet.  
Da aufgrund der weitreichenden Auswirkungen der indirekten Schäden in der 
Industrie, Risikopräventions- und Risikobewältigungsmaßnahmen auch auf ü-
bergeordneter Ebene (z. B. von Behörden) implementiert werden müssen, stellt 
die Kenntnis der räumlichen industriellen Vulnerabilität eine wichtige Voraus-
setzung für ein umfassendes Risikomanagement dar.  
Im Rahmen der vorliegenden Arbeit wurde daher eine Methodik zur Analyse der 
räumlichen Vulnerabilität gegenüber indirekten industriellen Schäden bei Natur-
katastrophen entwickelt. Ausgangsbasis für die Bestimmung der regionalen Vul-
nerabilität ist hierbei die Analyse der Vulnerabilität von Industriesektoren mit-
tels eines hierarchischen Indikatorenmodells. 
Im Folgenden werden die zentralen Erkenntnisse bezüglich der industriellen 
Vulnerabilität gegenüber indirekten Schäden zusammengefasst und es wird er-
läutert, welche Implikationen sich hieraus für das industrielle Risikomanagement 
ergeben. Des Weiteren wird beleuchtet wie der indikatorenbasierte Ansatz zur 
Vulnerabilitätsanalyse methodisch weiterentwickelt und auf andere Fragestel-
lungen des industriellen Risikomanagements übertragen werden kann. 
7.1 Schlussfolgerungen zu industriellen Risiken und zur Vulne-
rabilitätsanalyse 
Die Risikosituation von Industrieunternehmen hat sich in der jüngeren Vergan-
genheit stark gewandelt und es ist davon auszugehen, dass in Zukunft gerade 
externe industrielle Risiken weiter zunehmen werden (Steffen et al., 1999). Die 
Ursache hierfür liegt in verschiedenen Entwicklungen. Hierzu zählen zum Bei-
spiel die Einführung von Rationalisierungsmaßnahmen in Industrieunternehmen 
und die schnelle technologische Entwicklung der Produktionssysteme sowie die 
zunehmende Internationalisierung der Märkte und der Klimawandel. Während 
die technologische Entwicklung aufgrund der damit verbundenen zunehmenden 
Komplexität der Produktionssysteme und Rationalisierungsmaßnahmen in In-
dustrieunternehmen (z. B. Outsourcing, Single-Sourcing und JIT-Produktion) zu 
einer erhöhten Vulnerabilität der Unternehmen führen, werden durch den Kli-
mawandel und die steigende Globalisierung vor allem Art, Ausmaß und Häufig-
keit von externen Risikoursachen verändert. 
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Den verschiedenen externen Risiken ist gemein, dass es sich um seltene, kaum 
vorhersehbare aber plötzlich eintretende Ereignisse handelt, die in der industriel-
len Produktion mit schwerwiegenden ökonomischen und ökologischen Folgen 
verbunden sein können. Ziel des industriellen Risikomanagements ist es, diese 
Risiken durch angemessene Präventions- und Bewältigungsmaßnahmen zu redu-
zieren und das Ausmaß der potenziellen Konsequenzen zu verringern 
(Geldermann et al., 2009).  
Das industrielle Risikomanagement ist hierbei von einer Vielzahl von Entschei-
dungen geprägt. Hierzu zählen vor allem Entscheidungen bezüglich der Auswahl 
und der Implementierung von Risikopräventions- und Risikominderungsmaß-
nahmen, in deren Rahmen beispielsweise Art, Zeitpunkt, Umfang und Finanzie-
rung potenzieller Maßnahmen bestimmt werden müssen (Leitch, 2010). Auf-
grund der weitreichenden Auswirkungen industrieller Risiken und deren Wech-
selwirkungen mit Mensch, Umwelt und technischen Systemen (z. B. Infrastruk-
tursystemen) und angesichts der zentralen gesamtwirtschaftlichen Bedeutung der 
Industrie ist es notwendig, neben einem Risikomanagement auf Unternehmens-
ebene auch Risikominderungsmaßnahmen auf räumlicher bzw. übergeordneter 
Ebene (z. B. auf Ebene der Behörden) zu implementieren. Hierbei müssen im 
Rahmen eines ebenenübergreifenden Risikomanagementprozesses häufig ver-
schiedene Akteure und Experten mit unterschiedlichen Präferenzen und Ein-
schätzungen in den Entscheidungsprozess integriert werden. 
Im Rahmen eines Risikomanagementprozesses dient die Risikobewertung der 
Quantifizierung der Risikoauswirkungen sowie der Bestimmung der Eintritts-
wahrscheinlichkeiten von Risiken. Da die Implementierung von Risikopräventi-
ons- und Risikominderungsmaßnahmen maßgeblich von der Art und dem Aus-
maß der Risikoauswirkungen abhängt, kommt der Risikobewertung im indus-
triellen Risikomanagement eine entscheidende Bedeutung zu.  
Um im Rahmen des industriellen Risikomanagements eine angemessene Risiko-
bewertung zu ermöglichen, ist es wichtig, dass die zur Bewertung eingesetzten 
Methoden sowohl an die Betrachtungsebene des Risikomanagements als auch an 
die untersuchten Risikoarten angepasst werden. Da bei der Entscheidungsfin-
dung im Risikomanagement neben ökonomischen Kriterien auch soziale und 
ökologische Aspekte eine wichtige Rolle spielen, müssen zudem bei der Bewer-
tung externer Risiken häufig entgegengesetzte Kriterien berücksichtigt werden. 
Wie die Analyse der Auswirkungen von externen Risiken in der industriellen 
Produktion gezeigt hat, müssen bei der Bewertung von externen industriellen 
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Risiken besonders indirekte Effekte (z. B. durch Betriebsunterbrechungen) mit 
in die Analyse der potenziellen Konsequenzen einbezogen werden.  
Aufgrund der zunehmenden Komplexität industrieller Produktionssysteme ist es 
bei der Analyse von indirekten Schäden notwendig, sowohl die ökonomischen 
Interdependenzen zwischen verschiedenen Industrieunternehmen und -sektoren 
als auch die Wechselwirkungen mit anderen Systemen (z. B. Infrastruktursyste-
men) zu berücksichtigen. Im Rahmen der Risikobewertung stellen daher die mo-
netäre Quantifizierung der möglichen Konsequenzen und die Bestimmung der 
dazugehörigen Eintrittswahrscheinlichkeiten eine große Herausforderung dar. In 
der sozial- und naturwissenschaftlichen Risikoforschung findet zur Bewertung 
komplexer Risiken häufig das Konzept der Vulnerabilität Verwendung. In der 
vorliegenden Arbeit wurde dieses auf das industrielle Risikomanagement über-
tragen und die Vulnerabilitätsanalyse als Teil der Risikoanalyse vorgestellt. Die 
Vulnerabilität bildet unter Einfluss verschiedener Abhängigkeitsdimensionen 
(Abhängigkeit von Betriebsmitteln, Personalabhängigkeit, Infrastrukturabhän-
gigkeit, Abhängigkeit von Supply Chain Prozessen) die Anfälligkeit von Indust-
riesektoren gegenüber indirekten Schäden bei externen Risiken ab. 
7.2 Schlussfolgerungen zur indikatorenbasierten Methodik zur 
Vulnerabilitätsanalyse 
Aufgrund der komplexen Auswirkungsmechanismen indirekter Risikoeffekte 
wird die industrielle Vulnerabilität gegenüber indirekten Schäden von diversen 
Fragilitäts- und Resilienzfaktoren beeinflusst und kann weder auf Ebene der In-
dustrieunternehmen und -sektoren noch auf räumlicher Ebene direkt quantifiziert 
werden. 
In der vorliegenden Arbeit wurde daher zur Quantifizierung der regionalen in-
dustriellen Vulnerabilität eine indikatorenbasierte Methodik entwickelt. Um 
auch auf räumlicher Ebene die ökonomische Verflechtung von Industrieunter-
nehmen sowie die komplexen Wechselwirkungen industrieller Produktionssys-
tem mit technischen Systemen zu berücksichtigen, wurde eine prozessorientierte 
Herangehensweise gewählt. Hierzu wurde in einem ersten Schritt die industrielle 
Vulnerabilität über ein hierarchisches Indikatorenmodell operationalisiert, in 
dem verschiedene industriespezifische Fragilitäts- und Resilienzfaktoren berück-
sichtigt werden. Des Weiteren wurde eine Regionalisierungsmethode entwickelt, 
mittels derer aus den sektorspezifischen Vulnerabilitätsindizes die industrielle 
Vulnerabilität auf regionaler Ebene ermittelt werden kann.  
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Die indikatorenbasierte Methodik hat den Vorteil, dass hierbei alle relevanten 
quantitativen und qualitativen Vulnerabilitätsfaktoren auf übersichtliche Art und 
Weise erfasst werden können, insgesamt aber auch eine Komplexitätsreduktion 
erreicht wird. Hierdurch wird das Verständnis für das vielschichtige Zusammen-
spiel von Fragilitäts- und Resilienzfaktoren erhöht und eine Vergleichbarkeit des 
indirekten Schadenspotenzials (z. B. von verschiedenen Regionen) ermöglicht. 
Eine kritische Betrachtung indikatorenbasierter Ansätze zur Vulnerabilitätsana-
lyse zeigt jedoch, dass aufgrund einiger methodischer und inhaltlicher Schwä-
chen die indikatorenbasierte Herangehensweise auch mit Nachteilen verbunden 
sein kann. So besteht bei der Abbildung der industriellen Vulnerabilität über hie-
rarchisch strukturierte Indikatoren die Gefahr, dass wichtige Vulnerabilitätsdi-
mensionen (z. B. aufgrund der begrenzten Datenverfügbarkeit) nicht berücksich-
tigt werden und so eine zu starke Vereinfachung vorgenommen wird.  
Des Weiteren kann die Subjektivität einzelner Schritte bei der Entwicklung von 
hierarchischen Indikatorenmodellen (z. B. Festlegung der Indikatorengewich-
tung, Berechnung der Indikatorenwerte, Auswahl der Aggregationsmethode) zu 
verschiedenen Arten von Unsicherheiten führen. Um die Robustheit der indika-
torenbasierten Vulnerabilitätsanalyse zu prüfen und die verschiedenen Arten von 
Unsicherheiten zu quantifizieren, wurden im Rahmen der Arbeit verschiedene 
Möglichkeiten zur Sensitivitätsanalyse in Indikatorenmodellen aufgezeigt. 
Da aufgrund der Komplexität der industriellen Vulnerabilität bei der Festlegung 
von Indikatorengewichten (Bedeutungsgewichten) die Wechselwirkungen zwi-
schen den einzelnen Indikatoren nicht vollständig erfasst werden können, kön-
nen zudem (kausale) Abhängigkeiten zwischen den einzelnen Indikatoren des 
Indikatorenmodells zu unrobusten und verzerrten Modellergebnissen führen. Um 
diese Abhängigkeiten im Rahmen der indikatorenbasierten Vulnerabilitätsanaly-
se zu erfassen und im Indikatorenmodell zu berücksichtigen, wurden in der vor-
liegenden Arbeit expertenbasierte Methoden (DEMATEL-Analyse und Fuzzy-
DEMATEL-Analyse) weiterentwickelt und zur Abhängigkeitsanalyse eingesetzt. 
Hierdurch war es möglich, die mit den Abhängigkeiten verbundene Über- bzw. 
Untergewichtung einzelner Vulnerabilitätsdimensionen über Gewichtungskor-
rekturfaktoren auszugleichen.  
Obwohl die Ansätze zur Sensitivitäts- und Abhängigkeitsanalyse für die indika-
torenbasierten Vulnerabilitätsanalyse weiterentwickelt und anhand eines spezifi-
schen Anwendungsbeispiels aufgezeigt wurden, können die präsentierten Me-
thoden auch auf andere Indikatorenmodelle, die zur Operationalisierung kom-
plexer Größen eingesetzt werden, übertragen werden. 
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Da es sich bei der indikatorenbasierten Vulnerabilitätsanalyse um eine kompara-
tive Analysemethode handelt, sollten Ergebnisse generell nicht als objektive „I-
deallösung“ dargestellt werden. Vielmehr ist es wichtig auf Basis der Vulnerabi-
litätsindizes sowohl sektorspezifische als auch räumliche Stärken und Schwä-
chen zu identifizieren und hieraus Ansatzpunkte für detailiertere Risikoanalysen 
abzuleiten. 
7.3 Ausblick 
Aufgrund des fortschreitenden Klimawandels, der zunehmenden Komplexität 
von industriellen Wertschöpfungsnetzen und der steigenden Anfälligkeit von 
Infrastruktursystemen werden externe Risiken in der industriellen Produktion 
zukünftig weiter zunehmen (Kremers, 2002). Um die mit diesen Risiken verbun-
denen Auswirkungen zu reduzieren, wird daher das industrielle Risikomanage-
ment  und hierbei besonders die Bewertung von Risiken  weiter an Bedeutung 
gewinnen (Purdy, 2010). Zentrale Aufgabe wird hierbei die disziplin- und ebe-
nenübergreifende Betrachtung der externen Risken sein. Der entwickelte Ansatz 
zur indikatorenbasierten Vulnerabilitätsanalyse stellt eine geeignete Ausgangs-
basis für ein integrierte Bewertung von Naturrisiken dar, wirft aber gleichzeitig 
eine Reihe weiterer Forschungsfragen auf. Entwicklungspotenziale der indikato-
renbasierten Methodik betreffen beispielsweise: 
- die methodische Weiterentwicklung des indikatorenbasierten Ansatzes 
- die Integration des indikatorenbasierten Ansatzes in die Schadensanalyse 
bei Naturrisiken 
- die Übertragung und Anpassung der indikatorenbasierten Methode auf die 
Unternehmensebene 
Welche Forschungsfragen in diesen Bereichen identifiziert werden können und 
wie diese im Detail aussehen, wird im Folgenden erläutert. 
7.3.1 Methodische Weiterentwicklungen des indikatorenbasierten 
Ansatzes  
Um für die Anwendung des Indikatorenmodells im regionalen Risikomanage-
ment die Genauigkeit der sektorspezifischen Vulnerabilitätswerte zu erhöhen, 
kann die Erweiterung des Modells um verschiedene Abhängigkeitsdimensionen 
bzw. die Ergänzung einzelner Indikatoren sinnvoll sein.  
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Um die Vulnerabilität gegenüber dem Ausfall verschiedener Infrastruktursyste-
me umfassender berücksichtigen zu können, ist es beispielsweise notwendig, die 
Abhängigkeit der Industriesektoren von weiteren Infrastrukturen in das Indikato-
renmodell zu integrieren. Wie durch die Folgen des Ausbruchs des isländischen 
Vulkans Eyjafjallajökull im Mai 2010 deutlich wurde, können beim Ausfall des 
internationalen Flugverkehrs in der Industrie schwerwiegende Schäden durch 
Betriebsunterbrechungen entstehen. Daher wäre es beispielsweise sinnvoll neben 
der Abgängigkeit der Industriesektoren von Straßen- und Schienenverkehr auch 
die Abhängigkeit der Industriesektoren vom internationalen Luftverkehr abzu-
bilden. Weitere Abhängigkeiten von Infrastruktursystemen, die bei einer Mo-
dellerweiterung (und entsprechender Datenverfügbarkeit) erfasst werden sollten, 
sind die Abhängigkeit der Industriesektoren von der Gasversorgung sowie die 
Abhängigkeit von Informations- und Kommunikationssystemen. Um eine ver-
besserte Abbildung der Lieferabhängigkeit zu gewährleisten, wäre eine Erweite-
rung des Indikatorenmodells um Indikatoren, die sowohl die Kritikalität der be-
nötigten Materialien als auch Art und Umfang der Lagerhaltung abbilden, wün-
schenswert. Problematisch wird hierbei jedoch die Abbildung auf Ebene von 
Industriesektoren sein. Zudem sind zur Abbildung der Nachfrageabhängigkeit 
weitere Indikatoren denkbar. Innerhalb dieser Abhängigkeitsdimension wäre es 
beispielsweise zusätzlich zur Konsumentennähe sinnvoll zu erfassen, welche Art 
von Produkten die verschiedenen Industriesektoren produzieren. Im Hinblick auf 
die Vulnerabilität kann bezüglich der Art der produzierten Produkte davon aus-
gegangen werden, dass Sektoren, die Güter der Grundversorgung produzieren 
(z. B. Nahrungsmittelindustrie), auch im Falle einer Naturkatastrophe weniger 
von einem Rückgang der Nachfrage betroffen sind als Industriesektoren, in de-
nen Luxusgüter (z B. Schmuck, hochwertige Fahrzeuge) hergestellt werden. 
Bei den Indikatoren des entwickelten Indikatorenmodells handelt es sich um ge-
nerische Indikatoren, die unabhängig von der Art der Gefährdung eingesetzt 
werden können. Um auch gefährdungsspezifische Aspekte in die industrielle 
Vulnerabilitätsanalyse integrieren zu können, sollten zukünftige Forschungsar-
beiten auf die Identifizierung und Operationalisierung gefährdungsspezifischer 
Vulnerabilitätsfaktoren abzielen. Im entwickelten Indikatorenmodell kann die 
unterschiedliche relative Wichtigkeit der einzelnen Indikatoren bei verschiede-
nen Gefährdungsarten über die Festlegung gefährdungsspezifischer Gewich-
tungsfaktoren berücksichtigt werden. Zur Festlegung von gefährdungsspezifi-
schen Gewichtungsfaktoren ist die Durchführung von moderierten Experten-
Workshops hilfreich. 
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Die im Rahmen der Arbeit durchgeführten Sensitivitätsanalysen stellen eine gute 
Grundlage zur Quantifizierung von Unsicherheiten in Indikatorenmodellen dar. 
Da in den analysierten Szenarios jedoch lediglich einzelne Parameter bzw. Mo-
dellkonfigurationen unabhängig voneinander variiert wurden, sollten im Rahmen 
weiterer indikatorenbasierter Vulnerabilitätsanalysen verschiedene Modellpara-
meter und -konfigurationen simultan variiert werden, um so umfassendere Aus-
sagen über die Robustheit des entwickelten Indikatorenmodells machen zu kön-
nen. Zur Erstellung von kombinierten Szenarios ist die Monte-Carlo-Simulation 
geeignet. Problematisch kann hierbei jedoch die Bestimmung der Verteilungs-
funktionen der Modellparameter sein. Um nicht nur die Unsicherheiten auf sek-
torspezifischer Ebene zu erfassen, sollten bei einer methodischen Weiterent-
wicklung des indikatorenbasierten Ansatzes zudem Sensitivitätsanalysen für 
Vulnerabilitätsergebnisse auf räumlicher Ebene durchgeführt werden (Raskob et 
al., 2009). Dies ist insbesondere dann sinnvoll, wenn wie im beschriebenen An-
wendungsbeispiel zur Bestimmung der industriellen Struktur der Regionen Ab-
schätzungen getroffen werden müssen.  
7.3.2 Integration des indikatorenbasierten Ansatzes in die Schadens-
analyse bei Naturrisiken 
Um bei der räumlichen Bewertung von Naturrisiken eine umfassende Analyse 
des Risikos durchführen zu können, kann die entwickelte Methodik zur Bestim-
mung der industriellen Vulnerabilität gegenüber indirekten Schäden mit anderen 
Modellen kombiniert werden. Die Ermittlung des Gesamtrisikos einer betrachte-
ten Region, das die sozialen, industriellen ökonomischen und ökologischen Ge-
samtschäden sowie deren Eintrittswahrscheinlichkeiten umfasst, erfolgt über die 
Verknüpfung von Vulnerabilitäts- und Gefährdungsanalysen in multi-
dimensionalen Schadensmodellen (vgl. Abbildung 45). Hierbei ist es notwendig, 
die indirekte industrielle Vulnerabilität mit weiteren direkten und indirekten 
Vulnerabilitätsdimensionen zu kombinieren. Die so ermittelte Gesamtvulnerabi-
lität einer Region kann dann zur Bestimmung des regionalen Gesamtrisikos mit 
Gefährdungsszenarios, die Informationen zu Intensität, räumlicher Ausdehnung 
und Eintrittswahrscheinlichkeit von Naturereignissen umfassen, verschnitten 
werden. 
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Abbildung 45: Verknüpfung von Vulnerabilitäts- und Gefährdungsmodellen in der raumbezo-
genen Analyse von Naturrisiken, Einordnung des entwickelten Modells zur Vulnerabilitätsana-
lyse 
Da zur Bewertung von Risikominderungsmaßnahmen über Kosten-Nutzen-
Analysen die Kosten der Risikobewältigung in Relation zu den potenziellen 
Schäden eines Risikos betrachtet werden, sollte die Entwicklung von integrierten 
Schadensmodellen auf eine monetäre Quantifizierung der Schäden abzielen. 
Hierzu ist es notwendig, die verschiedenen Vulnerabilitäten quantitativ zu 
bestimmen und diese mit monetären Werten (z. B. Anlagenwerte, Gebäudewer-
te, Umsatz) zu verknüpfen. 
Zur Planung und Umsetzung von Risikopräventions- und Risikobewältigungs-
maßnahmen werden die Informationen bezüglich des räumlichen Risikos auf 
einer möglichst disaggregierten Ebene (Gemeindeebene, PLZ-Ebene) benötigt. 
Daher ist es bei der Entwicklung von integrierten Schadensmodellen notwendig, 
die Ergebnisse aller Teilmodelle in möglichst hoher Auslösung miteinander zu 
kombinieren. Um die Einsetzbarkeit der entwickelten Methodik im regionalen 
Risikomanagement weiter zu verbessern und die räumliche Auflösung der indi-
rekten industriellen Vulnerabilität zu erhöhen, sollte daher die zur Regionalisie-
rung der sektorspezifischen Vulnerabilitätsindizes eingesetzte Methode weiter-
entwickelt werden. Hierbei ist es notwendig, sowohl für die Bestimmung der 
regionalen industriellen Struktur (IS) als auch für die Bestimmung der regionale 
industriellen Exposition (E) geeignete Quantifizierungsmethoden zu entwickeln 
und detailliertere Ausgangsdaten zu identifizieren. Für kleinräumigere Risiko-
analysen wäre es beispielsweise möglich, die industrielle Struktur bzw. Exposi-
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tion auf Basis regionaler Statistiken (z. B. Gewerbekataster, IHK-Daten) oder 
über empirische Erhebungen (Unternehmensbefragungen) zu ermitteln. 
7.3.3 Übertragung des sektorspezifischen Indikatorenmodells auf die 
Unternehmensebene  
Über den im Rahmen der Arbeit entwickelten Ansatz kann die regionale indus-
trielle Vulnerabilität über einen Zwischenschritt, der der Bestimmung der Vulne-
rabilität von Industriesektoren dient, ermittelt werden. Die Analyse der Vulnera-
bilität von industriellen Produktionssystemen gegenüber externen Risiken stellt 
jedoch auch auf der Ebene einzelner Industrieunternehmen einen wichtigen Be-
standteil des Risikomanagements dar. Für das Business Continuity Planning, das 
als Teilbereich des industriellen Risikomanagements der Aufrechterhaltung der 
Geschäftsprozesse dient, spielt hierbei besonders die Kenntnis der Anfälligkeit 
der Unternehmen gegenüber primären und sekundären Betriebsunterbrechungen 
eine entscheidende Rolle.  
Im Gegensatz zum Risikomanagement auf übergeordneter Ebene, das eine Re-
duktion des industriellen Risikos über die Anpassung und Veränderung von 
Rahmenbedingungen sowie über die Durchführung von allgemeinen Risikomin-
derungsmaßnahmen zum Ziel hat, müssen die Maßnahmen zur Risikobewälti-
gung auf Unternehmensebene sehr stark an die spezifischen Unternehmensbe-
dingungen angepasst werden. Um dies zu gewährleisten, müssen bei der Vulne-
rabilitätsanalyse auf Unternehmensebene besonders unternehmensspezifische 
Vulnerabilitätsfaktoren berücksichtigt werden. 
Da Indikatorenmodelle eine sehr transparente Methode zur Operationalisierung 
komplexer Systemeigenschaften darstellen, sind diese auch zur Vulnerabilitätsa-
nalyse auf Unternehmensebene sehr gut geeignet. Hier bieten Indikatorenmodel-
le zur Vulnerabilitätsanalyse die Möglichkeit Schwachstellen zu identifizieren 
und so direkt Ansatzpunkte zur Implementierung von Risikopräventions- und 
Risikobewältigungsmaßnahmen zu definieren.  
Das vorgestellte Indikatorenmodell zur Analyse der Vulnerabilität von Industrie-
sektoren stellt eine geeignete Ausgangsbasis für die Entwicklung von Indikato-
renmodellen zur Vulnerabilitätsanalyse in Unternehmen dar. Da bei der Ent-
wicklung eine prozessorientierte Herangehensweise gewählt wurde, können die 
identifizierten Vulnerabilitätsdimensionen im Wesentlichen auf die Unterneh-
mensebene übertragen werden. Hierbei können einige der für die Sektorenebene 
identifizierten Indikatoren direkt zur Abbildung von unternehmensspezifischen 
Abhängigkeiten eingesetzt werden (z. B. spezifischer Elektrizitätsverbrauch, 
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Eigenversorgungsgrad Elektrizität, spezifischer Wasserverbrauch). Da die Vul-
nerabilität auf Unternehmensebene jedoch von anderen Vulnerabilitätsfaktoren 
beeinflusst wird als die Vulnerabilität auf Sektorenebene, muss zur Operationali-
sierung einiger Abhängigkeitsdimensionen die Indikatorenauswahl modifiziert 
und auf die veränderte Betrachtungsebene angepasst werden. Dies ist insbeson-
dere bei der Abbildung der Abhängigkeit von Supply Chain Prozessen der Fall. 
Auf Unternehmensebene spielen hier z. B. Beschaffungsstrategien, Eigenschaf-
ten der Lieferantenbeziehung, aber auch die Kritikalität einzelner Teile sowie die 
Position des Unternehmens innerhalb der Supply Chain eine wichtige Rolle. 
Aufgrund der Heterogenität von Industrieunternehmen und den damit verbunde-
nen Vulnerabilitätsunterschieden ist es insgesamt jedoch nicht möglich, ein für 
alle Arten von Unternehmen einheitlich gültiges Indikatorenmodell zu entwi-
ckeln. Bei der Entwicklung von Indikatorenmodellen zur Analyse der Anfällig-
keit einzelner Unternehmen (z. B. gegenüber Betriebsunterbrechungen durch 
externe Ereignisse) ist es hingegen notwendig, unternehmensspezifische Vulne-
rabilitätsfaktoren zu identifizieren und diese über geeignete Indikatoren in unter-
nehmensspezifischen Indikatorenmodellen abzubilden. 
 
 










Aufgrund einer veränderten Gefährdungssituation (z. B. Zunahme der Frequenz 
und Intensität von Extremwetterereignissen infolge des Klimawandels, zuneh-
mende Vulnerabilität kritischer Infrastrukturen) und der steigenden Komplexität 
industrieller Produktionssysteme haben externe Risiken in der Industrie an Be-
deutung gewonnen. Eine umfassende Bewertung der externen Risiken stellt eine 
wichtige Grundlage für das industrielle Risikomanagement dar. Sie ermöglicht 
es, die negativen Konsequenzen externer Risiken zu verringern und Risikobe-
wältigungsmaßnahmen nicht nur in einzelnen Unternehmen, sondern auch auf 
übergeordneter (z. B. administrativer bzw. räumlicher) Ebene zu implementie-
ren. 
Da sich in komplexen Wertschöpfungsnetzen negative Risikoauswirkungen kas-
kadenartig fortpflanzen können, sollten bei der Bewertung externer Risiken ins-
besondere indirekte Schäden berücksichtigt werden. Um im Rahmen einer trans-
parenten und strukturierten Risikobewertung verschiedene ökonomische, ökolo-
gische und soziale Kriterien einzubeziehen, sollten zudem integrierte Ansätze 
der Risikobewertung zum Einsatz kommen. Diese vereinen die Herangehens-
weise verschiedener Disziplinen der Risikoforschung und ermöglichen die 
gleichzeitige Betrachtung verschiedener Risikoarten. 
Ziel der Arbeit war es daher, eine Methode zur Bewertung externer industrieller 
Risiken zu entwickeln, die der Analyse indirekter Risikoeffekte auf räumlicher 
Ebene dient und verschiedene Risikoarten einschließlich ihrer Wechselwirkun-
gen berücksichtigt. 
Da bei externen Risiken Ursache und Intensität der Gefährdung nur in begrenz-
tem Umfang verändert werden können, wurde methodisch das Konzept der Vul-
nerabilität, das die Anfälligkeit von Systemen beschreibt, auf das industrielle 
Risikomanagement übertragen und zur Bewertung von externen Risiken einge-
setzt. Um eine Entscheidungsgrundlage für das Risikomanagement auf überge-
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ordneter Ebene zu generieren, wurde für die Analyse der industriellen Vulnera-
bilität eine räumliche Betrachtungsebene gewählt. 
Als Ausgangsbasis für die Entwicklung eines integrierten Ansatzes zur Risiko-
bewertung wurden zunächst verschiedene Risikokonzepte analysiert und Heran-
gehensweisen aus verschiedenen Bereichen der Risikoforschung in einem integ-
rierten Risikokonzept zusammengeführt. Zur Abgrenzung der externen Risiken 
gegenüber anderen Risikoarten wurden die in der industriellen Produktion auf-
tretenden Risiken klassifiziert und mögliche Wechselwirkungen zwischen ver-
schiedenen Risikoarten aufgezeigt. 
Um die Komplexität der industriellen Vulnerabilität abzubilden, wurden Indika-
torenmodelle als geeignete Methode zur Operationalisierung der Vulnerabilität 
identifiziert. In der vorliegenden Arbeit erfolgte die Modellierung der industriel-
len Vulnerabilität gegenüber indirekten Schäden über vier zentralen Vulnerabili-
tätsdimensionen. Diese Vulnerabilitätsdimensionen (Anfälligkeit der Industrie 
gegenüber Anlagenausfällen, Personalausfällen, Infrastrukturausfällen und 
Supply Chain Unterbrechungen) wurden auf Basis von Auswirkungsanalysen 
identifiziert und über 16 Indikatoren erfasst. Die einzelnen Indikatoren wurden 
in einem hierarchisch strukturierten Indikatorenmodell abgebildet und über Me-
thoden der Mehrzielentscheidungsanalyse zu einem sektorspezifischen Vulnera-
bilitätsindex aggregiert.  
Um im Rahmen eines integrierten Bewertungsansatzes auch auf räumlicher Ebe-
ne industriespezifische Vulnerabilitätsfaktoren berücksichtigen zu können, wur-
de die Bewertungsmethode als 2-stufiger Ansatz entwickelt. Im ersten Schritt 
wurde hierbei das entwickelte Indikatorenmodell zur Vulnerabilitätsanalyse von 
Industriesektoren herangezogen. Die so ermittelten sektorspezifischen Vulnera-
bilitätsindizes wurden dann im zweiten Schritt über einen neu entwickelten Re-
gionalisierungsansatz auf die räumliche Ebene übertragen. Da die räumliche 
Vulnerabilität eine komplexe Funktion aus Fragilität, Resilienz und Exposition 
darstellt, wurden bei der Entwicklung der Regionalisierungsmethodik die struk-
turelle Vulnerabilität und die industrielle Exposition einer Region miteinander 
verknüpft. Die strukturelle Vulnerabilität wurde über die sektorspezifischen 
Vulnerabilitätsindizes und den relativen Anteil einzelner Industriesektoren in 
einer Region ermittelt. Die räumliche Verteilung der gesamten Industrie einer 
Region fließt über die industrielle Exposition in die Regionalisierung mit ein. 
In hierarchischen Indikatorenmodellen können sowohl statistische als auch kau-
sale Abhängigkeiten zwischen den Indikatoren zur Über- bzw. Untergewichtung 
von Vulnerabilitätsdimensionen führen und so die Ergebnisse der Vulnerabilität-
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sanalyse verzerren. Zur Analyse der Abhängigkeiten zwischen den einzelnen 
Indikatoren des hierarchischen Indikatorenmodells wurden sowohl statistische 
Methoden als auch die expertenbasierte DEMATEL-Analyse weiterentwickelt 
und eingesetzt. Um die Ergebnisse dieser Analysen bei der Modellentwicklung 
zu berücksichtigen, wurden Methoden entwickelt, die zur Anpassung der Ge-
wichtungsfaktoren eingesetzt wurden.  
In hierarchischen Indikatorenmodellen können zudem Modell- und Parameter-
unsicherheiten zu verzerrten Ergebnissen führen. Während Parameterunsicher-
heiten beispielsweise mit der Festlegung von Gewichtungsfaktoren verbunden 
sind, können Modellunsicherheiten durch die Festlegung von Vulnerabilitäts-
wertfunktionen und die Auswahl der Aggregationsmethode entstehen. Um die 
Robustheit der Ergebnisse bezüglich verschiedener Parameter- und Modellunsi-
cherheiten in Indikatorenmodellen zu untersuchen, wurden verschiedene Metho-
den zur Sensitivitätsanalyse identifiziert und erläutert. 
Die entwickelte indikatorenbasierte Methodik wurde im Rahmen der Arbeit ex-
emplarisch zur räumlichen Analyse der industriellen Vulnerabilität in Baden-
Württemberg eingesetzt. Hierzu wurden auf Basis von Daten der amtlichen Sta-
tistik die Indikatorenwerte von 23 Industriesektoren bestimmt und zu sektorspe-
zifischen Vulnerabilitätsindizes zusammengefasst. Um im Anwendungsbeispiel 
die kausalen Einflussbeziehungen zwischen den Indikatoren zu berücksichtigen, 
wurden auf Basis der Fuzzy-DEMATEL-Analyse ermittelte Gewichtungskorrek-
turfaktoren zur Anpassung der Indikatorengewichtung eingesetzt. Zur Analyse 
der Robustheit der sektorspezifischen Vulnerabilitätsindizes wurden für das An-
wendungsbeispiel Sensitivitätsanalysen bezüglich der Berechnungsmethode der 
Indikatorenwerte, der Auswahl der Gewichtungsfaktoren, der Form der Vulnera-
bilitätswertfunktionen sowie bezüglich der Auswahl der Aggregationsmethode 
durchgeführt. Die über das Indikatorenmodell bestimmten sektorspezifischen 
Vulnerabilitätsindizes wurden anschließend mittels der neu entwickelten Regio-
nalisierungsmethodik auf die räumliche Ebene übertragen.  
Die Ergebnisse der Vulnerabilitätsanalyse zeigen exemplarisch, dass insbesonde-
re die Anfälligkeit gegenüber Infrastrukturausfällen und die Verwundbarkeit 
gegenüber Supply Chain Unterbrechungen zur Vulnerabilität der untersuchten 
Industriesektoren beitragen. Auf räumlicher Ebene variiert die industrielle Vul-
nerabilität der Landkreise sehr stark. Als Regionen mit besonders vulnerabler 
Industriestruktur wurden beispielsweise die kreisfreien Städte Karlsruhe, Stutt-
gart und Mannheim sowie die Landkreise Rastatt, Heilbronn und Böblingen i-
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dentifiziert. In diesen Regionen ist das industrielle Risikomanagement auf über-
geordneter (administrativer) Ebene daher von besonderer Bedeutung. 
Mit der entwickelten Methodik steht erstmals ein integrierter Ansatz zur Bewer-
tung externer industrieller Risiken zur Verfügung, der es ermöglicht die räumli-
che Verteilung der industriellen Vulnerabilität auf Basis industriespezifischer 
Fragilitäts- und Resilienzfaktoren sowie unter Berücksichtigung von Wechsel-
wirkungen zwischen verschiedenen Risikoarten zu erfassen. Hierdurch können, 
wie die Ergebnisse des Anwendungsbeispiels verdeutlichen, ausgehend von Da-
ten der amtlichen Statistik Informationen zur relativen Anfälligkeit verschiede-
ner Gebiete oder Industriesektoren für das Risikomanagement von Naturgefah-
ren generiert werden (z. B. Identifizierung von Hochrisikogebieten). Dies stellt 
eine wichtige Entscheidungsgrundlage z. B. bei der Implementierung von Risi-
kopräventions- und -minderungsmaßnahmen dar. Des Weiteren wurden über den 
neu entwickelten Ansatz zur Ermittlung von Gewichtungskorrekturfaktoren 
erstmals die Bedeutungsgewichte von Indikatoren entsprechend der inter- und 
intradimensionellen Abhängigkeiten angepasst und so Abhängigkeitsstrukturen 
in die indikatorenbasierte Vulnerabilitätsanalyse integriert.  
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Anhang A  
Daten des Anwendungsbeispiels 
A.1  Berechnete Indikatorenwerte Wirtschaftsabteilungen 
Tab. A.1.: Indikatorenwerte Wirtschaftsabteilungen (Teil I - I1-I8)  

















WZ 15 0,21 0,49 0,12 0,39 0,90 12,45 0,40 0,70 
WZ 16 0,36 0,36 0,73 0,36 0,90 31,69 0,20 0,70 
WZ 17 0,31 0,48 0,20 0,41 1,00 2,29 0,33 0,70 
WZ 18 0,13 0,44 0,17 0,00 1,00 20,62 0,02 0,70 
WZ 19 0,27 0,54 0,06 0,14 1,00 0,00 0,22 0,50 
WZ 20 0,16 0,26 0,22 0,48 1,00 30,62 0,17 0,50 
WZ 21 0,30 0,39 0,35 0,84 0,55 9,34 0,62 0,45 
WZ 22 0,15 0,27 0,34 0,20 0,55 155,70 0,08 0,45 
WZ 23 0,53 0,22 0,83 0,92 1,00 76,21 0,68 0,50 
WZ 24 0,31 0,32 0,63 0,72 0,90 26,25 0,70 0,80 
WZ 25 0,13 0,43 0,29 0,47 1,00 0,00 0,26 0,50 
WZ 26 0,23 0,32 0,34 0,54 1,00 1,55 0,32 0,50 
WZ 27 0,26 0,40 0,53 0,89 0,95 5,04 0,59 0,85 
WZ 28 0,08 0,33 0,30 0,27 0,95 40,49 0,11 0,85 
WZ 29 0,07 0,38 0,46 0,17 1,00 0,00 0,08 0,60 
WZ 30 0,36 0,32 0,58 0,12 1,00 0,00 0,20 0,90 
WZ 31 0,12 0,41 0,51 0,20 1,00 0,00 0,09 0,90 
WZ 32 0,28 0,35 0,47 0,36 1,00 0,00 0,35 0,90 
WZ 33 0,03 0,26 0,41 0,10 1,00 0,00 0,03 0,90 
WZ 34 0,31 0,76 0,65 0,40 1,00 0,00 0,19 0,60 
WZ 35 0,20 0,54 0,61 0,26 1,00 0,00 0,23 0,60 
WZ 36 0,17 0,40 0,25 0,18 0,95 0,00 0,00 1,00 
WZ 37 0,11 0,22 0,31 0,41 0,95 0,00 0,23 1,00 
WZ 40 0,78 0,25 1,00 0,51 0,80 47,00 1,00 0,40 
WZ 41 0,96 0,10 0,02 0,51 0,80 47,00 0,35 0,40 
WZ45 0,01 0,14 0,21 0,35 0,40 0,00 0,16 0,50 
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Fortsetzung Tab. A.1: Berechnete Indikatorenwerte Wirtschaftsabteilungen (Teil II - I9-I16)  

















WZ 15 69,00 0,41 0,04 0,33 4,41 1,29 0,80 50,23 
WZ 16 58,90 0,59 0,10 0,66 0,00 1,05 0,60 66,63 
WZ 17 75,30 0,16 0,01 0,20 5,34 1,03 0,86 7,97 
WZ 18 75,40 0,18 0,01 0,27 0,00 0,98 0,61 66,18 
WZ 19 89,70 0,38 0,01 0,27 0,05 1,00 0,72 37,74 
WZ 20 69,90 0,29 0,20 0,23 6,52 1,26 1,21 13,93 
WZ 21 96,50 0,31 0,22 0,31 13,99 1,14 1,09 3,93 
WZ 22 79,10 0,15 0,09 0,08 0,00 1,09 1,11 33,44 
WZ 23 76,90 0,68 0,98 1,00 7,86 0,78 1,16 30,54 
WZ 24 78,60 0,32 0,25 0,38 33,58 1,24 1,06 7,71 
WZ 25 74,80 0,21 0,17 0,25 2,06 1,05 1,09 2,87 
WZ 26 87,80 0,43 0,20 0,16 0,78 1,14 1,17 6,25 
WZ 27 90,70 0,29 0,33 0,46 41,08 1,31 1,29 0,34 
WZ 28 71,30 0,21 0,25 0,16 0,00 1,06 1,16 12,17 
WZ 29 80,40 0,07 0,02 0,25 0,02 1,10 0,78 20,99 
WZ 30 75,10 0,12 0,01 0,47 0,00 0,97 0,84 16,18 
WZ 31 70,00 0,07 0,01 0,31 0,72 1,12 1,10 9,27 
WZ 32 77,70 0,11 0,01 0,45 2,09 0,95 0,75 15,97 
WZ 33 75,10 0,07 0,01 0,15 0,00 0,94 0,66 31,42 
WZ 34 63,50 0,25 0,16 0,55 10,04 1,29 0,86 19,13 
WZ 35 63,30 0,18 0,11 0,32 0,00 1,05 0,76 15,33 
WZ 36 73,80 0,17 0,03 0,21 0,00 1,03 0,65 52,28 
WZ 37 65,20 0,97 0,76 0,41 0,69 1,35 2,06 0,00 
WZ 40 97,27 0,03 0,06 0,64 4,96 1,06 1,16 32,04 
WZ 41 98,80 0,01 0,04 0,05 0,00 0,78 1,13 43,55 
WZ45 10,00 0,42 0,35 0,01 0,00 1,11 0,77 79,36 
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A.2 Berechnete Vulnerabilitätswerte Wirtschaftsabteilungen 
Tab. A.2: Berechnete Vulnerabilitätswerte Wirtschaftsabteilungen (Teil I - I1-I8)  

















WZ 15 0,21 0,49 0,12 0,39 0,90 0,92 0,40 0,70 
WZ 16 0,36 0,36 0,73 0,36 0,90 0,80 0,20 0,70 
WZ 17 0,31 0,48 0,20 0,41 1,00 0,99 0,33 0,70 
WZ 18 0,13 0,44 0,17 0,00 1,00 0,87 0,02 0,70 
WZ 19 0,27 0,54 0,06 0,14 1,00 1,00 0,22 0,50 
WZ 20 0,16 0,26 0,22 0,48 1,00 0,80 0,17 0,50 
WZ 21 0,30 0,39 0,35 0,85 0,55 0,94 0,62 0,45 
WZ 22 0,15 0,27 0,34 0,20 0,55 0,00 0,08 0,45 
WZ 23 0,53 0,22 0,83 0,92 1,00 0,51 0,68 0,50 
WZ 24 0,31 0,32 0,63 0,72 0,90 0,83 0,70 0,80 
WZ 25 0,13 0,43 0,29 0,46 1,00 1,00 0,26 0,50 
WZ 26 0,23 0,32 0,34 0,54 1,00 0,99 0,32 0,50 
WZ 27 0,26 0,40 0,54 0,89 0,95 0,97 0,59 0,85 
WZ 28 0,08 0,33 0,30 0,27 0,95 0,74 0,11 0,85 
WZ 29 0,08 0,38 0,46 0,17 1,00 1,00 0,08 0,60 
WZ 30 0,36 0,32 0,58 0,12 1,00 1,00 0,20 0,90 
WZ 31 0,12 0,41 0,51 0,20 1,00 1,00 0,09 0,90 
WZ 32 0,28 0,35 0,47 0,36 1,00 1,00 0,35 0,90 
WZ 33 0,03 0,26 0,41 0,10 1,00 1,00 0,03 0,90 
WZ 34 0,31 0,76 0,65 0,40 1,00 1,00 0,19 0,60 
WZ 35 0,20 0,54 0,61 0,26 1,00 1,00 0,23 0,60 
WZ 36 0,17 0,40 0,25 0,18 0,95 1,00 0,00 1,00 
WZ 37 0,11 0,22 0,31 0,41 0,95 1,00 0,24 1,00 
WZ 40 0,78 0,25 1,00 0,51 0,80 0,70 1,00 0,40 
WZ 41 0,96 0,10 0,02 0,51 0,80 0,70 0,35 0,40 
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Fortsetzung Tab. A.2: Berechnete Vulnerabilitätswerte Wirtschaftsabteilungen (Teil II - I9-I16)  

















WZ 15 0,31 0,41 0,04 0,33 0,91 0,86 0,16 0,37 
WZ 16 0,41 0,59 0,10 0,67 1,00 0,56 0,03 0,17 
WZ 17 0,25 0,16 0,01 0,20 0,89 0,54 0,20 0,90 
WZ 18 0,25 0,18 0,01 0,27 1,00 0,48 0,04 0,17 
WZ 19 0,10 0,38 0,01 0,27 1,00 0,50 0,11 0,53 
WZ 20 0,30 0,29 0,20 0,23 0,87 0,83 0,43 0,83 
WZ 21 0,04 0,31 0,22 0,31 0,72 0,67 0,35 0,95 
WZ 22 0,21 0,15 0,09 0,08 1,00 0,61 0,36 0,58 
WZ 23 0,23 0,68 0,98 1,00 0,84 0,22 0,39 0,62 
WZ 24 0,21 0,32 0,25 0,38 0,33 0,80 0,33 0,90 
WZ 25 0,25 0,21 0,17 0,26 0,96 0,57 0,35 0,96 
WZ 26 0,12 0,43 0,20 0,16 0,98 0,68 0,40 0,92 
WZ 27 0,09 0,29 0,33 0,46 0,18 0,89 0,48 1,00 
WZ 28 0,29 0,21 0,25 0,16 1,00 0,57 0,40 0,85 
WZ 29 0,20 0,07 0,02 0,25 1,00 0,62 0,15 0,74 
WZ 30 0,25 0,12 0,01 0,47 1,00 0,47 0,19 0,80 
WZ 31 0,30 0,07 0,01 0,31 0,99 0,65 0,36 0,88 
WZ 32 0,22 0,11 0,01 0,45 0,96 0,44 0,13 0,80 
WZ 33 0,25 0,07 0,01 0,15 1,00 0,43 0,07 0,61 
WZ 34 0,37 0,25 0,16 0,55 0,80 0,86 0,20 0,76 
WZ 35 0,37 0,18 0,11 0,32 1,00 0,57 0,13 0,81 
WZ 36 0,26 0,17 0,03 0,21 1,00 0,54 0,07 0,35 
WZ 37 0,35 0,97 0,76 0,42 0,99 0,93 0,97 1,00 
WZ 40 0,03 0,03 0,06 0,64 0,90 0,57 0,40 0,60 
WZ 41 0,01 0,01 0,04 0,05 1,00 0,23 0,37 0,46 
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B.2 DEMATEL-Analyse - Direkte Einflussmatrix 
Tab B.2.1: Direkte Einflussmatrix Dimensionen (erstellt auf Basis der Experteneinschätzungen 
des CEDIM-Workshops) 
Indikator  D1 (BA) D2 (PA) D3 (I) D4 (SCA) 
D1 (BA) 0 1 1 0 
D2 (PA) 0 0 0 0 
D3 (I) 1 0 0 1 
D4 (SCA) 0 0 2 0 
Tab B.2.2: Intradimensionelle direkte Einflussmatrix der Dimension Personal (erstellt auf Ba-
sis der Experteneinschätzungen des CEDIM-Workshops) 
Indikator  I2  (PI) I3 (SP) 
I2 (PI) 0 0 
I3 (SP) 1 0 
Tab B.2.3: Intradimensionelle direkte Einflussmatrix der Dimension Infrastruktur (erstellt auf 


















I4 (EV) 0 4 2 0 0 0 0 0 
I5 (EA) 0 0 3 0 0 0 0 0 
I6 (EVE) 0 1 0 2 0 0 0 0 
I7 (WV) 1 1 0 0 4 2 0 0 
I8 (WA) 0 0 0 0 0 3 0 0 
I9 (EVW) 1 1 0 0 1 0 0 0 
I11 (TAS) 0 0 0 0 0 0 0 2 
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Tab B.2.4: Intradimensionelle direkte Einflussmatrix der Dimension Supply Chain (erstellt auf 
Basis der Experteneinschätzungen des CEDIM-Workshops) 








(EN) I13 (MI) 
I13 (MK) 0 0 2 0 0 0 
I14 (FIL) 1 0 1 0 0 1 
I15 (LV) 2 1 0 0 0 2 
I16 (NVI) 0 0 0 0 0 0 
I17 (KN) 0 0 0 2 0 0 
I13 (MK) 0 0 2 0 0 0 
 
B.3 DEMATEL-Analyse – Totale Einflussmatrix T  (defuzzy-
fiziert) 
Tab B.3.1: Totale Einflussmatrix Dimensionen  
Indikator  D1 (BA) D2 (PA) D3 (I) D4 (SCA) 
D1 (BA) 0,005 0,065 0,068 0,020 
D2 (PA) 0,015 0,002 0,017 0,015 
D3 (I) 0,065 0,020 0,012 0,065 
D4 (SCA) 0,023 0,018 0,133 0,008 
 






I2 (PI) 0,000 0,013 
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I4 (EV) 0,026 0,274 0,198 0,058 0,050 0,053 0,040 0,040 
I5 (EA) 0,036 0,041 0,221 0,055 0,045 0,047 0,034 0,034 
I6 (EVE) 0,042 0,103 0,041 0,150 0,066 0,062 0,035 0,035 
I7 (WV) 0,100 0,126 0,076 0,033 0,273 0,203 0,045 0,045 
I8 (WA) 0,043 0,057 0,047 0,036 0,033 0,219 0,034 0,034 
I9 (EVW) 0,083 0,105 0,060 0,037 0,089 0,037 0,035 0,035 
I11 (TAS) 0,032 0,043 0,041 0,032 0,037 0,040 0,029 0,144 
I12 (TAE) 0,032 0,043 0,041 0,032 0,037 0,040 0,144 0,029 
 














I13 (MK) 0,020 0,025 0,136 0,021 0,018 0,020 
I14 (FIL) 0,076 0,007 0,076 0,021 0,018 0,076 
I15 (LV) 0,139 0,069 0,024 0,022 0,019 0,139 
I16 (NVI) 0,019 0,016 0,019 0,003 0,015 0,019 
I17 (KN) 0,022 0,019 0,022 0,131 0,003 0,022 
I13 (MK) 0,020 0,025 0,136 0,021 0,018 0,020 
 
B.4 DEMATEL-Analyse – Pi- und Ri-Werte der Indikatoren 
Tab. B.4.1: iP - und iR -Werte der Vulnerabilitätsdimension Personal (normiert) 
FuzzyDEMATEL crispDEMATEL 
Indikator i 
iP  iR  iP  iR  
I2 (PI) 0,03 0,13 0,00 0,13 
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Tab. B.4.2: iP - und iR -Werte der Vulnerabilitätsdimension Infrastruktur (normiert) 
FuzzyDEMATEL crispDEMATEL 
Indikator i 
iP  iR  iP  iR  
I4 (EV) 0,21 0,08 0,30 0,11 
I5 (EA) 0,12 0,22 0,16 0,33 
I6 (EVE) 0,13 0,20 0,21 0,30 
I7 (WV) 0,27 0,09 0,39 0,13 
I8 (WA) 0,12 0,17 0,14 0,24 
I9 (EVW) 0,11 0,19 0,16 0,27 
I11 (TAS) 0,08 0,08 0,07 0,07 
I12 (TAE) 0,08 0,08 0,07 0,07 
 
Tab. B.4.3: iP - und iR -Werte der Vulnerabilitätsdimension Supply Chain (normiert) 
FuzzyDEMATEL crispDEMATEL 
Indikator i 
iP  iR  iP  iR  
I13 (MK) 0,12 0,15 0,14 0,19 
I14 (FIL) 0,11 0,07 0,13 0,07 
I15 (LV) 0,15 0,15 0,18 0,19 
I16 (NVI) 0,03 0,11 0,00 0,05 
I17 (KN) 0,11 0,03 0,05 0,00 
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Abb. B.5.1: Impact-Relation Map intradimensionellen Einflüsse der Dimension Personalab-
























Abb. B.5.2: Impact-Relation Map intradimensionellen Einflüsse der Dimension Supply Chain 
Abhängigkei (MK = spez. Materialkosten, FIL = Anteil firmeninterner Lieferungen, LVI = 
lieferseitiger Verflechtungsgrad, NVI =nachfrageseitiger Verflechtungsgrad, 
KN = Konsumentennähe)
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B.6 Sektorspezifische Vulnerabilität der  
Wirtschaftsunterabschnitte 





































Abb. B.6: Sektorspezifischer Vulnerabilitätsindex der Wirtschaftsunterabschnitte (Datenbasis: 
sektorspezifische Daten der Wirtschaftsabteilungen in Deutschland,  
Abkürzungen vgl. Tabelle 15) 
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Abb. B.7: Sektorspezifische Verwundbarkeit gegenüber Supply Chain Ausfällen (Datenbasis: 
sektorspezifische Daten der Wirtschaftsabteilungen in Deutschland,  
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B.9 Gewichtungsfaktoren der untersuchten  
Gewichtungsszenarios 












I1 (AV) 0,217 0,063 0,250 0,063 
I2 (PI) 0,118 0,051 0,125 0,063 
I3 (SP) 0,105 0,087 0,125 0,063 
I4 (EV) 0,019 0,068 0,028 0,063 
I5 (EA) 0,021 0,061 0,028 0,063 
I6 (EVE) 0,021 0,035 0,028 0,063 
I7 (WV) 0,018 0,078 0,028 0,063 
I8 (WA) 0,021 0,042 0,028 0,063 
I9 
(EVW) 
0,021 0,043 0,028 0,063 
I10 (TAS) 0,033 0,061 0,042 0,063 
I11 
(TAE) 
0,033 0,077 0,042 0,063 
I12 (MK) 0,031 0,118 0,042 0,063 
I13 (FIL) 0,032 0,051 0,042 0,063 
I14 (LVI) 0,030 0,053 0,042 0,063 
I15 (NVI) 0,051 0,066 0,063 0,063 
I16 (KN) 0,047 0,047 0,063 0,063 
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B.10 Berechnete Vulnerabilitätswerte der  
Wirtschaftsabteilungen im Szenario_VF_1 
Tab. B.10: Berechnete Vulnerabilitätswerte VF_1 Wirtschaftsabteilungen (I1-I8)  

















WZ 15 0,05 0,18 0,12 0,12 0,90 0,92 0,21 0,70 
WZ 16 0,11 0,11 0,73 0,11 0,90 0,80 0,09 0,70 
WZ 17 0,08 0,18 0,20 0,13 1,00 0,99 0,16 0,70 
WZ 18 0,03 0,15 0,17 0,00 1,00 0,87 0,01 0,70 
WZ 19 0,07 0,22 0,06 0,03 1,00 1,00 0,10 0,50 
WZ 20 0,03 0,07 0,22 0,17 1,00 0,80 0,07 0,50 
WZ 21 0,08 0,12 0,35 0,62 0,55 0,94 0,40 0,45 
WZ 22 0,03 0,07 0,34 0,05 0,55 0,00 0,03 0,45 
WZ 23 0,21 0,05 0,83 0,78 1,00 0,51 0,48 0,50 
WZ 24 0,09 0,09 0,63 0,41 0,90 0,83 0,50 0,80 
WZ 25 0,03 0,14 0,29 0,17 1,00 1,00 0,12 0,50 
WZ 26 0,05 0,09 0,34 0,22 1,00 0,99 0,16 0,50 
WZ 27 0,07 0,13 0,54 0,71 0,95 0,97 0,37 0,85 
WZ 28 0,02 0,09 0,30 0,07 0,95 0,74 0,04 0,85 
WZ 29 0,01 0,12 0,46 0,04 1,00 1,00 0,03 0,60 
WZ 30 0,11 0,09 0,58 0,02 1,00 1,00 0,09 0,90 
WZ 31 0,03 0,13 0,51 0,05 1,00 1,00 0,04 0,90 
WZ 32 0,07 0,10 0,47 0,11 1,00 1,00 0,17 0,90 
WZ 33 0,01 0,06 0,41 0,02 1,00 1,00 0,01 0,90 
WZ 34 0,08 0,47 0,65 0,13 1,00 1,00 0,08 0,60 
WZ 35 0,05 0,22 0,61 0,07 1,00 1,00 0,10 0,60 
WZ 36 0,04 0,12 0,25 0,04 0,95 1,00 0,00 1,00 
WZ 37 0,02 0,05 0,31 0,13 0,95 1,00 0,10 1,00 
WZ 40 0,51 0,06 1,00 0,20 0,80 0,70 1,00 0,40 
WZ 41 0,88 0,02 0,02 0,20 0,80 0,70 0,17 0,40 
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Fortsetzung Tab. B.10:Berechnete Vulnerabilitätswerte VF_1 Wirtschaftsabteilungen (- I9-I16)  


















WZ 15 0,69 0,04 0,16 0,71 0,86 0,36 0,14 0,69 
WZ 16 0,84 0,10 0,46 1,00 0,56 0,08 0,05 0,84 
WZ 17 0,36 0,01 0,09 0,66 0,54 0,42 0,76 0,36 
WZ 18 0,40 0,01 0,12 1,00 0,48 0,10 0,05 0,40 
WZ 19 0,66 0,01 0,12 1,00 0,50 0,26 0,25 0,66 
WZ 20 0,55 0,20 0,10 0,61 0,83 0,71 0,62 0,55 
WZ 21 0,58 0,22 0,15 0,34 0,67 0,63 0,88 0,58 
WZ 22 0,33 0,09 0,03 1,00 0,61 0,64 0,30 0,33 
WZ 23 0,89 0,98 1,00 0,55 0,22 0,67 0,34 0,89 
WZ 24 0,59 0,25 0,19 0,06 0,80 0,60 0,77 0,59 
WZ 25 0,44 0,17 0,12 0,85 0,57 0,62 0,91 0,44 
WZ 26 0,71 0,20 0,07 0,94 0,68 0,68 0,81 0,71 
WZ 27 0,56 0,33 0,26 0,02 0,89 0,75 0,99 0,56 
WZ 28 0,43 0,25 0,07 1,00 0,57 0,68 0,66 0,43 
WZ 29 0,17 0,02 0,12 1,00 0,62 0,33 0,48 0,17 
WZ 30 0,27 0,01 0,26 1,00 0,47 0,40 0,57 0,27 
WZ 31 0,18 0,01 0,15 0,95 0,65 0,63 0,73 0,18 
WZ 32 0,25 0,01 0,25 0,85 0,44 0,29 0,58 0,25 
WZ 33 0,18 0,01 0,06 1,00 0,43 0,18 0,33 0,18 
WZ 34 0,50 0,16 0,34 0,46 0,86 0,42 0,52 0,50 
WZ 35 0,40 0,11 0,15 1,00 0,57 0,30 0,59 0,40 
WZ 36 0,38 0,03 0,09 1,00 0,54 0,16 0,13 0,38 
WZ 37 0,99 0,76 0,22 0,95 0,93 0,99 1,00 0,99 
WZ 40 0,07 0,06 0,43 0,68 0,57 0,68 0,32 0,07 
WZ 41 0,01 0,04 0,02 1,00 0,23 0,65 0,20 0,01 
WZ45 0,70 0,35 0,00 1,00 0,64 0,32 0,00 0,70 
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B.11 Ergebnisse der regionalen Vunerabilitätsanalyse in Baden-
Württemberg 
Tab. B.11: Strukturelle Vulnerabilität SVj, Exposition Ej und Gesamtvulnerabilität Vj der Landkrei-
se in Baden-Württemberg  
Landkreis  SVj Ej [€/km2] Vj 
Stuttgart, Stadt 0,53 36383 1,00 
Böblingen 0,44 18093 0,67 
Esslingen 0,39 8747 0,47 
Göppingen 0,33 3760 0,23 
Ludwigsburg 0,36 6568 0,37 
Rems-Murr-Kreis 0,31 4207 0,21 
Heilbronn, Stadt 0,44 12489 0,64 
Heilbronn 0,49 3545 0,58 
Hohenlohekreis 0,33 1534 0,15 
Schwäbisch Hall 0,29 1186 0,05 
Main-Tauber-Kreis 0,31 1063 0,09 
Heidenheim 0,33 2660 0,21 
Ostalbkreis 0,39 2158 0,31 
Baden-Baden, Stadt 0,50 4097 0,64 
Karlsruhe, Stadt 0,57 14872 1,00 
Karlsruhe 0,38 3048 0,33 
Rastatt 0,52 4550 0,69 
Heidelberg, Stadt 0,44 9613 0,60 
Mannheim, Stadt 0,53 28678 0,97 
Neckar-Odenwal-Kreis 0,34 1061 0,14 
Rhein-Neckar-Kreis 0,36 3248 0,28 
Pforzheim, Stadt 0,34 11441 0,37 
Calw 0,34 1158 0,15 
Enzkreis 0,32 3241 0,20 
Freudenstadt 0,30 1485 0,09 
Freiburg im Breisgau, 
Stadt 
0,42 7429 0,52 
Breisgau-
Hochschwarzwald 
0,33 1094 0,12 
Anhang B 295 
 
Fortsetzung Tab. B.11: Strukturelle Vulnerabilität SVj, Exposition Ej und Gesamtvulnerabilität Vj 
der Landkreise in Baden-Württemberg 
Landkreis  SVj Ej [€/km2] Vj 
Emmendingen 0,31 1660 0,12 
Ortenaukreis 0,32 2142 0,16 
Rottweil 0,33 2119 0,20 
Schwarzwald-Baar-Kreis 0,20 1960 0,19 
Tuttlingen 0,16 2403 0,18 
Konstanz 0,35 2302 0,29 
Lörrach 0,38 2500 0,32 
Waldshut 0,36 1147 0,23 
Reutlingen 0,20 2483 0,20 
Tübingen 0,25 2232 0,23 
Zollernalbkreis 0,05 1977 0,09 
Ulm, Stadt 0,70 12676 0,74 
Alb-Donau-Kreis 0,12 1102 0,08 
Biberach 0,39 1745 0,29 
Bodenseekreis 0,14 3373 0,19 
Ravensburg 0,23 1411 0,17 
Sigmaringen 0,00 909 0,00 
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