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In this article, continuing [12,13], further contributions to the theory
of max–min convex geometry are given. The max–min semir-
ing is the set R = R ∪ {±∞} endowed with the operations ⊕ =
max,⊗ = min in R. A max–min hyperplane (brieﬂy, a hyperplane)
is the set of all points x = (x1, . . . , xn) ∈ Rn satisfying an equation
of the form
a1 ⊗ x1 ⊕ · · · ⊕ an ⊗ xn ⊕ an+1
= b1 ⊗ x1 ⊕ · · · ⊕ bn ⊗ xn ⊕ bn+1,
with ai , bi ∈ R (i = 1, . . . , n + 1), where each side contains at least
one term, andwhere ai /= bi for at least one index i. Themain result
is adescriptionof ahyperplane in termsof simplepolyhedral blocks.
As an application, one shows that the separation ofmax–min closed
convex sets by max–min hyperplanes is not possible in general.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
This article is a continuation of [12,13], where several contributions to the theory of the max–min
convex geometry are given. Namely, the authors have studied theremax–min segments andmax–min
semispaces. In this paper we study max–min hyperplanes.
In analogy to the caseof the real linear space, one can introduce canonically thenotionofhyperplane
for any semimoduleover a semiring (see [14,15]). Twoexamplesof semimodules that appear frequently
in applications are the max-plus algebra Rnmax and the max–min algebra R
n
. Two surveys discussing
recent progress made in the study of these objects are [5,6].
∗ Address: Department of Mathematics, West Chester University, West Chester, PA 19383, USA.
E-mail address: vnitica@wcupa.edu
1 Partially supported by NSF Grant DMS-0500832.
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.08.022
V. Nitica / Linear Algebra and its Applications 432 (2010) 402–429 403
Recall thatR :=R ∪ {±∞} is a semiringwith theoperations⊕ = max,⊗ = min,andthatRn :=R ×




x ⊕ y :=(max(x1, y1), . . . , max(xn, yn)), (1.1)
α ⊗ x :=(min(α, x1), . . . , min(α, xn)). (1.2)
We write αβ instead of α ⊗ β ,α,β ∈ R. If R has the usual topology, R is endowed with the usual
topology of compactiﬁcation with two points.
Ahyperplane, orafﬁnehyperplane,H inR
n
is deﬁnedas the set of all points x = (x1, . . . , xn) satisfying
an equation of the form
a1x1 ⊕ a2x2 ⊕ · · · ⊕ anxn ⊕ an+1 = b1x1 ⊕ b2x2 ⊕ · · · ⊕ bnxn ⊕ bn+1, (1.3)
with a1, . . . , an, an+1, b1, . . . , bn, bn+1 ∈ R, where each side of (1.3) contains at least one term, and
where ai /= bi for at least one index i (otherwise H = Rn). In contrast to the case of the usual linear
space Rn, here one needs an afﬁne function on each side; indeed, one cannot simplify Eq. (1.3) by
moving one of the terms to the other side, since the operation⊕ does not admit an inverse operation.
The hyperplanes deﬁned by (1.3) are convex. If x, y ∈ Rn, the set
[x, y]:={αx ⊕ βy ∈ Rn|α,β ∈ R,α ⊕ β = e}
= {max (min(α, x), min(β , y)) ∈ Rn|α,β ∈ R, max (α,β) = +∞}, (1.4)
where e = +∞is the neutral element of⊗ = min in R, is called the (max–min) segment joining x and y.
A subset G of R
n
is said to be (max–min) convex if along with two points it contains the whole segment
joining them:
x, y ∈ G ⇒ [x, y] ⊆ G. (1.5)
Segments are the simplest examples of convex sets.
Another class of convex sets in R
n
is given by semispaces.When z ∈ Rn, we shall call a subset S(z) of
R
n
amax–min semispace (or, brieﬂy, a semispace) at z, if it is a maximal (with respect to set-inclusion)
max–min convex subset of R
n\{z}; a subset S of Rn will be called a semispace, if there exists z ∈ Rn
such that S = S(z). It is shown in [13] that, similarly to the case of Rnmax [9,10], in Rn there exist at most
n + 1 semispaces at each point, and exactly n + 1 at each ﬁnite point; in particular, each max–min
convex set is contained in at least one of those semispaces.
The main result here is the description of the structure of the hyperplanes in R
n
. The approach is
combinatorial and geometric, and is partially inspired by [11] in which one can ﬁnd a striking relation-
ship between max-plus hyperplanes and max-plus semispaces. More precisely, the set corresponding
to an afﬁne max-plus hyperplane can be described as the union of two sets: the ﬁrst one is a union of
complements of max-plus semispaces and the second one is the boundary of a union of complements
of max-plus semispaces. Moreover, any union as above coincides with a max-plus hyperplane. Other
papers investigating max-plus hyperplanes are [7,4].
The results in [13] and explicit examples presented below show that a similar result for max–min
hyperplanes does not hold. Nevertheless, one is able to describe a general max–min hyperplane as a
union of polyhedral sets that are easy to deﬁne. If no pair (ai, bj) of equal coefﬁcients appears in (1.3),
then there are three classes of polyhedral sets appearing in the union. We call the elements of the ﬁrst
two classes simple polyhedral sets, respectively double polyhedral sets. The nondegenerate simple
polyhedral sets are n-dimensional, that is, contain a set homeomorphic to R
n
, and the nondegenerate
double polyhedral sets are n − 1-dimensional. The nondegenerate elements belonging to the third
class are n − 1 dimensional polyhedral sets included in {x ∈ Rn|xi = constant} for some 1 i n. If
(1.3) has a pair (ai, bj) of equal coefﬁcients, there is one more class of polyhedral sets, called boxes,
that may appear. Boxes are complements of sets related to themax–min semispaces described in [13].
The structure of the paper is as follows: in Section 2 the structure of the max–min lines in R
2
is
discussed. Our results give a complete geometric classiﬁcation. The solution set of (1.3) depends on the
mutual ordering of the coefﬁcients a1, . . . , an+1 and b1, . . . , bn+1. If n = 2 the number of coefﬁcients
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is 6, so there are altogether 6!/2 = 360 strict orderings. We divide by 2 because interchanging the
sides in (1.3) does not change the hyperplane. The number of cases to consider further increases when
equalities of the coefﬁcients are considered. Nevertheless, our result for strict orderings (Theorem 2.1
and Proposition 2.1) shows that there are, in fact, only 12 different geometric conﬁgurations. We also
describe the structure of the lines with coefﬁcients that are not distinct.
In Section 4 general results about the structure of the max–min hyperplanes in R
n
are discussed.
We obtain a satisfactory structural theorem in which we carry over to hyperplanes several features
observed in Section 2 for max–min lines. We also describe the structure of the hyperplanes with
coefﬁcients that are not distinct.
Theorems on separation of convex sets are among themost basic tools in convexity theory. The ﬁrst
separation result in max-plus literature was proved by Zimmermann [14] for closed convex subsets of
Kn, where K is a semiring satisfying certain axioms that are true in Rmax. More separation theorems
are found in [2,3,5]. It is shown in [3] that if C is a closed convex set in Kn, where K is an idempotent
semiring that is conditionally complete for its natural order, and y ∈ Kn \ C, then there exists an afﬁne
hyperplane containing C and not y. The result holds for K = Rmax. As an application of our results,
we show that a similar separation theorem is not valid in max–min algebra. In Section 3 we show an
example of a convex set C ⊂ R2 and a point y ∈ R2 \ C that cannot be separated by lines. This is in
contrastwith other standard separation resultswhich have bothmax-plus andmax–min counterparts.
For example, the Stone-Kakutani theorem about separation of two convex sets by hemispaces (convex
sets that have convex complement) it is shown to be true for max-times algebra (which is isomorphic
to max-plus algebra) in [1], and for max–min algebra in the introduction of [12].
Let us remark that all results contained in this paper can be carried over to models in which we
replace [−∞,+∞] by [a, b], where a < b are ﬁnite numbers (e.g. if a = 0, b = 1, one obtains the so
called fuzzy algebra).
2. Lines in R
2
In this section we describe the lines in R
2
. Formula (1.3) becomes
max(min(a1, x1), min(a2, x2), a3) = max(min(b1, x1), min(b2, x2), b3) (2.1)
with a1, a2, a3, b1, b2, b3 ∈ R, where each side of (2.1) contains at least one term, and where ai /= bi
for at least one index i. The missing terms can always be introduced in (2.1) taking the corresponding
coefﬁcients −∞.
Deﬁnition 2.1. The solution set of (2.1) is called line in R
2
. A line is called non-degenerate if a1, a2, a3
are distinct, and b1, b2, b3 are distinct. Otherwise, the line is called degenerate.
Notation. For the rest of the section, denote:
E(x1, x2; a1, a2, a3):= max(min(a1, x1), min(a2, x2), a3). (2.2)
In this section, for the distribution of values of E(x1, x2; a1, a2, a3), we assume that a1, a2, a3 ∈ R are
constants, and x1, x2 ∈ R are variables.
The proof of next lemma is immediate from the deﬁnition of max–min convexity and the associa-
tivity and distributivity properties of ⊕ and ⊗.
Lemma 2.1. The solution set of (2.1) is a max–min convex set in R
2
.
Deﬁnition 2.2. We call the main bisector in R
2
the set {(t, t)|t ∈ R}.
Our method for ﬁnding the structure of a line is to ﬁnd the distribution of values taken by each side
of (2.1), and then to check which regions in R
2
have the same value on both sides. The union of these
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Fig. 2.1. Explicit form for E(x1, x2; a1, a2, a3) if n = 2 and a1  a2.
regions gives the line. Since the sides are given by similar formulas, we ﬁnd the distribution of values
only for the left hand side. Moreover, we assume a1  a2, the other case following from this one by a
permutation of the coordinates.
The proof of the following lemma is immediate and is skipped.
Lemma 2.2. Let a1, a2, a3 ∈ R. Assume a1  a2.
(a) If a3  a1  a2, then E(x1, x2; a1, a2, a3) = a3.
(b) If a1  a3  a2, then:
E(x1, x2; a1, a2, a3) =
⎧⎨
⎩
a1, if a1  x1,
x1, if a3  x1 < a1,
a3, if x1 < a3.
(c) If a1  a2  a3, then:
E(x1, x2; a1, a2, a3) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
a1, if a1  x1,
x1, if a2  x1 < a1,
x1, if a3  x1 < a2 and x1  x2,
a2, if x1 < a2 and a2  x2,
x2, if a3  x2 < a2 and x2 < x1,
a3, if x1 < a3 and x2 < a3.
Remark 2.1. A graphic presentation of the results in Lemma 2.2 appears in Fig. 2.1. In each case (a), (b)
or (c), R
2
is divided in regions shaped either as rectangles, or as trapezoids. The rectangles have two
sides part of one of the lines {x = (x1, x2)|x2 = −∞} or {x = (x1, x2)|x2 = ∞}, and the other two
sides parallel to x2-coordinate axis. The trapezoids have two sides parallel to one of the coordinate
axis, the third side part of one of the lines {x = (x1, x2)|x1 = −∞} or {x = (x1, x2)|x2 = −∞}, and
the fourth side part of the main bisector. In the degenerate case, when some of the constants a1, a2, a3
coincide, the rectangles become horizontal or vertical lines, and the trapezoids become horizontal
or vertical half lines with one endpoint belonging to the main bisector. On each region, the value of
E(x1, x2; a1, a2, a3) is either given by a constant equal to one of the coefﬁcients a1, a2, a3, or it is equal
to one of the variables x1, x2.
Notation. We use the notation (s1, s2, . . . , sk), respectively {s1, s2, . . . , sk}, for the ordered set, respec-
tively the unordered set, with elements s1, s2, . . . , sk .
The following deﬁnition models the maximal regions in R
2
on which the expression E(x1, x2; a1,
a2, a3) may be equal to one of the variables x1, x2.
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Fig. 2.2. Wedges of type 1.
Deﬁnition 2.3. A wedge in R
2
is a set in R
2
of the following forms:
• W((0, 1); (i1, i2); (c1, c2, c3)) = {(x1, x2) ∈ R2|c2  xi1  c1} ∪ {(x1, x2) ∈ R2|c3  xi1  c2,
xi2  xi1},
• W((0, 0); (i1); (c1, c2)) = {(x1, x2) ∈ R2|c2  xi1  c1},
• W((1, 0); (i1, i2); (c1, c2)) = {(x1, x2) ∈ R2|c2  xi1  c1, xi2  xi1},
where c1, c2, c3 ∈ R, c1  c2  c3 and (i1, i2) ∈ {(1, 2), (2, 1)}.
We call i1 the type of the wedge, and (0,1), (0,0), or (1,0) the category of the wedge. A wedge is
called nondegenerate if the constants ci appearing in the third argument of the wedge are all distinct,
and degenerate, if some of them coincide.
Remark 2.2. Type 1wedgesmodel regions in R
2
onwhich E(x1, x2; a1, a2, a3) equals x1; type 2wedges
model the regions in R
2
on which E(x1, x2; a1, a2, a3) equals x2. Pictures for type 1 wedges appear in
Fig. 2.2. Pictures for type 2 wedges are symmetric to the above about the main bisector. The subset of
the intersection of a type 1 wedge and a type 2 wedge labeled by the same value in both wedges is
either empty, or a segment on the main bisector.
Lemma 2.3. Let i ∈ {1, 2}. A ﬁnite intersection of wedges of type i is either empty, or a wedge of type i.
Proof. Deﬁnition 2.3 implies that the intersection of two wedges of type 1 is a wedge of type 1. Then
the proof for wedges of type 1 follows by induction. The proof for wedges of type 2 is similar. 
The following deﬁnition models the maximal regions in R
2
on which the expression E(x1, x2; a1,
a2, a3) may be equal to one of the constants a1, a2, a3.
Deﬁnition 2.4. Let x0 ∈ R2. A box in R2 is a set of the following forms:
• B({i1}; x0):={(x1, x2) ∈ R2|xi1  x0},
• B(∅; i1; x0):={(x1, x2) ∈ R2|xi1  x0},
• B({i1, i2}; x0):={(x1, x2) ∈ R2|xi1  x0, xi2  x0},
• B({i1}; i2; x0):={(x1, x2) ∈ R2|xi1  x0, xi2  x0},
where x0 ∈ R and (i1, i2) ∈ {(1, 2), (2, 1)}. We call x0 the center of the box. A box is called degenerate
if it has empty interior in R
2
.
V. Nitica / Linear Algebra and its Applications 432 (2010) 402–429 407
Remark 2.3. (a) Lemma 2.2 implies that any box in the distribution of values of E(x1, x2; a1, a2, a3) is
labeled by its center.
(b) If x0 = −∞, the boxes B({i1}; x0), B({i1, i2}; x0) and B({i1}; i2; x0) are degenerate. If x0 = ∞,
the boxes B(∅; i1; x0) and B({i1}; i2; x0) are degenerate. From Lemma 2.2, any degenerate box in the
distribution of values of E(x1, x2; a1, a2, a3) is part of the boundary of a wedge from the distribution.
The discussion of degenerate boxes is ignored in the future.
(c) Lemma 2.2 implies that any box in the distribution of values of E has as center one of the
coefﬁcients {a1, a2, a3}. For any such box, say labeled by ak , atmost one inequality from the description
of the box is of type xi  ak , namely for i = k. The other inequalities are of type xj  ak , and the index j
is in the set of indices corresponding to constants aj that are greater than ak . This observation guided
us in introducing the arguments of the box.
(d) The families of inequalities describing the boxes are similar to the families of inequalities
describing the complements of semispaces in R
2
at points (x1, x2) with distinct coordinates x1, x2.
See [10, Proposition 2.1].
Deﬁnition 2.5. A diagonal segment in R
2
is a set {(t, t)|t ∈ [a, b]}, where a, b ∈ R. An upper (lower)
half horizontal segment in R
2
is a set {(t, a)|t ∈ [a,∞]}({(t, a)|t ∈ [−∞, a]}), where a ∈ R, and a full
horizontal segment in R
2
is a set {(t, a)|t ∈ [−∞,∞]}. An upper (lower) half vertical segment in R2
is a set {(a, t)|t ∈ [a,∞]}({(a, t)|t ∈ [−∞, a]}), where a ∈ R, and a full vertical segment in R2 is a
set {(a, t)|t ∈ [−∞,∞]}. A segment is endowed with an order, given by its parametrization, which
deﬁnes the lower, respectively upper, endpoint of a segment. A horizontal/vertical concatenation is a
union of a diagonal segment and an upper half horizontal/vertical segment such the upper endpoint
of the diagonal segment coincides to the lower endpoint of the half horizontal/vertical segment.
Remark 2.4. Consider a box and a wedge appearing from two distinct distributions of values for
E(x1, x2; a1, a2, a3). Lemma 2.2 implies that the subset A of the intersection of the box and the wedge
that has common label is either empty, or an horizontal or a vertical segment. Indeed, the wedge is
labeled by one of the variables xi and the box is labeled by a constant aj . The subset A is part of a
horizontal/vertical segment xi = aj . The part of the wedge where xi = aj is either a full segment or a
half segment, and the part of a box centered in aj where xi = aj is also either a full segment or a half
segment. So A is either a full, or a half horizontal/vertical segment.
IfA is a full segment, then it is included in theboundaryof thebox, andconsequently in theboundary
of a wedge adjacent to the box. Thus A is included, as boundary, in the intersection of two wedges of
same type, one appearing in the ﬁrst distribution of values, and one in the second.
If A is a half segment, then A is not part of an intersection as above onlywhen its interior is included
in the interior of a box. It follows from Lemma 2.2 that this happens only when the box is of the form
B({i1}; x0) or B(∅; i1; x0), and the box and the wedge are “transversal", that is, the type of the wedge
and the argument i1 of the box are different.
Let E1 :=E(x1, x2; a1, a2, a3), respectively E2 :=E(x1, x2; b1, b2, b3), be the left/right side of a line L.
From Lemma 2.2, the possible values of E1 are x1, x2, a1, a2, a3, and of E
2 are x1, x2, b1, b2, b3. To ﬁnd the
structure of a line Lwe identify the regions that have same value in E1 and E2. Due to the distributions
for E1 and E2, there are three types of intersections one has to study: of two wedges, of two boxes, and
of a box and a wedge.
We show ﬁrst the results if the line does not contain intersections of boxes (Theorem 2.1), and then
if it contains intersections of boxes (Theorem 2.2).
It follows from Lemma 2.2 and Deﬁnition 2.4 that the condition below implies that the line (2.1)
does not contain any intersection of boxes:
{a1, a2, a3} ∩ {b1, b2, b3} = ∅. (2.3)
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Fig. 2.3. Example of line in R
2
with distinct coefﬁcients.
Theorem 2.1. Let L be a line in R
2
given by Eq. (2.1). If (2.3) is satisﬁed then L is the union of three objects:
a wedge W1 of type 1, a wedge W2 of type 2, and a concatenation. The diagonal segment S that appears
in the concatenation can be chosen such that if S /= ∅ and W1 ∪ W2 /= ∅, then S ∩ (W1 ∪ W2) is the
lower endpoint of S. Moreover, the following are true:
1. If one of W1,W2 is of category (0, 0), then the other is empty.
2. If the category of W1, or W2, belongs to the set {(0, 1), (0, 0)}, then L is only a union of wedges.
3. W1 ∩ W2 is a subset of the main bisector.
4. If nonempty,W1,W2 have a common lowest point on the main bisector.
5. If (y1, y1) ∈ S and (z1, z2) ∈ W1 ∪ W2, thenmax{z1, z2} y1. That is, S sits “above" W1 ∪ W2.
Sketch of the proof. If E1 and E2 are equal to xi, 1 i 2, this happens over wedges of type i.
Denote the wedges by W1i , and respectively W
2
i . The subscript of a wedge is equal to its type and the
superscript indicates the appearance of the wedge in the distribution of values of E1, respectively E2.
It follows from Lemma 2.3 that L contains the wedges
Wi :=W1i ∩ W2i (2.4)
of type 1 i 2. Moreover, according to Remark 2.2, a point x = (x1, x2) ∈ W11 ∩ W22 , that is not in
W1, belongs to L only if x1 = x2. A similar statement holds for the pair of wedges W21 and W12 . Thus
the diagonal segments disjoint fromW1,W2 appear only as subsets of
W21 ∩ W12 ∩ {x ∈ R2|x1 = x2}, or W11 ∩ W22 ∩ {x ∈ R2|x1 = x2}. (2.5)
Hence the part of L appearing as intersection ofwedges consists of twowedges and diagonal segments.
The appearance of full concatenations is explained in Remark 2.4 and is illustrated in Fig. 2.3.
The other claims in the theorem can be proved using Lemma 2.2. 
V. Nitica / Linear Algebra and its Applications 432 (2010) 402–429 409
Proposition 2.1. All geometric conﬁgurations of two wedges, one of type 1 and one of type 2, and a
concatenation, that do not contradict 1–5 above, can be realized as nondegenerate lines in R
2
satisfying
(2.3). These conﬁgurations are:
I. W1 of category (0, 1) and W2 of category (1, 0);
II. W2 of category (0, 1) and W1 of category (1, 0);
III. W1 of category (1, 0) and W2 of category (1, 0);
IV . W1 of category (1, 0),W2 of category (1, 0) and concatenation;
V . W1 of category (1, 0) and concatenation;
VI. W2 of category (1, 0) and concatenation;
VII. W1 of category (0, 0);
VIII. W1 of category (1, 0);
IX. W1 of category (0, 1);
X. W2 of category (0, 0);
XI. W2 of category (1, 0);
XII. W2 of category (0, 1).
Proof. One shows that each of the conﬁgurations I–XII is realized by speciﬁc orderings on the set of
coefﬁcients. For example the order a1 > b2 > b1 > a2 > b3 > a3 gives the conﬁguration IV with a
vertical concatenation, as shown in Fig. 2.3. The left side of the ﬁgure shows the distributions of values
for E1 and E2, and right side shows the line L. The line consists of two wedges, one of type 1, category
(1,0), and one of type 2, category (1,0), and a concatenation. Pictures of the corresponding lines (for
cases with concatenations, only for the horizontal) are shown in Fig. 2.4. 
Theorem 2.2. If (2.3) is invalid, then L is the union of two parts. The ﬁrst part is the union of two wedges,
one of type 1, and one of type 2, and a concatenation. These objects satisfy 1–5 from Theorem 2.1. The
second part is a ﬁnite union of boxes and intersections of two boxes.
Proof. If {a1, a2, a3} ∩ {b1, b2, b3} /= ∅, then L contains a union of two wedges and a concatenation,
that satisfy 1–5 from Theorem 2.1. In addition, the distributions of values for E1 and E2 have boxes
labeled by the same constant that may overlap. The set of inequalities describing a box labeled by x0
are of the form xi  x0, xj  x0, i, j ∈ {1, 2} (see Deﬁnition 2.4). This implies that two boxes B1 and B2
are labeled by the same constant and have the intersection with non-empty interior only if they have
the same center x0 and if among the inequalities deﬁning the boxes there is no opposite pair, that is,
xi  x0, xi  x0. This gives two cases to consider for a ﬁxed pair (B1, B2): if all corresponding inequalities
coincide, a full box is included in the line; otherwise, an intersection of two boxes is included in the
line. If two boxes have the same label, but their intersection has empty interior, then their intersection
is already included in a wedge. 
Remark 2.5. It follows from the proof of Theorem 2.2 that the only intersection of boxes appearing in
a line that is not already a box is, for some x0 ∈ R, of form {(x1, x2) ∈ R2|x1  x0, x2  x0}.
We describe the structure of the subset of a line determined by boxes.
Consider ﬁrst the situation where ai’s are distinct, and bi’s are distinct.
From Lemma 2.2 there are six possibilities for the distribution of values for E, three if a1  a2, and
three if a2  a1. Any two of these distributions can be combined to give a line. Since we can ﬂip the
sides of (2.1) without changing the line, the order in which we consider these two distributions is
not important. One needs to investigate in 6 + 5 + 4 + 3 + 2 + 1 = 21 cases what equalities of the
constants ai’s and bi’s give pairs of boxes labeled by the same constant that have intersection with
non-empty interior. If the intersection of two boxes has empty interior, it follows from Lemma 2.2 that
the intersection is included in a wedge. One also needs to determine which pairs of boxes can appear
simultaneously in a line.
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Fig. 2.4. Lines in R
2
with distinct coefﬁcients.
In order to simplify the future statements, for the rest of this section we restrict ourselves to the situation
where the coefﬁcients ai, bi are ﬁnite.
Deﬁnition 2.6. Consider the sets of symbols {a1, a2, a3}, {b1, b2, b3}, each endowed with a strict total
order. We call 2-diagram a graph with 6 vertices labeled a1, a2, a3, b1, b2, b3, arranged in two columns,
one with labels a1, a2, a3, and one with labels b1, b2, b3. The labels in each column are written from
top to bottom in the decreasing order of their values. The edges in the graph connect pairs of type
(ai, bj) for which equality implies the existence of a box, or an intersection of boxes, in a line (2.1). A
subgraph of a 2-diagram that contains only the edges corresponding to a speciﬁc line is called possible
2-subdiagram.
Remark 2.6. A 2-diagram depends on the strict orders on {a1, a2, a3} and {b1, b2, b3}, but it is inde-
pendent of the speciﬁc values of the symbols.
Example 2.1. Assume that one has the strictly ordered sets a1 > a3 > a2 and b2 > b3 > b1. If a line L
given by (2.1) has the above as coefﬁcients, then the distributions for each side are given by Lemma2.2.
Each distribution consists of two boxes, labeled a3, a1 in the ﬁrst distribution and b2, b3 in the second,
and a wedge. A box or an intersection of boxes with nontrivial interior can appear in L only if one of
the following equalities holds:
a1 = b2, a1 = b3, a3 = b2, a3 = b3. (2.6)
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Since we assumed that ai’s are distinct, and bi’s are distinct, one cannot have all equalities (2.6) true
simultaneously. There are 5 possible 2-subdiagrams derived from the 2-diagram:
a1 b2 a1 b2 a1 b2
a3 b3 a3 b3 a3 b3
a2 b1 a2 b1 a2 b1
a1 b2 a1 b2
a3 b3 a3 b3
a2 b1 a2 b1
One needs to address two questions in order to classify lines:
1. Given strict orders on {a1, a2, a3} and {b1, b2, b3}, how do we ﬁnd the edges that appear in the
corresponding 2-diagram?
2. Given a 2-diagram, what possible 2-subdiagrams can appear?
The edges appearing in a 2-diagram can be found from Fig. 2.1.
Lemma 2.4. In a 2-diagram there is an edge connecting ai and bj if and only if the following rules holds:
1. ai  a3, 2. bj  b3, 3. aj  ai, 4. bj  bi.
Proof. Lemma 2.2 implies that for any order on the sets {a1, a2, a3}, {b1, b2, b3}, no value ai strictly less
than a3, and no value bj strictly less than b3, can appears as the label of a box. Thus the ﬁrst two rules
are necessary.We show by contradiction that the third rule is necessary. If aj > ai, then it follows from
Deﬁnition 2.4 and Lemma 2.2 that the box labeled by ai in E1 has in its deﬁnition the inequality xj  aj .
Now, if j = 3, then aj > ai becomes a3 > ai, which is in contradiction with rule 1. So rule 2 implies
bj > b3, and in the description of the box labeled by bj in E2 appears the opposite inequality xj  bj . So,
if ai = bj , these two boxes do not have intersection with non-empty interior. By symmetry, the forth
rule is necessary as well.
Assume now that ai = bj and 1–4 are satisﬁed. Indices i and j are ﬁxed throughout this argument
and k is variable. Let ai be the label of the box B1 in the distribution of values for E1, and bj be the label
for the box B2 in the distribution of values for E2.We show that the intersection B1 ∩ B2 has nonempty
interior. It follows fromDeﬁnition 2.4 and Lemma 2.2 that the set of inequalities describing B1, labeled
by the set of indices K1, has atmost one inequality of type ai  xk , namely ai  xi. The other inequalities
are of type ai  xk . Similarly, the set of inequalities describing B2, labeled by the set of indices K2, has
at most one inequality of type bj  xk , namely bj  xj . The other inequalities are of type bj  xk .
Due to rule 4 and to Remark 2.3 (c), inequalities containing xi do not appear in the set of inequalities
describing B2. Similarly, due to rule 3 and to Remark 2.3 (c), inequalities containing xj do not appear
in the set of inequalities describing B1. The common set K of indices for B1 and B2 corresponds only to
inequalities of type ai  xk and bi  xk . So B1 ∩ B2 is described by the following set of inequalities
1. xk min{ai, bi}, k ∈ K ,
2. xk  ai, k ∈ K1 \ (K ∪ {i}),
3. xk  bj , k ∈ K2 \ (K ∪ {j}),
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4. ai  xi, if i ∈ K1,
5. bj  xj , if j ∈ K2,
which is a box, or an intersection of two boxes, with nonempty interior. 
We show below the possible 2-diagrams for all 21 cases of pairing E1, E2.
1 a3 b3 2 a3 b1 3 a3 b1
a1 b1 a1 b3 a1 b2
a2 b2 a2 b2 a2 b3
4 a3 b3 5 a3 b2 6 a3 b2
a1 b2 a1 b3 a1 b1
a2 b1 a2 b1 a2 b3
7 a1 b1 8 a1 b1 9 a1 b3
a3 b3 a3 b2 a3 b2
a2 b2 a2 b3 a2 b1
10 a1 b2 11 a1 b2 12 a1 b1
a3 b3 a3 b1 a2 b2
a2 b1 a2 b3 a3 b3
13 a1 b3 14 a1 b2 15 a1 b2
a2 b2 a2 b3 a2 b1
a3 b1 a3 b1 a3 b3
16 a3 b3 17 a3 b2 18 a3 b3
a2 b2 a2 b3 a2 b1
a1 b1 a1 b1 a1 b2
19 a2 b2 20 a2 b2 21 a2 b2
a3 b3 a3 b1 a1 b1
a1 b1 a1 b3 a3 b3
Remark 2.7. Some 2-diagrams above give the same hyperplane. Due to Remark 2.3 (c), there is no box
in E labeled by coefﬁcients that are strictly less than a3, so changing the order on the set of coefﬁcients
strictly less than a3 does not change the hyperplane. See cases 1, 4, 16, 18 above.
In order to answer the second question, we introduce:
Deﬁnition 2.7. Given a 2-diagram, a crossing is a pair of distinct edges (ai1 , bj1), (ai2 , bj2) such that
ai1  ai2 and bi1  bi2 .
Examples of crossings appear above in the 2-diagrams 10, 11, 14, and 15.
Recall a subtree in a graph is a connected subgraph without any cycle.
Lemma 2.5. If a line (2.1) in R
2
is nondegenerate, then the associated 2-subdiagram consists of a disjoint
union of one edge subtrees, and does not contain any crossing. Moreover, any 2-subdiagram of a 2-
diagram, that is a union of one edge subtrees, and does not contain any crossing, is the 2-subdiagram
of a nondegenerated line.
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Fig. 2.5. Examples of lines in R
2
with equal coefﬁcients.
Proof. The existence of a subtree in a possible 2-diagram with more than two edges implies that the
line is degenerate. Indeed, there exists a vertex ai in the subtree, belonging to the ﬁrst column (the
argument for the second column is similar), that is common to at least two edges, say (ai, bj1) and
(ai, bj2). This implies that bj1 = bj2 . If a crossing, say (ai1 , bj1), (ai2 , bj2), appears in the 2-subdiagram,
then
bj1 = ai1  ai2 = bj2  bj1 ,
so ai1 = ai2 and again the line is degenerate.
Conversely, for a 2-subdiagram satisfying the assumptions from the statement, and for an edge
belonging to it, the general form of the boxes from Deﬁnition 2.4 and the rules from Lemma 2.4 show
that the boxes corresponding to the vertices of the edgehave intersectionwith non-empty interior. 
Example 2.2. As an example, we show the 2-subdiagrams in Case 11.
a a1 b2 b a1 b2 c a1 b2
a3 b1 a3 b1 a3 b1
a2 b3 a2 b3 a2 b3
d a1 b2 e a1 b2 f a1 b2
a3 b1 a3 b1 a3 b1
a2 b3 a2 b3 a2 b3
Fig. 2.5 shows pictures of lines as in subcases 11.a–11.f. The wedges are colored dark gray, and the
boxes are colored light gray. There exists a box for each edge in the 2-diagram. Orderings are:
a. a2 < b3 < a3 < b1 < b2 = a1, b. a2 < b3 < a3 < b1 = a1 < b2,
c. a2 < b3 < b1 < a3 = b2 < a1, d. a2 < b3 = a3 < b1 < b2 < a1,
e. a2 < a3 = b3 < b1 < b2 = a1, f. a2 < a3 = b3 < a1 = b1 < b2.
Consider now that not all ai’s are distinct, or not all bi’s are distinct.
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Fig. 3.1. The convex set C, n = 2.
The classiﬁcation is similar to that in the non-degenerate case, also given by 2-diagrams and 2-
subdiagrams. Nevertheless, we use now 2-diagrams in which the vertices are maximal sets of equal
symbols ai’s, respectively bi’s. Another difference is that each edge corresponds to a collection of boxes.
The analogs of Lemmas 2.4 and 2.5 remain true, and the proofs are similar. 
3. Counterexample to the separation of convex sets
In this section we show the counterexample to the separation of convex sets by lines. More hyper-
plane separation results in R
n
can be found in [8], written after the submission of this paper.
Next lemma follows from Deﬁnitions 2.3, 2.4, 2.5.
Lemma 3.1. Let L be a line that contains a point x = (x1, x2) ∈ R2 with x1 = x2.
1. If x belongs to a wedge or a concatenation in L, then L contains a whole half vertical/horizontal
segment passing through x.
2. If x belongs to a box or intersection of boxes in L and x1 < x2 then
{(t, x2)| − ∞ t  x1} ⊂ L and {(x1, t)|x2  t ∞} ⊂ L. (3.1)
3. If x belongs to a box or intersection of boxes in L and x1 > x2 then
{(t, x2)|x1  t ∞} ⊂ L and {(x1, t)| − ∞ t  x2} ⊂ L. (3.2)
Proposition 3.1. Let C ⊂ R2 be the closed set bounded by the following segments S1 = [(−∞, 7), (2, 7)],
S2 = [(2, 7), (2, 9)], S3 = [(2, 9), (5, 9)], S4 = [(5, 9), (5,−∞)], and which, in addition, contains the
origin (0, 0). Let z = (1, 8). Then C is closed and convex and, in addition, there exists no max–min line
L ⊂ R2 such that C ⊂ L and z /∈ L.
Proof. C convex follows by checking that the segment determined by two points in C is included
in C. A picture of C is shown in Fig. 3.1. Pictures of all types of 2-dimensional max–min segments
[(x1, x2), (y1, y2)] ⊂ R2 are shown in [12, Fig. 2.1]. It follows that the segment [(x1, x2), (y1, y2)] is
always included in the “Euclidean" rectangle with diagonal the “Euclidean" segment joining (x1, x2)
and (y1, y2). So, if C contains the “Euclidean" rectangle determined by (x1, x2), (y1, y2) then the whole
max–min segment [(x1, x2), (y1, y2)] is included in C. The situation not covered by the above appears
when x1 < 2 and y2 > 7. The types of segments that appear in this situation are [12, Fig. 2.1]: x1  x2,
Case 1; x1  x2, Case 2, Type 1; x2  x1, Case 2, Type 2. For each of them, the segment [(x1, x2), (y1, y2)]
is included in C.
We show now that any max–min line L ⊂ R2 such that C ⊂ L also contains z. If z ∈ L, we are done,
so assume z /∈ L. The full horizontal segment passing through z intersects C. It follows from C ⊂ L and
the deﬁnition of C that there exists a point z1 = (z11, z12) on the horizontal segment such that z1 ∈ L
and 1 < z11  2. Similarly, the full vertical segment passing through z intersects C and there exists a
point z2 = (z21, z22) on the vertical segment such that z2 ∈ L and 7 z21 < 8. If z1 and z2 belong to a
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wedge or a concatenation from L, then it follows from Lemma 3.1 and from z /∈ L that the half vertical
segment passing through z1 and the half horizontal segment passing through z2 are included in L.
It follows from Theorems 2.1 and 2.2, that one has the following cases: Case 1. z1, z2 belong to the
same wedge in L; Case 2. z1, z2 are in different wedges, or a wedge and a concatenation, in L; Case 3.
one of z1, z2 belongs to a box, or an intersection of boxes, in L.
Case 1. The wedges shape implies that z belongs to the wedge, so z ∈ L.
Case 2. Note that the half horizontal segment passing through z1 and the half vertical segment
passing through z2 either belong to different wedges, or belong to a wedge and a concatenation, in L.
Moreover, the intersection of the half segments is a point outside the main bisector. But according to
Theorem 2.1, the intersection of two different wedges in L, or a wedge and a concatenation in L, is a
subset of the main bisector.
Case 3. Say z1 belongs to a box or an intersection of boxes B1 (the other case is similar) in L. Then
it follows from Deﬁnition 2.4 and Remark 2.5 that either B1 contains z (so z ∈ L), or the half vertical
segment passing through z1 is included in L. If z2 belongs to a concatenation, then z2 belongs to a
vertical segment in the concatenation, so z ∈ L. If z2 belongs to a wedge of L, then the wedge contains
points in the interior of B1, which is not possible because the interiors of the wedges and the interiors
of the boxes are disjoint. So z2 also belongs to a box or an intersection of boxes B2 in L. It follows
from Deﬁnition 2.4 and Remark 2.5 that either B2 contains z (so z ∈ L), or the half horizontal segment
passing through z2 is included in L. We are left with the case when the half vertical segment passing
through z1 and the half horizontal segment passing through z2 are included in L. Since the segments
intersect and the boxes, or intersections of boxes, in L are disjoint, the sets B1 and B2 coincide and
contain both z1 and z2. Due to the shape of the boxes and intersections of boxes, this implies that z
belongs to B1, and hence to L. 
4. Hyperplanes in R
n
In this section we describe the structure of the hyperplanes in R
n
.
Deﬁnition 4.1. The solution set of (1.3) is called hyperplane inR
n
. A hyperplane is called non-degenerate
if a1, a2, . . . , an+1 are distinct, and b1, b2, . . . , bn+1 are distinct. Otherwise, the hyperplane is called
degenerate.
Next lemma is immediate from the deﬁnition of max–min convexity and the associativity and
distributivity properties of ⊕ and ⊗.
Lemma 4.1. The solution set of (1.3) is a max–min convex set in R
n
.
Notation. For the rest of the section, denote:
E :=E(x1, . . . , xn; a1, . . . , an, an+1)
= max(min(a1, x1), min(a2, x2), . . . , min(an, xn), an+1). (4.1)
When we refer to the distribution of values for E we assume that a1, . . . , an+1 ∈ R are constants,
and x1, . . . , xn ∈ R are variables.
Deﬁnition 4.2. If:
• p, r integers such that 0 p n − 1, 0 r and p + r  n − 1;
• c1, . . . , cr+2 ∈ R, cr+2  . . . c1;• {i1, . . . , ip+r+1} ⊂ {1, 2, . . . , n}, consisting of p + r + 1 distinct elements;
we call wedge in R
n
of category (p, r), and type i1, a subset in R
n
that is of the following form:
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{(x1, . . . , xn) ∈ Rn|ck+1  xi1  ck , xi2  xi1 , . . . , xip+k  xi1}. (4.2)
If p = 0, the inequalities xi2  xi1 , . . . , xip  xi1 do not appear in the description of the sets occurring
on the right hand side of (4.2).
A wedge is called nondegenerate if the constants ci are all distinct, and degenerate, if some of them
coincide.
Remark 4.1. (a) Similarly to the situation for n = 2, the wedges of type i, 1 i n, in Rn are models
for the maximal regions in R
n
on which E is equal to xi. See Lemma 4.1 in the sequel.
(b) A nondegenerate wedge is n-dimensional.
(c) Using the notation from Deﬁnition 4.2, the wedges of types (0,1), (0,0), (1,0) introduced in
Deﬁnition 2.3 can be written, respectively, as:
W((0, 1); i1; ∅; {i2}; (c1, c2, c3)),
W((0, 0); i1; ∅; ∅; (c1, c2)),
W((1, 0); i1; {i2}; ∅; (c1, c2)).
Deﬁnition 4.3. Let i ∈ {1, . . . , n}, d1, d2 ∈ R, d2  d1 andA ⊂ {1, . . . , n} \ {i}.Wecall simplepolyhedral
set of type i in R
n
a subset in R
n
that is of the following form:
P(i; A; (d1, d2)):={(x1, . . . , xn) ∈ Rn|d2  xi  d1, xj  xi, j ∈ A}. (4.3)
The quantity d1 − d2 is called the width of the simple polyhedral set.
Remark 4.2. (a) It follows fromDeﬁnitions 4.2, 4.3 that awedge of category (p, r) is equal to a union of
r + 1 simple polyhedral sets of type i1. They are given by the sets that appear in the union on the right
hand side of (4.2). If 1 l r + 1, the lth simple polyhedral set in (4.2) has the following description:
P(i1; {i2, . . . , ip+l}; (cl , cl+1))
:={(x1, . . . , xn) ∈ Rn|cl+1  xi1  cl , xi2  xi1 , . . . , xip+l  xi1}. (4.4)
The projections of these sets on the xi1 -coordinate axis are given by the intervals [cr+1, cr], . . . , [c2, c1].
The family of intervals is ordered be the natural order on the endpoints, and this induces an order on
the family of simple polyhedral sets contained in the wedge.
(b) A natural question to ask is if the union of two wedges W1,W2 of type i, 1 i n, is a wedge.
In general, this not true. An instance when this is true is when the projections of the wedges on the
i-axis consist of consecutive intervals, and there is a “good ﬁt" between the last simple polyhedral
set P1 of the upper wedge and the ﬁrst simple polyhedral set P2 of the lower wedge. Indeed, if ci ∈
R, c3  c2  c1, A1, A2 subsets in {1, 2, . . . , n} \ {i}, A1 ⊂ A2 and
P1 = P(i; A1; (c1, c2)), P2 = P(i; A2; (c2, c3)), (4.5)
thenW1 ∪ W2 is a wedge. Note that if A2 \ A1 has more than one element, in order to satisfy verbatim
Deﬁnition 4.2, one has to introduce between P1 and P2 several extra simple polyhedral sets of zero
width. There is no change in the setW1 ∪ W2 because these are already included in P1.
Remark 4.3. In order to avoid repetitions in the future, we make the convention that the empty set is
a simple polyhedral set of any type.
Next lemmas are crucial for understanding the hyperplanes in R
n
.
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Lemma 4.2. A ﬁnite intersection of simple polyhedral sets of type i, 1 i n, in Rn is a simple polyhedral
set of type i in R
n
.
Proof. It is enough to prove the lemma for the intersection of two simple polyhedral sets. The rest of
the proof follows by induction. Let
P1(i; A1; (d11, d12)):={(x1, . . . , xn) ∈ Rn|d12  xi  d11, xj  xi, j ∈ A1},
P2(i; A2; (d21, d22)):={(x1, . . . , xn) ∈ Rn|d22  xi  d21, xj  xi, j ∈ A2}
be two simple polyhedral sets. Then their intersection is P(i; A1 ∪ A2; (d1, d2)) where d1 =
min{d11, d21}, d2 = max{d12, d22}. 
Lemma 4.3. A ﬁnite intersection of wedges in R
n
of type i, 1 i n, is a wedge of type i.
Proof. It is enough to show that the intersection of two wedges of type 1 is a wedge of type 1. The rest
of the proof follows due to the induction and symmetry. Let
W1 :=W((p1, r1); 1; {i12, . . . , i1p1}; (i1p1+1, . . . , i1p1+r1+1); (c11, . . . , c1r1+2)),
W2 :=W((p2, r2); 1; {i22, . . . , i2p1}; (i2p1+1, . . . , i2p2+r2+1); (c21, . . . , c2r2+2)), (4.6)
be two wedges in R
n
of type 1. We show by induction on r1 and r2 thatW1 ∩ W2 is a wedge of type 1.
Recall that r1 + 1 and r2 + 1 are equal to the numbers of simple polyhedral sets contained inW1 and
W2,
If r1 = r2 = 0, thenW1 andW2 are simple polyhedral sets of type 1 and the statement follows from
Lemma 4.2.
Assume now that for r1  r01 , r2  r
0




2 ﬁxed positive integers, and for any W1,W2 as in




p1 + r1 + 1 n − 1, (4.7)
ip1+r1+2 ∈ {1, 2, . . . , n} \ {1, i12, . . . , i1p1+r1+1}
consider the wedge of type 1 given by
W1 :=W((p1, r1 + 1); 1; {i12, . . . , i1p1}; (i1p1+1, . . . , i1p1+r1+2); (c11, . . . , c1r1+3)). (4.8)
Note thatW1 contains an extra simple polyhedral set compared toW1:
W1 = W1 ∪ P(1; {i12, . . . , i1p1+r1+2}; (c1r1+2, c1r1+3)). (4.9)
To simplify the notation, we denote the extra simple polyhedral set by P.
Two polyhedral sets from W1 and W2 intersect only if their projections on the 1-coordinate axis
intersect. There are several cases to consider, depending on the relative positions of the intervals
[c1k+1, c1k ], 1 k r1 + 2, with respect to the intervals [c2l+1, c2l ], 1 l r2 + 1.
Case 1: c1r1+2 < c
2
r2+2. In this case the extra simple polyhedral set contained inW1 does not intersect
W2, soW1 ∩ W2 = W1 ∩ W2. Since by induction the right hand side is already a wedge of type 1, we
are done.
Case 2: There exists 1 l r2 + 1 such that
c1r1+3  c
2
l+1  c1r1+2  c
2
l . (4.10)
By induction W1 ∩ W2 is the union of two wedges of type 1, W1 ∩ W2 and P ∩ W2. Note that W1
and P project on the 1-coordinate axis on intervals that have the intersection consisting of a common
endpoint. According to Remark 4.2, to ﬁnish the proof we need to show that there is a “good ﬁt"
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between the last simple polyhedral set P1 appearing inW1 ∩ W2 and the ﬁrst simple polyhedral set P2
appearing in P ∩ W2, that is, the set C1 of indices appearing as the second argument in P1 is included
in the set C2 of indices appearing as the second argument in P2.






























which from (4.10) and Lemma 4.2 is the simple polyhedral set P(1; C1; (c2l , c1r1+2)), where
C1 = {i12, . . . , i1p2+r1+1} ∪ {i22 . . . , i2p2+l}. (4.11)
Thus P1 = P(1; C1; (d1, c1r1+2)), with c2l  d1. Similarly, from (4.10) and Deﬁnition 4.2, P2 contains the
intersection
P(1; {i22 . . . , i2p2+l}; (c2l , c2l+1)) ∩ P(1; {i12, . . . , i1p1+r1+2}; (c1r1+2, c1r1+3)),
which according to (4.10) and Lemma 4.2 is P(1; C2; (c1r1+2, c2l+1)), where
C2 = {i12, . . . , i1p1+r1+2} ∪ {i22 . . . , i2p2+l}. (4.12)
Thus P2 = P(1; C2; (c1r1+2, d2)), with d2  c2l+1.
Now it follows from (4.11) and (4.12) that C1 ⊂ C2, so P1 and P2 “ﬁt", and W1 ∩ W2 is a wedge of
type i.
Case 3. c1r1+2 > c
2
1. In this case only P can intersect W2, so we are reduced to the case of the
intersection between two wedges of type i, the ﬁrst with one simple polyhedral set and the second
with r2 simple polyhedral sets. By the induction, the intersection is a wedge of type 1. 
Remark 4.4. As a corollary of the proof of the Lemma 4.3, an intersection of two wedges W1i ,W
2
i of
the same type i, the part ofW1i , consisting of the closure of the points that do not project onW
1
i ∩ W2i ,
is a wedge of type i.
We model the maximal regions in R
n
on which E may equal a1, . . . , an, an+1.
Deﬁnition 4.4. Let x0 ∈ R, 1m n and i1, . . . , im ∈ {1, 2, . . . , n} all distinct. We call box of rank m in
R
n
a set of the following forms:
B({i1, . . . , im}; x0):={(x1, . . . , xn) ∈ Rn|xi1  x0, . . . , xim  x0},
B({i1, . . . , im−1}; im; x0):={(x1, . . . , xn) ∈ Rn|xi1  x0, . . . , xim−1  x0, xim  x0}. (4.13)
We call x0 the center of the box.
If the second argument of a box is empty, the corresponding inequalities do not appear in the
deﬁnition of the box.
Remark 4.5. (a) If x0 = −∞/∞, certain boxes are degenerate. It follows from Proposition 4.1 below
that any degenerate box in the distribution of values of E is included in the boundary of a wedge from
the distribution. The discussion of the cases involving these boxes is ignored.
(b) The families of inequalities describing the boxes are similar with those describing the com-
plements of semispaces in R
n
at points (x1, . . . , xn) with distinct coordinates x1, . . . , xn. See [10,
Proposition 3.1].
Next proposition is the higher dimensional analog of Lemma 2.2.
Proposition 4.1. Let a1, a2, . . . , an+1 ∈ R. Assume that
a1  a2  · · · an. (4.14)
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Let
E :=E(x1, . . . , xn; a1, . . . , an, an+1) = max(min(a1, x1), . . . , min(an, xn), an+1). (4.15)
If an+1  a1, then E = an+1. Otherwise, let 1m n be such that
am  an+1  am+1. (4.16)
Introduce
bl = al , 1 lm, and bm+1 = an+1. (4.17)
Then there exist wedges W1, . . . ,Wm in R
n
given by
W1 = W((0,m − 1); 1; ∅; (2, . . . ,m); (b1, . . . , bm+1)),
Wk = W((k − 1,m − k); k; {1, 2, . . . , k − 1}; (k + 1, . . . ,m);
(bk , . . . , bm+1)), 2 km − 1, (4.18)
Wm = W((m − 1, 0);m; {1, 2, . . . ,m − 1}; ∅; (bm, bm+1)),
and boxes B0, . . . , Bm in R
n
given by
B0 = B({1, 2, . . . ,m}; bm+1),
Bk = B({1, 2, . . . ,m − k};m − k + 1; bm−k+1), 1 km, (4.19)
such that:
1. the value of E restricted to Wk is xk , 1 km;
2. the value of E restricted to Bk is bm−k+1, 0 km;
3. ∪mk=1Wk
⋃∪mk=0Bk = Rn.
Proof. We split the proof in three parts: prove 1, prove 2, prove 3.
We prove 1. only for ﬁxed k such that 2 km − 1. The other cases are similar. To show that the
value of E onWk is xk observe that, according to Remark 4.2,Wk is the union of k + 1 simple polyhedral
sets:
Wk = ∪k+1l=1 P(k; {1, . . . , k − 1, k + 1, . . . , k + l}; (bk+l−1, bk+l)). (4.20)
Fix 1 l k and let x ∈ P(k; {1, . . . , k − 1, k + 1, . . . , k + l}; bk+l−1, bk+l). Then (4.3) implies
bk+l  xk  bk+l−1,
x1  xk , . . . , xk−1  xk , xk+1  xk , . . . , xk+l  xk. (4.21)
Now it follows from (4.17), (4.14), (4.16), and the ﬁrst line in (4.21), that
min(bj , xj) bj  bn+1  xk , for m + 1 j n, (4.22)
it follows from (4.17), (4.21) and (4.14) that
min(bj , xj) xj  xk for 1 j k + l, j /= k, (4.23)
and it follows from the ﬁrst line in (4.21), (4.17), and (4.14) that
min(bj , xj) bj  xk for k + l jm. (4.24)
Since due to the ﬁrst line in (4.21) and (4.17)
min(bk , xk) = xk , (4.25)
it follows from (4.17), (4.15), (4.22), (4.23), (4.24), (4.25), that E restricted toWk is equal to xk .
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We compute now the value of E restricted to Bk . We show the proof only for 1 km − 1.
The other cases are similar. Let x = (x1, . . . , xn) ∈ Bk . Then it follows from (4.17), (4.13) and (4.19)
that
x1  bm−k+1, . . . , xm−k  bm−k+1, xm−k+1  bm−k+1. (4.26)
It follows now from (4.16), (4.26) and (4.14) that
min(bj , xj) xj  bm−k+1, for 1 jm − k,
min(bm−k+1, xm−k+1) = bm−k+1, (4.27)
and it follows from (4.16), (4.14) that
min(aj , xj) aj  bn+1  bm−k+1, for m + 1 j n. (4.28)
Moreover, form − k + 2 jm, (4.14) implies
min(aj , xj) aj  bm−k+1. (4.29)
From (4.15), (4.27), (4.28) and (4.29), E is labeled bm−k+1 on Bk .
We prove 3. From (4.20), each wedge Wk , 1 km, is the union of k + 1 simple polyhedral sets.





B({1, 2, . . . , p}; bp+1) = Rn, (4.30)
whereW
(p)
k is the union of the ﬁrst p + 1 − k simple polyhedral sets appearing inWk , that is
W
(p)
k = ∪p+1−kl=1 P(k; {1, . . . , k − 1, k + 1, . . . , k + l − 1}; (bk+l−1, bk+l)). (4.31)
If p = m, (4.30) gives 3.
The induction step for p = 1 follows from (4.18), (4.20), (4.19). Indeed:
W
(1)
1 = P(1; ∅; (b1, b2)) = {(x1, . . . , xn) ∈ Rn|b2  x1  b1},








1 ∪ Bm ∪ B({1}; b2) = Rn.











B({1, 2, . . . , p}; bp+1).
To ﬁnish the proof, using the p − 1 step, it is enough to show that
Bm−p+1
⋃(∪pk=1P(k; {1, . . . , k − 1, k + 1, . . . , p}; (bp, bp+1))
)
⋃
B({1, 2, . . . , p}; bp+1) = B({1, 2, . . . , p − 1}; bp). (4.34)
V. Nitica / Linear Algebra and its Applications 432 (2010) 402–429 421
Recall that:
Bm−p+1 = {(x1, . . . , xn) ∈ Rn|x1  bp, . . . , xp−1  bp, xp  bp},
B({1, 2, . . . , p}; bp+1) = {(x1, . . . , xn) ∈ Rn|x1  bp+1, . . . , xp  bp+1},
B({1, 2, . . . , p − 1}; bp) = {(x1, . . . , xn) ∈ Rn|x1  bp, . . . , xp−1  bp},
P(k; {1, . . . , k − 1, k + 1, . . . , p}; (bp, bp+1))
= {(x1, . . . , xn) ∈ Rn|bp+1  xk  bp, x1  xk , . . . , xk−1  xk , xk+1  xk , . . . , xp  xk}. (4.35)
We start with a point x = (x1, . . . , xn) ∈ B({1, 2, . . . , p − 1}; bp), which is neither in Bm−p+1 nor
in B({1, 2, . . . , p}; bp+1), and show that it belongs to one of P(k; {1, . . . , k − 1, k + 1, . . . , p + 1};
(bp, bp+1)). This will prove (4.34) and ﬁnish the proof.
It follows from (4.35) that x1  bp, . . . , xp−1  bp, xp  bp. Since x does not belong to B({1, 2, . . . , p};
bp+1), there exists a largest 1 k p such that xk  bp+1. Then x ∈ P(k; {1, . . . , k − 1, k + 1, . . . ,
p + 1}; (bp, bp+1)). 
Remark 4.6. (a) One can arrange (4.14) via a permutation of {1, 2, . . . , n}.
(b) It follows from Proposition 4.1 that for any order on the set of coefﬁcients {a1, a2, . . . , an+1},
and for any box in the distribution of values of E, say labeled by ak , at most one inequality from the
description of the box is of type xi  ak , namely for i = k. The other inequalities are of type xj  ak , and
the index j that may appear belongs the constants aj that are greater than ak .
The objects introduced below appear in the description of a hyperplane. They replace the diagonal
segment that appears in the description of a line.
Deﬁnition 4.5. Let i, j ∈ {1, . . . , n}, i /= j, d1, d2, e1, e2 ∈ R, d2  d1, e2  e1, and A1, A2 subsets of{1, . . . , n} \ {i, j}. We call double polyhedral set of type {i, j} in Rn a subset in Rn that is of the following
form:
Q({i, j}; A1; A2; (d1, d2, e1, e2)):={(x1, . . . , xn) ∈ Rn|xi = xj ,
d2  xi  d1, e2  xj  e1, xl  xi, xm  xj , l ∈ A1,m ∈ A2}. (4.36)
Remark 4.7. Due to the fact that in a double polyhedral set Q of type {i, j} one has xi = xj ,Q does not
depend on the order in which the indices i, j appear in the type.
The following lemma is a consequence of Deﬁnitions 4.2 and 4.5.
Lemma 4.4. With the notations from Deﬁnition 4.5 one has:
Q({i, j}; A1; A2; (d1, d2, e1, e2))
= P(i; A1; (d1, d2)) ∩ P(j; A2; (e1, e2)) ∩ {(x1, . . . , xn) ∈ Rn|xi = xj}. (4.37)
Deﬁnition 4.6. If:
• p, r integers such that 0 p n − 1, 0 r and p + r  n − 1;
• q, s integers such that 0 q n − 1, 0 s and q + s n − 1;
• c1, . . . , cr+2 ∈ R, cr+2  . . . c1;• d1, . . . , ds+2 ∈ R, ds+2  . . . d1;• {i1, . . . , ip+r+1} ⊂ {1, 2, . . . , n}, i1, . . . , ip+r+1 distinct;• {j1, . . . , jq+s+1} ⊂ {1, 2, . . . , n}, j1, . . . , jq+s+1 distinct;• i1 /= j1;
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we call double wedge in R
n
of category (p, r, q, s), and type {i1, j1}, a subset in Rn that is of the following
form:
Y((p, r, q, s); {i1, j1}; {i2, . . . , ip}; {j2, . . . , jq}; (ip+1, . . . , ip+r+1);
(jq+1, . . . , jq+s+1); (c1, . . . , cr+2); (d1, . . . , ds+2))
= ⋃
1 k r+1,1 l s+1
Q((i1, j1); {i2, . . . , ip+k}; {j2, . . . , jq+l}; (ck , ck+1, dl , dl+1)). (4.38)
A double wedge is called nondegenerate if the constants ci are all distinct and the constants di are
all distinct. Otherwise it is called degenerate.
Remark 4.8. A nondegenerate double wedge in R
n
is n − 1-dimensional.
Lemma 4.5. With the notation from Deﬁnition 4.6, one has
Y((p, r, q, s); {i1, j1}; {i2, . . . , ip}; {j2, . . . , jq}; (ip+1, . . . , ip+r+1);
(jq+1, . . . , jq+s+1); (c1, . . . , cr+2); (d1, . . . , ds+2))
= W((p, r); i1; {i2, . . . , ip}; (ip+1, . . . , ip+r+1); (c1, . . . , cr+2))
∩W((q, s); j1; {j2, . . . , jq}; (jq+1, . . . , jq+s+1); (d1, . . . , ds+2))
∩{(x1, . . . , xn) ∈ Rn|xi = xj}, (4.39)
that is, a double wedge of type {i, j} is the intersection of two wedges, one of type i and one of type j, and
the set {(x1, . . . , xn) ∈ Rn|xi = xj}.
Proof. Lemma follows from (4.38), (4.37), and Remark 4.2. 
Lemma 4.6. A ﬁnite intersection of double wedges of type {i, j}, 1 i < j n, is a double wedge of type
{i, j}.
Proof. Lemma follows from Lemma 4.5 and Lemma 4.2. 
Remark 4.9. As in Lemma 4.6, the intersection of a wedge of type {i, j} and a double wedge of type
{i, j} is a double wedge of type {i, j}.
The objects we introduce below appear in the description of a hyperplane. They replace the half
horizontal/vertical segments that appear in the description of a line and model the intersection of a
wedge and a box.
Deﬁnition 4.7. Let x0 ∈ R, 1m n and i1, . . . , im ∈ {1, 2, . . . , n} all distinct. We call leaf of type i1 a
subset of R
n
of the following forms:
L(i1; {i2, . . . , im}; x0)
= {(x1, x2, . . . , xn) ∈ Rn|xi1 = x0, xi2  x0, . . . , xim  x0},
L(i1; {i2, . . . , im−1}; im; x0)
= {(x1, x2, . . . , xn) ∈ Rn|xi1 = x0, xi2  x0, . . . , xim−1  x0, xim  x0}. (4.40)
If the second argument of a leaf is empty, the corresponding inequalities do not appear in the deﬁnition
of the leaf.
The following lemma is a consequence of Deﬁnitions 4.2, 4.13, and 4.7.
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Lemma 4.7. Let i1 ∈ {1, 2, . . . , n}. The subset of the intersection of a wedge of type i1 in Rn and a box in
R
n
that has the same label in the distribution of values for the box and the wedge is a leaf of type i1.
Remark 4.10. A leaf in R
n
is of dimension at most n − 1.
Notation. Next proposition answers the question when a leaf contained in a hyperplane is distinct
from the wedges in the hyperplane that are intersections of wedges appearing in the left side/rigth
side distributions of values. We call such leaves distinct. We denote by RHS the distribution of values
for the right hand of (1.3) and by LHS the distribution of values of the left hand side of (1.3).
Proposition 4.2. Let H be a hyperplane given by (1.3) that has all coefﬁcients ﬁnite. Let W be a wedge as
in Deﬁnition 4.2:
W = W((p, r); i1; {i2, . . . , ip}; (ip+1, . . . , ip+r+1); (c1, . . . , cr+2)).
Let B1, B2 be boxes as in Deﬁnition 4.4:
B1 = B({j1, . . . , jm}; x0),
B2 = B({j1, . . . , jm−1}; jm; x0).
Assume that W appears in the distribution of values of the right hand side of H, and assume that B1, B2
appear in the distribution of values of the left hand side of H.
The intersection W ∩ B1 contains a distinct leaf in H if and only if:
cr+2 < x0 < c1,
i1 /∈ {j1, . . . , jm}. (4.41)
The intersectionW ∩ B2 contains a distinct leaf in H if and only if, in addition to (4.41), one has for some
1 k r + 1 :
ck+1  x0  ck ,
with strict left inequality if k + 1 = r + 2
and strict right inequality if k = 1, (4.42)
and jm /∈ {i2, . . . , ip+k}.
Proof. We discuss ﬁrst the case of the box B1.
If x0 /∈ [cr+2, c1], then the intersectionW ∩ B1 does not contain any point that has the same label
inW and in B1: any point inW is labeled by its xi1 coordinate, which in turn belongs to [cr+2, c1], and
any point in B1 is labeled by x0.
If cr+2  x0  c1, it follows from Deﬁnition 4.2 and Deﬁnition 4.4 that the set of points in W ∩ B1
having the same label inW and B1 is the leaf described by:
xi1 = x0,
xj1  x0, . . . , xjm  x0, (4.43)
xi2  x0, . . . , xip+k  x0,
where 1 k r + 1. Moreover, if x0 = cr+2 or x0 = c1, then the leaf is included in the wedge labeled
by xi1 in H.
Assume now that i1 /∈ {j1, j2, . . . , jm}. Then it follows, by comparing the Deﬁnition 4.4 and (4.43)
that the leaf is not included in the boundary of B1, so it is not included in a wedge from H.
If i1 ∈ {j1, j2, . . . , jm}, then it follows, by comparing the Deﬁnition 4.4 and (4.43) that the leaf is
included in the common boundary of the box and thewedge labeled by xi1 in the distribution of values
424 V. Nitica / Linear Algebra and its Applications 432 (2010) 402–429
of the left hand side of (1.3). Since the leaf is also included in W , overall it has to be included in the
wedge labeled by xi1 in H.
We discuss the case of B2. As before, the condition on x0 is necessary.
If jm /∈ {i2, . . . , ip+k}, then the discussion is similar to the one above.
If jm ∈ {i2, . . . , ip+k}, then both inequalities xjm  x0, xjm  x0 appear in (4.43). Hence xjm = x0 and
(4.43) becomes:
xi1 = xjm = x0,
xj1  xjm , . . . , xjm−1  xjm ,
xi2  xjm , . . . , xip+k  xjm ,
(4.44)
where 1 k r + 1. Proposition 4.1 implies the solution of (4.44) is included in the commonboundary
of the box B2 and the wedge labeled by xjm in the distribution of values of the left hand side of H. Note
that a careful readingof (4.18) and theexistenceofW implies that there is awedgeW ′ in thedistribution
of values of the right hand side of H labeled xjm . Hence Proposition 4.1 also implies that the solution
of (4.44) is included inW ′. Thus the solution of (4.44) is part of the wedge labeled by xjm in H. 
Proposition 4.2 and the special structure, as described in Proposition 4.1, of the families of wedges
and boxes appearing in the distribution of values of E, give an algorithm for identifying all distinct
leaves appearing in a hyperplane. As shown below, one can easily ﬁnd a quadratic bound in n for
the number of distinct leaves. We believe that an analysis of the algorithm will give a more accurate
estimation.
Proposition 4.3. Let H be given by (1.3). Let {i1, . . . , im} ⊂ {1, . . . , n + 1} and {j1, . . . , jl} ⊂ {1, . . . , n +
1} be such that:
ai1 > . . . > aim = an+1
an+1 > ai, i /∈ {i1, . . . , im}
bj1 > . . . > bjl = bn+1
bn+1 > bj , j /∈ {j1, . . . , jl}.
(4.45)
The distinct leaves appearing in H are labeled by certain ordered pairs (is, jt), (jt , is), 1 sm, 1 t  l
(the bar notation means that the j-coordinate appears ﬁrst). In each pair, the ﬁrst component represents a
wedge appearing in the LHS/RHS, and the second component represents a box appearing in the RHS/LHS.
• The pair (is, jl), 1 sm − 1, appears iff
1. aim  bjl  ai1; 2. ais  bjl ; 3. is /∈ {j1, . . . , jl}.
There are at most m − 1 pairs of this type.
• The pair (is, jt), 1 sm − 1, 1 t  l − 1, appears iff
1. aim  bjt  ai1; 2. ais  bjt ; 3. is /∈ {j1, . . . , jl};
4. jt /∈ {i|bjt  ai  ais}.
There are at most (m − 1)(l − 1) pairs of this type.
• The pair (jt , im), 1 t  l − 1, appears iff
1. bjl  aim  bj1; 2. bjt  aim; 3. jt ∈ {i1, . . . , im}.
There are at most l − 1 pairs of this type.
• The pair (jt , is), 1 sm − 1, 1 t  l − 1, appears iff
1. bjl  aim  bj1; 2. bjt  aim; 3. jt ∈ {i1, . . . , im};
4. is /∈ {j|ais  bj  bjt }.
There are at most (m − 1)(l − 1) pairs of this type.
Overall, there are at most 2n2 distinct leaves appearing in H.
Remark 4.11. One can associate to a hyperplane H two combinatorial objects that allows for an easy
application of the algorithm.We describe only the ﬁrst one, that is used to ﬁnd the distinct leaves that
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Fig. 4.1. Example counting distinct leaves.
appear inside intersections of wedges on the LHS with boxes from the RHS of H. The description of the
other is symmetric, interchanging ai’s and bj ’s.
Start by ordering the coefﬁcients ai, bj , 1 i, j n + 1, and then keep only ai1 , . . . , aim , bj1 , . . . , bjl
that satisfy (4.45). Arrange the coefﬁcients in two columns, one for ai’s and one for bj ’s, in decreasing
order. Make sure also that the horizontal projection on the vertical axis respects the order on the
whole set of ai, bj ’s. Note that the boxes that appear on the RHS of H are labeled by bj1 , . . . , bjl
and the wedges that appear on the LHS of H are labeled by xi1 , . . . , xim−1 . Each wedge, say labeled
xi0 , is a union of simple polyhedral sets, as many as coefﬁcients ai appearing in the column that
are smaller than ai0 . Represent each wedge, say labeled by xi0 , in the diagram by a thin rectangle
starting at the ai0 and ending in am. The rectangle is subdivided in smaller subrectangles, one for each
simple polyhedral set in the wedge. Each subrectangle starts at an ai value and ends in the ai value
below it.
To ﬁnd the leaves in the box labeled by bjl , we check if bjl is in the interval determined by the
extreme ai values, i ∈ {i1, . . . , im}; if it is, we ﬁnd all coefﬁcients ai above bjl that do not have the index
in the set {j1, . . . , jl}; each such coefﬁcient ai gives a wedge labeled xi containing a simple polyhedral
set whose intersection with the box contains a distinct leaf. We use a horizontal line to connect the
label bjl with the polyhedral set.
To ﬁnd the leaves inside a box labeled by bt , t ∈ {j1, . . . , jm−1}, we check ﬁrst if bt is in the interval
determined by the extreme ai values, i ∈ {i1, . . . , im}; if it is, we ﬁnd all coefﬁcients ai above bt that
do not have the index in the set {j1, . . . , jl} and for which the index t is not among the indices of the
coefﬁcients ai′ that are in between bt and ai; each such coefﬁcient ai gives a wedge labeled xi that
contains a simple polyhedral set whose intersection with the box contains a distinct leaf. We use a
horizontal line to connect the label bjl with the polyhedral set.




b3 < a5 < b5 < a4 < b4 < a3 < b2 < a2 < b1 < a1.
There are two distinct leaves appearing, marked by two horizontal lines.
In order to avoid repetitions in the future, we make the convention that the empty set is a wedge
and a double wedge of any type.
We are now ready to describe the structure of the hyperplanes in R
n
. Due to Proposition 4.1 and
similar to the twodimensional case, there are three types of regions oneneeds to analyze: intersections
of two wedges, intersections of two boxes and intersections of a box and a wedge.
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Theorem 4.1. Let H be a hyperplane in R
n
given by Eq. (1.3).
(a) If {a1, a2, . . . , an+1} ∩ {b1, b2, . . . , bn+1} = ∅, then H consists of:
• at most n nonempty wedges Wi, 1 i n,Wi of type i,
• at most n(n−1)
2
nonempty double wedges Yij of type {i, j}, i < j,
• at most 2n2 distinct leaves.
The wedges, the double wedges and the leaves are essentially disjoint, that is, any two of them have the
intersection equal to the intersection of their boundaries.
(b) If {a1, a2, . . . , an+1} ∩ {b1, b2, . . . , bn+1} /= ∅, then H is the union of two parts.
The ﬁrst part is the union of at most n nonempty wedgesWi, 1 i n, in R
n
,Wi of type i, at most
n(n−1)
2
nonempty double wedges Yij , 1 i < j n, in R
n
, Yij of type {i, j}, and at most 2n2 distinct leaves.
The second part is a union of boxes and intersections of two boxes. All boxes have centers belonging to
the set {a1, . . . , an+1, b1, . . . , bn+1}.
Proof. (a) Let
E1 :=E(x1, . . . , xn; a1, . . . , an+1),
E2 :=E(x1, . . . , xn; b1, . . . , bn+1). (4.46)
ByProposition4.1 thepossiblevalues forE1 arex1, . . . , xn, a1, . . . , an+1, and forE2 arex1, . . . , xn, b1, . . . ,
bn+1. Since for 1 i n both E1 and E2 are equal to xi over wedges W1i , respectively W2i , each of type
i, by Lemma 4.3 H contains the wedgeWi = W1i ∩ W2i of type i labeled by xi.
A point x = (x1, . . . , xn) ∈ W1i \ Wi belongs to a double wedge in H only if x ∈ W2j and xi = xj for
some 1 j n, j /= i. A similar statement holds for the wedgesW2i andW1j . For ﬁxed i /= j we show
that at most one of the intersections
W1i ∩ W2j ∩ {(x1, . . . , xn) ∈ Rn|xi = xj},
W1j ∩ W2i ∩ {(x1, . . . , xn) ∈ Rn|xi = xj}, (4.47)
is not empty and not included in the wedgesWi,Wj , and thus at most one double wedge of type {i, j}
appears in H. Assume, for the simplicity of the notation, that the coefﬁcients ai, 1 i n + 1, satisfy
(4.14) and (4.16). Since i /= j,wehaveeither i < jor j < i. Assume i < j, theargument for theother case
being similar. By Deﬁnition 4.2 and Proposition 4.1 the intersection ofW1j with {(x1, . . . , xn) ∈ Rn|xi =
xj} is contained in the intersection of W1i with {(x1, . . . , xn) ∈ Rn|xi = xj}. So the ﬁrst intersection in
(4.47) is included in the wedgeWi.
Assume now that an intersection in (4.47), say the ﬁrst one, is not empty and not included in the
wedgesWi,Wj . Write the wedgeW
1
i as a union of two parts: the ﬁrst part consists of points inW
1
i that
have the projection on the xi-axis included in the projection of Wi on the same axis, and the second
part, denoted V1i , is the closure of the complement of the ﬁrst part. A similar statement holds for the
wedge W2j , the projection here being on the xj-axis and the second part being denoted by V
2
j . Since




j are wedges of types i, respectively j.
Then deﬁne:
Yij = V1i ∩ V2j ∩ {x = (x1, . . . , xn)|xi = xj}, (4.48)
which according to Lemma 4.5 is a double wedge of type {i, j}. Moreover, the intersection of a set Yij
and a wedge Wk is of dimension at most n − 2 and included in the intersection of the boundaries of
Yij andWk .
To estimate the number of leaves that appear in H, use Proposition 4.3.
(b) If {a1, a2, . . . , an+1} ∩ {b1, b2, . . . , bn+1} /= ∅, then H still contains the union of the wedges
Wi, 1 i n and the double wedges Yij , 1 i < j n. In addition, there are boxes in the distribution of
values of E1, respectively E2, labeled by the same constant, that may overlap. For a ﬁxed order on the
sets of constants {a1, . . . , an+1} and {b1, . . . , bn+1}, the inequalities describing the boxes that appears
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in the distribution of values for E1, E2, are of the form xi  x0, xj  x0, i, j ∈ {1, . . . , n} (see Deﬁnition
4.13). This implies that the boxes B1 and B2, one appearing for E1 and one for E2, are labeled by the
same constant and have the intersection with non-empty interior only if they have the same center
and, among the inequalities deﬁning the boxes, there is no opposite pair, that is, xi  x0, xi  x0. This
gives two cases to consider for the pair (B1, B2): if all corresponding inequalities coincide, a full box
is included in the line; otherwise, an intersection of two boxes is included in the line. If two boxes
have the same label, but their intersection has empty interior, then it follows from Deﬁnition 4.13 and
Deﬁnition 4.5 that their intersection is included in a wedge. 
We show an example of hyperplane in R
3
which does not contain boxes.
Example 4.2. We describe the hyperplane H in R
3
given by the equation:
a1x1 ⊕ a2x2 ⊕ a3x3 ⊕ a4 = b1x1 ⊕ b2x2 ⊕ b3x3 ⊕ b4, (4.49)
where −∞ < a4 < b4 < a3 < b1 < a2 < b3 < a1 < b2 < ∞.
It follows fromProposition 4.1 that the distribution of values for the left hand side has threewedges,
labeled, respectively, by x1, x2, x3:
W11 = W((0, 2); 1; ∅; (2, 3); (a1, a2, a3, a4)),
W12 = W((1, 1); 2; {1}; (3); (a2, a3, a4)),
W13 = W((2, 0); 3; {1, 2}; ∅; (a3, a4)),
(4.50)
and four boxes, labeled, respectively, a4, a3, a2, a1:
B10 = B({1, 2, 3}; a4),
B11 = B({1, 2}; 3; a3),
B12 = B({1}; 2; a2),
B13 = B(∅; 1; a1).
(4.51)
Similarly, the distribution of values for the right hand side of (4.49) has three wedges, labeled
respectively, by x2, x3, x1:
W21 = W((0, 2); 2; ∅; (3, 1); (b2, b3, b1, b4)),
W22 = W((1, 1); 3; {2}; (1); (b3, b1, b4)),
W23 = W((2, 0); 1; {2, 3}; ∅; (b1, b4)),
(4.52)
and four boxes, labeled, respectively, b4, b1, b3, b2:
B20 = B({2, 3, 1}; b4),
B21 = B({2, 3}; 1; b1),
B22 = B({2}; 3; b3),
B23 = B(∅; 2; b2).
(4.53)
The wedgesW1,W2,W3 in H, labeled, respectively, by x1, x2, x3, are:
W1 = W11 ∩ W23 = W((2, 0); 1; {2, 3}; ∅; (b1, b4)),
W2 = W12 ∩ W21 = W((2, 0); 2; {1, 3}; ∅; (a2, b4)),
W3 = W13 ∩ W22 = W((2, 0); 3; {1, 2}; ∅; (a3, b4)).
(4.54)
The double wedges Y12, Y13, Y23 appearing in the hyperplane H are:
Y12 = Y((0, 1, 0, 1); {1, 2}; ∅; ∅; (2); (3); (a1, a2, b1); (b2, b3, b1)),
Y13 = Y((0, 1, 0, 1); {1, 3}; ∅; ∅; (2); (3); (a1, a2, b1); (b3, b2, a3)),
Y23 = ∅.
(4.55)
Let us explain howwe obtained Y12.We start with thewedgesW
1
1 (labeled x1) andW
2
1 (labeled x2).
We eliminate fromW11 the part that has the projection on x1 coordinate axis included in the projection
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Fig. 4.2. Example counting distinct leaves.
of W1 on the same axis and denote the remaining wedge by (W
1
1 )
′. Then we eliminate from W21 the
part that has the projection on the x2 coordinate axis included in the projection of W2 on the same
axis and denote the remaining wedge by (W21 )
′. The ﬁrst line in (4.55) follows since:
(W11 )
′ = W((0, 1); 1; ∅; (2); (a1, a2, b1)),
(W21 )
′ = W((0, 1); 2; ∅; (3); (b2, b3, b1)). (4.56)
We describe now the leaves appearing in the hyperplane H. Using the combinatorial objects from
Fig. 4.2 it follows that there are two distinct leaves appearing in the hyperplane:
L1 = L(2; {1}; a1), that is included in B13 ∩ W21 ,
L2 = L(1; {2}; 3; b3), that is included in B22 ∩ W11 . (4.57)
Next goal is to ﬁnd the structure of the subset of a hyperplane determined by the boxes. The analysis
is similar to that done at the end of Section 2.
In order to simplify the future statements, we restrict ourselves for the rest of this section to the situation
where the coefﬁcients ai, bi are ﬁnite.
Deﬁnition 4.8. Consider the sets of symbols {a1, . . . , an+1}, {b1, . . . , bn+1}, each set endowed with
a total order. Let Ai, 1 im1, respectively Bj , 1 jm2, be maximal subsets of equal elements in{a1, . . . , an+1}, respectively {b1, . . . , bn+1}. We call n-diagram a graph withm1 + m2 vertices labeled
A1, . . . , Am1 , B1, . . . , Bm2 , arranged in two columns, one for Ai’s and one for Bj ’s. The labels in each
column are written from top to bottom in decreasing order of their values. The edges connect only the
pairs (Ai, Bj) for which equal components implies the existence of a box, or an intersection of boxes,
in a hyperplane (1.3). A part of a n-diagram that contains only the edges corresponding to a speciﬁc
line is called n-subdiagram.
Remark 4.12. Different n-diagrams may give the same hyperplane. Due to Remark 4.6, b), there is no
box in E labeled by coefﬁcients that are strictly less than an+1, so changing the order on the set of
coefﬁcients strictly less than an+1 does not change the hyperplane.
Next lemmas are analogs of Lemmas 2.4, 2.5. The proofs are similar.
Lemma 4.8. Given an n-diagram, there exists an edge connecting a vertex Ai with a vertex Bj , 1 im1,
1 jm2, if and only if the following holds, where ai ∈ Ai, bj ∈ Bj :
1. ai  an+1, 2. bj  bn+1, 3. aj  ai, 4. bj  bi.
Deﬁnition 4.9. A crossing is a pair of distinct edges (Ai1 , Bj1), (Ai2 , Bj2), contained in an n-diagram, such
that ai1 ∈ Ai1 and ai2 ∈ Ai2 implies ai1 > ai2 , and bi1 ∈ Bi1 and bi2 ∈ Bi2 implies bi1 < bi2 .
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Lemma 4.9. The associated possible n-generalized subdiagram of a hyperplane in R
n
consists of a union of
subtrees with exactly one edge each, and does not contain any crossing.
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