Abstract. We propose matrix-variate beta type III distribution. Several properties of this distribution including Laplace transform, marginal distribution and its relationship with matrix-variate beta type I and type II distributions are also studied.
The matrix variate generalizations of (1.1) and (1.2) are given as follows (see [1, 3, 4, 6, 11] ). As in the univariate case, the density (1.6) can be obtained from (1.3) by transforming
The matrix-variate beta type I and type II distributions have been studied by many authors, e.g., see [7, 9, 10, 13, 14] .
In this paper, a new matrix-variate beta distribution has been defined. We call it "Matrix-variate beta type III" distribution, which is then derived by using matrix transformation. Several properties of this distribution and its relationship with matrixvariate beta type I and type II distributions have also been studied.
Density function.
First, we define the matrix-variate beta distribution of type III. (a, b) , if its pdf is given by For p = 1, the beta type III density is given by 2) and in this case we write w ∼ B III (a, b) .
By means of a bilinear transformation of the random matrix U, the matrix-variate beta type III distribution is generated as in the following theorem.
Proof. Making the transformation W = (I p + U) −1 (I p − U) with the Jacobian [12] in the pdf (
, we get the desired result.
From the density of beta type III matrix it is apparent that
The cumulative distribution function (cdf) of W is obtained as
For evaluating the above integral, we use the following results involving zonal polynomials [2, 5, 8] :
where
. Substituting (2.5) and (2.6) in (2.4) and subsequently using (2.7), we obtain
the above integral, we get 10) where the last step has been obtained by using (2.8).
The Laplace transform of the density of W is
where /2) . Now, using the expansions
, we obtain
(2.14)
Now using (2.7), and integrating X using (2.8), we obtain
Substituting (2.16) in (2.13), we finally obtain
3. Properties. In this section, we study some properties of the random matrix distributed as matrix-variate beta type III.
Proof. Making the transformation X = AW A with the Jacobian J(W → X) = det(A) −(p+1) in the pdf (2.1) of W , the density of X is obtained as
which is the desired result.
We will write X ∼ B 
. Now, making the substitution in the density of W given by (2.1) the result (ii) follows.
The marginal distributions of W is given in the following. 
where 
. Since g(A, B) = g(A, H BH), H ∈ O(q), by integrating H in g(A, H BH), we obtain
(3.11)
Clearly W 11 and W 22·1 are not independent. Integrating W 11 , using
we get the density of W 22·1 . For q < p − q, using (3.9) and following similar steps we get the same result.
Alternately, Theorem 3.6 can be proved using the relationship between type II and type III beta matrices.
It is well known that V 11·2 and V 22 are distributed independently (see [4] ),
is now derived.
and from Theorem 3.1,
The proof is now completed by ob-
In Corollary 3.8, the distribution of a a/a W −1 a does not depend on a. Thus, if y (p ×1) is a random vector, independent of W , and P (y ≠ 0) = 1, then it follows that y y/y
where 2 F 1 is the hypergeometric function of matrix argument.
Proof.
(i) From the density of W , we have
Simplifying this last expression using (1.4), we get the desired result.
(ii) From the density of W , we have
Writing det(I p + W ) −(a+b) in series involving zonal polynomials using (2.12), we ob-
where the integral has been evaluated using (2.8). Finally, simplifying the expression using results on hypergeometric functions [2, 5] , we get the desired result.
From the density of W , we have
Writing det(I p +W ) −(a+b) in series involving zonal polynomials using (2.6), we obtain
where the last two steps have been obtained using (2.7) and (2.8). 
