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Resumen
Un cuadrado mágico es una matriz n × n, cuyos elementos son los números enteros
comprendidos entre 1 y n2, y con la propiedad de que la suma de los elementos de la
matriz por ﬁlas, columnas y diagonales principales coincide. El objetivo de este trabajo
consiste en estudiar si es posible resolver el problema no convexo de encontrar cuadrados
mágicos utilizando el algoritmo de Douglas-Rachford.
Este algoritmo es un método iterativo que utiliza la proyección sobre conjuntos para
la resolución de problemas de factibilidad. Su convergencia está garantizada para conjun-
tos convexos en espacios de Hilbert. Pese a carecer de una justiﬁcación teórica de por
qué funciona, el algoritmo ha sido aplicado con éxito a diversos problemas prácticos no
convexos similares, como la resolución de sudokus.
Palabras clave: Algoritmo, Douglas-Rachford, Cuadrados mágicos, Factibilidad.
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Abstract
A magic square is an n × n matrix, whose elements are integers between 1 and n2,
and with the property that the sum of the integers by rows, columns and main diagonals
coincides. The purpose of this work is to study if it is possible to solve the non-convex
problem of ﬁnding magic squares using the Douglas-Rachford algorithm.
This algorithm is an iterative method that uses projection onto sets for solving feasi-
bility problems. Its convergence is guaranteed for convex sets in Hilbert spaces. Although
it lacks a theoretical justiﬁcation of why it works, the algorithm has been successfully
applied to a number of similar non-convex practical problems, such as solving sudoku
puzzles.
Keywords: Algorithm, Douglas-Rachford, Magic squares, Feasibility.
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1. Introducción
Un cuadrado mágico es una cuadrícula n × n, cuyos elementos son números enteros
positivos comprendidos entre 1 y n2, de manera que cada celda contenga un entero dife-
rente y la suma de los enteros de cada ﬁla, columna y diagonal principal coincida. A esta
suma se le llama constante mágica o suma mágica del cuadrado mágico. Un ejemplo de
cuadrado mágico 4× 4 es el siguiente:
7 12 1 14
2 13 8 11
16 3 10 5
9 6 15 4
Se dice que un cuadrado mágico con n celdas en cada lado tiene orden n. La constante
mágica de cada cuadrado depende de su orden, y puede obtenerse mediante la fórmula
c = n(n2+1)/2, ya que basta con dividir por n la suma de 1, 2, . . . , n2, que es n2(n2+1)/2.
Así, para cuadrados mágicos de orden 3, 4 o 5, sus respectivas constantes mágicas son
15, 34 y 65.
El cuadrado mágico 1× 1, con una sola célula que contiene el número 1, se denomina
trivial. Se pueden construir cuadrados mágicos de todos los tamaños, excepto 2× 2. Ade-
más, cualquier cuadrado mágico puede ser rotado y reﬂejado para producir 8 cuadrados
distintos; todos estos son generalmente considerados equivalentes y se dice que los 8 cua-
drados forman una única clase de equivalencia. Así, excluyendo rotaciones y reﬂexiones,
hay exactamente un cuadrado mágico de orden 3, 880 cuadrados mágicos de orden 4 y
275,305,224 de orden 5.
Los cuadrados mágicos tienen una larga historia, que se remonta a 650 a.C. en China.
En varias ocasiones han adquirido un signiﬁcado mágico o mítico, y han aparecido como
símbolos en las obras de arte. Actualmente, se han generalizado varios tipos de cuadra-
dos, incluyendo el uso de restricciones adicionales o diferentes, multiplicando en lugar de
agregar células, usando formas alternativas o más de dos dimensiones, y reemplazando
números por formas y la adición por operaciones geométricas.
El primer cuadrado mágico apareció en China. Leyendas que datan del 650 a.C. cuen-
tan la historia del Lo Shu, o `mapa del río'. Según la leyenda, hubo una gran inundación
en la antigua China y mientras el gran rey Yu trataba de canalizar el agua hacia el mar,
apareció en el río una tortuga con un patrón curioso en su caparazón: una cuadrícula de
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3 × 3 en la que estaban dispuestos cierto número de puntos circulares, de modo que la
suma de los números en cada ﬁla, columna y diagonal era la misma: 15.
De acuerdo con la leyenda, a partir de entonces las personas pudieron utilizar este
patrón para controlar de cierta manera el río y protegerse de las inundaciones. Este cua-
drado de Lo Shu es el cuadrado mágico único de orden 3 en el cual 1 está en la parte
inferior y 2 está en la esquina superior derecha. Cada cuadrado mágico normal de orden
3 se obtiene del Lo Shu por rotación o reﬂexión.
El primer cuadrado mágico de orden 4 aparece en la India en el primer siglo, gracias a
un matemático llamado Nagarajuna. En el templo de Parshvanath, en Khajuraho (India),
se exhibe un conocido cuadrado mágico 4× 4, que data del siglo X. El cuadrado mágico
3× 3 ha formado parte de los rituales en la India desde los tiempos védicos.
El yantra de Ganesh es un cuadrado mágico de orden 3, al igual que el Kubera Kolam,
comúnmente pintado en los pisos de las casas al sur de la India, que es esencialmente
igual que el cuadrado Lo Shu, pero sumando 19 a cada número, de manera que tenga una
constante mágica de 72.
En la mitología hindú, Kubera es el dios de las riquezas, y se cree que si una persona
adora el kolam de Kubera según lo ordenado en las escrituras, será recompensada con
riqueza y prosperidad.
(a) Cuadrado mágico en el
templo de Parshvanath
(b) Kubera Kolam sobre el suelo
de una casa en la India
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Los cuadrados mágicos eran conocidos también por los matemáticos islámicos en Ara-
bia ya en el siglo VII. No se sabe si los inventaron por separado o si se les presentó por
alguna de las culturas anteriores, si bien es más probable que su fuente fuera la misma
de la cual recibieron la aritmética decimal: la India. La yihad árabe del siglo VII lo-
gró conquistar porciones de la India, y los árabes absorbieron así una gran cantidad de
matemáticas y astronomía indias, así como aspectos de matemática combinatoria.
Los primeros cuadrados mágicos de orden 5 y 6 aparecen en una enciclopedia en Bag-
dad alrededor del año 983. El matemático árabe Ahmad al-Buni, que trabajó en cuadrados
mágicos alrededor de 1250, les atribuyó propiedades místicas, aunque no se conocen deta-
lles de estas supuestas propiedades. También hay referencias al uso de cuadrados mágicos
en los cálculos astrológicos, una práctica que parece haberse originado con los árabes.
Es de los árabes de quien Occidente ﬁnalmente recibe la idea de los cuadrados mágicos.
En 1300, el griego bizantino Manuel Moschopoulos escribió un tratado matemático sobre
el tema de los cuadrados mágicos, dejando ya de lado el misticismo de sus predecesores.
Aunque tampoco fue el primer occidental en escribir cuadrados mágicos, pues ya aparecen
en un manuscrito español escrito en la década de 1280. Los cuadrados mágicos vuelven a
aparecer también en Italia en el siglo XIV, donde Luca Pacioli obtiene una gran colección
de ejemplos.
Los cuadrados mágicos de orden de 3 al 9, como podemos encontrar en varios ma-
nuscritos del siglo XV por toda Europa, fueron asignados a los `siete planetas' (Saturno,
Júpiter, Marte, el Sol, Venus, Mercurio y la Luna), y descritos como medios para atraer
la inﬂuencia de los planetas y sus ángeles (o demonios) durante las prácticas mágicas,
y lograr algún ﬁn, como la protección contra una enfermedad o una curación psicológi-
ca. Estas operaciones mágicas implicaban, por ejemplo, grabar el cuadrado apropiado en
un plato hecho con el metal asignado al planeta correspondiente, así como realizar una
variedad de rituales. Por ejemplo, el cuadrado 3 × 3, perteneciente a Saturno, había de
inscribirse en una placa de plomo.
En 1514, Albrecht Dürer inmortalizó un cuadrado 4× 4 en su famoso grabado Melen-
colia I. También podemos encontrar un cuadrado de orden 4 en la fachada de la Pasión
de la Sagrada Familia de Barcelona, conceptualizada por Antoni Gaudí y diseñada por el
escultor Josep Subirachs. La constante mágica de este cuadrado es 33, la edad de Jesús
en el momento de la Pasión, sufriendo para ello unas pequeñas modiﬁcaciones (en cuatro
de sus células se reducen los números en una unidad, y aparecen el 10 y 14 duplicados, y
el 12 y 16, ausentes).
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(a) Detalle de Melen-
colia I
(b) Cuadrado mágico en la fa-
chada de la Sagrada Familia
Actualmente, hay muchas formas de construir cuadrados mágicos, aunque la manera
estándar es seguir ciertas conﬁguraciones o fórmulas que generan patrones regulares. Po-
demos clasiﬁcar los cuadrados mágicos en tres tipos: de orden impar, de orden doblemente
par (n divisible por 4), o de orden simplemente par (n par, pero no divisible por 4). Exis-
ten varios métodos para construir estos cuadrados, siendo la construcción de este último
caso la más difícil. También se ha convertido en un rompecabezas matemático popular la
resolución de cuadrados parcialmente completos.
A lo largo de este trabajo, vamos a plantear la búsqueda de cuadrados mágicos como
un problema de factibilidad, que intentaremos resolver utilizando el algoritmo de Douglas-
Rachford. Como veremos más adelante, este algoritmo es un método iterativo para en-
contrar un punto en la intersección de dos o más conjuntos cerrados, y se ha demostrado
que para conjuntos convexos converge (débilmente) a un punto en la intersección, pero
no hay garantía teórica de que para conjuntos no convexos funcione.
Así pues, plantearemos un cuadrado mágico como una matriz que cumple ciertas pro-
piedades, e intentaremos formular diferentes conjuntos de restricciones cuya intersección
englobe todas las características de dicha matriz. Puesto que alguna de estas restricciones
no va a ser convexa, no podremos asegurar a priori que el método funcione. Una vez imple-
mentadas estas restricciones y aplicado el método de Douglas-Rachford a estos conjuntos
en Python, comentaremos los resultados obtenidos.
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2. Algoritmo de Douglas-Rachford
El algoritmo de Douglas-Rachford es un método iterativo para encontrar un punto en
la intersección de dos (o más) conjuntos cerrados. El esquema clásico de Douglas-Rachford
fue originalmente introducido en conexión con las ecuaciones en derivadas parciales que
surgen en la conducción del calor, probándose más tarde la convergencia (débil) de las
iteraciones para subconjuntos convexos en un espacio de Hilbert. A pesar de la ausen-
cia de justiﬁcación teórica, el algoritmo ha sido también aplicado exitosamente a varios
problemas prácticos no convexos.
Consideraremos en esta sección un espacio real de HilbertH, equipado con un producto
interior 〈·, ·〉 y la norma inducida ‖ · ‖. Dados dos subconjuntos cerrados A y B de un
espacio de Hilbert H, el esquema de Douglas-Rachford consiste en reﬂejar primero la
iteración de la que partimos sobre uno de los dos conjuntos, y seguido reﬂejar el punto
obtenido en el otro conjunto, tomando entonces la media de este nuevo punto con la
iteración que inicialmente teníamos para obtener el nuevo paso.
La siguiente ﬁgura muestra la construcción de una iteración del esquema de Douglas-
Rachford aplicado a una bola cerrada B y una recta L:
L
B
xn
RB(xn)
RL(RB(xn))
xn+1
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La reﬂexión de un punto x ∈ H en el conjunto A se deﬁne como
RA(x) := 2PA(x)− x,
donde PA(x) es la proyección más cercana del punto x sobre A, esto es,
PA(x) := {z ∈ A : ‖x− z‖ = inf
a∈A
‖x− a‖}.
En general, la proyección PA(x) : H ⇒ A es una aplicación multivaluada. El esquema
iterativo de Douglas-Rachford se deﬁne como
xn+1 ∈ TA,B(xn), (1)
con TA,B :=
1
2
(RBRA + I), donde I es la aplicación identidad.
2.1. Método de Douglas-Rachford para conjuntos convexos
Veamos en este apartado lo que se conoce sobre el comportamiento del método de
Douglas-Rachford aplicado dos conjuntos, A y B, cerrados y convexos.
Si A es convexo, entonces la proyección PA(x) es única para cada punto en H, [9,
Teorema 4.5.1]. Por lo tanto, cuando los conjuntos A y B son ambos convexos, la iteración
(1) está únicamente deﬁnida y xn+1 = TA,B(xn).
Además, si A ∩ B 6= ∅, la secuencia es débilmente convergente a un punto ﬁjo x¯
del operador TA,B. Entonces, podemos obtener un punto en la intersección de A y B
proyectando el punto x¯ en el conjunto A, ya que
TA,B(x¯) = x¯⇐⇒ x¯ = 2PB(2PA(x¯)− x¯)− (2PA(x¯) + x¯)⇐⇒ PA(x¯) = PB(2PA(x¯)− x¯),
lo cual implica que PA(x¯) ∈ A ∩B.
La convergencia débil del algoritmo viene del hecho que la aplicación proyección es
ﬁrmemente no expansiva, esto es,
‖PA(x)− PA(y)‖2 + ‖(I − PA)(x)− (I − PA)(y)‖2 ≤ ‖x− y‖2, para todo x, y ∈ H,
[12, Teorema 12.2], lo que implica que la reﬂexión es no expansiva,
‖RA(x)−RA(y)‖ ≤ ‖x− y‖, para todo x, y ∈ H,
y por tanto, TA,B es ﬁrmemente no expansivo [12, Teorema 12.1].
El siguiente teorema sintetiza el comportamiento del esquema iterativo (1) para con-
juntos convexos, [6, Teorema 3.13]:
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Teorema 2.1 Supongamos que A,B ∈ H son conjuntos cerrados y convexos. Para algún
x0 ∈ H, deﬁnimos
xn+1 = TA,Bxn, donde TA,B =
I +RBRA
2
.
Entonces, se da uno de los siguientes casos:
a) A ∩B 6= ∅ y (xn) converge (débilmente) a un punto x tal que PAx ∈ A ∩B,
b) A ∩B = ∅ y ‖xn‖ → ∞.
Este resultado puede ser aplicado directamente sólo al problema de encontrar un pun-
to en la intersección de dos conjuntos. Para problemas de factibilidad con más de dos
conjuntos, se utiliza la reformulación del espacio producto de Pierra [15].
2.2. Problemas de factibilidad en el espacio producto
Supongamos que tenemos N conjuntos de restricciones, C1, C2, . . . , CN ⊂ H. Entonces,
el problema de factibilidad pide
encontrar x ∈
N⋂
i=1
Ci ⊂ H.
Sea HN := H × (N)· · · × H = {x = (x1, . . . , xN) | xi ∈ H, i = 1, . . . , N}. Dotado
con el producto 〈x,y〉 = ∑Ni=1〈xi, yi〉 es un espacio de Hilbert. Deﬁnimos dos conjuntos
C,D ⊂ HN dados por
C :=
N∏
i=1
Ci, D :=
{
(x, x, . . . , x) ∈ HN : x ∈ H} .
El conjunto D, a veces llamado diagonal, siempre es un subespacio cerrado. Tenemos
un problema de factibilidad equivalente, pues
x ∈
N⋂
i=1
Ci ⇐⇒ (x, x, . . . , x) ∈ C ∩D.
Nuestro problema ahora es encontrar x ∈ C ∩D ⊂ HN . La siguiente proposición, [3,
Proposición 3.1] nos da una forma cerrada para PDx y PCx, si conocemos PC1 , PC2 , . . . , PCN .
Proposición 2.2 Sea x = (x1, x2, . . . , xN) ∈ HN . Entonces
PDx =
(
1
N
N∑
i=1
xi, . . . ,
1
N
N∑
i=1
xi
)
,
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y si PC1(x1), . . . , PCN (xN) son no vacíos,
PCx =
N∏
i=1
PCi(xi).
Demostración. Sea (p, . . . , p) ∈ D la proyección de x sobre D. Para cada d ∈ H, se
tiene que (d, . . . , d) ∈ D. Entonces,
0 = 〈x− (p, . . . , p), (d, . . . , d)〉 =
N∑
i=1
〈xi − p, d〉 =
〈
N∑
i=1
xi −Np, d
〉
;
por lo que p = 1
N
∑N
i=1 xi, y queda probada la proyección sobre D.
Veamos ahora la fórmula de la proyección para C. Para cada c = (c1, . . . , cN) ∈ C y
p = (p1, . . . , pN) ∈
∏N
i=1 PCi(xi) ⊆ C,
‖x− c‖2 =
N∑
i=1
‖xi − ci‖2 ≥
N∑
i=1
‖xi − pi‖2 = ‖x− p‖2.
Como PC(x) ⊆ C, se tiene que PC(x) ⊇
∏N
i=1 PCi(xi).
Recíprocamente, sea p = (p1, . . . , pN) ∈ PC(x) y supongamos por reducción al absurdo
que pj /∈ PCj(xj) para algún j. Deﬁnimos q := (q1, . . . , qN) ∈ HN , donde qj ∈ PCj(xj) y
qi = pi si i 6= j. Entonces,
‖x− p‖2 =
N∑
i=1
‖xi − pi‖2 >
N∑
i=1
‖xi − qi‖2 = ‖x− q‖2.
Como q ∈ C, concluimos que p /∈ PC(x), llegando así a una contradicción. 
2.3. Método de Douglas-Rachford para conjuntos no convexos
En tiempos recientes, el algoritmo de Douglas-Rachford ha sido empleado empírica-
mente para resolver una variedad de problemas de factibilidad no convexos, incluyendo
aquellos de naturaleza combinatoria. En muchos de esos problemas, la teoría actual no es
suﬁciente para explicar el éxito observado.
Aunque no haya demasiada teoría en este contexto no convexo, sí hay algunos comien-
zos útiles. Un paso inicial hacia proporcionar alguna explicación teórica de la convergencia
en el caso no convexo ha sido el estudio de Borwein y Sims [8] del caso en que uno de los
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conjuntos es la esfera euclídea y el otro una recta (o de manera más general, un subespacio
afín propio):
S := {x ∈ Rm : ‖x‖ = 1}, L := {λa+ αb ∈ Rm : λ ∈ R},
donde, sin pérdida de generalidad, ‖a‖ = ‖b‖ = 1, con a ortogonal a b, y α > 0.
En este contexto, Borwein y Sims probaron el siguiente resultado de convergencia local
[8, Teorema 2]:
Teorema 2.3 Si 0 < α < 1, entonces (xn) es localmente convergente en cada uno de los
puntos ±√1− α2a+ αb.
Para el caso m = 2 y α = 1/
√
2, Aragón y Borwein [1] proporcionan una región
explícita de convergencia:
Teorema 2.4 Sea (x0, y0) ∈ [, 1]× [0, 1] con
 := (1− 2−1/3)3/2 ≈ 0,0937.
Entonces la secuencia generada por el esquema de Douglas-Rachford con punto de partida
(x0, y0) es convergente a (1/
√
2, 1/
√
2).
Hesse y Luke prueban en [14] la convergencia local del esquema de Douglas-Rachford
si la primera reﬂexión se realiza respecto a un subespacio.
Finalmente, Benoist prueba la convergencia global en [7] para el caso de la esfera y la
recta.
2.3.1. Resolución de sudokus con el algoritmo de Douglas-Rachford
El algoritmo de Douglas-Rachford ha sido aplicado exitosamente a una gran variedad
de problemas no convexos, principalmente combinatorios. Un ejemplo lo encontramos en
la resolución de sudokus, estudiado por primera vez en [10] y posteriormente en [16] y [3].
Un sudoku es una cuadrícula 9 × 9, dividida en subcuadrículas 3 × 3, formada por
números enteros desde 1 hasta 9, dispuestos de manera que no se repitan en la misma ﬁla,
en la misma columna o en la misma subcuadrícula. Veamos un ejemplo:
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2 5 1 9
8 2 3 6
3 6 7
1 6
5 4 1 9
2 7
9 3 8
2 8 4 7
1 9 7 6
Sudoku incompleto
2 5 1 9
8 2 3 6
3 6 7
1 6
5 4 1 9
2 7
9 3 8
2 8 4 7
1 9 7 6
Sudoku resuelto
4 6 7 3 8
5 7 9 1 4
1 9 4 8 2 5
9 7 3 8 5 2 4
3 7 2 6 8
6 8 1 4 9 5 3
7 4 6 2 5 1
6 5 1 9 3
3 8 5 4 2
Normalmente, hay diferentes maneras de formular el conjunto de restricciones para un
problema de completar una matriz; por ejemplo, eligiendo diferentes conjuntos C1, . . . , CN
de manera que
⋂N
i=1Ci contemple las propiedades de interés. Para problemas con más de
dos restricciones, aplicaremos el método a la reformulación del espacio producto.
Para aplicar el método de Douglas-Rachford, estos conjuntos deben ser elegidos de
manera que las proyecciones sobre cada conjunto individual resulten sencillas de obtener
(idealmente en forma cerrada). En muchas ocasiones, aunque preﬁramos codiﬁcar una
propiedad en una única restricción, resultará más adecuado considerar dos conjuntos
cuya intersección englobe la propiedad que queremos, aunque esto suponga un aumento
en el número de restricciones. La formulación del problema elegida a menudo determina
si el esquema de Douglas-Rachford puede o no resolver exitosamente el problema con
frecuencia o nunca.
En [3, Sección 6], se modela la resolución de sudokus de dos maneras diferentes, primero
como un problema de factibilidad entero, y después como un problema de factibilidad
binario. En muchos problemas combinatorios, como es el caso de los sudokus, para aplicar
la iteración de Douglas-Rachford, necesitaremos proyectar un punto x = (x1, . . . , xm)
sobre el conjunto de permutaciones de m puntos dados c1, . . . , cm ∈ R, conjunto que
denotaremos por C.
Esta proyección puede ser obtenida fácilmente. Para ello, necesitamos considerar la
siguiente desigualdad clásica, [13, Teorema 368]:
Teorema 2.5 (Hardy-Littlewood-Pólya) Dados x, y ∈ Rm, se veriﬁca
xTy ≤ [x]T [y],
donde [x], [y] denotan un vector con las mismas componentes que x e y, respectivamente,
permutadas en orden no creciente.
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Como consecuencia de este teorema, se da el siguiente resultado [3, Proposición 5.1]:
Proposición 2.6 Si C ∈ Rm denota el conjunto de vectores cuyos elementos son permu-
taciones de c1, c2, . . . , cm ∈ R, entonces para cada x ∈ Rm,
PCx = [C]x,
donde [C]x denota el conjunto de vectores en C tal que y ∈ [C]x si el i-ésimo mayor
elemento de y ocupa la misma posición que el i-ésimo mayor elemento de x.
Demostración. Para cada c ∈ C,
‖x− c‖2 = ‖x‖2 + ‖c‖2 − 2xT c
= ‖[x]‖2 + ‖[c]‖2 − 2xT c
≥ ‖[x]‖2 + ‖[c]‖2 − 2[x]T [c]
= ‖[x]− [c]‖2
= ‖x− y‖2, para y ∈ [C]x.

Veamos ahora, más detalladamente, cada una de las formulaciones para el sudoku.
Introduzcamos previamente un poco de notación. Denotaremos por A[i, j] el (i, j)-ésimo
elemento de la matriz A, y por A[i : i′, j : j′] la submatriz de A que se genera tomando
desde la i-ésima hasta la i′-ésima ﬁla, y desde la j-ésima hasta la j′-ésima columna.
Cuando i y i′ sean los índices de la primera y última ﬁla, lo abreviaremos por A[:, j : j′], e
igualmente para columnas. Denotaremos la vectorización de A por columnas como vecA.
Suponemos que partimos de S, una matriz 9×9 que representa un sudoku incompleto.
Sea I = {1, 2, . . . , 9}, y sea J ⊆ I2 el conjunto de índices para el cual S está relleno.
Sudoku modelado como un programa entero
Si denotamos por C el conjunto de vectores que son permutaciones de 1, 2, . . . , 9,
entonces A ∈ R9×9 completa S si, y sólo si, A ∈ C1 ∩ C2 ∩ C3 ∩ C4, donde
C1 = {A : A[i, :] ∈ C para cada i ∈ I} ,
C2 = {A : A[:, j] ∈ C para cada j ∈ I} ,
C3 = {A : vec A[3i+ 1 : 3(i+ 1), 3j + 1 : 3(j + 1)] ∈ C para i, j = 0, 1, 2} ,
C4 = {A : A[i, j] = S[i, j] para cada (i, j) ∈ J} .
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Las proyecciones sobre C1, C2 y C3 vienen dadas por la proposición 2.6. La proyección
sobre C4 viene dada componente a componente por
PC4(A)[i, j] =
S[i, j] si (i, j) ∈ J,A[i, j] en otro caso;
para cada (i, j) ∈ I2.
Sudoku modelado como un programa cero-uno
Denotemos por B el conjunto de vectores de una base n-dimensional estándar. Para
modelizar un sudoku como un problema de factibilidad binario, reformularemos A ∈ R9×9
como B ∈ R9×9×9, donde
B[i, j, k] =
1 si A[i, j] = k,0 en otro caso.
Esta reformulación transforma los elementos de un sudoku en el plano
5
3 9 8 2 4 5 7 61
2
7
9
8
6
4
3
en un conjunto de cubitos sobre un cubo 9×9×9, de manera que cada número del sudoku
se traduzca en una altura para un cubito (donde colocaremos un uno), como muestra la
siguiente ﬁgura, mientras que los espacios vacíos serán los ceros:
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1 3 9 8 2 4 5 7 6
2
5
9
8
7
4
3
6
Ahora denotaremos por S ′ a la construcción 9× 9× 9 parciamente completa de ceros
y unos que representa el sudoku incompleto S, y sea J ′ ⊆ I3 el conjunto de índices para
los que S ′ está relleno.
Las cuatro restricciones del programa entero se transforman ahora de la siguiente
manera:
C1 = {B : B[i, :, k] ∈ B para cada i, k ∈ I} ,
C2 = {B : B[:, j, k] ∈ B para cada j, k ∈ I} ,
C3 = {B : vec B[3i+ 1 : 3(i+ 1), 3j + 1 : 3(j + 1), k] ∈ B para i, j = 0, 1, 2 y k ∈ I} ,
C4 = {B : B[i, j, k] = 1 para cada (i, j, k) ∈ J ′} .
Además de estas restricciones, para englobar todas las propiedades del sudoku, con
esta reformulación se requiere de una adicional:
C5 = {B : B[i, j, :] ∈ B para cada i, j ∈ I} .
En la ﬁgura 1 podemos visualizar las restricciones utilizadas en este programa cero-
uno. Cada bloque coloreado debe estar formado por un único 1, y el resto de ceros.
Entonces, B completa S ′ si, y solo si, A ∈ C1 ∩ C2 ∩ C3 ∩ C4 ∩ C5. Las proyecciones
sobre C1, C2, C3 y C5 vienen dadas por la Proposición 2.6. La proyección sobre C4 viene
dada componente a componente por
PC4(B)[i, j, k] =
S[i, j, k] si (i, j, k) ∈ J ′,B[i, j, k] en otro caso;
para cada (i, j, k) ∈ I3.
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(a) C1 (b) C2 (c) C3 (d) C5
Figura 1: Visualización de las restricciones utilizadas para el sudoku modelado como un pro-
grama cero-uno
Resultados obtenidos con ambas formulaciones
Al llevar a la práctica estas dos formulaciones, se ha comprobado que la formulación
entera resulta inefectiva para la resolución de sudokus. Sin embargo, el planteamiento
de los sudokus como un problema binario sí ha resultado exitoso para resolver la gran
mayoría de los sudokus.
Así pues, podemos ver cómo la elección del conjunto de restricciones y su formulación
determina si el algoritmo de Douglas-Rachford va a resultar o no efectivo.
3. Planteamiento del problema de encontrar un cua-
drado mágico como un problema de factibilidad
Una vez introducido el algoritmo de Douglas-Rachford, nuestro objetivo consiste en
formular la búsqueda de cuadrados mágicos como un problema de factibilidad al que
podamos aplicar este método. Así pues, necesitamos elegir una serie de conjuntos tal que
su intersección englobe todas las propiedades que caracterizan a un cuadrado mágico.
Sea C una matriz n × n. Para que C sea un cuadrado mágico, debe satisfacer cada
una de las siguientes restricciones:
C1 = {la suma de los elementos de cada ﬁla es igual a la constante c} ,
C2 = {la suma de los elementos de cada columna es igual a la constante c} ,
C3 = {la suma de los elementos de la diagonal principal es igual a la constante c} ,
C4 = {la suma de los elementos de la diagonal principal secundaria es igual a c} ,
C5 = {la matriz contiene los números comprendidos entre 1 y n2, sin repeticiones} ,
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donde c = n(n
2+1)
2
.
Así, una matriz C será un cuadrado mágico si, y sólo si,
C ∈
5⋂
i=1
Ci.
Observación 3.1 En caso de que partamos de un cuadrado mágico al que le faltan algu-
nos de sus elementos y nuestro objetivo sea completarlo, basta añadir una restricción C6
que deje ﬁjos los elementos conocidos de entrada.
Nos disponemos ahora a buscar formulaciones diferentes para nuestro problema de
factibilidad, para las cuales comprobaremos más tarde si el algoritmo de Douglas-Rachford
resulta efectivo.
La forma más directa u obvia de buscar un cuadrado mágico es utilizando una formu-
lación entera, que recurre simplemente a sumas de elementos en una matriz y a permuta-
ciones de los elementos de la misma.
En línea con lo que hemos visto para sudokus en la sección 2.3.1, plantearemos también
la búsqueda de cuadrados mágicos como un programa cero-uno, aunque de una manera
un poco diferente.
Veamos en la siguiente sección el desarrollo de estas formulaciones.
4. Búsqueda de la formulación más adecuada para la
resolución del problema con el algoritmo de Douglas-
Rachford
Modelaremos primero la búsqueda de cuadrados mágicos como un problema de fac-
tibilidad entero, y después como un problema de factibilidad binario. Seguiremos una
notación muy similar a la que hemos utilizado para los sudokus en la sección 2.3.1.
4.1. Resolución de cuadrados mágicos modelado como un Pro-
grama Entero
Si denotamos por P el conjunto de vectores que son permutaciones de 1, 2 . . . , n2,
entonces, A ∈ Rn×n es un cuadrado mágico si, y sólo si,
A ∈ C1 ∩ C2 ∩ C3 ∩ C4 ∩ C5 ∩ C6,
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donde
C1 =
{
A ∈ Rn×n :
∑
j∈I
A[i, j] = c para cada i ∈ I
}
,
C2 =
{
A ∈ Rn×n :
∑
i∈I
A[i, j] = c para cada j ∈ I
}
,
C3 =
{
A ∈ Rn×n :
∑
i∈I
A[i, i] = c
}
,
C4 =
{
A ∈ Rn×n :
∑
i∈I
A[i, n+ 1− i] = c
}
,
C5 =
{
A ∈ Rn×n : vecA ∈ P} .
Observación 4.1 Los conjuntos C1, C2, C3 y C4 son convexos. Dados A,B ∈ C1, λA +
(1− λ)B = C ∈ C1 para todo λ ∈ (0, 1), ya que
n∑
j=1
Cij =
n∑
j=1
(λAij + (1− λ)Bij) = λ
n∑
j=1
Aij + (1− λ)
n∑
j=1
Bij = λc+ (1− λ)c = c.
Análogamente se prueba para C2, C3 y C4. El conjunto C5 no es convexo.
Para obtener las proyecciones sobre los cuatro primeros conjuntos, consideremos la
siguiente proposición [2, Proposición 3.6]:
Proposición 4.2 Sea S = {x ∈ Rm|∑mi=1 xi = c}. Para cada x ∈ Rm,
PS(x) = x+
1
m
(
c−
m∑
i=1
xi
)
e, donde e = [1, 1, . . . , 1]T .
Demostración. Como S = {x ∈ Rm|〈e, x〉 = c}, el resultado se sigue de la fórmula
estándar para la proyección ortogonal sobre un hiperplano [11, Sección 4.2.1]. 
Así, las proyecciones vienen dadas por
PC1(A) = A+
1
n

c−∑ni=1A1i · · · c−∑ni=1A1i
c−∑ni=1A2i · · · c−∑ni=1A2i
...
...
c−∑ni=1Ani · · · c−∑ni=1Ani
 ,
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PC2(A) = A+
1
n

c−∑ni=1Ai1 c−∑ni=1Ai2 · · · c−∑ni=1Ain
c−∑ni=1Ai1 c−∑ni=1Ai2 · · · c−∑ni=1Ain
...
...
...
c−∑ni=1Ai1 c−∑ni=1Ai2 · · · c−∑ni=1Ain
 ,
PC3(A) = A+
1
n
(
c−
n∑
i=1
Aii
)
In,
PC4(A) = A+
1
n
(
c−
n∑
i=1
Ai(n+i−1)
)
0 · · · 0 1
... 1 0
0 1
...
1 0 · · · 0
 .
Por último, C5 es un conjunto no convexo, que contiene todas las matrices cuyos
elementos colocados en un vector son permutaciones de 1, 2, . . . , n2. Las proyecciones
sobre este conjunto vienen dadas por la Proposición 2.6.
Como no hemos podido encontrar una forma cerrada para la proyección y el conjunto
C5 contiene muchos elementos (n
2!) como para comparar todas las posibilidades, hemos
calculado la proyección utilizando la siguiente aproximación: dada una matriz n × n,
colocaremos un 1 en la celda que contenga el número más pequeño, un 2 en la celda
que contenga el siguiente número más pequeño, y así hasta llegar a n2. En caso de que
haya dos elementos iguales, consideraremos que es más pequeño el elemento que aparece
primero si recorremos la matriz por ﬁlas.
Completar un cuadrado mágico parcialmente relleno
Si C es una matriz n× n parcialmente completa que representa un cuadrado mágico
incompleto, llamemos J ⊆ I2 el conjunto de índices para los cuales tenemos un valor en
el cuadrado mágico. Entonces necesitamos añadir la restricción
C6 =
{
A ∈ Rn×n : A[i, j] = C[i, j] para cada (i, j) ∈ J}
al conjunto de restricciones que ya tenemos.
La proyección sobre C6 viene dada componente a componente por
PC6A[i, j] =
C[i, j] si (i, j) ∈ JA[i, j] en otro caso
para cada (i, j) ∈ I2.
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4.2. Resolución de cuadrados mágicos modelado como un Pro-
grama Cero-Uno
Para modelar la búsqueda de un cuadrado mágico como un problema de factibilidad
binario, reformulamos A ∈ Rn×n como B ∈ Rn×n×n2 , donde
B[i, j, k] =
1 si A[i, j] ≥ k,0 en otro caso.
Así, por ejemplo, la primera ﬁla del siguiente cuadrado mágico de orden 3
2 7 6
9 5 1
4 3 8
se transforma ahora en una columna de cubos de la siguiente manera:
Denotemos por B := {[1, 1, . . . , 1, 1], [1, 1, . . . , 1, 0], . . . , [1, 0, . . . , 0, 0]} el conjunto de
todos los vectores de una base de dimensión n2. Las restricciones del apartado anterior se
transforman de la siguiente manera:
C1 =
{
B ∈ Rn×n×n2 :
n∑
j=1
(
n2∑
k=1
B[i, j, k]
)
= c para cada i ∈ I
}
,
C2 =
{
B ∈ Rn×n×n2 :
n∑
i=1
(
n2∑
k=1
B[i, j, k]
)
= c para cada j ∈ I
}
,
Paula Segura Martínez 23
C3 =
{
B ∈ Rn×n×n2 :
n∑
i=1
(
n2∑
k=1
B[i, i, k]
)
= c
}
,
C4 =
{
B ∈ Rn×n×n2 :
n∑
i=1
(
n2∑
k=1
B[i, n+ 1− i, k]
)
= c
}
.
La restricción C5 de la formulación entera se escribe ahora como intersección de los
dos siguientes conjuntos:
C5 =
{
B ∈ {0, 1}n×n×n2 :
n∑
i=1
n∑
j=1
B[i, j, k] = n2 − k + 1, para cada k = 1, . . . , n2
}
,
C6 =
{
B ∈ {0, 1}n×n×n2 : vecB[i, j, :] ∈ B para cada i, j ∈ I
}
.
Observación 4.3 La restricción C5 nos dice que la primera planta de nuestro cubo está
completa por unos, la siguiente tendrá n2−1 unos, y así hasta llegar a la de arriba del todo,
que contendrá únicamente un uno. La restricción C6 contempla que se dé la formulación
que hemos impuesto, es decir, que el cubo esté formado por bloques de unos, y si en una
posición hay un uno, debajo de éste y hasta llegar a la planta inferior, todos los elementos
sean unos.
La siguiente ﬁgura nos muestra una visualización de las restricciones utilizadas en
nuestra formulación cero-uno. Cada bloque coloreado debe estar formado por exactamente
c cubitos (o unos), y el resto por ceros:
(a) C1 (b) C2 (c) C3 (d) C4
Las proyecciones sobre estos cuatro conjuntos vienen dadas por la Proposición 4.2 de
la siguiente manera:
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PC1(B) = B +
1
n3

v1 · · · v1
v2 · · · v2
...
...
vn · · · vn
 ,
donde vp = (c−
∑n2
k=1
∑n
i=1Bpik, . . . , c−
∑n2
k=1
∑n
i=1Bpik) ∈ Rn
2
;
PC2(B) = B +
1
n3

v1 v2 · · · vn
v1 v2 · · · vn
...
...
...
v1 v2 · · · vn
 ,
donde vp = (c−
∑n2
k=1
∑n
i=1Bipk, . . . , c−
∑n2
k=1
∑n
i=1Bipk) ∈ Rn
2
;
PC3(B) = B +
1
n3
(
c−
n2∑
k=1
n∑
i=1
Biik
)
1¯ · · · 0 0
... 1¯ 0 0
0
...
0 0 · · · 1¯
 ,
donde 1¯ = (1, . . . , 1) ∈ Rn2 ;
PC4(B) = B +
1
n3
(
c−
n2∑
k=1
n∑
i=1
Bi(n+i−1)k
)
0 · · · 0 1¯
... 1¯ 0
0 1¯
...
1¯ 0 · · · 0
 ,
donde 1¯ = (1, . . . , 1) ∈ Rn2 .
La proyección sobre C5 consiste en asignar un uno a todos los elementos de la planta
de abajo, asignar en la segunda planta un cero al elemento más pequeño y un uno al resto,
asignar en la tercera planta un cero a los dos elementos más pequeños y un uno al resto,
y así hasta llegar a la planta de arriba, que contendrá solamente un uno.
La proyección sobre C6 resulta de considerar cada uno de los bloques B del cubo
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y calcular el vector de B que minimiza la norma ‖B − v‖, con v ∈ B.
Completar un cuadrado mágico parcialmente relleno
Si C es un cubo n×n×n2 parcialmente completo que representa un cuadrado mágico
incompleto, llamemos J ′ ⊆ I3 el conjunto de índices para los cuales tenemos un valor en
el cuadrado mágico. Entonces necesitamos añadir la restricción
C7 = {B : B[i, j, k] = 1 para cada (i, j, k) ∈ J}
al conjunto de restricciones que ya tenemos.
La proyección sobre C7 viene dada componente a componente por
PC7B[i, j, k] =
C[i, j, k] si (i, j, k) ∈ J ′,B[i, j, k] en otro caso,
para cada (i, j, k) ∈ I3.
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5. Experimentación numérica
Veamos algunos detalles de nuestra implementación del algoritmo de Douglas-Rachford
en Python:
Punto de partida: para la reformulación entera, tomamos x0 := (y, y, y, y, y) ∈ D
para algún y ∈ Rn×n aleatorio, mientras que para la reformulación binaria, tomamos
x0 := (y, y, y, y, y, y) ∈ D para algún y ∈ Rn×n×n2 aleatorio.
Iteración: xn+1 = TD,C(xn).
Finalizar: si se supera un tiempo de 600 segundos (10 minutos) o si la norma de
round(PD(xn))−PCi(round(PD(xn))) es menor que una tolerancia igual a 0,05 para cada
restricción Ci, donde round(PD(xn)) denota PD(xn) redondeado puntualmente al entero
más cercano.
En este experimento, hemos realizado la búsqueda de 600 cuadrados mágicos de tama-
ños 3, 4 y 5 utilizando el método de Douglas-Rachford. Para cada uno de estos órdenes,
hemos utilizado la formulación entera para la búsqueda de 100 cuadrados mágicos, y la
formulación binaria para la búsqueda de otros 100. Se puede ver con detalle el desarrollo
de estos programas entero y binario en las secciones 7.1 y 7.2, respectivamente.
Todos los códigos están escritos en Python 2.7 y han sido ejecutados en una CPU Intel
Core i5-2430 2.40GHz con 4GB de RAM, bajo Windows 7 (64 bits).
La siguiente tabla muestra el porcentaje de éxitos que hemos obtenido al aplicar cada
una de las formulaciones a la búsqueda de cuadrados mágicos de orden 3, 4 y 5, y forzando
a que el algoritmo pare si no encuentra una solución en 600 segundos (10 minutos):
3× 3 4× 4 5× 5
Programa entero 100 72 65
Programa binario 100 90 15
Tabla 1: % de cuadrados mágicos encontrados en menos de 10 minutos.
Veamos con más detalle los resultados obtenidos para los cuadrados de cada tamaño.
Cuadrados mágicos de orden 3
Para cuadrados mágicos de orden 3, el algoritmo de Douglas-Rachford ha sido probado
satisfactorio para las dos formulaciones planteadas, consiguiendo encontrar solución en
todos los casos estudiados en menos de dos segundos.
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En las tablas 2 y 3, podemos observar las frecuencias acumuladas y relativas para el
tiempo que tarda el algoritmo en encontrar un cuadrado mágico en ambas formulaciones.
Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0.005, 0.01) 16 16
[0.01, 0.015) 51 35
[0.015, 0.02) 88 37
[0.02, 0.025) 91 3
[0.025, 0.03) 98 7
[0.03, 0.035) 99 1
[0.035, 0.04) 99 0
[0.04, 0.045] 100 1
Tabla 2: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 3
con la reformulación entera.
Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0.05, 0.175) 62 62
[0.175, 0.3) 79 17
[0.3, 0.425) 83 4
[0.425, 0.55) 87 4
[0.55, 0.675) 88 1
[0.675, 0.8) 92 4
[0.8, 0.925) 94 2
[0.925, 1.05) 96 2
[1.05, 1.175) 97 1
[1.175, 1.3] 100 3
Tabla 3: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 3
con la reformulación binaria.
El siguiente histograma plasma una comparativa de las frecuencias acumuladas para
el tiempo en nuestro programa entero y nuestro programa binario en cuadrados de orden
tres.
Podemos observar que el programa entero es signiﬁcativamente más rápido, aunque
ambas formulaciones son rápidas y efectivas, consiguiendo un 100 % de los éxitos en menos
de 1,3 segundos.
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Cuadrados mágicos de orden 4
Para cuadrados mágicos de orden 4, el algoritmo de Douglas-Rachford ha encontrado
solución en 10 minutos en el 90 % de los casos con la reformulación binaria, mientras que
para nuestro programa entero ha encontrado el 72 % de las veces.
Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0, 1) 68 68
[1, 2) 69 1
[2, 3) 69 0
[3, 4) 70 1
[4, 5) 70 0
[5, 6) 71 1
[6, 7) 71 0
[7, 8] 72 1
Tabla 4: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 4
con la reformulación entera.
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Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0, 3) 42 42
[3, 6) 59 17
[6, 9) 67 8
[9, 12) 74 7
[12, 15) 79 5
[15, 18) 82 3
[18, 21) 86 4
[21, 24) 88 2
[24, 27) 88 0
[27, 30] 90 2
Tabla 5: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 4
con la reformulación binaria.
En las tablas 4 y 5, podemos observar las frecuencias acumuladas y relativas para el
tiempo que tarda el algoritmo en encontrar un cuadrado mágico en ambas formulaciones.
El siguiente histograma compara las frecuencias acumuladas para el tiempo en nuestro
programa entero y nuestro programa binario en cuadrados de orden cuatro.
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En él, se aprecia cómo para nuestro programa entero o bien el algoritmo de Douglas-
Rachford encuentra solución en los primeros segundos, o bien se estanca y comienza a
hacer iteraciones hasta agotar el tiempo marcado, quizás produciéndose un ciclo.
Para la reformulación binaria, en cambio, las barras de frecuencia acumulada van
creciendo. Aunque el algoritmo parezca de entrada que no va a encontrar solución, basta
darle un poco de tiempo para que converja en la gran mayoría de los casos.
Para encontrar cuadrados mágicos de orden cuatro, resulta más eﬁciente la reformu-
lación binaria del problema.
Cuadrados mágicos de orden 5
Para cuadrados mágicos de orden 5, en cambio, hemos observado que el algoritmo de
Douglas-Rachford encuentra solución para el 65 % de los casos con la formulación entera
y sólo un 15 % en la binaria.
En las tablas 6 y 7, podemos observar las frecuencias acumuladas y relativas para el
tiempo que tarda el algoritmo en encontrar un cuadrado mágico en ambas formulaciones.
Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0, 3) 41 41
[3, 6) 52 11
[6, 9) 56 4
[9, 12) 61 5
[12, 15) 63 2
[15, 18) 63 0
[18, 21) 64 1
[21, 24] 65 1
Tabla 6: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 5
con la reformulación entera.
Este último histograma compara las frecuencias acumuladas para el tiempo en nuestro
programa entero y nuestro programa binario en cuadrados de orden cinco.
De nuevo, el programa entero o bien encuentra soluciones en unos pocos segundos,
o bien se estanca y ya no converge. Aunque nuestro programa binario haya llegado en
muy pocos casos a encontrar un cuadrado mágico en el tiempo marcado, si observamos
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Intervalos de tiempo (segundos) Frecuencias acumuladas Frecuencias relativas
[0, 100) 5 5
[100, 200) 8 3
[200, 300) 9 1
[300, 400) 10 1
[400, 500) 14 4
[500, 600) 16 2
Tabla 7: Tabla de frecuencias relativas y acumuladas para el tiempo en cuadrados de orden 5
con la reformulación binaria.
la gráﬁca se ve la tendencia de las frecuencias acumuladas a que el algoritmo necesite de
más tiempo para conseguir llegar a una solución.
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6. Conclusiones
Ante la cuestión que nos hacíamos inicialmente sobre si era posible resolver el problema
no convexo de encontrar cuadrados mágicos utilizando el algoritmo de Douglas-Rachford,
hemos podido comprobar a lo largo de este trabajo que este algoritmo funciona para
nuestro problema pese a que no tengamos garantía teórica de su convergencia.
Tras plantear dos formulaciones diferentes para resolver el problema, una entera y
otra binaria, e implementarlas en Python, hemos observado cómo la formulación elegida
determina la frecuencia con que el esquema de Douglas-Rachford resuelve exitosamente
el problema.
Así, hemos visto que para nuestra formulación entera, el algoritmo converge muy
rápido a una solución para cuadrados de orden 3, pero conforme vamos aumentando el
tamaño del cuadrado, son más los casos en que el algoritmo no converge enseguida, sino
que itera hasta agotar el tiempo indicado, produciéndose quizá un ciclo.
Nuestra formulación binaria, en cambio, resulta mucho más efectiva. Si observamos la
tendencia creciente de las frecuencias acumuladas en cada histograma, vemos que el algo-
ritmo de Douglas-Rachford funciona muy bien, aunque conforme aumentamos el tamaño
del cuadrado, necesita más tiempo para encontrar una solución.
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7. Anexos
7.1. Programa entero para la búsqueda de cuadrados mágicos en
Python
###PROGRAMA ENTERO
# -*- coding: cp1252 -*-
import math
from numpy import array, zeros, ones
from numpy.random import random
from numpy.linalg import norm
from time import time
def P_1(M,mag):
n=M.shape[0]
P = zeros(shape=(n,n))
for i in range(n):
P[i]=M[i]+(1./n)*(mag-M[i].sum())
return P
def P_2(M,mag):
n=M.shape[0]
P = zeros(shape=(n,n))
for i in range(n):
P[:,i]=M[:,i]+(1./n)*(mag-M[:,i].sum())
return P
def suma_diag(M):
n=M.shape[0]
D=0
for i in range(n):
D=D+M[i,i]
return D
def P_3(M,mag):
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n=M.shape[0]
P = zeros(shape=(n,n))
for i in range(n):
for j in range(n):
P[i,j]=M[i,j]
for i in range(n):
P[i,i]=M[i,i]+(1./n)*(mag-suma_diag(M))
return P
def suma_diagsec(M):
n=M.shape[0]
D=0
for i in range(n):
D=D+M[i,n-1-i]
return D
def P_4(M,mag):
n=M.shape[0]
P = zeros(shape=(n,n))
for i in range(n):
for j in range(n):
P[i,j]=M[i,j]
for i in range(n):
P[i,n-1-i]=M[i,n-1-i]+(1./n)*(mag-suma_diagsec(M))
return P
def mat_cuad(v):
d=int(math.sqrt(len(v)))
M=[]
for i in range(d):
M.append([[0]*d]*d)
for j in range(d):
M[i][j]=v[d*i+j]
return M
def P_5(M):
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n=M.shape[0]
v=M.flatten()
vsort=M.flatten().argsort()
p=zeros(n**2)
for i in range(n**2):
p[vsort[i]]=i+1
P=array(mat_cuad(list(p)))
return P
def PRODUC(M):
return array([M,M,M,M,M])
def PR_C(x,mag):
PROY=array([P_1(x[0],mag),P_2(x[1],mag),P_3(x[2],mag),
P_4(x[3],mag),P_5(x[4])])
return PROY
def PR_D(x):
sma=x.sum(axis=0)/5
PROY=array([sma,sma,sma,sma,sma])
return PROY
def RE_C(x,mag):
return 2*PR_C(x,mag)-x
def RE_D(x):
return 2*PR_D(x)-x
def T_D_C(x,mag):
return 0.5*(RE_C(RE_D(x),mag)+x)
def x_in_CyD(M,mag):
tol=0.2
if norm(M-P_1(M,mag))>tol:
return False
elif norm(M-P_2(M,mag))>tol:
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return False
elif norm(M-P_3(M,mag))>tol:
return False
elif norm(M-P_4(M,mag))>tol:
return False
elif norm(M-P_5(M))>tol:
return False
else:
return True
def solve_entero(n=3):
mag=n*((n**2)+1)/2
x0=random([n,n])
x=PRODUC(x0)
t=time()
iter=0
X=zeros([n,n])
while (time()-t< 600) and x_in_CyD(PR_D(x).round()[0],mag)==False:
x=T_D_C(x,mag)
iter=iter+1
X=PR_D(x).round()[0]
return [X, time()-t,iter]
7.2. Programa binario para la búsqueda de cuadrados mágicos
en Python
###PROGRAMA BINARIO
# -*- coding: cp1252 -*-
import math
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from numpy import array, zeros, ones
from numpy.random import random
from numpy.linalg import norm
from time import time
def P1(C,mag):
n=C.shape[0]
P=zeros(C.shape)
for i in range(n):
P[i]=C[i]+(1./(n**3))*(mag-C[i].sum())
return P
def P2(C,mag):
n=C.shape[0]
P = zeros(shape=(n,n,n**2))
for i in range(n):
P[:,i,:]=C[:,i,:]+(1./(n**3))*(mag-C[:,i,:].sum())
return P
def sumdiag(C):
n=C.shape[0]
D=0
for i in range(n):
D=D+C[i,i,:].sum()
return D
def P3(C,mag):
n=C.shape[0]
P = zeros(shape=(n,n,n**2))
for i in range(n):
for j in range(n):
for k in range(n**2):
P[i,j,k]=C[i,j,k]
for i in range(n):
P[i,i,:]=C[i,i,:]+(1./(n**3))*(mag-sumdiag(C))
return P
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def sumdiagsec(C):
n=C.shape[0]
D=0
for i in range(n):
D=D+C[i,n-1-i,:].sum()
return D
def P4(C,mag):
n=C.shape[0]
P = zeros(shape=(n,n,n**2))
for i in range(n):
for j in range(n):
for k in range(n**2):
P[i,j,k]=C[i,j,k]
for i in range(n):
P[i,n-1-i,:]=C[i,n-1-i,:]+(1./(n**3))*(mag-sumdiagsec(C))
return P
def P5(C):
n=C.shape[0]
P=zeros(C.shape)
for i in range(n**2):
B=zeros(C.shape[2])
B[C[:,:,i].flatten().argsort()[i:]]=1
P[:,:,i]=B.reshape(n,n)
return P
def Base(n):
M=zeros(shape=(n**2,n**2))
for i in range(n**2):
for j in range(n**2):
if i>=j:
M[i,j]=1
else: M[i,j]=0
return M
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def P6(C,B):
n=C.shape[0]
P=zeros(shape=(n,n,n**2))
for i in range(n):
for j in range(n):
P[i,j,:]=B[norm(C[i,j,:]-B,axis=1).argmin(),:]
return P
def PROD(C):
return array([C,C,C,C,C,C])
def PC(P,mag):
PROY=array([P1(P[0],mag),P2(P[1],mag),P3(P[2],mag),P4(P[3],mag),
P5(P[4]),P6(P[5],B)])
return PROY
def PD(P):
suma=0
for i in range(6):
suma=suma+P[i]
sma=suma*(1./6)
PROY=array([sma,sma,sma,sma,sma,sma])
return PROY
def RC(P,mag):
return 2*PC(P,mag)-P
def RD(P):
return 2*PD(P)-P
def TDC(P,mag):
return 0.5*(RC(RD(P),mag)+P)
def x_in_CyD(C,mag,B):
tol=0.05
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if norm(C-P1(C,mag))>tol:
return False
elif norm(C-P2(C,mag))>tol:
return False
elif norm(C-P3(C,mag))>tol:
return False
elif norm(C-P4(C,mag))>tol:
return False
elif norm(C-P5(C))>tol:
return False
elif norm(C-P6(C,B))>tol:
return False
else:
return True
def solve_binario(n=3):
mag=n*((n**2)+1)/2
x0=random([n,n,n**2])
x=PROD(x0)
global B
B=Base(n)
t=time()
iter=0
X=zeros([n,n,n**2])
while (time()-t< 600) and x_in_CyD(PD(x).round()[0],mag,B)==False:
x=TDC(x,mag)
iter=iter+1
X=PD(x).round()[0]
return [X.sum(axis=2), time()-t,iter]
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