ABSTRACT The steel industry is one of the pillar industries in China. The physical and mental health of steel workers is related to the development of China's steel industry. Steel workers have long been working in shifts, high temperatures, noise, highly stressed, and first-line environments. These occupational related factors have an impact on the health of steel workers. At present, the existing hypertension risk scoring models do not include occupational related factors, so they are not applicable to the risk score of hypertension in steel workers. It is necessary to establish a risk scoring model for hypertension in steel workers. In this study, the learning vector quantization (LVQ) neural network algorithm and the Fisher-SVM coupling algorithm are applied to estimate the hypertension risk of steel workers, and the microscopic laws of the "tailing" phenomenon of the two algorithms are analyzed by means of graphics analysis, which can describe the influence trend of sample size change in different intervals on the classification effect. The results show that the classification accuracy of the algorithm depends on the size of the sample space. When the sample size n ≤ 30 * (k + 1), the Fisher-SVM coupling intelligent algorithm is more applicable. Because its average accuracy rate is 90.00%, the average accuracy of the LVQ algorithm is only 63.34%. When the sample size is n > 30 * (k + 1), the LVQ algorithm is more applicable. Because its average accuracy rate is 93.33%, the average accuracy of the Fisher-SVM coupling intelligent algorithm is only 76.67%. The sample size of this paper is 4422, and the prediction of LVQ neural network model is more accurate. Therefore, based on the relative importance of each risk factor obtained by this model and to establish a steel worker hypertension risk rating scale, the score greater than 18 is considered as the high risk, 12-18 is considered as the medium risk, and less than 12 is considered as the low risk. Through the example's verification, the accuracy rate of the scale is 90.50% and the effect is very good. It shows that the established scoring system can effectively assess the risk of hypertension in steel workers and provide an effective basis for primary prevention of hypertension in steel workers.
situation is: the prevalence of hypertension in developed countries is gradually balanced, generally maintained at a high level of not less than 20%, the incidence of hypertension in developed countries in Europe and America is 20% to 50% [3] , The prevalence of hypertension in developing countries is relatively low, ranging from 10% to 15% in Asia, but it is gradually increasing and growing at a faster rate. In some developing countries or regions with fast economic development, such as South Korea and Taiwan, the prevalence rate is close to that of developed countries. Foreign studies have shown that hypertension is the first risk factor leading to death, and the third factor of disease burden [4] .
The occurrence of hypertension is affected by many factors such as genetics, behavioral habits, diet, mental and psychological factors, and occupational factors [5] , [6] . If high-risk groups can change bad habits and eating habits as early as possible, it can effectively reduce the incidence of hypertension, at least greatly reduce the incidence of hypertension, so the risk assessment of hypertension is considered to be an effective means to prevent hypertension [7] [8] [9] [10] [11] . At present, countries all over the world have recognized the role of risk prediction models in the prevention and treatment of hypertension, and established a risk prediction model or a risk scoring system based on epidemiological survey data from various countries, For example, Parikh et al. [12] in the United States established a high-risk risk scoring system for white Americans by following the follow-up of 1717 nonhypertensive white individuals, but The risk score findings may not be generalizable to persons of nonwhite race and ethnicity. According to the cohort data of 2887 people in Denmark, Volzke et al. [13] established a hypertensive risk prediction model using Bayesian method and found that the prediction accuracy of the model was slightly better than that of the Framingham hypertension risk score in the Danish population. Korean scholars have established a hypertension risk score based on data from 4747 Koreans and compared it with the Framingham risk score based on data from a nonKorean population can lead to the underestimation of the Prediction risk of hypertension [14] , [15] . Japanese scholars have established a model for predicting the risk of hypertension in Japanese male incumbents by collecting data on male incumbents in their own country [16] , [17] , and Iran and India have also established hypertension risk scores for their respective countries [18] , [19] . Chinese scholar Chien et al. [20] and others based on the physical examination data of Taiwan residents, established a model for predicting the risk of hypertension in Taiwan residents, but did not verify it in mainland China. In 2014, Qi et al. [21] , Li et al. [22] and other scholars established a risk prediction model for hypertension in different regions and different age groups in China. Due to regional and population differences, the hypertension risk prediction models established by countries have localized advantages and are difficult to use in other countries.
The steel industry is one of the pillar industries in China. The physical and mental health of steel workers is related to the development of China's steel industry. Steel workers have long been working in the first-line environment of shifting, high temperature, noise and high tension. These occupational related factors will have an impact on the health of steel workers. The existing Chinese population hypertension risk scoring model does not contain occupational related factors. Therefore, it is not applicable to the risk score of hypertension in steel workers. It is necessary to establish a risk scoring model for hypertension in steel workers.
The current risk scoring system is based on Logistic regression or Cox regression. The risk factors are assigned according to the calculated regression coefficient. The incidence of hypertension is complicated and will be affected by genetic, environmental and occupational factors. The impact of each factor may be related to each other, so the conditions of the logistic regression or Cox regression model may not be met, and the accuracy of the obtained risk score may be affected. With the development of computer technology, artificial intelligence data mining methods have been widely used in medical research, and their prediction accuracy is often better than traditional statistical methods [23] [24] [25] . This study intends to use the LVQ neural network algorithm and Fisher-SVM coupling algorithm to establish a steel worker hypertension risk prediction model, evaluate the model superiority by prediction accuracy and select the optimal model, and calculate the risk factors according to the optimal model. The relative importance of the construction of the steel workers hypertension risk scoring system, in order to provide a basis for the primary prevention of hypertension in steel workers.
II. MODEL INTRODUCTION A. LVQ NEURAL NETWORK ALGORITHM
The structure of LVQ neural network has three layers: Input layer, competition layer, linear output layer, which are similar to traditional neural network [26] [27] [28] [29] respectively -input layer, hidden layer and output layer of BP neural network, but with special characteristics in connection mode and weight adjustment. The specific structure is shown in figure 1 :
The classification model of learning vector quantization neural network is mainly used to construct training sets, and the core of training set construction is mainly focused on the establishment of sample labels. In LVQ neural network, the labels of samples are mainly realized by 0-1 coding. To be specific, for any kind of samples, the 0-1 code corresponding to a certain number of digits is assigned as 1 by different code positions to identify the categories and realize the classification. If the number of categories changes from three to four, only a code bit needs to be added correspondingly, as shown in figure 2:
Compared with other classification algorithms in increasing the number of categories caused by the complex changes in the model and the implementation program, the algorithm only needs to increase the corresponding number of code bits, can be flexible to set the number of categories, whether from the complexity of the model, or from the implementation of the program, is relatively more simple and easy to adjust [30] .
B. SUPPORT VECTOR MACHINE(SVM) CLASSIFICATION
Support vector machine(SVM) is to find an optimal hyperplane to divide several kinds of samples, which involves two problems: one is the hyperplane of SVM, and the other is the optimality.
Assume that there are two types of samples that are linearly separable:
can be separated by hyperplane w • x + b = 0, and the so-called optimal classification line can not only separate the two categories, but also maximize the classification interval. In the figure, H is the optimal classification line, H 1 and H 2 are the lines that pass the samples closest to the classification line and parallel to the classification line in the two categories respectively, and the distance between them is:
The training sample points on H 1 and H 2 are called support vectors.
For a problem on the plane, as shown in figure 3 below: By using Fermat's theorem, the optimal plane solving problem can be transformed into a system solving problem, and then a dual problem can be obtained, so as to solve the optimal classification function. where
is some support vector in the first category, and x (2) is some support vector in the second category.
In higher dimensional situations, there will be more complex, higher dimensional functions that will act as classifiers, and they will collectively be called hyperplanes.
The samples that need to be classified often have multiple attributes, so there are few cases of linear separability. Support vector machine is to transform a linear inseparable problem into a linear separable problem by corresponding kernel function into a higher-dimensional space, This mapping is expressed as:
Implementing this mapping is through a kernel function:
From the linear indivisibility of the original sample space to the linear separability of the characteristic space, as shown in figure 4 .
In general, kernel functions satisfying Mercer condition are adopted, where Mercer condition is: The classification structure of SVM is very dependent on the state of kernel function, optimization of classification structure from kernel function is an important aspect of SVM research.
After applying kernel function under Mercer condition, the optimal classification function becomes:
For the case of linear indivisibility, we only need to introduce slack variables.
C. FISHER DISCRIMINATION METHOD
Let there be K total G 1 , . . . , G K , the number of samples extracted are respectively n 1 , . . . , n k , make
a is the observed value of the a th sample of the i th overall, the data results are shown in table 1 .
By constructing discriminant function in a statistical sense to divide unknown samples, the linear discriminant function given by Fisher's test is shown as follows:
The purpose of Fisher discriminant is to solve the unknown coefficient vector c 1 , . . . , c p by a certain standard.
Let's make a couple of statistics clear before deriving the coefficient vector [31] , [32] :
The sample mean and sample variance of the discriminant function in the j th population are:
The total mean vector of the discriminant function is:
In addition, note X i V i is the sample mean and sample covariance matrix of population G i .
The purpose of discriminant analysis is to make the unknown sample enter into each category as clearly as possible, which naturally requires that the characteristics of the basic category of discriminant analysis should be concentrated as much as possible, from the perspective of statistics, inter-group dispersion and intra-group dispersion should be considered in a bidirectional way to make:
Reach the maximum, where q i is the weighting coefficient. Because this formula considers the dispersion between groups and the dispersion within the group, it is very good to concentrate on each feature, so this formula has a strong practical significance, from the perspective of judgment is very appropriate.
Find a set of independent variables to maximize the dependent variable, that is, a spherical extremum problem. Applying Fermat's theorem and using matrix derivative and vector derivative formulas, the problem can be transformed into solving eigenvalue and eigenvector problems of E −1 A, where:
According to the algebraic knowledge, E −1 A has min (k − 1, p) eigenvalues, so min (k − 1, p) discriminant functions can be constructed, according to the principal component analysis, the magnitude of the eigenvalue reflects the contribution of the discriminant functions to the discriminant, that is, the larger the eigenvalue is, the stronger the discriminant ability will be. There are different criteria for discriminant ability. In general, cumulative discriminant ability is used. When the cumulative discriminant ability reaches 85%, the subsequent discriminant function is no longer used as a tool for discriminant analysis.
For specific discriminant rules, there are different discriminant rules according to the number of discriminant functions and whether the discriminant process needs to be weighted. It can be seen from the following results that there is only one moral discriminant function involved in this paper, and here we also adopt the simple unweighted discriminant rule, so the rule is as follows: 
III. RESEARCH OBJECTS AND RESEARCH METHODS

A. RESEARCH OBJECTS
The in-service steel workers who conduct occupational health examinations and health checkups in a hospital of a steel group company were taken as research objects from February 2017 to June 2017, and they should be on duty for at least one year, aged less than or equal to 60 years old, and they must to complete the questionnaire survey and have complete blood biochemical examination results. Finally, 4422 workers were included. The research object selection process is shown in the figure 5.
B. RESEARCH CONTENT
The face-to-face survey of the subjects was conducted by a specially trained investigator using a self-compiled questionnaire to investigate the general characteristics of the subjects, including gender, age, education, marital status, disease history, family history, etc. Lifestyle includes smoking status, Drinking status, diet, physical activity, shift situation, etc.; physical examination including height, weight, abdominal circumference, waist circumference, hip circumference, blood pressure, etc., and calculate body mass index (weight/height2 (kg/m2)) and waist-to-hip ratio (waist circumference/Hip circumference; after being tested for at least 12 hours on an empty stomach, 3 ml of venous blood was taken in the coagulation tube before 9 o'clock on the day of the physical examination. The serum was separated by centrifugation at 3000 r/min for 10 minutes within 1 hour after blood collection. The Olympus AU-400 was fully automated. Biochemical analyzer (Japan OLYMPUS Optics Co., Ltd.) detects blood sugar, total cholesterol, triglyceride, high density lipoprotein cholesterol (HDL-C), low density lipoprotein cholesterol (LDL-C) ), high-sensitivity C-reactive protein, homocysteine, and the like. Body mass index (BMI) measurement is guided by professionals. After being taken off the shoes and socks, the teste stands on the height body mass meter (Beijing Haifuda Co., Ltd., China), standing upright, visually looking ahead, and getting the height of the tester. Measurements around: Measurement of the waist circumference and hip circumference of the subject using a 0.1 cm measuring tape, and calculating the WHR according to the formula Waist to hip ratio (WHR) = waist circumference (cm)/hip circumference (cm) Male WHR > 0.9, female WHR > 0.8 is considered obese.
Blood Pressure Measurement: The subject is placed in a quiet environment while sitting, so that the arm is at the same level as the heart and the palm is measured upwards. The UDEX-Twin I type automatic electronic sphygmomanometer (Japan Ai Keke Co., Ltd.) was used to measure the blood pressure twice and the mean value was taken. Hypertension is defined as a condition when a subject receives current antihypertensive drugs and/or systolic blood pressure greater than or equal to 140 mm Hg and/or diastolic blood pressure greater than or equal to 90 mm Hg [33] .
C. ALGORITHM DESIGN
In the learning vector quantization neural network classification model, there are m neurons in the competition layer and n neurons in the input layer, and the two layers are completely connected. Each neuron in the output layer is only connected to a group of neurons in the competition layer, and the connection weight is fixed to 1. During the training, the weight between the input layer and the competition layer is gradually adjusted to the cluster center.
When a sample is input into the LVQ network, the neurons of the competition layer generate the winning neurons through the winner's learning rule, allowing the output to be 1, and the other neurons to output 0. The output neuron output connected to the group in which the winning neuron is located is 1 and the other output neurons are 0, giving the pattern class of the current input sample. The class learned by the competition layer is sub classed, and the class learned by the output layer is the target class. The specific flow of the algorithm is shown in Figure 6 .
The first problem that needs to be solved is the problem that the SVM algorithm performs clustering lack of labels, and the solution of this problem can be solved by cluster analysis, but at the same time, the category generated by clustering as an original label of SVM has an important influence on the final classification quality; In addition, the SVM model itself has an important impact on the results. The specific process is shown in Figure 7 :
Dynamic clustering is a clustering method that is adjusted at any time during the clustering process. Firstly, an initial classification is given for the 41 ball-forming samples given, and then modified by a certain principle comparison, and an excellent classification is iteratively searched. The process is as shown in Figure 8 : Here, take k-means clustering: Step1: Select the initial condensation point and the initial classification.
Step2: Calculate the center of gravity of the initial class, then test each sample to the center of gravity of the class, and classify according to the distance. In general, Euclidean distance, two high-dimensional vectors a(x 11 x 12 . . . 1n ) with b(y 11 y 12 . . . y 1n ), the distance is:
Step3: Verify all samples one by one and iteratively modify until no samples need to be moved.
D. STATISTICAL METHOD
Use Excel2016 to establish a database, IBM SPSS24.0 for statistical analysis [34] , [35] , the measurement data obeying the normal distribution is denoted by mean and standard deviation, use the independent samples t test for comparison between groups, non-normal distribution of measurement data with M(P25, P75), between groups The comparison was performed using the rank sum test; the count data was used as the ratio, and the chi-square test was used for comparison between groups; the rank data was expressed by the composition ratio, the rank sum test was used for comparison between groups, and the multivariate analysis of the influencing factors was performed using the unconditional logistic regression analysis. The test level is 0.05.
IV. RESULTS
A. GENERAL SITUATION OF THE SUBJECT
Among the 4422 respondents, there were 4027 males and accounting for 91.1% of total, their age range was 22-60 years old and their average age was 43.56 ± 8.03 years old, there were 4130 married persons and accounting for 93.4% of total, the number of Secondary and high school was 3201 people and accounting for 72.4% of total. The prevalence of hypertension was 32.0% in 1415 patients and 68.0% in 3007 non-patients.
B. INDEPENDENT VARIABLE SCREENING
Univariate analysis of hypertensive and non-patients in steel workers, The results shows that there are statistical differences between the two groups in age, gender, education level, Family history of hypertension, Shift situation, Smoking status, Drinking status, Physical activity, Vegetable intake, Fruit intake, Meat intake, Coarse grain intake, Sweets (candies, etc.) intake, Carbonated drinks intake, BMI, Carotid examination, Uric acid, Fasting blood sugar, Glutamyl transpeptidase, HDL-C, Hemoglobin, White blood cell count, Red blood cell count, Urea nitrogen, Homocysteine, Hypersensitive C-reactive protein, Total cholesterol, Triglyceride, etc. (P < 0.05), but there are no significant differences between the two groups in Mariel status, LDL-C and Total bilirubin (P > 0.05). The results are shown in Tables 2 to 4 .
The statistically significant factors of univariate analysis were introduced into unconditional logistic regression for multivariate analysis. The results showed that Smoking and Vegetable intake are insufficient, Sweets (candies, etc.) intake is excessive, Family history of hypertension, Shift situation, age, high BMI, abnormal Carotid examination, high Fasting blood sugar, high Uric acid, high Glutamyl transpeptidase, elevated HDL-C, high Hemoglobin, high Total cholesterol, High Triglyceride are risk factors for type 2 diabetes. The results are shown in Table 5 .
C. CONSTRUCTION OF THE SAMPLE SET
According to the results of Logistic regression analysis, the results of literature review, combined with the opinions The variable assignment  table is shown in Table 6 .
D. MODEL EFFECT
The classification accuracy of LVQ neural network increases with the increase of sample classification accuracy, while Fisher-SVM classification accuracy is opposite. The intuitive expression is shown in Figure 9 :
When the kernel function of the support vector machine and other state parameters are reasonably selected, the overfitting phenomenon can be basically weakened or even eliminated. However, since the support vector machine relies excessively on the kernel function, it is sensitive to the structure and properties of the kernel function. This results in support vector machines in large samples, due to the complexity of the data structure (mainly reflected in the relationship between data), the rich data capacity (mainly reflected in the function of different data response information) and the diversity of data changes (Refers to changes in data, including size, monotony, and bumps, etc., which may cause a certain degree of ''discomfort'' to the data, resulting in partial errors in the amount of information and blind spots on inactive information, resulting in a decrease in classification accuracy; In addition, the training sample is increased, and data skew may occur, resulting in a decrease in classification accuracy.
LVQ Neural network, as a kind of neural network, has the general structural characteristics of neural networksthe hidden layer can construct multiple neurons or construct multiple hidden layers.Compared with the single dependence of SVM on kernel function, multiple neurons can achieve synergy in data processing. Multiple hidden layers can continuously filter or supplement cognition, so for more complex data structures and richer data. Capacity and more diverse data changes are more adaptable. All quantitative or VOLUME 7, 2019 qualitative information is equipotentially distributed. The neurons stored in the network are more advantageous in terms of robustness, especially fault tolerance. The ''communication'' between the elements makes the network more intelligent in dealing with the data flow. The enhancement of the resolving power and the perceptual power requires more data learning. Therefore, the increase of the sample capacity realizes the expansion of various information capacities, and the network quality limit. Deepening is necessary; when the sample size is too small, the high probability of repeated learning of information, this same or similar information superposition will to some extent mislead the network to understand the data, so there is often over-fitting or Knowing the wrong situation with new data.
Based on the sample data, the classification accuracy is calculated under four gradients of 100 training samples, 150 training samples, 300 training samples and 350 training samples, and the LVQ learning vector quantifies the variation trend of neural network and SVM classification accuracy. In addition to being monotonous, there are actually more complex changes, as shown in Figure 10 :
It can be found from Fig. 10 that the LVQ neural network is bounded by the sample capacity 210, and the accuracy rate increases from 60% to 65% in the sample size from 100 to 210, and the accuracy rate increases only 5 Percentage points; when the sample size increases from 300 to 400, the growth rate of the same 100 samples, the classification accuracy rate increased from 78% to 95%, with more than 10% growth, that is, LVQ neural network in small samples The increase in sample size is relatively slow, while in high-capacity samples, a small change in sample size causes a significant change in accuracy. It can be seen that the LVQ learning vector quantified neural network has a distinct ''left tail''. Features. The SVM case is just the opposite. When the sample size increases in the small sample category, the increase in sample size has a greater impact on the accuracy than the large sample size. Therefore, the SVM classification has obvious ''right tailing'' characteristics.
E. CONSTRUCTION OF THE HYPERTENSION RISK SCORE SCALE FOR STEEL WORKERS
Because the LVQ learning vector quantified neural network model works best, the risk of hypertension risk factors is based on the relative importance of the model obtained by LVQ neural network model. A total of 457 steel workers were randomly selected, scored according to Table 6 , and the ROC curve was drawn using the score and whether or not they had hypertension. AUC=0.917, 95% CI was (0.893, 0.940), and scores were 12 and 18 when Youden's The index is the largest (0.632 and 0.633 respectively), so the score less than 12 is defined as low risk, 12-18 is divided into medium risk, and greater than 18 is divided into high risk. The relative importance of each risk factor is shown in Figure 11 . The risk factor rating scale is shown in Table 7 . The area under the ROC curve of the score is shown in Figure 12 .
As can be seen from Figure 12 , the greatest impact on the incidence of hypertension in steel workers is Family history of hypertension, the relative importance reached 26%, followed by Vegetable intake, the relative importance was 16%, and the relative importance of Carotid examination was 12%, the factor that reflects the occupational characteristics of steel workers Shift situation has a relative importance of 5%, and HDL-C has the lowest relative importance of 2%.
As can be seen from Fig. 12 , at the position of point 1, Youden's index is 0.632, the score is 12 points, the position of point 2, Youden's index is 0.633, the score is 18 points, and the Youden's index of the two points is the largest, so 12 points and 18 is divided into classification nodes, which divide the risk of hypertension into three levels.
F. APPLICATION OF THE STEEL WORKER HYPERTENSION RISK SCORE SCALE
A total of 546 steel workers were randomly selected and classified according to Table 12 according to the above classification criteria. The results showed that 92.64% of the lowrisk groups were non-hypertensive patients, and 67.31% of the middle-risk groups were non-hypertensive patients, and the high-risk group Among them, 86.01% were patients with hypertension, and the accuracy rate was 90.50%. The results are shown in Table 8 .
V. CONCLUSION
The LVQ neural network algorithm and the Fisher-SVM coupling algorithm are applied to the prediction of hypertension risk in steel workers. When the sample size is n 30 * (k+1), the Fisher-SVM coupling intelligent algorithm is more suitable, and the average accuracy is higher. Up to 90.00%, and the average accuracy of the LVQ algorithm is only 63.34%; when the sample size is n > 30 * (k + 1), the LVQ intelligent algorithm is more applicable, and the average accuracy is 93.33%, while the average of the Fisher-SVM algorithm The accuracy rate is only 76.67%. The sample size of this study is 4422, and the LVQ neural network model prediction is more accurate. Therefore, based on the relative importance of each risk factor obtained by the model, the risk assessment scale is constructed by assigning risk factors to the ROC curve. The risk value was determined to be 12 points and 18 points, The risk of hypertension was divided into three levels: low, medium and high. The accuracy was 90.50%, which indicated that the established scale and score basis can accurately assess the risk of hypertension in steel workers. Iron and steel workers provide an effective basis for primary prevention of hypertension. and ''The Best of the Best'' programs for highly gifted students from the Polish Ministry of Science and Higher Education. He was/is an Organizer and a Session Chair on various international conferences and symposiums, such as the IEEE SSCI, the IEEE FedCSIS, APCASE, ICIST, ICAISC, and WorldCIST. VOLUME 7, 2019 
