Abstract-Variability in energy deposition caused by intrinsic statistical fluctuations is quantified for specific radiation environments. Differences in effective flux are observed for minimally ionizing particles, typically leading to a decrease in predicted soft error rate, the magnitude of which depends on the threshold LET. When compared to spectra accounting for energy-deposition fluctuations, predictions with traditional LET spectra in CREME96 are found to lead to conservative estimates in almost all situations.
different ion species with similar LETs [3] [4] [5] [6] [7] [8] [9] [10] . Xapsos et al. proposed a model for analytical rate prediction and discussed several conditions where the use of LET for SER prediction is inaccurate [7] . A generalized mathematical description demonstrated significant variability for small chord lengths ( nm) and large ion kinetic energy ( MeV/u). Adams et al. examined variability resulting from differences between energy deposited and energy lost [10] . It was found that variability in energy deposition is significant for different sensitive volume shapes (e.g., cylindrical, cubic and spherical) [10] . This is particularly important for highly scaled technologies, where delta rays may escape the lateral dimensions of the sensitive region, increasing the fluctuations significantly.
This paper quantifies variability in energy deposition associated with the natural statistical fluctuations for identical particles of the same mass and energy using the Monte Carlo Radiative Energy (MRED) code [11] [12] [13] [14] [15] . We show that the naturally occurring variability in energy deposition within a single type of material can lead to lower estimates of soft error rate (SER) than the standard method for computing differential LET flux, which is shown to typically lead to conservative estimates of error rates.
II. ENERGY DEPOSITION VARIABILITY
Intrinsic variability in energy deposition is a direct consequence of the probabilistic nature of interactions, or absence of interactions, of a primary particle and the resulting secondary particles within a sensitive volume. The result is that energy lost by an ion is most generally characterized by a probability distribution. The mean of this distribution is LET and the square root of the second moment is often called energy straggling. The variability in energy deposition associated with energy straggling is particularly large relative to LET for thin absorbers and minimally ionizing particles [16] . MRED, a validated radiation transport code based on Geant4 physics models ( [11] [12] [13] [14] [15] , [17] , [18] ) is used in this work to model detailed energy deposition profiles for radiation environments.
The version of MRED used in this work was based on Geant4 9.6 with the EMStandardScreened (the Geant4 Opt04 electronic physics list with a non-standard multiple scattering model [13] ) and the EMPenelopeQED electron transport model [13] . All nuclear processes were turned off to isolate variability in energy deposition from electronic stopping. For all heavy ions, the G4IonFluctuations fluctuation model was used, and for protons 0018-9499 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. the default G4UniversalFluctuation model was used. The validity of the variability models has been evaluated extensively and is documented in the Geant4 physics reference manual [19] . The default variability model is not appropriate for thin detectors when the energy loss of the primary particle is less than two times the mean ionization energy of the medium, approximately 167 eV in silicon [20] . This is particularly important for very lightly ionizing particles, such as minimally ionizing protons. For this work, the minimum thickness simulated was 500 nm to avoid exceeding the aforementioned threshold. Minimally ionizing protons were simulated in MRED to ensure that the peak energy deposition was not below 334 eV. We note that the version of Geant4 10.1, released in 2015, is unlikely to result in significant changes in simulated spectra, as changes in electromagnetic physics lists were minimal, and this work uses the Fortran version of Penelope 2008 for low energy delta rays. Fig. 1 presents two representative cases of electronic stopping, one resulting in high fluctuations and one leading to low fluctuations. A 50-MeV proton and a 280-MeV oxygen ion were simulated using MRED in a slab of silicon, and the resulting secondary delta rays were captured. Images are overlaid with a m-thick rectangle to emphasize energy deposition naturally occurring in sensitive volumes of microelectronics. Protons are lightly ionizing, resulting in significantly fewer interactions than oxygen. Consequently, energy deposition variability for an ensemble of nominally identical particles is much larger for 50-MeV protons than 280-MeV oxygen ions. In addition to lightly ionizing particles, intrinsic variability increases as the thickness of the sensitive region decreases due to reduced probability of interactions. Fig. 2 presents the simulated probability density, i.e., the Landau distribution [21] , [22] , using MRED for a 50-MeV proton in m of Si, where p(E) is the probability density of the primary ion depositing a given amount of energy. The LET of a 50-MeV proton is approximately MeV cm mg, as calculated in MRED and SRIM [23] . Variability is large, and the average is not a realistic representation of the energy deposition distribution. The most probable events are associated with energy deposition values less than the LET. This shift to lower energy deposition occurs for all minimally-ionizing particles. This case illustrates the potential pitfalls of using LET in lieu of the complete energy deposition spectrum for similar cases. Fig. 3 shows the stopping power of protons in silicon for kinetic energies ranging from 1 keV to 10 GeV [24] . This stopping power curve versus kinetic energy for protons, and similarly for all particles, indicates that there is a large range of kinetic energies for which LET values are close to a local minimum. In a thin layer, the energy deposited by minimally ionizing particles, represented by the 50-MeV proton in Fig. 1 , is highly variable because these particles experience relatively few interactions with the material. Radiation environments in the low earth orbit often have an abundance of minimally ionizing particles.
The following section will describe in detail how intrinsic variability affects environment models and what this means for SER prediction in LET-based approaches like CREME96.
Other common phenomena contributing to energy deposition variability include interface dose enhancement [17] and particle equilibrium effects [18] . As particles pass through an interface where there is a large difference in Z, typical of high-Z to gate metal-oxide interfaces in modern devices, there can be as much as a factor of 10 increase in dose, as compared to a single material. Inability for particles to reach charge equilibrium is also a well-documented phenomenon, where high kinetic energy ions do not reach the expected LET until they have penetrated significantly through the sensitive volume [18] . These effects are beyond the scope of the present work.
A. Traditional Approach: Heinrich Curves
Analytical prediction approaches ignore all ion parameters except LET and collapse sets of particle flux versus energy curves to a single curve of flux versus LET. The resulting spectrum is referred to as a differential LET spectrum, or Heinrich curve [11] , [25] . These models are referred to as differential LET spectra, or Heinrich curves [11] , [25] . Using LET in this case implies (1) that the energy deposited by the incident ion in a sensitive volume is equal to the average energy lost by electronic stopping and (2) that any incident ion species and kinetic energy with the same LET produces the same single-event response [11] , [12] , [26] , [27] .
The solid black curves in Figs. 4 and 5 show illustrative, traditional Heinrich spectra for the geosynchronous (GEO) solar minimum, GEO worst day, and International Space Station (ISS) orbits with 100 mils of aluminum shielding. The red curves are Monte Carlo calculations, as discussed below. To generate the traditional Heinrich curve for the ISS radiation environment, we used the geomagnetic transmission function in CREME96 with an AP8 minimum environment in quiet magnetic conditions. There are several sharp peaks in the Heinrich spectra for all radiation environments, implying that a large number of ions have the same LET. These sharp peaks in Figs. 4 and 5 are a consequence of mapping the entire space environment (each ion flux vs. energy spectrum) to a single differential LET spectrum. The combination of a nearly constant value of LET at minimally ionizing over a large range of ion kinetic energies (see Fig. 3 ), with the relatively high abundance of these particles, results in a false peak in the LET spectrum. Fewer sharp peaks and discontinuities in Heinrich spectra for ISS and GEO worst day environments are observed because trapped solar particles (protons and alpha particles) are the dominant constituent of the LET spectrum for LET values less than approximately MeV cm mg [1] , [2].
B. Monte Carlo-Informed Energy Deposition
The red curves with markers in Figs. 4 and 5 show the Monte Carlo-informed energy deposition spectra computed by MRED for the same environments. In these examples, the sample is a simple solid slab of silicon with a large width to thickness aspect ratio. The detector thickness is 500 nm and is located at the center of the material. Energy deposition, , simulated by MRED is normalized by detector thickness, , and material density, , to obtain spectra analogous to Heinrich curves, and are presented in terms of . Energy deposition in silicon is quantified for all the ions and energies present in the relevant radiation environments, taking into account their abundance using energy flux spectra via CREME [1] , [2] . Environments were sampled and simulated as a beam at normal incidence striking the center of the detector. The spectra developed here include all species and kinetic energies present in a given environment. The simulated spectra can be used as input to CREME96 to compute on-orbit error rates, as discussed in Section III.
The unphysically sharp peaks in the Heinrich curves in Figs. 4 and 5 occur because of the assumption that every minimally ionizing particle deposits exactly the same amount of energy, which is proportional to LET. When full energy deposition distributions are used to generate the Heinrich curves, these artifacts disappear. This smoothing of the spectra is particularly significant for minimally ionizing ions, because of the large intrinsic variability of their energy deposition along the portion of the ionization path that includes the sensitive volume of device of interest [16] . We now consider the effect of smoothing these peaks on error rate calculations.
III. EFFECTS OF INTRINSIC VARIABILITY ON ERROR RATES
In simplest form, traditional heavy ion analytical error rate calculations based on Heinrich curves integrate the product of the chord length distribution for a defined sensitive volume with the integral LET distribution for a defined environment by assuming a constant LET at the surface of the sensitive volume [26] , [27] . In contrast, Monte Carlo error rate predictions [11] include energy, species, and angle of all incoming ions, as well as the probability that circuits will experience an upset. With the proper simplifying assumptions, the generalized rate prediction equation reduces to the well-known analytical methods.
We now introduce an intermediate method to compute error rates that is enabled by computation of the differential energy deposition spectra using Monte Carlo simulations of ion transport through a simplified geometry that is related to the sensitive volume. This spectrum, rather than the Heinrich spectrum, is used to define the environment for the analytical calculation for upset rates.
The Heinrich spectra and simulated spectra are nearly identical for most LET values. However, near MeV cm mg, significant smoothing occurs because of the peak produced by iron, which is the most common minimally ionizing species present in typical space environments (Fig. 4) . Fig. 6 depicts a selected set of representative Weibull curves used in this study. Heavy ion data for a 65 nm SRAM (data points) [28] are included to establish a baseline for an unhardened SRAM. Heavy ion data were obtained at TAMU and LBNL with energies ranging from 10 to 16 MeV/u [28] . There is uncertainty in the actual LET for the heavy ion data. However, this is unlikely to be significant because of the high kinetic energies of the primaries. The heavy ion data for the 65 nm SRAM were fit with a Weibull distribution by minimizing the error through nonlinear regression. The Weibull parameters for these data are: onset MeV cm mg, MeV cm mg, , and m bit. The additional Weibull curves represent various hardness levels for an otherwise identical SRAM, where only the onset LET is varied to model the sensitivity of devices with different critical charges. This example emphasizes the effects that energy deposition fluctuations are likely to have on error rates in realistic space environments across a broad range of threshold LETs.
The analytical, direct-ionization-induced SEE rate calculation, or heavy ion upset (HUP) routine, in CREME96 is used to estimate soft error rates [1] , [2] as the onset LET of the baseline Weibull distribution occurs in regions of the spectra above alpha particle minimum ionization. SER was predicted for both environments given in Fig. 4 . The RPP thickness is selected to be 500 nm, consistent with the sensitive volume model developed by Sierawski et al. [28] , [29] , [30] , for the baseline device selected for calibration and validation purposes. Lateral di- Fig. 6 . Representative device models used in CREME96, with onset LETs of various device structures. The onset LET parameter was varied, with all other parameters held constant, to model a range of devices. Heavy ion data for a 65 nm SRAM (filled markers [28] , [29] ) was used to calibrate models. mensions are derived from the saturation cross-section of the baseline device. The RPP parameters are held constant for all rate calculations. The detector thickness used for the Monte Carlo-informed LET spectra is 500 nm, consistent with the assumed thickness of the sensitive volume.
The proton-induced SEE calculation (PUP) routine in CREME96 was used to calculate the contribution of indirect ionization from protons to the SER rate for the baseline device. Indirect ionization from protons contributes significantly to the SER for devices with onset LETs below MeV cm mg [2] . The contribution of proton-induced indirect ionization to the SER in the baseline device was found to be two orders of magnitude lower than the heavy ion (direct ionization)-induced SER. Fig. 7 shows the computed ratio between the SER predicted using the Monte Carlo-informed spectrum and the Heinrich spectrum:
The largest difference between the two integral spectra (Fig.  6 ) occurs at low threshold LET values. As the threshold LET increases, the two curves converge to a single value. Differences between SER predictions are most significant for onset LETs in regions of high variability, with the ratio ranging from 0.66 to 0.95. This is a result of the large intrinsic variability for lightly ionizing particles where the variability shifts the peak flux to lower energy deposition values, or equivalent LETs, compared to the Heinrich spectrum.
Accounting for the intrinsic variability will nearly always lead to a conservative estimate using the Heinrich spectrum. This is because of the nature of the Landau distribution, e.g., Fig. 3 , which has a peak probability density at lower energies than the average. Ions that appear in the peak of the Fig. 7 . The relative percent change in SER for the GEO solar minimum spectra simulated in this work and the traditional spectra used in CREME96.
Heinrich spectrum are shifted to lower energy bins in the Monte Carlo-informed spectrum as defined by the probability distribution. Shifting to lower energy deposition results in a smoothing of the peak and a lower flux of ions near the value of the peak. The flux of ions shifted to lower bins is summed with the other ions with the same , and the flux in this lower bin is almost always dominated by non-minimally ionizing ions; the cases where there is significant contribution to the flux only occurs at very low values, typically too low to cause errors in hardened integrated circuits.
It is important to note that, in contrast to the small effects shown here, fluctuations due to contributions from nuclear reactions that may occur in overlying high-Z materials, for example, can have much larger effects on error rates in space [4] , [31] , [32] . The nuclear reactions that occur when an energetic, primary heavy ion interacts with high-Z materials can lead to much higher LET secondary ions than that of the primary ion. This has been shown to lead to much higher on-orbit event rates than those predicted via traditional methods involving Heinrich spectra and based on the LET of the incident ion [31] , [32] . In such cases, there is not a simple alternative to full Monte Carlo calculation of the energy deposition within the sensitive volume [11] [12] [13] . In addition to nuclear reactions from high-Z materials, indirect ionization from protons can contribute significantly to the SER in devices with sensitivity in the low LET region. In such cases, the SER can be significantly higher and the use of the PUP routine, for indirect ionization in CREME, or Monte-Carlo methods is required. Moreover, the breakdown of the RPP model used in CREME96 and the assumption that all electron-hole pairs generated in a sensitive volume are collected at 100% efficiency is known to cause significant discrepancies in error rates. This phenomenon has been addressed using Monte Carlo techniques and calibrated nested sensitive volumes, which model collection efficiency [28] .
IV. CONCLUSIONS
Predicted SERs incorporating intrinsic variability via Monte-Carlo simulations are lower than or comparable to those obtained using the Heinrich spectra, with reductions in SER ranging from 5-35% for the example considered here. If the critical charge of a device corresponds to a region of the differential LET spectrum where there are sharp peaks, over-prediction of the SER occurs using the conventional model. Quantifying intrinsic variability in the simulated spectrum can provide guidance as to when it is necessary for a more rigorous error rate prediction approach. However, for cases in which variability in energy deposition is observed within a stack of materials with significantly different atomic numbers, e.g., as a result of nuclear interactions between the primary ion and high-Z materials, full Monte Carlo simulations are required to enable accurate prediction of on-orbit error rates.
