We consider the issue of assessing influence of observations in the class of Birnbaum-Saunders nonlinear regression models, which is useful in lifetime data analysis. Our results generalize those in Galea et al. [2004, Influence diagnostics in log-Birnbaum-Saunders regression models. Journal of Applied Statistics 31, 1049-1064] which are confined to Birnbaum-Saunders linear regression models. Some influence methods, such as the local influence, total local influence of an individual and generalized leverage are discussed. Additionally, the normal curvatures of local influence are derived under various perturbation schemes.
Introduction
The family of distributions proposed by Birnbaum and Saunders (1969) , also known as the fatigue life distribution, has been widely applied for describing fatigue life, and lifetimes in general. This family of distributions was originally obtained from a model for which failure follows from the development and growth of a dominant crack. It was later derived by Desmond (1985) using a biological model which followed from relaxing some of the assumptions originally made by Birnbaum and Saunders (1969) .
The random variable T is said to have a Birnbaum-Saunders distribution, say B-S(α, η), if its density function is given by f T (t; α, η) = 1 2αη √ 2π
Saunders linear regression models. In Section 2, we present the class of BirnbaumSaunders nonlinear regression models. The score functions and observed Fisher information matrix are given as well as the process for estimating the regression coefficients and the shape parameter. Derivations of the normal curvature under different perturbation schemes together with generalized leverage are made in Section 3. Finally, Section 4 concludes the paper.
Birnbaum-Saunders nonlinear regression model
Let T ∼ B-S(α, η). The density function of Y = log(T ) has the form
This distribution has a number of interesting properties: (i) It is symmetric around the location parameter µ; (ii) It is unimodal for α ≤ 2 and bimodal for α > 2; (iii) E(y) = µ and its variance is a function of α only, and has no closed-form expression, but Rieck (1989) obtained asymptotic approximations for both small and large values of α; (iv) If y α ∼ SN (α, µ, σ), then Z α = 2(y α − µ)/(ασ) converges in distribution to the standard normal distribution when α → 0. Lemonte and Cordeiro (2009) proposed the following regression model:
where y i is the logarithm of the ith observed lifetime,
an m × 1 vector of known explanatory variables associated with the ith observable response y i , β = (β 1 , β 2 , . . . , β p ) ⊤ is a vector of unknown nonlinear parameters, and ε i ∼ SN (α, 0, 2). We assume a nonlinear structure for the location parameter µ i in model (1), say µ i = f i (x i ; β), where f i is assumed to be a known and twice continuously differentiable function with respect to β. The log-likelihood function for the vector parameter θ = (β ⊤ , α) ⊤ from a random sample y = (y 1 , y 2 , . . . , y n ) ⊤ obtained from (1), can be expressed as
where
for i = 1, 2, . . . , n. The n × p local matrix D = D(β) = ∂µ/∂β of partial derivatives of µ = (µ 1 , µ 2 , . . . , µ n ) ⊤ with respect to β is assumed to be of full rank, i.e., rank(D) = p for all β.
The score functions for β and α can be expressed, respectively, as
where s = s(θ) is an n-vector whose ith element is equal to ξ i1 ξ i2 − ξ i2 /ξ i1 . The MLE θ = ( β ⊤ , α) ⊤ satisfies p + 1 equations: U β = 0 and U α = 0. A joint iterative procedure to obtain the MLEs of β and α is given by (Lemonte and Cordeiro, 2009 )
for example, Gradshteyn and Ryzhik, 2007) . It can be shown that ψ(α) ≈ 1 + 4/α 2 for α small and ψ(α) ≈ 2 for α large. The above equations show that any software with a weighted linear regression routine can be used to calculate the MLEs of β and α iteratively. Starting values β (0) and α (0) for the iterative algorithm are required.
The asymptotic inference for the parameter vector θ = (β ⊤ , α) ⊤ can be based on the normal approximation of the MLE of θ, θ = (
Additionally, Σ θ may be approximated byL
Finally, [·] [·] represents the bracket product of a matrix by an array as defined by Wei (1998, p. 188) .
1 3 Diagnostic analysis
Local Influence
The local influence method is recommended when the concern is related to investigate the model sensibility under some minor perturbations in the model (or data).
1 If A is an n × p × q array and B is an m × n matrix, then Let ω be a k-dimensional vector of perturbations, the perturbed log-likelihood function is denoted by ℓ(θ|ω). We consider that exists a non perturbation vector, namely ω 0 , such that ℓ(θ|ω 0 ) = ℓ(θ). The influence of minor perturbations on the maximum likelihood estimate θ can be assessed by using the log-likelihood displacement LD ω = 2{ℓ( θ) − ℓ( θ ω )}, where θ ω denotes the maximum likelihood estimate under ℓ(θ|ω). The Cook's idea for assessing local influence is essentially to analyse the local behavior of LD ω around ω 0 by evaluating the curvature of the plot of LD ω 0 +ad against a, where a ∈ IR and d is a unit norm direction. One of the measures of particular interest is the direction d max corresponding to the largest curvature C dmax . The index plot of d max may evidence those observations that have considerable influence on LD ω under minor perturbations. Also, plots of d max against covariate values may be helpful for identifying atypical patterns. Cook (1986) shows that the normal curvature at the direction d is given by
where ∆ = ∂ 2 ℓ(θ|ω)/∂θ∂ω ⊤ , both ∆ andL θθ are evaluated at θ and ω 0 . Hence, Cook, 1986, Eq. (26) ). The index plot of the largest eigenvector of B 1 may reveal those influential observations on β.
Another procedure is the total local curvature corresponding to the ith element, which follows by taking d i or an n × 1 vector of zeros with one at the ith position. Thus, the curvature at the direction d i assumes the form C i (θ) = 2|∆
where ∆ ⊤ i denotes the ith row of ∆. This is named total local influence (see, for instance, Lesaffre and Verbeke, 1998) . It is also possible to compute the total local influence of the ith individual when estimating a subset of the elements of θ. For instance, if the interest lies in β, we have that Verbeke and Molembergs (2000, § 11.3) propose considering as point out those cases such that C i ≥ 2C, whereC = n i=1 C i /n.
Curvature calculations
Next, we calculate, for three different perturbation scheme, the matrix
∂θ r ∂ω i , r = 1, 2, . . . , p + 1 and i = 1, 2, . . . , n, considering the model defined in (1) and its log-likelihood function given by (2). In what follows, the quantities distinguished by the addition of " " are evaluated at θ = ( β ⊤ , α) ⊤ .
Case-weights perturbation
The perturbation of cases is done by defining some weights for each observation in the log-likelihood function as follows:
where ω = (ω 1 , ω 2 , . . . , ω n ) ⊤ is the total vector of weights, with 0 ≤ ω i ≤ 1, for i = 1, 2, . . . , n, and ω 0 = (1, 1, . . . , 1) ⊤ is the vector of no perturbations. The matrix ∆ is given by
where ∆ β = D ⊤ diag{ a 1 , a 2 , . . . , a n }, with a i = ( ξ i1 ξ i2 − ξ i2 / ξ i1 )/2, and
, where ξ i1 and ξ i2 were defined in (3). Note that, for linear models, the matrix ∆ reduces to the ones given in Galea et al. (2004) .
Response perturbation
We will consider here that each y i is perturbed as y iw = y i + ω i S y , where S y is a scale factor that may be estimated standard deviation of y. In this case, the perturbed log-likelihood function is given by
⊤ is the vector of no perturbations. The matrix ∆ assumes the form
It is noteworthy that the matrix ∆ reduces to the ones given in Galea et al. (2004) for linear models.
Explanatory variable perturbation
Consider now an additive perturbation on a particular continuous explanatory variable, namely x j , by making x ijw = x ij + ω i S x , where S x is a scale factor that may be estimated standard deviation of x j . This perturbation scheme leads to the following expression for the log-likelihood function:
⊤ is the vector of no perturbations. The matrix ∆ is given by
where ∆ β is a p×n matrix with ∆ ri elements that assume the form (for r = 1, 2, . . . , p and i = 1, 2, . . . , n)
where ξ i1w 2 = ξ i1w 2 ( θ), ξ i2w 2 = ξ i2w 2 ( θ) and
Additionally, ∆ α = ( e 1 , e 2 , . . . , e n ) with e i = −μ iw ξ i1w 2 ξ i2w 2 / α. For linear models, i.e. µ i = x ⊤ i β, the matrix ∆ β reduces to the ones given in Galea et al. (2004) . Note that µ iw = x ⊤ i β + β j w i S x . Thus,μ iw = 0 (r = j) and µ iw = S x (r = j),μ irw = x ir andμ iw = S x β j . Clearly, ∆ α also reduces to the ones given in Galea et al. (2004) for linear models.
Generalized leverage
In what follows we shall use the generalized leverage proposed by Wei et al. (1998) , which is defined as GL( θ) = ∂ y/∂y ⊤ , where θ is an s-vector such that E(y) = µ(θ) and θ is an estimator of θ, with y = µ( θ). Here, the (i, l) element of GL( θ), i.e. the generalized leverage of the estimator θ at (i, l), is the instantaneous rate of change in ith predicted value with respect to the lth response value. As noted by the authors, the generalized leverage is invariant under reparameterization and observations with large GL ij are leverage points. Wei et al. (1998) have shown that the generalized leverage is obtained by evaluating
θy , at θ = θ, where D θ = ∂µ/∂θ ⊤ andL θy = ∂ 2 ℓ(θ)/∂θ∂y ⊤ .
Under model defined in (1), we have that
where v i (i = 1, 2, . . . , n) and h are those as defined in Section 2. It is noteworthy that GL(θ) reduces to the ones given in Galea et al. (2004) for linear models.
Concluding remarks
The Birnbaum-Saunders distribution is widely used to model times to failure for materials subject to fatigue. In this paper, we developed influence diagnostics for the class of Birnbaum-Saunders nonlinear regression models which can be useful for modeling lifetime or reliability data. Appropriate matrices for assessing local influence on the parameter estimates under different perturbation schemes are obtained. Our results are very general and can be applied to any nonlinear regression model defined by (1). In particular, our results generalize those in Galea et al. (2004) which are confined to Birnbaum-Saunders linear regression models.
