We consider a general class of non-linear Bellman equations. These open up a design space of algorithms that have interesting properties, which has two potential advantages. First, we can perhaps better model natural phenomena. For instance, hyperbolic discounting has been proposed as a mathematical model that matches human and animal data well, and can therefore be used to explain preference orderings. We present a different mathematical model that matches the same data, but that makes very different predictions under other circumstances. Second, the larger design space can perhaps lead to algorithms that perform better, similar to how discount factors are often used in practice even when the true objective is undiscounted. We show that many of the resulting Bellman operators still converge to a fixed point, and therefore that the resulting algorithms are reasonable and inherit many beneficial properties of their linear counterparts.
We consider a general class of non-linear Bellman equations. These open up a design space of algorithms that have interesting properties, which has two potential advantages. First, we can perhaps better model natural phenomena. For instance, hyperbolic discounting has been proposed as a mathematical model that matches human and animal data well, and can therefore be used to explain preference orderings. We present a different mathematical model that matches the same data, but that makes very different predictions under other circumstances. Second, the larger design space can perhaps lead to algorithms that perform better, similar to how discount factors are often used in practice even when the true objective is undiscounted. We show that many of the resulting Bellman operators still converge to a fixed point, and therefore that the resulting algorithms are reasonable and inherit many beneficial properties of their linear counterparts.
Reinforcement learning (Sutton and Barto, 2018 ) is a framework for decision making under uncertainty, where a learning system, referred to as the agent, must learn to act in its surrounding environment so as to maximize such sum of discounted rewards G t = ∑ ∞ n=1 γ n R t+n , where γ ∈ [0, 1] is a discount factor that discounts the importance of future rewards over immediate rewards. According to the reward hypothesis (Sutton and Barto, 2018) , any goal can be formulated as such a sum. The behaviour of an agent is characterized by a policy π: a (possibly stochastic) mapping from environment states to a set of available actions.
Richard Bellman noted that the expected values v(s) = E [G t | S t = s] of cumulative rewards admit a recursive formulation (Bellman, 1957) . Specifically, the value v π (s) = E [G t | A n ∼ π(S n ), ∀n ≥ t] of a state s under a policy π can be written as
where R t+1 is the stochastic reward received on the transition from state S t to state S t+1 after executing action A t , as sampled according to policy π. Expected returns conditioned on a specific first action, or actionvalues, can also be expressed recursively
. This formulation is useful because an improved policy π can be directly inferred from the action values for a policy π. For instance, the agent may act according to the greedy policy of selecting, in each state, the action with the highest action value under π.
Given a complete specification of the environment dynamics, linear Bellman equations such as described above may be written as a system of linear equations, which admit closed-form solutions, although the computational cost of such solutions scales with the cube of the number of states. However, efficient dynamic programming algorithms (Bellman, 1957; Howard, 1960; Puterman, 1994) are also available to solve these Bellman equations iteratively. These equation can also be solved through sample-based temporal-difference learning (Sutton, 1988; Watkins, 1989) , which uses the same recursion to create efficient algorithms that can learn model-free (i.e. without relying with a specification of the environment's dynamics), directly from data obtained through interaction with the environment.
Non-linear Bellman equations
The recursive formulation is appealing as it allows for algorithms that can sample and update estimates of these values independently of temporal span (van Hasselt and Sutton, 2015) . The canonical formulation limits the modelling power of Bellman equations to cumulative rewards that are discounted exponentially: the weight on a reward t steps in the future will be discounted with a factor γ t .
We consider a broader class of Bellman equations that are non-linear in the rewards and future values:
This generalises the standard Bellman equation which is obtained for f (r, v) = r + γv. We conjecture that the additional flexibility this provides can be useful for at least two purposes: 1) to model a wider range of natural phenomena, including to explain human and animal behaviour, and 2) to allow more efficient learning algorithms for prediction and control by widening the flexibility in design choices for such algorithms.
Three slightly more specific formulations will be of particular interest to us: non-linear transformations to the reward ( f (r, v) = g(r) + γv), to the value ( f (r, v) = r + g(v)), and to the target as a whole ( f (r, v) = h(r + g(v))), where, in each case, g : R → R and h : R → R are scalar functions. In the latter case, we may choose
where h is a squashing function as will be defined later, such that v can be roughly interpreted as estimating a squashed estimate of the expected return.
In all these cases the Bellman equations define the values of the states. The value should therefore be considered a function of the chosen non-linearity. Note that this is also true for the standard discounted formulation: the value of a state under a given discount γ differs from the value under a discount γ = γ, and neither is necessarily equivalent to the undiscounted objective if γ < 1 and γ < 1, neither in terms of value nor in terms of induced behaviour.
Pre-existing non-linear Bellman equations
Humans and animals seem to exhibit a different type of weighting of the future than would emerge from the standard linear Bellman equation which leads to exponential discounting when unrolled multiple steps because of the repeated multiplication with γ. One consequence is that the preference ordering of two different rewards occurring at different times can reverse, depending on how far in the future the first reward is. For instance, humans may prefer a single sparse reward of +1 (e.g., $1) now over a reward of +2 (e.g., $2) received a week later, but may also prefer a reward of +2 received after 20 weeks over a reward of +1 after 19 weeks. Such preferences reversals (Thaler, 1981; Ainslie and Herrnstein, 1981; Green et al., 1994) have been observed in human and animal studies, but cannot be predicted from exponential discounting. Instead, hyperbolic discounting has been proposed as a well-fitting mathematical model, where a reward in t steps is discounted as R t /(1 + kt), or some variation of this equation.
It has been shown that at least some of the data can be explained with a recursive formulation, called HDTD (Alexander and Brown, 2010) , that uses a recursion
Note that this is a non-linear Bellman equation, due to the division by the value of S t+1 . Interestingly, mixing values for multiple exponential discounts (as discussed by Sutton, 1995) can also closely approximate hyperbolic discounting (Kurth-Nelson and Redish, 2009; Fedus et al., 2019) Separately, discounting is a useful tool to increase control performance. In modern reinforcement learning applications, the discount factor is rarely set to γ = 1, even if the goal is to optimise the average total return per episode (e.g., Mnih et al., 2015; van Hasselt et al., 2016b; Wang et al., 2016; . Indeed, also when learning this factor from data, the learnt value often stays below γ = 1 (Xu et al., 2018) . This makes intuitive sense: it can be substantially easier to learn a policy of control that is somewhat myopic: because we get to make more decisions later, when the sliding horizon into the future will have moved forward with time, the resulting behaviour is not necessarily much worse than the optimal policy for the far-sighted undiscounted formulation. In other words, it can be useful to learn a proxy for the true objective if the proxy is easier to learn.
In some cases it was found to be beneficial for performance to add a non-linear transform to the updates (Pohlen et al., 2018; Kapturowski et al., 2019 ):
) . This effectively scales down the values before updating the parametric function (a multi-layer neural network) toward the scaled-down value, and then scale the values back up with h −1 (v(S t+1 )) before using these in the temporal difference update. The intuition is that it can be easier for the network to accurately represent the values in this transformed space, especially if the true values can have quite varying scales. For instance, in the popular Atari 2600 benchmark (Bellemare et al., 2013) , the different games can have highly varying reward scales, which can be hard to deal with for learning algorithms that do not do anything special to deal with this (van Hasselt et al., 2016a) .
Finally, we note that many distributional reinforcement learning algorithms (Bellemare et al., 2017; can be interpreted as optimising non-linear Bellman equations. It may be helpful to view these as part of a larger set of possible transformations of the underlying reward signal (cf. Rowland et al., 2019) .
Analysis of non-linear TD algorithms
We now examine properties of temporal-difference algorithms (Sutton, 1988) derived from non-linear Bellman equations. When v w is a parametric function with parameter w, these algorithms have the following form
where
is some function of the reward and next state value.
This formulation subsumes the tabular case, where v w (s) = w s is just the scalar value w s at the cell in the table corresponding to state s. The first question we can ask is whether the operator T f defined by
is a contraction, which is a sufficient condition for convergence under standard assumptions (Bertsekas and Tsitsiklis, 1996) . This will, of course, depend on the choice of f .
Reward transforms
For f (r, v) = g(r) + γv (reward transforms), all the standard convergence results will hold (as long as g is bounded). For instance, the tabular algorithms will converge to v(s) = E [g(R t+1 ) + γv(S t+1 )], and the linear algorithms will converge to the minimum of the mean-squared projected Bellman error (Sutton et al., 2009; Sutton and Barto, 2018 = s) is the steady-state probability of being in state s, which is assumed to be well-defined (e.g., the MDP is ergodic).
Reward transforms are more interesting than they perhaps at first appear. For instance, a reward transform exists that approximates a hyperbolic discount factor quite well, in the context of sparse rewards, but with a standard exponential discounted value.
Concretely, let
denote a hyperbolically-discounted return with discount parameter k. Consider episodes with a single non-zero reward on termination. This matches the setting of "do you prefer $X now or $Y later", where we do not allow the possibility of both rewards happening. If the terminal reward occurred at time step t + 1, this implies H 0 = R t+1 /(1 + kt). Then, for any t, we would prefer a later non-zero reward R t+1 to an immediate reward of r if and only if R t+1 /r > 1 + kT. This induces a specific preference ordering on sparse rewards.
Theorem 1.
Consider an exponentially-discounted return
with non-linear reward transform g. In the episodic setting, where only the terminal reward is non-zero, then for any exponential discount with parameter γ ∈ (0, 1) and hyperbolic discount with parameter k > 0, a reward transform g exists that induces the exact same reward ordering for the geometric return G 0 and the hyperbolic return H 0 , in the sense that for any episode terminating (randomly) after T + 1 steps with reward R T+1 we prefer a return G 0 with sparse non-zero reward R T+1 > 0 to an immediate reward r if and only if R T+1 /r > 1 + kT. Concretely, this holds for the transform defined by g(R) ≡ re η(R/r−1) , where
k is a positive constant that depends on the discount parameters k > 0 and γ ∈ (0, 1) of the hyperbolic and geometric returns, respectively, and where r is the reference reward.
Proof. Note that the reward transform function g defined above satisfies g(0) = 0. Let t + 1 be the time step of the only non-zero reward R t+1 . The exponentiallydiscounted return G 0 of the transformed rewards g(R) is then equal to
This implies that G 0 > r if and only if e η(R t+1 /r−1)+t log γ > 1 , which is true if and only if η(R t+1 /r − 1) + t log γ > 0. By definition of η = − log γ k , this is equivalent to
Interestingly, the predictions made by the transform above will differ from both HDTD and hyperbolic discounting for dense rewards and/or stochastic rewards. It is also not the only transform, in the more general class of non-linear Bellman equations, that will match the hyperbolic discounts for sparse rewards. It is an interesting open question whether the predictions for any of these alternatives could perhaps better fit reality better than existing models.
Some readers may find it unintuitive or undesirable that the return G 0 as defined in Theorem 1 depends exponentially on the reward. We note that we can easily add one additional transformation to map the returns into a different space, e.g., G 0 = log ∑ ∞ n=0 γ n g(R t+n+1 ). As long as this outer transform (in this case the log) is monotonic, this does not change the preference orderings, so the conclusion of the theorem (and the equivalence in terms of preference ordering to hyperbolic discounting) still applies.
Non-linear discounting
Of separate interest are non-linear transformations to the bootstrap value, as in f (r, v) = r + g(v). Linear 
. These functions have a maximal derivative of one at the origin (which we could choose to make smaller by introducing a κ < 1), and smaller derivatives everywhere else. This means that these discount lead to contractions.
discounting g(v) = γv is a special case, but we could instead use a non-linear function, which would imply that the discount factor could depend on the value (for instance similar to HDTD).
We propose to consider functions g(v) that have the following property:
This is sufficient for the resulting Bellman operator to be a contraction with a factor κ, as we prove below.
, which means that v * is the (welldefined) fixed point, and that the operator contracts towards this fixed point with at least a factor κ.
Proof.
For the first inequality, we used the fact that the maximum difference between expectations is always at most as large as the maximum difference over all elements in the support of the distribution of the expectation. For the last inequality, we used the fact that the derivative is bounded by κ, and therefore the function is κ-Lipschitz.
More generally, with a slightly extension of this result, we can say for transforms of the form f (r, v) = h(r + g (v) ) that these will contract with at least κ = κ h κ g , where κ h and κ g are the Lipschitz constants of h and g, respectively.
To restrict the search space of potentially interesting functions we can, in addition to the property above, consider certain additional restrictions. We could, for instance, require that the space of functions we consider to be parametrised with a single number γ ∈ [0, 1] (we then denote these functions with g γ ), where we attain the undiscounted linear objective for γ = 1 and a fully myopic objective that only looks at the immediate reward for γ = 0 at the extremes of the allowed range of γ. In addition, we may want the function to be symmetrical around the origin, and monotonic. This means, we might want to consider the following properties.
The symmetric requirement simply requires g γ to be odd, which implies g γ (0) = 0, for all γ.
Linear transformations, where g γ (v) = γv, share these properties, but they allow for more general non-linear transformations. As an example, consider the following class that we will call power-discounting:
For large v, this function becomes very similar to κv γ (or −κ(−v) γ for negative v), but it has the desired properties enumerated above. In particular, its derivative is κ/(|x| + 1) 1−γ , which tends to κ/(|x|) 1−γ for large |x|, which implies that larger values will contract faster, and is at most κ, for x = 0. Some examples are shown in Figure 1 .
Note that the value of a state under non-linear discounting depends on the stochasticity in the environment's dynamics and in the agent's policy, as this stochasticity interacts with non-linear transformations such as power discounting in ways that might not be immediately obvious. To illustrate this, consider the action values under power discounting in a state s, from which two actions a and b are available for the agent to select. In both cases, the immediate reward is zero, but selecting action a leads deterministically to a state 
li n e a r , a n y p n o n -l in e a r, p = 0 .0 1 n o n -l i n e a r , p = 0 . 1 n o n -li n e a r , p = 0 .5 Figure 2 | Action gaps for different discounts. The y-axis is the difference between the values of actions b and a. Action b that either terminates immediately (with zero reward) or leads, with probability p, to a state with to a state y with value 2/p. Action a always leads to a state x with value v(x) = 1. The discount parameter γ is on the x-axis. The different lines correspond to different problems, with different transition probabilities p. Note that for power-discounting the lines can go below zero, but not for linear discounting.
reverse for large p: the agent can become risk averse.
In Figure 2 we plot the action gaps (y-axis) for multiple values of γ (x-axis) and p (different lines). Note that for small p the action gaps can be negative: the agent prefers the certain value of state v(x) = 1 over the uncertain value of v(y) = 2/p, even if the latter has a larger (undiscounted) expected value.
Prediction and control performance
In addition to a larger design space to model natural phenomena, like hyperbolic discounting, non-linear Bellman equations may offer an interesting path towards algorithms that work well for prediction or control. This is similar to how it is common practice to add a discount factor, even if we actually mostly care about the undiscounted returns, simply because the resulting performance is better. Apart from a few hints in the literature (e.g. Pohlen et al., 2018; Kapturowski et al., 2019) , this is still a relatively unexplored area, and this seems an interesting avenue for future research.
Non-linear Bellman equations allow us to capture rich and varied information about the world. It is thought to be important for our agents to learn many things (Sutton et al., 2011) , and non-linear Bellman equations offer a rich and powerful toolbox to express even more varied predictive questions.
