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Abstract
In a single-agent setting, reinforcement learning
(RL) tasks can be cast into an inference problem
by introducing a binary random variable o, which
stands for the “optimality”. In this paper, we rede-
fine the binary random variable o in multi-agent set-
ting and formalize multi-agent reinforcement learn-
ing (MARL) as probabilistic inference. We derive a
variational lower bound of the likelihood of achiev-
ing the optimality and name it as Regularized Op-
ponent Model with Maximum Entropy Objective
(ROMMEO). From ROMMEO, we present a novel
perspective on opponent modeling and show how
it can improve the performance of training agents
theoretically and empirically in cooperative games.
To optimize ROMMEO, we first introduce a tab-
ular Q-iteration method ROMMEO-Q with proof
of convergence. We extend the exact algorithm
to complex environments by proposing an approx-
imate version, ROMMEO-AC. We evaluate these
two algorithms on the challenging iterated matrix
game and differential game respectively and show
that they can outperform strong MARL baselines.
1 Introduction
Casting decision making and optimal control as an inference
problem have a long history, which dates back to [Kalman,
1960] where the Kalman smoothing is used to solve opti-
mal control in linear dynamics with quadratic cost. Bayesian
methods can capture the uncertainties regarding the transi-
tion probabilities, the rewards functions in the environment or
other agents’ policies. This distributional information can be
used to formulate a more structured exploration/exploitation
strategy than those commonly used in classical RL, e.g. -
greedy. A common approach in many works [Toussaint and
Storkey, 2006; Rawlik et al., 2013; Levine and Koltun, 2013;
Abdolmaleki et al., 2018] for framing RL as an inference
problem is by introducing a binary random variable o which
represents “optimality”. By this way, RL problems are able to
lend itself to powerful inference tools [Levine, 2018]. How-
ever, the Bayesian approach in a multi-agent environment is
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less well studied.
In many single-agent works, maximizing entropy is part
of a training agent’s objective for resolving ambiguities in
inverse reinforcement learning [Ziebart et al., ], improving
the diversity [Florensa et al., 2017], robustness [Fox et al.,
2015] and the compositionality [Haarnoja et al., 2018a] of
the learned policy. In Bayesian RL, it often presents in
the evidence lower bound (ELBO) for the log likelihood of
optimality [Haarnoja et al., 2017; Schulman et al., 2017;
Haarnoja et al., 2018b], commonly known as maximum en-
tropy objective (MEO), which encourages the optimal policy
to maximize the expected return and long term entropy.
In MARL, there is more than one agent interacting with a
stationary environment. In contrast with the single agent en-
vironment, an agent’s reward not only depends on the current
environment state and the agent’s action but also on the ac-
tions of others. The existence of other agents increases the
uncertainty in the environment. Therefore, the capability of
reasoning about other agents’ belief, private information, be-
havior, strategy, and other characteristics is crucial. A rea-
soning model can be used in many different ways, but the
most common case is where an agent utilize its reasoning
model to help its self decision making [Brown, 1951; Hein-
rich and Silver, 2016; He et al., 2016; Raileanu et al., 2018;
Wen et al., 2019; Tian et al., 2018]. In this work, we use
the word “opponent” when referring to another agent in the
environment irrespective of the environment’s cooperative or
adversarial nature.
In this work, we reformulate the MARL problem into
Bayesian inference and derive a multi-agent version of MEO,
which we call the regularized opponent model with maxi-
mum entropy objective (ROMMEO). Optimizing this objec-
tive with respect to one agent’s opponent model gives rise to
a new perceptive on opponent modeling. We present two off-
policy RL algorithms for optimizing ROMMEO in MARL.
ROMMEO-Q is applied in discrete action case with proof of
convergence. For the complex and continuous action environ-
ment, we propose ROMMEO Actor-Critic (ROMMEO-AC),
which approximates the former procedure and extend itself
to continuous problems. We evaluate these two approaches
on the matrix game and the differential game against strong
baselines and show that our methods can outperform all the
baselines in terms of the overall performance and speed of
convergence.
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i
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<latexit sha1_base64="EubXX10D6uN8M/XX+PlErtVBwoQ=">AAAB7HicbZDNSgMxFIV v/K31r+rSTbAIrsqMCrosunFZwWkL7VgyaaYNzSRDkhHK0Gdw40IRtz6QO9/GtJ2Fth4IfJx7L7n3RKngxnreN1pZXVvf2Cxtlbd3dvf2KweHTaMyTVlAlVC6HRHDBJcssNwK1k41I0kk WCsa3U7rrSemDVfywY5TFiZkIHnMKbHOCtQj7130KlWv5s2El8EvoAqFGr3KV7evaJYwaakgxnR8L7VhTrTlVLBJuZsZlhI6IgPWcShJwkyYz5ad4FPn9HGstHvS4pn7eyIniTHjJHKdCb FDs1ibmv/VOpmNr8OcyzSzTNL5R3EmsFV4ejnuc82oFWMHhGrudsV0SDSh1uVTdiH4iycvQ/O85ju+v6zWb4o4SnAMJ3AGPlxBHe6gAQFQ4PAMr/CGJHpB7+hj3rqCipkj+CP0+QN7S45 0</latexit><latexit sha1_base64="EubXX10D6uN8M/XX+PlErtVBwoQ=">AAAB7HicbZDNSgMxFIV v/K31r+rSTbAIrsqMCrosunFZwWkL7VgyaaYNzSRDkhHK0Gdw40IRtz6QO9/GtJ2Fth4IfJx7L7n3RKngxnreN1pZXVvf2Cxtlbd3dvf2KweHTaMyTVlAlVC6HRHDBJcssNwK1k41I0kk WCsa3U7rrSemDVfywY5TFiZkIHnMKbHOCtQj7130KlWv5s2El8EvoAqFGr3KV7evaJYwaakgxnR8L7VhTrTlVLBJuZsZlhI6IgPWcShJwkyYz5ad4FPn9HGstHvS4pn7eyIniTHjJHKdCb FDs1ibmv/VOpmNr8OcyzSzTNL5R3EmsFV4ejnuc82oFWMHhGrudsV0SDSh1uVTdiH4iycvQ/O85ju+v6zWb4o4SnAMJ3AGPlxBHe6gAQFQ4PAMr/CGJHpB7+hj3rqCipkj+CP0+QN7S45 0</latexit><latexit sha1_base64="EubXX10D6uN8M/XX+PlErtVBwoQ=">AAAB7HicbZDNSgMxFIV v/K31r+rSTbAIrsqMCrosunFZwWkL7VgyaaYNzSRDkhHK0Gdw40IRtz6QO9/GtJ2Fth4IfJx7L7n3RKngxnreN1pZXVvf2Cxtlbd3dvf2KweHTaMyTVlAlVC6HRHDBJcssNwK1k41I0kk WCsa3U7rrSemDVfywY5TFiZkIHnMKbHOCtQj7130KlWv5s2El8EvoAqFGr3KV7evaJYwaakgxnR8L7VhTrTlVLBJuZsZlhI6IgPWcShJwkyYz5ad4FPn9HGstHvS4pn7eyIniTHjJHKdCb FDs1ibmv/VOpmNr8OcyzSzTNL5R3EmsFV4ejnuc82oFWMHhGrudsV0SDSh1uVTdiH4iycvQ/O85ju+v6zWb4o4SnAMJ3AGPlxBHe6gAQFQ4PAMr/CGJHpB7+hj3rqCipkj+CP0+QN7S45 0</latexit><latexit sha1_base64="EubXX10D6uN8M/XX+PlErtVBwoQ=">AAAB7HicbZDNSgMxFIV v/K31r+rSTbAIrsqMCrosunFZwWkL7VgyaaYNzSRDkhHK0Gdw40IRtz6QO9/GtJ2Fth4IfJx7L7n3RKngxnreN1pZXVvf2Cxtlbd3dvf2KweHTaMyTVlAlVC6HRHDBJcssNwK1k41I0kk WCsa3U7rrSemDVfywY5TFiZkIHnMKbHOCtQj7130KlWv5s2El8EvoAqFGr3KV7evaJYwaakgxnR8L7VhTrTlVLBJuZsZlhI6IgPWcShJwkyYz5ad4FPn9HGstHvS4pn7eyIniTHjJHKdCb FDs1ibmv/VOpmNr8OcyzSzTNL5R3EmsFV4ejnuc82oFWMHhGrudsV0SDSh1uVTdiH4iycvQ/O85ju+v6zWb4o4SnAMJ3AGPlxBHe6gAQFQ4PAMr/CGJHpB7+hj3rqCipkj+CP0+QN7S45 0</latexit>
o i1
<latexit sha1_base64="TfU6SiMlDpuQ8P JTdYKt1I7fwRY=">AAAB73icbZDLSgMxFIZP6q3WW9Wlm2AR3FhmRNBl0Y3LCvYC7Vgyaa YNzSRjkhHK0Jdw40IRt76OO9/GtJ2Ftv4Q+PjPOeScP0wEN9bzvlFhZXVtfaO4Wdra3tndK +8fNI1KNWUNqoTS7ZAYJrhkDcutYO1EMxKHgrXC0c203npi2nAl7+04YUFMBpJHnBLrrLZ6 yM74pOf3yhWv6s2El8HPoQK56r3yV7evaBozaakgxnR8L7FBRrTlVLBJqZsalhA6IgPWcS hJzEyQzfad4BPn9HGktHvS4pn7eyIjsTHjOHSdMbFDs1ibmv/VOqmNroKMyyS1TNL5R1Eqs FV4ejzuc82oFWMHhGrudsV0SDSh1kVUciH4iycvQ/O86ju+u6jUrvM4inAEx3AKPlxCDW6h Dg2gIOAZXuENPaIX9I4+5q0FlM8cwh+hzx+qJI+1</latexit><latexit sha1_base64="TfU6SiMlDpuQ8P JTdYKt1I7fwRY=">AAAB73icbZDLSgMxFIZP6q3WW9Wlm2AR3FhmRNBl0Y3LCvYC7Vgyaa YNzSRjkhHK0Jdw40IRt76OO9/GtJ2Ftv4Q+PjPOeScP0wEN9bzvlFhZXVtfaO4Wdra3tndK +8fNI1KNWUNqoTS7ZAYJrhkDcutYO1EMxKHgrXC0c203npi2nAl7+04YUFMBpJHnBLrrLZ6 yM74pOf3yhWv6s2El8HPoQK56r3yV7evaBozaakgxnR8L7FBRrTlVLBJqZsalhA6IgPWcS hJzEyQzfad4BPn9HGktHvS4pn7eyIjsTHjOHSdMbFDs1ibmv/VOqmNroKMyyS1TNL5R1Eqs FV4ejzuc82oFWMHhGrudsV0SDSh1kVUciH4iycvQ/O86ju+u6jUrvM4inAEx3AKPlxCDW6h Dg2gIOAZXuENPaIX9I4+5q0FlM8cwh+hzx+qJI+1</latexit><latexit sha1_base64="TfU6SiMlDpuQ8P JTdYKt1I7fwRY=">AAAB73icbZDLSgMxFIZP6q3WW9Wlm2AR3FhmRNBl0Y3LCvYC7Vgyaa YNzSRjkhHK0Jdw40IRt76OO9/GtJ2Ftv4Q+PjPOeScP0wEN9bzvlFhZXVtfaO4Wdra3tndK +8fNI1KNWUNqoTS7ZAYJrhkDcutYO1EMxKHgrXC0c203npi2nAl7+04YUFMBpJHnBLrrLZ6 yM74pOf3yhWv6s2El8HPoQK56r3yV7evaBozaakgxnR8L7FBRrTlVLBJqZsalhA6IgPWcS hJzEyQzfad4BPn9HGktHvS4pn7eyIjsTHjOHSdMbFDs1ibmv/VOqmNroKMyyS1TNL5R1Eqs FV4ejzuc82oFWMHhGrudsV0SDSh1kVUciH4iycvQ/O86ju+u6jUrvM4inAEx3AKPlxCDW6h Dg2gIOAZXuENPaIX9I4+5q0FlM8cwh+hzx+qJI+1</latexit><latexit sha1_base64="TfU6SiMlDpuQ8P JTdYKt1I7fwRY=">AAAB73icbZDLSgMxFIZP6q3WW9Wlm2AR3FhmRNBl0Y3LCvYC7Vgyaa YNzSRjkhHK0Jdw40IRt76OO9/GtJ2Ftv4Q+PjPOeScP0wEN9bzvlFhZXVtfaO4Wdra3tndK +8fNI1KNWUNqoTS7ZAYJrhkDcutYO1EMxKHgrXC0c203npi2nAl7+04YUFMBpJHnBLrrLZ6 yM74pOf3yhWv6s2El8HPoQK56r3yV7evaBozaakgxnR8L7FBRrTlVLBJqZsalhA6IgPWcS hJzEyQzfad4BPn9HGktHvS4pn7eyIjsTHjOHSdMbFDs1ibmv/VOqmNroKMyyS1TNL5R1Eqs FV4ejzuc82oFWMHhGrudsV0SDSh1kVUciH4iycvQ/O86ju+u6jUrvM4inAEx3AKPlxCDW6h Dg2gIOAZXuENPaIX9I4+5q0FlM8cwh+hzx+qJI+1</latexit>
o i2
<latexit sha1_base64="66rfYY1H+U+taMQf6lRQjUyOc8I=">AAAB73icbZDLSgMxFIb PeK31VnXpJlgEN5aZIuiy6MZlBXuBdiyZNNOG5jImGaEMfQk3LhRx6+u4821M21lo6w+Bj/+cQ875o4QzY33/21tZXVvf2CxsFbd3dvf2SweHTaNSTWiDKK50O8KGciZpwzLLaTvRFIuI 01Y0upnWW09UG6bkvR0nNBR4IFnMCLbOaquH7JxNetVeqexX/JnQMgQ5lCFXvVf66vYVSQWVlnBsTCfwExtmWFtGOJ0Uu6mhCSYjPKAdhxILasJstu8EnTqnj2Kl3ZMWzdzfExkWxoxF5D oFtkOzWJua/9U6qY2vwozJJLVUkvlHccqRVWh6POozTYnlYweYaOZ2RWSINSbWRVR0IQSLJy9Ds1oJHN9dlGvXeRwFOIYTOIMALqEGt1CHBhDg8Ayv8OY9ei/eu/cxb13x8pkj+CPv8we rqI+2</latexit><latexit sha1_base64="66rfYY1H+U+taMQf6lRQjUyOc8I=">AAAB73icbZDLSgMxFIb PeK31VnXpJlgEN5aZIuiy6MZlBXuBdiyZNNOG5jImGaEMfQk3LhRx6+u4821M21lo6w+Bj/+cQ875o4QzY33/21tZXVvf2CxsFbd3dvf2SweHTaNSTWiDKK50O8KGciZpwzLLaTvRFIuI 01Y0upnWW09UG6bkvR0nNBR4IFnMCLbOaquH7JxNetVeqexX/JnQMgQ5lCFXvVf66vYVSQWVlnBsTCfwExtmWFtGOJ0Uu6mhCSYjPKAdhxILasJstu8EnTqnj2Kl3ZMWzdzfExkWxoxF5D oFtkOzWJua/9U6qY2vwozJJLVUkvlHccqRVWh6POozTYnlYweYaOZ2RWSINSbWRVR0IQSLJy9Ds1oJHN9dlGvXeRwFOIYTOIMALqEGt1CHBhDg8Ayv8OY9ei/eu/cxb13x8pkj+CPv8we rqI+2</latexit><latexit sha1_base64="66rfYY1H+U+taMQf6lRQjUyOc8I=">AAAB73icbZDLSgMxFIb PeK31VnXpJlgEN5aZIuiy6MZlBXuBdiyZNNOG5jImGaEMfQk3LhRx6+u4821M21lo6w+Bj/+cQ875o4QzY33/21tZXVvf2CxsFbd3dvf2SweHTaNSTWiDKK50O8KGciZpwzLLaTvRFIuI 01Y0upnWW09UG6bkvR0nNBR4IFnMCLbOaquH7JxNetVeqexX/JnQMgQ5lCFXvVf66vYVSQWVlnBsTCfwExtmWFtGOJ0Uu6mhCSYjPKAdhxILasJstu8EnTqnj2Kl3ZMWzdzfExkWxoxF5D oFtkOzWJua/9U6qY2vwozJJLVUkvlHccqRVWh6POozTYnlYweYaOZ2RWSINSbWRVR0IQSLJy9Ds1oJHN9dlGvXeRwFOIYTOIMALqEGt1CHBhDg8Ayv8OY9ei/eu/cxb13x8pkj+CPv8we rqI+2</latexit><latexit sha1_base64="66rfYY1H+U+taMQf6lRQjUyOc8I=">AAAB73icbZDLSgMxFIb PeK31VnXpJlgEN5aZIuiy6MZlBXuBdiyZNNOG5jImGaEMfQk3LhRx6+u4821M21lo6w+Bj/+cQ875o4QzY33/21tZXVvf2CxsFbd3dvf2SweHTaNSTWiDKK50O8KGciZpwzLLaTvRFIuI 01Y0upnWW09UG6bkvR0nNBR4IFnMCLbOaquH7JxNetVeqexX/JnQMgQ5lCFXvVf66vYVSQWVlnBsTCfwExtmWFtGOJ0Uu6mhCSYjPKAdhxILasJstu8EnTqnj2Kl3ZMWzdzfExkWxoxF5D oFtkOzWJua/9U6qY2vwozJJLVUkvlHccqRVWh6POozTYnlYweYaOZ2RWSINSbWRVR0IQSLJy9Ds1oJHN9dlGvXeRwFOIYTOIMALqEGt1CHBhDg8Ayv8OY9ei/eu/cxb13x8pkj+CPv8we rqI+2</latexit>
o i3
<latexit sha1_base64="gqmGEfxYJtMcfWk5rHjlUXt9ZMI=">AAAB73icbZDLSgMxFIZ PvNZ6q7p0EyyCG8uMCrosunFZwV6gHUsmzbShmWRMMkIZ+hJuXCji1tdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe3tnd2S3v7DaNSTVmdKqF0KySGCS5Z3XIrWCvRjMSh YM1weDOpN5+YNlzJeztKWBCTvuQRp8Q6q6UeslM+7p53S2Wv4k2FF8HPoQy5at3SV6enaBozaakgxrR9L7FBRrTlVLBxsZMalhA6JH3WdihJzEyQTfcd42Pn9HCktHvS4qn7eyIjsTGjOH SdMbEDM1+bmP/V2qmNroKMyyS1TNLZR1EqsFV4cjzucc2oFSMHhGrudsV0QDSh1kVUdCH48ycvQuOs4ju+uyhXr/M4CnAIR3ACPlxCFW6hBnWgIOAZXuENPaIX9I4+Zq1LKJ85gD9Cnz+ tLI+3</latexit><latexit sha1_base64="gqmGEfxYJtMcfWk5rHjlUXt9ZMI=">AAAB73icbZDLSgMxFIZ PvNZ6q7p0EyyCG8uMCrosunFZwV6gHUsmzbShmWRMMkIZ+hJuXCji1tdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe3tnd2S3v7DaNSTVmdKqF0KySGCS5Z3XIrWCvRjMSh YM1weDOpN5+YNlzJeztKWBCTvuQRp8Q6q6UeslM+7p53S2Wv4k2FF8HPoQy5at3SV6enaBozaakgxrR9L7FBRrTlVLBxsZMalhA6JH3WdihJzEyQTfcd42Pn9HCktHvS4qn7eyIjsTGjOH SdMbEDM1+bmP/V2qmNroKMyyS1TNLZR1EqsFV4cjzucc2oFSMHhGrudsV0QDSh1kVUdCH48ycvQuOs4ju+uyhXr/M4CnAIR3ACPlxCFW6hBnWgIOAZXuENPaIX9I4+Zq1LKJ85gD9Cnz+ tLI+3</latexit><latexit sha1_base64="gqmGEfxYJtMcfWk5rHjlUXt9ZMI=">AAAB73icbZDLSgMxFIZ PvNZ6q7p0EyyCG8uMCrosunFZwV6gHUsmzbShmWRMMkIZ+hJuXCji1tdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe3tnd2S3v7DaNSTVmdKqF0KySGCS5Z3XIrWCvRjMSh YM1weDOpN5+YNlzJeztKWBCTvuQRp8Q6q6UeslM+7p53S2Wv4k2FF8HPoQy5at3SV6enaBozaakgxrR9L7FBRrTlVLBxsZMalhA6JH3WdihJzEyQTfcd42Pn9HCktHvS4qn7eyIjsTGjOH SdMbEDM1+bmP/V2qmNroKMyyS1TNLZR1EqsFV4cjzucc2oFSMHhGrudsV0QDSh1kVUdCH48ycvQuOs4ju+uyhXr/M4CnAIR3ACPlxCFW6hBnWgIOAZXuENPaIX9I4+Zq1LKJ85gD9Cnz+ tLI+3</latexit><latexit sha1_base64="gqmGEfxYJtMcfWk5rHjlUXt9ZMI=">AAAB73icbZDLSgMxFIZ PvNZ6q7p0EyyCG8uMCrosunFZwV6gHUsmzbShmWRMMkIZ+hJuXCji1tdx59uYtrPQ1h8CH/85h5zzh4ngxnreN1paXlldWy9sFDe3tnd2S3v7DaNSTVmdKqF0KySGCS5Z3XIrWCvRjMSh YM1weDOpN5+YNlzJeztKWBCTvuQRp8Q6q6UeslM+7p53S2Wv4k2FF8HPoQy5at3SV6enaBozaakgxrR9L7FBRrTlVLBxsZMalhA6JH3WdihJzEyQTfcd42Pn9HCktHvS4qn7eyIjsTGjOH SdMbEDM1+bmP/V2qmNroKMyyS1TNLZR1EqsFV4cjzucc2oFSMHhGrudsV0QDSh1kVUdCH48ycvQuOs4ju+uyhXr/M4CnAIR3ACPlxCFW6hBnWgIOAZXuENPaIX9I4+Zq1LKJ85gD9Cnz+ tLI+3</latexit>
a i3
<latexit sha1_base64="8DrqxcsbFghn+QehkUoZi6TSHag=">AAAB73icbZBNS8NAEIY nftb6VfXoZbEIXiyJCnosevFYwX5AG8tmO2mXbjZxdyOU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0gE18Z1v52l5ZXVtfXCRnFza3tnt7S339BxqhjWWSxi1QqoRsEl1g03AluJQhoF ApvB8GZSbz6h0jyW92aUoB/RvuQhZ9RYq0UfslM+7p53S2W34k5FFsHLoQy5at3SV6cXszRCaZigWrc9NzF+RpXhTOC42Ek1JpQNaR/bFiWNUPvZdN8xObZOj4Sxsk8aMnV/T2Q00noUBb Yzomag52sT879aOzXhlZ9xmaQGJZt9FKaCmJhMjic9rpAZMbJAmeJ2V8IGVFFmbERFG4I3f/IiNM4qnuW7i3L1Oo+jAIdwBCfgwSVU4RZqUAcGAp7hFd6cR+fFeXc+Zq1LTj5zAH/kfP4 Al5KPqQ==</latexit><latexit sha1_base64="8DrqxcsbFghn+QehkUoZi6TSHag=">AAAB73icbZBNS8NAEIY nftb6VfXoZbEIXiyJCnosevFYwX5AG8tmO2mXbjZxdyOU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0gE18Z1v52l5ZXVtfXCRnFza3tnt7S339BxqhjWWSxi1QqoRsEl1g03AluJQhoF ApvB8GZSbz6h0jyW92aUoB/RvuQhZ9RYq0UfslM+7p53S2W34k5FFsHLoQy5at3SV6cXszRCaZigWrc9NzF+RpXhTOC42Ek1JpQNaR/bFiWNUPvZdN8xObZOj4Sxsk8aMnV/T2Q00noUBb Yzomag52sT879aOzXhlZ9xmaQGJZt9FKaCmJhMjic9rpAZMbJAmeJ2V8IGVFFmbERFG4I3f/IiNM4qnuW7i3L1Oo+jAIdwBCfgwSVU4RZqUAcGAp7hFd6cR+fFeXc+Zq1LTj5zAH/kfP4 Al5KPqQ==</latexit><latexit sha1_base64="8DrqxcsbFghn+QehkUoZi6TSHag=">AAAB73icbZBNS8NAEIY nftb6VfXoZbEIXiyJCnosevFYwX5AG8tmO2mXbjZxdyOU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0gE18Z1v52l5ZXVtfXCRnFza3tnt7S339BxqhjWWSxi1QqoRsEl1g03AluJQhoF ApvB8GZSbz6h0jyW92aUoB/RvuQhZ9RYq0UfslM+7p53S2W34k5FFsHLoQy5at3SV6cXszRCaZigWrc9NzF+RpXhTOC42Ek1JpQNaR/bFiWNUPvZdN8xObZOj4Sxsk8aMnV/T2Q00noUBb Yzomag52sT879aOzXhlZ9xmaQGJZt9FKaCmJhMjic9rpAZMbJAmeJ2V8IGVFFmbERFG4I3f/IiNM4qnuW7i3L1Oo+jAIdwBCfgwSVU4RZqUAcGAp7hFd6cR+fFeXc+Zq1LTj5zAH/kfP4 Al5KPqQ==</latexit><latexit sha1_base64="8DrqxcsbFghn+QehkUoZi6TSHag=">AAAB73icbZBNS8NAEIY nftb6VfXoZbEIXiyJCnosevFYwX5AG8tmO2mXbjZxdyOU0D/hxYMiXv073vw3btsctPWFhYd3ZtiZN0gE18Z1v52l5ZXVtfXCRnFza3tnt7S339BxqhjWWSxi1QqoRsEl1g03AluJQhoF ApvB8GZSbz6h0jyW92aUoB/RvuQhZ9RYq0UfslM+7p53S2W34k5FFsHLoQy5at3SV6cXszRCaZigWrc9NzF+RpXhTOC42Ek1JpQNaR/bFiWNUPvZdN8xObZOj4Sxsk8aMnV/T2Q00noUBb Yzomag52sT879aOzXhlZ9xmaQGJZt9FKaCmJhMjic9rpAZMbJAmeJ2V8IGVFFmbERFG4I3f/IiNM4qnuW7i3L1Oo+jAIdwBCfgwSVU4RZqUAcGAp7hFd6cR+fFeXc+Zq1LTj5zAH/kfP4 Al5KPqQ==</latexit>
a i2
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Figure 1: Graphical Model of a Stochastic Game with Optimality
Variables
2 Method
2.1 Stochastic Games
For an n-agent stochastic game [Shapley, 1953], we define a
tuple (S,A1, . . . ,An, r1, . . . , rn, p, γ), where S denotes the
state space, p is the distribution of the initial state, γ is the
discount factor for future rewards, Ai and ri = ri(s, ai, a−i)
are the action space and the reward function for agent i ∈
{1, . . . , n} respectively. Agent i chooses its action ai ∈ Ai
according to the policy piiθi(a
i|s) parameterized by θi con-
ditioning on some given state s ∈ S. Let us define the
joint policy as the collection of all agents’ policies piθ with
θ representing the joint parameter. It is convenient to in-
terpret the joint policy from the perspective of agent i such
that piθ = (piiθi(a
i|s), pi−iθ−i(a−i|s)), where a−i = (aj)j 6=i,
θ−i = (θj)j 6=i, and pi−iθ−i(a
−i|s) is a compact representation
of the joint policy of all complementary agents of i. At each
stage of the game, actions are taken simultaneously.
In fully cooperative games, different agents have the same
reward function R(s, ai, a−i) = R(s, ai, a−i)∀i ∈ 1, . . . , n.
Therefore, each agent’s objective is to maximize the shared
expected return:
max ηi(piθ) = E
[ ∞∑
t=1
γtR(st, a
i
t, a
−i
t )
]
, (1)
with (ait, a
−i
t ) sample from (pi
i
θi , pi
−i
θ−i).
2.2 A Variational Lower Bound for Multi-Agent
Reinforcement Learning Problems
We embed the control problem into a graphical model by in-
troducing a binary random variable Oit which serves as the
indicator for “optimality” for each agent i at each time step
t. Recall that in single agent problem, reward R(st, at) is
bounded, but the achievement of the maximum reward given
the action at is unknown. Therefore, in the single-agent case,
ot indicates the optimality of achieving the bounded maxi-
mum reward r∗t . It thus can be regarded as a random variable
and we have P (ot = 1|st, at) ∝ exp(R(st, at)). However,
the definition of “optimality” in the multi-agent case is sub-
tlety different from the one in the single-agent situation.
In cooperative multi-agent reinforcement learning
(CMARL), to define agent i’s optimality, we first introduce
the definition of optimum and optimal policy:
Definition 1. In cooperative multi-agent reinforcement
learning, optimum is a strategy profile (pi1∗, . . . , pin∗) such
that:
Es∼ps,ai∗t ∼pii∗,a−i∗t ∼pi−i∗
[ ∞∑
t=1
γtR(st, a
i∗
t , a
−i∗
t )
]
≥ Es∼ps,ait∼pii,a−it ∼pi−i
[ ∞∑
t=1
γtR(st, a
i
t, a
−i
t )
]
∀pi, (2)
where pi = (pii, pi−i) and Agent i’s optimal policy is pii∗.
We also define a best response function as:
Definition 2. For agent i, the best response functionBi(pi−i)
to an arbitrary policy profile of its opponents pi−i is the policy
which produces the highest reward:
Es∼ps,ai∗t ∼Bi(pi−i),a−it ∼pi−i
[ ∞∑
t=1
γtR(st, a
i∗
t , a
−i
t )
]
≥ Es∼ps,aˆit∼pii,a−it ∼pi−i
[ ∞∑
t=1
γtR(st, aˆ
i
t, a
−i
t )
]
,∀pi, (3)
where pi = (pii, pi−i).
Therefore, we can easily see that:
Proposition 1. For player i let Bi(pi−i) be its best response
function. Given the optimal policy profile (pi1∗, . . . , pin∗),
then pi−i is the optimal policies of its opponent if and only
if the best response to pi−i is agent i’s optimal policy:
pi−i = pi−i∗ ⇐⇒ Bi(pi−i) = pii∗. (4)
In CMARL, a single agent’s“optimality” oit cannot implies
that it obtains the maximum reward because the reward de-
pends on the joint actions of all agents (ai, a−i). Therefore,
we define oit = 1 only indicates that agent i’s policy at time
step t is optimal. For the posterior probability of agent i’s
optimality given its action ait we have:
P (oit|ait) = P (ait ∼ pii∗|ait) = pii∗(ait). (5)
We assume that given other players actions a−it , the pos-
terior probability of agent i’s optimality is proportional to its
exponential reward:
P (oit = 1|st, ait, a−it ) ∝ exp(R(st, ait, a−it )). (6)
The conditional probabilities of “optimality” in both of
CMARL and single-agent case have similar forms. However,
it is worth mentioning that the “optimality” in CMARL has a
different interpretation to the one in single-agent case.
For cooperative games, if all agents play optimally, then
agents can receive the maximum rewards, which is the opti-
mum of the games. Therefore, given the fact that other agents
are playing their optimal policies o−i = 1, the probability that
agent i also plays its optimal policy P (oi = 1|o−i = 1) is the
probability of obtaining the maximum reward from agent i’s
perspective. Therefore, we define agent i’s objective as:
max J ∆= logP (oi1:T = 1|o−i1:T = 1) (7)
The graphical model is summarized in Fig. 1. Without loss of
generality, we derive the solution for agent i but the same so-
lution can be derived for other agents. By using a variational
distribution q(ai1:T , a
−i
1:T |oi1:T = 1, o−i1:T = 1), we derive a
lower bound on the likelihood of optimality of agent i:
logP (oi1:T = 1|o−i1:T = 1)
≥ J (pi, ρ) ∆=
∑
t
E(st,ait,a−it )∼q[R(st, a
i
t, a
−i
t )
+H(pi(ait|st, a−it ))−DKL(ρ(a−it |st)||P (a−it |st))] (8)
=
∑
t
Est [Eait∼pi,a−it ∼ρ[R(st, a
i
t, a
−i
t ) +H(pi(a
i
t|st, a−it ))︸ ︷︷ ︸
MEO
]
− Ea−it ∼ρ[DKL(ρ(a
−i
t |st)||P (a−it |st))]︸ ︷︷ ︸
Regularizer of ρ
]. (9)
Written out in full, ρ(a−it |st, o−it = 1) is agent i’s op-
ponent model estimating optimal policies of its opponents,
pi(ait|st, a−it , oit = 1, o−it = 1) is the agent i’s conditional
policy at optimum (oit = o
−i
t = 1) and P (a
−i
t |st, o−it = 1)
is the prior of optimal policy of opponents. In our work, we
set the prior P (a−it |st, o−it = 1) equal to the observed empir-
ical distribution of opponents’ actions given states. As we are
only interested in the case where (oit = 1, o
−i
t = 1), we drop
them in pi, ρ and P (a−it |st) thereafter. Eq. 8 is a variational
lower bound of logP (oi1:T = 1|o−i1:T = 1) and the derivation
is deferred to Appendix B.1.
2.3 The Learning of Opponent Model
We can further expand Eq. 8 into Eq. 9. and we find
that it resembles the maximum entropy objective in single-
agent reinforcement learning [Kappen, 2005; Todorov, 2007;
Ziebart et al., ; Haarnoja et al., 2017]. We denote agent i’s ex-
pectation of reward R(st, ait, a
−i
t ) plus entropy of the condi-
tional policy H(pi(ai|s, a−i)) as agent i’s maximum entropy
objective (MEO). In the multi-agent version, however, it is
worthy of noting that optimizing the MEO will lead to the
optimization of ρ. This can be counter-intuitive at first sight
as opponent behaviour models are normally trained with only
past state-action data (s, a−i) to predict opponents’ actions.
However, recall that ρ(a−it |st, o−it = 1) is modelling op-
ponents’ optimal policies in our work. By Prop. 1, we know
that if and only if the best response function to ρ of agent i
is i’s optimal policy, the estimated opponent’s policies ρ are
their optimal polices:
ρ = pi−i∗ ⇐⇒ Bi(ρ) = pii∗. (10)
Then, probabilistically, we have:
logP (ρ = pi−i∗|s) = logP (Bi(ρ) = pii∗). (11)
From Eq. 11, we can derive that:
logP (ρ = pi−i∗|s)
≥ Eait∼pi,a−it ∼ρ[logP (o
i
t|st, ait, a−it ) +H(pi(ait|st, a−it ))].
(12)
Proof. See Appendix B.2.
Therefore, agent i’s maximum entropy objective is a lower
bound of the probability that its opponent model ρ is op-
timal policies of its opponents. Given agent i’s policy pii
being fixed, optimizing this lower bound updates agent i’s
opponent model in the direction of the higher shared re-
wardR(s, ai, a−i) and the more stochastic conditional policy
pii(ai|s, a−i), making it closer to the real optimal policies of
the opponents.
Without any regularization, at iteration d, agent i can freely
learn a new opponent model ρid+1 which is the closest to the
optimal opponent policies pi−i∗ from its perspective given
piid(a
i|s, a−i). Next, agent i can optimize the lower bound
with respect to piid+1(a
i|s, a−i) given ρid+1. Then we have
an EM-like iterative training and can show it monotonically
increases the probability that the opponent model ρ is opti-
mal policies of the opponents. Then, by acting optimally to
the converged opponent model ρi∞, we can recover agent i’s
optimal policy pii∗.
However, it is unrealistic to learn such an opponent model.
As the opponents have no access to agent i’s conditional pol-
icy piid(a
i|s, a−i), the learning of its policy can be different
from the one of agent i’s opponent model. Then the actual op-
ponent policies pi−id+1 can be very different from agent i’s con-
verged opponent model ρi∞ learned in the above way given
agent i’s conditional policy piid(a
i|s, a−i). Therefore, acting
optimally to an opponent model far from the real opponents’
policies can lead to poor performance.
The last term in Eq. 9 can prevent agent i build-
ing an unrealistic opponent model. The Kullback-Leibler
(KL) divergence between opponent model and a prior
DKL(ρ(a
−i
t |st)||P (a−it |st)) can act as a regularizer of ρ. By
setting the prior to the empirical distribution of opponent past
behaviour, the KL divergence penalizes ρ heavily if it deviates
from the empirical distribution too much. As the objective in
Eq. 9 can be seen as a Maximum Entropy objective for one
agent’s policy and opponent model with regularization on the
opponent model, we call this objective as Regularized Oppo-
nent Model with Maximum Entropy Objective (ROMMEO).
3 Multi-Agent Soft Actor Critic
To optimize the ROMMEO in Eq. 9 derived in the previous
section, we propose two reinforcement learning algorithms.
We first introduce an exact tabular Q-iteration method with
proof of convergence. For practical implementation in a com-
plex continuous environment, we then propose the ROM-
MEO actor critic ROMMEO-AC, which is an approximation
to this procedure.
3.1 Regularized Opponent Model with Maximum
Entropy Objective Q-Iteration
In this section, we derive a multi-agent version of Soft Q-
iteration algorithm proposed in [Haarnoja et al., 2017] and we
name our algorithm as ROMMEO-Q. The derivation follows
from a similar logic to [Haarnoja et al., 2017], but the exten-
sion of Soft Q-learning to MARL is still nontrivial. From this
section, we slightly modify the objective in Eq. 9 by adding a
weighting factor α for the entropy term and it can be recov-
ered by setting α = 1.
We first define multi-agent soft Q-function and V-function
respectively. Then we can show that the conditional policy
and opponent model defined in Eq. 15 and 16 below are opti-
mal solutions with respect to the objective defined in Eq. 9:
Theorem 1. We define the soft state-action value function
Q∗soft(s, a
i, a−i) of agent i as
Qpi
∗,ρ∗
soft (st, a
i
t, a
−i
t ) = rt + E(st+l,ait+l,a−it+l,...)∼q[
∞∑
l=1
γl(rt+l
+ αH(pi∗(ait+l|a−it+l, st+l))
−DKL(ρ∗(a−it+l|st+l)||P (a−it+l|st+l))], (13)
and soft state value function as
V ∗(s) = log
∑
a−i P (a
−i|s)
(∑
ai exp(
1
αQ
∗
soft(s, a
i, a−i))
)α
,
(14)
Then the optimal conditional policy and opponent model for
Eq. 8 are
pi∗(ai|s, a−i) = exp(
1
αQ
pi∗,ρ∗
soft (s, a
i, a−i))∑
ai exp(
1
αQ
pi∗,ρ∗
soft (s, a
i, a−i))
, (15)
and
ρ∗(a−i|s) =
P (a−i|s)
(∑
ai exp(
1
αQ
∗
soft(s, a
i, a−i))
)α
exp(V ∗(s))
.
(16)
Proof. See Appendix C.2.
Following from Theorem 1, we can find the optimal solu-
tion of Eq. 9 by learning the soft multi-agent Q-function first
and recover the optimal policy pi∗ and opponent model ρ∗ by
Equations 15 and 16. To learn the Q-function, we show that it
satisfies a Bellman-like equation, which we name it as multi-
agent soft Bellman equation:
Theorem 2. We define the soft multi-agent Bellman equation
for the soft state-action value function Qpi,ρsoft(s, a
i, a−i) of
agent i as
Qpi
∗,ρ∗
soft (s, a
i, a−i) = rt + γE(st+1)[V
∗
soft(st+1)]. (17)
Proof. See Appendix C.3.
With this Bellman equation defined above, we can derive a
solution to Eq. 17 with a fixed point iteration, which we call
ROMMEO Q-iteration (ROMMEO-Q). Additionally, We can
show that it can converge to the optimalQ∗soft and V
∗
soft with
certain restrictions as stated in [Wen et al., 2019]:
Theorem 3. ROMMEO Q-iteration. In a symmetric game
with only one global optimum, i.e. Epi∗
[
Qit(s)
] ≥
Epi
[
Qit(s)
]
, where pi∗ is the optimal strategy profile. Let
Qsoft(·, ·, ·) and Vsoft(·) be bounded and assume∑
a−i
P (a−i|s)
(∑
ai
exp(
1
α
Q∗soft(s, a
i, a−i))
)α
<∞
and that Q∗soft <∞ exists. Then the fixed-point iteration
Qsoft(st, a
i
t, a
−i
t )← rt + γE(st+1)[Vsoft(st+1)],∀st, ait, a−it
(18)
Vsoft(st)← log
∑
a−it
P (a−it |st)
(∑
ait
exp( 1αQ
∗
soft(st, a
i
t, a
−i
t ))
)α
,∀st
(19)
converges to Q∗soft and V
∗
soft respectively.
Proof. See Appendix C.3.
3.2 Regularized Opponent Model with Maximum
Entropy Objective Actor Critic
The ROMMEO-Q assumes we have the model of the envi-
ronment and is impractical to implement in high-dimensional
continuous problems. To solve these problems, we pro-
pose the ROMMEO actor critic (ROMMEO-AC) which is a
model-free method with parameterized policy and Q func-
tions. We use neural networks (NNs) as function approx-
imators for the conditional policy, opponent model and Q-
function and learn these functions by stochastic gradient. We
parameterize the Q-function, conditional policy and opponent
model by Qω(s, ai, a−i), piθ(ait|st, a−it ) and ρφ(a−it |st) re-
spectively.
Without access to the environment model, we replace the
Q-iteration with Q-learning. Therefore, we can train ω to
minimize:
JQ(ω) = E(st,ait,a−it )∼D[
1
2
(Qω(st, a
i
t, a
−i
t )
−R(st, ait, a−it )− γEst+1∼ps [V¯ (st+1)])2], (20)
with
V¯ (st+1) = Qω¯(st+1, a
i
t+1, aˆ
−i
t+1)− log ρφ(aˆ−it+1|st+1)
− α log piθ(ait+1|st+1, aˆ−it+1) + logP (aˆ−it+1|st+1),
(21)
where Qω¯ are target functions for providing relatively stable
target values. We use aˆ−it denoting the action sampled from
agent i’s opponent model ρ(a−it |st) and it should be distin-
guished from a−it which is the real action taken by agent i’s
opponent. Eq. 21 can be derived from Eq. 15 and 16.
To recover the optimal conditional policy and opponent
model, we follow the method in [Haarnoja et al., 2018b]
where θ and φ are trained to minimize the KL-divergence:
Jpi(θ) = Est∼D,a−it ∼ρ[
DKL
(
piθ(·|st, aˆ−it )
∣∣∣∣∣∣∣∣exp( 1αQω(st, ·, aˆ−it ))Zω(st, aˆ−it )
)]
, (22)
Jρ(φ) = E(st,ait)∼DDKL
ρ(·|st)∣∣∣∣∣∣∣∣P (·|st)
(
exp( 1αQ(st,a
i
t,·))
piθ(ait|st,·)
)α
Zω(st)

 . (23)
By using the reparameterization trick: aˆ−it = gφ(
−i
t ; st) and
ait = fθ(
i
t; st, aˆ
−i
t ), we can rewrite the objectives above as:
Jpi(θ) = Est∼D,it∼N,aˆ−it ∼ρ[α log piθ(fθ(
i
t; st, aˆ
−i
t ))
−Qω(st, fθ(it; st, aˆ−it ), aˆ−it )], (24)
Jρ(φ) = E(st,at)∼D,−it ∼N [log ρφ(gφ(
−i
t ; st)|st)
− logP (aˆ−it |st)−Q(st, ait, gφ(−it ; st))
+ α log piθ(a
i
t|st, gφ(−it ; st))]. (25)
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Figure 2: (a): Learning curves of ROMMEO and baselines on ICG over 100 trials of training. (b): Probability of convergence to the global
optimum for ROMMEO and baselines on ICG over 100 trails of training. The vertical axis represents the joint probability of taking actions
A for both agents. (c): Probability of taking A estimated by agent i’s opponent model ρi and observed empirical frequency P i in one trail of
training, i ∈ {1, 2}.
The gradient of Eq. 20, 24 and 25 with respect to the cor-
responding parameters are listed as below:
∇ωJQ(ω) = ∇ωQω(st, ait, a−it )(Qω(st, ait, a−it )
−R(st, ait, a−it )− γV¯ (st+1)), (26)
∇θJpi(θ) = ∇θα log piθ(ait|st, aˆ−it ) + (∇aitα log piθ(ait|st, aˆ−it )
−∇aitQω(st, ait, aˆ−it ))∇θfθ(it; st, aˆ−it ), (27)
∇φJρ(φ) = ∇φ log ρφ(aˆ−it |st) + (∇aˆ−it log ρφi(aˆ
−i
t |st)
−∇aˆ−it logP (aˆ
−i
t |st)−∇aˆ−it Qωi(st, a
i
t, aˆ
−i
t )
+∇aˆ−it α log piθ(a
i|st, aˆ−it ))∇φgφ(−it ; st). (28)
We list the pseudo-code of ROMMEO-Q and ROMMEO-
AC in Appendix A.
4 Related Works
In early works, the maximum entropy principle has been
used in policy search in linear dynamics [Todorov, 2010;
Toussaint, 2009; Levine and Koltun, 2013] and path integral
control in general dynamics [Kappen, 2005; Theodorou et al.,
2010]. Recently, off-policy methods [Haarnoja et al., 2017;
Schulman et al., 2017; Nachum et al., 2017] have been pro-
posed to improve the sample efficiency in optimizing MEO.
However, in a continuous environment, the complex approxi-
mate inference may be needed for sampling actions. To avoid
the complex sampling procedure, training a policy in super-
vised fashion is employed in [Haarnoja et al., 2018b]. Our
work is closely related to this series of recent works because
ROMMEO is an extension of MEO to MARL.
A few related works to ours have been conducted in multi-
agent soft Q-learning [Wen et al., 2019; Wei et al., 2018;
Grau-Moya et al., 2018], where variants of soft Q-learning
are applied for solving different problems in MARL. How-
ever, unlike previous works, we do not take the soft Q-
learning as given and apply it to MARL problems with mod-
ifications. In our work, we first establish a novel objective
ROMMEO and ROMMEO-Q is only an off-policy method
we derive with complete convergence proof, which can opti-
mize the objective. There are other ways of optimizing ROM-
MEO, for example, the on-policy gradient-based methods,
but they are not included in the paper. ROMMEO-Q resem-
bles soft Q-learning because ROMMEO is an extension to
MEO in MARL but not because it is a modification of soft
Q-learning applying on MARL problems.
There has been substantial progress in combining RL with
probabilistic inference. However, most of the existing works
focus on the single-agent case. The literature of Bayesian
methods in MARL is limited. Among these are methods
performing on cooperative games with prior knowledge on
distributions of the game model and the possible strategies
of others [Chalkiadakis and Boutilier, 2003] or policy pa-
rameters and possible roles of other agents [Wilson et al.,
2010]. In our work, we assume very limited prior knowl-
edge of the environment model, optimal policy, opponents
or the observations during the play. In addition, our al-
gorithms are fully decentralized at training and execution,
which is more challenging than problems from the cen-
tralized training [Foerster et al., 2017; Lowe et al., 2017;
Rashid et al., 2018].
5 Experiments
5.1 Iterated Matrix Games
We first present the proof-of-principle result of ROMMEO-
Q1 on iterated matrix games where players need to cooperate
to achieve the shared maximum reward. To this end, we study
the iterated climbing games (ICG) which is a classic purely
cooperative two-player stateless iterated matrix games.
Climbing game (CG) is a fully cooperative
game proposed in [Claus and Boutilier, 1998]
whose payoff matrix is summarized as follows:
R =
A B C
A
B
C
[
(11, 11) (−30,−30) (0, 0)
(−30,−30) (7, 7) (6, 6)
(0, 0) (0, 0) (5, 3)
]
. It
is a challenging benchmark because of the difficulty of
convergence to its global optimum. There are two Nash
equilibrium (A,A) and (B,B) but one global optimal
(A,A). The punishment of miscoordination by choosing a
certain action increases in the order of C → B → A. The
safest action is C and the miscoordination punishment is the
most server for A. Therefore it is very difficult for agents to
converge to the global optimum in ICG.
We compare our method to a series of strong baselines
in MARL, including Joint Action Learner (JAL) [Claus
and Boutilier, 1998], WoLF Policy Hillclimbing (WoLF-
PHC) [Bowling and Veloso, 2001], Frequency Maximum Q
(FMQ) [Kapetanakis and Kudenko, 2002] and Probabilistic
1The experiment code is available at
https://github.com/rommeoijcai2019/rommeo.
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Figure 3: Experiment on Max of Two Quadratic Game. (a) Reward surface and learning path of agents. Scattered points are actions taken at
each step; (b) Learning curve of ROMMEO and baselines. (c) Mean of agents’ policies pi and opponent models ρ.
Recursive Reasoning (PR2) [Wen et al., 2019]. ROMMEO-
Q-EMP is an ablation study to evaluate the effectiveness of
our proposed opponent model learning process, where we re-
place our opponent model with empirical frequency. Fig. 2a
shows the learning curves on ICG for different algorithms.
The difference of rewards between ROMMEO-Q and FMQ-
c10 may seem small because of the small reward margin
between the global optimum and the local one. However,
ROMMEO-Q actually outperforms all baselines significantly
in terms of converging to the global optimum, which is shown
in Fig. 2b. To further analyze the opponent modeling de-
scribed in Sec. 2.3, we visualize the probability of agent i
taking the optimal action A estimated by agent i’s opponent
model ρi and its opponent true policy pi−i in Fig. 2c. Agent
i’s opponent model “thinks ahead” of agent−i and converges
to agent −i’s optimal policy before agent −i itself converges
to the optimal policy. This helps agent i to respond to its op-
ponent model optimally by choosing action A, which in turn
leads to the improvement of agent −i’s opponent model and
policy. Therefore, the game converges to the global optimum.
To note, the big drop of P (A) for both policies and opponent
models at the beginning of the training comes from the severe
punishment of miscoordination associated with action A.
5.2 Differential Games
We adopt the differential Max of Two Quadratic Game [Wei
et al., 2018] for continuous case. The agents have continu-
ous action space of [−10, 10]. Each agent’s reward depends
on the joint action following the equations: r1
(
a1, a2
)
=
r2
(
a1, a2
)
= max (f1, f2) , where f1 = 0.8× [−(a1+53 )2 −
(a
2+5
3 )
2], f2 = 1.0 × [−(a1−51 )2 − (a
2−5
1 )
2] + 10. We
compare the algorithm with a series of baselines includ-
ing PR2 [Wen et al., 2019], MASQL [Wei et al., 2018;
Grau-Moya et al., 2018], MADDPG [Lowe et al., 2017]
and independent learner via DDPG [Lillicrap et al., 2015].
To compare against traditional opponent modeling methods,
similar to [Rabinowitz et al., 2018; He et al., 2016], we im-
plement an additional baseline of DDPG with an opponent
module that is trained online with supervision in order to
capture the latest opponent behaviors, called DDPG-OM. We
trained all agents for 200 iterations with 25 steps per iteration.
This is a challenging task to most continuous gradient
based RL algorithms because gradient update tends to direct
the training agent to the sub-optimal point. The reward sur-
face is provided in Fig. 3a ; there is a local maximum 0 at
(−5,−5) and a global maximum 10 at (5, 5), with a deep
valley staying in the middle. If the agents’ policies are initial-
ized to (0, 0) (the red starred point) that lies within the basin
of the left local maximum, the gradient-based methods would
tend to fail to find the global maximum equilibrium point due
to the valley blocking the upper right area.
A learning path of ROMMEO-AC is summarized in Fig.
3a and the solid bright circle on the right corner implies the
convergence to the global optimum. The learning curve is
presented in Fig. 3b, ROMMEO-AC shows the capability of
converging to the global optimum in a very small amount of
steps, while most of the baselines can only reach the sub-
optimal point. An exception is PR2-AC, which can also
achieve the global optimum but requires many more steps
to explore and learn. Additionally, fine tuning on the explo-
ration noise or separate exploration stage is required for deter-
ministic RL methods (MADDPG, DDPG, DDPG-OM, PR2-
AC), and the learning outcomes of energy-based RL method
(MASQL) is extremely sensitive to the annealing scheme
for the temperature. In contrast, ROMMEO-AC employs a
stochastic policy and controls the exploration level by the
weighting factor α. It does not need a separate exploration
stage at the beginning of the training or a delicately designed
annealing scheme for α.
Furthermore, we analyze the learning path of policy pi and
modeled opponent policy ρ during the training, the results
are shown in Fig. 3c. The red and orange lines are mean of
modeled opponent policy ρ, which always learn to approach
the optimal ahead of the policy pi (in dashed blue and green
lines). This helps the agents to establish the trust and con-
verge to the optimum quickly, which further justifies the ef-
fectiveness and benefits of conducting a regularized opponent
model proposed in Sec. 2.3.
6 Conclusion
In this paper, we use Bayesian inference to formulate MARL
problem and derive a novel objective ROMMEO which gives
rise to a new perspective on opponent modeling. We design
an off-policy algorithm ROMMEO-Q with complete conver-
gence proof for optimizing ROMMEO. For better general-
ity, we also propose ROMMEO-AC, an actor critic algorithm
powered by NNs to solve complex and continuous problems.
We also give a theoretical and empirical analysis of the ef-
fect of the new learning process of the opponent modeling on
agent’s performance in MARL. We evaluate our methods on
the challenging matrix game and differential game and show
that they can outperform a series of strong base lines.
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A Algorithms
Algorithm 1 Multi-agent Soft Q-learning
Result: policy pii, opponent model ρi
Initialization:
Initialize replay bufferM to capacity M .
Initialize Qωi(s, ai, a−i) with random parameters ωi, P (a−i|s) arbitrarily, set γ as the discount factor.
Initialize target Qω¯i(s, ai, a−i) with random parameters ω¯i, set C the target parameters update interval.
while not converge do
Collect experience
For the current state st compute the opponent model ρi(a−it |st) and conditional policy pii(ait|st, a−it ) respectively from:
ρi(a−it |st) ∝ P (a−it |st)
∑
ait
exp(
1
α
Qωi(st, a
i
t, a
−i
t ))
α ,
pii(ait|st, aˆ−it ) ∝ exp(
1
α
Qωi(st, a
i
t, aˆ
−i
t )).
Compute the marginal policy pii(ait|st) and sample an action from it:
ait ∼ pii(ait|st) =
∑
a−i
pii(ait|st, a−it )ρ(a−it |st).
Observe next state st+1, opponent action a−it and reward r
i
t, save the new experience in the reply buffer:
M←M∪ {(st, ait, a−it , st+1, rit)}.
Update the prior from the replay buffer:
P (a−it |st) =
∑|M|
m=1 I(s = st, a−i = a
−i
t )∑|M|
m=1 I(s = st)
∀st, a−it ∈M.
Sample a mini-batch from the replay buffer:
{s(n)t , ai,(n)t , a−i,(n)t , s(n)t+1, r(n)t }Nn=1 ∼M.
Update Qωi(s, ai, a−i):
for each tuple (s(n)t , a
i,(n)
t , a
−i,(n)
t , s
(n)
t+1, r
(n)
t ) do
Sample {a−i,(n,k)}Kk=1 ∼ ρ, {ai,(n,k)}Kk=1 ∼ pi.
Compute empirical V¯ i(s(n)t+1) as:
V¯ i(s
(n)
t+1) = log
 1
K
K∑
k=1
(
P
1
α (a−i,(n,k)|s(n)t+1) exp( 1αQω¯i(s(n)t+1, ai,(n,k), a−i,(n,k)))
)α
pi(ai,(n,k)|s(n)t+1, a−i,(n,k))ρ(a−i,(n,k)|s(n)t+1)
 .
Set
y(n) =
{
r
(n)
t for terminal s
(n)
t+1
r
(n)
t + γV¯
i(s
(n)
t+1) for non-terminal s
(n)
t+1
Perform gradient descent step on (y(n) −Qωi(s(n)t+1, ai,(n), a−i,(n)))2 with respect to parameters ωi
Every C gradient descent steps, reset target parameters:
ω¯i ← ω
end for
end while
Compute converged pii and ρi
Algorithm 2 Multi-agent Variational Actor Critic
Result: policy piθi , opponent model ρφi
Initialization:
Initialize parameters θi, φi, ωi, ψi for each agent i and the random process N for action exploration.
Assign target parameters of joint action Q-function: ω¯i ← ω.
Initialize learning rates λV , λQ, λpi, λφ, α, and set γ as the discount factor.
for Each episode d = (1, . . . , D) do
Initialize random process N for action exploration.
for each time step t do
For the current state st, sample an action and opponent’s action using:
aˆ−it ← gφ−i(−i; st), where −it ∼ N ,
ait ← fθi(i; st, aˆ−it ), where it ∼ N .
Observe next state st+1, opponent action a−it and reward r
i
t, save the new experience in the replay buffer:
Di ← Di ∪ {(st, ait, a−it , aˆ−it , st+1, rit)}.
Update the prior from the replay buffer:
ψi = arg maxEDi [−P (a−i|s) logPψi(a−i|s)]
Sample a mini-batch from the reply buffer:
{s(n)t , ai,(n)t , a−i,(n)t , aˆ−i,(n)t , s(n)t+1, r(n)t }Nn=1 ∼M.
For the state s(n)t+1, sample an action and opponent’s action using:
aˆ
−i,(n)
t+1 ← gφ−i(−i; s(n)t+1), where −it+1 ∼ N ,
a
i,(n)
t+1 ← fθ¯i(i; s(n)t+1, aˆ−i,(n)t+1 ), where it+1 ∼ N .
V¯ i(s
(n)
t+1) = Qω¯(s
(n)
t+1, a
i,(n)
t+1 , aˆ
−i,(n)
t+1 )−α log piθi(ai,(n)t+1 |s(n)t+1, aˆ−i,(n)t+1 )− log ρφi(aˆ−i,(n)t+1 |s(n)t+1)+logPψi(aˆ−i,(n)t+1 |s(n)t+1).
Set
y(n) =
{
r
(n)
t for terminal s
(n)
t+1
r
(n)
t + γV¯
i(s
(n)
t+1) for non-terminal s
(n)
t+1
∇ωiJQ(ωi) = ∇ωiQωi(s(n)t , ai,(n)t , a−i,(n)t )(Qωi(s(n)t , ai,(n)t , a−i,(n)t )− y(n))
∇θiJpi(θi) = ∇θiα log piθi(ai,(n)t |s(n)t , aˆ−i,(n)t )
+ (∇
a
i,(n)
t
α log piθi(a
i,(n)
t |s(n)t , aˆ−i,(n)t )−∇ai,(n)t Qω(s
(n)
t , a
i,(n)
t , aˆ
−i,(n)
t ))∇θfθi(it; s(n)t , aˆ−i,(n)t )
∇φiJρ(φi) = ∇φi log ρφi(aˆ−i,(n)t |s(n)t )
+ (∇
aˆ
−i,(n)
t
log ρφi(aˆ
−i,(n)
t |s(n)t )−∇aˆ−i,(n)t logP (aˆ
−i,(n)
t |s(n)t )−∇aˆ−i,(n)t Qωi(s
(n)
t , a
i,(n)
t , aˆ
−i,(n)
t )
+∇
aˆ
−i,(n)
t
α log piθi(a
i,(n)|s(n)t , aˆ−i,(n)t ))∇φigφi(−it ; s(n)t )
Update parameters:
ωi = ωi − λQ∇ωiJQ(ωi)
θi = θi − λpi∇θiJpi(θi)
φi = φi − λφi∇φiJρ(φi)
end for
Every C gradient descent steps, reset target parameters:
ωi = βωi + (1− β)ωi
.
end for
B Variational Lower Bounds in Multi-agent Reinforcement Learning
B.1 The Lower Bound of The Log Likelihood of Optimality
We can factorize P (ai1:T , a
−i
1:T , s1:T |o−i1:T ) as :
P (ai1:T , a
−i
1:T , s1:T |o−i1:T ) = P (s1)
∏
t
P (st+1|st, at)P (ait|a−it , st, o−it )P (a−it |st, o−it ), (29)
where P (ait|a−it , st, o−it ) is the conditional policy of agent i when other agents −i achieve optimality. As agent i has no
knowledge about rewards of other agents, we set P (ait|a−it , st, o−it ) ∝ 1.
Analogously, we factorize q(ai1:T , a
−i
1:T , s1:T |oi1:T , o−i1:T ) as:
q(ai1:T , a
−i
1:T , s1:T |oi1:T , o−i1:T ) = P (s1)
∏
t
P (st+1|st, at)q(ait|a−it , st, oit, o−it )q(a−it |st, oit, o−it ) (30)
= P (s1)
∏
t
P (st+1|st, at)pi(ait|st, a−it )ρ(a−it |st), (31)
where pi(ait|a−it , st) is agent 1’s conditional policy at optimum and ρ(a−it |st) is agent 1’s model about opponents’ optimal
policies.
With the above factorization, we have:
logP (oi1:T |o−i1:T )
= log
∑
ai1:T ,a
−i
1:T ,s1:T
P (oi1:T , a
i
1:T , a
−i
1:T , s1:T |o−i1:T ) (32)
≥
∑
q(ai1:T , a
−i
1:T , s1:T |oi1:T , o−i1:T ) log
P (oi1:T , a
i
1:T , a
−i
1:T , s1:T |o−i1:T )
q(ai1:T , a
−i
1:T , s1:T |oi1:T , o−i1:T )
(33)
= E(ai1:T ,a−i1:T ,s1:T∼q)[
T∑
t=1
logP (oit|st, ait, a−it ) +XXXXlogP (s1) +
XXXXXXXXXXX
T∑
t=1
logP (st+1|st, ait, a−it ) (34)
XXXXX− logP (s1) −
XXXXXXXXXXX
T∑
t=1
logP (st+1|st, ait, a−it ) (35)
−
T∑
t=1
log pi(ait|st, a−it )−
T∑
t=1
log
ρ(a−it |st)
P (a−it |st, o−it )
+
T∑
t=1
logP (a−it |st, a−it , o−it )] (36)
= E(ai1:T ,a−i1:T ,s1:T∼q)[
T∑
t=1
Ri(st, a
i
t, a
−i
t )− log pi(ait|st, a−it )− log
ρ(a−it |st)
P (a−it |st, o−it )
+ 1] (37)
=
∑
t
E(st,ait,a−it )∼q[R
i(st, a
i
t, a
−i
t ) +H(pi(a
i
t|st, a−it ))−DKL(ρ(a−it |st)||P (a−it |st, o−it ))], (38)
where we assume that given joint actions (ai, a−i) and state s, the optimality of agent i oi = 1 is independent of other agents’
optimalities:
P (oi|s, ai, a−i, o−i) = P (oi|s, ai, a−i). (39)
B.2 The Lower Bound on Opponent model
From Eq. 11, we have:
logP (ρ = pi−i∗|s) = logP (Bi(ρ) = pii∗)
= logEa−i∼ρ[P (Bi(a−i) = pii∗|s, a−i)]
= logEai∼Bi(a−i),a−i∼ρ[P (ai ∼ pii∗|s, ai, a−i)]
= logEai∼Bi(a−i),a−i∼ρ[P (oi|s, ai, a−i)]
≥ Eai∼pii(a−i),a−i∼ρ[logP (oi|s, ai, a−i) +H(pi(ai|s, a−i))], (40)
where we set the best response function to an arbitrary opponent policies as: Bi(ρ) ∝ 1.
C Multi-Agent Soft-Q Learning
C.1 Soft Q-Function
We define the soft state-action value function Qpi,ρsoft(s, a, a
−i) of agent i in a stochastic game as:
Qpi,ρsoft(st, a
i
t, a
−i
t )
= rt + E(st+l,ait+l,a−it+l,...)∼q[
∞∑
l=1
γl(rt+l + αH(pi(a
i
t+l|a−it+l, st+l))−DKL(ρ(a−it+l|st+l)||P (a−it+l|st+l))] (41)
= E(st+1,ait+1,a−it+1)[rt + γ(αH(pi(a
i
t+1|st+1, a−it+1))−DKL(ρ(a−i|st+1)||P (a−i|st+1)) +Qpi,ρsoft(st+1, ait+1, a−it+1))] (42)
= E(st+1,a−it+1)[rt + γ(αH(pi(·|st+1, a
−i
t+1))−DKL(ρ(a−i|st+1)||P (a−i|st+1)) + Eait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])]
(43)
= E(st+1)[rt + γ(Ea−it+1∼ρ,ait+1∼pi[αH(pi(a
i
t+1|st+1, a−it+1))]−DKL(ρ(·|st+1)||P (·|st+1))]
+ Ea−it+1∼ρ,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])], (44)
Then we can easily see that the objective in Eq. 9 can be rewritten as:
J (pi, φ) =
∑
t
E(st,ait,a−it )∼(ps,pi,ρ)[Q
pi,ρ
soft(st, a
i
t, a
−i
t ) + αH(pi(a
i
t|st, a−it ))−DKL(ρ(a−it |st)||P (a−it |st))], (45)
by setting α = 1.
C.2 Policy Improvement and Opponent Model Improvement
Theorem 4. (Policy improvement theorem) Given a conditional policy pi and opponent model ρ, define a new conditional policy
p˜i as
p˜i(·|s, a−i) ∝ exp( 1
α
Qpi,ρsoft(s, ·, a−i)),∀s, a−i. (46)
Assume that throughout our computation, Q is bounded and
∑
ai Q(s, a
i, a−i) is bounded for any s and a−i (for both pi and
p˜i). Then Qp˜i,ρsoft(s, a
i, a−i) ≥ Qpi,ρsoft(s, ai, a−i)∀s, a.
Theorem 5. (Opponent model improvement theorem) Given a conditional policy pi and opponent model ρ, define a new oppo-
nent model ρ˜ as
ρ˜(·|s) ∝ exp(
∑
ai
Qpi,ρsoft(s, a
i, ·)pi(ai|·, s) + αH(pi(s)) + logP (·|s)),∀s, ai. (47)
Assume that throughout our computation, Q is bounded and
∑
a−i exp(
∑
ai Q(s, a
i, a−i)pi(ai|s, a−i)) is bounded for any s
and ai (for both ρ and ρ˜). Then Qpi,ρ˜soft(s, a
i, a−i) ≥ Qpi,ρsoft(s, ai, a−i)∀s, a.
The proof of Theorem 4 and 5 is based on two observations that:
αH(pi(·|s, a−i)) + Eai∼pi[Qpi,ρsoft(s, ai, a−i)] ≤ αH(p˜i(·|s, a−i)) + Eai∼p˜i[Qpi,ρsoft(s, ai, a−i)], (48)
and
Ea−it+1∼ρ,ait+1∼pi[αH(pi(a
i
t+1|st+1, a−it+1))]−DKL(ρ(·|st+1)||P (·|st+1))] + Ea−it+1∼ρ,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)] (49)
≤ Ea−it+1∼ρ˜,ait+1∼pi[αH(pi(a
i
t+1|st+1, a−it+1))]−DKL(ρ˜(a−it+1|st+1)||P (·|st+1)) + Ea−it+1∼ρ˜,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)].
(50)
First, we notice that
αH(pi(·|s, a−i)) +Eai∼pi[Qpi,ρsoft(s, ai, a−i)] = −αDKL(pi(·|s, a−i)||p˜i(·|s, a−i)) +α log
∑
ai
exp(
1
α
Qpi,ρsoft(s, a
i, a−i)). (51)
Therefore, the LHS is only maximized if the KL-Divergence on the RHS is minimized. This KL-Divergence is minimized only
when pi = p˜i, which proves the Equation 48.
Similarly, we can have
Ea−i∼ρ,ai∼pi[αH(pi(ai|s, a−i))]−DKL(ρ(·|s)||P (·|s))]) + Ea−i∼ρ,ai∼pi[Qpi,ρsoft(s, ai, a−i)]
= −DKL(ρ(·|s)||ρ˜(·|s)) + log
∑
a−i
exp(
∑
ai
Qpi,ρ(s, ai, a−i)pi(ai|s, a−i) + αH(pi(·|s, ai)) + logP (a−i|s)), (52)
which proves the Equation 50.
With the above observations, the proof of Theorem 4 and 5 is completed by as follows:
Qpi,ρsoft(st, a
i
t, a
−i
t )
= E(st+1,ait+1,a−it+1)[rt + γ(αH(pi(a
i
t+1|st+1, a−it+1))−DKL(ρ(a−it+1|st+1)||P (a−it+1|st+1)) +Qpi,ρsoft(st+1, ait+1, a−it+1))]
(53)
= E(st+1,a−it+1)[rt + γ(αH(pi(·|st+1, a
−i
t+1))−DKL(ρ(a−it+1|st+1)||P (a−it+1|st+1)) + Eait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])]
(54)
≤ E(st+1,a−it+1)[rt + γ(αH(p˜i(·|st+1, a
−i
t+1))−DKL(ρ(a−it+1|st+1)||P (a−it+1|st+1)) + Eait+1∼p˜i[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])]
(55)
= E(st+1)[rt + γ(Ea−it+1∼ρ,ait+1∼pi[αH(p˜i(a
i
t+1|st+1, a−it+1))]−DKL(ρ(·|st+1)||P (·|st+1))
+ Ea−it+1∼ρ,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])] (56)
≤ E(st+1)[rt + γ(Ea−it+1∼ρ˜,ait+1∼pi[αH(p˜i(a
i
t+1|st+1, a−it+1))]−DKL(ρ˜(·|st+1)||P (·|st+1))
+ Ea−it+1∼ρ˜,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])] (57)
= E(st+1,ait+1,a−it+1)∼q˜[rt + γ(αH(p˜i(a
i
t+1|st+1, a−it+1))−DKL(ρ˜(a−i|st+1)||P (a−i|st+1)) + rt+1)
+ γ2E(st+2,a−it+2)[αH(pi(·|st+2, a
−i
t+2))−DKL(ρ(a−it+2|st+2)||P (a−it+2|st+2)) + Eait+2∼pi[Q
pi,ρ
soft(st+2, a
i
t+2, a
−i
t+2)]]] (58)
≤ E(st+1,ait+1,a−it+1)[rt + γ(αH(p˜i(a
i
t+1|st+1, a−it+1))−DKL(ρ˜(a−i|st+1)||P (a−i|st+1)) + rt+1)
+ γ2E(st+2,a−it+2)[αH(pi(·|st+2, a
−i
t+2))−DKL(ρ(a−it+2|st+2)||P (a−it+2|st+2)) + Eait+2∼p˜i[Q
pi,ρ
soft(st+2, a
i
t+2, a
−i
t+2)]]] (59)
...
≤ rt + E(st+l,ait+l,a−it+l,...)∼q˜[
∞∑
l=1
γl(rt+l + αH(p˜i(a
i
t+l|a−it+l, st+l))−DKL(ρ˜(a−it+l|st+l)||P (a−it+l|st+l))] (60)
= Qp˜i,ρ˜soft(st, a
i
t, a
−i
t ). (61)
With Theorem 4 and 5 and the above inequalities, we can see that, if we start from an arbitrary conditional policy pi0 and an
arbitrary opponent model ρ0 and we iterate between policy improvement as
pii+1(·|s, a−i) ∝ exp( 1
α
Qpit,ρtsoft (s, ·, a−i)), (62)
and opponent model improvement as
ρt+1(·|s) ∝ exp(
∑
ai
Q
pit+1,ρt
soft (s, a
i, ·)pit+1(ai|·, s) + αH(pit+1(s)) + logP (·|s)), (63)
then Qpit,ρtsoft (s, a
i, a−i) can be shown to increase monotonically. Similar to [Haarnoja et al., 2017], we can show that with
certain regularity conditions satisfied, any non optimal policy and opponent model can be improved this way and Theorem 1 is
proved.
C.3 Soft Bellman Equation
As we show in Appendix C.2, when the training converges, we have:
pi∗(ai|s, a−i) =
1
α exp(Q
∗(s, ai, a−i))∑
ai exp(
1
αQ
∗(s, ai, a−i))
, (64)
and
ρ∗(a−i|s) = exp(
∑
ai Q
∗(s, ai, a−i)pi∗(ai|s, a−i) + αH(pi∗(ai|s, a−i)) + logP (a−i|s))∑
a−i exp(
∑
ai Q
∗(s, ai, a−i)pi∗(ai|s, a−i) + αH(pi∗(ai|s, a−i)) + logP (a−i|s))
=
P (a−i|s)
(∑
ai exp(Q
∗
soft(s, a
i, a−i))
)α
exp(V ∗(s))
, (65)
where the equality in Eq. 65 comes from substituting pi∗ with Eq. 64 and we define the soft sate value function V pi,ρsoft(s) of
agent i as:
V pi,ρsoft(st) = log
∑
a−it
P (a−it |st)
∑
ait
exp
(
1
α
Qpi,ρsoft(st, a
i
t, a
−i
t )
)α . (66)
Then we can show that
Qpi
∗,ρ∗
soft (s, a
i, a−i)
= rt + γEs′∼ps [(Ea−it+1∼ρ,ait+1∼pi[αH(pi(a
i
t+1|st+1, a−it+1))]−DKL(ρ(·|st+1)||P (·|st+1))]
+ Ea−it+1∼ρ,ait+1∼pi[Q
pi,ρ
soft(st+1, a
i
t+1, a
−i
t+1)])]
= rt + γEs′∼ps [V ∗(s′)]. (67)
We define the soft value iteration operator T as:
T Q(s, ai, a−i) = R(s, ai, a−i) + γEs′∼ps
[
log
∑
a−i′
P (a−i′|s′)
(∑
ai′
exp
(
1
α
Q(s′, ai′, a−i′)
))α]
. (68)
In a symmetric fully cooperative game with only one global optimum, we can show as done in [Wen et al.,
2019], the operator defined above is a contraction mapping. We define a norm on Q-values
∥∥Qi1 −Qi2∥∥ ∆=
maxs,ai,a−i
∣∣Qi1 (s, ai, a−i)−Qi2 (s, ai, a−i)∣∣. Let ε = ∥∥Qi1 −Qi2∥∥, then we have:
log
∑
a−i′
P (a−i′|s′)
(∑
ai′
exp
(
1
α
Q1(s
′, ai′, a−i′)
))α
≤ log
∑
a−i′
P (a−i′|s′)
(∑
ai′
exp
(
1
α
Q2(s
′, ai′, a−i′) + ε
))α
= log
∑
a−i′
P (a−i′|s′)
(∑
ai′
exp
(
1
α
Q2(s
′, ai′, a−i′)
)
exp(ε)
)α
= log
∑
a−i′
P (a−i′|s′) exp(ε)α
(∑
ai′
exp
(
1
α
Q2(s
′, ai′, a−i′)
))α
= αε+ log
∑
a−i′
P (a−i′|s′)
(∑
ai′
exp
(
1
α
Q2(s
′, ai′, a−i′)
))α
. (69)
Similarly, log
∑
a−i′ P (a
−i′|s′) (∑ai′ exp ( 1αQ1(s′, ai′, a−i′)))α ≥ −αε+log∑a−i′ P (a−i′|s′) (∑ai′ exp ( 1αQ2(s′, ai′, a−i′)))α .
Therefore
∥∥T Qi1 − T Qi2∥∥ ≤ γε = γ ∥∥Qi1 −Qi2∥∥, where α = 1.
