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FAILURE OF APPROXIMATION OF ODD FUNCTIONS BY
ODD POLYNOMIALS
JAVAD MASHREGHI, PIERRE-OLIVIER PARISE´, AND THOMAS RANSFORD
Abstract. We construct a Hilbert holomorphic function space H on
the unit disk such that the polynomials are dense in H , but the odd
polynomials are not dense in the odd functions in H . As a consequence,
there exists a function f in H that lies outside the closed linear span
of its Taylor partial sums sn(f), so it cannot be approximated by any
triangular summability method applied to the sn(f). We also show that
there exists a function f in H that lies outside the closed linear span of
its radial dilates fr, r < 1.
1. Introduction and statement of main results
We denote by D the open unit disk, and by Hol(D) the Fre´chet space of
holomorphic functions on D, equipped with the topology of uniform con-
vergence on compact sets. A Hilbert holomorphic function space on D is
a Hilbert space H that is a subset of Hol(D), such that the inclusion map
H →֒ Hol(D) is continuous.
There are many examples of such spaces, including the Hardy space [1, 9],
the Dirichlet space [3], the Bergman space [6], the local Dirichlet spaces [10],
as well as the de Branges–Rovnyak spaces [11]. Most of these spaces contain
the polynomials as a dense subspace.
Our main result is the following surprising theorem. As usual, we say
that a function f is odd if f(−z) = −f(z).
Theorem 1.1. There exists a Hilbert holomorphic function space H on D
such that:
• H contains the polynomials,
• the polynomials are dense in H,
• the odd polynomials are not dense in the odd functions in H.
Moreover, given any positive sequence (ωn)n≥0 such that
∑
n 1/ωn <∞, the
space H can be chosen so that ‖zn‖H ≤ 1 + ωn for all n ≥ 0.
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We shall prove this result in §2, and explore some variants in §3. For
example can we replace the odd functions by the even functions? Can we
apply these ideas to other Hilbert spaces, for instance spaces arising in
Fourier analysis? In the rest of this section, we explore the implications
of Theorem 1.1.
In most spaces, density of polynomials is proved by a direct construction.
For example, in the Hardy space H2, every function f can be approximated
by the partial sums sn(f) of its Taylor expansion. Clearly the sn(f) are
polynomials, and, from the very definition of the H2-norm, we have that
‖sn(f) − f‖H2 → 0 as n → ∞. A similar argument works in the classical
Bergman and Dirichlet spaces.
However, there are spaces H where this simple procedure breaks down,
even though the polynomials are dense. One such space is H = Dζ , the local
Dirichlet space at a point ζ in the unit circle. As in the well-known case of the
disk algebra, there exists a function f ∈ Dζ for which supn ‖sn(f)‖Dζ =∞,
so in particular sn(f) does not converge to f in norm. Just as for the disk
algebra, however, the Cesa`ro means
σn(f) :=
s0(f) + s1(f) + · · · + sn(f)
n+ 1
do always converge to f in norm. For details, we refer to [7].
Even worse is the case when H = H(b), a de Branges–Rovnyak space.
Then it can happen that, even though polynomials are dense, neither the
Taylor partial sums sn(f), nor their Cesa`ro means σn(f) converge to f .
Worse still, the radial dilates fr(z) := f(rz) may tend to infinity in norm as
r → 1−, even though they clearly converge pointwise to f . For details, we
refer to [2].
There is however a general approximation procedure that works in any
Hilbert holomorphic function space H in which the polynomials are dense.
Using the Gram–Schmidt process, we can find an orthonormal basis (pn) of
H consisting of polynomials. If we define Tn : H → H by
Tn(f) :=
n∑
k=1
〈f, pk〉pk,
then (Tn) is a linear polynomial approximation scheme for H, namely a se-
quence of bounded linear self-maps of H with the property that, for every
f ∈ H, the sequence (Tn(f)) consists of polynomials converging to f in the
norm of H. It was shown in [8] that, more generally, every Banach holo-
morphic function space X on D admits a linear polynomial approximation
scheme (Tn), provided that merely polynomials are dense and that X has
the bounded approximation property. It was further shown that Tn can
always be chosen so that deg Tn(f) ≤ n for all n. In view of this, it seems
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reasonable to ask if Tn can be chosen to have the form
(1) Tn(f) =
n∑
k=0
cnksk(f)
for some triangular array of complex numbers (cnk)0≤k≤n<∞. The following
result answers this question in the negative, even in the special case of a
Hilbert holomorphic function space.
Corollary 1.2. Let H be as in Theorem 1.1. Then, despite the fact that
polynomials are dense in H, there exists f ∈ H lying outside the closed
linear span of {sn(f) : n ≥ 0}. Hence there is no sequence of linear maps
Tn : H → H of the form (1) such that ‖Tn(f)− f‖H → 0.
Proof. Let f ∈ H be an odd function not approximable by odd polynomials.
Since the partial sums sn(f) of its Taylor series are odd polynomials, their
closed linear span does not contain f . Evidently this precludes the possibility
of approximating f by polynomials of the form (1). 
The formula (1) describes a so-called triangular summability method. The
conclusion of Corollary 1.2 is that no such method applied to the Taylor
partial sums sn(f) will converge to f in H. For background on summability
methods, we refer to [5].
Exactly the same analysis applies to approximation of f by functions of
the form
(2) Tn(f) :=
∞∑
k=0
cnksk(f),
provided that these series converge in H. This is where the last part of
Theorem 1.1 comes in. We have the following result.
Corollary 1.3. Let H and (ωn) be as in Theorem 1.1. Suppose, in addition,
that the sequence (ωn) is chosen so that limn→∞ ω
1/n
n = 1. Then, despite
the fact that polynomials are dense in H, there exists f ∈ H such that:
•
∑∞
k=0 cksk(f) converges in H whenever lim supk→∞ |ck|
1/k < 1,
• f lies outside the closed linear span of the set of all such series.
Proof. Let f be chosen as in Corollary 1.2. Since
lim sup
n→∞
‖zn‖
1/n
H ≤ lim sup
n→∞
(1 + ωn)
1/n ≤ 1,
elementary estimates give that ‖sk(f)‖ = O(R
k) for each R > 1, and con-
sequently
∑
k≥0 |ck|‖sk(f)‖H < ∞ whenever lim supk→∞ |ck|
1/k < 1. This
establishes the first point, and the second one follows immediately from the
choice of f and the fact every sum
∑∞
k=0 cksk(f) belongs to the closed linear
span of {sk(f) : k ≥ 0}. 
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An important special case of the above is the so-called Abel summa-
tion method, where one takes ck := (1 − r)r
k for r < 1. Clearly we have
limk→∞ |ck|
1/k = r < 1, so Corollary 1.3 applies. A simple calculation gives
that ∑
k≥0
(1− r)rksk(f) = fr,
where fr(z) := f(rz), a radial dilate of f . We thus obtain the following
corollary.
Corollary 1.4. Let H and (ωn) be as in Theorem 1.1, and suppose that the
sequence (ωn) is chosen so that limn→∞ ω
1/n
n = 1. Then, despite the fact
that polynomials are dense in H, there exists f ∈ H lying outside the closed
linear span of its set of radial dilates {fr : 0 < r < 1}.
2. Proof of Theorem 1.1
The proof of Theorem 1.1 is an adaptation of a construction outlined in
[4, Proposition 1.34], where it is attributed to W. B. Johnson. We begin
with the following lemma.
Lemma 2.1. Let (en)n≥0 be the standard unit vector basis of ℓ
2 = ℓ2(Z+).
Let (an)n≥0 and (bn)n≥1 be two sequences of complex numbers. For n ≥ 0,
define {
x2n := e2n,
x2n+1 := e2n+1 − ane2n + bne2n−2,{
y2n := e2n + ane2n+1 − bn+1e2n+3,
y2n+1 := e2n+1,
where, for convenience, we write e−2 := 0. Then (xn, yn)n≥0 is a M-basis
for ℓ2, i.e.,
• it is a biorthogonal system: 〈xn, ym〉 = δnm for all n,m ≥ 0,
• each of the sequences (xn)n≥0 and (yn)n≥0 spans a dense subspace
of ℓ2.
Proof. First we prove biorthogonality. We need to check four cases:
〈x2n, y2m〉 = δnm, 〈x2n+1, y2m+1〉 = δnm,
〈x2n, y2m+1〉 = 0, 〈x2n+1, y2m〉 = 0.
The first three are obviously true. For the fourth one, we calculate:
〈x2n+1, y2m〉 =
〈
e2n+1 − ane2n + bne2n−2, e2m + ame2m+1 − bm+1e2m+3
〉
= amδ2n+1,2m+1 − anδ2n,2m − bm+1δ2n+1,2m+3 + bnδ2n−2,2m
= 0.
To show that (xn)n≥0 spans a dense subspace of ℓ
2, observe that, for
each n ≥ 0, we have e2n = x2n and e2n+1 ∈ span{x2n+1, e2n, e2n−2} =
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span{x2n+1, x2n, x2n−2} (where x−2 := 0). Therefore the span of (xn)n≥0
contains the span of (en)n≥0, so it is indeed dense in ℓ
2. Likewise, for
each n ≥ 0, we have e2n+1 = y2n+1 and e2n ∈ span{y2n, e2n+1, e2n+3} =
span{y2n, y2n+1, y2n+3}, so (yn)n≥0 spans also a dense subspace of ℓ
2. 
Proof of Theorem 1.1. Let (ηn)n≥0 be a sequence such that ηn > 0 and∑
n η
2
n < ∞, to be chosen later. Set an := 1/η
2
n (n ≥ 0) and bn :=
1/ηnηn−1 (n ≥ 1), and let (xn, yn)n≥0 be the M-basis for ℓ
2 constructed
in Lemma 2.1. For x ∈ ℓ2, define
J(x)(z) :=
∑
n≥0
〈x, yn〉
‖yn‖
zn (z ∈ D).
Since ∑
n≥0
∣∣∣〈x, yn〉
‖yn‖
zn
∣∣∣ ≤ ‖x‖∑
n≥0
|z|n =
‖x‖
1− |z|
(z ∈ D),
we see that J(x) ∈ Hol(D) for each x ∈ ℓ2, and J : ℓ2 → Hol(D) is a
continuous linear map. Moreover, since the sequence (yn) spans a dense
subspace of ℓ2, it follows that J is injective. Define H := J(ℓ2), with the
inner product 〈·, ·〉H inherited from ℓ
2. Then the inclusion H →֒ Hol(D) is
continuous, in other words, H is a Hilbert holomorphic function space on
D. Furthermore, since the sequence (xn) spans a dense subspace of ℓ
2 and
J(‖yn‖xn) = z
n for each n, it follows that H contains the polynomials and
that polynomials are dense in H.
We now show that the odd polynomials are not dense in the odd functions
of H. To do this, it suffices to construct f, g ∈ H such that f is odd,
〈z2n+1, g〉H = 0 for all n ≥ 0, yet 〈f, g〉H 6= 0. We do this as follows. Define
u, v ∈ ℓ2 by
u :=
∑
j≥0
ηje2j+1 and v :=
1
η0
e1 +
∑
k≥0
ηke2k,
and set f := J(u) and g := J(v). For each n ≥ 0, the coefficient f̂(2n) of
z2n in the Taylor expansion of f satisfies
‖y2n‖f̂(2n) = 〈u, y2n〉
=
∑
j≥0
ηj〈e2j+1, y2n〉
=
∑
j≥0
ηj〈e2j+1, e2n + ane2n+1 − bn+1e2n+3〉
= ηnan − ηn+1bn+1 = 0.
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Thus f̂(2n) = 0 for all n, and f is an odd function. Also, for each n ≥ 0,
we have
‖y2n+1‖
−1〈z2n+1, g〉H = 〈x2n+1, v〉
= 〈x2n+1, e1/η0〉+
∑
k≥0
ηk〈x2n+1, e2k〉
= 〈e2n+1 − ane2n + bne2n−2, e1/η0〉
+
∑
k≥0
ηk〈e2n+1 − ane2n + bne2n−2, e2k〉
=
{
−ηnan + ηn−1bn, n ≥ 1,
1/η0 − η0a0, n = 0,
= 0.
Lastly, we have
〈f, g〉H = 〈u, v〉 =
〈∑
j≥0
ηje2j+1, (1/η0)e1 +
∑
k≥0
ηke2k
〉
=
η0
η0
= 1 6= 0.
This completes the proof that odd polynomials are not dense in the odd
functions in H.
Finally, we turn to the question of the estimation of ‖zn‖H . Since z
n =
J(‖yn‖xn), we have
‖zn‖H =
∥∥∥‖yn‖xn∥∥∥ = ‖xn‖‖yn‖.
Recalling the construction of xn and yn, we deduce the following estimates:
‖z2n‖H ≤ 1 + |an|+ |bn+1| = 1 +
1
η2n
+
1
ηnηn+1
(n ≥ 0)
‖z2n+1‖H ≤ 1 + |an|+ |bn| = 1 +
1
η2n
+
1
ηnηn−1
(n ≥ 1)
‖z‖H ≤ 1 + |a0| =
1
η20
.
In order to have ‖zn‖H ≤ 1 + ωn for all n, it therefore suffices that
3
η2n
≤ ω2n,
1
η2n+1
≤ ω2n,
3
η2n
≤ ω2n+1,
1
η2n−1
≤ ω2n+1.
To achieve this, we therefore define (ηn) by
η2n :=
3
ω2n
+
1
ω2n−2
+
3
ω2n+1
+
1
ω2n+3
,
with the second term omitted in the case n = 0. The condition that∑
n 1/ωn < ∞ then guarantees that
∑
n η
2
n < ∞, as required. The proof is
complete. 
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3. Variations on a theme
Does Theorem 1.1 hold with even functions instead of odd ones? Cer-
tainly! In fact, the arithmetic structure of the odd/even numbers plays no
real role. As the following result shows, all that matters is that these are
infinite subsets of Z+ with infinite complement.
In what follows, we write f̂(n) for the coefficient of zn in the Taylor
expansion of f . Also, supp f̂ := {n ∈ Z+ : f̂(n) 6= 0}.
Theorem 3.1. Let I be any subset of Z+ such that both I and Z+ \ I are
infinite. Then there exists a Hilbert holomorphic function space H on D in
which the polynomials are dense, but the set of polynomials p with supp p̂ ⊂ I
is not dense in {f ∈ H : supp f̂ ⊂ I}.
Proof. Let σ be a permutation of Z+ taking the odd integers to I and the
even ones to Z+ \ I. Then, repeating the construction in §2 with J defined
by
J(x)(z) :=
∑
n≥0
〈x, yn〉
‖yn‖
zσ(n) (z ∈ D),
we obtain a Hilbert holomorphic function space H with the required prop-
erties. 
Remarks. (i) It is not hard to see that the conditions that I and Z+ \ I be
infinite are both necessary for this theorem to hold.
(ii) The estimate on monomials now becomes ‖zσ(n)‖H ≤ 1 + ωn.
By varying the definition of J , it is possible to embed H in function spaces
other than Hol(D). There are many possibilities. The following theorem
illustrates the general idea in the context of Fourier series.
We write T for the unit circle, L2(T) for the usual space of square-
integrable functions on T, and H2 for the Hardy space, now considered
as a closed subspace of L2(T).
Theorem 3.2. There exists a Hilbert space H continuously embedded in
L2(T) such that
• H contains the trigonometric polynomials;
• the trigonometric polynomials are dense in H;
• the holomorphic polynomials are not dense in H ∩H2.
Proof. Let σ be a bijection of Z+ onto Z mapping the odd integers onto Z+
and the even integers onto Z \ Z+. Then, repeating the construction in §2
with J defined by
J(x)(eit) :=
∑
n≥0
〈x, yn〉
‖yn‖
eiσ(n)t
2n
(eit ∈ T),
we obtain a Hilbert space H continuously embedded in L2(T) with the
required properties. 
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This theorem has the following consequence. Here f̂(k) denotes the k-th
Fourier coefficient of f .
Corollary 3.3. Let H be as in Theorem 3.2. Then, despite the fact that
trigonometric polynomials are dense in H, there exists f ∈ H lying outside
the closed linear span of the functions sn(f) :=
∑n
k=−n f̂(k) exp(ikt).
Proof. Let f be a function in H∩H2 not approximable in H by holomorphic
polynomials. Since f ∈ H2, each of the functions sn(f) is a holomorphic
polynomial, and so their closed linear span does not contain f . 
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