This work investigates the possibility of obtaining isotopic information via the monitoring of the absorption spectra of a gaseous diatomic molecule generated in a graphite furnace and using a high-resolution 
Introduction
Despite its toxicity, chlorine is a widely used industrial commodity. Chlorine is used in many different elds, such as production of chlorinated solvents and other chemicals, water purication, plastics production and pulp and paper manufacture, 1 thus making it necessary to control the presence of this element at trace levels in a wide variety of samples.
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In addition to controlling the elemental content, investigating the isotopic composition of Cl can be of interest in different situations, as it may help, for instance, to track the source or the fate of different Cl species in the environment, or in biological uids, or help in elucidating geochemical processes.
10 Some recent articles, based on the use of different techniques such as gas source mass spectrometry (oen referred to as IR-MS 11 ), thermal ionization mass spectrometry, 12, 13 laser ablation multicollector-inductively coupled plasma mass spectrometry (MC-ICPMS), 14 ion chromatography MC-ICPMS, 15 gas chromatography-MS, 16 and high performance liquid chromatography-MS/MS, 17 have evaluated the isotope content of Cl in different matrices. These techniques rely on the high sensitivity and selectivity of mass spectrometry, which typically requires rigorous sample preparation to avoid matrix interferences.
18
Some interesting alternatives to MS techniques, which may be worth exploring, are appearing in the literature recently. For instance, laser ablation molecular isotopic spectrometry (LAMIS), developed by Russo et al., explores the concept of wavelength isotopic shis between diatomic molecules. 19, 20 This technique can be seen as an evolution of LIBS, but instead of aiming at the monitoring of the emission spectra of elemental species, which are well-known to show very small isotopic variations, its goal is to evaluate and quantify isotopic shis occurring for diatomic molecules, in which one of the atoms is the target analyte. These shis are signicantly larger than their atomic counterparts, 19 thus permitting to determine boron, 19, 21, 22 carbon, 19, 23 hydrogen, 19, 24 oxygen, 19 and strontium 25 isotopes, without requiring extensive sample preparation or a vacuum environment. In principle, not only emission but also absorption could be used to obtain isotopic information. When the goal is to monitor atomic absorption, high-resolution continuum source atomic absorption spectrometry (HR CS AAS) offers very signicant advantages when compared to classic line source instrumentation, 26 such as improved possibilities to detect and correct for interferences and lower limits of detection. [27] [28] [29] [30] [31] [32] In addition, this technique offers enough resolution (down to approx. 1 pm) to quantify different portions of an atomic line; however, even with such an instrument, it is very challenging to detect the small energy variations occurring for different isotopes, owing to a number of well-known factors (i.e., collisional broadening, Doppler and Stark effects) that result in the broadening of the peaks.
So far, only one study has intended to attain isotopic information using HR CS AAS. 33 In such pioneering work, Wiltsche et al. used a ame as the atomizer and tried to take advantage of the large mass difference existing between the two isotopes of B, 10 is still too small to observe two fully resolved peaks with a HR CS FAAS instrument. However, it can still be appreciated that the B absorption prole shis as a function of the boron isotopic ratio: the higher the % of 10 B, the higher the wavelength at which the peak maximum is found. Thus, it is in principle possible to determine the B isotopic composition. Nevertheless, since the isotopic shi of boron is very small, it is necessary to correct for possible instabilities of the monochromator in order to achieve sufficient precision and accuracy, which was done using a suitable internal standard (Fe or Ni) that was monitored in truly simultaneous mode. This approach was found satisfactory to distinguish different enrichment levels of 10 B (within 5%) in steel samples.
There is another advantage of HR CS instrumentation that should not be overlooked. That is the potential to monitor not only atomic but also complex and transient molecular spectra, as generated from a graphite furnace, which offers more sensitivity than a ame as the atomizer. The resulting technique, high-resolution continuum source graphite furnace molecular atomic spectrometry (HR CS GFMAS) opens new ways to determine non-metals, [34] [35] [36] for which it is hardly feasible to get access to their main atomic lines because they are located in the vacuum UV. But the use of HR CS GFMAS can also be benecial for isotopic analysis, because, in the same way as explained before for LAMIS and emission spectrometry, the isotopic shis found when monitoring molecular absorption spectra are expected to be much larger than those found for atomic absorption spectra.
This work aims at exploring this idea, the evaluation of the absorption of diatomic molecules, as a new possibility to acquire isotope data by means of HR CS GFMAS. In order to investigate this new concept, which to the best of our knowledge has not been reported before in the literature, Cl has been selected as the analyte, owing to its relevance, as discussed before. Al has been chosen as the pair to create the AlCl molecule, which will be the target of the HR CS GFMAS monitoring, with the goal of producing isotopic transitions that could be spectrally resolved.
Experimental

Instrumentation
All the AlCl measurements were performed with a high-resolution continuum source atomic absorption spectrometer, ContrAA 700, commercially available from Analytik Jena AG (Jena, Germany). The optical system comprises a xenon shortarc lamp (GLE, Berlin, Germany) operating in "hot-spot" mode as the radiation source, a high-resolution double echelle monochromator (DEMON) and a linear CCD array detector with 588 pixels, 200 of which are used for analytical purposes (monitoring of the analytical signal and BG correction), while the rest are used for internal functions, such as correcting for uctuations in the lamp intensity. More details on this type of instrumentation can be found elsewhere.
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This instrument is also equipped with a transversely heated graphite tube atomizer, pyrolytic graphite tubes, and both automated solid sampling and liquid sampling accessories. In this work, only liquids were introduced in the graphite furnace.
Moreover, an ICP mass spectrometer, NexION 300X (Perkin Elmer, USA) was used to validate the results obtained for the water samples by means of HR CS GFMAS. , and used for an interference study. All the reagents were of analytical grade purity or higher. Finally, two CRM samples with certied Cl levels were analyzed in this work: ION-915, natural water from Lake Superior (lot 1109), and KEJIM-02, so water from Kejimkujik Lake (lot 0914), both available from Environment Canada (Canada). Five mineral water samples were acquired at local stores and analyzed as well.
Standards, reagents and samples
Analysis of the samples
Samples were directly analyzed without any dilution step by means of HR CS GFMAS, using the instrumental parameters shown in Table 1 . Both a calibration curve prepared with ve Cl standards covering the interval 1-10 mg L À1 and isotope dilution (using a spike of 0.509 35 Cl/ 37 Cl molar ratio and a Cl content of 1.09 mmol L À1 ) were used for quantitation.
On the other hand, mineral water samples were also analyzed by means of ICPMS for validation purposes. The ICPMS parameters are shown in Table 2 . In this case, samples were diluted using high-purity water and the calibration curve was constructed using ve Cl standards that covered the interval between 100 and 1000 mg L À1 . In all cases, three different sample aliquots were analyzed.
3 Results and discussion
Cl monitoring by HR CS GFMAS
Theoretical and experimental Cl isotopic monitoring.
Contrary to what occurs with other non-metals such as F, P and S, the number of articles devoted to Cl monitoring by HR CS GFMAS is surprisingly low considering the importance of this element, 36 which probably indicates that its determination is not straightforward. So far, only three articles have reported on the use of this technique to determine Cl. The rst two articles selected AlCl as the target molecule, 4,37 while the most recent one opted for SrCl.
9 In this work, we have selected AlCl, not only because it is a fairly sensitive and stable molecule (bond dissociation energy, 511 kJ mol À1 ), but also because Al is monoisotopic and, therefore, the potential isotopic shi should only obey Cl variations. Furthermore, the isotopic shis observed for this molecule are sufficiently large to be appreciated by means of HR CS GFMAS, as will be proved below. The theoretical isotopic shi can be derived from the equation available in the classic book of Herzberg, 38 in a similar way as described by Russo et al.,
19 as shown below:
where Dn is the isotopic shi in cm
À1
, v is the vibrational quantum number, u e is the harmonic frequency, u e x e and u e y e are the rst and second anharmonic constants, respectively; r ¼ (m/m i ) 1/2 , where m is the reduced mass of the molecule and i corresponds to the heavier isotope. The number of apostrophes denotes the electronic levels (two for the lower one, and one for the upper one) involved in the electronic transition. The only difference with the equation used in ref. 19 is that we observed that, for the AlCl molecule and for the type of transitions investigated in our work (transitions between different vibrational levels), it is necessary to add a third term. In theory, the number of terms is innite, but with these three terms shown above an excellent agreement between theoretical and experimental shis can be obtained (R 2 ¼ 0.99987). Table 3 shows this comparison. The isotopic shi of the 261.418 nm transition could not be observed because the shi is too small for the resolution provided by the instrument (every pixel covers 1.47 pm in this wavelength region). For the rest of the transitions, the difference between the theoretical and experimental shis was always lower than 2%.
It is important to stress that, unfortunately, the isotopic shi is inversely proportional to the sensitivity of the transition. This is probably due to the fact that the higher shis occur for higher vibrational levels, which exhibit a lower population even at the relatively high temperature of a graphite furnace.
In order to better evaluate the potential of these transitions for isotopic analysis, a series of 2D spectra (abs. versus wavelength) were acquired for a Cl solution with a 35/37 molar ratio close to unity (except for Fig. 1B , as will be discussed below). These spectra are shown in Fig. 1 . As previously discussed, Fig. 1A shows that for the 261.418 nm transition only a broad band can be detected, as the signals for the two isotopes are not resolved. This transition is the one typically selected for Cl elemental analysis. 4, 37 The next transition in terms of sensitivity, located at 261.695 nm, still did not show two different peaks, but it could be seen that the peak maximum shis as a function of the isotopic composition. This aspect can be appreciated in Fig. 1B , which compares the signal obtained for a spike enriched in 37 Cl with that occurring for another solution richer in 35 Cl. This is similar to the situation found by Wiltsche et al.
when monitoring atomic lines for B isotopic analysis. 33 The next transition, 261.819 nm (Fig. 1C) (Fig. 1D) shows a better situation, as the peaks, while still not fully resolved, do not seem to overlap sufficiently to inuence the ratio obtained in a signi-cant way, since the ratio of both peaks is close to unity. This spectrum hints for the rst time at the possibility of carrying out isotopic analysis by HR CS MAS with good resolution and in a straightforward manner, as the band head of each Cl isotope is separated, i.e., they act like two different molecules absorbing at different wavelengths. The situation for the next transitions ( Fig. 1E-H) shows an even higher separation between the peaks, but at the cost of a decreasing signal. This can be problematic as the effect of the background structure may begin to affect the ratios obtained. Still, these transitions may be useful for higher Cl levels. For determinations at the mg L À1 level, the transition shown in Fig. 1D was considered as the most suitable and was further used throughout the work.
Optimization of the working parameters.
Once the most suitable wavelength was selected, other aspects were investigated. Two factors that can be critical for the formation of the AlCl molecule in the graphite furnace are (i) the amount of Al added, that should be enough to aim at the maximum Cl conversion into AlCl, and (ii) the amount of the chemical modier added, which may help in stabilizing both Al, and particularly, Cl species. Pd was chosen as the chemical modier and the amount of both Al and Pd were optimized, as shown in Fig. 2 .
Only a small AlCl absorbance variation was observed for Al contents greater than 5 mg (Fig. 2A) . Nonetheless, an amount of 10 mg was chosen for further studies to ensure the correct formation of the AlCl molecule. As for the Pd content (see Fig. 2B ), it is clear that it has a signicant inuence on the AlCl signal. Low Pd levels lead to poor sensitivity, while very high contents also provide a very low signal, probably because AlCl is no longer formed in signicant amounts owing to the strong Pd competition. The optimum values range from 5 to 20 mg of Pd. A value of 20 mg was chosen for further studies.
The temperature program was subsequently optimized as well (see Fig. 3 ). In the presence of Pd, a stable signal was obtained for a pyrolysis temperature of up to 500 C, with good agreement between the theoretical and experimental isotopic ratios. As for the vaporization temperature, a plateau is reached for temperatures of 2100 C or higher. The use of 2200 C guarantees maximum sensitivity, a good peak denition while still preserving the lifetime of the graphite parts. Finally, the AlCl signal obtained for ve very different Cl species (diclofenac sodium, HCl, KCl, NH 4 Cl and NaCl) under these optimum conditions was recorded. The temporal signal proles obtained for Al 35 Cl are shown in Fig. 4 . As can be seen, no signicant difference between them was observed (variations of both the peak area and the peak height were smaller than 6%). The same conclusion was reached for the Al 37 Cl transition. This conrms that the method developed shows potential for the monitoring of Cl isotopes regardless of the particular form in which Cl is found in the samples.
3.2 Quantication of the isotopic shi 3.2.1 Signal evaluation. Traditionally, in GFAAS it is preferable to integrate the absorbance peak along time, as it typically leads to better precision, and it may minimize the inuence of the matrix on the nal result. However, when the aim is to determine the isotopic composition, the situation could be different. Since there is no information on this issue, a study was performed evaluating the signals both in terms of the peak area and of the peak height, and also investigating the optimum number of detector pixels to be considered, which is another parameter that can signicantly inuence the nal result.
39-41 Fig. 5A shows the results obtained during this study of the main ve AlCl transitions for which two separate Al 37 Cl and Al 35 Cl were detected, as discussed in Section 3.1.1.
These results were obtained via analysis of a CRM (NIST 975a) with a certied Cl ratio that is shown in the gure (dotted line). As can be seen, the results for the rst transition evaluated (around 261.82 nm) are biased high. This was expected because the two peaks for Al 37 Cl and Al 35 Cl are not well resolved in this case (see Fig. 1C ). However, the difference with the certied value is lower when the peak height is selected. This difference The values in blue were obtained using the peak area, and the values in green using the peak height, while a lighter color intensity indicates a higher number of detector pixels (1, 3, 5 or 7) selected in both cases. In the case of using the peak height, the absorbance recorded by those detector pixels at the time at which the maximum peak height appears was summed. Error bars represent the standard deviation (n ¼ 5). increases with the number of detector pixels chosen for quantitation (which is logical, because the degree of peak overlap is reduced when less pixels are selected). The precision obtained is also better for the peak height.
The results obtained for the next transition (around 262.24 nm, spectrum shown in Fig. 1D ) are signicantly better, and they are in good agreement with the reference value using both the peak area and the peak height. This is the transition that was initially selected as most promising, and these results conrmed its selection for Cl monitoring at the mg L À1 level.
The following transitions offer results that tend to be biased low. As discussed before, the problem of such transitions is that the sensitivity decreases with every one of them and the inu-ence of the structured background on the ratio becomes more pronounced (see Fig. 1E-G) . This inuence is more signicant when the peak area is selected instead of the peak height, as could be anticipated. The precision, as shown by the error bars, is also signicantly better when using the peak height. Therefore, overall, the use of the peak height seems to be preferable for this type of analysis, and was adopted for further work. As for the number of pixels, it seems to be a critical aspect only if the Al 37 Cl and Al
35
Cl peaks are closely located. As a general rule, a number of 3 pixels was selected (central pixel AE1), but this is a parameter that should be evaluated also depending on the analyte content for every particular situation, as higher contents may lead to peak broadening and a higher chance of spectral overlap.
The precision that can be achieved under these optimum conditions was evaluated by isotope analysis of a solution of NIST 975a with a Cl concentration of 20 mg L À1 . The results obtained aer 20 replicates are shown in Fig. 5B . As can be seen, the typical variation observed for a particular individual isotopic AlCl transition is rather high (approx. 8%), but when isotope ratios are calculated a much better value is obtained, as all the correlated sources of noise are compensated. In this way, a 2% RSD value can be considered as typical for Cl isotopic analysis under these conditions. This value is clearly insufficient if the goal is to monitor natural isotopic variations, which for Cl are expected to be much lower, but it may be enough for performing tracer experiments or to use isotope dilution for calibration, thus opening new possibilities for the HR CS GFMAS technique. Furthermore, it can be stressed that, unlike what occurs with most MS techniques, in which at least correction for the instrumental mass bias is required, the results demonstrate that an accurate ratio, within the uncertainty mentioned above, can be directly obtained without performing any type of correction. 3.2.2 Correction for spectral overlap in the case of high 37/ 35 ratios. Despite the satisfactory results obtained so far for solutions showing a 35 Cl/ 37 Cl molar ratio close to the natural one, when performing tracer experiments or using isotope dilution, ratios that differ from the natural one are oen used. That could represent a potential problem, because the tailing of the Al 37 Cl may inuence the Al 35 Cl signal (see Fig. 1 ) in cases when spikes with a high 37/35 ratio are used. Thus, in order to check the robustness of the method developed, solutions with very different ratios were prepared by mixing different amounts of two reference materials (NIST 975a and ERM-AE642), and their isotope ratio was calculated experimentally by HR CS GFMAS using the optimum parameters discussed before and summarized in Table 1 . The results obtained are shown in Fig. 6A . As can be seen, a very good agreement between theoretical and experimental values was obtained for 37/35 ratios up to 1.5. However, spikes showing a higher 37/35 ratio tend to provide results that are biased low, which indicates a potential overlap, as discussed above. This problem could be solved using signal deconvolution. However, most deconvolution approaches are not really suitable for this particular situation, because they are based on Gaussian or Lorentzian functions, which assume symmetric peak proles. That is clearly not the case in this work, as the peaks show a longer right tail (see Fig. 1 ). Thus, a different model was evaluated to circumvent this problem, following the steps shown in Fig. 7. Fig. 7A shows the initial peak prole, which shows a potential overlap of the Al 37 Cl tail on the Al 35 Cl signal. molecule are removed, and the rest of the data is tted using an asymptotic regression model (Fig. 7C) . Then, nally, the contribution of the Al 37 Cl signal can be subtracted.
Fig . 6B shows the results obtained when this correction is applied to those values with a 37/35 ratio higher than 1.5. As can be seen, a good agreement between theoretical and experimental data is now obtained for the entire interval investigated. Therefore, this model can be considered as suitable for spectral overlap correction.
Ca interference
One of the main differences between HR CS GFMAS and HR CS GFAAS is that the former is more prone to suffer from chemical interferences, because the presence of other elements in the matrix may result in the formation of a molecule different from the target one at some point of the pyrolysis and/or vaporization steps. This fact can affect the absorbance nally obtained and make it difficult to develop a straightforward calibration procedure. Therefore, it is important to choose a target molecule that is stable even at high temperatures, such as the case of AlCl (bond dissociation energy, 511 kJ mol À1 ), to minimize this effect. However, that is not the only issue to consider, because the concentration of the competing species may also play a role. One element that is usually present at high levels in many types of samples and can interact with Cl is Ca (CaCl bond dissociation energy, 409 kJ mol
À1
). Thus, this potential issue was investigated in more detail for varying amounts of Ca. Fig. 8A shows that, indeed, the presence of a high amount of Ca may represent a problem. As can be seen, for low levels of Ca the signal of AlCl is hardly affected. However, for Ca/Cl molar ratios higher than 2, the AlCl signal tends to rise. Even though ultimately the AlCl molecule is formed (which is logical because it is more stable and there is more Al available -10 mg -than Ca), Ca seems to act like a chemical modier, 42 helping in forming AlCl with more efficiency. However, for Ca/Cl ratios higher than 90 the signal for AlCl begins to decrease, until it reaches a point where AlCl is practically not formed owing to the higher availability of Ca atoms.
While it could be interesting to further investigate on the vaporization mechanism of AlCl in the presence of Ca and Pd, such aspect is out of the scope of the present work. What is relevant here is to stress that the presence of a high but unknown amount of Ca in the sample will make it very difficult to obtain accurate results when constructing the calibration curve with aqueous standards, as this element will have a clear impact on the AlCl absorbance nally obtained. Isotope analysis brings a new possibility to circumvent this kind of problem, which so far has been limited to MS techniques. Instead of using the cumbersome standard addition method, or matrix-matched standards, the use of isotope dilution (ID) can help in successfully overcoming this type of interference. In fact, Fig. 8B shows that, despite the high uc-tuations observed for the individual AlCl signal for varying amounts of Ca, the value obtained for the Al 35 Cl/Al 37 Cl ratio remains very stable, which clearly indicates that ID may provide satisfactory results in this case.
Cl determination in water using ID for calibration
To explore the robustness of an ID method in comparison with a conventional calibration strategy, two different natural water CRMs (ION-915 and KEJIM-02) were selected for analysis. For the latter approach, a calibration curve was prepared with 5 points ranging from 1 to 10 mg L À1 . The calibration curve showed a R 2 coefficient of 0.9998, a limit of detection (LOD) of 0.30 mg L À1 and a limit of quantication (LOQ) of 1.0 mg L À1 .
The results obtained for the samples are shown in Table 4 . As can be seen, a result that is in good agreement with the Cl certied value was obtained for KEJIM-02, but the same was not true for the other sample, ION-915, for which a result biased high was found. This fact could be explained considering the Ca/Cl content of the samples, which is much higher in the case of ION-915 (13.7 mg L À1 Ca) than that of KEJIM-02 (0.852 mg L À1 Ca), thus likely inuencing the absolute AlCl absorbance signal, as demonstrated in the previous section. Alternatively, the same samples were also analyzed using the conditions shown in Table 1 and ID for calibration, as described in Section 2.3. The calculations for the ID technique and for the estimation of the LOD are discussed elsewhere. 43 The LOD was estimated to be of 0.25 mg L À1 . As also shown in Table 4 , the concentrations found by means of ID for both samples were in good agreement with the certied values, proving that this calibration technique can circumvent the interference detected in a simple way.
To further test the robustness of the ID approach, ve commercial mineral water samples covering a wide range of Cl levels were also subjected to analysis. The results obtained are shown in Table 5 . As can be seen, an excellent agreement with the expected values (as indicated by the producer in the label) was always attained. No difference could be drawn by means of the t-Student test (95% condence interval). The results obtained by means of ICPMS are also provided as a means of further validation.
Conclusion
This work explores for the rst time the potential of HR CS GFMAS for isotope analysis, focusing on Cl monitoring aer the formation of the AlCl molecule. The results obtained conrm that, by monitoring molecular instead of atomic spectra, it is possible to observe an isotopic shi that is large enough to appreciate two different peaks, each one corresponding to an isotope, which are sufficiently resolved to allow their quanti-cation, regardless of the chemical form in which Cl is present in the sample.
The method developed, based on the addition of Pd and Al, and the monitoring of peak height values, enables the isotopic analysis of Cl at the mg L À1 level with precision values around 2% RSD, not requiring any method for mass bias correction. However, if a spike with a high 37/35 ratio is to be monitored and a spectral overlap is detected, it is necessary to perform a deconvolution to correct for this interference. Furthermore, it was demonstrated that using ID for calibration is feasible in this context and provides a novel -so far only used by MS techniques -and a very powerful strategy to determine Cl in samples in which otherwise chemical interferences are detected, as demonstrated for water analysis. 
