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Abstract - The object of the inscription has a feature  
that  is  difficult  to  recognize  because  it  is  generally  
eroded  and  faded.  This  study  analyzed  the  
performance of CNN using LeNet model to recognize  
the object of year digit found on the relic inscriptions  
of Majapahit Kingdom. Object recognition with LeNet  
model  had  a  maximum  accuracy  of  85.08%  at  10  
epoch in 6069 seconds. This LeNet's performance was  
better than the VGG as the comparison model with a  
maximum accuracy of 11.39% at 10 epoch in 40223  
seconds.
Keywords – LeNet recognition performance; inscription  
digit recognition; CNN performance comparison; VGG  
recognition performance
Abstrak  -  Objek  prasasti  mempunyai  fitur  rekognisi  
yang sulit ditentukan karena umumnya sudah tererosi  
dan  pudar.  Penelitian  ini  menganalisis  unjuk  kerja  
CNN  menggunakan  model  LeNet  untuk  mengenali  
objek  angka  tahun  yang  terdapat  pada  prasasti  
peninggalan  kerajan  Majapahit.  Pengenalan  objek  
dengan model  Lenet  mempunyai  nilai  akurasi  yang  
setiap  epoch  mengalami  peningkatan  sampai  
mendapatkan nilai akurasi maksimal sebesar 85,08%  
pada  10  epoch  dalam  waktu  proses  6069  detik.  
Performansi  LeNet  ini  lebih  baik  daripada  model  
VGG sebagai pembanding dengan akurasi maksimal  
11,39%  pada  10  epoch  dalam  waktu  proses  40223  
detik.
Kata  Kunci  –  Kinerja  rekognisi  LeNet;  pengenalan 
angka  prasasti;perbandingan  kerja  CNN;  kinerja  
rekognisi VGG
I. PENDAHULUAN
Dalam  beberapa  tahun  ini,  penelitian  tentang 
rekognisi  telah  banyak  dilakukan.  Objek  yang 
digunakan  dalam  penelitian  rekognisi  bervariasi, 
misalnya rel kereta  [1], ekspresi wajah  [2], plat nomor 
[3],  tulisan  tangan  [4],  dan  tanda  intonasi  musik  [5]. 
Metode yang digunakan pun beragam, misalnya deteksi 
tepi  [6],  knn  [7] dan  svm  [8].  Metode  tersebut 
memerlukan sebuah fitur dari  objek,  misalnya tekstur, 
warna dan bentuk.
Namun  di  beberapa  kasus,  terdapat  objek  yang 
mempunyai  fitur  yang abstrak.  Fitur  abstrak  biasanya 
ditemukan pada objek yang telah mengalami erosi dan 
pudar.  Objek  tersebut  umumnya  berusia  sangat  tua, 
misalnya prasasti. Convolutional neural network (CNN) 
dapat digunakan untuk mengenali fitur yang abstrak [9], 
[10]. Teknik CNN ini telah digunakan untuk rekognisi 
objek karakter tulisan tangan Mayalam  [11], rekognisi 
karakter  tulisan  Persia  [12],  rekognisi  karakter  tulisan 
angka Bangla [13], rekognisi karakter tulisan Jawa [14], 
rekognisi  karakter  tulisan  Cina  [15] dan  rekognisi 
karakter  tulisan  tangan  Bengali  [16].  Secara  khusus, 
Shokoohi [12] menggunakan algoritma k-SVD sebagai 
ekstraksi fitur non-linear dan CNN. 
Tiap karakter tulisan yang perlu dikenali tersebut di 
atas  mempunyai  fitur  yang  unik.  Selain  itu,  metode 
CNN tersebut membutuhkan arsitektur model yang juga 
beragam.  Penelitian  ini  bertujuan  mengaplikasikan 
model LeNet dalam CNN untuk rekognisi angka pada 
prasasti  angka  tahun peninggalan  kerajaan  Majapahit. 
Performansi  LeNet  ini  dan waktu prosesnya dianalisis 
dan  dibandingkan  dengan  model  VGG  menggunakan 
metode ADADELTA [17].
II. METODE PENELITIAN
Dataset yang  digunakan  dalam  penelitian  ini 
merupakan  citra  angka  pada  prasasti  angka  tahun 
peninggalan Kerajaan Majapahit, seperti sampel dalam 
Gambar 1.  Dataset mempunyai dimensi 224x224 pixel. 
Dataset terdiri dari 10 kelas, yaitu kelas 0,1,2,3,4,5,6,7,8 
dan  9.  Dataset mempunyai  100 gambar  pada  masing-
masing  kelas  sehingga  total  data  yang  dipakai  yaitu 
1000 citra. Dataset ini yang digunakan dalam penelitian 
ini tersedia dalam Lampiran.
Arsitektur  model  yang  digunakan  untuk  rekognisi 
karakter dari citra dataset adalah LeNet. Diagram blok 
model  LeNet  ini  ditunjukkan dalam Gambar  2.  Lenet 
digunakan  menggunakan  ukuran  masukan  sebesar 
32x32x1 dengan menggunakan filter 5x5, 1 strides dan 
0  pool.  Dari  ukuran  matriks  32x32  dilakukan 
pembentukan  matriks  konvolusi  menggunakan 
Persamaan  1  dan  Persamaan  2.  Matriks  konvolusi 
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mempunyai ukuran 28x28. Proses diskretisasi dilakukan 
berdasarkan  sampel  menggunakan  maxpooling2D 
menggunakan  filter  2x2  seperti  ditunjukkan  dalam 
Gambar 2.
Simulasi  model  LeNet  dan  analisisnya  dilakukan 
dengan  menggunakan  ADADELTA  [17].  Metode  ini 
menggunakan penalaan dinamik pada learning rate dan 
stabil pada informasi gradien yang berderau dan mampu 
mendukung  arsitektur  yang  berbeda  dan  variasi 
parameter  sebuah  arsitektur  model.  Uji  performansi 
LeNet  dibandingkan dengan model VGG [18] dengan 
masukan  yang  sama.  VGG  terdiri  dari  16  lapisan 
konvolusional dengan filter konvolusi 3x3. Analisis data 
dilakukan  dengan  membandingkan  hasil  akurasi  dan 
waktu proses dari 2 model dalam pelatihan, yaitu LeNet 
dan VGG (Gambar 4).
III. HASIL DAN PEMBAHASAN
Pengujian model dilakukan dengan cara menjadikan 
dataset gambar angka pada prasasti angka tahun sebagai 
masukan  ke  dalam arsitektur  model  Lenet  dan  VGG. 
Parameter masukan pada arsitektur model menggunakan 
10  epoch, ukuran  batch 32, sampel pelatihan 1000 dan 
sampel  validasi  1000. Dalam penelitian ini  digunakan 
1000 citra pada dataset untuk proses pelatihan dan 1000 
citra  pada  dataset untuk  validasi.  Validasi  digunakan 
untuk melihat  nilai  akurasi  tiap  epoch.  Setelah proses 
pengenalan  oleh  model  selesai,  hasil  dari  pelatihan 
disimpan, yaitu berupa waktu proses dan nilai  akurasi 
per  epoch. Suatu arsitektur  model  dikatakan  baik jika 
nilai akurasi per-epoch mengalami peningkatan. Karena 
metode  CNN  bergantung  pada  penentuan  arsitektur 
model, jika arsitektur model tersebut kurang baik, maka 
hasil nilai akurasi CNN tersebut juga kurang baik. 
Hasil  pengujian  model  LeNet  ditunjukkan  dalam 
Tabel  1.  Model  LeNet  menjalankan  10  epoch  proses 
pelatihan  dalam  waktu  6069  detik  dan  mempunyai 
akurasi  yang semakin meningkat  setiap epoch dengan 
akurasi terbaik sebesar 0,8508 atau 85,08 %. Model ini 
mempunyai  akurasi  yang  lebih  rendah  dibandingkan 
dalam [14] dengan akurasi 94,57% untuk mengenali 20 
kelas karakter huruf bahasa Jawa menggunakan model 
diskriminatif. Akurasi LeNet dengan 10 epoch ini juga 
lebih rendah daripada dalam [15], [16].  Akurasi LeNet 
ini  dapat  meningkat  saat  dilakukan  lebih  banyak 
pelatihan, namun hal ini akan memerlukan waktu proses 
pelatihan lebih lama.
Sebagai  pembanding,  dataset citra  angka  pada 
prasasti  angka  tahun  juga  diuji  coba  dengan 
menggunakan  arsitektur  model  VGG.  Hasil  pengujian 
model  VGG  ditunjukkan  dalam  Tabel  2.  Parameter 
masukan yang digunakan pada  arsitektur  model VGG 
juga sama dengan parameter masukan arsitektur LeNet, 
yaitu menggunakan 10 epoch, ukuran batch 32, sampel 
pelatihan 1000 dan sampel validasi 1000. Model VGG 
Tabel 1. Hasil pengujian dengan LeNet
Epoch Waktu (detik) Akurasi
1 669 0,1381
2 625 0,2460
3 644 0,3690
4 601 0,5192
5 605 0,6441
6 598 0,7208
7 591 0,7550
8 590 0,7803
9 587 0,8185
10 559 0,8508
Jumlah 6069
Tabel 2. Hasil pengujian dengan VGG
Epoch Waktu (detik) Akurasi
1 4086 0,1139
2 4053 0,1008
3 4021 0,1129
4 3978 0,1088
5 4052 0,0998
6 4010 0,1078
7 3978 0,0877
8 4050 0,1018
9 3984 0,0938
10 4011 0,1099
Jumlah 40223
Gambar 1. Contoh citra angka pada prasasti
Input Layer Conv2D MaxPooling2D Conv2D MaxPooling2D
FlattenDenseDropoutDenseDropoutDense
Gambar 2. Diagram blok LeNet
Gambar 3. Visualisasi maxpooling2D
Input Layer
Model LeNet
Model VGG
Kompilasi model 
dengan 
ADADELTA
Simpan dan 
Visualisasi
Hasil
Gambar 4. Alur kompilasi dan pengujian model
Copyright c©2018, JTSiskom, e-ISSN: 2338-0403 Jurnal Teknologi dan Sistem Komputer, 6(3), 2018, 107
menjalankan  10  epoch  proses  pelatihan  dalam  waktu 
40223  detik  dan  mendapatkan  akurasi  yang  tidak 
semakin  meningkat  dengan  maksimal  sebesar  0,1139 
atau 11,39%.
Peningkatan  nilai  akurasi  model  LeNet  dan 
perbandingannya  dengan  model  VGG,  seperti  dalam 
Gambar  4,  menunjukkan  bahwa  model  LeNet  untuk 
CNN ini dapat digunakan dalam rekognisi angka tahun 
prasasti yang fiturnya abstrak seperti dinyatakan dalam 
[9],  [10].  LeNet  ini  dapat  mengenali  angka dari  1000 
sampel citra prasasti dengan akurasi yang baik, seperti 
halnya model-model  dalam [11]-[16],  yang digunakan 
untuk rekognisi  objek-objek abstrak yang lain.  Waktu 
proses pelatihan LeNet juga lebih singkat dibandingkan 
model VGG yang dijadikan pembanding sehingga untuk 
mencapai  akurasi  seperti  [14]-[16]  dapat  dilakukan 
dengan menjalankan proses pelatihan lebih banyak.
IV. KESIMPULAN
Arsitektur  model  LeNet  dapat  digunakan  dalam 
rekognisi angka pada prasasti angka tahun peninggalan 
kerajaan Majapahit dengan nilai akurasi yang semakin 
meningkat  dalam  setiap  epoch  selama  pelatihan  dan 
membutuhkan waktu 6069 detik untuk 10 epoch dengan 
akurasi maksimal 85,08%.
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