In this paper we present a new procedure for nonparametric regression in case of spatially dependent data. In particular, we modify the two-step local linear regression of Martins-Filho and Yao (2009) by introducing information on spatial dependence via a nonparametric estimate of the error covariance matrix. The finite sample performance of our proposed procedure is then shown via Monte Carlo simulations for various data generating processes and its practical usage is illustrated through an application to the familiar crime data set for 49 Columbus neighbourhoods.
Introduction
In the analysis of cross-section data quite often researchers have to face problems of misspecifications arising from dependence across spatially organised observational units. To deal with spatial dependence, the spatial econometric literature offers a number of models, for example the Cliff-Ord type models (Cliff and Ord, 1973) :
where Y is an n × 1 vector, X is an n × p matrix 1 , is a n × 1 vector of innovations, −1 < ρ < 1, −1 < λ < 1, β is a p × 1 vector of parameters and W 1 and W 2 are n × n spatial weights matrices whose w ij elements are non negative when i = j and zero otherwise.
Among the most common specifications derived from model (1) are the Spatial Error Model, when the constraint λ = 0 holds Y = βX + u u = λW 2 u +
and the Spatial Lag Model, when ρ = 0
Asymptotic properties of various (parametric) estimates of λ, ρ and β have been studied. Anselin (1988) demonstrates the inconsistency of the Least Squares estimates of λ and β while Prucha (1998, 1999) show that other estimates, such as Instrumental Variables and Gaussian Maximum Likelihood, are consistent and asymptotically normal.
In this paper, we focus on the nonparametric counterparts of the Spatial Error and Spatial Lag models in (2) and (3). More precisely, we consider the following nonparametric specifications: Y = m(X) + u u = λW 2 u +
and
where m(X) is a smooth function. It is worth noting that the just reported models are in fact nonparametric regressions and, in particular, that model (4) is one such regression with spatial autoregressive error structure.
Nonparametric regression has become quite a standard statistical instrument when the functional form is possibly neither linear nor nonlinear of a specific type. In general, the estimate of this kind of regression can be obtained in correspondence of some fixed points by means of some smoothing methods. One of the most commonly adopted estimation techniques is the local constant estimator (LCE, hereafter), also known as Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964) :m (x) = n j=1 K(
where h is the bandwidth, the parameter that controls the degree of smoothness.
Under the hypothesis of independent and indentically distributed error terms, the LCE is consistent and, under further conditions, it is also asymptotically normal. In addition, Robinson (2008 Robinson ( , 2009 ) derives consistency and asymptotic theory for this estimator when errors are affected by dependence of various types, among which stationary error terms on a lattice of arbitrary dimension as well as error terms generated by a spatial autoregression. It is worth noting that Robinson (2009) only considers linear forms of spatial dependence, therefore excluding the mixing ones.
As highlighted by Martins-Filho and Yao (2009) , most asymptotic results for the LCE estimator in case of dependent errors are unfortunately contingent on the assumptions made on the covariance structure and it is not possible to generalize their application to different parametric structures. Stimulated by this lack of generality, attention within the nonparametric literature has focussed on estimators that, by incorporating the information contained in the error covariance structure, outperform, both asymptotically and in finite samples, traditional 3 nonparametric ones. Here, we specifically draw on the work by Martins-Filho and Yao (2009) who establish a set of sufficient conditions for the asymptotic normality of the local linear estimator (LLE)
whereX w = n j=1 K(
when the error correlation structure is as general as possible. Building on this, we propose a two-step procedure for nonparametric regression with spatially dependent data that does not require a priori parametric assumptions on spatial dependence; information on its structure is actually drawn from a nonparametric estimate of the errors spatial covariance matrix.
The structure of the paper is as follows. In the Section 2 we discuss the theoretical undepinnings of our procedure whose detailed description is given in Section 3. In Section 4 we present our finite sample experiment and the results while in Section 5 we provide an empirical illustration on how to apply our method. Details regarding the implementation of the Monte Carlo experiment are reported in the Appendix.
A theoretical framework for nonparametric regression with dependent errors
Within the econometric literature on nonparametric regression, several authors (for example, Xiao et al., 2003; Lin and Carroll, 2000; Ruckstuhl et al., 2000; Wang, 2003) study possible extensions to settings in which errors can be correlated and heteroschedastic. In all these instances, however, a specific parametric structure for the dependence must be assumed beforehand. Differently from these, Martins-Filho and Yao (2009) (hereafter MFY) develop a two-step procedure whose asymptotic validity is proved under rather general covariance structures.
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More formally, MFY consider the following nonparametric regression:
where the error term u is such that E(u i ) = 0, ∀i = 1, ..., n, and
Under assumptions A1-A5 (Martins-Filho and Yao, 2009; page 311) , MFY demonstrate in Theorem 2 the asympotic normality and convergence rate of the traditional LLE of model (8).
In particular, assumptions A1, A2 and A5 provide the standard regularity conditions for the kernel function, assumption A3 guarantees, as n → ∞, the convengence of the weighted average of the diagonal terms of the error covariance while assumption A4 disciplines the mixing form of dependence therein considered.
In addition, MFY observe that the traditional LLE of (8),m, does not exploit the information contained in the error term correlation structure. To improve its performance they therefore suggest a two-step procedure that incorporates this information in order to yield spherical error terms. More in detail, let Ω(θ 0 ) denote the n × n matrix with elements ω ij and P (θ 0 ) be a n × n matrix such that Ω(θ 0 ) = P (θ 0 )P (θ 0 ) . Now, by defining the new regressand
, MFY replace the original regression with the following
where the error terms = P −1 (θ 0 )u are now spherical by construction. The new estimator, m(X), is simply the LLE of (9). With the additional assumption A6 (Martins-Filho and Yao, 2009 ; page 313), constraining the nature of the stochastic process u to be a linear transformation of i.i.d. processes, MFY showm(X) to represent an improvement overm(X) in terms of efficiency (Theorem 3). As is usual in the literature on two-stage nonparametric regression, undersmoothing in the first stage is required in order for the bias from the first stage estimator to be smaller than the leading bias coming from the second stage.
It is particularly important to emphasise is that Z is not observed as it depends on m(X) and P (θ 0 ) that are both unknown. To overcome this obstacle, MFY propose a feasible version of them(X) estimator. This estimator,ṁ(X), is based on an observed regressandŻ = P −1 (θ)Y + (I n − P −1 (θ))m(X) in which, compared to Z, a pilot local linear estimatem(X) is used in place of m(X) and P (θ) in place of P (θ 0 ). The authors also provide an asymptotic result (Theorem 4) guaranteeing that, as long as a consistent estimateθ is plugged in the expression P (θ 0 ), the feasible estimatorṁ(X) is asymptotically equivalent tom(X).
Among the forms of dependence assumed to obtain these theoretical results, however, spatial dependence has not been treated. For this reason Martin-Filho and Parmeter (2009, hereafter MFP) modify MFY's assuption set. On the one hand, the error term is then supposed to possess a spatial covariance matrix such that the weighted average of the main diagonal elements converge as n → ∞; on the other, spatial mixing conditions are imposed as in Jenish and Prucha (2009) . Coherently with this modified assumption set, MFP derive a version of MFY's two-step estimator that is able to handle spatial dependence and prove that its feasible version, in which unobserved are substituted by estimates, is asymptotically equivalent.
A new procedure for nonparametric regression with spatially dependent errors
In this Section we describe a new procedure for nonparametric regression with spatially dependent errors whose theoretical background is represented by the two-step nonparametric regression presented in the previous Section. Peculiar features of our procedure are that the spatial covariance matrix is estimated nonparametrically starting from a direct representation of spatial dependence and that the bandwidth in the second step regression is chosen by exploiting information on spatial dependence.
Nonparametric estimation of a spatial covariance matrix
A commonly adopted approach to express the elements of a generic spatial covariance matrix Ω is through a direct representation of the dependence as some function of the distance separating 6 locations l i and l j . In such an instance
defines the spatial autocovariance function and
defines the spatial autocorrelation function, where d ij is the distance between locations i,j and f (.) is a decaying function such that 
where K is a kernel function, a is a bandwidth andρ ij is the sample correlation
in whichz = 1/n n l=1 z l is the sample mean.
Starting from the estimator in (12), BF (2001) opt, as a smoother, for a cubic B-spline
where d denotes a generic measure of distance, given that this smoother adapts better to irregularly spaced data and produces a consistent estimate of the covariance function (Hyndman and Wand, 1997) . However, since the estimatorρ(l i , l j ) must be not only consistent but also positive semidefinite, and this is not necessarily guaranteed by the estimator in equation (12), BF make use of a Fourier-filter method . More specifically, they first calculate the Fourier transform ofρ(l i , l j ), then set to zero all negative excursions of the transformed function and, finally, obtain a nonparametric positive semidefinite estimate of the spatial correlation function by backtransformation.
3.2 Bandwidth choice through spatial statistics Ellner and Seifu (2002) , herafter ES, suggest a so-called Residual Spatial Autocorrelation (RSA) method to select the bandwidth h in a nonparametric regression making use of residuals spatial dependence. The logic here is rather intuitive: in case of unfitted structure, two nearby residuals tend to show a greater degree of similarity (on average) than two randomly chosen residuals. So, when residuals exhibit spatial correlation in the space defined by the independent variables, this signals that the model is not capturing all the structure in the data and a different bandwidth should be preferred.
To quantify spatial dependence, in direct analogy with the the familiar Durbin Watson test in time series data, ES make use of Moran's I statistic to test for the null hypothesis of no spatial dependence in the residuals
where w ij are the elements of a spatial weight matrix and e i are the residuals with i, j = 1, . . . , n.
From an operational point of view, according to the RSA method, an appropriate value for the bandwidth can therefore be chosen as follows: i) select a grid of possible values for 8 the bandwidth h; ii) compute Moran's I on the residuals from each alternative value of h; iii)
plot these as a function of h and then choose the value of h such that I matches its expected value. In other words, if a good specification for the model is reached, a reasonable value for the bandwidth is the one that guarantees that the index does not reveal spatial dependence in the residuals.
A new procedure
Analogously to MFY and MFP, we aim at estimating model 8
working under the following assumptions:
i (x) represents the r-th order derivative of f i (x) evaluated at x and f
Assumption 3.3 Let v ij be the i, j element of the spatial covariance matrix of error terms u
where d ij is the distance between locations i,j and f (.) is such that
Now, let D n a finite subset of the infinite countable lattice D ∈ R v , α k,l,n (r) be the α-mixing coefficients,ᾱ k,l (r) = sup n α k,l,n (r),ᾱ 1,1 (m) a non-increasing sequence of mixing coefficients and
Assumption 3.4 (x i , u i ), i = 1, . . . , n is an α-mixing process whose mixing coefficients α k,l,n (r) satisfy: (i) lim k→∞ sup n sup i∈Dn 
Assumption 3.5 There exists a sequence of positive integers satisfying s n → ∞ and s n = o √ nh n for a bandwidth sequence h n such that (nh
Assumption 3.6 The r-th order derivative of m(x), m (r) (x) satisfies m (r) (x) < C for all x and r = 1, 2.
Assumptions 3.1, 3.2, 3.5 and 3.6 define a standard framework for kernel regression; Assumptions 3.3 and 3.4 instead describe the form of dependence in the errors. It is worth noting that the spatial α-mixing error structure traced out through these assumptions is quite general and naturally includes Cliff-Ord type models.
The procedure we develop is a two-stage procedure that differs from existing ones in the fact that the consistent estimate of the variance-covariance matrix needed to yield spherical residual is obtained through a nonparametric estimator. Specifically, the variance-covariance matrix is estimated through the spatial correlogramm proposed by BF since, once the hypotheses for the existence of the spatial correlation function are met, no further assumptions on the form of spatial dependence are required.
Our procedure can be described as follows:
0. Pilot fit: estimate m(X) with a local polynomial smoother, where the bandwidth is in fact a nearest neighbour smoothing parameter such that the width of each smoothing neighbourhood covers some percentage of the data. As for the degree of the polynomial, we consider p = 0, 1. Thus the local constant and the local linear estimators are effectively used. The output isû = Y −m(X).
1. Nonparametric covariance matrix estimation: using the spline correlogram, obtainV , the estimated spatial covariance matrix ofû.
Final fit: run the following modified regression
, L is obtained by taking the Cholevsky decomposition ofV and e = L −1 u is a spherical error term. The bandwidth is chosen through a modified version of the RSA criterion. In particular, the adaptations we introduce to the original RSA criterion are:
• space is meant in geographical sense rather than in the variables' domain sense;
• the choice of h is made by minimising the p-value instead of solving the equation I(h) = 0 as originally suggested by ES; additionally, note that inference on Moran's I is based on an empirical distribution obtained by randomly reshuffling the residuals (permutation approach).
It is worth emphasising that, since Nonparametric Spatial Lag models as in equation (5) always have a Spatial Error representation
it follows that our procedure can be usefully applied to these models as well. In what follows, therefore, we assess the finite sample performance of the procedure generating data from both types of models.
Monte Carlo study
This Section describes a Monte Carlo experiment 3 that aims at showing, via simulations, the finite sample performance of our procedure in comparison with other estimation methods, both parametric and nonparametric, that do not take the presence of spatial dependence into account.
3 The code has been written in Matlab (Matlab 7.7.0, R2008b).
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The comparison is done in order to show the effective improvement in regression estimation results when spatial dependence is not neglected.
We carry out the Monte Carlo experiment for Spatial Error and Spatial Lag Models, considering both linear and nonlinear specifications. To begin with Spatial Error Models, the performance of all estimators is thus compared for linear specifications
and nonlinear ones
where β = 1, X ∼ N (100, 1), m(X) = sin(2X)+2e −2X 2 and ∼ N (0, 1). The distance matrix is based on euclidean distances computed over spatial coordinates generated as independent draws from U (0, 1000). The spatial weights matrix is obtained as a k-nearest neighbours contiguity matrix, where k=10% of the number of observations; 4 we label this parameter k-data. The estimation methods we use are: our procedure, implemented both with a local constant (SNP0) and a local linear (SNP1) estimator; the traditional local constant and local linear estimators (NP0 and NP1 respectively); the Ordinary Least Squares (OLS) estimator.
In all nonparametric estimates we employ a Gaussian kernel. As far as the bandwidth parameter is concerned, we set it to 30% of the data in all traditional local regressions. In addition, we label h p the bandwidth in the pilot estimates of both SNP0 and SNP1 and we set it to 5% of the data. As discussed in Section 2, this latter choice is motivated from the fact that, since our procedure consists of two subsequent estimates, the bandwidth of the pilot estimate needs to be small in order to avoid the mean bias to pile up.
The motivation behind the choice of this value is exaustively discussed in the Appendix. 5 Possibles effects of the choice of the bandwith value on the estimates are investigated in the Appendix.
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The last parameter to be considered is the share of nearest neighbours in the spatial weight matrix involved in the RSA criterion (k-RSA) that we set equal to k-data.
6
The Monte Carlo experiment is then entirely repeated for Spatial Lag Models. In particular,
we consider a linear data generating process
and a nonlinear one
where m(X) and all other features of the experiment are as in the Spatial Error counterpart of the experiment. Finally, since our ultimate aim is to estimate a nonparametric regression with spatial dependence free residuals, we evaluate the performance of all estimators by applying spatial dependence diagnostics to regression residuals: using the Moran's I test, performance is then expressed through the rejections percentage of the null hypothesis of spatial independence in all residuals sets. The idea is that the better the estimate, the more dependence is captured bŷ m(X), the lower the share of simulated sets in which the Moran's I null hypothesis is rejected.
The I statistics significance (α = 0.05) is established using 999 random permutations.
The results of the experiment are reported in Tables 3.1 Overall, the results are promisingly good and, it should be emphasised, this is true both for Spatial Error and Spatial Lag models. In other words, in line with our expectations, the procedure proposed in this paper appears to be fully capable of dealing with spatial dependence due to a lag in the dependent variable as well.
Before going through the results, however, note that the use of the output of Moran's I test to express performance can be at times misleading as the test's response depends on how the spatial weight matrix is built. More specifically, it has been shown (Anselin and Rey, 1991 ) that the power of the Moran's I test tends to decrease with the increase of the nearest neighbours percentage k (labelled k-test). The Appendix then describes an auxiliary Monte
Carlo experiment run to determine the level of k-test such that the power is high enough for the percentage of rejections of the null hypothesis to be a proper indicator of the real performance of the estimators. The results suggest that in the present context also k-test should be set to 10%; consequently, this is the value employed throughout the experiment whenever a spatial weight matrix is required.
From all the tables it can immediately be seen that nonparametric methods (NP0, NP1, SNP0, SNP1) work in general better than OLS as they tend to reject less often the null hypothesis of spatial independence in the residuals. This holds true for both linear and nonlinear specifications, but is less evident in the former case as, for linear m(X), the OLS represents a rival very difficult to beat. Among nonparametric methods, SNP procedures visibly outperforms the traditional polynomial regressions; for both polynomial degrees (p = 0, 1), SNPs appear able to detect the spatial structure and consequently to estimate m(X) leaving no spatial dependence in the residuals.
As expected, the best performances of the SNP procedures are obtained for 0 ≤ λ ≤ 0.4. This is particularly evident in the nonlinear case where the percentage of rejections does not exceed 0.05 even when λ reaches 0.4. Obviously, the highest rejection percentages are found when λ = 0.8. However, it must be emphasised that the percentages achieved by SNP procedures are considerably lower than those obtained by other methods. Moreover, the case λ = 0.8 requires a special comment as it is the only one in which the performance of SNPs do not improve with the sample size. The explanation of this occurrence is that for very high values of λ, spatial dependence is very likely to remain in the residuals and it becomes increasingly recognizable as the sample size gets larger.
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Empirical illustration
In this Section we present an empirical illustration based on Anselin's Columbus neighbourhood crime data set (Anselin, 1988 ) that consists of data on residential burglaries and vehicle thefts per thousand households (Y), mean housing value (X 1 ) and mean household income (X 2 ) for 49 neighbourhoods in Columbus, Ohio, in 1980. We estimate the following nonparametric regression
using our procedure where the kernel function is the bivariate Gaussian and h p =0.03 which is the smallest possible percentage value for the bandwidth since the corresponding nearest neighbour set consists of just one unit.
In order to implement the RSA criterion and to carry out the final diagnostics on the residuals with the Moran's I, we consider the following (row-standardised) spatial weights matrices: W 1 , obtained as a k-nearest neighbour matrix where k is equal to 4 as in LeSage and Parent (2007); W 2 , obtained as a k-nearest neighbour matrix where k is equal to 5, a value that corresponds to the average number of contiguous neighbourhoods; W 3 , a first-order border contiguity matrix; W 4 , a distance-based matrix whose elements are equal to the inverse of squared distance when regions are within a threshold corresponding to the first quartile of the distances distribution and zero otherwise.
Irrespective of the spatial weights matrix, the RSA criterion always returns the same bandwidth for the final regression (h f inal = 0.05); a graphical representation of the obtained estimate is reported in Figure (1) . It is interesting to observe that for a large section of the geometric space spanned by (X 1 ) and (X 2 ), the relationship appears to be weakly negative. In contrast, the evident peak in the surface suggests the presence of a strong concentration of recorded crimes in neighbourhoods with low income households (X 2 < 12) and middle valued houses [35, 60] ).
In table 6 we report the results of the Moran's I test on the residuals of the nonparametric regression using the 4 spatial weights matrices listed above. As we can notice, the null hypothesis of spatial independence is always accepted at the nominal level of 5%.
Conclusions
In this paper we propose a new procedure for nonparametric regression in case of spatially dependent data, labelled SNP. Along the lines of MFY (2009) The original contribution provided by the procedure is twofold:
1. the estimation of the regression residuals' spatial covariance matrix, required to obtain a modified regression with spherical residuals, is obtained on the basis of a direct representation of spatial dependence;
2. the information concerning spatial dependence is exploited also when choosing the bandwidth parameter to be used in the second step regression.
We study the finite sample performance attained by the procedure through an extensive Monte Carlo experiment whose results suggest that the SNP procedure seems able to estimate nonparametric regressions quite satisfactorily, especially when the ability of traditional methods is hampered by the presence of spatial dependence. This result holds true both for Spatial
Error and Spatial Lag specifications so that the SNP procedure thus appears to represent a quite flexible tool. Moreover, as emphasised by the empirical illustration, the SNP procedure is also rather easy to implement.
In order to explain the value chosen for some parameters of the finite sample experiment presented in Section 4, in this Appendix we report the results of an auxiliary Monte Carlo exercise. In particular, this is done to clarify the set of criteria adopted for the choice of:
• the nearest neighbours percentage in the weight matrix used in the data generating process (k-data), in the RSA criterion (k-RSA) and in the Moran's I test for the final diagnostics (k-test)
• the bandwidth parameter in the pilot estimate (h p ) of our procedure Secondly, we explore how the choice of the bandwidth parameter h p affects the estimator's behaviour. In particular, we consider two values for this parameter. In the first case, h p is set to 0.30, i.e. the same value employed in NP0 and NP1 procedures. Additionally, as commonly done in two-step nonparametric estimates, we introduce a strong level of undersmoothing in the first stage by setting h p =0.05.
Results are reported in Tables A.1-A.12. To begin with, it can be observed that when k-RSA and k-test are identical and, above all, equal to k-data, the Moran's I works with the best information and this minimises the risk of deriving misleading conclusions in terms of estimators' performance. This is in line with the results reported by Florax and Rey (1995) , according to whom the power of a test on spatial dependence increases when the connectivity function used in the test specification matches that of the data generating process.
As for the choice of k-data, it has been noted (Anselin and Rey, 1991) that the Moran's I test has lower power in more connected spatial configurations (i.e., as k-data increases). Moran's I empirical probability of rejections 
