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Gröbner basisThree-way arrays (or tensors) can be regarded as extensions of the traditional two-way data matrices that
have a third dimension. Studying algebraic properties of arrays is relevant, for example, for the Tucker
three-way PCA method, which generalizes principal component analysis to three-way data. One impor-
tant algebraic property of arrays is concerned with the possibility of transformations to simplicity. An
array is said to be transformed to a simple form when it can be manipulated by a sequence of invertible
operations such that a vast majority of its entries become zero. This paper shows how 3 × 3 × 3 arrays,
whether symmetric or nonsymmetric, can be transformed to a simple form with 18 out of its 27 entries
equal to zero. We call this simple form the “knight's move pattern” due to a loose resemblance to the
moves of a knight in a game of chess. The pattern was examined by Kiers, Ten Berge, and Rocci. It will
be shown how the knight's move pattern can be found by means of a numeric–algebraic procedure
based on the Gröbner basis. This approach seems to work almost surely for randomly generated arrays,
whether symmetric or nonsymmetric.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
Tucker [15] proposed an extension of component analysis to
three-way arrays. Given an array X of order I × J × K, Tucker's
three-way PCA finds component matrices A (I × P), B (J × Q), C







is aminimum,whereX is the I × JKmatrix holding theK frontal slices of
X, G is the P × QRmatrix holding the R frontal slices of G, ′ denotes the
matrix transpose operator, and ⨂ is the Kronecker product.
As already noted by Tucker, the three-mode PCA model is not
uniquely determined. Without loss of fit, the slices of the core can
be premultiplied by S′, postmultiplied by T and linearly combined
by (elements from the columns of) U, provided that A, B, and C
are postmultiplied by the inverse transformations (S′)−1, (T′)−1,
and (U′)−1, respectively. This means that transforming the matrix ver-
sionG of the core into S′G(U⊗T) is allowed, for any nonsingular S, T, and+31 50 363 6304.
, j.m.f.ten.berge@rug.nl
Choulakian).
rights reserved.U. Throughout this paper we will use the term “Tucker transformation”
to refer to this type of mathematical operation.
Kiers et al. [6] pointed out that the non-uniqueness of the core can
be suppressed by imposing constraints. Specifically, they examined


















holding at least 18 zero elements. Because there is a loose resemblance
to the moves of a knight in a game of chess, this pattern is called the
knight's move pattern (KMP). Kiers et al. [6] showed that any three
nonsingular matrices S, T, and U, transforming G to S′G(U⊗T) while
preserving the 18 zeros, are almost surely (rescaled) permutationma-
trices. This means that a Tucker three-way PCA with constrained core
(2) has the property of essential uniqueness, just like Candecomp/
Parafac [1,4].
The KMP (2)wasfirst used by Rocci ([8], Eq. (13)). The samepattern
was later rediscovered by a numerical procedure called Simplimax [5].
Originally, Simplimax allows rotating (i.e., Tucker-transforming) a
core array to a simple pattern (i.e., a pattern with many zeros), when
that is possible, after specifying the desired number of zeros (but not
their positions). A modified version of Simplimax also allows fixing
the desired target array. Monte Carlo studies using Simplimax indicate
that random arrays of order 3 × 3 × 3 admit a Tucker transformation
11J.N. Tendeiro et al. / Chemometrics and Intelligent Laboratory Systems 129 (2013) 10–14to the form (2) in most cases. This means that amodel involving Eq. (2)
as a core will often be a tautology, because the constraints need not be
active.
The KMP also drew attention in other contexts. Firstly, it was
treated by Wong [16] in the context of loglinear modeling. In addi-
tion, it was discussed by Rocci and Ten Berge [9] as an example of
how the transformational freedom of the core can be used to attain
a vast majority of zero elements. For many other examples, extreme
forms of simplicity (many zero elements) that were first discerned
with the help of Simplimax were given a solid footing by deriving
closed-form solutions for the simplifying Tucker-transformation
matrices, for example, Murakami et al. [7], Rocci and Ten Berge
[9], Ten Berge and Kiers [10], and Tendeiro et al. [14]. For the KMP
(Eq. (2)), however, nothing has been achieved so far. The present
paper is aimed at filling this gap to some extent. For fully random
(nonsymmetric) 3 × 3 × 3 arrays, it will be shown how a Tucker

















However, when the slices of the initial array G are symmetric in at


















Each of these cases will be discussed in separate sections.
2. Fully random arrays
Suppose we have a 3 × 3 × 3 array G, consisting of three slices Gi,
i = 1, 2, 3. We may premultiply all slices by the same nonsingular
matrix S′, postmultiply them by the same nonsingular matrix T, and
mix the slices by elements from the columns of a 3 × 3 nonsingular
matrix U, as will be specified in Eq. (5) below. Then a new array H
can be obtained, with slices
Hi ¼ S′ u1iG1 þ u2iG2 þ u3iG3ð ÞT; ð5Þ

















with the * standing for free parameters, andH3 a diagonalmatrix. This is
not exactly the KMP but differs from it by permuting columns 2 and 3 of
the slices and by switching slices 1 and 3, for reasons to be explained















5, the question can equivalently be phrased as
how to obtain, when that is possible, new slices H1 = P, H2 = P2D,
and H3 = E, with D and E diagonal matrices, to be chosen freely. Ob-
serve that the three nonzero entries of H1 can be constrained to unity
by rescaling the lateral slices of H (by multiplying the first, second,
and third lateral slices of H by 1/H1(2,1), 1/H1(3,2), and 1/H1(1,3),respectively). Define the slices we get when only the slabmix U is at
work as
Wi ¼ u1iG1 þ u2iG2 þ u3iG3; ð7Þ
i = 1, 2, 3. Define A = W1−1W2, B = W1−1W3, and C = W2−1W3.
Result 1. For a Tucker transformation to the KMP to exist it is neces-
sary and sufficient that there is a real nonsingular matrix U such that
tr Að Þ ¼ tr A−1
 
¼ tr Bð Þ ¼ tr B−1
 
¼ tr Cð Þ ¼ tr C−1
 
¼ 0: ð8Þ
Proof. Clearly, if the desired solution exists, we can permute and
rescale it to have S′W1T = P, S′W2T = P2D, and S′W3T = E. From
(S′W1T)−1S′W2T = P′P2D = PD we see that
A ¼ TPDT−1: ð9Þ
From (S′W1T)−1S′W3T = P′E we see that
B ¼ TP′ET−1: ð10Þ
From (S′W2T)−1S′W3T = D−1PE we see that
C ¼ TD−1PET−1: ð11Þ
Above, two columns of the slices in the KMP were initially per-
muted. This was done to enable working with a permutation P that
has diagonal zero. Because P has diagonal zero, so do PD in Eq. (9),
P′E in Eq. (10), and D−1PE in Eq. (11). It follows that A, B, C, and
their inverses have trace zero. Therefore, the six trace zero equations
of (8) must be satisfied if the desired S, T, and U exist. This proves the
necessity of the condition.
To prove sufficiency, suppose we can solve the six equations of Eq.
(8), which are independent of S and T, for a real U. Then we obtain
real matrices Wi, i = 1, 2, 3, see Eq. (7), and real matrices A, B, and C,
see Eqs. (9), (10), and (11), respectively. Next, it can be verified that
ABCB ¼ TPDP′ET−1TD−1PET−1TP′ET−1 ¼ T PDP′ED−1PEP′E
 
T−1
is an eigenequation because PDP′ED−1PEP′E is a diagonal matrix. Be-
cause ABCB is real, and its eigenvalues are real, we can find T (real) as a
matrix of eigenvectors of ABCB. Finally, we find S from S′ = PT−1W1−1.
Upon evaluating S′WiT, i = 1, 2, 3, final permutations and rescaling will
yield the KMP. □
Details of the method of finding U, T, and S will be given in
Appendix A (the program is written in Maple language). Unfortunate-
ly, a proof that the necessary and sufficient condition is satisfied al-
most surely has evaded us. However, numerical evidence to that
effect is amply available, as will now be explained.
A Monte Carlo study with 1000 random arrays was performed.
The entries of each array were uniformly drawn from the set of inte-
gers between −5 and 5; singular frontal slices were discarded and
resampled until all three frontal slices were nonsingular. The proce-
dure took around 34 min to complete using Maple 13 on a Linux ma-
chine with a 3.40 GHz processor and 8 Gb of RAM. Results revealed
an essentially unique solution throughout. In fact, six solutions ap-
pear, which differ in permutations. So a unique solution seems to
exist almost surely, in line with the uniqueness result of Kiers et al.
[6]. The fact that all cases seem to admit a KMP, where Simplimax in-
dicated success in most (but not all) cases, is new. Apparently,
Simplimax sometimes needs more random starts than have been
used in past studies. For instance, 2000 random starts are sometimes
not enough. An additional advantage of the present approach is that
its solution is exact. Simplimax minimizes a least squares function
12 J.N. Tendeiro et al. / Chemometrics and Intelligent Laboratory Systems 129 (2013) 10–14that attains values of zero in varying decimal places. The zeros we get
from Maple are exact zeros.
3. Using the Gröbner basis to solve the system of linear equations
We start by observing that the system of six equations of Eq. (8)
admits degenerate solutions which are of no practical use for the cur-
rent problem (e.g., with rows of U identically equal to zero). A sev-
enth equation (const ∗ Det(U) −1 = 0) was therefore added to
prevent solutions with U singular. We set u11 = u12 = u13 = 1 for
identification purposes, without loss of generality.
A general recipe for solving the system of seven equations in closed
form has evaded us. Instead, we used a numerical procedure to estimate
a solution based on the Gröbner basis with lexicographic order, see for
instance Choulakian [2] and Cox et al. ([3], Ch. 2). The Gröbner basis
of a set of polynomials is typically another set of polynomials which:
(1) share the same roots with the original polynomials, and (2) are
much easier to solve forwith respect to the unknownsusing an elimina-
tion procedure. In the context of our problem, while finding the zeros
of the original polynomials was revealed as unfeasible, it turned out
to be very easy to find u21, …, u33 as zeros of the polynomials in the
Gröbner basis of {trace(A), trace(A−1), trace(B), trace(B−1),
trace(C), trace(C−1), const ∗ Det(U) −1}.
4. When slices are symmetric
When slices of G are symmetric in one direction, an initial Tucker
transformation exists that renders the array fully symmetric, of the
form
Gs ¼















(see Ten Berge and Sidiropoulos ([11], p. 406) or Tendeiro ([13], p.
76)). Because this array is fully symmetric, and so is the targeted pat-
tern Hs of (4), Tendeiro conjectured that a Tucker transformation of
Gs to Hs might involve S = T = U. This will now be proven.
Result 2. When a fully symmetric array like Eq. (12) can be transformed
to a KMP that is also fully symmetric, we have S = T = U, except for sign
changes, almost surely.
Proof. Let the columns of U define linear combinations G1*, G2*, and
G3* of the three frontal slices of Gs. Let Hi = S′Gi*T, i = 1,2,3, be the
frontal slices of the fully symmetric array H that has the KMP. Then
the symmetry of Hi implies symmetry of (T′)−1S′Gi*, i = 1,2,3. De-
fine N = (T′)−1S′. The symmetry of NG1*, NG2*, and NG3* implies
nine equations, that can be translated into orthogonality of the vec-
tor n, holding the rows ofN stacked below each other, to the columns
of a 9 × 9 matrix that is constructed according to the method of Ten
Berge and Stegeman ([12], Eq. (4)). In our case, using Eq. (12), that
matrix is
−1 −1 0 −1 −1 0 −1 −1 0
−1 −1 0 −1−y −1 0 −1 −1 0
−1 −1 0 −1 −1 0 −1 −1−z 0
1þ x 0 −1 1 0 −1 1 0 −1
1 0 −1 1 0 −1 1 0 −1
1 0 −1 1 0 −1 1 0 −1−z
0 1þ x 1 0 1 1 0 1 1
0 1 1 0 1 1þ y 0 1 1






Almost surely, the only vector orthogonal to the columns of this ma-
trix is the vector holding the columns of I3 or −I3. It follows that S = Tor S = −T. The same method can be used to prove that S = U up to
sign. □
Inspection of 1000 cases where the procedure was applied to ar-
rays with symmetric slices revealed that this is indeed what happens.
In fact, a different procedure based on equality of S, T, and U was also
derived and proved equally successful. Details are available upon re-
quest but will not be given here because the general procedure for
fully random arrays, discussed in Appendix A, also handles the cases
of symmetric arrays.
The Tucker transformation for symmetric arrays does not immedi-

















with h1, h2, and h3 different, arises consistently. Transforming form















Pre and postmultiplying the slices of Eq. (13) by Dh, and mixing

























where h = h1h2h3. Multiplying these slices by h1/3 yields an array like
Eq. (13) but with parameters h1, h2, and h3 rescaled to h1/3, which
yields a solution of the form (4). This shows that we may set h1, h2,
and h3 equal to their geometric mean without loss of generality. The
bottom line is that, almost surely, a (partially) symmetric 3 × 3 × 3
array seems to admit a Tucker transformation to an array that has
18 zeros and that depends on a single parameter. This can be viewed
as a “canonical form” for such arrays. It is not known if this form gen-
eralizes to higher order symmetric arrays.
5. An example
We illustrate the general procedure with an example (the results can
















with frontal slices G1, G2, and G3. We can compute Wi = G1 + u2iG2 +
u3iG3 (i = 1, 2, 3), A = W1−1W2, B = W1−1W3, and C = W2−1W3; ob-
serve that these matrices are functions of u21, u22, u23, u31, u32, and u33.
It is now possible to construct the seven polynomials of which the six u
variables (plus the variable that suppresses singularity of U) are the de-
sired solutions. The roots of the polynomials from the associated Gröbner
basis are:
u21 ¼ −:6758206016 u22 ¼ :5539638606 u23 ¼ :08965478826
u31 ¼ −:3839477779 u32 ¼ :9137741095 u33 ¼ −:9539026181:
ð17Þ
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The simplified array [H1|H2|H3] = S′[G1|G2|G3] (U⊗T) is now


























Final permutation and rescaling transformations to simple form
(3) are now easy to perform.
6. Simplifying 6 × 3 × 3 arrays
Rocci and Ten Berge [9] have shown that Tucker transformations
to simplicity for a P × Q × R array may also be used to simplify a
P × Q × (PQ − R) array. They gave an example of how to simplify a
3 × 3 × 7 array by using the results that simplified the “complemen-
tary” 3 × 3 × 2 array. Likewise, having obtained a solution to simplify
3 × 3 × 3 arrays (nonsymmetric), we can now simplify 3 × 3 × 6 ar-
rays. Specifically, start by rewriting a given 3 × 3 × 6 array G into a
9 × 6 matrix G⁎ by vectorizing rowwise each 3 × 3 slice of G. Next,
compute the 9 × 3 orthogonal complement of G⁎, say G⁎c, which is
a vectorized form of a 3 × 3 × 3 array. Using the main result in this



















As a final step, compute H⁎, the 9 × 6 orthogonal complement of
H⁎c:
H ¼
0 −e=d 0 0 0 −f=d
0 0 −b=a −c=a 0 0
−1 0 0 0 −1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0






where H⁎ is the vectorized version of the 3 × 3 × 6 array H, which is
the simple form of G.Now, observe that (G⁎c)′G⁎ = 0 implies
U′ Gc
 ′ S⊗Tð Þ S⊗Tð Þ−1G ¼ Hc
 ′ S⊗Tð Þ−1G ¼ 0
so the columns of H⁎c are orthogonal to the columns of (S⊗T)−1G⁎,
and therefore the columns ofH⁎ are in the column space of (S⊗T)−1G⁎.
Hence, there exists an M (6 × 6) such that (S⊗T)−1G⁎M has zeros in
the same places as H⁎. It is easy to find M as the inverse of the
lower 6 × 6 submatrix of (S⊗T)−1G⁎. This shows how to trans-
form a 6 × 3 × 3 array to simplicity, having only 12 nonzero
elements.
A practical illustration of the procedure just described might be help-






























































It is easy to verify that the orthogonal complement of G⁎, Gc, is
given by Eq. (16). Hence, a simple form for G can be computed as
(S⊗T)−1G⁎M, where S and T are respectively given by Eqs. (18)
and (19), and M is the inverse of the lower 6 × 6 submatrix of
(S⊗T)−1G⁎. The final result is
0 −:2986 0 0 0 −:4517
0 0 −4:5108 −:5713 0 0
−1 0 0 0 −1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0






which is a simple form with only 12 nonzero elements.7. Discussion
Solving the equations that imply the KMP for (partially) symmetric
3 × 3 × 3 arrays seems possible almost surely. What is missing is a
proof that our six equations admit a real solution almost surely. We
have merely observed that it never seems to fail for random data,
with or without constraints of symmetry.
The simplicity results for 3 × 3 × 3 arrays (18 zeros) and for
3 × 3 × 6 arrays (42 zeros) do give a vast majority of zeros. However, it
is not knownwhether these results aremaximum simplicity results. Con-
ceivably, these arrays admit Tucker transformations that yield evenmore
zeros.Appendix A. Maple code for solving the system of seven equations
The first part of the code shows how to find the Gröbner basis for
the set of seven polynomials of interest, for a given array.
14 J.N. Tendeiro et al. / Chemometrics and Intelligent Laboratory Systems 129 (2013) 10–14Next, variables u21 through u33 can be extracted from the Gröbner
basis by an elimination procedure:
At this point U is available. Finding matrices S and T can be done as
follows:The slices of the rotated array in simple form are given by the
commands:
Finally, it remains to perform rescaling and permutations to iden-
tify matrices H1, H2, and H3 with the simple form of Eq. (3).
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