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DETERMINANTAL QUINTICS AND MIRROR SYMMETRY OF
REYE CONGRUENCES
SHINOBU HOSONO AND HIROMICHI TAKAGI
Abstract. We study a certain family of determinantal quintic hypersurfaces
in P4 whose singularities are similar to the well-studied Barth-Nieto quintic.
Smooth Calabi-Yau threefolds with Hodge numbers (h1,1, h2,1) = (52, 2) are
obtained by taking crepant resolutions of the singularities. It turns out that
these smooth Calabi-Yau threefolds are in a two dimensional mirror family
to the complete intersection Calabi-Yau threefolds in P4 × P4 which have ap-
peared in our previous study of Reye congruences in dimension three. We
compactify the two dimensional family over P2 and reproduce the mirror fam-
ily to the Reye congruences. We also determine the monodromy of the family
over P2 completely. Our calculation shows an example of the orbifold mirror
construction with a trivial orbifold group.
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1. Introduction
Quintic hypersurfaces in the projective space P4 have been invaluable testing
grounds for the interesting mathematical ideas coming from the string theory. This
has been for long since the historical discovery of an exact solution of N=2 su-
perconformal field theory/string theory and its profound relations to the quintic
hypersurfaces [Gep]. The idea of mirror symmetry of Calabi-Yau manifolds, for
example, has been verified first by translating a special involution in the set of
N=2 theories into some operation, now-called orbifold mirror construction, in the
algebraic geometry of quintic hypersurfaces [GP], [Yau], and also the surprising ap-
plications of the mirror symmetry to Gromov-Witten theory have been started from
the Hodge theoretical investigations of the mirror quintic hypersurfaces [CdOGP].
In this paper, we will be concerned with certain special types of quintic hypersur-
faces in P4 which are called determinantal quintics. The determinantal quintics are
interesting not only from the viewpoint of the mirror symmetry but also from the
viewpoint of the classical projective geometry. In fact these quintics have appeared
in our previous study of the so-called Reye congruences in dimension three [HT],
where a beautiful interplay between the mirror symmetry and the classical projec-
tive geometry has been observed. Historically, Reye congruences represent certain
Enriques surfaces, called nodal Enriques surfaces [Co], [Ty], and their study goes
back to the 19th century, where the term ‘congruence‘ arose in relation to the ge-
ometry of the Grassmannian G(2, 4). They naturally come with K3 surfaces which
admit fixed point free involutions. In dimension three, the corresponding Reye con-
gruences turn out to be Calabi-Yau manifolds with non-trivial fundamental groups
[Ol], and they also come with Calabi-Yau threefolds equipped with fixed point free
involutions which we call covering Calabi-Yau threefolds of the Reye congruences.
In our previous work [HT], we have studied the mirror symmetry of the three
dimensional Reye congruences through the covering Calabi-Yau threefolds using
the methods in the toric geometry [BaBo]. In this paper, we will reconsider the
mirror symmetry based on the orbifold mirror construction and will observe that
the projective geometries of certain singular determinantal quintics come into play
in an interesting way. Also we find that, in our case, the so-called orbifold group
is a trivial group, Gorb = {id}. The last property naturally leads us to a problem
that how is the mirror involution in the corresponding N=2 string theory realized
in such cases, although we will not discuss the problem in this article.
The construction of this paper is as follows: In the next section we will summarize
the geometries of the Reye congruences following the previous work. There, after
setting up the notation and the problems in details, we describe the main results
of this paper. In Section 3, we calculate the topological Euler numbers of certain
(singular) determinantal quintic hypersurfaces. In Section 4, we describe the details
about the calculations of some Euler numbers needed in Section 3. In Section
5, we will obtain the mirror family to the covering Calabi-Yau threefolds of the
Reye congruences. In Section 6, we will determine completely the monodromy
properties of the mirror family. Taking the fixed point free involution into account,
we construct the mirror family to the Reye congruences. In Section 7, we will
discuss some geometry of the singular Hessian quintics.
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2. Backgrounds and summary of main results
2.1. Three dimensional Reye congruences. Let us consider the product P4×P4
of the complex projective spaces with its bi-homogeneous coordinate ([z], [w]). We
consider a generic complete intersection X˜0 of five (1, 1) divisors in the product. In
terms of the bi-homogeneous coordinates, X˜0 may be written by f1 = · · · = f5 = 0
in P4×P4, where we set fk := tzAkw with 5× 5 matrices A1, ..., A5 over C. When
Ak are generic, X˜0 defines a smooth Calabi-Yau threefold with its Hodge numbers
h11(X˜0) = 2, h
21(X˜0) = 52. Despite this simple descriptions, X˜0 has interesting
birational geometries which we summarize in the following diagram:
(2.1)
X˜0
π2

❄❄
❄❄
❄❄
❄❄
X˜2
p1
⑧⑧
⑧⑧
⑧⑧
⑧⑧ p2
  ❇
❇❇
❇❇
❇❇
❇
Z2 X˜
♯
0 ,
where Z2 and X˜
♯
0 are determinantal quintics defined by
Z2 =
{
[w] ∈ P4 | det(A1wA2w...A5w) = 0
}
,
and
X˜♯0 =
{
[λ] ∈ P4λ
∣∣∣∣det( 5∑
k=1
λkAk
)
= 0
}
,
respectively, and X˜2 is defined by
X˜2 =
{
[w]× [λ] ∈ P4 × P4λ|Aλw = 0
}
, where Aλ =
5∑
k=1
λkAk.
P4λ is the projective space defined from the C-vector space spanned by the matrices
Ak(k = 1, ..., 5). The maps π2 and pi (i = 1, 2) in the diagram (2.1) are defined
by the natural projections; the projection to the second factor P4 × P4 → P4
for π2, and the projections from P
4 × P4λ to the first and the second factors for
pi (i = 1, 2), respectively. As we can see in the definitions, both Z2 and X˜
♯
0 are
quintic hypersurfaces in the respective projective spaces, and X˜2 is a complete
intersection of five (1, 1) divisors in the product P4×P4λ. When the matrices Ak are
generic, the both Z2 and X˜
♯
0 determine generic determinantal varieties in P
4 and
P4λ, respectively. Generic determinantal varieties are known to be singular along
codimension three loci, where the matrices have corank two (see [HT, Lemma 3.2]
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for example). In our case, the degree of the singular loci is 50. Hence generic Z2
and X˜♯0 are singular at 50 points, where the rank of the relevant matrices decreases
to three, and actually these consist of 50 ordinary double points [ibid. Proposition
3.3]. We also note that X˜0 and X˜2 are birational but not isomorphic in general
[ibid. Sect.(3-2)].
The geometries of X˜0 and X˜
♯
0 in the above diagram fit well to the classical
projective duality, since the projective dual (P4×P4)∗ to the Segre variety P4×P4 →֒
P24 is naturally given by the determinantal variety in the dual projective space
(P24)∗ and X˜♯0 is given by a linear section of this determinantal variety. Based on
this, in [ibid. Sect. (3-1)] we have called the determinantal quintic X˜♯0 as the Mukai
dual of X˜0.
The diagram (2.1) shows further interesting properties if we require the matrices
Ak to be symmetric. When we identify these symmetric matrices with quadrics in
P4, the projective space P4λ is nothing but the 4-dimensional linear system of the
quadrics spanned by Ak, which we denote by P = |A1, A2, ..., A5|. In general, an
n-dimensional linear system of quadrics in Pn is called regular if it is base point free
and satisfies a further condition [Co], [Ty]. In our present case, for a regular linear
system of quadrics P = |A1, A2, ..., A5|, we have a smooth Calabi-Yau threefold
X˜ = X˜0 which admits a fixed point free involution; σ : ([z], [w]) 7→ ([w], [z]). Unlike
the 2-dimensional case, this involution preserves the holomorphic three form and
we obtain a Calabi-Yau threefold X = X˜/〈σ〉, which is called a Reye congruence
in dimension three [Ol]. X has the Hodge numbers h1,1(X) = 1, h2,1(X) = 26 and
degree 35. Corresponding to the diagram (2.1), we have
(2.2)
X˜
""❋
❋❋
❋❋
❋❋
❋❋
/〈σ〉

U
||②②
②②
②②
②②
②
##●
●●
●●
●●
●●
Y
2:1

X S H .
Here we have adopted the historical notations S and H for the determinantal va-
rieties of symmetric matrices; S will be called the Steinerian quintic and H the
Hessian quintic. These belong to the special families of the previous determinan-
tal quintics Z2 and X˜
♯
0, i.e., the Steinerian quintic is defined by the equations
det(Aw) = 0 with Aw := (A1wA2w...A5w) and similarly for the Hessian quintic
with Aλ. However, for the generic regular linear system P , Aw is not symmetric
while Aλ is. Due to this, S has generically 50 ordinary double points while H is
singular along a (smooth) curve of genus 26 and degree 20. In our previous work,
guided by the calculations from mirror symmetry, we have found:
Theorem ([HT, Theorem 3.14]) There exists a double covering Y of the Hessian
quintic H branched along the singular locus, which is a smooth curve of genus
26 and degree 20. Y is a smooth Calabi-Yau threefold with the Hodge numbers
h1,1(Y ) = 1, h2,1(Y ) = 26 and degree 10 with respect to OY (1).
An explicit description of the covering Y will be given in Definition 7.6 and
Remark 7.8.
We can observe an interesting projective duality behind the diagram (2.2). This
time the projective dual we start with is the dual (Sym2P4)∗ associated to the
embedding Sym2P4 →֒ P14 by the Chow form. This duality has quite similar prop-
erties to that of the Grassmannians under G(2, n) →֒ P 12n(n−1)−1, which appeared
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in [Ro], [BoCa], [Ku]. Observing this similarity, and also from the mirror symmetry,
it has been conjectured that the Calabi-Yau threefolds X and Y in the diagram
have the equivalent derived categories of coherent sheaves although they are not
birational (see [Hor], [JKLMR] and references therein for physical arguments on
this).
Our main objective in this paper is to construct ’the mirror diagrams’ to the two
diagrams (2.1) and (2.2). For this, we start with the orbifold mirror construction
of X˜0.
2.2. Orbifold mirror construction of X˜0. Orbifold mirror constructions in gen-
eral consist of the following three main steps: Given a generic complete intersection
Calabi-Yau manifold (CICY) in a product of (weighted) projective spaces, we first
consider it in its deformation family. Then, secondly we try to find a suitable spe-
cial family of the generic deformation family. In general, we encounter singularities
in the generic members of the special family. We may seek crepant resolutions of
them at this point or defer them to the next step since crepant resolutions may not
exist at this point. As the third step, we try to find a suitable finite group Gorb
which acts on generic fibers of the family and preserves holomorphic three forms
on them. Gorb is required to have the property that we have the mirror relations in
the Hodge numbers when we take the quotient (orbifold) of the generic fibers and
after making crepant resolutions of the singularities, if any.
Apart from the hypersurfaces of Fermat type in the weighted projective spaces
[GP], [Ba], the existence of the suitable special family and also Gorb is based on
case-by-case studies for general CICY’s (see [BeH] for Calabi-Yau hypersurfaces of
non-Fermat type).
In our case of the complete intersection X˜0, we first consider the following special
(two dimensional) family of the complete intersection:
z1w1 + a z2w1 + b z1w2 = 0, z2w2 + a z3w2 + b z2w3 = 0,
z3w3 + a z4w3 + b z3w4 = 0, z4w4 + a z5w4 + b z4w5 = 0,(2.3)
z5w5 + a z1w5 + b z5w1 = 0,
where a and b are the parameters of the family. In what follows in this paper, by
fk=
tzAkw (k = 1, .., 5) we represent the above defining equations, i.e., we set
A1 =
(
1 b 0 0 0
a 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
)
, A2 =
(
0 0 0 0 0
0 1 b 0 0
0 a 0 0 0
0 0 0 0 0
0 0 0 0 0
)
, A3 =
(
0 0 0 0 0
0 0 0 0 0
0 0 1 b 0
0 0 a 0 0
0 0 0 0 0
)
,
A4 =
(
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 b
0 0 0 a 0
)
, A5 =
(
0 0 0 0 a
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
b 0 0 0 1
)
.
We consider the above family over (C∗)2 by taking (a, b) ∈ (C∗)2, and denote by
X˜sp0 a general fiber of this family. This special form of the defining equations has
been chosen so that period integrals of X˜sp0 calculated in terms of fk reproduce
the period integrals from the toric mirror construction [BaBo], [HKTY], see Sect.6.
The validity of this choice will be confirmed by the mirror symmetry among the
Hodge numbers (see Theorem 5.17).
We may consider the restriction X˜sp0 |(C∗)8 of X˜sp0 to (C∗)4 × (C∗)4 ⊂ P4 × P4.
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Proposition 2.1. The restriction X˜sp0 |(C∗)8 is smooth for generic (a, b) ∈ (C∗)2
and becomes singular when the following discriminant vanishes:
(2.4) dis(X˜sp0 |(C∗)8) =
4∏
k,l=0
(µk a+ µl b+ 1), (µ5 = 1, µ 6= 1).
Proof. The form of the discriminant follows from the Jacobian ideal by eliminating
the homogeneous coordinates of the projective spaces. To implement the restric-
tion to (C∗)4 × (C∗)4 ⊂ P4 × P4, we impose additional relations z1z2z3z4z5 = 1
and w1w2w3w4w5 = 1 to the Jacobian ideal. The eliminations may be done by
Macauley2 [GS]. 
In the sections 5.1 and 5.2, we will derive the following property (see Proposition
5.3 for details):
Proposition 2.2. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.4), the
complete intersection X˜sp0 is singular along 20 lines of A1-singularity which intersect
at 20 points. Local geometries about the intersections are classified into two types,
which we call (3A1,U1) and (2A1,U2), with the 20 points being split into 10 points
for each.
We determine the singular loci above essentially by the Jacobian criterion, how-
ever straightforward calculations do not work since the Jacobian ideal turns out to
be complicated. We avoid this complication by studying the singular loci of the
determinantal quintics which are naturally associated to X˜sp0 (see the next subsec-
tion). Detailed analysis will be given in Sect.5. There, the type of the singularities
and also the configuration of them will be determined (see Fig.5.1). The configu-
ration of the singular loci, consisting of 20 lines of A1-singularity, is similar to the
Barth-Nieto quintic studied in [BaN] (see also [HSvGvS]). While the local geometry
(3A1,U1) has the corresponding geometry in the Barth-Nieto quintic, the geometry
(2A1,U2) (and also (∂A1,U3) which will be introduced in Sect. 5) is new in our
case. For the resolution of the singularities, as in [BaN] (see also [HSvGvS]), we
start with the blowing-up at the 10 points of (3A1,U1) singularity and continue the
blowing-up along the strict transforms of the lines in the prescribed way in Sect.5.
Then we finally obtain the following result:
Main Result 1. (Theorem 5.11, Theorem 5.17) For (a, b) ∈ (C∗)2 with non-
vanishing discriminant (2.4), there exists a crepant resolution X˜∗0 → X˜sp0 with the
Hodge numbers:
h1,1(X˜∗0 ) = h
2,1(X˜0) = 52, h
2,1(X˜∗0 ) = h
1,1(X˜0) = 2.
Namely, the resolution X˜∗0 is a mirror Calabi-Yau threefold to X˜0. In particular,
we have a trivial finite group Gorb = {id} for the orbifold mirror construction.
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2.3. Special determinantal quintics Zsp2 and X˜
sp,♯
0 . As in the diagram (2.1), we
obtain two determinantal quintics Zsp2 and X˜
sp,♯
0 from X˜
sp
0 , which can be arranged
into the following diagram:
(2.5)
X˜∗0 // X˜
sp
0
!!❇
❇❇
❇❇
❇❇
❇
X˜sp2
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
""❊
❊❊
❊❊
❊❊
❊
Zsp2 X˜
sp,♯
0 ,
where we define X˜sp2 as X˜2 in (2.1). The first determinantal quintic Z
sp
2 is defined
by the map π2 : X˜
sp
0 → Zsp2 associated with the projection to the second factor
P4 × P4 → P4. The defining equation det(A1wA2w...A5w) = 0 is given by the
following quintic:
(2.6)
det

w1 + bw2 0 0 0 aw5
aw1 w2 + bw3 0 0 0
0 aw2 w3 + bw4 0 0
0 0 aw3 w4 + bw5 0
0 0 0 aw4 w5 + bw1

= a5w1w2w3w4w5
+
(
w1 + bw2
)(
w2 + bw3
)(
w3 + bw4
)(
w4 + bw5
)(
w5 + bw1
)
.
Similarly, the second determinantal quintic X˜sp,♯0 is defined by det(
∑
k λkAk) = 0
with
(2.7)
det

λ1 bλ1 0 0 aλ5
aλ1 λ2 bλ2 0 0
0 aλ2 λ3 bλ3 0
0 0 aλ3 λ4 bλ4
bλ5 0 0 bλ4 λ5

=
(
1 + a5 + b5
)
λ1λ2λ3λ4λ5
+ a2b2
(
λ1λ
2
2λ
2
4 + λ2λ
2
3λ
2
5 + λ3λ
2
4λ
2
1 + λ4λ
2
5λ
2
2 + λ5λ
2
1λ
2
3
)
− ab(λ1λ2λ3λ24 + λ2λ3λ4λ25 + λ3λ4λ5λ21 + λ4λ5λ1λ22 + λ5λ1λ2λ23).
Proposition 2.3. The singular loci of Zsp2 are in P
4 \ (C∗)4 for generic (a, b) ∈
(C∗)2, i.e., the restriction Zsp2 |(C∗)4 of Zsp2 to the torus (C∗)4 ⊂ P4 is smooth.
Zsp2 |(C∗)4 becomes singular for a, b on the discriminant {dis(Zsp2 |(C∗)4) = 0} ⊂
(C∗)2, where
(2.8) dis(Zsp2 |(C∗)4) = a5
4∏
k,l=0
(µk a+ µl b+ 1) (µ5 = 1, µ 6= 1).
Similar restriction X˜sp,♯0 |(C∗)4 of X˜sp,♯0 is smooth for generic (a, b) ∈ (C∗)2 and
becomes singular for the values on the discriminant {dis(X˜sp,♯0 |(C∗)4) = 0} ⊂ (C∗)2,
where
(2.9) dis(X˜sp,♯0 |(C∗)4) =
4∏
k,l=0
(µk a+ µl b+ 1)×
4∏
k=0
(a− µkb)2 (µ5 = 1, µ 6= 1).
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Proof. As in Proposition 2.1, we impose the restrictions to (C∗)4 by adding the
equations w1w2...w5 = 1 or λ1λ2...λ5 = 1 to the Jacobian ideals. By the elimina-
tions, we obtain the claimed forms of the discriminants. 
X˜sp2 is defined by special forms of five (1, 1)-divisors in P
4×P4λ.We can verify that
the restriction to the tori (C∗)8 = (C∗)4 × (C∗)4 is smooth and has the following
form of the discriminant:
(2.10) dis(X˜2|(C∗)8) =
4∏
k,l=0
(µk a+ µl b+ 1), (µ5 = 1, µ 6= 1).
Proposition 2.4. 1) For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.8), the
determinantal quintic Zsp2 is singular along 5 coordinate lines, each of them is of
A2 type, and singular also along 10 lines of A1 singularity. These lines intersect at
15 points. 2) For (a, b) ∈ (C∗)2 with nonvanishing (2.9), the determinantal quintic
X˜sp,♯0 is singular along 5 coordinate lines, each of which is of A3 type, and singular
also along 5 additional lines of A1 singularity. These lines intersect at 10 points.
Proof. We present the details of 1) in Sect. 5 and Fig. 5.1. The property of 2) is
obtained in 7.3 (see Fig. 7.1). 
The complete intersections X˜sp0 and X˜
sp
2 give partial crepant resolutions of Z
sp
2
and X˜sp,♯0 , respectively. In fact, all the singularities along the 15 lines in Z
sp
2 are
(partially) resolved to the singularities of A1 type along the 20 lines in Proposition
2.2. The similar property also holds for the projection X˜sp2 → X˜sp,♯0 (cf. Fig. 7.1).
Precisely, the crepant resolution X˜∗0 of X˜
sp
0 (claimed in Main Result 1) is valid
for (a, b) ∈ (C∗)2 being away from the zero-loci of the discriminant (2.4) in (C∗)2.
It is easy to see that X˜sp0 with two different values of (a, b) and (µ
ka, µlb) (µ5 = 1)
are isomorphic to each other by a simple coordinate change. Based on this, we
introduce the affine variables x = −a5, y = −b5 to have a smooth family over
(C∗)2 ∋ (x, y), which will be compactified to a family over P2 (see Sect. 6).
Main Result 2. (Propositions 6.6, 6.7, 6.8) Let X˜∗ be the family of Calabi-Yau
manifolds X˜∗0 over P
2, and consider the period integrals of the family. Then, the
integral and symplectic basis of the period integrals are generated by the cohomology-
valued hypergeometric series defined in [Ho2, Conj. 2.2] and [Ho1, Prop.1].
We remark that our crepant resolution X˜∗0 → Xsp0 is valid also for a = b ∈ C∗
as far as we have non-vanishing discriminant (2.4). Hence we can consider the
restriction of the family X˜∗ over P2 to a family over {x = y} ∼= P1 and have the
following properties:
Main Result 3. (Proposition 6.9) Over the ’diagonal’ {x = y} ∼= P1, except
x = y = 132 , the family X˜
∗ → P2 admits a fiberwise fixed point free involution
found in [HT, Prop. 2.9]. By taking the fiberwise unramified quotient under this
involution over P1, we obtain the mirror family X∗
P1
of the Reye congruence X. In
particular, the period integrals and the monodromy matrices from Main Result 2
reproduce the previous results obtained in [HT, Prop. 2.10, 3)].
We summarize the geometries of the generic fiber X∗ of X∗
P1
→ P1 as follows:
8
(2.11)
X˜∗0 //
/Z2

X˜sp0
!!❈
❈❈
❈❈
❈❈
❈
Usp
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
""❉
❉❉
❉❉
❉❉
❉
X∗ Ssp Hsp ,
where Ssp and Hsp are the special forms of the Steinerian quintic and the Hessian
quintic defined by (2.6) and (2.7) with a = b, respectively.
We close this section noting some properties of the Hessian quintic Hsp. When
a = b, the discriminant (2.9) of the Hessian Hsp vanishes. In Sect.7, we will explain
this (Proposition 7.3) by observing that an elliptic normal quintic appears as a new
component of the singular loci of X˜sp,♯0 when a = b. There we will also discuss that
the Hessian quintic Hsp admits a double covering Ysp ramified along its singular
loci. From the mirror symmetry considerations given in [HT], it is expected that
there is a crepant resolution Y ∗sp of Ysp which gives a mirror Calabi-Yau threefold
Y ∗(= Y ∗sp) to the Y of the Reye congruence X . Namely we expect that the pair
(X,Y ) of Calabi-Yau manifolds associated with the Reye congruence is mirrored to
another pair (X∗, Y ∗) of the mirror Calabi-Yau manifolds. Here Y ∗ can be either
birational to X∗ or a Fourier-Mukai partner to X∗. Both cases are consistent with
the homological mirror symmetry [Ko]. The construction of Y ∗sp is left for future
study.
3. The Euler numbers e(Zsp2 ) and e(X˜
sp,♯
0 )
In this section, we determine the Euler numbers of the determinantal quintics.
Since these quintics are singular, we invoke to a topological method. We assume
that (a, b) ∈ (C∗)2 is away from the zero of the discriminant (2.8) and (2.9), re-
spectively, for the determinantal quintics Zsp2 and X˜
sp,♯
0 .
3.1. Euler number e(Zsp2 ). We compute the Euler numbers of the singular de-
terminantal quintic Zsp2 by considering the intersections of Z
sp
2 in (2.6) with the
following affine line l ⊂ P4 such that l∪{v0} = P1 with v0 = [0 : 0 : 0 : 0 : 1] ∈ Zsp2 :
l : [w1 : w2 : w3 : w4 : w5] = [x1 : x2 : x3 : x4 : t] (t ∈ C).
Substituting the coordinates of this line into the defining equation (2.6), we obtain
f(t) = c2t
2 + c1t+ c0,
where
(3.1)
c2 = b(x1 + bx2)(x2 + bx3)(x3 + bx4),
c1 = a
5x1x2x3x4 +
1
b
c2(b
2x1 + x4), c0 = x1x4c2 .
The equation f(t) = 0 determines the intersection of l with Zsp2 as the fiber over
each point [x1 : x2 : x3 : x4 : 0] associated to the projection P
4 \ {v0} → P3.
Then, by counting the numbers of the solutions, we can calculate the Euler number
9
e(Zsp2 ). The fiber over each point varies depending on the values of c2, c1,c0, and
the followings are two extreme cases: 1) c2 = c1 = c0 = 0, and 2) c2 = c1 = 0 but
c0 6= 0. We regard that the fiber over the former loci is P1 = l ∪ {v0}. The fiber
over 2) is empty, however we may regard it as the point at infinity {v0}. We see
that, in the present case, 2) does not occur since c2 = 0 implies c0 = 0, however,
the following arguments are not restricted to such cases. For other cases than 1)
and 2), the numbers of solutions of the equation f(t) = 0 (t ∈ C) are either 2 or 1.
Depending on the numbers of solutions we define the following subsets in P3:
UP1 =
{
[x] | c2 = c1 = c0 = 0
}
, U2 =
{
[x] | c2 6= 0, c21 − 4c2c0 6= 0
}
,
U1 =
{
[x] | c2 6= 0, c21 − 4c2c0 = 0
} ⊔ {[x] | c2 = 0, c1 6= 0}.
Then the Euler number is evaluated by
(3.2) e(Zsp2 ) = 2 e(U2) + e(U1) +
(
e(P1)− 1) e(UP1) + e(v0).
We denote the discriminant surface by Ds, i.e., Ds =
{
[x] ∈ P3 | c21−4c2c0 = 0
}
.
The subset U1 consists of those points in an open subset ofDs or where f(t) becomes
linear. Consider the inclusions:
(3.3) {c2 = 0} ⊃ {c2 = c1 = 0} ⊃ {c2 = c1 = c0 = 0},
and denote these by Vc2 ⊃ Vc2,c1 ⊃ Vc2,c1,c0 with the obvious definitions.
Lemma 3.1.
(3.4) e(Zsp2 ) = 2 e(P
3) + 1− e(Ds)− e(Vc2) + e(Vc2,c1,c0).
Proof. By definition, we have U1 =
(
Ds \ (Ds∩Vc2)
)⊔ (Vc2 \Vc2,c1) and Ds ∩Vc2 =
Vc2,c1 . Since the union is disjoint, we have
e(U1) =
(
e(Ds)− e(Vc2,c1)
)
+
(
e(Vc2)− e(Vc2,c1)
)
= e(Ds) + e(Vc2)− 2 e(Vc2,c1).
Similarly, we have U2 = P
3 \ (Ds ∪ Vc2) and hence
e(U2) = e(P
3)− e(Ds ∪ Vc2) = e(P3)− e(Ds)− e(Vc2) + e(Vc2,c1).
Also note that UP1 = Vc2,c1,c0 holds. Substituting all these expressions into (3.2),
the claimed formula follows. 
Let us introduce the C-bases e1, ..., e5 of C
5 by which we can write [x1 : x2 :
... : x5] = [x1e1 + x2e2 + ...+ x5e5] for the projective space P
4 = P(C5). We define
coordinate (projective) lines Lij and also coordinate (projective) planes Lijk by
Lij = 〈ei, ej〉, Lijk = 〈ei, ej , ek〉,
where 〈ei1 , ei2 , .., eik〉 represents the projective space spanned by the vectors ei1 , ei2 ,
.., eik . We also define the following projective lines and planes:
Li,jk = 〈ei,bej − ek〉, Lij,mn = 〈ei, ej , bem − en〉.
Lemma 3.2. We have e(Vc2) = 4 and e(Vc2,c1,c0) = 3.
Proof. From the form of c2 we have the following decomposition into planes:
Vc2 = L12,34 ∪ L41,23 ∪ L34,12,
where three components are normal crossing in P3. From this, we have e(Vc2) =
3 e(P2)− 3 e(P1) + 1 = 4. Observe that Vc2,c1 = Vc2 ∩ {x1x2x3x4 = 0}. From this,
we deduce that
Vc2,c1 = ∂L12,34 ∪ ∂L41,23 ∪ ∂L34,12,
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where ∂L12,34 represents the union of the boundary 3 lines L12 ∪ L2,34 ∪ L1,34,
and similarly for ∂L41,23 and ∂L34,12. Inspecting the intersection points of the 9
lines carefully, we evaluate e(Vc2,c1) = 3. Note that in the present case, we have
Vc2,c1,c0 = Vc2,c1 , hence e(Vc2,c1,c0) = 3. 
Proposition 3.3. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.8), the
discriminant Ds is an irreducible, singular octic surface in P
3 with its Euler number
e(Ds) = 18.
Proof. We defer the detailed calculations to the next section. 
Using the above Proposition and the preceding two Lemmas, we evaluate the
Euler number e(Zsp2 ) = 9−18−4+3 = −10. We remark that the arguments above
are still valid for non-vanishing a = b as long as a, b are away from the zero of the
discriminant (2.8).
Proposition 3.4. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.8), the
determinantal quintic Zsp2 (2.6) has its topological Euler number e(Z
sp
2 ) = −10.
Also for a = b ∈ C∗ with the same property, we have e(Ssp) = −10.
3.2. Euler number e(X˜sp,♯0 ). For (a, b) ∈ (C∗)2 with non-vanishing discriminant
(2.9), similar calculations apply to the determinantal quintic X˜sp,♯0 given in (2.7).
Let us first consider the affine line
l : [λ1 : λ2 : λ3 : λ4 : λ5] = [x1 : x2 : x3 : x4 : t] (t ∈ C)
such that l ∪ {v0} = P1 with v0 = [0 : 0 : 0 : 0 : 1] ∈ X˜sp,♯0 . Substituting the
coordinates into the defining equation of X˜sp,♯0 , we obtain f(t) = c2t
2 + c1t + c0
with
c2 =a
2b2(x2x
2
3 + x4x
2
2)− ab x2x3x4,
c1 =(1 + a
5 + b5)x1x2x3x4 + a
2b2x21x
2
3 − ab(x3x4x21 + x4x1x22 + x1x2x23),
c0 =a
2b2(x1x
2
2x
2
4 + x3x
2
4x
2
1)− ab x1x2x3x24.
This time, it turns out that the discriminant surface Ds = {c − 4c2c0 = 0} in P3
consists of two irreducible components D1s and D
2
s := {x1 = 0}, where the compo-
nent D1s is an irreducible, singular septic in P
3. We may verify these properties by
Macaulay2. The general formula (3.4) is still valid for the present case of e(X˜sp,♯0 ),
since it is topological. However we see some complications in the necessary calcu-
lations, which we will sketch briefly below.
We use Macaulay2 for the calculations e(Vc2)and e(Vc2,c1,c0). For these Euler
numbers, we make suitable primary decompositions of the ideals of Vc2 and Vc2,c1,c0 ,
respectively. From the decompositions, we obtain
(3.5) Vc2 = L134 ∪ Cone([e1], C0),
where C0 is a plane conic defined by C0 := V (x1, ab x
2
3+ ab x2x4 − x3x4) in P3 and
Cone([e1], C0) is the cone over C0 from the vertex [e1] ∈ P3. Also we have
Vc2,c1,c0 = C0 ∪ L12 ∪ L14 ∪ L34 ∪ {q1,q2},
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where the set of two points {q1,q2} is given by the intersection of the plane a2b2 x2−
(a5 + b5)x4 = 0 with the (space) conic Q in P
3 defined by
Q = V
(
a2b2x1 − (a5 + b5)x3, ab x23 + abx2x4 − x3x4
)
.
Proposition 3.5. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.9), the
topological Euler number of the determinantal quintic X˜sp,♯0 is given by e(X˜
sp,♯
0 ) =
11− e(Ds), where e(Ds) is the Euler number of the (reducible) discriminant octic
surface.
Proof. For the numbers e(Vc2) and e(Vc2,c1,c0), it suffices to see the intersections of
each component of the respective irreducible decompositions. For the former, we
see
L134 ∩ Cone([e1], C0)) = L14 ∪ L′1,34,
where L′i,jk = 〈ei, ej + ab ek〉 represents the lines generated by the two vectors
indicated. Using this, we obtain
e(Vc2) = e(L134 ∪ Cone([e1], C0))
= e(L134) + e(Cone([e1], C0))− e(L14 ∪ L′1,34),
which we evaluate as 3+ 3− 3 = 3. For the latter e(Vc2,c1,c0), we note that the two
points q1 and q2 do not lie on any other components for the values of a, b. We also
note
C0 ∩ (L12 ∪ L14 ∪ L34) = {[e2], [e4], [e3 + ab e4]}.
Looking the configurations of the lines L12 ∪ L14 ∪ L34, we see two intersection
points among the lines. Taking into account 3 + 2 = 5 intersection points in total,
we finally evaluate the Euler number as
e(Vc2,c1,c0) = e(C0 ∪ L12 ∪ L14 ∪ L34 ∪ {q1,q2}) = 2× 4 + 2− 5 = 5.
The claim follows from the general formula (3.4), i.e., e(X˜sp,♯0 ) = 9 − e(Ds) − 3 +
5. 
Remark. In Proposition 3.5, we assumed non-vanishing discriminant (2.9) and (a, b) ∈
(C∗)2. However, as we see in the arguments above, Proposition 3.5 holds also for
a = b ∈ C∗ as long as the factor ∏4k,l=0(µka+µlb+1) of the discriminant does not
vanish. []
Proposition 3.6. The reducible octic surface Ds = D
1
s ∪ D2s has the topological
number e(Ds) = 21 (resp. 16) for (a, b) ∈ (C∗)2 with non-vanishing discriminant
(2.9) (resp. for a = b ∈ C∗ with ∏4k,l=0(µka + µlb + 1) 6= 0). Hence we have
e(X˜sp,♯0 ) = −10 and also e(Hsp) = −5.
Proof. We briefly sketch the calculations of e(Ds) in the next section. We evaluate
the Euler numbers by e(X˜sp,♯0 ) = 11− e(Ds). 
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4. Calculations of the Euler numbers e(Ds)
This section is devoted to rather technical calculations of the Euler number e(Ds)
appeared in Propositions 3.3, 3.5 and 3.6. Our method is essentially based on a
similar formula to (3.2) which counts the number of solutions for a given equation.
Since the degrees of the relevant polynomial equations become higher, the necessary
calculations are more involved than the previous section. For readers’ convenience,
we briefly summarize the technical details required to do the calculations.
4.1. e(Ds) for Z
sp
2 . Let us consider the determinantal quintic Z
sp
2 . The octic
surface Ds is defined as the discriminant of f(t) = c2t
2 + c1t+ c0 :
Ds : (c
2
1 − 4c2c1 = 0) ⊂ P3,
with the definitions of ci = ci(x1, x2, x3, x4) as in (3.1). We first note that [0 : 0 : 0 :
1] ∈ P3 is a point on Ds. We then consider an affine line ℓ : [y1; y2 : y3 : t] (t ∈ C)
such that ℓ ∪ [0 : 0 : 0 : 1] = P1. As before, we understand that t = ∞ represents
[0 : 0 : 0 : 1]. The number of the intersection points ℓ ∩ Ds is determined by the
number of solutions of g(t) = 0 with
g(t) = d4t
4 + d3t
3 + d2t
2 + d1t+ d0,
where the coefficients di = di(y1, y2, y3) are read from the defining octic equation
of Ds. As in the previous section, we can determine e(Ds) by carefully analyzing
the numbers of solutions of the quartic equation g(t) = 0 parametrized by [y1 :
y2 : y3] ∈ P2. There may appear several possibilities for the equation g(t) = 0. If
d4 6= 0, then g(t) = 0 is an quartic equation which has 4 roots admitting following
types of multiple roots: 2 + 1 + 1, 2 + 2, 3 + 1, 4. For each type of the multiple
roots, we can determine the corresponding component of the discriminant of g(t)
as follows: As an example, consider the case of 2+ 1+ 1, i.e., one double roots and
two simple roots. We assume the following forms for g(t):
g(t) = d4(t− α)2(t− β)(t− γ) = d4t4 + d3t3 + d2t2 + d1t+ d0,
and read an ideal in C[α, β, γ, y1, y2, y3] by comparing the coefficients of t
k(k =
0, .., 4) in the second equality. Then the elimination ideal in C[y1, y2,y3] determines
the Zariski closure of the components where we have multiple roots of type 2+1+1.
The loci of the other types of multiple roots can be analyzed in a similar way.
Lemma 4.1. For (a, b) ∈ (C∗)2 with non-vanishing (2.8), the equation g(t) = 0
has multiple roots of type 2 + 1 + 1 over the generic points of a plane curve C of
degree 9. C is singular at 2 points of A1singularity, 3 points of E6 singularity, and
2 points of E12 singularity (according to Arnold’s classification [AGV]).
Doing similar calculations, we can stratify the discriminant loci of the equation
g(t) = 0 (d4 6= 0). Incorporating the cases where d4 = 0, we have summarized
the entire picture of the degeneracies of the solutions for the equation g(t) = 0
in Fig.4.1: For the generic points on the nonic curve C, the equation has the
multiplicity 2+1+1 and this changes at special points as shown. Since the equation
of C is lengthy, we refrain from writing it here. Over the other components, the
multiplicities may be seen from the following forms of the polynomial g(t): Over
the coordinate lines 〈e1, e2〉, 〈e2, e3〉, 〈e3, e1〉, respectively, g(t) are given by g(t) =
b2y22(y1+by3)
2t2(t−b2y1)2, b2y22(y2+by3)2t2(y3+bt)2 and b2y21y23(t−b2y1)2(bt+y2)2.
Over the (broken) lines 〈e1, e23〉 and 〈e3, e12〉, respectively, g(t) becomes quadrics
of the form a10b2y21y
4
3t
2 and a10b2y42y
2
3t
2.
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Figure 4.1. Several components of the discriminant of g(t) are
drawn in P2 = 〈e1, e2, e3〉. The singular plane curve C of degree 9 is
the main component where we have quartics g(t) = 0 with multiple
roots of type 2 + 1 + 1. Over the broken lines, g(t) = 0 becomes
quadrics with double roots. Also over the 4 points, indicated by
•, the equation g(t) = 0 becomes an identity g(t) ≡ 0. Over the
complement of the discriminant in P2, we have quartics g(t) = 0
with only simple roots. See the text for more details.
Proposition 4.2. We have e(Ds) = 18.
Proof. We first calculate the Euler number of the curve C as e(C) = −10. We
can determine this number by representing P2 as the cone from [0 : 0 : 1] over
P1 = {z = 0}. Or one can obtain the same number by taking into account the
vanishing cycles of the singularities 3×E6, 2×E12 and 2×A1 to the Euler number
of smooth plane curve of degree 9: e(C) = 2− 2g + 3× 6 + 2× 12 + 2× 1 = −10.
Now we count the numbers of the solutions g(t) = 0 with forgetting multiplicities
from the preceding Lemma and Fig. 4.1. Four solutions are possible only for g(t)
being a quartic with only simple roots. This occurs over P2 \ (C ∪ (5 lines)), where
5 lines are those depicted in the figure. The case of three solutions are given over
C \ (8 points) as we see in the figure. The case of two solutions occurs over three
coordinate lines 〈e1, e2〉, 〈e2, e3〉, 〈e3, e1〉 except three points for each, and also two
points of A1 singularity on C. The case of one solution occurs over the two broken
lines in the figure except two points (•’s ) for each, and also over the two points
indicated by ∗ . Over the four points shown by • in the figure, we have g(t) ≡ 0,
i.e., the entire P1 as the ’solutions’.
For each case above, we evaluate the Euler number of the corresponding loci.
Summing up all the cases, we evaluate e(Ds) as
e(Ds) = 4
{
e(P2)− e(C)− 5(e(P1)− 3)− 1}+ 3{e(C)− 8}
+ 2
{
3(e(P1)− 3) + 2}+ 1{2 + 2(e(P1)− 3) + 1}+ 4e(P1)− 3
= 4(3 + 10 + 4) + 3(−18) + 2(−1) + 1 + 8− 3 = 18.

4.2. e(Ds) for X˜
sp,♯
0 . For this case, we consider again an affine line ℓ : [y1 : y2 :
y3 : t](t ∈ C) such that ℓ ∪ [0 : 0 : 0 : 1] = P1. This time we have g(t) =
d3t
3 + d2t
2 + d1t+ d0 for the equation g(t) = 0 which determines the intersection
ℓ ∩Ds. Although g(t) looks simpler than the previous section, the stratification of
the discriminant of the equation g(t) = 0 turns out to be more complicated. For
example, for (a, b) ∈ (C∗)2 with non-vanishing (2.9), we have a singular irreducible
14
curve of degree 9 for the locus of the multiplicity 2 + 1 which intersects with other
components at many points in a rather complicated way. For a = b ∈ C∗ with∏4
k,l=0(µ
ka+ µlb+ 1) 6= 0, this irreducible curve split into two smooth cubics and
simplifies the stratification slightly.
Since the calculations are essentially the same as in the previous subsection, we
omit the details here. After careful analysis, we obtain:
Proposition 4.3. We have e(Ds) = 21 (resp.16) for (a, b) ∈ (C∗)2 with non-
vanishing (2.9) (resp. for a = b ∈ C∗ with ∏4k,l=0(µka+ µlb+ 1) 6= 0) .
5. Crepant resolutions X˜∗0 → X˜sp0
To study the resolution of X˜sp0 it will be convenient to extend our diagram (2.5)
to
(5.1)
X˜sp1
||②②
②②
②②
②②
!!❈
❈❈
❈❈
❈❈
❈
X˜sp0
π1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤ π2
!!❇
❇❇
❇❇
❇❇
❇
X˜sp2
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
""❊
❊❊
❊❊
❊❊
❊
X˜sp,♯0 Z
sp
1 Z
sp
2 X˜
sp,♯
0 ,
where π1, π2 represent the projections to the first and the second factors of P
4×P4,
respectively, and
Zsp1 =
{
[z] ∈ P4 | det( tzA1 tzA2... tzA5) = 0
}
,
X˜sp1 =
{
[z]× [λ] ∈ P4 × P4 | tzAλ = 0
}
.
Note that the same quintic hypersurface X˜sp,♯0 = {det(Aλ) = 0} appears twice in
the diagram. Note also that the defining equation of Zsp1 may be obtained from
Zsp2 by simply exchanging a and wi with b and zi, respectively.
5.1. Singular loci of Zsp1 and Z
sp
2 . As introduced in Proposition 2.4, the determi-
nantal quintic Zsp2 is singular along 15 lines and so is Z
sp
1 . To write down all these
lines and their configurations, we denote as before by [ei] the coordinate points of
the projective space P4 = 〈e1, e2, ..., e5〉, which is the second factor in the product
P4×P4. Similarly, we use the notation [e˜i] for the first factor P4 = 〈e˜1, ..., e˜5〉 of the
product P4×P4. For these projective spaces, the coordinate lines are the projective
lines spanned by the coordinate points, i.e., 〈ei,ej〉 and 〈e˜i, e˜j〉. More generally, we
use the notation 〈vi,vj〉, 〈vi,vj , vk〉, etc. to describe the projective lines, planes, etc.
spanned by the vectors indicated. Using this, we define the following lines:
q˜i = 〈e˜i, e˜i+1〉, qi = 〈ei,ei+1〉,
l˜i = 〈e˜i i+1, e˜i+2〉, li = 〈ei i+1, ei+2〉,
where we set e˜ij = −a e˜i + e˜j , eij = −b ei + ej and the indices i, j = 1, ..., 5 should
be read cyclically, i.e., by modulo 5.
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Since the quintic Zsp2 has a rather simple defining equation (2.6), we can derive
the following results by using Macaulay2 or Singular [DGPS]:
Proposition 5.1. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.8), the
determinantal quintic Zsp2 is singular along the lines qi(i = 1, ..., 5) with singularities
of type A2, and also singular along li (i = 1, ..., 5) and additional 5 lines (see Remark
5.4) with singularities of type A1. Likewise Z
sp
1 is singular along q˜i of A2 singularity,
and singular along l˜i (i = 1, ..., 5) and additional 5 lines of A1-singularities.
Proof. These are among the properties described in Proposition 2.4. For the deriva-
tions we use the Jacobian criteria and primary decompositions for the corresponding
ideals. For each lines, taking local coordinates of the normal bundles, we can de-
termine the claimed types of singularities. Since calculations are straightforward,
we omit the details. 
5.2. Singular loci of X˜sp0 . As we see in the diagram (5.1), X˜
sp
0 is a partial res-
olution of both of Zsp1 and Z
sp
2 . The map: π2 : X˜
sp
0 → Zsp2 is birational since the
inverse image π−12 ([w]) of a point [w] ∈ Zsp2 is given by the left kernel of the matrix
(A1wA2w...A5w), i.e., ([z], [w]) s.t.
tz(A1wA2w...A5w) = 0, which is uniquely de-
termined for a generic [w] ∈ Zsp2 . The birational map π2 has non-trivial fibers over
the loci where the matrix has co-rank ≥ 2, and X˜sp0 naturally defines a blow-up
along these loci introducing the projective spaces spanned by the null spaces. The
same property holds for the first projection π1 : X˜
sp
0 → Zsp1 .
Proposition 5.2. The birational map π2 has non-trivial fibers over the 5 coordinate
lines qi (i = 1, .., 5), and over the complement of these, this is an isomorphism.
The fiber π−12 ([ei]) is given by the plane 〈e˜i i+1, e˜i+2, e˜i+3〉 ≃ P2, and the inverse
image π−12 (qi) of the line qi, more precisely the closure of the inverse image of
qi \ {[ei,], [ei+1]}, is isomorphic to P1 × P1. Similar properties hold also for π1 :
X˜sp0 → Zsp1 with π−11 ([e˜i]) = 〈ei,i+1, ei+2, ei+3〉.
Proof. By studying the left kernels of matrices (A1wA2wA3wA4wA5w) with [w] ∈
Zsp2 , it is straightforward to obtain the claimed properties of π2. For the properties of
π1, we study the right kernel of matrices (
tzA1
tzA2 ...
tzA5) with [z] ∈ Zsp1 , where
we use a convention ( tzA1
tzA2 ...
tzA5):=
t( tA1z
tA2z ...
tA5z) for simplicity. 
The Jacobian criterion for the complete intersection X˜sp0 is rather involved, since
we need to handle large ideal. In our case, however, we can utilize the properties
of the partial resolutions π1and π2 efficiently. For example, we can deduce that the
singular loci of X˜sp0 must be in the inverse images of the 15 lines in Z
sp
1 (resp. Z
sp
2 )
under π1(resp. π2) (see Proposition 5.1). Combining this fact with the Jacobian
criterion for X˜sp0 , we obtain the following:
Proposition 5.3. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.4), the
complete intersection X˜sp0 is singular along the following 20 lines:
(5.2)
Qi =
{
[a2s e˜i + (s+ bt) e˜i+1,i+2]× [sei + tei+1]| [s, t] ∈ P1
}
,
Q˜i =
{
[se˜i + te˜i+1]× [b2s ei + (s+ at) ei+1,i+2]| [s, t] ∈ P1
}
,
Li = [e˜i]× 〈ei,i+1, ei+2〉, L˜i = 〈e˜i,i+1, e˜i+2〉 × [ei], (i = 1, ..., 5),
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Figure 5.1. The blow-up π2 : X˜
sp
0 → Zsp2 . Bold lines and broken
lines upstairs are lines with A1 singularity. Not all broken lines are
drawn on the upstairs.
where Qi ⊂ π−12 (qi), Q˜i ⊂ π−11 (q˜i). Li and L˜i are the proper transforms of the
lines li and l˜i under π2 and π1, respectively. The singularities along these 20 lines
are of A1 type for all, and these lines intersect at 20 points.
Remark 5.4. Now we may restate Proposition 5.1 as follows: For (a, b) ∈ (C∗)2
with non-vanishing discriminant (2.4), the determinantal quintic Zsp2 is singular
along the lines qi(i = 1, ..., 5) with singularities of type A2, and also singular along
li and π2(Q˜i) (i = 1, ..., 5) with singularities of type A1. These 15 lines intersect at
15 points. Similarly, Zsp1 is singular along 15 lines q˜i, l˜i and π1(Qi) intersecting at
15 points.
We have depicted the schematic picture of the blow-up π2 : X˜
sp
0 → Zsp2 in
Fig.5.1. The intersection points should be clear in this figure.
We note that the structure of singularities in X˜sp0 is quite similar to that of the
Barth-Nieto quintic [BaN], where we see 20 lines of A1 singularity intersecting at 15
points, in addition to 10 isolated ordinary double points (called Segre points). In
the case of the Barth-Nieto quintic, the local geometries near 15 intersection points
are all isomorphic. In our case of the complete intersection X˜sp0 , which is a partial
resolution of the determinantal quintics Zsp1 and Z
sp
2 , the 20 intersection points of
the 20 lines (Qi, Q˜i, Li, L˜i) split into two isomorphic classes as we see below. Also
we see in the next sub-section a new isomorphic local geometry near the infinity
points of the 10 lines Li, L˜i (see Fig. 5.2).
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Figure 5.2. The local affine coordinates U1, U2 and their coor-
dinate axes along singular lines with the projections to Zsp1 and
Zsp2 .
5.3. Blowing-ups of X˜sp0 . There are two types of the intersections among the 20
singular lines in X˜sp0 : 1) the point where 3 lines of the singularities meet, 2) the
point where 2 lines meet. This should be clear from a careful inspection of Fig.5.1
and also from the symmetry of the defining equations. We denote by (3A1,U1) and
(2A1,U2), respectively, the local geometries around the points of type 1) and 2).
These may be summarized as follows:
(3A1,U1) around Q˜i ∩ L˜i ∩Qi−1 and Qi ∩ Li ∩ Q˜i−1 (i = 1, ..., 5),
(2A1,U2) around L˜i ∩Qi and Li ∩ Q˜i (i = 1, ..., 5).
Also, from the reasons which will become clear soon (in the proof of Proposition 5.9,
2)), we need to study (isomorphic) local geometries around the points [e˜i+2]× [ei]
on L˜i and [e˜i]× [ei+2] on Li (i = 1, ..., 5), which we denote by (∂A1,U3).
It will be helpful to list the relevant local geometries on each lines as follows:
(5.3)
(∂A1,U3), (2A1,U2), (3A1,U1) on each L˜i, Li,
(3A1,U1), (3A1,U1), (2A1,U2) on each Q˜i, Qi.
In the following arguments, we will focus on the point Q˜1∩L˜1∩Q5 = [e˜12]×[e1] for
(3A1,U1), and Q1∩ L˜1 = [−a e˜12+ e˜3]× [e1] for (2A1,U2). We will also focus on the
point [e˜3]× [e1] on L˜1 for (∂A1,U3). See Fig.5.2. Also, in the following arguments
in this subsection, we assume non-vanishing discriminant (2.4) and ab 6= 0 for the
parameters a and b.
5.3.1. Resolution of (3A1,U1). We choose an affine coordinate (s, t, u, v, ω2,ω3,ω4,ω5)
so that s, t and u, respectively, coincide with the local parameters of the curves Q5,
Q˜1 and L˜1, and also the origin represents the point [e˜12]× [e1] = [e˜1 − 1a e˜2]× [e1].
For this, we use the parametrization given in (5.2). Explicitly, we write the points
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Figure 5.3. The local geometry (∂A1,U3) with affine coordinates.
on Q5 by[
a2s e˜5 + (s+ b)e˜12
]
×
[
se5 + e1
]
=
[
e˜1 − 1
a
e˜2 − as
s+ b
e˜5
]
×
[
e1 + se5
]
=
[
e˜1 − 1
a
e˜2 + se˜5
]
×
[
e1 − bs
s+ a
e5
]
,
where we have changed − ass+b in the middle to s using Aut(P1). Similarly, we can
parametrize the points on Q˜1 and L˜1, respectively, by[
e˜1 − 1
a
e˜2 + te˜2
]
×
[
e1 − a
b
t e2 +
a
b2
t e3
]
,
[
e˜1 − 1
a
e˜2 + ue˜3
]
×
[
e1
]
.
Introducing additional parameters v, ω2, ω3, ω4, ω5, we take an affine coordinate of
C4 × C4 ⊂ P4 × P4 by[
e˜1+
(
t−1
a
)
e˜2+ue˜3+ve˜4+se˜5
]
×
[
e1+
(
ω2−a
b
t
)
e2+
(
ω3+
a
b2
t
)
e3+ω4e4+
(
ω5− bs
s+ a
)
e5
]
.
In order to see the local geometry about the origin, we work in the local ring
C[s, t, u, v, ω2, .., ω5]m0 with respect to the maximal ideal m0 of the origin. Writing
the defining equations of X˜sp0 in this ring, it is straightforward to see that the three
equations (1st, 2nd and 5th equations in (2.3)) may be solved as ω2 = ω5 = 0 and
ω3 = − a3tub2(1−at) . After substituting these into the remaining equation, we obtain
b3(1− at)uω4 + at(u+ av)(1 − at− a2u) = 0, ω4(a+ s)(as+ v)− b2sv = 0.
Setting ω4 = w, and focusing on the property near the origin, we have:
Proposition 5.5. The local geometry (3A1,U1) near the singular point [e˜12]× [e1]
is represented by the germ ({g1, g2},C5) near the origin (s, t, u, v, w) = (0, ..., 0)
with
g1 = a t(u+ a v) + b
3uw, g2 = aw(v + a s)− b2sv.
Remark. The coordinate w = w4 has a special meaning related to the blow-up π1 :
X˜sp0 → Zsp1 . In fact, in our affine coordinate (s, t, u, v, ω2,ω3,ω4,ω5), the exceptional
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divisor over the line q˜1 can be written as[
e˜1 − 1
a
e˜2 + te˜2
]
×
[
e1 − a
b
t e2 +
a
b2
t e3 + ω4e4
]
(t, ω4 ∈ C).
Based on this, after eliminating the variable w from the local equations by {g1, g2},
we have a germ (g3,C
4) near the origin with
g3 = a
2 t(u + a v)(v + a s)− b5suv
= a3 stu+ a4 stv + b5 suv + a2 tuv + a3 tv2,
where the polynomial g3 coincides with the lowest oder terms of the defining
(quintic) polynomial Zsp1 represented by the local parameters (1, z2, z3, z4,z5) =
(1, t − 1a , u, v, s). The A1-singularity along Q˜1 is the partial resolution of the A2-
singularity along q˜1 in Z
sp
2 . []
Let us consider the blowing-up C˜5 → C5 at the origin of the local geometry
({g1, g2},C5), and denote the exceptional divisor by E1. E1 is the surface {g1 =
g2 = 0} considered in P
4 with the homogeneous coordinate [S : T : U : V : W ]
corresponding to (s, t, u, v, w).
Proposition 5.6. E1 is a singular del Pezzo surface of degree four with three nodal
points, and has the Euler number e(E1) = 5.
Proof. The equations g1 = g2 = 0 in P
4 define a del Pezzo surface of degree 4.
By evaluating the Jacobian ideal, it is immediate to see that this is singular at
[S : T : U : V : W ] = [1 : 0 : 0 : 0 : 0], [0 : 1 : 0 : 0 : 0] and [0 : 0 : 1 : 0 : 0], where
the exceptional divisor E1 intersects with the s-, t- and u-axes of A1-singularities.
Since E1 is a singular Pezzo surface of degree 4 with three ordinary double points,
it can be given as P2 blown-up at 5 points and then contracting three (−2) curves
[HW]. Therefore we have e(E1) = 8− 3 = 5. 
Proposition 5.7. After the blowing-up (3A1,U1) at the origin, the three singular
lines separate from each other and intersect with E1 at the three nodal points.
Proof. We have chosen our coordinate of U1 so that s-, t-, u-axes coincide with
the lines of A1-singularity. The blowing-up C˜
5 → C5 at the origin introduces
the exceptional set P4, which separate the coordinate axes. Hence the blowing-up
separates the s-, t-, u-axes of A1-singularity from each other with introducing the
exceptional divisor E1. The intersection points of the (proper transforms of the)
s-, t-, u-axes with E1 coincides with the three nodal points of E1. (This is similar
to the case of the Barth-Nieto quintic [BaN].) 
Now, we blow-up all the 10 local geometries of type (3A1,U1) at their origins, and
denote the blow-ups by ϕ1 : X˜
sp,(1)
0 → X˜sp0 . Also we denote by Q(1)i , Q˜(1)i , L(1)i , L˜(1)i
the proper transforms of the 20 lines Qi, Q˜i, Li, L˜i of A1 singularity, respectively.
Along these proper transforms of lines, we still have A1 singularities. Also, these
lines intersect at the origins of the 10 isomorphic local geometries of type (2A1,U (1)2 ),
which is isomorphic to (2A1,U1) in X˜sp0 . We also denote by (∂A1,U (1)3 ) ∼= (∂A1,U3)
the 10 isomorphic local geometries near the infinity points of the lines L
(1)
i , L˜
(1)
i (see
Fig. 5.2). The local geometries on each lines are now summarized as
(5.4)
(∂A1,U (1)3 ), (2A1,U (2)2 ) on each L˜(1)i , L(1)i ,
(2A1,U (1)1 ) on each Q˜(1)i , Q(1)i .
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5.3.2. Resolution of (2A1,U (1)2 ). As in the previous case, we choose an affine coor-
dinate (s, t, u, v, ω2, ω3, ω4, ω5) centered at [−a e˜12 + e˜3]× [e1] with s, t being along
the lines L˜
(1)
1 , Q
(1)
1 in X˜
sp,(1)
0 . For this we parametrize the line L˜
(1)
1 by[−ae˜12 + (1 + s)e˜3]× [e1] = [a2e˜1 − ae˜2 + (1 + s)e˜3]× [e1],
and also the line Q
(1)
1 by[
a2e˜1 + (1 + t)e˜23
]× [e1 + 1
b
te2
]
=
[
a2e˜1 − a(1 + t)e˜2 + (1 + t)e˜3
]× [e1 + t
b
e2
]
.
Taking these forms into account, we introduce the affine coordinate by[
a2e˜1 − a(1 + t)e˜2 + (1 + s+ t)e˜3 + ue˜4 + ve˜5
]
×
[
e1 +
(
ω2 +
t
b
)
e2 + ω3e3 + ω4e4 + ω5e5
]
.
In the local ring C[s, t, u, v, ω2, .., ω5]m0 , four of the five defining equations of X˜
sp,(1)
0
may be solved with respect to ω2, ω3, ω4, ω5 and one equation leftover determines
the germ about the origin.
Proposition 5.8. The local geometry (2A1,U (1)2 ) near the singular point [−a e˜12+
e˜3] × [e1] is represented by a germ (h,C4) near the origin (s, t, u, v) = (0, 0, 0, 0)
with
(5.5) h = b5uv + a3 stu+ a4 stv + b5suv + 2b5tuv.
We may derive the same form directly from the quintic equation of Zsp1 since
the projection π1 : X˜
sp
0 → Zsp1 (composed with the blow-up X˜sp,(1)0 → X˜sp0 )
defines an isomorphism on the neighborhood U2, see Fig. 5.2. In the figure, the
geometric meaning of the parameters u and v should be clear. By our choice of the
coordinates, we have A1-singularities along s- and t-axes, i.e., along the lines L˜
(1)
1
and Q
(1)
1 , respectively. We will consider the blowing-up along L˜
(1)
1 , which is locally
described by the blowing-up C× C˜3 → C× C3 along the s-axis.
Proposition 5.9. 1) The exceptional divisor of the blow-up C× C˜3 → C × C3 of
(2A1,U (1)2 ) along the s-axis is a conic bundle over s ∈ C (|s| ≪ 1), which has a
reducible fiber over s = 0. This conic bundle is singular only at an ODP over s = 0.
2) The conic bundle over C extends to a conic bundle E2 → L˜(1)1 ∼= P1, which has
reducible fibers over s = 0 and s = ∞. This conic bundle is singular only at an
ODP over s = 0, and also admits a section.
3) After the blowing-up of (2A1,U (1)2 ), the singularity leftover near the local ge-
ometry is the A1 singularity along the proper transform of the t-axis. The proper
transform of Q
(1)
1 intersects with the conic bundle E2 at the ODP over s = 0.
Proof. 1) We introduce the coordinate (s, [T, : U : V ]) for the exceptional set C×P2
of the blow-up C × C˜3 → C × C3. Then from the local equation of (2A1,U2), we
have the equation of the exceptional divisor as
b5UV + a3sTU + a4sTV + b5sUV = 0.
This defines a family of conics in P2 over s ∈ C (|s| ≪ 1), which is reducible at
s = 0. Also we see that the conic bundle is singular only at an ODP over s = 0.
2) To see the geometry of the exceptional divisor over C(= P1 \ {s = ∞}), we
need to have the equation (5.5) in all order in s but with homogeneous of degree
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two for t, u, v. It is easy to have the equation from the defining equation of Zsp1 .
After some algebra, we have the equation for the exceptional divisor:
(5.6) (s+ 1)
(
b5UV + a3sTU + a4sTV
)
= 0,
which defines a conic bundle over s ∈ C (s 6= −1) with only one singular fiber over
s = 0. We see that s = −1 correspond to the intersection point of the exceptional
divisor E1 and the s-axis. Since this intersection point is one of the three nodal
points on E1, we see that the conic bundle extends to s = −1 with smooth fiber
over it.
The point s = ∞ in the s-axis corresponds to the center of the local geometry
(∂A1,U (1)3 ). We introduce the local parameters s′ = 1s , x, y, z to represent the
relevant lines in this geometry, see Fig. 5.3. With other parameters v1, v5 and
ω2, ω4, we consider the following affine coordinate centered at [e˜3]× [e1] of P4×P4 :
[(v1 − as′)e˜1 + s′e˜2 + e˜3 + xe˜4 + v5e˜5]×
[e1 + ω2e2 + (b
2y − z)e3 + (ω4 − by + z)e4 + ye5].
Writing the defining equations (2.3) in this coordinate, we can solve four equations
with respect to v1, v5, ω2, ω5 to obtain one equation abxz+s
′(bxz+a4yz−a4by2) = 0
which describes the local geometry (∂A1,U (1)3 ) near the origin. Now we have the
following local equation of the exceptional divisor of the blowing up along s′-axis:
abXZ + s′
(
bXZ + a4Y Z − a4bY 2) = 0 (|s′| ≪ 1),
where (s′, [X,Y, Z]) represents the coordinates of the exceptional set C× P2 of the
blow-up C× C˜3 → C×C3. From this equation, we see that the exceptional divisor
is a conic bundle with reducible fiber over s′ = 0 (s =∞) but smooth for |s′| ≪ 1.
Finally, from the equation (5.6), we see that U = V = 0, for example, gives a
section.
3) Let (s, t, u˜, v˜) = (s, t, UT ,
V
T ) be the one of the affine coordinates of the blow-
up. Then we have u = u˜t, v = v˜t. Substituting these into the local equation h of
(2A1,U2), i.e., for |s|, |t| ≪ 1, we obtain
h˜ = b5u˜v˜ + a3su˜+ a4sv˜ + b5su˜v˜ + 2b5tu˜v˜
with h = t2h˜. If we set t = 0, then we have the equation of the exceptional divisor
(|s| ≪ 1) above. When we set s = 0, then we have h˜ = u˜v˜(b5 + 2b5t). This shows
that the ODP of the exceptional divisor E2 over s = 0 merges to the A1-singularity
along the proper transform of the t-axis ( see Fig. 5.4). Since the singularity along
the line Q
(1)
1 is of A1-type except t = 0, i.e., at the intersection Q
(1)
1 ∩ L˜(1)1 , we
now see that, near t = 0, the singularity along the proper transform of Q
(1)
1 is of
A1-type. 
All the intersections of Q
(1)
i and L˜
(1)
i (Q˜
(1)
i and L
(1)
i ) have the local geometries
isomorphic to (2A1,U (1)2 ). We blow-up along all the 10 lines L˜(1)i and L(1)i , and
denote the blow-ups by ϕ2 : X˜
sp,(2)
0 → X˜sp,(1)0 . We denote the proper transforms
of the 10 lines Q
(1)
i and Q˜
(1)
i , respectively, by Q
(2)
i and Q˜
(2)
i .
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5.3.3. Crepant Resolution X˜∗0 → X˜sp0 . We finally construct a crepant resolution.
Proposition 5.10. 1) All the singularities of X˜
sp,(2)
0 are along the non-intersecting
10 lines Q
(2)
i and Q˜
(2)
i .
2) The singularities along Q
(2)
i and Q˜
(2)
i are of A1-type. Blowing-up along each line
of Q
(2)
i and Q˜
(2)
1 resolves the singularity with introducing the exceptional divisor E3
which is a P1-bundle with a section.
Proof. 1) Since each line of Qi and Q˜i intersects with others at the center of the
local geometry (3A1,U1), it is clear that Q(2)i and Q˜(2)i are separated after the
blow-ups (see Proposition 5.7).
2) By symmetry, it suffices to show the properties for a line, say Q˜
(2)
1 . Note that
Q˜
(2)
1 in X˜
sp,(2)
0 is given by the successive proper transform of the line Q˜1 in X˜
sp
0
under the blow-ups of the local geometries, two (3A1,U1)’s and one (2A1,U2) on
the line. Therefore, the local geometry around Q˜
(2)
1 is isomorphic to that around
the line Q˜1 except the three centers of the blowing-ups on the line. We further
note that the local geometry around the line Q˜1 except the three centers is pro-
jected isomorphically to Zsp2 under the partial resolution π2 : X˜
sp
0 → Zsp2 . The
local geometry around π2(Q˜1) is easily analyzed by introducing the following affine
coordinate:
[w1 : w2 : ... : w5] = [e1 + (u− bt)e2 + te3 + ve4 + we5],
where t parametrizes the line π2(Q˜1). Substituting this into the defining equation
(2.6) of Zsp2 and taking the polynomial of homogeneous degree up to two with respect
to u, v, w but all for t, we obtain
(5.7) bt
{
a5tvw − (1− b2t)u(v + bw)} = 0,
which shows A1-singularity along the t-axis except t = 0,
1
b2 and ∞. These three
values exactly correspond to the two local geometries (3A1,U1)’s and one (2A1,U2)
on the line Q˜1, whose blowing-up we studied in Proposition 5.7 and Proposition
5.9. Combined with the results there, we conclude that the singularity along Q˜
(2)
1
is of A1-type, and it is resolved by the blowing-up along the line with introducing
an exceptional divisor E3 which is isomorphic to a P
1-bundle over the line. Also
from the equation (5.7), it is easy to see that E3 has a section (cf. Proposition 5.9
2) ). 
Let us now denote the blowing-up along the 10 lines by ϕ3 : X˜
sp,(3)
0 → X˜sp,(2)0 .
Defining X˜∗0 := X˜
sp,(3)
0 , we may summarize the whole process of the blowing-ups
by
ϕ : X˜∗0 = X˜
sp,(3)
0 −→ϕ3 X˜
sp,(2)
0 −→ϕ2 X˜
sp,(1)
0 −→ϕ1 X˜
sp
0 ,
where ϕ : X˜∗0 → X˜sp0 represents the composition.
Theorem 5.11. For (a, b) ∈ (C∗)2 with non-vanishing discriminant (2.4), the
blowing-up ϕ : X˜∗0 → X˜sp0 is a crepant resolution and gives a smooth Calabi-Yau
manifold with the Euler number e(X˜∗0 ) = 2(h
1,1(X˜∗0 )− h2,1(X˜∗0 )) = 100.
Proof. For the proof of KX˜∗0
∼= OX˜∗0 , we show the existence of a nowhere vanishing
holomorphic 3-form explicitly, although an abstract argument is possible. We first
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consider the blow-up, ϕ1 : X˜
sp,(1)
0 → X˜sp0 at the origin of the local geometries
(3A1,U1). As before we introduce the affine coordinate (s, t, u, v, w2, · · · , w5). We
start with the standard form of a nowhere vanishing holomorphic 3-form Ω(X˜sp0 )
for the complete intersection Calabi-Yau variety X˜sp0 given in (6.1). In this affine
coordinate, we have
Ω(X˜sp0 )|U1 = Resf1=···=f5=0
(ds ∧ dt ∧ du ∧ dv ∧ dw2 ∧ · · · ∧ dw5
f1f2f3f4f5
)
.
Evaluating the Jacobian ∂(w2,w3,w5)∂(f1,f2,f5) =
−a
b2(a+s)(1−at) , we calculate the residue as
(5.8) Ω(X˜sp0 )|U1 =
−1
a
Resg1=g2=0
(ds ∧ dt ∧ du ∧ dv ∧ dw
g1g2
)
,
where w = w4 and g1,g2 are given in Proposition 5.5 (precisely g1,g2 here contain all
higher order terms, but this does not affect the following arguments). Consider the
blow-up ϕ1 : C˜
5 → C5 at the origin, and one of the affine coordinate (s, t˜, u˜, v˜,w˜) =
(s, TS ,
U
S ,
V
S ,
W
S ) with t = t˜s, u = u˜s, v = v˜s, w = w˜s. Then, pulling back the 3-form,
it is immediate to have
(5.9) ϕ∗1Ω(X˜
sp
0 )
∣∣∣
U(1)1
=
−1
a
Resg˜1=g˜2=0
(ds ∧ dt˜ ∧ du˜ ∧ dv˜ ∧ dw˜
g˜1g˜2
)
,
where g1 = s
2g˜1, g2 = s
2g˜2 and g˜1 = g˜2 = 0 is the defining equation of the
blow-up. Up to the non-vanishing constant, the right hand side is the holomor-
phic 3-form Ω(X˜
sp,(1)
0 ) of X˜
sp,(1)
0 . Calculations are similar for other affine coordi-
nates, and we see that the pull-back ϕ∗1Ω(X˜
sp
0 ) coincides with Ω(X˜
sp,(1)
0 ), i.e., ϕ1 is
crepant. The next step ϕ2 : X˜
sp,(2)
0 → X˜sp,(1)0 has an effect on (5.9) as the blowing-
up along the s-axis. Again, it is straightforward to see that Ω(X˜
sp,(2)
0 )
∣∣
U(2)1
=
ϕ∗2Ω(X˜
sp,(1)
0 )
∣∣
U(2)1
holds up to a non-vanishing constant on all the affine coor-
dinates. Doing similar calculations for the blow-up ϕ3, we finally verify that
Ω(X˜
sp,(3)
0 )
∣∣
U(3)1
= ϕ∗3Ω(X˜
sp,(2)
0 )
∣∣
U(3)1
. Thus near the 10 points of the local geome-
try (3A1,U1), we see that ϕ : X˜∗0 → X˜sp0 is crepant.
For the local geometry (2A1,U2), since the first blow-up ϕ1 has no effect, we
start with Ω(X˜
sp,(1)
0 )
∣∣
U2= Ω(X˜
sp
0 )
∣∣
U2 . As in the previous subsection, we introduce
the affine coordinate (s, t, u, v, w2, w3, w4). Evaluating the Jacobian
∂(w2,w3,w4,w5)
∂(f1,f2,f3,f5)
,
we have
Ω(X˜sp0 )
∣∣
U2 =
−1
a
Resh=0
(ds ∧ dt ∧ du ∧ dv
h
)
,
where h is given in (5.5) (again, precisely h should be understood with the higher
order terms). Then ϕ2 is the blow-up along the s-axis, see Proposition 5.9. Using
one of the affine coordinate of the blow-up, (s, t, u˜, v˜) = (s, t, UT ,
V
T ) with u = u˜t, v =
v˜t, we evaluate the pull-back as
ϕ∗2Ω(X˜
sp,(1)
0 )
∣∣
U(2)2
=
−1
a
Resh˜=0
(ds ∧ dt ∧ du˜ ∧ dv˜
h˜
)
,
with h = t2h˜. Since h˜ = 0 is the local equation of the blow-up X˜
sp,(2)
0 , we see
that Ω(X˜
sp,(2)
0 )
∣∣
U(2)2
= ϕ∗2Ω(X˜
sp,(1)
0 )
∣∣
U(2)2
up to a non-vanishing constant. The next
blow-up ϕ3 is along the t-axis, and this is done locally by (s, t, u˜
′, v˜′) = (s, t, U˜
S˜
, V˜
S˜
)
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Figure 5.4. Exceptional divisors E1, E2, E3 of the blowing-ups
ϕ1, ϕ2, ϕ3, respectively. Only the local geometries around the line
L˜1 in X˜
sp
0 are depicted.
with u˜ = u˜′s, v˜ = v˜′s. The local equation of the blow-up is given by h˜′ = 0 with
h˜ = s2h˜′, and we have Ω(X˜sp,(3)0 )
∣∣
U(3)2
= ϕ∗3Ω(X˜
sp,(2)
0 )
∣∣
U(3)2
, up to a non-vanishing
constant. From the local equation h˜′ = 0, we see that X˜sp,(3)0 = X˜
∗
0 is smooth. The
calculations are valid for all the 10 points of the local geometry (2A1,U2).
Combined with the results for (3A1,U1), we conclude that ϕ : X˜∗0 → X˜sp0 is a
crepant resolution.
Next we show that X˜∗0 is a Calabi-Yau manifold, namely, i) KX˜∗0
∼= OX˜∗0 and
ii) h1(OX˜∗0 ) = h
2(OX˜∗0 ) = 0. For the property i), we note that KX˜sp0 ∼= OX˜sp0
since X˜sp0 is a complete intersection of 5 divisors of (1, 1)-type in P
4 × P4. Then
KX˜∗0
= ϕ∗KX˜sp0
∼= OX˜∗0 is immediate since ϕ is crepant. For the second ii), we
note that all the higher direct images Riϕ∗OX˜∗0 (i > 0) vanish by the Grauert-
Riemenschneider vanishing since ϕ is crepant. Then, by the Leray spectral se-
quence, we have Hi(OX˜∗0 ) ∼= H
i(OX˜sp0 ) (i = 1, 2). Hence we have only to show
that the r.h.s vanishes. Note that X˜sp0 is a complete intersection of 5 divisors of
(1, 1)-type in P4 × P4, and consider the following Koszul resolution of OX˜sp0 :
0→ OP4×P4(−5,−5)→ OP4×P4(−4,−4)⊕4 → OP4×P4(−3,−3)⊕10 →
OP4×P4(−2,−2)⊕10 → OP4×P4(−1,−1)⊕5 → OP4×P4 → OX˜sp0 → 0.
As for the sheaves in this exact sequence except OX˜sp0 , all the cohomology groups
vanish except H5(OP4×P4(−5,−5)) ∼= C and H0(OP4×P4) ∼= C by the Kodaira
vanishing theorem and the Serre duality. Now it is standard to see thatH2(OX˜sp0 ) ∼=
H5(OP4×P4(−5,−5)) ∼= C, H0(OX˜sp0 ) ∼= H
0(OP4×P4) ∼= C and Hi(OX˜sp0 ) (i = 1, 2)
vanish.
For the calculation of the Euler number, let us first note that we have e(X˜sp0 ) =
e(Zsp2 ) + 5 ×
(
e(P2) − 1) = −10 + 10 = 0. This follows form Proposition 3.4 and
Proposition 5.2, see also Fig. 5.1. Now we note that, under the blow-up, the
origin of (3A1,U1) is replaced by the exceptional divisor E1 with its Euler number
e(E1) = 5. Similarly for (2A1,U (1)2 ), one line is replaced by a conic bundle E2
over P1 with two reducible fibers, hence e(E2) = 6. Since we have 10 isomorphic
geometries for (3A1,U1) and 10 for (2A1,U (1)2 ), taking into account the final blow-
ups of 10 lines, we evaluate the Euler number e(X˜∗0 ) as
e(X˜∗0 ) = 10×
(
e(E1)− 1
)
+ 10× (e(E2)− e(P1))+ 10× (e(E3)− e(P1))
= 40 + 10× (6− 2) + 10× 2 = 100.

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5.4. Hodge numbers. Recall that the crepant resolution is obtained as the com-
posite of the blowing-ups ϕ1 : X˜
sp,(1)
0 → X˜sp0 , ϕ2 : X˜sp,(2)0 → X˜sp,(1)0 , ϕ3 : X˜sp,(3)0 →
X˜
sp,(2)
0 . The first blow-up ϕ1 introduces the exceptional divisors E1(=: E
(1)
1 ) in
X˜
sp,(1)
0 which is a del Pezzo surfaces of degree 4 with three lines are contracted
to three points. One of the three points is resolved in the proper transform E
(2)
1
under ϕ2, and the other two are resolved in the proper transform E
(3)
1 under ϕ3.
Similarly, the resolution ϕ2 introduces the conic bundle E2(=: E
(2)
2 ) over P
1 which
has an ordinary double point (over s = 0), and ϕ3 resolves this singularity to have
smooth ruled surface E
(3)
2 in X˜
sp,(3)
0 . The final blow-up ϕ3 introduces the divisor
E3 = E
(3)
3 which is a P
1-bundle over P1 with a section. Note that all these divisors
E
(3)
1 , E
(3)
2 and E
(3)
3 are smooth in X˜
sp,(3)
0 = X˜
∗
0 .
In this subsection, following [HSvGvS], we apply the Weil conjecture to deter-
mine the Hodge numbers of the resolution X˜∗0 . We set our parameters to a = b = 1
and consider the mod p reduction of X˜∗0 . We write Fp = Z/pZ.
Lemma 5.12. For all but finite primes, the reduction of X˜∗0 modulo p is smooth
over Fp.
Proof. The smoothness of X˜∗0 in the tori (C
∗)4×(C∗)4 follows from the discriminant
(in Proposition 2.3) dis(X˜sp0 |(C∗)4) = 3×113 for a = b = 1. The exceptional divisors
E1, E2 of the blowing-ups ϕ1 and ϕ2, respectively, are blown-up to smooth surfaces
E
(3)
1 and E
(3)
2 in X˜
∗
0 , hence the resolution X˜
∗
0 is smooth over Fp except finite primes
p. 
Let X˜∗0 (Fp) be the set of points in X˜
∗
0 which are rational over Fp. We use the
Lefschetz fixed point formula due to Grothendieck,
(5.10) #X˜∗0 (Fp) = 1− t1 + t2 − t3 + t4 − t5 + t6,
with tj = tr (Frob
∗
p
∣∣Hje´t(X˜∗0 ,Qℓ)) and Frobp : X˜∗0 → X˜∗0 the Frobenius morphism.
Since X˜∗0 is a Calabi-Yau threefold, we have t0 = 1, t1 = t5 = 0, t6 = p
3. By the
Weil conjecture (see [Har, Appendix C] for example), the eigenvalues of Frobp on
Hje´t(X˜
∗
0 ,Qℓ) are algebraic integers, which do not dependent on ℓ, with absolute
values pj/2. Also, by the Weil conjecture again, tj ’s are (ordinary) integers and
satisfy |tj | ≤ bj(X˜∗0 ) pj/2. We derive the following property following the arguments
in [HSvGvS, Prop. 2.4] made for the Barth-Nieto quintic.
Proposition 5.13. For every good prime p, all eigenvalues of Frobp on H
2
e´t(X˜
∗
0 ,Qℓ)
are equal to p.
Proof. Due to Lemma 5.14 below, we can use the Lefschetz hyperplane theorem
[FK, Corollary I.9.4] and have the claimed property for X˜sp0 . Then from the Leray
spectral sequence associated to ϕ1 : X˜
sp,(1)
0 → X˜sp0 , we obtain the claimed property
for X˜
sp,(1)
0 (see [HSvGvS, Lemma 2.16]). To go further to X˜
sp,(2)
0 , we use the Leray
spectral sequence associated to ϕ2 : X˜
sp,(2)
0 → X˜sp,(1)0 ,
Ej,2−j2 = H
j
e´t(X˜
sp,(1)
0 , R
2−jϕ2∗(Qℓ))⇒ H2e´t(X˜sp,(2)0 ,Qℓ),
where E2,02 = H
2
e´t(X˜
sp,(1)
0 ,Qℓ), E
1,1
2 = 0 and E
0,2
2 = H
2
e´t(X˜
sp,(1)
0 , R
2ϕ2∗(Qℓ)).
Due to Lemma 5.15 below, we have the claimed property for E0,22 as well as E
2,0
2 ,
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hence for H2e´t(X˜
sp,(2)
0 ,Qℓ), too. To go from X˜
sp,(2)
0 to X˜
sp,(3)
0 = X˜
∗
0 , we can use
the argument in [ibid, Lemma 2.16] since the exceptional divisor E3(= E
(3)
3 ) of
ϕ3 : X˜
sp,(3)
0 → X˜sp,(2)0 is a P1-bundle over P1. Thus we obtain the claimed property
for H2e´t(X˜
∗
0 ,Qℓ). 
Lemma 5.14. Consider X˜sp0 as the linear section (P
4×P4)∩H1∩ ...∩H5 in P24 by
the Segre embedding with Hk representing the defining equation fk =
tzAkw (k =
1, ..., 5). Then for all but finite primes p, there exists a sequence linear forms
H ′1, H
′
2, ..., H
′
5 over Z with the following properties over Fp: 1) Sing(Xi−1)⊂ Xi
holds for i = 2, .., 5, where Xi = (P
4 × P4) ∩ H ′1 ∩ .. ∩ H ′i and Sing(Xi−1) is the
singular loci of Xi−1. 2) X5 = X˜
sp
0 .
Proof. Since fk’s are defined over Z, it suffices to have the properties 1) and 2)
over C. We can verify explicitly that the sequence H ′1, H
′
2, ..., H
′
5 corresponding to
f1+ f3+ f5, f2+ f4, 3f2+ f5, 5f3+ f4, f5 satisfies the desired properties over C. 
Lemma 5.15. All the eigenvalues of Frobp on H
0
e´t(X˜
sp,(1)
0 , R
2ϕ2∗(Ql)) are equal
to p for every good prime p.
Proof. Set ρ1 := ϕ2|E(2)2 . First note thatH
0
e´t(X˜
sp,(1)
0 , R
2ϕ2∗Ql) ≃ H0e´t(E(2)2 , R2ρ1∗Ql).
Let ρ2 : E
(3)
2 → E(2)2 be the blow-up of the ordinary double point of E(2)2 on the
fiber of E
(2)
2 → P1 over s = 0 (see Proposition 5.9). Denote by ρ the composite of
ρ2 and ρ1. We have the spectral sequence:
(5.11) Ei,j2 := R
iρ1∗(R
jρ2∗Ql) =⇒ Ri+jρ∗(Ql).
By standard calculations, we have
• E2,02 = R2ρ1∗(Ql).
• Since the nontrivial fiber of ρ2 is a P1, we have R1ρ2∗(Ql) = 0. Hence
E1,12 = 0.
• E0,22 ≃ H2e´t(P1,Ql), where P1 is the nontrivial fiber of ρ2, and we consider
H2e´t(P
1,Ql) as a skyscraper sheaf supported on s = 0.
Then, by standard properties of the spectral sequence, we have the following exact
sequence:
0→ R2ρ1∗(Ql)→ R2ρ∗(Ql)→ H2e´t(P1,Ql)→ 0.
Therefore, to show the claimed property for H0e´t(X˜
sp,(1)
0 , R
2ϕ2∗(Ql)), we have only
to show that the claimed property holds for H0e´t(E
(2)
2 , R
2ρ∗(Ql)).
Let ρ3 : E
(3)
2 → E′2 be the contraction of three (−1)-curves on E(3)2 , two of which
are the strict transforms of the components of the fiber of E
(2)
2 → P1 over s = 0, and
the remaining one of which is one component of the fiber of E
(2)
2 → P1 over s =∞
(see Proposition 5.9). Denote by ρ4 : E
′
2 → P1 the natural induced morphism,
which defines a P1-bundle structure. We have the spectral sequence:
(5.12) Riρ4∗(R
jρ3∗(Ql)) =⇒ Ri+jρ∗(Ql).
By similar considerations to those for (5.11), we have the following exact sequence:
0→ R2ρ4∗(Ql)→ R2ρ∗(Ql)→ H2e´t(P1,Ql)⊕3 → 0.
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Note that all eigenvalues of Frobp on H
2
e´t(P1,Ql)
⊕3 are equal to p. Therefore, to
show that the claimed property holds for H0e´t(E
(2)
2 , R
2ρ∗(Ql)), we have only to show
that the claimed property holds for H0e´t(E
′
2, R
2ρ4∗(Ql)).
Now we consider the Leray spectral sequence:
Hie´t(P
1, Rjρ4∗(Ql)) =⇒ Hi+je´t (E′2,Ql).
Since ρ4 is a P
1-bundle, we have R1ρ4∗(Ql) = 0. Therefore, in a similar way as
above, we have the following exact sequence:
0→ H2e´t(P1,Ql)→ H2e´t(E′2,Ql)→ H0e´t(E′2, R2ρ4∗(Ql))→ 0.
Since ρ1 : E
(2)
2 → P1 has a section defined over Q, due to 2) in Proposition 5.9
applied to a, b ∈ Z, so does ρ4 : E′2 → P1. Therefore H2e´t(E′2,Ql) is generated by
the classes of divisors defined over Q, which are a section and a fiber. Hence all
eigenvalues of Frobp on H
2
e´t(E
′
2,Ql) are equal to p [vGN], and then the claimed
property holds for H0e´t(E
′
2, R
2ρ4∗(Ql)).

From the Proposition 5.13 and the fixed point formula (5.10), we have
(5.13)
∣∣1 + (50 + h21)(p+ p2) + p3 −#X˜∗0 (Fp)∣∣ ≤ (2 + 2 h21)p 32 ,
where we have used b2 = b4 by the Poincaré duality and also expressed b2 = h
11 =
(50 + h21) from e(X˜∗0 ) = 2(h
11 − h21) = 100.
Proposition 5.16. The number of rational points #X˜∗0 (Fp) is given by
#X˜∗0 (Fp) = #Z
sp
2 (Fp) + 10×#E1(Fp) + 30 p2 + 40 p− 10,
where #Zsp2 (Fp) and #E1(Fp) are the numbers of rational points over Fp for the
determinantal quintic (2.6) and the singular del Pezzo surface in Proposition 5.5,
respectively, with a = b = 1.
Proof. The projection π2 : X˜
sp
0 → Zsp2 is isomorphic outside the coordinate lines qi
( see Fig. 5.1). Since the fibers over the coordinate point [ei] and qi \ {[ei], [ei+1]}
are P2 and P1, respectively, we obtain
#X˜sp0 (Fp) = #Z
sp
2 (Fp) + 5× (NP2 − 1) + 5× (NP1 − 1)(NP1 − 2)
= #Zsp2 (Fp) + 10p
2,
where NP2 = p
2+ p+1 and NP1 = p+1, respectively, count the number of rational
points in P2 and P1 over Fp. We count the number of rational points on the conic
28
bundle E2 (with two reducible fibers) over P
1 as
#E2(Fp) = (p+ 1)(p− 1) + (2p+ 1)× 2 = p2 + 4p+ 1.
The counting for E3 is given by #E3(Fp) = (p + 1)
2. Now summarizing all, we
obtain
#X˜∗0 (Fp) = #X˜
sp
0 (Fp) + 10×
(
#E1(Fp)− 1
)
+ 10× (#E2(Fp)− (p+ 1))+ 10× (#E3(Fp)− (p+ 1))
= #Zsp2 (Fp) + 10×#E1(Fp) + 30 p2 + 40 p− 10.

Writing a straightforward computer codes, we have evaluated the number#X˜∗0 (Fp).
After the computations in several minutes, we verify the inequality (5.13) for p ≤ 97
with h2,1 = 2 or 3. For example, we obtain #X˜∗0 (Fp) = 669880, 1118250 and
1408330 for p = 73, 89 and 97, respectively. We observe that the inequality (5.13)
holds only if h2,1 = 2 for p = 59, 61, 71, 73, 89, 97. Also we can verify that these are
good primes by analyzing the Jacobian ideals over the field Fp. Since the inequality
holds for all good primes, we conclude that:
Theorem 5.17. The smooth Calabi-Yau manifold X˜∗0 has Hodge numbers;
h1,1(X˜∗0 ) = 52, h
2,1(X˜∗0 ) = 2.
In particular this is mirror symmetric to the generic complete intersection X˜0 with
h1,1(X˜0) = 2, h
2,1(X˜0) = 52.
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6. Picard-Fuchs equations and monodromy matrices
6.1. Picard-Fuchs differential equations. We consider a family of Calabi-Yau
manifolds X˜∗0 defined over (C
∗)2 ∋ (a, b). Here we briefly introduce a natural
compactification of (C∗)2 to P2 which follows from the differential equations satisfied
by the period integrals, see [HKTY] and [HT] for details. To formulate the set of
differential operators, we slightly modify the defining equations (2.3) to
fi = ciziwi + aizi+1wi + biziwi+1 (i = 1, ..., 5),
where the indices are considered modulo five as before. Clearly, the original forms
are recovered by setting ai = a, bi = b, ci = 1. Since we have X˜
∗
0 |(C∗)4×(C∗)4 ≃
X˜sp0 |(C∗)4×(C∗)4 for (C∗)4 × (C∗)4 ⊂ P4 × P4, a holomorphic 3-form of the crepant
resolution X˜∗0 may be given by the corresponding 3-form of X˜
sp
0 if the 3-cycles of
the period integrals are contained in (C∗)4 × (C∗)4. For the complete intersection
X˜sp0 , the following expression of a holomorphic 3-form is well-known [Gr]:
(6.1) Ω(X˜sp0 ) = Resf1=...=f5=0
(
dµ1 ∧ dµ2
f1f2 · · · f5
)
,
where
dµ1 = −
5∑
i=1
(−1)izidz1 ∧ · · · ∧ d̂zi ∧ · · · ∧ dz5,
and similar definition for dµ2 with the coordinates wk’s . The period integral´
ΓΩ(X˜
∗
0 ) for a 3-cycle Γ ∈ H3(X˜∗0 ,Z) satisfies a system of differential equations,
the so-called Picard-Fuchs differential equations, see [Mo], [DGJ] for example. In
the present case, assuming that the cycle Γ is contained in (C∗)4 × (C∗)4, we can
describe the system by noting rather trivial algebraic relations represented in terms
of differential operators, e.g.,{
∂
∂c1
∂
∂c2
∂
∂c3
∂
∂c4
∂
∂c5
− ∂
∂a1
∂
∂a2
∂
∂a3
∂
∂a4
∂
∂a5
}
Ω(X˜sp0 ) = 0,
which represents Π5i=1ziwi − Π5i=1zi+1wi = 0. We should also note that the holo-
morphic 3-form is invariant under the (C∗)4-action zi 7→ tizi, (t1t2 · · · t5 = 1) and
similar (C∗)4-action on the coordinates wi’s. We note further that Ω(X˜
sp
0 ) has
a simple scaling property under fi 7→ rifi (ri ∈ C∗). All these properties of in-
variance (or covariance) may be expressed by the corresponding linear differential
operators, and may be used to reduce the enlarged parameters to the original a and
b. The system of differential operators which we obtain in this way is an example of
the Gel’fand-Kapranov-Zelevinski (GKZ) system [GKZ] for which a natural com-
pactification of the parameters is known. In the present case, from the C∗-actions
above and the form of the defining equations (2.3), it is rather easy to deduce that
(C∗)2 ∋ (a, b) is compactified to P2 ∋ [a5 : b5 : 1]. According to the mirror sym-
metry calculations formulated in [HKTY], we actually come to the affine charts
{(x, y),A0}, {(x1, y1),A1} and {(x2, y2),A2} defined by
x = −a5, y = −b5; x1 = − b
5
a5
, y1 = − 1
a5
; x2 = −a
5
b5
, y2 = − 1
b5
.
Up to signs, these relations are in accord with the standard relations [a5 : b5 : 1] =
[1 : b
5
a5 :
1
a5 ] = [
a5
b5 : 1 :
1
b5 ] of the affine coordinates of P
2. The extra minus signs
follows from the general definition given in [HKTY].
30
Proposition 6.1. On the affine chart {(x, y),A0}, the following differential oper-
ators determine the period integrals as the solutions:
D1(x, y) = 2θ3x − 3θ2xθy + 3θxθ2y − 2θ3y − (θx + θy)2
{
(2θx + 3θy)x− (3θx + 2θy)y
}
,
D2(x, y) = 2θ2x − 3θxθy + 2θ2y − (2θ2x + 7θxθy + 7θ2y)x− (7θ2x + 7θxθy + 2θ2y)y,
where θx = x
∂
∂x , θy = y
∂
∂y . On the other affine charts the differential operators are
given by the following gauge transforms of the operators D1(x, y),D2(x, y):
D′1(x1, y1) := x1D1(x1, y1)x−11 , D′2(x1, y1) := D2(x1, y1) on {(x1, y1),A1}
and
D′′1 (x2, y2) := x2D1(x2, y2)x−12 , D′′2 (x2, y2) := D2(x2, y2) on {(x2, y2),A2}.
Proof. For the derivation of the differential operators D1,D2, we refer to [HKTY].
Also see Prop.2.6 in [HT]. Note that the parameters (ai, bi, ci) in [HT, (2.6) ] should
be read as (ci, ai, bi) here (see the defining equations fi ). 
6.2. Determinantal quintics. For the determinantal quintics Zsp2 , and X˜
sp,♯
0 , we
have the following standard forms of holomorphic 3-forms:
(6.2) Ω(Zsp2 ) = ResFw=0
(
dµ2
Fw
)
, Ω(X˜sp,♯0 ) = ResFλ=0
(
dµλ
Fλ
)
,
where Zsp2 = {Fw = 0} and X˜sp,♯0 = {Fλ = 0} (see (2.6)). We may derive these
holomorphic 3-forms from (6.1) by evaluating the residue integrals: Let us take an
affine coordinate [z1 : z2 : z3 : z4 : 1] of P
4, and regard the relations f1 = · · · = f4 =
0 as linear equations for z1,..., z4 with fixed wk’s, i.e.,
B
(
z1
z2
z3
z4
)
=
(
0
0
0
−aw4
)
.
Then, changing the variables to t(ξ1, ..., ξ4) = B
t(z1,..., z4) and taking into account
the Jacobian factor dz1 ∧ ... ∧ dz4 = 1detBdξ1 ∧ ... ∧ dξ4, we obtain
Ω(X˜sp0 ) = Resf5=0
(
dµ2
detB f5
)
.
Since we can verify the equality detB f5 = Fw, we see that Ω(X˜
sp
0 ) = Ω(Z
sp
2 )
holds. By changing the roles of zk’s with wk’s, we have a similar result for Ω(Z
sp
1 ).
The threefolds X˜sp1 and X˜
sp
2 in the diagram (5.1) also have the form of complete
intersections of five (1, 1)-divisors. The same formal arguments as above apply
to the cases of X˜sp1 and X˜
sp
2 starting from Ω(X˜
sp
1 ) and Ω(X˜
sp
2 ), respectively. By
evaluating the residues, the holomorphic 3-forms Ω(X˜spi ) (i = 1, 2) can also be
connected to the holomorphic 3-form Ω(X˜sp,♯0 ) as well as Ω(Z˜
sp
i ). Noting that
there are 3-cycles contained in the tori (see the next subsection), we have:
Proposition 6.2. The period integrals of Zsp1 , Z
sp
2 ,X˜
sp
1 , X˜
sp
2 , and X˜
sp,♯
0 with the
holomorphic 3-forms Ω(Zsp1 ), Ω(Z
sp
2 ), Ω(X˜
sp
1 ), Ω(X˜
sp
2 ) and Ω(X˜
sp,♯
0 ), respectively,
satisfy the same Picard-Fuchs differential equations as in Proposition 6.1.
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6.3. Integral, symplectic basis and monodromy matrices. As in [CdOGP],
we can evaluate the period integral of Ω(Zsp2 ) over certain torus cycles. Let us
first note that Γ0 = {[w1 : w2 : w3 : w4 : 1] ∈ Ssp||w1| = |w2| = |w3| = ε}
defines a 3-cycle in Zsp2 . This simply follows by observing that the substitution
of wk = εe
√−1θk(k = 1, 2, 3) (in the affine coordinate w5 = 1) into the defining
equation of Zsp2 entails a quadratic equation for w4, and one of the two roots goes
to zero when ε → 0. Choosing this vanishing root defines a 3-cycle Γ0. Combined
with the residues contained in the definition of Ω(Zsp2 ), one obtain
(6.3)
ˆ
Γ0
Ω(Zsp2 ) =
1
(2πi)4
ˆ
γ0
dµ2
Fw
,
where γ0 = {|w1| = · · · = |w4| = ε, w5 = 1} is a torus cycle in P4.
Proposition 6.3. The period integral (6.3) can be evaluated in three different ways
depending on the (relative) magnitudes of a and b:ˆ
Γ0
Ω(Zsp2 ) = w0
(−a5,−b5), 1
a5
w0
(−1
a5
,− b
5
a5
)
,
1
b5
w0
(−a5
b5
,
−1
b5
)
,
where we set w0(x, y) =
∑
n,m≥0
((n+m)!)5
(n!)5(m!)5x
nym. The series w0(x, y) converges
absolutely for |x|, |y| < 125 .
Proof. Since the cycle γ0 is contained in the affine coordinate w5 = 1 (in fact
γ0 ⊂ (C∗)4), we may use dµ2Fw =
dw1∧···∧dw4
Fw(w1,··· ,w4,1) for the evaluations. The claimed
expansions follow from the three different ways of handling 1Fw : The first one is
obtained by
dw1 ∧ · · · ∧ dw4
Fw
=
(
1 +
(
Fw
w1w2w3w4
− 1
))−1
dw1 ∧ · · · ∧ dw4
w1w2w3w4
and taking the residue integrals about |wk| = ε, see [BaCo] for example. Similarly,
the second one follows from
dw1 ∧ · · · ∧ dw4
Fw
=
1
a5
(
1 +
(
Fw
a5w1w2w3w4
− 1
))−1
dw1 ∧ · · · ∧ dw4
w1w2w3w4
.
For the third one, we simply replace the a5’s by b5’s in the above equation.
Since the convergence follows from the standard estimates using the duplication
formula of the Γ-functions, our derivation may be brief here. Assume |x|, |y| < r,
then we have∑
d≥0
∑
n+m=d
n,m≥0
cn,m|xn||ym| ≤ 1 +
∑
d≥1
(d+ 1)c[ d2 ],[
d+1
2 ]
rd ≤ 1 +
∑
d≥1
(d+ 1)
(
2d√
π
)5
rd,
where cn,m =
( (n+m)!
n!m!
)5
, and the duplication formula is used to have the second
inequality. Since the last series converges for 25r < 1, we obtain the claim. 
It should be clear that the three different series expansions of the period integral
originate from the symmetry of the defining equations fi of X˜
sp
0 , which we started
with. Also, we can observe here the natural compactification of the deformations
by (a, b) ∈ (C∗)2 to [a5 : b5 : 1] ∈ P2 discussed above. Moreover, we may observe
that the three infinity points [0 : 0 : 1], [0 : 1 : 0] and [1 : 0 : 0] are all isomorphic
up to suitable factors or “gauge” transformations as claimed in Proposition 6.1.
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In the next subsection, we set up a canonical integral, symplectic basis for the
solutions which follows from the mirror symmetry.
6.3.1. Canonical integral and symplectic basis. The space of the solutions of the
Picard-Fuchs differential equation is endowed with an integral and symplectic struc-
ture in their monodromy property which come from those in H3(X˜
∗
0 ,Z). Using the
mirror symmetry of X˜∗0 to X˜0, we have a canonical form of the (conjectural) integral
and symplectic basis of the solutions [Ho1, Prop.1], [Ho2, Conj.2.2].
Recall that, under the mirror symmetry, the integral and symplectic structure
in H3(X˜
∗
0 ,Z) is conjecturally isomorphic to those in the (numerical) Grothendieck
group K(X˜0) of the mirror Calabi-Yau manifold X˜0 to X˜
∗
0 [Ko]. Note that the
Euler characteristic χ(E ,F) =∑i(−1)i dimExtiOX˜0 (E ,F) of coherent sheaves E ,F
on X˜0 defines a skew symmetric form on the Grothendieck group K(X˜0) due to the
fact that X˜0 is a Calabi-Yau threefold. This skew symmetric form (as well as the
integral structure) in K(X˜0) may be transferred into H
even(X˜0,Q) by the Chern
character homomorphism: ch : K(X˜0) → Heven(X˜0,Q) and the Riemann-Roch
formula for χ(E ,F). Explicitly, the skew form on Heven(X˜0,Q) may be written by
(α, β) =
´
X˜0
(α0−α2+α4−α6)∪ (β0+β2+β4+β6)∪TdX˜0 , where TdX˜0 represents
the Todd class and α = α0+α2+α4+α6 represents the decomposition with respect
to Heven(X˜0,Q) = ⊕3i=0H2i(X˜0,Q) and similarly for β = β0 + β2 + β4 + β6.
The Calabi-Yau manifold X˜0 is a smooth complete intersection of five generic
(1, 1)-divisors in P4×P4. The cohomology Heven(X˜0,Q) is generated by the hyper-
plane classes J1, J2 from the respective projective spaces P
4 with the ring structure
compatible with their intersection numbers (
´
X˜0
J31 ,
´
X˜0
J21J2,
´
X˜0
J2J
2
1 ,
´
X˜0
J32 ) =
(5, 10, 10, 5). Using this ring structure in Heven(X˜0,Q), the mirror symmetry stated
above can be summarized into the following cohomology-valued hypergeometric se-
ries [Ho2, Sect.2]:
(6.4) ω
(
x, y;
J1
2πi
,
J2
2πi
)
=
∑
n,m≥0
Γ(1 + n+m+ J12πi +
J2
2πi )
5
Γ(1 + n+ J12πi )
5Γ(1 +m+ J22πi)
5
xn+
J1
2pii ym+
J2
2pii ,
where the right hand side is defined by the series expansion with respect to the
nilpotent elements J1, J2 in the cohomology ring. By this series expansion in the
cohomology ring, we effectively generate the solutions of the Picard-Fuch differential
equations formulated in [HLY], [HKTY]. Then the (conjectural) claim made in
[Ho1, Prop.1], [Ho2, Conj.2.2] is as follows: In this form of the cohomology-valued
hypergeometric series, the integral and symplectic structure in Heven(X˜0,Q) is
transformed canonically to that of the hypergeometric series representing the period
integrals. The canonical integral, symplectic structure may be read by arranging
ω
(
x, y; J12πi ,
J2
2πi
)
as follows:
w0(x, y)1 +
∑
k
w
(1)
k (x, y)
(
Jk −
∑
l
CklKl
)
Td−1
X˜
+
∑
k
w
(2)
k (x, y)Kk + w
(3)(x, y)VX˜ ,
where TdX˜0 = 1 +
c2(X˜0)
12 is the Todd class and Kk =
1
5J
2
k , VX˜0 = − 110 (J31 + J32 ).
Here, Kk and VX˜0 are defined so that we have
´
X˜0
JkKl = δkl and
´
X˜0
VX˜0 = −1.
Ckl’s are constants satisfying Ckl = Clk which must be fixed (by hand) from the ex-
plicit monodromy calculations of the hypergeometric series (Proposition 6.6). The
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integral structure on Heven(X˜0,Q) can be introduced through the basis {1,
(
Jk −∑
l CklKl
)
Td−1
X˜
,Kk, VX˜} by noting ch(OX˜0) = 1, ch(Op) = −VX˜0 , etc. Then, with
respect to this basis, the symplectic form (∗, ∗) : Heven(X˜0,Q)×Heven(X˜0,Q)→ Z
described above takes the following form:
(6.5) Σ0 =
 0 0 0 0 0 10 0 0 0 1 00 0 0 1 0 0
0 0 −1 0 0 0
0 −1 0 0 0 0
−1 0 0 0 0 0

with no dependence on Ckl. From the above calculations of the cohomology-valued
hypergeometric series, we read the (conjectural) integral, symplectic basis of the
period integrals as
Π(x, y) = t(w0(x, y), w
(1)
1 (x, y), w
(1)
2 (x, y), w
(2)
2 (x, y), w
(2)
1 (x, y), w
(3)(x, y)).
For notational simplicity, we will understand by
Π(x, y) = t(w0(x, y), w
(1)
k (x, y), w
(2)
l (x, y), w
(3)(x, y)), (k, l = 1, 2)
the period integrals arranged in the above order.
We observed in Proposition 6.1 that there appear two other local structures on
{(x1, y1),A1} and {(x2, y2),A2}. It has been noted in [HT] that these local struc-
tures correspond to X˜1 and X˜2, respectively, both of which are smooth complete
intersections of (1, 1)-divisors and birational to X˜0(6≃ X˜i, i = 1, 2). By symmetry,
up to the gauge transformations, we have the corresponding cohomology valued
hypergeometric series
x1ω
(
x1, y1;
J ′1
2πi
,
J ′2
2πi
)
, x2ω
(
x2, y2;
J ′′1
2πi
,
J ′′2
2πi
)
under the integral, symplectic structures on Heven(X˜1,Q) and H
even(X˜2,Q), re-
spectively. The definitions and the calculations of these cohomology valued hyper-
geometric series are parallel to (6.4) with the corresponding generators J ′k and J
′′
k .
We read the canonical symplectic form Σ0 as above, and the canonical integral,
symplectic basis of the period integrals as
Π′(x1,y1) = t(x1w0(x1, y1), x1w
(1)
k (x1, y1), x1w
(2)
l (x1, y1), x1w
(3)(x1, y1)),
Π′′(x2, y2) = t(x2w0(x2, y2), x2w
(1)
k (x2, y2), x2w
(2)
l (x2, y2), x2w
(3)(x2, y2)).
Note that Π(x, y),Π′(x1, y1) and Π′′(x2, y2) contain the same unknown constants
Ckl in common, which will be fixed later in Proposition 6.6.
To make the Taylor expansion of the cohomology valued hypergeometric series
(6.4), let us introduce the following notation:
∂ρkw(x, y) =
∂
∂ρk
w
(
x, y;
ρ1
2πi
,
ρ2
2πi
)∣∣
ρ=0,
∂ρk∂ρlw(x, y) =
∂2
∂ρk∂ρl
w
(
x, y;
ρ1
2πi
,
ρ2
2πi
)∣∣
ρ=0
, · · ·
with formal variables ρ1, ρ2. Using the intersection numbers
´
X˜0
J31 =
´
X˜0
J32 = 5,´
X˜0
J21J3 =
´
X˜0
J1J
2
2 = 10, and also the values
´
X˜0
c2J1 =
´
X˜0
c2J2 = 50, we have
the explicit form of the period integral Π(x, y):
34
(6.6) Π(x, y) =

w0(x,y)
∂ρ1w(x,y)
∂ρ2w(x,y)
5∂2ρ1w+10∂ρ1∂ρ2w+
5
2∂
2
ρ2
w+
∑
b
C2b∂ρbw
5
2∂
2
ρ1
w+10∂ρ1∂ρ2w+5∂
2
ρ2
w+
∑
b
C1b∂ρbw
− 56 (∂3ρ1w+∂
3
ρ2
w)−5(∂2ρ1∂ρ2w+∂ρ1∂
2
ρ2
w)− 5012 (∂ρ1w+∂ρ2w)
 ,
and similar forms for Π′(x1, y1) and Π′′(x2,y2). In the following calculations, we use
the powerseries expansions of these period integrals to sufficiently higher orders.
6.3.2. Analytic continuations. Let us consider the analytic continuations of the
three isomorphic local structures noted in Proposition 6.1 to the ’center’ [1 : 1 : 1]
of P2. We introduce a local coordinate s = x+ 1, t = y+ 1 of A0 which locates the
center [1 : 1 : 1] at the origin, and write the Picard-Fuchs differential equations as
D1ϕk(s, t) = D2ϕk(s, t) = 0 (k = 0, ..., 5).We arrange the solutions into the column
vector
ϕ(s, t) = t(ϕ0(s, t), ϕ1(s, t), ϕ2(s, t), ϕ3(s, t), ϕ4(s, t), ϕ5(s, t)).
Similarly we consider the local solutions satisfying D′1ϕ′k(s1, t1) = D′2ϕ′k(s1, t1) = 0
with the local coordinates s1 = x1 + 1, t1 = y1 + 1 of A1, and also D′′1ϕ′′k(s2, t2) =
D′′2ϕ′′k(s2, t2) = 0 with s2 = x2 + 1, t2 = y2 + 1 of A2. Since the center [1 : 1 : 1]
is a regular point of the differential equations D1ϕk(s, t) = D2ϕk(s, t) = 0 (see
Proposition 6.5), we have 6 power series solutions. After some calculations, we see
that the following leading behaviors determine the local solutions uniquely:
ϕ0(s, t) = 1 + c
(0)
11 st+ · · · , ϕ1(s, t) = t+ c(1)11 st+ · · · ,
ϕ2(s, t) = s+ c
(2)
11 st+ · · · , ϕ3(s, t) = s2 + c(3)11 st+ · · · ,(6.7)
ϕ4(s, t) = t
2 + c
(4)
11 st+ · · · , ϕ5(s, t) = s3 + · · · ,
where · · · represent higher order terms (degree ≥ 3) which do not contain the s3-
term. Since the differential operators D′i and D′′i are related to Di as in Proposition
6.1, the corresponding local solutions are simply given by
(6.8) ϕ′i(s1, t1) = (s1 − 1)ϕi(s1, t1) , ϕ′′i (s2, t2) = (s2 − 1)ϕi(s2, t2).
Proposition 6.4. The three local solutions are related by
ϕ′(s1, t1) =M1 ϕ(s, t) , ϕ′′(s2, t2) =M2 ϕ(s, t) ,
with
M1 =

−1 0 −1 − 711 0 − 58121
0 −1 1 0 0 − 311
0 0 0 1 0 − 611
0 0 0 1 0 2611
0 0 0 1 −1 1311
0 0 0 0 0 −1
 ,M2 =

−1 −1 0 0 − 711 0
0 1 −1 0 0 311
0 1 0 0 0 −3
0 0 0 0 1 1311
0 0 0 −1 1 − 1311
0 0 0 0 0 −1
 .
Proof. Since [−x : −y : 1] = [1 : −y1 : −x1] = [−y2 : 1 : −x2] by definition, we have
[1− s : 1− t : 1] = [1 : 1− t1 : 1− s1] = [1− t2 : 1 : 1− s2] and
s1 =
−s
1− s , t1 =
t− s
1− s ; s2 =
−t
1− t , t2 =
s− t
1− t .
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Then we should have
ϕ′
( −s
1− s ,
t− s
1− s
)
=M1ϕ(s, t) , ϕ
′′( −t
1− t ,
s− t
1− t
)
= M2ϕ(s, t),
for |s|, |t| ≪ 1. Using the relations (6.8) for the left hand sides, we obtain the
claimed form of the matrices M1,M2. 
Now by Proposition 6.4, the connection problems of the three period integrals
Π(x, y),Π′(x1, y1), Π′′(x2, y2) to each other may be solved by the analytic continua-
tions of each to the corresponding local solutions around the center. By symmetry,
we note that connecting Π(x, y) to ϕ(s, t) is sufficient for our purpose.
Proposition 6.5. The singular loci of the Picard-Fuchs differential equations con-
sist of the three coordinate lines of P2and an irreducible nodal rational curve of
genus 6. The defining equation of the nodal curve in the affine chart {(x, y),A0}
has the following form
dis0 = (1− x− y)5 − 54xy(1− x− y)2 + 55xy(xy − x− y).
Proof. This follows from calculating the characteristic variety of the differential
operators D1(x, y), D2(x, y), see [HT, Remark 2.7]. 
Since the irreducible component dis0 = 0 is rational, this can be parametrized
globally by P1. In fact, we can verify that the equation dis0 = 0 follows from
the discriminant dis(X˜sp0 |(C∗)4) = 0 determined in Proposition 2.3 eliminating the
variables a and b under the relations x = −a5, y = −b5. Hence as a global param-
eter of the curve we can adopt an affine line a + b + 1 = 0 in (C∗)2 (which we
compactify to P1 with infinity). Using this, we have depicted a schematic picture
of the singular loci in Fig.6.1. In the figure, the curve dis0(x, y) = 0 of complex-
one dimension is reduced to the corresponding real curve by imposing a condition
Im(x) = Im(y). The real plane curves drawn in the figure are the projection of
the space curve {(Re(x),Re(y), Im(x))| dis0(x, y) = 0} to the first two coordinates.
Also, the three affine coordinates are taken “outward direction” from the standard
right-triangular shape of the moment polytope of P2 whose vertices represent the
three affine coordinates [a5 : b5 : 1] = [1 : b
5
a5 :
1
a5 ] = [
a5
b5 : 1 :
1
b5 ].
6.3.3. Monodromy transformations shown in Fig.6.1. As explained above, the defin-
ing equation dis0(x, y) = 0 can be solved by the line a + b + 1 = 0. We set
a = 12 +(α+ iβ), b =
1
2 − (α+ iβ) and solve the additional condition Im(x) = Im(y)
(x = −a5, y = −b5) for β to have the space curve
{(Re(x(α)),Re(y(α)), Im(x(α)))| −∞ < α < +∞}.
Solving the equation Im(x) = Im(y) for β introduces five branches for the solutions.
Each of the solutions determines a partial parametrization of the curve by α. As
shown in Fig.6.1, we have two connected components for the real space (plane)
curve in this way. One component comes from the obvious solution β = 0, and this
is represented by the component that consists of 3 solid-bold (hyperbola-shaped)
lines and 3 broken lines. Due to the repetition of the regions in the coordinate
planes, each of the 3 broken lines should be identified with the solid-bold line in
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Figure 6.1. Singular loci of the Picard-Fuchs differential equa-
tions. Each loop represents the monodromy transformation with
a base point near (x, y) = (0, 0) and a path taken over the lines ℓi
(Im(x) = Im(y) > 0).
the opposite side. The other component contains the 6 nodes. It is left to readers
to draw a picture of real Riemannian surface of genus 6 with 6 nodes whose real
hyperplane section is given by the plane curves shown in Fig.6.1.
In Fig. 6.1, we have also drawn three lines ℓi :
ℓ0 : (x = y), ℓ1 : (x1 = y1), ℓ2 : (x2 = y2)
which intersect at the center [1, : 1 : 1]. Each line intersects with the curve at
the two nodal points, and transversally at one point, as shown in the figure. We
name all these points of the intersection by p1, p2, p3; p
′
1, p
′
2, p
′
3; p
′′
1 , p
′′
2 , p
′′
3 with their
explicit coordinates:
p1 : [−ρ− : −ρ− : 1], p2 :
[−1
32
:
−1
32
: 1
]
, p3 : [−ρ
+
: −ρ
+
: 1],
p′1 : [1 : −ρ− : −ρ− ], p′2 :
[
1 :
−1
32
:
−1
32
]
, p′3 : [1 : −ρ+ : −ρ+ ],
p′′1 : [−ρ− : 1 : −ρ− ], p′′2 :
[−1
32
: 1 :
−1
32
]
, p′′3 : [−ρ+ : 1 : −ρ+ ],
where ρ
∓
= 11∓
√
5
2 .
For the monodromy calculation of the period integral Π(x, y), we take a base
point o near the origin (x, y) = (0, 0). We fix it to be a real point near (0, 0) and
1 ≫ Im(x) > 0 in the figure. Starting this base point, we define the monodromy
transformations Tx,Ty around the coordinate axes via the loops shown. Similarly
we define monodromy transformations Tp1,1,Tp1,2;Tp2 ; Tp3,1, Tp3,2;Tz by connecting
the small loops shown in the figure with the paths ’over’ the line ℓ0 (a line near
ℓ0 with Im(x) = Im(y) > 0) from the base point. We define the monodromy
representation, ρ : π1(P
2 \ DPF ,o)→ Sp(6,Z) with DPF representing the singular
loci of the Picard-Fuchs differential operators and
Sp(6,Z) = {P ∈ GL(6,Z) | tPΣ0P = Σ0 }
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with respect to the symplectic form Σ0 in (6.5). We adopt the convention that, for
example, Tx.Π(x, y) = ρ(Tx)Π(x, y) represents the analytic continuation Tx.Π(x, y)
of the local solution Π(x, y) along the path with the loop Tx in terms of the local
solution Π(x, y). Thus under our convention, the monodromy representation ρ is
an anti-homomorphism satisfying ρ(T1T2) = ρ(T2)ρ(T1).
Proposition 6.6. When we take C11 = C22 = − 12 , C12 = C21 = 0 in the canonical
integral, symplectic basis Π(x, y) in (6.6), all the monodromy transformations above
are represented by the elements ρ(T∗) in Sp(6,Z). Explicitly, the corresponding
monodromy matrices acting on the period integral Π(x, y) are given by:
Tx :
 1 0 0 0 0 01 1 0 0 0 00 0 1 0 0 0
5 10 10 1 0 0
2 5 10 0 1 0
-5 -3 -5 0 -1 1
 , Ty :
 1 0 0 0 0 01 1 0 0 0 01 0 1 0 0 0
2 10 5 1 0 0
5 10 10 0 1 0
-5 -5 -3 -1 0 1
 , Tz :
 41 -17 -17 6 6 154 0 -6 -2 3 14 -6 0 3 -2 1
-72 28 23 -13 -9 -28
-72 23 28 -9 -13 -28
-30 18 18 -4 -4 -9
 ,
Tp1,1 :
 -4 5 2 -1 0 -10 1 0 0 0 0-5 5 3 -1 0 -1
-10 10 4 -1 0 -2
-25 25 10 -5 1 -5
25 -25 -10 5 0 6
 , Tp1,2 :
 6 -2 -5 0 1 15 -1 -5 0 1 10 0 1 0 0 0
25 -10 -25 1 5 5
10 -4 -10 0 3 2
-25 10 25 0 -5 -4
 , Tp2 :
 1 0 0 0 0 10 1 0 0 0 00 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
Tp3,1 :
 41 -4 -20 0 12 1630 -2 -15 0 9 120 0 1 0 0 0
50 -5 -25 1 15 20
10 -1 -5 0 4 4
-100 10 50 0 -30 -39
 , Tp3,2 :
 -39 20 4 -12 0 -160 1 0 0 0 0-30 15 4 -9 0 -12
-10 5 1 -2 0 -4
-50 25 5 -15 1 -20
100 -50 -10 30 0 41
 .
Proof. Our proof is based on numerical calculations except for Tx and Ty. To have
the matrix of Tp1,1, for example, we generate the power series for Π(x, y) in (6.6)
up to total degree 60. From the base point to a small loop for Tp1,1, we may take a
path over the line ℓ0, i.e., a real line near ℓ0 with Im(x) = Im(y) > 0. This choice
of path, however, is not efficient to attain numerically high accuracy due to the
’degeneration’ of the period integrals which we see in w
(k)
1 (x, y) = w
(k)
2 (x, y) when
x = y. To avoid this degeneration, we deform the path satisfying Im(x) = Im(y) to
that satisfying Im(y) = 0 by making use of the homotopy εIm(x) = Im(y), ε ∈ [0, 1].
Thereby, we verify that the path does not intersect the singular loci DPF at any
ε ∈ [0, 1]. The path for our actual calculation is a path over the ℓ0 satisfying
Im(y) = 0. We divide the deformed line into 200 segments and also the small loop
into 100 arcs. Then, for each endpoint of them, we have constructed the local
solutions imposing the same leading behavior in (6.7). The monodromy matrix,
by definition, follows by relating these solutions at each ends along the path. We
obtained the claimed integral, symplectic matrix for Tp1,1 in the accuracy 10
−5 ∼
10−6. Other monodromies are determined in the same way with the same level of
accuracy in their numerical calculations. 
We now consider the analytic continuation of the local solution Π(x, y) from the
base point to the center [1, : 1 : 1] along (over) the line ℓ0, and further continue to
a point near (x1, y1) = (0, 0) along (over) the line ℓ1. We express the local solution
Π′(x1,y1) in terms of the analytically continued solution Π(x, y) by Π′(x1, y1) =
C10Π(x, y). In a similar way, we consider the analytic continuation of Π(x, y) along
the line ℓ0 followed by ℓ2, and define the relation Π
′′(x2, y2) = C20Π(x, y).
Proposition 6.7. The above relations Π′(x1, y1) = C10Π(x, y) and Π′′(x2, y2) =
C20Π(x, y) are solved by
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C10 =

-4 8 4 -2 1 0
-4 4 2 -1 0 -1
3 2 1 0 1 2
6 4 0 1 2 4
17 0 -4 2 4 8
0 -17 -6 3 -4 -4
 , C20 =

4 -4 -8 -1 2 0
4 -2 -4 0 1 1
-3 -1 -2 -1 0 -2
-6 0 -4 -2 -1 -4
-17 4 0 -4 -2 -8
0 6 17 4 -3 4
 .
Proof. As in the previous proposition, we do numerically the analytic continuation
of Π(x, y) to ϕ(s, t) along ℓ0, and Π
′(x1, y1) to ϕ′(s1, t1) along ℓ1. Then use Propo-
sition 6.4 to relate ϕ(s, t) and ϕ′(s1, t1), and obtain the claimed matrix C10. The
matrix C20 follows in the same way. 
Since the three local forms of the period integralΠ(x, y),Π′(x1, y1) andΠ′′(x2, y2)
are governed by the isomorphic system of differential equations (see Proposition 6.1)
and also from the obvious symmetry in Fig.6.1, the entire monodromy properties
of the period integral Π(x, y) can be described by the monodromy transformations
{ξm} := {Tx,Ty, Tp1,1,Tp1,2, Tp2 , Tp3,1, Tp3,2, Tz},
or the corresponding transformations:
{ξ′m} := {Tx1 , Ty1, Tp′1,1,Tp′1,2, Tp′2 , Tp′3,1, Tp′3,2, Tz′}, or
{ξ′′m} := {Tx2 , Ty2, Tp′′1 ,1,Tp′′1 ,2, Tp′′2 , Tp′′3 ,1, Tp′′3 ,2, Tz′′}.
Proposition 6.8. 1) For the monodromy matrices we have
ρ(ξ′m) = C−110 ρ(ξm)C10, ρ(ξ′′m) = C−120 ρ(ξm)C20.
2) The following relations can be observed:
ρ(Tp1,1) = ρ(T
−1
y T
−1
p2 Ty) , ρ(Tp1,2) = ρ(T
−1
x Tp2Tx)
ρ(Tp3,1) = C10 ρ(TxT−1y Tp2TyT−1x ) C−110 ,
ρ(Tp3,2) = C20 ρ(TxT−1y T−1p2 TyT−1x ) C−120 .
3) We have ρ(Tz) = ρ(T
−1
p′1,2
Tx1Tp′1,2) = ρ(T
−1
p′′1 ,2
Tx2Tp′′1 ,2).
4) The image of the monodromy transformations in Sp(6,Z) is given by
〈ρ(T±1x ), ρ(T±1y ), ρ(T±1p2 ), C±110 , C±120 〉.
Proof. 1) By the symmetry summarized in Proposition 6.1 and the definitions of
C10 and C20, the first claim follows. For 2), we verify directly the claimed relations
using the monodromy matrices in Proposition 6.6. When doing this, we should
note that ρ is defined as an anti-homomorphism, ρ(TαTβ) = ρ(Tβ)ρ(Tα). Using the
results 1) and 2), we verify the relation 3). We can also verify 3) by deforming the
contours of the analytic continuations (see Fig. 6.1). The property 4) follows from
1) to 3). 
Remark. In the claim 3) of Proposition 6.8, not all monodromy relations which we
read from Fig. 6.1 are written out. By deforming the paths in the figure, it is easy
to deduce relations, for example:
ρ(Tp1,1TyT
−1
p1,1
) = ρ(Tz′′), ρ(T
−1
z Tp3,1Tz) = ρ(T
−1
p′1,1
), ρ(T−1z′′ Tp′′3 ,2Tz′′) = ρ(Tp3,2).
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We can also observe relations among the generators in the claim 4), for example,
ρ(Tp1,1)C10C20ρ(Tp1,2) = C10C20.
The determination of the minimal set of relations is left for a future study. Also some
simplifications in the matrix expressions, like C10C20 = (-1)⊕ ( 0 -1-1 0 )⊕ ( 0 -1-1 0 )⊕ (-1),
may have some interpretations. []
6.4. Mirror symmetry of Reye congruences. Over the line ℓ0 : x = y = 0
the six period integrals contained in Π(x, y) reduce to four independent integrals
due to the degeneration w
(k)
1 (x, x) = w
(k)
2 (x, x) (k = 1, 2). This is related to the
symmetry under the exchange zi ↔ wi of the defining equations fi = 0 of X˜sp0
when a = b. More generally, taking the automorphisms of X˜sp0 into account, this
symmetry appears when a = µkb with µ5 = 1, i.e., when x = y.
Proposition 6.9. When x = y 6= 132 , the involution zi ↔ wi(∼= Z2) acting on X˜sp0
has no fixed point. This action naturally lifts to a fixed point free Z2 action on the
crepant resolution X˜∗0 . Taking a quotient by this, we obtain a Calabi-Yau threefold
X∗ = X˜∗0/Z2 with the Hodge numbers h
1,1(X∗) = 26, h2,1(X∗) = 1.
Proof. As above, it is clear from the form of the defining equations that the in-
volution zi ↔ wi acts on X˜sp0 when a = b (a = µkb in general). It is also
straightforward to see that if a = b 6= − 12 , there is no solution for fi = 0 with
zi = wi except zi = wi = 0 (i = 1, ..., 5). Clearly the involution acts on the
singular loci. Hence it lifts to a fixed point free Z2 action on the crepant res-
olution X˜∗0 when x = y 6= 132 . Since h0,1(X˜∗0 ) = h0,2(X˜∗0 ) = 0 for the res-
olution, we have h0,1(X∗) = h0,2(X∗) = 0 for the quotient. The calculations
e(X∗) = e(X˜∗0 )/2 = 50 and #X
∗(Fp) = #X˜∗0 (Fp)/2 are valid for the free quo-
tient. Hence the proof of Proposition 5.13 applies to the present case, and we have
h1,1(X∗) = 26, h2,1(X∗) = 1. 
In [HT, Propositions 2.9,2.10], we observed that, when x = y = 132 , one ordinary
double point appears in X˜sp0 as a fixed point of the involution, and this results in a
singular point of X∗ where a lens space (∼= S3/Z2) vanishes. In fact, this property
has been predicted by noting a specific form of the Picard-Lefschetz monodromy
[EvS] in their study of 4th order differential equations (see also [AEvSZ]). In order
to connect the vanishing lens space directly with the Picard-Lefschetz monodromy,
let us introduce the following monodromy matrices:
(6.9)
Rα1 = ρ(T
−1
p1,1
Tp1,2), R0 = ρ(TxTy), R 1
32
= ρ(Tp2),
Rα2 = ρ(T
−1
p3,2
Tp3,1), R∞ = ρ(Tz).
As we see in Fig.6.1, these represent the monodromy transformations of Π(x, y)
around the intersections of ℓ0 ∼= P1 with the discriminant, and satisfy a relation
R∞Rα2Rα1R0R 132 = id.
These correspond to the matrices Mα1 ,M0,M 132 ,Mα2 ,M∞ of Π(x) given in [HT,
Table 1]. Explicitly we evaluate the matrices (6.9) as follows:
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Rα1 :
 11 -7 -7 1 1 25 -1 -5 0 1 15 -5 -1 1 0 1
35 -20 -29 3 5 7
35 -29 -20 5 3 7
-50 35 35 -5 -5 -9
 , R0 :
 1 0 0 0 0 01 1 0 0 0 01 0 1 0 0 0
17 20 15 1 0 0
17 15 20 0 1 0
-20 -18 -18 -1 -1 1
 , R 1
32
:
 1 0 0 0 0 10 1 0 0 0 00 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 ,
R∞Rα2R
−1
∞ :
 1 5 5 0 0 20 2 -1 -2 2 00 -1 2 2 -2 0
0 -12 -13 0 1 -5
0 -13 -12 1 0 -5
0 0 0 0 0 1
 , R∞ :
 41 -17 -17 6 6 154 0 -6 -2 3 14 -6 0 3 -2 1
-72 28 23 -13 -9 -28
-72 23 28 -9 -13 -28
-30 18 18 -4 -4 -9
 ,
where we consider R∞Rα2R
−1
∞ instead of Rα2 since the matrices in [HT, Table 1]
satisfy Mα2M∞Mα1M0M 1
32
= id. Now we define Π˜(x, y) by
t
(
w0,
1
2
(w
(1)
1 + w
(1)
2 ),
1
2
(w
(2)
1 + w
(2)
2 ),
1
2
w(3)
)
⊕ t
(1
2
(w
(1)
1 − w(1)1 ),
1
2
(w
(2)
1 − w(2)2 )
)
so that the second summand becomes t(0, 0) on the line ℓ0(x = y). It is straight-
forward to see the following property:
Proposition 6.10. In terms of the period integral Π˜(x, y) = P Π(x, y), we have
the decomposition
R˜k =Mk ⊕Nk (k = 1, .., 5),
where Nk’s are 2×2 matrices and we set R˜k = PRkP−1 with {Rk}4k=1 = {Rα1 , R0,
R 1
32
, R∞Rα2R
−1
∞ , R∞} and {Mk}4k=1 = {Mα1 ,M0,M 132 ,Mα2 ,M∞}.
From the explicit forms of (6.9), it is clear that R 1
32
represents the Picard-
Lefschetz monodromy of the vanishing cycle which appears in the fiber over x =
y = 132 , from which we identify w
(3)(x, y) as the period integral of the vanishing
cycle. We note that w(3)(x, y) is contained in Π˜(x, y) with the prefactor 12 . (If this
prefactor were taken to be 1, P should be symplectic with respect to Σ0.) From the
above proposition and Proposition 6.9, we can now identify M 1
32
with the Picard-
Lefschetz monodromy of the vanishing lens space (S3/Z2) in X
∗ for x = y = 132
which we described above.
Finally we remark that both R0 and R∞ have the same Jordan normal form
J(1, 4)⊕ J(1, 2) with eigenvalues 1. Proposition 6.10 implies that the period inte-
gral Π˜(x, y) is compatible with the Jordan decomposition and the first summand
of Π˜(x, y) shows the maximally unipotent monodromies both at x = 0 and ∞.
The mirror geometry which arises from x = 0 has been identified with the Reye
congruence Calabi-Yau threefold, and that from x = ∞ has been identified with
a new Calabi-Yau manifold which doubly covers the generic Hessian quintic with
ramification locus being a smooth curve of genus 26 and degree 20.
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7. Special families of Steinerian and Hessian quintics
7.1. Steinerian and Hessian quintics. Here we discuss the special family of the
Steinerian and Hessian quintics defined by (2.6) and (2.7), respectively, for a = b.
Together with the mirror family X∗
P1
, we summarize the related families over P1 by
writing the generic fibers:
(7.1)
X˜∗0 ϕ //
/Z2

X˜sp0
!!❈
❈❈
❈❈
❈❈
❈
Usp
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
!!❈
❈❈
❈❈
❈❈
❈
Ysp
2:1

Y ∗ρoo
X∗ Ssp Hsp
.
The Steinerian quintic Ssp is defined as the determinantal quintics Z
sp
1 = Z
sp
2 for
a = b. Usp in the diagram provides a partial resolutions of Ssp, and is given as X˜
sp
2
for a = b. There is a natural projection from Usp to the Hessian quintic Hsp, i.e.,
the determinantal quintic X˜sp,♯0 for a = b.
In what follows, we describe the singularity of the Hessian quintic Hsp for generic
a = b, i.e., a = b ∈ C∗ with ∏4k,l=0(µk a+ µl b+ 1) 6= 0. Then we define the double
covering Ysp → Hsp branched along the singular loci of Hsp. It is expected that
there is a crepant resolution ρ : Y ∗sp → Ysp.
7.2. Singular loci of Hsp. The Hessian quintic Hsp is defined in P
4
λ by the equa-
tion (2.7) with a = b ∈ C∗, which may be written detAλ = 0. We note that this
is actually defined for x = −a5 ∈ P1 due to the automorphism Hsp ⊂ P4λ. Since
Hsp is a hypersurface, it is rather easy to determine the singular loci by the Ja-
cobian criterion. To describe the singular loci, let us denote the projective space
by P4λ = 〈e∗1, e∗2, ..., e∗5〉 choosing a C-bases e∗i (i = 1, ..., 5). As before, we denote
the coordinate points and lines, respectively, by [e∗i ] and Lij = 〈e∗i , e∗j 〉. We also
introduce the lines:
Mi = 〈e∗i−2 + ab e∗i−1, e∗i 〉 (i = 1, 2, ..., 5),
where the indices are considered cyclic or modulo 5.
Proposition 7.1. For generic a = b, we have: 1) the singular loci of Hsp contain
a component of a curve CE given by the 4× 4 Pfaffians of
(7.2)

0 λ2 −aλ5 −aλ1 λ5
−λ2 0 λ4 −aλ2 −aλ3
aλ5 −λ4 0 λ1 −aλ4
aλ1 aλ2 −λ1 0 λ3
−λ5 aλ3 aλ4 −λ3 0
 .
2) CE is a smooth genus one curve of degree 5 in P
5
λ , i.e., an elliptic normal
quintic.
Proof. Our proof of 1) is based on the calculations of the primary decomposition of
the Jacobian ideal. As we describe below, there appear 10 lines in the irreducible
components of the singular loci. It is efficient to take the saturations repeatedly
with respect to the ideals representing these lines. The claimed matrix form of
the ideal may be deduced from the minimal resolution of the ideal, and has been
determined by taking suitable linear combinations of the generators.
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Figure 7.1. The partial resolution Usp → Hsp of the Hessian
quintic and the double covering Ysp → Hsp for a generic a = b ∈
C∗. CE is an elliptic normal quintic. By the partial resolution, the
A1 singularities along the lines Mi(i = 1, .., 5) and CE are resolved
in Usp. The A3 singularities along the coordinate lines Li i+1 are
blown up to A1 singularities along two lines for each Li i+1. In
each p−12 ([e
∗
i ])
∼= P2, there exist A1-singularities along the broken
lines and the coordinate line 〈ei+2, ei+3〉.
The claim 2) is a consequence of 1), since CE is a Pfaffian variety of 5× 5 anti-
symmetric matrices which may be identified as a linear section of the Grassmannian
G(2, 5). The smootheness is verified by the Jacobian criterion. 
Remark 7.2. When a10 + 11a5 − 1 = 0, CE becomes nodal at one point (at [1 :
1 : 1 : 1 : 1] up to automorphisms of Hsp ⊂ P4λ for every solution a). When
a = 0 (resp. ∞), CE becomes reducible: CE = L13 ∪ L35 ∪ L52 ∪ L24 ∪ L41 (reps.
CE = L12 ∪ L23 ∪ L34 ∪ L45 ∪ L51). See [Hu] for the geometry of elliptic normal
quintics. []
By studying the Jacobian ideal of Hsp in details, we obtain the structure of the
singularities in the special Hessian quintic for generic a = b as follows:
Proposition 7.3. 1) For generic a = b ∈ C∗, the special Hessian quintic Hsp
is singular along the 5 coordinate lines Li i+1 and 5 lines Mi (i=1,..,5) and also
the smooth elliptic normal quintic CE . The type of singularities are of A3-type
along the lines Li i+1 and of A1-type along the lines Mi and CE. These irreducible
components intersect at 10 points as shown schematically in Fig. 7.1.
2) The singular loci of Hsp coincide set-theoretically with {[λ] ∈ P4λ | rk(Aλ) ≤ 3}.
Proof. 1) Singular loci are determined by studying the Jacobian ideal as described
in the proof of the previous proposition. The type of the singularities are deter-
mined by taking the local coordinates of the normal bundle at generic points of
the irreducible components. 2) The loci of rk(Aλ) ≤ 3 are determined by the ideal
generated by the 4 × 4 minors of Aλ. We compare the primary decompositions of
this ideal with that of the Jacobian ideal. The claim follows since we verify that
the radicals of each component coincide. 
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Remark 7.4. The Hessian quintic Hsp is the special quintic hypersurface X˜
sp,♯
0 with
a = b. If a 6= b (more generally a 6= µkb with µ5 = 1), it is easy to observe that
the irreducible component CE disappears from the singular loci. This explains
the additional factor
∏4
k=0(a − µkb) in the discriminant (2.9). We note that the
A1-singularities in Hsp (resp. X˜
sp,♯
0 ) are resolved by the partial resolution p2 :
Usp → Hsp (resp. p2 : X˜sp2 → X˜sp,♯0 ). The configuration of the singularities in
Usp is depicted in Fig. 7.1. As depicted in the figure, there appear the following
25 lines along which Usp has A1-singularities: Three lines in each fiber p
−1
2 ([e
∗
i ]) =
〈e∗i+2, e∗i+3, e∗i+4〉 given by
〈ei+2,−bei+3 + ei+4〉, 〈−bei+2 + ei+3, ei+4〉, 〈ei+2, ei+3〉 (i = 1, ..., 5),
and two lines in each inverse image p−12 (Li i+1) (i = 1, ..., 5) given by
[ei+3]× Li i+1, [−b ei+3 + ei+4]× Li i+1 (i = 1, ..., 5).
Since determining these singular loci is essentially the same as we did for X˜sp0 in
Proposition 5.3, we omit the details. Inspecting the configuration shown in Fig. 7.1,
it is immediate to have the Euler number of Usp by using e(Hsp). []
Proposition 7.5. The Euler number e(Usp) = 0.
Proof. We evaluate e(Usp) from the projection p2 : Usp → Hsp shown in Fig. 7.1.
We note that e(p−12 ([e
∗
i ]) = e(P
2) = 3. Also we note that for the generic point z of
the coordinate line Li i+1 (resp. the line Mi), we have e(p
−1
2 (z)) = 3e(P
1) − 2 = 4
(resp. e(p−12 (z)) = e(P
1) = 2 ). We also note that Mi ∩Mj = φ. Now inspecting
the Fig. 7.1 carefully, we can evaluate the Euler number as
e(Usp) = e(Hsp) + 5{e(P2)− 1}+ {e(CE)− 5}{e(P1)− 1} = −5 + 10− 5 = 0,
where we use the result e(Hsp) = −5 obtained in Proposition 3.6. 
7.3. The ramified covering Ysp → Hsp. For the generic Hessian quintic H , we
have found a ramified double covering Y → H which gives us a smooth Calabi-
Yau threefold [HT, Theorem 3.14] with h2,1(Y ) = h2,1(X) = 26. The diagram
(2.2) shows relations among the generic fibers of the related families over the 26-
dimensional deformation space. We obtain the diagram (7.1) by restricting (2.2) to
the special families over P1.
We recall that our special family of the Hessian is defined by Hsp =
{
[λ] ∈
P4λ |detAλ = 0
}
with Aλ =
∑5
k=1 λkAk for generic a = b ∈ C∗.
Definition 7.6. Consider the weighted projective space P9(25, 15) with its (weighted)
homogeneous coordinate [ξ : λ] = [ξ1 : ... : ξ5 : λ1 : ... : λ5]. We denote by
ϕ¯λ : P
9(25, 15) 99K P4λ the natural projection to the second half of the components.
We define Ysp ⊂ P9(25, 15) by the following (weighted) homogeneous equations:
(7.3)
ξiξj = ∆(Aλ)ij (1 ≤ i, j ≤ 5),
Aλξ = 0,
where ∆(Aλ)ij(=: ∆ij) represents the ij-cofactor of the symmetric matrix Aλ. []
We read the above definition from [Ca, Sect.3]. We note that if det(Aλ) 6= 0,
then we have ξ = 0 hence ∆(Aλ)ij = 0 (1 ≤ i, j ≤ 5), which is a contradiction.
Therefore we have a map ϕλ : Ysp → Hsp which follows from ϕ¯λ : P9(25, 15) 99K P4λ.
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Proposition 7.7. 1) The map ϕλ : Ysp → Hsp is surjective. Moreover it is a
double covering ramified along the singular loci of Hsp (see Proposition 7.3).
2) The singular loci of Ysp consist of 5 lines L˜i i+1(i = 1, ..., 5) of A1-singularities,
where L˜i i+1 represents the coordinate line Li i+1 ⊂ Hsp considered in Ysp.
3) The Euler number of Ysp is given by e(Ysp) = −10.
Proof. 1) The singular loci SingHsp of Hsp coincides with the loci with rk(Aλ) ≤ 3
due to 2) of Proposition 7.3. If rk(Aλ) ≤ 3, then ∆ij = 0 (1 ≤ i, j ≤ 5). Hence,
from (7.3), we have ξi = 0, which implies that ϕλ is bijective over SingHsp. Now
take a point [λ] ∈ Hsp such that rk(Aλ) = 4, then we have rk(∆ij) = 1 for the
matrix of the cofactors. Then there exists ξ such that (∆ij) = (ξiξj). We may
assume, without loss of generality, that ∆11 6= 0. Solving ξ21 = ∆11, we obtain
ϕ−1λ ([λ]) =
{
[± ∆11√
∆11
: ... : ± ∆15√
∆11
: λ1 : ... : λ5]
}
. This completes the proof.
2) Let us denote by Si(i = 1, ..., 5) the affine subsets {[ξ, λ] | λi 6= 0} in the weighted
projective space P9(25, 15). We note that Si ≃ C9(i = 1, ..., 5) are in the smooth
loci of the weighted projective space, and Ysp is contained in the union ∪iSi of these
affine subsets. Here we study the singular loci of Ysp on the affine subset S5 with
the affine coordinates [ξ1 : ... : ξ5 : λ1 : ... : λ4 : 1], but the calculations on the other
Si’s are quite parallel due to the symmetry of the defining equations Ysp and Hsp.
We obtain 20 equation from the defining equations (7.6) expressed by the affine
coordinates of S5. We observe that one of the 5 equations from Aλξ = 0 can
be solved by ξ5 = −ξ1 − λ4ξ4. Eliminating ξ5 by this, we have 19 equations for
(ξ1, ξ2, ξ3, ξ4, λ1, λ2, λ3, λ4) and make the Jacobian matrix of size 8 × 19. Since
dimYsp=3, the Jacobian ideal of Ysp is generated by 5×5 minors of the Jacobi ma-
trix. By studying this Jacobian ideal in a straightforward way, we obtain L˜45 ∪ L˜51
for the singular loci of Ysp restricted on S5. Combined with the similar calculations
for the other Si’s, we determine the singular loci of Ysp as claimed.
To determine the type of singularity, we work with the affine coordinates [ξ1 :
... : ξ5 : λ1 : ... : λ4 : 1] and focus on the line L˜51. Note that the corresponding line
L51 ⊂ Hsp intersects with the line M2 at [λ] = [a2 : 0 : 0 : 0 : 1]. We describe the
local geometry around the point [ξ : λ] = [05 : a2 : 0 : 0 : 0 : 1] by introducing the
affine coordinates by [x1 : ... : x5 : a
2+y1 : y2 : y3 : y4 : 1]. We work on the defining
equations (7.6) in the local ring C[x1, x2, x3, x4, x5,y1, y2, y3, y4]m0 at the origin. By
inspecting the defining equations of Ysp, we see that x1, x2, y3 as well as x5 can be
solved by other variables in the local ring. After eliminating these variables, we
study the (eliminated) ideal of Ysp in the local ring C[x3, x4, y1, y2, y4]m′0 at the
origin. It turns out that the local geometry of Ysp is described by the two equations
g1 = g2 = 0 with g1, g2 ∈ C[x3, x4, y1, y2, y4]m′0 and g2 is quadric with respect to y4.
Solving the quadric equation g2 = 0, we eliminate y4 from g1. Choosing suitable
branch of the solutions, we obtain
g1 = x3x4 + x
2
4 + y1y
2
2 + y2x
2
3 − y1y2x23 + · · · ,
where · · · represents the higher order terms of the total degree greater than four.
From this local equation, we read the singularities along the line L˜51 are of A1-
type generically. (We may also observe that, as before, the blowing-up along L˜51
introduces a smooth conic bundle with reducible fiber at the origin, i.e., over the
intersection point of L51 and M2. )
3) The singular loci SingHsp, i.e., the ramification loci of Ysp → Hsp, consists of 10
lines Li i+1,Mi and the curve CE which intersect as shown in Fig. 7.1. Combined
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with e(Hsp) = −5 in Proposition 3.6, we have
e(Ysp) = 2 {e(Hsp)− e(SingHsp)} + e(SingHsp) = 2× (−5− 0) + 0 = −10.

Remark 7.8. The A1-singularities along the ramification loci of Hsp are resolved
by the covering Ysp → Hsp. This is, in fact, a general property valid for a normal
variety Ysp. If we consider the generic Hessian quinticH with a regular linear system
P = |A1, A2, ..., Ak| and Aλ =
∑5
k=1 λkAk, then the singular loci of H consist of a
curve of A1-singularity. Hence, Definition 7.6 applied for generic Hessian quintic H
gives us a smooth Calabi-Yau threefold ramified along the curve, which is Y in the
theorem of the subsection 2.1, see also the diagram (2.5). This explicit realization
of the geometry Y in P4(25, 15) should have corresponding descriptions in physics
[Hor], [JKLMR]. []
As is shown in the diagram (7.1), we expect a crepant resolution ρ : Y ∗sp → Ysp
with a Calabi-Yau manifold Y ∗sp which satisfies (h
1,1(Y ∗sp), h
2,1(Y ∗sp)) = (h
1,1(X∗),
h2,1(X∗)) = (26, 1) for the Hodge numbers. The existence of Y ∗sp with these ex-
pected properties is left for future study.
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