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Résumé
Dans un espace de Baire une propriété est générique (« quasi-sûre ») si elle a lieu sur une inter-
section dénombrable d’ouverts denses. Dans un espace de Fréchet (qui est de Baire) une propriété
est prévalente (« presque sûre ») si elle est presque sûre pour une probabilité et toutes ses translatées.
On sait qu’une conjonction dénombrable de propriétés prévalentes est prévalente (Christensen 1972 ;
Hunt, Sauer et Yorke 1992) et des exemples de propriétés prévalentes sont connus (Hunt 1994 ;
Jaffard 2004 ; Fraysse 2005) ; dans beaucoup de cas, ce sont également des propriétés génériques.
L’article concerne les fonctions continues ou hölderiennes sur la droite, à valeurs dans Rd , et met en
évidence des propriétés prévalentes très différentes des propriétés génériques. Un appendice donne
une version rapide de la théorie de la prévalence dans les espaces de Fréchet.
 2005 Elsevier SAS. Tous droits réservés.
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La notion de prévalence, sinon le terme, a été introduite par Christensen en 1972 [1].
Elle a été développée par Hunt, Sauer et Yorke en 1992 [5]. Elle a été récemment appliquée
à l’analyse multifractale par Stéphane Jaffard [6]. Nous bornons à considérer ici des pro-
priétés prévalentes de fonctions appartenant à un espace de Fréchet F . Une propriété des
f ∈ F est assimilée à une partie de F , la partie où « elle a lieu ». Elle est dite prévalente
si elle est presque sûre pour une probabilité donnée sur F , et aussi pour toutes les trans-
latées de cette probabilité. On démontre qu’une intersection dénombrable de propriétés
prévalente est prévalente [5] ; j’en donnerai une preuve en appendice.
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elle contient (ou « a lieu sur ») une intersection dénombrable d’ouverts denses.
Par exemple, si F = C(R), l’espace des fonctions continues à valeurs réelles sur R, la
propriété de non-différentiabilité en tout point est à la fois générique et prévalente [4]. Il
en est ainsi de beaucoup de propriétés, dans des espaces fonctionnels variés, comme l’ont
établi récemment Stéphane Jaffard et Aurélia Fraysse [2,3,6].
Nous allons donner ci-dessous des exemples où généricité et prévalence vont en sens
opposé. Les propriétés génériques que nous indiquerons remontent à Robert Kaufman 1967
[8], explicitement ou implicitement ; on en donnera les preuves en annexe. Les propriétés
prévalentes sont nouvelles ; les preuves en seront données dans le texte, avec des commen-
taires en annexe.
Sauf dans l’appendice, je me bornerai à
F = C(R,Rd) ou Cα(R,Rd) (0 < α < 1).
Ici C(R,Rd) désigne l’espace des applications continues de R dans Rd (d entier  1), et
Cα(R,Rd) l’espace des applications f de R dans Rd telles que, pour tout intervalle borné
I de R, on ait uniformément∥∥f (t + h) − f (t)∥∥= o(|h|α) (t ∈ I, h → 0); (1)
il sera important que dans cette définition figure o et non O.
Remarquons que Co(R,Rd) = C(R,Rd). Quand d = 1, on écrira simplement C(R) et
Cα(R).
On désignera par E un ensemble de Cantor (c’est-à-dire, ici, un ensemble homéomor-
phe à l’ensemble triadique) porté par R, et par µ une mesure diffuse, non nulle, portée
par un compact dans R. On s’intéressera aux images de E et de µ par les f ∈ F , soit
F = f (E) et ν = µ ◦ f−1.
En avant-goût, dans le théorème 0, on considérera f (I), où I est un intervalle com-
pact ; on verra que les propriétés prévalentes des arcs de courbes sont bien différentes des
propriétés génériques.
Pour dire qu’une propriété est prévalente resp. générique je dirai qu’elle est presque
sûre resp. quasi-sûre, ou qu’elle a lieu pour presque tout f ou quasi-tout f , comme le fait
Stéphane Jaffard dans [6]. Le terme de « quasi-sûr » pour « générique » est couramment
admis. Celui de presque sûr pour prévalent n’est pas classique, mais il ne prête pas à
confusion, et ce n’est qu’un résumé de la définition.
Voici deux énoncés faciles à comprendre, et qui seront renforcés par les théorèmes 2
et 3.
Théorème 0. Pour presque toute f ∈ C(R,Rd) (c’est-à-dire de façon prévalente dans
C(R,Rd)), f (I) est l’adhérence de son intérieur.
Sauf pour d = 1, le comportement générique est très différent, comme on sait : pour
d = 2, l’intérieur de f (I) est vide quasi-sûrement (les f telles que f (I) ne recouvre pas
un disque donné constituent un ouvert dense dansF ) et pour d  3 f (I) est quasi-sûrement
une courbe simple (toute f (I) est approchable par des lignes polygonales simples, et il en
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des f tels que f (I1) ∩ f (I2) = ∅ est un ouvert dense).
Le théorème 0 est un corollaire du théorème 1. Comme corollaire du théorème 3, on
peut remplacer dans l’énoncé C(R,Rd) par Cα(R,Rd).
Théorème 1. Soit F = C(R,Rd). Presque sûrement, F est l’adhérence de son intérieur et
ν est une mesure absolument continue dont la densité est indéfiniment dérivable (en bref,
ν ∈ C∞). Quasi-sûrement F est un ensemble de Cantor de mesure nulle et ν une mesure
singulière.
Montrons déjà comment la propriété presque sûre de ν entraîne les propriétés presque
sûres de f (I) dans le théorème 0 et de F = f (E) dans le théorème 1. Chaque sous-
intervalle de I , comme chaque portion de E, porte une mesure diffuse µ, donc son image
par f contient le support de ν = µ ◦ f −1, qui contient presque sûrement un ouvert. Donc
f (I) et f (E) contiennent presque sûrement un ouvert au voisinage de chacun de leurs
points.
On va répéter «F est l’adhérence de son intérieur » dans les énoncés des théorèmes 2 et
3, et ce sera toujours la conséquence d’une propriété presque sûre de ν.
Avant d’énoncer le théorème 2, quelques explications sont utiles. La méthode de Kauf-
man (voir annexe) montre que F est quasi-sûrement un ensemble de Kronecker, c’est-à-
dire un compact K dans Rd tel que toute fonction continue et de module 1 sur K soit appro-
chable uniformément par des exponentielles imaginaires x → eiux (x = (x1, . . . , xd), u =
(u1, . . . , ud), ux = u1x1 + · · · + udxd ). C’est un ensemble de Cantor, indépendant sur Q,
et qui joue le rôle d’ensemble mince dans la plupart des questions d’analyse harmonique ;
en particulier, si σ est une mesure portée par un ensemble de Kronecker, on a
lim‖u‖→∞
∥∥σˆ (u)∥∥= ‖σ‖ =
∫
|dσ |, (2)
σˆ étant la transformée de Fourier de σ
σˆ (u) =
∫
eiuxσ (dx).
La mesure diffuse µ est à très peu près portée par un ensemble de Cantor E, donc ν
est à très peu près portée par f (E), donc (2) est valable pour σ = ν lorsque f (E) est un
ensemble de Kronecker, ce qui a lieu quasi-sûrement. Il s’ensuit que ν est quasi-sûrement
singulière.
Ainsi se trouve démontrée et renforcée la seconde assertion du théorème 1.
On va renforcer la première en introduisant les classes non-quasi analytiques de fonc-
tions indéfiniment dérivables. Tout ce qui suit s’énonce d’ordinaire pour des fonctions à
valeurs réelles (d = 1), mais vaut pour d quelconque. Soit (Mn) (n = 0,1, . . .) une suite
positive logarithmiquement convexe, c’est-à-dire telle que la suite (Mn/Mn+1) soit dé-
croissante. On désigne par C((Mn)) l’ensemble des fonctions f ∈ C∞ telles que, sur
chaque intervalle compact I , les dérivées successives de f vérifient des inégalités du type∣∣f (n)(x)∣∣ Cn Mn (x ∈ I ;n = 0,1, . . .),=
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=
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=
(f, I ) ne dépendent que de f et de I . On dit que C((Mn)) est quasi-analytique si la
seule fonction f ∈ C((Mn)) qui s’annule avec toutes ses dérivées successives en un point
donné est la fonction nulle. Dans le cas contraire, C((Mn)) est non quasi-analytique ; elle
contient alors des fonctions à support compact non identiquement nulles. Une condition
nécessaire et suffisante de non quasi-analyticité est
∞∑
0
Mn
Mn+1
< ∞
(Denjoy–Carleman). Une autre est
∞∫
1
logT (r)
dr
r2
< ∞, (3)
où
T (r) = sup
n1
rn
Mn
(4)
(Ostrowski) [9, p. 78].
Pour exprimer que ν est absolument continue et que sa densité appartient à C((Mn))
on écrira simplement ν ∈ C((Mn)). Pour qu’il en soit ainsi, il suffit que la transformée de
Fourier de ν vérifie∫ ∣∣νˆ(u)∣∣T (|u|)du < ∞
(∫
=
∫
Rd
)
, (5)
T (r) étant donné par (4).
Voici maintenant une forme renforcée du théorème 1, le théorème 2, qui est le résultat
principal de cet article.
Théorème 2. Soit F = C(R,Rd). Presque sûrement, F est l’adhérence de son intérieur et,
pour toute classe non quasi-analytique C((Mn)) donnée, ν appartient à C((Mn)). Quasi-
sûrement, F est un ensemble de Kronecker et ν une mesure singulière telle que
lim‖u‖→∞
∥∥νˆ(u)∥∥= ‖ν‖ =
∫
|dν|.
Insistons sur le fait qu’on doit donner la classe C((Mn)) avant de parler de préva-
lence : une fonction qui appartient à toutes les classes C((Mn)) non quasi-analytiques est
nécessairement analytique. On pourrait cependant, au lieu d’une classe C((Mn)) non quasi-
analytique, se donner une intersection dénombrable de telles classes, puisque, comme on
l’a vu, une intersection dénombrable de propriétés prévalentes est prévalente.
La preuve de la seconde assertion du théorème 2 a été donnée ci-dessus.
La preuve de la première consistera, étant donnée la fonction T (r), à montrer que « ν
vérifie (5) » est une propriété prévalente.
Avant de donner cette preuve, donnons une autre extension du théorème 1, en prenant
F : Cα(R,Rd), 0 α < 1. Rappelons la notation Cα(R,R): Cα(R).
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Il est clair que les fonctions localement constantes sur E appartiennent à Cα(E). On aura
besoin pour la généricité de l’hypothèse suivante :
(H) : les fonctions localement constantes sont denses dans Cα(E). Cette hypothèse est
toujours vérifiée pour C0(E) = C(E). Pour 0 < α < 1, on vérifie qu’elle ne porte que
sur E et peut s’exprimer géométriquement de la manière suivante :
(H′) : il existe un δ > 0 et des décompositions de E en portions arbitrairement petites
telles que, pour chaque portion P , les intervalles du complémentaire de E qui lui sont
contigus aient des longueurs > δ diamP .
Pour la prévalence nous ferons l’hypothèse que µ est une mesure positive d’énergie
finie par rapport au noyau de Riesz 1/rγ , 0 < γ < 1, c’est-à-dire∫ ∫
µ(dx)µ(dy)
|x − y|γ < ∞. (6)
Théorème 3. Soit F : Cα(R,Rd), 0  α < 1. Supposons que µ soit une mesure positive
vérifiant (6) et que E soit son support ; si α < γ , la mesure de Lebesgue de F est positive
et ν ∈ L2 presque sûrement ; si de plus 2α < γ , F est presque sûrement l’adhérence de
son intérieur, et ν ∈ Ck presque sûrement pour tout k < γ2α −1. Supposons maintenant que
E vérifie l’hypothèse (H) (automatique si α = 0, équivalente à (H′) si 0 < α < 1) ; alors,
quasi-sûrement, F est un ensemble de Kronecker et ν une mesure singulière telle que
lim‖u‖→∞
∥∥νˆ(u)∥∥= ‖ν‖ =
∫
|dν|.
Ici Ck est l’espace des fonctions continûment dérivables jusqu’à l’ordre k, et l’appar-
tenance a le sens indiqué plus haut. Pour α = 0, on retrouve le théorème 1, dans lequel le
choix de E est ad libitum.
Preuves. On verra en annexe la méthode de Kaufman, qui donne les propriétés géné-
riques. On se borne ici à démontrer les propriétés prévalentes dans les théorèmes 2 et 3
et, pour simplifier les notations, on suppose d = 1. La méthode est la même dans les deux
cas : on définit un processus gaussien X(t,ω) (t ∈ R,ω ∈  espace de probabilité) tel que
X(.,ω) ∈ F . La prévalence sera définie à partir de la probabilité sur F qui est la distribu-
tion de X(.,ω). Translater cette probabilité par g ∈F revient à considérer la distribution de
g +X(.,ω). Ainsi, quand la mesure µ est donnée, la mesure ν image de µ par g +X(.,ω)
est une mesure aléatoire dont la transformée de Fourier est
νˆ(u) = νˆg(u) =
∫
eiug(t)eiuX(t,ω)µ(dt). (7)
Posons
E
(
(X(t) − X(s)2)= ϕ(t, s) (X(t) = X(t,ω)). (8)
Alors
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(∣∣νˆ(u)∣∣2)=
∫ ∫
eiu(g(t)−g(s))E(eiu(X(t)−X(s))µ(dt)µ(ds)

∫ ∫
e−
u2
2 ϕ(t,s)µ(dt)µ(ds) = E(∣∣νˆ0(u)∣∣2). (9)
Les propriétés presque sûres de ν seront établies à partir de (9).
Commençons par le théorème 3. L’hypothèse est (6). Choisissons
ϕ(t, s) = |t − s|2β (0 < β < 1),
qui donne pour X(t,ω) un processus brownien fractionnaire (brownien si β = 12 ), dont les
réalisations appartiennent p.s. à Cα(R) lorsque α < β . Les propriétés presque sûres pour ν
(défini par (7)) relativement à la distribution de g+X(.,ω) seront prévalentes dans Cα(R).
Dans l’hypothèse α < γ , on choisit α < β  γ . D’après (9),
E
∫ ∣∣νˆ(u)∣∣2 du√2π
∫ ∫
µ(dt)µ(ds)
(ϕ(t, s))1/2

√
2π
∫ ∫
µ(dt)µ(ds)
|t − s|γ
et cette dernière intégrale est finie d’après (6), donc νˆ ∈ L2 p.s. relativement à la distribu-
tion de g + X(., γ ). La propriété ν ∈ L2, équivalente à νˆ ∈ L2, est donc prévalente.
Dans l’hypothèse k < γ2α − 1, k entier  0, choisissons
α < β <
γ
2k + 2 .
Partant de (9), on a
E
∫ ∣∣νˆ(u)∣∣2|u|γ /β du|u|  C
∫ ∫
µ(dt)µ(ds)
|t − s|γ ,
finie d’après (6), donc
∞∫
1
∣∣νˆ(u)∣∣2uγ/β du
u
< ∞ p.s.,
donc, par l’inégalité de Schwarz,
∞∫
1
∣∣νˆ(u)∣∣uk du < ∞ p.s.,
ce qui entraîne bien ν ∈ Ck p.s. relativement à la distribution de g + X(.,ω), donc ν ∈ Ck
presque sûrement au sens de la prévalence.
Passons au théorème 2. Ici F = C(R). Nous pouvons supposer que µ est une mesure de
masse totale 1. La primitive de µ est une fonction continue, R, définie à une constante ad-
ditive près, qui applique le support de µ sur un intervalle de longueur 1 que nous identifions
à T = R/Z, et l’image de µ par h est la mesure de Lebesgue sur T, λ.
Le processus gaussien qui interviendra ici sera
X(.,ω) = Y (h(.),ω)
où Y(t,ω) est un processus gaussien stationnaire sur T, pour lequel
E
((
Y(t,ω) − Y(s,ω))2)= ψ(t − s) (t, s ∈ T). (10)
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νˆ(u) =
∫
R
eiug(x)eiuX(x,ω)µ(dx),
donc, par le calcul fait en (9),
E
(∣∣νˆ(u)∣∣2)E(∣∣νˆ0(u)∣∣2),
où
νˆ0(u) =
∫
R
eiuX(x,ω)µ(dx).
Ecrivant
νˆ0(u) =
∫
T
eiuY (t,ω)λ(dt) =
∫
T
eiuY (t,ω) dt,
nous avons
E
(∣∣νˆ(u)∣∣2)=
∫ ∫
T2
e−
u2
2 ψ(t−s) dt ds =
∫
T
e−
u2
2 ψ(t) dt.
La preuve du théorème 2 consistera, étant donné T (r) vérifiant (3) et (4), à définir la
fonction ψ de (10) (« fonction de type négatif ») de telle façon que (5) ait lieu presque
sûrement. Comme T (r)/rn tend vers l’infini (r → ∞) pour tout entier n, (5) a lieu, par
l’inégalité de Schwarz, dès que
∞∫
1
∣∣νˆ(u)∣∣2T 3(u)du < ∞,
donc (5) a lieu p.s. dès que
∞∫
1
E
(∣∣νˆ(u)∣∣2)T 3(u)du < ∞,
et il suffit pour cela que
E
(∣∣νˆ(u)∣∣2)= O((T (u))−4) (u → ∞). (11)
Nous allons démontrer (11) en appliquant le lemme suivant à A(u) = 4 logT (u).
Lemme 4. Soit A(u) une fonction croissante de u > 0 vérifiant
∞∫
A(u)
u2
du < ∞. (12)1
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forme (10), telle que∫
T
e−
u2
2 ψ(t) dt = O(e−A(u)) (u → ∞) (13)
et que le processus gaussien Y(.,ω) ait des réalisations p.s. continues.
Preuve du lemme. On connaît des conditions sur ψ garantissant que Y(.,ω) ait des réali-
sations p.s. continues. J’utiliserai ici une condition suffisante assez maniable, et je donnerai
en annexe une manière d’utiliser la condition nécessaire et suffisante de Dudley–Fernique,
naturelle mais délicate.
En posant
Y(t,ω) =
∞∑
1
an(ξn cos 2πnt + ξ ′n sin 2πnt), (14)
où les ξn et ξ ′n représentent des variables aléatoires indépendantes de loi N(0,1), on a
ψ(t) =
∞∑
1
a2n
(
(1 − cos 2πnt)2 + sin2 2πnt)= 4
∞∑
1
a2n sin2 πnt. (15)
Pour que Y(.,ω) ait des versions p.s. continues, il suffit que, en posant
αj =
( ∑
2j<n2j+1
a2n
)1/2
,
les αj soient décroissantes et que
∑∞
1 αj < ∞ [7, p. 84]. Choisissons la suite (an)
constante sur chaque tranche [2j ,2j+1[, et observons que, lorsque 2−j < |t | < 12 , on a
4
∑
2j<n2j+1
sin2 πnt  2j
donc ∑
2j<n2j+1
a2n sin2 πnt  α2j .
Lorsque 2−j < |t | < 2−j+1, on a
ψ(t) β2j = α2j + α2j+1 + · · ·
donc ∫
T
e−
u2
2 ψ(t) dt 
∑
2−j e−
u2
2 β
2
j 
(∑
2−jej/2
)
sup
j
exp
(
−1
2
(
β2j u
2 + j)
)
.
Si les αj sont décroissants, la borne inférieure de β2j u2 + j est atteinte quand u2α2j −1 0
et u2α2j+1 − 1 < 0, et elle est supérieure à j , donc, quand αj ≈ 1u ,∫
e−
u2
2 ψ(t) dt = O(e−j/2).T
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A
(
1
αj
)
= j
2
. (16)
On a alors
1/αj+1∫
1/αj
A(u)
du
u2
>
j
2
(αj − αj+1),
donc, d’après l’hypothèse (12), ∑ j (αj − αj+1) < ∞, ce qui équivaut à ∑αj < ∞.
Le lemme est donc démontré, et avec lui le théorème. 
Cela achève les démonstrations relatives à la prévalence.
L’annexe 1 va donner, suivant R. Kaufman, la démonstration de la généricité, l’annexe 2
une autre démonstration de la prévalence dans le théorème 2, et l’appendice une théorie
rapide de la prévalence dans F .
Annexe 1
On part de l’hypothèse (H), que les fonctions localement constantes sont denses dans
Cα(E), et on veut établir que, de façon générique pour les f ∈ Cα(E), f (E) est un en-
semble de Kronecker. Il suffit de montrer que toute fonction ϕ localement constante sur
E, de module 1 et d’argument rationnel, est uniformément approchable sur E par des einf,
lorsque f appartient à une certaine intersection dénombrable d’ouverts denses de Cα(E).
Etant donné une telle fonction ϕ, un entier n, et ε > 0 rationnel, soit
G(ϕ,n, ε) = {f ∈ Cα(E): ‖einf − ϕ‖C(E) < ε}
(ici exceptionnellement C(E) est l’espace des fonctions continues sur E à valeurs com-
plexes). C’est un ouvert. Montrons que ⋃n G(ϕ,n, ε) est dense dans Cα(E). Choisissons
f0 ∈ Cα(E) localement constante, et soit P1, . . . ,PN les portions de E maximales sur les-
quelles ϕ et f0 sont constantes ; elles constituent une partition de E. Soit δ > 0. Quand n
est assez grand, à savoir n > π/δ, on peut définir f sur chaque Pj par
einf = ϕ, f − f0 ∈
[
−π
n
,
π
n
]
,
de sorte que f ∈ G(ϕ,n, ε) et ‖f − f0‖C(E) < δ. Compte tenu de (H), ⋃n G(ϕ,n, ε) est
un ouvert dense, et⋂
δ,E
⋃
n
G(ϕ,n, ε)
est l’ensemble cherché.
106 J.-P. Kahane / Bull. Sci. math. 130 (2006) 97–109Annexe 2
Au lieu de définir ψ(t) par (14), (15) et (16), et d’appliquer une condition suffisante
pour la continuité presque sûre de la somme d’une série trigonométrique aléatoire, on peut
être tenté de choisir ψ dans une classe spéciale de fonctions de type négatif, et d’appliquer
la condition nécessaire et suffisante de Dudley–Fernique pour la continuité presque sûre.
La classe spéciale est constituée par les fonctions ψ paires sur [− 12 , 12 ], nulles en 0,
croissantes et concaves sur [0, 12 ]. Il est bien connu qu’elles sont de type négatif, et c’est
facile à vérifier en évaluant les coefficients de Fourier.
La condition nécessaire et suffisante de Dudley–Fernique est
1∫
0
√
logN(ε)dε < ∞, (17)
où N(ε) est le nombre minimum de boules de rayon ε dans la métrique d(t, s) =
(E((X(t) − X(s))2))1/2 permettant de recouvrir l’ensemble de définition, ici T (voir par
exemple [7, p. 219]).
On donne la fonction A(u) croissante et vérifiant (12), que l’on peut écrire indifférem-
ment
∞∫
1
A(u)
u2
du < ∞ ou
1∫
0
A′(u)
u
du < ∞. (18)
Vu la définition de A(u) à partir de T (r), on peut aussi supposer que A(eσ ) est une fonc-
tion convexe de σ , ce qui n’était pas nécessaire dans le lemme, mais s’avère utile dans la
méthode actuelle. On ajoute donc à (18) la condition
A(eσ ) convexe, ou eσA′(eσ ) croissant. (19)
Le programme est, partant de A(.) vérifiant (18) et (19), de construire ψ dans la classe
spéciale de façon que l’on ait (13) et (17).
Il est commode d’écrire t = e−x(log 2 < x < ∞) et ψ(t) = Ψ (x). Dire que ψ appartient
à la classe spéciale, c’est dire que Ψ (x) est décroissant et tend vers 0 à l’infini, et que
exΨ ′(x) est décroissant.
Vu la forme de ψ , on a N(
√
ψ(t)) ∼ 1
t
, donc (17) s’écrit
∞∫ √
x d
√
Ψ (x) < ∞,
soit, en intégrant par parties,
∞∫ (
Ψ (x)
x
)1/2
dx < ∞. (20)
Ecrivons (13) sous la forme
∞∫
e−
u2
2 Ψ (x)−x dx = O(e−A(u)).
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sup
x
exp
(
−1
2
(
u2Ψ (x) + x)
) ∞∫
e−
x
2 dx,
donc (13) a lieu si
inf
x
(
u2Ψ (x) + x)A(u). (21)
Définissons Ψ à partir de sa dérivée Ψ ′ en posant
Ψ ′
(
A(u)
)= − 1
u2
,
Ψ
(
A(u)
)= −
∞∫
u
Ψ ′
(
A(y)
)
A′(y)dy =
∞∫
u
A′(y)
y2
dy; (22)
la dernière intégrale est finie d’après (18).
Comme, d’après (19), A(u) − 2 logu est croissante, u−2 expA(u) est croissante, donc
exΨ ′(x) est décroissant. Le choix de (22) a été fait pour assurer (21). Reste à vérifier (20).
Ecrivons x = A(u) dans (22). La seconde formule dans (18) devient
∞∫ (−Ψ ′(x))1/2 dx < ∞. (23)
On voit que (23) entraîne (20) si l’on a de plus
Ψ (x)
x
= O(−Ψ (x)) (x → ∞). (24)
La fin de la démonstration consiste à établir (24).
Comme eσA′(eσ ) est croissante (voir (19)), on peut remplacer α′(y) sur chaque inter-
valle [2j ,2j+1[ par sa borne supérieure, hj , sans modifier la condition
∫∞
1
A′(y)
y
dy < ∞ ;
en effectuant ce remplacement, on augmente A(u) donc on renforce la conclusion (21)
souhaitée. Après ce remplacement, on peut évaluer Ψ (x) et x|Ψ ′(x)| de la façon suivante :
Ψ
(
A(u)
)=
∞∫
u
A′(y)
y2
dy < 2−khk + 2−(k+1)hk+1 + · · · ,
A(u)
∣∣Ψ ′((A(u))∣∣> 4−(k+1)(2k−1hk−1 + 2k−2hk−2 + · · ·)
lorsque 2k  u < 2k+1. Ainsi (24) a lieu lorsque, pour chaque k,
2
3
 hk/hk+1 
3
2
. (25)
On va faire maintenant un second remplacement qui augmentera A′(.) et A(.) donc
renforcera (21), et qui n’altérera pas la condition (18), qui maintenant s’écrit∑
hk < ∞. (26)
On remplace la suite (hk) par la plus petite majorante vérifiant (25) pour tout k. La conver-
gence (26) est conservée. C’est la fin de la démonstration.
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Preuve qu’une intersection dénombrable d’ensembles prévalents est prévalente.
Appelons p-nul le complémentaire d’un ensemble prévalent dans l’espace de Fréchet
F : c’est un ensemble de probabilité nulle pour une probabilité et pour toutes ses trans-
latées. Cette probabilité peut être considérée comme la loi d’une variable aléatoire X à
valeurs dans F . Dire qu’une partie E de F est p-nulle est dire qu’il existe une telle va-
riable aléatoire X telle que
∀x ∈F P(X + x ∈ E) = 0. (27)
Quitte à translater X, on peut supposer que la loi de X charge un voisinage de 0, autre-
ment dit, que
P
(
d(X,0) < δ
)
> 0,
quel que soit δ > 0, d(., .) désignant une métrique dans F . Cela réalisé, (27) reste va-
lable lorsque l’on remplace X par son espérance conditionnelle par rapport à l’évènement
(d(X,0) < δ). On peut donc sans modifier la définition supposer d(X,0) < δ, δ > 0 donné
arbitrairement.
Soit (En) (n = 1,2, . . .) une suite d’ensembles p-nuls dans F . Pour chaque n il existe
une variable aléatoire Xn telle que d(Xn,0) < 2−n et que
∀x ∈F P(Xn + x ∈ En) = 0.
Quitte à agrandir l’espace de probabilité on peut supposer les Xn indépendantes.
Posons Y =∑∞1 Xn et E =⋃∞1 En. La variable aléatoire Y est du type voulu, et
∀x ∈F P(Y + x ∈ E)
∞∑
1
P(Y + x ∈ En).
Or
P
(
Y + x ∈ En | (Xm)m =n
)= P
(
Xn +
∑
m =n
Xm + x ∈ En | (Xm)m =n
)
= 0
donc P(Y + x ∈ En) = 0 pour tout n, donc P(Y + x ∈ E) = 0. Donc E est p-nul.
Comme une réunion dénombrable d’ensembles p-nuls est p-nulle, une intersection dé-
nombrable d’ensembles prévalents est prévalente.
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