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Abstract
Three tests for the presence of cycles in univariate time series are proposed. 
The asymptotic distribution of the tests is derived using the properties of the 
integrated spectrum. The small sample power of the tests is computed using 
simulated data. The tests are applied to US data to detect the existence of 
significant seasonal and of other types of periodic fluctuations.
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This paper describes three tests to assess the significance of cycles in time series 
data.
There are several reasons to be interested in such tests. Time series analysts often 
identify cycles with peaks in the spectral density of a time series (e.g seasonal cycles 
in Sims (1974)). However, the question of the significance of these peaks has seldom 
been addressed. Business cycle practitioners are concerned with cyclical fluctuations 
in GNP and other variables, where cyclical fluctuations are measured as deviations 
from the trend of the process. Recent literature on unit roots in macroeconomics 
has suggested that these type of cycles may not even exist (see e.g. Nelson and 
Plosser (1982)). In general, there is no insurance that deviations from the trend 
are not just contaminated noise and that no interesting cyclical fluctuations really 
exist. Similarly, recent literature on Bayesian learning (see Nyarko (1990)) and on 
noisy traders in financial markets (see Kirman (1990)) has pointed out the possible 
existence of irregularly spaced but significant cycles in economic activity and prices. 
Further, in the political economy literature it has been argued that there are electoral 
cycles in government variables. These arguments imply, for example, a periodicity of 
four years in the growth rate of government expenditure (see Alesina and Roubini 
(1990)). Finally, a branch of the financial economic literature has examined the 
predictability of asset returns from particular speculative strategies in the short 
and in the long run (see e.g. Fama (1984), Poterba and Summers (1988) and Lo 
and MacKinley (1988)). The maintained hypothesis here is that efficiency implies 
martingale difference behavior for these variables. Therefore this literature is also 
interested in uncovering the presence of meaningful cycles in the data. A statistical 
test which allows us to formally assess whether significant cycles exist may therefore 
be useful to validate all these theories.




























































































cycles of any specified but finite length or for the presence of irregularly spaced 
fluctuations in economic time series. The principle employed is general and the 
procedure encompasses tests for the existence of seasonal and cyclical fluctuations 
and of cycles of long but finite length as particular cases. The tests are concerned 
with univariate time series, are designed in the frequency domain, where the notion of 
cycles is well defined, do not require a-priori knowledge about which autocorrelations 
are important (as would be the case with time domain tests) and use the properties 
of the spectrum to derive the asymptotic distribution of the statistics of interest.
The paper is organized as follows: section 2 presents the definition of cycles em­
ployed and discusses the relationship with the concept of hidden periodicity recently 
employed by Hansen and Sargent (1990) and with the concept of cyclical fluctuations 
currently employed in the macro literature (see e.g. Kydland and Prescott (1990)). 
Section 3 describes the three test statistics, their asymptotic properties and the re­
lationships among them. In section 4 a Monte Carlo study is performed to compute 
the small sample properties of the tests. In section 5 I apply the methodology to a 
number of post WWII U.S. macro series to detect the existence of seasonal, business 
and other interesting periodic fluctuations. Section 6 provides some conclusions.
2 A definition of cycles
Let X t be a general linear stochastic process with MA representation X t =  g(£)et + fJ< 
where g(l) = g0 + g it +git*-  is one sided in nonnegative powers of the lag operator 
l  and satisfies YLj < °°> C > 0, p is the linearly deterministic component
(possibly a vector of initial conditions) and ej is an independently distributed white 
noise. It is typical to say that X t exhibits cycles of period r  < oo if the (non- 
normalized) spectral density of X t, denoted by hx(A), has a peak or a large mass at 
A* =  k =  1 , . . . ,  [|], and where [|] is the maximum integer less than or equal 




























































































Sargent (1986) and has been used by, e.g., Sims (1974) and Granger (1979) to 
identify seasonality in univariate time series.
One way to formalize the above notion of cycles is the following. Let the deter­
ministic component of X t be modelled as an atom in the spectral measure. Then a 
cycle of length r < oo exists if:
0 < f  |1 -  e - 'Ar|2/iI (A)dA < / '  hx{X)dX (1)
J —7T J  —TV
Since |1 — e~,Ar|2 =  2 — 2cos(Xr), equation (1) reduces to
0 < f  hx(X)dX < 2  f’ cos(Xr)hx(X)dX (2)
J —r  J —it
To intuitively understand why (2) captures the essence of the definition of cycles 
provided by Granger and Newbold and Sargent note that since cos(Ar) changes sign 
over [—7T, it], the expression on the right hand side of (2) will be small (or even 
negative) unless the power of hx(X) is concentrated in the region where cos(Ar) is 
large and positive. Therefore Xt has cycles of length r if hx(X) has a sharp peak 
(or wide mass) in the neighborhood of some or all A*. Note that, because cos(Ar) 
is periodic m od(^), (2) does not distinguish between cycles at ^  or at one of its 
harmonics. In other words, (2) is consistent with X t having only one peak as well 
as having several peaks at some or all A*, k =  1 , . . . ,  [|].
In the time domain (1) implies that
var [(1 — ir)X j] <  varpf,] (3)
or that f)T — > §■ Hence cycles of length r  exist if the regression
coefficient of X t on X t-T exceeds 0.5, a result which corresponds to the notion that 
X t displays cycles of period r  if its correlogram shows high positive values at lag r 
(see e.g. Granger and Newbold (1986, p.68)).
An example may further clarify the usefulness of (1) (or (3)) as a way to formalize 




























































































—0.8X(_i + e( with t t ~  (0,1). It is easy to check that fi\ =  —0.8, /?2 =  0.64, 
03 = —0.48, 0i = 0.36, etc.. Using the rule that a cycle of length r exists if 0r > 0.5, 
we find that X t displays cycles of order 2 as the intuition would suggest.
Next, I discuss some of the assumptions used. The condition imposed on the 
coefficients of the MA representation of X t is stronger than required and insures 
that the decay of the correlogram of X t is sufficiently rapid (see Walker, 1965). It 
implies absolute and square integrability of the gj’s and, therefore, second moment 
stationarity of X t. It is more general than stationarity itself since it allows for 
the existence of cycles in non-stationary series which possess a smooth evolutionary 
spectrum (see Priestley, 1981, p.828).
Given that many economic time series display unit root like behavior, station­
ary inducing transformations are usually employed before the MA representation 
is derived, the autocorrelation function computed or the spectrum plotted. It is 
not the purpose of this paper to discuss the effects of incorrect transformations on 
the presence of cycles as there is a large literature dealing with "spurious cycles” 
in time series (see e.g. Nelson and Kang (1981), Quah and Wooldridge (1988) and 
Cogley and Nason (1991)). Instead, I will consider a situation where, given some 
transformation, the researcher spots a peak in the spectral density at some A* and 
he is interested in examining its significance. From this perspective (1) (or (3)) and 
the tests I describe in this paper are valid independently of the stationary inducing 
transformation used. If, e.g. the spectrum of Yt =  (1 — l)X t is plotted, because X t 
is found to be an 1(1) process, then (1) must be transformed to:
0 < f  |1 -  E ( - l ) i+1e-a i |JMA)<*A < f  hy( \ )d \  (4)J-T j=1 J-K
and (3) to var [(1 + i  — P .... +  < var[K(]. In the empirical section of the
paper I briefly discuss how particular conclusions about the presence of cycles may 





























































































One important restriction, which is implicit in the formulation of the problem, 
is that (1) (or (3)) should be applied only to processes with r  < oo (or \ r > 0). 
The notion of cycles employed in fact rules out the possibility of considering an 
AR(1) process with coefficient close to 1 as a legitimate candidate for the data 
generating mechanism of cycles, since an AR(1) produces a peak in the spectral 
density at frequency zero and therefore violates the restriction that r  < oo. Put 
in another way, this paper is interested in examining the significance of peaks in 
the spectral density at 0 < Ar < tc which may be generated by, say, second order 
difference equations with complex roots. Although this prevents us from addressing 
questions concerning persistence, as in Cochrane (1988), or permanent components, 
as in Quah (1992), the restriction is not crucial if one is interested in examining the 
presence of meaningful periodic fluctuations of finite length.
Gladysev (1961), Tiao and Grupe (1980) and Hansen and Sargent (1990) have 
used the term “hidden periodicity” to characterize Markov processes whose tran­
sition law is not time invariant but is strictly periodic with period r. Although 
there are similarities between their definition and the formalization of the notion 
of cycles employed in this paper, at least two differences should be noted. First, a 
process which has cycles according to (2) need not have a time invariant represen­
tation as an r  x 1 vector stochastic process. Second, unless deterministic periodic 
components are modelled as point masses in the spectral density, the definition of 
cycles employed in this paper can not capture processes which are periodic in the 
mean (e.g. processes which are characterized by seasonal initial conditions). Note, 
however, that both definitions are meaningful only when r  < oo.
Finally, it is important to note that the notion of cycles used in this paper 
does not coincide with the current terminology employed in macroeconomics, where 
deviations from the trend of the process are interpreted as cyclical fluctuations (see 



























































































the concept of cyclicality used in macroeconomics means that F(X)hx(X)dX is 
large where F(X) is a high pass filter, i.e. a filter with F(X) = 0 for 0 < |A| < A 
and F(X) = 1 for X < |A| < it and A is some predetermined frequency, that //(A) = 
F(X)hx(X) is significantly different from a white noise and that, for any chosen series 
(^y  W(), h ! C°x, w (^)d \ is large where Cox,w(A) is the coherence of Wt and X t 
at frequency A. Note if X t and Wt are two AR(1) processes with roots close to 1, 
they may satisfy these conditions while they would not satisfy (1). In general, (1) 
is more restrictive than the condition that the filtered series displays meaningful 
fluctuations and comovements with a reference series and leads to a more appealing 
concept of periodic cycles.
3 The Tests
To set up the tests I will use a slightly modified version of (2) with /n^(A) = 
in place of hx{A), where 7n^(A) =  Ylt e’At|2 *is the periodogram of X t based on 
n observations at frequency A. In this case equation (2) becomes
2 r  cos(Ar)/n,x(A)dA > [* /n>x(A)dA > 0 (5)
J—TT J—IT
The rationale for using /„jX(A) in place of hx(A) is that an estimate of the former is
easily obtained from the data. Priestley (1981, theorem 6.2.4, p.427) shows that, if
ef are independently and normally distributed, this substitution is innocuous since
the quantities in (2) are unbiasedly estimated (asymptotically) by the quantities
in (5). If hx(X) has bounded first derivatives, the order of magnitude of the bias
is 0 ( lof > ) which vanishes as n —► oo. In addition, since both 1 and cos(Ar) are 
fixed bounded functions independent of n, and since nvar[/n (̂A)] fcJ(A), the 
quantities in (5) consistently estimate the quantities in (4) (see, e.g. Priestley, 1981, 
p. 473).




























































































Assumption 1: et is an independent Gaussian process with variance a2. 
Assumption 2: ISjlliF < °°-
3.1 A  d istan ce-typ e  test
The idea of the test is simple. We want to know whether the difference between 
the two quantities in (5) is significant relative to their variances. Taking discrete 
approximations to the integrals in (5) at At =  k =  0 , . . . ,  [ |], n > N, for some 
N  and using the symmetry of /„,*(A) around A =  0, (5) becomes
2 £  cos(A*r)/n,r (A*) > £  Jn ,X(A*) > 0 (6)
k k
The next lemma characterizes the asymptotic properties of the quantities in (6):
Lem m a 1: Let Aln =  f & U A t )  =  f  E* Wi(A -  A*)/n,x(A*) and A2n =
VEtcos(A*r)JniX(A*) = " E t  W2(A -  At)/„,*(At) where Wi(A-  A*) =  W2(A -
At) =  4lrcoA>-kr) an(j where M is a parameter regulating the length of W\ and W2 
and depends on n. Then
Km V ^ A 2n AT(H„ Hi) (7)
where 1/1 =  "2 =  » E t °» ( W * ( A t ) » ' H l =  £  ftn,*(At), ^ 2  =  ^ E t  cos(Atr)hniX(At).
Lemma 1 follows from the normality of e*, the asymptotic independence of the 
normalized periodogram estimates and the fact that x2 variates with a large number 




























































































emerges because linear combinations of x2 variates with unequal weights are not 
necessarily x2- Using the trick discussed in Fuller (1981, p. 295-296) it is possible 
to overcome this problem.
From lemma 1 it is clear that Ai„ and 2A2n are different but not independent 
kernel estimators of the same quantity with kernels given by HA (A* — A) and HAfA* — 
A). The distance test I propose is based on the idea that the difference between these 
two ways of estimating the same quantity is small under the null hypothesis (and 
large under the alternative) in the metric given by the variances of Ai„ and 2A2„. 
Let Jin = -4= Ai"Tg î7i an(j j  =  i >*2n- ea2„ an(j consi(jer the quadratic form:
y /v * r (A l n ) "  , /v a r ( A 2„ )  H
Bn =  (2J2n — •^ln)(var(2J2n — "An)) '(2>An — Jin) (8)
Corollary 1: limn^^i?,, =  B  ~  x2(l)-
Corollary 1 follows from the evaluation of the quantities of interest in the limit. 
Under the null hypothesis that no cycles of length r exist in the data, Bn will not 
significantly exceed a predetermined value Za at a% confidence level.
To implement the test it is necessary to specify a-priori the length r  of the cycles 
we want to detect which is not always feasible. For example, one may observe a peak 
in the periodogram but may be unable to exactly identify whether the peak is due 
to cycles of length r, to cycles of length r± e  or to the spillover effect of neighbouring 
frequencies. In this case the test may be cumbersome to implement since one should 
test for each r  covering the frequencies in the interval. Alternatively, one may be 
concerned with the behavior of a series in a baud of frequencies [Ai, A2J and therefore 
with cycles of length belonging to the interval [ |j ,  ^ ] . Finally, if the periodicity is 
not exact, as is the case with time varying cycles, testing for a single r may not be 
so useful.
One case where the test is appropriate is when one attempts to detect stable 



























































































the number of seasons in the year. Correspondingly X t exhibits seasonal behavior 
if var[( 1 — t ’)X t] < var[Af(] (see Canova (1989) for an application).
3.2 A  te s t  based  on band sp ectru m  variances
The next test is based on the behavior of the spectrum in the band around some 
A*. Here I assume that a time series analyst observes a peak (or a large mass) 
in the periodogram of X t in a band around some At and is interested in assessing 
its significance, i.e., in testing if cycles of mean length jj are important, where 







2 | | n - r | | (9)
where fi =  [—x ,x], and ||.|| represents the number of periodogram ordinates in the 
interval. Cln and Cm measure the average power of X t inside the band F centered 
around the frequency At, for some k, and outside the band P, respectively. If the 
periodic component in the band P is the only one existing in X t, then the null 
hypothesis of the test is Ci„ =  C\n , i.e. we test if the average amount of power 
inside the band T is identical to the average amount outside the band. Notice that 
under this null hypothesis X t is a white noise. Under the alternative cycles of mean 
length j  exist.
Next, I derive the distribution of the statistic D„ =  gj»- under the null hypothesis 
that X t is a white noise and under the alternative that cycles of mean length jr exist.
Lem ma 2: Under H0 and as n —» oo, G =  2||fl — r||Z)n —> x2(2 ||r||). Under




























































































Lemma 2 employs the fact that under the null Ci„ and Cm are weighted aver­
ages of x 2 with equal weights while under the alternative the weights are frequency 
dependent. I normalize D„ by 2||fi — T|| because the nonnormalized quantity has a 
degenerate distribution as n —» oo. Note that, in general, it is hard to predict the 
direction of the shift of the distribution under the alternative. However, for n large 
enough, 2||r|| < 1/3.
One may expect the power of the test to be affected by the presence of multiple 
peaks in the spectral density. For example, if a second peak occurs outside (inside) 
r ,  the null hypothesis may not (may) be rejected even though the first peak is (not) 
significant. Multiple peaks are not so crucial here because the averaging procedure 
employed consistently reduces the effect of a secondary peak in the spectrum. The 
only instance when this may become a problem is when the magnitude of the second 
peak is of an order larger than the peak we are testing for. In this case, the data 
need to be appropriately transformed before the test is computed.
3.3 A  te s t  based  on band-pass series
Finally, I propose a third test based on the idea that if a peak in the periodogram 
of X t is significant, its contribution to the total variance of the process should be 
nonnegligible. Thus, if we filter the series so as to eliminate the peak, the leftover 
variance will be significantly different from the variance of the original series. Let 
Xt = X t -  f ( X t) where f ( X t) =  fa, ea tdZx(A); ST =  [ ^  -  e, ^  +  e], Zx(A) is 
the spectral measure of X t and the integral is of the Fourier-Stieltjes variety. X; is 
the filtered series and /( .)  a band-pass filter which wipes out the power of X t on 
JT. Let M  be a parameter controlling the number of periodogram ordinates in a 2e 
neighborhood of A* =  ^  and let VF3(A*) =  Under H0, W3 zs i .  Define,




























































































Lem ma 3: Under H0, \\mn^ 002\fk\n —* — 1) — 1,1). Under Hu limn_ 002 \ / ^  —►
ATW2^4 -  1,1) where v4 =
The lemma follows from the fact that under H0, 1 \[kn  has the same asymptotic \ 2 
distribution as 2 \/K n, while under the alternative the centrahty parameter of the 
distribution is shifted to the left. Therefore, if cycles of length r  exist in the data, 
a mass larger than what is expected under the null will appear in the tails of the 
distribution.
The test proposed in this section is similar in spirit to the one presented in section 
3.1. As the first test, it compares the variance of the filtered and the original series. 
However, in section 3.1 the filter used was 2 — 2cos(Ar), which eliminates power at 
each At and introduces extraneous power at frequencies in between. Here the filter 
is a window which sets to zero the power at one A* and leaves unchanged the power 
outside a 21  band centered around this frequency.
3.4 C om parisons across te sts  and th e  relationsh ip  w ith  th e  
ex istin g  literature
Although all the three tests are designed to assess the significance of cycles of length 
r, they present several differences. As already noted, the filter used in the distance- 
type-test knocks out power in the neighborhood of each and adds power in the 
neighborhood of each ( 2̂ *~1)’r). There are two implications of this fact. First, if the 
series truly has cycles of length rq and we specify r  =  krlt k = 1 , . . . ,  [5] , the null 
hypothesis will be steadily rejected. Second, a misspecified value for r may result 
in negative values of Aln- Since (5) requires 2A2„ — Aln to be positive and since 
Ai„ is positive everywhere on A, the sign of A2n provides a pre-test procedure to 
detect an inappropriate specification for r. For example, if X t is a white noise, A2n 




























































































Since the other two tests are concerned with only one particular band (as opposed 
to the entire spectrum of frequencies), they are free from the above implications. 
The second test can be used to clarify which of the harmonics of the basic frequency 
A* is important in creating cycles of length r. Therefore, it provides a way to correct 
for the folding problem encountered in the first test. However, the test is subject to 
a certain amount of misspecification, since cycles of length r are identified up to a 
2e interval.
The third test may encounter problems when multiple peaks appear in the spec­
trum. In practice, this problem may not be substantial since existing economic time 
series rarely deviate from Granger’s (1961) “typical spectral shape” unless seasonals 
are present. In addition, even though a peak may be sizable, its contribution to the 
total variance may be relatively small (e.g. when the peak is very sharp). In this 
case the test may be unable to assess the existence of a cycle unless the magnitude 
of the peak is substantial.
Finally, even though the alternative is the same in all three cases (i.e. cycles 
of length r exist in the data), the tests examine different null hypotheses. In the 
distance test the null hypothesis is that no significant periodic component exists in 
any band corresponding to cycles of length r. In the average variance test the null 
hypothesis is that X t is a white noise. In the band pass test the null hypothesis is 
that no significant periodic component exists at a particular harmonic frequency of 
cycles of length r. Therefore, one should expect the tests to differ in their acceptance 
rates and in their small sample properties.
The first and second tests proposed here share features with what Priestley calls 
the “ Bartlett homogeneity test” (see 1981, p.487). That test was designed to check if 
independent estimates of the variance of the same quantity are significantly different. 
The statistic used, however, is slightly different from the ones employed in here. The 




























































































jumps in the integrated spectrum. The major difference is that while the statistics 
they use takes the max periodogram ordinate to the sum of periodogram ordinates 
over the entire range of frequencies, here I take the average periodogram ordinate 
over a band to an average of periodogram ordinates over the remaining range of 
frequencies. The reason for choosing averages is that there are situations where 
peaks may not be very sharp and yet there is a large mass concentrated around 
a particular frequency (e.g. the case of time varying seasonals or business cycle 
fluctuations). In this case the Fisher-Whittle test may fail to detect meaningful 
economic cycles which are irregularly concentrated around a particular frequency. 
On the other hand, if a significant mass appears in a band, the averaging procedure 
employed here allows the test to detect the presence of periodic components.
In independent work Durlauf (1991) designed a spectral based test for the mar­
tingale hypothesis which is similar to the second test presented here. His formulation 
builds on work by Grenander and Rosenblatt (1957) and is more general than mine 
since it allows for nonnormal and weakly dependent disturbances and for a generally 
specified alternative hypothesis. It is different since his test uses the properties of the 
integrated periodogram while here I use the properties of the spectrum. Durlauf’s 
procedure has advantages and disadvantages. Because of its level of generality, his 
approach is free from data-mining activities which may affect the distribution of 
the test statistic under the null (see e.g. Hansen (1990)). However, there are many 
situations when a researcher has a priori knowledge about the possible location of 
interesting cycles in the data (e.g. seasonal or political cycles). In this case his tests 
may be less powerful than those described here in testing against a specific alter­
native. In addition, since Durlauf’s tests are designed to assess general deviations 
from the white noise assumption, they can not be used to examine questions such 
as: Is the total power at seasonal frequencies significantly different from a white 




























































































this purpose. Finally, while Durlauf’s procedure is valid also for r  =  oo the tests 
designed here are appropriate only when r  < oo.
4 The small sample power of the tests
This section describes the results of a Monte Carlo study designed to assess the 
small sample properties of the tests. I use five different data generating mechanisms 
(DGM):
I) x t — 5.0 ±  6ii_i +  e,
II)  x t =  5.0 +  6ij_4 ± et
I I I )  x, = 5.0 ±  6x(_4 ±  ci(_7 +  dij_20 +  e(
IV)  Xt =  5.0 ±  e( ±  / e (_i
V) xt = e, (10)
where et is an i.i.d. 0,1) random variable. Initial conditions x_5, s — 0 ,1 ,. . . ,  20 
and eo are set equal to zero. In I) 6 is equal to (-0.9, -0.2). In II) b is chosen 
to be equal to ( ±0.85, ±0.3). In III) the values for the triplet (b,c,d) are either 
[-0.68,0.16,-0.34] or [0.80,-0.22,0.30]. In IV) f=(0.8, 0.2).
Experiment I) covers the case of cycles with a periodicity of 2. With b = —0.2 the 
DGM generates samples where the regression coefficient of xt on xt- r is smaller than 
0.5. Experiment II) covers the case of cycles of 4 and 8 periods with power at all of 
their harmonics. Experiment III) covers the case of high order dynamics with cycles 
of 14 and 20 periods respectively and power at most of their harmonics. Experiment 
IV) examines the power of the tests against a process with a short memory and not 
very significant serial correlation. Experiment V) similarly examines the power of 
the tests when the underlying process is a white noise. In this case I search for the 




























































































For each coefficient setting two sample sizes, n=60 and n=154, are considered. 
While the first sample size is arbitrary, the second sample size is typical of those series 
used in section 5. The number of ordinates taken in the discrete Fourier transform 
is 200 for each sample size. The window F is chosen to contain 5 ordinates and the 
band over which the power of the spectral density is wiped out in the third test 
contains 5 ordinates as well. Bartlett windows are used to smooth periodograms. 
The number of replications in each case is equal to 1000.
The results of the study appear in table 1 where I tabulate the percentage of 
rejections of the null hypothesis over replications. There are the two numbers in each 
cell, the first is the percentage for n=60, the second the percentage for n=154. Note 
that since the samples used are short, estimates of the low frequency components 
of the series are unreliable. Therefore, tests for cycles of long length should be 
interpreted with caution.
The results of the table are encouraging. Test 1 performs well and type I error is 
around its nominal size of 5% in almost all cases. The nonnegativity constraint on 
the quantities in (5) provides a useful sufficient condition to check for misspecifica- 
tions of r. As expected, the test fails when the true r  generates cycles at harmonics 
of the frequency corresponding to the cycles we are testing for.
Test 2 is quite accurate. In general, its performance improves with the sample size 
and is best at frequencies away from 0. When the sample size is small, the test fails 
to detect the presence of infinite cycles. Also, the test is weak in distinguishing cycles 
when the true band and the band we test for contain some common frequencies. For 
example, the test is unable to distinguish between significant cycles of 20 quarters 
and insignificant cycles of 24 quarters. In these situations when the null is false, the 
percentage of rejections is close to 0.
The performance of the third test is reasonable but less powerful than the others. 




























































































derline cases of processes with low correlation at lag r  or specifications where the 
sample size is small produce a percentage of type II errors sufficiently large. With 
low parameter values, increasing the sample size does not substantially improve the 
performance of the test. The reason is that when a process has low serial correlation 
the peaks are ” unclean” and the power of the test is weakened when these peaks 
spillover into adjacent frequencies.
In conclusion, whenever the generating process has parameter values which in­
duce sharp peaks in the spectral density of X t all three tests are accurate. For 
generating processes with borderline parameter values or for small sample sizes, the 
first two tests outperform the third, with the distance test being subject only to 
misspecification at the harmonics of the basic frequency.
5 An application
In this section I apply the three tests to detect the presence of seasonals, political 
cycles, certain types of business cycle fluctuations and deviations from the martin­
gale behavior. Canova (1989) applies these tests to detect the presence of significant 
predictable components in profits from forward speculation in foreign exchange mar­
kets. In this exercise I use quarterly seasonally nonadjusted data on GNP, consumer 
purchases (total, durables, nondurables and services), fixed investments (residential, 
nonresidential, structures and inventories), monetary base, federal government ex­
penditure and the consumer price index for the period 46,1-85,4 (59,1-85,4 for the 
monetary base). The sources of the data appear in Barsky and Miron (1989).
Table 2 reports the results of testing the following hypotheses :
• Does there exist seasonality in investments and inventory data? Is there still 
some form of seasonality after we extract deterministic seasonal components?




























































































• Is there a ’’presidential election” cycle, i.e, is there a tendency for government 
expenditure and for the monetary base to follow a four year pattern?
• Are there significant cycles in consumption data?
To answer these questions I log first differenced all the data. Diagnostic testing on 
the residuals of an AR(5) regression on the log first difference of the data does not 
reveal any evidence of heteroschedasticity in any of the series examined.
With quarterly data, and given the symmetry of the spectrum around A =  0, 
seasonals appear at x/2 and x and business cycle frequencies are chosen to belong 
to the interval [x/12, x/8].
Table 2 indicates that a yearly cycle (r=4) is very significant for all investments 
and for the inventory series examined. All three tests detect the presence of cycles 
at seasonal frequencies although the significance of the first test is marginal for 
nonresidential fixed investments and inventories. Also, while for fixed residential 
and nonresidential investments seasonals are reasonably captured by deterministic 
dummies, investments in structures and inventories have significant seasonals even 
after a deterministic seasonal component is extracted. Note also that for the case 
of fixed nonresidential investment the distance-type test suggests the presence of 
seasonality after dummies are taken into account while the other two do not. This 
indicates that none of the peaks at seasonal frequencies is significant but that the 
total power appearing at seasonal frequencies is significant relative to the variance 
of the process.
The table also indicates that GNP possesses significant business cycle fluctua­
tions (total power is significant at frequencies between [x/12, x/8] and their har­
monics), but it has neither a large mass nor a sharp peak anywhere in the region 
corresponding to cycles of 16 — 24 quarters (the second and the third test statistics 
are insignificant). On the other hand, the CPI has no significant business cycle 




























































































cycles of 16 — 24 quarters.
As far as political cycles are concerned, neither government expenditure nor the 
monetary base show any significant four years periodicity (r = 16). All three tests in 
fact do not reject the null hypotheses. Therefore, since in the second test the band 
covers frequencies corresponding to cycles between 14 and 18 quarters, it is unlikely 
that this type of periodicity is of crucial importance in accounting for fluctuations 
in the US economy.
Finally, when I search for the presence of cycles in the growth rate of consumption 
expenditure and of its three components I find very little evidence of deviations from 
the martingale hypothesis suggested by Hall (1978). For each series I search for the 
largest peak in the spectral density and test for its significance. Only the growth 
rate of consumption services displays very long cycles. The peak at ^  is large and 
sharp enough to reject the null hypotheses in two of the three tests.
Next, I briefly address the question of the sensitivity of the results to alternative 
ways of eliminating the peak in the spectral density at frequency zero. Table 3 
reports the results of testing the hypotheses of interest when the data is filtered 
with a linear trend, i.e. X% is the residual of V) =  a0 + at Tt + X t or when it is filtered 
with the Hodrick and Prescott (1980) filter, i.e. where X t = Y ,—t, and t, minimizes 
Tj=i(Yt ~  Tt)2 +  A Dfe3[(r, — T(_x) — (t̂ j — t(_2)]2 where A is a smoothing parameter 
which, for quarterly data, is routinely set to 1600. Elsewhere (Canova (1991)), I 
have shown that the choice of detrending method is nonneutral with respect to the 
compilation of stylized business cycle facts where the cyclical component of the series 
is defined, following the current macroeconomic practice, as the deviation from the 
trend of the process. The question I am interested here is different. I would like to 
know if different detrending methods generate peaks of different size or location in 
the spectrum of the cyclical component of the series.




























































































robust. For example, while there are significant periodic components in GNP with 
length of about 4 years when the data is first differenced, no significant 4-year 
periodicity exist in GNP when data is linearly detrended and some evidence in 
favour of 4 year cycles exist when data is filtered with the Hodrick and Prescott 
(HP) filter. Note, however, that when the HP filter is used, the three tests give 
results for r  =  16 which are the opposite of those obtained using log first differenced 
data. This result persists when we consider r  =  24 although in this case the third 
test provides different results. In those cases where there are no location distortions, 
e.g. inventory investments, the significance of the peaks is different depending on 
the first stage transformation used.
While these results do not come as a surprise since the gain functions of different 
filters “carve” out different amounts of variability in the original series, it is some­
what disturbing to see that location distortions are present. This confirms the results 
of Canova (1991) and raises doubts about the ability to compile a set of regularities 
for macro data which is independent of the stationary inducing transformation used.
6 Conclusions
This paper describes three tests to assess the significance of cycles in univariate 
time series. The tests are based on the frequency domain features of the series, 
do not require parametric assumptions and employ the properties of the integrated 
spectrum to derive the asymptotic distribution of the tests. The paper shows that 
the tests can be used to assess the significance of seasonal fluctuations, business 
cycle fluctuations or long but finite cycles and are powerful in detecting cycles of 
any length.
Although the tests are designed for univariate time series only, they can be 
extended to multivariate frameworks where propositions concerning the seasonal 
























































































































































































A pp en d ix
Proof of Lemma 1: For linear processes satisfying assumptions 1 and 2, l„A^h) = 
0.5 h(Xk) + Rn(Xk) uniformly in Xk, where for some 7 > 0, =
0 ( ^37) (Priestley, 1981, p.424). Therefore, 2 /"'̂ y  are, asymptotically, indepen­
dently distributed random variables for each Aj, and have the same distribution of 
ln'e„2 k̂  ■ By normality of 
InrVk)
K(X k
X (1) if * = 0, [—] 
0.5x2(2) otherwise (A.1)
For large enough n, Aln and A2n are hnear combinations of independent variables 
each proportional to a x2 distribution. Excluding k = 0 and k = [^], the weights 
in the summations are and 2*co‘(x£)h*(x*) respectively. Because the weights
are unequal over the range of the summation, Ai„ and A2„ arc no longer x2 dis­
tributed. Following Fuller (1981, p.296) approximate the distribution of /lln by 
■£'(4lin)x2(1,i ) / I/i and that ofA2n by E{A2n)x2(vf) /  Vi where and v2 are equiva­
lent degrees of freedom given by "̂t/M))2 w^ere <?( j))  are the weights in each 
expression. Since as n —► 00 both V\ and v2 —> 00, J\n = } andv"1 /̂var(Ain)
J2n = -7=  -^ c = = = 2 ii }laV(. a asymptotic normal distribution with zero mean and V"2 y/var(A2n)
unit variance where E (A ln) = ^Et*n,*(A*), E(A2n) =  ^  E* cos(A*r)hniI(At), 
var(Aln) =  ^ E  hl,x{Xk) and var(A2„) =  ^  E  cos2(A*r)h2 I (At ) (see e.g. An­
derson, 1971, p.539, 545).
Proof of Corollary 1: The corollary follows from the fact that J ln and J2„ are 
asymptotically A/”(0 ,1) variates.
Proof of Lemma 2\ From (A.l), when xt is a white noise, /n,x(At) ~  0.5x2(2)<t2, for 
k different from 0 and [^]. Therefore, for all such At, Cln and C2„ are weighted aver­




























































































0.5x2(2||n — r||)cr^ and limn-,,*, Dn ~  F (2 ||r ||,2 ||n  — T||) since C]„ and C2„ are 
asymptotically independent by construction. Since | |fi 11 can be chosen to grow with 
the sample size, 2||fl — T|| —> oo as n —* oo and Gn = 2||fi — r||Z>„ x2(2||r||).
Under the alternative 2j"'^)^ ~  X2(2) for each A* in F so that the distribution of 
C\n is no longer a x2- Using the procedure described in lemma 1 C\„ can be ap­
proximated with a x2 distribution. Therefore Gn is approximately asymptotically 
distributed as * (l/UE(G) where u3 — >•
Proof of Lemma 3: Since (A.l) holds ^[/„,x(At)] =  fiI (A t)+0(loê ) and var[/n,a,(At)] 
hx*(\k) +  0(A). Under H0, hI (Xk) rs hx(Xk) at all A* where hx is the spectral den­
sity of X,. Therefore for k ^  0 and [y], K„ ~  0.5x2(2([^] — 2)). As n —♦ oo, 
2([f] -  2) —> oo so that asymptotically 2 yjKn has approximately the same distri­
bution as A/*( /̂4([^] — 1) — 1,1) (see Hastings and Peakock, 1983, p.50). Under Hi
lim„ 2 V Kn =  lim„_ot)2
where W^A) =  1 for A outside (A* ±  e). Kn is a weighted average of x2’s with 
unit weight outside the band centered around At and weight given by W^A*) in­
side the band. This weighted sum can be approximated by E(K„)X ^  where 
1/4 = 2w3(xk)i 'n fhe ban<f around ~ r . Since V4 > 2([|) — 2), if cycles of mean 
length exist in the data, the value of 2\JKn will exceed the Za value determined
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T ab le  1: S m all S am p le  P r o p e r t ie s  o f  t h e  T es ts . 
P e rc e n ta g e  o f  re je c tio n s  o f  th e  n u ll h y p o th e s is  
o v e r 1000 re p lic a tio n s . S im u la te d  d a ta .
D a ta  G e n e ra tin g  M ech an ism : X t =  5.0 +  bX t~ i +  et
Value of b value of r Test 1 Test 2 Test 3
-0.90 2 92.8/94.5 91.0/93.4 89.9/84.7
4 87.3/ 90.4 8.0/6.0 11.7/7.2
-0.20 2 7.9/5.9 17.3/13.8 12.3/9.9
4 8.6/6.2 8.4/7.7 5.1/5.1
D a ta  G e n e ra tin g  M ech an ism : X,  =  5.0 +  bXt. - 4  +  et
Value of b value of r Test 1 Test 2 Test 3
-0.85 8 94.5/95.1 94.2/94.7 92.8/93.9
4 85.3/86.5 4.8/5.0 5.1/5.9
+0.85 4 95.1/94.7 83.6/92.8 59.1/66.6
24 65.3/81.2 6.2/6.1 7.6/6.9
-0.30 8 6.6/5.2 8.8/7.3 14.2/11.7
4 5.1/5.1 6.1/5.7 7.3/7.2
+0.30 4 6.8/5.6 9.8/8.0 7.9/6.6
24 5.3/5.1 7.0/6.3 10.8/9.7
D a ta  G e n e ra tin g  M ech an ism : X t =  5.0 +  6Xf_ i +  cXt- 7  +  d X t - 2 o  +  e *
Value of b, c, d value of r Test 1 Test 2 Test 3
-0.68, 0.16, -0.34 14 92.6/94.5 88.6/91.7 90.3/92.8
7 87.3/81.4 6.3/5.8 9.6/8.7
0.80, -0.22, 0.30 20 94.6/95.2 90.4/92.0 89.9/93.6
8 5.8/5.3 6.6/6.1 8.1/7.3
D a ta  G e n e ra tin g  M ech an ism : X t =  et +  / e . t - 1
Value of f value of r Test 1 Test 2 Test 3
0.80 4 5.2/5.1 6.3/5.7 5.9/5.1
8 5.3/5.1 6.1/5.5 6.5/5.8
0.20 4 5.1/5.0 6.1/5.4 6.3/5.7
8 4.8/4.8 5.8/5.2 6.4/S.8
D a ta  G e n e ra tin g  M ech an ism : X t = et
value of r Test 1 Test 2 Test 3
5.6/4.9 7.2/6.1 5.8/5.1
Note: In each cell for the first number refers to n=60, the second n=154. 




























































































T a b le  2: T e s ts  fo r C ycles  in  U S  D a ta ,  S a m p le  1946 ,1-1985 ,4







Non Residential Fixed Investments 0.06
Seasonality
0.00/0.00 0.00/0.08
(with dummies) 0.00 0.06/0.06 0.34/0.56
Non Residential Structures 0.00 0.00/0.00 0.00/0.03
(with dummies) NA 0.00/0.00 0.19/0.18
Residential Fixed Investments 0.00 0.00/0.00 0.00/0.05
(with dummies) NA 0.12/0.99 0.29/0.47
Inventories 0.06 0.00/0.01 0.39/0.66
(with dummies) NA 0.00/0.31 0.59/0.81





G N P r=24 0.005 0.99 0.92
CPI r=16 NA 0.006 0.76
C PI r=24 NA 0.00 0.88





M onetary Base r=16 0.90 0.14 0.12
Total Consumption
Deviations from a  m artingale behavior 
NA 0.23 0.40
Durables NA 0.85 0.60
Non-Durables NA 0.29 0.40
Services 0.03 0.00 0.08
Note: In the case of seasonality the cell for the second and the th ird  tests report the 




























































































T ab le  3: T es ts  fo r  C ycles  in  U S D a ta ,  S a m p le  1946 ,1-1985 ,4 . 
L in ea rly  D e tre n d e d  D a ta
Test 1 Test 2 Test 3 
P-Value P-Value P-Value
Seasonality
Non Residential Fixed Investments (with dummies) 0.54 0.99/0.99 0.23/0.34
Non Residential Structures (with dummies) 0.04 0.99/0.99 0.07/0.08
Residential Fixed Investments (with dummies) 0.08 0.99/0.99 0.65/0.30
Inventories (with dummies) NA 0.52/0.04 0.94/0.27
Business Cycles
GNP r=16 0.70 0.74 0.40
GNP r=24 NA 0.79 0.73
CPI r—16 NA 0.97 0.40
CPI r=24 NA 0.72 0.97
Political Cycles
Government Expenditure r=16 NA 0.11 0.48
M onetary Base r=16 NA 0.03 0.04
H o d ric k  a n d  P r e s c o t t  F i l te r e d  D a ta
Test 1 Test 2 Test 3
P-Value P-Value P-Value
Seasonality
Non Residential Fixed Investments (with dummies) NA 0.00/0.98 0.00/0.79
Non Residential Structures (with dummies) NA 0.00/0.05 0.00/0.08
Residential Fixed Investments (with dummies) NA 0.98/0.00 0.55/0.03
Inventories (with dummies) NA 0.00/0.18 0.73/0.31
Business Cycles
GNP r=16 NA 0.00 0.45
GNP r=24 NA 0.00 0.00
CPI r=16 NA 0.03 0.46
CPI r=24 NA 0.00 0.00
Political Cycles
Government Expenditure r=16 NA 0.75 0.62
M onetary Base r=16 NA 0.32 0.78
Note: In the case of seasonality the cell for the second and the th ird  tests report the 
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