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Abstract
In this paper, we consider a large class of purely discontinuous rotationally symmetric Le´vy
processes. We establish sharp two-sided estimates for the transition densities of such processes
killed upon leaving an open set D. When D is a κ-fat open set, the sharp two-sided estimates are
given in terms of surviving probabilities and the global transition density of the Le´vy process.
When D is a C1,1 open set and the Le´vy exponent of the process is given by Ψ(ξ) = φ(|ξ|2)
with φ being a complete Bernstein function satisfying a mild growth condition at infinity, our
two-sided estimates are explicit in terms of Ψ, the distance function to the boundary of D and
the jumping kernel of X, which give an affirmative answer to the conjecture posted in [16]. Our
results are the first sharp two-sided Dirichlet heat kernel estimates for a large class of symmetric
Le´vy processes with general Le´vy exponents. We also derive an explicit lower bound estimate
for symmetric Le´vy processes on Rd in terms of their Le´vy exponents.
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1 Introduction
Due to their importance in theory and applications, fine potential theoretical properties of Le´vy
processes have been under intense study recently. The transition density p(t, x, y) of a Le´vy process
is the heat kernel of the generator of the process. However, the transition density (if it exists) of
a general Le´vy process rarely admits an explicit expression. Thus obtaining sharp estimates on
p(t, x, y) is a fundamental problem both in probability theory and in analysis.
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The generator of a discontinuous Le´vy process is an integro-differential operator and so it is
a non-local operator. Recently, quite a few people in PDE are interested in problems related to
non-local operators; see, for example, [5, 6, 7, 24] and the references therein.
When X is a symmetric diffusion on Rd whose infinitesimal generator is a uniformly elliptic and
bounded divergence form operator, it is well-known that p(t, x, y) enjoys the celebrated Aronson’s
Gaussian type estimates. When X is a pure jump symmetric process on Rd, sharp estimates on
p(t, x, y) have been studied in [8, 9, 10, 17, 18] recently, which can be viewed as the counterpart of
Aronson’s estimates for non-local operators.
Due to the complication near the boundary, two-sided estimates for the transition densities of
discontinuous Le´vy processes killed upon leaving an open set D (equivalently, the Dirichlet heat
kernels) have been established very recently for a few particular processes only. The first of such
estimates is obtained in [11], where we succeeded in establishing sharp two-sided estimates for the
heat kernel of the fractional Laplacian ∆α/2 := −(−∆)α/2 with zero exterior condition on Dc (or
equivalently, the transition density of the killed symmetric α-stable process) in any C1,1 open set
D. The approach developed in [11] provides a road map for establishing sharp two-sided heat kernel
estimates of other jump processes in open subsets of Rd. The ideas of [11] were adapted to establish
sharp two-sided heat kernel estimates of relativistic stable processes and mixed stable processes in
C1,1 open subsets of Rd in [14, 13] respectively. In all these cases, the characteristic exponents
of these Le´vy processes admit explicit expressions, the boundary decay rates of the Dirichlet heat
kernels are suitable powers of the distance to the boundary. On the other hand, a Varopoulos
type two-sided Dirichlet heat kernel estimate of symmetric stable processes in κ-fat open sets was
derived in [4]; this type of estimates is expressed in terms of surviving probabilities and the global
transition density of the symmetric stable process.
The objective of this paper is to establish sharp two-sided estimates on the transition density
pD(t, x, y) for a large class of purely discontinuous rotationally symmetric Le´vy processes. Unlike
the cases considered in [4, 11, 13, 14], the characteristic exponents of the symmetric Le´vy processes
considered in this paper are quite general, satisfying only certain mild growth condition at ∞.
Moreover, the boundary decay rate of pD(t, x, y) is no longer some power of the distance to the
boundary. The analysis of the precise boundary behavior of pD(t, x, y) is quite challenging and
delicate. The main tools to obtain the precise boundary behavior of pD(t, x, y) are two versions
of the boundary Harnack principle obtained in [19, 21]. In this paper we combine the approaches
developed in [4, 11] with these boundary Harnack principles to obtain sharp two-sided estimates
for pD(t, x, y), which cover the main results in [4, 11, 13, 14] and much more.
Suppose that S = (St : t ≥ 0) is a subordinator with Laplace exponent φ, that is, S is a
nonnegative Le´vy process with S0 = 0 and E
[
e−λSt
]
= e−tφ(λ) for every t, λ > 0. The function φ
can be written in the form
φ(λ) = bλ+
∫ ∞
0
(1− e−λt)µ(dt), (1.1)
where b ≥ 0 and µ is a measure on (0,∞) satisfying ∫∞0 (1 ∧ t)µ(dt) <∞. The constant b is called
the drift of the subordinator and µ the Le´vy measure of the subordinator (or of φ). The function
φ is a Bernstein function, i.e., it is C∞, positive and (−1)n−1Dnφ ≥ 0 for all n ≥ 1. In particular,
since φ(0) = 0 and φ′′ ≤ 0, the Bernstein function φ has the property that
φ(λr) ≤ λφ(r) for all λ ≥ 1 and r > 0. (1.2)
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The Laplace exponent φ is said to be a complete Bernstein function if the Le´vy measure µ of φ
has a completely monotone density µ(t), i.e., (−1)nDnµ ≥ 0 for every non-negative integer n. For
basic results on complete Bernstein functions, we refer the reader to [23].
Throughout this paper, we assume that φ is a complete Bernstein function satisfying the fol-
lowing growth condition at infinity (see [27]):
(A): There exist constants δ1, δ2 ∈ (0, 1), a1 ∈ (0, 1), a2 ∈ (1,∞) and R0 > 0 such that
a1λ
δ1φ(r) ≤ φ(λr) ≤ a2λδ2φ(r) for λ ≥ 1 and r ≥ R0.
Note that it follows from the upper bound condition in (A) that φ has no drift.
Let W = (Wt : t ≥ 0) be a Brownian motion in Rd independent of the subordinator S. The
subordinate Brownian motion Y = (Yt : t ≥ 0) is defined by Yt := WSt , which is a rotationally
symmetric Le´vy process with Le´vy exponent φ(|ξ|2). The infinitesimal generator of Y is LY :=
−φ(−∆). Here and below for a function ψ on [0,∞), ψ(−∆) is defined as a pseudo differential
operator in terms of Fourier transform; that is, ̂ψ(−∆)f(ξ) := −ψ(|ξ|2)f̂(ξ), where f̂ is the Fourier
transform of a function f on Rd. It is known that the Le´vy measure of the process Y has a density
given by J(x) = j(|x|) where
j(r) :=
∫ ∞
0
(4pit)−d/2e−r
2/(4t)µ(t)dt, r > 0. (1.3)
Note that the function r 7→ j(r) is continuous and decreasing on (0,∞).
We will assume that X is a purely discontinuous rotationally symmetric Le´vy process with Le´vy
exponent Ψ(ξ). Because of rotational symmetry, the function Ψ depends on |ξ| only, and by a slight
abuse of notation we write Ψ(ξ) = Ψ(|ξ|). The infinitesimal generator of X is LX := −Ψ(√−∆).
We further assume that the Le´vy measure of X has a density with respect to the Lebesgue measure
on Rd, which is denoted by JX(x, y) = JX(x− y) = jX(|y − x|). That is,
Ex
[
eiξ·(Xt−X0)
]
= e−tΨ(|ξ|) for every x ∈ Rd and ξ ∈ Rd,
with
Ψ(|ξ|) =
∫
Rd
(1− cos(ξ · x))JX(x)dx. (1.4)
We assume that jX(r) is continuous on (0,∞) and that there is a constant γ > 1 such that
γ−1j(r) ≤ JX(r) ≤ γj(r) for all r > 0. (1.5)
This implies that J and JX are comparable. Clearly (1.5) also implies that
γ−1φ(|ξ|2) ≤ Ψ(|ξ|) ≤ γφ(|ξ|2) for all ξ ∈ Rd . (1.6)
We remark that under the above assumptions, X does not need to be a subordinate Brownian
motion because jX does not need to be monotone. For example, choose ε > 0 such that 2
−1j(1) <
j(1 + ε) and a continuous function h with h(1) = 12j(r), h(1 + ε) = 0 and 0 ≤ h(r) ≤ 12j(r) for all
r > 0. Then jX(r) := j(r)− h(r) is not monotone and its corresponding Le´vy process X (through
Le´vy exponent (1.4)) is not a subordinate Brownian motion.
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Under the above setup, X has a continuous transition density p(t, x, y) with respect to the
Lebesgue measure on Rd (see [9]). Clearly, p(t, x, y) is a function depending only on t and |x− y|,
and so, by an abuse of notation, we also denote p(t, x, y) by p(t, |x − y|). For every open subset
D ⊂ Rd, we denote by XD the subprocess of X killed upon exiting D. It is known (see [9]) that XD
has a transition density pD(t, x, y), with respect to the Lebesgue measure, which is jointly locally
Ho¨lder continuous. Note that pD(t, x, y) is the fundamental solution for LX = −Ψ(
√−∆) in D
with zero exterior condition and so it can also be called the Dirichlet heat kernel of LX in D. The
purpose of this paper is to establish sharp two-sided estimates on pD(t, x, y). The following two
conditions will be needed for some of the results in this paper when D is unbounded.
(B): There exist constants C1 > 0 and C2 ∈ (0, 1] such that
p(t, u) ≤ C1p(t, C2r) for t ∈ (0, 1] and u ≥ r > 0.
(C): There exist constants C3 > 0 and C4 ∈ (0, 1] such that
p(t, r) ≤ C3tj(C4r) for t ∈ (0, 1] and r > 0.
Throughout this paper we will use Φ to denote the function
Φ(r) =
1
φ(r−2)
, r > 0. (1.7)
Note that in particular it follows from (1.2) that
Φ(2r) =
1
φ(r−2/4)
≤ 1
φ−1(r−2)/4
= 4Φ(r) for every r > 0. (1.8)
The inverse function of Φ will be denoted by the usual notation Φ−1(r). Here and in the following,
for a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}.
Remark 1.1 (i) The condition (B) is pretty mild. When X is a rotationally symmetric Le´vy
process such that r 7→ jX(r) is decreasing, condition (B) holds for all t > 0 (see [25, Propo-
sition]). In particular it holds for all subordinate Brownian motions with C1 = C2 = 1. In
this special case, we can also see this using the following elementary argument: When X is
a subordinate Brownian motion, p(t, r) = E[p0(St, r)], where p0(t, |x − y|) is the transition
density of the Brownian motion W . It follows immediately that p(t, r) is decreasing in r and
so (B) holds with C1 = C2 = 1.
(ii) Under condition (A), condition (B) is weaker than (C). Under condition (A), we will show
in this paper that there exists c > 1 such that
c−1
(
Φ−1(t)d ∧ tj(r)) ≤ p(t, r) ≤ c(Φ−1(t))d for t ∈ (0, 1] and r > 0
(see Proposition 2.2 and Theorem 3.7 below). Thus condition (C) amounts to say that there
exist constants c ≥ 1 and C4 ∈ (0, 1] such that for t ∈ (0, 1] and r > 0,
c−1
(
Φ−1(t)d ∧ tj(r)) ≤ p(t, r) ≤ c(Φ−1(t)d ∧ tj(C4r)). (1.9)
Since j(r) is a decreasing function in r, (1.9) implies that condition (B) holds with C1 = c
2
and C2 = C4.
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(iii) Assume that condition (A) holds. It follows from [9, 10, 18] that, for every R > 0, there is a
constant c = c(T,R, γ, φ) > 1 so that (1.9) holds for (t, r) ∈ (0, 1]× (0, R] with C4 = 1. (See
Proposition 2.2 below.) So the assertions in conditions (B) and (C) are always satisfied for
0 < r ≤ u ≤ R.
(iv) By [10, 18],
c−1
(
(Φ−1(t))−d ∧ tj(C−14 r)
)
≤ p(t, r) ≤ c
(
(Φ−1(t))−d ∧ tj(C4r)
)
for (t, r) ∈ (0, 1]×(0,∞),
and consequently conditions (B) and (C), hold for a large class of discontinuous processes
including mixed stable-like processes (with C4 = 1) and relativistic stable-like processes (with
C4 = 1, see [14, Theorem 4.1]). 2
Before stating the main results of this paper, we need first to set up some notations. Let d ≥ 1.
We denote the Euclidean distance between x and y in Rd by |x−y| and denote by B(x, r) the open
ball centered at x ∈ Rd with radius r > 0; for any two positive functions f and g, f  g means that
there is a positive constant c ≥ 1 so that c−1 g ≤ f ≤ c g on their common domain of definition;
for any open D ⊂ Rd and x ∈ D, diam(D) stands for the diameter of D and δD(x) stands for the
Euclidean distance between x and Dc.
Definition 1.2 Let 0 < κ ≤ 1. We say that a open set D is κ-fat if there is R1 > 0 such that for
all x ∈ D and all r ∈ (0, R1], there is a ball B(Ar(x), κr) ⊂ D ∩B(x, r). The pair (R1, κ) is called
the characteristics of the κ-fat open set D.
The following factorization of the Dirichlet heat kernel is the first main result of this paper.
Recall that C1 and C2 are the constants in condition (B).
Theorem 1.3 Let X be a purely discontinuous rotationally symmetric Le´vy process with Le´vy ex-
ponent Ψ and Le´vy density JX satisfying (1.6) and (1.5) respectively, where the complete Bernstein
function φ satisfies (A). Suppose that D is a κ-fat open set with characteristics (R1, κ).
(i) For every T > 0, there exists c1 = c1(R1, κ, γ, T, d, φ) > 0 such that for 0 < t ≤ T , x, y ∈ D,
pD(t, x, y) ≥ c1Px(τD > t)Py(τD > t)
(
Φ−1(t)−d ∧ tJ(x, y)
)
. (1.10)
(ii) If D is unbounded, we assume in addition that condition (B) holds. For every T > 0, there
exists c2 = c2(C1, C2, R1, κ, T, d, γ, φ) > 0 such that for 0 < t ≤ T , x, y ∈ D,
pD(t, x, y) ≤ c2Px(τD > t)Py(τD > t)p(t, C5x,C5y), (1.11)
where C5 = C
2
2/4.
(iii) Suppose in addition that D is bounded. Then there exists c3 = c3(diam(D), R1, κ, d, γ, φ) > 1
so that for all (t, x, y) ∈ [3,∞)×D ×D,
c−13 Px(τD > 1)Py(τD > 1) e
−tλ1 ≤ pD(t, x, y) ≤ c3 Px(τD > 1)Py(τD > 1) e−tλ1 ,
where −λ1 < 0 is the largest eigenvalue of the generator of XD.
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When X is a rotationally symmetric α-stable process in Rd, that is, when Ψ(ξ) = |ξ|α for some
α ∈ (0, 2), parts (i) and (ii) of Theorem 1.3 are proved in [4].
Recall that C3 and C4 are the constants in condition (C). Combining Theorem 1.3(i)–(ii) and
Remark 1.1(ii), we have the following corollary.
Corollary 1.4 Let X be a purely discontinuous rotationally symmetric Le´vy process with Le´vy
exponent Ψ and Le´vy density JX satisfying (1.6) and (1.5) respectively, where the complete Bern-
stein function φ satisfies (A). Suppose that D is a κ-fat open set with characteristics (R1, κ). If
D is unbounded, we assume in addition that condition (C) holds. For every T > 0, there exist
c1 = c1(R1, κ, T, d, γ, φ) > 0 and c2 = c2(C3, C4, R1, κ, T, d, γ, φ) > 0 such that for 0 < t ≤ T ,
x, y ∈ D,
c1Px(τD > t)Py(τD > t)
(
Φ−1(t)−d ∧ tj(|x− y|)
)
≤ pD(t, x, y) ≤ c2Px(τD > t)Py(τD > t)
(
Φ−1(t)−d ∧ tj(C6|x− y|)
)
,
where C6 = C
3
4/4.
The second main result of this paper is on explicit sharp Dirichlet heat kernel estimates for
subordinate Brownian motions in C1,1 open sets. So in the remainder of this section, we assume
that X = Y , a subordinate Brownian motion with Le´vy exponent Ψ(ξ) = φ(|ξ|2).
Recall that an open set D in Rd (when d ≥ 2) is said to be a (uniform) C1,1 open set if
there exist a localization radius R2 > 0 and a constant Λ > 0 such that for every z ∈ ∂D, there
exist a C1,1-function ψ = ψz : Rd−1 → R satisfying ψ(0) = 0, ∇ψ(0) = (0, . . . , 0), ‖∇ψ‖∞ ≤ Λ,
|∇ψ(x)−∇ψ(z)| ≤ Λ|x− z|, and an orthonormal coordinate system CSz with its origin at z such
that
B(z,R2) ∩D = {y = (y˜, yd) in CSz : |y| < R2, yd > ψ(y˜)}.
The pair (R2,Λ) is called the characteristics of the C
1,1 open set D. Note that a C1,1 open set D
with characteristics (R2,Λ) can be unbounded and disconnected; the distance between two distinct
components of D is at least R2. By a C
1,1 open set in R we mean an open set which can be written
as the union of disjoint intervals so that the minimum of the lengths of all these intervals is positive
and the minimum of the distances between these intervals is positive.
Here is the second main result of this paper, which gives an affirmative answer to the Conjecture
posed in [16]. In view of Remark 1.1, it extends the main results of [11, 13, 14]. Recall that condition
(B) holds with C1 = C2 = 1 for any subordinate Brownian motion.
Theorem 1.5 Suppose that X is a subordinate Brownian motion with Le´vy exponent Ψ(ξ) =
φ(|ξ|2) with φ being a complete Bernstein function satisfying condition (A). Let D be a C1,1 open
subset of Rd with characteristics (R2,Λ).
(i) For every T > 0, there exists c1 = c1(R2,Λ, T, d, φ) > 0 such that for all (t, x, y) ∈ (0, T ]×D×D,
pD(t, x, y) ≥ c1
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2 (
Φ−1(t)−d ∧ tJ(x, y)
)
.
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(ii) For every T > 0, there exists c2 = c2(R2,Λ, T, d, φ) > 0 such that for all (t, x, y) ∈ (0, T ] ×
D ×D,
pD(t, x, y) ≤ c2
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2
p(t, |x− y|/4).
(iii) Suppose in addition that D is bounded. For every T > 0, there exists c3 ≥ 1 depending only
on diam(D), λ,R2,Λ, d, φ and T so that for all (t, x, y) ∈ [T,∞)×D ×D,
c−13 e
−λ1t√Φ(δD(x))√Φ(δD(y)) ≤ pD(t, x, y) ≤ c3 e−λ1t√Φ(δD(x))√Φ(δD(y)),
where −λ1 < 0 is the largest eigenvalue of the generator of XD.
Recall that C3 and C4 are the constants in condition (C). Combining Theorem 1.5(i)–(ii) and
Remark 1.1(ii), we have the following corollary.
Corollary 1.6 Suppose that X is a subordinate Brownian motion with Le´vy exponent Ψ(ξ) =
φ(|ξ|2) with φ being a complete Bernstein function satisfying condition (A). Let D be a C1,1 open
subset of Rd with characteristics (R2,Λ). If D is unbounded, we assume in addition that condition
(C) holds. For every T > 0, there exist c1 = c1(R2,Λ, T, d, φ) > 0 and c2 = c2(C3, C4, R2,Λ, T, d, φ) >
0 such that for 0 < t ≤ T , x, y ∈ D,
c1
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2 (
Φ−1(t)−d ∧ tj(|x− y|)
)
≤ pD(t, x, y) ≤ c2
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2 (
Φ−1(t)−d ∧ tj(C4|x− y|/4)
)
.
When X is a rotationally symmetric α-stable process in Rd, Theorem 1.5 is first established in
[11]. Sharp two-sided Dirichlet heat kernel estimates in C1,1 open sets are subsequently established
in [12, 14, 13, 15] for censored stable processes, relativistic stable processes, mixed stable processes,
and mixed Brownian motion and stable processes, respectively. By integrating the two-sided heat
kernel estimates in Theorem 1.5 with respect to t, we obtain the two-sided estimates on the Green
function GD(x, y) :=
∫∞
0 pD(t, x, y)dt (see Theorem 7.3 below), which extend [20, Theorem 1.1].
Condition (A) is a very weak condition on the behavior of φ near infinity. Using the tables
at the end of [23], one can come up plenty of explicit examples of complete Bernstein functions
satisfying condition (A). Here are a few of them.
(1) φ(λ) = λα/2, α ∈ (0, 2] (symmetric α-stable process);
(2) φ(λ) = (λ+m2/α)α/2 −m, α ∈ (0, 2) and m > 0 (relativistic α-stable process);
(3) φ(λ) = λα/2 + λβ/2, 0 < β < α < 2 (mixed symmetric α- and β-stable processes);
(4) φ(λ) = λα/2(log(1 + λ))p, α ∈ (0, 2), p ∈ [−α/2, (2− α)/2].
Now we give a way of constructing less explicit complete Bernstein functions that have very
general asymptotic behavior at infinity. Suppose that α ∈ (0, 2) and ` is a positive function on
(0,∞) which is slowly varying at infinity. We further assume that t→ tα/2`(t) is a right continuous
increasing function with limt→0 tα/2`(t) = 0 (so
∫∞
0 (1 + t)
−2tα/2`(t)dt <∞). Then the function
f(λ) :=
∫ ∞
0
(λ+ t)−2tα/2`(t)dt
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is a Stieltjes function, and so the function
φ(λ) :=
1
f(λ)
=
(∫ ∞
0
(λ+ t)−2tα/2`(t)dt
)−1
is a complete Bernstein function (see [23, Theorem 7.3]). It follows from [26, Lemma 6.2] that
φ(λ)  λα/2`(λ) when λ ≥ 2.
The rest of the paper is organized as follows. Section 2 recalls and collects some preliminary
results that will be used in the sequel, including on-diagonal heat kernel estimates and the boundary
Harnack principle. Section 3 presents the interior lower bound heat kernel estimates, including an
explicit lower bound estimate for symmetric Le´vy processes on Rd. The proof of the short time
factorization result for pD(t, x, y) (that is, Theorem 1.3(i) and (ii)) is given in Section 4, while the
proof of Theorem 1.5(i) and (ii) is given in Section 5. The large time heat kernel estimates are
proved in Section 6. The Green function estimates for subordinate Brownian motions in bounded
C1,1 open sets are derived in Section 7 from the two-sided Dirichlet heat kernel estimates in Theorem
1.5. The derivation, however, requires quite some effort.
Throughout this paper, d ≥ 1 and the constants R0, R1, R2, Λ, κ, δ1, δ2, C1, C2, C3, C4, C5
and C6 will be fixed. We use c1, c2, · · · to denote generic constants, whose exact values are not
important and can change from one appearance to another. The labeling of the constants c1, c2, · · ·
starts anew in the statement of each result. The dependence of the constant c on the dimension
d will not be mentioned explicitly. We will use “:=” to denote a definition, which is read as “is
defined to be”. We will use ∂ to denote a cemetery point and for every function f , we extend its
definition to ∂ by setting f(∂) = 0. We will use dx to denote the Lebesgue measure in Rd. For a
Borel set A ⊂ Rd, we also use |A| to denote its Lebesgue measure.
2 Preliminary
In the first part of this section, we assume that X is a purely discontinuous rotationally symmetric
Le´vy process with Le´vy exponent Ψ and Le´vy density JX satisfying (1.6) and (1.5) respectively,
where the complete Bernstein function φ satisfies (A).
A function u : Rd 7→ [0,∞) is said to be harmonic in an open set D ⊂ Rd with respect to X if
for every open set B whose closure is a compact subset of D,
u(x) = Ex [u(XτB )] for every x ∈ B. (2.1)
A function u : Rd 7→ [0,∞) is said to be regular harmonic in an open set D ⊂ Rd with respect to
X if
u(x) = Ex [u(XτD)] for every x ∈ D.
Clearly, a regular harmonic function in D is harmonic in D.
Very recently the following form of the boundary Harnack principle is established in [21].
Theorem 2.1 ([21, Theorem 1.1(i)]) There exists c = c(φ, γ) > 0 such that for any z0 ∈ Rd,
any open set D ⊂ Rd, any r ∈ (0, 1) and any nonnegative functions u, v in Rd which are regular
harmonic in D ∩B(z0, r) with respect to X and vanish in Dc ∩B(z0, r), we have
u(x)
v(x)
≤ c u(y)
v(y)
for all x, y ∈ D ∩B(z0, r/2).
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Recall also from [21] that j enjoys the following properties: for every R > 0,
j(r)  1
rd Φ(r)
for r ∈ (0, R], (2.2)
and there exists c > 0 such that
j(r) ≤ cj(r + 1) for r ≥ 1. (2.3)
It follows from (1.8) and (2.2) that both the function Φ defined by (1.7) and the function j satisfy
a doubling property; that is, for every constant R > 0, there is a constant c > 1 so that
Φ(2r) ≤ 4 Φ(r) and j(r) ≤ cj(2r) for every r ∈ (0, R]. (2.4)
Moreover, under condition (A), for any given R > 0, j(r) satisfies all the conditions in [18] for
r ∈ (0, R). Thus we have the following two-sided estimates for p(t, x, y) from [9, 10]:
Proposition 2.2 For any T > 0, there exists c1 = c1(T,R, γ, φ) > 0 such that
p(t, x, y) ≤ c1 (Φ−1(t))−d for (t, x, y) ∈ (0, T ]× Rd × Rd. (2.5)
For any T,R > 0, there exists c2 = c2(T,R, γ, φ) > 1 such that for all (t, x, y) ∈ [0, T ] × Rd × Rd
with |x− y| < R,
c−12
(
(Φ−1(t))−d ∧ tJ(x, y)
)
≤ p(t, x, y) ≤ c2
(
(Φ−1(t))−d ∧ tJ(x, y)
)
. (2.6)
Proof. (2.5) is given in the first display on page 1073 of [9]. By [9, Theorem 2.4] and (1.5), there
exist T∗ > 0 and R∗ such that for all (t, x, y) ∈ [0, T∗]×Rd×Rd with |x−y| < R∗, (2.6) holds. Now
we assume R > R∗. We construct Z from X by removing jumps of size larger than R via Meyer’s
construction (see [22]). Let pZ(t, x, y) be the transition density of Z. By [1, Lemma 3.6] and [2,
Lemma 3.1(c)] we have for every t > 0 and x, y ∈ Rd,
e−t‖JR‖∞pZ(t, x, y) ≤ p(t, x, y) ≤ pZ(t, x, y) + t‖JR‖∞, (2.7)
where
JR(x, y) := JX(x, y)1{|x−y|>R} and JR(x) :=
∫
Rd
JR(x, y)dy. (2.8)
Applying [10, Theorem 1.4] and its proof to (2.7), we get
c1e
−t‖JR‖∞
(
(Φ−1(t))−d ∧ tJX(x, y)
)
≤ p(t, x, y) ≤ c2
(
(Φ−1(t))−d ∧ tJX(x, y)
)
+ t‖JR‖∞. (2.9)
(2.6) now follows from (1.5). 2
The function JX(x, y) gives rise to a Le´vy system for X, which describes the jumps of the
process X: for any non-negative measurable function f on R+ ×Rd ×Rd with f(s, y, y) = 0 for all
y ∈ Rd and stopping time T (with respect to the filtration of X),
Ex
∑
s≤T
f(s,Xs−, Xs)
 = Ex [∫ T
0
(∫
Rd
f(s,Xs, y)JX(Xs, y)dy
)
ds
]
. (2.10)
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(See, for example, [17, Proof of Lemma 4.7] and [18, Appendix A].)
When Ψ(|ξ|) = φ(|ξ|2) and φ is a complete Bernstein function satisfying condition (A), the
following boundary Harnack principle on a C1,1 open subset with explicit decay rate is established
in [19] (see also [20]).
Theorem 2.3 ([19, Theorem 1.5]) Suppose that X is a rotationally symmetric Le´vy process
with Le´vy exponent Ψ(ξ) = φ(|ξ|2) with φ being a complete Bernstein function satisfying condition
(A). Assume that D is a (possibly unbounded) C1,1 open set in Rd with characteristics (R2,Λ).
Then there exists c = c(R2,Λ, φ, d) > 0 such that for r ∈ (0, (R2 ∧ 1)/4], Q ∈ ∂D and any
nonnegative function u in Rd that is harmonic in D ∩ B(Q, r) with respect to X and vanishes
continuously on Dc ∩B(Q, r), we have
u(x)
Φ(δD(x))1/2
≤ c u(y)
Φ(δD(y))1/2
for every x, y ∈ D ∩B(Q, r/2). (2.11)
3 Interior lower bound estimate
In this section, we assume thatX is a purely discontinuous rotationally symmetric Le´vy process with
Le´vy exponent Ψ and Le´vy density JX satisfying (1.6) and (1.5) respectively, where the complete
Bernstein function φ satisfies (A). We will give some preliminary lower bounds on pD(t, x, y) and
p(t, x, y). We first recall the following from [9, 18]. Recall that JR was defined in (2.8).
Lemma 3.1 For any positive constant M , there exist ε = ε(M,γ, φ) > 0 and c = c(M,γ, φ) ≥ 1
such that for all r ∈ (0,M ] and z ∈ Rd,
Pz
(
τB(z,r) > εΦ(r)
) ≥ 2−1e−‖J1‖∞ (3.1)
and
c−1 Φ(r) ≤ Ez
[
τB(z,r)
] ≤ cΦ(r). (3.2)
Proof. (3.1) follows directly from [9, Lemma 2.5]. We then have
Ez
[
τB(z,r)
] ≥ εΦ(r)Pz(τB(z,r) > εΦ(r)) > 2−1e−‖J1‖∞εΦ(r).
On the other hand, by the Le´vy system for X in (2.10), (1.5), (2.2) and (2.4), we have
1 ≥ Pz
(
XτB(z,r) ∈ B(z, 2r)c
)
= Ez
[∫ τB(z,r)
0
∫
B(z,2r)c
JX(Xs, y)dyds
]
≥ c1Ez
[∫ τB(z,r)
0
∫
B(z,3r)\B(z,2r)
J(Xs, y)dyds
]
≥ c2 |B(z, 3r) \B(z, 2r)|
rdΦ(r)
Ez
[
τB(z,r)
]
,
which yields Ez
[
τB(z,r)
] ≤ cΦ(r). 2
Lemma 3.2 For any positive constants a and R, there exists c = c(a,R, γ, φ) > 0 such that for all
z ∈ Rd and r ∈ (0, R],
inf
y∈B(z,r/2)
Py
(
τB(z,r) > aΦ(r)
) ≥ c.
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Proof. By (3.1) and (2.4), there exists ε1 = ε1(R, γ, φ) > 0 such that for all r ∈ (0, R],
inf
z∈Rd
Pz(τB(z,r/2) > ε1Φ(r)) ≥ 2−1e−‖J1‖∞ .
Thus it suffices to prove the lemma for a > ε1. Applying the parabolic Harnack inequality [9,
Theorem 5.2] at most 2 + [a/ε1] times, we conclude that there exists c1 = c1(a,R, γ, φ) > 0 such
that for every w, y ∈ B(z, r/2),
c1 pB(z,r)(ε1Φ(r), z, w) ≤ pB(z,r)(aΦ(r), y, w).
Thus
Py
(
τB(z,r) > aΦ(r)
)
=
∫
B(z,r)
pB(z,r)(aΦ(r), y, w)dw
≥
∫
B(z,r/2)
pB(z,r)(aΦ(r), y, w)dw
≥ c1
∫
B(z,r/2)
pB(z,r/2)(ε1Φ(r), z, w)dw
= c1Pz(τB(z,r/2) > ε1Φ(r)) ≥ 2−1e−‖J1‖∞ .
This proves the lemma. 2
For the next four results, D is an arbitrary nonempty open set and we use the convention that
δD(·) ≡ ∞ when D = Rd.
Proposition 3.3 Let T > 0 and a > 0 be constants. There exists c = c(T, a, γ, φ) > 0 such that
pD(t, x, y) ≥ c (Φ−1(t))−d (3.3)
for every (t, x, y) ∈ (0, T ]×D ×D with δD(x) ∧ δD(y) ≥ aΦ−1(t) ≥ 4|x− y|.
Proof. We fix (t, x, y) ∈ (0, T ]×D ×D satisfying δD(x) ∧ δD(y) ≥ aΦ−1(t) ≥ 4|x− y|. Note that
|x− y| ≤ aΦ−1(t)/4 ≤ aΦ−1(T )/4 and that
B(x, aΦ−1(t)/4) ⊂ B(y, aΦ−1(t)/2) ⊂ B(y, 2aΦ−1(t)/3) ⊂ D.
So by the parabolic Harnack inequality [9, Theorem 5.2], there exists c1 = c1(T, γ, φ) > 0 such that
c1 pD(t/2, x, w) ≤ pD(t, x, y) for every w ∈ B(x, aΦ−1(t)/4).
This together with Lemma 3.2 and (2.4) yields that
pD(t, x, y) ≥ c1|B(x, aΦ−1(t)/4)|
∫
B(x,aΦ−1(t)/4)
pD(t/2, x, w)dw
≥ c2(Φ−1(t))−d
∫
B(x,aΦ−1(t)/4)
pB(x,aΦ−1(t)/4)(t/2, x, w)dw
= c2(Φ
−1(t))−d Px
(
τB(x,aΦ−1(t)/4) > t/2
) ≥ c3 (Φ−1(t))−d,
where ci = ci(T, a, γ, φ) > 0 for i = 2, 3. 2
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Lemma 3.4 Let T > 0 and a > 0 be constants. There exists c = c(a, T, γ, φ) > 0 so that
Px
(
XDt ∈ B
(
y, aΦ−1(t)/2
)) ≥ c (Φ−1(t))d tJ(x, y)
for every (t, x, y) ∈ (0, T ]×D ×D with δD(x) ∧ δD(y) ≥ aΦ−1(t) and aΦ−1(t) ≤ 4|x− y|.
Proof. It follows from Lemma 3.2 that, starting at z ∈ B(y, aΦ−1(t)/4), with probability at least
c1 = c1(a, T, γ, φ) > 0 the process X does not move more than aΦ
−1(t)/6 by time t. Thus, it
suffices to show that there exists c2 = c2(a, T, γ, φ) > 0 such that for (t, x, y) ∈ (0, T ]×D×D with
δD(x) ∧ δD(y) ≥ aΦ−1(t) and aΦ−1(t) ≤ 4|x− y|,
Px
(
XD hits the ball B(y, aΦ−1(t)/4) by time t
) ≥ c2 (Φ−1(t))d tJ(x, y). (3.4)
Let Btx := B(x, aΦ
−1(t)/9), Bty := B(y, aΦ−1(t)/9) and τ tx := τBtx . It follows from Lemma 3.2
and (2.4) that there exists c3 = c3(a, T, γ, φ) > 0 such that
Ex
[
t ∧ τ tx
] ≥ tPx (τ tx ≥ t) ≥ c3 t for all t ∈ (0, T ]. (3.5)
Since Btx ∩Bty = ∅, by the Le´vy system of X and (1.5),
Px
(
XD hits the ball B(y, aΦ−1(t)/4) by time t
)
≥ Px
(
Xt∧τ tx ∈ B(y, aΦ−1(t)/4)
) ≥ Ex [∫ t∧τ tx
0
∫
Bty
JX(Xs, u)duds
]
≥ c4Ex
[∫ t∧τ tx
0
∫
Bty
J(Xs, u)duds
]
. (3.6)
We consider two cases separately.
(i) Suppose |x− y| ≤ aΦ−1(T ). Since |x− y| ≥ aΦ−1(t)/4, we have for s < τ tx and u ∈ Bty,
|Xs − u| ≤ |Xs − x|+ |x− y|+ |y − u| ≤ 2|x− y|.
Thus by (3.5) and (3.6),
Px
(
XD hits the ball B(y, aΦ−1(t))/4 by time t
)
≥ c4Ex
[
t ∧ τ tx
] |Bty| j(2|x− y|) ≥ c5 (Φ−1(t))d tj(2|x− y|)
for some positive constant c5 = c5(a, T, γ, φ) > 0. Therefore, in view of (2.4), the assertion of the
lemma holds when |x− y| ≤ aΦ−1(T ).
(ii) Suppose |x− y| > aΦ−1(T ). In this case, for s < τ tx and u ∈ Bty,
|Xs − u| ≤ |Xs − x|+ |x− y|+ |y − u| ≤ |x− y|+ aΦ−1(t)/4 ≤ |x− y|+ aΦ−1(T )/4.
Thus from (3.6) and then (3.5),
Px
(
XD hits the ball B(y, aΦ−1(t)/4) by time t
)
≥ c6Ex
[
t ∧ τ tx
] ∫
Bty
j
(|x− y|+ aΦ−1(T )/4) du
≥ c7 t |Bty| j
(|x− y|+ aΦ−1(T )/4)
≥ c8 t(Φ−1(t))dj
(|x− y|+ aΦ−1(T )/4)
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for some constants ci = ci(a, T, γ, φ) > 0, i = 6, 7, 8. Thus we conclude from (2.3) and (2.4) that
the assertion of the lemma holds for |x− y| > aΦ−1(T ) as well. 2
Proposition 3.5 Let T and a be positive constants. There exists c = c(T, a, γ, φ) > 0 such that
pD(t, x, y) ≥ c tJ(x, y)
for every (t, x, y) ∈ (0, T ]×D ×D with δD(x) ∧ δD(y) ≥ aΦ−1(t) and aΦ−1(t) ≤ 4|x− y|.
Proof. By the semigroup property, Proposition 3.3, Lemma 3.4 and (2.4), there exist positive
constants c1 = c1(T, a, γ, φ) and c2 = c2(T, a, γ, φ) such that
pD(t, x, y) =
∫
D
pD(t/2, x, z)pD(t/2, z, y)dz
≥
∫
B(y, aΦ−1(t/2)/2)
pD(t/2, x, z)pD(t/2, z, y)dz
≥ c1(Φ−1(t/2))−d Px
(
XDt/2 ∈ B(y, aΦ−1(t/2)/2)
)
≥ c2 tJ(x, y).
2
Combining Propositions 3.3 and 3.5, we have the following preliminary lower bound for pD(t, x, y).
Proposition 3.6 Let T and a be positive constants. There exists c = c(T, a, γ, φ) > 0 such that
pD(t, x, y) ≥ c ((Φ−1(t))−d ∧ tJ(x, y))
for every (t, x, y) ∈ (0, T ]×D ×D with δD(x) ∧ δD(y) ≥ aΦ−1(t).
In particular, Proposition 3.6 with D = Rd gives
Theorem 3.7 For any constant T > 0, there exists c = c(T, γ, φ) > 0 such that for all (t, x, y) ∈
[0, T ]× Rd × Rd,
p(t, x, y) ≥ c
(
(Φ−1(t))−d ∧ tJ(x, y)
)
.
4 Factorization of Dirichlet heat kernel
In this section, we continue assuming that X is a purely discontinuous rotationally symmetric Le´vy
process with Le´vy exponent Ψ and Le´vy density JX satisfying (1.6) and (1.5) respectively, where
the complete Bernstein function φ satisfies the growth condition (A).
Throughout this section, T > 0 is a fixed constant and D is a fixed κ-fat open set with char-
acteristics (R1, κ). Recall that Ar(x) ∈ D is defined in Definition 1.2. For (t, x) ∈ (0, T ] ×D, set
r = r(t) = Φ−1(t)R1/Φ−1(T ) ≤ R1 and define
U(x, t) := D ∩B(x, |x−Ar(x)|+ κr/3), V (x, t) := D ∩B(x, |x−Ar(x)|+ κr). (4.1)
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V (x, t)
U(x, t)
B(x, r) \D
r
x
A0r(x) Ar(x)
r
3
1
Figure 1: U(x, t) and V (x, t)
Let
A′r(x) ∈ D be a point such that B
(
A′r(x), κr/3
) ⊂ B(Ar(x), κr) \ U(x, t). (4.2)
Note that B(Ar(x), κr/3) ⊂ U(x, t) and B(A′r(x), κ r/6) ⊂ B(A′r(x), κ r/3) ⊂ V (x, t) \ U(x, t). See
Figure 1.
Lemma 4.1 For every T > 0 and M ≥ 1, we have that, for (t, x) ∈ (0, T ]×D,
Px(τD > t/M)  Px(τV (x,t) > Mt)  Px(τV (x,t) > t/M)  Px(τD > Mt)
 Px(XτU(x,t) ∈ D)  t−1Ex[τU(x,t)], (4.3)
where U(x, t) and V (x, t) are the sets defined in (4.1) and the (implicit) comparison constants in
(4.3) depend only on d,M, T,R1, κ, γ and φ.
Proof. Without loss of generality we assume R1 ≤ 1. Fix (t, x) ∈ (0, T ] ×D, and set r = r(t) =
Φ−1(t)R1/Φ−1(T ) ≤ R1 ≤ 1. Recall that U(x, t) and V (x, t) are the sets defined in (4.1). Observe
that
Px(τV (x,t) > Mt) ≤ Px(τV (x,t) > t/M) ∧ Px(τD > Mt) ≤ Px(τD > t/M). (4.4)
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Note that by (1.5), (2.2) and (2.10), we have
Px
(
X(τU(x,t)) ∈ B(A′r(x), κr/6)
)
= Ex
∫ τU(x,t)
0
∫
B(A′r(x),κr/6)
JX(Xt, y)dtdy
 rd j(r)Ex
[
τU(x,t)
]  Φ(r)−1 Ex[τU(x,t)]  t−1 Ex[τU(x,t)]. (4.5)
If |x−Ar(x)| < κr/2, then B(x, κr/3) ⊂ U(x, t) ⊂ V (x, t) and so
1 ≥ Px(τD > t/M) ≥ Px(τD > Mt) ≥ Px(τV (x,t) > Mt) ≥ Px(τB(x,κr/3) > Mt),
which is greater than or equal to a positive constant depending only on φ, T,R1, γ, d, κ,M by
Lemma 3.2. Thus we have, in view of (4.4),
1  Px(τD > t/M)  Px(τV (x,t) > Mt)  Px(τV (x,t) > t/M)  Px(τD > Mt).
Moreover, when |x−Ar(x)| < κr/2, we have B(x, κr/3) ⊂ U(x, t) ⊂ B(x, r) and so by Lemma 3.1
and (2.4),
c1t ≤ c2Φ(κr/3) ≤ Ex[τB(x,κr/3)] ≤ Ex[τU(x,t)] ≤ Ex[τB(x,r)] ≤ c3Φ(r) ≤ c4t.
Combining the last two displays with (4.5) and the fact that
1 ≥ Px(XτU(x,t) ∈ D) ≥ Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
,
we arrive at the assertion of the lemma when |x−Ar(x)| < κr/2.
Now we assume that |x−Ar(x)| ≥ κr/2. We note that
Px(τD > t/M) ≤ Px(τU(x,t) > t/M) + Px(XτU(x,t) ∈ D) . (4.6)
For r ∈ (0, R1], by Theorem 2.1, we have
Px
(
XτU(x,t) ∈ D
) ≤ c5PAr(x)(XτU(x,t) ∈ D) Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
PAr(x)
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
≤ c5
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
PAr(x)
(
XτB(Ar(x),κr/3) ∈ B(A′r(x), κr/6)
) .
Note that when (w, y) ∈ B(Ar(x), κr/3)×B(A′r(x), κr/6), |w−y| ≤ 2κr and so j(|w−y|) ≥ j(2κr).
Thus, by (1.5), (2.10) and Lemma 3.1,
PAr(x)
(
XτB(Ar(x),κr/3) ∈ B(A′r(x), κr/6)
)
= EAr(x)
∫
B(A′r(x),κr/6)
∫ τB(Ar(x),κr/3)
0
JX(Xt, z)dtdz
≥ c6rd j(r)EAr(x)
[
τB(Ar(x),κr/3)
] ≥ c7Φ(r)−1 E0[τB(0,κr/3)] ≥ c8Φ(r)−1 Φ(κr/3) ≥ c9,
where the last inequality is due to (2.4). Therefore,
Px
(
XτU(x,t) ∈ D
) ≤ c10 Px(XτU(x,t) ∈ B(A′r(x), κr/6)). (4.7)
Since Px
(
τU(x,t) > t/M
) ≤Mt−1Ex[τU(x,t)], we have by (4.6), (4.7) and (4.5),
Px
(
τD > t/M
) ≤ c11t−1Ex[τU(x,t)]. (4.8)
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On the other hand, by the strong Markov property of X,
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
= Ex
[
PXτU(x,t)
(
τB(XτU(x,t) ,κr/6)
> Mt
)
;XτU(x,t) ∈ B(A′r(x), κr/6)
]
+Ex
[
PXτU(x,t)
(
τB(XτU(x,t) ,κr/6)
≤Mt
)
: XτU(x,t) ∈ B(A′r(x), κr/6)
]
≤ Ex
[
PXτU(x,t)
(
τV (x,t) > Mt
)
;XτU(x,t) ∈ B(A′r(x), κr/6)
]
+P0
(
τB(0,κr/6) ≤Mt
)
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
= Px
(
τV (x,t) > Mt,XτU(x,t) ∈ B(A′r(x), κr/6)
)
+
(
1− P0
(
τB(0,κr/6) > Mt
))
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
≤ Px
(
τV (x,t) > Mt
)
+
(
1− P0
(
τB(0,κr/6) > Mt
))
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
.
Thus
P0
(
τB(0,κr/6) > Mt
)
Px
(
XτU(x,t) ∈ B(A′r(x), κr/6)
)
≤ Px
(
τV (x,t) > Mt
)
. (4.9)
Since P0
(
τB(0,κr/6) > Mt
)
> c12 by (2.4) and Lemma 3.2, combining (4.5) with (4.9), we get
t−1Ex[τU(x,t)] ≤ c13Px(XτU(x,t) ∈ B(A′r(x), κr/6)) ≤ c14Px(τV (x,t) > Mt).
This together with (4.8) and (4.4) completes the proof of this lemma. 2
Lemma 4.2 Suppose that U1, U3, E are open subsets of Rd with U1, U3 ⊂ E and dist(U1, U3) > 0.
Let U2 := E \ (U1 ∪ U3). If x ∈ U1 and y ∈ U3, then for all t > 0,
pE(t, x, y) ≤ Px
(
XτU1 ∈ U2
)(
sup
s<t, z∈U2
pE(s, z, y)
)
+ (t ∧ Ex [τU1 ])
(
sup
u∈U1, z∈U3
JX(u, z)
)
(4.10)
and
pE(t, x, y) ≥ tPx(τU1 > t)Py(τU3 > t) inf
u∈U1, z∈U3
JX(u, z). (4.11)
Proof. For (4.10), see the proof of [15, Lemma 3.4]. For (4.11), see the proof of [16, Lemma 3.3].
2
Proof of Theorem 1.3(ii). It follows from Lemma 4.1 and the semigroup property that it suffices
to establish the assertion for T ≤ 1. So in the remainder of this proof, we assume that T ≤ 1. Fix
t ∈ (0, T ] and set r = Φ−1(t)R1/Φ−1(T ). By (2.2), (2.4), (2.5) and Theorem 3.7,
p(t/2, x, y)  (Φ−1(t))−d if |x− y| ≤ 8r. (4.12)
By the semigroup property, (2.4), (2.5) and Lemma 4.1, when |x− y| ≤ 8r,
pD(t/2, x, y) =
∫
D
pD(t/4, x, z)pD(t/4, z, y)dz
≤ sup
z∈Rd
p(t/4, z, y)Px(τD > t/4)
≤ c1(Φ−1(t))−dPx(τD > t). (4.13)
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Thus by (4.12) and (4.13),
pD(t/2, x, y) ≤ c2 Px(τD > t)p(t/2, x, y) if |x− y| ≤ 8r . (4.14)
Now we assume |x − y| > 8r. Let D1 := U(x, t) be the set defined in (4.1), D3 := {z ∈ D :
|z − x| > |x− y|/2} and
D2 := D \ (D1 ∪D3) = {z ∈ D \ U(x, t) : |z − x| ≤ |x− y|/2}.
Then by condition (B) we have
sup
s<t/2, z∈D2
p(s, z, y) ≤ sup
s<t/2, |z−y|≥|x−y|/2
p(s, |z − y|) ≤ C1 sup
s<t/2
p(s, C2|x− y|/2).
Extend the definition of p(t, r) by setting p(t, r) = 0 for t < 0 and r ≥ 0. For each fixed x, y ∈ Rd
and t > 0 with |x− y| > 8r, one can easily check, in view of (1.9), that (s, w) 7→ p(s, C2|w − y|/2)
is a parabolic function in (−∞, T ] × B(x, 2r). So by the parabolic Harnack inequality from [9,
Theorem 5.2], there is a constant c3 = c3(d, γ, φ) ≥ 1 so that for every t ∈ (0, T ],
sup
s<t/2
p(s, C2|x− y|/2) ≤ c3p(t/2, C2|x− y|/2).
Hence we have
sup
s<t/2, z∈D2
p(s, z, y) ≤ c3C1p(t/2, C2|x− y|/2) ≤ c3C21p(t/2, C22 |x− y|/4), (4.15)
where in the last inequality, we applied condition (B) again. If u ∈ D1, then |x−u| ≤ |x−Ar(x)|+
κr/3. Thus if u ∈ D1, z ∈ D3, then
|u− z| ≥ |z − x| − |x− u| ≥ |z − x| − |x−Ar(x)| − κr/3 ≥ |z − x| − r ≥ 1
2
|z − x| ≥ 1
4
|x− y|.
Thus by (2.2), (1.5), (2.4) and Theorem 3.7,
t sup
u∈D1, z∈D3
JX(u, z) ≤ γt sup
|u−z|≥|x−y|/4
j(|u− z|) ≤ γtj(|x− y|/4) ≤ γtj(C22 |x− y|/4)
≤ c4p(t/2, C22 |x− y|/4).
Let C5 := C
2
2/4. It follows then from (4.15), Lemmas 4.1 and 4.2 that for |x− y| > 8r,
pD(t/2, x, y) ≤ c5p(t/2, C5x,C5y)
(
Px(XτU(x,t) ∈ D) + t−1Ex[τU(x,t)]
)
≤ c6Px(τD > t) p(t/2, C5x,C5y). (4.16)
Hence by condition (B), (4.14), (4.16), symmetry, the semigroup property and Lemma 4.1, we
conclude that for all (t, x, y) ∈ (0, T ]×D ×D,
pD(t, x, y) =
∫
D
pD(t/2, x, z)pD(t/2, z, y)dz
≤ c26Px(τD > t)Py(τD > t)
∫
Rd
p(t/2, C5x,C5z)p(t/2, C5z, C5y)dz
= c7Px(τD > t)Py(τD > t)
∫
Rd
p(t/2, C5x, z)p(t/2, z, C5y)dz
= c7Px(τD > t)Py(τD > t)p(t, C5x,C5y) .
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2Proof of Theorem 1.3(i). Fix (t, x, y) ∈ (0, T ] × D × D and set r = Φ−1(t)R1/Φ−1(T ). Let
U(x, t) be the set defined in (4.1), Ar(x) ∈ D and A′r(x) ∈ D be the points defined in Definition
1.2 and (4.2) respectively. Note that
pD(t, x, y) =
∫
D×D
pD(t/3, x, u)pD(t/3, u, v)pD(t/3, u, y)dudv
≥ inf
(u,v)∈B(A′r(x),κr/6)×B(A′r(y),κr/6)
pD(t/3, u, v)
∫
B(A′r(x),κr/6)
pD(t/3, x, u)du
·
∫
B(A′r(y),κr/6)
pD(t/3, v, y)dv. (4.17)
For (u, v) ∈ B(A′r(x), κr/6)×B(A′r(y), κr/6),
inf
(u,v)∈B(A′r(x),κr/6)×B(A′r(y),κr/6)
pD(t/3, u, v)
≥ c1 inf
(u,v)∈B(A′r(x),κr/6)×B(A′r(y),κr/6)
(
(Φ−1(t/3))−d ∧ (t/3)J(u, v)
)
≥ c2(tJ(x, y) ∧ (Φ−1(t))−d), (4.18)
where in the first inequality we used Proposition 3.6, in the second inequality we used (2.2) and
(2.3) respectively in the cases |x− y| ≥ κr and |x− y| < κr.
On the other hand, for u ∈ B(A′r(x), κr/6), by Lemma 4.2 with U1 = U(x, t) and U3 =
B(A′r(x), κr/4), we have
pD(t/3, x, u) ≥ tPx(τU(x,t) > t/3)Pu(τU3 > t/3) inf
w∈U(x,t), z∈U3
JX(w, z)
≥ γ−1tPx(τU(x,t) > t/3)Pu(τB(u,κr/16) > t/3) inf
w∈U(x,t), z∈U3
j(|w − z|).
Since
j(|w − z|) ≥ j(r) = j(Φ−1(t)R1/Φ−1(T )) for (w, z) ∈ U(x, t)× U3,
we have by Lemma 3.2, (2.2) and (2.4),
pD(t/3, x, u) ≥ c3tPx(τU(x,t) > t/3)
1
Φ−1(t)d t
= c3Φ
−1(t)−d Px(τU(x,t) > t/3).
It follows from condition (A) that there exists c4 > 1 such that Φ
−1(bt) ≤ c4b1/(2δ2)Φ−1(t) for every
t ≤ T and b ∈ (0, 1]. Thus with a := (κ/(3c4))2δ2 we have that 3−1κΦ−1(t) ≥ Φ−1(at) for every
t ≤ T , and hence V (x, at) ⊂ U(x, t). Thus Lemma 4.1 implies that
Px(τU(x,t) > t/3) ≥ Px(τV (x,at) > t/3) ≥ c5Px(τD > t).
Consequently, by (2.4),∫
B(A′r(x),κr/6)
pD(t/3, x, u)du ≥ c6
Φ−1(t)d
Px(τD > t)|B(A′r(x), κr/6)| ≥ c7Px(τD > t).
Similarly, using the symmetry we also have
∫
B(A′r(y),κr/6)
pD(t/3, v, y)dv ≥ c8Py(τD > t). Hence we
have by (4.17) and (4.18),
pD(t, x, y) ≥ c9 Px(τD > t)Py(τD > t)
(
(Φ−1(t))−d ∧ tJ(x, y)
)
.
2
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5 Small time Dirichlet heat kernel estimates for subordinate Brow-
nian motions in C1,1 open set
In this section we assume that D is a C1,1 open set in Rd with characteristics (R2,Λ) and that
X is a subordinate Brownian motion with Le´vy exponent Ψ(ξ) = φ(|ξ|2), where φ is a complete
Bernstein function satisfying condition (A).
Proof of Theorem 1.5(ii). Without loss of generality we assume R2 ≤ 1. In view of Theorem
1.3(ii), it suffices to show that
Px (τD > t) ≤ c
(
1 ∧ Φ(δD(x))
t
)1/2
for (t, x) ∈ (0, T ]×D. (5.1)
Fix (t, x) ∈ (0, T ] ×D and set r = r(t) = Φ−1(t)R2/Φ−1(T ) ≤ R2 ≤ 1. By Theorem 3.7, we only
need to show the theorem for δD(x) < r/16. Take x0 ∈ ∂D such that δD(x) = |x− x0|.
Let U1 := B(x0, r/8) ∩D and n(x0) be the unit inward normal of ∂D at the point x0. Put
x1 = x0 +
r
16
n(x0).
Note that δD(x1) = r/16. Applying the boundary Harnack principle (Theorem 2.3) and (2.4) we
get
Px(XτU1 ∈ D \ U1) ≤ c1Px1(XτU1 ∈ D \ U1)
√
Φ(δD(x))
Φ(δD(x1))
≤ c2Px1(XτU1 ∈ D \ U1)
√
Φ(δD(x))
t
≤ c2
√
Φ(δD(x))
t
. (5.2)
Take x2 ∈ Rd so that B(x2, r) ⊂ B(x0, 4r) \B(x0, r). Then, by (2.10), (2.2) and (2.4), we have
Px(XτU1 ∈ B(x2, r)) = Ex
[∫ τU1
0
∫
B(x2,r)
J(|Xs − y|)dyds
]
≥ c3|B(0,Φ−1(t))|j(5r)Ex[τU1 ]
≥ c4Φ(Φ−1(t))−1Ex[τU1 ] = c4t−1Ex[τU1 ].
Now by the same argument as that in (5.2), we get,
Ex[τU1 ] ≤ c−14 tPx(XτU1 ∈ B(x2, r)) ≤ c5tPx1(XτU1 ∈ B(x2, r))
√
Φ(δD(x))
t
≤ c5
√
tΦ(δD(x)). (5.3)
Thus, by (5.2) and (5.3), we have
Px (τD > t) ≤ Px (τU1 > t) + Px
(
XτU1 ∈ D \ U1
)
≤ 1
t
Ex [τU1 ] + Px
(
XτU1 ∈ D \ U1
)
≤ c6
√
Φ(δD(x))
t
. (5.4)
Since Px (τD > t) ≤ 1, (5.1) follows immediately. 2
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Let δ∂D(x) be the Euclidean distance between x and ∂D. It is well-known that any C
1,1 open
set D with C1,1-characteristics (R2,Λ) satisfies both the uniform interior ball condition and the
uniform exterior ball condition: there exists r0 = r0(R2,Λ) ≤ R2 such that for every x ∈ D with
δ∂D(x) < r0 and y ∈ Rd \ D with δ∂D(y) < r0, there are zx, zy ∈ ∂D so that |x − zx| = δ∂D(x),
|y − zy| = δ∂D(y) and that B(x0, r0) ⊂ D and B(y0, r0) ⊂ Rd \D for x0 = zx + r0(x− zx)/|x− zx|
and y0 = zy + r0(y − zy)/|y − zy|.
In the remainder of this section, we fix such an r0 and set T0 := Φ(r0/16). For any x ∈ D with
δD(x) < r0, let zx be a point on ∂D such that |zx − x| = δD(x) and n(zx) := (x− zx)/|zx − x|.
Lemma 5.1 Let κ0 ∈ (0, 1) and a > 0. There exists a constant c = c(κ0, R2, r0, a, φ) > 0 such that
for every (t, x) ∈ (0, T0]×D with δD(x) ≤ 3Φ−1(t) < r0/4 and κ0 ∈ (0, 1),
Px
(
XDat ∈ B(x0, κ0Φ−1(t))
) ≥ c√Φ(δD(x))
t
, (5.5)
where x0 := zx +
9
2Φ
−1(t)n(zx).
Proof. Let 0 < κ1 ≤ κ0 and assume first that 2−4κ1Φ−1(t) < δD(x) ≤ 3Φ−1(t). As in the proof
of Lemma 3.4, we get that, in this case, using the fact that |x − x0| ∈ [32κ0Φ−1(t), 6Φ−1(t)], there
exist constants ci = ci(κ1, r0, a) > 0, i = 1, 2, such that for all t ≤ T0, we have
Px
(
XDat ∈ B(x0, κ1Φ−1(t))
) ≥ c1t(Φ−1(t))dJ(x, x0) ≥ c2 > 0. (5.6)
By taking κ1 = κ0, this shows that (5.5) holds for all a > 0 in the case when 2
−4κ0Φ−1(t) <
δD(x) ≤ 3Φ−1(t).
So it suffices to consider the case that δD(x) ≤ 2−4κ0Φ−1(t). We now show that there is some
a0 > 1 so that (5.5) holds for every a ≥ a0 and δD(x) ≤ 2−4κ0Φ−1(t). For simplicity, we assume
without loss of generality that x0 = 0 and let B̂ := B(0, κ0Φ
−1(t)). Let U := D ∩B(zx, κ0Φ−1(t)).
By the strong Markov property of XD at the first exit time τU from U and Lemma 3.2, there exists
c3 = c3(a) > 0 such that
Px
(
XDat ∈ B̂
)
≥ Px
(
τU < at, XτU ∈ B(0, 2−1κ0Φ−1(t)) and |XDs −XτU | < 2−1κ0Φ−1(t) for s ∈ [τU , τU + at]
)
≥ c3 Px
(
τU < at and XτU ∈ B(0, 2−1κ0Φ−1(t))
)
. (5.7)
Let x1 = zx + 4
−1κ0n(zx)Φ−1(t) and B1 := B(x1, 4−1κ0Φ−1(t)). It follows from the boundary
Harnack principle (Theorem 2.3) and (2.4) that there exist ck = ck(R2,Λ, γ, φ) > 0, k = 4, 5, such
that for all t ∈ (0, T0],
Px
(
XτU ∈ B(0, 2−1κ0Φ−1(t))
) ≥ c4Px1 (XτU ∈ B(0, 2−1κ0Φ−1(t)))
√
Φ(δD(x))
Φ(δD(x1))
≥ c5Px1
(
XτB1 ∈ B(0, 2−1κ0Φ−1(t))
)√Φ(δD(x))
t
.
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By (2.10), Lemma 3.1 and (2.2)-(2.4), we have
Px1
(
XτB1 ∈ B(0, κ0Φ−1(t)/2)
)
= Ex
[∫ τB1
0
∫
B(0,κ0Φ−1(t)/2)
J(Xs, y)dy
]
≥ c6j(κ0Φ−1(t)) |B(0, κ0Φ−1(t)/2)|Ex [τB1 ]
≥ c7
(κ0Φ−1(t))dΦ(κ0Φ−1(t))
(κ0Φ
−1(t))d Φ(κ0Φ−1(t)) = c7.
Thus
Px
(
XτU ∈ B(0, 2−1κ0Φ−1(t))
) ≥ c8√Φ(δD(x))
t
. (5.8)
It follows from (5.3) that there exists c9 > 0 such that
Px(τU ≥ at) ≤ (at)−1 Ex[τU ] ≤ a−1c9
√
Φ(δD(x))
t
.
Define a0 = 2c9/(c8). We have by (5.7)–(5.8) and the display above that for a ≥ a0 ,
Px(XDat ∈ B̂) ≥ c3
(
Px(XτU ∈ B(0, 2−1κ0Φ−1(t)))− Px (τU ≥ at)
)
≥ c3 (c9/2)
√
Φ(δD(x))
t
. (5.9)
(5.6) and (5.9) show that (5.5) holds for every a ≥ a0 and for every x ∈ D with δD(x) ≤ 3Φ−1(t).
Now we deal with the case 0 < a < a0 and δD(x) ≤ 2−4κ0Φ−1(t). If δD(x) ≤ 3Φ−1(at/a0),
we have from (5.5) for the case of a = a0 that there exist c10 = c10(κ0, R2,Λ, a, φ) > 0 and
c11 = c11(κ0, R2,Λ, a, φ) > 0 such that
Px
(
XDat ∈ B(x0, κ0Φ−1(t))
) ≥ Px (XDa0(at/a0) ∈ B(x0, κ0Φ−1(at/a0)))
≥ c10
√
Φ(δD(x))
at/a0
= c11
√
Φ(δD(x))
t
.
If 3Φ−1(at/a0) < δD(x) ≤ 2−4κ0Φ−1(t) (in this case 1 > κ0 > 3 · 24Φ−1(a/a0)), we get (5.5) from
(5.6) by taking κ1 = Φ
−1(a/a0). The proof of the lemma is now complete. 2
Proof of Theorem 1.5(i). By Theorem 1.3(i), it suffices to show that
Px (τD > t) ≥ c
(
1 ∧ Φ(δD(x))
t
)1/2
for (t, x) ∈ (0, T ]×D. (5.10)
Assume (t, x) ∈ (0, T ] × D. Since D satisfies the uniform interior ball condition with radius r0
and 0 < (T0/T )t ≤ T0, we can choose a point ξtx as follows: if δD(x) ≤ 3Φ−1((T0/T )t), let
ξtx = zx + (9/2)Φ
−1((T0/T )t)n(zx) so that
B(ξtx, (3/2)Φ
−1((T0/T )t)) ⊂ B(zx + 3Φ−1((T0/T )t)n(zx), 3Φ−1((T0/T )t)) \ {x}
and δD(z) ≥ 3Φ−1((T0/T )t) for every z ∈ B(ξtx, (3/2)Φ−1((T0/T )t))). If δD(x) > 3Φ−1((T0/T )t),
choose ξtx ∈ B(x, δD(x)) so that |x− ξtx| = (3/2)Φ−1((T0/T )t). Note that in this case,
B(ξtx, (3/2)Φ
−1((T0/T )t)) ⊂ B(x, δD(x)) \ {x}
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and δD(z) ≥ Φ−1((T0/T )t) for every z ∈ B(ξtx, 2−1Φ−1((T0/T )t)). We also define ξty the same way.
If δD(x) ≤ 3Φ−1((T0/T )t), by Lemma 4.1 (with M = T/T0 when T ≥ T0) and Lemma 5.1 (with
a = 1, κ = 2−1),
Px (τD > t) ≥ c1Px (τD > (T0/T )t) ≥ c1Px
(
XD(T0/T )t ∈ B(ξtx, 2−1Φ−1((T0/T )t))
)
≥ c2
√
Φ(δD(x))
t
.
If δD(x) > 3Φ
−1((T0/T )t), by Lemma 4.1, Proposition 3.6 and (2.4),
Px (τD > t) ≥ c1Px
(
XD(T0/T )t ∈ B(ξtx, 2−1Φ−1((T0/T )t))
)
= c1
∫
B(ξtx,2
−1Φ−1((T0/T )t))
pD((T0/T )t, x, u)du ≥ c3 ≥ c4
(
1 ∧ Φ(δD(x))
t
)1/2
.
2
6 Large time heat kernel estimates
In this section, we first give the proofs of Theorems 1.3(iii) and 1.5(iii).
Proof of Theorem 1.3(iii). Since D is bounded, in view of (2.5), the transition semigroup
{PDt , t > 0} ofXD consists of Hilbert-Schmidt operators, and hence compact operators, in L2(D; dx).
So PDt has discrete spectrum {e−λkt; k ≥ 1}, arranged in decreasing order and repeated accord-
ing to their multiplicity. Let {φk, k ≥ 1} be the corresponding eigenfunctions with unit L2-norm
(‖φ1‖L2(D) = 1) which forms an orthonormal basis for L2(D; dx).
Clearly, for every k ≥ 1∫
D
Px(τD > 1)φk(x)dx ≤ |D|1/2‖φk‖L2(D) = |D|1/2. (6.1)
By using the eigenfunction expansion of pD we get∫
D×D
Px(τD > 1)pD(t, x, y)Py(τD > 1) dxdy =
∞∑
k=1
e−tλk
(∫
D
Px(τD > 1)φk(x)dx
)2
. (6.2)
Noting that λk is increasing and ‖f‖2L2(D) =
∑∞
k=1(
∫
D f(z)φk(z)dz)
2, we have for all t > 0,∫
D×D
Px(τD > 1)pD(t, x, y)Py(τD > 1) dxdy ≤ e−tλ1
∫
D
Px(τD > 1)2dx
≤ e−tλ1 |D|. (6.3)
On the other hand, by Theorem 1.3(ii), Remark 1.1(iii) and (6.1) we have that there is a
constant c1 > 0 so that for every x ∈ D,
φ1(x) = e
λ1
∫
D
pD(1, x, y)φ1(y)dy
≤ c1Px(τD > 1)
∫
D
Py(τD > 1)φ1(y)dy ≤ c1|D|1/2 Px(τD > 1). (6.4)
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It now follows from (6.2) that for every that for every t > 0,∫
D×D
Px(τD > 1)pD(t, x, y)Py(τD > 1) dxdy ≥ e−tλ1
(∫
D
Px(τD > 1)φ1(x)dx
)2
≥ e−tλ1
(∫
D
c−11 |D|−1/2φ1(x)2dx
)2
= c−21 |D|−1 e−tλ1 . (6.5)
For t ≥ 3 and x, y ∈ D, we have that
pD(t, x, y) =
∫
D×D
pD(1, x, z)pD(t− 2, z, w)pD(1, w, y)dzdw. (6.6)
By Theorem 1.3(ii), Remark 1.1(iii), (2.5) and (6.3) we have that there are constants ci > 0, i = 2, 3,
so that for every t ≥ 3 and x, y ∈ D,
pD(t, x, y) ≤ c2Px(τD > 1)Py(τD > 1)
∫
D×D
Pz(τD > 1)pD(t− 2, z, w)Pw(τD > 1)dzdw
≤ c3 Px(τD > 1)Py(τD > 1)e−tλ1 . (6.7)
By Theorem 1.3(i), Theorem 3.7, the boundedness of D and (6.5) we have that there are constants
ci > 0, i = 4, 5, so that for every t ≥ 3 and x, y ∈ D,
pD(t, x, y) ≥ c4 Px(τD > 1)Py(τD > 1)
∫
D×D
Pz(τD > 1)pD(t− 2, z, w)Pw(τD > 1)dzdw
≥ c5 Px(τD > 1)Py(τD > 1)e−tλ1 .
This combined with (6.7) establishes Theorem 1.3(iii). 2
Proof of Theorem 1.5(iii). By Theorem 1.5(i), it suffices to prove the theorem for T ≥ 3. By
(5.1), (5.10) and the boundedness of D, Px(τD > 1)  Φ(δD(x))1/2. This and Theorem 1.3(iii)
imply Theorem 1.5(iii). 2
7 Green function estimates
In this section, we use Theorem 1.5 to get sharp two-sided estimates on the Green functions of
subordinate Brownian motions in bounded C1,1 open sets. We first establish the following two
lemmas.
Lemma 7.1 For every r ∈ (0, 1] and every open subset U of Rd,
1
2
(
1 ∧ r
2Φ(δU (x))
1/2Φ(δU (y))
1/2
Φ(|x− y|)
)
≤
(
1 ∧ rΦ(δU (x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ rΦ(δU (y))
1/2
Φ(|x− y|)1/2
)
≤ 1 ∧ r
2Φ(δU (x))
1/2Φ(δU (y))
1/2
Φ(|x− y|) . (7.1)
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Proof. The second inequality holds trivially. Without loss of generality, we assume δU (x) ≤ δU (y).
If both rΦ(δU (x))
1/2
Φ(|x−y|)1/2 and
rΦ(δU (y))
1/2
Φ(|x−y|)1/2 are less than 1 or if both are larger than one,(
1 ∧ rΦ(δU (x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ rΦ(δU (y))
1/2
Φ(|x− y|)1/2
)
= 1 ∧ r
2Φ(δU (x))
1/2Φ(δU (y))
1/2
Φ(|x− y|) .
So we only need to consider the case when rΦ(δU (x))
1/2
Φ(|x−y|)1/2 ≤ 1 <
rΦ(δU (y))
1/2
Φ(|x−y|)1/2 . Note that Φ(δU (y)) ≤
Φ(δU (x) + |x− y|). If δU (x) ≥ |x− y|, then by (1.8), Φ(δU (y)) ≤ Φ(2δU (x)) ≤ 4Φ(δU (x)) and so
1 ∧ r
2Φ(δU (x))
1/2Φ(δU (y))
1/2
Φ(|x− y|) ≤ 1 ∧
2rΦ(δU (x))
Φ(|x− y|) ≤ 2
(
1 ∧ rΦ(δU (x))
1/2
Φ(|x− y|)1/2
)
.
When δU (x) < |x− y|, by (1.8) again, Φ(δU (y)) ≤ Φ(2|x− y|) ≤ 4Φ(|x− y|) and so
1 ∧ r
2Φ(δU (x))
1/2Φ(δU (y))
1/2
Φ(|x− y|) ≤ 1 ∧
2r2Φ(δU (x))
1/2
Φ(|x− y|)1/2 ≤ 2
(
1 ∧ rΦ(δU (x))
1/2
Φ(|x− y|)1/2
)
,
where the assumption r ≤ 1 is used in the last inequality. This establishes the first inequality of
(7.1). 2
By condition (A), we have that for every T > 0, there exist CT > 1 such that
C−1T
( r
R
)1/(2δ1) ≤ Φ−1(r)
Φ−1(R)
≤ CT
( r
R
)1/(2δ2)
for 0 < r ≤ R ≤ T. (7.2)
Moreover, for every M > 0, we have
rΦ′(r)  Φ(r) for r ∈ (0,M ] (7.3)
(see the paragraph after [19, Lemma 1.3]).
Lemma 7.2 Suppose T > 0 and set
hT (a, r) = a+ Φ(r)
∫ 1
Φ(r)/T
(
1 ∧ ua
Φ(r)
)
1
u2Φ−1(u−1Φ(r))
du+
Φ(r)
r
(
1 ∧ a
Φ(r)
)
. (7.4)
Then
hT (a, r)  a
r
∧
(
a
Φ−1(a)
+
(∫ Φ−1(a)
r
Φ(s)
s2
ds
)+)
for 0 < r ≤ Φ−1(T/2) and 0 < a ≤ (2−1 ∧ (2CT )−2δ2)T , where CT is the constant in (7.2) and
x+ := x ∨ 0.
Proof. For (a, r) with 0 < a < Φ(r) ≤ T/2,
hT (a, r)  a+ a
∫ 1
Φ(r)/T
du
uΦ−1(u−1Φ(r))
+
a
r
= a+
a
r
∫ 1
Φ(r)/T
Φ−1(Φ(r))
Φ−1(u−1Φ(r))
u−1du+
a
r
.
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By (7.2), since Φ(r) ≤ T/2, we have
0 < c2 = c
−1
1
∫ 1
1/2
u
1
2δ1
−1
du ≤
∫ 1
Φ(r)/T
Φ−1(Φ(r))
Φ−1(u−1Φ(r))
u−1du ≤ c1
∫ 1
0
u
1
2δ2
−1
du = c3 <∞.
Thus, for 0 < a < Φ(r) ≤ T/2, we have
c2
a
r
≤ hT (a, r) ≤ c3
(
a+
a
r
)
≤ c4a
r
. (7.5)
On the other hand, for (a, r) with Φ(r) ≤ a ≤ (2−1 ∧ (2CT )−2δ2)T , using the change of variable
u = Φ(r)/Φ(s) and then applying integration by parts for the first integral below, we have
hT (a, r)  a+ Φ(r)
∫ 1
Φ(r)/a
du
u2Φ−1(u−1Φ(r))
+ a
∫ Φ(r)/a
Φ(r)/T
du
uΦ−1(u−1Φ(r))
+
Φ(r)
r
= a+
∫ Φ−1(a)
r
Φ′(s)
s
ds+ a
∫ Φ−1(T )
Φ−1(a)
Φ′(s)
sΦ(s)
ds+
Φ(r)
r
= a+
(
a
Φ−1(a)
− Φ(r)
r
)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds+ a
∫ Φ−1(T )
Φ−1(a)
Φ′(s)
sΦ(s)
ds+
Φ(r)
r
= a+
a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds+ a
∫ Φ−1(T )
Φ−1(a)
Φ′(s)
sΦ(s)
ds. (7.6)
Since a ≤ (2−1 ∧ (2CT )−2δ2)T , by (7.2) and the fact that Φ−1 is increasing,
1
Φ−1(a)
− 1
Φ−1(T )
 1
Φ−1(a)
≥ c4 (7.7)
for some c4 > 0. Using (7.3) and (7.7) in the second integral in (7.6), we get that for (a, r) with
Φ(r) ≤ a ≤ (2−1 ∧ (2CT )−2δ2)T ,
hT (a, r)  a+ a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds+ a
∫ Φ−1(T )
Φ−1(a)
1
s2
ds
= a+
a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds+ a
(
1
Φ−1(a)
− 1
Φ−1(T )
)
 a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds. (7.8)
Since Φ(s) is an increasing function, when 0 < Φ(r) ≤ a, we have
a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds ≤ a
Φ−1(a)
+ a
∫ Φ−1(a)
r
1
s2
ds =
a
r
,
while when Φ(r) ≥ a > 0,
a
Φ−1(a)
+
(∫ Φ−1(a)
r
Φ(s)
s2
ds
)+
=
a
Φ−1(a)
≥ a
r
.
This combined with (7.5) and (7.8) establishes the lemma. 2
Recall that the Green function GD(x, y) of X in D is defined as GD(x, y) =
∫∞
0 pD(t, x, y)dt.
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Theorem 7.3 Suppose that X is a subordinate Brownian motion with Le´vy exponent Ψ(ξ) =
φ(|ξ|2) with φ being a complete Bernstein function satisfying condition (A). Let D be a bounded
C1,1 open subset of Rd with characteristics (R2,Λ) and a(x, y) = Φ(δD(x))1/2Φ(δD(y))1/2, x, y ∈ D.
(i) There exists c1 > 0 depending only on diam(D), R2,Λ, d and φ such that for all d ≥ 1 and
(x, y) ∈ D ×D,
GD(x, y) ≥ c1 Φ(|x− y|)|x− y|d
(
1 ∧ Φ(δD(x))
Φ(|x− y|)
)1/2(
1 ∧ Φ(δD(y))
Φ(|x− y|)
)1/2
.
(ii) There exists c2 > 0 depending only on diam(D), R2,Λ, d and φ such that for all d ≥ 1 and
(x, y) ∈ D ×D,
GD(x, y) ≤ c2 a(x, y)|x− y|d .
(iii) Let d = 1. Then for (x, y) ∈ D ×D,
GD(x, y)  a(x, y)|x− y| ∧
(
a(x, y)
Φ−1(a(x, y))
+
(∫ Φ−1(a(x,y))
|x−y|
Φ(s)
s2
ds
)+)
.
(iv) Let d ≥ 2. Then for (x, y) ∈ D ×D,
GD(x, y)  Φ(|x− y|)|x− y|d
(
1 ∧ Φ(δD(x))
Φ(|x− y|)
)1/2(
1 ∧ Φ(δD(y))
Φ(|x− y|)
)1/2
 Φ(|x− y|)|x− y|d
(
1 ∧ a(x, y)
Φ(|x− y|)
)
.
Proof. Put T = (2 ∨ (2CT )2δ2)Φ(diam(D)), where CT is the constant in (7.2). It follows from
Theorem 1.5(iii) that ∫ ∞
T
pD(t, x, y)dt  a(x, y). (7.9)
Using the boundedness of D, Remark 1.1(iii) and (2.2), the results of Theorem 1.5(i)–(ii) can
be rewritten as follows: there exists c1 > 0 such that for (t, x, y) ∈ (0, T ]×D ×D,
c−11
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2(
(Φ−1(t))−d ∧ t|x− y|dΦ(|x− y|)
)
≤ pD(t, x, y) (7.10)
≤ c1
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2(
(Φ−1(t))−d ∧ t|x− y|dΦ(|x− y|)
)
. (7.11)
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By the change of variable u = Φ(|x−y|)t and the fact that t→ Φ−1(t) is increasing, we have∫ T
0
(
1 ∧ Φ(δD(x))
t
)1/2(
1 ∧ Φ(δD(y))
t
)1/2(
(Φ−1(t))−d ∧ t|x− y|dΦ(|x− y|)
)
dt
=
Φ(|x− y|)
|x− y|d
(∫ 1
Φ(|x−y|)/T
+
∫ ∞
1
)
u−2
((
Φ−1(ut)
Φ−1(t)
)d
∧ u−1
)(
1 ∧
√
uΦ(δD(x))
1/2
Φ(|x− y|)1/2
)
×
(
1 ∧
√
uΦ(δD(y))
1/2
Φ(|x− y|)1/2
)
du
 Φ(|x− y|)|x− y|d
∫ 1
Φ(|x−y|)/T
u−2
( |x− y|
Φ−1(u−1Φ(|x− y|))
)d(
1 ∧ ua(x, y)
Φ(|x− y|)
)
du
+
Φ(|x− y|)
|x− y|d
∫ ∞
1
u−3
(
1 ∧
√
uΦ(δD(x))
1/2
Φ(|x− y|)1/2
)(
1 ∧
√
uΦ(δD(y))
1/2
Φ(|x− y|)1/2
)
du
=: I + II, (7.12)
where in the fourth line of the display above, we used Lemma 7.1.
(i) The estimate on II is easy.
1
2
Φ(|x− y|)
|x− y|d
(
1 ∧ Φ(δD(x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ Φ(δD(y))
1/2
Φ(|x− y|)1/2
)
=
Φ(|x− y|)
|x− y|d
∫ ∞
1
u−3
(
1 ∧ Φ(δD(x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ Φ(δD(y))
1/2
Φ(|x− y|)1/2
)
du
≤ II ≤ Φ(|x− y|)|x− y|d
∫ ∞
1
u−2
(
u−1/2 ∧ Φ(δD(x))
1/2
Φ(|x− y|)1/2
)(
u−1/2 ∧ Φ(δD(y))
1/2
Φ(|x− y|)1/2
)
du
≤ Φ(|x− y|)|x− y|d
∫ ∞
1
u−2
(
1 ∧ Φ(δD(x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ Φ(δD(y))
1/2
Φ(|x− y|)1/2
)
du
=
Φ(|x− y|)
|x− y|d
(
1 ∧ Φ(δD(x))
1/2
Φ(|x− y|)1/2
)(
1 ∧ Φ(δD(y))
1/2
Φ(|x− y|)1/2
)
. (7.13)
Now part (i) of the theorem follows from (7.10) and the lower bound of II in (7.13).
(ii) We let
u0 :=
a(x, y)
Φ(|x− y|) . (7.14)
Clearly 1/u0 ≥ Φ(|x− y|)/Φ(diam(D)) ≥ 2Φ(|x− y|)/T . By (7.2),
I ≤ a(x, y)|x− y|d
∫ 1
Φ(|x−y|)/T
|x− y|d
Φ−1(u−1Φ(|x− y|))d u
−1du
=
a(x, y)
|x− y|d
∫ 1
Φ(|x−y|)/T
(
Φ−1(Φ(|x− y|))
Φ−1(u−1Φ(|x− y|))
)d
u−1du
≤ c3 a(x, y)|x− y|d
∫ 1
0
u
d
2δ2
−1
du
≤ c4 a(x, y)|x− y|d . (7.15)
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Combining (7.9), (7.11), (7.13) and (7.15) we immediately get part (ii) of the theorem.
(iii) Let hT (a, r) be defined as in (7.4). Since a ≤ Φ(diam(D)) ≤ (2−1 ∧ (2CT )−2δ2))T , we have
by (7.9)–(7.13) and Lemma 7.1 that GD(x, y)  hT (a(x, y), |x − y|). The assertion then follows
from Lemma 7.2.
(iv) Note that since d ≥ 2, we have by (7.2) that
I =
Φ(|x− y|)
|x− y|d
∫ 1
Φ(|x−y|)/T
u−2
( |x− y|
Φ−1(u−1Φ(|x− y|))
)d(
1 ∧ ua(x, y)
Φ(|x− y|)
)
du
≤ c5 Φ(|x− y|)|x− y|d
(
1 ∧ a(x, y)
Φ(|x− y|)
)∫ 1
0
ud/(2δ2)−2 du
≤ c6 Φ(|x− y|)|x− y|d
(
1 ∧ a(x, y)
Φ(|x− y|)
)
. (7.16)
Part (iv) of the theorem now follows from assertion (i) of the theorem, Lemma 7.1, (7.9), (7.11),
(7.13) and (7.16). 2
Corollary 7.4 Suppose that X is a one-dimensional subordinate Brownian motion with Le´vy expo-
nent Ψ(ξ) = φ(|ξ|2) with φ being a complete Bernstein function satisfying condition (A). Let D be
a bounded C1,1 open subset of R with characteristics (R2,Λ) and a(x, y) = Φ(δD(x))1/2Φ(δD(y))1/2,
x, y ∈ D.
(i) Suppose that for each T > 0 there is a constant c1 = c1(T, φ) > 0 such that∫ T
r
Φ(s)
s2
ds ≤ c1 Φ(r)
r
for r ∈ (0, T ]. (7.17)
Then
GD(x, y)  Φ(|x− y|)|x− y|
(
1 ∧ a(x, y)
Φ(|x− y|)
)
.
(ii) Suppose that for every T > 0, there is a constant c2 = c2(T, φ) > 0 so that∫ r
0
Φ(s)
s2
ds ≤ c2 Φ(r)
r
for every r ∈ (0, T ]. (7.18)
Then for all (x, y) ∈ D ×D,
GD(x, y)  a(x, y)
Φ−1(a(x, y))
∧ a(x, y)|x− y| .
Remark 7.5 Recall that δ1, δ2 ∈ (0, 1) are the constants in condition (A).
(i) Condition (7.17) is satisfied when δ2 < 1/2. This is because for t ∈ (0, T ], we have by (1.7)
and condition (A),
1
Φ(r)
∫ T
r
Φ(s)
s2
ds =
∫ T
r
φ(r−2)
φ(s−2)
1
s2
ds ≤ a2
∫ T
r
(
s2
r2
)δ2 1
s2
ds = a2r
−2δ2
∫ T
r
s2δ2−2ds ≤ c
r
.
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(ii) Condition (7.18) is satisfied when δ1 > 1/2. This is because for t ∈ (0, T ], we have by (1.7)
and condition (A),
1
Φ(r)
∫ r
0
Φ(s)
s2
ds =
∫ r
0
φ(r−2)
φ(s−2)
1
s2
ds ≤ a1
∫ r
0
(
s2
r2
)δ1 1
s2
ds = a1r
−2δ2
∫ r
0
s2δ1−2ds ≤ c
r
.
Remark 7.6 Let ϕ(r) = r1/2/φ(r). Note that
a−11 λ
1/2−δ1 ≥ ϕ(λr)/ϕ(r) ≥ a−12 λ1/2−δ2 for λ ≥ 1 and r ≥ R0.
Let
ϕ∗(λ) := lim sup
r→∞
ϕ(λr)/ϕ(r) and ϕ∗(λ) := lim inf
r→∞ ϕ(λr)/ϕ(r).
Then
∞ > a−11 λ1/2−δ1 ≥ ϕ∗(λ) ≥ ϕ∗(λ) ≥ a−12 λ1/2−δ2 > 0 for λ ≥ 1.
The upper and lower Matuszewska indices can be computed as
α(ϕ) := lim
λ→∞
(logϕ∗(λ))/(log λ), β(ϕ) := lim
λ→∞
(logϕ∗(λ))/(log λ).
Thus we have
∞ > a−11 λ1/2−δ1 ≥ ϕ∗(λ) ≥ λβ(ϕ) ≥ λα(ϕ) ≥ ϕ∗(λ) ≥ a−12 λ1/2−δ2 > 0 for λ ≥ 1
(see [3, page 69-71]). Let ϕ˜(r) =
∫ r
T−1/2 ϕ(t)/t dt, r ≥ T−2. With the change of variable s = t−1/2,
we see that (7.17) is equivalent to
ϕ˜(r) =
∫ r
T−2
1
φ(t)t1/2
dt = 2
∫ T
r−1/2
Φ(s)
s2
ds ≤ c1 Φ(r−1/2)r1/2 = ϕ(r) for r ≥ T−2. (7.19)
Let ϕ̂(r) =
∫∞
r ϕ(t)/t dt. (7.18) is equivalent to
ϕ̂(r) =
∫ ∞
r
1
φ(t)t1/2
dt = 2
∫ r−1/2
0
Φ(s)
s2
ds ≤ c2Φ(r−1/2)r1/2 = ϕ(r) for every r ≥ T−2. (7.20)
In fact, by [3, Corollaries 2.6.2 and 2.6.4], ϕ(r)  ϕ˜(r) for every r ≥ T−2 if and only if β(ϕ) > 0,
and ϕ(r)  ϕ̂(r) for every r ≥ T−2 if and only if α(ϕ) < 0.
By following the same proof in [21, Section 6], one can construct φ whose upper and lower
Matuszewska indices are α(φ) = 3/4 and β(φ) = 1/4 so that α(ϕ) = 1/4 and β(ϕ) = −1/4. For
such φ, neither (7.17) nor (7.18) hold.
Proof of Corollary 7.4. Put T = (2 ∨ (2CT )2δ2)Φ(diam(D)), where diam(D) is the diameter of
D and CT is the constant in (7.2). For notational simplicity, we let a = a(x, y) and r = |x − y|.
Recall that u0 = a/Φ(r) is defined by (7.14). In view of Theorem 7.3(iii), we only need to consider
u0 ≥ 1, which we will assume from now on in this proof.
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(i) Since a ≤ Φ(diam(D)) ≤ (2CT )−2δ2T , by (7.7) and (7.17) we have
a
Φ−1(a)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds  a
(
1
Φ−1(a)
− 1
Φ−1(T )
)
+
∫ Φ−1(a)
r
Φ(s)
s2
ds
= a
∫ Φ−1(T )
Φ−1(a)
ds
s2
+
∫ Φ−1(a)
r
Φ(s)
s2
ds ≤
∫ Φ−1(T )
r
Φ(s)
s2
ds ≤ c1 Φ(r)
r
.
Combining this with Theorem 7.3(i), (iii) and Lemma 7.1 establishes part (i) of the corollary.
(ii) Since a ≤ Φ(diam(D)) ≤ T/2, by (7.18) we have that for u0 ≥ 1,
a
Φ−1(a)
+
(∫ Φ−1(a)
r
Φ(s)
s2
ds
)+
 a
Φ−1(a)
.
Thus by Theorem 7.3(iii),
GD(x, y)  a
Φ−1(a)
when u0 ≥ 1.
Since Φ(r) is increasing in r, the above together with Theorem 7.3(iii) implies that
GD(x, y)  a
r
∧ a
Φ−1(a)
=
{
a/r if a ≤ Φ(r)
a/Φ−1(a) if a ≥ Φ(r).
2
We next give an example of a one-dimensional subordinate Brownian motion with Le´vy exponent
φ(|ξ|2) that satisfies condition (A) but its associated function Φ(r) = 1/φ(r−2) satisfies neither
condition (7.17) nor (7.18). We can get its explicit Green function estimates on bounded C1,1 open
sets by using Theorem 7.3(iii) but not by Corollary 7.4.
Example 7.7 By the discussion at the end of the Introduction, we know that for any p ∈ R, the
function
φ(r) =
(∫ ∞
0
(r + t)−2t1/2(ln(t+ 1))pdt
)−1
, r > 0
is a complete Bernstein function. Moreover, φ(r)  r1/2(log r)p when r ≥ 2. When p ∈ [−1/2, 0) ∪
(0, 1/2], φ(r) = r1/2(log(1 + r))p is an explicit example of a complete Bernstein function such that
φ(r)  r1/2(log r)p when r ≥ 2. Let X be a one-dimensional subordinate Brownian motion with
Le´vy exponent φ(|ξ|2). Note that
Φ(r) = 1/φ(1/r2)  r(log(1/r))−p for 0 < r ≤ 1/2. (7.21)
Let W (x) be the Lambert-W function, that is, W (x) is the unique solution to x = W (x)eW (x).
Suppose s = r(log(1/r))−p. Then
y := p−1s−1/p = r−1/p log((1/r)1/p) =: xex.
So log r−1/p = x = W (y) = W (p−1s−1/p), which implies that r = exp(−pW (p−1s−1/p)). So in view
of (1.8), there is a constant c0 ∈ (0, 1) so that
c0 exp(−pW (p−1s−1/p)) ≤ Φ−1(s) ≤ c−10 exp(−pW (p−1s−1/p)) for s ∈ (0,Φ(1/2)]. (7.22)
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Recall that ∫
(log(1/s))−p
s
ds =
1
p− 1(log(1/s))
1−p + c, when p 6= 1
and ∫
(log(1/s))−1
s
ds = − log(log(1/s)) + c.
Suppose 0 < r ≤ Φ−1(a) ≤ 1/2. Then if p 6= 1,∫ Φ−1(a)
r
Φ(s)
s2
ds 
∫ Φ−1(a)
r
(log(1/s))−p
s
ds
=
1
p− 1
(
(log(1/Φ−1(a)))1−p − (log(1/r))1−p) . (7.23)
and, if p = 1,∫ Φ−1(a)
r
Φ(s)
s2
ds 
∫ Φ−1(a)
r
(log(1/s))−1
s
ds = log log(1/r)− log log(1/Φ−1(a))
= log(log r/ log Φ−1(a)). (7.24)
Let D be a bounded C1,1 open set in R. We further assume that
Φ−1(diam(D)) ∨ diam(D) < c0/2,
where c0 ∈ (0, 1) is the constant in (7.22).
Let a(x, y) = Φ(δD(x))
1/2Φ(δD(y))
1/2. We have by Theorem 7.3(iii), (7.21) and (7.23)-(7.24)
that for p 6= 1,
GD(x, y)  a(x, y)|x− y| ∧
(
a(x, y)
Φ−1(a(x, y))
+
(∫ Φ−1(a(x,y))
|x−y|
Φ(s)
s2
ds
)+)
 a(x, y)|x− y| ∧
(log 1
Φ−1(a(x, y))
)−p
+
((
log(1/Φ−1(a(x, y)))
)1−p − (log(1/|x− y|))1−p
p− 1
)+ ,
while for p = 1,
GD(x, y)  a(x, y)|x− y| ∧
((
log
1
Φ−1(a(x, y))
)−1
+ log+
(
log |x− y|/ log Φ−1(a(x, y)))) ,
where log+ x := 0 ∨ log x. It is elementary to check that for 0 < u, r ≤ c0/2 and c0u ≤ v ≤ c−10 u,(
log
1
u
)−p
+
(
(log(1/u))1−p − (log(1/r))1−p
p− 1
)+

(
log
1
v
)−p
+
(
(log(1/v))1−p − (log(1/r))1−p
p− 1
)+
when p 6= 1 and(
log
1
u
)−1
+ log+ (log r/ log u)) 
(
log
1
v
)−1
+ log+ (log r/ log v)) .
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Thus we have from the four displays above together with (7.22) that for p 6= 1,
GD(x, y)  a(x, y)|x− y| ∧
(
W (p−1a(x, y)1/p)−p +
(
(W (p−1a(x, y)1/p))1−p − (log(1/|x− y|))1−p
p− 1
)+)
,
while for p = 1,
GD(x, y)  a(x, y)|x− y| ∧
(
W (a(x, y))−1 + log+
(
W (a(x, y))−1 log(1/|x− y|)) ).
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the Dirichlet heat kernels of a similar class of purely discontinuous subordinate Brownian motions
considered in this paper but only for bounded C1,1 open sets.
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