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The asymptotic behavior such as oscillation and nonoscillation of solutions 
of equations 
XV + F(t, x, x’) = 0, (1) 
where XF > 0, has been much studied in recent years. See, for example, a 
number of results and an extensive bibliography given in Wong’s paper [6]. 
Also, Coles [2] has studied necessary and sufficient conditions for the oscilla- 
tion of solutions of (1). Bobisud [l] has discussed the oscillation of solutions of 
(1) having nonlinear damping. There has recently been some study of the 
oscillation theory of delay equations like (1); for instance, by Waltman [5], 
and this author [3]. However, there seems to have been nothing general 
published about the oscillation of solutions of the mathematically and 
physically interesting class of equations 
x” + F(t, x, x’) =f(t), (2) 
where XF >, 0 and f(t) is itself oscillatory. Thus, this note presents two 
theorems according to which all solutions of (1) which exist on some interval 
[T, co) have a zero in each half-line [T,, , cc); that is, all solutions oscillate. 
THEOREM 1. Let F(t, x, y) be continuous on 
[O, co) x (-00, co) x (-co, co). 
Let there exist a function N(x), continuous and nondecreasing on (- 00, CO), 
such that, for some t, > 0, 
0 < xN(x) < xF(t, x, y) for all (t, X,Y), x # 0, t 2 to * 
Let f  (t) be continuous with si f  b ounded on [0, KI) and suppose, also, that there 
exist two positive constants 6, A such that each half-line [T,, , 00) contains an 
interval of length 34 on which f  (t) < -8, and an interval of length 34 on which 
f(t) > 6. Then, all solutions of (2) w ic exist on some half-line [T, co) are h h 
oscillatory. 
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If the oscillation off(t) is more regular, then the minorant condition can be 
relaxed and ji f can in some cases be allowed to become unbounded. 
THEOREM 2. LetF(t,x,y) be continuous on 
[O, co) x (--co, co) x (-co, co). 
Let there exist a function a(t), positive, continuous, and nonincreasing on some 
positive half-line [T’, CD), and a function N(x), continuous and nondecreasing on 
(-co, co), such that, for some t, 3 T’, 
0 < a(t) xN(x) < xF(t, x, y) for all (t, x, y), x # 0, t 3 t, . 
Let s” a = co; let f  (t) be continuous and satisfy 
Also, let there exist two positive constants 6, A, a sequence of intervals of the form 
[Tl + nTl, TI + m-r + 341, n = 1, 2 ,..., on which f(t) < -8, and a sequence 
of intervals [T, + nr2 , Tz + nr2 + 341, n = 1, 2 ,..., on which f(t) > 6. 
Then, all solutions of (2) which exist on some positive half-line [T, CD) are 
oscillatory. 
Remark. The author [4] h as g iven quite general conditions for the exist- 
ence on some [T, co) of solutions of (2). 
Remark. The requirements on F in both theorems are satisfied by 
F(t, x, x’) = t2x”( 1 + exp x’) with N(x) = x3 and t,, = 1. Note that the class 
of forcing functions includes but is not restricted to periodic functions like 
cos t. The Duffing equation clearly satisfies both theorems. 
Proof of Theorem 1. Suppose x(t) is a nonoscillatory solution of (2) 
existing on [T, co). Let T,, denote some fixed t-value greater than both the 
last zero of x(t) and the t, of the hypotheses. If x(t) < 0 on [To , co) then 
y(t) = -x(t) satisfies 
Y” + (--F(t, -y, 4)) = -f(t). (3) 
Since (3) is an equation which satisfies the hypotheses, it may be assumed that 
x(t) > 0 on [T, , co). 
The statement of the theorem implies the existence of nonoverlapping 
intervals wholly to the right of T,, of the form [tn , t, + 341, n = 1,2,...; with 
t, t co as n -+ co on which f  (t) < -8. Denote by I the collection of intervals 
[tn + A, tn + 241, n = 1, 2 ,...; and, if t > T,, let I(t) denote the collection 
formed by intersecting the intervals of I with [T,, , t]. 
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There are two cases: 1. There is an l 0 > 0 such that x(t) > 6s on every 
interval in I. 2. For each E > 0 there is an interval [t, + A, t, + 241 in I 
containing at least one t-value t’ at which 0 < x(t’) < E. 
Case 1. 
Since x(t) > 0 on [T, , oo), it follows that 
x”(t) + ww G.fW 
on [T, , co). Integrate (4) over [T, , t] to get 
x’(t) - x’(Tc,) < j;)(s) ds - jLo N@(s)) ds. (5) 
(4) 
Since N(x) is nondecreasing, N@(t)) 3 N(Q) on 1(t). Hence, N@(t)) > 0 on 
[T,, , 00) and J-kf(~) ds < M, produce from (5) 
But this inequality implies that x’(t) ---f -co, as t -+ 00, so that x(t) must 
have a zero in [T,, , co); a contradiction which completes Case 1. 
Case 2. 
Let positive E < Q SA2 be given. There is a corresponding interval 
(t, , t, + 34) on which 
x”(t) < -8, (6) 
and there is a t* E [t, + A, t, + 241 such that 0 < x(t*) < E. 
In case x’(t*) < 0, integration of (6) with t E (t*, t, + 34-j gives 
x’(t) < d(t*) - S(t - t*) < -S(t - t*); 
and, another integration gives 
x(t) < x(t*) - * S(t - t*)2 < E - + S(t - t*)2. 
In particular, 
a contradiction. 
X(& + 34) < E - * sL12 < 0, 
If x’(t*) > 0, a similar argument produces 
x(t) < x(t*) - 4 S(t* - t)“, 
(7) 
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where t E [t, , t*). Thus, 
X&J < E - + 6A2 < 0 (8) 
which, again, is a contradiction. 
This completes the proof of Theorem 1. 
Proof of Theorem 2. This theorem is proved in much the same way as 
Theorem 1. Indeed, the proof for Case 2 is identical to that given above. 
To prove Case 1, observe that x(t) solves 
on [To, co). Integrate (9) to get 
x’(t) - x’(To) < j” f(s) ds - jk a(s) N@(s)) ds. 
TO 
(10) 
Refer to the hypotheses of Theorem 2 and form the collection I(t) as before, 
letting tn = Tl + no, (with a possible renumbering). Hence, (10) gives 
Evidently, since a(t) decreases, there is a fi > 0, independent of 71, such 
that 
and, therefore, (11) leads to 
x’(tn> - x’(Ti,> d j)(s) ds - PN(eo) j; a(s) ds. 
The assumption about the relative growth of $ a and sij and (12) imply 
x’(t) + -CO, t -+ CO whereby x(t) must have a zero, a contradiction. The 
theorem is proved. 
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