Abstract. Given a group G and subgroups X d Y , with Y of finite index in X , then in general it is not possible to determine the index jX : Y j simply from the lattice 'ðGÞ of subgroups of G. For example, this is the case when G has prime order. The purpose of this work is twofold. First we show that in any group, if the indices jX : Y j are determined for all cyclic subgroups X , then they are determined for all subgroups X . Second we show that if G is a group with an ascending normal series with factors locally finite or abelian, and if the Hirsch length of G is at least 3, then all indices jX : Y j are determined.
Introduction
A complete algebraic lattice L is called a subgroup lattice if there exists a group G and an isomorphism from L to 'ðGÞ, the lattice of all subgroups of G. Of course L determines G to within a projectivity. We recall that the class L g of subgroup lattices has been characterized in [15] (see [8, Theorem 7.1.17] ). It is properly contained in the class of complete algebraic lattices, as easy examples show.
Given L a L g , a central problem in the study of groups, from a lattice-theoretical point of view, is to determine properties of groups G with 'ðGÞ G L. These are properties that are embedded in the structure of L and are invariant under projectivities. Write L ¼ 'ðGÞ and let ðX ; Y Þ a L Â L. We consider the map n from L Â L to fN; 0; lg defined by
if Y c X and jX : Y j ¼ n (finite).
< :
Then we ask the following question: To what extent can the map n be determined simply from L? While the elements of L Â L, for which the values of n are 0, 1 or l, are always apparent (see [8, (6.10) ]), for other pairs ðX ; Y Þ with X > Y , this might not be the case. This happens, for example, when there is a singular projectivity between two groups (see [8, (4. 2)]). Given L a L g , determining the map n will be called the subgroup index problem for L.
Suppose that H; K a L and H d K. We denote by ½H=K the lattice of subgroups between H and K. If we can find the values of n on ½H=K Â ½H=K through a procedure inside L, based only on the lattice structure of L, then we say that the interval ½H=K has determined indices and that ½H=K is a d.i. interval. We say that 'ðGÞ has determined indices if we can find the values of n on the whole of L Â L. In this case we call 'ðGÞ a d.i. lattice. This subgroup index problem has been considered for finite groups in [1] . Here we get more precise information for a large class of groups constructed from the locally finite groups and the abelian groups. We shall give conditions su‰cient for a subgroup lattice to have determined indices. We use subgroup lattice terminology and group terminology interchangeably whenever there is no ambiguity, for example, for an element of L ¼ 'ðGÞ and a subgroup of G.
We construct a class of groups starting from the locally finite groups and the abelian groups. Thus, using the notation of group classes and operations on classes introduced by Philip Hall (see [6, vol . 1]), we shall be working within the class
consisting of all groups G with an ascending series fH l g ld0 of normal subgroups such that H lþ1 =H l is locally finite or abelian for all l, and H l ¼ S m<l H m for limit ordinals l. It is easy to see that the class of locally finite groups is lattice-closed (i.e. invariant under projectivities). Also it is easy to see that this is not true of the class of abelian groups. However, perhaps surprisingly, the class D is lattice-closed, as we now proceed to show.
Let G be a group and M c G. We say that M is a Dedekind subgroup of G, and
If, for such a subgroup M, whenever 3M; g4 d Y d M with ½3M; g4=Y finite, it follows that j3M; g4 : Y j is finite for all g a G, then M is said to be permodular in G and we write M c D G. Thus the subgroups of prime order in Tarski groups are Dedekind, but not permodular. Clearly Dedekind subgroups are invariant under projectivities. But so also are subgroups of finite index, by a result of Rips and Zacher [16] . Therefore permodular subgroups are also invariant under projectivities. A group G in which every subgroup is permodular is metabelian (see [8, Theorem 6.4.3] ). If in addition G is non-abelian and non-periodic, then it is a periodic abelian group extended by a torsion-free abelian group of rank 1 (see [4] ; see also [8, Theorem 2.4.11] ). On the other hand, if G is non-abelian and periodic, then again its structure was described by Iwasawa (see [8, Theorems 2.4.13, 2.4.14] ).
In the light of these results, the fact that the class D is lattice-closed is perhaps now less surprising. In fact Schmidt proves in [8, Lemma 6.4.6] that if M is a non-trivial permodular subgroup of G and if all subgroups of M are permodular (in M), then M G (the normal closure of M) contains a non-trivial abelian normal subgroup of G. We can now prove our first result. Proof. If G a D, then by definition there is an ascending chain of the type described.
Conversely, suppose that there is an ascending chain fH l g ld0 as stated. We may assume that G A 1. It su‰ces to show that there is a non-trivial normal subgroup N of G such that N is either locally finite or abelian. We may assume that H 1 is non-trivial and either is locally finite or has all its subgroups permodular. In the first case, H In Lemma 3.5 we will prove that, with the hypotheses of Theorem 2, ½3g4=1 is a d.i. lattice for all g a G. Then Theorem 2 will follow from Theorem 1.
The hypothesis hðGÞ d 3 in Theorem 2 is in fact necessary. For clearly we must have hðGÞ d 2. However, in [11, Theorem C] it is shown that there are torsion-free metabelian groups of Hirsch length 2 with non-index-preserving autoprojectivities.
Also it is worth remarking that the class D is not extension-closed.
Indeed let M ¼ MðZ; QÞ be the McLain group (see [6, vol. 2, pp. 14, 15] ). Then M is generated by linear maps 1 þ ae m;n , where a a Q and m; n a Z, m < n. Also there is an automorphism of M of infinite order defined by 1 þ ae m;n N 1 þ ae mþ1;nþ1 :
Let G be the semidirect product of M by the infinite cyclic group generated by this automorphism. Since M is a Fitting group, it lies in the class D. However, any nontrivial normal subgroup N of G must intersect M non-trivially, and so contains an element 1 þ ae m;n , a A 0 (see [6, Theorem 6.2.1 (iii)]). But then N contains the conjugate element 1 þ ae n;2nÀm , and hence contains ½1 þ ae m;n ; 1 þ ae n;2nÀm ¼ 1 þ a 2 e m;2nÀm :
Therefore N cannot be abelian. Since G is torsion-free, G c D. Then forming the direct product of G with a free abelian group of rank 2 proves our claim. Our main objective in most of what follows will be to prove that cyclic intervals ½3g4=1 are d.i., given certain hypotheses. When 3g4 is infinite, then it is easy to see that this will be the case whenever we have a non-trivial subgroup 3h4 of 3g4 such that ½3h4=1 is d.i. Also, when 3g4 is finite, then its lattice is d.i. whenever we know jAj for each atom (i.e. minimal subgroup) A of 3g4. Similarly any cyclic interval ½3g4=1 will be d.i. if we know j3g4 : Mj for all maximal subgroups M of 3g4. Again when 3g4 is finite and 3h4 is a subgroup, then ½3g4=3h4 and ½3h4=1 d.i. imply the same for ½3g4=1.
In Section 2 we prove Theorem 1 and consider hypotheses su‰cient to guarantee that all cyclic elements of lattices are d.i. In Section 3 we show that the class D satisfies these hypotheses (Lemma 3.5) and then Theorem 2 follows from Theorem 1.
Our notation is standard. For a prime p and cardinal n d 2, Pðn; pÞ is the class of groups which are either an elementary abelian p-group of rank n or a semidirect product of an elementary abelian p-group A of rank n À 1 by a group of prime order q (Ap) which induces non-trivial power automorphisms on A. So q divides p À 1. Also Pðn; pÞ is lattice-closed and features significantly in the theory of projectivities between finite groups (see [8, §2.2] ). A group G is called a P-group if G a Pðn; pÞ for some p and n. When P is used to denote a product of lattices, then a direct product is always implied. A lattice is said to be irreducible if it is not the direct product of two non-trivial lattices. A minimal non-trivial element of a lattice is called an atom. Also H o G indicates that H is a maximal proper subgroup of G. The group of autoprojectivities of G is denoted by PðGÞ. We write H z K for a semidirect product of a group H by a group K. If H; K are subgroups of a group G, then C H ðKÞ and N H ðKÞ are, respectively, the centralizer and the normalizer of K in H. Also H G is the normal core of H in G. Finally, FðGÞ denotes the Frattini subgroup of G and ZðGÞ the centre of G.
Preliminary lemmas and proof of Theorem 1
In order to prove Theorem 1, we must consider cyclic intervals above permodular subgroups.
Lemma 2.1. Let G be a group with K c D G and ½G=K finite cyclic. Then
where each ½C i =K is a maximal chain.
where a i is the length of ½C i =K.
Proof. 
and
, and where T V K is a quasinormal subgroup of G (i.e. permutes with every subgroup). Also (1) is a Hall factorization, i.e. the factors have mutually coprime orders. Since ½G=K is cyclic, n i ¼ 1 for all i. Clearly ½T=ðT V KÞ G ½TK=K, a cyclic lattice. Now T V K is core-free in T and so T V K lies in the hypercentre Z of T, by [5] . Since T=Z must be cyclic, it follows that T is nilpotent. Then the lemma follows. r
We need a combinatorial result from finite set theory, which can be found in [2, (2.1.1)]: if X is a finite set that is the union of subsets X i with i a I (and I finite) then
This allows us to make a simple deduction from Lemma 2.1.
Thus jG : Kj can be determined from the lengths of the maximal chains above K and the indices of K in the minimal non-trivial subgroups of these chains.
Proof. For g a G we have gK a fuKju a 3g; K4g H H i =K, for some i. Then the lemma follows from (2) and Lemma 2.1. r
We can now prove the first of our main results.
Proof of Theorem 1. We have a group G such that ½3g4=1 is a d.i. interval for all g a G, and we must prove that 'ðGÞ is a
The proof of Theorem 2 is considerably more di‰cult. We begin with a latticetheoretic description of certain finite metacyclic groups. Recall that a subgroup lattice and the corresponding group are said to be modular if every element of the lattice, i.e. subgroup of the group, is Dedekind. Moreover, in this situation, the centre of G is the maximal subgroup C in K such that ½N; C ¼ 1, i.e. ½NC=1 is reducible; and ½N=1 is a d.i. interval.
Proof. For the necessity of the conditions, suppose that G ¼ N z K, where N is cyclic of order p a and K is cyclic of order q b , with p A q. Also G is not cyclic and not a P-group. Then certainly 'ðGÞ is irreducible. It follows from Suzuki's work on singular projectivities of finite groups (see [8, Theorem 4.2.6] ) that G has no singular autoprojectivities. Thus N is PðGÞ-invariant and (i) follows. If ½N=1 has length at least 2 and M is not cyclic, then K 1 acts non-trivially on Y and so M is not modular. Also ½M=1 Z ½D 8 =1, because D 8 has no singularities (see [14, Theorem 12] ). Therefore (ii) is true.
Conversely suppose that conditions (i) and (ii) hold. Since N p G and N and K are not both atoms, G is not a P-group.
Suppose that G is a p-group. If N is an atom, then G ¼ N Â K, contradicting the hypothesis that N is PðGÞ-invariant. On the other hand, if ½N=1 has length at least 2, then M in (ii) has order p 3 , and this contradicts the hypothesis concerning M.
Therefore G cannot be a p-group. Also, since 'ðGÞ is irreducible, G cannot be cyclic. Thus we have established the su‰ciency of (i) and (ii).
Finally suppose that these conditions are satisfied. Then clearly C ¼ ZðGÞ c K, C ¼ C K ðNÞ, and C is maximal in K such that ½NC=1 is reducible. Let L be such that C o L c K and let T ¼ NL. Then FðTÞ ¼ N p Â C and T=FðTÞ is a Pð2; pÞ-group. Therefore p is determined. r Next we consider lattices with an infinite cyclic element which, together with each cyclic element, generates a modular lattice.
Lemma 2.4. Let G be a group for which L ¼ 'ðGÞ has an infinite cyclic element 3z4 such that 3x; z4 is a modular group for all 3x4 a L. Then the set pð3x; z4Þ of prime divisors of the orders of the elements in the locally finite radical (i.e. the maximal normal locally finite subgroup) of 3x; z4 depends only on the lattice 'ð3x; z4Þ; and these primes can be determined. Moreover (i) for all 3x4 a L, we can find all indices jH : Kj with K o H c 3x4 such that jH : Kj a pð3x; z4Þ; and (ii) if there is an infinite cyclic subgroup 3b4 a L such that 3b4 V 3z4 ¼ 1, then 'ðGÞ is a d.i. lattice.
Proof. The structure of 3x; z4 was described by Iwasawa (see [8, Theorem 2.4.11]). In particular the periodic elements form a normal abelian subgroup R and z acts on each p-component as a p-adic power. Let 1 o A c R. Then 3A; z4 is abelian and we can find K < 3z4 such that 3A; z4=K is primary. Thus jAj is the corresponding prime. So pð3x; z4Þ depends only on 'ð3x; z4Þ.
(i) If j3x4j is finite, then 3x4 c R and the argument above applies. Therefore we suppose that j3x4j is infinite and let K o H c 3x4. Then jH : Kj a pð3x; z4Þ if and only if there is an atom A in R such that 3H; A4=K is elementary abelian in Pð2; pÞ. (Recall that 3H; A4 is abelian.) So (i) follows.
(ii) We have B ¼ 3b; z4 ¼ 3b4 Â 3z4 G C l Â C l . Therefore for all primes p and n d 1, we can find B p n in 'ð3b; z4Þ. Suppose that 3x4 V B A 1. Then given M o 3x4 V B, there is a unique prime p such that M d 3x4 V B p n for su‰ciently large n. So j3x4 V B : Mj ¼ p and it follows that ½3x4=1 is a d.i. interval. Now suppose instead that 3x4 V B ¼ 1. If j3x4j is finite, then (i) applies; and if j3x4j is infinite, then we can take 3b4 ¼ 3x4 above. The result follows by Theorem 1. r
Clearly an atom of a non-abelian P-group is either normal or self-normalizing. Our next result concerns this situation. Proof. For all i we have jAj ¼ p i or q i , where
Since q i divides p i À 1, we have jAj c p i for all i. But jAj ¼ p i for some i and the result follows. r Remarks.
(1) The class P consisting of finite groups of prime-power order and finite P-groups is lattice-defined; i.e. if 'ðG 1 Þ G 'ðG 2 Þ and G 1 a P, then G 2 a P. This was proved in [13] (see also [8, Theorem 7.4.10] ).
(2) Let G a P and suppose that 'ðGÞ is not a chain and G is not a P-group. If H c G, then jHj ¼ p m , where p is given by G=FðGÞ a Pðn; pÞ and m is the length of ½H=1. The proof is straightforward.
Our final result in this section uses the above lemmas and concerns infinite cyclic extensions of locally finite groups. It is a significant step on the way to proving Theorem 2. 
We distinguish two cases.
Case 1. Suppose that there is a PðGÞ-invariant subgroup N of H such that N V A ¼ 1 and either (i) 'ðH=NÞ a PðÃ; pÞ for some p, or (ii) 'ðH=NÞ is locally cyclic and primary. First suppose that (i) holds. We may assume that there is a maximal subgroup P=N of H=N such that P is PðGÞ-invariant. (Otherwise H=N is an elementary abelian p-group of rank at least 2 and jAj ¼ p.) Then H=P has prime order and is the locally finite radical of G=P. Let G ¼ 3H; x4. Certainly C ¼ C 3x4 ðH=PÞ can be recognised in 'ðG=PÞ. Thus Lemma 2.4 (i) applied to 'ðHC=PÞ gives jH=Pj. Therefore the order of every atom of H=N, and hence jAj, can be determined. Now suppose that (ii) holds. Then AN=N is PðGÞ-invariant. Let C ¼ C 3x4 ðAN=NÞ. Applying Lemma 2.4 (i) again, this time to 'ðANC=NÞ, gives jAN=Nj ¼ jAj.
Case 2. Suppose that there is no subgroup N with the properties described in Case 1. Let F be any finite subgroup of H containing A and let S be a Sylow subgroup of F containing A. If S is not elementary abelian or cyclic, then jAj is determined by Remark 2 above. (In this case S can be recognised in 'ðF Þ.) Therefore we may assume that S is elementary abelian or cyclic.
Suppose that N F ðSÞ ¼ C F ðSÞ for all F d A. Write jAj ¼ p. Then a well-known theorem of Burnside (see [7, (10 .1.8)]) shows that F has a normal p-complement F p 0 . Thus
H=N is either elementary abelian or a locally cyclic p-group, and N is PðGÞ-invariant, by (3) . But this contradicts the hypothesis of Case 2.
Therefore we must have N F ðSÞ > C F ðSÞ, for some F d A. Then there is a nontrivial chain C such that S V C ¼ 1, S p 3S; C4 ¼ T, say, and ½T=1 is irreducible. First suppose that S is cyclic; thus T is metacyclic. If T is not a P-group, then ½S=1 is a d.i. interval, by Lemma 2.3, and so jAj is determined. On the other hand, if T is a P-group, then jAj is determined, by Lemma 2.5. Finally, if S is not cyclic, then again A is a normal subgroup of a P-group, and so again Lemma 2.5 applies. r
Further lemmas and proof of Theorem 2
We have considered infinite cyclic extensions of locally finite groups in Lemma 2.6. Now we look at a group G generated by a torsion-free modular subgroup A and one other element such that A c d G. In fact 'modular' here is equivalent to 'abelian', by Iwasawa's theorem (see [8, Theorem 2.4.11] ). We write oðAÞ ¼ fp j p is prime and A p ¼ Ag.
Lemma 3.1. Let G ¼ 3A; g4 be a group with A a non-trivial torsion-free modular subgroup, A c d G and A V 3g4 ¼ 1.
(ii) If jgj is infinite, then for all primes q c oðAÞ, we can recognise the subgroup M such that A c M o G and jG : Mj ¼ q.
Proof. As we stated above, A is abelian.
(i) Clearly we may assume that g has prime order. Suppose that there is a modular subgroup H of G such that H > 3g4. Then H ¼ 3H V A; g4 and ½3g4=1 is a d.i. interval, by Lemma 2.4 (i). Therefore we may suppose that such an H does not exist. Then A p G, since otherwise 3A; A g 4 ¼ G and A V A g would lie in ZðGÞ and would be non-trivial, so 3A V A g ; g4 would be abelian, a contradiction.
Choose a a A, a A 1, and let K ¼ 3a; g4 and B ¼ A V K. Since jK : Bj ¼ jgj, B is finitely generated (and torsion-free). Then there is a unique prime p such that K=B p 2 is a finite p-group, not cyclic and not a P-group. By the Remarks after Lemma 2.5, p can be determined and jgj ¼ p.
(ii) When jgj is infinite, A p G, by [10, Corollary 2.2] . Let q c oðAÞ. So A q < A and A=A q is elementary abelian. If the rank of A=A q is 2 or more, then of course we see the prime q immediately; otherwise we do not. Let a a A n A q , K ¼ 3a; g4 and B ¼ A V K. Denote factors modulo A q by bars. Thus K ¼ KA q =A q etc. We have K ¼ B z 3g4, a 2-generator metabelian group, with B an elementary abelian q-group and 3g4 infinite cyclic. By [3] , K is residually finite. Therefore there is a subgroup N p K such that K=N is finite and 3a4 G N. Let L ¼ B V N. So B=L is a finite elementary abelian q-group.
Let C be the centralizer of B=L in 3g4. Thus BC=L is the unique maximal modular subgroup of K=L containing B=L (using again Iwasawa's structure of non-abelian modular groups with elements of infinite order; see [8, Theorem 2.4.11] ). Therefore we can determine C. Thus we can also determine the maximal subgroup X of index q in C (from 'ðBC=LÞ); and now we know q, even when A=A q has rank 1.
where Q=X is a q-group and R=X is a q 0 -group. It follows that if Q 1 =X o Q=X , then Q 1 R is the subgroup of 3g4 of index q. Finally Q 1 R ¼ S=A q , say, and AS ¼ M has index q in G. r 
For the kernel of h is the set of elements in G which induce a power automorphism by conjugation. But since G is torsion-free and non-abelian, the identity map is the only power automorphism of G (see [8, Theorem 1.5.8] Thenã a fixes g and jã aj is infinite. Similarly let q a oðAÞ n fpg, and obtain an automorphismb b of G with q replacing p. Viewingã a andb b as elements of PðGÞ, at least one of 3ã a4 and 3b b4 must be disjoint from 3g4. Suppose, without loss of generality, that it is 3ã a4. Observe that g commutes withã a andb b. Therefore we conclude, from the existence of h, that there is at least one projectivity s from G into PðGÞ such that
Thus, by Lemma 2.4 (ii), ½3g4 s =1 is a d.i. interval. But s is index-preserving on ½3g4=1, by [11, Theorem 4.1] . Therefore ½3g4=1 is a d.i. interval and (i) is proved.
(ii) We have rankðAÞ
i 4=1 is a d.i. interval and hence so is ½3x4=1. Thus (ii) follows from Theorem 1. r Suppose that A is a torsion-free modular subgroup of a group G. So A is abelian. If A has rank 1 and ½G=A contains disjoint elements isomorphic to 'ðC l Þ, then we can now show that 'ðGÞ is a d.i. lattice. Proof. By [10, Theorem A], A is quasinormal in G, and so A is an ascendant subgroup of G, by [9, Theorem A]. In fact A p A G , as is pointed out in the former reference. By Theorem 1, it is su‰cient to show that ½3g4=1 is a d.i. interval, for all g a G.
We distinguish three cases. , it follows that hðNÞ ¼ hðGÞ. Thus we may assume that A p G. We have A c C G ðAÞ ¼ C, say, and G=C embeds in Q Â (the multiplicative group of non-zero rationals), since rank(AÞ ¼ 1.
Suppose that C=A is not periodic. Then there is an infinite cyclic subgroup 3x4 c C such that 3A; x4 ¼ A Â 3x4. So ½3a4=1 is a d.i. interval, by Lemma 2.4 (ii).
Therefore we may assume that Then ½3g4=ð3g4 V RÞ is also a d.i. interval. But ½ð3g4 V RÞ=1 is a d.i. interval, from above, and hence so is ½3g4=1. Therefore it su‰ces to prove ð6Þ, and for this purpose we may assume that R ¼ 1. Also we may assume that jgj is infinite, since otherwise Lemma 3.1 (i) applies. We distinguish three cases. 
