Chiral ferromagnetism beyond Lifshitz invariants by Ado, I. A. et al.
ar
X
iv
:1
90
4.
05
33
7v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
6 J
un
 20
19
Chiral ferromagnetism beyond Lifshitz invariants
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We consider a contribution wch to the micromagnetic energy density that is linear with respect to
the first spatial derivatives of the magnetization direction. For a generalized 2D Rashba ferromagnet,
we present a microscopic analysis of this contribution and, in particular, demonstrate that it cannot
be expressed through Lifshitz invariants beyond the linear order in the spin-orbit coupling strength.
Effects of terms in wch beyond Lifshitz invariants on the phase diagram of magnetic states and spin
waves dispersion are discussed. Finally, we present a classification of all terms in wch allowed by
symmetry, for each crystallographic point group.
The Dzyaloshinskii-Moriya interaction (DMI) [1, 2] is
usually regarded as a key ingredient for the existence of
chiral magnetism [3–9]. In ferromagnets (FMs), DMI is
described, in the continuum limit, by so-called Lifshitz
invariants (LI), antisymmetric combinations of the form
L
(k)
ij = ni∇knj − nj∇kni, (1)
where n is a unit vector of the local magnetization direc-
tion [3–5, 7, 10–12]. In a broader sense, one can consider
a “general chiral contribution”
wch =
∑
βγ
Ωchβγ ∇β nγ (2)
to the micromagnetic energy density that is linear with
respect to the first spatial derivatives of n, but is not
necessarily expressed only in terms of LI. Below, we refer
to wch as the chiral energy density.
Time reversal symmetry dictates that elements of the
tensor Ωch should be odd with respect to a transforma-
tion n → −n [13]. Usually, it is simply assumed that
Ωchβγ(n) are linear functions of the components ni. In this
case, wch reduces to a linear combination of LI and the
corresponding symmetric terms ∇k(ninj) [14, 15]. The
latter describe only effects of boundaries [16].
Quite recently, such boundary effects came into the fo-
cus of phenomenological studies in systems with the C∞v
point group symmetry. The authors of Refs. [14, 17]
demonstrated that the terms ∇k(ninj) in wch may be-
come important in thin film systems. In particular, it
was suggested that such terms can lead to the forma-
tion of magnetic twist states [14] and contribute to the
stability of skyrmions [17].
In this Letter, the chiral energy density is addressed
without any specific assumptions on the functional form
of Ωchβγ(n). We demonstrate, both microscopically and
phenomenologically, that LI can be insufficient for de-
scribing chirality of a ferromagnet, even in the absense
of boundary effects (e. g., when the system is effectively
infinite).
Let us start with a microsocpic analysis of wch for a
particular 2D model system with the C∞v symmetry.
We consider a FM layer coupled to a 2DEG with spin-
orbit coupling (SOC) of Rashba type and assume that
the 2DEG is described by the Hamiltonian
H = ξ(p) + αRζ(p) [p× σ]z + JsdS n(r) · σ, (3)
where ξ(p) and ζ(p) are arbitrary functions of the ab-
solute value of momentum. The term ξ(p) parametrizes
the nonrelativistic electron dispersion, while the function
ζ(p) quantifies the momentum dependent Rashba SOC of
strength αR. In the last term of Eq. (3), σ stands for the
vector of Pauli matrices, while Jsd represents the strength
of the s-d-type exchange interaction between the 2DEG
and localized FM spins of the absolute value S.
Using the model of Eq. (3), wch has been computed re-
cently [18] in the lowest (linear) order with respect to αR,
with the result
wch = −D
(
L(x)zx − L
(y)
yz
)
= Dn · [[ez ×∇]× n], (4)
where ∇ = (∇x,∇y) and D is a DMI constant propor-
tional to αR. We are about to show that, beyond the
linear order in the SOC strength, Eq. (4) transforms into
wch = D‖(n
2
z)n · [[ez ×∇]× n‖]
+D⊥(n
2
z)n · [[ez ×∇]× n⊥], (5)
where D‖ differs from D⊥, and n‖/⊥ denotes the in-
plane/perpendicular-to-the-plane component of n,
n = n‖ + n⊥, n⊥ = eznz = ez cos θ. (6)
Note that the right hand side of Eq. (5) is no longer
expressed in terms of LI, as one can deduce from a direct
expansion of the vector products.
In order to derive Eq. (5), we use a general expression
for the tensor Ωch introduced in Ref. [18]:
Ωchβγ = T
JsdS
2π~
Re
∫
dε g(ε)
∫
d2p
(2π)2
× Tr
(
GRσγ G
R vβ G
R −GR vβ G
Rσγ G
R
)
, (7)
2where v = ∂H/∂p is the velocity operator, the retarded
Green’s function GR describes a system with homoge-
neous magnetization, and Tr stands for the matrix trace
operation [19]. In Eq. (7), we also use the notation
g(ε) = ln (1 + exp [(µ− ε)/T ]), where µ and T are the
chemical potential and temperature, respectively. The
Green’s function GR, in the momentum representation,
takes the form
GR =
ε− ξ(p) + αRζ(p) [p× σ]z + JsdS n · σ
(ε− ε+(p) + i0)(ε− ε−(p) + i0)
, (8)
where the spectral branches ε±(p) = ξ(p) ± ∆(p) are
parameterized by
∆(p) =
√
∆2sd + [αRp ζ(p)]
2 − 2αRς∆sd p ζ(p) sin θ sinϕ,
∆sd = |Jsd|S, ς = signJsd.
Here, θ stands for the polar angle of n with respect to
the z axis, while ϕ is the angle between the momentum p
and the in-plane component n‖ of the vector n.
Substitution of Eq. (8) into Eq. (7) followed by the
matrix trace calculation, integration over ε, and an addi-
tional symmetrization of the integrands with respect to
the transformation ϕ→ π−ϕ [20] produces the following
outcome:
Ωchβγ =Wnγnβ +D‖(1 − δγz)
∑
ij
niǫijγǫjzβ
+D⊥δγz
∑
ij
niǫijγǫjzβ , (9)
where ǫq1q2q3 denotes the 3-dimensional Levi-Civita sym-
bol, and δq1q2 is the Kronecker delta. The functions D‖
and D⊥ that parameterize the tensor Ω
ch in Eq. (9) can
be expressed as
Da =
αR∆
2
sdT
2~
∫
d2p
(2π)2
Da(p)
(
g+ − g−
[∆(p)]3
−
g′+ + g
′
−
[∆(p)]2
)
,
(10)
where a = ‖,⊥ and we use the notations
g± = g(ε±(p)), g
′
± = ∂g/∂ε
∣∣
ε=ε±(p)
, (11)
D‖(p) = ζ(p) + p ζ
′(p) sin2 ϕ, (12)
D⊥(p) = ζ(p) + p ζ
′(p) sin2 ϕ+
p ζ′(p) cos 2ϕ
sin2 θ
−
αRp ζ
2(p) sinϕ
ς∆sd sin θ
, (13)
with ζ′(p) = ∂ζ/∂p.
To translate Eq. (9) into the expression for wch, we first
note that the value of W is totally irrelevant for the final
result. Indeed, upon substitution of Eq. (9) into Eq. (2),
the first term on the right hand side of Eq. (9) produces
a contribution that is equal to (W/2)(n‖ ·∇)n
2. Due to
the constraint n2 ≡ 1, it vanishes. The remaining two
terms in Eq. (9) correspond to the double vector products
in Eq. (5). Noting that the dependence of D‖ and D⊥ on
the vector n, in the highly symmetric model of Eq. (3),
can be expressed as Da = Da(n
2
z) [21], we, therefore,
conclude the microscopic derivation of Eq. (5).
The fact that D‖ andD⊥ both turn out to be functions
of n has quite a few important consequences. Ignoring,
for a moment, microscopic details, let us rewrite Eq. (5)
in the form
wch = D⊥(n‖ ·∇)nz −D‖nz(∇ · n‖). (14)
Integration over space defines the total micromagnetic
chiral energy Wch =
∫
dx dy wch. Performing integration
by parts and disregarding contributions from the bound-
aries, we obtain a different representation of the density
wch = −D⊥nz(∇ · n‖) +D‖(n‖ ·∇)nz
− nz
∂D⊥
∂θ
(n‖ ·∇)θ + nz
∂D‖
∂θ
(n‖ ·∇)θ, (15)
where we have taken into account that the spatial de-
pendence of Da = Da(cos
2 θ) originates solely from the
spatial dependence of the polar angle θ = θ(r). By taking
half sum of Eqs. (14) and (15), we arrive at the result
wch = −Das
(
L(x)zx − L
(y)
yz
)
+Ddiff nz(n‖ ·∇)θ, (16)
Das =
D‖ +D⊥
2
, Ddiff =
∂
∂θ
D‖ −D⊥
2
, (17)
that demonstrates an essential separation of wch into LI-
type contributions most likely determined by DMI and
contributions of a different nature.
Indeed, the first term on the right hand side of Eq. (16)
has the structure of the DMI energy density for a system
of the C∞v class, given by Eq. (4). The second term,
however, displays a non-LI-type symmetry and, there-
fore, does not originate from DMI. Importantly, it can-
not be “integrated out” by means of a partial integration
as opposed to the “boundary terms” ∇k(ninj). We ex-
plicitly note that Ddiff 6= 0 requires at least one of the
coefficients, D‖ and D⊥, to depend on n.
Remarkably, the phase diagram of magnetic states is
affected by Ddiff as well as by Das. Both functions incor-
porate an infinite amount of Fourier harmonics,
Das=D
(0)
as +D
(2)
as cos 2θ+D
(4)
as cos 4θ + . . . , (18)
Ddiff=D
(2)
diff sin 2θ+D
(4)
diff sin 4θ + . . . , (19)
which, obviously, complicates the minimization of the mi-
cromagnetic energy functional. Nevertheless, the role of
the term Ddiff nz(n‖ ·∇)θ can be illustrated by using a
simple example. Let us consider a domain wall (DW)
θ
∣∣
x→−∞
= π, θ
∣∣
x→+∞
= 0, φ ≡ φ0 (20)
with the fixed azimuthal angle φ of the vector n = n(x).
Assuming the DW size in the y direction to be equal
3to L, we can compute the corresponding total chiral en-
ergy WDWch = L
∫
dxwch from Eqs. (16), (18), and (19).
Making use of the relation (∇xθ)dx = dθ to reduce the
integration over x to the integration over θ, we find
WDWch = −L cosφ0
∫ 0
pi
dθ
(
Das −Ddiff sin θ cos θ
)
= πL cosφ0
(
D(0)as −
1
4
D
(2)
diff
)
, (21)
where the orthogonality of the sine functions has been
taken into account. Note that this result is independent
of the particular shape of the DW profile θ(x).
The contribution to WDWch that originates from the
“antisymmetric part” −Das
(
L
(x)
zx − L
(y)
yz
)
of the chiral
energy density has been computed before (see, e. g.,
Eq. (19) in Ref. [22]). The second contribution provided
by the term Ddiff nz(n‖ ·∇)θ is the novel result of this
Letter. As can be seen from Eq. (21), the DW chiral en-
ergy depends equally on the D
(0)
as and D
(2)
diff Fourier har-
monics, which should be, therefore, treated here on an
equal footing. Thus, indeed, chirality of a ferromagnet,
in general, cannot be analysed without consideration of
non-LI-type contributions to wch. We note that, despite
being simplified, the anzatz of Eq. (20) serves as a good
illustration of the importance of such contributions. We
certainly expect them to be relevant for more complex
structures [7] as well.
To perform an analogous to Eq. (16) separation of wch
into LI-type and non-LI-type terms for an arbitrary FM,
we can assume that
wch =
∑
ijk
Dijk ni∇knj , (22)
where Dijk are even functions of n. Below we refer to
the tensor with the components Dijk as the chiral tensor.
Symmetrization of Eq. (22) gives [14, 15]
wch =
1
2
∑
ijk
[
DasijkL
(k)
ij +D
sym
ijk ∇k (ninj)
]
, (23)
with D
as(sym)
ijk = (Dijk ∓ Djik)/2. Applying integration
by parts to the second term inside the brackets and dis-
regarding contributions from the boundaries, we obtain
wch =
1
2
∑
ijk
[
DasijkL
(k)
ij −
∂Dsymijk
∂θ
Θ
(k)
ij −
∂Dsymijk
∂φ
Φ
(k)
ij
]
,
Θ
(k)
ij = ninj∇kθ, Φ
(k)
ij = ninj∇kφ, (24)
where θ and φ are, as before, the polar and azimuthal
angles of n, respectively.
Using standard symmetry analysis [14, 23], one can
identify the coefficients L
(k)
ij , Θ
(k)
ij , Φ
(k)
ij that are allowed
in wch by a point group symmetry of a particular sys-
tem. The corresponding results for all crystallographic
point groups (except C1, C1v, and C1h that we address in
Supplemental Material [21]) are collected in Table I. Re-
markably, for the classes C3h, D3h, and Td, DMI does not
contribute to the chiral energy density, making non-LI-
type terms the only source of chirality in FMs described
by these three groups.
Let us now use the results of Eqs. (10), (11), (12), (13)
and return to the microscopic analysis of the functions
D‖ and D⊥, for the generalized Rashba model of Eq. (3).
First of all, it is easy to observe that, in the leading (lin-
ear) order with respect to small αR, the angle integration
in Eq. (10) can be performed straightforwardly. This
leads to the result [24] D‖ = D⊥ = Das = D, where D is
the DMI constant given by Eq. (5) of Ref. [18].
In the other limit, ∆sd → 0, the two coefficients of the
chiral tensor do not coincide: one generally finds that
D‖ 6= D⊥, in the leading (second) order with respect
to small ∆sd. Nevertheless, in this case, the quantity
D‖ − D⊥ turns out to be independent of θ and, hence,
Ddiff = 0 [21]. Therefore, for either weak SOC or weak
s-d exchange, the chiral energy density can be described
by LI alone, at least as long as boundary effects are dis-
regarded. Any possible effect of Ddiff is absent in these
two limits.
A further asymptotic analysis [21] shows that the func-
tion Ddiff does not contain contributions in the order α
3
R
.
Indeed, in this order, D‖ 6= D⊥ – yet, again, the dif-
ference between D‖ and D⊥ does not depend on θ. In
general, the expansions ofDdiff in small αR and small ∆sd
start with the contributions of the order α5
R
and ∆4sd, re-
spectively. Moreover, for the leading order asymptotics,
only the first Fourier harmonic is nonvanishing, so that
Ddiff = D
(2)
diff sin 2θ.
For the particular Bychkov-Rashba model [25] char-
acterized by the choice ξ(p) = p2/2m and ζ(p) ≡ 1 in
Eq. (3), we find at T = 0 for the first nonzero terms of
the expansions (in αR and ∆sd, respectively):
D
(2)
diff = −
mαR∆sd
128π~
(
mα2
R
∆sd
)2{
Q (µ/∆sd), |µ| < ∆sd
0, µ > ∆sd
,
D
(2)
diff = −
mαR∆sd
16π~
(
∆sd
mα2
R
)3{
R (µ/mα2
R
), µ < 0
0, µ > 0
,
where we have introduced Q(x) = 35x4 − 30x2 + 3 and
R(x) = (35x2+40x+12)/(1+ 2x)5/2, with R(x) ≡ 0 for
x < −1/2. In principle, it is clear that, in this simple
model, Ddiff is determined by three independent energy
scales: mα2
R
, ∆sd, and µ. Intuitively, one would expect
|Ddiff| to be maximal when mα
2
R
and ∆sd are of a compa-
rable magnitude. Our perturbative analysis agrees with
this conjecture. We also illustrate the latter in Fig. 1,
by plotting the ratio D
(2)
diff/D
(0)
as as a function of the SOC
strength. It can be seen that the absolute value of this
ratio, and even its sign, are sensitive to variation of the
chemical potential. One might recognize this as a possi-
4FIG. 1: The ratio between the leading Fourier coefficients of
the functions Ddiff and Das in the Bychkov-Rashba model.
All three curves are obtained numerically, by changing the
parameter αR (with others fixed). Temperature is set to zero.
bility to gain additional means of magnetic order tuning
by means of gate voltage control.
Notably, in the Bychkov-Rashba model, the leading or-
der asymptotics of Ddiff vanish at zero temperature when
both spin sub-bands are partly occupied. This is not ac-
cidental. In fact, chiral terms in micromagnetic energy
density (including those originating from DMI) are to-
tally absent in this case, D‖ ≡ 0 and D⊥ ≡ 0, regardless
of the values of αR and ∆sd [21]. Such peculiarity, how-
ever, is a property of the specific model and does not
characterize the symmetry class (C∞v) to which the lat-
ter corresponds. Indeed, one may consider a slightly more
general example, with ξ(p) = (p2/2m)/
(
1 + κ p2/2m
)
and ζ(p) = 1/
(
1 + λ p2/2m
)
, where the positive parame-
ters κ and λ represent deviations from parabolic band dis-
persion [26–28] and nonlinear dependence of the Rashba
SOC on momentum [29–31], respectively. In this model,
finite wch for two partly occupied sub-bands is restored.
In particular, for µ > ∆sd, we find a surprisingly compact
result in the leading α5
R
order,
D
(2)
diff = −
14mαR∆sd
3π~
(
mα2
R
)2
∆3sd (κ−λ)
4(4κ−9λ), (25)
where the temperature is set to zero and κ ≈ λ are both
considered small in comparison with µ−1 and ∆−1sd .
In the final part of the Letter, we briefly discuss how
the chiral energy density with the symmetry of Eq. (5)
affects spin waves dispersion. The effective field arising
due to wch is proportional to the functional derivative
δWch/δn. Taking advantage of the fact that both D‖
and D⊥ can be considered independent of n‖ = (nx, ny),
we find δWch/δn = 2DLLGu, where
DLLG =
1
2
(
D‖ +D⊥ + nz
∂D‖
∂nz
)
, (26)
u =∇nz − ez(∇ · n‖). (27)
The corresponding contribution to the Landau-Lifshitz-
Gilbert (LLG) equation shifts the frequency of a spin
wave by a term linear in wavevector k [32–34]. Impor-
tantly, the frequency difference ∆f between spin waves
with wavevectors k and −k is experimentally measur-
able [33–36]. In the present case, such difference should
equal
∆f =
2γDLLG
πMs
[n× k]z , (28)
where Ms is a saturation magnetization and γ denotes
gyromagnetic ratio.
Normally, for thin magnetic films and interfaces, it is
assumed thatDLLG in Eq. (28) is a DMI constant which is
independent of n and defines the DMI energy density as
DLLG n · [[ez×∇]×n] [33]. In Refs. [14, 17], it was speci-
fied that, for a 2D system of the C∞v class, DLLG should,
in fact, coincide with Das given by Eq. (17). However,
once the dependence of the coefficients D‖ and D⊥ on
the vector n is taken into account, the latter statement
also requires a revision. As one can see from Eq. (26),
the result for DLLG is, in general, different from Das by
the term nz
(
∂D‖/∂nz
)
. Interestingly, for the model of
Eq. (3), its expansion in powers of αR starts with α
3
R
[21].
Therefore, one could anticipate effects of this term to be
more pronounced than those of Ddiff.
In Fig. 2, we plot DLLG as a function of the polar an-
gle θ of magnetization direction, for the Bychkov-Rashba
model. It is very clear, that the Fourier harmonic cos 2θ is
non-negligible, already for fairly small values of the SOC
strength. Manifestly, components of the chiral tensor, in
this model example, do depend on n. It is interesting to
see whether such dependence can be observed in real sys-
FIG. 2: The quantity DLLG in the Bychkov-Rashba model, as
a function of the polar angle of magnetization direction at zero
temperature. Solid curves represent numerical results. For
mα2R/∆sd = 0.1, the asymptotic expansion up to the order α
3
R
(given by Eq. (s26) in Supplemental Material [21]) is shown for
comparison. For mα2R/∆sd = 0.01, numerical and asymptotic
curves are indistinguishable.
5symmetry LI-type terms non-LI-type terms
C2 (D1) L
(x)
zx ; L
(y)
yz ; L
(x)
yz ; L
(y)
zx ; L
(z)
xy A
(x)
zx ; A
(y)
yz ; A
(x)
yz ; A
(y)
zx ; A
(z)
xy ; A
(z)
xx ; A
(z)
yy
C2v (D1h) L
(x)
zx ; L
(y)
yz A
(x)
zx ; A
(y)
yz ; A
(z)
xx ; A
(z)
yy
D2 L
(x)
yz ; L
(y)
zx ; L
(z)
xy A
(x)
yz ; A
(y)
zx ; A
(z)
xy
D2d L
(x)
yz − L
(y)
zx A
(x)
yz +A
(y)
zx ; A
(z)
xy
C3 L
(x)
zx − L
(y)
yz ; L
(x)
yz + L
(y)
zx ; L
(z)
xy Q; S ; A
(x)
zx +A
(y)
yz ; A
(x)
yz −A
(y)
zx ; A
(z)
xx +A
(z)
yy
C3v L
(x)
zx − L
(y)
yz Q; A
(x)
zx +A
(y)
yz ; A
(z)
xx +A
(z)
yy
C3h Q; S
D3 L
(x)
yz + L
(y)
zx ; L
(z)
xy Q; A
(x)
yz −A
(y)
zx
D3h Q
Cn, n > 3 L
(x)
zx − L
(y)
yz ; L
(x)
yz + L
(y)
zx ; L
(z)
xy A
(x)
zx +A
(y)
yz ; A
(x)
yz −A
(y)
zx ; A
(z)
xx +A
(z)
yy
Cnv , n > 3 L
(x)
zx − L
(y)
yz A
(x)
zx +A
(y)
yz ; A
(z)
xx +A
(z)
yy
Dn, n > 3 L
(x)
yz + L
(y)
zx ; L
(z)
xy A
(x)
yz −A
(y)
zx
S4 L
(x)
zx + L
(y)
yz ; L
(x)
yz − L
(y)
zx A
(x)
zx −A
(y)
yz ; A
(x)
yz +A
(y)
zx ; A
(z)
xy ; A
(z)
xx −A
(z)
yy
T L
(x)
yz + L
(y)
zx + L
(z)
xy A
(x)
yz +A
(y)
zx +A
(z)
xy
Td A
(x)
yz +A
(y)
zx +A
(z)
xy
O L
(x)
yz + L
(y)
zx + L
(z)
xy
TABLE I: Classification of LI-type and non-LI-type terms in wch allowed by point group symmetries. Here A
(k)
ij = Θ
(k)
ij ,Φ
(k)
ij
and we use the notations Q = A
(x)
xx −A
(x)
yy − 2A
(y)
xy , S = A
(y)
yy −A
(y)
xx − 2A
(x)
xy . For the classes C2h (D1d), D2h, D3d, S2, S6, Th,
Oh, and Cnh, Dnh with n > 3, the chiral energy density vanishes identically. Let us give an example of how to use this Table.
Consider a 2D system of the class C∞v. According to the row 11, terms with the symmetry of LI enter wch as a combination
L
(x)
zx − L
(y)
yz . This corresponds to the first term on the right hand side of Eq. (16). The combination A
(x)
zx +A
(y)
yz with A = Θ
corresponds to the second term there, while A
(x)
zx +A
(y)
yz with A = Φ should be disregarded due to ∂/∂φ ≡ 0 for C∞v. In 2D,
A
(z)
xx +A
(z)
yy with A = Θ,Φ vanish since ∇z ≡ 0.
tems. Should this happen, the proper treatment of chiral
ferromagnetism must extend beyond Lifshitz invariants.
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ONLINE SUPPLEMENTARY MATERIAL
Chiral ferromagnetism beyond Lifshitz invariants
I. A. Ado, A. Qaiumzadeh, A. Brataas, and M. Titov
In this Supplementary Material we provide details relevant for the text of the Letter. In particular, we
prove that the functions D‖, D⊥ vanish in the Bychkov-Rashba model at zero temperature if both spin
sub-bands are partly occupied.
A. Formal proof of the relation Da = Da(n
2
z)
The model of Eq. (3) describes a system with rotational invariance with respect to the z axis. Hence, Da cannot
depend on the azimuthal angle of n. At the same time, a simultaneous change θ → −θ and ϕ→ ϕ+ π does not alter
the result of integration in Eq. (7). Thus, D‖ and D⊥ are even functions of θ with a period equal to π. Since, for
Fourier harmonics, cos 2nθ = Fn(cos
2 θ), we observe that, indeed, Da = Da(n
2
z).
B. D‖ and D⊥: leading order results for small ∆sd
In this section we assume ζ(p) > 0. Expansion of the integrands in Eq. (10) with respect to small ∆sd results in
the following general expressions for the corresponding leading order asymptotics of the functions D‖ and D⊥:
D‖ = −
∆2sd signαR
8π~α2
R
T
∫ ∞
0
p dp
p ζ′(p) + 2ζ(p)
[p ζ(p)]3
(g˜− − g˜+)−
∆2sd
8π~αR
T
∫ ∞
0
p dp
p ζ′(p) + 2ζ(p)
[p ζ(p)]2
(
g˜′− + g˜
′
+
)
, (s1)
D⊥ = −
∆2sd signαR
8π~α2
R
T
∫ ∞
0
p dp
p ζ′(p)− ζ(p)
[p ζ(p)]3
(g˜− − g˜+)−
∆2sd
8π~αR
T
∫ ∞
0
p dp
p ζ′(p)− ζ(p)
[p ζ(p)]2
(
g˜′− + g˜
′
+
)
+
∆2sd signαR
8π~
T
∫ ∞
0
dp
(
g˜′′− − g˜
′′
+
)
, (s2)
where g˜
(n)
± = ∂
ng˜±/∂ξ
n and g˜± = g (ξ(p)± |αR|p ζ(p)). Using the relation ∂g˜±/∂ξ = ±[p ζ(p)]
−1∂g˜±/∂|αR|, one can
also rewrite Eqs. (s1), (s2) in more compact forms
D‖ =
∆2sd signαR
8π~
T
∂
∂|αR|
[∫ ∞
0
dp
p ζ′(p) + 2ζ(p)
|αR|p2 ζ(p)3
(g˜− − g˜+)
]
, (s3)
D⊥ =
∆2sd signαR
8π~
T
∂
∂|αR|
[∫ ∞
0
dp
p ζ′(p)− ζ(p)
|αR|p2 ζ(p)3
(g˜− − g˜+)
]
+
∆2sd signαR
8π~
T
∫ ∞
0
dp
(
g˜′′− − g˜
′′
+
)
. (s4)
It is instructive to apply the above general expressions [s1] to two paradigmatic models: the model of massive Dirac
fermions (DF) and the Bychkov-Rashba model (BR). By setting ξ(p) ≡ 0 and ζ(p) ≡ 1 in Eq. (3), we get for the
former model at T = 0:
(DF): D‖ =
∆2sd
4π~αR
{
1, µ < 0
−1, µ > 0
, D⊥ = 0, (s5)
where we used that Tg(ε) → (µ − ε)H (µ − ε) and T∂g/∂ε → −δ (ε − µ) when temperature approaches zero (the
notations H and δ refer here to the Heaviside step function and the Dirac delta function, respectively). In fact, the
result for Das = D‖/2 that follows from Eq. (s5) almost coincides with the non-perturbative one [s2-s4]. The only
difference is the absence of the band gap signature in Eq. (s5).
For the Bychkov-Rashba model, ξ(p) = p2/2m and ζ(p) ≡ 1, we obtain
(BR): D‖ =
∆2sd
2π~αR
{√
1 + 2µ/(mα2
R
), µ < 0
0, µ > 0
, D⊥ = −
∆2sd
2π~αR
µ
mα2
R
{
1/
√
1 + 2µ/(mα2
R
), µ < 0
0, µ > 0
, (s6)
where temperature is again set to zero. It is interesting to observe that application of a formal limit m → ∞ in
Eq. (s6) leads to the result
(BR|m→∞): D‖ =
∆2sd
2π~αR
{
1, µ < 0
0, µ > 0
, D⊥ = 0, (s7)
s2
which does not coincide with that of Eq. (s5).
Evidently, the two coefficients of the chiral tensor are not equal to each other, D‖ 6= D⊥, in the leading order with
respect to small ∆sd. At the same time, no dependence on n is present in this case (as we have stated in the main
text of the Letter). Hence, Ddiff = 0 and DLLG = Das, up to the order ∆
2
sd.
C. Vanishing of D‖, D⊥ in the Bychkov-Rashba model when both spin sub-bands are partly occupied
For considerations of this section, it is useful to introduce the “magnetization” vector M = ς∆sdn with the
components M⊥ = Mz = ς∆sd cos θ and M‖ = ς(M
2
x +M
2
y )
1/2 = ς∆sd sin θ. With the help of the latter, under the
condition ζ(p) ≡ 1, we obtain from Eqs. (10), (12), (13) and the definition of ∆(p):
D‖ =
αR∆
2
sdT
2~
∫
d2p
(2π)2
(
g+ − g−
[∆(p)]3
−
g′+ + g
′
−
[∆(p)]2
)
, (s8)
D⊥ =
αR∆
2
sdT
2~
∫
d2p
(2π)2
(
M‖ − αRp sinϕ
M‖
)(
g+ − g−
[∆(p)]3
−
g′+ + g
′
−
[∆(p)]2
)
, (s9)
∆(p) =
√
M2‖ +M
2
⊥ + α
2
R
p2 − 2αRM‖p sinϕ, (s10)
where one can regard g′± as ∂g±/∂ξ. Then, using the relations
∂∆(p)
∂M⊥
=
M⊥
∆(p)
,
∂∆(p)
∂M‖
=
M‖ − αRp sinϕ
∆(p)
, g′± = ±
∂g±
∂M⊥
∆(p)
M⊥
, g′± = ±
∂g±
∂M‖
∆(p)
M‖ − αRp sinϕ
, (s11)
it is possible to bring the integral expressions of Eqs. (s8), (s9) to the concise forms
D‖ =
αR∆
2
sdT
2~M⊥
∂
∂M⊥
∫
d2p
(2π)2
g− − g+
∆(p)
, D⊥ =
αR∆
2
sdT
2~M‖
∂
∂M‖
∫
d2p
(2π)2
g− − g+
∆(p)
. (s12)
Next, we differentiate the above results over the chemical potential to obtain
∂D‖
∂µ
=
αR∆
2
sd
2~M⊥
∂
∂M⊥
∫
d2p
(2π)2
f− − f+
∆(p)
,
∂D⊥
∂µ
=
αR∆
2
sd
2~M‖
∂
∂M‖
∫
d2p
(2π)2
f− − f+
∆(p)
, (s13)
where f± = T∂g±/∂µ is expressed in terms of the Fermi-Dirac distribution as f± = (1 + exp [(ε±(p)− µ)/T ])
−1
.
Comparison of Eq. (s13) with Eq. (E15) of Ref. [s5] shows that
∂D‖
∂µ
= −
αR∆
2
sd~
AM⊥
∂
∂M⊥
δSz
M⊥
,
∂D⊥
∂µ
= −
αR∆
2
sd~
AM‖
∂
∂M‖
δSz
M⊥
, (s14)
where δSz is the z-component of the total spin of conduction electrons in a unit cell of the area A. For the Bychkov-
Rashba model, it was demonstrated [s5] that, at zero temperature, δSz/M⊥ = −mA/(2π~
2), at least as long as
µ > ∆sd. From this, it immediately follows that ∂D‖/∂µ = ∂D⊥/∂µ = 0, for such values of µ. Therefore, for T = 0,
the functions D‖ and D⊥ do not depend on the chemical potential, once the latter exceeds ∆sd.
We now temporarily restrict the analysis to the case µ > ∆sd and return to the general situation later. We also
assume that temperature is set to zero. In this case, Tg± in Eq. (s12) should be replaced with (µ − ε±(p))f±.
Assuming ξ(p) = p2/2m, we get
D‖,⊥ =
αR∆
2
sd
2~M⊥,‖
∂
∂M⊥,‖
[
µ
∫
d2p
(2π)2
f− − f+
∆(p)
−
∫
d2p
(2π)2
p2
2m
f− − f+
∆(p)
+
∫
d2p
(2π)2
(f− + f+)
]
. (s15)
The first integral inside the brackets is again proportional to δSz/M⊥ = −mA/(2π~
2) and vanishes after differentiation
over M⊥,‖. The third integral is the density of states, which, for µ > ∆sd, is also independent of M⊥,‖, as was shown
in Ref. [s6]. Thus, we are left with
D‖,⊥ = −
αR∆
2
sd
16π2~mM⊥,‖
∂
∂M⊥,‖
2pi∫
0
dϕ
p−∫
p+
dp
p3
∆(p)
, (s16)
s3
where p± are the angle dependent Fermi momenta p± corresponding to ε±(p) branches. Performing the integration
over p and utilizing the asymptotics
µ→ +∞ : p± =
√
2mµ∓m|αR|+
√
m
8µ
(
mα2
R
± 2M‖ signαR sinϕ
)
∓
M2⊥ +M
2
‖ cosϕ
2
4|αR|µ
+O(µ−3/2), (s17)
we arrive at the relation
D‖,⊥ = −
αR∆
2
sd
16π2~mM⊥,‖
∂
∂M⊥,‖
[
8πm2
3
(
3µ+ 2mα2
R
)]
+O(µ−1/2), (s18)
which ultimately means that both coefficients of the chiral tensor vanish at µ = +∞. At the same time, as we have
already learned, D‖ and D⊥ are independent of µ when µ > ∆sd. Therefore, we conclude:
D‖ ≡ D⊥ ≡ 0, if µ > ∆sd and T = 0. (s19)
It is easy to generalize the result (s19) and show that, in fact, wch vanishes at zero temperature for all values of µ
corresponding to the case of two partly occupied sub-bands, i. e., for µ > min ε+(p) (note that ∆sd ≥ min ε+(p)). The
proof presented so far is based on the results of Refs. [s5] and [s6] established under the assumption µ > ∆sd. The role
of this assumption was to ensure non-negativity of the discriminant ∆R of the cubic function R defined in Eq. B15
of Ref. [s6]. However, up to a positive prefactor, ∆R coincides with ∆Q(1), where ∆Q
(
sin2 φ
)
is the discriminant of
the quartic function Q(p) = (ε+(p)− µ)(ε−(p)− µ) of the absolute value of momentum. And since µ > min ε+(p) is
only possible if the equation Q(p) = 0 has four real solutions for p when sin2 φ = 1, we deduce
µ > min ε+(p)⇒ sign∆Q(1) = sign∆R ≥ 0 (s20)
Hence, finally, for the Bychkov-Rashba model,
D‖ ≡ D⊥ ≡ 0, if µ > min ε+(p) and T = 0. (s21)
D. Ddiff: leading order results for weak SOC and for small ∆sd (general formulas)
We expand the integrands in Eq. (10) with respect to small αR, up to the fifth order. Subsequent integration over ϕ
nullifies all linear and cubic contributions to Ddiff, resulting in [s1]
Ddiff = −
α5
R
sin 2θ
256π~
T
∞∫
0
dp p5ζ4(p)
{
105 [3p ζ′(p) + 2ζ(p)]
∆5sd
(gˆ− − gˆ+) +
105 [3p ζ′(p) + 2ζ(p)]
∆4sd
(
gˆ′− + gˆ
′
+
)
+
10 [14p ζ′(p) + 9ζ(p)]
∆3sd
(
gˆ′′− − gˆ
′′
+
)
+
5 [7p ζ′(p) + 4ζ(p)]
∆2sd
(
gˆ′′′− + gˆ
′′′
+
)
+
5p ζ′(p) + 2ζ(p)
∆sd
(
gˆ
(4)
− − gˆ
(4)
+
)
+
p ζ′(p)
3
(
gˆ
(5)
− + gˆ
(5)
+
)}
, (s22)
where gˆ± = g(ξ(p)±∆sd) and gˆ
(n)
± = ∂
ngˆ±/∂ξ
n.
Similarly, expansion up to ∆4sd leads to [s1]
Ddiff = −
∆4sd signαR sin 2θ
128π~
T
∞∫
0
dp
[
105 (g˜− − g˜+)
{|αR|p ζ(p)}
4 +
105
(
g˜′− + g˜
′
+
)
{|αR|p ζ(p)}
3 +
45
(
g˜′′− − g˜
′′
+
)
{|αR|p ζ(p)}
2 +
10
(
g˜′′′− + g˜
′′′
+
)
|αR|p ζ(p)
+
(
g˜
(4)
− − g˜
(4)
+
)]
,
(s23)
where g˜
(n)
± = ∂
ng˜±/∂ξ
n and g˜± = g (ξ(p)± |αR|p ζ(p)). In Eq. (s23), we also assume ζ(p) > 0.
s4
E. D‖, D⊥, and DLLG in the Bychkov-Rashba model: expansion up to α
3
R
In the Bychkov-Rashba model, fixing µ < ∆sd and expanding the integrands in Eq. (10) up to α
3
R
, we obtain the
asymptotic expressions
D‖ =
mαR∆sd
8π~
{
1−
(
µ
∆sd
)2
−
1
4
mα2
R
∆sd
µ
∆sd
(
1 +
(
µ
∆sd
)2
+
[
3− 5
(
µ
∆sd
)2]
cos 2θ
)}
, (s24)
D⊥ =
mαR∆sd
8π~
{
1−
(
µ
∆sd
)2
−
1
4
mα2
R
∆sd
µ
∆sd
(
5− 3
(
µ
∆sd
)2
+
[
3− 5
(
µ
∆sd
)2]
cos 2θ
)}
. (s25)
According to the definition of Eq. (26), they determine the expansion
DLLG =
mαR∆sd
8π~
{
1−
(
µ
∆sd
)2
−
1
2
mα2
R
∆sd
µ
∆sd
(
3
[
1−
(
µ
∆sd
)2]
+
[
3− 5
(
µ
∆sd
)2]
cos 2θ
)}
, (s26)
which we use in Fig. 2 of the Letter. Note that, in this model, D‖ −D⊥ is independent of θ, in the order α
3
R
, and
Ddiff, indeed, vanishes.
F. Chiral energy density for the classes C1, C1v, and C1h
In the chiral energy density, the classes C1, C1v, and C1h allow the following LI:(
C1
)
: L(x)xy ; L
(x)
yz ; L
(x)
zx ; L
(y)
xy ; L
(y)
yz ; L
(y)
zx ; L
(z)
xy ; L
(z)
yz ; L
(z)
zx , (s27)(
C1v
)
: L(x)zx ; L
(y)
xy ; L
(y)
yz ; L
(z)
zx , (s28)(
C1h
)
: L(x)xy ; L
(y)
xy ; L
(z)
yz ; L
(z)
zx , (s29)
(s30)
and non-LI-type terms with the following coefficients:(
C1
)
: A(x)xx ; A
(x)
yy ; A
(x)
xy ; A
(x)
yz ; A
(x)
zx ; A
(y)
xx ; A
(y)
yy ; A
(y)
xy ; A
(y)
yz ; A
(y)
zx ; A
(z)
xx ; A
(z)
yy ; A
(z)
xy ; A
(z)
yz ; A
(z)
zx , (s31)(
C1v
)
: A(x)xx ; A
(x)
yy ; A
(x)
zx ; A
(y)
xy ; A
(y)
yz ; A
(z)
xx ; A
(z)
yy ; A
(z)
zx , (s32)(
C1h
)
: A(x)xx ; A
(x)
yy ; A
(x)
xy ; A
(y)
xx ; A
(y)
yy ; A
(y)
xy ; A
(z)
yz ; A
(z)
zx , (s33)
where A
(k)
ij = Θ
(k)
ij ,Φ
(k)
ij .
[s1] We note that, for each particular choice of ξ(p) and ζ(p), one should check whether the integrals in Eqs. (s1), (s2), (s3),
(s4), (s22), and (s23) converge as well as whether the corresponding expansions actually exist.
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