giving the solution in two forms, and give a new solution of
I* log\x-t\g(t)dt = nf(x)
( 0 < x < l ) ,
Jo originally solved by Carlemann.
The latter will be extended to the case where the limits are a and b with a < x <b. These equations will be found to be connected, respectively, with the pair of dual integral equations 
and indeed they have in a sense the same solution in certain cases. The equations can also be used to solve certain problems involving dual trigonometric series, and we give an example. Incidentally we point out some limitations in Tranter's solutions of the dual equations and series.
We also use the solution of (2) to obtain an alternative solution of a singular integral equation of Carlemann. A modified form of (2) has arisen in a problem in slender wing theory; this indeed was the original motive for studying these equations.
y(l-y)}*] 0

The solution of equation (2).
Carlemann [1] gives the solution as 
and a proof of this will be found in Appendix 1.
Extension to limits a and b. If in equation (2) we write
where then we find that the solution of
capitals by lower case letters, we find that the solution of 
in the equations and then replacing capitals by lower case letters. We shall not write down the solutions but they can easily be obtained by the above means. An integral equation given by Durran and Lord [2] , connected with a problem in slender wing theory, is
In this case it can be shown that C(l -y 2 )~* is a null solution. Thus the solution can be obtained from (7) or (8) and (9) but with the last term in (7) and (8) replaced by C(l -y 2 )~*, where C is an arbitrary constant.
We find, therefore, that the solution of Durran and Lord's equation may be written
If/(x) is a constant the equation has no solution.
The solution of equation (1).
In this case we first obtain a solution reminiscent of (8) and (9) by a method analogous to that of Copson [3] , and then transform this solution into one which we may call a Carlemann type.
It can be shown (see Appendix 3) that x+t
<20)
Substitute in equation (1) Again, the solution of (22) is
where/(0) is taken to mean/(0+). Thus the solution of (1) where which is often more convenient. An alternative solution of (1) can now be found by substituting the value of 5(a) from (27) into (26) and inverting the order of integration. The analysis is closely allied to that of Appendix 1 and will not be given in detail. It leads to
which is what we have called the Carlemann form of the solution.
Alternative solution of Carlemann's singular integral equation.
We now consider the equation
whose solution is well-known [4] . It can be written in several different forms. We give one such, namely
where D is an arbitrary constant. We can now find an alternative solution in the following way. Differentiate 
We do not need to investigate C any further, since it is known to be arbitrary. We may note that Lundgren and Chiang [5] have given a solution which (with our extension to limits a and b) has the same S(k) as in (33), but in which the first term in (32) is
Id , ,. f* S(k)dk
Lundgren and Chiang checked this by a method closely similar to that of Appendix 1.
With a different value of the constant C, the term concerned may also be written
6. Connection with dual integral equations.
The sine pair (3) and (4).
We consider first the pair (3) and (4) and suppose that
It is often more important in applications to find g(x) than h(t). By Fourier's Integral Theorem we have
Substituting in (3), we have
KJO ' Jo Inverting the order of integration, we obtain Hence the solutions already given for this equation will satisfy the dual integral equations with h(t) found from (35). It is necessary, however, to impose a restriction on f(x) which is not necessary in solving (1) . This is that/(O+) = 0. Suppose, for instance, that/(x) = C; then the solution of (37) 
where J o is a Bessel function, but in fact this leads to a non-convergent integral when substituted in (4), since h(co) is finite. It does, however, satisfy (3) and would indeed satisfy (4) if this integral were interpreted to be lim I e""si
which it often is in practical applications.
Tranter [6] gave a solution of the pair (3) and (4) 
so that Tranter's solution only applies if/(0) = 0. If this is not so, then the right-hand side of (3) must be written Tranter's solution will then apply to the part in curly brackets, and the term n Jo must be added to the right-hand side of (39) and non-convergent integrals must be interpreted as in (38). We can go further and replace the zero in the right-hand side of (4) by m{x). This adds a term
to the right-hand side of (37), and the solution is (26) and (27) with
added to the right-hand side of (27); alternatively, we may leave (27) as it is and add a term
to the right-hand side of (26). This term should also be added to the right-hand side of the alternative version (28). These solutions for the sine pair with the extra term m(x) on the right-hand side of (4) seem to be simpler than any so far given in the literature.
The cosine pair (5) and (6).
The analysis is not so satisfactory here and we omit it. It does, however, suggest that the corresponding g(k) for this pair is the solution of
We have not found a satisfactory proof of this, but we have verified it in a few special cases.
Tranter [6] gave the solution of this pair as However, it can be shown that this leads to a divergent integral unless equation (41) holds, but that the result is correct if divergent integrals are interpreted as in (38). For instance, if /(JC) = C, then (41) is not satisfied and (42) gives h(t) = CtJ^t). This satisfies (5) but makes the integral in (6) divergent. However this integral is zero when it is interpreted as in (38).
7. Application to dual trigonometric series. We give one example, solved by Tranter [7] , [8] , namely f f^ (0<*<c),
(c<x<n).
I
Suppose that, for 0 < x < c,
Then we have 7i(tan 2 ictan 2 iO*J t a n 2 i x t a n 2 i f n K ;
(49) The alternative solution (26) and (27) leads to ndt), S(P) tan |jg sec 2 tf dp 2 tan \c 
