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Abstract—State-of-the-art hearing aids (HAs) try to overcome the
deficit of poor speech intelligibility (SI) in noisy listening environments
using digital noise reduction (NR) techniques. The application of time-
frequency masks to the noisy sound input is a common NR technique to
increase SI. The binary mask with its binary weights and the Wiener filter5
with continuous weights are representatives of a hard- and a soft-decision
approach for time-frequency masking. In normal-hearing listeners, the
ideal Wiener filter (IWF) outperforms the ideal binary mask (IBM) in
terms of SI and speech quality with perfect SI even at very low signal-
to-noise ratios (SNRs). In this study, both approaches were investigated10
for hearing-impaired (HI) listeners. Perceptual and auditory model-
based measures were used for the evaluation. The IWF outperformed
the IBM in terms of SI. Quality-wise, there was no overall difference
between the NR algorithms perceived. Additionally, the processed signals
were evaluated based on an auditory nerve model using the neurogram15
similarity metric (NSIM). The mean NSIM values were significantly
different for intelligible and unintelligible sentences. The results suggest
that a soft-mask seems to be promising for application in HAs.
Index Terms—hearing aids, auditory prostheses, speech enhancement,
noise reduction, time-frequency masking20
I. INTRODUCTION
O
NE of the major challenges that people with sensorineural
hearing loss face in their daily life is listening to a speaker
in adverse listening conditions with an interfering background noise
and/or reverberation. The speech reception threshold (SRT), which25
is the signal-to-noise ratio (SNR) required for 50% of the target
speech material to be recognized correctly, for persons with hearing
impairment can be easily 2− 5 dB higher in stationary speech-
shaped noise than in normal-hearing (NH) listeners [1]. The increase
in SRT for hearing-impaired (HI) subjects is even more prominent30
for fluctuating maskers and can exceed 7− 15 dB [2, 3, 4]. In all of
these studies, the amplitude of the signal was adapted to the hearing
level (HL) of the respective subject to prevent an influence of the
loss of audibility on the results. There is more than just a loss of
audibility and shift of audiometric thresholds accompanied with a35
sensorineural hearing loss. Most HI listeners suffer from a reduced
frequency resolution [5], reduced masking release [6, 7], and limited
use of acoustic temporal fine structure [8]. A lot of these deficits are
based on broader auditory tuning. An exhaustive literature review on
broader auditory tuning and its consequences can be found in [9].40
To overcome the problems with speech perception in adverse
listening conditions, noise reduction (NR) algorithms have been
developed with the objective to improve speech intelligibility, speech
quality and listening comfort. Most state-of-the art hearing aids (HAs)
have a digital NR stage in their signal processing chain. The principle45
of NR is to reduce as much noise as possible from the noisy mixture
under the constraint of limiting distortions of the target signal.
Single channel NR algorithms are often based on spectral sub-
traction [10], statistical modeling [11], or Wiener filtering [12]. In
NH listeners, a comparison between eight noise reduction algorithms50
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revealed that none was able to improve speech intelligibility (SI) in
various noisy conditions [13] but some were able to enhance speech
quality [14]. In general, speech quality improvements were observed
for single channel noise reduction algorithms [13, 15, 16, 17, 18],
but they were unable to increase SI [14, 18, 19, 20].55
Another single channel NR approach is to apply a time-frequency
mask to the spectrum of the noisy signal with gains that are dependent
on the SNR in the respective time-frequency point. A literature review
on time-frequency masking can be found in [21, 22]. There are
two very prominent approaches based on administering either binary60
gains, leading to a so-called binary mask, or continuous weights
between 0 and 1, leading to a so-called soft mask.
The approach to administer binary values is motivated by the
auditory masking phenomenon. With its binary values, the binary
mask (BM) exploits the sparsity and disjointness of the target and65
interferer spectra. Under ideal parameter conditions, often referred to
as ideal binary mask (IBM), the mask preserves time-frequency points
where the SNR is above a certain threshold value and suppresses
completely the other remaining time-frequency points. The IBM was
suggested to be the target goal of computational auditory scene70
analysis [23] and provides with a threshold value of 0 dB the optimal
SNR gain of all binary masks [24]. It was shown that approaches
based on binary masks with and without a priori knowledge for the
mask computation can increase under certain conditions SI in NH
[25, 26, 27, 28, 29, 30] and HI listeners [26, 28, 30].75
Speech quality comparisons, however, revealed that the so-called
soft decision approaches with masks consisting of continuous weights
between 0 and 1 outperformed the binary decision approaches in
terms of speech quality [13]. The most popular representative of
the masks with continuous weights is the Wiener filter. Under ideal80
parameter knowledge for the mask pattern derivation, it is often
referred to as ideal Wiener filter (IWF).
A comparison between the two approaches in [31] revealed that
in terms of potential for SI and speech quality improvement for NH
listeners, the IWF vastly outperformed the IBM with a frequency85
resolution according to the Bark-scale. The coarse spectral resolution
of the Bark-scale is close to or even higher than the frequency
resolution that NR algorithms operate on in state-of-the-art HA.
Furthermore, it was shown that the SI of the soft mask processed
signals was more robust compared to the binary mask processed90
signals when estimation errors in the applied mask were simulated. It
was concluded in [31] that the IWF approach should be preferred over
the IBM approach in auditory prostheses such as HAs and cochlear
implants (CIs). A CI is an auditory prostheses for people with
profound sensorineural hearing loss that evokes an auditory sensation95
by electrical stimulation of the auditory nerve. In CI users, the NR
algorithms did not differ significantly in terms of SI improvement and
robustness to estimation errors [32]. The choice of the NR algorithm
between IBM and IWF was not important for applications in CIs.
Therefore, it remains unclear what the potential and the limits of100
both time-frequency masks are in HI listeners.
The primary goal of this study is to investigate the potential of the
IWF and IBM for its application in HAs with emphasis on SI and
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speech quality improvement. It is investigated whether the SI is de-
pendent on the degree of hearing loss of the subject. Furthermore, the105
robustness of the SI is studied when estimation errors are simulated
in the mask pattern. The results of the speech recognition tasks of NH
and HI listeners under the assumption of ideal parameter estimates
are evaluated with the auditory-periphery model of [33], and using
the instrumental measure neurogram similarity metric (NSIM). The110
NSIM tries to predict the SI by comparing the neurogram simulated
for the hearing loss of the respective subject with a neurogram that
is obtained for NH listeners. NSIM was shown to be accurate for
different presentation levels of speech in quiet for various HLs.
II. SIGNAL PROCESSING115
The NR signal processing was described in detail in [31]. The
additive signal model of a target speech signal s (t) and an interfering
sound v (t) resulting in the microphone signal y (t) can be written
in the short-time frequency domain with the frame index n and the
frequency index k as120
Y (n, k) = S (n, k) + V (n, k) . (II.1)
The aim of applying a time-frequency mask G (n, k) to the
microphone signal is to obtain an estimate Sˆ (n, k) of the target
speech signal. The output of the NR step can be written as
Sˆ (n, k) = G (n, k)Y (n, k) . (II.2)
Both approaches investigated in this study derive their gain
function as a function of the short-term SNR ξ (n, k), which is125
defined as the ratio between the power spectral density of the target
signal ΦSS (n, k) and the interfering sound ΦV V (n, k). Under the
assumption of perfect knowledge of both components, the power
spectral densities can be substituted by the instantaneous powers of
the respective signals. The short-term SNR can be written as130
ξ (n, k) =
ΦSS (n, k)
ΦV V (n, k)
=
|S (n, k)|2
|V (n, k)|2
. (II.3)
In this study, a priori knowledge of the target and interfering
background sound is used to derive the gain factors of the mask
G (n, k).
A. Ideal binary mask (IBM)
In this study, an IBM with a local threshold [31, 34] is used, where135
a gain of 1 is accorded to the mask when the short-term SNR is above
the global input SNR ξin of the overall mixture of the speech and
the interfering sound. The binary mask GIBM can be written as
GIBM (n, k) =
{
1 if ξ (n, k) > ξin,
0 else.
(II.4)
B. Ideal Wiener filter
In contrast to the IBM with its binary weights, the mask of the140
IWF GIWF applies continuous values between 0 and 1 and can be
written as
GIWF (n, k) =
ξ (n, k)
1 + ξ (n, k)
. (II.5)
(II.5) is obtained as the minimum mean square error (MMSE)
estimate of the complex spectral amplitude [21].
The mask patterns in (II.4) and (II.5) are then applied to the noisy145
mixture in (II.2) to obtain the processed signal.
C. Simulation of estimation errors
Over-and underestimation errors of parameters used in NR systems
influence speech intelligibility differently [35]. To ensure the equal
amount of under- and overestimation of the instantaneous power150
spectral density that are used to calculate the short-term SNR in (II.3),
an additional white noise ǫ term with zero mean and power equal to
the clean target signal was added to the spectrum of the target and
the interfering signal in each frequency band [31]. The corrupted
spectrum can be written as155
S˜ (n, k) = S (n, k) + ǫS (n, k) (II.6)
V˜ (n, k) = V (n, k) + ǫV (n, k) . (II.7)
The corrupted spectra perturb both mask patterns over the instan-
taneous SNR in (II.3). To avoid confusion with the mask pattern with
ideal estimates, the conditions with perturbed parameter estimates are
called BM and Wiener filter (WF) with the respective masks GBM
and GWF. The masks of the BM and WF are then applied to the noisy160
mixture of the speech and interfering background signal in (II.2).
D. General processing steps
All stimuli were sampled at a sampling rate of fs = 16000 Hz
and were transformed in the frequency domain with a Fast Fourier
Transform (FFT) of 512 points resulting in a frame length of165
32 ms. Furthermore, a frame-shift of 16 ms was applied. The signal
processing in HAs and CIs is not based on such a high resolution.
Therefore, a frequency resolution was chosen as in [31] according to
the Bark scale [36]. Due to the sampling rate of fs = 16000 Hz the
is done in 22 instead of 24 critical bands of hearing as the 2 bands170
with the highest frequency content up to 15500 Hz cannot be resolved
with this sampling rate. To obtain this coarse spectral resolution, an
analysis window (square-root Hann window of a 32 ms length) was
applied to each frame to compute the FFT coefficients. Afterwards,
the magnitude-squared coefficients were grouped according to the175
Bark-scale and the instantaneous SNR in (II.3) was computed. The
instantaneous SNR was then used to calculate the gain function
according to (II.4) and (II.5) and applied to the mixture signal
spectrum. After the noise reduction stage, the transformation to the
time domain was done by applying an inverse FFT to the frame180
weighted with a synthesis windows. The synthesis window was again
a square-root Hann-window of the frame length. For the HI listeners,
an additional amplification stage was introduced according to the
NAL-RP rule [37] to compensate for the hearing loss of the respective
subject.185
III. METHODS
A. Subjects
Two groups of listeners participated in the speech recognition tasks:
6 NH and 9 HI listeners. All NH subjects had hearing thresholds
better than 20 dB HL at the octave frequencies between 125 Hz and190
8000 Hz. The mean age of this group was 21 years (with a standard
deviation of 2 years). They were not paid for their participation. The
group of HI listeners had an average of 67 years (with a standard
deviation of 10 years). The audiometric thresholds, test ear, and the
pure tone average (PTA) at frequencies of 500 Hz, 1000 Hz, 2000 Hz195
and 4000 Hz of all HI subjects are shown in Table I. Travel expenses
of the HI listeners were reimbursed. All subjects were native Dutch
speakers. They signed an informed consent form before the tests were
conducted.
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TABLE I
DETAILS OF THE PARTICIPATINGHI SUBJECTS: AGE (YEARS), TESTED
EAR, THE RESPECTIVE AUDIOMETRIC THRESHOLDS (DB HL), AND THE
PTA
Audiometric threshold [dB HL]
Frequency [kHz]
Sub. Age Ear 0.125 0.25 0.5 1 2 4 8 PTA
1 57 L 15 15 15 20 60 55 50 38
2 79 R 10 10 30 25 60 75 95 48
3 75 R 25 25 30 40 65 75 75 53
4 58 L 30 40 50 55 70 80 90 64
5 51 L 5 5 20 35 35 60 65 38
6 62 R 15 5 10 10 20 40 60 20
7 76 L 5 15 15 25 40 65 80 36
8 78 R 15 20 25 35 60 65 75 46
9 68 R 10 5 20 20 50 60 70 38
B. Testmaterial200
Two Dutch speech corpora were used as the target sentences in the
speech recognition tasks: the University Hospital VU, Amsterdam,
sentences [38] and the Leuven Intelligibility Sentence Test (LIST)
sentences [39].
A female speaker of the Dutch VU sentences was chosen as the205
target speech material. The VU sentences speech material consists
of 39 lists of 13 sentences. The speaking rate is 4.7 syllables per
second which is representative for a conversation. Scoring was done
on sentence level, i.e., a score of 100 % was given if all the words in
a sentence were reported correctly by the subject, whereas a score of210
0 % was given if one or more words in the sentence were reported
incorrectly by the subject. A male speaker of the VU sentences was
selected as the interfering speaker in the speech-in-speech scenario.
Additionally to the VU sentences, the listening tasks were also
performed with the LIST sentences. The LIST consists of 35 lists215
of 10 sentences of a female target speaker. Per list, there are 32
to 33 keywords assigned which allow scoring on the keyword and
sentence level. The overall speaking rate of the LIST sentences is 2.5
syllables per second. The LIST sentences were developed as a target
speech material for cochlear implant users or HI subjects with severe220
hearing loss. Therefore, the speech rate is about half the rate of the
VU sentences.
The Auditec multi-talker babble noise (from the CD Auditory Tests
(Revised), Auditec, St. Louis, MO, USA) was used as the interfering
background sound in the speech-in-babble scenario.225
C. Procedure of the perceptual evaluation
Both groups of listeners participated in sentence recognition tasks
with ideal mask estimates. The HI listeners participated additionally
in a sentence recognition task with perturbed mask estimates and
a quality rating. A test-retest design was applied to evaluate both230
NR algorithms with regard to the test-retest reliability and learning
effects. There was at least one week between the two sessions. Each
session lasted around two hours. All tests were performed double
blind – the subject and the experimenter did not know the condition
of the respective trial. To avoid effects based on listening fatigue,235
subjects were allowed to take breaks during the testing. In all listening
tasks, the level of the clean speech signal was set to 65 dB sound
pressure level (SPL). All signals were rescaled to the level of the
clean speech signal to prevent audibility issues at low SNRs. In a
sound-proofed booth, The stimuli were presented monourally with a240
Sennheiser HDA200 headphone on the left or the better ear for the
NH and HI subjects, respectively. For the HI listeners, the better ear
was defined as the ear with the lower pure tone average. An additional
TABLE II
CONDITIONS OF THE SENTENCE RECOGNITION TASKS
Processing Noise type Speech material Mixing SNR ξ0 [dB]
IWF/IBM Babble VU/LIST -30,-20,...,0
IWF/IBM Speech VU -30,-20,...,0
WF/BM Babble VU/LIST 0
amplification set according to the NAL-RP rule [37] was introduced
to compensate for the subject’s HL.245
1) Speech intelligibility with ideal parameter estimates: The mask
patterns for the IBM and the IWF were calculated with ideal
parameter knowledge as in (II.4) and (II.5). The signals were mixed
at SNRs of 0 dB to −30 dB with a stepsize of −10 dB. At each
SNR, the scores were determined based on one list of the respective250
speech material. The order of algorithm, noise scenario and SNR was
randomized. All combinations were tested with each subject.
2) Robustness to estimation errors: The second listening task was
performed with perturbed mask estimates ((II.6) and (II.7)) at an SNR
of ξin = 0 dB in the speech-in-babble scenario with both speech255
materials.
A summary about the conditions that were tested in the speech
recognition tasks can be found in Table II.
3) Preference rating: The perceived quality was studied with
a two-stage pairwise preference rating test [18, 31]. The pairwise260
comparisons were conducted across
i) clean speech and IWF processed signal,
ii) clean speech and IBM processed signal,
iii) and IWF processed signal and IBM processed signal.
Both interfering scenarios (speech-in-speech and speech-in-babble)265
were tested at an SNR of 0 dB with the VU sentences, while the
processed signals of the LIST sentences were tested in the speech-
in-babble scenario. For each pairwise comparison, both signals were
presented one after the other. The order was randomized. The subjects
were allowed to repeat each individual stimulus as often as they270
wanted to.
The first stage of the two-stage procedure was an overall preference
rating where the subject had to indicate which stimulus was preferred
in terms of quality. In the next stage, they rated their preference on
a 5 point scale ranging from imperceptible to hugely better. For each275
noise type, 10 sentences were used from one list of the VU sentences.
The first 5 sentences were used during the test session, while the next
five sentences were used in the retest session, in total 60 comparisons
(10 sentences × 3 pairwise comparisons × 2 noise conditions). For
the HI listeners, the quality rating was also conducted with one list280
of the LIST sentences in the speech-in-babble scenario.
D. Procedure of the model-based evaluation
In the model-based evaluation, an attempt was made to evaluate the
processing strategies with an auditory-periphery model and to derive
an objective measure to estimate the speech intelligibility.285
An auditory-periphery model [33, 40, 41] was used that takes the
effect of an impairment of the inner and the outer hair cells into
account. It has been validated against a wide range of physiological
data for both simple and complex stimuli. The model is able to
generate a so-called neurogram in which the spike activity of a290
number of auditory nerve fibers is simulated over time. In this study,
neurograms were calculated for 30 center frequencies with each fifty
model auditory nerve fibers consisting of a physiologically-realistic
mix of spontaneous rates and corresponding thresholds [42] with a
time step of 6.4 ms.295
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Fig. 1. Results of the 6 NH listeners in the sentence recognition task with
ideal parameter estimates. The mean sentence correct scores for all subjects
for the IWF and the IBM processed signals are marked by diamonds and
triangles, respectively. The error bars depict one standard deviation of the
scores.
For an average HI listener, the threshold shift in the audiogram
can be attributed by two-thirds to an outer hair cell impairment and
by one-third to an inner hair cell impairment [43]. Although some
variation in the pattern of hair cell impairment across subjects can be
expected [44, 45], a mixed impairment of outer and inner hair cells300
is likely the most prominent.
As an instrumental measure that is derived from the neurogram
representation of the processed stimuli, the NSIM was used [46]. It
is based on the structural similarity metric (SSIM) [47] which can
predict the perceived quality of an image better than other pixel-305
by-pixel mean-squared error metrics. The NSIM was also validated
for speech in quiet against different presentation levels and different
degrees of HL. As the template neurogram, the neurogram of the
clean speech presented at 65 dB SPL to a NH listener without HL
was calculated with the same frequency and time-resolution of the310
test neurogram.
IV. RESULTS OF THE PERCEPTUAL EVALUATION
All percentage correct scores of the sentence recognition tasks
were transformed to ’rationalized’ arcsine units [48] before statistical
analysis. Furthermore, the significance level of p = 0.05 was315
corrected with a Bonferroni correction for all multiple comparisons.
A. Speech intelligibility with ideal parameter estimates
Normal-hearing listeners: The results of the NH listeners in the
sentence recognition task with ideal pattern estimates are shown for
the IWF and the IBM processed signals in Fig. 1. The sentence correct320
scores with the IWF and the IBM processed signal are represented
by the solid grey and the dashed black line, respectively. The error
bars represent one standard deviation of the sentence correct scores.
In Fig. 1, the sentence correct scores are shown for the VU sentences
in the first two rows for the speech-in-babble (top) and the speech-325
in-speech (middle) scenario. The bottom row represents the sentence
recognition scores in the speech-in-babble scenario when the LIST
sentences served as the target speech material.
For the VU sentences, the results were evaluated with a four-
way repeated measures analysis of variance (RM-ANOVA) with330
the factors NR algorithm, noise scenario, session and SNR.
Mauchley’s test of sphericity was passed for all four fac-
tors. The RM-ANOVA revealed significant effects of the main
factors NR algorithm [F (1, 5) = 1186.5; p < 0.001] and SNR
[F (3, 15) = 115.5; p < 0.001]. The effect of the NR algorithm335
corresponded with a mean difference of ∆SI = SI(I)WF−SI(I)BM =
29.5% in sentence intelligibility. There was no session effect ob-
tained. Significant interaction effects were obtained between the
factors noise scenario and SNR [F (3, 15) = 33.1; p < 0.001] and
NR algorithm and SNR [F (3, 15) = 87.8; p < 0.001]. A three factor340
interaction was obtained between the factors noise scenario, SNR and
NR algorithm [F (3, 15) = 11.4; p < 0.001].
Post-hoc analysis of the sentence recognition task when the mul-
titalker babble noise served as the interfering sound revealed that
the SI between the IWF and the IBM processed signals was signifi-345
cantly different at 0 dB (p < 0.05), −10 dB (p < 0.001), −20 dB
(p < 0.05), and −30 dB (p < 0.001). These significant differences
corresponded to SI differences of ∆SI = 9.6%, ∆SI = 25.6%,
∆SI = 40.4%, and ∆SI = 48.7%, respectively. The decreasing
SNR had no effect on the SI with respect to the IWF processed350
signals, while the sentence recognition scores for the IBM processed
signals varied significantly (p < 0.001) with the SNR. In the speech-
in-speech scenario, post-hoc analysis of the data revealed that the
IWF and IBM processed signals differed significantly at SNRs of
−20 dB (p < 0.05) and −30 dB (p < 0.001). The corresponding355
SI difference was ∆SI = 23.1% and ∆SI = 84%, respectively. In
contrast to the results in speech-in-babble, the input SNR had an
influence on the IWF and the IBM (p < 0.001) processed signals.
To evaluate the SI scores obtained with the female speaker of
the LIST sentences, a three-way RM-ANOVA with the factors360
NR algorithm, session and SNR was conducted. Mauchly’s test of
sphericity revealed no significant effects. No significant session effect
was obtained. The main effects SNR [F (3, 15) = 8.7; p < 0.05] and
NR algorithm [F (1, 5) = 55.0; p < 0.001] were significant. With
the LIST speech material, the mean intelligibility difference was365
∆SI = 13.1%. An interaction between the factors session and SNR
[F (1, 5) = 6.9; p < 0.05] occurred. The SI with the IWF and IBM
mask patterns differed significantly by ∆SI = 9.2% at −10 dB
(p < 0.001), ∆SI = 14.2% at −20 dB (p < 0.001), and ∆SI =
22.5% at −30 dB (p < 0.001) SNR. Post-hoc analysis revealed that370
the interaction effect of the SNR and session occurred at −20 dB
SNR where the mean SI was significantly higher (p < 0.001) by
3.3% in the retest than in the test session.
Hearing-impaired listeners: The sentence recognition scores
across sessions of the sentence recognition task with ideal parameter375
estimates are shown per subject in Fig. 2 for the VU sentences speech
material. The sentence recognition scores with the IWF processed
signals are shown with the grey solid line marked with empty
and filled diamonds for the speech-in-babble and speech-in-speech
condition, respectively. For the IBM processed signals, the scores are380
shown with the black dashed line with empty and filled triangles for
the respective noise scenarios. The mean sentence correct scores of
the group of HI listeners with ideal parameter estimates are shown
in Fig. 3. As in Fig. 1 for the top and middle panels, the results
for the VU sentences are shown in the speech-in-babble and the385
speech-in-speech scenario. In the bottom panel, the results for the
LIST sentences in the speech-in-babble scenario are shown. The IWF
condition is represented by the grey solid line marked with diamonds,
while the IBM is represented by the black dashed line marked with
triangles. The error bars depict one standard deviation of the scores.390
The results with the VU sentences were evaluated with a four-way
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Fig. 2. Mean sentence correct scores averaged across sessions of the 9
HI listeners in the sentence recognition task with ideal parameter estimates
with the VU sentences as the target speech material. The sentence correct
scores for all subjects for the IWF and the IBM processed signals are marked
by diamonds and triangles, respectively. The speech-in-babble and speech-in-
speech conditions are denoted by empty and filled markers, respectively.
RM-ANOVA with the factors session, noise scenario, NR algorithm
and SNR. All factors passed Mauchly’s test of sphericity. For all
main factors, significant effects were obtained. The main factor
of the factor session [F (1, 8) = 14.9; p < 0.05] corresponded to395
an overall increase of the scores in the retest session by 4.4%.
The effect of the factor NR algorithm [F (1, 8) = 35.1; p < 0.05]
corresponded to an overall increase of the SI with the IWF processed
signals of ∆SI = 22.7% compared to the IBM processed signals.
Furthermore, the factors noise scenario [F (1, 8) = 41.2; p < 0.001]400
and SNR [F (3, 24) = 146.13; p < 0.001] were significant. A two-
way interaction occurred between the factors noise scenario and SNR
[F (3, 24) = 29.7; p < 0.001], and noise scenario and NR algorithm
[F (1, 8) = 13.1; p < 0.05]. A three-way interaction was also ob-
tained between the factors noise scenario, SNR and NR algorithm405
[F (3, 24) = 7.4; p < 0.05]. Furthermore, there was an interaction
effect between all four factors obtained [F (3, 24) = 5.9; p < 0.05].
In the speech-in-babble scenario, post-hoc analysis of the scores
at each SNR revealed that the SI was significantly different at
SNRs of 0 dB (p < 0.05) (∆SI = 36.8%), −10 dB (p < 0.001)410
(∆SI = 32.5%), −20 dB (p < 0.05) (∆SI = 29.5%), and −30 dB
(p < 0.05) (∆SI = 23.5%). At −30 dB, a significant effect of the
interaction between the NR algorithm and the session was obtained.
In the speech-in-speech condition, post-hoc analysis revealed that the
difference in SI between the NR algorithm was significant at −20 dB415
(p < 0.001) and −30 dB (p < 0.05) SNR corresponding to a SI
difference of ∆SI = 29.1% and ∆SI = 22.6%, respectively.
For the sentence recognition task in the speech-in-babble sce-
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Fig. 3. Mean sentence recognition scores of all 9 HI listeners for the speech-
in-babble and the speech-in-speech condition with the VU sentences are shown
at the top and in the middle, respectively. The results for the speech-in-babble
condition with the LIST sentences are shown at the bottom. The SI with the
IWF and the IBM processed signals is shown by the grey solid line with
diamonds and the black dashed line with triangles, respectively. The error
bars depict one standard deviation of the scores.
nario with the LIST sentences, the analysis of the scores was
done with a three-way RM-ANOVA with the factors NR algorithm,420
SNR and session. Mauchley’s test of sphericity was passed for all
factors. The effect of the NR algorithm [F (1, 8) = 13.5; p < 0.05]
corresponding to a SI difference of ∆SI = 16% and of the
SNR [F (3, 24) = 29.8; p < 0.001] was statistically significant. No
significant effect of the factor session was obtained. The only425
significant interaction effect was between the factors session and
mask [F (1, 8) = 5.9; p < 0.05]. Post-hoc analysis revealed, that the
interaction was based on a significant effect of the factor session on
the SI with the IBM processed signals. The difference between the
test and the retest session was 12.5%. Comparing the SI of both NR430
algorithms at fixed SNRs revealed that there were significant effects
of the NR algorithm at 0 dB (p < 0.05) and −10 dB (p < 0.05)
corresponding to differences of ∆SI = 18.3% and ∆SI = 22.8%.
Furthermore, the correlation between the PTA of the subject
(Listed in the final column of Table I) and the intelligibility scores435
(transformed to rationalized arcsine units) was investigated by means
of a multiple regression analysis. The analysis was done with the
factors NR algorithm, SNR, and session. For the VU sentences, the
noise scenario was added as a factor. For the VU sentences, the factors
NR algorithm, SNR, PTA and noise scenario contributed significantly440
and explained about 67% of the variance of the results. For the LIST
sentences, the factors NR algorithm, SNR and PTA described the
obtained results best and explained up to 57% of the variance.
For both speech corpora, the factor PTA was significant. Re-
markably, the coefficient B which describes the contribution of a445
factor to the model was almost the same for both speech materials
(BVU = −1.63 and BLIST = −1.7). Therefore, a higher degree of
hearing loss represented by the PTA corresponds to lower SI scores
with both NR algorithms. This indicates the the upper limit score
that can be obtained with the studied NR algorithm depends on the450
hearing loss of the respective subject.
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Fig. 4. Sentence recognition scores of the 9 HI listeners for the VU (left)
and the LIST (right) sentences in the second sentence recognition task for
the BM (light grey) and the WF (white) processed signals. For comparison,
the scores with the IBM (dark grey) and the IWF (grey) processed signals
with ideal parameter estimates are also shown. Error bars depict one standard
deviation of the scores.
B. Robustness to estimation errors
The results of the speech recognition task with corrupted parameter
estimates in the mask pattern derivation are shown in Fig. 4 for
the group of HI listeners. The scores with the BM, WF, IBM and455
IWF processed signals are shown for the VU sentences (left) and the
LIST sentences (right) as the light grey, white, black and dark grey
bar, respectively. The error bars depict one standard deviation of the
sentence correct scores.
The data were analysed with a four-way RM-ANOVA with the460
factors parameter estimate (ideal and corrupted estimates), speech
material, mask pattern and session. Significant effects were ob-
tained for the factors parameter estimate [F (1, 6) = 32.1; p < 0.05],
speech material [F (1, 5) = 356.1; p < 0.001], and mask pattern
[F (1, 6) = 94.1; p < 0.001]. The effects corresponded to a SI dif-465
ference of 21% between the ideal and corrupted parameter esti-
mates, 27% between the factor speech material and ∆SI = 35%
between the factor mask pattern. Furthermore, significant interac-
tion effects between the parameter estimate and the mask pattern
[F (1, 6) = 13.2; p < 0.05] and the factor speech material and the470
mask pattern [F (1, 6) = 25.9; p < 0.05] were obtained. There was
no other interaction effect obtained.
For the VU sentences, post-hoc analysis of the data revealed
that, for both NR algorithms, the effect of the parameter estimate
was significant. For the soft-decision and binary mask approach,475
the SI differences were 15% (p < 0.05) and 31% (p < 0.001),
respectively. A comparison of the scores obtained with the cor-
rupted parameter estimates showed a significant SI difference of
∆SI = 53% (p < 0.001) between the WF and the BM processed
signals. For the LIST sentences post-hoc analysis showed that the480
sentence intelligibility of the WF and BM differed highly significantly
(p < 0.001)from each other by ∆SI = 31.7%.
C. Preference rating
For each preference score, an absolute value ranging from 1
(imperceptible) to 5 (hugely better) was assigned with the sign485
according to the overall preference. Therefore, a positive value was
assigned when condition A was preferred over B and a negative
value if vice versa. The mean score of this values was determined
for each subject for the statistical analysis. The test- and retest data
were pooled for each subject. A nonparametric Wilcoxon signed rank490
test was conducted for each pairwise comparison and each interferer.
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Fig. 6. NSIM value of the pooled data across noise reduction algorithm for
the NH listeners for the speech-in-babble (left), speech-in-speech (middle)
and the additionally pooled data across both interfering noises (right) for the
intelligible (left boxplot) and the unintelligible sentences (right boxplot).
For the HI listeners, the results of the pairwise comparison prefer-
ence rating task are shown in Fig. 5 for the speech-in-babble scenario
for the VU (white bars) and the LIST (grey bars) sentences. The
results for the VU sentences in the speech-in-speech scenario are495
shown with the black bars.
For the VU sentences, the statistical analysis revealed that the
clean speech signal was preferred over the IBM (p < 0.001) and
the IWF (p < 0.001) in the speech-in-babble and speech-in-speech
scenario. The IWF and the IBM processed signals were not significant500
different in terms of speech quality preference with both interfering
background sounds.
The clean speech signal was also significantly (p < 0.001) pre-
ferred over the IBM and IWF processed signal when the LIST sen-
tences served as the speech material. Again, there was no significant505
preference between the IWF and the IBM processed signals.
V. RESULTS OF THE MODEL-BASED EVALUATION
The speech intelligibility results of the HI listeners showed a huge
variability and statistical analysis revealed a correlation between the
intelligibility score and the PTA of the respective subject. Therefore,510
an attempt was made to evaluate the processing strategies with an
auditory-periphery model to explain the speech intelligibility of a
sentence based on its neural representation and how that representa-
tion is affected by background noise, processing by a NR algorithm,
and hearing loss.515
The NSIM values of all processed VU sentences in NH and HI
listeners were calculated. For the NH listeners, the hearing loss was
set to 0 dB HL for all frequencies. For the HI listeners, adjustments
were made for each subject based on the amplification rule for
the processed stimuli and the audiogram was used as input of the520
auditory nerve model. The NSIM values were then grouped to
the intelligibility of each sentence into two groups (correctly and
incorrectly repeated sentences). In Fig. 6, the NSIM values for the
intelligible (left boxplot) and unintelligible (right boxplot) sentences
are depicted with boxplots for the speech-in-babble (left), speech-in-525
speech (middle) and grouped for both scenarios (right). The data was
pooled across the noise reduction algorithms.
In total, 2024 sentences were repeated correctly by the NH listeners
while 472 were not repeated correctly. Statistical analysis revealed
that for the pooled data across noise reduction algorithms and inter-530
fering sounds, there was a significant difference in mean NSIM value
between the intelligible and unintelligible sentences t (2494) = 21.5,
(p < 0.001). The mean NSIM value for the correctly repeated
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preference when the LIST sentences were processed in the speech-in-babble scenario are shown with the grey bars.
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Fig. 7. NSIM value of the pooled data across noise reduction algorithm
for the HI listeners for the speech-in-babble (left), speech-in-speech (middle)
and the additionally pooled data across both interfering noises (right) for the
intelligible (left boxplot) and the unintelligible sentences (right boxplot).
sentences was x¯cor = 0.495 and for incorrectly repeated sentences
was x¯incor = 0.447. Analysis of the sentence intelligibility of535
the IWF processed signals revealed a highly significant difference
(t (1246) = 3.7, (p < 0.001)) in the group means of the NSIM
value of the intelligible and unintelligible sentence (x¯cor = 0.514
and x¯incor = 0.490). A significant difference in the NSIM value of
the intelligible and unintelligible sentences for the IBM processed540
signals was obtained as well (t (1246) = 14.4, (p < 0.001)). The
mean NSIM value of the correctly identified sentences x¯cor = 0.469
differed significantly from the mean NSIM value of the non-identified
sentences x¯incor = 0.442.
As can be seen in Fig. 6, the NSIM values were much higher in545
the speech-in-speech scenario than in the speech-in-babble scenario.
However, the mean NSIM value of the unidentified sentences was
almost the same in both interfering sounds in NH listeners.
In Fig. 7, the NSIM values for the intelligible and unintelligible
sentences are shown for the group of HI listeners for the speech-550
in-babble (left), speech-in-speech (middle) and pooled across both
interfering speech-in-noise scenarios (right) as boxplots. Due to
the simulation of the hearing impairment of the HI listeners, the
NSIM values were generally lower for HI than for NH listeners.
Furthermore, the difference between the mean NSIM score of the555
speech-in-babble and speech-in-speech scenario was greatly reduced.
Statistical analysis of the pooled data across the interfering back-
ground sounds and the processing condition of the HI listeners
of a total sample size of 3474 sentences revealed that there was
a significant difference (t (3742) = 21.6, (p < 0.001)) between560
the mean NSIM score of the intelligible (x¯cor = 0.446) and the
unintelligible sentences (x¯incor = 0.415). When the data is pooled
across interfering sounds, the mean NSIM scores of recognized
and unintelligible sentences for the HI listeners were significantly
different for the IWF (t (1870) = 12.1, (p < 0.001)) and the IBM565
(t (1870) = 15.7, (p < 0.001)) processed sentences corresponding to
mean scores of x¯cor = 0.449 and x¯incor = 0.415, and x¯cor = 0.443
and x¯incor = 0.408 for the IWF and IBM processed sentences,
respectively. Note that the mean values of the unintelligible sentences
were very close to each other for the IWF and IBM as it was the570
case for the NH listeners.
VI. DISCUSSION
The SI performance of the HI listeners for the IWF processed
signal was significantly better than for the IBM processed signals in
the speech-in-babble and the speech-in-speech scenario. In contrast to575
NH listeners reported in this study and in [31] when the VU sentences
served as the target speech material, the scores for the IWF processed
signals dropped with decreasing SNR and SI performance close to
100% was not obtained. In general, the scores of the HI listeners
were lower for both types of processed signals than the scores for580
the IBM processed signals with NH listeners. But in both groups of
listeners, the IWF significantly outperformed the IBM in terms of SI
with ideal parameter estimates.
The results of the NH listeners presented in this study are in very
good agreement with the results obtained in [31]. Due to the chosen585
test-retest design in this study, it could be shown that there was
no learning effect that could suggest that the SI of IBM processed
sentences would rise with enough training. The session effect was not
significant for both speech materials. In HI listeners, there was a very
small session effect corresponding to an increase of 4.4% in SI of590
the IBM processed signals in the retest session. However, this effect
was very small and the fact that no session effect was obtained when
the LIST sentences were used as the target speech material shows
that it is unlikely that the SI performance for both NR algorithms
would substantially increase with more training sessions.595
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Furthermore, there was a significant effect of the interfering sound
on the SI of the HI listeners with the VU sentences. The SI is
overall lower in the speech-in-babble scenario, especially for the
IBM processed signals at SNRs of 0 dB and −10 dB. For the IBM
processed signals, performance was very poor below −20 dB while600
the SI for the IWF processed signals was between 30% and 40%.
Generally, the scores were much lower for HI than for NH listeners.
The SI performance of the HI listeners was very poor in the speech-
in-babble scenario with the VU sentences. Therefore, the LIST
sentences were also included. The LIST materials were developed605
for listeners with a profound sensorineural hearing loss and have a
slower speaking rate. As expected in both groups of listeners, there
was a significant SI improvement when the LIST sentences were used
as the target speech material in comparison to the VU sentences.
However, there was still a significant difference between the results610
for the NR algorithms suggesting that the IWF outperforms the IBM
independent of the speaking rate. In comparison to the VU sentences,
the overall difference in SI for the mask patterns became smaller with
the slower speaking rate of the LIST sentence.
The results obtained with the corrupted mask patterns revealed the615
same ordering of NR algorithms as with ideal parameter estimates.
The WF processed signals outperformed the BM processed signals
in terms of SI and the performance for the WF processed signals was
on average better than for the IBM. This result is also in agreement
with [31] that performed the task with NH listeners. The effect is620
present for both speech materials with higher scores for the LIST
sentences than for the VU sentences.
The decrease in SI performance was larger for the BM than for
the WF processed signals. While the target information in a time-
frequency point can be completely removed when an under-estimation625
of the short-term SNR occurs in the BM, it is only weighted in a
disadvantageous way in the WF pattern and not fully removed. An
over-estimation of the SNR could result in isolated time-frequency
points that could be perceived as musical noise. However, it has been
shown with NH listeners that musical noise introduced by isolated630
time-frequency points does not decrease SI of IBM processed signals
[25, 27]. Therefore, the drop in SI of the BM processed signals can
be most probably attributed to under-estimation errors in the mask
pattern.
In [32], the WF processed signals outperformed the BM processed635
signals in terms of SI in NH subjects listening to noise vocoded
signals but performance was lower than for the IBM and IWF
processed signals. In CI users, there was no difference between
the BM and IWF obtained. In comparison to CI users, the results
suggest that HI listeners are sensitive to estimation errors in the640
mask pattern. The results suggest that the envelope processing and
the electrical stimulation of a CI results in a reduced sensibility to
speech distortions in terms of SI [49].
In [30], HI subjects listened to binary mask processed speech with
mask patterns estimated from the noisy mixture. In our study, the645
binary mask pattern was calculated with perfect parameter estimates.
The scores in [30] obtained at 0 dB SNR were close to 100 % for
almost all HI listeners that had a PTA range from 33 dB to 54 dB HL.
The scoring was done on component words. In this study, a sentence
was scored as intelligible when all words were recognized correctly.650
The scoring level can explain why the results in this study were
lower although the mask pattern was derived with ideal parameter
estimates. Another reason is that the threshold for the IBM in this
study was set to the input SNR. It has been shown that a threshold
value lower than the input SNR is better for SI of BM processed655
speech than a threshold equal to the input SNR or a fixed threshold
of 0 )dB to maximize SNR gain [25, 30, 34]. Furthermore, the
processing was done in [30] with a narrower frequency resolution
on 64 frequency bands. As mentioned before, SI of IBM processed
speech increases with increasing frequency resolution [27]. While660
in [30] the benefit was largest for HI subjects with high PTAs in
comparison with unprocessed stimuli, we showed that the PTA of
the subject could explain part of the variance of the obtained scores
of both speech materials indicating that a higher PTA corresponds to
lower scores with both NR algorithms.665
For both speech corpora, the clean signals were preferred over the
IBM and IWF processed signals in terms of speech quality. The HI
listeners were able to differentiate the unprocessed signal from the
processed signals and the influence of the interferer led to a decrease
in perceived quality. Furthermore, the SI of a sentence could also670
influence the preference rating because not all HI subjects scored at
100 %, in particular with the IBM processing and the VU sentences
as target speech material. However, the effect of SI was reduced
because the subjects were allowed to listen as often as they wanted
to the stimulus but an influence of SI on the preference can not be675
completely excluded.
Although a significant difference in SI was obtained between
the NR algorithms at 0 dB SNR in the speech-in-babble scenario,
there was no significant preference for one of the NR algorithms.
Although NH listeners in [31] reported a clear preference for the680
IWF processed signals in both listening scenarios that was attributed
to the higher amount of distortions introduced by the IBM processing,
the HI listeners did not show this preference for either speech
corpus or either noise scenario. Most probably, the spectro-temporal
disjointness caused by the IBM processing is less prominent in685
HI listeners due to the reduced spectral and temporal resolution.
Therefore, the better preserved envelope of the IWF processed signal
was not perceived as distinct from the IBM processed signal in HI
listeners as in NH subjects. The results of the preference rating are
more in agreement with results obtained in CI users [32] that showed690
also no significant preference for one of the NR algorithms.
The results of the preference rating can be explained additionally
by the reduced detection threshold of distortions introduced by the
processing. [50] showed that the just noticable difference in the
detection of speech and noise distortion is in HI listeners much higher695
than in NH listeners. Furthermore, [51] conducted a quality rating
with NH and HI listeners of signals processed with different NR
strategies and showed that the perceived speech naturalness differed
between both groups.
In this study, a first attempt was made to evaluate time-frequency700
masking noise reduction algorithms with an instrumental measure
that is based on the simulated auditory nerve response using a
computational model. It was shown that the groups of intelligible
and unintelligible sentences for both groups of listeners had distinct
distributions of NSIM values. The mean NSIM score differed sig-705
nificantly for the pooled data across noise reduction algorithms for
the intelligible and unintelligible sentences. While the mean scores
were different for both speech-in-noise conditions for the intelligible
sentences, the mean score of the unintelligible sentences was constant
suggesting that it is possible to determine a threshold where sentences710
with lower NSIM are most probably not intelligible. If such a
threshold could be derived for a larger set of noise reduction strategies
and testing conditions for NH and HI listeners, the development of
noise reduction strategies for the application in auditory prostheses
(i.e. hearing aids) would hugely benefit from the use of the NSIM-715
measure. In a first development phase, different strategies could be
evaluated with an auditory nerve model that could simulate a number
of degrees of hearing losses of HI listeners.
While the NSIM scores were found to show significant differences,
there was a fairly large spread of values around the means for720
correctly and incorrectly identified sentences (see Figs. 6 and 7).
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This may be due in large part to the fact that the perceptual scores
were based on complete identification of all words in a sentence,
whereas the NSIM measure rewards partial matches between the
neural representations of the test and reference sentences. A more725
sophisticated prediction scheme would be required to predict word
confusions and thus generate estimates of complete sentence recogni-
tion. In addition, there are a number of different neural-based speech
intelligibility predictors that could be explored as alternatives to the
NSIM measure [52, 53, 54, 55]730
The SI results obtained in HI listeners are in agreement with the
results obtained with NH listeners in [31] in terms of the better
SI provided by the soft mask with ideal parameter estimates and
robustness of the SI performance with respect to estimation errors in
the mask patterns. The soft-decision approach also outperformed the735
binary approach at very low SNRs. However, the SI was not close to
100 % with ideal parameter estimates suggesting that there is a limit
in the benefit that HI listeners can obtain with NR strategies. The
benefit appears to be dependent on the degree of hearing loss of the
subject. The distortions introduced by both NR algorithms decreased740
SI in HI listeners. It is not surprising that perfect SI cannot be restored
by the proposed NR algorithms because the pre-processing cannot
bypass the problems that accompany a sensorineural hearing loss such
as the previously mentioned reduced frequency resolution, reduced
masking release and limited use of temporal fine structure.745
The proposed mask patterns with the coarse spectral resolution of
22 Bark bands do not have the potential to restore perfect SI in HI
listeners. Note that the coarse spectral resolution is representative or
even higher than the spectral resolution for single channel NR pre-
processing in state-of-the-art hearing aids. In HI listeners, a binary750
mask algorithm provided better scores than obtained in this study
without the assumption of ideal parameter estimates [30]. However,
the chosen SNR for HI listeners in [30] was very high and it is unclear
what the limits of the processing are with ideal parameter estimates
and at very low SNRs. For HI listeners, a higher spectral resolution of755
the time-frequency masking could lead to better SI scores because NH
listeners benefited from an increased number of processing channels
[27]. However, increasing the frequency resolution of the algorithm
may not help if the HI listeners have impaired cochlear frequency
resolution.760
The result of the preference rating suggests that the NR applied in
HAs can be more aggressively tuned for HI listeners without influenc-
ing the perceived quality of the processed signal. HI listeners seem
to be less sensitive to distortions introduced by speech enhancement
strategies. The variation from NH to HI listeners is in agreement with765
former results obtained in CI [32, 49].
VII. CONCLUSION
In conclusion, the IBM and IWF NR approaches were not able
to restore perfect SI in HI listeners with the processing done on
a spectral resolution of 22 critical bands according to the Bark770
scale. However, the soft-decision approach of the WF outperformed
the binary approach of the BM in terms of SI with ideal and
perturbed parameter estimates. In terms of speech quality, there was
no preference for one of the NR algorithms. The further development
of NR strategies in HAs should focus on higher spectral resolutions775
for time-frequency masking and can be tuned more aggressively due
to the reduced sensitivity to distortions introduced by the processing.
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