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Abstract—We present concise, computationally efficient for-
mulas for several quantities of interest—including absorbed and
scattered power, optical force (radiation pressure), and torque—
in scattering calculations performed using the boundary-element
method (BEM) [also known as the method of moments (MOM)].
Our formulas compute the quantities of interest directly from
the BEM surface currents with no need ever to compute the
scattered electromagnetic fields. We derive our new formulas
and demonstrate their effectiveness by computing power, force,
and torque in a number of example geometries. Free, open-
source software implementations of our formulas are available
for download online.
I. INTRODUCTION
This paper presents concise new formulas for the absorbed
and scattered power, force (radiation pressure), and torque
exerted on material bodies by incident fields. Our formulas,
which are derived in the context of the frequency-domain
boundary-element method [BEM, also known as the method
of moments (MOM)], express powers, forces, and torques
(PFTs) in terms of vector–matrix–vector products involving
the vectors of BEM surface-current coefficients and certain
sparse matrices describing basis-function overlaps. We present
the derivation of our formulas and apply them to a number of
example geometries.
The primary goal of electromagnetic scattering solvers is to
compute the electric and magnetic fields in a given material
geometry illuminated by given incident fields or sources.
However, in many cases we are less interested in the fields
themselves than in certain derived quantities obtained from
them. For example, in a scattering problem we may be more
interested in the total absorbed power or the total scattering
cross section than in the individual fields at particular points
in space [1], [2]. Similarly, for the problem of a mesoscopic
structure [3], [4] or nanoparticle [5]–[7] illuminated by a laser,
we may seek the force or torque exerted on the particle by the
incident-field sources.
Of course, derived quantities such as power, force, and
torque may always be computed indirectly in any scattering
formalism by first computing the scattered fields and then post-
processing: powers and forces/torques are obtained respec-
tively by integrating the Poynting vector (PV) and the Maxwell
stress tensor (MST) over a bounding surface surrounding
the object in question, with values of the PV and MST at
each surface point computed using field components obtained
from the scattering solver. However, in practice the integration
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may be numerically badly behaved due to large cancellations
from different regions of the bounding surface, requiring
large numbers of cubature points to obtain accurate results.
Moreover, in scattering formalisms such as the BEM—where,
unlike other techniques such as the finite-difference and finite-
element methods, the fields are not computed directly as part
of the solution to the problem—each field evaluation required
to evaluate the PV or MST integrals by numerical cubature
costs extra work.
To date a variety a methods have been used to compute
PFTs for compact bodies. For bodies of highly symmetric
shapes such as spheres or cylinders, exact results are available
in analytical form (such as Mie theory for spheres) [8], [9], and
these closed-form solutions may be used to compute PFTs for
such bodies [10]–[13], or extended to the case of spheroidal
bodies [14]. For bodies small compared to the incident wave-
length (“Rayleigh particles”), PFTs may be computed using
quasistatic approximations [15]–[19], while in the opposite
regime (bodies large compared to the incident wavelength) the
geometrical-optics approximation is available [20]–[22]. Radi-
ation forces for nonspherical bodies have also been computed
using quasi-analytical approaches (numerical methods based
on analytical solutions for special geometries), including T-
matrix methods [23] and discrete dipole approximations [24],
Among fully numerical techniques, compact-object PFTs have
been computed using finite-difference time-domain (FDTD)
methods [3], [7], [25]–[27] and finite-element methods [28]–
[30].
BEM techniques have been used by several authors to
characterize local power absorption [31]–[34], and were used
in Ref. 35 to compute total cross sections for scattering and
absorption by a compact body. Ref. 4 employed a BEM
technique to investigate the force and torque on a mesoscopic
body illuminated by a laser beam, while Ref. 36 used the BEM
to compute radiation forces on two-dimensional structures.
In all of these BEM studies, the standard BEM approach
was applied to solve for surface currents, after which the
surface currents were used to compute scattered fields. The
total absorbed/scattered power [35] or force [4], [36] was
obtained by numerically evaluating a surface integral over the
body or over a bounding surface.
An alternative BEM approach to the computation of ab-
sorbed power was suggested by Ref. 37, which noted that
the power absorbed by a compact body may be obtained
directly from the surface currents, obviating the intermediate
step of computing scattered fields. (This observation seems to
have been mentioned as something of a passing curiosity in
Ref. 37; although the authors note that the absorption may be
computed directly from the surface currents, computational
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2details are omitted, and thereafter the authors revert to the
usual practice of obtaining absorption and other quantities via
the intermediate device of computing scattered fields.)
The objective of this paper is to extend the observation of
Ref. 37 by demonstrating that, in the BEM framework, powers,
forces, and torques (PFTs) may be computed directly from the
surface currents that are the primary output of the BEM solver.
This approach bypasses unwieldy numerical cubatures of the
PV and MST, yielding concise formulas expressing PFTs in
terms of vector–matrix–vector products (VMVPs). The vectors
that enter these expressions are just the RHS vector and the
solution vector of the linear BEM system, while the matrices
describe various overlaps of the surface-current basis functions
and have the virtue of being highly sparse for localized basis
functions (including the commonly used Rao-Wilton-Glisson
(RWG) functions [38]). The upshot is that we can compute
PFTs immediately upon assembling and solving the linear
BEM system, with no need ever to compute a scattered field.
In addition to the theoretical compactness and practical
convenience of our formulas, their computational impact is
to render essentially negligible the cost of evaluating PFTs
beyond the base cost of solving the linear BEM system.
More specifically, for a BEM scattering problem with surface
currents expanded in a basis of N localized functions (such
as RWG functions), our PFT algorithms entail computational
cost scaling like O(N) with a small constant prefactor once the
linear BEM system has been solved. Of course, in geometries
involving only a single body—or multiple bodies in which
we require only aggregate PFTs for the collection of all
bodies—PFTs may generally be computed in O(N) time
by evaluating numerical cubatures of the PV or MST over
distant bounding surfaces. In this case, the distance of the
bounding surface enables the use of numerical cubature with
a number of evaluation points that is independent of the
fineness of the mesh discretization; the computational cost
would then be just that of evaluating the scattered fields at
each cubature point, an O(N) procedure in BEM. However,
in cases involving closely-spaced bodies in which we require
individual PFTs for each body—such as the two closely-
spaced nanoparticles of Figure 3—numerical cubature of the
PV or MST over a bounding surface surrounding just one body
would presumably require large numbers of cubature points in
the region between the two bodies, and indeed the number of
cubature points may grow as the mesh is refined, which would
increase the computational cost scaling to O(N2). Moreover,
asymptotic considerations aside, in practice the computation
of PFTs via surface integration of the PV or MST entails
the cumbersome steps of defining a bounding surface and
implementing a multidimensional numerical cubature with an
unwieldy integrand. These complications are entirely bypassed
by the concise VMVP formulas we present here.
Our VMVP formulas for PFTs are closely related to cer-
tain determinant and trace formulas for Casimir forces and
radiative heat-transfer rates arising in the “fluctuating-surface-
current” (FSC) approach to fluctuation phenomena [39]–[41].
The FSC approach addresses problems involving thermal and
quantum-mechanical fluctuations in the electromagnetic field;
the present paper may be viewed as an exploration of the
applications of FSC ideas to classical scattering calculations.
The remainder of this paper is organized as follows. In
Section II we derive VMVP formulas for the power absorbed
by and scattered from objects irradiated by external fields.
In Section III we derive VMVP formulas for the force and
torque exerted on objects by external fields. In Section IV,
we first validate our formulas by using them to reproduce
known results for spheres, where Mie theory may be used to
compute PFTs analytically. Then we illustrate the usefulness
of our formulas by applying them to bodies of complicated
shapes for which other methods of computing PFTs would
be unwieldy. Our conclusions are presented in Section V.
Appendix A presents an alternative physical interpretation of
the power formulas derived in Section II, which has the added
benefit of leading to an alternative VMVP formula for the
scattered power.
The formulas derived in Sections II and III involve matrices
whose entries are overlap integrals involving the basis func-
tions used to represent surface currents in the BEM solver.
These formulas are fully general, in the sense that they refer
to no specific choice of basis functions. In Appendix B, we
specialize to the particular choice of RWG basis functions [38]
and present explicit formulas for the elements of the power,
force, and torque matrices in this case.
II. ABSORBED, SCATTERED, AND TOTAL POWER
A. Preliminaries; Notation
We consider a scattering geometry consisting of a compact
material body O—possibly in the presence of other compact
or extended material bodies—illuminated by known incident
fields. The object(s) may be embedded in a dielectric medium,
but if so we assume this medium to be lossless. Let ∂O be
the surface of O and nˆ(x) the outward-pointing normal vector
at a point x on ∂O. We work in the frequency domain with
all fields and currents understood to have time dependence
∝ e−iωt.
In BEM formulations for dielectric scatterers—such as the
PMCHW [42] or N-Mu¨ller [43] formulations—the quantities
of immediate interest are the electric and magnetic surface
currents K(x) and N(x), which are defined, for points x
on the surfaces of material bodies, in terms of the tangential
components of the total magnetic and electric fields:
K(x) ≡ nˆ(x)×H(x), N(x) ≡ −nˆ(x)×E(x). (1)
For numerical computations, K and N are approximated as
expansions in some discrete set of tangential-vector-valued
basis functions {bα} defined on the object surfaces:
K(x) ≈
∑
α
kαbα(x), N(x) ≈
∑
α
nαbα(x) (2)
One commonly chosen set of basis functions are the RWG
functions [38], and later in this paper we will present specific
results and formulas for RWG basis functions, but the tech-
niques we introduce here are not restricted to any particular
choice of surface-current expansion functions.
To find the surface currents induced by given incident fields
{Einc,Hinc}, the {kα, nα} coefficients are obtained by solving
3a linear system of the form(
MEE MEM
MME MMM
)(
k
n
)
= −
(
vE
vH
)
(3)
where the elements of the RHS vector involve the incident
fields; for example, in the PMCHW formulation the RHS
elements are just the inner products of the incident fields with
the basis functions:
vEα =
∫
supbα
b∗α(x) ·Einc(x) dx
≡ 〈bα,Einc〉 (4a)
and similarly
vHα =
〈
bα,H
inc〉. (4b)
For convenience in what follows we will write equation (3)
in the form
Mc = −v (5)
with
c =
(
k
n
)
v =
(
vE
vH
)
.
PEC bodies. The preceding discussion applies to the case of
dielectric bodies. For perfectly electrically conducting (PEC)
bodies, formulations such as the electric-field integral equation
(EFIE) [44] involve equations similar to the above but with
only electric surface-current unknowns; the magnetic surface
current N vanishes in this case. All formulas given in this
paper apply equally well to PEC bodies and may be used
as-is by simply setting to zero all magnetic surface-current
unknowns and all magnetic RHS vector elements, nα = vHα =
0 for all α.
B. Absorbed Power
The power flowing into the body is the integral of the
inward-directed normal component of the total Poynting vector
over its surface:
P abs = −
∫
∂O
Ptot(x) · nˆ(x) dA (6)
where the minus sign arises because by convention we define
nˆ to be the outward-directed surface normal.
At a point x on ∂O, the (outward-directed) normal compo-
nent of the total Poynting vector is
Ptot(x) · nˆ(x) = 1
2
Re
{
nˆ(x) ·
[
Etot∗(x)×Htot(x)
]}
(7)
Using the fact that |nˆ| = 1, we may rewrite this in the form
(temporarily suppressing x arguments)
= −1
2
Re
{(
nˆ×Htot∗) · (nˆ× (− nˆ×Etot))}.
But the quantities in parentheses here are just the effective
electric and magnetic surface currents (1), so we find simply
Ptot(x) · nˆ(x) = −1
2
Re
{
K∗ ·
[
nˆ×N
]}
. (8)
[As noted in the Introduction, this approach was anticipated
by Ref. 37; equation (8) is equivalent to equation (10) in that
work.] Inserting (8) into (6), we have
P abs =
1
2
Re
∫
∂O
{
K∗(x) ·
[
nˆ×N(x)
]}
dx.
Now inserting the surface-current expansions (2), we find
=
1
2
Re
∑
αβ
k∗αnβ
∫
f∗α(x) ·
[
nˆ× fβ(x)
]
dx
=
1
2
Re
∑
αβ
k∗αO
(×)
αβ nβ (9)
where the sum is over all basis functions defined on the surface
of O, and where we have introduced the “crossed overlap
matrix,” O(×), whose elements describe a certain type of
overlap between basis functions:
O
(×)
αβ =
∫
f∗α(x) ·
[
nˆ× fβ(x)
]
dx.
If we work with a basis of localized functions, then this matrix
is sparse; for RWG basis functions, it contains precisely 4
nonzero entries per row, which may be computed in closed
form (Appendix B).
For PEC bodies we have nβ = 0 for all β and equation (9)
vanishes, corresponding to the inability of a perfect conductor
to absorb power from incident-field sources.
If we denote the surface-current vector in (3) by c =
(
k
n
)
,
then (9) takes the form
P abs =
1
4
c†OPc (10)
where OP, the “power overlap matrix,” has the block form
OP =
(
0 O(×)
−O(×) 0
)
. (11)
(The minus sign in the lower-left matrix block arises because
O
(×)
βα = −O(×)αβ .) Because (for localized basis functions) OP is
sparse, the memory and CPU-time cost of evaluating equation
(11) scales like O(N), where N is the number of basis
functions.
Equation (10) gives the the total net power flow through
the surface ∂O. If object O is a solid body, this is just the
total power absorbed in O. If O contains one or more nested
inclusions, then (10) gives the total power absorbed by O and
all bodies contained within it. In this case, the power absorbed
by the individual subobjects may be computed by applying
(10) to the subsurfaces bounding those objects.
Although we have here derived (10) by considering the
surface integral of the Poynting flux, it is possible to arrive
at the same formula from alternative physical considerations
emphasizing the work done by fields on currents. This com-
plementary viewpoint is presented in Appendix A.
4C. Scattered Power
The power scattered from O is the integral of the outward-
directed normal component of the scattered Poynting vector
over ∂O:
P scat = +
∫
∂O
Pscat(x) · nˆ(x) dA (12)
where the scattered Poynting vector is the Poynting vector
as computed using only the scattered fields. In analogy to
equation (8), we write
Pscat(x) · nˆ(x) = 1
2
Re
{
nˆ(x) ·
[
Escat∗(x)×Hscat(x)
]}
Noting that scattered fields are the differences between total
and incident fields and again suppressing x arguments, we find
=
1
2
Re
{
nˆ ·
[(
Etot∗ −Einc∗)× (Htot −Hinc)]}
which we write as a sum of three terms:
= Ptot · nˆ (13a)
+
1
2
Re
{
nˆ ·
[
Einc∗ ×Hinc
]}
(13b)
− 1
2
Re
{
nˆ ·
[
Einc∗ ×Htot
]
+ nˆ ·
[
Etot∗ ×Hinc
]}
.
(13c)
a) First term: The first term here (13a) is the normal
component of the total Poynting vector, as considered in the
previous section; the surface integral of this term yields −P abs.
b) Second term: The second term (13b) is the normal
Poynting flux due to the incident field sources alone. The
surface integral of this term over ∂O yields the net power
delivered by the incident field to the volume inside ∂O in
the absence of O (and any other material bodies that may be
present in the scattering problem). But, assuming the ambient
medium is lossless, in the absence of O there is nowhere for
this power to go; any power that flows into ∂O must flow
back out, because there is nothing to absorb it. Hence this
term vanishes.
c) Third Term: The third term (13c) is
− 1
2
Re
{
nˆ ·
[
Einc∗ ×Htot
]
+ nˆ ·
[
Etot∗ ×Hinc
]}
= +
1
2
Re
{
Einc∗ ·
[
nˆ×Htot
]
+ Hinc∗ ·
[
− nˆ×Etot
]}
= +
1
2
Re
{
Einc∗ ·K + Hinc∗ ·N
}
Insert the surface-current expansions (2):
= +
1
2
Re
∑
α
{
kαE
inc∗ · fα + nαHinc∗ · fα
}
The surface integral of this is∫
S
{} = 1
2
Re
∑
α
{
kα
[ ∫
Einc∗(x) · f(x)dx
]
︸ ︷︷ ︸
vE∗α
+ nα
[ ∫
Hinc∗(x) · f(x)dx
]
︸ ︷︷ ︸
vH∗α
}
=
1
2
Re
∑
α
[
vE∗α kα + v
H∗
α nα
]
where {vEα, vHα} are the elements of the RHS vector of the
BEM system (4).
Combining the three terms of (13), the scattered power from
a compact object is
P scat = −P abs + 1
2
Re v†c (14)
where c and v are respectively the vector of surface-current
expansion coefficients and the RHS vector in (3). For PEC
bodies, the first term in (14) vanishes (as discussed above)
but the second term does not. For PEC and non-PEC bodies
alike, equation (14), like equation (10), has computational cost
scaling like O(N).
In cases where scattering is small compared to absorption,
equation (14) may yield inaccurate results for finite mesh
discretizations; indeed, if P scat  P abs then there is a
large cancellation error in (14), making the expression ill-
conditioned [45] and amplifying numerical errors. In such
cases, the alternative physical picture discussed in Appendix
A leads to an alternative VMVP expression for the scattered
power [equation (32)] which avoids this difficulty at the cost
of increased computational expense.
D. Total Power
The sum of the absorbed and scattered powers is the total
power removed from the incident field (sometimes known as
the extinction). From (14) we see that this is simply
P tot = P scat + P abs =
1
2
Re v†c. (15)
We might alternatively rewrite (15) by substituting for v using
(5):
P tot = −1
2
Re c†Mc (16)
where M is the full BEM matrix. Because (in the PMCHW
formulation) M is known to be negative semidefinite [41],
the RHS of equation (16) is guaranteed to be nonnegative, as
expected on physical grounds.
E. Relation to the optical theorem
Equation (15) may be understood in another way by appeal-
ing to the optical theorem. The amplitude for scattering into a
given direction with a given polarization may be obtained [46]
5by projecting the surface currents onto the fields of a plane
wave traveling in that direction with that polarization:
F (kˆ) =
iZk
4pi
∮
∂O
{EPW∗ ·K + HPW∗ ·N} dA (17)
Here {E,H}PW = {E0, kˆ × E0/Z}eik·x are the fields of a
plane wave with polarization vector E0 and propagation vector
k, Z and k = ω/c are the impedance and wavenumber in the
exterior medium, kˆ = k/k, and F (kˆ) is defined such that the
E0-polarized component of the scattered field asymptotically
approaches Escat(x) → E0 eikrr F (kˆ). Inserting the surface-
current expansions (2) and proceeding as above, we have
F (kˆ) =
iZk
4pi
vPW†c (18)
where vPW is the vector of projections of {E,H}PW onto
the basis functions, similar to (4). For a plane-wave incident
field, the forward scattering amplitude is obtained by taking
the fields in (17) to be the same as the incident fields,
{E,H}PW = {E,H}inc, in which case v in (18) becomes just
the RHS vector in (3),
F
(
kˆ = kˆinc
)
=
iZk
4pi
v†c.
On the other hand, the optical theorem [46] relates the forward
scattering amplitude to the total power removed from a unit-
strength plane wave according to
Ptot =
2pi
kZ
Im
[
F
(
kˆ = kˆinc
)]
.
Inserting (18), this reads
=
1
2
Im
[
iv†c
]
=
1
2
Re v†c
in agreement with (15).
In passing, we note that equation (18) provides an O(N)
algorithm for computing the scattering amplitude in arbitrary
directions: One simply constructs the RHS vector correspond-
ing to an incident plane wave of the desired direction and
polarization, then computes the dot product of this vector
with the surface-current vector to obtain the amplitude for
scattering in that direction with that polarization. Of course,
since the scattering amplitude involves only far fields, it may
be computed numerically in O(N) time using standard BEM
techniques, so here our method does not offer a significant
computational advantage over existing techniques.
III. FORCE AND TORQUE
A. Force
The time-average force on O is obtained by integrating the
Maxwell stress tensor over S:
F =
1
2
Re
∫
S
T(x+) · nˆ(x) dA (19)
where x lies on S , nˆ is the outward-pointing surface normal
at x, and the stress tensor T is evaluated at a point lying just
outside the body at x,
x+ = lim
η→0
(
x + ηnˆ(x)
)
.
The components of T are
Tij = E
∗
i Ej + µH
∗
i Hj −
δij
2
[
|E|2 + µ|H|2
]
where , µ are the material properties of the exterior medium in
which the object is embedded, which we assume to be lossless.
The i component of the integrand of (19) is (with the
convention that we sum over repeated indices)
Tij nˆj = E
∗
i
[
E · nˆ]+µH∗i [H · nˆ]− nˆi2 [|E|2+µ|H|2] (20)
In analogy to equation (8), we would now like to rewrite
(20) in terms of the surface currents K and N; however,
whereas Poynting-vector calculations involve only tangential
field components, equation (20) requires knowledge of the
normal field components, which (for points infinitesimally
outside the body) are related to the surface currents according
to
E · nˆ = ∇ ·K
iω
, H · nˆ = ∇ ·N
iωµ
.
Using these relations and equations (1), we may write (20) in
terms of the surface currents:
Tij nˆj (21)
=
1
iω
{(
nˆ×N∗)
i
(∇ ·K)− (nˆ×K∗)
i
(∇ ·N)
}
− nˆi
2
{
µ
[
|K|2 − |∇ ·K|
2
k2
]
+ 
[
|N|2 − |∇ ·N|
2
k2
]}
.
Now insert the expansions (2):
=
1
2
∑
αβ
{
− µ
[
nˆib
∗
α · bβ −
1
k2
nˆi
(∇ · bα)∗(∇ · bβ)]k∗αkβ
− 2
iω
[(
nˆ× b∗α
)
i
(∇ · bβ)]k∗αnβ
+
2
iω
[(
nˆ× b∗α
)
i
(∇ · bβ)]n∗αkβ
− 
[
nˆib
∗
α · bβ −
1
k2
nˆi
(∇ · bα)∗(∇ · bβ)]n∗αnβ}.
Finally, inserting into (19) and evaluating the surface integrals
over basis functions yields a bilinear product expression,
analogous to (10), for the i-directed force on the object:
Fi =
1
2
Re
∫
Tij nˆjdA =
1
4
Re c†OiFc (22)
where the entries of the matrix OiF describe various types of
overlap integrals between the basis functions:
OiFαβ (23)
=
 −µ
[
O•iFαβ − 1k2O∇∇iFαβ
]
− 2iωO×∇iFαβ
2
iωO
×∇
iFαβ −
[
O•iFαβ − 1k2O∇∇iFαβ
]

6where the overlap integrals are
O•iFαβ ≡
∫
nˆi(x)b
∗
α(x) · bβ(x)dx
O∇∇iFαβ ≡
∫
nˆi(x)
[∇ · b∗α(x)][∇ · bβ(x)]dx
O×∇iFαβ ≡
∫ [
nˆ(x)× b∗α(x)
]
i
[∇ · bβ(x)]dx.
As was true for the power formulas (10), (14), and (15), if we
work in a basis of N localized functions then the matrix (23)
is sparse and the cost of evaluating (22) scales like O(N).
B. Torque
The time-average torque on O is
T = 1
2
Re
∫
S
[
(x− x0)×T(x+)
]
nˆ(x) dA
or, in componentwise notation,
Ti = 1
2
Re
∫
S
εijk(x− x0)jTk`(x+)n`(x) dA (24)
where x0 is the origin about which we figure the torque and
ε is the Levi-Civita symbol. A calculation analogous to the
above yields an expression analogous to (22) for the torque:
Ti = 1
4
Re c†OiTc (25)
where elements of the torque overlap matrix OiT have the
structure
OiTαβ (26)
=
 −µ
[
O•iTαβ − 1k2O∇∇iTαβ
]
− 2iωO×∇iTαβ
2
iωO
×∇
iTαβ −
[
O•iTαβ − 1k2O∇∇iTαβ
]

with a modified set of overlap integrals:
O•iTαβ ≡
∫ [(
x− x0
)× nˆ(x)]
i
b∗α(x) · bβ(x)dx
O∇∇iTαβ ≡
∫ [(
x− x0
)× nˆ(x)]
i
[∇ · b∗α(x)][∇ · bβ(x)]dx
O×∇iTαβ ≡
∫ {(
x− x0
)× [nˆ(x)× b∗α(x)]}
i
[∇ · bβ(x)]dx.
Again, if we work in a basis of N localized functions then
the matrix (26) is sparse and the cost of evaluating (25) scales
like O(N).
IV. COMPUTATIONAL EXAMPLES
A. Energy and Momentum Transfer in Mie Scattering
We first validate our new formulas by using them to
reproduce well-known results for a dielectric sphere irradiated
by a plane wave (Mie scattering). Analytical formulas for the
absorbed power, scattered power, and force (radiation pressure)
in this case may be found in standard textbooks [8].
Figure 1 plots the efficiencies of scattering, absorption,
and z-directed force on a spherical nanoparticle of radius
R = 1µm, irradiated by a linearly-polarized z-traveling plane
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Fig. 1. Absorption, scattering, and force efficiencies for a spherical gold
nanoparticle of radius R = 1µm irradiated by a linearly-polarized plane
wave. (Efficiencies are cross sections normalized by the geometric cross
section, Q = σ
piR2
. The absorption and scattering cross sections are the total
absorbed and scattered power normalized by the incident power flux. The
force cross section is the force normalized by the incident momentum flux.)
Solid and dashed lines are the results of Mie theory. Squares (circles) are the
results of calculations using the method proposed in this paper for a sphere
discretized into N = 226 (N = 790) flat triangular panels with surface
currents described by RWG basis functions. The inset shows the N = 226
surface mesh.
wave with electric field Einc(x, t) = E0xˆei(kz−ωt). The
nanoparticle is composed of gold, modeled as a lossy dielectric
with frequency-dependent permittivity
gold = 0
(
1− ω
2
p
ω(ω + iγ)
)
(27)
with {ωp, γ} = {1.37 · 1016, 5.32 · 1013} rad / sec. Solid lines
indicate the results of Mie theory [8], while squares (circles)
indicate data points obtained using the method proposed in
this paper using RWG basis functions for a sphere discretized
into N=226 (N=790) trianglular panels. (The figure inset
shows the N=226 mesh.) The absorption and scattering cross
sections σabs,scat are obtained by dividing the total absorbed
and scattered power by the incident power flux, σabs,scat =
P abs,scat/P inc, where P inc = |E0|
2
2Z0
for a plane wave in vacuum
and P abs,scat are computed using equations (10) and (14).
The force cross section is obtained by dividing the total z-
directed force on the particle by the incident momentum flux,
σforce = Fz/F
inc, where Fz is computed using equation (22)
and F inc = |E0|
2
2Z0c
for a plane wave in vacuum. Efficiencies
Qabs,scat,force are obtained from cross sections σabs,scat,force by
dividing by the geometrical cross section presented by the
particle, Q = σ/(piR2).
On the scale of this graph, errors due to finite mesh sizes
are discernible only at the highest and lowest frequencies. The
former are just the usual finite-mesh inaccuracies that arise in
all BEM schemes when the wavelength of light is comparable
to or smaller than the panel sizes. On the other hand, finite-
mesh errors at low frequencies in quantities such as the
force arise because the stress-tensor integral over the body
7surface implicit in the VMVP formula (22) exhibits, at low
frequencies, large cancellations from different regions of the
body surface that require fine meshing to resolve accurately.
There is of course no torque on a homogeneous spherical
body irradiated by a plane wave. However, a nonzero torque
may develop when the incident field is a finite-width laser
beam whose center is displaced from the sphere center, and
this situation may be studied numerically using a generalized
Mie technique that allows arbitrary incident fields [47], with
the torque computed by integrating the Maxwell stress tensor
over a bounding surface. We have confirmed that the results
of this procedure agree with results predicted by our formula
(25) for the torque on a homogeneous sphere irradiated by an
off-center laser beam.
B. Force and Torque on a Chiral Nanoparticle in a Circularly-
Polarized Field
We next consider a chiral nanoparticle illuminated by a
circularly-polarized plane wave. The particle is depicted in
the inset of Figure 2(a); it is constructed from two quarter-
length sections of a torus of {inner, outer} radii {R, 5R} (here
R = 1µm) with one section rotated through pi degrees and
both ends capped with hemispherical endcaps. The particle
is composed of gold with permittivity given by equation
(27). The particle is illuminated from below by a plane wave
traveling in the positive zˆ direction and either left- or right-
circular polarization, i.e. we have
Einc(x, t) = E0(xˆ± iyˆ)ei(kz−ωt)
with k = ω/c and E0 = 1 V/m. Figures 2(a) and 2(b) respec-
tively plot the force and torque on the particle as a function
of frequency for both right-circularly polarized incident fields
(blue circles) and left-circularly polarized incident fields (red
squares). The force on the particle is the same for the two
incident polarizations, while the torque changes sign when the
incident polarization is reversed.
C. Frequency-Dependent Direction of Rotation on a Pair of
Chiral Nanoparticles in a Linearly-Polarized Field
In the previous two examples—which involved isolated
nanoparticles—the PFTs could in principle have been com-
puted by the standard technique of integrating the PV or
MST over a distant bounding surface surrounding the object,
in which case the computation would involve only far fields
and could have been performed without great difficulty using
existing methods.
The method we propose in this paper really comes into its
own for geometries involving two or more closely separated
bodies for which we wish separately to resolve the PFTs.
In such cases, any bounding surface surrounding only one
of the bodies in question must unavoidably lie close to both
bodies, and the stress-tensor integral over that surface will be
particularly cumbersome, whereas the technique proposed in
this paper is straightforward. An example of such a geometry
is provided by pairing the chiral gold nanoparticle of the
previous section with a partner gold nanoparticle of opposite
chirality, separated by a surface-surface separation d = 1µm
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Fig. 2. z-directed force (a) and torque (b) on a chiral gold nanoparticle
illuminated from below by a plane wave traveling in the positive z direction
with left circular polarization (red data points) or right circular polarization
(blue data points). The force is the same for the two incident polarizations,
while the torque changes sign when the incident polarization is reversed.
(equal to the inner particle radius), and irradating the pair
from below with a linearly, not circularly, polarized plane
wave, Einc(x, t) = E0xˆei(kz−ωt). Figure 3 plots the torque
on each particle, with the blue (red) data points corresponding
to the lower (upper) particle. Now not only the magnitudes
but also the signs of the torques on the two particles are
frequency-dependent, with the particles either co-rotating,
counter-rotating, or not rotating depending on the frequency.
V. SUMMARY AND OUTLOOK
In this paper we derived concise and computationally effi-
cient new formulas for the power, force, and torque on material
bodies in classical scattering problems. These formulas may be
viewed as the classical analogues of the “fluctuating-surface-
current” formulas for Casimir forces and other fluctuation
phenomena [39]–[41], and they may be derived and under-
stood on the basis of at least two complementary physical
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Fig. 3. z-directed torque on the lower (blue data points) and upper (red data
points) members of a pair of chiral gold nanoparticles with opposite chirality
separated by a surface–surface separation equal to the inner radius of the
particle. The particle pair is illuminated from below by a linearly-polarized
plane wave traveling in the positive z direction. Now not only the magnitudes
but also the signs of the torques on both particles are frequency dependent,
with counter-rotating and co-rotating frequency regimes.
pictures. We validated our new formulas by confirming that
they reproduce analytical results for spheres, then used them
to compute optical forces and torques in complex geometries
that would be inconvenient to address using other methods.
In Section II we noted that our formula (16) for the total
power had the advantage of manifest non-negativity, which
follows from the negative semidefiniteness of the BEM matrix
M [41]. A similar statement holds for the alternative [O(N2)]
scattered power formula, equation (32). However, at present
we are unaware of any demonstration that our our O(N)
formulas (10) and (14) share this manifest non-negativity
property. It would be of interest to prove that these expressions
for non-negative physical quantities are in fact provably non-
negative—or to derive alternative O(N) expressions that are.
In closing, we emphasize that all formulas derived in this
paper are implemented in SCUFF-EM, a free, open-source soft-
ware implementation of the BEM in the EFIE and PMCHW
formulations [48].
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APPENDIX A
EQUIVALENCE-PRINCIPLE INTERPRETATION OF POWER
FORMULAS
Equations (10) and (15) for the absorbed and total power
were derived in Section II by integrating the Poynting vector
over a bounding surface to compute energy flow into and out
of a spatial volume. It is interesting to note that precisely the
same formulas may be derived on the basis of an alternative
picture in which the principle of equivalence [9], [49] is
invoked to eliminate the material body, with questions of
energy transfer recast as questions of work done on currents
by fields or vice versa (work done on fields by currents).
In addition to providing an appealing physical picture that
complements the viewpoint of Section II, this approach has
the advantage of furnishing a new VMVP formula for the
scattered power which, though less computationally efficient
than equation (14), avoids the numerical inaccuracies that
befall that formula in cases where the extinction is dominated
by absorption.
[Similar procedures for computing absorbed or scattered
powers by evaluating the work done on currents by fields—or
vice versa—were recently employed in Ref. 50 in the context
of cloaking bandwidth studies. A distinction is that, whereas
there the currents were physical volume currents on which
the work done has immediate physical relevance, here the
currents are effective—that is, fictitious—surface currents. This
renders the corresponding physical interpretation somewhat
more subtle, although the mathematical equivalence between
the calculated work and the physical power is no less exact
here than there.]
For simplicity we consider the case of a single compact
homogeneous material body embedded in a homogeneous
exterior medium and irradiated by an incident field whose
sources lie in the exterior medium. A standard approach to
formulating surface-integral equations is to solve for surface
currents by demanding that the scattered fields they radiate
satisfy the boundary conditions at all media interfaces [42].
The equivalence-principle approach (see, for instance, Figure
3-9[b] of Ref. 9) traverses an alternative logical sequence to
arrive at the same surface-integral equations. In this picture, (a)
the material object is absent, and hence all space is permeated
simply by vacuum; (b) a distribution of electric and magnetic
currents, created and sustained by unspecified means, exists
throughout the two-dimensional region of space that would be
occupied by the object surface if it were present (we will refer
to this region as the “object surface” even though no object
is present) and flows tangentially to that surface. (c) The total
electromagnetic field everywhere in space is the sum of the
incident field plus the field radiated by these currents (the
“scattered” field). The scattered field at any point—including
points in the interior of the region that would be occupied
by the object if it were present (the “object volume”)—is
computed by convolving the surface-current distribution with
the dyadic Green’s functions (DGFs) for the exterior medium.
(d) The total fields computed in this way turn out to yield (i)
exactly zero for points inside the object volume, (ii) exactly
the correct total fields for points outside the object volume,
(iii) exactly one-half the correct total fields for points on the
object surface [49].
In this picture, there is no absorbing medium anywhere in
space, so there can be no volume power absorption. Instead,
the absorbed, total, and scattered power are computed by
considering the work done on the surface currents by the fields,
9to wit:
• the absorbed power is equal to the work done on the
surface currents by the total fields:
P abs =
1
2
Re
∮
∂O
{
K∗(x) ·Etot(x)+N∗(x) ·Htot(x)
}
dx
(28)
• the total power (extinction) is equal to the work done on
the surface currents by the incident fields:
P tot =
1
2
Re
∮
∂O
{
K∗(x) ·Einc(x)+N∗(x) ·Hinc(x)
}
dx
(29)
• the scattered power is equal to the work done by the
surface currents (or by the unspecified mechanism which
sustains them) on the scattered fields:
P scat = −1
2
Re
∮
∂O
{
K∗(x) ·Escat(x)
+ N∗(x) ·Hscat(x)
}
dx. (30)
(The minus sign arises because we are considering work
done by currents on fields, not the other way around as
usual).
Inserting equations (2) and (4) into equations (28) and (29)
and evaluating the integrals over basis functions immediately
recovers equations (10) and (15).
On the other hand, the VMVP formula that arises from (30)
differs from the VMVP formula (14) for the scattered power.
To see this, note that the scattered fields on the object surface
are obtained by convolving the surface currents with the DGFs
for the exterior medium:(
Escat
Hscat
)
= +
1
2
(
ΓEEext Γ
EM
ext
ΓMEext Γ
MM
ext
)
?
(
K
N
)
(31)
Here e.g. ΓEMext(x,x
′) represents the electric field at a point x
due to a unit-strength pointlike source of magnetic current at
x′ (the “ext” designation indicates that these are the DGFs of
the exterior medium), ? denotes convolution, and the factor
of 12 arises because we are evaluating the fields on the body
surface [49]. Inserting (31) into (30), we have
P scat = −1
4
Re
∮
∂O
(
K
N
)†
Γext ?
(
K
N
)
dx
where Γext is the 6×6 DGF that enters equation (31). Finally,
inserting the surface-current expansions (2) and evaluating the
integrals over basis functions yields a VMVP expression for
the scattered power:
P scat = −1
4
Re c†Mextc (32)
where, as in Section II, c is the vector of surface-current
expansion coefficients and the elements of the matrix Mext
are the interactions of the basis functions mediated by Γext:
Mext,αβ =
(
M EEext,αβ M
EM
ext,αβ
MMEext,αβ M
MM
ext,αβ
)
(33)
with
Mpqext,αβ =
〈
bα,Γ
pq
ext ? bβ
〉
(34)
for p, q ∈{E,M}. Like equation (16), equation (32) has the
advantage of being a manifestly nonnegative expression for
the physically nonnegative scattered power; again this follows
from the negative semidefiniteness of the matrix Mext [41].
Computing the elements (34) entails no additional work
beyond what is necessary to assemble the BEM system;
indeed, the matrix M in equation (3) is (in the PMCHW
formulation) just the sum of Mext plus its counterpart matrix
involving the interactions of the basis functions mediated by
the DGFs of the medium interior to the scattering object,
M = Mext + Mint (35)
where Mint is computed as in (33-34) with the replacement
Γext → Γint. Hence the work of computing the matrix in (32).
is already done as soon as we have assembled the BEM system
(3).
The VMVP formula for the scattered power derived in
Section II [equation (14)] obtains the scattered power as
the difference between the total power (extinction) and the
absorbed power. In cases where the total power is dominated
by absorption—such as for the gold sphere of Figure 1 at
low frequencies—this amounts to computing a small number
as the difference between two nearby large numbers and
hence invites numerical inaccuracy. Equation (32) provides an
alternative VMVP formula for the scattered power that avoids
this difficulty. The drawback is that the matrix in (34) is dense,
so the cost of evaluating (32) scales like O(N2) instead of the
O(N) scaling of (14).
By combining equations (16), (32), and (35), we obtain an
alternative VMVP formula for the absorbed power:
P abs = P tot − P scat
= −1
4
c†v − 1
4
Re c†
[
M−Mext
]
c
= −1
4
Re c†
[
v + Mintc
]
. (36)
Equation (36) complements (10) in the same way that Equation
(32) complements (14): It is an O(N2) formula for which
the matrix elements are already computed by the usual BEM
assembly process and hence require no additional work to
calculate. However, because (10) does not suffer from the
numerical instabilities that can afflict (14), we are unaware
of any situation in which the use of (36) over (10) is worth
the added computational cost.
APPENDIX B
OVERLAP INTEGRALS FOR RWG BASIS FUNCTIONS
In the main text we defined various types of overlap
integrals involving pairs of basis functions. Here we present
closed-form expressions for these integrals for the particular
choice of RWG basis functions [38].
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Fig. 4. Notation for calculation of overlap integrals between RWG basis
functions. P is a panel on which two RWG basis functions bα,bβ are
nonvanishing.Qα andQβ are the current source/sink vertices of the two basis
functions. Note that the diagonal elements of the overlap matrices involve the
case bα = bβ and hence Qα = Qβ .
The overlap integrals are
O×αβ =
∫
bα ·
[
nˆ× bβ(x)
]
dx
O•iFαβ ≡
∫
nˆi(x)b
∗
α(x) · bβ(x)dx
O∇∇iFαβ ≡
∫
nˆi(x)
[∇ · b∗α(x)][∇ · bβ(x)]dx
O×∇iFαβ ≡
∫ [
nˆ(x)× b∗α(x)
]
i
[∇ · bβ(x)]dx
O•iTαβ ≡
∫ [(
x− x0
)× nˆ(x)]
i
b∗α(x) · bβ(x)dx
O∇∇iTαβ ≡
∫ [(
x− x0
)× nˆ(x)]
i
[∇ · b∗α(x)][∇ · bβ(x)]dx
O×∇iTαβ ≡
∫ {(
x− x0
)× [nˆ(x)× b∗α(x)]}
i
[∇ · bβ(x)]dx
where the integrations are over sup bα ∩ sup bβ . Each RWG
basis function is supported on a pair of flat triangular panels,
and the overlap integrals have the structure
Oαβ =
∑
P
σασβlαlβ
2A
OP (37)
where the sum is over panels P common to the supports of bα
and bβ (there may be 0, 1, or 2 such panels), A is the panel
area, σα,β = ± according as P is the positive or negative
panel for basis function bα,β , and lα,β is the length of the
edge associated with bα,β . In what follows we give formulas
for just the single-panel contributions OP .
If we fix the index α in (37), then the sum on the RHS
of that equation (a) receives nonvanishing contributions from
two panels if β = α, (b) receives nonvanishing contributions
from one panel if bβ (β 6= α) is one of the four RWG basis
functions that shares a common panel of support with bα, (c)
vanishes otherwise. Thus each of the O matrices has at most
NNZ = 5 nonzero entries per row. (O× has NNZ = 4 because
the diagonal matrix element vanishes in that case.) The force
and torque matrices defined by Equations (23) and (26) have
2NNZ nonzero entries per row.
Our notational conventions for computing OP are summa-
rized in Figure 4, which depicts a single panel P common
to the supports of two basis functions bα,bβ . Qα,β are the
source/sink vertices for the two basis functions. We parame-
terize points in P according to
x(u, v) = Qα + uL1 + vL2
in terms of which a general integral takes the form∫
P
I(x) dx = 2A
∫ 1
0
du
∫ u
0
dv I
(
x(u, v)
)
.
The values of the RWG basis functions at x are
bα(x) =
lα
2A
(
x−Qα
)
=
lα
2A
(
uL1 + vL2
)
bβ(x) =
lβ
2A
(
x−Qβ
)
=
lβ
2A
(
uL1 + vL2 + ∆Q)
with
∆Q = Qβ −Qα.
(Note that ∆Q = 0 for the case of diagonal matrix elements
α = β.)
In what follows, nˆ will denote the outward-pointing surface
normal to P , and for a general vector V we will use the
shorthand notation V˜ to indicate the result of the cross-product
with nˆ:
V˜ ≡ nˆ×V.
In principle, some of the results that follow could be simplified
by using the relation nˆ = ± 12A (L1 × L2) and noting that
∆Q may be expressed as a linear combination of L1 and L2;
however, such simplifications depend on the precise orientation
of the edges and are notationally cumbersome.
Power overlap integral
O×P =
∫ 1
0
du
∫ u
0
dv
[
uL1 + vL2
]
·
[
uL˜1 + vL˜2 + ∆˜Q
]
=
1
6
(2L1 + L2)× ∆˜Q. (38)
Force overlap integrals
O•iFP = nˆi
∫ 1
0
du
∫ u
0
dv
[
uL1 + vL2
]
·
[
uL1 + vL2 + ∆Q
]
= nˆi
[ |L1|2
4
+
L1 · L2
4
+
L1 ·∆Q
3
|L2|2
12
+
L2 ·∆Q
6
]
.
O∇∇iFP = 4nˆi
∫ 1
0
du
∫ u
0
dv
= 2nˆi
O×∇iFP = 2nˆ×
∫ 1
0
du
∫ u
0
dv
[
uL1 + vL2]
=
[2
3
L˜1 +
1
3
L˜2
]
i
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Torque overlap integrals
In what follows we will work in a coordinate system with
origin at x0, the point about which we figure the torque.
O•iTP = −
∫ 1
0
du
∫ u
0
dv
[
Q˜α + uL˜1 + vL˜2
]
i
{
[
uL1 + vL2
]
·
[
uL1 + vL2 + ∆Q
]}
= −
[
Q˜α
]
i
O•iTP
−
[
L˜1
]
i
{ |L1|2
5
+
L1 · L2
5
+
L1 ·∆Q
4
+
|L2|2
15
+
L2 ·∆Q
8
}
−
[
L˜2
]
i
{ |L1|2
10
+
2L1 · L2
15
+
L1 ·∆Q
8
+
|L2|2
20
+
L2 ·∆Q
12
}
O∇∇iTP = −4
∫ 1
0
du
∫ u
0
dv
[
Q˜α + uL˜1 + vL˜2
]
i
= −
[
2Q˜α +
4
3
L˜1 +
2
3
L˜2
]
i
O×∇iTP = 2
∫ 1
0
du
∫ u
0
dv
{[
Qα + uL1 + vL2
]
×
[
uL˜1 + vL˜2
]}
i
= nˆi
[ |L1|2
2
+
L1 · L2
2
+
|L2|2
6
]
+
1
3
[
Qα ×
(
2L˜1 + L˜2
) ]
i
.
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