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ABSTRACT 
 
Risk identification, quantification, and mitigation are critical aspects of successful 
project management.  This study investigates risk management methodologies applied to 
Research and Development projects.  A risk management framework is proposed in 
which Project Risk Failure Mode and Effects Analysis (RFMEA) principles are applied 
to development projects.  In this model, a risk detection score is incorporated into the 
analysis of project risks, facilitating an improvement of the prioritization of risk 
contingency planning.  The model is tested in four case studies from Dresser-Rand’s 
Research and Development organization.  The results from these case studies confirm the 
validity and illustrate the value of the proposed risk model.
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MOTIVATION 
 
Dresser-Rand (D-R) is among the largest global supplier of rotating equipment 
and aftermarket parts and services to the oil, gas, petrochemical and process industries. A 
large component of D-R’s value proposition to lower total cost of ownership throughout 
the life of the equipment for their clients is addressed by delivering premier technology.  
The manufacturing of this equipment for clients follows the engineer-to-order model, 
where products are built to meet client specifications.  D-R’s development process must 
take into account two competing factors: (1) D-R’s commitment to deliver initial high-
quality technology to its customers, as initial pilot products are expected to perform to the 
client’s specifications when first operated in the field, (2) industry pressure to have a 
short time to market. 
D-R has implemented a phase-gate Research and Development (R&D) process as 
part of their Solution Development Process (SDP).  Risks among development projects 
are complex and often involve technical, operational, and commercial aspects.  An 
attempt to quantify risk in product development has become a growing area of interest, as 
marketplaces are becoming increasingly competitive.  The accurate quantification and 
thorough understanding of risks enables effective formulation of contingency plans that 
can help reduce or eliminate risk, as well as promote sound strategic managerial decision-
making.  In order to deliver technology that distinguishes them from their competitors, 
the ability to make informed decisions at critical decision points with inherent risk 
throughout the product development process is of great value to D-R. 
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INTRODUCTION 
 
Improving the new product development (NPD) process has been the focus of 
substantial amounts of research among academia and corporations for nearly four 
decades (Lewis 2001).  A ―faster-better-cheaper‖ philosophy has become widespread, as 
there are pressures for projects to have reduced development costs and cycle times, while 
not sacrificing innovation (Cooper 2003).  Bayus (1997) explains that when there is 
pressure to accelerate a development effort, managers often respond in terms such as 
―Good, fast, cheap…Pick any two.‖  Product development processes have emerged as a 
way to systematically organize and manage development platforms. The success of a 
company in a competitive marketplace is largely influenced on its product development 
process, as a product life cycle is often determined by its market share (Choi et al. 2010). 
Frameworks such as the Stage Gate System (Cooper 1990) have been developed 
as management tools for NPD.  In Cooper’s Stage Gate System, which is the most 
commonly accepted phase-gate process, a new product is taken from idea to launch as it 
passes through a series of phases and gates.  A phase comprises of a set of required 
activities that must be completed in order for the project to progress.  Gates, or 
checkpoints, are implemented between each phase, where project managers assess the 
phase deliverables.  A managerial decision is made at each gate, which is typically a 
go/kill/hold/recycle decision, as well as an action plan for the next phase.  The overall 
goal of such a system is to remove inefficiencies in the development process in order to 
improve project success rates (Cooper 1990).  Chapter 1 thoroughly explains the theory 
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and construction of the phase-gate process, as well as common misconceptions and 
pitfalls of the process. 
Unfortunately, product development processes such as phase-gate systems can be 
very difficult to implement.  Often, overbearing project deliverables have been found to 
stifle innovation, in terms of both of increased time to market and decreased creativity.  
Canner et al. (2005) argues research projects managed through a series of phases and 
approval rates fails to optimize R&D and spark innovation.  Furthermore, as projects 
grow in complexity, high failure rate for development projects has become the norm.  
The product life cycle is becoming shorter; thus the periodic introduction of new products 
makes the development process a strategic issue at the business level.  Nevertheless, high 
capital investment and low probability of success makes NPD business decisions 
complex and difficult.  In fact, roughly 80 percent of NPD projects fail before completion 
and more than 50 percent of projects fail to make returns on the investment of time and 
money (Choi et al.2010).   
Projects have become the norm for advancing technology, and are growing in 
complexity in recent years (Williams 2000).  Project teams are becoming increasingly 
cross-functional in nature, which promotes negotiation and compromises among various 
departments throughout NPD (Cooper 2003).  In the current marketplace, an 
organization’s business performance has become heavily dependent on project success 
(Segismundo et al. 2008).  Today, project complexity is exacerbated as decreased product 
development times and market opportunity slots are shrinking (Williams 2000).  
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CHAPTER 1: THE PHASE-GATE DEVELOPMENT PROCESS 
 
A phase-gate-process is both a conceptual and operational model for bringing new 
products from conceptualization to launch.  It can be viewed as a blueprint for managing 
the new product development process, and its intent is to improve efficiency and 
effectiveness of this process.  The concept of a phase-gate process is relatively simple.  
However, the implementation of such a system is quite complex.  In a survey conducted 
by Coopers & Lybrand (1985), it was reported that most companies are relying on new 
product development for growth and profitability.  This survey also revealed that firms 
have typically had too much of a ―tech push‖ rather than ―market pull‖ orientation in 
their new product efforts. 
Phase-gate systems are viewed as one answer to improving better management of 
the innovation process.  The successful implementation of a phase-gate system 
strengthens management’s ability to conceive, develop, and launch new products as 
opposed to developing only extensions and incremental improvements on existing 
products.  Phase-gate systems divide the new product development process into a 
predetermined set of phases, and each phase consists of specific activities.  Depending on 
the application, phase-gate systems typically have four to seven phases and gates.  
Usually, the quality and quantity of information improves incrementally at each phase the 
system (Cooper 1990). 
Before entering each phase, the concept must first pass through a gate.  Each gate 
has a defined list of deliverables and a set of exit criteria.  Thus, the gates are control 
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Figure 1- Overview of typical phase-gate process 
checkpoints for the development process.  A managerial decision is made at each gate, 
which is typically a go/kill/hold/recycle decision, as well as an action plan for the next 
phase.  Senior managers act as ―gatekeepers‖ who manage the gates, and these groups of 
managers are typically very experienced and are multifunctional and multidisciplinary.  
The role of the gate-keeping group includes reviewing quality of deliverables, reviewing 
the economic and business quality of projects, making go/kill/hold/recycle decisions, and 
approving action plans and allocating necessary resources for the next phase (Cooper 
1990).  Figure 1 shows an overview of a typical phase-gate process. 
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1.1  Benefits of Phase-Gate Process 
The main benefit of implementing a phase-gate system is improving the focus on 
quality throughout new product development.  A research study of 203 new product 
projects conducted in the mid-1980’s revealed that most firms’ new product programs 
lack quality processes (Cooper 1990).  In the majority of these projects, no marketing 
research was conducted, and many other activities such as prototype testing and formal 
product launches were omitted.  The study concluded that failure rate for projects 
increased with the amount of steps left out.  In addition, failure was often strongly 
correlated to the quality of these activities.  Predevelopment and market-oriented 
activities were the weakest and most negatively influential on the success of new 
products.  According to Cooper (2008), quality checkpoints in the form of gates, project 
leaders, and teams are required to maintain high standards. 
In addition, phase-gate processes emphasize strong market orientation.  High-
technology firms tend to omit marketing research.  Phase deliverables often include 
market research, the investigation of customer needs, competitive analysis, the 
development of a comprehensive marketing plan, and formal launch activities.  Again, 
gates ensure that marketing considerations are incorporated directly into the solution 
development process (Cooper 1990). 
Early phases promote predevelopment activities, which help define the project 
prior to development.  Questions answered in these phases include: (1) Is the project’s 
economic benefit promising? (2) Who is the target customer? (3) What features should 
the product consist of in order to be competitive? (4) Can the product be developed, and 
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at what cost and in what timeline?  Contrary to intuition, more time spent on 
predevelopment activities has been proven to decrease overall development time (Cooper 
1990). 
Next, phase-gate processes promote parallel processing, or simultaneous activities 
involving various multidisciplinary contributions within the firm.  More activities can be 
accomplished in a shorter amount of time, thus decreasing overall development time.  
Finally, gates require the involvement of top-level management and puts project leaders 
on the same page as development engineers.  An effective phase-gate process promotes 
effective portfolio management.  With gates in place, projects with higher failure rates 
are eliminated early in the process.  In addition, the quality of data acquired is ensured 
through phase deliverables (Cooper 1990). 
 
1.2  Common Misconceptions  
The phase-gate process is not a phased review process in which innovation is 
separated into phases, with each phase reporting to a different department.  Instead, 
phases are cross-functional and are not dominated by one single department.  The phase-
gate system is built for speed through parallel activities, and it is a business process more 
so than an R&D or marketing process.  Along the same lines, the system is not linear.  
Successful implementation of a phase gate often includes looping and iteration, and 
activities in different phases may occur simultaneously or may overlap (Cooper 2008). 
The phase-gate process is not intended to be rigid; instead it is a map linking an 
idea to a successful new product.  Flexibility should be built into any system in order to 
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tailor the process to a specific company or a specific project.  For example, not all 
projects may pass through every phase or gate in the process.  Deliverables may be 
omitted or bypassed for specific projects, and activities can be transferred from one phase 
to another in order to improve project efficiency.  It is not a bureaucratic system intended 
to impose paperwork and excessive meetings (Cooper 2008).  If any activity does not add 
value to the project, it should be removed from the system. 
Finally, the phase-gate process is not the same as project management.  Project 
management is a micro process, while the phase-gate process is overarching and macro in 
nature.  Project management is applied within the phases.  For example, in the 
Development and Testing phases, project management methods, including a team 
initiation task to define the project, timelines, and milestone review points, are applied 
(Cooper 2008). 
 
1.3  Common Pitfalls  
Often, the gates are either non-existent or lack the ―teeth‖ necessary to kill a 
project.  As a result, projects are rarely killed at gates and once a project is approved, it 
never gets killed.  In other companies, a go decision is made at the gates, but no resources 
are committed after the decision is made.  Cooper (2008) terms this issue ―hollow 
decisions at gates.‖   
In addition, defining the gatekeepers is not always easy.  Many times, every 
senior manager feels they should be the gatekeeper, leading to a large group of 
gatekeepers that results in inefficiency of go/kill decisions.  The gatekeepers should be 
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the individuals in the business that own the resources that are required for the project.  
For new products, the gatekeepers should be cross-functional in order to ensure 
alignment among business functions and the appropriate allocation of required resources.  
There is often gatekeeper behavior that can be detrimental to a phase-gate system.  
Common issues include: executive ―pet projects‖ that receive special treatment and 
bypass gates as a result, gate meetings cancelled at the last minute due to gatekeeper 
unavailability, decisions not made and resources not committed at gate meetings, single-
person gate meetings, and making go/kill decisions based off intuition, opinion, or 
political agendas as opposed to facts (Cooper 2008). 
Many times, companies require too many deliverables that can be detrimental to a 
project’s success.  The project team is faced with excessive work in preparation for gates, 
and gatekeepers have to process too much material (that is often irrelevant to the 
decision) at each gate.  This problem often has two contributing factors.  First, the project 
team may over-deliver because they are uncertain of what information is required.  This 
problem can be overcome by a better understanding between project teams and 
gatekeepers as to what information is needed at each gate.  Second, the design of the 
phase-gate process may be at fault.  Elaborate templates for deliverables often lead to a 
deliverables overkill where excessive information is presented (Cooper 2008).  In an 
effective phase-gate process, it is vital that all work in each phase adds value to the 
project.   
Finally, there is often too much reliance on software within phase-gate processes.  
A software tool is not an effective substitute for a robust product development process.  
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However, it can be a facilitator of the phase-gate process and can be used as a tool to 
improve efficiency, communication, and the sharing of information among gatekeepers 
and project teams (Cooper 2008). 
 
1.4 Recent Advancements 
Progressive companies have adapted the phase-gate system in order to address 
specific business needs.  One of the most significant developments of the phase-gate 
system is that it has become scalable.  The process has been scaled for projects of varying 
risk.  Platform developments that have high levels of risk implement a different phase-
gate process than a line extension or product modification comprising of lower risk 
(Cooper 2008).  Despite size and scope, every development project has risk and 
consumes resources.  Therefore, projects of every size must be managed.   
 As described previously, the phase-gate process is flexible.  No deliverable or 
activity is mandatory.  An effective phase-gate system is a guide that promotes best 
practices, likely deliverables, and recommended activities, however it is the project team 
that decides which activities to execute.  Flexibility also promotes simultaneous 
activities, which adds risk to the process.  For example, in an attempt to decrease lead 
time, production equipment may be purchased before field trials are conducted.  There is 
risk that the project be cancelled after production equipment is purchased, but this risk is 
calculated and thus managed through the process (Cooper 2008). 
 Scorecards are often used to make informed go/kill decisions.  Often, there are 
multiple factor scores whose weighted or un-weighted sum determines the overall project 
12 
attractiveness score.  Typical factors include (1) strategic fit and importance, (2) product 
and competitive advantage, (3) market attractiveness, (4) core competencies leverage, (5) 
technical feasibility, and (6) financial reward versus risk (Cooper 2008).  Scoring 
sessions begin with the project team presenting at a gate meeting.  A question and answer 
session follows, then gatekeepers score the project independently and privately.  Scores 
are displayed, and discrepancies among gatekeepers are highlighted.  A discussion 
follows and an agreement between gatekeepers is reached before a decision is made.  
Some companies allow project teams to submit their own scorecards, whose results are 
hidden from the gatekeepers until they score the project themselves.  Discrepancies 
between the scorecards of the gatekeepers and the project team are addressed.  An 
alternative to scorecards as a selection method is the employment of success criteria at 
gates.  The project team and gatekeepers agree on targets for specific figures, such as 
expected profitability, launch date, and expected sales.   The project could be killed if any 
of the success criteria are not met.  Finally, go/kill decisions are sometimes made relative 
to a company’s entire project portfolio as opposed to individual project progress.  These 
reviews address project prioritization, the alignment of the portfolio with the business 
strategy, and the mixture and balance of projects within the portfolio (Cooper 2008).   
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CHAPTER 2: LITERATURE REVIEW 
 
Business decisions relating to product development are complex and difficult due 
to the high capital investment and low probability of success of development projects 
(Choi et al.2010). Often, information required to make sound decisions within the 
development process is not known in advance (Cooper 2003). A study that investigated 
30,000 Innovation and Technology projects executed in the United States revealed that 
almost 63 percent of these projects ran late.  Furthermore, 49 percent exceeded expected 
costs.  Project failure expenses amounted in approximately US$ 38 billion (Dos Santos et 
al.2008). 
Unexpected risks and their impact, coupled with the inability for a firm to 
mitigate risks effectively and efficiently, explain much of the difficulty in the product 
development process and low success rates among NPD projects (Choi et al.2010).  Risks 
arise from a multitude of sources within the development process.  Inaccurate forecasts of 
project costs, demand, and other impacts are major sources of risk in project management 
(Flyvbjerg 2006).  Grouping risks into categories reflect common sources of risk to the 
project.  Technical risks refer to the implementation of unproven or complex technology, 
or unreasonable performance goals.  Project management risks refer to inappropriate 
allocation of resources and unrealistic estimates made in the project plan.  Organizational 
risks encompass poor project objectives, misallocated financial funds, or lack of 
prioritization.  Lastly, external risks include changes in market trends (Segismundo et 
al.2008).  Keizer et al. (2002) argues that risk analyses are often directed exclusively 
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towards one category of risk factors, but the success of product innovation is determined 
by internal and external circumstances in which all factors interact. 
Ahn et al. (2008) classifies risk factors within product development into nine 
categories: (1) human resources, (2) management/senior leadership support, (3) business 
or organizational impacts, (4) technology, (5) vendor, (6) scope, (7) schedule, (8) budget, 
and (9) project linkages.  NPD project managers are challenged with the task of acquiring 
knowledge and managing sources of uncertainty in order to reduce the risk of failure.  
Both products and projects can fail due to intrinsic and/or extrinsic problems.  Intrinsic 
product failure encompasses the product not meeting performance, reliability or safety 
requirements.  An intrinsic project failure is a violation of a resource constraint, such as 
schedule or cost.  Extrinsic product failure can be either unfavorable market reception or 
a regulatory change.  Competition developing the product first is an extrinsic project 
failure (Cooper 2003). 
Uncertainty exists among possible outcomes within product development, as well 
as among the likelihood of occurrence.  Uncertainties within the market, availability and 
performance of new technology, cost and availability of components and materials, 
validity of assumptions, predictability of systems under adverse environments, and team 
functionality lead to difficulty in managing project risks.  In order to reduce these 
uncertainties, the development of internal and the acquisition of external knowledge is 
essential (Cooper 2003). 
Despite the daunting amount of potential risks within product development, 
projects are expected to be completed on-time, while satisfying performance and budget 
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requirements (Dey 2010).  Therefore, there is an inherent need for the development and 
implementation of robust project management techniques, particularly risk management 
methodologies, in order for new technology projects to be successful (Dos Santos et 
al.2008).   
There is no consistent definition of risk in project management; however the 
Project Management Body of Knowledge (PMBoK) defines risk as ―an uncertain event or 
condition that, if it occurs, has a positive (opportunity) or negative (threat) impact on 
project objectives‖ (PMBoK).  Segismundo et al. (2008) explains that ―the project risk 
management process involves identification, analysis, response, monitoring, control and 
planning of risk management.‖   In addition to highlighting some of the common 
terminology relating to risk, such as exposure to uncertainty, threats to the project, and 
undesired project outcomes, Wang describes risk management as ―a structured approach 
for the identification, assessment, and prioritization of risks followed by planning of 
resources to minimize, monitor, and control the probability and impact of undesirable 
events‖ (Wang et al.2010).  Furthermore, risk management involves minimizing the 
probability and consequences of negative events, and maximizing that of positive events 
(Dey 2010).  Dey defines the six commonly identified steps of risk management as 
follows: 
 (1)  Risk management planning 
 (2)  Risk identification 
 (3)  Qualitative risk analysis 
 (4)  Quantitative risk analysis 
 (5)  Risk response planning 
(6) Risk monitoring and control 
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Among R&D, risk management is implemented in attempt to increase 
development project success rates, which in turn will lead to corporate success (Wang et 
al.2010).  Project risk management typically divides uncertainty of a project into 
individual discrete risks, which makes the underlying assumption that risks are 
independent of each other.  However, this is often not the case, as some risks may occur 
as a result of other risks (Williams 2000).  In addition, there is often an attempt to 
standardize risk management methodologies. A common argument persists across various 
industries that risk management must be adapted to the nature and the goals of 
uncertainties of each project (Segismundo et al. 2008). 
 
  2.1  Previous Research on R&D Risk Management 
Enhancing project success rates through the management of R&D uncertainty has 
been studied for many years, and risk management has become a common approach in 
doing so.  Several studies have concluded that success rates of innovative R&D projects 
can be improved by implementing risk management techniques (Wang 2010).  Smith 
(1999) defined guidelines and principles for effective risk management, and highlighted 
the importance active risk management has on accelerating projects and improving 
success rates.  Raz et al. (2002) concluded risk management is more applicable for high-
risk projects based on the results of an empirical study.  Business planning and control on 
performance of NPD projects combined with risk planning and goal stability throughout 
the development process has been proven to improve project performance (Salomo et al. 
2007).  More specifically, the performance of new product development has been proven 
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to be influenced by risk management strategies focused on technological, organizational, 
and marking risk factors (Mu et al. 2009). 
Multiple risk management techniques have been developed in attempt to improve 
success rates of R&D projects (Wang 2010).  Browning et al. (2003) quantified technical 
performance risks in order to recognize, assess, monitor, and control identified risks 
throughout a project. Keizer et al. (2005) investigated risk in projects consisting of 
technical breakthroughs, and composed a framework that increased the success rates of 
such projects through a formal risk assessment.  The integration of customers into the 
innovation process in attempt to reduce the risk of not fulfilling customer needs was 
proposed by Ogawa and Piller (2006).  This concept was coined ―collective customer 
commitment.‖ 
 
 2.2  Risk Quantification 
Quantifying risk in product development has become a growing area of interest, 
as evidenced by the extensive literature mentioned above. Risk management frameworks 
(RMF) have become popular among Research and Development programs, as they give 
companies a way to quantify risk and construct comprehensive mitigation plans.  An 
RMF determines the levels of risk for specified risk factors and the total risk degrees of a 
development project.  Furthermore, RMF explains effective and efficient responses to 
mitigate risk (Choi et al.2010).  Concurrent engineering (CE), which is a business 
approach that links all functional areas of an organization such as marketing, finance, and 
manufacturing with the design process, is promoted by an RMF risk analysis model.  A 
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multidirectional exchange of information is consistent with CE, which leads to more 
productive product development.  Thus, a high concurrency level, or level of 
collaboration, is consistent with a CE atmosphere (Choi et al. 2010). 
Shown in Appendix A is a flowchart for a typical RMF.  The objective of RMF’s 
is to reduce the probability of a risk occurring, minimizing the magnitude of loss, and 
changing consequences of the risk.  The early identification of risks enables a manager to 
proactively respond before the risks occur. Benefits of a successful RMF include (Abbasi 
2009): 
 More effective strategic planning 
 Improved cost control 
 Minimizing losses and maximizing opportunities 
 Increasing knowledge and understanding of risk exposure 
 Systematic decision making 
 Improvement on the utilization of resources 
 Creating best practice and quality corporation 
 
2.2.1  FMEA and the Two-Dimensional Risk Matrix 
Failure mode and effect analysis (FMEA) has become a popular and commonly 
accepted methodology for quantifying risk.  FMEA is a systematic approach to 
identifying, prioritizing, and acting upon potential failure modes before the failures occur 
(Chen et al. 2009).  More specifically, FMEA is a team-oriented approach to reducing 
risks in the design and planning process of product development.  An attempt to 
determine all possible failures and investigate potential effects and causes of these 
failures is made.  Based on the perceived probability of risks occurring, mitigation plans 
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can be formulated for critical failures (Pickard et al. 2006).  FMEA is one of the most 
widespread methods used in determining priorities for technical risks within NPD 
management (Segismundo et al.2008). 
 Assessing risk and determining response options strictly on a monetary scale has 
its shortcomings.  Risk assessment has been proven to be more effective when a 
stockholder’s subjective view of project risks compared to stockholder’s expectations is 
considered (Abbasi 2009).  Through the implementation of FMEA, both qualitative and 
quantitative risks are identified from knowledge and expertise from previous projects, 
along with anecdotal data. Risks are defined quantitatively if historical data is available, 
while qualitative risks are based on an organization’s experience and expertise.   
The overarching theory behind FMEA is the calculation of the Risk Priority 
Number (RPN), which is the product of the probability of failure occurrence (O), the 
impact or severity of the failure (S), and the capacity to detect the failure before it occurs 
(D)  (Segismundo et al.2008).  The variables O,S and D are determined by a scoring 
system involving engineers answering questions relating to project risk.  The RPN is 
defined in equation (1): 
                     (1) 
 
In one commonly used risk assessment approach that stems from the principles of 
FMEA, a long list of identified risks is composed.  The probability of the risk occurring, 
as well as the impact of each risk, is defined in the risk assessment stage.  Impact of risks 
on project limitations can be accomplished through tools such as sensitivity analysis, 
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Monte Carlo simulations, and expert judgment (Abbasi 2009). In this model, a risk 
probability scale is used to describe the probability of each risk occurring.  A risk impact 
scale is implemented to describe the impact level a risk has on a project if it does, in fact, 
occur.  A two-dimensional risk matrix summarizes risks as a product of perceived risk 
probability and impact (the product is called the Risk Score), similar to the RPN within 
FMEA.  A ―priority risk list‖ is composed based on the risk matrix, which tells a manager 
which risks to respond to first.  This model enables an organization to collate information 
on project risks, and implement a common framework so that varying.  Its ease of use and 
interpretation, coupled with its ability to address heterogeneous risks, has resulted in the 
widespread use of this model (Williams 2000).  Tables 1, 2 and 3 below depict a typical 
risk probability scale, risk impact scale, and risk matrix, respectively. 
 
Label Score Description 
Very High 9 Probability of occurrence of 90 % or above 
High 7 Probability of occurrence 70%-89% 
Moderate 5 Probability of occurrence 50%-69% 
Low 3 Probability of occurrence 30%-49% 
Very Low 1 Probability of occurrence of 29 % or below 
 
Table 1- Risk probability scale 
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Label Score Description 
Critical 9 Risk occurrence results in project failure 
Serious 7 
Risk occurrence results in major cost, schedule, and/or 
standards changes 
Moderate 5 
Risk occurrence would cause moderate cost, schedule, 
and/or standards changes, but important requirements 
would still be met 
Minor 3 
Risk occurrence would cause only small cost, schedule, 
and/or standards changes, but requirements would still be 
achieved 
Negligible 1 
Risk occurrence would have no little or no effect on the 
project 
 
Table 2- Risk impact scale (Abbasi 2009) 
    Impact Score 
    1 3 5 7 9 
P
ro
b
ab
ili
ty
 S
co
re
 
1 1 3 5 7 9 
3 3 9 15 21 27 
5 5 15 25 35 45 
7 7 21 35 49 63 
9 9 27 45 63 81 
 
Table 3- Risk matrix 
 
In the above risk probability scale, the probability of risk occurrence is rated 1 
through 9, with one meaning the risk has a very low probability of occurrence, and 9 
meaning a high probability of occurrence.  Risk impacts are given a score ranging from 1 
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to 9 depending on the perceived impact the risk would have on the project if it were to 
occur.  The two-dimensional risk matrix provides a convenient portrayal of where a 
specific risk falls on the combined spectrum of probability and impact values.  This 
matrix, which is often referred to as a risk map (Dey 2010), is typically color-coded, with 
low priority risks marked green, moderate risks yellow, and critical risks red.  Williams 
(2010) suggests that this model can be extended to better comprehend the combination of 
effects between multiple risks, and that there is a need to understand correlated risks 
probabilistically. 
 
 2.2.2  Project Risk FMEA (RFMEA) 
The RPN determined by traditional FMEA is typically used for processes, design, 
and service planning.  Due to its widespread acceptance and proven effectiveness, FMEA 
has been extended to specifically quantify and analyze project risks in a technique labeled 
the Project Risk FMEA (RFMEA). RFMEA is not just a tool for analyzing project risks; 
more so it helps formulate risk contingency planning for critical risks in early stages 
within the product development process.  While FMEA identifies strictly technical 
aspects, RFMEA is identifies, quantifies, and removes or reduces risks in a project 
environment (Carbone et al. 2004).  Similar to the risk matrix, the Risk Score is the 
product of the probability and impact of the risk.  As in FMEA, the RPN value is the 
product of the likelihood, impact, and detection values.  RFMEA is unique in its 
detection techniques, which are described as ―the ability to detect the risk event with 
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enough time to plan for a contingency and act upon the risk‖ (Carbone et al. 2004).  
Table 4 summarizes the detection value guidelines as defined by RFMEA. 
 
Detection Score Explanation 
9 or 10 
There is no detection method available or known 
that will provide an alert with enough time to plan 
for a contingency. 
7 or 8 
Detection method is unproven or unreliable; or 
effectiveness of detection method is unknown to 
detect in time. 
5 or 6 Detection method has medium effectiveness. 
3 or 4 
Detection method has moderately high 
effectiveness. 
1 or 2 
Detection method is highly effective and it is almost 
certain that the risk will be detected with adequate 
time. 
 
Table 4- Detection value guidelines (Carbone et al. 2004) 
 
Values for likelihood, impact, and detection are determined, and the risk and RPN 
values are calculated.  A critical RPN value (acceptable cutoff value) is determined after 
a review of the RPN Pareto, which makes the risk management strategy unique for each 
project.  Similarly, a critical Risk Score is determined.  After both critical values are 
determined, a scatter diagram comparing RPN values with Risk Scores is drafted.  The 
objective of creating a scatter plot is to determine the intersection of the two critical 
24 
values.  This enables a project manager to identify the initial set of risks that require a 
response or contingency plan early on in the development process.  Risks that have both 
RPNs and Risk Scores above critical values are given priority for risk response planning 
(Carbone et al. 2004).  Thus, RFMEA not only quantifies risk in development projects, 
but also prioritizes risk so that contingency plans can be formulated in early development 
stages. 
RFMEA reduces time spent on formulating contingency planning in early 
development stages.  It enables an organization to determine which risk planning 
initiatives can be postponed, freeing up more time to focus on the most critical risks.  
Overall, RFMEA is based on the well-known FMEA technique, and expands the simple 
concept of a Risk Score by considering the level of detection of a risk.  As a result, 
improved risk prioritization is accomplished and project managers can improve project 
success by focusing on critical risks initially (Carbone et al. 2004). 
 
  2.2.3  Fuzzy Theory and Markov Process Applied to Risk  
         Quantification 
 
Choi et al. (2010) propose an interesting, mathematically-based method of 
quantifying the impact value and probability of occurrence of a risk based on historical 
project data.  First, the concurrency level, or the degree of collaboration among functional 
areas or departments necessary for satisfying customer needs under a CE environment, is 
determined.  Said differently, the concurrency level is a scale on which a firm can 
measure its capability of developing and producing a new product, and is affected by risk 
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factors and their degrees (Choi et al. 2010).  An influencing dimension matrix (IDM) is 
implemented, which consists of nine major dimensions whose influencing levels are 
scored.   
 Risk factors are typically determined through inexact methodology, such as expert 
opinion. Fuzzy theory is applied to quantify the impact value of a risk factor, which is a 
highly subjective theory that works well with inexact or vague information.  A 
membership function is used to evaluate the impact value of a risk, and is characterized 
by a triangular membership function whose definition is given in equation (2) (Choi et al. 
2010).  The IDM described above is used to determine project difficulty, thus forming a 
membership function.  Figure 2 depicts the typical form of the triangular membership 
function. 
                                                                         
                                                          (2) 
                                        
                                                          
The membership function chosen for a project is selected according to the 
difficulty of the project.  A defuzzification process is used to convert the membership 
function value into a scalar, non-fuzzy value.  One such process is the clipped center of 
gravity method, where the centroid of the composite area is calculated using equation (3) 
(Choi et al. 2010).  This output calculates the impact value of a risk factor. 
            
            
          
    (3) 
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Figure 2- Typical form of triangular membership function (Choi et al. 2010) 
 
 Once the impact score is determined, a Markov process is implemented to 
determine the probability of risk occurrence.  Initial state probability is determined 
through risk occurrence data collected for most recent projects, thus a large amount of 
past project risk data is required for the Markov process.  Specifically, the frequency of 
risk factors occurring in past projects is collected in order to compute the probability of 
risk occurrences in the Markov process (Choi et al. 2010).  The frequency of risk 
occurrences for a risk factor under a given difficulty value is determined by equation (4): 
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                   –  
         
  
                                                    (4) 
                                                                                             
       
where Ci1: difficulty of project i in Group 1, Ci2: difficulty of project i in Group 2, Cmax: 
the maximum difficulty of Ci , Cmin: the minimum difficulty of Ci,  Iα : total number of Ci 
in each group, Iβ = ((Cmax + Cmin + 1)/2): adjusted median of Ci (a rounded off integer), Iγ 
= ((Cmax + Cmin + 1)/2): adjusted median of Ci (a rounded up integer), Fi = frequency of 
risk occurrences in project i, Fav1: average frequency of risk occurrences in Group 1, Fav2 
= average frequency of risk occurrences in Group 2, Fi’ : adjusted frequency of risk 
occurrence in project i (Choi et al. 2010). 
 Once the frequency of risk occurrences for a risk factor given a difficulty is 
found, a Markov process is used to determine the probability of risk occurrences.  A 
transition probability matrix (TPM) is determined through a Markov chain.  The product 
of the initial state probability with the TMP represents the probability of risk occurrence 
for a given risk factor.  Finally, the overall risk degree is simply the product of the 
probability of risk occurrences (found through a Markov process) and the impact value 
(determined through fuzzy theory) (Choi et al. 2010).  Thus, this method quantifiably 
determines the Risk Score used in other risk management tools such as the risk matrix 
described in Section 4.1.  See Choi et al. (2010) for an illustrated example of this risk 
analysis model. 
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 2.2.4  The Balanced Scorecard 
Kaplan and Norton developed the concept of a Balanced Scorecard (BSC) in 
1992, which is a management system that enables an organization to clarify, and thus 
implement, their vision and strategy (Kaplan and Norton 1992).  Managers use the BSC 
to view organizations from the perspective of customers, internal business practices, 
learning and growth, and financial performance, and corresponding metrics are developed 
(Kaplan and Norton 1996).  The scorecard is a simple, single management report that 
brings together many seemingly disparate elements of a company’s strategy (Kaplan and 
Norton 1992).  The BSC has evolved into a strategy management system that measures 
performance, as well as describes, communicates, and aligns the strategy throughout the 
organization (Wang 2010).    The BSC provides a framework for the managerial 
implementation of business strategies, and enables organizational learning at the 
executive level.  The strategy is allowed to evolve in response to a company’s 
competitive, market, and technological environments (Kaplan and Norton 1996).  The 
basic principles in implementing the BSC are (Wang 2010): 
(1) translate the strategy into operational terms 
(2) align the organization to the strategy 
(3) make strategy everyone’s everyday job 
(4) make strategy a continual process 
(5) mobilize leadership for change 
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Figure 3 shows the typical structure of a BSC.  Kaplan and Norton (1995) claim 
that ―the scorecard is not just a measurement system; it is a management system to 
motivate breakthrough competitive performance.‖  Wang (2010) proposes a framework 
that uses a BSC to identify major R&D performance measures such that corporate vision 
and strategy is reflected.  Quality function deployment (QFD) is adapted to extend 
organizational performance measures to individual project performance metrics.  A 
systematic procedure for risk identification, assessment, response planning, and control is 
developed.  
VISION AND 
STRATEGY
FINANCIAL PERSPECTIVE
-Objectives
-Targets
-Measures
-Initiatives
LEARNING & GROWTH
-Objectives
-Targets
-Measures
-Initiatives
BUSINESS PROCESSES
-Objectives
-Targets
-Measures
-Initiatives
CUSTOMER PERSPECTIVE
-Objectives
-Targets
-Measures
-Initiatives
How do we look to shareholders?
What must we excel at?
How can we sustain our ability to change 
and improve?
How do customers see us?
 
Figure 3- Typical BSC (Kaplan and Norton 1992) 
 
The development of innovative projects involves long-term investments for 
acquiring necessary R&D resources, thus the BSC structure can be used as a framework 
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to determine, organize and manage R&D performance measures (Wang 2010).  Bremser 
and Barsky (2004) used the BSC to incorporate stage-gate methodology into R&D 
management.  Their framework enabled a firm to tie resource commitments to 
development activities in order to reflect overall corporate strategy (Wang 2010).   
Once organizational performance measures are defined through the BSC, QFD 
transforms these measures into project performance measures necessary to achieve 
corporate goals.  QFD integrates the voice of the customer into the product development 
process, thus ensuring projects fulfill customer needs.  QFD accomplishes this through a 
four-phase systematic model: (1) product planning, (2) part deployment, (3) process 
planning, and (4) production planning (Wang 2010).  This methodology ensures project 
performance measures are aligned with the goals of the overall organization.   
A risk assessment is performed for each project’s performance measure.  The 
possible performance measure of a project is estimated by a triangular cumulative 
distribution function, similar to the triangular membership function discussed in Section 
4.3.  This function is categorized by three values, including the most likely value, the 
worst-case value, and the best-case value (Wang 2010). As it is impossible to manage all 
risk due to limited resources and time, risks are prioritized based on impact to the overall 
organization, as well as to the R&D department.  This ordered list enables managers to 
address critical risks first.  Risks identified are monitored and controlled through risk 
mitigation plans. 
Effective risk management is indeed iterative, rather than a one-shot, stepwise 
process.  Linking risk management within R&D to overall corporate strategies facilitates 
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logical decisions among product development that support business objectives (Wang 
2010). 
 
 2.3  Risk at “Release to Quote” 
The most powerful contribution of risk assessment occurs when the concept for a 
new product reaches the contract gate of the phase gate process (Keizer et al. 2002), 
sometimes referred to as the ―Release to Quote‖ (RTQ) point.  A transition from 
conceptualization to the actual product development and engineering of a particular 
product or project platform occurs here.  Uncertainty is undoubtedly severe at this point, 
and risks relating to manufacturability, marketability, finance, human resources, etc. must 
be managed (Keizer et al. 2002). 
 
 2.4  Responding to Risk 
Response development involves determining the appropriate strategy for risk 
responses and associated tactics.  Strategic response planning encompasses four 
responses to risk: avoid, transfer, mitigate, and accept.  Risk avoidance involves 
eliminating uncertainty either directly or indirectly.  Risk transfer passes ownership or 
liability of a risk to a third party.  Often, a payment of a risk premium is involved in risk 
transfer.  Risk mitigation decreases risk exposure below a predetermined acceptability 
level.  Finally, accepting risk may be appropriate based on Risk Scores determined by 
tools such as the risk matrix.  Risks that still exist after avoidance, transference, and 
acceptance must be accepted (Abbasi 2009).   
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Risk responses typically have associated expenses.  Additional time, cost, or 
resources are all expenses that a company may incur while managing risk.  Proposed by 
Abbasi (2009), risk reduction leverage (RRL) is one monetary metric that measures the 
cost-effectiveness of responses.  The ratio of the improvement in risk exposure to the cost 
of achieving the improvement is given by equation (5):  
 
    
                                                          
                  
           (5) 
 
The larger the RRL, the more cost-effective the response is.  RRL is difficult to 
implement because it requires ―before and after‖ cost impacts to be accurately estimated.  
Each risk response specified must be assigned an owner, who is responsible for 
implementing and performing the response.  A contingency plan is composed in order to 
determine procedures for when a risk response is unsuccessful or unforeseen risks arise 
throughout the project.  Contingency plans involve considering the worst-case scenario 
and defining failure scenarios that will lead to the implementation of the plan.  For 
example, a date can act as a trigger for a contingency plan.  No single analysis can 
identify all risks, probabilities, and impacts; thus control and updates are vital (Abbasi 
2009).  Adjustments must be made based on the monitoring of risk responses and the 
comparison of planned results with actual results.  
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CHAPTER 3: BENCHMARK OF R&D RISK MANAGEMENT 
AT D-R 
 
 
Research and Development at Dresser-Rand is organized under the Solution 
Development Process (SDP), which has a goal of delivering timely solutions to both 
internal and external clients.  SDP is used worldwide to develop new products and 
processes from initial concept to implementation.  This global business process involves 
all D-R functions based on the size and scope of projects.  Suppliers and clients are 
incorporated into the process when required.  The SDP is a phase-gate process, 
comprising of six phases, each having specific objectives and required deliverables.  This 
system is intended to ensure that projects align with business objectives, and supports 
new product development, aftermarket solutions, and productivity improvements.  SDP 
applies to projects within the four D-R product lines: controls, reciprocating compressors, 
steam turbines, and turbo products. 
 
3.1 Current Risk Management Framework 
Two main tools are currently implemented in the current risk management 
framework at D-R.  These tools are used to identify and quantify risks among 
development projects so that they can be monitored and managed throughout a project.  
Risks are currently evaluated through both qualitative and quantitative measures, and 
project experience and expertise among both engineers and management is often 
paramount in doing so.  These tools are referred to as the Risk Questionnaire and the Risk 
Register. 
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The Risk Questionnaire for a development project is conducted early on in the 
development process, specifically within the concept definition phase. The Risk 
Questionnaire is a generic, high-level risk evaluation.  Program Managers (managers that 
oversee all projects related to a specific product line) complete the questionnaire to define 
levels of risk among the scope, scheduling, budget, project linkages, human resources, 
project management, and technical aspects of a development project.  For each question, 
a level of ―low,‖ ―medium,‖ or ―high‖ is selected.  These levels have associated 
numerical scores that enable answers to the questions to be interpreted numerically.  
Many of the aforementioned risk categories (i.e. scope, scheduling, budget, etc) consist of 
multiple questions.  When the Risk Questionnaire is completed, an overall Risk Score is 
automatically calculated.  This overall score is an average of the numerical scores 
associated with each question.  Furthermore, an overall score for each individual risk 
category is calculated. 
The Risk Questionnaire is advantageous to D-R because its general format 
enables it to be used as a standard ruler to quantify risk for every development project.  
However, this attribute also presents a challenge to D-R.  The Risk Questionnaire does 
not care about what project an engineer or manager is scoring.  Thus, every question may 
not apply to each project, and answering questions that are not applicable can skew both 
the overall Risk Score and risk category score.  In addition, there is no weighting of risks 
within the Risk Questionnaire.  A technical risk is weighed just as heavily as a human 
resource risk, but in reality the technical risk may be much more critical for a given 
project. 
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In addition to the Risk Questionnaire, D-R uses a tool called the Risk Register to 
quantify project risk.  The Risk Register is specific to each individual project, and defines 
technical and budgetary risks more thoroughly.  Conducted during the project definition 
phase, an attempt to identify each specific project risk is made.  Risks are defined and 
classified as schedule, cost, scope, or quality risks.  FMEA principles are applied to 
determine a Risk Score for each risk as described in Section 2.2.1.  An impact score is 
given, which indicates how severely the project would be affected if the risk event were 
to occur (corresponding to the impact or severity of the failure, S, as described in Section 
2.2.1).  The likelihood of the risk occurring is predicted through a probability estimate 
(corresponding to the probability of failure occurrence, O, as described in Section 2.2.1).  
Both the likelihood and impact values rely heavily on the scorer’s past project experience 
and expert opinion.  Scales similar to those shown in Tables 2 and 3 are used.  A Risk 
Score is then calculated, which is the simply the product of the impact and probability 
scores.   
The Risk Score is displayed graphically by a 2-dimensional risk matrix, similar to 
the matrix shown in Table 3.  Threat priority thresholds for both high and medium cutoff 
values are defined for the given project, and the risk matrix is color coded.  Red elements 
in the matrix correspond to risks of high priority, yellow to risks of medium priority, and 
green to risks of low priority.  The Risk Register also enables the user to define a 
mitigation plan for each risk, and to set a target Risk Score for each risk.  The probability 
of risk occurrence once a corresponding mitigation plan is implemented is also estimated.  
For example, a risk identified as a resource availability problem might have a high 
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probability initially.  However, by implementing a mitigation plan (such as incorporating 
detailed resource planning and weekly project meetings into the project), the probability 
of risk occurrence with the mitigation plan in place is estimated, which decreases the 
Risk Score to the target score. 
Risk quantification is critical in obtaining corporate funding from management.  
R&D management is reluctant to approve proposed project budgets if risks are not 
quantified and contingency plans are not outlined. A response strategy, including 
ownership and response type (avoid, transfer, mitigate, and accept) for risks, is often 
formulated before corporate funds are allocated.  It is important to note that for the Risk 
Questionnaire and Risk Register to be effective risk mitigation tools, they need to be 
revisited, updated, and analyzed throughout the development phases.  Nearly every phase 
requires the project team to update these documents in order to continually monitor risks.  
In doing so, the effectiveness of risk mitigation techniques can be tracked throughout a 
project.  
 
3.2 Opportunities for Strengthening Current Framework  
Through numerous conversations with development engineers, it is apparent that 
opportunities for strengthening the current risk management framework at Dresser-Rand 
exist.  It was expressed that the SDP is inefficient when it comes to projects that have 
short lifecycles or are simple in nature.  Despite its advantages in risk management, the 
SDP is often too cumbersome for smaller projects.  Therefore, there is an inherent need 
for the SDP to be scalable for projects of varying scope.  Although scaling the SDP is 
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beyond the scope of this thesis, a more robust risk quantification method can improve 
risk management among projects of varying size and complexity. 
It was also expressed that the Risk Questionnaire, although powerful in its 
adaptability for any development project, may not be business-specific enough.  In other 
words, the generality of the questions does not fully reflect the impact a project may or 
may not have on overall R&D objectives, or overall corporate objectives for that matter.  
Furthermore, risks are not weighted based their classification (i.e. technical, scope, etc).  
The Risk Register enables teams to show the progression of risk and quantitatively 
interpret the impact and probability of risks.  However, risk prioritization is solely 
dependent on the Risk Score.  Thus, there is opportunity for implementing a risk 
management framework with enhanced risk prioritization capabilities. 
The Project Review Board (PRB) is chaired by the R&D platform manager and 
selected by the appropriate Solution Development Team.  Responsibilities of the PRB 
include reviewing and approving phase deliverables prior to each gate, completing 
project reviews to ensure deliverables have been achieved, and must be available 
throughout phases to support the project as needed.  It has been observed that during the 
early phases of development, it is often difficult for the PRB to agree on metrics for 
specific projects.  An unclear interpretation of the levels of risk for a given project is 
most likely one constituent of this disparity.  Enhanced risk quantification methodology 
would make project risks more transparent, thus potentially decreasing the difficulty the 
PRB has in agreeing on performance metrics. 
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One major challenge faced by any development company is the ability to deliver 
proposed performance specifications to the customer as outlined by a quotation.  As new 
technologies are being developed, products are often quoted and sold before performance 
characteristics are proven feasible.  If there are specifications within a contract that 
cannot be met, the cancellation of a contract, loss of brand recognition, and/or legal 
ramifications can occur.  The comprehensive quantification of development project risks 
makes jobs easier to sell and reduces the risk of quoting performance specifications that 
cannot be achieved.  Furthermore, prudent risk quantification promotes the approval of 
development projects internally, and management is more willing to fund projects whose 
risk is understood and managed.  Therefore, improving the risk management framework 
is of great interest to the R&D organization of Dresser-Rand.  
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CHAPTER 4: PROPOSED RISK MODEL 
 
FMEA principles have already been incorporated throughout multiple sectors of 
D-R.  Design FMEA has been implemented in product design, while process FMEA has 
been implemented in manufacturing procedures.  The proposed risk model extends 
FMEA principles into project management within R&D.  Defined as Project Risk FMEA 
(RFMEA) in Section 2.2.2, this methodology incorporates risk detection into the risk 
management framework.  RFMEA is a tool that is used to identify, quantify, and remove 
or reduce risks in a project environment (Carbone et al. 2004). 
The proposed model differentiates itself from the risk model currently 
implemented at D-R through the addition of a detection score.  Detection techniques or 
methods are defined as ―the ability to detect the risk event with enough time to plan for a 
contingency and act upon the risk‖ (Carbone et al. 2004).  In other words, the detection 
value is a measure of the ability to foresee a specific risk event.  If a development team 
cannot be reasonably assured that the risk can be detected for some reason, the risk 
receives a high detection score.  Conversely, if a risk can be identified early on, even 
before the risk occurs, the corresponding detection score will be lower because the team 
has adequate time to mitigate or remove the risk before it occurs.  The detection value 
helps a team rank risks so that prominent risks that require attention can be addressed 
immediately.  Similar to impact and probability scores, the detection score is subjectively 
assigned by a project leader or team.  Table 5 shows the proposed detection value 
guidelines.  In order to be compatible with the impact and probability scores currently 
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implemented at D-R, the detection scores are odd integers, ranging from 1 to 9.  The 
higher the detection score, the less likely the team is assured a risk can be detected. 
 
Detection Score Explanation 
9 
There is no detection method available or known 
that will provide an alert with enough time to plan 
for a contingency. 
7 
Detection method is unproven or unreliable; or 
effectiveness of detection method is unknown to 
detect in time. 
5 Detection method has medium effectiveness. 
3 
Detection method has moderately high 
effectiveness. 
1 
Detection method is highly effective and it is almost 
certain that the risk will be detected with adequate 
time. 
 
Table 5- Detection value guidelines for D-R (adopted from Carbone et al. 2004) 
 
Once the impact, probability, and detection scores are assigned for each risk, the 
Risk Score (product of the impact and probability scores) and risk priority number (RPN, 
product of the impact, probability, and detection scores) are calculated.  Then, a Pareto is 
generated for both the Risk Scores and the RPNs (two separate Paretos are formulated). 
On each Pareto, each risk is interpreted as a vertical bar.  From these Paretos, a critical 
value for Risk Scores and RPN for the specific project are determined.  Again, these 
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critical values are determined subjectively.  If the distribution on the Paretos is smooth 
and continuous, it is more difficult to determine critical values and project experience and 
expertise among team members must be leveraged more heavily.   
A scatter diagram of RPN versus Risk Score is then created.  The critical values 
of the Risk Score and RPN are superimposed on the scatter diagram as vertical and 
horizontal lines, respectively.  These critical values simply provide guidance for 
prioritizing risk response planning.  Risks that have both a Risk Score and RPN above the 
critical values are given priority for initial risk response planning (Carbone et al. 2004), 
often in the form of a contingency plan. Similar to D-R’s current risk management 
framework, the Risk Score and RPN are recalculated once a contingency plan is 
formulated.  Updated scores reflect the team’s prediction as to how the contingency plan 
will reduce the risk.  The contingency plan is predictably sufficient if it results in a Risk 
Score and RPN below the critical values.  An alternative to formulating a comprehensive 
contingency plan is to add methods to detect the risks, which may entail a smaller budget 
than formulating and implementing an entire contingency plan. 
There are multiple perceived benefits of this proposed risk model.  First, risk 
prioritization is improved because only risks with RPNs and Risk Scores above critical 
values are addressed initially.  Time and resources spent doing up-front contingency 
planning is therefore reduced.  It is important to note that risks that have RPNs below the 
critical RPN value but Risk Scores above the critical Risk Score value (or vice versa) 
cannot be ignored in the early stages of a development project and may require 
contingency plans immediately.  This model simply proposes that risks with RPNs and 
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Risk Scores both above critical values should be addressed first.  The model enables a 
team to postpone responding to risks that are not necessarily threatening currently.  
Focusing on the most critical risks improves the risk responses being generated.  
Furthermore, risks that are not addressed immediately can be better understood and more 
accurately quantified as a team progresses through the development phases. 
Moreover, adding the detection value promotes the discovery of new detection 
methods for risk symptoms.  By increasing focus on risk detection, the team may produce 
innovative ideas for identifying symptoms of the risk.  This model also promotes 
enhanced organizational learning, as teams can continually discover new detection 
methodologies so that risks in future projects may be more easily identified.  Finally, 
team frustration may be decreased through this model.  A heavy focus on risk can be 
perceived as negative thinking.  Within development, project scopes are often vague and 
not fully defined; thus, identifying and planning for each and every risk is impractical and 
can be viewed as a waste of time and energy.  Focusing solely on the risks that are most 
important as opposed to every risk for a project can therefore lower the frustration of the 
team (Carbone et al. 2004). 
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CHAPTER 5: CASE STUDY EXAMPLES OF RISK MODEL 
 
  
In order to illustrate the value of implementing the risk model proposed in 
Chapter 4, four case study projects were investigated at Dresser-Rand.  Projects that 
varied in size and scope were selected, and none of the projects have yet to be completed.  
For two of the case studies, each project risk within the risk register was given a detection 
score.  Risks were then graphically interpreted for these two projects through the 
methodology described in Chapter 4.  For the two case studies whose risks were not 
given detection scores, conversations with Program Managers revealed the value of risk 
detectability.   
 For confidentiality purposes, these four projects are referred to as Project A, 
Project B, Project C, and Project D as opposed to their formal titles.  Risk definitions 
have been simplified and verbiage has been adjusted to protect proprietary information.  
Furthermore, it must be emphasized that conversations with regards to risk detection 
among these projects occurred well within the development timeline as opposed to early 
on during the project definition phase.  This chapter does not provide a full depiction of 
the risk situations for the problems discussed, and some observations are presented out of 
context. 
Detection scores discussed in this chapter were assigned in hindsight.  As a result, 
contingency plans that were actually implemented (or are currently being implemented) 
on these projects were done so without detection scores, as well as without the 
information that is presently available and presented in this thesis.  The purpose of these 
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case studies is to illustrate the validity of the risk model, not to analyze risk-based 
decisions that have been made in the past.   
 It is also necessary to emphasize that intermediary steps in terms of risk analysis, 
decision making, and contingency planning are omitted in this thesis.  This was done for 
simplicity and to facilitate an easier understanding and interpretation of the results.  The 
case studies are presented in an order that reflects an increasing investigation of risk 
detection by the author.  Projects C and D include risk detection scoring and are used to 
illustrate the proposed model as described above. 
 
5.1  Project A 
Project A involves the technical development of an energy recovery turbine.  The 
main technological challenge of this project is achieving both a higher efficiency and a 
wider operating range.  Efficiency testing is critical for these turbines, especially because 
this specific project platform is industry driven and supported by the government.  
Performance predicted by Computational Fluid Dynamics (CFD) calculations need to be 
consistent with experimental performance data collected through testing.  The project 
investigated in this case study involved a substantial update to the testing facility, which 
occurred after an order was already placed for a new turbine unit.  Because the project 
budget was missed, this project lends itself well to the investigation of development 
project risk detectability.  
Through an interview with the PM in charge of this project, two critical project 
risks were highlighted.  The first risk dealt with the availability of resources within D-R.  
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The second identified risk was that of estimating the cost of the project.  Creating a 
project budget is risky because if the budget is missed, additional funding may be 
required for the project to continue.  Additional funding may be difficult to obtain 
quickly, especially if management is reluctant to provide funds beyond what was 
originally estimated. 
The team believed the initial proposed project budget was sufficient.  However, as 
the project progressed, it was realized that additional funding would be required to cover 
both materials and labor expenses.  Furthermore, the project timeline was critical, as a 
customer placed an order for a turbine device before this project commenced.  When 
asked to look back and analyze the detectability of the two aforementioned risks, the PM 
said that both had medium detectability, corresponding to a detection score of 5 (based on 
the scale defined in Table 5).  The PM explained that if these risks could have been 
detected more easily and earlier on in the project timeline, there would have been fewer 
problems with cost and lead time.  Fortunately, the occurrence of these risks was not 
detrimental to the project.  Additional funding was acquired, and there were no knock-on 
events or secondary risks that arose as a result of this risk occurrence. 
Although this project does not quantifiably illustrate the effectiveness of adding a 
detection score to the risk management framework, it provides a good backdrop for the 
investigation of Projects B, C, and D.  For Project A, by being conscious of the difficulty 
of detecting cost and resource availability risks during the early stages of development, 
the team might have been able to form more effective contingency plans in order to 
mitigate the identified risks.  
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5.2  Project B 
The second case study involves a development program with which D-R is 
attempting to become prominent within a specific marketplace.  This development project 
involves a centrifugal compressor with very advanced impellers that is used in a specific 
application within a very high-end, technologically intensive marketplace.  Impellers 
have been designed for these compressors, and extensive testing is a large aspect of this 
development project.  Impellers are designed to create flow with high mach numbers and 
specific pressure differentials, and are tested on a test rig.  The test rig is stackable, which 
means it has a large range of testing capabilities.  Typically, a test is run about every 
three weeks.  Similar to Project A, validation testing is essential in order to confirm CFD 
performance calculations match results obtained through testing. 
A few years back, a test was run for a compressor that was designed for a large 
pressure differential.  The test results indicated performance that was poorer than that 
predicted through CFD.  In general, it is difficult to predict performance of these 
impellers because the performance data is not linear.  Concurrently, a testing method was 
being developed for a compressor designed for a medium-level pressure differential.  
Despite the fact that the test for the high pressure differential compressor did not obtain 
desired results, the testing apparatus was assembled for this configuration (thus, under 
high risk conditions).  Again, the objective was to validate CFD as an accurate prediction 
of performance.  Testing for the medium-level pressure differential compressor worked 
wonderfully, and D-R was able to enter the marketplace with this design.  Similarly, the 
testing procedures worked fabulously for a compressor designed for a low pressure 
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differential.  There is currently a strong market push for this technology, and short project 
timelines are required to meet customer needs.  
Project risk management among development projects that are heavily dependent 
on technology and performance (such as this project) is very complicated.  Often, failure 
is necessary in order for the development team to learn and make advancements.  In fact, 
one PM stated that a competitive advantage can be gained by failing, learning from that 
failure, and trying again.  If a team becomes overly risk-averse, very little would get 
learned.  Therefore, this project reflects the team’s willingness to accept risk.  In addition 
to the development team, management must also have risk thresholds.  The overarching 
question is how one quantifies how much risk can be reasonably accepted.  
Critical values for Risk Score and RPN are determined through RFMEA 
principles.  Thus, the detectability of a risk can help a development team quantifiably 
determine how much risk it is willing to accept.  For this development project, the 
detection of variance between CFD predictions and testing results is relatively easy.  
Performance curves are developed from both CFD calculations and test results, and the 
curves are superimposed.  Dramatic variations between the two curves indicate that there 
is a problem with the CFD methodology.  Test results for a typical impeller designed for 
the application of Project B is shown in Appendix B.  The data is plotted against CFD 
predictions non-dimensionally.  For this impeller, there is reasonable (though not perfect) 
agreement between the test data and the CFD prediction (Sorokes and Kopko 2007).  
Typically, D-R looks for agreement within a few percent, however clients may look for 
more stringent agreement percentages.   
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This graphical overlay of CFD predictions on test data makes detection for the 
risk of variance between these values relatively simple.  Following RFMEA 
methodology, this risk would have been given a relatively low detection score (either a 1 
or 3).  The development team did indeed accept the risk of CFD and test data variance in 
this project, as testing was undergone for three different compressor designs.  By 
accepting this risk, D-R was able to enter the marketplace with low and medium pressure 
differential compressors.  Therefore, this project confirms risk detectability is valuable in 
deciding whether to plan a contingency or to accept a risk. 
 
5.3 Project C 
 This development project enables the RFMEA model to be illustrated.  The 
design of the gas turbine that was investigated in this case study is essentially an existing 
design that has been prominent in the marketplace for some time.  Currently, D-R is 
interested in making efficiency improvements and decreasing emissions from the turbine.  
Thus, major risks for this project relate to efficiency and emission levels, as well as cost.  
The facility asked to design this new turbine with improved efficiency and emissions had 
not designed a new unit in a long time.  Furthermore, a generational gap existed among 
the D-R workforce of this facility, which presents another risk for this project.  
The strength of the tips of the impellers is critical for the performance of this new 
turbine.  As a result, highly specialized material is sourced for the impellers.  This 
material has extremely long lead time, as do other parts and assembly processes (such as 
rotor assembly balancing).  Design and procurement therefore occurs simultaneously, 
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otherwise the project timeline would be unproductively long.  With all of these risks 
prominent, the team is most interested in improving performance, both in terms of 
efficiency and emissions.   
Testing this assembly is very complex.  One cannot simply turn the unit on and 
run some simple tests.  In fact, the turbine is tested at incremental power levels.  It takes 
time until the turbine can be tested at full operating conditions.  There are even more 
risks that arise while the turbine is in the test rig.  During one test, there was moderately 
excessive noise.  This could partially be due to the testing conditions, but most likely 
indicates a design issue.  In order to improve efficiency, D-R looks for specific fluid flow 
through the turbine.  If one component of the turbine needs to be redesigned in order to 
achieve improved flow properties, the turbine could be very late on delivery due to the 
long lead time of this component.  Finally, risk of combustion within the turbine arose 
with the preliminary design. 
The large number of risks, as well as the broad range of impact area of these risks, 
makes this project an intersting case study on risk detection.  The PM for this project 
expressed that risk detection capabilities are of high value for this project.  Risks for this 
projcet are managed through the risk register.  The PM was asked to assign detection 
values to each risk on the register.  A simplified version of the risk register including 
these detection scores is shown in Appendix C.  Detection scores were assigned 
subjectively, and considering risk detectability led to a re-evaluation of the impact scores 
for multiple risks.  There was also interesting dialogue with regards to the inherent 
dichotemy of the detection score.  Detectability refers not only to the ability to detect a 
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risk, but also to be able to do so with enough time to plan a contingency.  Both aspects of 
detectability were considered when assigning detection scores for this project. 
Risks that can be detected through succesive testing were assigned relatively low 
detection values, while risks that are not realized until very late in the design process (i.e. 
combustion emissions) were given high detection values.  Measuring combustion 
emissions requirese the engine to be at a mature development stage, thus this risk was 
assigned a high detection value.  Again, the higher the detection value, the more difficult 
it is to detect a risk with enough time to plan a contingency.   
Appendix D shows Pareto charts for both the Risk Score and RPN values for this 
project.  From these Paretos and PM expertise, critical values of 2.4 for the Risk Score 
and 10 for the RPN were determined by the PM.  Appendix E shows a scatter diagram of 
the project risks, with the afformentioned critical values superimposed.  Risks C0001 and 
C0010 have Risk Scores and RPNs above critical values.  Therefore, the model indicates 
a risk response in the early stages of the development process should have been contrived 
for these risks. 
These results were presented to the PM, who explained that risk contingencies for 
every risk on the risk register were implemented on this project.  Specifically, component 
rig tests to address risks C0001and C0010 were implemented early in the development 
process.  A combuster rig was built and tested to address risk C0001.  One component 
underwent extensive analysis and an extra set of static ping tests as part of the response 
plan for risk C0010.  Thus, contingency plans for the two critical risks that the model 
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outputted were implemented in actuality, well before the new risk model was applied to 
this project. 
Furthermore, the risk model emphasizes the severity of risk C0006, although its 
Risk Score does not fall above the critical risk value.  The PM stated that this could be 
helpful in convincing others the importance of this risk, which usually gets moderate 
recognition in terms of it being a danger to the development program.  With the proposed 
model, the PM could quantifiably emphasize the importance of this risk to management.  
In addition, this risk can be brought to the attention of another department involved with 
this specific risk.  Therefore, this case study confirms the validity and illustrates the value 
of the proposed risk model. 
 
5.4  Project D 
This final case study investigates another development project whose scope varies 
greatly from the first three.  Recently, D-R has expanded one specific steam turbine 
business through numerous bolt-on acquisitions.  As such, certain design procedures and 
software tools vary among facilities throughout the globe.  The performance calculation, 
selection, and cost estimation of these turbines is not standardized among various 
facilities.  In order to adhere to sound business practices, there is a strong push to make 
this selection process universal.  Project D has an objective of developing an adequate 
software program that can be used on varying software platforms.  Specifically, there are 
five international facilities where the software will be implemented.  The proposed 
software will be used by salespersons, application engineers, and engineers.  Application 
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engieers work on jobs in multiple locations, thus they have a strong need for a universal 
program.  It is impractical for application engineers to learn five separate programs for 
the selection of a turbine. The proposed software will define requirements for the 
application, define basic methodology for component selection, outline financial metrics, 
and define expected schedule and cost.  A common theoretical model (CTM) will be 
implemented in a performance calcualtions tool.  In addition, a quote data generator 
(QDG) will be developed, and will enable the modeling of a bill of materials and will 
also provide costing estimates.  Percieved benefits include decreased operating costs, 
increased turbine sales, and increased stability, standardization, and knowledge retention 
of the techincal infrastructure at D-R.  
A software development team had the task of writing the software and completing 
all necessary programming.  It is important to note that this development team did not 
have turbine design expertise.  While tracking the project’s costs, D-R noticed it was 
underspending.  Sufficient data collection was identified as one risk for this project.  In 
terms of technical risk, the main question was whether the resulting program (CTM) was 
outputting results that were close enough to predictions formulated by existing programs.  
It was difficult to determine what was ―close enough‖ in this sense, and how D-R could 
recognize this risk and respond.  
As the project approached its deadline, the software was tested against existing 
programs, and the results did not match.  An investigation on what was wrong with the 
new CTM was launched. It was determined that problems arose due to the fact that the 
project team did not have the capabilities of testing the software early on because the 
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program was incomplete.  The PM suggested that a user-friendly CTM could have been 
developed by the software development team so that the project team could have done 
periodic testing.  This would have enabled the project team to detect the risk of 
inconsistencies between the new CTM and the existing programs.  This suggestion was 
made in hind-sight, but would have been a more obvious solution earlier if the 
detectability of this risk was identified. 
A total of 18 risks were included in the risk register.  The PM scored the detection 
of each risk, which is shown in Appendix F.  Appendix G shows Pareto charts for both 
the Risk Score and RPN values for this project.  For this project, critical values of 4.9 for 
the Risk Score and 40 for the RPN were determined.  Appendix H shows a scatter 
diagram of the project risks, with the afformentioned critical values superimposed.  Risks 
100801, 100601, 91018, 100323a, and 100323b all have Risk Scores and RPNs above 
critical values.  Therefore, the model indicates a risk response in the early stages of the 
development process should have been contrived for these risks. 
These results were presented to the PM, who explained that the model’s results 
identified the risks which, in hindsight, were the biggest threats to the project.  The 
majority of the critical risks listed above did become problems during the project.  The 
only issue that occurred that was not highlighted by the model was risk 100323b.  
However, this issue was addressed early enough in the project to keep it from becoming a 
problem.  Risks that had Risk Scores and RPNs below critical values did not result in 
major project problems.  Therefore, as did the case study for Project C, this case study 
confirms the validity and illustrates the value of the proposed risk model. 
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CONCLUSION 
 
In an effort to improve risk management among Research and Development 
projects, a new risk model is proposed.   This model applies Project Risk FMEA 
principles to development projects so that risks can be quantified and managed more 
effectively and efficiently.  RFMEA is a simple and intuitive methodology based on well-
known FMEA techniques, modified for project risk management.  Specifically, the 
proposed risk model expands the concept of the two-dimensional Risk Score, which is 
calculated from the probability of risk occurrence and the perceived impact of risk 
occurrence, by adding a detection score to the risk analysis.  A Risk Score and Risk 
Priority Number are calculated for each project risk that is identified, and critical values 
for these two quantities are determined for every individual project.  Risks that have Risk 
Scores and RPNs above critical values require immediate risk response planning in the 
form of a contingency plan.  By adding the detection value to the risk management 
framework, improved risk prioritization can be achieved.  
 This model was tested on four actual development projects within the Dresser-
Rand Research and Development program.  For each of the four projects investigated, 
risk detectability was determined to be valuable in terms project risk management.  The 
proposed risk model was applied to two of the four case studies, and the results confirm 
the validity of the model.  Program Managers for Project C and Project D were asked to 
assign detection scores to each project risk retrospectively.  For both projects, the model 
did identify risks which, in hindsight, were the biggest threats to the project. 
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 There is an inherent need for the development and implementation of robust risk 
management frameworks in order for Research and Development projects to be 
successful.  The identification and quantification of a risk, as well as its impact, can have 
significant effects on the success of a development project.  Project managers can 
implement the proposed model to improve project success by focusing on key risks, 
which in turn can influence the success of a company in an increasingly competitive 
marketplace. 
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OPPORTUNITY FOR FURTHER WORK 
 
 There are many possible extensions of this work that could prove valuable to 
Dresser-Rand.  First, it is recommended that development teams re-evaluate the risk score 
and RPN based on the perceived outcomes of a contingency plan.  This would enable the 
team to determine the effectiveness of a proposed contingency, and could potentially aid 
in the discovery of new detection methods for risk symptoms.  Furthermore, a sensitivity 
analysis can be conducted on the impact, probability, and detection scores.  This could 
reveal an opportunity for improvement among the scales currently implemented.  
 A hierarchical database of project risk data can be assembled based on occurrence 
and impact of risk events from previous projects.  In order to quantify project risks more 
effectively, mathematical models such as the model described in Section 2.2.3 (which 
leverage said hierarchical databases) can be considered.  Finally, the concept of the 
Balanced Scorecard as described in Section 2.2.4 can be applied to R&D at D-R.  The 
Balanced Scorecard can link risk management within R&D to overall corporate 
strategies, which in turn can facilitate logical decisions among product development that 
support overall business objectives. 
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APPENDIX A:  FLOW CHART FOR TYPICAL RMF 
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Figure 4- Flow chart for typical RMF (Abbasi 2009)  
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APPENDIX B: PREDICTED VS TEST DATA- IMPELLERS 
 
Figure 5- Predicted vs tested data for typical impeller (Sorokes and Kopko 2007) 
Solid line- CFD prediction 
Dashed line/symbols- test data 
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APPENDIX C: RISK REGISTER FOR PROJECT C 
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Mitigation Plan
C0001
Excessive Combustor 
Noise All 7 0.7 4.9 5 24.5 Improved flow design/analysis
C0006 Resource risk 1 Schedule 7 0.3 2.1 7 14.7 Implement new training program
C0010 Performance risk 3 Quality 9 0.3 2.7 5 13.5 Full assembly ping review
C0003 Performance risk 1 All 5 0.5 2.5 3 7.5
Analysis and boundary condition approximations reviewed a third time to raise 
confidence in output. Carefully monitor temperature of component X
C0004 Design risk 1 All 7 0.3 2.1 3 6.3 Analyze clearance issues
C0005 Performance risk 2 Schedule 7 0.3 2.1 3 6.3 Adjust design to achieve specific properties
C0009 Design risk 3 Quality 7 0.3 2.1 3 6.3 Assembly of specific rotor
C0007 Design risk 2 Quality 3 0.7 2.1 3 6.3 Finish rig test and review
C0002 Combustor Emissions Scope 7 0.7 4.9 1 4.9
Combustor tuning during engine testing are expected part of engine testing 
program
C0008 Design risk 4 Quality 7 0.3 2.1 1 2.1 Complete analysis  
Table 6- Risk register for Project C 
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APPENDIX D: PARETOS FOR PROJECT C 
 
Figure 6- Risk Score Pareto (Project C) 
 
Figure 7- RPN Pareto (Project C)  
0
1
2
3
4
5
6
C0001 C0002 C0010 C0003 C0004 C0005 C0006 C0008 C0009 C0007
R
is
k 
Sc
o
re
Risk ID
Risk Score Pareto
0
5
10
15
20
25
30
C0001 C0006 C0010 C0003 C0004 C0005 C0009 C0007 C0002 C0008
R
P
N
Risk ID
RPN Pareto
 66 
APPENDIX E: RISK SCATTER DIAGRAM FOR PROJECT C  
 
 
Figure 8- Scatter diagram (Project C) 
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APPENDIX F: RISK REGISTER FOR PROJECT D 
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100801
CTM does not produce accurate 
results Quality 9 0.9 8.1 9 72.9
Develop acceptance testing plan, run test protocol to isolate problems.  
Diagnose errors and make corrections
91018 CTM Risks Schedule 9 0.7 6.3 9 56.7
components
100323a
CTM fallen behind schedule. 
Current budget reflects labor cost 
overrun on CTM Cost 7 0.9 6.3 9 56.7
Monitor progress of software development team
100601 Performance risk 1 Quality 9 9 8.1 7 56.7
Develop acceptance testing plan, run test protocol to isolate problems.  
Diagnose errors and make corrections
100323b
Quality of cost data (QGD) for 
location X and Y Schedule 7 0.9 6.3 7 44.1
Work with location to identify  technical resource for QDG mapping 
rules. Work with location to identify resource to develop cost data 
90428
Calibration of CTM to historical 
baseline data is large task Schedule 9 0.5 4.5 9 40.5
Method of offline calibration has been determined (NTB). Start work on 
this as soon as possible
100505a Data acquisition risk 1 Quality 7 0.7 4.9 7 34.3
Extensive testing of the program will be required to confirm accuracy of 
supplied data
100217c
Location X- QDG mapping and 
costing Schedule 5 0.9 4.5 5 22.5
Input needed from location X management to develop plan and provide 
resources
100323c NTB runs in location Y and Z Schedule 7 0.9 6.3 3 18.9 Work with location to identify  technical resource for NTB runs
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100110 Data acquisition risk 2 Cost 5 0.7 3.5 5 17.5
Start Item Costing process with location Y and Q as soon as possible
90429 Schedule risk 1 Schedule 9 0.5 4.5 3 13.5 Use specific model, start work on this as soon as possible
100217a
Location Q- Lack of resources for 
data acquisition Schedule 5 0.9 4.5 3 13.5
Need assistance from group S executive in getting resources engaged 
100217b
Location Z- Data delivery dates 
slipping Schedule 5 0.9 4.5 3 13.5
Will need assistance from group S executive to get resources engaged 
if data not received by DD/MM/YYYY
90903
Size of data loading / transformation 
effort not yet well known Cost 7 0.5 3.5 3 10.5
Detailed plan
100515 Data acquisition risk 3 Schedule 9 0.9 8.1 1 8.1
Location Z curves temporarily substituted to allow testing of other 
functionalities
90415
activities by the locations will cause 
overall schedule delays Schedule 9 0.7 6.3 1 6.3
Clear deliveralbles and method of tracking
090415b
Resource availability issues appear 
to be most critical at Location Y and 
Z Schedule 9 0.7 6.3 1 6.3
Work with location managers to free up resources
100505b
Support from engineering group for 
training, rollout and support Schedule 7 0.5 3.5 1 3.5
Create plan to insure IT and engineering support is in place
 
Table 7 (continued)- Risk register for Project D
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APPENDIX G: PARETOS FOR PROJECT D 
 
Figure 9- Risk Score Pareto (Project D) 
 
 
Figure 10- RPN Pareto (Project D)  
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APPENDIX H: RISK SCATTER DIAGRAM FOR PROJECT D 
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    Figure 11- Scatter diagram (Project D) 
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