I. INTRODUCTION
This is a paper for people interested in solving nonlinear complementarity problems. Because of the wide use of this problem in economics and industry [1] , it is essential for us alike to develop an understanding of the method for this problem. Knowledge of complementarity problem leads to a better understanding of its impact on various applications. Our goal in this paper is to give a comprehensive description of the techniques for solving nonlinear complementarity problems.
Because of our focus on nonlinear complementarity problems, we have omitted discussion of important complementarity problems, such as the linear complementarity problem, the vertical linear complementarity problem and the the horizontal linear complementarity problem [2] [3] [4] [5] . Next we shall detail the nonlinear complementarity problem. It is to find an 
where :
n n F R R → is continuously differentiable.
The problem(1) is often abbreviated to NCP(F). It has many important applications in different fields, such as equilibrium and game theory models of economics, operations research, control theory, transportation and hydrodynamics, etc.
The idear of most methods for the solution of NCP(F) is to reformulate this problem as a nonlinear equations, or as an optimization problem [6] . The NCP(F) is written equivalently as 
µ >
Recent research shows that many authors have presented globally and locally fast convergent smooth methods. The Jacobian smoothing method and the standard Newton method are two class of methods. Most of the smooth method apply the line search strategy to obtain the iterate point k x . Compared with the line search, trust region method has better astringency. So, the trust region is also used in a couple of recent smoothing papers.
We concsider the unconstrained minimization problem
is a continuously differentiable function.
Generally, we make use of the subproblem functional The trust region subproblem is introduced by many researchers for solving the unconstrained optimization problem.
In this paper, we concentrate on one particular reformulation of the nonlinear complementarity problem. It is based on the Fischer-Burmeister function: The NCP(F) is equivalent to solving the nonlinear equation:
The corresponding value function: 
Thus, we reformulate the NCP(F) into an optimization problem:
Trust region methods and line search methods both generate steps with the help of a quadratic model of the unconstrained optimization problem (2), but the region methods have excellent properties in theory and effectiveness in computation [8] [9] . So, in this paper, we choose the trust region method to solve the problem (2) .
To solve the unconstrained optimization problem(2), the trust region subproblem is used. Many scholars have studied and applied this method extensively [10] [11] [12] [13] . Some results indicated that the method with enforcing monotonicity of the objective function value can considerably slow the convergence rate in the minimization process. So, relaxing the request on monotonicity can improve the efficiency of the trust region method. The nonmonotone technique has been used in many fields [14] . This article integrates trust region methods and nonmonotone techniques with the PSO to obtain a mixed algorithm. The "bad points" is modified by the PSO. Theoretic analysis and numerical results show that the algorithm has better astringency and does not require that F is a P 0 function. The selection of the trust region radius depends on the current iteration point. Under given conditions, the global astringency of the algorithm is proved.
The rest of this paper is organized as follows. In Section II, a new algorithm is proposed. In Section III, first, we obtain some lemmas. Then we discuss the global convergence of our algorithm. Finally, in section IV, some numerical results and theoretic analysis are reported, which shows the efficiency of our algorithm.
II. ALGORITHM
In this section, we give a detailed description of our mixed algorithm. We employ the new nonmonotone trust region method to solve the subproblem, where The subproblem of this paper is as follows:
and M is nonnegative integer.
Particle Swarm Optimization(PSO) [15] is a random optimization algorithm. The basic idea of PSO comes from the research of the behavior of birds find habitat. Since the algorithm has been proposed, because of its easy implementation, fast convergence, and the need to adjust less parameters, attracted wide attention from many scholars.
Evolution equation of PSO:
t wv t c r t p t x t c r t p t x t
.
Here p i is the best position of the i-particle and p g is the best position of all particles. Choose constants ω,c 1 ,c 2. r 1 ,r 2 ∈[0,1] are random numbers which obey the uniform distribution.
A. Algorithm1
Step0 Given 0 0,
Step2 If Otherwise go to Step4.
by the linear equation [16] :
Step9 Compute
III. GLOBAL CONVERGENCE
In this section, Global convergence results of Algorithm1 are discussed. Before we obtain these results, we would like to make some assumptions.
Assume H： (H1) The level If the assume holds, we can get the following conclusions :
Lemma1 [6] For any , 0,
x is a infinite sequence, then 1) for any k (4), we obtain ( ) ( ) ( )
By the definition of the k B , we get that k B is a symmetric matrix. It is easily to know that
Second, suppose that 
According to (7), (8) and ( Therefore, we obtain ( ) 
The Lemma1 and (8) of Lemma2 show that 
Suppose that the Algorithm1 could cycle infinitely between Step2 and Step 6, we have 0, ( ).
Combining the Lemma4 in [18] , we complete the proof. Lemma6 
The aim of the following theorem is to show that any accumulation point of the sequence generated by Algorithm1 is at least a stationary point of Ψ .
Proof First, we shall prove that
Then there exists 0 ε > and an infinite subsequence
The ( According Step4, We can get the following relation:
They follow from the H2 and Step9 of Algorithm1 that
By (9), we have
which contradicts (10) . Thus
This completes the proof.
IV. NUMERICAL RESULTS
In this section, we implemented the mixed method from Algorithm1 in MATLAB 7. As test problems, we use the example2 and example3 from [6] . The implemented version of this method differs from the one proposed before in many aspects. First, we replaced the nonmonotone trust region method by the mixed algorithm. For the details of the nonmonotone trust region method, we suggest the reader to explore [6] . Then, we tried to apply the pure PSO to these problems and compared these results of the pure PSO with the Alogrithm1. Finally, we omitted the PSO from the Alogrithm1 in order to obtain some results. These results were used to compare with these numbers got from Algorithm1. All results of the test problems were shown below in tabular form.
These meanings of those following tables will be described before their first mention.
The algorithm terminates when the following stopping criteria is satisfied ( ) We introduce the meanings of some letters, which are abbreviated in order to make the reader understand the advantage of the new Alogirithm1.
The detailed introduction as follows: AG1 represents the Algorithm1 in this paper. AG2 denotes the Algorithm in [6] . AG3 represents the pure PSO algorithm.
AG4 expresses the algorithm that removes the PSO from the Algorithm1.
Table1: Nf1 denotes the iteration counts of AG2,and Nf2 shows the iteration number of AG1.
Table2: We denote the number of particles by D. N21 and T21 express the average of iterations and time of 20 points. These random points purely depend on AG3 and achieve the optimal solution.N22 and T22 show the results of AG1. When the time is over 50 seconds, we denote it by *.
Table3: N31 and T31 represent the numbers of iterations and time of AG4. The N32 and T32 express the iteration counts and time of AG1. When the iteration counts are more than 5000 and time is over 100 seconds, we denote them by *.
It is impossible to implement the test for all points. So, for all the experiments, we just need choose some points. The numbers which are obtained by those points represent our numerical results of all algorithms. The detailed results are summarized in the following tables. From the numerical results in Table1, we can clearly find that most numbers of the AG1 are considerably smaller than those obtained from [6] for the example2 and example3. This means that the new mixed method is effective to these problems. In Table2, we draw a comparison between AG1 and AG3. From Table2, we can know that AG1 has better results. If AG1 is used to solve the problem, we can save much time than AG3. Furthermore, we can see that those numerical results of AG3 are closely related to the number of particles. Many nonmonotone trust region algorithms for nonlinear complementarity problem work well when the determinant of k B is suitable. Unfortunately, when the start point is not suitable, k B may be very large or small. For this situation, it is very difficult when we use the general nonmonotone method to obtain the solution. But, the AG1 can solve this problem very well. Here, we denote this situation by *. The Table3 reports some results of AG1. From Table1, Table2 and Table3, we can see that the new algorithm is superior to other methods. Especially, both the first and second lines of Table2 tell us that, when D=20 or D=30, the AG3 is failed. In a word, the new mixed algorithm that is mentioned in this paper is more effective.
In this paper, we use the Kanzow function to approximate the Fischer-Burmeister function so that smooth and nonlinear equations can be obtained and then changed into a optimization problem. With the combination of the nonmonotone technique, the trust region algorithm and the PSO method, we propose a new mixed method. Three tables expresse that the new algorithm is more stable and reliable than the general nonmonotone trust region method for nonlinear complementarity problem.
