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We propose a general framework for constructing universal steering criteria that are applicable
to arbitrary bipartite states and measurement settings of the steering party. The same framework
is also useful for studying the joint measurement problem. Based on the data-processing inequality
for an extended Re´nyi relative entropy, we then introduce a family of universal steering inequalities,
which detect steering much more efficiently than those inequalities known before. As illustrations,
we show unbounded violation of a steering inequality for assemblages constructed from mutually
unbiased bases and establish an interesting connection between maximally steerable assemblages
and complete sets of mutually unbiased bases. We also provide a single steering inequality that can
detect all bipartite pure states of full Schmidt rank. In the course of study, we generalize a number
of results intimately connected to data-processing inequalities, which are of independent interest.
PACS numbers: 03.67.-a, 03.65.Ud, 03.65.Ta
Steering is a nonclassical phenomenon that formal-
izes what Einstein called “spooky action at a distance”
[1, 2]. For a long time, it was studied under the name
of Einstein-Podolsky-Rosen (EPR) paradox [3–5]. Re-
cently, it was realized that steering is a form of nonlocal-
ity that sits between entanglement and Bell nonlocality
[6–9] and that is intrinsically asymmetric [10, 11]. Inter-
estingly, steering can be characterized by a simple quan-
tum information processing task, namely, entanglement
verification with an untrusted party [6, 7]. In addition,
steering has been found useful in a number of applica-
tions, such as subchannel discrimination [12] and one-
sided device-independent quantum key distribution [13].
Recently, detection and characterization of steering
have attracted increasing attention [4–7, 12, 14–21]. Var-
ious steering criteria and inequalities have been derived,
such as linear steering inequalities [14, 17]; inequalities
based on multiplicative variances [4, 5, 14], entropic un-
certainty relations [15, 16], fine-grained uncertainty rela-
tions [18]; and hierarchy of steering criteria based on mo-
ments [19]. However, most of these results are tailored
to deal with specific scenarios; majority criteria are only
applicable to given numbers of measurement settings and
outcomes. In addition, many criteria (including most lin-
ear criteria) rely heavily on numerical optimization and
lack a clear physical meaning and simple interpretation.
In this paper, we propose a general framework for con-
structing universal steering criteria that are applicable
to arbitrary measurement settings of the steering party.
In particular, we introduce nonlinear steering inequal-
ities based on the data-processing inequality for an ex-
tended Re´nyi relative entropy [22, 23], which detect steer-
ing more systematically and efficiently than criteria in
the literature. The same framework is also useful for
studying the joint measurement problem [24–29]. In ad-
dition, our inequalities have a clear information theoretic
meaning and simple interpretation. As illustrations of
the general framework, we show unbounded violation of
a steering inequality by virtue of mutually unbiased bases
(MUB) [30, 31] and establish an interesting connection
between maximally steerable settings and complete sets
of MUB. We also provide a single steering inequality that
can detect all bipartite pure states of full Schmidt rank.
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FIG. 1. Steering scenario. Alice can affect Bob’s state via her
choice of the measurement according to the relation ρa|x =
trA[(Aa|x⊗1)ρ]. Entanglement is necessary but not sufficient
for steering.
Suppose Alice and Bob share a bipartite state ρ with
reduced states ρA and ρB . Alice can perform local mea-
surements described by a collection of positive-operator-
valued measures (POVMs) {Aa|x}, which is known as a
measurement assemblage. If Alice obtains outcome a for
measurement x, then the unnormalized reduced state of
Bob is ρa|x = trA[(Aa|x ⊗ 1)ρ]. In the following, we dis-
cuss steering of Bob’s system by Alice’s measurements
in terms of Bob’s states ρa|x. The set of states ρa|x for
a given x is called an ensemble for ρB , and the whose
collection of ensembles is called a state assemblage [17];
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2see Fig. 1. To distinguish them, we express the ensemble
by {ρa|x}a and the state assemblage by {ρa|x}. The as-
semblage {ρa|x} is steerable if it does not admit a local
hidden state model [6, 7] as ρa|x =
∑
λ p(a|x, λ)σλ for all
a, x, where {σλ} is an ensemble for ρB and p(a|x, λ) are
a collection of stochastic maps with p(a|x, λ) ≥ 0 and∑
a p(a|x, λ) = 1. The state ρ is steerable from Alice
to Bob if there exists a measurement assemblage for Al-
ice such that the resulting state assemblage for Bob is
steerable. In this paper we shall focus on steerability of
assemblages, no matter how they are constructed.
The steering problem is closely related to the joint
measurement problem of POVMs [26–29, 32]. Up to a
scaling, a POVM may be seen as an ensemble for the com-
pletely mixed state. A measurement assemblage is com-
patible or jointly measurable if the corresponding state
assemblage (for the completely mixed state) is unsteer-
able. In view of this connection, many results on steering
can be turned into corresponding results on POVMs, and
vice versa. We shall make use of this connection without
further comments whenever convenient.
To set up the stage, we need to introduce suitable
order relations on ensembles and assemblages. Given
two ensembles {ρa} and {σb} for ρB , which may rep-
resent two preparation procedures, the ensemble {ρa} is
a coarse graining of {σb}, denoted by {ρa}  {σb} or
{σb}  {ρa}, if the former can be derived from the latter
by data processing, that is, ρa =
∑
b p(a|b)σb, where the
stochastic map p(a|b) characterizes the data-processing
procedure. In that case, {σb} is a refinement of {ρa}.
Intuitively, coarse graining usually leads to a less infor-
mative ensemble. Two ensembles are equivalent if they
are coarse graining (refinement) of each other. The rela-
tion of coarse graining (refinement) forms a partial order
on equivalent classes of ensembles for a given state.
The order relation on ensembles can be generalized to
assemblages in a natural way. Given two assemblages
{ρa|x} and {σb|y} for ρB , the assemblage {ρa|x} is a
coarse graining of {σb|y}, denoted by {ρa|x}  {σb|y}
or {σb|y}  {ρa|x}, if each ensemble in {ρa|x} is a coarse
graining of an ensemble in {σb|y}. In that case, {σb|y} is
called a refinement of {ρa|x}. An assemblage is unsteer-
able if and only if it has a refinement that contains only
one ensemble, that is, all its ensembles possess a com-
mon refinement. By definition, any coarse graining of an
unsteerable assemblage is unsteerable. Conversely, any
refinement of a steerable assemblage is steerable.
A function f on ensembles is order monotonic (or order
preserving) if f({ρa})  f({σb}) whenever {ρa}  {σb}.
Order-monotonic functions on assemblages can be de-
fined in a similar manner. Here the image of f could
be any space with a partial order, although we use the
same notation for the partial order as that on ensembles.
The image of all ensembles for a given state under an
order-monotonic function f is called the complementar-
ity chamber and denoted by Cf . In those cases of interest
complementarity chamber
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FIG. 2. (color online) Simple idea behind universal steering
criteria. Here the green cone at G({ρa|x}a) represents the set
of superoperators F satisfying F ≥ G({ρa|x}a). When the
assemblage {ρa|x} is unsteerable, G({ρa|x}a) have a common
upper bound in the complementarity chamber (left plot). Vi-
olation of this condition implies steerability (right plot).
to us, the chambers are usually finite-dimensional com-
pact convex sets, and their shapes reflect the information
tradeoff among different ensembles, hence the name. For
any unsteerable assemblage {ρa|x} with a common refine-
ment, say, {σλ}, we have f({ρa|x}a)  f({σλ}) ∈ Cf for
all x. So f({ρa|x}a) have a common upper bound in Cf .
Violation of this condition is a signature of steerability;
see Fig. 2 for an illustration.
To unleash the potential of the idea spelled out above,
it is essential to construct order-monotonic functions that
are easy to characterize. Inspired by the data-processing
inequality for a Re´nyi relative entropy [22, 23], here we
introduce two such functions from ensembles to superop-
erators. Let Q be a positive operator of full rank; define
GQ({ρa}) :=
∑
a
|ρa〉〉〈〈ρa|
tr(Qρa)
, G¯Q({ρa}) :=
∑
a
|ρ¯a〉〉〈〈ρ¯a|
tr(Qρa)
,
(1)
where ρ¯a = ρa − tr(ρa)/d and d is the dimension of
the Hilbert space. Here, we consider the Hilbert space
of operators on the physical space, i.e., the Hilbert-
Schmidt space. The kets in this space are denoted by
the double-ket notation to distinguish them from or-
dinary kets. Superoperators, such as the outer prod-
uct |A〉〉〈〈B|, act on the operator space just as ordinary
operators act on the usual Hilbert space; for example
(|A〉〉〈〈B|)|C〉〉 = |A〉〉 tr(B†C) (cf. [29, 33]).
Now, for a positive real vector p and a real vector v
of the same length, we introduce extended Re´nyi rela-
tive entropy of order 2 as D2(v‖p) := log
∑
k
v2k
pk
, which
reduces to the conventional Re´nyi relative entropy of or-
der 2 when p and v represent probability distributions
[22, 23]. As shown in the supplementary material, the ex-
tended Re´nyi relative entropy obeys the data-processing
inequality, from which we deduce the following theorem.
Theorem 1. The functions GQ(·) and G¯Q(·) are order
monotonic for any positive operator Q of full rank.
3When Q is the identity, Eq. (1) reduces to
G({ρa}) :=
∑
a
|ρa〉〉〈〈ρa|
tr(ρa)
, G¯({ρa}) :=
∑
a
|ρ¯a〉〉〈〈ρ¯a|
tr(ρa)
.
(2)
We have
Tr(G({ρa})) =
∑
a
tr(ρ2a)
tr(ρa)
≤
∑
a
tr(ρa) = 1,
Tr(G¯({ρa})) = Tr(G({ρa}))− 1
d
≤ 1− 1
d
,
(3)
where “Tr” denotes the trace of superoperators. Here the
upper bounds are saturated if and only if the ensemble
is rank 1, that is, all the ρa have rank 1. Define
τ({ρa|x}) = min{Tr(F)|F ≥ G({ρa|x}a) ∀x},
τ¯({ρa|x}) = min{Tr(F)|F ≥ G¯({ρa|x}a) ∀x}.
(4)
Theorem 2. The functions τ(·) and τ¯(·) are order-
monotonic on assemblages. Any unsteerable assemblage
{ρa|x} satisfies τ({ρa|x}) ≤ 1 and τ¯({ρa|x}) ≤ 1 − 1/d.
Any compatible measurement assemblage {Ma|x} satis-
fies τ({Ma|x}) ≤ d and τ¯({Ma|x}) ≤ d− 1.
Proof. Suppose {ρa|x}  {σb|y}. Then for any ensemble
x in {ρa|x} there exists an ensemble y in {σb|y} such that
G({ρa|x}a) ≤ G({σb|y}b) according to Theorem 1. There-
fore, F ≥ G({ρa|x}a) for all x whenever F ≥ G({σb|y}b)
for all y. It follows that τ({ρa|x}) ≤ τ({σb|y}) and τ(·)
is order-monotonic. By the same reasoning, so is τ¯(·).
The ensembles in {ρa|x} possess a common refinement,
say {σλ}, so that G({σλ}) ≥ G({ρa|x}a) for all x. On the
other hand, Tr(G({σλ})) ≤ 1 according to Eq. (3). It
follows that τ({ρa|x}) ≤ 1. The other three inequalities
in Theorem 2 follow from the same reasoning.
Remark 1. According to Proposition 4 in the supple-
mentary material, τ({ρa|x}) = τ¯({ρa|x}) + 1/d, so the
inequalities τ({ρa|x}) ≤ 1 and τ¯({ρa|x}) ≤ 1 − 1/d are
equivalent; so are τ({Ma|x}) ≤ d and τ¯({Ma|x}) ≤ d− 1.
In practice, one may be easier to analyze than another.
Figure 2 depicts the simple idea behind steering in-
equalities in Theorem 2. These inequalities means that
unsteerable (compatible) assemblages cannot be too in-
formative (cf. Ref. [29]). Compared with steering in-
equalities in the literatures [14, 17], what is remarkable is
that they are applicable to arbitrary assemblages and the
bounds can be derived without numerical optimization.
The values of τ({ρa|x}) and τ¯({ρa|x}) can be computed
efficiently with semidefinite programming (SDP), whose
size increases only linearly with the number of ensembles.
Although the steerability of an assemblage can be deter-
mined by SDP [17, 20], the size of such SDP increases
exponentially with ensembles. Our approach is attrac-
tive from both conceptual and practical perspectives.
To illustrate the application of our steering inequali-
ties, we need to introduce several concepts. Two ensem-
bles {ρa} and {σb} are mutually orthogonal if tr(ρ¯aσ¯b) =
0 for all a, b or, equivalently, if G¯({ρa}) and G¯({σb})
have mutually orthogonal support. The same defini-
tion applies to POVMs. For POVMs corresponding to
rank-1 projective measurements, orthogonality is equiv-
alent to mutually unbiasedness. Recall that two bases
{|ψj〉} and {|ϕk〉} in dimension d are mutually unbiased
if |〈ψj |ϕk〉|2 = 1/d for all j, k [30, 31]. The following two
propositions are proved in the supplementary material.
Proposition 1. Any measurement assemblage {Ma|x}
satisfies τ({Ma|x}) ≤ d2 and τ¯({Ma|x}) ≤ d2 − 1.
Any state assemblage {ρa|x} satisfies τ({ρa|x}) ≤ d and
τ¯({ρa|x}) ≤ d− 1/d.
Proposition 2. Any measurement assemblage {Ma|x}
with m POVMs satisfies τ¯({Ma|x}) ≤ m(d − 1). Any
state assemblage {ρa|x} with m ensembles satisfies
τ¯({ρa|x}) ≤ m(1 − 1/d). The upper bound is saturated
if and only if the POVMs (ensembles) are rank 1 and
mutually orthogonal.
In view of Proposition 1, measurement assemblages
saturating the upper bound τ¯({Ma|x}) ≤ d2 − 1 (or
τ({Ma|x}) ≤ d2) are called maximally incompatible;
state assemblages saturating τ¯({ρa|x}) ≤ d − 1/d (or
τ({ρa|x}) ≤ d) are called maximally steerable.
When a measurement assemblage {Ma|x} is com-
posed of m projective measurements, the upper bound
τ¯({Ma|x}) ≤ m(d − 1) is saturated if and only if the
bases are mutually unbiased. So measurement assem-
blages composed of MUB are maximally incompatible
for given m; accordingly, state assemblages constructed
from MUB are maximally steerable. The inequality
τ¯({Ma|x}) ≤ d2 − 1 in Proposition 1 means that each
set of MUB can contain at most d + 1 bases, in agree-
ment with the well-known bound [30, 31]. When d is a
prime power, a complete set of MUB can be constructed
[30, 31], so the compatibility inequality τ¯({Ma|x}) ≤ d−1
and the steering inequality τ¯({ρa|x}) ≤ 1−1/d can be vi-
olated by a factor of d+1, which is unbounded as d grows.
In contrast with the unbounded violation of a linear steer-
ing inequality shown in Ref. [34], our result follows from
a universal recipe, and the degree of violation can be de-
termined precisely. An intriguing problem left open is
how many bases are needed to construct a maximally in-
compatible (steerable) assemblage when complete sets of
MUB cannot be found, say in dimension 6.
Next, we generalize Theorem 2 by virtue of the order-
monotonic functions GQ and G¯Q. Define superoperator
RQ [29, 33, 35, 36] and R¯Q by the equation
RQ|S〉〉 = 1
2
|SQ+QS〉〉, R¯Q = RQ − |Q〉〉〈〈Q|
tr(Q)
. (5)
Note that both RQ and R¯Q are positive superoperators,
4that is, 〈〈S|RQ|S〉〉 ≥ 0 and 〈〈S|R¯Q|S〉〉 ≥ 0 for any oper-
ator S; so R1/2Q and R¯1/2Q are well defined. Here comes
the analogy of Eq. (3),
Tr(RQGQ({ρa})) =
∑
a
tr(Qρ2a)
tr(Qρa)
≤
∑
a
tr(ρa) = 1,
Tr(R¯QG¯Q({ρa})) = Tr(RQGQ({ρa}))− tr(QρB)
tr(Q)
≤ 1− tr(QρB)
tr(Q)
.
(6)
Again, the upper bounds are saturated if and only if the
ensemble is rank 1. The operator Q serves as a probe. If
Q = 1, then RQ = I and R¯Q = I¯, where I is the identity
superoperator and I¯ is the projector onto the space of
traceless operators, so Eq. (6) reduces to Eq. (3). Define
τQ({ρa|x}) = min{Tr(F)|F ≥ G˜Q({ρa|x}a) ∀x},
τ¯Q({ρa|x}) = min{Tr(F)|F ≥ ˜¯GQ({ρa|x}a) ∀x},
(7)
where G˜Q = R1/2Q GQR1/2Q and ˜¯GQ = R¯1/2Q G¯QR¯1/2Q . By the
same reasoning as in the proof of Theorem 2, we have
Theorem 3. The functions τQ(·) and τ¯Q(·) are order-
monotonic on assemblages for any invertible positive op-
erator Q. Any unsteerable state assemblage {ρa|x} satis-
fies τQ({ρa|x}) ≤ 1 and τ¯Q({ρa|x}) ≤ 1− tr(QρB)/ tr(Q).
Any compatible measurement assemblage {ρa|x} satisfies
τQ({Ma|x}) ≤ d and τ¯Q({Ma|x}) ≤ d− 1.
To illustrate the power of Theorem 3, let us consider a
measurement assemblage {Ma|x} composed of two differ-
ent symmetric informationally complete measurements
(SICs) [37, 38]. Since SICs form 2-designs and tight infor-
mationally complete measurements [33, 39–41], we have
G({Ma|1}a) = G({Ma|2}a) = (I + |1〉〉〈〈1|)/(d + 1) and
τ({Ma|x}) = d. If Q is a generic quantum state, then
GQ({Ma|1}a) 6= GQ({Ma|2}a), so that τQ({Ma|x}) > d.
In this case, the inequalities in Theorem 3 can detect in-
compatibility (steering) that cannot be detected by The-
orem 2 thanks to the choice in the probe Q.
More general steering inequalities can be derived by
considering the effect of filtering. The following proposi-
tion is an easy generalization of a result in Ref. [28].
Proposition 3. The two assemblages {V ρa|xV †} and
{V ρTa|xV †} (unnormalized) are both unsteerable for any
operator V if {ρa|x} is unsteerable. When V is invertible,
{V ρa|xV †}, {V ρTa|xV †}, and {ρa|x} are simultaneously
steerable or not.
When Bob’s state ρB is invertible, Theorem 3 and
Proposition 3 imply that any unsteerable assemblage
{ρa|x} satisfies
τQ({ρ−
1
2
B ρa|xρ
− 12
B }) ≤ d, τ¯Q({ρ
− 12
B ρa|xρ
− 12
B }) ≤ d− 1.
(8)
Until now, we discuss steering in terms of Bob’s state
assemblage {ρa|x}. At this point, it is instructive to con-
sider steering of Bob’s state by Alice’s measurements as
described by the assemblage {Aa|x}, which is the physi-
cal situation illustrated in Fig. 1. Suppose they share a
pure bipartite state ρ of full Schmidt rank, which has the
Schmidt decomposition ρ =
∑
j,k λjλk|jj〉〈kk|. Then the
reduced states of Alice and Bob have the same form with
respect to the Schmidt basis ρA = ρB =
∑
j λ
2
j |j〉〈j|,
and the state assemblage {ρa|x} for Bob takes on the
form ρa|x = ρ
1/2
B A
T
a|xρ
1/2
B [23, 28]. Therefore,
τQ({ρ−1/2B ρa|xρ−1/2B }) = τQ({ATa|x}),
τ¯Q({ρ−1/2B ρa|xρ−1/2B }) = τ¯Q({ATa|x}).
(9)
As a consequence of Eqs. (8) and (9), τ({Aa|x}) ≤ d and
τ¯({Aa|x}) ≤ d−1 if Alice cannot steer Bob’s system, note
that τ({ATa|x}) = τ({Aa|x}) and τ¯({ATa|x}) = τ¯({Aa|x})
according to Lemma S6 in the supplementary material.
If the assemblage {Aa|x} is composed of two MUB, then
τ¯({Aa|x}) = 2(d− 1), which violates the second inequal-
ity by a factor of 2. Remarkably, the single steering in-
equality τ¯({ρ− 12B ρa|xρ
− 12
B }) ≤ d−1 with two measurement
settings can detect the steerability of all bipartite pure
states of full Schmidt rank, whereas infinitely many in-
equalities linear in ρa|x (note that our inequalities are
not linear in ρa|x) are needed to achieve the same task
[14, 17]. Also, no general recipe is known for construct-
ing linear steering inequalities without numerical opti-
mization. Therefore, our approach provides a dramatic
improvement over those alternatives known in the litera-
tures. Further, an additional example on isotropic states
is presented in the supplementary material.
In summary, we proposed a general framework for de-
tecting and characterizing steering based on simple in-
formation theoretic ideas. Based on the data-processing
inequality for the extended Re´nyi relative entropy of or-
der 2, we then introduced a family of universal steering
inequalities that are applicable to arbitrary assemblages
and have a simple interpretation. As illustrations, we
showed unbounded violation of a steering inequality for
assemblages constructed from MUB and provided a sin-
gle steering inequality that can detect all bipartite pure
states of full Schmidt rank. Our work established intrigu-
ing connections among a number of fascinating subjects,
including information theory, quantum foundations, and
geometry of quantum state space, which are of interest
to researchers from diverse fields. In addition, our work
has an intimate connection to quantum estimation the-
ory. Indeed, our Theorem 1 can be applied to prove the
data-processing inequality for Fisher information, and
vice versa (cf. the supplementary material). Also, our
study allows to derive and generalize many results in
quantum estimation theory, which will be presented in
another paper.
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6Supplementary material: Universal steering inequalities
In this supplementary material we prove Theorem 1 in the main text by proving the data-processing inequality for
the extended Re´nyi relative entropy of order 2. We also explain the connection between Theorem 1 and generalized
data-processing inequalities for generalized relative entropies as well as the data-processing inequality for Fisher
information. Quite surprisingly, Theorem 1 embodies a generalization of two distinct data-processing inequalities.
This observation reveals an intriguing connection between the Re´nyi relative entropy and Fisher information, which
deserves further study. In addition, we derive an equality between τ({ρa|x}) and τ¯({ρa|x}), and prove Propositions 1
and 2 in the main text, which are needed for determining maximally steerable assemblages. We also show that the
functions τ({ρa|x}) and τ¯({ρa|x}) introduced in the main text are invariant under transposition of ρa|x. Finally, we
consider the steerability of isotropic states as another illustration of our approach.
PROOF OF THEOREM 1
Proof. Let A = {Ak} and B = {Bj} be two sets of positive operators that satisfy Bj =
∑
k ΛjkAk for an arbitrary
stochastic matrix Λ. Let C be an arbitrary Hermitian operator; then
〈〈C|GQ(A)|C〉〉 =
∑
k
v2k
pk
, 〈〈C|GQ(B)|C〉〉 =
∑
j
u2j
qj
, (S1)
where pk = tr(QAk), qj = tr(QBj), vk = tr(AkC), and uj = tr(BjC) satisfy qj =
∑
k Λjkpk and uj =
∑
k Λjkvk.
According to Lemma S1 below, 〈〈C|GQ(B)|C〉〉 ≤ 〈〈C|GQ(A)|C〉〉, which implies that GQ(B) ≤ GQ(A) and GQ(·) is
order monotonic. By the same token, so is G¯Q(·). Alternatively, the latter conclusion follows from the observation
that G¯Q(·) = I¯GQ(·)I¯.
Remark S1. {Ak} and {Bj} in the above proof are not necessarily normalized assemblages as long as they are connected
by a stochastic matrix. Therefore, Theorem 1 is applicable for both normalized and unnormalized assemblages.
Let p and v be two real vectors of the same length and pk > 0 for all k. Following the main text, the extended
Re´nyi relative entropy of order 2 between the two vectors is defined as D2(v‖p) := log
∑
k
v2k
pk
.
Lemma S1. Given two real vectors p and v as above, let q = Λp and u = Λv, where Λ is a stochastic matrix. Then
D2(u‖q) ≤ D2(v‖p), that is,
∑
j
u2j
qj
≤
∑
k
v2k
pk
. (S2)
Proof. The proof follows the same idea as in the proof of data-processing inequalities for generalized relative en-
tropies [23, 42]. It relies on the convexity of the quadratic function.
∑
j
u2j
qj
=
∑
j
qj
(∑
k
Λjkpk
qj
vk
pk
)2
≤
∑
j
qj
∑
k
Λjkpk
qj
(vk
pk
)2
=
∑
k
v2k
pk
, (S3)
note that {Λjkpkqj }k forms a probability distribution.
Remark S2. Here we assume that no row of Λ are identically 0, so that qj > 0 for all j.
When v and p are probability distributions, D2(v‖p) is Re´nyi relative entropy of order 2, which obeys a well-
known data-processing inequality [22, 23]. In Lemma S1, the four vectors q,p,u,v are not necessarily probabilities
as long as the components of p and q are positive. Therefore, Eq. (S2) may be understood as a generalization of
the data-processing inequality for Re´nyi relative entropy of order 2. Although this relative entropy and its variant
play important roles in information theory and cryptography theory [43, 44], we are not aware of the extension of the
quantity log
∑
k
v2k
pk
and Eq. (S2) for general vectors in the literature. Our work may stimulate further progress along
this direction.
7GENERALIZED DATA-PROCESSING INEQUALITIES
In this section, we explore potential extension of our approach based on generalized data-processing inequalities.
Let f be a convex function defined on real numbers; let p and v be two real vectors of the same length such that
pk > 0 for all k. Define the extended f -relative entropy as
Df (v‖p) =
∑
k
pkf
(vk
pk
)
. (S4)
Theorem S1. Df (v‖p) is monotonic under data processing for any convex function f , that is,
Df (Λv‖Λp) ≤ Df (v‖p) (S5)
for any stochastic matrix Λ.
Remark S3. This theorem can be proved using Jensen’s inequality for a convex function according to the same
reasoning as in the proof of Lemma S1 (cf. Refs. [23, 42]).
When p and v are probability distributions, Df (v‖p) is known as the f -relative entropy (f -divergence) between p
and v. It quantifies the closeness between the two probability distributions, which is intimated connected to mutual
information. In that case, Eq. (S5) reduces to the data-processing inequality (also known as information-processing
inequality) for f -relative entropy; cf. Ref. [23, 42]. In addition, we can relax the requirement on f to be a convex
function defined over positive numbers. When f(x) = x log x, Df (v‖p) reduces to the usual relative entropy, and
Eq. (S5) represents the well known data-processing inequality for the relative entropy. When f(x) = x2, logDf (v‖p)
coincides with the Re´nyi relative entropy of order 2, and Eq. (S5) takes on the same form as Eq. (S2).
In our application, vk may take on negative values (this is the case for vk = tr(AkC) in the proof of Theorem 1),
so it is desirable to choose the function f that can accept a negative entry such as f(x) = x2. This is the reason we
introduce the extended f -relative entropy. Other potential choices include the quartic function f(x) = x4. We leave
it open whether such functions can be used to construct steering inequalities.
CONNECTION WITH THE DATA-PROCESSING INEQUALITY FOR FISHER INFORMATION
In this section, we explain the connection between the order-monotonic functions GQ(·) and G¯Q(·) in Theorem 1 and
Fisher information with regard to the data-processing inequality [45]. Consider a random variable A as the outcome
of a measurement or observation. Suppose A takes on values over positive integers and the probability of obtaining
outcome j is pA(j|θ), where θ is the unknown parameter. The Fisher information associated with A is given by
IA(θ) =
∑
j
pA(j|θ)
(∂ ln pA(j|θ)
∂θ
)2
=
∑
j
1
pA(j|θ)
(∂pA(j|θ)
∂θ
)2
. (S6)
Lemma S2. Suppose A,B are two random variables with joint distribution p(j, k|θ). Then the total Fisher infor-
mation provided by the two random variables is given by
IA,B(θ) = IA(θ) + IB|A(θ), (S7)
where
IB|A(θ) =
∑
j,k
p(j, k|θ)
(
∂ ln pB|A(k|j; θ)
∂θ
)2
(S8)
is the conditional Fisher information, and pB|A(k|j; θ) is the conditional probability distribution.
Remark S4. This chain rule for Fisher information and the data-processing inequality in Theorem S2 below were
derived in Ref. [45] (in a slightly different form).
8Proof.
IA,B(θ) =
∑
j,k
p(j, k|θ)
(∂ ln p(j, k|θ)
∂θ
)2
=
∑
j,k
p(j, k|θ)
(
∂ ln pA(j|θ)
∂θ
+
∂ ln pB|A(k|j; θ)
∂θ
)2
=
∑
j,k
p(j, k|θ)
[(
∂ ln pA(j|θ)
∂θ
)2
+
(
∂ ln pB|A(k|j; θ)
∂θ
)2]
+ 2
∑
j,k
p(j, k|θ)∂ ln pA(j|θ)
∂θ
∂ ln pB|A(k|j; θ)
∂θ
= IA(θ) + IB|A(θ), (S9)
where in deriving the last equality, we have employed the following equation∑
j,k
p(j, k|θ)∂ ln pA(j|θ)
∂θ
∂ ln pB|A(k|j; θ)
∂θ
=
∑
j
(
pA(j|θ)∂ ln pA(j|θ)
∂θ
∑
k
pB|A(k|j; θ)
∂ ln pB|A(k|j; θ)
∂θ
)
=
∑
j
(
pA(j|θ)∂ ln pA(j|θ)
∂θ
∑
k
∂pB|A(k|j; θ)
∂θ
)
= 0, (S10)
note that
∑
k pB|A(k|j; θ) = 1.
Theorem S2. Suppose A,B are two random variables whose marginal distributions satisfy pB(j|θ) =
∑
k ΛjkpA(k|θ),
where Λ is a stochastic matrix independent of the parameter θ. Then IB(θ) ≤ IA(θ).
This theorem is an immediate consequence of Lemma S2, given that IB|A(θ) = 0 since the conditional probability
distribution pB|A is independent of θ.
In the rest of this section we show that the superoperators GQ(A) and G¯Q(A) introduced in the main text may
be understood as Fisher information matrices in superoperator form when Q is a quantum state and A = {Ak} is a
POVM. Note that tr(QAk) is the probability of obtaining outcome Ak upon measuring A on Q and that
GQ(A) =
∑
k
|Ak〉〉〈〈Ak|
tr(QAk)
, G¯Q(A) =
∑
k
|A¯k〉〉〈〈A¯k|
tr(QAk)
. (S11)
Suppose Q is a quantum state that depends on the parameter θ. Then the Fisher information concerning θ provided
by the measurement A is
IA(θ) =
∑
k
1
tr(QAk)
tr
(∂Q
∂θ
Ak
)2
=
〈〈∂Q
∂θ
∣∣∣GQ(A)∣∣∣∂Q
∂θ
〉〉
=
〈〈∂Q
∂θ
∣∣∣G¯Q(A)∣∣∣∂Q
∂θ
〉〉
, (S12)
where the third equality follows from the fact that ∂Q/∂θ is traceless. Therefore, GQ(A) and G¯Q(A) are Fisher
information matrices in disguise, and Theorem 1 in the main text embodies generalized data-processing inequalities
for Fisher information. As an implication of our result, the Fisher information data-processing inequality is also valid
for incomplete observations or measurements. These results are of interest beyond the focus of this paper, such as in
quantum metrology [46, 47].
CONNECTION BETWEEN τ({ρa|x}) AND τ¯({ρa|x})
Proposition 4. Any state assemblage {ρa|x} satisfies τ({ρa|x}) = τ¯({ρa|x}) + 1/d. Any measurement assemblage
{Ma|x} satisfies τ({Ma|x}) = τ¯({Ma|x}) + 1.
Proof. Let ∆x = G({ρa|x}a)− G¯({ρa|x}a). Calculation shows that ∆x is independent of x,
∆x = ∆ :=
|1〉〉〈〈ρB |+ |ρB〉〉〈〈1|
d
− tr(ρB)
d2
(|1〉〉〈〈1|), Tr(∆x) = Tr(∆) = tr(ρB)
d
=
1
d
. (S13)
If F ≥ G({ρa|x}a) for all x, then F −∆ ≥ G¯({ρa|x}a) for all x. So τ¯({ρa|x}) ≤ τ({ρa|x})− Tr(∆) = τ({ρa|x})− 1/d.
Similarly, we have the inequality τ({ρa|x}) ≤ τ¯({ρa|x}) + 1/d. It follows that τ({ρa|x}) = τ¯({ρa|x}) + 1/d. The
equality τ({Ma|x}) = τ¯({Ma|x}) + 1 follows from the same reasoning.
9PROOFS OF PROPOSITIONS 1 AND 2
In this section we prove Propositions 1 and 2 in the main text, which are needed for determining maximally steerable
assemblages.
Proof of Proposition 1. According to Lemma S3 below, τ({Ma|x}) ≤ Tr(I) = d2 and τ¯({Ma|x}) ≤ Tr(I¯) = d2 − 1.
Here I is the identity superoperator and I¯ is the projector onto the space of traceless operators. By the same token,
τ({ρa|x}) ≤ Tr(RρB ) = d tr(ρB) = d, τ¯({Ma|x}) ≤ Tr(I¯RρB I¯) =
(d2 − 1) tr(ρB)
d
= d− 1
d
, (S14)
where RρB is defined as in Eq. (5) in the main text. However, I¯RρB I¯ is in general not equal to R¯ρB in Eq. (5).
Remark S5. According to Proposition 4, the upper bound in τ({Ma|x}) ≤ d2 is saturated if and only if the upper
bound in τ¯({Ma|x}) ≤ d2 − 1 is saturated. Similarly, the two upper bounds in τ({ρa|x}) ≤ d and τ¯({ρa|x}) ≤ d− 1/d
are simultaneously saturated or not.
Proof of Proposition 2. According to Lemma S4 below and Eq. (3) in the main text, τ¯({Ma|x}) ≤∑
x Tr(G¯({Ma|x}a)) ≤ m(d − 1). The first inequality is saturated if and only if the POVMs in the assemblage
are mutually orthogonal, and the second is saturated if and only if all the POVMs have rank 1. The same proof
applies to state assemblages.
In the rest of this section we prove the two auxiliary lemmas needed in the proofs of Propositions 1 and 2.
Lemma S3. Any POVM {Ma} satisfies G({Ma}) ≤ I and G¯({Ma}) ≤ I¯. Any ensemble {ρa} for the state ρB
satisfies G({ρa}) ≤ RρB and G¯({ρa}) ≤ I¯RρB I¯.
Remark S6. The bounds in the lemma are closely related to the quantum Crame´r-Rao bound based on the symmetric
logarithmic derivative [29, 33].
Proof. Let C be an arbitrary Hermitian operator. Then
〈〈C|G({Ma})|C〉〉 =
∑
a
〈〈C|Ma〉〉〈〈Ma|C〉〉
tr(Ma)
=
∑
a
[
tr
(
CM
1/2
a M
1/2
a
)]2
tr(Ma)
≤
∑
a
tr(C2Ma) = tr(C
2), (S15)
which implies that G({Ma}) ≤ I. Conjugation by I¯ yields G¯({Ma}) ≤ I¯. By the same token, we have
〈〈C|G({ρa})|C〉〉 ≤ tr(C2ρB) = 〈〈C|RρB |C〉〉, (S16)
which implies that G({ρa}) ≤ RρB and G¯({ρa}) ≤ I¯RρB I¯.
Lemma S4. Any assemblage {ρa|x} satisfies
τ¯({ρa|x}) ≤
∑
x
Tr(G¯({ρa|x}a)) =
∑
a,x
tr(ρ¯2a|x)
tr(ρa|x)
. (S17)
The upper bound is saturated if and only if the ensembles in the assemblage are mutually orthogonal.
Lemma S4 is an immediate consequence of the following lemma.
Lemma S5. Suppose Aj are positive operators in dimension d and
t({Aj}) := min{tr(F )|F ≥ Aj ∀j}. (S18)
Then t({Aj}) ≤
∑
j tr(Aj) and the upper bound is saturated if and only if the Aj have mutually orthogonal support.
In that case, the operator that attains the minimum in Eq. (S18) is unique and is equal to
∑
j Aj .
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Proof. Let C =
∑
j Aj ; then C ≥ Aj for all j. So
t({Aj}) ≤ tr(C) =
∑
j
tr(Aj). (S19)
Let E be an operator that attains the minimum in Eq. (S18), Pj the projector onto the support of Aj , and P
⊥
the projector onto the kernel of
∑
j Aj . If the Aj are mutually orthogonal, then the Pj are mutually orthogonal and
orthogonal to P⊥. In addition, P⊥ +
∑
j Pj = 1 and PjEPj ≥ PjAjPj = Aj , so that
t({Aj}) = tr(E) = tr(P⊥EP⊥) +
∑
j
tr(PjEPj) ≥
∑
j
tr(PjEPj) ≥
∑
j
tr(Aj), (S20)
which implies that t({Aj}) =
∑
j tr(Aj) given Eq. (S19). Furthermore, saturating these inequalities implies that
P⊥EP⊥ = 0 and PjEPj = Aj for all j. Given that E − Aj is positive semidefinite for all j, we conclude that
P⊥EPj = PjEP⊥ = 0 for all j and PjEPk = 0 for all j 6= k. Consequently, E =
∑
j PjEPj =
∑
j Aj .
If two of the Aj , say A1 and A2, are not orthogonal, then there exists a (nonzero) positive operator B that satisfies
B ≤ A1 and B ≤ A2. Let C =
∑
j Aj −B; then C ≥ Aj for all j. So
t({Aj}) ≤ tr(C) =
∑
j
tr(Aj)− tr(B) <
∑
j
tr(Aj). (S21)
STEERING MEASURES UNDER TRANSPOSITION
Here we show that τ({ρa|x}) and τ¯({ρa|x}) are invariant under transposition of ρa|x.
Lemma S6.
τ({ρTa|x}) = τ({ρa|x}), τ¯({ρTa|x}) = τ¯({ρa|x}). (S22)
Proof. Let F be a superoperator that satisfies F ≥ G({ρa|x}) for all x and that Tr(F) = τ({ρa|x}). Decompose F as
F = ∑j rj(|Rj〉〉〈〈Rj |) and let FT = ∑ rj(|RTj 〉〉〈〈RTj |). Then we have∑
j
rj(|Rj〉〉〈〈Rj |) ≥
∑
a
|ρa|x〉〉〈〈ρa|x|
tr(ρa|x)
∀x, (S23)
which implies that
FT ≥
∑
a
|ρTa|x〉〉〈〈ρTa|x|
tr(ρa|x)
= G({ρTa|x}a) ∀x. (S24)
Therefore, τ({ρTa|x}) ≤ Tr(FT) = Tr(F) = τ({ρa|x}). By symmetry we also have τ({ρa|x}) ≤ τ({ρTa|x}). It follows
that τ({ρTa|x}) = τ({ρa|x}). The equality τ¯({ρTa|x}) = τ¯({ρa|x}) follows from the same reasoning.
STEERABILITY OF ISOTROPIC STATES
Consider a family isotropic states in dimension d× d parametrized by the parameter α with 0 ≤ α ≤ 1,
ρ(α) = (1− α) 1
d2
+ α|Φ〉〈Φ|, (S25)
where |Φ〉 = (∑j |jj〉)/√d. Suppose Alice has the measurement assemblage {Aa|x}; then Bob has the state assemblage
{ρa|x} with
ρa|x = trA[(Aa|x ⊗ 1)ρ(α)] = 1
d
[
αATa|x +
1− α
d
tr(Aa|x)
]
, (S26)
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which may be seen as a coarse graining of the assemblage {ATa|x/d}. Calculation shows that
τ¯({ρa|x}) = α
2
d
τ¯({ATa|x}) =
α2
d
τ¯({Aa|x}), (S27)
where the second equality follows from Lemma S6. The isotropic state is steerable with respect to {Aa|x} when
α2τ¯({Aa|x}) > (d− 1). If the measurement assemblage for Alice is composed of m MUB, then τ¯({Aa|x}) = m(d− 1),
so the isotropic state is steerable if mα2 > 1. In the case of two qubits, this condition turns out to be both sufficient
and necessary [14, 19]. Note that a two-qubit isotropic state is equivalent to a Werner state under a local unitary
transformation.
