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Global existence of unique strong solutions is established for the complex
Ginzburg–Landau equation ∂tu − λ + iαu + κ + iβup−1u − γu = 0 where
λ > 0 κ > 0 αβ γ ∈  p ≥ 1, and κ−1β ≤ 2√p/p − 1. The key is a new
inequality in monotonicity methods. It is based on the sectorial estimates of − in
Lp+1 and the nonlinear operator u → up−1u appearing in the equation. The key
inequality also yields the global existence of unique strong solutions of the nonlin-
ear Schro¨dinger type equation with monotone nonlinearity ∂tu− iu+ up−1u = 0
for all p ≥ 1.  2002 Elsevier Science (USA)
1. INTRODUCTION AND RESULTS
Let  be a bounded or unbounded domain in N with compact
C2-boundary ∂ (including N itself). In L2 we consider the initial-
boundary value problem for the complex Ginzburg–Landau equation
∂u
∂t
− λ+ iαu+ κ+ iβup−1u− γu = 0 on × +
ux t = 0 x t ∈ ∂ × +
ux 0 = u0x x ∈ 
(1.1)
where i = √−1 λ > 0 κ > 0 αβ γ ∈ , the exponent p ≥ 1 are con-
stants and u is a complex-valued unknown function. This problem has been
extensively studied by many authors using different methods (cf. Bu [3],
Doering et al. [5], Ginibre and Velo [6, 7], Levermore and Oliver [12],
Temam [22], Unai and Okazawa [24], and Yang [25]). Recently blow-up
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results for 11 with α = γ = 0 and κ < 0 were given by Zaag [26]. Prob-
lem 11 is obviously reduced to a usual nonlinear Schro¨dinger equation
when λ = κ = γ = 0 and to a nonlinear heat equation when α = β = γ = 0.
In this paper we shall prove the global existence of unique strong solutions
to (1.1) for u0 ∈ H2 ∩H10 ∩ L2p under condition
β
κ
≤ 2
√
p
p− 1  (1.2)
This result improves that of [24]. Here we note that for the existence of
mild solutions to (1.1) it sufﬁces, for example, to assume that either
αβ ≥ 0 or
( α
λ
+ β
κ
)−1( αβ
λκ
− 1
)
<
2
√
p
p− 1 12
′
(see [6, 7], [12]) while the uniqueness is guaranteed by (1.2) even for
mild solutions (see [6]). It is visually interesting to draw the region of the
λ−1α κ−1β-plane described by the inequalities (1.2) and 12′ (see [12,
Fig. 7.1]).
Thus the ﬁrst purpose is to show that a monotonicity method is the
simplest way to prove the existence and uniqueness simultaneously. To this
end we have established a new inequality (see (1.3) below), which is a
slight modiﬁcation of the sectorial estimate of − in Lp+1 (cf. [17]). The
inequality leads us to a new type of perturbation theorem for m-accretive
operators in a complex Hilbert space. To write down the key inequality let
us introduce two operators in L2 as follows:
Su = −u for u ∈ DS = H2 ∩H10
Bu = up−1u for u ∈ DB = L2 ∩ L2p
Let ε > 0. Denoting by Sε the Yosida approximation of S, we can show
that for every u ∈ DB with p ≥ 1,
∣∣ ImSεuBuL2 ∣∣ ≤ p− 12√p ReSεuBuL2  (1.3)
This inequality enables us to assert that λ+ iαS+κ+ iβB ism-accretive
in L2 under condition (1.2).
Next we consider the initial boundary value problem for the nonlinear
Schro¨dinger equation with monotone nonlinearity
∂u
∂t
− iu+ up−1u = 0 x t ∈ × +
ux t = 0 x t ∈ ∂× +
ux 0 = u0x x ∈ 
(1.4)
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This problem is regarded as a limit case of 11 as λ ↓ 0 (for weak solutions
see Lions [13, Chap. 1, Sec. 10]). Here we want to emphasize that (1.4) is
not parabolic. The global existence of unique strong solutions to 14 was
ﬁrst proved by Pecher and von Wahl [19] under the following condition:
1 ≤ p <∞ N = 1 2 and
1 ≤ p ≤ N + 2/N − 2 3 ≤ N ≤ 8 (1.5)
They also conjecture that if N ≥ 3 then N + 2/N − 2 is the largest pos-
sible exponent for the global existence of strong solutions (see [19, Remark
I.3]). Applying her characterization theorem for m-accretivity, Shigeta [20]
removed the restriction of N ≤ 8 in condition 15.
The second purpose of this paper is to prove the global existence for
all exponents p ≥ 1 beyond the conjecture. This is possible by virtue of
inequality (1.3). Note that the previous arguments in [19] and [20] depend-
ing on the Gagliardo–Nirenberg inequality do not work in the case where
p > N + 2/N − 2.
The third purpose is to consider a parabolic regularization to 14.
Namely, we turn our attention to the equation
∂un
∂t
−
(
1
n
+ i
)
un + unp−1un = 0 x t ∈ × +
unx t = 0 x t ∈ ∂× +
unx 0 = u0x x ∈ 
(1.6)
where n ∈ . This is a special case of 11 and regarded as a problem
approximate to 14.
Before stating our results we deﬁne two kinds of strong solution. One
may grow exponentially and the other is bounded globally.
Deﬁnition 1. The global strong solution to 11 is deﬁned as an L2-
valued function ut = ux t with the following properties:
(a) ut ∈ H2 ∩H10 ∩ L2p for all t ≥ 0.
(b) u· is locally Lipschitz continuous: u· ∈ C010 T L2 for
all T ≥ 0.
(c) The strong derivative u′t exists for a.a. t ≥ 0 and is bounded in
L2: u· ∈ W 1∞0 T L2 for all T ≥ 0.
(d) u· satisﬁes 11 a.e. on 0∞.
Deﬁnition 2. The global strong solution to 14 (or (1.6)) is deﬁned as
an L2-valued function ut = ux t with the following properties:
(a) ut ∈ H2 ∩H10 ∩ L2p for all t ≥ 0.
(b) u· ∈ C010∞L2.
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(c) u· ∈ W 1∞0∞L2.
(d) u· satisﬁes 14 (or (1.6)) a.e. on 0∞.
We now state our main results in this paper. Those consist of existence,
uniqueness, and Ho¨lder continuity of strong solutions and their continu-
ous dependence on the initial data. First we present the assertion about
problem (1.1) (cf. Deﬁnition 1).
Theorem 1.1. Let λ > 0 κ > 0, and p ≥ 1. If κ−1β ≤ 2√p/p− 1,
then for any u0 ∈ H2 ∩H10 ∩L2p there exists a unique global strong
solution ut = ux t to 11 in L2 such that
u· ∈ L∞0 T H2 ∩ L∞0 T L2p (1.7)
u· ∈ C01/20 T H10 ∩ C01/p+10 T Lp+1 (1.8)
with the estimates
utH1 ≤ eγtu0H1 (1.9)
ut − vtL2 ≤ eγtu0 − v0L2 (1.10)
∇ut − ∇vt2L2 ≤ c1e2γtu0 − v0L2 (1.11)
ut − vtp+1Lp+1 ≤ 2p−1κ−1
(
λ+
√
λ2 + α2
)
c1e
2γtu0 − v0L2 (1.12)
where vt is a solution to 11 with initial value v0 ∈ H2 ∩H10 ∩ L2p. Set
γ+ = max0 γ. Then c1 is given by
c1 = λ−1
[λ+ iαu0 − κ+ iβu0p−1u0 + γu0L2 + γ+u0L2]
+λ−1[λ+ iαv0 − κ+ iβv0p−1v0 + γv0L2 + γ+v0L2]
The second assertion is concerned with problem (1.4) (cf. Deﬁnition 2).
Theorem 1.2. Let p ≥ 1. Then for any u0 ∈ H2 ∩H10 ∩ L2p
there exists a unique global strong solution ut = ux t to 14 in L2
such that
u· ∈ L∞0∞H2 ∩ L∞0∞L2p (1.13)
u· ∈ C01/20∞H10 ∩ C01/p+10∞Lp+1 (1.14)
with the estimates
utH1 ≤ u0H1 (1.15)
ut − vtL2 ≤ u0 − v0L2 (1.16)
∇ut − ∇vt2L2 ≤ c2u0 − v0L2 (1.17)
ut − vtp+1Lp+1 ≤ 2p−1c2u0 − v0L2 (1.18)
monotonicity method 251
where vt is a solution to 14 with initial value v0 ∈ H2 ∩H10 ∩ L2p and
c2 =
√
p
(u0L2 + u0pL2p + v0L2 + v0pL2p)
Finally we estimate the difference of solutions to (1.4) from those to
(1.6).
Theorem 1.3. Let ut = ux t and unt = unx t be unique global
strong solutions to (1.4) and (1.6), respectively. Then for all t ≥ 0,
ut − untL2 ≤ t/2n1/2∇u0L2 n ∈  (1.19)
∇ut − ∇unt2L2 ≤ t/2n1/2c3u0 n ∈  (1.20)
ut − untp+1Lp+1 ≤ 2p−1t/2n1/2c3u0 n ∈  (1.21)
where c3u0 = √p ∇u0L2
(
3u0L2 + 2u0pL2p
)
for u0 ∈ H2 ∩H10 ∩L2p.
Remark 1. (1) Our method can be also applied to 11 (or 14)
with the generalized nonlinear term gx u2u. Here we assume that g ∈
C × 0∞ ∩ C1 × 0∞ with 0 ≤ s ∂g/∂sx s ≤ σgx s
and ∇x gx s ≤ k1gx s + k2 for some constants σ k1 k2 ≥ 0. The
details will be stated in a forthcoming paper [18].
(2) The Neumann problem can be dealt with in the same way as the
Dirichlet problem mentioned above (cf. [22, 24]).
(3) In the case where N ≤ 3 the solution to 11 (or 14) is of class C1;
this can be shown by regarding 11 (or 14) as a semilinear evolution
equation (cf. [3, 5, 12, 19, 23, 25]).
This paper is divided into three sections. In Section 2 we prove the
m-accretivity of the sum of two m-accretive operators in a Hilbert space,
assuming that an abstract version of the key inequality is satisﬁed. A sim-
ple proof of the key inequality (1.3) is given in Section 3. Once the key
inequality is established, Theorems 1.1–1.3 are immediate consequences of
the abstract results in Section 2.
2. PERTURBATION THEOREMS
First we give deﬁnitions of nonlinear m-accretive operators and semi-
groups of type ω in a complex Hilbert space X with inner product · ·
and norm  · .
An operator A with domain DA and range RA in X is said to be
accretive (or monotone) if ReAu1 −Au2 u1 − u2 ≥ 0 for u1 u2 ∈ DA.
If, in addition, RA+ ζ = X for some (and hence for every) ζ ∈  with
Reζ > 0, we say that A is m-accretive (or maximal monotone) in X.
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A semigroup of type ω on DA (the closure of DA in X) is deﬁned
as a one-parameter family Ut t ≥ 0 with the following properties:
(i) U0 = 1, Ut + s = UtUs t s ≥ 0.
(ii) Utv→ vt ↓ 0 v ∈ DA.
(iii) Utv1 −Utv2 ≤ eωtv1 − v2 v1 v2 ∈ DA t ≥ 0.
In particular, a semigroup of type 0 is a contraction semigroup.
The next lemma may be already known (at least when ω = 0), but we
can give it a simple proof.
Lemma 2.1. Let A be a nonlinear operator in X and ω ∈ . Assume that
A+ω is m-accretive in X. Let Ut t ≥ 0 be the semigroup of type ω on
DA generated by −A. Then for u ∈ DA and t ≥ 0,
AUtu ≤ eωtAu
Proof. Let 0 < ε < ω−1 and u ∈ DA. Then we see from the
m-accretivity of A+ω that 1+ εA−1 is Lipschitz continuous on X with
Lipschitz constant 1− εω−1. Hence we obtain
A1+ εA−1u = ε−11+ εA−11+ εAu− 1+ εA−1u
≤ 1− εω−1Au
This implies that for t ≥ 0 and n ∈  with n ≥ ωt,
A1+ t/nA−nu ≤ 1− ωt/n−nAu (2.1)
Let Ut t ≥ 0 be the semigroup of type ω on DA generated by −A.
Then it is well known that for every v ∈ DA,
1+ t/nA−nv→ Utv in X n→∞ (2.2)
where the convergence is uniform with respect to t on every ﬁnite
subinterval of 0∞ (see Crandall and Liggett [4] or Miyadera [15]). In
view of (2.1) and (2.2) we see from the demi-closedness of A (see Kato
[10, Lemma 2.5]) that Utu ∈ DA and A1 + t/nA−nu → AUtu
weakly in X. So we obtain AUtu ≤ lim infn→∞ A1+ t/nA−nu ≤
eωtAu.
As for the next lemma we refer to [15, pp. 145–148] (see also Showalter
[21, Theorem IV.4.1]).
Lemma 2.2. Let A, ω and Ut t ≥ 0 be the same as in Lemma 2.1.
If u0 ∈ DA, then ut = Utu0 is a unique strong solution to the initial
value problem
u′t +Aut = 0 u0 = u0 IVP
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in the following sense:
(a) ut ∈ DA for all t ≥ 0.
(b) ut − us ≤ eω+t+sAu0·t − s t s ≥ 0ω+ = max0ω.
(c) u′t exists a.e. on 0∞, with u′t ≤ eωtAu0 a.e..
(d) u· satisﬁes (IVP) a.e. on 0∞.
Here we note that the Lipschitz constant in (b) is determined by the
estimate of u′t in (c).
Now we state our ﬁrst perturbation theorem for m-accretive operators,
which will be applied to (1.4).
Theorem 2.3. Let S be a nonnegative selfadjoint operator in X and B a
nonlinear m-accretive operator in X, with DS ∩ DB = φ. Assume that
there exists a constant θ with 0 < θ < π/2 such that for u ∈ DB and ε > 0,
ImSεuBu ≤ tan θReSεuBu (2.3)
where Sε is the Yosida approximation of S Sε = ε−1
[
1− 1+ εS−1] Then
(a) iS + B is m-accretive in X.
(b) For v ∈ D(S1/2) and ζ ∈  with Re ζ > 0,
S1/2iS + B + ζ−1v ≤ Re ζ−1S1/2v (2.4)
where S1/2 is the square root of S.
(c) For u0 ∈ DS ∩DB and t ≥ 0,
SUtu02 + BUtu02 ≤
1+ sin θ
1− sin θiS + Bu0
2 (2.5)
where Ut t ≥ 0 is the contraction semigroup on DS ∩DB generated
by −iS + B.
Proof. Let u ∈ DB and ε > 0. First we shall show that
Sεu2 + Bu2 ≤
1+ sin θ
1− sin θiSε + Bu
2 (2.6)
In fact, we see from (2.3) that
Sεu2 + Bu2 = iSε + Bu2 − 2ReiSεu Bu
≤ iSε + Bu2 + 2ImSεuBu
≤ iSε + Bu2 + 2tan θReSεuBu
= iSε + Bu2 + 2tan θReSεu iSε + Bu
≤ iSε + Bu2 + 2tan θSεu · iSε + Bu
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This implies that
Sεu ≤ tan θ+
√
1+ tan2 θiSε + Bu =
cos θ
1− sin θiSε + Bu
Therefore we obtain (2.6).
Now we shall prove that iS + B is m-accretive in X based on the argu-
ment in Kato [11, Sect. 10]. Since iSε is accretive and bounded on X, it
follows that iSε + B is also m-accretive in X. For f ∈ X and ε > 0 let
uε ∈ DB be a unique solution to the equation
iSε + Buε + uε = f (2.7)
Since we have assumed that DS ∩ DB = φ, it is easy to show that
uε is bounded as ε ↓ 0. Hence we see from (2.6) and (2.7) that
Sεuε is bounded. Therefore it follows from Brezis et al. [2, Theorem
2.1] (see [21, Proposition IV.2.1]) that iS + B is m-accretive in X.
Next we prove 24. Since Sεu → Suε ↓ 0 in X for every u ∈ DS,
we see from 23 that for every u ∈ DS ∩DB,
ImSuBu ≤ tan θReSuBu (2.8)
Let v ∈ D(S1/2) and ζ ∈  with Re ζ > 0. According to the maximality of
iS + B there exists a unique solution uζ ∈ DS ∩ DB to the equation
iS + Buζ + ζuζ = v. It then follows that
ReSuζ Buζ + Re ζ
∥∥S1/2uζ∥∥2 = Re(S1/2uζ S1/2v)
In view of (2.8) we see that S1/2uζ ≤ Re ζ−1S1/2v. This is nothing
but (2.4).
Finally we prove (2.5). Letting ε ↓ 0 in (2.6) with u = Utu0 (u0 ∈
DS ∩DB, t ≥ 0), we have
SUtu02 + BUtu02 ≤
1+ sin θ
1− sin θiS + BUtu0
2
Applying Lemma 21 to the right-hand side, we obtain (2.5).
Corollary 2.4. In Theorem 2.3 assume further that DS ∩ DB is
dense in X. Then Ut leaves D(S1/2) invariant and for v ∈ D(S1/2) and
t ≥ 0,
∥∥S1/2Utv∥∥ ≤ ∥∥S1/2v∥∥ (2.9)
In particular, if 0 ∈ DB and B0 = 0, then for v ∈ X and t ≥ 0,
Utv ≤ v (2.10)
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Proof. We see from (2.4) that for v ∈ DS1/2, t ≥ 0, and n ∈ ,∥∥S1/21+ t/niS + B−nv∥∥ ≤ ∥∥S1/2v∥∥
Since D
(
S1/2
) ⊂ DS ∩DB, (2.9) follows from (2.2) with A = iS + B
and the weak-closedness of S1/2.
The next is our second perturbation theorem for m-accretive operators,
which will be applied to (1.1).
Theorem 2.5. In Theorem 2.3 assume further that for u1 u2 ∈ DB,
ImBu1 − Bu2 u1 − u2 ≤ tan θReBu1 − Bu2 u1 − u2 (2.11)
where θ is the same as in (2.3). For λ > 0 κ > 0, and αβ γ ∈  let
A = λ+ iαS + κ+ iβB − γ DA = DS ∩DB
Then
(a) A+ γ is m-accretive in X, provided that β ≤ tan θ−1κ.
(b) For v ∈ DS1/2 and ζ ∈  with Re ζ > γ,∥∥S1/2A+ ζ−1v∥∥ ≤ Re ζ − γ−1∥∥S1/2v∥∥ (2.12)
(c) For u0 ∈ DA and t ≥ 0,
SUtu0 ≤ λ−1eγtAu0 + γ+Utu0 (2.13)
where Ut is the semigroup of type γ on DA generated by −A.
Proof. Let λ > 0 κ > 0, and αβ ∈ . Suppose that β ≤ tan θ−1κ.
Then it follows from (2.3) that
ReSεu κ+ iβBu ≥
[tan θ−1κ− β] ImSεuBu ≥ 0 (2.14)
This implies that for every u ∈ DB,
λSεu ≤ λ+ iαSεu+ κ+ iβBu (2.15)
In fact, we see from 214 that
λSεu2 ≤ ReSεu λ+ iαSεu+ κ+ iβBu (2.16)
On the other hand, it follows from 211 that κ+ iβB is also m-accretive
in X:
Reκ+ iβBu1 − Bu2 u1 − u2
≥ [tan θ−1κ− β]ImBu1 − Bu2 u1 − u2 ≥ 0
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Hence we see that λ+ iαSε + κ+ iβB is also m-accretive in X. There-
fore for f ∈ X and ε > 0 there is a unique solution uε ∈ DB to the
equation
λ+ iαSεuε + κ+ iβBuε + uε = f
Since (2.15) plays the role of (2.6) in Theorem 2.3, we can conclude by the
same argument that A+ γ = λ+ iαS + κ+ iβB is m-accretive in X.
To prove (2.12) let v ∈ D(S1/2) and ζ ∈  with Re ζ > γ. According to
the maximality of A + γ there exists a unique solution uζ ∈ DA to the
equation Auζ + ζuζ = v; that is,
λ+ iαSuζ + κ+ iβBuζ − γuζ + ζuζ = v
Making the inner product of this equation with Suζ , we have
ReSuζ κ+ iβBuζ + Re ζ − γ
∥∥S1/2uζ∥∥2 ≤ Re(S1/2uζ S1/2v)
Letting ε tend to zero in (2.14) with u ∈ DS ∩ DB, we see that
ReSu κ+ iβBu ≥ 0. Therefore we obtain (2.12).
Finally we prove (2.13). Letting ε ↓ 0 in (2.16) with u ∈ DA, we have
λSu2 ≤ ReSu A+ γu ≤ SuAu + γ+u
This implies that for u0 ∈ DA and t ≥ 0,
λSUtu0 ≤ AUtu0 + γ+Utu0
Applying Lemma 2.1 to the ﬁrst term on the right-hand side, we
obtain (2.13).
Remark 2 (1) Inequality (2.3) is a consequence of (2.11) and
ImSuBεu ≤ tan θReSuBεu u ∈ DS ε > 0
(2) For the m-accretivity of S + B in terms of ReSuBεu see, e.g., [16,
Lemma 6.2].
As a consequence of (2.12), we have
Corollary 2.6. In Theorem 2.5 assume further that DA is dense in
X. Then Ut leaves D(S1/2) invariant and for v ∈ D(S1/2) and t ≥ 0,
∥∥S1/2Utv∥∥ ≤ eγt∥∥S1/2v∥∥ (2.17)
In particular, if 0 ∈ DB and B0 = 0, then for v ∈ X and t ≥ 0,
Utv ≤ eγtv (2.18)
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Concerning approximation to the resolvent and semigroup we have
Theorem 2.7. Let S and B be the same as in Theorem 2.3. Then for
n ∈  v ∈ D(S1/2), and ζ ∈  with Re ζ > 0,∥∥∥iS + B + ζ−1v − [n−1 + iS + B + ζ]−1v
∥∥∥ ≤ cn∥∥S1/2v∥∥ (2.19)
where cn = Re ζ−3/22
√
n−1. Let Unt t ≥ 0 be the contraction semi-
group on DS ∩DB generated by −n−1 + iS + B. Then for n ∈ ,
u0 ∈ DS ∩DB, and t ≥ 0,
SUntu02 + BUntu02 ≤
1+ sin θ
1− sin θ
∥∥∥[n−1 + iS + B]u0
∥∥∥2 (2.20)
Assume further that DS ∩DB is dense in DS1/2 (that is to say, DS ∩
DB is a core for S1/2). Then for n∈, v∈DS1/2 and t ≥ 0,
Utv −Untv ≤ t/2n1/2
∥∥S1/2v∥∥ (2.21)
where Ut is the contraction semigroup on X generated by −iS + B.
Proof. First Theorem 2.5 applies to conclude that n−1 + iS + B is
m-accretive in X. Now let v ∈ DS1/2 and ζ ∈  with Re ζ > 0. Then there
exist unique solutions un u ∈ DS ∩DB to the respective equations[n−1 + iS + B]un + ζun = v iS + Bu+ ζu = v
Hence (2.19) follows from the accretivity of iS + B and (2.4):
Re ζu− un2 ≤ Ren−1Sun u− un
≤ n−1∥∥S1/2un∥∥ · ∥∥S1/2u∥∥− n−1∥∥S1/2un∥∥2
≤ 1/4n∥∥S1/2u∥∥2
≤ 1/4n · Re ζ−2∥∥S1/2v∥∥2
Next let u ∈ DB. Noting that iSε + Bu ≤ n−1 + iSε + Bu for
n ∈ , we see from 26 that for every u ∈ DB,
Sεu2 + Bu2 ≤ 1− sin θ−11+ sin θn−1 + iSε + Bu2
Thus the proof of (2.20) is parallel to that of (2.5).
Finally we shall prove (2.21). Since DS ∩ DB is dense in D(S1/2),
it sufﬁces to prove (2.21) for the elements in DS ∩ DB. Let u0 ∈
DS ∩DB. Then unt = Untu0 and ut = Utu0 are unique strong
solutions to the respective initial value problems:
u′nt +
[n−1 + iS + B]unt = 0 a.a. t ≥ 0 un0 = u0
u′t + iS + But = 0 a.a. t ≥ 0 u0 = u0
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So we see from the accretivity of iS + B that for a.a. s ≥ 0,
d/dsus − uns2 = 2Reu′s − u′ns us − uns
≤ 2Re(n−1Suns us − uns)
≤ 1/2n∥∥S1/2ut∥∥2
Therefore, (2.21) follows from (2.9).
3. PROOFS OF THEOREMS 1.1–1.3
Let S and B be the same as introduced in Section 1. Then (1.1), (1.4),
and (1.6) are regarded as the respective initial value problems for abstract
evolution equations in X = L2:
u′t + λ+ iαS + κ+ iβB − γut = 0 u0 = u0 (3.1)
u′t + iS + But = 0 u0 = u0 (3.2)
u′nt +
[n−1 + iS + B]unt = 0 un0 = u0 (3.3)
To apply the results in Section 2, we shall show that the operators S and
B satisfy the inequalities 23 and 211 with tan θ = p−12√p and that DS ∩
DB is a core for S1/2.
As is well known, S is a nonnegative selfadjoint operator in X.
To state the properties of B let cq = q−2
2
√
q−1 (1 < q <∞). Then it fol-
lows that for zw ∈ ,∣∣Imz¯− w¯(zq−2z− wq−2w)∣∣ ≤ cqRez¯− w¯(zq−2z− wq−2w) (3.4)
(see Liskevich and Perelmuter [14]). Hence we obtain
Lemma 3.1. B is a sectorial operator in X; i.e., for u1 u2 ∈ DB,
ImBu1 − Bu2 u1 − u2 ≤
p− 1
2
√
p
ReBu1 − Bu2 u1 − u2 (3.5)
Hence, if θ ≤ tan−12√p/p− 1, then eiθB is m-accretive in X.
Proof. The constant factor in (3.5) is nothing but cp+ 1. To prove the
m-accretivity of B let f ∈ X. Then for a.a. x ∈  the equation
z + zp−1z = f x (3.6)
in  has a unique solution z = ux such that ux ≤ f x and
ux − u˜x ≤ f x − f˜ x (3.7)
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where u˜x is a unique solution of (3.6) with f replaced with f˜ . Using
approximation by simple functions, we see from (3.7) that ux is measur-
able on . (The measurability of ux was not mentioned in [24].) There-
fore u ∈ DB and we obtain R1+ B = X.
To prove the key inequality (1.3) let us introduce the auxiliary operator
Aq with domain and range in Lq1 < q <∞ q = 2 as follows:
Aq = − with DAq = W 2q ∩W 1q0 
Then Aq is the generator of the heat semigroup on Lq (see Brezis [1,
The´ore`me IX.32]) and its Yosida approximation Aqε is well deﬁned:
Aqε = ε−1
[
1− 1+ εAq−1
] = Aq1+ εAq−1 ε > 0
If  = N , then the simplest proof of this fact is found in Hempel and
Voigt [8]. Furthermore, Aq is sectorial in Lq: for u ∈ DAq,∣∣Im〈Aqu uq−2u〉LqLq′
∣∣ ≤ cqRe〈Aqu uq−2u〉LqLq′  (3.8)
where cq is the same as in (3.4) (see Okazawa [17]). This implies that Aq
is m-accretive in Lq. The proof of the key inequality is now given by
Lemma 3.2. Let 1 ≤ p <∞. Then for every u ∈ DB,
ImSεuBuL2  ≤
p− 1
2
√
p
ReSεuBuL2  (3.9)
Proof. First we show that Aq in (3.8) can be replaced with Aqε; that is,
Aqε is also sectorial in Lq: for v ∈ Lq,∣∣ImAqεv vq−2v LqLq′ ∣∣ ≤ cqRe〈Aqεv vq−2v〉LqLq′  (3.10)
Let v ∈ Lq. Then 1+ εAq−1v ∈ Lq and we have〈
Aqεv vq−2v
〉
LqLq′
= ε−1〈v − 1+ εAq−1v vq−2v − ∣∣1+ εAq−1v∣∣q−21+ εAq−1v〉LqLq′
+ 〈Aq1+ εAq−1v ∣∣1+ εAq−1v∣∣q−21+ εAq−1v〉LqLq′ 
Applying (3.4) and (3.8) to the ﬁrst and second terms on the right-hand
side, respectively, we obtain (3.10).
Now let u ∈ DB. Since L2 ∩L2p ⊂ Lp+1, we see that Sεu =
Ap+1 εu ∈ L2 ∩ Lp+1 and Bu = up+1−2u ∈ L2 ∩ Lp+1′ .
By these observations we have the following equality
SεuBuL2 =
〈
Ap+1 εu up−1u
〉
Lp+1 Lp+1′ 
Therefore (3.9) follows from (3.10) with q = p+ 1.
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Thus we obtain 23 and 211 with tan θ = p−12√p . Noting that C∞0  ⊂
DS ∩DB is a core for S1/2, we can conclude that S and B satisfy all the
assumptions stated in Section 2.
The following lemma will be used repeatedly.
Lemma 3.3. Let 1 ≤ p <∞. Then for u v ∈ H2 ∩H10 ∩ L2p,
∇u− ∇v2L2 ≤ u− vL2uL2 + vL2 (3.11)
u− vp+1Lp+1 ≤ u− vL2uL2p + vL2pp (3.12)
We are now in a position to complete the proofs of Theorems 1.1–1.3.
Proof of Theorem 11. As stated at the beginning of this section, (1.1)
is written in the form of (3.1). We see from Theorem 2.5 and Lemmas 3.1
and 3.2 that under condition (1.2)
A+ γ = λ+ iαS + κ+ iβB
is an m-accretive operator with domain DA dense in X. Now let Ut
be the semigroup of type γ on X generated by −A. Then for every
u0 ∈ DA, ut = Utu0 is a unique solution to (3.1) in the sense of
Lemma 2.2 (with ω = γ). This implies that (1.1) admits a unique global
strong solution ux t in the sense of Deﬁnition 1.
It remains to prove (1.7)–(1.12). Combining (2.17) with (2.18), we
obtain (1.9). (1.10) is a property of the semigroup Ut of type γ. Next
we prove that Su· and Bu· are bounded on 0 T . First, (2.13) together
with (2.18) yields that for all t ≥ 0,
SutL2 ≤ λ−1Au0L2 + γ+u0L2eγt  (3.13)
Second, noting that κBut2L2 = ReA − λ + iαS + γut ButL2 ,
we see that for all t ≥ 0,
κButL2 ≤ AutL2 + λ+ iαSutL2 + γ+utL2 
Applying Lemma 2.1, (3.13), and (2.18) to the right-hand side, we obtain
utpL2p ≤ κ−1c4Au0L2 + γ+u0L2eγt (3.14)
where c4 = 1 +
√
1+ α/λ2. Now 17 is a consequence of these esti-
mates and (1.9). Furthermore, (3.13) and (3.14) guarantee that (1.11) and
(1.12) follow from (3.11) and (3.12), respectively. Finally, let t s ∈ 0 T .
Then we see from Lemma 2.2 (b) that
ut − usL2 ≤ e2γ+TAu0L2 t − s
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Therefore (1.8) follows from (3.11)–(3.12) and (3.13)–(3.14):
∇ut − ∇us2L2 ≤ 2λ−1Au0L2Au0L2 + γ+u0L2e3γ+T t − s
ut − usp+1Lp+1 ≤ 2κ−1c4Au0L2Au0L2 + γ+u0L2e3γ+T t − s
This completes the proof of Theorem 1.1.
Proof of Theorem 12. First we note that (1.4) is written in the form of
(3.2). We see from Theorem 2.3 and Lemma 3.2 that iS + B in (3.2) is
an m-accretive operator with domain DS ∩ DB dense in X. Now let
Ut be the contraction semigroup on X generated by −iS + B. Then
for every u0 ∈ DS ∩DB, ut = Utu0 is a unique solution to (3.2)
(use Lemma 2.2 with A = iS + B and ω = 0). This implies that (1.4) has a
unique global strong solution ux t in the sense of Deﬁnition 2.
It remains to prove (1.13)–(1.18). Since B0 = 0, we obtain (1.15) as a
combination of (2.9) and (2.10). Noting that 1+ sin θ/1− sin θ = p, we
see from (2.5) that for all t ≥ 0,
ut2L2 + ut
2p
L2p ≤ p
(
u0L2 + u0pL2p
)2
 (3.15)
(1.13) is a consequence of this inequality and (1.15). (1.16) is a property of
the contraction semigroup Ut. Consequently, (1.17) and (1.18) follow
from (1.16) and (3.15). To prove (1.14) let t s ∈ 0∞. Then we see from
Lemma 2.2 (b) with ω = 0 that
ut − usL2 ≤
(
u0L2 + u0pL2p
)
t − s
Therefore we can prove (1.14) in the same way as in the proof of
Theorem 1.1 (combine Lemma 3.3 with (3.15)).
Proof of Theorem 13. Let Ut be the same as in the proof of
Theorem 1.1. Let Unt be the contraction semigroup on X gener-
ated by −n−1 + iS + B. Then (1.19) is nothing but (2.21). Setting
unt = Untu0, we see from (2.20) that
unt2L2 + unt
2p
L2p ≤ p
(
2u0L2 + u0pL2p
)2

This is the estimate corresponding to (3.15). By virtue of these estimates
we can derive (1.20), (1.21) from (3.11), (3.12), and (1.19).
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