Rescaled Mellin-type transforms of the exponential functional of the Bourgade-Kuan-Rodgers statistic of Riemann zeroes are conjecturally related to the distribution of the total mass of the limit lognormal stochastic measure of Mandelbrot-Bacry-Muzy. The conjecture implies that a non-trivial, log-infinitely divisible probability distribution is associated with Riemann zeroes. For application, integral moments, covariance structure, multiscaling spectrum, and asymptotics associated with the exponential functional are computed in closed form using the known meromorphic extension of the Selberg integral.
Introduction
In this paper we contribute to the literature on the statistical distribution of Riemann zeroes in the mesoscopic regime. The study of the values of the Riemann zeta function in the mesoscopic regime was pioneered by Selberg [57] , [58] and then extended to the distribution of zeroes by Fujii [23] , Hughes and Rudnick [32] , Bourgade [14] , and most recently by Bourgade and Kuan [15] , Rodgers [53] , and Kargin [35] . Assuming the Riemann hypothesis (except for Selberg), these authors rigorously established various central limit theorems for the distribution of Riemann zeroes. The principal technical tools that were used to obtain these theorems were Selberg's formula for ζ ′ /ζ , explicit formulas of Guinand and Weil, and certain moment calculations. Alternatively, beginning with the seminal work of Montgomery [40] , a great deal of progress has been made in formulating precise conjectures about the statistical distribution of the zeroes. These conjectures are all motivated by the empirical fact that the statistical properties of the zeroes are very close to those of eigenvalues of large Hermitian matrices with independent entries, i.e. the so-called GUE matrices, up to small arithmetic corrections, and calculations are typically justified by means of semi-classical methods for quantum chaotic systems, Keating-Snaith philosophy of modeling the value distribution of the Riemann zeta function on the critical line by the characteristic polynomials of certain large random matrices, and conjectural forms of the approximate functional equation for the zeta function. For example, Berry [11] calculated the GUE term and arithmetic corrections for the number variance, Bogomolny and Keating [12] did the same for the pair correlation function, which was later extended to multiplepoint correlations by Conrey and Snaith [17] and Bogomolny and Keating [13] , Keating and Snaith [36] calculated the moments of the zeta function on the critical line, Conrey et. al. [16] formulated the ratios conjecture for its average values, Farmer et. al. [20] and Fyodorov and Keating [30] estimated the magnitude of its extreme values on the critical line, to name a few.
In this paper we conjecture a mod-gaussian limit theorem associated with the distribution of Riemann zeroes in the mesoscopic regime by combining the approach of Bourgade and Kuan with our previous work on the limit lognormal stochastic measure (also known as lognormal multiplicative chaos) and Selberg integral. Bourgade and Kuan and Rodgers independently proved that a class of linear statistics of Riemann zeroes converge to gaussian vectors and, most importantly, computed the covariance of the limiting vector explicitly. The starting point of our approach is that this limiting gaussian vector approximates the centered gaussian free field when the statistic is based on a smoothed indicator function of subintervals of the unit interval, and it approximates the gaussian free field plus an independent gaussian random variable when the statistic is based on a smoothed indicator function of subintervals of a particular unbounded interval. The limit lognormal measure is defined as a limit of the exponential functional of the gaussian free field, hence by taking the Mellin transform 1 of the exponential functional of the Bourgade-Kuan-Rodgers statistic in an appropriately rescaled limit, we conjecturally obtain the Mellin transform of the total mass of the measure. In a series of papers, cf. [43] , [44] , [45] , [48] , we investigated the total mass and made a precise conjecture about its probability distribution. 2 The positive integral moments of the total mass are known to be given by the classical Selberg integral. In [45] we rigorously constructed a probability distribution (called the Selberg integral distribution) whose nth moment coincides with the Selberg integral of dimension n and conjectured that this distribution is the same as the distribution of the total mass. Thus, the main result of this paper is a conjecture that particular rescaled limits of two Mellin-type transforms of the exponential functional of the Bourgade-Kuan-Rodgers statistic corresponding to a smoothed indicator function of certain bounded or unbounded intervals coincide with the Mellin transform of the Selberg integral distribution. In [48] , [49] , [50] we established many properties of the Mellin transform so that we can make a number of precise statements about our rescaled limit as corollaries of the main conjecture. The type of rescaling and convergence that we use in this paper is closely related to the rescaling that was used by Keating and Snaith [36] and Nikeghbali and Yor [42] , formalized by Jacod et. al. [33] in their theory of mod-gaussian convergence, and significantly extended in recent publications of Feray et. al. [21] and Méliot and Nikeghbali [39] .
The main technical innovation of our work is the explicit use of the gaussian free field, limit lognormal measure, Selberg integral, and Selberg integral distribution in the context of the statistical distribution of Riemann zeroes. We note that the Selberg integral and Selberg integral distribution previously appeared, respectively, in conjectures of Keating and Snaith [36] about the moments and of Fyodorov and Keating [30] about extreme values of the Riemann zeta function on the critical line. These conjectures are based on the analogy between the value distribution of ζ (1/2 + it) and that of the characteristic polynomials of certain large random matrices. Our conjecture deals instead with the zeroes of the zeta function on the critical line and is based on the convergence of particular statistics of the zeroes to the gaussian free field or its centered version. In particular, we prove that our statistics or, equivalently, particular integrals of Im log ζ (1/2 + it) along the critical line, exhibit logarithmic correlations and calculate the corresponding covariances explicitly. We believe that these calculations are new. 3 1 It is more natural to define the Mellin transform as ∞ 0 x q f (x) dx as opposed to the usual ∞ 0 x q−1 f (x) dx for our purposes. 2 The terms "probability distribution", "law", and "random variable" are used interchangeably in this paper. 3 The idea that Im log ζ (1/2 + it) is logarithmically correlated is not new. Keating and Snaith [36] and later Farmer et. al. [20] argued that Im log ζ (1/2 + it) can be modeled by the imaginary part of the logarithm of the characteristic polynomial The limit lognormal measure was introduced and reviewed by Mandelbrot [37] , [38] in the context of mathematical modeling of intermittent turbulence and constructed explicitly by Bacry and Muzy [3] , [4] , [5] , [41] . Its existence and basic properties follow from the general theory of multiplicative chaos of Kahane [34] . This measure is of significant interest in mathematical physics as it naturally appears in a wide spectrum of problems ranging from conformal field theory [10] , [52] and twodimensional quantum gravity [19] , to statistical mechanics of disordered energy landscapes [26] , [28] , [29] , [30] , to name a few. A periodized version of the limit lognormal measure appears in a random energy model [25] and in the theory of conformal weldings [2] . We also mention a multidimensional extension of the measure [1] and a recent construction of the critical lognormal multiplicative chaos in [18] and [8] . One of the most remarkable properties of this measure is that it is stochastically self-similar with lognormal multipliers (hence its name), so that the moments of its total mass do not scale linearly but rather quadratically, i.e. the measure is multifractal. The aforementioned problems in mathematical physics all exhibit multifractal behavior so that the significance of our conjecture extends beyond the distribution of Riemann zeroes per se for it suggests that the phenomenon of multifractality might have a number theoretic origin in the sense that the distribution of Riemann zeroes (conjecturally) provides a natural model for such phenomena.
We do not have a mathematically rigorous proof of our conjecture and provide instead some exact calculations (a "physicist's proof") that explain how we arrived at it. If one assumes the conjecture to be true, the resulting corollaries are mathematically rigorous and their proofs can be found in [48] and [50] .
The plan of this paper is as follows. In Section 2 we give a brief review of the key results of Bourgade and Kuan and Rodgers and then state our conjecture and its implications. This section does not require any knowledge of the limit lognormal measure. In Section 3 we review the limit lognormal measure and the Selberg integral distribution. In Section 4 we present a heuristic derivation of our conjecture. Conclusions are given in Section 5.
Results
We begin this section with a brief description of the statistic of Riemann zeroes that was introduced by Bourgade and Kuan [15] and Rodgers [53] (henceforth referred to as the BKR statistic), following the approach and notations of Bourgade and Kuan. The Riemann zeta function is defined 4 by
and is continued analytically to the complex plane having a simple pole at s = 1. Its non-trivial zeroes are known to be located in the critical strip 0 < Re(s) < 1 and, according to the Riemann hypothesis, are thought to lie on the critical line Re(s) = 1/2, cf. [59] for details. Assuming the Riemann hypothesis, we write non-trivial zeroes of the Riemann zeta function in the form {1/2 + iγ}, γ ∈ R. Let λ (t) be a function of t > 0 that satisfies the asymptotic condition
of CUE matrices, and Hughes et. al. [31] proved that the latter is logarithmically correlated, thereby conjecturing the same about Im log ζ (1/2 + it). The novelty of our work is the computation of the logarithmic covariance structure of Im log ζ (1/2 + it) from first principles. 4 We will use the symbol to mean that the left-hand side is defined by the right-hand side.
in the limit t → ∞, where the number theoretic notation a(t) ≪ b(t) means a(t) = o b(t)
. Let ω denote a uniform random variable over (1, 2), γ(t) λ (t)(γ − ωt), and define the statistic
given a test function f (x). The class of test functions H 1/2 that was considered in [15] is primarily defined by the condition f , f < ∞, where
plus some mild conditions on the growth of f (x) and its Fourier transformf (w) 1/2π f (x)e −iwx dx at infinity and a bounded variation condition (that are satisfied by compactly supported C 2 functions, by example). We note that S t ( f ) is centered 5 in the limit t → ∞ as it is well known that the number of Riemann zeroes in the interval [t, 2t] is asymptotic to t log t/2π in this limit. The principal results of [15] and [53] 6 and the starting point of our construction are the following theorems.
Theorem 2.1 (Convergence to a gaussian vector) Given test function f
The second theorem deals with the case of diverging limiting variance. Define
then, under the assumption that σ t ( f ) → ∞ as t → ∞,
Theorem 2.2 (Convergence in the case of diverging variance)
where N (0, 1) denotes the standard gaussian random variable with the zero mean and unit variance.
The significance of the condition λ (t) ≪ log t is that the number of zeroes that are visited by f as t → ∞ goes to infinity, i.e. Theorems 2.1 and 2.2 are mesoscopic central limit theorems. The intuitive meaning of the BKR theorems and the statistic S t ( f ) can be established from the connection of S t ( f ) with the error term S(t) in the zero counting function N(t). Let N(t) denote the number of Riemann zeroes having their imaginary part ("height") between zero and t. Let the function S(t) be defined by
5 Centered means that its expectation is zero. All expectations, covariances, etc in this section are with respect to the distribution of ω. 6 Rodgers considered a more restrictive class of test functions and stated the formula for the variance only.
Then, the Riemann-von Mangoldt formula states
in the limit t → ∞. Let u be fixed and λ (t) be as in (2) , then the asymptotic in equation (11) implies that the number of zeroes in the random interval [ωt, ωt + u/λ (t)] satisfies in the same limit
It follows that the expected number of zeroes in [ωt, ωt + u/λ (t)] is given by the leading asymptotic u log t/2πλ (t), whereas S ωt + u/λ (t) − S(ωt) gives "the error", i.e. the fluctuation of the number of zeroes in this interval from its leading asymptotic. Note that the condition in (2) means that the length of the interval goes to zero, whereas the expected number of zeroes goes to infinity in the limit t → ∞, i.e. the interval is mesoscopic. Let χ u (x) denote the indicator function of the interval [0, u], then the corresponding BKR statistic satisfies by (3) and (12)
Hence the statistics measures the fluctuation of the error term over the random interval [ωt, ωt + u/λ (t)]. It is easy to see from (7) that the corresponding variance has the leading asymptotic σ 2 t (χ u ) ≈ log logt/λ (t) /π 2 so that Theorem 2.2 gives us
This special case of Theorem 2.2 is known as Fujii's central limit theorem, cf. [23] , [24] . It turns out that the interpretation of the BKR statistic as a measure of fluctuation of the error term remains true in general. We have the following identity for compactly supported test functions 7
Clearly, this equation recovers (14) in the case of f = χ u since f ′ is simply the difference of the delta functions at the endpoints. We now proceed to state our results. Let 0 < u < 1 and χ 
Define the ε-rescaled bump function by φ ε (x) 1/εφ (x/ε), and let f 
Clearly, f
ε,u (x) = 1 for
ε,u (x) = 0 for x ≥ u + ε/2 and x ≤ −ε/2, and f (2) ε,u (x) = 0 for x ≥ u + ε/2 and x ≤ −1/ε − ε/2. Moreover,
Theorem 2.1 applies to f
ε,u (x) for all u > ε > 0. Fix ε > 0 and denote the BKR statistic based on some constant 8 times f
The meaning of the first statistic (i = 1) is that it counts zeroes in the interval [t, 2t] over three asymptotic scales. Specifically, over the interval of length u/λ (t) − ε/λ (t),
the zero is counted with the weight 1, whereas it is counted with a diminishing weight that is determined by ε and the bump function over the boundary intervals of length ε/λ (t),
The second statistic (i = 2) has the same interpretation except that instead of (22) and (23) we have
respectively, so that the middle interval has length u/λ (t) − ε/λ (t) + 1/ελ (t), whereas the boundary intervals have length ε/λ (t) as before. Hence, the three scales are ε/λ (t), u/λ (t), t, and they satisfy the asymptotic condition 1 logt
This means that t defines the global scale and u/λ (t) ≫ average spacing so that u/λ (t) and ε/λ (t) are on the mesoscopic scale. 8 The choice of the constant π √ 2µ, 0 < µ < 2 will be explained in Section 4, cf. Corollary 4.2.
The meaning of the statistics S (i) t (µ, u, ε) can be elucidated further by means of Theorem 2.1 and (16). Given the expressions for the derivatives in (19) and (20) , which show that the derivatives are smooth approximations of the difference of the delta functions at the endpoints, we can write
so that the statistics are smooth approximations of 
, converge in law in the limit t → ∞ to centered gaussian fields having the asymptotic covariances, for i = 1,
and, for i = 2,
thereby exhibiting logarithmic correlations. These covariances will be identified in Section 4 as corresponding to the centered gaussian free field and the gaussian free field plus an independent gaussian random variable, respectively. We see from (32) and (33) that the asymptotic covariances of both statistics diverge as log ε in the limit ε → 0. We are primarily interested in the statistical structure of the log |u − v| terms, which is hiding behind these divergences. We will remove them so as to reveal the underlying structure by introducing rescaling factors into the Mellin transforms as shown below. It should also be noted that the need for smoothing is necessitated by the singularity of our statistics in the limit ε → 0. Indeed, S (2) t (µ, u, ε) is not even defined in this limit, and Var[S (1) (32) . This is explained by the difference between the formulas for the variance in (4) and (7), in fact, as shown in Lemma 4.10, the difference between the two for smoothed indicator functions is of the order O(λ (t)/ε log t) and so becomes significant if one takes the ε → 0 limit first. To bypass this singularity, in what follows we will always take the t limit first and, when the two limits are taken simultaneously, ε(t) will vary "slowly" enough to achieve he same end.
Motivated by the proof of Theorem 2.2 in [15] , we are also interested in the same type of statistics that are based on t-dependent ε(t). Let λ (t)
In other words, we replace ε with ε(t) in (21), resulting in the statistics 9 S
These statistics also count zeroes in the interval [t, 2t] over the three scales ε(t)/λ (t), u/λ (t), t, as before, except that u/λ (t) ≫ ε(t)/λ (t) ≫ average spacing,
Remark We note that the asymptotic conditions in (34) and (35) have a simple interpretation of being "slow" decay conditions that require that the lengths of intervals, over which the zeroes are counted, go to zero, whereas the expected numbers of the zeroes counted go to infinity. The lengths of the middle and boundary intervals of the first statistic satisfy O 1/λ (t) and O ε(t)/λ (t) , so that the corresponding expected numbers of zeroes are O logt/λ (t) and O ε(t) logt/λ (t) by (12), respectively. Thus, the lengths go to zero by (2) and the expected numbers go to infinity by (2) and (34). Similarly, the lengths of the middle and boundary intervals of the second statistic are
and O ε(t)/λ (t) so that the above argument remains valid provided ε(t) λ (t) ≫ 1, hence (35) . We finally note that the interpretation of S (32) and (33) with ε = ε(t).
The statements of our results below require some familiarity with the double gamma function of Barnes (or the Alexeiewsky-Barnes G−function). We will give a brief summary of its definition and properties here and refer the reader to [6] , [7] for the original construction, to [54] for a modern treatment, and to [48] and [50] for detailed reviews. One starts with the double zeta function (38) that is defined for Re(s) > 2, Re(w) > 0, and τ > 0. It can be analytically extended to s ∈ C with simple poles at s = 1 and s = 2. The double gamma function is then defined as the exponential of the s-derivative of ζ 2 (s, w|τ) at s = 0,
The resulting function can be analytically extended to w ∈ C having no zeroes and poles at
Barnes gave an infinite product formula for Γ 2 (w | τ), which in our normalization takes on the form 9 We note that χ
where P(w | τ) is a polynomial in w of degree 2, and the prime indicates that the product is over all indices except k 1 = k 2 = 0. The double gamma function satisfies the functional equations
where Γ(z) denotes Euler's gamma function. An explicit integral representation of log Γ 2 (w | τ) and additional infinite product representations of Γ 2 (w | τ) can be found in [48] . From now on, it is always assumed that λ (t) and ε(t) satisfy (2) and (34) or (35), respectively, and κ is as in (17) . Given 0 < µ < 2, henceforth let
The results given below are stated for the S (1) t (µ, u, ε) and S (1) t (µ, u) statistics to avoid redundancy, for the same formulas apply to S (2) t (µ, u, ε) provided one simultaneously replaces
and, similarly to S
t (µ,u) and uses (35) instead of (34) . For clarity, this translation is shown explicitly in Conjectures 2.3 and 2.4. Given these preliminaries, our results are as follows.
Conjecture 2.3 (Mellin-type transforms: weak version)
= lim ε→0 e µ log εq 2 e µ(log ε−κ)
Conjecture 2.4 (Mellin-type transforms: strong version)
lim t→∞ e µ log ε(t)q 2 e µ(log ε(t)−κ)
The following corollaries can be formulated with either the double or single limits as in Conjectures 2.3 and 2.4. We will state them with the single limit for notational simplicity. All corollaries apply to both statistics, cf. (45) and (46) for the translation. Note that in Corollaries 2.5, 2.6, and 2.7 we have q = n, −n, N, respectively, so that the multiplier u µq in (45) and the scaling factor in (46) are adjusted accordingly, when translated for the second statistic.
Corollary 2.5 (Positive integral moments and Selberg integral)
Let n ∈ N such that n < τ.
Corollary 2.6 (Negative integral moments) Let n ∈ N.
lim t→∞ e µ(log ε(t)−κ)
Let n ∈ N such that n < (τ + 1)/2.
Corollary 2.7 (Joint integral moments) Let n, m ∈ N and denote N n + m, N < 2/τ. Let I 1 and I 2 be non-overlapping subintervals of the unit interval. Then,
Corollary 2.8 (Asymptotic expansions) Given q ∈ C, then in the limit µ → 0 we have the asymptotic expansions 10 lim t→∞ e µ(log ε(t)−κ)
The next two results deal with the probabilistic structure that is underlying the Mellin-type transform in (49).
Corollary 2.10 (Non-central limit) The limit in (49) is the Mellin transform of a positive probability
log M µ is infinitely divisible on the real line having the Lévy-Khinchine decomposition log E[M
for some m(µ) ∈ R and the following gaussian component and spectral function
for u > 0, and M µ (u) = 0 for u < 0. M µ is a product of a lognormal, Fréchet and independent Barnes beta random variables. 11
Corollary 2.11 (Multifractality) Let 0 < s < 1. Then, for Re(q) < τ, the limit
is the Mellin transform of a probability distribution, call it M µ (s), which satisfies the multifractal
where Ω s is a gaussian random variable with the mean (µ/2) log s and variance −µ log s that is independent of M µ and M µ is as in Corollary 2.10. This law is understood as the equality of random variables in law at fixed s < 1. In particular, M µ (s) is also log-infinitely divisible.
Corollary 2.12 (Multiscaling)
i.e. these Mellin-type transforms are multiscaling as functions of s.
The rationale for considering two separate transforms in Conjectures 2.3 and 2.4 is that they are complementary. The transforms in (47) and (53) are not, strictly speaking, rescaled Mellin transforms because of the u −µq multiplier. This multiplier is introduced to obtain the Mellin transform of a probability distribution on the right-hand side of these equations. If we drop this multiplier, we loose this probabilistic interpretation but gain a bona fide rescaled Mellin transforms of and 1 0 e S (1) t (µ,u) du on the left-hand side so that the limit fits into the general theory of mod-gaussian convergence, cf. [33] . The interest in introducing the second statistic S (2) t (µ, u, ε) and S (2) t (µ, u) is precisely to eliminate the need to introduce the u −µq multiplier so that the transforms in (48) and (54) are both bona fide rescaled Mellin transforms and give the Mellin transform of a probability distribution on the right-hand side of these equations. We note that the right-hand sides of both (49) and (52) are special cases of the Mellin transform of the Selberg integral distribution that is given in (117) and (135). The meaning of the conditions Re(q) < τ and −(τ + 1)/2 < Re(q) < τ is that the right-hand sides of (49) and (52) are analytic and zero-free over these regions. As will be explained in Section 4, one can insert the u λ 1 (1 − u) λ 2 prefactor into the exponential functionals on the left-hand sides of (47) - (56) so as to obtain the general Mellin transform of the Selberg integral distribution on the right-hand side, cf. Theorem 4.5 for details. We chose not to state the most general case here to avoid unnecessary complexity.
Remark A random matrix analogue of the Bourgade-Kuan-Rodgers theorems was established in [27] . The corresponding linear statistic is an appropriately centered log-absolute value of the characteristic polynomial of a suitably scaled GUE matrix. The eigenvalues of the matrix replace the roots and its dimension N replaces logt. It is shown in [27] that the N → ∞ limit of the GUE statistic is gaussian, and the limiting covariance can be shown 13 to be equivalent to the Bourgade-Kuan-Rodgers covariance. As it will become clear in Section 4, our results apply to any linear statistic that is asymptotically gaussian with the Bourgade-Kuan-Rodgers covariance. Thus, under the correspondence N ∼ logt, they apply equally to the GUE statistic. The significance of this observation is that the convergence of our statistics to the gaussian free field or its centered version provides a theoretical explanation for why our conjecture about the zeroes can be approached directly from the GUE side.
Remark Our conjecture has only GUE terms and no arithmetic corrections, contrary to most of the conjectures that we mentioned in the Introduction. The reason for this is the choice of the mesoscopic scale 1 ≪ λ (t). As Fujii [24] shows in his analysis of Berry's conjecture, which in particular deals with the second moment of the fluctuation of the error term, cf. (14) , the GUE term in Berry's formula dominates arithmetic corrections precisely under the condition 1 ≪ λ (t). As our conjecture involves essentially the same statistic, except for smoothing, we expect that in our case this condition achieves the same effect of dominating arithmetic terms.
Remark
The interest in the strong version of our conjecture is that it contains information about the statistical distribution of the zeroes at large but finite t, whereas the weak version only describes the distribution at t = ∞. Indeed, as it will be explained in Section 4, the strong version is equivalent to the weak version provided the statistics S (i) t (µ, u) converge to their gaussian limits faster than 1/| log ε(t)|, in the sense of the rate of convergence of the variance to its asymptotic value, and this is expected to be the case due to the asymptotic condition in (34) . Moreover, as the strong conjecture fits into the general framework of mod-gaussian convergence, the results of [21] and [39] and the explicit knowledge of our limiting functions make it possible to quantify the normality zone, i.e. the scale up to which the tails of our exponential functionals are normal, and the breaking of symmetry near the edges of the normality zone thereby quantifying precise deviations at large t. The actual computation of these quantities is left for future research.
A Review of the Limit Lognormal Measure and Selberg Integral Distribution
In this section we will give a self-contained review of the limit lognormal measure of MandelbrotBacry-Muzy on the unit interval and of the Selberg integral probability distribution mainly following our earlier presentations in [45] , [48] , and [50] . We will indicate what is known and what is conjectured and refer the reader to appropriate original publications for the proofs. The limit lognormal measure (also known as lognormal multiplicative chaos) is defined as the exponential functional of the gaussian free field. Let ω µ,L,ε (s) be a stationary gaussian process in s, whose mean and covariance are functions of three parameters µ > 0, L > 0, and ε > 0. We consider the random measure
The mean and covariance of ω µ,L,ε (s) are defined to be, cf. [41] ,
and covariance is zero in the remaining case of |t − s| ≥ L. Thus, ε is used as a truncation scale. L is the decorrelation length of the process. µ is the intermittency parameter (also known as inverse temperature in the physics literature). The two key properties of this construction are, first, that
so that E exp ω µ,L,ε (s) = 1
and, second, that
is logarithmically divergent as ε → 0. The first property is essential for convergence, the second is responsible for multifractality, and both are originally due to Mandelbrot [37] . The interest in the limit lognormal construction stems from the ε → 0 limit. It is clear that the ε → 0 limit of ω µ,L,ε (t) does not exist as a stochastic process (this limiting "process" is known as the gaussian free field). Remarkably, using the theory of T -martingales developed by Kahane [34] , the work of Barral and Mandelbrot [9] on log-Poisson cascades, and conical constructions of Rajput and Rosinski [51] and Marsan and Schmitt [55] , Bacry and Muzy [5] showed that M µ,L,ε (dt) converges weakly (as a measure on R + ) a.s. to a non-trivial random limit measure
provided 0 ≤ µ < 2, and the limit is stationary M µ,L (t,t + τ)
It is shown in [5] that for q > 0 we have
The fundamental property of the limit measure is that it is multifractal. This can be understood at several levels, for our purposes, this means that its total mass exhibits stochastic self-similarity, also known as continuous dilation invariance, as first established in [3] . Given γ < 1, let Ω γ denote a gaussian random variable that is independent of the process ω µ,L,ε (s) such that
Var Ω γ = −µ log γ.
Then, there hold the following invariances 14
that are understood as equalities in law of stochastic processes in s on the interval [0, L] at fixed ε, L, and 0 < γ < 1. In (90) the superscripts denote independent copies of the free field, e stands for the base of the natural logarithm, and e −1 < γ < 1. The truncation scale invariance in (88) implies the multifractal law of the limit measure 15 
which implies that the moments of the total mass obey for 0 < q < 2/µ the multiscaling law
as a function of t < L. The decorrelation length invariance in (89) implies that the dependence of the total mass on L is trivial, 16 14 The first invariance was discovered in [3] and later generalized in [41] . We discovered the other two invariances in [43] and developed a general theory of such invariances in [46] . 15 It must be emphasized that this equality is strictly in law, that is, Ω γ is not a stochastic process, i.e. Ω γ and Ω γ ′ for γ = γ ′ are not defined on the same probability space. In particular, (91) determines the distribution of M µ,L (0, t) in terms of the law of the total mass but says nothing about the latter or their joint distribution. 16 This invariance also determines how the law of the total mass behaves under a particular change of probability measure, cf. [46] for details. so that we can restrict ourselves to L = 1 without a loss of generality. Henceforth,
and L is dropped from all subsequent formulas. Finally, the significance of the intermittency invariance in (90) is that it gives the rule of intermittency differentiation and effectively determines the law of the total mass, cf. Theorem 3.1 and the discussion following it below. The law of the total mass can be reformulated as a non-central limit problem. Let us break up the unit interval into the subintervals of length ε so that s j = jε, ω j ω µ,ε (s j ), and Nε = 1. It is shown in [5] that the total mass M µ can be approximated as
The essence of this result is that the limit is not affected by one's truncation of covariance so long as (80) holds. This representation is quite useful in calculations. In particular, it is easy to see that it implies an important relationship between the moments of the generalized total mass 17 of the limit measure and a class of (generalized) Selberg integrals, originally due to [3] . Let ϕ(s) be an appropriately chosen test function and I a subinterval of the unit interval, then
More generally, the same type of result holds for any finite number of subintervals of the unit interval. For example, the joint (n, m) moment is given by a generalized Selberg integral of dimension n + m
It can be shown as a corollary of this equation, cf. [3] , that the covariance structure of the total mass is logarithmic. Given 0 < s < 1,
which indicates that the mass of non-overlapping subintervals of the unit interval exhibits strong stochastic dependence. In the special case of ϕ(s) = s λ 1 (1 − s) λ 2 , we have an explicit formula for moments of order n < 2/µ, as was first pointed out in [4] , that is given by the classical Selberg integral, cf. Chapter 4 of [22] for a modern treatment and [56] for the original derivation,
17 By a slight abuse of terminology, we refer to any integral of the form 1 0 ϕ(s) M µ (ds) as the generalized total mass.
The law of
is not known rigorously, even for λ 1 = λ 2 = 0, i.e. the total mass. It is possible to derive it heuristically so as to formulate a precise conjecture about it as follows. Consider the expectation of a general functional of the limit lognormal measure
The integration with respect to M µ (ds) is understood in the sense of
Finally, we will use
. Then, we have the following rule of intermittency differentiation, cf. [44] and [48] for derivations and [47] for an extension to the joint distribution of the mass of multiple subintervals of the unit interval.
Theorem 3.1 (Intermittency differentiation) The expectation v(µ, ϕ, f , F) is invariant under intermittency differentiation and satisfies
The mathematical content of (102) is that differentiation with respect to the intermittency parameter µ is equivalent to a combination of two functional shifts induced by the g function. This differentiation rule is nonlocal as it involves the entire path of the process s → M µ (0, s), s ∈ (0, 1). It is clear that both terms in (102) are of the same functional form as the original functional in (100) so that Theorem 3.1 allows us to compute derivatives of all orders. There results the following formal expansion with some coefficients H n,k (ϕ) that are independent of F. Let
Then, we obtain the formal intermittency expansion
The expansion coefficients H n,k (ϕ) are given by the binomial transform of the derivatives of the positive integral moments
and satisfy the identity 
From now on we will focus on
which corresponds to the full Selberg integral. Clearly, we have
The moments S l (µ, ϕ) = S l (µ, λ 1 , λ 2 ) are given by Selberg's product formula in (99). By expanding log S l (µ, λ 1 , λ 2 ) in powers of µ near zero and computing the resulting H n,k (ϕ) coefficients, we derived in [45] and [48] the following expansion for the Mellin transform in terms of Bernoulli polynomials and values of the Hurwitz zeta function at the integers
The series in (111) is generally divergent 18 and interpreted as the asymptotic expansion of the Mellin transform in the limit µ → 0. The intermittency expansion of the Mellin transform implies a similar expansion of the general transform of log M µ (λ 1 , λ 2 ), where we introduced the normalized distribution
Then, given constants a and s and a smooth function F(s), the intermittency expansion is
The expansion is thus obtained by replacing q with a d/ds in the solution for the Mellin transform in (111). We note parenthetically that the general transform is particularly interesting in the special case of a purely imaginary a, in which case the operator
The calculation of the intermittency expansion of the Mellin transform naturally poses the problem of constructing a positive probability distribution such that its positive integral moments are given by Selberg's formula, cf. (99), and the asymptotic expansion of its Mellin transform coincides with the intermittency expansion in (111). Equivalently, one wants to construct a meromorphic function M(q | µ, λ 1 , λ 2 ) that (1) recovers Selberg's formula for positive integral q < 2/µ, (2) is the Mellin transform of a probability distribution for Re(q) < 2/µ as long as 0 < µ < 2, and (3) has the asymptotic expansion in the limit µ → 0 that is given in (111). Such a function can be naturally thought of as an analytic continuation of the Selberg integral as a function of its dimension to the complex plane.
We will describe an analytic and a probabilistic solution to this problem that we first found in [45] in the special case of λ 1 = λ 2 = 0 and then in [48] in general. 19 Define
Theorem 3.2 (Existence of the Selberg integral distribution)
is the Mellin transform of a probability distribution on (0, ∞) for Re(q) < τ, and its moments satisfy
The function M(q | µ, λ 1 , λ 2 ) satisfies the functional equations 19 The general case was first considered by Fyodorov et. al. [28] , who gave an equivalent expression for the right-hand side of (117) and so recovered the positive integral moments without proving analytically that their formula corresponds to the Mellin transform of a probability distribution or matching the asymptotic expansion, i.e. solved (1) only. Instead, they used Selberg's formula to deduce the functional equation in (120) for positive integral q, conjectured that it holds for complex q, and then found a meromorphic function that satisfies (120).
The function log M(q | µ, λ 1 , λ 2 ) has the asymptotic expansion as µ → +0
The structure of the corresponding probability distribution, which we denote by M (µ,λ 1 ,λ 2 ) , is most naturally explained using the theory of Barnes beta distributions that we developed in [48] , [49] . For simplicity, we restrict ourselves here to the special case of the distribution of type (2, 2) and refer the reader to [49] , [50] for the general case. 
is the Mellin transform of a probability distribution on (0, 1). Denote it by β (τ, b)
.
The distribution − log β (τ, b) is absolutely continuous and infinitely divisible on (0, ∞) and has the Lévy-Khinchine decomposition
We can now describe the probabilistic structure of the Selberg integral distribution. Let τ > 1 and define a lognormal random variable
where N (0, 4 log 2/τ) denotes a zero-mean gaussian with variance 4 log 2/τ, and a Fréchet variable Y having density τ y −1−τ exp −y −τ dy, y > 0, so that its Mellin transform is
and logY is infinitely divisible. Given λ i > −1/τ, let X 1 , X 2 , X 3 have the β −1 (τ, b) distribution with the parameters 20 20 Without loss of generality, λ 2 ≥ λ 1 . If λ 2 = λ 1 , then X 1 = 1, otherwise the parameters of X 1 satisfy Theorem 3.3.
Theorem 3.4 (Structure of the Selberg integral distribution)
In particular, log M (µ,λ 1 ,λ 2 ) is absolutely continuous and infinitely divisible. Its Lévy-Khinchine de- We finally note that the Mellin transform of the Selberg integral distribution has a remarkable factorization, which extends Selberg's finite product of gamma factors to an infinite product.
Theorem 3.5 (Factorization of the Mellin transform)
We conjectured in [45] in the special case of λ 1 = λ 2 = 0 and in [48] in general that the Selberg integral distribution coincides with the law of the generalized total mass of the limit lognormal measure.
Conjecture 3.6
Let µ ∈ (0, 2) and
The rationale for this conjecture is that we constructed a family of probability distributions parameterized by µ, λ 1 , and λ 2 having the properties that (1) its moments match the moments of the (generalized) total mass
e. the Selberg integral and (2) the asymptotic expansion of its Mellin transform coincides with the intermittency expansion of the total mass. It is finally worth pointing out that the restriction λ i > −µ/2 is artificial and only imposed so that the Mellin transform can be defined over Re(q) < 2/µ. It is not difficult to see from (91) that
in the limit t → 0 so that the integral
is actually defined for λ i + µ/2 > −1 and its Mellin transform for Re(q) < min{2/µ, 1 + (1 + λ i )2/µ}.
Calculations
In this section we will give heuristic derivations of Conjectures 2.3 and 2.4 and their corollaries assuming Conjecture 3.6 to be true. The derivations are based on certain exact calculations, combined with a key assumption in the case of Conjecture 2.4 that is explained below.
The main idea of the derivation of Conjecture 2.3 is that the S
t (µ, u, ε) and S (2) t (µ, u, ε) statistics that we introduced in (21) in Section 2 converge in law, up to O(ε) terms, to (modifications of) the processes ω µ,ε (u) − ω µ,ε (0) and ω µ,ε (u), respectively, in the limit t → ∞, where ω µ,ε (u) is the approximation of the gaussian free field that we defined in (77)-(79) (recall L = 1).
Lemma 4.1 (Main lemma for
κ be as in (17) , and the scalar product be defined as in (5) . Then, given 0 < u, v < 1, in the limit
ε,u , f
Proof Recall that f
It follows
(142) if |y − u| < ε. Now, by the definition of the scalar product,
The resulting integrals are all of the functional form that we treated in (141) and (142) so the result follows.
As we remarked in our discussion of (95), the choice of truncation, and, in particular, the choice of the constant, ε−independent term in the covariance of the free field, has no effect on the law of the total mass so long as the key normalization condition in (80) holds. Hence, for our purposes, we can re-define ω µ,ε (u) to be
so thatω µ,ε (u) has asymptotically the same covariance as that of S (1) (µ, u, ε) in (145). Hence,
as stochastic processes in the limit ε → 0, up to zero-mean corrections having covariance of the order O(ε). Similarly, by comparing covariances of S (2) (µ, u, ε) in (148) and ω µ,ε (u) in (153) and recalling that S (2) (µ, u, ε) is centered, while the mean of ω µ,ε (u) is given in (152), we obtain, also up to O(ε),
where N −(µ/2)(log ε − κ), −µ(3 log ε − κ) is an independent gaussian random variable having the mean −(µ/2)(log ε − κ) and variance −µ(3 log ε − κ).
We can now explain the origin of Conjecture 2.3. The basic idea is to form the exponential functional of the statistic S (i) t (µ, u, ε) and compute its Mellin transform by analogy with the gaussian free field so as to obtain the total mass of the limit lognormal measure in the limit. The principal obstacle in the first case is that S (1) t (µ, u, ε) behaves likeω µ,ε (u) as opposed to ω µ,ε (u) so that its exponential functional does not exist in the limit ε → 0. This obstacle is overcome by appropriately rescaling the Mellin transform as shown in the following theorem. To this end, we will first formulate a general proposition and then specialize it to Conjecture 2.3. In what follows ϕ(u) can be a general test function, however for clarity, we will restrict ourselves to
Theorem 4.5 (Rescaled Mellin transforms) Let 0 < µ < 2 and I be a subinterval of the unit interval. Then, for Re(q) < 2/µ we have
Moreover, the positive integral moments of order n < 2/µ satisfy
lim ε→0 e µ(log ε−κ)
The proof requires two auxiliary calculations. The first involves a version of Girsanov-type theorem for gaussian fields, which extends what we used in our original derivation of intermittency differentiation, cf. Section 8 of [43] . For concreteness, we state it here for the ω µ,ε (t) process. 
Proof We will give the proof of (169). The idea is to discretize as in (95). Let N = |I|/ε,ω j ω µ,ε (s j ), s j = ε j, j = 1 · · · N. Asω 1 , · · · ,ω N are jointly gaussian with zero mean, we have
Now, using (152) and (153),
It follows from (170) that
In the limit we have ε ∑ N j k =1 → I ds k , hence the result. The proof of (168) follows by re-labeling ϕ(u) → u −µn ϕ(u).
We note that the same type of argument gives a formula for the joint moments. 
We can now give a proof of Theorem 4.5 and explain the origin of Conjecture 2.3.
Proof of Theorem 4.5. Let Re(p) < 2/µ. By Lemma 4.6,
In particular, (174) holds for q = p, if Re(q) < 2/µ. On the other hand, the left-hand side of (174) can be reduced when q = p as follows. Substituting the definition ofω µ,ε (u), cf. (150), we obtain lim ε→0 e µ(log ε−κ)
The argument for (158) is essentially the same except that we use (162) instead of (174). Given 
t (µ, u, ε) at finite ε > 0 in the limit t → ∞ that we established in (154) above, we formally interchange the order of t limit and u integration, take the t limit by Corollary 4.2, then replace S (1) (µ, u, ε) withω µ,ε (u) by (154), and, finally take the limit ε → 0 by Theorem 4.5. The right-hand sides of these equations are known by Conjecture 3.6 and described in (117), with λ 1 = λ 2 = 0, and λ 1 = µq, λ 2 = 0, respectively, cf. Theorem 3.2 above, hence (49) and (52) . For example, the argument for (49) is as follows. 
The derivation of the weak conjecture for S (2) t (µ, u, ε) follows the same steps but is simpler as it is based directly on the asymptotic equality of laws of ω µ,ε (u) and S (2) t (µ, u, ε) at finite ε > 0 in the limit t → ∞, cf. (155) above. By taking the exponential functional of S (2) t (µ, u, ε) as in (48) and using (155), we obtain the Mellin transform of the total mass of the limit lognormal measure times the Mellin transform of exp N (−(µ/2)(log ε − κ), −µ(3 log ε − κ)) . The latter accounts for the scaling factor in (48) , and the result then follows from Conjecture 3.6 with λ 1 = λ 2 = 0. Similarly, (51) follows in the same way from Conjecture 3.6 with λ 1 = µq, λ 2 = 0.
We next proceed to the derivation of Conjecture 2.4. The basic idea is to let ε(t) approach zero "slowly" compared to the growth of t to infinity so that the statistic S (i) t (µ, u) in (36) behaves as the centered gaussian free field for i = 1 or the gaussian free field plus an independent gaussian for i = 2 at the scale ε(t). The main technical challenge of quantifying the required rate of decay of ε(t) is that neither Theorem 2.1 nor 2.2 applies to the statistic S − log t/λ (t) |w|| χ u (w)| 2 dw ∝ log(log t/λ (t)) in (7) is different from the asymptotic of our variance ∞ −∞ |w|| (χ u ⋆ φ ε )(w)| 2 dw ∝ − log ε, cf. Lemmas 4.1 and 4.3 above. Instead, we need a slight modification of Theorem 2.2. Lemma 4.9 shows that for a sufficiently slowly decaying ε(t) one can obtain a limiting gaussian field having ε(t)-dependent asymptotic covariance. Lemma 4.10 shows further that the limiting covariance can be approximated by the scalar product in Theorem 2.1. Let S t ( f ) be as in (3) . For simplicity, we restrict ourselves here to finite linear combinations of indicator functions ∑ c k χ u k , 0 < u k < 1. 
then, as t → ∞,
The proof is sketched in the appendix. Let f
u ⋆ φ ε )(x) be as in Lemmas 4.1 and 4.3. It follows by linearity that the covariance has the asymptotic form as t → ∞
It remains to show that this asymptotic is the same as that of the covariance in (139) and (140) for i = 1 and (146) and (147) for i = 2. This is shown in the next lemma.
Lemma 4.10 (Limit covariance) Let λ (t) satisfy (2) and ε(t) satisfy (34) for i = 1 or (35) for i = 2, respectively, and the scalar product be as in (4) . In the limit t → ∞,
The cos(wy) term can be replaced with cos(w) when integrating from 0 to α and dropped when integrating from α to infinity because f ′ ε (x) dx = 0. Using the Frullani integral in the form Proof of Corollary 2.5. We computed the positive moments and verified (57) 
This expansion coincides with the intermittency expansion of E (186) is to follow the argument that we used in [48] to derive (122) from (117). Then, (66) corresponds to z = q in (186).
Proof of Corollary 2.9. We will give the argument for the second statistic. We have by (155),
Cov log
t (µ,u) du ≈ Cov log
and the result follows by (98) and the stationarity property of the limit lognormal measure. The argument for the first statistic is similar but is more involved as it requires a generalization of (98) for the centered gaussian free field, which follows from (173) in the same way as (98) follows from (97). The details are straightforward and will be omitted.
Proof of Corollary 2.10. Given Conjecture 2.4, these results follow from Theorems 3.2 and 3.4.
Proof of Corollary 2.11. Given the multifractal law of the limit lognormal measure, cf. (91), it is sufficient to show the identity for any 0 < s < 1 lim t→∞ e µ(log ε(t)−κ)
which is a special case of (157) corresponding to ϕ(u) = 1 and I = [0, s] (by formally replacinḡ ω µ,ε (u) with S
t (µ, u) as in the derivation of Conjecture 2.4 above).
Proof of Corollary 2.12. Given the multiscaling law of the limit lognormal measure, (74) follows from (92). To prove (75), we need to generalize (91) to the following identity in law,
where Ω s is as in (86) and (87), which implies the multiscaling law
as a function of s < 1. Finally, (189) is a simple corollary of (88).
Remark It should be clear from Theorem 3.2 and Theorem 4.5 that one can obtain general explicit formulas for ϕ(u) = u λ 1 (1 − u) λ 2 . The reason that we restricted ourselves to λ 1 = λ 2 = 0 in Conjectures 2.3 and 2.4 is simplicity. The reader who is interested in the general case can easily find the desired formulas in Section 3.
Conclusions
We have formulated two versions of a precise conjecture on limits of rescaled Mellin-type transforms of the exponential functional of the Bourgade-Kuan-Rodgers statistic in the mesoscopic regime. The conjecture is based on our construction of particular Bourgade-Kuan-Rodgers statistics of Riemann zeroes that converge to modifications of the centered gaussian or gaussian free fields. The statistics are defined by smoothing the indicator function of certain bounded or unbounded subintervals of the real line. The smoothing is effected by a rescaled bump function. In the weak version of the conjecture the asymptotic scale of the bump function ε is fixed so that the resulting statistics S (i) t (µ, u, ε), i = 1, 2, satisfy the Bourgade-Kuan-Rodgers theorem. In the strong version, this scale ε(t) is chosen to be mesoscopic, λ (t)/ log t ≪ ε(t) ≪ 1 for i = 1 and both λ (t)/ log t ≪ ε(t) ≪ 1 and ε(t) ≫ 1/λ (t) for i = 2, so that the statistics S (i) t (µ, u) satisfy an extension of the Bourgade-Kuan-Rodgers theorem that we formulated in the paper. We have computed the double limit over the scale ε and t in the weak case and the single limit over t in the strong case of rescaled Mellin-type transforms of the exponential functional of both statistics as if the statistics were the centered gaussian free field or the gaussian free field plus an independent gaussian random variable, respectively. The exponential functional of the gaussian free field is an important object in mathematical physics known as the limit lognormal stochastic measure (or lognormal multiplicative chaos). By using a Girsanov-type result, we have found an appropriate rescaling factor to compute two Mellin-type transforms of the exponential functional of the centered field in terms of the Mellin transform of the exponential functional of the free field itself, i.e. the Mellin transform of the total mass of the limit lognormal measure, resulting in the conjecture for the first statistic. The conjecture for the second statistic follows directly from its convergence to the gaussian free field plus an independent gaussian, the latter being responsible for rescaling. In both cases, the rescaling factors are determined by the asymptotic scale and the choice of the bump function that effect the smoothing. Finally, our conjectural knowledge of the distribution of the total mass of the measure has allowed us to calculate a number of quantities that are associated with the statistics exactly.
The principal difference between the weak and strong conjectures is their informational content. Conjecture 2.3 alone can be thought of as a number theoretic re-formulation of Conjecture 3.6 on the equality of the Selberg integral distribution and the law of the total mass of the limit lognormal measure. It associates the Selberg integral distribution with the zeroes but does not contain any information about their distribution that is not already contained in the Bourgade-Kuan-Rodgers theorem. Indeed, the order of the u integral and the t limit can be interchanged at a finite ε > 0, resulting in the Mellin transform of the exponential functional of a gaussian field, which converges to the centered gaussian free field when i = 1 or the sum of the gaussian free field plus an independent gaussian random variable when i = 2 as ε → 0, so that the weak conjecture only requires the t → ∞ limit of the S (i) t (µ, u, ε) statistic. On the other hand, Conjecture 2.4 combines the ε → 0 and t → ∞ limits into a single limit so that the order of the u integral and the resulting limit can no longer be interchanged because the statistic S (i) t (µ, u), unlike S (i) t (µ, u, ε), converges to the centered gaussian free field when i = 1 or the gaussian free field plus an independent gaussian when i = 2 at our mesoscopic scale ε(t) and so becomes singular as t → ∞. The strong conjecture assumes that deviations of S (i) t (µ, u) from its gaussian limit are negligible at large but finite t, thereby providing some new information about the statistical distribution of the zeroes at finite t. In particular, as the strong conjecture fits into the framework of mod-gaussian convergence, the normality zone and precise deviations of tails of our exponential functionals can be computed from the general theory and explicit knowledge of our limiting functions.
We have provided a self-contained review of some of the key properties of the limit lognormal measure and the distribution of its total mass to make our work accessible to a wider audience. In particular, we have covered the invariances of the gaussian free field, the multifractal law of the limit measure, the derivation of the law of its total mass by exact renormalization, and several characterizations of the Selberg integral distribution, which is believed to describe the law of the total mass. The Selberg integral distribution is a highly non-trivial, log-infinitely divisible probability distribution having the property that its positive integral moments are given by the Selberg integral of the same dimension as the order of the moment. We have reviewed both its analytic and probabilistic structures that are relevant to out calculations.
We have provided a number of calculations that support our conjecture. Our calculations are universal as they apply to any asymptotically gaussian linear statistic having the covariance structure that is given by the Bourgade-Kuan-Rodgers formula. In particular, they apply to the GUE statistics of Fyodorov et. al. [27] and provide a theoretical explanation, via convergence to the gaussian free field, for why our results for the Bourgade-Kuan-Rodgers and GUE statistics are the same. Our arguments are however not mathematically rigorous as we do not know how our statistics behave near their gaussian limits. Our assumption that their behavior in the limit can be used to do calculations near the limit in the strong case is the principal mathematical gap between the weak and strong conjectures that renders our use of the free fields in place of the statistics heuristic. We have quantified that the variances of our statistics should converge to their asymptotic limits faster than 1/| log ε(t)| for this assumption to be valid and explained heuristically why we expect this to be true.
In broad terms, on the one hand, our conjecture relates a limit of a statistic of Riemann zeroes with the Selberg integral and, more generally, the Selberg integral probability distribution and so associates a non-trivial, log-infinitely divisible distribution with the zeroes. On the other hand, our conjecture implies that the limit lognormal measure can be modeled in terms of the zeroes. As this measure appears naturally in various contexts that involve multifractality, we can speculate that there is a number theoretic interpretation of multifractal phenomena. In particular, a proof of (even the weak) the conjecture might lead to a number theoretic proof of the conjectured equality of the law of the total mass of the limit lognormal measure and the Selberg integral distribution.
We have interpreted our statistics as fluctuations of the smoothed error term in the zero counting function so that our conjecture gives rescaled Mellin transforms of the exponential functional of these fluctuations. Aside from verification or disproof of our conjecture, it would be quite interesting to see what properties of the error term follow from the conjecture and to compute the rate of convergence of our statistics to their gaussian limits. We believe that our conjecture is only valid for 1 ≪ λ (t) ≪ logt and breaks down for λ (t) ∼ 1 due to the expected presence of yet-to-be-determined arithmetic corrections. Finally, the appearance of the Selberg integral distribution in the work of Fyodorov and Keating [30] and in our paper begs the question of formulating a general statement about logarithmic correlations in the statistical value distribution of log ζ , which we believe will clarify the relationship between their conjecture and ours. so that (A.9) still holds with the error term of the order O(λ (t)/ log t ε(t)). To verify (A.11) we need Lemma 4 of [15] , which requires that || f t || 1 be uniformly bounded, whereas we have (A. 13 Once again, a careful reading of the proof of Lemma 5 indicates that the bound in (A.18) is sufficient provided 1/ε(t) λ (t) = o(1) as in (35) . The rest of the argument goes though verbatim.
