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Bootstrapping Matrix Quantum Mechanics
Xizhi Han, Sean A. Hartnoll, Jorrit Kruthoff
Department of Physics, Stanford University,
Stanford, CA 94305-4060, USA
Large N matrix quantum mechanics is central to holographic duality but not solvable in the most
interesting cases. We show that the spectrum and simple expectation values in these theories can be
obtained numerically via a ‘bootstrap’ methodology. In this approach, operator expectation values
are related by symmetries — such as time translation and SU(N) gauge invariance — and then
bounded with certain positivity constraints. We first demonstrate how this method efficiently solves
the conventional quantum anharmonic oscillator. We then reproduce the known solution of large N
single matrix quantum mechanics. Finally, we present new results on the ground state of large N
two matrix quantum mechanics.
Introduction.— Large N matrices are at the heart of
the holographic emergence of semiclassical, gravitating
spacetime geometry [1]. In matrix quantum mechanics
geometry emerges from an underlying theory with no
built in locality. The simplest such theory is the single
matrix quantum mechanics description of two dimen-
sional string theory [2], while the richest are the max-
imally supersymmetric multi-matrix theories of BFSS [3]
and BMN [4]. There are many theories in between, with
varying numbers of matrices and degrees of supersym-
metry [5]. Thus far, only the single matrix quantum me-
chanics has proved solvable at large N [6].
Nonzero temperature Monte Carlo studies of large N
multi-matrix quantum mechanical systems have success-
fully captured aspects of a known dual spacetime in su-
persymmetric theories [7–10]. Substantial Monte Carlo
studies have also been performed for nonzero tempera-
ture bosonic multi-matrix theories, e.g. [11, 12]. How-
ever, recent work increasingly suggests that the quantum
structure of holographic quantum states — revealed for
instance in their entanglement [13–16] — plays a central
role in the emergence of space. It therefore behooves us
to find methods suitable for studying the zero tempera-
ture quantum states of multi-matrix quantum mechan-
ics directly. Progress was made recently in this direction
by using a neural network variational wavefunction [17].
Here we describe a different approach.
Our work is directly inspired by a recent beautiful pa-
per by Lin [18], with a similar approach also being em-
ployed in [19]. Lin’s paper studied large N matrix inte-
grals, which is an easier problem than large N quantum
mechanics but shares important features. Positivity con-
straints and relations between correlation functions were
shown to efficiently produce strong numerical bounds on
correlation functions of matrix integrals. In the following
we will show how this methodology can be adapted to
the quantum mechanical problem.
Bootstrapping the quantum anharmonic oscillator.—
We first illustrate the approach with a warm-up example
of a quantum anharmonic oscillator, with Hamiltonian
H = p2 + x2 + gx4 . (1)
Here [p, x] = −i. Fig. 1 below shows the results for this
case: strong constraints on the energy E and expectation
value 〈x2〉 of the ground state and first excited state.
The first step is to relate the expectation values of
different operators. We will obtain the recursion relation
in (6) below. In energy eigenstates, for any operator O,
〈[H,O]〉 = 0. (2)
For example, let O = xp. Eq. (2) is then the Virial theo-
rem, 〈2p2〉 = 〈2x2 + 4gx4〉. The energy is therefore
E = 2〈x2〉+ 3g〈x4〉. (3)
More systematically, take O = xs and O = xtp in (2)
for integers s, t ≥ 0. Commuting the operators x, p with
the identity [p, xr] = −irxr−1 and eliminating the terms
with a single p operator, we arrive at the relation
4t〈xt−1p2〉 = 8g〈xt+3〉+ 4〈xt+1〉 − t(t− 1)(t− 2)〈xt−3〉 .
(4)
In this single particle case is there is a strengthened
version of (2): 〈OH〉 = E〈O〉. We emphasize (2) instead
because, as we will see later, it is more useful in the ma-
trix case. Nonetheless, in the present anharmonic oscilla-
tor example, take O = xt−1, so that
〈xt−1p2〉 = E〈xt−1〉 − 〈xt+1〉 − g〈xt+3〉. (5)
Plugging (5) into (4) gives a recursive relation between
expectation values of powers of x:
4tE〈xt−1〉+ t(t− 1)(t− 2)〈xt−3〉
− 4(t+ 1)〈xt+1〉 − 4g(t+ 2)〈xt+3〉 = 0, (6)
where E is given by (3). Also we know that 〈x0〉 = 1 and
〈xt〉 = 0 if t is odd, so all expectation values of xt can be
computed from E and 〈x2〉 with (6).
With the recursion relation (6) at hand we move onto
the second step. We wish to solve for E and 〈x2〉, the
only two unknown variables, by bootstrapping. This step
works as in [18]. The basic positivity constraint is that
〈O†O〉 ≥ 0 , ∀O =
K∑
i=0
cix
i , (7)
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FIG. 1. Bootstrap allowed region (shaded) for the anharmonic
oscillator (1) with g = 1. Upper plot: the allowed region for
(E, 〈x2〉) near the ground state solution (marked by the red
cross) for different sizes of the bootstrap matrix K = 7, 8, 9;
lower plot: the allowed region near the first excited state.
which means that the matrixM of size (K+1)×(K+1),
Mij = 〈xi+j〉, should be positive semidefinite. The con-
straint becomes stronger as we increase K, thus enlarging
the space of trial operators. For a given K and test val-
ues of E and 〈x2〉, the Mij can be computed using the
recursion relation (6). The bootstrap consists in scanning
over these test values, computing the eigenvalues of the
matrixM, and thereby determining if positivity excludes
the test values as inconsistent.
The result is shown in Fig. 1. Even for moderate K the
values of E and 〈x2〉 are determined quite accurately.
The region of allowed values splits into a discrete set of
islands. These converge to the spectrum of the Hamil-
tonian in the limit K → ∞ [20]. Higher energy states
require more constraints to be computed accurately.
One matrix quantum mechanics.— Now we generalize
the bootstrap method to matrix quantum mechanics at
N =∞. The momentum operators can no longer be elim-
inated explicitly in favor of the energy, and we do not use
a closed form recursion relation for all expectation val-
ues. However, the energy and expectation values of short
operators can still be efficiently constrained.
Consider the single-matrix quantum mechanics with
H = trP 2 + trX2 +
g
N
trX4, (8)
where P and X are N -by-N Hermitian matrices with
quantum commutators [Pij , Xkl] = −iδilδjk. The theory
(8) can be solved by mapping onto N free fermions [6].
The bootstrap reproduces this solution in Fig. 2.
Operator expectation values are related by symme-
tries. In the following, denote 〈O〉 = tr ρO. If the state ρ
commutes with the Hamiltonian then
〈[H,O]〉 = 0, ∀O. (9)
For example, ρ could be a pure energy eigenstate or a
mixed thermal state. Choosing O = trXP ,
2〈trP 2〉 = 2〈trX2〉+ 4g
N
〈trX4〉. (10)
The SU(N) symmetry of (8) has generators
G = i[X,P ] +NI . (11)
The final identity piece ensures that 〈trG〉 = 0, with
the operator ordering [X,P ] = XP − PX in (11). In
gauged matrix quantum mechanics, physical states must
be invariant under this symmetry. In particular,
〈trGO〉 = 0, ∀Oij . (12)
For example, 〈trG〉 = 0 implies 〈trXP 〉−〈trPX〉 = iN2.
Combining this constraint with 〈[H, trX2]〉 = 0 gives
〈trXP 〉 = −〈trPX〉 = iN
2
2
. (13)
Cyclicity of the trace gives another set of relations be-
tween operators. Commuting quantum operators may be
necessary in applying the cyclic formula. For example,
using large N factorization to leading order in N →∞,
〈trXP 3〉 = 〈trP 3X〉+ 2iN〈trP 2〉+ i〈trP 〉〈trP 〉. (14)
Equations (9), (12), cyclicity of the trace, and reality
conditions 〈O†〉 = 〈O〉∗ generate all relations between
expectation values that we will use for the bootstrap.
As a mini-bootstrap example, consider trial operators
I,X,X2 and P . From the condition (7), the following
bootstrap matrix should be positive semidefinite:
I X2 X P
I 〈tr I〉 〈trX2〉 0 0
X2 〈trX2〉 〈trX4〉 0 0
X 0 0 〈trX2〉 〈trXP 〉
P 0 0 〈trPX〉 〈trP 2〉
(15)
Trial operators are built from both X and P . The ex-
pectation value for an odd number of matrices vanishes.
Positivity of (15) implies
〈trX2〉 ≥ 0, N〈trX4〉 ≥ 〈trX2〉2,
〈trX2〉
(
〈trX2〉+ 2g
N
〈trX4〉
)
≥ N
4
4
, (16)
where equations (10) and (13) are used. The inequalities
(16) are the bootstrap constraints in this simple example.
3At g = 0, 〈trX2〉 = 12N2 and 〈trX4〉 = 12N3, so the last
inequality in (16) is saturated and the other two are not.
The bootstrap constraints become stronger as we in-
clude more trial operators. Firstly, take all possible
strings of X and P of length ≤ L, and write down the
matrix analogous to (15). This matrix must be positive
semidefinite. Secondly, regard each of the ∼ 22L entries
in the matrix as a variable (which is the expectation
value of a single-trace operator with length ≤ 2L), and
write down the equalities between them following from
(9), (12), cyclicity of the trace, 〈O†〉 = 〈O〉∗ and that
the expectation value of an odd number of matrices van-
ishes. The technical implementation of these constraints,
as well as the minimization described in the following
paragraph, is detailed in [21].
Unlike in the single-particle case, we do not necessar-
ily require that the state be an energy eigenstate and the
energy E does not appear explicitly in the bootstrap con-
straints. At infinite N the matrix quantum mechanics has
a continuous spectrum and therefore we proceed to use
gradient descent to minimize the energy in the allowed re-
gion of expectation values. In this way we obtain a lower
bound on the ground state energy of the theory. The re-
sult is a lower bound because certainly the true ground
state energy is allowed, and hence above the minimal al-
lowed energy that we find. In Fig. 2 we observe that the
lower bound is very close to the true ground state value,
already for L = 3, and other observables, such as 〈trX2〉,
are also solved accurately.
Two matrix quantum mechanics.— One matrix quan-
tum mechanics are tractable analytically as one can diag-
onalize the matrix. This is not the case for multi-matrix
quantum mechanics. In the following we illustrate how
bootstrap methods can successfully be used for such the-
ories, focussing on a relatively simple two-matrix quan-
tum mechanics with a global O(2) symmetry (in addition
to the large N gauge symmetry). The Hamiltonian is
H = tr
(
P 2X + P
2
Y +m
2(X2 + Y 2)− g2[X,Y ]2) , (17)
with X and Y being N -by-N Hermitian matrices, with
conjugate momenta PX and PY , and m and g coupling
constants. This theory is not exactly solvable. An early
discussion of the massless (m = 0) limit of the theory is
[22]. By rescaling the matrices we see that dimensionless
physical quantities can only depend on the ratio m2/g4/3.
Imposing rotational invariance gives more relations be-
tween observables. We expect the ground state to be ro-
tationally invariant. Rotations are generated by
S = tr(XPY − Y PX) . (18)
For states ρ with [S, ρ] = 0, including eigenstates of S,
〈[S,O]〉 = 0, ∀O. (19)
Thus in the two matrix quantum mechanics, equations
(9), (12), (19), cyclicity of the trace, and 〈O†〉 = 〈O〉∗ will
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FIG. 2. One matrix quantum mechanics bootstrap for the
Hamiltonian (8). L is the maximal length of trial operators.
Upper: The markers show the minimal energies allowed by the
bootstrap constraints, in comparison with the exact ground
state solution. Lower: the expectation values of trX2, for the
minimal energy parameters found in the upper plot.
be used to generate all equations between expectation
values that we will use. The bootstrap then proceeds in
exactly the same way as for the case of a single matrix,
now with ∼ 42L variables prior to imposing constraints.
The results for the ground state energy, 〈trX2 + trY 2〉
and 〈tr[X,Y ]2〉 are in Fig. 3. The Virial theorem relates
these: E0 = 2m
2〈trX2 + trY 2〉 − 3g2〈tr[X,Y ]2〉.
In order to corroborate the accuracy of the L = 4
results, we obtain rigorous upper and lower bounds on
the true ground state energy using a Born-Oppenheimer
wavefunction. We see in Fig. 3 that the L = 4 boot-
strap results indeed lie within a narrow window allowed
by these bounds. We briefly describe the wavefunction in
the following paragraph, with details given in [21]. As fur-
ther evidence that the L = 4 bootstrap results are close to
convergence, we compare our results to existing low tem-
perature Monte Carlo simulations of the massless theory.
At large g, E0/N
2 ≈ 1.40 (Ng2)1/3 + 1.01m2/(Ng2)1/3
from data in Fig. 3. The factor of 1.40 agrees pre-
cisely with the Monte Carlo result in [23], correspond-
ing to the value of 0.70 in the conventions of that pa-
per. An analogous fit gives the leading order behavior
〈trX2 + trY 2〉/N2 ≈ 1.22/(Ng2)1/3. The numerical fac-
tor here is close to the Monte Carlo result of 1.15 in [23].
The SU(N) gauge invariance allows us to diagonalize
one of the two matrices, say X. Let the eigenvalues be
xi. The Hamiltonian for the entries yij of the remaining
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FIG. 3. Minimal energy configuration in the bootstrap allowed
region for L = 3, 4. The gray dashed curves are rigorous lower
and upper bounds of the ground state energy from the Born-
Oppenheimer approximation. In the plots we have set m = 1.
matrix is a sum of harmonic oscillators, with frequencies
ω2ij = m
2 + g2(xi − xj)2. We can therefore write down a
Born-Oppenheimer wavefunction in which these oscilla-
tors are placed in their ground state:
Ψ(X,Y ) = ψ(xi)
N∏
i,j=1
(2ωij/pi)
1/4e−
1
2ωij |yij |2 . (20)
That is, the yij are treated as ‘fast’ compared to the
eigenvalues xi. Born-Oppenheimer wavefunctions lead to
both upper and lower bounds on the ground state energy.
The upper bound follows from treating the wavefunction
as a variational ansatz. The lower bound is obtained by
finding the ground state of the eigenvalues in an effective
potential due to the zero point energy of the yij oscilla-
tors. The advantage of the form (20) is that computing
the upper and lower bounds reduces to a solvable single-
matrix large N eigenvalue problem. In Fig. 3 we see that
the bounds following from the wavefunction (20) turn out
to be remarkably tight.
From the results in Fig. 3 one can verify that the ra-
tio N tr[X,Y ]2/(trX2)2 tends to a nonzero constant at
large Ng2. This means that the matrices do not commute
in this limit. This can be constrasted with the analogous
two matrix integral, with no time, that does become com-
muting at large Ng2 [24]. This is consistent with the fact
that the two matrix integral diverges in the massless limit
[25, 26], as the eigenvalues spread far apart along the clas-
sically flat directions of the potential due to commuting
matrices, while the massless matrix quantum mechanics
still has a discrete spectrum of normalizable states [27].
Final comments.— In summary, we have introduced
a systematic numerical method to obtain energies and
expectation values of large N matrix quantum mechan-
ics states. The method involves establishing relationships
between expectation values and then imposing positivity
of a certain matrix of expectation values, in the spirit
of [18]. In Fig. 2 we see that the known analytic results
for one-matrix large N quantum mechanics are readily
reproduced. In Fig. 3 we have obtained new results for
the ground state energy and expectation values of a two-
matrix large N quantum mechanics.
The extension to more matrices should be possible with
increased computing power or perhaps by optimizing the
algorithm. Looking at supersymmetric states in super-
symmetric theories may allow for stronger relationships
between expectation values, using the supersymmetry
generators. Both more matrices and supersymmetry will
of course be necessary to tackle the full blown BFSS and
BMN theories. Finally, extensions to Gibbs states (or, to
high energy eigenstates) may allow nonzero temperature
quantum physics to be accessed with our bootstrap meth-
ods. This could give an alternative probe of the thermal
phase transitions studied via Monte Carlo in e.g. [11, 12],
as well as a new window onto black hole microstates.
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Born-Oppenheimer wavefunction
This section gives details of computations involving a Born-Oppenheimer wavefunction for the two matrix quantum
mechanics:
H = tr
(
P 2X + P
2
Y +m
2(X2 + Y 2)− g2[X,Y ]2) . (S1)
The role of this wavefunction is to give a lower and an upper bound on the actual ground state energy. This gives a
check on the accuracy of our numerical bootstrap in this case. The results of this section are the effective Hamiltonians
(S13) and (S14) for the eigenvalues of one of the two matrices. These will be solved in the following section , giving
the upper and lower bounds respectively.
The wavefunction that we are searching for is a complex function Ψ(X,Y ) of Hermitian matrices X and Y . The
state should be SU(N) gauge invariant and hence for any unitary matrix W ∈ SU(N),
Ψ(X,Y ) = Ψ(WXW−1,WYW−1). (S2)
It will be convenient to parametrize such a state with the following set of variables: a diagonal real matrix xi, a
Hermitian matrix yij and a unitary matrix U ∈ SU(N), such that
X = Udiag(xi)U
−1, Y = UyU−1 . (S3)
In these variables we can write down the following Born-Oppenheimer ansatz, in which the yij oscillators are put in
their ground state for a fixed configuration of eigenvalues xi:
Ψ(X,Y ) = ψ(xi)φ(xi, yij), φ(xi, yij) =
N∏
i,j=1
(2ωij/pi)
1/4e−
1
2ωij |yij |2 , (S4)
with ω2ij = m
2 + g2(xi − xj)2. Equation (S4) defines a gauge invariant wavefunction by specifying its values on the
gauge slice where X is diagonal. However, we should check that (S4) is well-defined because (S3) does not uniquely
determine xi and yij as a function of X and Y . Indeed, there is a residual U(1)
N−1 gauge symmetry after fixing X to
be diagonal: if we choose U = diag(exp iθi) in (S3), X = diag(xi) but Yij = yij exp i(θi−θj). Because (S4) is invariant
under this residual gauge symmetry as well, Ψ(X,Y ) in (S4) is well-defined.
To obtain a variational upper bound, we wish to find an effective Hamiltonian for the ‘slow’ xi degrees of freedom
that calculates the expectation value of the full Hamiltonian (S1) in the variational state (S4). The expectation value
of the Hamiltonian in the state Ψ consists of a kinetic part and a potential part:
〈Ψ|H|Ψ〉 =
∫
dXdY Ψ∗(X,Y )(Hkin +Hpot)Ψ(X,Y ) . (S5)
We discuss these in turn. The kinetic energy is
〈Ψ|Hkin|Ψ〉 =
N∑
i,j=1
∫
dXdY
(∣∣∣∣∂Ψ(X,Y )∂Xij
∣∣∣∣2 + ∣∣∣∣∂Ψ(X,Y )∂Yij
∣∣∣∣2
)
. (S6)
Here ∂/∂Xij =
1
2 (∂/∂ReXij − i∂/∂ImXij) are complex derivatives because the matrices are Hermitian. Because the
kinetic energy operator is also gauge invariant, the integrand in (S6) is constant along gauge orbits. So it suffices to
evaluate it on the gauge slice where U in (S3) is the identity. Then by the chain rule and (S3), at U = I,
∂Ψ
∂xi
=
∂Ψ
∂Xii
,
∂Ψ
∂yij
=
∂Ψ
∂Yij
, (S7)
7and
∂Ψ
∂Uij
= (xj − xi) ∂Ψ
∂Xij
+
N∑
m,n=1
(δimyjn − δjnymi) ∂Ψ
∂Ymn
. (S8)
Because Ψ is gauge invariant as in (S2), ∂Ψ/∂U = 0 so for i 6= j,
∂Ψ
∂Xij
=
1
xi − xj
N∑
m,n=1
(δimyjn − δjnymi) ∂Ψ
∂ymn
. (S9)
Plug (S7) and (S9) into (S6) and evaluate the yij integrals in the state (S4),
〈Ψ|Hkin|Ψ〉 =
∫
∆(xi)dxi
 N∑
i=1
∣∣∣∣ ∂ψ∂xi
∣∣∣∣2 + |ψ|2 N∑
i,j=1
ωij
2
+ |ψ|2
N∑
i,j,k=1
(ωik − ωjk)2
4ωikωjk(xi − xj)2
 , (S10)
where ∆ =
∏
i<j(xi − xj)2 is the usual Vandermonde determinant, with dXdY = ∆dxidyij .
The potential term on the gauge slice U = I is
Hpot =
N∑
i=1
m2x2i +
N∑
i,j=1
ω2ij |yij |2, (S11)
and thus
〈Ψ|Hpot|Ψ〉 =
∫
∆(xi)dxi ψ
∗(xi)
 N∑
i=1
m2x2i +
N∑
i,j=1
ωij
2
ψ(xi). (S12)
Overall the effective variational Hamiltonian on xi, such that 〈Ψ|H|Ψ〉 = 〈ψ|Hvar|ψ〉, is therefore
Hvar =
N∑
i=1
(
− 1
∆
∂
∂xi
(
∆
∂
∂xi
)
+m2x2i
)
+
N∑
i,j=1
ωij +
N∑
i,j,k=1
(ωik − ωjk)2
4ωikωjk(xi − xj)2 . (S13)
The choice of gauge and the form of the ansatz (S4) break rotational symmetry. We have done this because it has
allowed the problem to be reduced to a single-matrix eigenvalue Hamiltonian (S13), which we will be able to solve
explicitly. It is possible to restore rotational symmetry by acting on the wavefunction with the generator of rotations.
This will not change the energy of the variational state.
From the variational principle we know that the ground state energy of the reduced Hamiltonian (S13) is an upper
bound on the ground state energy of the original Hamiltonian (S1). However, it is well-known that Born-Oppenheimer
wavefunctions also give a lower bound on the ground state energy. In the present context (as we prove below) this
means that if we drop the final term in (S13), the ground state energy of the Born-Oppenheimer Hamiltonian
HBO =
N∑
i=1
(
− 1
∆
∂
∂xi
(
∆
∂
∂xi
)
+m2x2i
)
+
N∑
i,j=1
ωij , (S14)
is a lower bound on the ground state energy of (S1).
A short proof of this fact is as follows: split the kinetic term into three parts Hkin = H
1
kin + H
2
kin + H
3
kin, where
H1kin is the ∂Ψ/∂Xij contribution in (S6), but where the derivative does not act on the φ part of the wavefunction
(S4), H2kin is the ∂Ψ/∂Xij contribution in (S6) minus H
1
kin, and H
3
kin is the remaining ∂Ψ/∂Yij term. Also split the
potential term (S11) into two pieces: Hpot = H
1
pot +H
2
pot, where H
1
pot is the first sum in (S11) and H
2
pot the second.
Now note that φ(xi, yij) in (S4) is the ground state of the harmonic oscillator Hamiltonian H
3
kin +H
2
pot and that H
2
kin
is positive semidefinite, so for any gauge invariant state Φ(xi, yij),
〈Φ|H|Φ〉 ≥ 〈Φ|H1kin +H2kin +H1pot + EBO(xi)|Φ〉
≥ 〈Φ|H1kin +H1pot + EBO(xi)|Φ〉 = 〈Φ|HBO|Φ〉, (S15)
where EBO(xi) =
∑N
i,j=1 ωij is the ground state energy of the harmonic oscillator Hamiltonian for yij ’s:
H3kin +H
2
pot = −
N∑
i,j=1
∂2
∂yij∂yji
+
N∑
i,j=1
ω2ij |yij |2. (S16)
8Large N collective field solution
In this section we solve for the ground state energies of the effective eigenvalue Hamiltonians (S13) and (S14), using
the large N collective field method. We thereby obtain an upper and a lower bound for the ground state energy of
(S1). As is well known, at large N the collective field of eigenvalues
ρ(x) =
N∑
i=1
δ(x− xi) , (S17)
becomes classical. We can follow the established steps [28] to obtain the energy as a functional of this collective field. To
obtain the Hamiltonian for ρ(x) we must relate the derivative ∂xi to the conjugate collective variable pi(x) = −iδ/δρ(x).
The chain rule shows that
∂xi = ipi
′(xi) , ∂2xi = ipi
′′(xi)− pi′(xi)2 . (S18)
Plugging these into (S14) and defining
ρH(x) = P
∫
dy
ρ(y)
x− y , (S19)
where P denotes taking the principal value, one finds
HBO =
∫
dxρ(x)
[
pi′(x)2 − 2iρH(x)pi′(x) + V (x)
]
, (S20)
with
V (x) = m2x2 +
∫
dyρ(y)
√
m2 + g2(x− y)2 . (S21)
We also used the fact that
P
∫
dxdyρ(x)ρ(y)
pi′(x)
x− y =
∑
i 6=j
pi′(xi)
xi − xj +
1
2
∫
dxρ(x)pi′′(x) . (S22)
The Hamiltonian in (S20) is not manifestly Hermitian. This can be cured by performing a canonical transformation
that shifts pi′ by iρH , resulting in the Hamiltonian,
HBO =
∫
dxρ(x)
[
pi′(x)2 + ρH(x)2 + V (x)
]
. (S23)
With this Hamiltonian we can straightforwardly compute the ground state energy and certain observables in the
ground state. At large N the eigenvalue distribution becomes classical and hence the momentum pi(x) vanishes in the
ground state. Therefore it is sufficient to minimize the potential energy functional. Using the identity∫
dxρ(x)ρH(x)
2 =
pi2
3
∫
dxρ(x)3 , (S24)
(here pi is the irrational number, not the conjugate momentum) this can be written as
EBO[ρ] =
∫
dxρ(x)
(
pi2
3
ρ(x)2 +m2x2
)
+
∫
dxdyρ(x)ρ(y)ω(x, y) , (S25)
with
ω(x, y) =
√
m2 + g2(x− y)2 . (S26)
Equation (S25) must be minimized subject to the normalization constraint
∫
dxρ(x) = N and the constraint that
ρ(x) be pointwise non-negative. In the large N limit, this normalization combined with balancing the terms in the
9energy functional and taking the mass to be fixed at order one (recall that the mass can be removed by rescaling the
matrices) requires the scaling
x ∼ N1/2 , ρ ∼ N1/2 , g2 ∼ 1
N
. (S27)
This is the familiar large N scaling of these quantities. In particular the ’t Hooft coupling λ = g2N is finite in this
limit.
The minimization of (S25) is straightforward to perform numerically, by discretizing the integral. With the numerical
solution at hand one can evaluate the energy EBO of the state. These results are shown in Fig. 3 in the main text.
Similarly we can minimize the effective variational Hamiltonian (S13) to obtain an upper bound on E0. The steps
are the same as above, and the functional to minimize is now
Evar[ρ] =
∫
dxρ(x)
(
pi2
3
ρ(x)2 +m2x2
)
+
∫
dxdyρ(x)ρ(y)ω(x, y)
+
∫
dxdydzρ(x)ρ(y)ρ(z)
(ω(x, z)− ω(y, z))2
4ω(x, z)ω(y, z)(x− y)2 . (S28)
As discussed in section , we expect that the true ground state energy E0 is bounded above and below as
Elow0 ≡ min
ρ
EBO[ρ] ≤ E0 ≤ min
ρ
Evar[ρ] ≡ Ehigh0 . (S29)
We can verify explicitly that these inequalities are obeyed in perturbation theory in small g2N . The ground state
energy of the full Hamiltonian (S1) may be evaluated using standard quantum mechanical perturbation theory directly.
The functionals EBO[ρ] and Evar[ρ] are minimized within perturbation theory by a distribution of the form ρ(x) =√
x2? − x2P (x), with P (x) a polynomial (whose degree increases order by order in perturbation theory). At large N
we obtain (with λ = Ng2 and m = 1)
Elow0
N2
= 2 +
1
2
λ− 7
16
λ2 +
59
64
λ3 + · · · , (S30)
E0
N2
= 2 +
1
2
λ− 11
32
λ2 +
137
256
λ3 + · · · , (S31)
Ehigh0
N2
= 2 +
1
2
λ− 1
4
λ2 +
3
64
λ3 + · · · . (S32)
In these expressions we see that the Born-Oppenheimer results only start to differ from the full answer at order λ2 and
that the inequalities (S29) are obeyed. Similar perturbative expansions have previously been considered at nonzero
temperature in [29]. The opposite limit of λ→∞ should approach the massless (m = 0) result. It is simple to evaluate
the lower bound in this limit. With m = 0 and λ = 1 we find Elow0 /N
2 ≈ 1.308. This is indeed lower than the Monte
Carlo result of EMC0 /N
2 ≈ 1.40 for the massless theory given in [23], which we matched with the boostrap in the
main text.
In Fig. 3 of the main text we see that for all couplings the L = 4 bootstrap results lie within a narrow range bounded
by (S29).
The expectation values 〈trX2〉 and 〈tr[X,Y ]2〉 in the trial wavefunction (S4) do not provide bounds in the way that
the energy does, and therefore we have not included them in Fig. 3. For completeness we note that these expectation
values can be computed from the minimizing numerical distribution ρ(x) as
〈trX2〉 =
∫
dxρ(x)x2 , (S33)
〈tr[X,Y ]2〉 = −
N∑
i,j=1
〈(xi − xj)2|yij |2〉 = −
∫
dxdx′ρ(x)ρ(x′)(x− x′)2
2
√
m2 + g2(x− x′)2 , (S34)
〈trY 2〉 =
N∑
i,j=1
〈|yij |2〉 =
∫
dxdx′ρ(x)ρ(x′)
2
√
m2 + g2(x− x′)2 . (S35)
The wavefunction (S4) is not rotationally symmetric and hence 〈trX2〉 6= 〈trY 2〉 in general.
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Numerical implementation
In this section we provide more details about the bootstrap numerics. A Python implementation is available at
https://github.com/hanxzh94/matrix-bootstrap. The variables under consideration are expectation values of
single trace operators, with three types of constraints: linear, quadratic and semidefinite. In the following we discuss
the representations of the variables and the constraints, some tricks in the implementation, and the non-convex
optimization algorithm.
The variables to solve for are expectation values of single trace operators, which are represented as strings of
matrices. Denote the set of all possible matrix symbols as A, and strings of length ≤ L, constructed from matrices in
A, as SL. For example, in the single matrix case, A = {X,P}, S2 = {∅, X, P,XX,XP, PX,PP}, where ∅ denotes the
empty string. The corresponding expectation values are 〈tr I〉, 〈trX〉, 〈trP 〉, ..., 〈trPP 〉. Note that the matrices are
non-commutative quantum operators. The expectation values vi are then labeled by an index i, e.g., v0 = 〈tr I〉 = N ,
v1 = 〈trX〉, v2 = 〈trP 〉 and so on. Represented as matrices and vectors, the linear constraints can be written as∑
jMijvj = 0, the quadratic constraints
∑
jkMijkvjvk +
∑
j Nijvj = 0, and semidefinite constraintsMij = vkij  0.
In the semidefinite constraint each matrix entryMij is a single trace expectation value vkij at index kij , and kij is a
function of i and j to be discussed later.
Linear equalities come from symmetry, gauge and reality constraints. Symmetry constraints take the form of
〈[H,O]〉 = 0, where H is the symmetry generator, and O is an arbitrary single trace operator in S2L. If the com-
mutator generates operators outside S2L, the constraint is discarded. The quantum commutator of two single trace
operators is also a single trace, so 〈[H,O]〉 = 0 is a linear equality of some single trace expectation values. Equation
(10) in the main text is an example.
For gauge constraints 〈trGO〉 = 0 as in (12), both G and O are matrices instead of trace operators. In this case O
runs over strings in S2L−2, and trGO is a linear combination of single trace variables. For example, in the one matrix
case, G is given by (11). Then if we take O = XX, the equality is
i〈trXPXX〉 − i〈trPXXX〉+N〈trXX〉 = 0. (S36)
The reality constraints are 〈O†〉−〈O〉∗ = 0, for O a single trace operator in S2L. If all matrices in A are Hermitian,
O† is simply the reversed string of O. The constraint then identifies two single trace expectation values.
Quadratic constraints result from cyclicity of the trace. Classically trAB = trBA, but operators in A and B may
not commute quantum mechanically. For any string in S2L, we impose the equality from trying to move the first
matrix in the trace to the last. Specifically, let the single trace operator be Ai0i1B
(1)
i1i2
. . . B
(r)
iri0
, where A,B(k) ∈ A and
the repeated indices are summed over. The corresponding constraint is
Ai0i1B
(1)
i1i2
. . . B
(r)
iri0
−B(1)i1i2 . . . B
(r)
iri0
Ai0i1 =
r∑
k=1
B
(1)
i1i2
. . . [Ai0i1 , B
(k)
ikik+1
] . . . B
(r)
iri0
, (S37)
where the bracket is the quantum commutator. Assume that commutators of single matrices are [Aij , Bkl] = cABδilδjk
for some constant cAB . The right hand side of (S37) is then a sum of double trace operators
r∑
k=1
cAB(k) trB
(1) . . . B(k−1) trB(k+1) . . . B(r). (S38)
An explicit example is given in equation (14) of the main text. At large N the expectation values of double trace
operators factorize, so the left side of (S37) is linear in expectation values vi and the other side is quadratic. These
equalities are the quadratic relations
∑
jkMijkvjvk +
∑
j Nijvj = 0 mentioned previously.
As discussed in the main text, positivity of certain operator expectation values requires that the matrix Mij =
〈trO†iOj〉 be positive semidefinite. Here Oi and Oj run over strings in SL, so that 〈trO†iOj〉 is an expectation value
vkij in S2L. The index kij , as a function of i and j, is determined by the fact that the string Okij is the string O†iOj . In
terms of the variables vi, the positivity constraint is then that the matrixMij = vkij should be positive semidefinite.
Before delivering the variables and the constraints to optimization, we discuss several implementation tricks used
to simplify coding or improve computational efficiency. Firstly, all expectation values are scaled by proper factors of
N so that N is not explicit in the numerics. The N scaling can be determined from free theories and is N l/2+1 for a
single trace operator with l matrices.
Secondly, some expectation values must vanish due to symmetries and hence are not included in the constraints.
For one matrix quantum mechanics (8) expectation values of an odd number of matrices must vanish. For two matrix
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quantum mechanics (17) it is more efficient to work with the following matrix basis A = {A,B,C,D}:
A = P − iX − i(Q− iY ), B = P + iX + i(Q+ iY ),
C = P − iX + i(Q− iY ), D = P + iX − i(Q+ iY ). (S39)
The four matrices are eigenvectors of the SO(2) ∼= U(1) action with eigenvalues −1, 1, 1,−1. Hence SO(2) rotation
invariance is imposed if we only consider strings with n(A) − n(B) − n(C) + n(D) = 0, where, for example, n(A) is
the number of A’s in the string. The number of possible strings is thus significantly reduced.
Thirdly, for bosonic matrix models the wavefunction can be chosen as real, and hence expectation values of strings
with an odd number of P ’s (and an arbitrary number of X’s) must be purely imaginary, while strings with an even
number of P ’s must be real. This fact simplifies the reality constraints and reduces the number of real variables to
optimize over.
Lastly, the linear constraints
∑
jMijvj = 0 can be solved to obtain a linearly independent set of variables v˜i, where
vi =
∑
j Kij v˜j and
∑
jMijKjk = 0. Then the quadratic and semidefinite constraints are rewritten in terms of v˜i. The
optimization is more efficient on this reduced set of variables.
In the optimization, the energy 〈H〉 is minimized subject to the constraints ∑jMijvj = 0, ∑jkMijkvjvk +∑
j Nijvj = 0 and Mij  0. The constraints are generally non-convex due to the presence of quadratic equali-
ties. We employ a trust-region sequential semidefinite programming algorithm for the non-convex optimization [30].
The algorithm iteratively searches for a local minimum of the goal function, and the basic idea is as follows. At each
step, the quadratic constraint is approximated by its local linearization. With only linear and semidefinite constraints,
the problem is convex and solved with semidefinite programming. The variables vi (or v˜i) are then updated with the
solution of this local convex approximation, and the algorithm proceeds to the next step. Optimization finishes when
the updates are smaller than some threshold. Expectation values of the energy and other trace operators at the local
minimum are returned.
