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ABSTRACT
Type Ia supernovae (SNe Ia) play a critical role in astrophysics, yet their origin remains mysterious. A
crucial physical mechanism in any SN Ia model is the initiation of the detonation front which ultimately
unbinds the white dwarf progenitor and leads to the SN Ia. We demonstrate, for the first time, how
a carbon detonation may arise in a realistic three-dimensional turbulent electron-degenerate flow, in
a new mechanism we refer to as turbulently-driven detonation. Using both analytic estimates and
three-dimensional numerical simulations, we show that strong turbulence in the distributed burning
regime gives rise to intermittent turbulent dissipation which locally enhances the nuclear burning rate
by orders of magnitude above the mean. This turbulent enhancement to the nuclear burning rate
leads in turn to supersonic burning and a detonation front. As a result, turbulence plays a key role in
preconditioning the carbon-oxygen fuel for a detonation. The turbulently-driven detonation initiation
mechanism leads to a wider range of conditions for the onset of carbon detonation than previously
thought possible, with important ramifications for SNe Ia models.
Keywords: supernovae: general — nuclear reactions, nucleosynthesis, abundances — hydrodynamics
— turbulence — white dwarfs
1. INTRODUCTION
Type Ia supernovae (SNe Ia) are common luminous
transients whose standardizable light curves play a cru-
cial role in cosmology (Phillips 1993). Recent observa-
tions of the nearby SN Ia 2011fe and SN 2014J have
revealed SNe Ia arise in stellar systems with at least one
carbon-oxygen white dwarf (WD) undergoing explosive
nuclear burning (Nugent et al. 2011; Churazov et al.
2014). However, no stellar progenitor of a SN Ia event
has ever been directly observed, and both their stellar
progenitors and the mechanism of the explosion remains
a subject of active investigation.
A crucial physical ingredient of SNe Ia is the detona-
tion initiation within the carbon-oxygen WD. A detona-
tion can be initiated in one of two ways: either directly,
such as through a shock front, or spontaneously, through
a preconditioned mix of heated fuel. Research in the
SNe Ia context has focused upon spontaneous initiation,
which has been explored by numerous authors, begin-
ning with the work of Blinnikov and Khokhlov (Blin-
nikov & Khokhlov 1986, 1987). This body of sponta-
neous initiation work rests upon a theoretical foundation
robert.fisher@umassd.edu
first developed by Zel’dovich and coworkers (Zel’dovich
et al. 1970), which invokes a gradient in induction
timescales across a region, and which is referred to as
the Zel’dovich gradient mechanism.
In this paper, we investigate the role which turbu-
lence plays in preconditioning the thermodynamic state
of electron-degenerate matter of WDs under realistic
conditions typical of leading SNe Ia channels. We focus
upon carbon-oxygen fuel, though the turbulently-driven
mechanism we describe relies only upon the fundamen-
tal physics of turbulence in an electron-degenerate nu-
clear reactive medium. Consequently, the basic deto-
nation initiation mechanism is applicable to turbulent
regions of mixed carbon, oxygen, and helium electron-
degenerate material, which are believed to arise in
some SNe I scenarios (Guillochon et al. 2010; Pakmor
et al. 2013). We first briefly review the physics of the
Zel’dovich gradient mechanism.
2. ZEL’DOVICH GRADIENT MECHANISM
In its simplest form, the Zel’dovich gradient mecha-
nism begins with a subsonic laminar deflagration which
is initiated at the peak of a temperature gradient. The
deflagration proceeds to accelerate into a shock as it
propagates down the temperature ramp. Provided that
the temperature gradient is sufficiently shallow, the
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2shock does not propagate rapidly in advance of the burn-
ing region, and the result is a detonation. In particular,
a body of work based upon one-dimensional simulations
(Arnett & Livne 1994; Khokhlov et al. 1997; Niemeyer &
Woosley 1997; Ro¨pke et al. 2007; Seitenzahl et al. 2009;
Holcomb et al. 2013) establishes a critical length scale
over which a detonation may be initiated, as a function
of background density, temperature, and composition.
The Zel’dovich gradient mechanism generally requires a
hot background temperature and a shallow temperature
gradient on scales that are unresolved in global, full-star
3D SNe Ia simulations, making it challenging to connect
the theory to global SNe Ia simulations.
We critically examine the tacit assumption underlying
the Zel’dovich gradient mechanism; specifically, that the
detonation initiation arises through the development of
a laminar flame on a static background. In contrast to
this underlying assumption of laminarity, all major SNe
Ia channels predict the prevalent hydrodynamic flow
conditions to be highly turbulent. For example, in the
rapid dynamical phase of a WD merger, the secondary
WD is tidally disrupted, and drives turbulence onto the
primary through strong shear flows. Turbulent energy
is transported from large scales to small scales through
the turbulent cascade, dissipating into heat energy, and
mixed into deeper layers of the primary WD. For typical
accretion velocities on the order of thousands of km/s,
the Reynolds number from the accretion flow onto the
WD on a characteristic driving length scale of ∼ 100 km
is of order 1016 (Nandkumar & Pethick 1984). Similar
considerations apply to a near-Chandrasekhar mass WD
progenitor in the single-degenerate channel, in which the
buoyant flame bubble also drives strong, high Reynolds-
number turbulence (Niemeyer & Woosley 1997).
We assess the relative importance of nuclear burn-
ing and turbulence by computing the ratio of the spe-
cific carbon specific nuclear burning rate to the turbu-
lent dissipation rate at densities ρ ' 107 g cm−3 at
which a detonation is thought likely to arise (Woosley
2007). The mean specific turbulent dissipation rate is
turb = 10
17
(
v0/10
3 km/s
)3
(100 km/L) erg s−1 g−1.
Here v0 is the RMS turbulent velocity on the integral
length scale L. Additionally, the specific nuclear burning
rate for carbon is highly sensitive to temperature, nuc =
3.65 × 1040ρ2.57 X212 exp(−65.894/T 1/39 ) erg s−1 g−1, in-
cluding electron screening (Garcia-Senz & Woosley
1995). Here X12 is the mass fractional abundance of
12C, ρ7 is the mass density in units of 10
7 g cm−3, and
T9 is the temperature in units of 10
9 K.
We plot the ratio nuc/turb versus temperature in fig-
ure 1. This plot demonstrates that heating in carbon-
oxygen WD mergers is initially energetically dominated
by turbulent dissipation by up to 20 orders of magnitude.
It is also apparent from this figure that an increase of
temperature by up to an order of magnitude is required
for the fuel in merging carbon-oxygen WDs to enter into
the nuclear-dominated regime. The energetics points to-
wards turbulence as playing the dominant role in this
process.
The dominant role of turbulent dissipation has im-
portant ramifications for the physical properties of the
burning at ignition. At a critical temperature (T '
7 × 108 K at ρ = 107 g cm−3), carbon burning over-
comes neutrino losses. The relative significance of turbu-
lence upon the burning surface can be quantified by the
dimensionless Karlovitz number, Ka =
√
(u3/s3l )l/L,
where u is the RMS velocity on the integral scale L,
and sl and l are the laminar flame speed and thickness,
respectively (Aspden et al. 2008). When Ka < 1, tur-
bulence plays a minor role on the scale of the flame,
and the flame remains laminar. For large Ka  1,
the flame is disrupted by the turbulence, and exists
in the distributed burning regime. In the distributed
burning regime, turbulent mixing strongly dominates
the electron conduction, and the products of nuclear
burning are isobarically turbulently mixed, with ther-
mal and species diffusion playing negligible roles (As-
pden et al. 2008). At densities ρ ' 107 g cm−3, the
characteristic laminar flame speed is sl ∼ 4× 103 cm/s,
and the flame thickness l = 4 cm (Timmes & Woosley
1992). For a typical WD merger driven on length scales
L ' 100 km with RMS turbulent velocity u = 1−2×103
km/s, the Karlovitz number Ka ' 103 − 104. Conse-
quently, in typical carbon-oxygen WD mergers, nuclear
burning is initiated in the distributed burning regime,
in strong contrast to the single-degenerate scenario of
Chandrasekhar-mass WDs, where nuclear burning is ini-
tiated as a flamelet (Niemeyer & Woosley 1997). Cru-
cially, the central assumption of the Zel’dovich gradi-
ent mechanism, namely that detonation initiation arises
through the development of a laminar flame on a static
background, does not apply to nuclear burning in the
highly turbulent distributed burning regime. In partic-
ular, the Zel’dovich gradient mechanism omits the dom-
inant role turbulence plays in both heating and transport
in this regime.
Similar criticisms of the Zel’dovich gradient mecha-
nism have been described previously – e.g. Niemeyer
(1999). However, the Zel’dovich mechanism is still fre-
quently invoked in the literature. We proceed to de-
scribe the physics of the turbulently-driven detonation
mechanism.
3. TURBULENTLY-DRIVEN DETONATION
MECHANISM
In the turbulently-driven detonation mechanism,
carbon-rich electron-degenerate fuel is heated by strong
3Figure 1. Plot of the ratio of the specific nuclear generation rate nuc to the specific turbulent dissipation rate turb, as a function
of temperature. The thick solid line shows turb/nuc as a function of temperature, for the representative values v0 = 2 × 103
km/s, L = 100 km, ρ7 = 1, and X12 = 0.5. The horizontal dashed line demarcates the equality of the specific nuclear burning
and turbulent dissipation rates, turb = nuc. The range of peak temperatures achieved in simulations of binary carbon-oxygen
WD mergers from Dan et al. (2014) is shown at bottom.
4turbulent dissipation, initiating the formation of a hot
spot, and subsequently leading to supersonic burning
and a detonation. The pressure support of the fuel is
primarily derived from electron degeneracy, and as a re-
sult, the fuel does not rapidly respond to the turbulent
heating. Turbulent dissipation is intrinsically highly in-
termittent, and is distributed inhomogeneously through-
out the burning volume (Kolmogorov 1962; Oboukhov
1962). In particular, in subsonic turbulence, the turbu-
lent cascade is locally dissipated in highly-intermittent
vortical structures, consistent with a log-Poisson statis-
tical distribution of turbulent dissipation (She & Lev-
eque 1994; Dubrulle 1994). This intermittent dissipation
gives rise to an intermittent temperature distribution on
small scales, and naturally preconditions the carbon-rich
fuel for a detonation. Furthermore, while the fuel must
be at sufficiently low density to be in the distributed
burning regime, turbulence suffices to both precondition
and ignite the fuel. A strong pre-existing deflagration
front is therefore not a prerequisite to achieve a detona-
tion, as in previous deflagration-to-detonation transition
(DDT) models (Khokhlov et al. 1997).
Hot spots arise from local temperature maxima in the
turbulent flow. These hots spots have a nuclear burn-
ing timescale τnuc = eint/nuc required to increase the
specific internal energy eint. Additionally, each turbu-
lent hot spot of size r is associated with an eddy turnover
time, τedd = r/vr, where vr is the Kolmogorov turbulent
RMS velocity on the length scale r, v(r) = v0 (r/L)
1/3
.
Because carbon burning is dominated by turbulent
dissipation in the distributed burning regime, in most
local temperature maxima, the eddy turnover time is
shorter than the nuclear burning timescale. Under these
conditions, the hot spot will turbulently mix into the
surrounding cooler material, and dissipate more rapidly
than nuclear burning can increase its temperature. How-
ever, for temperature fluctuations at the upper tail of the
temperature distribution, the eddy turnover time may
be longer than the nuclear burning timescale, at which
point the eddy will undergo a nuclear runaway. One-
dimensional models of distributed burning estimate a
critical minimum scale of order ' 1 km for the onset of
supersonic burning and detonation initiation (Woosley
2007). For scales r ' 1 km, and for typical turbulent
driving parameters v0 = 2 × 103 km/s and L = 100
km, the nuclear burning timescale falls beneath the eddy
turnover time τnuc < τedd at a critical temperature
Tcrit ' 2×109 K. Moreover, because of the temperature
sensitivity of the carbon nuclear burning rate, a large
change in any of the turbulent driving parameters results
in only a small change in the critical temperature Tcrit,
which is generally expected to closely correspond to the
transition into the nuclear-heating dominated regime.
The possible importance of turbulent dissipation in
initiating a detonation front in the distributed burning
regime was first suggested by Woosley (2007). Pioneer-
ing 3D simulations of the distributed burning regime
have been subsequently carried out by Aspden et al.
(2008) and Fenn & Plewa (2017). However, to date,
no simulation in the literature has been carried into the
detonation phase, motivating the current investigation.
4. SIMULATION METHODOLOGY
In order to understand the physics of the turbulently-
driven detonation initiation mechanism, we have carried
out 3D simulations. We employ the FLASH hydrody-
namics code, and utilize the split piecewise parabolic
method (PPM) hydrodynamics solver. We use an equa-
tion of state which includes contributions from nuclei,
electrons, and blackbody photons, and which supports
an arbitrary degree of degeneracy and special relativity
for the electronic contribution (Timmes & Swesty 2000).
Nuclear burning is incorporated using a 19-isotope net-
work with 78 rates described by Weaver et al. (1978),
and optimized in a hard-wired implementation detailed
by Timmes (1999).
The fully-periodic domain is chosen to have size L
= 100 km, with an initially uniform mass density 107
g cm−3, temperature 108 K, and zero velocity. The
initial composition is assumed to be equal proportions
of carbon and oxygen. The momentum of the simula-
tion is then driven to a steady state using a large-scale
stochastic forcing routine which has been extensively
verified against other numerical simulations, and vali-
dated against experiments (Benzi et al. 2008; Arne`odo
et al. 2008; Benzi et al. 2010). The stirring is done
over waveumbers 1 - 4 with a smooth paraboloidal in-
jection of power, a solenoidal weight ξ = 0.5 providing
roughly equal power in compressible and incompressible
modes, and an autocorrelation time of 0.05 s (Feder-
rath et al. 2010). Nuclear burning is turned on once the
model achieves steady-state turbulent velocity statis-
tics, establishing the zero point of our simulation clock,
t = 0.0, at which point the models had mean tempera-
tures Tmean ' 109 K. Four simulations were conducted,
with spatial resolutions varying of 643, 1283, 2563, and
5123. Each simulation had identical turbulent driving
strengths, achieving 3D RMS velocities vrms = 2.2×103
km/s in steady-state, with the highest resolution simu-
lations having 3% higher turbulent RMS velocities than
our lowest-resolution model. Under these conditions,
the mean Karlovitz number Ka = 8 × 103, and nuclear
burning in accurately treated in a fully distributed fash-
ion without incorporating electron conduction or a flame
model. We additionally verified isotropy and the low-
order scaling exponents of the turbulent velocity statis-
tics to within a few percent of accepted values using the
5Resolution Tmean (K) tdet (ms)
643 1.12× 109 12
1283 1.17× 109 14
2563 1.17× 109 13
5123 1.18× 109 15
Table 1. A summary of key results for the runs in this
paper, including the mass-weighted mean temperature and
time at detonation.
second- and third-order longitudinal velocity structure
functions.
5. SIMULATION RESULTS
We examine the results of 3D numerical simulations
of strongly-driven turbulent distributed nuclear burning.
We first examine the spatial distribution of temperature
and nuclear burning. In figure 2, we show slice plots in
the y-z plane of both temperature and log specific nu-
clear burning rate for the highest-resolution 5123 run.
These slices are centered about the maximum tempera-
ture, and taken a time just prior to the onset of rapid
nuclear burning and detonation initiation. Because of
the temperature sensitivity of the carbon burning rate,
the burning rate is strongly correlated with the tem-
perature distribution. The insets in figure 2 show the
resolved hot spot, of order a few km in extent, which
develops into a detonation.
Turbulent fluctuations in the dissipation rate give rise
to a statistical distribution of temperatures and also of
nuclear burning rates. We quantify this temperature dis-
tribution in the one-point probability distribution func-
tions (PDFs) of temperature and specific nuclear burn-
ing rates, shown in figure 3, for each of our four runs.
The temperature PDF is approximately Gaussian, in
agreement with experiments of grid-generated wind tun-
nel turbulence, which find Gaussian temperature PDFs
in the absence of mean temperature gradients (Jayesh
& Warhaft 1991).
Additionally, we quantify the turbulent enhancement
of the carbon burning rate in figure 3, where we plot
the PDF of the specific carbon burning rate, normal-
ized to the mean rate, for all runs. Because the carbon
burning rate is highly sensitive to temperature, the rel-
atively modest fluctuations in the temperature result in
enhancements in the carbon burning rate by four orders
of magnitude above the mean.
In figure 4, we show the time-evolution of the ratio
of the eddy-turnover time tedd to the burning timescale
tburn = X(
12C) / X˙(12C) at the temperature maximum,
as well as the minimum 12C abundance at the location
of the temperature maximum for the 5123 model. Ini-
tially, this ratio tedd/tburn in the 3D simulation is al-
ready orders of magnitude larger than that predicted by
the mean temperatures in the absence of turbulence as
shown in figure 2, because of the enhancement in the
nuclear burning rate due to intermittent temperature
fluctuations. The ratio tedd/tburn is still initially less
than unity, meaning that the nuclear burning is initially
stable. As the simulation evolves, the ratio increases
periodically as hot spots develop and are turbulently
mixed into the background. At t = 0.015 s, or approxi-
mately three global eddy turnover times, a hot spot de-
velops in which nuclear burning develops rapidly, with
tburn/tedd ' 109. At this point, the nuclear burning
develops supersonically, and a detonation is initiated.
A key question is to what extent the simulation results
depend upon the spatial resolution; that is, whether the
simulations are spatially and temporally converged. At
the lower resolution models of 643 and 1283, the tem-
perature PDF exhibits extended tails in comparison to
those at higher resolutions. The resulting simulations
detonate at slightly earlier times and lower mean tem-
peratures than higher-resolution models. In contrast,
the models at 2563 and 5123 demonstrate a high degree
of convergence. In particular, the mean temperature at
the time of detonation is converged to within 1% at the
highest resolution.
Previous work on 3D simulations of SNe Ia has em-
phasized the importance of temporally resolving ther-
monuclear burning (Hawley et al. 2012; Kashyap et al.
2015). The temporal resolution criterion may be char-
acterized by the maximum fractional change Cburn
of internal energy imposed per timestep, ∆tburn ≤
min(Cburneint/nuc). However, because the spatial reso-
lution in these local simulations is orders of magnitude
finer than global SNe Ia simulations, the CFL timestep
alone implies a stringent burning timestep. In partic-
ular, our 5123 model has Cburn ' 0.1. In comparison,
the most stringent burning timestep achieved in global
3D SNe Ia simulations is Cburn = 0.2 − 0.3 (Hawley
et al. 2012; Kashyap et al. 2015). Convergence tests
conducted by imposing an even smaller Cburn with one-
half the value implied by the CFL did not produce any
substantive differences from the models presented here.
6. CONCLUSION
Previous physically-motivated detonations in the
carbon-oxygen WD core in 3D double degenerate WD
simulations, e.g. (Pakmor et al. 2010; Kashyap et al.
2015), have adopted criteria based upon the combined
density and temperature within a given cell or smoothed
particle hydrodynamics (SPH) particle to infer whether
a detonation is likely according to the Zel’dovich gra-
dient mechanism. The resulting simulations are typ-
ically too slowly-declining (Pakmor et al. 2010), with
too great a viewing angle dependence (Moll et al. 2014),
too much polarization (Bulla et al. 2016), and predict
6Figure 2. Slice plots of temperature and specific nuclear energy generation rate in the y-z plane for the 5123 run. The point
of maximum temperature is centered in the middle of these slices. The slices are taken at t = 14 ms, just prior to the onset of
detonation for the 5123 run. The insets show zooms around the point of maximum temperature and nuclear energy burning,
which subsequently develops into a detonation.
Figure 3. The PDFs for the temperature and the specific nuclear burning rate, for each of the four runs, 643, 1283, 2563, and
5123. Each PDF is shown just prior to the onset of detonation for that model. In both plots, the PDF is normalized to the
mean value of each model.
7too few events (Liu et al. 2018), in comparison to nor-
mal SNe Ia. This disagreement between simulations and
observations poses questions about the viability of the
double-degenerate channel as a primary explosion chan-
nel for the majority of SNe Ia, and has motivated the in-
troduction of alternative models, such as colliding WDs
(Kushnir et al. 2013).
However, the imposition of the Zel’dovich gradient
mechanism in global SNe Ia simulations neglects the
important role of turbulence on detonation initiation.
Turbulently-driven detonation initiation within the dis-
tributed burning regime naturally leads to a wider range
of mean density and temperature conditions than pre-
viously realized. This broader range of predicted deto-
nation initiation conditions has ramifications for leading
SNe Ia channels, in which the onset of the detonation is
predicted to arise under highly dynamical and turbulent
conditions.
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