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Abst ract - -S tandard  compactness arguments are used to prove the existence of periodic solution of 
a nonlinear parabolic equation involving Bessel's operator and associated with a mixed condition. 
Numerical remdts are given. 
1. INTRODUCTION 
We will consider the following initial and boundary problem: 
ut-a(t )  (Urr+ l u r )=f (u ) ,  (t,r) E (0, T) x (0,1), (1.1) 
u~(t, 1) + h(t)u(t, 1) = 0, u~(t, 0) = 0, (1.2) 
u(0, r) = u(T, r), (1.3) 
where the functions h(t) and a(t) are assumed to be real and T-periodic in t. The assumptions 
on the function f(u) and other properties of the functions h(t) and a(t) needed for our purpose 
will be specified later. 
The physical interpretation of the problem with f(u) = f(t, r) is that of a periodic heat flow 
in an infinite cylinder with the assumption that the cylinder is subjected to a convective heat 
transfer (periodic in time) at the boundary surface (r = 1) at zero temperature. Inside the 
cylinder there are circular symmetric sources of heat that change periodically. 
The problem with f(u) = f(t, r) was first stated by Minasjan [1] who gave for this problem 
a classical solution using Fourier Transforms. This method leads to an infinite pseudoregular 
system of linear algebraic equations. With f(u) = f(t, r) Lanerova [2] proved the existence of a 
weak solution of this problem by using the Faedo-Galerkin method. Assuming that f 6 C1(]~, ~) 
and f '  < ~ for e > 0 "small," and using the Fnedo-Galerkin method, we prove the existence 
and the uniqueness of a weak solution of the problem (1.1)-(1.3). If we call u = u(a, h) such a 
solution, this solution depends continuously on the functions a and h. Note that in this paper, we 
shall consider the equation (1.1) as an ordinary differential equation in a Banach space for u(t) 
which stands for u(t, r), so that we shall write u'(t) for ut(t, r). 
2. A PRIOR1 ESTIMATES 
Denote by H the real Hilbert space with the scalar product 
/ol (u, v) = ru(r) v(r) dr, (2.1) 
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and denote by V the real Hilbert space with the scalar product 
0,, v)v = ,.[u'(,-) ,/(,.) + ,,(,-) v(,-)] e,- (2.2) 
with derivatives in the sense of distributions. The norms in H and V induced by the corresponding 
scalar products are denoted by [[. [I and [[. [iv, respectively. Y is continuously and densely 
embedded in H; identifying H with H* we have V O H O V*. 
LEMMA 1. The imbedding V 0 H is compact. 
PROOF. Let the sequence of opens Am = (0, 1/m + 1) and let W = CI([0, 1]). W is dense in V. 
Define r*(m)(m E N) by: 
r*(m) = ( sup II-I ImA.), u e w}.  
I lul lv=l 
According to the theorem of Edmunds and Evans [3] , to demonstrate hat the embedding V © H 
is compact, it is sufficient o prove that r*(0) = 0. 
Let us consider u E W such that supp(u) C Am. We have 
f 
i/,~ 
u(t)  = - u ' (s)  ds. 
J t  
By the Cauchy-Schwarz inequality, we deduce that 
[u(t)[2 < (1 -  t) f llmlu'(s)[2ds. 
Therefore, 
I='(s)l 2 - t  tdsdt  
JO JO J$ 
It folllows from the last inequality, after inverting the variables t and s, that 
which implies 
Thus 
I I.II~(A.) < - ; 
1 
r ' (m)  < y~ -~ 0 ~m~oo,  
which completes the proof of Lemma 1. | 
Further, denote X = L2(0,T; V), X* = L~(0,T; V*). For the dual pairing between X and X* 
we use the notation (g,v), g E X*, v E X. The scalar product on the Hilbert space X is denoted 
by 
((g,v))  = (g(0 ,v( t ) )dt ,  
We shall make the following assumptions: 
(i) a(t),h(t), T-periodic in t 
(ii) a(t) > ao > O, 
(ii i) h',a' E L°°(R). 
g, v E L2(0, T; H). 
(a(0) = a(T); h(0) = h(T)); 
h(t) _> h0 > 0; (2.3) 
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(i) f takes bounded sets of L2(0,T; V) into bounded sets of L2(0,T; H); (2.4) 
(ii) f in CI(]~, R) such that f '  _< c; for e > 0 "small." 
Define the operator A : X --+ X* by 
/o" /o 1 /o T (Au, v) = a(t) dt ru,(t, r) vr(t, r) dr + a(t) h(t) u(t, 1) v(t, 1) dr. (2.5) 
Denote by {wj, j  = 1, 2, . . .  } the infinite orthonormal base in the separable Hilbert space V, and 
consider the following problem: Find a function urn(t) in the form 
rn 
urn(t) = ~ ~rn~(t) w~(,-) (2.6)  
j=l  
satisfying the nonlinear differential system: 
(u~(t),wj)+a(t)(umr,wjr)+h(t)a(t)um(t,1)wj(1) - (f(urn(t)),wj), j = 1,2,...,m (2.7) 
and the periodic condition 
urn(O) = urn(T). (2.7') 
It is clear that for each m there exists a solution Urn(t) in the form (2.6) which satisfies (2.7) and 
(2.7') almost everywhere (a.e.) on [0, Trn] for some Trn, since f is locally Lipschitzian. Multiplying 
the jth equation of the system (2.7) by ~j and adding these equations for j = 1,2, . . . ,  m, we have 
ld  
5 ~ [lurn(t)llZ + a(t)Ilurnr(t)ll ~ + a(t) h(t) u~(t, 1) = (f(urn), urn). (2.8) 
Since V O H, it can be proved by (2.3.ii) that there exists a constant independent oft ,  such that 
the inequality 
a(t) IIw,(t)ll 2 + a(t) h(t) w~(t, 1) > Cll lwll~ (2.9) 
holds for every w E V and every t E R. Using the assumptions (2.4.ii), we have 
2(f(urn), Urn) _< (2C -t- fl)Ilurnll 2 + 2-~ If(°)12' for each/~ > 0. (2.10) 
Hence, from (2.8)-(2.10), we obtain 
, Ilurn(t)ll 2 -I- (2C1 - -  2¢  - - /3 )  Ilurnll~ < ~'~ If(0)l 2- (2.11) 
Let us now choose e and/~ such that 
0 < e < C1 and 0 < fl < 2(C1 - ¢); (2.12) 
consequently we have since V O H: 
d 1 
d-'~ Ilurn(t)ll2 + C2 Ilurnll 2 < ~ If(O)l 2, (2.13) 
with C2 = 2C1 - 2e - /~  > 0. Integrating (2.13) we get 
I[urn(t)ll 2 ___ R 2 + (llu0rnll 2 - R 2) e -c~', (2.14) 
where R 2 = I)'(0)12/2#c2 (R independent of m and t). Therefore, if we choose uorn such that 
Ilu0rnll < R, we get, from (2.14), 
Ilurn(t)ll < R, i.e., Trn = T. (2.15) 
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• Let Bin(O, R) be the closed ball in the space of linear combinations ofthe functions wj, j = 
1, 2 . . . ,  m, with the norm II. II. Let us define F,~ : B,~(0, R) ~ Bin(0, R) such that 
Fm(uom)=um(T), (2.16) 
and show that Fm is a contraction. 
Let Uom and vom E Bin(0, R) and let ~m(t) = urn(t) - Vm(t), where urn(t) and vm(t) 
are solutions of the system (2.7) on [0,7"] satisfying the initial conditions u,~(0) = uom 
and vm(O) = V0m, respectively, era(t) satisfies the following differential equation: 
(@~m, wi)+a(t)(@mr, wjr)+h(t) a(t) @re(t, 1) wj (1) = (f(ura)-f(vm), wj), j = 1, 2, . . . ,  m (2.17) 
with the initial condition 
~m (0) = u0m - v0.~. 
By using the same arguments as before, we can show that 
d 
d-7 I1¢~(t)112 + 2(c1 - ~)I I¢~l l  2 _< 0. 
(2.18) 
(2.19) 
Integrating the inequality (2.19), we obtain 
I lu.~(T) - v~(T) l l  _< e- (C ' - ' )T l lu0~ -- v0~ll, (2.20) 
i.e., Fm is a contraction. 
Therefore, there exists (for every m) a function u0,~ E B,,(0, R) such that the solution 
of the problem (2.7) and (2.7') is a periodic solution of the system (2.7). This solution 
satisfies the inequality (2.15) a.e. in t E [0, T] and consequently, by (2.11), we have 
T I1~11~ dt < C, C constant independent of m. (2.21) 
Hence, the set {um,m = 1,2,.. .} is bounded in the space L°°(O,T;H)N L2(O,T;V). 
Further, from (2.7), we can deduce after multiplying by ~jra(t), summing up in j and 
integrating with respect o the time variable from 0 to T: 
fo fo T d 1 a(t) (11~,11 ~)dt T Ilu'm(t)ll ~ dt ÷ ~ 
1 fT  d 
+ 2/o a(t) h(t) (u~(t,1))dt 
T 
= / (f(u")'U~m)dt" 
(2.22) 
T From (2.7') we see that fo (f(um), u~) dt = 0. Therefore, the equality (2.22), via integra- 
tion by parts, becomes 
/o 1/oT a/oT r I lu'm(t)l l  2 dt = ~ . ' ( t ) l l .m. I I  2 dt + ~ (a(t) h(t))' U2m(t, 1) at. (2.23) 
Finally, the following inequality can be derived 
/ 1 /T  K1 /T  
r Ilu'(t)ll ~ dt < ~ Ila'llz**(O,T) Ilu'll~, dt + -~- II(ah)'llz*.(O,T) Ilu.~ll~, dt (2.24) 
u 2 < K2 II ~IIL~(0,T;V) < Ks, 
where Kx, K2 and Ks are suitable constants independent of m. 
• Hence, the elements of the sequence {u~m, m = 1, 2,... } form a bounded set in the space 
L2(0, T; H). 
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3. EX ISTENCE AND UNIQUENESS 
By (2.15), (2.21) and (2.24), we can extract a subsequence of {urn} still denoted by {urn} such 
that 
urn --* u in L°°(O, T; H) weakly • (3.1) 
urn --~ u in L2(0,T; V) weakly (3.2) 
' --* u' in L2(0, T; H)  weakly. (3.3) Urn 
From (2.7') we get that the identity 
u(O) = u(T) (3.4) 
holds. Denote by {gi, w~ = 1, 2, . . .  } the orthonormal base in the real Hilbert space L2(0, T). The 
set {giwj; i , j  -- 1, 2, . . .  } forms an orthonormal base in L2(0, T; V). From (2.7) we have 
((u~,giwj)) + (Aurn,giwj) = ((f(urn),giwj)). (3.5) 
For i, j fixed, the r.h.s, of (3.5) converges to ((u',giwj)) + (Au, giwj), m --* oo. Let us now show 
that the l.h.s, of (3.5) converges to ((f(u), giwj)) for m --* c~. Using a lemma on compactness [4] 
applied to (3.2) and (3.3), we can extract from the sequence {urn} a subsequence, still denoted 
by {urn}, such that 
urn --. u strongly in L2(0, T; H). (3.6) 
By the Riesz-Fischer theorem, we can extract from {urn} a subsequence, denoted by {uu} such 
that 
u,  --* u a.e. in Q =]0,T[×]0, 1[. (3.7) 
On the other hand, by (2.21) and assumption (2.4.i), we easily deduce 
]]Vt;f(uu)[]L=(q) < C, C constant independent of p. (3.8) 
We shall now require the following lemma [4]. 
LEMMA 2. Let 0 an open bounded set C R N and gu, g E Lq(O) (1 < q < oo) such that 
Ilgu)[]L,(O) <-- C, C constant independent of p and g~ - .  g a.e. in O, then gu "-* g weakly in 
Lq(O). 
Applying Lemma 1 with N = q - 2, O - Q, gu = v~f(uu) ,  g = v/-~f(u), we deduce 
((f(up) - f (u),giwj))  --* 0, for p --* oo. (3.9) 
Passing to the limit in (3.5), we finally obtain 
((u', g, wj)) + (Au, g, wj) = ((f(u), giwj)), (3.10) 
since we have (3.9). The equation (3.10) holds for every i , j  fi N,  i.e., the equation 
((u',v)) + (Au, v) = ((f(u),v)),  Vv • L2(0,T; V) (3.11) 
is fulfilled. 
Uniqueness of the Solution 
Let Ul and u2 be two solutions of (3.11) and (3.4). Let w = ul - u2; then w satisfies the 
following problem: 
((w', v)) + (Aw, v) = ((.f(ul) - f(u2), v)), V v E L2(O, T; V), (3.12) 
w(0) = w(T). (3.13) 
Taking v = w in (3.12) and using (3.13) and assumption (2.4.ii), we get 
(Aw, w) < 2 IlwllL,(o,T;v). (3.14) 
Then, by virtue of (2.9), the inequality (3.14) implies 
(el - ~) 2 IlwllL=(O,T;V) < O. 
Thus, ui = u2, since we have e < C1. Therefore, we have the following theorem: 
THEOREM 1. The initial and boundary va/ue problem (1.1)-(1.3) under the assumptions (2.3) 
and (2.4) has a unique solution u E L°°(O, T; H)N  L2(0, T; V) with derivatives ut E L~(0,T; H). 
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4. CONTINUOUS DEPENDENCE OF THE SOLUTION 
Denote by )~ the Banach space 
2 -- {a C L°°(O,T) [a' • L°°(0,T)}, 
with the norm [la[l£ - Ilali£~(O,T) + []d[[L~(0,T), and by u - u(a, h) the unique solution of the 
Problem (3.11), (3.4). Let Pao the set defined by 
P,o = {a • )~ [a(t) >_ a0 a.e. for t • [0,T],G(0) = a(T)}. (4.1) 
We then have the following theorem. 
THEOREM 2. Let (2.4) hold. The solution u(a, h) depends continuously of the functions a and h, 
i.e., if we consider (a,h) • Pao x Pho and a sequence {(an,hn)} C Pao x Pho such that Han -- 
aHL.<O,T ) + [[h,, - h[[Loo(O,T ) --* 0 for n ~ oo, then [lu(an, hn) - u(a, h)[IL2(O,T;V ) --* 0 for n --* oo. 
PROOF. Let (ai,hi) • Pao x Pho; i = 1, 2, ui = u(ai,hi), i = 1, 2, w = ul -u2 ,  and consider the 
equation satisfied by w: 
((w~, v)) + (AlUl - A2u2, v) = ((f(Ul) - f(u2), v)), V v • L2(0, T; V), (4.2) 
where the operator Ai(i = 1,2) is defined by (2.5) with (ai,hi) instead of (a, h). Taking v = w 
in (4.2) give 
(AlUl - A2u2, w) = ((/(Ul) - f(u2), w)), (4.3) 
since w(T) = w(0). It is clear with the assumption (2.4) that 
((/(Ul) - / (u~) ,  w)) < e Ilwll~2c0,T;V ). (4.4) 
Considering the r.h.s, of (4.3), we have, after some rearrangements 
i T /:  (AxUl - a~u2,w)  = ax(t)l lw~ll2 dt + alhl W~(t,1)dt 
(4.5) 
i T + [(.l(t) - a~(t))(u~, w.) + (.lh~ - ~2h2) u~(t, 1) w(t, 1)] dr. 
Combining (4.3)-(4.5) and (2.9) we get 
(C3 - ~') 2 ~T HIOHL2(O,T;V) <( -- { (a l -a2) (U2r ,Wr)+[(a l -a2)h l  +a2(hl -h2)]u2(t ,1)w(t~l)}dt ,  
(4.6) 
where C3 depends only on a0 and h0, C3 - e > 0. 
Hence, from (4.8)7 we obtain 
1 
Ilul - U2IIL2(O,T;V) <_ ~ [1 + K IlhlIIL**CO,T) 
+ KII':"~IIL"CO,T)] Ilu~IIL~cO,T;V) [11':'1 -- a~IIL®cO,T) + I lhl - h~IIL®cO,T)], 
since lu(1)l _< vTIlullv, K constant. II 
5. NUMERICAL  RESULTS 
Now, we present some results of numerical comparison of the Bessel series representations of 
the solution of a nonlinear problem of the type (1.1)-(1.3) and the corresponding exact solution 
of this 
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Let the problem 
,,, - (,,,, + -~,,,) = f(,,) + F(t, ~), 
u,( t ,  1) -I- u(t,  1) - 0; ur ( t ,0)  - 0, 





f (u )  = eu  - u 2 sgn(u), ¢ = 10 - I ,  
FCt, r) = (1 + at )  e -a t  [21r cos 2rt - ¢ sin 2~rt + (1 + at) e-at (sin 2xt) 2] 
+ a2e -at sin 21rt (2 - at) ;  
a = (1 + (xV:5)/2, and the domain D = {(t, r) E 1~ 2 1 0 _< t, = _< 1}. 
The exact solution of the problem (5.1)-(5.3) is 
u(t, r) = (1 + ~r) e -c'r sin 2~.  
To solve numerically (5.1)-(5.3), we consider the nonlinear differential system for the unknowns: 
uk(t) - -  u ( t ,  rk ) ,  rk  = kh ,  h = 1/N 
duk 1(  1)  1 (1 )  Uk4rl 
dt =-~ 1- uk-l+-~ -2  uk+--~-+.f(uk)+F(t,r), 
uk(0)-- 0, k = 1 ,2 , . . . ,N -  1, (5.4) 
UN-1 
Ul ~-- UO, UN -- h + 1" 
To solve the nonlinear differential system (5.4) at the time t, we use the following linear recursive 
scheme generated by the nonlinear term f(uk): 
"'" ' /  1) ) 
dt =-~ 1-  uk-i,. +-~ -2  uk,. 
Uk+l,n + h------- Y  "1- f (Uk ,n -1 )  "~ F ( t ,  rk) , k = 1, 2,..., N - 1, 
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Figure 1. Figure 2. 
18 N.T. LONG, A.P.N. DINH 
The linear differential system (5.5) is solved by searching its eigenvalues and eigenfunctions. 
For a step h = 1/11, we obtained the curves in Figure 1 for the approximate solution uk(t) and 
the exact solt(t), k = 1 , . . . ,  10, and for the time T = 10/100. Again, with step h = 1/11, we 
obtained the curves in Figure 2 which represent the approximate solution ut(t ) ,  k = 1, 2 , . . . ,  10 
for different values of the time t : 1/5, 2/5, 1, respectively. The numerical values at a time t 
are obtained by successive reinitializations from the initial time to = 0 and for a time step 
At = 1/100. 
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