between the two calibration methods used by Holzapfel and Franck/ 8 • 19 suggests that the earlier melting curve is close to correct up to ,_,70 kbar, but that the pressures above this were overestimated by 10%-20%. A correction such as this is necessarily quite uncertain/ 9 but it seems to us to be at least in the right direction. The corrected, but approximate, melting curve is shown in Fig. 4 We discuss and illustrate the numerical solution of the differential equation satisfied by the first-order pair functions of Sinanoglu. An expansion of the pair function in spherical harmonics and the use of finite difference methods convert the differential equation into a set of simultaneous equations. Large systems of such equations can be solved economically. The method is simple and straightforward, and we have applied it to the first-order pair function for helium with 11r12 as the perturbation. The results are accurate and encouraging, and since the method is numerical they are indicative of its potential for obtaining atomicpair functions in general.
INTRODUCTION
In the Hartree-Fock approximation each electron moves in a potential averaged over the motions of all others. This is an excellent starting point, and a great deal of chemical knowledge can be obtained this way. Many properties require more accurate wavefunctions for their prediction and understanding. The difference between the Hartree-Fock and exact wavefunction is referred to as the correlation wavefunction. It is important to have methods of finding the correlation wavefunction and its effect on physical observables.
Sinanoglu 1 has developed a many-electron theory of atoms and molecules. This theory can provide the wave-1 Some early references are 0. Sinanoglu in J. Chern. Phys. 33, 1212 (1960 ; Phys. Rev. 122, 493 (1961) ; Proc. Roy. Soc. (London) A260, 379 ( 1961) ; Proc. Nat!. Acad. Sci. U.S. 47, 1217 (1961) . For a review of the theory and an extensive list of references see 0. Sinanoglu, Advan. Chern. Phys. 6, 315 (1964) . function and energy of an atom or molecule to chemical accuracy, and it does so in such a way that it does not become rapidly difficult or uneconomcial as the number of electrons increases. In one of his early papers 1 the first-order correction to the single-particle wavefunction was expressed in terms of pair functions which describe the correlation between pairs of electrons.
2 These firstorder pair functions are solutions of nonhomogeneous partial differential equations. The equations are just like those for an actual two-electron system, except that each electron moves in the Hartree-Fock (HF) field of the entire medium. This has not been fully appreciated, especially from a computational standpoint. Each pair energy has a variational principle, and attempts to solve the pair equations have been mainly by this method. The variational method reduces the calculation to the evaluation of a large number of integrals. The presence of a nonlocal potential in the HF operator does lead to some difficult integrals, which can become more difficult if higher powers of the interelectronic coordinate are included. A large effort has gone into evaluating such atomic integrals.
In this paper we discuss and illustrate the numerical solution of the differential equation satisfied by a pair function. An expansion of the pair function in spherical harmonics and the use of finite· difference methods convert the differential equation into a set of simultaneous equations. Large systems of such equations can be solved quite economically, e.g., about 2000 equations in two minutes. The method has many attractive features, and we have applied it to the equation of the first-order pair function for the helium atom. The results are accurate and encouraging, and since the method is numerical, these results are truly indicative of its potential in solving for atomic pair functions in general.
THEORY A. Sinanoglu's Pair Equations
The total Hamiltonian, H, and the zeroth-order Hamiltonian, Hn, for anN-electron atom are
i<i r;; ( 1) and N Ho= L (h, 0 +V,), 
where 'l1;} 1 l (x;, X;), a first-order pair function, satisfies the nonhomogeneous differential equation
The operator, Q, makes a two-electron function orthogonal to all occupied H-F orbitals; i.e., 
The pair functions are also rigorously orthogonal to all occupied HF orbitals, i.e.,
The second-order energy, E 2 , is N E2= .2: (B(~/~;(1)1/1;(2) ), r12-1 a,p>(x1, x2) ). (15) i<i The pair function, a,p>, is the solution of the first-order part of the Schri:idinger equation for two electrons in the HF "sea." The effect of the medium enters through the HF potentials in the operators e; and Q. (2) ). (21) The comparison between Eqs. (17) and (21) is obvious. In the perturbation study of helium, starting from an unscreened hydrogenic y;<o>, one usually writes 
ll'mmf
The Gzm:l'm' are combinations of terms U 1 (r 1 , r2) and the radial factors of the H-F orbitals. One now obtains a set of uncoupled equations, one for each term in Eq. ( 27) 
C. Analysis
Of the numerical methods for solving partial differential equations, those employing finite differences are most frequently used. Finite-difference methods are approximate in the sense that derivates at a point are approximated by difference quotients over a small interval; i.e., aq,jax is replaced by &pjox where ox is small, but the solutions are not approximate in the sense of being crude estimates. In these methods the area of integration is divided into a set of square meshes, and an approximate solution to the differential equation is found at these mesh points. This solution is obtained by approximating the partial differential equation by n algebraic equations. The values at the mesh points form a vector which is the solution of the set of simultaneous linear equations. A numerical solution contains no arbitrary constants, so that we always obtain particular integrals rather than complete primitives of the differential equation. 
Define a central difference operator o, oy(x+th) =y(x+h) -y(x)'
and one has the operator equation
and hence
The second derivative of a function at the ith point is
The operators o 2 and o 4 , etc., are defined by the equations
/i
Here, his the spacing between neighboring mesh points, and the partial derivatives of Eq. (30) become
As a first approximation we neglect Cu in Eq. (38) and therefore replace the differential operator by the first term on the right-hand side. This leads to a truncation error in the expansion of the differential operator. The form of this truncation error is important, as it allows us to predict the convergence of the numerical solution as one approaches the exact solution (see Appendix A). From Eqs. ( 33 )- ( 39) it is obvious that the local truncation error in the second-difference approximation is O(h 2 ). The term Cu in Eq. (39) contains higher difference operators, which can be included by an iterative technique (see Appendix B) .
One must now specify the boundary conditions for Eq. (30). We treat the problem as a boundary-value one, specifying the value of the solution on a boundary enclosing the area of integration (Dirich!et boundary conditions). The functions Uzm:!'m'(l) vamsh along the boundaries r 1 = 0, r2 = 0. These functions also vanish as r1 or r 2~ oo. This boundary condition must be modified so as to handle the equation on a finite numerical grid. There are two alternatives, and both are based on the condition that the solutions approach zero exponentially and essentially do so at some finite value of the independent variable. One can choose a value of r1 = R1 and make the solution vanish on this boundary, i.e., u(R 1 , r 2 ) =u(r 1 , R 1 ) =0. One then moves this boundary out to r 1 =R 2 , R 3 , etc., until at least two adjacent values at the boundary are zero to the required number of significant figures. The boundary condition is then accurately satisfied. The other alternative is based on the asymptotic form of the solution of Eq. ( 30) . We can use this as a boundary condition. For large values of r1 and r2 the solution behaves like g(r 1 , r 2 ) exp [ -a(r1+r2) ], where g(r 1 , r2) varies slowly. This behavior becomes a boundary condition,
The boundary condition is satisfied when Eq. ( 40) holds between neighboring points. Both alternatives work well and bring all atoms of interest within reach of the method.
With Eq. (38) the differential equation is obviously replaced by a set of algebraic equations. In matrix form these equations are Au=b,
where u is a column vector, the components of which are approximate solutions to the differential equation at a set of internal points. Were it not for the nonlocal exchange potentials of Eq. (30) [see Eqs. (13b) and (14b)], the matrix A, Eq. (41), would have a very simple structure; e.g., forM divisions along each dimension the only nonzero elements lie on the diagonal, the super-, and sub-diagonal, and on lines parallel to the diagonal but M strips above and below the diagonal. This is a banded matrix of half-bandwidth equal toM. We now show that (a) large systems of such equations can be solved rapidly and accurately, and (b) once such solutions have been obtained, the nonlocal operators can be taken into account with a small increase in computing time. We put more emphasis on (a), but (b) is shown quite convincingly. For B internal points in each dimension we have N equations with N =B 2 . The matrix A then has dimensions B2XB
2 ; e.g., with B about 40 one has a 1600X 1600 matrix. We use the method of triangular resolution to solve the matrix equation, Eq. (41). The method has been efficiently programmed, 6 and very large systems of equations can be solved economically. We give a very brief outline of the method. If the leading minors of the matrix A are nonzero, there is a unique lower triangular matrix Land a unique upper triangular matrix U so that A=LU. An upper triangular matrix is one which has zeros above the diagonal. The solution proceeds by eliminating the lower triangular elements, taking pivots successively along the principal diagonal, and the only recorded quantities are the multipliers needed for the triangular resolution (L) and the triangularized array (U) . The band structure is preserved in the L and U factors. 7 Solution of the linear equations is straightforward; i.e., for Ax:=b one solves Ly=b and Ux=y by forward and backward substitution. The L and U matrices can be used to operate on any number of righthand vectors, 8 i.e., b of Eq. ( 42). 6 It can be shown that there is no limit on the number of rows of equations that can be handled and that the ~ppe~ limit on Equations (Pergamon Press, Inc., London, 1962) .. ' Most of the computing time is required to o~tam ~he Land U factors and the time to forward-and back-substitute IS much less. This feature enables us to include, by an iterative scheme, both nonlocal potentials and higher-order differences. See Appendix B for details.
For a method to be practical the computing-time requirements must be realistic. The real advantage of triangular resolution for band matrices is that the running time for inversion of an NXN matrix is proportional to N 3 rather than JPN for triangular resolu- 
In Eqs. ( 43) and ( 44) we have € 18 =-2.0, Et = 1.25, and Rlt=4V2e 2 '. Tables I and II give the results for the first three partial waves. Here the second-order energy 
decouples into a sum over the partial wave contributions, E2(l). All integrations are done by the trapezoidal rule, and E2(l=O) = (Uo(rl, r 2 ), (1/ri2)B(1s(1) 1s(2) )) -EI(Uo,B(1s(1)1s(2))),
E2(l?: 1) = (uz(r1, r2), ( 1;r12) B(1s(1) 1s (2) 
)). ( 46b)
In Tables I and II we have given the computing times necessary to solve the equations at each mesh size. We feel it is important to communicate the computing needs of a given method. Computing times for this method are quite low. For l=O we require u(r~, r 2 ) to vanish at R=5 and obtained the solutions at seven different mesh sizes: h=!,t,i,i-, t,t,lo-To test the boundary condition we allowed u(r1, r2) to vanish at R=6 and, at a mesh size of t, found E 2 (l=O) =-0.12607, compared to -0.12605 for the same condition at R=S. With the exponential behavior of the function as a boundary condition at R=S we obtained E 2 (l=O) =-0.12607, while at R=4 one finds E 2 (l=O) =-0.1261. The boundary condition poses no difficulty. For h=i there are 361 equations, and the entire problem can be loaded into the random access memory of an IBM 7094 and solved within 3 sec. At h = t one requires disk storage to handle the 576 equations, and the execution time is 16 sec. Table II gives the results for l = 1 and l = 2 partial waves. The execution times are lower than those for the l=O case, since the exponential boundary condition could be imposed at R=4 for these higher partial waves. One can expect this behavior for the higher l components of pair functions. Requiring the function to vanish at R = 6 affected the seventh significant figure in the energy. Tables III-V give the results of extrapolating the values at varying mesh sizes (Tables I and II) .In Appendix A we derive the convergence of the solution of the corresponding finite difference equations, u(h), towards the solution of the differential equation itself, u. We show that (Tables I  and II) .
" Extrapolants from pairs of successive values in the preceding column assuming an h 2 convergence.
d Extrapolants from the three values in the first column assuming an h" and h4 convergence.
where u, u(h), a2, anda4 are functions of the independent variables and h is the mesh size. We therefore know exactly how an approximate solution approaches the exact one. This convergence property forms the basis of an extrapolation technique which allows us to obtain a high degree of accuracy for the pair energies. We checked the use of Eq. ( 47) by comparing an actual solution with an extrapolated one. The agreement is excellent.
The integrals for E2 are evaluated by the trapezoidal rule. The error term for quadrature by the trapezoidal rule can be expressed as a power series in the interval size, h. In Appendix A we show that the second-order energy, evaluated by the trapezoidal rule and with the finite difference solution, converges to the exact value Table III . This approach can yield useful estimates of pair correlation energies. For the l = 1 partial wave extrapolation from mesh sizes t, k, ~ give -0.02645. These solutions were obtained with a total computing time of 17 sec. Table V also lists some extrapolants based on very high-order polynomials; e.g., use of the results at all seven mesh sizes implies an h 10 extrapolation and for l = 2 gives E2(l=2) =-0.003905. Other extrapolants indicate a similar stability.
For comparison we use the most recent results on the helium-atom pair function. Byron and Joachain 9 solved the pair equation variationally and also gave the contributions of the various partial waves to E2. They used two different types of trial functions. For u 1 ( r 1 , r2) of Eq. ( 42) they chose (a) a "configuration-interaction" type expansion,
and (b) a function of the form • Equation ( 49a) with 20 parameters. d Numerical integration of the partial differential equations.
• F. W. Byron and C. J. Joachain, Phys. Rev. 157, 1 (1967). Functions of type (a) are standard, and those of type (b) are correlated in their radial part, and they avoid some difficult integrals due to nonlocal potentials that appear when interelectronic coordinates are used. Such functions may seem inadmissible as trial functions, since they have a finite discontinuity in the first derivative at r1 =r 2 • The variational principle nevertheless is still valid giving an upper bound. Table VI gi-ves their value!> 9 listed as Cases I-III and our best extrapolants. For Case I a function of type (b) is used but each partial wave contains 30 terms with -1~m+n~4. In Case II functions of type (b) are again used, but with 36 terms and m+n~7 (no negative powers of r1 r2). For Case III they 9 used a function of type (a) with 20 variational parameters. The results of Table VI clearly show that the numerical method of finite differences, coupled with extrapolation based on the convergence properties of the finite difference solution, can give results as accurate as the variational method.
It is easy to derive a convenient analytical fit to the numerical solution by simply projecting various functional forms on to it. To demonstrate this we use functions of the type in Eq. ( 49b) . These analytical fits can obviously provide upper bounds to E2. Since the solutions of Eqs. ( 43) and ( 44) are symmetric about the line r1 =r2, consider the region r 1 >r2 and let x=rt and y=r2 there. The numerical solution should have the form 10 u(x, y) = exp [ -a(x+y) 
where 1r(x, y) is a polynomial in the triangular area r1>r2,
In principle a can be varied, but here it is clearly equal to two. One just takes the solution vector, multiplies it by exp [a(x+y)], and puts a polynomial, 1r(x, y), through a selected number of points of the resulting vector. Equation (25) n J. C. Slater, Phys. Rev. 81, 385 (1951 
The operator (V:-V.) is neglected for the first iteration. As in Eq. (52), one solves for the correction t.uo.
Since the facility of including exchange potentials is important, we give some estimates of the additional computing requirements. If the problem fits in random access memory, a solution of the matrix equation requires about tM 4 + 2M 3 operations. But with the L and U matrices available only 2M 3 operations are required to solve for a new root. Thus, the additional time per iteration to include the nonlocal potentials will be about 4/ ( 4+ M) of the initial time, which forM= 20 is about 16%. With auxiliary storage and bandwidths that are not too large, one can prove that this percentage will be less than 25% and will decrease the larger the number of equations becomes.
CONCLUSIONS
We have shown that the first-order pair equations proposed by Sinanoglu can be solved both economically and conveniently by numerical integration. One of the advantages of the method is its simplicity, and its success depends on the ability to solve a large number of simultaneous linear equations efficiently. One can obtain an approximate solution at around 2000 mesh points in just under 2 min on an IBM 7094. Such solutions would be sufficient for many purposes. With this number of equations one must use auxiliary disk storage, and a fair bit of time is spent transmitting information between computing units. On a machine with a larger random access storage but, hypothetically, with the same basic cycle time, such a calculation would take about 40 sec. The programming is simple, and the few integrations necessary are done by the trapezoidal rule. Nonlocal potentials can be treated with a small increase by the same iterative technique.
We also prove how the finite difference solution must converge toward the exact solution as the mesh size goes to zero. This convergence forms the basis of a stable extrapolation procedure which gives an accurate value for the pair energy. On the other hand, very little is known about the convergence properties of variational methods. The expansion in spherical harmonics has some conceptual advantage, and the solutions for the radial functions converge nicely for all l values. The boundary condition poses no difficulty.
We chose the first-order pair function as the example in this paper, but there are other pairs that are more accurate than these first-order pairs.
2 In many cases one expects a;/ 1 ' to suffice, but if one wants to go to more accurate pairs, numerical methods are also applicable. 
where T(h) is the value of the integral evaluated by the trapezoidal rule. Use of the numerical solution, instead of the exact solution, to evaluate T(h) introduces terms proportional to h 2 , h 4 , etc., into Eq. (A12). The final form is
APPENDIX B
In Eq. (38) we neglected the term Cu and retained just the second difference operator. Instead of going to very fine meshes one may include fourth differences, e.g., Eq. 
The matrix A dominates, and for a first approximation, y{l), one has Ay<l)=b.
The first correction z to y< 1 > is approximately
Az=-Cy{l).
(B3)
With the L and U matrices available, Eq. (B4) 
