High order discretization schemes play more important role in fractional operators than classical ones. This is because usually for classical derivatives the stencil for high order discretization schemes is wider than low order ones; but for fractional operators the stencils for high order schemes and low order ones are the same. Then using high order schemes to solve fractional equations leads to almost the same computational cost with first order schemes but the accuracy is greatly improved. Using the fractional linear multistep methods, Lubich obtains the ν-th order (ν 6) approximations of the α-th derivative (α > 0) or integral (α < 0) [Lubich, SIAM J. Math. Anal., 17, 704-719, 1986], because of the stability issue the obtained scheme can not be directly applied to the space fractional operator with α ∈ (1, 2) for time dependent problem. By weighting and shifting Lubich's 2nd order discretization scheme, in [Chen & Deng, arXiv:1304.7425] we derive a series of effective high order discretizations for space fractional derivative, called WSLD opeartors there. As the sequel of the previous work, we further provide new high order schemes for space fractional derivatives by weighting and shifting Lubich's 3rd and 4th order discretizations. In particular, we prove that the obtained 4th order approximations are effective for space fractional derivatives. And the corresponding schemes are used to solve the space fractional diffusion equation with variable coefficients.
Introduction
Fractional calculus (i.e., integrals and derivatives of any arbitrary real or even complex order) has attracted considerable attention during the past several decades, due mainly to its demonstrated applications in seemingly diverse and widespread fields of science and engineering [Kilbas et al. (2006) ]; and fractional derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes [Podlubny (1999) ]. With the ubiquitous applications of fractional calculus, fractional partial differential equations (PDEs) appear naturally. Effectively solving fractional PDEs becomes urgent, and intrigues mathematicians. It is still possible to analytically solve the linear fractional PDEs with constant coefficients by using Laplace or Fourier transform, but most of the time the solutions are represented by infinite series or transactional functions. Without doubt, the new challenges also exist in numerically solving fractional PDEs; but some basic ideas have been developed, for instance, finite difference method [Meerschaert & Tadjeran (2004) ; Sousa & Li (2011) ; Sun & Wu (2006) ; Tian et al. (2012) ; Zhuang et al. (2009)] ; finite element method [Ervin & Roop (2006) ; Deng (2008) ]; spectral method [Li & Xu (2009)] .
In numerically solving fractional PDEs, besides a little bit complex numerical analysis, the big challenge comes from the computational cost caused by the nonlocal properties of fractional operators. High order scheme is a natural idea to reduce the challenge of cost. Comparing with first order schemes, the high order schemes for fractional operators do not increase computational cost but greatly improve the accuracy. The reason is that both the derived matrixes corresponding to the higher order schemes and low order schemes are full and have the same structure [Chen et al. (2012) ]. In fact, there are already some important progresses for the high order discretizations of fractional derivatives, including WSGD opeartor [Tian et al. (2012) ], CWSGD opeartor [Zhou et al. (2013) ], second order discretization [Sousa & Li (2011) ], second order discretization for Riesz fractional derivative [Ortigueira (2006) ], and WSLD operator [Chen & Deng (2013) ]. This paper is the sequel of [Chen & Deng (2013) ], i.e, based on Lubich's 3rd and 4th operators to provide new high order discretization schemes for space fractional derivatives.
Using the fractional linear multistep methods, Lubich (1986) obtains the ν-th order (ν 6) approximations of the α-th derivative (α > 0) or integral (α < 0) by the corresponding coefficients of the generating functions δ α (ζ ), where
(1.1)
For α = 1, the scheme reduces to the classical (ν + 1)-point backward difference formula [Henrici (1962) ]. For ν = 1, α > 0, the scheme (1.1) corresponds to the standard Grünwald discretization of α-th derivative with first order accuracy; unfortunately, for the time dependent equations all the difference discretizations are unstable. By weighting and shifting Lubich's 2nd order discretization, a class of effective high order schemes for space fractional derivatives are presented [Chen & Deng (2013) ]. Is it possible to design the high order schemes for space fractional derivatives by using Lubich's 3rd, 4th, 5th, 6th order operators? This paper will answer that at least by applying Lubich's 3rd, 4th order operators, the new discretizations for space fractional derivatives can be constructed. The concrete discretizations will be presented, and the effectiveness of 4th order schemes for space fractional derivative will be proved. And we will also provide a simple application to solve the space fractional diffusion equation with variable coefficients. The outline of this paper is as follows. In Section 2, we derive the new fourth order approximations for space fractional Riemann-Liouville derivatives, being effective in solving space fractional PDEs. A simple application of the new discretization schemes are presented in Section 3 to solve the space fractional diffusion equation with variable coefficients. And in Section 4, the numerical experiments are performed to show the effectiveness of the algorithm and verify the theoretical results. Finally, the paper is concluded with some remarks in the last section.
Derivation of new fourth order discretizations for space fractional operators
Based on Lubich's 3rd and 4th discretizations, we derive new fourth order approximations for RiemannLiouville derivative, and prove that they are effective in solving space fractional PDEs, i.e., all the eigenvalues of the matrixes corresponding to the discretized operators have negative real parts. DEFINITION 2.1 (Podlubny (1999) ) The α-th (n − 1 < α < n) order left and right Riemann-Liouville fractional derivatives of the function
where F denotes Fourier transform operator and u(ω) = F (u), i.e.,
and
Proof. It is easy to check that by the Taylor series expansion.
Derivation of the discretizations
In this subsection, based on Lubich's operator (1.1), we do the expansions to get the formulas of the coefficients when ν = 3, 4, 5; by the technique of Fourier transform, prove that the operators have their respective desired convergent order; and by weighting and shifting Lubich's 3rd (and 4th) order operators, obtain new high order discretization schemes. First, taking ν = 1, for all |ζ | 1, Eq. (1.1) becomes the following equation [Podlubny (1999) ],
with the recursively formula
Letting ν = 2, for all |ζ | 1, Eq. (1.1) has the following form [Chen & Deng (2013) ], 
then from Shengjin's Formulas [Fan (1989) ], we obtain 
According to Ferrari's Formulas [Polyanin & Manzhirov (2007) ] and Shengjin's Formulas [Fan (1989) ], we obtain
where a = 1, b = − 
; and
and l 1,α m is defined by (2.2). In the following, by using the technique of Fourier transform, we again list and simply prove the convergent order of Lubich's operator.
u(x) with α ∈ (1, 2) and their Fourier transforms belong to L 1 (R), and denote that
where l 1,α m is defined by (2.2) and p an integer. Then
) with α ∈ (1, 2) and their Fourier transforms belong to L 1 (R) when p = 0 (or p = 0); and denote that
where l 2,α j is defined by (2.4) and p an integer. Then
where l 3,α k is defined by (2.6) and p an integer. Then
Proof. According to (2.5), there exist
with z = −iωh. It is easy to check that 12) and from the Lemma 2.2, we have
then from the above equation and (2.12) we obtain
Therefore, from Lemma 2.1, we obtain
14)
where l 4,α n is defined by (2.8) and p an integer. Then
Proof. According to (2.7) we obtain 
then we obtain
where l 5,α q is defined by (2.10) and p an integer. Then
Proof. According to (2.9) we obtain 
then we obtain 
(2.17) Therefore, from Lemma 2.1, there exists
Hence
According to Lemmas 2.2-2.6, the fractional approximation operators have the same form
where l
are, respectively, defined by (2.2), (2.4), (2.6), (2.8) and (2.10). By the same idea of the proof in [Chen & Deng (2013) ], we can get the following Theorems 2.2-2.7; and for the simplicity, we omit the proofs here. u(x) with α ∈ (1, 2) and their Fourier transforms belong to L 1 (R). Denote that 
q,r,s,p,q,r,s u(x) + O(h 4 ).
For the right Riemann-Liouville fractional derivative, denote that are, respectively, defined by (2.2), (2.4), (2.6), (2.8) and (2.10), and p is a integer. In particular, the coefficients in (2.22) are completely the same as the ones in (2.18); and the coefficients in (2.23) the same as the ones in (2.19); and the coefficients in (2.24) the same as the ones in (2.20). THEOREM 2.5 (Case ν = 3, 4; Second order approximations for right Riemann-Liouville derivative) Let u, x D α+2 ∞ u(x) with α ∈ (1, 2) and their Fourier transforms belong to L 1 (R), and denote that
THEOREM 2.6 (Case ν = 3, 4; Third order approximations for right Riemann-Liouville derivative) Let u, x D α+3 ∞ u(x) with α ∈ (1, 2) and their Fourier transforms belong to L 1 (R), and denote that q,r,s,p,q,r,s u(x) + O(h 4 ).
All the above schemes are applicable to finite domain, say, (x L , x R ), after performing zero extensions to the functions considered. Let u(x) be the zero extended function from the finite domain (x L , x R ), and satisfy the requirements of the above corresponding theorems (Lemma 2.5 -Theorem 2.7). Taking Then the approximation operator of (2.25) can be described as
where l ν,α k+p−m = 0, when k + p − m < 0, and p is an integer. Then q,r,s,p,q,r,s u(x (2.30)
where
and l ν,α k = 0, when k < 0, and p is an integer. From (2.26) and (2.31) we obtain
(2.33)
Similarly, for the right Riemann-Liouville fractional derivative, assume that
where l ν,α k+p−m = 0, k + p − m < 0, and p is an integer. And the fourth order approximation is
where ϕ ν,α k is defined by (2.30), and the matrices forms are
(2.35) REMARK 2.1 We want to emphasize that for ν = 3 and 4 the coefficients in (2.18) are the same, but they correspond to different discretization schemes; the same thing also happens for (2.19), (2.22), and (2.23).
REMARK 2.2 When p = 0, α ∈ (1, 2) and ν = 3, 4, then A ν,α p in (2.32) reduces to the lower triangular matrix, and it can be easily checked that all the eigenvalues of A ν,α p are greater than one. This is the reason that the scheme for time dependent problem is unstable when directly using the ν-order (ν = 2, 3, 4, 5) Lubich's operator with α ∈ (1, 2) to discretize space fractional derivative. 2, 3, 4, 5) correspond to the coefficients of the ν-order approximation of fractional integral operators. EXAMPLE 2.8 To numerically verify the truncation error given in Lemma 2.7 (ν = 5, p = 0) in a bounded domain. We utilize the approximation (2.28) to simulate the following equation
when α < 0, the fractional operator 0 D α x is a fractional integral operator; if α ∈ (0, 1) we take u(0) = 0; and if α ∈ (1, 2) let u(0) = 0, u(1) = 1; the exact solution of the above equation is u(x) = x 8 . p,q,r,s,p,q,r,s , (ν = 3, 4) have negative real parts; this means that the corresponding schemes work for space fractional derivatives. Since B ν,α p,q,r,s,p,q,r,s Proof.
(
is an even function, so we just need to consider its principal value on [0, π]. According to the following equations
where ν = 3, 4 and θ = − arctan 
Let the mesh points
. . , N x + m, with m in (2.27) and
, h is the uniform space step size and τ the time step size. Taking u n i as the approximated value of u(x i ,t n ) and d
The full discretization of (3.1) has the following form [Chen & Deng (2013) 
where A ν,α =: A ν,α p,q,r,s,p,q,r,s with 1 < α < 2, ν = 3, 4, are given in (2.33), and
By the same way given in [Chen & Deng (2013) ], we can theoretically prove that the difference scheme is unconditionally stable and 4th order convergent in space directions and 2nd order convergent in time direction; the proofs are omitted here. THEOREM 3.1 (Chen & Deng (2013) ) Let D − = κ α D + , where κ α is any given nonnegative constant, then the difference scheme (3.2) with α ∈ (1, 2) is unconditionally stable. THEOREM 3.2 (Chen & Deng (2013) ) Let u(x i ,t n ) be the exact solution of (3.1) with α ∈ (1, 2), and u where κ α is any given nonnegative constant.
Numerical Results
In this section, we numerically verify the above theoretical results including convergence rates and numerical stability. And the l ∞ norm is used to measure the numerical errors. Consider the fractional diffusion equation (3.1) [Chen & Deng (2013) ] in the domain 0 < x < 2, 0 < t 1, with the variable coefficients d + (x) = x α , d − (x) = 2x α , the forcing function f (x,t) =cos(t + 1)x 4 (2 − x) 4 − x α sin(t + 1) Γ (9) Γ (9 − α) (x 8−α + 2(2 − x) 8−α )
(x 7−α + 2(2 − x) 7−α ) + 24 Γ (7) Γ (7 − α) (x 6−α + 2(2 − x) 6−α )
− 32 Γ (6) Γ (6 − α) Table 2 shows the maximum errors at time t = 1, and the time and space stepsizes are taken as τ = h 2 . The numerical results confirm the O(τ 2 + h 4 ) order convergence.
Conclusions
For solving classical differential equations, usually people think that the high order schemes can reduce computational cost for getting some requested accuracy, i.e., they think that the improved accuracy can overtake the increased workload. For the issue of computational cost of fractional differential equations, the high order schemes play more fundamental role; since they can greatly increase the accuracy but without adding new cost. As the sequel of [Chen & Deng (2013) ], based on Lubich's 3rd and 4th operators, this paper further provides new 4th order schemes for space fractional derivatives. The effectiveness of the new discretizations is verified theoretically and numerically.
