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Abstract
For any two points in a simple polygon P , the geodesic distance between them is the length
of the shortest path contained in P that connects them. A geodesic center of a set S of sites
(points) with respect to P is a point in P that minimizes the geodesic distance to its farthest
site. In many realistic facility location problems, however, the facilities are constrained to lie in
feasible regions. In this paper, we show how to compute the geodesic centers constrained to a
set of line segments or simple polygonal regions contained in P . Our results provide substantial
improvements over previous algorithms.
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1 Introduction
For a simple polygon P with n vertices in the plane, the geodesic path, denoted by pi(x, y),
between any two points x and y in P is the shortest path between x and y contained in P ,
and the geodesic distance between x and y, denoted by d(x, y), is the length of pi(x, y), that
is, the sum of the Euclidean lengths of each segment in pi(x, y).
Let S be a set of k sites (points) in P . For any point x in P , a geodesic farthest site of x,
denoted by fS(x), is a site of S that is farthest from x among all sites of S with respect to
the geodesic distance. A point x in P that minimizes d(x, fS(x)) among all points in P is
called the geodesic center of S with respect to P . The geodesic center is unique and can be
computed in O(n+ k) time if S consists of points on the boundary of P [1]. For S consisting
of arbitrary points lying in P , the geodesic center can be computed in O(n+ k(logn+ log k))
time by constructing the geodesic convex hull CHP (S) of S [13] and the geodesic center of
CHP (S).
For a subset Q of P , a geodesic center of S constrained to Q with respect to P is a point
q ∈ Q that minimizes d(q, fS(q)) among all points in Q. Such a set Q is called a constraint
or feasible region for facilities to be located in many realistic facility location problems. If
the unconstrained geodesic center c coincides with a point q ∈ Q, then the geodesic center of
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Figure 1 (a) The point c is the unconstrained geodesic center of the polygon. (b) The points c1,
c2, and c3 are the geodesic centers of the polygon constrained to the (gray) polygonal region. Here,
f(c2) is v2 and f(c3) is v1, while c1 has two farthest sites, v1 and v2. (c) For the sites (squares)
lying in the polygon, cS is the geodesic center of the sites and cQ is the geodesic center constrained
to the (gray) polygonal region.
S constrained to Q with respect to P is unique which is q. The geodesic center c = q can
be computed in O(n+m+ k(logn+ log k)) time, where m is the complexity of Q. If the
unconstrained geodesic center c lies in P \Q, a constrained geodesic center of S is a point
q on the boundary of Q that minimizes d(q, fS(q)) among all boundary points of Q. See
Figure 1. Contrary to the unconstrained case, there might be more than one constrained
geodesic centers in Q, but the geodesic distance from any constrained geodesic center q to
its farthest point fS(q) is the same. We call the distance the radius of the geodesic centers
constrained to Q and denote it by rQ.
In this paper, we consider the problem of computing the geodesic centers of S with respect
to a simple polygon P that are constrained to a subset Q of P consisting of line segments or
simple polygonal regions.
Related works. Asano and Toussaint [3] studied the geodesic problem in which Q is the
polygon P and S is the vertex set of P , and gave the first algorithm for computing the
unconstrained geodesic center of P with n vertices which runs in O(n4 logn) time. Afterwards,
Pollack et al. [20] improved it to O(n logn) time. Finally, Ahn et al. [1] settled the problem
by presenting a linear time algorithm for the problem.
To the extent of our knowledge, there is no known result for computing the geodesic
center constrained to lie in a subset of P , except the one by Bose and Toussaint [7]. Their
algorithm computes the geodesic center of P constrained to lie in a polygonal region Q ⊂ P
with m vertices in O(n(n+ `)) time, where ` is the number of intersections of the geodesic
farthest-point Voronoi diagram of the vertices of P with Q, and therefore ` = Θ(nm) in the
worst case.
The constrained center problem has been studied extensively under the Euclidean metric
in the plane. Here P is the whole plane and S is a set of k points in the plane that
we want to enclose. This problem is known as the constrained minimum enclosing circle
problem or the constrained 1-center facility location problem. Megiddo [18] presented an
O(k)-time algorithm for the problem in which the constraint Q is a line, and Hurtado et
al. [15] presented an O(k+m)-time algorithm for the problem in which the constraint Q is a
convex m-gon. Bose and Toussaint [7] considered the problem in which the center of the
enclosing circle is constrained to lie in a simple polygon Q with m vertices and presented an
O((k+m) log k+k logm+`)-time algorithm, where ` is the number of intersections of Q with
the farthest-point Voronoi diagram of S. Later, Bose and Wang [8] removed the dependency
on ` from the running time. Bose et al. [6] showed that the minimum enclosing circle whose
center is constrained to lie on a query line segment can be reported in O(log k) time after
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Table 1 Our results for constrained geodesic centers. T (n, k) = O(n log logn + k log(n + k))
time [19] and T (n, k) = Ω(n+ k). When S is the vertex set of P , T (n, k) = O(n log logn) [19].
Constraints Total running time
line segments O(m log(n+ k +m)) + T (n, k) or
O((m+ k) log(n+ k +m) +mk logn+ n)
disjoint line segments, disjoint polygonal regions O(m log(n+ k)) + T (n, k) or
O((m+ k) log(n+ k) +mk logn+ n)
geodesic convex polygon, disjoint geodesic pseudo
polygons
O(m) + T (n, k)
disjoint polygonal regions with vertices on ∂P O(n+m+ k log(n+ k))
computing the farthest-point Voronoi diagram of S. Barba [4] presented an algorithm that
reports the minimum enclosing circle with center on a given disk in O(log k) time after
computing the farthest-point Voronoi diagram of S. Recently, Barba et al. [5] proposed
algorithms that return the constrained center for constraint either a set of points or a set of
segments in expected Θ((k +m) log min{k,m}) time. For a constraint of a simple polygon
Q, the expected running time becomes Θ(m+ k log k).
Our results. We begin with a set of (possibly crossing) line segments as the constraint Q
and present an efficient algorithm that returns all constrained geodesic centers in O(n+ k +
m log(n+ k +m)) time after constructing the farthest-point geodesic Voronoi diagram FVD
of S with respect to P in T (n, k) = O(n log logn+ k log(n+ k)) time [19]. The algorithm
also works in O((m+ k) log(n+ k+m) +mk logn+n) time if we do not construct FVD of S.
Then we show that the running time can be improved slightly to O(n+k+m log(n+k) +
T (n, k)) if Q is a set of m disjoint line segments or disjoint polygonal regions with m vertices
in total. When S is the vertex set of P , the running time becomes O(n log logn+m logn),
which improves the O(n(n+ `))-time result by Bose and Toussaint [7]. The algorithm also
works in O((m+ k) log(n+ k) +mk logn+ n) time if we do not construct FVD of S.
Finally, we show that the running time can be further improved to linear if Q belongs
to one of a few special polygon types. If Q is a geodesic convex polygon or a set of disjoint
geodesic pseudo polygons (to be defined later) with m vertices in total, we can solve the
problem in O(n + m + k) time once FVD is computed. We can solve the problem in
O(n+m+ k log(n+ k)) time, for a set Q of disjoint polygonal regions with m vertices in
total whose vertices are on the boundary of P without computing FVD. Our results are
summarized in Table 1.
Recently we notice that the algorithm of Bose et al. [6] that computes the smallest
enclosing circle whose center is constrained to lie on a line segment in the plane can be
extended for the problem to find the geodesic centers constrained to line segments. By a
similar argument of the algorithm of Bose et al., the geodesic centers of S constrained to Q
with respect to P can be computed in O(n+ k +m log (n+ k)), once FVD of S with respect
to P is computed.
The algorithm of Bose et al. [6] relies on a property that the farthest-point Voronoi
diagram of points in the plane is a tree, so it is hard to extend the algorithm for problems
that do not satisfy this property. One representative example is the constrained weighted
minimum enclosing circle problem. If we replace P with the whole plane and assign a positive
weight for each point in S, the problem becomes the constrained weighted minimum enclosing
circle problem in the plane. In this problem, the distance between two points x ∈ P and
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y ∈ S is w(y) · d(x, y), where w(y) is the weight of y. The algorithm of Bose et al. may not
work since the farthest-point Voronoi diagram for weighted points is not necessarily a tree
[17]. However our algorithms work for the constrained weighted minimum enclosing circle
problem since most of the properties in this paper still hold for the problem.
2 Preliminaries
For a set A of points, let ∂A and int(A) denote the boundary and the interior of A, respectively.
A subset A of a simple polygon P is geodesically convex if pi(x, y) ⊆ A for any two points
x, y ∈ A. Let hub(r) be the set of points x ∈ P such that d(x, fS(x)) is at most r. Clearly,
hub(rS) with rS = minp∈P d(p, fS(p)) consists of a single point which is the geodesic center
of S with respect to P . For any r ≥ maxp∈P d(p, fS(p)), hub(r) is P itself.
I Lemma 1. The set hub(r) is geodesically convex and monotone, that is, hub(r′) ⊆ hub(r)
for any 0 ≤ r′ ≤ r.
Proof. The monotonicity follows from the definition of hub(r) directly. For 0 < r < rS ,
hub(r) = ∅. For r ≥ rS , hub(r) is the common intersection of the geodesic disks of radius
r, each centered at a site of S. Since a geodesic disk is connected and geodesically convex,
their nonempty common intersection is also geodesically convex. J
By the definition of constrained geodesic centers and Lemma 1, the lemma below holds.
I Lemma 2. Every geodesic center constrained to Q lies on the boundary of hub(rQ), where
rQ is the geodesic distance from any constrained geodesic center c to fS(c). Moreover, no
point in Q lies in the interior of hub(rQ).
2.1 The Refined Farthest-point Geodesic Voronoi diagram
The farthest-point geodesic Voronoi diagram of S with respect to P is the subdivision of P
such that each cell consists of the points with the common farthest site. Aronov et al. [2]
showed that a farthest-point geodesic Voronoi diagram has linear complexity.
We consider a refined version of the farthest-point geodesic Voronoi diagram. Let C be
a cell in the farthest-point geodesic Voronoi diagram FVD and let f ∈ S be the common
farthest site of the points in C. The shortest path map of f , which can be obtained by
extending all edges of the shortest path tree [12], subdivides C into smaller cells, which we
call refined cells of C (and of FVD). The refined farthest-point geodesic Voronoi diagram
of FVD is the set int(P ) \⋃C∈C int(C), where C is the collection of all refined cells of FVD.
Here, a cell in the shortest path map of f contains at least one (hyperbolic or straight) arc
of the boundary of C. This implies that the complexity of a refined farthest-point geodesic
Voronoi diagram is still linear. Moreover, a refined cell has the following property, which
comes directly from its definition.
I Lemma 3. Every refined cell has exactly one boundary line segment that lies on the
boundary of P .
Given a simple polygon P with n vertices and a set S of k sites, Aronov et al. [2] gave
an O((n+ k) log(n+ k)) algorithm to compute the farthest-point geodesic Voronoi diagram
of S with respect to P . Recently, Oh et al. [19] gave an O(n log logn)-time algorithm to
compute the farthest-point geodesic Voronoi diagram for the special case that the sites are
the vertices of P . The algorithm in [19] can be generalized to the case that S is a set of
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arbitrary points in P . To this end, we first compute the geodesic convex hull of S with
respect to P in O(n + k log(n + k)) time [13]. Then we can compute the farthest-point
geodesic Voronoi diagram inside the geodesic convex hull in O((k + n) log logn) time by [19].
For the region outside the geodesic convex hull, we can apply a technique similar to [19] and
compute the diagram in O((k + n) log logn) time. Therefore, we can compute the diagram
in total O(n log logn+ k log(n+ k)) time.
Both algorithms in [2] and [19] can compute also the refined farthest-point geodesic
Voronoi diagram without increasing their running times. In the following, we assume that
we already have the refined farthest-point geodesic Voronoi diagram of S with respect to P .
3 Overlay of FVD and Curves in Geodesic Convex Position
In this section, we consider a simple constraint, curves in geodesic convex position. We say
that curves are in geodesic convex position if the curves are contained in the boundary of
the geodesic convex hull of themselves. We give a combinatorial property of the overlay
between the farthest-point geodesic Voronoi diagram of sites with respect to P and curves in
geodesic convex position. Specifically, we will show that the overlay has complexity linear to
the number of sites and the complexity of the curves.
Since Euclidean farthest-point Voronoi diagrams have straight line segments as their arcs,
the overlay of a diagram and curves in convex position has complexity linear to sum of their
complexities - each line segment of the diagram intersects the curves at most twice and the
complexity of the Euclidean Voronoi diagram is linear to the number of sites. However, a
farthest-point geodesic Voronoi diagram defined in a simple polygon P might have hyperbolic
arcs which intersect a convex curve contained in P more than a constant number of times,
and therefore the argument for the Euclidean case does not work for the geodesic case.
To bound the complexity for the geodesic case, we consider a polygonal subdivision of P
with respect to the diagram as follows. Let S be a set of sites contained in P and C be a
refined cell of the geodesic farthest-point Voronoi diagram FVD of S. The boundary of C
consists of (possibly empty) line segments and (possibly empty) hyperbolic arcs. Every point
x ∈ C has the same farthest neighbor fS(x) and has the same combinatorial structure of
pi(fS(x), x). Moreover, exactly one line segment of ∂C lies on ∂P by Lemma 3.
For a point x ∈ C, we call the last vertex that the path pi(fS(x), x) from fS(x) goes
through before x the anchor of x and denote it by anchor(x). For a hyperbolic arc α bounding
C with endpoints a and b, let a′ be the first point of ∂P hit the ray from a in the direction
opposite to anchor(a) with respect to the site of C. See Figure 2(a). The point b′ is defined
analogously. We claim that the two line segments aa′ and bb′ subdivide C into at most three
disjoint regions. To show this claim, we need the following lemma, which can be proved by
the triangle inequality.
I Lemma 4 ([19]). Let x be a point in a refined cell C of a farthest-point geodesic Voronoi
diagram of P . Then the line segment connecting x and y is contained in C, where y is the
point on the boundary of P hit by the ray from anchor(x) towards x.
The above lemma implies that aa′ and bb′ intersect ∂C only at their endpoints unless
they are completely contained in ∂C; If there is another point x ∈ ∂C in the interior of aa′,
aa′ touches ∂C at x and there must be a point x′ ∈ ∂C \ {a, a′, x} such that the segment
x′y′ crosses ∂C at a point in the interior of x′y′, where y′ is the point on the boundary of P
hit by the ray from anchor(x′) towards x′. Therefore, aa′ and bb′ subdivide C into at most
three disjoint regions.
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anchor(p) for any point p ∈ C
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α
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∂C ∩ ∂P
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a
Figure 2 (a) A refined cell C is subdivided into at most three disjoint regions by aa′ and bb′. (b)
A hyperbolic arc α is incident to two refined cells, C and C′. If the anchor q of p lies on H2, the ray
from p in the direction opposite to q passes through α, which is a contradiction. Thus anchor(p) lies
on H1 and ab is contained in the region bounded by aa′, bb′ and α.
Let M be the subdivision of P with respect to FVD by introducing for each refined cell C
of FVD, the line segments of ∂C and three line segments aa′, bb′, and ab for every hyperbolic
arc α with endpoints a and b on ∂C. Each hyperbolic arc of ∂C is completely contained in a
cell, and each cell of M contains at most one hyperbolic arc of ∂C as shown in the following
lemma.
I Lemma 5. Let α be a hyperbolic arc of a farthest-point geodesic Voronoi diagram FVD.
The line segment connecting the two endpoints of α does not intersect in its interior any arc
of FVD or ∂P .
Proof. The arc α is incident to exactly two refined cells of FVD, say C and C ′. Without loss
of generality, we assume that α is locally convex with respect to C. Let a and b be the two
endpoints of α. Let H1 be the half plane that is bounded by the line through a and b and
contains α, and let H2 be the other half plane. In the following, we show that the anchor of
a point x in α defined by the geodesic path from the site of C to x is contained in H1, and
the anchor of x defined by the geodesic path from the site of C ′ to x is contained in H2.
There exists a disk D of sufficiently small radius such that D ⊂ C ∪ C ′ and α subdivides
D into two pieces, one contained in the region R bounded by α and the segment ab, and the
other contained in C ′. See Figure 2(b). Let p be a point lying in the interior of D ∩R. Then,
anchor(p) must be contained in H1. If anchor(p) is in H2, the ray from p in the direction
opposite to anchor(p) intersects the interior of α, and then it intersects C ′, which contradicts
to Lemma 4.
Then the region of C bounded by aa′, bb′, α, and a′b′ contains ab, where a′ (and b′) is
the first point of ∂P hit by the ray from a (and from b) in the direction opposite to anchor(a)
(and opposite to anchor(b)) with respect to the site of C. Thus no arc of FVD intersects ab
in its interior.
To show that ∂P does not intersect ab, we use Lemma 3 that exactly one line segment of
∂C lies on ∂P . If the line segment lying on ∂P ∩ ∂C intersects ab, then ∂P also intersects α.
However, α is contained in P , which is a contradiction.
Therefore, ab does not intersect in its interior any arc of FVD or ∂P . J
Clearly, the subdivisionM has complexity O(k+n) because it is constructed by overlaying
O(k + n) line segments in the plane which are pairwise-disjoint in their interiors, where k
the number of sites in S.
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I Lemma 6. The subdivision M consists of O(n+ k) cells.
Now, consider curves on geodesic convex position with m vertices in total. Since M
consists of O(n+ k) edges (line segments), the overlay of the curves and M has complexity
O(n + m + k). Since a hyperbolic arc α is contained in exactly one cell ∆ of M and a
hyperbolic arc intersects a line segment at most twice, α intersects the curves at most 2m∆
times, where m∆ is the complexity of parts of the curves lying in ∆. Since the cells of M
are disjoint each other, the total complexity of parts of the curves lying in ∆ over all cells
of M is O(n+m+ k), which implies that the curves intersects the hyperbolic arcs of FVD
O(n+m+ k) times in total. This section is summarized as follows.
I Lemma 7. The overlay of FVD and curves in geodesic convex position with m vertices
has complexity O(n+m+ k).
4 Geodesic Centers Constrained to Line Segments
In the following, we assume that S is the vertex set of P . We will show how to handle the
general case that S is a set of arbitrary points in P at the end of this section. We use f(x) to
denote the farthest site in the vertex set of P of x. In this section, we give an algorithm to
compute the geodesic centers of P constrained to Q in the case that Q is a set of m (possibly
crossing) line segments.
Once we have the overlay of Q and the farthest-point geodesic Voronoi diagram FVD of
the vertices of P , we can compute the geodesic centers constrained to Q in time linear to
the complexity of this overlay. Indeed, each line segment of Q is partitioned into smaller
pieces in the overlay. We find the points c that minimize d(c, f(c)) in each smaller piece in
constant time since each piece is contained in a refined cell of FVD. However, the number of
these smaller pieces, that is, the complexity of the overlay might be quadratic.
Therefore, we avoid computing the overlay. Instead, we construct the cell Γ in the overlay
of Q with hub(r) for a certain value r such that Γ contains the unconstrained geodesic center
c. We will show that every geodesic center constrained to Q lies on the boundary of Γ. Once
we find Γ, we can compute all geodesic centers constrained to Q in O(n+m) time.
One might think that instead of computing a hub, considering the arrangement of Q
inside P alone without overlaying it with hub(r) makes the algorithm simpler and easier.
However, since Q is a set of line segments, the cell containing the unconstrained geodesic
center in the arrangement of Q inside P has O((n+m)α(n+m)) complexity [11], where α(n)
is the inverse Ackermann function of n. Moreover, the best known algorithm for computing
the cell takes O((n+m)α(n+m) log(n+m)) time [11]. Even worse, the cell is not necessarily
convex, so the overlay of FVD and the boundary of the cell might be still quadratic.
Algorithm. Our algorithm works as follows. In the first step, we compute the farthest-point
geodesic Voronoi diagram FVD of the vertices of P . Let QV be the set of the endpoints of the
line segments in Q. For each q ∈ QV , we find the cell of FVD containing q. We preprocess
FVD in O(n) time to support an O(logn)-time point-location query for a connected polygonal
subdivision [9, 16]. In our case, some arcs of FVD might be hyperbolic while others are
straight. To apply their point-location query structure to our case, we make use of the
subdivision M of P with respect to FVD which we defined in Section 3. The subdivision M
is a connected polygonal subdivision of O(n) complexity. (See Lemma 6.) To find the cell of
FVD containing a point q, we first find the cell of M containing q in O(logn) time. Recall
that the interior of a cell of M intersects at most two cells of FVD. Thus, the cell containing
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hub(rV )
hub(rQ)
(a) (b)
v1
v2
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c
Figure 3 (a) The points with squares are the geodesic centers constrained to Q. (b) The gray
region is the intersection we computed before considering ab. The last chain in the gray region
connecting v3 and v4 is intersected by ab. Dashed line segments are the line segments lying after ab.
a point q ∈ QV can be found in O(logn) time and the point-location queries can be done in
O(m logn) time for all points q ∈ QV .
Now, we have f(q) for every q ∈ QV . Let rV denote the minimum distance d(q, f(q))
among all points q of QV . Note that the combinatorial structure of pi(p, f(p)) is the same
for any point p in the same refined cell of FVD. Thus, we can compute d(q, f(q)) in constant
time once we have the refined cell of FVD containing q. We compute rV in O(m) time.
By Lemma 2, hub(rV ) contains no point of QV in its interior. But it contains some points
in Q on its boundary, thus we have rV ≥ rQ. Consider the case that rV = rQ. Then, the
points in Q lying on the boundary of hub(rV ) are the geodesic centers of P constrained to Q
by Lemma 2. If rV > rQ, there are some line segments of Q that cross hub(rV ). Moreover,
the geodesic centers constrained to Q are contained in such line segments. See Figure 3(a).
We compute hub(rV ). For each refined cell of FVD, we can compute part of hub(rV )
contained in the refined cell in time linear to the complexity of the refined cell, because we
already have the farthest site and the anchor of the refined cell. This can be done in O(n)
time for all refined cells once we construct the refined cells of FVD.
Then, for each line segment of Q, we check whether it crosses hub(rV ). If so, we
additionally find the circular arcs of hub(rV ) crossed by the line segment. We do this for all
line segments in O(m logn) time. The detailed procedure will be described in Section 4.1.
The line segments of Q crossing hub(rV ) subdivide hub(rV ) into O(m2) geodesic convex
regions. Note that we do not need to construct the whole subdivision. We construct only the
cell containing the unconstrained geodesic center c of P in the subdivision. This is because
the geodesic centers constrained to Q are on the boundary of the cell containing c in this
subdivision by Lemma 1 and 2, and the fact that hub(r) contains c for any r ≥ d(c, f(c)).
We find the cell Γ containing c in O(n + m log(n + m)) time, which will be explained in
Section 4.2.
Finally, we compute the overlay of the boundary of Γ and FVD in time linear to their
total complexity. This can be done by traversing the boundary of Γ and the refined cells in
FVD. Since Γ is geodesically convex, the complexity of the overlay is linear to their total
complexity by Lemma 7. Then we can find the geodesic centers of P constrained to Q in the
overlay in the same time.
4.1 Finding the Circular Arcs Intersecting a Line Segment
We are given hub(r) for some r ∈ R and a set Q of m line segments contained in P . Let c be
the unconstrained geodesic center of P , which can be computed in O(n) time [1]. In this
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b
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b
pa
pa
`1
`2
pt
hub(r)
Figure 4 (a) The gray region is the geodesic convex hull of the endpoints of the circular arcs of
the hub. (b) If ab crosses the convex chain, it crosses also the boundary of the hub. (c) If ab crosses
the hub but does not cross the convex chain, then ab crosses the arc one of whose endpoint is pt,
where pt is the point where a line passing through a is tangent to the convex chain.
section, we compute the intersection points of hub(r) and line segments in Q.
The boundary of hub(r) consists of (possibly empty) circular arcs and (possibly empty)
polygonal chains which are from the boundary of P . Let ab be a line segment contained in
P . Since hub(r) is geodesically convex by Lemma 1, ab intersects at most two circular arcs
of hub(r). Moreover, one intersection point is closer to a than b, and the other one is closer
to b than a. We first show how to compute the intersection point closer to a. The other
intersection point can be computed analogously.
Let pa be the intersection point closer to a. Consider the geodesic convex hull CH of
the endpoints of circular arcs of hub(r). See Figure 4(a). Since we have the boundary of
hub(r), we can compute CH in O(n) time. We find the connected component R of P \ CH
containing a in O(logn) time [16]. The connected region R contains a convex chain H of CH
on its boundary. If the ray from a towards b hits H at some point in an edge e of H, then
pa is contained in the circular arc of hub(r) whose endpoints are the endpoints of e. See
Figure 4(b). Thus, we can compute pa in O(logn) time.
However, it is possible that pa exists but the ray from a towards b does not hit H. See
Figure 4(c). In this case, we consider the two lines `1 and `2 passing through a and tangent
to H, which can be computed in O(logn) time. The point pa lies in a circular arc of hub(r)
one of whose endpoints is a point where `1 or `2 is tangent to H. Thus, in any case, we can
compute pa in O(logn) time.
I Lemma 8. Given hub(r) with r ∈ R and a line segment ab contained in P , the circular arcs
of hub(r) intersected by ab can be computed in O(logn) time after linear-time preprocessing
for hub(r).
4.2 Finding the Cell Containing the Geodesic Center
Let Q be a set of m line segments whose endpoints lie on the boundary of hub(r). In
this section, we compute the cell Γ in the arrangement of Q inside hub(r) containing the
unconstrained geodesic center c in O(n+m log(n+m)) time.
For each line segment in Q, we extend the line segment in both directions until the two
endpoints hit the boundary of P in O(logn) time [10]. Then a line segment ` in Q partitions
P into two subpolygons one of which contains c. Let `+ be the subpolygon bounded by ` and
containing c. We first compute the intersection I of all subpolygons `+ for all line segments
` in O(m logm) time as follows.
We sort the line segments in Q by the order of their first endpoints along the boundary
of P , and then handle them one by one in order as follows. Initially we set P to I. While we
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handle the line segments, we update I to the intersection of `+ for all line segments ` which
are handled so far. The intersection I is bounded by polygonal chains from ∂P and parts
of line segments of Q. Moreover, parts of line segments of Q lying on ∂I form a number
of convex chains. To maintain I, we store each convex chain using a binary search tree.
The first line segment ` of Q subdivides I into two subpolygons, and we update I to the
subpolygon containing c. Here, ` is the only one element stored in a binary search tree. As
we handle more line segments, we create more binary search trees. For the next line segment
`′, if both endpoints of `′ lies after the most clockwise point in the convex chain stored in the
last binary search tree, we create a new binary search tree containing only one element `′.
See Figure 3(b). Otherwise, `′ may cross ∂I \ ∂P in at most two points. To find this, it is
sufficient to check the first and the last binary search trees. Thus, this takes O(logm) time.
By definition, Γ is the intersection of I and hub(r). So, we compute the intersection of I
and hub(r) by traversing the boundary of I starting from a line segment on ∂I in clockwise
order as follows. When we reach an endpoint of some line segment, we find the endpoint next
to it. Then we connect these two endpoints by the boundary of hub(r). In this procedure,
we traverse the boundary of I and the boundary of hub(r) once. Thus, we can compute Γ in
O(n+m log(n+m)) time.
I Lemma 9. Given hub(r) and a set of m line segments crossing the hub, the cell containing
the geodesic center of P in the arrangement of hub(r) and the line segments can be computed
in O(n+m log(n+m)) time.
Until now, we assumed that S coincides with the vertex set of P . However, once the
farthest-point geodesic Voronoi diagram of S is computed, the algorithm in this section works
also for the case where the points of S are allowed to lie in the interior of P . The arguments
in this section prove the following theorem.
I Theorem 10. Let P be a simple n-gon and let Q be a set of m line segments the lie in P .
For a set S of k sites (points) in P , the geodesic centers of S constrained to Q with respect
to P can be computed in O(n+ k +m log(n+ k +m)) time, once the farthest-point geodesic
Voronoi diagram of S with respect to P is computed.
For small m and k, the running time to compute FVD dominates the time complexity
of our algorithm. The running time of our algorithm can be improved slightly for the case
by avoiding to compute FVD explicitly. Recall that our algorithm uses FVD to compute
rV , hub(rV ) and the overlay of the boundary of Γ and FVD. We can compute them without
constructing FVD of S as follows. The geodesic distance between two points can be computed
in O(logn) time [13] after O(n) preprocessing, so rV can be computed in O(mk logn) time
by finding f(q) for all q ∈ QV . We compute hub(rV ) in O(k) time, once the geodesic convex
hull of S is computed in O(n+k log (n+ k)) time by applying a technique similar to Theorem
6 in [19] which shows how to compute FVD of points on the boundary of a simple k-gon in
O(k) time. The overlay of the boundary of Γ and FVD can also be computed similarly.
I Theorem 11. Let P be a simple n-gon and let Q be a set of m line segments the lie in P .
For a set S of k sites (points) in P , the geodesic centers of S constrained to Q with respect
to P can be computed in O((m+ k) log(n+ k +m) + n) time.
4.3 Geodesic Centers Constrained to Disjoint Line Segments
In this section, we give an algorithm to compute the geodesic centers of S with respect to P
constrained to a set Q of m disjoint line segments. For ease of explanation, we assume that
S is the vertex set of P .
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Recall that once FVD is computed, the algorithm for the general case of crossing line
segments takes O(n + m logn) time except the last step, which finds the cell Γ in the
arrangement of Q and hub(r) containing the unconstrained geodesic center c. We show how
to compute the cell Γ in O(n+m logn) time for the case of disjoint line segments, which
improves the running time slightly to O(n+m logn).
We have hub(r) and a set of line segments crossing the hub. Moreover, we know the
intersection points of the boundary of the hub and each line segment but they are not
sorted. Instead of sorting the intersection points along the boundary of the hub, which takes
O(m logm) time, we give an O(n+m)-time algorithm to compute the cell containing the
geodesic center of P in the arrangement of the line segments and hub(r).
For a circular arc β of the hub, we have the line segments intersecting β. Without loss of
generality, we assume that the two endpoints of β are on the x-axis. There are at most two
line segments that contribute to the boundary of Γ among the line segments intersecting β:
one is the line segment sL that is closest geodesically to c among the line segments that are
to the left of c, and the other is the line segment sR that is closest geodesically to c among
the line segments that are to the right of c. We find two line segments sL and sR, if they
exist, for every circular arc β of the hub in O(n+m) time. After doing this, we have O(n)
line segments which are sorted along the boundary of the hub, and we can compute the cell
containing the geodesic center in O(n) time.
I Lemma 12. Given hub(r) and a set of m disjoint line segments, the cell containing the
unconstrained geodesic center of P in the arrangement of the hub and the line segments can
be computed in O(n+m logn) time.
For the case that Q is a set of disjoint polygonal regions contained in P with m vertices
in total, the geodesic centers of P constrained to Q lie on the boundary of Q unless they
coincide with the unconstrained geodesic center of P . Thus we can use the algorithm in this
section to compute the geodesic centers constrained to a set of disjoint polygonal regions.
I Theorem 13. Let P be a simple n-gon and let Q be a set of m disjoint line segments
or disjoint polygonal regions with m vertices in total that lie in P . For a set S of k sites
(points) in P , the geodesic centers of S constrained to Q with respect to P can be computed
in O(n+ k +m log(n+ k)) time, once the farthest-point geodesic Voronoi diagram of S with
respect to P is computed.
The algorithm also works in O((m+ k) log(n+ k) +mk logn+ n) time without constructing
FVD of S as similar to Theorem 11.
I Theorem 14. Let P be a simple n-gon and let Q be a set of m disjoint line segments
or disjoint polygonal regions with m vertices in total that lie in P . For a set S of k sites
(points) in P , the geodesic centers of S constrained to Q with respect to P can be computed
in O((m+ k) log(n+ k) +mk logn+ n) time.
5 Geodesic Centers Constrained to a Polygon of Special Types
In this section, we consider a few special types of polygons. When Q is a geodesic convex
polygon or a set of disjoint geodesic pseudo polygons, which will be defined, we can compute
the constrained geodesic centers in linear time once we have the farthest-point geodesic
Voronoi diagram of S with respect to P . In addition, when all the vertices of Q lie on ∂P , we
can compute the constrained geodesic centers efficiently without computing a farthest point
geodesic Voronoi diagram. We assume that S is the vertex set of P unless stated otherwise.
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5.1 Geodesic Convex Polygons and Geodesic Pseudo Polygons
In this subsection, we assume that the farthest-point geodesic Voronoi diagram FVD of S
with respect to P is already computed.
Let Q be a geodesic convex polygon. By Lemma 7, the complexity of the overlay of FVD
and Q is linear to the complexity of FVD and Q. Thus, we compute the overlay of FVD and
Q in linear time by traversing the cells of FVD and the edges of Q. Then, we choose the
points which minimize the geodesic distance to their farthest sites in linear time.
We call a polygon contained in P a geodesic pseudo polygon if its boundary consists
of (possibly empty) polygonal chains from ∂P and (possibly empty) concave chains lying
in the interior of P . Let Q be a set of disjoint geodesic pseudo polygons contained in P .
Note that the region of P lying outside of the polygons of Q may not be connected. If the
unconstrained geodesic center of P is contained in Q, then it is also the unique geodesic center
of P constrained to Q. Thus, we are done. Otherwise, we find the connected component R
of the region of P lying outside of the polygons of Q containing the unconstrained geodesic
center in linear time. Then, by Lemma 2 and the geodesic convexity of a hub, all constrained
geodesic centers lie on the boundary of the concave chains of Q shared by R. Thus, we
compute the overlay of FVD and the concave chains in linear time by Lemma 7 and return
the answer.
I Theorem 15. Let P be a simple n-gon and let Q be a geodesic convex polygon or a set of
disjoint geodesic pseudo polygons with m vertices in total. For a set S of k sites (points) in P ,
the geodesic centers of S constrained to Q with respect to P can be computed in O(n+m+ k)
time once the farthest-point geodesic Voronoi diagram of S with respect to P is computed.
5.2 Polygons with Vertices on the boundary of P
In this subsection, we consider a set Q of disjoint polygonal regions whose vertices are on the
boundary of P and show how to compute the geodesic centers constrained to Q efficiently
without computing the whole FVD.
We assume that Q does not contain the unconstrained geodesic center. As we did in the
previous case, we compute the connected component R of P \Q containing the unconstrained
geodesic center in linear time. Then, we have the set Q′ of the edges of the regions in Q that
lie on ∂R. By Lemma 2 and the geodesic convexity of a hub, all constrained geodesic centers
lie on line segments in Q′.
We compute the overlay of a line segment ` ∈ Q′ and FVD as follows. The line segment `
subdivides P into two parts exactly one of which contains R. Let R′ be the part of P which
does not contain R. Let S1 be the set of sites of S contained in R′, and S2 be the set of sites
in S whose refined cells of FVD intersect the boundary of R′ excluding `. Then we consider
the farthest-point geodesic Voronoi diagram of S1 restricted to `, which we denote by FVD1,
and the farthest-point geodesic Voronoi diagram of S2 restricted to `, which we denote by
FVD2. Once we have FVD1 and FVD2, we can compute the overlay of FVD and ` in time
linear to the total complexity of FVD1 and FVD2.
If all sites are on the boundary of P , we can compute FVD1 and FVD2 in linear time for
all line segments ` ∈ Q′ [19]. Otherwise, we compute FVD1 and FVD2 in O(n+ k log(n+ k))
time for all line segments ` ∈ Q′ combining the results by [2, 14, 19].
I Theorem 16. Let P be a simple n-gon and let Q be a set of disjoint polygonal regions
with m vertices in total whose vertices are on the boundary of P . For a set S of k sites
(points) in P , the geodesic centers of S constrained to Q with respect to P can be computed
in O(n+m+ k log(n+ k)) time.
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