Abstract. Consider a stochastic process that behaves as a d-dimensional simple and symmetric random walk, except that, with a certain fixed probability, at each step, it chooses instead to jump to a given site with probability proportional to the time it has already spent there. This process has been analyzed in the physics literature under the name random walk with preferential relocations, where it is argued that the position of the walker after n steps, scaled by log n, converges to a Gaussian random variable; because of the log spatial scaling, the process is said to undergo a slow diffusion.
Introduction and statement of the results
A random walk with preferential relocation is a process heuristically defined as follows: it behaves as a (discrete-time) random walk on Z d except at some (relocation) times at which it jumps to a value it has already visited with probability proportional to its number of visits there.
This model has been proposed in the physics literature by Boyer and Solis-Salas [BSS14] as a model for animal foraging behaviour, and they argue that "the model exhibits good agreement with data of free-ranging capuchin monkeys". In the case when the underlying random walk is a simple random walk on Z and the times between relocations are i.i.d. geometric random variables, they show that this "monkey walk" satisfies a central limit theorem by calculating moments. This central limit theorem is similar to the central limit theorem of the simple random walk, except that the appropriate (standard-deviation) scaling is ? log n instead of ? n as in the simplerandom-walk case. Boyer and Solis-Solas argue that "The very slow growth [of the variance of the position of the monkey with time] in our model agrees qualitatively with the fact that most animals have limited diffusion or home ranges". In a subsequent paper, Boyer and Pineda [BP16] generalize the results of [BSS14] to the case when the underlying random walk has power-law-tailed increments; a limit theorem with stable limit is exhibited in that case. Finally, the model can also be extended by adding the effect of memory, so that the walker prefers to visit more recent places: see, e.g., [BEM17] and [FCBGM17] where a trapping site is added to the model.
The main contribution of this paper is two-fold: firstly, we prove rigorously the recent results of [BSS14, BP16, BEM17] ; secondly, the robustness of our proof techniques allow us to obtain results for a much greater range of models. Indeed, we allow the time to be discrete or continuous, the underlying process to be any Markov process on R d , and the times between relocations (also called "run-lengths") to have other distributions than the geometric one as long as they are i.i.d. (and satisfy moment conditions). As in [BEM17] , we are able to generalise the model further by allowing the memory of the walker to decay with time: the probability to relocate to a visited site depends on how long ago this site was visited. We are able to treat a large class of "memory kernels" (the function that models the memory of the walker), comprising most of the cases introduced by [BEM17] as well as some new interesting cases.
Under moment assumptions on the moments of the run-lengths, we prove that, if the original Markov process verifies a central limit theorem (we actually allow for more general distributional limit theorems that we call "ergodic limit theorems"), then the version of this process with reinforced relocations does too. We are also able to prove that, if the original Markov process verifies an ergodic limit theorem, then the occupation measure of the process with relocations converges in probability (for the weak topology) to a deterministic limit.
The crucial step in our proof is reducing the study of these random walks to the analysis of a new model of random trees that we call the weighted random recursive tree (wrrt); the height of a typical vertex in these trees is responsible for the log-scaling exhibited in [BSS14] . This key step allows us to state our results in full generality, without having to specify the underlying Markov process we consider.
This new approach allows us to prove a local limit theorem for the process with random reinforced relocations. Finally, Boyer and Solis-Salas [BP16] ask in their paper whether the monkey walk is recurrent in all dimensions; we answer this question both when the underlying process (process without the relocations) is the simple symmetric random walk, and when the underlying process is the Brownian motion.
Discussion of the context of related random walks. Two principle features of the monkey walk are that it is non-Markovian (the walker needs to remember all its past) and that it involves reinforcement, and the non-Markovianity is the main difficulty in the rigorous analysis. The Monkey walk is a rare example of a non-Markovian random walk where one can obtain precise asymptotic results, with a great level of generality (all dimensions, discrete-or continuous-time, no need to specify the underlying Markov process, etc). We now review other non-Markovian reinforced random walks studied in the literature.
The most famous, and most extensively-studied, non-Markovian random walk with reinforcement is the reinforced random walk introduced by Coppersmith and Diaconis in 1987. The dynamics of this model are very different from the monkey walk; indeed, in this model, every edge of the lattice has originally weight α, and the walker starts at the origin; at every step, the walker crosses a neighbouring edge with probability proportional to the weight of the edge, and the weight of the crossed edge is increased by 1. Different variant of this edge-reinforced process (and its vertexreinforced version) have been studied in the literature on the d-dimensional lattice as well as on arbitrary finite and infinite graphs, and in particular on trees; see [Pem07] for a survey.
Two other models of non-Markovian random walks with reinforcement are the so-called elephant random walk, introduced in the physics literature by [ST04] , and the shark walk introduced very recently by [Bus17] . We now briefly describe both these random walks to emphasise how they are very different from the "monkey walk" studied in this paper.
The elephant walk on Z depends on a parameter p P r0, 1s and has jumps of size 1. At every time-step, the elephant chooses a uniform time in its past, and, with probability p takes the same step it took at this random time, or, with probability p1´pq, decides at random which direction to follow. [BB16] showed that the elephant random walk can be successfully studied by using the theory of generalized Pólya processes (and in particular the results of [Jan04] ): for p ď 3 {4, the elephant walk is diffusive, and for p ą 3 {4, it is super-diffusive. An alternative proof was developed independently by [CGS17] , and [BL17] generalized these results to higher dimensions. The shark walk is a generalization of the elephant random walk except that the steps taken by the walker have heavy tails.
The elephant random walk was so named because of the popular belief that elephants have a long memory; this name thus refers to the fact that the walk is non-Markovian but, as far as we know, there is no link between this random walk and the actual behaviour of free-ranging elephants.
In contrast, the shark walk and the "monkey walk" studied in this paper have a closer link to actual animal behaviour. The shark random walk was named because, according to the physics literature (see, e.g. [SSH`08]), marine predators' foraging behaviour exhibits similarities with random walks whose standard deviation grows faster than the square root of the time. Similarly, [BSS14] argue (using measured-data of capuchin monkey) that monkeys' foraging behaviour, and in particular the number of distinct sites visited by the monkey as a function of time, exhibits similarities with the monkey walk.
Aside from non-Markovianity and reinforcement, the third main feature of our monkey walk is the fading memory. Although it is natural and often studied in the physics literature (see, e.g. [AdAC`14, MVdS`16] for the elephant random walk with decaying memory, [BSS14] for the monkey walk, [BEM17] for diffusions with random reinforced relocations), we are not aware of any probabilistic result about non-Markovian random walks with decaying memory. The model studied in [vdH01] is the (deterministic) mean-field version of a weakly self-interaction random walk where we allow the trajectory to self-intersect with some probability that increases with the time between the two visits at this intersection.
Finally, we mention random walks with stochastic restarts; although they are Markovian and non-reinforced, their definition is similar to the monkey walk except that at relocation times, the walker always goes back to where it started. The literature (see e.g. [EM11, EM14] ) mainly focuses on their hitting times properties as these walks are used as search algorithms.
1.1. Definition of the model. We consider time to be either discrete or continuous, i.e. T equal to N or r0, 8q. The "monkey Markov process" X " pXptqq tPT is a stochastic process that depends on three parameters: a semi-group P " pP t q tPT , a probability distribution ϕ run on T such that ϕ run pt0uq " 0, and a function µ : T Ñ R`called the memory kernel.
Let Z be a Markov process of semi-group P on R d ; for all x P R d , we denote by P x the law of Z started at x, and by P t x be the law of pZpsq, s ă tq under P x . Let L " pL i , i ě 1q be a sequence of i.i.d. random variables of distribution ϕ run . We let T 0 " 0, and, for all n ě 1, T n " ř n i"1 L i , and call these random elements of T the "relocation times".
Figure 1. The monkey Markov process: an illustration of the definition in dimension 1. Time is on the horizontal axis, position on the vertical axis. The grey arrows point from XpR n q to XpT n q, which are equal, by definition, for all n ě 1.
We define the monkey Markov process recursively as follows (the notations are illustrated in Figure 1 ): Choose a starting point Xp0q P R d , and draw pXpsq : s ă T 1 q at random according to P T 1 0 . For all n ě 1, given pXpsq : s ă T n q, ‚ draw a random variable R n in r0, T n q according to the following distribution
We say that X is the Markov process with preferential relocation and fading memory -or equivalently, monkey Markov process-of semigroup P , run-length distribution ϕ run (being the distribution of the L i 's) and memory kernel µ, and denote this by X " M pP, ϕ run , µq.
Choice of the memory kernel: The techniques of this paper are robust in the choice of the memory kernel, but they become more explicit when its integral is available in closed form. In this paper, we consider the following two parametric families of memory kernels to cover a large range of phenomena: for all x P T ,
where α ą 0 and β ě 0 (set µ 1 pxq " 0 if x " 0) and
where δ P p0, 1{2s (for technical reasons to be discussed) and γ ą 0. Note that, when α " β " 1, the memory kernel µ 1 is uniform, meaning that, at each relocation time, the walker chooses a time uniformly in its past, and relocates to where it was at that random time; this is the original process introduced by Boyer and Solis-Salas [BP16] . When α ą 1, the memory kernel increases, which indeed corresponds to the idea of a fading memory. When α ă 1, the memory kernel decreases; although this case is less natural when thinking about the memory of a walker, we include it in the study since this is done at no additional cost. When β " 0 and α " 1, we get µ 1 pxq " 1 {x, which corresponds to Case 1 in [BEM17] and when α " 1 and β ‰ 0 then µ 1 pxq " x β´1 , corresponding to Case 2 of [BEM17] . Finally, µ 2 coresponds to Case 3 of of [BEM17] . The memory kernel µ 1 with α ‰ 1 is not considered in [BEM17] , and thus allows us to cover an even larger range of phenomena.
1 In the whole paper, if T " t0, 1, . . .u, we use the integral notation for a sum:
ş y x µpuqdu :" ř y´1 k"x µpkq.
1.2. Central limit theorem. The first result of this paper states that, if pZptq´b t q{a t converges weakly, then so does pXptq´b κ 2 sptq q{a κ 2 sptq where, κ 2 " EL 2 {p2ELq, and where, for all x P r0, 8q,
with memory kernel µ 1 when β ‰ 0, α log logpxq with memory kernel µ 1 when β " 0, γx δ with memory kernel µ 2 .
Note that κ 2 only depends on the run-length distribution, while spnq only depends on the memory kernel. The precise statement of our first result uses the following notion that generalizes the central limit theorem:
Definition. We say that Z is pa t , b t q-ergodic if pZptq´b t q {a t converges in distribution under P x to a law γ that does not depend on x. We call γ the limiting distribution of Z. Theorem 1. Let X " M pP, ϕ run , µq where P is a semi-group on R d , ϕ run a probability distribution on T , and µ is any one of µ 1 or µ 2 . Let L be a random variable of distribution ϕ run , and Z a Markov process of semi-group P . Assume that (i) EL 8 ă 8, (ii) there exists two functions pa t , b t q tPT such that the Markov process Z is pa t , b t q-ergodic with limiting distribution γ, and (iii) for all x P R, the following limits exist and are finite:
t`εt a t and gpxq "
Then, in distribution 2 when t Ñ 8, we have
where κ i " EL i {piELq for i P t2, 3u, Ω " N p0, κ 3 {κ 2 q and Γ " γ are independent.
The proof of this result relies on the fact that, in distribution, Xptq is equal to ZpSptqq, where Sptq is a random time, independent of Z, and such that`Sptq´κ 2 sptq˘{ a κ 3 sptq ñ Λ " N p0, 1q. By assumption, pZpSptqq´b Sptq q{a Sptq ñ Γ. The result follows by "replacing Sptq by κ 2 sptq" in a Sptq and b Sptq in this limit theorem; the terms f pΩq and gpΩq (note that Ω " Λ a κ 3 {κ 2 ) come from controlling the error made by doing so.
1.3. Examples. In this section, we briefly show how to apply Theorem 1 to different Markov semi-groups P . In all examples, we assume that the run-lengths pL i q iě1 verify the assumptions of Theorem 1.
The simple random walk case -Assume that P is the semi-group of a simple random walk (say on R) whose increments have finite mean µ and finite variance σ 2 . In that case, the central limit theorem gives that Zptq´µt σ ? t ñ N p0, 1q .
Therefore, a t " σ ? t and b t " µt for all t P N, and thus f pxq " 1, and gpxq " µx {σ for all x P R. Therefore, Theorem 1 implies that
We can apply this result to the particular case studied by [BSS14] : In that case, the L i 's are geometric of parameter q P p0, 1q, implying that κ 2 " p2´qq{p2qq. Moreover, the memory kernel is µ 1 , with α " β " 1, µ " 0 and σ 2 " 1, implying that Xptq a p2´qq log t{p2qq ñ N p0, 1q.
The random walk case with heavy-tailed increments -Assume that P is the semi-group of a simple random walk whose real-valued increments p∆ i q iě1 are independent copies of ∆, and satisfy Pp∆ ě uq " c`u ω puq and Pp∆ ď´uq " c´u ω puq as u Ñ 8, where 1 ă ω ă 2, and is slowly varying at infinity. Then, there exist a slowly varying function˜ such that on defining a n " n 1 {ω˜ pnq, b n " 0 if ω ă 1 and b n " µn otherwise, then
where Φ ω is some ω-stable random variable. In both cases (0 ă ω ă 1 and 1 ă ω ă 2), f " 1, and gpxq " 0; therefore, Theorem 1 gives
The Brownian motion case -Assume that P is the semi-group of the Brownian motion on R with drift c P R. Therefore, pZptq´ctq{ ? t " N p0, 1q in distribution, implying that a t " ? t and b t " ct for all t P r0, 8q. Therefore, f pxq " 1 and gpxq " cx{ ? κ 2 for all x P R, and Theorem 1 gives
Remark: The definition of pa t , b t q-ergodicity is related to Lamperti's assumption that ppZpxtqb t q{a t q xě0 converges in the sense of finite-dimensional distributions to a process pZ 8 pxqq xě0 . This assumption was introduced in [Lam62] and implies that Z is a self-similar process, that a and b are regularly varying and that therefore the function f defined in Theorem 1 equals 1. In particular, f " 1 when Z is a random walk in the domain of attraction of stable law (which includes the Gaussian case). In the particular case of non-negative Markov chains, invariance principles with self-similar limits can be found in [HM11] and [BK16] . More complex functions f can arise when the process Z is not self-similar. For example, recall that if Y is the standard Yule process, then Y ptq{e t converges to a standard exponential random variable; this implies that Zptq :" Y p ? tq is pe ? t , 0q-ergodic. In that case, f is equal to x{p2 ? κ 2 q, but since Z is not homogeneous, its version with reinforced relocation does not fit in our framework. Also note that the function g can be arbitrary, which we illustrate again, for simplicity, with a non-homogeneous Markov process by taking Zptq " Bptq`gptq where B is the standard Brownian motion.
1.4. Convergence of the occupation measure. Under the assumptions of Theorem 1, we can actually prove a stronger result; namely convergence of the occupation measure to a deterministic limit:
Theorem 2. Under the assumptions of Theorem 1, let π t be the occupation measure of X on r0, ts given by
1 XsPB ds for all Borel set B Ď R d . Let π 8 be the distribution of the random variable f pΩqΓ`gpΩq. Let µ P tµ 1 , µ 2 u; assume that δ P p0, 1 {2q when µ " µ 2 . Then, in probability when t Ñ 8, π t`aκ 2 sptq¨`bκ 2 sptq˘Ñ π 8 on the set of probability measures on R d equipped with the weak topology.
We do not believe that this theorem holds for a memory kernel of the form µ 2 with δ " 1 {2. We prove that Theorem 1 holds for δ " 1 {2, but do not believe it would hold for larger δ except if the underlying Markov process is such that f " 1 and g " 0. Boyer, Evans and Majumdar [BEM17] indeed argue that a central limit theorem holds for a (standard) Brownian motion with relocations and memory kernel µ 2 , for all δ P p0, 1s; in this case, we indeed have f " 1 and g " 0. More complicated phenomena are expected when µ " µ 2 and δ ą 1 {2 and when the functions f and g are non-trivial; we leave this as an open problem.
1.5. A local limit theorem. The main idea of the paper is to associate a labelled tree to the monkey Markov process (its branching structure) to transport properties of the underlying Markov process Z to the process with random relocations X. Heuristically, if Z renormalised by some functions of t verifies an asymptotic property, then X satisfies the same asymptotic property once renormalised by the same functions but applied to κ 2 sptq instead of t. In this section we illustrate this principle with the following local limit theorem, for which the state-space will be taken to be Z d . when t Ñ 8, where ψ is the density function of Γ`gpΩq, where Ω " N p0, κ 3 {κ 2 q and Γ " γ are independent.
Theorem 3 (Local limit theorem
Note that the function ψ can be taken equal to Erφpx´gpΩqqs and that it is also Lipschitz and bounded.
1.6. Recurrence. When considering the simple random walk or the Brownian motion on Z d (resp.
, it is natural to ask whether or not the walker started from zero will come back to zero (resp. a neighbourhood of zero) almost surely in finite time; we then call the process "recurrent" (resp. "neighborhood recurrent"). Boyer and Solis-Salas ask this question for the monkey walk; since it is slowly diffusive, one can imagine that the monkey walk is recurrent in all dimensions. We are able to prove that the answer depends on the choice of the memory kernel:
Theorem 4. Assume that Xp0q " 0 and X " M pP, ϕ run , µq, where ϕ run is such that EL 8 ă 8 if L is a random variable of distribution ϕ run .
(a) If P is the semi-group of the lazy 3 simple symmetric random walk on Z d , and if we let Z " tt ě 0 : Xptq " 0u, then, (i) the cardinal of Z is almost surely infinite if µ " µ 1 or µ " µ 2 and δd ď 2; (ii) }Xptq} Ñ 8 almost surely as t Ñ 8 (in particular, Z is almost surely finite) if µ " µ 2 and δd ą 2. (b) If P is the semi-group of the standard Brownian motion on R d , we let Z " tt ě 0 : }Xptq} ď ηu; then, for all η ą 0, Z is unbounded (and thus its cardinal is infinite) almost surely if µ " µ 1 or µ " µ 2 and δd ď 2.
We believe that the "monkey Brownian motion" (case pbq) is not neighborhood recurrent, and even transient, when µ " µ 2 and δd ą 2. The proof seems more involved than for the monkey random walk (case paq); and we leave this question as an open problem.
In the case when the underlying process Z is the simple symmetric random walk on Z d , and, in particular, when d ě 2, one could also ask how many sites have been visited at time t (asymptotically when t Ñ 8), and what is the shape of this visited set; we also leave this question open.
1.7. Plan of the paper. Section 2 contains the main idea of the paper: the definition of the branching structure of the monkey Markov process. This branching structure is a random tree whose nodes are labelled by the successive runs of the monkey Markov process (the trajectories between relocations). We show that the underlying random tree (once labels have been removed) is a weighted version of the random recursive tree, which we call the weighted random recursive tree, or wrrt. As a by-product of our proofs, we state the convergence in probability of the profile of this random tree (see Theorem 6).
Section 3 contains the proof of Theorem 1 (central limit theorem), Theorem 3 (local limit theorem) and Theorem 4 (recurrence); these three theorems are grouped into one section since their proofs rely on the same principles. The proof of Theorem 2 (convergence of the occupation measure) is more involved and is presented in Section 4. Finally, Section 5 is devoted to the technical analysis of the wrrt.
2. The weighted random recursive tree 2.1. The Monkey walk branching structure. The key idea of this paper is to note that each monkey Markov process X " M pP, ϕ run , µq can be coupled with a labelled random tree called its branching structure (see Figure 2 ). The shape of this tree is a weighted version of the random recursive tree, and the labels are the runs of the monkey Markov process, i.e. the trajectories pX t q tPrTn,T n`1 q for all n ě 0.
The branching structure pτ n , n q ně1 of the monkey Markov process X " M pP, ϕ run , µq is built recursively as follows (see Figure 2 ): We use the random variables pL i q iě1 and pR i q iě1 that were used when defining X.
Recall that T 0 " 0 and T n " L 1`¨¨¨`Ln for all n ě 1.
‚ The tree τ 1 is the one-node tree whose unique node ν 1 is labelled by 1 pν 1 q " pX t q tPr0,T 1 q . ‚ For all integers n ě 1, the tree τ n`1 is obtained from the tree τ n by attaching a new node called ν n`1 in the following way: -let ξpn`1q P t1, . . . , nu be the unique index such that T ξpn`1q´1 ď R n`1 ă T ξpn`1q , and add ν n`1 as a new child of ν ξpn`1q ;
Figure 2. A realization of the monkey Markov process on R (left), and its associated branching structure (right). The grey arrows on the left are a graphic representation of the relocations; recall that at every relocation point T i , the walker chooses a random time R i in its past according to the memory kernel, and jumps back to where it was at that time. Each grey arrow points from R i to T i for some i.
On the right, we show the tree T 7 : we have pν 1 , . . . , ν 7 q " pH, 1, 2, 21, 11, 211, 22q.
-set n`1 pνq " n pνq for all ν already in τ n and label ν n`1 by n`1 pν n`1 q " pX t q tPrTn,T n`1 q .
Definition. Given a sequence of weights w " pw i q iě1 , we define the w-weighted random recursive tree (w-wrrt) T " pT n q ně1 as follows:
‚ T 1 is the one node tree; ‚ T n`1 is the tree T n to which a new node ν n`1 has been attached at random as follows: choose an integer ξpn`1q at random in t1, . . . , nu with probability
and add ν n`1 to T n as a new child of ν ξpn`1q .
In the above definition, each of the trees T n is increasing (cf. [BFS92] ) in the sense that for all integers 1 ď i, j ď n, if node ν j is a child of node ν i , then i ă j. We can compute the law of a w-wrrt tree T n as follows: if t is an increasing tree with n vertices and π t piq is the index of the parent of ν i in the tree t, then:
PpT n " tq "
Remark. Note that, when w i " w 1 P p0, 8q for all i ě 1, then the w-wrrt is the so-called random recursive tree (rrt). The wrrt can thus be seen as a generalization of the rrt; to our knowledge, this generalization has never been considered in the literature until now. We prove in this paper convergence of the profile of this new random tree (see Theorem 6) when the pw i q iě1 are randomly chosen independently and identically at random and have finite second moment.
Coming back to our random walk setting, for all i ě 1, we let
µpuq du, and W " pW i q iě1 . Note that, for all integers i ě 1,
Conditionally on L, and thus W , the (unlabelled) tree pτ n q ně1 is distributed as the W -weighted random recursive tree; in other words, for all n-node increasing tree t,
where P L denotes the probability conditionally on the sequence L.
Since for all n, τ n is a subtree of τ n`1 , and n`1 is equal to n on τ n , we can therefore define pτ, q as the union of tpτ n , n qu ně1 . Note that, conditionally on L, the sequence of labels " t pν n qu ně1 indexed by the nodes of τ is a branching Markov chain, meaning that ‚ the sequence of labels along any branch from the root to infinity is distributed as a Markov chain of a given kernel K, ‚ the sequences of labels along two distinct branches are independent after their last common ancestor. Note that the kernel K of the branching Markov chain pτ, q is defined as follows: for all 0 ď s ď t, for all x : rs, tq Ñ R d , draw a random variable R according to the following distribution
start a Markov process of semi-group P at position xpRq and run it from time 0 to time r0, W q (where W is a random variable of distribution ϕ run , independent from R); the law of this process is our definition of Kpx,¨q.
In this construction, we have used the following fact: When relocating at time T n , the walker chooses a time R n randomly in its past according to the memory kernel; this is equivalent to first choosing a run in its past, with probability proportional to the W i 's, and then choosing a time at random inside this random run with probability given by
2.2. General background on trees and notations. So far, we have described trees as cyclefree graphs on a set of nodes tν 1 , ν 2 , . . .u, where ν 1 is seen as the root. We call parent of a node u the first node in the path from u to the root, the ancestors of u are all the nodes on the path from u to the root. The children of a node u are all the nodes whose parent is u, a leaf of τ is a node with no children, while the internal nodes are those with at least one child. The height of a node u, denoted by |u|, is the graph distance from u to the root. Finally, the last common ancestor u^v of two nodes u and v is the highest node (i.e. with the largest height) that is ancestor to both u and v.
In the following, it is convenient to embed trees in the plane by ordering the children of all nodes. We decide that the children of a node are ordered from left to right in increasing order of their indexes. We can then associate to each node a word on the alphabet A " t1, 2, . . .u as follows: the root is associated to the empty word ∅, and each node u is given the word of its parent to which a last "letter" is added; this last letter is the rank of u among its siblings (from left to right). For example, node 13 is the third child of the first child of the root. Our trees can thus be seen as sets of words on A " t1, 2, . . .u; we denote by A˚the set of all (finite) words on A. In the following, we identify a node with its word, and allow ourselves to say, e.g. "the prefix of node ν i " instead of the more accurate "the prefix of the word associated to node ν i ". Note that the ancestors of a node are all its prefixes, the height of a node is its length (in terms of number of letters), and the last common ancestor of u and v is their longest common prefix.
2.3. Key property of the wrrt. As already discussed, the key in studying the monkey Markov process is to note that, in distribution, for all t P T , Xptq has the same distribution as ZpSptqq, where Sptq is a random variable taking values in T that depends on the sequence of run-lengths L " pL i q iě1 and on the memory kernel, but is independent of the Markov process Z. All our results follow from this equality in distribution, and from a central limit theorem verified by Sptq.
The following theorem is key in proving a central limit theorem for Sptq; indeed, we will show later that Sptq is equal in distribution to the quantity ΦpN ptqq (defined in the statement of the theorem) for some random N ptq that behaves almost surely as t{EL when t Ñ 8.
Let F pnq i be a random variable distributed as R n´Ti´1 conditionally on R n P rT i´1 , T i q for all 1 ď i ď n; note that, conditionally on L, for all x P rT i´1 , T i q, we have,
implying that the law of F pnq i does not depend on n. Therefore, for all i ě 1, we denote by pF i q iě1 a sequence of independent random variables such that
Theorem 5. Let T n be the n-node W -wrrt, and F " pF i q iě1 a sequence of independent random variables whose distribution is given by Equation (7). Define, for all integers n and for all nodes
where u ď ν if, and only if, u is a (non-strict) ancestor (or prefix) of ν. Assume that EL 8 ă 8 if L is a random variable of distribution ϕ run , and denote bŷ
for all i P t2, 3u. Finally, if µ " µ 2 , assume that δ P p0, 1 {2q. Let u n and v n two nodes taken independently and weight-proportionally at random in T n , then, conditionally on pL, F q, pL, F q-almost surely, we havẽ
as n Ñ 8, where Λ 1 and Λ 2 are two independent standard Gaussian random variables. If µ " µ 2 and δ " 1 {2, we still have convergence of the first marginal.
Remark. Such a conditional weak convergence statement is typical of the random environment literature where this would be called a "quenched" result valid for almost all realizations of the environment. Here, the sequence of run lengths could be thought of as the random environment. It implies annealed weak convergence statements: in particular the limit theorem holds if we just condition on L or F or even unconditionally.
The proof of this theorem is relatively technical and long, and we therefore choose to postpone it to Section 5, and first show how it implies our main results. Note that the conditions δ P p0, 1 {2s in Theorem 1 and δ P p0, 1 {2q in Theorem 2 come from the conditions needed here in Theorem 5: the convergence of the first marginal is enough to prove Theorem 1, while joint convergence is needed for Theorem 2.
Following the same proof as for Theorem 5, just replacing Φpνq by the simpler Ψpνq " |ν|`1 "
one can prove convergence in probability of the profile of the W -wrrt:
Theorem 6. Assume that EL 2 ă 8, and denote by
the profile of the n-node W -wrrt T n . If µ " µ 2 , assume that δ P p0, 1 {2q. Then, in probability when n goes to infinity, we have
with respect to the weak topology.
The profile of a random tree is the distribution of the height of a node taken uniformly at random in this tree. Profiles of random trees are widely studied in the literature: see, e.g., Drmota and Gittenberger [DG97] for the Catalan tree, Chauvin, Drmota and Jabbour-Hattab [CDJH01] and Chauvin, Klein, Marckert and Rouault [CKMR05] for the binary search tree, Schopp [Sch10] for the m-ary increasing tree, Katona [Kat05] and Sulzbach [Sul08] for the preferential attachment tree, and the very recent universal result of Kabluchko, Marynych, and Sulzbach [KMS17] . In all these examples, the height of a typical node is of order ? n or log n where n is the number of nodes in the tree. However, in our wrrts, we exhibit typical heights of order log log n, plog nq α and even n δ (for δ ď 1{2). When the memory kernel is uniform (µ " µ 1 and α " β " 1), and thus L i " W i for all i ě 1, then Theorem 6 implies that π n`a log n¨`log n˘Ñ N p0, 1q; it is interesting to note that the randomness of the weights has no effect on this asymptotic result. We believe that removing the second moment assumption on the weights pL i " W i q iě1 would lead to substantially different asymptotic profiles (one would expect the tree to be even "flatter"); this problem is left open.
Note that the result of [KMS17] applies to a large class of random trees and gives almost sure convergence of the profile, but this general result does not apply to the weighted random recursive tree because of the fact that each node is given a random i.i.d. weight. For the same reason, the preferential attachment tree of Bianconi and Barabási [BB01] is also beyond the general framework of [KMS17] , and convergence results about its profile are open.
2.4. A key coupling. We now give two results which help in understanding why Theorem 5 might be true. We link each one of the summands defining Φ (or more easily Ψ) to independent random variables. This is done by constructing, in a consistent manner, the w-wrrt together with vertices that are sampled at random from the n-node tree. We refer the reader to Figure 3 for a visual aid.
Proposition 7. Let w " pw i q iě1 be a sequence of positive real numbers and s " ps i q iě1 the sequence of its cumulative sums: for all i ě 1, s i "
Figure 3. A realization of the couples pT n ,ũ n q, for 1 ď n ď 6 defined in Proposition 7. For each n, the white dot marks the node that equalsũ n inT n .
Let U " pU n q be a sequence of independent random variables such that, for all i ě 1, PpU n " iq " w i {sn. Let B " pB n q ně1 be a sequence of independent random variables (between themselves and also of U ) such that, for all n ě 1, B n is Bernoulli-distributed with parameter wn {sn.
Let ν 1 " ∅ andT 1 be the tree equal to tν 1 u; also letũ 1 " ν 1 . For all n ě 1, given pT n´1 ,ũ n´1 q, we define pT n ,ũ n q as follows:
Finally, letT n be the tree obtained by adding node ν n toT n´1 with an edge between νξ pnq and ν n .
Then, for all n ě 1,T n is distributed as the n-node w-wrrt, and, givenT n , the nodeũ n is taken weight-proportionally at random inT n .
Note that the sequence pT n ,ũ n q ně1 defined in Proposition 7 verifies that ‚ the parent ofũ n isũ n´1 if, and only if, B n " 1; ‚ũ n "ũ n´1 if, and only if, B n " 0. This implies, in particular, that tB i " 1u " tν i ďũ n u, for all integers n, i ě 1; we thus get the following corollary:
Corollary 8. Let w " pw i q iě1 be a sequence of positive real numbers. For all integers n ě 1, let u n be a node chosen at random in the n-node w-wrrt T n with probability proportional to the weights. Then, the random variables p1 ν i ďun q 1ďiďn are independent Bernoulli random variables of respective parameters w i {s i , where s i " ř i j"1 w j (@i ě 1). Note that [Dob96] states a version of this result for the (unweighted) random recursive tree case; the details of the proof are omitted. [KW10] give an alternative proof of Dobrow's result; their argument is a bijective one, and could be adapted to the wrrt case. We do not develop this approach.
This corollary implies that, for all n ě 1, Ψpu n q " |u n |`1 " ř n i"1 B i , which is a sum of independent Bernoulli random variables. Similarly, conditionally on L and F , the sum defining Φpu n q in Theorem 5 is an (inhomogeneous) random walk. Controlling the behavior of L and F then yields a central limit theorem for each marginal in Theorem 5.
Proof of Proposition 7. Let t be an increasing tree with nodes ν 1 , . . . , ν n . Denote the index of the parent of ν i in t by π t piq. The assertion follows from the formula
which we now prove by induction, the case n " 1 being trivial. If the above formula is valid for n, let t be an increasing tree with nodes ν 1 , . . . , ν n`1 and let t 1 be the tree obtained from t by removing Figure 4 . A realization of the triples pT n ,ũ n ,ṽ n q, for 1 ď n ď 6 defined in Proposition 9. For each n, the white dot marks the node that equalsũ n inT n , the black dot marks the node that equalsṽ n .
node ν n`1 . For j ď n, note thatũ n`1 " ν j if, and only if, B n`1 " 0. Therefore, we get:
which finishes the proof.
To get joint convergence of the two marginals in Theorem 5, one needs to improve the coupling as follows (see Figure 4 for a realization of this coupling):
Proposition 9. Under the conditions of Proposition 7, additionally consider a sequence B 1 " pB 1 i q iě1 of independent (between themselves and of B and U ) Bernoulli random variables with respective parameters w i {s i .
Let ν 1 " ∅, andT 1 " tν 1 u; also setũ 1 "ṽ 1 " ν 1 . Recursively, for all n ě 2, given pT n´1 ,ũ n´1 ,ṽ n´1 q, we define pT n ,ũ n ,ṽ n q as follows:
‚ if pB n , B 1 n q " p0, 0q, we setξpnq " U n´1 ,ũ n "ũ n´1 andṽ n "ṽ n´1 ; ‚ if pB n , B 1 n q " p1, 0q, we setξpnq "ũ n´1 ,ũ n " ν n andṽ n "ṽ n´1 ; ‚ if pB n , B 1 n q " p0, 1q, we setξpnq "ṽ n´1 ,ũ n "ũ n´1 andṽ n " ν n ; ‚ if pB n , B 1 n q " p1, 1q, we setξpnq "ũ n´1 ,ũ n "ṽ n " ν n . Finally, defineT n as the tree obtained by adding ν n toT n´1 and a new edge from ν n to νξ pnq .
Then, for every n ě 1,T n is distributed as the n-node w-wrrt, and, givenT n , the nodesũ n andṽ n are independent, and taken weight-proportionally at random inT n .
Note that, as in Proposition 7, when n evolves,ũ n stays on one branch of the tree, and occasionally increases its height by one (when B n " 1). This is not the case forṽ n :ṽ n evolves along one branch of the tree, occasionally increasing its height by one (if B 1 n " 1 and B n " 0), except at some random times (B n " B 1 n " 1) when it "jumps" to take the same value asũ n (see Figure 4 , where such a jumps occurs when n " 5). We will show later that, for the memory kernels of Theorems 2 and 5, this "jumping" only happens a finite number of times and, after that (random) time,ũ n ‰ṽ n for all n, and the last common ancestor ofũ n andṽ n stays constant in n. This observation is formalized in the forthcoming Proposition 14; we later show that it implies the asymptotic independence in the joint convergence of Theorem 5.
Proof
Let us prove this by induction, the case n " 1 being trivial. Note that, by construction,`T n ,ũ n ,ṽ n˘, U n , B n`1 and B 1 n`1 are independent. Suppose now that the above formula holds true and let t be an increasing tree on n`1 nodes. Let t 1 be the tree obtained from t by deleting node ν n`1 and the edge from ν n`1 to its parent. For j, k ď n,ũ n`1 " ν j if, and only if, B n`1 " 0 (likewise for v n`1 ); therefore, we get:
If ν j ď n and ν k " n`1, then
Finally, if both j, k " n`1, we get:
w n`1 s n`1 .
3. Central limit theorem, local limit theorem and recurrence 3.1. Proof of Theorem 1. We refer the reader to Figure 5 for notations and main ideas of the proof. Let us denote by Aptq the time to the last relocation from t. We denote N ptq the number of runs before time t´Aptq, by ω N ptq the node of τ N ptq defined as the parent of the node labelled by the run that straddles time t, and by Kptq the height of ω N ptq . Finally, let us denote by L i 1 ptq , . . . , L i Kptq ptq the run-length of the successive runs labelling the nodes of the branch from the root of τ N ptq to ω N ptq (in that order). By construction of the model, and using the Markov property of Z, we have that, in distribution, Figure 5 . A realization of the monkey Markov process and its branching structure (this picture illustrates notations and ideas used in the proof of Theorem 1). In this example, the number of runs before time t´Aptq is N ptq " 6, the height of ω N ptq is Kptq " 2. The runs associated to a node on the branch from the root to ω N ptq are in solid line on the top-left corner, the other runs are dotted.
where, for all integers i, F i is distributed as
Note, though, that the F i ptq 's are no longer distributed according to this distribution since they have been "size-biased" by the fact that their definition involve conditioning on run number i ptq to be on the branch leading to Xptq. We let
The first step in the proof of Theorem 1 is to prove that
Let us first prove that Aptq{c t Ñ 0 in probability whenever c t Ñ 8. Indeed, if Lptq " T N ptq`1´TN ptq is difference of the relocation times that straddle t, then Aptq ď Lptq and Lptq converges in law to a finite random variable (see, e.g. [BVHS99] ). Hence, by Slutsky's theorem, Lptq{c t Ñ 0 in probability and so does Aptq{c t . Note that, given τ N ptq , the random node ω N ptq is chosen at random in τ N ptq with probability proportional to the weights. Moreover, using the notations of Section 2, we have that Sptq " Φpω N ptq q`Aptq. Note that N ptq is L-measurable, and that, L-almost surely, N ptq increases to`8. The convergence of the first marginal in Theorem 5 applies under the assumptions of Theorem 1; in particular, we have assumed that δ P p0, 1 {2s if µ " µ 2 . Therefore, we get that, conditionally on L,
Φ`ω N ptq˘´κ2 spN ptqq aκ 3 spN ptqq ñ N p0, 1q, when t Ñ 8. (Hence, the above limit theorem also holds unconditionally.) Recall that Sptq " Φpω N ptq q`Aptq, and Aptq{ a sptq Ñ 0 in probability; thus, to prove Equation (8), it is enough to prove that, for all i P t2, 3u, (10)κ i spN ptqq " κ i sptq`o`asptq˘.
Let us first assume that µ " µ 1 ; in that case, κ i "κ i . By definition, we have that ř N ptq i"1 L iÀ ptq " t, and by the strong law of large numbers, ř N ptq i"1 L i {N ptq Ñ EL almost surely when t Ñ 8. Therefore, we have N ptq " tp1`op1qq{EL almost surely when t goes to infinity, implying that log α N ptq " log α t`Op1q, which in turn implies Equation (10). If µ " µ 2 , we need a more precise estimate for N ptq: since ř n i"1 L i´n EL " o`?n log n˘almost surely (for example by the law of the iterated logarithm), the bounds t´Aptq ď ř N ptq i"1 L i ď t imply that t´N ptqEL a N ptq log N ptq Ñ 0 almost surely as t Ñ 8 and thus
Hence we haveκ
Since t δ´1{2 " opt δ {2 q for all δ P p0, 1q and κ i "κ i {pELq δ , we see that Equation (10) holds. Thus, in both cases, using the fact that Sptq " Φpω N ptq q`Aptq, and since Aptq{ a sptq Ñ 0 in probability, we deduce that Equation (8) holds.
We now show that Theorem 1 follows from Equation (8). By Skorokhod's representation theorem, we can find a probability space on which there exists a standard Gaussian random variable Λ as well asSptq such thatSptq " Sptq in distribution for all t ě 0, such that Sptq " κ 2 sptq`Λ a κ 3 sptq`o`asptq˘, almost surely when t Ñ 8. Since, in our original probability space, Z is independent of S, on an extension of the probability space where pSptqq tě0 is defined, there exists a sequence pZptqq tě0 such thatZ is independent ofS,Zptq " Zptq for all t ě 0, and a random variable Γ with law γ such that pZptq´b t q{a t Ñ Γ almost surely. Therefore, almost surely when t Ñ 8, we havẽ y the (Scaling) hypothesis; this concludes the proof since Ω :" Λ a κ 3 {κ 2 " N p0, 2EL 3 {p3EL 2 qq, and sinceZpSptqq " Z`Sptq˘" Xptq in distribution for all t ě 0.
Proof of Theorem 3.
Using the notations of Subsection 3.1, we have, in distribution, Xptq " ZpSptqq. Since Z is independent of S, we get that, for all m P Z 
11)
Since Z is independent of S, and Sptq Ñ 8 almost surely when t Ñ 8, the fact that
implies that, almost surely when t Ñ 8,
We can therefore bound the first summand in the right hand side of (11) recall that φ is bounded by assumption. Since Ψptq Ñ 0 as t Ñ 8 and, since f " 1 by assumption, we see that a κ 2 sptq {a Sptq Ñ 1 by the (Scaling) assumption. Therefore
Let us now consider the second summand of Inequality (11). Like in the proof of Theorem 1, we place ourselves on a probability space where Equation (8) holds almost surely: for every t, Sptq "Sptq in distribution, and almost surely when t Ñ 8,
We apply the (Scaling) assumption, which gives
where ε t is Sptq-measurable and tends to zero almost surely when t Ñ 8, and Ω " Λ a κ 3 {κ 2 . Note that, by definition,
Hence, we get
where ε t is Sptq-measurable and tends to zero almost surely when t Ñ 8. by the dominated convergence theorem. Therefore, the last convergence to zero together with Equation (12) implies the claim by Equation (11).
Proof of Theorem 4. (a)
Let us first assume that Z is the lazy simple random walk on Z d started at 0, meaning that, at every time-step it stays at the state it is occupying with constant and positive probability. It is standard to consider the lazy version of the simple random walk in order to avoid parity problems. It is known (see, e.g. [Pól30] for the simple symmetric case) that, for all t P t1, 2, . . .u, there exists c ą 0 such that
when t Ñ 8.
Recall that, in distribution, Xptq " ZpSptqq for all t ě 1, and that t " σpS u : u ď tq; since Z and S are independent, we get that, for all t ě 1,
, almost surely as t Ñ 8, where we have used Equation (13). Note that ř t sptq´d {2 " 8 when µ " µ 1 or when µ " µ 2 and δd ď 2. By the cited extension of Borel-Cantelli, we get that Xptq " 0 infinitely often almost surely. By the same result, if µ " µ 2 and δd ą 2 then Xptq ‰ 0 from a given (random) index onwards, implying that the monkey walk is not recurrent.
The above argument can be generalized to conclude that, for any fixed η ą 0, the set tt ě 0 : }Xptq} ď ηu is almost surely finite when µ " µ 2 and δd ą 2. This holds because the local limit theorem for lazy random walks implies the existence of a constant c ą 0 such that, for all }x} ď η,
Hence, for all η ą 0, we have
, when t Ñ 8, implying that }Xptq} Ñ 8 almost surely as t Ñ 8.
(b) Let us now treat the case when Z " pZptqq tPr0,8q is the Brownian motion on R d . Fix η ą 0. We know that, for an appropriate c ą 0, Pp}Zptq} ď ηq " ct´d {2 . We can then reproduce the Borel-Cantelli argument (using times t " 1, 2, . . .) to show that Z is unbounded when µ " µ 1 or when µ " µ 2 and δd ď 2.
Proof of Theorem 2
We reason conditionally on L (and thus W ) and F . Let us denote by µ i the occupation measure of the i-th run: in other words, for all i ě 1, for all Borel set B Ď R d , we let
1 XpsqPB ds, where we recall that the sequence pT i q iě1 with T 0 " 0 is the sequence of relocation times: T n " L 1`¨¨¨`Ln for all n ě 1. Recall that we denote by Aptq the time from t back to the last relocation time, and by N ptq the number of runs before time t´Aptq. With these notations, we have
Note that R t pR d q " Aptq and, as discussed when proving Theorem 1, Aptq{t Ñ 0 in probability when t goes to infinity, implying that pt´Aptqq{t Ñ 1 in probability. It is therefore enough to prove that, in probability, are two independent copies of V t , and Ξ 1 and Ξ 2 two independent random variables distributed according to π 8 .
We refer the reader to Figure 6 for a visual aid to the rest of the proof and notations. Let us denote by ω t and ω 1 t taken independently and weight-proportionally at random in τ N ptq ; let κ t be the parent of ω t^ω Zp∆ptqq are two independent random Markov processes of semi-group P started at Zp∆ptqq, and ∆ptq "
Figure 6. This picture illustrates the reasoning of the proof of Theorem 2. In this particular example, the two trajectories leading to V are colored in red and blue respectively, and in purple when they coincide. Note that, in this example, they coincide for an amount of time equal to ∆ptq " F 1`F 1 3 ; when they split, they are both equal to ZpF 1`F 1 3 q, and then become independent. Starting from there, the red trajectory evolves for an amount of time equal to ∆ p1q ptq " F 3´F 1 3`F 7 , and the blue trajectory for an amount of time equal to ∆ p2q ptq " F 4`F6 . Note that, using the notations of the proof of Theorem 2, kptq " 3 (the number corresponding to the run during which the red and blue trajectories split).
where
is an independent copy of F " pF i q iě1 . We reason conditionally on (F and) F 1 , and let
we have, for all w 1 , w 2 P R,
where ∆ p1q
x ptq " Φpκ t q´x, and ∆ p2q
x ptq " Φpκ t q´x`F 1 kptq´F kptq . We have
P X , p t pw 1 , w 2 , xq ÑP´f pΩ 1 qΓ 1`g pΩ 1 q ě w 1 , f pΩ 2 qΓ 2`g pΩ 2 q ě w 2 , Θ " x(17)
where Ω 1 and Ω 2 are two independent variables of distribution N p0, κ 3 {κ 2 q. Almost surely when t Ñ 8, for all x P X , ∆ p1q x ptq Ñ 8, and ∆ p2q x ptq Ñ 8; this implies that, when t Ñ 8,
where Γ 1 and Γ 2 are two independent random variables of distribution γ. By ergodicity of the Markov process of semi-group P, Γ 1 and Γ 2 are independent of the starting point Zpxq of Z
where Λ 1 and Λ 2 are two independent standard Gaussian random variables. By Slutsky's lemma and Equation (10), Equation (19) becomes: conditionally on L and F , we have, in distribution when t Ñ 8,
where Λ 1 and Λ 2 are independent. Using Proposition 9 and Borel-Cantelli's lemma, we get that kptq converges in distribution to an almost surely finite integer K " maxti ě 1 : B i " B 1 i " 1u. Thus, conditionally on F and F 1 , we have that pF 1 kptq´F kptq q{ a sptq Ñ 0 in probability. Therefore, by Equation (20) and Slutzky's lemma, we get that, for all x P X ,
Therefore, Assumption (Scaling), Equations (18) and (21) imply Equation (17). We now aim to apply the general Lebesgue dominated convergence theorem (see, e.g. [Roy88] ): First, we see that p t pw 1 , w 2 , xq ď p t p0, 0, xq for all w 1 , w 2 ě 0. From Equation (16), we get that 1 " ř p t p0, 0, xq. The forthcoming Lemma 14 implies that Φpω t^ω 1 t q converges in distribution to Θ, an almost surely finite random variable. Thus, we have
Therefore, by dominated convergence, and since pΩ 1 , Ω 2 q is equal in distribution to`Λ 1 a κ 3 {κ 2 , Λ 2 a κ 3 {κ 2˘, we get
P´f pΩ 1 qΓ 1`g pΩ 1 q ě w 1 , f pΩ 2 qΓ 2`g pΩ 2 q ě w 2 ,Θ " x"
where we have used again thatΘ P X . We have thus proved Equation (15), which implies the claim.
Proof of Theorem 5
To prove Theorem 5, we proceed following the following steps, where the indices L, F , indicate that the expectation is taken conditionally on the sequences L and F :
(a) We first prove that, conditionally on L and F ,
this is done by applying Lindeberg's central limit theorem. (b) We then prove that, in probability when n Ñ 8,
This is done by using the fact that pL i q iě1 is a sequence of i.i.d. random variables with the adequate moment assumptions, where spnq is defined in Equation (4), andκ i in Theorem 5. (c) Together with (a), this implies that:
Proposition 10. Under the assumptions of Theorem 5, conditionally on pL, F q, pL, F q-almost surely Φpu n q´κ 2 spnq aκ 3 spnq ñ N p0, 1q, in distribution when n Ñ 8.
The rest of the proof of Theorem 5 is made by using the fact that the height of the last common ancestor of u n and v n converges almost surely to a finite random variable.
Preliminary lemmas.
Before proceeding with the proofs of Proposition 10 and Theorem 5, we need to prove the following preliminary lemmas:
Lemma 11. Under the hypotheses of Theorem 1 and with δ P r0, 1{2q for the memory kernel µ 2 , for all P t2, 3, . . .u, for all i P t0, 1 . . .u, we have
i`1 , and there exists a random integer I 0 and a constant c ą 0 such that, for all i ě I 0 ,ˇˇˇR
whereα " maxt1, αu.
Proof. Since δ P r0, 1{2q, then 1{p1´δq P r1, 2q. Then, the Borel-Cantelli lemma implies that L i {i 1´δ Ñ 0 almost surely. By the law of large numbers, we also get that L i {T 1´δ i and thus L i {T i both converge to 0 almost surely.
Note that
and, therefore,
We treat each memory kernel separately:
(1.1) We first assume that µ " µ 1 , implying that
Since L i`1 {T i Ñ 0 when i Ñ 8, then there exists a random integer I 0 such that, for all i ě I 0 , 0 ď L i`1 {T i ď 1. Let us first assume that α ą 1: We have, for all i ě I 0 , using that 0 ď u ď L i`1 in the integrand,
where c 1 " sup xPr0,1s`1 x p1´1 p1`xq q˘. There exists I 1 ą I 0 such that, for all i ě I 1 , log T i ě 1, implying in particular that L i`1 {pT i log T i q ď 1. Moreover, we have
where c 2 " sup r0,1s 1 x logp1`xq, c 3 " sup r0,1s 1 x pp1`c 2 xq α´1 q, and c 4 " sup r0,1s β x pp1`c 2 xq α´1 q. Finally, there exists I α ą I 1 such that, for all i ě I α , L i`1 plog T i q α´1 {T i ď 1, and therefore, we get that, for all i ě I α , q, and, in total, for all i ě I 1 ,
where c " c 3`c5`c3 c 5 , which concludes the proof.
(1.2) Similarly, if α ď 1, we have
where the constants in the O-terms can be chosen deterministically and independently of i ě I 1 (we do not give explicit values for the constants involved). Finally, we have
which concludes the proof if µ " µ 1 .
(2) If µ " µ 2 , we have
where c 6 " sup r0,1s
where c 7 " sup r0,1s q, which concludes the proof.
Lemma 12. For all a ą 0 and b P R, if EL 2a ă 8, then, almost surely when i Ñ 8,
and, for all ą 1,
Also, for all a ą 0 and P p0, 1 {2s, we have
Proof. We know that (e.g. by the law of the iterated logarithm), almost surely,
|T n´m n| ? n log n ă`8.
Therefore, almost surely when n Ñ 8,
where the constants in the O-terms can be chosen uniformly in i. We thus get
and, when n Ñ 8,
Thus, we have
Note that, since the L 1 i s are independent,
is a martingale, and, for all n ě 0,
VarpL a q log 2b pmiq pmiq 2 ă 8.
Therefore, M n converges almost surely to an almost surely finite random variable, implying that
By similar arguments, one can prove that, almost surely when n Ñ 8,
ErL i`1 s log b pmiq ? log i mi which, by Equation (24), implies that
as claimed. The second and third statements of Lemma 12 can be proved similarly.
Lemma 13. Fix a ě 1, and assume that EL 2pa`1q ă`8, then, conditionally on L, L-almost surely, we have
apELq 1´δ spnq`o`aspnq˘if µ " µ 2 , and,
We also recall that, for all i ě 1,
µ and S i "
We first consider the conditional expectation of the quantity of interest and then the conditional variance. In both cases, we treat the different memory kernels separately.
(1.1) If µ " µ 1 and β " 0. If we letα " maxtα, 1u, then Lemma 11 implies that, for all b P t1, 2u,
where we have used that S i " log α T i and W i " log α T i´l og α T i´1 . Note that, for all i large enough such that L i {T i´1 P r0, 1s, we have that
where c 1 " sup r0,1s 1 x logp1`xq. Therefore, we have
where c 2 " sup r0,1s 1 x p1´p1`xq´αq, and
Therefore, we get that
becauseα´2 ě´1, by definition. We also have (take b " 2 in Equation (25))
Using Lemma 12, we deduce that
" EL a aEL α log log n`Op1q,
recall that spnq " α log log n in this case (see Equation (4)).
(1.2) If µ " µ 1 and β ‰ 0 Lemma 11 implies that, for all b P t1, 2u,
where we have used that S i " e β log α T i and W i " e β log α T i´e β log α T i´1 . Note that, when i Ñ 8,
and thus e β log α T i´e β log
here the constants in the O-terms can be chosen deterministic and independent of i. Thus, we get
and
Applying Lemma 12, we thus get that
as claimed (recall that spnq " log α n in this case).
(2) If µ " µ 2 , then, Lemma 11 implies that, for all b P t1, 2u,
T i´1¯δ¯, implying that, for all i large enough such that L i {T i´1 P r0, 1s, we havé 
where the constants in the O-terms can be chosen independent of i. Therefore, we get
where we have used Lemma 12.
We have thus proved that, L-almost surely when n Ñ 8,
To conclude the proof, it is enough to control the asymptotic behavior of Var L`ř
(1.1) Let us first assume that µ " µ 1 and β " 0: we have
where the constant in the O-term can be chosen independent of i. Thus, using Lemma 12, we get that
since we have assumed that EL 2a`2 ă`8 (and also, b P t1, 2u). The cases (1.2) and (2) can be treated similarly, and we get that
Op1q if µ " µ 1 or µ " µ 2 and δ ă 1 {2 Oplog nq if µ " µ 2 and δ " 1 {2
,
Op1q, for all δ P p0, 1s, as claimed, which, by Markov's inequality, concludes the proof.
Proof of Proposition 10.
Recall that, given W (or, equivalently, L), p1 ν i ďun q iďn are independent Bernoulli random variables with respective parameters W i {S i , where S i " ř i j"1 W j (see Proposition 7). Also note that, by construction, the random variables p1 ν i ďun q iďn are independent of F ; therefore, we have
in probability when n Ñ 8, where we have applied Lemma 13 (which applies because EL 6 ă`8, by assumption); we recall that Figure 7 . A node ν (in red and marked by a circle) and its "left" and "right" subtrees, T n pνq and T r n pνq.
by Lemma 13 (which applies because EL 8 ă`8, by assumption); see Theorem 5 for the definition ofκ 3 . We can apply Lindeberg's central limit theorem to deduce Proposition 10.
5.3. Proof of Theorem 5. For every node ν "νi P T n (ν P T n , and i ě 1), we denote by T n pνq the subtree of T n rooted at ν, and by T r n pνq subtree of T n consisting ofν and all the subtrees rooted at right-siblingsνj (j ą i) of ν. We informally call T n pνq the "left" subtree of ν, and T r n pνq its "right" subtree (see Figure 7) .
Definition. Given two nodes u and v of T n , we denote their last common ancestor u^v. Two children of u^v are respective ancestors of u and v; the smallest in the lexicographic order is called the last common uncle of u and v, and denoted by u n ‹ v n . Proposition 14. Let W " pW i q iě1 be a sequence of i.i.d. random variables, and T n be the nnode W -wrrt. Let u n and v n be two nodes taken independently at random in T n with probability proportional to the weights: for all 1 ď i ď n, P W pu n " ν i q " P W pv n " ν i q " W i S n .
Then, conditionally on W , in distribution when n Ñ 8, we have u n^vn ñ κ, where κ is a (finite) random element of t1, 2, 3, . . .u˚.
The first step in proving Proposition 14 is to prove that |u n^vn | converges in distribution to an almost surely finite random variable:
Lemma 15. Under the assumptions of Theorem 5, assuming that δ P p0, 1 {2q if µ " µ 2 , we have that, asymptotically when n Ñ 8, (a) |u n^vn | ñ θ in distribution, where θ is almost surely finite, and (b) Φpu n^vn q ñ Θ in distribution, where Θ is almost surely finite.
Proof. We treat the proofs of (a) and (b) at once; to do so, we introduce the notationΦ to be understood asΦ " |¨| in the proof of (a) andΦ " Φ in the proof of (b).
Recall that we denote by ν 1 , . . . , ν n the nodes of the n-node W -wrrt in their order of addition in the tree. Also, for all i, ξpiq is the index of the parent of node ν i . We reason conditionally on L, and thus W , and recall that S n " ř n i"1 W i for all n ě 1.
Recall that, for all n ě 1, pT n , u n , v n q is equal in distribution to pT n ,ũ n ,ṽ n q (defined in Proposition 7). By the construction of pT n ,ũ n ,ṽ n q ně1 , we havê Φpũ n^ṽn q "1 Bn"B 1 n "1Φ pν n q`1 Bn"1‰B 1 nΦ pũ n´1^ṽn´1 q 1 Bn‰1"B 1 nΦ pũ n´1^ṽn´1 q`1 Bn,B 1 n ‰1Φ pũ n´1^ṽn´1 q "`1´1 Bn"B 1 n "1˘Φ pũ n´1^ṽn´1 q`1 Bn"B 1 n "1Φ pν n q. Thus, if we let K n :"Φpũ n^ṽn q for all integers n, we have, in distribution, (29)
K n " K n´1`1Bn"B 1 n "1`Φ pν n q´K n´1˘. Note that, for all i ě 1,
Lemma 13 (with a " 1) implies that, if µ " µ 1 or µ " µ 2 and δ P p0, 1 {2q, then, L-almost surely, we have
Therefore, by the Borel-Cantelli lemma, we can infer that, almost surely, Θ :" and that |ũ n^ṽn | ñ θ and Φpũ n^ṽn q ñ Θ when n goes to infinity. This implies the claim since pT n , u n , v n q is equal in distribution to pT n ,ũ n ,ṽ n q .
Note that Equation (30) is no longer true if µ " µ 2 and δ " 1 {2, which is why Proposition 10 holds for δ " 1 {2 while the joint convergence of Theorem 5 is open in that case (and maybe does not holds).
Proof of Proposition 14. Let us denote by k " kpνq the random integer such that ν is an internal node of T k but not of T k´1 . Let us denote by Wn pνq the sum of the weights of the internal nodes of T n descending from ν (including ν itself). Then, conditionally on kpνq ă`8, we have Wk pνq pνq " W kpνq , and, for all n ě kpνq, E L " Wn`1pνqˇˇF n ı " Wn pνq`Wn pνq S n W n`1 , because at time n`1, the weight of the subtree rooted at ν increases by W n`1 with probability Wn pνq{S n , and stays unchanged otherwise. Therefore, conditionally on kpνq ă`8 and on L, 
implying that, almost surely when n Ñ 8,
Conditionally on L (and thus W ), we have P L pu n ‹ v n " νq "
Wn pνq`Wn pνq´ř
Wn pνjqS 2 n , whereν is the parent of node ν, and lastpνq ě 1 the rank of ν among its siblings. Therefore, we have that, almost surely, for all ν P T n , P L pu n ‹ v n " νq ÑŴ˚pνq`Ŵ˚pνq´l astpνq ÿ j"1Ŵ˚pν jqȋ mplying that, conditionally on L, we have,
in distribution when n goes to infinity, where η is a random word of t1, 2, 3, . . .u˚. The result follows from the fact that u n^vn is the parent of u n ‹ v n ; we define κ as the parent of the random node η, it is almost surely finite by Lemma 15(a).
where we have used Equation (33). Thus, using Proposition 10, Equation (34) and Slutzky's lemma, we get that which concludes the proof since pT n , u n , v n q " pT n ,ũ n ,ṽ n q in distribution.
5.4. Sketch proof of Theorem 6. Following exactly the proof of Theorem 5, replacing Φpνq by Ψpνq " |ν|`1 "
one can prove that: If u n and v n be two nodes in the n-node wrrt, chosen independently at random with probability proportional to the weights, then, conditionally on L, asymptotically when n Ñ 8, where Λ 1 and Λ 2 are two independent standard Gaussian random variables. The result follows by applying the standard [MM17, Lemma 3.1] since the profile is the (random) distribution of |u n | and |v n | given T n .
