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AN EXPONENTIAL LOWER BOUND ON THE COMPLEXITY OF
REGULARIZATION PATHS
Bernd Ga¨rtner,∗Martin Jaggi,† and Cle´ment Maria‡
Abstract. For a variety of regularized optimization problems in machine learning, al-
gorithms computing the entire solution path have been developed recently. Most of these
methods are quadratic programs that are parameterized by a single parameter, as for ex-
ample the Support Vector Machine (SVM). Solution path algorithms do not only compute
the solution for one particular value of the regularization parameter but the entire path of
solutions, making the selection of an optimal parameter much easier.
It has been assumed that these piecewise linear solution paths have only linear
complexity, i.e. linearly many bends. We prove that for the support vector machine this
complexity can be exponential in the number of training points in the worst case. More
strongly, we construct a single instance of n input points in d dimensions for an SVM
such that at least Θ(2n/2) = Θ(2d) many distinct subsets of support vectors occur as the
regularization parameter changes.
1 Introduction
Regularization methods such as support vector machines (SVM) and related kernel methods
have become very successful standard tools in many optimization, classification and regres-
sion tasks in a variety of areas, for example signal processing, statistics, biology, computer
vision and computer graphics as well as data mining.
These regularization methods have in common that they are convex, usually quadratic,
optimization problems containing a special parameter in their objective function, called the
regularization parameter, representing the tradeoff between two optimization objectives. In
machine learning the two terms are usually the model complexity (regularization term) and
the accuracy on the training data (loss term), or in other words the tradeoff between a good
generalization performance and over-fitting.
Such parameterized quadratic programming problems have been studied extensively
in both optimization and machine learning, resulting in many algorithms that are able to
not only compute solutions at a single value of the parameter, but along the whole solution
path as the parameter varies. For many variants, it is known that the solution paths are
piecewise linear functions in the parameter, however, the complexity of these paths remained
unknown.
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Here we prove that the complexity of the solution path for SVMs, which are simple
instances of parameterized quadratic programs, is indeed exponential in the worst case. Fur-
thermore, our example shows that exponentially many distinct subsets of support vectors
of the optimal solution occur as the regularization parameter changes. Here the “exponen-
tially many” is valid both in terms of the number of input points and also in the dimension
of the space containing the points.
1.1 Parameterized Quadratic Programming
In this paper, we consider parameterized quadratic programs of the form
QP(µ) minimizex x
TQ(µ)x + c(µ)Tx
subject to A(µ)x ≥ b(µ)
x ≥ 0,
(1)
where we suppose that A : R → Rm×n, b : R → Rm and Q : R → Rn×n, c : R → Rn are
functions that describe how the objective function (given by Q and c) and the constraints
(given by A and b) vary with some real parameter µ. Here we assume that Q is always a
symmetric positive semi-definite matrix, as for example a Gram (or kernel) matrix.
Methods that fit exactly into the above form (1) include the C- and ν-SVM versions
with both `1- and `2-loss [8, 10], support vector regression [44], the Lasso for regression
and classification [45], the one-class SVM [43], multiple kernel learning with 2 kernels [18],
`1-regularized least squares [28], least angle regression (LARS) [12], and also the basis pur-
suit denoising problem in compressed sensing [13]. Parametric quadratic programs are not
limited to machine learning, but are also very important in control theory (e.g. model
predictive control, [14]), and also occur in geometry as for example polytope distance and
smallest enclosing ball of moving points [18], and also in many finance applications such as
mean-variance portfolio selection [34] as well as other instances of multi-variate optimiza-
tion.
The task of solving such a problem for all possible values of the parameter µ is called
parametric quadratic programming. What we want to compute is a solution path, an explicit
function x∗ : R → Rn that describes the solution as a function of the parameter µ. It is
well known that if c and b are linear functions in µ, and the matrices Q and A are fixed
(do not depend on µ), then the solution x∗ is piecewise linear in the parameter µ, see for
example [40].
We observe that the majority of the above mentioned applications of (1) are indeed
of the special form that only c and b depend linearly on µ, and therefore result in piecewise
linear solution paths. This in particular holds for the most prominent application in machine
learning, the `1-loss SVM, see e.g. [26, 42]. On the other hand the `2-loss SVM is probably
the easiest example where the matrix Q is parameterized, while c and b are fixed there [46,
Equation (13)].
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1.2 Complexity of Solution Paths
There are two interesting measures of complexity for the solution paths in the parameter µ
as defined above: First one can consider the number of pieces or bends in the solution
path. Here a bend is a parameter value µ at which the solution path “turns”, i.e. is not
differentiable. Alternatively, one is interested in the number of distinct subsets of support
vectors that appear as the parameter changes. Here a support vector corresponds to a
strictly non-zero coordinate of the solution to the dual of the quadratic program (1).
Based on empirical observations, [26] conjectured that the complexity of the solution
path of the two-class SVM, i.e., the number of bends and number of distinct support vectors,
is linear in the number of training points. This empirical conjecture was repeatedly stated
for related methods in [26, 24, 33, 3, 48, 42, 51, 50, 47, 36, 23].
Here we disprove the conjecture by showing that the complexity in the SVM case
can indeed be exponential in the number of training points. Our natural construction of
n = 2d + 2 many input points for the SVM program (1) in d-dimensional space has two
main interesting properties: First we have that all Θ(2d) = Θ(2n/2) subsets of size d of
support vectors do indeed occur as the (regularization) parameter µ changes. Furthermore,
the number of bends in the solution path is Θ(2d) = Θ(2n/2). Here the O-notation hides
just a constant of 14 or
1
8 respectively.
Our construction therefore proves exponential complexity of the solution paths to pa-
rameterized quadratic programs, even in the most simple case when only the linear part c(µ)
of the objective of a quadratic program (1) depends linearly on the parameter.
To avoid confusion: our construction does not just show that some particular algo-
rithm needs exponentially many steps to compute the solution path, but indeed shows that
any algorithm reporting the solution path will need exponential time, because the path in
our example is unique and has exponentially many bends. For a brief overview on existing
solution path algorithms see the following Section 1.3.
Conceptually, our construction is motivated by the fact that the standard SVM is
equivalent to the geometric problem of finding the closest distance between two polytopes.
In this geometric framework, we employ the Goldfarb cube, which originally served to prove
that the simplex algorithm for linear programming needs an exponential number of steps
under some pivot rule [20]. We will formally and algebraically define our instance of the
program (1), and we formally prove optimality of the constructed solutions by means of
the standard KKT conditions. This also implies that our construction could probably be
modified to give a lower bound complexity for other instances of parameterized quadratic
programs (1), not restricted to SVMs. Continuing this line of research, [32] has recently
constructed an example of exponential path complexity for Lasso regression, by using a
different (non-geometric) proof technique.
1.3 Solution Path Algorithms
Solution path algorithms and related homotopy methods have a long history, in particular
in the optimization community [40, 4, 41, 37] and in control theory (e.g. model predic-
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tive control, [14, 25]). In particular, algorithms to compute the entire solution path for
parameterized quadratic programs (1) were already proposed by [4, 41]; [35, Chapter 5]
and [15].
More recently these methods had an independent revival in machine learning, in
particular for computing exact solution paths in the context of support vector machines and
related problems [26, 42, 52, 15], and also regression techniques such as `1-regularized least
squares [38, 33, 32]. Similar methods were also applied by [12, 24, 30, 48, 3, 49, 31, 29, 47] to
special cases of quadratic programs, in particular cases where the solution path is piecewise
linear.
In machine learning, a solution path algorithm for the special case of the C-SVM
has been proposed by [26]. [12] gave such an algorithm for the Lasso, and later [31] and [29]
proposed solution path algorithms for ν-SVM and one-class SVM respectively. [30] do
the same for multi-class SVMs, and [48] for the Laplacian SVM. Also for the case of cost
asymmetric SVMs (where each point class has a separate regularization parameter), [3]
have computed the solution path by the same methods. Support vector regression (SVR) is
interesting as its underlying quadratic program depends on two parameters, a regularization
parameter (for which the solution path was tracked by [24, 49, 31]) and a tube-width
parameter (for which [47] obtained a solution path algorithm).
However, the above mentioned specialized methods have the disadvantages that
they are very specific to each individual problem, and they usually require the principal
minors of the matrix Q to be invertible, which is not always realistic when dealing with
large numerical data [26, Section 5.2]. Later [52] again pointed out that the SVM path
problem is indeed only a specific instance of our general parametric quadratic programming
problem (1), for which generic path optimization algorithms already exist, see e.g. [41, 35]
and [15]. Also, these methods are valid for arbitrary positive semi-definite matrices Q. The
issue of non-invertible sub-matrices was also addressed in [15, 36].
More recently, [18, 27, 19] have proposed to study approximate solution paths (with
some continuous guarantee, e.g. on the duality gap) instead of the exact solution paths of
such optimization problems.
1.4 Relation to Results in the Theory of Linear Programming
We would like to point out that Goldfarb’s original cube construction [20, 21] can already
be interpreted as an exponential lower bound on solution path complexity (not of support
vector machines, though).
In fact, in the theory of linear programming, it is the Gass-Saaty [16] or shadow
vertex [7] pivot rule under which the simplex method needs exponentially many steps on
the Goldfarb cube. This rule was originally conceived by Gass and Saaty to solve the
parametric linear programming problem in which the objective function depends linearly
on a real parameter λ, and the goal is to compute optimal solutions under all possible
parameter values [16].
Gass and Saaty have described a method to maintain an optimal solution as λ varies
from −∞ to∞, which is a solution path. Their method can in particular be used to compute
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an optimal solution to a non-parametric linear program, given some initial solution. This
is the setting of the shadow vertex pivot rule [7].
Goldfarb’s worst case result [20, 21] can then be rephrased as follows: there exists a
family of parametric linear programs which have exponentially (in the number of variables)
many different optimal solutions as the parameter λ varies between −∞ and 0.
Our contribution is to adapt this result to support vector machines, but there are
some obstacles to overcome. First, the nature of the parameterization (i.e. the regular-
ization) of the standard two-class SVM is quite different from Goldfarb’s parametric linear
programs. Secondly, while Goldfarb’s solution path is discontinuous (it jumps from one
optimal solution to the next), we need to provide a continuous path for the SVM with a
unique solution for every parameter value. Our approach is to dualize Goldfarb’s contruc-
tion, and carefully transform it into a standard regularized two-class SVM instance, such
that Goldfarb’s linear objective function turns into a quadratic one with similar geometry.
2 Support Vector Machines
The support vector machine (SVM) is a well studied standard tool for classification prob-
lems, and is among the most widely applied methods from machine learning. In this paper
we will discuss SVMs with a standard `1-loss term. The primal ν-SVM problem [10] is given
by the following parameterized quadratic program (the equivalent C-SVM is of very similar
form):
minimizew,ρ,b,ξ
1
2 ||w||2 − νρ+ 1n
∑n
i=1 ξi
subject to yi(w
Tpi + b) ≥ ρ− ξi
ξi ≥ 0 ∀i
ρ ≥ 0.
(2)
Here yi ∈ {±1} is the class label of data-point pi ∈ Rd and ν is the regularization parameter.
2.1 Geometric Interpretation of the Two-Class SVM
The dual of the ν-SVM, for µ := 2nν , is the following quadratic program, parameterized
by a real number µ. Observe that the regularization parameter has now moved from the
objective function to the constraints:
minimizeα
∑
i,j αiαjyiyjp
T
i pj
subject to
∑
i:yi=+1
αi = 1∑
i:yi=−1 αi = 1
0 ≤ αi ≤ µ
(3)
Given a solution to this problem, those vectors pi appearing with a non-zero coefficient αi
are called the support vectors. Formulation (3) is equivalent to the polytope distance prob-
lem between the reduced convex hulls of the two classes of data-points in Rd, or formally
minimizep,q ‖p− q‖2
subject to p ∈ convµ ({pi | yi = +1})
q ∈ convµ ({pi | yi = −1}) .
(4)
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where for any finite point set P ⊂ Rd, the reduced convex hull of P is defined as
convµ(P) :=
∑
p∈P
αpp
∣∣∣∣∣∣ 0 ≤ αp ≤ µ,
∑
p∈P
αp = 1
 ,
for a given real parameter µ, 1|P| ≤ µ ≤ 1. Note that convµ(P) ⊆ convµ′(P) ⊆ conv(P) for
µ ≤ µ′ ≤ 1.
This geometric interpretation for the ν-SVM formulation (2) was originally discov-
ered by [11]. Here we can also directly see the equivalence, if in the formulation (3), we
rewrite the objective function as∑
i,j
αiαjyiyjp
T
i pj =
∥∥∥∑
i
αiyipi
∥∥∥2 = ∥∥∥∑
i :
yi=1
αipi −
∑
j :
yj=−1
αjpj
∥∥∥2. (5)
Note that also the slightly more commonly used C-SVM variant is equivalent to
the exactly same geometric distance problem (4), as it was shown in [5]. The monotone
correspondence of the two regularization parameters — the C and the more geometric
parameter µ — was explained in more detail by [9]. Therefore, our following lower bound
constructions for the solution path complexity will hold for both the ν-SVM and the C-SVM
case. For more literature on the topic of reduced convex hulls and also their role in SVM
optimization we refer to [6, 22].
3 A First Example in Two Dimensions
As a first motivating example, we will construct two simple point classes in the plane for
a two-class SVM with `1-loss, such that the solution path in the regularization parameter
will have complexity at least 2(max(n+, n−) − 3), where n+ and n− are the sizes of the
two point classes. [26], who also observed that the SVM solution path is a piecewise linear
function in the regularization parameter, empirically suggested that the number of bends in
the solution path is roughly kmin(n+, n−), where k is some number in the range between 4
and 6.
For our construction, we align a large number n+ of points of the one class on a circle
segment, and align the other class of just two vertices below it, as depicted in Figure 1.
As µ decreases from 1 down to 12 , the “left” end of the optimal distance vector,
which is a multiple of the optimal w(µ), walks through nearly all of the boundary faces of
the blue class. More precisely, the number of bends in the path of the optimal w(µ), for
1 > µ > 12 , is at least twice the number of “inner” blue vertices, which is what we claimed
above.
The above argument is not a formal proof, but it gives the main idea that will guide
us in the high-dimensional construction. Going to higher dimensions will surprisingly not
only allow us to prove a path complexity lower bound that is linear in the number of input
points n = n+ + n−, but even exponential in n and also the dimension d of the space
containing the points.
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(µ = 0.8)
(µ = 0.81)
bends
w
w
µ = 1 µ = 0.8
µ = 0.6
µ = 0.5
Figure 1: Two dimensional example of an SVM path with at least max(n+, n−) many
bends. The green lines indicate the optimal solutions to the polytope distance problem (4),
or equivalently the SVM formulations (2) and (3), for the indicated parameter value of µ.
4 The High-Dimensional Case
The idea is to spice up the two-dimensional example: we will construct two classes of
n+ = 2d and n− = 2 points, respectively. The point sets will be in Rd, but the construction
ensures that for all relevant values of the parameter µ, the two points of optimal distance
are very close to the two-dimensional plane
S := {x ∈ Rd : x1 = . . . = xd−2 = 0}. (6)
The crucial feature of the construction is that the convex hull of the n+ points intersects S
in a convex polygon with 2d = 2n+/2 vertices and edges. Moreover, we “walk through”
a constant fraction of them while changing the parameter µ. We thus mimic the process
depicted in Figure 1, except that the number of relevant bends is now exponential in n+.
Our main technical tool is the well-known Goldfarb cube, a slightly deformed d-
dimensional cube with 2d facets and 2d vertices [2]. Its distinctive property is that all 2d
vertices are visible in the projection of the cube to S.
Taking the geometric dual of the Goldfarb cube (to be defined below), we obtain
a d-dimensional polytope with 2d vertices and 2d facets, all of which intersect our two-
dimensional plane S. The 2d vertices of the dual Goldfarb cube then form our first point
class, after applying a linear “stretching transform” that keeps our walk close to S.
4.1 Polytope Basics
Let us review some basic facts of polytope theory. For proofs, we refer to Ziegler’s standard
textbook [53].
Every polytope can be defined in two ways: either as the convex hull of a finite set
of points, or as the bounded solution set of finitely many linear inequalities. For a given
polytope P, an inequality aTx ≤ b is called face-defining if aTx ≤ b for all x ∈ P and
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aTx = b for some x ∈ P. The set F = {x ∈ P : aTx = b} is called the face of P defined by
the inequality. If P has the origin in its interior, it suffices to consider inequalities of the
form aTx ≤ 1. Faces of dimension 0 are vertices, and faces of dimension d − 1 are called
facets. If P is full-dimensional, every vertex is the intersection of d facets.
Every polytope is the convex hull of its vertices. More generally, every face F is
the convex hull of the vertices contained in F ; in particular F is itself a polytope. This is
implied by the following stronger property.
Lemma 1. Let P = conv(V) ⊆ Rd be a polytope with vertex set V, and let F be a face
of P. For every point p ∈ P and every convex combination
p =
∑
v∈V
αvv,
∑
v∈V
αv = 1, αv ≥ 0 ∀v ∈ V, (7)
the following two statements are equivalent.
(i) αv = 0 for all v /∈ F .
(ii) p ∈ F .
Proof. Let aTx ≤ b be some inequality that defines F . If (i) holds, then (7) yields
aTp =
∑
v∈V∩F
αv a
Tv︸︷︷︸
=b
= b,
hence p ∈ F . For the other direction, let p ∈ F . We get
b = aTp =
∑
v∈V
αv a
Tv︸︷︷︸
≤b
≤
∑
v∈V
αvb = b,
where the inequality uses αv ≥ 0 ∀v ∈ V. It follows that the inequality is actually an
equality, but this is possible only if αv = 0 whenever a
Tv < b⇔ v /∈ F .
4.2 The Goldfarb Cube
The d-dimensional Goldfarb cube is a slightly deformed variant of the cube [−1, 1]d ⊆ Rd.
More precisely, it is a polytope given as the solution set of the following 2d linear inequalities.
Definition 1. For fixed  and γ such that 0 < 4γ <  < 12 , the Goldfarb cube Gold is the
set of points x = (x1, . . . , xd)
T ∈ Rd satisfying the 2d linear inequalities
−z1 ≤ x1 ≤ z1 := 1,
−z2 ≤ x2 ≤ z2 := 1− − x1,
−zk ≤ xk ≤ zk := 1− + γ − (xk−1 − γxk−2), 3 ≤ k ≤ d.
(8)
We note that the “standard” Goldfarb cube as in [2] is defined differently but can be
obtained from our variant by translation and scaling: under the coordinate transformation
xk = 2x
′
k − 1, (8) is equivalent to Amenta & Ziegler’s Goldfarb cube inequalities [2]. The
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Goldfarb cube was originally constructed to get a linear program on which the simplex
algorithm with the shadow vertex pivot rule needs an exponential number of steps to find
the optimal solution [20].
In the following, we state some important properties of the Goldfarb cube; proofs
can be found in [2].
Gold is a full-dimensional polytope with 2d facets and the origin in its interior (this
actually holds for all  < 1). For each k = 1, . . . , d, the two inequalities −zk ≤ xk ≤ zk
of (8) define two disjoint “opposite” facets. A vertex is therefore the intersection of exactly
d facets, one from each pair of opposite facets. In fact, every such choice of d facets yields
a distinct vertex which means that there are 2d vertices that can be indexed by the set
{−1, 1}d. An index vector σ ∈ {−1, 1}d tells us for each pair −zk ≤ xk ≤ zk of inequalities
whether the left one is tight at the vertex (σk = −1), or the right one (σk = 1). We can
therefore easily compute the vertices.
Lemma 2. Let σ ∈ {−1, 1}d. The vector x = (x1, . . . , xd)T given by
x1 = σ1,
x2 = σ2(1− − x1),
xk = σk(1− + γ − (xk−1 − γxk−2)), k = 3, . . . , d,
(9)
is a vertex of Gold and will be denoted by vσ.
Corollary 3. Fix σ ∈ {−1, 1}d and consider the vertex vσ = (vσ,1, . . . , vσ,d)T . Then
sign(vσ,k) = σk, 1 ≤ k ≤ d.
Proof. Since all the vσ’s are distinct, (9) shows that we must in particular have vσ,k 6= vσ′,k
if σ′ differs from σ in the k-th coordinate only. Writing the expression for xk in (9) as
xk = ±zk, we thus get
−zk = min(vσ,k, vσ′,k) < max(vσ,k, vσ′,k) = zk,
showing that zk > 0. It follows that sign(vσ,k) = sign(σkzk) = sign(σk).
Now we are ready to state the crucial property of the Goldfarb cube (which is
invariant under translation and scaling, hence it applies to our as well as the “standard”
variant of the Goldfarb cube).
Theorem 4 (Theorem 4.4 in [2]). Let pi : Rd → R2 be the projection onto the last two
coordinates, i.e.
pi((x1, x2, . . . , xd−2, xd−1, xd)T ) = (xd−1, xd)T .
The projection pi(Gold) = {pi(x) : x ∈ Gold} is a convex polygon (two-dimensional polytope)
with 2d distinct vertices {pi(vσ) : σ ∈ {−1, 1}d}. In formulas, for every σ ∈ {−1, 1}d, there
exists an inequality aTx ≤ 1 such that a ∈ S (recall that S is the two-dimensional plane
defined in (6)) and
aTvσ = ad−1vσ,d−1 + advσ,d = 1,
aTx = ad−1xd−1 + adxd < 1, x ∈ Gold \ {vσ}.
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This precisely means that the inequality
ad−1x+ ady ≤ 1
defines the vertex pi(vσ) = (vσ,d−1, vσ,d)T of pi(Gold) = {(xd−1, xd)T : x ∈ Gold}.
The set pi(Gold) is the shadow of Gold under the projection pi, and the theorem
tells us that all Goldfarb cube vertices appear on the boundary of the shadow. “Usually”,
the shadow of a polytope is of much smaller complexity, since many vertices project to its
interior.
4.3 Geometric Duality
There is a natural bijective transformation D that maps points p = (p1, . . . , pd) to inequal-
ities strictly satisfied by 0:
D : (p1, p2, . . . , pd)T 7→ {x ∈ Rd : pTx ≤ 1}.
Using D, we can map every set P ⊆ Rd to its dual (sometimes also called the polar set)
P4 :=
⋂
p∈P
{x ∈ Rd : pTx ≤ 1}.
If P is a polytope with 0 ∈ int(P), given as the convex hull of a finite set of points V, then
it can be shown that
P4 =
⋂
v∈V
{x ∈ Rd : vTx ≤ 1}. (10)
This means, P4 is also a polytope, given as the solution set of finitely many linear inequal-
ities (boundedness follows from 0 ∈ int(P)).
This duality transform has two interesting properties that we need.
Proposition 1. Let P ⊆ Rd be a polytope containing the origin in its interior, and let P4
be its dual polytope.
(i) P = (P4)4, i.e. the dual of the dual is the original polytope.
(ii) If P has N vertices and M facets, then P4 has M vertices and N facets. More
precisely, v is a vertex of one of the polytopes if and only if the inequality vTx ≤ 1
defines a facet of the other.
As simple examples, we may consider the three-dimensional platonic solids. The
geometric dual of a tetrahedron is again a tetrahedron. A cube is dual to an octahedron,
and a dodecahedron is dual to an icosahedron. The geometric dual of the d-dimensional
unit cube is the cross-polytope, having 2d vertices and 2d facets. The dual of the Goldfarb
cube is therefore a perturbed version of the cross-polytope, see Figure 2.
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4.4 The Dual Goldfarb Cube
We are now able to follow up on our initial idea outlined in the beginning of Section 4. By
Proposition 1(ii), the dual Goldfarb cube Gol4d has 2d vertices and 2
d facets. Moreover, we
now easily see that all 2d facets intersect the two-dimensional plane S defined in (6). We
in fact already know points of S in each of these facets.
Corollary 5 (of Theorem 4). Let σ ∈ {−1, 1}d. For the point a =: pσ ∈ S as constructed
in Theorem 4, we have
pσ ∈ Gol4d ∩ S, (11)
pTσvσ = 1, (12)
pTσvτ < 1, τ 6= σ. (13)
This means that pσ is in the σ-facet of Gol
4
d defined by the inequality v
T
σx ≤ 1,
but not in any other facet.
Proof. Theorem 4 readily guarantees pσ ∈ S. Now we use the other two properties of pσ
from the theorem:
pTσvσ = 1,
pTσx < 1, x ∈ Gold \ {vσ}.
The first one is (12), and using the second one with x = vτ yields (13). Both properties
together show that
pσ ∈ Gol4d =
⋂
τ∈{−1,1}d
{x ∈ Rd : vTτ x ≤ 1},
where we are using (10) and Proposition 1(ii).
We will need the following fact about the polygon Gol4d ∩ S.
Lemma 6. Let x ∈ Gol4d ∩ S. Then xd−1 ≤ 1.
Proof. By applying the definition of the dual polytope for the choice of two particular
vertices vσ ∈ Gold of the Goldfarb cube as defined in (9), we have that for all x ∈ Gol4d ,
vT(−1,...,−1,1,−1)x = (−1, . . . ,−1, 1,−1 + 2)Tx ≤ 1,
vT(−1,...,−1,1,+1)x = (−1, . . . ,−1, 1,+1− 2)Tx ≤ 1.
Summing up both inequalities yields (−2, . . . ,−2, 2, 0)Tx ≤ 2, meaning that xd−1 ≤ 1 if
x ∈ S.
We will also need the vertices of the dual Goldfarb cube. By geometric duality, they
are in one-to-one correspondence with the facets of Gold. Both can be indexed by the set
{1, . . . , d} × {−1, 1} as follows:
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Definition 2. For (k, s) ∈ {1, . . . , d} × {−1, 1}, let w(k,s) ∈ Rd be the unique vector such
that for s = −1, the inequality −zk ≤ xk in (8) and for s = 1 the inequality xk ≤ zk assumes
the form
wT(k,s)x ≤ 1.
According to Proposition 1 (ii), the set
{w(k,s) : 1 ≤ k ≤ d, s ∈ {−1, 1}}
is exactly the set of the 2d vertices of the dual Goldfarb cube Gol4d .
w(3,−1)
w(3,1)
w(2,1)
w(2,−1)
w(1,−1)
w(1,1)
Figure 2: The dual of the Goldfarb cube in 3 dimensions is the perturbed cross-polytope
Gol43 . If we imagine the vertices w(2,1) and w(2,−1) lying just slightly behind the intersection
plane S, and the vertices w(3,1) and w(3,−1) just slightly in front of S, then the plane S
intersects all 23 = 8 triangular facets.
4.5 Stretching
Ideally, we would now like to use the vertices of the dual Goldfarb cube Gol4d as our first class
of n+ = 2d points, and make sure that the solution path “walks along” the exponentially
many facets that intersect the two-dimensional plane S according to Corollary 5. But for
that, we need the walk to stay close to S. To achieve this, we still need to “stretch”
Gol4d such that its facets are almost orthogonal to S. The stretching transform scales all
coordinates except the last two by some fixed number L (considered large).
Definition 3. For x = (x1, . . . , xd)
T ∈ Rd and L ≥ 0 a real number, we define
x(L) = (Lx1, . . . , Lxd−2, xd−1, xd).
For a set P ⊆ Rd,
P(L) := {x(L) : x ∈ P}
is the L-stretched version of P.
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The following is a straightforward consequence of this definition; we omit the proof.
Observation 1. Let P be a polytope and P(L) its L-stretched version, L ≥ 0.
(i) P ∩ S = P(L) ∩ S, where S is the two-dimensional plane defined in (6).
(ii) For L > 0, the inequality aTx ≤ 1 defines the face F of P if and only if the inequality
a(1/L)Tx ≤ 1 defines the face F(L) of P(L).
(iii) For L > 0, the point v is a vertex of P if and only if the point v(L) is a vertex of
P(L).
The idea behind the stretching transform is that for L large enough, the projection
of any given point q ∈ S onto Gol4d (L) is close to S. The following is the key lemma; `
assumes the role of 1/L.
Lemma 7. Let a ∈ Rd such that (ad−1, ad) 6= 0. Fix a point q ∈ S such that aTq > 1.
For a real number ` ≥ 0, let p(`) be the projection (formally defined in the proof below) of q
onto the equality a(`)Tx = 1. Then
lim
`→0
p(`) = p(0) ∈ S.
Proof. The projection p(`) can be defined through the equations
a(`)Tp(`) = 1, p(`) − q = t a(`) for some t. (14)
This is equivalent to
p(`) = C
a(`)
‖a(`)‖2 + q, with C := 1− a(`)
Tq = 1− aTq < 0. (15)
Now, since a(`) converges to a(0) and ‖a(`)‖2 converges to ‖a(0)‖2 6= 0, the claim follows;
p(0) ∈ S is a consequence of q,a(0) ∈ S and (15).
4.6 Many Optimal Pairs
Let us now fix a sufficiently large stretch factor L and its inverse ` = 1/L. The goal of
this section is to construct a line L ⊆ S, disjoint from Gol4d (L), such that for exponentially
many σ ∈ {−1, 1}d, we find a pair of points (p(`)σ ,qσ), p(`)σ ∈ Gol4d (L),qσ ∈ L, with the
following properties.
(i) p
(`)
σ is in the σ-facet of the stretched dual Goldfarb cube, and in no other facet; and
(ii) (p
(`)
σ ,qσ) is the unique pair of closest distance between the stretched dual Goldfarb
cube and the ray {x ∈ L : xd ≥ qσ,d}.
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Tx = 1
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p(￿)σ
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vσ(0)
Tx = 1
Gol￿d (L) ∩ S
Figure 3: Obtaining the two points p
(`)
σ and qσ by first “projecting” pσ onto the line L and
then back onto the σ-facet of the polytope Gol4d (L).
4.6.1 The Line
The first step is to define the line L. We choose
L := {(0, . . . , 0, 2, y)T : y ∈ R} ⊆ S. (16)
This line is disjoint from Gol4d (L) by Lemma 6.
4.6.2 The Point qσ
Let us now fix σ ∈ {−1, 1}d such that σd−1 = 1. According to Corollary 3, the Goldfarb
cube vertex vσ satisfies vσ,d−1 > 0.
We start with the point pσ ∈ Gol4d ∩ S constructed in Corollary 5. This point is
in the σ-facet of Gol4d defined by the inequality v
T
σx ≤ 1. We next find a point qσ ∈ L
such that pσ is the projection of qσ onto the “vertical” inequality vσ(0)
Tx ≤ 1. See also
Figure 3 for an illustration. According to (15), qσ must satisfy
pσ = C
vσ(0)
‖vσ(0)‖2 + qσ, C = 1− vσ(0)
Tqσ < 0. (17)
To get qσ, we thus simply define
qσ := pσ − C vσ(0)‖vσ(0)‖2 ∈ S, (18)
where C is chosen such that qσ,d−1 = 2. This is possible since vσ,d−1 6= 0. Premultiplying
with vσ(0)
T shows that
C = vσ(0)
Tpσ︸ ︷︷ ︸
=vTσ pσ=1
−vσ(0)Tqσ = 1− vσ(0)Tqσ,
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as required. Also, by using Lemma 6 and the defining equation (18), we obtain that C < 0,
as a consequence of
qσ,d−1 = 2 = pσ,d−1︸ ︷︷ ︸
≤1
−C vσ,d−1︸ ︷︷ ︸
>0
.
4.6.3 The Point p
(`)
σ
With qσ as previously defined, we now define p
(`)
σ by projecting qσ back onto the σ-facet
of our polytope, the stretched dual Goldfarb cube, see also Figure 3. Formally we set
p(`)σ := C
vσ(`)
‖vσ(`)‖2 + qσ, C := 1− vσ(`)
Tqσ = 1− vσ(0)Tqσ < 0. (19)
By (15), p
(`)
σ is now the projection of qσ onto the inequality vσ(`)
Tx ≤ 1 defining the
σ-facet of Gol4d (L).
4.6.4 Optimality of (p
(`)
σ ,qσ)
For the pair (p
(`)
σ ,qσ), items (i) and (ii) of the plan outlined in the beginning of Section 4.6
remain to be proved. We do this by the following main theorem, showing that the construc-
tion works for 1/4 of all choices of σ’s.
Theorem 8. For σ ∈ {−1, 1}d such that σd−1 = σd = 1, let qσ and p(`)σ be as defined
in (18) and (19). For sufficiently small ` := 1/L > 0, the following two statements hold.
(i) p
(`)
σ ∈ Gol4d (L); in particular,
vσ(`)
Tp(`)σ = 1,
vτ (`)
Tp(`)σ < 1, τ 6= σ.
(ii) The pair (x,x′) = (p(`)σ ,qσ) is the unique optimal solution of the optimization problem
minimizex,x′ ‖x− x′‖
subject to x ∈ Gol4d (L)
x′ ∈ L
x′d ≥ qσ,d.
(20)
Proof. We have
p(`)σ
T
vσ(`) = 1
by definition of p
(`)
σ , see (14). As a consequence of (13), the point pσ ∈ S satisfies
pTσvτ (0) = p
T
σvτ < 1, τ 6= σ. (21)
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Due to lim
`→0
p(`)σ = pσ (here we use p
(0)
σ = pσ, see the “Ansatz” (17), and Lemma 7), we also
have
lim
`→0
p(`)σ
T
vτ (`) = p
T
σvτ (0) < 1, (22)
hence p
(`)
σ
T
vτ (`) < 1 for sufficiently small `, and this proves part (i) of the theorem.
For the second part, we first observe that the problem (20) can be written as a
quadratic program, the problem of minimizing a convex quadratic function subject to lin-
ear (in)equality constraints. Indeed, after squaring the objective function, we obtain the
following equivalent program:
minimizex,x′ (x− x′)T (x− x′)
subject to vτ (`)
Tx ≤ 1, τ ∈ {−1, 1}d
x′i = 0, i = 1, . . . , d− 2
x′d−1 = 2
x′d ≥ qσ,d.
(23)
For quadratic programs, the Karush-Kuhn-Tucker optimality conditions [39] are necessary
and sufficient for the existence of an optimal solution. Here, these conditions assume the
following form: a feasible solution (x,x′) of (23) is optimal if and only if there exist real
numbers λτ ≥ 0, τ ∈ {−1, 1}d and a vector Λ ∈ Rd, Λd ≤ 0 such that
2(x− x′) +
∑
τ∈{−1,1}d
λτvτ (`) = 0 (24)
2(x′ − x) + Λ = 0 (25)
λτ (vτ (`)
Tx− 1) = 0, τ ∈ {−1, 1}d, (26)
Λd(x
′
d − qσ,d) = 0. (27)
This easily yields that (x,x′) = (p(`)σ ,qσ) is indeed an optimal pair. According to (19),
p
(`)
σ − qσ is a negative multiple of vσ(`), hence we may choose λσ > 0 and λτ = 0, τ 6= σ
such that (24) is satisfied. To satisfy (25), we simply set Λ = 2(p
(`)
σ −qσ) and observe that
indeed Λd ≤ 0 since Λd = pd− qσ,d is a negative multiple of vσ,d(`) = vσ,d > 0 by our choice
of σd = 1 and Corollary 3. The last two complementary slackness conditions (26) and (27)
are satisfied due to vσ(`)
Tp
(`)
σ = 1 and x′ = qσ.
It remains to show that (p
(`)
σ ,qσ) is the unique optimal pair. We actually prove a
stronger property: (p
(`)
σ ,qσ) is the unique optimal solution of the following relaxed problem,
obtained after dropping all inequalities vτ (`)
Tx ≤ 1 for τ 6= σ.
minimizex,x′ (x− x′)T (x− x′)
subject to vσ(`)
Tx ≤ 1
x′i = 0, i = 1, . . . , d− 2
x′d−1 = 2
x′d ≥ qσ,d.
(28)
First we prove that the relaxed problem has no other optimal solution of the form (p,qσ).
Due to vσ(`)
Tqσ > 1, see (19), we cannot have p = qσ. Then, the Karush-Kuhn-Tucker
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conditions
2(x− x′) + λσvσ(`)T = 0, λσ ≥ 0
2(x′ − x) + Λ = 0, Λd ≤ 0
λσ(vσ(`)
Tx− 1) = 0
Λd(x
′
d − qσ,d) = 0
for the relaxed problem require p − qσ to be a strictly negative multiple of vσ(`). Com-
plementary slackness in turn implies vσ(`)
Tp = 1, and according to (19), this already
determines p = p
(`)
σ , see the definition of projection (14). To rule out an optimal solution
(p,q) with q 6= qσ, we observe that qd > qσ,d implies Λd = 0 in the Karush-Kuhn-Tucker
conditions by complementary slackness. This in turn yields pd = qd and hence λσ = 0
because vσ,d(`) > 0. But then p = q which cannot be a solution because of
vσ(`)
Tq = vσ,d−12 + vσ,d︸︷︷︸
>0
qd ≥ vσ,d−12 + vσ,dqσ,d = vσ(`)Tqσ > 1.
We still need to show that we have actually obtained “many different optimal pairs”.
But his is easy now.
Corollary 9. All points p
(`)
σ considered in Theorem 8 are pairwise distinct, and so are all
the points qσ.
Proof. Pairwise distinctness of the p
(`)
σ immediately follows from statetment (i) of Theo-
rem 8. If we assume that qσ = qσ′ for σ 6= σ′, then (p(`)σ ,qσ) and (p(`)σ′ ,qσ′) are distinct
optimal pairs for (20) which contradicts statement (ii) of Theorem 8.
4.6.5 Constructing Support Vectors
As we have outlined in the introductory Section 2.1, it is standard that any solution to an
SVM-like optimization problem can be expressed in two ways: either as an explicit vector
solving the primal SVM problem (2) or the distance version (4), or secondly as a convex
combination of the input points, if we consider the corresponding dual problem, which in
our case is (3). The input points appearing with non-zero coefficient in such a convex
combination are called the support vectors.
For polytope distance problems, these two representations are even easier to see and
convert into each other, as a point is in a polytope if and only if it is a convex combination
of the vertices of the polytope, see also the polytope basics in Section 4.1.
We will now show that when using the stretched dual Goldfarb cube Gol4d (L) as
one point class of a polytope distance problem, then the support vectors of the point p
(`)
σ
as constructed in Section 4.6.3 are precisely the d vertices w(k,σk)(L) of Gol
4
d (L). This
means that for every chosen σ ∈ {−1, 1}d, we will get a different set of support vectors
for p
(`)
σ . The following general lemma lets us express a point p ∈ Gol4d (L) as a unique
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convex combination of its support vectors. Due to Theorem 8, this lemma will in particular
apply to our solution points p
(`)
σ .
Lemma 10. Let σ ∈ {−1, 1}d, and p ∈ Gol4d (L) such that
vσ(`)
Tp = 1,
vτ (`)
Tp < 1, τ 6= σ,
where ` = 1/L. Then we can write p as a convex combination of exactly d vertices, namely
p =
d∑
k=1
α(k,σk)w(k,σk)(L),
d∑
k=1
α(k,σk) = 1, α(k,σk) > 0 ∀k. (29)
Moreover, this convex combination is unique among all convex combinations of the 2d ver-
tices w(k,s)(L), for k ∈ {1, . . . , d} and s ∈ {−1, 1}.
Proof. Gol4d (L) is the convex hull of its 2d many vertices w(k,s)(L), see Section 4.1, Defini-
tion 2 and Observation 1. This means that p can be written as some convex combination
of the form
p =
∑
(k,s)
α(k,s)w(k,s)(L),
∑
(k,s)
α(k,s) = 1, α(k,s) ≥ 0 ∀(k, s), (30)
where k ∈ {1, . . . , d} and s ∈ {−1, 1}. Now Lemma 1 implies that all vertices w(k,s)(L) not
on the σ-facet — the ones for which
vσ(`)
Tw(k,s)(L) = v
T
σw(k,s) < 1
must have coefficient α(k,s) = 0. By Definition 2, the inequalities w
T
(k,s)x ≤ 1 define the
Goldfarb cube, and we know from Section 4.2 that the vertex vσ is on exactly the d facets
defined by the inequalities wT(k,σk)x ≤ 1. Hence vTσw(k,−σk) < 1, and α(k,−σk) = 0 ∀k follows.
This means our convex combination is actually of the desired form (29)
This also yields uniqueness of the α(k,s): we know from (9) that the system of the d
equations
wT(k,σk)x = 1, for 1 ≤ k ≤ d
uniquely determines vσ, hence the w(k,σk) and then also the w(k,σk)(L) are linearly indepen-
dent. Therefore it follows that the convex combination (30) must be unique (as we already
know that all the d coefficients α(k,−σk) must be zero anyway).
It remains to show that α(k,σk) > 0 ∀k. For this we suppose now that α(k,σk) = 0 for
some k. We obtain σ′ from σ by negating the k-th coordinate. We now have α(k,−σ′k) = 0
for all k, and by applying the direction (i)⇒(ii) of Lemma 1 with F the σ′-facet of Gol4d (L),
we see that vσ′(`)
Tp = 1, a contradiction to our assumptions on p. So α(k,σk) > 0 ∀k.
Journal of Computational Geometry jocg.org
A consequence of Lemma 10 that we now see is that not only p
(`)
σ ∈ conv(P), but
also p
(`)
σ ∈ convµ(P) for µ sufficiently close to 1. In the following, this will help us to
show that our constructed pairs of points are also optimal for a distance problem between
suitable reduced convex hulls.
Definition 4. For σ ∈ {−1, 1}d, consider the unique positive coefficients α(k,σk) obtained
from Lemma 10 for the point p
(`)
σ , and define
µ(`)σ :=
d
max
k=1
α(k,σk) < 1.
(If d ≥ 2 positive coefficients sum up to 1, their maximum must be smaller than 1).
4.7 The Solution Path
Let us summarize our findings so far: we have shown that there are exponentially many
distinct pairs (p
(`)
σ ,qσ), each of them being the unique pair of shortest distance between the
stretched dual Goldfarb cube and the ray {x ∈ L : xd ≥ qσ,d}, as shown by our optimality
Theorem 8.
We still need to show that for suitable point classes, all these pairs arise as solutions
to the SVM distance problem (4), for varying values of the parameter µ.
The first class of the SVM input points is given by the n+ = 2d vertices of the
stretched dual Goldfarb cube Gol4d (L), as constructed in the previous Sections, or formally
P+ := {w(k,s)(L) ∣∣ k ∈ {1, . . . , d}, s ∈ {−1, 1}} , (31)
so that conv(P+) = Gol4d (L). The second class of input points will be defined following
the same idea as in the first two-dimensional example given in Section 3: We define it as
just n− = 2 suitable points on the line L:
P− := {uleft,uright}, (32)
with
uleft := (0, . . . , 0, 2, uleft,d)
T , uright := (0, . . . , 0, 2, uright,d)
T . (33)
where suitable constants uleft,d < uright,d will be fixed in the next section. The set P+ ∪P−
consisting of n = n+ + n− = 2d+ 2 many input points is our constructed SVM instance.
Using these two point classes, we will now prove that as the regularization parame-
ter µ changes, all our exponentially many constructed pairs (p
(`)
σ ,qσ) will indeed occur as
optimal solutions on the solution path of the SVM problem (4), and therefore also on the
solution path of the corresponding dual SVM (3).
Furthermore, we will also prove that we encounter exponentially many different sets
of support vectors (in the first point class) while the parameter µ varies, by using the results
of the previous section.
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4.7.1 Bringing in the Regularization Parameter
In this section we will prove that for any chosen σ with σd−1 = σd = 1, our constructed
pair of solution points (p
(`)
σ ,qσ) will be the unique optimal solution to the SVM distance
problem (4) for some value of the parameter µ.
So far, we have constructed support vectors w.r.t. the full convex hull of the first
point class P+. In the dual SVM formulation (3) and the distance problem (4), this corre-
sponds to the case µ = 1 or in other words that the convex hulls are not reduced. In this
small section we will prove that our constructed solutions and their corresponding support
vectors of the first point class are actually valid for all µ sufficiently close to 1, or formally
that p
(`)
σ ∈ convµ(P+) for some µ < 1. This will enable us to transfer the optimality of our
constructed pairs of solution points (p
(`)
σ ,qσ), as given by Theorem 8, also to the distance
problem (4), each pair being optimal for some unique value of the parameter µ.
Definition 5. Let µ ∈ R be the largest coefficient when writing all the p(`)σ as their unique
convex combination according to the “support vector” Lemma 10. Formally,
µ := max
{
1
2
, max
σ:σd−1=σd=1
µ(`)σ
}
< 1, (34)
see also Definition 4. Moreover, let qmin, qmax ∈ R be the smallest and largest “horizontal
position” (or in other words last coordinate) of any of our constructed points qσ, or formally
qmin := min
σ:σd−1=σd=1
qσ,d , qmax := max
σ:σd−1=σd=1
qσ,d. (35)
Note that 12 ≤ µ < 1 follows as the maximum is taken over 2d/4 many values which
are all strictly smaller than 1. Also, it must hold that
−∞ < qmin < qmax <∞. (36)
Here boundedness follows because also this minimum/maximum is over exactly 2d/4 many
finite values, recall the definition of qσ in (18) and the fact that ‖vσ(0)‖2 > 0 ∀σ (that
follows from Corollary 3, applied with k = d − 1, d). Finally as the points qσ are distinct,
as explained in Corollary 9, we know that qmin < qmax.
Having computed µ and the pair qmin, qmax, we can now formally define the position
of our two points uleft,uright of the second point class. We choose their last coordinates as
uleft,d := qmin , uright,d := qmin +
qmax − qmin
1− µ . (37)
The idea is that for this choice of the second class, and for a suitable value of µ (de-
pending on the point q) , the polytope convµ(P−) will be exactly the first part of the
ray {x ∈ L |xd ≥ qd} ⊆ L, as illustrated in Figure 4 and formally proved in the following
lemma.
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uleft uright
qmaxqmin q 
convµ(P )
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convµ(q )(P )
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Figure 4: The second point class P− = {uleft,uright}, arranged on the line L. The re-
duced convex hulls are indicated for the three values µ ≤ µ(qσ) ≤ 1 of the regularization
parameter µ.
Lemma 11. Let q be any point on the line L satisfying qmin ≤ qd ≤ qmax, and define
µ(q) := 1− (qd − qmin)(1− µ)
qmax − qmin . (38)
Then µ(q) ≥ µ, and the reduced convex hull of P− is exactly equal to the following
non-empty line segment of L:
convµ(q)(P−) = [q,uleft + uright − q] ⊆ {x ∈ L |xd ≥ qd} .
Proof. For arbitrary two points P− = {uleft,uright}, it is easy to see that the reduced
convex hull for any reduction factor 1 ≥ µ ≥ 12 is given by the line segment [µuleft + (1 −
µ)uright, µuright + (1 − µ)uleft]. In our case, as uleft,uright ∈ L, we are only interested in
the d-th coordinate, and the calculation is slightly simplified if we write λ := 1−µqmax−qmin . We
calculate the d-th coordinate of the left endpoint of the interval as
µ(q)uleft,d + (1− µ(q))uright,d = (1− (qd − qmin)λ)qmin + (qd − qmin)λ
(
qmin +
1
λ
)
= qd,
and the right endpoint as
µ(q)uright,d + (1− µ(q))uleft,d = (1− (qd − qmin)λ)
(
qmin +
1
λ
)
+ (qd − qmin)λ qmin
= qmin +
1
λ
+ qmin − qd = uright,d + uleft,d − qd.
This proves our claim that
convµ(q)(P−) = [q,uleft + uright − q] ⊆ {x ∈ L |xd ≥ qd} ,
where inclusion in the line L is clear as all points are part of L. However it remains to
show that this interval is non-empty and lies on the right-hand side of q, or formally that
uright,d+uleft,d−qd ≥ qd. Equivalently, the length of the interval is uright,d+uleft,d−qd−qd =
qmax−qmin
1−µ − 2(qd − qmin) ≥ 0. Here the non-negativity follows from 1 > µ ≥ 12 , so 11−µ ≥ 2,
and qd ≤ qmax by the definition of qmax.
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4.7.2 All Subsets of Support Vectors Do Appear Along the Path
Note that for any σ ∈ {−1, 1}d such that σd−1 = σd = 1, we have now computed a distinct
regularization value µ(qσ). We can now state the final theorem that for this parameter
value, the same optimal solutions as in the optimality Theorem 8 are also optimal for the
SVM distance problem (4), meaning that they realize the shortest distance between the two
reduced convex hulls convµ(qσ)(P+) and convµ(qσ)(P−):
Theorem 12. For every σ ∈ {−1, 1}d such that σd−1 = σd = 1, let qσ and p(`)σ be as defined
in (18) and (19). Then for sufficiently small ` := 1/L > 0, the following two statements
hold.
(i) The pair (p
(`)
σ ,qσ) is the unique optimal solution of the SVM optimization problem (4),
which is
minimizep,q ‖p− q‖2
subject to p ∈ convµ(qσ) (P+)
q ∈ convµ(qσ) (P−) .
(39)
(ii) When considering the optimal solution to the dual SVM problem (3) for the regu-
larization parameter value µ(qσ), the support vectors corresponding to the first point
class P+ are uniquely determined, and given by the d vectors{
w(k,σk)(L)
∣∣ k ∈ {1, . . . , d}} ,
which is a different set for every single one of the 2d/4 many possible σ.
Proof. (i) By definition of the parameter µ(qσ), we have that
p
(`)
σ ∈ convµ(qσ)(P+) ⊆ conv(P+) = Gol4d (L)
and from the previous Lemma 11 we know that
qσ ∈ convµ(qσ)(P−) = [qσ,uright − qσ] ⊆ {x ∈ L |xd ≥ qσ,d} .
In other words the two feasible sets convµ(qσ)(P+), convµ(qσ)(P−) of the problem (39)
are subsets of the feasible sets of the “artificial” distance problem (20), and the objective
functions are the same. Also, we see that our pair of points (p
(`)
σ ,qσ) is feasible for both (20),
but also the more restricted problem (39). Therefore (p
(`)
σ ,qσ) must be also optimal for the
reduced hull problem (39), as Theorem 8 tells us that it is already optimal for (20).
For (ii), we apply the “support vector” Lemma 10 for p
(`)
σ to get uniqueness. Opti-
mality for (3) follows from the first part which showed that p
(`)
σ is optimal for the equivalent
primal problem (39).
We have therefore established that exponentially many subsets of exactly d support
vectors out of 2d many input points occur as the regularization parameter µ changes be-
tween 1 and µ. The exact number of distinct sets is 2
d
4 when d is the dimension of the space
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holding the input points, or 2
n/2
8 if we express this complexity in the number of input points
n = n+ + n− = 2d+ 2.
This also yields the same exponential lower bound for the number of bends in the
solution path for µ ∈ [µ, 1], due to the following:
Lemma 13. Let p
(`)
σ and p
(`)
σ′ with σ 6= σ′ be two points on the solution path (restricted to
the first point class). Then the path has a bend between p
(`)
σ and p
(`)
σ′ .
Proof. Suppose that the solution path includes the straight line segment connecting p
(`)
σ
and p
(`)
σ′ (which are different by Corollary 9). Let x be some point in the relative interior
of that line segment. Then it follows from Theorem 8(i) that
vτ (`)
Tx < 1
for all τ which means that x is not on the boundary of Gol4d (L), a contradiction to x being
on the solution path.
5 Experiments
We have implemented the above Goldfarb cube construction using exact arithmetic, and
could confirm the theoretical findings. We constructed the stretched dual of the Goldfarb
cube Gold using Polymake by [17]. Figure 5 shows the two dimensional intersection of the
dual Goldfarb cube Gol4d with the plane S.
1
2
5
7
8
16
157
158
246
251
253255
Figure 5: Example for d = 8: The perturbed cross-polytope Gol48 on 16 vertices intersected
with the two dimensional plane S has 256 vertices. Used command sequence in Polymake:
Goldfarb gfarb.poly 8 1/3 1/12; center gcenter.poly gfarb.poly; polarize
gpolar.poly gcenter.poly; intersection gint.poly gpolar.poly plane.poly;
polymake gint.poly.
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Having obtained the vertices {w(k,s) : 1 ≤ k ≤ d, s ∈ {−1, 1}} of the polytope Gol4d
directly from Polymake, we then used the exact (rational arithmetic) quadratic program-
ming solver of CGAL [1] to calculate the optimal distance vectors between the polytopes
convµ(P+) ⊆ Gol4d (L) and convµ(P−) for some discrete values of the parameter µ. Here
we just manually set the stretching factor as L := 20′000, and varied µ on a discrete grid
within [0.8, 1].
For d ≤ 8, in all cases we obtained strictly more than our lower bound of 2d4 = 142
n+
2
bends in the path. We only counted a bend when the set of support vectors strictly changed
when going from one discrete µ value to the next.
Note that it makes sense that the path complexity can be even higher than guaran-
teed by our lower bound from Theorem 12. This is because in our construction, we have only
considered the exponentially many original facets of the point class conv(P+), and none of
the additional reduced facets of the reduced convex hull convµ(P+) that occur when some
of the coordinates αp attain their upper bounds αp ≤ µ with equality, as the parameter µ
becomes smaller.
6 Conclusion
We have shown that the worst case complexity of the solution path for SVMs — as represent-
ing one type of parameterized quadratic programs — is exponential both in the number of
points n and the dimension d. The example also shows that exponentially many (both in n
and d) distinct subsets of support vectors of the optimal solution occur as the regularization
parameter changes.
We want to point out that our construction can also be interpreted as a general result
in the theory of parameterized quadratic programs. Ignoring the fact that we constructed
an SVM instance, we have shown that the idea of solving parameterized quadratic programs
by tracking the solution path leads to an exponential-time algorithm in the worst case.
Our result also implies that the complexity of the exact solution paths is quite
different from the complexity of a path of approximate solutions (of some prescribed ap-
proximation quality). For the SVM with `2-loss, [18, 27] have shown that the complexity
of such an approximate path is a constant depending only on the approximation quality.
It is thus independent of n and d, for all inputs, which is in very strong contrast to the
worst-case complexity of the exact path as we proved here.
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