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Abstract
In a previous paper [X. Hou, K.H. Leung, Q. Xiang, A generalization of an addition theorem of Kneser,
J. Number Theory 97 (2002) 1–9], the following result was established: let E ⊂ K be fields such that the
algebraic closure of E in K is separable over E. Let A,B be E-subspaces of K such that 0 < dimE A < ∞
and 0 < dimE B < ∞. Then dimE AB  dimE A + dimE B − dimE H(AB), where AB is the E-space
generated by {ab : a ∈ A, b ∈ B} and H(AB) = {x ∈ K : xAB ⊂ AB}. The separability assumption was
essential in the proof of this result. However, even without the separability assumption, no counterexample
is known. The present paper shows that no counterexample can be found if dimE A  5.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In 1953, Kneser [5] proved the following theorem about the cardinality of a sum set of two
finite subsets in an abelian group.
Theorem 1.1 (Kneser). Let G be an abelian group, written multiplicatively, and let A,B be
nonempty finite subsets of G. Then
|AB|  |A| + |B| − |H(AB)|,
where AB = {ab : a ∈ A, b ∈ B} and H(AB) = {g ∈ G : gAB = AB} is the stabilizer of AB.
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A proof of Theorem 1.1 can be found in [6, chapter 4]. Kneser’s theorem has many applications
in additive number theory, cf. [6, chapter 4]. The Cauchy–Davenport theorem [1,2] discovered
earlier is a special case of Kneser’s theorem with G = Z/pZ for a prime p.
In a recent paper [4] by Hou et al., the following analogue of Kneser’s theorem for vector
spaces was proved.
Theorem 1.2 [4]. Let E ⊂ K be fields such that the algebraic closure of E in K is separable over
E. Let A,B be E-subspaces of K such that 0 < dimE A < ∞ and 0 < dimE B < ∞. Then
dimE AB  dimE A + dimE B − dimE H(AB),
where AB is the E-space generated by {ab : a ∈ A, b ∈ B} and H(AB) = {x ∈ K : xAB ⊂
AB} is the stabilizer of AB in K.
Interestingly, the initial motivation of Theorem 1.2 was not Kneser’s theorem. In fact, Theorem
1.2 grew out of a solution to a problem concerning finite fields and difference sets, see [3,4] for
details. Theorem 1.2 is more a generalization than an analogue of Kneser’s theorem since it implies
Kneser’s theorem, see [4].
At issue in the present paper is the assumption that the algebraic closure of E in K is separable
over E. This assumption was crucial in the proof of [4], as we will see in the next section. Yet,
without the separability assumption, no counterexample of Theorem 1.2 is known. We conjecture
that Theorem 1.2 remains true without the separability assumption.
Conjecture 1.3. Let E ⊂ K be fields and let A,B be E-subspaces of K such that 0 < dimE A <
∞, 0 < dimE B < ∞. Then
dimE AB  dimE A + dimE B − dimE H(AB).
In this paper, we show that the conjecture is true for dimE A  5. The approach here is
considerably different from that of [4]. The proof is quite simple in the case dimE A  4, but
becomes complicated in the case dimE A = 5. It remains to be seen whether the method here can
be generalized to settle the conjecture completely.
In Section 2, we briefly review the proof of Theorem 1.2 in [4] and illustrate the role of
the separability assumption in that proof. In Section 3, we collect a few preparatory lemmas.
The proofs of the conjecture for dimE A  4 and for dimE A = 5 are given in Sections 4 and 5
respectively.
Conjecture 1.3 can be stated in the following equivalent form:
Conjecture 1.4. Let E ⊂ K be infinite fields and let A,B be E-subspaces of K such that 0 <
dimE A < ∞, 0 < dimE B < ∞ and H(AB) = E. Then
dimE AB  dimE A + dimE B − 1.
To see that Conjecture 1.4 implies Conjecture 1.3, observe that in Conjecture 1.3
(i) if |E| < ∞, Conjecture 1.3 is implied by Theorem 1.2;
(ii) we can replace E by E′ = H(AB), A by A′ = E′A and B by B ′ = E′B.
For the rest of the paper, dim means dimE ; 〈X〉 means the E-space spanned by X.
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2. A brief review of the proof of Theorem 1.2
The main purpose of this section is to illustrate the role of the separability assumption in the
proof of Theorem 1.2. For certain technical details, see [4].
To prove Theorem 1.2, we may make the following assumptions without loss of generality.
(i) 1 ∈ A.
(ii) H(AB) = E.
(iii) |E| = ∞.
To have (i), we choose 0 /= a ∈ A and replace A by a−1A. To have (ii), we replace E by
E′ = H(AB), A by A′ = E′A and B by B ′ = E′B. To have (iii), we replace E by E((t)), the field
of formal Laurent series in t overE,K byK((t)),AbyA′ = A ⊗E E((t)) andB ′ = B ⊗E E((t)).
Let dim B = n. We can choose an infinite subset X ⊂ B such that every set of n distinct
elements of X forms an E-basis of B. Let 1, . . . , n be an E-basis of B. X = {1 + α2 + · · · +
αn−1n : α ∈ E} will do.
Let E(AB) be the subfield of K generated by E ∪ AB and let F be the algebraic closure of
E in E(AB). It can be shown that [F : E] < ∞. By the separability assumption, F is separable
over E.
For each x ∈ X, construct two sequences of E-subspaces Axi , Bxi , i = 0, 1, . . ., of K . The
construction is inductive and uses the Dyson transform. LetAx0 = A,Bx0 = B,Ax1 = Ax0 ∩ Bx0 x−1,
Bx1 = Bx0 + Ax0x. Suppose Axi , Bxi have been constructed. If Axi Bxi ⊂ Bxi , the construction stops.
Otherwise, choose y ∈ Bxi such that Axi y ⊂ Bxi and define Axi+1 = Axi ∩ Bxi y−1, Bxi+1 = Bxi +
Axi y. Note that dim A
x
i + dim Bxi = dim A + dim B for all i and that
AB = Ax0Bx0 ⊃ Ax1Bx1 ⊃ · · ·
B = Bx0 ⊂ Bx1  Bx2  · · ·
Since Bxi ⊂ Axi Bxi , there exists i(x)  1 such that
Axi(x)B
x
i(x) = Bxi(x). (2.1)
If Axi(x) = E for some x ∈ X, we are done since
dim AB  dim Bxi(x) = dim A + dim B − dim Axi(x) = dim A + dim B − 1.
The remaining case is that Axi(x) /= E for all x ∈ X. The separability of F over E enables us
to eliminate this case. Let Ex be the subfield of K generated by Axi(x). Then Ex  E. Eq. (2.1)
implies that
ExB
x
i(x) = Bxi(x)
and that Ex ⊂ F . Since there are only finitely many intermediate fields between E and F , by the
pigeonhole principle, there are distinct x1, . . . , xn ∈ X such that
Ex1 = · · · = Exn.
Denote this common field by E′. Then
E′
(
B
x1
i(x1)
+ · · · + Bxni(xn)
)
= Bx1i(x1) + · · · + B
xn
i(xn)
. (2.2)
By the construction ofBxi ,Axj ⊂ B
xj
1 ⊂ B
xj
i(xj )
⊂ AB for all 1  j  n. Sincex1, . . . , xn form an
E-basis of B, Bx1i(x1) + · · · + B
xn
i(xn)
= AB. Thus by (2.2), E′ ⊂ H(AB), which is a contradiction.
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In fact, the above proof gives the following slightly stronger version of Theorem 1.2.
Theorem 2.1. Let E ⊂ K be fields and let A,B be E-subspaces of K such that 0 < dim A < ∞
and 0 < dim B < ∞. Let K ′ be the subfield of K generated by E and {xy−1 : x, y ∈ A, y /= 0}
and let E′ be the algebraic closure of E in K ′. Then [E′ : E] < ∞. If E′/E is a simple extension,
then
dim AB  dim A + dim B − dim H(AB).
3. A few lemmas
For the proof of Conjecture 1.4 with dim A  5, we need a few lemmas.
Lemma 3.1. Let E ⊂ F be fields with [F : E] < ∞ and let S be the separable closure of E in
F. Then F is a simple extension over E if and only if F is a simple extension over S.
Proof. We only have to prove the “if” part.
Let P be the field of elements in F which are purely inseparable over E. LetA be the set of
all fields between E and P andB the set of all fields between S and F . Then |B| < ∞ since F/S
is a simple extension. Define
φ : A −→ B
L −→ SL ,
where SL is the compositum of S and L. Since (SL) ∩ P is both separable and purely inseparable
over L, we have (SL) ∩ P = L. Thus φ is one-to-one. Hence |A|  |B| < ∞.
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We prove that there are only finitely many fields between E and F . To do so, we use induction
on [F : E]. When [F : E] = 1, the claim is obviously true. Now assume [F : E] > 1. Let L be
an arbitrary field between E and F .
Case 1. L is purely inseparable over E. Then L ∈A. The number of such L is |A| < ∞.
Case 2. L is not purely inseparable over E. Let E′ be the separable closure of E in L. Then
E  E′ ⊂ S and E′ ⊂ L ⊂ F . Since S/E is separable, there are only finitely many such E′.
For each such E′, note that [F : E′] < [F : E] and that S is also the separable closure of E′
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in F . By the induction hypothesis, F/E′ is a simple extension, hence there are only finitely many
possibilities for L with each E′. Therefore, the total number of fields L is case 2 is also finite. 
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Corollary 3.2. Let E ⊂ F be fields such that [F : E] = pq where p and q are distinct primes.
Then F/E is a simple extension.
Proof. We may assume that charE = p. Then the inseparable degree of F over E is 1 or p, hence
F/S is a simple extension where S is the separable closure of E in F . By Lemma 3.1, F/E is a
simple extension. 
Lemma 3.3. Let E ⊂ K be fields and B an n-dimensional subspace of K over E. Let 0 /= u ∈ K
and let dim(B + uB) = n + k. Let B ′ be the largest u-invariant subspace of B. Then there exist
δ1, . . . , δk ∈ B and integers s1, . . . , sk  0 such that
B = B ′ ⊕ 〈uiδj : 1  j  k, 0  i  sj 〉,
B + uB = B ′ ⊕ 〈uiδj : 1  j  k, 0  i  sj + 1〉,
where uiδj , 1  j  k, 0  i  sj + 1, are linearly independent over E.
Proof. Let Bi = B ∩ uB ∩ · · · ∩ uiB, i  0, and consider the filtration
B = B0 ⊃ B1 ⊃ · · ·
Let di = dim(Bi/Bi+1), i  0. Then d0 = k. Note that for all i  0,
di+1 = dim B ∩ uBi
B ∩ uBi+1  dim
uBi
uBi+1
= dim(Bi/Bi+1) = di.
Since dim B < ∞, we have
B = B0  B1  · · ·  Bm−1  Bm = Bm+1 = · · ·
Clearly, Bm is the largest u-invariant subspace of B, i.e., Bm = B ′.
We construct subsets Xi ⊂ Bi , 0  i  m − 1 such that
(i) |Xi | = di − di+1;
(ii) the image of⋃m−1t=i u−t+iXt in Bi/Bi+1 forms a basis of Bi/Bi+1.
The construction is by induction. First choose Xm−1 ⊂ Bm−1 such that |Xm−1| = dm−1 and the
image of Xm−1 forms a basis of Bm−1/Bm. Assume that Xm−1, Xm−2, . . . , Xi+1 have been
chosen. We claim that the images of
X.-d. Hou / Linear Algebra and its Applications 426 (2007) 214–227 219
u−t+i, i + 1  t  m − 1,  ∈ Xt (3.1)
are linearly independent inBi/Bi+1. Otherwise, there exist at, ∈ E (i + 1  t  m − 1,  ∈ Xt )
which are not all 0 such that∑
i+1tm−1
∈Xt
at,u
−t+i ∈ Bi+1.
Hence ∑
i+1tm−1
∈Xt
at,u
−t+(i+1) ∈ uBi+1.
Obviously, u−t+(i+1) ∈ B for all i + 1  t  m − 1 and  ∈ Xt , hence∑
i+1tm−1
∈Xt
at,u
−t+(i+1) ∈ B.
Thus ∑
i+1tm−1
∈Xt
at,u
−t+(i+1) ∈ B ∩ uBi+1 = Bi+2.
This is a contradiction to (ii) with i + 1 in place of i.
The number of elements in (3.1) is
m−1∑
t=i+1
|Xt | =
m−1∑
t=i+1
(dt − dt+1) = di+1.
Thus we can choose Xi ⊂ Bi such that |Xi | = di − di+1 and the image of
Xi ∪
⎡
⎣ m−1⋃
t=i+1
u−t+iXt
⎤
⎦ = m−1⋃
t=i
u−t+iXt
forms a basis of Bi/Bi+1. Therefore, the inductive construction of Xm−1, Xm−2, . . . , X0 is com-
plete.
By (ii), the image of
m−1⋃
i=0
m−1⋃
t=i
u−t+iXt =
m−1⋃
t=0
t⋃
i=0
u−iXt (3.2)
forms a basis of B0/Bm = B/B ′. Since
m−1∑
i=0
m−1∑
t=i
|Xt | =
m−1∑
i=0
di = dim(B0/Bm),
all unions in (3.2) are disjoint. Since∑m−1i=0 |Xt | = d0 = k, we can write
m−1⋃
t=0
Xt = {1, . . . , k}
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and
m−1⋃
t=0
t⋃
i=0
u−iXt = {u−ij : 1  j  k, 0  i  sj },
where sj is the integer such that j ∈ Xsj . Let δj = u−sj j , 1  j  k. Then
uiδj , 1  j  k, 0  i  sj ,
are linearly independent over E and
B = B ′ ⊕ 〈uiδj : 1  j  k, 0  i  sj 〉.
It follows that
B + uB = B ′ + 〈uiδj : 1  j  k, 0  i  sj + 1〉. (3.3)
Since dim(B + uB) = dim B + k, the sum in (3.3) is direct and uiδj , 1  j  k, 0  i  sj + 1,
are linearly independent over E. 
Lemma 3.4
(i) If A,B are a counterexample of Conjecture 1.4, then for every b ∈ B, B + Ab /= AB.
(ii) Assume that A,B are a counterexample of Conjecture 1.4 with dim A minimum. Then for
every b ∈ B with Ab ⊂ B,
(A ∩ Bb−1)(B + Ab) /= AB. (3.4)
If, in addition, 1 ∈ A and dim(B + Ab) = dim AB − 1, then
(A ∩ Bb−1)(B + Ab) = B + Ab. (3.5)
Proof. (i) Assume to the contrary that B + Ab = AB. Since
(A ∩ Bb−1)AB = (A ∩ Bb−1)(B + Ab) ⊂ AB,
we have A ∩ Bb−1 ⊂ H(AB). However, dim(A ∩ Bb−1) = dim A + dim B − dim(B + Ab) =
dim A + dim B − dim AB > 1, which is a contradiction.
(ii) Assume to the contrary of (3.4) that (A ∩ Bb−1)(B + Ab) = AB. Then A1 = A ∩ Bb−1,
B1 = B + Ab are a counterexample of Conjecture 1.4 with dim A1 < dim A.
To see (3.5), note that
B + Ab ⊂ (A ∩ Bb−1)(B + Ab)  AB.
Since dim(B + Ab) = dim AB − 1, we have (A ∩ Bb−1)(B + Ab) = B + Ab. 
4. Proof of Conjecture 1.4 with dimA 4
We assume that 1 ∈ A. Since H(A) ⊂ H(AB) and H(B) ⊂ H(AB), it follows that H(A) =
H(B) = E.
Let dim B = n. If dim A = 1, no proof is needed. If dim A = 2, since A ⊂ H(B), we have
AB  B. Thus dim AB  n + 1.
Let dim A = 3. Assume to the contrary that dim AB  n + 1. Chooseb ∈ B such thatAb ⊂ B.
By Lemma 3.4(i), B  B + Ab  AB. Hence dim AB  n + 2, which is a contradiction.
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Now let dim A = 4. Assume to the contrary that dim AB  n + 2. Then for each u ∈ A \ E,
dim(B + uB) = n + 1 or n + 2 since B  B + uB ⊂ AB.
Case 1. There exists u ∈ A \ E such that dim(B + uB) = n + 1. By Lemma 3.3, there exist
δ ∈ B and integer s  0 such that
B = B ′ ⊕ 〈uiδ : 0  i  s〉, (4.1)
B + uB = B ′ ⊕ 〈uiδ : 0  i  s + 1〉, (4.2)
where B ′ is the largest u-invariant subspace of B and uiδ, 0  i  s + 1, are linearly independent
over E. By Lemma 3.4(i), dim(B + A(usδ))  dim AB − 1  n + 1. Note that A(usδ) ⊂ B
since uusδ /∈ B. Hence dim(B + A(usδ)) = n + 1 and dim AB = n + 2. By Lemma 3.4(ii),
(A ∩ B(usδ)−1)(B + A(usδ)) = B + A(usδ). (4.3)
Since dim(B + A(usδ)) = n + 1 = dim B + 1, we have dim(A ∩ B(usδ)−1) = dim A − 1 =
3. Note that u /∈ B(usδ)−1 since us+1δ /∈ B. Thus
A = A ∩ B(usδ)−1 + 〈u〉. (4.4)
It follows that
AB = (A ∩ B(usδ)−1 + 〈u〉)B (by (4.4))
= (A ∩ B(usδ)−1)B + uB
⊂ B + A(usδ) (by (4.3) and (4.2))
which is a contradiction.
Case 2. For all u ∈ A \ E, dim(B + uB) = n + 2, i.e., B + uB = AB. Choose b ∈ B such that
Ab ⊂ B. By Lemma 3.4(i), dim(B + Ab) = n + 1, and by Lemma 3.5(ii),
(A ∩ Bb−1)(B + Ab) = B + Ab. (4.5)
Since dim(A ∩ Bb−1) = n + 4 − dim(B + Ab) = 3, there exists u ∈ A ∩ Bb−1 \ E. By (4.5),
B + Ab ⊃ 〈1, u〉(B + Ab) ⊃ B + uB = AB,
which is a contradiction.
5. Proof of Conjecture 1.4 with dimA = 5
Lemma 5.1. Assume that A,B are a counterexample of Conjecture 1.4 with dim A = 5, dim B =
nand 1 ∈ A.Assume thatb ∈ B andu ∈ A ∩ Bb−1 such that dim(B + Ab) = n + 2 and dim(B+
uB)  n + 2. Then
B + uB = B + Ab.
Moreover, [E(u) : E] = 3 and
A ∩ Bb−1 = E(u) = 〈1, u, u2〉.
Proof. By Lemma 3.4(i), n + 2 = dim(B + Ab) < dim AB  n + 3. Hence dim AB = n + 3
and, by Lemma 3.4(ii),
(A ∩ Bb−1)(B + Ab) = B + Ab. (5.1)
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Since u ∈ A ∩ Bb−1, we have
B + uB ⊂ (A ∩ Bb−1)B ⊂ (A ∩ Bb−1)(B + Ab) = B + Ab.
Since dim(B + uB)  dim(B + Ab), we must have
B + uB = B + Ab. (5.2)
Note that dim(A ∩ Bb−1) = n + 5 − dim(B + Ab) = 3. Write A ∩ Bb−1 = 〈1, u, v〉. Combin-
ing (5.1) and (5.2), we have
〈1, u, v〉(B + uB) = B + uB. (5.3)
Since dim(B + uB) = dim(B + Ab) = n + 2, by Lemma 3.3, there exist δ1, δ2 ∈ B and inte-
gers s1  0, s2  0 such that
B = B ′ ⊕ 〈1, u, . . . , us1〉δ1 ⊕ 〈1, u, . . . , us2〉δ2, (5.4)
B + uB = B ′ ⊕ 〈1, u, . . . , us1+1〉δ1 ⊕ 〈1, u, . . . , us2+1〉δ2, (5.5)
where B ′ is the largest u-invariant subspace of B and δi, uδi, . . . , usi+1δi , i = 1, 2, are linearly
independent over E.
By (5.3), B + uB is an E(u)-space. Thus [E(u) : E] < ∞.
We claim that A〈δ1, δ2〉 ⊂ B + uB. Otherwise, we have
A(B + uB) ⊂ A(B ′ + E(u)〈δ1, δ2〉) (by (5.5))
= AB ′ + E(u)A〈δ1, δ2〉
⊂ AB + E(u)(B + uB)
= AB + B + uB
⊂ AB.
This implies that uAB ⊂ AB, which is a contradiction.
Without loss of generality, assume thatAδ1 ⊂ B + uB. Since dim(B + uB + Aδ1) > dim(B +
uB) = n + 2, we must have
B + uB + Aδ1 = AB. (5.6)
We claim that v ∈ E(u). By (5.3) and (5.5), we have
vδ1 ∈ B + uB ⊂ B ′ + E(u)〈δ1, δ2〉.
Hence
vδ1 ≡ f (u)δ1 + g(u)δ2 (mod B ′)
for some f, g ∈ E[x]. Thus
(v − f (u))δ1 ≡ g(u)δ2 (mod B ′).
If g(u) = 0, (v − f (u))δ1 ≡ 0 (mod B ′). Then
(v − f (u))AB = (v − f (u))(B + uB + Aδ1) (by (5.6))
= (v − f (u))(B + uB) + A(v − f (u))δ1
⊂ AB (by (5.3)).
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Thus v − f (u) ∈ H(AB) = E, hence v ∈ E(u). If g(u) /= 0, we have
1
g(u)
(v − f (u))δ1 ≡ δ2 (mod B ′).
It follows that
1
g(u)
(v − f (u))AB = 1
g(u)
(v − f (u))(B + uB + Aδ1)
= 1
g(u)
(v − f (u))(B + uB) + A 1
g(u)
(v − f (u))δ1
⊂ B + uB + A(δ2 + B ′)
⊂ AB.
Thus 1
g(u)
(v − f (u)) ∈ E and we also have v ∈ E(u).
We claim that [E(u) : E] = 3. Otherwise, [E(u) : E] > 3, hence dim〈1, u, u2, u3〉 = 4.
Choose a ∈ A such that aB ⊂ B + uB and let A′ = 〈1, u, u2, u3, a〉. Since
B + uB  〈1, u, a〉B ⊂ A′B ⊂ AB,
we must have A′B = AB. Since a /∈ 〈1, u, u2, u3〉, dim A′ = 5. For each 0 /= x ∈ B, construct
two sequences of E-spaces Axi , B
x
i , i = 0, 1, . . . , of K as in Section 2: Let Ax0 = A′, Bx0 =
B, Ax1 = Ax0 + Bx0 x−1, Bx1 = Bx0 + Ax0x. Suppose Axi , Bxi have been constructed. If Axi Bxi ⊂
Bxi , the construction stops. Otherwise, choose y ∈ Bxi such that Axi y ⊂ Bxi and define Axi+1 =
Axi ∩ Bxi y−1, Bxi+1 = Bxi + Axi y. Then dim Axi + dim Bxi = n + 5 for all i and A′B = Ax0Bx0 ⊃
Ax1B
x
1 ⊃ · · ·, B = Bx0 ⊂ Bx1  Bx2  · · ·, Bxi ⊂ Axi Bxi . Hence there exists i(x)  1 such that
Axi(x)B
x
i(x) = Bxi(x). (5.7)
We claim that dim Bxi(x)  n + 2. Otherwise, Axi(x)Bxi(x) = Bxi(x) = A′B. Then Axi(x), Bxi(x) are a
counterexample of Conjecture 1.4 with dim Axi(x) = n + 5 − dim Bxi(x)  2, which is impossible.
Therefore, dim Axi(x)  3. SinceAxi(x) and 〈1, u, u2, u3〉 are subspaces of a 5-dimensionalE-space
A′, we have
dim Axi(x) ∩ 〈1, u, u2, u3〉  2.
Thus Axi(x) ∩ 〈1, u, u2, u3〉 generates a field Ex such that E  Ex ⊂ E(u). By (5.7),
ExB
x
i(x) = Bxi(x). (5.8)
Choose an infinite subset X ⊂ B such that every set of n distinct elements of X forms an E-basis
of B (cf. Section 2, paragraph 4). Since there are only finitely many fields between E and E(u),
there exist x1, . . . , xn ∈ B such that
Ex1 = · · · = Exn.
Denote this common field by E′. Then by (5.8),
E′
(
B
x1
i(x1)
+ · · · + Bxni(xn)
)
= Bx1i(x1) + · · · + B
xn
i(xn)
. (5.9)
Since A′xj ⊂ Bxj1 ⊂ B
xj
i(xj )
⊂ A′B and since x1, . . . , xn form an E-basis of B, Bx1i(x1) + · · · +
B
xn
i(xn)
= A′B. Thus, by (5.9),E  E′ ⊂ H(A′B), which is a contradiction. Hence we have proved
that [E(u) : E] = 3.
Since v ∈ E(u) and [E(u) : E] = 3, it is clear that A ∩ Bb−1 = 〈1, u, u2〉 = E(u). 
224 X.-d. Hou / Linear Algebra and its Applications 426 (2007) 214–227
Lemma 5.2. Assume that A,B are a counterexample of Conjecture 1.4 with dim A = 5, dim B =
nand 1 ∈ A. Ifb ∈ B such that dim(B + Ab) = n + 2, then for allu ∈ (A ∩ Bb−1) \ E,dim(B+
uB) = n + 1.
Proof. Assume to the contrary that there exists u ∈ (A ∩ Bb−1) \ E such that dim(B + uB) >
n + 1. By Lemma 5.1, B + uB = B + Ab, [E(u) : E] = 3 and A ∩ Bb−1 = E(u) = 〈1, u, u2〉.
For each w ∈ A such that wB ⊂ B + uB, we claim that dim(B + wB) > n + 1. Assume to
the contrary that there exists w ∈ A such that wB ⊂ B + uB and dim(B + wB) = n + 1. By
Lemma 3.3, there exist δ ∈ B and integer s  0 such that
B = B ′ ⊕ 〈1, w, . . . , ws〉δ, (5.10)
B + wB = B ′ ⊕ 〈1, w, . . . , ws+1〉δ, (5.11)
where B ′ is the largest w-invariant subspace of B and δ,wδ, . . . , ws+1δ are linearly independent
over E. We have B  B + A(wsδ) since wwsδ /∈ B. By Lemma 3.4(i), B + A(wsδ)  AB.
Thus dim(B + A(wsδ)) = n + 1 or n + 2, hence dim(A ∩ B(wsδ)−1) = 4 or 3. Note that w /∈
B(wsδ)−1 since ws+1δ /∈ B. Thus dim(A ∩ B(wsδ)−1 + 〈w〉)  4, hence
dim[(A ∩ B(wsδ)−1 + 〈w〉) ∩ 〈1, u, u2〉]  2.
Without loss of generality, we may assume that u ∈ A ∩ B(wsδ)−1 + 〈w〉. Then
uB ⊂ (A ∩ B(wsδ)−1 + 〈w〉)B
= (A ∩ B(wsδ)−1)B + 〈w〉B
⊂ (A ∩ B(wsδ)−1)(B + A(wsδ)) (by (5.10))
= A1B1,
where A1 = A ∩ B(wsδ)−1, B1 = B + A(wsδ). It follows that B + uB ⊂ A1B1. We have
dim A1B1  n + 2 since otherwise, A1B1 = AB and A1, B1 would be a counterexample of
Conjecture 1.4 with dim A1  4. Therefore, B + uB = A1B1. By (5.11), we have
wB ⊂ B1 ⊂ A1B1 = B + uB,
which is a contradiction. Thus we have proved that dim(B + wB) > n + 1 for all w ∈ A with
wB ⊂ B + uB.
We claim that there exists w ∈ A such that wB ⊂ B + uB and dim(B + wB) = n + 3. As-
sume to the contrary that
dim(B + wB) = n + 2 for all w ∈ A with wB ⊂ B + uB. (5.12)
We claim that dim(B ∩ uB ∩ u2B) < n − 2. Otherwise, dim(B ∩ uB ∩ u2B)  n − 2 =
dim(B ∩ uB), hence B ∩ uB ∩ u2B = B ∩ uB. It follows that B ∩ uB is the largest u-invariant
subspace of B. Since both B ∩ uB and B + uB are E(u)-spaces and since [E(u) : E] = 3,
we have n − 2 = dim(B ∩ uB) ≡ 0 (mod 3) and n + 2 = dim(B + uB) ≡ 0 (mod 3), which is
impossible.
Now dim(B ∩ w−1B) = n − 2 > dim(B ∩ uB ∩ u2B)  dim⋂0 /=a∈A a−1B. It follows that
B ∩ w−1B ⊂⋂0 /=a∈A a−1B. Choose c ∈ B ∩ w−1B such that c /∈⋂0 /=a∈A a−1B. Then w ∈
A ∩ Bc−1 and Ac ⊂ B. By Lemma 3.4(i), dim(B + Ac)  n + 2, hence dim(A ∩ Bc−1)  3.
We claim that dim(A ∩ Bc−1) = 3. Otherwise, dim(A ∩ Bc−1)  4, hence dim[(A ∩ Bc−1) ∩
〈1, u, u2〉]  2. Without loss of generality, we may assume that u ∈ A ∩ Bc−1. Since u,w ∈
A ∩ Bc−1, we have
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B + uB + wB ⊂ (A ∩ Bc−1)(B + Ac).
Since wB ⊂ B + uB, we have B + uB + wB = AB. Thus
(A ∩ Bc−1)(B + Ac) = AB,
where dim(A ∩ Bc−1)  4 since Ac ⊂ B. Hence A2 = A ∩ Bc−1, B2 = B + Ac are a counter-
example of Conjecture 1.4 with dim A2  4, which is impossible.
Observe that w and c have the following properties: w ∈ A ∩ Bc−1, dim(B + Ac) = n + 2
(since dim(A ∩ Bc−1) = 3), dim(B + wB) = n + 2. By Lemma 5.1,
A ∩ Bc−1 = 〈1, w,w2〉 = E(w). (5.13)
By the argument in the last paragraph, dim[(A ∩ Bc−1) ∩ 〈1, u, u2〉] = 1. Therefore A = 〈1, u,
u2, w,w2〉. We have [E(u,w) : E(u)] = 2 or 3, i.e., [E(u,w) : E] = 6 or 9. If [E(u,w) : E] =
6, by Corollary 3.2, E(u,w) is a simple extension over E. By Theorem 2.1, A,B cannot be a coun-
terexample to Conjecture 1.4. If [E(u,w) : E] = 9, we may assume that charE /= 2. (Otherwise,
E(u,w) is separable over E.) Let z = u + w. Since wB ⊂ B + uB, we have zB ⊂ B + uB. By
assumption (5.12), dim(B + zB) = n + 2. Apply (5.13) with z in place of w, we see that there
exists d ∈ B such that A ∩ Bd−1 = 〈1, z, z2〉 = E(z). In particular,
u2 + w2 + 2uw = z2 ∈ A = 〈1, u, u2, w,w2〉.
If follows that uw ∈ 〈1, u, u2, w,w2〉. This is impossible since [E(u,w) : E] = 9.
Therefore, we have proved that there exists w ∈ A such that wB ⊂ B + uB and dim(B +
wB) = n + 3. Note that dim(B ∩ wB) = n − 3 and B + wB = AB.
Since both B + uB and B ′ are E(u)-spaces, from (5.5), we have
0 ≡ dim(B + uB) (mod 3)
= dim B ′ + s1 + s2 + 4
≡ s1 + s2 + 1 (mod 3).
Since δi, uδi, . . . , usi+1δi , i = 1, 2, are linearly independent over E, we have si + 1  [E(u) :
E] − 1 = 2. Thus s1 = s2 = 1. By (5.4) and (5.5),
B ∩ uB = B ′ ⊕ 〈uδ1〉 ⊕ 〈uδ2〉.
It follows that uB ∩ u2B = B ′ ⊕ 〈u2δ1〉 ⊕ 〈u2δ2〉 and that B ∩ uB ∩ u2B = (B ∩ uB) ∩
(uB ∩ u2B) = B ′. Thus
dim(B ∩ uB ∩ u2B) = dim B ′ = n − 4.
Since dim(B ∩ w−1B) = n − 3 > dim(B ∩ uB ∩ u2B)  dim⋂0 /=a∈A a−1B, we have B ∩
w−1B ⊂⋂0 /=a∈A a−1B. Choose e ∈ B ∩ w−1B such that e /∈⋂0 /=a∈A a−1B. Then w ∈ A ∩
Be−1 and Ae ⊂ B. We have
AB = B + wB ⊂ B + (A ∩ Be−1)(B + Ae) = (A ∩ Be−1)(B + Ae),
where dim(A ∩ Be−1)  4 since Ae ⊂ B. Then A3 = A ∩ Be−1, B3 = B + Ae are a counter-
example of Conjecture 1.4 with dim A2  4, which is impossible.
Therefore, the proof of Lemma 5.2 is complete. 
Proof of Conjecture 1.4 with dim A = 5. Assume 1 ∈ A and let dim B = n. Assume to the con-
trary that dim AB  n + 3.
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We claim that there exists b ∈ B such that dim(B + Ab) = n + 2. Assume to the contrary that
for every b ∈ B, dim(B + Ab) /= n + 2. By Lemma 3.4(i), dim(B + Ab)  n + 1 for all b ∈ B.
Since dim AB  n + 3, we can choose b1, b2, b3 ∈ B such that
AB = B + Ab1 + Ab2 + Ab3. (5.14)
Note that for 1  i  3, dim(A ∩ Bb−1i )  dim A − 1 since dim(B + Abi)  dim B + 1. Thus
dim
3⋂
i=1
(A ∩ Bb−1i )  dim A − 3 = 2.
However, by (5.14),[ 3⋂
i=1
(A ∩ Bb−1i )
]
(AB) =
[ 3⋂
i=1
(A ∩ Bb−1i )
]
(B + Ab1 + Ab2 + Ab3) ⊂ AB.
We have a contradiction since H(AB) = E.
Thus there exists b ∈ B such that dim(B + Ab) = n + 2, hence dim(A ∩ Bb−1) = 3. By
Lemma 3.4(i), dim AB = n + 3.
Choose c ∈ B such that Ac ⊂ B + Ab. Then AB = B + Ab + Ac. We claim that dim(A ∩
Bc−1) = 3, hence dim(B + Ac) = n + 2, and
(A ∩ Bb−1) ∩ (A ∩ Bc−1) = E,
hence
A = A ∩ Bb−1 + A ∩ Bc−1.
In fact, by Lemma 3.4(i), dim(B + Ac)  n + 2, hence dim(A ∩ Bc−1)  3. Since
[(A ∩ Bb−1) ∩ (A ∩ Bc−1)]AB = [(A ∩ Bb−1) ∩ (A ∩ Bc−1)](B + Ab + Ac) ⊂ AB,
we have (A ∩ Bb−1) ∩ (A ∩ Bc−1) ⊂ H(AB) = E. It follows that dim(A ∩ Bc−1) = 3.
Write A ∩ Bb−1 = 〈1, x1, x2〉, A ∩ Bc−1 = 〈1, y1, y2〉. Then A = 〈1, x1, x2, y1, y2〉. By
Lemma 5.2, B + x1B, B + x2B, B + y1B, B + y2B all have dimension n + 1 over E. By Lemma
3.3, there exist δ ∈ B and integer s  0 such that
B = B ′ ⊕ 〈1, x1, . . . , xs1〉δ, (5.15)
B + x1B = B ′ ⊕ 〈1, x1, . . . , xs+11 〉δ, (5.16)
where B ′ is the largest x1-invariant subspace of B and δ, x1δ, . . . , xs+11 δ are linearly independent
over E. By Lemma 3.4(i), dim(B + A(xs1δ))  n + 2. We claim that dim(B + A(xs1δ)) = n + 2.
Otherwise, dim(B + A(xs1δ))  n + 1 and dim(A ∩ B(xs1δ)−1)  4. Note that x1 /∈ B(xs1δ)−1
since xs+11 δ /∈ B. Therefore, dim(A ∩ B(xs1δ)−1) = 4 and A = A ∩ B(xs1δ)−1 + 〈x1〉. Thus
AB ⊂ (A ∩ B(xs1δ)−1 + 〈x1〉)B
⊂ (A ∩ B(xs1δ)−1)(B + A(xs1δ)) + x1B
= (A ∩ B(xs1δ)−1)(B + A(xs1δ)) (by (5.16))
= A1B1,
where A1 = A ∩ B(xs1δ)−1, B1 = B + A(xs1δ). Then A1, B1 are a counterexample of Conjecture
1.4 with dim A1 = 4, which is impossible.
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Thus dim(B + A(xs1δ)) = n + 2. By Lemma 3.4(ii),
(A ∩ B(xs1δ)−1)(B + A(xs1δ)) = B + A(xs1δ). (5.17)
Since dim(B + x1B) = n + 1 < dim(B + A(xs1δ)), A(xs1δ) ⊂ B + x1B. Since A = 〈1, x1, x2,
y1, y2〉, there exists a ∈ {x2, y1, y2} such that a(xs1δ) /∈ B + x1B. Since dim(B + aB) = n + 1,
we have dim(B + x1B + aB) = n + 2 = dim(B + x1B + 〈a(xs1δ)〉). Hence
B + x1B + aB = B + x1B + 〈a(xs1δ)〉 ⊂ B + A(xs1δ) (by (5.16)).
Since dim(B + x1B + aB) = n + 2 = dim(B + A(xs1δ)), we have
B + x1B + aB = B + A(xs1δ). (5.18)
We claim that
A = A ∩ B(xs1δ)−1 ⊕ 〈x1, a〉. (5.19)
Otherwise, there exist α, β ∈ E not both 0 such that
αx1 + βa ∈ A ∩ B(xs1δ)−1.
Then αxs+11 δ + βaxs1δ ∈ B, hence βaxs1δ ∈ B + x1B. Since axs1δ /∈ B + x1B, we must have
β = 0. It follows that α /= 0 and xs+11 δ ∈ B, which is not true.
Now we have
AB = [A ∩ B(xs1δ)−1 ⊕ 〈x1, a〉]B (by (5.19))
⊂ (A ∩ B(xs1δ)−1)(B + A(xs1δ)) + x1B + aB
= B + A(xs1δ) + x1B + aB (by (5.17))
⊂ B + A(xs1δ) (by (5.18)),
which is a contradiction.
This concludes the proof of Conjecture 1.4 with dim A = 5. 
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