Abstract. We study the meromorphic modular forms defined as sums of −k (k ≥ 2) powers of integral quadratic polynomials with negative discriminant. These functions can be viewed as meromorphic analogues of the holomorphic modular forms defined in the same way with positive discriminant, first investigated by Zagier in connection with the Doi-Naganuma map and then by Kohnen and Zagier in connection with Shimura-Shintani lifts. We compute the Fourier coefficients of these meromorphic modular forms and we show that they split into the sum of a meromorphic modular form with computable algebraic Fourier coefficients and a holomorphic cusp form.
Introduction
Eisenstein series are defined as sums of −k powers (k > 2 an even integer) of all linear functions with integer coefficients and variable in the upper complex half plane and play a crucial role in the theory of modular forms. It seems natural to look at similar series where we sum over functions with integer coefficients and higher degree. Sums of this kind, taken over quadratic polynomials with fixed positive discriminant, have been introduced in [Zag75] in connection with the Doi-Naganuma correspondence between elliptic modular forms and Hilbert modular forms. More precisely, for each discriminant D > 0, the sum
is a cusp form of weight 2k for SL(2, Z) which arose, in the case where D is a fundamental discriminant, by considering the restriction to the diagonal z 1 = z 2 of a family of Hilbert modular forms w m (z 1 , z 2 ) (m = 0, 1, 2, . . .) of weight k for the Hilbert modular group SL 2 (O), where O is the ring of integers of the real quadratic field with discriminant D. The functions w m (z 1 , z 2 ) are the Fourier coefficients of the kernel function for the Doi-Naganuma correspondence. They are well defined for all positive discriminants D and so is f k,D (z). The Fourier coefficients of f k,D (z) at infinity are calculated in [Zag75] in terms of a Bessel function. The functions 2π k D k−1/2 f k,D (z) reappeared in the kernel function for the Shimura and Shintani lifts between half-integral and integral weight cusp forms ( [KZ81] ). They can be interpreted as theta lifts: they are obtained by integrating the D-th weight k + 1 2 classical cuspidal Poincarï¿ 1 2 series against Shintani's theta function projected into Kohnen's plus space (with respect to Petersson's inner product).
In [BKV13] , the authors generalized the functions f k,D to a natural family of local Maass forms of weight 2k which may also be viewed as theta lifts of the D-th Poincarï¿ The functions f k,D (z) with D < 0 have been investigated in author's Ph.D. thesis [Ben13] and have become interesting because of the similar properties with the case D > 0. In the case D < 0 , they have a non-holomorphic part determined by the points of complex multiplication of discriminant D. In the next section we prove the convergence of these functions and we calculate their Fourier coefficients in terms of a modified Bessel function. In the third section, we decompose f k,D (z) with D < 0 into a meromorphic part with computable algebraic Fourier coefficients and a holomorphic cuspidal part with, a priori, transcendent Fourier coefficients. We denote by Γ the group SL(2, Z), by H the Hilbert class field
, and by S H 2k (Γ) the H-vector space of cusp forms of weight 2k for Γ with Fourier coefficients (in the expansion at infinity) in H. We denote by H D (X) the class polynomial of discriminant D and by h(D) the class number. Throughout the paper we also use the standard notation j(z) and ∆(z) for the modular j-invariant and the modular discriminant respectively. Writing 
In this decomposition, the modular form in S H
We use a theorem of Borcherds ( [Bor99] ) to find linear combinations of Hecke operators which, by acting on the functions f k,D (z), give explicit integral polynomials on these functions without any transcendent part in decomposition (2). Indeed, given λ = {λ n } ∞ n=1 ∈ ⊕ ∞ n=1 Z, denoting by T n the n-th Hecke operator acting on the space of meromorphic modular forms of weight 2k for Γ, and writing
we have Theorem II If there exists a weakly holomorphic modular form
In the appendix, we illustrate the results of section 3 giving the explicit decompositions of the functions f k,D (z) and f k,D,λ (z) (for a convenient λ) when D = −3 and k ∈ {2, 3, 4, 5, 6, 7}.
Convergence and Fourier coefficients
Given an integer D < 0 congruent to 0 or 1 modulo 4, and an integer k ≥ 2 we define, for z ∈ H,
The positivity condition on a does not play any important role, we include it to avoid summing simultaneously over [a, b, c] and [−a, −b, −c]. The factor π −k is just a normalization factor.
Given a Γ-equivalence class A of integral binary quadratic forms with discriminant D < 0, we define
Proposition 2.1. The sums f k,D (z) and f k,D,A (z) converge absolutely and uniformly. They are meromorphic modular forms of weight 2k for Γ.
Proof. For z = x + iy ∈ H, we have
For R > 0 we count the number N (R) of elements (a, b) that occur in the last sum such that
The inequality
2 ) and
where the implicit constant depends on z, but it is still bounded for z in a compact set. The last sum converges for all k > 3 2 .
The convergence of f k,D,A (z), which is a partial sum of f k,D (z), is immediate, and since the sum is taken over a Γ-equivalence class, we obtain the modularity.
The modularity of f k,D (z) follows, on the one hand, from the invariance of the discriminant D under the action of Γ; on the other hand, from the fact that a is always translation invariant and, for D < 0, the coefficients a and c have the same sign, so the sign of a is also invariant under the transformation 0 1 
Proof. We can calculate the Fourier expansion of f k,D (z) by splitting the sum:
where
We can split the sum again:
The first sum is finite and for each term in the sum, the r-th Fourier coefficient is given by
This integral vanishes for r ≤ 0 and we can calculate it for r > 0 changing variables
πr |D| a .
(The last integral is calculated in [AS65] , (29.3.60)).
Algebraic properties of Fourier coefficients
Before we state and prove the main theorems of this section, we introduce the notation and some results in the theory of modular forms that we need. All the results mentioned here can be found in [BHvGZ08] , in the first part, written by D. Zagier. For a discriminant D < 0 we denote by H D (X) the class polynomial
where Z D ⊂ H is the set of CM points of discriminant D and
We write
For a Γ-equivalence class A of integral binary quadratic forms of discriminant D < 0, we denote by z a CM point of A and we define the modular form Φ A (z) of weight 12 w by 
are holomorphic on the upperhalf plane, they have a Taylor expansion in a neighborhood of each point z = x + iy ∈ H. The Taylor expansion in the classic sense is not the natural expansion for modular forms because it only converges on a disk centered at z and tangent to the real line, whereas the domain of holomorphy of a modular form is the whole upper-half plane H. Recall that, for fixed z ∈ H, the map sending z ′ ∈ H to w = z ′ − z z ′ −z is an isomorphism between H and the open unit disk centered at z (the inverse map sends w to z ′ = z −zw 1 − w ).
It is then more natural to expand a modular form under the action of the transformation −z z −1 1 ∈ SL(2, C) in power series of w (see (9) below).
Throughout the paper, we call this new expansion modified Taylor expansion.
Another classical concept which is usually modified in the theory of modular forms is the concept of derivative. The classical derivative of a modular form not being modular, several differentiation operators have been introduced. We consider the operator defined, for a modular form f (z) of weight 2k, by
where y = ℑ(z). The function ∂f (z) is not holomorphic anymore, but it is modular of weight 2k + 2. Moreover, if K is an imaginary quadratic field, z ∈ K ∩ H is a CM point, and the Fourier coefficients of f (z) belong to an algebraic field L, then, for all n ≥ 0, the value ∂ n f (z) is an algebraic multiple (the constant of multiplication belongs to L) of the (2k + 2n)-th power of the Chowla-Selberg period Ω K defined by (see [BHvGZ08] , the corollary in ï¿ 1 2 6.3)
.
Finally, the natural expansion of a modular form f (z) of weight 2k in a neighborhood of a point z = x + iy ∈ H in terms of the operator (8) is given explicitly by (Prop. 17 on p. 52 in [BHvGZ08] )
The main interest of this expansion is that, after normalization dividing by suitable powers of the period Ω K , all the coefficients are algebraic and belong to the field of definition of the Fourier coefficients of f (z).
Below we keep the notation
Theorem 3.1. For k ≥ 2, we have
In these decompositions, the modular forms in S H
Proof. Since the proofs of (10) and (11) are analogous, we focus on the proof of (10). The value w does not play any role in the proof either, so we assume w = 1 to avoid tedious notation. In the usual fundamental domain for the action of Γ on the upper-half plane, the function f k,D,A (z) has only one pole z = x + iy, which is the root in H of some reduced binary quadratic form [a, b, c] ∈ A. By considering the definition (3) we have, in a neighborhood of z,
Replacing f k,D,A in (12) by its image by the transformation
Since z is a zero of order k of Φ k A (z), the first non-zero coefficient in the modified Taylor expansion of Φ k A (z) is the coefficient of w k :
Combining (13) with (14), we compute the expansion of
Since the function Φ A (z) k f k,D,A (z) belongs to the space S 14k (Γ), it can be written as
where * is a complex constant and 14k = 4δ + 6ǫ + 12M,
12 . Moreover, the triple (δ, ǫ, M ) and the constant * are uniquely determined.
The functions
are a basis for the space S 14k (Γ) (as a C-vector space). We can write
are cusp forms of weight 2k for m = k, . . . , M − 1. We need to compute the coefficients c m for 0 ≤ m ≤ k − 1 and show that they belong to H. We can expand again 
(
By comparing the expansions (15), and (18) and by matching the coefficients for each power of w from both expressions, we make explicit the constants c m for m = 0, . . . , k − 1:
, so the coefficients c m belong to the field Q(j(z), z) for all m = 0, . . . , k−1.
We call transcendent parts the projections on the second space with complex coefficients in the decompositions (10) and (11). The transcendent parts are cuspidal but unfortunately we cannot compute them. We show below how we use a theorem of Borcherds to find certain explicit integral polynomials in the functions f k,D (k is fixed and D takes negative values) which get rid of the transcendent parts. These polynomials are given by suitable linear combinations of Hecke operators acting on f k,D (z). For each prime p, the action of the p-th Hecke operator T p on f k,D is given in [KZ81] by the closed form (36))). Since the Hecke algebra is generated in an explicit way by the p-th Hecke operators through the identities
if r ≥ 1 and p is prime, the action of the n-th (n not necessarily prime) Hecke operator T n on f k,D can also be written in a closed form, as an explicit integral polynomial in the functions f k,D . Given λ = {λ n } ∞ n=1 ∈ ⊕ ∞ n=1 Z and k ≥ 2, we write 
(Note that λ n = 0 ∀n ≥ N for some N ≥ 0, so g λ has only finitely many non-vanishing terms in its principal part.)
Proof. According to Theorem 3.1, the function
We have to show that there is no transcendent part in the decomposition (21) if there exists a weakly holomorphic modular form g λ of the form (20).
If there exists a weakly holomorphic modular form such as 20, then, by [Bor99] (section 3),
If f = ∞ n=1 c n q n is a cusp form of weight 2k for Γ, so is T m (f ), which Fourier expansion is (see [BHvGZ08] , ï¿ But the expression in (24) is the m-th coefficient in the Fourier expansion of f |φ λ , so f |φ λ = 0. In particular, if we denote by f (z) the transcendent part in the decomposition
we have f |φ λ = 0. 
(ii) there exists a weakly holomorphic modular form
In fact these two statements are equivalent. On the one hand, the statement (ii) and the condition (22) are equivalent (see [Bor99] ). On the other hand, the function
is identically zero if and only if
λ n c n = 0.
Appendix: Explicit examples
In this section we give the explicit decomposition (11) for D = −3 and k ∈ {2, 3, 4, 5, 6, 7}. We also give a sequence λ such that, for any k in the previous set, f k,−3,λ (z) has no transcendent part in the decomposition (21).
There is only one Γ-equivalence class of binary quadratic forms of discriminant -3; we denote by [1, 1, 1] the reduced quadratic form in this class and by z −3 = 1 + √ 3i 2 its root in H. The Hilbert extension of the quadratic field Q( √ 3i) is trivial. For k ∈ {2, 3, 4, 5, 7}, the space S 2k (Γ) is trivial, so there is no transcendent part in the decomposition (11) of f k,−3 . The value k = 6 is more interesting, so we give the details of the calculations for f 6,−3 (z) and we list the calculated expressions of f k,−3 (z) in a table for k ∈ {2, 3, 4, 5, 7}.
For k = 6, the space S 36 (Γ) is generated by ∆ 3 (z), ∆ 2 (z)E 3 4 (z), ∆(z)E 6 4 (z). There are three complex constants C 0 , C 1 , C 2 such that (26) E 6 4 (z)f 6,−3 (z) = C 0 ∆(z) 3 + C 1 ∆(z) 2 E 4 (z) 3 + C 2 ∆(z)E 4 (z) 6 .
In order to compute C 0 and C 1 we compare the modified Taylor expansions in a neighborhood of z −3 from both sides of the equality (26). We have = 24 2 11 f 6,−12 + 2 5 −3 2 f 6,−3 + f 6,−3 .
The functions f 6,−3 and f 6,−12 have both transcendent cuspidal parts: 
